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Abstract. QBF solvers implementing the QCDCL paradigm are powerful algorithms that successfully tackle many computationally complex applications. However, our theoretical understanding of the strength and limitations of these QCDCL solvers is very limited.

In this paper we suggest to formally model QCDCL solvers as proof systems. We define different policies that can be used for decision heuristics and unit propagation and give rise to a number of sound and complete QBF proof systems (and hence new QCDCL algorithms). With respect to the standard policies used in practical QCDCL solving, we show that the corresponding QCDCL proof system is incomparable (via exponential separations) to Q-resolution, the classical QBF resolution system used in the literature. This is in stark contrast to the propositional setting where CDCL and resolution are known to be p-equivalent.

This raises the question what formulas are hard for standard QCDCL, since Q-resolution lower bounds do not necessarily apply to QCDCL as we show here. In answer to this question we prove several lower bounds for QCDCL, including exponential lower bounds for a large class of random QBFs.

We also introduce a strengthening of the decision heuristic used in classical QCDCL, which does not necessarily decide variables in order of the prefix, but still allows to learn asserting clauses. We show that with this decision policy, QCDCL can be exponentially faster on some formulas.

We further exhibit a QCDCL proof system that is p-equivalent to Q-resolution. In comparison to classical QCDCL, this new QCDCL version adapts both decision and unit propagation policies.

1. Introduction

SAT solving has revolutionised the way we perceive and approach computationally complex problems. While traditionally, NP-hard problems were considered computationally intractable, today SAT solvers routinely and successfully solve instances of NP-hard problems from virtually all application domains, and in particular problem instances of industrial relevance [Var14]. Starting with the classic DPLL algorithm from the 1960s [DP60, DLL62], there have been a number of milestones in the evolution of SAT solving, but clearly one of the breakthrough achievements was the introduction of clause learning in the late 1990s, leading to the paradigm of conflict-driven clause learning (CDCL) [MS96, ZMMM01], the
predominant technique of modern SAT solving. CDCL ingeniously combines a number of crucial ingredients, among them variable decision heuristics, unit propagation, clause learning from conflicts, and restarts (cf. [MLM09] for an overview).

Inspired by the success of SAT solving, many researchers have concentrated on the task to extend the reach of these technologies to computationally even more challenging settings with quantified Boolean formulas (QBF) receiving key attention. As a PSPACE-complete problem, the satisfiability problem for QBFs encompasses all problems from the polynomial hierarchy and allows to encode many problems far more succinctly than in propositional logic (cf. [SBPS19] for applications).

One of the main techniques in QBF solving is the propositional CDCL technique, lifted to QBF in the form of QCDCL [ZM02]. However, solving QBFs presents additional challenges as the quantifier type of variables (existential and universal) needs to be taken into account as well as the variable dependencies stemming from the quantifier prefix. This particularly impacts the variable selection heuristics and details of the unit propagation within QCDCL. In addition to QCDCL there are further QBF solving techniques, exploiting QBF features absent in SAT, such as expanding universal variables in expansion solving [JM15] and dependency schemes in dependency-aware solving [LE17,SS16,PSS19]. Compared to SAT solving, QBF solving is still at an earlier stage. However, QBF solving has seen huge improvements during the past 15 years [PS19], and there are problems of practical relevance where QBF solvers outperform SAT solvers [FFRT17].

The enormous success of SAT and QBF solving of course raises theoretical questions of utmost importance: why are these solvers so successful and what are their limitations? The main approach through understanding these questions comes from proof complexity [Bus12,Nor15]. The central problem in proof complexity is to determine the size of the smallest proof for a given formula in a specified proof system, typically defined through a set of axioms and inference rules. Traces of runs of SAT/QBF solvers on unsatisfiable instances yield proofs of unsatisfiability, whereby each solver implicitly defines a proof system. In particular, SAT solvers implementing the DPLL and CDCL paradigms are based on resolution [Nor15], which is arguably the most studied proof system in proof complexity.

Propositional resolution operates on clauses and uses the resolution rule

$$\frac{C \lor x}{C \lor D \lor \bar{x}}$$

as its only inference rule to derive a new clause $C \lor D$ from the two parent clauses $C \lor x$ and $D \lor \bar{x}$. There is a host of lower bounds and lower bound techniques available for propositional resolution (cf. [BP01,Seg07,Kra19] for surveys).

While it is relatively easy to see that the classic DPLL branching algorithm [DP60,DLL62] exactly corresponds to tree-like resolution (where resolution derivations are in form of a tree), the relation between CDCL and resolution is far more complex. On the one hand, resolution proofs can be generated efficiently from traces of CDCL runs on unsatisfiable formulas [BKS04], a crucial observation being that learned clauses are derivable by resolution [BKS04,MS96]. The opposite simulation is considerably more difficult, with a series of works [BKS04,HPV08,PD11,AFT11] culminating in the result that CDCL can efficiently simulate arbitrary resolution proofs, i.e., resolution and CDCL are equivalent. This directly implies that all known lower bounds for proof size in resolution translate into lower bounds

---

1In this paper we focus on prenex QBFs with a CNF matrix.

2We denote such a resolution inference with pivot $x$ by $(C \lor x) \vdash (D \lor \bar{x})$ throughout the paper.
for CDCL running time. In addition, other measures such as proof space model memory requirements of SAT solvers, thereby implying lower bounds on memory consumption, in particular when considering time-space tradeoffs [Nor08].

Exciting as this equivalence between CDCL and resolution is from a theoretical point of view, it has to be interpreted with care. Proof systems are inherently non-deterministic procedures, while CDCL algorithms are largely deterministic (some randomisation might occasionally be used). To overcome this discrepancy, the simulations of resolution by CDCL [BKS04,PD11] use arbitrary decision heuristics and perform excessive restarts, both of which diverge from practical CDCL policies. Indeed, in very recent work [Vin20] it was shown that CDCL with practical decision heuristics such as VSIDS [ZM01] is exponentially weaker than resolution, and similar results have been obtained for further decision heuristics [MPR19]. Regarding restarts there is intense research aiming to determine the power of CDCL without restarts from a proof complexity perspective (cf. [BHJ08,BBJ14]).

On the QBF level, this naturally raises the question what proof system corresponds to QCDCL. As in propositional proof complexity, QBF resolution systems take a prominent place in the QBF proof system landscape, with the basic and historically first Q-resolution system [KKF95] receiving key attention. Q-resolution is a refutational system that proves the falsity of fully quantified prenex QBFs with a CNF matrix (QCNFs). The system allows to use the propositional resolution rule (1.1) under the conditions that the pivot \( x \) is an existential variable and the resolvent \( C \lor D \) is non-tautological. In addition, Q-resolution uses a universal reduction rule

\[
\frac{C \lor u}{C},
\]

where \( u \) is a universal literal that in the quantifier prefix is quantified right of all variables in \( C \), i.e., none of the literals in \( C \) depends on \( u \). For Q-resolution we have a number of lower bounds [BWJ14,BCJ19,BBH19] as well as lower bound techniques, some of them lifted from propositional proof complexity [BCMS17,BCS19], but more interestingly some of them genuine to the QBF domain [BBH19,BBM20] that unveil deep connections between proof size and circuit complexity [BBCP20], unparalleled in the propositional domain.

Unlike in the relation between SAT and CDCL, it is has been open whether QCDCL runs can be efficiently translated into Q-resolution. Instead, QCDCL runs can be simulated by the stronger QBF resolution system of long-distance Q-resolution [ZM02,BJ12]. In fact, this system originates from solving, where it was noted that clauses learned from QCDCL conflicts can be derived in long-distance Q-resolution [ZM02]. Long-distance Q-resolution implements a more liberal use of the resolution rule (1.1), which allows to derive certain tautologies (cf. Section 2.3 for details). In general, allowing to derive tautologies with (1.1) is unsound, an example is given in Section 2.3. However, the tautologies allowed in long-distance Q-resolution do not present problems for soundness and are exactly those clauses needed when learning clauses in QCDCL. Hence long-distance Q-resolution simulates QCDCL [ZM02,BJ12]. However, it is known that long-distance Q-resolution allows exponentially shorter proofs than Q-resolution for some QBFs [ELW13,BBH19,BBM19].

We also remark that there are further QBF resolution systems (cf. [BCJ19] for an overview), some of them corresponding to other solving approaches in QBF, such as the system \( \forall \text{Exp}+\text{Res} \) that captures expansion QBF solving [JM15].

In summary, it is fair to say that the relations between QCDCL solving and QBF resolution (either Q-resolution or long-distance Q-resolution) are currently not well understood. In particular, an analogue of the equivalence of CDCL SAT solving and propositional
resolution [BKS04, PD11, AFT11] is currently absent in the QBF domain. This brings us to the topic of this paper.

1.1. **Our contributions.** We state and explain our main contributions and provide pointers to where these are proven in the main part.

1.1.1. **QCDCL and Q-resolution are incomparable.** Our first contribution establishes that QCDCL and Q-resolution are incomparable by exponential separations (Thm 4.8), i.e., there exist QBFs that are easy for QCDCL, but require exponential-size Q-resolution refutations, and vice versa. As explained above, this is in stark contrast to the propositional setting, where CDCL and resolution are equivalent.

Proving the incomparability requires two families of QBFs. For the first we take the parity formulas which are known to require exponential-size Q-resolution refutations [BCJ19]. Here we show that QParity_n is easy for QCDCL. This requires to formally state QCDCL in terms of a proof system (we will denote this by QCDCL and explain it in Sections 1.1.3 and 3) and to construct specific trails and clauses learned from these trails that together comprise a short QCDCL proof of the formulas.

For the opposite separation we construct formulas Trapdoor_n and show that they require exponential-size QCDCL refutations (Proposition 4.6). Hardness of these formulas for QCDCL rests on the fact that in QCDCL, variables have to be decided in order of the quantifier prefix. On the other hand, it is easy to obtain short Q-resolution refutations of Trapdoor_n (Proposition 4.7).

This establishes the separation of QCDCL and Q-resolution. We remark that in earlier work, Janota [Jan16] showed that QCDCL with a specific asserting learning scheme requires large running time on some class of QBFs, whereas the same formulas are easy for Q-resolution. Of course, this raises the question whether another learning scheme might produce short QCDCL runs. In contrast, our result rules out any simulation of Q-resolution by QCDCL (or vice versa), regardless of the learning scheme used.

1.1.2. **Lower bounds for QCDCL.** The incomparability of Q-resolution and QCDCL raises the immediate question of what formulas are hard for QCDCL. Previous research has largely concentrated on showing lower bounds for Q-resolution (e.g. [KKF95, BCJ19, BBH19]). However, by our results from the last subsection, these lower bounds do not necessarily apply to QCDCL, and prior to this paper no dedicated lower bounds for QCDCL (with arbitrary learning schemes) were known.

Here we show that several formulas from the QBF literature, including the equality formulas and a large class of random QBFs [BBH19] are indeed hard for QCDCL. Both the equality and the random formulas are of the type $\Sigma^b_3$, i.e., they have two quantifier alternations starting with $\exists$. Also, both require exponential-size proofs in Q-resolution (the random formulas whp) [BBH19]. This is shown in [BBH19] via the size-cost-capacity technique, a semantically grounded QBF lower-bound technique that infers Q-resolution hardness for formulas $\Phi_n$ (and in fact hardness for even stronger systems) from lower bounds for the size of countermodels for $\Phi_n$.

It is not clear how to directly apply this technique to QCDCL. Instead, we identify a property, which we term the $XT$-property (Definition 5.2), that we can use to lift hardness from Q-resolution to QCDCL. Intuitively, it says that in a $\Sigma^b_3$ formula $\Phi$ with quantifier
prefix of the form $\exists X \forall U \exists T$ with blocks of variables $X$, $U$, $T$, there is no direct connection between the $X$ and $T$ variables, i.e., $\Phi$ does not contain clauses with $X$ and $T$ variables, but no $U$ variables (there are some further condition on clauses containing only $T$ variables (Definition 5.2)).

We can then prove that QCDCL runs on formulas with this $XT$-property can be efficiently transformed into Q-resolution refutations, not only into long-distance Q-resolution refutations. Thus for formulas with the $XT$-property we can lift the Q-resolution lower bounds to QCDCL (Thm 5.5) It is quite easy to check that both the equality formulas as well as the random formulas above have the $XT$-property. Thus both are exponentially hard for QCDCL.

Our findings so far reveal an interesting picture on QCDCL hardness. Firstly, not all Q-resolution hardness results lift to QCDCL: the lower bounds for equality and random formulas shown via size-cost-capacity [BBH19] do, but the lower bounds for parity shown via circuit complexity [BCJ19] do not.

Secondly, it is worth to compare the QCDCL hardness results for Trapdoor from the previous subsection to the QCDCL hardness results shown here for equality and random formulas. The hardness of Trapdoor lifts from propositional hardness for PHP, while the hardness of equality and random formulas lifts from Q-resolution hardness. In fact, this can be made formal by using a model of QBF proof systems with access to an NP oracle [BHP20], which allows to collapse propositional subderivations of arbitrary size into just one oracle inference step. Hardness under the NP-oracle version of Q-resolution guarantees that the hardness is ‘genuine’ to QBF and not lifted from propositional resolution. We show here that this notion of ‘genuine’ QBF hardness, tailored towards QCDCL, also holds for the QCDCL lower bounds for equality and the random QBFs (Proposition 5.15).

On the other hand, the parity formulas also exhibit ‘genuine’ QBF hardness, as they are hard in the NP-oracle version of Q-resolution [BBM20]. Since they are easy for QCDCL, this means that not all genuine Q-resolution lower bounds lift to QCDCL.

Thirdly, hardness for QCDCL can of course also stem from hardness for long-distance Q-resolution, since the latter system simulates the former. However, there are only very few hardness results for long-distance Q-resolution known in the literature [BWJ14,BCJ19], hence our hardness results shown here should be also valuable for practitioners, in particular the hardness results for the large class of random QCNFs. It is also worth noting that the equality formulas are easy for long-distance Q-resolution [BBM19], hence our results imply an exponential separation between QCDCL and long-distance Q-resolution (Corollary 5.9).

1.1.3. Our framework: QCDCL as formal proof systems. Technically, this paper hinges on the formalisation of QCDCL solving as precisely defined proof systems, which can subsequently be analysed from a proof-complexity perspective. This involves formalising a number of QCDCL ingredients (cf. Section 2.4 for an informal account on how QCDCL works).

A QCDCL trail $\mathcal{T}$ for a QCNF $\Phi$ is a sequence of literals, which we typically denote as

$$\mathcal{T} = (p_{0,1}, \ldots, p_{0,g_0}; d_1, p_{1,1}, \ldots, p_{1,g_1}; \ldots; d_r, p_{r,1}, \ldots, p_{r,g_r}).$$

---

3A proof system $P$ p-simulates a proof system $S$ if each $S$ proof can be efficiently transformed into a $P$ proof of the same formula [CR79]. If the systems p-simulate each other, they are p-equivalent.
Here \( d_1, \ldots, d_r \) are the decision literals and the \( p \) literals are propagated by unit propagation. While decisions can be either existential or universal, propagated literals are always existential. In classical QCDCL, the following decision policy is adopted:

- **LEV-ORD** - For each \( d_i \in \mathcal{T} \), all variables from quantifier blocks left of \( d_i \) in the prefix of \( \Phi \) appear left of \( d_i \) in \( \mathcal{T} \) as positive or negative literals, i.e., all variables on which \( d_i \) depends have been decided or propagated (as literals) before \( d_i \) is decided.

This decision policy therefore follows the order of quantification in the prefix, for which reason we call it level ordered (LEV-ORD).

In addition to LEV-ORD, we consider three more decision policies. The first one stems from propositional CDCL where the order of decisions is completely arbitrary:

- **ANY** - Given a trail \( \mathcal{T} \), we can choose any remaining literal as the next decision.

Before defining the remaining two decision policies, we explain our policies for unit propagation. The first comes again just from propositional CDCL:

- **NO-RED** - For each propagated literal \( p_{(i,j)} \in \mathcal{T} \), there has to be a clause \( C \) in \( \Phi \) such that \( C \) becomes a single-literal clause under the sub-trail \( \mathcal{T}[i, j-1] \) of \( \mathcal{T} \) that contains all decisions and propagations in \( \mathcal{T} \) before \( p_{(i,j)} \).

To illustrate this with a small example, assume that \( \Phi \) contains a clause \( C = x \lor \bar{y} \lor z \) and \( \mathcal{T} \) contains the decisions \( \bar{x}, y \). Then \( C \) is simplified to the single literal \( z \) under the assignment \( \mathcal{T} \), and hence \( z \) is propagated and included as the next variable in \( \mathcal{T} \).

This is just CDCL propagation. It is, however, not what is done in QCDCL. Assume again we have a clause \( C = x \lor \bar{y} \lor z \lor u \) in \( \Phi \) and \( \exists x, y, z \lor u \) appears in the prefix of \( \Phi \). If the trail contains \( \bar{x}, y \), we cannot propagate \( z \) with the policy NO-RED. However, we can use universal reduction on \( u \) as in rule (1.2) of \( Q\)-resolution to reduce the clause \( z \lor u \) to the single-literal clause \( z \). Hence we can immediately propagate \( z \) with the following unit propagation policy:

- **RED** - For each propagated literal \( p_{(i,j)} \in \mathcal{T} \), there is a clause \( C \) in \( \Phi \) such that \( C \) becomes a single-literal clause under the trail \( \mathcal{T}[i, j-1] \) using universal reduction.

In (Q)CDCL, whenever a trail \( \mathcal{T} \) runs into a conflict, i.e., a clause \( C \) from \( \Phi \) is falsified, we perform conflict analysis in the form of clause learning. This results in a clause \( D \) that follows from \( \Phi \) and describes a reason for the conflict. Such conflict clauses are obtained by performing resolution (for CDCL) and long-distance \( Q \)-resolution (for QCDCL), starting from the conflict clause \( C \) and resolving along the propagated variables in \( \mathcal{T} \) in reverse order (skipping resolution steps when the pivot is missing).

We prove that this learning process works independently from our policies, e.g., even when ANY or NO-RED is used, we can correctly perform long-distance \( Q \)-resolution for clause learning as in QCDCL (Proposition 3.8). For practical (Q)CDCL, it is important that we do not just learn any clause, but an asserting clause \( D \), which means that \( D \) becomes unit after backtracking.

We notice that though the policy ANY is sound, it does not always allow to learn asserting clauses (Remark 3.11). Therefore, we introduce further policies, which are intermediate between LEV-ORD and ANY and still guarantee that asserting clauses can be learned (Lemmas 3.14 and 3.15).

We define two policies EXI-ANY-NO-RED and UNI-ANY, to be used with the unit propagation policies NO-RED and RED, respectively.
Figure 1: Overview of the defined QCDCL proof systems. Lines denote p-simulations.

- **EXI-ANY-NO-RED** - We can decide a literal $d_k$ if it is existential, or if it is universal and it holds $lv(d_1) \leq \ldots \leq lv(d_k)$.\(^4\)
- **UNI-ANY** - We can only decide an existential variable $x$ next, if and only if we already decided all universal variables $u$ with $lv(u) < lv(x)$ before in $T$.

Combining the two policies RED and NO-RED for unit propagation and the four policies ANY, LEV-ORD, EXI-ANY-NO-RED, and UNI-ANY, we obtain six QCDCL systems. These are depicted in Figure 1 (we are not interested in the systems QCDCL\({}^{EXI-ANY-NO-RED}_R\) and QCDCL\({}^{UNI-ANY}_R\) since EXI-ANY-NO-RED and UNI-ANY would not be beneficial in these combinations). As mentioned, combining LEV-ORD with RED yields the standard QCDCL system. The other five variants are introduced here for the first time.

To actually show that these systems are sound and to proof-theoretically analyse their strength, we turn these six systems into formal refutational proof systems for QBF (Definition 3.5). We establish that all these systems are sound and complete QBF proof systems (Thm 3.9 & Thm 3.16).

Soundness is shown via efficiently constructing long-distance Q-resolution proofs from QCDCL proofs. Crucially, when using the unit-propagation policy NO-RED, then no long-distance steps are actually needed and we just construct Q-resolution proofs. The resulting simulations are depicted in Figure 1. Simulations between the QCDCL calculi follow by definition. We remark already here that this simulation order simplifies further due to our results described in the next two subsections (cf. Figure 2).

From a theoretical point of view, formalising the QCDCL ingredients into proof systems enables a precise proof-theoretic analysis of the QCDCL systems and their comparison to Q-resolution. This already was the underlying feature of our results in the previous two subsections, showing the incomparability of Q-resolution and QCDCL (Section 1.1.1) and the lower bounds for QCDCL (Section 1.1.2). We use it further to obtain a version of QCDCL that is even p-equivalent to Q-resolution.

---

\(^4\)Under a prefix $Q_1X_1Q_2X_2\ldots Q_sX_s$ with disjoint blocks of variables $X_i$ and alternating blocks of quantifiers $Q_i \in \{\exists,\forall\}$, the quantifier level of a variable $x$ is $lv(x) = i$, if $x \in X_i$. 
1.1.4. A QCDCL system that characterises Q-resolution. In one of our main results we obtain a QCDCL characterisation of Q-resolution. Of course, given that Q-resolution and QCDCL are incomparable (Section 1.1.1), we cannot hope to achieve such a characterisation by simply strengthening some of the QCDCL policies.\footnote{Such hope might not have seemed totally implausible prior to this paper, e.g. [Jan16] states that ‘CDCL QBF solving appears to be quite weak compared to general Q-resolution.’} As explained in the previous subsection, traditional QCDCL is using the decision policy \textsc{lev-ord} and the unit-propagation policy \textsc{red}. To obtain a QCDCL system equivalent to Q-resolution, we will have to change both policies. We will strengthen the decision policy and replace \textsc{lev-ord} by \textsc{any} (we could also replace it with the intermediate version \textsc{exi-any-no-red}). In addition, we will somewhat weaken the unit propagation policy from \textsc{red} to \textsc{no-red}.\footnote{While intuitively \textsc{no-red} might indeed appear weaker than \textsc{red} (it produces fewer unit propagations), we show in the next subsection that they are in fact incomparable, cf. Figure 2.} This leads to a characterisation of Q-resolution in terms of \textsc{qcdcl\textsubscript{any}}\textsc{no-red}, and \textsc{qcdcl\textsubscript{exi-any-no-red}} (Theorem 6.9).

1.1.5. The simulation order of QCDCL proof systems. We further analyse the simulation order of the defined QCDCL and QBF resolution systems, cf. Figure 2 which almost completely determines the simulations and separations between the systems involved (cf. Section 9 for the open cases).

We highlight the most interesting findings (in addition to the results already described). Firstly, we show that the unit-propagation policies \textsc{red} and \textsc{no-red} are incomparable when fixing the decision policy \textsc{lev-ord} used in practical QCDCL. Secondly, we show that replacing the decision policy \textsc{lev-ord} in QCDCL with the more liberal decision policy \textsc{uni-any} yields exponentially shorter QCDCL runs, which we demonstrate on the \textsc{equality\_n} formulas. Again, this theoretical result identifies potential for improvements in practical solving (cf. also the discussion in the concluding Section 9).

1.2. Organisation. The main part of the article is organised slightly differently from the order of results as outlined above. We start in Section 2 with reviewing relevant notions concerning quantified Boolean logic, QBF proof systems, and QCDCL.

Section 3 formalises QCDCL with a number of different policies for variable decision and unit propagation as proof systems. This constitutes the formal framework for the rest of the paper. The proof systems are shown to be sound and complete.

Section 4 shows the incomparability of QCDCL and Q-resolution by exponential separations. This is followed in Section 5 by further hardness results for QCDCL.

In Section 6 we obtain the characterisation of Q-resolution in terms of the new QCDCL proof system \textsc{qcdcl\textsubscript{any\_no-red}}. We discuss implications of this result to the equivalence of propositional resolution and CDCL in Section 7.

Section 8 reveals the full picture of the simulation order of the defined QCDCL proof systems. We conclude in Section 9 with some open questions and a discussion of the potential impact of our results for practice.
2. Preliminaries

2.1. Propositional and quantified formulas. We will consider propositional and quantified formulas over a countable set of variables. Variables and negations of variables are called literals, i.e., for a variable $x$ we can form two literals: $x$ and its negation $\bar{x}$. Sometimes we write $x^1$ instead of $x$ and $x^0$ instead of $\bar{x}$. We denote the corresponding variable as $\text{var}(x) := \text{var}(\bar{x}) := x$.

A clause is a disjunction $\ell_1 \lor \ldots \lor \ell_m$ of some literals $\ell_1, \ldots, \ell_m$. We will sometimes view a clause as a set of literals, i.e., we will use the notation $\ell \in C$ if the literal $\ell$ is one of the literals in the clause $C$. If $m = 1$, we will often write $(\ell_1)$ to emphasize the difference between literals and clauses. The empty clause is the clause consisting of zero literals, denoted by $\perp$. For reasons of consistency it is helpful to define an empty literal, denoted by $\perp$ in our case. As a consequence, we have $\perp \in (\perp)$, although we define the empty clause as a clause with zero literals.

The negation of a clause $C = \ell_1 \lor \ldots \lor \ell_m$ is called a term, i.e., terms are conjunctions $\bar{\ell}_m \land \ldots \land \bar{\ell}_m$ of literals. Similarly terms can be considered as sets of literals. A CNF (conjunctive normal form) is a conjunction of clauses.

Let $C = \ell_1 \lor \ldots \lor \ell_m$. We define $\text{var}(C) := \{\text{var}(\ell_1), \ldots, \text{var}(\ell_m)\}$. For a CNF $\phi = C_1 \land \ldots \land C_n$ we define $\text{var}(\phi) := \bigcup_{i=1}^{n} \text{var}(C_i)$.

A clause or a set $C$ of literals is called tautological, if there is a variable $x$ with $x, \bar{x} \in C$. 

Figure 2: The simulation order of QCDCL and QBF resolution systems. The table contains pointers to the separating formulas.
An assignment $\sigma$ of a set of variables $X$ is a non-tautological set of literals, such that for all $x \in X$ there is $\ell \in \sigma$ with $\text{var}(\ell) = x$. The restriction of a clause $C$ by an assignment $\sigma$ is defined as

$$C|_{\sigma} := \begin{cases} \top & \text{true} \quad \text{if } C \cap \sigma \neq \emptyset, \\ \bigvee_{\ell \in C, \ell \notin \sigma} \ell & \text{otherwise.} \end{cases}$$

For example, let $C = t \lor x \lor y \lor \bar{z}$ and define the assignment $\sigma := \{\bar{x}, z, w\}$. Then we have $C|_{\sigma} = t \lor y$. Note that the set of assigned variables might differ from $\text{var}(C)$. In our case, $\sigma$ is an assignment of the set $X := \{x, z, w\}$.

One can interpret $\sigma$ as an operator that sets all literals from $\sigma$ to the boolean constant $1$. We denote the set of assignments of $X$ by $\langle X \rangle$. Assignments can also operate on CNFs in the natural sense. A CNF $\phi$ entails another CNF $\psi$ if each assignment that satisfies $\phi$ also satisfies $\psi$ (denoted by $\phi \models \psi$).

A QBF (quantified Boolean formula) $\Phi = Q \cdot \phi$ is a propositional formula $\phi$ (also called matrix) together with a prefix $Q$. A prefix $Q_1 x_1 Q_2 x_2 \ldots Q_s x_s$ consists of variables $x_1, \ldots, x_s$ and quantifiers $Q_1, \ldots, Q_s \in \{\exists, \forall\}$. We obtain an equivalent formula if we unite adjacent quantifiers of the same type. Therefore we can always assume that our prefix is in the form of

$$Q = Q'_1 X_1 Q'_2 X_2 \ldots Q'_s X_s$$

with nonempty sets of variables $X_1, \ldots, X_s$ and quantifiers $Q'_1, \ldots, Q'_s \in \{\exists, \forall\}$ such that $Q'_i \neq Q'_{i+1}$ for $i \in [s - 1]$. For a variable $x$ in $Q$ we denote the quantifier level with respect to $Q$ by $\text{lv}(x) = \text{lv}_{\phi}(x) = i$, if $x \in X_i$. Variables from $\Phi$ are called existential, if the corresponding quantifier is $\exists$, and universal if the quantifier is $\forall$. We denote the set of existential variables from $\Phi$ by $\text{var}_\exists(\Phi)$, and the set of universal variables by $\text{var}_\forall(\Phi)$.

A QBF whose matrix is a CNF is called a QCNF. We require that all clauses from a matrix of a QCNF are non-tautological, otherwise we would just delete these clauses. This requirement is crucial for the correctness of the derivation rules we define later for our proof systems. Since we will only discuss refutational proof systems, we will always assume that all QCNFs we consider are false.

A QBF can be interpreted as a game between two players: The $\exists$-player and the $\forall$-player. These players have to assign the respective variables one by one along the quantifier order from left to right. The $\forall$-player wins the game if and only if the matrix of the QBF gets falsified by this assignment. It is well known that for every false QBF $\Phi = Q \cdot \phi$ there exists a winning strategy for the $\forall$-player.

### 2.2. Proof systems

A proof system for a language $\mathcal{L}$ is a polynomial-time computable surjective function $f : \{0, 1\}^* \rightarrow \mathcal{L}$ [CR79]. A proof for $\phi \in \mathcal{L}$ is some $\pi \in \{0, 1\}^*$ such that $f(\pi) = \phi$. In our case, the language $\mathcal{L}$ will be mostly UNSAT (unsatisfiable formulas) or FQBF (false QBFs). For unsatisfiable or false formulas we often call the system refutational.

To show that such a polynomial-time function $f$ is actually a proof system for $\mathcal{L}$, we have to verify two properties:

- **soundness**: $f(\{0, 1\}^*) \subseteq \mathcal{L}$
- **completeness**: $f(\{0, 1\}^*) \supseteq \mathcal{L}$

A proof system $f$ for a language $\mathcal{L}$ is simulated by another proof system $g$ for $\mathcal{L}$, if there exists a function $h : \{0, 1\}^* \rightarrow \{0, 1\}^*$ such that $g \circ h = f$ (denoted $f \leq g$) [KP89]. If $h$ is
polynomial-time computable, then we say that \( g \) \( p \)-simulates \( f \) (denoted \( f \leq_p g \)) [CR79]. If two systems \( p \)-simulate each other, they are \( p \)-equivalent (denoted \( f \equiv_p g \)).

2.3. \textbf{Q-resolution and long-distance Q-resolution.} Let \( C_1 \) and \( C_2 \) be two clauses of a QCNF \( \Phi \) and let \( \ell \) be an existential literal with \( \var(\ell) \not\in \var(C_1) \cup \var(C_2) \). The resolvent of \( C_1 \lor \ell \) and \( C_2 \lor \ell \) over \( \ell \) is defined as

\[
(C_1 \lor \ell) \triangledown \ell \triangleleft (C_2 \lor \ell) := C_1 \lor C_2.
\]

Let \( C := u_1 \lor \ldots \lor u_m \lor x_1 \lor \ldots \lor x_n \lor v_1 \lor \ldots \lor v_s \) be a clause from \( \Phi \), where \( u_1, \ldots, u_m, v_1, \ldots, v_s \) are universal literals, \( x_1, \ldots, x_n \) are existential literals and

\[
\{ v \in C : v \text{ is universal and } lv(v) > lv(x_i) \text{ for all } i \in [n] \} = \{ v_1, \ldots, v_s \}.
\]

Then we can perform a \textit{reduction} step and obtain

\[
\text{red}(C) := u_1 \lor \ldots \lor u_m \lor x_1 \lor \ldots \lor x_n.
\]

For a CNF \( \phi = \{ C_1, \ldots, C_k \} \) we define

\[
\text{red}(\phi) := \{ \text{red}(C_1), \ldots, \text{red}(C_k) \}.
\]

\textbf{Q-resolution} [KKF95] is a refutational proof system for false QCNFs. A \textit{Q-resolution} proof \( \pi \) of a clause \( C \) from a QCNF \( \Phi = Q \cdot \phi \) is a sequence of clauses \( \pi = C_1, \ldots, C_m \) with \( C_m = C \). Each \( C_i \) has to be derived by one of the following three rules:

- \textbf{Axiom:} \( C_i \in \phi \);
- \textbf{Resolution:} \( C_i = C_j \triangledown x \triangledown C_k \) for some \( j, k < i \) and \( x \in \var_\exists(\Phi) \), and \( C_i \) is non-tautological;
- \textbf{Reduction:} \( C_i = \text{red}(C_j) \) for some \( j < i \).

Note that none of our axioms are tautological by definition. A \textit{refutation} of a QCNF \( \Phi \) is a proof of the empty clause \( (\bot) \).

For the simulation of the original version of QCDCL, the proof system \textit{long-distance Q-resolution} was introduced in [ZM02,BJ12]. This extension of \textit{Q-resolution} allows to derive universal tautologies under specific conditions. As in \textit{Q-resolution}, there are three rules by which a clause \( C_i \) can be derived. The axiom and reduction rules are identical to \textit{Q-resolution}, but the resolution rule is changed to

- \textbf{Resolution (long-distance):} \( C_i = C_j \triangledown x \triangledown C_k \) for some \( j, k < i \) and \( x \in \var_\exists(\Phi) \). The resolvent \( C_i \) is allowed to contain a tautology \( u \lor \bar u \) if \( u \) is a universal variable. If \( u \in \var(C_j) \cap \var(C_k) \), then we additionally require \( lv(u) > lv(x) \).

Note that a \textit{long-distance Q-resolution} proof without tautologies is just a \textit{Q-resolution} proof.

Creating universal tautologies without any assumptions is unsound in general. For example, consider the true QCNF \( \Psi := \forall x \exists \bar x \cdot (u \lor \bar x) \land (\bar u \lor x) \). There is a winning strategy for the \( \exists \)-player by assigning \( x \) equal to \( u \). Hence, the step \( \text{red} \bigg( (u \lor \bar x) \triangledown (\bar u \lor x) \bigg) = (\bot) \) is unsound since we resolved over an existential literal \( x \) with \( lv_\Psi(x) > lv_\Psi(u) \) while generating \( u \lor \bar u \).
2.4. QCDCL. Quantified conflict-driven clause learning (QCDCL) is the quantified version of the well-known CDCL algorithm (see [ZMMM01, MLM09] for further details on CDCL, and [GNT06, Lon12, ZM02] for QCDCL). Let $\Phi = Q \cdot \phi$ be a false QCNF. Roughly speaking, QCDCL consists of two processes: The propagation process and the learning process.

In the propagation process we generate assignments to the end that we obtain a conflict. We start with clauses from $\phi$ that force us to assign literals such that we do not falsify these clauses (subsequently called unit clauses). The underlying idea of this process is unit propagation. One can think of a clause $x_1 \lor \ldots \lor x_n$ as an implication $(\bar{x}_1 \land \ldots \land \bar{x}_{n-1}) \rightarrow x_n$. That is, if we already assigned the literals $\bar{x}_1, \ldots, \bar{x}_{n-1}$, then we are forced to assign $x_n$ in order to verify this clause. If $x_n$ was universal, this would already be a conflict since this clause must be true for both assignments of $x_n$ in order to not get falsified. In general, we also have to insert reduction steps into this process. Hence we are interested in clauses that become unit after reduction. For example, the clause $(\bar{x}_1 \land \ldots \land \bar{x}_{n-1}) \rightarrow (x_n \lor u)$ for an existential literal $x_n$ and a universal literal $u$ with $lv(x_n) < lv(u)$ can also be used as an implication of $x_n$ for unit propagation.

Of course we could also assign $\bar{x}_n$, immediately leading to a conflict by falsifying the clause $x_1 \lor \ldots \lor x_n$, but this conflict would have been solely caused by this clause and would not give us any new information for the learning process. Our goal is to prolong a conflict as long as possible in the hope of learning something helpful from it. However, it is not guaranteed that we can even perform any unit propagations by just starting with the formula.

Therefore we will make decisions, i.e., we assign literals without any solid reason. With the aid of these decisions (one can also think of assumptions) we can provoke further unit propagations. Since decision making is one of the non-deterministic components of the algorithm, we will try to keep its influence as low as possible. In detail, this means we will only make decisions if there are no more unit propagations available. In the classical QCDCL these decisions have to follow a level-order. This means we always have to decide the next available variable with the lowest quantifier level. However, we will later show that this condition is not necessary for soundness or completeness. There are even QCNFs whose hardness are based simply on this level-order, so leaving out this limitation would actually strengthen the algorithm. In our model these two policies will be denoted by LEV-ORD and ANY.

After we obtained a conflict, we can start the clause learning process. Here the underlying idea is to use Q-resolution resp. long-distance Q-resolution. We start with the clause that caused our conflict and resolve it with clauses that implied previous literals in the assignment in the reversed propagation order. At the end we get a (hopefully) new clause such that each assignment that falsifies this clause also leads to a conflict. In addition we get a long-distance Q-resolution-derivation of this learned clause from $\Phi$. We will add the learned clause to $\phi$, backtrack to a state before we assigned all literals of this clause and start with the propagation process again. The algorithm ends as soon as we learn the empty clause ($\bot$) and therefore obtain a refutation of $\Phi$.

In our work we want to formalize this algorithm as a proof system and slightly modify the system such that this new proof system becomes equivalent to Q-resolution. To ensure we actually construct a Q-resolution proof out of the learning process, we have to prevent the introduction of universal tautologies. As will become clear later, the reasons for these tautologies are reductions in the propagation process. This is the only way where both literals of universal variables can be introduced. This motivates disallowing these reductions
in the propagation process. Later in the definitions we will denote these policies by \textbf{RED} and \textbf{NO-RED}.

Usually QCDCL has to handle both refutations of false formulas as well as proving the validity of true formulas. For this purpose one would need to implement the so called \textit{cube learning} (or \textit{term learning}) for fulfilling assignments. But since we are only interested in the refutation of formulas (otherwise we could not compare this system to \textbf{Q-resolution}), we will omit this aspect of QCDCL.

3. Our framework: versions of QCDCL as proof systems

In this section we define formal proof systems that capture QCDCL solving. For this we need to formally define central ingredients of QCDCL solving, including trails, decision policies, unit propagation, and clause learning. For decisions and unit propagation we will consider different policies: those corresponding to QCDCL solving in practice and new policies, yet unexplored. We will show that the corresponding QCDCL proof systems are all sound and complete.

We start with defining trails, decisions, unit propagations and our collection of policies.

\textbf{Definition 3.1} (trails and policies for decision/unit propagation). Let $\Phi = Q \cdot \phi$ be a QCNF in $n$ variables. A \emph{trail} $T$ for $\Phi$ is a sequence of literals (or $\bot$) of variables from $\Phi$ with some specific properties. We distinguish two types of literals in $T$: \textit{decision literals}, that can be both existential and universal, and propagated literals, that are either existential or $\bot$. Most of the time we write a trail $T$ as

$$T = (p(0,1), \ldots, p(0,g_0); d_1, P(1,1), \ldots, P(1,g_1); \ldots; d_r, P(r,1), \ldots, P(r,g_r)).$$

We typically denote decision literals by $d_i$ and propagated literals by $p(i,j)$. To emphasize decisions, we will set decision literals in the trail in \textbf{boldface} and put a semicolon at the end of each decision level. The literal $p(i,j)$ represents the $j$\textsuperscript{th} propagated literal in the $i$\textsuperscript{th} decision level, determined by the corresponding decision $d_i$. The decision level 0 is the only level where we do not have a decision literal. Similarly to clauses, we can view $T$ as a set of literals or as an assignment and use the notation $x \in T$ if the literal $x$ is contained in $T$.

Let $s \in \{0, \ldots, r\}$ and $t \in \{0, \ldots, g_s\}$. The \textit{subtrail of $T$ at the time $(s,t)$} is the trail consisting of all literals from the leftmost literal in $T$ up to (including) $p(s,t)$, if $t \neq 0$, or $d_s$ otherwise. We denote this subtrail by $T[s,t]$. The subtrail $T[0,0]$ is defined as the empty trail.

Now, we need some further requirements for $T$ to be a trail for a QCNF $\Phi$.

The decisions have to be non-tautological and non-repeating, i.e., we require $\text{var}(d_i) \neq \text{var}(d_k)$ for each $i \neq k \in \{0, \ldots, r\}$. If $\bot \in T$, then this must be the last (rightmost) literal in $T$. In this case we will say that $T$ has \textit{run into a conflict}.

We define four policies, concerning the decision of literals, from which we can choose exactly one at a time:

- \textbf{LEV-ORD} - For each $d_i \in T$ we have $\text{lv}(d_i) \leq \text{lv}(x)$ for all $x \in \text{var}(\phi) \setminus \text{var}(T[i - 1, g_{i-1}])$. That means we have to decide the variables along the quantification order.
- \textbf{EXI-ANY-NO-RED} - We can decide a literal $d_k$ if it is existential, or if it is universal and it holds $\text{lv}(d_1) \leq \ldots \leq \text{lv}(d_k)$.
- \textbf{UNI-ANY} - We can only decide an existential variable $x$ next, if and only if we already assigned all universal variables $u$ with $\text{lv}(u) < \text{lv}(x)$ before.
- \textbf{ANY} - We can choose any remaining literal as the next decision.
We define two more policies concerning unit propagation. Again, we have to choose exactly one:

- **RED** - For each \( p_{(i,j)} \in T \) there has to be a clause \( C \in \phi \) such that \( \text{red}(C|_{\mathcal{T}_{[i,j-1]}}) = (p_{(i,j)}) \).

- **NO-RED** - For each \( p_{(i,j)} \in T \) there has to be a clause \( C \in \phi \) with \( C|_{\mathcal{T}_{[i,j-1]}} = (p_{(i,j)}) \).

These clauses \( C \) as described in the policies are called *antecedent clauses*, which will be denoted by \( \text{ante}(p_{(i,j)}) := C \). There could be more than one such suitable clause, in this case we will just choose one of them arbitrarily. These antecedent clauses clearly depend on the unit propagation policy we use.

The size of a trail \( T \) can be measured by \( |T| \) (i.e., the cardinality of \( T \) as a set). Because each trail can at most contain all variables, we always have \( |T| \in O(n) \).

The policies **RED** and **NO-RED** determine the notion of unit clauses, which are important for unit propagation.

**Definition 3.2** (unit clauses). Let \( C \) be a clause. In the policy **RED**, we call \( C \) a *unit clause* if \( \text{red}(C) = (x) \) for an existential literal \( x \) or \( x = \bot \).

Otherwise, for **NO-RED**, we call \( C \) a *unit clause* if \( C = (x) \) for an existential literal \( x \) or \( x = \bot \).

Note that \((u)\) is not a unit clause under the policy **NO-RED** for a universal literal \( u \).

Next we will formalise the process of clause learning from trails that run into a conflict. The idea is to resolve all antecedent clauses, starting from the end of the trail, until we stop at some point. We will always resolve over the corresponding propagated literal and skip literals not used for the implication of the conflict.

**Definition 3.3** (learnable clauses). Let \( \Phi = Q \cdot \phi \) be a QCNF and let

\[
T = (p_{(0,1)}, \ldots, p_{(0,g_0)}; d_1, p_{(1,1)}, \ldots, p_{(1,g_1)}; \ldots; d_r, p_{(r,1)}, \ldots, p_{(r,g_r)})
\]

be a trail with \( p_{(r,g_r)} = \bot \) that follows policies \( P \in \{\text{LEV-ORD}, \text{EXI-ANY-NO-RED}, \text{ANY}\} \) and \( R \in \{\text{RED}, \text{NO-RED}\} \). We call a clause *learnable from* \( T \) if it appears in the sequence

\[
\mathcal{L}_T := (C_{(r,g_r)}, \ldots, C_{(r,1)}, \ldots, C_{(1,g_1)}, \ldots, C_{(1,1)}, C_{(0,g_0)}, \ldots, C_{(0,1)})
\]

where \( C_{(r,g_r)} := \text{red}(\text{ante}(p_{(r,g_r)})) \),

\[
C_{(i,j)} := \begin{cases} 
\text{red}\left(C_{(i,j+1)} \uplus p_{(i,j)} \text{red}(\text{ante}(p_{(i,j)}))\right) & \text{if } \bar{p}_{(i,j)} \in C_{(i,j+1)}, \\
C_{(i,j+1)} & \text{otherwise}
\end{cases}
\]

for \( i \in \{0, \ldots, r\}, j \in [g_i - 1] \), and

\[
C_{(i,g_i)} := \begin{cases} 
\text{red}\left(C_{(i+1,1)} \uplus p_{(i,g_i)} \text{red}(\text{ante}(p_{(i,g_i)}))\right) & \text{if } \bar{p}_{(i,g_i)} \in C_{(i+1,1)}, \\
C_{(i+1,1)} & \text{otherwise}
\end{cases}
\]

for \( i \in \{0, \ldots, r - 1\} \).

Note that clause learning works independently from the used policy. Even if we choose the policy **NO-RED**, we might have to make reduction steps in this process. After the construction of each trail \( T \) we will choose to learn exactly one clause from \( \mathcal{L}_T \). This choice represents a nondeterminism in the learning process.

Next we formalise natural trails, where we are not allowed to skip unit propagations.
We will refer to these systems as QCDCL proof systems. In order to prove the correctness of these proofs, we will now argue that combination with N of so-called asserting clauses (which will be defined in Definition 3.10) in association with slightly unintuitive at first sight. We will show later that these policies guarantee the learning and uses the QCNF and a triple of sequences defined trails in a general sense, we want to specify the way a trail can be generated during a QCDCL run. We will give the notion of QCDCL-based proofs consisting of three components: the naturally created trails, the clauses we learned from each trail, and the proof of each learned clause.

**Definition 3.4 (natural trails).** We call a trail $T$ natural, if the following holds: For any time $(s, t)$, $s \in \{0, \ldots, r\}$ and $t \in \{g_s\}$, if $\{D_1, \ldots, D_h\}$ are all clauses from the corresponding QCNF that become unit under the assignment $T[\ell, t - 1]$ with literals $\ell_1, \ldots, \ell_h$, the next propagated literal has to be one of the $\ell_i$ together with $D_i$ as antecedent clause. If one of the $\ell_i$ is $\bot$, then we have to choose this $\ell_i$. I.e., conflicts have higher priority.

The next definition presents the main framework for the whole paper. After having defined trails in a general sense, we want to specify the way a trail can be generated during a QCDCL run. We will give the notion of QCDCL-based proofs consisting of three components: the naturally created trails, the clauses we learned from each trail, and the proof of each learned clause.

**Definition 3.5 (QCDCL proof systems).** Let $\Phi = Q \cdot \phi$ be a QCNF in $n$ variables. We call a triple of sequences $$t = ((T_1, \ldots, T_m), (C_1, \ldots, C_m), (\pi_1, \ldots, \pi_m))$$ a QCDCL$_P$ proof from $\Phi$ of a clause $C$ for $P \in \{\text{LEV-ORD}, \text{EXI-ANY-NO-RED}, \text{UNI-ANY}, \text{ANY}\}$ and $R \in \{\text{RED}, \text{NO-RED}\}$, if for all $i \in [m]$ the trail $T_i$ follows the policies $P$ and $R$ and uses the QCNF $Q \cdot (\phi \cup \{C_1, \ldots, C_{i-1}\})$, where $C_j \in L_{T_j}$ is a clause learnable from $T_j$ and $C_m = C$. Each $\pi_i$ is the derivation of the clause $C_i$ from $\Phi \cdot (\phi \cup \{C_1, \ldots, C_{i-1}\})$ as defined recursively in Definition 3.3. Note that all these trails need to run into a conflict in order to start clause learning. If $C = (\bot)$ we call $t$ a refutation.

We also require that $T_1$ is natural and for each $i \in \{2, \ldots, m\}$ there exist indices $(s, t)$ such that the following holds:

- $T_i[s, t] = T_{i-1}[s, t]$.
- For each subtrail $T_i[a, b]$ with $T_i[s, t] \subseteq T_i[a, b]$ and $\bot \not\in T_i[a, b]$ let $D_1, \ldots, D_h$ be all the clauses in $\phi \cup \{C_1, \ldots, C_{i-1}\}$ such that under the assignment $T_i[a, b]$ these clauses get unit under the policy $R$ with corresponding literals $\ell_1, \ldots, \ell_h$. Then we have to propagate one of these literals next, i.e., $\ell_j \in T_i[a, b + 1]$ for some $j \in [h]$, and take the corresponding clause $D_j$ as antecedent.
- In the situation above, if $\bot \in \{\ell_1, \ldots, \ell_h\}$, then $\bot \in T_i[a, b + 1]$. I.e., we have to run into a conflict as soon as we find one.

We call that backtracking to $T_i[s, t]$. Backtracking to $T_i[0, 0]$ is called restarting.

The size of such a proof $t$ is measured by $|t| := \sum_{j=1}^{m} |T_j| \in O(mn)$.

The corresponding (refutational) proof system for false QCNFs is denoted QCDCL$_R^P$. We will refer to these systems as QCDCL proof systems. A trail $T$ that follows the policies $P$ and $R$ is sometimes also called a QCDCL$_R^P$ trail.

Note that the first trail $T_1$ of each proof $t$ is always natural.

In combination with RED, the policy LEV-ORD represents the original QCDCL algorithm without further modifications. The order policies EXI-ANY-NO-RED and UNI-ANY might seem slightly unintuitive at first sight. We will show later that these policies guarantee the learning of so-called asserting clauses (which will be defined in Definition 3.10) in association with NO-RED resp. RED. Since EXI-ANY-NO-RED (resp. UNI-ANY) will only unfold its impact in combination with NO-RED (resp. RED), we will not consider the systems QCDCL$_{\text{EXI-ANY-NO-RED}}$ or QCDCL$_{\text{UNI-ANY-NO-RED}}$.

We will show later that $\pi_1, \ldots, \pi_m$ from $t$ in Definition 3.5 are valid long-distance Q-resolution proofs. In order to prove the correctness of these proofs, we will now argue that
in proof systems with \textsc{No-Red} we cannot derive any tautologies, while with \textsc{Red} we can at most derive universal tautologies.

**Example 3.6.** Let $\Phi := \exists x \forall u \exists y, z \cdot (x \lor u \lor y) \land (\bar{y}) \land (\bar{x} \lor z) \land (\bar{x} \lor \bar{z})$. We want to construct a natural trail $T$ under the policies \textsc{Lev-Ord} and \textsc{Red}. Then $T$ could represent a first trail in a QCDCL\textsc{Lev-Ord}_\textsc{Red} proof from $\Phi$.

Since we have a unit clause, we have to start by propagating $\bar{y}$. After a reduction of $u$ we can use $x \lor u \lor y$ to imply $x$. After this we can propagate $z$ via $\bar{x} \lor z$ and run into a conflict because of $\bar{x} \lor \bar{z}$.

We now have constructed the following trail:

$$T = (\bar{y}, x, z, \bot)$$

Note that we did not need to make any decisions, hence swapping the decision policy \textsc{Lev-Ord} would not change anything.

The learnable clauses from $T$ are, by definition, all clauses in the sequence

$$\mathcal{L}_T = (C_{(0,4)}, C_{(0,3)}, C_{(0,2)}, C_{(0,1)})$$

with

$$C_{(0,4)} = \text{ante}_T(\bot) = \bar{x} \lor \bar{z},$$

$$C_{(0,3)} = \text{red} \left( C_{(0,4)} \triangleright \text{red}(\text{ante}_T(z)) \right) = \text{red} \left( (\bar{x} \lor \bar{z}) \triangleright (\bar{x} \lor z) \right) = (\bar{x}),$$

$$C_{(0,2)} = \text{red} \left( C_{(0,3)} \triangleright \text{red}(\text{ante}_T(x)) \right) = \text{red} \left( (\bar{x}) \triangleright (x \lor u \lor y) \right) = u \lor y,$$

$$C_{(0,1)} = \text{red} \left( C_{(0,2)} \triangleright \text{red}(\text{ante}_T(\bar{y})) \right) = \text{red} \left( (u \lor y \lor \bar{y}) \triangleright (\bar{y}) \right) = (\bot).$$

Let us now construct a natural trail $U$ for the same formula $\Phi$ under the policies \textsc{Lev-Ord} and \textsc{No-Red} (instead of \textsc{Red}). Again, we have to start by propagating $\bar{y}$. However, since we are not allowed to use reduction in the propagation process, we do not gain a unit clause and therefore have to make a decision. Because of \textsc{Lev-Ord}, we are forced to decide $x$, which we will set to 1 (we could also set $x$ to 0, though). After this we can basically do the same steps as in $T$, receiving the trail

$$U = (\bar{y}; x, z, \bot).$$

The learnable clauses from $U$ are

$$\mathcal{L}_U = (D_{(1,2)}, D_{(1,1)}, D_{(0,1)})$$

with

$$D_{(1,2)} = \text{red}(\text{ante}_U(\bot)) = \bar{x} \lor \bar{z},$$

$$D_{(1,1)} = \text{red} \left( D_{(1,2)} \triangleright \text{red}(\text{ante}_U(z)) \right) = \text{red} \left( (\bar{x} \lor \bar{z}) \triangleright (\bar{x} \lor z) \right) = (\bar{x}),$$

$$D_{(0,1)} = D_{(1,1)}.$$

Note that $D_{(0,1)}$ is equal to $D_{(1,1)}$ since $D_{(1,1)}$ does not contain the literal $y$.

The above example could create the impression that using \textsc{No-Red} instead of \textsc{Red} weakens the underlying system. However, as we will show later, this is not the case.
Lemma 3.7. It is not possible to create tautological clauses in any of the QCDCL proof systems with \textsc{No-Red} during the derivation of learnable clauses as described in Definition 3.3. If we use the policy \textsc{Red} instead, we are at least able to avoid any tautologies with existential literals.

Proof. Let $T$ be a trail and $L_T$ be the sequence of learnable clauses as described in Definition 3.3. It suffices to concentrate on the case $C(i,j)$, in particular

$$C(i,j) = \text{red} \left( C(i,j+1)^{p(i,j)} \text{red}(\text{ante}(p(i,j))) \right)$$

for $i \in \{0, \ldots, r\}$, $j \in [g_i - 1]$. This is analogous to the case for $C(i,g_i)$ (the case $C(r,g_r)$ is trivial).

Assume there is a literal $x$ with $\text{var}(x) \neq \text{var}(p(i,j))$ such that $x \in C(i,j+1)$ and $\bar{x} \in \text{red}(\text{ante}_T(p(i,j)))$. If \textsc{No-Red} is chosen, we need $A|_{T[i,j-1]} = (p(i,j))$ for $A := \text{ante}_T(p(i,j))$ and therefore $x \in T[i,j-1]$.

In case of \textsc{Red} we have $\text{red}(A|_{T[i,j-1]} = (p(i,j))$. Because we can assume that $x$ is existential in this case, we also conclude $x \in T[i,j-1]$ since existential literals cannot be reduced.

On the other hand, we have $x \in C(i,j+1)$, where $C(i,j+1)$ is a learnable clause which is derived with the aid of antecedent clauses of literals occurring right of $p(i,j)$ in the trail. In particular, we can find some $p(k,m)$ right of $p(i,j)$ in the trail with $x \in \text{ante}_T(p(k,m))$. Because of $x \in T[i,j-1]$, this gives a contradiction since $\text{ante}_T(p(k,m))$ must not become true before propagating $p(k,m)$.

We have seen that systems with \textsc{No-Red} cannot contain tautologies in their extracted proofs. It remains to show that the derivation of tautological clauses in systems with \textsc{Red} fulfills the properties of long-distance Q-resolution.

Proposition 3.8. Let $\Phi$ be a CNF and let

$$T = (p(0,1), \ldots, p(0,g_0); d_1, p(1,1), \ldots, p(1,g_1); \ldots; d_r, p(r,1), \ldots, p(r,g_r)),$$

be a trail under a QCDCL proof system with the policy \textsc{Red}. Then the corresponding derivation of any learned clause is a valid long-distance Q-resolution derivation.

Proof. Let

$$L_T := (C(r,g_r), \ldots, C(r,1), \ldots, C(1,g_1), \ldots, C(1,1), C(0,g_0), \ldots, C(0,1))$$

be the sequence of learnable clauses. Because of Lemma 3.7 it remains to show that the derivation of clauses with universal tautologies are sound.

Assume otherwise. That means there are $i \in \{0, \ldots, r\}$, $j \in [g_i]$ and $u \in \text{var}_\forall(\Phi)$ such that $\text{lv}(u) < \text{lv}(p(i,j))$ and one of the following four cases holds, where we resolve over $p(i,j)$:

1. $u \in C(i,j+1)$ and $\bar{u} \in \text{ante}_T(p(i,j))$,
2. $u \lor \bar{u} \in C(i,j+1)$ and $\bar{u} \in \text{ante}_T(p(i,j))$,
3. $u \in C(i,j+1)$ and $u \lor \bar{u} \in \text{ante}_T(p(i,j))$,
4. $u \lor \bar{u} \in C(i,j+1)$ and $u \lor \bar{u} \in \text{ante}_T(p(i,j))$.

Consider case 1. Since $u \in C(i,j+1)$ there has to be a propagated literal $p(k,m)$ right of $p(i,j)$ in the trail such that $u \in \text{ante}(p(k,m))$. In order to become unit, the $u$ in $\text{ante}(p(k,m))$ needed to vanish. We distinguish two cases:

Case (i): $u$ was decided before $p(k,m)$ was propagated, i.e., $u \in T[k,m-1]$. 


Then we have \( u \not\in \mathcal{T} \) since each variable can occur at most once in \( \mathcal{T} \). That means reducing \( \bar{u} \) is the only way \( \text{ante}_\mathcal{T}(p_{i,j}) \) could have become unit. But for the soundness of reduction we need \( \text{lv}(u) > \text{lv}(p_{i,j}) \). This gives a contradiction.

Case (ii): \( u \in \text{ante}_\mathcal{T}(p_{k,m}) \) has vanished via reduction.

Assume that \( u \) was decided before \( p_{i,j} \) was propagated, i.e., \( u \in \mathcal{T}[i,j-1] \). But then \( \text{ante}(p_{k,m}) \) would have become true under \( \mathcal{T}[k,m-1] \supseteq \mathcal{T}[i,j-1] \). Therefore \( \text{ante}(p_{k,m}) \) could not have been used for unit propagation. Thus \( \bar{u} \in \text{ante}_\mathcal{T}(p_{i,j}) \) must have vanished via reduction, which implies \( \text{lv}(u) > \text{lv}(p_{i,j}) \), a contradiction.

The same reasoning works for case 2. Cases 3 and 4 are easier since the only way for \( u \lor \bar{u} \) to vanish in \( \text{ante}_\mathcal{T}(p_{i,j}) \) is via reduction. Then we get the contradiction \( \text{lv}(u) > \text{lv}(p_{i,j}) \) as well.

Also the same argumentation works if we consider \( C_{i,j+1} \) and \( \text{ante}_\mathcal{T}(p_{i,j+1}) \) instead of \( C_{i,j+1} \) and \( \text{ante}_\mathcal{T}(p_{i,j}) \).

We combine the two results above to an argument of soundness of the defined QCDCL proof systems.

**Theorem 3.9.** All defined QCDCL proof systems are p-simulated by long-distance Q-resolution and the systems with NO-RED are even p-simulated by Q-resolution. In fact, for a proof \( \nu \) of a clause \( C \) in the QCDCL system we can get a long-distance Q-resolution (resp. Q-resolution) proof \( \pi \) with \( |\pi| \in \mathcal{O}(|\nu|) \).

In particular, all defined QCDCL proof systems are sound.

**Proof.** This follows directly from Lemma 3.7 and Proposition 3.8. Let 

\[ \nu = ((T_1, \ldots, T_m), (C_1, \ldots, C_m), (\pi_1, \ldots, \pi_m)) \]

be a proof of a clause \( C \) in the QCDCL system. We get a long-distance Q-resolution (resp. Q-resolution) proof by sticking together the proofs \( \pi_1, \ldots, \pi_m \) from \( \nu \).  

Next we introduce asserting learning schemes. These are commonly used in practice since they guarantee a kind of progression in a run. These learning schemes are important to prevent a trail from backtracking too often (we will discuss this later).

**Definition 3.10** (asserting clauses and asserting learning schemes). Let \( \Phi := Q \cdot \phi \) be a QCNF in any of the defined QCDCL systems. Let

\[ \mathcal{T} = (p_{0,1}, \ldots, p_{0,g_0}); d_1, p_{1,1}, \ldots, p_{1,g_1}; \ldots; d_r, p_{r,1}, \ldots, p_{r,g_r} = \bot \]

be a trail which follows the corresponding policies and \( \mathcal{L}_\mathcal{T} \) the sequence of learnable clauses. A nonempty clause \( C \in \mathcal{L}_\mathcal{T} \) is called an asserting clause, if it becomes unit after backtracking, i.e., there exists a time \((s,t)\) with \( s \in \{0, \ldots, r-1\} \) and \( t \in [g_s] \) such that \( C|_{\mathcal{T}[s,t]} \) is a unit clause under the corresponding system.

Let \( \mathcal{T} \) be the set of trails \( \mathcal{T} \) for \( \Phi \) such that \( \bot \in \mathcal{T} \). A learning scheme \( \xi \) is a map with domain \( \mathcal{T} \), which maps each \( \mathcal{T} \) to a clause \( \xi(\mathcal{T}) \in \mathcal{L}_\mathcal{T} \).

A learning scheme \( \xi \) is called asserting if it maps to asserting clauses or (\( \bot \)) as long as \( \mathcal{L}_\mathcal{T} \) contains such.

**Remark 3.11.** It is not guaranteed that we will always find asserting clauses for our trails. For example consider the false QCNF \( \forall x \exists y : (x \lor y) \land (u \lor \bar{x}) \land (\bar{x} \lor \bar{y}) \land (u \lor \bar{x}) \) and the trail \( \mathcal{T} = (x; u, \bot) \) under the system QCDCL\textsubscript{ANY}. We can only learn the clause \( (u \lor x) \), which is non-unit under \( \mathcal{T}[0,0] = \emptyset \).
Therefore despite allowing any decision order, we still need some restrictions in order to be able to learn asserting clauses.

Next we show that asserting learning schemes return new clauses that have not been learned before.

**Lemma 3.12.** Let $T$ be a natural trail for a QCNF $\Phi = Q \cdot \phi$ in any of the defined QCDCL systems and $A \in L_T$ be an asserting clause. Then we have $A \not\in \phi$.

**Proof.** Let $T$ be the trail
\[ T = (p(0,1), \ldots, p(0,g_0); d_1, p(1,1), \ldots, p(1,g_1); \ldots; d_r, p(r,1), \ldots, p(r,g_r) = \bot). \]

Since we learned an asserting clause, we obviously have $r > 0$ by definition.

Assume that $A \in \phi$. Then there is a time $(s, t)$ with $s \in \{0, \ldots, r-1\}$ and $t \in [g_s]$ such that $A|_{T[s,t]}$ is a unit clause with a literal $\ell$. This literal is either existential or $\bot$. Because of Definition 3.4 we are forced to propagate $\ell$ not later than level $s$. Since $T$ has run into a conflict at level $r$, we could not get a conflict before level $r$, hence $\ell \neq \bot$. Therefore $\ell = p(s,b) \in T$ for some $b \in [g_s]$. However, this is a contradiction because we need $\ell \in A$, which is only possible if $\ell \in T$ by definition of clause learning.

**Remark 3.13.** In general, the above result is not true for arbitrary trails. For example, let $T = (\bar{x}_1; \bar{x}_2, \bot)$ be a trail for the false QCNF $\exists x_1, x_2 \forall u \cdot (x_1 \lor x_2) \land (u)$. Then $x_1 \lor x_2$ is an asserting learnable clause, which is already an axiom.

Now we know that learning schemes always return new clauses. We also need to examine the circumstances under which we are actually able to learn such asserting clauses.

**Lemma 3.14.** Let $\Phi = Q \cdot \phi$ be a QCNF and let
\[ T = (p(0,1), \ldots, p(0,g_0); d_1, p(1,1), \ldots, p(1,g_1); \ldots; d_r, p(r,1), \ldots, p(r,g_r) = \bot) \]
be a trail under the policies Exi-ANY-NO-RED and NO-RED. If $(\bot) \not\in L_T$, then there exists an asserting clause $D \in L_T$.

**Proof.** Consider the sequence of learnable clauses:
\[ L_T := (C_{(r,g_r)}, \ldots, C_{(r,1)}, \ldots, C_{(1,g_1)}, \ldots, C_{(1,1)}, C_{(0,g_0)}, \ldots, C_{(0,1)}) \]
The learning scheme that maps each trail to the rightmost clause in $L_T$ is asserting. In particular we learn a clause $D := \text{red}(C)$ such that $C$ is a subclause of $d_1 \lor \ldots \lor d_r$. Note that, because of NO-RED, the clause $C$ does not contain further (universal) literals that were reduced in the trail. Suppose that $D \neq (\bot)$. Write $D = \bar{d}_{h_1} \lor \ldots \lor \bar{d}_{h_a}$ for some $h_1 < \ldots < h_a$. Because of Exi-ANY-NO-RED the last literal $\bar{d}_{h_a}$ will always be existential. Then we can backtrack to the time $(h_{a-1}, 0)$ (resp. $(0, 0)$ if $a = 1$) and get $D|_{T[h_{a-1},0]} = (\bar{d}_{h_a})$.

The above result is not true for QCDCL systems with the policies Exi-ANY-NO-RED and RED. Consider the following counterexample: $\Phi := \exists x \forall u \exists z \cdot (\bar{x} \lor u \lor \bar{z})$ and the trail $T = (x; z, \bot)$. We can only learn the clause $(\bar{x} \lor u \lor \bar{z})$. But since this is already an axiom, this clause cannot become unit at an earlier level.

However, the next lemma shows that under the policy Uni-ANY we can always learn asserting clauses.

**Lemma 3.15.** Let $\Phi = Q \cdot \phi$ be a QCNF and let
\[ T = (p(0,1), \ldots, p(0,g_0); d_1, p(1,1), \ldots, p(1,g_1); \ldots; d_r, p(r,1), \ldots, p(r,g_r) = \bot) \]
be a trail under the policies \textsc{Uni-Any} and \textsc{Red}. If $(\bot) \notin \mathcal{L}_T$, then there exists an asserting clause $D \in \mathcal{L}_T$.

\textbf{Proof.} Consider the sequence of learnable clauses:

$$\mathcal{L}_T := (C_{(r,g_r)}, \ldots, C_{(r,1)}, \ldots, C_{(1,g_1)}, \ldots, C_{(1,1)}, C_{(0,g_0)}, \ldots, C_{(0,1)})$$

If $r = 0$ or if all decision literals are universal, we can just take the rightmost clause in $\mathcal{L}_T$, which is $(\bot)$. Hence we can assume that $r > 0$ and there exists at least one existential decision literal.

Let $k \in [r]$ be maximal with respect that $d_k$ is contained in some clause from $\mathcal{L}_T$. This must exist since otherwise we could resolve over all propagation literals $p_{(i,j)}$ and reduce all universal literals during the learning process. Then we would be able to learn $(\bot)$.

Intuitively, $d_k$ is the last existential decision that contributed to the conflict. Let $p_{(\ell,m)}$ be the next propagated literal right of $d_k$ in $\mathcal{T}$ (this does not necessarily have to be $p_{(k,1)}$).

Set $D := C_{(\ell,m)}$.

We claim that this clause $D$ is asserting. Let us learn this clause and backtrack to $\mathcal{T}[k-1,g_{k-1}]$. It is easy to see that for all existential literals $y \in D \setminus \{d_k\}$ we need $\bar{y} \notin \mathcal{T}[k-1,g_{k-1}]$. All universal variables $z$ with $lv_\Phi(z) < lv_\Phi(d_k)$ are assigned earlier than $d_k$ in $\mathcal{T}$ because of the policy \textsc{Uni-Any}.

Now consider $E := D|\mathcal{T}[k-1,g_{k-1}]$. The only type of literals that can occur in $E$, aside from $d_k$, are universal literals $u$ with $lv_\Phi(u) > lv_\Phi(d_k)$. Suppose there are such literals $u_1, \ldots, u_m$ with $C = d_k \vee u_1 \vee \ldots \vee u_m$ and $lv_\Phi(d_k) < lv_\Phi(u_i)$ for all $i \in [m]$. But then we can conclude red$(E) = (d_k)$ and therefore $E$ is a unit clause.

Now that we have clarified how to gain asserting clauses, we can finally prove the completeness of all systems.

\textbf{Theorem 3.16.} All defined \textsc{QCDCL} proof systems are complete.

\textbf{Proof.} We will concentrate on the systems \textsc{QCDCL}^{\textsc{LEV-Ord}} and \textsc{QCDCL}^{\textsc{NO-Red}} since all the other systems are just strengthenings of these two proof systems.

Let $\Phi = \mathcal{Q} \cdot \phi$ be a false QCNF over the set of variables $V$. W.l.o.g. we write the prefix as

$$\mathcal{Q} = \exists X_1 \forall U_1 \exists X_2 \forall U_2 \ldots \exists X_m \forall U_m$$

with $X_1 \uplus \ldots \uplus X_m \uplus U_1 \uplus \ldots \uplus U_m = V$. This is possible if we allow empty sets.

Now because $\Phi$ is false, there exists a winning strategy for the $\forall$-player. That means we can find functions $f_i : \langle X_1 \cup \ldots \cup X_i \rangle \rightarrow \langle U_i \rangle$ such that $\phi$ gets falsified under any assignment $\sigma_1 \cup f_1(\sigma_1) \cup \sigma_2 \cup f_2(\sigma_1 \cup \sigma_2) \cup \ldots \cup \sigma_m \cup f_m(\sigma_1 \cup \ldots \cup \sigma_m)$.

We can now construct a trail for $\Phi$ in the respective system. All the unit propagations can be done automatically. When we have to make decisions, we distinguish two cases:

\textbf{Case 1:} We have to decide an existential variable $x$.

We can choose an arbitrary polarity for this decision of $x$ (e.g. set all variables to 1).

\textbf{Case 2:} We have to decide a universal variable.

Suppose we have to handle the variable $u \in U_i$. Since our trail follows the policy \textsc{LEV-Ord}, all variables from $X_1 \cup \ldots \cup X_i$ are already assigned. Let $\sigma$ be the corresponding assignment. Then we decide $u$ in the same polarity as it occurs in $f_i(\sigma)$. 

After making the decisions we continue with unit propagation as usual. The trail that is generated this way represents an assignment as it gets created in the game between the two players. The ∀-player was able to use the winning strategy, therefore we falsify the matrix \( \phi \) at some point and run into a conflict. After this we start clause learning where we can always learn an asserting clause \( C \) by Lemma 3.14 (resp. Lemma 3.15) until we learn the empty clause. By Lemma 3.12 we conclude that \( C \) is in fact a new clause. We add \( C \) to \( \phi \), restart (i.e., backtrack to \((0,0)\)) and start again. Since there are only finitely many clauses with variables in \( V \), this process will end after finitely many runs. In the last run we have to learn the empty clause, hence we created a (possibly exponential-size) refutation \( \Im = ((T_1, \ldots, T_n), (C_1, \ldots, C_n = (\perp)), (\pi_1, \ldots, \pi_n)) \) of \( \Phi \) in the QCDCL system.

Proving that QCDCL decisions do not necessarily need to follow the order of quantification (as is done in practical QCDCL with policy LEV-ORD), might be a somewhat surprising discovery. It seems to us that inside the QBF community there is the widespread belief that following the quantification order in decisions is needed for soundness (cf. e.g. [LEG13,ZM02,GMN09]).\(^7\) While this is true for QDPLL [GMN09,CGS98],\(^8\) it is actually not needed in QCDCL: the quantification order is immaterial for the decisions as long as the quantification order is correctly taken into account when deriving learned clauses.\(^9\) Hence our theoretical work also opens the door towards new solving approaches in practice (cf. the discussion in the concluding Section 9).

### 4. Separating Classic QCDCL and Q-resolution

In this section we will show that classic QCDCL (i.e., QCDCL\(^{\text{LEV-ORD}}\)) and Q-resolution are incomparable. This requires exponential separations in both directions between the two systems. This also motivates that when searching for a QCDCL algorithm that exploits the full power of Q-resolution (a topic we will address in Section 6), we will have to modify the policies in QCDCL\(^{\text{LEV-ORD}}\). We start the separation by introducing QBFs that will turn out to be easy for QCDCL\(^{\text{LEV-ORD}}\), but hard for Q-resolution.

**Definition 4.1 [BCJ19].** The QCNF QParity\(_n\) consists of the prefix \( \exists x_1 \ldots x_n \forall z \exists t_2 \ldots t_n \) and the matrix

\[
\begin{align*}
x_1 \lor x_2 \lor \bar{t}_2, & \quad x_1 \lor \bar{x}_2 \lor t_2, \quad \bar{x}_1 \lor x_2 \lor t_2, \quad \bar{x}_1 \lor \bar{x}_2 \lor \bar{t}_2, \\
x_i \lor t_{i-1} \lor \bar{t}_i, & \quad x_i \lor \bar{t}_{i-1} \lor t_i, \quad \bar{x}_i \lor t_{i-1} \lor t_i, \quad \bar{x}_i \lor \bar{t}_{i-1} \lor \bar{t}_i, \\
t_n \lor z, & \quad \bar{t}_n \lor \bar{z},
\end{align*}
\]

for \( i \in \{2, \ldots, n\} \).

\(^7\)In fact we thought so too, prior to this paper.
\(^8\)The fact that the earlier QDPLL algorithm [CGS98] needs to obey the quantifier order might have been one reason why this policy was adopted in QCDCL as well [ZM02]. Additionally, following prefix order in decisions allows to learn asserting constraints, which otherwise cannot be always guaranteed (cf. [BPB22]).
\(^9\)We note, however, that the approach of dependency learning [PSS19] starts with an empty set of dependency conditions (cf. [SS16,BBC+19] for background on dependencies) and incrementally learns new dependencies. As decisions only need to respect the learned dependencies, they can initially be made out of order [PSS19].
One can interpret \( Q_{\text{Parity}}_n \) as follows: Each \( t_i \) symbolizes the partial sum \( x_1 \oplus x_2 \oplus \ldots \oplus x_i \). The last two clauses can only be true if \( t_n \), which represents \( x_1 \oplus x_2 \oplus \ldots \oplus x_n \), is neither 0 nor 1. Hence this formula is obviously false. It was shown in [BCJ19] that \( Q_{\text{Parity}}_n \) needs exponential-size \( Q \)-resolution (and even \( Q\mathbf{U} \)-resolution) refutations.

We will demonstrate that \( Q_{\text{Parity}}_n \) is in fact easy for \( \text{QCDCL}_{\text{RED}}^{\text{LEV-ORD}} \), i.e., for classical QCDCL.

**Proposition 4.2.** \( Q_{\text{Parity}}_n \) has polynomial-size \( \text{QCDCL}_{\text{RED}}^{\text{LEV-ORD}} \) refutations.

**Proof.** We construct the trails \( (T_n, U_n, T_{n-1}, U_{n-1}, \ldots, T_2, U_2, T_1, U_1) \).

Let \( T_n \) be the trail

\[
T_n = (\bar{x}_1; \bar{x}_2, t_2; \bar{x}_3, t_3; \ldots; \bar{x}_{n-1}, t_{n-1}; \bar{x}_n, t_n, \bot)
\]

with antecedent clauses

\[
\text{ante}_{T_n}(\bar{t}_2) = x_1 \lor x_2 \lor \bar{t}_2,
\]

\[
\text{ante}_{T_n}(\bar{t}_i) = x_i \lor t_{i-1} \lor \bar{t}_i \text{ for } i = 3, \ldots, n,
\]

\[
\text{ante}_{T_n}(\bot) = t_n \lor z.
\]

After resolving over \( \bar{t}_n \) we can derive \( C_n := x_n \lor t_{n-1} \lor z \) as a learnable clause and backtrack to \( T_n[n-2, 1] \).

Further, let \( U_n \) be the trail

\[
U_n = (x_1; \bar{x}_2, \bar{t}_2; \bar{x}_3, \bar{t}_3; \ldots; \bar{x}_{n-2}, \bar{t}_{n-2}; \bar{x}_{n-1}, t_{n-1}; x_n, t_n, \bot)
\]

with antecedent clauses

\[
\text{ante}_{U_n}(\bar{t}_2) = x_1 \lor x_2 \lor \bar{t}_2,
\]

\[
\text{ante}_{U_n}(\bar{t}_i) = x_i \lor t_{i-1} \lor \bar{t}_i \text{ for } i = 3, \ldots, n-2,
\]

\[
\text{ante}_{U_n}(t_{n-1}) = \bar{x}_{n-1} \lor t_{n-2} \lor t_{n-1},
\]

\[
\text{ante}_{U_n}(t_n) = x_n \lor \bar{t}_{n-1} \lor t_n,
\]

\[
\text{ante}_{U_n}(\bot) = \bar{t}_n \lor \bar{z}.
\]

Symmetrically to \( T_n \), we can learn the clause \( D_n := x_n \lor \bar{t}_{n-1} \lor \bar{z} \) by resolving over \( t_n \) and backtrack up to \( U_n[n-2, 1] \).

We continue with the construction of \( T_{n-1} \).

\[
T_{n-1} = (\bar{x}_1; \bar{x}_2, \bar{t}_2; \bar{x}_3, \bar{t}_3; \ldots; \bar{x}_{n-2}, \bar{t}_{n-2}; \bar{x}_{n-1}, \bar{t}_{n-1}; x_n, t_n, \bot)
\]

with antecedent clauses

\[
\text{ante}_{T_{n-1}}(\bar{t}_2) = x_1 \lor x_2 \lor \bar{t}_2,
\]

\[
\text{ante}_{T_{n-1}}(\bar{t}_i) = x_i \lor t_{i-1} \lor \bar{t}_i \text{ for } i = 3, \ldots, n-1,
\]

\[
\text{ante}_{T_{n-1}}(x_n) = C_n = x_n \lor t_{n-1} \lor z,
\]

\[
\text{ante}_{T_{n-1}}(t_n) = \bar{x}_n \lor t_{n-1} \lor t_n,
\]

\[
\text{ante}_{T_{n-1}}(\bot) = \bar{t}_n \lor \bar{z}.
\]

After resolving over \( t_n, x_n \) and finally \( \bar{t}_{n-1} \) we get the learned clause \( C_{n-1} := x_{n-1} \lor t_{n-2} \lor z \lor \bar{z} \) and backtrack up to \( T_{n-1}[n-3, 1] \).

As before, we can symmetrically create the next trail \( U_{n-1} \).

\[
U_{n-1} = (\bar{x}_1; \bar{x}_2, \bar{t}_2; \bar{x}_3, \bar{t}_3; \ldots; \bar{x}_{n-3}, \bar{t}_{n-3}; \bar{x}_{n-2}, t_{n-2}; \bar{x}_{n-1}, t_{n-1}, x_n, \bar{t}_n, \bot)
\]
with antecedent clauses

\begin{align*}
\text{antec}_{t_{n-1}}(\bar{t}_2) &= x_1 \lor x_2 \lor \bar{t}_2, \\
\text{antec}_{t_{n-1}}(\bar{t}_i) &= x_i \lor t_{i-1} \lor \bar{t}_i \text{ for } i = 3, \ldots, n - 3, \\
\text{antec}_{t_{n-1}}(t_{n-2}) &= \bar{x}_{n-2} \lor t_{n-3} \lor t_{n-2}, \\
\text{antec}_{t_{n-1}}(t_{n-1}) &= x_{n-1} \lor \bar{t}_{n-2} \lor t_{n-1}, \\
\text{antec}_{t_{n-1}}(x_n) &= D_n = x_n \lor \bar{t}_{n-1} \lor \bar{z}, \\
\text{antec}_{t_{n-1}}(\bar{t}_n) &= \bar{x}_n \lor \bar{t}_{n-1} \lor \bar{t}_n, \\
\text{antec}_{t_{n-1}}(\bot) &= t_n \lor z.
\end{align*}

By resolving over \(\bar{t}_n, x_n\) and \(t_{n-1}\) we can derive \(D_{n-1} := x_{n-1} \lor \bar{t}_{n-2} \lor z \lor \bar{z}\) and backtrack up to \(U_{n-1}[n - 3, 1]\).

We now describe the general step. Let \(j \in \{3, \ldots, n - 2\}\) and suppose we already learned the clauses \(C_n, D_n, C_{n-1}, D_{n-1}, \ldots, C_{j+1}, D_{j+1}\) with the aid of the earlier trails \(T_n, U_n, \ldots, T_j, U_j\), where \(C_k := x_k \lor t_{k-1} \lor z \lor \bar{z}\) and \(D_k := x_k \lor \bar{t}_{k-1} \lor z \lor \bar{z}\) for \(k \in \{j + 1, \ldots, n - 1\}\). Then we can construct \(T_j\) as follows:

\[
T_j = (\bar{x}_1; \bar{x}_2; \bar{t}_2; \bar{x}_3; \bar{t}_3; \ldots; \bar{x}_{j-1}; \bar{t}_{j-1}; \bar{x}_j; \bar{t}_j; x_{j+1}; t_{j+1}; x_{j+2}; \bar{t}_{j+2}; \ldots; x_n; t_n^f; \bot)
\]

with \(e \in \{0, 1\}\) such that \(e \equiv n - j \pmod{2}\) and antecedent clauses

\begin{align*}
\text{antec}_{T_j}(\bar{t}_2) &= x_1 \lor x_2 \lor \bar{t}_2, \\
\text{antec}_{T_j}(\bar{t}_i) &= x_i \lor t_{i-1} \lor \bar{t}_i \text{ for } i = 3, \ldots, j, \\
\text{antec}_{T_j}(x_{j+1}) &= C_{j+1} = x_{j+1} \lor t_j \lor z \lor \bar{z}, \\
\text{antec}_{T_j}(t_{j+1}) &= \bar{x}_{j+1} \lor t_j \lor t_{j+1}, \\
\text{antec}_{T_j}(x_{j+2}) &= D_{j+2} = x_{j+2} \lor \bar{t}_{j+1} \lor z \lor \bar{z}, \\
\text{antec}_{T_j}(\bar{t}_{j+2}) &= \bar{x}_{j+2} \lor \bar{t}_{j+1} \lor \bar{t}_{j+2}, \\
& \vdots \\
\text{antec}_{T_j}(x_n) &= \begin{cases} 
C_n &= x_n \lor t_{n-1} \lor \bar{z}, \text{ if } n - j \text{ is odd,} \\
D_n &= x_n \lor \bar{t}_{n-1} \lor z, \text{ if } n - j \text{ is even,}
\end{cases} \\
\text{antec}_{T_j}(t_n^f) &= \bar{x}_n \lor t_{n-1}^f \lor t_n^f, \\
\text{antec}_{T_j}(\bot) &= t_n^{1-\epsilon} \lor z^{1-\epsilon}.
\end{align*}

We resolve over \(t_n^f, x_n, \ldots, t_{j+1}, x_{j+1}\) and \(\bar{t}_j\), derive \(C_j := x_j \lor t_{j-1} \lor z \lor \bar{z}\) and backtrack up to \(T_j[j - 2, 1]\).

In a similar way we will create \(U_j\):

\[
U_j = (\bar{x}_1; \bar{x}_2; \bar{t}_2; \bar{x}_3; \bar{t}_3; \ldots; \bar{x}_{j-2}; \bar{t}_{j-2}; \bar{x}_{j-1}; \bar{t}_{j-1}; \bar{x}_j; t_j; x_{j+1}; \bar{t}_{j+1}; x_{j+2}; \bar{t}_{j+2}; \ldots; x_n; \\
t_n^f; \bot)
\]
with \( f \in \{0, 1\} \) such that \( f \equiv n - j + 1 \pmod 2 \) and antecedent clauses
\[
\begin{align*}
\text{ante}_{\mathcal{U}_i}(\bar{t}_2) &= x_1 \lor x_2 \lor \bar{t}_2, \\
\text{ante}_{\mathcal{U}_i}(t_i) &= x_i \lor t_{i-1} \lor \bar{t}_i \text{ for } i = 3, \ldots, j - 2, \\
\text{ante}_{\mathcal{U}_i}(t_{j-1}) &= \bar{x}_{j-1} \lor t_{j-2} \lor t_{j-1}, \\
\text{ante}_{\mathcal{U}_i}(t_j) &= x_j \lor \bar{t}_{j-1} \lor t_j, \\
\text{ante}_{\mathcal{U}_i}(x_{j+1}) &= D_{j+1} = x_{j+1} \lor \bar{t}_j \lor z \lor \bar{z}, \\
\text{ante}_{\mathcal{U}_i}(t_{j+1}) &= \bar{x}_{j+1} \lor \bar{t}_j \lor \bar{t}_{j+1}, \\
\text{ante}_{\mathcal{U}_i}(x_{j+2}) &= C_{j+2} = x_{j+2} \lor t_{j+1} \lor z \lor \bar{z}, \\
\text{ante}_{\mathcal{U}_i}(t_{j+2}) &= \bar{x}_{j+2} \lor t_{j+1} \lor \bar{t}_{j+2}, \\
\vdots \\
\text{ante}_{\mathcal{U}_i}(x_n) &= \begin{cases} C_n = x_n \lor t_{n-1} \lor \bar{z}, & \text{if } n - j \text{ is even,} \\ D_n = x_n \lor \bar{t}_{n-1} \lor \bar{z}, & \text{if } n - j \text{ is odd,} \end{cases} \\
\text{ante}_{\mathcal{U}_i}(t_n^f) &= \bar{x}_n \lor t_{n-1}^f \lor t_n^f, \\
\text{ante}_{\mathcal{U}_i}(\bot) &= t_n^{1-f} \lor z^{1-f}.
\end{align*}
\]
Resolving over \( t_n^f, x_n, \ldots, \bar{t}_{j+1}, x_{j+1} \) and \( t_j \) gives us \( D_j := x_j \lor \bar{t}_{j-1} \lor z \lor \bar{z} \). We backtrack to \( \mathcal{U}_j[j - 2, 1] \).

We end the refutation with the following four trails whose antecedent clauses are almost as before:
\[
\mathcal{T}_2 = (\bar{x}_1; x_2, \bar{t}_2, t_3, x_4, \bar{t}_4, \ldots, \bot),
\]
from which we learn \( C_2 := x_1 \lor x_2 \), and
\[
\mathcal{U}_2 = (\bar{x}_1, x_2, t_2, x_3, \bar{t}_4, \ldots, \bot),
\]
where we can derive the unit clause \( (x_1) \). We continue with
\[
\mathcal{T}_1 = (x_1; x_2, t_2, \bar{t}_3, x_4, t_4, \ldots, \bot),
\]
learn \( (x_2) \), and can finally derive the empty clause \( (\bot) \) via the last trail
\[
\mathcal{U}_1 = (x_1, x_2, t_2, \bar{t}_3, x_4, t_4, \ldots, \bot).
\]

For the separation in the other direction we need CNFs that are hard for general resolution. One of the famous examples is the pigeonhole principle, but also any other formula that is hard for propositional resolution would serve the purpose.

**Definition 4.3.** The pigeonhole principle \( \text{PHP}^m_n \) is a propositional CNF consisting of the variables \( x_{i,j} \), for \( i \in [m] \) and \( j \in [n] \), and the clauses
\[
\bigvee_{k \in [n]} x_{i,k} \quad \bar{x}_{i_1,j} \lor \bar{x}_{i_2,j}
\]
for all \( i, i_1, i_2 \in [m] \), \( i_1 \neq i_2 \) and \( j \in [n] \).

**Proposition 4.4 [Hak85].** The CNFs \( \text{PHP}^{n+1}_n \) are unsatisfiable and require exponential-size resolution refutations.
We embed $\text{PHP}_n^{n+1}$ into a QCNF which we will call $\text{Trapdoor}_n$. Intuitively, if we have chosen $\text{RED}$, we are forced to reach a conflict in the propositionally hard formula $\text{PHP}_n^{n+1}$. However, forbidding reduction by choosing the policy $\text{NO-RED}$ allows us to avoid the pigeonhole principle and instead derive a conflict in part that is easier to refute.

**Definition 4.5.** Let $\text{PHP}_n^{n+1}$ be the set of clauses for the pigeonhole principle with parameters $n$ and $n+1$ in the variables $x_1, \ldots, x_{s_n}$. Let $\text{Trapdoor}_n$ be the QCNF in the variables $x_1, \ldots, x_{s_n}, y_1, \ldots, y_{s_n}, u, t, w$ with the prefix

$$\exists y_1, \ldots, y_{s_n} \forall w \exists t, x_1, \ldots, x_{s_n} \forall u$$

and the matrix

$$\text{PHP}_n^{n+1}(x_1, \ldots, x_{s_n})$$

$$\bar{y}_i \lor x_i \lor u, \ y_i \lor \bar{x}_i \lor u$$

$$y_i \lor w \lor t, \ y_i \lor w \lor \bar{t}, \ \bar{y}_i \lor w \lor t, \ \bar{y}_i \lor w \lor \bar{t}$$

for $i = 1, \ldots, s_n$.

The next result shows the hardness for $\text{Trapdoor}_n$ in QCDCL$^{\text{LEV-ORD}}_{\text{RED}}$. It is clear that this hardness is directly caused by $\text{PHP}_n^{n+1}$. However, it remains to prove that it is still retained by the embedding.

**Proposition 4.6.** The QCNFs $\text{Trapdoor}_n$ require exponential-size QCDCL$^{\text{LEV-ORD}}_{\text{RED}}$ refutations.

**Proof.** Each QCDCL$^{\text{LEV-ORD}}_{\text{RED}}$ trail for $\text{Trapdoor}_n$ starts with some decisions of $y$ variables. Before reaching the variables $w$ and $t$, we can only have propagated $x$ or $y$ variables. Since $\text{PHP}_n^{n+1}$ is unsatisfiable, we will reach a conflict before deciding $w$. The learned clauses will only contain $x$, $y$ and $u$ variables, hence the same situation will happen after restarting which leads to a refutation that does not use the last four types of axioms in $\text{Trapdoor}_n$.

Therefore we have gained a long-distance Q-resolution refutation $\pi''$ of $\text{Trapdoor}_n$ which only makes use of the axioms

$$\text{PHP}_n^{n+1}(x_1, \ldots, x_{s_n})$$

$$\bar{y}_i \lor x_i \lor u$$

$$y_i \lor \bar{x}_i \lor u.$$ 

Define $\psi' := \{\bar{y}_i \lor x_i \lor u, y_i \lor \bar{x}_i \lor u : i = 1, \ldots, s_n\}$. We can construct a Q-resolution refutation $\pi'$ by reducing the $u$-variable right after any introduction of a clause from $\psi'$ and performing the same resolution steps as in $\pi''$ afterwards. Then $|\pi'| \in O(|\pi''|)$.

Now deleting any axiom of $\psi'$ from $\pi'$ results in a resolution refutation $\pi$ of the unsatisfiable CNF

$$\text{PHP}_n^{n+1}(x_1, \ldots, x_{s_n})$$

$$\bar{y}_i \lor x_i$$

$$y_i \lor \bar{x}_i$$

with $|\pi| \in O(|\pi'|)$.

Let $\psi = \{\bar{y}_i \lor x_i, y_i \lor \bar{x}_i : i = 1, \ldots, s_n\}$. Next we will create a resolution refutation $\mu$ of $\text{PHP}_n^{n+1}$. 
Let $\pi$ consist of the clauses $C'_1, \ldots, C'_n$. W.l.o.g. we can assume that none of these clauses are of the form $D \lor y_i \lor x_i$ or $D \lor y_i \lor \overline{x_i}$ for a non-empty subclause $D$, because otherwise we can shorten the refutation by taking the corresponding axioms in $\psi$ instead.

Also let $f$ be the function on clauses that replaces all occurrences of $y_i$ (resp. $\overline{x_i}$) in a clause with $x_i$ (resp. $\overline{x_i}$). We will show that the proof $\mu$ we get by deleting all clauses of $\pi$ contained in $\psi$ and replacing all other clauses $C$ by $f(C)$ is a correct resolution refutation.

Let $C'_\ell$ be a clause in $\pi$. If $C'_\ell$ is an axiom, then either $C'_\ell \in \text{PHP}^n+1$ and therefore $C'_\ell = C'_\ell$, or $C'_\ell \in \psi$, in which case we delete $C'_\ell$ (or replace it with a placeholder in $\mu$).

If $C'_\ell$ was not an axiom, then we can find two parental clauses $C'_j$ and $C'_k$ of $C'_\ell$. We distinguish two cases.

**Case 1:** One of the clauses $C'_j, C'_k$ is from $\psi$.

W.l.o.g. let $C'_j \in \psi$ and $C'_k \not\in \psi$. Note that it is not possible for both clauses to be contained in $\psi$. By induction we know that $C_k := f(C'_k) \in \mu$. Since $C'_j$ was deleted during the transition into $\mu$, we can only set $C'_\ell := C_k = f(C'_k)$. Because resolving with clauses of $\psi$ just swap $x_i$-variable and $y_i$-variables, we immediately get $f(C'_\ell) = f(C'_j)$, hence $C'_\ell = f(C'_j)$.

**Case 2:** None of the clauses $C'_j, C'_k$ are contained in $\psi$.

Then there exists $C_j := f(C'_j) \in \mu$ and $C_k := f(C'_k) \in \mu$. Let $C'_\ell = C'_j \bowtie C'_k$ with $z \in \{x_i, y_i\}$ for an $i \in [s_n]$. We set $C'_\ell := C_j \bowtie C_k$. The only chance for this resolution to become unsound (with respect to resolution) is w.l.o.g. $x_a \in C'_j$ and $\overline{y_a} \in C'_k$ for an $i = a \in \{1, \ldots, s_n\}$. Then we would receive $x_a \lor \overline{y_a} \in C'_\ell$ and a tautology $x_a \lor \overline{x_a}$ in $C'_\ell$. However, this cannot happen due to our assumption that the clauses of $\psi$ are no subclauses of $C'_j, C'_k, C'_\ell$. It is easy to see that $C'_\ell = f(C'_j)$.

We now have constructed a resolution refutation $\mu$ with $|\mu| \in O(|\pi|) = O(|\pi''|)$ which only uses the clauses of $\text{PHP}^n+1$ as axioms. By Proposition 4.4 the formula $\text{PHP}^n+1$ needs exponential sized resolution refutations. Therefore $|\pi''| \in 2^{\Omega(n)}$, which is the size of the corresponding QCDCL$^{\text{LEV-ORD}}$ refutation as well.

We remark that the hardness of Traversal$_n$ crucially depends on propositional hardness. Note that it is not possible to just substitute PHP$^n+1$ in Traversal$_n$ by some QCNF that is hard for long-distance Q-resolution or QCDCL$_{\text{LEV-ORD}}$ since it is not guaranteed that the conflict in the trail will occur in this embedded formula.

In contrast, the Traversal$_n$ formulas are easy in Q-resolution.

**Proposition 4.7.** The QCNFs Traversal$_n$ have constant-size Q-resolution refutations.

**Proof.** The refutation is given in Figure 3.

These two results immediately lead to the following separation.

**Theorem 4.8.** The systems Q-resolution and QCDCL$^{\text{LEV-ORD}}_{\text{RED}}$ are incomparable.

From Theorem 4.8 we can conclude not only that we have to modify the QCDCL proof system if we aim to characterise Q-resolution, it also implies that a simple strengthening (or weakening) of one of the two systems cannot result in the desired equivalence. We mentioned earlier that the policies RED and NO-RED seem to operate orthogonally to each other. In Section 8 we will get back to this point and formally prove this intuition. This also motivates why switching from policy RED to NO-RED can be helpful in obtaining a QCDCL system that characterises Q-resolution.
5. HARD FORMULAS FOR QCDCL

As we have shown in Section 4, Q-resolution is incomparable to QCDCL. This leaves open the question of what formulas are hard for QCDCL, without relying on hardness of Q-resolution or long-distance Q-resolution.

**Definition 5.1.** We call a long-distance Q-resolution proof \( \pi \) of a clause \( C \) from a QCNF \( \Phi \) a long-distance QCDCL resolution proof of \( C \) from \( \Phi \), if there exists a QCDCL\textsuperscript{LEV-ORD\textsubscript{RED}} proof \( \iota \) of \( C \) from \( \Phi \) such that the long-distance Q-resolution proof \( \pi \) is obtained by pasting together the sub-proofs \( (\pi_1, \ldots, \pi_m) \) from \( \iota \) (cf. Definition 3.5).

The system long-distance QCDCL resolution identifies a fragment of long-distance Q-resolution, which collects all long-distance Q-resolution proofs that appear in QCDCL\textsuperscript{LEV-ORD\textsubscript{RED}} derivations. By definition therefore, long-distance QCDCL resolution and QCDCL\textsuperscript{LEV-ORD\textsubscript{RED}} are p-equivalent proof systems.

Our next goal is to identify a whole class of QCNFs that witness the hardness of QCDCL.

**Definition 5.2.** Let \( \Phi \) be a QCNF of the form

\[
\exists X \forall U \exists T \cdot \phi
\]

with sets of variables \( X = \{x_1, \ldots, x_a\}, U = \{u_1, \ldots, u_b\} \) and \( T = \{t_1, \ldots, t_c\} \).

We call a clause \( C \) in the variables of \( \Phi \)
- \( T \)-clause, if \( \text{var}(C) \cap X = \emptyset, \text{var}(C) \cap U = \emptyset \) and \( \text{var}(C) \cap T \neq \emptyset \),
- \( XT \)-clause, if \( \text{var}(C) \cap X \neq \emptyset, \text{var}(C) \cap U = \emptyset \) and \( \text{var}(C) \cap T \neq \emptyset \),
- \( XUT \)-clause, if \( \text{var}(C) \cap X \neq \emptyset, \text{var}(C) \cap U \neq \emptyset \) and \( \text{var}(C) \cap T \neq \emptyset \).

We say that \( \Phi \) fulfils the XT-property if \( \phi \) contains no XT-clauses as well as no unit \( T \)-clauses and there do not exist two \( T \)-clauses \( C_1, C_2 \in \phi \) that are resolvable.

The next lemma shows that, under the XT-property, we cannot derive any XT-clauses or new \( T \)-clauses.

**Lemma 5.3.** Let \( \Phi \) be a QBF with the XT-property and let \( C \) be a clause derived by long-distance Q-resolution from \( \Phi \) such that \( C \) contains a \( T \)-literal. Then \( C \) is an axiom or it contains a \( U \)-literal.
Proof. We prove this by induction. Let $\pi$ be the long-distance Q-resolution proof of $C$. If $C$ is an axiom, then there is nothing to prove. Therefore, let us assume that $C$ is not an axiom. Then the last step in the derivation must have been a resolution step, because we cannot reduce literals when a $T$-literal is present.

Hence there are clauses $D, E \in \pi$ and a literal $\ell$ with $\ell \in D$ and $\bar{\ell} \in E$ such that $C = D \lor E$. By our induction hypothesis, $D$ (as well as $E$) is an axiom or it contains a $U$-literal. If one of them contains a $U$-literal, then $C$ also contains one and we are done. Therefore, let us consider the case where both $D$ and $E$ are axioms, but do not contain $U$-literals. Since $XT$-clauses are forbidden by the $XT$-property, $D$ and $E$ are either $X$-clauses or $T$-clauses. Again, by the $XT$-property, $\Phi$ does not contain two resolvable $T$-clauses, therefore $D$ and $E$ must be $X$-clauses. But then $C$ cannot contain a $T$-literal, which is a contradiction.

We will show later that we need to resolve two $XUT$-clauses over an $X$-literal in order to introduce tautologies. Now we prove that this is not possible in long-distance QCDCL resolution under the $XT$-property.

Lemma 5.4. It is not possible to resolve two $XUT$-clauses over an $X$-literal in a long-distance QCDCL resolution proof of a QCNF $\Phi$ that fulfils the $XT$-property.

Proof. Assume there is a long-distance QCDCL resolution proof $\pi$ that contains such a resolution step over an $X$-literal $x$. Let $C_1$ and $C_2$ be the corresponding $XUT$-clauses. One of these clauses, say $C_1$, had to be an antecedent clause in a QCDCL$_{\text{LEV-ORD}}$ trail $T$ that implied $x$. Since our decisions in the trail are level-ordered and we did not skip any decisions, either $x$ was propagated at decision level 0, or at a decision level in which we decided another $X$-literal.

Because $C_1$ is an $XUT$-clause, we can find a $T$-literal $t \in C_1$. The literal $\bar{t}$ must have been propagated before we implied $x$ ($\bar{t}$ could not have been decided because the decisions are level-ordered). That means that for the same trail we can find $E := \text{ante}_T(\bar{t})$. Now, $E$ cannot be a unit $T$-clause by the $XT$-property and Lemma 5.3. Hence $E$ must contain further $X$, $U$, or $T$-literals. If $E$ contains a $U$-literal, then we would have had to decide this $U$-literal before we use $E$ as an antecedent clause, contradicting the level-order of our decisions. Also, this $U$-literal cannot be reduced since we want to imply a $T$-literal with the help of $E$. Therefore we conclude that $E$ contains an $X$-literal or a $T$-literal. If $E$ contains an $X$-literal, then $E$ is an $XT$-clause, which is not possible by Lemma 5.3.

Therefore $E$ contains at least another $T$-literal $\bar{t} \in E$. As before, the literal $\bar{t}$ was propagated before we implied $\bar{t}$ and $x$. We set $E' := \text{ante}_T(\bar{t})$ and argue in the same way as with $E$. This process would repeat endlessly, which is a contradiction since we only have finitely many $T$-variables.

We combine the above results and show that the hardness of QCNFs with the $XT$-property lifts from Q-resolution to long-distance QCDCL resolution.

Theorem 5.5. If $\Phi$ fulfils the $XT$-property and requires Q-resolution refutations of size $s$, then each long-distance QCDCL resolution refutation (and therefore also each QCDCL$_{\text{LEV-ORD,RED}}$ refutation) of $\Phi$ has at least size $s$ as well. In detail, each long-distance QCDCL resolution refutation of $\Phi$ is in fact a Q-resolution refutation.

Proof. Let $\pi$ be a long-distance QCDCL resolution refutation of $\Phi$. We show that $\pi$ does not contain any tautological clause $C$ and hence $\pi$ is in fact a Q-resolution refutation.
Assume that $\pi$ contains some tautological clause $C$. W.l.o.g. let $C$ be the first tautological clause in $\pi$. Clearly, $C$ has to be derived by a resolution step over an $X$-literal. Let $C_1$ and $C_2$ be the parent clauses of $C$. Both of them contain some $X$-literals and some $U$-literals. They also have to contain $T$-literals, otherwise we would reduce all $U$-literals (in the learning process we reduce as soon as possible). Therefore $C_1$ and $C_2$ are both $XUT$-clauses that are resolved over an $X$-literal, which is not possible by Lemma 5.4.

Therefore such a clause $C$ cannot exist. Hence each long-distance QCDCL resolution refutation of $\Phi$ is even a $Q$-resolution refutation and the result follows. \[\square\]

One can conclude that QCNFs with the $XT$-property that are hard for $Q$-resolution are also hard for long-distance $Q$-resolution and therefore QCDCL. We will give some examples for these cases.

**Definition 5.6** [BBH19]. The formula $\text{Equality}_n$ is defined as the QCNF

$$\exists x_1 \ldots x_n \forall u_1 \ldots u_n \exists t_1 \ldots t_n \cdot (\overline{t}_1 \lor \ldots \lor \overline{t}_n) \land \bigwedge_{i=1}^{n} ((\overline{x}_i \lor \overline{u}_i \lor t_i) \land (x_i \lor u_i \lor t_i)).$$

This QCNF is obviously false since the $\forall$-player has a winning strategy by assigning each $u_i$ equal to the assignment of $x_i$.

**Theorem 5.7** [BBH19]. $\text{Equality}_n$ requires $Q$-resolution refutations of size $2^n$.

It is easy to see that $\text{Equality}_n$ fulfils the $XT$-property for $n \geq 2$. Therefore we obtain:

**Corollary 5.8.** $\text{Equality}_n$ requires $\text{QCDCL}^{\text{LEV-ORD}}_{\text{RED}}$ refutations of size $2^n$.

Since the equality formulas are easy in long-distance $Q$-resolution [BBM19], we obtain an exponential separation between QCDCL and long-distance $Q$-resolution.

**Corollary 5.9.** Long-distance $Q$-resolution is exponentially stronger than QCDCL, i.e., long-distance $Q$-resolution $p$-simulates QCDCL and there are QCNFs that require exponential-size proofs in QCDCL, but admit polynomial-size proofs in long-distance $Q$-resolution.

Next we will define a whole class of randomly generated QCNFs. With high probability, they also serve as hard examples for QCDCL.

**Definition 5.10** [BBH19]. For each $1 \leq i \leq n$ let $C_i^{(1)}, \ldots, C_i^{(cn)}$ be clauses picked uniformly at random from the set of clauses containing 1 literal from the set $U_i = \{u_i^{(1)}, \ldots, u_i^{(m)}\}$ and 2 literals from $X_i = \{x_i^{(1)}, \ldots, x_i^{(n)}\}$. Define the randomly generated QCNF $Q(n, m, c)$ as:

$$Q(n, m, c) := \exists X_1, \ldots, X_n \forall U_1, \ldots, U_n \exists t_1, \ldots, t_n \cdot \bigwedge_{i=1}^{n} \bigwedge_{j=1}^{cn} (\overline{t}_i \lor C_i^{(j)}) \land (t_1 \lor \ldots \lor t_n)$$

Suitably choosing the parameters $c$ and $m$, we gain false and indeed hard formulas.

**Theorem 5.11** [BBH19]. Let $1 < c < 2$ be a constant and $m \leq (1 - \epsilon) \log_2 n$ for some constant $\epsilon > 0$. With probability $1 - o(1)$ the random QCNF $Q(n, m, c)$ is false and requires $Q$-resolution refutations of size $2^{\Omega(n^c)}$.

Again, it is easy to see that all $Q(n, m, c)$-formulas fulfil the $XT$-property.

**Corollary 5.12.** Let $1 < c < 2$ be a constant and $m \leq (1 - \epsilon) \log_2 n$ for some constant $\epsilon > 0$. With probability $1 - o(1)$ the random QCNF $Q(n, m, c)$ is false and requires $\text{QCDCL}^{\text{LEV-ORD}}_{\text{RED}}$ refutations of size $2^{\Omega(n^c)}$. 
The hardness of Equality, and the random formulas does not rely on propositional hardness. In order to make the notion of ‘propositional hardness’ formal, we will use a strengthening of Q-resolution that allows oracle calls. This framework was introduced in [BHP20] and tailored towards Q-resolution in [BBM20]. The oracle allows to collapse arbitrary propositional sub-derivations into just one inference step.

Definition 5.13 [BBM20]. QNP-resolution is defined as Q-resolution, but the resolution rule is replaced by the following:

- $\Sigma^3$-rule: For some $G \subseteq \{C_1, \ldots, C_{i-1}\}$,
  1. $\bigwedge_{B \in G} B^3 \models C^3_i$, and
  2. for each $B \in G$, $B^i$ is a subclause from $C^\forall_i$,
    where $C^3$ and $C^\forall$ denote the existential and universal subclauses of any clause $C$.

We use the notation $C_1 \wedge \ldots \wedge C_{i-1} \models_{\Sigma^3} C_i$ for referring to such a step.

In fact, the lower bounds for the equality and random formulas above hold in this stronger model.

Theorem 5.14 [BBM20,BBH19]. Equality requires QNP-resolution refutations of size $2^n$. Likewise, the random formulas $Q(n,m,c)$ (with the same parameters as in Theorem 5.11) are false and require QNP-resolution refutations of size $2^{\Omega(n^\epsilon)}$.

An equivalent way of stating this theorem is to say that the equality and random formulas require exponentially many reduction steps in Q-resolution proofs. This measure is also applicable to QCDCL trails and in particular to long-distance QCDCL resolution proofs.

Proposition 5.15. The number of reduction steps in each long-distance QCDCL resolution refutation (and also each QCDCLRED refutation) of Equality is at least $2^n$. The same holds for the false formulas $Q(n,m,c)$ with $2^{\Omega(n^\epsilon)}$ reduction steps.

Proof. Let $\pi = C_1, \ldots, C_m$ be a long-distance QCDCL resolution refutation of Equality or $Q(n,m,c)$ and let $r$ be the number of clauses in $\pi$ that were directly derived by reduction of some preceding clause. By Proposition 5.5, $\pi$ is even a Q-resolution refutation. W.l.o.g., all axioms are introduced at the beginning of $\pi$. I.e., for an $\ell \in \mathbb{N}$ we have that $C_1, \ldots, C_\ell$ are all axioms from Equality. This does not change the size of $\pi$ as we need all axioms anyway.

We can assume that $\pi$ is in the form of

$$\pi = C_1, \ldots, C_\ell, R_{(1,1)}, \ldots, R_{(1,s_1)}, T_1, R_{(2,1)}, \ldots, R_{(2,s_2)}, T_2, \ldots, R_{(r,1)}, \ldots, R_{(r,s_r)}, T_r, R_{(r+1,1)}, \ldots, R_{(r+1,s_{r+1})}$$

where each $R_{(i,j)}$ is (directly) derived by the resolution rule, and for each $T_j$ we have $T_j = \text{red}(R_{(i,s_i)})$. One can inductively show that for each $R_{(c,d)}$ we have

$$\bigwedge_{i=1}^\ell C_i \wedge \bigwedge_{j=1}^{c-1} T_j \models_{\Sigma^3_1} R_{(c,d)}$$

due to

$$\bigwedge_{i=1}^\ell C_i \wedge \bigwedge_{j=1}^{c-1} T_j \models_{\Sigma^3_1} R_{(a,b)}$$

for every $R_{(a,b)}$ left of $R_{(c,d)}$ in $\pi$. 

We can replace consecutive resolution steps with the \( \Sigma_1^2 \)-rule and obtain a \( \mathcal{Q}^{\text{NP}} \)-resolution refutation \( \pi' \) with the same number of reductions as \( \pi \). We have \( |\pi'| \in 2^{\Theta(n)} \) (resp. \( 2^{\Theta(n')} \)) for \( Q(n, m, c) \) by Proposition 5.14. This new refutation \( \pi' \) is of the form

\[
\pi' = C_1, \ldots, C_{\ell}, R_{(1,s_1)}, T_1, R_{(2,s_2)}, T_2, \ldots, R_{(r,s_r)}, T_r, R_{(r+1,s_{r+1})}.
\]

I.e., these two kinds of derivation steps are alternating after \( C_\ell \). Therefore the number of reductions \( r \) of \( \pi' \) (and also \( \pi \)) can be estimated by

\[
r \in \Omega \left( \frac{|\pi'| - \ell}{2} \right) = \Omega(|\pi'|) . \tag{\red{\checkmark}}
\]

Compared to \( \text{Equality}_n \), the formulas \( \text{Trapdoor}_n \) just need a linear number of reduction steps in \( \text{QCDCL}_{\text{LEV-ORD}} \).

## 6. A QCDCL System Equivalent to Q-resolution

We now show that the QCDCL system \( \text{QCDCL}_{\text{EXI-ANY-NO-RED}} \) has exactly the right strength to characterise Q-resolution.

Our central notion in this section will be that of the reliability of a clause. The motivation for this definition is as follows: In our QCDCL systems we generate trails and proofs in a natural way, i.e., we are not allowed to skip propagations or conflicts. Nevertheless, when aiming to simulate Q-resolution proofs, we also want to prescribe a sequence of literals as decisions in order to create trails along these decisions. However, it is not guaranteed that we can even make all these decisions without problems. We could run into situations that prevent us from continuing with the desired decisions. To classify these situations, we use the notion of reliability.

**Definition 6.1.** Let \( \Phi = Q \cdot \phi \) be a QCNF and \( C \) be a non-tautological clause. If there is a QCDCL \( \text{EXI-ANY-NO-RED} \) trail \( T \), an existential literal \( \ell \in C \) and a set of literals \( \alpha \subseteq C \setminus \{ \ell \} \) such that \( \alpha \) is the set of decision literals in \( T \) and \( \ell \in T \), then \( C \) is called unreliable with respect to \( \Phi \). Alternatively, we say that the decisions \( C \) are blocking each other.

If \( C \) is not unreliable, we call \( C \) reliable.

**Remark 6.2.**

1. Let us give an intuitive interpretation of unreliability: Let us assume the two clauses \((x \lor y \lor a)\) and \((\bar{x} \lor z \lor b)\) are given (we ignore quantifiers for the moment). These two clauses can be resolved over \( x \), and we receive \((x \lor y \lor a) \vdash x (\bar{x} \lor z \lor b) = (y \lor z \lor a \lor b)\). We would like to simulate this resolution step via trails. The most obvious (and naive) approach would be to decide \( y \) and \( a \), propagate \( x \), decide \( z \) and \( b \), receive a conflict. From that trail \((\bar{y}; \bar{a}, x; \bar{z}; b, \bot)\) we can learn the clause \((y \lor z \lor a \lor b)\). However, this would not work in practice: After deciding \( z \), we would detect the unit clause \((b)\), which will trigger the propagation of \( b \) and prevent us from finding a conflict. Hence, we would actually create the trail \((\bar{y}; \bar{a}, x; \bar{z}; b)\). This shows that the clause \((y \lor z \lor a \lor b)\) is unreliable (with respect to our formula). Although this might look like a disadvantage, making clauses unreliable or detecting their unreliability is the aim of our simulation method. Basically, unreliability means that, even though this clause might not be contained in our formula as an axiom, we can still (or already) make use of its impact to trigger a unit propagation as if we would know the clause directly. In our example,
although we have never learned the clause \((y \lor z \lor a \lor b)\), we have found out how we can use the implication \((\overline{y} \land \overline{z} \land \overline{a}) \rightarrow b\) as an indirect unit propagation.

We will show later that unreliable clauses are as good as learned clauses. Also, it is not important which literal got implied by the witness of unreliability. For our example that means that, even if we later need the clause \((y \lor z \lor a \lor b)\) for a propagation of \(a\), it suffices to know how we can imply \(b\), or any other literal of the formula, by deciding the negations of the remaining literals.

(2) Let \(\Phi := \varphi\). Let \(\psi\) be a QCNF and let \(C\) be reliable with respect to \(\Phi\). Then we can construct a trail \(T\) by choosing \(C\) as decisions one by one and doing the propagations more or less automatically. These decisions cannot block each other. However, it is possible that we propagate a literal from \(C\) in the same polarity before deciding it. In this case we have to skip the decision. Also, we could reach a conflict before deciding all literals, then we abort the trail as usual. Both of these cases are still fine for our purposes. We stop the construction when we either reach a conflict, or if all literals from \(C\) are assigned and we cannot make further propagations.

We will use this technique in our later proofs and refer to it as constructing \(T\) with decisions \(C\). Note that all trails we construct in this way are natural.

**Examples 6.3.** We give some minimal examples of the situations of Remark 6.2 in the system \(\text{QCDCL}_{\text{NO-RED}}^\text{EXI-ANY-NO-RED}\). In all four examples, we want to check if the clause \((\overline{x} \lor \overline{u} \lor \overline{y})\) is reliable with respect to the corresponding formula \(\Phi\).

(1) Let \(\Phi := \exists x \land u \land \exists y, z \cdot (\overline{x} \lor \overline{u} \lor \overline{y} \lor z)\). Constructing a trail with decisions \((x, u, y)\) in this order gives us \(T := (x; u; y, z)\). In this situation the decisions \((x, u, y)\) are not blocking each other. In fact, the clause \((\overline{x} \lor \overline{u} \lor \overline{y})\) is reliable with respect to \(\Phi\) since we would need to decide \(\overline{z}\) in order to propagate \(\overline{x}\) or \(\overline{y}\).

(2) Let \(\Phi := \exists x \land u \land \exists y, z \cdot (\overline{x} \lor \overline{u} \lor \overline{y} \lor z) \land (\overline{x} \lor \overline{u} \lor y)\). After constructing a trail \(T\) with decisions \((x, u, y)\) we get \(T = (x; u, y, z)\). This is still fine even if we did not actually use \(y\) as a decision. The clause \((\overline{x} \lor \overline{u} \lor \overline{y})\) is still reliable with respect to \(\Phi\) because we would need to decide \(z\) or \(\overline{y}\) in order to imply \(\overline{x}\).

(3) Let \(\Phi := \exists x \land u \land \exists y, z \cdot (\overline{x} \lor \overline{u} \lor \overline{y} \lor z) \land (\overline{x} \lor \overline{u} \lor z) \land (\overline{x} \lor \overline{u} \lor \overline{z})\). When we want to construct a trail with decisions \((x, u, y)\) we get \(T = \{x; u; y, \bot\}\). This is fine even though \(y\) does not appear in \(T\), since we run into a conflict beforehand. The clause \((\overline{x} \lor \overline{u} \lor \overline{y})\) is reliable with respect to \(\Phi\), because the only way to achieve a situation of unreliability would be implying \(\overline{x}\) with decisions \(u\) and \(y\), or implying \(\overline{y}\) with decisions \(x\) and \(u\). In the first case we would not get any unit clauses, and in the second one we would propagate \(\bot\) before \(\overline{y}\).

(4) Let \(\Phi := \exists x \land u \land \exists y, z \cdot (\overline{x} \lor \overline{u} \lor z) \land (\overline{z} \lor \overline{y})\). When we try to construct a trail \(T\) with decisions \((x, u, y)\) we get stuck at \(T = (x; u, z, \overline{y})\). Now we have propagated \(\overline{y}\) although we wanted to decide \(y\). This shows that these decisions block each other and the clause \((\overline{x} \lor \overline{u} \lor \overline{y})\) is unreliable with respect to \(\Phi\) and \(T\) serves as a witness.

The next lemma shows that we can basically ‘copy’ a trail that was created at a previous point by deciding or propagating all of its decisions. This will help us later during the simulation of resolution or reductions steps, where we want to copy the trails that serve as a witness for the unreliability of the parent clauses.

**Lemma 6.4.** Let \(\Phi = Q \cdot \phi\) and \(\Psi = Q \cdot \psi\) be two QCNFs with the same prefix such that \(\phi \subseteq \psi\). Let \(T\) be a \(\text{QCDCL}_{\text{NO-RED}}^\text{EXI-ANY-NO-RED}\) trail for \(\Phi\) and \(U\) be a natural trail for \(\Psi\). Let \(\alpha\)
be the decisions in \( T \) and \( \alpha \subseteq U \). If \( U \) does not run into a conflict, then every propagated literal from \( T \) is contained in \( U \).

**Proof.** Suppose that \( U \) did not run into a conflict.

Write \( T \) as

\[
T = (p(0,1), \ldots, p(0,g_0); d_1, p(1,1), \ldots, p(1,g_1); \ldots; d_r, p(r,1), \ldots, p(r,g_r)).
\]

Assume that there are some propagated literals from \( T \) that are not contained in \( U \). Let \( p(i,j) \) be the first (leftmost) literal in \( T \) of this kind. Then we know that

\[
\text{ante}_T(p(i,j))|_{T[i,j-1]} = (p(i,j))
\]

with \( \text{ante}_T(p(i,j)) \subseteq \phi \subseteq \psi \). Since \( p(i,j) \) was the first propagated literal not contained in \( U \) and all decisions \( \alpha \) for \( T \) are in \( U \), all literals from \( T[i,j-1] \) are contained in \( U \). This means that at some point in \( U \) the clause \( \text{ante}_T(p(i,j)) \) could have been used to imply \( p(i,j) \).

Because we are not allowed to skip propagations, we must have propagated \( p(i,j) \) somewhere in \( U \), contradicting our assumption. \( \square \)

In the following proposition we will give a simple counting argument. This gives another motivation for using asserting schemes. Informally, it says that we only have to backtrack polynomially often under a specific decision sequence until we reach a desired state of unreliability.

**Proposition 6.5.** Let \( \Phi := Q \cdot \phi \) be a QCNF in \( n \) variables, \( \xi \) be an asserting learning scheme, \( D \) be a clause and let \( T \) be a natural QCDCL_{EXI-ANY-NO-RED} trail for \( \Phi \) with decision set \( D \) and \( \perp \in T \). Then there exists a clause \( E \) and a QCDCL_{EXI-ANY-NO-RED}-proof

\[
\iota = ((T_1, \ldots, T_{f_n}), (\xi(T_1), \ldots, \xi(T_{f_n})), (\pi_1, \ldots, \pi_{f_n}))
\]

from \( \Phi \) of \( E \) such that \(|\iota| \in \mathcal{O}(n^3)\). If \( E \neq (\perp) \), then \( D \) is unreliable with respect to \( Q \cdot (\phi \cup \{\xi(T_1), \ldots, \xi(T_{f_n})\}) \).

In particular, in case \( E \neq (\perp) \) we can find a trail \( W \) that witnesses the unreliability of \( D \) after having learnt the clauses \( \xi(T_1), \ldots, \xi(T_{f_n}) \) in the proof \( \iota \), i.e., there is a trail \( W \) for \( Q \cdot (\phi \cup \{\xi(T_1), \ldots, \xi(T_{f_n})\}) \) such that an existential literal \( \ell \in D \) with \( \ell \in W \) and all decisions \( \alpha \subseteq \bar{D} \setminus \{\ell\} \) that follow the same order as the decisions of \( T \).

**Proof.** Set \( T_1 := T \). We will now construct a proof \( \iota \) with a sequence of trails \( T_1, \ldots, T_{f_n} \) for some \( f_n \in \mathbb{N} \). Arguing inductively, suppose that \( T_i \) was created with decisions \( D \) and runs into a conflict. We start clause learning and derive \( \xi(T_i) \), which is an asserting clause. After that we will backtrack to a point at which \( \xi(T_i) \) becomes unit, say \( T_i[s_i, t_i] \), and go on constructing the next trail \( T_{i+1} \). From there on we will complete the trail by choosing the same decision literals in the same order as before (while still considering the situations described in Remark 6.2). Either \( T_{i+1} \) also runs into a conflict, in which case we repeat this whole process, or the decisions \( D \) block each other in \( T_{i+1} \). If this happens, or if we derive \((\perp)\), we stop. Note that we will always follow the same decision order, even if we skip some decisions. This proves the last statement of the proposition.

We will argue that the number of these backtracking steps is polynomially bounded, in fact \( f_n \in \mathcal{O}(n^2) \). For a variable \( z \in \text{Var}(\Phi) \) and a trail \( U \) we define \( \mu_U(z) \) as the level in which \( z \) was propagated or decided in \( U \), regardless of the polarity of \( z \). If \( z \) does not occur
in $\mathcal{U}$ in either polarity, then we set $\nu_{\mathcal{U}}(z) := \infty$. Let $\delta$ be the map defined as follows:

$$\delta : [f_n] \times \text{var}(\phi) \longrightarrow \{0, \ldots, n, \infty\}$$

$$\delta(1, z) := \nu_{\mathcal{U}}(z),$$

$$\delta(i, z) := \min(\delta(i - 1, z), \nu_{\mathcal{U}}(z)) \quad \text{for} \quad i \in \{2, \ldots, f_n\}.$$ 

Intuitively, $\delta(i, z)$ returns the smallest decision level in which the variable $z$ occurred in the trails $\{T_1, \ldots, T_i\}$ in any polarity. By construction, we get $\delta(i + 1, z) \leq \delta(i, z)$ for all $i \in [f_n - 1]$ and $z \in \text{var}(\phi)$. Furthermore, because $\xi$ is asserting, we can find $y_i \in \text{var}(\phi)$ (e.g. the asserting literal in step $i$) with $\delta(i + 1, y_i) < \delta(i, y_i)$ for each $i \in [f_n - 1]$. This follows from the fact that by definition we have to backtrack at least one level. We have to finish after at most $\mathcal{O}(n^2)$ steps since after that $\delta$ would return $0$ for each variable. Therefore $f_n \in \mathcal{O}(n^2)$ and $|\iota| \in \mathcal{O}(n^3)$.

The proof of this proposition not only confirms the existence of such a proof $\iota$, it also gives us an algorithm for creating it (although that is not essential for us here). The connection between $T$ and $\iota$ might not seem obvious at first sight, as $T$ only serves as a witness in order to start the process of constructing $\iota$.

Let us outline the rest of this section: we aim to construct a $\text{QCDCL}^{\text{EXI-ANY-NO-RED}}_{\text{NO-RED}}$ refutation from a $Q$-resolution refutation. For this we will go through all clauses in the $Q$-resolution refutation and make them unreliable using Proposition 6.5. For this purpose we have to repeatedly find a natural trail $T$ with decision set $D$ that fulfills the postulated properties. There are three ways a clause could have been derived: as an axiom, via resolution or via reduction. Therefore the next three lemmas will concentrate on this goal.

In the following results we will assume that all clauses, which we intend to make unreliable, are in fact reliable at the beginning. This guarantees that all construction steps can be correctly carried out. However, since we want to p-simulate $Q$-resolution (which includes computing the simulation in polynomial time), we have to argue that we can efficiently find witnesses of unreliability. For example, axioms will typically be unreliable (purely universal clauses are not, for instance), but we might not know a witness in advance (although this witness exists by definition). What we can do is to act as if the axiom is reliable and try to perform the construction steps as described below. Dropping the assumption of reliability, we would lose the guarantee that these construction steps work correctly. However, if not we will obtain a witness of unreliability just by constructing this trail, which similarly serves our purpose. We will discuss this in greater detail when proving Theorem 6.9.

We start with considering the axiom case.

**Lemma 6.6.** Let $\Phi := Q \cdot \phi$ be a QCNF in $n$ variables and $C \in \phi$. If $C$ is reliable with respect to $\Phi$, there exists a $\text{QCDCL}^{\text{EXI-ANY-NO-RED}}_{\text{NO-RED}}$ proof $\iota$ with trails $T_1, \ldots, T_{f_n}$ from $\Phi$ of some clause $E$ that uses the learning scheme $\xi$ such that $|\iota| \in \mathcal{O}(n^3)$. If $E \neq (\bot)$, then $C$ is unreliable with respect to $Q \cdot (\phi \cup \{\xi(T_1), \ldots, \xi(T_{f_n})\})$.

**Proof.** Construct a (natural) trail $T$ by choosing $C$ as level-ordered decisions. If we do not run into a conflict, we get a contradiction since we falsified $C$ and are not allowed to skip conflicts. After applying Proposition 6.5 we have either derived $(\bot)$, or $C$ becomes unreliable.

The next two results cover the simulation of resolution and reduction steps. As before, we assume that the clause for which we intend to find a witness of unreliability is actually
reliable at the beginning. Dropping this assumption removes the guarantee that the decisions will not block each other in the construction. But then we might find a witness of unreliability even earlier.

For these next results, we will use the notation \( \theta(i) := (T_1, \ldots, T_m) \), \( \lambda(i) := (C_1, \ldots, C_m) \) and \( \rho(i) := (\pi_1, \ldots, \pi_m) \) for a \( \text{QCDCL}^{\text{EXI-ANY-NO-RED}} \) proof

\[
\iota = ((T_1, \ldots, T_m), (C_1, \ldots, C_m), (\pi_1, \ldots, \pi_m)).
\]

**Lemma 6.7.** Let \( \Phi := Q \cdot \phi \) be a QCNF in \( n \) variables. Also let \( C_1 \lor x \) be a clause that is unreliable with respect to \( \Psi := Q \cdot \psi \) with \( \psi \subseteq \phi \) and \( C_2 \lor \bar{x} \) unreliable with respect to \( \Upsilon := Q \cdot \tau \) with \( \tau \subseteq \phi \), such that \( C_1 \lor C_2 \) is non-tautological. Let \( \xi \) be an asserting learning scheme. If \( C_1 \lor C_2 \) is reliable with respect to \( \Phi \), there exists a \( \text{QCDCL}^{\text{EXI-ANY-NO-RED}} \) proof \( \iota \) with \( \theta(i) = T_1, \ldots, T_{f_2} \) from \( \Phi \) of some clause \( E \) that uses the learning scheme \( \xi \) such that \( |\iota| \in \mathcal{O}(n^3) \). If \( E \neq (\perp) \), then \( C_1 \lor C_2 \) is unreliable with respect to \( Q \cdot (\phi \cup \{\xi(T_1), \ldots, \xi(T_{f_2})\}) \).

**Proof.** Since \( C_1 \lor x \) is unreliable, there is a literal \( \ell_1 \in C_1 \lor x \) and a trail \( U_1 \) for \( \Psi \) with decisions \( \alpha_1 \subseteq (C_1 \lor x) \setminus \{\ell_1\} \) such that \( \ell_1 \in U_1 \). The same is true for \( C_2 \lor \bar{x} \), thus we get a trail \( U_2 \) for \( \Upsilon \), a literal \( \ell_2 \) and decisions \( \alpha_2 \subseteq (C_2 \lor \bar{x}) \setminus \{\ell_2\} \).

We now distinguish three cases. In each case we will define a set of decisions that are not blocking each other, construct a natural trail with these decisions (see Remark 6.2) and run into a conflict. After that we will unite all three cases and start clause learning. The created trail will serve as a starting point for Proposition 6.5.

**Case 1:** \( \ell_1 = x \) and \( \ell_2 = \bar{x} \).

We choose the set \( \alpha_1 \cup \alpha_2 \subseteq \bar{C} \) as level-ordered decisions for a new, natural trail \( T \). These decisions cannot block each other since \( C \) is still reliable. If we assume that \( T \) does not run into a conflict, then we get \( \alpha_1 \cup \alpha_2 \subseteq T \). We can now apply Lemma 6.4 and conclude that all propagated literals from \( U_1 \) and \( U_2 \) are contained in \( T \). However, this is a contradiction since we would need to propagate both \( \ell_1 = x \) and \( \ell_2 = \bar{x} \). Therefore \( T \) has to run into a conflict.

**Case 2:** \( \ell_1 = x \) and \( \ell_2 \neq \bar{x} \) (or analogously \( \ell_1 \neq x \) and \( \ell_2 = \bar{x} \)).

We choose the set \( \{\ell_2\} \cup \alpha_1 \cup \alpha_2 \subseteq \bar{C} \) as level-ordered decisions for a natural trail \( T \). As before, these decisions are not blocking each other and we can at least do the same propagations as in \( U_1 \) as long as we do not run into a conflict because of \( \alpha_1 \subseteq T \). In particular we are able to propagate \( x = \ell_1 \) (e.g. via \( \text{ant}_U(\ell_1) \)). Now we have decided or propagated all decisions of \( U_2 \), i.e., \( \alpha_2 \subseteq T \). Hence after applying Lemma 6.4 again we can do at least all propagations of \( U_2 \). But then we will need to propagate \( \ell_2 \) in \( T \). That is contradictory to \( \ell_2 \in T \). This means likewise \( T \) has to run into a conflict.

**Case 3:** \( \ell_1 \neq x \) and \( \ell_2 \neq \bar{x} \).

We know that \( \bar{x} \in \alpha_1 \), otherwise \( C \) would be unreliable. We choose \( \{\ell_1\} \cup \alpha_1 \) as decisions for the natural trail \( T \), but we demand that \( \bar{x} \) will be decided last and all the other decisions are level-ordered.

The decisions before \( \bar{x} \) cannot block each other, since their negations are literals in \( C \).

If we propagated \( x \) somewhere, we can instead start with a new natural trail \( T' \) using the non-blocking level-ordered decisions \( \{\ell_1, \ell_2\} \cup \alpha_1 \cup \alpha_2 \setminus \{x, \bar{x}\} \subseteq \bar{C} \). Provided that \( T' \) does not run into a conflict, applying Lemma 6.4 gives us \( x \in T' \) since we already implied \( x \) in \( T \). Therefore we have decided or propagated all decisions of \( U_2 \), i.e., \( \alpha_2 \subseteq T' \). Hence we get a contradiction by Lemma 6.4 because we would need to propagate \( \ell_2 \). Therefore \( T' \) runs into a conflict.
If we actually decide or propagate $\bar{x}$, we will run into a conflict afterwards. Otherwise we would have made all propagations from $U_1$ (since $\alpha_1 \subseteq T$), receiving a contradiction by Lemma 6.4 again.

Using Proposition 6.5, for Case 1, Case 2 and the first part of Case 3 (where we propagated $x$ before we could decide $\bar{x}$) we can construct a QCDCL$_{EXI-ANY-NO-RED}$-proof $\iota$ with $|\iota| \in O(n^3)$ that fulfills the desired properties. Note that in each case we have followed the policy EXI-ANY-NO-RED.

The last part of Case 3 (where we actually decide or propagate $\bar{x}$) works slightly different. Here our decisions were $\{\ell_1\} \cup \alpha_1 \subseteq (C_1 \lor \bar{x})$, therefore we also apply Proposition 6.5 and construct a QCDCL$_{EXI-ANY-NO-RED}$-proof $\iota'$ with $\theta(\iota') = T'_1, \ldots, T'_{n_f}$ from $\Phi$ of a clause $E'$ that uses $\xi$ such that $|\iota'| \in O(n^3)$. If we have $E' = (\bot)$, we are done. If not, then $C_1 \lor x$ became unreliable with respect to $\bar{Q} \cdot (\phi \cup \{\xi(T'_1), \ldots, \xi(T'_{n_f})\})$. Here we need the last statement of Proposition 6.5: There is a trail $W$ for $\bar{Q} \cdot (\phi \cup \{\xi(T'_1), \ldots, \xi(T'_{n_f})\})$, an existential literal $\ell \in C_1 \lor x$ with $\ell \in W$ and decisions $\alpha \subseteq (C_1 \lor x) \setminus \{\ell\}$ that follow the same order as the decisions of $T$. Since in this order the literal $\bar{x}$ was always the last literal, we conclude $\bar{x} \notin \alpha$ (otherwise we would not have a chance to achieve a situation where the decisions block each other). There are two remaining possibilities: If $\ell \neq x$, then $W$ is a witness for the unreliability of $C_1$ (and therefore also $C_1 \lor C_2$), which gives us the desired result.

However, if $\ell = x$, we can go back to Case 2 and use the trails $W$ and $U_2$. We create another QCDCL$_{EXI-ANY-NO-RED}$-proof $\iota''$ with $\theta(\iota'') = T''_1, \ldots, T''_{n_f}$ from $\bar{Q} \cdot (\phi \cup \{\xi(T'_1), \ldots, \xi(T'_{n_f})\})$ of a clause $E$ that uses the learning scheme $\xi$ such that $|\iota''| \in O(n^3)$. We can combine these two proofs $\iota'$ and $\iota''$ into a proof $\iota$ with $\theta(\iota) = T'_1, \ldots, T'_{n_f}, T''_1, \ldots, T''_{n_f}$ from $\Phi$ of the clause $E$ by connecting the components $\theta(\iota')$ with $\theta(\iota'')$, $\lambda(\iota')$ with $\lambda(\iota'')$ and $\rho(\iota')$ with $\rho(\iota'')$ such that $|\iota| \in O(n^3)$. Between the trails $T'_{n_f}$ and $T''_1$ we backtrack to the time $(0,0)$ (i.e., we restart the trail). If $E \neq (\bot)$, then $C_1 \lor C_2$ became unreliable with respect to $\bar{Q} \cdot (\phi \cup \{\xi(T'_1), \ldots, \xi(T'_{n_f}), \xi(T''_1), \ldots, \xi(T''_{n_f})\})$.

It remains to show a similar result for the reduction step.

**Lemma 6.8.** Let $\Phi := \bar{Q} \cdot \phi$ be a QCNF in $n$ variables, let $D := C \lor u_1 \lor \ldots \lor u_m$ be a non-tautological clause with universal literals $u_1, \ldots, u_m$ and $\text{red}(D) = C$, such that $D$ is unreliable with respect to a QCNF $\Psi = \bar{Q} \cdot \psi$ with $\psi \subseteq \phi$. Let $\xi$ be an asserting learning scheme. If $C$ is reliable with respect to $\Phi$, then there exists a QCDCL$_{EXI-ANY-NO-RED}$-proof $\iota$ with $\theta(\iota) = T_1, \ldots, T_{n_f}$ from $\Phi$ of some clause $E$ that uses the learning scheme $\xi$ such that $|\iota| \in O(n^3)$. If $E \neq (\bot)$, then $C$ is unreliable with respect to $\bar{Q} \cdot (\phi \cup \{\xi(T_1), \ldots, \xi(T_{n_f})\})$.

**Proof.** Because $D$ is unreliable, we can find a literal $\ell \in D$ and a trail $U$ for $\Psi$ with decisions $\alpha \subseteq D \setminus \{\ell\}$ and $\ell \in U$. The literal $\ell$ has to be existential, hence $\ell \in C$.

Now we choose the set $\{\ell\} \cup \alpha \subseteq D$ as level-ordered decisions for the natural trail $T$, i.e., we decide the literals in $(\{\ell\} \cup \alpha) \cap \{\bar{u}_1, \ldots, \bar{u}_m\}$ at the end. The decisions before $(\{\ell\} \cup \alpha) \cap \{\bar{u}_1, \ldots, \bar{u}_m\}$ cannot block each other since $C$ is reliable. After this we would only decide universal literals, which cannot be propagated. Therefore, in this order, the decisions $\{\ell\} \cup \alpha$ are not blocking each other. If $T$ does not run into a conflict, we can at least do the same propagations as in $U$ by Lemma 6.4. Then we would get the contradiction $\ell, \bar{\ell} \in T$. 

}\end{proof}
Now we can apply Proposition 6.5 and construct a proof $i$ with $\theta(i) = T_1, \ldots, T_f$ from $\Phi$ of a clause $E$ such that $|i| \in O(n^3)$. If $E \neq (\bot)$, then $D$ is unreliable with respect to $Q \cdot (\phi \cup \{\xi(T_1), \ldots, \xi(T_f)\})$. In this case there is a trail $W$ for $Q \cdot (\phi \cup \{\xi(T_1), \ldots, \xi(T_f)\})$, an existential literal $y \in D$ with $y \in W$ and decisions $\beta \subseteq D \backslash \{y\}$ that follows the same order as the decisions of $T$ (level-order). Since $y$ is existential, we have $y \in C$. The blocking situation in $W$ had to occur before we could decide $u_1, \ldots, u_m$. We conclude $\beta \subseteq C \backslash \{y\}$ and thus $C$ is unreliable with respect to $Q \cdot (\phi \cup \{\xi(T_1), \ldots, \xi(T_f)\})$. □

Now we can combine these three auxiliary results into the main theorem of this section.

**Theorem 6.9.** $\text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$ $p$-simulates $\text{Q-resolution}$. I.e., each $\text{Q-resolution}$ refutation $\pi$ of a $\text{QCNF}$ in $n$ variables can be transformed into a $\text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$-refutation of size $O(n^3 \cdot |\pi|)$ that uses an arbitrary asserting learning scheme $\xi$.

In particular, $\text{Q-resolution}$, $\text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$, and $\text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$ are $p$-equivalent proof systems.

**Proof.** First we show that $\text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$ simulates $\text{Q-resolution}$. Let $\Phi := Q \cdot \phi$ be a $\text{QCNF}$ in $n$ variables with a $\text{Q-resolution}$ refutation $\pi = C_1, \ldots, C_k$. We will go through this proof from left to right and check whether or not the clauses are reliable with respect to the corresponding current $\text{QCNF}$. Suppose that $C_1, \ldots, C_{i-1}$ are already unreliable with respect to $\text{QCNF}$s $Q \cdot \phi_1, \ldots, Q \cdot \phi_{i-1}$ with $\phi \subseteq \phi_1 \subseteq \ldots \subseteq \phi_{i-1}$. If $C_i$ is unreliable with respect to $Q \cdot \phi_{i-1}$, then we can set $\phi_i := \phi_{i-1}$ (let $\phi_0 := \phi$), $i := (\emptyset, \emptyset, \emptyset)$ (empty proof) and continue with $C_{i+1}$.

However, if $C_i$ is reliable with respect to $Q \cdot \phi_{i-1}$, then we can apply either Lemma 6.6 or Lemma 6.7 or Lemma 6.8, depending whether $C_i$ is an axiom, or was derived via resolution or reduction. We construct a $\text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$-proof $i$ with $\theta(i) = T_1^{(i)}, \ldots, T_f^{(i)}$ of a clause $E_i$ from $Q \cdot (\phi_{i-1} \cup \{\xi(T_1^{(i)}), \ldots, \xi(T_f^{(i)})\})$ with $|i| \in O(n^3)$ that uses the learning scheme $\xi$. If $E_i = (\bot)$, we are done and connect the components of the proofs $T_1^{(i)}, \ldots, T_i$ in particular $|i| = |\pi|$. Otherwise $C_i$ became reliable with respect to $Q \cdot (\phi_{i-1} \cup \{\xi(T_1^{(i)}), \ldots, \xi(T_f^{(i)})\})$. In this case we set $\phi_i := \phi_{i-1} \cup \{\xi(T_1^{(i)}), \ldots, \xi(T_f^{(i)})\}$ and continue with the next clause $C_{i+1}$.

At the latest when we reach $C_k = (\bot)$ in $\pi$, we will create a refutation $i$ since $(\bot)$ can never become unreliable by definition. The $\text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$-refutation $i$ consists of some $\text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$-proofs $T_1, \ldots, T_k$, $1 \leq j \leq k$. Between two proofs $T_a$ and $T_{a+1}$ we will just restart, i.e., between the trails $T_f^{(i)}$ and $T^{(i)}$ we will backtrack to the point $(0,0)$. At the end we have $|i| \in O(n^3 \cdot |\pi|)$.

We have now shown $\text{Q-resolution} \leq \text{QCDCL}_{\text{NO-RED}}^{\text{EXI-ANY-NO-RED}}$. In order to actually prove that this simulation is polynomial-time computable, one should actually argue that the described construction steps are in fact polynomial-time computable. However, we needed to decide whether or not a clause in the given proof is reliable. This might not be computable in polynomial time. Alternatively, we can pretend that a clause $C$ is reliable unless we have found a witness that proves the opposite. We can do the exact same steps as described in the above results. In detail, we can still try to create the trail $T$ from Lemma 6.6, Lemma 6.7 or Lemma 6.8. If the decisions do not block each other, we proceed as if the clause $C$ was reliable. Otherwise, we immediately receive a witness for our unreliability, even if we
were not able to take the steps as described. Therefore QCDCL\textsuperscript{\text{EXI-ANY-NO-RED}} p-simulates Q-resolution.

By Theorem 3.9 the systems QCDCL\textsuperscript{\text{ANY-NO-RED}} and QCDCL\textsuperscript{\text{EXI-ANY-NO-RED}} are p-simulated by Q-resolution. Obviously, QCDCL\textsuperscript{\text{EXI-ANY-NO-RED}} is p-simulated by QCDCL\textsuperscript{\text{ANY-NO-RED}}. As a consequence, all of these three systems are p-equivalent.

7. Comparison to the Correspondence Between Propositional Resolution and CDCL

There are a few similarities between our definitions of unreliable/reliable and the notions 1-empowering/absorbed used in [PD11]. Pipatsrisawat and Darwiche [PD11] focused on propositional logic and CNFs, so let us for this section restrict our attention to the propositional case (e.g. by considering only QCNFs with existential quantifiers) and recall the definition that was used in the work of Pipatsrisawat and Darwiche.

**Definition 7.1** [PD11]. Let $\alpha \Rightarrow \ell$ be a clause where $\ell$ is some literal and $\alpha$ is a conjunction of literals. The clause is 1-empowering with respect to CNF $\Delta$ iff

1. $\Delta \vDash (\alpha \Rightarrow \ell)$: the clause is implied by $\Delta$.
2. $\Delta \land \alpha$ is 1-consistent: asserting $\alpha$ does not result in a conflict that is detectable by unit resolution.
3. $\Delta \land \alpha \not\vDash \ell$: the literal $\ell$ cannot be derived from $\Delta \land \alpha$ using unit resolution.

In this case, $\ell$ is called an empowering literal of a clause. On the other hand, a clause implied by $\Delta$ that contains no empowering literals is said to be absorbed by $\Delta$.

For further details concerning the notations see [PD11].

Translating the third point into our framework could lead to the following interpretation: $\ell$ cannot be propagated in a trail for $\Delta$ with decisions $\alpha$. This is related to our definition of reliability. Simply put, for reliability we require that no literal in the clause is derivable by unit propagation. In Definition 7.1, however, it suffices to find at least one literal $\ell$ with this property.

Consequently the differences between ‘unreliable’ and ‘absorbing’ could be formulated as follows: for a clause $C$ to be unreliable, we need at least one literal $\ell \in C$ such that $\ell$ is ‘accidentally’ propagated in a trail with decisions contained in $C \setminus \{\ell\}$. In an absorbed clause, on the other hand, each literal has to be propagated accidentally in this way.

In [PD11] this difference in definition caused an additional factor $n$ in the complexity of the CDCL simulation of resolution. Roughly speaking, their idea consists of searching for 1-empowering (and 1-provable) clauses in a given resolution refutation $\pi$ of a CNF $\Delta$. They described how these clauses get absorbed after $O(n^4)$ CDCL steps, where the last $n$-factor is incurred by the fact that they have to handle all empowering literals, not just one as in our results. The remaining factor $n^3$ can be explained in a similar way as in Proposition 6.5 (cf. [PD11, Prop. 3]).

Consequently, we obtain a slight quantitative improvement of the simulation of resolution by CDCL [PD11] from $O(n^4|\pi|)$ to $O(n^3|\pi|)$.

**Theorem 7.2.** Let $\phi$ be a CNF in $n$ variables and let $\pi$ be a resolution refutation of $\phi$. Then $\phi$ has a CDCL refutation of size $O(n^3|\pi|)$. 

An advantage of the ‘1-empowering/absorbed’ notion is the simplification when it comes to cover the resolution steps in the given proof \( \pi \). In the proof of Lemma 6.7 we had to distinguish three cases depending on the literal that witnessed the unreliability. However, this is not necessary when using the definition of ‘absorption’. Since in this case all literals from a clause shall be propagated accidentally, we can pick an arbitrary literal that simplifies the following reasoning steps. In fact, it then suffices to consider Case 1 in Lemma 6.7.

Furthermore, in [PD11] the authors refrained from using the concept of trails or introducing algorithm-based proof systems. Instead, they relied on the notions of unit resolution, 1-consistency, and 1-provability. However, these notions cannot be fully translated into our framework that enables the construction of trails as it is done in practical CDCL. For example, consider the following:

Let \( \Delta := (\bar{x}_1 \lor \bar{x}_2 \lor \bar{x}_3) \) be a CNF consisting only of one clause. Then clearly this CNF together with decisions \( x_1, x_2, x_3 \) is 1-inconsistent (one could think of 1-inconsistent CDCL states, that are in the form of \( \Delta \land \ell_1 \land \ldots \land \ell_m \) with a CNF \( \Delta \) and decision literals \( \ell_1, \ldots, \ell_m \), as formulas which are refutable via unit propagation). However, this conflict cannot occur in practice when creating trails as described in our work (i.e., in a natural sense). We would obtain a situation where the decisions block each other:

\[
T = (x_1; x_2, \bar{x}_3)
\]

This blocking can only be resolved by skipping the propagation \( \bar{x}_3 \). Of course, we can observe this artificial conflict by our notion of trails as well:

\[
T' = (x_1; x_2; x_3, \bot)
\]

But since we want to avoid this inherent kind of non-determinism (cf. also [BKS04]), we defined our proof systems in such a way as to circumvent these situations. As a consequence, it is impossible for the trail \( T' \) to appear in a proof under one of our QCDCL systems. This distinction between non-deterministic, more liberal systems and algorithm-based, stricter versions of these systems seems in some way harder to clarify with the notions used by Pipatsrisawat and Darwiche.

8. The simulation order of QCDCL proof systems

Now that we characterised the complexity of classical systems, such as QCDCL and Q-resolution, we want to examine the connections between the remaining QCDCL systems that we have not fully considered yet. We refer again to Figure 2 on page 9, depicting the resulting simulation order.

First we define the formulas \( \text{Lon}_n \) that were introduced by Lonsing in [Lon12]. Originally, these QCNFs were constructed to separate QBF solvers that differ in the implemented dependency schemes (we will not consider these concepts here, though).

**Definition 8.1** [Lon12]. Let \( \text{Lon}_n \) be the QCNF

\[
\exists a, b, b_1, \ldots, b_n \forall x, y \exists c, d : (a \lor x \lor c) \land (a \lor b \lor b_1 \lor \ldots \lor b_n) \land (b \lor y \lor d) \land (x \lor c) \land (x \lor \bar{c}) \land \text{PHP}_{n+1}^{n+1}(b_1, \ldots, b_n).
\]

It was shown in [Lon12] that this formula becomes easy to refute by choosing the standard dependency scheme. However, \( \text{Lon}_n \) serves as a witness for separating our systems as well.
Proposition 8.2. The QCNFs $\text{Lon}_n$ require exponential-size proofs in the proof systems $\text{QCDCL}^{\text{LEV-ORD}}_{\text{RED}}$ and $\text{QCDCL}^{\text{LEV-ORD}}_{\text{NO-RED}}$, but have constant-size proofs in $\text{QCDCL}^{\text{UNI-ANY}}_{\text{RED}}$ and Q-resolution.

Proof. With the policy $\text{LEV-ORD}$ we are forced to start assigning the variables $a, b, b_1, \ldots, b_n$. As long as we do this, we can only use the clauses from $(a \lor b \lor b_1 \lor \ldots \lor b_n)$ as antecedent clauses. Since $\text{PHP}_n^{n+1}$ contains subclauses of $b_1 \lor \ldots \lor b_n$, we do not need the clause $a \lor b \lor b_1 \lor \ldots \lor b_n$ either. The propositional formula $\text{PHP}_n^{n+1}$ is unsatisfiable, therefore we will falsify this formula before reaching the decisions $x$ and $y$. We will always learn clauses $C$ whose long-distance Q-resolution proofs consist only of axioms from $\text{PHP}_n^{n+1}$. These proofs are in fact resolution proofs because the contained clauses do not include any universal variables. At the end we obtain a QCDCL-proof $\ell$ (in the system $\text{QCDCL}^{\text{LEV-ORD}}_{\text{RED}}$ or $\text{QCDCL}^{\text{LEV-ORD}}_{\text{NO-RED}}$) that contains a resolution refutation of $\text{PHP}_n^{n+1}$, which is exponential by [Hak85]. Hence also $|\ell|$ is exponential.

We obtain short Q-resolution refutations of $\text{Lon}_n$ by $\text{red} \left( x \lor c \models x \lor \bar{c} \right) = (\bot)$. The following trail yields a short $\text{QCDCL}^{\text{UNI-ANY}}_{\text{RED}}$ refutation of $\text{Lon}_n$:

$$T = (\bar{x}, c, \bot).$$

From this we can learn $(\bot)$ in the same way as in the Q-resolution refutation. $\square$

Next we want to compare the policies $\text{RED}$ and $\text{NO-RED}$ when fixing the decision policy $\text{LEV-ORD}$. As we indicated before, these two policies seem to operate orthogonally to each other. We will prove this intuition now, again using the Trapdoor formulas.

Proposition 8.3. The QCNFs $\text{Trapdoor}_n$ have polynomial-size $\text{QCDCL}^{\text{LEV-ORD}}_{\text{NO-RED}}$ refutations.

Proof. The refutation consists of the trails $T_1, T_2$:

$$T_1 := (y_1; y_2; \ldots; y_n; \bar{w}, t, \bot)$$

with antecedent $t = \bar{y}_1 \lor v \lor t$ and antecedent $t$ is $\bar{y}_1 \lor v \lor \bar{t}$. We learn the clause $(\bar{y}_1)$ and backtrack to $(0, 0)$.

$$T_2 := (\bar{y}_1; \bar{y}_2; \ldots; \bar{y}_n; \bar{w}, t, \bot)$$

with antecedent $t = y_1 \lor v \lor t$ and antecedent $t$ is $y_1 \lor v \lor \bar{t}$. We finally learn the clause $(\bot)$. $\square$

Combined with previous results, we can conclude the following:

Theorem 8.4. The systems $\text{QCDCL}^{\text{LEV-ORD}}_{\text{NO-RED}}$ and $\text{QCDCL}^{\text{LEV-ORD}}_{\text{RED}}$ are incomparable.

Proof. The QCNFs $\text{QParity}_n$ are hard for $\text{QCDCL}^{\text{LEV-ORD}}_{\text{NO-RED}}$ by [BBH19] since this system is p-simulated by Q-resolution, but easy for $\text{QCDCL}^{\text{LEV-ORD}}_{\text{RED}}$ as proven in Proposition 4.2. The formulas $\text{Trapdoor}_n$ are hard for $\text{QCDCL}^{\text{LEV-ORD}}_{\text{RED}}$ (Proposition 4.6), but easy for $\text{QCDCL}^{\text{LEV-ORD}}_{\text{NO-RED}}$ (Proposition 8.3). $\square$

In Section 5 we already introduced a whole class of QCNFs that require large QCDCL ($=\text{QCDCL}^{\text{LEV-ORD}}_{\text{RED}}$) refutations. We can exponentially improve this classical QCDCL system by exchanging the decision policy $\text{LEV-ORD}$ for a more liberal one. Although we have already shown this in Proposition 8.2, we will give another, more interesting separation by QBFs whose hardness does not rely on propositional resolution complexity.

Proposition 8.5. The formulas $\text{Equality}_n$ have polynomial-size $\text{QCDCL}^{\text{UNI-ANY}}_{\text{RED}}$ refutations.
We resolve over $\overline{x_i}$. Analogously, we learn $R_i$ with $L_i$.

Next, let us learn the clause $L_i$. We will construct $QCDCL^{\text{RED}}$ trails $T_n, \mathcal{U}_n, \ldots, T_2, \mathcal{U}_2$ from which we learn the clauses $L_n, R_n, \ldots, L_2, R_2$. We will restart after each trail.

The initial trail is

$$T_n = (x_1; x_2; \ldots; x_n; u_1, t_1; u_2, t_2; \ldots; u_{n-1}, t_{n-1}, \overline{t}_n, \bot)$$

coupled with the antecedent clauses

$$\text{ante}_{T_n}(t_j) = \overline{x_j} \lor \overline{u_j} \lor t_j \quad \text{for } j = 1, \ldots, n - 1,$$
$$\text{ante}_{T_n}(\overline{t}_n) = \overline{t}_1 \lor \ldots \lor \overline{t}_n,$$
$$\text{ante}_{T_n}(\bot) = \overline{x_n} \lor \overline{u_n} \lor t_n.$$

After resolving over $\overline{t}_n$ we learn $L_n$.

We restart and can create $\mathcal{U}_n$, symmetrically to $T_n$: $\mathcal{U}_n = (\overline{x}_1; \overline{x}_2; \ldots; \overline{x}_n; \overline{u}_1, \overline{t}_1; \overline{u}_2, \overline{t}_2; \ldots; \overline{u}_{n-1}, \overline{t}_{n-1}, \overline{\overline{t}}_n, \bot)$

with

$$\text{ante}_{\mathcal{U}_n}(t_j) = x_j \lor u_j \lor t_j \quad \text{for } j = 1, \ldots, n - 1,$$
$$\text{ante}_{\mathcal{U}_n}(\overline{t}_n) = \overline{t}_1 \lor \ldots \lor \overline{t}_n,$$
$$\text{ante}_{\mathcal{U}_n}(\bot) = x_n \lor u_n \lor t_n.$$

Analogously, we learn $R_n$.

Now suppose that we already learned the clauses $L_n, \ldots, L_i$ and $R_n, \ldots, R_i$ for $3 \leq i \leq n$. Next, let us learn the clause $L_{i-1}$ using the trail $T_{i-1}$:

$$T_{i-1} = (x_1; x_2; \ldots; x_{i-1}; u_1, t_1; u_2, t_2; \ldots; u_{i-1}, t_{i-1}, \overline{x}_i, \bot)$$

with

$$\text{ante}_{T_{i-1}}(t_j) = \overline{x_j} \lor \overline{u_j} \lor t_j \quad \text{for } j = 1, \ldots, i - 1,$$
$$\text{ante}_{T_{i-1}}(\overline{x}_i) = L_i,$$
$$\text{ante}_{T_{i-1}}(\bot) = R_i.$$

We resolve over $\overline{x}_i$ and $t_{i-1}$, obtaining $(R_i \triangleleft L_i) \triangledown (\overline{x}_i \lor \overline{u}_{i-1} \lor t_{i-1}) = L_{i-1}$.

Again, in a symmetrical way we derive $R_{i-1}$:

$$U_{i-1} = (\overline{x}_1; \overline{x}_2; \ldots; \overline{x}_{i-1}; \overline{u}_1, \overline{t}_1; \overline{u}_2, \overline{t}_2; \ldots; \overline{u}_{i-1}, \overline{t}_{i-1}, \overline{x}_i, \bot)$$

with

$$\text{ante}_{U_{i-1}}(t_j) = x_j \lor u_j \lor t_j \quad \text{for } j = 1, \ldots, i - 1,$$
$$\text{ante}_{U_{i-1}}(\overline{x}_i) = L_i,$$
$$\text{ante}_{U_{i-1}}(\bot) = R_i.$$
We end the proof with two trails:

\[ \mathcal{T}_1 = (x_1; u_1, t_1, \bar{x}_1, \perp), \]

with similar antecedent clauses as before, from which we learn the unit clause \((\bar{x}_1)\), and

\[ \mathcal{U}_1 = (\bar{x}_1; \bar{u}_1, t_1, \bar{x}_1, \perp), \]

from which we finally derive \((\perp)\). This whole proof has size \(O(n^2)\).

Using \textsc{Uni-Any} instead of \textsc{Lev-Ord} allowed us to skip existential decisions. As a result we were able to restrict ourselves to the decisions \(x_1, \ldots, x_{i-1}\) in the trails \(\mathcal{T}_{i-1}\) and \(\mathcal{U}_{i-1}\) since the other variables \(x_i, \ldots, x_n\) are either resolved away or useless for the current resolution step.

This leads to the following separation:

**Theorem 8.6.** \(\text{QCDCL}_{\text{Red}}^{\text{Un-Any}}\) is exponentially stronger than \(\text{QCDCL}_{\text{Red}}^{\text{Lev-Ord}}\).

Note that the decision policy \textsc{Uni-Any} in \(\text{QCDCL}_{\text{Red}}^{\text{Un-Any}}\) guarantees the possibility to learn asserting clauses. Having shown that \(\text{QCDCL}_{\text{Red}}^{\text{Un-Any}}\) is actually stronger than classical \(\text{QCDCL}\), the system \(\text{QCDCL}_{\text{Red}}^{\text{Un-Any}}\) seems to be a promising candidate for practical implementation.

9. Conclusion

In this paper we performed a formal, proof-theoretic analysis of \(\text{QCDCL}\). In particular, we focused on the relation of \(\text{QCDCL}\) and \(\text{Q-resolution}\), showing both the incomparability of practically-used \(\text{QCDCL}\) to \(\text{Q-resolution}\) as well as the equivalence of a new \(\text{QCDCL}\) version to \(\text{Q-resolution}\).

In addition to the theoretical contributions of this paper, we believe that our findings will also be interesting for practitioners. Firstly, because we have shown the first rigorous dedicated hardness results for \(\text{QCDCL}\), not only in terms of formula families with at most one instance per input size (as is typical in proof complexity), but also in terms of a large family of random \(\text{QBFs}\).

Secondly, we believe that it would be interesting to test the potential of our new \(\text{QCDCL}\) variants for practical solving. Though we have formulated these as proof systems, it should be fairly straightforward to incorporate our new policies into actual \(\text{QCDCL}\) implementations. In particular, the insight that decisions do not need to follow the order of quantification in the prefix should be a welcome discovery. Of course, when just using the policy \textsc{Any}, it is not clear that asserting clauses can always be learnt. Therefore, we suggest that for practical implementations, the most interesting new systems should be \(\text{QCDCL}_{\text{Red}}^{\text{Exi-Any-No-Red}}\) and \(\text{QCDCL}_{\text{Red}}^{\text{Uni-Any}}\). Both facilitate liberal decision policies, not necessarily following the prefix order, while still allowing to learn asserting clauses. Since both systems are incomparable, it is a priori not clear which one to prefer in practice. However, we would suggest that \(\text{QCDCL}_{\text{Red}}^{\text{Uni-Any}}\) should be the more interesting system, since it uses the same unit propagation as \(\text{QCDCL}\), but provides an exponential strengthening of \(\text{QCDCL}\) (as shown in Theorem 8.6) via the decision policy \textsc{Uni-Any}.

We close with some open questions that are triggered by the results presented here:

- Can we find an alternative formula instead of \(\text{Trapdoor}_n\) for the separation between \(\text{Q-resolution}\) and \(\text{QCDCL}\) (easy for \(\text{Q-resolution}\), hard for \(\text{QCDCL}\))? I.e., we are primarily interested in formulas whose hardness does not depend on propositional resolution.
• Can we find a separation between \( \text{QCDCL}_{\text{RED}}^{\text{ANY}} \) and long-distance Q-resolution?
• Can we even find a separation between \( \text{QCDCL}_{\text{RED}}^{\text{ANY}} \) and long-distance Q-resolution, or are the systems possibly even equivalent?
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