An Event-Based Programming Model with Geometric Spatial Semantics For Cyber-Physical Production Systems
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Abstract: With the increasing complexities, such as massive computing devices and strict requirements for collaboration, of industrial production systems, the concept of the cyber-physical production system (CPPS) is considered as a promising approach for addressing these challenges. However, programmability is a challenge in CPPSs. The traditional chimney style of programming requires considerable design effort from engineers to handle the spatiotemporal heterogeneity of cyber-physical model that encompasses computing, temporal, and geometric semantics along with physical dynamics. Thus, an easy-to-use programming model and an integrated programming framework that are suited to this context are required. However, the existing programming models typically fully consider only computing while only partially considering temporal characteristics, and they rarely consider geometric semantics. To solve this problem, this paper proposes a novel event-based programming model, GePro, considering the geometric spatial semantics to realize integrated programming and reduce design effort, especially the reconfiguration of adding new physical devices into the exist system. A prototype of GePro is implemented and verified based on IEC 61499 by the implementation of design and reconfigure assembly CPPS. The results show that using GePro results in a programming time savings of an development life cycle time compared to traditional models for reconfiguration.
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1. Introduction

Cyber-physical production systems (CPPS) tightly integrate the entities of cyber and physical spaces, such as scheduling services and physical execution devices, for industrial intelligent production automation [1]. To realize the control and management of a large-scale collection of dynamic heterogeneous resources involving both computational and physical components, a CPPS is endowed with autonomy, collaborative capabilities, efficiency, flexibility, and reconfigurability [2]. However, to implement a CPPS application, engineers must divide it into various parts and program each part separately because the compute devices are likely to be heterogeneous platforms and a CPPS is composed of multiple subsystems (e.g., motion control, sensor perception, and data analysis). Most programming efforts in the context of CPPS have required manual development and careful tuning, and consequently they are not scalable or extensible. This chimney-like programming pattern causes engineers enormous difficulties in programming and system integration. Thus, an easy-to-use
programming model and an integrated programming framework that are suited to this context are required, as shown in Figure 1. The system designer can build CPPS applications directly from software components without additional development effort, which requires that the computing, temporal and geometric characteristics can be inherently handled in software components.

Figure 1. Current and desired programming patterns for cyber-physical production system (CPPS).

One of the stumbling blocks hindering the achievement of integrated programming at embedded devices is the lack of a programming model for CPPS components that considers both computational and physical dynamic processes. The temporal continuity of the physical world is an intrinsic property of CPPS and affects the determinism of system behaviors in response to concurrent events, but the existing computational models do not reflect this temporal property. Likewise, the geometric spatial relationships of the physical objects involved determine the consistency of the behavior of multiple devices collaborating in Cartesian space. For example, consider a case in which two robots are performing assembly tasks in the same work area. Both of them are capable of doing the tasks alone, but when they are placed together in the same area, the outcome becomes uncertain because of the possibility of collisions affecting the physical dynamics, thus imposing both geometric and temporal constraints. This requires additional development work to coordinate them that means the system designer cannot use the software component in a “plug-and-play” way, which violates the intention of the integrated programming framework in Figure 1. Therefore, it is necessary to propose a programming model that can cover the above characteristics of the CPPS model.

The existing programming models consider computing-related issues and partially consider temporal characteristics, but they rarely consider geometric semantics. Additional development by engineers is usually required for the relevant geometric constraints and transformations, which violates the vision of the integrated programming framework.

Concerning the time-related semantics of CPPS components, the PTIDES programming model [3] explicitly models the temporal behavior of system components such as controllers, sensors, and actuators as well as computing and communication delays in the network to guarantee the determinism of system behaviors that is independent of platforms. This characteristic makes a great contribution to the design and analysis of cyber-physical system.

The IEC 61499 standard provides architecture and software models for the next generation of industrial automation systems [4]. The programming model is designed on the basis of event-triggered function blocks (FBs) [5]. The FB concept extends the subroutine structure in IEC 61131-3 [6] to a functional unit in a distributed system, usually in the form of a system-level executable modeling language [7]. FBs provide a unified interface encapsulation for logical code and hide complexity from users through various hierarchical levels. The distributed and event-driven features of IEC 61499 naturally realize the decoupling of different functions and the composability of the system application, which provides a component-based design paradigm for CPPS. To avoid the non-deterministic behaviors caused by the real-time constraints and concurrent events handling in the distribute system,
the concept of a time-stamped event of PTIDES is adapted into a IEC 61499 discrete event model. However, the geometric spatial semantics are not be taken into consideration.

In this paper, we intend to proposed an programming model that covered the computational, temporal, and geometric spatial properties of CPPS component to support integrated programming framework mentioned. The main contributions of this article are as follows.

- A programming model that considers geometric semantics is proposed, GePro, which bridges the gap that lacks geometric semantics of the CPPS model and accelerates the system design with software with “plug-and-play”.
- Following the syntax and semantics of the proposed programming model, we give a prototype implementation based on IEC 61499 FB.
- We use an assembly system design process to show how a domain expert uses GePro to design CPPS components, and a reconfiguration process to show how system designer use GePro-based software components to quickly rebuild systems without any extra programming efforts.

The remainder of this paper is organized as follows. Related work on programming models for CPPS is reviewed in Section 2. Section 3 presents the preliminaries necessary for the introduction of GePro. In Section 4, we first give the representation of geometric values in heterogeneous computing devices, which avoid cumulative deviations causing inaccurate geometric information. Second, we redefine the event model and the execution control action considering geometric semantics. Third, the detail execution semantics of the GePro is given. The prototype implementation of GePro-based FB is described in Section 5, as well as the design process by domain experts and use process by system designers. Section 6 summarizes the conclusions of this paper.

2. Related Works

Models of computation (MoCs) for cyber-physical components can be categorized into dataflow models, network models, synchronous-reactive models, finite state machines, discrete event models, time models, etc. Most of them are founded on the separation-of-concerns design principle and consequently focus on only one aspect of the modeling problem, but a few consider both temporal characteristics and geometric information in a synthetic manner.

The time states in a cyber-physical system (CPS) have a dual nature, being both discrete and continuous, and a corresponding mixed temporal description can be realized in the form of hybrid automata [8–10]. Hybrid automata are defined by a directed multivariate graph. Each vertex in the graph is defined as a mode, i.e., a discrete form. The lines connecting the vertices represent modal transformations, which may include transitions from a continuous state to a discrete state. The flow condition corresponding to each discrete point defines a continuously variable feature of the discrete state, which is expressed by means of calculus. However, hybrid automata do not provide a suitable programming model for implementation. Related modeling paradigms, such as Petri nets [11,12] and Modelica [13], are mainly used for analysis and verification.

An actor-oriented programming model has been proposed by the Ptolemy project [14]. The PTIDES model includes a temporal concept of interaction with the environment. It is based on a discrete-time or discrete-event (DE) computing model, in which the software and hardware components, called actors, send messages associated with time-stamped events [15]. The DE paradigm specifies that each actor should process events in time stamp order; therefore, the order in which events are processed is independent of the physical times at which the events are delivered to the participants. Traditionally, the DE approach is used to build simulations; however, in PTIDES, DE models are executable specifications. Nevertheless, as mentioned before, this actor-based programming model lacks any consideration of spatial semantics related to physical geometry.

In the IEC 61499 standard, FBs are not explicitly equivalent to execution semantics. An enhanced FB programming model [16] has been proposed for DE-based deterministic execution semantics with timestamps. This enhanced FB model introduces the timestamped event paradigm proposed
by the Ptolemy project into the DE-based computational model of the original FB concept and
considers execution following several semantic rules. However, like the actor-based model, it still
lacks consideration of the semantics of the physical geometric space.

Several design and implementation models for industrial automation systems are compared
in [17], including VDSL, IEC 61499 and IEC 61131, Petri nets, and their extensions. They are the formal
methods currently used for dependability in industrial automation systems, but none of them provide
the geometric semantics.

In summary, the programming models described above have contributed greatly to the design
of CPPS and serve as the cornerstone for implementing computational CPS components. Although
a temporal modeling concept has been developed to enable the handling of concurrent events to
ensure deterministic system behaviors, the geometric semantics of physical dynamic processes are still
neglected. To address this issue, this paper proposes an FB-based programming model called GePro
that considers geometric semantics along with an event-triggered temporal mechanism of IEC 61499.

3. Preliminaries

3.1. The FB-Based Programming Model

The FBs in IEC 61499 are categorized as basic FB (BFB, state machines), service interface FB
(SIFB platform dependent implementations), and composite FB (CFB)/subapplication (encapsulating
function networks). Our work is based on BFB, so only the BFB model is introduced here.

Definition 1. A basic function block, bfb, is defined as an 8-tuple:

\[
bfb = (EI, EO, DI, DO, INvar, \omega_i, \omega_o, ecc)
\]

where \(EI\) and \(EO\) are sets of event inputs and outputs, respectively; \(DI\), \(DO\), and \(INvar\) are sets of data inputs,
data outputs, and internal variables, respectively; \(\omega_i\) and \(\omega_o\) are functions for associating events with data,
\(\omega_i : EI \rightarrow 2^{DI}\) and \(\omega_o : EI \rightarrow 2^{DO}\); and \(ecc\) is the execution control chart, which works in collaboration with
the finite-state-machine behavior.

Definition 2. An execution control chart, ecc, is defined as a 5-tuple:

\[
ecc = (ES, es_0, ET, EA, \rho)
\]

where \(ES\) is a set of execution control (EC) states; \(es_0\) is the initial state, \(es_0 \in ES\); \(ET\) and \(EA\) are sets of EC
transitions and actions, respectively; and \(\rho\) is an assignment function, \(\rho : S \rightarrow 2^{EA}\).

Definition 3. An execution control action, ea, is defined as an ordered pair:

\[
ea = (algo, eo)
\]

where \(algo\) is an algorithm and \(eo\) is an event output, \(eo \in EO\). Note that \(eo\) can be absent.

Definition 4. An execution control transition, et, is defined as a triple:

\[
et = (ss, \sigma, ds)
\]

where \(ss\) is a source EC state, \(ss \in ES\); \(\sigma\) is a condition function that calculates \(\sigma : (EI \cup \{1\}) \times 2^{DI} \times 2^{DO} \times
2^{INvar} \rightarrow \{true, false\}\); and \(ds\) is a destination state, \(ds \in ES\). To guarantee the determinism of event-triggered
systems, a time stamp is introduced to extend the FB-based model in [18], as defined below.

Definition 5. An event model, e, is defined as a triple:

\[
e = (T_{dl}, T_{last}, P)
\]

where \(e \in EI \cup EO\); \(T_{dl}\) is the deadline for the processing of this event, representing the worst-case execution
time; \(T_{last}\) is the last time this event was updated, used to distinguish the order of events in the queue; and \(P\) is a
priority, used for identifying simultaneous events. More exhaustive specifications can be found in [18].
3.2. Basic Facts Regarding the Physical Geometric Space

3.2.1. Geometric Model

A physical geometric model can be represented in two alternative forms: a boundary representation or a solid representation. For example, a ball can be modeled as a boundary representation through an equation of the form \( r^2 = x^2 + y^2 + z^2 \), where \( r \) is the radius of the ball and \( x, y, \) and \( z \) are values of the three-dimensional world, which is a 3D Euclidean vector space \( \mathbb{R}^3 \), or a solid representation can be formulated as the set of all points that are contained within the sphere. Both alternatives are considered in engineering applications.

From the perspective of robot operations, there are two kinds of entities in the world: (1) obstacles, which are the occupied parts of the world, denoted by the obstacle region \( O \), and (2) robots, which are geometrically modeled entities controlled via motion planning. During a collaborative process, a robot needs to perform motion planning within a certain time window to avoid the obstacle region that is occupied by another robot.

3.2.2. Motion Spaces

The motion of a rigid robot’s manipulator or end effector can be decomposed into rotational and translational motion. The origin and coordinate basis vectors of the world will be referred to as the world frame, and any point in the world can be expressed in terms of the world frame. Thus, motion causes transformations of distances, angles, and orientations in reference to the world frame.

**Definition 6.** A rotation causes the transformation of the attitude of a rigid body in accordance with the special orthogonal group, \( \text{SO}(3) \):

\[
\text{SO}(3) := \{ R \in \mathbb{R}^{3 \times 3} | \det(R) = 1, RR^T = I \}
\]

where \( I \) is the three-dimensional identity matrix and \( R \) is called a rotation matrix.

**Definition 7.** Whereas the group \( \text{SO}(3) \) is used to represent the rotation space, a topological space is established to describe both rotations and translations; this space is called the special Euclidean group, \( \text{SE}(3) \):

\[
\text{SE}(3) := \{ (R, v) \in \mathbb{R}^4 | R \in \text{SO}(3), v \in \mathbb{R}^3 \}
\]

The part of the matrix above denoted by \( R \) realizes rotation, and the part denoted by \( v \) realizes translation.

4. Event-Based Programming Model With Geometric Spatial Semantics

The event-based programming model with geometric spatial semantics that this paper proposed is an extension of IEC 61499 BFB and abbreviated as GeFB. Given the possibility of multiple state transitions in the CPPS collaboration, ecc of BFB is suitable for modeling these states and transitions. GeFBs are the CPPS components that represent the related functions, variables, and control interfaces of physical objects, with the corresponding semantics in terms of time and geometry.

Coupling the logical/behavioural aspects contained within a FB to a spatial entity defined separately is an alternative way for achieving a geometric-considered application, but it still needs to process geometric space variables extra. By extending the semantics of events, geometric information variables can be passed through event-driven mechanisms, as well as time semantic in [16].

The CPPS structure is the composition of GeFBs, which means that the collaboration between physical objects is equivalent to the interaction between the corresponding GeFBs. Therefore, if we consider the physical geometric semantics when developing the GeFBs, then the GeFBs can be directly used in a “plug-and-play” manner. Along with temporal semantics, event identification, time-constrained event scheduling, and execution monitoring are utilized to guarantee the deterministic behavior of the system. To address time-related issues, the above mechanisms are implemented in the following [18]. Therefore, this paper mainly focuses on the geometric semantics. Note that the original syntax and semantics of the FBs can be found in [18,19].
4.1. Numeric Representation of Space

Heterogeneous computing platforms cannot perfectly reproduce identical real numbers due to the differences in the computational accuracy of their processors, and even tiny differences can be amplified through a series of transformations. This paper solves this issue by considering the spatial resolution.

The spatial frame is represented by \( \delta = (\delta_x, \delta_y, \delta_z) \ast \theta \), where \( \delta_x, \delta_y, \) and \( \delta_z \) are integer numbers and the spatial resolution \( \theta \) is a double precision floating point number. If all platforms have the same spatial resolution throughout their execution, then arithmetic computations of spatial values will not suffer from quantization errors.

4.2. Syntax

The GeFB is the basic unit of programming, and a CPPS application consists of a network of ECProFBs. Suppose that we have an GeFB library \( \mathcal{L} \), where each GeFB \( \in \mathcal{L} \) is an 8-tuple as defined in Definition 1. However, the definitions of \( ca \) and the event model as given in Definitions 3 and 5, respectively, are expanded as introduced below.

**Definition 8.** An execution control action is renamed as an action primitive, \( ap \in SO(3) \), which is defined as a 4-tuple:

\[
ap = (g, algo, \pi, eo)
\]

where \( g \) is a guard function, which checks the constraints before the action primitive is executed; \( algo \) is the algorithm for the action primitive; \( \pi \) is a boundary function, which approximates the geometric action space of the physical entity during the time of execution of the action primitive; and \( eo \) is an event output, \( eo \in EO \).

Suppose that two robots are working on the same workbench, to collaboratively assemble a specific picture with Lego bricks. **Fetch** and **Place** are two action primitives. **Fetch** requires a robot to fetch a Lego brick from the feed zone. **Place** requires a robot to place the Lego brick it is currently holding in a specific position. Here, we consider **Fetch** as an example.

The guard function \( g \) for **Fetch** needs to constantly check to see whether there are any obstacles present above the feed zone. Let \( L \), \( W \), and \( C \) represent the length, width, and geometric center, respectively, of the rectangular feed zone, where \( C = (c_x, c_y, c_z) \) \* \( \theta \) indicates the position of the feed zone in space. The reachable region above the feed zone is represented by

\[
\Gamma = \left\{ (x, y, z) \mid \begin{array}{l}
|\!|x - \theta c_x| = L/2 \land \n|\!|y - \theta c_y| = W/2 \land \n|\!|z - \theta c_z| = \epsilon
\end{array} \right\}
\]

where \( \epsilon \) is the height above the feed zone.

The guard function is \( g : \Gamma \cap \mathcal{O} \rightarrow \{true, false\} \), where \( \mathcal{O} \) is the obstacle region, which is also the boundary of the other robot’s action space.

The **Fetch** algorithm \( algo \) and the boundary function \( \pi \) are executed serially when the guard function \( g \) returns a value of “true”. The algorithm \( algo \) includes the motion planning stage and the trajectory tracking control stage. The trajectory \( \tau \) obtained via motion planning is discretized into trajectory segments \( \tau_1, \ldots, \tau_T \), where \( \tau_T \) indicates that the **Fetch** primitive is about to be completed. To track the segments \( \tau_t, t = 1, 2, \ldots, T \), the tracking controller applies the constraint space \( \mathcal{Q}_t \) to the joints of the robot. The robot’s motion space is approximated by \( \pi \) as the trajectory is discretized.

\[
W(\tau) = \bigcup_{t=1}^{T} \{ (\psi_x(q_n), \psi_y(q_n), \psi_z(q_n)) | q_n \in \mathcal{Q}_t \}
\]

where \( q_n = [q_1, \ldots, q_n]^T \) are the joint variables, \( n \) is the number of joints of the robot, and \( \psi(q_n) \) represents the length of the space that the robot can be controlled to reach by the variable \( q_n \) in a certain
dimension, with $q_m^{dl}$ and $q_m^{ul}$ representing the lower and upper limits, respectively, of the joint motion. These boundary estimates are associated with a time series, and the number of estimates is related to the specifications for collaborative interaction in the specific application scenario. From a global perspective, the action space of one robot is the obstacle region of the other robot, i.e., $W(\tau) = O$.

**Definition 9.** An event model with geometric semantics, Ge, is defined as a 4-tuple:

$$e = (T_{dl}, T_{last}, \text{Exp}, \Delta M, obj, P)$$

where $T_{dl}$, $T_{last}$, and $P$ are defined in Definition 7; $\text{Exp}$ is the expression for the solid representation of the boundary function $\pi$; $\Delta M$ represents the transformation function of the object of operation, obj, relative to $SE(3)$ in the world coordinates (see Equation (1)); and obj can be either a point or a vector.

$$\Delta M = \begin{cases} R(obj) + v(obj), & \text{if } obj \text{ is a point} \\ R(obj), & \text{if } obj \text{ is a vector} \end{cases} \quad (1)$$

For example, consider a case in which two robot arms have the same object of operation, obj. As the two robots consider only their own coordinate systems when programmed separately, it is necessary to consider how the attitude and position of obj should be transformed during cooperative operation. $\Delta M$ represents a robot’s action primitive, $ap$, acting on obj rather than the actual physical location of the object. The receiver can estimate the position of obj by running $ap$ virtually. Therefore, if the two robots each calibrate the initial position of obj with respect to the world coordinate system and then transmit only their respective action primitives acting on the target point, then each robot can calculate the position of obj relative to its own coordinate system. Note that the action primitives of both robots are elements in $SE(3)$.

Models in the form of Ge are designed for both EI and EO. The expression $\text{Exp}$ for input events ($Ge_i$) is a statement that describes the obstacle region $O$, i.e., $\text{Exp} \equiv \Delta M(O)$. In contrast, the expression $\text{Exp}$ for output events ($Geo$) describes the action space $W(\tau)$, i.e., $\text{Exp} \equiv W(\tau)$. Note that the spatial properties described by the formula $\text{Exp}$ depend on the motion planning algorithm, e.g., C-space motion planning [20].

### 4.3. Semantic

The GeFB still has event-driven execution semantics but with time and spatial semantics, and the application remain compliant to the event triggered semantics as per IEC 61499. The ecc is triggered by event sources [21], and the execution of $ea$ algorithms is triggered by the guard function for the time period corresponding to an action primitive.

#### 4.3.1. Modification for Deterministic Execution Semantics with Timestamps

The execution of the FBs can be scheduled in an event queue in accordance with the IEC 61499 resource model within a device model [18]. Given an IEC 61499 resource instance $i$, the event queue $EQres$ is defined as

$$EQres^i = n_{max} \bigcup_{n=0}^{n_{max}} Ge^i \quad (2)$$

where $n_{max}$ is the size of the event queue and $Ge$ is an event element.

The semantics for deterministic execution with timestamps are defined in [16] by introducing a circular first-in, first-out (FIFO) buffer with a write pointer $wptr$, a read pointer $rptr$, and 8 rules. To support the new event model, this paper modifies the algorithms for DE input and output functions. Algorithms 1 and 2 show the input and output function of event queue $EQres$ for Ge events, respectively.
Algorithm 1 Discrete Event Input Function for GeFB.

1: if ((\(wptr < rptr\) and \((rptr \cdot wptr > 1)\)) or ((\(wptr > rptr\) and \((wptr \cdot rptr > 1)\)) or \(wptr == rptr\))
then
2: \(E Qres[wptr] \leftarrow Gei\)
3: \(wptr \leftarrow (wptr + 1) \mod nmax\)
4: end if

Algorithm 2 Discrete Event Output Function for GeFB.

1: if \(wptr \neq rptr\) then
2: \(Gei \leftarrow EQres[rptr]\)
3: \(Gei.\ Exp \leftarrow Gei.\Delta M(Exp)\)
4: \(Gei.\ obj \leftarrow Gei.\Delta M(obj)\)
5: call the step function (see [16]), \(rptr \leftarrow (rptr + 1) \mod nmax\)
6: end if

4.3.2. ea Execution Semantic in GeFB

The ecc in the GeFB paradigm is executed with the original semantics [19]; however, we redefine the execution semantics of the EA model. For clarity of description, this section elaborates on the robot collaboration scenario that two robots are working on the same workbench.

A execution can be divided into 4 stages: a pre-checking stage, a motion planning stage, an action space approximation stage, and a tracking control stage. Algorithm 3 shows the guard function \(g()\), which is executed in the pre-checking stage. The value of \(Gei.obj\) is null on line 1 of Algorithm 3, which means that the event initiator and event responder do not have a common object of operation. The return value of \(g()\) determines whether the event continues to respond. A value of “true” indicates that \(obj\) is reachable.

Algorithm 4 shows the rest of the stages. In the motion planning stage, represented on line 2 of Algorithm 4, the motion planning algorithm should consider the target position, time constraints, and geometric constraints when generating a trajectory. In the action space approximation stage, the boundary function \(\pi\) approximates the geometric action space \(W(\tau)\) with trajectory \(\tau\). Meanwhile, the output event \(Geo\) is updated. Finally, the tracking control algorithm is executed locally.

Algorithm 3 Guard function \(g()\).

Input: Gei.Exp and Gei.obj

Output: \{true, false\}

1: if Gei.obj == null then
2: return true
3: else
4: Calculate reachable region, \(\Gamma\), with given Gei.obj.
5: if \(\Gamma \cap Gei.\ Exp \equiv \emptyset\) then
6: return true
7: else
8: return false
9: end if
10: end if
Algorithm 4 Action primitive algorithm ap.

Input: Gei
Output: Geo

1: if $g() == true$ then
2:  motion plan with target : Gei.obj & time constrains : Gei.Tdl & geometric constrains : Gei.Exp
3:  approximate the geometric action space $W(\tau)$ with boundary function $\pi$.
4:  Geo.update() & send Geo
5: while unfinishedState do
6:  tracking control algorithm ...
7:  stateUpdate()
8: end while
9: end if

5. The Prototype Implementation

In this study, we focused on the geometric properties of the computational model to produce a prototype of the GePro framework. The prototype is based on the 4diac FORTE runtime environment [22], an implementation of the IEC 61499 runtime environment that is an open source framework for distributed industrial automation and control systems.

5.1. The Prototype of GeFB

In this paper, we have not added geometric semantics to the runtime, which is the future work. Equivalently, we consider the above geometric syntax and semantics in the design time to implement the prototype of GePro for verification.

There are different methods to represent the geometric spatial model, such as using a dedicated adapter interface type and putting the data in a dedicated structured type and offering a function library to work on that. They differ in form but are essentially the same. The adapter is designed to reduce the mass connections by allowing that a group of interface elements can connect their own adapter type that decouples the coordination of FBs for independence [23], and the adapter interface is categorized as an event type.

Using the dedicated structured data type and a function library is an alternative implementation method (e.g., the time-stamped event model [16] contains a data structure of current time and priority). The geometric model is implemented inside FB based on a function library and uses a dedicated structured data type that contains the geometric elements that the $Ge$ event has to present. This method passes geometric information by binding geometric data to the corresponding event, and we take this way to implement the prototype of $Ge$ event.

We choose $Ge$ event considering that the geometric spatial information can be updated synchronously with events in distributed system. And there is only one event connection when configuring application.

As shown in Figure 2a, the proposed $Ge$ event prototype is implemented by adding additional parameters (i.e., $Exp$, $\Delta M$, and $obj$) to the original event model. When the event output set $EO$ is generated, the corresponding parameters in the $Ge$ model are also passed along with $EO$ to the downstream FB. When the event input set $EI$ is triggered, the above parameters are also received by the FB. More details on the delivery of the rest of the parameters of $Ge$ can be found in [16]. As 4diac does not use the time stamp event model [16], we use the method of time parameter binding events instead in actual implementation. In this prototype, runtime environments are running on the same computer, so the time is synchronized. The time parameter is the deadline for the processing of the correspond event, representing the worst-case execution time. When the function block generates a $Ge$ event, it will output the time parameter of processing the event together. When the downstream function block is triggered by a $Ge$ event, it will record the current time stamp.
As mentioned earlier in this paper, two new elements are added to each action primitive, \( ap \): the guard function \( g \) and the boundary function \( \pi \). An EC action, \( ea \), is shown in the left part of Figure 2b. In the action primitive prototype, the state \( es_{i-1} \) is added before \( es_1 \) to execute the guard function and an EC transition related to the guard function, \( et(g) \), as shown in the right part of Figure 2b. The boundary function acts in parallel to the algorithm that performs the action primitive.

![Figure 2. The prototype of GeFB: (a) Ge event and (b) action primitives.](image)

5.2. Implementation Based on Case Studies

Added: In this section, a design process of robot assembly line is used to show how a robot domain expert develop the GeFB, and a reconfiguration process to show the how system designer to build the system with GeFBs in “plug-and-play” way by comparing programming methods that do not contain geometric semantics.

5.2.1. Scenarios

This paper verifies the practicability of GePro through the design stage and reconfiguration stage of the assembly line. The first scenario is an assembly line consists of a robot and two workbenches. Moreover, a two-robot collaborative test scenario by adding a robot to the previous assembly scenario. The assembly task is to hold the bricks together. One robot assembly scenario requires the robot to complete the assembly task alone before reconfiguration, as shown in Figure 3a.

A new robot, Robot 2, is added into the assembly line after reconfiguration. As shown in Figure 3b, each robot can assemble the objects into desired target products on its own, which fetches the object from Table \( x.1 \) and places it on Table \( x.2 \). Now two robots are needed to collaborate on this assembly task. They fetch the object from Table \( x.1 \) and place it on Table 3 in world coordinate system, which means the Tables 1.2 and 2.2 are the same table.

The set-up of our implementation is as follows. Two configuration files for Franka Emika Panda robots, Ubuntu 18.04 with ROS-Melodic, MoveIt with Rviz, 4diac IDE, and FORTE. Revision: The control system architecture has two layers: the GeFB network running in the FORTE runtime environment is to achieve logical control of the robots, and the basic action primitives are executed in Rviz simulator. These two control layers are associated through robot operating system (ROS) framework. The action primitives algorithms to control robot are realized based on MoveIt.
5.2.2. Design Stage of Robot Assembly Line

(a) Robot actions

The basic actions of robot are Fetch and Place. To implement the guard function, a virtual action is defined, named Check. All actions are triggered by GeFB via ROS topic protocol. The Fetch has two input parameters from GeFB and one from low-level ROS control, as shown in Algorithm 5. The object, e.g., box and cylinder, which contains the parameters needed for the operation, like setting pre- and post-grasp (line 5-10). Target contains the pose information, which informs the robot where and what pose to fetch (line 1-4). The Place is similar to Fetch except that Place use \texttt{move\_group\_place} function at line-15.

The Check action performs motion planning to determine whether the target position is reachable, as shown in Algorithm 6. If reachable, it will return a true value. The motion planning process does not control the actual motion of the robot.

Algorithm 5 \texttt{Fetch(move\_group, object, target)}

1: //Setting grasp pose;
2: grasp\_pose.header.frame\_id ← "panda\_link0";
3: pose.orientation ← target.orientation;
4: pose.position ← target.position;
5: //Setting pre-grasp approach;
6: pre\_grasp\_approach.direction.header.frame\_id ← "panda\_link0";
7: pre\_grasp\_approach.params ← object.preParams;
8: //Setting post-grasp retreat;
9: post\_grasp\_retreat.direction.header.frame\_id ← "panda\_link0";
10: post\_grasp\_retreat.params ← object.postParams;
11: openGripper(grasps.pre\_grasp\_posture);
12: closedGripper(grasps.grasp\_posture);
13: //Do fetch
14: move\_group.setSupportSurfaceName();
15: move\_group.pick(object.name, grasps);

Algorithm 6 \texttt{Check(move\_group, target)}

1: move\_group.setPoseTarget(target.pose);
2: bool isReachable ← group.plan();
3: return isReachable;

(b) GeFB Design

The implementation of GeFB contains four modules:

- Ge event parse module that is used for getting \texttt{Exp}, \texttt{\Delta M}, and \texttt{obj} from the \texttt{Ge}, which is equivalent to the semantics of Definition 9.
• Task selection module that is used for selecting task by making a decision based on \( obj \) and task list, and updating the state of task list.
• Task list module that stores the assembly sequences of product.
• Actions module that contains different action primitives corresponding to different tasks, e.g., action Check with parameters \( Exp, \Delta M, \) and \( obj \), which regarded as the guard function, \( g \), in Definition 8.

The instance of the prototype of GeFB is Robot1 as shown in Figure 4a, which has two Ge events: \textsc{PartnerActionExe} and \textsc{OwnPropertyExe}. The ecc of robot1 encapsulate geometric information processing and the control logics as shown in Figure 4b. The event parse module and task selection are implemented in \textit{normalExecution} state of ecc. Whenever an external event, \textsc{PartnerActionExe}, triggers FB with time and spatial parameters—\textit{partnerExpParam}, \textit{partnerDeltaMPParam}, \textit{partnerObj}, and \textit{partnerTime}—the \textit{ecc} will turn into the \textit{normalExecution} state for task selection and constraint checking. If a true feedback of constraint checking, the feedback event, \textsc{GuarDCheck_Response}, will trigger action \textsc{Fetch} with parameters of current task. The action \textsc{Place} is triggered after finishing \textsc{Fetch} and the \textsc{OwnPropertyExe} event will be generated with current behavioral constraint parameters—\textit{ownObj}, \textit{ownExpParam}, \textit{ownDeltaMPParam}, and \textit{ownExeTime}—to trigger the downstream FB. Note that the downstream FB can be itself. The GeFB related parameters are instantiated as follows; \textit{ownObj/partnerObj} are instantiated with geometric centers of the manipulated object, \textit{ownExpParam/partnerExpParam} are instantiated with the geometric dimensioning and pose of object, \textit{ownDeltaMPParam/partnerDeltaMPParam} are instantiated with the value of rotation and translation of an object before and after it is manipulated, and \textit{ownExeTime/partnerTime} are instantiated with the time that executing one action needs.

![Figure 4. The GeFB and ecc for robot.](image)

The application for robot assembly line can be easily developed by system designer through dragging the GeFB, as shown in Figure 5. The Sub and Pubs are ROS nodes for getting feedback and invoking hardware actions, respectively. The red connection (as shown in Figure 5a and the connection between \textsc{PartnerActionExe} and \textsc{OwnPropertyExe} in Figure 5b represent Ge event that transfers the geometric information to itself.
5.2.3. Reconfiguration stage of robot assembly line

When the assembly line needs to add a robot to form a collaborative system, the reconfiguration processes of system designer of using different programming models are as follows.

(a) Reconfiguration without GeFB

The system designer cannot directly use the off-the-shelf FB or a software component that lacks the geometric semantics to build new collaborate assembly system without a secondary development process. To ensure that the actions of two robot executed are compatible with geometry of the physical components and no collision, system designers have to employ one or more domain experts to build software components to rebuild a collaborative assembly application.

The collaborate software components or subsystem is essential to coordinate the actions of two robots, which contains the following functions.

- Scheduling that consider the temporal and geometric spatial constraints to decide which robot should be activated.
- Collision avoiding that take the great effort to plan the trajectories of robots to avoid collision.
- Spatial conversion that converts the coordinate system into the one used by the robot.

(b) Reconfiguration with GeFB

When the assembly line needs to add a robot to form a collaborative system, the reconfiguration of the application only needs to add the GeFB corresponding to the new robot in the original FB network without consider the collision issue.

In this scenario, the system schematic diagram of two robot collaborative assembly system as shown in Figure 6. The Ge event between two robots is connected by the red event connections.
5.2.4. Discussion

Although in the design stage, the workload of design GePro-based software component is equivalent to that of the traditional one, it can reduce a lot of effort in the reconfiguration stage. Compared with the traditional reconfiguration, which requires redesigning the scheduling and modifying the logical relations between components, the reconfigurable applications using GeFB reduce the design effort required for reconfiguration in programming, because the time and spatial constraint problems is solved inside the GeFB and more add-in algorithms and framework enable FB to execute both autonomously and collaboratively.

The ease-of-use of the GeFo-based Programming model is difficult to quantitatively evaluate, so we make a qualitative analysis. In simulation scenarios, the GeFBs are well-encapsulated and store in FB library, which means that system designer can use them as system required by dragging and dropping. This programming paradigm promotes the integrated development framework of CPPS. By contrast, in traditional programming models, a secondary development that the system designer cannot solve it alone is required for reconfiguration and a new development life cycle time is consumed.

An actual two-robot collaboration scenario which we have made without GePro can be found at https://pan.cstcloud.cn/s/XhRgnCNS9g and it is very similar to the experimental scenario in this paper. This paper focuses on programming model rather than system performance, so it is reasonable to make a qualitative comparison of the development process as shown in Table 1. The actual collaboration scenario requires extra development life cycle for domain experts (PLC programmer and robot programmer) to deal with the scheduling, spatial conversion, and collision avoiding problems. However, the system designer using GePro-based software component only needs to drag component and draw connections between Ge event.

| Item | Extra Development for Collaboration | Extra Design Effort |
|------|-----------------------------------|---------------------|
| Scenario without GePro | Scheduling, Spatial conversion, Collision avoiding | A new development life cycle |
| Scenario with GePro | None, Ge event connections | No extra development |

6. Conclusions

The PTIDES model uses the time semantic mechanism to guarantee the deterministic of the execution of the CPS system and can describe the computational and time attributes of CPPS. Similarly, an enhanced FB model [16] has been proposed for the same purpose. However, the geometric property of physical dynamic are ignored.

In this paper, an event-based programming model based on IEC 61499 with geometric spatial semantics, GePro, has been proposed for integrated programming framework of CPPS to bridge the gap of lacking geometric property. The GePro framework considers the representation of geometric information in space and the semantic transformations among different geometric coordinate systems for multirobot coordination. We have defined the syntax and semantics for GePro and have used a prototype operating in a reconfigurable collaborative scenario to verify the practicability of the proposed model in reducing design effort. Adding new robots to the system and performing contact-rich-and-collaborative manipulation actions in Cartesian space requires a new software development life cycle, but the programming diagram with geometric spatial semantics does not need extra development time just drag the correspond software components and connections. The comparison of use cases in this paper shows that GePro enables a programming time savings of an development life cycle time compared to traditional one.

A limitation of this programming model is that it assumes that the robot components have a certain degree of autonomy and can adjust the trajectory or timing of actions according to changes in geometric information. However, the robot programming of the current assembly production line relies heavily on robot teaching methods, which means that the geometric information of its collaborator is
meaningless and the robot controller cannot automatically modify its trajectory responding to changes in geometry. However, advances in robot programming technology will alleviate this limitation in the future.
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