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1 INTRODUCTION

Interfaces help users convey their intent to machines. A pre-requisite of successful interaction is for both the user and the machine to agree on how the interface through which they communicate works. Specifically, actions performed by the user on the interface (e.g., pressing this or that button) should be interpreted the same way by both the user and the machine. This action-to-meaning mapping is usually pre-defined by design (each button has a well-defined function) and learnt by users through various onboarding experiences. For example, a standard remote control is a pre-defined interface. Each button is clearly labelled with their function and an instruction manual is available to teach users if required.

In some cases, the action-to-meaning mapping cannot be pre-defined or would gain from being configured by the user. For example, in brain-computer interfaces (BCI), the “brain-signal-to-meaning” mapping cannot be pre-defined because each user has a different “brain signature” which needs to be learnt before any meaningful interaction can take place.

In practice, such personalization requires an explicit calibration procedure to learn the action-to-meaning mapping of each user. During calibration, the user is tasked to produce examples of action-meaning pairs, which are used as a reference to learn a tailored action-to-meaning mapping. For example, in brain-computer interfaces, users are asked to think about moving their left or right hand while their brain signals are being recorded. Based on these examples, using machine learning tools, it is possible to build a “brain-signal-to-meaning” model for this particular user.

Such calibration procedure is required due to the chicken-and-egg nature of the problem. To understand what a user is wanting to do, we need to be able to interpret their actions. But to interpret their actions, we first need to know what the user is trying to do in order to build an action-to-meaning model.

A curious person might ask: “Could we circumvent this chicken-and-egg problem? Could we allow users to start controlling a machine using their preferred action-to-meaning mapping and without knowing it in advance?” An interface capable of solving this problem can be defined as self-calibrating. Interestingly, self-calibrating interfaces have been studied before, mainly in the BCI community where the chicken-and-egg problem is made salient due to the inter-user variability of brain signals. We will review these works in section 7 and rather focus here on the interactive opportunities unlocked by self-calibrating interfaces.

A self-calibrating interface implies that the action-to-meaning mapping initially only exists in the user’s mind. In other words, actions performed by the user only make sense to them. An outside observer would not be able to interpret the user’s actions. Watching someone use a self-calibrating interface would be like watching someone using a remote control with no labels on the buttons. This alone represents a defense mechanism against shoulder surfing attacks where malicious observers try to infer user personal information or password by watching other’s actions ‘over their shoulder’.

In this paper, we present an application of self-calibrating interfaces to a PIN-entry task and show its potential use as a defense mechanism against shoulder surfing attacks. We based our demonstrator on the cognitive trap door
PIN-entry method presented by Roth et al. in [1], which makes use of two colored buttons to selectively refine the user password via an elimination process. In [1], those buttons are clearly labelled by color and an outside observer could easily infer the sequence of colors entered by the user. By introducing self-calibration, we can remove the colors on the buttons and allow the user to choose which color to attribute to each button in their mind, thus making it much harder for an outside observer to infer the user’s PIN.

We call our method IFTT-PIN, which stands for ‘If This Then PIN’, because it makes extensive use of simple ‘If This Then That’ reasoning. When buttons are of known colors, the logic goes as follows: “If the user pressed the button B, then they indicated that their digit is of color C, thus their digit is among the set of digits currently colored in C.” The self-calibrating version flips this reasoning on its head and on a per digit case: “If the user is trying to type the digit D, which is currently colored in C, then when they used the button B, they meant the color C”, which, when combined with a test of user consistency. "If, for a particular digit D, the user pressed the same button B to mean two different colors (C1 and C2), then they are not entering the digit D", enables us to solve the self-calibration problem. This reasoning will be explained in detail with illustration in section 4. All our interactive demos are available online with links in section 3.5 and 4.7, including additional tutorial versions that shows the algorithmic and decision-making process in a side panel.

In what follows, we first present our PIN entry interface with buttons of known colors. We then explain the main concepts behind self-calibration and how it is implemented in IFTT-PIN. Once the reader is familiar with IFTT-PIN, we discuss how it could be used as a defense mechanism against shoulder surfing attacks and present a vault cracking challenge as a usability and security test that we tested at our institute. Only then, in section 7, we discuss related work in Human-Computer Interaction (shoulder surfing, motion matching, adaptive interfaces), Brain-Computer Interfaces (P300 speller, self-calibration), Human-Robot Interaction (interactive learning), and language acquisition (experimental semiotics and language games). Finally, we identify several limitations and highlight promising research directions for self-calibrating interfaces.

Beyond the specific IFTT-PIN implementation, our hope is to trigger curious minds in exploring other applications or domains that could benefit from self-calibration that might lead to novel interaction paradigms.

2 CONTRIBUTIONS
- A new PIN entry experience leveraging self-calibration to allow users to choose the meaning of each button on-the-fly without calibration.
- A novel approach to overwhelm the observer in shoulder surfing scenarios relying on on-the-fly code-pad configuration.
- The description of a vault challenge as an informal usability and security test for shoulder surfing defensibility.
- The first demonstration of a self-calibrating interface using discrete user actions (i.e., using buttons)
- An online interactive demonstrator that allows to explain the self-calibrating paradigm in a few minutes anywhere on a computer or smartphone.
3 PIN-ENTRY METHOD

While designed independently, IFTT-PIN follows the same principle as the PIN-entry method from Roth et al. [1]. Quoting directly from [1]: "The principal idea is to present the user the PIN digits as two distinct sets e.g., by randomly coloring half of the keys black and the other half white. The user must enter in which set the digit is by pressing either a separate black or white key. Multiple rounds of this game are played to enter a single digit and it is repeatedly played until all digits are entered. The verifier e.g., the automatic teller machine (ATM), determines the entered PIN digits by intersecting the chosen sets."

IFTT-PIN differs as follows: (1) we use grey/yellow instead of black/white, (2) digits are organised differently, in two rows instead of as a phone pad, (3) our interface actively chooses which color to apply to each digit at each turn instead of following a pre-existing sequence, and (4), in section 4, we implement self-calibration that removes the need to pre-define the color of each feedback button. This section is meant to familiarize the reader with our interface without the self-calibration element and introduce some basic vocabulary. The next section presents our contribution.

3.1 Interface design

As shown in Figure 1, we split our interface into three parts. The top part displays the PIN. The middle part shows all possible digits (from 0 to 9) colored in yellow or grey according to which set they belong to. Think of this section as the machine asking the user: "What color is the digit you want to type?". The bottom part is dedicated for the user to answer that question. In the case of [1], the user feedback takes place via two colored buttons. Here the left button is yellow, and the right button is grey. Think of this section as the human answering to the machine: "My digit is yellow" or "My digit is grey".

![Figure 1: Breakdown of the IFTT-PIN interface](image)

3.2 Vocabulary

As illustrated in Figure 2, we will refer to the following elements. An action is what the user does in order to convey their meaning, here, the user's actions are to press either the left or the right button. A meaning is what the user wants to say to the machine, here it is either: "My digit is yellow" or "My digit is grey". An intent is what the user wants the machine to do, here entering a specific PIN, one digit at a time. To put it simply, an action conveys a
meaning that is used to infer an intent. But inferring an intent from a meaning requires a bit of context about the task, protocols, and overall aim of the interaction.

![Figure 2: Elements of language used in this work.](image)

### 3.3 Assumptions

The context for IFTT-PIN is a user wanting to type a PIN via this specific interface. More specifically, we assume that: (1) the user aims to type a PIN one digit at a time. Thus, their current intent is to type one of ten possible digits. (2) The user follows the established convention of indicating the color of the digit they want to type. Thus, the possible meanings are yellow or grey. (3) The user can perform one of two actions, pressing either the left or the right button. This is constrained by the design of our interface. (4) The mapping between the user’s actions and their meanings is known. Pressing the left button conveys the meaning yellow and the right button conveys the meaning grey, see Figure 3.

![Figure 3: Illustration of the user action-to-meaning mapping used in this section.](image)

The prior knowledge of the action-to-meaning mapping is the most relevant assumption here because it will be removed in the next section. For now, a known action-to-meaning mapping means that there is a pre-existing shared understanding between the user and the machine about the meaning conveyed by the pressing of each button. This information is made salient to the user by the colors displayed on each button, the left button is yellow, and the right button is grey.

### 3.4 Algorithmic principle

Knowing this mapping, and given the context of the PIN entering task, the interface identifies the digit the user wants to enter by reasoning as follows: "If a user presses the left button (action), then it indicates that their digit is currently yellow (meaning), thus their digit is among the yellow-colored digits and all the grey digits can be discarded (intent)."
By iteratively changing the color applied to each digit, we can narrow the possible digits down to the one the user has in mind. This is the same process as described in Roth et al. and an interested reader can refer to their pseudocode for a more formal algorithmic description using sets (see Figure 2 in [1]).

3.5 Interactive demonstration

The interface described above can be used online at https://jgrizou.github.io/IFTT-PIN/interaction_1.html. To visualize the decision process while using the interface, we developed a version with a side dashboard that displays the history of your clicks with respect to each digit. Each click is shown as a dot on the button clicked by the user and colored of the same color than the associated digit was when the user clicked on it. If the color of the dot differs from the color of the button, we can discard the associated digit as not being the one the user intends to enter. Because there are 10 possible digits, we are showing 10 individual panels, one for each digit. This version is available at https://jgrizou.github.io/IFTT-PIN/interaction_1_sidepanel.html. If preferred, a walkthrough video demonstration can be found at https://youtu.be/6wgOa380uEo.

Having understood and played with this PIN-entry method, we remind the reader that our contribution lies in the introduction of self-calibration to this interface, which we describe below.

4 SELF-CALIBRATION METHOD

We now remove the assumption that an action-to-meaning mapping is known. This means that buttons have no predefined colors. Instead, the user decides the colors of each button in their mind and uses them as such - never explicitly telling the machine about it. The machine will nonetheless be able to identify the user PIN along with the colors of the buttons.

First, we need to understand that the reasoning used in section 3.4 does not work anymore. More specifically, the following link in the chain of inference is broken: “If a user presses the left button (action), then it indicates that their digit is currently yellow (meaning).”, because we do not know the color attached to each button. The usual approach for solving this problem is to calibrate the interface, that is to learn the action-to-meaning mapping in order to repair the inference process.

This can be done in two ways by directly asking the user to assign colors to each button using another interface, for example using a digital paint brush, or by indirectly asking the user to perform a known task which will inform us of the color they assign to each button. For example, by enforcing which digit is to be entered, say a 1, we can reverse the inference pipeline and use the following reasoning: “Knowing that the user is typing a 1, if the digit 1 is yellow and the user is pressing the left button, then the left button means yellow.” - hence learning the action-to-meaning mapping. This approach highlights the chicken-and-egg problem we are facing. To infer the user’s digit,
we need to know the button-to-color mapping. But to infer the button-to-color mapping, we need to know the user’s digit.

In this work, we do not rely on any of the above solutions and resolve the chicken-and-egg problem by leveraging the self-calibrating paradigm developed in the BCI community (see related work in section 7.4.2). Specifically, we expose and exploit an assumption hidden in most interactive systems.

4.1 Consistency assumption

When using the interface with colored buttons from section 3, we automatically assume that a button has one and only one meaning, and that this meaning is the color displayed on each button, either yellow or grey (never both). This assumption is hard to formulate when colors are visibly assigned to each button, it is almost too obvious to be noticed. Generalizing from this particular “yellow or grey” case, we can formulate a last assumption in our PIN-entry task (5) the user is assumed to be consistent in its usage of the interface, where consistency is defined as one button can only express one color.

4.2 Self-calibration principle

How can this new assumption help us? Because consistency is something we can observe. For example, if we ask a user to type a specific digit, say 1, and the user presses the same button twice both when the digit 1 is yellow and again when it is grey, then we can confidently say that the user is being inconsistent with its use of the interface.

But when facing the self-calibration problem, we do not know which digit the user is entering. However, the context given by the PIN entering task is well defined and includes a strong constraint: we know that the user is entering one of the ten digits from 0 to 9. We can thus formulate ten different hypotheses, according to which we can interpret the user’s action. We call them interpretation hypotheses.

We also know that only one hypothesis is valid, the user is trying to type only one digit. In other words, the user can only be consistent with one hypothesis and will, in the long run, invariably breach consistency when evaluated according to the other hypothesis. By measuring the consistency of the user according to each interpretation hypotheses, we can discard the ones that show breach of consistency. This combined use of a consistency assumption and interpretation hypothesis is the basis of self-calibrating systems.

4.3 Algorithmic principle

Measuring consistency requires us to keep track of past interactions and to interpret them in light of each possible digit \( d \in D \) the user might be intending to enter. Specifically, we keep the history of users button presses \( b \in B \) and digit colors \( c \in C \) and run the following reasoning for each digit: "If the user is trying to type the digit \( d \), then when they used button \( b \), they meant color \( c \)." For each digit \( d \), the algorithm is building a history of \( (b, c) \) pairs representing samples from the action-to-meaning mapping if the user was entering \( d \). For a given digit \( d \), this historical sequence can be written as \( H^d_{\text{b}} = \{ (b_i, c_i | d), i = 1, ..., N \} \) where \( b_i \) and \( c_i | d \) represent respectively the button pressed by the user and the color of the digit \( d \) at iteration \( i \) out of \( N \) iteration performed so far.

Under our consistency assumption, a user cannot use the same button to express more than one color. For each digit and button, this reasoning unfolds as: "If a user is trying to enter digit \( d \), and used the button \( b \) to mean both c\text{yellow} and c\text{grey}, then the user would have been inconsistent and is thus not trying to enter \( d \)." This is the core reasoning behind IFFT-PIN.
Assuming no human error, Boolean logic amply suffices to test for consistency. Specifically, if the number of colors assigned to a button is greater than one, then the user is being inconsistent. We can define $H_{\text{digit}}^{d,b} = \{(c_i | d) | b = b_i, i = 1, ..., N\}$ a subset of $H_{\text{digit}}^d$ containing only the history of colors from $H_{\text{digit}}^d$ that are linked with the button $b$. If, for a given digit $d$, for all $b$, the cardinality (number of unique elements in a set, here number of unique colors) of $H_{\text{digit}}^{d,b}$ is greater than 1, then the user is inconsistent. Using mathematical notation, for a given $d$, inconsistency is defined as $\exists b \in B, |H_{\text{digit}}^{d,b}| > 1$, and, conversely, consistency can be written as $\forall b \in B, |H_{\text{digit}}^{d,b}| \leq 1$. In turn, the consistency assumption could be expressed using the uniqueness quantification notation as $\exists! d \in D, (\forall b \in B, |H_{\text{digit}}^{d,b}| \leq 1)$, which can be read as: “there is exactly one digit for which, for all buttons, the number of colors assigned to each button was at most one”.

This uniqueness is satisfied only once the user has “interacted enough” with the interface. It is valid at the limit when $N \to \infty$ and enough “variety of color pattern” has been displayed on the digit. In other words, only one unique hypothesis will eventually remain consistent. In practice, in most cases, the user digit can be identified after only a few clicks as the reader will be able to test via the interactive demo linked in section 4.7.

In summary, to identify the user digit, IFTT-PIN measures consistency for all digits after each iteration. Once only one digit satisfies the consistency requirement, we know it is the one the user has in mind. A pseudocode of this process is summarized in Figure 5 using a Pythonic syntax.

```
1 nDigit = 18; nButton = 9
2 # init history of interaction N_N(d,b)
3 historyPerDigit = [ [nButton] + nDigit ] # empty at start
4 # init list of possible digits the user has in mind
5 consistentDigits = list(range(nDigit)) # all digits are possible at start
6 # repeat until only one user digit is consistent
7 while (len(consistentDigits) > 1):
8     digitColors = applyColorToDigits() # return list of color for each digit
9     buttonPressed = waitForUserInput() # return button pressed by the user
10    # store history of color per button per digit
11   historyPerDigit[buttonPressed].append(digitColors[digit])
12   # test for consistency for each digit
13   consistentDigits = [] # empty list of consistent digit
14   for digit in range(nDigit):
15       # tmp variable, assumed consistent unless proven otherwise
16       isDigitConsistent = True
17       # check consistency button per button
18       for button in range(nButton):
19           # compute the set of unique color attached to this button
20           colorSet = set(historyPerDigit[digit][button])
21           # inconsistent if more than one color in the set
22           if (len(colorSet) > 1):
23               isDigitConsistent = False
24               # if consistent, we add it to the consistent list
25               if (isDigitConsistent):
26                   consistentDigits.append(digit)
27 # consistentDigits[0] is the digit the user has in mind
28 # historyPerDigit[consistentDigits[0]] contains button-to-color mapping info
```

Figure 5: Pseudocode for IFTT-PIN. The history of button presses and digit colors are stored in a variable called historyPerDigit (L12-13). A test of consistency is performed (L14-25) and all consistent digits are added to the
consistentDigitis list (L27-28). The process stops when only one consistent digit remains in the list (L8), which is the digit the user has in mind (see L30-31). The implementation details for applyColorToDigits() (L9) and waitForUserInput() (L10) may vary per application and are not core to the self-calibration method (although some variability in the digit colors is expected, see section 4.6).

4.4 Algorithmic illustration

To adequately demonstrate IFTT-PIN, we decided to increase the number of buttons from 2 to 9 (Figure 6). This increases the possible color patterns from 2 to 510 which helps when demonstrating the interface.

![Figure 6: For the self-calibration version of IFTT-PIN, we increased the number of buttons from 2 to 9. This allows us to define more varied color patterns when challenging the machine.](image)

Because the color of each button is now chosen by the user in their mind, buttons are shown in black on the interface to indicate that they do not have a color attached to them yet. As a user, you simply decide a color pattern to apply on the buttons and use the buttons that way. For example, the top three buttons could be yellow and all the others grey. See Figure 7 for more examples.

![Figure 7: Example of choice of button-to-color mapping. Each user can assign colors to each button as they prefer and use them as such. At least one button should be assigned for the yellow and grey colors.](image)
With this in mind, the interpretation hypotheses process unfolds as follows. First, colors are displayed on each digit. Then, you look at the digit you want to enter and click a button of the same color (following the button-to-color mapping you have defined in your mind). Each time you click on a button, the algorithm records which button you have clicked and what color was assigned to each digit at the time you clicked. The algorithm is then making an interpretation hypothesis for each digit that we can visualize by adding a small dot on each button used and assigning it the same color as the digit was when you clicked on the button.

This process is illustrated in Figure 8 after one, four, and eight clicks from a typical interaction. For visual clarity, we only show the process for digit 0, 1, 2, and 3, as if the user could only enter one of those four digits. After one click, the top-left button is marked with a dot because the user just clicked on that button. This dot is yellow for digit 0 and 3, and grey for digit 1 and 2, because, at the time the user clicked on the button, the digits 0 and 3 were yellow, and digits 1 and 2 were grey. After one click, there is no way to know which digit the user is entering, nor what color is assigned to that button, all hypotheses are consistent. After four clicks, the middle button has received two clicks from the user. If the user was entering digit 0 and 2, they would have used the middle button to mean alternatively yellow and grey, which would be a breach of the consistency assumption. Thus, the user is not entering digit 0 or 2. For digit 1 and 3, both times the user clicked on the middle button to mean the same color. The middle button would be yellow if the user was typing a 1, and grey if the user was typing a 3, but both options remain consistent at this stage, and the user might well be entering any of them, we just can’t tell yet. After eight clicks, the top-left button would have been used for both yellow and grey if the user was entering digit 1. Only our interpretation of the button color according to digit 3 remains fully consistent, thus we can conclude that the user is trying to enter the digit 3. This process is best understood interactively, and the same visual representation from Figure 8 is available as an interactive demonstration (see link in section 4.7).

![Figure 8: Illustration of inconsistency detection for digits 0 to 3 after one, four, and eight clicks from a typical interaction. After each iteration, a dot is placed on the button pressed by the user and is colored of the same color as was the color of...](image-url)
4.5 Learning the action-to-meaning mapping

It is important to understand that once we have identified a digit, we automatically know which color the user is attributing to each button. In other words, the process of entering the first digit under the self-calibration paradigm is calibrating the system for subsequent use by the same user. Within the IFTT-PIN interface, we show this by assigning colors to each button once the interface has identified a new digit. When the user reuses the same buttons to enter a second digit, it will therefore take less iteration than when entering the first digit by falling back to the reasoning from section 3.4. For buttons that remain undefined (black), we keep using the self-calibration algorithm.

4.6 Active choice of digit color

The choice of the color that are applied to each digit at each interaction step is important to narrow down to the correct hypothesis. In [1], the sequence of color was pre-defined and ensured that the digit could be uniquely identified. In IFTT-PIN, we are actively deciding which color to assign to each digit at each iteration according to the history of interaction and in order to identify the user intent as fast as possible. For self-calibration problems, an active planning strategy has been proposed in [2] which we implemented in IFTT-PIN. We added an additional constraint that each colored set of digits must be balanced at each iteration, in other words, there must always be five yellow digits and five grey digits. The implementation details are beyond the scope of this paper, but our code is available online for inspection at https://github.com/jgrizou/openvault.

4.7 Interactive demonstration

The self-calibrating IFTT-PIN interface can be tested online at https://jgrizou.github.io/IFTT-PIN/interaction_2.html. As before, we developed a version with a side dashboard that displays the history of clicks with respect to each digit, which is available at https://jgrizou.github.io/IFTT-PIN/interaction_2.html. If preferred, a walkthrough video demonstration can be found at https://youtu.be/t7MQoBnzyQ.

5 LIVE DEMOS AND MAGIC TRICKS

IFTT-PIN is particularly effective for live demos. First, all interactive demos are freely available online and do not require any installation, they work on both computer and smartphone and can thus be demonstrated anywhere in under one minute. Additionally, PIN entering is a familiar task, performed daily by most people, which makes it easy to give context for the demonstration. For guaranteed effect, we highly recommend mimicking a magician’s act by asking different members of the audience to publicly choose a PIN and the colors to assign to each button. You can then enter the chosen PIN using the chosen color pattern in front of the audience. After a few clicks, both their PIN and their colors will appear on screen, as per magic, leaving the audience mesmerized. Having grasped their attention, and maybe after a few additional demonstrations with other PIN and color combinations, you can proceed to explain how the interface works using the tutorial version with the side explanatory panel.
6 USABILITY AND SAFETY

To test both the usability and safety of IFTT-PIN, we initiated a vault opening challenge within our institute. We built a transparent vault that can only be opened by entering the correct PIN via IFTT-PIN. The vault was installed into the common area of our institute and treats were placed into the vault visible to all. To test the robustness to shoulder surfing attacks, we released a video of someone opening the vault with the PIN hidden. Students and staff were then free to attempt to crack the code, open the vault, and collect its content. As shown in Figure 9, this triggered interest with a large number of students who actively engaged with the game.

Figure 9: Vault opening challenge at our institute. A chocolate egg is placed in a transparent vault protected by IFTT-PIN. A video of the author entering the correct PIN was made available online. Students and staffs needed to crack the PIN and enter it correctly to earn the right to eat the chocolate egg.

To make the challenge more gradual, we started with the two-button interface from section 3 and progressively increased complexity to the full self-calibrating version of the interface that did not show the code, nor the button’s color, even after the PIN was entered by the user. Having read this paper, the interested readers can challenge themselves on that final level by watching the video at https://youtu.be/QNDrZ7tvdb8 and verifying if they cracked the code at https://jgrizou.github.io/IFTT-PIN/challenge.html.

Over several days, as difficulty increased, students were voluntarily forming groups to crack the code. This was entirely on their free time and not part of any official curriculum activities. After hours of work, students got the hang of the problem and treats were slowly disappearing from the vault.

This gives us three important pieces of information: (1) IFTT-PIN provides a good defense against shoulder surfing attacks as it required time, effort and access to a video recording to be cracked. The fact that IFTT-PIN is not fully shoulder-surfing-proof is not surprising because the self-calibrating algorithm works using only the information shown on screen, which is the same information accessible to an outside observer. No secret communication channel exists with the user, thus an observer with time and full visibility can run the same procedure and infer the PIN. This decoding is however extremely challenging to do in real time for a human due to cognitive overload. (2) IFTT-PIN is usable because participants were able to enter the correct PIN and open the vault to collect its content without access to a tutorial or explicit instruction, and (3) the vault challenge is engaging, challenging and self-motivating, thus showing promise as an educational and experimental setup. By cracking the
code, people of various ages (from 8-year-olds to adults) learned various computer science concepts and reinvented for themselves the consistency principles used to solve the self-calibration problem that was only recently introduced in academic circles.

Finally, the same experience was shown during a public art event to a few hundred participants. Many participants actively engaged with the game, especially family with kids. A short highlight video can be found at https://youtu.be/w6hnT7ZjdKg. We observed that kids found it easier than their parents to grasp the IFTT-PIN concept and adapt to the self-calibration paradigm. This is a testament to the incredible learning ability of young people, and a credible sign that users could become familiar with deciding what meaning they want to assign to buttons on an interface instead of trying to learn a pre-defined button-to-meaning mapping.

A more comprehensive study on usability and security with both quantitative and qualitative analysis is desirable to understand IFTT-PIN further. An interesting direction is to study if and how users can adapt to a self-calibrating interface and the role reversal it entails (i.e., deciding what meaning they want to assign to buttons on an interface instead of trying to learn a pre-defined button-to-meaning mapping), and to analyze the resulting variability of users’ choices of action-to-meaning mapping. The vault setup is fully functional both in physical and digital form and would happily be made available to interested researchers upon request.

7 RELATED WORK

We review PIN-Entry methods resilient against shoulder surfing as well as interface similar to IFTT-PIN used in the field of brain-computer interface. We also review self-calibration work in both brain-computer interface and human-robot interaction and briefly refer to the field of experimental semiotics and language games which appeal to similar conceptual frameworks. This section is aimed to be a self-contained review, thus a few aspects covered in other sections might be repeated.

7.1 Human-Computer Interaction

7.1.1 Shoulder surfing

Shoulder surfing attacks happen when one observes other people’s information without their explicit consent. PIN-entering is the stereotypical scenario considered and a large body of work focuses on PIN-entering methods that reduce the risk of shoulder surfing attacks. Common strategies include overwhelming the observer with visual decoys [3]–[5], indirect and/or clustered input [1], [5]–[7], and hidden secondary communication channels [8]–[10]. IFTT-PIN proposes a novel protection mechanism by removing the pre-established mapping between user action and their meaning. The user rather establishes this mapping on the fly and every time they use the interface, it makes it harder for malicious observers to interpret the user’s actions.

Concretely, we implemented self-calibration principle on top of the interface used in the pioneering work of Roth et al. [1]. Their method works by splitting digits in two distinct sets, each set of digits visually identified by a color code (white and black), and then asking the user to click on the button of the color that is associated to the digit they want to enter. By repeating this process and shuffling the digit sets, the interface can identify the exact digit the user has in mind. IFTT-PIN adds self-calibration capabilities to the input button, meaning their color is not pre-defined but chosen by the user at interaction time, in their mind only and not communicated to the interface. This way, an outside observer will not know which color is associated to each button the user is pressing, making it much harder to infer the PIN. Usability and safety of this approach are discussed in section 6.
7.1.2 Motion Matching

Under the motion matching paradigm, users select targets by mimicking their motion [11]. In most motion matching scenarios [12]–[14] there is no back-and-forth interaction between the user and the machine which we rely on for IFTT-PIN. However, pioneering work from Williamson et al. [15] consider an interactive motion matching scenario that shares many conceptual similarities with our work. First, their task is interactive as the user needs to actively control, rather than match, the motion of its chosen target out of many simultaneously visible targets. Second, their algorithms explicitly make use of interpretation hypotheses and they introduce variance as a consistency metric. Finally, by attributing a digit to each virtual agent, their experimental setup could readily be applied to PIN-entering and would be robust to shoulder surfing attacks.

One key difference with our work is that the action-to-meaning mapping is pre-defined in all motion-matching work known to us. For example, in [15], the mouse movements of the user directly influence the agent’s motion in a predictable way. Applying self-calibration to their setup means we could, in theory, allow users to invent different mappings, e.g., moving in the same direction as their target rather than in the opposite direction. This would however add problems in the visual feedback loop to update the targets’ positions in response to user’s actions using a yet unknown action-to-motion relationship. This is a fascinating challenge for future research.

7.1.3 Adaptive interfaces

An adaptive interface is an interface that can be changed to fit better to the end user needs. This can be done by changing the interface layout, adding buttons for specific functionality, but also by training an action-to-meaning mapping tailored to each user [16]. In most instances, the user can directly customize the interface via explicit protocols or hard-coded heuristics are used based on usage statistics, e.g., when reorganizing menu items depending on their frequency of usage. In some cases, the communication channel is fully learned from scratch prior to interaction. For example, in the Glove-Talk project [17], a mapping between user gestures and a speech synthesizer is learned by training a neural network based on examples collected from the user. However, this required the acquisition of a labeled dataset of user’s actions associated to their meaning which can be impractical for the user and could require expert intervention.

IFTT-PIN proposes a new approach for developing adaptive interfaces where the user action-to-meaning mapping can be learned on the fly while the user is interacting with the device and without knowing in advance what they are trying to achieve. This process works well when the task has clear constraints, such as entering a PIN, but more research is required to scale to more complex tasks. Indeed, it is yet unclear how to scale self-calibration to a Glove-Talk-like scenario [17] with a large vocabulary of actions and free formed speech.

7.2 Brain-Computer Interfaces

Brain-computer interfaces (BCI) are relevant here because the control signals are not directly visible or intuitively interpretable to our senses. In addition, the bandwidth is very limited and only a few signals can be reliably generated by a user and decoded by a machine. These constraints led to creative interaction paradigms, such as the P300 speller, and, to our knowledge, drove the BCI community to develop the self-calibration paradigm.

7.2.1 ERP and the P300 speller

Event-related potentials (ERPs) are stereotyped brain responses that are triggered by specific sensory-motor or cognitive events and can be measured via electroencephalography (EEG) [18]. The P300 event is a popular ERP
because it is linked to active evaluation or categorization processes, induces a fast response (about 300ms after the event), and is reliably and reproducibly detectable [19], [20]. Thanks to these properties, researchers managed to harness P300 events to help human control artefacts.

The P300 speller was invented in the late 1980s [21] and allows patients to spell a text by iteratively choosing characters on a grid. The user looks at the character they want to type while characters are made to flash per row and per columns. Each time the chosen character is flashing, a specific P300 ERP response is triggered in the user’s brain which can be detected using EEG. This technic has since evolved in many directions [20], but, fundamentally and of interest to us here, the P300 speller follows the exact same principle and protocol than the work of Roth et al. [1] and our work with IFTT-PIN.

Indeed, for the P300 speller, characters are split in two sets (flashing or not-flashing) and the user identifies the set associated to the chosen character by “generating” a P300 event (flashing or not-flashing). In Roth et al. [1], digits are split in two sets (white or black) and the user identifies the set associated to the chosen digit by pressing the corresponding button (white or black). In IFTT-PIN, we, too, use the same principle using yellow and grey instead of black and white.

7.2.2 Self-calibration

The P300 speller paradigm assumes access to a readily available decoder of brain signal into flashing/not-flashing events. This decoder needs to be tailored to each user during a calibration phase due to the variable and changing nature of the brain signals. During calibration, users are asked to spell specific letters to gather a labelled dataset on which a machine learning classifier can be trained. But this calibration process is tedious and requires the intervention of technical experts which adds costs and hinders the scalability of P300 systems.

The BCI community thus explored means to remove this calibration step altogether which, to our knowledge, led to the invention of the self-calibration paradigm. The main approach is to exploit redundancy or task constraints to narrow the possible set of decoders and use specific rules to prune this set and identify the true final decoder. For example, [22]–[24] exploit asymmetric repetition count to sort between hypotheses (one class has more members than the other by design), [25], [26] exploit the assumption that subjects intend to reach the target in straight line, [27], [28] adapt continuously a decoder to each individual starting from a generic weak decoder and [29], [30] directly rely on the subject’s internal consistency by measuring similarity between signals of same meaning as they would be labelled for each hypothetical intent.

Further work has proposed an active planning algorithm to reduce the number of iterations required to identify the user intent under a self-calibration paradigm [2]. This is particularly challenging as the problem is entangled and both the user intent and their action-to-meaning mapping are unknown. Active planning is also implemented in IFTT-PIN and is the process of actively choosing which color pattern to apply on the digit with respect to the interaction history and in order to identify the user’s digit faster.

The P300 speller and IFTT-PIN use the same mechanism of interaction, and the self-calibration paradigm was a direct source of inspiration for IFTT-PIN. Our contribution lies in adapting the algorithm presented in [2] from brain signals to discrete button events, and in adapting their active planning method to the discrete domain. Finally, we put considerable efforts in designing an approachable interface and made the entire system available as an interactive demo for the community to try and share.
7.3 Human-Robot Interaction

Interactive learning is the process of learning a task by practical interaction with a user [31]. In robotics, this process is useful to solve complex tasks that require multi-step planning and are hard to describe and solve via handcrafted rules. A usual assumption is that the human provides instructions following a known protocol and using teaching signals the robot already knows how to interpret. In [32], Lopes et al. proposed a method to allow the robot to extend its vocabulary over time starting from a set of known signs. In [33], Najar et al. demonstrates the use of unlabelled human instructions to interactively shape a robot's behavior in a reinforcement learning scenario. No starting vocabulary is required but the robot has access to a reward signal informing it when the final goal has been achieved. Because there are many ways to achieve the same task, the user's unlabelled instructions help to shape the robot towards a preferred policy, as well as to accelerate learning. In [34], Grizou et al. removed the need of a known starting vocabulary or access to a reward function, effectively creating a self-calibrating system on a pick-and-place robotic task with a human providing instructions using spoken words.

7.4 Language Acquisition

Looking into the study of language acquisition is also relevant for this work because it also features a chicken-and-egg problem. How can we acquire language when we do not yet know how to understand others? Below, we briefly refer related work in experimental semiotics and computation modelling of language acquisition.

7.4.1 Experimental Semiotics

Experimental semiotics [35] studies the emergence and evolution of novel communication systems by conducting controlled studies with human adults. We point interested readers to three works [36]–[38] that consider asymmetric communication. In such experiments, only one participant can send communicative signals to an observer and the observer goal is to understand the intention of that person. But both the exact task to be solved and the communicative signals are initially unknown. To make the parallel clear, in IFTT-PIN experiments, one participant, the user, sends communicative signals to the machine (button presses), and the machine should infer the user’s PIN. But both the action-to-meaning mapping and the PIN of the user are initially unknown.

7.4.2 Language Games

Researchers studying the origin and evolution of language often rely on computational simulation of populations of artificial agents [39]. Typically, agents randomly interact with each other’s and play language games requiring some form of communication, but no pre-agreed language exists between agents. Running these simulations helps study how a language is created and propagates within a population. Chicken-and-egg situations are often solved via explicit disambiguation protocols inherent to the game played between agents (e.g. guessing game [40], categorization game [41]). The work of Cederborg et al. [42] is most relevant for us because, like IFTT-PIN, they rely on a combination of interpretation hypotheses and consistency assumptions to solve their language acquisition dilemma.

8 LIMITATIONS AND FUTURE WORK

In its current implementation, IFTT-PIN assumes users are perfect and do not make any mistakes. Human errors could be accounted for in two ways: (1) adding an explicit interface to undo the last action, and (2) modeling an error rate in the self-calibration algorithm, similar to the implementation in [2]. This would allow users to make a
certain amount of error but would also increase the number of clicks required to enter a digit. Similarly, the current interface lacks feedback mechanisms to the user with respect to the advancement of the digit identification process. While we show the color of the buttons and each digit once they are successfully identified, the user has no way of knowing how far along they are in the identification process of each digit. Showing a progress bar is a potential solution but might not be straightforward to implement as the number of remaining iterations is not knowable with certainty lacking a known action-to-meaning mapping.

Regarding shoulder surfing attacks, although IFTT-PIN is more robust than a traditional PIN pad and adds an additional layer of security on top of the work of Roth et al. [1] by removing the visible and pre-defined color assignment on each button, a number of routes for improvement could be investigated. As already suggested in Roth et al. [1], we could introduce a probabilistic trap door approach were the user does not need to enter the exact PIN to open the vault, but simply to reduce the set of possible PINs to a small number that includes the correct PIN. That way, an attacker would only be able to recover the set, not knowing which specific PIN in that set is correct, thus not being certain which one to choose to replicate. Another approach would be to introduce a hidden communication channel that only the user can access. For example, we could equip the user with special glasses that reveal to their users the color assigned to each digit. Outside observers or cameras would not see the color on the digit, making it impossible to reverse-engineer what PIN the user is entering.

In terms of interaction modalities, the current version of IFTT-PIN only considers discrete button presses events which makes it simple to measure consistency as using “the same buttons for the same meanings”. It would be interesting to build a version of IFTT-PIN accepting continuous input signals, for example allowing the user to use different gestures to mean yellow and grey. The main challenge is that two gestures for the same meaning will never be performed twice in exactly the same way. Detecting inconsistencies would thus be significantly harder than when using buttons which would require establishing a softer consistency metric of “similar gestures used for the same meanings”. This can be approached using the algorithms developed in the BCI community as discussed in section 7.2, and will be part of our future work.

But the main challenges ahead lie with scaling IFTT-PIN and the self-calibration paradigm to more complex problems. With the PIN-entering task, we are working on a very limited set of possible intent, meaning, and action which allow for the interpretation hypothesis process to be computationally tractable. Most of the literature has not scaled beyond this point and considering continuous tasks, a larger set of meanings and actions is a difficult challenge that will require novel approaches to be invented.

Finally, beyond the technical challenges, it remains unclear where self-calibrating interfaces could be genuinely beneficial in our everyday world. The shoulder surfing context is a niche one, it is not a common problem for PIN entry tasks and does not usually have adverse consequences [43]. The BCI context is the most convincing so far as EEG signals cannot be easily observed and are changing both in time and from person to person which means repeated calibration is a necessity. However, in some cases, repeated expert assistance for calibration might be too inconvenient or expensive and hinder user’s access to these technologies. Furthermore, under severe handicap, a P300 speller paradigm, while slow, remains or is the best possible communication paradigm available. Which modalities and what applications could benefit from having self-calibrating interfaces remains a widely open question and is the one we wish to ask via IFTT-PIN.
9 CONCLUSION

We presented IFTT-PIN, an online interactive PIN-entry interface conceived as a vehicle to introduce the self-calibration paradigm. IFTT-PIN allows users to enter the PIN of their choice via an elimination process by indicating the color assigned to their digit (yellow or grey). To express their choice, users should click on a button whose color is the same as their digit. But buttons do not have any color assigned to them at the start of the interaction. Users are free to define the color of each button in their mind and use them as such without informing the interface. After a few iterations, the interface can infer both the digit the user had in mind and the color of each button used. IFTT-PIN can thus effectively calibrate itself to each user at interaction time, demonstrating a new interactive experience.

For this reason, we propose IFTT-PIN as a novel approach to protect against shoulder surfing attacks. Indeed, because the color of each button is not pre-defined and only pre-exists in the user’s mind, it is much harder for an attacker to make sense of the actions of the user in real time. We further introduced a vault opening challenge to assess the usability and security of IFTT-PIN. Preliminary informal observations indicate that the interface is both usable (participants managed to open the vault), secure (it took them hours to crack the code with access to a recorded video of PIN-entry) and is an engaging challenge for educational and experimental purposes.

Future work will address the issue of scalability to more complex input modalities (e.g., gestures, voice), varied interaction protocol (e.g., guidance instead of feedback) and more complex tasks (e.g., continuous set of goals). We are also interested in studying the diversity of users’ choice of action-to-meaning mapping under the self-calibration paradigm, and whether it can effectively lead to more varied and personalized interaction schemes.

Lastly, we would like to encourage researchers to investigate what other interfaces and applications could benefit from the self-calibration paradigm - especially towards more subjective interactive devices where users can express their intention in an intuitive, fluid and personalized way without resorting to explicit calibration procedures. We hope this work will inspire the community to invent them.
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