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Abstract. Solution and analysis of mathematical programming problems may be simplified when these problems are symmetric under appropriate linear transformations. In particular, a knowledge of the symmetries may help reduce the problem dimension, cut the search space by linear cuts or obtain new local optima from the ones previously found. While the previous studies of symmetries in the mathematical programming usually dealt with permutations of coordinates of the solutions space, the present paper considers a larger group of invertible linear transformations. We study a special case of the quadratic programming problem, where the objective function and constraints are given by quadratic forms, and the sum of all matrices of quadratic forms, involved in the constraints, is a positive definite matrix. In this setting, it is sufficient to consider only orthogonal transformations of the solution space. In this group of orthogonal transformations, we describe the structure of the subgroup which gives the symmetries of the problem. Besides that, a method for finding such symmetries is outlined, and illustrated in two simple examples.
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1 Introduction

Solution and analysis of mathematical programming problems may be simplified when these problems are symmetric under appropriate linear transformations. In particular, a knowledge of the symmetries may help reduce the problem dimension, cut the search space by symmetry-breaking linear cuts or obtain new local optima from the ones previously found. These methods are applicable in the case of a continuous solutions domain [3, 6, 8] as well as in the integer programming [1, 2, 7, 11, 16] and in the mixed integer programming [10, 12]. While
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most of the applications of symmetries are aimed at speeding up the exact optimization algorithms, yet in some cases the knowledge of symmetries may also be useful in designing evolutionary algorithms [13] and other heuristics.

In the present paper, we study the case of continuous solutions domain. While the previous studies of symmetries in mathematical programming usually dealt with permutations of coordinates of the solutions space [7, 8, 10], the present paper considers a larger group of invertible linear transformations. We study the special case of quadratically-constrained quadratic programming problem in \( \mathbb{R}^N \), where the objective function and the constraints are given by quadratic forms, \( A \), and \( B_1, \ldots, B_M \) respectively:

\[
\begin{aligned}
&x^T Ax \rightarrow \max, \\
x^T B_1 x \leq 1, \\
&\ldots \\
x^T B_M x \leq 1,
\end{aligned}
\]  

(1)

where \( x \) is an \( N \)-component column vector of variables, and the superscript \( T \) denotes matrix transposition. In what follows, without loss of generality we assume that \( N \times N \) matrices \( A, B_i, i = 1, \ldots, M \) are symmetric (note that any matrix can be decomposed into a sum of symmetric matrix \( S \) and skew-symmetric matrix \( C \), and the quadratic form \( x^T C x \) identically equals zero). A more substantial assumption that we will make in this paper is that \( B_\Sigma := \sum_{i=1}^M B_i \) is a positive definite matrix. An example of application of quadratic programming problems with such a property in radiophysics may be found e.g. in [4].

The results of this paper may also be used for finding symmetries if some of the problem constraints have the inequality \( \leq \), some have the inequality \( \geq \) and some have the equality sign. We will consider only the inequalities \( \leq \) for the notational simplicity. The obtained results may also be applied in semidefinite relaxation methods, see e.g. [15]. Note that in [15] the well-known Maximum Cut problem (which is NP-hard) is reduced to the problem considered here.

By a symmetry of problem (1) we mean a linear transformation

\[
x \rightarrow y = Px,
\]  

(2)

defined by a non-degenerate matrix \( P \) such that the problem (1), expressed in terms of the transformed space (i.e., through the vector columns \( y \)), coincides with the original problem. That is, in terms of the vectors \( y \) our optimization problem again has the form

\[
\begin{aligned}
&y^T Ay \rightarrow \max, \\
y^T B_1 y \leq 1, \\
&\ldots \\
y^T B_M y \leq 1,
\end{aligned}
\]  

(3)

with the same matrix \( A \) and the same set of matrices \( \{B_i : i = 1, \ldots, M\} \).

We emphasize that, in the set of constraints, matrices \( B_i \) may be numbered arbitrarily, which, obviously, does not change the problem. The transformations
given by the matrices $P$ obviously form a group, which we denote by $G$. The goal of the paper is to analyse group $G$ and propose an algorithm for finding it.

In some cases, it may also be of interest to find the symmetry group of the set of constraints only. Obviously, this is not much different from the search for symmetry group $G$ of the problem; one just needs to exclude matrix $A$ from the consideration (i.e. formally assume that $A$ is a zero matrix). Furthermore, the set of symmetries of the constraints is not larger than the set of all invertible linear transformations, bijectively mapping the feasibility domain of the problem $\mathcal{D} := \{x \in \mathbb{R}^N : x^T B_i x \leq 1, i = 1, \ldots, M\}$ onto itself. Therefore, the symmetry group of the set of constraints is a subgroup in the symmetry group of invertible linear transformations of $\mathcal{D}$.

The structure of the paper is the following. In Section 2, it is shown that the group of linear symmetries of the problem is a subgroup of orthogonal transformations. Also, the structure of the group of symmetries and the corresponding Lie algebra are discussed. In Section 3, a general algorithm for finding the symmetries is proposed, and in Section 4 it is illustrated in two simple examples. A discussion of the results and the conclusion are in Sections 5 and 6. Appendix contains a proof of a “folklore” fact from matrix analysis used in Section 3.

2 Structure of the Symmetry Group

Invariance of the problem under transformation $P$ implies that

$$P^T A P = A, \quad P^T B_i P = \sum_{j=1}^{M} L_{ij} B_j, \quad j = 1, \ldots, M,$$

where $L_{ij}$ are the elements of a permutation matrix, i.e. matrix $L = (L_{ij})$ has a single “1” in each column and in each row, other elements of $L$ are zeros.

If (4) holds, then the invariance condition of the matrix $B_\Sigma$ is satisfied:

$$P^T B_\Sigma P = B_\Sigma.$$  \hspace{1cm} (5)

Naturally, the converse is not true in the general case, but at least we can say that the desired group $G$ is a subgroup of the invariance group of matrix $B_\Sigma$. This matrix may be represented as a congruent transformation of a diagonal matrix:

$$B_\Sigma = S^T DS,$$

where $D$ is a diagonal matrix, which can have only “0”, “1”, or “-1” on its main diagonal. Essentially, we are talking about reducing the quadratic form corresponding to matrix $B_\Sigma$ to its canonical form. So matrix $S$ can be constructively obtained, for example, by the finite Lagrange method ([9], Ch. 5).

Now, if we restrict ourselves to the special case where matrix $B_\Sigma$ is positive definite (it occurs, for example, in the radiophysical problem of optimizing the excitation of antenna arrays [4]), then $D$ will be the unit matrix and it may be omitted in (6). Condition (5) then turns into

$$P^T S^T SP = S^T S$$  \hspace{1cm} (7)
or

\[(SPS^{-1})^T (SPS^{-1}) = E,\]  \hspace{1cm} (8)

where \(E\) is a unit matrix. This means that matrix

\[Q := SPS^{-1}\]  \hspace{1cm} (9)

is in the group of orthogonal transformations \(O(N)\) (see e.g. [17]). So we proved

**Proposition 1.** If \(B_S\) is positive definite then group \(G\) is isomorphic to some subgroup of \(O(N)\) and this isomorphism is given by Equation (9).

Since \(P = S^{-1}QS\) by (9), so application of (4) gives

\[(S^{-1}QS)^T A(S^{-1}QS) = A,\]  \hspace{1cm} (10)

\[(S^{-1}QS)^T B_i (S^{-1}QS) = \sum_{j=1}^{N} L_{ij} B_j, \ i = 1, \ldots, M,\]

and after a simple transformation we have

\[Q^T \tilde{A} Q = \tilde{A}, \quad Q^T \tilde{B}_i Q = \sum_{i=1}^{N} L_{ij} \tilde{B}_j, \ i = 1, \ldots, M,\]  \hspace{1cm} (11)

where

\[\tilde{A} = (S^{-1})^T A S^{-1}, \quad \tilde{B}_i = (S^{-1})^T B_i S^{-1}, \ i = 1, \ldots, M.\]  \hspace{1cm} (12)

So using isomorphism (9) we can substitute equations (4) by the similar equations (11), but with the matrix substitution

\[A \rightarrow \tilde{A}, \quad B_i \rightarrow \tilde{B}_i, \ i = 1, \ldots, M.\]  \hspace{1cm} (13)

and substituting \(P\) by the orthogonal matrix \(Q\). These equations are significantly simpler, since in this case condition (11) may be formulated linearly in \(Q:\)

\[\tilde{A} Q = Q \tilde{A}, \quad \tilde{B}_i Q = Q \sum_{j=1}^{M} L_{ij} \tilde{B}_j, \ i = 1, \ldots, M.\]  \hspace{1cm} (14)

If one finds all suitable orthogonal mappings \(Q\), then it will be easy to restore the corresponding matrices \(P\). Assuming all this, we omit the tildes above matrices \(A\) and \(B_i\) further in order to simplify the notation.

It is well-known that the orthogonal group \(O(N)\) consists of two connected components, for one of them the determinant of the matrix equals 1, for the other it equals -1 (see e.g. [17]). The first component is a subgroup of \(O(N)\), denoted by \(SO(N)\) and also called the rotation group, due to the fact that in dimensions 2 and 3, its elements are the usual rotations around a point or a line, respectively. The second component does not constitute a subgroup of \(O(N)\),
since it does not contain the identity element. Matrices from the second component can be represented, for example, in the following form: diag\{-1,1\ldots1\}Q, where Q \in SO(N), so between these components there is a one-to-one correspondence (which is not an isomorphism in the group-theoretical sense, since it does not preserve the group operations). The required matrices Q can belong to both the first component and the second.

The standard facts of topological groups theory (see e.g. [17], Ch. 1) imply the following properties of symmetry group \(\mathcal{G}\), endowed with the standard topology of \(\mathbb{R}^{N^2}\), applicable to the space of \((N \times N)\)-matrices. As any topological group, \(\mathcal{G}\) consists of connected components (in the topological sense), only one of which, hereafter denoted as \(\mathcal{G}_1\), contains the identity element. This \(\mathcal{G}_1\) is invariant subgroup of \(\mathcal{G}\), see Theorem 1 [17], and called the continuous subgroup of symmetries in what follows. The remaining connected components (not being subgroups) can be considered as products of the elements of the group outside \(\mathcal{G}_1\) and the elements of \(\mathcal{G}_1\) i.e. the cosets of \(\mathcal{G}_1\). These cosets make up a discrete group. Given that \(\mathcal{G}_1\) is an invariant subgroup, multiplication of the cosets of this discrete group is determined naturally, and the discrete group is a factor group \(\mathcal{G}/\mathcal{G}_1\). These cosets can be identified by indicating one (any) representative of a coset.

Naturally, degenerate cases are possible. First, when \(\mathcal{G}_1\) degenerates into the identity element, the entire symmetry group \(\mathcal{G}\) is a purely discrete group (each coset consists of one element). Secondly, there may be no other elements of discrete symmetry but only the continuous subgroup of symmetries \(\mathcal{G}_1\). And finally, the entire symmetry group \(\mathcal{G}\) may consist of only the identity element.

3 Finding the Symmetry Group

Due to the observations from Section 2, the search for all appropriate symmetry transformations \(Q\) may be divided into two parts: the search in the first component of \(O(N)\) (i.e., in subgroup \(SO(N)\)) and the search in the second component where the determinant of orthogonal matrices equals -1. Initially we restrict ourselves to the first subset. A generalization to the whole group \(O(N)\) will be done by analogous consideration of the second subset while searching for discrete symmetries. The only difference will be that in the second case, it will be necessary to replace \(Q \rightarrow \text{diag}\{-1,1\ldots1\}Q\).

3.1 Continuous Subgroup of Symmetry

First, we consider the continuous subgroup of symmetry \(\mathcal{G}_1\). Nontrivial permutations of matrices \(B_i\) can not result from transformations which belong to \(\mathcal{G}_1\), since it is impossible to continuously move from the identical transformation (which implies that matrices \(B_i\) are not permuted) to any transformation \(Q\) yielding a non-trivial permutation of matrices \(B_i\). Note that any such \(Q\) has a neighborhood of transformations which do not yield the trivial permutation of
the matrices $B_i$. So the invariance conditions must hold:

$$Q^T AQ = A, \quad Q^T B_i Q = B_i, \quad i = 1, \ldots, M.$$  \hfill (15)

For orthogonal transformations $Q$, this is equivalent to commutativity:

$$AQ = QA, \quad B_i Q = QB_i, \quad i = 1, \ldots, M.$$  \hfill (16)

Proposition (2) is a “folklore” fact of matrix analysis (the proof is in appendix):

**Proposition 2.** Any matrix $Q \in SO(N)$ can be represented as a matrix exponential function of a skew-symmetric matrix. The converse is also true: the exponential function of any skew-symmetric matrix is an orthogonal matrix.

So with some skew-symmetric matrix $X$ we have $Q = e^X$. The set of skew-symmetric matrices $X$ make up the Lie algebra corresponding to this Lie group [17]. (The Lie algebra corresponding to $SO(N)$ is usually denoted by $so(N)$.) Any Lie algebra is also a linear space, any of its elements can be expressed by means of basis elements, called generators. Thus, any element of the Lie algebra can be represented as:

$$X = \sum_n a_n G_n,$$

where $a_n$ are real numbers, $G_n$ are the generators. The space of skew-symmetric matrices has a dimension $N(N - 1)/2$, and there will be as many coefficients $a_n$ and as many generators. As generators, one can choose matrices containing one unit element above the main diagonal (the rest are zeros), then the skew-symmetry uniquely determines the remaining matrix elements of these generators. So, any element $Q$ of $SO(N)$ can be represented as:

$$Q = e^{\sum_n a_n G_n}.$$ \hfill (18)

Since the desired continuous subgroup of symmetry $G_1$ is a subgroup of $SO(N)$, so representation (18) is also valid for it, but, generally speaking, the parameters $a_n$ are not independent now. Thus, the search for this subgroup essentially reduces to finding the restrictions on parameters $a_n$.

It is quite obvious that in order for commutativity conditions (16) to be satisfied, it suffices that the following conditions hold true:

$$\begin{cases} B_i \left( \sum_n a_n G_n \right) = \left( \sum_n a_n G_n \right) B_i, \\ A \left( \sum_n a_n G_n \right) = \left( \sum_n a_n G_n \right) A. \end{cases}$$  \hfill (19)

It means that if matrix $X$ commutes with all matrices $B_i$ and with matrix $A$, then $X$ lies in Lie algebra of $G_1$. Indeed, expanding the exponential function in a
power series, we see that if the matrices $A$ and $B_i$ commute with the argument of this function, then they commute with the exponential function itself. Note that condition (19), generally speaking, is not necessary to fulfill (16). However, the continuous subgroup of symmetry, as a connected Lie group, is completely determined by its Lie algebra, so it is completely determined by the restrictive relations for elements of the Lie algebra\(^3\). Thus, in search for the continuous subgroup of symmetry, (16) may be replaced with (19).

Equations (19) are a system of linear algebraic equations that determine parameters $a_n$. This system is homogeneous, so it has a continuum of nonzero solutions. Note that there is always a trivial zero solution to the system of equations (19) corresponding to an identity matrix $Q$. Some of parameters $a_n$ remain “free” (these will be the parameters of the desired subgroup), and the rest of $a_n$ may be linearly expressed through the “free” ones. The solution to this system of equations (19) can be obtained constructively by the Gauss method.

The condition of problem invariance under transformation $Q$ turns into

\[
Q = e^{\sum_n a_n \hat{G}_n},
\]

where the sum goes over the “free” parameters $a_n$, and the new generators denoted by $\hat{G}_n$ are linear combinations of the former generators $G_n$. The set of all $Q$ matrices satisfying (20) is parameterized by a finite set of real parameters $a_n$. Note, however, that this set of matrices is not necessarily isomorphic to a Euclidean space, since more than one set of parameters $a_n$ can correspond to the same $Q$.

Let us show that the set of matrices defined by formula (20) is a group. To this end, it is sufficient to prove that this matrix set $\hat{A} = \{X, X = \sum_n a_n \hat{G}_n\}$ is a Lie algebra. For a matrix algebra to be a Lie algebra, it is necessary and sufficient to be closed relative to the calculation of the commutator, i.e. $\hat{A}$ is Lie algebra if and only if for any $\hat{X}_i, \hat{X}_j \in \hat{A}$ a commutator

\[
[\hat{X}_i, \hat{X}_j] = \hat{X}_i \hat{X}_j - \hat{X}_j \hat{X}_i,
\]

is also an element of $\hat{A}$. This is easily verified in our case. Indeed, since all $\hat{X}$ lie in $so(N)$, their commutators also lie in $so(N)$. Therefore, for them to lie not only in $so(N)$, but also in $\hat{A}$, that is, for this algebra to be a Lie algebra, it is sufficient that these commutators satisfy the same restrictive conditions that distinguish set $\hat{A}$ from $so(N)$. The restrictive conditions (19) mean that all $\hat{X}$ commute with all matrices $B_i$ and with matrix $A$. But then all the products of such $\hat{X}$ also commute with all matrices $B_i$ and with matrix $A$. And then the commutator $[\hat{X}_j, \hat{X}_j]$, which is a product difference, satisfies the same restrictive conditions. Thus, the set of matrices $\hat{A}$ is a Lie algebra, and therefore the set of matrices defined by formula (20) is a Lie group.

\(^3\)For abstract groups, such a unique connection exists only in the case of simply connected groups; otherwise, an abstract exponent cannot be uniquely determined.

But in our case of a matrix group, the matrix exponent is uniquely determined.
Now let us prove that the set of matrices defined by formula (20) is the whole continuous subgroup of symmetries $G_1$. We will show that a converse leads to a contradiction. Indeed, the converse assumption implies that in the algebra of the continuous group of symmetry there is at least one more generator $G_{\text{extra}}$ (with its own coefficient, let it be $b$), linear independent from generators $\hat{G}_n$. But then there is a one-dimensional subgroup of $G_1$ produced by the element $Q = e^{bG_{\text{extra}}}$. If we substitute this $Q$ into the invariance condition (16), differentiate with respect to $b$ and set $b = 0$, then it turns out that $G_{\text{extra}}$ satisfies exactly the same condition, which distinguishes the set of matrices $A$ from the entire Lie algebra of group $SO(N)$. So this additional generator lies in the linear hull of the generators $G_n$. Which is a contradiction. So we have proved the following

**Theorem 1.** The continuous subgroup of symmetries $G_1$ consists of orthogonal transformations with matrices expressed by the matrix exponential function $e^{\sum_n a_n\hat{G}_n}$, where $a_n$ are any real-valued parameters, and all $\hat{G}_n$ make up a basis of the space of solutions to the system of linear equations (19) in the linear space of the $(N \times N)$ skew-symmetric matrices.

### 3.2 Discrete Group of Symmetry

In the case of discrete symmetry, nontrivial permutations of matrices $B_i$ are possible. Therefore, the condition (16) is replaced by the following:

$$AQ = QA, \quad B_iQ = Q\sum_{j=1}^{N} L_{ij}B_j, \quad i = 1, \ldots, M. \quad (22)$$

There are $M!$ permutation matrices $L$ and they can be enumerated for small problems. Then we can assume that in (22) $L_{nm}$ are known. (Note that if we generalize Problem (1) so that some of the constraints have inequalities $\leq$, some have inequalities $\geq$, and some have equalities, then the permutations in each of these three subgroups should be considered.) Furthermore, iterating over all possible matrices $L$, one can solve equations (22) with respect to $Q$. But it must be taken into account that matrix $Q$ lies in $SO(N)$, otherwise equation (22) is not valid. To this end, one can represent $Q$ as a matrix exponential function (18) and solve the equation for $N(N - 1)/2$ parameters $a_n$ as variables. The same should be done with matrix $Q\text{diag}\{-1, 1, \ldots, 1\}$. The resulting equations will involve exponential functions, so for their solution in each particular case, it is necessary to develop a special numerical method. Alternatively, one can solve equations (22) for matrix $Q$ as a variable, conditioned that $QQ^T = E$. 
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4 Illustrative Examples

4.1 Example with Trivial Continuous Subgroup of Symmetries

Let us apply the obtained results to a quadratic programming problem with $N = M = 2$, defined by the following matrices (see Fig. 1)

$$A = \begin{pmatrix} 1.0 & 0.0 \\ 0.0 & 0.8 \end{pmatrix},$$  

$$B_1 = \begin{pmatrix} 0.5 & 2.0 \\ 2.0 & 0.5 \end{pmatrix}, \quad B_2 = \begin{pmatrix} 0.5 & -2.0 \\ -2.0 & 0.5 \end{pmatrix}.$$  

In this example, $B\Sigma$ is the identity matrix, and so $S = E$, therefore transformation (13) is not necessary. The feasibility area corresponding to matrices $B_1$ and $B_2$ is shown in Figure 1. Its rotational symmetry properties (as well as the symmetry properties of the problem which involves matrix $A$) are obvious from geometric considerations: the symmetry group of the domain $D$ consists of the identical transformation (the identity matrix), rotations of 90 degrees, 180 degrees and 270 degrees (the latter is also the inverse element to the rotation of 90 degrees). In total, there are four elements of the group.

For the symmetry group of the problem, 90 and 270 degrees rotations disappear, the two other elements of the group remain. It is also clear that there will be four local optima, two of which are global.

Let us now verify that the results described above give the same result. Firstly, in this two-dimensional case there is only one generator:

$$G = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$

Fig. 1: Feasibility domain defined by matrices $B_1$ and $B_2$ in Subsection 4.1.
Accordingly, there is only one coefficient $a$. The generator $G$ does not commute with any of the matrices written above. Therefore, the system of equations (19) has only one zero solution corresponding to an identity matrix $E$. The continuous subgroup of symmetry in this example degenerates into a trivial subgroup of one identity element.

To find a discrete symmetry by direct calculations, we note that

$$e^{aG} = \begin{pmatrix} \cos a & \sin a \\ -\sin a \cos a \end{pmatrix},$$  \tag{26}$$

$$B_1 e^{aG} = 0.5 \cos a E - 2 \sin a D + 0.5 \sin a G + 2 \cos a H,$$

$$e^{aG} B_1 = 0.5 \cos a E + 2 \sin a D + 0.5 \sin a G + 2 \cos a H,$$

$$B_2 e^{aG} = 0.5 \cos a E + 2 \sin a D + 0.5 \sin a G - 2 \cos a H,$$

$$e^{aG} B_2 = 0.5 \cos a E - 2 \sin a D + 0.5 \sin a G - 2 \cos a H,$$

$$A e^{aG} = 0.9 \cos a E + 0.1 \cos a D + 0.9 \sin a G + 0.1 \sin a H,$$

$$e^{aG} A = 0.9 \cos a E + 0.1 \cos a D + 0.9 \sin a G - 0.1 \sin a H.$$  \tag{27}$$

where

$$D = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$

$$H = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.  \tag{28}$$

Substituting this all into the equations from Section 3, we obtain the following. When considering the symmetry of $D$ without permutations of matrices $B_i$, we obtain the equation $\sin a = 0$, and with permutations, the equation $\cos a = 0$. The first one corresponds to the identical transformation and a rotation of 180 degrees ($a = 0, \pi$). The second one corresponds to rotations of 90 and 270 degrees ($a = \pi/2, 3\pi/2$). Thus, a formal application of the above formulas agrees with the geometric considerations.

If we additionally require the symmetry of the objective function, then in both cases (with the permutation and without it) the second equation $\sin a = 0$ will appear, excluding rotations of 90 and 270 degrees. Finally, to obtain all symmetries of the problem, one has to solve equations (22) for the matrix $\text{diag}\{-1,1\} e^{aG}$ and join the resulting symmetries with the rotations found before.
4.2 An Example with Non-Trivial Continuous Subgroup of Symmetries

As a second example, now with a continuous symmetry, we can take a problem with $N = 3, M = 2$ defined by the following matrices

\[ A = \text{diag}\{1, 1, 1\}, \]
\[ B_1 = \text{diag}\{2, 2, 0\}, \]
\[ B_2 = \text{diag}\{-1, -1, 1\}. \]  

In this example, the objective function is obviously invariant under any transformations from $SO(3)$, so the symmetry of the problem coincides with the symmetry of $\mathcal{D}$. Again, transformation (13) is not necessary here, since $B_\Sigma$ is the identity matrix.

In this example, we will choose the generators in the following form:

\[ G_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix}, \quad G_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad G_3 = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \]  

Substituting this into (19) we see that $a_1 = a_2 = 0$, and the arbitrary parameter is $a_3$. Thus, the continuous symmetry subgroup is described by the following one-parameter matrix family:

\[ e^{a_3G_3} = \begin{pmatrix} \cos a_3 & -\sin a_3 & 0 \\ \sin a_3 & \cos a_3 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]  

To find the discrete symmetry in this particular case, it is more convenient to represent matrix $Q$ not in the exponential form (18) but rather through the Euler parameters $\alpha$, $\beta$ and $\gamma$, as a product of three exponential functions:

\[ Q = e^{\alpha G_3}e^{\beta G_1}e^{\gamma G_3}. \]  

Now we substitute (32) into equation (14), which may be written as

\[ e^{-\gamma G_3}e^{-\beta G_1}e^{-\alpha G_3}B_i e^{\alpha G_3}e^{\beta G_1}e^{\gamma G_3} = \sum_{j=1}^{M} L_{ij} B_j, \quad i = 1, \ldots, M. \]  

Note that $\exp(\alpha G_3)$ commutes with both matrices $B_1, B_2$, and therefore the left factor cancels out. The last factor also cancels out after multiplying the equations on the left and on the right side by the similar exponential functions. So the defining equation (14) reduces to

\[ e^{-\beta G_1}B_i e^{\beta G_1} = \sum_{j=1}^{M} L_{ij} B_m, \quad i = 1, \ldots, M. \]
We have two options for permutations: one trivial and one non-trivial. Accordingly, two options are obtained. The first:

\[
\begin{align*}
& e^{-\beta G_1} B_1 e^{\beta G_1} = B_1, \\
& e^{-\beta G_1} B_2 e^{\beta G_1} = B_2.
\end{align*}
\] (35)

the second:

\[
\begin{align*}
& e^{-\beta G_1} B_1 e^{\beta G_1} = B_2, \\
& e^{-\beta G_1} B_2 e^{\beta G_1} = B_1.
\end{align*}
\] (36)

We note that due to the equality \( B_2 = E - B_1 \), in both cases the second equation can be reduced to the first one and vice versa. So from two equations it is enough to solve only one. By direct calculations we obtain the following:

\[
e^{\beta G_1} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & c & -s \\ 0 & s & c \end{pmatrix},
\] (37)

where for simplicity of notation we denote \( s := \sin \beta \), \( c = \cos \beta \). Further direct calculations give

\[
e^{-\beta G_1} B_1 e^{-\beta G_1} = 2 \begin{pmatrix} 1 & 0 & 0 \\ 0 & c^2 - cs & -cs \\ 0 & -cs & s^2 \end{pmatrix}.
\] (38)

In the case of the trivial permutation, this reduces to a system of equations that has two obvious solutions: \( c = \pm 1 \), \( s = 0 \). This results in two options for matrix \( Q \):

\[
\begin{align*}
& e^{\alpha G_3} \text{diag}\{1, 1, 1\} e^{\gamma G_3}, \\
& e^{\alpha G_3} \text{diag}\{1, -1, -1\} e^{\gamma G_3}.
\end{align*}
\] (39)

Obviously, the first matrix belongs to a continuous subgroup of symmetry, it does not need to be taken into account, since such matrices are already taken into account above. The second matrix, however, does not belong to the continuous subgroup\(^4\). As a representative of this component, we can take the above expression, written for \( \alpha = \gamma = 0 \), i.e. just \( \text{diag}\{1, -1, -1\} \).

In the second case, where the permutation of matrices \( B_i \) is non-trivial, the system of equations obviously has no solutions.

Thus, the subgroup of orthogonal symmetries with determinant 1 in this example consists of two connected components. The first one is described by the matrix family (31), parametrized by one real parameter (rotation angle). The second one is described by the same matrices, but multiplied by \( \text{diag}\{1, -1, -1\} \).

To obtain the whole group \( G \), one has to solve the equations from Section 3 for the matrix \( \text{diag}\{-1, 1, 1\} Q \) and join the resulting symmetries \( Q \) to the subgroup of orthogonal symmetries with determinant 1 which we found above.

\(^4\) This is because \( Q_{33} \) is \(-1\), rather than 1 as in the continuous subgroup.
5 Discussion

As a “brute force” approach to finding all symmetries of the problem, one can formulate a non-linear optimization problem in $\mathbb{R}^{N^2}$:

$$
\min \left( \|AQ - QA\| + \sum_{i=1}^{M} \|B_iQ - QC_i(L)\| : QQ^T = E \right)
$$

where $Q$ is a matrix of variables, the matrices $C_i(L)$ are defined by $C_i(L) := \sum_{j=1}^{M} L_{ij} B_j$, and $\| \cdot \|$ denotes any matrix norm. A set of optimal solutions (with zero objective value) gives the set of orthogonal symmetry transformations. The union of $M!$ such sets, taken over all permutation matrices $L$, makes up the whole group $\mathcal{G}$. In the case of trivial continuous subgroup of symmetry, each of the $M!$ problems has a discrete set of optimal solutions, which, in principle, may be found e.g. by a multi-start of a gradient descent method.

There are other options to find group $\mathcal{G}$ using non-linear programming. For example, one can similarly formulate a minimization problem with respect to the elements of matrix $P$. Moreover, there is no need to impose the condition $\det(P) \neq 0$, since it follows from (5) that the square of this determinant is equal to 1. Analysis of the properties and methods of solution of these non-linear optimization problems is beyond the scope of the paper.

In applications of quadratic programming, it is not necessary to find all symmetries of a problem to improve performance of solution algorithms, such as the branch and cut method. If some valid cuts are known already for the problem instance, then each linear symmetry of a problem may be used to double the set of valid cuts. Even if there were no cuts known before, then any symmetry $P \in \mathcal{G}$ which maps a hemi-space $\{ x : a^T x \geq 0 \}$ into the hemi-space $\{ x : a^T x \leq 0 \}$ with some $a \in \mathbb{R}^N$ then the constraint $a^T x \geq 0$ may be added to the set of problem constraints as a valid cut.

If $\mathcal{G}$ has a non-trivial continuous subgroup so large that any element of $\mathcal{D}$ may be mapped onto some hyper-plane in $\mathbb{R}^N$ by a corresponding $P \in \mathcal{G}$, then the problem dimension may be decreased by one, see e.g. the problem from Subsection 4.2, where any vector may be rotated by mapping (31) with an appropriate angle $a_3$ into the subspace $\{ x : x_1 = 0 \}$. In this respect, it would be appropriate to study the following hypothesis: Problem (1) may be reduced to a problem of the same form in solutions space $\mathbb{R}^{N-K}$, where $K$ is the size of the basis mentioned in Theorem 1.

In local search, the problem symmetries may be used to identify equivalence classes of local optima (consisting of local optima, identical up to a symmetry transformation) since obviously, local optima are mapped to local optima under invertible linear symmetries of the problem. In the multi-start procedure, a smaller number of visited equivalence classes, compared to the number of visited local optima, should tighten estimates of the total local optima number [5, 14].
6 Conclusions

The results obtained in this paper further extend the applicability of the approach to improving algorithms performance in the mathematical programming, employing symmetries of the problem. The authors are not aware of other works on problem symmetries, based on the theory of Lie groups and Lie algebras. It is expected that the proposed approach may be extended to other types of problems in the mathematical programming. In particular, it would be interesting to try extending the analysis to the general case of problem (1) without the assumption of positive-definiteness of the sum of matrices of quadratic forms. It is challenging in this case that instead of the group of orthogonal transformations $O(n)$ one would have to consider the more general pseudo-orthogonal group $O(p,q)$. Technical development of the outlined method for finding problem symmetries is also a subject of further research.
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Appendix

This appendix contains the proof of Proposition 2 and will be removed from the final version of the paper in the case of acceptance. To prove Proposition 2, we will use the following statement.

**Proposition 3.** If two matrices $M_1$ and $M_2$ commute, i.e. $M_1M_2 = M_2M_1$, then $e^{M_1}e^{M_2} = e^{M_1+M_2}$.

**Proof of Proposition 2.** The orthogonal matrix is normal. Therefore\(^\text{6}\), the matrix $M$ is orthogonally equivalent to a block-diagonal matrix $A$, i.e.:

$$Q = W^TAW. \tag{40}$$

$W$ is an orthogonal matrix, the blocks of the matrix $A$ have a size of no more than $2 \times 2$. In particular, the blocks of size $2 \times 2$ have the form:

$$\begin{pmatrix} a & b \\ -b & a \end{pmatrix}. \tag{41}$$

The orthogonality of $Q$ implies the orthogonality of such blocks, i.e.

$$\begin{pmatrix} a & b \\ -b & a \end{pmatrix}^T \begin{pmatrix} a & b \\ -b & a \end{pmatrix} = \begin{pmatrix} a^2 + b^2 & 0 \\ 0 & a^2 + b^2 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \tag{42}$$

Therefore

$$a^2 + b^2 = 1. \tag{43}$$

\(^5\) See, e.g. § 2.7 in Onishchik, A.L., Vinberg, E.B.: Lie Groups and Algebraic Groups. Springer (1990)

\(^6\) According to Theorem 2.5.8 from Horn, R.A., Johnson, C.R.: Matrix Analysis. Cambridge University Press (2012)
Note that
\[
\det \begin{pmatrix} a & b \\ -b & a \end{pmatrix} = 1.
\] (44)

Orthogonality of \( A \) also implies that blocks of size \( 1 \times 1 \) can be either 1 or \(-1\). The determinant of the entire matrix \( A \) is the product of determinants of the blocks; the orthogonal transformation of the determinants does not change. Since the determinant of \( Q \) equals one, it follows that the number of \( 1 \times 1 \) blocks containing \(-1\) is even, so that they can be pairwise combined into blocks of the form (41) with \( a = -1 \), \( b = 0 \). Thus, we can assume that there are blocks of the form (41) and blocks with one element 1.

Now we show that there is an exponential representation of the matrix \( A \). To this end, it suffices to demonstrate that such a representation exists in the invariant subspaces, i.e. subspaces of blocks 1 and blocks of the form (41). The first case is trivial, so just consider the blocks (41). We denote such a block as \( B \) and since \( a^2 + b^2 = 1 \), we can write:
\[
B = \begin{pmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{pmatrix}.
\] (45)

Consider the exponential function \( e^{\phi G} \), where the matrix \( G \) is of the form:
\[
G = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\] (46)

We expand the exponential function in a power series and note that for the even powers it holds that
\[
G^{2n} = (-1)^n E,
\] (47)
where \( E \) is the identity matrix. For the odd powers we have
\[
G^{2n+1} = (-1)^n G.
\] (48)

As a result, the power series for the exponential function splits into two series, one of them gives the cosine (even degrees), the other one (odd degrees) gives the sine. So,
\[
e^{\phi G} = \cos \phi E + \sin \phi G = B.
\] (49)

Thus, existence of an exponential representation of \( B \), and therefore for \( A \), is proved.

\[
A = e^C = \sum_{n=1}^{\infty} \frac{C^n}{n!},
\] (50)

where \( C \) is a matrix of a block-diagonal form, with blocks corresponding to the block given above. Let us multiply the equality by \( W^T \) on the left side and by \( W \) on the right side. Between the factors in powers, we insert identities of the form \( WW^T \). Then
\[
Q = W^T AW = \sum_{n=1}^{\infty} \frac{(W^T CW)^n}{n!} = e^{W^T CW}.
\] (51)
The second part of the proposition (that the exponential function of any skew-symmetric matrix is an orthogonal matrix) is based on Proposition 3 and the fact that matrix transposition can be transferred to the exponent (the latter may be demonstrated considering the exponential series).