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Abstract:

Background: As people prefer to obtain medical knowledge online, medical intelligence question-answer systems based on question matching have attracted more and more attention, especially in China. However, due to the lack of paraphrase corpus of medical question, the development of this field is limited.

Objective: We propose a method for paraphrase generation which suitable for the Chinese medical field and use deep learning models instead of artificial evaluation for the first time. The method is designed to be able to automatically construct high quality Chinese medical paraphrase.

Methods: Validation experiments were carried out on two Chinese paraphrase data (one is general data, the other is medical data). Neural machine translation is used to generated paraphrase, that is, translate a sentence into other languages, and then reverse-translate it back to the original language to get the corresponding paraphrase. BLUE, ROUGE, are used as quantitative evaluation metrics. Three deep text matching models are used to evaluate the generated paraphrase, instead of manual. Precision, Recall, F1 and AUC are used as qualitative evaluation metrics.

Results: 49908 and 4062 paraphrases were generated on the two datasets, and the generated efficiency was 97.03% and 98.38%, respectively. For the data in the two fields, the generated and original paraphrase pairs are very similar at the quantitative and qualitative evaluation metrics, especially the medical field. Take medical data as example, BLUE of generated and original paraphrase pairs are 0.556 and 0.626, respectively; the mean difference of AUC between the two groups was 0.015.

Conclusions: We first propose a paraphrase generation method based on neural machine translation and use deep text matching model instead of manual evaluation to evaluate the generated paraphrase. By analyzing the evaluation metrics, it can be concluded that: the paraphrase generated method has reached or even exceeded the level of artificial construction at the semantic level, especially in medical field; the deep text matching model can replace manual evaluation and realize automated paraphrase generation. This is of great significance to the development of Chinese medical paraphrase generation.
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Introduction

With the growth in the living standards, people are paying more and more attention to physical health, and hoping to obtain medical information conveniently online [1], especially during the covid-19 epidemic period. The famous online medical business websites in China include ‘haoyisheng.com’, ‘120ask.com’ etc, while the well-known similar websites in other countries include ‘DailyStrength’, ‘MD-Junction’, etc. As times goes on, these websites’ question-answer record accumulate and form big data, which is the products of the wide participation of the people and contains a large number of real cases and high potential medical value [2]. With the constant
growth of medical data, we are all confronted with the problem of how to find answers to the
questions we have [3]. Meanwhile, a large number of users—many of whom often ask similar, if
not identical, questions—have placed a tremendous burden on the doctor-side and cause timely reply
to be nearly impossible [4]. Thus, it is essential to develop techniques which can efficiently address
the problem of medical question answering.

Question answering (QA) is an application of natural language processing (NLP) that tries to
fulfill that need and has been receiving a lot of attention since the late 90s with evaluation campaigns
such as TREC [5]. It is a specialized type of information retrieval that returns precise short answers
to queries posed as natural language questions [6-8]. The relevance and trustworthiness of the
answers returned is of utmost importance in QA systems, and the latter especially for clinical domain
[3]. Meanwhile, QA systems are often susceptible to the way questions are asked [9]. Thus, QA
system based on question matching is getting more and more attention; namely, selecting
automatically from some existing medical answer records the answer to the question that best
matches a user’s question. However, due to the lack of train data, the development of QA systems
based on question matching has been greatly restricted. At present, there is a lack of large-scale
similar question data, especially in the field of Chinese medicine. The problem can readily resolve
by paraphrase generation task [10].

Paraphrases refer to texts with the same meaning but different expressions. For example, ‘can
“bailing capsule” be taken for a long time’, ‘can “bailing capsule” be taken for a long period’ are
paraphrases sentence pair. Paraphrase generation refers to a task in which given a sentence the
system creates paraphrases of it [11]. Paraphrase generation is an important task in NLP, which can
be a key technology in many applications, especially QA system.

Traditional, paraphrase generation has been addressed by using four methods, including: rule-
based methods [12], thesaurus-based methods [13, 14], grammar-based methods [15], statistical
machine translation (SMT)-based methods [16, 17]. Recent advances in deep learning, in particular
neural network based on sequence-to-sequence (Seq2Seq) learning, has made remarkable success in
various NLP tasks, including machine translation [18], paraphrase generation [19, 20], etc. Zichao
Li, et al [11], propose a new framework for the paraphrase generation, which consists of a generator
and an evaluator, both of which are learned from data. Ankush Gupta, et al [10], proposed method
is based on a combination of deep generative models (VAE) with Seq2Seq models (LSTM) to
generate paraphrases, given an input sentence.
These studies focused on building a deep learning model in paraphrase generation task and achieved good results. However, deep learning model is a supervised model, which means it’s building need a lot of train materials (paraphrase data). In the field of Chinese medicine, there is a lack of paraphrase data which can be used for building.

In contrast to building new generation model, we propose to use mature neural machine translation (NMT) in paraphrase generation task. NMT is a Seq2Seq learning model for automated translation [18]. Compared with SMT, NMT has an overwhelming advantage, not only in the manual evaluation index, but also can reduce morphological errors, lexical errors and word order errors [21-23]. Meanwhile, the NMT has verified its performance in a real medical environment. Khoong, et al. [24] assessed the usefulness of machine translation in helping patients understand discharge instructions.

The another challenge in paraphrase generation lies in the definition of the evaluation measure [11]. Traditional, ROUGE, BLEU, etc. have been used as measure metrics, which could lose the calculating of semantic similarity. To quantify the aspects that are not addressed by automatic evaluation metrics, human evaluation becomes necessary. However, human evaluation will cost a lot of labor, and the results of evaluation could easily be subjectively affected. Hence, we propose to use the deep text matching models as an alternative to human evaluation. In recent years, with the development of NLP, a variety of matching models based on neural networks have been emerged and achieved good performance. The core of these models is similarity calculation, not only at the character level but also the sentence level [25-27].

In this study, we propose to use neural machine translation (NMT) in Chinese medical paraphrase generation task. It was verified on two Chinese paraphrase corpora, one is a general corpus, and the other is a medical corpus. BLEU and ROUGE metrics have been used in order to evaluate the results of approach. In addition, it is worth noting that we innovatively using deep text matching models instead of humans to evaluate the similarity.

**Material and methods**

**Approach Description**

The core of the approach is machine translation (MT). Literally understandable, machine translation is a technique that leverages computers to translate human languages automatically. MT models can be divided into two categories: statistical machine translation (SMT) and neural machine translation (NMT). NMT, which models direct mapping between source and target languages with
deep neural networks has achieved a big breakthrough in translation performance and and even approached human-level translation quality, especially parity on Chinese-to-English translation [28, 29]. At present, there are many translators based on neural machine translation, Google Translate (GT) [30] delivers roughly a 60% reduction in translation errors on several popular language pairs [18].

Based on the above, we aim to use NMT as generative model for Chinese medical paraphrase generation task. Specifically, it can be divided into two steps. The first step is using the Google Translate (GT) based on NMT to translate the Chinese original sentence into an English interlanguage sentence. In the second step, using the GT again to reversely translate the interlanguage sentence back to the Chinese form to obtain the paraphrase sentence. (Figure 1).

Data Sources

We evaluate our approach on two datasets, one of which (CCKS2018_Task) is a Non-medical field paraphrase dataset and the other (Chinese_covid) is a dataset in medical field.

**CCKS2018_Task.** It is the dataset of ‘CCKS2018 WeBank Intelligent Customer Question Matching Contest’. This Contest is a real scene sentence intention matching task organized by the Intelligent Computing Research Center of Harbin Institute of Technology (Shenzhen). The dataset consists of 100K lines of Chinese question paraphrase pairs. Each line of data is composed of source sentence, reference sentence and labels. The label represents the similarity value of each paraphrase pairs, and the value is 0 or 1 (0 means dissimilar, 1 means similar).

**Chinese_Covid.** It is a Chinese medical dataset in 2020. The dataset consists of over 10K lines of question paraphrase pairs. Each line contains IDs for each question in the pair, the full text for each question, and a binary value that indicates whether the questions in the pair are truly similarly or not. Wherever the binary value is 1, the question pair is similarity.

The above data can be divided into pairs of similar and dissimilar paraphrase sentence pairs according to the label, that is, the label is 1 (denoted as positive question pairs) and the label is 0 (denoted as negative question pairs).

Evaluation

**Quantitative Evaluation Metrics.** For quantitative evaluation, we use the well-known automatic evaluation metrics: BLEU [31], ROUGE [32]. Previous work has shown that these metrics can perform well for the paraphrase recognition task [33] and correlate well with human judgments.
in evaluating generated paraphrases [34]. Both of these scores lie between the range of 0 and 1 (or 0 and 100). Note that higher BLEU and ROUGE scores are better.

**BLEU** (Bilingual Evaluation Understudy) considers exact match between reference paraphrase(s) and generated paraphrase(s) using the concept of modified n-gram precision and brevity penalty. The score of it ranges from 0 to 1. The closer the score to 1, the higher the translation quality.

\[
BLEU = BP \times \exp \left( \sum_{n=1}^{N} W_n \times \log P_n \right) \tag{1}
\]

\[
BP = \begin{cases} 
1, & l_c > l_r \\
\exp (1 - l_r / l_c), & l_c \leq l_r
\end{cases} \tag{2}
\]

\(P_n\) in the formula refers to the precision of N-gram. \(BP\) is the penalty factor. \(W_n\) refers to the weight of the N-gram, which is generally set as a uniform weight, that is, \(W_n = 1/N\) for any n. \(l_c\): the length of the generated. \(l_r\): the length of the shortest reference.

**ROUGE** (Recall-Oriented Understudy for Gisting Evaluation) which is mainly based on the recall rate (Recall) including: ROUGE-N, ROUGE-L, etc.

\[
ROUGE - N = \frac{\sum_{S \in \text{ReferenceSummaries}} \sum_{gram_{N \in S}} \text{Count}_{match}(gram_N)}{\sum_{S \in \text{ReferenceSummaries}} \sum_{gram_{N \in S}} \text{Count}(gram_N)} \tag{3}
\]

\[
R_{LCS} = \frac{\text{LCS}(C, S)}{\text{len}(S)} \tag{4}
\]

\[
P_{LCS} = \frac{\text{LCS}(C, S)}{\text{len}(C)} \tag{5}
\]

\[
F_{LCS} = \frac{(1 + \beta^2)R_{LCS}P_{LCS}}{R_{LCS} + \beta^2P_{LCS}} \tag{6}
\]

ROUGE-N mainly counts the Recall on N-grams. The denominator of the formula is the number of N-grams in the reference, and the numerator is the number of N-grams shared by reference and generated. ROUGE-L uses the longest common subsequence of generated C and reference S when calculating, L is the longest common subsequence (LCS). \(R_{LCS}\) in the formula is the recall rate, while \(P_{LCS}\) is the accuracy. \(F_{LCS}\) is ROUGE-L.

**Qualitative Evaluation Metrics.** To quantify the aspects that are not addressed by automatic evaluation metrics, human evaluation becomes necessary. However, human evaluation will cost a lot of labor, and the results of evaluation could easily be subjectively affected. Hence, we propose to use the deep text matching models as an alternative. The main steps of this qualitative evaluation method can be summarized as follow (Figure 2): First, the original question pairs (source
and reference) in each data source are split into train, valid and test set according to the ratio of 8:1:1. The test set here is also called the original test set. Second, combining the source sentence in the original test set with its corresponding generated sentence to form generated test set. Third, using train and valid set to build deep text matching models. In this study, three depth matching models were selected, including: KNRM, MVLSTM and Pyramid. Forth, using the original and generated test set to inference on the three trained models. Each model returns a number between 0 and 1 for each question pairs, which indicates the probability that whether the question pair is semantically similar or not. Precision, Recall, F1 and C-statistic are used to compare the performance of each model on the two test sets. Precision measures accuracy; Recall measures comprehensiveness; F1 considers both comprehensiveness and accuracy; AUC assessed discrimination. The more similar the performance of the two test sets on these four metrics, the higher the performance of this method.

Deep text matching model

In this paper, we used deep text matching models (K-NRM [35], MVLSTM [26] and Pyramid [27]) as an alternative to evaluate the similarity between source sentence and generated sentence. The steps of calculating the semantic similarity of the three models are basically the same, which can be divided into three steps: word representation, feature extraction and multi-layer perception.

Word Representation. Computer can't directly process the sentence. Words need to be represented in a vector or matrix first. Usually, all words in the sentence are represented by a fixed length word vector respectively, which called word embedding, such as Word2Vec[36], Glove[37], etc. Feature extraction layer. For the results obtained by word embedding, methods such as matching matrix, are used to perform data dimensionality reduction on the basis of retaining the semantic features of the two sentences, and output feature vectors of the two sentences. Multi-Layer Perception. For the feature vector obtained above, use a MLP (Multi-Layer Perception) to produce the final matching score.

K-NRM. It is a kernel based neural model for document ranking. Given a query and a set of documents, it uses a translation matrix that models word-level similarities via word embeddings, a new kernel-pooling technique that uses kernels to extract multilevel soft match features, and a learning-to-rank layer that combines those features into the final ranking score. The whole model is trained end-to-end. The kernels transfer the feature patterns into soft-match targets at each similarity level and enforce them on the translation matrix.
**Pyramid.** Inspired by the success of convolutional neural network in image recognition, where neurons can capture many complicated patterns based on the extracted elementary visual patterns such as oriented edges and corners, this method propose to model text matching as the problem of image recognition.

**MVLSTM.** This method presents a new deep architecture to match two sentences with multiple positional sentence representations. Specifically, each positional sentence representation is a sentence representation at this position, generated by a bidirectional long short term memory (Bi-LSTM). The matching score is finally produced by aggregating interactions between these different positional sentence representations, through k-Max pooling and a multi-layer perceptron.

**Results**

**Overview of generated sentences**

For the method proposed in this article, we have verified it on the two datasets CCKS2018_Task and Chinese_Covid. Specifically, for the source sentences of the positive question pairs (label = 1) in the two databases, using a NMT (in this article, it is Google Translate) to translate it into an interlanguage form (English), and then inversely translate it back to the original language form (Chinese) to construct paraphrase sentence (denoted as generated sentence). The results are as follows.

CCKS2018_Task3 data set contains 10W question pairs, of which 49,908 are positive sample data (sentence similarity = 1). After two translations by Google Translator (Chinese-English, English-Chinese), there are 1484 generated sentences and source sentences exactly the same. After excluding them, we finally constructed 48,424 valid paraphrase question pairs, with an effective ratio of 97.03%. Table 2.

Chinese_Covid contains 1W question pairs, of which 4062 are positive sample data (sentence similarity = 1). After the same process, 3996 valid paraphrase question pairs, were finally constructed, with an effective ratio of 98.38%. Table 3.

**Evaluation of the Performance**

We conducted experiments on the aforementioned data set and reported the qualitative and quantitative results of our method. The quantitative results for CCKS2018_Trask and Chinese_Covid datasets are given in Tables 4. For the CCKS2018_Trask data set, the BLEU value
of original question pairs is 0.244, however, the BLUE value of generated question pairs, which constructed by this method, is up to 0.412. Other evaluation metrics also have the same trend. The calculated result on the generated question pairs is slightly larger than that on the original question pairs. For the Chinese_Covid data set, the calculated result on the generated question pairs (ROUGE-1: 0.605) is slightly lower than that on the original question pairs (ROUGE-1: 0.678).

Three deep text matching models are built with the train and valid set and tested with original test set and generated test set. In Tables 5 and Figure 4, we report the qualitative results from various models for the CCKS2018_Task and Chinese_Covid datasets respectively.

The average F1 values of original test set and generated test set in CCKS2018_Task are 0.826 and 0.836 respectively. The average Precision values of original test set and generated test set in Chinese_Covid are 0.806 and 0.811 respectively. In addition, we made ROC curve and C- statistic to show whether the performance of these models is different between the two test sets or not. The green line in the Figure 4 represents the ROC curve of the original test set, and the purple line represents generated test set. Taking Chinese_Covid as the example, the ROC curves of two test sets basically overlap each other, the AUC values are similar, and the maximum difference is 0.02.

**Conclusions**

In this paper, we first propose a method of Chinese medical paraphrase generation based on neural machine translation and use deep text matching model instead of manual evaluation to evaluate the generated paraphrase. Validation experiments were carried out on two Chinese paraphrase data. By analyzing the evaluation indicators such as BLUE, ROUGE and AUC, it can be concluded that: The paraphrase generated method has reached or even exceeded the level of artificial construction at the semantic level, especially in medical field; Deep text matching models can replace manual evaluation and realize automated paraphrase corpus construction. This is of great significance to the development of this field. This method can quickly and automatically construct a high-quality medical paraphrase corpus. It is helpful to promote the development of medical intelligent question answering system based on question matching.
Discussion

In this study, we propose a method of medical paraphrase generation, which is based on NMT and verify its performance in the Chinese test set. In view of the shortcomings of the current research on the generated methods of paraphrase, this study mainly makes the following contributions:

Using mature NMT for paraphrase generation without training data. At present, most of the paraphrase generation models are end-to-end models based on deep learning. In the process of model building, a large amount of high-quality paraphrase corpus is needed for training. In the field of Chinese medicine, such data is lacking. In view of this situation, we propose for the first time to use NMT (GT in this study) as a substitute for paraphrase generation models to generate paraphrase. The quantity of generated paraphrases was determined using the standard similarity-[38]-BLEU and ROUGEs. METEOR (Metric for Evaluation of Translation with Explicit ORdering)[39], a commonly used standard similarity, uses WordNet to calculate the matching relationship of synonyms while calculating the similarity. This article studies the field of Chinese medicine, however, WordNet[40] is an English electronic lexical database, so METEOR is discarded.

From Table 5, we can know that for the two test sets, the test results of the original question pairs and the generated question pairs of each standard similarity are similar. This shows that the paraphrase generated method presented has reached the level of artificial construction in the quantitative evaluation. Specifically, for CCKS2018_Task, results of the generated question pairs are slightly larger than the original question pairs. For Chinese_Covid, the results are opposite. BLEU and ROUGEs are evaluated from the word level, especially ROUGEs include ROUGE-1, ROUGE-2, ROUGE-L. From the above formula (3-6), ROUGE-1 counts the Recall on 1-grams, ROUGE-2 counts the Recall on 2-grams, ROUGE-L uses the longest common subsequence of generated and reference sentence when calculating. At present, the translation accuracy of GT for medical words is not very well[41, 42]. Therefore, for the medical set - Chinese_Covid, the generated question pairs (BLEU: 0.556; ROUGE-1: 0.605) constructed by this method are lower than the original question pairs (BLEU: 0.626; ROUGE-1: 0.678) in quantitative evaluation.

We present a brief review of the existing work. Unfortunately, there is no study on the Chinese medical paraphrase generation. So, we compared our model with other three related English medical paraphrase generation studies (Table 6) in BLUE. The BLUE of our model are higher than that
reported for most of the paraphrase generation models in the literature, indicating that our model had better prediction performance.

**Using deep text matching model instead of manual evaluation.** In the current study, manual evaluation is the core qualitative evaluation of paraphrase corpus, which leads to the failure of automatic generation. The evaluation results are easily affected by the subjective influence of evaluator. This has affected the development of this field. We propose to use the mature deep text matching model instead of manual. Text similarity calculation is the core of deep text matching model, which can evaluate the similarity of two sentences at the semantic level. Based on this, we chose three representative deep text matching models as qualitative metrics.

We used Precision, Recall and F1 to evaluate whether there are differences between the two tests’ (original test set and generated test set) results or not. After verification, the results calculated by the deep text matching model are consistent with those calculated by quantitative metrics: BLEU and ROUGE. On the Chinese_Covid, results of the generated test set are better than the original test set, and the gap is very small. Gap of Precision, Recall, F1 and AUC are: 0.005, 0.011, 0.06, 0.015(mean). The small gap is also reflected in the quantitative evaluation metrics. Gap of BLUE, ROUGE-1 are: 0.007 and 0.073.

In particular, from figure 4, we can see that the ROC curves of the three models on the original and generated test set are very similar, and the difference in AUC values is very small: 0.015 (mean). From the above, training and valid set segmented by CCKS2018_Task and Chinese_Covid are used to build the text matching model, respectively. We think that the built models have learned the semantic information. Original and generated Test Set are tested in these models, to judge whether the paraphrase constructed by the method presented can reach the artificial paraphrase data at the semantic level. The results show that it has been reached. The deep text matching model, which considers more semantic information, is not sensitive to wrong vocabulary, comparing with traditional quantitative metrics. These explains that Chinese-Covid’s generated question pairs are lower than original question pairs in quantitative metrics, and generated test set are higher than original test set in qualitative metrics.

There are also some defects in this study, such as: only used GT as neural machine translator; inaccurate translation of medical terms. In future study, we will use other neural machine translators and GT for comparative experiments and use the combination of medical term vocabulary
(SNOMED-CT, etc) and named entity recognition (NER), which is one of Natural language processing (NLP) technology, to solve the problem of medical term translation.
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Figures

Figure 1: Illustration of paraphrase generation based on neural machine translation (NMT). Neural machine translation: It is an Seq2Seq model following an encoder-decoder framework that usually includes two neural networks respectively

Figure 2: The main steps of qualitative evaluation method

Figure 3: The illustration of similarity calculation.

Figure 4: ROC curves of CCKS2018_Task and Chinese_Covid. ROC: receiver operating characteristic curve

Tables

Table 1: Description of data sources

| Data sources      | Number, n | Label | Domain | Label = 1, n |
|-------------------|-----------|-------|--------|--------------|
| CCKS2018_Task     | 100000    | 0/1   | General| 49908        |
| Chinese_Covid     | 10000     | 0/1   | Medical| 4062         |

Table 2: Examples paraphrases generated on CCKS2018_Task

| Source              | Reference       |
|---------------------|-----------------|
| 怎么今天登录不了?   | 无法登录        |
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| Generated | 我为什么今天不能登录？ |
| Source    | 怎么更换款卡 |
| Reference | 还款卡片有改动怎么办？ |
| Generated | 如何更改款卡 |

Table 3: Examples paraphrases generated on Chinese_Covid

| Source    | 急性大咯血的症状有哪些？ |
| Reference | 急性大咯血会有什么症状呢？ |
| Generated | 急性大咯血的症状是什么？ |
| Source    | 小儿支原体肺炎的复查咨询 |
| Reference | 小儿支原体肺炎有必要复查吗？ |
| Generated | 小儿支原体肺炎的复查和咨询 |

Table 4: Results of BLUE, ROUGE on CCKS2018_Task and Chinese_Covid dataset.

| Data Source         | BLUE  | ROUGE-1 | ROUGE-2 | ROUGE-L |
|---------------------|-------|---------|---------|---------|
| CCKS2018_Task:      |       |         |         |         |
| Original question pairs | 0.244 | 0.299   | 0.085   | 0.287   |
| Generated question pairs | 0.412 | 0.450   | 0.172   | 0.428   |
| Chinese_Covid:      |       |         |         |         |
| Original question pairs | 0.626 | 0.678   | 0.436   | 0.640   |
| Generated question pairs | 0.556 | 0.605   | 0.318   | 0.564   |

Table 5: Results of Precision, Recall and F1 on CCKS2018_Task and Chinese_Covid dataset.

| Data Source       | Deep match model | Original Test Set | Generated Test Set |
|-------------------|------------------|-------------------|--------------------|
|                    | Precision | Recall | F1    | Precision | Recall | F1    |
| CCKS2018_Task      | K-NRM      | 0.781   | 0.837 | 0.792 | 0.824   | 0.922 | 0.839 |
| Pyramid            | 0.818     | 0.830   | 0.820 | 0.845 | 0.883   | 0.851 |
| Study                  | Data          | BLUE  | Number  |
|------------------------|---------------|-------|---------|
| Our study              | Chinese_covid | 10,000| 0.556   |
| Van et al.[43]         | Expert+ Automated | 6,064 | 0.548   |
| Soni et al.[44]        | CLINIQPARA    | 10,000| 0.333   |
| Adduru et al.[45]      | WikiSWiki     | 1491  | 0.099   |
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