Abstract—The provisioning of immersive point cloud video (PCV) streaming on pervasive mobile devices is a cornerstone for enabling immersive communication and interactions in the future 6G metaverse era. However, most streaming techniques are dedicated to efficient PCV compression and codec extending from traditional 3-DoF video services. Some emerging AI-enabled approaches are still in their infancy phase and are constrained by intensive computational and adaptive flow techniques. In this paper, we present ISCom, an Interest-aware Semantic Communication Scheme for PCV, consisting of a region-of-interest (ROI) selection module, a lightweight PCV streaming module, and an intelligent scheduler. First, we propose a two-stage efficient ROI selection method for providing interest-aware PCV streaming, which significantly reduces the data volume. Second, we design a lightweight PCV encoder-decoder network for resource-constrained devices, adapting to the heterogeneous computing capabilities of terminals. Third, we train a deep reinforcement learning (DRL)-based scheduler to adapt an optimal encoder-decoder network for various devices, considering the dynamic network environments and computing capabilities of different devices. Extensive experiments show that ISCom outperforms baselines on mobile devices at least 10 FPS and up to 22 FPS.
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I. INTRODUCTION

Point cloud video (PCV), represented as 3D unordered points and RGB color or mesh format, adds an additional 3-DoF movement to VR and panoramic videos than traditional 3-DoF rotation. PCV enables immersive and interactive experiences and has become a cornerstone for digital twins and future metaverse [1]. Streaming massive point cloud video in real time puts new demands on existing network infrastructure and video codecs, including: 1) Ultra-high bandwidth and ultra-low delay. PCV services require at least 1 Gbps bandwidth and reach 1 Tbps level with thousands of concurrent streams. In addition, the ideal delay is less than 5ms and is more stringent than that of traditional 3-DoF videos (i.e., <20 ms) [2]. 2) Heavy computational requirements for codec. Encoding and decoding a point cloud video using the MPEG standard are already computation intensive. For encoding motivated semantic communication for image transmission, this can then reduce the transmission data volume, which leads to an improvement in the efficiency and user experience. Recently, the second approach, i.e., AI-native semantic communication, has introduced new ideas to address the massive PCV transmission challenge. This approach reduces the transmission data volume by extracting key features of video frames and reconstructing video frames on the device side, reducing the demand for network bandwidth. Xie et al. [13] proposed a deep learning-based semantic communication system for text transmission. They extended it into a multi-user scenario to execute the visual question-answering task. Bourtsoulatze et al. [14] proposed joint source-channel coding motivated semantic communication for image transmission tasks. AItransfer [15] provided a semantic-aware transmission for real-time volumetric video services and explored an adaptive streaming technique for point cloud video. Although these deep learning-based methods can efficiently extract semantic features, they are computation intensive and difficult to deploy on resource-constrained devices, reducing the network resources by increasing the computation. Thus, AI-driven approaches are still in the exploratory stage.

Aiming to achieve a real-time PCV service on resource-constrained devices, there exist a number of key challenges, including:

- **Complex, redundant PCV content greatly increases the transmission volume and computational overhead.** PCV shares similar viewing characteristics to 3-DoF video in that the user’s viewpoint range is limited at every single moment. Hence, dynamically selecting the ROI for targeted transmission is an important technique to enhance PCV transmission efficiency and reduce energy consumption. However, existing 3-DoF video user viewpoint prediction still lacks the interest perception to integrate dynamic and static multidimensional features for selection. Thus,
selecting ROI from the complex PCV frames with existing 3-DoF methods is challenging.

- **Computation-intensive AI decoding hinders real-time PCV streaming on pervasive devices.** Emerging AI-driven transmission and semantic communication technologies promises to achieve real-time PCV transmission (i.e., at least 10 FPS). Although existing AI-driven transmission and applications concentrate on text, audio, and 2D video, implementing real-time decoding on mobile devices for 6-DoF PCV is unrealistic (e.g., only 1-2 FPS on ubiquitous smartphones). The massive computation required by AI inference challenges us to implement real-time PCV delivery on resource-constrained devices.

- **Heterogeneous interaction devices with various computing capabilities challenge the adaptive transmission of AI-driven PCV.** AI-driven PCV streaming is a promising solution for implementing low bandwidth consumption under existing network infrastructure. To enable the adaptive streaming for AI-driven PCV, dynamic network environments and heterogeneous pervasive devices with uneven computing capabilities affect the AI-native and semantic communication-based PCV transmission. This also illustrates that providing real-time PCV transmission service for these pervasive devices adaptively and intelligently is a significant and challenging effort.

We contribute, ISCom, an innovative interest-aware semantic communication scheme for PCV streaming, consisting of a two-stage ROI selection, a lightweight PCV streaming module, and an intelligent scheduler to balance the resources among communication memory and computation. To address the first challenge, we propose a two-stage efficient ROI selection method to dynamically focus transmission range, reducing network bandwidth, computational resources, and system overhead. The first stage predicts the user’s motion trajectory, combines the frustum cropping algorithm to select the initial ROI and defines the dynamic saliency intensity to further select related point cloud ROI. The second stage proposes fine-grained ROI selection from the perspective of static saliency, including texture and geometric features, which reduces transmission data volume while ensuring PCV quality. To address the second challenge, we propose a lightweight encoder-decoder transmission network adapted to devices with different computing capabilities. We analyze the existing GAN-based AI methods for point cloud reconstruction and propose a joint pruning and quantization approach to reduce the model size and parameters for deploying a decoder network on terminals. Our lightweight encoder-decoder method leverages fine-tuning techniques in each pruning or quantization process to ensure accuracy. Different pruning and quantization weights are defined for different devices to match the online codec AI model. To address the third challenge, we propose a DRL-based online intelligent scheduler considering dynamic network environments and computing capabilities of devices in AI-driven PCV streaming. We design the reward of the DRL algorithm, including the transmission delay and the reconstructed quality, and describe matching DRL states, actions, and environments. We collect historical and online scheduling records to train the designed DRL model to optimize the intelligent scheduler iteratively.

We implement ISCom on mobile devices and conduct extensive experiments on three datasets, namely, S3DIS [16], 81VFB [17] and a Synthetic dataset. We compare ISCom with baseline methods, including conventional video streaming techniques and AI-powered methods in video transmission quality, streaming efficiency, and runtime overhead. Additionally, an in-depth analysis illustrates the designed modules of ISCom performing significant contributions to the improvements. The results show that ISCom provides real-time PCV streaming services on mobile terminals between 10 and 22 FPS. The key contributions of ISCom are fourfold:

- An interest-aware semantic communication scheme for PCV streaming on pervasive terminals.
- A two-stage point cloud ROI selection method based on user trajectory prediction, greatly improving the streaming efficiency and resource consumption.
- A lightweight AI transmission method adapted to various resource-constrained mobile terminals, solving the problems of high energy consumption and high computations.
- An intelligent AI codec model scheduling method based on DRL to enhance the adaptive characteristics of PCV transmission considering dynamic networks and uneven computing capabilities of terminals.

The remainder of the paper is organized as follows. We present the background and motivation in Section II and introduce the design of ISCom in Section III. Section IV presents the implementation, and Section V presents the evaluation in detail. Afterwards, we present related work in Section VI and we conclude our paper in Section VI.

II. BACKGROUND AND MOTIVATION

We conduct a preliminary motivation study to illustrate the key challenges for achieving real-time PCV services. Specifically, we adopt three traditional compression methods, including Octree, Draco, MPEG G-PCC; and an AI-driven method, i.e., AITransfer. We transmit the down-sampled 81VFB point cloud video [17], where each frame contains about 140,000 points. We use a server equipped with 48 Intel(R) Xeon(R) Gold 5118 CPUs @ 2.30 GHz for encoding and use a vivo IQOO smartphone equipped with a 2.92 GHz CPU for decoding. The transmission is done with a 5G network with a bandwidth of around 100 Mbps. Figure 1 shows the required times for each phase in transmission.

Our key observations are as follows: 1) all methods require a longer time decoding PCV than the encoding, which is because of the encoding on a powerful server; 2) 3D tree-based methods such as Octree and Draco have fast encoding and decoding rates, furthermore, due to a low compression rate, Draco achieves a faster encoding rate than Octree; 3) MPEG G-PCC has a high compression ratio, reflected by the transmission time, but fails to encode and decode PCV at a fast rate; and 4) although AI-native transmission methods, such as AITransfer, require deploying a neural model with a relatively small compression ratio to ensure the same quality, this results in long coding time and large data volume.
In summary, dominant methods can satisfy the bandwidth requirement by compression. Figure 1(d) shows that existing compression methods cannot stream the compressed PCV at 30 FPS even with a 5G network. The main reason is that the high decoding cost on mobile devices limits the streaming efficiency, especially for streaming PCV with huge data volumes. This motivates us to design an efficient transmission framework to enable an immersive PCV experience on mobile devices. On the one hand, we reduce the network bandwidth requirements for streaming PCV through a region of interest (ROI) selection module. On the other hand, we can also reduce the computation requirements on mobile devices by exploring a lightweight PCV encoder-decoder network. For this new AI-native PCV delivery mechanism, it is clear that matching adaptive stream scheduling is also essential.

III. DESIGN OF ISCOM

Figure 2 presents the design of ISCom, addressing how to provide a 6-DoF point cloud video streaming on the mobile device with three key modules, the interest-aware selection module, the lightweight semantic-aware transmission module, and an intelligent scheduler.

A. Overview of ISCom

ISCom leverages three key modules to provide stable real-time PCV transmission under dynamic transmission environments to various mobile devices. The interest-aware selection module extracts ROI regions from the original point cloud video to decrease data volume. Next, the lightweight encoder-decoder module provides efficient PCV transmission services on mobile devices. Besides, considering the fluctuation of the transmission environment, ISCom uses the intelligent DRL scheduler to provide stable PCV transmission quality.

**Interest-aware transmission model.** This module is deployed on the edge server to reduce the size of the transmitted data. Through the two-stage ROI selection, the ROI in the PCV frame is extracted for later transmission. In detail, the complete point cloud video first goes through the coarse-grained ROI detection and selects the approximate key region information. Then, through fine-grained selection, the precise transmission region is determined.

**Lightweight encoder-decoder transmission module.** Through the lightweight AI-driven point cloud decoder design, ISCom can provide real-time PCV transmission services on most of the existing mobile devices. The processed point cloud frames are extracted with key features by the point cloud codec deployed on the edge server and sent to the mobile devices. The lightweight point cloud decoder will reconstruct the point cloud video on mobile devices when it receives the key features.

**Intelligent scheduler.** We deploy the intelligent DRL scheduler at the edge server to provide high-quality transmission services. It can sense fluctuation in the network bandwidth, the amount of transmitted data, and the computing power.
on a mobile device based on its feedback. By balancing the transmission accuracy and transmission delay simultaneously, the DRL-based scheduler can switch the optimal encoder-decoder transmission framework to ensure the quality of PCV transmission.

B. Methods of ISCom

1) Interest-aware transmission scheme: 6-DoF point cloud video shares similar characteristics with 3-DoF video in that the user can only view a portion of the content within the current field of view, which is greatly influenced by the user’s interests. [9]. Therefore, accurate prediction of users’ ROI can help us selectively reduce the amount of PCV transmission and dynamically provide on-demand streaming services.

As shown in Figure 3, we design a two-stage efficient ROI selection method for providing interest-aware PCV transmission in this module. In the first stage, we propose a coarse-grained ROI selection, predicting users’ trajectory from IMU sensors and employing the dynamic significance intensity to obtain a preliminary ROI point cloud. Afterwards, the second stage is fine-grained ROI selection that calculates static saliency intensity of preliminary ROI point cloud and then supports accurate ROI selection. Finally, we can downsample the point cloud regions according to the significance of the ROI so that the output point cloud information contains more points for the user-interest content and uses fewer points for non-ROI regions or content of lesser user interest. Figure 4 presents an example of the two-stage ROI selection mechanism. This module significantly reduces the data volume of transmission frames compared to the original frames.

Coarse-grained ROI Selection. Since the user’s field of view is limited, an accurate prediction of the user’s field of view can be used to select the user’s current ROI region for transmission. We use the same model for user pose prediction as in [18], using the previous k frames of the IMU data as input and outputting the estimated pose for the next k frames.

\[
\text{Pose}(k) = F(p_t, p_{t-1}, ..., p_{t-k}),
\]

where \(\text{Pose}(k) = [p_{t+1}, p_{t+2}, ..., p_{t+k}]\) denotes the IMU data in the next k frames. Then we can calculate the user motion trajectory based on the estimated pose. Assuming that the user is located at the virtual camera in Figure 4, we can obtain the coarse-grained viewing content based on the perspective projection matrix and frustum cropping algorithm [19]. For the point \(v\) in the original PCV frame \(F\), a coarse-grained ROI set \(\hat{F}\) can be derived after frustum cropping.

Next, we introduce dynamic saliency detection for a precise selection considering the motion features. Dynamic saliency detection is crucial due to the fact that the attentions and interests of users usually focus on the moving contents. We use the FlowNet3D [20] network to extract the motion features and define the dynamic saliency significance of the ROI to select the ROI regions. Specifically, we input \(F_{t-1}\) and \(F_t\) to FlowNet3D for prediction and output the motion components \(\vec{e}^i\) of each point \(v^i = (x^i, y^i, z^i)\). Then, we divide \(\hat{F}\) into \(T_1\) blocks and calculate the average movement \(S^D_E\) of all points in each block according to the dynamic significance intensity as follows:

\[
S^D_E = \frac{\sum_{i=1}^{N} e_i}{||\vec{e}_i||},
\]

where \(e_i\) is the flow field intensity of each point \(p_i\), indicating the movement range. Finally, we select a 60% ROI based on the average flow field intensity as the final result of coarse-grained ROI selection.

Fine-grained ROI Selection. In the next step, we propose to select a more accurate ROI from the static fine-grained saliency. Compared with dynamic saliency features, static saliency focuses on the geometric and textural features, which also considers the user’s viewing scale. First, we divide the output ROI from the first stage into \(T_2\) dense blocks of uniform size \(L \times L \times L\). We define the effect of user viewpoint on static saliency as the viewpoint descriptor from each block centre \(o_i(x_i, y_i, z_i)\) to the user viewpoint \(v(x_c, y_c, z_c)\), as follows:

\[
S^D_V = \frac{\beta}{\ln(\phi)} + (1 - \beta)\cos(\theta),
\]

where \(\beta\) is the weight of balancing distance and angle, \(\phi = ||\vec{o}_i\hat{v}||\) is the distance from the centre position \(o_i\) of each block to the user’s viewpoint \(v\). A larger \(\phi\) means the farther the user’s viewpoint is from the block, the less significant it is. \(\theta\) denotes the angle between \(\phi\) and the user viewpoint angle toward \(\hat{v}\) as follows:

\[
\theta = \frac{\vec{o}_i\hat{v} \cdot w}{||\hat{v}|\cdot|w||}.
\]

Note that the larger the \(\theta\) is, the lower the static significance. Next, we construct the geometric texture descriptor [12] to represent the chunk geometry features and texture differences, as follows:

\[
T^E_t = 1 - \exp(-\frac{1}{R} \sum_{j=1}^{R} \frac{\psi^2(t_i, t_j)}{1 + |t_i - t_j|}),
\]

where \(\psi^2(t_i, t_j)\) is the geometric texture feature distance.
between two points, which can be expressed as:

\[ \psi^2(t_i, t_j) = \chi^2(t_i, t_j) + \lambda \cdot \gamma^2(t_i, t_j). \]  

(6)

\( \lambda \) is a weighting factor to balance the weight of geometrics and texture. We set the same \( \lambda \) as 0.35 as in [12]. Based on the above definition, we can calculate the salient static features of ROI as follows:

\[ S^E = S^E_u \cdot S^E_i. \]  

(7)

Finally, we downsample the coarse-grained ROI according to the static salient, which means that a higher downsampling rate is suitable for low static saliency ROI. In addition, we show an example in Figure 4, using the interest-aware module to obtain the ROI point cloud and the edges perform smoothly by downsampling with the static saliency.

2) Lightweight PCV encoder-decoder network: Interest-aware selection effectively reduces the point cloud transmission scale. However, the user’s ROI still contains many dense points (e.g., longdress’s tasks still contain 800,000 points). Therefore, it is difficult to provide real-time PCV transmission for resource-constrained devices. The existing AI-drive encoder and decoder in AITransfer [15] can significantly reduce transmission data volume. However, this AI-driven method employs a GAN-based generative network for reconstruction, requiring heavy computational resources. In addition, AITransfer’s encoder and decoder have large parameters and require long training time and high inference latency, which obviously cannot provide real-time PCV streaming service on devices.

Pruning process. To this end, we propose a lightweight encoder-decoder network approach for resource-constrained devices. The approach jointly prunes and quantises the pre-trained model to reduce the parameters and model size for accelerating inference. Specifically, we use AITransfer [15] as a pre-trained model for training our lightweight encoder-decoder network. This process includes model pruning, quantisation, and fine-tuning processes. Given a pre-trained full-precision encoder-decoder model, it has \( N \) convolutional neural network (CNN) layers and \( M \) fully connected layers. We define \( W_i^{(n)} \) as the weight of the \( i^{th} \) channel in the \( n^{th} \) CNN layer. Our pruning process uses the same loss function of AITransfer as follows:

\[ \mathcal{L} = \lambda_{rec} \mathcal{L}_{rec} + ||\theta||^2, \]  

(8)

where \( \lambda_{rec} \) balances the EMD loss \( \mathcal{L}_{rec} \) and the loss on the point cloud rotation \( ||\theta||^2 \).

\[ \mathcal{L}_{rec} = \min_{\phi: P \leftrightarrow Q} \sum_{p_i \in P} ||p_i - \psi(p_i)||_2, \]  

(9)

where \( P \) and \( Q \) denote the reconstructed point cloud and the original point cloud, respectively. During pruning, if the current loss is below the set threshold \( l_{th} \) for triggering the pruning operation, we can calculate the \( W_i^{(k)} \) according to the pruning weight ratio \( \zeta \) for each round as follows:

\[ W_i^{(k)} = \begin{cases} S_{C \times \zeta}, k \in (1, N), \\ S_{M \times \zeta}, k \in (1, M). \end{cases} \]  

(10)

\( C \) is the number of CNN layer channels, and \( M \) is the total number of fully-connected layer weights. \( S \) represents ranking each layer’s weights according to its importance. The remaining parameters can be pruned layer by layer using the following equation:

\[ W_i^{(n)} = \begin{cases} W_i^{(n)}, |W_i^{(n)}| > 0 \\ 0, otherwise \end{cases} \]  

(11)

After each pruning step is completed, the gradient is calculated for the remaining parameters according to the loss function. When completing the setting epoch \( E \), we repeat the process mentioned above until we reach \( \zeta \) or end the pruning when completing the setting epoch \( E \).

Quantization process. We use the following formula to quantise the weights and the inputs from 32-bit to 8/16-bit to improve the inference of the decoder. The process of quantifying the weights is as follows:

\[ \hat{W}_i^{(n)} = \text{round}(q_w(W_i^{(n)} - \min(W^{(n)}))), \]  

(12)

where \( q_w \) is the scaling factor that maps the weights from 32-bits float to integer, defined as:

\[ q_w = \frac{2^m - 1}{\max(W^{(N)}) - \min(W^{(N)})}, \]  

(13)

For the input quantization, the selection of the quantification range interval significantly impacts the accuracy. Therefore, we remove significant outliers before performing quantization. Algorithm 1 presents a pseudo-code description for training the lightweight encoder-decoder network.
computing capability of devices affect the PCV streaming, the state involves the user ROI, the computing capability of the terminal, and network bandwidth.

3) Intelligent Scheduler: Since network environments and the computing capability of devices affect the PCV streaming, it requires an intelligent scheduler that considers both factors to provide the best lightweight encoder-decoder model for dynamic transmission environments. In this section, we design a dynamic transmission scheduling method that senses contexts by collecting the network bandwidth and state of devices. Then, it can adjust the codec model for optimal streaming experience in such dynamic environments based on DRL.

In Algorithm 1, we first define the lightweight encoder-decoder network training process. Then, we develop a pruning algorithm to reduce the model size. Finally, for each state, we design the reward considering these two aspects into consideration.

![Fig. 5. The NN architecture of intelligent scheduler.](image)

**Algorithm 1: Lightweight encoder-decoder network training**

**Input:** model: pre-trained model, $\zeta$: pruning sparse ratio  
**Output:** model': jointly pruned and quantised model.

1. Function PRUNING(W)  
2. $C \leftarrow \text{WeightNumberCount}(W)$;  
3. $S \leftarrow \text{Sort}(W)$;  
4. foreach $w \in W$ do  
5. | /* $\zeta$ is the pruning sparsity */  
6. | if $w < S_{\times \zeta}$ then  
7. | \hspace{1em} $w = 0$  
8. \hspace{1em} \textbf{End} foreach  
9. \textbf{Return} $W'$;  
10. Function QUANTIZING(W)  
11. $W_{\text{max}} \leftarrow \max(W)$;  
12. $W_{\text{min}} \leftarrow \min(W)$;  
13. $q_w \leftarrow \text{Eq.}(13)$;  
14. foreach $w \in W$ do  
15. | $w \leftarrow \text{Eq.}(12)$  
16. \hspace{1em} \textbf{End} foreach  
17. \textbf{Return} $W'$;

**PROCEDURE()**  
18. $N \leftarrow \text{CountModelLayer}(\text{model})$;  
19. for $n \in N$ do  
20. | $W^n \leftarrow \text{PRUNING}(W^n)$;  
21. | $\text{model}' \leftarrow \text{FineTuneTraining}(\text{model})$;  
22. \hspace{1em} \textbf{End} for  
23. $W^n \leftarrow \text{QUANTIZING}(W^n)$;  
24. \textbf{Return} $\text{model}'$;

**Fig. 5. The NN architecture of intelligent scheduler.**

**State design.** The state is a set of variables describing the state of the environment $S_t$ at the current time $t$. In PCV streaming, the state involves the user ROI, the computing capability of the terminal, and network bandwidth. Hence, we define the state as $S_t = (\vec{n}_t, \vec{c}_t, \vec{b}_t)$, where $\vec{n}_t = (n_{t-k}, n_{t-k+1}, ..., n_{t-1})$ denotes the ROI significance value in the previous $k$ frames, reflecting the fluctuation of data volume per frame. $\vec{c}_t = (c_{t-k}, c_{t-k+1}, ..., c_{t-1})$ is the estimated required computing capability or previous $k$ frames, representing the changes of mobile devices, which can be estimated from the reconstruction delay in the previous $k$ frames. $\vec{b}_t = (b_{t-k}, b_{t-k+1}, ..., b_{t-1})$ is the average network bandwidth in previous $k$ frames, reflecting the bandwidth fluctuations.

**Action and Policy.** We introduce the action space by selecting various trained lightweight encoder-decoder transmission models for state $S_t$. Hence, the policy is the probability distribution of mapping from state space to action space with the highest probability. As shown in Figure 5, we use a fully concatenated layer to process all the input and extract the underlying features between the inputs. Besides, the actor-network uses another fully concatenated layer to process the relationship between features and finally feeds the inputs into the Softmax layer to obtain the probability distribution. Then, we train the parameters in the policy network to get the optimal scheduling policy.

**Reward.** We propose a reward function applicable to the PCV transmission as follows:

$$r_t = \eta \cdot f_t + (1 - \eta)L_{P_t},$$

(14)

where $f_t$ is the frame rate at $t$ moments, $L_{P_t}$ is the transmission accuracy of the selected $P_t$, and $\eta$ is the weight to balance the transmission quality.

For the reward design, the transmission performance of image or video streaming is measured by bit rate-distortion optimization (RDO). The principle is to optimize the compression ratio and reconstruction of video quality. Consequently, we design the reward considering these two aspects into consideration. One is to represent the distortion through the accuracy $L_{P_t}$, and the other is to represent the bit rate through the frame rate $f_t$. To sum up, we use a weighted sum of the two objects for training simplicity.

**Training DRL for intelligent scheduling.** We train the intelligent scheduler by using A3C algorithms [21] because of its popular characteristic [22]. Specifically, A3C has a global network and multiple workers. Each worker updates the network parameters it has learned from the task to the global network. Then, each worker pulls the global parameters in the next learning. A3C maximizes the expected cumulative reward by training two types of neural networks, i.e., actor-network and critic network. The actor-network inputs policy $\pi$, and the critic network helps to train the actor-network.

We train the actor-network by the policy gradient method [21]. The cumulative gradient with respect to the policy parameters $\theta$ is calculated as:

$$d\theta \leftarrow d\theta + \gamma_{\theta} \log \pi(a_t|s_t; \theta)(R - V(s_t; \theta_c)),$$

(15)

where $R$ is the cumulative discounted reward, and $V(\cdot)$ is the state value function. The cumulative gradient with respect to the critic parameters $\theta_c$ is calculated as:

$$d\theta_v \leftarrow d\theta_v + \partial(R - V(s_t; \theta'_c))^2/\partial\theta_v.$$ (16)

A3C uses an entropy regularization term for the actor’s update helping the network converge to a better policy [21].
IV. Evaluation

A. Implementation

We deploy the ISCom system flow (Figure 1) on high-performance edge servers and Android smartphones. For the interest-aware selection module, we modify the source code of Flownet3D using TensorFlow and the OpenGL and Open3D libraries to implement the two-stage ROI selection. In the lightweight PCV codec module, we optimize the source code of AITransfer using TensorFlow, then prune and quantise the pre-trained model, and then convert the model to the TensorFlow-lite format for future reuse. For mobile devices, we use the TensorFlow Lite Interpreter AIP to deploy the lightweight point cloud decoder into a Java Android application and use the Java OpenGL library to render point cloud video on mobile devices. For the intelligent scheduler, the deep learning agent is implemented using the TensorFlow framework, with hyper-parameters tuned empirically.

B. Experiment setup

1) Datasets: We conduct extensive experiments using three types of point cloud datasets, including Stanford 3D Indoor Scene (S3DIS) [16], 8i Voxelized Full Bodies (8iVFB) [17], and a synthetic dataset.

- **S3DIS.** The S3DIS dataset [16] comprises of 6 large-scale indoor areas with 271 rooms. Each room contains 1.1 to 1.5 million points, and each point is annotated with one of 13 categories. We select the office area to verify the semantic understanding ability of ISCom on the whole point cloud scene.

- **8iVFB.** The 8iVFB dataset [17] provides four dynamic point cloud sequences: Longdress, Loot, Redandblack, and Soldier. Each sequence records a moving human subject at 30 FPS, over a 10 s period, where each frame contains 0.8 to 1.1 million points. We select this dataset to verify the performance of the transmission network in ISCom.

- **Synthetic Dataset.** Since there is no open source full scene PCV benchmark dataset, we manually synthesize a full scene dataset containing background and motion subjects to verify the effectiveness of the interest-aware transmission scheme. The synthetic dataset comprises of five rooms in the S3DIS Office area and 100 consecutive frames of the Longdress subject in 8iVFB, for a total of 5 × 100 = 500 frames. Specifically, we start with normalizing S3DIS and 8iVFB frames to adjust each object to the same scale and align the origin of coordinates. Then, we downsample the Longdress subject to 0.2 million points and make it match the Office area by scaling rotation and translation operations. Figure 6 presents five representative synthetic scenes in the synthetic dataset.

2) Baselines and Methods: We evaluate ISCom with three traditional compression-based systems (i.e., Octree [5], Draco [4], and MPEG G-PCC [6]); and an AI-driven transmission system (i.e., AITransfer [15]).

![Fig. 6. Synthetic datasets by placing with Longdress subject in various scenes.](image-url)
image and video fields. However, considering the fairness of experiments, we transmit point cloud frames without colour information as the same as AITransfer. Therefore, these two metrics are not usable. In this work, we adopt two commonly used geometry-based metrics to measure the quality of point cloud frame quality, including Chamfer Distance (CD) [25] and Hausdorff Distance (HD) [26]. The greater these distances are, the lower the accuracy of the reconstructed video is.

- **Streaming efficiency.** Streaming efficiency is another important metric to measure the played video quality. The efficiency involves three phases, including encoding time, decoding time, and transmission time. These three types of time consumption measure the encoding capacity, decoding capacity, and compression ratio, respectively, which jointly determine the maximum frame rate of the played video.

- **System overhead.** We measure the system overhead of different comparison methods from four aspects, i.e., CPU usage, memory usage, and device temperature. We record these metrics using the commercial software PerfDog [27] when conducting the video decoding task on different devices. To ensure the fairness of the experiment, devices only run experimental applications and the screen brightness is set to the lowest.

### C. Performance of video streaming

1) **Evaluation of video quality:** We evaluate the received video quality in ISCom and alternative systems. Specifically, we transmit the testing video without colour information under three different terminals and four network conditions (3G, 4G, WiFi, and 5G), respectively. For simplicity, we name the three different terminals as: **device-1** (equipped with a 2.92 GHz CPU), **device-2** (equipped with a 2.3 GHz CPU), and **device-3** (equipped with a 2.2 GHz CPU). The testing video contains 200 point cloud frames, where each frame is about 3.8 MB. We show the results of (1/CD) and frame rate in Figure 7-10 performance, where the frame rate is jointly determined by the transmission and decoding phases.

![Fig. 7. Results of accuracy (1/HD) and frame rate](image)

(a) Performance of device-1 in 5G (b) Performance of device-3 in 3G

We conclude that: (1) With better network and device conditions, the constructed video accuracy and frame rate are becoming higher. Moreover, to make the frame rate of all methods comparable in an order of magnitude, we have dynamically adjusted the parameters of each comparison system. (2) Base-G-PCC achieves the worst frame rate and quality. The reason is that G-PCC uses time-consuming compression algorithms in exchange for a larger compression ratio. To keep the frame rate at the same order of magnitude, we select a smaller depth parameter, which leads to lower video quality. (3) The reconstructed accuracy in Base-Octree is related to the voxel size setting. Although selecting a smaller voxel size such as 0.6 improves accuracy when compared with selecting a voxel size of 1, Base-Octree still fails to achieve high frame rates due to time-consuming encoding and decoding. (4) Draco is an efficient compression method, so Base-Draco achieves high frame rates. However, Draco ignores the accuracy, especially under a lower depth setting. (5) AITransfer almost achieves the best video quality, it can also obtain a higher compression ratio [15] benefiting from an AI-powered mechanism. However, the mechanism based on deep learning is resource intensive for mobile devices. Thus, AITransfer results in extremely low frame rates. (6) Although in terms of accuracy, ISCom is inferior to AITransfer, especially on device 1, ISCom achieves overall better accuracy and frame rates. To sum up, ISCom can achieve a balanced trade-off and obtain the most stable performance in all possible environments. Moreover, we show two other representative results of (1/HD) and frame rate in Figure 7, in which the results are similar to that of CD.

2) **Evaluation of streaming efficiency:** We evaluate the streaming efficiency of ISCom and alternative systems from three phases, i.e., encoding, transmission, and decoding. We show the average times of each phase under different network conditions and devices in Figure 11. The results illustrate that: (1) With the network conditions ranging from 3G to 5G, the transmission time in all systems becomes shorter. Also, as the computing power of the device becomes stronger, the decoding time in all systems becomes shorter. (2) For all the systems, the decoding time takes the longest compared to encoding and transmission, which illustrates that decoding point cloud videos challenges mobile devices and becomes the bottleneck when improving efficiency. Moreover, G-PCC has the longest decoding time, and this phenomenon is consistent with the last experiment. (3) ISCom achieves the shortest time in terms of encoding, decoding, and transmission in all kinds of environments, which demonstrates its streaming efficiency.

3) **Evaluation of runtime overhead:** We evaluate the runtime overhead of five systems. Specifically, we monitor the average CPU usage, memory usage (Mem), temperature (Temp), and frame rate (FPS), respectively, when transmitting a test video that has the same quality. Since the results in different environments are comparable, we just present the results of the 5G network and **device-1** in Table I.

Table I illustrates that: (1) ISCom achieves the lowest average CPU usage and temperature while keeping the highest frame rate, which is 47.5% and 2.7% better than the next best system, respectively. (2) AI-driven systems require more memory consumption than traditional compression-based systems, this is due to the fact that the memory needs to store the input data, weight parameters, and activation function of the deep neural network to calculate the error gradient. However, ISCom reduces memory usage by 41.7% compared
to AITransfer, this is because we introduce the pruning and quantitative methods in ISCom’s end-to-end model, which demonstrates the effectiveness of our designed lightweight network.

### D. In-depth Analysis

1) **Improvements of Interest-aware module:** To verify the effectiveness of the designed interest-aware module, we conduct an ablation study to compare ISCom with the ISCom without the interest-aware module, named ISCom-NoROI. We conduct this experiment using ISCom (16 × 16) model when using a 5G network on **device-1**. Table II presents the time of each phase. The results show that the input video size of ISCom-NoROI is about 30 times larger than ISCom, and thus the time consumption of encoding, transmission, and decoding is also 30 times longer than that of ISCom. This is because ISCom can adaptively detect the user’s ROI, and then cull the objects and backgrounds that the user may not care about. This interest-aware transmission mechanism greatly reduces the transmitted data volume. On the other hand, employing such a mechanism inevitably introduces additional computational latency, including coarse-grained and fine-grained ROI selection. However, the operation of ROI selection is usually conducted on high-performance multimedia servers, it is feasible to increase some burden on the server side to bring significant benefits to the resource-constrained terminals.

2) **Improvements of lightweight decoder:** To verify the effectiveness of the lightweight decoder, we compare ISCom with ISCom which only conducts pruning operations, named ISCom-P. We also compare them with AITransfer that do not conduct any lightweight operation. From the results in
Table III, we can observe that: (1) For each method, the smaller the compression ratio, the smaller the value of CD and HD, which illustrates that the reconstructed accuracy is negatively correlated with the compression ratio. The reason is that more semantic information is used during the feature extraction of ISCom. (2) After the pruning operation, ISCom-P reduces some accuracy compared with AITransfer, and when the compression ratio becomes large, this reduced accuracy is also larger. Besides, it is not surprising that the accuracy of ISCom further reduces due to the quantization operation compared with ISCom-P. (3) The pruning enables ISCom-P and ISCom to achieve lower model sizes and inference times. Moreover, ISCom conducts quantization operations to make its network model more lightweight, which leads to ISCom achieving about 10 times shorter than AITransfer, and about 3 times shorter than ISCom-P.

3) Analysis of DRL-based scheduler: We analyze the training convergence performance of the designed DRL scheduler and the analysis of the hidden layer of the policy network in Figure 12. The experiment parameters are set as follows: training epoch is 500, the learning rate of policy and value networks is set to 0.005, penalty factor γ is 0.88, and the number of hidden layers is 96. Figure 12(a) presents the convergence performance of the reward design using different η. The result shows that a large η introduces a large convergence value, which means the scheduler selects the lightweight with a lower transmission cost. A small η presents a small reward convergence value, causing the scheduler selects the model with higher accuracy. As η increases, the convergence speed becomes slower due to the gradually increasing influence of transmission speed, the network bandwidth and the computing capability of the device. Thus, the DRL network requires training more epochs to achieve a better fitting. Figure 12(b) evaluates the number of hidden layers in the policy network by setting η to 0.5. We observe that the reward has difficulty converging with fewer hidden layers, meaning the DRL is too simple to fit the complex scheduling. This is illustrated by increasing hidden layers and presenting the reward convergence. However, a large number of hidden layers causes an increase in the training difficulty and scheduling overhead.

Fig. 11. The results of streaming efficiency

Fig. 12. Analysis of reward and policy network.

To verify the effectiveness of an intelligent DRL-based scheduler, we conduct an ablation study focusing on comparing two methods, i.e., ISCom with a DRL-based scheduler (ISCom (DRL)) and ISCom using a fixed encoder-decoder model (ISCom (16x16)). We continuously transmit 300 frames

Table II: The improvements of interest-aware module

| Metrics                  | ISCom | ISCom-NoROI |
|--------------------------|-------|-------------|
| Input size (MB)          | 1.100 | 34.400      |
| Encoding time (s)        | 0.018 | 0.556       |
| Transmission time (s)    | 0.029 | 2.752       |
| Decoding time (s)        | 0.011 | 0.335       |

(a) Analysis of parameter η
(b) Number of hidden layers

![Ablation Study Results](image-url)
of point cloud video with varying data volume under the environment of fluctuating network and computing capacity. Table IV present the results of these two methods. We can observe that ISCom (DRL) achieves a shorter average transmission time, maximum transmission time, average decoding time, and maximum decoding time than ISCom (16x16). Therefore, ISCom (DRL) achieves a higher average frame rate and minimum frame rate than ISCom (16x16). These results illustrate the necessity of adopting an intelligent model scheduler. It is difficult to use a fixed encoder-decoder model in a dynamic environment, while the DRL-based scheduler makes scheduling according to the actual situation of the network and computing resources to improve streaming efficiency.

TABLE IV: Results using DRL-based scheduler

| Metrics                  | ISCom (DRL) | ISCom (16x16) |
|--------------------------|-------------|---------------|
| Avg. transmission time (s)| 0.0108      | 0.0130        |
| Max. transmission time (s)| 0.0131      | 0.0152        |
| Avg. decoding time (s)   | 0.0267      | 0.0301        |
| Max. decoding time (s)   | 0.0307      | 0.0493        |
| Avg. frame rate (fps)    | 26.5760     | 23.203        |
| Min. frame rate (fps)    | 22.8310     | 15.504        |

V. RELATED WORK

A. Point Cloud Video Streaming

Existing works stream point cloud video mainly using a combination of compression techniques [4], [6], [28] and adaptive transmission mechanisms [29], [30], [31], [32]. Compressing the point cloud video is the most intuitive way to reduce the transmitted data volume, including geometry compression, attribute compression, and motion-compensated compression [33], [34]. The geometry and attribute-based compression use octree or kd-tree structure to reduce spatial redundancy, such as PCL [28], Draco [4], G-PCC [6], GROOT [3], and deep learning-based codec [7], [8]. The motion-compensated compression studies the relationship between adjacent frames to reduce time-domain redundancy, such as V-PCC [6] and YuZu [35]. On the other hand, the adaptive transmission mechanism optimises the resource utilisation by employing DASH standard [30], tiling [9], [10], [11], [12], and viewport prediction [36], [3]. Our work is fundamentally different from these works, which use AI to extract the point cloud’s semantic features for communications.

B. Semantic Communications for Media Streaming

Existing communication systems built on Shannon’s theory ignore the semantic aspects of communication [37]. To this end, Bao et al. [38] propose a model-theoretical approach for semantic data compression and communication. Then, Shi et al. [37] propose a federated edge intelligence architecture supporting resource-efficient semantic-aware networking. Recently, the paradigm of semantic communications has been applied to media streaming, including text [13], audio [39], image [40], and 2D video [41]. For example, Oquab et al. [41] propose a video-chat compression which enables video calling only at a few kbits per second. Thus, semantic communication is a promising paradigm for point cloud video streaming with extremely high bandwidth requirements. AITransfer [15] is the first system that streams the point cloud’s semantic feature using an end-to-end neural network. However, when video streaming introduces the idea of semantic communications with AI inferring, it needs a higher computing requirement. This will change the trade-off from the communication-storage paradigm to the communication-storage-computation three-way joint optimization.

VI. CONCLUSION

The paper presents ISCom, an interest-aware semantic communication scheme for immersive point cloud video service. ISCom addresses the critical challenges for real-time point cloud video streaming on resource-constrained devices by designing an ROI selection module, a lightweight decoder network, and an intelligent scheduler for online adaptive point cloud video service. The two-stage efficient ROI selection method provides users’ interest content and significantly reduces the data volume. The lightweight decoder is the key contribution to enabling the real-time reconstruction of resource-constrained terminals, and an intelligent scheduler can provide an adaptive service for various terminals and dynamic environments. Our experimentation show that ISCom outperforms the advanced AI-driven method by at least 10 FPS and up to 22 FPS with considerable streaming quality.

ISCom has several significant advantages. First, ISCom adopts the idea of semantic communication and AI-native technology to reduce the data volume through the interest-aware framework and achieves a high compression ratio by transmitting key semantic features. Second, ISCom employs a lightweight neural network and intelligent scheduler to provide real-time point cloud video streaming even on resource-constrained devices. This feature allows ISCom to be generalised in many ubiquitous resource-constrained devices.
ISCom has two limitations. First, ISCom adopts the strategy of offline training and online flexible deployment, so it needs to cache a large number of neural network models. Although these models have been simplified by lightweight techniques, numerous models will consume considerable memory usage, which brings challenges to resource-constrained terminals. Second, ISCom uses AI-native technology to compress the spatial features of point clouds but does not study the temporal features of point cloud frames. It is a promising way to extend current AI-driven transmission capacity by combing some temporal domain optimization, such as MPEG standard.

In future research, we will 1) investigate methodologies of balancing communication, computation, and storage in AI-driven point cloud video transmission; and 2) apply ISCom to future metaverse use cases to support scalable and immersive user interactions.
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