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Abstract. We derive new convergent expansions of the symmetric standard elliptic integral $R_D(x, y, z)$, for $x, y, z \in \mathbb{C} \setminus (-\infty, 0]$, in terms of elementary functions. The expansions hold uniformly for large and small values of one of the three variables $x$, $y$ or $z$ (with the other two fixed).

We proceed by considering a more general parametric integral from which $R_D(x, y, z)$ is a particular case. It turns out that this parametric integral is an integral representation of the Appell function $F_1(a; b, c; a + 1; x, y)$. Therefore, as a byproduct, we deduce convergent expansions of $F_1(a; b, c; a + 1; x, y)$. We also compute error bounds at any order of the approximation. Some numerical examples show the accuracy of the expansions and their uniform features.
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1. Introduction

In a recent paper [5] we derived new representations of the first symmetric standard elliptic integral $R_F(x, y, z)$ in the form of convergent expansions whose terms are elementary functions. These expansions are uniformly valid in large (and unbounded) regions of the complex plane of a selected variable $x$, $y$ or $z$.

In this work we continue this line of research and investigate uniformly convergent expansions of the second symmetric standard elliptic integral $R_D(x, y, z)$,
that is defined as follows [7, Sec. 19.16, eq. 19.16.5],

\[ R_D(x, y, z) := \frac{3}{2} \int_0^{\infty} \frac{ds}{\sqrt{s} + x \sqrt{s} + y \sqrt{s + z}} \]  

(1)

where, for simplicity in the exposition, we assume at this moment that either, \( x, y \in \mathbb{C}\backslash(-\infty, 0] \) and \( z > 0 \) or \( y, z \in \mathbb{C}\backslash(-\infty, 0] \) and \( x > 0 \). In Sect. 5 we extend the results derived in this paper for positive \( z \) or \( x \) to complex values of these variables. The square roots in the denominator of (1) are assumed to be positive for positive argument. It is also reasonable to assume that the three variables are different, because otherwise this integral is an elementary function; for example \( R_D(x, x, x) = 1/\sqrt{x^3} \). The integral is normalized in the form \( R_D(1, 1, 1) = 1 \), and it is a homogeneous function of degree \(-3/2\) in its three variables [7, Sec. 19.20, eq. 19.20.18]. This means that, for \( z > 0 \),

\[ G_1(x, y) := \sqrt{x^3} R_D(z(1 + x), z(1 + y), z) \]

\[ = \frac{3}{2} \int_0^{\infty} \frac{ds}{\sqrt{s + x + 1} \sqrt{s + y + 1} \sqrt{s + 1}}, \quad x, y \in \mathbb{C}\backslash(-\infty, -1], \]

(2)

is indeed a function of only two variables \( x \) and \( y \). For \( x > 0 \),

\[ G_2(y, z) := \sqrt{x^3} R_D(x, x(1 + y), x(1 + z)) \]

\[ = \frac{3}{2} \int_0^{\infty} \frac{ds}{\sqrt{s + 1} \sqrt{s + y + 1} \sqrt{s + z + 1}}, \quad y, z \in \mathbb{C}\backslash(-\infty, -1], \]

(3)

is also a function of only two variables \( y \) and \( z \).

For convenience in the analysis, in the remaining of the paper we consider the functions \( G_1(x, y) \) and \( G_2(y, z) \) instead of \( R_D(x, y, z) \). All the results that we are going to derive in this paper for \( G_1(x, y) \) and \( G_2(y, z) \) can be translated to \( R_D(x, y, z) \) by means of the connection formulas

\[ R_D(x, y, z) = \frac{1}{\sqrt{x^3}} G_1 \left( \frac{x - z \cdot y - z}{z} \right), \quad x, y \in \mathbb{C}\backslash(-\infty, 0]; \quad z > 0, \]

(4)

\[ R_D(x, y, z) = \frac{1}{\sqrt{x^3}} G_2 \left( \frac{y - x \cdot z - x}{x} \right), \quad y, z \in \mathbb{C}\backslash(-\infty, 0]; \quad x > 0. \]

(5)

The standard elliptic integrals [7] are special functions that have several applications in a large number of mathematical and physical problems. With respect to mathematical applications, we highlight their connection to the famous Theta functions and Weierstrass’ elliptic function [29, Sec. 12.3]. They also play an important role in certain problems of geometry and statistics [18,28]. In reference to physical applications, the first elliptic integral appears in the computation of the period of a simple pendulum in a constant,

\footnote{Because of the symmetry in the variables \( x \) and \( y \), the case \( y > 0 \) does not need to be considered.}
gravitational field \cite[Sec. 12.1.1]{29}; the classification of limit cycles of several hamiltonian systems is directly related to the zeros of these integrals \cite{32}; several problems of electromagnetic waves are solved in terms of elliptic integrals \cite{34}. For certain geometries, the electric capacity of a conductor is written in terms of the inverse of $R_F(x, y, z)$ \cite{27}. For other mathematical and physical applications of the standard elliptic integrals the reader is referred to \cite{20}.

A large set of properties and formulas for the standard elliptic integrals may be found in \cite{6,7} and \cite[Chap. 12]{29}. In particular, connections between the standard elliptic integrals and the symmetric standard elliptic integrals, that are very important, as Carlson showed that the symmetric standard elliptic integrals are more appropriate for numerical purposes than the standard elliptic integrals \cite{8–12}.

As we have mentioned above, in this paper we are interested in the approximation of the integral $R_D(x, y, z)$ by a convergent series of elementary functions that is uniformly valid for large and small values of a certain selected variable. In the literature we can find several attempts to represent the symmetric standard elliptic integrals in the form of a series of elementary functions. Regarding asymptotic approximations, the first results were derived by Carlson, Gustafson \cite{13} and Wong \cite[Chap. 6, Sec. 7]{35}. On the one hand, Gustafson obtained the first term of the asymptotic expansion of $R_D$ when one of its variables tends to zero or infinity \cite{19}. This approximation was later improved by Carlson and Gustafson in \cite{14}. On the other hand, new convergent expansions of $R_D(x, y, z)$ have been obtained in \cite{17,21}.

The expansions mentioned in the above paragraph are valid for real positive values of the three variables $x, y, z$; and the expansions are accurate when one of the variables is large compared to the other two. They are not accurate when two variables are of the same order. Therefore, they cannot be used when we need an approximation simultaneously valid for large and small values of one of the variables (and fixed values of the other two). An expansion of $R_D(x, y, z)$ uniformly convergent in one of the variables when the other two are restricted to a certain bounded domain may be found in \cite{33}. The result is valid for positive values of the variables; error bounds are not given. In this paper we extend and generalize the result derived in \cite{33} for the integral $R_D(x, y, z)$. We derive our expansions as an application of the theory of uniformly convergent expansions of integral transforms developed in \cite{25}.

As an illustration of the type of approximations that we are going to obtain in this paper (see Corollaries 4.1 and 4.2 below), we show, for example, the following approximation that is valid for $0 \leq x < 1$, $\Re y > 0$:

\[
G_1(x, y) = -\frac{3 \left(175x^3 + 240x^2y + 384xy^2 + 1024y^3\right)}{2048y^4,\sqrt{y}} \text{ArcSh}\sqrt{y} \\
- \frac{(240y^3 - 280y^2 + 350y - 525)x^3}{2048y^4} - \frac{(384y^3 - 480y^2 + 720y)x^2}{2048y^4}
\]
\[ \times \sqrt{1 + y} - \frac{(768y - 1152)x - 3072y}{2048y^2} \times \sqrt{1 + y + \theta_1(x)}, \]

with \( |\theta_1(x)| \leq 0.0497 x^4 \leq 0.0497 \). And the following approximation valid for \( 0 \leq y < 1, \Re z > 0 \):

\[ G_2(y, z) = \frac{3 (6y^2z^2 - 15y^2z - 45y^2 - 16yz^2 - 48yz - 64z^2)}{64z^3 \sqrt{z + 1}} + \frac{3 (45y^2 + 48yz + 64z^2)}{64z^2 \sqrt{z^3}} \arcsinh \sqrt{z + \theta_2(y)}, \]

with \( |\theta_2(y)| \leq 0.0694 y^3 \leq 0.0694 \).

The paper is organized as follows. In Sect. 2 we show some preliminary results that will be required in the later analysis. Section 3 is devoted to the main results of the paper: uniformly convergent expansions of a certain integral from which \( G_1(x, y) \) and \( G_2(y, z) \) are particular cases. It turns out that this integral is an integral representation of the Appell function \( F_1(a; b, c; a + 1; x, y) \) [1, Sec. 16.13]. Then, the results derived in Sect. 3 are applied in Sect. 4 to \( G_1(x, y), G_2(y, z) \) and \( F_1(a; b, c; a + 1; x, y) \), deriving convergent expansions of these functions that are uniformly valid for one of their variables on large subsets of the complex plane. In Sect. 5 we eliminate the restriction \( z > 0 \) (or \( x > 0 \)) for \( R_D(x, y, z) \) and let \( z \in \mathbb{C} \setminus (-\infty, 0] \) (or \( x \in \mathbb{C} \setminus (-\infty, 0] \)) by reducing, on the other hand, the domain for the variables \( x \) and \( y \) (or \( z \) and \( y \)) to smaller sectors inside \( \mathbb{C} \setminus (-\infty, 0] \). We complete this paper by checking the accuracy of these expansions with some numerical examples. Throughout the paper, for any complex variable \( w \), \( \arg w \in (-\pi, \pi] \) denotes its main argument and square roots are assumed to take their principal value.

2. Preliminaries

With the exception of the expansion [33], the expansions mentioned above are derived from the integral definition (1) of the second symmetric standard elliptic integral \( R_D(x, y, z) \). They follow by applying the standard techniques of the theory of asymptotic expansions of integrals to the integral (1), [23], [31, Chap 16], [35, Chaps. 3 and 6]. Then, whenever they are convergent or only asymptotic, those expansions are accurate when one of the variables is large compared to the other two. Therefore, they are not uniformly valid in large regions of the complex plane that include large and small values of any selected variable. This restriction may be avoided by using a new analytic technique for deriving uniform expansions of integral transforms, introduced in [25]. In fact, this idea has been previously used in [5] to derive uniform expansions of \( R_F(x, y, z) \) in terms of elementary functions, and in [3, 4, 15, 16, 24] to deduce uniform expansions of several other special functions.
In this section we summarize the uniform technique introduced in [25], and that we are going to apply to \( R_D(x, y, z) \) and \( F_1(a; b, c; a + 1; x, y) \) below. Consider the integral transform of a function \( g(t) \) with kernel \( h(t, y) \) of the form:

\[
G(y) := \int_0^1 h(t, y) g(t) dt, \quad y \in D \subset \mathbb{C},
\]

where \( D \) is a certain unbounded region of the complex plane that contains the point \( y = 0 \), and with the following assumptions for the functions \( h \) and \( g \):

\[
|h(t, y)| \leq H(t) \text{ for } y \in D \text{ with } H \text{ integrable on } [0, 1],
\]

\( g(t) \) is analytic in a region \( \Omega \subset \mathbb{C} \) that contains the open set \((0, 1) \subset \Omega \), and the moments of \( h \),

\[
M[h(\cdot, y); k] := \int_0^1 h(t, y) t^k dt,
\]

are elementary functions of \( y \).

It has been shown in [25] that, when we replace \( g(t) \) in (8) by its Taylor expansion at an appropriate point \( w \in \Omega \),

\[
g(t) = \sum_{k=0}^{n-1} c_k (t - w)^k + r_n(t), \quad t \in D_w(r) \subset \Omega, \quad (0, 1) \subset D_w(r),
\]

where \( r_n(t) \) is the Taylor remainder, and interchange sum and integral in (8), we obtain an expansion of \( G(y) \),

\[
G(y) = \sum_{k=0}^{n-1} c_k \Phi_k(y) + R_n(y), \quad \Phi_k(y) := \int_0^1 h(t, y)(t - w)^k dt,
\]

\[
R_n(y) := \int_0^1 h(t, y) r_n(t) dt,
\]

with the following three properties: the expansion is uniform for \( y \in D \): for any order \( n \) of the approximation, the absolute error satisfies the bound \( |R_n(y)| \leq C_n \) for any \( y \in D \) with \( C_n \) independent of \( y \), the expansion is convergent in \( D \), and the terms of the expansion \( \Phi_k(y) \) are elementary functions of \( y \).

The uniform technique described above requires the integration interval in (8) to be bounded. Consequently, in order to apply the above technique to \( G_1(x, y) \) and \( G_2(y, z) \), instead of (2) and (3), we need an integral representation of these functions defined on a bounded interval. With this aim, we introduce in (2) and (3) the change of variable \( s \to t \) defined in the form \( 1 + s = 1/t \) to obtain

\[
G_1(x, y) = \frac{3}{2} \int_0^1 \frac{\sqrt{t} dt}{\sqrt{1 + x t} \sqrt{1 + y t}}, \quad G_2(y, z) = \frac{3}{2} \int_0^1 \frac{\sqrt{t} dt}{\sqrt{1 + y t} \sqrt{(1 + z t)^3}}.
\]
For the sake of generality and convenience, we investigate in the next section uniformly convergent expansions of the more generalized integral

$$F(a, b, c; x, y) := \int_0^1 \frac{t^c \, dt}{(1 + xt)^a(1 + yt)^b},$$

(10)

that is indeed an integral representation of the Appell function $F_1(a; b, c; a + 1; x, y)$, as $F(a, b, c; x, y) = \frac{1}{c+1} F_1(c+1; b, a; c+2; -x, -y)$. It only takes a little more effort, and the results that we derive for this integral may be applied, not only to the symmetric integral $R_D(x, y, z)$, but also to the first Appell function and other special functions, like for example the first symmetric elliptic integral $R_F(x, y, z)$. Therefore, from the uniformly convergent expansions of the integral (10) that we are going to derive in the next section, we will obtain as corollaries in Sect. 4, new uniformly convergent expansions of $R_D(x, y, z)$ and $F_1(a; b, c; a + 1; x, y)$. The main results of the paper are given in Theorems 3.1 and 3.2 in the next section. But firstly we will give two preliminary lemmas that we need in the later analysis. These lemmas are similar to [5, Lemmas 1 and 2] (see also [16] for a Proof of Lemma 2.1). For that reason their proofs are omitted here.

**Lemma 2.1.** Let $f(t, y) := (1 + yt)^{-b}$, with $t \in [0, 1]$, $y \in \mathbb{C}\setminus(-\infty, -1]$ and $\Re b \geq 0$. Then, for any fixed angle $\theta \in [\pi/2, \pi)$, we define the extended sector (see Fig. 1):

$$S(\theta) := \{y \in \mathbb{C}; |\arg(y)| \leq \theta\} \cup \left(\{y \in \mathbb{C}; |\arg(y)| > \theta\} \cap \{y \in \mathbb{C}; |y + 1| \geq \sin \theta\}\right) \cap \{y \in \mathbb{C}; |y + 1/2| \leq 1/2\}. \quad (11)$$

Then, for any $y \in S(\theta)$ and $t \in [0, 1]$, $f(t, y)$ is uniformly bounded in the form

$$|f(t, y)| \leq e^{\pi |\Im b|} |\sin \theta|^{-\Re b}.$$  

**Lemma 2.2.** For any $x \in \mathbb{C}\setminus(-\infty, -1]$, define the map

$$w(x) := \frac{1}{2} \begin{cases} 1 & \text{if } |\arg(x + 1)| < \pi/2, \\ 1 + i \frac{\Re(x+1) - |x+1|}{3(x+1)} & \text{if } 0 < |\arg(x + 1)| < \pi, \\ 0 & \text{if } |x| < 1. \end{cases} \quad (12)$$

We have that

$$|x \, w(x)| < |1 + x \, w(x)|, \quad |x(1 - w(x))| < |1 + x \, w(x)|. \quad (13)$$

For $\arg(x + 1) = \pi$, the two inequalities $|x \, w| < |1 + x \, w|$ and $|x(1 - w)| < |1 + x \, w|$ cannot be simultaneously satisfied for any value of $w$.

---

2The already known uniform expansion of $R_F(x, y, z)$ given in [5] may also be derived as a particular case.
Observation 2.1. Observe that, despite the overlapping in the regions defining $w(x)$, the inequalities (13) hold whenever $w(x)$ is given by any of the three lines in the right hand side of (12).

3. A Uniformly Convergent Expansion of $F(a, b, c; x, y)$

We now apply the theory of uniform expansions of integral transforms introduced in [25] and condensed in Sect. 2 to the integral (10). We select $y$ as the uniform variable, corresponding to the exponent $b$ in (10).

**Theorem 3.1.** For any fixed angle $\theta \in [\pi/2, \pi)$ consider the region $S(\theta) \subset \mathbb{C}\setminus(-\infty, -1]$ given in (11). Then, for any $a, b, c \in \mathbb{C}$ with $\Re a, \Re b \geq 0, \Re c > -1; x \in \mathbb{C}\setminus(-\infty, -1], y \in S(\theta)$, and $n = 1, 2, 3, \ldots$, the integral (10) admits the following representation

$$F(a, b, c; x, y) = \frac{1}{(1 + x w(x))^a} \sum_{k=0}^{n-1} \frac{(a)_k}{k!} \left(\frac{-x}{1 + x w(x)}\right)^k A_k(b, c; y, w(x)) + R_n(a, b, c; x, y), \quad (14)$$

with

$$A_k(b, c; y, w) := \sum_{j=0}^{k} \binom{k}{j} \frac{(-w)^{k-j}}{c+j+1} \binom{b, j+c+1}{j+c+2}(-y), \quad (15)$$

where $(a)_k$ denotes the Pochhammer’s symbol [2] and $2F_1$ is the Gauss hypergeometric function [26]. Furthermore, $w(x)$ is given in the first or second line of (12) and the remainder term is bounded in the form

$$|R_n(a, b, c; x, y)| \leq \frac{e^\pi |\Im b| |\sin \theta|^{-\Re b} \Gamma(\Re a + n) |x w(x)|^n}{\Gamma(a) (\Re c + 1) n! (x w(x) + 1)^{n+a}}.$$
The right hand side of (14) is a uniform convergent expansion of $F(a, b, c; x, y)$ with an exponential order of convergence: as $n \to \infty$,

$$R_n(a, b, c; x, y) = \mathcal{O}\left(\left(\frac{xw(x)}{xw(x) + 1}\right)^n n^{a-1}\right).$$  

(Recall that, from Lemma 2.2, $|xw(x)| < |xw(x) + 1|$.)

Proof. We apply the uniform theory summarized in Sect. 2 for the integral (8) to the integral (10), with the identification

$$h(t, y) = \frac{t^c}{(1 + y t)^b} \quad \text{and} \quad g(t) = \frac{1}{(1 + x t)^a}.$$  

It is clear that $g(t)$ is analytic in $\Omega = \{t \in \mathbb{C}; 1 + x t \notin (-\infty, 0]\}$. The moments of $h$ are

$$M[h(\cdot, y); n] := \int_0^1 h(t, y) t^n dt = \frac{1}{c + n + 1} 2F_1\left(b, n + c + 1 \mid n + c + 2; y\right).$$  

(18)

Also, from Lemma 2.1,

$$|h(t, y)| \leq |t^c|(1 + y t)^{-b} \leq H(t) := e^{\pi |\Im b|} |\sin \theta|^{-\Re b} t^{\Re c},$$  

for $y \in S(\theta)$ with $H$ integrable on $[0, 1]$. For any $w \in \Omega$ and $n = 1, 2, 3, \ldots$, we have that

$$g(t) = \frac{1}{(1 + w x)^a} \sum_{k=0}^{n-1} \frac{(a)_k (-x)^k}{k!} \frac{(t-w)^k}{(1 + x w)^k} + r_n(t; x, w, a), \quad t \in (0, 1),$$  

(19)

We choose $^3 w = w(x)$ given by the first or second line of (12). Then, $\frac{x(w(x) - t)}{1 + x w(x)} < 1$ and

$$r_n(t; x, w, a) := \frac{1}{(1 + x w(x))^a} \sum_{k=n}^{\infty} \frac{(a)_k (-x)^k}{k!} \frac{(t-w(x))^k}{(1 + x w(x))^k}$$

$$= \frac{(a)_n (-x)^n}{(1 + x w(x))^a n!} \frac{(t-w(x))^n}{1 + x w(x)} 2F_1\left(1, n + a \mid n + 1; \frac{x(w(x) - t)}{1 + x w(x)}\right).$$  

(20)

3 There are other possible choices of $w$, but the value $w = w(x)$ not only assures the convergence of expansion (14), it also minimizes the value of the factor $\frac{x(w(x) - t)}{1 + w x}^n$ (see [5, Observation 3.1]) and then $w = w(x)$ is the optimal election. For those values of $x$ for which the domains in the definition of $w(x)$ in (12) overlap, it is explained in [5, Observation 3.1] which of the three lines in (12) is the most convenient choice from a numerical point of view.
After replacing \( g(t) \) in the integral (10) by the right hand side of (19) and exchanging summation and integration, we derive the right hand side of (14) with

\[
R_n(a, b, c; x, y) := \int_0^1 \frac{t^c}{(1 + yt)^b} r_n(t; x, w, a) dt.
\]

When we replace \( r_n(t; x, a) \) by the right hand side of (20) into the above integral, we derive the bound (16) after using the standard series representation of the Gauss hypergeometric function, Lemma 2.2 and the bound \(|t - w| \leq |w|\) for \( t \in [0, 1] \).

Using the asymptotic behavior of the quotient of two gamma functions [2, eq. 5.11.12] and the asymptotic behavior of the Gauss hypergeometric function [30, eq. (15)], we find (17), which proves the convergence of (14).

Finally, the uniform character of expansion (14) follows from the fact that the right hand side of (16) does not depend on \( y \).

\[\square\]

Observation 3.1. In general, the approximants \( A_k(b, c; y, w) \) given in Theorem 3.1 are not elementary functions, because they involve a Gauss hypergeometric function. But, for certain values of the parameters \( b \) and \( c \), the Gauss hypergeometric function in (15) is an elementary function. For example, when \( b = c + k, k \in \mathbb{N} \); or when \( b = k + 1/2, k \in \mathbb{N} \). We can deduce that \( _2F_1(a, c + k, c; z) \) is an elementary function by using the relations between contiguous functions [26, Sec. 15.5(ii)] together with \( _2F_1(a, c, c; z) = (1 - z)^{-a} \). We can see that \( _2F_1(a, k + 1/2, c; z) \) is an elementary function by using again the relations [26, Sec. 15.5(ii)] and [26, Sec. 15.4(i)]. The hypergeometric functions that appear in the expansions of the functions \( G_1(x, y) \) and \( G_2(y, z) \) in Corollaries 4.1 and 4.2 below are of this form, and therefore those expansions are given in terms of elementary functions.

In the following theorem, instead of considering the base point \( w = w(x) \) given in Lemma 2.2, we consider the base point \( w = 0 \). This alternative imposes a more demanding restriction on \( x \) (\(|x| < 1\)), but it gives the simplest possible expansion for the integral (10).

Theorem 3.2. For any fixed angle \( \theta \in [\pi/2, \pi) \) consider the region \( S(\theta) \subset \mathbb{C}\setminus(-\infty, -1] \) given in (11). Then, for \( a, b, c \in \mathbb{C} \) with \( \Re a, \Re b \geq 0, \Re c > -1; |x| < 1, y \in S(\theta) \) and \( n = 1, 2, 3, ... \), the integral (10) can be written in the form

\[
F(a, b, c; x, y) = \sum_{k=0}^{n-1} \frac{(a)_k (-x)^k}{k! \ c + k + 1} _2F_1 \left( \begin{array}{c} b, \ k + c + 1 \\ k + c + 2 \end{array} \right) - y 
+ R_n(a, b, c; x, y). \tag{21}
\]
The remainder term is bounded in the form

\[ |R_n(a, b, c; x, y)| \leq \frac{e^{\pi |\Im b|}}{|\sin \theta |^{\Re b}} \frac{\Gamma (\Re a + n)}{|\Gamma(a)| (n + \Re c + 1)n!} \left| x \right|^n \binom{3}{2} F_2 \left( \begin{array}{c} 1, \ n + \Re a, \ n + \Re c + 1 \\ n + 1, \ n + \Re c + 2 \end{array} \middle| \left| x \right| \right). \] (22)

The right hand side of (21) is a uniform convergent expansion of \( F(a, b, c; x, y) \) with an exponential order of convergence: as \( n \to \infty \),

\[ R_n(a, b, c; x, y) = O (x^n n^{\Re a - 2}) . \] (23)

We also have the following particular bounds:

1. For \( x \geq 0 \) and \( 0 < a < 1 \):

\[ |R_n(a, b, c; x; y)| \leq \frac{e^{\pi |\Im b|} (a) n x^n}{|\sin \theta |^{\Re b} (n + \Re c + 1)n!}. \] (24)

2. For \( 0 < \Re a < 1 \):

\[ |R_n(a, b, c; x; y)| \leq \frac{e^{\pi |\Im b|} \Gamma (\Re a + n - 1)}{|\sin \theta |^{\Re b} |\Gamma(a)| (n - 1)! (1 - \Re a)}. \] (25)

Proof. The Proof of (21) is identical to the Proof of Theorem 3.1 setting \( w = 0 \) instead of \( w = w(x) \). In order to prove (22) we use the relation given in [1, Sec. 16.5, eq. 16.5.2] between \( 2F_1 \) and \( 3F_2 \). Bound (24) follows after an application of the Leibniz criteria to

\[ r_n(t; x, a) := \sum_{k=n}^{\infty} \frac{(a)_k (-x t)^k}{k!} . \]

For \( 0 < \Re a < 1 \) the hypergeometric \( 3F_2 \) in (22) can be bounded by the same hypergeometric function but evaluated at \( |x| = 1 \). Then, bound (25) follows from the bound [4, pag. 1776]

\[ 3F_2 \left( \begin{array}{c} 1, \ n + \alpha + 1 - \beta, \ n + \alpha \\ n + 1, \ n + \alpha + 1 \end{array} \middle| 1 \right) \leq \frac{n(n + \alpha)}{(\beta - \alpha)(n + \alpha - \beta)}, \]

valid for \( \alpha, \beta > 0 \) and \( n > \beta - \alpha \). Finally, using the asymptotic behavior of the quotient of two gamma functions and the asymptotic behavior of the \( 3F_2 \) hypergeometric function, we find (23), which proves the convergence of (21). The uniformity feature follows from the fact that the right hand side of (22) does not depend on \( y \). \( \square \)

\(^4\)See [1] for more details about the hypergeometric function \( 3F_2 \).
4. Applications: Particular Cases of the Integral $F(a, b, c; x, y)$

In this section we consider some specific applications of the main results of the last section, Theorems 3.1 and 3.2. The first one is the derivation of two uniform expansions of the second symmetric standard elliptic integral $R_D(x, y, z)$. For this purpose we apply theorems 3.1 and 3.2 to the integrals $G_1(x, y)$ and $G_2(y, z)$ in the form given in (9), and related to $R_D(x, y, z)$ by (4) and (5). The second application is the derivation of a uniform expansion of the Appell function $F_1(a; b, c; a + 1; x, y)$. Finally, we comment the possibility of deriving uniform expansions of the functions $R_F(x, y, z)$ and $R_G(x, y, z)$.

4.1. Two Uniformly Convergent Expansions of $R_D(x, y, z)$

**Corollary 4.1.** For any fixed angle $\theta \in [\pi/2, \pi)$ consider the region $S(\theta) \subset \mathbb{C}\backslash(-\infty, -1]$ given in (11). Then, for $y \in S(\theta)$ and $n = 1, 2, 3, \ldots$, the function $G_1(x, y)$ given in (9) can be written in either of the two following forms:

- For any $x \in \mathbb{C}\backslash(-\infty, -1]$,

$$G_1(x, y) = \frac{3}{2\sqrt{1 + x w(x)}} \sum_{k=0}^{n-1} \frac{(1/2)_k}{k!} \left(-\frac{x}{1 + x w(x)}\right)^k \mathcal{A}_k \left(\frac{1}{2}, \frac{1}{2}; y; w(x)\right) + R_n(x, y),$$

with $w(x)$ given in the first two lines of Lemma 2.2 and $\mathcal{A}_k (1/2, 1/2; y; w)$ in Theorem 3.1. The remainder term is bounded in the form

$$|R_n(x, y)| \leq \frac{1}{\sqrt{|\sin \theta|}} \frac{(1/2)_n}{n!} \frac{|x w(x)|^n}{|x w(x) + 1|^{n+1/2}} \binom{1, n + 1/2}{n + 1} \frac{|x w(x)|}{|x w(x) + 1|}.$$

- For $|x| < 1$,

$$G_1(x, y) = \frac{3}{2} \sum_{k=0}^{n-1} \frac{(1/2)_k}{k!(k + 3/2)} (-x)^k 2F_1 \left(\frac{1/2, k + 3/2}{k + 5/2}; -y\right) + R_n(x, y),$$

The remainder term is bounded in the form

$$|R_n(x, y)| \leq \frac{3}{\sqrt{|\sin \theta|}} \frac{(1/2)_n}{(2n + 3)n!} \binom{1, n + 1/2, n + 3/2}{n + 1, n + 5/2} |x|.$$

The approximants in (26) and (27) are elementary functions:

$$\mathcal{A}_n(1/2, 1/2; y, w) := \sum_{k=0}^{n} \binom{n}{k} \frac{(-w)^{n-k}}{k + 3/2} 2F_1 \left(\frac{1/2, k + 3/2}{k + 5/2}; -y\right),$$

(28)
with
\[
\HyperGeom{2}{1}{\frac{1}{2}, \frac{k + 3/2}{k + 5/2}}{-y} = \frac{(3/2)_k (k + 3/2)}{(k + 1)! (-y)^{k+1}} \times \left( \frac{\text{ArcSh} \sqrt{y}}{\sqrt{y}} - \sqrt{1 + y} \sum_{j=0}^{k} \frac{j! (-y)^j}{(3/2)_j} \right).
\]

(29)

Either, the right hand side of (26) or of (27) is a uniform convergent expansion of \(G_1(x, y)\) with an exponential order of convergence.

**Proof.** From (9) and (10) it is clear that
\[
G_1(x, y) = \frac{3}{2} \HyperGeom{2}{1}{\frac{1}{2}, \frac{1}{2}}{\frac{1}{2}, \frac{1}{2}; x, y}.
\]

Then, all the theses of this corollary are particular cases of Theorems 3.1 and 3.2. We note that the coefficients \(A_n(\frac{1}{2}, \frac{1}{2}; y, w)\) given in (28) are elementary functions as shown in (29), which can be proved by repeatedly integrating by parts on the integral representation of the Gauss hypergeometric function [26, Sec. 15.6, eq. 15.6.1] on the left hand side of (29). □

**Observation 4.1.** For positive values of \(x\) and \(y\), expansion (27) (without error bounds) can be derived from (2) and formulas [7, Sec. 19.25, eq. 19.25.25], [7, Sec. 19.5, eq. 19.5.5_1] and [7, Sec. 19.5, eq. 19.5.5_2] after some straightforward computations.

**Corollary 4.2.** For any fixed angle \(\theta \in [\pi/2, \pi)\) consider the region \(S(\theta) \subset \mathbb{C}\setminus(-\infty, -1]\) given in (11). Then, for \(z \in S(\theta)\) and \(n = 1, 2, 3, \ldots\), the function \(G_2(y, z)\) given in (9) can be written in either of the two following forms:

- For any \(y \in \mathbb{C}\setminus(-\infty, -1]\),
  \[
  G_2(y, z) = \frac{3}{2\sqrt{1 + y w(y)}} \sum_{k=0}^{n-1} \frac{(1/2)_k}{k!} \left( \frac{-y}{1 + y w(y)} \right)^k \mathcal{A}_k \left( \frac{3}{2}, \frac{1}{2}; z; w(y) \right) + R_n(y, z),
  \]
  with \(w(y)\) given in the first two lines of Lemma 2.2 and \(\mathcal{A}_k (3/2, 1/2; z; w)\) in Theorem 3.1. The remainder term is bounded in the form
  \[
  |R_n(y, z)| \leq \frac{1}{\sqrt{\left| \sin \theta \right|^3}} \frac{(1/2)_n}{n!} |y w(y)|^n \left| y w(y) + 1 \right|^{n+1/2} \times \HyperGeom{2}{1}{1, n + 1/2}{n + 1} \left| y w(y) + 1 \right|. \]
  (31)
For $|y| < 1$, $G_2(y, z) = \frac{3}{2} \sum_{k=0}^{n-1} \frac{(1/2)_k (-y)^k}{k! (k + 3/2)} 2F_1 \left( \begin{array}{c} 3/2, k + 3/2 \\ k + 5/2 \end{array} \right) - z \right) + R_n(y, z), \quad (32)

The remainder term is bounded in the form
$$|R_n(y, z)| \leq \frac{3}{\sqrt{|\sin \theta|^3}} \frac{(1/2)_n |y|^n}{(2n + 3)n!} 3F_2 \left( \begin{array}{c} 1, n + 1/2, n + 3/2 \\ n + 1, n + 5/2 \end{array} \right) \left| y \right| . \quad (33)$$

The approximants in (30) and (32) are elementary functions:
$$A_n(3/2, 1/2; z, w) := \sum_{k=0}^{n} \binom{n}{k} (-w)^{n-k} 2F_1 \left( \begin{array}{c} 3/2, k + 3/2 \\ k + 5/2 \end{array} \right) - z \right) , \quad (34)$$

with
$$2F_1 \left( \begin{array}{c} 3/2, k + 3/2 \\ k + 5/2 \end{array} \right) - z \right) = \frac{(3/2)_k (k + 3/2)}{k! (-z)^k} \left[ \frac{2 \text{ArcSh} \sqrt{z}}{\sqrt{z}^3} + \frac{1}{z \sqrt{1 + z}} \left( -2 + \sum_{j=1}^{k} \frac{(j-1)! \sqrt{(3/2)_j}}{(3/2)_j} \right) \right]. \quad (35)$$

Either, the right hand side of (30) or of (32) is a uniform convergent expansion of $G_2(y, z)$ with an exponential order of convergence.

**Proof.** From (9) and (10) it is clear that $G_2(y, z) = \frac{3}{2} F \left( \begin{array}{c} 1/2, 3/2, 1/2; y, z \end{array} \right)$.

Then, all the theses of this corollary are particular cases of Theorems 3.1 and 3.2. We note that the coefficients $A_n(3/2, 1/2; z, w)$ given in (34) are elementary functions as shown in (35), which can be proved by repeatedly integrating by parts on the integral representation of the Gauss hypergeometric function [26, eq. 15.6.1] on the left hand side of (35). \hfill \Box

Formula (6) is the particular case $n = 4$ of formula (27); formula (7) is the particular case $n = 2$ of formula (32).

### 4.2. A Uniformly Convergent Expansion of the Appell Function
Recall the integral representation of Appell function (see [1, Sec 16.15, eq 16.15.1])
$$F_1(\alpha; \beta, \gamma; x, y) := \frac{\Gamma(\gamma)}{\Gamma(\alpha) \Gamma(\gamma - \alpha)} \int_{0}^{1} \frac{t^{\alpha-1}(1-t)^{\gamma-\alpha-1}}{(1-ty)^{\beta}(1-tx)^{\beta}} dt, \quad \Re(\alpha) > 0, \Re(\gamma - \alpha) > 0. \quad (36)$$

We have the following corollary.

**Corollary 4.3.** For any fixed angle $\theta \in [\pi/2, \pi)$ consider the region $S(\theta) \subset \mathbb{C}\setminus(-\infty, -1]$ given in (11). Then, for any $\alpha, \beta, \beta' \in \mathbb{C}$ with $\Re(\beta), \Re(\beta') > 0$ and $\Re(\alpha) > 0, -y \in S(\theta)$ and $n = 1, 2, \ldots$, the Appell function $F_1(\alpha; \beta, \beta', \alpha + 1; x, y)$ can be written in either of the following forms
For any \( x \in \mathbb{C}\setminus[0,1) \),
\[
F_1(\alpha; \beta, \beta'; \alpha+1; x, y) = \frac{\alpha}{(1-xw(-x))^{\beta'}} \sum_{k=0}^{n} \frac{(\beta')_k}{k!} \left( \frac{x}{1-xw(-x)} \right)^k 
\times A_k(\beta, \alpha - 1; -y; w(-x)) + R_n(\beta', \beta, \alpha; x, y),
\]
(37)
with \( w(x) \) given in the first two lines of Lemma 2.2 and \( A_k(\beta, \alpha - 1; -y; w(-x)) \) in Theorem 3.1. The remainder term is bounded in the form
\[
|R_n(\beta', \beta, \alpha; x, y)| \leq \frac{e^{\pi|\beta|}}{|\sin \theta|^{\Re \beta}} \frac{\Gamma(n + \Re \beta')}{\Gamma(\beta')} \frac{|\alpha| |xw(-x)|^n}{n! |\Re(1-xw(-x))^{n+\beta'}|} \times 2F_1\left(\begin{array}{c} 1, \ n + \Re \beta' \\ n + 1 \end{array} \middle| \frac{|xw(-x)|}{|1-xw(-x)|} \right).
\]

- If \(|x| < 1\) then
\[
F_1(\alpha; \beta, \beta'; \alpha+1; x, y) = \alpha \sum_{k=0}^{n-1} \frac{(\beta')_k x^k}{k!(k+\alpha)} 2F_1\left(\begin{array}{c} \beta, \ k + \alpha \\ k + \alpha + 1 \end{array} \middle| y \right) 
+ R_n(\beta', \beta, \alpha; x, y),
\]
(38)
The remainder term is bounded in the form
\[
|R_n(\beta', \beta, \alpha; x, y)| \leq \frac{e^{\pi|\beta|}}{|\sin \theta|^{\Re \beta}} \frac{|\alpha| \Gamma(n + \Re \beta')|x|^n}{\Gamma(\beta')} \frac{|\Re(1-xw(-x))^{n+\beta'}|}{n! (n + \Re \alpha)} \times 3F_2\left(\begin{array}{c} 1, \ n + \Re \beta', \ n + \Re \alpha \\ n + 1, \ n + \Re \alpha + 1 \end{array} \middle| |x| \right).
\]
Either, the right hand side of (37) or of (38) is a uniform convergent expansion of \( F_1(\alpha; \beta, \beta'; \alpha+1; x, y) \) with an exponential order of convergence.

**Proof.** Comparing (36) to (10) we have that
\[
F_1(\alpha; \beta, \beta'; \alpha+1; x, y) = \alpha F(\beta', \beta, \alpha - 1; -x, -y).
\]

Then, the results follow from Theorems 3.1 and 3.2. \qed

**Note 4.1.** Uniform expansions of the first symmetric standard elliptic integral \( R_F(x, y, z) \) in terms of elementary functions are given in [5], and we refer the reader to this reference for details. Alternatively, those expansions can be derived from Theorems 3.1 and 3.2 by using the relation
\[
R_F(x, y, z) = \frac{1}{2z^{1/2}} F\left(\begin{array}{c} 1, 1/2 \\ 1, 1/2 \end{array} \middle| \frac{x-z}{z}, \frac{y-z}{z} \right).
\]
The function \( R_G(x, y, z) \), [7, Sec 19.21, eq 19.21.11], may be written in the form
\[
R_G(x, y, z) = \frac{1}{6} \sum x(y+z)R_D(y, z, x),
\]
where the summation extends over the three cyclic permutations of \( x, y, z \). Therefore, uniform representations of the function \( R_G(x, y, z) \) in terms of elementary functions can be directly derived from Corollaries 4.1 and 4.2.

5. Final Remarks and Numerical Experiments

5.1. A Larger Domain of Applicability of Corollaries 4.1 and 4.2

An analytic representation of the first symmetric elliptic integral \( R_F(x, y, z) \) is given in [5]. That expansion is first derived for \( z > 0 \), and later extended to complex values of \( z \) in [5, Sec. 4] by using analytic continuation arguments. Identical arguments may be used here to enlarge the range of applicability of Corollaries 4.1 and 4.2 and deduce that the expansions derived for \( G_1(x, y) \) in Corollary 4.1 hold, not only for \( z > 0 \) and \( x, y \in \mathbb{C}\setminus(-\infty, 0] \), but in the bigger domain:

\[
\Lambda_1 := \{(x, y, z) \in (\mathbb{C}\setminus(-\infty, 0])^3; |\arg x - \arg z| < \pi, |\arg y - \arg z| < \pi \}.
\]

Figure 2 illustrates the shape of the \( x \)-domain \( \Lambda_1 \) for fixed \( z \) (the \( y \)-domain for fixed \( z \) is analogous).

**Figure 2.** The argument of the variable \( x \) is restricted to the sector \( \arg x \in (\arg z - \pi, \arg z + \pi) \cap (-\pi, \pi] \). The green region in all the pictures shows the different shapes of the \( x \)-section of the region \( \Lambda_1 \) for different arguments of \( z \).
Table 1. Relative error (with $G_2(x,y) = F_n(1/2,3/2,1/2,x,y)$ evaluated by using (30)) and relative error bound (31); for $x = 1.8e^{i\pi/5}$ and several values of $y = |y|e^{i\arg y}$ and order $n$ of the approximation. We have taken the value of $w(x)$ given by the second line of (12) and $\theta = \pi/2$ if $\Re y > 0$ or $\theta = \arg (y)$ otherwise.

| $n$ | $E^n_{\text{Rel}}$ | $B^n_{\text{Rel}}$ | $E^n_{\text{Rel}}$ | $B^n_{\text{Rel}}$ | $E^n_{\text{Rel}}$ | $B^n_{\text{Rel}}$ |
|-----|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
|     | $y = 1$             | $y = 1$             | $y = 4$             | $y = 4$             | $y = 8$             | $y = 8$             |
| 2   | 0.137354            | 1.33786             | 0.13975             | 1.9306              | 0.142803            | 2.43846             |
| 6   | 0.004986            | 0.119488            | 0.005086            | 0.17242             | 0.005271            | 0.217783            |
| 10  | 0.000229            | 0.009066            | 0.000232            | 0.01308             | 0.000241            | 0.016525            |
| 14  | 0.000011            | 0.000646            | 0.000011            | 0.00093             | 0.000012            | 0.001178            |
|     | $y = e^{i\pi/4}$    | $y = e^{i\pi/4}$    | $y = 4e^{i\pi/4}$   | $y = 4e^{i\pi/4}$   | $y = 8e^{i\pi/4}$   | $y = 8e^{i\pi/4}$   |
| 2   | 0.136358            | 1.55863             | 0.139196            | 2.11059             | 0.14313             | 2.64309             |
| 6   | 0.004928            | 0.139205            | 0.005026            | 0.188502            | 0.005268            | 0.236061            |
| 10  | 0.000226            | 0.010562            | 0.000228            | 0.014302            | 0.000240            | 0.017911            |
| 14  | 0.000011            | 0.000752            | 0.000011            | 0.001019            | 0.000011            | 0.001276            |
|     | $y = e^{-i\pi/4}$   | $y = e^{-i\pi/4}$   | $y = 4e^{-i\pi/4}$  | $y = 4e^{-i\pi/4}$  | $y = 8e^{-i\pi/4}$  | $y = 8e^{-i\pi/4}$  |
| 2   | 0.137387            | 1.53354             | 0.140597            | 2.06028             | 0.144397            | 2.58201             |
| 6   | 0.004992            | 0.136964            | 0.005128            | 0.184009            | 0.005367            | 0.230605            |
| 10  | 0.000230            | 0.010392            | 0.000234            | 0.013962            | 0.000247            | 0.017497            |
| 14  | 0.000012            | 0.000741            | 0.000012            | 0.000995            | 0.000012            | 0.001247            |
Table 1. continued

|       | $y = e^{i\pi/2}$ | $y = e^{i\pi/2}$ | $y = 4e^{i\pi/2}$ | $y = 4e^{i\pi/2}$ | $y = 8e^{i\pi/2}$ | $y = 8e^{i\pi/2}$ |
|-------|------------------|------------------|------------------|------------------|------------------|------------------|
| 2     | 0.134473         | 1.20557          | 0.135828         | 1.63852          | 0.142054         | 2.08862          |
| 6     | 0.004836         | 0.107672         | 0.004758         | 0.14634          | 0.005124         | 0.18654          |
| 10    | 0.000222         | 0.008170         | 0.000213         | 0.011104         | 0.000230         | 0.014154         |
| 14    | 0.000011         | 0.000582         | 0.000010         | 0.000791         | 0.000011         | 0.001008         |
|       | $y = e^{-i\pi/2}$| $y = e^{-i\pi/2}$| $y = 4e^{-i\pi/2}$| $y = 4e^{-i\pi/2}$| $y = 8e^{-i\pi/2}$| $y = 8e^{-i\pi/2}$|
| 2     | 0.136587         | 1.16661          | 0.138812         | 1.55382          | 0.144655         | 1.9863           |
| 6     | 0.004962         | 0.104193         | 0.004972         | 0.138775         | 0.005330         | 0.17741          |
| 10    | 0.000229         | 0.007906         | 0.000225         | 0.010530         | 0.000243         | 0.013461         |
| 14    | 0.000012         | 0.000563         | 0.000011         | 0.000750         | 0.000012         | 0.000959         |
|       | $y = e^{i3\pi/4}$| $y = e^{i3\pi/4}$| $y = 4e^{i3\pi/4}$| $y = 4e^{i3\pi/4}$| $y = 8e^{i3\pi/4}$| $y = 8e^{i3\pi/4}$|
| 2     | 0.133677         | 1.20533          | 0.129347         | 1.67823          | 0.142154         | 2.22623          |
| 6     | 0.004853         | 0.107651         | 0.004205         | 0.149887         | 0.004948         | 0.19883          |
| 10    | 0.000225         | 0.008168         | 0.000180         | 0.011373         | 0.000213         | 0.015086         |
| 14    | 0.000011         | 0.000582         | 8.69 × 10⁻⁶      | 0.000810         | 0.000010         | 0.001075         |
|       | $y = e^{-i3\pi/4}$| $y = e^{-i3\pi/4}$| $y = 4e^{-i3\pi/4}$| $y = 4e^{-i3\pi/4}$| $y = 8e^{-i3\pi/4}$| $y = 8e^{-i3\pi/4}$|
| 2     | 0.136863         | 1.14868          | 0.134197         | 1.52579          | 0.146125         | 2.04535          |
| 6     | 0.005027         | 0.102592         | 0.004553         | 0.136272         | 0.005272         | 0.182675         |
| 10    | 0.000234         | 0.007784         | 0.000199         | 0.010339         | 0.000233         | 0.013861         |
| 14    | 0.000012         | 0.000555         | 9.74 × 10⁻⁶      | 0.000737         | 0.000011         | 0.000987         |
Table 2. Relative error (with $G_2(x, y) = F_n(1/2, 3/2, 1/2, x, y)$ evaluated by using (32)) and relative error bound (25) for $x = 0.6e^{i\pi/5}$ and several values of $y = |y|e^{i\arg y}$ and order $n$ of the approximation. We have taken $w(x) = 0$ and $\theta = \pi/2$ if $\Re y > 0$ or $\theta = \arg(y)$ otherwise.

| n  | $E^n_{\text{Rel}}$ y = 1 | $B^n_{\text{Rel}}$ y = 1 | $E^n_{\text{Rel}}$ y = 4 | $B^n_{\text{Rel}}$ y = 4 | $E^n_{\text{Rel}}$ y = 8 | $B^n_{\text{Rel}}$ y = 8 |
|----|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| 3  | 0.144060                 | 0.441265                 | 0.131205                 | 0.610584                 | 0.125203                 | 0.77111                  |
| 7  | 0.013691                 | 0.034402                 | 0.012219                 | 0.047602                 | 0.011574                 | 0.060117                 |
| 11 | 0.001464                 | 0.003482                 | 0.001298                 | 0.004818                 | 0.001227                 | 0.006085                 |
| 15 | 0.000165                 | 0.000383                 | 0.000146                 | 0.000529                 | 0.000138                 | 0.000669                 |

$y = e^{i\pi/4}$  $y = e^{-i\pi/4}$  $y = 4e^{i\pi/4}$  $y = 4e^{-i\pi/4}$  $y = 8e^{i\pi/4}$  $y = 8e^{-i\pi/4}$

| n  | $E^n_{\text{Rel}}$ y = 1 | $B^n_{\text{Rel}}$ y = 1 | $E^n_{\text{Rel}}$ y = 4 | $B^n_{\text{Rel}}$ y = 4 | $E^n_{\text{Rel}}$ y = 8 | $B^n_{\text{Rel}}$ y = 8 |
|----|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| 3  | 0.145688                 | 0.429872                 | 0.131695                 | 0.596214                 | 0.125176                 | 0.757325                 |
| 7  | 0.013677                 | 0.035313                 | 0.012250                 | 0.046482                 | 0.011555                 | 0.059043                 |
| 11 | 0.001483                 | 0.003392                 | 0.001300                 | 0.004705                 | 0.001224                 | 0.005977                 |
| 15 | 0.000167                 | 0.000373                 | 0.000146                 | 0.000517                 | 0.000137                 | 0.000657                 |

$y = e^{i\pi/4}$  $y = e^{-i\pi/4}$  $y = 4e^{i\pi/4}$  $y = 4e^{-i\pi/4}$  $y = 8e^{i\pi/4}$  $y = 8e^{-i\pi/4}$

| n  | $E^n_{\text{Rel}}$ y = 1 | $B^n_{\text{Rel}}$ y = 1 | $E^n_{\text{Rel}}$ y = 4 | $B^n_{\text{Rel}}$ y = 4 | $E^n_{\text{Rel}}$ y = 8 | $B^n_{\text{Rel}}$ y = 8 |
|----|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| 3  | 0.144583                 | 0.425962                 | 0.130228                 | 0.588758                 | 0.123848                 | 0.748572                 |
| 7  | 0.013747                 | 0.033209                 | 0.012101                 | 0.045901                 | 0.011424                 | 0.058360                 |
| 11 | 0.001470                 | 0.003361                 | 0.001284                 | 0.004646                 | 0.001210                 | 0.005907                 |
| 15 | 0.000166                 | 0.000369                 | 0.000144                 | 0.000510                 | 0.000136                 | 0.000649                 |
|       | $y = e^{i\pi/2}$ | $y = e^{i\pi/2}$ | $y = 4e^{i\pi/2}$ | $y = 4e^{i\pi/2}$ | $y = 8e^{i\pi/2}$ | $y = 8e^{i\pi/2}$ |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 3     | 0.150406        | 0.391122        | 0.131469        | 0.546711        | 0.123395        | 0.709603        |
| 7     | 0.014390        | 0.030493        | 0.012155        | 0.042623        | 0.011327        | 0.055322        |
| 11    | 0.001541        | 0.003086        | 0.001287        | 0.004314        | 0.001198        | 0.005600        |
| 15    | 0.000174        | 0.000339        | 0.000144        | 0.000474        | 0.000134        | 0.000616        |
|       | $y = e^{-i\pi/2}$ | $y = e^{-i\pi/2}$ | $y = 4e^{-i\pi/2}$ | $y = 4e^{-i\pi/2}$ | $y = 8e^{-i\pi/2}$ | $y = 8e^{i\pi/2}$ |
| 3     | 0.148101        | 0.383799        | 0.128250        | 0.531730        | 0.120597        | 0.692253        |
| 7     | 0.014136        | 0.029922        | 0.011830        | 0.041465        | 0.011054        | 0.053969        |
| 11    | 0.001513        | 0.003029        | 0.001252        | 0.004196        | 0.001169        | 0.005463        |
| 15    | 0.000171        | 0.000333        | 0.000141        | 0.000461        | 0.000131        | 0.000601        |
|       | $y = e^{i3\pi/4}$ | $y = e^{i3\pi/4}$ | $y = 4e^{i3\pi/4}$ | $y = 4e^{i3\pi/4}$ | $y = 8e^{i3\pi/4}$ | $y = 8e^{i3\pi/4}$ |
| 3     | 0.163286        | 0.382659        | 0.128700        | 0.555697        | 0.118331        | 0.757044        |
| 7     | 0.015927        | 0.029833        | 0.011683        | 0.043323        | 0.010742        | 0.059021        |
| 11    | 0.001715        | 0.003020        | 0.001230        | 0.004385        | 0.001133        | 0.005974        |
| 15    | 0.000194        | 0.000332        | 0.000139        | 0.000482        | 0.000127        | 0.000657        |
|       | $y = e^{-i3\pi/4}$ | $y = e^{-i3\pi/4}$ | $y = 4e^{-i3\pi/4}$ | $y = 4e^{-i3\pi/4}$ | $y = 8e^{-i3\pi/4}$ | $y = 8e^{-i3\pi/4}$ |
| 3     | 0.159652        | 0.371670        | 0.123017        | 0.528617        | 0.113843        | 0.726807        |
| 7     | 0.015505        | 0.028976        | 0.011124        | 0.041212        | 0.010317        | 0.056663        |
| 11    | 0.001667        | 0.002933        | 0.001171        | 0.004172        | 0.001087        | 0.005735        |
| 15    | 0.000188        | 0.000322        | 0.000131        | 0.000459        | 0.000122        | 0.000631        |
Figure 3. Graphics of \( G_1(x, y) = F(1/2, 1/2, 1/2; x, y) \) (black, dashed) and the approximations given by Corollary 4.1 with \( n = 1 \) (blue), \( n = 2 \) (brown) and \( n = 3 \) (green) for different values of the fixed variable \( x \) and different intervals of the uniform variable \( y \), with \( w(x) \) taken according to Lemma 2.2. We have taken \( x = 0.9 \) and \( y \in (-1, 20) \) (top, left); \( x = 0.1 \) and \( y \in (-1, 20) \) (top right); and \( x = 6.8e^{i\pi/4} \) and \( y \in (-5e^{i\pi/3}, 5e^{i\pi/3}) \) (bottom). The bottom left picture corresponds to the real part of the functions, whereas the bottom right picture represents the imaginary part. The graphics are similar for other values of \( x \) and \( y \). The graphics show the uniformly convergent character of the expansions in the variable \( y \)

Similarly, the expansions derived for \( G_2(y, z) \) in Corollary 4.2 hold, not only for \( x > 0 \) and \( y, z \in \mathbb{C}\setminus(-\infty, 0] \), but in the bigger domain:

\[
\Lambda_2 := \{(x, y, z) \in (\mathbb{C}\setminus(-\infty, 0])^3; |\arg y - \arg z| < \pi, |\arg z^3 - \arg x^3| < \pi\}.
\]

5.2. Numerical Experiments

Finally, in Tables 1 and 2 and Fig. 3, we give some numerical experiments that illustrate the accuracy and uniform character of the expansions derived in Theorems 3.1 and 3.2 (and therefore in Corollarys 4.1–4.3). In the numerical
Tables 1 and 2 of this section we have computed the Relative Error ($E_{n}^{\text{rel}}$) and compared to the relative error bound ($B_{n}^{\text{rel}}$). They are defined in the form:

\[
E_{n}^{\text{rel}} := \frac{|F_{n}(a, b, c; x, y) - F(a, b, c; x, y)|}{|F(a, b, c; x, y)|}, \quad B_{n}^{\text{rel}} := \frac{|R_{n}(a, b, c; x, y)|}{|F(a, b, c; x, y)|},
\]

where $F_{n}(a, b, c; x, y)$ represents the sum in the right hand side of (14) or (21), and $|R_{n}(a, b, c; x, y)|$ the corresponding error bound (16) or (22).

All the computations of this section have been carried out by using the symbolic manipulation program Wolfram Mathematica 12.2. In particular, the “exact” value of $F(a, b, c; x, y)$ has been computed by means of numerical integration with the command “NIntegrate”.
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