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Abstract
This paper studies payoffs in subgame perfect equilibria of two-player discounted overlapping generations games with perfect monitoring. Assuming that mixed strategies are observable and a public randomization device is available, it is shown that sufficiently patient players can obtain any payoffs in the interior of the smallest rectangle containing the feasible and strictly individually rational payoffs of the stage game, when we first choose the rate of discount and then choose the players’ lifespan. Unlike repeated games without overlapping generations, obtaining payoffs outside the feasible set of the stage game does not require unequal discounting.

Keywords Overlapping generations games · Intertemporal trade · Discounted games · Folk theorem · Rectangular hull

JEL Classification C70 · C72 · C73

1 Introduction

Overlapping generations (OLG) games have been widely studied to investigate economic settings whose members change over time. In OLG games, players in the same generation interact for a sufficiently long time, and are then sequentially replaced by successors in the next generation. Kandori (1992) first proved the folk theorem in general n-player OLG games, which stated that the players in each generation can obtain any payoffs in V*, the set of feasible and strictly individually rational one-shot
payoffs. Following this study, Smith (1992) proved several versions of folk theorems with stronger results.

In the analyses of Kandori (1992), Smith (1992), and subsequent studies on OLG games, the characterization of the equilibrium set of payoffs is restrictive. They showed that players can obtain any payoffs in $V^*$ without discounting, and that the result is robust against low discounting. However, this does not mean that players cannot attain payoffs outside $V^*$; when they discount the future, they can transfer each other’s payoffs over time because young generations and old generations view current payoffs differently, which allows their equilibrium payoffs to go outside $V^*$. Here, we do not require that the discount rate of future payoffs is different between players, without which, as Sorin (1986) showed, equilibrium payoffs never go outside $V^*$ in the standard repeated games without overlapping generations.

We briefly illustrate how players improve their outcome in the following example of OLG chicken game with one-shot payoffs in Table 1. Here, each player with two periods of life has an action set of either $A_1$ or $A_2$ with $A_1 = A_2 = \{S, R\}$, and his opponent with the action set of different subscript is replaced one period after his entrance, as you can see in Table 2. When the young player plays $R$ and the old player plays $S$, their actions form a one-shot Nash equilibrium in every period with a higher payoff to the young player. When players discount the future at a common $\delta$ between zero and one, their average payoff is $\frac{2}{1+\delta}$. If $\delta < 1$ holds, this value is strictly larger than one, that is, $(\frac{2}{1+\delta}, \frac{2}{1+\delta})$ Pareto-dominates $(1, 1)$, and is outside $V^*$.

We generalize this result to any stage game with two players. Under the existence of a public randomization device and observability of mixed actions, we show that payoffs in the rectangular hull of $V^*$, that is, payoffs in the smallest rectangle that contains $V^*$, can be approximated in equilibria. In this chicken game, for example, it is $(0, 2)^2$, as shown by the gray area of the following Fig. 1.

In order to obtain this result, it is essential for players to discount future payoffs. In our study, the rate of discounting has two different roles, which can be seen as a trade-off. First, players must be so patient that do not deviate, the argument of which is seen everywhere in the literature on repeated games. The second role, which is novel to our paper, is that it must diminish the payoffs in players’ later days. If players do not discount the future, such intertemporal trade of payoffs in a Pareto improving way
Equilibrium payoffs in two-player games...
words, the benefits of intertemporal trade can be reaped only if the impatient player is vulnerable enough to be trusted” (Lehrer and Pauzner 1999, p. 394).

A typical example of this asymmetry in equilibrium payoffs is given by the repeated prisoner’s dilemma in Table 3 with unequal or asymmetric discounting, whose set of equilibrium payoffs is shown as the gray area in Fig. 2. In our OLG model, on the other hand, every player’s payoff can be raised without diminishing his opponent’s payoff; any payoffs in the symmetric rectangle, \((0, 3)\), can be approximated in equilibria, as in Fig. 3. This is because the two players are in different stages of their lives—when the younger player earns good payoffs, the other player earns low payoffs, but the latter’s overall payoff is not affected very much since he is in the later stage of his lifetime and these bad payoffs are more heavily discounted than the good ones he received when young.

The remainder of this paper is organized as follows. In Sect. 2, we define the model of OLG games and prove the main theorem. In Sect. 3, we discuss remaining important issues that could not be included in this paper.

### 2 Model and results

#### 2.1 Stage games

Let \( G = (N, A, g) \) be a two-player stage game defined as follows. \( N = \{1, 2\} \) is the set of players in \( G \). For \( i \in N \), \( A_i \) is \( i \)'s finite set of pure actions, and \( \Delta A_i \) is \( i \)'s set of mixed actions. We denote \( i \)'s payoff function as \( g_i: \Delta A_1 \times \Delta A_2 \rightarrow \mathbb{R} \).

|          | \( C \) | \( D \) |
|----------|---------|--------|
| \( C \)  | 2, 2    | -2, 4  |
| \( D \)  | 4, -2   | 0, 0   |

\( V^* = \text{co}\left(\{(0, 0), (0, 3), (2, 2), (3, 0)\} \cap \mathbb{R}^2_{++}\right) \) with \( V^* = \text{co}\left(\{(0, 0), (0, 3), (2, 2), (3, 0)\} \cap \mathbb{R}^2_{++}\right) \) for each player's action set. For each player's payoff function, the mixed \( \minimaxing \) action of \( j \neq i \) against \( i \), and \( i \)'s best response, are defined respectively, as follows:

\[
m^i_j \in \arg \min_{\alpha_j \in \Delta A_j} \max_{a_i \in A_i} g_i(a_i, \alpha_j),
\]

\( V^* = \text{co}(g(A)) \) be the set of feasible payoffs, where \( A = A_1 \times A_2 \).

\( V^* = \text{co}(g(A)) \) be the set of feasible payoffs, where \( A = A_1 \times A_2 \). The (mixed) \( \minimaxing \) action of \( j \neq i \) against \( i \), and \( i \)'s best response, are defined respectively, as follows:

\[
m^i_j \in \arg \min_{\alpha_j \in \Delta A_j} \max_{a_i \in A_i} g_i(a_i, \alpha_j),
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m^i_j \in \arg \min_{\alpha_j \in \Delta A_j} \max_{a_i \in A_i} g_i(a_i, \alpha_j),
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\( V^* = \text{co}(g(A)) \) be the set of feasible payoffs, where \( A = A_1 \times A_2 \). The (mixed) \( \minimaxing \) action of \( j \neq i \) against \( i \), and \( i \)'s best response, are defined respectively, as follows:

\[
m^i_j \in \arg \min_{\alpha_j \in \Delta A_j} \max_{a_i \in A_i} g_i(a_i, \alpha_j),
\]

\( V^* = \text{co}(g(A)) \) be the set of feasible payoffs, where \( A = A_1 \times A_2 \). The (mixed) \( \minimaxing \) action of \( j \neq i \) against \( i \), and \( i \)'s best response, are defined respectively, as follows:
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m^i_j \in \arg \min_{\alpha_j \in \Delta A_j} \max_{a_i \in A_i} g_i(a_i, \alpha_j),
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\]

\( V^* = \text{co}(g(A)) \) be the set of feasible payoffs, where \( A = A_1 \times A_2 \). The (mixed) \( \minimaxing \) action of \( j \neq i \) against \( i \), and \( i \)'s best response, are defined respectively, as follows:
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Fig. 2 Set of equilibrium payoffs in repeated prisoner’s dilemma with unequal discounting

Fig. 3 Rectangular hull of $V^*$ (prisoner’s dilemma)
\[ m_i^j \in \arg \max_{a_i \in A_i} g_i(a_i, m_i^j). \]

The set of feasible and strictly individually rational payoffs is then defined as
\[ V^* = \{ v \in V : v_1 > g_1(m^1), v_2 > g_2(m^2) \}, \]
assuming that \( V^* \neq \emptyset \). We allow for the case of \( \text{dim} \, V^* = 1 \). Without loss of generality, the infimum of \( i \)'s payoffs in \( V^* \) is normalized to zero, as follows:
\[ \inf_{v \in V^*} v_i = 0. \]
This value determines the lower bound of players’ equilibrium payoffs.\(^3\) We also denote the supremum of \( i \)'s payoffs in \( V^* \) as \( r_i \), defined as follows:
\[ r_i = \sup_{v \in V^*} v_i. \]
This value determines the upper bound of players’ equilibrium payoffs in our result. We then define the open rectangular hull of \( V^* \), say \( R(V^*) \), as follows:
\[ R(V^*) = (0, r_1) \times (0, r_2). \]
Note that in many stage games, \( R(V^*) \setminus V^* \neq \emptyset \) holds. In the prisoner’s dilemma in Table 3, for example, \( r_1 = r_2 = 3 \), and as shown by the gray area of Fig. 3, \( R(V^*) = (0, 3)^2 \).

2.2 OLG games

Given a stage game \( G \) defined above, we construct the OLG game with perfect monitoring, \( OLG(G; \delta, T) \) as follows (also see Table 4):

- The game starts in period 1. In every period, \( G \) is played by two finitely-lived players, one with the action set \( A_1 \) and the other with \( A_2 \).
- For \( i \in N \) and \( k \geq 1 \), the player with \( A_i \) in generation \( k \) joins in the game at the beginning of period \( 2(k - 1)T + (i - 1)T + 1 \), and lives for the following \( 2T \) periods, until he retires at the end of period \( 2kT + (i - 1)T \), where \( T \geq 1 \) is fixed. The only exception is the player with \( A_2 \) in generation 0, who participates in the game between periods 1 and \( T \).
- Each player’s per-period payoffs are discounted at a common \( \delta \in (0, 1] \).\(^4\)

We assume that in every period, players can observe each other’s mixed actions, and that a public randomization device (PRD) is available. When a sequence of actions

\( ^3 \) Sometimes this value is strictly greater than the player’s minimax value. To see this, consider the following example with actions \( A_1 = \{ U, D \} \) and \( A_2 = \{ L, R \} \), and payoffs \( g_1(a_1, L) = -0.5 \) for \( (i, a_1) \in N \times A_1 \), \( g_1(U, R) = g_2(U, R) = g_1(D, R) = 0.5 \) and \( g_2(D, R) = 0 \). Here, we can verify that \( g_1(m^1) = -0.5 \), but \( \inf_{v \in V^*} v_1 = 0 \) holds, where \( V^* = co(\{(0, 0), (0.5, 0), (0.5, 0.5)\}) \cap \mathbb{R}_{++}^2 \).

\( ^4 \) Although our result does not hold with \( \delta = 1 \), it is convenient to consider this case in order to construct the strict punishments under no discount that are still available with \( \delta < 1 \).
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Table 4 Structure of OLG game

| Period 1 \( \sim \) T | \( T + 1 \sim 2T \) | \( 2T + 1 \sim 3T \) | \( 3T + 1 \sim 4T \) | \( 4T + 1 \sim 5T \) | \( 5T + 1 \sim 6T \) | \( 6T + 1 \sim 7T \) | \( \cdots \) |
|-----------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( A_1 \) Generation 1 | \( A_2 \) Generation 0 | \( A_1 \) Generation 2 | \( A_2 \) Generation 1 | \( A_1 \) Generation 3 | \( A_2 \) Generation 2 | \( A_1 \) Generation 4 | \( \cdots \) |

Table 5 Equilibrium payoff path

| Duration | \( T - S \) | \( S \) | \( T - S \) | \( S \) | \( T - S \) | \( S \) | \( T - S \) | \( \cdots \) |
|----------|-----------|--------|-----------|--------|-----------|--------|-----------|----------|
| \( A_1 \) | \( v_{11} \) | \( g_1(b_1^2) \) | \( v_{21} \) | \( g_1(b_2^1) \) | \( v_{11} \) | \( g_1(b_2^2) \) | \( v_{21} \) | \( \cdots \) |
| \( A_2 \) | \( v_{12} \) | \( g_2(b_1^2) \) | \( v_{22} \) | \( g_2(b_1^2) \) | \( v_{12} \) | \( g_2(b_1^2) \) | \( v_{22} \) | \( \cdots \) |

\((\alpha(t))^{2T}_{t=1} \in (\Delta A_1 \times \Delta A_2)^{2T}\) is played throughout a player’s life with \( A_i \), his average payoff is as follows: 5

\[
\frac{1}{\sum_{t=1}^{2T} \delta^{t-1}} \sum_{t=1}^{2T} \delta^{t-1} g_i(\alpha(t)).
\]

2.3 The Folk theorem

The following theorem holds.

**Theorem 1** (A folk theorem in two-player discounted OLG games) Suppose that mixed actions are observable and a PRD is available in every period. Then, for every pair of payoffs \( v \in R(V^*) \), and for every \( \epsilon > 0 \), there exists \( \delta \in (0, 1) \) such that if \( \delta \in [\delta, 1) \), then for every sufficiently large \( T \in \mathbb{N} \), there exists a subgame perfect equilibrium in \( OLG(G; \delta, T) \) where the pair of players in each generation 6 obtains average payoffs \( w \) that satisfies \( |w_i - v_i| < \epsilon \) for \( i \in \mathbb{N} \).

Before the formal proof, we use the following Table 5 and briefly see how the players in each generation can obtain good equilibrium payoffs \((v_{11}^1, v_{22}^2) \in R(V^*)\), which are possibly outside \( V^* \).

As you can see in this table, each player with \( A_i \) obtains the target payoff \( v_{i}^j \) in his first \( T - S \) periods of life. Here, his opponent endures a relatively low payoff \( v_{j}^i \) so that players’ payoffs during these periods are feasible and strictly individually rational, i.e., \((v_{1}^1, v_{2}^j) \in V^* \). In the following \( S \) periods, he gives the maximum one-shot payoff \( g_j(b_j^1) \) to his opponent, where \( b_j^1 \in \arg \max_{a \in A} g_i(a) \), in order to block the deviation by his opponent, who is going to retire. After his opponent is replaced by a new player, he helps the new opponent to obtain \( v_{j}^i \) for \( T - S \) periods, and then receives a terminal bonus \( g_i(b_j^i) \) in his final \( S \) periods. When he discounts the future and his lifespan is sufficiently long, his continuation payoff after he becomes old vanishes, and the

---

5 For the player with \( A_2 \) in generation 0, replace \( 2T \) with \( T \).
6 The player with \( A_1 \) in generation 1 and the player with \( A_2 \) in generation 0 are excluded from this result.
average payoff throughout his life becomes almost equal to what he obtains early in his life, \( v_i^t \).

We investigate how such play becomes possible as an equilibrium path in more detail, using the prisoner’s dilemma in Table 3. Here, we show that the pair of players can obtain \((v_1, v_2) = (2.8, 2.8) \in R(V^*) \setminus V^*\) within the error of \( \varepsilon = 0.1 \) in an equilibrium, with \( S = 1 \), \( \delta = 0.95 \), and sufficiently large \( T \). It is assumed that at the beginning of each period, the PRD draws one integer from 1 to 5 with equal probability \( 0.2 \), and that players commonly observe it.

Hereafter, we use the following notations without loss of generality:

(i) In each period, we call the young player (i.e., the player in his earlier half of life) \( \text{Young} \), and his opponent \( \text{Old} \), respectively.

(ii) The strategy profile is defined for any \( T \)-period block between \((k - 1)T + 1\) and \( kT \) for \( k \geq 1 \), and period \((k - 1)T + t \) is just called “period \( t \)” for \( t \in \{1, 2, \ldots, T\} \).

If there is no deviation, players play the following on-path strategy:

- In period \( t \leq T - 1 \): \( \text{Old} \) plays \( C \). \( \text{Young} \) plays \( C \) after the PRD drew at most 3, and plays \( D \) otherwise. Here, the one-shot payoffs of \((\text{Young}, \text{Old})\) are \((2.8, 0.4) \in V^*\).
- In period \( t = T \): \( \text{Old} \) plays \( D \) and \( \text{Young} \) plays \( C \).

If someone deviates, players play one of the following punishments:

- Young’s deviation in period \( t \leq T - 3 \): Players switch to play \( D \) until \( \text{Old} \) retires. After that, players switch to on-path.
- Young’s deviation in period \( t \geq T - 2 \): Players switch to play \( D \). After \( \text{Old} \) retires, players continue to play \( D \) for the following 16 periods, and then switch to on-path.
- \( \text{Old} \)’s deviation: Players switch to play \( D \) until \( \text{Old} \) retires. After that, players switch to on-path.

We show that the above strategy profile forms an equilibrium. First, consider \( \text{Young} \)’s early deviation from \( C \) in period \( t = T - \ell \) for \( 3 \leq \ell \leq T - 1 \). Suppose that the PRD drew at most 3 at the beginning of period \( t \). If he deviates, he gets 4 immediately, but his continuation payoff until the end of period \( T \) is reduced to 0. When he does not deviate, he receives \( 2 + 2.8 \sum_{s=1}^{\ell-1} \delta^s - 2\delta^\ell \geq 2 + 2.8(\delta + \delta^2) - 2\delta^3 > 4 \) during these periods, which is better than the deviation.

Second, consider \( \text{Young} \)’s late deviation. Suppose that he deviates in period \( t = T - 1 \). If he deviates, he gets 4 immediately, but his continuation payoff during the following 17 periods is 0. When he does not deviate, his payoff during these periods is \( 2 - 2\delta + 0.4 \sum_{s=1}^{16} \delta^{s+1} > 4 \). By the analogous reason, he does not deviate in period \( t = T - 2 \), because he gets \( 2 + 2.8\delta - 2\delta^2 + 0.4 \sum_{s=1}^{16} \delta^{s+2} > 2 + 0.8\delta + 4\delta > 4 \) on the path. Next, suppose that he deviates in period \( t = T \). If he deviates, he gets 0 not only immediately, but also during the following 16 periods. When he does not deviate, his payoff during these periods is \( \frac{1}{\delta} (-2\delta + 0.4 \sum_{s=1}^{16} \delta^{s+1}) > \frac{4+2}{\delta} > 0 \).

Now we consider \( \text{Old} \)’s deviation in period \( t = T - \ell \) for \( 2 \leq \ell \leq T - 1 \). When he does not deviate, his continuation payoff is \( 0.4 \sum_{s=1}^{\ell-1} \delta^s + 4\delta^\ell \geq 0.48 + 4\delta^2 = 3.99 \). Because \( g_i(D, C) - g_i(C, D) = g_i(D, D) - g_i(C, D) = 2 \) and the continuation
payoff after the deviation is 0, the difference between the payoffs on the path and from the deviation is at least $1.99 > 0$. By the analogous reason, he does not deviate in $t = T - 1$, because he gets $4\delta > 2$ in period $T$ on the path.

Finally, each player’s average payoff is as follows:

$$\frac{1}{1 - \delta^{2T}} \left[ 2.8(1 - \delta^{T-1}) - 2\delta^{T-1}(1 - \delta) + 0.4\delta^T(1 - \delta^{T-1}) + 4\delta^{2T-1}(1 - \delta) \right].$$

When we choose $T \geq 64$, this value is greater than 2.7, which is within the distance of 0.1 from the target.

We proceed to formally prove Theorem 1. In the above example, we did not have to consider the deviation from the punishment, because the punishment itself is a one-shot Nash equilibrium. In general, however, Nash equilibrium payoffs may not be able to provide a sufficient level of punishment. For this reason, we must generalize the structure of punishments against the three types of deviations described above: any player’s early deviation, Young’s late deviation, and Old’s late deviation.

**Proof** Choose any $v = (v_1^1, v_2^2) \in R(V^*)$ and $\epsilon > 0$. By the definition of $R(V^*)$, there exists $v_j^i$ for $i \in N$ and $j \neq i$ which satisfies $v^i = (v_i^1, v_j^2) \in V^*$. Let $a^i$ be (correlated) actions with one-shot payoffs $v^i$. Because $\dim R(V^*) = 2$, there exist (correlated) actions $c^j$ with one-shot payoffs $g(c^j) \in V^*$ satisfying $0 < g_i(c^j) < v_i^1$. Players play $c^j$ instead of $a^i$ to punish the late deviation of Young with $A_i$, after he becomes Old. We denote the mutual minimax profile and a one-shot Nash profile as $m = (m_1^2, m_2^1)$ and $e$, respectively.

The game starts in period 1 with playing $a^1$. The natural numbers $Q$, $S$, and $P$, which satisfy $P + Q + S < T$, are determined later in this order so that the following strategy profile is subgame perfect. The profile consists of 5 steps. Here, Steps 3 and 5 need the observability of mixed actions in order to detect the deviation from minimaxing, either $m_2^1$ or $m_1^2$, which can be a mixed action. We also need the PRD for Steps 1 and 4 in order to let players play $a^i$ and $c^j$. Without loss of generality, we assume that the action set of Young (resp. Old) is $A_i$ (resp. $A_j$).

When there is no deviation, players play the following on-path strategy.

- **Step 1.** In period $t \leq T - S$, players play $a^i$.
- **Step 2.** In period $t \geq T - S + 1$, players play $b^j$.

After someone unilaterally deviates, players play the following punishments. The punishments are also applied to the deviations from themselves. After each punishment, players return to on-path.

- **Step 3.** When someone deviates in period $t \leq T - S - Q$, players play $m$ for $Q$ periods.
- **Step 4.** When Young deviates in period $t \geq T - S - Q + 1$, players play $e$ until Old retires. After that, players play $c^j$ for $P$ periods.
- **Step 5.** When Old deviates in period $t \geq T - S - Q + 1$, players play $m^j$ until Old retires.

According to this profile, $a^i$ is played for $T - S$ periods on the equilibrium path when each player with $A_i$ is Young, and his average payoff is almost equal to $v_i^1$ under
the positive rate of discounting \( \delta < 1 \) and sufficiently long \( T \) relative to \( S \), as you can see in Table 5.

In the remainder of this section, it is proved that the above strategy profile forms a subgame perfect equilibrium for \( \delta \) sufficiently close to 1 when we choose \( Q \), \( S \), and \( P \) appropriately. The methodology is to provide strictly positive penalties for any unilateral deviation from each step when \( \delta = 1 \). Then, by continuity of payoffs, there is some \( \delta \in (0, 1) \) for which all penalties are still positive for \( \delta \in [\delta, 1) \). In determining the parameters, we consider the “worst-case scenario,” where the incentive to deviate is greatest.

- Deviations in period \( t \leq T - S - Q \) when nobody is minimaxed:
  In this case, the player can get at least
  \[
  u = \min\{v^1_1, v^2_2, g_1(c^1), g_2(c^1), g_1(c^2), g_2(c^2)\} > 0
  \]
  in every period without deviation, until the end of period \( T - S \).
  When he deviates, he gets at most \( \beta = \max\{g_1(b^1), g_2(b^2)\} \) immediately, but is
  minimaxed for the following \( Q \) periods, by Step 3. In order to block the deviation, we choose \( Q \) to satisfy the following inequality:
  \[
  (1 + Q)u > \beta.
  \]

- Deviations from minimaxing in period \( t \leq T - S - Q \): In this case, Step 3 restarts
  and the deviator’s payoff from the current period to the next \( Q \) periods is at most
  0. When he does not deviate, the players return to on-path within \( Q \) periods and
  he can get at least \( u > 0 \).

- Deviations by \( Old \) in period \( t \geq T - S - Q + 1 \): Suppose that \( Old \) deviates in period
  \( t = T - S - Q + 1 \). He gets at most \( \beta \) immediately, but his continuation payoff until
  his retirement is at most 0 because of Step 5. When he does not deviate, his payoff
  during these \( Q + S \) periods is at least \( Q\omega + S\beta \), where \( \omega = \min_{i,a}\in N \times A g_i(a) \)
  is players’ worst one-shot payoff, and \( \beta = \min\{g_1(b^1), g_2(b^2)\} \). We can avoid
  the deviation when we choose \( S \) satisfying the following inequality:
  \[
  Q\omega + S\beta > \beta.
  \]

- Deviations by \( Young \) in period \( t \geq T - S - Q + 1 \): Suppose that \( Young \) deviates in period
  \( t = T - S - Q + 1 \). He gets at most \( \beta \) immediately. Then, because of
  Step 4, he gets at most \( (Q + S - 1)g_i(e) \) in the following \( Q + S - 1 \) periods.
  After \( Old \)’s retirement, his payoff in the following \( P \) periods is reduced to at most
  \( Pg_i(c^i) \), where \( g_i(c^i) < v^1_i \). When he does not deviate, he gets at least \( (Q + S)\omega \)
  before \( Old \)’s retirement, and at least \( P v^1_i \) after \( Old \)’s retirement. We can avoid
  the deviation when we choose \( P \) satisfying the following inequality for each \( i \in N \):
  \[
  (Q + S)\omega + P v^1_i > \beta + (Q + S - 1)g_i(e) + Pg_i(c^i).
  \]

Therefore, deviations from any steps strictly decrease deviators’ payoffs under no
discount, which means that the above strategy profile forms a subgame perfect
equilibrium also for some \( \delta \in (0, 1) \) and \( \delta \in [\delta, 1) \). Fix such \( \delta \). Note that the
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parameters $Q$, $S$, and $P$ are independent of $T$. We then choose $T$ which satisfies the following inequalities:

\begin{align}
T &> P + Q + S, 
\frac{1}{1 - \delta^2 T} \left\{ (1 - \delta^2 T) v^i_i + (\delta^2 T - \delta^2 T) \omega \right\} > v^i_i - \epsilon, \text{ and} \\
\frac{1}{1 - \delta^2 T} \left\{ (1 - \delta^2 T) v^i_i + (\delta^2 T - \delta^2 T) \beta \right\} &< v^i_i + \epsilon.
\end{align}

Equations (5) and (6) must be satisfied for each $i \in N$. The LHS of (5) (resp. (6)) determines the lower bound (resp. upper bound) of the average payoff of each player with $A_i$ on the path, and as $T \to \infty$, each converges to $v^i_i$. Now, set $T \geq T$. Then in $OLG(G; \delta, T)$, the above strategy profile is well defined by (4), and it forms a subgame perfect equilibrium by (1), (2), and (3), where the average payoff of each player with $A_i$ is within $\epsilon$ of the target payoff $v^i_i$, by (5) and (6).

\section{3 Conclusions and discussions}

In this study, we analyzed a model of two-player discounted OLG games. We have seen that players can obtain payoffs outside $V^*$. Here, some readers may notice the following issues, which are the subject of the author’s ongoing research, including Morooka (2020). The first is to consider the possibility of obtaining better payoffs outside $R(V^*)$. We are going to investigate whether the analogue of Sorin (1986) impossibility in the standard repeated games without overlapping generations applies to OLG games.

Second, the model of OLG games where a PRD is not available and players cannot observe mixed actions should be considered. In the standard repeated games, the minimax folk theorem proved by Fudenberg and Maskin (1986) using a PRD extends to the case where players cannot use a PRD. This is shown for equal discounting by Fudenberg and Maskin (1991) and for possibly unequal discounting by Dasgupta and Ghosh (2019). A similar refinement of equilibrium strategies will be required in order to get rid of these assumptions in OLG games.

The third is to investigate how the result changes when the stage game has three or more players. In two-player OLG games, the mutual minimaxing is available for the punishment. When more players play the stage game, such a useful construction is not available. In order to generalize our result to $n$-player OLG games, therefore, we will have to consider more complex strategies.

Finally, it will be convenient if we can compute the exact shape of the equilibrium payoff set of OLG games without a PRD for arbitrarily fixed $\delta$ and $T$. For standard repeated games, Lehrer and Pauzner (1999) have an algorithm to find the shape of the frontier using a PRD as players become patient. Dasgupta and Ghosh (2019) provide a condition to identify all payoff profiles that can be obtained as subgame perfect equilibrium payoffs of some discount factor profile without using a PRD. When we apply these results to OLG games, however, recursive methods which can be used in the standard repeated games will be no longer available because, for example in
Table 2, the continuation games beginning from odd periods are different from those beginning from even periods. We leave these issues to be resolved in future research.
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