Robust Risk-Sensitive Reinforcement Learning Agents for Trading Markets

Yue Gao1 2 * Kry Yik Chau Lui2 Pablo Hernandez-Leal2

Abstract

Trading markets represent a real-world financial application to deploy reinforcement learning agents, however, they carry hard fundamental challenges such as high variance and costly exploration. Moreover, markets are inherently a multiagent domain composed of many actors taking actions and changing the environment. To tackle these type of scenarios agents need to exhibit certain characteristics such as risk-awareness, robustness to perturbations and low learning variance. We take those as building blocks and propose a family of four algorithms. First, we contribute with two algorithms that use risk-averse objective functions and variance reduction techniques. Then, we augment the framework to multi-agent learning and assume an adversary which can take over and perturb the learning process. Our third and fourth algorithms perform well under this setting and balance theoretical guarantees with practical use. Additionally, we consider the multi-agent nature of the environment and our work is the first one extending empirical game theory analysis for multi-agent learning by considering risk-sensitive payoffs.

1. Introduction

Reinforcement learning (RL) has moved from toy domains to real-world applications such as games (Berner et al., 2019), navigation (Bellemare et al., 2020), software engineering (Bagherzadeh et al., 2020), industrial design (Mirhosseini et al., 2020), and finance (Li, 2017). Each of these applications has inherent difficulties which are long-standing fundamental challenges in RL, such as: limited training time, costly exploration and safety considerations, among others.

Deep RL has been shown to be brittle in many scenarios (Henderson et al., 2018). Therefore, improving robustness is essential for deploying agents in realistic scenarios. A line of work has improved robustness of RL agents via adversarial perturbations (Morimoto & Doya, 2005; Pinto et al., 2017). In particular, the framework assumes an adversary (who is also learning) who is allowed to take over
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control at regular intervals. This approach has shown good experimental results in robotics (Pan et al., 2019), and our proposed algorithms extend on this idea while providing convergence guarantees.

Since our motivation is to use RL agents in trading markets (which can be seen as multi-agent interactions) we also evaluate these agents from the perspective of game theory. However, it may be too difficult to analyze in standard game theoretic framework since there is no normal form representation (commonly used to analyze games). Fortunately, empirical game theory (Walsh et al., 2002; Wellman, 2006) overcomes this limitation by using the information of several rounds of repeated interactions and assuming a higher level of strategies (agents’ policies). These modifications have made possible the analysis of multi-agent interactions in complex scenarios such as markets (Bloembergen et al., 2015), and multi-agent games (Tuyls et al., 2020). However, these works have not studied the interactions under risk metrics (such as Sharpe ratio) as we do in this work.

In summary, we take inspiration from previous works to combine risk-awareness, variance reduction and robustness techniques with four different algorithms. Risk-Averse Averaged Q-Learning (RA2-Q) and Variance Reduced Risk-Averse Averaged Q-Learning (RA3-Q) relaxes those assumptions and theoretical guarantees. Risk-Averse Multi-Agent Q-Learning (RAM-Q) which is a framework to a multi-agent scenario where we assume an adversarial component to improve robustness. In summary, we take inspiration from previous works to combine risk-awareness, variance reduction and robustness techniques with four different algorithms. Risk-Averse Averaged Q-Learning (RA2-Q) and Variance Reduced Risk-Averse Averaged Q-Learning (RA3-Q) relaxes those assumptions and theoretical guarantees. Risk-Averse Multi-Agent Q-Learning (RAM-Q) which is a framework to a multi-agent scenario where we assume an adversarial component to improve robustness. Lastly, we present a theoretical result using empirical game theory analysis on games with risk-sensitive payoff.

2. Preliminaries

2.1. Single-Agent Reinforcement Learning

A Markov Decision Process is defined by a set of states $S$ describing the possible configurations, a set of actions $A$ and a set of observations $O$ for each agent. A stochastic policy $\pi_i : O \times A \rightarrow [0, 1]$ parameterized by $\theta$ produces the next state according to the state transition function $T : S \times A \rightarrow S$. The agent obtains rewards as a function of the state and agent’s action $r : S \times A \rightarrow \mathbb{R}$, and receives a private observation correlated with the state $o : S \rightarrow O_i$. The initial states are determined by a distribution $d_0 : S \rightarrow [0, 1]^{[S]}$.

2.2. Multi-Agent Reinforcement Learning

In RL, each agent $i$ aims to maximize its own total expected return, e.g., for a Markov game with two agents, for a given initial state distribution $d_0$, the discounted returns are respectively:

$$J^1(d_0, \pi_1^i, \pi_2^i) = \sum_{t=0}^{\infty} \gamma^t \mathbb{E}[r_t^i | \pi_1^i, \pi_2^i, d_0]$$

$$J^2(d_0, \pi_1^i, \pi_2^i) = \sum_{t=0}^{\infty} \gamma^t \mathbb{E}[r_t^j | \pi_1^i, \pi_2^j, d_0]$$

where $\gamma$ is a discount factor, $r_t^i, r_t^j$, $t = 1, 2, \ldots$ are respectively immediate rewards for agent 1 & 2. And a Nash equilibrium for Markov game (with two agents) is defined as following

**Definition 1.** (Hu & Wellman, 1998) A Nash equilibrium point of game $(J^1, J^2)$ is a pair of strategies $(\pi_1^*, \pi_2^*)$ such that for $\forall s \in S,$

$$J^1(s, \pi_1^*, \pi_2^*) \geq J^1(s, \pi_1^i, \pi_2^i) \ orall i \in 1$$

$$J^2(s, \pi_1^i, \pi_2^*) \geq J^2(s, \pi_1^i, \pi_2^j) \ orall j \in 2$$

2.2.1. Multi-Agent Extension of MDP

A Markov game for $N$ agents is defined by a set of states $S$ describing the possible configurations of all agents, a set of actions $A_1, \ldots, A_N$ and a set of observations $O_1, \ldots, O_N$ for each agent. To choose actions, each agent $i$ uses a stochastic policy $\pi_{\theta i} : O_i \times A_i \rightarrow [0, 1]$ parameterized by $\theta_i$, which produces the next state according to the state transition function $P : S \times A_1 \times \ldots \times A_N \rightarrow S$. Each agent $i$ obtains rewards as a function of the state and agents’ action $r_i : S \times A_1 \times \ldots \times A_N \rightarrow \mathbb{R}$, and receives a private observation correlated with the state $o_i : S \rightarrow O_i$. The initial states are determined by a distribution $d_0 : S \rightarrow [0, 1]^{[S]}$. In multi-agent Q learning, the Q tables are defined over joint states, actions

$$Q^1(s, a_1, \ldots, a_N, d_0)$$

2.3. Empirical Game Theory

We analyze the multi-agent behaviours in a trading market using empirical game theory, where a player corresponds to an agent, and a strategy corresponds to a learning algorithm. Then, in a $p$-player game, players are involved in a single round strategic interaction. Each player $i$ chooses a strategy $\pi^i$ from a set of $k$ strategy $S^i = \{\pi^i_1, \ldots, \pi^i_k\}$ and receives a stochastic payoff $R^i(\pi^1, \ldots, \pi^p) : S^1 \times S^2 \times \ldots \times S^p \rightarrow \mathbb{R}$. The underlying game that is usually studied is $R^i(\pi^1, \ldots, \pi^p) = \mathbb{E}[R^i(\pi^1, \ldots, \pi^p)]$. In general, we denote the payoff of player $i$ as $\mu^i$ and $x^{-1}$ as the joint strategy of all players except for player $i$.

**Definition 2.** A joint strategy $x = (x^1, \ldots, x^p) = (x^i, x^{-i})$ is a Nash equilibrium if for all $i$:

$$E_{\pi \sim \mu} \left[ j^i(\pi) \right] = \max_{\pi^i} E_{\pi^{-i} \sim \mu^{-i}} \left[ j^i(\pi^i, \pi^{-i}) \right]$$

**Definition 3.** A joint strategy $x = (x^1, \ldots, x^p) = (x^i, x^{-i})$
is an $\epsilon$-Nash equilibrium if for all $i$:
\[
\max_{\pi} E_{\pi^{-i}\sim X^{-i}}[\mu^i(\pi^{-i})] - E_{\pi\sim X}[\mu^i(\pi)] \leq \epsilon \quad (6)
\]

Evolutionary dynamics have been used to analyze multi-agent interactions. A well-known model is replicator dynamics (RD) (Weibull, 1997) which describes how a population evolves through time under evolutionary pressure (in our analysis, a population is composed by learning algorithms). RD assumes that the reproductive success is determined by interactions and their outcomes. For example, the population of a certain type increases if they have a higher fitness (in our case this means the expected return in certain interaction) than the population average; otherwise that population share will decrease.

To view the dominance of different strategies, it is common to plot the directional field of the payoff tables using the replicator dynamics for a number of strategy profiles $X$ in the simplex strategy space (Tuyls et al., 2020). In Section 6.2 we present results in this format evaluating our proposed algorithms.

3. Related Work

Our work is mainly situated in the broad area of safe RL (García & Fernández, 2015). In particular, a subgroup of works aims to improve robustness of learned policies by assuming two opposing learning processes: one that aims to disturb the most and another one that tries to control the perturbations (Morimoto & Doya, 2005). This approach has been recently adapted to work with neural networks in the context of deep RL (Pinto et al., 2017). Moreover, Risk-Averse Robust Adversarial Reinforcement Learning (RARL) (Pan et al., 2019) extended this idea by combining with Averaged DQN (Anschel et al., 2017), an algorithm that proposes averaging the previous $k$ estimates to stabilize the training process. RARL trains two agents – protagonist and adversary in parallel, and the goal for those two agents are respectively to maximize/minimize the expected return as well as minimize/maximize the variance of expected return. RARL showed good experimental results, but lacked theoretical guarantees and theoretical insights on the variance reduction and robustness. Multi-agent Q-learning (Hu & Wellman, 1998) is useful for finding the optimal strategy when there exists a unique Nash equilibrium in general sum stochastic games, and this approach could also be used in adversarial RL.

Wainwright (2019) proposed a variance reduction Q-learning algorithm (V-QL) which can be seen as a variant of the SVRG algorithm in stochastic optimization (Johnson & Zhang, 2013). Given an algorithm that converges to $Q^*$, one of its iterates $\bar{Q}$ could be used as a proxy for $Q^*$, and then recenter the ordinary Q-learning updates by a quantity $-\bar{T}_b(Q) + T(\bar{Q})$, where $\bar{T}_b$ is an empirical Bellman operator, $T$ is the population Bellman operator, which is not computable, but an unbiased approximation of it could be used instead. This algorithm is shown to be convergent and enjoys minimax optimality up to a logarithmic factor.

Lastly, another group of works proposed the use of risk-averse objective functions (Mihatsch & Neueneier, 2002) with the Q-learning algorithm. Since these ideas are highly related to our proposed algorithms we will describe in greater detail in the next section.

3.1. Risk Averse Q Learning

Shen et al. (2014) proposed a Q learning algorithm that is shown to converge to the optimal of a risk-sensitive objective function, the training scheme is the same as Q learning, except that in each iteration, a utility function is applied to a TD-error (see Algorithm 5 in Appendix).

Since the goal is to optimize the expected return as well as minimizing the variance of the expected return, an expected utility of the return could be used as the objective function instead:
\[
\tilde{J}_\pi = \frac{1}{\beta} E_{\pi} \left[ \exp \left( \beta \sum_{t=0}^{\infty} \gamma^t r_t \right) \right]. \quad (7)
\]

By a straightforward Taylor expansion, Eq. (7) yields
\[
E[\sum_{t=0}^{\infty} \gamma^t r_t] + \frac{\beta}{2} \text{var}[\sum_{t=0}^{\infty} \gamma^t r_t] + O(\beta^2)
\]
where when $\beta < 0$ the objective function is risk-averse, when $\beta = 0$ the objective function is risk-neutral, and when $\beta > 0$ the objective function is risk-seeking.

Shen et al. (2014) proved that by applying a monotonically increasing concave utility function $u(x) = -\exp(\beta x)$ where $\beta < 0$ to the TD error, Algorithm 5 converges to the optimal point of Eq. (7). Hence, it can be shown that:

**Theorem 1.** (Theorem 3.2, Shen et al. 2014) Running Algorithm 5 from an initial Q table, $Q \to Q^*$ w.p. 1, where $Q^*$ is the unique solution to
\[
E_s \left[ u \left( r(s, a) + \gamma \max_a Q^*(s', a) - Q^*(s, a) \right) \right] - x_0 = 0 \\
\forall (s, a). \text{ Where } s' \text{ is sampled from } T_{|;|s, a}. \text{ And the corresponding policy } \pi^* \text{ of } Q^* \text{ satisfies } \tilde{J}_{\pi^*} \geq \hat{J}_x \forall \pi.
\]

3.2. Multi-Agent Q-Learning

Hu & Wellman (1998) proposed Nash-Q, a Multi-Agent Q-learning algorithm (Algorithm 6 in Appendix) in the framework of general-sum stochastic games. When there exists a unique Nash equilibrium in the game, this algorithm is useful for finding the optimal strategy. Nash-Q assumes an agent can observe the other agent’s immediate rewards and previous actions during learning. Each learning agent maintains two Q-tables, one for its own Q values, and one for the other agents’. Hu & Wellman (1998) showed that under strong assumptions (Assumption B.3 in Appendix),
Table 1. Comparison of related algorithms. Our proposed algorithms are marked with **bold** and are described in Section 4.

| Algorithm                                      | Description                                                                 | Guarantees                                                                 |
|-----------------------------------------------|-----------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Risk averse Q-Learning (Shen et al., 2014)    | Q-Learning with a utility function applied to TD Error in Q update           | Convergence to optimal of a risk-averse objective function                 |
| Variance reduced Q-learning (Wainwright, 2019)| Use average estimation of multiple Q tables in Q-table updates to reduce variance | Convergent to optimal of expected return. Convergence rate is minimax optimal up to a logarithmic factor. |
| Nash Q-learning (Hu & Wellman, 1998)         | Two-agent Q-Learning in multi-agent MDP setting                             | Convergence to Nash equilibrium of the two-agent game (if exists)          |
| Risk-Averse Robust Adversarial Reinforcement Learning (RARL) (Pan et al., 2019) | Q-Learning with risk-averse/risk-seeking behaviors of protagonist/adversary with multiple Q tables | No convergence guarantee                                                  |
| Risk-Averse Averaged Q-Learning (RA2-Q)      | Q-Learning with a utility function + a more stable choice of actions with multiple Q tables | Convergence to optimal of a risk-averse objective function and reduced training variance. No convergence guarantee |
| Variance Reduced Risk-Averse Q-Learning (RA2.1-Q) | Use average estimation of multiple Q tables in Q updates: Apply utility function in Q updates | Convergence to Nash equilibrium (if exists) of the two-agent game (with Risk-Averse/Seeking payoffs respectively) No convergence guarantee |
| Risk-Averse Multi-agent Q-Learning (RAM-Q)    | Multi-agent Nash Q-Learning with a utility function + a risk-averse/risk-seeking behaviors of protagonist/adversary + multiple Q tables | Convergence to optimal of a risk-averse objective function and reduced training variance. No convergence guarantee |
| Risk-Averse Adversarial Averaged Q-Learning (RA3-Q) | Multi-agent Q-Learning with a utility function + a risk-averse/risk-seeking behaviors of protagonist/adversary + multiple Q tables | Convergence to Nash equilibrium (if exists) of the two-agent game (with Risk-Averse/Seeking payoffs respectively) No convergence guarantee |

Nash-Q converges to the Nash Equilibrium. We leave the full version of the algorithm and the convergence theorem to Appendix B.

4. Proposed Algorithms

Here we describe our proposed algorithms continuing the results discussed in the previous sections. We first present two algorithms RA2-Q and RA2.1-Q which use a risk-averse utility functions and reduce variance by training multiple Q tables in parallel. Then, we present RAM-Q which is a multi-agent algorithm that assumes an adversary which can perturb the learning process. While RAM-Q is proven to have convergence guarantees, it also needs strong assumptions that might not hold in reality. Therefore, our last proposal, RA3-Q, keeps the adversarial component to improve robustness while relaxing the strong assumptions. As a summary, Table 1 presents closely related works and the comparison with our proposed algorithms.

4.1. Risk-Averse Averaged Q-Learning (RA2-Q)

Although in RAQL (Algorithm 5) we discussed the convergence to the optimal of risk-sensitive objective function with probability 1, the proof assumes visiting every state infinitely many times whereas the actual training time is finite. Our main idea is that we can reduce the training variance further by choosing more risk-averse actions during the finite training process.

Averaged DQN (Anschel et al., 2017) reduces training variance by averaging multiple Q tables in the update. In a similar spirit, our proposed RA2-Q also trains multiple Q tables in parallel. However, we do not directly use the same update rule since that would break the convergence guarantee, in contrast, we train k Q tables in parallel using Eq. (9) as update rule. To select more stable actions we use the sample variance of k Q tables as an approximation to the true variance and then compute a risk-averse ̂ Q table and select actions according to it. A detailed description is presented in Algorithm 1.

The objective function here is also Eq. (7), and it can be shown that Algorithm 1 also converges to the optimal.

Theorem 2. Running Algorithm 1 for an initial Q table, then for all i ∈ {1, ..., k}, Qi → Q∗ w.p. 1, hence the returned table 1/k ∑i=1kQi → Q∗ w.p. 1, where Q∗ is the unique solution to

\[\mathbb{E}_{s', a} \left[ r(s, a) + \gamma \max_a Q^*(s', a) - Q^*(s, a) \right] - x_0 = 0\]

for all (s, a). Where s' is sampled from T[s, a]. And the corresponding policy π∗ of Q∗ satisfies Jπ∗ ≥ Jπ ∀π.

Theorem 2 follows directly from Theorem 1 (see Appendix C for detail).

4.2. Variance Reduced Risk-Averse Q-Learning (RA2.1-Q)

Wainwright (2019) proposed Variance Reduced Q-learning which trains multiple Q tables in parallel and uses the averaged Q table in the update rule. It is shown that it guarantees a convergence rate which is minimax optimal. Inspired by that work, we propose our RA2.1-Q (Algorithm 2) which applies a utility function to the TD error during Q updates for the purpose of further reducing variance. To select more stable actions during training, we use the sample variance of k Q tables as an approximation to the true variance and then compute a risk-averse ̂ Q table and select actions according to it. We’ll discuss more details in Section 7.

4.3. Multi-Agent Risk-Averse Q-Learning (RAM-Q)

In complex scenarios such as financial markets learned RL policies can be brittle. To improve robustness, we adapt ideas from adversarial learning to a multi-agent learning problem similar to (Hu & Wellman, 1998).

In the adversarial setting we assume there are two learning processes happening simultaneously, a main protagonist (P) and an adversary (A); the goal of protagonist is to maximize the total return as well as minimize the variance; the goal of adversary is to minimize the total return of protagonist...
as well as maximizing the variance. Here, we assume that each agent can observe its opposite’s immediate reward.

Let \( r_{it}^p \) be the immediate reward received by protagonist at step \( t \), and let \( r_{it}^a \) be the immediate reward received by adversary at step \( t \). Then we choose the objective functions as follows:

The objective function for the protagonist is,

\[
\bar{J}^p = \frac{1}{\beta^p} \mathbb{E} \left[ \exp \left( \beta^p \sum_{t=0}^{\infty} \gamma^t \cdot r_{it}^p \right) \right] \quad \beta^p < 0 \tag{13}
\]

by a Taylor expansion, Eq. (13) yields,

\[
\bar{J}^p = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t \cdot r_{it}^p \right] + \frac{\beta^p}{2} \text{Var} \left[ \sum_{t=0}^{\infty} \gamma^t \cdot r_{it}^p \right] + O((\beta^p)^2).
\]

Similarly, the objective function for the adversary is,

\[
\bar{J}^a = \frac{1}{\beta^a} \mathbb{E} \left[ \exp \left( \beta^a \sum_{t=0}^{\infty} \gamma^t \cdot r_{it}^a \right) \right] \quad \beta^a > 0 \tag{14}
\]

by Taylor expansion, Eq. (14) yields,

\[
\bar{J}^a = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t \cdot r_{it}^a \right] + \frac{\beta^a}{2} \text{Var} \left[ \sum_{t=0}^{\infty} \gamma^t \cdot r_{it}^a \right] + O((\beta^a)^2).
\]

Using the same spirit in (Hu & Wellman, 1998), we proposed Algorithm 3 and the following guarantee holds:

**Theorem 3.** If the two-agent game \((\bar{J}^p, \bar{J}^a)\) has a Nash equilibrium solution, then running Algorithm 3 from initial Q tables \(Q^p, Q^a\) will converge to \(Q^p_\ast \) and \(Q^a_\ast\) w.p. 1. s.t. the Nash equilibrium solution \((\pi^p_\ast, \pi^a_\ast)\) for the bimatrix game \((Q^p_\ast, Q^a_\ast)\) is the Nash equilibrium solution to the game \((\bar{J}^p, \bar{J}^a)\), and the equilibrium payoff are \(\bar{J}^p(s, \pi^p_\ast, \pi^a_\ast)\), \(\bar{J}^a(s, \pi^p_\ast, \pi^a_\ast)\).

Although Theorem 3 gives a solid convergence guarantee, it suffers from drawbacks like expensive computational cost and idealized assumptions, e.g., in trading markets, there may not exist a Nash equilibrium to \((\bar{J}^p, \bar{J}^a)\), and during the training process, assumptions about the Nash equilibrium (Assumption B.3 in Appendix B) break easily (Bowling, 2000). Hence, we design another novel algorithm RA3-Q which relaxes these assumptions (at the expense of loosening theoretical guarantees) while enhancing robustness and performing well in reality.

### 4.4 Risk-Averse Adversarial Averaged Q-Learning (RA3-Q)

We start from the same objective functions for the protagonist, Eq. (13), and adversary, Eq. (14). In order to optimize \(\bar{J}^p\) and \(\bar{J}^a\), we apply utility functions to TD errors when updating Q tables, and combining the idea of training multiple Q tables in parallel as Algorithm 1 to select actions with low variance, we get a novel Algorithm 4 (full version Algorithm 7 in Appendix E).

Note that RA3-Q combines (i) risk-averse using utility functions (ii) variance reduction by training multiple Q tables and (iii) robustness by adversarial learning. Intuitively, as the adversary is getting stronger, the protagonist experiences harder challenges, thus enhancing robustness. Compared to Algorithm 3, where the returned policy \((\pi^p_\ast, \pi^a_\ast)\) is a Nash equilibrium of the \((\bar{J}^p, \bar{J}^a)\), Algorithm 4 does not have a convergence guarantee, however, it has several practical advantages including computational efficiency, simplicity (no...
When the environment is populated by many learning agents, Variance Reduced Risk-Averse Q-Learning (RA2.1-Q) algorithm 2

1: Initialize \( Q_0 = 0 \), \( m = 1 \), \( RB = \emptyset \).
2: for \( m = 1 \) to \( T \) do
3: Select action according to \( Q_{m-1} \) by applying \( \epsilon \)-greedy strategy
4: Execute action and get \((s, a, r(s, a), s')\) and update the replay buffer \( RB = RB \cup (s, a, r(s, a), s') \).
5: for \( i = 1, \ldots, N \) do
6: Define the empirical Bellman operator \( \mathcal{T}_i \), as
\[
\mathcal{T}_i(Q)(s, a) = u\left(r(s, a) + \gamma \max_{a'} Q(s', a')\right) - x_0
\]
where \( s_i \) is randomly sampled from \( \mathcal{T}[][s, a] \); \( u \) is the utility function, and \( u(x) = -e^{\beta x} \), \( \beta < 0 \) and \( x_0 = -1 \).
7: end for
8: Define \( \mathcal{T}_N(Q_{m-1}) = \frac{1}{N} \sum_{i \in \mathcal{D}_N} \mathcal{T}_i(Q_{m-1}) \), where \( \mathcal{D}_N \) is a collection of \( N \) i.i.d. samples (i.e., matrices with samples for each state-action pair \((s, a)\) from \( RB \)).
9: Define \( Q_1 = Q_{m-1} \).
10: for \( k = 1, \ldots, K \) do
11: Compute stepsize \( \lambda_k = \frac{1}{\sqrt{1 - \gamma \gamma_N}} \).
12: \[
Q_{k+1} = (1 - \lambda_k) \cdot Q_k + \lambda_k \cdot \left[ \mathcal{T}_k(Q_{k}) - \mathcal{T}_k(Q_{m-1}) + \mathcal{T}_N(Q_{m-1}) \right].
\]
where \( \mathcal{T}_k \) is empirical Bellman operator constructed using a sample not in \( \mathcal{D}_N \), thus the random operators \( \mathcal{T}_k \) and \( \mathcal{T}_N \) are independent.
13: end for
14: \( Q_m = Q_{K+1} \), \( m = m + 1 \).
15: end for
16: Return \( Q_m \).

For example, for a game \( A \) with 2 players, and 3 strategies \( \{\pi_1, \pi_2, \pi_3\} \) to choose from, the meta game payoff table could be constructed as follows: In the left side of the table, we list all of the possible combinations of strategies. If there are \( p \) players and \( k \) strategies, then there are \( \binom{p+k-1}{p} \) rows, hence in game \( A \), there are 6 rows. See Appendix F for a concrete example.

Once we have a meta-game payoff table and the replicator dynamics, a directional field plot is computed where arrows in the strategy space indicates the direction of flow, or change, of the population composition over the strategies (see Appendix F for two examples of directional field plots in multi-agent problems). In Section 6.2 we present trading market experiments and results based on meta-game analysis with the performance of RAQL, RA2-Q and RA2.1-Q.

5.2. Nash Equilibrium with risk neutral payoff

Previously, Tuyls et al. (2020) showed that for a game \( r^i(\pi^1, \ldots, \pi^p) = \mathbb{E}[R^i(\pi^1, \ldots, \pi^p)] \), with a meta-payoff (empirical payoff) \( \hat{r}^i(\pi^1, \ldots, \pi^p) \), the Nash Equilibrium of \( \hat{r} \) is an approximation of Nash Equilibrium of \( r \).

Lemma 1. (Tuyls et al., 2020) If \( \pi \) is a Nash Equilibrium for the game \( r^i(\pi^1, \ldots, \pi^p) \), then it is a 2\( \epsilon \)-Nash equilibrium for the game \( r^i(\pi^1, \ldots, \pi^p) \), where \( \epsilon = \sup_{\pi} \int |\hat{r}^i(\pi) - r^i(\pi)| \).

Lemma 1 implies that if for each player, we can bound the estimation error of empirical payoff, then we can use the Nash Equilibrium of meta game as an approximation of Nash Equilibrium of the game.

strong assumptions) and more stable actions during training. For a longer discussion see Section 7 and Appendix E.

5. Performance Evaluated by Empirical Game Theory

When the environment is populated by many learning agents, how do we evaluate their performance and decide which strategy is the best? Although different approaches can be used, we focused on empirical game theory (EGT) to address this question.

In EGT each agent is a player involved in rounds of strategic interaction (games). By meta-game analysis, we can evaluate the superiority of each strategy. Our contribution is to theoretically prove that the Nash-equilibrium of risk averse meta-game is an approximation of the Nash-equilibrium of the population game, to our knowledge, this is the first work doing this type of risk-averse analysis.

5.1. Replicator dynamics

In EGT, we can visualize the dominance of strategies by plotting the meta-game payoff tables together with the replicator dynamics. A meta game payoff table could be seen as a combination of two matrices \( (N|R) \), where each row \( N_i \) contains a discrete distribution of \( p \) players over \( k \) strategies, and each row yields a discrete profile \( (n_{p_1}, \ldots, n_{p_k}) \) indicating exactly how many players play each strategy within \( \sum_{j} n_{p_j} = p \). A strategy profile \( u = \left( \frac{n_{p_1}}{p}, \ldots, \frac{n_{p_k}}{p} \right) \). And each row \( R_i \) captures the rewards corresponding to the rows in \( N \).
we choose Algorithm 3
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\[ \text{end for} \]

\[ \text{Robust Risk-Sensitive Reinforcement Learning Agents for Trading Markets} \]

\[ \text{Number of models} k; \text{Utility function parameters} \beta^P < 0; \beta^A > 0. \]

\[ \text{Algorithm 3 Risk-Averse Multi-Agent Q-Learning (RAM-Q)} \]

\[ \text{Input : Training steps} T; \text{Exploration rate} \epsilon; \text{Number of models} k; \text{Utility function parameters} \beta^P < 0; \beta^A > 0. \]

\[ \text{1: For} \forall (s, a, a_k), \text{initialize} Q^P(s, a, a_k) = 0; Q^A(s, a, a_k) = 0; N(s, a, a_k) = 0. \]

\[ \text{2: for} t = 1 \text{ to} T \text{ do} \]

\[ \text{3: at state} s_t, \text{compute} \pi^P(s_t), \pi^A(s_t), \text{which is a mixed strategy Nash equilibrium solution of the bimatrix game} (Q^P(s_t), Q^A(s_t)). \]

\[ \text{4: Choose action} a_t^P \text{ based on} \pi^P(s_t) \text{ according to} \epsilon\text{-greedy and choose action} a_t^A \text{ based on} \pi^A(s_t) \text{ according to} \epsilon\text{-greedy} \]

\[ \text{5: Observe} r_t^P, r_t^A \text{ and} s_{t+1}. \]

\[ \text{6: At state} s_{t+1}, \text{compute} \pi^P(s_{t+1}), \pi^A(s_{t+1}), \text{which are mixed strategies Nash equilibrium solutions of the bimatrix game} (Q^P(s_{t+1}), Q^A(s_{t+1})). \]

\[ \text{7: } N(s_t, a_t^P, a_t^A) = N(s_t, a_t^P, a_t^A) + 1 \]

\[ \text{8: Set learning rate} \alpha_t = \frac{1}{N(s_t, a_t^P, a_t^A)}. \]

\[ \text{9: Update} Q^P, Q^A \text{ such that} \]

\[ Q^P(s_t, a_t^P, a_t^A) = Q_t^P(s_t, a_t^P, a_t^A) + \alpha_t \cdot \left[ u^P \left( r_t^P + \gamma \cdot \pi^P(s_{t+1})Q^P(s_{t+1})\pi^A(s_{t+1}) - Q^P(s_t, a_t^P, a_t^A) \right) - x_0 \right] \] (11)

\[ \text{where} u^P \text{ is a utility function, here we use} u^P(x) = -e^{-\beta^P x} \text{ where} \beta^P < 0; x_0 = -1. \]

\[ Q^A(s_t, a_t^P, a_t^A) = Q_t^A(s_t, a_t^P, a_t^A) + \alpha_t \cdot \left[ u^A \left( r_t^A + \gamma \cdot \pi^A(s_{t+1})Q^A(s_{t+1})\pi^A(s_{t+1}) - Q^A(s_t, a_t^P, a_t^A) \right) - x_1 \right] \] (12)

\[ \text{where} u^A \text{ is a utility function, here we use} u^A(x) = e^{\beta^A x} \text{ where} \beta^A > 0; x_1 = 1. \]

\[ \text{end for} \]

\[ \text{Return} (Q^P, Q^A). \]

\[ \frac{1}{2} \sum_{P=1}^P Q_P; \frac{1}{2} \sum_{A=1}^A Q_A. \]

\[ \text{5.3. Risk averse payoff EGT} \]

Recall our objective is to consider risk averse payoff to evaluate strategies. Hence, instead of letting

\[ r^\pi(\pi^1, ..., \pi^P) = \mathbb{E}[R^\pi(\pi^1, ..., \pi^P)] \]

we choose

\[ h^\pi(\pi^1, ..., \pi^P) = \mathbb{E}[R^\pi(\pi^1, ..., \pi^P)] - \beta \cdot \mathbb{V ar}[R^\pi(\pi^1, ..., \pi^P)] \] (where \( \beta > 0 \)) as the game payoff. Moreover, we use

\[ \tilde{h}^\pi(\pi^1, ..., \pi^P) = \tilde{R}^\pi - \beta \cdot \left[ \frac{1}{n-1} \sum_{j=1}^n (R_{ij}^\pi - \tilde{R}^\pi)^2 \right] \] (15)

as meta-game payoff, where \( \tilde{R}^\pi = \frac{1}{n} \sum_{j=1}^n R_{ij}^\pi \) and \( R_{ij}^\pi \) is the stochasitic payoff of player \( i \) in \( j \)-th experiment. To our knowledge, there is no previous work on empirical game theory analysis with risk sensitive payoff. Below we give the first theoretical analysis showing that for our risk-averse payoff game, we can still approximate the Nash Equilibrium by meta game.

\[ \text{Theorem 4. Under Assumption G.4, for a Normal Form Game with} p \text{ players, and each player} i \text{ chooses a strategy} \pi^i \text{ from a set of strategies} S^i = \{ \pi^i_1, ..., \pi^i_k \} \text{ and receives a meta payoff} h^i(\pi^1, ..., \pi^p) \text{ (Eq. (15)). If} x \text{ is a Nash Equilibrium for the game} \hat{h}^i(\pi^1, ..., \pi^p), \text{ then it is a } 2\epsilon\text{-Nash equilibrium for the game} h^i(\pi^1, ..., \pi^p) \text{ with probability} 1 - \delta \text{ if we play the game for} n \text{ times, where} \]

\[ n \geq \max \left\{ \frac{8R^2}{\epsilon^2} \log \left[ \frac{1}{\delta} \right] \right\} \left\lfloor \frac{1}{\beta^\pi} \right\rfloor, \]

\[ \text{6. Experiments} \]

\[ \text{6.1. Setup} \]

Our experiments use the open-sourced ABIDES (Byrd et al., 2019) market simulator in a simplified setting. The environment is generated by replaying publicly available real trading data for a single stock ticker.\footnote{https://lobsterdata.com/info/DataSamples.php} The setting is composed of one non-learning agent that replays the market deterministically (Balch et al., 2019) and learning agents. The learning agents considered are: RAQL, RA2-Q, RA2.1-Q, and RA3-Q.

We follow a similar setting to existing implementations in ABIDES\footnote{https://github.com/abides-sim/abides/blob/master/agent/examples/QLearningAgent.py} where the state space is defined by two features:

\[ \text{3} \]
Robust Risk-Sensitive Reinforcement Learning Agents for Trading Markets

Table 2. Meta-payoff of 2 players, 3 strategies, respectively RAQL (Shen et al., 2014), RA2-Q and RA2.1-Q over 80 simulations. The return here used is Sharpe Ratio.

| $N_{11}$ | $N_{12}$ | $N_{13}$ | $R_{11}$ | $R_{12}$ | $R_{13}$ |
|---|---|---|---|---|---|
| 2 | 0 | 0 | 0.9130 | 0 | 0 |
| 1 | 1 | 0 | 0.7311 | 0.7970 | 0 |
| 0 | 2 | 0 | 0 | 1.0298 | 0 |
| 1 | 0 | 1 | 0.6791 | 0 | 1.0786 |
| 0 | 0 | 2 | 0 | 2.2177 | 0 |
| 0 | 1 | 1 | 0 | 0.7766 | 1.4386 |

Table 3. Comparison in terms for Sharpe ratio with two types of perturbations: The trained adversary from RA3-Q is used in testing time. Zero-intelligence agents are added to the simulation to perturb the market. RA3-Q obtains better results in both cases due to its enhanced robustness.

| Algorithm/Setting | Adversarial Perturbation | ZI Agents Perturbation |
|---|---|---|
| RA2-Q | 0.5269 | 0.9538 |
| RA3-Q | 0.9347 | 1.0692 |

Presented in Table 3 in terms of Sharpe ratio using cross validation with 80 experiments.

Figure 1. (a) Directional field plot and (b) Trajectory plot of the simplex of 3 strategies based on the meta-game payoff from Table 2. It can be seen that RA2.1-Q (top) is the the strongest attractor. White circles represent equilibria.

or do nothing. The immediate reward is defined by the change in the value of our portfolio (mark-to-market) and comparing against the previous time step. Our comparisons are in terms of Sharpe ratio, which is a widely used measure in trading markets.

6.2. Risk and robustness evaluation

Table 2 shows the meta-payoff table of a two player-game among three strategies: RAQL, RA2-Q and RA2.1-Q. The results show that our two proposed algorithms RA2-Q and RA2.1-Q obtained better results than RAQL. With those payoffs we obtained the directional and trajectory plots shown in Fig. 1, where black solid circles denote globally-stable equilibria, and the white circles denote unstable equilibria (saddle-points), in (a) the plot is colored according to the speed at which the strategy mix is changing at each point; in (b) the lines show trajectories for some points over the simplex.

Our last experiment compares RA2-Q and RA3-Q in terms of robustness. In this setting we trained both agents under the same conditions as a first step. Then in testing phase we added two types of perturbations, one adversarial agent (trained within RA3-Q) or adding noise (aka. zero-intelligence) agents in the environment. In both cases, the agents will act in a perturbed environment. The results are presented in Table 3 in terms of Sharpe ratio using cross validation with 80 experiments.

7. Discussion

Here we briefly discuss some trade-offs between practical and theoretical results about our proposed algorithms.

As mentioned in Section 4.2, we did not show that Algorithm 2 (RA2.1-Q) has a convergence guarantee, however, it obtained good empirical results (better than RAQL and RA2-Q). It is an open question whether RA2.1-Q converges to the optimal of Eq. (7), furthermore, it could be interesting to study whether it also enjoys minimax optimality convergence rate up to a logarithmic factor as in (Wainwright, 2019). Similarly, RA3-Q does not have a convergence guarantee in the multi-agent learning scenario (when protagonist and adversary are learning simultaneously). However, RA3-Q obtained better empirical results than RA2-Q highlighting its robustness. In Appendix E we show a related result showing that Eq. (82) or Eq. (83) converge to optimal assuming the policy for the adversary (or protagonist) is fixed (thus, it is no longer a multi-agent learning setting).

On the side of EGT analysis, previous works used average as payoff (Tuyls et al., 2020) and our work considers a risk-averse measure based on variance (second moment), studying higher moments and other measures is one interesting open question.

8. Conclusions

We have proposed 4 different Q-learning style algorithms that augment reinforcement learning agents with risk-awareness, variance reduction, and robustness. RA2-Q and RA2.1-Q are risk-averse but use slightly different techniques to reduce variance. RAM-Q and RA3-Q are two proposals that extend by adding an adversarial learning layer which is expected to improve its robustness. On the one side, our theoretical results show convergence results for RA2-Q and RAM-Q, on the other side, in our empirical results RA2.1-Q and RA3-Q obtained better results in a simplified trading scenario. Lastly, we contributed with risk-averse analysis of our algorithms using empirical game theory. As future work we want to perform a more extensive set of experiments to evaluate the algorithms under different conditions.

4We could have compared in terms of the objectives functions (e.g., Eq. (9)) but instead we used Sharpe ratio which is more common in practice.
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Appendix

A. Risk-Averse Q-Learning (RAQL) and proof of convergence

Algorithm 5 Risk-Averse Q-Learning (RAQL) (Shen et al., 2014)

| Line | Code |
|------|------|
| 1.   | For \( x, a \), initialize \( Q(x, a) = 0 \); \( N(x, a) = 0 \). |
| 2.   | for \( t = 1 \) to \( T \) do |
| 3.   | At state \( s_t \), choose action according to the \( \epsilon \)-greedy strategy. |
| 4.   | Observe \( s_t, a_t, r_t, s_{t+1} \) |
| 5.   | \( N(s_t, a_t) = N(s_t, a_t) + 1 \) |
| 6.   | Set learning rate \( \alpha_t = \frac{1}{N(s_t, a_t)} \) |
| 7.   | Update Q: |
|      | \( Q_{t+1}(s_t, a_t) = Q_t(s_t, a_t) + \alpha_t(s_t, a_t) \cdot \left[ u \left( r_t + \gamma \cdot \max_a Q_t(s_{t+1}, a) - Q_t(s_t, a_t) \right) - x_0 \right] \) |
| 8.   | end for |
| 9.   | Return Q. |

A.1. PROOF OF THEOREM 1

This proof is originally proved by (Shen et al., 2014), but we describe it here in detail because it will be useful for later proofs for our proposed algorithms.

First, we show the following Lemma:

Lemma A.2. For the iterative procedure

\[
Q_{t+1}(s_t, a_t) = Q_t(s_t, a_t) + \alpha_t(s_t, a_t) \cdot \left[ u \left( r_t + \gamma \cdot \max_a Q_t(s_{t+1}, a) - Q_t(s_t, a_t) \right) - x_0 \right]
\]

where \( \alpha_t \geq 0 \) satisfy that for any \( (s, a) \), \( \sum_{t=0}^{\infty} \alpha_t(s, a) = \infty \) and \( \sum_{t=0}^{\infty} \alpha_t^2(s, a) < \infty \), then \( Q_t \to Q^* \), where \( Q^* \) is the solution of the Bellman equation

\[
(H \Lambda Q^*)(s, a) = \alpha \cdot \mathbb{E}_{s, a} \left[ u \left( r_t + \gamma \cdot \max_a Q^*(s_{t+1}, a) - Q^*(s, a) \right) \right] + Q^*(s, a) = Q^*(s, a) \quad \forall (s, a)
\]

If Lemma A.2 holds, then it’s shown in (Shen et al., 2014) that the corresponding policy optimizes the objective function Eq. (7).

A.2. PROOF OF LEMMA A.2

Before proving the convergence, we consider a more general update rule

\[
q_{t+1}(i) = (1 - \alpha_t(i))q_t(i) + \alpha_t(i) \left[ H q_t(i) + w_t(i) \right]
\]

where \( i \) is the independent variable (e.g., in single agent Q learning, it’s the state-action pair \((s, a)\)), \( q_t \in \mathbb{R}^d \), \( H : \mathbb{R}^d \to \mathbb{R}^d \) is an operator, \( w_t \) denotes some random noise term and \( \alpha_t \) is learning rate with the understanding that \( \alpha_t(i) = 0 \) if \( q(i) \) is not updated at time \( t \). Denote by \( F_t \) the history of the algorithm up to time \( t \),

\[
F_t = \{ q_0(i), ..., q_t(i), w_0(i), ..., w_t(i), \alpha_0(i), ..., \alpha_t(i) \}
\]

Recall the following essential proposition:

Proposition A.1. (Bertsekas, 2009) Let \( q_t \) be the sequence generated by the iteration Eq. (20), if we assume the following hold:

(a) The Learning rates \( \alpha_t(i) \) satisfy:

\[
\alpha_t(i) \geq 0; \quad \sum_{t=0}^{\infty} \alpha_t(i) = \infty; \quad \sum_{t=0}^{\infty} \alpha_t^2(i) < \infty; \quad \forall i
\]

(b) The noise terms \( w_t(i) \) satisfy:

- (i) \( \mathbb{E}[w_t(i) | F_t] = 0 \) for all \( i \) and \( t \);
- (ii) There exist constants \( A \) and \( B \) such that \( \mathbb{E}[w_t^2(i) | F_t] \leq A + B \| q_t \|^2 \) for some norm \( \| \cdot \| \) on \( \mathbb{R}^d \).

(c) The mapping \( H \) is a contraction under sup-norm.
Then $q_t$ converges to the unique solution $q^*$ of the equation $Hq^* = q^*$ with probability 1.

In order to apply Proposition A.1, we reformulate the update rule Eq. (9) by letting

$$q_{t+1}(s,a) = \left(1 - \frac{\alpha_t(s,a)}{\alpha}ight) q_t(s,a) + \frac{\alpha_t(s,a)}{\alpha} \left[\alpha \cdot u(d_t) - \alpha \cdot x_0 + q_t(s,a)\right]$$  \hfill (23)

where $\tilde{u}(x) := u(x) - x_0$; $d_t := r_t + \gamma \cdot \max_a q_t(s_t+1,a) - q_t(s,a)$. And we set

$$Hq_t(s,a) = \alpha \cdot \mathbb{E}_{s',a} \left[ \tilde{u}(r_t + \gamma \cdot \max_a q_t(s_t+1,a) - q_t(s,a)) \right] + q_t(s,a)$$  \hfill (24)

$$w_t(s,a) = \alpha \cdot \tilde{u}(d_t) - \alpha \cdot \mathbb{E}_{s',a} \left[ \tilde{u}(r_t + \gamma \cdot \max_a q_t(s',a) - q_t(s,a)) \right]$$  \hfill (25)

where $s'$ is sampled from $T[s,a]$.

More explicitly, $Hq$ is defined as

$$(Hq)(s,a) = \alpha \cdot \sum_{s'} T[s'|s,a] \cdot \tilde{u}\left(r(s,a) + \gamma \cdot \max_{a'} q(s',a') - q(s,a)\right) + q(s,a)$$  \hfill (26)

Next, we show that $H$ is a contraction under sup-norm.

Note that we assume the utility function satisfy :

**Assumption A.1.** (i) The utility function $u$ is strictly increasing and there exists some $y_0 \in \mathbb{R}$ such that $u(y_0) = x_0$.

(ii) There exist positive constants $\epsilon, L$ such that $0 < \epsilon \leq \frac{u(x) - u(y)}{x-y} \leq L$ for all $x \neq y \in \mathbb{R}$.

Note that Assumption A.1 seems to exclude several important types of utility functions like the exponential function $u(x) = \exp(c \cdot x)$ since it does not satisfy the global Lipschitz. But this can be solved by a truncation when $x$ is very large and by an approximation when $x$ is very close to 0. For more details see Shen et al. (2014).

And we also assume that the immediate reward $r_t$ always satisfy a sub-Gaussian tail assumption. This allows the reward to be unbounded, which is closer to practical settings with tail events, for example, in financial markets. :

**Assumption A.2.** $r_t$ is uniformly sub-Gaussian over $t$ with variance proxy $\sigma^2$, i.e.,

$$\mathbb{E}[r_t] = 0$$ \hfill (27)

$$\mathbb{E}[\exp(c \cdot r_t)] \leq \exp\left(\frac{\sigma^2 c^2}{2}\right) \quad \forall c \in \mathbb{R}$$ \hfill (28)

The above uniform sub-Gaussian assumption is equivalent to the following form, commonly seen in statistics and machine learning: there exists $C > 0, \alpha$ such that for every $K > 0$ and every $r_t$, we have:

$$\mathbb{P}(|r_t| > K) \leq Ce^{-\alpha K^2}$$ \hfill (29)

**Proposition A.2.** Suppose that Assumption A.1 and Assumption A.2 hold and $0 < \alpha < \min(L^{-1}, 1)$. Then there exists a real number $\tilde{\alpha} \in [0, 1]$ such that for all $q, q' \in \mathbb{R}^d$, $\|Hq - Hq'\|_{\infty} \leq \tilde{\alpha} \|q - q'\|_{\infty}$.

**Proof.** Define $v(s) := \max_a q(s,a)$ and $v'(s) := \max_a q'(s,a)$. Thus,

$$|v(s) - v'(s)| \leq \max_{a,s} |q(s,a) - q'(s,a)| = \|q - q'\|_{\infty}$$ \hfill (30)

By Assumption A.1, and the monotonicity of $\tilde{u}$, there exists a $\xi(x,y) \in [\epsilon, L]$ such that $\tilde{u}(x) - \tilde{u}(y) = \xi(x,y) \cdot (x - y)$. Then we can obtain

$$Hq(s,a) - Hq'(s,a)$$ \hfill (31)

$$= \sum_{s'} T[s'|s,a] \cdot \left\{ \alpha \xi_{s,a,s',q,q'} \cdot [\gamma v(s') - v'(s') - q(s,a) + q'(s,a)] + (q(s,a) - q'(s,a)) \right\}$$ \hfill (32)

$$\leq \left(1 - \alpha(1 - \gamma)\right) \sum_{s'} T[s'|s,a] \cdot \xi_{s,a,s',q,q'} \|q - q'\|_{\infty}$$ \hfill (33)

$$\leq (1 - \alpha(1 - \gamma)\epsilon) \|q - q'\|_{\infty}$$ \hfill (34)

Hence, $\tilde{\alpha} = 1 - \alpha(1 - \gamma)\epsilon$ is the required constant.
Now that we’ve shown the requirements (a) and (c) of Proposition A.1 hold, it remains to check (b). By Eq. (24), \( E[w_t(s, a) | F_t] = 0 \). Next, we prove (b)(ii).

\[
E[w_t^2(s, a) | F_t] = \alpha^2 E[(\tilde{u}(d_t))^2 | F_t] - \alpha^2 E[\tilde{u}(d_t) | F_t]^2
\]

\[
\leq \alpha^2 E[\tilde{u}(d_t)^2 | F_t]
\]

By Assumption A.2, \( E[|r_t|] < (2\sigma)^{1/2} \Gamma(\frac{1}{2}) \), where \( \Gamma(\cdot) \) is the Gamma function (see Buldygin & Kozachenko, 1980 for details). We denote the upper bound for \( E[|r_t|] \) as \( R_1 \). Then \( E[|d_t|] \leq R_1 + 2 \|q_t\|_{\infty} \), due to Assumption A.1, it implies that

\[
E[|\tilde{u}(d_t) - \tilde{u}(0)|] \leq E[L \cdot d_t] \leq L(R_1 + 2 \|q_t\|_{\infty})
\]

Hence by triangle inequality,

\[
E[|\tilde{u}(d_t)|] \leq \tilde{u}(0) + LR_1 + 2L \|q_t\|_{\infty}
\]

And since

\[(a + b)^2 \leq 2a^2 + 2b^2 \quad \forall a, b \in \mathbb{R}
\]

, we have

\[
E\left(\tilde{u}(d_t) - \tilde{u}(0)\right)^2 | F_t \leq E\left[L \cdot d_t^2\right]
\]

\[
= \frac{\left(L \cdot \left(r_2 + \gamma \cdot \max_{a} q_t(s', a) - q_t(s, a)\right)^2\right)}{2}
\]

\[
= \frac{\left(L \cdot \left(r_2^2 + 2r_2 \cdot \left(\gamma \cdot \max_{a} q_t(s', a) - q_t(s, a)\right) + \left(\gamma \cdot \max_{a} q_t(s', a) - q_t(s, a)\right)^2\right)\right)}{2}
\]

\[
= LR_2 + 2LR_1(1 - \gamma) \cdot \|q_t\|_{\infty} + L(1 - \gamma)^2 \cdot \|q_t\|_{\infty}^2
\]

where \( R_2 \) is the upper bound for \( E[r_t^2] \) due to Assumption A.2 (\( E[r_t^2] \leq 4\alpha^2 \cdot \Gamma(1) \) (Buldygin & Kozachenko, 1980)).

Note that here \( \tilde{u}(0) \) = 0, hence we have

\[
\alpha^2 E[(\tilde{u}(d_t))^2 | F_t] \leq \alpha^2 \cdot \left(LR_2 + 2LR_1(1 - \gamma) \cdot \|q_t\|_{\infty} + L(1 - \gamma)^2 \cdot \|q_t\|_{\infty}^2\right)
\]

Hence,

\[
E[w_t^2(s, a) | F_t] \leq 2\alpha^2 \cdot \left(LR_2 + 2LR_1(1 - \gamma) \cdot \|q_t\|_{\infty} + L(1 - \gamma)^2 \cdot \|q_t\|_{\infty}^2\right)
\]

if \( \|q_t\|_{\infty} \leq 1 \), then

\[
E[w_t^2(s, a) | F_t] \leq 2\alpha^2 \cdot \left(LR_2 + 2LR_1(1 - \gamma) + L(1 - \gamma)^2 \cdot \|q_t\|_{\infty}^2\right)
\]

if \( \|q_t\|_{\infty} > 1 \), then

\[
E[w_t^2(s, a) | F_t] \leq 2\alpha^2 \cdot \left(LR_2 + (2LR_1(1 - \gamma) + L(1 - \gamma)^2) \cdot \|q_t\|_{\infty}^2\right)
\]

Then we have shown that \( q_t \) satisfy all of the requirements in Proposition A.1, then \( q_t \to q^* \) with probability 1.

**B. Nash-Q Learning Algorithm**

This section describes the Nash-Q Learning Algorithm (Hu & Wellman, 1998) and its convergence guarantees, we restate them here since our Algorithm 3 (RAM-Q) is designed based on Nash-Q. Also note that Assumption B.3 will also be used in RAM-Q.

**Algorithm 6 Nash Q-Learning for Agent A (Hu & Wellman, 1998)**

1: For \( \forall (s, a_A, a_B) \), initialize \( Q_A^0(s, a_A, a_B) = 0 \); \( Q_A^0(s, a_A, a_B) = 0 \); \( N_A(s, a_A, a_B) = 0 \).

2: for \( t = 1 \) to \( T \) do

3: At state \( s_t \), compute \( \pi_A^t(s_t) \), which is a mixed strategy Nash equilibrium solution of the bimatrix game \( (Q_A^t(s_t), Q_B^t(s_t)) \).

4: Choose action \( a_B^t \) based on \( \pi_B^t(s_t) \) according to \( \epsilon \)-greedy strategy.

5: Observe \( r_t^A, r_t^B, a_B^t \) and \( s_{t+1} \).

6: At state \( s_{t+1} \), compute \( \pi_A^t(s_{t+1}, s_{t+1}) \), which are mixed strategies Nash equilibrium solution of the bimatrix game \( (Q_A^t(s_{t+1}), Q_B^t(s_{t+1})) \).

7: \( N_A(s_t, a_A^t, a_B^t) = N_A(s_t, a_A^t, a_B^t) + 1 \)

8: Set learning rate \( \alpha_t^A = \frac{1}{N_A(s_t, a_A^t, a_B^t)^{1/2}} \)

9: Update \( Q_A^t, Q_B^t \) such that

\[
Q_A^t(s_t, a_A^t, a_B^t) = (1 - \alpha_t^A) \cdot Q_A^t(s_t, a_A^t, a_B^t) + \alpha_t^A \cdot \left[r_t^A + \gamma \cdot \pi_A^t(s_{t+1}) Q_B^t(s_{t+1}) \pi_B^t(s_{t+1})\right]
\]

\[
Q_B^t(s_t, a_A^t, a_B^t) = (1 - \alpha_t^A) \cdot Q_B^t(s_t, a_A^t, a_B^t) + \alpha_t^A \cdot \left[r_t^B + \gamma \cdot \pi_A^t(s_{t+1}) Q_B^t(s_{t+1}) \pi_B^t(s_{t+1})\right]
\]

10: end for
Algorithm 6, converge to the Nash equilibrium $Q$ values.

We take the proof of convergence of Theorem 5. (Theorem 4, Hu & Wellman 1998) Under Assumption B.3, the coupled sequences $Q^1, Q^2$ updated by Algorithm 6, converge to the Nash equilibrium $Q$ values ($Q_1^1, Q_2^2$), with $Q_k$ ($k = 1, 2$) defined as

$$Q^1(s, a, a^B) = r^A(s, a, a^B) + \gamma \sum_{s' \sim P(s, a, a^B)} [J^A(s', a^B)]$$

$$Q^2(s, a, a^B) = r^B(s, a, a^B) + \gamma \sum_{s' \sim P(s, a, a^B)} [J^B(s', a^A)]$$

where $(\pi^A, \pi^B)$ is a Nash equilibrium solution for this stochastic game $(J^A, J^B)$ and

$$J^A(s', \pi^A, \pi^B) = \sum_{t=0}^{\infty} \gamma^t E \left[ r^A_t | \pi^A_t, \pi^B_t, s_0 = s' \right]$$

$$J^B(s', \pi^A, \pi^B) = \sum_{t=0}^{\infty} \gamma^t E \left[ r^B_t | \pi^A_t, \pi^B_t, s_0 = s' \right]$$

C. Proof of Theorem 2

Poisson masks $\tilde{M} \sim Poisson(1)$ provides parallel learning since $Binomial(T, \frac{1}{P}) \rightarrow Poisson(1)$ as $T \rightarrow \infty$, so each Q table $Q^i$ is trained in parallel. The proof of convergence of $Q^i$ for all $i \in \{1, \ldots, k\}$ is exactly same as Appendix A.1. Hence $\frac{1}{k} \sum_{i=1}^{k} Q^i \rightarrow Q^*$ w.p. 1.

D. Proof of convergence of Algorithm 3 (RAM-Q)

In this section, we prove the convergence of Algorithm 3 under Assumption B.3.

The convergence proof is based on the following lemma

Lemma D.3. [Conditional Averaging Lemma (Szepesvári & Littman, 1999)] Assume the learning rate $\alpha_t$ satisfies Proposition A.1(a). Then, the process $Q_{t+1}(i) = (1 - \alpha_t(i))Q_t(i) + \alpha_tw_t(i)$ converges to $E[w_t(i)|h_t, \alpha_t]$, where $h_t$ is the history at time $t$.

We take the proof of convergence of $Q^P$ as an example, and the proof of convergence of $Q^A$ is exactly the same. And we first reformulate the update rule Eq. (11) as :

$$Q^P(s_t, a_t^P, a_t^A) = (1 - \frac{\alpha_t}{\alpha}) \cdot Q^P(s_t, a_t^P, a_t^A) + \frac{\alpha_t}{\alpha} \cdot [\alpha \cdot u^P(r_t^P + \gamma \cdot \pi^P(s_{t+1})Q^P(s_{t+1})\pi^A(s_{t+1}) - Q^P(s_t, a_t^P, a_t^A))] - \alpha \cdot x_0 + Q^P(s_t, a_t^P, a_t^A)$$

And we set

$$(H^PQ^P)(s_t, a_t^P, a_t^A) = \alpha \cdot u^P(r_t^P + \gamma \cdot \pi^P(s_{t+1})Q^P(s_{t+1})\pi^A(s_{t+1}) - Q^P(s_t, a_t^P, a_t^A)) - \alpha \cdot x_1 + Q^P(s_t, a_t^P, a_t^A)$$

And $H^AQ^A$ is defined symmetrically as

$$(H^AQ^A)(s_t, a_t^P, a_t^A) = \alpha \cdot u^A(r_t^A + \gamma \cdot \pi^A(s_{t+1})Q^A(s_{t+1})\pi^A(s_{t+1}) - Q^A(s_t, a_t^P, a_t^A)) - \alpha \cdot x_1 + Q^A(s_t, a_t^P, a_t^A)$$

It’s shown in (Hu & Wellman, 1998) that the operator $(M^P, M^A)$ is a $\gamma$-contraction mapping where $(M^P, M^A)$ is defined as

$$M^PQ^P(s) = r_t^P + \gamma \cdot \pi^P(s)Q^P(s)\pi^A(s)$$

$$M^AQ^A(s) = r_t^A + \gamma \cdot \pi^A(s)Q^A(s)\pi^A(s)$$
Next, we show that \((H^P, H^A)\) is a contraction under sup-norm (under assumption Assumption A.1).

\[
H^P Q^P - H^P \hat{Q}^P = \alpha \left[ \xi^P_{Q^P, \hat{Q}^P} \cdot \left( M^P Q^P - M^P \hat{Q}^P - (Q^P - \hat{Q}^P) \right) \right] + (Q^P - \hat{Q}^P)
\]

\[
\leq \alpha \cdot \xi^P_{Q^P, \hat{Q}^P} \cdot (\gamma - 1) \left\| Q^P - \hat{Q}^P \right\|_\infty + \left\| Q^P - \hat{Q}^P \right\|_\infty
\]

\[
\leq (1 - \alpha (1 - \gamma)) \cdot \left\| Q^P - \hat{Q}^P \right\|_\infty
\]

Similarly, \(H^A Q^A - H^A \hat{Q}^A \leq (1 - \alpha (1 - \gamma)) \cdot \left\| Q^A - \hat{Q}^A \right\|_\infty \).

Hence \((H^P, H^A)\) is a \((1 - \alpha (1 - \gamma))\)-contraction under sup-norm. Hence by Lemma D.3 the update rule Eqs. (11) and (12) respectively converges to

\[
Q^P(s_t, a^p_t, a^A_t) \rightarrow \mathbb{E} \left[ \alpha \cdot u^P \left( r^P + \gamma \cdot \pi^P(s_{t+1})Q^P(s_{t+1})\pi^A(s_{t+1}) - Q^P(s_t, a^p_t, a^A_t) \right) - \alpha \cdot x_0 + Q^P(s_t, a^p_t, a^A_t) \right]
\]

\[
Q^A(s_t, a^p_t, a^A_t) \rightarrow \mathbb{E} \left[ \alpha \cdot u^A \left( r^A + \gamma \cdot \pi^P(s_{t+1})Q^A(s_{t+1})\pi^A(s_{t+1}) - Q^A(s_t, a^p_t, a^A_t) \right) - \alpha \cdot x_1 + Q^A(s_t, a^p_t, a^A_t) \right]
\]

i.e., Eqs. (11) and (12) respectively converges to \(Q^P, Q^A\), where \(Q^P, Q^A\) are the solution to the Bellman equations

\[
\mathbb{E} \left[ u^P \left( r^P(s', a^p', a^A) + \gamma \cdot \pi^P(s')Q^P(s')\pi^A(s') - Q^P(s, a^p, a^A) \right) \right] = x_0
\]

\[
\mathbb{E} \left[ u^A \left( r^A(s', a^p', a^A) + \gamma \cdot \pi^P(s')Q^A(s')\pi^A(s') - Q^A(s, a^p, a^A) \right) \right] = x_1
\]

where \((\pi^P, \pi^A)\) is the Nash equilibrium solution to the bitmatrix game \((Q^P, Q^A)\). Next we show that \((\pi^P, \pi^A)\) is a Nash equilibrium solution for the game with equilibrium payoffs \((\hat{J}^P(s, \pi^P, \pi^A), \hat{J}^A(s, \pi^P, \pi^A))\).

As in (Shen et al., 2014), for any \(X \in \mathbb{R}\), define \(U^P(X|s, a^P, a^A) : \mathbb{R} \times S \times A \times A \rightarrow \mathbb{R}\) be a mapping (for brevity, could be written as \(U^P_{s,a^P,a^A}(X)\) defined by

\[
U^P_{s,a^P,a^A}(X) = \sup\left\{ m \in \mathbb{R} \mid \mathbb{E}_{s',a^P,a^A} \left[ u^P(X - m) \right] \geq x_0 \right\}
\]

Similar to (Shen et al., 2014; Tobia et al., 2013), suppose \((\pi^P, \pi^A)\) is a Nash equilibrium solution to the game \((\hat{J}^P(s, \pi^P, \pi^A), \hat{J}^A(s, \pi^P, \pi^A))\), then the payoffs \(\hat{J}^P(s, \pi^P, \pi^A), \hat{J}^A(s, \pi^P, \pi^A)\) are the solution to the risk-sensitive Bellman equations

\[
\hat{J}^P(s, \pi^P, \pi^A) = \pi^P(s)U^P_{s,a^P,a^A} \left( r^P(s, :, :) + \gamma \cdot \hat{J}^P(s', \pi^P, \pi^A) \right) \pi^A(s) \hspace{1cm} \forall s \in S
\]

\[
\hat{J}^A(s, \pi^P, \pi^A) = \pi^P(s)U^P_{s,a^P,a^A} \left( r^A(s, :, :) + \gamma \cdot \hat{J}^A(s', \pi^P, \pi^A) \right) \pi^A(s) \hspace{1cm} \forall s \in S
\]

And the corresponding \(Q\) tables satisfies

\[
Q^P(s, a^p, a^A) = U^P_{s,a^P,a^A} \left( r^P(s, a^p, a^A) + \gamma \hat{J}^P(s', \pi^P, \pi^A) \right)
\]

\[
Q^A(s, a^p, a^A) = U^P_{s,a^P,a^A} \left( r^A(s, a^p, a^A) + \gamma \hat{J}^A(s', \pi^P, \pi^A) \right)
\]

Note that \(U^P_{s,a^P,a^A}\) is monotonic one-to-one mapping, so as shown in [Theorem 4.6.5 (Filare & Vriesze, 1997)], \((\pi^P, \pi^A)\) are the Nash equilibrium solution to the bitmatrix game \((Q^P, Q^A)\). Then if we can show that \(Q^P = Q^P_A\) and \(Q^A = Q^A_A\) (i.e., \(Q^P\) and \(Q^A\) are the solution to Eq. (67), then the Nash solution of the bitmatrix game \((Q^P, Q^A)\) returned by Algorithm 3 will be the Nash solution for the game \((J^P, J^A)\).

(Shen et al., 2014) showed that Eq. (72) is equivalent to

\[
\mathbb{E}_{s,a^P,a^A} \left[ u^P \left( r^P(s, a^p, a^A) + \gamma \hat{J}^P(s', \pi^P, \pi^A) - Q^P(s, a^p, a^A) \right) \right] = x_0
\]

\[
\mathbb{E}_{s,a^P,a^A} \left[ u^A \left( r^A(s, a^p, a^A) + \gamma \hat{J}^A(s', \pi^P, \pi^A) - Q^A(s, a^p, a^A) \right) \right] = x_1
\]

Plugging Eq. (70) in, we get

\[
\mathbb{E}_{s,a^P,a^A} \left[ u^P \left( r^P(s, a^p, a^A) + \gamma \cdot \pi^P Q^P(s')\pi^A - Q^P(s, a^p, a^A) \right) \right] = x_0
\]

\[
\mathbb{E}_{s,a^P,a^A} \left[ u^A \left( r^A(s, a^p, a^A) + \gamma \cdot \pi^P Q^A(s')\pi^A - Q^A(s, a^p, a^A) \right) \right] = x_1
\]

which is exactly Eq. (67).
Hence we have shown that under Assumption B.3, Eq. (70) and Eq. (67) are equivalent. Hence Algorithm 3 converges to \((\hat{Q}_p^*, Q_A^*)\) s.t. the Nash equilibrium solution \((\pi_{P^*}, \pi_{A^*})\) for the bimatrix game \((Q_p^*, Q_A^*)\) is the Nash equilibrium solution to the game and the equilibrium payoffs are \(\hat{J}^p(s, \pi_{P^*}, \pi_{A^*}); \hat{J}^A(s, \pi_{P^*}, \pi_{A^*})\).

### E. Discussion of RA3-Q

We have presented a short version of RA3-Q in Algorithm 4, a detailed version is presented in Algorithm 7.

In this section, we discuss convergence issues on RA3-Q. First we discuss a simplified setting where we show that if the adversary’s policy is a fixed policy \(\pi_0^A\), the update rule for protagonist Eq. (82) converges to the optimal of \(J^p(s, \cdot, \pi_0^A)\). Similarly, if the protagonist’s policy is a fixed policy \(\pi_0^P\), the update rule for adversary Eq. (83) converges to the optimal of \(J^A(s, \pi_0^P, \cdot)\).

Poisson masks \(M \sim \text{Poisson}(1)\) provides parallel learning since \(\text{Binomial}(T, \frac{1}{T}) \rightarrow \text{Poisson}(1)\) as \(T \rightarrow \infty\), so each Q table of protagonist/adversary, \(Q_p^*, Q_A^*\), are trained in parallel respectively.

Similar to Appendix A.1, we need to prove the convergence of the iterative procedure. We take agent protagonist as an example, and the proof for adversary is similar.

Fix the policy for adversary, then according to [(Shen et al., 2014) Proposition 3.1], for any random variable \(X\), the following statements are equivalent

\[
\begin{align*}
(i) & \quad \frac{1}{\beta^p} \log \mathbb{E}_\mu \left[ \exp \left( \beta^p \cdot X \right) \right] = m^* \\
(ii) & \quad \mathbb{E}_\mu \left[ u^p(X - m^*) \right] = x_0
\end{align*}
\]

We’ll use this proposition in the following context to show that our convergent point is the optimal of the objective function \(\hat{J}^p(s, \cdot, \pi_0^A)\).

Compared to Algorithm 5 (RAQL), RA3-Q uses multi-agent extension of MDP (where the transition function is \(P : \mathcal{S} \times \mathcal{A} \times \mathcal{A} \rightarrow \mathbb{R}^{\mathcal{S}}\). We reformulate the update rule Eq. (82) by letting

\[
q_{t+1}^p(s, a_P, a_A) = \left(1 - \frac{\alpha(s, a_P, a_A)}{\alpha} \right) q_t^p(s, a_P, a_A) + \frac{\alpha(s, a_P, a_A)}{\alpha} \cdot \left[ a \cdot u(d_t) - x_0 + q_t^p(s, a_P, a_A) \right]
\]

where \(d_t := r_t^p + \gamma \cdot \max_{s', a_P, a_A} q_t^p(s', a_P, a_A) - q_t^p(s, a_P, a_A)\), \(x_0 = -1\) \(\alpha \in (0, \min(L^{-1}, 1)]\)

And we set

\[
(H^p q_t^p)(s, a_P, a_A) = \alpha \cdot \mathbb{E}_{s', a_P, a_A} \left[ \tilde{u} \left( r_t^p + \gamma \cdot \max_{s', a_P, a_A} q_t^p(s', a_P, a_A) - q_t^p(s, a_P, a_A) \right) \right] + q_t^p(s, a_P, a_A)
\]

\[
w_t(s, a_P, a_A) = \alpha \cdot \tilde{u}(d_t) - \alpha \cdot \mathbb{E}_{s', a_P, a_A} \left[ \tilde{u} \left( r_t^p + \gamma \cdot \max_{s', a_P, a_A} q_t^p(s', a_P, a_A) - q_t^p(s, a_P, a_A) \right) \right]
\]

\[
\tilde{u}(x) = u(x) - x_0
\]

Next we show that \(H^p\) is a \((1 - \alpha(1 - \gamma)\epsilon)\)-contractor under Assumption A.1:

For any two q tables \(q, q'\), define \(v^p(s) := \max_{a_P, a_A} q(s, a_P, a_A)\) and \(v^p(s) := \max_{a_P, a_A} q'(s, a_P, a_A)\). Thus,

\[
|v^p(s) - v^p(s)| \leq \max_{a_P, a_A} |q(s, a_P, a_A) - q'(s, a_P, a_A)| = \|q - q'\|_\infty
\]

By Assumption A.1 and monotonicity of \(\tilde{u}\), for given \(x, y \in \mathbb{R}\), there exists \(\xi_{(x, y)} \in [\epsilon, L]\) such that

\[
\tilde{u}(x) - \tilde{u}(y) = \xi_{(x, y)} \cdot (x - y).
\]

Then we can obtain

\[
(H^p q)(s, a_P, a_A) - (H^p q')(s, a_P, a_A)
\]

\[
= \sum_{s'} P[s'|s, a_P, a_A] \cdot \left\{ \alpha \xi_{(s, a_P, a_A, s', q, q')} \cdot \left[ \gamma \cdot v^p(s') - \gamma \cdot v^p(s') - q(s, a_P, a_A) + q'(s, a_P, a_A) \right] + (q(s, a_P, a_A) - q'(s, a_P, a_A)) \right\}
\]

\[
\leq \left(1 - \alpha(1 - \gamma)\epsilon\right) \sum_{s'} P[s'|s, a_P, a_A] \cdot \xi_{(s, a_P, a_A, s', q, q')} \|q - q'\|_\infty
\]

\[
\leq (1 - \alpha(1 - \gamma)\epsilon) \|q - q'\|_\infty
\]
Algorithm 7 Risk-Averse Adversarial Averaged Q-Learning (RA3-Q)

**Input**: Training steps $T$; Exploration rate $\epsilon$; Number of models $k$; Risk control parameters $\lambda_P, \lambda_A$; Utility function parameters $\beta^P < 0; \beta^A > 0$.

1. Initialize $Q^P_i(s, a_P, a_A) = 0$; $Q^A_i(s, a_P, a_A) = 0$ for all $i = 1, ..., k$ and $(s, a_A, a_P)$; $N = 0 \in \mathbb{R}^{|S| \times |A| \times |A|}$.
2. Randomly sample action choosing head integers $H_P, H_A \in \{1, ..., k\}$.
3. for $t = 1$ to $T$ do
4.   $Q^P = Q^P_{t-1}$
5.   Compute $Q^P$ by
   $\hat{Q}^P(s, a_P, a_A) = Q^P(s, a_P, a_A) - \lambda_P \cdot \frac{\sum_{i=1}^{k} (Q^P_i(s, a_P, a_A) - Q^P_i(s, a_P, a_A))^2}{k-1} \quad (78)$
   where $Q^P_i(s, a_P, a_A) = \frac{1}{k} \sum_{i=1}^{k} Q^P_i(s, a_P, a_A)$
6.   $Q^A = Q^A_{t-1}$
7.   Compute $Q^A$ by
   $\hat{Q}^A(s, a_P, a_A) = Q^A(s, a_P, a_A) + \lambda_A \cdot \frac{\sum_{i=1}^{k} (Q^A_i(s, a_P, a_A) - Q^A_i(s, a_P, a_A))^2}{k-1} \quad (79)$
   where $Q^A_i(s, a_P, a_A) = \frac{1}{k} \sum_{i=1}^{k} Q^A_i(s, a_P, a_A)$
8.   The optimal actions $(a^P_i, a^A_i)$ are defined as
   $Q^P(s_t, a^P_i, a^A_i) = \max_{a_P, a_A} Q^P(s_t, a_P, a_A)$ for some $a^A_i$ \quad (80)
   $Q^A(s_t, a^P_i, a^A_i) = \max_{a_P, a_A} Q^A(s_t, a_P, a_A)$ for some $a^P_i$ \quad (81)
9.   Select actions $a_P, a_A$ according to $Q^P, Q_A$ by applying $\epsilon$-greedy strategy.
10. Two agents respectively execute actions $a_P, a_A$ and observe $(s_t, a_P, a_A, r^P_t, r^A_t, s_{t+1})$
11. Generate mask $M^t \sim \text{Poisson}(1)$
12. $N(s_t, a_P, a_A) = N(s_t, a_P, a_A) + 1$
13. $\alpha(s_t, a_P, a_A) = \frac{1}{N(s_t, a_P, a_A)}$
14. for $i = 1, ..., k$ do
15.   if $M_t = 1$ then
16.     Update $Q^P$ by
   $Q^P(s_t, a_P, a_A) = Q^P(s_t, a_P, a_A) + \alpha(s_t, a_P, a_A) \cdot \left[u^P \left(r^P_t + \gamma \cdot \max_{a_P, a_A} Q^P(s_{t+1}, a_P, a_A) - Q^P(s_t, a_P, a_A)\right) - x_0\right] \quad (82)$
   where $u^P$ is a utility function, here we use $u^P(x) = -e^{\beta^P x}$ where $\beta^P < 0; x_0 = -1$
17.   end if
18. end for
19. for $i = 1, ..., k$ do
20.   if $M_i = 1$ then
21.     Update $Q^A$ by
   $Q^A(s_t, a_P, a_A) = Q^A(s_t, a_P, a_A) + \alpha(s_t, a_P, a_A) \cdot \left[u^A \left(r^A_t + \gamma \cdot \max_{a_P, a_A} Q^A(s_{t+1}, a_P, a_A) - Q^A(s_t, a_P, a_A)\right) - x_1\right] \quad (83)$
   where $u^A$ is a utility function, here we use $u(x) = e^{\beta^A x}$ where $\beta^A > 0; x_1 = 1$
22.   end if
23. end for
24. Update $H_P$ and $H_A$ by randomly sampling integers from 1 to $k$
25. end for
26. Return $\frac{1}{k} \sum_{i=1}^{k} Q^P_i; \frac{1}{k} \sum_{i=1}^{k} Q^A_i$

Hence $H^P$ is a contractor.

By Eq. (87), $\mathbb{E}[w_i(s, a_P, a_A) | F_t] = 0$. Hence, it remains to prove (ii) in Proposition A.1.

$\mathbb{E}\left[ u^3(s, a_P, a_A) | F_t \right] = \alpha^2 \cdot \mathbb{E}\left[ (\tilde{u}(d_i))^3 | F_t \right] - \alpha^2 \cdot \mathbb{E}\left[ (\tilde{u}(d_i))^2 | F_t \right] \leq \alpha^2 \cdot \mathbb{E}\left[ (\tilde{u}(d_i))^2 | F_t \right] \quad (94)$

Following from the same procedures as Appendix A.1, condition (ii) of Proposition A.1 also holds in this case. And
recall that the learning rate satisfies condition a, hence by Proposition A.1, \( q \to q^* \), where \( q^* \) is the solution to the Bellman equation

\[
E_{s,a_P,a_A} \left[ u^P \left( r^P_t + \gamma \cdot \max_{a_P,a_A} q(s',a_P,a_A) - q(s,a_P,a_A) \right) \right] = x_0 \quad \pi_0^A \text{ is fixed (95)}
\]

for \( \forall (s,a_P,a_A) \). Where \( s' \) is sampled from \( \mathcal{P}[\cdot|s,a_P,a_A] \). Similarly, we can show that for a fixed policy for protagonist, the update rule Eq. (83) will guarantee that \( q_A \to q_A^* \), where \( q_A^* \) is the solution to the Bellman equation

\[
E_{s,a_P,a_A} \left[ u^A \left( r^A_t + \gamma \cdot \max_{a_P,a_A} q(s',a_P,a_A) - q(s,a_P,a_A) \right) \right] = x_1 \quad \pi_0^P \text{ is fixed (96)}
\]

for \( \forall (s,a_P,a_A) \). Where \( s' \) is sampled from \( \mathcal{P}[\cdot|s,a_P,a_A] \).

Note that this does not imply a convergence guarantee of RA3-Q because of the protagonist/adversary's policy is fixed assumption. Only if one of the agents (say protagonist) stops learning (and its policy becomes fixed) at some point, then the other agent (adversary) will also converge. Note that in the general multi-agent learning case this is always a challenge and it is often hard to balance between theoretical algorithms (with convergence guarantees) and practical algorithms (loosing guarantees but with good empirical results), see our experimental results in Section 6.2 and related literature (Bowling & Veloso, 2002; Weinberg & Rosenschein, 2004; Littman, 2001).

F. Meta-game payoff examples and EGT plots

| \( N_{Rock} \) | \( N_{Paper} \) | \( N_{Scissors} \) | \( R_{Rock} \) | \( R_{Paper} \) | \( R_{Scissors} \) |
|---|---|---|---|---|---|
| 2 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | -1 | 1 | 0 |
| 0 | 2 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 | -1 |
| 0 | 0 | 2 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | -1 | 1 |

Table 4. Payoff Table of Rock-Paper-Scissors

Figure 2. Directional Field of Rock-Paper-Scissors

Figure 3. Trajectory Plot of Rock-Paper-Scissors

The payoff table of a well-known game rock-scissors-papers is as shown in Table 4, its corresponding directional field is as
shown in Fig. 2, and its trajectory plot is as shown in Fig. 3. It can be observed from Figs. 2 and 3 that the equilibrium of Rock-Paper-Scissors is the centroid of the strategies simplex.

Table 5. An example of a meta game payoff table of 2 players, 3 strategies.

|   | N_i1 | N_i2 | N_i3 | R_i1 | R_i2 | R_i3 |
|---|------|------|------|------|------|------|
| 2 | 0    | 0    | 0    | 0.5  | 0    | 0    |
| 1 | 1    | 0    | 0    | 0.35 | 0    | 0.45 |
| 0 | 0    | 2    | 0    | 0    | 0    | 0.6  |
| 1 | 0    | 1    | 0    | 0.66 | 0.38 | 0    |

Another example of a 2-player meta-game payoff table of 3 strategies is in Table 5 with its corresponding directional field as shown in Fig. 4 and its trajectory plot in Fig. 5, where the white circles denote unstable equilibria (saddle points) and black solid circles denote globally stable equilibria.

G. Proof of Theorem 4

Theorem 6. For a Normal Form Game with $p$ players, and each player $i$ chooses a strategy $\pi^i$ from a set of strategies $S^i = \{\pi^i_1, ..., \pi^i_k\}$ and receives a risk averse payoff $h^i(\pi^1, ..., \pi^p) : S^1 \times ... \times S^p \to \mathbb{R}$ satisfying Assumption G.4. If $x$ is a Nash Equilibrium for the game $\hat{h}^i(\pi^1, ..., \pi^p)$, then it is a $2\epsilon$-Nash equilibrium for the game $h^i(\pi^1, ..., \pi^p)$ with probability $1 - \delta$ if we play the game for $n$ times, where

$$n \geq \max \left\{ -\frac{8R^2}{\epsilon^2} \log \left[ \frac{1}{4} \left( 1 - (1 - \delta) \frac{1}{|S^1| \times ... \times |S^p|} \right)^{\frac{1}{2}} \right], \frac{64\beta^2\omega^2 \cdot \Gamma(2)}{\epsilon^2 \left[ 1 - (1 - \delta) \frac{1}{|S^1| \times ... \times |S^p|} \right]^{\frac{1}{2}}} \right\} $$

(97)

Assumption G.4. The stochastic return $h$ (for each player and each strategy) for each simulation has a sub-Gaussian tail. i.e., there exists $\omega > 0$ s.t.

$$\mathbb{E}[\exp(c \cdot (h - \mathbb{E}[h]))] \leq \exp \left( \frac{\omega^2 \epsilon^2}{2} \right) \quad \forall c \in \mathbb{R}$$

(98)
And we also select $R > 0$ s.t. $h \in [-R, R]$ almost surely.

**Proof.** Note that we have the following relation:

\[
\mathbb{E}_{\pi \sim \pi} [h^i(\pi)] = \mathbb{E}_{\pi \sim \pi} [\hat{h}^i(\pi)] + \mathbb{E}_{\pi \sim \pi} [h^i(\pi) - \hat{h}^i(\pi)]
\]

Then

\[
E_{\pi \sim \pi} [h^i(\pi, \pi^{-i})] = E_{\pi \sim \pi} [\hat{h}^i(\pi, \pi^{-i})] + E_{\pi \sim \pi} [h^i(\pi, \pi^{-i}) - \hat{h}^i(\pi, \pi^{-i})]
\]

\[
\max_{\pi} E_{\pi \sim \pi} [h^i(\pi, \pi^{-i})] \leq \max_{\pi} E_{\pi \sim \pi} [\hat{h}^i(\pi, \pi^{-i})] + \max_{\pi} E_{\pi \sim \pi} [h^i(\pi, \pi^{-i}) - \hat{h}^i(\pi, \pi^{-i})]
\]

Hence,

\[
\max_{\pi} E_{\pi \sim \pi} [h^i(\pi, \pi^{-i})] - E_{\pi \sim \pi} [\hat{h}^i(\pi)] \leq \max_{\pi} E_{\pi \sim \pi} [\hat{h}^i(\pi)] + \max_{\pi} E_{\pi \sim \pi} [h^i(\pi) - \hat{h}^i(\pi)] \leq \epsilon
\]

\[
(\epsilon) = 0 \text{ since } x \text{ is a Nash Equilibrium for } h^i
\]

Hence, if we can control the difference between $|h^i(\pi) - \hat{h}^i(\pi)|$ uniformly over players and actions, then an equilibrium for the empirical game is almost an equilibrium for the game defined by the reward function. Hence the question is how many samples $n$ do we need to assess that a Nash equilibrium for $h$ is a $2\epsilon$-Nash equilibrium for $h$ for a fixed confidence $\delta$ and a fixed $\epsilon$.

In the following, in short, we fix player $i$ and the joint strategy $\pi = (\pi^1, ..., \pi^p)$ for $p$ players and in short, denote $h^i = h^i(\pi), \hat{h}^i = \hat{h}^i(\pi)$. By Hoeffding inequality,

\[
P \left[ |\hat{R}^i - E[R^i]| \geq \epsilon \right] \leq 2 \cdot \exp \left( -\frac{\epsilon^2 n}{8 \hat{R}^2} \right)
\]

Now, it remains to give a batch scenario for the unbiased estimator of variance penalty term. Denote $V_n^2 = \frac{1}{n} \sum_{k=1}^n (R_j^i - \bar{R})^2$, then $E[V_n^2] = \text{Var}[R^i] = \sigma^2$, i.e., it’s an unbiased estimator of the game variance. We first compute the variance of $V_n^2$.

Let $Z_j^i = R_j^i - \bar{R}$, then $E[Z_j^i] = 0$ and $Z_1^i, ..., Z_n^i$ are independent. Then we have

\[
\text{Var}[V_n^2] = \text{Var}[R^i] = \text{Var}[Z_i^i]
\]

\[
\text{Var}[V_n^2] = E[V_n^2] - (E[V_n^2])^2
\]

\[
= E \left[ \frac{n^2 (\sum_{j=1}^n (Z_j^i)^2) - 2n (\sum_{j=1}^n (Z_j^i))^2 (\sum_{j=1}^n Z_j^i)^2 + (\sum_{j=1}^n Z_j^i)^4}{n^2 (n-1)^2} \right] - \sigma^4
\]

\[
= \frac{n^2 E \left[ (\sum_{j=1}^n (Z_j^i)^2) \right] - 2n E \left[ (\sum_{j=1}^n (Z_j^i)^2) (\sum_{j=1}^n Z_j^i)^2 \right] + E \left[ (\sum_{j=1}^n Z_j^i)^4 \right]}{n^2 (n-1)^2} - \sigma^4
\]

Since $Z_1^i, ..., Z_n^i$ are independent, then we have that for distinct $j, k, m$,

\[
E[Z_j^i Z_k^i] = 0; \quad E[(Z_j^i)^3 Z_k^i] = 0; \quad E[(Z_j^i)^2 Z_k^i Z_m^i] = 0.
\]

And we denote

\[
E[(Z_j^i)^2 (Z_k^i)^2] = \mu^2 = \sigma^4; \quad E[(Z_j^i)^4] = \mu_4.
\]

Then, with algebraic manipulations, we can simplify Eq. (106) as:

\[
\text{Var}[V_n^2] = n^2 \left( \frac{n \mu_4 + n(n-1)\mu_2 - 2n(n \mu_4 + n(n-1)\mu_2) + n \mu_4 + 3(n-1)\mu_2}{n^2(n-1)^2} \right) - \sigma^4
\]

\[
= \frac{(n-1)\mu_4 + (n^2 - 2n + 3)\sigma^4}{n(n-1)} - \sigma^4
\]

\[
= \frac{n}{n} \frac{(n-3) - \sigma^4}{n(n-1)}
\]
By Chebyshev’s inequality,
\[
P \left[ \left| V_n^2 - \text{Var}[R'] \right| \geq \frac{\epsilon}{2\beta} \right] \leq \frac{\text{Var}[V_n^2]}{\left( \frac{\epsilon}{2\beta} \right)^2} \leq 4\beta^2 \frac{\mu_4}{n} \frac{n-3}{n(n-1)}
\] (114)

By Assumption G.4,
\[
\mu_4 \leq 16\omega^2 \cdot \Gamma(2)
\] (116)

By triangle inequality,
\[
P \left[ \left| h_i - \hat{h}_i \right| \geq \epsilon \right] \leq P \left[ \left| \mathbb{E}[R'] - \bar{R} \right| + \beta \cdot \left| V_n^2 - \text{Var}[R'] \right| \geq \frac{\epsilon}{2} \right]
\] (117)
\[
\leq P \left[ \left| \mathbb{E}[R'] - \bar{R} \right| \geq \frac{\epsilon}{2} \right] \text{ or } P \left[ \beta \cdot V_n^2 \geq \frac{\epsilon}{2} \right]
\] (118)
\[
\leq P \left[ \left| \mathbb{E}[R'] - \bar{R} \right| \geq \frac{\epsilon}{2} \right] + P \left[ \left| V_n^2 - \text{Var}[R'] \right| \geq \frac{\epsilon}{2\beta} \right]
\] (119)
\[
\leq 2 \cdot \exp \left( -\frac{\epsilon^2 n}{8R^2} \right) + \frac{4\beta^2}{\epsilon^2} \left( \frac{16\omega^2 \cdot \Gamma(2)}{n} - \frac{\sigma^4(n-3)}{n(n-1)} \right)
\] (120)
\[
\leq 2 \cdot \exp \left( -\frac{\epsilon^2 n}{8R^2} \right) + \frac{64\beta^2 \omega^2 \cdot \Gamma(2)}{ne^2}
\] (121)
\[
= f(n, \epsilon).
\] (122)

Hence, for per joint strategies \( \pi \) and per player \( i \), we have the following bound:
\[
P \left[ \sup_{\pi,i} \left| h_i(\pi) - \hat{h}_i(\pi) \right| \geq \epsilon \right] \geq (1 - f(n, \epsilon)|S_1| \times \ldots \times |S_p| \times p)
\] (123)

Hence, for
\[
n \geq \max \left\{ -\frac{8R^2}{\epsilon^2} \log \left[ \frac{1}{4} \left( 1 - (1 - \delta)^{\frac{1}{\|S_1 \times \ldots \times S_p \| \times p}} \right) \right] ; \frac{64\beta^2 \omega^2 \cdot \Gamma(2)}{\epsilon^2 \left( 1 - (1 - \delta)^{\frac{1}{\|S_1 \times \ldots \times S_p \| \times p}} \right)} \right\}
\] (124)

we have
\[
P \left[ \sup_{\pi,i} \left| h_i(\pi) - \hat{h}_i(\pi) \right| \geq \epsilon \right] \geq 1 - \delta.
\] (125)

Plugging the result into Eq. (102), we have
\[
\max_{\pi} \mathbb{E}_{\pi \sim \pi^{-1}} \left[ h_i(\pi, \pi^{-1}) \right] - \mathbb{E}_{\pi \sim \pi} \left[ h_i(\pi) \right] \leq 2\epsilon
\] (125)