REVECA – Rich Encoder-decoder framework for Video Event CActioner
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Abstract

We describe an approach used in the Generic Boundary Event Captioning challenge at the Long-Form Video Understanding Workshop held at CVPR 2022. We designed a Rich Encoder–decoder framework for Video Event CActioner (REVECA) that utilizes spatial and temporal information from the video to generate a caption for the corresponding event boundary. REVECA uses frame position embedding to incorporate information before and after the event boundary. Furthermore, it employs features extracted using the temporal segment network and temporal-based pairwise difference method to learn temporal information. A semantic segmentation mask for the attentional pooling process is adopted to learn the subject of an event. Finally, LoRA is applied to fine-tune the image encoder to enhance the learning efficiency. REVECA yielded an average score of 50.97 on the Kinetics-GEBC test data, which is an improvement of 10.17 over the baseline method. Our code is available in https://github.com/TooTouch/REVECA.

1. Introduction

Recently, video understanding tasks such as video action recognition [4, 13] and video captioning [6, 18] have been proposed for learning a model so as to understand a series of semantic content in a video. However, most video understanding tasks focus on predicting predefined actions or summarizing the content of a given video; there is no task that tries to distinguish the semantic content in a long-form video [12]. The Kinetics-GEBD dataset was proposed to fill this gap, allowing the model to learn to recognize distinct semantic events within the long-form video [12]. Generic Event Boundary Captioning (GEBC), the main task considered in this study, involves verbally describing the subject based on the boundary and also the changes in the subject’s state before and after the boundary. To support this task, the Kinetics-GEBC dataset has recently been released [17].

Vision-language models for learning data such as Kinetics-GEBC can be grouped into three representative structures: (1) a single encoder-based model [20], (2) a dual encoder-based model [8], and (3) an encoder–decoder-based structure [15]. In this report, we design the Rich Encoder–decoder framework for Video Event CActioner (REVECA) that elaborates additional spatial and temporal information to Contrastive Captioners (CoCa) [19], a recently proposed integrated video captioning framework. The proposed REVECA achieved a significantly improved performance for the Kinetics-GEBC dataset compared to the benchmark models provided in the competition.

2. Related Works

Wang and Gao [17] used the UniVL as a two-stream architecture [8] and the ActBERT as a one-stream architecture [20] for GEBC. UniVL is a dual encoder vision-language framework. It is trained to align the representation of the two encoders using the outputs extracted using the encoder of vision and language. UniVL performs video caption generation by learning using the cross encoder and decoder. ActBERT is a single encoder vision-language framework. ActBERT uses language and vision data as the inputs to a single encoder to reflect multimodal information in the same representation space using multi-head attention and then learns language data using masked language modeling.

Recently, a unified various vision-language framework named CoCa was proposed [19]. CoCa uses an image encoder, unimodal text decoder, and multimodal text decoder to learn vision-language data in a single stage and utilizes two objective functions together. Our approach is based on CoCa but uses certain different components within the framework. ActBERT-revised proposed in [17] used the region of interest (RoI) features extracted by the Faster-RCNN [10] to use the information on the subjects existing in the video. However, as RoI is information that includes subjects and unspecified areas, we use the semantic segmentation mask to indicate the exact area of the subject.
3. Approach

We used CoCa as the basic architecture and utilized additional features for more granular visual information. Fig. 1 shows the overall architecture of the proposed REVECA. We fine-tuned the image encoder by applying LoRA [5], a method that shows more effective training performance when the entire model is fine-tuned using only a small number of trainable parameters [5].

3.1. Temporal Information

Frame Aggregation In CoCa, features for each frame are aggregated by attentional pooling to generate a video-level feature [19]. However, we preserved three distinct types of information in the proposed REVECA for the GEBC challenge: (1) Before, (2) Boundary, and (3) After. Each frame feature extracted by the image encoder is stacked in Eq. (1):

\[ F = [EN_{img}(f_1), EN_{img}(f_2), \ldots, EN_{img}(f_{N_f})], \]

where \( f_i \) is the i-th frame, \( N_f \) is the number of frames, and \( EN_{img} \) is the image encoder. \([\cdot, \cdot]\) indicates the concatenation of the frames.

As the [CLS] token embedding of the image encoder is used to calculate the contrastive loss with the [CLS] token embedding of the unimodal text decoder [19], the [CLS] token embeddings of the image encoder for all frames are represented by the average of the [CLS] tokens of all images as given in Eq. (2):

\[ CLS = \frac{1}{N_f} \sum_{i=1}^{N_f} CLS_i. \]  

Frame Position Embedding We used a frame position embedding \( E_p \in \mathbb{R}^{N_f \times d} \) to inject sequential information of Before, Boundary, and After features where \( d \) is the dimension of the image encoder. The frame position embedding as shown in Fig. 1 is added to the frame features given in Eq. (1).

Temporal-based Pairwise Difference (TPD) As the frame-level differences are found to be effective for detecting Generic Events [17], we also employed the TPD as given in Eq. (3):

\[ TPD = [[F_i - F_j], [F_i - F_b], [F_b - F_j]], \]

\[ \forall i \in N_{bef}, \forall j \in N_{aft}, \]

where \( F_b \) denotes the frame features of the boundary \( b \), \( N_{bef} \) is the number of frames before the boundary whereas \( N_{aft} \) is the number of frames after the boundary. We applied the TPD using [CLS] token embedding of the image
encoder instead of frame features because applying TPD directly to the frame features might disturb the training process owing to the high dimensionality. The TPD features calculated by the [CLS] token embedding of the attentional pooling are concatenated with the output of the attentional pooling for the frame features as given in Eq. (1):

$$F_{TPD} = [F, TPD].$$  \hspace{1cm} (4)

**Temporal Segment Network (TSN)** [16] We utilized the official TSN features in the GEBC challenge as an additional input to the multimodal text decoder to increase the action recognition performance of video data. Here, 2048-dimensional TSN features are extracted before and after the boundary using the pre-trained TSN in [17]. We applied the TSN feature to the linear projection layer and represented it in the same dimension as the embedding dimension of the multimodal text decoder. TSN features were then concatenated with the results of Eq. (4):

$$F_{TPD, TSN} = [F_{TPD}, TSN].$$  \hspace{1cm} (5)

$F_{TPD, TSN}$ is used as an input for cross-attention in the multimodal text decoder.

### 3.2. Spatial information

**Semantic Segmentation Mask** We use semantic predictions as additional input to incorporate more information based on semantic granularity. Pre-trained Mask2Former [2], which achieved state-of-the-art performance in various segmentation tasks, was employed as the segmentation predictor, and we stored predictions in advance for all sampled frames. We fed pixel-level predictions to a patch embedding layer constructed separately, not a patch embedding layer used in the image encoder, and then added it to the image encoder output shown in Eq. (1).

### 4. Experiments

#### 4.1. Implementation Details

**Training setup** Our model took 25 hours to train on a GPU server with six A100 GPUs for 10,000 steps. We used a batch size of eight per GPU. Adafactor optimizer [11] was used with $\beta_1 = 0.9$ and a weight decay ratio of 0.01. We warmed up the learning rate for the first 300 steps with 3% of the incremental steps. We chose our model based on the top-1 token accuracy of the validation dataset.

**Dataset** Each boundary in the video clip has two sampling ranges before and after the boundary timestamp. We sampled ten frames as the maximum range for before and after the boundary. The resolution of the input frame was $224 \times 224$, and the max token length was set to 128.

**Model** We used the ViT-L/16 [3] as the image encoder, which was pre-trained on the ImageNet-21k (14 million images, 21,843 classes) at the resolution of $224 \times 224$. In addition, the GPT2-small [9] was used as the unimodal and multimodal decoder. The number of queries for the attentional pooling layer was set to 16. As the CoCa decoder generates the unimodal and multimodal text representations simultaneously, contrastive as well as generative objectives are applied:

$$\mathcal{L}_{CoCa} = \lambda_{\text{Con}} \cdot \mathcal{L}_{\text{Con}} + \lambda_{\text{Cap}} \cdot \mathcal{L}_{\text{Cap}}.$$  

We used the ratio of 1 : 0.1 for the loss weight parameter $\lambda_{\text{Cap}}$ and $\lambda_{\text{Con}}$.

**LoRA** For memory efficiency, we applied LoRA to our query, key, value, and the output projection layer with a rank of 8 ($\alpha = 8$) and dropout probability of 0.1.

**Caption generation** We set the max generation token length to 128. Beam search was used to generate captions in our experiments with a beam size of 10 and five beam groups.

**Evaluation** We used CIDEr [14], SPICE [1], and ROUGE-L [7] metrics to evaluate our model, all of which are commonly used in image or video captioning tasks.

#### 4.2. Results

We optimized the hyperparameters based on validation performance as described in Sec. 4. The submitted final model was trained based on the integrated training and validation data.

In order to validate the performance of our model, four models that were tested on GEB+ were selected as the baseline models for comparison. As presented in Tab. 1, the proposed REVECA yielded an average score of 50.97, which is 10.17 higher than ActBERT-revised, the best among the baseline models. More specifically, the performance improvement against ActBERT-revised in terms of CIDEr, SPICE, and ROUGE-L is 19.2, 5.14, and 6.19, respectively.

### 5. Conclusion

In this report, we propose REVECA, which attempts to incorporate rich spatial and temporal information using CoCa, a unified framework of the vision-language model, as a base architecture. Experimental results show that the proposed REVECA can achieve better performance.
than conventional vision-language benchmark models. Our model achieves approximately 25% performance improvement over the current SOTA model.

A limitation of our model is that it focuses more on information about vision. If more sophisticated information extracted from text data is incorporated, we expect the performance of the proposed REVECA to be further boosted.
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