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Abstract

We propose Selective Multiple Power Iterations (SMPI), a new algorithm to address the important Tensor PCA problem that consists in recovering a spike $v^0 \otimes^k$ corrupted by a Gaussian noise tensor $Z \in (\mathbb{R}^n)^{\otimes^k}$ such that $T = \sqrt{n} \beta v^0 \otimes^k + Z$ where $\beta$ is the signal-to-noise ratio. SMPI consists in generating a polynomial number of random initializations, performing a polynomial number of symmetrized tensor power iterations on each initialization, then selecting the one that maximizes $\langle T, v^k \rangle$. Various numerical simulations for $k = 3$ in the conventionally considered range $n \leq 1000$, where existent algorithms exhibit negligible finite size effects, show that the experimental performances of SMPI improve drastically upon existent algorithms and becomes comparable to the theoretical optimal recovery. We show that these unexpected performances are due to a powerful mechanism in which the noise plays a key role for the signal recovery and that takes place at low $\beta$.

Furthermore, this mechanism results from five essential features of SMPI that distinguish it from previous algorithms based on power iteration. These remarkable results may have strong impact on both practical and theoretical applications of Tensor PCA. (i) We provide in the supplementary material multiple variants of this algorithm to tackle low-rank CP tensor decomposition. These proposed algorithms also outperform existent methods even on real data which shows a huge potential impact for practical applications. (ii) We present new theoretical insights on the behavior of SMPI and gradient descent methods for the optimization in high-dimensional non-convex landscapes that are present in various machine learning problems. (iii) We expect that these results may help the discussion concerning the existence of the conjectured statistical-algorithmic gap.

1 Introduction

Tensor PCA was introduced in the pioneer work of [1] and consists in recovering a signal spike $v^0 \otimes^k$ that has been corrupted by a noise tensor $Z$: $T = Z + \beta v^0 \otimes^k$ where $v_0$ is a unitary vector and $\beta$ the Signal-to-Noise Ratio (SNR).

The motivation for Tensor PCA is three-fold:

1) Tensor PCA could be considered as a simple case of Tensor decomposition. However, it has a different motivation which is the theoretical study of the computational limitations in the very low SNR regime while the Tensor decomposition literature mainly address practical applications, often in a large SNR. Yet, algorithms developed for Tensor PCA could be generalised to address Tensor decomposition as in [2]. Tensor decomposition has various applications such as topic modelling [3], community detection [4], etc. CP Tensor decomposition also proved useful in the context of deep neural networks, particularly in compressing Convolutional Neural Networks to reduce the memory and the computational cost [5, 6].

2) In addition to that, Tensor PCA is also often used as a prototypical inference problem for the theoretical study of the computational hardness of optimization in high-dimensional non-convex landscapes, in particular using the well spread gradient descent algorithm and its variants ([7, 8, 9, 10]). Indeed, these algorithms are used with great empirical success in many ML areas such as Deep Learning,
but unfortunately they are generally devoid of theoretical guarantees. Understanding the dynamics of gradient descent methods in specific landscapes such as Tensor PCA could bring new insights.

3) One of the main characteristic of Tensor PCA is its conjectured statistical algorithmic gap: while information theory shows that is theoretically possible to recover the signal for $\beta \sim O(1)$, all existent algorithms have been shown or conjectured to have an algorithmic threshold for $k \geq 3$ of at least $\beta \sim O(n^{(k-2)/4})$. Thus Tensor PCA is considered as an interesting study case of such a gap that appears in various other problems (see references in [7] and [11]).

**Contributions:** In this paper, (i) we exhibit a novel and powerful convergence mechanism that takes place in small SNR where the noise plays a crucial role in the recovery of the signal. (ii) we provide necessary conditions for this mechanism to be triggered (iii) we propose a new algorithm that we call SMPI for Selective Multiple Power Iterations: that is based on this mechanism. (iv) We show and discuss the potential impact of this algorithm on the three main motivations of Tensor PCA.

**Notations** We use bold characters $\mathbf{T}, \mathbf{M}, \mathbf{v}$ for tensors, matrices and vectors and $T_{ijk}, M_{ij}, v_i$ for their components. $[p]$ denotes the set $\{1, \ldots, n\}$. A real $p$-th order tensor $\mathbf{T} \in \bigotimes_{i=1}^p \mathbb{R}^{n_i}$ is a member of the tensor product of Euclidean spaces $\mathbb{R}^{n_i}, i \in [p]$. It is symmetric if $T_{i_1 \ldots i_k} = T_{\tau(i_1) \ldots \tau(i_k)}$ for all $\tau \in S_k$, where $S_k$ is the symmetric group of degree $k$.

For a vector $\mathbf{v} \in \mathbb{R}^n$, $\mathbf{v}^{op} \equiv \mathbf{v} \otimes \mathbf{v} \otimes \ldots \otimes \mathbf{v} \in \bigotimes^p \mathbb{R}^n$ denotes its $p$-th tensor power.

We denote $\mathbf{T}(\mathbf{v}, \mathbf{w}, z) \equiv (\mathbf{T}, \mathbf{v} \otimes \mathbf{w} \otimes z) \equiv \sum_{ijk} T_{ijk} v_i w_j z_k$ the euclidean product between the two tensors $\mathbf{T}$ and $\mathbf{v} \otimes \mathbf{w} \otimes z$. Similarly $\mathbf{T}(:, :, z)$ is the vector whose $i$-th entry is $\sum_j T_{ijk} w_j z_k$ where $e_i$ is the $i$-th basis vector and $\mathbf{T}(::, z)$ is the matrix whose $i, j$th element is $\sum_k T_{ijk} z_k$.

**Simple and symmetrized power iteration** The simple power iteration consists in performing the following operation:

$$
\mathbf{v} \leftarrow \frac{\mathbf{T}(::, \mathbf{v}, \mathbf{v})}{\|\mathbf{T}(::, \mathbf{v}, \mathbf{v})\|} \quad (1)
$$

Given a non-symmetrical tensor, we define the symmetrized power iteration as:

$$
\mathbf{v} \leftarrow \frac{\mathbf{T}(::, \mathbf{v}, \mathbf{v}) + \mathbf{T}(\mathbf{v}, ::, \mathbf{v}) + \mathbf{T}(\mathbf{v}, \mathbf{v}, ::)}{\|\mathbf{T}(::, \mathbf{v}, \mathbf{v}) + \mathbf{T}(\mathbf{v}, ::, \mathbf{v}) + \mathbf{T}(\mathbf{v}, \mathbf{v}, ::)\|} \quad (2)
$$

It is straightforward to see that performing a symmetrized power iteration on a tensor $\mathbf{T}$ amounts to perform a simple power iteration on the symmetrized tensor $T_{\text{sym}} T_{i_1, i_2 \ldots i_k} \equiv \sum_{\sigma \in S_k} T_{\sigma(i_1) \sigma(i_2) \ldots \sigma(i_k)}$.

$$
\mathbf{v} \leftarrow \frac{T_{\text{sym}}(::, \mathbf{v}, \mathbf{v})}{\|T_{\text{sym}}(::, \mathbf{v}, \mathbf{v})\|} \quad (3)
$$

Unless specified otherwise, we restrict ourselves to a symmetrical tensor with $k = 3$, that can easily be generalized to an asymmetrical tensor (by symmetrizing the tensor) and to $k \geq 4$.

## 2 Related work

**Tensor PCA** Several algorithms have been developed to tackle the tensor PCA problem. [1] analyzed many algorithms theoretically and empirically (in a range of $25 \leq n \leq 800$). The tensor unfolding algorithm showed an empirical threshold of $\beta \sim n^{1/4}$ while naive power iteration with a random initialization performed much worse with an empirical threshold of $n^{1/2}$. [12] provided an algorithm based on sum-of-squares, which was the first with theoretical guarantees whose threshold matches $n^{1/4}$. Other studied methods have been inspired by different perspectives like homotopy in [13], statistical physics ([7], [14] and [15]), quantum computing [16], low-degree polynomials [17], statistical query [18], random tensor theory [19] as well as renormalization group [20].

**Power iteration for Tensor PCA** Power iteration is a simple method that has been extensively used in multiple tensor problems [21, 4]. [1] investigated the empirical performance of power iteration with a random initialization in the range of $n \in [50, 800]$ and observed an empirical threshold of $n^{1/2}$. Through an improved noise analysis, [2] showed that for a symmetrical tensor, power iteration
is indeed able to recover the signal for a SNR $\beta$ above $n^{1/2}$ with a constant number of initialization and a number of iterations logarithmic on $n$. Their experiments in the range of $n \in [25, \ldots, 250]$ suggested that this threshold is tight. A recent paper [22] investigates the simple power iteration for a non-symmetric tensor for Tensor PCA, they prove that the algorithmic threshold is strictly equal to $n^{1/2}$. The results of their experiments for $n \in [200, \ldots, 800]$ matches their theoretical results. In this paper, we aim to draw attention to a surprising observation that contrasts with previous work: if we impose five essential features for an algorithm based on power iteration or gradient descent (use a symmetrized power iteration, impose a polynomial number of initializations and iterations, etc.), we observe that a novel powerful mechanism for the convergence towards the signal takes place, leading to a fundamentally different performance. In fact, for $n \in [50,1000]$, SMPI is the first algorithm to exhibit an empirical threshold corresponding to $O(1)$ and whose results matches the theoretically-optimal correlation at large $n$.

Prototypical inference problem and exploration of complex landscapes Tensor PCA, as well as a weaker version of it, the matrix-tensor PCA introduced in [10], has been considered by the scientific community as a prototypical inference problem in order to analyze the interplay between the loss landscape and performance of descent algorithms [8, 10, 7]. However, these studies focused on the gradient flow and Langevin dynamics. We focus here on power iteration which allows us to uncover the importance of a large step size in order to avoid spurious minima and to converge towards the signal. Note that [23] investigated a very similar landscape to Tensor PCA in order to gain insights on neural network landscapes.

The conjectured statistical algorithmic gap: computational hardness While [1] proved that the optimal theoretical threshold is of order $\beta_{\text{opt}} = O(1)$, many of the suggested methods have been predicted (based on empirical results for $25 \leq n \leq 1000$) to have at best an algorithmic threshold of $O(n^{1/4})$. This led to a conjecture that it is not possible to achieve the recovery of the signal vector with polynomial time for a $\beta$ below $O(n^{1/4})$. A rich theoretical literature emerged in order to understand the fundamental reason behind the apparent computational hardness of Tensor PCA. Average-case reduction has been investigated in [24, 11]. While several papers (such as [25, 26, 27, 28]) provided new results on the statistical threshold of Tensor PCA, there have been many results for thresholds of specific algorithmic models. In particular, [17] proves the failure of low-degree methods for $1 \ll \beta \ll n^{1/4}$ and surveys a recent and interesting line of research that explores the conjecture that the failure of low-degree methods indicates the existence of statistical algorithmic gap in high-dimensional inference problems. [7] provides a possible explanation for the failure of the Langevin dynamics and gradient descent (in the infinitely small learning rate limit) which is another class of algorithms.

3 Selective Multiple Power Iteration (SMPI)

3.1 General Principle of SMPI

The proposed SMPI (Algorithm 1) consists in applying, in parallel, the power iteration method with $m_{\text{iter}}$ iterations to $m_{\text{init}}$ different random initialization. Then, SMPI uses the maximum likelihood estimator to select the output vector in this subset by choosing the vector that maximizes $T(v, v, v)$.

Link between Power Iteration and Gradient descent Maximising $T(v, v, v)$ is equivalent to finding the minimum of the cost function defined as $H(v) \equiv -T(v, v, v)$ [15].

If we consider the function $H(v) = -T(v, v, v)$ defined on $v \in \mathbb{R}^n$, its gradient on $\mathbb{R}^n$ is $\nabla H = 3T(:, v, v)$. However, given that we restrict ourselves to the manifold $S^1 = \{v \in \mathbb{R}^n \mid v/\|v\| = 1\}$, the gradient has to be projected on the tangent space at $v$ (which is the subspace orthogonal to $v$) [27]. Thus, the gradient is equal to $g \equiv \nabla H(v) - (\nabla H(v), v)v$ which will be for our model
output by each algorithm with the signal vector \( Z \) is a tensor with random Gaussian components. We plot in the figure the correlation of the vector \( r \). Algorithms considered are SMPI (that we perform after symmetrizing the tensor \( T \) but becomes small for vectors \( v \) equal to \( 1/\sqrt{n} \)). We can see that the power iteration could be seen as a gradient descent with an adaptive step size \( g = \min(\|T(:,v,m)\|) \) \[4\]

\[ v \leftarrow \frac{T(:,v,v)}{\|T(:,v,v)\|} = \frac{T(:,v,v) - T(v,v,v)\cdot T(v,v,v)\cdot v + T(v,v,v)\cdot v}{\|T(:,v,v)\|} = \frac{-g + T(v,v,v)\cdot v}{\|T(:,v,v)\|} \]

We can see that the power iteration could be seen as a gradient descent with an adaptive step size equal to \( 1/(T(v,v,v)) \). This step size has the convenient particularity that it is large for a random \( v \) but becomes small for vectors \( v \) such that \( T(v,v,v) \) is large, for example when we are close to a minimum of \( H \).

3.2 The essential features of SMPI

We stress here an important and fundamental difference between our algorithm with previous algorithms based on power iteration. In order for this method to succeed in the large noise (low SNR) setting, we need these five features that, for the best of our knowledge, we are the first to impose:

1. Using power iteration or a gradient descent with a large enough step size.
2. In the case of power iteration and non-symmetric tensor, using the symmetrized version (or equivalently, symmetrize the tensor).
3. Prohibiting a stopping criteria on two consecutive iterations (such as \( 1 - |\langle v_{i-1}, v_i \rangle| < \varepsilon \) for a given small \( \varepsilon > 0 \)) and instead, use a criteria based on non-consecutive iterations distant by \( \Lambda \).
4. Using at least a polynomial number of iterations.
5. Using at least a polynomial number of initializations.

3.3 Experimental results

In this section, we compare the results of our algorithm with the state of art for every \( \beta \in \{1.2, 1.3, 1.4, 1.8, 2.2\} \) and for every \( n \in \{100, 200, 400\} \). We averaged over 50 different realizations of \( T = Z + \sqrt{n} \beta v_{\text{rand}} \) where \( Z \) is a tensor with random Gaussian components. We plot in the figure the correlation of the vector \( v \) output by each algorithm with the signal vector \( v_0 \) and plot the 95% confidence interval bars. The algorithms considered are SMPI (that we perform after symmetrizing the tensor \( T \)), the Homotopy-based
The Homotopy algorithm (Hom) [29], the Unfolding algorithm [1] which are considered as the two main successful algorithms for Tensor PCA, as well as the CP tensor decomposition algorithm of the Python package TensorLy [30] used with a rank equal to one. Similar results are obtained for $n = 1000$ (only for SMPI and Homotopy) and on the non symmetric case and are provided in the Appendix.

We used a range of $n$ that is commonly considered in empirical investigations of algorithms on Tensor PCA. Indeed, for $n = 1000$ the tensor has $10^9$ non-zero entries which becomes extremely costly in memory and computational power. Furthermore, to the best of our knowledge, all algorithms investigated exhibited negligible finite size effectis in this range of $n$ (more details in subsection 5.3.2). We observe in Figure 1, that even for small instances of $n$, like $n = 100$, our algorithm performs significantly better than the state of art. The gap between the results of our algorithm and the state of art drastically increases with $n$.

### Complexity of SMPI

The complexity of SMPI is equal to $m_{\text{init}} \times m_{\text{iter}} \times n^2$. In practice, $m_{\text{init}} = m_{\text{iter}} = 10n$ already gives us excellent results for a SNR in the range $1 < \beta < n^{1/4}$, the complexity is thus $\sim 10n^4$. It is important to note that such large values of $m_{\text{init}}$ and $m_{\text{iter}}$ are necessary as it will be discussed in the following section.

![Figure 1: Comparison of the results of SMPI with TensorLy (TenLy) and the State-of-the-art represented here by the Unfolding (Unf) and Homotopy-based (Hom) methods for four values of the dimension of each axe of the tensor ($n = 50, 100, 200, 400$). The results consist of the correlation between the output of each algorithm and the signal vector.](image)
4 Theoretical insights on the SMPI algorithm

4.1 The mechanism: the role of the noise for signal recovery

In the power iteration, let’s denote the part associated to the noise $g_N$ and the one associated to the signal $g_S$.

$$
T(:, v, v) = Z(:, v, v) + \beta\langle v, v_0 \rangle_0 v_0 \\
\equiv g_N + g_S
$$

(5)

(6)

![Figure 2: In blue, the total correlation of $v_i$ with $v_0$ at each iteration $i$. In orange in the left, the correlation between the normalized $g_N$ and $v_0$. In orange in the right, the ratio between the contributions of the noise gradient to $v_0$: $g_{N,0} \equiv \langle g_N, v_0 \rangle v_0$ and the signal gradient $g_S$ that is correlated to $v_0$.](image)

In Figure 2, we illustrate by an example, a pattern observed on all successful convergence in low SNR. For a given random initialization $v^1$, we plot in blue (in both the left and the right subfigures) the correlation between the signal $v_0$ with $v^i$ (obtained after $i$ iterations on $v^i$). The horizontal axis begins from the iteration where the convergence towards the signal starts. In the left subfigure, we plot in orange the correlation between $v_0$ and $g_N/\|g_N\|$, the normalized gradient associated to the noise tensor. In the right we plot in orange the ratio between the contribution of the noise gradient to $v_0$: $g_{N,0} \equiv \langle g_N, v_0 \rangle v_0$ and the signal gradient $g_S$.

We observe an unexpected result: the gradient $Z(:, v^i, v^i)$ is non-trivially correlated to $v_0$ and thus partially converges to $v_0$. Moreover, the spikes in the right figure at the beginning of the convergence suggest that it is the term $Z(:, v^i, v^i)$ that triggers the convergence towards $v_0$ as it gives the largest contribution to the component of $v^i$ correlated to $v_0$ at the start of the convergence. This suggests that the gradient associated to the noise actually triggers the convergence towards the signal and carries it all along.

Towards the quantification of this mechanism Let’s denote $v$ the output of the MLE (i.e. $v^* = \arg \max_{\|v\| = 1} \langle T(v, v, v) \rangle$) and $\hat{v}$ the output of SMPI. In order to have an indication if the mechanism we illustrated in our simulations is due to finite-size effects or is characteristic of large $n$ values, we can compare the experimental value of the plateau of $(g_N/\|g_N\|, v_0) = \langle Z(:, v, v), v_0 \rangle$ with its theoretical value obtained for $n \to \infty$ using the following formula (a proof is found in appendix D):

$$
\langle Z(:, v, v), v_0 \rangle = \sqrt{\langle T(:, v, v) \rangle - \beta \langle v, v_0 \rangle_0^2} / \sqrt{\langle T(:, v, v) \rangle - \beta \langle v, v_0 \rangle_0^2}
$$

(7)

Indeed, [28] provided analytic formula for $\|T(:, v^*, v^*)\|$ and $\langle v^*, v_0 \rangle$ for a given $\beta$ in the large $n$ limit where $v^*$ is the output of the MLE that we use to compare the theoretical expression with the empirical results of the plateau. For $\beta = 1.44\sqrt{n}$, the theoretical value is $\langle Z(:, v^*, v^*) / \|Z(:, v^*, v^*)\|, v_0 \rangle_{\text{th}} = 0.496$. The table 1 give the average and the standard deviation obtained experimentally for different $n$. 


4.2 Importance of the main features of SMPI

4.2.1 Importance of the symmetrized power iteration

For a non-symmetrical tensor, it has been proven in [22] that simple power iteration exhibits an algorithmic threshold strictly equal to $n^{1/2}$. For a SNR below this threshold, the output of the power iteration behaves like a random vector at each iteration. In contrast, our numerical experiments suggest that the picture is fundamentally different for a symmetrized power iteration. In Figure 3 we plot $\mathbf{T}(v_i, v_i, v_i)$ for a simple power iteration (in the left) and the symmetrized power iteration (in the right) for a non-symmetrical tensor and for small SNR ($\beta = 1.2\beta_{th}$ where $\beta_{th}$ is the theoretical optimal threshold [28]). We observe that while the result of simple power iteration matches with the theoretical results obtained in [22], the symmetrized power iteration exhibits a fundamentally different behavior that, to the best of our knowledge, has not been fully investigated so far.

![Figure 3](image.png)

Figure 3: For a non-symmetrical tensor $\mathbf{T} = \mathbf{Z} + \beta v_0^{\otimes 3}$ where $n = 200$ and $\beta = 1.2\beta_{th}$, we generate 20 random initializations. For each initialization, we plot with a different color the value of $\mathbf{T}(v_i, v_i, v_i)$ at each iteration $i$: in the left using a simple power iteration and in the right using a symmetrized power iteration. We observe a fundamentally different behavior in the case of a symmetrized power iteration.

4.2.2 The role of a large step size and the stopping condition

The landscape of the cost function $H(v) \equiv -\mathbf{T}(v, v, v)$ is characterized by an exponentially large number of critical points [27]. Although it can’t completely explain the success of SMPI, the large step size (or equivalently the use of symmetrized power iteration) is still essential for the gradient descent to escape many of the spurious minima that it may get trapped in. To understand what happens, let’s denote $m_i$ a minimum of $v \to \mathbf{T}(v, v, v)$, let’s name $\{v_i\}_{1 \leq i \leq n}$ the eigenvalues of the matrix $\mathbf{T}(\cdot, \cdot, m_i)$. Let’s assume that we are in the vicinity of $m_i$ and initialize with $y_0 = \frac{m_i + \epsilon v_1}{1 + \epsilon^2}$ and let’s

| $n$ | 50  | 100 | 150 | 200 | 400 |
|-----|-----|-----|-----|-----|-----|
| $\langle \mathbf{Z}(\cdot, v_i, v_i) \rangle$ | 0.469 | 0.518 | 0.507 | 0.487 | 0.511 |
| $\|\mathbf{Z}(\cdot, v_i, v_i)\|_{v_i}$ | ±0.148 | ±0.074 | ±0.056 | ±0.038 | ±0.025 |

We see that the theoretical value $\langle \mathbf{Z}(\cdot, v_i^*, v_i^*) \rangle, v_i \rangle_{th} = 0.496$ is well inside the error bar and that the standard deviation gets smaller as $n$ grows. This shows an excellent adequacy between the empirical results of the plateau related to $v$ and the theoretical expectation related to $v^*$. For that matter, it suggests that the exploration of the landscape of Tensor PCA by SMPI already reached the large $n$ regime in the experimental values of $n$ considered.
note \( y_1 = \frac{T(:, y_0, y_0)}{\|T(:, y_0, y_0)\|} \).

We can show that if \( 2|\lambda_1| > T(m_i, m_i, m_i) \), the correlation with \( m_i \) will get smaller after a power iteration at first order of \( \varepsilon \):

\[
T(:, m_i + \varepsilon v_1, m_i + \varepsilon v_1) = T(:, m_i, m_i) + 2\varepsilon T(:, m_i, v_1) + O(\varepsilon^2)
\]

\[
= T(m_i, m_i, m_i) m_i + \varepsilon 2\lambda_1 v_1 + O(\varepsilon^2)
\]

(8)

Hence, if \( 2|\lambda_1| > T(m_i, m_i, m_i) : \langle y_1, m_i \rangle < \langle y_0, m_i \rangle \) and \( \langle y_1, v_1 \rangle > \langle y_0, v_1 \rangle \). Which means that if any of the eigenvalues of the Hessian matrix at \( m_i \) is smaller than \(-2T(m_i, m_i, m_i)\), then the minimum is unstable under power iteration and the algorithm will diverge away from it.

This simple first order approximation analysis is enough to capture the behavior of SMPI when escaping local minima. Indeed, we can see in the Figure 4, a numerical example that illustrates this mechanism. \( m_j \) denotes the closest local minimum whose basin of attraction is slowing the gradient descent. \( w^j_{\text{min}} \) denotes the eigenvector associated to the smallest eigenvalue to the Hessian matrix at \( m_j \). \( v_i \) is the vector obtained after \( i \) iterations on a random initialization. We see in Figure 4.a how SMPI gets stuck in a local minima \( m_j \) for some time, we observe that at the same time \( (v_{i+1} - v_i, w^j_{\text{min}}) \) grows and \( (\frac{v_{i+1} - v_i}{\|v_{i+1} - v_i\|}, w^j_{\text{min}}) \) becomes close to 1. This illustrates an oscillating around the minimum \( m_j \) along the axis corresponding to the minimal eigenvector \( w^j_{\text{min}} \) of \( T(:, m_i, :) \): \( w^j_{\text{min}} \) and finally diverge away from it as pictured in Figure 4.c.

This exact same pattern happens in most of the initializations that succesfully converge towards the signal. In Table 2, we counted, for a successful initialization, the averaged number of spurious minima where the algorithm gets temporarily stuck before escaping thanks to its large step size. For different values of \( n \), we repeated the experience for 20 independent instances and averaged the number of escaped minima before converging to the signal.

| \( n \) | 50 | 100 | 150 | 200 |
|---|---|---|---|---|
| number of minima that the algorithm escaped | 0.63 | 1.11 | 1.23 | 2.16 |

### 4.2.3 The role of a polynomial iterations

It is commonly assumed that Tensor power iteration functions by increasing the correlation with the signal at each step as in the matrix case. [1] performed a heuristic analysis with a zero order approximation that suggests that an initialization that verifies \( \beta(v, v_0) > 1 \) is required for the method to succeed by increasing the correlation.

Yet, the results in Figure 4 left, where we plotted in red the initial correlation of successful vectors, strongly suggests that the success is not correlated with its initial correlation. Moreover Figure 4 right where we plot the correlation with the signal in function of the iteration shows that SMPI does not increase the initial correlation, but seems to rather have a first long phase of fluctuation of exploring the landscape. Indeed, the operating mode of the algorithm seems to be different when we consider moderately long times \( (O(n)) \). This indicates that this new mechanism is fundamentally different from what happens in the matrix case, and that a polynomial number of iterations is required.

Indeed a logarithmic convergence without exploration of the landscape would require a large initial correlation with the signal vector. Below the threshold \( O(n^{1/2}) \), this has an exponentially small probability to happen given that the distribution of the correlation of a random vector \( v \) with the signal follows a normal law.

### 4.2.4 The role of a polynomial initialisation

In Table 3, we reported in green the average of the number of initializations required to reach a success rate of \( r = 99\% \) with \( m_{\text{iter}} = 10 \times n \) over 10 independent runs for each \( n \) with SMPI. This is calculated
by computing the percentage of successful initializations $p$ and then using the formula that gives the probability that at least one of the initializations succeed: $1 - (1 - p)^{m_{\text{99\%}}} = 0.99$. In red we reported the number of initializations required for the naive power initialization with logarithmic steps to succeed, which is exponential.

$$
\begin{array}{|c|c|c|c|c|}
\hline
n & \text{exp}(n) \approx 10^21 & 10^{43} & 10^{86} & 10^{174} \\
\text{m}_{\text{init}} - 99\% & 10 & 45 & 71 & 228 \\
\hline
\end{array}
$$

Table 3: In green the average number of initializations required for a recovery rate success of 99% where we see that it is linear in $n$. In red the approximation of $\text{exp}(n)$ which is the number of required initializations if the complexity were exponential.

The drastic discrepancy between the two quantities suggest that SMPI has a polynomial complexity (and not an exponential complexity) even for $n > 1000$.

### 4.3 Insight on the success

Tensor power iteration with a random initialization is supposed to perform poorly with a computational threshold scaling as $n^{1/2}$ [1] in contrast with other algorithms (such as unfolding, sum of squares, homotopy, etc.) whose algorithms thresholds scales as $n^{1/4}$. In order to understand the reason behind this failure, a first line of research focused on the complexity of the landscape (such as [31] and [27]) showing the existence of an exponential number of spurious minima where the algorithm could get stuck. However, a more recent paper [7] provided a proof for the failure of Langevin dynamics as well as gradient descent with infinitely small learning rate (the results use gradient flow) that suggest that the failure of local algorithms are "actually due to the weakness of the signal in the region of maximal entropy for the uninformative prior". This means that the problem is not that the exponentially large number of minima, but rather that the signal is not strong enough when "started uniformly at random" in order to be able to attract the gradient.

It is thus very interesting to take advantage of the numerical analysis we performed on SMPI to understand how it would be able to bypass this these possible explanations to the failure of local iterative algorithms. (i) In the previous subsection, we observed that for the majority of the successful
Figure 5: Left: In blue the distribution of the correlation between the signal and all the initializations, and in red the correlations of the initializations that succeeded. We see that the initial correlation is not correlated to the final success. Right: Each color represents the trajectory of the algorithm for an initialization. We observe an initial phase of landscape exploration before converging towards the signal. These experiments are for a tensor with $n = 200$, $m_{iter} = 1000$ and $\beta = 1.2$.

Figure 6: Percentage of successful initializations in function of the number of iteration for different SNR $\beta$.

convergence towards the signal, the algorithm runs through many spurious minima but is still able to escape them thanks to its large step size. This provides a possible explanation in how SMPI is able to navigate through such a rough landscape in order to attain the signal vector. (ii) Numerical simulations for a low enough SNR and a large enough $n$ (e.g. $n \geq 100$) shows that for every successful convergence towards the signal, it is the gradient associated to the noise $Z(:, v, v)$ that not only triggers the convergence but also carries it. This mechanism that we exhibited is in total adequacy with the results of [7] as it is consistent with the fact that the signal is indeed too small for its associated gradient to converge towards the signal by itself. However, our results bring a novel important element (which has never been considered before to the best of our knowledge) which is that the noise gradient is also able to play an crucial role in the convergence. Thus, thanks to this phenomenon, the smallness of the signal does not necessarily imply the failure of the algorithm.
5 Potential impact and open questions

5.1 Practical applications and Tensor decomposition

SMPI has also the advantage to be simple, parallelizable and easy to generalize. In fact, we also proposed (in the supplementary material) two variants of this new algorithm to deal with the recovery of a spike with different dimensions and to deal with the multiple spikes recovery (related to CP tensor decomposition problem). These proposed algorithms also outperform existent methods in this context which shows a huge potential impact of SMPI for practical applications. To illustrate this point, we performed an experiment on an actual application in order to compare the performance of our algorithm with the state of the art in real life data.

The application we chose consists in the Hyperspectral images (HSI). In [32], the authors compared CP decomposition method based on the Alternating Least Square (ALS) algorithm with existent methods (two-dimensional filter and Tucker3 that is based on a Tucker decomposition) to denoise HSI. Their numerical results show that the CP decomposition model using the ALS algorithm performs better than other considered methods as a denoising procedure.

In order to judge the performance of our algorithm, we perform the same experiment with the same estimator and compare it with the ALS algorithm using the Python TensorLy package [33]. The hyperspectral image we use is the open source data given in [34] that we normalize. It consists of a tensor of size \( R^{425 \times 861 \times 475} \) where 425 is the number of spectral bands and 865 \( \times \) 475 is the spatial resolution.

Table 4: Comparison of methods

|   | n_2 = 150 | 200 | 400 | 800 |
|---|-----------|-----|-----|-----|
| ALS (TensorLy) | 43.58 | 54.24 | 60.58 | 66.53 |
| SMPI | 44.24 | 54.53 | 60.93 | 66.91 |

More details on Hyperspectral denoising and on the experiment could be found in the appendix.

5.2 Insights on the gradient-based exploration of high-dimensional non-convex landscapes

Many recent papers [9, 8, 10] utilized the landscape of Tensor PCA and its variant Matrix Tensor PCA in order to investigate the behavior of gradient descent in non-convex high dimensional landscapes even in regimes where it should be hard. To the best of our knowledge, the mechanism we exhibit has not been considered before. This may be due to the fact that a large step size is required especially that our results suggest that this may be fundamentally important. Thus, this algorithm could bring a novel perspective in how the random landscape itself can play an important role in the convergence towards the signal. Furthermore, it pushes us to be careful when generalizing results obtained using gradient flow to results on gradient descent with large step size.

5.3 Insights on the statistical-computational gap conjecture

Comparison with the predicted maximal theoretical results In [28] gives an analytical expression for the asymptotic theoretical optimal correlation with the signal vector for \( n \to \infty \) that is rigorously proven for \( k \) even and \( k \geq 6 \) and conjectured to be true for all \( k \).

Although the analytical formula is true only for \( n \to \infty \), it is of interest to compare it with the performance of our algorithm for large \( n \) like \( n = 50, 75, 100, 150, 300, 400 \). We plot in Figure 7 the asymptotical curve in dashed line next to the results of SMPI for large \( n \). We obtain a remarkable result: the empirical performance of SMPI converges towards the optimal performance for \( n \to \infty \). Indeed the transition gets sharper when \( n \) grows and its behavior gets closer to a discontinuous transition. Thus, these results suggest that not only the SMPI algorithm outperforms the state of the art but it may be matching the optimal information theory performance. In order to provide further information on what this algorithm performance implication on the statistical computational gap, one needs to investigate the complexity of the algorithm.
Figure 7: Asymptotic behavior of SMPI method (named St in this figure) illustrated by different results on various values of $n$, the dimension of the axes of the tensor, ranging from 50 to 400. The dashed line (Opt $\infty$) corresponds to the predicted optimal theoretical result assuming $n = \infty$.

5.3.1 Empirical scaling of the threshold

To quantify the scaling of the thresholds of SMPI, we will make the assumption that the threshold can approximately be written as $\beta = cn^\alpha$ and our aim is to recover $\alpha$ empirically. Given $n_1$ and $n_2$, two values of $n$, we can show that the empirical $\alpha$ can be computed from the empirical thresholds as follows:

$$\alpha_{\text{emp}} = \frac{\log(\beta_{n_2}^{\text{emp}}) - \log(\beta_{n_1}^{\text{emp}})}{\log(n_2) - \log(n_1)}$$

(9)

In the following table we will take $n_1 = 100$ and vary $n_2$ in the set $\{150, 200, 400, 800\}$. We perform 50 times the experiment for each $n_2$ and define $\beta_{\text{emp}}$ as the smaller $\beta$ where $\langle v, v_0 \rangle > 0.95 \langle v, v_0 \rangle_{\text{th}}$ where $\langle v, v_0 \rangle_{\text{th}}$ is the theoretical result for the maximum likehood estimator in the large $n$ limit given in [28].

Table 5: Experimental scaling for a non-symmetrical tensor for simple power iteration, unfolding method, homotopy-based method and SMPI

| $n_2$ | 150  | 200  | 400  | 800  |
|-------|------|------|------|------|
| Simple power iteration | 0.541 | 0.528 | 0.531 | 0.513 |
| Homotopy | 0.235 | 0.245 | 0.248 | 0.246 |
| Unfolding | 0.23  | 0.248 | 0.26  | 0.2516 |
| SMPI   | -0.063 | -0.052 | -0.053 | -0.036 |

The first remark is that the two methods have an approximately constant $\alpha$, which confirms that the threshold behaves like $\beta = cn^\alpha$ in this range of $n$. This is in accordance with the references we gave in the previous answer where authors stated that the large $n$ behavior is observed starting from $n > 50$.

5.3.2 Discussion on a potential finite size effects

It is logical and important to first consider the possibility that the experimental results that we obtained could be due to finite size effects. Therefore, we stress that the main aim and motivation of this work is not closing the gap but rather to provide novel theoretical and experimental insights that will help us understand better this conjectured gap either to prove it rigorously or to rule it out.
First, it is important to note is that, for the best of our knowledge, all existent algorithms exhibit negligible finite size effects for $n > 100$. Indeed, it is claimed that the empirical behavior of algorithms matches with the theoretical behavior for $n \geq 50$ for Unfolding and Tensor Power Iteration [1], $n \geq 30$ for Averaged Gradient Descent, $n \geq 100$ for Robust Tensor Power iteration [2], $n \geq 50$ for Higher Order Orthogonal Iteration of Tensors (HOOI) [35]. In our case, SMPI exhibits a constant threshold for $1 \leq n \leq 1000$.

Secondly, it could be interesting to discuss our results in light to a recent paper [36] on the importance of considering finite size effects for low degree polynomial methods. Indeed, [37] observed that an SDP can tightly optimize a spiked matrix Hamiltonian. However, [36] proved that it was actually due to finite size effect and the SDP is not tight. This emerges at around dimension $n \sim 10^4$. We discuss the fundamental difference between our results and these observations

- The final asymptotic true result and the conjectured result by [37] differ only by a constant factor $(\sqrt{2})$ (and is due to a slow convergence speed of $O(n^{-1/2})$ to the asymptotic value). In contrast, in our case, constant factors are not relevant and the difference between what was previously conjectured for power iteration and SMPI is fundamentally different and equal to a factor of $n^{1/2}$. This challenges the idea of a slow convergence speed similar to the one in [36].

- In the model of [36], the empirical performance stagnates before decreasing to the true asymptotic value as $n$ increases. This decrease of performance as $n$ increases is very typical of finite size effects. In contrast, we observe that as $n$ grows, the average correlation obtained by SMPI actually improves and converges towards the theoretical result obtained in the regime $n \rightarrow \infty$.

- The size of the tensor axis of $T$ and of a matrix axis of $M$ can’t be directly compared. For example, there is more random variables in a tensor with $n_1 = 10^3$ than in a matrix with $n_2 = 10^4$ given that $n_1^3 > n_2^2$. Thus, updating each component of the vector $v$ with a power iteration for $v \leftarrow M.v$ (where $M$’s axis is equal to $n_2$) consists in a sum of $10^4$ (pondered) random gaussian variables, while $v \leftarrow T(:,v,v)$ (where $T$’s axes dimension are equal to $n_1$) consists in a sum of $10^6$ (pondered) random variables. Therefore, intuition from Central limit theorem suggests that a tensor with $n_1 = 10^3$ should have less finite size effects than a matrix with $n_2 = 10^4$. Finally, one should keep in mind that $n = 10^5$ for a tensor will require a storage capacity of 8 Petabytes that is 100 times larger than the best high-memory offers of cloud computing. However, this is not necessarily bothering since, comparing to the matrix case, the number of variables in a tensor is of order $n^3$, which leads to a rapid decrease of small size effects as it can be observed in the previously cited works.

6 Conclusion

In this paper, we introduced a novel algorithm named Selective Multiple Power Iteration (SMPI) for the important Tensor PCA problem. Various numerical simulations for $k = 3$ in the conventionally considered range $n \leq 1000$ show that the experimental performance of SMPI improves drastically upon existent algorithms and becomes comparable to the theoretical optimal recovery. We also provide in the supplementary material multiple variants of this algorithm to tackle low-rank CP tensor decomposition. These proposed algorithms also outperforms existent methods even on real data which shows a huge potential impact for practical applications.

Thus, for future work, it seems very interesting to go further in terms of theoretical investigations of these new insights offered by SMPI and also their consequences for related problems: the study of the behavior of gradient descent methods for the optimization in high-dimensional non-convex landscapes that are present in various machine learning problems and also the study of the conjectured statistical-algorithmic gap.
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A SMPI variants for generalizations of Tensor PCA

A.1 Algorithm for spike with different dimensions

In order to make these tools versatile, less restrictive and usable for a majority of applications, we
have to consider the case where the dimensions are different: \( n_1 \neq n_2 \neq n_3 \). For example in a video,
there is no reason to impose that the time dimension is equal to the two spatial dimensions. Thus the
problem is to infer a spike in the form of \( \mathbf{v}_1 \otimes \mathbf{v}_2 \otimes \mathbf{v}_3 \) from the following tensor
\[
\mathbf{T} = \beta \left( \frac{n_1 + n_2 + n_3}{3} \right)^{1/2} \mathbf{v}_1 \otimes \mathbf{v}_2 \otimes \mathbf{v}_3 + \mathbf{Z},
\]
where \( \mathbf{Z} \in \mathbb{R}^{n_1 \otimes n_2 \otimes n_3} \) is a tensor with random gaussian entries. Algorithm 2 is an adaptation of SMPI
to tackle this model.

Algorithm 2: Recovery algorithm for a spike with different dimensions

1: **Input:** The tensor \( \mathbf{T} = \beta \left( \frac{n_1 + n_2 + n_3}{3} \right)^{1/2} \mathbf{v}_1 \otimes \mathbf{v}_2 \otimes \mathbf{v}_3 + \mathbf{Z}, m_{\text{init}}, m_{\text{iter}} \)
2: **Goal:** Estimate \( \mathbf{v}_a, \mathbf{v}_b, \mathbf{v}_c \).
3: Generate \( m_{\text{init}} \) random vectors \( \{\mathbf{v}_i\}_{1 \leq i \leq n_a} \) and initialize \( \mathbf{v}_{a0} = \mathbf{v}_{b0} = \mathbf{v}_{c0} = \mathbf{v}_i \);
4: Perform \( m_{\text{iter}} \) times power iteration:
\[
\mathbf{v}_{a,j+1} \leftarrow \mathbf{T}(\cdot, \mathbf{v}_{b,j}, \mathbf{v}_{c,j}) / \left\Vert \mathbf{T}(\cdot, \mathbf{v}_{b,j}, \mathbf{v}_{c,j}) \right\Vert \\
\mathbf{v}_{b,j+1} \leftarrow \mathbf{T}(\mathbf{v}_{a,j+1}, \cdot, \mathbf{v}_{c,j}) / \left\Vert \mathbf{T}(\mathbf{v}_{a,j+1}, \cdot, \mathbf{v}_{c,j}) \right\Vert \\
\mathbf{v}_{c,j+1} \leftarrow \mathbf{T}(\mathbf{v}_{a,j+1}, \mathbf{v}_{b,j+1}, \cdot) / \left\Vert \mathbf{T}(\mathbf{v}_{a,j+1}, \mathbf{v}_{b,j+1}, \cdot) \right\Vert
\]

5: Select the vectors \( (\mathbf{v}_{af}, \mathbf{v}_{bf}, \mathbf{v}_{cf}) = \arg \max_{1 \leq i \leq m_{\text{init}}} \mathbf{T}(\mathbf{v}_{af}^{m_{\text{iter}}}, \mathbf{v}_{bf}^{m_{\text{iter}}}, \mathbf{v}_{cf}^{m_{\text{iter}}}) \)
6: **Output:** Obtaining estimated vectors \( (\mathbf{v}_{af}, \mathbf{v}_{bf}, \mathbf{v}_{cf}) \)

A.2 Low-rank CP decomposition algorithm

We consider a generalization of the tensor PCA where we consider the problem of estimating multiple
signal vectors. In this case, we can write the symmetric tensor with multiple spikes as:
\[
\mathbf{T} = \sum_{i=1}^{p} \sqrt{n_i} \beta_i \mathbf{v}_i^{\otimes 3} + \mathbf{Z}
\]

The algorithm 3 is a simple variant of SMPI. Although it shares some similarities with existing
methods based on power iteration such as [2], it is fundamentally different in its operating mode.
Indeed, it is to the best of our knowledge, the first algorithm that is able to take advantage of the
noise-based convergence mechanism given that it shares the same essential features with SMPI. This
difference is illustrated by the substantial improvement over existing algorithms on our numerical
experiments that we present in the next section.

B Numerical simulations details

Simulations for the comparison between SMPI and the unfolding method for \( n = 1000 \) were run on
a cloud provider (AWS). All the other simulations were run in Python on a Dell computer running
Ubuntu 18.04.5 LTS with eight Intel Core i7-4800MQ processors at 2.70 GHz and 16GB of RAM.
Algorithm 3: Recovery algorithm for CP decomposition

1: **Input:** The tensor $\mathbf{T} = \sum_{i=1}^{p} \sqrt{n} \beta_i \mathbf{v}_i^{\otimes 3} + \mathbf{Z}$, $m_{\text{init}}$, $m_{\text{iter}}$, $\varepsilon$, $\Lambda(\sim n)$
2: **Goal:** Estimate $\{\mathbf{v}_i\}_{i=1}^{p}$ and $\{\beta_i\}_{i=1}^{p}$.
3: $\mathcal{E} = \emptyset$
4: $\mathbf{T}^0 = \mathbf{T}$
5: for $i=0$ to $m_{\text{init}}$ do
6: Generate a random vector $\mathbf{v}_{i,0}$
7: for $j=0$ to $m_{\text{iter}}$ do
8: $\mathbf{v}_{i,j+1} = \frac{\mathbf{T}^i(\cdot, \mathbf{v}_{i,j}, \mathbf{v}_{i,j})}{\|\mathbf{T}^i(\cdot, \mathbf{v}_{i,j}, \mathbf{v}_{i,j})\|}$
9: end for
10: if $\|\mathbf{v}_{i,m_{\text{iter}}}-\Lambda_i\mathbf{v}_{i,m_{\text{iter}}}\| \geq 1 - \varepsilon$ then
11: $\alpha_i = \langle \mathbf{T}^i, \mathbf{v}_{i,m_{\text{iter}}}^{\otimes k} \rangle$
12: $\mathbf{T}^{i+1} = \mathbf{T}^i - \alpha_i \mathbf{v}_{i,m_{\text{iter}}}^{\otimes k}$
13: $\mathcal{E} = \mathcal{E} + \{\mathbf{v}_{i,m_{\text{iter}}}\}$
14: else
15: $\mathbf{T}^{i+1} = \mathbf{T}^i$
16: end if
17: end for
18: **Output:** Estimated vectors $\{\hat{\mathbf{v}}_1\}_{i=1}^{p} = \arg\max_{\mathbf{v} \in \mathcal{E}, \|\mathbf{v}\| = p} \sum_{\mathbf{v} \in \mathcal{E}} \mathbf{T}(\mathbf{v}, \mathbf{v}, \mathbf{v})$ and $\hat{\beta}_l = \alpha_l / \sqrt{n}$

B.1 Spike with different dimensions

In Figure 8, we investigate the case of recovering a spike $\mathbf{v}_1 \otimes \mathbf{v}_2 \otimes \mathbf{v}_3$ with different dimensions $\mathbf{T} = \beta (n_1 + n_2 + n_3)^{1/2} \mathbf{v}_1 \otimes \mathbf{v}_2 \otimes \mathbf{v}_3 + \mathbf{Z}$. For different sets of three dimensions $\{(50, 75, 100), (75, 75, 75), (50, 50, 150), (50, 100, 100)\}$ we plot the correlation between the outputs of the algorithm and the signal vectors (in red $\langle \hat{\mathbf{v}}_1, \mathbf{v}_1 \rangle$, in blue $\langle \hat{\mathbf{v}}_2, \mathbf{v}_2 \rangle$ and in green $\langle \hat{\mathbf{v}}_3, \mathbf{v}_3 \rangle$) averaged over 50 different realizations. We see that the empirical threshold matches $(n_1 + n_2 + n_3)^{1/2}$ which corresponds to the optimal theoretical threshold for a tensor with dimension $n_1 \otimes n_2 \otimes n_3$.

![Figure 8: For different sets of three dimensions $(n_1, n_2, n_3)$, we generate different realizations of $\mathbf{T} = \beta (n_1 + n_2 + n_3)^{1/2} \mathbf{v}_1 \otimes \mathbf{v}_2 \otimes \mathbf{v}_3 + \mathbf{Z}$ where $\mathbf{Z}$ is a gaussian random tensor. We plot the correlation between the output of Algorithm 2 and the signal vector (in red for $\langle \hat{\mathbf{v}}_1, \mathbf{v}_1 \rangle$, in blue for $\langle \hat{\mathbf{v}}_2, \mathbf{v}_2 \rangle$ and in green for $\langle \hat{\mathbf{v}}_3, \mathbf{v}_3 \rangle$) in function of $\beta$.](image-url)
B.2 Multiple spikes case

We investigate in Figure 9 the performance of the variant of SMPI for CP decomposition. We take $\beta$ equal for all the spikes since it is considered as the most difficult case for spectral algorithms.

We repeat 30 times the following instance:

- Generate the tensor $Z$ with iid Gaussian components
- Generate $n_{\text{spikes}}$ independent unitary random vectors. Each of these vectors is obtained by generating a vector with iid Gaussian components and then normalizing it.
- Compute $T = Z + \beta \sum_{l=1}^{n_{\text{spikes}}} v_l$
- Plot the percentage of successfully recovered vectors by algorithm 3, naive power iteration and the CP decomposition algorithm provided by the package TensorLy [30].

In Figure 9, we compare the percentage of successfully recovered vectors with a naive power iteration and the CP decomposition algorithm provided by the package TensorLy [30]. We see that our algorithm outperforms existing methods.

We investigate in Figure 10 the case of a number of spikes larger than the dimension $n_{\text{spikes}} > n$. We see that even if the number of spikes is larger than the dimension, the algorithm still outperforms other methods.

![Figure 9](image1)

**Figure 9**: For a number of spikes equal to 20, we plot the percentage of recovered spikes for different $\beta$ for $n = 100$ in the left and $n = 150$ in the right. We see that SMPI (blue) outperforms the naive power iteration algorithm (green) and the TensorLy algorithm (orange).

![Figure 10](image2)

**Figure 10**: For a number of spikes equal to 150, we plot the percentage of recovered spikes in function of $\beta$ averaged over 50 different tensors $T$ with $n = 100$. 
C Practical applications

The application we chose consists in the Hyperspectral images (HSI). As explained in [38], "Typically, a hyperspectral spectrometer provides hundreds of narrow contiguous bands over a wide range of the electromagnetic spectrum. Hyper-spectral sensors measure the reflective (or emissive) properties of objects in the visible and short-wave infrared (IR) regions (or the mid-wave and long-wave IR regions) of the spectrum. Processing of these data allows algorithms to detect and identify targets of interest in a hyperspectral scene by exploiting the spectral signatures of the materials".

Denoising is an important preprocessing step to further analyze a hyperspectral image (HSI). The common denoising procedures are either based on 2-dimensional (2D) methods (mainly 2D filters) or tensor decomposition methods. In particular, there is in general two mainly used models for tensor decomposition: Tucker decomposition and CP decomposition (also called PARAFAC) that have different advantages and shortcomings. A detailed survey of these methods could be found in [39] for example.

In [32], the authors compared CP decomposition method based on the Alternating Least Square (ALS) algorithm with existent methods (two-dimensional filter and Tucker3 that is based on a Tucker decomposition) to denoise HSI. They performed their experiments on a real world data: the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) HSI, an airborne hyperspectral system flown by NASA/Jet Propulsion Laboratory (JPL). To analyze quantitatively the denoising results, they compare the signal-to-noise ratio (SNR) of the denoised image that is defined as:

$$\text{SNR}_{\text{out}} = 10 \log_{10} \frac{||\hat{Y}||^2}{||Y - \hat{Y}||^2}$$

(13)

where $Y$ is the original image and $\hat{Y}$ the estimated image after denoising.

Their numerical results show that the CP decomposition model using the ALS algorithm performs better than other considered methods as a denoising procedure.

In order to judge the performance of our algorithm, we perform the same experiment with the same estimator and compare it with the ALS algorithm using the Python TensorLy package [33]. The hyperspectral image we use is the open source data given in [34] that we normalize. It consists of a tensor of size $\mathbb{R}^{425 \times 861 \times 475}$ where 425 is the number of spectral bands and 865 x 475 is the spatial resolution.

CP decomposition model decomposes a tensor as a sum of rank-one tensors (that we call spikes). Thus, we first compare the SNR for different number of spikes in Table 6. Then we compare the time taken for each algorithm (in seconds) in Table 7.

We see that the proposed SMPI method gives better denoising results independently of the number of spikes. And we see that the ALS algorithm (using the TensorLy package) is faster for small number of spikes but becomes slower than SMPI for a larger number of spikes. Given that the optimal number
Table 6: Comparison between ALS based on TensorLy and SMPI

| $n_{\text{spikes}}$ | 150  | 200  | 400  | 800  |
|---------------------|------|------|------|------|
| ALS (TensorLy)     | 43.58| 54.24| 60.58| 66.53|
| SMPI                | 44.24| 54.53| 60.93| 66.91|

Table 7: Time for each method

| $n_{\text{spikes}}$ | 150  | 200  | 400  | 800  |
|---------------------|------|------|------|------|
| ALS (TensorLy)     | 4    | 377  | 1566 | 2325 |
| SMPI                | 33   | 387  | 995  | 1823 |

of spikes is in general $> 100$ (in [32] the optimal was for 169 spikes), this suggests that SMPI gives better results in a shorter amount in time than ALS.

More generally, it is important to note that there is many more practical applications where CP decomposition and where SMPI could be an excellent candidate for improving existent performance. Here is a non-exhaustive list of such applications:

In telecommunication, CP decomposition is used for Tensor-based modulation [40]. It used for "Massive random access, whereby a large number of transmitters communicate with a single receiver, constitutes a key design challenge for future generations of wireless systems."

An important other application is the convolutional neural networks compression: for example a CP decomposition method based on power iteration has been suggested in [5] that showed a significant reduction in memory and computation cost. Given that our method could be seen as a refinement of the simple power iteration method, we believe that it could be very interesting to try SMPI on these models.

In [41], where different types of higher order data in manufacturing processes are described, and their potential usage is addressed using methods like CP tensor decomposition.

D Theoretical expression for the plateau in equation 7

Let’s consider $v$ the final minima obtained by the maximum likelihood estimator, given that it is a minima of a symmetric tensor we have the equality

$$\frac{\mathbf{T}(; v, v)}{\|\mathbf{T}(; v, v)\|} = v$$

Computing the scalar product with $v_0$ of each side and using that $\mathbf{T} = \mathbf{Z} + \beta v_0^3$ we have

$$\langle \mathbf{Z}(; v, v), v_0 \rangle + \beta \langle v, v_0 \rangle^2 = \langle v, v_0 \rangle \|\mathbf{T}(; v, v)\|$$

So:

$$\langle \mathbf{Z}(; v, v), v_0 \rangle = \langle v, v_0 \rangle (\|\mathbf{T}(; v, v)\| - \beta \langle v, v_0 \rangle)$$

On the other side, we also have

$$\|\mathbf{T}(; v, v)\| = \|\mathbf{Z}(; v, v) + \beta \langle v, v_0 \rangle^2 v_0\|$$

$$\|\mathbf{T}(; v, v)\|^2 = \|\mathbf{Z}(; v, v)\|^2 + \beta^2 \langle v, v_0 \rangle^4 + 2 \beta \langle v, v_0 \rangle^2 \langle \mathbf{Z}(; v, v), v_0 \rangle$$

Thus

$$\frac{\langle \mathbf{Z}(; v, v), v_0 \rangle}{\|\mathbf{Z}(; v, v)\|} = \frac{\langle v, v_0 \rangle (\|\mathbf{T}(; v, v)\| - \beta \langle v, v_0 \rangle)}{\sqrt{\|\mathbf{T}(; v, v)\|^2 - \beta^2 \langle v, v_0 \rangle^4 - 2 \beta \langle v, v_0 \rangle^2 \langle \mathbf{Z}(; v, v), v_0 \rangle}}$$

replacing the obtaining expression of $\langle \mathbf{Z}(; v, v), v_0 \rangle$ in the right side of the equation.
\[
\frac{\langle Z(:, v, v), v_0 \rangle}{\| Z(:, v, v) \|} = \frac{\langle v, v_0 \rangle (\| T(:, v, v) \| - \beta \langle v, v_0 \rangle)}{\sqrt{\| T(:, v, v) \|^2 + \beta^2 \langle v, v_0 \rangle^4 - 2\beta \langle v, v_0 \rangle^3 \| T(:, v, v) \|}}
\]