A revised proof of uniqueness of self-similar profiles to Smoluchowski’s coagulation equation for kernels close to constant
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Abstract

In this article we correct the proof of a uniqueness result for self-similar solutions to Smoluchowski’s coagulation equation for kernels $K = K(x, y)$ that are homogeneous of degree zero and close to constant in the sense that

$$-\varepsilon \leq K(x, y) - 2 \leq \varepsilon \left( \frac{x}{y}^\alpha + \frac{y}{x}^\alpha \right)$$

for $\alpha \in [0, \frac{1}{2})$. Assuming in addition that $K$ has an analytic extension to $\mathbb{C} \setminus (-\infty, 0]$ and prescribing the precise asymptotic behaviour of $K$ at the origin, we prove that self-similar solutions with given mass are unique if $\varepsilon$ is sufficiently small.

1 Introduction

In Smoluchowski’s classical mean-field model a system of coagulating particles is described via the number density $\phi(\xi, t)$ of particles of size $\xi > 0$ at time $t$. Under the assumption that only binary coagulation needs to be taken into account and that correlations can be neglected, $\phi$ satisfies the following non-local integral equation

$$\partial_t \phi(\xi, t) = \frac{1}{2} \int_0^\xi K(\xi - \eta, \eta) \phi(\xi, \eta, t) \, d\eta - \phi(\xi, t) \int_0^\infty K(\xi, \eta) \phi(\eta, t) \, d\eta =: Q[\phi](\xi). \quad (1.1)$$

Here $K(\xi, \eta)$ denotes the so-called rate kernel, a non-negative and symmetric function, that describes the rate at which particles of size $\xi$ and $\eta$ coagulate. An important example is Smoluchowski’s classical kernel

$$K(\xi, \eta) = K_0 \left( \xi^{1/3} + \eta^{1/3} \right) \left( \xi^{-1/3} + \eta^{-1/3} \right), \quad (1.2)$$

that describes spherical particles in three dimensions that coagulate quickly if they get close to another particle and otherwise diffuse by Brownian motion.
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It is well known, under certain regularity assumptions on $K$, that if $K$ grows at most linearly at infinity, that the initial value problem for (1.1) is well posed for non-negative locally integrable data with finite mass and that the mass is conserved for all times. A fundamental hypothesis is the one of dynamic scaling, that presumes that a solution to (1.1) converges to a uniquely determined self-similar solution as $t \to \infty$. This question is only well-understood for the solvable kernels, such as the constant one (see [3] and the references therein). For non-solvable kernels such as (1.2) so far only existence results are available [2, 1], while uniqueness of self-similar solutions remained unknown. For further background and references on this topic we refer to our previous article [5].

In the article [5] two of us attempted to prove uniqueness of self-similar solutions with finite mass for kernels that are perturbations of the constant one. Unfortunately we realized later that there is a serious gap in the proof. It is the goal of the present paper to give a complete proof of uniqueness of self-similar solutions with finite mass for kernels that are close to constant.

More precisely, we are interested in self-similar solutions of (1.1) with finite first moment for kernels with homogeneity zero. Such self-similar solutions are given by

$$\phi(\xi, t) = t^{-2} f(x) \quad \text{with} \quad x = \frac{\xi}{t},$$

where $f$ satisfies

$$-xf'(x) - 2f(x) = Q[f](x) \quad \text{(1.3)}$$

with

$$\int_0^\infty xf(x) \, dx = M \quad \text{(1.4)}$$

for some given positive constant $M$. It is convenient to rewrite equation (1.3) as

$$- (x^2 f(x))' = xQ[f](x) = -\partial_x \int_0^x \int_{x-y}^\infty K(y, z) y f(z) f(y) \, dz \, dy \quad \text{(1.5)}$$

and by integrating (1.5) to reformulate (1.3) as

$$x^2 f(x) = \int_0^x \int_{x-y}^\infty yK(y, z) f(y) f(z) \, dz \, dy. \quad \text{(1.6)}$$

We call $f$ a self-similar profile with finite mass if $f \in L^1_{\text{loc}}(\mathbb{R})$, $f \geq 0$, $\int xf(x) \, dx < \infty$ and if $f$ satisfies (1.6) for almost all $x \in \mathbb{R}$. Notice also, that if $f$ is a solution to (1.6), and if $K$ has homogeneity zero, then the rescaled function

$$g(x) = af(ax) \quad \text{for} \quad a > 0 \quad \text{(1.7)}$$

is also a solution. We can fix the parameter $a$ by fixing $M$ in (1.4).

Our goal in this paper is to show that solutions to (1.6) and (1.4) are unique if the kernel $K$ is close to the constant one in the following sense.

We assume for the kernel $K: (0, \infty)^2 \to [0, \infty)$ that it is symmetric, and that

$$K \text{ is homogeneous of degree zero, that is } K(\lambda x, \lambda y) = K(x, y) \text{ for all } x, y, \lambda > 0. \quad \text{(1.8)}$$

Furthermore we assume that there exists $\varepsilon > 0$ and $\alpha \in \left[0, \frac{1}{2}\right)$ such that

$$K(x, y) = 2 + \varepsilon W(x, y)$$
with a symmetric function $W$ that satisfies
\begin{equation}
0 \leq W(x, y) \leq \left(\frac{x}{y}\right)\alpha + \left(\frac{y}{x}\right)^\alpha \quad \text{for all } x, y > 0.
\end{equation}

Notice that the assumption that $W$ is non-negative is not a restriction since otherwise we could take a different constant kernel. In addition we need a regularity assumption for $K$. In this paper we assume an analyticity condition on $W$, that is we assume that
\begin{align}
W(\cdot, 1) & \text{ has an analytic extension to } \mathbb{C} \setminus (-\infty, 0], \\
\text{Re}(W(\xi, 1)) & \geq 0 \quad \text{in } \text{Re}(\xi) \geq 0, \\
|W(\xi, 1)| & \leq C \left(\frac{1}{|\xi|^\alpha} + |\xi|^\alpha\right), \quad \xi \in \mathbb{C} \setminus (-\infty, 0].
\end{align}

**Remark 1.1.** As a consequence of (1.10) we also have the relation
\begin{equation}
W(\xi, 1) = W(\xi^{-1}, 1) \quad \text{for } \xi \in \mathbb{C} \setminus (-\infty, 0].
\end{equation}

This can be seen if one defines $\hat{W}(\xi) := W(\xi^{-1}, 1)$ and notes that (1.11) holds for $\xi \in (0, \infty)$ due to the symmetry and homogeneity of $W$. The identity theorem of complex analysis then ensures that $\hat{W}$ and $W(\cdot, 1)$ coincide on $\mathbb{C} \setminus (-\infty, 0]$.

Furthermore, if $W_+(\xi) = W(\xi, 1)$ for $\text{Im}(\xi) > 0$ and $W_-(\xi) = W(\xi, 1)$ for $\text{Im}(\xi) < 0$, we assume that
\begin{align}
W_+ \text{ and } W_- \text{ have a } C^{1,\gamma}-\text{extension to } \{\text{Im}(\xi) \geq 0\} \setminus \{0\} \text{ and } \{\text{Im}(\xi) \leq 0\} \setminus \{0\} \text{ respectively for some } \gamma > 0.
\end{align}

The precise meaning of this is that $W_+$ and $W_-$ are differentiable and for $|z_1 - z_2| \leq \frac{1}{2} \min\{|z_1|, |z_2|\}$ it holds
\begin{equation}
\left| \frac{W_+(z_1) - W_+(z_2)}{|z_1 - z_2|^\gamma} \right| \leq C \left( \min\{|z_1|, |z_2|\}^{-\alpha-1-\gamma} \min\{|z_1|, |z_2|\} \leq 1 \right) \quad \text{and} \quad \min\{|z_1|, |z_2|\} \geq 1.
\end{equation}

This means $W_\pm'$ satisfies a uniform local Hölder condition. Furthermore we assume a growth condition on $W_+$ and $W_-$ and their derivatives. Precisely, we need
\begin{equation}
|W_\pm(z)| \leq C \left(|z|^{-\alpha} + |z|^{\alpha}\right) \quad \text{and} \quad |W_\pm'(z)| \leq C \left(|z|^{-\alpha-1} + |z|^{\alpha-1}\right).
\end{equation}

**Remark 1.2.** Note that the estimate on $W_\pm$ in (1.14) is a consequence of (1.10) and also follows from that one on $W_\pm'$ by integration.

In addition, for $\alpha > 0$, we have to assume some precise asymptotic behaviour of the kernel $W$ near the origin in the complex plane, i.e. we assume there exists some constant $C_W > 0$ such that
\begin{equation}
W(\xi, 1) \sim C_W \xi^{-\alpha} \quad \text{as } \xi \to 0,
\end{equation}
while the precise meaning of the notation $\sim$ here is the following. Given some function $\varphi$ that is analytic in $\mathbb{C} \setminus (-\infty, 0]$, we write
\[ \varphi(z) \sim A z^{-\alpha} \quad \text{as } z \to 0, \]
if there exists some real function \( \eta \geq 0 \) such that
\[
|z^\alpha \varphi(z) - A| \leq \eta(z) \quad \text{and} \quad \lim_{\rho \to 0^+} \sup_{|\xi| = \rho} \eta(\xi) = 0.
\] (1.16)

These rather strong assumptions are necessary due to our strategy for the proof. We will explain this point in more detail below, but want to mention here, that this condition is satisfied by most kernels that one typically encounters in applications as for example (1.2).

Our result can now be formulated as follows.

**Theorem 1.3.** Assume that \( K \) satisfies the assumptions (1.8)–(1.15) and let \( f_1 \) and \( f_2 \) be two self-similar profiles that satisfy (1.4). Then \( f_1 = f_2 \) if \( \varepsilon \) is sufficiently small.

**Remark 1.4.** Since the statement of Proposition 2.2 does not hold in this form for \( \alpha = 0 \) the proof of Theorem 1.3 would in principle have to be adapted in this case. However, we can reduce the case \( \alpha = 0 \) to that one with small positive \( \tilde{\alpha} \) by noting that if \( K \) satisfies (1.8)–(1.14) with \( \alpha = 0 \) the same assumptions also hold with any \( \tilde{\alpha} \in (0, 1/2) \). On the other hand, (1.15) does not hold necessarily for a kernel \( K \) satisfying (1.8)–(1.14) with \( \alpha = 0 \). However, (1.15) is only used in the proof of Proposition 10.1 and the result of this Proposition holds if \( \alpha = 0 \) even if (1.15) is not assumed. For this, we have to choose \( \tilde{\alpha} \) sufficiently small. Thus, to simplify the presentation, we will assume throughout this work that \( \alpha \in (0, 1/2) \) while we only give some comments on the necessary adaptations in the proof of Proposition 10.1 for the case that (1.15) does not hold.

The paper is organized as follows. In Section 2 we collect several results that were obtained in [4, 5] and we introduce some weighted \( L^\infty \)-norm on the Laplace transform on the real line. The reason for this choice is that we can show that any self-similar profile is close to the one for the constant kernel in this norm. Unfortunately this norm is very weak and thus, in order to show uniqueness by some contraction argument, it is necessary to represent all functionals that appear in terms of the Laplace transform. This is the main reason for the analyticity assumption on \( W \) as well as (1.12) which allows for a representation of \( W \) as the Laplace transform of some function \( \Gamma \) (see Section 2.4). Another main difficulty is due to the possible singularity of \( W \) at the origin that induces a boundary layer. More precisely, in the region close to zero the self-similar profile for the perturbed kernel \( K \) deviates significantly from the one for the constant kernel. This is the reason why we have to restrict ourselves to exponents \( \alpha < 1/2 \) and why we need the assumption (1.15). On the other hand, many kernels appearing in applications such as (1.2) exhibit such a singular behaviour at the origin.

Furthermore in Section 2.6 we also consider uniqueness for the prefactor equation, which is a related but much simpler problem, arising in the study of the asymptotic behaviour of solutions to (1.6) for large cluster sizes.

In Section 3 we collect the key estimates to show uniqueness of self-similar profiles that are contained in Propositions 3.1–3.7. Using these estimates we then give the proof of Theorem 1.3 (see Section 3.2).

Sections 4–11 are then dedicated to the proofs of these key estimates, while the hardest part is the boundary layer estimate (see Proposition 3.7) and Sections 8–11 deal exclusively with this issue.

Finally in the Appendix we collect several properties concerning the norm (Section 12.1) as well as the proof of the representation formula for \( W \) together with some useful estimates (Section 12.2) and the proof of the uniqueness result for the prefactor equation (Section 12.3).
2 Main ideas, Basic Definitions and Notation

2.1 Rewriting the equation

In order to prove uniqueness via a contraction type argument, it is first necessary to prove that any solution to (1.6) is close in a suitable norm to one of the solutions $\bar{f} = ae^{-ax}$ of the kernel $\bar{K} = 2$.

In [5] we have established this fact in a weighted $L^\infty$-norm of the corresponding Laplace transforms (see (2.4)). It turns out that instead of fixing the mass it is more convenient to normalize the function $f$ such that it decays as $e^{-x}$ as $x \to \infty$. Accordingly we define $\mu(x) = f(x) e^x$ such that $\mu$ solves the equation

$$x^2 \mu(x) = \int_0^x \int_{x-y}^\infty yK(y, z) \mu(y) \mu(z) e^{x-(y+z)} \, dz \, dy.$$  \hspace{1cm} (2.1)

In the case $K = 2$ we have the explicit solution $\bar{\mu} = 1$.

For a fixed kernel $K$ we furthermore define the bilinear form $B_K$ given by

$$B_K(\mu_1, \mu_2) := \frac{1}{x^2} \int_0^x \int_{x-y}^\infty yK(y, z) \mu_1(y) \mu_2(z) e^{x-(y+z)} \, dz \, dy.$$\hspace{1cm} (2.2)

Rewriting $\mu$ again as $\mu(x) = 1 + m(x) = \bar{\mu}(x) + m(x)$ we can rewrite equation (2.1) as

$$m(x) - B_2(\bar{\mu}, m) - B_2(m, \bar{\mu}) = B_2(m, m) + \varepsilon B_W(\bar{\mu} + m, \bar{\mu} + m).$$

We furthermore denote in the following by

$$\zeta(x) := e^{-x}$$

a cut-off function that is suitable since we work with Laplace transforms.

2.2 Results of previous articles

In this section we collect several results and estimates obtained in [4] and [5]. Furthermore, here and in the rest of the paper all constants are independent of $\varepsilon$.

We have proved in [4] (cf. Theorem 1.2 and 1.3) that for any self-similar profile $f$ there exist positive constants $c_1$ and $c_2$ such that

$$0 < e^{-c_1x} \leq f(x) \leq e^{-c_2x}, \hspace{1cm} \text{for all } x \geq 1$$

and if $f(x) = e^{-xa(x)}$ that $\lim_{x \to \infty} a(x)$ exists.

Remark 2.1. Note that in the following, instead of fixing the mass as done in (1.4), we will always assume that all solutions to (1.6) are rescaled in such a way that $\lim_{x \to \infty} a(x) = 1$. More precisely, suppose that we have two solutions $f_1$ and $f_2$ of (1.6) with the normalisation (1.4). Then it might be shown that choosing $a_1, a_2$ (close to one if $\varepsilon$ is small) we obtain that the Laplace transforms of the functions $g_1$ and $g_2$, defined by means of (1.7) with $a_1$ and $a_2$, are analytic in $\Re(p) > -1$ and they are singular at $p = -1$. Notice that this is a way of stating (in Laplace transform variables) that $\log(g_k(x)) \to -1$ as $x \to \infty$ for $k = 1, 2$. We will always denote from now on the rescaled functions $g_1, g_2$ by $f_1, f_2$.

In [5] it was moreover proved (see [5] Lemma 3.1) that for any given $\delta > 0$ we have

$$\sup_{p \rightarrow 1} \frac{1+p}{|p|} \left| \int_0^\infty (1-e^{-px})(f(x) - \bar{f}(x)) \, dx \right| \leq \delta \hspace{1cm} (2.4)$$
if \( \varepsilon \) is sufficiently small. Here \( \bar{f}(x) = e^{-x} \) is the self-similar profile for \( K = 2 \) with exponential decay.

In addition, we have also established a control on \( f \) for small values of \( x \). In fact, given \( \eta > 0 \) there exists \( R_0 > 0 \) such that

\[
\int_0^{2R} f(x) \, dx \leq C_\eta R^{1-\eta}, \quad \text{for all } R \in (0, R_0],
\]

(2.5)

which implies \( \int_0^1 x^{-\delta} f(x) \, dx \leq C_\delta \) for all \( \delta \in [0, 1) \) (cf. [5, Lemma 2.4]).

Furthermore it was also shown (see [5, Lemma 2.3]) that there exists a constant \( C > 0 \) independent of \( f \) such that

\[
\int_0^{\infty} f(x) \, dx \leq C_\eta R_1 - \eta,
\]

for all \( R_0 \leq R \leq R_0 + \eta \), and

\[
\int_0^{2R} |m(x)| \, dx \leq C_\eta R_1 - \eta,
\]

(2.8)

for all \( R > 0, \eta \in (0, 1) \) and all solutions \( \mu \) of (2.1) and \( m \) of (2.2).

### 2.3 Defining suitable norms and spaces

In the following we will denote by \( \mathcal{M} \) the space of signed Radon measures. We define suitable norms on the Laplace transforms in the following way. For a given measure \( \omega \in \mathcal{M} \) we denote by \( \Omega \) the Laplace transform of \( \omega \), i.e.

\[
\Omega(p) := \int_0^{\infty} \omega(x) e^{-px} \, dx.
\]

To be precise, we have to restrict to the subclass \( \mathcal{M}_t \subset \mathcal{M} \) of those measures whose Laplace transform exists in the sense that if we split \( \omega = \omega_+ - \omega_- \) it holds

\[
\int_0^{\infty} e^{-px} \omega_+(x) \, dx < \infty \quad \text{and} \quad \int_0^{\infty} e^{-px} \omega_-(x) \, dx < \infty \quad \text{for all } p > 0.
\]

Then for any weight \( \chi > 0 \) and \( k \in \{0, 1, 2\} \) we define the (semi-) norms

\[
[\omega]_{(k,\chi)} := \sup_{p > 0} \left( \frac{p^{1+k}}{(1+p)^{1-\chi}} \left| \partial_p^k \Omega(p) \right| \right)
\]

(2.9)

and the corresponding norms

\[
\|\omega\|_{(k,\chi)} := \sum_{t=0}^{k} [\omega]_{(t,\chi)}.
\]

From this definition it directly follows for \( k = 0, 1, 2 \) that

\[
\|\omega\|_{(k,\chi_1)} \leq \|\omega\|_{(k,\chi_2)} \quad \text{and} \quad [\omega]_{(k,\chi_1)} \leq [\omega]_{(k,\chi_2)} \quad \text{if } \chi_1 \leq \chi_2.
\]

(2.10)
We furthermore define the following subspace of $\mathcal{M}$

$$\mathcal{Y}_{k,\chi} := \left\{ \omega \in \mathcal{M}_t \left| \|\omega\|_{(k,\chi)} < \infty \right. \right\}.$$

Additionally, we introduce the following norms on the level of Laplace transforms, that correspond to the norms $\|\cdot\|_{(k,\chi)}$: for a function $G \in C^k(0,\infty)$ and a weight $\chi > 0$ we define

$$\|G\|_{(0,\chi)} := \sup_{p > 0} \frac{p}{(1 + p)^{1-\chi}} |G(p)|,$$

$$\|G\|_{(1,\chi)} := \|G\|_{(0,\chi)} + \sup_{p > 0} \frac{p^2}{(1 + p)^{1-\chi}} |\partial_p G(p)|,$$

$$\|G\|_{(2,\chi)} := \|G\|_{(1,\chi)} + \sup_{p > 0} \frac{p^3}{(1 + p)^{1-\chi}} |\partial^2_p G(p)|.$$

For $k = 0, 1, 2$ we then also define the Banach spaces

$$X_{k,\chi} := \left\{ G \in C^k(0,\infty) \left| \|G\|_{(k,\chi)} < \infty \right. \right\}.$$

The relation between the two norms and spaces is then the following. Denoting by $T$ the operator mapping a measure $\omega$ to its Laplace transform $\Omega$, it holds for $k = 0, 1, 2$

$$T : \mathcal{Y}_{k,\chi} \to X_{k,\chi}$$

$$\omega \mapsto \Omega$$

and $T$ is then an isometry, i.e. we have

$$\|\omega\|_{(k,\chi)} = \|T \omega\|_{(k,\chi)} \quad (2.11).$$

The reason why we have to introduce these different norms is the following. The space $\mathcal{Y}_{k,\chi}$ is not a Banach space as its completion contains for example derivatives of Dirac-measures, i.e. considering for some $a > 0$ the sequence $\omega_n := n \left( \delta_{a+1/n} - \delta_a \right)$, where $\delta_x$ denotes the Dirac-measure at $x$, it easily follows

$$\omega_n \to \delta_a' \quad \text{as} \quad n \to \infty \text{ with respect to the } \|\cdot\|_{(k,\chi)} \text{-norm}.$$

Instead, the completion of $\mathcal{Y}_{k,\chi}$ with respect to $\|\cdot\|_{(k,\chi)}$ is a space of generalised distributions, i.e. acting on a family of test functions that are analytic functions on the real line.

On the other hand the space $X_{k,\chi}$ with the corresponding norm is a Banach space. In Section 5 we will have to invert the linearised coagulation operator (see (3.3) and (3.4)) and this will be done by computing an explicit formula in terms of the Laplace transform. The problem is, that it is not immediately clear, if, starting with some right-hand side in $\mathcal{Y}_{k,\chi}$, this inverse again corresponds to some measure in $\mathcal{Y}_{k,\chi}$, i.e. that the operator can also be inverted on $\mathcal{Y}_{k,\chi}$. However we can obtain estimates for the Laplace transforms of the required quantities.

To simplify notation we also define the following function

$$\Lambda_{\chi}(s) := \begin{cases} s^{-1} & s \leq 1 \\ s^{-\chi} & s \geq 1 \end{cases}$$
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and remark that it holds
\[ \Lambda_\chi (s) \leq \frac{(1 + s)^{1 - \chi}}{s} \leq 2^{1 - \chi} \Lambda_\chi (s). \] (2.12)

Furthermore, in the following the exponent \( \chi \) in the weight will mostly be some fixed value
\[ \theta \in (\alpha, 1/2). \]

Therefore, to shorten the notation we will drop in the following the index if \( \chi = \theta \) and just write
\[ ||| |||_{(k)} := |||_{(k, \theta)}, \quad [\ ]_{(k)} := [\ ]_{(k, \theta)}, \quad [[ ]]_{(k)} := [[ ]]_{(k, \theta)} \quad \text{and} \quad \Lambda := \Lambda_\theta \quad \text{for} \quad k \in \{0, 1, 2\} \]
as well as
\[ \mathcal{Y}_k := \mathcal{Y}_{k, \theta}, \quad \mathcal{Y} := \mathcal{Y}_{2, \theta}, \quad X_k := X_{k, \theta} \quad \text{and} \quad X := X_{2, \theta} \quad \text{for} \quad k \in \{0, 1, 2\}. \]

2.4 Representation formula for the kernel \( W \)

In view of the norms given in (2.9) it will be necessary to express \( W \) as the Laplace transform of some function. In fact, it will be more convenient to have this representation for \( W(y, z)/(y + z) \) which is the content of the following Proposition.

**Proposition 2.2.** Suppose that \( W \) satisfies the assumptions (1.8)–(1.12) with \( \alpha \in (0, 1) \). Then there exists a measure \( \Gamma \) on \( \mathbb{R}_+ \times \mathbb{R}_+ \) that is homogeneous of degree \(-1\) and satisfies
\[ \frac{W(y, z)}{y + z} = \int_0^\infty \int_0^\infty \Gamma(\xi, \eta) e^{-\xi y - \eta z} \, d\xi \, d\eta. \]

Furthermore, \( \Gamma \) can be decomposed as \( \Gamma(\xi, \eta) = \tilde{\Gamma}(\xi, \eta) + W_\pm (-1) \delta(\xi - \eta) \), with a function \( \tilde{\Gamma} : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R} \) satisfying
\[ |\tilde{\Gamma}(\xi, \eta)| \leq \frac{C}{(\xi + \eta)^{1-\alpha}} \left( \frac{1}{\xi^\alpha} + \frac{1}{\eta^\alpha} \right). \]

**Remark 2.3.** From (1.11) together with (1.12) it follows that \( W_\pm (-1) \) is a well-defined constant, i.e. \( W_+ (-1) = W_- (-1) = W_\pm (-1) \).

The proof of Proposition 2.2 can be found in the Appendix (Section 12.2) together with several estimates on integrals involving \( \Gamma \).

**Remark 2.4.** If \( W(x, y) = (\frac{x}{y})^\alpha + (\frac{y}{x})^\alpha \), then \( \Gamma(\xi, \eta) = \frac{\sin(\pi \alpha)}{\pi} \frac{(\frac{\xi}{\eta})^\alpha - (\frac{\eta}{\xi})^\alpha}{\xi - \eta} + 2 \cos(\pi \alpha) \delta(\xi - \eta) \).

2.5 The boundary layer for \( x \to 0 \).

Another main difficulty, that originates from the fact that we allow for unbounded kernels \( W \), concerns the situation that solutions of (1.6) for small \( x \) for unbounded kernels behave in general differently from solutions of (1.6) with \( K = 2 \). Indeed, \( f_\alpha(x) \) converges to constant as \( x \to 0^+ \). However, if we take \( W(y, z) = (\frac{y}{z})^\alpha + (\frac{z}{y})^\alpha \) with \( \alpha > 0 \) the expected behaviour of the solutions of (1.6) for small \( x \) is \( f(x) \to 0 \) as \( x \to 0^+ \) for any \( \varepsilon > 0 \) and as a consequence we have the onset of a boundary layer near \( x = 0 \). In order to examine this effect it is convenient to reformulate (1.6) as
\[ x^2 f(x) = \int_0^x y f(y) \int_0^\infty K(y, z) f(z) \, dz \, dy - \int_0^x dy \int_0^{x-y} dz K(y, z) y f(y) f(z) \, dz \, dy. \]
It turns out that the leading order terms of this equation for small $x$ are

$$x^2 f(x) = \int_0^x y f(y) \int_0^\infty K(y, z) f(z) \, dz \, dy .$$

This equation can be reduced to a linear ODE whose solution is given by

$$x^2 f(x) = C \exp(-G(x; f)) , \quad \text{with} \quad G(x; f) = \int_x^1 \frac{1}{t} K(t, z) f(z) \, dz \, dt$$

for a suitable real constant $C$. If $W(y, z) = (\frac{y}{z})^\alpha + (\frac{z}{y})^\alpha$, we have the following asymptotics for $G(x; f)$ as $x \to 0$

$$G(x; f) \sim -\beta(f) \log(x) + \frac{\varepsilon}{\alpha} \frac{1}{x^\alpha} \int_0^\infty z^\alpha f(z) \, dz - L(x; f) , \quad \text{with} \quad \beta(f) = 2 \int_0^\infty f(z) \, dz ,$$

where we include in $L(x; f)$ all bounded terms. Notice that the operator $L(x; f)$ contains functionals like $\int_0^\infty z^{-\alpha} f(z) \, dz$. Then, near $x = 0$, equation (1.6) has similar properties as

$$f(x) = Cx^{\beta(f)-2} \exp\left( -\frac{\varepsilon}{\alpha} \frac{1}{x^\alpha} \int_0^\infty z^\alpha f(z) \, dz + L(x; f) \right) .$$

If $\varepsilon$ is small, we expect $f$ to be close to one of the functions $\tilde{f}_a$ except in a neighbourhood of $x = 0$. Then we have $\beta(f)$ close to $\beta(\tilde{f}_a) = 2$. Therefore, the main change of $f$ near $x = 0$ due to the singular character of $W$ is due to the exponential factor $\exp(-\frac{1}{\alpha} \frac{1}{x^\alpha} \int_0^\infty z^\alpha f(z) \, dz)$ and we need to use norms in spaces containing objects for which $\int_0^\infty dz z^{-\alpha} f(z)$ is well defined, such as for example a weighted $L^1$-norm. Then the functional

$$f \to \exp\left( -\frac{\varepsilon}{\alpha} \frac{1}{x^\alpha} \int_0^\infty z^\alpha f(z) \, dz \right)$$

is Lipschitz continuous if $\alpha < \frac{1}{2}$. This is the reason for our additional restriction on $W$ in (1.9) and it seems that this problem can also not be removed using different types of norms.

### 2.6 The prefactor equation

We would also like to point out another related but simpler problem, namely the uniqueness of solutions to

$$x \mu(x) = \frac{1}{2} \int_0^x K(y, x - y) \mu(y) \mu(x - y) \, dy \quad \text{(2.13)}$$

where $K$ also satisfies (1.8)–(1.12). This equation arises naturally in the study of the asymptotics of solutions of (1.6). Indeed, it has been proved in [4] that solutions of (1.6) have the following property. We define $m(x) = e^{ax} f(x)$. Then, there exists $a > 0$ such that, up to subsequences, we have that $\lim_{R \to \infty} m(Rx) = \mu(x)$, where $\mu$ solves (2.13). Moreover, it has been shown, that there exist constants $d_\ast, D_\ast > 0$ such that

$$d_\ast x \leq \int_0^x \mu(y) \, dy \leq D_\ast x \quad \text{for all} \ x > 0 . \quad \text{(2.14)}$$

If we define, for $k = 1, 2$, in analogy with (2.9) the (semi-) norms

$$[\omega]_{(k)} := \sup_{p > 0} \left( p^k |\Omega(p)| \right) = \sup_{p > 0} \left( p^k \left| \int_0^\infty \omega(x) e^{-xp} \, dx \right| \right) \quad \text{and} \quad \|\omega\|_{(k)} := \sum_{\ell=0}^k [\omega]_{(\ell)} . \quad \text{(2.15)}$$

then it turns out that for $K = 2$ the only solution of (2.13) satisfying $\|\mu\|_{(1)} < \infty$ is $\mu = 1$. The results in [4] imply that $\|\mu - \mu\|_{(0)}$ can be made small for small $\varepsilon$. Then we have the following uniqueness result.
Lemma 2.5. Let $K$ satisfy the assumptions (1.8)–(1.12), where here $\alpha \in [0,1)$. Then, if $\varepsilon > 0$ is sufficiently small, the only solution to (2.13) which satisfies (2.14) and which has finite norm $\|\cdot\|_0$ is the constant one.

The methods used to prove this result are similar to the ones indicated above, although much simpler. We do not need to assume that $\alpha < \frac{1}{2}$ since no boundary layer analysis is necessary here. In particular we just need to prove suitable Lipschitz properties for the right-hand side of (2.13) in the norm $\|\cdot\|_1$.

The interested reader can find the proof in Section 12.3.

3 Uniqueness of self-similar profiles

In this section we will first outline the strategy to show uniqueness and collect the necessary estimates that are partly quite technical and will be proved in the subsequent sections. Furthermore we remark that all constants $C$ occurring are independent of $\varepsilon$, while they might depend on $W$.

3.1 Main estimates

To begin with we state two a-priori estimates, where the first one gives a uniform bound on solutions $\mu_k$ of (2.2), while the second one shows that each solution $m_k$ of (2.2) is small in the $\|\cdot\|_2$-norm for $\varepsilon \to 0$.

Proposition 3.1 (Uniform bound on $\mu_k$). For $\varepsilon > 0$ sufficiently small there exists some constant $C > 0$ such that for each solution $\mu_k$ of (2.1) it holds

$$\|\mu_k\|_2 < C.$$ (3.1)

Proposition 3.2 (Smallness of $m_k$). Given $\delta > 0$ there exists $\varepsilon > 0$ such that for every solution $m_k$ of (2.2) it holds

$$\|m_k\|_2 \leq \delta.$$ (3.2)

The proofs may be found in Sections 6.1 and 6.2 respectively.

We have furthermore the following estimates on the bilinear forms $B_K$ and $B_W$, which are shown in Section 4.

Proposition 3.3 (Estimates for the quadratic terms). For any $\theta \in (\alpha, 1/2)$ there exists $C > 0$ such that for all functions $\omega_1$ and $\omega_2$ with $\|\omega_i\|_2 < \infty$ it holds

$$[B_2(\omega_1, \omega_2)]_2 \leq C \|\omega_1\|_1 \|\omega_2\|_1$$ (3.3)

$$\|B_W(\omega_1, \omega_2)\|_{(2, \theta - \alpha)} \leq C \|\omega_1\|_2 \|\omega_2\|_2.$$ (3.4)

Remark 3.4. Assuming $\omega_1, \omega_2 \in Y_2$ it holds

$$B_2(\omega_1, \omega_2) \in Y_2 \quad \text{and} \quad B_W(\omega_1, \omega_2) \in Y_{2, \theta - \alpha}.$$ (3.5)

We will also need to invert the linearised coagulation operator that is given by

$$\mathcal{L}: \omega \mapsto \omega - (B_2(\bar{\mu}, \omega) + B_2(\omega, \bar{\mu}))$$ (3.6)

and reads in Laplace variables as

$$\hat{\mathcal{L}}(M) := M - 2 \int_p^\infty \int_q^\infty \frac{M(r) - M(1)}{(1 - r) r^2} - \frac{M'(r)}{r} \, dr \, dq.$$ (3.7)

We have the following result.
Proposition 3.5 (Properties of $\hat{\mathcal{L}}^{-1}$). For $k = 1, 2$ and $\chi \in (0, 1)$ the operator $\hat{\mathcal{L}} : X_{k, \chi} \to X_{k, \chi}$ is well-defined, bounded and invertible with bounded inverse, i.e. there exists $\hat{\mathcal{L}}^{-1}$ and constants $C_1, C_2$ such that

- $\left[ \hat{\mathcal{L}} M \right] (k, \chi) \leq C_1 \left[ M \right] (k, \chi)$
- $\left[ \hat{\mathcal{L}}^{-1} G \right] (k, \chi) \leq C_2 \left[ G \right] (k, \chi)$

for all $M, G \in X_{k, \chi}$. Furthermore we have the following commutator relation

- $\mathcal{T} \mathcal{L} \omega = \hat{\mathcal{L}} \mathcal{T} \omega$ for all $\omega \in \mathcal{Y}_{k, \chi}$ with $\ell = 1, 2$.

The proof of this Proposition is given in Section 5. Furthermore, for $\alpha > 0$, we have the following regularising effect for the difference of two solutions of (8.3) that is proven in Section 7.

Proposition 3.6 (Regularising effect). Assume $\alpha \in (0, 1/2)$. There exists some constant $C > 0$ such that for any two solutions $m_1$ and $m_2$ of (2.2) the difference $m = m_1 - m_2$ satisfies

$$\| m \|_{(2)} \leq C \| m \|_{(0)} .$$

Finally we have the following boundary layer estimate which we need for $\alpha > 0$ and whose proof is the most technical part of the paper and will be given in Sections 7–11.

Proposition 3.7 (Boundary layer estimate). Assume $\alpha \in (0, 1/2)$. For any $\delta^* > 0$ it holds, if $\varepsilon > 0$ is sufficiently small, for the difference $m = m_1 - m_2$ of two solutions $m_1$ and $m_2$

$$\| \zeta m \|_{(2)} \leq \delta_* \| m \|_{(2)} + C \delta_* \| (1 - \zeta) m \|_{(0)} .$$

The main idea behind this is a localisation principle, i.e. the quantity $\zeta m$ contains the information of $m$ for small values of $x$, while the information about large values of $x$ is contained in $(1 - \zeta) m$.

We come now to the proof of uniqueness of self-similar profiles. As in the case of bounded kernels $W$, i.e. $\alpha = 0$, the boundary layer estimates are not needed we first consider the case $\alpha > 0$, which is the complicated one and we will treat $\alpha = 0$ afterwards separately.

3.2 Proof of Theorem 1.3

Taking the difference $m = m_1 - m_2$ of two solutions $m_1, m_2$ of (2.2) it satisfies

$$m - (B_2 (\mu, m) + B_2 (m, \mu)) = (B_2 (m, m_1) + B_2 (m_2, m)) + \varepsilon (B_W (\mu_1, m) + B_W (m, \mu_2)) .$$

(3.5)

Applying the Laplace transform to this equation and recalling the definition of the linearised operator $\hat{\mathcal{L}}$ we obtain from this

$$M := \mathcal{T} m = \hat{\mathcal{L}}^{-1} \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) + \varepsilon \hat{\mathcal{L}}^{-1} \mathcal{T} (B_W (\mu_1, m) + B_W (m, \mu_2)) .$$
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Then, recalling \((2.11)\), and noting also the relation \(\mathcal{T} ((1 - \zeta) m) = M (\cdot) - M (\cdot + 1)\) we obtain after taking the \(\| \cdot \|_0\)-norm

\[
\| (1 - \zeta) m \|_0 = \| \mathcal{T} ((1 - \zeta) m) \|_0
\]

\[
\leq \left[ \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) (\cdot) \right) - \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) (\cdot + 1) \right) \right]_0
\]

\[
+ \varepsilon \left[ \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_W (\mu_1, m) + B_W (m, \mu_2)) (\cdot) \right) - \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_W (\mu_1, m) + B_W (m, \mu_2)) (\cdot + 1) \right) \right]_{0,1+\theta-\alpha}
\]

\[
\leq \left[ \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) \right) \right]_0
\]

\[
+ \left[ \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) \right) (\cdot + 1) \right]_0
\]

\[
+ \varepsilon \left[ \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_W (\mu_1, m) + B_W (m, \mu_2)) \right) \right]_{0,1+\theta-\alpha}
\]

\[
\leq \left[ \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) \right) \right]_0
\]

\[
+ \left[ \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) \right) (\cdot + 1) \right]_0
\]

\[
+ \varepsilon \left[ \hat{\mathcal{L}}^{-1} \left( \mathcal{T} (B_W (\mu_1, m) + B_W (m, \mu_2)) \right) \right]_{0,1+\theta-\alpha}
\]

where we used \([\square]_0 \leq [\square]_{0,1+\theta-\alpha}\) (see \((2.10)\)) in the second estimate as well as Remark \((3.3)\) in the last one.

Using then the boundedness of \(\hat{\mathcal{L}}^{-1}\) as shown in Proposition \((3.5)\) as well as Proposition \((3.3)\) we then obtain, recalling also \((2.11)\) as well as Remark \((3.3)\) that

\[
\| (1 - \zeta) m \|_0 \leq C \left( \| \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) \|_1 + \| \mathcal{T} (B_2 (m_1, m) + B_2 (m, m_2)) (\cdot + 1) \|_1 \right)
\]

\[
+ C \varepsilon \left( \| \mathcal{T} (B_W (\mu_1, m) + B_W (m, \mu_2)) \|_{1,1+\theta-\alpha} \right)
\]

\[
\leq C \left( \| B_2 (m_1, m) \|_1 + \| B_2 (m, m_2) \|_1 + \| B_2 (m_1, m) \|_1 + \| B_2 (m, m_2) \|_1 + \| B_2 (m_1, m) \|_1 + \| B_2 (m, m_2) \|_1 \right)
\]

\[
\leq C \left( \| m_1 \|_1 + \| m_2 \|_1 \right) \| m \|_1 + C \varepsilon \left( \| m_1 \|_2 + \| m_2 \|_2 \right) \| m \|_2 .
\]

Finally Propositions \((3.1)\), \((3.2)\) and \((3.6)\) yield

\[
\| (1 - \zeta) m \|_0 \leq C \delta \| m \|_1 + C \varepsilon \| m \|_2 \leq C (\varepsilon + \delta) \| m \|_0
\]

for any \(\delta > 0\) if \(\varepsilon\) is sufficiently small. On the other hand from Proposition \((3.7)\) together with the estimate just shown and Proposition \((3.6)\) we get

\[
\| \zeta m \|_2 \leq \delta \| m \|_2 + C \delta \| (1 - \zeta) m \|_0 \leq \hat{C} \delta \| m \|_0 + CC \delta (\varepsilon + \delta)
\]

\[
= \left( \hat{C} \delta + CC \delta (\varepsilon + \delta) \right) \| m \|_0 .
\]

Taking now \((3.6)\) and \((3.7)\) together we get

\[
\| m \|_0 \leq C (\delta + \varepsilon) \| m \|_0 + \left( \hat{C} \delta + CC \delta (\varepsilon + \delta) \right) \| m \|_0 ,
\]

which implies uniqueness by choosing first \(\delta_*\) and then \(\delta\) and \(\varepsilon\) sufficiently small.
4 Estimates for $B_2$ and $B_W$ - Proof of Proposition 3.3

Recalling (3.5) we have that the difference $m := m_1 - m_2$ of two solutions $m_1$ and $m_2$ of equation (2.2) satisfies

$$m - (B_2 (\mu, m) + B_2 (m, \tilde{\mu})) = (B_2 (m, m_1) + B_2 (m_2, m)) + \varepsilon (B_W (\mu_1, m) + B_W (m, \mu_2)).$$

Multiplying by $x^2 e^{-px}$, integrating and denoting by $M_k$ and $M$ the Laplace transforms of $m_k$ and $m$, it follows

$$M'' (p) = \int_0^\infty x^2 e^{-px} B_2 (\mu, m) \, dx + \int_0^\infty x^2 e^{-px} B_2 (m, \tilde{\mu}) \, dx$$

$$+ \int_0^\infty x^2 e^{-px} B_2 (m, m_1) \, dx + \int_0^\infty x^2 e^{-px} B_2 (m_2, m) \, dx$$

$$+ \varepsilon \int_0^\infty x^2 e^{-px} B_W (m, \mu_1) \, dx + \varepsilon \int_0^\infty x^2 e^{-px} B_W (\mu_2, m) \, dx. \quad (4.1)$$

4.1 Estimates on $B_2$ - Proof of (3.1)

Proof of (3.1) in Proposition 3.3. By the definition of $B_2$ and using Fubini’s theorem it holds

$$\int_0^\infty x^2 e^{-px} B_2 (\omega_1, \omega_2) \, dx = 2 \int_0^\infty \int_0^\infty e^{-px} \omega_1 (y) \omega_2 (z) e^{x-y} \frac{dz}{x-y} \, dy \, dx$$

$$= 2 \int_0^\infty \int_0^\infty \omega_1 (y) \omega_2 (z) e^{x-y} \frac{dz}{x-y} \, dy \, dx$$

$$= 2 \int_0^\infty \int_0^\infty \omega_1 (y) \omega_2 (z) e^{-py} \left( e^{-z} - e^{-pz} \right) \, dz \, dy.$$

Rearranging and denoting as before by $\Omega_i$ the Laplace transform of $\omega_i$ we obtain

$$\int_0^\infty x^2 e^{-px} B_2 (\omega_1, \omega_2) \, dx = \frac{2}{p-1} \Omega'_1 (p) (\Omega_2 (p) - \Omega_2 (1)). \quad (4.2)$$

To estimate the right-hand side we first consider $p \geq 2$ and note that due to the definition of $[\cdot]_{(1)}$ we have

$$|\Omega_2 (p) - \Omega_2 (1)| = \left| \int_1^p \Omega'_2 (s) \, ds \right| \leq [\omega_2]_{(1)} \int_1^p \frac{(1+s)^{1-\theta}}{s^2} \, ds \leq C [\omega_2]_{(1)} \int_1^\infty s^{-1-\theta} \, ds \leq C \frac{[\omega_2]_{(1)}}{\theta}.$$ 

On the other hand we have

$$|\Omega'_1 (p)| \leq [\omega_1]_{(1)} \frac{(1+p)^{1-\theta}}{p^2} \quad \text{for all } p > 0. \quad (4.3)$$

Combining these estimates we get

$$\left| \int_0^\infty x^2 e^{-px} B_2 (\omega_1, \omega_2) \, dx \right| \leq \frac{C}{p-1} [\omega_2]_{(1)} [\omega_1]_{(1)} \frac{(1+p)^{1-\theta}}{p^2} \leq C [\omega_1]_{(1)} [\omega_2]_{(1)} \frac{(1+p)^{1-\theta}}{p^3},$$

using also $1/(p-1) \leq 2/p$ for $p \geq 2$. This then shows the claim for $p \geq 2$. 
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For \( p \in [1, 2] \) we get similarly

\[
|\Omega_2 (p) - \Omega_2 (1)| \leq \int_1^p |\Omega'_2 (s)| \, ds \leq C [\omega_2] (p) \int_1^p s^{-1-\theta} \, ds \leq C [\omega_2] (p - 1)
\]

and

\[
|\Omega'_2 (p)| \leq [\omega_1] (1 + p)^{1-\theta} \leq C [\omega_1] (1 + p)^{1-\theta} \quad \text{for } p \in [1, 2].
\]

Using this together with (4.2) we obtain

\[
\int_0^\infty x^2 e^{-px} B_2 (\omega_1, \omega_2) \, dx \leq C [\omega_1] [\omega_2] (1 + p)^{1-\theta}.\]

This shows the claim for \( p \in [1, 2] \).

We finally consider \( p \in (0, 1) \). Similarly as before we can estimate

\[
|\Omega_2 (p) - \Omega_2 (1)| = \int_1^p |\Omega'_2 (s)| \, ds \leq [\omega_2] (\int_1^p (1 + s)^{1-\theta} \, ds \leq 2^{1-\theta} \int_1^p s^{-2} \, ds \leq C [\frac{1-p}{p}].
\]

Using this together with (4.3) and (4.4) we obtain

\[
\int_0^\infty x^2 e^{-px} B_2 (\omega_1, \omega_2) \, dx \leq C [\omega_1] [\omega_2] (1 + p)^{1-\theta}.
\]

This shows the claim also for \( p \leq 1 \) and thus finishes the proof.

\[ \square \]

4.2 Estimates on \( B_W \) - Proof of (3.2)

We next consider estimates for \( B_W \) in the \([\ ]_{(2)}\)-semi-norm and thus define

\[
L (p) = L [\omega_1, \omega_2] (p) := \int_0^\infty x^2 e^{-px} B_W (\omega_1, \omega_2) \, dx, \quad (4.4)
\]

where we use the notation \( L [\omega_1, \omega_2] \) if we want to stress the dependence on \( \omega_1 \) and \( \omega_2 \). Using the definition of \( B_W \) and Proposition 2.2 together with Fubini’s theorem we can rewrite

\[
L (p) = \int_0^\infty \int_0^\infty y W (y, z) \omega_1 (y) \omega_2 (z) \int_y^{y+z} e^{(1-p)x} \, dx e^{-(y+z)} \, dz \, dy
\]

\[
= \int_0^\infty \int_0^\infty y (y + z) \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) e^{-\xi y - \eta z} \, d\xi \eta \omega_1 (y) \omega_2 (z) \int_y^{y+z} e^{(1-p)x} \, dx e^{-(y+z)} \, dz \, dy
\]

\[
= -\frac{1}{p-1} \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \int_0^\infty \int_0^\infty y (y + z) e^{-\xi y - \eta z} \omega_1 (y) \omega_2 (z) \left( e^{-p(y+z)} - e^{-pye^{-z}} \right) \, dz \, dy \, d\xi \, d\eta.
\]
Lemma 4.1. There exists some constant $C > 0$ such that for all $\omega_1, \omega_2 \in \mathcal{Y}_2$ it holds

$$
\sup_{0 < p \leq 2} \frac{p^3}{(1 + p)^{1 - \theta}} |L(p)| \leq C \|\omega_1\|_{(2)} \|\omega_2\|_{(2)},
$$

where $L$ is given by (4.4).

Proof. We will use the following estimates that we will show at the end of the proof. It holds

$$
\left| \frac{\Omega_2 (\eta + p) - \Omega_2 (\eta + 1)}{p - 1} \right| \leq C \frac{\|\omega_2\|_{(1)}}{\eta + p (\eta + 1)^\theta},
$$

(4.6)

$$
\left| \frac{\Omega_2 (\eta + p) - \Omega_2 (\eta + 1)}{p - 1} \right| \leq C \frac{\|\omega_2\|_{(2)}}{\eta^2 + 1 + \eta + 1)^\theta}.
$$

(4.7)

Furthermore we have for $p \leq 2$ that

$$
|\partial_\xi^k \Omega_1 (\xi + p)| \leq C \|\omega_1\|_{(k)} \begin{cases} (\xi + p)^{-k - 1} & \xi \leq 1 \\ (\xi + p)^{-k - \theta} & \xi \geq 1. \end{cases}
$$

Thus for $p \leq 2$ we find

$$
|L(p)| \leq C \|\omega_1\|_{(2)} \|\omega_2\|_{(2)} \int_1^\infty \int_0^\infty \left( \frac{|\Gamma (\xi, \eta)|}{(\xi + p)^{2 + \theta} (\eta + p) (\eta + 1)^\theta} + \frac{|\Gamma (\xi, \eta)|}{(\xi + p)^{1 + \theta} (\eta + p)^2 (\eta + 1)^\theta} \right) \mathrm{d}\eta \mathrm{d}\xi
$$

$$
+ C \|\omega_1\|_{(2)} \|\omega_2\|_{(2)} \int_1^\infty \int_0^\infty \left( \frac{|\Gamma (\xi, \eta)|}{(\xi + p)^{2\theta} (\eta + p) (\eta + 1)^\theta} + \frac{|\Gamma (\xi, \eta)|}{(\xi + p)^{1 + \theta} (\eta + p)^2 (\eta + 1)^\theta} \right) \mathrm{d}\eta \mathrm{d}\xi
$$

$$
=: (I) + (II).
$$

We have to consider the different regions with $\xi$ and $\eta$ large or small separately and so first obtain

$$
(I) \leq \int_1^\infty \int_0^\infty \frac{|\Gamma (\xi, \eta)|}{\xi^{2 + \theta} (\eta + p) (\eta + 1)^\theta} + \frac{1}{\xi^{1 + \theta} (\eta + p)^2 (\eta + 1)^\theta} \mathrm{d}\eta \mathrm{d}\xi
$$

$$
= \int_1^\infty \int_1^\infty (\cdots) \mathrm{d}\eta \mathrm{d}\xi + \int_1^\infty \int_1^1 (\cdots) \mathrm{d}\eta \mathrm{d}\xi =: (I)_a + (I)_b.
$$
Using that for \( x \geq 1 \) we have \( x^{-\ell} \leq C (x + 1)^{-\ell} \) we see from Lemma 12.9 that \((I)_a\) is just bounded by a constant. For \((I)_b\) we obtain together with Proposition 2.2 and using that the support of \( \delta(\xi - \eta) \) does not intersect \((1, \infty) \times (0, 1)\) that

\[
(I)_b \leq C \int_1^\infty \int_0^1 \frac{1}{(\xi + \eta)^{1-\alpha}} \left( \frac{1}{\xi^\alpha} + \frac{1}{\eta^\alpha} \right) \left( \frac{1}{\xi^{1+\theta}(\eta + p)(\eta + 1)^\theta} + \frac{1}{\xi^{1+\theta}(\eta + p)^2(\eta + 1)^\theta} \right) \, d\eta \, d\xi
\]

\[
\leq C \int_1^\infty \frac{1}{\xi^{1-\alpha} \xi^{1+\theta}} \left( \int_0^1 \frac{1}{\xi^\alpha} \left( \frac{1}{\eta + p} + \frac{1}{(\eta + p)^2} \right) \, d\eta \right) \, d\xi
\]

\[
\leq C \int_1^\infty \frac{1}{\xi^{2+\theta-\alpha}} \left( \frac{1}{\xi^\alpha} \left( \frac{1}{p^\theta} + \frac{1}{p^{1+\theta}} \right) + \frac{1}{p^\theta} + \frac{1}{p^{1+\theta}} \right) \, d\xi \leq \frac{C}{p^{1+\theta}}.
\]

For \((II)\) the homogeneity of \(\Gamma\) and Lemma 12.9 imply

\[
(II) \leq \int_0^1 \int_0^\infty \frac{1}{(\xi + \eta)^{2\alpha}} \left( \frac{1}{\xi^\alpha} + \frac{1}{\eta^\alpha} \right) \, d\eta \, d\xi
\]

\[
\leq \frac{1}{p^\alpha} \int_0^\infty \int_0^\infty \frac{1}{(\xi + \eta)^{2\alpha}} \left( \frac{1}{\xi + \eta} + \frac{1}{\eta + 1} \right) \, d\eta \, d\xi \leq \frac{C}{p^\alpha}.
\]

Thus for \( p \leq 2 \) we obtain

\[
|L(p)| \leq C \frac{\|\omega_1\|_{(2)} \|\omega_2\|_{(2)}}{p^3}
\]

and together with the estimate for \( p \geq 2 \) obtained before this shows the claim.

It thus remains to show the estimates (4.6) and (4.7). We first note

\[
\left| \frac{\Omega_2(\eta + p) - \Omega_2(\eta + 1)}{p - 1} \right| = \frac{1}{|p - 1|} \left| \int_{\eta + 1}^{\eta + p} \frac{1}{s^2} \, ds \right| \leq \frac{\|\omega_2\|_{(1)}}{|p - 1|} \left| \int_{\eta + 1}^{\eta + p} \frac{(s + 1)^{1-\theta}}{s^2} \, ds \right|.
\]

For \( \eta \leq 1 \) and \( p \leq 2 \) we then obtain that

\[
\left| \frac{\Omega_2(\eta + p) - \Omega_2(\eta + 1)}{p - 1} \right| \leq C \frac{\|\omega_2\|_{(1)}}{|p - 1|} \left| \int_{\eta + 1}^{\eta + p} \frac{1}{s^2} \, ds \right| \leq C \frac{\|\omega_2\|_{(1)}}{|p - 1|} \left| \frac{1}{\eta + 1} - \frac{1}{\eta + p} \right|
\]

\[
\leq C \|\omega_2\|_{(1)} \frac{1}{(\eta + 1)(\eta + p)} \leq C \frac{\|\omega_2\|_{(1)}}{(\eta + p)(\eta + 1)^\theta}.
\]

On the other hand we get for \( \eta \geq 1 \) that

\[
\left| \frac{\Omega_2(\eta + p) - \Omega_2(\eta + 1)}{p - 1} \right| \leq C \frac{\|\omega_2\|_{(1)}}{|p - 1|} \left| \int_{\eta + 1}^{\eta + p} \frac{1}{s^{1-\theta}} \, ds \right|
\]

\[
\leq C \frac{\|\omega_2\|_{(1)}}{|p - 1|} \max \left\{ \frac{1}{(\eta + p)^{1+\theta}}, \frac{1}{(\eta + 1)^{1+\theta}} \right\} |p - 1| \leq C \frac{\|\omega_2\|_{(1)}}{(\eta + p)(\eta + 1)^\theta}.
\]

This shows (4.6). The proof of (4.7) is similar using that it holds

\[
\left| \int_{\eta + 1}^{\eta + p} \frac{1}{s^3} \, ds \right| = \left| \frac{(\eta + 1)^2 - (\eta + p)^2}{(\eta + 1)^2(\eta + p)^2} \right| = |p - 1| \frac{2\eta + (1 + p)}{(\eta + 1)^2(\eta + p)^2} \leq C \frac{|p - 1|}{(\eta + p)(\eta + 1)^\theta}
\]

for \( \eta \leq 1 \) and \( p \leq 2 \).
Lemma 4.2. There exists some constant $C > 0$ such that for all $\omega_1, \omega_2 \in \mathcal{Y}_2$ it holds
\[
\sup_{p \geq 2} \frac{p^3}{(1 + p)^{1 - (\theta - \alpha)}} |L(p)| \leq C \|\omega_1\|_2 \|\omega_2\|_2,
\]
where $L$ is given in (4.4).

Proof. From the definition of the norms and (2.12) we have the estimates
\[
\left| \Omega_1'' (\xi + p) \right| \leq C \frac{[\omega_1]_2}{(\xi + p)^{2+\theta}}, \quad \left| \Omega_1' (\xi + p) \right| \leq C \frac{[\omega_1]_1}{(\xi + p)^{1+\theta}},
\]
\[
\left| \Omega_2 (\eta + p) - \Omega_2 (\eta + 1) \right| \leq C \frac{\|\omega_2\|_0}{p} \left( \frac{1}{(\eta + p)^{1+\theta}} + \frac{1}{(\eta + 1)^{1+\theta}} \right) \leq C \frac{[\omega_2]_0}{p (\eta + 1)^{1+\theta}},
\]
\[
\left| \Omega_2 (\eta + p) - \Omega_2 (\eta + 1) \right| \leq C \frac{[\omega_2]_0}{p} \left( \frac{1}{(\eta + p)^{1+\theta}} + \frac{1}{(\eta + 1)^{1+\theta}} \right) \leq C \frac{[\omega_2]_1}{p (\eta + 1)^{1+\theta}}.
\]

From this and (4.5) it follows that
\[
|L(p)| \leq C \frac{[\omega_1]_2 \|\omega_2\|_1}{p} \int_0^\infty \int_0^\infty |\Gamma (\xi, \eta)| \left( \frac{1}{(\xi + p)^{2+\theta}} \frac{1}{(\eta + 1)^{1+\theta}} + \frac{1}{(\xi + p)^{1+\theta}} \frac{1}{(\eta + 1)^1} \right) d\eta d\xi
\]
\[
\leq C \frac{[\omega_1]_2 \|\omega_2\|_1}{p} \int_0^\infty \frac{1}{(\xi + p)^{1+\theta}} \int_0^\infty |\Gamma (\xi, \eta)| \left( \frac{1}{(\xi + p)^{1+\theta}} \frac{1}{(\eta + 1)^{1+\theta}} + \frac{1}{(\eta + 1)^{1+\theta}} \right) d\eta d\xi.
\]

Using that for $p \geq 2$ it holds $(\xi + p)^{-1} \leq \min \{1, \xi^{-1}\}$ we find together with Lemma 12.11 that
\[
\int_0^\infty |\Gamma (\xi, \eta)| \left( \frac{1}{\xi + p} \frac{1}{(\eta + 1)^{1+\theta}} + \frac{1}{\eta + 1} \right) d\eta \leq C \min \{ \xi^{-\alpha} + \log (\xi^{-1}), \xi^{\alpha^{-1}} \}.
\]

Plugging this estimate into (4.8) we obtain for $p \geq 2$ that it holds
\[
|L(p)| \leq C \frac{[\omega_1]_2 \|\omega_2\|_1}{p} \left( \int_0^1 \xi^{-\alpha} + \log (\xi^{-1}) d\xi + \int_1^p \frac{1}{(\xi + p)^{1+\theta} \xi^{1-\alpha}} d\xi + \int_p^\infty \frac{1}{(\xi + p)^{1+\theta} \xi^{1-\alpha}} d\xi \right)
\]
\[
\leq C \frac{[\omega_1]_2 \|\omega_2\|_1}{p} \left( \frac{1}{p^{1+\theta}} + \frac{1}{p^{1+\theta-\alpha}} + \frac{1}{p^{1+\theta-\alpha}} \right) \leq C \frac{[\omega_1]_2 \|\omega_2\|_1}{p^{2+\theta-\alpha}}.
\]

\[\square\]

Proof of (5.2) of Proposition 3.3. This is a direct consequence of Lemma 4.1 and Lemma 4.2.

\[\square\]

4.3 Estimates of $L(p) - L(p + 1)$

We also collect in the following some estimates on the difference $L(p) - L(p + 1)$ that occur naturally when considering the Laplace transform of $(1 - \zeta) m$ and that will be used later in the proof of Proposition 4.7.
Lemma 4.3. There exists some constant $C > 0$ such that for all $\omega_1, \omega_2 \in \mathcal{Y}_2$ it holds

$$
\sup_{p \geq 2} \frac{p^3}{(1 + p)^{1-\theta}} |L_2(p) - L_2(p + 1)| \leq C \left( \|\omega_1\|_{(2)} \|\omega_2\|_{(1)} + \|\omega_1\|_{(1)} \|\omega_2\|_{(2)} + \|\omega_1\|_{(1)} \|\omega_2\|_{(1)} \right),
$$

where $L_2$ is as in (4.5).

Proof. Let $p \geq 2$. Using the definition of $L_2$ we obtain

$$
L_2(p) - L_2(p + 1) = \int_0^\infty \int_0^\infty \Gamma(\xi, \eta) \cdot \left[ \Omega'_1(\xi + p + 1) \frac{\Omega'_2(p + 1 + \eta) - \Omega'_2(1 + \eta)}{p} - \Omega'_1(\xi + p) \frac{\Omega'_2(1 + \eta) - \Omega'_2(1 + \eta)}{p - 1} \right] \, d\xi \, d\eta
$$

$$
= \int_0^\infty \int_0^\infty \Gamma(\xi, \eta) \left[ (\Omega'_1(\xi + p + 1) - \Omega'_1(\xi + p)) \frac{\Omega'_2(p + 1 + \eta) - \Omega'_2(1 + \eta)}{p} + \Omega'_1(\xi + p) \frac{\Omega'_2(p + 1 + \eta) - \Omega'_2(1 + \eta)}{p} \right] \, d\xi \, d\eta
$$

$$
=: I_1 + I_2.
$$

$I_1$ can be estimated as

$$
|I_1| \leq \int_0^\infty \int_0^\infty \left| \Gamma(\xi, \eta) \right| \left| \Omega'_1(\xi + p + 1) - \Omega'_1(\xi + p) \right| \frac{|\Omega'_2(p + 1 + \eta)| + |\Omega'_2(1 + \eta)|}{p} \, d\xi \, d\eta.
$$

(4.9)

From the definition of $[\cdot]_{(2)}$ and $[\cdot]_{(1)}$, using also $p \geq 2$, we have that

$$
\left( \Omega'_1(\xi + p + 1) - \Omega'_1(\xi + p) \right) = \int_{\xi + p}^{\xi + p + 1} \Omega''_1(x) \, dx \leq \left[ \omega_1 \right]_{(2)} \int_{\xi + p}^{\xi + p + 1} \frac{(1 + z)^{1-\theta}}{s^3} \, ds \leq C \frac{[\omega_1]_{(2)}}{(\xi + p)^{2+\theta}}
$$

as well as

$$
|\Omega'_2(p + 1 + \eta)| \leq \left[ \omega_2 \right]_{(1)} \frac{(2 + p + \eta)^{1-\theta}}{(1 + p + \eta)^2} \leq C \frac{[\omega_2]_{(1)}}{(\eta + 1)^{1+\theta}} \quad \text{and} \quad |\Omega'_2(1 + \eta)| \leq \frac{[\omega_2]_{(1)}}{(1 + \eta)^{1+\theta}}.
$$

Using this in (4.10) we get

$$
|I_1| \leq C \frac{[\omega_1]_{(2)} \left[ \omega_2 \right]_{(1)}}{p} \int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(\xi + p)^{2+\theta} (1 + \eta)^{1+\theta}} \, d\xi \, d\eta.
$$

(4.11)

Together with Lemma 12.11 and using $p \geq 2$ we further obtain

$$
|I_1| \leq C \frac{[\omega_1]_{(2)} \left[ \omega_2 \right]_{(1)}}{p} \left( \int_0^1 \frac{1}{(\xi + p)^{2+\theta}} \left( \frac{1}{\xi} + \log \left( \frac{1}{\xi} \right) \right) \, d\xi + \int_1^\infty \frac{1}{(\xi + p)^{2+\theta}} \frac{1}{\xi^{1-\alpha}} \, d\xi \right)
$$

$$
\leq C \frac{[\omega_1]_{(2)} \left[ \omega_2 \right]_{(1)}}{p^{2+\theta}} \left( \frac{C}{p^{2+\theta} + p^{1-(1-\alpha)-2-\theta}} \int_0^\infty \frac{1}{(\xi + 1)^{2+\theta}} \frac{1}{\xi^{1-\alpha}} \, d\xi \right) \leq C \frac{[\omega_1]_{(2)} \left[ \omega_2 \right]_{(1)}}{p^{3+\theta-\alpha}}.
$$

(4.12)
We now proceed by considering $I_2$ and we first rewrite
\[
\frac{\Omega_2'(p + 1 + \eta) - \Omega_2'(1 + \eta)}{p} - \frac{\Omega_2'(p + \eta) - \Omega_2'(1 + \eta)}{p - 1} = \frac{\Omega_2'(p + 1 + \eta)}{p} - \frac{\Omega_2'(p + \eta)}{p - 1} + \frac{\Omega_2'(1 + \eta)}{p(p - 1)}.
\]

Thus we can estimate
\[
\left| \frac{\Omega_2'(p + 1 + \eta) - \Omega_2'(1 + \eta)}{p} - \frac{\Omega_2'(p + \eta) - \Omega_2'(1 + \eta)}{p - 1} \right| 
\leq \frac{[\omega_2]_2}{p} \int_{p+\eta}^{1+p+\eta} \frac{(1 + s)^{-\theta}}{s^3(s - \eta - 1)} ds + \frac{[\omega_2]_1}{p-1} \int_{p+\eta}^{1+p+\eta} \frac{(1 + s)^{-\theta}}{s^2(s - \eta - 1)^2} ds + \frac{[\omega_2]_1}{p-1} \frac{1}{(1 + \eta)^{1+\theta}}.
\]

Using $p \geq 2$ and elementary estimates for the integrals we further obtain
\[
\left| \frac{\Omega_2'(p + 1 + \eta) - \Omega_2'(1 + \eta)}{p} - \frac{\Omega_2'(p + \eta) - \Omega_2'(1 + \eta)}{p - 1} \right| 
\leq C \frac{[\omega_2]_2}{p} \frac{1}{(p + \eta)^{2+\theta}} + \frac{[\omega_2]_1}{p^2} \frac{1}{(p + \eta)^{1+\theta}} + \frac{[\omega_2]_1}{p^2} \frac{1}{(1 + \eta)^{1+\theta}}.
\]

On the other hand we have
\[
|\Omega_1'(\xi + p)| \leq [\omega_1]_1 \frac{(1 + \xi + p)^{1-\theta}}{(\xi + p)^2} \leq C [\omega_1]_1 (\xi + p)^{-1-\theta}.
\]

Using the last two estimates in the definition of $I_2$ in (4.13) gives
\[
|I_2| \leq C \frac{[\omega_1]_1 [\omega_2]_2}{p} \int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(p + \eta)^{2+\theta}(\xi + p)^{1+\theta}} d\eta d\xi 
+ C \frac{[\omega_1]_1 [\omega_2]_2}{p^2} \int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(1 + \eta)^{1+\theta}(\xi + p)^{1+\theta}} d\xi d\eta. \quad (4.13)
\]

It thus remains to estimate the two integrals on the right-hand side of (4.13). To estimate the second term we note that the integral $\int_0^\infty |\Gamma(\xi, \eta)| (1 + \eta)^{-(1+\theta)} d\eta$ already occurred in (4.11) and thus using Lemma (2.11) we get similarly as before
\[
\int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(1 + \eta)^{1+\theta}(\xi + p)^{1+\theta}} d\xi d\eta \leq \int_0^1 \frac{1}{(\xi + p)^{1+\theta}} (\xi^{-\alpha} + \log(\xi)) d\xi + \int_1^\infty \frac{1}{(\xi + p)^{1+\theta}} \xi^{1-\alpha} d\xi
\leq C \frac{1}{p^{1+\theta}} + p^{1-(1-\alpha)-(1+\theta)} \int_0^\infty \frac{1}{(\xi + 1)^{1+\theta} \xi^{1-\alpha}} d\xi \leq C \frac{1}{p^{1+\theta-\alpha}}. \quad (4.14)
\]
To estimate the first integral in (4.13) we change variables and use Proposition 2.2 to obtain
\[
\int_0^\infty \frac{|\Gamma (\xi, \eta)|}{(p + \eta)^{2+q} (\xi + p)^{1+q}} \, d\eta \, d\xi \leq p^2 \frac{1}{p p^{2+q}+1+q} \int_0^\infty \int_0^\infty \frac{|\Gamma (\xi, \eta)|}{(1+\eta)^{2+q} (\xi + 1)^{1+q}} \, d\eta \, d\xi \leq \frac{C}{p^{p+2q}}, \tag{4.15}
\]
where the last integral is bounded due to Lemma 2.4.

Using the estimates obtained in (4.14) and (4.15) in (4.13) we get
\[
|I_2| \leq C \frac{[\omega_1](2) [\omega_2](1)}{p^{p+2q}} + C \frac{[\omega_1](1) [\omega_2](2)}{p^{p+q+q}}.
\]
Together with (4.9) and (4.12) and using again \( p \geq 2 \) this then shows
\[
|L_2(p) - L_2(p+1)| \leq C \frac{[\omega_1](2) [\omega_2](1)}{p^{p+2q}} + C \frac{[\omega_1](1) [\omega_2](2)}{p^{p+q+q}} + C \frac{[\omega_1](1) [\omega_2](1)}{p^{p+q+q}}
\]
\[
\leq C \frac{(1+p)^{1-q}}{p^3} \left( [\omega_1](2) [\omega_2](1) + [\omega_1](1) [\omega_2](2) + [\omega_1](1) [\omega_2](1) \right),
\]
which finishes the proof.

\[\square\]

**Lemma 4.4.** There exists some constant \( C > 0 \) such that for all \( \omega_1, \omega_2 \in \mathcal{Y}_2 \) it holds
\[
\sup_{p \geq 2} \frac{p^3}{(1+p)^{1-q}} |L_1(p) - L_1(p+1)| \leq C \left( [\omega_1](2) \| \omega_2 \|_0 + \| \omega_1 \|_2 [\omega_2](1) \right),
\]
where \( L_1 \) is as in (4.5).

**Proof.** From the definition of \( L_1 \) we first obtain for \( p \geq 2 \) that
\[
L_1(p) - L_1(p+1)
\]
\[
= \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \left[ (\Omega''_1 (\xi + p) - \Omega''_1 (\xi + p + 1)) \frac{\Omega_2 (\eta + p) - \Omega_2 (\eta + 1)}{p - 1} \right] \, d\xi \, d\eta
\]
\[
+ \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \frac{\Omega''_1 (\xi + p + 1)}{p - 1} ((\Omega_2 (\eta + p) - \Omega_2 (\eta + 1)) - (\Omega_2 (\eta + p + 1) - \Omega_2 (\eta + 1))) \, d\xi \, d\eta
\]
\[
+ \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \frac{\Omega''_1 (\xi + p + 1)}{p - 1} (\Omega_2 (\eta + p + 1) - \Omega_2 (\eta + 1))(\frac{1}{p - 1} - \frac{1}{p}) \, d\xi \, d\eta.
\]
Rearranging then gives
\[
L_1(p) - L_1(p+1)
\]
\[
= \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \left[ (\Omega''_1 (\xi + p) - \Omega''_1 (\xi + p + 1)) \frac{\Omega_2 (\eta + p) - \Omega_2 (\eta + 1)}{p - 1} \right] \, d\xi \, d\eta
\]
\[
+ \frac{1}{p - 1} \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \Omega''_1 (\xi + p + 1) (\Omega_2 (\eta + p) - \Omega_2 (\eta + p + 1)) \, d\xi \, d\eta
\]
\[
+ \frac{1}{p (p - 1)} \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \Omega''_1 (\xi + p + 1) (\Omega_2 (\eta + p + 1) - \Omega_2 (\eta + 1)) \, d\xi \, d\eta =: (I) + (II) + (III).
\]
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We estimate the three terms separately. Using that $p \geq 2$ together with the monotonicity of $\Lambda$ and \[2.12\] we get

$$|\Omega_1'(\xi + p)| \leq C \frac{[\omega_1]_{(2)}}{(\xi + p)^{2+\theta}} \quad \text{and} \quad |\Omega_1''(\xi + p + 1)| \leq C \frac{[\omega_1]_{(2)}}{(\xi + p)^{2+\theta}}.$$ 

Similarly

$$|\Omega_2(\eta + p)| \leq C \frac{\|\omega_2\|_{(0)}}{(\eta + p)^{\theta}} \quad \text{and} \quad |\Omega_2(\eta + 1)| \leq C \frac{\|\omega_2\|_{(0)}}{(\eta + 1)^{\theta}}.$$ 

Thus altogether we get

$$|I| \leq \int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \left( |\Omega_1'(\xi + p)| + |\Omega_1''(\xi + p + 1)| \right) \frac{|\Omega_2(\eta + p)| + |\Omega_2(\eta + 1)|}{p - 1} \, d\eta \, d\xi$$

$$\leq C \frac{[\omega_1]_{(2)} \|\omega_2\|_{(0)}}{p} \int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(\xi + p)^{2+\theta}} \frac{\eta^\theta}{\eta^\theta} \, d\eta \, d\xi$$

$$= C \frac{[\omega_1]_{(2)} \|\omega_2\|_{(0)}}{p} \int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(\xi + 1)^{2+\theta}} \frac{\eta^\theta}{\eta^\theta} \, d\eta \, d\xi \leq C \frac{[\omega_1]_{(2)} \|\omega_2\|_{(0)}}{p^{2+2\theta}},$$

where we changed variables in the third step and used that the remaining integral on the right-hand side is bounded by a constant due to Lemma \[12.10\].

We next estimate the term \((II)\). Similarly as before we have for $p \geq 2$ that

$$|\Omega_1''(\xi + p + 1)| \leq C \frac{[\omega_1]_{(2)}}{(\xi + p)^{2+\theta}}$$

as well as

$$|\Omega_2(\eta + p) - \Omega_2(\eta + p + 1)| \leq [\omega_2]_{(1)} \int_{\eta + p}^{\eta + p + 1} \frac{(1 + s)^{-\theta}}{s^2} \, ds \leq C \frac{[\omega_2]_{(1)}}{(\eta + p)^{1+\theta}}.$$

Using this gives

$$|(II)| \leq \frac{1}{p - 1} \int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \left( |\Omega_1''(\xi + p + 1)| \right) \frac{|\Omega_2(\eta + p) - \Omega_2(\eta + p + 1)|}{p - 1} \, d\xi \, d\eta$$

$$\leq C \frac{[\omega_1]_{(2)} [\omega_1]_{(1)}}{p} \int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(\xi + p)^{2+\theta}} \frac{1}{(\eta + p)^{1+\theta}} \, d\xi \, d\eta$$

$$= C \frac{[\omega_1]_{(2)} [\omega_1]_{(1)}}{p} \int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(1 + \xi)^{2+\theta}} \frac{1}{(\eta + 1)^{1+\theta}} \, d\xi \, d\eta \leq C \frac{[\omega_1]_{(2)} [\omega_1]_{(1)}}{p^{3+2\theta}},$$

as the last integral on the right-hand side is bounded by some constant due to Lemma \[12.9\].

It remains to estimate \((III)\). For this we use similarly as before

$$|\Omega_1''(\xi + p + 1)| \leq C \frac{[\omega_1]_{(2)}}{(\xi + p)^{2+\theta}} \quad \text{and} \quad |\Omega_2(\eta + p + 1)| + |\Omega_2(\eta + 1)| \leq C \frac{\|\omega_2\|_{(0)}}{\eta^\theta}.$$
to obtain together with Lemma 12.10 that
\[ |(III)| \leq \frac{1}{(p-1)p} \int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| |\Omega'_1(\xi + p + 1) - (\Omega_2(\eta + p + 1) + |\Omega_2(\eta + 1)|) \, d\xi \, d\eta \]
\[ \leq C \frac{[\omega_1(2) \| \omega_2(0)]}{p^{2+2^\theta}} \int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \frac{1}{(\xi + p)^{2+\theta} \eta^p} \, d\xi \, d\eta \]
\[ = C \frac{[\omega_1(2) \| \omega_2(0)]}{p^{2+2^\theta}} \int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \frac{1}{(\xi + 1)^{2+\theta} \eta^p} \, d\eta \, d\xi \leq C \frac{[\omega_1(2) \| \omega_2(0)]}{p^{2+2^\theta}}. \]

Summarizing the estimates obtained for (I) – (III) we have
\[ |L_1(p) - L_1(p + 1)| \leq C \left( \frac{[\omega_1(2) \| \omega_2(0)]}{p^{2+2^\theta}} + \frac{[\omega_1(2) \| \omega_1(1)]}{p^{2+2^\theta}} + \frac{[\omega_1(2) \| \omega_2(0)]}{p^{2+2^\theta}} \right) \]
\[ \leq C \frac{[\omega_1(2) \| \omega_2(0)] + [\omega_1(2) \| \omega_2(1)]}{p^{2+2^\theta}} \]
for \( p \geq 2 \), finishing the proof. \( \square \)

As a consequence of the previous estimates we obtain

**Lemma 4.5.** There exists some constant \( C > 0 \) such that for all \( \omega_1, \omega_2 \in \mathcal{Y}_2 \) it holds
\[ \sup_{p > 0} \frac{p^3}{(1 + p)^{1-\theta}} |L(p) - L(p + 1)| \leq C \| \omega_1(2) \| \omega_2(2) \]
where \( L \) is as in (4.3).

**Proof.** The proof immediately follows from the estimates in Lemma 4.1, Lemma 4.3 and Lemma 4.4. \( \square \)

### 4.4 Estimates on \((1 - \zeta)m\)

**Lemma 4.6.** There exists some constant such that for any two solutions \( m_1 \) and \( m_2 \) of (2.2) the difference \( m := m_1 - m_2 \) satisfies
\[ |(1 - \zeta)m(2)| \leq C \left( \| m(1) \| + \varepsilon \| m(2) \| \right). \]

**Proof.** Recalling that the Laplace transform \( M \) of \( m \) satisfies (4.1), we have
\[ |(1 - \zeta)m(2)| = \sup_{p > 0} \frac{p^3}{(1 + p)^{1-\theta}} \left| \int_0^\infty x^2 (1 - e^{-x}) e^{-px} m(x) \, dx \right| = \sup_{p > 0} \frac{p^3}{(1 + p)^{1-\theta}} \left| M''(p) - M''(p + 1) \right|. \]

Using definition (4.4), we can rewrite and estimate
\[ \left| M''(p) - M''(p + 1) \right| \]
\[ \leq \left| \int_0^\infty x^2 e^{-px} B_2(\mu, \bar{\mu}) \, dx \right| + \left| \int_0^\infty x^2 e^{-(p+1)x} B_2(\mu, \bar{\mu}) \, dx \right| + \left| \int_0^\infty x^2 e^{-px} B_2(m, \mu) \, dx \right| \]
\[ + \left| \int_0^\infty x^2 e^{-(p+1)x} B_2(m, \mu) \, dx \right| + \left| \int_0^\infty x^2 e^{-px} B_2(m, m) \, dx \right| + \left| \int_0^\infty x^2 e^{-(p+1)x} B_2(m, m) \, dx \right| \]
\[ + \left| \int_0^\infty x^2 e^{-px} B_2(m, \bar{\mu}) \, dx \right| + \left| \int_0^\infty x^2 e^{-(p+1)x} B_2(m, \bar{\mu}) \, dx \right| + \left| \int_0^\infty x^2 e^{-px} B_2(m, m_1) \, dx \right| + \left| \int_0^\infty x^2 e^{-(p+1)x} B_2(m, m_1) \, dx \right| \]
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\[ + \int_0^\infty x^2 e^{-\mu x} B_2 (m_2, m) \, dx \right| + \int_0^\infty x^2 e^{-(p+1)\mu x} B_2 (m_2, m) \, dx \right| + \varepsilon |L [m, \mu_1] (p) - L [m, \mu_1] (p+1)| + \varepsilon |L [\mu_2, m] (p) - L [\mu_2, m] (p+1)| .
\]

From Proposition 3.3 and Lemma 4.5 we now obtain, using also \( \frac{(2+p)^{-\theta}}{(1+p)^{\theta}} \leq 2^{1-\theta} (1+p)^{-\theta} \), that
\[ |M'' (p) - M'' (p + 1)| \]
\[ \leq C \left( \| \bar{\mu} \|_{(1)} \| m \|_{(1)} + \| m \|_{(1)} \| m_1 \|_{(1)} + \| m_2 \|_{(1)} \| m \|_{(1)} \right) \frac{(1+p)^{1-\theta}}{p^3} + \varepsilon \left( \| m \|_{(1)} \| \mu_1 \|_{(2)} + \| m \|_{(2)} \| \mu_1 \|_{(1)} + \| m_2 \|_{(1)} \| m \|_{(2)} + \| m_2 \|_{(2)} \| m \|_{(1)} \right) \frac{(1+p)^{1-\theta}}{p^3} .
\]

Using that \( \| m_i \|_{(2)} = \| \mu_i - \bar{\mu} \|_{(2)} \leq \| \mu_i \|_{(2)} + \| \bar{\mu} \|_{(2)} \) together with Lemma 12.8 and Proposition 3.1 we get
\[ |M'' (p) - M'' (p + 1)| \leq C \frac{(1+p)^{1-\theta}}{p^3} \left( \| m \|_{(1)} + \varepsilon \| m \|_{(2)} \right) ,
\]
finishing the proof. \( \square \)

The following result will be used later to show some regularisation effect for the difference \( m \) of two solutions to (2.2) (see Proposition 3.6 and the corresponding proof in Section 7). It follows directly from Lemma 4.6 by interpolation.

**Proposition 4.7.** Let \( \delta > 0 \). Then there exists some constant \( C > 0 \) such that for \( \varepsilon > 0 \) sufficiently small and any two solutions \( m_1 \) and \( m_2 \) of (2.2) the difference \( m := m_1 - m_2 \) satisfies
\[ \| (1 - \zeta) m \|_{(2)} \leq C \| m \|_{(0)} + \delta \| m \|_{(2)} . \]

**Proof.** Applying first Lemma 12.2 with \( \delta = 1 \) and then Lemma 4.6 gives (using also Lemma 12.3)
\[ \| (1 - \zeta) m \|_{(2)} = \| (1 - \zeta) m \|_{(1)} + 2 \| (1 - \zeta) m \|_{(0)} + 2 \| (1 - \zeta) m \|_{(2)} \leq (1 + C_1) \| m \|_{(0)} + 2 \| m \|_{(2)} \leq 2 \| m \|_{(0)} + 2 \tilde{C} \| \mu \|_{(0)} + 2 \tilde{C} \| m \|_{(2)} , \]
where we applied Lemma 12.2 again (with \( \tilde{\delta} \)) in the last step. For \( \varepsilon, \tilde{\delta} \leq \delta/(4\tilde{C}) \) the claim follows. \( \square \)

### 5 Inversion of the linearised coagulation operator

In this section we give the proof of Proposition 3.5, i.e. we show that the linearised coagulation operator is well defined and can be inverted in the space \( X_{k,\chi} \).
**Proof of Proposition 3.5.** We first remark, that the relation \( TL = \hat{L} T \) is just an easy computation. 

To show the boundedness of \( \hat{L} \) and the existence and boundedness of the inverse, we proceed in three main steps. First we show that \( \hat{L} \) is well-defined and bounded, next we show that \( \hat{L} \) is invertible on \( X_{k,\chi} \) by computing the inverse explicitly and finally, using this explicit solution formula, we show that the inverse is also bounded.

**Step 1:** To show that \( \hat{L} \) is well-defined and bounded it suffices to show that for any \( M \in X_{k,\chi} \) we have

\[
\left| \int_0^r \int_0^q \left( \frac{M(r) - M(1)}{(1-r)r^2} - \frac{M'(r)}{r} \right) \, dr \, dq \right| \leq C \left[ M \right]_{(1,\chi)}^{(2,\chi)}
\]

while due to the definition of \( \left[ \cdot \right]_{(k,\chi)} \) and (2.12) this is equivalent to

\[
\left| \frac{d^\ell}{dp^\ell} \int_0^r \int_0^q \left( \frac{M(r) - M(1)}{(1-r)r^2} - \frac{M'(r)}{r} \right) \, dr \, dq \right| \leq C \left[ M \right]_{(1,\chi)}^{(2,\chi)} (p-\ell)
\]

for all \( p > 0 \) and \( \ell = 0, 1, 2 \). We first consider \( p > 1 \) and note that for \( r \geq 1 \) we have

\[
|M(r) - M(1)| = \left| \int_1^r M'(s) \, ds \right| \leq \left[ M \right]_{(1,\chi)} \int_1^r s^{-\chi} \, ds \leq \left[ M \right]_{(1,\chi)} (r-1)
\]

\[
|M(r) - M(1)| \leq C \left[ M \right]_{(1,\chi)} (r^{-\chi} + 1) \leq C \left[ M \right]_{(1,\chi)}.
\]

Together this gives

\[
|M(r) - M(1)| \leq C \left[ M \right]_{(1,\chi)} \min \{(r-1), 1\}. \tag{5.1}
\]

Using this, as well as \( \frac{\min \{(r-1), 1\}}{r-1} \leq \frac{2}{r} \) for \( r > 1 \), we find for \( p > 1 \) that

\[
\left| \int_p^\infty \int_q^\infty \left( \frac{M(r) - M(1)}{(1-r)r^2} - \frac{M'(r)}{r} \right) \, dr \, dq \right| \leq C \left[ M \right]_{(1,\chi)} \int_p^\infty \int_q^\infty \left( \frac{\min \{(r-1), 1\}}{(r-1)r^2} + r^{-2-\chi} \right) \, dr \, dq
\]

\[
\leq C \left[ M \right]_{(1,\chi)} \int_p^\infty \int_q^\infty \left( r^{-3} + r^{-2-\chi} \right) \, dr \, dq \leq C \left[ M \right]_{(1,\chi)} p^{-\chi}.
\]

For the first derivative we similarly get

\[
\left| \int_p^\infty \left( \frac{M(r) - M(1)}{(1-r)r^2} - \frac{M'(r)}{r} \right) \, dr \right| \leq C \left[ M \right]_{(1,\chi)} \int_p^\infty \left( \frac{\min \{(r-1), 1\}}{(r-1)r^2} + r^{-2-\chi} \right) \, dr
\]

\[
\leq C \left[ M \right]_{(1,\chi)} \int_p^\infty \left( r^{-3} + r^{-2-\chi} \right) \, dr \leq C \left[ M \right]_{(1,\chi)} p^{-1-\chi}.
\]

In the same way we obtain for the second derivative

\[
\left| \frac{M(p) - M(1)}{(p-1)p^2} - \frac{M'(p)}{p} \right| \leq C \left[ M \right]_{(1,\chi)} p^{-2-\chi}.
\]

For \( p \leq 1 \) we proceed similarly first noticing that for \( r \leq 1 \) we have

\[
|M(1) - M(r)| = \left| \int_r^1 M'(s) \, ds \right| \leq C \left[ M \right]_{(1,\chi)} \int_r^1 s^{-2} \, ds = C \left[ M \right]_{(1,\chi)} \frac{1-r}{r} \tag{5.2}
\]
Thus we get by splitting the integral

\[
\left| \int_p^\infty \int_q^1 \left( \frac{M(r) - M(1)}{(1-r)r^2} - \frac{M'(r)}{r} \right) \, dr \, dq \right|
\leq \left| \int_p^1 \int_q^1 (\cdots) \, dr \, dq \right| + \left| \int_p^\infty \int_0^1 (\cdots) \, dr \, dq \right| + \left| \int_1^\infty \int_q^\infty (\cdots) \, dr \, dq \right|
\leq C \left[ M \right]_{(1,\chi)} \int_p^\infty \int_q^\infty r^{-3} \, dr \, dq + C \left[ M \right]_{(1,\chi)} \int_0^1 \int_1^\infty \left( \frac{\min \{(r-1,1)\}}{(r-1)r^2} + r^{-2-\chi} \right) \, dr \, dq
+ C \left[ M \right]_{(1,\chi)} \int_1^\infty \int_1^\infty \left( \frac{\min \{(r-1,1)\}}{(r-1)r^2} + r^{-2-\chi} \right) \, dr \, dq
\leq C \left[ M \right]_{(1,\chi)} p^{-1} + C \left[ M \right]_{(1,\chi)} \leq C \left[ M \right]_{(1,\chi)} p^{-1}.
\]

Similarly we obtain for the first and second derivative

\[
\left| \int_p^\infty \left( \frac{M(r) - M(1)}{(1-r)r^2} - \frac{M'(r)}{r} \right) \, dr \right| \leq C \left[ M \right]_{(1,\chi)} p^{-2}
\]

and

\[
\left| \frac{M(p) - M(1)}{(1-p)p^2} - \frac{M'(p)}{p} \right| \leq C \left[ M \right]_{(1,\chi)} p^{-3}.
\]

Together this then shows the first step, i.e. that $\widehat{L}: X_{k,\chi} \to X_{k,\chi}$ is well-defined and $\left[ \widehat{L}M \right]_{(k,\chi)} \leq C_1 \left[ M \right]_{(k,\chi)}$ for some constant $C_1 > 0$.

**Step 2:** We next show that the inverse operator $\widehat{L}^{-1}: X_{k,\chi} \to X_{k,\chi}$ exists. Therefore let $G \in X_{k,\chi}$.

We then have to find $M \in X_{k,\chi}$ such that

\[
G = \widehat{L}M = M - 2 \int_p^\infty \int_q^\infty \left( \frac{M(r) - M(1)}{(1-r)r^2} - \frac{M'(r)}{r} \right) \, dr \, dq
\]

holds. Differentiating two times on both sides leads to

\[
G''(p) = M''(p) - \frac{2}{(1-p)p^2} (M(p) - M(1)) + \frac{2}{p} M'(p).
\]

Defining $H(p) := M(p) - M(1)$ we can rewrite this as

\[
(pH')' - H'' + H' - \left( \frac{2}{p} H \right)' = (p-1) G''.
\]

Using the decay properties at infinity of functions in $X_{k,\chi}$ we can integrate this equation on $(p, \infty)$ to obtain

\[
-pH'(p) + H'(p) - H(p) - M(1) + \frac{2}{p} H(p) = \int_p^\infty (s-1) G''(s) \, ds.
\]

Using $\frac{p^2}{(1-p)^2}$ as integrating factor we can further rewrite the equation to get

\[
\left( \frac{p^2}{1-p} H \right)' - \frac{p^2}{(1-p)^2} M(1) = \frac{p^2}{(1-p)^2} \int_p^\infty (s-1) G''(s) \, ds.
\]
Integrating now over \((0, p)\) gives

\[
H(p) = M(1) \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{(1-\xi)^2} d\xi + \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{(1-\xi)^2} \int_1^\infty (s-1) G''(s) ds d\xi.
\]

Note that due to the singularity \((1-\xi)^{-2}\) in the integrals this formula is a-priori only well defined for \(p < 1\). In order to get an expression that is valid for all \(p > 0\) we have to rearrange the expression for \(H\) (or \(M\) respectively). We furthermore note that the value \(M(1)\) is part of the problem and has also to be determined. Using the definition of \(H\) we now rewrite the solution formula in terms of \(M\) to get

\[
M(p) = M(1) + \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{(1-\xi)^2} \left( M(1) + \int_1^\infty (s-1) G''(s) ds \right) d\xi. \tag{5.3}
\]

Considering now the limit \(p \to 1\) it turns out, by using for example l'Hôpital’s rule, that

\[
\lim_{p \to 1} \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{(1-\xi)^2} \left( M(1) + \int_1^\infty (s-1) G''(s) ds \right) d\xi = M(1) + \int_1^\infty (s-1) G''(s) ds.
\]

Thus, to get a consistent solution, we have to choose the value \(M(1)\) such that

\[
M(1) = - \int_1^\infty (s-1) G''(s) ds = -G(1).
\]

Using this in \(5.3\) we obtain

\[
M(p) = -G(1) + \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{(1-\xi)^2} \int_1^\infty (s-1) G''(s) ds d\xi. \tag{5.4}
\]

One can easily see (by arguments similar to the one below) that this expression is valid for all \(p > 0\). In fact, assuming \(G\) to be analytic in \(\mathbb{C} \setminus [0, -\infty)\) one can even show that \(5.4\) defines an analytic function \(M\).

We can further simplify this expression using integration by parts and the decay properties of \(G\) to obtain

\[
M(p) = -G(1) + \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{(1-\xi)^2} \int_1^\xi (s-1) \frac{d}{ds} \left( G'(s) - G'(1) \right) ds d\xi
\]

\[
= -G(1) + \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{(1-\xi)^2} \left( -\xi^2 (G'(\xi) - G'(1)) + \int_\xi^1 G'(s) - G'(1) ds \right) d\xi
\]

\[
= -G(1) + \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{1-\xi} (G'(\xi) - G'(1)) d\xi - \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{1-\xi} \int_\xi^1 (G'(s) - G'(1)) ds \frac{d}{d\xi} (1-\xi)^{-1} d\xi.
\]

Integrating by parts again in the last integral on the right-hand side gives

\[
M(p) = -G(1) + \frac{1-p}{p^2} \int_0^p \frac{\xi^2}{1-\xi} (G'(\xi) - G'(1)) d\xi - \frac{1-p}{p^2} \left( \frac{p^2}{1-p} \int_0^1 G'(s) - G'(1) ds \right.
\]

\[
- \int_0^p \frac{2\xi}{1-\xi} \int_\xi^1 G'(s) - G'(1) ds d\xi + \int_0^p \frac{\xi^2}{1-\xi} (G'(\xi) - G'(1)) d\xi \right).
\]
Summarizing and rearranging we can simplify this expression to get

\[
M(p) = -G(1) - \int_0^1 G'(s) - G'(1) \, ds + \frac{1 - p}{p^2} \int_0^p \frac{2 \xi}{1 - \xi} \int_0^1 G'(s) - G'(1) \, ds \, d\xi
\]

\[
= -2G(1) + G(p) + G'(1)(1 - p) + 2 \frac{1 - p}{p^2} \int_0^p \frac{\xi}{1 - \xi} (G(1) - G(\xi)) \, d\xi - G'(1) \frac{1 - p}{p^2} \int_0^p 2\xi \, d\xi \quad (5.5)
\]

\[
= G(p) - 2G(1) + 2 \frac{1 - p}{p^2} \int_0^p \frac{\xi}{1 - \xi} (G(1) - G(\xi)) \, d\xi.
\]

**Step 3:** We now finish the proof by showing that \(M\) given by (5.4) satisfies \(M \in X_{k,\chi}\) and \([M]_{(k,\chi)} \leq C_2 \|G\|_{(k,\chi)}\), i.e. \(\|\mathcal{L}^{-1}G\|_{(k,\chi)} \leq C_2 \|G\|_{(k,\chi)}\). To do so we proceed similarly to the first step and again note that it suffices to consider \(M(p) - G(p)\) or to be more precise to show

\[
\left\| -2G(1) + 2 \frac{(1 - p)}{p^2} \int_0^p \frac{\xi}{1 - \xi} (G(1) - G(\xi)) \, d\xi \right\|_{(2,\chi)} \leq C \|G\|_{(1,\chi)}
\]

which is equivalent to

\[
\left| \frac{d^\ell}{dp^\ell} \left( -2G(1) + 2 \frac{(1 - p)}{p^2} \int_0^p \frac{\xi}{1 - \xi} (G(1) - G(\xi)) \, d\xi \right) \right| \leq C \|G\|_{(1,\chi)} A_\chi(p) p^{-\ell}
\]

for all \(p > 0\) and \(\ell = 0, 1, 2\). We consider again the cases \(p \leq 1\) and \(p > 1\) separately and begin with \(p \leq 1\). For \(\ell = 0\) we obtain together with (5.2)

\[
\left| -2G(1) + 2 \frac{(1 - p)}{p^2} \int_0^p \frac{\xi}{1 - \xi} (G(1) - G(\xi)) \, d\xi \right| \leq 2 |G(1)| + C \frac{1 - p}{p^2} \|G\|_{(1,\chi)} \int_0^p d\xi \leq C \|G\|_{(0,\chi)} + C \|G\|_{(1,\chi)} \frac{1 - p}{p} \leq C \|G\|_{(1,\chi)} p^{-1}.
\]

For the first derivative (i.e. \(\ell = 1\)) we obtain similarly

\[
\left| \frac{d}{dp} \left( -2G(1) + 2 \frac{(1 - p)}{p^2} \int_0^p \frac{\xi}{1 - \xi} (G(1) - G(\xi)) \, d\xi \right) \right| \leq C \|G\|_{(1,\chi)} \left( \frac{1}{p^2} + \frac{1}{p} \right)
\]

\[
\leq C \|G\|_{(1,\chi)} p^{-2}.
\]

For the second derivative (\(\ell = 2\)) we find in the same way

\[
\left| \frac{d^2}{dp^2} \left( -2G(1) + 2 \frac{(1 - p)}{p^2} \int_0^p \frac{\xi}{1 - \xi} (G(1) - G(\xi)) \, d\xi \right) \right| \leq 2 \left( \frac{6}{p^2} - \frac{2}{p^3} \right) \int_0^p \frac{\xi}{1 - \xi} (G(1) - G(\xi)) \, d\xi - \left( \frac{1}{p^2} - \frac{2}{p^3} \right) p (G(1) - G(p)) - \frac{G(1) - G(p)}{p^2} - \frac{G'(p)}{p}
\]

\[
\leq C \|G\|_{(1,\chi)} \left( \frac{1}{p^3} + \frac{1}{p^2} \right) \leq C \|G\|_{(1,\chi)} p^{-3}.
\]

This shows the expected behaviour for \(p \leq 1\). It thus remains to estimate \(M\) for \(p > 1\). Due to the constant \(G(1)\) occurring in (5.5) we have to exploit some cancellation in this case and it is thus
we can rewrite this as
\[-2G(1) + 2\frac{(1-p)}{p^2} \int_0^p \frac{\xi}{1-\xi} (G(1) - G(\xi)) \, d\xi\]

Before we estimate this term we collect some estimates. For
\[-\frac{2G(1) + 2\frac{(1-p)}{p^2} \int_0^1 \frac{\xi}{1-\xi} (G(1) - G(\xi)) \, d\xi + \frac{2(1-p)}{p^2} \int_1^p \left(1 + \frac{1}{\xi - 1}\right) (G(\xi) - G(1)) \, d\xi\]

Noting that due to (5.2) it holds
\[-2G(1) + 2\frac{(1-p)}{p^2} \int_0^1 \frac{\xi}{1-\xi} (G(1) - G(\xi)) \, d\xi\]

where we defined \( C_G := \int_0^1 \frac{\xi}{1-\xi} (G(1) - G(\xi)) \, d\xi \). Summarizing we then get
\[-2G(1) + 2\frac{(1-p)}{p^2} \int_0^1 \frac{\xi}{1-\xi} (G(1) - G(\xi)) \, d\xi\]

Noting that due to (5.2) it holds
\[-|C_G| \leq \int_0^1 \frac{\xi}{1-\xi} |G(1) - G(\xi)| \, d\xi \leq C \|G\|_{(1,\chi)} \quad \text{and} \quad |G(1)| \leq C \|G\|_{(0,\chi)}\]

and
\[-\sup_{p>1} \frac{p^{\ell+1}}{(1+p)^{1-\chi}} \left| \frac{d^{\ell}}{dp^\ell} \left( \frac{1}{p^n} \right) \right| \leq C = C(n, \ell, \chi) \quad \text{for all} \ n \in \mathbb{N} \ \text{and} \ \ell = 0, 1, 2,\]

it suffices to consider only the term
\[-\frac{2(1-p)}{p^2} \int_1^p G(\xi) - G(1) \frac{1}{\xi - 1} \, d\xi + \frac{2(1-p)}{p^2} \int_1^p G(\xi) \, d\xi.\]

Defining
\[-A(p) := 2 \left( \frac{1}{p^2} - \frac{1}{p} \right)\]

we can rewrite this as
\[-A(p) \int_1^p G(\xi) - G(1) \frac{1}{\xi - 1} \, d\xi + A(p) \int_1^p G(\xi) \, d\xi.\]

Before we estimate this term we collect some estimates. For \( p \geq 1 \) we have
\[-\left| \frac{d^k}{dp^k} A(p) \right| \leq C \frac{1}{p^{k+1}} \quad \text{for} \ k = 0, 1, 2.\]

Furthermore taking also (5.1) into account we have for \( p \geq 1 \)
\[-\left| \int_1^p \frac{G(\xi) - G(1)}{\xi - 1} \, d\xi \right| \leq C \|G\|_{(1,\chi)} \int_1^p \min \left\{ \frac{(\xi - 1), 1}{\xi - 1} \right\} \, d\xi \leq C \|G\|_{(1,\chi)} \int_1^p \frac{2}{\xi} \, d\xi \leq C \|G\|_{(1,\chi)} \log (p)\]
and similarly
\[
\left| \frac{G(p) - G(1)}{p - 1} \right| \leq C \|G\|_{(1,\chi)} p^{-1}.
\]
Finally for \( p \geq 1 \) we also have
\[
\left| \int_1^p G(\xi) \, d\xi \right| \leq C \|G\|_{(1,\chi)} \int_1^p \xi^{-\chi} \, d\xi \leq C \|G\|_{(1,\chi)} p^{1-\chi} \quad \text{and} \quad \left| \frac{d^k}{dp^k} G(p) \right| \leq C \|G\|_{(k,\chi)} p^{-\chi-k}
\]
for \( k = 0, 1, 2 \). Using these preliminary considerations we now go back to (5.6) and estimate this expression as well as the first and second derivative. We have for \( p > 1 \)
\[
|A(p)\int_1^p \frac{G(\xi) - G(1)}{\xi - 1} \, d\xi + A(p) \int_1^p G(\xi) \, d\xi| \leq C \|G\|_{(1,\chi)} \frac{1}{p} \left( \log(p) + p^{1-\chi} \right) \leq C \|G\|_{(1,\chi)} p^{-\chi}.
\]
For the first derivative we get
\[
\left| A'(p) \int_0^p \frac{G(\xi) - G(1)}{\xi - 1} \, d\xi + A(p) \frac{G(p) - G(1)}{p - 1} \right| + A'(p) \int_0^p G(\xi) \, d\xi + A(p) G(p) \right| \leq C \|G\|_{(1,\chi)} \left( \frac{\log(p)}{p^2} + \frac{1}{p^2} + \frac{p^{1-\chi}}{p^2} + \frac{p^{-\chi}}{p} \right) \leq C \|G\|_{(1,\chi)} p^{-1-\chi}.
\]
Finally for the second derivative we have (taking into account also the definition of \( A(p) \))
\[
\left| \frac{d^2}{dp^2} \left( A(p) \int_0^p \frac{G(\xi) - G(1)}{\xi - 1} \, d\xi + A(p) \int_1^p G(\xi) \, d\xi \right) \right| \leq \left| A''(p) \int_0^p \frac{G(\xi) - G(1)}{\xi - 1} \, d\xi \right| + 2 \left| A'(p) \frac{G(p) - G(1)}{p - 1} \right| + \left| A(p) \left( \frac{G'(p)}{p - 1} - \frac{G(p) - G(1)}{(p-1)^2} \right) \right| + \left| A''(p) \int_0^p G(\xi) \, d\xi \right| + 2 \left| A'(p) G(p) \right| + \left| A(p) G'(p) \right| \leq C \|G\|_{(1,\chi)} \left( \frac{\log(p)}{p^3} + \frac{1}{p^3} \right) + \frac{G'(p)}{p^2} + \frac{G(p) - G(1)}{p^2(p - 1)} \right| + C \|G\|_{(1,\chi)} \left( \frac{p^{1-\chi}}{p^3} + \frac{p^{-\chi}}{p^2} + \frac{p^{-1-\chi}}{p} \right) \leq C \|G\|_{(1,\chi)} p^{-1-\chi}.
\]
This then shows that \( \hat{\mathcal{L}}^{-1} \) is well-defined and bounded in \( X_{k,\chi} \) and thus finishes the proof.

6 Uniform bounds for \( \mu_k \) and smallness for \( m_k \)

In this section we show that each solution of (2.1) is uniformly bounded and each solution of (2.2) is small in the \( \|\cdot\|_{(2)} \)-norm under the appropriate rescaling as explained in Remark 2.1. The first step for this is the following technical Lemma.

Lemma 6.1. Let \( n \in \mathbb{N}_0 \). For any \( \delta > 0 \) there exists some constant \( p_* = p_* (\delta, n) > 0 \) such that it holds for any solution \( m_k \) of (2.2)
\[
p^{n+\theta} \int_0^\infty x^n e^{-px} m_k(x) \, dx \leq \delta \quad \text{for any } p > p_*.
\]
Proof. We first note that we can write \( m_k = \mu_k - \bar{\mu} \) with \( \bar{\mu} = 1 \) and \( \mu_k \) solving (2.1). For \( p \geq 2 \) we then get
\[
\int_0^\infty x^n e^{-px} m_k(x) \, dx \leq \int_0^{1/p} x^n e^{-px} \mu_k(x) \, dx + \int_{1/p}^\infty x^n e^{-px} \mu_k(x) \, dx + \int_0^\infty x^n e^{-px} \, dx \\
\leq \int_0^{1/p} x^n e^{-px} \mu_k(x) \, dx + \int_{1/p}^\infty x^n e^{-px} \mu_k(x) \, dx + \frac{n!}{p^{n+1}}.
\] (6.1)

We now estimate the integrals on the right-hand side. On the one hand using (2.8) together with a dyadic decomposition we have
\[
\int_0^\infty x^n e^{-px} \mu_k(x) \, dx = \sum_{\ell=0}^\infty \int_0^{1/p \cdot 2^{\ell+1} p} x^n e^{-px} \mu_k(x) \, dx \leq C \sum_{\ell=0}^\infty \left( \frac{2^{\ell+1} p}{p} \right)^{n+1} e^{-2^{\ell} p} \leq C p^{-n-1}.
\] (6.2)

On the other hand we get by means of (2.8) that
\[
\int_0^{1/p} x^n e^{-px} \mu_k(x) \, dx \leq p^{-n} \int_0^{1/p} \mu_k(x) \, dx \leq C \eta p^{\eta-1-n}.
\] (6.3)

Then plugging (6.2) and (6.3) into (6.1) we obtain
\[
\int_0^\infty x^n e^{-px} m_k(x) \, dx \leq C \eta, n, p^{n-1} + p^{\eta-n-1} \leq \delta p^{-n-\theta}
\]
for \( \eta \) sufficiently small and \( p > p_* = p_*(\delta, n) \) sufficiently large.

With Lemma 6.1 we can show the smallness of \( m_k = \mu_k - \bar{\mu} \) in the \( \| \cdot \|_0 \)-norm for \( k = 1, 2 \).

**Lemma 6.2.** For given \( \delta > 0 \) there exists \( \varepsilon_0 > 0 \) such that the following holds for any \( \varepsilon < \varepsilon_0 \) and any solution \( \mu_k \) of (2.1) it holds
\[
\| \mu_k - \bar{\mu} \|_0 \leq \delta.
\] (6.4)

**Proof.** Recalling (2.3), (2.4) and (2.5) we will derive (6.4). If \( U_k \) and \( \bar{U} \) denote the Laplace transforms of \( \mu_k \) and \( \bar{\mu} = 1 \) respectively, and \( F_k \) and \( \bar{F} \) the desingularised Laplace transforms of \( f_k \) and \( \bar{f} \) respectively, i.e. \( F_k = \int_0^\infty (1 - e^{-px}) f_k(x) \, dx \), then we have the relation
\[
U_k(p) = -F_k(p-1) + U_k(1)
\] (6.5)
eq., while (2.4) means that \( \sup_{p>1} \frac{1+p}{p} |F_k(p) - \bar{F}(p)| \leq \delta \).

We first notice that \( U_k - \bar{U} \) is the Laplace transform of \( m_k = \mu_k - \bar{\mu} \) and thus due to Lemma 6.1 we have
\[
p^\theta |U_k(p) - \bar{U}(p)| \leq \delta, \quad p \geq p_0.
\]
On the other hand (2.4) implies that \( \left| \int_0^\infty (f_k(x) - e^{-x}) \psi(x) \, dx \right| \) can be made small for small \( \varepsilon \) for any smooth test function \( \psi \) with compact support. Due to (2.3) and (2.5) the regions for large and small \( x \) can be made arbitrarily small and hence it follows that
\[
|U_k(1) - \bar{U}_k(1)| = \left| \int_0^\infty (f_k(x) - e^{-x}) \, dx \right| \leq \delta
\]
if $\varepsilon$ is sufficiently small. Then it also follows from (2.4) and (6.5) that

$$
\sup_{p \in (0,p_0)} \frac{p}{(1 + p)^{1-\theta}} |U_k(p) - \bar{U}(p)| \leq \delta
$$

for sufficiently small $\varepsilon$. \hfill \Box

### 6.1 Proof of Proposition 3.1

*Proof of Proposition 3.1* The proof immediately follows from Lemma 6.2 together with Lemma 12.8 noting that $\mu_k$ is non-negative.

*Remark 6.3.* Noting that $m_k = \mu_k - \bar{\mu}$ and the Laplace transform of $\bar{\mu} = 1$ is just $1/p$ we also get from Proposition 3.1 that $\|m_k\|_{(2)}$ is uniformly bounded for any $m_k$ solving (2.2).

### 6.2 Proof of Proposition 3.2

We next show that the $[\cdot]_{(2)}$-norm of any solution $m$ of (2.2) can be estimated by the $\|\cdot\|_{(0)}$-norm and some small constant.

**Lemma 6.4.** For given $\delta > 0$ there exists $C > 0$ and $\varepsilon_0 > 0$ such that for any $\varepsilon < \varepsilon_0$ and any $m_k$ solving (2.2) it holds

$$
[m_k]_{(2)} \leq C \|m_k\|_{(0)} + \delta.
$$

*Proof.* We will consider two different regions for $p$; the region where $p$ is large can be controlled by Lemma 6.1 while for small $p$ we will use (2.2) to control the norm of $m_k$.

We start with the region where $p$ is large and get from Lemma 6.1 that

$$
\left| \int_0^\infty x^2 e^{-px} m_k(x) \, dx \right| \leq \delta p^{-2-\theta}.
$$

(6.6)

for sufficiently large $p > p_*= p_*(\delta)$.

In order to control the region where $p < p_*$, we use (2.2) together with Proposition 3.3 to obtain

$$
\left| \int_0^\infty x^2 e^{-px} B_W (\omega_1, \omega_2) (x) \, dx \right| \leq C \|\omega_1\|_{(2)} \|\omega_2\|_{(2)} \frac{(p + 1)^{1-(\theta-\alpha)}}{p^3}.
$$

(6.7)

Using $\bar{\mu} + m_k = \mu_k$, (6.7) and Proposition 3.3 we obtain from (2.2) for $p \in (0, p_*)$ that

$$
\left| \int_0^\infty x^2 e^{-px} m_k (x) \, dx \right| \leq \left| \int_0^\infty x^2 e^{-px} B_2 (\bar{\mu}, m_k) \, dx \right| + \left| \int_0^\infty x^2 e^{-px} B_2 (m_k, \bar{\mu}) \, dx \right|
\leq \left| \int_0^\infty x^2 e^{-px} B_2 (m_k, m_k) \, dx \right| + \varepsilon \left| \int_0^\infty x^2 e^{-px} B_W (\mu_k, \mu_k) \, dx \right|
\leq C \left( \|\bar{\mu}\|_{(1)} \|m_k\|_{(1)} + \|m_k\|_{(1)}^2 \right) \frac{\Lambda(p)}{p^2} + C (p_*) \varepsilon \|\mu_k\|_{(2)} \frac{\Lambda(p)}{p^2}.
$$
Using furthermore that \( \|m_k\|_{(1)} \), \( \|\mu_k\|_{(2)} \) and \( \|\bar{\mu}\|_{(1)} \) are uniformly bounded by some constant due to Proposition 3.1 and Remark 6.3 we further get
\[
\sup_{p \in (0,p^*)} \frac{(1 + p)^{1-\theta}}{p^3} \left| \int_0^\infty x^2 e^{-px} m_k(x) \, dx \right| \leq C \|m_k\|_{(1)} + C (p^*) \varepsilon.
\]
Applying the interpolation result from Lemma 12.2 with \( \delta_1 > 0 \) gives
\[
\sup_{p \in (0,p^*)} \frac{(1 + p)^{1-\theta}}{p^3} \left| \int_0^\infty x^2 e^{-px} m_k(x) \, dx \right| \leq C (\delta_1) \|m_k\|_{(0)} + C \delta_1 \|m_k\|_{(2)} + C (p^*) \varepsilon
\]
\[
\leq C (\delta_1) \|m_k\|_{(0)} + C \delta_1 + C (p^*) \varepsilon.
\]
Choosing then \( \delta_1 \) and \( \varepsilon \) sufficiently small the claim follows with (6.6).

**Proof of Proposition 7.1** This follows directly from Lemma 6.2 and Lemma 6.4 taking also Lemma 12.1 into account.

7 Boundary layer estimate and regularising effect

In this section we derive an estimate for \( \zeta m \), where \( m = m_1 - m_2 \) is the difference of two solutions \( m_1 \) and \( m_2 \) of equation (2.2). Note that from now on we always assume \( \alpha > 0 \) since for \( \alpha = 0 \) the analysis of the boundary layer as well as the regularising effect is not necessary.

**Proposition 7.1.** For any \( \delta_* > 0 \) it holds
\[
\|\zeta m\|_{(2)} \leq \delta_* \|m\|_{(2)} + C_{\delta_*} \| (1 - \zeta) m \|_{(1)} ,
\]
if \( \varepsilon \) is sufficiently small.

As the proof of this result is quite technical and the main part of this work we first derive the proofs of Proposition 3.7 and Proposition 3.6 while the proof of Proposition 7.1 will be postponed to Sections 8–11.

**Proof of Proposition 7.1** The claim follows directly from Proposition 7.1 by interpolation, i.e. using Lemmas 12.2 and 12.3.

**Proof of Proposition 7.6** Writing \( m = (1 - \zeta) m + \zeta m \) the claim follows from Propositions 3.7 and 4.7 together with Lemma 12.3.

8 The boundary layer equation - Proof of Proposition 7.1

To obtain estimates for \( \|\zeta m\|_{(0)} \) we rewrite (2.1) as
\[
x \nu_j(x) = \int_0^x \beta_K(y; \mu_j) \nu_j(y) \, dy - R_K(x)
\]
with the notations \( \nu_j(x) = xe^{-x}\mu_j(x) \),
\[
\beta_K(y; \mu_j) = \int_0^\infty K(y,z)\mu_j(z)e^{-z} \, dz ,
\]
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\[ R_K(x) = \int_0^x \int_0^{x-y} K(y, z) y \mu_j(y) \mu_j(z) e^{-(y+z)} \, dz \, dy. \]

In order to cancel singular terms at the origin we need to use the fact that \( \beta_2(x; \mu_j) = \beta_2(\mu_j) \) is close to 2. We reformulate (8.1) in a more convenient form by differentiating in (8.1) to obtain
\[(x \nu_j(x))_x = \frac{\beta_2(\mu_j)}{x} (x \nu_j(x)) + \frac{\varepsilon \beta_W(x; \mu_j)}{x} e^{-x} (x \nu_j(x)) + \varepsilon \beta_W(x; \mu_j) \left(1 - e^{-x}\right) \nu_j(x) - (R_K(x))_x.\]

Using the integrating factor
\[ \Phi(x; \mu_j) := \varepsilon \int_x^\infty \frac{\beta_W(t; \mu_j)}{t} e^{-t} \, dt \] (8.2)
and that \( x \nu_j(x) \exp (\Phi(x; \mu_j)) \big|_{x=\infty} = 0 \) we can integrate the equation. Dividing by \( \exp (\Phi(x; \mu_j)) \) and recalling that \( \nu_j(x) = x e^{-x} \mu_j(x) \) it follows that
\[
\zeta(x) \mu_j(x) = -x^{\beta_2(\mu_j)-2} \int_x^\infty \xi^{-\beta_2(\mu_j)} \exp (-\Phi(x; \mu_j) + \Phi(\xi; \mu_j)) \varepsilon \beta_W(\xi; \mu_j) \left(1 - e^{-\xi}\right) \xi e^{-\xi} \mu_j(\xi) \, d\xi
+ x^{\beta_2(\mu_j)-2} \int_x^\infty \xi^{-\beta_2(\mu_j)} \exp (-\Phi(x; \mu_j) + \Phi(\xi; \mu_j)) (R_K(\xi))_\xi \, d\xi.
\]

For a shorter notation we introduce
\[ \kappa_j = \beta_2(\mu_j) - 2, \quad \Phi_j(\cdot) = \Phi(\cdot; \mu_j), \quad j = 1, 2. \]

**Remark 8.1.** We notice that \( \kappa_k = 2 \left(U_k(1) - \tilde{U}(1)\right) \) and thus we obtain from Lemma 6.2 that
\[ |\kappa_k| \leq C \|\mu_k - \tilde{\mu}\|_{(0)} \to 0 \quad \text{as} \quad \varepsilon \to 0. \]

Then, also evaluating \( (R_K(\xi))_\xi \), we find
\[
\zeta(x) \mu_j(x) = -\varepsilon \int_x^\infty \left( \frac{x}{\xi} \right)^{\kappa_j} e^{\Phi_j(\xi)} \beta_W(\xi; \mu_j) \left(1 - e^{-\xi}\right) e^{-\xi} \mu_j(\xi) \, d\xi
+ \int_x^\infty \frac{e^{-\xi}}{\xi^2} \left( x \xi \right)^{\kappa_j} e^{\Phi_j(\xi)} \int_0^\xi K(y, \xi-y) y \mu_j(y) \mu_j(\xi-y) \, dy \, d\xi. \] (8.3)

In order to prove Proposition 7.1 we need to obtain the difference of the Laplace transform of the left-hand side of (8.3) for \( j = 1, 2 \). We denote by \( U_j \) and \( \tilde{U} \) the Laplace transforms of \( \mu_j \) and \( \tilde{\mu} \) for \( j = 1, 2 \) and note that due to the definition of \( m_j \) it holds \( m_1 - m_2 = m_1 - m_2 \), thus we can consider \( \Delta \mu := \mu_1 - \mu_2 \) instead of \( m \). Then it holds
\[ U_j(p) = \int_0^\infty \mu_j(x) e^{-px} \, dx \quad \text{and} \quad U_j''(p+1) = \int_0^\infty x^2 \zeta(x) \mu_j(x) e^{-px} \, dx. \]

Multiplying equation (8.3) with \( (x) x^2 e^{-px} \) and integrating we thus find
\begin{align*}
U_j''(p+1) &= -\varepsilon \int_0^\infty \int_0^\xi x^2 e^{-px} \left( \frac{x}{\xi} \right)^{\kappa_j} e^{\Phi_j(\xi)} \beta_W(\xi; \mu_j) \left(1 - e^{-\xi}\right) \mu_j(\xi) \, dx \, d\xi
+ \int_0^\infty \int_0^\xi e^{-\xi} \left( \frac{x}{\xi} \right)^{\kappa_j} e^{\Phi_j(\xi)} \int_0^\xi K(y, \xi-y) y \mu_j(y) \mu_j(\xi-y) \, dy \, d\xi
- \varepsilon \int_0^\infty \int_0^\xi x^2 e^{-\xi} \left( \frac{x}{\xi} \right)^{\kappa_j} e^{\Phi_j(\xi)} \beta_W(\xi; \mu_j) \left(1 - e^{-\xi}\right) \mu_j(\xi) \, dx \, d\xi
+ \int_0^\infty \int_0^\infty e^{-p(y+z)} \left( \frac{x}{y+z} \right)^{\kappa_j} e^{\Phi_j(y+z)} K(y, z) y \mu_j(y) \mu_j(z) \, dx \, dz \, dy.
\end{align*}
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By taking the difference of the equations for \( j = 1 \) and \( j = 2 \) and rearranging we then obtain

\[
U''_1 (p + 1) - U''_2 (p + 1) = -\varepsilon [K_1 + K_2 + K_3 + K_4] + [J_1 + J_2 + J_3]
\]

with

\[
K_1 = \int_0^\infty \int_0^\xi x^2 e^{-px} \left( \left( \frac{x}{\xi} \right)^\kappa_1 - \left( \frac{x}{\xi} \right)^\kappa_2 \right) \frac{e^{\Phi_1 (\xi)}}{e^{\Phi_1 (x)}} \beta_W (\xi; \mu_1) \left( \frac{1 - e^{-\xi}}{\xi} \right) e^{-\xi} \mu_1 (\xi) \, dx \, d\xi,
\]

\[
K_2 = \int_0^\infty \int_0^\xi x^2 e^{-px} \left( \frac{x}{\xi} \right)^\kappa_2 \left( \frac{e^{\Phi_1 (\xi)}}{e^{\Phi_1 (x)}} - \frac{e^{\Phi_2 (\xi)}}{e^{\Phi_2 (x)}} \right) \beta_W (\xi; \mu_1) \left( \frac{1 - e^{-\xi}}{\xi} \right) e^{-\xi} \mu_1 (\xi) \, dx \, d\xi,
\]

\[
K_3 = \int_0^\infty \int_0^\xi x^2 e^{-px} \left( \frac{x}{\xi} \right)^\kappa_2 \frac{e^{\Phi_2 (\xi)}}{e^{\Phi_2 (x)}} (\beta_W (\xi; \mu_1) - \beta_W (\xi; \mu_2)) \left( \frac{1 - e^{-\xi}}{\xi} \right) e^{-\xi} \mu_1 (\xi) \, dx \, d\xi,
\]

\[
K_4 = \int_0^\infty (1 - e^{-y}) e^{-y} (1 + y) H(y, p) \beta_W (y; \mu_2) (\mu_1 (y) - \mu_2 (y)) \, dy
\]

and (using the notation \( \int_\Sigma (\cdots) := \int_0^\infty \int_0^{y+z} (\cdots) \, dx \, dz \, dy \))

\[
J_1 = \int_\Sigma \frac{e^{-(y+z)}}{(y+z)^2} x^2 e^{-px} \left( \left( \frac{x}{y+z} \right)^\kappa_1 - \left( \frac{x}{y+z} \right)^\kappa_2 \right) \frac{e^{\Phi_1 (y+z)}}{e^{\Phi_1 (x)}} K(y, z) y \mu_1 (y) \mu_1 (z),
\]

\[
J_2 = \int_\Sigma \frac{e^{-(y+z)}}{(y+z)^2} x^2 e^{-px} \left( \frac{x}{y+z} \right)^\kappa_2 \left( \frac{e^{\Phi_1 (y+z)}}{e^{\Phi_1 (x)}} - \frac{e^{\Phi_2 (y+z)}}{e^{\Phi_2 (x)}} \right) K(y, z) y \mu_1 (y) \mu_1 (z),
\]

\[
J_3 = \int_0^\infty \int_0^\infty e^{-(y+z)} H(y, p) (1 + y + z) \frac{y}{y+z} \, K(y, x) (\mu_1 (y) \mu_1 (z) - \mu_2 (y) \mu_2 (z)) \, dz \, dy,
\]

where we also defined the function

\[
H(y, p) := \frac{1}{y (1+y)} \int_0^y x^2 e^{-px} \left( \frac{x}{y} \right)^\kappa_2 \frac{e^{\Phi_2 (y)}}{e^{\Phi_2 (x)}} \, dx.
\]

To prove Proposition 7.1 we then have to control the terms \( K_1 - K_4 \) and \( J_1 - J_3 \), while it is relatively easy to control \( K_1 - K_3 \) and \( J_1 \) and \( J_2 \). The hard part is then to estimate the expressions \( K_4 \) and \( J_3 \) as these are Laplace transforms of products. Therefore they might be written as convolutions of Laplace transforms. The main difficulties in estimating these terms are then that we have to show that the inverse Laplace transform of \( H \) exists to obtain suitable estimates for it.

In the following we will denote by \( \delta > 0 \) some small constant and assume implicitly that we take \( \varepsilon \) sufficiently small such that \( |\kappa_j| \leq \delta \).

**Remark 8.2.** From the definition of \( \beta_W \) together with (1.9), (2.3), (2.5) and (2.6) we have

\[
0 \leq \beta_W (\xi; \mu_j) \leq C (\xi^{-\alpha} + \xi^\alpha).
\]

**Proof of Proposition 7.1** In the following we will estimate the terms \( K_i \) and \( J_i \) separately, while for the terms \( K_i \) it suffices to show that they are bounded by \( \|m\|_{(2)} \) due to the additional factor \( \varepsilon \) in front of them.
8.1 Estimates for $K_1$ and $J_1$

We start by estimating $K_1$ and $J_1$ and we will show for any $\delta_0 > 0$ $$\varepsilon |K_1| + |J_1| \leq \delta_0 \| \mu_1 - \mu_2 \|_{(0)} + C\delta_0 \| (1 - \zeta) (\mu_1 - \mu_2) \|_{(0)},$$ (8.4)

which suffices due to Lemma 12.1. For this we first note that from the definition of $\Phi$ as well as the non-negativity of $\beta_W$ it follows that $\Phi_j$ is non-increasing, i.e. for $x \leq \xi$ it holds

$$\Phi_j (\xi) - \Phi_j (x) \leq 0 \quad \text{and} \quad \frac{e^{\Phi_j(x)}}{e^{\Phi_j(\xi)}} \leq 1.$$ 

Furthermore, using the elementary inequality $|e^{-a} - e^{-b}| \leq |a - b|$ for $a, b > 0$ we find for $0 < x \leq \xi$ and sufficiently small $\varepsilon > 0$, using also Remark 8.1 that

$$\left| \left( \frac{x}{\xi} \right)^{\kappa_1} - \left( \frac{x}{\xi} \right)^{\kappa_2} \right| = e^{-\log \left( \frac{\xi}{x} \right) \min \{ \kappa_1, \kappa_2 \}} |e^{-\log \left( \frac{\xi}{x} \right) (\kappa_1 - \min \{ \kappa_1, \kappa_2 \})} - e^{-\log \left( \frac{\xi}{x} \right) (\kappa_2 - \min \{ \kappa_1, \kappa_2 \})}|$$

$$\leq \left( \frac{\xi}{x} \right)^{\delta} \log \left( \frac{\xi}{x} \right) |\kappa_1 - \kappa_2|.$$ 

In the same way we get for $x \leq y + z$ that

$$\frac{e^{\Phi_j(y+z)}}{e^{\Phi_j(x)}} \leq 1 \quad \text{and} \quad \left| \left( \frac{x}{y+z} \right)^{\kappa_1} - \left( \frac{x}{y+z} \right)^{\kappa_2} \right| \leq \left( \frac{y+z}{x} \right)^{\delta} \log \left( \frac{y+z}{x} \right) |\kappa_1 - \kappa_2|.$$ 

Using this, Remark 8.2 as well as $\frac{1 - e^{-\xi}}{\xi} \leq C$ and $\log w \leq Cw^\delta$ for $w \geq 1$ we obtain

$$|K_1| \leq C \int_0^\infty \int_0^\xi x^2 e^{-px} \left( \frac{\xi}{x} \right)^{\delta} \log \left( \frac{\xi}{x} \right) \left[ \xi^{-\alpha} + \xi^\alpha \right] e^{-\xi} \mu_1 (\xi) \, dx \, d\xi |\kappa_1 - \kappa_2|$$

$$\leq C \int_0^\infty \int_0^\xi x^2 e^{-px} x^{-2\delta} \xi^{2\delta} \left( \xi^{-\alpha} + \xi^\alpha \right) e^{-\xi} \mu_1 (\xi) \, d\xi |\kappa_1 - \kappa_2|$$

$$= C \int_0^\infty \xi^{2\delta} \left( \xi^{-\alpha} + \xi^\alpha \right) e^{-\xi} \mu_1 (\xi) \int_0^\xi x^{2-2\delta} e^{-px} \, dx \, d\xi |\kappa_1 - \kappa_2|.$$ 

To control the remaining integral we note that

$$\int_0^\xi x^{2-2\delta} e^{-px} \, dx \leq \begin{cases} \frac{\xi^{3-2\delta}}{p^{3-2\delta}} & p \leq 1 \\ \frac{C}{p^{3-2\delta}} & p \geq 1. \end{cases}$$

Using this we find together with (2.3) and (2.5) that

$$|K_1| \leq \int_0^\infty \xi^{3} \left( \xi^{-\alpha} + \xi^\alpha \right) e^{-\xi} \mu_1 (\xi) \, d\xi |\kappa_1 - \kappa_2| \leq C |\kappa_1 - \kappa_2| \quad \text{for} \quad p \leq 1$$

as well as

$$|K_1| \leq \frac{C}{p^{3-2\delta}} \int_0^\infty \xi^{2\delta} \left( \xi^{-\alpha} + \xi^\alpha \right) e^{-\xi} \mu_1 (\xi) \, d\xi |\kappa_1 - \kappa_2| \leq C p^{-2-\theta} |\kappa_1 - \kappa_2| \quad \text{for} \quad p \geq 1.$$
Together this shows

\[ |K_1| \leq C |\kappa_1 - \kappa_2| \frac{(1 + p)^{1-\theta}}{p^3}. \]

Similarly using that we have \( K(y, z) \leq C \left( \frac{(y)}{y}^\alpha + \left( \frac{z}{y} \right)^\alpha \right) \) we get

\[ |J_1| \leq C \int_0^\infty \int_0^\infty \int_0^\infty \frac{e^{-(y+z)}}{(y+z)^{1-2\delta}} \left( \left( \frac{y}{z} \right)^\alpha + \left( \frac{z}{y} \right)^\alpha \right) y \mu_1(y) \mu_1(z) dz \, dy \, |\kappa_1 - \kappa_2| \]

\[ \leq C \int_0^\infty \int_0^\infty (y+z) \left( \left( \frac{y}{z} \right)^\alpha + \left( \frac{z}{y} \right)^\alpha \right) \mu_1(y) \mu_1(z) \int_0^{y+z} x^{2-2\delta} e^{-px} dx \, dz \, dy \, |\kappa_1 - \kappa_2| \]

\[ \leq C |\kappa_1 - \kappa_2| \frac{(1 + p)^{1-\theta}}{p^3}. \]

Thus it remains to estimate \( |\kappa_1 - \kappa_2| \). Since \( |\kappa_1 - \kappa_2| = 2 |U_1(1) - U_2(1)| \) it suffices to estimate \( U_1(1) - U_2(1) \) which will be done by some interpolation argument via

\[ |U_1(1) - U_2(1)| = \left| \int_0^\infty (\mu_1(z) - \mu_2(z)) e^{-z} \right| \]

\[ \leq \left| \int_0^\infty (\mu_1(z) - \mu_2(z)) e^{-z} e^{-nz} \right| + \left| \int_0^\infty (\mu_1(z) - \mu_2(z)) e^{-z} (1 - e^{-nz}) \right| \]

\[ \leq \|\mu_1 - \mu_2\|_0 \frac{(2 + n)^{1-\theta}}{(1 + n)} + \int_0^\infty (\mu_1(z) - \mu_2(z)) (1 - \zeta(z)) \frac{1 - e^{-nz}}{1 - e^{-z}} e^{-z} dz \]

Using

\[ \frac{1 - e^{-nz}}{1 - \zeta} = \sum_{k=0}^{n-1} e^{-kz} \]

we can further rewrite

\[ |U_1(1) - U_2(1)| \leq C \frac{\|\mu_1 - \mu_2\|_0}{(1 + n)^\theta} + \sum_{k=0}^{n-1} \left| \int_0^\infty (\mu_1(z) - \mu_2(z)) (1 - \zeta(z)) e^{-(k+1)z} \right| \]

\[ \leq C \frac{\|\mu_1 - \mu_2\|_0}{(1 + n)^\theta} + \|(1 - \zeta) (\mu_1 - \mu_2)\|_0 \sum_{k=0}^{n-1} \frac{(2 + k)^{1-\theta}}{(1 + k)} \]

\[ \leq \delta_0 \|\mu_1 - \mu_2\|_0 + C \delta_0 \|(1 - \zeta) (\mu_1 - \mu_2)\|_0 \]

for any \( \delta_0 > 0 \). Summarizing we have thus shown

\[ \varepsilon |K_1| + |J_1| \leq \left( \delta_0 \|\mu_1 - \mu_2\|_0 + C \delta_0 \|(1 - \zeta) (\mu_1 - \mu_2)\|_0 \right) \frac{(1 + p)^{1-\theta}}{p^3}, \]

which is just \( 8.4 \).
8.2 Estimate of $K_2$ and $J_2$

Next we estimate $K_2$ and $J_2$, i.e. we show
\[ \varepsilon [K_2] \leq C \varepsilon (\| \mu_1 - \mu_2 \|) \]  \hspace{1cm} (8.5)

For this we will use the following estimate which is a consequence of the monotonicity of $\Phi_j$ as well as the elementary inequality $|e^{-a} - e^{-b}| \leq |a - b|$ for $a, b \geq 0$. For $0 < x \leq \xi$ we have $0 \leq \Phi_j (\xi) \leq \Phi_j (x)$ and thus
\[ \left| \frac{e^{\Phi_1 (\xi)}}{e^{\Phi_1 (x)}} - \frac{e^{\Phi_2 (\xi)}}{e^{\Phi_2 (x)}} \right| = \left| e^{-(\Phi_1 (x) - \Phi_1 (\xi))} - e^{-(\Phi_2 (x) - \Phi_2 (\xi))} \right| \leq \left| \Phi_1 (x) - \Phi_1 (\xi) - \Phi_2 (x) + \Phi_2 (\xi) \right| \leq \left| \Phi_1 (\xi) - \Phi_2 (\xi) \right| + \left| \Phi_1 (x) - \Phi_2 (x) \right|. \]

In the same way we get for $x \leq y + z$
\[ \left| \frac{e^{\Phi_1 (y+z)}}{e^{\Phi_1 (x)}} - \frac{e^{\Phi_2 (y+z)}}{e^{\Phi_2 (x)}} \right| \leq \left| \Phi_1 (y + z) - \Phi_2 (y + z) \right| + \left| \Phi_1 (x) - \Phi_2 (x) \right|. \]

Using this for $K_2$ and $J_2$ we obtain
\[ |K_2| \leq \int_0^\infty \int_0^\delta x^2 e^{-px} \left( \frac{\xi}{x} \right)^\delta (|\Phi_1 (x) - \Phi_2 (x)| + |\Phi_1 (\xi) - \Phi_2 (\xi)|) \beta_W (\xi; \mu_1) e^{-\xi \mu_1 (\xi)} \, dx \, d\xi \quad \hspace{1cm} (8.6) \]

and
\[ |J_2| \leq \int_0^\infty \left( \frac{y + z}{x} \right)^\delta (|\Phi_1 (y + z) - \Phi_2 (y + z)| + |\Phi_1 (x) - \Phi_2 (x)|) K (y, z) y \mu_1 (y) \mu_1 (z) \]. \hspace{1cm} (8.7)

In order to continue we have to estimate $\Phi_1 - \Phi_2$ and we thus rewrite this difference in terms of the Laplace-transforms of $\mu_1$ and $\mu_2$. From the definition of $\Phi_j$ it holds together with Proposition [2.2] that
\[ \Phi_j (x) = \varepsilon \int_x^\infty \frac{\beta_W (t, \mu_j)}{t} e^{-t} \, dt = \varepsilon \int_x^\infty \int_0^\infty W (t, z) \mu_j (z) e^{-z} \, dz \, \frac{e^{-t}}{t} \, dt \]
\[ = \varepsilon \int_x^\infty \int_0^\infty \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) e^{-\xi t - \eta z} \, d\eta \mu_j (z) e^{-z} e^{-t} \left( 1 + \frac{z}{t} \right) \, dz \, dt \]
\[ = \varepsilon \int_x^\infty \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) e^{-\xi (1 + t)} U_j (\eta + 1) \, d\eta \, d\xi \, dt \]
\[ - \varepsilon \int_x^\infty \int_0^\infty \int_0^\infty \int_0^\xi \partial \xi \int_0^\infty \Gamma (s, \eta) \, ds \, e^{-\xi + t} \frac{U_j (\eta + 1)}{t} \, d\xi \, dt. \]

Evaluating the integrals in $t$ gives
\[ \Phi_j (x) = \varepsilon \int_0^\infty \int_0^\infty \frac{\Gamma (\xi, \eta)}{\xi + 1} U_j (\eta + 1) e^{-\xi (1 + t)} \, d\eta \, d\xi \]
\[ - \varepsilon \int_x^\infty \int_0^\infty \int_0^\xi \Gamma (s, \eta) \, ds \, U_j (\eta + 1) e^{-\xi (1 + t)} \, d\eta \, d\xi \]
\[ = \varepsilon \int_0^\infty \int_0^\xi \frac{\Gamma (\xi, \eta)}{\xi + 1} U_j (\eta + 1) e^{-\xi (1 + t)} \, d\eta \, d\xi - \varepsilon \int_0^\infty \int_0^\xi \frac{e^{-\xi (1 + t)} U_j (\eta + 1)}{1 + \xi} \, d\eta \, d\xi. \]
From this we obtain
\[
|\Phi_1 (X) - \Phi_2 (X)|
\leq \varepsilon \int_0^\infty \frac{e^{-(\xi+1)X}}{\xi + 1} \int_0^\infty \Gamma (\xi, \eta) \left( U_1 (\eta + 1) - U_2 (\eta + 1) \right) \Gamma (s, \eta) ds d\xi d\eta
\]
\[
|\Phi_1 (X) - \Phi_2 (X)|
\leq \varepsilon \int_0^\infty \frac{e^{-(\xi+1)X}}{\xi + 1} \int_0^\infty \left| \Gamma (\xi, \eta) \right| \left( U_1 (\eta + 1) - U_2 (\eta + 1) \right) d\eta d\xi
\]
\[
|\Phi_1 (X) - \Phi_2 (X)|
\leq \varepsilon \int_0^\infty \frac{e^{-(\xi+1)X}}{\xi + 1} \int_0^\infty \left| \Gamma (\xi, \eta) \right| \frac{(2 + \eta)^{1-\theta}}{1 + \eta} d\eta d\xi
\]
\[
|\Delta \mu| (0) \int_0^\infty \frac{e^{-(\xi+1)X}}{\xi + 1} \int_0^\infty \left| \Gamma (\xi, \eta) \right| (2 + \eta)^{1-\theta} d\eta d\xi
\]
Thus we need to control the remaining integrals. For the first one we find together with Proposition 2.2 that
\[
\int_0^\infty \frac{e^{-(\xi+1)X}}{\xi + 1} \left| \Gamma (\xi, \eta) \right| \frac{(2 + \eta)^{1-\theta}}{1 + \eta} d\eta d\xi
\leq C \int_0^\infty \frac{e^{-(\xi+1)X}}{\xi + 1} \left( \frac{1}{\xi \alpha} \right)^{1-\alpha} \frac{1}{(\xi + \eta)^{1-\alpha}} \frac{1}{(1 + \eta)^{\theta}} d\eta d\xi + C e^{-X} \int_0^\infty e^{-\xi X} \frac{(2 + \eta)^{1-\theta}}{(1 + \xi)^2} d\xi
\]
Estimating \((\xi + \eta)^{\alpha-1} \leq \eta^{\alpha-1}\) as well as \((1 + \eta)^{-\theta} \leq \eta^{-\theta}\) it follows
\[
\int_0^\infty \frac{e^{-(\xi+1)X}}{\xi + 1} \left| \Gamma (\xi, \eta) \right| \frac{(2 + \eta)^{1-\theta}}{1 + \eta} d\eta d\xi
\leq C e^{-X} \int_0^\infty \frac{e^{-\xi X}}{\xi + 1} \left( \frac{1}{\xi \alpha} \right)^{1-\alpha} \frac{1}{(\xi + \eta)^{1-\alpha}} \frac{1}{(1 + \eta)^{\theta}} d\eta + \int_0^\infty \frac{1}{(\xi + \eta)^{1-\alpha}} \frac{1}{\eta^{\alpha}} \frac{1}{(1 + \eta)^{\theta}} d\eta + C e^{-X}
\]
Furthermore we have
\[
\int_0^\xi \left| \Gamma (s, \eta) \right| ds \leq C \int_0^\xi \frac{1}{(s + \eta)^{1-\alpha}} \left( \frac{1}{s^\alpha} + \frac{1}{\eta^\alpha} \right) ds + C \int_0^\infty \delta s = C \int_0^\xi \frac{1}{(s + \eta)^{1-\alpha}} \left( \frac{1}{s^\alpha} + 1 \right) ds + C
\]
where we used \((s + 1)^{\alpha - 1} (s^{-\alpha} + 1) \leq 2 s^{\alpha - 1}\) in the second step. From this we get
\[
\int_0^\infty e^{-\xi /2} \int_0^\infty \int_0^\infty \frac{\xi^{\alpha-1} \xi_{\alpha-1} e^{-\xi x}}{(1 + \eta^2)^{1+\theta}} \, d\eta \, d\xi 
\leq C e^{-x} \int_0^\infty \xi^{\alpha-1} e^{-\xi x} \int_0^\infty \frac{1}{(1 + \eta^2)^{1+\theta}} \, d\eta \, d\xi \leq C e^{-x} X^{-\alpha} \int_0^\infty e^{-\xi \xi_{\alpha-1}} \, d\xi \leq C e^{-x} \frac{X^{-\alpha}}{X^\alpha}.
\]
Summarizing we find
\[
|\Phi_1 (X) - \Phi_2 (X)| \leq C e^{-x} \left( \|\Delta \mu\|_{(1)} + \frac{[\Delta \mu\|_{(1)}]}{X^\alpha} \right) \leq C \varepsilon \|\Delta \mu\|_{(1)} \frac{e^{-x/2}}{X^\alpha}.
\]
Coming now back to the estimate of \(K_2\) and \(J_2\) we obtain from (8.6) and Remark 8.2 applying also Fubini’s Theorem, that
\[
|K_2| \leq C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty \int_0^\infty x^2 e^{-px} \left( \frac{\xi}{x} \right)^\delta \left( \frac{e^{-x/2}}{x^\alpha} + \frac{e^{-\xi/2}}{\xi^\alpha} \right) \beta \nu (\xi; \mu_1) e^{-\xi \mu_1 (\xi)} \, d\xi \, dx 
\leq C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty x^2 e^{-px} \int_0^\infty \left( \frac{\xi}{x} \right)^\delta \left( \frac{e^{-x/2}}{x^\alpha} + \frac{e^{-\xi/2}}{\xi^\alpha} \right) (\xi^{-\alpha} + \xi^\alpha) e^{-\xi \mu_1 (\xi)} \, d\xi \, dx 
\leq 2 C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty x^2 e^{-px} \frac{e^{-x/2}}{x^\alpha \delta} \int_0^\infty \xi^\delta (\xi^{-\alpha} + \xi^\alpha) e^{-\xi \mu_1 (\xi)} \, d\xi \, dx,
\]
where we used \(\xi^{-\alpha} e^{-\xi/2} \leq x^{-\alpha} e^{-x/2}\) for \(\xi \geq x\) in the last step. Estimating the remaining integrals using also the a-priori estimates (2.3) and (2.5) we get
\[
|K_2| \leq C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty x^{2-\alpha-\delta} e^{-(p+1/2)x} \, dx = C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty x^{2-\alpha-\delta} e^{-x} \, dx =
\leq C \varepsilon \|\Delta \mu\|_{(1)} \frac{(1 + p)^{1-\theta}}{p^\alpha},
\]
if we choose \(\delta\) sufficiently small. It remains to estimate \(J_2\) and we similarly get from (8.7), using also that \(K(y, z)\) can be estimated by \((y/z)^{\alpha} + (z/y)^{\alpha}\), that
\[
|J_2| \leq C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty \int_0^\infty \int_0^y \int_0^z \frac{e^{-(y+z)} (y+z)^2}{(y+z)^2} e^{-px} \left( \frac{y+z}{x} \right)^\delta \cdot \frac{\left( \frac{y}{y+z} \right)^\alpha + \left( \frac{z}{y+z} \right)^\alpha}{x^{\alpha+\delta}} \, K(y, z) \, y \, \mu_1 (y) \, \mu_2 (z) \, dx \, dz \, dy 
\leq C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty x^2 e^{-px} \frac{e^{-x/2}}{x^{\alpha+\delta}} \int_0^\infty \int_{\max\{0, x-y\}}^\infty \frac{e^{-(y+z)} \mu_1 (y) \mu_2 (z) (y/z)^{\alpha} + (z/y)^{\alpha}}{(y+z)^{\alpha+\delta}} \, dz \, dx \, dy.
\]
Considering first the two inner integrals and using the symmetry, (2.3) and (2.5) it follows
\[
\int_0^\infty \int_{\max\{0, x-y\}}^\infty \frac{e^{-(y+z)} \mu_1 (y) \mu_2 (y) (y/z)^{\alpha} + (z/y)^{\alpha}}{(y+z)^{\alpha+\delta}} \, dz \, dy
= 2 \int_0^\infty \int_0^\infty \frac{e^{-(y+z)} \mu_1 (y) \mu_2 (y) (z/y)^{\alpha}}{(y+z)^{\alpha+\delta}} \, dz \, dy \leq 2 \int_0^\infty \frac{e^{-y} \mu_1 (y) \mu_2 (y)}{y^{\alpha}} \, dy \int_0^\infty e^{-z} \mu_1 (z) z^{\alpha+\delta} \, dz \leq C.
\]
Using this we obtain for \( J_2 \) in the same way as for \( K_2 \) that
\[
|J_2| \leq C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty x^{2-\alpha-\delta} e^{-(p+1/2)x} \, dx \leq C \varepsilon \|\Delta \mu\|_{(1)} \frac{(1+p)^{1-\theta}}{p^3},
\]
which proves (8.5).

### 8.3 Estimate for \( K_3 \)

We now continue by estimating \( K_3 \) and we will show
\[
\varepsilon [K_3]_2 \leq C \varepsilon \|\mu_1 - \mu_2\|_{(1)}. \tag{8.8}
\]

Recalling that \( K_3 \) is given by
\[
K_3 = \int_0^\infty \int_0^\xi x^2 e^{-px} \left( \frac{x}{\xi} \right)^\alpha \Phi_2(\xi) \left( \beta_W (\xi; \mu_1) - \beta_W (\xi; \mu_2) \right) \left( 1 - e^{-\xi} \right) e^{-\xi} \mu_1 (\xi) \, dx \, d\xi
\]
we first derive an estimate for the difference \( \beta_W (\xi; \mu_1) - \beta_W (\xi; \mu_2) \) using Proposition 2.2. We have
\[
\beta_W (y; \mu_j) = \int_0^\infty e^{-\xi y} \int_0^\xi \Gamma (\xi, \eta) \int_0^\infty (y + z) \mu_j (z) e^{-(\eta+1)^2} \, dz \, d\eta \, d\xi + \int_0^\infty e^{-\xi y} \int_0^\xi \Gamma (\xi, \eta) (y U_j (\eta + 1) - U_j' (\eta + 1)) \, d\eta \, d\xi. \tag{8.9}
\]

Thus we obtain with Proposition 2.2 that
\[
|\beta_W (y; \mu_1) - \beta_W (y; \mu_2)| \leq \int_0^\infty e^{-\xi y} \int_0^\xi |\Gamma (\xi, \eta)| \left( y |U_1 (\eta + 1) - U_2 (\eta + 1)| + |U_1' (\eta + 1) - U_2' (\eta + 1)| \right) \, d\eta \, d\xi \leq C \int_0^\infty e^{-\xi y} \int_0^\xi |\Gamma (\xi, \eta)| \left( \|\Delta \mu\|_{(0)} \frac{y}{(\eta + 1)^{1+\theta}} + [\Delta \mu]_{(1)} \frac{1}{(\eta + 1)^{1+\theta}} \right) \, d\eta \, d\xi \leq C \|\Delta \mu\|_{(1)} (1 + y) \int_0^\infty e^{-\xi y} \left( \int_0^\infty \frac{1}{(\xi + \eta)^{1-\alpha}} \left( \frac{1}{\xi^\alpha} + \frac{1}{\eta^\alpha} \right) \frac{1}{\eta^{\theta}} \, d\eta + \frac{1}{\xi^{\theta}} \right) \, d\xi.
\]

Changing variables, we then get
\[
|\beta_W (y; \mu_1) - \beta_W (y; \mu_2)| \leq C \|\Delta \mu\|_{(1)} (1 + y) \int_0^\infty e^{-\xi y} \xi^{-\theta} \left( \int_0^\infty \frac{1}{(1 + \eta)^{1-\alpha}} \left( 1 + \frac{1}{\eta^{\alpha}} \right) \frac{1}{\eta^{\theta}} \, d\eta + 1 \right) \, d\xi \leq C \|\Delta \mu\|_{(1)} (1 + y) \int_0^\infty e^{-\xi y} \xi^{-\theta} \, d\xi \leq C \|\Delta \mu\|_{(1)} y^{\theta-1} (1 + y).
\]

Using this in the expression for \( K_3 \) together with similar arguments as before, such as monotonicity for \( \Phi_j \) and smallness of \( \kappa_j \), we can estimate
\[
|K_3| \leq C \|\Delta \mu\|_{(1)} \int_0^\infty \int_0^\xi x^2 e^{-px} \left( \frac{x}{\xi} \right)^\delta \xi^{\theta-1} (1 + \xi) e^{-\xi} \mu_1 (\xi) \, dx \, d\xi \leq C \|\Delta \mu\|_{(1)} \int_0^\infty x^{2-\delta} e^{-px} \int_x^\infty \xi^{\theta+\delta-1} (1 + \xi) e^{-\xi} \mu_1 (\xi) \, d\xi \, dx \leq C \|\Delta \mu\|_{(1)} \frac{1}{p^{3-\delta}} \leq C \|\Delta \mu\|_{(1)} \frac{(1+p)^{1-\theta}}{p^3}
\]
which shows (8.8).
8.4 Estimates for $K_4$ and $J_3$

It now remains to estimate the terms $K_4$ and $J_3$ which is the most difficult part. We recall

$$K_4 = \int_0^\infty (1 - e^{-y}) e^{-y} (1 + y) H(y, p) \beta_w(y; \mu_2) (\mu_1(y) - \mu_2(y)) \, dy$$

and using also the symmetry

$$J_3 = \int_0^\infty \int_0^y e^{-(y+z)} H(y+z, p) (1+y+z) \frac{y}{y+z} K(y, z) (\mu_1(y) \mu_1(z) - \mu_2(y) \mu_2(z)) \, dz \, dy$$

Before estimating these terms we first rewrite $H$ integrating by parts, i.e.

$$H(y, p) = -\frac{1}{py} \frac{y}{1+y} + H_{0,1}(y, p) + H_{0,2}(y, p),$$

where we define

$$H_{0,1}(y, p) := \frac{2 + \kappa_2}{py} \int_0^y e^{-px} x \left( \frac{x}{y} \right)^{\kappa_2} \frac{e^{\Phi_2(y)}}{e^{\Phi_2(x)}} \, dx,$$

$$H_{0,2}(y, p) := -\frac{1}{py} \int_0^y e^{-px} \Phi_2'(x) x^2 \left( \frac{x}{y} \right)^{\kappa_2} \frac{e^{\Phi_2(y)}}{e^{\Phi_2(x)}} \, dx,$$

$$H_0(y, p) := H_{0,1}(y, p) + H_{0,2}(y, p).$$

Using this splitting of $H$ we obtain a corresponding splitting of $K_4$ and $J_3$, i.e.

$$K_4 = K_{4,1} + K_{4,0}$$

and

$$J_3 = J_{3,1} + J_{3,0}$$

with

$$K_{4,1} = -\frac{1}{p} \int_0^\infty (1 - e^{-y}) e^{-(1+p)y} y \beta_w(y; \mu_2) (\mu_1(y) - \mu_2(y)) \, dy,$$

$$K_{4,0} = \int_0^\infty (1 - e^{-y}) e^{-y} (1+y) H_0(y, p) \beta_w(y; \mu_2) (\mu_1(y) - \mu_2(y)) \, dy,$$

$$J_{3,1} = -\frac{1}{2p} \int_0^\infty \int_0^\infty e^{-(y+z)(p+1)} (y + z) K(y, z) (\mu_1(y) \mu_1(z) - \mu_2(y) \mu_2(z)) \, dz \, dy,$$

$$J_{3,0} = \frac{1}{2} \int_0^\infty \int_0^\infty e^{-(y+z)} H_0(y+z, p) (1+y+z) K(y, z) (\mu_1(y) \mu_1(z) - \mu_2(y) \mu_2(z)) \, dz \, dy.$$

8.5 Estimates of $K_{4,1}$ and $J_{3,1}$

We first consider the terms $K_{4,1}$ and $J_{3,1}$ which are easier to estimate. Recalling from [S.9] that we have

$$\beta_w(y; \mu_2) = \int_0^\infty \int_0^\infty \Gamma(\xi, \eta) e^{-\xi y} (y U_2(\eta + 1) - U'_2(\eta + 1)) \, d\eta \, d\xi$$
as well as \( m = m_1 - m_2 = \mu_1 - \mu_2 = \Delta \mu \), we can rewrite \( K_{4,1} \) by

\[
K_{4,1} = -\frac{1}{p} \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \int_0^\infty (yU_2 (\eta + 1) - U_2' (\eta + 1)) \left( 1 - e^{-y} \right) e^{-(1+p+\xi)y} \delta_0 \| \Delta \mu \|_1 + C_{\delta_0} \|(1 - \zeta) \Delta \mu \|_1 .
\]

We start by estimating \( J_{3,1} \) and we will show

\[
[J_{3,1}]_{(2)} \leq \delta_0 \| \Delta \mu \|_1 + C_{\delta_0} \|(1 - \zeta) \Delta \mu \|_1 .
\]

We consider \( J_{3,1,1} \) and \( J_{3,1,2} \) separately and we begin with \( J_{3,1,1} \) for which we need some splitting argument similarly to the estimate of \( J_1 \). For \( n \in \mathbb{N} \) we insert

\[
1 = e^{-yn} e^{-zn} + (1 - e^{-yn}) e^{-zn} + e^{-yn} (1 - e^{-zn}) + (1 - e^{-yn}) (1 - e^{-zn})
\]
into the integral expression for $J_{3,1,1}$ to get after rearranging
\[
J_{3,1,1} = \frac{1}{p} \frac{1}{p} \frac{1}{p} \int_0^\infty e^{-(p+n+1)y} \Delta \mu (y) \, dy \int_0^\infty e^{-(p+n+1)z} (\mu_1 (z) + \mu_2 (z)) \, dz
+ 2 \int_0^\infty (1 - e^{-ny}) e^{-(p+1)y} \mu_1 (y) \, dy \int_0^\infty e^{-(p+1+n)z} \Delta \mu (z) \, dz
+ 2 \int_0^\infty (1 - e^{-ny}) e^{-(p+1)y} \Delta \mu (y) \, dy \int_0^\infty e^{-(p+1+n)z} \mu_2 (z) \, dz
+ \int_0^\infty (1 - e^{-ny}) e^{-(p+1)y} \Delta \mu (y) \, dy \int_0^\infty (1 - e^{-nz}) e^{-(p+1)z} (\mu_1 (z) + \mu_2 (z)) \, dz.
\]
Thus it follows
\[
\left| J_{3,1,1} \right| \leq \frac{1}{p} \left[ \frac{[(\Delta \mu)_{(1)}] (\|\mu_1\|_{(0)} + \|\mu_2\|_{(0)})}{(p + n + 1)^{1+2\theta}} + \frac{\|\Delta \mu\|_{(0)} (\mu_1)_{(1)} (\|\mu_2\|_{(0)})}{(p + n + 1)^{1+2\theta}} \right]
+ \frac{2}{p} \left[ \frac{[(1 - e^{-n}) \mu_1]_{(1)} \|\Delta \mu\|_{(0)}}{(p + 1)^{1+\theta}(p + n + 1)^{1+\theta}} + \frac{\|\Delta \mu\|_{(0)} (\mu_1)_{(1)} (\|\mu_2\|_{(0)})}{(p + n + 1)^{1+\theta}} \right]
+ \frac{1}{p (p + 1)^{1+2\theta}} \left[ [(1 - e^{-n}) \Delta \mu]_{(1)} \left( (\|\mu_1\|_{(0)} + (1 - e^{-n}) \mu_2)_{(0)} \right)
+ \|\Delta \mu\|_{(0)} \left( [(1 - e^{-n}) \mu_1]_{(1)} + [(1 - e^{-n}) \mu_2]_{(1)} \right) \right].
\]

From Lemmas 12.3, 12.5 together with the uniform boundedness of $\|\mu_1\|_{(2)}$ and $\|\mu_2\|_{(2)}$ shown in Proposition 3.1 it follows
\[
\left| J_{3,1,1} \right| \leq C \|\Delta \mu\|_{(1)} \left( \|\mu_1\|_{(1)} + \|\mu_2\|_{(1)} + (1 - e^{-n}) \mu_1\|_{(1)} + (1 - e^{-n}) \mu_2\|_{(1)} \right) \frac{1}{n\theta} \frac{1}{p (1 + p)^{1+\theta}}
+ C \left( (1 - e^{-n}) \Delta \mu\|_{(1)} \left( \|\mu_2\|_{(1)} + (1 - e^{-n}) \mu_1\|_{(1)} + (1 - e^{-n}) \mu_2\|_{(1)} \right) \frac{1}{p (1 + p)^{1+2\theta}}
\leq C \|\Delta \mu\|_{(1)} \frac{1}{n\theta} \frac{(1 + p)^{1-\theta}}{p^3} + C (n) \|\Delta \mu\|_{(1)} \left( (1 - \zeta) \Delta \mu\|_{(1)} \frac{(1 + p)^{1-\theta}}{p^3}. \right.
\]

By choosing $n$ sufficiently large we can then obtain
\[
\left| J_{3,1,1} \right| \leq \left( \frac{\delta_0}{2} \|\Delta \mu\|_{(1)} \right) \frac{(1 + p)^{1-\theta}}{p^3}. \quad (8.12)
\]

Next we estimate $J_{3,1,2}$ for which no splitting is necessary as this term already contains a factor $\varepsilon$. We have
\[
|J_{3, 1, 2}| \\
= \frac{\varepsilon}{2p} \left| \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \left( \partial_\xi \xi + \partial_\eta \eta \right)^2 (U_1 (\xi + p + 1) U_1 (\eta + p + 1) - U_2 (\xi + p + 1) U_2 (\eta + p + 1)) d\eta d\xi \right| \\
= \frac{\varepsilon}{2p} \left| \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) (U''_1 (\xi + p + 1) U_1 (\eta + p + 1) - U''_2 (\xi + p + 1) U_2 (\eta + p + 1) \\
+ 2U'_1 (\xi + p + 1) U'_1 (\eta + p + 1) - 2U'_2 (\xi + p + 1) U'_2 (\eta + p + 1) \\
+ U_1 (\xi + p + 1) U''_1 (\eta + p + 1) - U_2 (\xi + p + 1) U''_2 (\eta + p + 1)) d\eta d\xi \right|
\]

Inserting additional terms and rearranging gives

\[
|J_{3, 1, 2}| = \frac{\varepsilon}{2p} \left| \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) \left( (U''_1 (\xi + p + 1) - U''_2 (\xi + p + 1)) U_1 (\eta + p + 1) \\
+ U''_2 (\xi + p + 1) (U_1 (\eta + p + 1) - U_2 (\eta + p + 1)) \\
+ 2 (U'_1 (\xi + p + 1) - U'_2 (\xi + p + 1)) U'_1 (\eta + p + 1) \\
+ 2U'_2 (\xi + p + 1) (U'_1 (\eta + p + 1) - U'_2 (\eta + p + 1)) \\
+ (U_1 (\xi + p + 1) - U_2 (\xi + p + 1)) U''_1 (\eta + p + 1) \\
+ U_2 (\xi + p + 1) (U''_1 (\eta + p + 1) - U''_2 (\eta + p + 1)) \right| \right|
\]

leading to the following estimate

\[
|J_{3, 1, 2}| \leq \frac{\varepsilon}{2p} \int_0^\infty \int_0^\infty \left| \Gamma (\xi, \eta) \left( \left( [\Delta \mu]_{(2)} \| \mu_1 \|_{(0)} + [\mu_2]_{(2)} \| \Delta \mu \|_{(0)} \right) \frac{(2 + \xi + p)^{1-\theta}}{(1 + \xi + p)^3} \frac{(2 + \eta + p)^{1-\theta}}{\eta + p + 1} \\
+ 2 \left( [\Delta \mu]_{(2)} [\mu_1]_{(1)} + [\mu_2]_{(1)} [\Delta \mu]_{(1)} \right) \frac{(2 + \xi + p)^{1-\theta}}{(1 + \xi + p)^2} \frac{(2 + \eta + p)^{1-\theta}}{(1 + \eta + p)^2} \\
+ \left( \| \Delta \mu \|_{(0)} [\mu_1]_{(2)} + \| \mu_2 \|_{(0)} [\Delta \mu]_{(2)} \right) \frac{(2 + \xi + p)^{1-\theta}}{\xi + p + 1} \frac{(2 + \eta + p)^{1-\theta}}{\eta + p + 1} \right) d\eta d\xi \right|
\]

Estimating by the highest norms and the most dominant terms we get

\[
|J_{3, 1, 2}| \\
\leq C \varepsilon \frac{\| \Delta \mu \|_{(2)} (\| \mu_1 \|_{(2)} + \| \mu_2 \|_{(2)})}{p} \int_0^\infty \int_0^\infty \left| \Gamma (\xi, \eta) \right| \\
\cdot \left( \frac{1}{(1 + \xi + p)^{2+\theta} (1 + \eta + p)^{\theta}} + \frac{1}{(1 + \xi + p)^{1+\theta} (1 + \eta + p)^{1+\theta}} + \frac{1}{(1 + \xi + p)^{\theta} (1 + \eta + p)^{2+\theta}} \right) d\eta d\xi
\]
Using the homogeneity of $\Gamma$ we further obtain by changing variables and taking into account the uniform boundedness of $\|\mu_1\|_{(2)}$ and $\|\mu_2\|_{(2)}$ that

\[
|J_{3,1,2}| \leq C\varepsilon \frac{\|\Delta \mu\|_{(2)}}{p(1 + p)^{1+2\theta}} \int_0^\infty \int_0^\infty \left( \frac{|\Gamma (\xi, \eta)|}{(1 + \xi)^{1+\theta}(1 + \eta)^{1+\theta}} + \frac{|\Gamma (\xi, \eta)|}{(1 + \xi)^{1+\theta}(1 + \eta)^{1+\theta}} + \frac{|\Gamma (\xi, \eta)|}{(1 + \xi)^{1+\theta}(1 + \eta)^{2+\theta}} \right) \, d\eta \, d\xi
\leq C\varepsilon \|\Delta \mu\|_{(2)} \frac{(1 + p)^{1-\theta}}{p^3},
\]

where last integral is bounded by a constant due to Lemma 12.9. Together with (8.12) this shows (8.11) for $\varepsilon$ sufficiently small.

8.5.2 Estimate for $K_{4,1}$

We next consider $K_{4,1}$ and we will show

\[
\varepsilon [K_{4,1}]_{(2)} \leq C\varepsilon \|\Delta \mu\|_{(2)}.
\]  

(8.13)

Recall

\[
K_{4,1} = -\frac{1}{p} \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) U_2 (\eta + 1) \left( M'' (1 + p + \xi) - M'' (2 + \xi + p) \right) \, d\xi \, d\eta
+ \frac{1}{p} \int_0^\infty \int_0^\infty \Gamma (\xi, \eta) U_2' (\eta + 1) \left( M' (1 + p + \xi) - M' (2 + p + \xi) \right) \, d\xi \, d\eta
\]

as well as

\[
|M' (p + \xi + 2) - M' (\xi + p + 1)| \leq C [\Delta \mu]_{(2)} (1 + p + \xi)^{-2-\theta}.
\]

Using this we obtain together with (2.12) similarly as before that

\[
|K_{4,1}| \leq \frac{C}{p} \|\mu_2\|_{(0)} [\Delta \mu]_{(2)} \int_0^\infty \int_0^\infty \frac{|\Gamma (\xi, \eta)|}{(\eta + 1)^{1+\theta}(1 + p + \xi)^{2+\theta}} \, d\eta \, d\xi
+ \frac{C}{p} \|\mu_2\|_{(1)} [\Delta \mu]_{(2)} \int_0^\infty \int_0^\infty \frac{|\Gamma (\xi, \eta)|}{(\eta + 1)^{1+\theta}(1 + \xi + p)^{2+\theta}} \, d\eta \, d\xi
\]

\[
\leq \frac{C}{p} \|\mu_2\|_{(1)} [\Delta \mu]_{(2)} \int_0^\infty \int_0^\infty \frac{|\Gamma (\xi, \eta)|}{\eta^{\theta} (1 + \xi + p)^{2+\theta}} \, d\eta \, d\xi.
\]

This shows (8.13)
8.6 Estimates for $K_{4,0}$ and $J_{3,0}$

Thus it remains to estimate the terms $K_{4,0}$ and $J_{3,0}$ which is the most difficult part. We recall

\[ K_{4,0} = \int_0^\infty (1 - e^{-y}) e^{-y} (1 + y) H_0 (y, p) \beta W (y; \mu_2) (\mu_1 (y) - \mu_2 (y)) \, dy \]

\[ J_{3,0} = \frac{1}{2} \int_0^\infty \int_0^\infty e^{-(y+z)} H_0 (y + z, p) (1 + y + z) K (y, z) (\mu_1 (y) \mu_1 (z) - \mu_2 (y) \mu_2 (z)) \, dz \, dy. \]

In order to get estimates for $K_{4,0}$ and $J_{3,0}$ we need to rewrite these expressions in terms of the Laplace-transforms of $\mu_1$ and $\mu_2$. For this we use the representation of $H_0$ given by

\[ H_0 (y, p) = \int_0^\infty Q_0 (\xi, p) e^{-\xi y} \, d\xi \quad \text{for all } y, p > 0 \quad (8.14) \]

that is proven in Proposition 9.2. Here $Q_0 (\cdot, p) \in L^2 (\mathbb{R}_+)$ for all $p > 0$. We will also use the following estimate on $Q_0 (\xi, p)$ that is shown in Proposition 10.1. For some $\nu > 0$ sufficiently small it holds

\[ \int_0^\infty \frac{|Q_0 (\xi, p)|}{(1 + \xi)^{\theta - \nu}} \, d\xi \leq C (1 + p)^{1-\theta} \quad \text{for all } p > 0. \]

8.7 Estimate for $J_{3,0}$

We will show

\[ [J_{3,0}]_{(2)} \leq \delta_0 \| \Delta \mu \|_{(2)} + C_{\delta_0} \| (1 - \xi) \Delta \mu \|_{(1)}. \quad (8.15) \]

From (8.14) and $K = 2 + \varepsilon W$ we can rewrite

\[ J_{3,0} = \frac{1}{2} \int_0^\infty \int_0^\infty e^{-(y+z)} H_0 (y + z, p) (1 + y + z) (2 + \varepsilon W (y, z)) (\mu_1 (y) \mu_1 (z) - \mu_2 (y) \mu_2 (z)) \, dz \, dy \]

\[ =: J_{3,0,1} + J_{3,0,2} \]

with

\[ J_{3,0,1} = \int_0^\infty Q_0 (\xi, p) \int_0^\infty \int_0^\infty e^{-(\xi+1)(y+z)} (1 + y + z) (\mu_1 (y) \mu_1 (z) - \mu_2 (y) \mu_2 (z)) \, dz \, dy \, d\xi, \]

\[ J_{3,0,2} = \frac{\varepsilon}{2} \int_0^\infty Q_0 (\xi, p) \int_0^\infty \int_0^\infty e^{-(\xi+1)(y+z)} (1 + y + z) W (y, z) (\mu_1 (y) \mu_1 (z) - \mu_2 (y) \mu_2 (z)) \, dz \, dy \, d\xi. \]

We first consider $J_{3,0,1}$ and insert again the splitting

\[ 1 = e^{-yn} e^{-zn} + (1 - e^{-yn}) e^{-zn} + e^{-yn} (1 - e^{-zn}) + (1 - e^{-yn}) (1 - e^{-zn}) \]

to obtain, by rearranging and inserting additional terms, that

\[ J_{3,0,1} \]

\[ = \int_0^\infty Q_0 (\xi, p) (1 - \partial_\xi) \int_0^\infty \int_0^\infty e^{-(\xi+1)(y+z)} (\mu_1 (y) \mu_1 (z) - \mu_2 (y) \mu_2 (z)) \, dz \, dy \, d\xi \]

\[ = \int_0^\infty Q_0 (\xi, p) (1 - \partial_\xi) \Delta U (\xi + 1 + n) (U_1 (\xi + 1 + n) + U_2 (\xi + 1 + n)) \, d\xi \]
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From this we get the following estimate

\[
|J_{3,0,1}| \leq C \int_0^\infty |Q_0(\xi, p)| \left( \| \Delta \mu_{(0)} \|_{(0)} \left( \| \mu_{11} \|_{(0)} + \| \mu_{21} \|_{(0)} \right) \right. \\
+ \left. \left( \| \mu_{11} \|_{(0)} + \| \mu_{21} \|_{(0)} \right) \right) \frac{1}{(\xi + 1 + n)^{2\nu}} \\
+ 2C \int_0^\infty \frac{|Q_0(\xi, p)|}{(\xi + n + 1)^\theta (1 + \xi)^\theta} \left( \left( \| \mu_{11} \|_{(0)} + \| \mu_{21} \|_{(0)} \right) \right. \\
+ \left. \left( \| \mu_{11} \|_{(0)} + \| \mu_{21} \|_{(0)} \right) \right) \frac{1}{(\xi + 1 + n)^{1+2\nu}} \\
+ \int_0^\infty |Q_0(\xi, p)| \left( \| \mu_{11} \|_{(0)} + \| \mu_{21} \|_{(0)} \right) \frac{1}{(1 + \xi)^{2\nu}} \\
+ \left( \| \mu_{11} \|_{(0)} + \| \mu_{21} \|_{(0)} \right) \frac{1}{(1 + \xi)^{1+2\nu}} \\
+ \int_0^\infty |Q_0(\xi, p)| \left( \| \mu_{11} \|_{(0)} + \| \mu_{21} \|_{(0)} \right) \frac{1}{(1 + \xi)^{1+2\nu}} \\n+ \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{1+2\nu}} \right) d\xi.
\]

Estimating by the most dominant terms we further obtain

\[
|J_{3,0,1}| \leq C \| \Delta \mu \|_{(1)} \left( \| \mu_{11} \|_{(1)} + \| \mu_{21} \|_{(1)} \right) \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2\nu}} d\xi \\
+ C \| \Delta \mu \|_{(1)} \left( \| (1 - e^{-n}) \mu_{11} \|_{(1)} \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi + n)^\theta (1 + \xi)^\theta} d\xi \\
+ C \| (1 - e^{-n}) \mu_{11} \|_{(1)} \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2\nu}} d\xi \\
+ C \| (1 - e^{-n}) \Delta \mu \|_{(1)} \left( \| (1 - e^{-n}) \mu_{11} \|_{(1)} + \| (1 - e^{-n}) \mu_{21} \|_{(1)} \right) \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2\nu}} d\xi.
\]

Choosing now \( \nu > 0 \) sufficiently small and using Lemma 12.3, Lemma 12.5 and Proposition 3.1 we can further estimate

\[
|J_{3,0,1}| \leq \frac{C}{n^\nu} \| \Delta \mu \|_{(1)} \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2\nu - \nu}} d\xi + C(n) \| (1 - \zeta) \Delta \mu \|_{(1)} \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2\nu}} d\xi.
\]
Thus for sufficiently large $n$ we obtain from Proposition 10.1
\[
|J_{3,0,1}| \leq (\delta_0 \|\Delta \mu\|_{(1)} + C \delta_0 \|(1 - \zeta) \Delta \mu\|_{(1)}) \frac{(1 + p)^{1-\theta}}{p^3}. \tag{8.16}
\]
We next consider the term $J_{3,0,2}$ and obtain together with Proposition 2.2 that
\[

J_{3,0,2} = \frac{\varepsilon}{2} \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty e^{-(\xi + 1) (y + z)} e^{-\sigma y - \eta z} (1 + y + z) (y + z) \cdot (\mu_1(y) - \mu_2(y)) \, dy \, d\xi \, d\eta \, d\sigma.
\]
\[

= \frac{\varepsilon}{2} \int_0^\infty \int_0^\infty \Gamma(\sigma, \eta) \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty e^{-(\xi + 1) (y + z)} e^{-\sigma y - \eta z} (1 + y + z) (y + z) \cdot (\mu_1(y) - \mu_2(y)) \, dy \, d\xi \, d\eta \, d\sigma.
\]
\[

= -\frac{\varepsilon}{2} \int_0^\infty \int_0^\infty \Gamma(\sigma, \eta) \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty e^{-(\xi + 1) (y + z)} e^{-\sigma y - \eta z} (1 + y + z) (y + z) \cdot (\mu_1(y) - \mu_2(y)) \, dy \, d\xi \, d\eta \, d\sigma.
\]

From this, taking Leibniz' rule into account, we obtain the following estimate
\[
|J_{3,0,2}| \leq C \varepsilon \int_0^\infty \int_0^\infty \int_0^\infty \Gamma(\sigma, \eta) \|Q_0(\xi, p)\| \left\{ \left| \frac{\Delta \mu(\xi, p)}{(1 + \xi)^{2+\theta}} \right| + \frac{\|\Delta \mu\|_{(0)} \|\mu_1\|_{(1)} + \|\mu_2\|_{(1)} \|\Delta \mu\|_{(1)}}{(1 + \xi)^{1+\theta}} + \frac{\|\Delta \mu\|_{(1)} \|\mu_1\|_{(1)} + \|\mu_2\|_{(1)} \|\Delta \mu\|_{(1)}}{(1 + \xi)^{1+\theta}} + \frac{\|\Delta \mu\|_{(0)} \|\mu_1\|_{(2)} + \|\mu_2\|_{(2)} \|\Delta \mu\|_{(2)}}{(1 + \xi)^{2+\theta}} \right\} \, d\xi \, d\eta \, d\sigma.
\]

Estimating by the highest norms, changing variables in the $\sigma$- and $\eta$-integral and using the uniform boundedness of $\mu_1$ and $\mu_2$ (see Proposition 3.1) gives together with the homogeneity of $\Gamma$ that
\[
|J_{3,0,2}| \leq C \varepsilon \|\Delta \mu\|_{(1)} \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2+\theta}} \int_0^\infty \left( \frac{\|\Gamma(\sigma, \eta)\|}{(1 + \sigma)^{1+\theta}} + \frac{\|\Gamma(\sigma, \eta)\|}{(1 + \sigma)^{1+\theta}} \right) \, d\eta \, d\xi + C \varepsilon \|\Delta \mu\|_{(2)} \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2+\theta}} \int_0^\infty \left( \frac{\|\Gamma(\sigma, \eta)\|}{(1 + \sigma)^{1+\theta}} + \frac{\|\Gamma(\sigma, \eta)\|}{(1 + \sigma)^{1+\theta}} \right) \, d\eta \, d\xi.
\]

Estimating by the most dominant term in $\xi$ we obtain together with Lemma 12.9 and Proposition 10.1
\[
|J_{3,0,2}| \leq C \varepsilon \|\Delta \mu\|_{(2)} \int_0^\infty \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2+\theta}} \, d\xi \leq C \varepsilon \|\Delta \mu\|_{(2)} \frac{(1 + p)^{1-\theta}}{p^3}. \tag{8.17}
\]
Thus taking \((8.16)\) and \((8.17)\) together we obtain \((8.15)\) if $\varepsilon$ is sufficiently small.
8.7.1 Estimate for $K_{4,0}$

It only remains to estimate $K_{4,0}$, i.e. we will show

$$\varepsilon [K_{4,0}]_{(2)} \leq C \varepsilon \|\Delta \mu\|_{(2)}.$$  \hfill (8.18)

Therefore, with the help of $Q_0$ as in (8.14), we first rewrite

$$K_{4,0} = \int_0^\infty \left(1 - e^{-y}\right) e^{-y} \left(1 + y\right) H_0(y, p) \beta_W(y; \mu_2) \left(\mu_1(y) - \mu_2(y)\right) \, dy$$

$$= \int_0^\infty Q_0(\xi, p) (1 - \partial_\xi) \int_0^\infty \left(1 - e^{-y}\right) e^{-(1 + \xi + \sigma) y} \beta_W(y, \mu_2) \left(\mu_1(y) - \mu_2(y)\right) \, dy \, d\xi.$$

Recalling also the representation of $\beta_W$ from (8.9) we further get

$$K_{4,0} = \int_0^\infty \int_0^\infty \Gamma(\sigma, \eta) \int_0^\infty Q_0(\xi, p) (1 - \partial_\xi) \int_0^\infty \left(1 - e^{-y}\right) e^{-(1 + \xi + \sigma) y} (y U_2(\eta + 1) - U'_2(\eta + 1)) \cdot$$

$$\left(\mu_1(y) - \mu_2(y)\right) dy \, d\xi \, d\sigma \, d\eta$$

$$= - \int_0^\infty \int_0^\infty \Gamma(\sigma, \eta) U_2(\eta + 1) \int_0^\infty Q_0(\xi, p) (1 - \partial_\xi) \partial_\xi (M(\xi + \sigma + 1) - M(\xi + \sigma + 2)) d\xi \, d\sigma \, d\eta$$

$$- \int_0^\infty \int_0^\infty \Gamma(\sigma, \eta) U'_2(\eta + 1) \int_0^\infty Q_0(\xi, p) (1 - \partial_\xi) (M(\xi + \sigma + 1) - M(\xi + \sigma + 2)) d\xi \, d\sigma \, d\eta.$$

Taking into account that we have

$$|M(r + 2) - M(r + 1)| \leq C \frac{[\Delta \mu]_{(1)}}{(r + 1)^{1+\theta}}$$

and

$$|M'(r + 2) - M'(r + 1)| \leq C \frac{[\Delta \mu]_{(2)}}{(r + 1)^{2+\theta}}$$

as well as

$$|M''(r + 2)| \leq C \frac{[\Delta \mu]_{(2)}}{(r + 1)^{2+\theta}}$$

we obtain

$$|K_{4,0}| \leq C \int_0^\infty \int_0^\infty \int_0^\infty |\Gamma(\sigma, \eta)| |Q_0(\xi, p)| \frac{[\mu_2]_{(0)}}{(\eta + 1)^{1+\theta}} \frac{[\Delta \mu]_{(2)}}{(1 + \xi + \sigma)^{1+\theta}} d\xi \, d\eta \, d\sigma$$

$$+ C \int_0^\infty \int_0^\infty \int_0^\infty |\Gamma(\sigma, \eta)| |Q_0(\xi, p)| \frac{[\mu_2]_{(1)}}{(1 + \eta)^{1+\theta}} \left(\frac{[\Delta \mu]_{(1)}}{(1 + \xi + \sigma)^{1+\theta}} + \frac{[\Delta \mu]_{(2)}}{(1 + \xi + \sigma)^{2+\theta}}\right) d\xi \, d\eta \, d\sigma.$$

Estimating, similarly as before, by the highest norms and the most dominant terms in the $\eta$- and $\sigma$-integral and using also Proposition 3.1, we obtain that

$$|K_{4,0}| \leq C \|\Delta \mu\|_{(2)} [\mu_2]_{(1)} \int_0^\infty \int_0^\infty \int_0^\infty |\Gamma(\sigma, \eta)| |Q_0(\xi, p)| \eta^\theta (1 + \xi + \sigma)^{1+\theta} d\xi \, d\eta \, d\sigma$$

$$\leq C \|\Delta \mu\|_{(2)} \int_0^\infty \int_0^\infty |Q_0(\xi, p)| (1 + \xi)^{2\theta} d\xi d\eta \leq C \|\Delta \mu\|_{(2)} \int_0^\infty \int_0^\infty |Q_0(\xi, p)| (1 + \xi)^{2\theta} d\xi,$$

where we used Lemma 12.10 in the last step. From Proposition 10.1 it then follows (8.18).
9 Existence of $Q_0$

In this section we show that the function $H_0$ as given by (8.10) can be represented as Laplace transform of some function $Q_0$ as indicated by (8.14). For this we will rely on the Paley-Wiener Theorem that may be found in [6, Ch.VI, 4.]. Following [6] we denote by $H^2(0)$ the Hardy-Lebesgue class consisting of functions $\varphi$ such that

1. $\varphi(y)$ is holomorphic in the right half-plane $\text{Re}(y) > 0$
2. for each fixed $x > 0$, $\varphi(x + iz)$ as a function of $z$ belongs to $L^2(\mathbb{R})$ in such a way that

$$\sup_{x > 0} \left( \int_{-\infty}^{\infty} |\varphi(x + iz)|^2 \, dz \right) < \infty. \quad (9.1)$$

With this we cite the following Theorem (see [6, Ch.VI, 4, Theorem 2]).

**Theorem 9.1** (Paley-Wiener). Let $\varphi(y) \in H^2(0)$. Then the boundary function $\varphi(iz) \in L^2(-\infty, \infty)$ of $\varphi(x + iz)$ exists in the sense that

$$\lim_{x \downarrow 0} \int_{-\infty}^{\infty} |\varphi(iz) - \varphi(x + iz)|^2 \, dz = 0$$

in such a way that the inverse Fourier transform

$$\psi(t) = \frac{1}{2\pi} \lim_{N \to \infty} \int_{-N}^{N} \varphi(iz) e^{itz} \, dz$$

vanishes for $t < 0$ and $\varphi(y)$ may be obtained as the Laplace transform of $\psi(t)$.

With this we will show the representation of $H_0$ as Laplace transform of $Q_0$.

**Proposition 9.2.** The function $H_0(y, p)$ from (8.10) satisfies

$$H_0(y, p) = \int_{0}^{\infty} Q_0(\xi, p) e^{-\xi y} \, d\xi,$$

where the function $Q_0$ is given by

$$Q_0(\xi, p) = \frac{1}{2\pi i} \lim_{R \to \infty} \int_{-Ri}^{Ri} H_0(y, p) e^{\xi y} \, dy \quad (9.2)$$

and $Q_0(\cdot, p) \in L^2(\mathbb{R})$ for each $p > 0$. Note that this limit is taken with respect to the $L^2$-topology.

9.1 Analytic extension of $\beta_W$ and $\Phi$

Before we can prove Proposition 9.2, we have to extend the functions $\beta_W(\cdot, \mu_j)$ and $\Phi(\cdot, \mu_j)$ analytically to the right half plane in $\mathbb{C}$ and collect some properties. Furthermore we note that in the following, to simplify notation, we will always write $\mu, \beta_W$ as well as $\Phi$ instead of $\mu_k, \beta_W(\cdot, \mu_k)$ and $\Phi_k$. Thus assuming $\mu$ to be fixed in the following we have the following result.
Lemma 9.3. The function $\beta_W$ can be extended analytically to $\mathbb{C} \setminus (-\infty, 0]$ and we have for all $x \in \mathbb{C} \setminus (-\infty, 0]$ the following estimates

$$|\beta_W(x)| \leq C\left(|x|^{-\alpha} + |x|^\alpha\right),$$

(9.3)

$$\left|\frac{d\ell}{dx}\beta_W(x)\right| \leq C_\ell\left(|x|^{-\ell - \alpha} + |x|^\alpha - \ell\right) \quad \text{if } \Re(x) \geq 0 \text{ for all } \ell \in \mathbb{N},$$

(9.4)

$\Re(\beta_W(x)) \geq 0$ \quad if \quad $\Re(x) \geq 0$. \quad (9.5)

Proof. Using the homogeneity of $W$ we can rewrite

$$\beta_W(y) = \int_0^\infty W(y, z) \mu(z) e^{-z} \, dz = \int_0^\infty W\left(\frac{y}{z}, 1\right) \mu(z) e^{-z} \, dz.$$ \quad (9.6)

By assumption (1.10) it then follows that $\beta_W$ can be extended to an analytic function in $\mathbb{C} \setminus (-\infty, 0]$. Furthermore using

$$\Re(\beta_W(x)) = \int_0^\infty \Re\left(W\left(\frac{x}{z}, 1\right) \mu(z) e^{-z}\right) \, dz$$

we also get immediately (9.5). On the other hand it follows from (9.6) and (1.10) together with (2.8) that

$$|\beta_W(x)| \leq C \int_0^\infty \left(\left|\frac{z}{x}\right|^{\alpha} + \left|\frac{x}{z}\right|^{\alpha}\right) \mu(z) e^{-z} \, dz \leq C \left(|x|^{-\alpha} + |x|^\alpha\right),$$

which shows (9.3). Then, using the analyticity of $\beta_W$ in $\mathbb{C} \setminus (-\infty, 0]$, we get (9.4) for $\ell \in \mathbb{N}$ by means of Cauchy estimates.

Remark 9.4. From now on we will use repeatedly the notation $\int_x^{\sgn(\Im x)\infty} (\cdots) \, dt$ to denote the path integral $\int_{\gamma_x} (\cdots) \, dt$ where we denote

$$\gamma_x := \{\Re(x) + i\text{sgn}(\Im x) \xi \mid \xi \in (\Im x, \infty)\} \quad \text{if } \Im(x) \neq 0$$

while for $\Im(x) = 0$ we can take both signs, i.e.

$$\gamma_x := \{\Re(x) \pm i\xi \mid \xi \in (0, \infty)\} \quad \text{if } \Im(x) = 0.$$

Similarly, for $x \in \mathbb{C} \setminus (-\infty, 0]$, integrals of the form $\int_x^\infty (\cdots) \, dt$ have to be understood as integrals $\int_{\gamma_x} (\cdots) \, dt$ with

$$\gamma_x = \{s + i\Im(x) \mid s \in (\Re x, \infty)\}$$

as illustrated in Figure [1]. Finally for $x, y \in \mathbb{C}$ we denote by $\int_x^y (\cdots) \, dt$ the path integral over the segment from $x$ to $y$. In all the following computations the segment connecting $x$ and $y$ does not intersect the negative real line $(-\infty, 0)$.

In the following Lemma we collect several properties and estimates for $\Phi$ that will be useful later in the Proofs of Propositions 9.2 and 10.1.

Lemma 9.5. The function $\Phi$ as given in (8.2) can be extended analytically to $\mathbb{C} \setminus (-\infty, 0]$. Furthermore, for $\Phi$ and $x \in \mathbb{C} \setminus (-\infty, 0]$ we have the representation formulas

$$\Phi(x) = \varepsilon \int_x^{\sgn(\Im x)\infty} \frac{\beta_W(t) e^{-t}}{t} \, dt,$$

(9.7)
\[ \Phi(x) = \varepsilon \frac{\beta W(x) e^{-x}}{x} + \varepsilon \int_x^{\text{sgn}(\text{Im} x) \infty} \frac{d}{dt} \left( \frac{\beta W(t)}{t} \right) e^{-t} dt. \] (9.8)

Additionally for \( x \in \mathbb{C} \setminus (-\infty, 0] \) with \( \text{Re}(x) \geq 0 \) we have

\[ \left| \frac{d^\ell}{dx^\ell} \Phi(x) \right| \leq C \varepsilon \left( |x|^{-\ell-\alpha} + |x|^{\alpha-1} \right) \quad \text{for all } \ell \in \mathbb{N}, \] (9.9)

\[ |\Phi(x)| \leq C \varepsilon \min \left\{ |x|^{-\alpha}, |x|^{\alpha-1} \right\}, \] (9.10)

while for \( \text{Re}(y) \geq 0 \) and \( x \in \{ \lambda y \mid \lambda \in [0,1] \} \) there exists \( C > 0 \) such that

\[ \text{Re} (\Phi(y) - \Phi(x)) \leq C \varepsilon \left( |y|^{1+\alpha} + |y|^{1-\alpha} \right). \] (9.11)

**Proof.** From Lemma 9.3 it follows immediately that the expression (8.2) can be extended analytically to \( \mathbb{C} \setminus (-\infty, 0] \) where the integral has to be interpreted as explained in Remark 9.4. Formula (9.7) then follows by contour deformation taking into account also Lemma 9.3. Note that the integral in (9.7) has to be understood in the sense of improper Riemann integrals.

On the other hand formula (9.8) is obtained by means of integration by parts, while the integral on the right hand side exists in the usual Lebesgue sense.

The estimates (9.9) and (9.10) easily follow from the definitions, i.e. as \( \Phi'(x) = -\varepsilon \frac{\beta W(x)}{x} e^{-x} \) the estimate (9.9) for \( \ell = 1 \) immediately follows from (9.3), while for \( \ell > 1 \) we just differentiate repeatedly using (9.3) and (9.4) and taking into account also the oscillatory term \( e^{-x} \). To obtain (9.10) for \( |x| \leq 1 \) we just integrate (9.9) for \( \ell = 1 \). For \( |x| \geq 1 \) the estimate directly follows from (9.8) together with (9.3) and (9.4).

It remains to prove (9.11) which is more complicated. From the definition of \( \Phi \) we obtain by contour
deformation

$$\Phi(y) - \Phi(x) = \varepsilon \int_y^\infty \frac{\beta w(t)}{t} e^{-t} \, dt - \varepsilon \int_x^\infty \frac{\beta w(t)}{t} e^{-t} \, dt = -\varepsilon \int_x^y \frac{\beta w(t)}{t} e^{-t} \, dt$$

$$= -\varepsilon \int_0^\infty \mu(z) e^{-z} \int_x^y W\left(\frac{t}{z}, 1\right) \frac{e^{-t}}{t} \, dt \, dz.$$ 

Using the splitting $e^{-t} = 1 + (e^{-t} - 1)$ we can write

$$\Phi(y) - \Phi(x) = -\varepsilon \int_0^\infty \mu(z) e^{-z} \int_x^y W\left(\frac{t}{z}, 1\right) \frac{e^{-t}}{t} \, dt \, dz - \varepsilon \int_0^\infty \mu(z) e^{-z} \int_x^y W\left(\frac{t}{z}, 1\right) (e^{-t} - 1) \, dt \, dz$$

$$= (I) + (II).$$

Using that $|\frac{e^{-t}}{t}| \leq C$, the a-priori estimates (2.3) and (2.5) and writing $x = \lambda y$ with $\lambda \in [0, 1]$ we can estimate the second term by

$$|(II)| \leq C \varepsilon \int_0^\infty \mu(z) e^{-z} |y| (1 - \lambda) \lambda \int_0^1 \left| W\left(\frac{y(\lambda + s(1 - \lambda))}{z}, 1\right) \right| \, ds \, dz$$

$$\leq C \varepsilon |y| \int_0^\infty \mu(z) e^{-z} (1 - \lambda) \lambda \int_0^1 \left| \frac{|y|^{1-\alpha} (s (1 - \lambda) + \lambda)^\alpha}{z} \right| + \frac{z^\alpha}{|y|^{1-\alpha} (s (1 - \lambda) + \lambda)^\alpha} \, ds \, dz$$

$$\leq C \varepsilon \left(|y|^{1+\alpha} + |y|^{1-\alpha}\right).$$

Furthermore, writing $y = re^{i\theta}$ with $\theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]$ we can rewrite

$$(I) = -\varepsilon \int_0^\infty \mu(z) e^{-z} \int_\lambda^y \frac{W\left(\frac{t}{z}, 1\right)}{t} \, dt \, dz = -\varepsilon \int_0^\infty \mu(z) e^{-z} \int_{r e^{i\theta}} \frac{W\left(\frac{t}{z}, 1\right)}{t} \, dt \, dz$$

$$= -\varepsilon \int_0^\infty \mu(z) e^{-z} \int_{r \lambda}^r \frac{W\left(\frac{s e^{i\theta}}{z}, 1\right)}{s} \, ds \, dz,$$

where the last integral is an integral in the real line. Using then (1.10) and $\mu \geq 0$ we find

$$\text{Re} \left( -\varepsilon \int_0^\infty \mu(z) e^{-z} \int_{y \lambda}^y \frac{W\left(\frac{t}{z}, 1\right)}{t} \, dt \, dz \right) \leq 0.$$ 

Together this then shows (9.11).

In the following we will frequently use that

$$|e^{\Phi(y) - \Phi(x)}| \leq C \quad \text{for} \quad x \in \{\lambda y \mid \lambda \in [0, 1]\} \quad \text{and} \quad |e^{\Phi(y) - \Phi(x)}| \leq C_R \quad \text{for any} \quad |x|, |y| \geq R > 0.$$

Remark 9.6. From the estimates obtained in Lemma 2.5 it follows immediately that we can extend the expression for $H_0$ to the right half-plane by integrating along the segment connecting 0 to $y$. From the analyticity of the integrand the value of the integral is then independent of the choice of the path.

Before we come to the proof of Proposition 9.2 we also note that due to Remark 8.1 we have $|\kappa| \to 0$ as $\varepsilon \to 0$. Thus, in the following we may always assume that for each $\delta > 0$ it holds $|\kappa| \leq \delta$ if $\varepsilon$ is sufficiently small, while this will not be mentioned each time.
9.2 Proof of Proposition 9.2

We come now to the proof of the representation formula for $H_0$.

**Proof of Proposition 9.2**  Due to Theorem 9.1 it suffices to show that $H_0 \in H^2(0)$. Recalling that $H_0(\cdot, p)$ is analytic in the right half plane due to Remark 9.6 it remains to establish the $L^2$-condition (9.1) in the definition of $H^2(0)$. We first show that for $|y| \leq 1$ and Re $(y) \geq 0$ we have that $H_0(y, p)$ is uniformly bounded with respect to $y$. In fact, assuming $|y| \leq 1$, choosing as path of integration in (8.10) the segment from zero to $y$ and using also (9.9) and (9.11), we have

$$|H_0(y, p)| \leq \left| \frac{(2 + \kappa) y}{py (1 + y)} \int_0^1 e^{-psy} s y s^\kappa e^{\Phi(y)} e^{\Phi(sy)} ds \right| + \left| \frac{y}{py (1 + y)} \int_0^1 \Phi'(sy) e^{-psy} s^2 y s^\kappa e^{\Phi(y)} e^{\Phi(sy)} ds \right|$$

$$\leq \frac{C|y|}{p|1 + y|} + \frac{C}{p|1 + y|} \int_0^1 \left( |sy|^{-1-\alpha} + |sy|^{\alpha-1} \right) s^2 |y|^{1+\alpha} ds$$

$$\leq \frac{C}{p|1 + y|} (|y| + |y|^{-\alpha} + |y|^{1+\alpha}) \leq C .$$

(9.12)

We next consider $|y| > 1$. To do this we treat the terms $H_{0,1}$ and $H_{0,2}$ (see (8.10)) separately and begin with $H_{0,1}$. By splitting the integral, we find

$$H_{0,1}(y, p) = \frac{2 + \kappa}{py (1 + y)} \int_0^{\frac{y}{|y|}} e^{-px} x \left( \frac{x}{y} \right) s^\kappa e^{\Phi(y)} e^{\Phi(x)} dx + \frac{2 + \kappa}{py (1 + y)} \int_{\frac{y}{|y|}}^y e^{-px} x \left( \frac{x}{y} \right) s^\kappa e^{\Phi(y)} e^{\Phi(x)} dx$$

$$=: H_{0,1,1} + H_{0,1,2},$$

where in both cases we can just take a segment as path of integration. Using the estimate

$$\text{Re} \left( \Phi(y) - \Phi(x) \right) = \text{Re} \left( \frac{\Phi(y)}{|y|} - \Phi(x) \right) + \text{Re} \left( \Phi(y) - \Phi \left( \frac{y}{|y|} \right) \right) \leq C ,$$

(9.13)

which is due to Lemma 9.5 together with (9.10) and (9.11), we obtain for $H_{0,1,1}$ that

$$|H_{0,1,1}| \leq \frac{C}{p |y|^{1-\alpha} |1 + y|} .$$

(9.14)

For $H_{0,1,2}$, integrating by parts, we obtain

$$H_{0,1,2} = -\frac{2 + \kappa}{p^2 y (1 + y)} \int_{\frac{y}{|y|}}^y \partial_x \left( e^{-px} \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \right) dx$$

$$= -\frac{2 + \kappa}{p^2 y (1 + y)} \left( e^{-py} - \frac{y e^{-p\frac{y}{|y|}} e^{\Phi(y)}}{|y|^{\kappa-1}} e^{\Phi \left( \frac{y}{|y|} \right)} \right)$$

$$+ \frac{2 + \kappa}{p^2 y (1 + y)} \int_{\frac{y}{|y|}}^y e^{-px} \left( 1 + \frac{\kappa}{x} \right) - \Phi'(x) x \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} dx .$$
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Thus similarly as before we get

\[ |H_{0,1,2}| \leq \frac{C}{p^2|1+y|} + \frac{C}{p^2 |y|^{1-\delta} |1+y|} \]

\[ + \frac{C}{p^2 |y| |1+y|} \int_1^{|y|} e^{-px \frac{w}{|y|}} \left( \frac{1 + \kappa}{s^\gamma \frac{y}{|y|}} + \Phi' \left( \frac{s y}{|y|} \right) \right) s^\gamma \frac{y}{|y|} \left( \frac{s}{|y|} \right) ^\kappa e^{\Phi(y)} e^{\Phi(x)} \right) \right) \right| ds \]

\[ \leq \frac{C}{p^2|1+y|} + \frac{C}{p^2 |y|^{1+\kappa} |1+y|} \int_0^{|y|} \left(s^{\kappa} + s^{\kappa-\alpha} + s^{\alpha+\kappa} \right) \right) \right| ds \]

\[ \leq \frac{C}{p^2|1+y|} + \frac{C |y|^\alpha}{p^2 |1+y|} \leq \frac{C |y|^\alpha}{p^2 |1+y|}. \]

We next consider \( H_{0,2} \) and proceed similarly, while we also use \( \Phi' (x) = -\varepsilon \beta W (x) x^{-1} e^{-x} \), i.e.

\[ H_{0,2} (y, p) = -\frac{1}{py (1+y)} \int_0^{|y|} \Phi' (x) e^{-px x^2} \left( \frac{x}{y} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx \]

\[ + \frac{\varepsilon}{py (1+y)} \int_0^{|y|} \beta W (x) e^{-(1+p)x} x \left( \frac{x}{y} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx =: H_{0,2,1} + H_{0,2,2}. \]

Using again (9.13) and Lemma 9.5 we obtain

\[ |H_{0,2,1}| \leq \frac{C |y|^\alpha}{p |y|^{1+\delta} |1+y|} \int_0^1 \left( \left| s^{y-\alpha} \right| + \left| s^{y-\alpha} \right| \right) s^{y-\alpha} |s^{y}|\kappa \left( \frac{s}{|y|} \right) ^\kappa ds \leq \frac{C}{p |y|^{1+\delta} |1+y|}. \]

To estimate \( H_{0,2,2} \) we have to integrate by parts twice (at least for some terms). Precisely we have

\[ H_{0,2,2} = -\frac{\varepsilon}{p (1+p) y (1+y)} \int_0^{|y|} \partial_x \left( e^{-(1+p)x} \right) \beta W (x) x \left( \frac{x}{y} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx \]

\[ = -\frac{\varepsilon}{p (1+p) y (1+y)} \left( \beta W (y) e^{-(1+p)y} y - \beta W \left( \frac{y}{|y|} \right) e^{-(1+p)\frac{y}{|y|} y} \right) \left( \frac{y}{|y|} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \right) \right) \right| dx \]

\[ + \frac{\varepsilon}{p (1+p) y (1+y)} \int_0^{|y|} e^{-(1+p)x} \left( \beta W (x) + (1+\kappa) \beta W \left( \frac{x}{y} \right) \right) x \left( \frac{x}{y} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx \]

\[ - \frac{\varepsilon}{p (1+p) y (1+y)} \int_0^{|y|} e^{-(1+p)x} \beta W (x) \Phi' (x) \left( \frac{x}{y} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx =: (I) + (II) \]

with

\[ (I) = -\frac{\varepsilon}{p (1+p) y (1+y)} \left( \beta W (y) e^{-(1+p)y} y - \beta W \left( \frac{y}{|y|} \right) e^{-(1+p)\frac{y}{|y|} y} \right) \left( \frac{y}{|y|} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \right) \right) \right| dx \]

\[ + \frac{\varepsilon}{p (1+p) y (1+y)} \int_0^{|y|} e^{-(1+p)x} \beta W \left( \frac{x}{y} \right) x \left( \frac{x}{y} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx \]

and

\[ (II) = \frac{\varepsilon}{p (1+p) y (1+y)} \int_0^{|y|} e^{-(1+p)x} \beta W \left( \frac{x}{y} \right) \Phi' \left( \frac{x}{y} \right) \left( \frac{x}{y} \right) ^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \right) \right| dx. \]
We first estimate \((I)\) and as before we get
\[
|I| \leq \frac{C}{p(1+p)|y| |1+y|} \left( (|y|^{\alpha} + |y|^{-\alpha}) |y| + |y|^\delta \right)
+ \frac{C}{p(1+p)|y| |1+y|} \int_{1}^{\infty} (s^{-\alpha-1} + s^{\alpha-1}) s \left( \frac{s}{|y|} \right)^\kappa \, ds
\]
\begin{equation}
\tag{9.18}
\end{equation}
where we estimated by the most dominant terms in the last step. It remains to consider \((II)\) while here we have to integrate by parts again to get enough decay in \(y\) at infinity. Thus expressing \(\Phi\)' again by \(\beta_W\) yields
\[
\begin{align*}
(II) &= \frac{\varepsilon}{p(1+p)y(1+y)} \int_{\mathbb{R}}^{y} e^{- (2+p)x} \beta_W(x) \Phi'(x) \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \\
&= -\frac{\varepsilon^2}{p(1+p)(2+p)y(1+y)} \int_{\mathbb{R}}^{y} \partial_x \left( e^{- (2+p)x} \beta_W^2(x) \right) \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \\
&= -\frac{\varepsilon^2}{p(1+p)(2+p)y(1+y)} \left( e^{- (2+p)y} \beta_W^2(y) - e^{- (2+p)x} \beta_W^2 \left( \frac{y}{|y|} \right) \frac{1}{|y|} \frac{e^{\Phi(y)}}{e^{\Phi(y)}} \right) \\
&\quad + \frac{\varepsilon^2}{p(1+p)(2+p)y(1+y)} \int_{\mathbb{R}}^{y} e^{- (2+p)x} \left( \partial_x (\beta_W(x))^2 + \kappa \beta_W^2(x) - \beta_W^2(x) \Phi'(x) \right) \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx.
\end{align*}
\]
Now proceeding as before we find
\[
|\text{(II)}| \leq \frac{C}{p(1+p)(2+p)|y| |1+y|} \left( |y|^{2\alpha} + |y|^\delta \right)
+ \frac{C}{p(1+p)(2+p)|y| |1+y|} \int_{1}^{\infty} (s^{2\alpha-1} + s^{2\alpha} s^{\alpha-1}) \left( \frac{s}{|y|} \right)^\kappa \, ds
\]
\begin{equation}
\tag{9.19}
\end{equation}
\[
\leq \frac{C}{p(1+p)(2+p)|y|^{1-2\alpha} |1+y|} + \frac{C}{p(1+p)(2+p)|y|^{1-3\alpha} |1+y|}.
\]
Summarizing (9.14), (9.19) and taking into account \(|y| > 1\) we find
\[
|H_0(y,p)| \leq C(p) \left( |y|^{\delta-2} + |y|^{\alpha-1} + |y|^{3\alpha-2} \right),
\]
while on the other hand from (9.12) we have \(|H_0(y,p)| \leq C(p)\) for \(|y| \leq 1\) and thus also \(|H_0(y,p)| \leq C(p)\) for \(|y| \leq 2\). Writing then \(y = x + iz\) we get for \(x \leq 1\) that
\[
\int_{-\infty}^{\infty} |H_0(x+iz)| \, dz \leq C \int_{-1}^{1} |H_0(x+iz)|^2 \, dz + \int_{\mathbb{R}\setminus(-1,1)} |H_0(x+iz)|^2 \, dz
\]
\[
\leq C(p) + 2C(p) \int_{1}^{\infty} \left( \frac{1}{(x^2 + z^2)^{2\delta}} + \frac{1}{(x^2 + z^2)^{2\delta+\alpha}} + \frac{1}{(x^2 + z^2)^{2\delta+2\alpha}} \right)^2 \, dz
\]
\[
\leq C(p) + 2C(p) \int_{1}^{\infty} \frac{1}{z^{2(2-\delta)}} + \frac{1}{z^{2(1-\alpha)}} + \frac{1}{z^{2(2-3\alpha)}} \, dz \leq C(p),
\]
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where the constant is independent of \( x \) and the last integral is finite as \( \alpha < 1/2 \). For \( x \geq 1 \) we find similarly

\[
\int_{-\infty}^{\infty} |H_0(x + iz)|^2 \, dz \leq 2C(p) \int_0^{\infty} \left( \frac{1}{(x^2 + z^2)^{\frac{1}{2} + \frac{\alpha}{2}}} + \frac{1}{(x^2 + z^2)^{\frac{1}{2} + \frac{\alpha}{2}}} + \frac{1}{(x^2 + z^2)^{\frac{1}{2}}} \right)^2 \, dz
\]

\[
= C(p) \int_0^1 (\cdots) \, dz + C(p) \int_1^{\infty} (\cdots) \, dz
\]

\[
\leq C(p) \left( \frac{1}{x^2(2-\delta)} + \frac{1}{x^2(2-\alpha)} + \frac{1}{x^2(2-3\alpha)} \right) + C(p) \int_1^{\infty} \frac{1}{z^2(2-\delta)} + \frac{1}{z^2(1-\alpha)} + \frac{1}{z^2(2-3\alpha)} \, dz \leq C(p)
\]

independent of \( x \), where in the last step we used \( x \geq 1 \) as well as \( \alpha < 1/2 \) to get a finite integral. This then shows \( H_0 \in H^2(0) \) and thus finishes the proof.

\[\square\]

### 10 Integral estimate on \( Q_0 \)

In this section we prove an integral estimate on \( Q_0(\cdot, p) \) that is used in the proof of Proposition 7.1.

**Proposition 10.1.** There exists a constant \( C > 0 \) and \( \nu = \nu(\alpha, \theta) > 0 \) sufficiently small such that the function \( Q_0 \) given by (9.2) in Proposition 9.2 satisfies

\[
\int_0^{\infty} \frac{|Q_0(\xi, p)|}{(1 + \xi)^{2\theta - \nu}} \, d\xi \leq C \frac{(1 + p)^{1-\theta}}{p^3} \quad \text{for all } p > 0.
\]

**Proof.** We first note that \( Q_0(\cdot, p) \) is obtained as a limit as \( R \to \infty \) in (9.2). Thus we need to obtain estimates uniform in \( R \) in order to show the claim. We recall the definition of \( H_{0,1} \) and \( H_{0,2} \) from (8.10) and define in view of (9.2) for \( R > 0 \) the corresponding truncated functions

\[
Q_{k,R}(\xi, p) := \frac{1}{2\pi i} \int_{-iR}^{iR} e^{iy} H_{0,k}(y, p) \, dy, \quad k = 1, 2.
\]

The general strategy of the proof is then the following. We will split the expressions \( Q_{k,R} \) as

\[
Q_{k,R}(\xi, p) = L_k(\xi, p) + B_{k,R}(\xi, p)
\]

and show that for \( L_k(\xi, p) \) we obtain suitable decay estimates in \( \xi \) and \( p \). On the other hand we will see that for all \( p > 0 \) the expressions \( B_{R,k}(\xi, p) \) converge to zero for a.e. \( \xi > 0 \) as \( R \to \infty \).

From (9.2) we know that for all \( p > 0 \) there exists some subsequence \( R_n = R_n(p) \to \infty \) as \( n \to \infty \) such that

\[
Q_0(\xi, p) = \lim_{n \to \infty} \left( Q_{1,R_n}(\xi, p) + Q_{2,R_n}(\xi, p) \right) \quad \text{for a.e. } \xi \in \mathbb{R}_+.
\]

Then using the splitting (10.2) it follows for all \( p > 0 \) and a.e. \( \xi \in \mathbb{R}_+ \)

\[
|Q_0(\xi, p)| \leq \lim_{n \to \infty} \left( |B_{1,R_n}(\xi, p)| + |B_{2,R_n}(\xi, p)| \right) + |L_1(\xi, p)| + |L_2(\xi, p)| = |L_1(\xi, p)| + |L_2(\xi, p)|.
\]

The general strategy in order to obtain estimates for \( L_k \) and \( B_{k,R} \) will now be as follows. First we integrate by parts in the expressions \( Q_{k,R}(\xi, p) \) in the variable \( x \) (in \( H_{0,k} \)). Then we have to consider the regions \( \xi < p \) and \( \xi > p \) separately and integrate by parts either in \( x \) again in the first case (i.e. for \( \xi < p \)) or in \( y \) in the second one (i.e. for \( \xi > p \)) in order to obtain suitable decay estimates in \( \xi \) and \( p \).
Before we start estimating the different terms we will collect here some notation and general results that will be used frequently in the following. In order to separate the regions close to the origin and far from the origin in some integrals, we will have to introduce some cut-off functions both in the variable $x$ and $y$ that will be denoted by $\gamma$ and $\eta$. Precisely, we take smooth functions $\gamma, \eta \in C^\infty$ such that

\[
0 \leq \gamma \leq 1, \quad \gamma(-s) = \gamma(s), \quad \gamma(s) = 0 \text{ for } |s| \in [0, 1/2] \quad \text{and} \quad \gamma(s) = 1 \text{ for } |s| \in [1, \infty)
\]

\[
0 \leq \eta \leq 1, \quad \eta(-y) = \eta(y), \quad \eta(y) = 1 \text{ for } |y| \in [0, 1] \quad \text{and} \quad \eta(y) = 0 \text{ for } |y| \in [2, \infty).
\]

Furthermore we will use that for any $a \in [0, 1]$ we have

\[
|e^{-x} - 1| \leq C_a |x|^a \quad \text{for all } x \text{ with } \Re(x) \geq 0.
\]

We will also often use that due to Fubini’s Theorem we have

\[
\int_{-R}^R \int_0^y (\cdots) \, ds \, dy = \int_{-R}^R \int_{s}^{s\text{sgn}(s)R} (\cdots) \, dy \, ds.
\]

Additionally, we will use several results concerning the precise asymptotic behaviour of the function $\Phi$ at zero. These estimates are collected and proved in Section 11. We emphasize here that this is the only part where we will use the assumption \(1.15\) on the asymptotic behaviour of $W$ at the origin.

10.1 Contribution of $H_{0,1}$

We begin with the consideration of $Q_{1,R}$ and first integrate by parts in the expression for $H_{0,1}$ to get

\[
H_{0,1}(y,p) = \frac{2 + \kappa}{py (1 + y)} \int_0^y e^{-px} x \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx = -\frac{2 + \kappa}{p^2 y (1 + y)} \int_0^y \partial_x (e^{-px}) x \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx
\]

\[
= -\frac{2 + \kappa}{p^2 y (1 + y)} e^{-py} + \frac{(2 + \kappa)(1 + \kappa)}{p^2 (1 + y) y} \int_0^y e^{-px} \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx
\]

\[
- \frac{2 + \kappa}{p^2 y (1 + y)} \int_0^y e^{-px} \Phi'(x) x \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx =: W_{1,0}(y,p) + W_{1,1}(y,p) + W_{1,2}(y,p).
\]

10.1.1 Contribution of $W_{1,0}$

We consider first the boundary part $W_{1,0}$ whose contribution to $Q_{1,R}$ is given by

\[
-\frac{2 + \kappa}{2p^2 \pi i} \int_{-iR}^{iR} \frac{e^{\Phi(x)-1}}{(1 + y)} \, dy = -\frac{2 + \kappa}{2p^2 \pi i} \frac{1}{\xi - p} \int_{-iR}^{iR} \partial_y \left( \frac{e^{\Phi(x)-1}}{(1 + y)^2} \right) \, dy
\]

\[
= \frac{2 + \kappa}{2p^2 \pi i} \frac{1}{\xi - p} \left( \frac{e^{iR} - 1}{1 + iR} - \frac{e^{-iR} - 1}{1 - iR} \right) - \frac{2 + \kappa}{2p^2 \pi i} \frac{1}{\xi - p} \int_{-iR}^{iR} \frac{e^{\Phi(x)}}{(1 + y)^2} \, dy.
\]

We first note that for $\xi \neq p$ we can estimate

\[
\left| \frac{2 + \kappa}{2p^2 \pi i} \frac{1}{\xi - p} \left( \frac{e^{iR} - 1}{1 + iR} - \frac{e^{-iR} - 1}{1 - iR} \right) \right| \leq \frac{C}{p^2 R |\xi - p|} \rightarrow 0 \text{ as } R \rightarrow \infty.
\]

To estimate the remaining integral in (10.1) we have to consider the regions $\xi < p$ and $\xi > p$ separately using contour deformation and the analyticity of the integrand in $\mathbb{C} \setminus \{-1\}$.
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Starting with $\xi < p$ we will show that the integral over the half-circle of radius $R$ in the right half-plane (see Figure 2) converges to 0 if $R \to \infty$ which finally shows then that there is no contribution of $W_{1,0}(\cdot, p)$ to $Q_{1,R}$ in the limit $R \to \infty$ for $\xi < p$. Precisely, proceeding similarly as before we see

$$
\left| \frac{2 + \kappa}{2p^2 \pi i} \int_{-iR}^{iR} \frac{e^{\theta(\xi - p)} - 1}{(1 + y)^2} \, dy \right| = \left| \frac{2 + \kappa}{2p^2 \pi i} \int_{-\pi/2}^{\pi/2} \frac{e^{\theta R \xi} - 1}{(1 + R e^{is})^2} e^{is} \, ds \right| \leq \frac{C}{p^2 R |\xi - p|},
$$

(10.5)

where the right-hand side converges to zero for $R \to \infty$.

It remains to consider the region $\xi > p$ and to estimate the expression

$$
\frac{2 + \kappa}{2p^2 \pi i} \int_{-iR}^{iR} \frac{e^{\theta(\xi - p)} - 1}{(1 + y)^2} \, dy
$$

there, which will be done similarly as before. As $\xi > p$ we have to choose an integration path in the left half-plane and we can show in exactly the same way as in (10.5) that the integral over the half-circle of radius $R$ in the left half-plane converges to zero for $R \to \infty$. Thus, by the residue theorem we find

$$
- \frac{2 + \kappa}{2p^2 \pi i} \int_{-iR}^{iR} \frac{e^{\theta(\xi - p)} - 1}{(1 + y)^2} \, dy \longrightarrow - \frac{2 + \kappa}{p^2} e^{-(\xi - p)}, \quad \text{for} \quad \xi > p \quad \text{and} \quad R \to \infty.
$$

From this we see that the contribution of $W_{1,0}(\cdot, p)$ to the integral in (10.1) can be estimated by

$$
\frac{|2 + \kappa|}{p^2} \int_0^\infty \frac{e^{-(\xi - p)}}{(1 + \xi)^{2\theta - \nu}} \, d\xi \leq \frac{C}{p^{2 + 2\theta - \nu}} \int_0^\infty e^{-\xi} \, d\xi \leq \frac{C (1 + p)^{1-\theta}}{p^3}
$$

for sufficiently small $\nu > 0$. 
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10.1.2 Contribution of $W_{1,1}$ for $\xi < p$

Next we consider the contribution coming from $W_{1,1}$ and we again first assume $\xi < p$. Thus we integrate by parts in $x$ to obtain

$$W_{1,1}(y,p) = -\frac{(2 + \kappa)(1 + \kappa)}{p^3y(1+y)} \int_0^y \partial_x \left( e^{-px} - 1 \right) \frac{x^\kappa e^{\Phi(y)}}{e^{\Phi(x)}} dx$$

$$= -\frac{(2 + \kappa)(1 + \kappa)}{p^3y(1+y)} (e^{-py} - 1) + \frac{(2 + \kappa)(1 + \kappa)}{p^3y(1+y)} \int_0^y \left( e^{-px} - 1 \right) \partial_x \left( \frac{x^\kappa e^{\Phi(y)}}{e^{\Phi(x)}} \right) dx$$

$$=: W_{1,1,1}(y,p) + W_{1,1,2}(y,p).$$

We consider the two terms separately and first note that $W_{1,1,1}$ is analytic in $\mathbb{C} \setminus \{−1\}$. Thus, instead of integrating along the imaginary axis (from $-iR$ to $iR$) we can deform the integration path in such a way that, around the origin, we integrate over some half-circle (of radius one for example) in the right half-plane (see Figure 3).

Splitting furthermore the two terms, we have to consider (while the integral has to be understood along the path just explained)

$$\frac{1}{2\pi i} \int_{-iR}^{iR} e^{\xi(\xi-p)} \frac{dy}{y(1+y)} - \frac{1}{2\pi i} \int_{-iR}^{iR} e^{\xi} \frac{dy}{y(1+y)} dy.$$

We evaluate these integrals now using residues and in the first integral we close the contour by some half-circle of radius $R$ in the right half-plane while in the second one we take the half-circle in the left half-plane. Due to the decay of the integrand at $\infty$ one immediately sees that in the limit $R \to \infty$ the
integrals over these large half-circles vanish. Thus we obtain by the Residue Theorem that
\[
\lim_{R \to \infty} \left( \frac{1}{2\pi i} \int_{-iR}^{iR} \frac{e^{y(\xi-p)}}{y(1+y)} \, dy - \frac{1}{2\pi i} \int_{-iR}^{iR} \frac{e^{y\xi}}{y(1+y)} \, dy \right) = e^{-\xi} - 1.
\]
Thus, we find as contribution from \( W_{1,1} \) to the integral in (10.1), if \( \nu > 0 \) is sufficiently small, that
\[
\frac{C}{p^3} \int_0^p \frac{1 - e^{-\xi}}{(1+\xi)^{2\nu}} \, d\xi \leq \frac{C}{p^3} p^{1-2\theta+\nu} \leq C \left( \frac{1}{p} \right)^{1-\theta}.
\]
We next consider the contribution of \( W_{1,2} \) and first estimate for \( a \in (\alpha, \theta) \) (e.g. \( a = (\alpha + \theta)/2 \)) that
\[
|W_{1,2}(y,p)| = \left| \frac{(2 + \kappa) (1 + \kappa)}{p^3 y (1+y)} \int_0^y (e^{-px} - 1) \left( \frac{\kappa}{x} - \Phi'(x) \right) \left( \frac{x}{y} \right)^\kappa \frac{e^{\nu(y)}}{e^{\nu(x)}} \, dx \right|
\leq C \frac{1}{p^3} \int_0^y (e^{-px} - 1) \max \left\{ \left| s \right| y^{-\alpha-1}, \left| s \right| y^{\alpha-1} \right\} s^\kappa \, ds
\leq C \frac{1}{p^3} \int_0^y (e^{-px} - 1) \max \left\{ \left| s \right| y^{-\alpha-1}, \left| s \right| y^{\alpha-1} \right\} s^\kappa \, ds
\leq C (a) \frac{1}{p^{3-a}} \max \left\{ \left| y \right|^{a-\alpha}, \left| y \right|^{a+\alpha} \right\}.
\]
Note that the last integral is bounded as \( a > \alpha \) and this is enough to have \( a + \kappa > \alpha \) for sufficiently small \( \varepsilon \) due to Remark 8.1. Using this we see that we can take the limit \( R \to \infty \) in the integral \( \int_{-iR}^{iR} e^{i\xi} W_{1,2}(y,p) \, dy \) and then further estimate
\[
\left| \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} e^{i\xi} W_{1,2}(y,p) \, dy \right| \leq \frac{C}{p^{3-a}} \int_{-\infty}^{\infty} \frac{e^{i\xi}}{|y| (1+y)} \max \left\{ \left| y \right|^{a-\alpha}, \left| y \right|^{a+\alpha} \right\} \, dy \leq \frac{C (a, \delta)}{p^{3-a}}
\]
by the choice of \( a \). For \( a \) fixed we can then choose \( \nu > 0 \) sufficiently small such that the contribution of \( W_{1,2} \) to the integral in (10.1) can be estimated by (note we assume \( \xi < p \))
\[
\frac{C(a, \delta)}{p^3} \int_0^p \frac{1}{\xi^{2\nu}} \, d\xi \leq \frac{C(a, \delta)}{p^{2+2\sigma-\nu}} \leq C \left( \frac{1}{p} \right)^{1-\theta}.
\]

10.1.3 Contribution of \( W_{1,1} \) for \( \xi > p \)
Now we consider the contribution from \( W_{1,1} \) in the region \( \xi > p \) and therefore we integrate by parts in \( y \) to obtain
\[
\frac{1}{2\pi i} \int_{-i\infty}^{i\infty} e^{i\xi} W_{1,1}(y,p) \, dy = -\frac{(2 + \kappa) (1 + \kappa)}{2\pi i p^2 \xi} \int_{-i\infty}^{i\infty} \frac{\partial_y \left( e^{y\xi - 1} \right)}{y^{1+\kappa} (1+y)} \, dy.
\]

(1) + ((II) + (III) + (IV)).
We estimate these terms now separately. First we have
\[
|I| \leq C \left( \frac{|e^{iR\xi} - 1|}{R^{1+\kappa}|1 + iR|} + \frac{|e^{-iR\xi} - 1|}{R^{1+\kappa}|1 - iR|} \right) \int_0^R s^\kappa \, ds \leq \frac{C}{R p^2 \xi} \to 0 \quad \text{as } R \to \infty. \tag{10.6}
\]

In order to estimate the remaining terms we fix
\[
b \in (\alpha, \theta). \tag{10.7}
\]

Then to estimate \( (II) \) we use that for \( y \in iR \) we have
\[
\left| \int_0^y e^{-px}\xi \phi(y) \, dx \right| \leq C |y|^{1+\kappa}.
\]

Then we obtain
\[
|II| \leq \frac{C}{R p^2 \xi} \int_{-R}^R \frac{|e^{iy\xi} - 1|}{y^{2+\kappa}(1 + |y|)} |y|^{1+\kappa} \, dy \leq \frac{C}{p^2 \xi^{1-b}} \int_0^R \frac{y^b}{y(1 + y)} \, dy \leq \frac{C}{p^2 \xi^{1-b}}. \tag{10.8}
\]

The term \( (III) \) can be treated exactly as the term \( W_{1,1,1} \) before and we obtain
\[
|(III)| \leq \frac{C}{p^2 \xi^{1-b}}.
\]

It thus remains to consider the terms \( (IV) \) and we find similarly as before
\[
|IV| = \frac{C}{R p^2 \xi} \left| \int_{iR}^{iR} \frac{e^{iy\xi} - 1}{y^{1+\kappa}(1 + y)} \phi'(y) \int_0^y e^{-px}\xi \phi(y) \, dx \, dy \right| \leq \frac{C}{p^2 \xi^{1-b}} \int_{-R}^R \frac{|y|^b}{1 + y} \max \left\{ |y|^{a-1}, |y|^{-a-1} \right\} \, dy \leq \frac{C}{p^2 \xi^{1-b}}, \tag{10.9}
\]

where the last integral is bounded uniformly in \( R \) due to the choice of \( b \) in (10.7). Thus taking (10.6) and (10.8) - (10.9) together we see that in the limit \( R \to \infty \) we have the estimate
\[
\limsup_{R \to \infty} \left| \frac{1}{2\pi i} \int_{-iR}^{iR} e^{y\xi} W_{1,1}(y, p) \, dy \right| \leq \frac{C}{p^2 \xi^{1-b}}.
\]

Thus, the contribution of \( W_{1,1} \) to the integral in (10.1) can then be estimated by
\[
\frac{C}{p^2} \int_p^\infty \frac{1}{\xi^{2\theta-\nu+1-b}} \, d\xi \leq \frac{C}{p^2 \xi^{2\theta-\nu+1-b}} \leq C(\frac{1+p}{p^3})^{1-\theta} \]
if \( \nu > 0 \) is sufficiently small (for \( b \) fixed as in (10.7)).

### 10.2 Contribution of \( W_{1,2} \)

Next we consider the contribution coming from \( W_{1,2}(y, p) \) and first recall
\[
W_{1,2}(y, p) = -\frac{2 + \kappa}{p^2 y (1 + y)} \int_0^y e^{-px} \phi'(x) \left( \frac{x}{y} \right)^\kappa \frac{e^{\phi(y)}}{e^{\phi(x)}} \, dx.
\]

The strategy here is in principle the same as before, i.e. we consider the regions \( \xi < p \) and \( \xi > p \) separately and integrate by parts to get enough decay in \( p \) and, depending on the region, also in \( \xi \). But due to the occurrence of \( \phi' \) things get more involved and we have to take into account also the precise asymptotic behaviour of \( \phi \) at the origin.
10.2.1 Contribution of $W_{1,2}$ for $\xi < p$

We start again by looking at the region $\xi < p$ and we first rewrite $W_{1,2}$ using the cut-off $\gamma$ introduced in (10.3) to obtain

$$W_{1,2} (y, p) = - \frac{2 + \kappa}{p^2 y (1 + y)} \int_0^y e^{-p x} \Phi' (x) x \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \gamma (ix) \, dx$$

$$- \frac{2 + \kappa}{p^2 y (1 + y)} \int_0^y e^{-p x} \Phi' (x) x \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} (1 - \gamma (ix)) \, dx =: W_{1,2,1} (y, p) + W_{1,2,2} (y, p).$$

Note that $\gamma$ is a real function on the real line. We first consider $W_{1,2,1}$ which is the easier part because due to the cut-off $\gamma$, we can integrate by parts again. Using furthermore that $\Phi' (x) = -\varepsilon \beta_W (x) x^{-1} e^{-x}$ we obtain

$$W_{1,2,1} (y, p) = \frac{(2 + \kappa) \varepsilon}{p^2 (1 + p) y (1 + y)} \int_0^y e^{-(p+1) x} \beta_W (x) \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \gamma (ix) \, dx$$

$$= - \frac{(2 + \kappa) \varepsilon}{p^2 (1 + p) y (1 + y)} \int_0^y \partial_x \left( e^{-(1+p)x} \right) \beta_W (x) \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \gamma (ix) \, dx.$$ 

Integrating by parts this gives

$$W_{1,2,1} (y, p) = - \frac{(2 + \kappa) \varepsilon}{p^2 (1 + p) y (1 + y)} \int_0^y e^{-(1+p)x} \beta_W (x) \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \gamma (ix) \, dx$$

$$+ \frac{(2 + \kappa) \varepsilon}{p^2 (1 + p) y (1 + y)} \int_0^y e^{-(1+p)x} \partial_x \left( \beta_W (x) \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \gamma (ix) \right) \, dx$$

$$=: W_{1,2,1,1} (y, p) + W_{1,2,1,2} (y, p).$$

First we have due to the estimates on $\beta_W$ from (9.3), (9.4) together with the properties of $\gamma$ that

$$|W_{1,2,1,1} (y, p)| \leq C \frac{|y|}{|y|} \chi_{\{|y| \geq 1/2\}}.$$

Furthermore expanding the derivative we find

$$\partial_x \left( \beta_W (x) \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \gamma (ix) \right)$$

$$= \left( \beta_W (x) \gamma (ix) + \frac{\kappa}{x} \beta_W (x) \gamma (ix) - \beta_W (x) \Phi' (x) \gamma (ix) + i \beta_W (x) \gamma' (ix) \right) \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)}.$$

Estimating by the most singular term at infinity and using that $\gamma$ is supported away from the origin we find

$$\left| \partial_x \left( \beta_W (x) \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \gamma (ix) \right) \right| \leq C \left( \frac{|x|}{|y|} \right)^{\kappa-1+2\alpha} \chi_{\{|x| \geq \frac{1}{y}\}}.$$

This then yields

$$\left| \int_0^y e^{-(1+p)x} \partial_x \left( \beta_W (x) \left( \frac{x}{y} \right)^\kappa e^{\Phi(y)} e^{\Phi(x)} \gamma (ix) \right) \, dx \right| \leq C |y|^{2\alpha} \chi_{\{|y| \geq \frac{1}{2}\}}.$$
Thus, estimating again by the most singular terms we conclude
\[
\left| \frac{1}{2\pi} \int_{-R}^{R} e^{i\xi} W_{1,2,1} (y, p) \, dy \right| \leq \frac{C}{p^2 (1 + p)} \int_{(-R,R) \setminus (-\frac{1}{4}, \frac{1}{4})} \frac{1}{|y| |1 + y|} \left( |y|^\alpha + |y|^{2\alpha} \right) \, dy \leq \frac{C}{p^2 (1 + p)} ,
\]
where the last estimate holds uniformly in \( R \) and \( \xi \). The contribution of \( W_{1,2,1} \) to the integral in (10.1) can then be estimated by
\[
\frac{C}{p^2 (1 + p)} \int_0^p \frac{1}{\xi^{2\nu - \nu}} \, d\xi \leq \frac{C}{p^{1+2\nu - (1 + p)} (1 + p)} \leq C \frac{(1 + p)^{1-\theta}}{p^3} \tag{10.10}
\]
if \( \nu \) is sufficiently small.

We next estimate the expression coming from \( W_{1,2,2} \) which is more involved. Note first that we can directly take the limit \( R \to \infty \) due to the cut-off \( 1 - \gamma(ix) \). Thus we have to consider
\[
Q_{1,2,2} := -\frac{2 + \kappa}{2\pi i} \frac{1}{p^2} \int_{-\infty}^{\infty} \frac{e^{iy\xi}}{y(1 + iy)} \int_0^y e^{-px\Phi'(x)} \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} (1 - \gamma(ix)) \, dx \, dy .
\]

Transforming the integrals into integrals over real intervals and using Fubini’s Theorem we can rewrite this as
\[
Q_{1,2,2} = -\frac{2 + \kappa}{2\pi i} \frac{1}{p^2} \int_{-\infty}^{\infty} \frac{e^{iy\xi}}{y(1 + iy)} \int_0^y e^{-px\Phi'(x)} \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} (1 - \gamma(ix)) \, dx \, dy
\]
\[
= -\frac{2 + \kappa}{2\pi i} \frac{1}{p^2} \int_{-\infty}^{\infty} \frac{e^{iy\xi}}{y(1 + iy)} \int_0^y e^{-ips\Phi'(ix)(is)} \left( \frac{s}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(is)}} (1 - \gamma(s)) \, ds \, dy
\]
\[
= -\frac{2 + \kappa}{2\pi i} \frac{i}{p^2} \int_{-\infty}^{\infty} e^{-ips\Phi'(ix)(is)} s^{1+\kappa} (1 - \gamma(s)) e^{-\Phi(is)} \int_s^{\text{sgn}(s)\infty} \frac{e^{iy\xi}}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} \, dy \, ds .
\]

Before continuing we have to insert the cut-off \( \eta \) (see (10.3)) in the variable \( y \) to separate the regions \(|y| \leq 1\) and \(|y| \geq 1\), i.e. we split \( Q_{1,2,2} = Q_{1,2,2,1} + Q_{1,2,2,2} \) with
\[
Q_{1,2,2,1} := -\frac{2 + \kappa}{2\pi i} \frac{i}{p^2} \int_{-\infty}^{\infty} e^{-ips\Phi'(ix)(is)} s^{1+\kappa} (1 - \gamma(s)) e^{-\Phi(is)} \int_s^{\text{sgn}(s)\infty} \frac{e^{iy\xi}}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} \, dy \, ds
\]
\[
Q_{1,2,2,2} := -\frac{2 + \kappa}{2\pi i} \frac{i}{p^2} \int_{-\infty}^{\infty} e^{-ips\Phi'(ix)(is)} s^{1+\kappa} (1 - \gamma(s)) e^{-\Phi(is)} \int_s^{\text{sgn}(s)\infty} \frac{e^{iy\xi}}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)(1 - \eta(y))} \, dy \, ds .
\]

The second term, \( Q_{1,2,2,2} \), is again easier to treat because we can integrate by parts in \( s \). Doing this, using also the definition of \( \Phi \), we get
\[
Q_{1,2,2,2} = \frac{(2 + \kappa) \epsilon}{2\pi} \frac{1}{p^2} \int_{-\infty}^{\infty} e^{-is(p+1)} \beta_W (is) s^\kappa (1 - \gamma(s)) e^{-\Phi(is)} \int_s^{\text{sgn}(s)\infty} \frac{e^{iy\xi}}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} \, dy \, ds
\]
\[
= -\frac{(2 + \kappa) \epsilon}{2\pi} \frac{1}{p^2 (1 + p)} \int_{-\infty}^{\infty} \partial_s (e^{-is(p+1)} - 1) \beta_W (is) s^\kappa (1 - \gamma(s)) e^{-\Phi(is)} \int_s^{\text{sgn}(s)\infty} (\cdots) \, dy \, ds
\]
\[
= \frac{(2 + \kappa) \epsilon}{2\pi} \frac{1}{p^2 (1 + p)} \int_{-\infty}^{\infty} (e^{-is(p+1)} - 1) \partial_s (\beta_W (is) s^\kappa (1 - \gamma(s)) e^{-\Phi(is)}) \int_s^{\text{sgn}(s)\infty} (\cdots) \, dy \, ds
\]
\[
- \frac{(2 + \kappa) \epsilon}{2\pi} \frac{1}{p^2 (1 + p)} \int_{-\infty}^{\infty} (e^{-is(p+1)} - 1) \beta_W (is) (1 - \gamma(s)) \frac{e^{is\xi}}{s (1 + is)} (1 - \eta(s)) \, ds .
\]
\[
(10.11)
\]
On the other hand it holds
\[
\left| \int_{s}^{\text{sgn}(s)\infty} \frac{e^{iy\xi}}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} (1 - \eta(y)) \, dy \right| \leq C \quad \text{for all } s
\]
due to the cut-off \(1 - \eta(y)\) which is zero in \([-1, 1]\) and the boundedness of \(e^{\Phi(iy)}\) for \(|y| \geq 1\). Furthermore, the cut-off \(1 - \gamma(s)\) and Lemma 11.3 yield
\[
\varepsilon \left| \partial_s \left( \beta W(is) s^\kappa (1 - \gamma(s)) e^{-\Phi(is)} \right) \right| \leq C |s|^\kappa - 1 \chi_{|s| \leq 1}.
\]
Finally, using again that \(1 - \eta(s) = 0\) for \(-1 \leq s \leq 1\) as well as \(1 - \gamma(s) = 0\) for \(|s| \geq 1\) we also get
\[
\left| e^{-is(p+1)} \beta W(is) (1 - \gamma(s)) \frac{e^{is\xi}}{s(1 + is)} (1 - \eta(s)) \right| = 0 \quad \text{for all } s.
\]
Thus, taking these estimates together we conclude from (10.11) together with (10.10) this gives the desired contribution to the integral in (10.1) due to the choice of \(a\).

Remark 10.2. For bounded perturbations, i.e. for \(\alpha = 0\) we estimate \(W\) by a kernel \(\tilde{W}\) with positive \(\tilde{\alpha} > 0\). However, as explained in Remark 11.4 we cannot recover the assumption 1.15 and therefore we cannot rely on Lemma 11.3 here. Nevertheless, we still obtain the desired estimate in this case due to the fact, that we can choose \(\tilde{\alpha} > 0\) as small as we want. In fact, the left-hand side of (10.12) can also be estimated by
\[
C |s|^\kappa - 1 - \tilde{\alpha} \chi_{|s| \leq 1}.
\]
If we choose \(\tilde{\alpha} < \delta\) with \(\delta < \theta/2\) we can proceed as above if we take \(a \in (2\delta, \theta)\).

Thus it remains to consider \(Q_{1,2,2,1}\). Changing variables, \(y = s + t\), and rearranging we obtain
\[
Q_{1,2,2,1} = -\frac{2 + \kappa}{2\pi} \int_{-\infty}^{\infty} e^{-isp} \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) e^{-\Phi(is)} \int_{s}^{\text{sgn}(s)\infty} \eta(y) \frac{e^{iy\xi}}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} \, dy \, ds
\]
\[
= -\frac{2 + \kappa}{2\pi} \int_{-\infty}^{\infty} e^{is(\xi-p)} \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) \int_{0}^{\text{sgn}(s)\infty} \eta(s+t) e^{it\xi} \frac{e^{\Phi((s+t)-\Phi(is))}}{(s+t)^{1+\kappa} (1 + i (s+t))} \, dt \, ds.
\]
Integrating by parts in \(s\) we get
\[
Q_{1,2,2,1} = -\frac{2 + \kappa}{2\pi} \int_{-\infty}^{\infty} \partial_s \left( e^{is(\xi-p)} - 1 \right) \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) \cdot \int_{0}^{\text{sgn}(s)\infty} \eta(s+t) e^{it\xi} \frac{e^{\Phi((s+t)-\Phi(is))}}{(s+t)^{1+\kappa} (1 + i (s+t))} \, dt \, ds
\]
\[
= \frac{2 + \kappa}{2\pi} \int_{-\infty}^{\infty} \partial_s \left( e^{is(\xi-p)} - 1 \right) \cdot \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) \int_{0}^{\text{sgn}(s)\infty} \eta(s+t) e^{it\xi} \frac{e^{\Phi((s+t)-\Phi(is))}}{(s+t)^{1+\kappa} (1 + i (s+t))} \, dt \, ds.
\]
Expanding the derivative it follows
\[
\partial_s \left( \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) \right) \int_0^{\text{sgn}(s)\infty} \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+t)) - \Phi(is)} \, dt \\
= \partial_s \left( \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) \right) \int_0^{\text{sgn}(s)\infty} \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+t)) - \Phi(is)} \, dt \\
+ \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) \int_0^{\text{sgn}(s)\infty} \partial_s \left( \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} \right) e^{\Phi(i(s+t)) - \Phi(is)} \, dt \\
+ \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) \int_0^{\text{sgn}(s)\infty} \frac{\eta(s + t) e^{it\xi} (\Phi'(i(s + t)) - \Phi'(is))}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+t)) - \Phi(is)} \, dt.
\]

From Lemmas \[9.5\] and \[11.4\] together with \( |s|^{-\alpha} e^{-\frac{D\epsilon}{|s|^2}} \leq C \) we then get by estimating the most singular terms that
\[
\left| \partial_s \left( \Phi'(is) s^{1+\kappa} (1 - \gamma(s)) \int_0^{\text{sgn}(s)\infty} \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+t)) - \Phi(is)} \, dt \right) \right| \leq C \frac{\lambda |s| \chi_{|s| \leq 2}}{|s|^{1+2\delta}} \quad (10.14)
\]

Using this in \(10.13\) together with \( |e^{is(\xi - p)} - 1| \leq C |s|^a |\xi - p|^a \) for some \( a \in (2\delta, \theta) \) we find
\[
|Q_{1,2,2,1}| \leq C \frac{1}{p^2} \int_{-2}^2 |s|^{a-1-2\delta} \, ds \leq \frac{C(a)}{p^2} \frac{1}{|\xi - p|^{1-a}}.
\]

The contribution to the integral in \(10.1\) can then be estimated by
\[
C \frac{1}{p^2} \int_0^p \frac{1}{(1 + 1)^{2\theta-\nu}} \left| \frac{1}{|\xi - p|^{1-a}} \right| \, d\xi \leq C \frac{1}{p^2} \left( \frac{1}{p^{1-a}} \int_0^{p^{1/2}} \xi^{-2\theta+\nu} \, d\xi + \frac{1}{p^{2\theta}} \int_{p/2}^p |\xi - p|^{a-1} \, d\xi \right)
\leq \frac{C}{p^{2+2\theta-a-\nu}} \leq C \frac{(1+p)^{1-\theta}}{p^3}
\]

if we choose \( \nu > 0 \) sufficiently small for fixed \( a \).

**Remark 10.3.** For \( \alpha = 0 \) as small change in the argument is necessary, similarly to Remark \[10.2\]. Precisely, in this case the left-hand side of \(10.14\) can be estimated by \( C \, |s|^\kappa \chi_{|s| \leq 2} \). Choosing \( \tilde{\alpha} < \delta \) and \( \delta < \theta/2 \), we can proceed as above.

### 10.2.2 Contribution of \( W_{1,2} \) for \( \xi > p \)

Next we have to consider the region where \( \xi > p \) and we proceed similarly, i.e. we first introduce a cut-off in the variable \( y \) to separate the regions of small and large values of \( y \). Then in one part we can again integrate by parts directly, while in the other one we have to take more care using the precise asymptotic behaviour of \( \Phi \). Precisely we have to consider
\[
\frac{1}{2\pi i} \int_{-iR}^{iR} \frac{2 + \kappa}{p^2 y (1 + y)} e^{iy\xi} \int_0^y e^{-px} \Phi'(x) x \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \, dy
\]
\[
= \frac{(2 + \kappa)}{2\pi p^2} \int_{-R}^{R} e^{iy\xi} \int_0^y e^{-ips} \Phi'(is) s^{1+\kappa} \frac{e^{\Phi(is)}}{e^{\Phi(is)}} \, ds \, dy = \tilde{Q}_{1,2,1} + \tilde{Q}_{1,2,2}
\]
We first consider $\hat{\gamma}$ with
\[
\hat{\gamma} = \frac{2 + \kappa}{2\pi p^2} \int_{-R}^{R} \gamma(y) \frac{e^{iy\xi}}{y^{1+\kappa} (1 + iy)} \int_{0}^{y} e^{-ips\Phi'(is)} s^{1+\kappa} e^{\Phi(iy)} e^{\Phi(is)} ds \, dy,
\]
using similarly as before the boundedness of $e^{\Phi(iy)} e^{\Phi(is)}$ we thus obtain
\[
\hat{Q}_{1.2,1} := \frac{2 + \kappa}{2\pi p^2} \int_{-R}^{R} \frac{\partial y}{y^{1+\kappa} (1 + iy)} \int_{0}^{y} e^{-ips\Phi'(is)} s^{1+\kappa} e^{-\Phi'(is)} ds \, e^{\Phi(iy)} \gamma(y) \, dy
\]
\[
= \frac{2 + \kappa}{2\pi p^2} \left( \frac{e^{iy\xi} - 1}{y^{1+\kappa} (1 + iy)} \gamma(y) \int_{0}^{y} e^{-ips\Phi'(is)} s^{1+\kappa} e^{\Phi(iy)} e^{\Phi(is)} ds \, dy \right) |_{y=R} - \frac{2 + \kappa}{2\pi p^2} \int_{-R}^{R} \frac{e^{iy\xi} - 1}{1 + iy} e^{-ips\Phi'(iy)} \gamma(y) \, dy
\]
\[
= \frac{2 + \kappa}{2\pi p^2} \int_{-R}^{R} \frac{e^{iy\xi} - 1}{y^{1+\kappa} (1 + iy)} \gamma(y) \int_{0}^{y} e^{-ips\Phi'(is)} s^{1+\kappa} e^{\Phi(iy)} e^{\Phi(is)} ds \, dy
\]
\[
=: (I) + (II) + (III) + (IV).
\]

Using similarly as before the boundedness of $e^{\Phi(iy)} e^{\Phi(is)}$ as well $|\Phi'(Z)| \leq C \varepsilon \left( |Z|^{-\alpha-1} + |Z|^\alpha \right)$ we find
\[
\left| \int_{0}^{y} e^{-ips\Phi'(is)} s^{1+\kappa} e^{\Phi(iy)} e^{\Phi(is)} ds \right| \leq C \varepsilon \quad \text{for } |y| \leq 1
\]
\[
\left| \int_{0}^{y} e^{-ips\Phi'(is)} s^{1+\kappa} e^{\Phi(iy)} e^{\Phi(is)} ds \right| \leq C \varepsilon |y|^{1+\alpha+\kappa} \quad \text{for } |y| \geq 1.
\]

From this estimate we then obtain
\[
|(I)| \leq \frac{C}{p^2 \xi} \frac{R^\alpha}{1+R} \to 0 \quad \text{for } R \to \infty,
\]
where we also used the boundedness of $\gamma$. Next we get, by taking also the limit $R \to \infty$, which is possible due to the sufficient large decay at infinity of the integrand, that
\[
|(II)| \leq \frac{C}{p^2 \xi} \int_{-\infty}^{\infty} \frac{X\{|y|^{\frac{1}{2}}\}}{|y|^{2+\kappa} (1 + |y|)} \max \left\{ 1, |y|^{1+\alpha+\kappa} \right\} dy \leq \frac{C}{p^2 \xi},
\]
using also that $\alpha < 1/2$. Similarly we obtain
\[
|(III)| \leq \frac{C}{p^2 \xi} \int_{-\infty}^{\infty} \frac{X\{|y|^{\frac{1}{2}}\}}{1 + |y|} \left( |y|^{-\alpha-1} + |y|^\alpha \right) dy \leq \frac{C}{p^2 \xi}.
\]
Finally for (IV) we get
\[
|(IV)| \leq \frac{C}{p^2 \xi} \int_{-\infty}^{\infty} \frac{X\{|y|^{\frac{1}{2}}\}}{|y|^{1+\kappa} (1 + |y|)} \left( |y|^{-\alpha-1} + |y|^\alpha \right) \max \left\{ 1, |y|^{1+\alpha+\kappa} \right\} dy \leq \frac{C}{p^2 \xi},
\]
\[67\]
where it is crucial in the last step that \( \alpha < 1/2 \). Thus for \( \xi > p \) we obtain the estimate

\[
|\hat{Q}_{1,2,2}| \leq \frac{C}{p^2 \xi}
\]

and therefore the contribution to (10.11) can be estimated by

\[
\frac{C}{p^2} \int_p^\infty \frac{1}{\xi^{2\theta-\nu+1}} \, d\xi \leq \frac{C}{p^2 (1 + p)^{1-\theta}} \leq \frac{C \nu}{p^2 \nu (1 + p)^{1-\theta}}
\]

as \( \nu \) can be made as small as needed.

It now remains to estimate the contribution coming from \( \hat{Q}_{1,2,1} \). Noting that, due to the cut-off \( 1 - \gamma(y) \), we can take the limit \( R \to \infty \) in \( \hat{Q}_{1,2,1} \), we have to consider

\[
\lim_{R \to \infty} \hat{Q}_{1,2,1} = \frac{(2 + \kappa) i}{2 \pi p^2} \int_{-\infty}^{\infty} e^{-i p s} \Phi'(i s) s^{1+\kappa} e^{-\Phi(i s)} \int_{s}^{\sgn(s) \infty} \frac{1 - \gamma (s + t)}{(s + t)^{1+\kappa} (1 + i (s + t))} e^{i \xi t} e^{\Phi(i (s + t)) - \Phi(i s)} \, dt \, ds.
\]

Changing variables, \( y = s + t \), and rearranging we can integrate by parts in \( s \) to get

\[
\lim_{R \to \infty} \hat{Q}_{1,2,1} = \frac{(2 + \kappa) i}{2 \pi p^2} \int_{-\infty}^{\infty} \Phi'(i s) s^{1+\kappa} e^{is(\xi - p)} \int_{0}^{\sgn(s) \infty} \frac{1 - \gamma (s + t)}{(s + t)^{1+\kappa} (1 + i (s + t))} e^{i \xi t} e^{\Phi(i(s + t)) - \Phi(i s)} \, dt \, ds.
\]

Expanding the derivative we get

\[
\partial_s \left( \Phi'(i s) s^{1+\kappa} \int_{0}^{\sgn(s) \infty} \frac{1 - \gamma (s + t)}{(s + t)^{1+\kappa} (1 + i (s + t))} e^{i \xi t} e^{\Phi(i(s + t)) - \Phi(i s)} \, dt \right)
\]

\[
= \partial_s (\Phi'(i s) s^{1+\kappa}) \int_{0}^{\sgn(s) \infty} \frac{1 - \gamma (s + t)}{(s + t)^{1+\kappa} (1 + i (s + t))} e^{i \xi t} e^{\Phi(i(s + t)) - \Phi(i s)} \, dt
\]

\[
+ \left( \Phi'(i s) s^{1+\kappa} \right) \int_{0}^{\sgn(s) \infty} \partial_s \left( \frac{1 - \gamma (s + t)}{(s + t)^{1+\kappa} (1 + i (s + t))} e^{i \xi t} \right) e^{\Phi(i(s + t)) - \Phi(i s)} \, dt
\]

\[
+ i \left( \Phi'(i s) s^{1+\kappa} \right) \int_{0}^{\sgn(s) \infty} \frac{1 - \gamma (s + t)}{(s + t)^{1+\kappa} (1 + i (s + t))} e^{i \xi t} \left( \Phi'(i(s + t)) - \Phi'(i s) \right) e^{\Phi(i(s + t)) - \Phi(i s)} \, dt
\]

and together with Lemmas 9.5 and 11.5 as well as \( \varepsilon |s|^{-\alpha} e^{-\frac{D_y}{|s|^4}} \leq C \) we find

\[
\left| \partial_s \left( \Phi'(i s) s^{1+\kappa} \int_{0}^{\sgn(s) \infty} \frac{1 - \gamma (s + t)}{(s + t)^{1+\kappa} (1 + i (s + t))} e^{i \xi t} e^{\Phi(i(s + t)) - \Phi(i s)} \, dt \right) \right| \leq C \frac{\chi_{\{ |s| \leq 1 \}}}{|s|^{1+2\theta}}.
\]

Using then that for \( a \in (2\delta, \theta) \) we have \( |e^{is(\xi - p) - 1}| \leq C |s|^\alpha |\xi - p|^\alpha \) it follows

\[
\lim_{R \to \infty} \hat{Q}_{1,2,1} \leq \frac{C}{p^2 |\xi - p|^{1-a}} \int_{-2}^{2} |s|^{\alpha - 1 - 2\delta} \, ds \leq \frac{C (a)}{p^2 |\xi - p|^{1-a}}.
\]
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The contribution to the integral in (10.1) can then be controlled by

\[
\frac{C}{p^2} \int_{-\infty}^{\infty} \frac{1}{\xi^{2\theta - \nu} |\xi - p|^{1 - a}} \, d\xi \leq \frac{C}{p^{2 + 2\theta - \nu - a}} \int_{1}^{\infty} \frac{1}{\xi^{2\theta - \nu} |1 - \xi|^{1 - a}} \, d\xi \leq \frac{C}{p^{2 + 2\theta - \nu - a}} \leq \frac{C (1 + p)^{1 - \theta}}{p^3}
\]

if we choose \( \nu > 0 \) sufficiently small (for fixed \( a \)). This then finishes the considerations of the term \( W_{1,2} \).

**Remark 10.4.** For \( \alpha = 0 \) an argument similar to that one in Remark 10.3 applies.

### 10.3 Contribution of \( H_{0,2} \)

In the following we consider the contribution to the integral in (10.1) coming from \( H_{0,2}(y,p) \). To do this we proceed in the same way as for the term \( H_{0,1}(y,p) \), i.e. we first integrate by parts and use also \( \Phi'(x) = -\varepsilon \beta_W(x) x^{-1} e^{-x} \) to obtain

\[
H_{0,2}(y,p) = \frac{\varepsilon}{py(1 + y)} \int_{0}^{y} e^{-(1+p)x} \beta_W(x) x \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx
\]

\[
= -\frac{\varepsilon}{p(1 + p) y(1 + y)} \int_{0}^{y} \partial_x \left( e^{-(1+p)x} \right) \beta_W(x) x \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx
\]

\[
= -\frac{e^{-(p+1)y} \beta_W(y)}{p(1 + p) (1 + y)} + \frac{\varepsilon}{p(1 + p) y(1 + y)} \int_{0}^{y} e^{-(p+1)x} \partial_x \left( x \beta_W(x) \left( \frac{x}{y} \right)^\kappa \right) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx
\]

\[
+ \frac{1}{p(1 + p) y(1 + y)} \int_{0}^{y} e^{-px x^2} (\Phi'(x))^2 \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx
\]

As before we consider the contribution of the three terms separately.

### 10.4 Contribution of \( W_{2,0}(y,p) \)

We have to consider the following integral

\[
-\frac{1}{2\pi i} \frac{\varepsilon}{p(1 + p)} \int_{-iR}^{iR} e^{y(\xi - (p+1))} \beta_W(y) \, dy,
\]

while we are interested in estimates with respect to \( \xi \) and \( p \) in the limit \( R \to \infty \). First we note that we can deform the path of integration to some small semi-circle of radius \( r \) in the right half-plane around the origin to avoid the singularity there (see Figure 4). Precisely, the integral over this semi-circle can be estimated by

\[
\frac{C}{p(1 + p)^{1 - \alpha}} \to 0 \quad \text{as} \quad r \to 0.
\]

We now assume first that \( \xi < p + 1 \) and show that in this region there is no contribution from \( W_{2,0} \).
To do this we first integrate by parts to get

$$- \frac{\varepsilon}{2\pi i p (1 + p)} \int_{-iR}^{iR} e^{y(\xi - (p+1))} \frac{1}{1+y} \beta_W (y) \, dy$$

$$= - \frac{\varepsilon}{2\pi i p (1 + p) (\xi - (p + 1))} \int_{-iR}^{iR} \frac{e^{y(\xi - (1+p))} - 1}{1 + y} \beta_W (y) \, dy$$

$$= - \frac{\varepsilon}{2\pi i p (1 + p) (\xi - (p + 1))} \left( \frac{e^{iR(\xi - (1+p))} - 1}{1 + iR} \beta_W (iR) - \frac{e^{-iR(\xi - (1+p))} - 1}{1 - iR} \beta_W (-iR) \right)$$

$$+ \frac{\varepsilon}{2\pi i p (1 + p) (\xi - (p + 1))} \int_{-iR}^{iR} \left( e^{y(\xi - (1+p))} - 1 \right) \left( - \frac{\beta_W (y)}{(1+y)^2} + \frac{\beta_W'(y)}{1+y} \right) \, dy =: (I) + (II).$$

For $\text{(I)}$ we obtain by similar estimates as above

$$|\text{(I)}| \leq \frac{C}{p (1 + p) |\xi - (p + 1)|} \frac{1}{R^\alpha + R^{-\alpha}}.$$

The right-hand side converges to zero for $R \to \infty$. To treat the second term we use Cauchy’s Theorem, using the analyticity of the integrand in the right half plane. Note that we already showed that we can avoid the singularity at zero by some arbitrary small semi-circle. Precisely we show that the integral over the semi-circle of radius $R$ converges to zero for $R \to \infty$ and thus by Cauchy’s Theorem this also shows
that $(II) \to 0$. Parametrising the semi-circle by $\varphi(s) = \text{Re}^s$ with $s \in [-\pi/2, \pi/2]$ we get

$$\left| \frac{\varepsilon}{2\pi p (1 + p)} \frac{R}{\xi - (1 + p)} \int_{-\pi/2}^{\pi/2} \left( e^{\text{Re}^s (\xi - (p+1))} - 1 \right) \left( -\frac{\beta_W (\text{Re}^s)}{(1 + \text{Re}^s)^2} + \frac{\beta'_W (\text{Re}^s)}{1 + \text{Re}^s} \right) ds \right| \leq \frac{C}{p (1 + p)} \frac{R^{1+a}}{|\xi - (1 + p)|^{1-a}} \int_{-\pi/2}^{\pi/2} \frac{R^{-a} + R^a}{R^2} ds \leq \frac{C}{p (1 + p)} \frac{R^{a+a-1}}{|\xi - (1 + p)|^{1-a}}.$$

The right hand side converges to zero for $R \to \infty$ and thus there is no contribution from the region $\xi < p + 1$ from $W_{2,0}$.

For $\xi > p + 1$ we proceed similarly and use the expression obtained in (10.18), which holds independently of the relation of $\xi$ and $p$. For $(I)$ we have already shown that $(I) \to 0$ as $R \to \infty$. It thus remains only to consider $(II)$. We then get in the same way as above for $a \in (\alpha, \theta)$

$$|II| \leq \frac{C}{p (1 + p)} \frac{1}{|\xi - (1 + p)|^{1-a}} \int_{-R}^{R} \frac{|y|^a}{(1 + |y|)|y|} \left( |y|^{-a} + |y|^\alpha \right) + \frac{|y|^\alpha}{1 + |y|} \left( |y|^{-a-1} + |y|^{\alpha-1} \right) dy \leq \frac{C}{p (1 + p)} \frac{1}{|\xi - (1 + p)|^{1-a}}$$

uniformly in $R$ due to the choice of $a$. For the contribution to the integral in (10.1) we then obtain

$$\frac{C}{p (1 + p)} \int_{1+\nu}^{\infty} \frac{1}{\xi^{2\theta-\nu} |\xi - (1 + p)|^{1-a}} \leq \frac{C}{p (1 + p)} \frac{1}{\xi^{2\theta-\nu} |\xi - 1|^{1-a}} d\xi \leq C \frac{(1 + p)^{1-\theta}}{p^3}$$

if we choose $\nu > 0$ sufficiently small for fixed $a$.

### 10.5 Contribution of $W_{2,1}(y, p)$

We first recall

$$W_{2,1}(y, p) = -\frac{\varepsilon}{p (1 + p) y (1 + y)} \int_{0}^{y} e^{-(1+p)x} \partial_x \left( x \beta_W (x) \left( \frac{x}{y} \right)^\kappa \right) e^{\Phi(y) \frac{y}{\Phi(x)}} |(1 - \gamma (ix))| dx.$$

The strategy is the same as for the term $W_{1,2}$, i.e. we consider the regions $\xi < p + 1$ and $\xi > p + 1$ separately, introduce a regularisation and a cut-off and integrate by parts.

#### 10.5.1 Contribution of $W_{2,1}(y, p)$ for $\xi < p + 1$

We begin with $\xi < p + 1$ and rewrite

$$W_{2,1}(y, p) = -\frac{\varepsilon}{p (1 + p) y (1 + y)} \int_{0}^{y} e^{-(1+p)x} \partial_x \left( x \beta_W (x) \left( \frac{x}{y} \right)^\kappa \right) e^{\Phi(y) \frac{y}{\Phi(x)}} \gamma (ix) dx$$

$$-\frac{\varepsilon}{p (1 + p) y (1 + y)} \int_{0}^{y} e^{-(1+p)x} \partial_x \left( x \beta_W (x) \left( \frac{x}{y} \right)^\kappa \right) e^{\Phi(y) \frac{y}{\Phi(x)}} (1 - \gamma (ix)) dx$$

$$=: W_{2,1,1}(y, p) + W_{2,1,2}(y, p).$$

The term $W_{2,1,1}$ is again easier as we can integrate by parts and using

$$\partial_x \left( x \beta_W (x) \left( \frac{x}{y} \right)^\kappa \right) = (1 + \kappa) \beta_W (x) + x \beta'_W (x) \left( \frac{x}{y} \right)^\kappa.$$
we obtain
\[ W_{2,1,1}(y, p) = \frac{\varepsilon}{p(1 + p)^2 y(1 + y)} \int_0^y \partial_x \left( e^{-(1+p)x} \partial_x \left( x^\kappa W(x) \left( \frac{x}{y} \right)^\kappa \right) \right) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \gamma(ix) \, dx \]
\[ = \frac{\varepsilon}{p(1 + p)^2 y(1 + y)} \int_0^y e^{-(1+p)x} \partial_x \left( x^\kappa W(x) \left( \frac{x}{y} \right)^\kappa \right) \gamma(ix) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \]
\[ + \frac{\varepsilon}{p(1 + p)^2 y(1 + y)} \int_0^y e^{-(1+p)x} \partial_x \left( x^\kappa W(x) \left( \frac{x}{y} \right)^\kappa \right) \gamma(ix) \Phi'(x) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx. \]

By similar arguments already used before we obtain
\[ \left| \frac{\varepsilon}{p(1 + p)^2 y(1 + y)} \left( e^{-(1+p)y} \left( (1 + \kappa) \beta_W(y) + y \beta''_W(y) \right) \gamma(iy) \right) \right| \leq C \varepsilon \frac{|y|^\alpha}{|y|} \chi_{\{|y| \geq \frac{1}{2}\}} \]

Furthermore we get
\[ \left| \partial_x \left( \partial_x \left( x^\kappa W(x) \left( \frac{x}{y} \right)^\kappa \right) \right) \gamma(ix) \right| \leq C |y|^{\alpha + \kappa - 1} \chi_{\{|x| \geq \frac{1}{2}\}} \]

which yields
\[ \left| \int_0^y e^{-(1+p)x} \partial_x \left( \partial_x \left( x^\kappa W(x) \left( \frac{x}{y} \right)^\kappa \right) \right) \gamma(ix) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \right| \leq |y|^\alpha \chi_{\{|y| \geq \frac{1}{2}\}} \]

Finally we have
\[ \left| \int_0^y e^{-(1+p)x} \partial_x \left( x^\kappa W(x) \left( \frac{x}{y} \right)^\kappa \right) \gamma(ix) \Phi'(x) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \right| \leq C |y|^{2\alpha} \chi_{\{|y| \geq \frac{1}{2}\}} \]

Summarizing and estimating by the most singular contributions we obtain
\[ |W_{2,1,1}(y, p)| \leq \frac{C}{p(1 + p)^2} \left| \frac{|y|^{2\alpha}}{|y|} \right| \chi_{\{|y| \geq \frac{1}{2}\}} \]

The contribution to $Q_0$ can then be estimated by
\[ \left| \frac{1}{2\pi i} \int_{-R}^{iR} e^{\Psi W_{2,1,1}(y, p)} \, dy \right| \leq \frac{C}{p(1 + p)^2} \int_{-\infty}^{\infty} \left| \frac{|y|^{2\alpha}}{|y|} \right| \chi_{\{|y| \geq \frac{1}{2}\}} \, dy \leq \frac{C}{p(1 + p)^2} \]

The contribution to the integral in (10.11) can be controlled similarly as in (10.11).

We next come the the term $W_{2,1,2}$ and after taking the limit $R \to \infty$, rearranging, changing to real variables of integration and introducing the cut-off $\eta$ we obtain
\[ \lim_{R \to \infty} \frac{1}{2\pi i} \int_{-R}^{iR} e^{\Psi W_{2,1,2}(y, p)} \, dy \]
\[ = -\frac{\varepsilon}{2\pi p(1 + p)} \int_{-\infty}^{\infty} e^{-(p+1)is} (1 + \kappa) \beta_W(is) + is^{\beta''_W(is)} s^\kappa e^{-\Phi(is)} (1 - \gamma(s)) \cdot \int_{s}^{\text{sgn}(s)\infty} e^{iy\eta(y + 1 - \eta(y))} \frac{e^{\Phi(y)}}{y^{1+\kappa}(1 + iy)} \, dy \, ds \]
\[ = Q_{2,1,2,1} + Q_{2,1,2,2} \]
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We first note that due to the cut-off and the decay in $y$ as before the term
\[ Q_{2,1,2,1} := -\frac{\varepsilon}{2\pi p (1 + p)} \int_{-\infty}^{\infty} e^{-(p+1)is} \left( (1 + \kappa) \beta_W (is) + i s \beta'_W (is) \right) s^\kappa (1 - \gamma (s)) e^{-\Phi(is)}.
\]

\[ \cdot \int_s^{\text{sgn}(s)\infty} \frac{e^{i t \xi} y (y)}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} dy ds,
\]

\[ Q_{2,1,2,2} := -\frac{\varepsilon}{2\pi p (1 + p)} \int_{-\infty}^{\infty} e^{-(p+1)is} \left( (1 + \kappa) \beta_W (is) + i s \beta'_W (is) \right) s^\kappa (1 - \gamma (s)) e^{-\Phi(is)}.
\]

\[ \cdot \int_s^{\text{sgn}(s)\infty} \frac{e^{i t \xi} (1 - \eta (y))}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} dy ds.
\]

As before the term $Q_{2,1,2,2}$ is the easier one as we can integrate by parts once more, i.e. we get

\[
\begin{align*}
Q_{2,1,2,2}
&= \frac{\varepsilon}{2\pi p (1 + p)^2} \int_{-\infty}^{\infty} \partial_s \left( e^{-(p+1)is} - 1 \right) \left( (1 + \kappa) \beta_W (is) + i s \beta'_W (is) \right) s^\kappa (1 - \gamma (s)) e^{-\Phi(is)}.
\end{align*}
\]

\[ \cdot \int_s^{\text{sgn}(s)\infty} (\cdots) dy ds
\]

\[ + \frac{i \varepsilon}{2\pi p (1 + p)^2} \int_{-\infty}^{\infty} \left( e^{-(p+1)is} - 1 \right) \partial_s \left( (1 + \kappa) \beta_W (is) + i s \beta'_W (is) \right) s^\kappa (1 - \gamma (s)) e^{-\Phi(is)}.
\]

\[ \cdot \int_s^{\text{sgn}(s)\infty} (\cdots) dy ds
\]

\[ + \frac{\varepsilon}{2\pi p (1 + p)^2} \int_{-\infty}^{\infty} \left( e^{-(p+1)is} - 1 \right) \left( (1 + \kappa) \beta_W (is) + i s \beta'_W (is) \right) (1 - \gamma (s)) \frac{e^{i t \xi s} (1 - \eta (s))}{s (1 + is)} ds.
\]

(10.19)

We first note that due to the cut-off and the decay in $y$ we obtain

\[
\left| \int_s^{\text{sgn}(s)\infty} \frac{e^{i t \xi} (1 - \eta (y))}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} dy \right| \leq C \quad \text{for all } s.
\]

Furthermore in view of Lemma 11.3 and using that $1 - \gamma$ is supported close to the origin, we have

\[
\varepsilon \left| \partial_s \left( (1 + \kappa) \beta_W (is) + i s \beta'_W (is) \right) s^\kappa (1 - \gamma (s)) e^{-\Phi(is)} \right| \leq C |s|^{\kappa-1} \chi_{\{|s| \leq 1\}},
\]

\[
\varepsilon \left| \left( (1 + \kappa) \beta_W (is) + i s \beta'_W (is) \right) s^\kappa (1 - \gamma (s)) \Phi'(is) e^{-\Phi(is)} \right| \leq C |s|^{\kappa-1} \chi_{\{|s| \leq 1\}}.
\]

Finally, due to the additional cut-off $\eta$ we have

\[
\left| \left( (1 + \kappa) \beta_W (is) + i s \beta'_W (is) \right) (1 - \gamma (s)) \frac{e^{i t \xi s} (1 - \eta (s))}{is (1 + is)} \right| = 0.
\]
Thus we conclude from (10.19) and \(|e^{-(p+1)i}s - 1| \leq C(p + 1)^a |s|^a\) with \(a \in (\delta, \theta)\) that

\[|Q_{2.1.2.2}| \leq \frac{C}{p(1 + p)^{2-a}}\]

and the contribution to (9.2) can be controlled similarly as in (10.10).

Remark 10.5. In the case \(\alpha = 0\) we can argue similarly as in Remark 10.2.

We turn now to \(Q_{2.1.2.1}\) and after changing variables, \(y = s + t\), and integrating by parts in \(s\) we obtain

\[
Q_{2.1.2.1} = -\frac{\varepsilon}{2\pi i p(1 + p)} \int_{\xi - (1 + p)}^{\infty} \partial_s \left( e^{i\xi^2 - (p+1)} - 1 \right) \left( (1 + \kappa) \beta_W(is) + is\beta'_W(is) \right) s^\kappa (1 - \gamma(s)) \cdot
\]

\[
\cdot \int_{0}^{\text{sgn}(s)^\infty} \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+\xi)) - \Phi(is)} \ dt \ ds
\]

\[
= \frac{\varepsilon}{2\pi i p(1 + p)} \int_{\xi - (1 + p)}^{\infty} \partial_s \left( e^{i\xi^2 - (p+1)} - 1 \right) \partial_s \left( (1 + \kappa) \beta_W(is) + is\beta'_W(is) \right) s^\kappa (1 - \gamma(s)) \cdot
\]

\[
\cdot \int_{0}^{\text{sgn}(s)^\infty} \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+\xi)) - \Phi(is)} \ dt \ ds
\]

\[
+ \frac{\varepsilon}{2\pi p(1 + p)} \int_{\xi - (1 + p)}^{\infty} \left( e^{is(\xi^2 - (p+1)) - 1} \right) \left( (1 + \kappa) \beta_W(is) + is\beta'_W(is) \right) s^\kappa (1 - \gamma(s)) \cdot
\]

\[
\cdot \int_{0}^{\text{sgn}(s)^\infty} \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+\xi)) - \Phi(is)} \ dt \ ds
\]

\[
+ \frac{\varepsilon}{2\pi p(1 + p)} \int_{\xi - (1 + p)}^{\infty} \left( e^{is(\xi^2 - (p+1)) - 1} \right) \left( (1 + \kappa) \beta_W(is) + is\beta'_W(is) \right) s^\kappa (1 - \gamma(s)) \cdot
\]

\[
\cdot \int_{0}^{\text{sgn}(s)^\infty} \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} \left( \Phi'(i(s + t)) - \Phi'(is) \right) e^{\Phi(i(s+\xi)) - \Phi(is)} \ dt \ ds.
\]

Estimating by the most singular contribution we obtain for \(|s| \leq 2\) that

\[
|\partial_s \left( (1 + \kappa) \beta_W(is) + is\beta'_W(is) \right) s^\kappa (1 - \gamma(s))| \leq C |s|^{-\alpha - 1+\kappa}
\]

\[
|\left( (1 + \kappa) \beta_W(is) + is\beta'_W(is) \right) s^\kappa (1 - \gamma(s))| \leq C |s|^{-\alpha + \kappa}.
\]

Thus together with Lemmas 11.4 and 9.5 as well as \(\varepsilon |s|^{-\alpha} e^{-\frac{B\xi}{|s|^\alpha}} \leq C\) we obtain for some \(a \in (2\delta, \theta)\) that

\[
|Q_{2.1.2.1}| \leq \frac{C}{p(1 + p)|\xi - (p+1)|^{-a}} \int_{-2}^{2} \left( |s|^{-\alpha - 1+\kappa} \left( |s|^{-\alpha - \kappa} + \varepsilon |s|^{-\delta} e^{-\frac{B\xi}{|s|^\alpha}} \right) + |s|^{-\alpha + \kappa} \left( |s|^{-\alpha - 1+\kappa} + \varepsilon^2 |s|^{-1-\alpha} e^{-\frac{B\xi}{|s|^\alpha}} \right) \right) ds
\]

\[
\leq \frac{C}{p(1 + p)|\xi - (p+1)|^{-a}} \int_{-2}^{2} |s|^{-\alpha - 2\delta} ds \leq \frac{C}{p(1 + p)|\xi - (p+1)|^{-a}},
\]

while the contribution to the integral in (10.1) can be controlled analogously to (10.15).

Remark 10.6. If \(\alpha = 0\) we can proceed similarly as in Remark 10.3.
10.5.2 Contribution of $W_{2,1}(y, p)$ for $\xi > p + 1$

We next consider the region $\xi > p + 1$ and introducing the cut-off $\gamma$ we have to consider the integral

$$-\frac{1}{2\pi i p (1 + p)} \int_{-Ri}^{Ri} \frac{e^{i\xi}}{y (1 + y)} \int_0^y e^{-(p+1)x} \partial_x \left(x \beta_W(x) \left(\frac{x}{y}\right)^\kappa\right) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \gamma(iy) \, dy + 1 - \gamma(iy)) \, dy$$

with

$$\hat{Q}_{2,1,1} := -\frac{1}{2\pi i p (1 + p)} \int_{-Ri}^{Ri} \frac{e^{i\xi}}{y (1 + y)} \int_0^y e^{-(p+1)x} \partial_x \left(x \beta_W(x) \left(\frac{x}{y}\right)^\kappa\right) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \gamma(iy) \, dy,$$

$$\hat{Q}_{2,1,1} := -\frac{1}{2\pi i p (1 + p)} \int_{-Ri}^{Ri} \frac{e^{i\xi}}{y (1 + y)} \int_0^y e^{-(p+1)x} \partial_x \left(x \beta_W(x) \left(\frac{x}{y}\right)^\kappa\right) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx \gamma(iy) \, dy.$$

Proceeding as before we first consider $\hat{Q}_{2,1,1}$, where we can integrate by parts to obtain

$$\hat{Q}_{2,1} := -\frac{1}{2\pi i p (1 + p)} \frac{\gamma(iy) \int_0^y e^{-(p+1)x} \partial_x \left(x \beta_W(x) \left(\frac{x}{y}\right)^\kappa\right) e^{-\Phi(x)} \, dx \, e^{\Phi(y)}}{y^{1+\kappa} (1 + y)} \, dy$$

As before we first note

$$\left| \int_0^y e^{-(p+1)x} \partial_x \left(x \beta_W(x) \left(\frac{x}{y}\right)^\kappa\right) e^{-\Phi(x)} \, dx \right| \leq C \max \left\{ |y|^{1+\alpha+\kappa}, |y|^{1-\alpha+\kappa} \right\}.$$
Finally we also get
\[ |(IV)| \leq \frac{C}{p (1 + p) \xi} \int_{-\infty}^{\infty} \chi_{\{|y| \geq \frac{1}{2}\}} |y|^{-2\kappa} \left( |y|^{-\alpha - 1} + |y|^\alpha \right) \max \left\{ |y|^{1+\alpha + \kappa}, |y|^{1-\alpha + \kappa} \right\} dy \]
\[ \leq \frac{C}{p (1 + p) \xi} \]
as \( \alpha < 1/2 \). Thus together we have
\[ |\hat{Q}_{2,1,1}| \leq \frac{C}{p (1 + p) \xi} \quad \text{for } p + 1 \leq \xi \]
and thus similarly as in (10.16) the contribution to (9.2) can be controlled as desired.

It remains to consider \( \hat{Q}_{2,1,2} \). Taking the limit \( R \to \infty \), which is possible as \( 1 - \gamma \) is supported close to the origin, transforming to integrals over real variables and rearranging we obtain
\[ \lim_{R \to \infty} \hat{Q}_{2,1,2} = \frac{ig}{2\pi p (1 + p)} \int_{-\infty}^{\infty} e^{-i(p+1)s} \left( (1 + \kappa) \beta_W (is) + is\beta_W' (is) \right) s^\kappa e^{-\Phi(is)} \cdot \int_s^{\infty} e^{iy\Phi(\xi)} (1 - \gamma(y)) \frac{dy}{iy^{1+\kappa} (1 + iy)} ds. \]
Changing variables, \( y = s + t \), and integrating by parts in \( s \) by means of \( e^{-i(p+1)s} = \partial_s (e^{is(\xi-(p+1))} - 1) \) we arrive at
\[ \lim_{R \to \infty} \hat{Q}_{2,1,2} = -\frac{1}{2\pi p (1 + p)} \cdot \frac{1}{\xi - (1 + p)} \int_{-\infty}^{\infty} \left( e^{is(\xi-(p+1))} - 1 \right) \partial_s \left( (1 + \kappa) \beta_W (is) + is\beta_W' (is) \right) s^\kappa \cdot \int_0^{\infty} \frac{\partial_s \left( e^{is(\xi-(p+1))} - 1 \right)}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+t)) - \Phi(is)} dt \cdot \int_0^{\infty} \frac{e^{is(\xi-(p+1))} - 1}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s+t)) - \Phi(is)} dt ds. \]
For \( |s| \leq 1 \) we have
\[ |\partial_s \left( (1 + \kappa) \beta_W (is) + is\beta_W' (is) \right) s^\kappa| \leq C |s|^{-\alpha - 1 + \kappa} \quad |\left( (1 + \kappa) \beta_W (is) + is\beta_W' (is) \right) s^\kappa| \leq C |s|^{-\alpha + \kappa} . \]
Thus we obtain for some \( a \in (2\delta, \theta) \) with \( \delta > 0 \) sufficiently small together with Lemmas 11.5 and 9.5 similarly as before
\[ |\hat{Q}_{2,1,2}| \leq \frac{C}{p (1 + p) |\xi - (1 + p)|^{1-a}} \int_{-1}^{1} |s|^{a - 2\delta} ds \leq \frac{C}{p (1 + p) |\xi - (1 + p)|^{1-a}} , \]
while the resulting contribution to (9.2) can be shown to be fine similarly as in (10.17).

Remark 10.7. In the case \( \alpha = 0 \) we have to adapt the argument similarly as in Remark 10.3.
10.6 Contribution of $W_{2,2}(y,p)$

Finally we consider the contribution of

$$W_{2,2}(y,p) = \frac{\varepsilon}{p(1 + p)y(y + y)} \int_0^y e^{-(1+p)x} \frac{\beta_W(x)}{x} \left( \frac{x}{y} \right)^\kappa \Phi'(x) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \, dx.$$ 

10.6.1 Contribution of $W_{2,2}(y,p)$ for $\xi < p$

We first consider $\xi < p$. Rewriting (using $\Phi'(x) = -\varepsilon \beta_W(x) x^{-1} e^{-x}$) and introducing the cut-off $\gamma$ we get

$$W_{2,2}(y,p) = -\frac{\varepsilon^2}{p(1 + p)(y + y)} \int_0^y e^{-(p+2)x} \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \gamma (ix) \, dx$$

$$- \frac{1}{p(1 + p)y(y + y)} \int_0^y e^{-p_2 x} (\Phi'(x))^2 \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} (1 - \gamma (ix)) \, dx$$

$$=: W_{2,2,1}(y,p) + W_{2,2,2}(y,p).$$

We first consider $W_{2,2,1}(y,p)$ and we integrate by parts to obtain

$$W_{2,2,1}(y,p) = \frac{\varepsilon^2}{p(1 + p)(y + y)} \int_0^y \frac{1}{\beta_W(y)^2} \gamma (iy) \, dx$$

$$= \frac{\varepsilon^2 p(1 + p)(y + y)}{y(1 + y)} \int_0^y e^{-(p+2)x} \frac{\beta_W(x)}{x} \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \gamma (ix) \, dx$$

$$- \frac{1}{p(1 + p)(y + y)} \int_0^y e^{-(p+2)x} \frac{\beta_W(x)}{x} \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \gamma (ix) \, dx$$

$$=: W_g(y,p) + W_b(y,p)$$

with

$$W_g(y,p) := \frac{\varepsilon^2}{p(1 + p)(y + y)} \frac{\beta_W(y)^2}{\gamma (iy)}$$

$$- \frac{\varepsilon^2}{p(1 + p)(y + y)} \int_0^y e^{-(p+2)x} \frac{\beta_W(x)}{x} \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \gamma (ix) \, dx$$

$$W_b(y,p) := -\frac{\varepsilon^3}{p(1 + p)(y + y)} \int_0^y e^{-(p+3)x} \frac{\beta_W(x)^3}{x} \left( \frac{x}{y} \right)^\kappa \frac{e^{\Phi(y)}}{e^{\Phi(x)}} \gamma (ix) \, dx.$$}

The term $W_g(y,p)$ can be estimated directly and we obtain by similar arguments as before that

$$|W_g(y,p)| \leq \frac{C}{p(1 + p)^2} \chi_{\{|y| \geq \frac{1}{2}\}} |y|^{2\alpha - 2}.$$ 

Thus the contribution to $Q_0$ is controlled by

$$\left| \frac{1}{2\pi i} \int_{-iR}^{iR} e^{k} W_g(y,p) \, dy \right| \leq \frac{C}{p(1 + p)^2} \int_{-\infty}^{\infty} \chi_{\{|y| \geq \frac{1}{2}\}} |y|^{2\alpha - 2} \, dy \leq \frac{C}{p(1 + p)^2},$$
which can be treated similarly as in (10.10). To control the term \( W_b(y,p) \) we have to integrate by parts once more to get enough decay in \( y \) which is no problem due to the cut-off \( \gamma \), i.e. we have

\[
W_b(y,p) = \frac{\varepsilon^3}{p(1+p)(2+p)(3+p)y(1+y)} \int_0^y \partial_x \left( e^{-(p+3)x} \right) \frac{(\beta W(x))^3}{x} \left( \frac{x}{y} \right) \gamma(ix) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx
\]

\[
= \frac{\varepsilon^3 e^{-(p+3)y}}{p(1+p)(2+p)(3+p)y^2(1+y)} \gamma(iy) (\beta W(y))^3
\]

\[
- \frac{\varepsilon^3}{p(1+p)(2+p)(3+p)y(1+y)} \int_0^y e^{-(p+3)x} \partial_x \left( \frac{(\beta W(x))^3}{x} \right) \left( \frac{x}{y} \right) \gamma(ix) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx
\]

\[
+ \frac{\varepsilon^4}{p(1+p)(2+p)(3+p)y(1+y)} \int_0^y e^{-(p+4)x} \frac{(\beta W(x))^4}{x^2} \left( \frac{x}{y} \right) \gamma(ix) \frac{e^{\Phi(y)}}{e^{\Phi(x)}} dx.
\]

Similarly as before we can estimate now

\[
|W_b(y,p)| \leq \frac{C}{p(1+p)^2} \chi_{\{|y| \geq \frac{1}{2}\}} \max\left\{|y|^{4\alpha-3},|y|^{-2}\right\}.
\]

Thus the contribution to \( Q_0 \) can be controlled by

\[
\left| \frac{1}{2\pi i} \int_{-iR}^{iR} e^{ik} W_b(y,p) dy \right| \leq \frac{C}{p(1+p)^2} \int_{-\infty}^{\infty} \chi_{\{|y| \geq \frac{1}{2}\}} \max\left\{|y|^{4\alpha-3},|y|^{-2}\right\} dy \leq \frac{C}{p(1+p)^2},
\]

which is the same as for \( W_g \) and thus also gives the right contribution similarly to (10.10).

Next we consider the contribution of \( W_{2,2,2}(y,p) \). Taking the limit \( R \to \infty \), changing to real variables and introducing the cut-off we then find

\[
- \lim_{R \to \infty} \frac{1}{2\pi i p (1+p)} \int_{-iR}^{iR} e^{ik} W_{2,2,2}(y,p) dy
\]

\[
= - \frac{1}{2\pi p (1+p)} \int_{-\infty}^{\infty} e^{-ips} (i s \Phi'(is))^2 s^\kappa e^{-\Phi(is)} \int_{s}^{sgn(s)\infty} e^{i y \xi \eta(y) (1 - \gamma(s)) y^{1+\kappa} (1+iy)} dy ds
\]

\[
- \frac{1}{2\pi p (1+p)} \int_{-\infty}^{\infty} e^{-ips} (i s \Phi'(is))^2 s^\kappa e^{-\Phi(is)} \int_{s}^{sgn(s)\infty} e^{i y \eta(y) (1 - \gamma(s)) y^{1+\kappa} (1+iy)} dy ds
\]

\[=: Q_{2,2,1} + Q_{2,2,2}.
\]

As previously we first consider \( Q_{2,2,2} \) where we can integrate by parts again to obtain

\[
Q_{2,2,2} = \frac{i}{2\pi p^2 (1+p)} \int_{-\infty}^{\infty} \partial_s (e^{-ips} - 1) \left( \Phi'(is) \right)^2 s^{2+\kappa} (1 - \gamma(s)) e^{-\Phi(is)}.
\]

\[\cdot \int_{s}^{sgn(s)\infty} e^{i y \xi \eta(y) y^{1+\kappa} (1+iy)} dy ds
\]

\[= \frac{i}{2\pi p^2 (1+p)} \int_{-\infty}^{\infty} (e^{-ips} - 1) \partial_s \left( (\Phi'(is))^2 s^{2+\kappa} (1 - \gamma(s)) e^{-\Phi(is)} \right) \int_{s}^{sgn(s)\infty} (\cdots) dy ds
\]

\[+ \frac{i}{2\pi p^2 (1+p)} \int_{-\infty}^{\infty} (e^{-ips} - 1) \left( \Phi'(is) \right)^2 s^{2} (1 - \gamma(s)) e^{-\Phi(is)} \int_{s}^{sgn(s)\infty} \frac{1 - \eta(s)}{s^{1+\kappa} (1+is)} ds.
\]
Similarly as before we obtain from Lemma 11.3 together with the cut-off functions $\eta$ and $1 - \gamma$ that

$$\left| \partial_s \left( (\Phi'(i s))^2 s^{2+\kappa} (1 - \gamma (s)) e^{-\Phi(i s)} \right) \int_s^{\text{sgn}(s)\infty} e^{i y \xi} \frac{1 - \eta(y)}{y^{1+\kappa} (1 + iy)} e^{\Phi(iy)} dy \right| \leq C |s|^{\kappa-1} \chi\{|s| \leq 1\}$$

Thus it follows for the contribution to the integral in (10.10) that

$$\left| (\Phi'(i s))^2 s^2 (1 - \gamma (s)) e^{i s^2} \frac{1 - \eta (s)}{s^{1+\kappa} (1 + is)} \right| = 0.$$

With these estimates and $|e^{-ipx} - 1| \leq Cp^a |s|^a$ with $a \in (\delta, \theta)$ we immediately get

$$|Q_{2.2.2}| \leq \frac{C}{p^{2-a} (1 + p)};$$

which gives a contribution to the integral in (9.2) that can be controlled similarly to (10.10).

**Remark 10.8.** The case $a = 0$ is treated analogously as in Remark 10.2.

To estimate the contribution of $Q_{2.2.1}$ we proceed in the same was as before, i.e. we change variables, $y = s + t$, rearrange and integrate by parts in $s$ to obtain

$$Q_{2.2.1} = \frac{i}{2\pi p (1 + p) (\xi - p)} \int_{-\infty}^{\infty} \left( e^{i s (\xi - p) - 1} \partial_s \left( (\Phi'(i s))^2 s^{2+\kappa} (1 - \gamma (s)) \right) \cdot \int_0^{\text{sgn}(s)\infty} \frac{\eta(s + t) e^{it \xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s + t)) - \Phi(is)} dt \, ds \right.$$

$$+ \frac{i}{2\pi p (1 + p) (\xi - p)} \int_{-\infty}^{\infty} \left( e^{i s (\xi - p) - 1} (\Phi'(i s))^2 s^{2+\kappa} (1 - \gamma (s)) \cdot \int_0^{\text{sgn}(s)\infty} \frac{\eta(s + t) e^{it \xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} e^{\Phi(i(s + t)) - \Phi(is)} dt \, ds \right.$$

$$- \frac{1}{2\pi p (1 + p) (\xi - p)} \int_{-\infty}^{\infty} \left( e^{i s (\xi - p) - 1} (\Phi'(i s))^2 s^{2+\kappa} (1 - \gamma (s)) \cdot \int_0^{\text{sgn}(s)\infty} \frac{\eta(s + t) e^{it \xi}}{(s + t)^{1+\kappa} (1 + i(s + t))} (\Phi'(i(s + t)) - \Phi'(i s)) e^{\Phi(i(s + t)) - \Phi(is)} dt \, ds \right.$$

Using the estimates

$$\left| \partial_s \left( (\Phi'(i s))^2 s^{2+\kappa} (1 - \gamma (s)) \right) \right| \leq C \epsilon^2 |s|^{-2\alpha-1+\kappa},$$

$$\left| (\Phi'(i s))^2 s^{2+\kappa} (1 - \gamma (s)) \right| \leq C \epsilon^2 |s|^{-2\alpha+\kappa}$$

for $|s| \leq 2$ together with Lemmas 11.4 and 9.5 as well as $\epsilon |s|^{-\alpha} e^{-\frac{D}{|s|}} \leq C$ we obtain for some $a \in (\alpha + 2\delta, \theta)$ with $\delta > 0$ sufficiently small that

$$|Q_{2.2.1}| \leq \frac{C}{p (1 + p) |\xi - p|^{1-a}} \int_{-2}^{2} |s|^{-a-1-2\delta} \, ds \leq \frac{C}{p (1 + p) |\xi - p|^{1-a}}.$$

Thus it follows for the contribution to the integral in (10.10) that

$$\frac{C}{p^2} \int_0^p \frac{1}{(1 + \xi)^{2\theta-\nu} |\xi - p|^{1-a}} \, d\xi \leq \frac{C}{p^2} \left( \frac{1}{p^{1-a}} \int_0^{p/2} \frac{1}{\xi^{2\theta-\nu}} \, d\xi + \frac{1}{p^{2\theta-\nu}} \int_{p/2}^p \frac{1}{|\xi - p|^{1-a}} \, d\xi \right)$$

$$\leq \frac{C}{p^{2+2\theta-a-\nu}} \leq \frac{C (1 + p)^{1-\theta}}{p^3}$$

79
Remark 10.9. The case $\alpha = 0$ can be treated similarly (see also Remark 10.3).

10.6.2 Contribution of $W_{2,2}(y,p)$ for $\xi > p$

It remains now to consider the region $\xi > p$ and we have to consider

$$
\frac{1}{2\pi i} \int_{-i\mathbb{R}}^{i\mathbb{R}} e^{\xi y} W_{2,2}(y,p) \, dy = \frac{1}{2\pi i} \int_{-i\mathbb{R}}^{i\mathbb{R}} e^{\xi y} W_{2,2}(y,p) \gamma(iy) \, dy + \frac{1}{2\pi i} \int_{-i\mathbb{R}}^{i\mathbb{R}} e^{\xi y} W_{2,2}(y,p) (1 - \gamma(iy)) \, dy =: \hat{Q}_{2,2,1} + \hat{Q}_{2,2,2}.
$$

We first consider $\hat{Q}_{2,2,1}$, change to real variables and integrate by parts, using $e^{\xi y} = \partial_y (\xi^{-1}e^{\xi y})$, to finally get

$$
\hat{Q}_{2,2,1} = \frac{1}{2\pi p (1 + p) \xi} \left( \frac{e^{\xi y} \gamma(y)}{y^{1+\kappa} (1 + iy)} \int_0^y e^{-pis} (is\Phi'(is))^2 s^{\kappa} e^{\Phi(is)} \, ds \right) \bigg|_{y=R}^{y=-R} 
- \frac{1}{2\pi p (1 + p) \xi} \int_{-R}^{R} e^{iy\xi} \partial_y \left( \frac{\gamma(y)}{y (1 + iy)} \right) \int_0^y e^{-pis} (is\Phi'(is))^2 s^{\kappa} e^{\Phi(is)} \, ds \, dy 
- \frac{1}{2\pi p (1 + p) \xi} \int_{-R}^{R} e^{iy\xi} \frac{\gamma(y)}{y^{1+\kappa} (1 + iy)} \int_0^y e^{-pis} (is\Phi'(is))^2 s^{\kappa} e^{\Phi(is)} \, ds \, dy
=: (I) + (II) + (III) + (IV).
$$

Using the estimate

$$
\left| \int_0^y e^{-pis} (is\Phi'(is))^2 s^{\kappa} e^{\Phi(is)} \, ds \right| \leq C \varepsilon^2 \max \left\{ |y|^{2\alpha+1+\kappa}, |y|^{-2\alpha+1+\kappa} \right\}
$$

we immediately get

$$
|I| \leq \frac{C}{p (1 + p) \xi} R^{2\alpha-1} \to 0 \quad \text{for} \quad R \to \infty.
$$

Furthermore using that $\gamma$ is supported away from the origin we get

$$
|II| \leq \frac{C}{p (1 + p) \xi} \int_{-\infty}^{\infty} \chi_{\{|y| \geq \frac{1}{2}\}} |y|^{-3-\kappa} \max \left\{ |y|^{2\alpha+1+\kappa}, |y|^{-2\alpha+1+\kappa} \right\} \, dy \leq \frac{C}{p (1 + p) \xi}
$$

as $\alpha < 1/2$. Similarly we find

$$
|III| \leq \frac{C}{p (1 + p) \xi} \int_{-\infty}^{\infty} \chi_{\{|y| \geq \frac{1}{2}\}} |y|^{-2-\kappa} \max \left\{ |y|^{2\alpha+\kappa}, |y|^{-2\alpha+\kappa} \right\} \, dy \leq \frac{C}{p (1 + p) \xi}.
$$
Analogously to the case $\xi < p$, the decay in $y$ is insufficient in the term $(IV)$ to get an estimate uniform in $R$. Thus we have to integrate by parts again there, which is possible due to the cut-off $\gamma$ and we get, by rewriting also $\Phi'(iy)$, as before

\[
(IV) = \frac{\varepsilon}{2\pi p(1+p)} \left( \frac{1}{\xi(1+\xi)} \right) R \int_{-R}^{R} \partial_y \left( e^{iy(\xi+1)} \right) \frac{\gamma(y) \beta_W(iy)}{y^{2+\kappa} (1+iy)} \int_{0}^{y} e^{-\gamma s} \left( \Phi'(is) \right)^2 s^{2+\kappa} \frac{e^{\Phi(iy)}}{e^{\Phi(x)}} ds dy \\
= \frac{\varepsilon}{2\pi p(1+p)} \left( \frac{1}{\xi(1+\xi)} \right) R \int_{-R}^{R} e^{iy(\xi+1)} \frac{\gamma(y) \beta_W(iy)}{y^{2+\kappa} (1+iy)} \int_{0}^{y} e^{-\gamma s} \left( \Phi'(is) \right)^2 s^{2+\kappa} \frac{e^{\Phi(iy)}}{e^{\Phi(x)}} ds dy \\
- \frac{\varepsilon}{2\pi p(1+p)} \left( \frac{1}{\xi(1+\xi)} \right) R \int_{-R}^{R} \gamma(y) \beta_W(iy) e^{-\gamma y} \left( \Phi'(iy) \right)^2 dy \\
+ \frac{\varepsilon^2}{2\pi p(1+p)} \left( \frac{1}{\xi(1+\xi)} \right) R \int_{-R}^{R} e^{iy(\xi+1)} \frac{\gamma(y) \beta_W(iy)}{y^{3+\kappa} (1+iy)} \int_{0}^{y} e^{-\gamma s} \left( \Phi'(is) \right)^2 s^{2+\kappa} \frac{e^{\Phi(iy)}}{e^{\Phi(x)}} ds dy \\
=: (IV)_1 + (IV)_2 + (IV)_3 + (IV)_4.
\]

In addition to the estimate obtained in (10.20) we have

\[
\left| \frac{\gamma(y) \beta_W(iy)}{y^{2+\kappa} (1+iy)} \right| \leq C |y|^{\alpha - 3 - \kappa} \chi_{\{|y| \geq \frac{1}{\xi} \}}, \quad \left| \partial_y \left( \frac{\gamma(y) \beta_W(iy)}{y^{2+\kappa} (1+iy)} \right) \right| \leq C |y|^\kappa \chi_{\{|y| \geq \frac{1}{\xi} \}}, \\
\left| \frac{\gamma(y) \beta_W(iy)}{1+iy} e^{-\gamma y} \left( \Phi'(iy) \right)^2 \right| \leq C |y|^{3\alpha - 3} \chi_{\{|y| \geq \frac{1}{\xi} \}}, \quad \left| \gamma(y) \left( \frac{\beta_W(iy)}{y^{2+\kappa} (1+iy)} \right)^2 \right| \leq C |y|^{2\alpha - 4 - \kappa} \chi_{\{|y| \geq \frac{1}{\xi} \}}.
\]

Thus on the one hand we get

\[
|(IV)_1| \leq \frac{C}{p(1+p) \xi(1+\xi)} R^{3\alpha - 2} \to 0 \quad \text{for } R \to \infty.
\]

On the other hand we obtain

\[
|(IV)_2| \leq \frac{C}{p(1+p) \xi(1+\xi)} \int_{-\infty}^{\infty} \chi_{\{|y| \geq \frac{1}{\xi} \}} |y|^\alpha \max \left\{ |y|^{2\alpha + 1 + \kappa}, |y|^{-2\alpha + 1 + \kappa} \right\} dy \\
\leq \frac{C}{p(1+p) \xi(1+\xi)}, \\
|(IV)_3| \leq \frac{C}{p(1+p) \xi(1+\xi)} \int_{-\infty}^{\infty} \chi_{\{|y| \geq \frac{1}{\xi} \}} |y|^{3\alpha - 3} dy \\
\leq \frac{C}{p(1+p) \xi(1+\xi)}, \\
|(IV)_4| \leq \frac{C}{p(1+p) \xi(1+\xi)} \int_{-\infty}^{\infty} \chi_{\{|y| \geq \frac{1}{\xi} \}} |y|^{2\alpha - 4 - \kappa} \max \left\{ |y|^{2\alpha + 1 + \kappa}, |y|^{-2\alpha + 1 + \kappa} \right\} dy \\
\leq \frac{C}{p(1+p) \xi(1+\xi)}.
\]

Thus in summary we have in the limit $R \to \infty$ that

\[
\lim \sup_{R \to \infty} |(IV)| \leq \frac{C}{p(1+p) \xi(1+\xi)}
\]
and it easily follows by similar estimates as before that this gives the desired contribution to the integral in (9.2).

Thus it finally remains only to consider $\hat{Q}_{2,2,2}$, where we proceed as before, i.e. taking the limit $R \to \infty$, changing to real variables and rearranging, to get

$$\lim_{R \to \infty} \hat{Q}_{2,2,2} = -\frac{1}{2\pi p (1 + p)} \int_{-\infty}^{\infty} e^{-ip\xi} (is\Phi'(is))^2 s^\kappa e^{-\Phi(is)} \int_s^{\text{sgn}(s)^\infty} e^{iy\xi} \frac{(1 - \gamma(y))}{y^{1+\kappa}(1 + iy)} e^{\Phi(ity)} dy \, ds. $$

Changing variables, $y = s + t$, as before and integrating by parts we get

$$\lim_{R \to \infty} \hat{Q}_{2,2,2}$$

$$= -\frac{1}{2\pi p (1 + p)} \int_{-\infty}^{\infty} e^{is(\xi - p)} (is\Phi'(is))^2 s^\kappa \int_0^{\text{sgn}(s)^\infty} \frac{(1 - \gamma(s + t))}{(s + t)^{1+\kappa}(1 + i(s + t))} e^{it\xi} e^{\Phi(i(s + t)) - \Phi(is)} dt \, ds$$

$$+ \frac{i}{2\pi p (1 + p)(\xi - p)} \int_{-\infty}^{\infty} \left( e^{is(\xi - p)} - 1 \right) \partial_s \left( (\Phi'(is))^2 s^{2+\kappa} \right) .$$

$$- \frac{1}{2\pi p (1 + p)(\xi - p)} \int_{-\infty}^{\infty} \left( e^{is(\xi - p)} - 1 \right) (\Phi'(is))^2 s^{2+\kappa} .$$

$$\cdot \int_0^{\text{sgn}(s)^\infty} \partial_s \left( \frac{(1 - \gamma(s + t))}{(s + t)^{1+\kappa}(1 + i(s + t))} \right) e^{it\xi} e^{\Phi(i(s + t)) - \Phi(is)} dt \, ds .$$

We have similarly as before for $|s| \leq 1$ that

$$\left| \partial_s \left( (\Phi'(is))^2 s^{2+\kappa} \right) \right| \leq C \varepsilon^2 |s|^{-2\alpha - 1 + \kappa} \quad \text{and} \quad \left| (\Phi'(is))^2 s^{2+\kappa} \right| \leq C \varepsilon^2 |s|^{-2\alpha + \kappa} .$$

Thus together with Lemmas 11.5 and 9.5 as well as $\varepsilon |s|^{-\alpha} \frac{\partial}{\partial\xi} \leq C$ we obtain for $a \in (\alpha + 2\delta, \theta)$ with $\delta > 0$ sufficiently small that

$$|\hat{Q}_{2,2,2}| \leq \frac{C}{p (1 + p) |\xi - p|^{1-a}} \int_{-1}^{1} |s|^a |s - \varepsilon|^\nu ds \leq \frac{C}{p (1 + p) |\xi - p|^{1-a}} .$$

As already shown in the cases before (see for example (10.17)), the contribution is fine if we choose $\nu > 0$ sufficiently small for $a$ fixed.

**Remark 10.10.** The case $\alpha = 0$ can again be treated by an argument similar to that one in Remark 10.3.

This then finishes the proof.

## 11 Asymptotics for $\beta_W$, $\Phi$ and several integral estimates

In this section we show several estimates that are necessary to control the integrals occurring in the Proof of Proposition 10.1.
Lemma 11.1. Denoting by \( m_\alpha := \int_0^\infty z^\alpha \mu (z) e^{-z} \, dz \) it holds for \( x \in \mathbb{C} \setminus (-\infty, 0] \) that
\[
\beta_W (x, \mu) \sim C_W m_\alpha x^{-\alpha} \quad \text{as} \quad x \to 0
\]
in the sense of (1.16).

Proof. By assumption (1.15), for any \( r > 0 \) there exists \( \delta_r > 0 \) such that
\[
|W (\xi, 1) - C_W \xi^{-\alpha}| \leq r |\xi|^{-\alpha} \quad \text{for} \quad |\xi| \leq \delta_r.
\]
Furthermore by definition we have
\[
\beta_W (x) = \int_0^\infty W \left( \frac{x}{z}, 1 \right) \mu (z) e^{-z} \, dz
\]
\[
= \int_0^{\lfloor |x| \rfloor} W \left( \frac{x}{z}, 1 \right) \mu (z) e^{-z} \, dz + \int_{\lfloor |x| \rfloor}^\infty \left( W \left( \frac{x}{z}, 1 \right) - C_W \left( \frac{x}{z} \right)^{-\alpha} + C_W \left( \frac{x}{z} \right)^{-\alpha} \right) \mu (z) e^{-z} \, dz.
\]
We can then estimate
\[
\left| x^\alpha \int_0^{\lfloor |x| \rfloor} W \left( \frac{x}{z}, 1 \right) \mu (z) e^{-z} \, dz \right| \leq |x|^\alpha \int_0^{\lfloor |x| \rfloor} \left( \left| \frac{x}{z} \right|^{-\alpha} + \left| \frac{x}{z} \right|^{\alpha} \right) \mu (z) e^{-z} \, dz
\]
\[
\leq \int_0^{\lfloor |x| \rfloor} z^{-\alpha} \mu (z) e^{-z} \, dz \left( 1 + |x|^{2\alpha} \right) \to 0 \quad \text{as} \quad |x| \to 0.
\]
Furthermore using (1.15) we get
\[
\left| x^\alpha \int_{\lfloor |x| \rfloor}^\infty \left( W \left( \frac{x}{z}, 1 \right) - C_W \left( \frac{x}{z} \right)^{-\alpha} \right) \mu (z) e^{-z} \, dz \right| \leq r \int_{\lfloor |x| \rfloor}^\infty z^\alpha \mu (z) e^{-z} \, dz \leq Cr
\]
uniformly in \( x \). Finally we have
\[
x^\alpha \int_{\lfloor |x| \rfloor}^\infty C_W \left( \frac{x}{z} \right)^{-\alpha} \mu (z) e^{-z} \, dz = C_W \int_{\lfloor |x| \rfloor}^\infty z^\alpha \mu (z) e^{-z} \, dz \to C_W m_\alpha \quad \text{for} \quad |x| \to 0.
\]
This shows the claim. \( \square \)

Lemma 11.2. With the same notation as in Lemma 11.1 it holds for \( y \in \mathbb{C} \setminus (-\infty, 0] \) that
\[
\Phi (y) \sim \frac{C_W m_\alpha \varepsilon}{\alpha} y^{-\alpha} \quad \text{as} \quad y \to 0.
\]
in the sense of (1.16).

Proof. From the definition we get for some \( 0 < \delta < 1 \) and \( |y| \leq \delta \) that
\[
\Phi (y) = \int_y^{\delta} \varepsilon \beta_W (t) e^{-t} \, dt = \left. \int_y^{\delta} \varepsilon \beta_W (t) \right| \frac{1}{t} e^{-t} \, dt + \int_{\delta}^{\infty} \varepsilon \beta_W (t) \left( e^{-t} - 1 \right) \, dt + \int_{\delta}^{\infty} \varepsilon \beta_W (t) \frac{1}{t} e^{-t} \, dt,
\]
where the path of integration connecting \( y \) and \( \delta \) is chosen to be contained in in the set \( \mathbb{C} \setminus (-\infty, 0] \cap \{ \xi \in \mathbb{C} \mid |\xi| = |y| \} \cup \mathbb{R}_+ \) as shown in Figure 5.
Using $|e^{-t} - t| \leq 2t$ and the estimates obtained in Lemma 9.3, we immediately get
\[
\left| \int_{\delta}^{\infty} \frac{e^{\beta W(t)}}{t} e^{-t} \, dt \right| \leq C\varepsilon \delta^{-\alpha} \quad \text{and} \quad \left| \int_{y}^{\delta} \frac{e^{\beta W(t)}}{t} (e^{-t} - 1) \, dt \right| \leq C\varepsilon.
\]
Furthermore, we have
\[
\int_{y}^{\delta} \frac{e^{\beta W(t)}}{t} \, dt = \int_{y}^{\delta} \frac{C Wm_{\alpha} \varepsilon t^{-\alpha}}{t} \, dt + \int_{y}^{\delta} \frac{e^{\beta W(t)} - C Wm_{\alpha} \varepsilon t^{-\alpha}}{t} \, dt.
\]
Using that from Lemma 11.1 we have $\beta_W(x, \mu) \sim C Wm_{\alpha} x^{-\alpha}$ as $x \to 0$ it follows for some $r > 0$ that
\[
\left| \int_{y}^{\delta} \frac{e^{\beta W(t)} - C Wm_{\alpha} \varepsilon t^{-\alpha}}{t} \, dt \right| \leq \frac{\varepsilon r}{\alpha} |y|^{-\alpha}
\]
if we choose $\delta < \delta_r$. On the other hand, we get
\[
\int_{y}^{\delta} \frac{C Wm_{\alpha} \varepsilon t^{-\alpha}}{t} \, dt = \frac{C Wm_{\alpha} \varepsilon}{\alpha} y^{-\alpha} - \frac{C Wm_{\alpha} \varepsilon \delta^{-\alpha}}{\alpha}.
\]
Summarizing, we have
\[
\left| y^{\alpha} \Phi(y) - \frac{C Wm_{\alpha} \varepsilon}{\alpha} \right| \leq C\delta, \varepsilon |y|^{\alpha} + \frac{\varepsilon r}{\alpha}
\]
and the claim follows by choosing first $r$ and then $|y|$ small.

**Lemma 11.3.** There exist constants $C, d > 0$ such that
\[
\left| e^{-\Phi(is)} \right| \leq C e^{-\frac{d |s|}{|\alpha|}} \quad \text{for} \quad |s| \leq 1.
\]

**Proof.** We have
\[
\text{Re} \left( (is)^{-\alpha} \right) = |s|^{-\alpha} \cos \left( \frac{\alpha \pi}{2} \right).
\]
Then from Lemma 11.2 there exists $\delta_* > 0$ such that
\[ |\Phi(is) - C W m_\alpha e \alpha (is)^{-\alpha}| \leq C W m_\alpha e \alpha |s|^{-\alpha} \cos \left(\frac{\alpha \pi}{2}\right) \quad \text{for} \quad |s| \leq \delta_* . \]

On the other hand we have from (9.10)
\[ |\Phi(is) - C W m_\alpha e \alpha (is)^{-\alpha}| \leq C_{\delta_*} e \quad \text{for} \quad |s| \geq \delta_* . \]

Thus we get
\[ |e^{-\Phi(is)}| \leq e |\Phi(is) - C W m_\alpha e \alpha (is)^{-\alpha}| \leq e - \text{Re} \left( C W m_\alpha e \alpha (is)^{-\alpha} \right) \leq C_{\delta_*} e \frac{C W m_\alpha e \alpha}{2s} \cos \left(\frac{\alpha \pi}{2}\right) |s|^{-\alpha} , \]

showing the claim. \hfill \Box

**Lemma 11.4.** Let $\eta$ be as in the Proof of Proposition 10.1 (see 10.3). Then for each $\delta > 0$ there exists some constant $C > 0$ such that it holds
\[
\left| \int_{0}^{\text{sgn}(s) \infty} \eta(s + t) e^{i \xi t} \frac{\partial}{\partial s} \left( \frac{\eta(s + t)}{(s + t)^{1 + \kappa} (1 + i (s + t))} e^{\Phi(i(s + t)) - \Phi(is)} \right) \, dt \right| \leq C \left( \frac{|s|^{\alpha - \kappa}}{\varepsilon} + |s|^{-\delta} e^{- \frac{B\varepsilon}{|s|^\theta}} \right) \chi(|s| \leq 2) ,
\]
\[
\left| \int_{0}^{\text{sgn}(s) \infty} \eta(s + t) e^{i \xi t} \frac{\partial^{2}}{\partial s^{2}} \left( \frac{\eta(s + t)}{(s + t)^{1 + \kappa} (1 + i (s + t))} e^{\Phi(i(s + t)) - \Phi(is)} \right) \, dt \right| \leq C \left( \frac{|s|^{\alpha - 1 - \kappa}}{\varepsilon} + |s|^{-1 - \kappa} e^{- \frac{B\varepsilon}{|s|^\theta}} \right) \chi(|s| \leq 2) ,
\]
\[
\left| \int_{0}^{\text{sgn}(s) \infty} \eta(s + t) e^{i \xi t} \left( \Phi'(i(s + t)) - \Phi'(is) \right) \frac{\partial}{\partial s} \left( \frac{\eta(s + t)}{(s + t)^{1 + \kappa} (1 + i (s + t))} e^{\Phi(i(s + t)) - \Phi(is)} \right) \, dt \right| \leq C \left( \frac{|s|^{\alpha - 1 - \kappa}}{\varepsilon} + \varepsilon e^{- \frac{B\varepsilon}{|s|^\theta}} \right) \chi(|s| \leq 2) ,
\]

for $\varepsilon$ sufficiently small.

**Proof.** Note first that due to the cut-off $\eta$ it suffices to consider $|s|, |t| \leq 2$. We will assume in the following always $s, t > 0$ while the case $s, t < 0$ can be treated analogously. We first rewrite and change to real variables, i.e. we have
\[ \text{Re} \left( \Phi(i(s + t)) - \Phi(is) \right) = \text{Re} \int_{is}^{i(s + t)} \Phi'(\xi) \, d\xi = \int_{s}^{s + t} \text{Re} \left( \psi'(z) \right) \, dz , \]

where we define $\psi(z) := \Phi(iz)$. Defining furthermore $\lambda(z) := \text{Re} \left( \psi'(z) \right)$ we have due to Lemma 11.2 that
\[ \lambda(z) \sim \frac{ae}{z^{1 + \alpha}} \quad \text{as} \quad z \to 0 \]

for some constant $a > 0$. We furthermore set
\[ \Lambda(s) := \int_{s}^{1} \lambda(z) \, dz \sim \frac{A\varepsilon}{s^\alpha} \quad \text{for} \quad s \to 0 , \]

with $A > 0$. Using the asymptotic behaviour of $\Lambda' = -\lambda$ close to zero, we then obtain
\[ \text{Re} \left( \Phi(i(s + t)) - \Phi(is) \right) = \Lambda(s) - \Lambda(s + t) \leq \begin{cases} \frac{-B\varepsilon}{s^\alpha} + C & s \leq t \\ -\frac{a\varepsilon}{s^{\alpha + 1}} + C & s \geq t \end{cases} \]
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where \( A, C, \sigma > 0 \) are constants.

With this we obtain, using also that due to \( \eta \) the integrand is supported in \([0, 2]\), that
\[
\left| \int_0^{\text{sgn}(s) \infty} \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1 + \kappa} (1 + i(s + t))} e^{\Phi(i(s + t)) - \Phi(is)} \, dt \right| \leq C \int_0^{2} \frac{e^{\Lambda(s) - \Lambda(s + t)}}{(s + t)^{1 + \kappa}} \, dt
\]
\[
\leq C \int_0^{s} \frac{e^{-\frac{\sigma\varepsilon t}{(s + t)^{1 + \kappa}}}}{(s + t)^{1 + \kappa}} \, dt + C \int_s^{2} \frac{e^{-\frac{\beta\varepsilon t}{(s + t)^{1 + \kappa}}}}{(s + t)^{1 + \kappa}} \, dt.
\]

Changing variables we obtain for the first integral on the right-hand side
\[
C \int_0^{s} \frac{e^{-\frac{\sigma\varepsilon t}{(s + t)^{1 + \kappa}}}}{(s + t)^{1 + \kappa}} \, dt \leq C \frac{s^{1 + \alpha}}{\sigma \varepsilon} \int_0^{\frac{\sigma\varepsilon}{s}} e^{-t} \left(s + ts^{1 + \alpha} - \frac{1 - \kappa}{\sigma \varepsilon} \right) \, dt \leq \frac{s^{\alpha - \kappa}}{\sigma \varepsilon} \int_0^{\infty} e^{-t} \, dt \leq Cs^{\alpha - \kappa}.
\]

On the other hand we get for the second integral on the right-hand side of (11.1) that
\[
\int_s^{2} \frac{1}{(s + t)^{1 + \kappa}} \, dt \leq e^{-\frac{\beta\varepsilon t}{s}} \int_s^{2} \frac{1}{(s + t)^{1 + \delta}} \, dt \leq e^{-\frac{\beta\varepsilon t}{s}} \int_s^{2} \frac{1}{(s + t)^{1 + \delta}} \, dt \leq \frac{C}{s^{\delta}} e^{-\frac{\beta\varepsilon t}{s}},
\]
where we used \(|\kappa| \leq \delta\) for \( \varepsilon \) sufficiently small. Noting that the support in \( s \) of the integral on the left-hand side in (11.1) is clearly contained in \((-2, 2)\) by the choice of \( \eta \), the first estimate of the Lemma follows.

The second estimate can be shown in the same way noting that we have
\[
\left| \partial_s \left( \frac{\eta(s + t) e^{it\xi}}{(s + t)^{1 + \kappa} (1 + i(s + t))} \right) \right| \leq \frac{C}{(s + t)^{2 + \kappa}},
\]
while for the third one we have to use that for \( s + t \leq 2 \) it holds
\[
|\Phi'(i(s + t)) - \Phi'(is)| = \left| \int_is^{i(s+t)} \Phi''(\xi) \, d\xi \right| \leq C \varepsilon \int_s^{s+t} \xi^{-\alpha} \, d\xi \leq C \varepsilon \frac{t}{s^{2+\alpha}}.
\]

**Lemma 11.5.** For \( \gamma \) as given in the Proof of Proposition 10.1 (see (10.3)) and each \( \delta > 0 \) there exists some constant \( C > 0 \) such that it holds
\[
\int_0^{\text{sgn}(s) \infty} \frac{(1 - \gamma (s + t)) e^{it\xi} e^{\Phi(i(s+t)) - \Phi(is)}}{(s + t)^{1 + \kappa} (1 + i(s + t))} \, dt \leq C \left( \frac{|s|^{\alpha-\kappa}}{\varepsilon} + \frac{e^{-\frac{\beta\varepsilon t}{|s|}}}{|s|^\delta} \right) \chi\{|s|\leq 2\},
\]
\[
\int_0^{\text{sgn}(s) \infty} \partial_s \left( \frac{(1 - \gamma (s + t)) e^{it\xi} e^{\Phi(i(s+t)) - \Phi(is)}}{(s + t)^{1 + \kappa} (1 + i(s + t))} \right) \, dt \leq C \left( \frac{|s|^{\alpha-1-\kappa}}{\varepsilon} + \frac{e^{-\frac{\beta\varepsilon t}{|s|}}}{|s|^1} \right) \chi\{|s|\leq 2\}
\]
and
\[
\int_0^{\text{sgn}(s) \infty} \frac{(1 - \gamma (s + t)) e^{it\xi} (\Phi'(i(s + t)) - \Phi'(is)) e^{\Phi(i(s+t)) - \Phi(is)}}{(s + t)^{1 + \kappa} (1 + i(s + t))} \, dt \leq C \left( \frac{|s|^{\alpha-1-\kappa}}{\varepsilon} + \frac{e^{-\frac{\beta\varepsilon t}{|s|}}}{|s|^{1+\alpha+\delta}} \right) \chi\{|s|\leq 2\},
\]
for \( \varepsilon \) sufficiently small.
Proof. This follows in the same way as Lemma 11.4 noting that $1 - \gamma$ is supported in $[-1,1].$\hfill $\square$

Remark 11.6. Note that for any kernel $W$ that allows to obtain the estimates given in Lemmas 11.4 and 11.5 we could also show uniqueness of self-similar profiles to (1.6).

12 Appendix

12.1 Elementary properties of the norm

In this section we collect some elementary properties of the (semi-) norms $\|\cdot\|_{(k,\chi)}$ while the first Lemma shows that the semi-norms $\|\cdot\|_{(k,\chi)}$ are in fact norms and they are equivalent to the norms $\|\cdot\|_{(k,\chi)}$ on the space $Y_{k,\chi}$ for $k = 0,1,2.$

Lemma 12.1. Let $\omega \in Y_{k,\chi}$ for $\chi > 0$ and $k \in \{0,1,2\}$. Then there exists some constant $C > 0$ such that $\|\omega\|_{(k,\chi)} \leq C \|\omega\|_{(k,\chi)} < \infty$ for $k = 0,1,2.$

Proof. Assuming $k = 2$ and $\|\omega\|_{(2,\chi)} < \infty$ and denoting by $\Omega$ the Laplace transform of $\omega$ we have

$$\|\Omega'(p)\| = \left| \int_0^\infty \Omega''(s) \, ds \right| \leq C [\omega]_{(2,\chi)} \int_0^\infty \frac{(s+1)^{1-\chi}}{s^3} \, ds \leq C [\omega]_{(2,\chi)} \frac{\Lambda_\chi(p)}{p}.$$

Together with (2.12) this then shows $[\omega]_{(1,\chi)} \leq C [\omega]_{(2,\chi)}$. In the same way we also obtain $\|\omega\|_{(0,\chi)} \leq C [\omega]_{(1,\chi)}$ and this finishes the proof.\hfill $\square$

We also have the following interpolation inequality which is a consequence of the Landau-inequality.

Lemma 12.2. Let $\delta > 0$. Then there exists some constant $C > 0$ such that for every $\omega \in \mathcal{Y}$ it holds

$$\|\omega\|_{(1)} \leq C \|\omega\|_{(0)} + \delta [\omega]_{(2)}.$$

Proof. It suffices to show that $[\omega]_{(1)} \leq C \|\omega\|_{(0)} + \delta [\omega]_{(2)}$. Denoting by $\Omega$ the Laplace transform of $\omega$ it holds from the Landau-inequality for every $R > 0$ that

$$\sup_{R \leq p \leq 2R} |\Omega'(p)|^2 \leq 4 \sup_{R \leq p \leq 2R} |\Omega(p)| \sup_{R \leq p \leq 2R} |\Omega''(p)|. \quad (12.1)$$

On the other hand there exists some constant $C > 0$ independent of $R$ such that

$$\sup_{R \leq p \leq 2R} \left( \frac{p^2}{(1+p)^{1-\theta}} \right)^2 \leq C \inf_{R \leq p \leq 2R} \left( \frac{p}{(1+p)^{1-\theta}} \right) \inf_{R \leq p \leq 2R} \left( \frac{p^3}{(1+p)^{1-\theta}} \right).$$

Using this in (12.1) it follows

$$\sup_{R \leq p \leq 2R} \left( \frac{p^2}{(1+p)^{1-\theta}} |\Omega'(p)| \right)^2 \leq C \sup_{R \leq p \leq 2R} \left( \frac{p}{(1+p)^{1-\theta}} |\Omega(p)| \right) \sup_{R \leq p \leq 2R} \left( \frac{p^3}{(1+p)^{1-\theta}} |\Omega''(p)| \right)$$

and thus by taking the supremum in $R$ on both sides we get $[\omega]_{(1)} \leq 2 \|\omega\|_{(0)}^{1/2} [\omega]_{(2)}^{1/2}$. The claim now follows from Young’s inequality.\hfill $\square$

We also mention the following elementary estimate.
Lemma 12.3. Let $k \in \{0, 1, 2\}$, $n \in \mathbb{N}$ and $\omega \in \mathcal{Y}_k$. Then it holds

$$[e^{-n}\omega]_{(k)} \leq [\omega]_{(k)} \quad \text{and} \quad [(1 - e^{-n})\omega]_{(k)} \leq 2[\omega]_{(k)}.$$ 

Proof. Using that the Laplace transform of $e^{-n}\omega$ is given by $\Omega \cdot (\cdot + n)$ and that $\frac{p^{k+1}}{(1+p)}$ is non-decreasing, the first estimate follows from the definition of the norm. The second estimate then follows directly from the first one. \hfill \Box

Remark 12.4. Although we need this estimate for general $n \in \mathbb{N}$, we emphasize here in particular the case $n = 1$ which reads as

$$\|z\omega\|_{(k)} \leq \|\omega\|_{(k)} \quad \text{and} \quad \|(1 - z)\omega\|_{(k)} \leq 2\|\omega\|_{(k)} \quad \text{for } k = 0, 1, 2$$

and correspondingly for the semi-norms. We also note that formulated in terms of the $[\cdot]_{(k)}$-norm this reads as

$$\|(T\omega) \cdot (\cdot + 1)\|_{(k)} \leq \|\omega\|_{(k)} \quad \text{and} \quad \|(T\omega) (\cdot) - (T\omega) (\cdot + 1)\|_{(k)} \leq 2\|\omega\|_{(k)} \quad \text{for } k = 0, 1, 2.$$

Actually we can estimate the quantity $[(1 - e^{-n})\omega]_{(\ell)}$ in terms of $[(1 - z)\omega]_{(\ell)}$.

Lemma 12.5. For any $n \in \mathbb{N}$ and any $\omega \in \mathcal{Y}_\ell$ for $\ell \leq 2$ it holds

$$[(1 - e^{-n})\omega]_{(\ell)} \leq n^{2-\theta} [(1 - z)\omega]_{(\ell)}.$$ 

Proof. For $n \in \mathbb{N}$ we can write $1 - e^{-zn} = (1 - e^{-z}) \sum_{k=0}^{n-1} e^{-kz}$. Thus we obtain

$$\int_0^\infty z^\ell \omega(z) (1 - e^{-nz}) e^{-pz} \, dz = \sum_{k=0}^{n-1} \int_0^\infty (1 - z) (z) z^\ell \omega(z) e^{-(k+p)z} \, dz.$$

Then we find

$$\left| \partial_p^\ell \int_0^\infty (1 - e^{-nz}) \omega(z) e^{-pz} \, dz \right| \leq \sum_{k=0}^{n-1} [(1 - z)\omega]_{(\ell)} \frac{(k + p + 1)^{1-\theta}}{(k + p)^\ell + 1}$$

$$\leq [(1 - z)\omega]_{(\ell)} \frac{(1 + p)^{1-\theta}}{p^{\ell+1}} \sum_{k=0}^{n-1} \left( \frac{k + p + 1}{1 + p} \right)^{1-\theta} \frac{p}{k + p} \leq [(1 - z)\omega]_{(\ell)} \frac{(1 + p)^{1-\theta}}{p^{\ell+1}} \sum_{k=0}^{n-1} (1 + k)^{1-\theta}$$

$$\leq n^{2-\theta} [(1 - z)\omega]_{(\ell)} \frac{(1 + p)^{1-\theta}}{p^{\ell+1}}.$$

This then shows the claim. \hfill \Box

Lemma 12.6. For all $\chi > 0$ there exists some constant $C > 0$ such that

$$\|(1 - z)\omega\|_{(k,\chi)} \leq C \|\omega\|_{(k+1,\chi)}$$

holds for $k = 0, 1$ and all $\omega \in \mathcal{Y}_{k+1,\chi}$. 88
Proof. Denoting as before by $\Omega$ the Laplace transform of $\omega$ we have

$$\|(1 - \zeta) \omega\|_{(0, \chi + 1)} = \sup_{p > 0} p (1 + p)^\chi |\Omega(p) - \Omega(p + 1)|.$$  

We first consider the region $p \leq 1$ and get

$$\sup_{0 < p \leq 1} p (1 + p)^\chi |\Omega(p) - \Omega(p + 1)| \leq C \sup_{0 < p \leq 1} p |\Omega(p)| + |\Omega(p + 1)|$$

$$\leq C \|\omega\|_{(0, \chi)} \sup_{0 < p \leq 1} p \left( (1 + p)^{1-\chi} + \frac{p(2 + p)^{1-\chi}}{1 + p} \right) \leq C \|\omega\|_{(0, \chi)}.$$  

On the other hand, for $p > 1$ we first notice that

$$|\Omega(p + 1) - \Omega(p)| \leq \int_p^{p+1} |\Omega'(s)| ds \leq \|\omega\|_{(1, \chi)} \int_p^{p+1} \frac{(1 + s)^{1-\chi}}{s^2} ds \leq C \|\omega\|_{(1, \chi)}.$$  

Using this we obtain for $p > 1$

$$\sup_{p > 1} p (1 + p)^\chi |\Omega(p) - \Omega(p + 1)| \leq C \|\omega\|_{(1, \chi)} \sup_{p > 1} \frac{p(1 + p)^\chi}{p^1 + \chi} \leq C \|\omega\|_{(1, \chi)},$$

showing the claim for $k = 0$. The case $k = 1$ is similar.

Remark 12.7. Reformulated for the space $X_{k, \chi}$, Lemma 12.6 reads as

$$\left[\Omega(\cdot) - \Omega(\cdot + 1)\right]_{(k, \chi + 1)} \leq C \left[\Omega\right]_{(k+1, \chi)}$$

for all $\Omega \in X_{k+1, \chi}$ and $\chi > 0$, where the constant may depend on $\chi$.

We furthermore have the following Lemma which holds for non-negative functions $\omega$.

Lemma 12.8. Assume that $\omega \in M_+$ and $\|\omega\|_{(0)} < \infty$. Then it holds $\|\omega\|_{(2)} \leq C \|\omega\|_{(0)}$.

Proof. Using the non-negativity of $\omega$ we can write

$$|\Omega'(p)| = \int_0^\infty x \omega(x) e^{-px} dx = \frac{1}{p} \int_0^{\infty} pxe^{-\frac{px}{2}} \omega(x) e^{-\frac{px}{2}} dx.$$  

Furthermore as $ye^{-y/2} \leq 1$ for all $y \geq 0$ we obtain

$$|\Omega'(p)| \leq \frac{1}{p} \int_0^{\infty} \omega(x) e^{-\frac{px}{2}} dx = \frac{\Omega\left(\frac{p}{2}\right)}{p} \leq 2 \|\omega\|_{(0)} \frac{(1 + \frac{p}{2})^{1-\theta}}{p^2} \leq 2 \|\omega\|_{(0)} \frac{(1 + p)^{1-\theta}}{p^2}.$$  

Whence $[\omega]_{(1)} \leq C \|\omega\|_{(0)}$. In the same way we can show $[\omega]_{(2)} \leq C \|\omega\|_{(0)}$. 
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12.2 Proof of Proposition 2.2 and some useful estimates on $\Gamma$

Proof of Proposition 2.2. Denoting $G(z) := W(z, 1)$, the general approach will be, to construct a (continuous) function $\phi: (0, \infty) \to \mathbb{R}$ satisfying

$$\frac{G(z) - G(-1)}{1 + z} = \int_0^\infty \frac{\phi(\eta)}{\eta + z} \, d\eta \quad \text{for all } z \in \mathbb{C}. \quad (12.2)$$

Note that $G(-1)$ is a well-defined constant due to Remark 2.3 and the reason for subtracting it on the right-hand side of (12.2) is to remove the pole at $z = -1$. Furthermore, it will turn out that this will lead to the occurrence of the singular part of the measure $\Gamma$ (in the statement of Proposition 2.2) as the solution to the problem

$$\frac{1}{1 + z} = \int_0^\infty \frac{\hat{\phi}(\eta)}{\eta + z} \, d\eta \quad (12.3)$$

is explicitly given by $\hat{\phi} = \delta(\cdot - 1)$.

Using $G(z) = W(z, 1)$ we have from (1.14) that

$$|G(z)| \leq C \max \{ |z|^{-\alpha}, |z|^\alpha \}. \quad (12.4)$$

Additionally, the function $G$ is analytic in $\mathbb{C} \setminus (-\infty, 0]$ and we denote by $G_{\pm}(z) := W_{\pm}(z)$ the restrictions to the half-spaces $\{ \text{Im}(\xi) \geq 0 \} \setminus \{ 0 \}$ and $\{ \text{Im}(\xi) \leq 0 \} \setminus \{ 0 \}$ that exist due to (12.2).

Assuming that $\phi$ is continuous and solves (12.2) we obtain by the Sokhotski-Plemelj formula of complex analysis that

$$\lim_{\nu \to 0^+} \frac{G(z_0 + \nu i) - G(-1)}{z_0 + \nu i + 1} = -\pi i \phi(|z_0|) + PV \int_0^\infty \frac{\phi(\eta)}{\eta - |z_0|} \, d\eta$$

$$\lim_{\nu \to 0^+} \frac{G(z_0 - \nu i) - G(-1)}{z_0 - \nu i + 1} = \pi i \phi(|z_0|) + PV \int_0^\infty \frac{\phi(\eta)}{\eta - |z_0|} \, d\eta$$

for $z_0 \in (-\infty, 0)$. Here we use that $\frac{1}{\eta - |z_0| + \nu i} \to -\pi i \delta_{|z_0|} + PV \left( \frac{1}{\eta - |z_0|} \right)$.

This motivates to define for $s \in (0, \infty)$ the function $\phi$ by

$$\phi(s) := \frac{1}{2\pi i (1 - s)} \left[ \lim_{\nu \to 0^+} (G(-s - \nu i) - G(-1)) - \lim_{\nu \to 0^+} (G(-s + \nu i) - G(-1)) \right].$$

Together with $G_+$ and $G_-$ and using that it holds $G_+(1) = G_-(1) = G(-1)$ due to Remark 2.3 we can rewrite $\phi$ as

$$\phi(s) = \frac{G_-(s) - G_-(1) - (G_+(s) - G_+(1))}{2\pi i (1 - s)} = \frac{G_-(s) - G_+(s)}{2\pi i (1 - s)}.$$

From this it immediately follows $\phi(1) = \frac{1}{2\pi i} \left( G'_-(1) - G'_+(1) \right)$. We further note that due to (1.14) and (12.4) we get immediately that

$$|\phi(s)| \leq C \begin{cases} s^{-\alpha} & \text{for } s \leq 1 \\ s^{\alpha - 1} & \text{for } s \geq 1. \end{cases} \quad (12.5)$$

Hence for $z \in \mathbb{C} \setminus (-\infty, 0]$ the integral $\int_0^\infty \frac{\phi(\eta)}{\eta + z} \, d\eta$ is well-defined and defines an analytic function.
Next we will show that $\phi$ is locally uniformly Hölder-continuous of exponent $\gamma$, while this precisely means that
\[
\frac{|\phi(s) - \phi(t)|}{|s - t|^\gamma} \leq C \begin{cases} \min \{s, t\}^{1-\gamma} & \min \{s, t\} \leq 1 \\ \min \{s, t\}^{-\alpha-\gamma} & \min \{s, t\} \geq 1 \end{cases}
\] (12.6)
for $|s - t| \leq \frac{1}{2} \min \{s, t\}$ and $s, t > 0$. Using this it then follows that we can also extend the integral $\int_0^t \frac{\phi(a)}{z+a} \, da$ to $z \in (-\infty, 0)$ either in $\{\text{Im}(\xi) \geq 0\} \setminus \{0\}$ or $\{\text{Im}(\xi) \leq 0\} \setminus \{0\}$ by means of the Sokhotski-Plemelj formula.

To show (12.6) we first notice that it suffices to consider $G_+$ and $G_-\gamma$ separately. Let $0 < t < s$ be such that $s - t \leq t/2$ and $s, t \neq 1$. The two special cases $t = 1$ and $s = 1$ will be considered separately. We have to distinguish several cases for the different values of $s$ and $t$ and also mention that we can rewrite
\[
\frac{G_+(-s) - G_+(-1)}{1-s} - \frac{G_+(-t) - G_+(-1)}{1-t} = \int_t^s \frac{\int_{-1}^{-\tau} G_+'(\xi) - G_+'(\tau) \, d\xi}{(1-\tau)^2} \, d\tau.
\]

1. $0 < t \leq 4/5$:

1.a. Consider first $s - t < 1 - s$. Then it holds $1 - s \geq 1/10$ and thus both $s$ and $t$ are separated from 1. Using (1.14) we can then estimate
\[
\left| \int_t^s \frac{\int_{-1}^{-\tau} G_+'(\xi) - G_+'(\tau) \, d\xi}{(1-\tau)^2} \, d\tau \right| \leq C \left| \int_t^s G_+(-\tau) - G_+(-1) - G_+'(-\tau)(1-\tau) \, d\tau \right| \leq C \left( t^{-\alpha} (s-t) + \int_t^s \tau^{1-\alpha} \, d\tau \right) \leq C t^{-\alpha-\gamma} ((s-t) + s^{1-\gamma}) \leq C t^{-\alpha-\gamma} |s-t|^{1-\gamma}.
\]

1.b. Assume now $1 - s \leq s - t$. Then we have $s - t \geq 1/10$. Furthermore, due to (1.14) it easily follows
\[
\left| \frac{G_+(-s) - G_+(-1)}{1-s} - \frac{G_+(-t) - G_+(-1)}{1-t} \right| \leq C (|\xi|^{-\alpha} + |\xi|^{1-\alpha}) \leq C \left( \frac{1}{1-\xi} \right). \tag{12.7}
\]

Using this we immediately get
\[
\left| \frac{G_+(-s) - G_+(-1)}{1-s} - \frac{G_+(-t) - G_+(-1)}{1-t} \right| \leq C t^{-\alpha} \leq C t^{-\alpha-\gamma} |s-t|^{1-\gamma}.
\]

2. $t \in [4/5, 6/5]$:

2.a. Consider first $s \in (4/5, \min \{3/2t, 3/2\}]$. Using (1.13) we then get
\[
\left| \int_t^s \frac{\int_{-1}^{-\tau} G_+'(\xi) - G_+'(\tau) \, d\xi}{(1-\tau)^2} \, d\tau \right| \leq C \left| \int_t^s \frac{\int_{-1}^{-\tau} |\xi| \, d\xi}{(1-\tau)^2} \right| \leq C \int_t^s |\tau|^{-\gamma} \, d\tau \leq C |s-t|^{1-\gamma}.
\]

2.b. For $s \geq \min \{3/2t, 3/2\}$ we get $s - t \geq 2/5$ and thus this case can be treated similarly to 1.b.
3. For \( t > 5/6 \) it follows similarly to (1.a) and using also that we always have \( s - t \leq t/2 \) that

\[
\left| \int_t^s \frac{G'_+(\xi) - G_+(\xi)}{1 - \tau} \, d\tau \right| \leq \frac{C \cdot t^\alpha}{s - t} \left( \int_t^s \frac{G_+(\xi) - \xi}{1 - \tau} \, d\tau \right)
\]

4. For \( t = 1 \) we get similarly as before

\[
\left| \frac{G_+(s) - G_+(1)}{1 - s} - G_+(1) \right| = \left| \int_1^s \frac{G'_+(\xi) - G_+(\xi)}{1 - s} \, d\xi \right| \leq C \left| \int_1^s (\xi - 1)^\gamma \, d\xi \right|
\]

5. The case \( s = 1 \) can be treated similarly as \( 3. \)

The function \( G_+ \) can be treated in exactly the same way.

Next, we will show that \( \phi \) in fact satisfies (12.2) and we therefore consider the function

\[
\Phi(z) := \frac{G(z) - G(1)}{1 + z} - \int_0^\infty \frac{\phi(\eta)}{z + \eta} \, d\eta.
\]

Precisely, we will show that \( \Phi \) is analytic on \( C \) and satisfies \( |\Phi(z)| \leq C \max \{ |z|^{-\alpha}, |z|^{\alpha - 1} \} \). Then due to Liouville’s Theorem it follows that \( G(z) = \int_0^\infty \frac{\phi(\eta)}{z + \eta} \, d\eta + \frac{G(1)}{z + 1} \).

It is readily seen that \( \Phi \) is analytic in \( C \setminus (0, \infty) \) and that \( \frac{G(z) - G(1)}{1 + z} \) is analytic in \( C \setminus \{0\} \). Furthermore, denoting in analogy to \( G \) and \( W \) by \( \Phi \pm \) the restriction of \( \Phi \) to \( \{\text{Re}(z) > 0\} \setminus \{0\} \) and \( \{\text{Re}(z) < 0\} \setminus \{0\} \) we have that \( \Phi_\pm \) can be extended to \( \{\text{Re}(z) \geq 0\} \setminus \{0\} \) and \( \{\text{Re}(z) \leq 0\} \setminus \{0\} \) as for both, \( \frac{G(z) + G(0)}{1 + z} \) and \( \int_0^\infty \frac{\phi(\eta)}{z + \eta} \, d\eta \) the limit \( \nu \rightarrow 0^+ \) exists for \( z \in (0, \infty) \). From the construction of \( \phi \) it follows additionally that \( \Phi_+(z) = \Phi_-(z) \) for all \( z \in (0, \infty) \). Thus, by Morera’s Theorem we have that \( \Phi \) is analytic in \( C \setminus \{0\} \). It thus remains to show that \( \Phi(z) \leq C \max \{ |z|^{-\alpha}, |z|^{\alpha - 1} \} \) because this together with Riemann’s Theorem and Liouville’s Theorem implies that \( \Phi \equiv 0 \). To show the latter estimate we first observe that

\[
\left| \frac{G(z) - G(1)}{1 + z} \right| \leq C \max \{ |z|^{-\alpha}, |z|^{\alpha - 1} \}
\]

as a direct consequence of (12.7). It thus remains to show

\[
\int_0^\infty \frac{\phi(\eta)}{z + \eta} \, d\eta \leq C \max \{ |z|^{-\alpha}, |z|^{\alpha - 1} \}.
\]

To see this we first consider \( \text{Re}(z) \geq 0 \). Using (12.5) we find

\[
\left| \int_0^\infty \frac{\phi(\eta)}{z + \eta} \, d\eta \right| \leq \frac{1}{|z|} \left( \int_0^\infty |\phi(\eta)| \, d\eta + \int_0^\infty \frac{\phi(\eta)}{\eta} \, d\eta \right) \leq C \max \{ |z|^{-\alpha}, |z|^{\alpha - 1} \}.
\]

The case \( \text{Re}(z) < 0 \) is slightly more complicated. We can split \( z = -\xi + \kappa i \) with \( \xi \in (0, \infty) \) and \( \kappa \in \mathbb{R} \). We first consider the case \( \xi < |\kappa| \). For this we get similarly as for \( \text{Re}(z) \geq 0 \) that

\[
\left| \int_0^\infty \frac{\phi(\eta)}{z + \eta} \, d\eta \right| \leq \frac{1}{|\kappa|} \left( \int_0^\infty |\phi(\eta)| \, d\eta \right) \leq \frac{1}{|\kappa|} \int_0^{2|\kappa|} |\phi(\eta)| \, d\eta \leq \frac{1}{|\kappa|} \int_0^{2|\kappa|} |\phi(\eta)| \, d\eta + \int_0^{2|\kappa|} \frac{\phi(\eta)}{\eta - \xi} \, d\eta \leq C \max \{ |\kappa|^{-\alpha}, |\kappa|^{\alpha - 1} \} \leq C \max \{ |z|^{-\alpha}, |z|^{\alpha - 1} \}.
\]
It remains to consider $\xi > |\kappa|$. For this we will use (12.6) and also recall that for $\eta \in (-\infty, 0)$ the integral in (12.8) has to be understood as a limit using $z = \lim_{\nu \to 0^+} (z \pm i \nu)$. We then get

$$
\int_0^\infty \frac{\phi(\eta)}{\eta + z} \, d\eta = \int_0^\infty \frac{\eta - \xi}{(\eta - \xi)^2 + \kappa^2} \phi(\eta) \, d\eta - \kappa i \int_0^\infty \frac{\phi(\eta)}{(\eta - \xi)^2 + \kappa^2} \, d\eta =: (I) + (II)
$$

We first consider $(II)$ and obtain by splitting the integral and using (12.5) that

$$
|(II)| \leq C |\kappa| \int_0^1 \frac{\eta^{-\alpha}}{(\eta - \xi)^2 + \kappa^2} \, d\eta + C |\kappa| \int_1^\infty \frac{\eta^{\alpha - 1}}{(\eta - \xi)^2 + \kappa^2} \, d\eta =: (II)_a + (II)_b.
$$

For $\xi \leq 2$ we obtain by changing variables $\eta \to \xi \eta$ that

$$
|(II)_a| \leq C \xi^{-\alpha} |\kappa| \int_0^\infty \frac{1}{\eta^\alpha \left( (\eta - 1)^2 + \left( \frac{|\kappa|}{\xi} \right)^2 \right)} \, d\eta \leq C \xi^{-\alpha}.
$$

On the other hand we obtain for $\xi \geq 2$ that

$$
|(II)_a| \leq C \frac{|\kappa|}{(\xi - 1)^2 + \kappa^2} \leq C \xi^{\alpha - 1}.
$$

The term $(II)_b$ can be estimated similarly, i.e. we obtain for $\xi \geq 1/2$ that

$$
|(II)_b| \leq \frac{C}{\xi^{1-\alpha}} \frac{|\kappa|}{\xi} \int_0^\infty \frac{\eta^{\alpha - 1}}{(\eta - 1)^2 + \left( \frac{\xi}{2} \right)^2} \, d\eta \leq C \xi^{\alpha - 1}.
$$

For $\xi \leq 1/2$ we find

$$
|(II)_b| \leq |\kappa| \int_1^\infty \frac{\eta^{\alpha - 1}}{(\eta - \frac{1}{2})^2 + \kappa^2} \, d\eta \leq C.
$$

It thus remains to estimate $(I)$. For this we introduce a cut-off function $\zeta: \mathbb{R} \to [0, 1]$ such that $\zeta = 1$ on $(-\infty, 2)$ and $\zeta = 0$ on $[4, \infty]$. We can then rewrite $(I)$ as

$$
(I) = \int_0^\infty \frac{\eta - \xi}{(\eta - \xi)^2 + \kappa^2} \left( \phi(\eta) - \zeta \left( \frac{\eta}{\xi} \right) \phi(\xi) \right) \, d\eta + \int_0^\infty \frac{\eta - \xi}{(\eta - \xi)^2 + \kappa^2} \zeta \left( \frac{\eta}{\xi} \right) \phi(\xi) \, d\eta =: (I)_a + (I)_b.
$$

Then on the one hand we obtain

$$
(I)_a = \int_0^{2\xi} \frac{\eta - \xi}{(\eta - \xi)^2 + \kappa^2} \left( \phi(\eta) - \phi(\xi) \right) \, d\eta + \int_{2\xi}^\infty \frac{\eta - \xi}{(\eta - \xi)^2 + \kappa^2} \left( \phi(\eta) - \zeta \left( \frac{\eta}{\xi} \right) \phi(\xi) \right) \, d\eta
$$

$$
=: (I)_{a,1} + (I)_{a,2}.
$$

Considering the two terms separately we first find

$$
|(I)_{a,2}| \leq C \int_{2\xi}^\infty \frac{|\phi(\eta)|}{\eta} \, d\eta + C |\phi(\xi)| \leq C \max \left\{ \xi^{-\alpha}, \xi^{\alpha - 1} \right\}.
$$
To estimate \((I)_{a,1}\) we split the integral and use (12.6) to obtain
\[
| (I)_{a,1} | = \left| \int_{0}^{2 \xi} \frac{\eta - \xi}{(\eta - \xi)^2 + \kappa^2} (\phi (\eta) - \phi (\xi)) \, d\eta \right| \leq \left| \int_{0}^{\frac{2}{\xi} \xi} (\cdots) \, d\eta \right| + \left| \int_{\frac{2}{\xi} \xi}^{2 \xi} (\cdots) \, d\eta \right|
\]
\[
\leq \frac{C}{\xi} \int_{0}^{2 \xi} \max \{ \eta^{-\alpha}, \eta^{-\alpha - 1} \} \, d\eta + C \max \{ \xi^{-\alpha - \gamma}, \xi^{-\alpha - \gamma - 1} \} \int_{0}^{2 \xi} | \eta - \xi |^{-\gamma} \, d\eta \leq C \max \{ \xi^{-\alpha}, \xi^{-\alpha - 1} \} .
\]

Finally we get by changing variables
\[
| (I)_{b} | = \left| \phi (\xi) \int_{0}^{4 \xi} \frac{\eta - \xi}{(\eta - \xi)^2 + \kappa^2} \left( \frac{\eta}{\xi} \right) \, d\eta \right| = \left| \phi (\xi) \int_{0}^{4} \frac{\eta - 1}{(\eta - 1)^2 + \left( \frac{\xi}{\eta} \right)^2} \zeta (\eta) \, d\eta \right|
\]
\[
\leq \left| \phi (\xi) \right| \log \left( (\eta - 1)^2 + \left( \frac{\eta}{\xi} \right)^2 \right) \bigg|_{0}^{4} + \left| \phi (\xi) \right| \int_{0}^{2} \frac{\eta - 1}{(\eta - 1)^2 + \left( \frac{\xi}{\eta} \right)^2} \, d\eta \leq C \max \{ \xi^{-\alpha}, \xi^{-\alpha - 1} \} .
\]

Summarizing, this then shows
\[
\int_{0}^{\infty} \frac{\phi (\eta)}{\eta + z} \, d\eta \leq C \max \left\{ | \text{Re} (z) |^{-\alpha}, | \text{Re} (z) |^{-\alpha - 1} \right\}
\]
for \( \xi = - \text{Re} (z) > | \text{Im} (z) | = | \kappa | \). From this it follows immediately that we also have
\[
\left| \int_{0}^{\infty} \frac{\phi (\eta)}{\eta + z} \, d\eta \right| \leq C \max \left\{ |z|^{-\alpha}, |z|^{-\alpha - 1} \right\} .
\]

Then as already explained it follows by Liouville’s Theorem together with Riemann’s Theorem that \( \Phi \equiv 0 \), i.e.
\[
G (z) = \int_{0}^{\infty} \frac{\phi (\eta)}{\eta + z} \, d\eta + \frac{G (-1)}{1 + z} \tag{12.9}
\]

We define now
\[
\tilde{\Gamma} (\xi, \eta) := \frac{\phi \left( \frac{\xi}{\eta} \right)}{\eta} \quad \text{and} \quad \Gamma (\xi, \eta) := \tilde{\Gamma} (\xi, \eta) + W_{\pm} (-1) \delta (\xi - \eta).
\]

From (12.5) one can then easily deduce that
\[
\left| \tilde{\Gamma} (\xi, \eta) \right| \leq C \frac{1}{(\eta + \xi)^{-\alpha}} \left( \frac{1}{\xi^\alpha} + \frac{1}{\eta^\alpha} \right) .
\]

We conclude now the proof by computing the integral
\[
\int_{0}^{\infty} \int_{0}^{\infty} \Gamma (\xi, \eta) e^{-\xi y - \eta z} \, d\eta \, d\xi = \int_{0}^{\infty} \int_{0}^{\infty} \frac{\phi \left( \frac{\xi}{\eta} \right)}{\eta} e^{-\xi \eta - \eta^2} \, d\eta \, d\xi + W_{\pm} (-1) \int_{0}^{\infty} e^{-\xi (y + z)} \, d\xi .
\]

Changing variables in the first integral on the right-hand side and using that \( W_{\pm} (-1) = G (-1) \) we further obtain
\[
\int_{0}^{\infty} \Gamma (\xi, \eta) e^{-\xi y - \eta z} \, d\eta \, d\xi = \int_{0}^{\infty} \int_{0}^{\infty} \frac{\phi \left( \frac{1}{\eta} \right)}{\eta} e^{-\xi (y + \eta z)} \, d\xi \, d\eta + \frac{G (-1)}{y + z} = \int_{0}^{\infty} \frac{\phi \left( \frac{1}{\eta} \right)}{\eta (y + \eta z)} \, d\eta + \frac{G (-1)}{y + z}
\]
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Changing variables once more, rearranging and using the relation (12.39) we get
\[
\int_0^\infty \int_0^\infty \Gamma(\xi, \eta) e^{-\xi u - \eta z} \, d\eta \, d\xi = \int_0^\infty \frac{\phi(\eta)}{z + \eta} \, d\eta + \frac{G(-1)}{y + z} = \frac{1}{y} \int_0^\infty \frac{\phi(\eta)}{z + \eta} \, d\eta + \frac{G(-1)}{y + z} = \frac{G(\frac{z}{y})}{y + z}
\]
Noting that due to homogeneity it holds \(G(\frac{z}{y}) = W(y, z)\) the claim follows.

Next we prove some estimates on integrals involving \(\Gamma\) that occur in several proofs.

**Lemma 12.9.** For \(k, \ell \in \mathbb{N}_0\) such that \(1 \leq k + \ell \leq 2\) it holds
\[
\int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \frac{1}{(1 + \xi)^{k+\theta}} \frac{1}{(1 + \eta)^{\ell+\theta}} \, d\eta \, d\xi \leq C.
\]
**Proof.** By symmetry it suffices to consider only the case \(k \leq \ell\). Using the estimate from Proposition 2.2 we obtain
\[
\int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \frac{1}{(1 + \xi)^{k+\theta}} \frac{1}{(1 + \eta)^{\ell+\theta}} \, d\eta \, d\xi \leq C \int_0^\infty \int_0^\infty \frac{1}{(\xi + \eta)^{1-\alpha}} \frac{1}{1 + \eta^\alpha} \frac{1}{(1 + \xi)^{k+\theta}} \frac{1}{(1 + \eta)^{\ell+\theta}} \, d\eta \, d\xi + C \int_0^\infty \frac{1}{(\xi + 1)^{k+\ell+2\theta}} \, d\xi
\]
Estimating \((\xi + \eta)^{-\alpha} \leq \xi^{-\alpha}\) and \((\xi + \eta)^{-\alpha} \leq \eta^{-\alpha}\) for \(a > 0\) it further follows
\[
\int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \frac{1}{(1 + \xi)^{k+\theta}} \frac{1}{(1 + \eta)^{\ell+\theta}} \, d\eta \, d\xi \leq C \int_0^\infty \frac{1}{(1 + \xi)^{k+\theta}} \frac{1}{(1 + \eta)^{\ell+\theta}} \, d\xi \int_0^\infty \frac{1}{\eta^{\frac{\theta-\alpha}{2}} (1 + \eta)^{\ell+\theta}} \, d\eta + C \leq C.
\]

**Lemma 12.10.** For \(k \in \mathbb{N}\) it holds
\[
\int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \frac{1}{\eta^\theta} \frac{1}{(1 + \xi)^{k+\theta}} \, d\xi \, d\eta \leq C.
\]
**Proof.** From the estimate of Proposition 2.2 we obtain
\[
\int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \frac{1}{\eta^\theta} \frac{1}{(1 + \xi)^{k+\theta}} \, d\eta \, d\xi \leq C \int_0^\infty \int_0^\infty \frac{1}{(\xi + \eta)^{1-\alpha}} \frac{1}{1 + \eta^\alpha} \frac{1}{(1 + \xi)^{k+\theta}} \frac{1}{(1 + \eta)^{k+\theta}} \, d\eta \, d\xi + C \int_0^\infty \frac{1}{\xi^\theta (1 + \xi)^{k+\theta}} \, d\xi
\]
By symmetry the same is true with \(\xi\) and \(\eta\) interchanged.
where we changed variables in the $\eta$-integrals in the next to last step.

**Lemma 12.11.** There exists a constant $C > 0$ such that

$$
\int_0^\infty |\Gamma (\xi, \eta)| \frac{1}{(\eta + 1)^\theta} \, d\eta \leq C \left( \xi^{-\alpha} + \log (\xi^{-1}) \right) \chi_{(0,1]}(\xi) + \xi^{-\theta} \chi_{[1,\infty)}(\xi)
$$

$$
\int_0^\infty |\Gamma (\xi, \eta)| \frac{1}{(\eta + 1)^{k+\theta}} \, d\eta \leq C \left( \xi^{-\alpha} + \log (\xi^{-1}) \right) \chi_{(0,1]}(\xi) + \xi^{\alpha-1} \chi_{[1,\infty)}(\xi) \quad \text{for all } k \in \mathbb{N}.
$$

**Proof.** We first consider $\xi \leq 1$ and observe together with Proposition 2.2 for all $k \in \mathbb{N}_0$

$$
\int_0^\infty |\Gamma (\xi, \eta)| \frac{1}{(\eta + 1)^{k+\theta}} \, d\eta \leq C \int_0^\infty \frac{1}{(\eta + 1)^{k+\theta}} (\frac{1}{\xi^\alpha} + \frac{1}{\eta^\alpha}) \, d\eta + \frac{C}{(1+\xi)^{k+\theta}}
$$

$$
\leq \frac{C}{\xi^\alpha} \left( \int_0^1 \frac{1}{(\xi + \eta)^{1-\alpha}} \, d\eta + \int_1^\infty \frac{1}{(\eta)^{1-\alpha}} \, d\eta \right) + \frac{C}{\xi^\theta} \left( \int_0^\xi \frac{1}{(\eta)^{1-\alpha}} \, d\eta + \int_\xi^\infty \frac{1}{(\eta)^{1-\alpha}} \, d\eta \right) + C
$$

$$
\leq \frac{C}{\xi^\alpha} \left( \int_0^1 \frac{1}{(\xi + \eta)^{1-\alpha}} \, d\eta + \int_1^\infty \frac{1}{(\eta)^{1-\alpha}} \, d\eta \right) + C + C \log \left( \frac{1}{\xi} \right) \leq C \left( \xi^{-\alpha} + \log (\xi^{-1}) \right).
$$

For $\xi \geq 1$ we have to treat the two cases $k = 0$ and $k \in \mathbb{N}$ separately. For $k = 0$ we find

$$
\int_0^\infty |\Gamma (\xi, \eta)| \frac{1}{(\eta + 1)^{1+\theta}} \, d\eta \leq C \int_0^\infty \frac{1}{(\eta + 1)^{1+\theta}} (\frac{1}{\xi^\alpha} + \frac{1}{\eta^\alpha}) \, d\eta + \frac{C}{(1+\xi)^{1+\theta}}
$$

$$
\leq \frac{C}{\xi^\alpha} \int_0^\infty \frac{1}{(\eta + \xi)^{1-\alpha}} \, d\eta + \frac{C}{\xi^\theta} \left( \int_0^\infty \frac{1}{(\eta + \xi)^{1-\alpha}} \, d\eta + 1 \right) \leq C.
$$

On the other hand, for $k \in \mathbb{N}$ we obtain similarly

$$
\int_0^\infty |\Gamma (\xi, \eta)| \frac{1}{(\eta + 1)^{k+\theta}} \, d\eta \leq C \int_0^\infty (\eta + 1)^{k+\theta} (\frac{1}{\xi^\alpha} + \frac{1}{\eta^\alpha}) \, d\eta + \frac{C}{(\xi + 1)^{k+\theta}}
$$

$$
\leq \frac{C}{\xi^\alpha} \int_0^\infty \frac{1}{(\eta + 1)^{k+\theta}} \, d\eta + \frac{C}{\xi^\theta} \left( \int_0^\infty \frac{1}{(\eta + 1)^{k+\theta}} \, d\eta + 1 \right) \leq \frac{C}{\xi^{1-\alpha}}.
$$

\[\square\]

**12.3 Proof or Lemma 2.5**

We first recall that $K(y,z) = 2 + \varepsilon W(y,z)$, as well as the representation formula for $W$ in terms of $\Gamma$ and the corresponding estimate given in Proposition 2.2. We define the bilinear functional

$$
\mathcal{E}_K (\omega_1, \omega_2) (x) := \frac{1}{2x} \int_0^x K(y, x-y) \omega_1(y) \omega_2 (x-y) \, dy.
$$

There exists a non-trivial constant solution of (2.13) given by $\mu = c_\varepsilon$ with

$$
1 = \frac{c_\varepsilon}{2} \int_0^1 K(s, 1-s) \, ds = c_\varepsilon \left[ 1 + \frac{\varepsilon}{2} \int_0^1 W(s, 1-s) \, ds \right].
$$
Notice that \( c_\varepsilon \to 1 \) if \( \varepsilon \to 0 \). We have proved in [1] that the non-trivial solutions of (2.13) are close to \( c_\varepsilon \) if \( \varepsilon \) is small enough in the sense that

\[
\| \mu - c_\varepsilon \|_{(0)} \leq \delta \quad \text{where } \delta \text{ is small if } \varepsilon \text{ is small.} \tag{12.10}
\]

Note the definition of \( \| \cdot \|_{(0)} \) in (2.15).

We recall that (2.13) is equivalent to \( \mu = B_K(\mu, \mu) \) and write \( \mu = c_\varepsilon + m. \) Then

\[
m - 2c_\varepsilon B_2(1, m) = 2\varepsilon c_\varepsilon B_W(1, m) + B_K(m, m). \tag{12.11}
\]

We multiply (12.11) by \( x \) and take the Laplace transform to obtain \( -\frac{dM}{dp} - J_1 = J_2 + J_3 \) with

\[
J_1 = \int_0^\infty 2xc_\varepsilon B_2(1, m)e^{-xp} \, dx, \quad J_2 = \int_0^\infty 2x\varepsilon c_\varepsilon B_W(1, m)e^{-xp} \, dx
\]

\[
J_3 = \int_0^\infty xB_K(m, m)e^{-xp} \, dx.
\]

We now compute these quantities. We have

\[
J_1 = \int_0^\infty 2xc_\varepsilon B_2(1, m)e^{-xp} \, dx = 2c_\varepsilon \int_0^\infty e^{-xp} \int_0^x m(x - y) \, dy \, dx
\]

\[
= 2c_\varepsilon \int_0^\infty \int_y^\infty m(x-y)e^{-xp} \, dx \, dy = 2c_\varepsilon \int_0^\infty e^{-py} \int_0^\infty m(x)e^{-xp} \, dx \, dy = \frac{2c_\varepsilon}{p} M(p).
\]

Concerning \( J_2 \) we find similarly \( J_2 = \varepsilon c_\varepsilon \int_0^\infty \int_0^\infty W(x, y)m(x)e^{-(x+y)p} \, dx \, dy. \) We then use the representation formula from Proposition 2.2 for \( \frac{W(x, y)}{y+x} \) to obtain

\[
J_2 = \varepsilon c_\varepsilon \int_0^\infty \int_0^\infty \frac{W(x, y)}{x+y}m(x)(x+y)e^{-(x+y)p} \, dx \, dy
\]

\[
= -\varepsilon c_\varepsilon \frac{d}{dp} \int_0^\infty \int_0^\infty \Gamma(\xi, \eta) \int_0^\infty \int_0^\infty m(x)e^{-(x+y)p}e^{-\xi x-\eta y} \, dx \, dy \, d\eta \, d\xi
\]

\[
= -\varepsilon c_\varepsilon \frac{d}{dp} \left( \int_0^\infty M(\xi + p) \int_0^\infty \frac{\Gamma(\xi, \eta)}{\eta + p} \, d\eta \right) \, d\xi
\]

\[
= -\varepsilon c_\varepsilon \int_0^\infty \frac{dM}{dp}(\xi + p) \int_0^\infty \frac{\Gamma(\xi, \eta)}{\eta + p} \, d\eta \, d\xi + \varepsilon c_\varepsilon \int_0^\infty M(\xi + p) \int_0^\infty \frac{\Gamma(\xi, \eta)}{(\eta + p)^2} \, d\eta \, d\xi.
\]

Therefore, using the definition of \( [m]_{(\ell)} \) we obtain

\[
|J_2| \leq C\varepsilon \int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \left[ \frac{[m]_{(1)}}{(\xi + p)^2(\eta + p)} + \frac{[m]_{(0)}}{(\xi + p)(\eta + p)^2} \right] \, d\xi \, d\eta.
\]

Changing variables we find together with the homogeneity of \( \Gamma \)

\[
|J_2| \leq C \|m\|_{(1)} \varepsilon \int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \left( \frac{1}{(\xi + p)^2(\eta + p)} + \frac{1}{(\xi + p)(\eta + p)^2} \right) \, d\xi \, d\eta
\]

\[
= C\varepsilon \frac{\|m\|_{(1)}}{p^2} \int_0^\infty \int_0^\infty |\Gamma(\xi, \eta)| \left( \frac{1}{(\xi + 1)^2(\eta + 1)} + \frac{1}{(\xi + 1)(\eta + 1)^2} \right) \, d\xi \, d\eta \leq C\varepsilon \frac{\|m\|_{(1)}}{p^2},
\]
where we used that the last integral is bounded due to Lemma 12.9. We finally obtain 

$$J_3 = \frac{1}{2} \int_0^\infty e^{-px} \int_0^x K(y, x - y) m(y) m(x - y) \, dy \, dx$$

$$= \frac{1}{2} \int_0^\infty \int_0^\infty K(y, z) m(y) m(z) e^{-(y+z)p} \, dy \, dz$$

$$= \int_0^\infty \int_0^\infty m(y) m(z) e^{-(y+z)p} \, dy \, dz \cdot \frac{\varepsilon}{2} \int_0^\infty \int_0^\infty W(y, z) m(y) m(z) e^{-(y+z)p} \, dz \, dy$$

$$= (M(p))^2 + \frac{\varepsilon}{2} \int_0^\infty \int_0^\infty W(y, z) m(y) m(z) e^{-(y+z)p} \, dz \, dy =: J_{3,1} + J_{3,2}.$$ 

Obviously we have $$|J_{3,1}| \leq \frac{\|\|m\|_{(0)}^2}{p^2}$$. Furthermore

$$J_{3,2} = \frac{\varepsilon}{2} \int_0^\infty \int_0^\infty \Gamma(\xi, \eta) \int_0^\infty \int_0^\infty m(y) m(z) (y + z) e^{-(y+z)p} e^{-\xi y - \eta z} \, dz \, dy \, d\eta \, d\xi$$

$$= -\frac{\varepsilon}{2} \frac{d}{dp} \int_0^\infty \int_0^\infty \Gamma(\xi, \eta) \int_0^\infty \int_0^\infty m(y) m(z) e^{-(y+z)p} e^{-\xi y - \eta z} \, dz \, dy \, d\eta \, d\xi$$

$$= -\frac{\varepsilon}{2} \frac{d}{dp} \int_0^\infty \int_0^\infty \Gamma(\xi, \eta) M(\xi + p) M(\eta + p) \, d\eta \, d\xi$$

where we used the symmetry of $$\Gamma$$ in the last step. Then, using the definition of $$\left[\right]_{(k)}$$, changing variables, using the homogeneity of $$\Gamma$$ and Lemma 12.9 we obtain

$$|J_{3,2}| \leq C \varepsilon \|m\|_{(0)} \|m\|_{(1)} \int_0^\infty \int_0^\infty \frac{|\Gamma(\xi, \eta)|}{(\xi + p)^2 (\eta + p)} \, d\eta \, d\xi \leq C \varepsilon \frac{\|m\|_{(0)} \|m\|_{(1)}}{p^2}.$$ 

Consequently we have

$$|J_3| \leq \frac{C}{p^2} \left( \|m\|_{(0)}^2 + \varepsilon \|m\|_{(0)} \|m\|_{(1)} \right).$$ 

Thus we obtain the equation

$$M'(p) + \frac{2c_\varepsilon}{p} M(p) = R(p)$$

(12.12)

with

$$|R(p)| \leq C \frac{\|m\|_{(0)}^2 + \varepsilon \left( \|m\|_{(1)} + \|m\|_{(0)} \|m\|_{(1)} \right)}{p^2}.$$ 

Using $$m = \mu - c_\varepsilon$$ as well as (12.10) we also obtain for $$\delta$$ and $$\varepsilon$$ sufficiently small that

$$|R(p)| \leq \frac{C}{p} \left( \delta \|m\|_{(0)} + \varepsilon \|m\|_{(1)} \right).$$

(12.13)

From (12.12) we get $$\partial_p \left(p^{2c_\varepsilon} M(p)\right) = p^{2c_\varepsilon} R(p)$$ and since $$2c_\varepsilon$$ is close to two and $$R(p)$$ is bounded by $$p^{-2}$$ we obtain that the right-hand side is integrable. Moreover $$p^{2c_\varepsilon} M(p) \to 0$$ as $$p \to 0$$, whence

$$M(p) = p^{-2c_\varepsilon} \int_0^p e^{2c_\varepsilon} R(\xi) \, d\xi.$$ 

Thus, we obtain together with (12.13) that

$$|M(p)| \leq \frac{C}{p} \left( \delta \|m\|_{(0)} + \varepsilon \|m\|_{(1)} \right).$$

(12.14)
With this it follows from (12.12) and (12.13) that

\[ |M'(p)| \leq \frac{C}{p} |M(p)| + |R(p)| \leq \frac{C}{p^2} \left( \delta \|m\|_{(0)} + \varepsilon [m]_{(1)} \right), \]

yielding \([m]_{(1)} \leq C\delta \|m\|_{(0)}\) for sufficiently small \(\varepsilon\). Using this in (12.14) then gives

\[ \|m\|_{(0)} \leq C\delta \|m\|_{(0)} \quad \text{with} \quad \delta \to 0 \quad \text{for} \quad \varepsilon \to 0. \]

Thus for \(\varepsilon\) sufficiently small it follows \(m = 0\), i.e. \(\mu = c\varepsilon\).
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