Quantum phase transition from a paramagnetic Anderson insulating state to a ferromagnetic many-body localized state via an intermediate ferromagnetic metallic phase

Kyung-Yong Park,1 Iksu Jang,2 and Ki-Seok Kim1,3

1Department of Physics, POSTECH, Pohang, Gyeongbuk 37673, Korea
2Department of Physics, National Tsing Hua University, Hsinchu 30013, Taiwan
3Asia Pacific Center for Theoretical Physics (APCTP), Pohang, Gyeongbuk 37673, Korea

(Dated: July 12, 2022)

Effects of electron correlations on Anderson insulators have been one of the central themes for recent two decades, suggesting that the Anderson insulating phase turns into a novel insulating state referred to as many body localization (MBL). However, the role of spin degrees of freedom in this dynamical phase transition still remains unclarified as a function of the interaction strength. In this study, we perform real-space spin-resolved Hartree-Fock-Anderson simulations to investigate metal-insulator transitions above a critical disorder strength in three spatial dimensions, where all single-particle states are Anderson-localized without interactions. Here, relatively weak correlations below the Mott regime are taken into account in the mean-field fashion but disorder effects are introduced essentially exactly. We find two types of single-particle mobility edges, where the multifractal spectrum of the interaction-driven low-energy mobility edge deviates from that of the high-energy one smoothly connected with the multifractal spectrum of the metal-insulator transition without interactions. We show that the weakly interacting insulating phase remains to be a paramagnetic Anderson insulating state up to the temperature of the order of the band width. On the other hand, we uncover that the relatively strongly interacting insulating phase still below the Mott regime is ferromagnetic, which turns into a ferromagnetic metallic state at a critical temperature much lower than the order of the bandwidth. Based on all these results, we propose a quantum phase transition from a paramagnetic Anderson insulating state to a ferromagnetic MBL insulating phase via an intermediate ferromagnetic metallic state, which intervenes between these two insulators at the Fermi energy.

I. INTRODUCTION

Since the discovery of Anderson localization referred to as “Absence of Diffusion in Certain Random Lattices” [1], it has been investigated the role of electron correlations in the Anderson insulating phase [2]. One of the fundamental questions is whether electron correlations can thermalize electron themselves to turn the Anderson insulating phase into a diffusive metallic state, increasing temperatures only without any other excitations such as phonons [3–6]. It turns out that the resulting disordered correlated system fails to self-thermalize at infinitesimal temperatures at least, referred to as many body localization (MBL), where the single-particle localized wavefunction evolves into a many-particle localized state of the Fock space [7–8]. Here, the so called many body mobility edge instead of the single-particle one was proposed to characterize the phase boundary between the diffusive metallic state and the MBL insulating phase in the energy-disorder phase diagram [9–11]. Later, the stability of MBL has been attributed to the emergence of quasi-local integrals of motion, rigorously verified at least in one-dimensional systems [12]. In particular, this perspective asked various questions such as the existence of MBL above one spatial dimension, the stability of the many body mobility edge, and etc. [13–14] Recently, quantum phase transitions between the MBL insulating phase and metallic states have been examined in a phenomenological renormalization group approach as well as numerical simulations, suggesting anomalous quantum critical scaling behaviors [15–19].

Although not only the fundamental concept of MBL was established but also dynamical quantum phase transitions to nearby quantum phases have been investigated extensively, the role of spin degrees of freedom in MBL of electrons has been rarely addressed explicitly and clearly. As an example for importance of spin degrees of freedom, ferromagnetic fluctuations are well known to play a central role in two-dimensional metal-insulator transitions [20]. In this study, we investigate the role of spin degrees of freedom in how the Anderson insulating phase evolves into the MBL insulating state, increasing effects of electron correlations. Here, we perform real-space spin-resolved Hartree-Fock-Anderson simulations to investigate metal-insulator transitions above a critical disorder strength in three spatial dimensions \( W > W_c \), where all single-particle states are Anderson-localized without interactions. To determine single-particle mobility edges, we examine a scaling behavior of the inverse participation ratio \( \text{IPR} \) as a function of the interaction strength \( U \). We find that a paramagnetic Anderson insulating state turns into a ferromagnetic metallic phase at a critical strength of interaction \( U_{c1} \). Emergence of a metallic state by elec-
tron correlations is not inconsistent with a previous self-consistent mean-field theory study [24], which focuses on the absence of spin polarization mostly. Further increase in interactions makes the ferromagnetic metallic state develop a pseudo-gap around the Fermi energy. As a result, this metallic phase evolves into another ferromagnetic insulating state, where a low-energy mobility edge appears close to the Fermi level. These two critical points are analyzed by the multifractal spectrum, which shows that the latter transition \((U_{c2})\) contains weak eigenfunction multifractal nature associated with electron interactions. In particular, the multifractal spectrum of the interaction-driven low-energy mobility edge deviates from that of the high-energy one smoothly connected with the multifractal spectrum of the metal-insulator transition without interactions.

To understand the difference between these two insulators further, we investigate the evolution of single-particle mobility edges as a function of temperatures. We show that the second ferromagnetic insulator in \(U_{c2} < U < U_{Mott}\) suffers an insulator-metal transition at a critical temperature \(T_c\) while the first paramagnetic insulator in \(0 < U < U_{c1}\) remains to be an insulator up to the order of the bandwidth. The low-energy mobility edge disappears above the critical temperature \(T_c\) and the diffusive nature dominates. These two insulators can be distinguished further by the value of entanglement entropy at zero temperature [9–14]. Although both insulators follow the area law of the entanglement entropy, the second insulator turns out to be more entangled. Therefore, we propose a quantum phase transition from a paramagnetic Anderson insulating state to a ferromagnetic insulating state via an intermediate ferromagnetic metallic state, which intervenes between these two insulators at the Fermi energy.

Before going further, we would like to give several remarks. First, the Hartree-Fock-Anderson simulation method cannot be applied to the Mott regime. It turns out that it is certainly below the Mott regime the quantum phase transition to occur as a function of the interaction parameter \(U\). We refer this discussion to our recent study [22], which justifies the Hartree-Fock-Anderson simulation method. Second, the Hartree-Fock-Anderson simulation method takes into account electron correlations in the one-loop level (mean-field) but disorder effects essentially exactly. We recall the Finkelstein’s nonlinear \(\sigma\)-model approach [20], where both electron correlations and disorder effects are introduced up to the two-loop order. We point out that the Finkelstein’s nonlinear \(\sigma\)-model approach has difficulties in application to an insulating phase while the Hartree-Fock-Anderson simulation method works well in the insulating state. Third, the Hartree-Fock-Anderson simulation method considers only the single-particle dynamics, which cannot determine the many body mobility edge [9–14]. However, we propose that the eigenfunction multifractal spectrum distinguishes the MBL insulating phase from the Anderson insulating state. The logarithmic increase of the entanglement entropy with respect to time has been suggested to be a fingerprint of the MBL insulating state [9–14]. On the other hand, the energy-level statistics [25] cannot differentiate the MBL insulating phase from the Anderson insulating state. Here, we suggest the eigenfunction multifractal spectrum as a novel measure towards the MBL insulating phase. Fourth, the quantum phase transition from the paramagnetic Anderson insulating state to the ferromagnetic metallic phase results from enhancement of effective interactions between localized electrons, which may be regarded as the Stoner instability [26,27]. On the other hand, the quantum phase transition from the ferromagnetic metallic phase to the ferromagnetic MBL insulating state originates from the formation of a pseudo-gap near the Fermi energy. This reentrant insulating behavior shows the role of spin degrees of freedom in these dynamical phase transitions.

II. MODEL AND METHOD

A. Model

We consider the following effective model Hamiltonian on a cubic lattice, where the non-interaction part is

\[
H_0 = -t \sum_{\langle ij \rangle} \sum_\sigma c_{i\sigma}^\dagger c_{j\sigma} + h.c. + \sum_i \sum_\sigma (\epsilon_i - \mu) c_{i\sigma}^\dagger c_{i\sigma},
\]

(1)

and the interaction part is

\[
H_I = \frac{1}{2} \sum_i \sum_j \sum_{\sigma\sigma'} c_{i\sigma}^\dagger c_{i\sigma} U_{ij}^{\sigma\sigma'} c_{j\sigma'}^\dagger c_{j\sigma'}.
\]

(2)

Here, \(t\) is the hopping integral between nearest neighbor sites \(\langle ij \rangle\), and \(\mu\) is the chemical potential. In this study we set \(t = 1\) as the unit of energy and focus on the case of half filling. \(\epsilon_i\) is a random potential, uniformly distributed in \([-W,W]\). It is well known that the Anderson transition occurs at \(W_c = 8.25\) without electron correlations [28]. Here, we set \(W = 10 > W_c\). The interaction coefficient is given by \(U_{ij}^{\sigma\sigma'} = U \delta_{-\sigma\sigma'} \delta_{ij}\). \(\sigma\) represents \((\uparrow, \downarrow)\) electrons.

B. Method I: Eigenfunction multifractal analysis

To analyze a scaling behavior of the IPR, we partition a system of size \(L^d\) into \((L/l)^d\) boxes. Each box has a probability density, given by

\[
\mu_k = \sum_{j \in \text{box } k} |\Psi_j|^2,
\]

(3)

where \(\Psi_j\) is an eigenfunction of the effective Hamiltonian \(H = H_0 + H_I\) at position \(j\) inside the box number \(k\). In
addition, we introduce a generalized IPR by summing over the eigenfunction moment of each box as

$$R_q = \sum_k \mu_k^q.$$  \(\text{(4)}\)

To get an intuitive picture, one may regard \(\mu_k\) as \(e^{-H_k}\) and \(q\) as \(\beta\), where \(H_k\) corresponds to an effective Hamiltonian with an index \(k\) and \(\beta\) is an inverse temperature. Then, \(R_q\) is analogous to the canonical partition function, given by summation of the Boltzmann factor.

Following this analogy further, we may introduce the probability density of the \(q^{th}\) moment of the box number \(k\) as

$$x_k = [\mu_k]^q / R_q.$$  \(\text{(5)}\)

This corresponds to the density matrix, given by the Boltzmann factor divided by the partition function. Now, we introduce the multifractal exponent as \(\alpha_q\)

$$\alpha_q = \frac{1}{\ln \lambda} \sum_k x_k \cdot \ln \mu_k,$$  \(\text{(6)}\)

analogous to the averaged energy, where the scaling factor is \(\lambda = l/L\). Accordingly, the “entropy” is defined as

$$f(\alpha_q) = \frac{1}{\ln \lambda} \sum_k x_k \cdot \ln x_k,$$  \(\text{(7)}\)

identified with the eigenfunction multifractal spectrum.

In this study, we perform our simulations for the three-dimensional cubic lattice, varying the system size \(L^3\) with \(L = 12, 16, 20\) to identify the mobility edge. We perform the disorder average for \(100 \sim 1000\) disorder realizations depending on the system size.

C. Method II: Entanglement entropy

As a probe to distinguish two insulating phases, we calculate entanglement entropy. Resorting to refs. \(\text{31–33}\), we obtain the entanglement entropy for the subsystem \(A\) as follows

$$S_E(A) = -\sum_\alpha [(1 - \xi_\alpha) \ln(1 - \xi_\alpha) + \xi_\alpha \ln \xi_\alpha].$$  \(\text{(8)}\)

Here, \(\xi_\alpha\) is an eigenvalue of the correlation matrix given by

$$C_{i\sigma,j\sigma'} = \frac{\text{tr}[e^{-\beta(H_{HFA} - \mu N)}] C_{i\sigma,j\sigma'}^\dag}{\text{tr}[e^{-\beta(H_{HFA} - \mu N)}]}.$$  \(\text{(9)}\)

\(H_{HFA}\) is an effective Hartree-Fock-Anderson Hamiltonian in our simulations. \(i, j\) are position indices belonging to the subsystem \(A\). \(\sigma, \sigma'\) are spin indices, \(\beta\) is an inverse temperature, and \(\mu\) is a chemical potential.

III. QUANTUM PHASE TRANSITION FROM A PARAMAGNETIC ANDERSON INSULATING STATE TO A FERROMAGNETIC MANY-BODY LOCALIZED STATE VIA AN INTERMEDIATE FERROMAGNETIC METALLIC PHASE

A. Emergence of two types of mobility edges

In the strong disorder regime of \(W > W_c\), all single-particle states are Anderson-localized unless electronic correlations are taken into account. This fundamental property of the Anderson insulator still survives relatively weak interactions according to our numerical results, consistent with ref. \(\text{24}\). See Fig. 1 (a), which shows an insulating scaling behavior of the IPR approaching to zero as increasing the system size. All these localized states survive up to the interaction strength \(U_{c1}\), from which electrons close to the Fermi energy begin to delocalize showing the opposite tendency of the scaling behavior of the IPR around the Fermi Energy. See Fig. 1 (b). This is attributed to the enhancement of density of states around the Fermi Energy, which results from spin polarization \(\text{31}\). See Fig. 2 (a), which shows appearance of a ferromagnetic metallic phase at the Fermi energy. We refer the evolution of magnetization with respect to the interaction strength to Fig. 3. Interestingly, the existence of these delocalized states is allowed until a pseudogap starts to develop at the critical point \(U_{c2}\). This pseudogap behavior results from further spin polarization due to larger interactions. See Fig. 2 (b), where the system returns to be localized but more ferromagnetic (Fig. 3), shown in Fig. 1 (c). The low-energy mobility edge close to the Fermi energy is clearly shown when \(U > U_{c2}\). See Fig. 1 (d).

To sum up, we find two types of mobility edges as a function of the interaction parameter \(U\) and propose a phase diagram of Fig. 4 in the plane of energy and interaction. Here, the type I (II) mobility edge is represented by the blue (red) dot to distinguish a paramagnetic (ferromagnetic) insulating state from a ferromagnetic metallic phase, given by \(U_{c1} \approx 0.3 (U_{c2} \approx 3.5)\) at the Fermi energy. The type I mobility edge tends to shift away from the Fermi energy as increasing interactions and reaches the band edge for strong interactions \((U > U_{c2})\). If we focus on the system with \(U > U_{c2}\), two types of mobility edges are shown in the single-particle spectrum at the same time. Appearance of these two types of mobility edges has been investigated in the weak localization regime \((W < W_c)\) \(\text{21, 22}\). This previous study told us that there exists a diffusive metallic phase between the two critical points \((U_{c1} < U < U_{c2})\), which separates such two insulators.

To understand the nature of these two kinds of quantum phase transitions at \(U_{c1}\) and \(U_{c2}\), respectively, we obtain the multifractal spectrum for the type I mobility edge of \(U = 0.5\) at \(E_m = 0.3\) (blue dot) and compare this multifractal spectrum with that for the type II mobility edge of \(U = 3.5\) at \(E_m = 0.03\) (red diamond). See Fig.
where the multifractal spectrum for the mobility edge close to $U_{c,2}$ shows weak multifractality. Although both mobility edges lie in the low-energy region of the Fermi energy, the former deviates the latter clearly, indicating two kinds of universality classes for quantum phase transitions. Next, we compare the multifractal spectrum of the low-energy mobility edge of $U = 0.5$ at $E_m = 0.3$ (blue dot) with that of the high-energy mobility edge of $U = 5$ at $E_m = 7.5$ (purple diamond). See Fig. 3 (b). This confirms that these two metal-insulator transitions belong to the same universality class, referred to as the type I mobility edge and marked in the phase diagram of Fig. 4. To reveal the nature of the type I mobility edge, we compare the multifractal spectrum of the type I mobility edge of $U = 0.5$ at $E_m = 0.3$ (blue dot) with that of the high-energy mobility edge in the weak-disorder region ($W = 7 < W_c$) of $U = E_m = (purple diamond)$. See Fig. 3 (c). It turns out that the multifractal spectrum of the type I mobility edge belongs to the same universality class as that of the Anderson transition without electron correlations.Previously, we showed the existence of two types of mobility edges in the metallic phase near the Fermi energy in the weak-disorder region ($W = 7 < W_c$) of $U = 21, 22$. The multifractal spectrum of the high-energy mobility edge in the weak-disorder region ($W = 7 < W_c$) was shown to be in the same universality class of the Anderson transition in our previous study. Finally, to reveal the nature of the type II mobility edge, we further compare the multifractal spectrum of the type II mobility edge of $U = 3.5$ at $E_m = 0.03$ (red diamond) with that of the low-energy mobility edge in the weak-disorder region ($W = 7 < W_c$) of $U = 10$ at $E_m =$ (blue dot). See Fig. 3 (d). It is not completely confirmed that the multifractal spectrum of the type II mobility edge is smoothly connected to that of the low-energy mobility edge in the weak-disorder region.

### B. Existence of an insulator to metal transition at a critical temperature in the type II insulator

To distinguish the type II insulator from the type I insulator, we investigate how the multifractal exponent $\alpha_2$ evolves as a function of temperature. Figure 4 shows the development of the scaling behavior of the IPR ($\alpha_2$) as a function of temperature for the type I insulator ($U = 0.1 < U_{c,1}$). The localized state remains to be stable even with interactions. No quantitative changes are observed for the case of the type I insulator. On the other hand, the type II insulator ($U = 5 > U_{c,2}$) shows enhancement of the density of states around the Fermi energy due to excitations at finite temperatures. See Figs. 8 (a) and (b). As a result, the pseudogap is filled around the critical temperature ($T_c \approx 0.5$). Figures 7 (a) and (b) show scaling of the IPR ($\alpha_2$) in the type II insulator as a function of temperature. Near the zero temperature ($T = 0.01$), there exist low- and high-energy mobility edges. We point out that the high-energy mobility edge is little affected by finite-temperature excitations. On the other hand, we observe that the low-energy mobility edge starts to shift to the Fermi level due to enhancement of the density of states around the Fermi energy. This low-energy mobility edge coincides with the Fermi level from the critical temperature ($T_c \approx 0.5$). When $T > T_c$, the low-energy mobility edge disappears and the diffusive nature comes to appear. See Fig. 7 (b).

### C. Area law of entanglement entropy and beyond

To understand the properties of type-I and type-II insulators further, we obtain the entanglement entropy for...
FIG. 3: Magnetization $m_s = \frac{|n_\uparrow - n_\downarrow|}{n_\uparrow + n_\downarrow}$ as a function of the interaction strength $U$. Magnetization appears from $U \approx 0.3$, qualitatively similar to the critical strength that the first insulator to metal transition occurs. See the phase diagram of Fig. 4.

FIG. 4: Phase diagram in the plane of energy and interaction strength for a strong disordered system ($W = 10 > W_c$). Two types of insulators arise as a function of both energy and interaction, where a metallic phase intervenes between them.

We consider subregions of the linear size $l = 4, 5, 6, 7$, then analyze scaling of the entanglement entropy. Here, the quantity $x$ is defined as

$$x_{ll'} = \log\left(\frac{S_E(l')}{S_E(l')}ight) \log(1/l) \tag{10}$$

We obtain $x \approx 2.15$ for both insulators, which indicates the area law of the entanglement entropy. However, larger values of the entanglement entropy imply that the type-II insulator is more entangled than the type-I insulator. Since type-II has delocalized states at high energies, this result is consistent with our intuition.

FIG. 5: Multifractal spectrum to show two types of mobility edges. Here, we call them type I and type II, respectively. (a) Comparison between the multifractal spectrum of the type I mobility edge of $U = 0.5$ at $E_m = 0.3$ (blue dot) and that of the type II mobility edge of $U = 3.5$ at $E_m = 0.03$ (red diamond). Although both mobility edges lie in the low-energy region of the Fermi energy, the former deviates the latter clearly, indicating two kinds of universality classes for quantum phase transitions. (b) Comparison between the multifractal spectrum of the low-energy mobility edge of $U = 0.5$ at $E_m = 0.3$ (blue dot) and that of the high-energy mobility edge of $U = 5$ at $E_m = 7.5$ (purple diamond). This confirms that these two metal-insulator transitions belong to the same universality class, referred to as the type I mobility edge. (c) Comparison between the multifractal spectrum of the type I mobility edge of $U = 0.5$ at $E_m = 0.3$ (blue dot) and that of the high-energy mobility edge in the weak-disorder region ($W = 7 < W_c$) of $U = 10$ at $E_m = 9.00$ (purple diamond). (d) Comparison between the multifractal spectrum of the type II mobility edge of $U = 3.5$ at $E_m = 0.03$ (red diamond) and that of the low-energy mobility edge in the weak-disorder region ($W = 7 < W_c$) of $U = 10$ at $E_m = 0.03$ (blue dot). See the text for more details on (c) and (d).

FIG. 6: Scaling behavior of $\alpha_2$ at finite temperatures of $T=0.01$ and $T=0.5$ for the type I insulator ($U = 0.1 < U_c$). There do not appear any insulator to metal phase transitions, increasing temperatures up to the bandwidth. In this respect we identify the type I insulator with an Anderson insulating phase.
Fig. 7: Scaling behavior of $\alpha_\alpha$ at finite temperatures of $T = 0.01$ and $T = 0.5$ for the type II insulator ($U = 5 > U_c$). The type I mobility edge at a high energy does not change, increasing temperatures. On the other hand, the type II mobility edge near the Fermi energy moves toward the Fermi energy and decreases eventually, increasing temperature further. As a result, there does appear an insulator to metal transition at a critical temperature near the Fermi energy. In this respect we identify the type II insulator with an MBL insulating phase.

Fig. 8: Density of states at finite temperatures of $T = 0.01$ and $T = 0.5$ for the type II insulator ($U = 5 > U_c$). The red (blue) line represents the density of states for spin $\uparrow$ ($\downarrow$) electrons. The pseudogap is filled at finite temperatures. Enhancement of the density of states near the Fermi energy is responsible for the insulator to metal transition at a critical temperature from the type II insulator.

IV. CONCLUSION

In this study, we uncovered two types of insulating phases and their quantum phase transitions via an intermediate metallic state as a function of interactions and single-particle eigen-energies. See the phase diagram of Fig. 4. In particular, we identified two types of mobility edges, referred to as type I and type II. Spin degrees of freedom turn out to play a central role in these dynamical phase transitions: Enhancement of the density of states via spin polarization near the Fermi energy gives rise to the type I mobility edge while the formation of a pseudogap is responsible for the type II mobility edge. The multifractal spectrum of the type I mobility edge turns out to be smoothly connected with that of the Anderson transition in the absence of electron correlations. This type I insulating phase survives up to the temperature of the order of the bandwidth. As a result, the type I insulating state was identified with a paramagnetic Anderson insulating phase. On the other hand, the multifractal spectrum of the type II mobility edge describes another quantum phase transition between a ferromagnetic insulator and a ferromagnetic metal, which belongs to a different universality class from the Anderson transition without correlations. First of all, we revealed that there appears a phase transition at a critical temperature from a ferromagnetic insulator to a ferromagnetic metal, increasing temperatures. In this respect we concluded that the type II insulating phase may be identified with an MBL insulating state.

Before closing our discussions, we give several remarks. Consider the case without spin polarization. As mentioned previously \[22\], enhancement of the density of states is also allowed in the Hubbard-type model without spin polarization. In this respect it is natural to expect that the first quantum phase transition from a paramagnetic Anderson insulating phase to a paramagnetic metallic state would occur. However, it is not clear what happens in appearance of the pseudogap without spin polarization, increasing interactions further. A Mott gap may arise in this spinless case, where the Hartree-Fock-Anderson simulation method does not apply. One can also ask what happens if we take into account effective interactions beyond the Hubbard type. Although we assumed effective local interactions in the insulating regime of parameters, it would be more natural to consider Coulomb interactions. Previously, we investigated the role of Coulomb interactions in Anderson localization of spinless fermions, where the weak-localization regime has been considered \[22, 23\]. Extending this previous study to the strong disorder regime, it would be an interesting future direction of research to investigate whether the intermediate metallic state remains stabilized or not.

| $l = 4$ | $l = 5$ | $l = 6$ | $l = 7$ |
|--------|--------|--------|--------|
| Type-I $S_E(l)$ | 8.25 | 8.61 | 12.56 | 17.52 |
| Type-II $S_E(l)$ | 17.56 | 12.37 | 18.19 | 25.2 |

TABLE I: Entanglement entropy for Type-I and Type-II insulators as a function of the subsystem size $l^3$. See the text for the definition of $x$. Although $\langle x \rangle = 2.15$ confirms that both insulators follow the area law of the entanglement entropy, the type II insulating phase shows stronger entanglement than the type I.
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