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Abstract—In this paper, the problem of minimizing the weighted sum of age of information (AoI) and total energy consumption of Internet of Things (IoT) devices is studied. In the considered model, each IoT device monitors a physical process that follows nonlinear dynamics. As the dynamics of the physical process vary over time, each device must find an optimal sampling frequency to sample the real-time dynamics of the physical system and send sampled information to a base station (BS). Due to limited wireless resources, the BS can only select a subset of devices to transmit their sampled information. Thus, edge devices must cooperatively sample their monitored dynamics based on the local observations and the BS must collect the sampled information from the devices immediately, hence avoiding the additional time and energy used for sampling and information transmission. To this end, it is necessary to jointly optimize the sampling policy of each device and the device selection scheme of the BS so as to accurately monitor the dynamics of the physical process using minimum energy. This problem is formulated as an optimization problem whose goal is to minimize the weighted sum of AoI cost and energy consumption. To solve this problem, we propose a novel distributed reinforcement learning (RL) approach for the sampling policy optimization. The proposed algorithm enables edge devices to cooperatively find the global optimal sampling policy using their own local observations. Given the sampling policy, the device selection scheme can be optimized thus minimizing the weighted sum of AoI and energy consumption of all devices. Simulations with real data of PM 2.5 quality show that the proposed algorithm can reduce the sum of AoI by up to 17.8% and 33.9% and the total energy consumption by up to 13.2% and 35.1%, compared to a conventional deep Q network method and a uniform sampling policy.
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I. INTRODUCTION

For Internet of Things (IoT) applications such as environmental monitoring and vehicle tracking, the freshness of the status information of the physical process at the devices is of fundamental importance for accurate monitoring and control. To quantify the freshness of the status information of sensor data, age of information (AoI) has been proposed as a performance metric [1]. AoI is defined as the duration between the current time and the generation time of the most recently received status update. Compared to conventional delay metrics that measure queuing or transmission latency, AoI considers the generation time of each measurement, thus characterizing the freshness of the status information from the perspective of the destination. Therefore, optimizing AoI in IoT leads to distinctly different system designs from those used for conventional delay optimization.

A. Related Works

The existing literatures such as in [2]–[7] focused on many key AoI problems in IoT settings. In particular, in [2], the authors optimized wireless resource allocation to minimize the average instantaneous AoI. The authors in [3] derived the analytical expression of the average AoI for different sensors in a computing-enabled IoT system. In [4], an uplink grant-free massive access protocol is introduced for an IoT network with multiple channels to minimize the sum AoI of the IoT devices. The authors in [5] optimized the AoI of each user under a sampling cost constraint. The AoI of each energy harvesting transmitter is minimized for both first-come first-serve and last-come first-serve systems in [6]. The authors in [7] designed an age-oriented relaying protocol to minimize the average AoI of IoT devices. However, the existing works in [2]–[7] only investigated the optimization of the sampling policy without considering the dynamics of the physical process. In fact, the dynamics of a realistic physical process in a cyber-physical system such as the IoT will strongly influence the optimization of the sampling policy of each device and the device selection scheme of the base station (BS). For example, as the physical process varies rapidly, an IoT device must increase its sampling frequency to capture these physical dynamics. Meanwhile, the BS must immediately allocate the limited wireless resources to those devices that have a higher frequency for physical dynamics transmission. In contrast, as the physical process slowly varies, an IoT device can save energy by reducing its sampling frequency. Therefore, the analysis of the real-world dynamics in each physical process will seriously affect the optimization of the sampling and transmission schemes. However, since the dynamics of the monitored physical process are not available for the BS until the devices sample the physical process and upload their sampled information to the BS successfully, the BS may
not be able to find the optimal sampling and transmission schemes using the traditional optimization methods in [2]–[7]. To address this challenge, one promising solution is to use reinforcement learning (RL) to allow the BS to estimate the dynamics of monitored physical process and find the optimal sampling and transmission schemes.

Recently, a number of existing works such as in [8]–[12] used RL algorithms to solve problems involving AoI as a performance measure. In [8], the authors developed an RL algorithm for optimizing resource allocation so as to minimize the sum of AoI of all source nodes. The authors in [9] used RL methods to make scheduling decisions that are resilient to network conditions and packet arrival processes. In [10], the authors optimized the caching content update scheme to minimize the long-term average AoI of users in a heterogeneous network. The authors in [11] proposed a low complexity RL algorithm to minimize the sum of the expected AoI of all sensors. In [12], the authors studied the use of a new RL framework to optimize the AoI in a drone-assisted wireless network. However, most of these works [8]–[12] used centralized RL algorithms to determine the sampling and transmission decisions of all devices. In such centralized scenarios, each edge device can only sample the physical process after receiving the sampling command from the BS, which incurs an additional delay for environment monitoring and control. Moreover, using centralized RL algorithms, the BS must update the sampling and transmission schemes based on the entire set of the devices’ local observations and actions whose dimension increases exponentially with the number of devices. To address these challenges, one can use distributed RL solutions allowing each device to train its own machine learning model so as to determine the sampling action immediately. The authors in [13] proposed the use of a distributed RL to minimize the energy used to transmit the sampled information under the AoI constraint. In [14], the authors developed a distributed deep RL algorithm to optimize device-to-device packet delivery over limited spectrum resources. The authors in [15] used a distributed sense-and-send protocol to minimize the average AoI. However, using the distributed algorithms in [13]–[15], each device can only train its local learning model with the local observation of the monitored physical process. Therefore, IoT devices may not be able to find an optimal sampling and transmission schemes. In consequence, it is necessary to develop a novel distributed RL algorithm allowing IoT devices to cooperatively update the RL parameters based on the individual observation of each device, thus finding the optimal sampling and transmission schemes.

B. Contributions

The main contribution of this paper is a novel framework that enables a BS and devices in an IoT system to cooperatively monitor realistic physical processes simultaneously with a minimum AoI cost and energy consumption. Our key contributions include:

- We consider a real-time IoT system in which cellular-connected wireless IoT devices transmit their sampled information of numerous monitored physical processes to a BS that captures the dynamics of each physical process. For the considered model, the impact of the actual dynamics of each physical process on the sampling frequency of each device is explicitly considered. In addition, the wireless resources used for dynamic process transmission are limited and, hence, the BS needs to select an appropriate subset of devices to upload their status packets so as to reconstruct the monitored physical processes accurately.
- For this purpose, we first derive a closed-form expression for the relationship between the dynamics of the physical process and the sampling frequency of each device. Based on this relationship, the BS and IoT devices can cooperatively adjust the dynamic process sampling and uploading scheme so as to enable the BS to accurately reconstruct the monitored physical process. This joint sampling and device selection problem is formulated as an optimization problem whose goal is to minimize the weighted sum of AoI and energy consumption of all devices.
- To solve this optimization problem, a distributed QMIX algorithm is proposed to find the global optimal sampling policy for the devices. Compared to traditional RL algorithms, the proposed method enables each device to use its local observation to estimate the Q-value under global observation. Thus, with the proposed distributed QMIX algorithm, devices can find the optimal sampling policy using their local observations and yield a better performance compared to the one achieved in [13]–[15]. Given the sampling policies of all devices, the BS can directly optimize the device selection scheme using dynamic programming.

Simulations with real data of PM 2.5 pollution show that, compared to the conventional deep Q-network (DQN) method and the uniform sampling policy, the proposed algorithm can reduce the sum of AoI by up to 17.8% and 33.9% and the total energy consumption by up to 13.2% and 35.1%, respectively. To the best of our knowledge, this is the first work that considers the optimization of the sampling policy and device selection scheme for a real-time IoT system that consists of numerous realistic physical processes.

The rest of this paper is organized as follows. The system model and the problem formulation are described in Section II. Section III discusses the proposed learning framework for the optimization of the sampling policy and device selection scheme. In Section IV, numerical results are presented and discussed. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a real-time IoT system that consists of a BS and a set $\mathcal{M}$ of $M$ distributed IoT devices. In the considered model, each IoT device is equipped with a sensor and a transmitter. In particular, the sensor is used to monitor the real-time status of a physical system (e.g., an atmospheric sampler that monitors the variation of the atmospheric environment) and the transmitter is used to send the monitored information to the BS through a wireless channel, as illustrated in Fig.
being the dynamics of the air pollution index while $A_m x_{m,t}$ and $f_m(x_{m,t})$ represent the linear and nonlinear function to capture the effects of wind and precipitation. Using $\{l\}$, the current system state can be estimated based on the latest observed state, which is given by

$$\hat{x}_{m,t} = A_m^{(\delta(t))} x_{m,t-\delta(t)} + \sum_{q=1}^{\delta(t)} A_m^{-1} f_m(x_{m,t-q}),$$

(2)

where $x_{m,t-\delta(t)}$ is the latest status information generated at time slot $t-\delta(t)$ with $\delta(t)$ being the duration of the generation time between $x_{m,t}$ and $x_{m,t-\delta(t)}$. Given the estimation of the system state vector at time slot $t$, the state estimation error can be expressed as

$$y_{m,t} = \hat{x}_{m,t} - x_{m,t}.$$  

(3)

In fact, $y_{m,t}$ measures the estimation error of the current dynamics using the generated physical process model. Using $y_{m,t}$, each device can determine the sampling frequency at each time slot. To this end, we first need to calculate the maximum variation frequency of the physical process by analyzing the nonlinear dynamics of the physical system. For this purpose, $\{3\}$ can be linearly approximated by $\{18\}$

$$\frac{dy_{m,t}}{dt} = (A_m + J f_m(x_{m,t})) \cdot y_{m,t} + o(||y_{m,t}||),$$

(4)

where $(A_m + J f_m(x_{m,t})) \cdot y_{m,t}$ is a first-order approximation with $J f_m(x_{m,t})$ being the Jacobian matrix of function $f_m$ and $o(||y_{m,t}||)$ a high-order approximation that can be neglected compared to $(A_m + J f_m(x_{m,t})) \cdot y_{m,t}$. Then, we diagonalize $A_m + J f_m(x_{m,t})$ to obtain the maximum variation frequency of the physical process at time slot $t$, which is given by

$$A_m + J f_m(x_{m,t}) = U \cdot \text{diag}(\mu_{1,t}, \cdots, \mu_{Z_m,t}) \cdot U^{-1},$$

(5)

where $\text{diag}(\mu_{1,t}, \cdots, \mu_{Z_m,t})$ is a diagonal matrix with $(\mu_{1,t}, \cdots, \mu_{Z_m,t})$ being the eigenvalues and $U = [u_1, \cdots, u_{Z_m}]$ is a non-singular matrix with $u_{z_m} \in \mathbb{R}^{Z_m}$ being the corresponding eigenvectors of $A_m + J f_m(x_{m,t})$. Based on $\{5\}$, the time-domain maximum variation frequency of the physical process can be computed as $\{18\}$

$$\Omega_{m,t} = \max_{z_{m,t} \in Z_{m,t}} \text{Im}[\mu_{z_{m,t}}] + \sqrt{\left(\text{Im}[\mu_{z_{m,t}}]\right)^2 + \left(\text{Re}[\mu_{z_{m,t}}]\right)^2} - \min_{z_{m,t} \in Z_{m,t}} \left\|u_{z_m}\right\|_2, \quad z_{m,t} \in Z_{m,t},$$

(6)

where $Z_{m,t}$ is the set of $z_{m,t}$ and $\xi_{m,t}$ is a minimum frequency that device $m$ can distinguish. $\text{Im}[\mu_{z_{m,t}}]$ and $\text{Re}[\mu_{z_{m,t}}]$ are the imaginary part and real part of $\mu_{z_{m,t}}$, respectively. By assigning the sampling frequency $F_{m,t} = \Omega_{m,t}/\pi$ based on Nyquist theory, the maximum sampling interval of the dynamic physical process $\Delta_{m,t}$ can be given by

$$\Delta_{m,t} = 1/F_{m,t} = \pi/\Omega_{m,t}.$$  

(7)

From $\{6\}$ and $\{7\}$, we can see that the maximum sampling interval $\Delta_{m,t}$ is related to $y_{m,t}$. As $y_{m,t}$ increases, the maximum variation frequency $\Omega_{m,t}$ increases and hence, $\Delta_{m,t}$ decreases. This is due to the fact that, as the state estimation error $y_{m,t}$ increases, $\{1\}$ cannot describe the physical process accurately, which implies device $m$ must increase its sampling frequency so as to collect more status information to capture the variation in the physical process and correct $\{1\}$.  

---

**TABLE I**

| Notation | Description |
|----------|-------------|
| $M$ | Number of devices |
| $x_{m,t}$ | Dynamics of the physical process |
| $\hat{x}_{m,t}$ | Estimation of the physical process |
| $A_m$ | Linear coefficient matrix |
| $\epsilon_{m,t}$ | Random process |
| $y_{m,t}$ | Estimation error |
| $\Omega_{m,t}$ | Maximum variation frequency of the dynamics |
| $\Delta_{m,t}$ | Maximum sampling interval |
| $\xi_{m}$ | Minimum sample frequency |
| $s_t$ | Sampling action vector |
| $u_t$ | Resource allocation vector |
| $\tau$ | Duration of each time slot $m$ |
| $P_f$ | Transmission power of each device |
| $Z_m$ | Data size of each sampled packet |
| $l$ | Number of resource blocks |
| $\phi_{m,t}$ | AoI at device $m$ |
| $\Phi_{m,t}$ | AoI at the BS |
| $C_s$ | Sampling cost for each packet |
| $e_m$ | Energy consumption |
| $\gamma_E$ | Weighting parameter of energy |
| $\gamma_A$ | Weighting parameter of AoI |

1. Next, we first introduce the model of the physical process. Then, we introduce the AoI model to measure the freshness of monitored information of the physical process at IoT devices and the BS, respectively. Table I provides a summary of the notations used throughout this paper.

### A. Model of Physical Process

We consider heterogeneous nonlinear time-varying dynamics to describe the variation of the physical process monitored by the IoT devices. These dynamics of the physical process over discrete time $t$ can be given by $\{16\}$

$$x_{m,t+1} = A_m x_{m,t} + f_m(x_{m,t}) + \epsilon_{m,t},$$

(1)

where $x_{m,t} \in \mathbb{R}^{Z_m}$ is the system state vector sampled by device $m$ at time slot $t$ with $Z_m$ representing the data size of status information of device $m$ and $\epsilon_{m,t}$ is an bounded disturbance independent of the system state. $f_m(\cdot) : \mathbb{R}^{Z_m} \rightarrow \mathbb{R}^{Z_m}$ is a nonlinear function satisfying $f_m(0) = 0$. $A_m$ is a constant matrix related to the linear dynamic system. Note that, $\{1\}$ has been widely used to model the physical process of nonlinear dynamic systems such as wide-area irrigation systems, electric power grids, automated highway systems, and environmental detection systems. For example, the dynamics of the atmospheric environment quality can be captured by $\{1\}$ with $x_{m,t}$ being the current air pollution index and $x_{m,t+1}$ being the dynamics of the atmospheric environment quality.
The data rate of device \( m \) is given by

\[
\phi_{m,t}(s_{m,t}) = \begin{cases} 
\max\{0, \delta_m(t) - \Delta_{m,t}\}, & \text{if } s_{m,t} = 1, \\
\min\{\phi_{m,t-1} + \tau, \phi_{\max}\}, & \text{otherwise},
\end{cases} \tag{8}
\]

where \( \max\{0, \delta_m(t) - \Delta_{m,t}\} \) represents the AoI for device \( m \) after sampling the physical process (i.e., \( s_{m,t} = 1 \)) with \( \delta_m(t) - \Delta_{m,t} \) being the time interval between the current sampling action and the maximum sampling interval of the physical process. Meanwhile, \( \min\{\phi_{m,t-1} + \tau, \phi_{\max}\} \) represents the AoI for device \( m \) that does not sample the physical process (i.e., \( s_{m,t} = 0 \)) with \( \tau \) being the duration of each time slot and \( \phi_{\max} \) being the maximum sampling interval. From (8), we can see that, as device \( m \) samples the physical process at time \( t \) and the time interval \( \delta_m(t) \) is smaller than the maximal sampling interval \( \Delta_{m,t} \) (i.e., \( \delta_m(t) - \Delta_{m,t} < 0 \)), the AoI at device \( m \) decreases to zero. This is because when \( \delta_m(t) < \Delta_{m,t} \), the sampling frequency of device \( m \) satisfies the constraint of the Nyquist-Shannon sampling theorem and thus, the sampled information can accurately represent the variation of the physical process. In contrast, when \( \delta_m(t) - \Delta_{m,t} > 0 \), the AoI at device \( m \) increases to \( \Delta_{m,t} \). This is due to the fact that the sampling frequency of device \( m \) cannot satisfy the constraint of the Nyquist-Shannon sampling theorem.

C. AoI Model for the BS

After generating the sampling information at time slot \( t \), device \( m \) requests to the BS for sampled information transmission. In the considered system, each device can only sample the monitored physical process after sending the current sampled information. An orthogonal frequency division multiple access (OFDMA) transmission scheme is used for sampled information transmission. We assume that the BS can allocate \( \tau \) RBs to the devices. We also assume that each RB can be allocated to at most one device. The data rate of device \( m \) transmitting sampled information to the BS over each RB \( i \) is

\[
r_{m,t}(u_{m,t}) = u_{m,t} W \log_2 \left(1 + \frac{P_T h_{m,t}}{\sigma_N^2}\right), \tag{9}
\]

where \( W \) is the bandwidth of each RB, \( P_T \) is the transmit power of each device \( m \), and \( u_{m,t} \in \{0,1\} \) is a device selection index at time \( t \) with \( u_{m,t} = 1 \) implying that device \( m \) is selected by the BS to upload the sampled information at time slot \( t \), and \( u_{m,t} = 0 \), otherwise. \( h_{m,t} \) is the channel gain between device \( m \) and the BS. \( \sigma_N^2 \) represents variance of the additive white Gaussian noise. Based on (9), the uplink transmission delay between device \( m \) and the BS is given by

\[
l_{m,t}(u_{m,t}) = \frac{T_m}{r_{m,t}(u_{m,t})}. \tag{10}
\]

Given the uplink transmission delay, the AoI at the BS for device \( m \) can be expressed as

\[
\Phi_{m,t}(s_{m,t}, u_{m,t}) = \begin{cases} 
\phi_{m,t}(s_{m,t}) + l_{m,t}(u_{m,t}), & \text{if } u_{m,t} = 1, \\
\min\{\Phi_{m,t-1} + \tau, \Phi_{\max}\}, & \text{otherwise},
\end{cases} \tag{11}
\]

where \( \Phi_{\max} \) is the maximum sampling interval. From (11), we can see that, if device \( m \) sends the sampled information to the BS at time slot \( t \), then the AoI at BS will be updated to \( \Phi_{m,t} + l_{m,t}(u_{m,t}) \), otherwise, the AoI increases by \( \tau \).

Since the BS monitors multiple physical processes, we adopt the sum AoI at the BS as a scalar quantity to measure the information freshness. The randomness of each physical process will affect the AoI value and, hence, the average AoI is considered. We define the average AoI as

\[
\mathbb{E}[\Phi_t(s_t, u_t)] = \frac{1}{t} \sum_{i=1}^{t} \mathbb{E}\left[\sum_{m=1}^{M} \Phi_{m,i}(s_{m,i}, u_{m,i})\right]. \tag{12}
\]

where \( \mathbb{E}[\cdot] \) is the expectation taken over the Rayleigh fading channel gain \( g_{m,t} \) and \( u_{m,t} = [u_{1,t}, \ldots, u_{M,t}] \) are the sampling and the device selection vectors, respectively.

D. Energy Consumption Model

In our model, the energy used for each IoT device to sample and transmit the sampled information is

\[
e_{m,t}(s_{m,t}, u_{m,t}) = s_{m,t} C_S + P_T l_{m,t}(u_{m,t}), \tag{13}
\]

where \( s_{m,t} C_S \) is the energy consumption for sampling with \( C_S \) being the cost for sampling the physical process and \( P_T l_{m,t}(u_{m,t}) \) is the energy consumption for transmitting the sampled information. Moreover, since the BS is supplied by a continuous power source, we do not consider the energy consumption of the BS. The average sum energy consumption is given by

\[
\mathbb{E}[\tau_t(s_t, u_t)] = \frac{1}{t} \sum_{i=1}^{t} \mathbb{E}\left[\sum_{m=1}^{M} e_{m,i}(s_{m,i}, u_{m,i})\right]. \tag{14}
\]

E. Problem Formulation

Next, we introduce our optimization problem. Our goal is to minimize weighted sum of the AoI and energy consumption of all devices via optimizing the sampling vector \( s_t \) and the device selection vector \( u_t \). The optimization problem is given by

\[
\min_{s_t, u_t} \left(\gamma_A \mathbb{E}[\Phi_t(s_t, u_t)] + \gamma_E \mathbb{E}[\tau_t(s_t, u_t)]\right) \tag{15}
\]

s. t. \( s_{m,t}, u_{m,t} \in \{0,1\} \), \( \forall m \in M, \forall t \in T \), \( \sum_{m=1}^{M} u_{m,t} \leq 1, \forall m \in M, \forall t \in T \). \tag{15a}

where \( \gamma_A \) and \( \gamma_E \) are the scaling parameters. (15a) guarantees that each device can sample the physical process once and can only occupy at most one RB for sampled information transmission at each time slot. (15b) ensures that each uplink RB can be allocated to at most one device.
The problem in [15] is challenging to solve by conventional optimization algorithms due to the following reasons. First, to find the optimal the sampling and transmission schemes using the traditional optimization algorithms, the BS must collect the information related to the dynamics of each monitored physical process. However, the dynamics of the physical process monitored by each device is not available for the BS until the devices sample the physical process and upload the sampled information to the BS successfully. Thus, each device must determine the sampling and transmission schemes based on the current dynamics of the monitored physical process. However, each device can only observe and analyze the local environment to determine its own policy. With partial observation, each device cannot find the optimal sampling and transmission schemes using the traditional optimization methods which require the dynamics of all monitored physical processes. In consequence, we propose a distributed RL algorithm that enables each device to use its local observation to estimate the Q-value under global observation and thus, cooperatively optimize the sampling and transmission schemes to minimize the weighted sum of the AoI and energy consumption.

III. QMIX METHOD FOR OPTIMIZATION OF SAMPLING POLICY

In this section, a novel distributed RL approach for optimizing the sampling policy $s_t$ in [15] is proposed. In particular, the components of the proposed RL method are firstly introduced. Then, the process of using the proposed RL method to find the global optimal sampling policy for each device is explained. Given the sampling policy of each device, problem [15] is simplified and directly solved by dynamic programming. Finally, we analyze the convergence and complexity of the proposed RL method.

A. Components of Distributed RL Method

The proposed distributed RL method consists of six components: a) agents, b) actions, c) states, d) reward, e) individual value function, and f) global value function, which are specified as follows:

- **Agents:** The agents that perform the proposed RL algorithm are the distributed IoT devices. In particular, at each slot, each IoT device must decide whether to sample the physical process based on the local observation.

- **Actions:** An action of each device $m$ is $s_{m,t}$ that represents the sampling policy of each device at time slot $t$. Thus, the vector of all devices’ actions at time slot $t$ is $s_t = [s_{1,t}, \ldots, s_{M,t}]$.

- **States:** An environment state is defined as $o_t = [o_{1,t}, \ldots, o_{M,t}]$ where $o_{m,t} = [\phi_{m,t}, F_{m,t}, s_{m,t-1}, u_{m,t-1}]$ represents the local observation of device $m$ with $\phi_{m,t}$ being the current AoI of device $m$ and $F_{m,t}$ being the current sampling frequency of device $m$. Here, $s_{m,t-1}$ and $u_{m,t-1}$ are the recorded historical sampling and transmission policy at time slot $t-1$, respectively. In the considered model, each device $m$ that is used to monitor a physical process can only observe its local state $o_{m,t}$.

- **Reward:** The reward of any sampling action on each device captured the weighted sum of the AoI and energy consumption resulting from the generation of the sampled information. Thus, the reward of each device can only be obtained when the sampled information is received by the BS successfully. To this end, the BS must first determine the device selection scheme $u_t$, which can be found by the following theorem:

**Theorem 1.** Given the global state $o_t$ and the sampling policy $s_{t_i}$, the optimal device selection scheme $u_{t}$ is given by:

$$u_{m,t}^* = \begin{cases} 
1, & \text{if } m \in M_1, \\
0, & \text{otherwise}.
\end{cases}$$

where $M_1 = \{m \in M | c_{m,1} < 0\}$ with $c_{m,1} = \gamma_A \left( E^t \left[ l_{m,t}^{(1)} \right] + \phi_{m,t}(s_{m,t}) - \phi_{m,t-1} \right) - \tau + \gamma E^t P^t E^t \left[ l_{m,t}^{(1)} \right]$. 

**Proof:** See Appendix A.

From Theorem 1, we see that, the BS must first collect the global environment state $o_t$ and the sampling actions of all devices $s_{t_i}$ to find $u_t$. Naturally, in the considered model, $o_t$ and $s_{t_i}$ can be obtained by the BS. This is because, as device $m$ samples the monitored physical process, the BS will receive a transmission request from device $m$ and allocate an RB to device $m$. Otherwise, the BS cannot receive the request message from device $m$. Based on the information of the received requests, the BS is aware of the sampling action of each device so as to obtain $s_t$. Moreover, using the recorded information, the historical sampling action $s_{m,t-1}$ and device selection action $u_{m,t-1}$ are both available for the BS. In addition, after receiving the sampled information, the AoI of each device $\phi_{m,t}$ and the sampling frequency $F_{m,t}$ can be calculated using $s_{m,t}$, $s_{m,t-1}$, and $u_{m,t-1}$. Thus, the BS can obtain the global environment state $o_t$. Given the global state $o_t$ and the sampling policy $s_{t_i}$, the optimal device selection scheme $u_{t}$ can be determined. Based on Theorem 1, the reward function of each device is given by

$$R_{m,t}(o_{m,t}, s_{m,t}) = -\gamma_A \phi_{m,t}(s_{m,t}, u_{m,t}) + \gamma E^t \left[ c_{m,t} \right],$$

where $\gamma_A \phi_{m,t}(s_{m,t}, u_{m,t}) + \gamma E^t c_{m,t}$ is the objective function of each device in [15] at each time slot. Note that, $R_{m,t}(o_{m,t}, s_{m,t})$ increases as the weighted sum of the AoI and energy consumption of device $m$ decreases, which implies that maximizing the reward of each device can minimize the weighted sum of the AoI and energy consumption.

- **Individual value function:** The individual value function of each device $m$ is defined as $Q_{m}(o_{m,t}, s_{m,t})$ which records the current local state and action and will be transmitted to the BS for the estimation of global value function. Based on the historical information recorded, each device can select the optimal sampling action $s_{m,t}$ using its local observation $o_{m,t}$. However, due to the extremely high dimension of the state space with continuous variable $F_{m,t}$, it is computationally infeasible
to obtain the optimal actions using the standard finite-state Q-learning algorithm [19]. Hence, we adopt a DQN approach to approximate the action-value function using a deep neural network $Q_m(o_{m,t}, s_{m,t}, |\theta_m|$) where $\theta_m$ is used to map the input local observation $o_{m,t}$ to the output action $s_{m,t}$.

- **Global value function**: We define a global value function $Q_{tot}(a_t, a_i)$ that is generated by a mixing network $f(\cdot)$ in the BS to estimate all distributed devices’ achievable future rewards at every global environment state $a_i$. Different from value decomposition networks (VDN) [20] in which the global value function is defined as

$$\sum_{m=1}^{M}Q_m(o_{m,t}, s_{m,t}, |\theta_m|),$$

we use a mixing network to estimate the values of $Q_{tot}(a_t, a_i)$ collected from distributed devices. The relationship between the global value function $Q_{tot}(a_t, a_i)$ generated by the BS and $Q_m(o_{m,t}, s_{m,t}, |\theta_m|)$ generated by each device can be given by

$$Q_{tot}(a_t, a_i) = f(u_t, Q_{1}(o_{1,t}, s_{1,t}, |\theta_t|), \ldots, u_{M,t}, Q_{M,t}(o_{M,t}, s_{M,t}, |\theta_M|)) = u_t w_t [Q_{1}(o_{1,t}, s_{1,t}, |\theta_t|), \ldots, Q_{M}(o_{M,t}, s_{M,t}, |\theta_M|)] + b_t = \sum_{m=1}^{M}u_{m,t}(w_{m,t}Q_{m}(o_{m,t}, s_{m,t}, |\theta_m|) + b_{m,t})$$

(18)

where $f(\cdot)$ is the mixing network that is used to combine $Q_m(o_{m,t}, s_{m,t}, |\theta_m|$) from each device $m$ monotonically with $w_t = \{w_{1,t}, \ldots, w_{M,t}\}$ and $b_t = \{b_{1,t}, \ldots, b_{M,t}\}$ being the weights and the biases of the mixing network, respectively. Here, we need to note that the value of $Q_m(o_{m,t}, s_{m,t}, |\theta_m|$) can only be obtained by the BS as device $m$ is selected. Otherwise, without an allocated RB, device $m$ cannot communicate with the BS and hence, the value of $Q_m(o_{m,t}, s_{m,t}, |\theta_m|$) at device $m$ cannot be used to generate $Q_{tot}(a_t, a_i)$ at the BS.

### B. QMIX for Optimization of the Sampling Policy

Given the components of the proposed QMIX algorithm, next, we introduce the entire procedure of training the proposed distributed QMIX algorithm to find the global optimal sampling policy and device selection schemes. The aim of the training process is to minimize the temporal difference (TD) error metric that is defined as follows

$$L(\theta_1, \ldots, \theta_M) = \mathbb{E}
\left[
\left(Q_{tot}(a_t, a_i) - R_t(a_t, a_i) - \gamma \max_{a_i'} Q_{tot}(a_{t+1}, a_i')\right)^2
\right],$$

(19)

where $R_t(a_t, a_i) = \sum_{m=1}^{M}u_{m,t}R_{m,t}(o_{m,t}, s_{m,t}, |\theta_m|$) and $\gamma$ is the discounted factor. To minimize the TD error defined in (19) in the distributed devices, we can observe the following: a) Given $Q_m(o_{m,t}, s_{m,t}, |\theta_m|$) and $u_{m,t}$, calculating $Q_{tot}(a_t, a_i)$ depends on the mixing network $f(\cdot)$ at the BS and b) Given $Q_{tot}(a_t, a_i)$ and $u_t$, updating $Q_{m,t}(o_{m,t}, s_{m,t}, |\theta_m|$) only depends on the DQN network $\theta_m$ at each device $m$. According to these observations, we can separate the training process of the proposed RL method into two stages: 1) BS training stage and 2) IoT device training stage, which can be given as follows:

- **BS training stage**: In this stage, the BS selects a subset of devices to transmit their sampled information and generate the global value function $Q_{tot}(a_t, a_i)$. In particular, after executing the selected action $s_{m,t}$, device $m$ requests to the BS for sampled information transmission. Using the current and historical request information from all devices, the BS can obtain the global state $a_t$ so as to determine the optimal device selection $u_t$ based on Theorem 1. Given $u_t$, the sampled information of the monitored physical process and the value of $Q_m(o_{m,t}, s_{m,t}, |\theta_m|$) are collected by the BS. To estimate all devices’ achievable future rewards, the BS must generate the global value function $Q_{tot}(a_t, a_i)$ using the mixing network that takes $Q_m(o_{m,t}, s_{m,t}, |\theta_m|$) and $a_t$ as input. Given the weights and the biases at each linear layer of the mixing network, the BS can generate $Q_{tot}(a_t, a_i)$ using (18).

- **IoT device training stage**: In this stage, each IoT device must decide whether to sample the physical process. In particular, at each time slot, each device $m$ observes the local state $o_{m,t}$ and chooses an action $s_{m,t}$. The probability of device $m$ selecting action $s_{m,t}$ is obtained via $\epsilon$ greedy method [21], which is given as follows:

$$s_{m,t} = \begin{cases} \text{argmax}_{a_t \in S} Q_m(o_{m,t}, s_{m,t}, |\theta_m|), & \text{with probability } \epsilon, \\ \text{randint}(1, |S|), & \text{with probability } 1 - \epsilon, \end{cases}$$

(20)

where $\epsilon$ is the probability of exploitation, $|S|$ is the number of available actions for each device, and $\text{randint}(1, |S|)$ is the random integer function that uniformly generates an integer ranging from 1 to $S$. As the monitored physical process is sampled by each device, a transmission request will be sent and thus, the BS can allocate the limited RBs for sampled information transmission and collect the local observation to generate the global value function $Q_{tot}(a_t, a_i)$. As $Q_{tot}(a_t, a_i)$ is received as feedback from the BS, an experience defined in set $\mathcal{E}_m = \{(o_{m,1}, a_{m,1}, R(o_{m,1}, a_{m,1})), \ldots, (o_{m,M}, a_{m,M}, R(o_{m,M}, a_{m,M}))\}$...
will be recorded by each device \( m \in M \). Then, each device selects a random batch \( g_m \) from \( G_m \) to update its value function so as to accurately estimate future rewards. The update rule of the individual value function in each device can be given by

\[
\Delta \theta_m = \theta_m^{i+1} - \theta_m^i = \alpha_m \nabla_{\theta_m} \mathcal{L}(\theta_1, \ldots, \theta_M)
\]

\[
= \alpha_m \nabla_{\theta_m} \left[ Q_{\text{tot}}(o_t, a_t) - R(o_t, a_t) - \gamma \max_{a_t'} Q_{\text{tot}}(o_{t+1}, a_t') \right]^2
\]

\[
= 2 \kappa_{m,t} \Delta Q^2_{\text{tot}} \nabla_{\theta_m} Q_{\text{tot}}(o_{m,t}, s_{m,t}, \theta_m),
\]

where \( \Delta Q_{\text{tot}} = Q_{\text{tot}}(o_t, a_t) - R(o_t, a_t) - \gamma \max_{a_t'} Q_{\text{tot}}(o_{t+1}, a_t') \) and \( \kappa_{m,t} = \alpha_m u_{m,t} w_{m,t} \) with \( \alpha_m \) being the update step size of \( Q_{\text{tot}}(o_{m,t}, s_{m,t}, \theta_m) \) in each distributed device \( m \). From (21), we can see that, as device \( m \) is allocated an RB, the BS can transmit the value of \( Q_{\text{tot}}(o_t, a_t) \) and \( w_t \) that are generated by the mixing network using \( o_t \) and \( Q_{\text{tot}}(o_{m,t}, s_{m,t}, \theta_m) \) to the selected devices, thus, device \( m \) can update its own sampling policy by choosing greedy actions with respect to \( Q_{\text{tot}}(o_{m,t}, s_{m,t}, \theta_m) \). Otherwise, the device cannot communicate with the BS to obtain \( Q_{\text{tot}}(o_t, a_t) \) and participate in the update with a global state information.

The entire process of training the proposed QMIX algorithm is shown in Algorithm 1. At the beginning of the algorithm, each device selects the sampling action using the initial individual value function \( Q_{\text{tot}}(o_{m,t}, s_{m,t}, \theta_m) \). After that, the set of devices that sample the monitored physical processes request RB allocation from the BS. Using the transmission request, the BS can obtain the local observation \( o_{m,t} \) from each device \( m \) to determine the optimal \( u_t \). Then, the BS can collect the sampled information and the value of \( Q_{\text{tot}}(o_{m,t}, s_{m,t}, \theta_m) \) from the selected devices in \( u_t \). The collected information of \( Q_{\text{tot}}(o_{m,t}, s_{m,t}, \theta_m) \) and \( o_{m,t} \) will be considered as an input for the mixing network in the BS that is used to calculate the global value function \( Q_{\text{tot}}(o_t, a_t) \). Given \( Q_{\text{tot}}(o_t, a_t) \) from the BS, the devices can update their value parameters \( \theta_m \) based on (21) and determine the sampling action with the updated value functions so as to minimize the weighted sum of AoI and the energy consumption.

**C. Convergence and Complexity of the Proposed Algorithm**

1) **Convergence of the Proposed Algorithm:** In this section, we first prove that the proposed RL method converges. However, we cannot find the exact value that the proposed RL method reaches. Our goal is to show that the proposed algorithm will not diverge. For this purpose, we first introduce the following definition on the gap between the optimal global Q-function \( Q^*(o_t, a_t) \) and the optimal QMIX \( Q_{\text{tot}}^*(o_t, a_t) \).

**Definition 1.** The gap between the optimal global Q-value and the optimal QMIX value is defined as

\[
\epsilon(o_t, a_t) = Q^*(o_t, a_t) - Q_{\text{tot}}^*(o_t, a_t).
\]

**Algorithm 1 QMIX method**

**Input:** The environment state \( O \), the sampling action space \( S \).

**Output:** The sampling and device selection policy.

1: Initialize \( \theta_m \) of each DQN in each IoT device \( m \) and the weights of mixing network in the BS.
2: for iteration \( i = 1 : I \) do
3: \hspace{1em} for each device \( m \) do
4: \hspace{2em} Observe the current local observation \( o_{m,t} \).
5: \hspace{2em} Choose an action \( s_{m,t} \) according to \( Q(o_{m,t}, s_{m,t}, \theta_m) \).
6: end for
7: The BS observes the local state \( o_{m,t} \) from each device \( m \) to obtain global state \( o_t = \{ o_{1,t}, \ldots, o_M,t \} \).
8: Given \( o_t \), the BS optimizes the device selection scheme \( u_t \) using Theorem 1 and collects the sampled information from each selected device \( m \).
9: The BS generates the global value function \( Q_{\text{tot}}(o_t, a_t) \) and transmit it to the selected devices.
10: for each selected device \( m \) do
11: \hspace{1em} Receive \( Q_{\text{tot}}(o_t, a_t) \) and records the experience \( (o_{m,t}, a_{m,t}, R(o_{m,t}, a_{m,t})) \) in \( G_m \).
12: \hspace{1em} Choose a random batch \( g \) from \( G_m \).
13: \hspace{1em} Update \( \theta_m \) using (21).
14: end for
15: end for

where \( Q^*(o_t, a_t) = \sum_{o_t'} P_{a_t}(o_t, o_t') R(o_t, a_t) + \gamma \max_{a_t'} Q^*(o_t', a_t') \) with \( P_{a_t}(o_t, o_t') \) being the transition probability matrix and \( Q_{\text{tot}}^*(o_t, a_t) = \sum_{o_t', \cdot} \left( \frac{1}{M} \sum_{m=1}^M Q_{\text{tot}}^*(o_{m,t}, s_{m,t}) \right) \) with \( Q_{\text{tot}}^*(o_{m,t}, s_{m,t}) \) being the optimal \( Q_{\text{tot}}(o_{m,t}, s_{m,t}) \).

From Definition 1, we can see that the relationship between the optimal value of Q-function and the QMIX approach can be captured by a constant \( \epsilon(o_t, a_t) \) at each \( (o_t, a_t) \). Moreover, as verified in (22), the Bellman operator in traditional Q network is a contraction operator with respect to the sup-norm over the globally observable information \( O \times A \). Next, we prove that the Bellman operator in QMIX method is also a contraction operator with respect to the sup-norm over partially observable information \( \{O_1, \ldots, O_M\} \times \{A_1, \ldots, A_M\} \), which implies the gap \( \epsilon(o_t, a_t) \) will not effect the contraction of the Bellman operator in QMIX method.

**Lemma 1.** When \( I \geq M \), the optimal QMIX function is a fixed point of a contraction operator \( HQ_{\text{tot}} \) in the sup-norm with modulus \( \gamma \), i.e., \( \|HQ_{\text{tot}} - HQ_{\text{tot}}^2\|_{\infty} \leq \gamma\|Q_{\text{tot}} - Q_{\text{tot}}^2\|_{\infty} \).

**Proof:** See Appendix A.

From Lemma 1, we observe that the Bellman operator in QMIX method is \( \gamma \)-contractive in the sup-norm. Such a contraction property constructs a sequence of action-value functions \( \{Q_{\text{tot}}^i\}_{i \geq 0} \) where the initialization function \( Q_{\text{tot}}^0 \) is arbitrary. Using Lemma 1, we next prove that the sequence \( \{Q_{\text{tot}}^i\}_{i \geq 0} \) will converge as the QMIX algorithm empirically learns from a batch of data iteratively.

**Theorem 2.** The QMIX will converge to \( Q_{\text{tot}}^*(o_t, a_t) \).

**Proof:** See Appendix B.

Theorem 2 shows that the QMIX learning method always converges to \( Q_{\text{tot}}^*(o_t, a_t) \). In addition, we can also see that the gap \( \epsilon(o_t, a_t) \) that depends on the initialized weights of
the neural network affects the performance of the sampling policy, thus, the sampling policy $s_t$ obtained by the QMIX algorithm may not be the optimal solution in (15).

2) Complexity of the Proposed Algorithm: Next, we present the complexity for the optimization of device selection scheme and the training the QMIX algorithm that consists of distributed DQNs in each IoT device and a mixing network in the BS, which is detailed as follows.

- First, we explain the complexity of optimizing the device selection, which lies in obtaining the optimal $u^*_t$. According to Theorem 1, the complexity of optimizing device selection is $O(MT)$.

- In terms of complexity of training distributed DQNs, each device needs to update its own RL parameter $\theta_m$ that is used to determine the sampling action $s_{m,t}$ based on the local observation $o_{m,t}$. Hence, the time-complexity of training a DQN that is a fully connected network depends on the dimension of input $o_{m,t}$ and output $s_{m,t}$, as well as the number of the neurons in each hidden layer $[23]$. Let $l_i$ denote the number of neurons of any given hidden layer $i$ and $L_D$ denote the number of hidden layers in the DQN of device $m$, the time-complexity of the DQN is $O(\sum L_i l_i + |o_m| l_1 + |s_m| L_D)$, where $|o_m|$ and $|s_m|$ represent the dimension of $o_{m,t}$ and $s_{m,t}$, respectively.

- In terms of complexity of training the mixing network, the BS first needs to generate the weights and the biases of the mixing network that is a feed-forward neural network. Hence, the time-complexity of training the mixing network lies in the generation of the weights and the biases of each layer. In particular, the weights of each layer in the mixing network is generated by separate hypernetworks $[24]$ that consists of two fully-connected layers with a ReLU nonlinearity, followed by an absolute activation function, to ensure the non-negativity of the mixing network weights. Moreover, the biases are produced in the same manner but are not restricted to being non-negative. Hence, the time-complexity of generating the parameters in the mixing network is $O(|o_m| L_W|w_t| + L_B|b_t|)$ $[25]$ where $L_W$ and $L_B$ denote the number of the neurons to produce the weights and the biases, respectively. $|w_t|$ and $|b_t|$ represent the dimension of $w_t$ and $b_t$, respectively.

IV. Simulation Results and Analysis

In our simulations, we consider a circular network area having a radius $r = 100$ m. One BS is located at the center of the network area and $M = 20$ IoT devices are uniformly distributed. The data used to model real-time dynamics is obtained from the Center for Statistical Science at Peking University $[26]$. Table II defines the values of other parameters. A uniform sampling policy and the traditional fully distributed DQN method are considered for comparison.

Fig. 3 shows how the value of the reward function changes as the total number of iterations varies. In Fig. 3, the line and the shadow are the mean and the standard deviation computed for 20 users with 10 RBs. Due to the limited RBs, the BS cannot collect $Q_m(o_m, s_m|\theta_m)$ from all devices at each time slot. To investigate how the constraint on the number of RBs affects the performance of the QMIX algorithm, we compare the proposed QMIX with partial information of $Q_m(o_m, s_m|\theta_m)$ from selected devices to the QMIX with global information of $Q_m(o_m, s_m|\theta_m)$ from all devices in the same system. From Fig. 3, we can see that, compared to the traditional DQN algorithm, the proposed QMIX algorithm can achieve better performance at the beginning of the training process. This is because that at the beginning of the training process, the BS can collect the local observation at each device to quickly adjust the sampling policy based on the local state information, which results in a rapid improvement at the beginning of the training process. However, the proposed QMIX approach achieves a 38.1% loss in terms of the number of iterations needed to converge compared to the QMIX algorithm with global information. This is due to the fact that, under a limited number of RBs, the BS can only collect a subset of $Q_m(o_m, s_m|\theta_m)$ from the selected devices to generate the global value function. With partial information, the proposed algorithm cannot capture the relationship between the sampling policies of all devices during one iteration, thus decreasing convergence speed. Fig. 3 also shows that the proposed algorithm can achieve up to 24.4% gains in terms of the weighted sum of AoI and energy consumption compared with the DQN algorithm. This implies that the proposed algorithm enables the devices to cooperatively train the learning models based on the estimation on the strategy outcomes, thus improving the performance of the sampling policies of the distributed devices.

In Fig. 4, we show how the sum of the AoI and the total

| Parameters | Values | Parameters | Values |
|------------|--------|------------|--------|
| $M$        | 20     | $r$        | 1 s    |
| $T$        | 10     | $\sigma_N$ | -95 dBm|
| $W$        | 180 kHz| $\xi_m$    | 10 Hz  |
| $P_T$      | 0.5 W  | $\gamma_L$ | 0.5    |
| $C_S$      | 0.5 mJ | $\gamma_E$ | 0.5    |
| $\phi_{\text{max}}$ | 10 bit | $\phi_{\text{max}}$ | 5     |
| $Z_m$      | 10 bit | $r$        | 100    |

Fig. 3. Value of the reward function as the total number of iterations varies.
Fig. 4. The sum of AoI and the total energy consumption as the number of IoT devices varies.

energy consumption of all devices change as the number of edge devices varies. From Fig. 4(a), we can see that, the sum AoI increases as the number of devices increases. This is due to the fact that, the number of RBs is limited in the considered system and, hence, as the number of devices increases, some devices may not be able to sample and transmit their monitored information to the BS immediately, thus resulting in an increase of the sum of AoI. Moreover, the sum AoI increases rapidly as the number of devices continues to increase. This is because, as the number of RBs is much smaller than the number of devices, most of the devices must wait until being allocated the RB so as to update the sampled information which results in a great growth in terms of AoI. In Fig. 4(a), we can also see that the proposed algorithm can reduce the sum of the AoI by up to 17.8% and 33.9% compared to the sampling policy based on DQN and the uniform sampling policy, respectively, for the case with 10 RBs and 40 devices. This gain stems from the fact that the proposed algorithm enables the BS to observe the global state information so as to generate the global value function that enables each distributed device to achieve a better performance of the sample policy.

Fig. 5. The average sample interval and the average queue delay changes as the number of IoT devices varies.

Fig. 5 shows how the average sample interval and the average queue delay changes as the number of IoT devices varies. Clearly, from Fig. 5(a), we can see that, as the number of devices increases, the average sample interval increases. This is due to the fact that, as the number of devices increases, the number of devices that must sample the physical process and transmit the sampled information to the BS increases, and, hence, the total energy consumption for status sampling and uploading increases. Fig. 5(b) also shows that, when the number of devices is larger than 20, the total energy consumption of all algorithms remains nearly constant because of the limited number of available RBs. From Fig. 5(b), we can see that the proposed algorithm can reduce the total energy consumption by up to 13.2% and 35.1% compared to the sampling policy based on DQN and the uniform sampling policy for the case with 10 RBs and 10 devices. This gain stems from the fact that the proposed algorithm enables the BS to collect the information of the AoI and the physical dynamics from the distributed devices, thus being able to select less devices to reduce the sum of AoI and capture the variation of the physical process with less energy.
sampled status information decreases. In consequence, each device must increase the sample interval so as to decrease the number of sampled packets for energy saving. Fig. 5(a) also shows that the average sample intervals of all algorithms are essentially identical. This is because that the devices are used to monitor different physical processes which changes as time elapses. For this purpose, all algorithms must fully utilize the limited energy and RBs for status sampling and uploading and hence, the average sample interval of all algorithms are basically same. From Fig. 5(b), we can see that, as the number of users increases, the average queue delay of each sampled packet increases. This stems from the fact that, as the number of users increases, the BS can not be able to allocate limited RBs to all devices immediately, thus resulting in additional queue delay of each sampled packet. Fig. 5(b) also shows that the proposed algorithm achieves up to 29.3% and 15.9% gains in terms of the average queue delay compared to the uniform sampling policy and the sampling policy based on DQN. This is because that the proposed algorithm enables the devices to learn the sampling policies from each other by using the global value function generated by the BS and hence, cooperatively sampling the physical process and reducing the queue delay.

Fig. 6 shows an example of the estimation of the physical process with different number of users. In this figure, we can see that, as the physical process varies rapidly, the estimation error of PM 2.5 increases. The reason is that, as the index of the PM 2.5 changes rapidly, each device must increase the sampling frequency so as to collect more status information to capture the variation of the physical process. However, with limited RBs, each device may not be able to transmit these sampled packet to the BS immediately and hence, the estimation error of the proposed approach increases. Fig. 6 also shows that, as the index of the PM 2.5 changes slowly, the estimation error will not be reduced to zero, especially for the case with 40 devices. This stems from the fact that, as the number of devices is much larger than the number of RBs, the devices must cooperatively sample the different monitored physical process. Thus, as the index of the PM 2.5 changes slowly, each device will not sample this physical process so as to save the energy and the limited RBs that can be allocated to other devices with fast changing physical processes. From Fig. 6 we can also see that the proposed QMIX approach achieves better estimation accuracy compared to the sampling policy based on DQN and the uniform sampling policy. This implies that the proposed QMIX approach enables the devices to cooperatively train the sampling policy so as to monitor the physical process accurately.

Fig. 7 shows how the estimation error changes as the number of users varies. Clearly, as the number of users increases, the estimation error increases. This is because that the number of RBs is limited in the considered system. Thus, as the number of users increases, the probability that each device can be allocated RBs for status uploading will decrease. In consequence, each device must increase the sample interval to ensure that the sampled packet can be transmit timely, which results in an increase of estimation error. Fig. 7 also shows that, as the number of devices continues to increase, the estimation error of PM 2.5 increases. The reason is that, as the index of PM 2.5 changes rapidly, each device must increase the sampling frequency so as to collect more status information to capture the variation of the physical process. However, with limited RBs, each device may not be able to transmit these sampled packet to the BS immediately and hence, the estimation error of the proposed approach increases.

Fig. 6. The estimation of the dynamics of the physical process based on different algorithms.
Fig. 7. The estimation error of the dynamic physical process as the number of users varies.

In Fig. 8 we also see that, the proposed QMIX algorithm achieves a better performance. This stems from the fact that, the proposed QMIX algorithm enables the distributed devices to adjust their sampling policies by using the global state information collected by the BS. Fig. 8 also shows that, as $\gamma_E$ decreases while $\gamma_A$ increases, the gap between the minimum energy consumption and the AoI achieved by DQN and the QMIX approach decreases since the number of RBs that the considered algorithms can optimize is limited.

V. Conclusion

In this paper, we have considered a real-time IoT system to capture the variation of a physical process. We have formulated an optimization problem that seeks to adjust the sampling policy of each distributed device and the device selection scheme of the BS so as to minimize the weighted sum of the AoI and total device energy consumption of all devices. To solve this problem, we have developed a distributed QMIX algorithm that enables edge devices to cooperatively update the RL parameters using the global value function generated by the BS based on the observed global state information thus, improving the performance of the sampling policy. Given the sampling policy, we have optimized the device selection scheme to minimize the weighted sum of AoI and energy consumption of all devices. Simulation results have shown that the proposed approach yields significant gains compared to conventional approaches.

APPENDIX

A. Proof of Theorem 1

To determine the optimal device selection scheme $u_t$, we first need to build the relationship between $u_t$ and the sampling policy $s_t$. For this purpose, the AoI of devices in (12) can be rewritten as

$$
\gamma_A \overbar{\Phi}_t(s_t, u_t) + \gamma_E \overbar{\tau}_t(s_t, u_t) = \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \gamma_A \left( \Phi_{m,i}(s_{m,i}, u_{m,i}) + \gamma_E e_{m,i}(s_{m,i}, u_{m,i}) \right) + \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (l_{m,i}(u_{m,i}) + \phi_{m,i}(s_{m,i}))
$$

where $D_{m,i}(u_{m,i}) = E[l_{m,i}(u_{m,i})]$ and $\Phi_{m,i-1}$ is the simplified notation for $\Phi_{m,i-1}(s_{m,i-1}, u_{m,i-1})$. According to (23),

$$
\begin{align*}
\gamma_A \overbar{\Phi}_t(s_t, u_t) + \gamma_E \overbar{\tau}_t(s_t, u_t) &= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \gamma_A \left( \Phi_{m,i}(s_{m,i}, u_{m,i}) + \gamma_E e_{m,i}(s_{m,i}, u_{m,i}) \right) \\
&= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \left[ \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (l_{m,i}(u_{m,i}) + \phi_{m,i}(s_{m,i})) \right] \\
&= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \left[ \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (D_{m,i} + \phi_{m,i}(s_{m,i})) \right] \\
&= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \left[ \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (D_{m,i} + \phi_{m,i}(s_{m,i})) \right] \\
&= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \left[ \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (D_{m,i} + \phi_{m,i}(s_{m,i})) \right] \\
&= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \left[ \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (D_{m,i} + \phi_{m,i}(s_{m,i})) \right] \\
&= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \left[ \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (D_{m,i} + \phi_{m,i}(s_{m,i})) \right] \\
&= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \left[ \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (D_{m,i} + \phi_{m,i}(s_{m,i})) \right] \\
&= \frac{1}{t} \sum_{i=1}^{t} \sum_{m=1}^{M} \left[ \gamma_A \left( 1 - u_{m,i} \right) (\Phi_{m,i-1} + \tau) + u_{m,i} (D_{m,i} + \phi_{m,i}(s_{m,i})) \right]
\end{align*}
$$

In this paper, we have considered a real-time IoT system to capture the variation of a physical process. We have formulated an optimization problem that seeks to adjust the sampling policy of each distributed device and the device selection scheme of the BS so as to minimize the weighted sum of the AoI and total device energy consumption of all devices. To solve this problem, we have developed a distributed QMIX algorithm that enables edge devices to cooperatively update the RL parameters using the global value function generated by the BS based on the observed global state information thus, improving the performance of the sampling policy. Given the sampling policy, we have optimized the device selection scheme to minimize the weighted sum of AoI and energy consumption of all devices. Simulation results have shown that the proposed approach yields significant gains compared to conventional approaches.
the weighted sum of AoI and energy consumption of device \( m \) at time slot \( t \) can be written by

\[
γH_{m,t}(s_{m,t}, u_{m,t}) + γE_{m,t}(s_{m,t}, u_{m,t}) = γ\langle 1 - u_{m,t} \rangle (φ_{m,t-1} + u_{m,t}) (D_{m,t} + φ_{m,t}) + γE_{m,t}CS + P_TD_{m,t}
\]

\[
= u_{m,t} [γA(D_{m,t} + φ_{m,t} - φ_{m,t-1} - τ) + γEP_TD_{m,t}]
\]

\[
= C_{m,t,1} u_{m,t} + C_{m,t,2},
\]

where \( D_{m,t} \) and \( φ_{m,t} \) are short for \( D_{m,t}(u_{m,t}) \) and \( φ_{m,t}(s_{m,t}) \), respectively. \( C_{m,t,1} = γA(D_{m,t}(1) + φ_{m,t}(s_{m,t}) - φ_{m,t-1} - τ) + γEP_TD_{m,t} \) and \( C_{m,t,2} = γE_{m,t}CS + γA(φ_{m,t-1} + τ) \) with \( φ_{m,t}(s_{m,t}) = s_{m,t} \max\{0, δ(t) - Δ_{m,t}\} + (1 - s_{m,t}) \min\{φ_{m,t-1} + τ, φ_{max}\} \).

Given the sampling policy \( s_{t} \), the device selection problem at time \( t \) can be written as

\[
\min_{u_{m,t}} \sum_{m=1}^{M} (C_{m,t,1} u_{m,t} + C_{m,t,2})
\]

s.t. \[ \sum_{m \in M} u_{m,t} \leq I, \] \[ u_{m,t} \in \{0, 1\}, \forall m \in M. \]

(25)

Denote the net set \( M_1 = \{m \in M|C_{m,t,1} < 0\} \). If \( |M_1| \leq I \), we have

\[
u^*_{m,t} = \begin{cases} 1, & \text{if } m \in M_1, \\ 0, & \text{otherwise}. \end{cases}
\]

(26)

**B. Proof of Lemma 1**

In order to prove Lemma 1, we first need to build the relationship between the Bellman operator \( H \) in traditional Q network over global observable information and the Bellman operator \( H_{tot} \) in QMIX over partially observable information. As shown in [22], the Bellman operator in traditional Q network over global observable information is defined as \( (HQ)_{t}(o_{i}, a_{i}) = \sum_{o_{i}'} P_{a_{i}}(o_{i}, o_{i}') [R(o_{i}, a_{i}) + γ \max_{a_{i}' \in A} (Q^{*}(o_{i}', a_{i}'))] \). Using Definition 1, the Bellman operator in QMIX method can be expressed as

\[
Q_{tot}^{*}(o_{i}, a_{i}) = Q^{*}(o_{i}, a_{i}) - ε(o_{i}, a_{i})
\]

\[
= \sum_{o_{i}'} P_{a_{i}}(o_{i}, o_{i}') [R(o_{i}, a_{i}) + γ \max_{a_{i}' \in A} (Q^{*}(o_{i}', a_{i}')) - ε(o_{i}, a_{i})]
\]

\[
= \sum_{o_{i}'} P_{a_{i}}(o_{i}, o_{i}') [R(o_{i}, a_{i}) + γ \max_{a_{i}' \in A} (Q^{*}(o_{i}', a_{i}')) - ε(o_{i}, a_{i})]
\]

\[
= \sum_{o_{i}'} P_{a_{i}}(o_{i}, o_{i}') [R(o_{i}, a_{i}) + γ (\max_{a_{i}' \in A} Q^{*}(o_{i}', a_{i}')), \ldots]
\]

\[
= \sum_{a_{i}, t} P_{a_{i}}(o_{i}, a_{i}) [R(o_{i}, a_{i}) + γ \max_{a_{i}' \in A} (Q^{*}(o_{i}', a_{i}')) + ε(o_{i}, a_{i})] - ε(o_{i}, a_{i})
\]

\[
= (HQ_{tot})_{t}(o_{i}, a_{i}) - (HQ_{tot})_{t}(o_{i}, a_{i})
\]

(27)

Next, we prove that \( HQ_{tot} \) is a contraction in the sup-norm. Based on (28), we have:

\[
||HQ_{tot}^{1} - HQ_{tot}^{2}||_{∞} = \max_{a_{i}, a_{i}'} \sum_{o_{i}} P_{a_{i}}(o_{i}, o_{i}') \max_{a_{i}' \in A} (Q^{*}(o_{i}', a_{i}')) - Q^{*}(o_{i}', a_{i}')
\]

\[
\leq \max_{a_{i}, a_{i}'} \sum_{o_{i}} P_{a_{i}}(o_{i}, o_{i}') \max_{a_{i}' \in A} (Q^{*}(o_{i}', a_{i}')) - Q^{*}(o_{i}', a_{i}')
\]

\[
\leq \max_{a_{i}, a_{i}'} \sum_{o_{i}} P_{a_{i}}(o_{i}, o_{i}') \max_{a_{i}' \in A} (Q^{*}(o_{i}', a_{i}')) - Q^{*}(o_{i}', a_{i}')
\]

(29)

This completes the proof.

**C. Proof of Theorem 2**

Using the definition of \( HQ_{tot} \) in Lemma 1, the update rule of QMIX method that introduces \( ε(o_{i}, a_{i}) \) can be written by

\[
Q^{i+1}_{tot}(o_{i}, a_{i}) \leftarrow (1 - α) Q^{i}_{tot}(o_{i}, a_{i}) + α \left( R(o_{i}, a_{i}) + γ \max_{a_{i}' \in A} (Q^{i}_{tot}(o_{i}', a_{i}')) + ε(o_{i}', a_{i}') \right) - ε(o_{i}, a_{i})
\]

(30)

Subtracting \( Q^{i}_{tot}(o_{i}, a_{i}) \) from both sides in (30) and letting \( A^{i} = Q^{i}_{tot}(o_{i}, a_{i}) - Q^{i}_{tot}(o_{i}, a_{i}) \), we have

\[
A^{i+1} \leftarrow (1 - α) A^{i} + α F^{i}(o_{i}, a_{i})
\]

(31)

where \( F^{i}(o_{i}, a_{i}) = R(o_{i}, a_{i}) + γ \max_{a_{i}' \in A} (Q^{i}_{tot}(o_{i}', a_{i}')) + ε(o_{i}', a_{i}') \).

Based on [28], the random process \( \{A^{i}\} \) converges to 0 under the following conditions:

a) \( \mathbb{E}[F^{i}(o_{i}, a_{i})] \leq ||A^{i}||_{∞} \);

b) \( \text{var}[F^{i}(o_{i}, a_{i})] \leq C(1 + ||A^{i}||_{∞}^{2}) \).

Next, we prove that the random process \( \{A^{i}\} \) in QMIX method satisfies a) and b), respectively.

For a), we have

\[
\mathbb{E}[F^{i}(o_{i}, a_{i})] \leq C(1 + ||A^{i}||_{∞}^{2})
\]

\[
= \sum_{a_{i}, t} P_{a_{i}}(o_{i}, a_{i}) [R(o_{i}, a_{i}) + γ \max_{a_{i}' \in A} (Q^{i}(o_{i}', a_{i}')) + ε(o_{i}', a_{i}')]
\]

\[
= (HQ_{tot})_{t}(o_{i}, a_{i}) - (HQ_{tot})_{t}(o_{i}, a_{i})
\]

(32)
where the last equation stems from the fact $Q_{tot}^* = HQ_{tot}^*$ and the last inequality follows from Lemma 1.

For b), we have

$$\text{var } \mathbb{E}\left[R'(o_t, a_t)\right] = \mathbb{E}\left[R(o_t, a_t) + \gamma \max_{a_t' \in A} \left(Q_{tot}^i(o_t', a_t') + \varepsilon(o_t', a_t') - Q_{tot}^i(o_t, a_t)ight) - Q_{tot}^i(o_t, a_t) - (H_Q_{tot}^i(o_t, a_t) + Q_{tot}^* (o_t, a_t))^2 \right]$$

$$\leq \mathbb{E}\left[R(o_t, a_t) + \gamma \max_{a_t' \in A} \left(Q_{tot}^i(o_t', a_t') + \varepsilon(o_t', a_t') - Q_{tot}^i(o_t, a_t)ight) - (H_Q_{tot}^i(o_t, a_t))^2 \right]$$

$$\leq C(1 + \|A\|^\infty_2), \quad (33)$$

where $C$ is a constant and the last inequality stems from the fact that $R(o_t, a_t)$, $\varepsilon(o_t, a_t)$, and $\varepsilon(o_t', a_t')$ are bounded. From $32$ and $33$, we can see that the proposed QMIX algorithm satisfies the conditions in a) and b), hence, $Q_{tot}^i(o_t, a_t)$ reaches $Q_{tot}^* (o_t, a_t)$ as $A^t = 0$. This completes the proof.

REFERENCES

[1] B. Zhou and W. Saad, “Joint status sampling and updating for minimizing age of information in the Internet of Things,” IEEE Transactions on Communications, vol. 67, no. 11, pp. 7468–7482, Mar. 2019.

[2] T. Park, W. Saad, and B. Zhou, “Centralized and distributed age of information minimization in non-ideal aging functions,” IEEE Internet of Things Journal, vol. 8, no. 10, pp. 8437–8455, May. 2021.

[3] C. Xu, H. H. Yang, X. Wang, and T. Q. S. Quek, “Optimizing information freshness in computing-enabled IoT networks,” IEEE Internet of Things Journal, vol. 7, no. 2, pp. 971–985, Feb. 2020.

[4] H. Zhang, Y. Kang, L. Song, Z. Han, and H. Vincent Poor, “Age of information minimization for grant-free non-orthogonal massive access using mean-field games,” IEEE Transactions on Communications, to appear, 2021.

[5] S. Hao and L. Duan, “Regulating competition in age of information minimization with nonlinear aging functions in the Internet of Things,” IEEE Internet of Things Journal, vol. 7, no. 2, pp. 971–985, Feb. 2020.

[6] X. Zheng, S. Zhou, Z. Jiang, and Z. Niu, “Closed-form analysis of non-linear age of information in status updates with an energy harvesting transmitter,” IEEE Transactions on Wireless Communications, vol. 18, no. 8, pp. 4129–4142, Aug. 2019.

[7] B. Li, Q. Wang, H. Chen, Y. Zhou, and Y. Li, “Optimizing information freshness for cooperative IoT systems with stochastic arrivals,” in IEEE Internet of Things Journal, to appear, 2021.

[8] M. A. Abd-Elmagid, H. S. Dhillon, and N. Pappas, “A reinforcement learning framework for optimizing age of information in RF-powered communication systems,” IEEE Transactions on Communications, to appear, 2020.

[9] H. B. Beytur and E. Uysal, “Age minimization of multiple flows using reinforcement learning,” in Proc. International Conference on Computing, Networking and Communications, HI, USA, Feb. 2019.

[10] M. Ma and V. W. S. Wong, “Age of information driven cache content update scheduling for dynamic contents in heterogeneous networks,” IEEE Transactions on Wireless Communications, to appear, 2020.

[11] A. Elgabli, H. Khan, M. Krouka, and M. Bennis, “Reinforcement learning based scheduling algorithm for optimizing age of information in ultra reliable low latency networks,” in Proc. IEEE Symposium on Computers and Communications, Barcelona, Spain, Jun. 2019.

[12] A. Ferdowsi, M. A. Abd-Elmagid W. Saad, and H. S. Dhillon, “Neural combinatorial deep reinforcement learning for age-optimal joint trajectory and scheduling design in UAV-assisted networks,” IEEE Journal on Selected Areas in Communications, to appear, 2021.

[13] M. Li, C. Chen, H. Wu, X. Guan, and S. Shen, “Age-of-information aware scheduling for edge-assisted industrial wireless networks,” IEEE Transactions on Industrial Informatics, to appear, 2020.