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Abstract

The advances in sensorial technology and its use in agriculture have been contributing to the acquisition and analysis of data regarding agricultural production. Studies propose the use of sensors to monitor production or even the use of cameras to obtain crop information, providing data, reminders, and alerts to farmers. Through the obtainment and analysis of these data, context awareness can be used to improve systems, mainly through the prediction techniques applied to agriculture. This article presents a systematic mapping of studies that use prediction and context awareness in agriculture. During the mapping, 10206 articles were initially identified and, after filtering by inclusion and exclusion criteria, 42 articles were selected. The results indicated that 35.7% (15/42) of the studies used one or more prediction techniques and 45.2% (19/42) used image processing through pictures of cameras to obtain information regarding planting. 23 sensors with different functionalities were found, those have been used in the collection of data for context formation in agriculture.
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Introduction

The advances in technology have been expanding agriculture’s modernization. This modernization has been occurring mainly through the usage of embedded computers, development of sensors for the most diverse purposes related to agriculture and increased efficiency and reliability in the communication between electronic devices. Thus, agriculture is adopting technological resources designed to increase performance from planting to harvesting.

These technological advances culminated in increased productivity and immunity of the planted crops. A factor that drives the pursuit for increased agricultural productivity is that approximately 70% of the available fresh water is consumed by the agricultural sector (Pimentel et al., 2004). Therefore, increasing the efficiency of agriculture becomes strategic, fomenting public and private investments in this sector. Through more assertive equipment and the possibility to obtain data that was not possible years ago, agriculture began to be called Precision Agriculture (Manzatto et al., 1999). Along these lines, technology has been applied in the detection of pests and diseases, planting failures, excessive irrigation, support and monitoring of the harvest and assistance to the demarcation of planting and controlled sprays.

As information on crops become increasingly accessible, studies on context awareness (Dey et al., 2001) and prediction (Nagini et al., 2016) are being developed more frequently by the scientific community. Context means any information that characterizes objects, environment or people. The process of obtaining this information must occur without the user having to take any action, that is, it must occur automatically. Context awareness refers to computational systems that induce actions or perform operations to improve the usability in environments and systems. Prediction can be defined as the act or effect of affirming something that will occur in the future, as approached by Nagini et al (2016).
Regarding methodology, this article uses systematic mapping which, according to Petersen et al. (2015), eliminates or reduces the differences that may exist when compared to revisions that do not have a determined method and with expressive results. Therefore, it is possible to obtain more reliable results and a greater impact. This study allows showing the techniques and technologies most used for prediction and context awareness applied in agriculture.

This work also aims, based on the literature analyzed, to present possible research gaps and challenges. This way, this article proposal is to present the state of the art, supporting future researches. The motivation of this study is to find out which are the most relevant databases for research in the area of prediction and context awareness in agriculture. In addition, to discover who are the main authors of the area, which are the most important works, the most used sensors, the used techniques of prediction, the deficiencies and the challenges of the area in order to assist future research.

**Materials and methods**

Through the use of a systematic mapping methodology, not only a final conclusion is discussed, but all the activities related to the discoveries throughout the mapping process are debated. Thus, the systematic mapping is able to make the connection between the data collection, the places where the articles were published, the area of application in agriculture, the year of publication of the studies, technologies that were used, which methodology was used in their development, among other information. The mapping focuses on published articles, which may be published in newspapers, conferences, books, and workshops. The steps for mapping are: a) elaboration of the research questions; b) elaboration of the search process and c) definition of the criteria to filter the results.

**Research questions**

For this work, research questions were defined and organized into three general questions (GQ), two specific questions (SPQ) and two statistical questions (STQ). The purpose of the general questions is to understand in what areas of agriculture context awareness and/or prediction are applied, what technologies are currently used and how information is communicated between sensors and servers. The objective of the specific questions is to identify the studies that use cameras to obtain information, which systems use prediction applied in agriculture and which technique is used in each of them. Finally, the goal of the statistical questions is to gather data on the studied area and show the behavior of publications over the last 10 years.

The technologies used for context awareness and prediction in agriculture were hardly applied before 2008, therefore, the year 2008 served as a limit. The research questions are detailed in Table 1.

| Type       | Details                                                                 |
|------------|--------------------------------------------------------------------------|
| General Questions |                                                                          |
| GQ 1       | Which context-aware computing technologies are being used in agriculture? |
| GQ 2       | Is the information sent via cable or by what type of wireless network?  |
| GQ 3       | Which areas of agriculture are applying context awareness and/or prediction? |
| Specific Questions |                                                                          |
| SPQ 1      | Which works use cameras to obtain information in agriculture?            |
| SPQ 2      | Which prediction techniques are used in agriculture?                    |
| Statistical Questions |                                                                          |
| STQ 1      | Where were the researches published?                                     |
| STQ 2      | How many publications per year?                                          |

Source: author

Table 1: Research questions.

**Elaboration of the search process**

The search process was organized in three stages: specify the search string, select the databases and understand the search method of each one of them and, finally, obtain the results of the research. For the first stage, it was adopted the research process proposed by Kai Petersen (2015). The first stage identifies the main terms and their most relevant synonyms. In this study, the term “Agriculture” was selected as the primary term and as secondary the terms “Context Prediction”, “Context Awareness”, “Cyber-Physical System” and “Internet of Things”. The synonyms for Agriculture were words that refer to methods of planting regarding indoor agriculture (hydroponics and aquaponics), to ensure that it would also be obtained studies applied in greenhouses or pavilions, as there are specific methods for internal planting. For the secondary terms, acronyms of the original terms or synonyms were used, as shown in Table 2.

Once the terms and synonyms were defined, the following search string was elaborated:
("agriculture" OR "hydroponics" OR "aquaponics") AND ("context prediction" OR "prediction of context" OR "cyber physical system" OR "cps" OR "context awareness" OR "context aware" OR "IoT" OR "Internet of Things"). With the search string defined, the second step was to select databases that were relevant to the study area to apply the string. As each base has its search method, after selecting them it was necessary to determine the search parameters to be used in each one. Thus, four research databases were used, including the ACM Digital Library, IEEE Xplore, Science Direct and Springer Link.

The selected databases are the ones that prioritize research studies in the area of computer science since the mapping has as an emphasis on context awareness and prediction applied in agriculture. Therefore, articles from the field of agriculture could enter the selection, but when going through the filtering criteria would be withdrawn if they didn’t have any link to context awareness or prediction.

The search in the ACM Digital Library database required the use of advanced search features, in which the search string was entered into the edit field of the database itself. For the search in the IEEE Xplore database, it was also used the advanced search feature. The search process in the Science Direct repository involved the application of the string to the title, abstract, and keywords. Lastly, in the Springer Library, in addition to using the search string as the query, it was also necessary to remove documents categorized as “Preview Only”. After the exclusion of these files, the search filter "Computer Science" was selected first, the search was carried out and the "Life Science" filter was selected for results that could also be linked to the searched topic.

**Definition of the criteria to filter the results**

A few criteria were defined to include and exclude works obtained from the databases. Therefore, the Inclusion Criteria (IC) and Exclusion Criteria (EC) were defined as follows:

- **IC 1**: The study must be published in a journal, conference or workshop.
- **IC 2**: The study must be a full paper.
- **IC 3**: The study must be related to computer science or life science areas.

The Exclusion Criteria (EC) are the following:

- **EC 1**: Studies published before 2008.
- **EC 2**: Studies that were not written in English.
- **EC 3**: Studies that were published in theses and journals.
- **EC 4**: Studies that do not present a connection between agriculture and computer science.
- **EC 5**: Studies that are not related to the search questions.

The inclusion and exclusion criteria assist during the filtering process in order to obtain works that are more adherent to the study and to eliminate discrepancies generated in the research. Due to the filtering, impurities that did not meet the inclusion criteria were removed, this being the first step in the filtration. The number of studies obtained in each step of the filtering and the percentages of work withdrawn in each step can be seen in Figure 1.

After the articles were filtered in the initial search through the string and after having passed the first 2 IC, they went to the third filtering. The third mapping filter was the withdrawal of studies due to the first three exclusion criteria. Next, the works were filtered by title and keywords. In the fifth filtering step, the studies were removed after reading the abstract. Then the duplicate articles were removed.

At the end of the filtering process, a complete reading of each article was performed, observing the last two exclusion criteria (EC 4 and EC 5). Figure 1 presents the filtering process,
with the Inclusion Criteria and Exclusion Criteria applied in each step. The IEEE Xplore and ACM databases presented fewer articles. However, these bases were more assertive, considering the percentage between the number of articles found in the initial research until their combination after reading by abstract. Considering that the Springer Library and Science Direct databases had more than 99% of the results filtered along the process, it can be concluded that, although they have brought more results when compared with the other databases, the searches originated fewer articles that were adhering to the proposed theme.

Results and discussion

In this section, the results obtained by reading and analyzing the 42 mapped studies are presented. The research questions were answered and additional considerations and analysis on the studies were presented.

GQ 1: Which context-aware computing technologies are being used in agriculture?

The articles were classified according to the type of microcontrollers that they use in the systems, as well as the types of sensors that are being used to obtain the context information of the plantations. In the studies, the two most used microcontrollers are Raspberry and Arduino. Table 3 shows that they are used in 50% (21/42) of the works. Not all articles in the systematic mapping used microcontrollers. However, some studies used two microcontrollers (Kumar et al., 2016; Popovic et al., 2017; Goap et al., 2018; Mehta et al., 2018).

Table 4 presents the sensors that were used to obtain planting information. The types of sensors were of the most diverse functionalities, totaling 23 types. Not all sensors with the same functionality are identical, for example, among the moisture sensors the sensor SHT11 was applied in the study by Santos et al. (2018) and the DHT11 sensor in the study by Kumar et al. (2016). Thus, it is possible to obtain information even with different sensor models. As the purpose of this mapping is to inform what information and variables are being obtained and not to indicate exactly which sensors are being applied in each study, only the kind of sensors used by each one of the studies was indicated.
| Microcontroller | Number of articles | Percentage | Article’s ID |
|-----------------|-------------------|------------|-------------|
| ARM             | 1                 | 2.4%       | (Kubicek et al., 2013) |
| Arduino         | 11                | 26.4%      | (Fukatsu, 2014), (Patil and Thorat, 2016), (Kumar et al., 2016), (Rajendrakumar and Parvati, 2017), (Popovic’ et al., 2017), (Saha et al., 2017), (Athani and Tejeshwari, 2017), (Rodriguez et al., 2017), (Santos et al, 2018), (Goap et al, 2018), (Mehra et al, 2018) |
| Intel Galileo Gen2 | 1                | 2.4%       | (Ivanov and Tsvetkov, 2017) |
| Raspberry       | 14                | 33.3%      | (Rodriguez et al., 2014), (Kumar et al., 2016), (Alipio et al., 2017), (Eko et al., 2017), (Popovic’ et al., 2017), (Arakeri et al., 2017), (Sarangdhar et al., 2017) (Kokkonis et al., 2017), (Jacob, 2017), (Kumar et al., 2017), (Park et al., 2017), (Goap et al, 2018), (Mehra et al, 2018), (Fieh et al, 2018) |
| Zigbee          | 6                 | 14.4%      | (Zhou et al., 2011), (Divya et al., 2014), (Patil and Thorat, 2016), (Zhang et al., 2017), (Rodriguez et al., 2017), (Zhou and Li, 2017) |

Source: author

Table 3: Relation of the used microcontrollers.

| Sensors            | Number of articles | Percentage | Article’s ID |
|--------------------|--------------------|------------|-------------|
| Soil Moisture      | 22                 | 52.4%      | (Zhou et al., 2011), (Zhou et al., 2012), (Divya et al., 2014), (Rodriguez et al., 2014), (Tan and Tan, 2016), (Patil and Thorat, 2016), (Carraquilla-Batista et al, 2016), (Ivanov and Tsvetkov, 2017), (Rajendrakumar and Parvati, 2017), (Zhang et al., 2017), (Popovic’ et al., 2017), (Saha et al., 2017), (López-Riquelme et al., 2017), (Athani and Tejeshwari, 2017), (Rodriguez et al., 2017), (Sarangdhar et al., 2017), (Zhou and Li, 2017), (Kokkonis et al., 2017), (Joshi et al., 2017), (Park et al., 2017), (Goap et al, 2018), (Huong et al, 2018) |
| Water Temperature  | 6                  | 14.3%      | (Shahriar and McCulluch, 2014), (Xu et al., 2014), (Alipio et al., 2017), (Eko et al., 2017), (Jacob, 2017), (Santos et al., 2018) |
| Environmental Temperature | 18            | 42.8%      | (Zhou et al., 2011), (Zhou et al., 2012), (Kubicek et al, 2013), (Tan et al., 2015), (Patil and Thorat, 2016), (Kumar et al., 2016), (Carraquilla-Batista et al, 2016), (Ivanov and Tsvetkov, 2017), (Rajendrakumar and Parvati, 2017), (Eko et al., 2017), (Popovic’ et al., 2017), (Saha et al., 2017), (Rodriguez et al., 2017), (Sarangdhar et al., 2017), (Zhou and Li, 2017), (Joshi et al., 2017), (Goap et al, 2018), (Plazas et al, 2018) |
| Luminosity        | 12                 | 28.6%      | (Zhou et al., 2011), (Zhou et al., 2012), (Tan et al., 2015), (Carraquilla-Batista et al, 2016), (Ivanov and Tsvetkov, 2017), (Alipio et al., 2017), (Eko et al., 2017), (Rodriguez et al., 2017), (Zhou and Li, 2017), (Joshi et al., 2017), (Park et al., 2017), (Plazas et al, 2018) |
| CO2               | 4                  | 9.6%       | (Zhou et al., 2011), (Zhou et al., 2012), (Zhou and Li, 2017), (Park et al., 2017) |
| Soil Chemicals    | 7                  | 16.7%      | (Zhou et al., 2012), (Kubicek et al, 2013), (Divya et al, 2014), (Tan et al., 2015), (Kumar et al, 2016), (Popovic’ et al, 2017), (Park et al, 2017) |
| Soil’s temperature | 8                  | 19%        | (Zhou et al., 2011), (Zhou et al., 2012), (Kubicek et al, 2013), (Divya et al, 2014), (Rodriguez et al, 2014), (Tan et al, 2015), (López-Riquelme et al, 2017), (Goap et al, 2018) |
| Environmental humidity | 17              | 40.5%      | (Zhou et al., 2011), (Zhou et al., 2012), (Kubicek et al, 2013), (Tan et al, 2015), (Patil and Thorat, 2016), (Kumar et al, 2016), (Carraquilla-Batista et al, 2016), (Alipio et al, 2017), (Rajendrakumar and Parvati, 2017), (Eko et al, 2017), (Saha et al, 2017), (Rodriguez et al, 2017), (Sarangdhar et al, 2017), (Zhou and Li, 2017), (Santos et al, 2018), (Goap et al, 2018), (Plazas et al, 2018) |

Source: author

Table 4: Relation of the used sensors.
### Table 4: Relation of the used sensors.

| Sensors             | Number of articles | Percentage | Article’s ID                                                                 |
|---------------------|--------------------|------------|-------------------------------------------------------------------------------|
| Atmospheric pressure| 2                  | 4.8%       | (Popovic’ et al., 2017), (Plazas et al., 2018)                                |
| Wind Speed          | 2                  | 4.8%       | (Popovic’ et al., 2017), (Plazas et al., 2018)                                |
| Rain                | 2                  | 4.8%       | (Shahriar and Mcculluch, 2014), (Popovic’ et al., 2017)                        |
| RFID                | 1                  | 2.4%       | (Kubicek et al., 2013)                                                        |
| Soil’s pH           | 2                  | 4.8%       | (Zhou et al., 2011), (Divya et al., 2014)                                    |
| Salinity            | 2                  | 4.8%       | (Shahriar and Mcculluch, 2014), (Xu et al., 2014)                              |
| Dissolved oxygen    | 1                  | 2.4%       | (Xu et al., 2014)                                                             |
| Water Conductivity  | 3                  | 7.2%       | (Carrasquilla-Batista et al., 2016), (Alipio et al., 2017), (Eko et al., 2017) |
| UV                  | 2                  | 4.8%       | (Goap et al., 2018), (Plazas et al., 2018)                                    |
| Solenoid            | 1                  | 2.4%       | (Kokkonis et al., 2017)                                                       |
| Thermohygrometer    | 1                  | 2.4%       | (Plazas et al., 2018)                                                        |
| Water Level         | 5                  | 12%        | (Shahriar and Mcculluch, 2014), (Carrasquilla-Batista et al., 2016), (Sarangdhari et al., 2017), (Jacob, 2017), (Mehra et al., 2018) |
| Water’s pH          | 8                  | 19%        | (Xu et al., 2014), (Carrasquilla-Batista et al., 2016), (Alipio et al., 2017), (Rajendrakumar and Parvati, 2017), (Eko et al., 2017), (Saha et al., 2017), (Athani and Tejeshwar, 2017), (Mehra et al., 2018) |
| Ultrasonic          | 1                  | 2.4%       | (Arakeri et al., 2017)                                                        |

Source: author

**GQ 2: Is the information sent via cable or by what type of wireless network?**

The transmission of the information basically involves three types of communication: Wi-Fi, mobile data (3G / 4G) and cable. In this systematic mapping, the Wi-Fi communication was considered as all that wireless communication that does not communicate data through GPRS/GSM modules. This Wi-Fi communication can be between the dispersed microcontrollers in the planting and a server, the communication between the microcontrollers, among others. Table 5 shows the types of communication, and which studies use each type and how many studies use each transmission type.

**GQ 3: Which areas of agriculture are applying context awareness and/or prediction?**

Indoor agriculture is defined as the agriculture held in an enclosed location, such as a plantation inside a greenhouse or pavilion. In this type of culture, 11 studies were found. Outdoor agriculture is applied in open environments where the possibility of environmental control is reduced. For this type of cultivation 21 studies were found, which are distributed throughout the period of the mapping, since there are studies from 2009 to 2018.

The term agriculture has been used for studies that can be applied to both indoor and outdoor agriculture. Table 6 shows the areas where the studies were applied. Since in the indoors agriculture there are different cultivation methods, Table 6 considers separately the traditional method of indoor agriculture as specifically three alternative types of indoor agriculture, namely, Aquaculture, Hydroponics and Aquaponic.

Hydroponics is a model of agriculture cultivation that works by recirculating water that has the necessary nutrients for the plants, it is used in closed places, such as greenhouses or pavilions. Prediction and context awareness studies in hydroponics have recently begun in 2017 with the studies of Alipio et al. (2017) and Eko et al. (2017) and in 2018 the study by Mehra et al. (2018) was published. It was also found two studies on aquaculture, that is fish farming with control over water quality (Shahriar and Mcculluch, 2014; Xu et al., 2014). In aquaponics was found only one study of Jacob (2017).

Among the areas of application are the studies on outdoor agriculture, always in greater numbers during the years. However, the number of studies applied in indoor agriculture increased substantially, 8 studies in the years 2017 and 2018 against 2 studies published in 2015 and 2016. On the other hand, outdoor agriculture grew associated with the same period at a rate lower (15 studies against 5 studies) than indoor agriculture,
but continues to have higher final numbers. This growth of indoor agriculture has generated a balance between areas over the past two years. The two studies on aquaculture (Shahriar and Mcculluch, 2014; Xu et al., 2014) were published in 2014.

**SPQ 1: Which works use cameras to obtain information in agriculture?**

During the mapping, 19 articles that use cameras to obtain information about the production process were found. Among them, the studies of Zhou and Li (2017) and Jacob (2017) used the cameras to visualize the plantation, that is, production information was not obtained beyond the visualization of the crop. Other 17 studies (Luimula and Shelby, 2009; Zhou et al., 2012; Kubicek et al., 2013; Fukatsu, 2014; Rodriguez et al., 2014; Rupanagudi et al., 2015; Ma et al., 2015; Tan et al., 2016; Kumar et al., 2016; Janaszek, 2016; Yahata et al., 2017; Zhang et al., 2017; Arakeri et al., 2017; Sarangdhar et al., 2017; Joshi et al., 2017; Treboux and Genoud, 2018; Fiehn et al., 2018) obtained information for several functionalities, among them, detection of pests in the plantation, identification of fruits with problems in their formation, insect count, plants growth, among others.

The cameras used in the studies have the function of taking pictures. The information taken from the images is provided by other devices, applications and programs through image
Image processing is getting more and more expressive results, as is evident in the studies of this mapping. Images of plantings were analyzed in different ways in the studies and provided information such as detecting plant species indication (Kumar et al., 2016), plant sizes (Joshi et al., 2017) and (Fukatsu, 2014), plague on fruits (Tan et al., 2016), indication of bird species (Fiehn et al., 2018), insect count (Fukatsu, 2014), fruit color (Tan et al., 2016), among other aspects. These applications show the potential in the area because of the diversity of information that can be obtained with the same equipment.

**SPQ 2: Which prediction techniques are used in agriculture?**

Predictive systems avoid losses, for they avoid the non-ideal zone of execution of the system, but in return, a more comprehensive monitoring of information is required, as well as a forecast model. Thus, prediction software depends on the generation of a predictive model based on data analysis, such as the context that it is included. Table 7 shows the 16 works that use the prediction in agriculture, highlighting the technique applied in each of them. Some articles use more than one technique and for that reason when adding the used techniques, their value is greater than the number of studies.

Table 7 shows that there are studies that applied two or even three prediction techniques. Park et al. (2017) applied three techniques and then reported which one got the best result. The works of Shahriar and McCulluch (2014), Janaszek (2016), Patil and Thorat (2016) and Rodríguez et al. (2017) applied two prediction techniques.

**STQ 1: Where were the researches published?**

The articles were grouped according to the four databases that were used in the research. The base that obtained the largest number of papers was the IEEE Xplore with 16 articles out of a total of 42, or 38%. In second place was the Science Direct database with 12 articles, resulting in 28.5%. The ACM Digital Library database returned 8 studies (19%) and finally, the Springer Library returned 6 articles, the equivalent to 14.3%. The Figure 2 shows the 42 articles distributed per year of publication and database.

**STQ 2: How many publications per year?**

Over the past two years, the number of publications on prediction and/or context awareness has increased significantly. This growth shows the interest of researchers in applying prediction and contexts to improve the cultivate in agriculture as well as the quality of products through the better monitoring of production. It is also possible to verify that the database that was most present in these 10 years of studies was the Science Direct, because in 7 of 10 years there were articles selected. From 2014, there was a greater diversity of the databases until 2017. In 2018 the Springer Library database was the only one that had no articles selected for the mapping.

| Agriculture area          | Number of articles | Percentage | Article’s ID                                      |
|---------------------------|--------------------|------------|--------------------------------------------------|
| Expert Rules              | 1                  | 2.4%       | (Shahriar and McCulluch, 2014)                   |
| Time Series               | 1                  | 2.4%       | (Shahriar and McCulluch, 2014)                   |
| Linear/Vector Regression  | 3                  | 7.2%       | (Rodríguez et al., 2017), (Sarangdhar et al., 2017), (Goap et al., 2018) |
| Neural Networks           | 5                  | 12%        | (Athani and Tejeshwar, 2017), (Rodríguez et al., 2017), (Park et al., 2017), (Mehra et al., 2018), (Plazas et al., 2018) |
| Statistical Method        | 1                  | 2.4%       | (Patil and Thorat, 2016)                         |
| Markov Model              | 2                  | 4.8%       | (Patil and Thorat, 2016), (Huong et al., 2018)  |
| Bayesians Networks        | 1                  | 2.4%       | (Alipio et al., 2017), (Joshi et al., 2017)     |
| ARIMA                     | 3                  | 7.2%       | (Park et al., 2017), (Santos et al., 2018), (Huong et al., 2018) |
| Decision Tree             | 1                  | 2.4%       | (Treboux and Genoud, 2018)                       |
| Genetic Algorithm         | 1                  | 2.4%       | (Janaszek, 2016)                               |
| Response Surface Methodology | 1              | 2.4%       | (Janaszek, 2016)                               |
| BirdNet                   | 1                  | 2.4%       | (Fiehn et al., 2018)                           |
| Lasso Regression          | 1                  | 2.4%       | (Park et al., 2017)                            |

Source: author

Table 7: Prediction techniques used in agriculture.
Threats to the validity of work

Systematic mapping works are exposed to risks that may invalidate the study. These risks may arise from erroneously decisions taken during systematic mapping. In order to guarantee better results, four databases were selected, each of them known in the academic area for their relevance in computer science and similar areas. Therefore, it was sought to mitigate the possibility of databases impacting the results.

Five main terms were classified as a primary term and four secondary terms. Their synonyms were used to construct the search string. As a result of the string, we sought to obtain studies that related to one of the four secondary terms related to the primary term "Agriculture" and its specific areas "Hydroponics" and "Aquaponics". Thus, it was sought to obtain the largest number of studies in the search results.

The mapping did not consider conceptual aspects of the area of Agriculture, such as studies applied only in the field of natural sciences, focusing exclusively on the application of Agriculture involving the secondary terms "Prediction", "Context Awareness", "Cyber-Physical Systems" and "Internet of Things". This decision contributed to the filtering, directing the search only to a specific context within the area of "Agriculture and Computer Science", a discipline that concentrates a large amount of academic work.

The filtering process may have restricted the work so that some relevant studies may have been removed. To mitigate this risk, the filtering process was based on a technique widely adopted in academic works of systematic mapping (Petersen et al., 2015). The used revision processes were already applied by other authors (Dias et al., 2018; Bischoff et al., 2018; Dalmina et al., 2019).

Discussion

Only 16 studies used prediction in agriculture, that is, 38.1% of the articles. Among them, the most used technique was Neural Networks in five articles (Athani and Tejeshwar, 2017; Rodríguez et al., 2017; Park et al., 2017; Mehra et al., 2018; Plazas et al., 2018). The ARIMA and Linear/Vector Regression techniques were used each in three studies. Linear/Vector Regression was used in the studies of Rodríguez et al. (2017), Sarangdhar et al. (2017) and Goapa et al. (2018). On the other hand, ARIMA was used in the studies of Park et al. (2017), Santos et al. (2018) and Huong et al. (2018).

The use of image processing to capture information of pictures has increased in recent years and with that more systems and software related to Agriculture are able to use them. The information may have different purposes such as detecting plant species (Kumar et al., 2016), bird species (Fiehn et al., 2018), plant size (Joshi et al., 2017), (Fukatsu, 2014), fruit color (Tan et al., 2016), plagues on fruits (Tan et al., 2016) and also to count insects (Fukatsu, 2014). These applications show the potential in the area because of the diversity of information that can be obtained with the same equipment. Helfer et al. (2019) showed that studies already used large amounts of Wireless Sensors Networks (WSN) this aspect was also detected in this mapping. Another point in common between this study and that
of Helfer et. al, 2019 was the use of the soil moisture sensor in most systems for automatic irrigation.

Analyzing the entire filtering process presented in Figure 1, and the Statistical Question 1 (STQ 1) that presents in which databases the articles were published, it is possible to verify that the most accurate databases that processed the query string were the ACM Library and IEEE Xplore, because they had a small number of articles in the initial survey, but have a relatively high number when compared to the total articles used in the mapping. The least accurate database was Science Direct, because of the 6042 papers resulting from the initial research, only 11 studies were used after the last filtering.

Another statistic was that by 2013 the amount of annual work on prediction and context awareness in agriculture remained stable, with up to one publication per year. From 2014, there was a progressive increase until 2018. In 2014, 5 works were published, in 2015 had a decrease (3 works) and in 2016 the number went back to 5 publications. However, there has been a great increase in publications in the last two years, showing the growing interest of researchers in this area.

**Conclusion**

The systematic mapping study presented the state of the art in the use of prediction and/or context awareness in Agriculture. This work also presented the main technologies used to obtain information, such as micro controllers. Also, it was found that various sensors are used to obtain planting information. In addition to the used sensors, it was also informed of the way used to send the obtained information regarding the crops to the servers in the studied articles. Besides presenting which works used cameras to obtain crop information, it was also possible to generate statistical data of the publications referring to the researched themes in the last decade.

Zewge and Dittrich (2017) indicated the problem of no integration between projects and suggested the creation of an integrated project that would allow the exchange of information not only between developers, but also between farmers. This mapping showed that many studies applied the same methodology as the usage of sensors to obtaining and analyze the gathered data. It is highlighted that 16 of the articles present the development of a predictive system. Therefore, some studies become repetitive regarding methodology, but there is a great diversity of prediction techniques applied in each of them, as shown in Table 7. A challenge for future works is to deepen the studies and classify them into similar projects, which can make the use of prediction faster and provide better results. Another strategic future work will be the extension of this mapping through the evaluating of the relevance of publishing sources, for example, considering the rank of the journal or the total number of paper citations.

The use of mathematical and statistical algorithms to prove the efficacy of the work is present in the works that used prediction in Agriculture (Shahriar and McCulluch, 2014; Patil and Thorat, 2016; Janaszek, 2016; Joshi et al., 2017; Alipio et al., 2017; Athani and Tejeshwar, 2017; Rodriguez et al., 2017; Sarangdhar et al., 2017; Park et al., 2017; Santos et al., 2018; Goap et al., 2018; Mehra et al., 2018; Plazas et al., 2018; Huong et al., 2018; Treboux and Genoud, 2018; Fiehn et al., 2018). These studies sought to show the result and the uncertainty when working with prediction, not being able to guarantee the occurrence of a certain event, although giving indications of situations that can improve the production due to the data analyzed.

A review of the work that has been published in the last decade may provide initial insights for new studies based on a prediction or, more specifically, prediction based on context awareness. Future studies can be carried out to comparison between the results obtained in the works that use prediction to determine which technique is being most effective in Agriculture. This effectiveness in agriculture can be achieved through a higher production yield in the same growing space, use of less manual labor, more automated systems, among other improvements.

Another point to be studied is the analysis of sensor types that make the prediction more effective, for example, the use of soil moisture and water’s pH sensors, in order to determine which information would be most relevant to the prediction. With this, prediction can provide inferences with greater precision aiming at decision support systems, among other aids that the prediction can provide.
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