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Abstract
Recommendation systems aim at facilitating information retrieval for users by taking into account their preferences. Based on previous user behaviour, such a system suggests items or provides information that a user might like or find useful. Nonetheless, how to provide suggestions is still an open question. Depending on the way a recommendation is communicated influences the user’s perception of the system. This paper presents an empirical study on the effects of proactive dialogue strategies on user acceptance. Therefore, an explicit strategy based on user preferences provided directly by the user, and an implicit proactive strategy, using autonomously gathered information, are compared. The results show that proactive dialogue systems significantly affect the perception of human-computer interaction. Although no significant differences are found between implicit and explicit strategies, proactivity significantly influences the user experience compared to reactive system behaviour. The study contributes new insights to the human-agent interaction and the voice user interface design. Furthermore, interesting tendencies are discovered that motivate future work.
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1. Introduction

Due to the recent success of commercial speech assistants (Amazon Alexa, Google Home, Apple Siri, ...), spoken dialogue systems get more and more accepted in our society and find access into our daily lives. For example, information retrieval, such as bus scheduling (Raux et al., 2006) or restaurant information (Young, 2006), is shifted to speech-based applications because speech forms the most intuitive and natural way to transmit information. However, getting access to information via speech is somewhat cumbersome, as people have a limited short-term memory and navigation through speech applications is still inconvenient compared to visual interfaces. Therefore, there exists strong interest in the research community to facilitate the process of information retrieval in dialogue systems by providing adaptiveness and recommendation functionalities. Systems that actively provide recommendations to the user can be labeled as proactive systems. According to Nothdurft et al. (2015) "Proactivity in technical systems is an autonomous, anticipatory system-initiated behaviour, with the purpose to act in advance of a future situation, rather than only reacting to it". Recommendation systems fulfil these criteria by saving the user from information overload, anticipating future desires and supporting them with decision-making (Rafailidis, 2018). There exists a vast amount of literature on traditional and conversational recommendation systems, e.g. see the work of Ricci et al. (2011) and Christakopoulou et al. (2016) for an overview. One of the main research questions regarding these systems is how to elicit the interests and preferences of individuals. Contrary to most speech assistants or Information Retrieval (IR) systems, which typically use an explicit query prompted by the user, recommendation systems exploit the user’s data in an implicit manner (Rafailidis, 2018).

In the scope of this work, it was investigated how proactive suggestions based on these two approaches for gathering user information, affect the user’s acceptance and perception of the interaction. Furthermore, it was examined whether proactive suggestions are desirable at all. Therefore, two types of proactive dialogue behaviour were addressed and compared to a baseline reactive condition in a small user study. A university-based restaurant information system was implemented as an Amazon Alexa application (‘Skill’) capable of providing proactive meal recommendations. Providing suggestions on food and nutrition is a popular topic among recommendation system researchers. For example, both Freyne and Berkovsky (2010) and Elsweller and Harvey (2015) describe developments of intelligent food or meal planning applications for a healthy lifestyle. However, their contributions focus on the feasibility of different recommender algorithms in this context, while our work takes a more interaction design approach.

In this paper, it was differentiated between an explicit and an implicit proactive recommendation strategy. The explicit proactive strategy was based on user preferences that had been provided directly by the user, i.e. a user could put favourite dishes or restaurants on a favourites list. Contrary, the implicit proactive strategy used autonomously gathered information while interacting with the user, i.e. a meal or restaurant is put on the favourites list when the user asks for more details about them. The results provide interesting insights in the user’s perception of proactive speech-based recommendation systems. This paper is intended to provide a contribution to new insights to the human-agent interaction and the voice user interface design.

The outline of this paper is as follows: Related work regarding conversational recommendation systems and proactive human-computer interaction (HCI) is presented in Section 2. Section 3 deals with the implementation of the dialogue strategies in context of the test scenario and describes the overall system design. Subsequently, the experimental setup and evaluation methods are described in detail.
In Section 5, the results of the study are presented. A discussion of found results is provided in Section 6. Finally, the paper is concluded in Section 7.

2. Related Work

2.1. Conversational Recommendation Systems

Generally, recommendation systems can be defined as personalisation decision guides based on user preferences. For example, they can be used to provide assistance in restaurant search (Christakopoulou et al., 2016), online shopping (Linden et al., 2003), or to recommend movies (Dalton et al., 2018) by observing past user behaviour. There are basically two types of recommendation systems: Content-based recommender systems (Pazzani and Billsus, 2007) model the user by characteristics of the items he/she likes or dislikes. Alternatively, systems based on collaborative-filtering (Lu et al., 2015) assist users with making decisions by taking into account the opinions of other people who share similar interests.

Conversational recommendation systems (Sun and Zhang, 2018; Christakopoulou et al., 2018; Christakopoulou et al., 2016; Ikemoto et al., 2019) differ from traditional recommenders, as they include explicit user interaction for crafting their decisions. Christakopoulou et al. (2018) proposed a conversational strategy, in which the user has a more active role in the recommendation process. Here, the strategy was two-folded. First, the system asked the user a set of questions for learning their preferences and thereafter generated topics a user might be interested in. Ikemoto et al. (2019) described a similar strategy combining questions about a user preference and recommendations while refining their recommendation model using immediate user feedback.

Most previous work focuses on technical details, e.g. how to improve the recommendation accuracy (Christakopoulou and Banerjee, 2018; Ikemoto et al., 2019) or which features should be used to generate appropriate recommendation models (Sun and Zhang, 2018). In contrast, a more user-centred view based on natural speech interaction was taken in our approach. Solely speech-based recommendation systems are rare, as vocally delivered suggestions have disadvantages in comparison with visual recommendation (Yang and Lee, 2018). For example, users consume information more slowly and explore less. Hence, there is a need for better navigation mechanisms in speech-based recommendation systems.

In this paper, the design and implementation of an information retrieval system in combination with content-based recommendation functionality using only natural speech interaction is presented. The system was embedded in an industrial context using Amazon Alexa as a speech interface. In doing so, a realistic scenario for testing the system and its underlying interaction design could be created. The goal of our work was not the development of algorithms for modelling appropriate recommendations. Our approach considers a simplistic extraction of user preferences, while focusing primarily on the interaction. Contrary to other work, the acceptance of active suggestions based on manually provided versus automatically collected user data was compared.

This was supposed to give insights on how users perceive proactive recommendations from contemporary speech assistants. Especially since data security in spoken human-machine interaction gets more and more important as humans are cautious to provide personal information to speech-based home assistants (Brasser et al., 2018). For understanding the nature of proactivity in human-machine interaction, a short overview is presented in the following section.

2.2. Proactive Human-Computer Interaction

The term proactivity originates from the domain of occupational and organisational psychology (Grant and Ashford, 2008; Parker et al., 2006). According to its definition, proactive behaviour is about taking control, anticipating and preventing problematic situations instead of only reacting to them. The definition leads to three fundamental elements of proactive systems (Peng et al., 2019): anticipation, action initiation, and target of impact. Anticipation describes the system’s awareness of the user’s future intention and goals. Therefore, a proactive system needs to be able to recognise and understand the user’s verbal, e.g. natural language understanding (He and Young, 2003), as well non-verbal cues, e.g. gaze (Huang et al., 2015a) and body orientation (Huang et al., 2015b). The manner in which a proactive system should initiate its actions is a frequently discussed topic in HCI and mostly related to the intervention style (e.g. see Wagner et al. (2019)) or a system’s level of autonomy (Baraglia et al., 2016; Peng et al., 2019; Zhang et al., 2015). Often the system’s autonomy is categorised into 10 levels (Beer et al., 2014; Sheridan and Verplank, 1978; Rau et al., 2013). The levels can be roughly abstracted to low- (computer offers no assistance), medium- (computer offers a suggestion), and high-level (computer executes a suggestion) proactivity. Recommendation systems typically fall under the category of medium-level proactiveness, as normally one or a ranked set of suggestions is made. Recent studies showed that different levels of proactivity strongly affect the user’s perceived helpfulness and their behaviour in dealing with the system (Rau et al., 2013; Peng et al., 2019).

Therefore, it is essential to study the effects of different types of proactive suggestions for building accepted recommendation systems. In this paper, two proactive - explicit and implicit - are compared to a reactive recommendation strategy. As the intention of the user was obvious before the interaction started (obtain information about current meal options), the proactive actions were triggered after system invocation. The target of impact was to assist the user in finding preferred meals.

3. System Description and Dialogue Design

For creation of a test scenario, we implemented an information retrieval system 1 assisting the user in planning their daily university-restaurant (canteen) visit. Our university has several restaurants, e.g. "Bistro", "Burger Bar", and "Canteen A". Each restaurant offers meals in different food categories, for example "Burger" or "Vegetarian".

1 Link to service: https://amzn.to/2O4Pisj
The implementation of the system was based on Amazon’s Alexa and its cloud-based speech recognition.

For communicating with the Amazon Voice Services, the Python FlaskAsk\(^2\) framework was used. All application data required for the system’s functionalities, in particular for proactive meal suggestions, was stored in a database. This database contained information about six restaurants, their meal plans (ca. 70 different kinds of meals), and meal-specific information like food category or price. A meal plan for one of the restaurants consisted of several food categories, which are repeated over all weekdays. For example, herbal cream soup and potato soup could be assigned to the food-category ‘soup’.

While the categories remained the same over the days of the week, the offered dish of a category changed daily. An overview of the system’s architecture is depicted in Figure 1. Generally, the information retrieval system had two main functions: returning a list of meals and returning detailed information about one single meal. Both existed in several variants. A list of meals was returned by Alexa when users had asked for meals in a specific restaurant, meals from a specific category, when they had searched for meals by name or when they had asked for vegetarian meals. In all cases, users could ask for meal lists of the current day or for another weekday within the next seven days: e.g. ‘What can I eat in the bistro on Tuesday?’; ‘What are tomorrow’s meals in the category pizza?’; ‘Can you find any burger today?’.

The corresponding answer of Alexa either contained only a list of meal names when asking for meals in a specific restaurant or a list of meal names and the related name of the restaurant in all other cases. After having received a list of meals, users could ask for more detailed information about every meal which was in the list before. More precisely, users could request information about restaurants, food categories, descriptions, and pricing information of meals: e.g. ‘What do you know about vegetable soup?’; ‘How much is pizza salame?’; ‘Where can I find this?’.

For providing proactive system behaviour, two recommendation variants were implemented: explicit, and implicit proactive assistance. Both extended the described basic functionalities by collecting user preferences and suggesting appropriate meals to users. Hence, users were provided with personalisable active assistance with the purpose of retrieving information more convenient and time efficient. The reactive strategy did not provide recommendations.

The explicit proactive dialogue strategy recommended meals by utilising user preferences that were managed by the user directly. Here, personal ‘favourites’ lists were applied that could be directly manipulated. These lists contained preferred restaurants, food categories, and meals. Users were able to explicitly add or remove content by saying for example, ‘Put a cheeseburger into my favourites.’ or ‘I don’t like this anymore.’. The system then recommended one meal to the user depending on these favourite lists. An example of such system behaviour is presented in Table 1.

Contrary, the implicit proactive dialogue strategy recommended meals by utilising automatically-gathered user preferences. For this, the user’s previous behaviour was considered. To illustrate this strategy, consider the examples in Table 1. Every time users searched for a meal, a food

\(^2\) https://github.com/johnwheeler/flask-ask
Table 1: Examples dialogues representing the common (reactive) interaction flow (S: system; U: user). Left: typical dialogue including a recommendation by the system. The cyan-coloured text represents the typical suggestion utterance for both (explicit and implicit) proactive strategies. Note that original interactions were conducted in German.

| Common Interaction | Interaction Including Recommendation |
|--------------------|-------------------------------------|
| U: Alexa, start Mensa-Planner. | U: Alexa, start Mensa-Planner. |
| S: Hi, I am the Mensa-Planner. I assist you finding your favourite meals. How can I help you today? | S: Hi, I am the Mensa-Planner. I assist you finding your favourite meals. |
| U: What can I eat in the Burger-Bar today? | S: Today, I recommend you a cheeseburger in the Burger-Bar. |
| S: The Burger-Bar serves cheeseburger, chickenburger, ... | U: Ah okay, nice. Thank you Mensa Planner. |
| U: The price for cheeseburger is around 2 Euro. | S: See you soon! |
| U: Is a cheeseburger available in a menu? | |
| S: Yes, a cheeseburger is available in a menu with french fries. |
| U: Ok, put Cheeseburger on my list. | |
| S: I put Cheeseburger on your favourites list. | |

category or a restaurant, the search name was added to a corresponding recommendation list with the value of one. In the presented example, 'What can I eat in the Burger-Bar today?' would have added "Burger-Bar" to list of favoured restaurants. When having asked for detailed information of a meal, its name would have been added to the list of favorite meals. Additionally, its category and restaurant would have been added to respective lists as well. If an entry with the same value already existed, its value would have been increased by one. As the user asked for detailed information about cheeseburgers in our example ('How much is a cheeseburger?' and 'Is a cheeseburger available in a menu?'), the values of "cheeseburger", "Burger-Bar", and "Burger" would have been increased respectively. The system then recommended meals depending on the highest rated entries of the favourites lists, e.g. 'Today, I recommend you a cheeseburger in the Burger-Bar'.

4. Evaluation

In our experiment, the system's acceptance (scale developed by Van Der Laan et al. (1997)) and the user experience with the system were assessed as dependent variables. For measuring the user experience, the well-known Subjective Assessment of Speech System Interfaces (SASSI) questionnaire (Hone and Graham, 2000) was employed. This questionnaire contains the sub-scales response accuracy, likeability, cognitive demand, habitability, as well as user satisfaction. In addition, the subject’s motivation to interact with the system was measured using a scale developed by McAuley et al. (1989). All scales were translated into German, as the experiments were conducted using German participants. Additionally, the scales were slightly modified for content and study context. Furthermore, the user experience was assessed with a 7-point Likert scales ranging from 1 = "totally disagree" to 7 = "totally agree" except for the acceptance assessment which used contrary adjective pairs on a 7-point Likert scale. Developed study design consisted of three independent between-subject conditions to which participants were randomly assigned. Conditions were as follows:

- **Reactive:** subjects used the basic version of the implemented information retrieval system that provided no recommendations at all. This was used as baseline condition.
- **Proactive (explicit):** the system provided recommendations at the beginning of each interaction based on the previously described explicit proactive dialogue strategy, where subjects managed their preferences themselves.
- **Proactive (implicit):** the system provided recommendations at the beginning of each interaction based on the previously described implicit proactive dialogue strategy relying on automatic measures of previous user behavior.

As a cover story the subjects were told that they would have to test the new Alexa menu assistant of the university for usability. Furthermore, subjects were instructed to interact with the Alexa Skill for about five minutes daily over a period of 5 weekdays and to evaluate the application in a questionnaire at the end of the study. For the duration of the evaluation, they were provided with an Alexa Echo Dot on loan. Additionally, participants received detailed online study instructions. These instructions contained example utterances as well as an explicit task description. First, subjects had to make meal queries (at least one) choosing from three request types: query of meals offered by specific restaurants, query of meals of a specific food category, or an explicit search for meals. Subsequently, they had to make requests (also at least one) for details about specific meals (either all details or particular details, e.g. food price) or restaurants (description, opening times, location). The user could also request help from the system, if he or she was unsure about what to say. Furthermore, the system was able to prompt the user again in case of low speech recognition accuracy. After participants repeated the task for 5
days, they received access to the online questionnaire. Upon successful completion, they were then given the reward for participation.

19 German participants (52.6% female) with an average age of 23.37 (SD = 4.06) were recruited and received 10 Euro in return for their participation. 15 subjects were students, while the other 4 were employees of our university. A condition of participation was actually visiting the canteen on a regular basis.

5. Results

For data analysis, a one-way Analysis of Variance (ANOVA) was used for guaranteeing no significant confounding variables and for testing the significance of described reactive and proactive (explicit, implicit) dialogue strategies. As usual for small sample sizes, a few deviations of normal distribution (Shapiro-Wilk test) were detected. According to Glass et al. (1972) and Field (2009), the F-statistic of an ANOVA can be robust to violations of assumptions, as long as the group sizes are equal. All depending variables showed equal homogeneity of variances according to Levene’s test.

In order to rule out confounding group differences for the study conditions, the subjects’ experience with existing speech assistants (Alexa, Google Home, Siri,...) were controlled for. There were no significant group differences ($F(2, 16) = 0.001, p >> .05$).

In addition, participants age and gender was similarly distributed in the different experimental groups and no outliers were found in the data set. An overview of the results is presented in Table 2.

The data analysis revealed significant differences between the dependent variables $Satisfaction (F(2, 16) = 3.65, p < .05, \eta^2 = 0.31)$, $Habitability (F(2, 16) = 4.81, p < .05, \eta^2 = 0.38)$, and $Motivation (F(2, 16) = 4.25, p < .05, \eta^2 = 0.35)$. According to Cohen (1988), the limits for the size of the effect are .01 (small effect), .06 (medium effect) and .14 (large effect). According to these rules of thumb, the effect of our ANOVA is considered as large.

For clarifying which conditions differed significantly, post-hoc t-tests were conducted. For $Satisfaction$, the explicit proactive condition was rated significantly higher than the reactive condition ($t(10) = 2.53, p < .05$). There was also a notable difference between implicit and reactive strategy ($t(11) = 2.03, p = .07$). $Habitability$ was rated significantly higher for the implicit vs. reactive condition ($t(11) = 3.14, p < .01$). Both proactive strategies were rated significantly higher than the reactive condition for $Motivation$ (explicit vs. reactive, $t(10) = 3.03, p < .05$; implicit vs. reactive, $t(11) = 2.39, p < .05$). There were no significant differences between the proactive test conditions.

6. Discussion

The study revealed differences between proactive and reactive conditions. Both proactive dialogue strategies received, in case of the explicit strategy significantly, higher ratings for user’s satisfaction with system interaction. Hence, it could be shown that by providing an obliging system, the interaction was tailored more appropriate to user needs in spoken information retrieval dialogues. Furthermore, both proactive strategies motivated the user significantly more to interact with the system than the reactive strategy. This is a strong indicator that the system, by its activity, was considered more encouraging. Since motivation was measured after 5 days of usage, proactivity could be seen as a factor for engaging the user more for a permanent use of a recommendation system. However, more studies regarding this topic need to be conducted in order to get more valuable results.

Implicit proactive behaviour was also rated higher on habitability. According to Hone and Graham (2000) a "habitable system may be defined as one in which there is a good match between the user’s conceptual model of the system and the actual system.”. Consequently, users could build a better model of the system’s functionalities, when it implicitly tracked their behaviour for recommendations. This implicates that the tracking of user behaviour worked quite well. However, it seems strange that the explicit strategy in comparison was rated quite lower. Especially, as users were in charge of organising their meal suggestions in this condition. Why this effect did occur needs to be investigated more.

Overall, the proactive strategies were perceived as more user friendly which is additionally backed up by positive tendencies in the measurements of acceptance, cognitive demand, and likeability. This is in line with the results provided by Peng et al. (2019). There, a medium-proactive robot was perceived as more appropriate and helpful in decision-making tasks. However, they used a Wizard-of-Oz setup in contrast to our approach. Hence, our study recommends that

| Dialogue Strategy | Acceptance | SRA | Likeability | Cognitive Demand | Satisfaction | Habitability | Motivation |
|-------------------|------------|-----|-------------|------------------|--------------|--------------|------------|
| Reactive          | M (SD)     | M (SD) | M (SD)     | M (SD)          | M (SD)       | M (SD)       | M (SD)     |
|                   | 4.09 (.26) | 3.74 (.04) | 4.55 (.22) | 4.25 (.04)      | 4.81 (.38)   | 6.22 (.54)   | 5.28 (.61) |
| Proactive (explicit) | 4.79 (.66) | 4.56 (.94) | 5.36 (.38) | 5.54 (.24)      | 4.79 (.38)   | 6.42 (.54)   | 5.28 (.61) |
| Proactive (implicit) | 4.30 (.84) | 4.67 (.63) | 5.21 (.80) | 5.21 (.80)      | 6.19 (.74)   | 6.19 (.74)   | 5.21 (.80) |

Table 2: Descriptive statistics of the measured dependent variables with reference to the dialogue strategies. Results for cognitive demand are inverted (the higher, the better). SRA implies system response accuracy.
the results can be transferred to real functioning interactive systems. Although there were no significant differences between the two types of proactivity, some observations were possible. The explicit strategy had higher ratings for user acceptance. This could indicate that users want to be in charge when providing information about their preferences and may not fully trust a system that autonomously collects their data. This behaviour can also be seen in the work of Rau et al. (2013), in which a reactive robot had higher trust ratings than a proactive version. However, this may also originate from using Alexa Echo Dots for evaluation. Hence, subjects could have been biased towards the brand. For a better understanding of the reasons, more studies regarding trust in proactive dialogue systems need to be conducted. Contrary, the implicit strategy was rated higher in system response accuracy and habitability. A cautious assumption can be made, that as more proactive a system gets, the more competent and reliable it is perceived. This only holds true when the system acts in favour of the user and does not give incomprehensible recommendations (Nothdurft et al., 2015). Consequently, the implicit strategy has a higher cost when making errors but also a higher benefit when acting in favour of the user.

Comparing the strengths and weaknesses of the study design, the advantages of the setup formed a realistic test scenario and an easy rapid prototyping of the dialogue strategies. A disadvantage was the quite low number of participants. Using a higher number could have provided more comparable results between the explicit and implicit strategies. Furthermore, the speech recognition errors of Amazon Alexa were troublesome, as several participants of the study reported issues. For example, subject 8 (female, 26) reported that Alexa understood several meals, but some not. In addition, subject 2 (female, 27) described that Alexa often did not understand the meals, when she had asked for details about a dish. We are aware that a Wizard-of-Oz setup would have prevented such errors. However, for the creation of a realistic setup with an experimental duration of 5 days, this was deemed impracticable and not expedient in the context of our evaluation.

7. Conclusion
In this work, a pilot study on different types of proactive system behaviour was presented. Both strategies were implemented in a realistic test scenario using Amazon’s Alexa as information retrieval system for planning university-restaurant visits. The study results provided evidence, in line with recent research, that proactive speech assistants can positively effect the perception of HCI. However, it was only concentrated on proactive recommendations in the context of this work. Proactive system behaviour should be far more than only suggestions. Therefore, future work should concentrate on generalisable proactive dialogue strategies for all kinds of application domains.
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