FORMULAS FOR GENERALIZED PRINCIPAL LYAPUNOV EXPONENT FOR PARABOLIC PDES
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Abstract. An integral formula is given representing the generalized principal Lyapunov exponent for random linear parabolic PDEs. As an application, an upper estimate of the exponent is obtained.

1. Introduction. In [8] the current authors presented the theory of generalized principal Lyapunov exponents for linear random parabolic partial differential equations (PDEs) of the form

\[
\frac{\partial u}{\partial t} = \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( \sum_{j=1}^{N} a_{ij}(\theta_t \omega, x) \frac{\partial u}{\partial x_j} + a_i(\theta_t \omega, x) u \right) + \sum_{i=1}^{N} b_i(\theta_t \omega, x) \frac{\partial u}{\partial x_i}
\]

+ c_0(\theta_t \omega, x) u, \quad t > s, \quad x \in D,

where \( D \subset \mathbb{R}^N \), endowed with boundary conditions of either Dirichlet or Robin type, driven by an ergodic flow \((\theta_t)_{t \in \mathbb{R}}\) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The second- and first-order coefficients of the equation are assumed to be bounded uniformly in \( \omega \in \Omega \), whereas as concerns zero-order coefficients some integral-type conditions are required. That generalizes the theory in [6], where it was assumed that all the coefficients are bounded.

The generalized principal Lyapunov exponent is defined as the logarithmic growth rate of some distinguished solutions (see Theorem 2.4(i)–(ii)). It comes out that the generalized principal Lyapunov exponent is just equal to the top Lyapunov exponent (Theorem 2.4(iv)). Moreover, for any nontrivial nonnegative solution its logarithmic growth rate equals the generalized principal Lyapunov exponent (Theorem 2.4(iii)).

Bearing in mind that Lyapunov exponents have relevance for establishing stability/instability of nonlinear PDEs of parabolic type, it is very important to find ways of estimating them.
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It is the purpose of the present paper to give some estimates of formulas for the
generalized principal Lyapunov exponent.

The paper is organized as follows. In Section 2 some preliminaries are given. In
particular, the standing assumptions are established, and necessary results from
[8] are presented. Section 3 is devoted to the proof of the integral formula of the
generalized principal Lyapunov exponent (Theorem 3.1). In Section 4 an upper
estimate is presented of the generalized principal Lyapunov exponent in terms of
the principal eigenvalues of the (elliptic) equations with “frozen” coefficients (The-
orem 4.3).

2. Preliminaries. In the present section we introduce the main concepts and as-
sumptions, and formulate the main results on generalized principal Lyapunov ex-
ponents, as presented in [8].

By a measurable space we understand a pair \((P, \mathfrak{F})\), where \(P\) is a set and \(\mathfrak{F}\) is
a \(\sigma\)-algebra of subsets of \(P\). For measurable spaces \((P, \mathfrak{F})\) and \((R, \mathcal{R})\), a function
\(f: P \rightarrow R\) is \((\mathfrak{F}, \mathcal{R})\)-measurable if for any \(A \in \mathcal{R}\) its preimage, \(f^{-1}(A)\), belongs to
\(\mathfrak{F}\).

By a measure space we understand a triple \((P, \mathfrak{F}, \mu)\), where \((P, \mathfrak{F})\) is a measurable
space and \(\mu\) is a measure defined on \(\mathfrak{F}\). When \(\mu\) is finite we speak of a finite measure
space, and when \(\mu(P) = 1\) we speak of a probability space.

For a metrizable space \(X\), \(\mathfrak{B}(X)\) denotes the \(\sigma\)-algebra of Borel sets of \(X\).

For further reference, we give now a special form of Pettis’ theorem.

Proposition 1. Let \((P, \mathfrak{F}, \mu)\) be a finite measure space and let \(C(Y)\) be the separable
Banach space of all continuous real functions on a compact metrizable \(Y\). For a
function \(f: P \rightarrow C(Y)\) the following properties are equivalent.

(a) \(f\) is \((\mathfrak{F}, \mathfrak{B}(C(Y)))\)-measurable.

(b) For each \(y \in Y\) the function
\[
[ P \ni p \mapsto f(p)(y) \in \mathbb{R} ]
\]
is \((\mathfrak{F}, \mathfrak{B}(\mathbb{R}))\)-measurable.

Proof. By [1, Lemma 11.37 on p. 424], the function \(f\) in (a) [resp. the functions
\([p \mapsto f(p)(y)]\) in (b)] are measurable if and only if they are strongly measurable
(that is, \(\mu\)-a.e. limits of simple functions). [2, Corollary on pp. 42–43] implies that
\(f\) is strongly measurable if and only if for each \(y \in Y\) the functions \([p \mapsto f(p)(y)]\)
are strongly measurable.

Assume that \(((\Omega, \mathfrak{F}, \mathbb{P}), (\theta_t)_{t \in \mathbb{R}})\) is a metric flow: \((\Omega, \mathfrak{F}, \mathbb{P})\) is a probability space,
and \(\theta: \mathbb{R} \times \Omega \rightarrow \Omega\) is a \((\mathfrak{B}(\mathbb{R}) \otimes \mathfrak{F}, \mathfrak{F})\)-measurable mapping such that the following
holds, where, for \(t \in \mathbb{R}\) and \(\omega \in \Omega\), \(\theta_t\omega\) stands for \(\theta(t, \omega)\):

- \(\theta_0\omega = \omega\) for any \(\omega \in \Omega\),
- \(\theta_{t_1+t_2}\omega = \theta_{t_2}(\theta_{t_1}\omega)\) for any \(t_1, t_2 \in \mathbb{R}\) and any \(\omega \in \Omega\),
- for each \(t \in \mathbb{R}\) the mapping \(\theta_t: \Omega \rightarrow \Omega\) is \(\mathbb{P}\)-preserving (i.e., \(\mathbb{P}(\theta_t^{-1}(F)) = \mathbb{P}(F)\)
for any \(F \in \mathfrak{F}\) and \(t \in \mathbb{R}\)).

Sometimes we write simply \((\theta_t)_{t \in \mathbb{R}}\) for a metric flow.

Throughout the paper the standing assumption is that \(((\Omega, \mathfrak{F}, \mathbb{P}), (\theta_t)_{t \in \mathbb{R}})\) is a
metric flow which is moreover ergodic: If \(F \in \mathfrak{F}\) is such that \(\theta_t(F) = F\) for all \(t \in \mathbb{R}\)
(in other words, \(F\) is invariant), then either \(\mathbb{P}(F) = 0\) or \(\mathbb{P}(F) = 1\). Furthermore,
the probability measure \(\mathbb{P}\) is assumed to be complete.
Consider a family, indexed by $\omega \in \Omega$, of linear second order partial differential equations

$$\frac{\partial u}{\partial t} = \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( \sum_{j=1}^{N} a_{ij}(\theta_i \omega, x) \frac{\partial u}{\partial x_j} + a_i(\theta_i \omega, x) u \right) + \sum_{i=1}^{N} b_i(\theta_i \omega, x) \frac{\partial u}{\partial x_i} + c_0(\theta \omega, x) u, \quad t > s, \ x \in D,$$

where $s \in \mathbb{R}$ is an initial time and $D \subset \mathbb{R}^N$ is a bounded domain with boundary $\partial D$, complemented with boundary condition

$$\mathcal{B}_{\theta \omega} u = 0, \quad t > s, \ x \in \partial D,$$

where

$$\mathcal{B}_{\omega} u = \begin{cases} u & \text{(Dirichlet)} \\ \sum_{i=1}^{N} \left( \sum_{j=1}^{N} a_{ij}(\omega, x) \frac{\partial u}{\partial x_j} + a_i(\omega, x) u \right) \nu_i & \text{(Neumann).} \\ \sum_{i=1}^{N} \left( \sum_{j=1}^{N} a_{ij}(\omega, x) \frac{\partial u}{\partial x_j} + a_i(\omega, x) u \right) \nu_i + d_0(\omega, x) u & \text{(Robin).} \end{cases}$$

Above, $\nu = (\nu_1, \ldots, \nu_N)$ denotes the unit normal vector pointing out of $\partial D$.

When we want to emphasize that (1)+(2) is considered for some (fixed) $\omega \in \Omega$ we write $(1)_{\omega} + (2)_{\omega}$.

Throughout the present paper, $\| \cdot \|$ stands for the standard norm in $L_2(D)$ or for the standard norm in $\mathcal{L}(L_2(D)) (= \text{the Banach space of bounded linear operators from } L_2(D) \text{ into } L_2(D))$, depending on the context. $L_2(D)^+$ denotes the set of those functions in $L_2(D)^+$ that are nonnegative Lebesgue-a.e. on $D$.

We make the following assumptions ($\alpha$ is a positive constant).

**(A0)** (Boundary regularity) $D \subset \mathbb{R}^N$ is a bounded domain with boundary $\partial D$ of class $C^{3+\alpha}$, for some $\alpha > 0$.

(This is the first item in assumption (R)(ii) in [8].)

**(A1)** (Measurability) The functions $a_{ij}: \Omega \times D \to \mathbb{R}$ ($i, j = 1, \ldots, N$), $a_i: \Omega \times D \to \mathbb{R}$ ($i = 1, \ldots, N$), $b_i: \Omega \times D \to \mathbb{R}$ ($i = 1, \ldots, N$) and $c_0: \Omega \times D \to \mathbb{R}$ are ($\mathcal{F} \otimes \mathcal{B}(D), \mathcal{B} (\mathbb{R})$)-measurable. In the case of Robin boundary conditions the function $d_0: \Omega \times \partial D \to [0, \infty)$ is ($\mathcal{F} \otimes \mathcal{B}(\partial D), \mathcal{B} (\mathbb{R})$)-measurable.

(This is assumption (PA1) in [8].)

For $\omega \in \Omega$ let $a_{ij}^\omega: \mathbb{R} \times D \to \mathbb{R}$ be defined as

$$a_{ij}^\omega(t, x) := a_{ij}(\theta_i \omega, x),$$

and similarly for $a_i^\omega$, etc.

**(A2)**

(i) (Boundedness of second order terms) For each $\omega \in \Omega$ the functions $a_{ij}^\omega$ ($i, j = 1, \ldots, N$) and $a_i^\omega$ ($i = 1, \ldots, N$) belong to $C^{2+\alpha, 2+\alpha}(\mathbb{R} \times \bar{D})$. Moreover, their $C^{2+\alpha, 2+\alpha}(\mathbb{R} \times \bar{D})$-norms are bounded uniformly in $\omega \in \Omega$.

(ii) (Boundedness of first order terms) For each $\omega \in \Omega$ the functions $b_i^\omega$ ($i = 1, \ldots, N$) belong to $C^{2+\alpha, 1+\alpha}(\mathbb{R} \times \bar{D})$. Moreover, their $C^{2+\alpha, 1+\alpha}(\mathbb{R} \times \bar{D})$-norms are bounded uniformly in $\omega \in \Omega$. 


and linear skew-product semiflow system on $L_\Phi = (\{e.g., [6, Prop. 2.5.1]\}).$

$satisfied pointwise on $(This is assumption (PA3) in [8].)

For each $\omega \in \Omega$, $-\infty < c_0^-(\omega) \leq 0 \leq c_0^+(\omega) < \infty$. Moreover, the following result holds, which we state here for further reference.

Lemma 2.1. Assume (A1) and (A2)(iv).

(i) The mappings $[\Omega \ni \omega \mapsto c_0^\pm(\omega) \in \mathbb{R}]$ are $(\mathcal{F}, \mathcal{B}(\mathbb{R}))$-measurable.

(ii) For each $\omega \in \Omega$ the mappings $[\mathbb{R} \ni t \mapsto c_0^\pm(\theta_t \omega) \in \mathbb{R}]$ are continuous.

Proof. In order to prove part (i) it suffices to prove that $[\omega \mapsto \inf_{x \in \mathcal{D}} c_0(\omega, x)]$ and $[\omega \mapsto \sup_{x \in \mathcal{D}} c_0(\omega, x)]$ are $(\mathcal{F}, \mathcal{B}(\mathbb{R}))$-measurable. It follows from (A2)(iv) that $c_0(\omega, \cdot)$ belongs to $C(\mathcal{D})$. Let $\{x_k\}_{k=1}^\infty$ be a dense subset of $\mathcal{D}$. It is a consequence of (A1) that for each $k$ the function $[\omega \mapsto c_0(\omega, x_k)]$ is $(\mathcal{F}, \mathcal{B}(\mathbb{R}))$-measurable. Since

$$\inf_{x \in \mathcal{D}} c_0(\omega, x) = \inf_{k \in \mathbb{N}} c_0(\omega, x_k)$$ and $$\sup_{x \in \mathcal{D}} c_0(\omega, x) = \sup_{k \in \mathbb{N}} c_0(\omega, x_k),$$

we conclude the proof of part (i) by using the fact that the infimum/supremum of a countable family of measurable functions is measurable.

As (A2)(iv) implies that for each $\omega \in \Omega$ the mapping $[\mathbb{R} \ni t \mapsto c_0^\pm(t, \cdot) \in C(\mathcal{D})]$ is continuous, part (ii) follows in a straightforward way. \hfill \bbox

(A3) Ellipticity There exists $\alpha_0 > 0$ such that for each $\omega \in \Omega$ there holds

$$\sum_{i,j=1}^N a_{ij}(\theta_t \omega, x) \xi_i \xi_j \geq \alpha_0 \sum_{i=1}^N \xi_i^2, \quad \xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^N,$$

and

$$a_{ij}(\theta_t \omega, x) = a_{ji}(\theta_t \omega, x), \quad i, j = 1, 2, \ldots, N,$$

for Lebesgue-a.e. $(t, x) \in \mathbb{R} \times \mathcal{D}$.

(This is assumption (PA3) in [8].)

Under (A0) through (A3), for any $\omega \in \Omega$, $s \in \mathbb{R}$ and $u_0 \in L_2(\mathcal{D})$ there exists a unique global weak solution, $u_0(\cdot, s, \omega, u_0)$, of (1)$_\omega$+ (2)$_\omega$ with initial condition $u(s) = u_0$. Moreover, this weak solution is in fact a classical solution: (1)$_\omega$ is satisfied pointwise on $(s, \infty) \times \mathcal{D}$ and (2)$_\omega$ is satisfied pointwise on $(s, \infty) \times \partial \mathcal{D}$ (see, e.g., [6, Prop. 2.5.1]).

Define

$$U_\omega(t) u_0 := u(t, 0; \omega, u_0), \quad (\omega \in \Omega, \ t \geq 0, \ u_0 \in L_2(\mathcal{D})).$$

$\Phi = ((U_\omega(t))_{\omega \in \Omega, t \in \mathbb{R}^+}, (\theta_t)_{t \in \mathbb{R}})$ is a measurable linear skew-product semidynamical system on $L_2(\mathcal{D})$ covering a metric dynamical system $(\theta_t)_{t \in \mathbb{R}}$, called the measurable linear skew-product semiflow on $L_2(\mathcal{D})$ generated by (1)+ (2) (for definitions see [8]).
Lemma 2.2. Assume (A0)–(A3). Then there exists $\gamma \in \mathbb{R}$ such that
\[
\|U_\omega(t)u_0\| \leq e^{\gamma t} \exp\left(\int_0^t c_0^{(+)}(\theta_\tau \omega) \, d\tau\right) \|u_0\|
\]
for all $\omega \in \Omega$, $u_0 \in L_2(D)^+$ and $t > 0$.

Proof. The inequality follows by [8, Props. 3.4 and 3.5] and the monotonicity of the norm $\|\cdot\|$ (see, e.g., [7, Subsect. 2.3]).

We make further assumptions on zero-order terms.

(A4) Zero order terms

(i) The mapping $[\Omega \ni \omega \mapsto \int_0^1 c_0^{(+)}(\theta_t \omega) \, dt \in [0, \infty)]$ belongs to $L_1((\Omega, \mathcal{F}, \mathbb{P}))$;

(ii) the mapping $[\Omega \ni \omega \mapsto \ln \left(\int_0^1 (c_0^{(+)}(\theta_t \omega) - c_0^{(-)}(\theta_t \omega)) \, dt \in [0, \infty]\right)$ belongs to $L_1((\Omega, \mathcal{F}, \mathbb{P}))$;

(These are assumptions (PA0)(i)–(ii) in [8].)

Lemma 2.3. Assume (A0)–(A2) and (A4)(i). Then $c_0^{(+)} \in L_1((\Omega, \mathcal{F}, \mathbb{P}))$.

Proof. By Lemma 2.1, $[\Omega \ni \omega \mapsto c_0^{(+)}(\theta_t \omega)]$ is, for a fixed $t \in \mathbb{R}$, $(\mathcal{F}, \mathcal{B}(\mathbb{R}))$-measurable, and $[\mathbb{R} \ni t \mapsto c_0^{(+)}(\theta_t \omega)]$ is, for a fixed $\omega \in \Omega$, continuous. It follows from [1, Lemma 4.51 on p. 153] that the function
\[
[\Omega \times [0, 1] \ni (\omega, t) \mapsto c_0^{(+)}(\theta_t \omega) \in \mathbb{R}],
\]
is $(\mathcal{F} \otimes \mathcal{B}([0, 1]), \mathcal{B}(\mathbb{R}))$-measurable. Since $c_0^{(+)}$ is nonnegative, we can apply Tonelli’s theorem to conclude that
\[
\int_\Omega \left(\int_0^1 c_0^{(+)}(\theta_t \omega) \, dt\right) d\mathbb{P}(\omega) = \int_0^1 \left(\int_\Omega c_0^{(+)}(\theta_t \omega) \, d\mathbb{P}(\omega)\right) dt = \int_0^1 \left(\int_\Omega c_0^{(+)}(\omega) \, d(\theta_t \mathbb{P})(\omega)\right) dt.
\]
But $\theta_t \mathbb{P} = \mathbb{P}$ for any $t \in \mathbb{R}$, so it follows that $c_0^{(+)} \in L_1((\Omega, \mathcal{F}, \mathbb{P}))$. 

We give now one of the main results formulated and proved in [8].

Theorem 2.4. Assume (A0)–(A4). Then there are:

• an invariant set $\bar{\Omega}_0 \subset \Omega$, $\mathbb{P}(\bar{\Omega}_0) = 1$,
• an $(\mathcal{F}, \mathcal{B}(L_2(D)))$-measurable function $w: \bar{\Omega}_0 \to L_2(D)^+$ with $\|w(\omega)\| = 1$ for all $\omega \in \bar{\Omega}_0$,

having the following properties:

(i) $w(\theta_t \omega) = \frac{U_\omega(t)w(\omega)}{\|U_\omega(t)w(\omega)\|}$ for any $\omega \in \bar{\Omega}_0$ and $t \geq 0$. 
(ii) There is \( \tilde{\lambda}_1 \in [−\infty, \infty) \) such that for any \( \omega \in \tilde{\Omega}_0 \),
\[
\tilde{\lambda}_1 = \lim_{t \to \infty} \frac{\rho_t(\omega)}{t} = \int_{\Omega} \ln \rho_1 \, dP,
\]
where
\[
\rho_t(\omega) = \|U_\omega(t)w(\omega)\| \quad \text{for } t \geq 0
\]
(iii) For any \( \omega \in \tilde{\Omega}_0 \) and \( u \in L_2(D) \setminus \{0\} \),
\[
\lim_{t \to \infty} \frac{\ln \|U_\omega(t)u\|}{t} = \tilde{\lambda}_1.
\]
(iv) For any \( \omega \in \tilde{\Omega}_0 \) and \( u \in L_2(D) \setminus \{0\} \)
\[
\limsup_{t \to \infty} \frac{\ln \|U_\omega(t)u\|}{t} \leq \tilde{\lambda}_1 \quad \text{and} \quad \lim_{t \to \infty} \frac{\ln \|U_\omega(t)\|}{t} = \tilde{\lambda}_1.
\]
\( \tilde{\lambda}_1 \) is referred to as the \textit{generalized principal Lyapunov exponent} of \( \Phi \) (or of (1)+(2)).

3. Integral formula for generalized principal Lyapunov exponent. In this section we give a representation of the generalized Lyapunov exponent as the integral over \( \Omega \) of some function connected with the Dirichlet form.

We assume that (A0) through (A4) are satisfied. Recall that, in particular, \(((\Omega, \mathcal{F}, \mathbb{P}), (\theta_t)_{t \in \mathbb{R}})\) is an ergodic metric flow.

Let \( V \) denote the Banach space as in [8, Sect. 3] (in the Dirichlet or Neumann cases \( V \) is a closed subspace of the Sobolev space \( W_2^1(D) \)).

For \( \omega \in \Omega \) the \textit{Dirichlet form} \( B_\omega = B_\omega(\cdot, \cdot) \) is a bilinear form on \( V \) defined as
(we use summation convention)
\[
B_\omega(u, v) := \int_D \left( (a_{ij}(\omega, x)\partial_j u + a_i(\omega, x)u)\partial_i v - (b_i(\omega, x)\partial_i u + c_0(\omega, x)u)v \right) \, dx, \quad u, v \in V,
\]
in the Dirichlet and Neumann boundary condition cases, and
\[
B_\omega(u, v) := \int_D \left( (a_{ij}(\omega, x)\partial_j u + a_i(\omega, x)u)\partial_i v - (b_i(\omega, x)\partial_i u + c_0(\omega, x)u)v \right) \, dx
+ \int_{\partial D} d_0(\omega, x)uv \, dH_{N-1}, \quad u, v \in V,
\]
in the Robin boundary condition case (\( H_{N-1} \) denotes \((N-1)\)-dimensional Hausdorff measure, which is, under (A0), the same as surface measure).

From the fact that any solution is classical it follows that \( w(\omega) \) in Theorem 2.4 belongs to \( C^1(D) \), hence the function \( \kappa: \Omega \to \mathbb{R} \),
\[
\kappa(\omega) := -B_\omega(w(\omega), w(\omega)),
\]
is well defined.

The following is the main result of this section.
Theorem 3.1.

$$\tilde{\lambda}_1 = \int_{\Omega} \kappa(\omega) \, d\mathcal{P}(\omega).$$

In the case of bounded zero-order terms an analog of Theorem 3.1 was proved in [6] (cf. [6, Thm. 3.5.3]). For analogs of the formula for other types of equations, see the survey paper [5].

Before giving the proof of Theorem 3.1 we formulate and prove a couple of auxiliary results.

Lemma 3.2. For any $\omega \in \tilde{\Omega}_0$ the mappings

$$[-\infty, \infty) \ni t \mapsto w(\theta t \omega) \in C^1(\bar{D})$$

and

$$[-\infty, \infty) \ni t \mapsto \kappa(\theta t \omega) \in \mathbb{R}$$

are continuous.

Proof. Fix $\omega \in \tilde{\Omega}_0$. By Theorem 2.4(i), we have

$$w(\theta t \omega) = \frac{U_{\theta t \omega}(t + 2) w(\theta - 2 \omega)}{\|U_{\theta \omega}(t + 2) w(\theta - 2 \omega)\|} \quad \text{for } -1 \leq t \leq 1.$$

Proceeding along the lines of the proof of [6, Proposition 2.1.4] one obtains that the mapping $[-1, 1] \ni t \mapsto U_{\theta t \omega}(t + 2) w(\theta - 2 \omega) \in C^{2+\alpha}(\bar{D})$ is continuous, so a fortiori that mapping with $C^{2+\alpha}(\bar{D})$ replaced by $C^1(\bar{D})$. We have thus proved that the restriction of the mapping $[t \mapsto \kappa(\theta t \omega)]$ to $[-1, 1]$ is continuous. Since $\omega \in \tilde{\Omega}_0$ is arbitrary, the mapping is continuous on its whole domain $(-\infty, \infty)$.

The continuity of the mapping $[t \mapsto \kappa(\theta t \omega)]$ is a consequence of the continuity of the first mapping and (A2).

Lemma 3.3. For any $\omega \in \tilde{\Omega}_0$ there holds

(i) $$\frac{d}{dt} \|U_{\omega}(t) w(\omega)\|_{t=t} = \kappa(\theta t \omega) \|U_{\omega}(t) w(\omega)\|$$

for all $t \in \mathbb{R}$;

(ii) $$\ln \|U_{\omega}(t) w(\omega)\| = \int_0^t \kappa(\theta \tau \omega) d\tau,$$

for all $t > 0$.

Proof. It follows from [6, Proposition 2.1.4] and the definition of $\kappa$ that

$$\|U_{\omega}(t) w(\omega)\|^2 - \|U_{\omega}(s) w(\omega)\|^2 = -2 \int_s^t \kappa(\theta \tau \omega) \|U_{\omega}(\tau) w(\omega)\|^2 d\tau$$

for any $0 \leq s < t$. As, by Lemma 3.2, the integrand on the right-hand side above is continuous in $\tau$, the statement (i) follows by standard calculus (for a similar reasoning, see [6, Lemma 3.5.3]). Part (ii) is straightforward.

Lemma 3.4. For each $T > 0$ the mapping

$$[\Omega \ni \omega \mapsto c_0^\omega|_{[0, T] \times \bar{D}} \in C^{3,2}([0, T] \times \bar{D})]$$

is $(\mathfrak{F}, \mathfrak{B}(C^{3,2}([0, T] \times \bar{D})))$-measurable.
**Indication of proof.** We give only the first step of the proof. Namely, we prove that the mapping
\[ \Omega \ni \omega \mapsto \frac{\partial \omega^\alpha}{\partial t}(t, x) \in C([0, T] \times \bar{D}) \]
is \((\mathfrak{F}, \mathfrak{B}(C([0, T] \times \bar{D})))\)-measurable. In view of Proposition 1 this is equivalent to showing that for \( t \in [0, T] \) and \( x \in \bar{D} \) fixed the mapping
\[ \Omega \ni \omega \mapsto \frac{\partial \omega^\alpha}{\partial t}(t, x) \in \mathbb{R} \]
is \((\mathfrak{F}, \mathfrak{B}(\mathbb{R}))\)-measurable, which follows in turn from the fact that, for each \( n \in \mathbb{N} \),
\[ \Omega \ni \omega \mapsto c_n^\alpha(t) \frac{1}{n} x \in \mathbb{R} \]
is \((\mathfrak{F}, \mathfrak{B}(\mathbb{R}))\)-measurable and that \( \frac{\partial \omega^\alpha}{\partial t}(t, x) = \lim_{n \to \infty} \frac{c_n^\alpha(t + \frac{1}{n} x) - c_n^\alpha(t, x)}{\frac{1}{n}} \).

We apply the above reasoning now to the derivatives of \( c_n^\alpha \) in \( t \) and \( x \), of suitable orders.

**Lemma 3.5.** The mapping \( w: \hat{\Omega}_0 \to C^1(\bar{D}) \) is \((\mathfrak{F}, \mathfrak{B}(C^1(\bar{D})))\)-measurable.

**Proof.** Write \( \hat{\Omega}_0 = \bigcup_{M > 0} \hat{\Omega}_M \), where
\[ \hat{\Omega}_M := \{ \omega \in \hat{\Omega}_0 : \|c_n^\alpha\|_{[-1, 0] \times \bar{D}} \|C^{2, 2}(\bar{D}) \| \leq M \} \]
In view of Lemma 3.4, for each \( M > 0 \) the set \( \hat{\Omega}_M \) belongs to \( \mathfrak{F} \). So it suffices to prove the measurability of \( w \) restricted to \( \Omega_M \), for each \( M > 0 \). In order to do this, observe first that \((A2)\) implies that the closure, \( \hat{Y}_M \), of
\[ \{ (a_{ij}^\alpha)\{x \times \bar{D}, a_{ij}^\alpha\{x \times \bar{D}, b_{ij}^\alpha\{x \times \bar{D}, c_n^\alpha\{x \times \bar{D}, d_n^\alpha\{x \times \bar{D} : \omega \in \hat{\Omega}_M \} \]
in the topology of \( C([-1, 0] \times \bar{D}, \mathbb{R}^{N^2 + 2N + 1}) \times C([-1, 0] \times \partial D, \mathbb{R}) \) is, by the Ascoli–Arzelà theorem, a compact metrizable space (for Dirichlet or Neumann boundary conditions we put \( d_n^\alpha \) constantly equal to zero), consisting of functions whose \( (\mathbb{C}^{2, 2, 2 + \alpha}([-1, 0] \times \bar{D}, \mathbb{R}^{N^2 + 2N + 1}) \times C([-1, 0] \times \partial D, \mathbb{R}) \) norms are uniformly bounded. Define \( \hat{E}_M : \hat{\Omega}_M \to \hat{Y}_M \) as
\[ \hat{E}_M(\omega) := (a_{ij}^\alpha\{x \times \bar{D}, a_{ij}^\alpha\{x \times \bar{D}, b_{ij}^\alpha\{x \times \bar{D}, c_n^\alpha\{x \times \bar{D}, d_n^\alpha\{x \times \bar{D} : \omega \in \hat{\Omega}_M \} \]
The \((\mathfrak{F}, \mathfrak{B}(\hat{Y}_M))\)-measurability of \( \hat{E}_M \) is a consequence of Proposition 1.

For \( \hat{a} = (\hat{a}_{ij}, \hat{b}_i, \hat{c}_0, \hat{d}_0) \in \hat{Y}_M \) and \( u_0 \in L_2(\bar{D}) \) denote by \( \hat{u}(t; \hat{a}, u_0) \) the solution, on \([-1, 0] \), of \((1) + (2)\), but with \( a_{ij}(\theta, \omega, x) \) replaced with \( \hat{a}_{ij}(t, x) \), etc., satisfying the initial condition \( \hat{u}(-1; \hat{a}, u_0) = u_0 \). By an argument as in the proof of [6, Proposition 2.5.4], the mapping
\[ [\hat{Y}_M \times L_2(\bar{D}) \ni (\hat{a}, u_0) \mapsto \hat{u}(0; \hat{a}, u_0) \in C^1(\bar{D})] \]
is continuous.

The restriction \( w|_{\hat{\Omega}_M} \) equals the composition of
\[ \hat{\Omega}_M \ni \omega \mapsto (\hat{E}_M(\omega), w(\theta_{-1} \omega)) \in \hat{Y}_M \times L_2(\bar{D}) \]
which is \((\mathfrak{F}, \mathfrak{B}(\hat{Y}_M) \otimes \mathfrak{B}(L_2(\bar{D})))\)-measurable by construction and Theorem 2.4, and
\[ [\hat{Y}_M \times (L_2(\bar{D})^+ \times \{0\}) \ni (\hat{a}, u_0) \mapsto ||\hat{u}(0; \hat{a}, u_0)|| \in C^1(\bar{D})] \].
which is continuous, since it follows from the parabolic strong maximum principle that \( \hat{u}(0; \hat{a}, u_0) \neq 0 \) for \( u_0 \in L_2(D) \setminus \{0\} \). It then follows that \( w : \Omega_M \to C^1(\hat{D}) \) is \((\mathcal{F}, \mathcal{B}(C^1(\hat{D})))\)-measurable. \(\square\)

**Lemma 3.6.** \( \kappa : \Omega \to \mathbb{R} \) is \((\mathcal{F}, \mathcal{B}(\mathbb{R}))\)-measurable.

**Proof.** By Proposition 1 and (A2), the mapping \( \Omega \ni \omega \mapsto a_{ij}^\omega(0, \cdot) \in C(\hat{D}) \) is \((\mathcal{F}, \mathcal{B}(C(\hat{D})))\)-measurable. As the mapping \( \Omega \ni \omega \mapsto \int_D (z(x) \partial_j u(x)) \partial_i v(x) \, dx \in \mathbb{R} \) is continuous, it follows that \( \tilde{\Omega}_0 \ni \omega \mapsto \int_D (a_{ij}(\omega, x) \partial_j w(\omega)) \partial_i w(\omega) \, dx \in \mathbb{R} \) is \((\mathcal{F}, \mathcal{B}(\mathbb{R}))\)-measurable. The measurability of the remaining summands is proved in a similar way. \(\square\)

**Lemma 3.7.** \( \kappa^+ \in L_1((\Omega, \mathcal{F}, \mathbb{P})) \).

**Proof.** Application of (7), combined with Lemma 2.2, implies that, for some \( \gamma \in \mathbb{R} \),

\[
\int_0^t \kappa(\theta_t \omega) \, d\tau \leq \int_0^t \kappa^+(\theta_t \omega) \, d\tau + \gamma t
\]

for all \( \omega \in \tilde{\Omega}_0 \) and \( t > 0 \). By the continuity of \( \int [0, \infty) \ni t \mapsto \kappa(\theta_t \omega) \) (see Lemma 3.2) and \( \int [0, \infty) \ni t \mapsto \kappa^+(\theta_t \omega) \) (see Lemma 2.1(ii)), there holds

\[
\kappa(\omega) \leq \kappa^+(\omega) + \gamma
\]

for \( \mathbb{P}\text{-a.e.} \omega \in \Omega \), which gives, via Lemma 2.3, the desired result. \(\square\)

**Proof of Theorem 3.1.** Application of the Birkhoff Ergodic Theorem (see, e.g., [4]) gives that for \( \mathbb{P}\text{-a.e.} \omega \in \Omega \)

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t \kappa(\theta_t \omega) \, d\tau = \int_{\Omega} \kappa(\cdot) \, d\mathbb{P}(\cdot),
\]

from which the conclusion follows immediately. \(\square\)

We would like to emphasize here the differences between the theory presented in [6] and the theory of measurable positive skew-product flows as presented in [8]. Namely, in the former a random (or nonautonomous) linear parabolic PDE generates a topological linear skew-product semiflow (the base \( Y \), that is, the set of parameters, is a compact metrizable space). The distinguished solutions (whose logarithmic growth rates are called principal Lyapunov exponents) correspond to a continuous function \( w \) defined on the base \( Y \). That simplifies the proofs considerably compared with these in the present paper.
4. Estimates from above. In the present section we consider symmetric problems of the form

\[
\begin{aligned}
\frac{\partial u}{\partial t} &= \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( \sum_{j=1}^{N} a_{ij}(\theta_i, \omega, x) \frac{\partial u}{\partial x_j} \right) + c_0(\theta_i, \omega, x) u, \quad t > s, \ x \in D, \\
B_{\theta, \omega} u &= 0 \quad t > s, \ x \in \partial D,
\end{aligned}
\]

where

\[
B_{\omega} (u, v) = \begin{cases} 
  u & \text{(Dirichlet)} \\
  \sum_{i=1}^{N} \left( \sum_{j=1}^{N} a_{ij}(\omega, x) \frac{\partial u}{\partial x_j} \right) \nu_i & \text{(Neumann)} \\
  \sum_{i=1}^{N} \left( \sum_{j=1}^{N} a_{ij}(\omega, x) \frac{\partial u}{\partial x_j} \right) \nu_i + d_0(\omega, x) u & \text{(Robin)}
\end{cases}
\]

To emphasize that (8) is considered for some (fixed) \( \omega \in \Omega \) we write (8)\( \omega \).

We assume (A0) through (A4).

The Dirichlet form \( B_{\omega} (\cdot, \cdot) \) takes the form:

\[
B_{\omega} (u, v) = \int_{D} \left( a_{ij}(\omega, x) \partial_{ij} u \partial_v + c_0(\omega, x) u v \right) dx, \ u, v \in V, \quad (9)
\]

in the Dirichlet and Neumann cases, and

\[
B_{\omega} (u, v) = \int_{D} \left( a_{ij}(\omega, x) \partial_{ij} u \partial_v + c_0(\omega, x) u v \right) dx + \int_{\partial D} d_0(\omega, x) u v dH_{N-1}, \ u, v \in V, \quad (10)
\]

in the Robin case.

It is well known (see, e.g., [3]) that, for fixed \( \omega \in \Omega \), the largest (necessarily real) eigenvalue of the (elliptic) boundary value problem

\[
\begin{aligned}
\lambda u &= \sum_{i=1}^{N} \partial_{x_i} \left( \sum_{j=1}^{N} a_{ij}(\omega, x) \partial_{x_j} u \right) + c_0(\omega, x) u, \quad x \in D, \\
B_{\omega} u &= 0 \quad x \in \partial D
\end{aligned}
\]

equals

\[
\max \left\{ -B_{\omega} (u, u) : u \in V, \|u\| = 1 \right\}. \quad (12)
\]

We will denote this quantity (called the principal eigenvalue of (11)\( \omega \)) by \( \lambda_{\text{princ}}(\omega) \).

Moreover, there exists \( v \in V, \|v\| = 1 \), such that \( v(x) > 0 \) for all \( x \in D \) and the maximum in (12) is attained precisely at \( v \) and \( -v \). Such a \( v \) is called the normalized principal eigenfunction of (11)\( \omega \).

Lemma 4.1. \( \omega \in \Omega \mapsto \lambda_{\text{princ}}(\omega) \in \mathbb{R} \) is \( (\mathcal{F}, \mathcal{B}(\mathbb{R})) \)-measurable.

Proof. Since \( V \) is separable, we can take a countable set \( \{ u_k \in V : k \in \mathbb{N} \} \) such that \( \|u_k\| = 1 \) for each \( k \in \mathbb{N} \) and span\( Q \{ u_k : k \in \mathbb{N} \} \) is dense in \( V \). As \( \{ V \setminus \{ 0 \} \} \in \mathcal{F} \) \( u \mapsto -B_{\omega} (u, u)/\|u\|^2 \in \mathbb{R} \) is, for each \( \omega \in \Omega \), continuous, we have that

\[
\lambda_{\text{princ}}(\omega) = \max \left\{ \frac{-B_{\omega} (u, u)}{\|u\|^2} : u \in V, u \neq 0 \right\} = \sup \left\{ \frac{-B_{\omega} (u, u)}{\|u\|^2} : u \in \text{span}_Q \{ u_k : k \in \mathbb{N} \}, u \neq 0 \right\}.
\]

(13)
In view of the above it suffices to prove, repeating reasoning as in the proof of Lemma 3.6, that for each nonzero \( u \in \text{span}_Q \{ u_k : k \in \mathbb{N} \} \) the mapping \( \Omega \ni \omega \mapsto -B_\omega(u,u)/\|u\|^2 \in \mathbb{R} \) is \((\mathcal{F}, \mathcal{B}(\mathbb{R}))\)-measurable. \( \square \)

**Lemma 4.2.** \( \Omega \ni \omega \mapsto \lambda^+_{\text{princ}}(\omega) \in \mathbb{R} \) \( \in L_1((\Omega, \mathcal{F}, P)) \).

**Proof.** By copying the reasoning as in the proof of Lemma 3.7 we obtain that
\[
\lambda_{\text{princ}}(\omega) \leq c_0(+) + \gamma
\]
for all \( \omega \in \Omega \), which gives, via Lemma 2.3, the desired result. \( \square \)

Since, by (12), \( \kappa(\omega) \leq \lambda_{\text{princ}}(\omega) \) for \( \mathbb{P} \)-a.e. \( \omega \in \Omega \), we have, in view of the ergodicity of the flow \((\theta_t)_{t \in \mathbb{R}}\), the following result.

**Theorem 4.3.**
\[
\lambda_1 \leq \int_{\Omega} \lambda_{\text{princ}}(\omega) \, d\mathbb{P}(\omega).
\]
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