Spin-orbit Coupled Bose-Einstein Condensates in Spin-dependent Optical Lattices
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We investigate the ground-state properties of spin-orbit coupled Bose-Einstein condensates in spin-dependent optical lattices. The competition between the spin-orbit coupling strength and the depth of the optical lattice leads to a rich phase diagram. Without spin-orbit coupling, the spin-dependent optical lattices separate the condensates into alternating spin domains with opposite magnetization directions. With relatively weak spin-orbit coupling, the spin domain wall is dramatically changed from Néel wall to Bloch wall. For sufficiently strong spin-orbit coupling, vortex chains and antivortex chains are excited in the spin-up and spin-down domains respectively, corresponding to the formation of a lattice composed of meron-pairs and antimeron-pairs in the pseudospin representation. We also discuss how to observe these phenomena in real experiments.
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Introduction.—In recent years, the experimental control on ultracold atomic gases has reached truly unprecedented levels. By employing two lasers with different frequencies and polarizations plus a non-uniform vertical magnetic field, experimentalists have produced spin-orbit (SO) coupling, which couples the internal states and the orbit motion of the atoms [1–4]. The SO coupled ultracold atomic gases have attracted great interests of researchers [5–15]. It has been indicated that the interplay among SO coupling, interatomic interaction and external potential leads to rich ground-state phases, such as plane wave, density stripe, fractional vortex and various vortex lattices [16–26]. The SO coupled ultracold atomic gases open a new window for quantum simulation, and provide opportunities to study SO coupling phenomena in a highly controllable impurity-free environment.

All the existing studies on SO coupled Bose-Einstein condensates (BECs) only refer to the case that different internal states of the atoms are trapped in an identical external potential. However, by using two counterpropagating lasers with the same frequency but different polarizations, the experimentalists have been able to produce spin-dependent optical lattices that allow different internal states of the atoms experience drastically different external potentials [27–31]. The spin-dependent optical lattices bring more complicated geometry of condensates and have potential applications in quantum computation [27], cooling and thermometry [28], and quantum simulation [29–32]. It is natural to ask what new structures can be formed due to the competition between the SO coupling and the spin-dependent optical lattices.

In this Letter, we investigate the ground-state phase diagram of SO coupled BECs in spin-dependent optical lattices. In the absence of SO coupling, the ground state of the system is characterized by the formation of alternating spin domains. However, such a structure can be dramatically changed due to the SO coupling effects. Relatively weak SO coupling basically changes the orientation of the spins in the domain walls, causing the transformation from Néel wall to Bloch wall. Sufficiently strong SO coupling excites meron-pairs and antimeron-pairs in the spin-up and spin-down domains respectively and generates a meron-pair lattice. This is essentially different from the mechanism of generating a meron-pair lattice by bulk rotation [33]. Our findings provide a new way to create and manipulate topological excitations in SO coupled systems.

Energy band structure.—We consider SO coupled BECs confined in the combined potential of a quasi-2D harmonic trap and 1D spin-dependent optical lattices. The Hamiltonian of this system is given by

\[
\mathcal{H} = \int dr \left[ \frac{\hbar^2 \nabla^2}{2m} + g_{so} \Psi \right] + V_{1}(r)n_{\uparrow} + V_{2}(r)n_{\downarrow} + g_{11}n_{\uparrow}^{2} + g_{22}n_{\downarrow}^{2} + g_{21}n_{\uparrow}n_{\downarrow}, \tag{1}
\]

where \( \Psi = [\psi_{\uparrow}(r), \psi_{\downarrow}(r)]^{T} \) denotes the two-component wave functions and is normalized as \( \int dr \Psi^{\dagger} \Psi = N \) with

![FIG. 1: (Color online) (a) Single-particle phase diagram spanned by the SO coupling strength \( \kappa \) and the depth \( V_{0} \) of the optical lattice. (b) Many-body phase diagram spanned by \( \kappa \) and \( V_{0} \) with the effective interaction parameter \( g = 6000 \). The dashed line in (b) indicates the phase boundary between phase I and phase II in (a) for comparison.]

\[
\begin{align*}
\int dr \left[ \frac{\hbar^2 \nabla^2}{2m} + g_{so} \Psi \right] + V_{1}(r)n_{\uparrow} + V_{2}(r)n_{\downarrow} + g_{11}n_{\uparrow}^{2} + g_{22}n_{\downarrow}^{2} + g_{21}n_{\uparrow}n_{\downarrow},
\end{align*}
\]
The total particle number, \( N = \Psi^\dagger \Psi \uparrow + \Psi^\dagger \Psi \downarrow \), describe the particle number density of each component. \( g_{ij} = 4\pi \hbar^2 a_{ij} / m \) (\( i, j = 1, 2 \)) represent the interatomic interaction strengths characterized by the \( s \)-wave scattering lengths \( a_{ij} \) and the atomic mass \( m \).

We consider a Rashba SO coupling \( V_{yo} = -i\hbar \alpha (\sigma_x \partial_x + \sigma_y \partial_y) \), where \( \sigma_{x,y} \) are the Pauli matrices and \( \kappa \) denotes the SO coupling strength. The combined external potential \( V_i(x) = V_{HI}(x) + V_{OL}(x) \), where \( V_{HI} = \hbar^2 k_0^2 / 2m \left( x^2 + y^2 \right) + 2\hbar^2 \sigma \alpha \), is the harmonic trapping potential with \( \lambda = \omega_x / \omega_y \gg 1 \), and \( V_{OL} = V_0 \sin^2(\nu x) \) and \( V_{OL,2} = V_0 \cos^2(\nu x) \) describe the 1D spin-dependent optical lattice potentials, which are experienced by the two components, respectively. Approximating the \( z \)-dependence of the wave functions by the single-particle ground state in a harmonic potential, one can obtain the 2D dimensionless effective interaction parameters \( \tilde{g}_{ij} = 2\sqrt{2\pi N}a_{ij} / a_h \), with \( a_h = \sqrt{\hbar/\left(m \omega_y \right)} \) [34].

The single-particle energy bands are critically important to understand the ground-state properties of the condensates. Without considering the harmonic trap, the 2D single-particle wave functions in the \( k \)-space obey the secular equations \( \sum_{IJ} (k_x + 2s\nu)^2 + k_y^2 \right) U_{s} - \frac{V_0}{4} (U_{s+1} + 2U_{s} + U_{s-1}) + \text{h.c} (k_x + 2s\nu - i\kappa y) W_s = \varepsilon U_{s} \), and \( \frac{k_x^2}{2\hbar^2} (k_x + 2s\nu)^2 + k_y^2 W_s + \frac{\hbar^2}{2\hbar^2} (W_{s+1} + 2W_{s} + W_{s-1}) + \text{h.c} (k_x + 2s\nu + i\kappa y) U_s = \varepsilon W_s \), where \( \varepsilon U_s = U (k_x + 2s\nu, k_y) \) and \( \varepsilon W_s = W (k_x + 2s\nu, k_y) \) with \( s = 0, \pm 1, \pm 2, ..., \pm \infty \) represent the wave functions at the point \( (k_x, 2s\nu, k_y) \). Typically, we choose \( \nu = a_h^{-1} \) for our present discussion. By numerical exact diagonalization, we can solve the secular equations and obtain the energy band structure.

We find that there exist three different kinds of energy band structures depending on the competition between the SO coupling strength \( \kappa \) and the depth \( V_0 \) of the optical lattices. Fig. 1(a) presents the single-particle phase diagram spanned by \( \kappa \) and \( V_0 \). In phase I, the minima of the energy bands locate in a set of \( k \) points with \( k_y = 0 \) and \( k_x \in K_1 = \{ \pm \nu, \pm 3\nu, \pm 5\nu, ... \} \) [See Fig. 2(a)]. In phase II, the minima of the energy bands locate in a set of \( k \) points with \( k_y = \pm \delta \left( 0 < \delta \leq \frac{\hbar}{4m} \right) \), and \( k_x \in K_2 \) for phase IIA \( (k_x \in K_2 = \{ 0, \pm 2\nu, \pm 4\nu, \pm 6\nu, ... \} \) for phase IIB) [See Figs. 2(b) and 2(c)].

The single-particle ground state in phase I is nondegenerate and can be expressed as a linear superposition of the plane waves with wave vectors \( (k_x \in K_1, k_y = 0) \). This yields alternating spin domains with opposite magnetization directions (density stripe). In both phase IIA and phase IIB, the single-particle ground state is double-degenerate. Each degenerate state can be expressed as a linear superposition of the plane waves with wave vectors \( (k_x \in K, k_y = \delta) \) or \( (k_x \in K, k_y = -\delta) \), where \( K = K_1 \) for phase IIA and \( K = K_2 \) for phase IIB. For an arbitrary nonzero superposition of the two degenerate states, lattice will be formed as the single-particle ground state.

Phase diagram.—By using the imaginary time evolution method, we can solve Eq. (1) to obtain the many-body ground state. Considering that the spin-exchange integrations are very weak in typical experiments, we just discuss the case that \( \tilde{g}_{ij} = \tilde{g} \). The many-body phase diagram spanned by \( \kappa \) and \( V_0 \) with \( \tilde{g} = 6000 \) is presented in Fig. 1(b). We find that the competition between the SO coupling strength and the depth of the optical lattice leads to three distinct phases—density stripe, triangular vortex lattice and rectangular vortex lattice.

In the density stripe phase, the spin-up and spin-down components are arranged alternately and form alternating spin domains [See Figs. 3(a1-a6)]. Comparing the phase diagrams in Figs. 1(a) and 1(b), we find that the interaction has no significant influence on the phase region of the density stripe.

In the vortex lattice phases, both the triangular and rectangular lattices are composed of alternately arranged vortex and antivortex chains, which are excited in the spin-up and spin-down domains respectively [See Figs. 3(b1-b6) and 3(c1-c6)]. The only difference is that the vortices of the neighboring chains are staggered for the triangular lattice, but are parallel for the rectangular lattice [See Figs. 3(b3) and 3(c3)]. These two different arrangements of vortices correspond to odd-parity and even-parity distributions of the particles in \( k_x \) direction of the \( k \)-space. [See Figs. 3(b6) and 3(c6)]. These correspond to the single particle band structures described in Figs. 2(c) and (b), where the minima of
the bands also show odd-parity and even-parity distributions respectively, although their phase regions are not consistent due to the influence of the interatomic interactions [See Figs. 1(a) and 1(b)]. As discussed above, the single-particle ground state in phase II is double-degenerate. From Figs. 3(b6) and 3(c6), we can see that the interaction removes the degeneracy and chooses an equal weighted linear superposition of the two degenerate states as the many-body ground state.

The alternating arrangement of the vortex and antivortex chains leads to alternating-direction plane waves, which propagating on two sides of each chain [See Figs. 3(b4,b5) and 3(c4,c5)]. The vortex line density \( n_v \) and the wave number of the plane waves \( k_y \) satisfy \( n_v = \frac{k_y}{\pi} \). Numerical simulations indicate that for a given SO coupling strength \( \kappa \), as the lattice depth \( V_0 \) increases from 0, \( k_y \) gradually decreases from \( \frac{m\pi}{V_0} \) and eventually becomes 0 on the boundary of the vortex lattice phase. This implies that by adjusting the depth of the optical lattice, one can continuously control the vortex line density from 0 to \( \frac{2\pi}{V_0} \).

**Spin domain wall.**—The separation between the spin-up and spin-down domains is not sharp, but requires the spin density vector varying gradually across the opposite domains and forming a spin domain wall [35]. There are two basic types of domain walls, Néel wall and Bloch wall. In the Néel wall spin flip occurs in a plane, while in the Bloch wall the spin flip occurs by tracing a helix [See Figs. 4(b1) and 4(b2)]. An intriguing finding of the present work is that the SO coupling dramatically changed the domain wall from Néel wall to Bloch wall. Figs. 4(a1) and 4(a2) show the spin density vector \( \mathbf{S} = \frac{\psi^\dagger \sigma \psi}{\sqrt{\langle \psi^\dagger \sigma \psi \rangle}} \) without and with SO coupling. We can see that in the absence of SO coupling, the spin density vector across the opposite domains forms a Néel wall, while in the presence of SO coupling it forms a Bloch wall.

This phenomenon can be understood as follows. The direction of the spin flip in the domain wall only depends on the relative phase, and can be represented by an azimuthal angle \( \alpha = \arctan(S_y/S_x) = \theta_4 - \theta_1 \), where \( \theta_1 \) and \( \theta_4 \) are the phases of the wave functions. When the SO coupling is absent, there is a constant phase difference 0 or \( \pi \) [See the solid line of Fig. 4(c)], so the spin in the walls just flips along the \( x \)-direction and forms Néel walls. When the SO coupling is present, the phase difference is changed into \( \pm \frac{\pi}{2} \) [See the dashed line of Fig. 4(c)], so the spin in the walls just flips along the \( y \)-direction and forms Bloch walls.

**Merons and pairs.**—The regular triangular or rectangular vortex lattice obtained in Fig. 3 can be equivalently described by the spin density vector \( \mathbf{S} \) in the pseudospin representation. Fig. 5(a) presents the vectorial plots of \( \mathbf{S} \).
under a pseudo-spin rotation, which corresponding to the state represented in Figs. 3(c1-c6), and the corresponding topological charge density \( q(\mathbf{r}) = \frac{1}{8\pi S} \mathbf{S} \cdot \partial_\mathbf{r} \mathbf{S} \times \partial_\mathbf{r} \mathbf{S} \) is plotted in Fig. 5(b). One can see that the spin texture in Fig. 5(a) represents a lattice composed of meron pairs and antimeron pairs [36, 37]. Either a meron pair or an antimeron pair has a “circular-hyperbolic” structure [See Figs. 5(c1) and 5(c2)], and the only difference is that they have exactly opposite spin orientations. The spatial integral of \( q(\mathbf{r}) \) indicates that a meron pair just carries topological charge 1, while an antimeron pair carries topological charge -1. Previous studies indicated that stable meron-pair lattice can be obtained in a rotating system [33]. Our results show that meron-pair lattice can also be stabilized in alternating spin domains by SO coupling without rotation.

**Experimental proposal.** In real experiments, we can choose a two-level \(^{87}\text{Rb} \) BEC system with \( |F = 1, m_f = 1\rangle \) and \( |F = 1, m_f = -1\rangle \). About \( N = 1.7 \times 10^5 \) atoms are confined in a harmonic trap with the trapping frequencies \( \omega_z \approx 2\pi \times 40 \) Hz and \( \omega_x \approx 2\pi \times 200 \) Hz. It is convenient to produce spin-dependent optical lattices with a large lattice spacing by using a CO\(_2\) laser operated at a wavelength of 10.6 \( \mu\)m. Under typical experimental conditions, the s-wave scattering lengths \( a_{ij} \approx 100 a_B \) (\( a_B \) is the Bohr radius). Based on these experimental parameters, we can calculate that the effective interaction parameter \( \tilde{g} \approx 6000 \) and the wave vector \( \nu = a_B^{-1} \), which are consistent with our present calculation.

For a given SO coupling strength \( \kappa = 4\sqrt{\hbar \omega_z/m} \), adjusting the lattice depth from \( V_0 = k_B \times 80 \) nK to \( V_0 = k_B \times 40 \) nK, then to \( V_0 = k_B \times 30 \) nK (\( k_B \) is the Boltzmann’s constant), one can directly observe the phase transitions from density stripe to triangular vortex lattice, then to rectangle vortex lattice by monitoring in situ the density profile. And for a given lattice depth \( V_0 = k_B \times 80 \) nK, adjusting the SO coupling strength from \( \kappa = 0 \) to \( \kappa = 4\sqrt{\hbar \omega_z/m} \), one may indirectly observe the transition of the spin domain wall from Néel wall to Bloch wall by dual state imaging technique, which can spatially resolve the relative phase [38].

**Conclusion.** In summary, we have investigated the ground-state phase diagram of spin-orbit coupled BECs in spin-dependent optical lattices. We observe novel spin-orbit coupling effects on alternating spin domains produced by the spin-dependent optical lattices. Actually, alternating spin domains exist in many physical systems, such as magnetic materials and condensed matter systems [39, 40], thus similar spin-orbit coupling effects...
would be discovered in those systems. We hope that our findings will deepen the understanding of spin-orbit coupling phenomena and provide thoughts on engineering new quantum states in spin-orbit coupled systems.
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