Electronic structure and magnetic properties of Mn and Fe impurities near GaAs (110) surface
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Combining density-functional theory calculations and microscopic tight-binding models, we investigate theoretically the electronic and magnetic properties of individual substitutional transition-metal impurities (Mn and Fe) positioned in the vicinity of the (110) surface of GaAs. For the case of the [Mn$^{3+}$]$^0$ plus acceptor-hole (h) complex, the results of a tight-binding model including explicitly the impurity d-electrons are in good agreement with approaches that treat the spin of the impurity as an effective classical vector. For the case of Fe, both the neutral isoelectronic [Fe$^{3+}$]$^0$ and the ionized [Fe$^{2+}$]$^{-}$ states are relevant to address scanning tunneling microscopy (STM) experiments, the inclusion of d-orbitals is essential. We find that the in-gap electronic structure of Fe impurities is significantly modified by surface effects. For the neutral acceptor state [Fe$^{3+}$]$^0$, the magnetic-anisotropy dependence on the impurity sublayer resembles the case of [Mn$^{4+}$], $h^0$. In contrast, for [Fe$^{3+}$]$^0$ electronic configuration the magnetic anisotropy behaves differently and it is considerably smaller. For this state we predict that it is possible to manipulate the Fe moment, e.g. by an external magnetic field, with detectable consequences in the local density of states probed by STM.

PACS numbers: 75.50.Pp, 71.55.Eq, 71.15.Mb

I. INTRODUCTION:

The study of the spin of individual transition-metal (TM) dopants in a semiconductor host is an emergent field known as magnetic solotronics, bearing exciting prospects for novel spintronics devices at the atomic scale [1]. The development of scanning tunneling microscopy (STM) based techniques enabled the investigation of substitutional dopants at a semiconductor surface with unprecedented accuracy and degree of details [2–5]. The experimental advances have stimulated theoretical studies of individual magnetic impurities in semiconductors, based both on first-principles calculations [10–13] and microscopic tight-binding (TB) models [16,20]. Approaches based on the TB models are particularly convenient to explore the solotronics limit of dilute impurities in semiconductor hosts. For the specific case of Mn dopants on the (110) GaAs surface, TB models [16,17,19,22,23] have provided a quantitative description of the electronic and magnetic properties of the associated acceptor states.

Early work by Tang and Flattén [16] introduced a TB model for a single substitutional Mn impurity in bulk GaAs. Here the electronic structure of the host is described by a sp TB Hamiltonian, while the hybridization between the Mn d-levels and the p-levels of the nearest neighbors As atoms is modeled as an effective spin-dependent potential. This model captures several of the key features of the Mn acceptor physics in GaAs found in experiment, such as the anisotropic shape of the Mn acceptor wavefunction. However, the inclusion of surface effects are expected to be important for a direct comparison with STM experiments, where accessible impurities are positioned in the proximity of the surface.

Later experimental [22] and theoretical [11,20] studies have indeed demonstrated a strong influence of the surface on the properties of the Mn acceptor state. In particular, the electronic structure and magnetic properties of Mn on the (110) GaAs surface and in near-surface layers have been investigated theoretically in Ref. [20]. This work uses a finite-cluster sp$^3$TB model for GaAs, with the Mn impurity spin introduced as a classical spin, exchange-coupled to the quantum spins of the nearest-neighbor As atoms. For a substitutional Mn in bulk GaAs this model is in good agreement with Ref. [10]. For a Mn on the surface the model finds, in agreement with experiment [4,6], a strongly localized and anisotropic mid-gap acceptor state. Furthermore, the model makes predictions on the dependence of the acceptor binding energy and magnetic anisotropy energy on the subsurface layer where the Mn is positioned. The former result has been later confirmed experimentally [7].

The theoretical approach used both in Ref. [16] and Ref. [20] must be viewed as an effective spin model for the Mn spin, where the Mn d-levels have been integrated out and the Mn spin is treated as a classical vector. The fact that this effective model makes predictions consistent with experiment, and it also agrees with TB approaches retaining a microscopic description of d-levels [19], is a strong indication that the effective classical-spin approach is essentially correct for a Mn impurity in GaAs, characterized by a half-filled d-shell. The model does have some limitations, which are recognized and understood [24]. Other TM impurities in GaAs are less investigated and understood, and more refined microscopic theories are necessary. This is one of the motivations of the present work. The need of a microscopic description of TM impurities...
In this paper we employ a combined approach using both DFT calculations and microscopic TB modeling to study the electronic structure and magnetic properties of substitutional Mn and Fe impurities as a result of the unpaired valence band maximum, which can be associated with the Fe impurity \([\text{Fe}^{2+}, \text{h}^0]\) to six \((d^5)\) electrons and one hole for the case of Fe is at 25 meV.

Another aspect of the complex electronic structure of Fe dopants on the (110) surface of GaAs has been investigated in the STM experiments by Bocquel \textit{et al.} \cite{27}. The authors demonstrated the possibility of manipulating the \(d\)-shell occupancy of Fe via a voltage-dependent local manipulation of the Fermi level due to tip-induced band bending. In particular, a transition from an isoelectronic \([\text{Fe}^{3+}]^0\) to an ionized acceptor \([\text{Fe}^{2+}]^-\) state (See Fig. 1) was realized by varying the tip voltage. This transition corresponds to the change in the filling of the impurity \(d\)-shell from five \((d^5)\) to six \((d^6)\) electrons and therefore to the change in the core spin state from \(S=5/2\) to \(S=2\). It is clear that the classical-spin model, used to described the neutral \([\text{Mn}^{2+}]^0\) plus acceptor-hole \((\text{h})\) complex, is not applicable in this case, as it can not account for the change in the valence state of Fe.

In the case of Fe, we perform DFT calculations for both bulk and (110) GaAs surface. Here our DFT calculations provide a very valuable input for understanding the changes in the in-gap electronic states due to the proximity to the surface, and for interpreting the results of recent STM experiments. Furthermore, using the TB model combined with parameters extracted directly from DFT calculations, we provide a detailed analysis of the relevant electronic and magnetic properties of Fe on the (110) GaAs surface. In particular, we calculate the spatial distribution of the wavefunctions associated with the impurity-induced states in the gap as well as the magnetic anisotropy and its dependence on the valence state of the impurity. We show that for the neutral acceptor state \([\text{Fe}^{2+}, \text{h}^0]\), the magnetic-anisotropy dependence on the impurity position with respect to the surface layer is similar to that of \([\text{Mn}^{2+}, \text{h}^0]\). In contrast to this, the isoelectronic state, \([\text{Fe}^{3+}]^0\), behaves differently and its anisotropy energy is considerably smaller. This result suggests a route towards manipulation of the Fe magnetic moment by external magnetic fields, accompanied by detectable changes in the electronic local density of states (LDOS) which can be measured by STM. This is different from the case of Mn, where such manipulation was shown to be difficult since the large magnetic anisotropy energy (up to 15meV) of Mn in the subsurface layers would require extremely strong magnetic fields to change the direction of its magnetic moment.

The rest of the paper is organized as follows. In the next section In Sec. III we describe the details of our microscopic TB approach. In Sec. IV we present the results of DFT calculations for Mn and Fe impurities in GaAs, and discuss how these results can be used to extract some of the parameters of the TB Hamiltonian. The results of the TB calculations are described in section IV. Firstly, in section IV.A we present the calculations of the electronic energy spectrum, LDOS and magnetic anisotropy for the Mn acceptor on the (110) GaAs surface and few layer below it. In particular, we provide a quantitative comparison between the results obtained with our fully microscopic TB model and the results of the classical spin model for Mn, reported previously \cite{26}. Secondly, in section IV.B we address similar properties of Fe dopants both in bulk GaAs and on the (110) GaAs surface. We focus in particular on the differences in the in-gap electronic structure, LDOS and magnetic anisotropy, associ-
ated with the Fe impurity in the bulk and on the surface. For the case of Fe on the surface, we show the dependence of the magnetic anisotropy on the valence states of the impurity and discuss possible implications on STM experiments. Finally, we draw some conclusions.

II. MICROSCOPIC TIGHT-BINDING MODEL

We use a multi-orbital TB model to describe TM impurities substituting Ga atoms in GaAs. The model includes $s$- and $p$-orbitals for all Ga and As atoms, and $s$-, $p$-, and $d$-orbitals for the impurity atoms. Introducing the $d$-orbitals for the impurities only, and not for Ga atoms, is justified by the fact that, as we will show in the next section, the $d$-levels of Ga are located far below ($\approx 15$ eV) the Fermi level (see Fig. 4).

The second-quantized TB Hamiltonian for (Ga, TM)As takes the following form

$$H = H_{\text{GaAs}} + H_{\text{TM}} + H_{\text{LRC}}$$  \hspace{1cm} (1)

The first term in Eq. (1) is the TB Hamiltonian for the GaAs host (with the exclusion of the Ga atoms replaced by the TM impurity). It is the sum of two terms

$$H_{\text{GaAs}} = H_{\text{band}} + H_{\text{SOI}} ,$$  \hspace{1cm} (2)

where

$$H_{\text{band}} = \sum_{ij, \mu \mu', \sigma} t_{ij}^{\mu \mu'} a_{i \mu \sigma}^\dagger a_{j \mu' \sigma} ,$$  \hspace{1cm} (3)

is the usual TB-band Hamiltonian for bulk GaAs written in terms of Slater-Koster parameters, \(t_{ij}^{\mu \mu'}\), representing both on-site energies and nearest-neighbors hopping amplitudes. Here \(a_{i \mu \sigma}^\dagger\) and \(a_{i \mu \sigma}\) are electron creation and annihilation operators; \(i\) and \(j\) are atomic indices that run over all atoms other than the impurity, \(\mu\) and \(\mu'\) are orbital indices and \(\sigma = \uparrow, \downarrow\) is a spin index defined with respect to an arbitrary quantization axis.

The one-body term

$$H_{\text{SOI}} = \sum_{i, \mu \mu', \sigma} \lambda_{i}(\mu, \sigma)|\vec{L} \cdot \vec{S}| \mu' , \sigma') a_{i \mu \sigma}^\dagger a_{i \mu' \sigma'} ,$$  \hspace{1cm} (4)

models the on-site spin-orbit interaction (SOI) in GaAs, with the values of the re-normalized spin-orbit splittings \(\lambda_{i}\) taken from Ref. 31.

The second term in Eq. (1) describes the TM impurity and its coupling to the atoms of the host. We have

$$H_{\text{TM}} = \sum_{i, m, \mu \nu \sigma} \left( t_{i m}^{\mu \nu} a_{i \mu \sigma}^\dagger a_{m \nu \sigma} + t_{i m}^{\mu \nu} a_{m \nu \sigma}^\dagger a_{i \mu \sigma} \right)$$

$$+ \sum_{m, \nu, \sigma} \epsilon_{m \nu \sigma} a_{m \nu \sigma}^\dagger a_{m \nu \sigma}$$

$$+ H_{\text{SOI}}^\text{TM} ,$$  \hspace{1cm} (5)

where \(a_{m \nu \sigma}^\dagger\) and \(a_{m \nu \sigma}\) are creation and annihilation operators at the impurity site \(m\); the orbital index \(\nu\) runs over \(s, p,\) and \(d\)-orbitals.

The first term in Eq. (5) describes a hopping between the impurity and its As nearest-neighbors. For the Slater-Koster hopping parameters between the impurity \(d\)-orbitals and the nearest-neighbor As \(s\)- and \(p\)-orbitals we use the same values as for the corresponding hopping parameters between Ga and As, which are available in the literature [33]. The second term in Eq. (5) represents on-site energies of the impurity for a given orbital. The \(d\)-orbital energies \(\epsilon_{m \nu \sigma}\) play an important role in the model. Their values for “spin-up” (majority) and “spin-down” (minority) electrons are different, which leads to a different occupation for opposite spin states, and hence to a non-zero spin magnetic moment at the impurity site. As a first estimate of the on-site \(d\)-orbital energies, we use the values of the exchange-split majority and minority \(d\)-levels, which can be identified in the spin- and orbital-resolved density of states (DOS) of the impurity, calculated with DFT. The exact procedure and the choice of the \(d\)-orbital on-site energies for specific cases of Mn and Fe in GaAs will be discussed in section 11.

The last term in Eq. (5) is an on-site spin-orbit coupling term for the impurity atom, analogous to the one given in Eq. (4).

The spin-orbit coupling terms \(H_{\text{SOI}}\) and \(H_{\text{SOI}}^\text{TM}\) will cause the total ground-state energy of the system to depend on the direction of the impurity magnetic moment, defined with respect to an arbitrary quantization axis. This is the origin of the magnetic anisotropy energy.

Finally, the third term in Eq. (1)

$$H_{\text{LRC}} = \frac{e^2}{4\pi \varepsilon_{0} \varepsilon_{r}} \sum_{m} \sum_{i \mu \sigma} a_{i \mu \sigma}^\dagger a_{i \mu \sigma} \left| \vec{r}_{i} - \vec{R}_{m} \right| ,$$  \hspace{1cm} (6)

is a long-range repulsive Coulomb potential that is electrically screened by the host material (the index \(m\) runs over all impurity atoms). This term prevents extra electrons from approaching the impurity atom too closely and therefore from charging it. This contributes to localize the acceptor hole around the impurity. The dielectric constant \(\varepsilon_{r}\) for the impurity on the GaAs surface is reduced from the bulk GaAs value in order to mimic a weaker dielectric screening at the surface (12 for bulk and 6 for the surface). This crude choice is qualitatively supported by experimental results.

As already mentioned in the introduction, the modeling of the TM impurity considered here (see Eq. 5) differs from the approach of Ref. 20 in that the TM impurity \(d\)-orbitals are introduced explicitly. In Ref. 20 the \(d\)-orbitals are integrated out and their spin-dependent hybridization with the As \(p\)-orbitals is represented by the following effective spin Hamiltonian

$$H_{\text{class-spin}} = J_{pd} \sum_{m} \sum_{i|m} \vec{S}_{i} \cdot \vec{\Omega}_{m}$$  \hspace{1cm} (7)

Eq. (7) describes the antiferromagnetic exchange coupling (with coupling constant \(J_{pd} > 0\)) between the TM impu-
rity spin \( \hat{\Omega}_m \) (treated as a classical vector) and the nearest neighbor As \( p \)-spins \( \vec{S}_i = 1/2 \sum_{\sigma' \sigma} \hat{a}_{i \sigma'} \hat{a}_{i \sigma}^\dagger \). Below we will refer to the model of Eq. 4 as classical spin model, in contrast to the present impurity model, given in Eq. 5 which will be denoted as quantum d-level model.

The electronic structure of GaAs with a single substitutional Mn or Fe impurity atom is obtained by performing supercell-type calculations with a cubic cluster of 3200 atoms and periodic boundary conditions in either 2 or 3 dimensions, depending on whether we are studying the (110) surface or a bulk-like system. The (110) surface of GaAs is attractive from both theoretical and experimental points of view due to the absence of large surface reconstruction. In order to remove artificial dangling-bond states that would otherwise appear in the band gap, we include relaxation of surface layer positions following a procedure put forward in Refs. [34] and [35]. For more details the reader is referred to Ref. [20].

III. DFT CALCULATIONS AND EXTRACTION OF THE TB PARAMETERS

The DFT calculations are performed using the full-potential all-electron method with the basis consisting of linearized augmented plane waves combined with local orbitals (LAPW+lo), as implemented in the WIEN2k package [36]. We use the generalized gradient approximation (GGA) with Perdew-Burke-Ernzerhof (PBE) exchange correlation functional[37] as well as GGA+U, where the orbital dependent U parameter is used to capture electronic correlations in the core shell of the impurity. Because of the time-expensive nature of the plane wave method, we have used the SIESTA ab initio package, which employs pseudopotentials and a numerical basis set [38], for relaxing the surfaces in our calculations. The relaxed coordinates are then used as input for WIEN2k calculations.

For bulk calculations, we consider a \( 2 \times 2 \times 2 \) supercell containing a total of 64 atoms, with one Ga atom replaced by a TM impurity atom. We use 100 non-equivalent k-points in the Brillouin zone. For the surface calculations, a \( 4 \times 2 \) surface supercell with six layers, each containing 16 atoms, is constructed by cleaving the bulk crystal along the [110] direction. A vacuum of 25 Bohr is added along the surface to avoid supercell interaction. All the surface calculations are performed by substituting one Ga atom from the surface layer by a TM impurity. Note that due to computational limitations caused by the large size of the supercell we use one k-point in the surface calculations. This choice of k-point sampling can be justified based on the fact that the Brillouin zone for the surface supercell is considerably smaller than that of the bulk [18].

The DFT calculations carried out in this work provide the spin-resolved DOS for the \( d \)-electrons of Mn and Fe impurities in the bulk and on the surface of GaAs. Importantly, the splitting between the majority and the minority \( d \)-levels of the impurities, calculated with DFT, determines the relative values of the on-site energies for the corresponding majority and minority \( d \)-orbitals in our TB model. Figure 2 shows the spin-resolved DOS for the Mn dopant in bulk GaAs for two different choices of the \( U \) parameter in the GGA+U calculations. The \( U \) parameter tends to localize the majority \( d \)-shell electrons and push them deeper in the valence band. It is clear from the figure that the separation between majority (spin-up) and minority (spin-down) \( d \)-orbitals of different symmetry (\( e_g \) and \( t_{2g} \)) increases with increasing the value of \( U \). The choice of \( U \) is usually made to match photoemission spectra and in our calculation we use \( U = 4 \) eV [39], although the results for \( U = 0 \) are also presented.

The values of the on-site TB parameters for the Mn \( d \)-orbitals in bulk are determined based on the calculations with \( U=4 \) eV (see the bottom panel of Fig. 2). As a first estimate for these parameters we take the positions of the spin-resolved \( e_g \) and \( t_{2g} \) levels. We then tune the value of the on-site energy for the majority \( t_{2g} \) orbital to get the exact position of the acceptor level introduced by Mn in the bulk GaAs gap. The values of the on-site energies are summarized in Table I. The spin-resolved DOS for Mn on the (110) GaAs surface is shown in Fig. 4. The lower symmetry on the surface lifts the degeneracy of the \( d \)-orbitals and, strictly speaking, we can no longer identify peaks corresponding to orbitals with \( e_g \) and \( t_{2g} \) symmetry as in the bulk case. However, as one can see from the bottom panel of Fig. 2 in the case of \( U=4 \) eV the positions of the main peaks in the surface DOS are quantitatively similar to the positions of the \( e_g \) and \( t_{2g} \) peaks in the bulk calculation with the same value of \( U \) (bottom panel of Fig. 2). Therefore, in our TB calculations for Mn on the (110) GaAs.
TABLE I. The on-site energies of Mn and Fe d orbitals in eV.

|           | Mn (bulk) | Mn (surface) | Fe (bulk) | Fe (surface) |
|-----------|-----------|--------------|-----------|--------------|
| $e_{3d}^p$| -4.5      | -4.5         | -6.5      | -4.5         |
| $e_{3d}^{g}$| -2.226   | -2.226       | -6.5      | -4.5         |
| $e_{3d}^{d_{2s}}$| 3.5      | 3.5          | -0.138    | -1           |
| $e_{3d}^{d_{2s}}$| 3.5      | 3.5          | -0.02     | -1           |

we also plot the spin-resolved density of states for the d-orbitals of a Ga atom on the (110) GaAs surface, and compare with the analogous quantity for a substitutional Mn atom. We can clearly see that the Ga d-orbitals are, expected unpolarized, and occur at energies far below the Fermi level. This results justifies our simplifying choice of disregarding the explicit inclusion of Ga d-orbitals in the TB model. We will now discuss the case of Fe in GaAs. The spin-resolved DOS for the Fe dopant in bulk GaAs is presented in Fig. 3. We note that our calculations with $U=0$ for both Fe and Mn in bulk GaAs are in agreement with previously reported results [11]. As one can see from Fig. 3, the majority $e_g$ and $t_{2g}$ peaks are pushed deeper in the valence band for $U=4$ eV compared to the case with $U=0$. Interestingly, the positions of the minority $e_g$ and $t_{2g}$ peaks above the Fermi level are sensitive to the value of U. The minority doublet ($e_g$) level is lower in energy than the minority triplet ($t_{2g}$) level for the case with $U=0$, however these two levels swap for $U=4$ eV. Based on the calculation with $U=4$ eV, we choose the positions of the two main peaks for the majority d-levels (-6.5 eV) as the on-site energy of the corresponding d-orbitals in our TB model for Fe in bulk. We then tune the value of the on-site energy for the minority $e_g$ and $t_{2g}$ orbitals to get the exact electronic structure of Fe in bulk GaAs [29]. We tune these two parameters to avoid any complications caused by swapping of the two minority peaks for different $U$ parameters. The results of the DFT calculations for the Fe dopant on the (110) surface of GaAs are shown in Fig. 4. The lower symmetry on the surface lifts the degeneracy of the d-orbitals and more peaks appear in the DOS compared to the bulk. The values of the TB parameters of the d-orbitals of Fe on the surface are again extracted directly from the DFT calculation with $U=4$ eV (see the bottom panel of Fig. 4) as the positions of the peaks in the spin-resolved DOS for the corresponding orbitals. In contrast to Mn, we do not tune the extracted values for Fe on the GaAs surface. This is due to the lack of accepted experimental data on the position of the impurity-induced states in the gap for the case of Fe on the surface. We take the value for the spin-up on-site energy of $e_g$ and $t_{2g}$ orbitals from the main peak of the majority DOS, which is located at $\approx 4.5$ eV. In the case of the minority DOS, we find two pronounced peaks, one above and the other one below zero. The choice of the positive on-site energy for the spin-down $e_g$ and $t_{2g}$ orbitals pushes the Fe levels into the conduction band, which seems to be an unlikely scenario based on the bulk level-structure. Therefore we take the value for the on-site energy for spin-down $e_g$ and $t_{2g}$ orbitals from the peak in the minority DOS located at $\approx 1$ eV (see Table I).

IV. RESULTS AND DISCUSSION

A. Mn dopants on (110) GaAs surface

We start by discussing the results of TB modeling of a single Mn dopant in GaAs. As we will see in the following, our TB model incorporating the impurity d-
orbitals reproduces the well-known features of Mn in the bulk and on the surface of GaAs, in agreement with previous studies. However, we also find some interesting differences between our approach and the classical-spin model [20]. These differences are mainly related to the magnetic anisotropy of Mn on the surface and in the subsurface layers.

Figure 7 shows the electronic properties of Mn in bulk GaAs, calculated using the TB model in which the Mn $d$-levels are included explicitly. Eigenvalue spectrum (a,c) and the calculated LDOS for the acceptor state (b,d). Top panels are for Mn in bulk, bottom panels are for Mn on the surface. In panels (a) and (c) the red lines mark the highest occupied level while the black lines mark the acceptor state (the first level above the highest occupied level).

Figure 5. Color online – Spin-resolved DOS for the $d$-orbitals of the Fe dopant in bulk GaAs for $U = 0$ (top panel) and $U = 4$ eV (bottom panel). The vertical dashed line at $E = 0$ denotes the position of the Fermi level.

Figure 6. Color online – Spin-resolved DOS for the $d$-orbitals of the Fe dopant on the (110) GaAs surface for $U = 0$ (top panel) and $U = 4$ eV (bottom panel). The vertical dashed line at $E = 0$ denotes the position of the Fermi level.

Figure 7. Color online – Electronic properties of Mn in GaAs, calculated using the TB model in which the Mn $d$-levels are included explicitly. Eigenvalue spectrum (a,c) and the calculated LDOS for the acceptor state (b,d). Top panels are for Mn in bulk, bottom panels are for Mn on the surface. In panels (a) and (c) the red lines mark the highest occupied level while the black lines mark the acceptor state (the first level above the highest occupied level).

important feature of the electronic structure of Mn in bulk GaAs. According to Fig. 7(a) the three levels introduced by Mn in the bulk GaAs gap are found to be spread over an energy interval of approximately 30 meV, when SOI is included in the calculations. (In the Figure, the top-most level and the lowest level in the gap are split by $\approx 30$ meV). This is a shortcoming that the present quantum $d$-level model shares with the classical-spin models of Refs. [16] and [20]. In fact the three (predominantly) $p$-levels appearing in the gap should be degenerate in the perfectly tetragonal environment of an impurity in bulk GaAs. The lifting of the degeneracy is connected with the breaking of rotational symmetry in mean-field-like treatments of the kinetic-exchange coupling between the TM impurity $d$-levels and the $p$-levels of the nearest neighbor As atoms. (Note that the same problem occurs in the DFT calculations, which are also based on a broken-
symmetry approach.) In contrast, a perfect three-fold degenerate level is expected for the present model and for the models of Ref. 16 and 20 when SOI is switched off. Indeed, our calculations show that (i) the splitting between the three levels in the gap, as well as the relative position of the acceptor level with respect to the top of the valence band (113 meV) remain unchanged in very large clusters consisting of up to 30,000 atoms, when SOI is included. (ii) the small splitting still present in the supercell calculations with 3200 atoms without SOI is instead purely a finite-size effect, which vanishes when increasing the size of the supercell: the splitting reduces from 11.54 meV for 3200 atoms to 0.62 meV for 20,000 atoms. That is, in the absence of SOI, the splitting is zero for this model.

Figure 8 shows the magnetic-anisotropy-energy landscape for a single Mn in the bulk and on the (110) GaAs surface. The magnetic-anisotropy-energy landscape is defined as the ground-state energy of the system plotted for different directions of the spin quantization axis, that is, as a function of the angles $\theta$ and $\phi$ (polar and azimuthal angles, which define the direction of the quantization axis). The coordinate system used for these plots has $\theta = 0$ parallel to the [001] direction and $\phi = \frac{\pi}{2}$ parallel to [010] direction. We compare the results obtained with our TB model (top panels) and with the classical-spin model, introduced in Ref. 20 (bottom panels). The magnetic anisotropy landscape is similar for the two models. In particular, for Mn in bulk the models feature two bistable easy axes, which are parallel to the [001] direction and are separated by a barrier in the (001) plane [see Figs. 8(a) and (c)]. Although the overall shapes of magnetic anisotropy landscapes for Mn on the surface are in qualitative agreement [see Figs. 8(b) and (d)], the anisotropy energy is one order of magnitude smaller in the case of our quantum $d$-level model. A smaller value of the anisotropy energy is consistent with the picture of a localized acceptor level (Fig. 7). The set of TB parameters extracted from GGA+$U$ calculations for Mn on the surface gives a deeper and a more localized acceptor state, compared to the calculations done with the classical spin model, which includes the Mn $d$-orbitals, (top panels) and with the classical-spin model (bottom panels). Figures 8 and 10 show the calculated LDOS and the anisotropy energy of the acceptor state when Mn is successively moved down from the surface layer towards the center of the cluster. Figure 10 shows a comparison of the anisotropy energy calculated with the two models as a function of the Mn depth, where we also include the values for the (110) surface and for the bulk. Here the value of the anisotropy energy is defined to be difference between the maximum and the minimum ground-state energy, calculated as a function of either the direction of magnetic moment in the case of classical-spin model, or the quantization axis in the quantum $d$-level model. We would like to point several important features that can be seen on this figure. The lower value of the anisotropy energy compared to the classical-spin model, found in our calculations, persists for almost all of the considered subsurfaces. The relatively high anisotropy for the bulk found in both models is a finite-size effect. In fact, our calculations demonstrate that the bulk anisotropy energy drops to a small fraction of a meV when the number of atoms in the cluster is increased by a factor of ten. As Mn is moved toward the center of the cluster, one expects the anisotropy energy to drop to its bulk value. The present cluster (3200 atoms) includes 19 Ga layers along the [110] direction, therefore the ninth Ga sublayer is the last sublayer where we can replace a Ga with a Mn impurity atom. By increasing the size of the cluster we are able to place the Mn atom in the deeper sublayers. As expected, such calculations show that the anisotropy energy decreases toward its bulk value as Mn is moved further away from the surface. Note that the initial increase of the anisotropy energy up to the fifth sublayer, and its subsequent decrease, also reported in Ref. 20, is most likely due to the quasi-degeneracy between the last occupied and the acceptor states. It can be explained intuitively by looking at Fig. 9. The acceptor wave function becomes more extended as Mn moves away from the first sublayer. Such an extended wave function will be strongly affected by the surface until the Mn is moved deep enough so that the surface effects start to diminish (this corresponds to the sixth sublayer). A very small magnetic anisotropy of the first sublayer (of the order of 0.06 meV) is due to its highly localized wave function [see Fig. 9(a)]. The acceptor wave function in this case is less anisotropic, compared to the surface ac-

FIG. 8. Color online – A comparison of magnetic anisotropy energy landscapes calculated with the fully microscopic model, which includes the Mn $d$-orbitals, (top panels) and with the classical-spin model (bottom panels). Panels (a,c) are for bulk, (b,d) are for the surface. Energy is in the units of meV.
FIG. 9. Color online – The (110) surface LDOS as a function of Mn depth. Panels (a) to (i) correspond to the LDOS calculated for Mn in sublayers one to nine, respectively. The left and the right columns show the LDOS for easy and hard direction, respectively.

The comparison between the anisotropy energy of Mn calculated with the two models seems to indicate that the difference is most pronounced on the surface and in the first five sublayers below the surface. As we mentioned earlier, this is due to the fact that the surface acceptor state in our fully quantum TB model is a deeper acceptor compared to its classical counterpart, which leads to a lower anisotropy energy. Another difference between the two models is illustrated in Fig. 11 where we plot the difference of the ground-state (GS) and the acceptor magnetic anisotropy energy as a function of Mn depth. For the classical-spin model it was found that the energy of the (single-particle) acceptor level $\epsilon_{\text{acc}}(\theta, \phi)$ and (many-particle) GS energy of the system $E(\theta, \phi)$ are very accurately related by

$$
\epsilon_{\text{acc}}(\theta, \phi) = -E(\theta, \phi) + C,
$$
where $C$ is a constant independent of $\theta$, $\phi$. This means that the sum of the two energies $E(\theta, \phi)$ and $\epsilon_{acc}(\theta, \phi)$ is the same for any direction of the Mn magnetic moment. If $(\theta_{\max}, \phi_{\max})$ and $(\theta_{\min}, \phi_{\min})$ define the two directions where $E(\theta, \phi)$ attains its maximum and minimum value respectively, from Eq. 8 we obtain

$$E(\theta_{\max}, \phi_{\max}) - E(\theta_{\min}, \phi_{\min}) + \epsilon_{acc}(\theta_{\max}, \phi_{\max}) - \epsilon_{acc}(\theta_{\min}, \phi_{\min}) = 0. \quad (9)$$

The quantity $[E(\theta_{\max}, \phi_{\max}) - E(\theta_{\min}, \phi_{\min})]$ is by definition the magnetic anisotropy of the system, MAE. Similarly, Eq. 8 implies that $[\epsilon_{acc}(\theta_{\max}, \phi_{\max}) - \epsilon_{acc}(\theta_{\min}, \phi_{\min})]$ is the opposite of the magnetic anisotropy of the acceptor level, $(-\text{MAE})_{acc}$. Therefore, we can rewrite Eq. 9 as

$$\Delta_{\text{MAE}} \equiv \text{MAE} - \langle \text{MAE} \rangle_{acc} = 0 \quad (10)$$

Eq. 8 and Eq. 10 are very useful and powerful. They imply that the total anisotropy of the system is essentially determined by the anisotropy of the single-particle acceptor level. This picture remains valid as long as the coupling to the conduction band is not sensitive to the magnetization orientation.

It turns out that in the case of the quantum $d$-level TB model, Eq. 8 is not exactly satisfied. As a result, the quantity $\Delta_{\text{MAE}}$ is not exactly zero, although, as shown in Fig. 11 its value is negligible for most of the cases, except for the surface and the first sublayers. We suggest that the small change in the difference of the GS and the acceptor anisotropy energy is due to the inclusion of the $d$-orbitals, which brings about a magnetization-direction dependence coupling with the conduction band. In the classical-spin model, the majority $d$-electrons are essentially represented by a classical vector of fixed value $+5/2 \mu_B$, which only affects the (occupied) energy-levels of the valence band through its SOI-induced orientation dependence. In contrast, our quantum $d$-level model includes the impurity $d$-orbitals and the hopping between the $d$-orbitals and the nearest neighbor As atoms explicitly in the Hamiltonian. Unoccupied spin-down (minority) $d$-levels, located way up in the conduction band, hybridize with like-spin As $p$-orbitals of the valence band. This coupling is responsible for the small deviation from Eq. 10 which is also affected by the distance of the Mn atom from the surface, as shown in Fig. 11.

**B. Fe dopants on (110) GaAs surface**

As we showed in section IV A despite quantitative differences between the classical and the fully quantum treatments of the impurity magnetic moment, the classical spin model gives a good estimate of magnetic and electronic properties of the $\text{Mn}^{2+}, h^0$ state, with a half-filled $3d$-shell of Mn and a bound acceptor state. However, when the electronic transitions within the $d$-level shell of the dopant are important as in the case of Fe in GaAs, the inclusion of $3d$ electrons is necessary. In this section we present the results of our fully quantum microscopic TB model for Fe in the bulk and on the (110) surface of GaAs. Fe in the neutral acceptor state, $[\text{Fe}^{2+}, h^0]$, in GaAs has six electrons in its $3d$ shell plus a weakly bound hole. The transition from $[\text{Fe}^{2+}, h^0]$ to the neutral isoelectronic state $[\text{Fe}^{3+}, 0]$ occurs when the minority $d$-electron occupies the hole bound to Fe atom. A fully unoccupied minority $d$ orbitals in our TB represents the Fe atom in its isoelectronic state ($[\text{Fe}^{3+}, 0]$), while the neutral acceptor state ($[\text{Fe}^{2+}, h^0]$) is realized when one electron from the valence band occupies one of the minority $d$-orbitals, and creates an electron-hole excitation. (See Fig. 11.)

Figure 12 shows the electronic structure and the LDOS of a single Fe impurity in the bulk. The minority doublet ($e_g$) level lies at 510 meV above the top of the valence band while the minority triplet ($t_{2g}$) level is found at 370 meV above the $e_g$ level. This bulk level-structure is in agreement with the results reported previously [27, 29]. The LDOS for each of the degenerate $e_g$ and $t_{2g}$ levels are shown in the bottom and in the top of Fig. 12(b), respectively. The wave functions of the two-fold degenerate level are highly localized and 60% of the spectral weight is located at the Fe site. In the case of the three-fold degenerate level almost 50% of the spectral weight is located on the Fe atom. The lower symmetry of the surface compared to the bulk changes the electronic structure of the impurity. Figure 12(c) shows the energy level-structure inside the gap for Fe positioned on the (110) GaAs surface. As one can clearly see from the figure, all of the levels inside the gap, which are primarily originating from the Fe $d$-orbitals, are split. The two unoccupied levels immediately above the Fermi level are closer to the valence band edge and are therefore more delocalized around the impurity. The splitting between these two levels is $\approx 60$ meV. The LDOS calculated for this pair of states is plotted in Fig. 13(d). The other three levels in the gap appear at 0.45 eV, 1.1 eV and 1.3 eV. The corre-
sponding LDOS images for each of the levels are plotted in Figs. 13 (a-c). These distinct energy states appear to be more localized on the impurity compared to the states which are closer to the valence band edge. The shape of these acceptor states bear a striking resemblance to the STM topographies of Fe impurities on GaAs surface reported by Richardella et al. (see Fig. 2(c) in Ref. [20]). However, we find differences in the exact positions of the levels in the gap, compared to the experimental data. In fact, Richardella et al. found two Fe-induced peaks in their spectroscopic data, located at 0.87 ± 0.05 eV and 1.52 ± 0.05 eV, respectively. We note, however, that due to the finite energy resolution of the STM, the existence of more than one energy level within the width of a broad peak in the experimental spectroscopic data is not unlikely. In addition, the positions of the peaks can be modified by the tip induced band bending. One should also take into account that the splitting between the energy levels in the gap are sensitive to the amount of the lattice distortion.

The above considerations may provide an explanation for the quantitative differences in the in-gap level-structure obtained with our TB model and that reported in Ref. [20]. Finally, we note that in a more recent experimental study [28], the authors found evidence of six peaks in their $dI/dV$ measurements for Fe on the (110) GaAs surface. In particular, one of the observed peaks can be related to the two closely spaced energy levels in the vicinity of the Fermi energy that we found in our TB calculations (see Fig. 13). The occupancy of the levels close to the Fermi energy can be different depending on the valence state of Fe, namely $[\text{Fe}^{2+}, h^0]$ and $[\text{Fe}^{3+}, h^0]$. Figure 13 shows the magnetic anisotropy energy of the Fe impurity in the $[\text{Fe}^{3+}, h^0]$ state for different directions of the quantization axis. The surface anisotropy energy is approximately 1 meV, while Fe in bulk GaAs displays a considerably smaller anisotropy energy, of the order of $10^{-4}$ meV. The magnetic anisotropy energy landscape for the $[\text{Fe}^{2+}, h^0]$ state (not shown here) is quantitatively similar to that of $[\text{Mn}^{2+}, h^0]$.

In Fig. 13 we compare the anisotropy energy for the two valence states of Fe, $[\text{Fe}^{3+}, h^0]$ and $[\text{Fe}^{2+}, h^0]$, as the impurity atom is moved down from the (110) surface toward the center of the cluster. The qualitative and quantitative difference between the anisotropy energy in the two valence states is remarkable. While for $[\text{Fe}^{2+}, h^0]$ the sublayer dependence shows strong similarities with the case of $[\text{Mn}^{2+}, h^0]$, the anisotropy for the isoelectronic $[\text{Fe}^{3+}, h^0]$ state is quite different: it is typically one order of magnitude smaller that for $[\text{Fe}^{2+}, h^0]$ and depends weakly on the sublayer. This striking behavior can be easily understood on the basis of the discussion leading to Eqs. 11-13. As for the Mn impurity, the total magnetic anisotropy of the system is closely related to the magnetic anisotropy of the acceptor levels. As seen in Fig. 1 in the isoelectronic $[\text{Fe}^{3+}, h^0]$ state this p-orbital-like acceptor level is occupied by the extra electron that Fe has with respect to Mn. Therefore the total energy of the system contains also the contribution of this level. Then Eq. 10 implies that most of the anisotropy coming from all the other occupied levels of the valance band is essentially canceled by the approximately equal and opposite contribution coming from the occupied acceptor. In contrast, in the $[\text{Fe}^{2+}, h^0]$ valence state, the extra electron occupies one of the higher minority d-orbital levels in the gap, and the acceptor level is empty (or is occupied by a “hole”). Thus, as for the $[\text{Mn}^{2+}, h^0]$, the cancellation does not occur. Furthermore, the anisotropy of the top-most d-orbital level is, as expected, small. Therefore the behavior of $[\text{Fe}^{2+}, h^0]$ is quite similar to $[\text{Mn}^{2+}, h^0]$. These simple considerations lead us to predict that, at least within our non-self-consistent treatment, the charged states $[\text{Fe}^{2+}, h^0]$ and $[\text{Fe}^{3+}, h^+]$ should have the same behavior of $[\text{Fe}^{3+}, h^0]$ and $[\text{Fe}^{2+}, h^0]$ respectively, since the occupancy of the acceptor state is the same. This is exactly what our calculations show. Again, we emphasize that our non-self consistent calculations should be taken cautiously when charged states are involved.

The importance of this result stems from the fact that the valence and charge state of individual TM impurities in GaAs can presently be manipulated with a variety of techniques. For example, as mentioned earlier, it is possible to switch the impurity from the $[\text{Fe}^{3+}, h^0]$ to the $[\text{Fe}^{2+}]$ state via a voltage-dependent local manipulation of the Fermi level by means of tip-induced band bending in STM experiments [29]. A similar manipulation of the Fermi level might soon allow the switching between the $[\text{Fe}^{3+}, h^0]$ and the $[\text{Fe}^{3+}, h^+]$ charge state. On the other hand, optical manipulation of the valence state might permit switching between the $[\text{Fe}^{3+}, h^0]$ and the $[\text{Fe}^{2+}, h^0]$ states. Our calculations indicate that the switching between these valence and charged states should be also accompanied and characterized by significant changes in the magnetic anisotropy energy of the system. Figure 16 shows the magnetic anisotropy landscape for the Fe impurity in the isoelectronic state as a function of...
FIG. 14. Color online – Magnetic anisotropy landscape for the Fe dopant in bulk GaAs (a) and Fe on the (110) GaAs surface (b). Energy is in the units of meV.

FIG. 15. Color online – Magnetic anisotropy energy as a function of the Fe depth. The notations on the horizontal are the same as in Fig. 10 with zero corresponding to the surface layer and the value below zero to the bulk result. Red dots are for the $[\text{Fe}^{3+}]^0$ state and blue dots for the $[\text{Fe}^{2+}, h]^0$ state.

its position below the surface. Although the results for the surface layer [Fig. 14(b)] and for the first sublayer [Fig. 15(a)] are similar, in the latter case the magnetic anisotropy energy is smaller. As the Fe atom is moved away from the surface, the behavior of the magnetic anisotropy approaches that found in the bulk. When Fe is placed in the ninth sublayer, i.e. in the middle of the cluster, we expect it to behave like Fe in the bulk. This is confirmed in Fig. 16(i), which shows that the anisotropy energy has now decreased down to $10^{-2}$ meV compared to 1 meV for the surface and the anisotropy landscape is almost identical to its bulk counterpart [see Fig. 14(a)]. Figure 17 shows the LDOS for the four topmost Fe-induced levels in the gap when the spin quantization axis is along the easy direction. As the Fe atom is moved down from the surface towards the center of the cluster, the concentration of the spectral weight on the impurity site decreases and the LDOS becomes more delocalized. The butterfly shape of the LDOS around the impurity is more pronounced for the sublayers located further away from the surface. The surface LDOS for Fe in the sublayers close to the surface is not very sensitive to the direction of the spin quantization axis. However, we find that when Fe is placed between the fifth

FIG. 16. Color online – Magnetic anisotropy energy landscapes for Fe in the $[\text{Fe}^{3+}]^0$ electronic configuration as a function of the impurity position below the surface. Panels (a) to (i) correspond to Fe in the first to ninth sublayer, respectively. Energy is in the units of meV.
FIG. 17. Color online – The (110) surface LDOS for four Fe-induced levels in the gap as a function of the Fe depth. Panels (a) to (h) correspond to Fe in the first to eighth sublayer, respectively.

and the eighth sublayer, the calculated LDOS images do display visible differences for the easy and hard directions, as shown in Fig. 18. These changes might well be detectable by STM, when the direction of the impurity magnetic moment is changed by an external magnetic field. An estimation based on the maximum anisotropy energy of 0.05 meV (for the fifth sublayer which decreases to 0.026 meV for the eighth sublayer) for the Fe on its isoelectronic state, suggests that it should be possible to manipulate the spin of the impurity with magnetic fields of the order of $10^{-1}$ T. This is very different from the case of Mn on the (110) GaAs surface. As was demonstrated in Ref. [24] both theoretically and experimentally, due to the strongly localized character of the Mn acceptor wavefunction on the surface and the large magnetic anisotropy energy of Mn in the near-surface layers, the acceptor hole LDOS is practically insensitive to the direction of the Mn magnetic moment in magnetic fields up to 6 T. In the case of Fe in its isoelectronic state, the combination of low anisotropy energy and the sensitivity of the surface LDOS to the direction of the impurity magnetic moment makes such manipulation possible with magnetic fields well within the experimental range.

V. CONCLUSIONS

In this paper we have studied the electronic structure and magnetic properties of individual Mn and Fe dopants in the bulk and near the (110) surface of GaAs. Our theoretical treatment is based on a microscopic TB model including explicitly the $d$-orbitals of the dopant. We have employed DFT calculations to obtain the spin-resolved density of states for the impurity $d$-states, which was then used to determine the TB parameters for the $d$-orbitals. We calculated the in-gap electronic level-structure, LDOS and magnetic anisotropy landscapes for Mn and Fe impurities positioned on the surface or in sub-

FIG. 18. Color online – The (110) surface LDOS for the topmost level in the gap for two different direction of the quantization axis. Panels (a) to (d) correspond to Fe in the fifth to eighth sublayer, respectively. The left(right) column shows the LDOS for the quantization axis along the easy(hard) direction.
also in agreement with experimental results. However, the microscopic quantum model finds a lower magnetic anisotropy energy for a Mn dopant on the surface compared to the classical-spin model. The difference between the anisotropy energy in the two models stems from the deeper and therefore the considerably more localized character of the acceptor state on the surface, found in the quantum $d$-level model.

For the case of Fe in bulk, the microscopic model correctly finds two degenerate minority-spin levels in the gap, of predominately $d$-character, with the expected two-fold and three-fold degeneracy associated to the $e_g$ and $t_{2g}$ symmetry respectively. The structure of these minority $d$-character levels changes significantly when Fe is placed on the surface or in the nearby sublayers. Indeed, we find that the orbital degeneracy is lifted by surface effects, and the electronic structure consists of five unoccupied non-degenerate levels in the gap, two of which are very close to the top of valence band, two in the middle and one close to the conduction band. We were able to make connections between the calculated in-gap level structure and the experimental spectroscopic data for Fe on the (110) GaAs surface.

We also presented the calculated anisotropy energy landscapes and the LDOS of the in-gap states for Fe near the (110) surface. Importantly, we found that the anisotropy energy of the Fe impurity on the surface and subsurfaces depends on its valence state. Although the neutral acceptor state [Fe$^{2+}, h^0$] behaves similarly to Mn, for the isoelectronic state [Fe$^{3+}, h^0$] the anisotropy energy is considerably smaller, and behaves differently as a function of the impurity depth and the orientation of its magnetic moment. For a Fe dopant positioned in between the fifth to eighth sublayers, the anisotropy energy drops to a fraction of a meV. At the same time the spatial profile of the wavefunction associated with the top-most impurity level in the gap, is considerably extended and therefore sensitive to the orientation of the impurity magnetic moment. This situation is quite different from the case of the Mn acceptor [24], whose wavefunction is strongly localized for a dopant on the surface (where the anisotropy is small) and extended for a dopant in the sublayers (where, however, the anisotropy is large). These special features of the Fe dopant will permit the manipulation of the Fe spin by means of an external magnetic field of few Tesla. Under this occurrence, the results of our calculations predict that, for a Fe dopant in its isoelectronic state, positioned a few monolayers below the (110) GaAs surface, a change in the direction of the dopant magnetic moment will produce a detectable difference in the STM cross-sectional view of the LDOS of the impurity levels in the gap.
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