Modeling photometric variations due to a global inhomogeneity on an obliquely rotating star: application to lightcurves of white dwarfs
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Abstract

We develop a general framework to compute photometric variations induced by the oblique rotation of a star with an axisymmetric inhomogeneous surface. We apply the framework to compute lightcurves of white dwarfs adopting two simple models of their surface inhomogeneity. Depending on the surface model and the location of the observer, the resulting lightcurve exhibits a departure from a purely sinusoidal curve that are observed for a fraction of white dwarfs. As a specific example, we fit our model to the observed phase-folded lightcurve of a fast-spinning white dwarf ZTF J190132.9+145808.7 (with the rotation period of 419s). We find that the size and obliquity angle of the spot responsible for the photometric variation are
\[ \Delta \theta_s \approx 60^\circ \text{ and } \theta_s \approx 60^\circ \text{ or } 90^\circ, \] respectively, implying an interesting constraint on the surface distribution of the magnetic field on white dwarfs.
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1 **Introduction**

A number of white dwarfs (WDs) have exhibited periodic photometric variations (e.g., Achilleos et al. 1992; Barstow et al. 1995; Wade et al. 2003; Brinkworth et al. 2005, 2013; Reding et al. 2020; Ciaizzo et al. 2021; Kilic et al. 2021; Williams et al. 2022). Those variations are commonly interpreted to originate from inhomogeneities on the stellar surface that obliquely rotate around the spin axis. Those inhomogeneities may be produced by magnetic spots in a convective atmosphere (e.g., Valyavin et al. 2008, 2011) or the so-called magnetic dichroism (Ferrario et al. 1997); the continuum opacity changes with rotational phase according to the amplitude of the magnetic field strength across the stellar disk. As a result, the photometric flux varies as well. Hence, photometric lightcurves of WDs carry rich information on the distribution of the surface magnetic fields, which may be further disentangled by combining the spectropolarimetric data if available (e.g., Liebert et al. 1977; Donati et al. 1994; Euchner et al. 2002; Valyavin et al. 2014).

For instance, Brinkworth et al. (2013) have performed time-series photometry of 30 isolated magnetic WDs, and 5 (24 \%) are variable with reliably measured periods of (1 – 7) hours. Quite interestingly, all of their lightcurves are well fitted by a monochromatic sinusoidal curve. Indeed, apart from 9 WDs whose lightcurves are significantly contaminated by their varying comparison stars, they find that 14 out of the remaining 21 show evidence for variability whose lightcurves are consistent with a monochromatic sinusoidal curve. In marked contrast to other stars for which non-sinusoidal rotation signatures are commonly observed (e.g., Roettenbacher et al. 2013), the sinusoidal lightcurve seems to be fairly generic for these types of WDs, which have a relatively stable surface structure over time.

Thanks to the Kepler satellite, Transiting Exoplanet Survey Satellite (TESS), and Zwicky Transient Facility (ZTF) (Maoz et al. 2015; Reding et al. 2020; Hermes et al. 2021) among others, the number of photometric lightcurves for WDs with a high accuracy and cadence is rapidly increasing. Indeed, fast-spinning WDs with a rotation period even less than 10 minutes have been recently discovered (Reding et al. 2020; Ciaazzo et al. 2021; Kilic et al. 2021).
For such cases, however, it may be due to their pulsation, instead of the rotation, since their frequency ranges are overlapped (e.g., Winget & Kepler 2008; Hollands et al. 2020). This points to an importance of quantitative modeling of photometric lightcurves due to inhomogeneities on rotating stars. For instance, the phase-folded lightcurve of one of the fast-spinning WDs (ZTF J190132.9+145808.7) seems to exhibit a non-sinusoidal feature (Caiazzo et al. 2021, and see Sec. 3.5 below), which could be relatively common for these young massive WDs. Thus, such modeling of photometric variations due to an inhomogeneity on the stellar surface should become even more crucial in the coming era of the Rubin Observatory LSST Camera (Ivezić et al. 2019).

Photometric rotational variations due to multiple circular starspots have been studied previously (e.g., Budding 1977; Dorren 1987; Eker 1994; Landolfi et al. 1997; Kipping 2012). More recently, Suto et al. (2022) proposed a fully analytic model for the photometric variations due to infinitesimally small multiple starspots on a differentially rotating star, and performed a series of mock Lomb-Scargle analysis relevant to the Kepler data (e.g., Lu et al. 2022). In this paper, instead, we focus on an inhomogeneous surface intensity pattern that is axisymmetric around an axis misaligned to the stellar spin axis. The inhomogeneity produces periodic photometric variations due to the stellar rotation. The purpose of the present paper is to develop a general formulation to describe the rotational variation, compute the resulting lightcurves for a couple of physically-motivated specific models for WDs, and apply the methodology to derive constraints on several parameters for ZTF J190132.9+145808.7 as an example.

The rest of the paper is organized as follows. Section 2 presents our formulation of the lightcurve modeling for a solid-body rotating star with an inhomogeneous surface intensity distribution. We first present a general formulation to compute the photometric modulation due to the oblique stellar rotation by adopting a quadratic limb darkening law. While our formulation would be essentially the same as those in the previous literature, the resulting expressions are characterized by a set of parameters with clear physical interpretations, and thus more useful in fitting to the observed lightcurves. In order to show the advantage of our method, we apply the formulation to two simple inhomogeneity models in section 3: a constant-intensity single circular spot (cap-model), and a globally varying-intensity surface (p-model). We find that the p-model leads to a sinusoidal lightcurve strictly, while the cap-model exhibits a departure from a sinusoidal lightcurve depending on the geometrical configurations between the starspot and the observer. In both models, the photometric variations are fairly insensitive to the limb darkening effect. In subsection 3.5, we show that the cap-model well explains the observed lightcurve of ZTF J190132.9+145808.7. Finally, section 4 is devoted to discussion and
conclusion of the present paper. Analytic derivations of several integrals appearing in the main text are given in Appendix.

2 Basic formulation of the lightcurve modeling for an obliquely rotating star

As shown in Figure 1, we consider a star rotating along the \( z \)-axis with a spin angular frequency of \( \omega_\star \), and the observer is located at \( (\sin \theta_o, 0, \cos \theta_o) \). If we denote the obliquity angle between the stellar spin axis and the symmetry axis of the surface inhomogeneity distribution by \( \theta_\star \), the angle between the observer’s line-of-sight and the symmetry axis, \( \gamma(t) \) is given by

\[
\cos \gamma(t) = \sin \theta_\star \sin \theta_o \cos \omega_\star t + \cos \theta_\star \cos \theta_o,
\]

and thus \( \gamma(t) \) varies between \( |\theta_\star - \theta_o| \) and \( \theta_\star + \theta_o \) (\(< \pi \)). In practice, the symmetry axis may correspond to the magnetic dipole axis of WDs, or to the central axis of a single spherical spot on the stellar surface. While we assume that \( \theta_\star \) is constant throughout the present analysis, its possible time-dependence is easily incorporated by substituting the specific function \( \theta_\star(t) \) in equation (1) because the photometric variation in our formulation is completely specified by \( \gamma(t) \) alone.

Following Suto et al. (2022), the normalized photometric lightcurve of the stellar surface is

\[
L(t) = \frac{\int \int K(\theta, \varphi) I(\theta, \varphi) I_{\text{LD}}(\theta, \varphi) \sin \theta \, d\theta \, d\varphi}{\int \int K(\theta, \varphi) \tilde{I} \sin \theta \, d\theta \, d\varphi}
= \frac{1}{\pi \tilde{I}} \int \int K(\theta, \varphi) I(\theta, \varphi) I_{\text{LD}}(\theta, \varphi) \sin \theta \, d\theta \, d\varphi,
\]

where \( K \) is the weighting kernel of the surface visible to the observer, \( I(\theta, \varphi) \) and \( I_{\text{LD}}(\theta, \varphi) \) indicate the surface intensity distribution and the limb darkening (the edge of the stellar disk is observed to be dimmer than its central part), respectively, and the integration is performed over the entire stellar surface (see also, Fujii et al. 2010, 2011; Farr et al. 2018; Haggard & Cowan 2018; Nakagawa et al. 2020). We introduce a constant surface intensity, \( \tilde{I} \), just for normalization, but it is not directly determined from observed data and can be chosen arbitrarily.

For an isotropically emitting stellar surface, the weighting kernel \( K \) is equivalent to the visibility computed from the direction cosine between the unit normal vector of the stellar surface \( (e_\star) \) and the unit vector toward the observer \( (e_o) \). Without loss of generality, one can define a spherical coordinate system in which the symmetry axis is instantaneously set to be \( z \)-axis. In this case, one obtains

\[
e_\star \cdot e_o \equiv \mu_\star = \sin \gamma(t) \sin \theta [\cos \varphi + \Gamma(t)],
\]

where \( \Gamma(t) \) is the limb darkening. If we consider an isotropically emitting stellar surface, the weighting kernel \( K \) is equivalent to the optical depth integrated over the entire stellar surface. In this case, one obtains

\[
L(t) = \frac{\int \int K(\theta, \varphi) I(\theta, \varphi) \sin \theta \, d\theta \, d\varphi}{\int \int K(\theta, \varphi) \tilde{I} \sin \theta \, d\theta \, d\varphi}
= \frac{1}{\pi \tilde{I}} \int \int K(\theta, \varphi) I(\theta, \varphi) \sin \theta \, d\theta \, d\varphi,
\]

where \( K \) is the weighting kernel of the surface visible to the observer, \( I(\theta, \varphi) \) and \( I_{\text{LD}}(\theta, \varphi) \) indicate the surface intensity distribution and the limb darkening (the edge of the stellar disk is observed to be dimmer than its central part), respectively, and the integration is performed over the entire stellar surface (see also, Fujii et al. 2010, 2011; Farr et al. 2018; Haggard & Cowan 2018; Nakagawa et al. 2020). We introduce a constant surface intensity, \( \tilde{I} \), just for normalization, but it is not directly determined from observed data and can be chosen arbitrarily.

For an isotropically emitting stellar surface, the weighting kernel \( K \) is equivalent to the optical depth integrated over the entire stellar surface. In this case, one obtains

\[
e_\star \cdot e_o \equiv \mu_\star = \sin \gamma(t) \sin \theta [\cos \varphi + \Gamma(t)],
\]

where \( \Gamma(t) \) is the limb darkening. If we consider an isotropically emitting stellar surface, the weighting kernel \( K \) is equivalent to the optical depth integrated over the entire stellar surface. In this case, one obtains

\[
L(t) = \frac{\int \int K(\theta, \varphi) I(\theta, \varphi) \sin \theta \, d\theta \, d\varphi}{\int \int K(\theta, \varphi) \tilde{I} \sin \theta \, d\theta \, d\varphi}
= \frac{1}{\pi \tilde{I}} \int \int K(\theta, \varphi) I(\theta, \varphi) \sin \theta \, d\theta \, d\varphi,
\]

where \( K \) is the weighting kernel of the surface visible to the observer, \( I(\theta, \varphi) \) and \( I_{\text{LD}}(\theta, \varphi) \) indicate the surface intensity distribution and the limb darkening (the edge of the stellar disk is observed to be dimmer than its central part), respectively, and the integration is performed over the entire stellar surface (see also, Fujii et al. 2010, 2011; Farr et al. 2018; Haggard & Cowan 2018; Nakagawa et al. 2020). We introduce a constant surface intensity, \( \tilde{I} \), just for normalization, but it is not directly determined from observed data and can be chosen arbitrarily.
where

\[ \Gamma(t) \equiv \cot \gamma(t) \cot \theta. \] (4)

The location \((\theta, \varphi)\) on the surface is visible to the observer if \(\mu_* > 0\). Therefore, the weighting kernel is simply written as

\[ K(\theta, \varphi) = \max(\mu_*, 0) = \sin \gamma(t) \sin \theta \max[\cos \varphi + \Gamma(t), 0]. \] (5)

If we adopt a quadratic limb darkening law, \(I_{LD}\) in equation (2) is specified by the two parameters \(u_1\) and \(u_2\) as

\[ I_{LD}(\theta, \varphi) = 1 - u_1(1 - \mu_*) - u_2(1 - \mu_*)^2 = (1 - u_1 - u_2) + (u_1 + 2u_2)\mu_* - u_2\mu_*^2. \] (6)

For instance, \(u_1 = 0.47\) and \(u_2 = 0.23\) for the Sun at 550nm, and \(u_1 = 0.05\) and \(u_2 = 0.51\) for a typical white dwarf with \(T_{\text{eff}} = 10^4\)K and \(\log g = 8.0\) in the LSST g-band (Cox 2000; Gianninas et al. 2013).

We focus on a case where the surface intensity distribution is axisymmetric, i.e., \(I(\theta, \varphi) = I(\theta)\). Then, equation (2) reduces to

\[ L(t) = L_0(t) + L_1(t) + L_2(t), \] (7)

where

\[ L_0(t) = (1 - u_1 - u_2) \frac{\sin \gamma}{\pi T} \int \int \max[\cos \varphi + \Gamma(t), 0] \sin^2 \theta I(\theta) d\theta d\varphi, \] (8)

\[ L_1(t) = (u_1 + 2u_2) \frac{\sin^2 \gamma}{\pi T} \int \int \max[\cos \varphi + \Gamma(t), 0] \sin^3 \theta [\cos \varphi + \Gamma(t)] I(\theta) d\theta d\varphi, \] (9)

and
Using the following relations derived from equation (11):

\[ L_2(t) = -u_2 \frac{\sin^3 \gamma}{\pi T} \int \max[(\cos \varphi + \Gamma(t))^3, 0] \sin^4 \theta I(\theta) d\theta d\varphi. \] (10)

The visible part of the surface location \((\theta, \varphi)\) relative to the instantaneous observer’s line-of-sight is illustrated in Figure 2 (see also Figure 2 of Suto et al. 2022). By defining \(\varphi_c(t)\) for \(|\Gamma(t)| \leq 1\) as

\[ \cos \varphi_c(t) = -\Gamma(t) = -\cot \gamma(t) \cot \theta, \]

the instantaneously visible part of the surface is limited to \(-\varphi_c(t) < \varphi < \varphi_c(t)\).

Consider first the case of \(0 < \gamma < \pi/2\). Then, equation (8) becomes

\[ \frac{\pi I}{1 - u_1 - u_2} L_0(t) = \sin \gamma \int_0^{\pi/2-\gamma} d\theta \int_{-\pi}^\pi d\varphi [\cos \varphi + \cot \gamma \cot \theta \sin^2 \theta I(\theta)] \]
\[ + \sin \gamma \int_{\pi/2-\gamma}^{\pi/2+\gamma} d\theta \int_{-\varphi}^{\varphi_c} d\varphi (\cos \varphi - \cos \varphi_c) \sin^2 \theta I(\theta) \]
\[ = 2\pi \cos \gamma \int_0^{\pi/2-\gamma} \sin \theta \cos \theta I(\theta) d\theta + 2\sin \gamma \int_{\pi/2-\gamma}^{\pi/2+\gamma} (\sin \varphi_c - \varphi_c \cos \varphi_c) \sin^2 \theta I(\theta) d\theta. \] (12)

Using the following relations derived from equation (11):

\[ \sin^2 \theta = \frac{1}{\cos^2 \varphi_c + \cot^2 \gamma}, \quad d\theta = -\frac{\sin \varphi_c \cot \gamma}{\cos^2 \varphi_c + \cot^2 \gamma} d\varphi_c, \]

the second term in equation (12) becomes an integral in terms of \(\varphi_c\) alone:

\[ \int_{\pi/2-\gamma}^{\pi/2+\gamma} \sin^2 \theta (\sin \varphi_c - \varphi_c \cos \varphi_c) d\theta = \int_0^{\varphi_c} \frac{1}{\cos \varphi_c + \cot^2 \gamma} \frac{\sin \varphi_c (\varphi_c \cos \varphi_c - \sin \varphi_c)}{(\cos^2 \varphi_c + \cot^2 \gamma)^2} d\varphi_c. \] (14)

Finally, equation (12) reduces to

\[ \frac{T}{1 - u_1 - u_2} L_0(t) = 2\cos \gamma \int_0^{\pi/2-\gamma} \sin \theta \cos \theta I(\theta) d\theta \]
\[ - \frac{2\sin \gamma \cot \gamma}{\pi} \int_0^\pi F_0(x; \gamma) I(\theta(x)) dx, \]

where

\[ F_0(x; \gamma) \equiv \frac{\sin x (x \cos x - \sin x)}{(\cos^2 x + \cot^2 \gamma)^2}, \quad \cos[\theta(x)] \equiv \frac{\cos x}{\cos^2 x + \cot^2 \gamma}. \] (16)

Similarly, equation (9) is rewritten as

\[ \frac{\pi I}{u_1 + 2u_2} L_1(t) = \frac{\sin^2 \gamma}{\pi} \int_0^{\pi/2-\gamma} d\theta \int_{-\pi}^\pi d\varphi [\cos \varphi + \cot \gamma \cot \theta]^2 \sin^3 \theta I(\theta) \]
\[ + \frac{\sin^2 \gamma}{\pi} \int_{\pi/2-\gamma}^{\pi/2+\gamma} d\theta \int_{-\varphi}^{\varphi_c} d\varphi (\cos \varphi - \cos \varphi_c)^2 \sin^3 \theta I(\theta) \]
\[ = \sin^2 \gamma \int_0^{\pi/2-\gamma} \sin^3 \theta I(\theta) d\theta + 2\cos^2 \gamma \int_0^{\pi/2-\gamma} \sin \theta \cos^2 \theta I(\theta) d\theta \]
\[ + \frac{2\sin \gamma}{\pi} \int_{\pi/2-\gamma}^{\pi/2+\gamma} (2\varphi_c \cos 2\varphi_c - 3 \sin 2\varphi_c) \sin^3 \theta I(\theta) d\theta \]
\[ = \sin^2 \gamma \int_0^{\pi/2-\gamma} \sin^3 \theta I(\theta) d\theta + 2\cos^2 \gamma \int_0^{\pi/2-\gamma} \sin \theta \cos^2 \theta I(\theta) d\theta \]
Let us consider a simple model (Figure 3) in which the surface intensity is given as

\[ -\frac{\sin^2 \gamma \cot^4 \gamma}{2\pi} \int_0^\pi F_1(x; \gamma) I(\theta(x)) dx, \]  

(17)

where

\[ F_1(x; \gamma) \equiv \frac{\sin x(2x \cos 2x - 3 \sin 2x + 4x)}{(\cos^2 x + \cot^2 \gamma)^{5/2}}. \]  

(18)

Also equation (10) becomes

\[
-\frac{T}{u_2} L_2(t) = \frac{\sin^3 \gamma}{\pi} \int_0^{\pi/2-\gamma} d\theta \int_{-\pi}^\pi d\varphi \left[ \cos \varphi + \cot \gamma \cot \theta \right]^3 \sin^4 \theta I(\theta) + \frac{\sin^3 \gamma}{\pi} \int_{\pi/2-\gamma}^{\pi/2+\gamma} d\theta \int_{\varphi_c}^{\varphi_c} d\varphi \left( \cos \varphi - \cos \varphi_c \right)^3 \sin^4 \theta I(\theta) \\
= 3 \sin^2 \gamma \cos \gamma \int_0^{\pi/2-\gamma} \sin^3 \theta \cos \theta I(\theta) d\theta + 2 \cos^3 \gamma \int_0^{\pi/2-\gamma} \sin^2 \theta \cos^2 \theta I(\theta) d\theta + \frac{\sin^3 \gamma \cot^3 \gamma}{12\pi} \int_0^\pi F_2(x; \gamma) I(\theta(x)) dx,
\]

(19)

where

\[ F_2(x; \gamma) \equiv \frac{\sin x[6x(9 \cos x + 3 \cos 3x) - 27 \sin x - 11 \sin 3x]}{(\cos^2 x + \cot^2 \gamma)^5}. \]  

(20)

In the same manner, we rewrite equations (8) to (10) for \( \pi/2 < \gamma < \pi \) as follows.

\[
\frac{T}{1-u_1-u_2} L_0(t) = 2 \cos \gamma \int_{3\pi/2-\gamma}^\pi \sin \theta \cos \theta I(\theta) d\theta - \frac{2 \sin \gamma |\cot^3 \gamma|}{\pi} \int_0^\pi F_0(x; \gamma) I(\theta(x)) dx,
\]

(21)

\[
\frac{T}{u_1+2u_2} L_1(t) = \sin^2 \gamma \int_{3\pi/2-\gamma}^\pi \sin^3 \theta I(\theta) d\theta + 2 \cos^2 \gamma \int_{3\pi/2-\gamma}^\pi \sin \theta \cos^2 \theta I(\theta) d\theta - \frac{\sin^2 \gamma \cot^4 \gamma}{2\pi} \int_0^\pi F_1(x; \gamma) I(\theta(x)) dx,
\]

(22)

\[
-\frac{T}{u_2} L_2(t) = 3 \sin^2 \gamma \cos \gamma \int_{3\pi/2-\gamma}^\pi \sin^3 \theta \cos \theta I(\theta) d\theta + 2 \cos^3 \gamma \int_{3\pi/2-\gamma}^\pi \sin \theta \cos^3 \theta I(\theta) d\theta + \frac{\sin^3 \gamma \cot^5 \gamma}{12\pi} \int_0^\pi F_2(x; \gamma) I(\theta(x)) dx,
\]

(23)

3 Application to simple models of the surface inhomogeneity

3.1 Cap-model: a constant-intensity circular spot

Let us consider a simple model (Figure 3) in which the surface intensity is given as
Fig. 2. Range of $\theta$ and $\gamma$ for the visible part of the stellar sphere for the observer. The region with $\Gamma < -1$ corresponds to the position $(\theta, \varphi)$ that is invisible to the observer, while that with $\Gamma > 1$ is always visible regardless of the value of $\varphi$. The region with $|\Gamma| < 1$ becomes visible periodically when $\varphi < \varphi_c$, where $\cos \varphi_c \equiv -\Gamma$.

$I(\theta) = \begin{cases} I_s & (0 < \theta < \Delta\theta_s) \\ I_0 & (\Delta\theta_s < \theta < \pi) \end{cases}.$

This corresponds to a large spot of constant intensity $I_s$ around the north pole on the otherwise homogeneous surface of intensity $I_0$. Without loss of generality, we assume that the size of the spot is less than half of the entire surface ($\Delta\theta_s < \pi/2$); the result for $\Delta\theta_s > \pi/2$ is obtained simply by exchanging $I_s$ and $I_0$ and replacing $\Delta\theta_s$ with $\pi - \Delta\theta_s$ in the following expressions.

We compute equation (15) without limb darkening (the derivation is given in appendix 1), and summarize the final expressions below.

(a) $0 < \gamma < \pi/2$ and $\Delta\theta_s < \pi/2 - \gamma$:

$L_{0a}(t) = \frac{I_0}{I} - \frac{I_0 - I_s}{I} \sin^2 \Delta\theta_s \cos \gamma.$

(b) $0 < \gamma < \pi/2$ and $\pi/2 - \gamma < \Delta\theta_s < \pi/2$:

$L_{0b}(t) = \frac{I_0}{I} - 2\sin \gamma \cot^3 \gamma \frac{(I_0 - I_s)}{\pi I} \int_{\varphi_{c,s}}^{\pi} F_0(x; \gamma) dx,$

where $\cos \varphi_{c,s} \equiv -\cot \gamma \cot \Delta\theta_s$.

(c) $\pi/2 < \gamma < \pi$ and $\Delta\theta_s < \gamma - \pi/2$:

$L_{0c}(t) = \frac{I_0}{I}.$
Fig. 3. An instantaneous view of the spot configuration for the cap-model. The spot is located at the pole region ($\theta < \Delta \theta_s$) with the constant intensity $I_s$, while the intensity of the other surface is $I_0$.

(d) $\pi/2 < \gamma < \pi$ and $\gamma - \pi/2 < \Delta \theta_s < \pi/2$:

$$L_{0d}(t) = \frac{I_0}{I} - 2 \sin \gamma \cot \gamma \frac{(I_0 - I_s)}{\pi I} \int_{0}^{\phi_c,s} F_0(x; \gamma) dx. \quad (28)$$

The case (a) corresponds to the situation that the whole spot is visible to the observer, and thus the modulation is proportional to the projected area of the spot ($\propto \cos \gamma$). This clearly indicates that the resulting modulation is proportional to $\cos \omega_\star t$; see equation (1). In contrast, the spot is completely invisible and there is no observed modulation in the case (c). In the other two cases (b) and (d), the part of the spot is periodically visible, and the corresponding lightcurves become a sinusoidal form truncated at upper/lower amplitudes.

We note that the cap-model can be generalized to a star with multiple large spots in a straightforward manner by summing up the photometric variations due to the $i$-th spot with $I_{s,i}$, $\theta_{s,i}(t)$, $\Delta \theta_{s,i}$, and the initial phase of $\varphi_i$.

3.2 p-model: an inhomogeneous surface with a globally varying intensity

Another simple model that we consider here assumes the parameterized surface intensity $I(\theta)$:

$$I(\theta) = I_0 - \Delta I \cos^p \theta, \quad (29)$$

where $I_0$ is the intensity at the equator ($\theta = \pi/2$), and $\Delta I$ is the amplitude of the intensity variation on the surface.

If $p$ is an odd integer, $I(\theta)$ varies monotonically from $I_0 - \Delta I$ (at $\theta = 0$) to $I_0 + \Delta I$ (at $\theta = \pi$), which is roughly consistent with previous data (e.g., Landolfi et al. 1993; Valyavin et al. 1993).
In this case, equation (15) is rewritten as

\[ L_{\text{op}}(t) = \frac{I_0}{T} - \frac{\Delta I}{T} \frac{2(1 - \sin^{p+2}\gamma) \cos \gamma}{p + 2} \]

\[ - \frac{\Delta I}{T} 2\sin \gamma \cot \gamma \frac{\gamma}{\pi} \int_0^\pi F_0(x; \gamma) \left( \frac{\cos x}{\sqrt{\cos^2 x + \cot^2 \gamma}} \right)^p dx, \]

(30)

where the second line is obtained from equation (A5). Interestingly, after integrating by parts, we find the analytical result:

\[ \int_0^\pi F_0(x; \gamma) \left( \frac{\cos x}{\sqrt{\cos^2 x + \cot^2 \gamma}} \right)^p dx = \frac{\pi}{p + 2} \sin^{p+2} \gamma, \]

(31)

if \( p \) is an odd integer. Thus, equation (30) reduces to the following simple expression:

\[ L_{\text{op}}(t) = \frac{I_0}{T} - \frac{\Delta I}{T} 2 \cos \gamma. \]

(32)

As in the cap-model, it has a modulation component proportional to \( \cos \gamma \), and thus to \( \cos \omega \star t \), but the parameter \( p \) cannot be measured because it is completely degenerate with the modulation amplitude \( \Delta I \), as long as it is an odd integer.

### 3.3 Lightcurve variations without limb darkening

In our modeling, the time-dependence of the lightcurve \( L(t) \) is completely specified by that of \( \gamma(t) \). Thus we define the scaled lightcurve variation in terms of \( \gamma \):

\[ \Delta \tilde{L}(\gamma) \equiv \frac{L(\gamma) - L(\gamma = 0)}{L(\gamma = \pi) - L(\gamma = 0)}, \]

(33)

which is plotted in Figure 4 for our cap-model and p-model without limb darkening. For the p-model, \( \Delta \tilde{L}(\gamma) \) simply reduces to \((1 - \cos \gamma)/2\) regardless of the value of \( p \), as shown in equation (32). In contrast, \( \Delta \tilde{L}(\gamma) \) depends on the value of \( \Delta \theta_s \) as well; see equations (25) to (28).

In reality, however, the value of \( \gamma \) is not known to the observer, and \( \Delta \tilde{L}(\gamma) \) is not directly observable. Instead, we define the scaled lightcurve variation in terms of \( t \):

\[ \tilde{L}(t) \equiv \frac{L(\omega \star t) - L_{\text{op}}(\omega \star t = 0)}{L_{\text{op}}(\omega \star t = \pi) - L_{\text{op}}(\omega \star t = 0)}, \]

(34)

which can be evaluated by fitting equation (25) to the sinusoidal portion of the measured data. Figure 5 plots \( \tilde{L}(t) \) for the cap-model against \( \omega \star t \) without limb darkening.

There is a certain degeneracy among parameters in the cap-model. If the lightcurve becomes saturated corresponding to equation (27), we can measure the threshold value of \( \omega \star t = \theta_{\text{crit}} \) which gives

\[ \sin \Delta \theta_s = |\cos \gamma_{\text{crit}}| \equiv |\sin \theta_s \sin \theta_o \cos \theta_{\text{crit}} + \cos \theta_s \cos \theta_o |. \]

(35)
Then fitting to equation (25) with equation (35) provides a relation among $I_s/I_0$, $\theta_\star$ and $\theta_o$:

$$L_{0a}(t) = \frac{I_0}{T} - \frac{I_0 - I_s}{T} \sin^2 \Delta \theta_s (\sin \theta_\star \sin \theta_o \cos \omega_\star t + \cos \theta_\star \cos \theta_o)$$

$$= \left( \frac{I_0}{T} - \frac{I_0 - I_s}{T} \sin^2 \Delta \theta_s \cos \theta_\star \cos \theta_o \right)$$

$$\times \left[ 1 - \frac{(1 - I_s/I_0) \sin^2 \Delta \theta_s \sin \theta_\star \sin \theta_o}{1 - (1 - I_s/I_0) \sin^2 \Delta \theta_s \cos \theta_\star \cos \theta_o \cos \omega_\star t} \right].$$

The above equation explicitly indicates the degeneracy of the parameters involved in the amplitude of the sinusoidal curve. Therefore, the departure from the purely sinusoidal curve (see Figure 5) corresponding to equations (26) to (28) is important for the accurate determinations of the model parameters. We will discuss the parameter degeneracy in §3.5 below.

### 3.4 Limb darkening effect for the p-model

We compute the effect of limb darkening for the p-model. Substituting equation (29) to equations (17), (19), (22), and (23), we find

$$L_{1p}(\gamma) = (u_1 + 2u_2) \left[ \frac{2}{3} \frac{I_0}{T} - \frac{\Delta I}{T} J_{1p}(\gamma) \right],$$

$$L_{2p}(\gamma) = -u_2 \left[ \frac{1}{2} \frac{I_0}{T} - \frac{\Delta I}{T} J_{2p}(\gamma) \right],$$

where

---

**Fig. 4.** Scaled lightcurve variation $\Delta L(\gamma)$ against $\gamma$ for $I_s < I_0$. The four solid lines correspond to the cap-model with $\Delta \theta_s = 15^\circ$, $30^\circ$, $60^\circ$, and $75^\circ$, while the dashed line corresponds to the p-model. The bottom panel shows a schematic illustration of the stellar surface at different phases for the p-model.
Fig. 5. Scaled lightcurve variation $\tilde{L}(t)$ for the cap-model against the orbital phase ($\omega_s t$) with $I_s < I_0$. The top, middle, and bottom panels correspond to $\theta_* = 15^\circ$, $60^\circ$, and $120^\circ$ respectively, for $\theta_o = 30^\circ$, $60^\circ$, and $90^\circ$. Each panel has four curves corresponding to the spot size of $\Delta \theta_s = 15^\circ$, $30^\circ$, $60^\circ$, and $75^\circ$.

$$J_{1p}(\gamma) = \frac{2 + 2p \cos^2 \gamma - \sin^{p+3} \gamma [3(p+1) \cos^2 \gamma + 2]}{(p+1)(p+3)} \left[ \frac{\cos \gamma}{\rho} \right] + \frac{\sin^2 \gamma \cot^5 \gamma}{2\pi \cot \gamma} \int_0^\pi F_1(x; \gamma) \left( \frac{\cos x}{\sqrt{\cos^2 x + \cot^2 \gamma}} \right)^p \, dx \quad (39)$$

$$J_{2p}(\gamma) = \frac{6 + 2(p-1) \cos^2 \gamma - \sin^{p+4} \gamma [5(p+2) \cos^2 \gamma + 6]}{(p+2)(p+4)} \cos \gamma + \frac{\sin^3 \gamma \cot^5 \gamma}{12\pi} \int_0^\pi F_2(x; \gamma) \left( \frac{\cos x}{\sqrt{\cos^2 x + \cot^2 \gamma}} \right)^p \, dx$$

$$= \frac{6 + 2(p-1) \cos^2 \gamma}{(p+2)(p+4)} \cos \gamma. \quad (40)$$
Thus, the normalized lightcurve for the p-model including quadratic limb darkening is given by

\[ L_p(\gamma) = \frac{I_0}{\mathcal{T}} \left[ (1 - u_1 - u_2) + \frac{2(u_1 + 2u_2)}{3} - \frac{u_2}{2} \right] - \frac{\Delta I}{\mathcal{T}} \left[ \frac{2(1 - u_1 - u_2)}{p + 2} \cos \gamma + (u_1 + 2u_2)J_{1p}(\gamma) - u_2J_{2p}(\gamma) \right], \]  

(41)

where \( p \) is an odd integer.

The upper two panels in Figure 6 show \( J_{1p} \) and \( J_{2p} \) against \( \gamma \) for the p-model with \( p = 1 \) (blue), 3 (orange) and 5 (green). The corresponding scaled lightcurve variations \( \Delta \tilde{L}_p(\gamma) \), computed from equations (33) and (41) are plotted in the lower two panels for \( p = 1 \) and 3, adopting the limb darkening coefficients of \( (u_1, u_2) = (0.47, 0.23) \) for the Sun, and \( (0.19, 0.43) \) and \( (0.05, 0.15) \) for WDs with \( (T_{\text{eff}}, \log g) = (8 \times 10^3 \text{K}, 9.2) \), and \( (4.6 \times 10^4 \text{K}, 9.5) \), respectively (Kilic et al. 2021; Caiazzo et al. 2021). For reference, \( \Delta \tilde{L}_p(\gamma) \) without limb darkening is plotted as well, while it is barely distinguishable from the other curves.

In the case of \( p = 1 \), the scaled lightcurves seem to be identical to \((1 - \cos \gamma)/2\), independently of the limb-darkening coefficients. This implies that both \( J_{1p} \) and \( J_{2p} \) are proportional to \( \cos \gamma \) for \( p = 1 \). Equation (40) indeed shows that it is the case for \( J_{2p}(p=1) \). We believe that it is also the case for \( J_{1p}(p=1) \), while we are not yet able to prove it analytically. The scaled lightcurves with \( p = 3 \), on the other hand, show very weak dependence on the limb-darkening coefficients, but they are still very well approximated by \((1 - \cos \gamma)/2\). Therefore, we conclude that the limb-darkening effect is practically negligible in the p-model, and expect that it is the case for the cap-model as well.

3.5 Fitting the cap-model to the phase-folded lightcurves of a fast-spinning white dwarf ZTF J190132.9+145808.7

As an application of our current modeling, we attempt to fit the lightcurve of a fast-spinning white dwarf ZTF J190132.9+145808.7. We download the reduced photometric lightcurves\(^1\) that are made publicly available by Caiazzo et al. (2021). The total duration of the data is \( \sim 80 \) minutes, and the cadence is \( \sim 1 \) second. We use the data in the blue band alone, and omit the last 200 data points because they seem to be significantly contaminated by outliers. The long-term trend is then removed using the Savitzky-Golay filter (Savitzky & Golay 1964), implemented as `LightCurve.flatten` in `lightkurve` modules (Lightkurve Collaboration et al. 2018). We adopt a window width of 1500 seconds, and the data are folded according to the rotational period of 416.097 seconds. Finally, we average the data over the bin width of 1

\(^1\) https://github.com/ilac/ZTF-J1901-1458
Fig. 6. Effect of limb darkening for the p-model. The upper two panels are $J_{1p}$ and $J_{2p}$ against $\gamma$ with different values of $p$. The lower two panels plot the corresponding scaled lightcurve variations $\Delta \tilde{L}_p$ for $p = 1$ and 3, adopting the different sets of the limb darkening coefficients $(u_1, u_2)$. 
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second.

As shown in the above subsection, the limb darkening effect is practically negligible. Thus, we ignore it in the present analysis. Figure 7 shows the best-fits and the residuals for the p-model (left) and the cap-model (right) from the nonlinear least square regression. While a purely sinusoidal curve predicted from the p-model does not fit the data, the cap-model is consistent with the feature of the observed lightcurve. Thus, we proceed to perform a Markov Chain Monte Carlo (MCMC) ensemble sampler for the cap-model using \textit{EMCEE} (Foreman-Mackey et al. 2013).

The likelihood function is taken to be proportional to $\exp(-\chi^2)$:

$$\chi^2 = \sum_i \frac{(L_{\text{cap},i} - L_{\text{obs},i})^2}{\sigma_i^2},$$

(42)

where $L_{\text{cap},i}$ is the cap-model prediction, $L_{\text{obs},i}$ is the observed data, and $\sigma_i^2$ is the variance of the data in the $i$-th bin. The predicted lightcurve of the cap-model is normalized to fit the amplitude of the observed light curve. We adopt uniform priors for the four free parameters over the ranges of $0.8 < I_s/I_o < 1.2$, $0^\circ < \Delta \theta_s < 90^\circ$, and $0^\circ < \theta_o, \theta_* < 180^\circ$.

The posterior distributions for $I_s/I_o$, $\Delta \theta_s$, $\theta_o$ and $\theta_*$ from the MCMC analysis are shown in Figure 8, together with their marginalized probability density functions. The degree of the parameter degeneracy is clearly visible in Figure 8. The amplitude of the photometric variation and the departure from the sinusoidal curve are specified by $I_s/I_o$ and $\Delta \theta_s$, respectively. Thus,
$I_s/I_0 = 0.971^{+0.001}_{-0.008}$

Fig. 8. Posterior distribution among the four parameters, $I_s/I_0$, $\Delta \theta_s$, $\theta_o$, and $\theta_\star$, from the MCMC analysis in the cap-model. The observed lightcurve is averaged over a bin size of 5 seconds. The filled circle and triangle indicate solutions obtained from the nonlinear least square fit. Different curve correspond to the contours of 0.5$\sigma$ (cyan), 1.0$\sigma$ (red), 1.5$\sigma$ (orange), and 2.0$\sigma$ (green) levels for two-dimensional histograms, respectively. The magenta symbols with error-bars indicate our best-fit parameters. The figure is generated using the CORNER package (Foreman-Mackey 2016).
these two parameters are well constrained from the fit. We define the best-fit parameters of $I_s/I_0$ and $\Delta \theta_s$ by the mode and the corresponding 1σ errors from the histograms in Figure 8.

In contrast, the remaining two parameters, $\theta_*$ and $\theta_o$, are intrinsically degenerate, which can be understood from the fact that $\gamma$ is invariant by exchanging $\theta_o$ and $\theta_*$. Therefore, we put a constraint of $\theta_* > \theta_o$ in Figure 8. Even under the constraint, there are two peaks, roughly corresponding to $(\theta_o, \theta_*) \approx (60^\circ, 90^\circ)$ and $(90^\circ, 120^\circ)$. In reality, however, these two are the same solution because $\theta_* = 60^\circ$ and $120^\circ$ lead to the identical lightcurve if $\theta_o = 90^\circ$ as shown in Figure 5. Thus, the peak at $(\theta_o, \theta_*) \approx (90^\circ, 120^\circ)$ is the same as $(90^\circ, 60^\circ)$, which is simply equivalent to the other peak at $(\theta_o, \theta_*) \approx (60^\circ, 90^\circ)$.

This parameter degeneracy is shown more clearly in Figure 9, where we plot the posterior distribution on the $\theta_* - \theta_o$ vs $\theta_* + \theta_o$ plane. Therefore, the best-fits values of $\theta_o$ and $\theta_*$ are not easy to specify, and we decide to adopt their modes and the associated 1σ errors from the two-dimensional contours on the $\theta_o - \theta_*$ plane in Figure 8. Having such degeneracy in mind, we summarize the best-fit parameters of the cap-model for ZTF J190132.9+145808.7 as follows:

$$I_s/I_0 = 0.971^{+0.001}_{-0.008}, \quad \Delta \theta_s = 64^{+6}_{-14} \, \text{deg.},$$

$$(\theta_o, \theta_*) = (55^{+11}_{-31} \, \text{deg.}, 85^{+31}_{-7} \, \text{deg.}) \text{ or } (90^{+18}_{-12} \, \text{deg.}, 120^{+24}_{-14} \, \text{deg.}).$$

(43)

The above solutions are indeed quite interesting. If $\theta_o \approx 60^\circ$, the spot is located along the equatorial plane of the spin axis ($\theta_* = 90^\circ$). Even if we are viewing the WD from the edge-on
direction ($\theta_o \approx 90^\circ$), the obliquity of the spot is $\theta_\star \approx 60^\circ$, implying that the spot region is significantly away from the polar regions of the spin axis of the rotating WD.

We conclude that ZTF J190132.9+145808.7 has a relatively large dark spot. As inferred from the phase-resolved spectrum (Caiazzo et al. 2021), the dark spot is likely to be explained in terms of the magnetic dichroism. The spot structure may be also consistent with an off-centered dipole field as in the case of EUVE J0317-855 (Ferrario et al. 1997); the off-centered dipole field is an empirical configuration of the magnetic field, and assumes that its center differs from the stellar center by some offset along the dipole direction, while the surface brightness is still axisymmetric with respect to the dipole axis. Ferrario et al. (1997) found that the off-centered dipole field explains the lightcurve and polarization of EUVE J0317-855. If ZTF J190132.9+145808.7 has a similar configuration, its obliquity angle between the rotation and magnetic axis should be very large ($\theta_\star \approx 60^\circ$ or $90^\circ$), implying that the spot region, probably challenging a formation mechanism of such spots.

4 Discussion and conclusion

We have presented a formulation of photometric variations of rotating stars with an inhomogeneous surface intensity. We have provided a set of general expressions for the photometric lightcurve due to the oblique stellar rotation under the assumption that the inhomogeneity pattern is symmetric around an axis misaligned to the stellar spin direction. We have applied the formulation to two simple inhomogeneity models that are supposed to approximate the surface of WDs, and showed that they are able to reproduce the monochromatic sinusoidal lightcurves observed for a majority of variable WDs. Therefore, we conclude that the monochromatic sinusoidal lightcurve is a fairly generic prediction for obliquely rotating stars.

Furthermore, one of our surface models (the cap-model: §3.1) can model the departure from a purely sinusoidal lightcurve that are observed for a fraction of WDs including ZTF J190132.9+145808.7 (Caiazzo et al. 2021). The degree of the parameter degeneracy has been discussed extensively in §3.5. Our precise model prediction for the lightcurve shape will be also useful to distinguish between the oblique rotation model and the pulsation signature together with their difference in the frequency power spectra.

We note that the present method is not limited to white dwarfs alone, and applicable to predict photometric variations of a wide class of obliquely rotating stars, once their surface inhomogeneity distribution is specified. Indeed, our current models provide a very useful parameterization that characterizes a physical model of the surface distribution. Thus it is
complementary to the inversion method (e.g., Kawahara & Fujii 2010, 2011; Fujii & Kawahara 2012; Aizawa et al. 2020; Luger et al. 2021) to infer the surface inhomogeneity distribution that does not require a priori model but is challenging to reconstruct the surface model from the limited signal-to-noise ratio of the observational data.

Even in purely sinusoidal lightcurves, the parameter degeneracy may be broken by combining spectro-polarimetric data. Since the surface inhomogeneity is likely originated from the stellar magnetic field, the measurements of the longitudinal and surface components of the time-varying magnetic fields may reveal the orientation of the dipolar magnetic fields, i.e., $\theta_\circ$ and $\theta_\star$ (Landolfi et al. 1993) in a complementary manner. Then we may break the parameter degeneracy from the joint fits to the spectro-polarimetric and photometric data. This methodology has been successfully applied to WD 1953-011 (Valyavin et al. 2008) for instance, and will become applicable more precisely using our quantitative modeling of the photometric lightcurve.

According to our result, an appreciable non-sinusoidal signature appears on a lightcurve when both the obliquity angle $\theta_\circ$ and the stellar spin inclination angle relative to the observer $\theta_\star$ is larger than the spot size $\Delta \theta_s$. In this case, the spot becomes invisible from the observer for a certain rotation phase, and the photometric lightcurve in the phase exhibits plateaus. The plateaus appear either at the tops or the bottoms of the lightcurve when the spot has a lower or a higher intensity than the average of the stellar disk, respectively. The former corresponds to a dark spot ($I_s < I_0$) as in the case of ZTF J190132.9+145808.7. The latter cases with a bright spot ($I_s > I_0$), or a facula, could also occur for a strongly-magnetized fast-spinning WD, or a WD pulsar with a force-free magnetospheres, as inferred for neutron-star pulsars e.g., PSR J0030+0451 (Bilous et al. 2019; Miller et al. 2019; Riley et al. 2019) and PSR J0740+6620 (Riley et al. 2021; Miller et al. 2021). The non-sinusoidal fraction of lightcurves of WDs in a certain temperature and mass range should be a useful statistical measure of their magnetospheric structure. We plan to perform systematic comparison of our lightcurve models against the photometric data obtained by Kepler, TESS, ZTF, and Tomo-e Gozen (Aizawa et al. 2022), which will be reported elsewhere in due course.
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Appendix 1 Analytic derivation of integrals appearing in the expressions for photometric variations

Lightcurves for the cap-model without limb darkening are computed from equation (15), and rewritten as follows, depending on the four different parameter ranges of $\gamma$ and $\Delta \theta_s$.

(a) $0 < \gamma < \pi/2$ and $\Delta \theta_s < \pi/2 - \gamma$:

$$L_{0a}(t) = \frac{\cos \gamma}{2T} \left[ I_s(1 - \cos 2\Delta \theta_s) + I_0(\cos 2\Delta \theta_s + \cos 2\gamma) \right] + \frac{2I_0 \sin \gamma \cot^3 \gamma}{\pi T} \int_0^\pi F_0(x; \gamma) dx$$

(A1)

(b) $0 < \gamma < \pi/2$ and $\pi/2 - \gamma < \Delta \theta_s < \pi/2$:

$$L_{0b}(t) = \frac{I_s \cos^3 \gamma}{T} + \frac{\sin \gamma \cot^3 \gamma}{\pi T} \left( I_s \int_{\varphi_{c,s}}^\pi F_0(x; \gamma) dx + I_0 \int_{\varphi_{c,s}}^0 F_0(x; \gamma) dx \right)$$

where $\cos \varphi_{c,s} \equiv -\cot \gamma \cot \Delta \theta_s$.

(c) $\pi/2 < \gamma < \pi$ and $\Delta \theta_s < \gamma - \pi/2$:

$$L_{0c}(t) = \frac{I_0 \cos^3 \gamma}{T} + \frac{2I_0 \sin \gamma \cot^3 \gamma}{\pi T} \int_0^\pi F_0(x; \gamma) dx.$$

(A3)

(d) $\pi/2 < \gamma < \pi$ and $\gamma - \pi/2 < \Delta \theta_s < \pi/2$:

$$L_{0d}(t) = \frac{I_0 \cos^3 \gamma}{T} + \frac{2I_0 \sin \gamma \cot^3 \gamma}{\pi T} \left( I_s \int_{\varphi_{c,s}}^\pi F_0(x; \gamma) dx + I_0 \int_{\varphi_{c,s}}^\pi F_0(x; \gamma) dx \right).$$

(A4)

Since equation (A3) corresponds to a case where the spot is invisible to the observer, it should reduce to $I_0/T$. This implies that the following definite integral of $F_0(x; \gamma)$ is given as

$$\int_0^\pi F_0(x; \gamma) dx = \int_0^\pi \frac{\sin x (x \cos x - \sin x)}{(\cos^2 x + \cot^2 \gamma)^2} dx = -\frac{\pi}{2} \frac{\sin^2 \gamma}{|\cos \gamma|^3} (1 - |\cos \gamma|^3).$$

(A5)
Indeed, one can explicitly prove equation (A5) by decomposing it in three integrals as follows.

\[
\int_0^{\pi/2} \frac{x \sin x \cos x}{(\cos^2 x + \cot^2 \gamma)^2} \, dx = \sin^4 \gamma \int_0^{\pi/2} \frac{x \sin x \cos x}{(\cos^2 \gamma \sin^2 x + \cos^2 x)^2} \, dx
\]
\[
= \frac{\pi}{4} \frac{\sin^4 \gamma}{\cos^2 \gamma (1 + |\cos \gamma|)}.
\]  \hspace{1cm} (A6)

\[
\int_0^{\pi/2} \frac{x \sin x \cos x}{(\cos^2 x + \cot^2 \gamma)^2} \, dx = -\pi \int_0^{\pi/2} \frac{x \sin x \cos x}{(\cos^2 \gamma \sin^2 x + \cos^2 x)^2} \, dx + \int_0^{\pi/2} \frac{x \sin x \cos x}{(\cos^2 x + \cot^2 \gamma)^2} \, dx
\]
\[
= -\frac{\pi}{2} \frac{\sin^4 \gamma}{\cos^2 \gamma} + \pi \frac{\sin^4 \gamma}{4 \cos^2 \gamma (1 + |\cos \gamma|)}.
\]  \hspace{1cm} (A7)

\[
- \int_0^{\pi} \frac{\sin^2 x}{(\cos^2 x + \cot^2 \gamma)^2} \, dx = \int_0^{\pi} \frac{dx}{(\cos^2 x + \cot^2 \gamma)^2} - (1 + \cot^2 \gamma) \int_0^{\pi} \frac{dx}{\cos^2 x + \cot^2 \gamma^2}
\]
\[
= \frac{\pi}{\sin \gamma} \frac{\sin \gamma}{|\cos \gamma|} - \frac{\pi}{2} \frac{\sin \gamma}{|\cos \gamma|^3} \frac{1 + \cos^2 \gamma}{|\cos \gamma|^3}.
\]  \hspace{1cm} (A8)

Summing up the above three equations leads to equation (A5). Finally, substituting equation (A5) into equations (A1) to (A4) yields equations (25) to (28) shown in §3.1.

One can repeat the above argument that derives equation (A5) for integrals of \( F_1(x; \gamma) \) and \( F_2(x; \gamma) \). When we set \( I(\theta) = I_0 \), equations (17) and (19) should be independent of \( \gamma \). So we evaluate their right-hand-sides for \( \gamma = 0 \), and find they reduce to \( 2I_0/3 \) and \( I_0/2 \), respectively. Since the result should hold for an arbitrary value of \( \gamma \), we obtain the following results:

\[
\int_0^{\pi} F_1(x; \gamma) \, dx = \frac{2\pi}{3} \frac{\sin^5 \gamma}{\cos^4 \gamma} (5 - 3\sin^2 \gamma),
\]  \hspace{1cm} (A9)

\[
\int_0^{\pi} F_2(x; \gamma) \, dx = \frac{\pi}{\cos^5 \gamma} (21\cos^5 \gamma - 15\cos^7 \gamma - 6).
\]  \hspace{1cm} (A10)

These results are used in deriving equations (37) and (38).

We also find that a long but straightforward algebra reveals

\[
\int_0^{\pi} F_2(x; \gamma) \left( \frac{\cos x}{\sqrt{\cos^2 x + \cot^2 \gamma}} \right)^p \, dx = \frac{12\pi}{(p + 2)(p + 4)} \frac{\sin^{p+6} \gamma \cos^4 \gamma}{(p + 6) \gamma} [6 + 5(p + 2) \cos^2 \gamma],
\]  \hspace{1cm} (A11)

if \( p \) is an odd integer. Thus, we obtain an analytic expression as the last line in equation (40). We were not able to find an analytic expression for equation (39), which is evaluated numerically in plotting Figure 6.