Excitations of Seasonal Polar Motions Derived from Satellite Gravimetry and General Circulation Models: Comparisons of Harmonic and Inharmonic Analyses
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Abstract: Due to the conservation of global angular momentum, polar motion (PM) is dominated by global mass redistributions and relative motions in the atmosphere, oceans and land water at seasonal time scales. Thus, accurately measured PM data can be used to validate the general circulation models (GCMs) for the atmosphere, oceans and land water. This study aims to analyze geophysical excitations and observed excitations obtained from PM observations from both the harmonic and wavelet analysis perspectives, in order to refine our understanding of the geophysical excitation of PM. The geophysical excitations are derived from two sets of GCMs and a monthly gravity model combining satellite gravity data and some GCM outputs using the PM theory for an Earth model with frequency-dependent responses, while the observed excitation is obtained from the PM data using the frequency-domain Liouville’s equation. Our results show that wavelet analysis can reveal the time-varying nature of all excitations and identify when changes happen and how strong they are, while harmonic analysis can only show the average amplitudes and phases. In particular, the monthly gravity model can correct the mismodeled GCM outputs, while the Earth’s frequency-dependent responses provide us with a better understanding of atmosphere–ocean–land water–solid Earth interactions.

Keywords: Earth Orientation Parameters; satellite gravimetry; time-variable gravity; frequency-dependent responses; harmonic analysis; wavelet analysis

1. Introduction

The Earth Orientation Parameters (EOPs), namely nutation, polar motion (PM) and changes in universal time ΔUT1, are essential in the coordinate transformations between the geocentric celestial reference frame (GCRF) and the international terrestrial reference frame (ITRF) [1].

While nutation can be accurately modeled by the IAU2000A nutation model, real-time PM and ΔUT1 are not available, mainly due to delays in collecting and processing global data sets, and therefore accurate and efficient prediction of EOPs is urgently needed for a number of real-time practical applications, such as precise positioning, satellite navigation and satellite orbit determination [1–6]. However, why is it necessary to investigate the geophysical excitations of PM and ΔUT1? The reasons are listed below:

- PM and ΔUT1 are dominated by mass redistributions and relative motions in the atmosphere, oceans and land water (due to conservation of angular momentum) from subdaily to seasonal time scales and beyond;
The general circulation models (GCMs) of the atmosphere, ocean and hydrology, developed by different institutes, can provide forecast products, including mass redistributions and movements in the atmosphere, oceans and land water (see below and Section 3 for more details about GCM products);

- Predictions of PM and $\Delta$UT1 can be improved using forecasts of atmospheric, oceanic and hydrological excitations if they agree well with the existing PM and $\Delta$UT1 observations;

- Relying on accurately measured EOP data, the quality of GCM outputs can be also checked and improved.

Relying on accurately measured EOP data, the quality of GCM outputs can be also checked and improved.

According to the above reasons, it is of great significance to study atmospheric, oceanic and hydrological excitations (respectively denoted as AE, OE and HE) of PM and $\Delta$UT1. This study focuses only on the excitations of seasonal PMs, which are dominated by mass redistributions and relative movements in the atmosphere, oceans and land water [3,7–12].

Based on the GCMs of the atmosphere developed by different institutes, a number of studies explored the contributions of atmospheric wind and pressure fluctuations to the annual component of PM and showed that it is mainly due to the annual appearance of a high-atmospheric-pressure system over Siberia every winter [7–16]. These studies also proved that although the agreement between observations and atmospheric excitation is rather good for the prograde annual amplitude, the agreements for other seasonal terms (such as the semi-annual and ter-annual wobbles) are poor. Therefore, there must be some other processes contributing to the excitations of seasonal wobbles.

With the development of GCMs for oceans and land water, many studies have shown that including nontidal oceanic excitation besides the atmospheric one can bring better agreement with the observed excitation [12,17–23]. Additional studies also proved that the contributions of hydrological processes (soil moisture and snow load) should not be ignored in exciting the annual and semiannual wobbles, though there are large errors in the hydrological models [24–28].

More recently, self-consistent atmospheric, oceanic and hydrological excitations derived from GCM outputs, such as the ESMGFZ effective angular momentum (EAM) products, became available and improved their agreement with the observations significantly [29]. However, large discrepancies still exist between the modeled and observed PM excitations [30–32], partly due to the fact that the conservation of global mass is violated when combining these GCM outputs [32,33].

While most previous studies on the seasonal PM excitation rely on harmonic analyses, a few also used wavelet analyses to reveal the inharmonic nature of the seasonal PM excitations. Using the normal Morlet wavelet transform analysis, Liu et al. [34] showed that atmospheric pressure and oceanic currents play the most significant and stable role in exciting annual PM. Chao et al. [35] analyzed PM excitation for the period 1900–2012 using wavelet analysis, found an ~8-year quasi-periodic signal and proved the existence of the ~26-year Markowitz wobble. Besides PM excitation, Luo et al. [36] also applied wavelet analysis to the excitation of length-of-day (LOD) variations and found that consideration of wavelet-based inharmonic excitation can achieve a better match with the observed LOD time series.

Satellite Laser Ranging (SLR) is a method to measure the distance to satellites by using very short laser pulses; it has been used to monitor changes in the degree-2 zonal harmonics $C_{20}$ for more than four decades [37–39] and has been extended to estimates of other low-degree harmonics in recent years [40,41]. The 2002 launch of the Gravity Recovery and Climate Experiment (GRACE) twin satellites made available several time series of geopotential coefficients [42–49], which can provide information for surficial mass redistributions with much higher spatial resolution. Therefore, SLR and GRACE provide us with a much better understanding of mass redistributions on the global scale and matter-term excitations meeting the conservation of global mass. Notable discrepancies are found between GCM-based and SLR/GRACE-based PM excitations [32,33,50].
Despite the advantages of GRACE data over the period for which it is available, there are also some significant defects in the GRACE-based excitations. Due to the longitudinal striped errors of traditional GRACE spherical harmonic products, additional corrections (destriping and smoothing) are required to reveal valuable signals [51–53]. While mass redistributions derived by different researchers can differ from each other with the different GRACE data processing strategies adopted, destriping would cause distortions of signals of interest, while smoothing would attenuate them (signal leakages) [52,53]. These problems make the GRACE-based results not quite reliable. The newly released Mascon products are free of the longitudinal striped errors but also contain some problems. As pointed out by Chen et al. [33], atmospheric, oceanic and hydrological model outputs (used to generate the RL06 AOD1B) violate the conservation of global mass, so a sea-level mass term is introduced to conserve the mass; however, only the ocean model outputs are used to produce the RL06 GAB (namely, parts of oceanic contributions are not modeled). In addition, as with traditional GRACE spherical harmonic products, there are notable differences among Mascon products released by different institutes (more details can be found in [33]). Thus, further improvements are needed for GRACE products.

Chen et al. [33] developed a multiple-data-combined monthly gravity model set LDCmgm90 (available at https://doi.org/10.6084/m9.figshare.7874384.v4 (accessed on 20 January 2022)) by assimilating various versions of GRACE (including Mascon products), SLR monthly gravity data [38–41] and outputs from different global atmospheric, oceanic and hydrological circulation models, by using the least difference combination (LDC) method proposed by Chen et al. [32,54]. The LDC is a method developed in the frequency domain and can adequately address both the magnitude and phase aspects simultaneously when combining different data, even for the trends and very-low frequency components of data (more details can be found in [54]). Therefore, the LDCmgm90 data set can provide more reliable data trends and seasonal signals and has no stripes, as seen in most GRACE data, and it was shown to have better performance in explaining atmospheric, oceanic and hydrological long-term and seasonal time-scale mass redistributions compared with most meteorological models and time-varying gravity products, including Mascon solutions (see [32,33,55,56] for validations of LDCmgm90 from different aspects).

On the other hand, Chen et al. [57] developed a new PM excitation theory for an Earth model with the effects of mantle anelasticity, quasi-fluid rheology, dynamic ocean tides and ocean pole tides, and they showed that the geophysical excitations of PM are frequency-dependent (see Appendix B). Chen et al. [32,54] and Ding and Chao [58] validated the frequency-dependent response model and showed that using the new theory can improve the agreement between geophysical and observed excitations. Chen et al. [33] also provided the improved global angular momentum data LDCgam (https://doi.org/10.13140/RG.2.2.28698.49604, (accessed on 20 January 2022)), corresponding to LDCmgm90 and using the PM excitation theory with frequency-dependent responses.

While harmonic analysis and PM theory with constant responses are the de facto standards in PM excitation studies, in this research, we aim to refine our understanding of geophysical excitations and the observed PM, relying on both GCM-based and satellite gravimetry-based excitations, from both harmonic and inharmonic approaches, and using both PM theories with constant and frequency-dependent responses. This study will show that the PM theory with frequency-dependent responses and some inharmonic analyses (such as wavelet analysis) are more suitable for PM excitation studies.

2. Materials and Methods

2.1. Data

Various data sets are needed in order to study the seasonal excitations of PM, and they are collectively listed in Table 1 and described in the following subsections. Only the data sets numbered with Arabian numbers in the following subsections are adopted by this study, although many other sets of data/models are mentioned below to describe them.
Table 1. Data sets adopted by this study.

| Data Set   | Description               | Availability                                                                 |
|------------|---------------------------|------------------------------------------------------------------------------|
| ITRF2020   | EOP                       | https://itrf.ign.fr/ftp/pub/itrf/itrf2020/ITRF2020_EOP-F1.DAT (accessed on 18 April 2022). |
| NCEP       | NCEP/NCAR AE + ECCO OE    | http://files.aer.com/aerweb/AAM/ (accessed on 20 January 2022). https://ecco-group.org/geodetic-variables.htm (accessed on 20 January 2022). |
| ESMGFZ     | ESMGFZ AE + OE + HE + SLE | http://rz-vm115.gfz-potsdam.de:8080/repository (accessed on 20 January 2022). |
| LDCgam     | Matter terms from LDCmgm90 GSM + GAC + motion terms derived by the LDC method | https://doi.org/10.6084/m9.figshare.7874384.v4 (accessed on 20 January 2022). https://doi.org/10.13140/RG.2.2.28698.49604 (accessed on 20 January 2022). |

2.1.1. Polar Motion and Observed Excitation

ITRF2020 is the latest realization of the International Terrestrial Reference System based on completely reprocessed time series of station positions and EOPs provided by the Technique Centers of Very Long Baseline Interferometry (VLBI), Global Navigation Satellite System (GNSS), SLR and Doppler Orbitography and Radio-Positioning Integrated by Satellite instrument (DORIS), as well as local ties at colocation sites [59].

PM reflects the time-dependent coordinates of the Earth’s reference axis (currently the celestial intermediate pole) with respect to the ITRF. The coordinate x is measured along the 0° (Greenwich) meridian, while the coordinate y is measured along the 90°W meridian. As a part of the ITRF2020 solutions, the ITRF2020 PM time series (available at https://itrf.ign.fr/ftp/pub/itrf/itrf2020/ITRF2020_EOP-F1.DAT; accessed on 18 April 2022) is certainly the best choice. Thus, we have the following.

1. PM from the ITRF2020 files. PM can be described as \( p(t) = x(t) - iy(t) \), where \( x \) and \( y \) are daily-sampled in milli-arcsecond (mas). The observed excitation can be obtained from PM data by using Equation (A3). See Figure 1a for plots of time series of PM and Figure 1b for plots of time series of observed excitation.

![Figure 1](image1.png)

**Figure 1.** Time series for the observed PM and the geodetic excitation. (a) The x- and y-components of PM; (b) the x- and y-components of the geodetic excitation derived from the observed PM using Equation (A3).

2.1.2. General Circulation Models and Angular Momentum Data

Various GCMs of the atmosphere, ocean and hydrology were developed by different institutes. Those to be used in this study are briefly described below.
The NCEP/NCAR (National Centers for Environmental Prediction/National Center for Atmospheric Research) atmosphere model is based on the conservation of mass, energy and moisture, with the conservation of momentum replaced by the vorticity and divergence equations, which takes advantage of the spectral technique in the horizontal and eliminates the difficulties associated with the spectral representation of vector quantities on a sphere [60,61].

The ECCO (Estimating the Circulation and Climate of the Ocean) ocean model run at JPL is based on the MIT-GCM (Massachusetts Institute of Technology General Circulation Model) and driven by the surface wind stress, heat and freshwater fluxes (but no surface pressure) from the NCEP reanalysis, and thus the ECCO ocean model is consistent with the NCEP atmosphere model [62].

The ECMWF (European Centre for Medium-Range Weather Forecasts) atmosphere model is based on equations similar or equivalent to those used by NCEP, but adopts different diagnostic equations that give the static relation between different model parameters. The NCEP model uses the vertical velocity equation obtained from the continuity equation discretized in the vertical, while the ECWMF model uses the gas law providing the relation between pressure, density and temperature [63].

The Max Planck Institute Ocean Model (MPIOM) includes an embedded dynamic/thermodynamic sea ice model with a viscous–plastic rheology and a bottom boundary layer scheme for the flow across steep topography, under the hydrostatic and Boussinesq assumptions [64]. The version used here is forced by both surface wind stress and pressure derived from ECMWF.

The Land Surface Discharge Model (LSDM) simulates the global vertical and lateral water transport and storage on land surfaces and provides large-scale continental water mass transport processes and storage compartments (soil moisture, snow, rivers and lakes, runoff, drainage) [65,66]. The adopted version is also forced by precipitation, evaporation and temperature derived from ECMWF.

Relying on these GCMs and taking into account the self-consistencies among them, we decide to use the GCM-derived angular momenta as grouped below (see Figure 2).

2. NCEP AE [16,67] + ECCO OE [62] (hereafter NCEP for short). The AE data derived from the NCEP/NCAR reanalysis (available at http://files.aer.com/aerweb/AAM/ (accessed on 20 January 2022)) are used in this study. The OE data from the ECCO k80i run are adopted, as the k80i run has assimilated sea surface height data and removed the tidal contamination present in previous versions of the ECCO data (see [62] for details; available at https://isdc.gfz-potsdam.de/gfcoceans/oam/ (accessed on 20 January 2022)). Since the ECCO model is not forced by atmospheric surface pressure from the NCEP reanalysis, it is usual to assume the inverted barometer (IB) model to account for the effects of atmospheric pressure over the oceans when using the ECCO ocean model. The IB model is a realistic approximation of the oceans' response to surface pressure variations at seasonal time scales [68].

3. ESMGFZ AE + OE + HE + SLE (sea-level excitation) [69] (hereafter ESMGFZ for short). The Earth System Modelling group at Deutsches GeoForschungsZentrum (ESMGFZ) provides 3-h-sampled data for AE and OE, as well as daily-sampled HE and SLE. The AE is derived from the European Centre for Medium-Range Weather Forecasts (ECMWF) model, the OE is obtained from the Max Planck Institute for Meteorology Ocean Model (MPIOM) and the HE is calculated according to the Land Surface Discharge Model (LSDM). The additional product SLE is introduced to conserve global mass. These data are collectively termed ESMGFZ data sets and can be downloaded at http://rz-vm115.gfz-potsdam.de:8080/repository (accessed on 20 January 2022).

These geophysical excitations are to be compared with the excitations derived from the observed PM and LDCmgm90.
Figure 2. Time series of observed and geophysical excitations. (a) x-components; (b) y-components. The means, trends and high-frequency components (higher than 6 cycles per year) are removed for all series. These series are shifted vertically for better visibility.

2.1.3. LDCmgm90 and LDCgam Data

LDCmgm90 is a monthly gravity model set derived from various GRACE/SLR monthly gravity + various GCM outputs + EOP measurement constraints using the LDC method. The LDCmgm90, complete from degree and order 2 to 90, has the same functions as the GRACE monthly gravity model sets as released by different institutes, such as the Center for Space Research (CSR), Deutsches GeoForschungsZentrum (GFZ), Jet Propulsion Laboratory (JPL) and Graz University of Technology (TUG), but with improved performance compared to traditional GRACE monthly gravity data (see [32,33] for more details).

The GRACE monthly gravity products (termed GSM) are usually released together with the GRACE AOD1B products, which provide a model-based data set (including GAA, GAB, GAC and GAD) that describes the time variations of the gravity potential at satellite altitudes that are caused by nontidal mass redistributions in the atmosphere and oceans [70]. While the GAA product refers to the monthly nontidal atmospheric mass anomalies simulated by the operational run of the atmosphere model ECMWF, the GAB describes monthly nontidal oceanic mass anomalies simulated by the operational run of the (unconstrained) ocean model MPIOM. The GAC is the sum of GAA and GAB, and the GAD can be regarded as a revised version of GAC with nontidal atmospheric and oceanic mass anomalies only over ocean areas. GSM is simply the gravity residual after GAA and GAB are removed from the GRACE observations. The AOD1B products are released by ESMGFZ and adopted by all teams that release GRACE data. The latest versions of these data are RL06 ones (RL06 means release 06).

By analyzing the round-trip distances between the ground and Starlette, Ajsi, Stella, LAGEOS-1 and LAGEOS-2 satellites, the Center for Space Research (CSR) of the University of Texas (UT) at Austin provides low-degree monthly Stokes coefficients (available at http://download.csr.utexas.edu/pub/slr/degree_5/ (accessed on 20 January 2022)). There is a clear improvement in the estimates starting in early 2012, when the sixth satellite (LARES) becomes available. The SLR can provide low-degree zonal harmonics, such as $C_{20}$ and $C_{30}$, with higher reliability than the low-altitude GRACE satellites do [37–41].

As with the monthly GRACE gravity models, the LDCmgm90 data set also has five components, namely the GSM, GAA, GAB, GAC and GAD products. However, unlike common GRACE solutions, destriping correction is not used in processing LDCmgm90 solutions, which do not contain stripe errors. The LDCmgm90 GSM data set provides
Stokes coefficients for degree/order 2–90. Plots of the LDCm90 low-degree Stokes coefficients, compared with the GRACE/SLR solutions provided by the above-mentioned institutes, are given in Figure 3, from which the advantages of LDCm90 are apparent.

![Figure 3](image-url)

Figure 3. Stokes coefficients $C_{20}$, $C_{21}$ and $S_{21}$ from different sources (from [33] with the authors’ permission). (a) GSM data for 163 months (no interpolation applied); (b) GSM + GAA + GAB data with cubic spline interpolations for better displays of seasonal cycles. The means of all series are removed. Reproduced with permission from Wei Chen, *Scientific Data*; published by Springer Nature, 2019.

Relying on Equations (A10)–(A12) in Appendix C, one can obtain the matter-term excitations from the LDCm90 degree-2 Stokes coefficients. Further, we adopt the corresponding motion terms derived from the LDC method [32]. Thus, we have the data set:

4. LDCgam AE + OE + HE. Here, HE is not strictly hydrological but contains some small yet non-negligible effects, such as cryospheric changes.

The LDCgam data used in this study are available at [https://doi.org/10.13140/RG.2.2.28698.49604](https://doi.org/10.13140/RG.2.2.28698.49604) (accessed on 20 January 2022).

2.2. Method

2.2.1. Harmonic Analysis

Harmonic analysis is a mathematical method for describing and analyzing signals of a periodically recurrent nature. If a function $f(t)$ is single-valued and continuous except for a finite number of discontinuities of the first kind, and has only a finite number of extrema in a period (namely the Dirichlet conditions), it can be represented in the form of an integration

$$F(\sigma) = \int_{-\infty}^{+\infty} f(t) \exp(-i \sigma t) dt$$

or expanded in the form of the sum of an infinite number of exponential sums, which is more suitable for numerical calculations.

For the case of PM excitation, the expression may be written as [3]

$$\chi(t) = \sum_{\sigma} \left[ A_p^\sigma \exp(i \alpha_p^\sigma) \exp(i \sigma t) + A_r^\sigma \exp(i \alpha_r^\sigma) \exp(-i \sigma t) \right],$$

where $A^\sigma$ and $\alpha^\sigma$ are the amplitude and phase angle of the component with angular frequency $\sigma \equiv 2\pi f$, and the subscripts $p$ and $r$ denote prograde and retrograde, respectively. In the context of this study, $\sigma$ can be biennial, annual or semi-annual frequency.
2.2.2. Wavelet Analysis

If the term \( \exp(-i\sigma t) \) is replaced by a wavelet function \( \psi(t) \) in Equation (1), we then obtain the wavelet transformation \[71\]

\[
W(a, \tau) = \frac{1}{\sqrt{a}} \int_{-\infty}^{+\infty} f(t) \ast \overline{\psi} \left( \frac{t - \tau}{a} \right) dt
\]

where \( a \) and \( \tau \) are timescale and time translate, respectively, while \( \overline{\psi}(t) \) is the conjugate of \( \psi(t) \). The wavelet transform can be viewed as the sum over all time of the signal multiplied by scaled, shifted versions of \( \psi(t) \), and thus each wavelet coefficient is a function of scale and position.

While the base function is unique for harmonic analysis, there are a large number of wavelets (grouped as wavelet families) that one can choose. Wavelet families vary in terms of several important properties \[71\]:

- Support of the wavelet in time and frequency and rate of decay.
- Symmetry or antisymmetry of the wavelet. The perfect reconstruction filters for symmetric or antisymmetric wavelets have a linear phase.
- Number of vanishing moments. Wavelets with large vanishing moments result in sparse representations for signals.
- Regularity of the wavelet. The adoption of smoother wavelets can provide sharper frequency resolution and lead to faster convergence in iterative algorithms for wavelet constructions.
- Existence of a scaling function.

The only compactly supported, orthogonal and symmetric wavelet is the Haar wavelet, or the Daubechies wavelet of order 1, db1 (thus, Haar has a linear phase). No other compactly supported, orthogonal wavelet can be symmetric. However, there are some wavelets (such as the Symlets and Coiflets) that are nearly symmetric, meaning that their phases are almost linear. In particular, the Coiflets are compactly supported, orthogonal wavelets with the highest number of vanishing moments for both wavelet and scaling functions for a given support width, though there are no analytical expressions for the Coiflets. Thus, the Coiflets are very suitable for the current case, which deals with quasi-periodic seasonal excitations of PM. The Coeflet wavelet of order 5, coif5, is adopted in this study since it has the largest support width (see Figure 4 for the coe5 wavelet function) in the Coeflet family. Other symmetric or nearly symmetric wavelets (such as the Mexican hat wavelet) can also be used, leading to slightly different results that will not alter our conclusions. Further, for the purpose of illustrating the weakness of the (de facto standard) harmonic analysis, it is better to compare the selected time series of harmonic frequency components with the wavelet-based quasi-periodic time series with corresponding scales (rather than the wavelet time–frequency spectrum; also note that the wavelet scale is analogous to the harmonic period), as will be shown in Section 3.

Figure 4. The coif5 wavelet function.
3. Results

Due to the quasi-periodic seasonal heating from the Sun, caused by the Earth’s orbit around the Sun and the Earth’s axial tilt relative to the ecliptic plane, the atmosphere and oceans exhibit rather strong changes at seasonal frequencies. Here, we focus mainly on the quasi-biennial, annual and semi-annual ones.

On the basis of the theory presented in the Appendices A–C and the method and data described in Section 2, we have obtained the harmonic and inharmonic PM excitations for the quasi-biennial, annual and semi-annual periods, which are illustrated in the following subsections.

3.1. Seasonal Excitations

3.1.1. Quasi-Biennial Components

The quasi-biennial oscillation (QBO) is a quasi-periodic oscillation of the equatorial zonal wind between easterlies and westerlies in the tropical stratosphere with variable amplitude and period (the mean period is ~28 months) [72]. The QBO would cause quasi-biennial fluctuations in AAM and thus can excite a quasi-biennial PM.

The quasi-biennial PM excitations for all four data sets obtained from both harmonic and wavelet analyses are displayed in Figure 5.

![Figure 5](image)

Figure 5. Quasi-biennial PM excitations. (a) Harmonic fitting according to Equation (2); (b) wavelet analyses based on the coif5 wavelet, as shown in Figure 4.

3.1.2. Annual Components

As the most significant seasonal signal, annual components dominate the changes in almost all the layers of the atmosphere and oceans.

The annual PM excitations for all four data sets obtained from both harmonic and wavelet analyses are displayed in Figure 6.
3.1.3. Semi-Annual Components

The semi-annual PM excitations are in fact higher harmonics of the annual ones, while, if a harmonic has a frequency that is an integer multiple of the fundamental frequency, it belongs to higher harmonics of the fundamental harmonic.

The semi-annual PM excitations for all four data sets obtained from both harmonic and wavelet analyses are displayed in Figure 7.

3.2. Unexplained Excitations

If we view the PM excitations derived from the NCEP, ESMGFZ and LDCgam data sets as the explained parts, then their differences with respect to the observed excitation are the parts unexplained by these data sets with geophysical significance.

The unexplained excitations corresponding to the NCEP, ESMGFZ and LDCgam data sets are displayed in Figure 8, while their statistics are listed in Table 2.
Figure 8. The x- and y-components of unexplained polar motion excitations for the NCEP, ESMGFZ and LDCgam data sets, respectively.

Table 2. Statistics of relevant time series (Unit: mas).

| Data Set    | Root Mean Square | $|\chi_x|$ Mean | $|\chi_y|$ Mean |
|-------------|------------------|---------------|---------------|
| OBS         | 32.6219          | 11.1722       | 24.5884       |
| OBS-NCEP    | 15.0868          | 8.3400        | 8.9504        |
| OBS-ESMGFZ  | 13.5305          | 6.6523        | 8.7123        |
| OBS-LDCgam  | 6.2002           | 3.3594        | 3.4562        |

4. Discussion

From the harmonic and inharmonic quasi-biennial, annual and semi-annual components of PM excitations, as shown in Figures 5–7, one can find that harmonic analysis tends to underestimate the amplitudes of fluctuations as its results represent the overall averages of the time series, while wavelet analysis can extract their changes in both amplitudes and periods. Therefore, the discrepancies between the observed PM excitation and modeled PM excitations, respectively from NCEP, ESMGFZ and LDCgam, are more evident in the results of wavelet analysis than in those of harmonic analysis, which is due to the fact that wavelet analysis is more suitable for analyzing nonstationary signals. The three components are further discussed below.

For the quasi-biennial components, Figure 5 shows that, in general, ESMGFZ and LDCgam can explain the observed quasi-biennial PM excitation better than NCEP does. In particular, Figure 5b illustrates notable changes in both amplitude and period for this component, which agrees with the nature of QBO [72]. In addition, wavelet analysis reveals that the x-component of QBO is relatively weak when the y-component is strong (for the period ~2006–2012), and vice versa (for the period ~2012–2016).

For the annual components, Figure 6 shows that, compared to the observed PM excitations, LDCgam agrees the best with the observation, while the NCEP data sets have notable phase discrepancies in the x-components, implying that the mass redistributions and relative motions are not well modeled around the meridian 0°E–180°E (more ocean, less land) compared to the 90°E–90°W (more land, less ocean) for the NCEP data sets. Moreover, while the amplitudes of these annual signals change markedly with time, the periods do not exhibit notable changes compared to the quasi-biennial one.

For the semi-annual components, Figure 7 shows that the phases are better modeled by all NCEP, ESMGFZ and LDCgam data sets than in the case of the annual components; however, the amplitudes determined by harmonic and wavelet analyses differ significantly.
from each other. The large discrepancy may indicate that the semi-annual component is highly nonstationary and thus highly non-harmonic, or substantial noises mix into this component when using wavelet analysis, which needs to be confirmed in further studies.

As for the unexplained components, both Figure 8 and Table 2 show that LDCgam has the best performance, mainly due to the following: (1) the LDCgam matter and motion terms are optimized by the LDC method; (2) the more advanced frequency-dependent PM excitation theory is used by the LDCgam data set, while the NCEP and ESMGFZ data sets adopt the traditional PM theory, which assumes that the Earth has a constant response to forcings with various frequencies (see Appendix B for more details).

5. Conclusions

This study aims to refine our understanding of the geophysical excitation of PM by applying harmonic and wavelet analyses to two GCM data sets and one combined solution, LDCgam. While GCM outputs are helpful to improve PM forecasts, we obtain the following findings.

- Mass redistributions and relative motions are not well modeled around the meridian 0°E–180°E (more ocean, less land) compared to the 90°E–90°W (more land, less ocean) for the NCEP data sets, especially at the annual frequency. Thus, further improvements are needed for the GCMs of NCEP data sets.
- Inclusion of monthly gravity data will lead to better geophysical excitations, such as the LDCgam. Thus, GCMs may need to adjust their parameters to minimize the differences between their outputs and monthly gravity data.
- The quasi-biennial and perhaps the semi-annual PM excitations are more nonstationary than annual ones, which implies that notable errors would be introduced if one applied harmonic analysis to them, and more advanced mathematical methods other than harmonic analysis are needed for better description of atmospheric, oceanic and hydrological dynamics.
- The LDCgam excitations, with Earth’s frequency-dependent responses considered, generally agree better with observed PM excitations than NCEP and ESMGFZ excitations, both using the traditional PM theory with the constant response assumption adopted. This might imply that consideration of the Earth’s frequency-dependent responses can improve our understanding of atmosphere–ocean–land water–solid Earth interactions, as the solid Earth is a complex body with both anelasticity and viscoelasticity.

These may be viewed as the highlights of this study.
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Appendix A

The Liouville equation for polar motion and the observed excitation are discussed below. The linearized Liouville equation, derived from the conservation of angular momentum for a rotationally stratified Earth, is usually adopted to study polar motion excitations and can be written as [3,11,13,57,73]

\[
i \frac{i}{\sigma_{CW}} \frac{dp(t)}{dt} + p(t) = \chi(t), \quad i = \sqrt{-1},
\]

where

\[
\sigma_{CW} = \frac{2\pi}{T_{CW}} \left( 1 + \frac{i}{2Q_{CW}} \right) = 2\pi F_{CW} \left( 1 + \frac{i}{2Q_{CW}} \right),
\]

is the complex Chandler frequency, \( p = x - iy \) are the coordinates of the CIP measured in the ITRS and \( \chi = \chi_1 + i\chi_2 \) are the effective excitation functions (often called excitations for short).

Applying the Fourier Transformation (FT) to Equation (A1), one can obtain the excitation derived from polar motion observations via [32]

\[
\chi_{obs}(f) = \frac{\sigma_{CW} - 2\pi f}{\sigma_{CW}} p_{obs}(f) = \left[ 1 - f \left( \frac{1}{T_{CW}} + \frac{1}{2D_{CW}} \right)^{-1} \right] p_{obs}(f),
\]

which is often called the geodetic (or observed) excitation. The geophysical excitations are usually compared with the observed excitation to quantify the contributions of certain geophysical processes to polar motion excitations.

Appendix B

The geophysical excitations of PM for Earth models with constant and frequency-dependent responses, respectively, are discussed below.

Given mass redistributions (evident as time-dependent products of inertia \( c(t) \)) and relative motions (evident as variable relative angular momenta \( h(t) \)) within the Earth system, another kind of excitation can also be derived by [3,8,57,74]

\[
\chi_{geo}(t) = \chi_{matter}(t) + \chi_{motion}(t), \quad \chi_{matter}(t) = T^L \ast \frac{c(t)}{C - A}, \quad \chi_{motion}(t) = T^{NL} \ast \frac{h(t)}{\Omega(C - A)},
\]

which is usually termed the geophysical excitation (here, \( \Omega \) is the mean rotation rate of the Earth).

For an Earth model with the constant response assumption (namely, the Love numbers and thus PM transfer functions are constants), the traditional PM excitation theory gives \( T^{NL} \approx 1.61, T^L \approx 1.11 \) [3,11].

For an Earth model with frequency-dependent responses due to the effects of mantle anelasticity, quasi-fluid rheology, dynamic ocean tides and ocean pole tides, it is more suitable to evaluate the geophysical excitation in the frequency domain:

\[
\chi_{matter}(f) = T^L(f) \frac{c(f)}{C - A},
\]

\[
\chi_{motion}(f) = T^{NL}(f) \frac{h(f)}{\Omega(C - A)},
\]
where the load and nonload polar motion transfer functions $T^L$ and $T^{NL}$ describe the responses of the stratified and deformable Earth and can be expressed as [57]

$$T^{L/NL} = K_D K_{CMC}, \quad K_D = (1 + k')^\delta \frac{k_s}{k_s - k}, \quad K_{CMC} = (1 - \eta) \frac{A_s}{A_m} + \eta = \frac{A_s}{A_m} - \frac{A_f}{A_m} \eta, \quad (A7)$$

where the factor $K_D$ describes the elastic/anelastic (and possible loading) deformations; the factor $K_{CMC}$ describes core–mantle coupling/decoupling; the core–mantle coupling ratio $\eta$ takes the value 1 for complete coupling and 0 for complete decoupling; $\delta$ equals 1 or 0, depending on whether the concerned terms load the Earth or not; $k, k'$ and $k_s$ are, respectively, the (degree 2 order 1) body-tide, load and secular Love numbers.

Using the consistent estimates of the fundamental Earth parameters in [57,75], $A = 8.0085964 \times 10^{37}$ kg m$^2$, $C = 8.0349010 \times 10^{37}$ kg m$^2$ and $T^L$ and $T^{NL}$, respectively, take the values $1.141987 - 0.000056i$ and $1.660573 + 0.000044i$ for the weekly band, but $1.147018 + 0.000725i$ and $1.799738 + 0.009668i$ for the Chandler band. The imaginary parts of $T^L$ and $T^{NL}$ simply reflect the effects of mantle anelasticity and dissipative oceanic dynamics. More details about the frequency-dependent PM transfer functions can be found in Figure 7 and Table 6 of Chen et al. [57]. It is worth mentioning that relying on the 3-D displacement field measured by GPS and gravity variations from superconducting gravimeter records, Ding and Chao [58] determined the complex Love numbers at the Chandler band and provided an independent confirmation that the theory of the Earth’s frequency-dependent responses as presented by [57] is reliable.

**Appendix C**

The methods of deriving geophysical excitations from GCMs and LDCgm90/GRACE/SLR data are discussed below.

By numerical integration of gridded data of the average temporal mass densities $\rho$ and horizontal wind/current velocities ($u, v$) of the atmosphere, ocean and continental water from GCMs for the atmosphere, ocean and hydrology, the excitations for the matter and motion terms can be determined by [12,13,16,67]

$$\chi_{\text{matter}}(t) = T^L(t) \ast \frac{c(t)}{C - A}, \quad c(t) = -\int_V \rho r^2 \sin \theta \cos \theta e^{i\lambda} dV \quad (A8)$$

and

$$\chi_{\text{motion}}(t) = T^{NL}(t) \ast \frac{h(t)}{\Omega(C - A)}, \quad h(t) = -\int_V \rho r(u \sin \theta + iv)e^{i\lambda} dV, \quad (A9)$$

For GRACE, SLR and LDCgm90 degree-2 tesseral potential coefficients, mass redistributions $c$ can be derived by [3,32]

$$(1 + k')c(t) = \sqrt{\frac{5}{3}} Ma^2 [\Delta C_{21}(t) + i\Delta S_{21}(t)], \quad i = \sqrt{-1} \quad (A10)$$

as these potential coefficients reflect not only mass redistributions but also the associated loading deformations of the Earth (see [3] for a detailed discussion). In Equation (A10), $M$ and $a$ are, respectively, the mass and mean equatorial radius of the Earth.

Chen et al. [32,75] showed that the mean equatorial principal moment of inertia can be written as

$$A = -\sqrt{5} Ma^2 \frac{A_{20}}{c}, \quad (A11)$$

where $A_{20} = (4,841,694.6 \pm 0.2) \times 10^{-10}$ is the degree-2 zonal potential coefficient in the Earth’s principal axes system [75,76], and $c = (C - A)/A$ is the dynamic ellipticity of the Earth.
Inserting Equations (A10) and (A11) into Equation (A8) and noting $T^L = (1 + k') T^{NL}$, the matter-term excitation for GRACE or SLR can be written in a form related only to $T^{NL}$ and the potential coefficients [32]

$$x_{\text{matter}}(f) = \frac{T^{NL}(f) \cdot CS(f)}{A_{20}},$$

(A12)

where $CS(f)$ is the Fourier Transformation of $\Delta C_{21}(f) + i \Delta S_{21}(f)$. One advantage of using Equation (A12) is that we can calculate the matter-term excitations directly from observed time-variable potential coefficients; another and more important advantage is that we can avoid using the Earth’s mass $M$ or principal moment of inertia $I$, which still suffer from large uncertainties due to the poorly determined gravitational constant $G$ [75,77].
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