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We present a sparse analogue to stochastic gradient descent that is guaranteed to perform well under similar conditions to the lasso. In the linear regression setup with irrepresentable noise features, our algorithm recovers the support set of the optimal parameter vector with high probability, and achieves a statistically quasi-optimal rate of convergence of $\tilde{O}_P\left(k \log(d)/T\right)$, where $k$ is the sparsity of the solution, $d$ is the number of features, and $T$ is the number of training examples. Meanwhile, our algorithm does not require any more computational resources than stochastic gradient descent. In our experiments, we find that our method substantially out-performs existing streaming algorithms on both real and simulated data.

1. Introduction. In many areas such as astrophysics [1, 6], environmental sensor networks [42], distributed computer systems diagnostics [61], and advertisement click prediction [36], a system generates a high-throughput stream of data in real-time. We wish to perform parameter estimation and prediction in this streaming setting, where we have neither memory to store all the data nor time for complex algorithms. Furthermore, this data is also typically high-dimensional, and thus obtaining sparse parameter vectors is desirable. This article is about the design and analysis of statistical procedures that exploit sparsity in the streaming setting.

More formally, the streaming setting (for linear regression) is as follows: At each time step $t$, we (i) observe covariates $x_t \in \mathbb{R}^d$, (ii) make a prediction $\hat{y}_t$ (using some weight vector $w_t \in \mathbb{R}^d$ which we maintain), (iii) observe the true response $y_t \in \mathbb{R}$, and (iv) update $w_t$ to $w_{t+1}$. We are interested in two measures of performance after $T$ time steps. The first is regret, which is the excess online prediction error compared to a fixed weight vector $u \in \mathbb{R}^d$ (typically chosen to be $w^*$, the population loss minimizer):

\begin{equation}
\text{Regret}(u) \overset{\text{def}}{=} \sum_{t=1}^{T} (f_t(w_t) - f_t(u)),
\end{equation}
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where \( f_t(w) = \frac{1}{2}(y_t - w^\top x_t)^2 \) is the squared loss on the \( t \)-th data point. The second is the classic parameter error, which is

\[
\| \hat{w}_T - w^* \|_2^2,
\]

where \( \hat{w}_T \) is some weighted average of \( w_1, \ldots, w_T \). Note that, while \( \text{Regret}(u) \) appears to measure loss on a training set, it is actually more closely related to generalization error, since \( w_t \) is chosen before observing \( f_t \), and thus there is no opportunity for \( w_t \) to be overfit to the function \( f_t \).

Although the ambient dimension \( d \) is large, we assume that the population loss minimizer \( w^* \in \mathbb{R}^d \) is a \( k \)-sparse vector, where \( k \ll d \). In this setting, the standard approach to sparse regression is to use the lasso [55] or basis pursuit [14], which both penalize the \( L_1 \) norm of the weight vector to encourage sparsity. There is a large literature showing that the lasso attains good performance under various assumptions on the design matrix [e.g., 38, 45, 46, 58, 59, 63]. Most relevant to us, Raskutti et al. [46] show that the parameter error behaves as \( O_P(k \log(d)/T) \). However, these results require solving a global optimization problem over all the points, which is computationally infeasible in our streaming setting.

In the streaming setting, an algorithm can only store one training example at a time in memory, and can only make one pass over the data. This kind of streaming constraint has been studied in the context of, e.g., optimizing database queries [4, 21, 39], hypothesis testing with finite memory [15, 30], and online learning or online convex optimization [e.g., 9, 16, 29, 34, 49, 50, 51, 53]. This latter case is the most relevant to our setting, and the resulting online algorithms are remarkably simple to implement and computationally efficient in practice. However, their treatment of sparsity is imperfect. For strongly convex functions [28], one can ignore sparsity altogether and obtain average regret \( O(d \log T/T) \), which is clearly much worse than the optimal rate when \( k \ll d \). One could also ignore strong convexity to obtain average regret \( O\left(\sqrt{k \log d}/T\right) \), which has the proper logarithmic dependence on \( d \), but does not have the optimal dependence on \( T \).

Our main contribution is an algorithm, streaming sparse regression (SSR), which takes only \( O(d) \) time per data point and \( O(d) \) memory, but achieves the same convergence rate as the lasso in the batch (offline) setting under irrepresentability conditions similar to the ones studied by Zhao and Yu [63]. The algorithm is very simple, alternating between taking gradients, averaging, and soft-thresholding. The bulk of this paper is dedicated to the analysis of this algorithm, which starts with tools from online convex optimization, but additionally requires carefully controlling the support of our weight vectors using new martingale tail bounds. Recently, Agarwal et al.
Fig 1: Behavior of our Algorithm 1 as it incorporates the first $T = 2,000$ training examples for a logistic regression trained on the spambase dataset [5]. Due to the streaming nature of the algorithm, the parameters are incrementally updated with each new example. All parameter estimates start at 0; our algorithm then gradually adds variables to the active set as it sees more training examples and accumulates evidence that certain variables are informative. We see that the algorithm found more words with positive weights (i.e., indicative of spam) than negative weights. In this example, we also used an unpenalized intercept term (not shown) that was negative. The first positive words selected by the algorithm were remove, you, your, and $\$, whereas the first negative words were hp and hpl; this fits in well with standard analyses [27]. Before running our algorithm, we centered, scaled, and clipped the features, and randomly re-ordered the training examples.
[2] proposed a very different epoch-based $L_p$-norm algorithm that also attains the desired $O_p(k \log d/T)$ bound on the parameter error. However, unlike our algorithm that is conceptually related to the lasso, their algorithm does not generate exactly sparse iterates. Based on our experiments, our algorithm also appears to be faster and substantially more accurate in practice.

To provide empirical intuition about our algorithm, Figure 1 shows its behavior on the spambase dataset [5], the goal of which is to distinguish spam (1) from non-spam (0) using 57 features of the e-mail. The plot shows how the parameters change as the algorithm sees more data. For the first 159 training examples, all of the weights are zero. Then, as the algorithm gets to see more data and amasses more evidence on the association between various features and the response, it gradually enters new variables into the model. By the time the algorithm has seen 2000 examples, it has 22 non-zero weights. A striking difference between Figure 1 and the lasso or least-angle regression paths of Efron et al. [18] is that the lasso path moves along straight lines between knots, whereas our paths look more like Brownian motion once they leave zero. This is because Efron et al. vary the $L_1$ regularization for a fixed amount of data, while in our case the $L_1$ regularization and data size change simultaneously.

1.1. Adapting Stochastic Gradient Descent for Sparse Regression. To provide a flavor of our algorithm and the theoretical results involved, let us begin with classic stochastic gradient descent (SGD), which is known to work in the non-sparse streaming setting [9, 47, 48, 57]. Given a sequence of convex loss functions $f_t(w)$, e.g., $f_t(w) = \frac{1}{2}(y_t - w^\top x_t)^2$ for linear regression with features $x_t$ and response $y_t$, SGD updates the weight vector as follows:

$$(3) \quad w_{t+1} = w_t - \frac{1}{\eta_t} \nabla f_t(w_t)$$

with some step size $\eta > 0$. As shown by Toulis et al. [57], if the losses $f_t$ are generated by a well-conditioned generalized linear model, then the weights $w_t$ will converge to a limiting Gaussian distribution at a $1/\sqrt{t}$ rate.

While this simple algorithmic form is easy to understand, it is less convenient to extend to exploit sparsity. Let us then rewrite stochastic gradient descent using the adaptive mirror descent framework [7, 40, 41]. With some algebra, one can verify that the update in (3) is equivalent to the following
Algorithm 1 Streaming sparse regression. $S_\lambda$ denotes the soft-thresholding operator: $S_\lambda(x) = 0$ if $|x| < \lambda$, and $x - \lambda \text{sign}(x)$ otherwise.

Input: sequence of loss functions $f_1, \ldots, f_T$
Output: parameter estimate $w_T$
Algorithm parameters: $\eta$, $\lambda$, $\epsilon$

\[
\theta_1 = 0
\]

for $t = 1$ to $T$
do

\[
\lambda_t \leftarrow \lambda \sqrt{t} + 1
\]

\[
w_t \leftarrow \frac{1}{\epsilon + \eta (t-1)} S_{\lambda_t}(\theta_t) \triangleright \text{sparsification step}
\]

\[
\theta_{t+1} = \theta_t - [\nabla f_t(w_t) - \eta w_t] \triangleright \text{gradient step}
\]

end for
return $w_T$

The above update (7) can be efficiently implemented in a streaming setting using Algorithm 1, which is suitable for making online predictions. We also propose an adaptation (Algorithm 2) aimed at classic parameter estimation; see Section 7 for more details.

These algorithms are closely related to recent proposals in the stochastic and online convex optimization literature [e.g., 17, 33, 51, 52, 60]; in particular, the step (7) can be described as a proximal version of the regularized dual averaging algorithm of Xiao [60]. These papers, however, all analyze the
Algorithm 2 Streaming sparse regression with averaging. $S_\lambda$ denotes the soft-thresholding operator: $S_\lambda(x) = 0$ if $|x| < \lambda$, and $x - \lambda\text{sign}(x)$ otherwise.

Input: sequence of functions $f_1, \ldots, f_T$
Output: parameter estimate $\hat{w}_T$
Algorithm parameters: $\eta, \lambda, \epsilon$

$\hat{w}_0 = 0, \theta_1 = 0$

for $t = 1$ to $T$
do
$\lambda_t \leftarrow t^{2\lambda}$
$w_t \leftarrow \frac{1}{t + \eta(1 - t)^2} S_{\lambda_t}(\theta_t) \triangleright$ sparsification step
$\theta_{t+1} \leftarrow \theta_t - t[\nabla f_t(w_t) - \eta w_t] \triangleright$ gradient step
$\hat{w}_t \leftarrow \left(1 - \frac{2}{t+1}\right) \hat{w}_{t-1} + \frac{2}{t+1} w_t \triangleright$ averaging step

end for
return $\hat{w}_T$

algorithm making no statistical assumptions about the data generating process. Under these adversarial conditions, it is difficult to provide performance guarantees that take advantage of sparsity. In fact, the sparsified version of stochastic gradient descent in general attains weaker worst-case guarantees than even the simple algorithm given in (3), at least under existing analyses.

It is well known that the batch lasso works well under some statistical assumptions [e.g., 11, 38, 45, 58, 59, 63], but even the lasso can fail spectacularly when these assumptions do not hold, even for i.i.d. data, e.g., Section 2.1 of Candès and Plan [12]. It is therefore not surprising that statistical assumptions should also be required to guarantee good performance for our streaming sparse regression algorithm.

The following theorem gives a flavor (though not the strongest) for the kind of results proved in this paper, using simplified assumptions and restricting attention to linear regression. As we will show later, the orthogonality constraint on the non-signal features is not in fact needed and an irrepresentability-like condition on the design is enough.

**Theorem 1.1** (parameter error with uncorrelated noise). Suppose that we are given an i.i.d. sequence of data points $(x_1, y_1), (x_2, y_2), \cdots \in \mathbb{R}^d \times \mathbb{R}$ satisfying $y_t = (w^*)^\top x_t + \varepsilon_t$, where $S \overset{\text{def}}{=} \text{supp}(w^*)$ has size $k$ and $\varepsilon_t$ is centered noise. Let $x_t[S]$ denote the coordinates of $x_t$ indexed by $S$ and $x_t[-S]$ the coordinates in the complement of $S$. Also suppose that

\[
\mathbb{E}[\varepsilon_t x_t] = 0, \quad \mathbb{E}[x_t[-S]y_t] = 0, \quad \mathbb{E}[x_t[-S][x_t[S]]^\top] = 0, \quad \lambda_{\min}\left(\mathbb{E}[x_t[S][x_t[S]]^\top]\right) > 0
\]

for all $t \in \mathbb{N}$, where $\lambda_{\min}(M)$ denotes the smallest eigenvalue of $M$. Then
for sufficiently large $\lambda$ and sufficiently small $\eta$, if we run Algorithm 2 on \(\{(x_t, y_t)\}_{t=1}^{T}\), with the squared loss \(f_t(w) = \frac{1}{2}(y_t - w^\top x_t)^2\), we will obtain a parameter vector \(\hat{w}_T\) with \(\text{supp}(\hat{w}_T) \subseteq S\) satisfying

\[
\|\hat{w}_T - w^*\|_2^2 = O_P \left( \frac{k \log(d \log(T))}{T} \right),
\]

where \(O_P\) is a with-high-probability version of \(O\) notation.\(^1\)

The bound (8) matches the minimax optimal rate for sparse regression when \(d \gg k\) [46], namely

\[
\|\hat{w}_T - w^*\|_2^2 = O_P \left( \frac{k \log(d)}{T} \right),
\]

to within a factor of \(1 + \frac{\log \log(T)}{\log(d)}\), which is effectively bounded by a constant since \(\log \log(T)/\log(d) \leq 5\) in any reasonable regime.\(^2\)

1.2. Related work. There are many existing online algorithms for solving optimization problems like the lasso. For each of these, we will state their rate of convergence in terms of the rate at which the squared parameter error \(\|\hat{w}_T - w^*\|_2^2\) decreases as we progress along an infinite stream of i.i.d. data. As discussed above, the simplest online algorithm is the classical stochastic gradient descent algorithm, which achieves error \(O(d/T)\) under statistical assumptions. A later family of algorithms, comprising the exponentiated gradient algorithm [32] and the family of \(p\)-norm algorithms [25], achieves error \(O(\sqrt{k \log(d)/T})\); while \(d\) has been replaced by \(k \log(d)\), the algorithm no longer achieves the optimal rate in \(T\).

There is thus a tradeoff in existing work between better dependence on the dimension and worse asymptotic convergence. In contrast, our approach simultaneously achieves good performance in terms of both \(d\) and \(T\). Given statistical assumptions, our algorithm satisfies tighter excess loss bounds than existing sparse SGD-like algorithms [e.g., 17, 33, 35, 51, 52, 60]. Agarwal et al. [2] obtain similar theoretical bounds to us using a very different

---

\(^1\)More specifically, in this paper, we use the notation \(x(T) = O_P(y(T))\) if \(x(T) \leq c y(T) \log(1/\delta)\) with probability \(1 - \delta\), for some constant \(c\) that is independent of \(T\) or \(\delta\).

\(^2\)The extra \(\log \log T\) term can be understood in terms of the law of the iterated logarithm. Our results require us to bound the behavior of the algorithm for all \(t = 1, \ldots, T\); thus, we need to analyze multiple \(t\)-scales simultaneously, and an extra \(\log \log T\) term appears. This is exactly the same phenomenon that arises when we study the scaling of the limsup of a random walk: although the pointwise distribution of the random walk scales as \(\sqrt{T}\), the limsup scales as \(\sqrt{T \log \log T}\).
algorithm, namely an epoch-based $L_p$-norm regularized mirror descent algorithm. In our experiments, it appears that our more lasso-like streaming algorithm achieves better performance, both statistically and computationally.

In other work, Gerchinovitz [26] derived strong adversarial “sparsity regret bounds” for an exponentially weighted Bayes-like algorithm with a heavy-tailed prior. However, as its implementation requires the use of Monte-Carlo methods, this algorithm may not be computationally competitive with efficient $L_1$-based methods. There has also been much work beyond that already discussed on solving the lasso in the online or streaming setting, such as Garrigues and El Ghaoui [24] and Yang et al. [62], but none of these achieve the optimal rate.

Finally, we emphasize that there are paradigms other than streaming for doing regression on large datasets. In lasso-type problems, the use of pre-screening rules to remove variables from consideration can dramatically decrease practical memory and runtime requirements. Some examples include strong rules [56] and SAFE rules [19]. Meanwhile, Fithian and Hastie [20] showed that, in locally imbalanced logistic regression problems, it is often possible to substantially down-sample the training set without losing much statistical information; see also [3, 44] for related ideas. Comparing the merits of streaming algorithms to those of screening or subsampling methods presents an interesting topic for further investigation.

1.3. Outline. We start in Section 2 by precisely defining our theoretical setting and providing our main theorems with some intuitions. We then demonstrate the empirical performance of our algorithm on simulated data (Section 3.1) and a genomics dataset (Section 3.2). In Section 4, we use the adaptive mirror descent framework from online convex optimization to lay the foundation of our analysis. We then leverage statistical assumptions to provide tight control over the terms laid out by the framework (Sections 5 and 6), resulting in bounds on the prediction error of Algorithm 1. In Section 7, we adapt our algorithm via weighted averaging to obtain rate-optimal parameter estimates (Algorithm 2). Finally, in Section 8, we weaken our earlier assumptions to an irrepresentability condition similar to the one given in Zhao and Yu [63]. Longer proofs are deferred to the appendix.

2. Statistical Properties of Streaming Sparse Regression.

2.1. Theoretical Setup. We assume that we are given a sequence of loss functions $f_1, f_2, \ldots, f_T$ drawn from some joint distribution. Our algorithm
produces a sequence $w_1, w_2, \ldots, w_T$, where each $w_t$ depends only on $f_1, f_2, \ldots, f_{t-1}$.

Our main results depend on the following four assumptions.

1. **Statistical Sparsity:** There is a fixed expected loss function $\mathcal{L}$ such that
   
   $$\mathbb{E}[f_t | f_1, \ldots, f_{t-1}] = \mathcal{L} \text{ for } t = 1, 2, \ldots$$

   Moreover, the minimizer $w^*$ of the loss $\mathcal{L}$ satisfies $\|w^*\|_1 \leq R$ and $\text{supp}(w^*) = S$, where $|S| \leq k$. Define the set of candidate weight vectors:
   
   $$\mathcal{H} \overset{\text{def}}{=} \{ w : \|w\|_1 \leq R, \text{supp}(w) \subseteq S \}.$$ 

   We note that $\mathcal{H}$ is not directly available to the statistician, because she does not know $S$.

2. **Strong Convexity in Expectation:** There is a constant $\alpha > 0$ such that $\mathcal{L}(w) - \frac{\alpha}{2}\|w[s]\|_2^2$ is convex. Recall that, for an arbitrary vector $w$, $w[s]$ denotes the coordinates indexed by $S$ and $w[s^c]$ denotes the remaining coordinates.

3. **Bounded Gradients:** The gradients $\nabla f_t$ satisfy $\|\nabla f_t(w)\|_\infty \leq B$ for all $w \in \mathcal{H}$.

4. **Orthogonal Noise Features:** For our simplest results, we assume that the noise gradients are mean-zero for all $w \in \mathcal{H}$: more precisely, for all $i \notin S$ and all $w \in \mathcal{H}$, we have $\nabla \mathcal{L}(w)_i = 0$. In Section 2.3 below, we discuss how we can relax this condition into an irrepresentability condition.

To gain a better understanding of the meaning of these assumptions, we give some simple conditions under which they hold for linear regression. Recall that in linear regression, we are given a sequence of examples $(x_t, y_t) \in \mathbb{R}^d \times \mathbb{R}$, and have a loss function $f_t(w) = \frac{1}{2}(y_t - w^\top x_t)^2$. Here, the assumption (1) holds if the $(x_t, y_t)$ are i.i.d. and the minimizer of

$$\mathcal{L}(w) = \mathbb{E}\left[ \frac{1}{2}(y - w^\top x)^2 \right]$$

is $k$-sparse. Meanwhile, we can check that $\mathcal{L}$ is a quadratic function with leading term $\frac{1}{2}w^\top \mathbb{E}[xx^\top]w$, and so (2) holds as long as $\text{Cov}[x|s] \succeq \alpha I$.

Next, $\nabla f_t(w) = (y - w^\top x)x$, so $\|\nabla f_t(w)\|_\infty \leq |y_t|\|x_t\|_\infty + \|w\|_1\|x_t\|_\infty^2$. Hence, if we assume that $\|x_t\|_\infty \leq B_x$ and $|y_t| \leq B_y$, assumption (3) holds with $B = B_xB_y + RB_x^2$.

The most stringent condition is assumption (4), which requires that $\mathbb{E}[(y - w^\top x)x_i] = 0$ for all $i \notin S$ and $w \in \mathcal{H}$. A sufficient condition is that
\( \mathbb{E}[yx[-s]] = 0 \) and \( \mathbb{E}[x[S]x[-S]^\top] = 0 \), i.e., the noise coordinates are mean-zero and uncorrelated with both \( x[S] \) and \( y \). Assumption 4 can, however, in general be relaxed. For example, in the case of linear regression, we can replace it with an irrepresentability condition (Section 2.3).

2.2. Main Results. We present two results that control the two quantities of interest: (i) the regret (1) with respect to the population loss minimizer \( w^* \), which evaluates prediction; and (ii) the parameter error \( \|\hat{w}_T - w^*\|_2^2 \).

The first result controls \( \text{Regret}(w^*) \) for Algorithm 1; the bulk of the proof involves showing that our \( L_1 \) sparsification step succeeds at keeping the noise coordinates at zero without incurring too much extra loss.

**Theorem 2.1** (online prediction error with uncorrelated noise). Suppose that the sequence \( f_1, \ldots, f_T \) satisfies assumptions (1-4) from Section 2.1 and that we use Algorithm 1 with \( \lambda = \frac{3B^2}{\alpha} \sqrt{\log \left( \frac{6d \log_2 (2T)}{\delta} \right)} \), \( \eta = \alpha/2 \), and \( \epsilon = 0 \). Then, for any \( \delta > 0 \), with probability \( 1 - \delta \), we have

\[
\text{Regret}(w^*) = O\left( \frac{kB^2}{\alpha} \log \left( \frac{d \log(T)}{\delta} \right) \log(T) \right).
\]

The second result controls \( \|\hat{w}_T - w^*\|_2^2 \), where \( \hat{w}_T \) is the weighted average given in Algorithm 2. To transform Theorem 2.1 into a parameter error bound, we use a standard technique: online-to-batch conversion [13]. As we will discuss in Section 7, a naive application of online-to-batch conversion to Algorithm 1 yields a result that is loose by a factor of \( \log(T) \). Thus, in order to bound batch error we need to modify the algorithm, resulting in Algorithm 2 and the following bound:

**Theorem 2.2** (parameter error with uncorrelated noise). Suppose that we make the same assumptions and parameter choices as in Theorem 2.1, except that we now set

\[
\lambda = \frac{3B^2}{\alpha} \sqrt{\log \left( \frac{6d \log_2 (2T^3)}{\delta} \right)}.
\]
Let \( \hat{w}_T \) be the output of Algorithm 2. Then, with probability \( 1 - \delta \), we have \( \text{supp}(\hat{w}_T) \subseteq S \) and

\[
\|\hat{w}_T - w^*\|_2^2 = \mathcal{O}\left(\frac{k B^2}{\alpha^2 T} \log \left(\frac{d \log(T)}{\delta}\right)\right)
\]

for any \( \delta > 0 \).

2.3. Irrepresentability and Support Recovery. In practice, Assumption 4 from Section 2.1 is unreasonably strong: in the context of high-dimensional regression, we cannot in general hope for the noise features to be exactly orthogonal to the signal ones. Here, we discuss how this condition can be relaxed in the context of online linear regression.

In the batch setting, there is a large literature on establishing conditions on the design matrix \( X \in \mathbb{R}^{n \times d} \) under which the lasso performs well [e.g., 38, 45, 58, 59, 63]. The two main types of assumptions typically made on the design \( X \) are as follows:

- The **restricted eigenvalue condition** [8, 45] is sufficient for obtaining low \( L_2 \) prediction error under sparsity assumptions on \( w^* \). A similar condition is also necessary in the minimax setting [46].
- The stronger **irrepresentability condition** [37, 63] is sufficient and essentially necessary for recovering the support of \( w^* \).

We will show that our Algorithm 2 still converges at the rate (11) under a slight strengthening of the standard irrepresentability condition, given below:

**Assumption 5 (irrepresentable noise features).** The noise features are irrepresentable using the signal features in the sense that, for any \( \tau \in \mathbb{R}^d \) with \( \text{supp}(\tau) \subseteq S \) and any \( j \notin S \),

\[
\left|\text{Cov}\left[ x_j^t, \tau \cdot x_t \right]\right| \leq \rho \frac{\alpha}{\sqrt{k}} \|\tau\|_2
\]

for some constant \( 0 \leq \rho < 1/\sqrt{24} \). Recall that \( \alpha \) is the strong convexity parameter of the expected loss, and \( |S| = k \).

The fact that our algorithm requires an irrepresentability condition instead of the weaker restricted eigenvalue condition stems from the fact that our algorithm effectively achieves low prediction error via support recovery; see, e.g., Lemma 8.1. Thus, we need conditions on the design \( X \) that are
strong enough to guarantee support recovery. For an overview of how different assumptions on the design relate to each other, see Van De Geer and Bühlmann [59].

Given Assumption 5, we have the following bound on the performance of Algorithm 2. We show how Theorem 2.2 can be adapted to yield this result in Section 8.

**Theorem 2.3** (parameter error with irrepresentability). Under the conditions of Theorem 2.2, suppose that we replace Assumption 4 from Section 2.1 with the irrepresentability Assumption 5 above. Then, for any \( \delta > 0 \), for an appropriate setting of \( \lambda \) we have

\[
\|\hat{w}_T - w^*\|^2_2 = O\left(\frac{1}{1 - 24\rho^2} \frac{kB^2}{\alpha^2 T} \log \left(\frac{d \log(T)}{\delta}\right)\right)
\]

with probability \( 1 - \delta \).

A form of the standard irrepresentability condition for the batch lasso that only depends on the design \( X \) is given by [59]:

\[
\max_{\tau \in \{-1, 1\}^k} \left\| \Sigma^{-S, S} \Sigma_{S, S}^{-1} \Sigma^{-S, S} \tau \right\|_\infty < 1,
\]

where \( \Sigma = \text{Var}[X] \), \( \Sigma_{S, S} \) is the variance of the signal coordinates of \( X \), and \( \Sigma^{-S, S} \) is the covariance between the non-signal and signal coordinates. The conditions (12) and (14) are within a constant factor of each other if none of the entries of \( \Sigma^{-S, S} \) are much bigger than the others; for example, in the equicorrelated case, they both require the cross-term correlations to be on the order of \( 1/\sqrt{k} \). On the other hand, (14) allows \( \Sigma^{-S, S} \) to have a small number of larger entries in each row, whereas (12) does not. It seems plausible to us that an analogue to Theorem 2.3 should still hold under a weaker condition that more closely resembles (14).

2.4. **Proof Outline and Intuition.** Our analysis starts with results from online convex optimization that study a broad class of adaptive mirror descent updates, which have the following general form:

\[
w_t = \arg \min_w \left\{ \psi_t(w) + w^\top \theta_t \right\}, \text{ where } \theta_t = \sum_{s=1}^{t-1} \nabla f_s(w_s)
\]

and \( \psi_t \) is a convex regularizer. Note that our method from Algorithm 1 is an instance of adaptive mirror descent with the regularizer

\[
\psi_t(w) = \frac{\epsilon}{2} \|w\|_2^2 + \frac{\eta}{2} \sum_{s=1}^{t-1} \|w - w_s\|_2^2 + \lambda \sqrt{t + 1} \|w\|_1.
\]
The following result by Orabona et al. [41] applies to all procedures of the form (15):

**Proposition 2.4 (adaptive mirror descent [41]).** Let \( f_t(\cdot) \) be a sequence of loss functions, let \( \psi_t(\cdot) \) be a sequence of convex regularizers, and let \( w_t \) be defined as in (15). Then, for any \( u \in \mathbb{R}^d \),

\[
\sum_{t=1}^{T} (w_t - u)^\top \nabla f_t(w_t) \leq \psi_T(u) + \sum_{t=1}^{T} D_{\psi^*_t}(\theta_{t+1}||\theta_t) + \sum_{t=1}^{T} [\psi_{t-1}(w_t) - \psi_t(w_t)].
\]

Here, we let \( \psi_0(\cdot) \equiv 0 \) by convention and use \( D_{\psi^*_t} \) to denote the Bregman divergence:

\[
D_{\psi^*_t}(\theta_{t+1}||\theta_t) = \psi^*_t(\theta_{t+1}) - \psi^*_t(\theta_t) - \langle \nabla \psi^*_t(\theta_t) , \theta_{t+1} - \theta_t \rangle.
\]

The bound (17) is commonly used when the losses \( f_t \) are convex, in which case we have:

\[
f_t(w_t) - f_t(u) \leq (w_t - u)^\top \nabla f_t(w_t),
\]

which immediately results in an upper bound on \( \text{Regret}(u) \). We emphasize, however, that (17) still holds even when \( f_t \) is not convex; we will use this fact to our advantage in Section 6.

Proposition 2.4 turns out to be very powerful. As shown by Orabona et al. [41], many classical online learning bounds that were originally proved using ad-hoc methods follow directly as corollaries of (17). This framework has also led to improvements to existing algorithms [54]. Applied in our context, and setting \( u = w^* \), we obtain the following bound (see the appendix for details):

**Corollary 2.5 (decomposition).** If we run Algorithm 1 on loss func-
lations \( f_1, \ldots, f_T \), then for any \( u \in \mathcal{H} \) (in particular, \( u = w^* \)):

\[
\sum_{t=1}^{T} (w_t - u)^\top \nabla f_t(w_t) \leq \Omega_0 + \Lambda + Q,
\]

(20)

\[
\Omega_0 \overset{\text{def}}{=} \frac{\epsilon}{2} \| u \|_2^2 + \frac{1}{2} \sum_{t=1}^{T} \frac{\| \nabla f_t(w_t) \|_2^2}{\epsilon + \eta t},
\]

(21)

\[
\Lambda \overset{\text{def}}{=} \sum_{t=1}^{T} (\lambda_{t-1} - \lambda_t) (\| w_t \|_1 - \| u \|_1),
\]

(22)

\[
Q \overset{\text{def}}{=} \frac{\eta}{2} \sum_{t=1}^{T} \| w_t - u \|_2^2.
\]

(23)

In words, Corollary 2.5 says that the linearized regret is upper bounded by the sum of three terms: (i) the main term \( \Omega_0 \) that roughly corresponds to performing stochastic gradient descent under sparsity from the \( L_1 \) penalty, (ii) the cost of ensuring that sparsity \( \Lambda \), and (iii) a final quadratic term, that will be canceled out by strong convexity of the loss.

To achieve our goal from Theorem 2.1 of showing that

\[
\text{Regret}(w^*) = \mathcal{O}_P \left( k \log(d \log(T)) \log(T) \right),
\]

(24)

it remains to control each of the three terms in (20). The rest of this section provides a high-level overview of our argument, indicating where the details of the proof appear in the remainder of the paper.

**Enforcing Sparsity.** The first problem with (20) is that the norms \( \| \nabla f_t(w_t) \|_2^2 \) in (21) in general scale with \( d \), which is inconsistent with the desired bound (24), which only scales with \( \log d \). In Section 4, we establish a strengthened version of Proposition 2.4 that lets us take advantage of effective sparsity of the weight vectors \( w_t \) by restricting the Bregman divergences from (18) to a set of active features. Thanks to our noise assumptions (4) or (5) paired with an \( L_1 \) penalty that scales as \( \sqrt{t} \), we can show that our active set will have size at most \( k \) with high probability. This implies that we can replace the term \( \Omega_0 \) in Corollary 2.5 with a new term \( \Omega \) that scales as \( \mathcal{O}_P (k \log T) \).

**Bounding the Cost of Sparsity.** Second, we need to bound the cost of sparsity \( \Lambda \). A standard analysis following the lines of, e.g., Duchi et al. [17] would use the inequality \( (\| w_t \|_1 - \| w^* \|_1) \geq -R \), thus resulting in a bound on the cost of \( L_1 \) penalization \( \Lambda \) that scales as \( R \sqrt{T} \), which again is too large for our purposes.
In a statistical setup, however, we can do better. We know that $|\lambda_{t-1} - \lambda_t| \approx \lambda / (2\sqrt{t})$. Meanwhile, given adequate assumptions, we might also hope for $||w_t||_1 - ||w^*||_1$ to decay at a rate of $k / \sqrt{t}$ as well. Combining these two bounds would bound the cost of sparsity on the order of $\lambda k \log T$.

The difficulty, of course, is that obtaining bounds of $||w_t||_1 - ||w^*||_1$ requires controlling the cost of sparsity, resulting in a seemingly problematic recursion. In Section 5, we develop machinery that lets us simultaneously bound $||w_t||_1 - ||w^*||_1$ and the cost of sparsity $\Lambda$, thus letting us break out of the circular argument. The final bound on $\Lambda$ involves a multiplicative constant of $\lambda^2$, where $\lambda$ must be at least $\sqrt{\log(d \log(T))}$, which is where the $\log(d \log(T))$ term in our bound comes from.

Finally, we emphasize that our bound on the cost of sparsity crucially depends on $\lambda_t$ growing with $t$ in a way that keeps $\lambda_t - \lambda_{t-1}$ on a scale of at most $1 / \sqrt{t}$. Existing methods [17, 51, 60] often just use a fixed $L_1$ penalty $\lambda_t = \lambda$ for all $t$. To ensure sparsity, this requires $\lambda$ to be on the order of $\sqrt{T}$, which would in turn impose a cost of sparsity of $\sqrt{T}$, rather than the $\log(T)$ cost that we seek.

Working with Strong Convexity in Expectation. Finally, we need to account for the quadratic term $Q$ given in (23). If we knew that $f_t$ were $\alpha$-strongly convex for all $t$, then by definition,

$$\sum_{t=1}^{T} (f_t(w_t) - f_t(w^*)) + \frac{\alpha}{2} \sum_{t=1}^{T} ||w_t - w^*||_2^2 \leq \sum_{t=1}^{T} (w_t - w^*)^\top \nabla f_t(w_t). \tag{25}$$

Thus, provided that $\eta \leq \alpha$, we could remove the term (23) when using (20) to establish an excess risk bound.

In our application, only the expected loss $L(w)$ as defined in Assumption (1) is $\alpha$-strongly convex; the loss functions $f_t$ themselves are in general not strongly convex. In Section 6, however, we show that we can still obtain a high-probability analogue to (25) when $f_t$ is strongly convex in expectation, provided that $\eta \leq \alpha / 2$.

Putting all these inequalities together, we can successfully bound all terms in (20) by $O_P(k \log(d \log(T)) \log(T))$. The last part of our paper then extends these results to provide bounds for the parameter error of Algorithm 2 (Section 7), and adapts them to the case of irrepresentable instead of orthogonal features (Section 8).

3. Experiments. To test our method, we ran it on several simulated datasets and a genome-wide association study, while comparing it to several existing methods. The streaming algorithms we considered were:
1. Our method, streaming sparse regression (SSR), given in Algorithm 1,  
2. \( p \)-norm regularized dual averaging \((p\text{-norm } + L_1)\) \[51\], which exploits  
   sparsity but not strong convexity, and  
3. The epoch-based algorithm of Agarwal, Negahban, and Wainwright \[2\]  
   (ANW), which has theoretically optimal asymptotic rates.

We also tried running un-penalized stochastic gradient descent, which ex-
pliots strong convexity but not sparsity; however, this performed badly  
enough that we did not add it to our plots.

We also compare all the streaming methods to the batch lasso, which we  
treat as an oracle. The goal of the this comparison is to show that, in large-

scale problems, streaming algorithms can be competitive with the lasso.  
The way we implemented the lasso oracle is by running \texttt{glmnet} for MATLAB  
\[23, 43\] with the largest number of training examples the software could  
handle before crashing. In both the simulation and real data experiments, \texttt{glmnet}  
could not handle all the available data, so we downsampled the  
training data to make the problem size manageable; we had to downsample  
to 2,500 out of 10,000 data points in the simulations and 500 out of 3,500  
in the genetics example.

### 3.1. Simulated Data

We created three different synthetic datasets; for the first two, we ran linear regression with a Huberized loss\(^3\)

\[
    f_t(w) = h(y_t - w^\top x_t), \quad h(y) = \begin{cases} 
        y^2/2 & : |y| < C \\
        C \cdot (|y| - C/2) & : |y| \geq C 
    \end{cases}.
\]

For the third dataset, we used the logistic loss for all methods. Our datasets  
were as follows:

- **linear regression, i.i.d. features**: we sampled \( x_t \sim \mathcal{N}(0, I) \) and  
  \( y_t = (w^*)^\top x_t + v_t \), where \( v_t \sim \mathcal{N}(0, \sigma^2) \), and \( w^* \) was a \( k \)-sparse vector  
drawn from a Gaussian distribution.

- **linear regression, correlated features**: the output relation is the  
same as before, but now the coordinates of \( x_t \) have correlations that  
decay geometrically with distance (specifically, \( \Sigma_{i,j} = 0.8^{i-j} \)). In ad-

ition, the non-zero entries of \( w^* \) were fixed to appear consecutively.

- **logistic regression**: \( x_t \) is a random sign vector and \( y_t \in \{0, 1\} \), with  
  \[ p(y_t = 1 \mid x_t) = \frac{1}{1 + \exp(-(w^*)^\top x_t)} \].

In each case, we generated data with \( d = 100,000 \). The first \( k = 100 \) en-
tries of \( w^* \) were drawn from independent Gaussian random variables with

\(^3\)Since \texttt{glmnet} does not have an option to use the Huberized loss, we used the squared  
loss instead.
standard deviation 0.2; the remaining 99,900 entries were 0.

Figure 2 compares the performance of each algorithm, in terms of both prediction error and parameter error. The prediction error at time $t$ is $f_t(w_t)$, where $w_t$ depends only on $(x_{1:t-1}, y_{1:t-1})$, so that prediction error measures actual generalization ability and hence penalizes overfitting. Results are aggregated over 10 realizations of the dataset for a fixed $w^*$. The prediction error is averaged over a sliding window consisting of the latest 1,000 examples. In addition, timing information for all algorithms is given in Table 1.

We first compare the online algorithms. Both SSR and ANW converge in squared error at a $\frac{1}{T}$ rate, while the $p$-norm algorithm converges at only a $\frac{1}{\sqrt{T}}$ rate. This can be seen in most of the plots, where SSR and ANW both outperform the $p$-norm algorithm: the exception is in the correlated inputs case, where the $p$-norm algorithm outperforms ANW in prediction error by a large margin and is not too much worse than SSR. The reason is that the $p$-norm algorithm is highly robust to correlations in the data, while ANW and SSR rely on restricted strong convexity and irrepresentability conditions, respectively, which tend to degrade as the inputs become more correlated.

We also note that, in comparison to other methods, ANW performs better in terms of parameter error than prediction error. The difference is particularly striking for the logistic regression task, where ANW has very poor prediction error but very good parameter error (substantially better than all other methods). The fact that ANW incurs large losses while achieving low parameter error in the classification example is not contradictory because, with logistic regression, it is possible to obtain high prediction accuracy without recovering the optimal parameters.

Comparison with the lasso fit by glmnet, which we treat as an oracle, yields some interesting results. Recall that the lasso was only trained using 2,500 training examples, as this was the most data glmnet could handle before crashing. When the streaming methods have access to only 2,500 examples as well, the lasso is beating all of them, just as we would expect. However, as we bring in more data, our SSR method starts to overtake it: in all examples, our method achieves lower prediction error around 4,000 training examples. This phenomenon emphasizes the fact that, with large

| Algorithm | i.i.d | correlated | logit | gene |
|-----------|------|------------|-------|------|
| SSR       | 11.3 | 12.1       | 12.2  | 29.2 |
| $p$-norm  | 131.5| 114.3      | 77.7  | 122.0|
| ANW       | 340.9| 344.4      | 351.9 | 551.9|
Fig 2: Simulation results. The prediction error is in terms of Huberized quadratic loss or logistic loss. We ran each algorithm with $T = 10,000$ training examples in total. The spike in error for ANW in the first row is because ANW is an epoch-based algorithm, and error tends to increase temporarily at the start of a new epoch.
datasets, having computationally efficient algorithms that let us work with more data is desirable.

Finally we note that, in terms of runtime, SSR is by far the fastest method, running 4 to 10 times faster than either of the two other algorithms. We emphasize that none of these methods were optimized, so the runtime of each method should be taken as a rough indicator rather than an exact measurement of efficiency. The bulk of the runtime difference among the online algorithms is due to the fact that both ANW and the $p$-norm algorithm require expensive floating point operations like taking $p$-th powers, while SSR requires only basic floating point operations like multiplication and addition.

**Tuning.** We selected the tuning parameters using a single development set of size 1,000. The tuning parameters for $p$-norm and ANW are a step size and $L_1$ penalty, and the tuning parameters for SSR are the constants $\epsilon$, $\alpha$, and $\lambda$ in Algorithm 1, the first two of which control the step size and the last of which controls the $L_1$ penalty.

### 3.2. Genomics Data.

The dataset, collected by the Wellcome Trust Case Control Consortium [10], is a genome-wide association study, comparing $d = 500,568$ single nucleotide polymorphisms (SNPs). The dataset contains 2,000 cases of type 1 diabetes (T1D), and 1,500 controls, for a total of $T = 3,500$ data points. We coded each SNP as 0 if it matches the wild type allele, and as 1 else.

We compared the same methods as before, using a random subset of 500 data points for tuning hyperparameters (since the dataset is already small, we did not create a separate development set). We only compute prediction error since the true parameters are unknown. In Figure 3, we plot the prediction error averaged over 40 random permutations of the data and over a sliding window of length 500. The results look largely similar to our simulations. As before, SSR outperforms the other streaming methods, and eventually also beats the lasso oracle once it is able to see enough training data.

### 4. Adaptive Mirror Descent with Sparsity Guarantees.

We now begin to flesh out the intuition described in Section 2.4. Our first goal is to provide an analogue to the mirror descent bound in Proposition 2.4 that takes advantage of sparsity. Intuitively, online algorithms with sparse weights $\|w_t\|_0 \leq k$ should behave as though they were evolving in a $k$-dimensional space instead of a $d$-dimensional space. However, the baseline bound (20)

\[ \sum_{t=1}^T \gamma_t (H_{t+1}(w_t) - H_{t+1}(w_{t+1})) \]

\[ \leq \sum_{t=1}^T \gamma_t (H_{t+1}(w_t) - H_{t+1}(w_{t+1})) \]

\[ \leq \sum_{t=1}^T \gamma_t (H_{t+1}(w_t) - H_{t+1}(w_{t+1})) \]

\[ \leq \sum_{t=1}^T \gamma_t (H_{t+1}(w_t) - H_{t+1}(w_{t+1})) \]
does not take advantage of this at all: it depends on $\|\nabla f_t(w_t)\|_2^2$, which could be as large as $B^2d$.

In this section, we strengthen the adaptive mirror descent bound of Orabona et al. [41] in a way that reflects the effective sparsity of the $w_t$. We state our results in the standard adversarial setup. Statistical assumptions will become important in order to bound the cost of $L_1$-penalization (Section 5).

Our main result that strengthens the adaptive mirror descent bound is Lemma 4.1, which replaces the Bregman divergence term $D_{\psi_t^*}(\theta_{t+1}||\theta_t)$ in (17) with the smaller term $D_{\psi_t^*}(\theta_{t+1}[S_t]||\theta_t[S_t])$, which measures only the divergence over a subset $S_t$ of the coordinates. As before, $\theta_{t+1}[S_t]$ denotes the coordinates of $\theta_{t+1}$ that belong to $S_t$, with the rest of the coordinates zeroed out. We also let $\text{supp}(w_t)$ denote the set of non-zero coordinates of $w_t$. Throughout, we defer most proofs to the appendix.

**Lemma 4.1 (adaptive mirror descent with sparsity).** Suppose that adaptive mirror descent (15) is run with convex regularizers $\psi_t$, and let $S_t$ be a set satisfying:

1. $\text{supp}(w_t) \subseteq S_t$
2. $\text{supp}(w_{t+1}) \subseteq S_t$
3. For all $w[S_t]$, $\psi_t(w[S_t], \tilde{w}[\neg -S_t])$ is minimized at $\tilde{w}[\neg -S_t] = 0$. 

Fig 3: Genomics example; logistic loss vs. amount of data.
Then,

(27) \[ \sum_{t=1}^{T} (w_t - u)^\top \nabla f_t(w_t) \leq \psi_T(u) + \sum_{t=1}^{T} D_{\psi_t^*} \left( \theta_{t+1}[S_t] \|\theta_t[S_t]\| + \sum_{t=1}^{T}[\psi_t - 1](w_t) - \psi_t(w_t) \right). \]

We emphasize that this result does not require any statistical assumptions about the data-generating process, and relies only on convex optimization machinery. Later, we will use statistical assumptions to control the size of the active set \( S_t \) and thus bound the right-hand-side of (27).

If we apply Lemma 4.1 to the choice of \( \psi_t \) given in (52), we get Lemma 4.2 below. The resulting bound is identical to the one in (2.5), except we have replaced \( \|\nabla f_t(w_t)\|_2^2 \) with a term that depends only on an effective dimension \( k_t \).

**Lemma 4.2 (decomposition with sparsity).** Let \( f_t(\cdot) \) be a sequence of convex loss functions, and let \( w_t \) be selected by adaptive mirror descent with regularizers (52). Then

(28) \[ \sum_{t=1}^{T} (w_t - u)^\top \nabla f_t(w_t) \leq \Omega + \Lambda + Q, \]  

where

(29) \[ \Omega = \frac{\epsilon}{2} \|u\|_2^2 + \frac{B^2}{2} \sum_{t=1}^{T} \frac{k_t}{\epsilon + \eta t}, \]

\( \Omega \) replaces \( \Omega_0 \) in Corollary 2.5, and \( \Lambda \) and \( Q \) are defined in (22) and (23). Here, \( k_t = |S_t| \) is the number of active features, and we take \( S_t = \bigcup_{s=1}^{t+1} \text{supp}(w_s) \).

**Example: forcing sparsity.** The statement of Lemma 4.2 is fairly abstract, and so it can be helpful to elucidate its implications with some examples. First, suppose that we determine the \( \lambda_t \) sequence in such a way to force the \( w_t \) to be \( k \)-sparse:

(30) \[ \lambda_{t+1} = \max \left\{ \lambda_t, |\theta_t|^{(k+1,d)} + B \right\}, \]

where \( |\theta_t|^{(k+1,d)} \) denotes the \((k+1)\)st largest (in absolute magnitude) coordinate of \( \theta_t \). Also suppose that we set \( \eta = 0 \) for simplicity. Then, we can simplify our result to the following:
Corollary 4.3 (simplification with sparsity). Under the conditions of Lemma 4.2, suppose that \( \lambda_t \) is set using (30), \( \eta = 0 \), and that the \( f_t(\cdot) \) are convex. Then, we obtain the regret bound

\[
\text{Regret}(u) \leq \frac{\epsilon R^2}{2} + \frac{1}{2\epsilon} kB^2T + \lambda_T R.
\]

If we optimize the bound with \( \epsilon = \frac{B}{R} \sqrt{kT} \), then (31) is equal to \( R \left( B \sqrt{kT} + \lambda_T \right) \).

Proof. By convexity of \( f_t \), we have \( f_t(w_t) - f_t(u) \leq (w_t - u)^\top \nabla f_t(w_t) \).

Also, since \( \eta = 0 \), we can actually take \( S_t = \text{supp}(w_t) \cap \text{supp}(w_{t+1}) \) and still satisfy the conditions of Lemma 4.1. To get the RHS of (31) from (28), we use the inequalities \( k_t = |S_t| \leq k \), \( \|u\|_2 \leq \|u\|_1 \leq R \) and \( (\lambda_{t-1} - \lambda_t)\|w_t\|_1 \leq 0 \); this latter inequality implies that \( \sum_{t=1}^T (\lambda_{t-1} - \lambda_t)(\|w_t\|_1 - \|u\|_1) \leq \lambda_T \|u\|_1 \). \( \square \)

We have shown that stochastic gradient descent can achieve regret that depends on the sparsity level \( k \) rather than the ambient dimension \( d \), as long as the \( L_1 \) penalty is large enough. Previous analyses [e.g., 60] had an analogous regret bound of \( R(\sqrt{d}T + \lambda_T) \), which could be substantially worse when \( d \) is large.

4.1. Interlude: Sparse Learning with Strongly Convex Loss Functions. In the above section we showed that, when working with generic convex loss functions \( f_t \), we could use our framework to improve a \( \sqrt{d}T \) factor into \( \sqrt{kT} \); in other words, we could bound the regret in terms of the effective dimension \( k \) rather than the ambient dimension \( d \). We can thus achieve low regret in high dimensions while using an \( L_2 \)-regularizer, as opposed to previous work [51] that used an \( L_p \)-regularizer with \( p = \frac{2 \log(d)}{2 \log(d) - 1} \). This fact becomes significant when we consider strong convexity properties of our loss functions, where it is advantageous to use a regularizer with the same strong convexity structure as the loss, and where \( L_2 \)-strong convexity of the loss function is much more common than strong convexity in other \( L_p \)-norms.

In the standard online convex optimization setup, it is well known [17, 28] that if the loss functions \( f_t \) are strongly convex, we can use faster learning rates to get excess risk on the order of \( \log T \) rather than \( \sqrt{T} \). This is because the strong convexity of \( f_t \) allows us to remove the \( \sum_{t=1}^T \|w_t - u\|_2^2 \) term from bounds like (28).

In practice, the loss function \( f_t \) is only strongly convex in expectation, and we will analyze this setting in Section 6. But as a warm-up, let us analyze the case where each \( f_t \) is actually strongly convex. In this case, we can remove the \( Q \) term from our regret bound (28) entirely:
Theorem 4.4 (decomposition with sparsity and strong convexity). Suppose that we are given a sequence of $\alpha$-strongly convex losses $f_1, \ldots, f_T$, and that we run adaptive mirror descent with the regularizers $\psi_t$ from (52) with $\eta = \alpha$. Then, using $\Omega$ and $\Lambda$ from (28), we have

$$\text{Regret}(u) = \sum_{t=1}^{T} (f_t(w_t) - f_t(u)) \leq \Omega + \Lambda. \quad (32)$$

The key is that with $f_t$ $\alpha$-strongly convex, we have $f_t(w_t) - f_t(u) \leq \nabla f_t(w_t)^\top (w_t - u) - \frac{\alpha}{2} \|w_t - u\|_2^2$, from which the result follows by invoking (28). As a result, we can remove the $Q$ term while still allowing $\eta > 0$, which can help reduce $\Omega$.

Example: forcing sparsity. We can again use the sparsity-forcing schedule $\lambda_t$ from (30) to gain some intuition.

Corollary 4.5 (simplification with sparsity and strong convexity). Under the conditions of Theorem 4.4, suppose that we set $\lambda_t$ using (30) and set $\epsilon = 0$. Then

$$\text{Regret}(u) \leq \frac{kB^2}{2\alpha} (1 + \log T) + \lambda_T \|u\|_1. \quad (33)$$

At first glance, it may seem that this result gives us an even better bound than the one stated in Theorem 2.1. The main term in the bound (33) scales as $\log T$ and has no explicit dependence on $d$. However, we should not forget the $\lambda_T \|u\|_1$ term required to keep the weights sparse: in general, even if all but a small number of coordinates of $\nabla f_t(w_t)$ are zero-mean random noise, $\lambda_T$ will need to grow as $\sqrt{T}$ (in fact, $\sqrt{T \log(d)}$) in order to preserve sparsity. This is because an unbiased random walk will still have deviation $\sqrt{T}$ from zero after $T$ steps. Thus, although we managed to make the main term of the regret bound small, the $\lambda_T \|u\|_1$ term still looms. In the absence of strong convexity, having $\lambda_T = O(\sqrt{T})$ would be acceptable since the first two terms of (31) would grow as $\sqrt{T}$ anyway in this case, but since we are after a $\log T$ dependence, we need to work harder.

In the next section, we will show that, if we make statistical assumptions and restrict our attention to the minimizer $w^*$ of $\mathcal{L}$, the cost of penalization becomes manageable. Specifically, we will show that the $\sum_{t=1}^{T} (\lambda_{t-1} - \lambda_t) \|w_t\|_1$ term in (32) mostly cancels out the problematic $\lambda_T \|u\|_1$ term when $u = w^*$, and that the remainder scales only logarithmically in $T$. 


5. The Cost of Sparsity. In the previous section, we showed how to control the main term of an adaptive mirror descent regret bound by exploiting sparsity. In order to achieve sparsity, however, we had to impose an $L_1$ penalty which introduces a cost of sparsity term (22), which is:

$$\Lambda \defeq \sum_{t=1}^{T} (\lambda_{t-1} - \lambda_t) (\|w_t\|_1 - \|w^*\|_1).$$

Before, our regret bounds (32) held against any comparator $u \in \mathcal{H}$, but all the results in this section rely on statistical assumptions and thus will only hold when $u = w^*$, the expected risk minimizer.

In general, we will need $\lambda_T$ to scale as $\sqrt{T \log d}$ to ensure sparsity. If we use the naive upper bound $\Lambda = \lambda_T \|w^*\|_1 + \sum_{t=1}^{T} (\lambda_{t-1} - \lambda_t) \|w_t\|_1 \leq \lambda_T \|w^*\|_1$, which holds so long as $\lambda_t \geq \lambda_{t-1}$, we again get regret bounds that grow as $\sqrt{T}$, even under statistical assumptions. However, we can do better than this naive bound: we will show that it is possible to substantially cut the cost of sparsity by using an $L_1$ penalty that grows steadily in $t$; in our analysis, we use $\lambda_t = \lambda \sqrt{t + 1}$. Using Assumptions (1-3) from Section 2, we can obtain bounds for $\Lambda$ that grow only logarithmically in $T$:

**Lemma 5.1 (cost of sparsity).** Suppose that Assumptions (1-3) of Section 2 hold, and that $\lambda_t = \lambda \sqrt{t + 1}$. Then, for any $\delta > 0$, with probability $1 - \delta$,

$$\Lambda \leq \frac{\lambda}{2} \sqrt{k (1 + \log T)} \times \frac{4}{\alpha} \sum_{t=1}^{T} (f_t(w_t[S]) - f_t(w^*)) + \frac{9kB^2 \log (\log_2(2T)/\delta)}{4\alpha^2}.$$

Note that Lemma 5.1 bounds $\Lambda$ in terms of what is essentially the square root of $\text{Regret}(w^*)$. Indeed, if $\text{supp}(w_t) \subseteq S$, so that $w_t[S] = w_t$, then the sum appearing inside the square-root is exactly $\text{Regret}(w^*)$. Using this bound, we can provide a recipe for transforming regret bounds for $L_1$-penalized adaptive mirror descent algorithms into much stronger excess risk bounds.

**Theorem 5.2 (cost of sparsity for online prediction error).** Under the conditions of Lemma 5.1, suppose that we have any excess risk bound of the form

$$\text{Regret}(w^*) \leq R_T(w^*) + \Lambda$$

(36)
for some main term $R_T(w^*) \geq 0$ and $\Lambda$ as defined in (34). Then, for regularization schedules of the form $\lambda_t = \lambda \sqrt{t+1}$, the following excess risk bound also holds with probability $1 - \delta$ for any $\delta > 0$:

\[
\text{Regret}(w^*) \leq 2R_T(w^*) + 4k\lambda^2 (1 + \log T) + \frac{kB^2 \log \log_2(2T)/\delta}{2\alpha} + \max(0, -\Delta),
\]

where $\Delta = \sum_{t=1}^T (f_t(w_t) - f_t(w_t[S]))$.

Notice that this result does not depend on any form of orthogonal noise or irrepresentability assumption. Instead, our bound depends implicitly on the assumption that sparsification improves the performance of our predictor. Specifically, $\Delta$ is the excess risk we get from using non-zero weights outside the sparsity set $S$. If the non-signal features are pure noise (i.e., independent from the response), then clearly $\mathbb{E}[f_t(w_t[S])] \leq \mathbb{E}[f_t(w_t)]$, and so $\mathbb{E}[\Delta] \geq 0$ and thus (37) is a strong bound in the sense that the cost of sparsity grows only as $\log T$. Conversely, if there are many good non-sparse models, then $-\Delta$ could potentially be large enough to render the bound useless.

To use Theorem 5.2 in practice, we will make assumptions (such as irrepresentability) that guarantee that $\text{supp}(w_t) \subseteq S$ with high probability for all $t$, so that $w_t[S] = w_t$ and thus $\Delta = 0$. The following result gives us exactly this guarantee in the case where the noise features $\neg S$ are orthogonal to the signal $S$ (formalized as Assumption 4), by letting $\lambda_t$ grow at an appropriate rate. In Section 8, we relax the orthogonality assumption to one where the noise features need only be irrepresentable.

**Lemma 5.3 (support recovery with uncorrelated noise).** Suppose that Assumptions 1, 3, and 4 hold. Then, for any convex functions $\{\zeta_t\}_{t=1}^d$, as long as $\zeta_t^i$ is minimized at 0 for all $i \notin S$, the weights $w_t$ generated by adaptive mirror descent with regularizer

\[
\psi_t(w) = \sum_{i=1}^d \zeta_t^i(w^i) + \lambda_t \|w\|_1
\]

and

\[
\lambda_t = c_\delta \sqrt{t} \quad \text{with} \quad c_\delta = \frac{3B}{2} \sqrt{\frac{2d \log_2(2T)}{\delta}}
\]
will satisfy $\text{supp}(w_t) \subseteq S$ for all $t = 1, \ldots, T$ with probability at least $1 - \delta$.

We have thus cleared the main theoretical hurdle identified at the end of Section 4.1, by showing that having an $L_1$ penalty that grows as $\sqrt{t}$ does not necessarily make the regret bound scale with $\sqrt{t}$ also. Thus, we can now use Theorem 5.2 in combination with Lemma 5.3 to get logarithmic bounds on the cost of sparsity $\Lambda$ for strongly convex losses, as shown below.

**Corollary 5.4 (synthesis).** Suppose that Assumptions 1, 3, and 4 hold, that we run Algorithm 1 with $\varepsilon = 0$ and $\lambda_t = c_\delta \sqrt{t}$ with $c_\delta$ as defined in (38). Moreover, suppose that the loss functions $f_t$ are all $\alpha$-strongly convex for some $\alpha > 0$ and that we set $\eta = \alpha$. Then,

$$
\sum_{t=1}^{T} (f_t(w_t) - f_t(w^*)) = O_P \left( \frac{kB^2}{\alpha} \log (d \log(T)) \log(T) \right).
$$

**Proof.** This result follows directly by combining Theorem 4.4 with Theorem 5.2, while using Lemma 5.3 to control sparsity. \qed

**6. Online Learning with Strong Convexity in Expectation.** Thus far, we have obtained our desired regret bound of $O_P(k \log(d \log(T)) \log(T))$, but assuming that each loss function $f_t$ was $\alpha$-strong convexity (Corollary 5.4). This strong convexity assumption, however, is unrealistic for many commonly-used loss functions. For example, in the case of linear regression with $f_t(w) = \frac{1}{2} (y_t - w^\top x_t)^2$, the individual loss functions $f_t$ are not strongly convex. However, we do know that the $f_t$ are strongly convex in expectation as long as the covariance of $x$ is non-singular. In this section, we show that this weaker assumption of strong convexity in expectation is all that is needed to obtain the same rates as before.

The adaptive mirror descent bounds presented in Sections 2 and 4 all depend on the following inequalities: if the loss function $f_t(\cdot)$ is convex, then

$$
f_t(w_t) - f_t(u) \leq (w_t - u)^\top \nabla f_t(w_t),
$$

and if $f_t(\cdot)$ is $\alpha$-strongly convex, then

$$
f_t(w_t) - f_t(u) \leq (w_t - u)^\top \nabla f_t(w_t) - \frac{\alpha}{2} \|w_t - u\|^2.
$$

It turns out that we can use similar arguments even when the losses $f_t(\cdot)$ are not convex, provided that $f_t(\cdot)$ is convex in expectation. The following lemma is the key technical device allowing us to do so. Comparing (41) with (40), notice that we only lose a factor of 2 in terms of $\alpha$ and pick up an additive constant for the high probability guarantee.
Lemma 6.1 (online prediction error with expected strong convexity). Let \( f_1, \ldots, f_T \) be a sequence of (not necessarily convex) loss functions defined over a convex region \( \mathcal{H} \) and let \( u, w_1, \ldots, w_T \in \mathcal{H} \). Finally let \( F_0, F_1, \ldots \) be a filtration such that:

1. \( w_t \) is \( F_{t-1} \)-measurable, and \( u \) is \( F_0 \)-measurable,
2. \( f_t \) is \( F_t \)-measurable and \( \mathbb{E} [ f_t | F_{t-1} ] \) is \( \alpha \)-strongly convex with respect to some norm \( \| \cdot \| \), and
3. \( f_t \) is almost surely \( L \)-Lipschitz with respect to \( \| \cdot \| \) over all of \( \mathcal{H} \).

Then, with probability at least \( 1 - \delta \), we have, for all \( T \geq 0 \),

\[
\text{Regret}(u) \leq \sum_{t=1}^{T} \left( (w_t - u)^\top \nabla f_t(w_t) - \frac{\alpha}{4} \| w_t - u \|^2 \right) + \frac{8L^2 \log(1/\delta)}{\alpha}.
\]

We can directly use this lemma to get an extension of the adaptive mirror descent bound of Orabona et al. [41] for loss functions that are only convex in expectation, thus yielding an analogue of Theorem 4.4, that only requires expected strong convexity instead of strong convexity. Note that the above result holds for any fixed \( u \), although we will always invoke it for \( u = w^* \).

Theorem 6.2 (simplification with expected strong convexity). Suppose that the \( f_t(\cdot) \) are a sequence of loss functions satisfying Assumptions (1-4), and that we run adaptive mirror descent with the regularizers \( \psi_t \) from (52) and \( \varepsilon = 0 \). Then, assuming that \( \text{supp}(w_t) \subseteq S \) for all \( t \), we have that for any \( \delta > 0 \), with probability at least \( 1 - \delta \),

\[
\text{Regret}(w^*) \leq \frac{kB^2}{\alpha} \left( 1 + \log T + 8 \log \left( \frac{1}{\delta} \right) \right) + \Lambda,
\]

where \( \Lambda \) is the cost of sparsity as defined in (22).

We have now assembled all the necessary ingredients to establish our first main result, namely the excess empirical risk bound for Algorithm 1 given in Theorem 2.1, which states that

\[
\text{Regret}(w^*) = \mathcal{O}_P \left( \frac{kB^2}{\alpha} \log (d \log(T)) \log(T) \right).
\]

The proof, provided at the end of Section A.4, follows directly from combining Theorem 5.2, Lemma 5.3, and Theorem 6.2.

We pause here to discuss what we have done so far. At the beginning of Section 4, we set out to provide an excess loss bound for the sparsified
stochastic gradient method described in Algorithm 1. The main difficulty was that although $L_1$-induced sparsity enabled us to control the size of the main term $\Omega$ from (29), it induced another cost-of-sparsity term $\Lambda$ (22) that seemingly grew as $\sqrt{T}$. However, through the more careful implicit analysis presented in Section 5, we were able to show that, if $\Omega$ satisfies logarithmic bounds in $d$ and $T$, then $\Lambda$ must also satisfy similar bounds. In parallel, we showed in Section 6 how to work with expected strong convexity instead of actual strong convexity.

The ideas discussed so far, especially in Section 5, comprise the main technical contributions of this paper. In the remaining pages, we extend the scope of our analysis, by providing an analogue to Theorem 2.1 that lets us control parameter error at a quasi-optimal rate, and by extending our analysis to designs with correlated noise features.

7. Parameter Estimation using Online-to-Batch Conversion. In the previous sections, we focused on bounding the cumulative excess loss made by our algorithm while streaming over the data, namely $\sum_{t=1}^{T} (f_t(w_t) - f_t(w^*))$. In many cases, however, a statistician may be more interested in estimating the underlying weight vector $w^*$ than in just obtaining good predictions. In this section, we show how to adapt the machinery from the previous section for parameter estimation.

The key idea is as follows. Assume that the $f_t$ are i.i.d. and recall the expected risk is defined as $L(w) = E[f_t(w)]$. If we know that $L(\cdot)$ is $\alpha$-strongly convex, we immediately see that, for any $w$,

\begin{equation}
\frac{1}{2} \|w - w^*\|^2 \leq \frac{1}{\alpha} (L(w) - L(w^*)) .
\end{equation}

Thus, given a guess $\hat{w}_t$, we can transform any generalization error bound on $L(\hat{w}_t) - L(w^*)$ into a parameter error bound for $\hat{w}_t$.

The standard way to turn cumulative online loss bounds into generalization bounds is using “online-to-batch” conversion [13, 31]. In general, online-to-batch type results tell us that if we start with a bound of the form\footnote{In Proposition 7.1, we provide one bound of this form that is useful for our purposes.}

$$\text{Regret}(w^*) = \sum_{t=1}^{T} (f_t(w_t) - f_t(w^*)) = O_P(Q(T))$$

for some function $Q(T)$, then

$$L(\hat{w}_T) - L(w^*) = O_P \left( \frac{Q(T)}{T} \right) , \text{ with } \hat{w}_T = \frac{1}{T} \sum_{t=1}^{T} w_t.$$
The problem with this approach is that, if we applied online-to-batch conversion directly to Algorithm 1 and Theorem 2.1, we would get a bound of the form
\[
\mathcal{L}(\hat{w}_T) - \mathcal{L}(w^*) = \mathcal{O}_P\left(\frac{k \log(d \log(T))}{T} \log(T)\right),
\]
which is loose by a factor \(\log T\) with respect to the minimax rate [46]. At a high level, the reason we incur this extra \(\log T\) factor is that the required averaging step \(\hat{w}_T = \frac{1}{T} \sum_{t=1}^{T} w_t\) gives too much weight to the small-\(t\) weights \(w_t\), which may be quite far from \(w^*\).

In this section, however, we will show that if we modify Algorithm 1 slightly, yielding Algorithm 2, we can discard the extra \(\log T\) factor and obtain our desired generalization error rate bound of \(\mathcal{O}_P\left(\frac{k \log(d \log(T))}{T}\right)\). Besides being of direct interest for parameter estimation, this technical result will prove to be important in dealing with correlated noise features under irrepresentability conditions.

To achieve the desired batch bounds, we modify our algorithm as follows:

- **We replace the loss functions** \(f_t(w)\) with \(\tilde{f}_t(w) = tf_t(w)\).
- **We replace the regularizer** \(\psi_t(w)\) with
  \[
  (44)\quad \tilde{\psi}_t(w) = \frac{1}{2\eta} \left( \sum_{s=1}^{t} s \|w - w_s\|_2^2 \right) + \lambda_t \|w\|_1.
  \]
- **We use a correspondingly larger** \(L_1\) regularizer \(\lambda_t = \lambda \cdot t^{3/2}\).

Procedurally, this new method yields Algorithm 2. Intuitively, the new algorithm pays more attention to later loss functions and weight vectors compared to earlier ones.

This construction will allow us to give bounds for
\[
(45)\quad \frac{1}{T} \sum_{t=1}^{T} t \left( f_t(w_t) - f_t(w^*) \right) \text{ instead of } \sum_{t=1}^{T} \left( f_t(w_t) - f_t(w^*) \right).
\]

It turns out that while the latter is only bounded by \(\mathcal{O}_P(\log(T))\), the former is bounded by \(\mathcal{O}_P(1)\). This is useful for proving generalization bounds, as shown by the following online-to-batch conversion result, the proof of which relies on martingale tail bounds similar to those developed by Freedman [22] and Kakade and Tewari [31]. Note that the weight averaging scheme used in Algorithm 2 gives us exactly
\[
\hat{w}_T = \frac{2}{t(t + 1)} \sum_{s=1}^{t} s w_s;
\]
this equality can be verified by induction.

**Proposition 7.1 (online-to-batch conversion).** Suppose that, for any $\delta > 0$, with probability $1 - \delta$,

$$\sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) \leq R_\delta t$$

for all $t \leq T$, and that each $f_t$ is $L$-Lipschitz and $\alpha$-strongly convex over $\mathcal{H}$. Then, with probability at least $1 - 2\delta$,

$$L(\hat{w}_t) - L(w^*) \leq \frac{4R_\delta}{t} + \frac{9 \log \left( \frac{\log_2(2T^3)/\delta}{\delta} \right)}{\alpha t} L^2$$

for all $t \leq T$.

Given these ideas, we can mimic our analysis from Sections 4, 5 and 6 to provide bounds of the form (45) for Algorithm 2. Combined with Proposition 7.1, this will result in the desired generalization bound. For conciseness, we defer this argument to the Appendix, and only present the final bound below.

**Theorem 7.2 (expected prediction error with uncorrelated noise).** Suppose that we run Algorithm 2 with $\eta = \alpha/2$ and

$$\lambda = \frac{3B^2}{2} \sqrt{\log \left( \frac{2d \log_2(2T^3)}{\delta} \right)},$$

and that Assumptions 1-4 hold. Then, with probability $1 - 3\delta$, for all $t \leq T$ we have

$$L(\hat{w}_t) - L(w^*) \leq \frac{269B^2k \log \left( \frac{2d \log_2(2T^3)/\delta}{\delta} \right)}{\alpha t},$$

and hence

$$\frac{1}{2} \|\hat{w}_t - w^*\|_2^2 \leq \frac{269B^2k \log \left( \frac{2d \log_2(2T^3)/\delta}{\delta} \right)}{\alpha^2 t}.$$
8. Streaming Sparse Regression with Irrepresentable Features. Finally, we end our analysis by re-visiting probably the most problematic of our original 4 assumptions from Section 2.1, namely that the gradients corresponding to noise features are all mean zero for any weight vector $w$ with support in $S$. Here, we show that this assumption is in fact not needed in its full strength. In particular, in the case of streaming linear regression, a weaker irrepresentability condition (Assumption 5) is sufficient to guarantee good performance of our algorithm.

In our original analysis, mean-zero gradients (Assumption 4) allowed us to guarantee that our $L_1$ penalization scheme would in fact result in sparse weights, as in Lemma 5.3. Below, we provide an analogous result in the case of irrepresentable noise features.

**Lemma 8.1** (support recovery with irrepresentability). Suppose that Assumptions 1-3 and 5 hold, and that we run Algorithm 2 with $\eta = \alpha/2$ and

$$\lambda \geq \sqrt{\frac{228B^2 \log (2d \log_2(2T^3)/\delta)}{1 - 24\rho^2}}.$$  

Then, with probability at least $1 - 4\delta$, $\text{supp}(w_t) \subseteq S$ for all $t = 1, \ldots, T$.

Thanks to this sparsity guarantee, we can use similar machinery as in Section 7 to bound the generalization error of the output of Algorithm 2. Again, just like in Section 7, Theorem 2.3 is a direct consequence of the result below thanks to the $\alpha$-strong convexity of $\mathcal{L}$ and (43).

**Theorem 8.2** (expected prediction error with irrepresentability). Let $w_t$ be the weights generated by Algorithm 2. Then, under the conditions of Lemma 8.1, with $\hat{w}_T = \frac{2}{T(T+1)} \sum_{t=1}^T t w_t$, we have, with probability $1 - 5\delta$, $\text{supp}(\hat{w}_T) \subseteq S$ and

$$\mathcal{L}(\hat{w}_T) - \mathcal{L}(w^*) = \mathcal{O}_P \left( \frac{1}{1 - 24\rho^2} \frac{kB^2 \log (d \log(T))}{\alpha T} \right),$$

$$\|\hat{w}_T - w^*\|_2^2 = \mathcal{O}_P \left( \frac{1}{1 - 24\rho^2} \frac{kB^2 \log (d \log(T))}{\alpha^2 T} \right).$$

9. Discussion. In this work, we have developed an efficient algorithm for solving sparse regression problems in the streaming setting, and have shown that it can achieve optimal rates of convergence in both prediction and parameter error. To recap our theoretical contributions: we have shown that online algorithms with sparse iterates enjoy better convergence (obtaining a
dependence on $k$ rather than $d$); that regularization schedules increasing at a $\sqrt{t}$ rate can enjoy very low excess risk under statistical assumptions; and that functions that are only strongly convex in expectation can still yield $\log T$ error rather than $\sqrt{T}$. Together, these show that a natural streaming analogue of the lasso achieves convergence at the same rate as the lasso itself, similarly to how stochastic gradient descent achieves the same rate as batch linear regression.

This work generates several questions. First, can we weaken the irrepresentability assumption, or more ambitiously, replace it with a restricted isometry condition? This latter goal would require analyzing the algorithm in regimes where the support is not recovered, since the restricted isometry property is not enough to guarantee support recovery even in a minimax batch setting. Another interesting question is whether we can reduce memory usage even further — currently, we use $O(d)$ memory, but one could imagine using only $O(k \log(d))$ memory; after all $w^*$ takes only $O(k \log(d))$ memory to store.

Finally, we see this work as one part of the broader goal of designing computationally-oriented statistical procedures, which undoubtedly will become increasingly important in an era when high volumes of streaming data is the norm. By leveraging online convex optimization techniques, we can analyze specific procedures, whose computational properties are favorable by construction. By using statistical thinking, we can obtain much stronger results compared to purely optimization-based analyses. We believe that the combination of the two holds general promise, which can be used to examine other statistical problems in a new computational light.
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APPENDIX A: PROOFS

A.1. Proofs for Section 2.

Proof of Corollary 2.5. We can check that the weights obtained by using the regularizer from (16) can equivalently be obtained using

\[ \psi_t(w) = \frac{\epsilon}{2} \|w\|^2 + \frac{\eta}{2} \sum_{s=1}^{t} \|w - w_s\|^2 + \lambda_t \|w\|_1. \]

We also note that \( D_{\psi_t^1}(\theta_{t+1}||\theta_t) \leq \frac{1}{2(\epsilon + \eta t)} \|\theta_{t+1} - \theta_t\|^2 \), which holds because \( \psi_t \) is \((\epsilon + \eta t)\)-strongly convex (see Lemma 2.19 of Shalev-Shwartz [49]). The inequality (20) then follows directly by applying Proposition 2.4 to (52). \qed

A.2. Proofs for Section 4.

Proof of Lemma 4.1. We begin by noting that, given our regularizers \( \psi_t, w_{t,i} = 0 \) if and only if \( |\theta_{t,i}| \leq \lambda_t \). Now, define

\[ \psi_t^+(w) = \begin{cases} \psi_t(w) & : w_i = 0 \text{ for all } i \notin S_t \\ \infty & : \text{else}. \end{cases} \]

By construction, running adaptive mirror descent with the regularization sequence \( \psi_t^+ \) yields an identical set of iterates \( \theta_t \) as running with the sequence \( \psi_t \). Moreover, because we also know that all non-zero coordinates of \( w_t \) are contained in \( S_{t-1} \), we can verify that

\[ \psi_{t-1}^+(w_t) - \psi_t^+(w_t) = \psi_{t-1}(w_t) - \psi_t(w_t), \]

and so using the \( \psi_t^+ \) leaves the regret bound (17) from Proposition 2.4 unchanged except for the Bregman divergence terms \( \sum_{t=1}^{T} D_{(\psi_t^+)^*}(\theta_{t+1}||\theta_t) \).

We can thus bound the regret in terms of \( D_{(\psi_t^+)^*}(\theta_{t+1}||\theta_t) \) rather than \( D_{\psi_t^*}(\theta_{t+1}||\theta_t) \). On the other hand, we see that

\[ (\psi_t^+)^*(\theta) = \sup_w \{ \langle w, \theta \rangle - \psi_t^+(w) \} \]

\[ = \sup_{w|S_t} \{ \langle w|S_t, \theta|S_t \rangle - \psi_t(w|S_t) \} \]

\[ = \psi_t^*(\theta|S_t), \]

\[ \text{It may seem surprising to let the regularizer } \psi_t \text{ depend on } w_t \text{ as in (52). However, we emphasize that Proposition 2.4 is a generic fact about convex functions, and holds for any (random or deterministic) sequence of inputs.} \]
where \( w|S \) and \( \theta|S \) denote vectors that are zero on all coordinates not in \( S \).

The upshot is that
\[
D_{(\psi^*_t)}(\theta_{t+1}|\theta_t) = \psi^*_t(\theta_{t+1} - \theta_t) - \psi^*_t(\theta_t)
\]
as was to be shown.

**Proof of Lemma 4.2.** We directly invoke Lemma 4.1. First, we check that its conditions are satisfied for \( S_t = \bigcup_{s=1}^{t+1} \text{supp}(w_s) \). Clearly the first two conditions are satisfied by construction, and for the third condition, we note that each term in \( \psi_t(w) \) is either of the form \( \|w\|_1 \), which pushes all coordinates closer to zero, or \( \|w_s - w_s\|_2^2 \) with \( s \leq t \), which pushes all coordinates outside of \( \text{supp}(w_s) \) closer to zero. Therefore, the third condition is also satisfied.

Now, we apply the result of Lemma 4.1. The \( \psi_T(u) \) term in (27) yields
\[
\frac{\epsilon}{2}\|u\|_2^2 + \frac{\eta}{2} \sum_{t=1}^{T} \|w_t - u\|_2^2 + \lambda_T\|u\|_1,
\]
while the \( \sum_{t=1}^{T} [\psi_{t-1}(w_t) - \psi_t(w_t)] \) term yields
\[
\sum_{t=1}^{T} (\lambda_{t-1} - \lambda_t)\|w_t\|_1.
\]
The most interesting term is the summation \( \sum_{t=1}^{T} D_{\psi^*_t}(\theta_{t+1}||\theta_t|S_t) \). By standard results on Bregman divergences, we know that if \( \psi_t \) is \( \gamma \)-strongly convex, then \( \psi^*_t \) is \( \frac{1}{\gamma} \)-strongly smooth in the sense that
\[
D_{\psi^*_t}(x\|y) \leq \frac{1}{2\gamma}\|x - y\|_2^2.
\]
In our case, \( \psi_t \) is \((\epsilon + \eta t)\)-strongly convex, so
\[
D_{\psi^*_t}(\theta_{t+1}|S_t||\theta_t|S_t) \leq \frac{1}{2\gamma}\|\theta_{t+1} - \theta_t\|_2^2
\]
\[
\leq \frac{|S_t|}{2(\epsilon + \eta t)}\|\theta_{t+1} - \theta_t\|_\infty^2
\]
\[
\leq \frac{k_t}{2(\epsilon + \eta t)}B^2,
\]
from which the lemma follows.

---

\({\text{7}}\)The last inequality makes use of the condition that \( \psi_t(w|S_t, \tilde{w}_{[-S_t]}) \) is minimized at \( \tilde{w}_{[-S_t]} = 0 \).
Proof of Theorem 4.4. By invoking Lemma 4.2, we have

\begin{equation}
\sum_{t=1}^{T} \partial f_t (w_t) \top (w_t - u) \leq \Omega + \Lambda + \frac{\alpha}{2} \sum_{t=1}^{T} \|u - w_t\|_2^2.
\end{equation}

But now, because \(f_t(\cdot)\) is \(\alpha\)-strongly convex, we also know that

\[
f_t(u) \geq f_t(w_t) + \partial f_t(w_t) \top (u - w_t) + \frac{\alpha}{2} \|u - w_t\|_2^2,
\]

implying that

\[
\sum_{t=1}^{T} (f_t(w_t) - f_t(u)) \leq \sum_{t=1}^{T} \left( \partial f_t(w_t) \top (u - w_t) - \frac{\alpha}{2} \|u - w_t\|_2^2 \right).
\]

Chaining this inequality with (57) gives us (32).

A.3. Proofs for Section 5. Throughout our argument, we will bound certain quantities in terms of themselves. The following auxiliary lemma will be very useful in turning these implicit bounds into explicit bounds.

Lemma A.1. Suppose that \(a, b, c \geq 0\) and \(S \leq a + \sqrt{bS + c^2}\). Then \(S \leq 2a + b + c\).

Proof. We have \((S - a)^2 \leq bS + c^2\), so that \(S^2 - (2a + b)S + a^2 - c^2 \leq 0\). This implies that

\[
S \leq \frac{(2a + b) + \sqrt{(2a + b)^2 - 4(a^2 - c^2)}}{2}
= \frac{(2a + b) + \sqrt{1 - 4(a^2 - c^2)/(2a + b)^2}}{2}
\leq \frac{(2a + b) + \sqrt{1 + 4c^2/(2a + b)^2}}{2}
\leq \frac{(2a + b) + \sqrt{4c^2/(2a + b)}}{2}
= 2a + b + c,
\]

as claimed. The final inequality uses the fact that \(\sqrt{x + y} \leq \sqrt{x} + \sqrt{y}\).

It will also be useful to have the following adaptive variant of Azuma’s inequality. Throughout, we use \(\log_2(x)\) to denote the base-2 logarithm of \(x\). In interpreting the lemma below, it will be helpful to think of \(Z\) as a sum of \(T\) independent zero-mean random variables \(X_1:T\), so that \(\mathbb{E}[Z \mid \mathcal{F}_t] = \mathbb{E}[Z] = X_1 + \cdots + X_t\), and to think of \(M_t\) as a bound on \(|X_t|\) that is allowed to depend on \(X_1:t-1\).
Lemma A.2. Let \( Z \) be a \( \mathcal{F}_T \)-measurable random variable, and let \( \{\emptyset\} = \mathcal{F}_0 \subseteq \mathcal{F}_1 \subseteq \ldots \subseteq \mathcal{F}_T \) be a filtration such that
\[
\mathbb{E} \left[ Z \mid \mathcal{F}_t \right] - \mathbb{E} \left[ Z \mid \mathcal{F}_{t-1} \right] \in [A_t, B_t] \text{ almost surely for } t = 1, \ldots, T,
\]
where \((A_t, B_t)\) is \( \mathcal{F}_{t-1} \)-measurable, and let \( M_t = \frac{1}{2} (B_t - A_t) \). Moreover, suppose that \( \sup_{t=1}^T M_t \leq \sigma_1 \sigma_2 \) with probability 1 and \( \sigma_1 \geq 1 \). Then, for all \( \delta > 0 \), with probability \( 1 - \delta \), we have
\[
\mathbb{E} \left[ Z \mid \mathcal{F}_t \right] - \mathbb{E} [Z] \geq - \sqrt{\log \left( \frac{\log_2(2\sigma_1^2 T)}{\delta} \right) \max \left( 2\sigma_2^2, \frac{9}{4} \sum_{s=1}^t M_s^2 \right)},
\]
for all \( t \leq T \).

Proof. Let \( \Delta_t = \mathbb{E} \left[ Z \mid \mathcal{F}_t \right] - \mathbb{E} [Z] \). Note that we have
\[
\mathbb{E} \left[ \exp \left( -c\Delta_t - \frac{c^2 M_t^2}{2} \right) \mid \mathcal{F}_{t-1} \right] = \mathbb{E} \left[ \exp (-c\Delta_t) \mid \mathcal{F}_{t-1} \right] \exp \left( -\frac{c^2 M_t^2}{2} \right)
\]
\[
\leq \exp \left( \frac{c^2 M_t^2}{2} \right) \exp \left( -\frac{c^2 M_t^2}{2} \right) = 1
\]
for all \( c > 0 \). Therefore,
\[
Y_t^c \overset{\text{def}}{=} \exp \left( -c \sum_{s=1}^t \Delta_s - \frac{c^2}{2} \sum_{s=1}^t M_s^2 \right)
\]
is a supermartingale, and so \( \mathbb{P} \left[ \sup_{t=1}^T Y_t^c \geq \exp \left( \frac{\gamma^2}{2} \right) \right] \leq \exp \left( -\frac{\gamma^2}{2} \right) \). Noting that \( \sum_{s=1}^t \Delta_s = \mathbb{E} \left[ Z \mid \mathcal{F}_t \right] - \mathbb{E} [Z] \), we then have that the probability that \( \mathbb{E} \left[ Z \mid \mathcal{F}_t \right] - \mathbb{E} [Z] < -\frac{c}{2} (\gamma + \sum_{s=1}^t M_s^2) \) for any \( t \) is at most \( \exp \left( -\frac{\gamma^2}{2} \right) \).

To finish the proof, we will optimize over \( \gamma \) and \( c \). The problem is that the optimal values of \( \gamma \) and \( c \) depend on the \( M_t \), so we need some way to identify a small number of \((\gamma, c)\) pairs over which to union bound.

To start, we want \( \exp \left( -\frac{\gamma^2}{2} \right) \) to be at most \( \delta \), so for a fixed \( \gamma > 0 \) we will set \( c = \sqrt{2 \log(1/\delta)}/\gamma \), leading to the bound
\[
\mathbb{P} \left[ \mathbb{E} \left[ Z \mid \mathcal{F}_t \right] - \mathbb{E} [Z] \leq -\sqrt{2 \log(1/\delta)} \sqrt{\gamma + \frac{1/\gamma}{2} \sum_{s=1}^T M_s^2} \text{ for any } t \right] \leq \delta.
\]
For \( \gamma \in \left[ \sum_{t=1}^{T} M_t^2, 2 \sum_{t=1}^{T} M_t^2 \right] \), we have \( \sqrt{\gamma} + \sqrt{1/\gamma} \sum_{s=1}^{t} M_s^2 \leq (\sqrt{2} + \sqrt{1/2}) \sqrt{\sum_{s=1}^{t} M_s^2} \), which yields

\[
\mathbb{P} \left[ \mathbb{E} [Z | F_t] - \mathbb{E} [Z] \leq -\frac{3}{2} \sqrt{\log(1/\delta) \sum_{t=1}^{T} M_t^2} \right. \text{for any } t \left. \right] \leq \delta.
\] (59)

Now, we know that \( \sum_{t=1}^{T} M_t^2 \leq \sigma_1^2 \sigma_2^2 T \), so we will union bound over \( \gamma \in \{\sigma_2^2, 2\sigma_2^2, \ldots, \sigma_2^2 \lceil \log_2(\sigma_2^2 T/2) \rceil \} \), which is \( \max(1, \lceil \log_2(\sigma_1^2 T) \rceil) \leq \log_2(2\sigma_1^2 T) \) values of \( \gamma \) in total. From this, we have the desired bound as long as \( \sum_{s=1}^{t} M_s^2 \geq \sigma_2^2 \). To finish, note that, if \( \sum_{s=1}^{t} M_s^2 < \sigma_2^2 \), then for \( \gamma = \sigma_2^2 \) we have, by (58),

\[
\mathbb{P} \left[ \mathbb{E} [Z | F_t] - \mathbb{E} [Z] \leq -\sqrt{2 \log(1/\delta) \sigma_2^2} \right. \text{ for any } t \left. \right] \leq \delta.
\] (60)

Combining (59) and (60) and decreasing \( \delta \) by a factor of \( \log_2(2\sigma_1^2 T) \) for the union bound completes the proof.

**Lemma A.3.** For \( t = 1, \ldots, T \), let \( z_t \in \partial f_t(w_t[s]) \) and \( z'_t \in \partial f_t(w^*) \). Then, using notation from Lemma 5.1, with probability \( 1 - \delta \) we have

\[
\sum_{s=1}^{t} (f_s(w_s[s]) - f_s(w^*)) \leq \left( \sum_{s=1}^{t} \mathcal{L}(w_s[s]) - \mathcal{L}(w^*) \right) - \sqrt{k \sigma_1^2 \log \left( \frac{\log_2(2T)}{\delta} \right) \max \left( \frac{2k \sigma_1^2 B^2}{\alpha^2}, \frac{9}{4} \sum_{s=1}^{t} \|w_s[s] - w^*\|_2^2 \right)}
\] (61)

for all \( t \leq T \).

**Proof.** Suppose \( z_t \in \partial f_t(w_t[s]) \). Then,

\[
f_t(w_t[s]) - f_t(w^*) \leq z^T_t (w_t[s] - w^*) \leq \|z_t[s]\|_2 \|w_t[s] - w^*\|_2 \leq \sqrt{k} B \|w_t[s] - w^*\|_2.
\]

Similarly, by considering \( z'_t \in \partial f_t(w^*) \), we find that

\[
f_t(w_t[s]) - f_t(w^*) \geq -\sqrt{k} B \|w_t[s] - w^*\|_2.
\]
Note also that $\| w_t[S] - w^* \|_2 \leq \sqrt{k}B/\alpha$. Now, let $Z = \sum_{t=1}^{T} f_t(w_t[S]) - f_t(w^*)$ and invoke Lemma A.2. We then have
$$\Delta_t \in - (\mathcal{L}(w_t[S]) - \mathcal{L}(w^*)) + \left[ -\sqrt{k}B \| w_t[S] - w^* \|_2, \sqrt{k}B \| w_t[S] - w^* \|_2 \right],$$
hence $M_t = \sqrt{k}B \| w_t[S] - w^* \|_2$, and we can set $\sigma_2 = kB^2/\alpha$, $\sigma_1 = 1$, from which the result follows. \hfill \Box

**Proof of Lemma 5.1.** We begin by noting that
$$\Lambda = \sum_{t=1}^{T} (\lambda_t - \lambda_{t-1}) (\| w^* \|_1 - \| w_t \|_1)$$
$$\leq \sum_{t=1}^{T} (\lambda_t - \lambda_{t-1}) (\| w^* \|_1 - \| w_t[S] \|_1).$$

With our regularization schedule $\lambda_t = \lambda \sqrt{t} + 1$, we can check that $\lambda_t - \lambda_{t-1} \leq \lambda/(2\sqrt{t})$. Thus, by Cauchy-Schwarz,
$$\Lambda \leq \sqrt{\left( \sum_{t=1}^{T} (\lambda_t - \lambda_{t-1})^2 \right) \left( \sum_{t=1}^{T} (\| w^* \|_1 - \| w_t[S] \|_1)^2 \right)}$$
$$\leq \frac{\lambda}{2} \sqrt{(1 + \log T) \sum_{t=1}^{T} \| w_t[S] - w^* \|_1^2}$$
$$\leq \frac{\lambda}{2} \sqrt{k (1 + \log T) \sum_{t=1}^{T} \| w_t[S] - w^* \|_2^2}.$$

Now, using the strong convexity of $\mathcal{L}(\cdot)$ on $S$ as well as Lemma A.3, we can verify that, with probability $1 - \delta$,
$$\sum_{t=1}^{T} \| w_t[S] - w^* \|_2^2$$
$$\leq \frac{2}{\alpha} \sum_{t=1}^{T} (\mathcal{L}(w_t[S]) - \mathcal{L}(w^*))$$
$$\leq \frac{2}{\alpha} \left( \sum_{t=1}^{T} (f_t(w_t[S]) - f_t(w^*)) + \sqrt{kB^2 \log \left( \frac{\log_2(2T)}{\delta} \right) \max \left( \frac{2kB^2}{\alpha^2}, \frac{9}{4} \sum_{t=1}^{T} \| w_t[S] - w^* \|_2^2 \right)} \right).$$
By Lemma A.1 we thus have

\[
\sum_{t=1}^{T} \| w_t[S] - w^* \|_2^2 \leq \alpha \sum_{t=1}^{T} (f_t(w_t[S]) - f_t(w^*)) + \max \left\{ \frac{\sqrt{2 \log(\log_2(2T)/\delta)} k B^2}{\alpha^2}, \frac{9 k B^2 \log(\log_2(2T)/\delta)}{4 \alpha^2} \right\}
\]

Plugging this inequality into our previous bound for \( \Lambda \) yields the desired result.

**Proof of Theorem 5.2.** We start by applying our bound on \( \Lambda \) from Lemma 5.1 to (36). We have that, with probability \( 1 - \delta \),

\[
\sum_{t=1}^{T} (f_t(w_t) - f_t(w^*)) \leq R_T(w^*) + \]

\[
\frac{\lambda}{2} \sqrt{k (1 + \log T) \left( \frac{4}{\alpha} \sum_{t=1}^{T} (f_t(w_t[S]) - f_t(w^*)) + \frac{9 k B^2 \log(\log_2(2T)/\delta)}{4 \alpha^2} \right)}.
\]

The excess loss we incur from using non-zero weights outside the set \( S \) is

\[
\Delta = \sum_{t=1}^{T} (f_t(w_t[S]) - f_t(w^*)).
\]

We split our analysis into two cases depending on the sign of \( \Delta \). Also let \( r = \sum_{t=1}^{T} (f_t(w_t) - f_t(w^*)) \) denote the quantity we want to bound.

When \( \Delta \geq 0 \), we can use the fact that the sum inside the square root is equal to \( r - \Delta \), and loosen the inequality to

\[
r \leq R_T(w^*) + \frac{\lambda}{2} \sqrt{k (1 + \log T) \left( \frac{4}{\alpha} + \frac{9 k B^2 \log(\log_2(2T)/\delta)}{4 \alpha^2} \right)}.
\]

Since \( r \) appears on both sides of the inequality, we can use Lemma A.1 to show that

\[
r \leq 2 R_T(w^*) + \frac{k \lambda^2 (1 + \log T)}{\alpha} + \frac{3 B k \lambda}{4 \alpha} \sqrt{(1 + \log T) \log(\log_2(2T)/\delta)},
\]
which yields the desired expression via the AM-GM inequality
\[ \frac{3B\lambda}{4} \sqrt{(1 + \log T) \log(\log_2(2T)/\delta)} \leq \frac{1}{3} \lambda^2 (1 + \log T) + \frac{1}{2} B^2 \log(\log_2(2T)/\delta). \]

Meanwhile, if \( \Delta < 0 \), we write
\[
\sum_{t=1}^{T} (f_t(w_t|S) - f_t(w^*)) \leq -\Delta + R_T(w^*) + \alpha \frac{4}{\alpha} \left( \frac{1}{2} \left( \frac{1}{2} k \lambda^2 (1 + \log T) \right) + \frac{9kB^2 \log(\log_2(2T)/\delta)}{4\alpha^2} \right).
\]

Again, applying Lemma A.1, we get
\[
\sum_{t=1}^{T} (f_t(w_t|S) - f_t(w^*)) \leq -2\Delta + 2R_T(w^*) + \alpha \frac{4}{\alpha} \left( \frac{1}{2} \right) \left( \frac{1}{2} k \lambda^2 (1 + \log T) \right) + \frac{3Bk\lambda}{4\alpha^2} \sqrt{(1 + \log T) \log(\log_2(2T)/\delta)}.
\]

If we put one of the two \( \Delta \) factors back on the left-hand side of the inequality, we get the desired expression via the same AM-GM inequality as before. □

**Proof of Lemma 5.3.** We again apply Lemma A.2. In this case, for any \( j \notin S \), we let \( z^j_t \) denote the \( j \)th coordinate of \( z_t \). Then, set \( Z = \sum_{t=1}^{T} z^j_t \) and let \( \mathcal{F}_t \) be the sigma-algebra generated by \( f_{1:t} \). Clearly we can take \( A_t = -B \), \( B_t = B \), and \( M_t = B \), and set \( \sigma_2 = B \), \( \sigma_1 = 1 \). Then, by applying Lemma A.2 in both directions, we get
\[
\mathbb{P} \left[ \left| \sum_{s=1}^{t} z^j_s \right| \geq \sqrt{\log \left( \frac{2d\log_2(2T)}{\delta} \right)} \max \left( 2B^2, \frac{9}{4} B^2 t \right) \right] \leq \delta/d.
\]
Simplifying \( \max(2B^2, \frac{9}{4} B^2 t) \) to \( \frac{9}{4} B^2 t \) and applying the union bound over all coordinates \( j \notin S \) then yields the desired result. □

**A.4. Proofs for Section 6.**

**Proof of Lemma 6.1.** Define \( D_t = f_t(w_t) - f_t(u) - \partial f_t(w_t)^\top(w_t - u) + \frac{\alpha}{4} \| w_t - u \|^2 \), and let \( X_t = \sum_{s=1}^{t} D_s \). The main idea is to show that \( X_t \) is a random walk with negative drift, from which we can then use standard martingale cumulant techniques to bound \( \sup_{t=1}^{T} X_t \), which is what we need to do in order to establish (41).
First note that, by the Lipschitz assumption on $f_t$, we have
\[ |f_t(w_t) - f_t(u)| \leq L \|w_t - u\| \quad \text{and} \quad \left| \partial f_t(w_t)^T (w_t - u) \right| \leq L \|w_t - u\| , \]
hence $D_t \in \left[ \alpha \frac{t}{4} \|w_t - u\|^2 - 2L \|w_t - u\| , \frac{\alpha}{4} \|w_t - u\|^2 + 2L \|w_t - u\| \right]$. Furthermore, we have
\[
E[D_t | \mathcal{F}_{t-1}] = E[f_t(w_t) - f_t(u) - \partial f_t(w_t)^T (w_t - u) + \alpha \frac{t}{4} \|w_t - u\|^2 | \mathcal{F}_{t-1}] 
\leq E\left[-\frac{\alpha}{2} \|w_t - u\|^2 + \frac{\alpha}{4} \|w_t - u\|^2 \right] (\text{by strong convexity}) 
= -\frac{\alpha}{4} \|w_t - u\|^2 .
\]
We next put these together and start going through the standard Chernoff argument: for any $0 \leq \lambda \leq \frac{\alpha}{8L^2}$,
\[
E[\exp(\lambda X_t) | \mathcal{F}_{t-1}] = E[\exp(\lambda X_{t-1}) \exp(\lambda D_t) | \mathcal{F}_{t-1}] 
\leq \exp(\lambda X_{t-1}) \exp\left(\lambda E[D_t] + 2\lambda^2 L^2 \|w_t - u\|^2 \right) 
\leq \exp(\lambda X_{t-1}) \exp\left(-\lambda \frac{\alpha}{4} \|w_t - u\|^2 + 2\lambda^2 L^2 \|w_t - u\|^2 \right) 
\leq \exp(\lambda X_{t-1}) ,
\]
where the second inequality follows from the sub-Gaussianity of bounded random variables. Hence, for $\lambda = \frac{\alpha}{8L^2}$, $\exp(\lambda X_t)$ is a non-negative supermartingale with $\exp(\lambda X_0) = 1$. By the optional stopping theorem and Markov’s inequality, we then have
\[
P\left(\sup_{t=1}^{\infty} X_t \geq M\right) \leq \exp(-\lambda M)
\]
and so, with probability $1 - \delta$, $X_t$ never goes above
\[
\frac{\log(1/\delta)}{\lambda} = \frac{8L^2 \log(1/\delta)}{\alpha} ,
\]
as was to be shown.

Proof of Theorem 6.2. Recall that we are running adaptive mirror descent using the regularizers from (52), which corresponds to setting
\[
(63) \quad \psi_t(w) = \frac{\epsilon}{2} \|w\|^2 + \alpha \frac{t}{4} \sum_{s=1}^{t} \|w - w_s\|^2 + \lambda_t \|w\|_1 .
\]
Note that $\psi_t$ is $(\epsilon + (\alpha/2)t)$-strongly convex with respect to the $L_2$ norm. Also note that, since $||\partial f_t||_\infty \leq B$ and $\text{supp}(w_t) \subseteq S$, $f_t$ is $(B\sqrt{k})$-Lipschitz, at least over the space $\mathcal{H}$ of $w_t$ with $\text{supp}(w_t) \subseteq S$, $\|w_t\|_1 \leq R$.

Plugging into the regret bound from Lemma 4.2 and applying Lemma 6.1, we get

$$
\sum_{t=1}^{T} \left( f_t(w_t) - f_t(u) + \frac{\alpha}{4} \|w_t - u\|_2^2 \right)
\leq \frac{\epsilon}{2} \|u\|_2^2 + \frac{\alpha}{4} \sum_{t=1}^{T} \|w_t - u\|_2^2 + \frac{B^2 k}{2} \sum_{t=1}^{T} \frac{1}{\epsilon + (\alpha/2)t}
+ \frac{8B^2 k \log(1/\delta)}{\alpha} + \Lambda.
$$

(64)

Subtracting $\sum_{t=1}^{T} \frac{\alpha}{4} \|w_t - u\|_2^2$ from both sides and using the fact that $\epsilon = 0$, $\sum_{t=1}^{T} \frac{1}{t} \leq 1 + \log(T)$ yields the desired bound.

Proof of Theorem 2.1. We will prove the following slightly more precise result. Under the stated conditions, with probability $1 - \delta$, we have $\text{supp}(w_t) \subseteq S$ for all $t$, and

$$
\sum_{t=1}^{T} \left( f_t(w_t) - f_t(w^*) \right) \leq \frac{22kB^2(1 + \log T)}{\alpha} \log \left( \frac{6d \log_2(2T)}{\delta} \right).
$$

(65)

To establish this result, we will union bound over three events, each of which holds with probability $1 - \delta/3$. First, by Lemma 5.3, we know that $\text{supp}(w_t) \subseteq S$ for all $t$ with probability $1 - \delta/3$. Therefore, by Theorem 6.2 we have, with overall probability $1 - 2\delta/3$,

$$
\sum_{t=1}^{T} \left( f_t(w_t) - f_t(w^*) \right) \leq \frac{kB^2}{\alpha} (1 + \log T + 8 \log (3/\delta)) + \Lambda.
$$
Finally, invoking Theorem 5.2, we have, with overall probability $1 - \delta$,

$$\sum_{t=1}^{T} (f_t(w_t) - f_t(w^*)) \leq \frac{2kB^2}{\alpha} \left(1 + \log T + 8 \log \left(\frac{3}{\delta}\right)\right) + \frac{kB^2}{\alpha} \left(3 \log \left(\frac{6d \log_2 (2T)}{\delta}\right)(1 + \log T) + \frac{1}{2} \log \left(\frac{3 \log_2 (2T)}{\delta}\right)\right) \leq \frac{22kB^2}{\alpha} (1 + \log T) \log \left(\frac{6d \log_2 (2T)}{\delta}\right),$$

which proves the theorem.

\textbf{A.5. Proofs for Section 7.} We begin this section by stating a series of technical results that will lead us to Theorem 7.2. We defer proofs of these results to Section A.5.1. To warm up, we give the following analogue to Theorem 4.4 without proof.

\textbf{Theorem A.4.} Suppose that we are given a sequence of $\alpha$-strongly convex losses, and that we run adaptive mirror descent on the losses $\tilde{f}_t$ with the regularizers $\tilde{\psi}_t$ from (44). Then, using notation from Lemma 4.2, the weights $w_t$ learned by this algorithm satisfy

$$\sum_{t=1}^{T} t (f_t(w_t) - f_t(u)) \leq \frac{2B^2}{\alpha} \sum_{t=1}^{T} k_t + \sum_{t=1}^{T} (\lambda_{t-1} - \lambda_t) (\|w_t\|_1 - \|u\|_1).$$

We now proceed to extend the previous theorems from controlling $f_t$ to controlling $\tilde{f}_t = tf_t$. Most of the results hold with only Assumptions (1-3); we only need Assumption 4 to ensure that $\text{supp}(w_t) \subseteq S$ for all $t$. We state each result under the assumption that $\text{supp}(w_t) \subseteq S$, and show at the end that this assumption holds with high probability under Assumption 4.

First, we need an excess risk bound that holds for functions that are strongly convex in expectation:

\textbf{Theorem A.5.} Suppose that the loss functions $f_t$ satisfy assumptions (1-3), and that we run adaptive mirror descent as in the statement of Theorem A.4. Suppose also that $\text{supp}(w_t) \subseteq S$ for all $t$. Then, for any fixed $u$
and $\delta > 0$, with probability at least $1 - \delta$, the learned weights $w_t$ satisfy

$$
\sum_{s=1}^{t} s (f_s(w_s) - f_s(u)) \leq \frac{2B^2 kt}{\alpha} + \frac{16B^2 kt \log (\log_2(2T)/\delta)}{\alpha} + \sum_{s=1}^{t} (\lambda_{s-1} - \lambda_s) (\|w_s\|_1 - \|u\|_1)
$$

for all $t \leq T$.

We also need an analogue to Theorem 5.2, which bounds the cost of the $L_1$ terms.

**Theorem A.6.** Suppose that assumptions (1-3) hold and that

$$
\sum_{t=1}^{T} t (f_t(w_t) - f_t(w^*)) \leq R_T(w^*) + \lambda_T \|w^*\|_1 + \sum_{t=1}^{T} (\lambda_{t-1} - \lambda_t) \|w_t\|_1
$$

for some main term $R_T(w^*) \geq 0$. Suppose moreover that supp($w_t$) $\subseteq S$ for all $t$. Then, for regularization schedules of the form $\lambda_t = \lambda \cdot t^{3/2}$, the following excess risk bound also holds:

$$
\sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) \leq 2R(w^*) + \frac{9k\lambda^2 t}{\alpha} + \frac{3Bk\lambda t}{2\alpha} \sqrt{9 \log (\log_2(2T^3)/\delta)}
$$

for all $t \leq T$.

Finally, we need a technical result analogous to Lemma A.3 from before:

**Lemma A.7.** Suppose that the $f_t$ are $L$-Lipschitz over $H$ and $\alpha$-strongly convex (both with respect to the $L_2$-norm). Then, with probability $1 - \delta$, for all $t$ we have

$$
\sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) \geq \sum_{s=1}^{t} s (\mathcal{L}(w_s) - \mathcal{L}(w^*)) - \sqrt{L^2 t \log \left( \frac{\log_2(2T^3)}{\delta} \right)} \max \left( \frac{2L^2}{\alpha^2}, \frac{9}{4} \sum_{s=1}^{t} s \|w_s - w^*\|_2^2 \right).
$$
Each of the above results is proved later in this section, in A.5.1. These results give us the necessary scaffolding to prove Proposition 7.1 and Theorem 7.2, which we do now.

**Proof of Proposition 7.1.** The desired result follows by combining Lemma A.7 with the given excess loss bound. In particular, we first have, by Lemma A.7,

\[
\sum_{s=1}^{t} s (\mathcal{L}(w_s) - \mathcal{L}(w^*)) \\
\leq \sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) \\
+ \sqrt{L^2 t \log \left( \frac{\log_2(2T^3)}{\delta} \right) \max \left( \frac{2L^2}{\alpha^2}, \frac{9}{4} \sum_{s=1}^{t} s \|w_s - w^*\|^2 \right)} \\
\leq R_\delta t + \sqrt{L^2 t \log \left( \frac{\log_2(2T^3)}{\delta} \right) \max \left( \frac{2L^2}{\alpha^2}, \frac{9}{2\alpha} \sum_{s=1}^{t} s (\mathcal{L}(w_s) - \mathcal{L}(w^*)) \right)}.
\]

Using Lemma A.1, we get

\[
\sum_{s=1}^{t} s (\mathcal{L}(w_s) - \mathcal{L}(w^*)) \\
\leq 2R_\delta t + \max \left( \sqrt{2t \log( \frac{\log_2(2T^3)/\delta}{\alpha}) L^2}, \frac{9t \log( \frac{\log_2(2T)/\delta}{\alpha}) L^2 T}{2\alpha} \right) \\
\leq 2R_\delta T + \frac{9 \log( \frac{ \log_2(2T)/\delta}{\alpha}) L^2 t}{2\alpha}.
\]

Finally, invoking the convexity of \( \mathcal{L} \), we have

\[
\mathcal{L} \left( \frac{2}{t(t+1)} \sum_{s=1}^{t} sw_s \right) - \mathcal{L}(w^*) \\
\leq \frac{2}{t(t+1)} \sum_{s=1}^{t} s (\mathcal{L}(w_s) - \mathcal{L}(w^*)) \\
\leq \frac{4}{t} R_\delta + \frac{9 \log( \frac{\log_2(2T)/\delta}{\alpha}) L^2}{\alpha t},
\]

as was to be shown. \(\square\)
Proof of Theorem 7.2. Using Lemma A.2, we can show that by using
\[
\lambda = c_\delta = \frac{3B}{2} \sqrt{\log \left( \frac{2d \log_2(2T^3)}{\delta} \right)},
\]
we have \(\text{supp}(w_t) \in S\) for all \(t\).

By Theorem A.5 combined with Theorem A.6, we know that, for any \(\delta > 0\), with probability \(1 - \delta\),
\[
\sum_{t} s \left( f_s(w_t) - f_s(w^*) \right)
\leq \frac{kt}{\alpha} \left( 4B^2 + 32B^2 \log \left( \log_2(2T)/\delta \right) + 10c_\delta^2 + 6B^2 \log \left( \log_2(2T^3)/\delta \right) \right)
\leq \frac{B^2 kt}{\alpha} \log \left( \frac{2d \log_2(2T^3)}{\delta} \right) (4 + 32 + 22.5 + 6)
\leq \frac{65B^2 kt \log \left( \frac{2d \log_2(2T^3)}{\delta} \right)}{\alpha}.
\]
Thus, by Proposition 7.1, with probability \(1 - 2\delta\),
\[
\mathcal{L} \left( \frac{2}{t(t+1)} \sum_{s=1}^{t} s w_s \right) - \mathcal{L}(w^*)
\leq \frac{260B^2 k \log \left( \frac{2d \log_2(2T^3)}{\delta} \right)}{\alpha} + \frac{9B^2 k \log \left( \log_2(2T^3)/\delta \right)}{\alpha T}
\leq \frac{269B^2 k \log \left( \frac{2d \log_2(2T^3)}{\delta} \right)}{\alpha T},
\]
which yields the desired result. \(\Box\)

A.5.1. Technical Derivations.

Proof of Theorem A.5. For the first part of the proof, we will show that, with probability \(1 - \delta\),
\[
\sum_{s=1}^{t} \left( f_t(w_t) - f_t(u) + \frac{\alpha}{4} \|w_t - u\|^2 \right)
\leq \sum_{s=1}^{t} t \partial f_t(w_t)^\top (w_t - u) + \frac{16B^2 kt}{\alpha} \log \left( \frac{\log_2(2T)}{\delta} \right)
\]

for all \( t \leq T \). To begin, we note that \( tf_t(w_t) \) is \( tB\sqrt{k}\)-Lipschitz and \( \alpha t \) convex. Consequently, if we define \( D_t \) to be
\[
D_t \overset{\text{def}}{=} t \left( f_t(w_t) - f_t(u) - \partial f_t(w_t)^\top (w_t - u) + \frac{\alpha}{4} \|w_t - u\|_2^2 \right),
\]
we have \( D_t \in -\frac{\alpha}{4} \|w_t - u\|_2^2 + \left[ -2tB\sqrt{k}\|w_t - u\|_2, 2tB\sqrt{k}\|w_t - u\|_2 \right] \), and
\[
\mathbb{E}[D_t] \leq -\frac{\alpha}{4} \|w_t - u\|_2^2.
\]
Now, arguing as before, if we let \( X_t = \sum_{s=1}^{t} D_s \), then
\[
\mathbb{E}[\exp(\lambda X_t) | f_{1:t-1}] = \exp(\lambda X_{t-1}) \mathbb{E}[\exp(\lambda D_t) | f_{1:t-1}]
\]
\[
\leq \exp(\lambda X_{t-1}) \exp \left( -\lambda \frac{\alpha}{4} \|w_t - u\|_2^2 + 2\lambda^2 B^2 k \|w_t - u\|_2^2 \right)
\]
\[
\leq \exp(\lambda X_{t-1})
\]
provided that \( 0 \leq \lambda \leq \frac{\alpha}{8B^2kT} \). Hence, by the same martingale argument as before, we have that
\[
\mathbb{P} \left[ \sup_{s=1}^t X_s \geq \frac{8B^2kt \log(\log_2(2T)/\delta)}{\alpha} \right] \leq \frac{\delta}{\log_2(2T)}.
\]
(73)

To complete this part of the proof, we union bound over \( t \in \{2, 4, 8, \ldots, 2^{\log_2(T)}\} \).

Then, for any particular \( X_s \), there is some \( t \leq 2s \) for which (73) holds, and hence \( X_s \leq \frac{16B^2kt \log(\log_2(2T)/\delta)}{\alpha} \).

We now apply Proposition 2.4 to the regularizers defined by (44), which yields
\[
\sum_{s=1}^{t} s \left( (w_s - u)^\top \partial f_s(w_s) \right)
\]
\[
\leq \frac{\alpha}{4} \sum_{s=1}^{t} s \|w_s - u\|_2^2 + \frac{B^2}{2} \sum_{s=1}^{t} \frac{s^2k}{s(s+1)\alpha/4}
\]
\[
+ \lambda_t \|u\|_1 + \sum_{s=1}^{t} (\lambda_{s-1} - \lambda_s) \|w_s\|_1
\]
\[
\leq \frac{\alpha}{4} \sum_{s=1}^{t} s \|w_s - u\|_2^2 + \frac{2B^2kt}{\alpha} + \lambda_t \|u\|_1 + \sum_{s=1}^{t} (\lambda_{s-1} - \lambda_s) \|w_s\|_1.
\]

Combining this inequality with (72) yields the desired result. \qed
Proof of Theorem A.6. With the given $L_1$ regularization schedule, we have

$$\lambda_t \|w^*\|_1 + \sum_{s=1}^{t} (\lambda_{s-1} - \lambda_s) \|w_s\|_1$$

$$= \lambda \sum_{s=1}^{t} (s^{3/2} - (s - 1)^{3/2}) (\|w^*\|_1 - \|w_s\|_1)$$

$$\leq \frac{3}{2} \lambda \sum_{s=1}^{t} \sqrt{s} \|w^* - w_s\|_1$$

$$\leq \frac{3}{2} \lambda \sqrt{k} \sum_{s=1}^{t} \sqrt{s} \|w^* - w_s\|_2$$

$$\leq \frac{3}{2} \lambda \sqrt{kt} \sum_{s=1}^{t} \|w_s - w^*\|_2.$$  

Meanwhile, by invoking Lemma A.7, we have that, with probability at least $1 - \delta$,

$$\sum_{s=1}^{t} s \|w_s - w^*\|_2^2 \leq \frac{2}{\alpha} \left( \sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) + \sqrt{kB^2t \log \left( \frac{\log_2(2T^3)}{\delta} \right) \max \left( \frac{2kB^2}{\alpha^2}, \frac{9}{4} \sum_{s=1}^{t} s \|w_s - w^*\|_2^2 \right)} \right).$$

Applying Lemma A.1, we find that

$$\sum_{s=1}^{t} s \|w_s - w^*\|_2^2 \leq \frac{4}{\alpha} \sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) + \frac{kB^2}{\alpha^2} \max \left( \sqrt{8t \log \left( \frac{\log_2(2T^3)}{\delta} \right)}, 9t \log \left( \frac{\log_2(2T^3)}{\delta} \right) \right)$$

$$= \frac{4}{\alpha} \sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) + \frac{9kB^2t}{\alpha^2} \log \left( \frac{\log_2(2T^3)}{\delta} \right).$$
Thus, with probability $1 - \delta$,
\[
\lambda_T \|w^*\|_1 + \sum_{t=1}^T (\lambda_{t-1} - \lambda_t) \|w_t\|_1 \\
\leq \frac{3\lambda}{2} \sqrt{\frac{4kT}{\alpha} \sum_{t=1}^T t (f_t(w_t) - f_t(w^*)) + \frac{9k^2B^2T^2}{\alpha^2} \log \left( \frac{\log_2(2T^3)}{\delta} \right)}.
\]
Combining this inequality with (68) and Lemma A.1 we obtain the first inequality in (69). To get the second, we simply use the fact that
\[
\frac{3B\lambda}{2} \sqrt{9 \log(\log_2(2T^3)/\delta)} \leq \lambda^2 + 6B^2 \log(\log_2(2T^3)/\delta)
\]
by the AM-GM inequality.

**Proof of Lemma A.7.** As in the proof of Lemma A.3, we will invoke the version of the Azuma-Hoeffding inequality given in Lemma A.2. In particular, let
\[
Z = \sum_{t=1}^T t (f_t(w_t) - f_t(w^*))
\]
and take the filtration defined by $f_{1:T}$. Then, using the notation of Lemma A.2, we have
\[
\Delta_t = t (f_t(w_t) - \mathcal{L}(w_t)) - t (f_t(w^*) - \mathcal{L}(w^*))
\]
by assumption (1). Meanwhile, by the Lipschitz assumption, we have that $|f_t(w_t) - f_t(w^*)| \leq L \|w_t - w^*\|_2$, hence $M_t = tL \|w_t - w^*\|_2$ and also $\|w_t - w^*\|_2 \leq \frac{L}{\alpha}$. If we take $\sigma_2 = \frac{L^2}{\alpha^2}$, $\sigma_1 = T$, then the result follows directly from Lemma A.2 and the bound
\[
\sum_{s=1}^t M_s^2 = \sum_{s=1}^t s^2L^2 \|w_t - w^*\|_2^2 \leq tL^2 \sum_{s=1}^t s \|w_t - w^*\|_2^2.
\]

**A.6. Proofs for Section 8.**

**Proof of Lemma 8.1.** At a high level, our proof is based on the following inductive argument: if $|\theta_{s,j}| \leq \lambda \cdot s^{3/2}$ for all $s \leq t$, then $\text{supp}(w_s) \subseteq S$ for all $s \leq t$, and we thus have small excess risk, which will allow us to then show that $|\theta_{t+1,j}| \leq \lambda \cdot (t + 1)^{3/2}$.
We start by showing that, for all \( t \leq T \) and \( j \not\in S \), if \( \text{supp}(w_s) \subseteq S \) for all \( s \leq t \) then we have:

\[
\left| \sum_{s=1}^{t} s \partial f_s(w^*)_j \right| \leq \frac{3Bt^{3/2}}{2} \sqrt{\log \left( \frac{2d \log_2(2T^3)}{\delta} \right)} \tag{75}
\]

\[
\left| \sum_{s=1}^{t} s (\partial f_s(w_s) - \partial \mathcal{L}(w_s) - \partial f_s(w^*))_j \right| \leq 3Bt^{3/2} \sqrt{\log \left( \frac{2d \log_2(2T^3)}{\delta} \right)} \tag{76}
\]

\[
\left| \sum_{s=1}^{t} s \partial \mathcal{L}(w_s)_j \right| \leq \frac{\rho \alpha(t+1)}{\sqrt{2k}} \sqrt{\sum_{s=1}^{t} s \|w_s - w^*\|_2^2} \tag{77}
\]

Inequalities (75) and (76) each hold with probability \( 1 - \delta \) while (77) holds deterministically. Note that these inequalities immediately provide a bound on \( |\theta_{t,j}| \), since

\[
\theta_t = \sum_{s=1}^{t} s \partial f_s(w_s) = \sum_{s=1}^{t} s (\partial f_s(w^*) + (\partial f_s(w_s) - \partial \mathcal{L}(w_s) - \partial f_s(w^*)) + \partial \mathcal{L}(w_s)).
\]

To prove the claimed inequalities, note that each term on the left-hand-side of both (75) and (76) is zero-mean, so these inequalities both follow directly from applying Lemma A.2 with \( M_t = B \) and \( M_t = 2B \), respectively (here we use the fact that \( |\partial f_s(w)_j| \leq B \)). The interesting inequality is (77), which holds by the following:

\[
\left| \sum_{s=1}^{t} s \partial \mathcal{L}(w_s)_j \right| \leq \sum_{s=1}^{t} s |\partial \mathcal{L}(w_s)_j|
\]

\[
= \sum_{s=1}^{t} s \left| \mathbb{E} \left[ (y - w_s^\top x)x_j \right] \right|
\]

\[
= \sum_{s=1}^{t} s \left| \mathbb{E} \left[ ((w^*-w_s)^\top x)x_j \right] \right|
\]

\[
= \sum_{s=1}^{t} s \left| \text{Cov} \left[ x_j, x^\top (w^*-w_s) \right] \right|.
\]
Continuing, we find that

\[
\left| \sum_{s=1}^{t} s \partial \mathcal{L}(w_s) \right| \leq \frac{\rho \alpha}{\sqrt{k}} \sum_{s=1}^{t} s \| w^* - w_s \|_2 \quad \text{(by Assumption 5)}
\]

\[
\leq \frac{\rho \alpha}{\sqrt{k}} \sqrt{\left( \sum_{s=1}^{t} s \right) \left( \sum_{s=1}^{t} s \| w^* - w_s \|_2^2 \right)}
\]

\[
\leq \frac{\rho \alpha (t + 1)}{\sqrt{2k}} \sqrt{\sum_{s=1}^{t} s \| w^* - w_s \|_2^2}.
\]

Now, from the comments at the top of the proof of Theorem 8.2, we also have the following bound for each \( t \leq T \), provided that \( \text{supp}(w_s) \subseteq S \) for all \( s \leq t \):

\[
\sum_{s=1}^{t} s \| w_s - w^* \|_2^2 \leq \frac{kt}{\alpha^2} \left( 177B^2 \log \left( \frac{\log(2T^3)}{\delta} \right) + 40\lambda^2 \right). \tag{78}
\]

This bound holds with probability \( 1 - 2\delta \) and so all of the bounds together hold with probability \( 1 - 4\delta \). Arguing by induction, we need to show that if \( \text{supp}(w_s) \subseteq S \) for all \( s \leq t \), then \( \text{supp}(w_{t+1}) \subseteq S \) as well. By the inductive hypothesis, we know by inequalities (75-78) that

\[
\sup_{j \notin S} | \theta_{t+1,j} | \leq \frac{9Bt^{3/2}}{2} \sqrt{\log \left( \frac{2d \log(2T^3)}{\delta} \right)} + \rho(t + 1)t^{1/2} \sqrt{\frac{177B^2}{2} \log \left( \frac{\log(2T^3)}{\delta} \right)} + 20\lambda^2.
\]

Remember that we need \( \lambda(t + 1)^{3/2} \geq \sup_{j \notin S} | \theta_{t+1,j} | \). Therefore, using the inequality \((a + b)^2 \leq 6a^2 + 1.2b^2\), it suffices to take

\[
\lambda^2 \geq 228B^2 \log \left( \frac{2d \log(2T^3)}{\delta} \right) + 24\rho^2 \lambda^2.
\]

We therefore see that we can take any \( \lambda \) with \( \lambda^2 \geq \frac{228B^2 \log(2d \log(2T^3)/\delta)}{1 - 24\rho^2} \), as was to be shown.

**Proof of Theorem 8.2.** Suppose that \( w_s \subseteq S \) for all \( s \leq t \). Then, by Theorems A.5 and A.6 and (74), we have with probability \( 1 - 2\delta \) that the
following two inequalities hold for all $t$:

$$
\sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) 
\leq \frac{kt}{\alpha} \left( 42B^2 \log \left( \frac{\log_2(2T^3)}{\delta} \right) + 10\lambda^2 \right), \quad \text{and}
$$

$$
\sum_{s=1}^{t} s \|w_s - w^*\|_2^2 
\leq \frac{4}{\alpha} \sum_{s=1}^{t} s (f_s(w_s) - f_s(w^*)) + \frac{9kB^2 t \log(\log_2(2T^3)/\delta)}{\alpha^2} 
\leq \frac{kt^2}{\alpha^2} \left( 177B^2 \log \left( \frac{\log_2(2T)}{\delta} \right) + 40\lambda^2 \right).
$$

Thanks to Lemma 8.1, we can verify that these relations in fact hold for all $t \leq T$ with total probability $1 - 4\delta$, provided that $\lambda$ satisfies (49).

To complete the proof, we use the online-to-batch conversion bound from Proposition 7.1. With probability $1 - 5\delta$, we then have

$$
\mathcal{L} \left( \frac{2}{T(T+1)} \sum_{t=1}^{T} tw_t \right) - \mathcal{L}(w^*) 
\leq \frac{4k}{\alpha t} \left( 42B^2 \log \left( \frac{\log_2(2T^3)}{\delta} \right) + 10\lambda^2 \right) + \frac{9kB^2}{\alpha t} \log \left( \frac{\log_2(2T^3)}{\delta} \right) 
= \mathcal{O}_P \left( \frac{k}{\alpha t} \left( B^2 \log \log(T) + \lambda^2 \right) \right).
$$

Since we can take $\lambda^2$ to be $\mathcal{O}_P \left( \frac{B^2 \log(d \log(T))}{1-24\rho^2} \right)$, we can attain a bound of $\mathcal{O}_P \left( \frac{kB^2 \log(d \log(T))}{\alpha T(1-24\rho^2)} \right)$, which completes the theorem. \hfill \Box