Skyrme-based extrapolation for the static response of neutron matter
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The study of inhomogeneous neutron matter can provide insights into the structure of neutron stars as well as their dynamics in neutron-star mergers. In this work we tackle pure neutron matter in the presence of a periodic external field by considering a finite (but potentially large) number of particles placed in periodic boundary conditions. We start with the simpler setting of a noninteracting gas and then switch to a Skyrme-Hartree-Fock approach, showing static-response results for five distinct Skyrme parametrizations. We explain both the technical details of our computational approach, as well as the significance of these results as a general finite-size extrapolation scheme that may be used by ab initio practitioners to approach the static-response problem of neutron matter in the thermodynamic limit.

I. INTRODUCTION

The examination of neutron matter properties provides an important basis for the understanding of the structure and dynamics of neutron stars. Pure neutron matter constitutes a strongly interacting many-body system which has connections to the nuclear symmetry energy, as well as the beta-stable matter which exists in the interior of neutron stars. Fascinating connections exist between the microphysics of neutron matter and the study of gravitational waves: we are now in the new era of multimessenger astronomy, during which the merging of two neutron stars can be directly detected. Finally, neutron matter at low density is quite similar to ultracold atomic systems probed in a number of laboratories around the world [1–7].

In recent decades, considerable progress has been made in tackling neutron matter using ab initio many-body techniques, namely first-principles computational methods which directly solve the many-body Schrödinger equation using controlled approximations. Such approaches typically produce as one output the equation of state (EOS) of neutron matter [8–13]. A lot of effort has been expended in a related direction, namely that of producing high-quality microscopic two- and threenucleon interactions [14–29]. A distinct approach is more phenomenological: energy-density functional theories for nuclei and for infinite matter (sometimes cast in the form of a Hamiltonian formalism with an effective interaction) employ a number of parameters which are fit to observed properties of nuclei and matter, as well as to “synthetic data” coming from ab initio computations [30–50].

The study of neutron matter is not limited to ground-state properties. For example, the single-particle excitation spectrum (and the related concept of the effective mass) are related to a neutron star’s maximum mass as well as to giant quadrupole resonances [31–57]. The present paper revolves around another way of going beyond the ground state, namely the placing of strongly interacting matter within a periodic external potential. This latter problem is known as that of the “static response” of neutron matter: in addition to being important in and of its own, it is also related to optical lattices in cold-atom physics as well as to the study of neutron star crust (which involves both nuclei and extended neutron matter, which is therefore inhomogeneous).

Most work on the static response of neutron matter has been in the context of a mean-field-like technique [58–66]. Ab initio work has been limited to quantum Monte Carlo (QMC) studies [67–69], but there is no a priori obstacle keeping other techniques from tackling this problem in the future. Most such first-principles techniques are forced to use a finite particle number due to computational-scaling considerations. As will become clearer in what follows, the finite-size (FS) effects resulting from the use of such a finite (typically small) particle number are much more pronounced in the study of inhomogeneous matter than they are for homogeneous matter. Thus, it is worthwhile to produce a general-purpose finite-size extrapolation scheme that makes use of a more widely applicable technique; this was reported on in Ref. [59], without discussing implementation aspects or showing intermediate results. The present paper discusses the formalism and results in considerable detail, so that other practitioners may be able to benefit from them in the future.

II. STATIC-RESPONSE THEORY

Consider a homogeneous and isotropic system such as neutron matter. This may be described by a Hamiltonian $H_0$ with the ground state $\Psi_0(r)$, energy $E_0$ and number density $\rho_0(r) = |\Psi_0(r)|^2$. The constant density is denoted by $\rho_0(r) = \rho_0$. With the addition of a static external potential $v(r)$, the Hamiltonian for this perturbed system may now be written as:

$$\hat{H}_0 = \hat{H}_0 + \int dr \hat{\rho}(r)v(r)$$

where effects due to $v(r)$ are coupled through the one-body density operator $\hat{\rho}(r) = \sum_{i=1}^{N} \delta(r - r_i)$. $N$ is the number of particles in a finite volume $V$ satisfying $N/V = \rho_0$ which is maintained in the thermodynamic limit ($V \to \infty, N \to \infty$). With these definitions in place, we see that the perturbed Hamiltonian is a functional of the
external potential $v(r)$ and we may in turn write the ground state energy $E_v = E_0[v]$ and density $\rho_v(r) = \rho_0(r, [v])$ as functionals of this potential. The functional expansion for the density $\rho_v(r)$ with respect to $v(r)$ is:

$$\rho_v(r) = \rho_0 + \sum_{k=0}^{\infty} \frac{1}{k!} \int dr_1 \cdots dr_k \chi^{(k)}(r_1 - r, \ldots, r_k - r)v(r_1) \cdots v(r_k)$$

(2)

where we note that $\rho_0(r, [0]) = \rho_0$ is the unperturbed uniform density and the

$$\chi^{(k)}(r_1 - r, \ldots, r_k - r) = \frac{\delta^k \rho_0(r, [v])}{\delta v(r_1) \cdots \delta v(r_k)} \bigg|_{v=0}$$

(3)

terms are the (static) density-density response functions.

We now write an analogous expression for the energy $E_v$ using first-order perturbation theory to derive the appropriate functional form:

$$E_v = E_0 + \rho_0 \int dv(r) + \sum_{k=1}^{\infty} \frac{1}{(k+1)!} \times$$

$$\int drdr_1 \cdots dr_k \chi^{(k)}(r_1 - r, \ldots, r_k - r)v(r)v(r_1) \cdots v(r_k)$$

(4)

The external potential $v(r)$ may be decomposed into its Fourier components:

$$v(r) = \sum_{\mathbf{q}} v_{\mathbf{q}} \exp[i \mathbf{q} \cdot \mathbf{r}]$$

(5)

Both Eq. (3) and Eq. (4) can then be rewritten to express the variation in density and energy per particle in wave-number space:

$$\delta \rho(\mathbf{r}) \equiv \rho_v(\mathbf{r}) - \rho_0 = \sum_{k=1}^{\infty} \frac{1}{k!} \sum_{\mathbf{q}_1, \ldots, \mathbf{q}_k} \chi^{(k)}(\mathbf{q}_1, \ldots, \mathbf{q}_k) \times$$

$$v_{\mathbf{q}_1} \cdots v_{\mathbf{q}_k} \exp[i(\mathbf{q}_1 + \cdots + \mathbf{q}_k) \cdot \mathbf{r}]$$

(6)

and

$$\delta E(\mathbf{r}) \equiv \frac{E_v}{N} - \frac{E_0}{N} = v_0 +$$

$$\frac{1}{\rho_0} \sum_{k=1}^{\infty} \frac{1}{(k+1)!} \sum_{\mathbf{q}+\mathbf{q}_1+\cdots+\mathbf{q}_k=0} \chi^{(k)}(\mathbf{q}_1, \ldots, \mathbf{q}_k)v_{\mathbf{q}}v_{\mathbf{q}_1} \cdots v_{\mathbf{q}_k}$$

(7)

where the bar notation means energy per particle. For a monochromatic potential of the form $v(r) = 2v_0 \cos(q \cdot r) = v_0(\exp[iq \cdot r] + \exp[-iq \cdot r])$, Eq. (6) and Eq. (7) to 3rd and 4th order in $v_{\mathbf{q}}$, respectively, take the form:

$$\delta \rho(q,z) = 2 \cos(qz) \chi^{(1)}(q)v_q$$

$$+ \cos(qz) \chi^{(3)}(q, q, -q)v_q^3 + \mathcal{O}(v_q^5)$$

(8)

and

$$\delta E(q) = \frac{1}{\rho_0} \chi^{(1)}(q)v_q^2 + \frac{1}{4\rho_0} \chi^{(3)}(q, q, -q)v_q^4 + \mathcal{O}(v_q^6)$$

(9)

where we took, without sacrificing generality, our coordinate system’s $z$ axis to point along $\mathbf{q}$ (thereby giving rise to $\cos(qz)$).

For fixed values of $\mathbf{q}$ (the periodicity of the potential), the energy per particle of the system can be evaluated at various $v_\mathbf{q}$ values (external potential strength parameter). The polynomial described in Eq. (9) is then used to produce an even-degree polynomial fit in powers of $v_\mathbf{q}$ to these points. We are interested in the leading term of this fit, $\frac{1}{\rho_0} \chi^{(1)}(q)v_q^2$, from which the linear density-density response function $\chi^{(1)}(q)$ may be extracted. It is important to note that the fidelity of this fit is dependent on both the number of external potential strength samples as well as the order of the polynomial fit used, with fits of degree higher than two producing better results in comparison to a simple quadratic fit. We have found that for the number of points used in our fits, a fourth degree fit provides the best results while mitigating inaccuracies due to over-fitting. More details on the fit are given in later sections.

The dynamical response function of a system is related to its dynamical structure factor (as per the fluctuation-dissipation theorem). The linear static-response function can be related to this as well via the Kramers-Kronig relations. At zero temperature the relation is:

$$\chi(q) = -\frac{\rho_0}{\pi \hbar} \int_0^{\infty} d\omega \frac{S(q, \omega)}{\omega}$$

(10)

where $S(q, \omega)$ is the dynamical structure factor. In the $q \to 0$ limit this expression is related to the thermodynamic compressibility as:

$$\frac{1}{\chi(0)} = -\frac{\rho_0}{\rho_0} \left( \frac{\partial \rho}{\partial \rho_0} \right)_{T=0}$$

(11)

This is known as the compressibility sum rule. We can express this in terms of the EOS of the homogeneous system. At zero temperature there is no heat transfer so pressure is given by:

$$p = -\left( \frac{\partial E}{\partial V} \right)_{T=0} = -\left( \frac{\partial E}{\partial \rho_0} \right)_{T=0} \left( \frac{\partial \rho_0}{\partial V} \right)_{T=0}$$

(12)

where the second step is an application of the chain rule and the third step is from $\rho_0 = N/V$. Rearranging
Eq. (11) at zero temperature and using Eq. (12):

\[
\frac{1}{\lambda(0)} = -\frac{1}{\rho_0} \left( \frac{\partial \rho}{\partial \rho_0} \right)_{T=0} = \left[ 2 \left( \frac{\partial E}{\partial \rho_0} \right)_{T=0} + \rho_0 \left( \frac{\partial^2 E}{\partial \rho_0^2} \right)_{T=0} \right] = \left( \frac{\partial^2 (\rho_0 E)}{\partial \rho_0^2} \right)_{T=0}
\]

(13)

Thus the EOS constrains the \( q = 0 \) response function.

III. NON-INTERACTING PROBLEM

As a preliminary step before tackling the interacting neutron matter problem, we first characterize the properties of an infinite system of a free, non-interacting Fermi gas (FGF) in three dimensions. Not only does this system provide formalism and guidance in tackling the interacting problem, we also use the free-gas as a first step towards applying FS fixes to the response function computed by one’s finite many-body method of choice.

In free space, the single-particle spatial wavefunctions \( \phi_i(\mathbf{r}) \) are governed by the independent-particle time-independent Schrödinger equation:

\[ -\frac{\hbar^2}{2m} \nabla^2 \phi_i(\mathbf{r}) = \epsilon_i \phi_i(\mathbf{r}) \]

(14)

where \( \epsilon_i \) is the eigenenergy associated to the state \( \phi_i(\mathbf{r}) \). The set of solutions are plane-waves which are non-normalizable. The standard method for dealing with this comes from considering translational invariance. We consider \( N \) particles contained in a box of volume \( V = L^3 \) and apply periodic boundary conditions to this box. The wave-function is normalized within this volume. The standard is to center the box at the origin and have the box extend from \(-L/2\) to \(L/2\) in all three Cartesian dimensions. The periodic boundary conditions are that the value of the wave-function does not change when shifting any of the \( x, y, z \) coordinates by an integer multiple of \( L \). The infinite system is considered to be an infinite tessellation of these boxes due to the translational invariance. The assumption that in the thermodynamic limit which takes \( N \to \infty \), \( V \to \infty : N/V = \text{constant} \), the properties of the system will have converged to their thermodynamic values.

The single-particle wave function solutions normalized to the box are then given by: 

\[ \phi_i(\mathbf{r}) = \frac{1}{\sqrt{V}} e^{i k \cdot \mathbf{r}} \]

with single-particle energies \( \epsilon_i = \frac{\hbar^2 k^2}{2m} \) and the periodic boundary conditions impose the restriction \( k = (2\pi/L)(n_x, n_y, n_z) \) for \( n_x, n_y, n_z \in \mathbb{Z} \). For a Fermi gas, the lowest-energy states are filled first according to the Pauli exclusion principle. In the case of neutrons, a spin-1/2 system, each state may be populated by each of the +1/2 and -1/2 spin projections. With this in place, the energy of the finite system may be simply calculated as the sum of the single-particle energies:

\[
E_{FG} = \frac{\hbar^2}{2m} \sum_{|k| < |k|_{\text{max}}, \sigma} k^2
\]

(15)

In the TL, the occupied k-space becomes a sphere and the maximal occupied wave-vector magnitude \( k_F \) is the radius of this sphere. The relationship to number density is \( k_F = (3\pi^2 \rho_0)^{1/3} \). The energy per particle in the TL is:

\[
\bar{E}_{FG} = \frac{3}{5} E_F = \frac{3}{5} \frac{\hbar^2 k_F^2}{2m}
\]

(16)

In the context of many-body methods applied to complex systems, calculations will often be limited to a finite number of particles restricted to a box similarly to the finite treatment of the non-interacting problem. This results in discrepancies from the TL which are called finite size (FS) effects. The nice thing about studying simpler systems like the non-interacting Fermi gas is that one is also able to perform calculations for large particle numbers, as well as in the TL directly. The discrepancies between small and large particle number results for the free gas gives insight into FS effects. One may choose to apply these to the complex system for the purpose of extrapolating finite-particle results to the TL.

Since we are forced to deal with FS effects, it is useful to try and minimize these prior to extrapolating to the TL. This can be handled in part via more complicated boundary conditions but it is also important to choose an appropriate number of particles. Typically, one works at shell-closures of the free-Fermi gas where the energy per particle is close to the TL value. A shell closure is defined as any particle number where all available states at the highest occupied energy level have been occupied. Shell closures are meant to remove the ambiguity of state selection as much as possible; this ambiguity may be unavoidable where one introduces an external perturbation such as in the static-response problem. The particle number closures will vary at larger strengths of the external potential. We work with a free-gas particle number closure and limit the size of the external strength parameter to minimize shell-effects. Note that the relevance of free-gas shell closure to a many-body method is clear in methods such as Quantum Monte Carlo where the trial wave-function is built from the non-interacting many-body wavefunction.

The shell-closures for the free-Fermi gas occur at \( N = \{2, 14, 38, 54, 66, 114, \ldots\} \). For a many-body method such as Quantum Monte Carlo applied to nuclear systems, the computational complexity becomes unmanageable somewhere above 100 particles. It is fortuitous that there exists a local minimum in relative error from the TL energy per particle at 67 particles. The relative error is still quite small at 66 particles, one of the shell closures. In fact it is even smaller than the error at 114 particles. This can be seen in Fig. 1 where the relative error is
The solutions to this equation have been modified in particle free-gas Schrödinger equation is modified to:

\[ \Delta \bar{E} = \frac{\chi(1)(q)}{\rho_0} v_q^2 + C_4 v_q^4 \]  

and \( \chi(q) \) is extracted as the coefficient to the quadratic component of this quartic.

We have selected the values of \( v_q \) with Quantum Monte Carlo simulations in mind. This is because our FS prescription requires one to compute the energy per particle in both the complex system and the simpler system at the same \( q \) and \( v_q \) values. As a result we have excluded very small values of \( v_q \) for which the error in QMC would dominate over the slight change in energy induced by the perturbation. We also do not go to very large values of \( v_q \) in order to minimize shell effects (as mentioned earlier) as well as to keep the truncation of Eq. (18) as valid as possible.

The values we use are \( 2v_q/E_F = 0.25, 0.3, 0.35, 0.5 \). We need to compute \( \chi(q) \) for both small and large particle numbers. For the purposes of our FS prescription, we must compute energy per particles at the exact same set of \( q \) and \( v_q \) values for both particle numbers. Typically 66 is the smaller particle number. The choice of density has already restricted the box-size and the available periodicities for the potential. In order to preserve a whole number of periods in the box, we only work with boxes with linear dimensions that are integer multiples of the small box containing 66 particles. Thus, we have extracted \( \chi(q) \) at the lowest 4 available \( v_q \) values, and have skipped some of the larger available values which are less interesting.

The steps to computing \( \chi(q) \) are as follows: Choose a density and a particle number to work at. These are fixed for all of the calculations. The box-size is determined by these and the available values of \( q \) are restricted in turn. Select a value of \( q \) to compute the response at. Compute the energy per particle of the system with external potential \( 2v_q \cos(qz) \) for several values of the strength parameter \( v_q \). After obtaining a set of these values which we label \( \bar{E}(v_q) \), subtract out the non-perturbed energy \( E_0(N) \) so that \( \Delta \bar{E}(v_q) = \bar{E}(v_q) - E_0(N) \). Perform a least-squares fit to a truncated version of Eq. (18):

\[ \Delta \bar{E} \approx \frac{\chi(1)(q)}{\rho_0} v_q^2 + C_4 v_q^4 \]  

and \( \chi(q)/\rho_0 \) is extracted as the coefficient to the quadratic component of this quartic.

We have now turned to the static response of the noninteracting Fermi gas. This is our starting point for illustrating the steps of extracting the response function from energy calculations. In a research problem, one would apply these steps to the results obtained from some many-body method. More specifically, in this paper we show how one may extrapolate their energy results and then apply this methodology to compute response in the TL. Although the extrapolation is done on the energy per particle level, computing the response functions of simpler systems at both small and large particle numbers gives an appropriate qualitative look at the size of FS effects. With all this in mind, we limit this section to response calculations in the noninteracting Fermi gas.

As described in the response section, consider a perturbation of the form \( \phi(x) = 2v_q \cos(qz) \). \( 2v_q \) is the amplitude of the potential. We have decided to always work with a whole number of periods of the potential in the box of length \( L \): i.e. \( q = 2\pi n/L \), where \( n \) is this whole number. This is done to make the calculations easier and to preserve the translational invariance. The single particle free-gas Schrödinger equation is modified to:

\[ -\frac{\hbar^2}{2m} \nabla^2 \phi_i(r) + 2v_q \cos(qz) \phi_i(r) = \epsilon_i \phi_i(r) \]  

The solutions to this equation have been modified in the \( z \)-component. That is, after separation of variables so that \( \phi_i(r) = X_i(x)Y_i(y)Z_i(z) \), the orbitals in \( x \) and \( y \) remain as plane-waves: \( X(x) = |1/\sqrt{L}| e^{ikx} \), \( Y(y) = |1/\sqrt{L}| e^{iky} \). The orbitals in \( z \) are the well studied Mathieu functions. The energy contribution from a single-particle state has been separated into \( x,y, \) and \( z \) contributions from their respective orbitals. The total energy and many-body wave-function are given by filling up the lowest available single-particle states analogously to the free-Fermi gas problem. Alternatively, the calculations may be performed via solving the Hartree-Fock equations as described later and will yield consistent results.

The values of \( q \) at which we can compute \( \chi(q) \) are limited by the restriction described above. We mainly studied \( q \) values corresponding to \( 1, 2, 3, 4, 6, 8 \), and 10 periods of the potential traversing the box containing 66 particles. Thus, we have extracted \( \chi(q) \) at the lowest 4 available \( v_q \) values, and have skipped some of the larger available values which are less interesting.
TABLE I. Relative error of the linear response function due to finite size effects for 66 and 8250 particles at a density of 0.10 fm$^{-3}$.

| $q/q_F$ | $N = 66$ Error [%] | $N = 8250$ Error [%] |
|--------|-------------------|-------------------|
| 0.503  | 3.26              | 1.67              |
| 1.005  | 29.3              | 1.03              |
| 1.508  | 2.96              | 0.879             |
| 2.010  | 18.3              | 0.785             |
| 3.015  | 0.575             | 0.0261            |
| 4.021  | 0.0917            | 0.0217            |
| 5.026  | 0.0231            | 0.0149            |

FS effects from the noninteracting Fermi gas:

$$\Delta E(TL) = \Delta E_{ab\text{ initio}}(N_{\text{small}}) - \Delta E_{NI}(N_{\text{small}}) + \Delta E_{NI}(N_{\text{big}})$$  \tag{19}$$

where the $ab\text{ initio}$ subscript refers to any first-principles many-body method. The $NI$ subscript is for the noninteracting gas. It is implied that the changes in energy per particle are all evaluated at the same $q$ and $v_q$ value. The prescription applies this equation to every $q$ and $v_q$ case. Thus in words, we have estimated that the FS effects may be removed by shifting the change in energy per particle by the same amount as it shifts in the noninteracting Fermi gas when moving from small to large particle numbers. We have also taken $N_{\text{small}} = 66$ and $N_{\text{big}} = 8250$ for this work. The TL response is computed by applying the fitting method described earlier to the extrapolated value in the LHS of Eq. \tag{19}.

We determined that 8250 particles sufficiently approximates the TL for our purposes. This can be seen in Fig. 2 where the non-interacting response at a density of 0.1 fm$^{-3}$ is estimated for both 66 (circles) and 8250 (squares) particles. The CSR value is shown at $q = 0$ (triangle). The solid curve is the TL response for the noninteracting gas known as the Lindhard function:

$$\chi_{TL}(q) = -\frac{m q_F}{2\pi^2 \hbar^2} \left[ 1 + \frac{q_F}{q} \left( 1 - \left( \frac{q}{2q_F} \right)^2 \right) \ln \left| \frac{q + 2q_F}{q - 2q_F} \right| \right]$$ \tag{20}$$

The 8250 particle response agrees well with the Lindhard function across all $q$ values. There are some discrepancies at low $q$ which are much too small to impact our results. The relative error which is always below 2% is small in comparison to other errors typically present in quantum many-body theory. It is also apparent that both finite particle responses agree well with the TL for $q/q_F \geq 3$. However, unlike the 8250 case, the 66 particle response displays large deviations from the TL at lower $q$ values. We can see in Table \ref{tab:errors} that the relative errors in the 66 particle case have a maximum value of 29.3% at $q/q_F \approx 1$. These deviations are the FS effects and it is at precisely these $q$ values where the FS prescription has the largest impact on response extrapolation to the TL. The noninteracting response has been estimated for many more $q$ values for 8250 particles compared to 66 particles. These $q$ values are not available for the smaller system because the periodicities do not respect the translational invariance. For the remainder of this work, we only present responses at the same set of $q$ values for both 66 and 8250 particles.

We wrap up this section with an example of the compressibility sum rule. We apply Eq. \tag{13} to the noninteracting Fermi gas:

$$\chi(0) = -\left[ \frac{\partial^2 (\rho_0 E(\rho_0))}{\partial \rho_0^2} \right]^{-1} = -\left[ \frac{\partial^2}{\partial \rho_0^2} \left( \frac{3 \hbar^2}{5 2m} \left( 3 \pi^2 \right)^{2/3} \rho_0^{5/3} \right) \right]^{-1} = -\frac{m q_F}{\pi^2 \hbar^2}$$ \tag{21}$$

which agrees with the $q \to 0$ limit of the Lindhard function as can be seen in Fig. 2.

We applied Eq. \tag{19} to QMC calculations of neutron matter in previous work \cite{67,68} but found large discrepancies between the low-$q$ response and the CSR values. We have since published results using an improved prescription which goes beyond the noninteracting Fermi gas. In Ref. \cite{69} we reported on an improved extrapolation scheme based on Skyrme-Hartree-Fock calculations; it is to the details of this approach that we now turn.
IV. SKYRME ENERGY-DENSITY FUNCTIONALS

The limitations in the prescription thus far can be attributed to the lack of information concerning the interparticle interactions in the extrapolation. It is reasonable to consider a phenomenological theory in place of the non-interacting gas, but one which is still able to handle many more particles than would be possible in a first-principles calculation. The Skyrme interaction was specifically designed to provide a framework from which one could study nuclear matter without many of the limitations imposed by the full problem. Thus, while one loses contact with the microscopic many-body Schrödinger equation, the advantage that a new class of further calculations now becomes accessible (which are not going to be carried out any time soon using an *ab initio* technique).

Skyrme's interaction approximates the nuclear potential through the composition of two- and three-body effective interaction terms \( v_{ij}^{(2)} \) and \( v_{ijk}^{(3)} \):

\[
V = \sum_{i<j} v_{ij}^{(2)} + \sum_{i<j<k} v_{ijk}^{(3)}
\]

The two-body interaction may be written as a short-range expansion in coordinate space of the form [30, 71, 72]:

\[
v_{ij}^{(2)} = t_0(1 + x_0 P_s) \delta(r_i - r_j)
+ \frac{1}{2} t_1(1 + x_1 P_s) \delta(r_i - r_j) \mathbf{P}^2 + \mathbf{P}^2 \delta(r_i - r_j)
+ t_2(1 + x_2 P_s) \mathbf{P} \cdot \delta(r_i - r_j)\mathbf{P}
\]

where \( P_s \) is a spin-exchange operator. The \( t_s, x_s \) : \( s = 1, 2, 3 \) and \( t_0 \) parametrize the mean central potential. All are free parameters corresponding to the constraints of the system. Additionally, the \( \mathbf{P} \) is the operator \((\nabla_1 - \nabla_2)/2i \) acting to the right and \( \mathbf{P} \) is the operator \( -(\nabla_1 - \nabla_2)/2i \) acting to the left. The three-body interaction potential can similarly be taken to be a zero-range interaction of the form:

\[
v_{ijk}^{(3)} = t_3 \delta(r_i - r_j) \delta(r_j - r_k)
\]

or, more commonly:

\[
v_{ijk}^{(3)} = \frac{1}{6} t_3(1 + x_3 P_s) \delta(r_i - r_j) \rho \left( \frac{r_i + r_j}{2} \right)^\alpha
\]

which is parametrized by the density \( \rho \) and the parameters \( t_3, x_3 \) and \( \alpha \). It is important to notice that both the two-body and three-body interactions are each written in terms of \( \delta \)-distributions as this provides an easily integrable form approximating the nuclear potential through zero-range contact interactions. The spin-orbit terms of the interaction have been neglected, since we are studying pure neutron matter, a spin-saturated system.

Many Skyrme functionals have been produced and used across the literature. In this work we focus on the commonly used SLy4 and SkM parametrizations, as well as KDE0v1, NRAPR, and SKRA which have been shown to respect a set of constraints coming from neutron matter [41, 73].

The many-body wave function for \( N \) neutrons is approximated by the Slater determinant of the single neutron wave functions \( \phi_i(x) \) : \( i = 1, \ldots, N \):

\[
\phi(x_1, \ldots, x_N) = \frac{1}{\sqrt{N!}} \det|\phi_i(x_j)|
\]

where \( x_j \) denotes the tuple \((r, \sigma)\) of spatial coordinates and spin for a given state. In general, the total energy of the system is given by the expectation value:

\[
E = \langle \phi | \hat{H} | \phi \rangle
= \int \mathcal{H}(\mathbf{r}) d^3r
\]

The energy-density functional \( \mathcal{H}(\mathbf{r}) \) for neutron matter, neglecting spin density terms, is given by the expression:

\[
\mathcal{H} = \mathcal{K} + \mathcal{H}_0 + \mathcal{H}_3 + \mathcal{H}_{\text{eff}} + \mathcal{H}_{\text{fin}}
\]

Each of these terms represents a different component of the nuclear Hamiltonian:

\[
\mathcal{K} = \frac{\hbar^2}{2m} \tau(\mathbf{r}),
\mathcal{H}_0 = (C_0^{\rho,0} + C_1^{\rho,0}) \rho^2(\mathbf{r}) = \frac{1}{4} t_0(1 - x_0) \rho^2(\mathbf{r}),
\mathcal{H}_3 = (C_0^{\rho,\alpha} + C_1^{\rho,\alpha}) \rho^2 + (r) = \frac{1}{24} t_3(1 - x_3) \rho^2 + (r),
\mathcal{H}_{\text{eff}} = (C_0^{+} + C_1^{+}) \rho(\mathbf{r}) \tau(\mathbf{r})
= \frac{1}{8} [t_1(1 - x_1) + 3 t_2(1 + x_2)] \rho(\mathbf{r}) \tau(\mathbf{r}),
\mathcal{H}_{\text{fin}} = - (C_0^{\Delta \rho} + C_1^{\Delta \rho}) (\nabla \rho(\mathbf{r}))^2
= \frac{3}{32} [t_1(1 - x_1) - t_2(1 + x_2)] (\nabla \rho(\mathbf{r}))^2
\]

are the kinetic energy, zero-range, three-body, effective mass, and finite-range interactions respectively. The \( C_i \) coefficients are the Skyrme parameters in the isospin-representation basis and are defined in terms of the original Skyrme parameters in Appendix A.

The definitions of the neutron density \( \rho(\mathbf{r}) \) and kinetic density \( \tau(\mathbf{r}) \) follow from the definition of the Slater determinant wavefunction and are expressed in terms of the single particle wavefunctions \( \phi_i(\mathbf{r}, \sigma) \equiv \langle \mathbf{r}, \sigma | \phi_i \rangle \):

\[
\rho(\mathbf{r}) = \sum_{i, \sigma} |\phi_i(\mathbf{r}, \sigma)|^2
\]

\[
\tau(\mathbf{r}) = \sum_{i, \sigma} |\nabla \phi_i(\mathbf{r}, \sigma)|^2
\]

where the \( i \) index runs from 1 to \( N \) and \( \sigma \) sums over spin-up and spin-down components.
Without any perturbation, the ground-state orbitals for this energy-density functional are given by plane-waves. That is, the $\phi_i$ are the same as that of the non-interacting gas. Thus we have:

$$\rho(r) = \sum_{i,\sigma} |\phi_i(r, \sigma)|^2 = \rho_0$$  \hspace{1cm} (31)$$

and

$$\tau(r) = \sum_{i,\sigma} |\nabla \phi_i(r, \sigma)|^2 = 2 \sum_{|k_i| < k_F} \frac{|k_i|^2}{N} = \rho_0 \left( 2 \sum_{|k_i| < k_F} \frac{|k_i|^2}{N} \right) = \rho_0 \left( \frac{E_{FG}}{\frac{\hbar^2}{2m}} \right)$$

$$= \frac{3}{5} (3\pi^2)^{2/3} \rho_0^{5/3}$$  \hspace{1cm} (32)$$

where the kinetic density is given in the TL. For a finite number of particles one would sum over the occupied $k$ states instead. Since the densities are constants across space the energy is given by

$$E = \mathcal{H}(\rho_0) V$$  \hspace{1cm} (33)$$

and the energy per particle is

$$\bar{E}(\rho_0) = \frac{\mathcal{H}(\rho_0)}{\rho_0}$$  \hspace{1cm} (34)$$

in the TL.

One may perform a FS study similarly to the non-interacting gas. A qualitative analysis shows a minimum in FS effects for SLy4 in the energy per particle around 66 particles at $\rho_0 = 0.1$ fm$^{-3}$. This can be seen in Fig. 3 which has the same trend as Fig. (Mid-shell, the Skyrme results exhibit much larger finite-size effects than the noninteracting Fermi gas; it is precisely such interaction-based effects that we will be interested in capturing in what follows (though we will now also turn on an external potential, thereby complicating the calculation).

With the choice of our external potential, the energy density functional becomes:

$$\mathcal{H}_v(r) = \mathcal{H}(r) + 2v_q \cos(qz) \rho(r)$$  \hspace{1cm} (35)$$

Solving for the ground-state energy is more difficult for the inhomogeneous problem and is done via a self-consistent mean-field approach described in the next section.

### A. Hartree-Fock equations

Hartree-Fock theory is used to minimize the energy within a certain space of wave-functions. This involves the Slater determinant of single-particle orbitals as outlined in Eq. [24] that satisfies antisymmetry properties required for fermionic systems. The total energy is minimized with respect to variations in the single-particle wavefunctions through the method of Lagrange multipliers:

$$\delta \frac{\delta}{\delta \phi_i^*(r, \sigma)} \left( E - \sum_j \epsilon_j \int dr \sum_{\sigma} |\phi_j(r, \sigma)|^2 \right)$$

and

$$= \frac{\partial \mathcal{H}_v}{\partial \phi_i^*(r, \sigma)} - \nabla \cdot \frac{\partial \mathcal{H}_v}{\partial \nabla \phi_i^*(r, \sigma)} - \epsilon_i \phi_i(r, \sigma) = 0$$  \hspace{1cm} (36)$$

which yields the single-particle Hartree-Fock equations:

$$-\nabla \cdot \left( \frac{\hbar^2}{2m^*} \nabla \phi_i(r, \sigma) \right) + U(r) \phi_i(r, \sigma) + v(z) \phi_i(r, \sigma) = \epsilon_i \phi_i(r, \sigma)$$  \hspace{1cm} (37)$$

Where we define the effective mass term:

$$\frac{\hbar^2}{2m^*(r)} = \frac{\hbar^2}{2m} + \frac{1}{8} \left[ t_1 (1 - x_1) + 3 t_3 (1 + x_2) \right] \rho(r)$$  \hspace{1cm} (38)$$

and the interaction potential term:

$$U(r) = \frac{1}{2} t_0 (1 - x_0) \rho(r) + \frac{2 + \alpha}{24} t_3 (1 - x_3) \rho^{1 + \alpha}(r)$$

$$+ \frac{1}{8} \left[ t_1 (1 - x_1) + 3 t_2 (1 + x_2) \right] \tau(r)$$

$$- \frac{3}{16} \left[ t_1 (1 - x_1) - t_2 (1 + x_2) \right] \nabla^2 \rho(r)$$  \hspace{1cm} (39)$$

In addition, it is important to note that due to a lack of spin polarization, Eq. (37) is the same differential equation (DE) for all orbitals regardless of spin. This allows us to choose a solution of orbitals half of which are purely spin up, and the other half which share the same spatial orbital functions as the spin-up states, but are spin down
instead. This is the same orbital structure we saw in the noninteracting Fermi gas where we had the same plane-waves occupied twice each due to spin-up and spin-down. We write this as:

\[
\phi_i(r, \downarrow) = 0, \quad 0 \leq i \leq N/2; \\
\phi_i(r, \uparrow) = 0, \quad N/2 < i \leq N; \\
\phi_i(r, \downarrow) = \phi_{i-N/2}(r, \uparrow), \quad N/2 < i \leq N,
\]

(40)

where the zero spin components trivially satisfy the HF equation and the double degeneracy of spatial orbitals is allowed because the DE is the same for both spin components so it is valid to use the same spatial solution twice for different spins, as per the Pauli exclusion Principle.

We can thus rewrite the density and Hartree-Fock equations in terms of the \(N/2\) unique spatial orbitals for which we use a new notation \(\phi_i(r)\) and introduce a factor of 2 for spin degeneracy:

\[
\rho(r) = 2 \sum_{i=1}^{N/2} |\phi_i(r)|^2 \\
\tau(r) = 2 \sum_{i=1}^{N/2} |\nabla \phi_i(r)|^2 - \nabla \cdot \left( \frac{\hbar^2}{2m^*(r)} \nabla \phi_i(r) \right) + U(r)\phi_i(r) + v(z)\phi_i(r) = e_i\phi_i(r)
\]

(41)

In infinite neutron matter, in the absence of an external potential (i.e. \(v_q = 0\)), the density and kinetic energy density must be homogeneous and isotropic throughout due to the symmetry of the system. Plane-waves for the \(\phi_i\) satisfy the homogeneous Hartree-Fock equations, thus validating the statements made in the previous section. However, with the addition of the external potential along the z-axis this symmetry is broken and the number density and kinetic density now depend on the z-coordinate.

\[
\rho(r) = \rho(z), \quad \tau(r) = \tau(z)
\]

(42)

Noticing that the effective-mass term Eq. (38) and the interaction potential term Eq. (39) only depend on \(r\) through the density and kinetic density functions, we will again observe that these terms are also dependent only on the z-coordinate.

\[
\frac{\hbar^2}{2m^*(r)} = \frac{\hbar^2}{2m^*(z)}, \quad U(r) = U(z)
\]

(43)

Expanding Eq. (41) and employing the separation of variables technique by decomposing the single particle wavefunction into the form \(\phi_i(r) = X_i(x)Y_i(y)Z_i(z)\) the following decoupled second-order ordinary differential equation governing the single-particle wavefunctions is recovered:

\[
\frac{d^2}{dx^2}X_i(x) + \frac{d^2}{dy^2}Y_i(y) + \frac{d^2}{dz^2}Z_i(z) + \left( \frac{d}{dx} \frac{\hbar^2}{2m^*(z)} \right) \frac{d}{dx}Z_i(z) - \frac{U(z) + v(z) - e_i}{\frac{\hbar^2}{2m^*(z)}} = 0
\]

(44)

In the same manner as the noninteracting-gas treatment, we work in a finite periodic box of volume \(L^3\). This imposes the standard periodic boundary conditions:

\[
X_i(x) = X_i(x + L) \\
Y_i(y) = Y_i(y + L) \\
Z_i(z) = Z_i(z + L)
\]

(45)

The solutions in \(x\) and \(y\) are still plane-waves:

\[
X_i(x) = \frac{1}{\sqrt{L}} \exp[ik_{i,x}x], \quad Y_i(y) = \frac{1}{\sqrt{L}} \exp[ik_{i,y}y]
\]

(46)

with corresponding wavenumbers:

\[
k_{i,x} = \frac{2\pi n_i,x}{L}, \quad k_{i,y} = \frac{2\pi n_i,y}{L} : \quad n_{i,x}, n_{i,y} \in \mathbb{Z}
\]

(47)

The ordinary DE governing the z-axis component wavefunction is then given by

\[
- \frac{\hbar^2}{2m^*(z)} \frac{d^2}{dz^2}Z_i(z) - \left[ \frac{d}{dz} \frac{\hbar^2}{2m^*(z)} \right] \frac{d}{dz}Z_i(z) + \left[ U(z) + v(z) + \frac{\hbar^2}{2m^*(z)} \frac{4\pi^2}{L^2} (n_{i,x}^2 + n_{i,y}^2) \right] Z_i(z) = e_i Z_i(z)
\]

(48)

Note that since Eq. (48) depends on the sum \(n_{i,x}^2 + n_{i,y}^2\), we will have to solve several DE’s for various values of this sum in order to find all the orbitals of the ground-state. We define \(S(x, y) \equiv n_{i,x}^2 + n_{i,y}^2\). We denote the z-orbital solutions to the DE corresponding to \(S\) by \(\phi_i^S(z)\) and their eigenvalues by \(e_i^S\). The set of DE’s that need to be solved are:

\[
- \frac{\hbar^2}{2m^*(z)} \frac{d^2}{dz^2}\phi_i^S(z) - \left[ \frac{d}{dz} \frac{\hbar^2}{2m^*(z)} \right] \frac{d}{dz}\phi_i^S(z) + \left[ U(z) + v(z) + \frac{\hbar^2}{2m^*(z)} \frac{4\pi^2}{L^2} S \right] \phi_i^S(z) = e_i^S \phi_i^S(z)
\]

(49)

where the maximal relevant value of \(S\) depends on the number of particles \(N\).
B. Finite-difference method

We now consider the numerical methods to be used in computing the single particle wavefunctions and energies. In our case, this reduces to solving a second-order linear ordinary differential equation with periodic boundary conditions, given by Eq. (49). We relabel the coefficients:

\[
A(z) = \frac{-\hbar^2}{2m^*(z)}, \\
B(z) = \left[ \frac{d}{dz} \frac{\hbar^2}{2m^*(z)} \right], \\
C^S(z) = \left[ U(z) + v(z) + \frac{\hbar^2}{2m^*(z)} \frac{4\pi^2}{L^2} S \right], \\
A(z) \frac{d^2}{dz^2} \phi^S_i(z) + B(z) \frac{d}{dz} \phi^S_i(z) + C^S(z) \phi^S_i(z) = e^S_i \phi^S_i(z)
\]

(50)

with periodic boundary conditions

\[
\phi^S_i(z) = \phi^S_i(z + L); \\
A(z) = A(z + L), B(z) = B(z + L), C^S(z) = C^S(z + L)
\]

(51)

We introduce a finite difference scheme \[74\] by discretizing the space. For a periodic box of length \(L\), the single-particle orbital \(\phi^S_i(z)\) is discretized and written in vector form:

\[
\phi^S_i = \begin{pmatrix}
[\phi^S_i]_0 \\
\vdots \\
[\phi^S_i]_{M-1}
\end{pmatrix} \equiv \phi^S_i(j\Delta z), \quad \Delta z = \frac{L}{M}
\]

(52)

where \(M\) is the number of equally spaced points in the box where the orbitals are evaluated at. This discretizes the entire problem including the density quantities which are functions of the orbitals and their derivatives so that:

\[
\rho^j \equiv \rho(j\Delta z), \quad \tau^j \equiv \tau(j\Delta z), \\
A^j \equiv A(j\Delta z), \quad B^j \equiv B(j\Delta z), \quad [C^S]^j \equiv C^S(j\Delta z)
\]

(53)

With the basic discretization scheme in place, a 5-point stencil is used in approximating the first and second derivatives of the orbitals. They are given by:

\[
\frac{d}{dz} \phi^S_i(z) = \frac{1}{12\Delta z} \left[ -\phi^S_i(z + 2\Delta z) + 8\phi^S_i(z + \Delta z) - 8\phi^S_i(z - \Delta z) + \phi^S_i(z - 2\Delta z) \right] + \mathcal{O}(\Delta z^4)
\]

\[
\frac{d^2}{dz^2} \phi^S_i(z) = \frac{1}{12\Delta z^2} \left[ -\phi^S_i(z + 2\Delta z) + 16\phi^S_i(z + \Delta z) - 30\phi^S_i(z) + 16\phi^S_i(z - \Delta z) - \phi^S_i(z - 2\Delta z) \right] + \mathcal{O}(\Delta z^4)
\]

(54)

Using these approximations, one can replace the derivatives in the DE with the orbitals evaluated at the 5 locations of the stencil. Thus the discretized version of the DE is:

\[
\begin{aligned}
&\left( -\frac{A^j}{12\Delta z^2} - \frac{B^j}{12\Delta z} \right) [\phi^S_i]_{\text{mod}(j+2,M)} \\
&+ \left( \frac{16A^j}{12\Delta z^2} + \frac{8B^j}{12\Delta z} \right) [\phi^S_i]_{\text{mod}(j+1,M)} \\
&+ \left( [C^S]^j - \frac{30A^j}{12\Delta z^2} \right) [\phi^S_i]_{\text{mod}(j,M)} \\
&+ \left( -\frac{16A^j}{12\Delta z^2} + \frac{B^j}{12\Delta z} \right) [\phi^S_i]_{\text{mod}(j-1,M)} \\
&+ \left( -\frac{A^j}{12\Delta z^2} - \frac{B^j}{12\Delta z} \right) [\phi^S_i]_{\text{mod}(j-2,M)} = e^S_i [\phi^S_i]^j
\end{aligned}
\]

(55)

for \(0 \leq j \leq M - 1\). The function \(\text{mod}(K,M)\) returns the remainder of \(K\) divided by \(M\) in the interval \([0,M-1]\) and is used to enforce the boundary conditions. Equation (55) casts the DE into an matrix eigenvalue problem:

\[
F^S \phi^S_i = e^S_i \phi^S_i
\]

(56)

\(F^S\) is an \(M \times M\) matrix with zero-zero entries located at \(F^S_{j,\text{mod}(K,M)}\) where \(K = j - 2, j - 1, j, j + 1, j + 2\) and \(0 \leq j \leq M - 1\), and the matrix element is the corresponding coefficient in front of the \([\phi^S_i]_{\text{mod}(K,M)}\) term in Eq. (55). The solutions to the eigenvector problem are a set of \(M\) eigenvectors \(\phi^S_i, 1 \leq i \leq M\) with corresponding eigenvalues \(e^S_i\).

Note that while the eigenvectors correspond to the \(z\) components of the orbitals, the eigenvalues are the Lagrange multipliers for the entire single-particle state. For no interactions, the \(e^S_i\)’s are the single-particle orbital energies from the time-independent Schrödinger’s equation. With Skyrme interactions, they no longer correspond to the same quantity (i.e. one cannot sum up the \(e^S_i\)’s of occupied states to compute the energy of the system). However, the states are still occupied in order of increasing eigenvalue cardinal number.

The goal is to find the \(N/2\) smallest eigenvalues and their eigenvectors across all \((n_x, n_y)\) pairs. These are the occupied states which we labelled as \(Z_i(z), e_i\) for \(1 \leq i \leq N/2\). Generally, the larger the value of \(S\), the larger the eigenvalues of \(F^S\). That is, the quantity \(\min(e_i^S) = e_1^S\) increases as \(S(x,y)\) increases. Thus, if \(e_1^S\) of \(F^S\) is greater than the \(N/2\) smallest states found thus far, then this implies that \(\max(S) < S'\) where \(\max(S)\) is the largest \(S\) value containing occupied states.

The quality of the eigenvector approximation is best at the minimum eigenvalue and degrades as the cardinal number of the eigenvalue increases. Thus one should work at \(M\) large enough to produce enough good-quality orbitals to accommodate all of the particles in the finite system.
C. Iterative solution techniques

We now outline the basic iterative procedure for solving the Hartree-Fock equations. The densities are a function of the orbitals. The effective mass and effective interaction/matrix elements are functions of the densities. This dependence of the densities on the eigenvectors poses a self-consistency problem. Solving the matrix eigenvalue problem changes/updates the orbitals, thus updating the densities. However, this changes the DE/matrix itself. One needs to arrive at a set of orbitals which self-consistently satisfy the eigenvalue problem. This is to say that a fixed-point solution is required, which is defined as one where the densities do not change after solving the eigenvalue problem.

The simplest method, which we use here, is to solve and update the densities iteratively until the density and/or energy converges to some fixed-point value. In this work the iterative procedure is as follows:

1. The number and kinetic densities are initialized with the values corresponding to the homogeneous problem where $v_0$ is set to 0. These are the same as the non-interacting densities at the same average number density.

2. The matrices are initialized from the densities and the eigenvalues and eigenvectors are computed. The matrix eigenvalue problems are solved across all $(n_x, n_y)$ pairs in order of increasing $S$, starting with $S = 0$. As the eigenvalue problems are solved:

   (a) The sets of $\phi_i^S$ are sorted by eigenvalue cardinal number for each $(n_x, n_y)$ pair.

   (b) The sorted sets from each $(n_x, n_y)$ pair are combined and re-sorted.

3. The search for states ends once the $N/2$ smallest eigenvalues and their eigenvectors across all $(n_x, n_y)$ pairs have been found.

4. With the sorted list of single-particle spatial orbitals produced and normalized prior to, or at this point, the density $\rho(r)$, kinetic density $\tau(r)$ and energy per particle $\bar{E}$ are calculated. Taking into account spin degeneracy:

   \[ \rho(z) = \frac{2}{L^2} \sum_{i=1}^{N/2} |Z_i(z)|^2, \]

   \[ \tau(z) = \frac{2}{L^2} \sum_{i=1}^{N/2} \left[ \frac{4\pi^2}{L^2} \left( n_i^2 + n_{i,y}^2 \right) Z_i^2(z) + \left( \frac{d}{dz} Z_i(z) \right)^2 \right], \] and

   \[ \bar{E} = \frac{1}{N} \int_V dr \mathcal{H}_0(r) \]

   \[ (57) \]

5. Steps 2 to 4 are repeated with the newly calculated densities to produce the matrices. This is done until the energy per particle has converged to within a specified tolerance or has reached a minimum, corresponding to the completion of the energy minimization procedure.

The iterative procedure trivially agrees with the analytic solutions in the homogeneous case since those solutions are self-consistent in the Hartree-Fock equations. The purpose of this algorithm is to solve for the energy in the inhomogeneous $v_q \neq 0$ case. The convergence in the number density for the case of an (unperturbed) density
FIG. 6. SLy4 density of 8250 particles with external potential parameters: $2v_q = 0.25E_F$, 5 periods in the box and average density $0.10 \text{ fm}^{-3}$.

FIG. 7. SLy4 density of 66 particles with external potential parameters: $2v_q = 0.25E_F$, 1 period in the box and average density $0.04 \text{ fm}^{-3}$.

FIG. 8. SLy4 density of 8250 particles with external potential parameters: $2v_q = 0.25E_F$, 1 period in the box and average density $0.04 \text{ fm}^{-3}$.

FIG. 9. SLy4 density of 4224 particles with external potential parameters: $2v_q = 0.25E_F$, 1 period in the box and average density $0.04 \text{ fm}^{-3}$.
took longer to reach. Intriguingly, the converged density now exhibits a new feature, a “dimple” near the center. In an attempt to understand whether this is a numerical artefact, we went ahead and carried out a corresponding low-density calculation for 4224 particles, see Fig. 9: we now find a characteristic “bubble”-like structure in the center. As a further probe of what’s going on, we also studied the case of 2 periods fitting in the box, for the same low-density, see Fig. 10: in this case (as for that of higher periodicity) the dimple or bubble is no longer present. That being said, what does appear is an asymmetry between the two peaks, an effect which was not present at the higher density, see Fig. 6. This appears to be a numerical instability that arises only for specific Skyrme parametrizations, only at low density; we have checked and, indeed, these types of effects are more pronounced at even lower density.

It’s worth noting that even when the density takes such strange (likely unphysical) shapes, the energy stays converged. In other words, when setting up this computational framework, it would have certainly been possible for us to miss these features, had we merely focused on

---

FIG. 10. SLy4 density of 8250 particles with external potential parameters: $2v_q = 0.25E_F$, 2 periods in the box and average density 0.04 fm$^{-3}$.

FIG. 11. SLy4 change in energy per particle versus the potential strength parameter for 8250 particles at an average density of 0.04 fm$^{-3}$. Here (and below) the straight lines serve to guide the eye.

FIG. 12. SLy4 change in energy per particle versus the potential strength parameter for 66 particles at an average density of 0.04 fm$^{-3}$. Here (and below) the straight lines serve to guide the eye.

FIG. 13. SLy4 change in energy per particle versus the potential strength parameter for 8250 particles at an average density of 0.04 fm$^{-3}$. Here (and below) the straight lines serve to guide the eye.
the energy evaluation. Speaking of which, we have found that the densities and energies may diverge away from their initial settling point if too many iterations are carried out. This (distinct) numerical instability is avoided by limiting the number of iterations and specifying a tolerance for convergence that is not too small. It is later shown that response calculations at large particle numbers using such energies agree well with the analytic response in the TL (the instabilities do not arise for 66 particles). Thus, despite the complications discussed here, the results should be valid well within our allowed error tolerance.

V. SKYRME RESPONSE

The 66 and 8250 particle response functions yield important qualitative information about FS effects. This information comes from the change in energy per particle versus \( v_q \) data points that are obtained using the methods described in the previous section. We computed energies at the same sets of periodicities and potential strengths as described in the noninteracting-gas response section. For 66 particles the periodicities are: 1, 2, 3, 4, 6, 8, and 10 periods in the box. For 8250 particles, a system with 5 times the linear dimensions of the 66 particle system, these exact same periodicities correspond to: 5, 10, 15, 20, 30, 40, and 50 periods in the larger box respectively. In both cases, these sets of periodicities respectively correspond to \( q \approx 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, \) and 5.0 \( q_F \). In all cases, energies are computed at potential strengths of \( 2v_q = 0.25, 0.3, 0.35, \) and 0.5 \( E_F \). Thus, the response functions are computed by fitting four \( \Delta E \) versus \( v_q \) points to \( \Delta E \approx C_2 v_q^2 + C_4 v_q^4 \) where \( C_2 = \chi(q)/\rho_0 \).

The magnitude of the response is roughly related to the degree of concavity in the energy versus \( v_q \) data sets. An example fit is given for SLy4 at an average density of 0.1 fm\(^{-3}\) for 8250 particles with 5 periods of the potential in the box. The change in energy per particle versus \( v_q \) points are given in Fig. 14 alongside a least-squares fit to the quartic form described. The leading coefficient of \(-0.0462 \pm 0.0002 \) MeV\(^{-1}\) is an estimate for the linear static-response function at \( q \approx 0.5q_F \).

The degree of curvature in the energy curves is largest at low periodicities and flattens out to 0 at high periodicities. This can be seen in Figs. 12 and 13 which show energy curves across periodicities for SLy4 at \( \rho_0 = 0.04 \) fm\(^{-3}\) for both 66 and 8250 particles. Even now, when we haven’t yet shown any Skyrme-based response functions, this behavior is expected: we now that the Lindhard function dies off as the \( q \) is increased, see Fig. 2.

Speaking of which, we are now ready to extract the static-response functions from our energy results. The response function corresponding to these energy curves is shown on the second panel from the left in Fig. 14 which shows the responses extracted from KDE\(0v1\), SLy4, SKRA, and SkM from left to right respectively. The response magnitude is largest at \( q \approx 0.5q_F \) and drops down to 0 at large \( q \). The 66 and 8250 particle responses are denoted by solid and hollow squares respectively. The dashed line shows the Skyrme response in the TL, obtained using the random phase approximation (RPA) (see appendix A). The importance of not truncating the fit too early can be seen in the 66 particle SLy4 response at \( 2(q \approx 1.0q_F) \) and 3 \( (q \approx 1.5q_F) \) periods. The energy versus \( v_q \) curve shows greater curvature at the smaller \( q \), but the response magnitude is larger at the bigger \( q \) value. If the fit was truncated to the quadratic term the estimates would have the reverse ordering. The general trends are the same across these Skyrme functionals. The 8250 particle responses show good agreement with the TL response. The FS effects, quantified by the difference between 66 and TL responses, are largest at the two smallest periodicities and vanish at high \( q \).

The large error bars on the lowest-\( q \) 66-particle response points are due to changes in the set of lowest-energy orbitals. This change is induced at certain values of \( v_q \) and may reveal itself as a sudden change in slope in the energy versus \( v_q \) data. This is shown in Fig. 15 where the 66-particle energy versus \( v_q \) data at 1 period (circles) suddenly changes slope around \( 2v_q = 0.25 E_F \). This results in the large error bar at \( q \approx 0.5q_F \) in the SLy4 response. This is not an issue at 8250 particles because there are considerably more states and thus a smaller fraction of total states are changed with increasing \( v_q \). Indeed the energy versus \( v_q \) curve for 8250 particles at this periodicity (triangles) is smooth. Other \( q \) values for 66 particles have small errors and this is also reflected by smooth energy versus \( v_q \) curves. For example, see \( q \approx 1q_F \) (squares) in Fig. 15.

In addition, the reason why the error is largest at this specific \( q \) value is a consequence of the number of particles employed. In an investigation of 38 particles, the largest error bar for SLy4 occurs at \( q \approx 1q_F \). This is shown in Fig. 10 (circles). The energy versus \( v_q \) curve in Fig. 17 is smooth at 1 period for 38 particles (squares), resulting in a small error bar. Lastly, it can be seen that FS effects for smaller systems are consistently largest around \( q = q_F \). The SLy4 response for 114 particles (squares) in Fig. 16 was included to strengthen this claim for the 3 separate particle numbers (38, 66, and 114).

The prescription for taking FS effects into account applied to Skyrme is:

\[
\Delta E(TL) = \Delta E_{ab \text{ initia}}(66) - \Delta E_{Sk}(66) + \Delta E_{Sk}(8250)
\]

which is to be compared with Eq. 19. The impact of the term \( -\Delta E_{Sk}(66) + \Delta E_{Sk}(8250) \) on the size of the response is similar to the difference between the 66 and 8250 particle Skyrme responses. An example of this fixing term is given in Fig. 18 for SLy4 at a density of 0.04 fm\(^{-3}\). The extrapolation to the TL depends on the difference between 66 and 8250 particle responses of the system used for FS estimation. Different Skyrme parametrizations will yield slightly different results. A clearer ex-
ample of this dependence comes from comparing Skyrme with the non-interacting response. Fig. [19] contains finite responses for the non-interacting gas (circles) and the NRAPR Skyrme parametrization (squares). Solid and hollow points correspond to 66 and 8250 particles respectively. The TL responses are given by solid and dashed lines respectively. The triangle is the analytic CSR value agreeing with the RPA response. See Appendix A for a discussion on the Skyrme CSR value. The NRAPR response is similar to the other Skyrme responses. One of the most significant differences between the Skyrme and non-interacting responses are the FS effects at the lowest $q$ value. In the noninteracting gas, the 66 and 8250 particle responses are practically the same there. Under the FS prescription of Eq. (19) this corresponds to no changes when extrapolating to the TL. However, the Skyrme responses always show sizeable increases in the magnitude of the response moving from 66 to 8250 particles at $q \approx 0.5 q_F$ and this is reflected when one employs a finite-size prescription scheme based on Eq. (58).

To a smaller extent, the results of FS extrapolation are dependent on the specific Skyrme functional employed. In an effort to include all 5 of the Skyrme functionals employed in this work, we have averaged the energy values of SLy4, SkM, KDE0v1, NRAPR, and SKRA. The FS fix contributions at each periodicity are given in Fig. 20. The differences from the SLy4 FS fix in Fig. 18 are especially apparent at the two lowest periodicities (circles and squares). At each $q$ and $v_q$, the $\Delta E_{Sk}(N)$ values for

FIG. 16. 0.04 fm$^{-3}$ SLy4 response functions for different particle numbers. The circles and squares and line correspond to 38 particles, 114 particles, and the TL respectively.
$N = 66$ and $N = 8250$ from Eq. (58) are defined by

$$\Delta \bar{E}_{Sk}(N) \equiv \frac{1}{5} \sum_s \Delta \bar{E}_s(N)$$  \hspace{1cm} (59)$$

where the index $s$ runs over SLy4, SkM, KDE0v1, NRAPR, and SKRA. In addition, we have assigned an uncertainty to each of these averages:

$$\text{error} \equiv \min \left( \max_s \left( \Delta \bar{E}_s(N) \right), \right.$$  
$$\left. \Delta \bar{E}_{Sk}(N) - \min_s \left( \Delta \bar{E}_s(N) \right) \right)$$  \hspace{1cm} (60)$$

and propagate the errors in Eq. (58) in quadrature. This is done in an attempt to account for the spread arising from different Skyrme parametrizations, i.e., in order
not to bias the answer in favor of any given Skyrme functional. Thus, the average Skyrme fix shown in Fig. 20 is the main result of the formalism developed and applied in this paper; similar plots could be produced at the other densities we studied.

VI. SUMMARY & CONCLUSION

In conclusion, we examined how neutron matter behaves in the presence of a periodic external field, employing the Hartree-Fock approach for Skyrme energy density functional theory. We constructed a toy model of the complete system by modeling neutron matter first as a non-interacting free Fermi gas and examining the effects the addition of an external potential. This provided insight into multiple areas concerning this study. We were first able to quantify the size of system needed to be able to minimize finite size effects. In contrast to traditional ab initio computations that use at most 100-particle systems, we found that the Hartree-Fock methods used allowed for a significantly larger system of 8250 particles to be studied due to the reduction in computational resources needed. We were able to make use of this fact to greatly reducing finite-size effect contributions by carrying out calculations for both small and large particle numbers at many external-field strengths and periodicities.

We were able to compute the linear density-density static-response function for neutron matter is given by [76, 75]:

\[
\chi_{RPA}(q) = 2\chi_0 \left[ 1 - W_1 \chi_0 + W_2 \left( \frac{q^2}{2} \chi_0 - 2k_F^2 \chi_2 \right) \right. \\
\left. + \left[ W_2^2 k_F^4 \left( - \chi_0 \chi_4 + \chi_2^2 - \frac{q^2}{12\pi^2 k_F^2 \left( \frac{\hbar^2}{2m} \right)} \chi_0 \right) \right]^{-1} \right]
\]

(61)

where once again terms coming from the spin-density have been neglected; a spin-orbit term should in principle be included, but its contribution is small (vanishing in the limit of zero momentum transfer). The constants showing up in this equation are:

\[
\frac{1}{2} W_1 = 2(C_0^{p,0} + C_1^{p,0}) + (2 + \alpha)(1 + \alpha)\left[C_0^{p,\alpha} + C_1^{p,\alpha}\right] \rho^\alpha \\
- q^2 \left[2C_0^{\Delta \rho} + 2C_1^{\Delta \rho} + \frac{1}{2} C_0^{\tau} + \frac{1}{2} C_1^\tau \right]
\]

\[
\frac{1}{2} W_2 = C_0^\tau + C_1^\tau
\]

(62)

which are expressed in terms of the Skyrme interaction parameters in the isospin-representation:

\[
C_0^{p,0} = \frac{3}{8} t_0 \\
C_1^{p,0} = \frac{1}{4} t_0 \left( \frac{1}{2} + x_0 \right) \\
C_0^{p,\alpha} = \frac{3}{48} t_3 \\
C_1^{p,\alpha} = -\frac{1}{24} t_3 \left( \frac{1}{2} + x_3 \right) \\
C_0^{\Delta \rho} = -\frac{9}{64} t_1 + \frac{1}{16} t_2 \left( \frac{5}{4} + x_2 \right) \\
C_1^{\Delta \rho} = \frac{3}{32} t_1 \left( \frac{1}{2} + x_1 \right) + \frac{1}{32} t_2 \left( \frac{1}{2} + x_2 \right) \\
C_0^\tau = \frac{3}{16} t_1 + \frac{1}{4} t_2 \left( \frac{5}{4} + x_2 \right) \\
C_1^\tau = -\frac{1}{8} t_1 \left( \frac{1}{2} + x_1 \right) + \frac{1}{8} t_2 \left( \frac{1}{2} + x_2 \right)
\]

(63)

The generalized Lindhard functions \(\chi_i(k)\): \(i = 0, 1, 2\) depend on \(q\) through the dimensionless variable \(k = q/2k_F\). They are given by [76]:

\[
\chi_0(k) = -\frac{k_F}{8\pi^2 \left( \frac{\hbar^2}{2m} \right)} \left[ 1 + \frac{1}{2k} \left[1 - k^2\right] \log \left| \frac{k + 1}{k - 1} \right| \right]
\]

VII. APPENDICES

A. Skyrme RPA

In the random phase approximation applied to Skyrme forces, the linear density-density static-response function for neutron matter is given by [58, 75]:

\[
\chi_{RPA}(q) = 2\chi_0 \left[ 1 - W_1 \chi_0 + W_2 \left( \frac{q^2}{2} \chi_0 - 2k_F^2 \chi_2 \right) \right. \\
\left. + \left[ W_2^2 k_F^4 \left( - \chi_0 \chi_4 + \chi_2^2 - \frac{q^2}{12\pi^2 k_F^2 \left( \frac{\hbar^2}{2m} \right)} \chi_0 \right) \right]^{-1} \right]
\]

(61)
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\[
\chi_2(k) = -\frac{k_F}{16\pi^2\left(\frac{\hbar^2}{2m^*}\right)^2} \left[3 + k^2 + (1 + k^2)\frac{49}{2k} [1 - k^2] \log\left|\frac{k + 1}{k - 1}\right| \right]
\]

the CSR yields:

\[
-\frac{\chi(0)}{\rho_0} \approx \frac{1}{\hbar^2} x \left( (\rho_0 + h)\overline{E}(\rho_0 + h) - 2\rho_0\overline{E}(\rho_0) + (\rho_0 - h)\overline{E}(\rho_0 - h) \right)
\]

For calculations involving a finite number of particles, the second derivative in the CSR can be taken via a finite difference approach:

\[
\frac{1}{\chi(0)} \approx \frac{1}{\hbar^2} x \left( (\rho_0 + h)\overline{E}(\rho_0 + h) - 2\rho_0\overline{E}(\rho_0) + (\rho_0 - h)\overline{E}(\rho_0 - h) \right)
\]

\[
\chi_4(k) = -\frac{k_F}{24\pi^2\left(\frac{\hbar^2}{2m^*}\right)^2} \left[5 + \frac{49}{3} k^2 + k^4 + (1 + k^2 + k^4)\frac{49}{2k} [1 - k^2] \log\left|\frac{k + 1}{k - 1}\right| \right]
\]

The effective mass for homogeneous neutron matter with the Skyrme interaction is given by:

\[
\frac{\hbar^2}{2m^*(r)} = \frac{\hbar^2}{2m} + \frac{1}{8} \left[t_1(1 - x_1) + 3t_2(1 + x_2)\right] \rho_0
\]

**B. CSR applied to Skyrme**

We can easily apply the compressibility sum rule to analytically compute the \( q = 0 \) response for a Skyrme interaction in the TL. For the homogeneous system we have:

\[
\frac{1}{\chi(0)} = -\frac{\partial^2 (\rho_0 E(\rho_0))}{\partial \rho_0^2} \bigg|_{T=0} = -\frac{d^2 \mathcal{H}(\rho_0)}{d \rho_0^2}
\]

and using the analytic expression for the EDF in the TL:

\[
\mathcal{H} = \frac{\hbar^2}{2m} \tau + (C_0^{\rho_0} + C_1^{\rho_0})\rho_0^2 + (C_0^{\rho_0,a} + C_1^{\rho_0,a})\rho_0^{2\alpha} + (C_0^{\tau} + C_1^{\tau})\rho_0^\tau
\]

\[
= \frac{\hbar^2}{2m} \frac{3}{5} (3\pi^2)^{2/3} \rho_0^{5/3} + (C_0^{\rho_0} + C_1^{\rho_0})\rho_0^2 + (C_0^{\rho_0,a} + C_1^{\rho_0,a})\rho_0^{2\alpha} + (C_0^{\tau} + C_1^{\tau}) \frac{3}{5} (3\pi^2)^{2/3} \rho_0^{8/3},
\]
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