Abstract—In this paper, we present a novel algorithm for piecewise linear regression which can learn continuous as well as discontinuous piecewise linear functions. The main idea is to repeatedly partition the data and learn a linear model in each partition. While a simple algorithm incorporating this idea does not work well, an interesting modification results in a good algorithm. The proposed algorithm is similar in spirit to k-means clustering algorithm. We show that our algorithm can also be viewed as an EM algorithm for maximum likelihood estimation of parameters under a reasonable probability model. We empirically demonstrate the effectiveness of our approach by comparing its performance with the state of art regression learning algorithms on some real world datasets.
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I. INTRODUCTION

In a regression problem, given the training dataset containing pairs of multi-dimensional feature vectors and corresponding real-valued target outputs, the task is to learn a function that captures the relationship between feature vectors and their corresponding target outputs.

Least square regression and support vector regression are well known and generic approaches for regression learning problems [1], [2], [3], [4], [5]. In the least squares approach, nonlinear regression functions can be learnt by using user-specified fixed nonlinear mapping of feature vectors from original space to some suitable high dimensional space though this could be computationally expensive. In support vector regression (SVR), kernel functions are used for nonlinear problems. Using a nonlinear kernel function, SVR implicitly transforms the examples to some high dimensional space and finds a linear regression function in the high dimensional space. SVR has a large margin flavor and has well studied performance guarantees. In general, SVR solution is not easily interpretable in the original feature space for nonlinear problems.

A different approach to learning a nonlinear regression function is to approximate the target function by a piecewise linear function. Piecewise linear approach for regression problems provides better understanding of the behavior of the regression surface in the original feature space as compared to the kernel-based approach of SVR. In piecewise linear approaches, the feature space is partitioned into disjoint regions and for every partition a linear regression function is learnt. The original problem is to simultaneously estimate the optimal partitions and linear model for each partition. This problem is hard and is computationally intractable [6].

The simplest piecewise linear function is either a convex or a concave piecewise linear function which is represented as a maximum or minimum of affine functions. A generic piecewise linear regression function can be represented as a sum of these convex/concave piecewise linear functions [7], [8], [9].

In this paper we present a novel method of learning piecewise linear regression functions. In contrast to all the existing methods, our approach is capable of learning discontinuous functions as well as the hinge hyperplanes method which is among the best algorithms for learning piecewise linear functions.

Existing approaches for piecewise linear regression learning can be broadly classified into two classes. In the first set of approaches one assumes a specific form for the function and estimates the parameters. Form of a regression function can be fixed by fixing the number of hyperplanes and fixing the way these hyperplanes are combined to approximate the regression surface. In the second set of approaches, the form of the regression function is not fixed apriori.

In fixed structure approaches we search over a parametrized family of piecewise linear regression functions and the parameters are learnt by solving an optimization problem to, typically, minimize the sum of the squared errors. Some examples of such methods are mixture of experts and hierarchical mixture of experts [10], [11], [12] models.

In the set of approaches where no fixed structure is assumed, regression tree [13], [14] is the most widely used method. A regression tree is built by binary or multivariate recursive partitioning in a greedy fashion. Regression trees split the feature space at every node in such a way that fitting a linear regression function to each child node will minimize the sum of squared errors. This splitting or partitioning is then applied to each of the child nodes. The process continues until the number of data points at a node reaches a user-specified minimum size or the error becomes smaller than some tolerance limit. In contrast to decision trees where leaf nodes are assigned class labels, leaf nodes in regression trees are associated with linear regression models. Most of the algorithms for learning regression trees are greedy in nature. At any node of the tree, once a hyperplane is learnt to split the feature space, it can not be altered by any of its child nodes. The greedy nature of the method can result in convergence to a suboptimal solution.

A more refined regression tree approach is hinging hyperplane method [7], [15] which overcomes several drawbacks of regression tree approach. A hinge function is defined as maximum or minimum of two affine functions [7]. In the hinging hyperplane approach, the regression function is approximated as a sum of these hinge functions where the
number of hinge functions are not fixed \textit{apriori}. The algorithm starts with fitting a hinge function on the training data using the hinge finding algorithm [17]. Then, residual error is calculated for every example and based on this a new hinge function may be added to the model (unless we reach the maximum allowed number of hinges). Every time a new hinge function is added, its parameters are found by fitting the residual error. This algorithm overcomes the greedy nature of regression tree approach by providing a mechanism for re-estimation of parameters of each of the earlier hinge function whenever a new hinge is added. Overall, hinge hyperplanes algorithm tries to learn an optimal regression tree, given the training data.

A different greedy approach for piecewise linear regression learning is bounded error approach [16], [17], [18]. In bounded error approaches, for a given bound (\(\epsilon > 0\)) on the tolerable error, the goal is to learn a piecewise linear regression function such that for every point in the training set, the absolute difference between the target value and the predicted value is less than \(\epsilon\). This property is called bounded error property. Greedy heuristic algorithms [17], [18] have been proposed to find such a piecewise linear function. These algorithms start with finding a linear regression function which should satisfy the bounded error property for as many points in the training set as possible. This problem is known as maximum feasible sub-system problem (MAX-FS) and is shown to be NP-hard [16]. MAX-FS problem is repeated on the remaining points until all points are exhausted. So far, there are no theoretical results to support the quality of the solution of these heuristic approaches.

Most of the existing approaches for learning regression functions find a continuous approximation for the regression surface even if the actual surface is discontinuous. In this paper, we present a piecewise linear regression algorithm which is able to learn both continuous as well as discontinuous functions.

We start with a simple algorithm that is similar, in spirit, to the \(k\)-means clustering algorithm. The idea is to repeatedly keep partitioning the training data and learning a hyperplane for each partition. In each such iteration, after learning the hyperplanes, we re-partition the feature vectors so that all feature vectors in a partition have least prediction error with the hyperplane of that partition. We call it \(K\)-plane regression algorithm. Though we are not aware of any literature where such a method is explicitly proposed and investigated for learning regression functions, similar ideas have been proposed in related contexts. For example, a similar problem is addressed in the system identification literature [16]. A probabilistic version of such an idea was discussed under the title \textit{mixtures of multiple linear regression} [11, Chapter 14].

This \(K\)-plane regression algorithm is attractive because it is conceptually very simple. However, it suffers from some serious drawbacks in terms of convergence to non-optimal solutions, sensitivity to additive noise and lack of model function. We discuss these issues and based on this insight propose new and modified \(K\)-plane regression algorithm. In the modified algorithm also we keep repeatedly partition the data and learning a linear model for each partition. However, we try to separately and simultaneously learn the centers of the partitions and the corresponding linear models. Through empirical studies we show that this algorithm is very effective for learning piecewise linear regression surfaces and it compares favorably with other state-of-art regression function learning methods.

The rest of the paper is organized as follows. In Section III we discuss \(K\)-plane regression algorithm, its drawbacks and possible reasons behind them. We then propose modified \(K\)-plane regression algorithm in Section III. We also show that modified \(K\)-plane regression algorithm monotonically decreases the error function after every iteration. In Section IV we show the equivalence of our algorithm with an EM algorithm in limiting case. Experimental results are given in Section V. We conclude the paper in Section VI.

II. \(K\)-PLANE REGRESSION

We begin by defining a \(K\)-piecewise affine function. We use the notation that a hyperplane in \(\mathbb{R}^d\) is parametrized by \(\hat{w} = [w^T, b]^T \in \mathbb{R}^{d+1}\) where \(w \in \mathbb{R}^d\) and \(b \in \mathbb{R}\).

\textbf{Definition 1:} A function \(f : \mathbb{R}^d \rightarrow \mathbb{R}\), is called \(K\)-piecewise affine if there exists a set of \(K\) hyperplanes with parameters \((w_1, b_1), \ldots, (w_K, b_K) \in \mathbb{R}^{d+1}\) \((w_i, b_i) \neq (w_j, b_j), i \neq j\), and sets \(S_1, \ldots, S_K \subset \mathbb{R}^d\) (which form a partition of \(\mathbb{R}^d\)), such that, \(f(x) = w_k^T x + b_k, \forall x \in S_k\).

From the definition above, it is clear that \((w_k^T x + b_k - f(x))^2 \geq 0, \forall x \in S_k, \forall j \neq k\). Also, note that a \(K\)-piecewise affine function may be discontinuous.

\(K\)-Plane Regression

Let \(S = \{(x_1, y_1), \ldots, (x_N, y_N)\}\) be the training dataset, where \((x_n, y_n) \in \mathbb{R}^d \times \mathbb{R}\). Let \(\hat{x}_n = [x_n^T, 1]^T, n = 1 \ldots N\). \(K\)-plane regression approach tries to find a pre-fixed number of hyperplanes such that each point in the training set is close to one of the hyperplanes. Let \(K\) be the number of hyperplanes. Let \(\hat{w}_k, k = 1 \ldots K\), be the parameters of the hyperplanes. \(K\)-plane regression minimizes the following error function.

\[
E(\Theta) = \sum_{n=1}^{N} \min_{k \in \{1 \ldots K\}} (\hat{w}_k^T \hat{x}_n - y_n)^2
\]

where \(\Theta = \{\hat{w}_1, \ldots, \hat{w}_K\}\). Given the parameters of \(K\) hyperplanes, \(\hat{w}_1 \ldots \hat{w}_K\), define sets \(S_k, k = 1 \ldots K\), as \(S_k := \{x_n \mid k = \text{argmin}_{j \in \{1 \ldots K\}} (\hat{w}_j^T \hat{x}_n - y_n)^2\}\) where we break ties by putting \(x_n\) in the set \(S_k\) with least \(k\). The sets \(S_k\) are disjoint. We can now write \(E(\Theta)\) as

\[
E(\Theta) = \sum_{k=1}^{K} \sum_{x_n \in S_k} (\hat{w}_k^T \hat{x}_n - y_n)^2
\]

If we fix all \(S_k\), then \(\hat{w}_k\) can be found by minimizing (over \(\hat{w}\)) \(\sum_{x_n \in S_k} (\hat{w}^T \hat{x}_n - y_n)^2\). However, in \(E(\Theta)\) defined in equation (1), the sets \(S_k\) themselves are function of the parameter set \(\Theta = \{\hat{w}_1, \ldots, \hat{w}_K\}\).

To find \(\Theta\) which minimize \(E(\Theta)\) in (1), we can have an EM-like algorithm as follows. Let, after \(c\)th iteration, the parameter set be \(\Theta^c\). Keeping \(\Theta^c\) fixed, we first find sets \(S_k^c = \{x_n \mid k = \text{argmin}_{j \in \{1 \ldots K\}} (\hat{x}_n^j \hat{w}_j - y_n)^2\}, k = 1 \ldots K\). Now we keep
Algorithm 1: K-plane regression

Input: \{ (x_1, y_1), \ldots, (x_N, y_N) \}
Output: \{ \tilde{w}_1 \ldots \tilde{w}_K \}
begin
Step 1: Initialize \tilde{w}_0^k, k = 1 \ldots K, Initialize \ c = 0.
Step 2: Find sets \ S^c_k, k = 1 \ldots K
\quad S^c_k = \{ x_n \ | \ k = \text{argmin}_{j \in \{1 \ldots K\}} (\tilde{w}_j^T \tilde{x}_n - y_n)^2 \}
Step 3: Find \tilde{w}^{c+1}_k, k = 1 \ldots K, as follows
\quad \tilde{w}^{c+1}_k = \left[ \sum_{x_n \in S^c_k} \tilde{x}_n \tilde{x}_n^T \right]^{-1} \left[ \sum_{x_n \in S^c_k} y_n \tilde{x}_n \right]
Step 4: Find sets \ S^{c+1}_k, k = 1 \ldots K
\quad S^{c+1}_k = \{ x_n \ | \ k = \text{argmin}_{j \in \{1 \ldots K\}} (\tilde{w}_j^{c+1} \tilde{x}_n - y_n)^2 \}
Step 5: Termination Criteria
\quad if \ S^{c+1}_k = S^c_k, k = 1 \ldots K then
\quad \quad stop
\quad else
\quad \quad c = c + 1
\quad \quad go to Step 3
end
end

these sets \ S^c_k, k = 1 \ldots K, fixed. Thus the error function becomes

\[ E^c(\Theta) = \sum_{k=1}^K \sum_{x_n \in S_k^c} (\tilde{w}_k^T \tilde{x}_n - y_n)^2 = \sum_{k=1}^K E^c_k(\tilde{w}_k) \]

where superscript \( c \) denotes the iteration and hence emphasizes the fact that the error function is evaluated by fixing the sets \( S_k^c, k = 1 \ldots K, \) and

\[ E^c_k(\tilde{w}_k) = \sum_{x_n \in S_k^c} (\tilde{w}_k^T \tilde{x}_n - y_n)^2. \]  \hspace{1cm} (2)

Thus, minimizing \( E^c(\Theta) \) with respect to \( \Theta \) boils down to minimizing each of \( E^c_k(\tilde{w}_k) \) with respect to \( \tilde{w}_k \). For every \( k \in \{1, \ldots, K\} \), a new weight vector \( \tilde{w}^{c+1}_k \) is found using standard linear least square solution as follows.

\[ \tilde{w}^{c+1}_k = \text{argmin}_{\tilde{w}_k} \sum_{x_n \in S_k^c} (\tilde{w}_k^T \tilde{x}_n - y_n)^2 = \left[ \sum_{x_n \in S_k^c} \tilde{x}_n \tilde{x}_n^T \right]^{-1} \left[ \sum_{x_n \in S_k^c} y_n \tilde{x}_n \right] \]  \hspace{1cm} (3)

Now we fix \( \Theta^{c+1} \) and find new sets \( S^{c+1}_k, k = 1 \ldots K, \) and so on. We can now summarize K-plane regression algorithm. We first find sets \( S^c_k, k = 1 \ldots K, \) for iteration \( c \) (using \( \tilde{w}_k, k = 1 \ldots K, \)). Then for each \( k = 1 \ldots K, \) we find \( \tilde{w}^{c+1}_k \) (as in equation \( 3) \) by minimizing \( E^c_k(\tilde{w}_k) \) which is defined in equation \( 2) \). We keep on repeating these two steps until there is no significant decrement in the error function \( E(\Theta), E(\Theta) \) does not change when the weight vectors do not change or sets \( S_k, k = 1 \ldots K, \) do not change. The complete K-plane regression approach is described more formally in Algorithm 1.

A. Issues with K-Plane Regression

In spite of its simplicity and easy updates, K-plane regression algorithm has some serious drawbacks in terms of convergence and model issues.

1. Convergence to Non-optimal Solutions: It is observed that the algorithm has serious problem of convergence to non-optimal solution. Even when the data is generated from a piecewise linear function, the algorithm often fails to learn the structure of the target function.

Figure 1(a) shows points sampled from a concave (triangle shaped) 2-piecewise affine function on the real line. At the horizontal axis, circles represent set \( S_1 \) and squares represent set \( S_2, \) where \( S_1 \) and \( S_2 \) constitute the correct partitioning of the training set in this problem. We see that convex hulls of sets \( S_1 \) and \( S_2 \) are disjoint. This 2-piecewise affine function can be written (as per defn. 1) by choosing \( \tilde{S}_1, \tilde{S}_2 \) to be the convex hulls of \( S_1 \) and \( S_2. \)

Figure 1(b) shows the 2-piecewise linear function learnt using K-plane regression approach for a particular initialization. \( S_1^l \) (represented as circles) and \( S_2^l \) (represented as squares) are sets corresponding to the two lines in the learnt function. Here, K-plane regression algorithm completely misses the shape of the target function. We also see that convex hulls of sets \( S_1^l \) and \( S_2^l \) intersect with each other.

2. Sensitivity to Noise: It has been observed in practice that the simple K-plane regression algorithm is very sensitive to the additive noise in the target values in training set. Under noisy examples, the algorithm performs badly. We illustrate it later in Section [V].

3. Lack of Model Function: The output of the K-plane regression algorithm is a set of K hyperplanes. But this algorithm does not provide a way to use these hyperplanes
to predict the value for a given test point. In other words, K-plane regression algorithm does not have any model function for prediction. We expand this issue in the next section.

III. MODIFIED K-PLANE REGRESSION

As we have mentioned, given the training data, \{\{x_1, y_1\}, \ldots, \{x_N, y_N\}\}, the K-plane regression algorithm outputs K hyperplanes, \(\hat{w}_k\), \(k = 1 \ldots K\). To convert this into a proper K-piecewise linear model in \(\mathbb{R}^d\), we also need to have a K-partition of \(\mathbb{R}^d\) such that in the \(k^{th}\) partition, the appropriate model to use would be \(\hat{w}_k\). We could attempt to get such a partition of \(\mathbb{R}^d\) by considering the convex hulls of \(S_k\), \(k = 1 \ldots K\) (where \(S_k = \{x_n \mid k = \text{argmin}_j(y_n - \hat{x}_n^T \hat{w}_j)^2\}\)). However, as we saw, under the K-plane regression, the convex hulls of such \(S_k\) need not be disjoint. Hence another method to get the required partition is as follows. Let \(\mu_k\) be the mean or centroid of \(S_k\). Then, for any point, \(x \in \mathbb{R}^d\), our prediction could be \(\hat{y} = x^T \hat{w}_j\), where \(j\) is such that \(||x - \mu_j|| \leq ||x - \mu_k||\), \(\forall k \neq j\) (break ties arbitrarily). This would define a proper model function with the hyperplanes obtained through K-plane regression. However, this may not give good performance. Often, the convex hulls of sets, \(S_k\), \(k = 1 \ldots K\) (learnt using K-plane regression), have non-null intersection because each of these sets may contain points from different disjoint regions of \(\mathbb{R}^d\) (for example, see Figure 1). In such cases, if we re-partition the training data using distances to different \(\mu_j\), we may get sets much different from \(S_k\) and hence our final prediction on even training data may have large error. The main reason for this problem with K-plane regression is that the algorithm is not really bothered about the geometry of the sets \(S_k\); it only focuses on \(\hat{w}_k\), to be a good fit for points in set \(S_k\). Moreover, in situations where some affine function works for two or more disjoint clusters, k-plane regression will consider them as a single cluster as the objective function of k-plane regression does not enforce that points in the same cluster should be close to each other. As a result, the clusters learnt using K-plane regression approach will have overlapping convex hulls and some times even their means may be very close to each other. This may create problems during prediction. If we use the hyperplane whose corresponding cluster mean is closest to a point, then we may not pick up the correct hyperplane. This identification problem of K-plane regression approach results in poor performance.

Motivated by this, we modify K-plane regression as follows. We want to simultaneously estimate \(\hat{w}_k, k = 1 \ldots K\) and \(\mu_k, k = 1 \ldots K\), such that if, \(\hat{w}_k\) is a good fit for \(k^{th}\) partition, all the points in \(k^{th}\) partition should be closer to \(\mu_k\) than any other \(\mu_j\). Intuitively, we can think of \(\mu_k\) as center of the (cluster or) set of points \(S_k\). However, as we saw from our earlier example, if we simply make \(\mu_k\) as center of the final \(S_k\) learnt, all the earlier problem still remain. Hence, in the modified K-plane regression, we try to independently learn both \(\hat{w}_k\) and \(\mu_k\) from the data. To do that, we add an extra term to the objective function of K-plane regression approach which tries to ensure that all the points of same cluster are close together.

As earlier, let the number of hyperplanes be \(K\). Here, in the modified K-plane regression, we have to learn 2\(K\) parameter vectors. Corresponding to \(k^{th}\) partition, we have two parameter vectors, \(\hat{w}_k \in \mathbb{R}^{d+1}\) and \(\mu_k \in \mathbb{R}^d\). \(\hat{w}_k\) represents parameter vector of the hyperplane associated with the \(k^{th}\) partition and \(\mu_k\) represents center of the \(k^{th}\) partition. Note that we want to simultaneously learn both \(\hat{w}_k\) and \(\mu_k\) for every partition.

The error function minimized by modified K-plane regression algorithm is

\[
E(\Theta) = \sum_{n=1}^{N} \min_{k \in \{1, \ldots, K\}} \left[ (\hat{w}_k^T \hat{x}_n - y_n)^2 + \gamma ||x_n - \mu_k||^2 \right] 
\]

where \(\Theta = \{ (\hat{w}_1, \mu_1), \ldots, (\hat{w}_K, \mu_K) \}\) and \(\gamma\) is a user defined parameter which decides relative weight of the two terms.

Given \(\Theta\), we define sets \(S_k, k = 1 \ldots K\), as

\[
S_k := \{ x_n \mid k = \text{argmin}_j ([\hat{w}_k^T \hat{x}_n - y_n]^2 + \gamma ||x_n - \mu_j||^2) \}
\]

where we break ties by putting \(x_n\) in the set \(S_k\) with least \(k\). The sets \(S_k\) are disjoint. We can now write \(E(\Theta)\) as

\[
E(\Theta) = \sum_{k=1}^{K} \sum_{x_n \in S_k} (\hat{w}_k^T \hat{x}_n - y_n)^2 + \gamma ||x_n - \mu_k||^2 \]

As can be seen from the above, now, for a data point, \(x_n\) to be put in \(S_k\), we not only need \(\hat{w}_k^T \hat{x}_n\) to be close to \(y_n\) as earlier, but also need \(x_n\) to be close to \(\mu_k\), the ‘current center’ of \(S_k\). The motivation is that, under such a partitioning strategy, each \(S_k\) would contain only points that are close to each other. As we shall see later through simulations, this modification ensures that the algorithm performs well. As an example of where this modification is important, consider learning a piecewise linear model which is given by same affine function in two (or more) disjoint regions in the feature space. For any splitting of all examples from these two regions into two parts, there will be a good linear model that fits each of the two parts. Hence, in the K-plane regression method, the \(E(\Theta)\) function (cf.eq.(11)) would be same for any splitting of the examples from these two regions which means we would not learn a good model. However, the modified K-plane regression approach will not treat all such splits as same because of the term involving \(\mu_k\). This helps us learn a proper piecewise linear regression function. We illustrate this in Section V.

Now consider finding \(\Theta\) to minimize \(E(\Theta)\) given by equation (5). If we fix all \(S_k\), then \(\hat{w}_k\) and \(\mu_k\) can be found by minimizing (over \(\hat{w}, \mu\)) \(\sum_{x_n \in S_k} (\hat{w}_k^T \hat{x}_n - y_n)^2 + \gamma ||x_n - \mu||^2\). However, in \(E(\Theta)\) defined in equation (5), the sets \(S_k\) themselves are functions of the parameter set \(\Theta = \{ (\hat{w}_1, \mu_1), \ldots, (\hat{w}_K, \mu_K) \}\).

To find \(\Theta\) which minimize \(E(\Theta)\) in (5), we can, once again, have an EM-like algorithm as follows. As earlier, let the parameter set after \(c^{th}\) iteration be \(\Theta^c\). Keeping \(\Theta^c\) fixed, we find the sets \(S_k\), \(k = 1 \ldots K\), as follows

\[
S_k^c = \{ x_n \mid k = \text{argmin}_j ([x_n^T \hat{w}_j - y_n]^2 + \gamma ||x_n - \mu_j||^2) \}
\]
Now we keep these sets $S^c_k$ fixed. Thus the error function becomes
\[
E^c(\Theta) = \sum_{k=1}^{K} \sum_{x_n \in S^c_k} [(\tilde{w}^T_k \tilde{x}_n - y_n)^2 + \gamma \|x_n - \mu_k\|^2]
\]
where superscript $c$ denotes the iteration and emphasizes the fact that the error function is evaluated by fixing the sets $S^c_k$, $k = 1 \ldots K$. Thus minimizing $E^c(\Theta)$ with respect to $\Theta$ boils down to minimizing each of $E^c_k(\tilde{w}_k, \mu_k)$ with respect to $(\tilde{w}_k, \mu_k)$. Each $E^c_k(\tilde{w}_k, \mu_k)$ is composed of two terms. The first term depends only on $\tilde{w}_k$ and it is the usual sum of squares of errors. The second term depends only on $\mu_k$ and it is the usual cost function of $K$-means clustering. Thus, the update equations for finding $\tilde{w}^{c+1}_k$ and $\mu^{c+1}_k$, $k = 1 \ldots K$, are
\[
\tilde{w}^{c+1}_k = \arg\min_{\tilde{w}_k} \sum_{j=1}^{K} E^c_j(\tilde{w}_j, \mu_j)
\]
\[
\mu^{c+1}_k = \arg\min_{\mu_k} \sum_{j=1}^{K} E^c_j(\tilde{w}_j, \mu_j)
\]

Monotone Error Decrement Property

Now we will show that modified $K$-plane regression algorithm monotonically decreases the error function defined by equation (4).

**Theorem 1:** Algorithm 2 monotonically decreases the cost function given by equation (4) after every iteration.

1 Note that this does not necessarily mean that we find the global minimum of the error function. More importantly, we can not claim that minimizing the error as defined would lead to learning of a good piece-wise linear model. We note here that the simple $K$-plane regression algorithm also results in monotone decrease in the error as defined for that algorithm even though it may not learn good models. However, the fact that the algorithm continuously decreases the error at each iteration, is an important property for a learning algorithm.

**Algorithm 2: Modified $K$-plane regression**

**Input:** $\{(x_1, y_1) \ldots (x_N, Y_N)\}$
**Output:** $\{(\hat{w}_1, \mu_1) \ldots (\hat{w}_K, \mu_K)\}$

**begin**

**Step 1:** Initialize $(\hat{w}^0_k, \mu^0_k)$, $k = 1 \ldots K$, $c = 0$.

**Step 2:** Find $\hat{w}^c_k, \mu^c_k, k = 1 \ldots K$, as follows

$\hat{w}^c_k = \{x_n | k = \arg\min_j [(\tilde{x}^T_n \tilde{w}^c_j - y_n)^2 + \gamma \|x_n - \mu^c_j\|^2] \}$

**Step 3:** Find $\mu^{c+1}_k, \mu^{c+1}_k, k = 1 \ldots K$, as follows

$\hat{w}^{c+1}_k = \left[ \sum_{x_n \in S^c_k} \tilde{x}_n \tilde{x}^T_n \right]^{-1} \left[ \sum_{x_n \in S^c_k} y_n \tilde{x}_n \right]$

$\mu^{c+1}_k = \frac{1}{|S^c_k|} \sum_{x_n \in S^c_k} x_n$

**Step 4:** Find $S^{c+1}_k, k = 1 \ldots K$, as follows

$S^{c+1}_k = \{x_n | k = \arg\min_j [(\tilde{x}^T_n \tilde{w}^{c+1}_j - y_n)^2 + \gamma \|x_n - \mu^{c+1}_j\|^2] \}$

**Step 5:** Termination Criteria

if $S^{c+1}_k = S^c_k, \forall k$ then stop

else $c = c + 1$ go to Step 3

**end**

**Proof:** We have

$E^c(\Theta^c) = \sum_{k=1}^{K} \sum_{x_n \in S^c_k} [(\tilde{x}^T_n \tilde{w}^c_k - y_n)^2 + \gamma \|x_n - \mu^c_k\|^2]$

Given the sets $S^c_k$, $k = 1 \ldots K$, parameters $(\hat{w}^{c+1}_k, \mu^{c+1}_k)$, $k = 1 \ldots K$, are found using equations (7) and (8), in the following way.

$\hat{w}^{c+1}_k = \arg\min_{\tilde{w}_k} \sum_{x_n \in S^c_k} (\tilde{x}^T_n \tilde{w}_k - y_n)^2$

$\mu^{c+1}_k = \arg\min_{\mu_k} \sum_{x_n \in S^c_k} \|x_n - \mu_k\|^2$

Thus, we have

$\sum_{x_n \in S^c_k} (\tilde{x}^T_n \tilde{w}^c_k - y_n)^2 \geq \sum_{x_n \in S^c_k} (\tilde{x}^T_n \tilde{w}^{c+1}_k - y_n)^2, k = 1 \ldots K$

$\sum_{x_n \in S^c_k} \|x_n - \mu^c_k\|^2 \geq \sum_{x_n \in S^c_k} \|x_n - \mu^{c+1}_k\|^2, k = 1 \ldots K$

This will further give us

$\sum_{k=1}^{K} \sum_{x_n \in S^c_k} (\tilde{x}^T_n \tilde{w}^c_k - y_n)^2 + \gamma \|x_n - \mu^c_k\|^2 \geq \sum_{k=1}^{K} \sum_{x_n \in S^c_k} (\tilde{x}^T_n \tilde{w}^{c+1}_k - y_n)^2 + \gamma \|x_n - \mu^{c+1}_k\|^2$

$\Rightarrow E^c(\Theta^c) \geq E^c(\Theta^{c+1})$

(9)

Given $\Theta^{c+1}$, sets $S^{c+1}_k, k = 1 \ldots K$, are found as follows

$S^{c+1}_k = \{x_n | k = \arg\min_j [(\tilde{x}^T_n \tilde{w}^{c+1}_j - y_n)^2 + \gamma \|x_n - \mu^{c+1}_j\|^2] \}$
Using $S_{k}^{c+1}$, $k = 1 \ldots K$, we can find $E^{c+1}(\Theta^{c+1})$, which is
\[ E^{c+1}(\Theta^{c+1}) = \sum_{k=1}^{K} \sum_{x_n \in S_{k}^{c+1}} (\hat{x}_{n}^{T} \hat{w}_{k}^{c+1} - \hat{y}_{n})^2 + \gamma \|x_n - \mu_{k}^{c+1}\|^2 \]
\[ = \sum_{j,k=1}^{K} \sum_{x_n \in S_{j}^{*} \cap S_{k}^{c+1}} (\hat{x}_{n}^{T} \hat{w}_{j}^{c+1} - \hat{y}_{n})^2 + \gamma \|x_n - \mu_{j}^{c+1}\|^2 \]
By the definition of sets $S_{k}^{c+1}$, $\forall x_n \in S_{k}^{c+1}$, we have,
\[ (\hat{x}_{n}^{T} \hat{w}_{k}^{c+1} - \hat{y}_{n})^2 + \gamma \|x_n - \mu_{k}^{c+1}\|^2 \leq (\hat{x}_{n}^{T} \hat{w}_{j}^{c+1} - \hat{y}_{n})^2 + \gamma \|x_n - \mu_{j}^{c+1}\|^2, \forall j \neq k \]
which is also true for any $x_n \in S_{k}^{c+1} \cap S_{j}^{*}$. Thus
\[ E^{c+1}(\Theta^{c+1}) \leq \sum_{j,k=1}^{K} \sum_{x_n \in S_{j}^{*} \cap S_{k}^{c+1}} (\hat{x}_{n}^{T} \hat{w}_{j}^{c+1} - \hat{y}_{n})^2 + \gamma \|x_n - \mu_{j}^{c+1}\|^2 \]
\[ = \sum_{j=1}^{K} \sum_{x_n \in S_{j}^{*}} (\hat{x}_{n}^{T} \hat{w}_{j}^{c+1} - \hat{y}_{n})^2 + \gamma \|x_n - \mu_{j}^{c+1}\|^2 \]
\[ = E^{c}(\Theta^{c+1}) \] (10)
Combining (9) and (10), we get $E^{c}(\Theta^{c}) \geq E^{c}(\Theta^{c+1}) \geq E^{c+1}(\Theta^{c+1})$. Which means after one complete iteration modified $K$-plane regression Algorithm decreases the error function.

IV. EM VIEW OF MODIFIED $K$-PLANE REGRESSION ALGORITHM

Here, we show that modified $K$-plane regression algorithm presented in Section III can be viewed as a limiting case of an EM algorithm. In the general $K$-plane regression idea, the difficulty is due to the following credit assignment problem. When we decompose the problem into $K$ sub-problems, we do not know which $x_n$ should be considered in which sub-problem. We can view this as the missing information in the EM formulation.

Recall that $S = \{(x_1, y_1), \ldots, (x_N, y_N)\}$ is the training data set. In the EM framework, $S = \{(x_1, y_1), \ldots, (x_N, y_N)\}$ can be thought of as incomplete data. The missing data would be $z_n = [z_{n1} \ldots z_{nk}]^{T}$, where $z_{nk} \in \{0, 1\}$, $\forall n, k$, such that, $\sum_{k=1}^{K} z_{nk} = 1$, $\forall n$. Then $z_n$ are defined as,
\[ z_{nk} = \begin{cases} 1, & \text{if } k = \arg \min_j \left[(\hat{w}_{j}^{T} \hat{x}_n - y_n)^2 + \gamma \|x_n - \mu_{j}\|^2\right] \\ 0, & \text{otherwise} \end{cases} \]
This gives us the following probability model
\[
\begin{cases}
    P(x_n, y_n | z_{nk} = 1, \Theta) = p(x_n, y_n | \hat{w}_k, \mu_k) \\
    P(x_n, y_n | z_{nk}, \Theta) = \sum_{k=1}^{K} \alpha_k p(x_n | \mu_k) p(y_n | x_n, \hat{w}_k) \end{cases}
\]
In our formulation, $\mu_k$ represents the center of the set of all $x$ for which the $k^{th}$ linear model is appropriate. Hence we take $p(x | \mu_k) = N(\mu_k, \frac{1}{\gamma} I)$, a multivariate Gaussian in which the covariance matrix is given by $\frac{1}{\gamma} I$, where $\frac{1}{\gamma}(\gamma > 0)$ is a variance parameter, and $I$ is the identity matrix. This covariance matrix is common for all $K$ components. We assume that the target values given in the training set may be corrupted with zero mean Gaussian noise. Thus, for $k^{th}$ component, the target value is assigned using $\hat{w}_k$ as $y = \hat{w}_k^{T} \hat{x} + \epsilon$, where $\epsilon$ is Gaussian noise with mean 0 and variance $\gamma$. Variance $\gamma$ is kept same for all $K$ components. Thus, $p(y | x, \hat{w}_k) = N(\hat{w}_k^{T} \hat{x}_n, \epsilon)$, a Gaussian with mean $\hat{w}_k^{T} \hat{x}_n$ and variance $\epsilon$. Thus,
\[
p(x_n, y_n | \hat{w}_k, \mu_k) = N(\mu_k, \frac{1}{\gamma} I) N(\hat{w}_k^{T} \hat{x}_n, \epsilon) \]
\[
= \frac{\frac{1}{\gamma}}{(2\pi)^{\frac{n}{2}}} \exp \left(-\frac{1}{2\gamma} \|x_n - \mu_k\|^2\right) \times \frac{1}{(2\pi)^{\frac{n}{2}}} \exp \left(-\frac{1}{2\gamma} (\hat{w}_k^{T} \hat{x}_n - y_n)^2\right) \]
\[
= \frac{1}{L} \exp \left(-\frac{1}{2\gamma} \min_k (y_n - \hat{w}_k^{T} \hat{x}_n)^2 + \gamma \|x_n - \mu_k\|^2\right) \] (11)
Negative of the log-likelihood under the model given in equation (11) is same as the error function minimized in the modified $K$-plane regression algorithm. Hence, we can now compute the EM iteration for maximizing log-likelihood computed from (11).

However, the incomplete data log-likelihood under our probability model (11) becomes non-differentiable due to the hard minimum function. To get around this, we change the probability model for incomplete data into a mixture model with mixing coefficients as part of $\Theta$:
\[
p(x_n, y_n | \Theta) = \sum_{k=1}^{K} \frac{\alpha_k}{L} \exp \left(-\frac{(y_n - \hat{w}_k^{T} \hat{x}_n)^2 + \gamma \|x_n - \mu_k\|^2}{2\gamma}\right) \]
(12)
where $\alpha_k = P(z_{nk} = 1), \forall n; \alpha_k \geq 0, \sum_{k=1}^{K} \alpha_k = 1$, and $\Theta = \{\alpha_1, \hat{w}_1, \mu_1\}, \ldots, \{\alpha_K, \hat{w}_K, \mu_K\}$. Note that here,
\[
p(y_n | x_n, \Theta) \propto \sum_{k=1}^{K} \alpha_k \exp \left(-\frac{1}{2\gamma} \|x_n - \mu_k\|^2\right) \times \exp \left(-\frac{1}{2\gamma} (y_n - \hat{w}_k^{T} \hat{x}_n)^2\right) \]
which is same as the model described in (19) for a mixture of experts network. The incomplete data log-likelihood given by (12) will now be smooth and we can use EM algorithm to maximize the likelihood. However, the model given in (12) is somewhat different from the one in equation (11) which was used in Section III.

We, now derive the iterative scheme under EM framework using the model specified by equation (11) and (12) and show that in the limit $\epsilon \rightarrow 0$, the iterative scheme becomes the
modified $K$-plane regression algorithm that we presented in Section III.

A. EM Algorithm

We now describe EM algorithm with $S = \{(x_1, y_1), \ldots, (x_N, y_N)\}$ as incomplete data and $\tilde{S} = \{(x_1, y_1, z_1), \ldots, (x_N, y_N, z_N)\}$ as complete data and under the model specified by (11) and (12). The complete data log-likelihood is

$$l_{\text{complete}}(\Theta; \tilde{S}) = \ln \left[ \prod_{n=1}^{N} \prod_{k=1}^{K} [P(z_{nk})P(x_n, y_n|z_{nk}, \Theta)] \right].$$

We now describe EM algorithm with $S = \{(x_1, y_1), \ldots, (x_N, y_N)\}$ as incomplete data and $\tilde{S} = \{(x_1, y_1, z_1), \ldots, (x_N, y_N, z_N)\}$ as complete data and under the model specified by (11) and (12). The complete data log-likelihood is

$$l_{\text{complete}}(\Theta; \tilde{S}) = \ln \left[ \prod_{n=1}^{N} \prod_{k=1}^{K} [P(z_{nk})P(x_n, y_n|z_{nk}, \Theta)] \right].$$

We now describe EM algorithm with $S = \{(x_1, y_1), \ldots, (x_N, y_N)\}$ as incomplete data and $\tilde{S} = \{(x_1, y_1, z_1), \ldots, (x_N, y_N, z_N)\}$ as complete data and under the model specified by (11) and (12). The complete data log-likelihood is

$$l_{\text{complete}}(\Theta; \tilde{S}) = \ln \left[ \prod_{n=1}^{N} \prod_{k=1}^{K} [P(z_{nk})P(x_n, y_n|z_{nk}, \Theta)] \right].$$

\section{V. Experiments}

In this section we present empirical results to show the effectiveness of modified $K$-plane regression approach. We demonstrate how the learnt functions differ among various regression approaches using two synthetic problems. We test the performance of our algorithm on several real datasets also. We compare our approach with the state-of-art regression algorithm which is the best state-of-art regression tree algorithm and with support vector regression (SVR) which is among the best generic regression approaches today.

\subsection{Dataset Description}

The two synthetic datasets are generated as follows:

1) \textbf{Problem 1:} In this problem, points are uniformly sampled from the interval $[0, 5]$. Then, for every point $x$ the target values $y$ are assigned as $y = f(x) + \epsilon$, where

$$f(x) = \begin{cases} x, & \text{if } 0 \leq x < 1 \\ 2 - x, & \text{if } 1 \leq x < 2 \\ \frac{1}{2}(7 - 2x), & \text{if } 2 \leq x < 3.5 \\ \frac{1}{2}(2x - 7), & \text{if } 3.5 \leq x \leq 5 \end{cases}$$

and $\epsilon$ is a Gaussian random variable with zero mean and variance 0.01. 500 points are generated for training and 500 points are generated for testing.

2) \textbf{Problem 2:} Points are uniformly sampled from the interval $[0, 3]$. Then, for every point $x$ the target values $y$ are assigned as $y = f(x)$, where

$$f(x) = \begin{cases} x, & \text{if } 0 \leq x < 1 \\ 1, & \text{if } 1 \leq x < 2 \\ x, & \text{if } 2 \leq x \leq 3 \end{cases}$$

We also generate $y'$ as $y' = f(x) + \epsilon$, where $\epsilon$ is a Gaussian random variable with zero mean and variance 0.01. 300 points are generated for training and 300 points are generated for testing.

Note that both the above functions are discontinuous.

We also present the experimental comparisons on 4 ‘real’ datasets downloaded from UCI ML repository \cite{20} which are described in Table I. In our simulations, we scale all feature values to the range of $[-1, 1]$.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Data set & Dimension & \# Points \\
\hline
Boston Housing & 13 & 506 \\
Abalone & 8 & 4177 \\
Auto-mpg & 7 & 392 \\
Computer activity & 12 & 8192 \\
\hline
\end{tabular}
\caption{Details of real world datasets used from UCI ML repository.}
\end{table}
Experimental Setup

We implemented $K$-plane regression and modified $K$-plane regression algorithms in MATLAB. We have also implemented hinging hyperplane method in MATLAB. For support vector regression, we used Libsvm code. All the simulations are done on a PC (Core2duo, 2.3GHz, 2GB RAM).

Modified $K$-plane regression has one user defined parameter which is $\gamma$. We search for the best value of $\gamma$ using 10-fold cross validation and use that value in our simulations. Both $K$-plane regression and modified $K$-plane regression approaches require $K$ (number of hyperplanes) to be fixed apriori. In our experiments, we change the value of $K$ from 2 to 5. Similarly, in hinging hyperplane method, maximum number of hinge functions should be specified. In our simulations, this number is varied from 1 to 5. Support vector regression has three user defined parameters: penalty parameter $C$, width parameter $\sigma$ for Gaussian kernel and tolerance parameter $\epsilon$. Best values for these parameters are found using 10-fold cross-validation and the results reported are with these parameters.

Simulation Results: Synthetic Problems

**Problem 1:** Figure 2 shows functions learnt using different approaches on problem 1 and Table II shows MSE achieved with different approaches on a test set. Hinge hyperplane approach and support vector regression (SVR) methods give continuous approximations to the function $f$ (see Figs. 2(c) and 2(d)). While SVR gets the shape of the function well, the function learnt using SVR is not piecewise linear. Figure 2(e) shows 4-piecewise affine function learnt using $K$-plane regression method. We see that the $K$-plane regression approach completely misses the shape of the function which results in a very high MSE. In contrast, as can be seen from figure 2(f), modified $K$-plane regression approach learns the discontinuous function $f$ exactly (even though the function values given in training set are noisy).

Recall that in modified $K$-plane regression, we essentially partition the data and learn a hyperplane as well as a ‘center’ or ‘mean’ (which was called $\mu_k$ in the algorithm) for each partition. The target function in this example has four linear pieces. If we got the exact partitioning of the input space then the ideal centers would be (0.5,1.5,2.75,4.25). The means learnt using modified $K$-plane regression approach are (0.495,1.495,2.745,4.25). This example demonstrates that our modified $K$-plane regression algorithm is robust to additive noise, and that it can learn discontinuous functions also well. This example also shows that the simple-minded $K$-plane regression performs poorly when there is noise in the training set.

**Problem 2:** In this problem the target function is a 3-piecewise affine function and we show the functions learnt by different approaches on noise-free as well as noisy training set. Figure 3 shows functions learnt using different approaches

| Method            | Parameters       | MSE           |
|-------------------|------------------|---------------|
| $K$-plane         | # hyperplanes = 4| 0.0557        |
| Modified $K$-plane| # hyperplanes = 4| 0.037         |
| Hinge Hyperplane  | # hinges = 6     | 0.0451        |
| SVR               | $C = 64$, $\sigma = 16$, $\epsilon = 2^{-8}$ | 0.013         |

Table II. MSE of different regression approaches on Problem 1.

Given the noise-free training examples. As can be seen, all algorithms learn a very good approximation of the target function (when given noise-free training data). The hinge hyperplanes method and SVR learn a continuous approximation while the $K$-plane and modified $K$-plane methods learn the discontinuous function.

We see that both $K$-plane and modified $K$-plane regression approach learn the function exactly. But MSE of $K$-plane method is much higher than modified $K$-plane method as can be seen in Table III. The reason is as follows. In problem 2, the three sets (defining the partitioning of the domain of the function) corresponding to the three affine functions are [0,1), [1,2) and [2,3]. Moreover, $\forall x \in [0,1) \cup [2,3]$, $f(x) = x$. Thus the same affine function is assigned to two of the three disjoint sets. The $K$-plane regression approach tries to partition the training data so that for each partition we can learn a good function to fit the data; it does not care about whether the points in a partition are close together. Hence, any partition of the the set $[0,1) \cup [2,3]$ into two parts (including the case where one part is null) would result in roughly the same value of the error function for the $K$-plane method. But, for prediction on a new point, we have to use the nearness of the new point to centroid of the partitions. Hence, if the partitions are bad then the final MSE can be very large. In this problem, when $K$-plane regression is given noise free samples, it always learnt only two hyperplanes irrespective of the value of $K$ used (with the sets $(S_k)$ corresponding to the remaining partitions being empty). The means of the two partitions learnt were 1.505 and 1.4975. This clearly shows the algorithm has put $[0,1) \cup [2,3]$ into one partition. This leads to very poor prediction on test samples and high MSE in case of $K$-plane regression. In contrast, the means learnt using modified $K$-plane regression are 0.495, 1.5 and 2.505.

In the second part of this problem, we have added noise to the true function values in the training set as explained earlier. Figure 4 shows the functions learnt using different approaches given these noisy samples of the function. The MSE achieved by the learnt function on a test set under different algorithms are shown in Table III. We see that only modified $K$-plane regression approach learns the target function exactly.

The function learnt by $K$-plane regression is very poor and its MSE is also high. This shows that, unlike in the earlier case, the $K$-plane regression algorithm could not even get the two affine functions correctly. Given the shape of function learnt on this problem by $K$-plane regression when the examples are noise-free, we can see that this algorithm is very sensitive to additive noise.

Both hinge hyperplanes method and SVR learn a good continuous approximation to the target function. However, these
are not as good as the functions learnt by these algorithms on noise-free data of this problem. In contrast, the modified $K$-plane regression algorithm learns the discontinuous function exactly under our additive noise also. It also achieves the minimum MSE which is nothing but the noise variance as a result, number of transitions of points from one cluster to another after every iteration are lesser and thus the clusters stabilize after fewer iterations.

This happens because modified $K$-plane regression algorithm gives importance to the connectedness of the clusters also. As a result, number of transitions of points from one cluster to another after every iteration are lesser and thus the clusters stabilize after fewer iterations.

The performance of modified $K$-plane regression algorithm

Thus, though the $K$-plane regression method is conceptually simple and appealing, its performance is not very good.

The modified $K$-plane regression algorithm performs much better than $K$-plane regression not only in terms of MSE but also in terms of time taken. The reason why modified $K$-planes method takes lesser time is that it converges in fewer iterations.

The modified $K$-plane regression algorithm performs much better than $K$-plane regression not only in terms of MSE but also in terms of time taken. The reason why modified $K$-planes method takes lesser time is that it converges in fewer iterations.

Results on Real Datasets:

We now discuss performance of modified $K$-plane regression algorithm in comparison with other approaches on different real datasets. The results provided are based on 10-repetitions of 10-fold cross validation. We show average values and standard deviation of mean square error (MSE) and the time taken. The results are presented in Table IV-VII.

We see that for all datasets, the MSE achieved by the simple $K$-plane regression method is highest among all algorithms.

| Method          | Parameters                  | MSE       | Time(sec) |
|-----------------|-----------------------------|-----------|-----------|
| Without Noise   | $K$-plane                   | # hyperplanes = 3 | 0.7917    | 0.01     |
|                 | Hinge Hyperplane            | # hinges = 13 | 0.008     | 0.0015   |
|                 | SVR                          | $C = 1024, \sigma = 16, \epsilon = 2^{-8}$ | 0.0041    | 0.0015   |
| With Noise      | $K$-plane                   | # hyperplanes = 3 | 0.1352    | 0.006    |
|                 | Hinge Hyperplane            | # hinges = 23 | 0.0237    | 0.006    |
|                 | SVR                          | $C = 1024, \sigma = 16, \epsilon = 2^{-8}$ | 0.0148    | 0.006    |

**Table III**

MSE of different regression approaches on problem 2.

**Table IV**

Comparison results of modified $K$-plane regression approach with other regression approaches on housing dataset.

Fig. 2. (a) 4-piecewise affine function $f$ described in problem 1; (b) function $f$ corrupted by additive Gaussian noise; functions learnt using (c) hinge hyperplane algorithm, (d) support vector regression, (e) $K$-plane regression approach and (f) modified $K$-plane regression approach, given noisy samples of $f$. 

We now discuss performance of modified $K$-plane regression algorithm in comparison with other approaches on different real datasets. The results provided are based on 10-repetitions of 10-fold cross validation. We show average values and standard deviation of mean square error (MSE) and the time taken. The results are presented in Table IV-VII.

We see that for all datasets, the MSE achieved by the simple $K$-plane regression method is highest among all algorithms.
Fig. 3. (a) 3-piecewise affine function $f$ described in problem 2; functions learnt using (b) hinge hyperplane algorithm, (c) support vector regression, (d) $K$-plane regression approach and (e) modified $K$-plane regression approach, given noise-free samples of $f$.

Fig. 4. (a) 3-piecewise affine function $f$ described in problem 2; (b) function $f$ corrupted by additive Gaussian noise; functions learnt using (c) hinge hyperplane algorithm, (d) support vector regression, (e) $K$-plane regression approach and (f) modified $K$-plane regression approach, given noisy samples of $f$. 
is comparable to that of hinge hyperplane algorithm in terms of MSE. It performs better than hinge hyperplane method on Housing dataset. On Auto-Mpg dataset, Abalone dataset and Computer Activity dataset, the minimum MSE of modified K-plane regression approach is only a little higher than the minimum MSE of hinge hyperplane method. Modified K-plane regression algorithm is also faster than hinge hyperplane method on all data sets.

On all problems except on the Abalone dataset, the SVR algorithms achieves better MSE than modified K-plane regression algorithm. However, we observe that modified K-plane regression is significantly faster than SVR. In SVR, the complexity of dual optimization problem is $O(N^3)$, where $N$ is the number of points. In contrast, in modified K-plane regression, at each iteration, the major computation is finding $K$ linear regression functions. The time complexity of each iteration in modified K-plane regression is $O(K(d+1)^3)$ which is very less than $O(N^3)$ if $N >> d$.

Thus, we see that overall, modified K-plane regression is a very attractive method for learning nonlinear regression functions by approximating them as piecewise linear functions. It is conceptually simple and the algorithm is very efficient. Its performance is comparable to that of SVR or hinge hyperplanes method in terms of accuracy. It is significantly faster than SVR and is also faster than hinge hyperplane method. Further, unlike all other current regression function learning algorithms, this method is capable of learning discontinuous functions also.

VI. CONCLUSIONS

In this paper, we considered the problem of learning piecewise linear regression models. We proposed an interesting and simple algorithm to learn such functions. The proposed method is capable of learning discontinuous functions also. Through simulation experiments we showed that the performance of the proposed method is good and is comparable to state-of-art in regression function learning.

The basic idea behind the proposed method is very simple. Let $S = \{ (x_1, y_1), \ldots, (x_N, y_N) \}$ be the training dataset. We essentially want to find a way to partition the set $\{x_1, \ldots , x_N \}$ into $K$ sets such that we can find a good linear fit for the targets (i.e., $y_i$) of points in each partition. The algorithm achieves this by repeatedly partitioning the points and fitting linear models. After each model fit, we repartition the points based on the closeness of targets to the current models. We called this the K-plane regression algorithm. This algorithm is conceptually simple and is similar in spirit to the $K$-means clustering method. While such an idea has been discussed in different contexts, we have not come across this algorithm proposed and empirically investigated for nonlinear regression.

Though this idea is interesting, as we showed here, it has several drawbacks. As the results in previous section show, this algorithm performs poorly even on one dimensional problems.

In this paper we have also proposed a modification of the above method which performs well as a regression learning method. In our modified K-plane regression algorithm, during the process of repeatedly partitioning feature vectors and
fitting linear models, we make the partitions so that we get good linear models and, also, the points of a partition are all close together. This idea is easily incorporated into the algorithm by expanding the parameter vector to be learnt and by modifying the objective function to be minimized. The resulting algorithm essentially does one step of linear regression and one step of $K$-means clustering in each iteration.

Through empirical studies, we showed that the modified $K$-plane regression algorithm is very effective. Its performance on some real data sets is comparable to that of nonlinear SVR in terms of accuracy while the proposed method is much faster than SVR. The proposed method is better than the hinge hyperplane algorithm which is arguably the best method today for learning piecewise linear functions. Through two synthetic one-dimensional problems, we also showed that the proposed method has better robustness to additive noise than the other methods and that it is capable of learning discontinuous functions also.

We feel that the proposed method opens up interesting possibilities of designing algorithms for learning piecewise linear functions. As mentioned earlier, simultaneous estimation of optimal partitions and optimal models for each partition is computationally intractable. Hence an interesting and difficult open question is to establish theoretical bounds on the performance of the modified $K$-plane regression method. While we showed that the method can be viewed as a limiting case EM algorithm under reasonable probability model, a lot of work needs to be done to understand how close to optimum can such methods converge to.
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