Research Article

Displacement Prediction of a Complex Landslide in the Three Gorges Reservoir Area (China) Using a Hybrid Computational Intelligence Approach

Junwei Ma,1 Xiaoxu Niu,1 Huiming Tang,1,2 Yankun Wang,2 Tao Wen,3 and Junrong Zhang2

1Three Gorges Research Center for Geo-Hazards of the Ministry of Education, China University of Geosciences, Wuhan, Hubei 430074, China
2Faculty of Engineering, China University of Geosciences, Wuhan, Hubei 430074, China
3School of Geosciences, Yangtze University, Wuhan, Hubei 430100, China

Correspondence should be addressed to Junwei Ma; majw@cug.edu.cn and Huiming Tang; tanghm@cug.edu.cn

Received 30 August 2019; Revised 17 December 2019; Accepted 8 January 2020; Published 28 January 2020

Copyright © 2020 Junwei Ma et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Displacement prediction of reservoir landslide remains inherently uncertain since a complete understanding of the complex nonlinear, dynamic landslide system is still lacking. An appropriate quantification of predictive uncertainties is a key underpinning of displacement prediction and mitigation of reservoir landslide. A density prediction, offering a fullestimation of the probability density for future outputs, is promising for quantification of the uncertainty of landslide displacement. In the present study, a hybrid computational intelligence approach is proposed to build a density prediction model of landslide displacement and quantify the associated predictive uncertainties. The hybrid computational intelligence approach consists of two steps: first, the input variables are selected through copula analysis; second, kernel-based support vector machine quantile regression (K SVMQR) is employed to perform density prediction. The copula-K SVMQR approach is demonstrated through a complex landslide in the Three Gorges Reservoir Area (TGRA), China. The experimental study suggests that the copula-K SVMQR approach is capable of construction density prediction by providing full probability density distributions of the prediction with perfect performance. In addition, different types of predictions, including interval prediction and point prediction, can be derived from the obtained density predictions with excellent performance. The results show that the mean prediction interval widths of the proposed approach at ZG287 and ZG289 are 27.30 and 33.04, respectively, which are approximately 60 percent lower than that obtained using the traditional bootstrap-extreme learning machine-artificial neural network (Bootstrap-ELM-ANN). Moreover, the obtained point predictions show great consistency with the observations, with correlation coefficients of 0.9998. Given the satisfactory performance, the presented copula-K SVMQR approach shows a great ability to predict landslide displacement.

1. Introduction

As one of the most geohazard prone and complex areas, the Three Gorges Reservoir Area (TGRA) suffers from reservoir landslide disasters. Movement and failure of reservoir landslide can result in major economic damage and loss of life. Displacement prediction has been proven to be the most cost-saving risk reduction measure [1] and has been widely applied in landslide early warning and mitigation in TGRA. However, displacement prediction of reservoir landslide remains a key fundamental challenge. This challenge arises due to the inherent geological and mechanical complexity [2] of landslide systems with a large volume (up to millions of cubic meters) of heterogeneous materials. It is widely acknowledged among researchers and practitioners that properties of landslide materials vary spatially exhibiting heterogeneous features [3, 4]. Furthermore, previous studies have proven that reservoir landslide is a complex nonlinear dynamic system [5], and movement and failure may be induced by combined and
periodic effects of heavy rainfall and reservoir fluctuations [6, 7].

Since the pioneering work of Saito [8], a number of models, including deterministic models, statistical models, and computational intelligence-based models, have been proposed to build prediction models for landslide displacement [9]. Recently, due to advantages of speed and precision, computer intelligence techniques have been widely used in landslide displacement prediction. The computational intelligence-based models include, but are not limited to, the artificial neural network (ANN) [10], extreme learning machines (ELM) [11], and the support vector machine (SVM) [1, 12–14]. Recently, deep learning models [15, 16] and hybrid models based on time series decomposition and computational intelligence techniques [11, 17] have become popular in landslide displacement prediction.

Although amenable to a large number of applications, many researchers have shown that the establishment of a computer intelligence-based model is inherently stochastic, as identical results would be difficult to reproduce on different occasions [18–21]. Such characteristics may seriously weaken the reliability of computer intelligence-based models. Moreover, computer intelligence-based deterministic point prediction is of limited value when uncertainties are present [22].

In fact, a complete understanding of this nonlinear dynamic landslide system is lacking, which causes significant uncertainties in landslide displacement prediction [5, 23]. Therefore, significant effort is needed to address these predictive uncertainties associated with computer intelligence outputs, thus building a reliable landslide prediction model. However, only a few studies have been reported on prediction and uncertainty quantification of landslide displacement. A novel neural network with random hidden weights was proposed by Lian et al. [24] to quantify the uncertainties in landslide displacement prediction and construct a prediction interval (PI) at a certain nominal probability \( (1 - \alpha) \times 100\% \), which is named the PI nominal confidence (PINC). A hybrid approach based on an echo state network and mean-variance estimation was proposed by Yao et al. [25] to measure the uncertainties in landslide displacement prediction and construct a PI at a specific probability. A hybrid intelligent approach using double exponential smoothing, particle swarm optimization, and extreme machine learning (DES-PSO-ELM) was proposed by Wang et al. [26] to construct lower and upper bound estimation- (LUBE-) based PIs.

However, to our best knowledge, the prediction models accounting for uncertainties that are available today for landslide displacement prediction only concentrate on a specific nominal probability or confidence level. Different from those aforementioned models, density prediction conveys more information by constructing a full probability density distribution of predictive displacement rather than a specified confidence level. In this study, a hybrid computational intelligence approach using a copula and kernel-based support vector machine quantile regression (copula-KSVMQR) was proposed to build a density prediction model and quantify the associated predictive uncertainties.

A complex landslide in the TGRA has been chosen as a case study to explore the performance of the hybrid copula-KSVMQR approach.

2. Methodology

2.1. Density Prediction. According to output type, landslide displacement predictions can be divided into the following three categories: point prediction, interval prediction, and density prediction (schematic illustrated in Figure 1). The output of a point prediction is a single number. A good point prediction provides a simple and easily understandable guide to future outputs. However, point prediction can only be helpful when no significant uncertainties are involved. Such unpredictable shocks affect all of the predictive outputs. As a result of such shocks, we expect a nonzero prediction error, even from very good predictions. Thus, we must determine the degree of confidence or uncertainty associated with a particular point prediction. The uncertainties associated with point prediction suggest the usefulness of an interval prediction.

The output of an interval prediction is not a single number; rather, interval prediction provides lower and upper bounds between which the future event is expected to fall within a predefined probability. Compared with point prediction, interval prediction has several potential benefits. First, the widths of constructed PIs convey information regarding prediction uncertainties; in contrast, such information is unavailable in point prediction. Second, given an interval prediction, a point prediction can be derived using the midpoint of the constructed interval. Conversely, given only a point prediction, there is no way to infer an interval prediction.

A density prediction gives a full estimation of the probability density for future outputs. As with interval prediction, density prediction provides more information than interval prediction, with the ability to derive a point prediction from a median prediction and construct any desired confidence level.

2.2. Copula. The copula [27] is a statistical technique connecting multivariate distribution functions to their one-dimensional marginal distribution functions [28]. It has been widely applied to identify correlation relationships in the fields of energy, river runoff, crude oil prices, and geotechnics [29–34].

Given random variables \( x \) and \( y \) with marginal cumulative distribution functions \( F(x) \) and \( F(y) \), there exists a unique copula function \( C \) that satisfies the expression

\[
H(x, y) = C(F(x), F(y); \theta, \rho_{xy}),
\]

where \( H(x, y) \) is the joint cumulative distribution function, \( \theta \) is the copula parameter, and \( \rho_{xy} \) is the correlation measure between random variables \( x \) and \( y \). The marginal probability density function \( f(x) \) of variable \( x \) can be obtained using Gaussian kernel density estimation as [35]
Figure 1: Schematic diagram of point prediction, interval prediction, and density prediction.

\[
\hat{f}_h(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x - x_i}{h}\right) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{(x - x_i)^2}{2h^2} \right].
\]

where \( h \) is the bandwidth and \( n \) is the sample size of variable \( x \).

Gaussian copula, Student’s \( t \) copula, Clayton copula, Frank copula, and Gumbel copula are commonly used copula functions. In this study, Student’s \( t \) copula was adopted due to its strong ability to capture extreme values [36]. Kendall’s Tau and Spearman’s Rho, with values between -1 and +1, are widely used to measure the nonlinear correlation between random variables. A positive value indicates a positive correlation, whereas a negative value represents a reverse correlation. The absolute value of the correlation coefficient indicates the strength of the correlation. Based on the most commonly used interpretation provided by Quinnipiac University [37, 38], the strength of the correlation can be interpreted as follows: an absolute value greater than 0.7 demonstrates a very strong correlation, an absolute value from 0.3 to 0.7 shows a strong correlation, an absolute value from 0.2 to 0.3 represents a moderate correlation, an absolute value between 0.1 and 0.2 demonstrates a weak correlation, and an absolute value less than 0.1 indicates a negligible correlation. Variables with a negligible correlation could be ignored during modeling. Therefore, the variables showing weak to very strong correlations, with absolute values greater than 0.1 [39], were selected as the input variables in this study.

2.3. Kernel-Based Support Vector Machine Quantile Regression (KSVMQR)

2.3.1. Quantile Regression (QR). For any real-valued random variable, \( Y \) may be characterized by its (right-continuous) distribution function

\[
F(Y) = P(Y \leq y),
\]

while for any \( 0 < \tau < 1 \),

\[
F^{-1}(\tau) = \inf\{y : F(y) \geq \tau\}
\]

is called the \( \tau \)th quantile of \( Y \).

Quantile regression (QR) was first introduced by Koenker and Bassett [40] to replace the traditional mean regression. It provides a complete picture for the entire conditional distribution of a response variable \( y \) when \( x \) is an explanatory variable instead of the conditional mean only [41]. Consider a data set \((x_i, y_i)_{t=1}^{T}\), where \( x_i \) is a \( k \times 1 \) vector of regression. The quantile regression can be expressed as

\[
y_t = x_t^T \beta(\tau) + \varepsilon_t(\tau), \quad t = 1, 2, \ldots, T,
\]

where \( x_t = (1, x_{t1}, x_{t2}, \ldots, x_{tk})^T \), \( \beta_t = (\beta_{0t}(\tau), \beta_{1t}(\tau), \beta_{2t}(\tau), \ldots, \beta_{kt}(\tau))^T \), \( 0 < \tau < 1 \) is the quantile, and \( \varepsilon_t(\tau) \) is an error with a zero expectation. The estimated parameters \( \beta(\tau) \) can be approximated through minimizing a sum of asymptotically weighted absolute residual cost functions, expressed as

\[
\min_{\beta} \sum_{t=1}^{T} \rho_{\tau}(y_t - x_t^T \beta),
\]

where \( \rho_{\tau} \) is the check function, also known as the pinball loss function, and defined as follows:

\[
\rho_{\tau}(x) = \begin{cases} \tau x, & \text{if } x \geq 0, \\ (\tau - 1)x, & \text{if } x < 0. \end{cases}
\]

The median case, \( \tau = 0.5 \), is which is equivalent to minimizing the sum of the absolute values, is usually known as median regression or least absolute value regression.

2.3.2. Kernel-Based Support Vector Machine (KSVM). An SVM [42] is a supervised learning method initially designed for pattern recognition. Recently, SVMs have widely been used for regression [43, 44] by applying a cost function, e.g., \( \varepsilon \)-insensitive loss function, to measure the empirical risk in order to minimize the regression error. When tackling the problems of regression, the SVM approach is also referred to as support vector regression (SVR). The key features of SVMs are the use of kernels [45], so expert knowledge can be built in by engineering the kernel. Additional, SVMs retain the advantage of the absence of local minima.

Given a data set \((x_t, y_t)_{t=1}^{T}\), the linear regression model can be expressed as

\[
\hat{y}_t = f(x_t) = \omega \cdot \phi(x_t) + b,
\]

where \( \omega \), \( \phi(\cdot) \), and \( b \) are the weight vector, nonlinear mapping function, and threshold, respectively. The optimal parameters \((\omega, b)\) of an SVM model can be obtained by solving the optimization equation:

\[
\min_{\omega, b} \frac{1}{2}||\omega||^2 + C \sum_{t=1}^{T} [\xi_t + \xi_t^*],
\]

where \( C \) is a penalty parameter and \( \xi_t \) and \( \xi_t^* \) are slack variables introduced to evaluate the deviation of training samples outside the \( \varepsilon \)-insensitive zone.
KSVM is an algorithm that applies kernel functions into the linear SVM. KSVM has the ability to solve nonlinear regression problems with a linear method in the feature space using the ε-insensitive loss function [46] (schematic illustrated in Figure 2). The most popular kernel functions are listed in Table 1.

2.3.3. KSVMQR. A KSVMQR model is implemented by the combination of KSVM and QR, by replacing the penalty function in equation (9) with QR check function in equation (6), and expressed as follows:

$$\min_{\omega, b, \xi} \|\omega\|^2 + C \sum_{t=1}^{T} \rho_t(y_t - b - \beta^T z_t - \omega^T \phi(x_t)) + \frac{1}{2} \sum_{t=1}^{T} \xi_t + (1 - \tau) \xi_t^*$$

The above equation can be rewritten as a quadratic programming problem as follows:

$$\min \frac{1}{2} \omega^T w + C \sum_{t=1}^{T} (\tau \xi_t + (1 - \tau) \xi_t^*)$$

subject to

$$y_t - b - \beta^T z_t - w^T \phi(x_t) \leq \xi_t$$

$$-y_t + b + \beta^T z_t + w^T \phi(x_t) \leq \xi_t^*$$

$$\xi_t, \xi_t^* \geq 0$$

The estimators of the KSVMQR can be solved by introduction of slack variables and construction of the Lagrange function as follows:

$$\begin{cases} 
\omega_t = \sum_{t=1}^{T} (x_t - \chi^* \phi(x_t)), \\
(b_t, \beta_t)^T = (U^T U)^{-1} U^T (y - K (\chi - \chi^*)), \\
Q_t(\tau \mid u_t, x_t, \eta) = b_t + \beta_t^T u_t + K_t (\chi - \chi^*),
\end{cases}$$

where $T$ is the sample size, $\chi$ and $\chi^*$ denote the optimal Lagrange multiplier, $K (\cdot)$ is the kernel matrix, and $K_t (\cdot)$ is the $t$th array of the kernel matrix.

2.4. Landslide Displacement Prediction Based on Copula-KSVMQR. The overall framework for the landslide displacement prediction using the copula-KSVMQR approach is shown in Figure 3. It mainly consists of the following stages: (1) correlation assessment, (2) KSVMQR modeling, and (3) interval and point estimation.

2.4.1. Correlation Assessment. The selection of the input variables is essential for the accurate prediction of the landslide displacement. However, as listed in Table 2, in most cases, the input variables were selected based on experience, qualitative analysis, or a literature review, thus leading to insufficient persuasiveness. It is rational and meaningful to use a quantitative method to choose the input variables for landslide displacement prediction. A few studies have tried to choose the input variables based on a grey correlation analysis (GRA). However, GRA suffers the limitations of a strong subjectivity and inability to measure negative correlations [49, 50]. To efficiently improve the selection of the inputs for landslide displacement prediction, in this study, the copula was introduced to estimate the correlation relationship between causal factors and landslide displacement, thus aiding in the selection of input variables.

2.4.2. KSVMQR Modeling. Assume $\tilde{y}^T_t$ is an estimate of the quantile prediction for quantile $\tau$ at time $t$. A nonparametric density prediction $\tilde{f}_t$ can be approximated by the joint consideration of a finite number of conditional quantities $(\tau_{j})_{j=1}^{J}$ [51, 52]:

$$\tilde{f}_t = \{ \tilde{y}^T_t \mid 0 < \tau_1 \leq \cdots \leq \tau_j \leq \cdots \leq \tau_J < 1 \}$$

2.4.3. Interval and Point Estimation. A PI gives an interval, consisting of upper and lower bounds, within which we expect $y_t$ to lie with a specified probability. Once quantile predictions and predictive densities are generated, PIs, allowing direct visualization of the uncertainties associated with landslide displacement prediction, are a natural side product. Central PIs with nominal coverage $(1 - \alpha) \times 100\%$ can be obtained from quantile predictions $y_{t-1/2}^\tau$ and $y_{t+1/2}^\tau$ ($\tau > 1$) at time $t$ as

$$PI_{t-1/2} = \left[ y_{t-1/2}^\tau, y_{t+1/2}^\tau \right]$$

where $\alpha$, also denoting the significance level, refers to the probability of miss-capturing the value of the parameter and $y_{t-1/2}^\tau$ and $y_{t+1/2}^\tau$ correspond to the upper and lower bounds at time $t$, respectively. For example, a 90% central PI can be obtained from the 0.05 and 0.95 quantile predictions [53].

PIs provide direct visualization of associated uncertainties; however, a quantitative point prediction ($\tilde{y}_t$) is still needed for decision making in landslide early warning and mitigation. In this study, the median prediction ($\tilde{y}_{t-0.5}^\tau$) measuring the average estimation is used to generate a quantitative input for certain scenarios.

2.5. Evaluation Metrics. In this study, the PI coverage probability (PICP) and average coverage error (ACE) were used to assess the performance of the copula-KSVMQR approach. The PICP reflects the probability that the targets lie within the constructed PI and is defined as follows:

$$PICP = \frac{1}{T} \sum_{t=1}^{T} I_{t-\alpha}^1,$$

where $T$ is the sample size. $I_{t-\alpha}^1$ is defined as follows:

$$I_{t-\alpha}^1 = \begin{cases} 
1, & y_t \in [\tilde{y}_{t-0.5}^\tau, \tilde{y}_{t+0.5}^\tau], \\
0, & y_t \notin [\tilde{y}_{t-0.5}^\tau, \tilde{y}_{t+0.5}^\tau].
\end{cases}$$

The ACE represents the deviation of PICP from PINC and is defined as follows:
The mean prediction interval width (MPIW) measures the average width of the PIs and is derived as follows:

$$\text{MPIW} = \frac{1}{T} \sum_{t=1}^{T} |Y_t^T - Y_t^L|.$$  \hfill (18)

For a comparison of the PIs developed using different methods, the MPIW can be normalized by the range of the corresponding data set $R$. The normalized MPIW (NMPIW) measures the width degree of constructed PIs and is derived as follows:

$$\text{NMPIW} = \frac{\text{MPIW}}{R}. \hfill (19)$$

From a practical standpoint, it is important to have narrow PIs (small MPIW and NMPIW) with a high coverage probability (large PICP) [54].

In this study, three indices including mean absolute error (MAE), mean absolute percentage error (MAPE), root mean square error (RMSE), and coefficient of determination ($R^2$)
Figure 3: The overall framework of the density prediction for landslide displacement using the copula-KSVMQR approach.

Table 2: Selected publications on input selection using a computational intelligence approach for landslide displacement prediction.

| Reference | Algorithm                                           | Basis of input selection                                      |
|-----------|-----------------------------------------------------|----------------------------------------------------------------|
| [1]       | Particle swarm-optimized support vector machine (PSO-SVM) | Experience, qualitative analysis                              |
| [23]      | Bootstrap-ELM-ANN                                    | Experience, literature review                                  |
| [10]      | Improved back propagation (BP) neural network        | Experience                                                    |
| [11]      | Chaotic model and extreme learning machine           | Experience, qualitative analysis                              |
| [12]      | Genetic algorithm and support vector machine (GA-SVM) | Experience, qualitative analysis                              |
| [13]      | Particle swarm-optimized support vector machine (PSO-SVM) | Experience, qualitative analysis                              |
| [14]      | Particle swarm-optimized support vector machine (PSO-SVM) | Experience, qualitative analysis, grey correlation analysis  |
| [24]      | Neural networks with random hidden weights           | Experience                                                    |
| [47]      | Polynomial regression and BP                         | Experience, qualitative analysis, literature review            |
| [48]      | Extreme learning machine (ELM)                       | Experience, qualitative analysis, grey correlation analysis  |
are used to assess the performance of point prediction. MAE, MAPE, and RMSE are defined as follows:

\[
\text{MAE} = \frac{1}{T} \left( \sum_{t=1}^{T} |\hat{y}_t - y_t| \right),
\]

\[
\text{MAPE} = \frac{1}{T} \left( \sum_{t=1}^{T} \frac{|\hat{y}_t - y_t|}{y_t} \right) 	imes 100%,
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{t=1}^{T} (\hat{y}_t - y_t)^2}{T}},
\]

\[
R^2 = \left[ \frac{\sum_{t=1}^{T} (y_t - \bar{y})(\hat{y}_t - \bar{\hat{y}})}{\sqrt{\sum_{t=1}^{T} (y_t - \bar{y})^2(\hat{y}_t - \bar{\hat{y}})^2}} \right]^2,
\]

where \(\hat{y}_t\) and \(y_t\) denote the \(t\)-th predictive value and observation, respectively, and \(\bar{y}\) and \(\bar{\hat{y}}\) denote the mean of the observation and predictive value.

3. Tanjiahe Landslide

3.1. Geological Setting. The Tanjiahe landslide (Figure 4(a)), a complex landslide in the TGRA, is located in Shazhenxi Town, Zigui County, Hubei Province. The landslide site is located on the right bank of the Yangtze River, approximately 56 km northwest of the Three Gorges Reservoir Dam (latitude and longitude coordinates: 31°01′53.9″, E110°30′26.9″, see Figure 4(b)). The landslide has a length of 1000 m, width of 400 m, average thickness of 40 m, and volume of 16 million m³. The landslide toe is located at 135 m, and the crown is located at 432 m (Figure 4(c)). The slope surface consists of a gentle landform at the lower part and a comparatively steep landform at the upper part. The average inclinations for the upper and lower parts of the landslide surface are 25° and less than 10°, respectively. The main sliding direction of the landslide is 345°.

According to site investigation and borehole analysis, the landslide masses are arranged in two different layers (a colluvial gravel soil deposit and cataclastic rocks) (Figure 5). The colluvial gravel soil deposit is composed of silty clay and gravel clasts. The gravel clasts with diameters ranging from 0.2 to 10 cm represent approximately 60% of the deposit by weight. The colluvial gravel soil deposit is underlain by cataclastic sandstone. The sliding zone with thickness ranging from 1.0 to 1.2 m is composed of magenta silty clay (representing 70% by weight) and gravel clasts (representing 30% by weight). The cataclastic sandstone is underlain by carbonaceous sandstone and quartz sandstone of the Jurassic Xiangxi formation (J1x). The dip direction and dip angle of the sandstone are 10° and 36°, respectively. The site-specific investigation shows that the sandstones contain two discontinuity sets (215°±73° and 110°±86°). Soft coal layers are prevalent in the J1x formation, and many landslides deformed along the soft coal layers. The Tanjiahe landslide mass also slides along a soft coal layer.

3.2. Deformation Characteristics. The Tanjiahe landslide was suspended before September 2006. When the reservoir level reached 156 m, the landslide was found reactivated and cracks were observed by locals at the crown of the landslide. In July 2007, a collapse with a material volume of 300 m³ occurred at an elevation of 350 m. A crack with length of 30 m and width of 20 cm was observed by the locals at an elevation of 350 m in August 2007. In September 2007, cracks were observed at elevations between 400 and 420 m, and the major crack reached approximately 150 m in length.

Four GPS monuments were established on the landslide mass for regular monitoring of the landslide deformations (see Figure 5 for locations). All GPS monuments were surveyed monthly. Figure 6 shows the rainfall intensity, the reservoir level, the reservoir fluctuations, the displacement, and velocity over the ten-year period between October 2006 and June 2015. The available data denote the following trends.

The Tanjiahe landslide is continuously deformed under the effect of reservoir water level fluctuation and rainfall. At the end of the monitoring period (June 2015), maximum displacement for ZG289, ZG288, ZG287, and ZG290 were values of 1775 mm, 1727 mm, 1692 mm, and 1163 mm, respectively. The displacements show that larger deformation occurred at the middle (ZG289 and ZG288) than at the crown (ZG287) than at the toe (ZG290).

When the reservoir level first reached a new high level of 175 m, the deformation velocity measured at ZG287 reached a value approximately 40 mm/month. Moreover, the landslide was reactivated by initially filling to 156 m. The results of the above analysis suggest that the correlations between the reservoir level and landslide displacement are significant.

In the dry season, from October of the current year to April of the following year, when the landslide area experienced little rainfall and the reservoir slightly dropped, the velocities at ZG287 showed an increasing downward trend. For example, such a case occurred during the dry season months of 2009, 2010, and 2011. However, in the rain season, from May to September, the velocities at ZG287 show a decreasing trend. These findings indicate that the correlations between the rainfall and landslide displacement are limited. Furthermore, a stronger correlation exists between reservoir fluctuations and landslide displacement.

3.3. Displacement Prediction Based on the Copula-KSVMQR Approach

3.3.1. Correlation Analysis. The above deformation analysis shows that significant movements occurred at the middle and rear of the landslide mass. Therefore, GPS monuments installed in the middle and upper parts, ZG289 and ZG287, were selected to establish a displacement prediction mode for the Tanjiahe landslide, and the measured displacement at ZG289 was chosen for the correlation analyses.

Based on previous studies of displacement prediction for reservoir landslides [1, 48], seven variables including four trigger variables and three state variables were considered as optional inputs \(\{x_i\}\), and displacement in the current month
Figure 4: (a) Overall view of the Tanjiahe landslide. (b) Location of the Tanjiahe landslide, TGRA, China. (c) Topographic map of the Tanjiahe landslide.

Figure 5: Geological profile along section A-A' with monitoring instruments.
was chosen as the output. The four trigger variables consist of the rainfall intensity over the past month \((x^1_t)\), the rainfall intensity over the past two months \((x^2_t)\), the average reservoir level in the current month \((x^3_t)\), and the variation in the reservoir level in the current month \((x^4_t)\). The three state variables consist of the displacement over the past one month \((x^5_t)\), the displacement over the past two months \((x^6_t)\), and the displacement over the past three months \((x^7_t)\).

The correlation relationships between the optional input and output variables were evaluated using copula analyses. The Gaussian kernel density estimation was first applied to obtain the marginal probability density function. The bandwidths of the Gaussian kernel density estimation for variables related to the rainfall, reservoir, and displacement were set to 0.05, 0.05, and 0.5, respectively. Student’s t copula was chosen to identify the bivariate correlation between the input variables and landslide displacement. The obtained correlation coefficients between the optional input variables and output displacement are listed in Table 3, and the joint copula density functions between the rainfall, reservoir level, and reservoir fluctuation and the displacement are shown in Figure 7. The copula analysis clearly shows the correlation relationships between the input variables and output displacement. Very strong positive correlations with coefficients greater than 0.95 were observed between the three state factors \((x^5_t, x^6_t, \text{and} x^7_t)\) and the landslide

| Bivariate | Kendall’s tau | Spearman’s rho | Remark     |
|-----------|---------------|----------------|------------|
| \(x^1_t, y_t\) | 0.1215         | 0.1310          | Weak positive |
| \(x^2_t, y_t\) | 0.1218         | 0.1314          | Weak positive |
| \(x^3_t, y_t\) | 0.4055         | 0.5767          | Strong positive |
| \(x^4_t, y_t\) | -0.2821        | -0.3230         | Moderate negative |
| \(x^5_t, y_t\) | 0.9997         | 0.9873          | Very strong positive |
| \(x^6_t, y_t\) | 0.9994         | 0.9990          | Very strong positive |
| \(x^7_t, y_t\) | 0.9719         | 0.9989          | Very strong positive |

Figure 6: Time series of rainfall intensity, reservoir level, reservoir fluctuation, landslide displacement, and velocity obtained from the multisensor monitoring system spanning the period of October 2006 to June 2015.

Table 3: Correlation coefficients between input variables and landslide displacement.
displacement, and a strong positive correlation with coefficients of 0.4055 and 0.5767 was noted between the reservoir level ($x_3^t$) and landslide displacement. The cross section of the joint t-copula density function between the reservoir level and landslide displacement (Figure 7) shows a heavy symmetric tail character that indicates that a strong correlation exists between the lower tail (0, 0) and upper tail (1, 1). In other words, the likelihood of a large displacement is relatively high when the reservoir reaches a high level. Additionally, a moderate negative correlation (Kendall’s tau $-0.2821$, Spearman’s rho $-0.3230$) was found between the reservoir fluctuation ($x_4^t$) and landslide displacement, suggesting that a negative fluctuation, referring to the drawdown of the reservoir, was more likely to cause positive landslide movement. The cross section of the joint t-copula density between the reservoir fluctuation and displacement (Figure 7) implies that a moderate correlation exists between points (0, 1) and (1, 0). Additionally, correlation coefficients greater than 0.1 indicate weak positive correlations between the rainfall variables ($x_1^t$ and $x_2^t$) and landslide displacement. The cross section of the joint t-copula density between the rainfall and displacement (Figure 7) implies a thinner tail than those for the reservoir level. The above results indicate that weak to strong correlations were found between the selected optional input variables and output displacement, and thus, the seven optional inputs were adopted in the following process. These results are consistent with the results of field observations.

3.3.2. KSVMQR Modeling. The landslide monitoring data were first normalized in the range of 0 to 1 by the unity-based normalization (or min-max feature scaling). The landslide displacement predictions were obtained after renormalizing the outputs from the KSVMQR approach. Monitoring data from October 2006 to December 2014 were treated as training data, and the remaining monitoring data were treated as testing data. Six KSVMQR models with different kernels for $\tau = 0.01, 0.02, \ldots, 0.98, 0.99$ with an interval of 0.01 were trained for GPS monuments ZG287 and ZG289. The parameters used to train the KSVMQR models with the different kernels are listed in Table 4. Those simulations were performed in RStudio Version 1.1.383 running on an Intel(R) Xeon(R) E-2176M @ 2.70 GHz CPU with 64 GB RAM.
Table 4: Parameters used in the KSVMQR model with different kernels.

| Kernel type | Parameters            |
|-------------|-----------------------|
| Polynomial  | $a = 1, c = 1, d = 2$ |
| Linear      | —                     |
| tanh        | $a = 0.02, c = 1$     |
| Gaussian    | $\sigma = 0.05$      |
| ANOVA       | $\sigma = 1, d = 1$  |
| Bessel      | $\sigma = 1, d = 1$  |

3.4. Results. The performance indices for the KSVMQR models with different kernels are listed in Table 5. The obtained results show that the proposed approach is sensitive to the choice of the kernel type. The evaluation metrics for point prediction (MAE, MAPE, RMSE) and interval prediction (PICP, ACE, MPIW, NMPW) indicate that the polynomial KSVMQR model provided the best result compared with the KSVMQR models with linear, tanh, Gaussian, ANOVA, and Bessel kernels. Therefore, the polynomial KSVMQR model was chosen to construct density prediction of the Tanjiahe landslide.

3.4.1. Density Prediction. The complete probability density distributions of landslide predictions based on the polynomial KSVMQR at ZG287 and ZG289 spanning the period of January 2015 to June 2015 are shown in Figures 8 and 9. The density distribution distributions look quite different from a uniform distribution. We can see that all observations are located almost in the middle of the density distributions, especially for the predictions of February, March, and April at ZG287 and ZG289. Meanwhile, it can be seen that the observations mostly lie within the predictive distribution with high probability, expect for observations of June. The small fraction falling into the tail of the probability density curve is because with the lengthening of the forecasting period, there are more uncertainties associated with landslide predictions.

3.4.2. Interval Prediction. The constructed PIs with a PINC of 90% obtained from the $\tilde{y}_t^{\tau=0.05}$ and $\tilde{y}_t^{\tau=0.95}$ quantile predictions are shown in Figure 10. The corresponding evaluation indices including PICP, ACE, MPIW, and NMPW are listed in Table 5. As shown, narrow PIs (small MPIW and NMPW) were obtained, and the constructed PIs based on the polynomial KSVMQR cover the observations completely, with percentages of 100%. These results indicate that reliable PIs with satisfactory performance were constructed.

3.4.3. Point Prediction. Figure 11 shows the obtained point predictions generated from median predictions ($\tilde{y}_t$). It can be seen that the obtained point predictions show great consistency with the observations, with correlation coefficients of 0.9998. For example, the generated point predictions for monitoring point ZG289 have MAE, MAPE, RMSE, and $R^2$ values of 6.39, 2.27, 8.70, and 0.9998, respectively. Therefore, the polynomial KSVMQR models provide very good point predictions for the Tanjiahe landslide. To further evaluate the performance of the copula-KSVMQR, comparative analyses were conducted with the traditional algorithms including Bootstrap-ELM-ANN, BP, radial basis function (RBF), ELM, and SVM.

From the view of interval prediction, the constructed PIs based on the polynomial KSVMQR approach have a smaller MPIW and NMPW compared with Bootstrap-ELM-ANN. The above result indicates that the polynomial KSVMQR approach outperforms the persistence Bootstrap-ELM-ANN method in terms of interval prediction. For example, the MPIW for 90% PI at ZG289 was 33.04, which is approximately 60 percent lower than that obtained using the traditional Bootstrap-ELM-ANN. Furthermore, any desired confidence level (e.g., 90%, 80%, or 50%) can be derived from the density prediction using the copula-KSVMQR approach. Conversely, given only a 90% interval prediction, there is no way to infer a density prediction.

From the view of point prediction, the evaluation metrics of point prediction including MAE, MAPE, and RMSE indicate that the median prediction of the polynomial KSVMQR approach provides equivalent predictions to the SVM. The median prediction of the polynomial KSVMQR approach only outperforms the SVM at ZG289. Although the median prediction of the polynomial KSVMQR provides lower performance than the SVM at ZG289, in the MAE, MAPE, and RMSE, it outperforms the traditional BP, RBF, and ELM for both ZG287 and ZG289. These performance differences are mainly because the same KSVMQR model parameters listed in Table 4 were applied for both ZG287 and ZG289. However, different optimization model parameters obtained from particle swarm optimization were applied for ZG287 and ZG289. These results indirectly indicate that the proposed approach is less sensitive to the model parameters compared with the SVM.

Moreover, several polynomial KSVMQR models with different numbers of quantiles were trained to further verify the robustness of the proposed approach. The interval performance index MPIWs for the 90% PIs of ZG289 with an increasing number of quantiles in KSVMQR are shown in Figure 12. The obtained performance indices clearly show that MPIWs of 90% PIs at ZG289 remain steady with the increasing number of quantiles which indicates that stable PI was achieved even with different quantile intervals. Therefore, the copula-KSVMQR approach is considered to be robust.

In general, the proposed hybrid approach needs to train models of multiple quantiles to construct the complete probability distributions. Computational time is an important issue that should be considered. Figure 12 shows the required computational time with the increasing number of quantiles in KSVMQR at monitoring point ZG289. Simulations were performed in RStudio Version 1.1.383 running on an Intel(R) Xeon(R) E-2176M @ 2.70 GHz CPU with 64 GB RAM. It can be seen that the required computational time is highly related to the number of quantiles. Moreover, even to train 9999 quantile predictions, the required computation time is approximately 69.17 s. Thus, the approach is computationally efficient.
4. Discussion

In the present study, the density regression functions between causal factors, including four trigger variables and three state variables, and landslide displacement were trained based on historical monitoring data using the copula-KSVMQR approach. The trained density models can be easily updated based on new and more recent data to predict further landslide displacement. The advantage of the copula-KSVMQ-based density prediction is that it conveys...
more information and offers an estimate of the future probability distribution of landslide displacement, conditional on the information available at the time the prediction is made. This may suggest that density predictions are preferred. However, due to the more advanced and intensive computational methods that are required, density prediction is still in its initial stage.

To summarize, the advantages of probability density prediction based on the copula-KSVMQR approach are outlined as follows:

Complete probability distributions of predictions are provided. Meanwhile, the landslide observations lie within the predictive distribution with high probability. Moreover, a wide range of accuracy predictions, including interval and deterministic point predictions, can be derived from the complete predictive distribution. The hybrid approach appears to be computationally efficient and robust. It is also less parameter-sensitive than the traditional SVM algorithm; thus, it is easier to apply.

Nevertheless, probability density prediction based on the copula-KSVMQR also has some disadvantages, the main one being the lack of transparency of the trained model. The proposed approach behaves as a black box, and therefore, the interpretation of the model is almost impossible. In addition, selection of the suitable kernel function, which is significant for the quality of the trained model, is a trial and error process. Moreover, a high level of knowledge on advanced and intensive computational methods is required to train multiple quantile models.

5. Conclusions

Density prediction offering a full probability density distribution of landslide displacement is promising for landslide early warning and mitigation. A hybrid computational intelligence approach using the copula-KSVMQR method was proposed in the present study to build a prediction model of landslide displacement and construct the density distribution of the landslide displacement prediction. The hybrid copula-KSVMQR approach is successfully applied to a complex landslide in the TGRA. The experimental study indicates that the proposed copula-KSVMQR approach achieves perfect performance. Density predictions with full probability density distributions of the landslide displacement can be constructed from the copula-KSVMQR approach. Landslide observations were found in the middle of the probability density distribution with high probability. In addition, different types of predictions, including interval prediction and point prediction, can be derived from the obtained density prediction with perfect performance. The constructed PIs cover the observations completely and appropriately account for all uncertainties. The mean prediction interval width of the proposed approach at ZG 289 is 33.04, which is approximately 60 percent lower than that obtained using the traditional Bootstrap-ELM-ANN. The deterministic point prediction and observations showed good consistency with correlation coefficients of 0.9998. The results obtained for the Tanjieha landslide indicate that the copula-
KSVMQR approach is effective and efficient in landslide displacement prediction.
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