Fault Diagnosis of the Gyratory Crusher Based on Fast Entropy Multilevel Variational Mode Decomposition
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Gyratory crusher is a kind of commonly used mining machinery. Because of its heavy workload and complex working environment, it is prone to failure and low reliability. In order to solve this problem, this paper proposes a fault diagnosis method of the gyratory crusher based on fast entropy multistage VMD, which is used to quickly and accurately find the possible fault problems of the gyratory crusher. This method mainly extracts the vibration signal by combining fast entropy and variational mode decomposition, so as to analyze the components of the vibration signal. Among them, fast entropy is used to quickly determine the number of modes in the signal spectrum and the bandwidth occupied by the modes. The extracted parameters can be converted into the input parameters of VMD. VMD can accurately extract the modal components in the signal by inputting the number of modes and related parameters. Due to the differences between modes, using the same parameters to extract the modes often leads to inaccurate results. Therefore, the concept of multilevel VMD is proposed. The parameters of different modes are determined by fast entropy. The modes in the signals are separated and extracted with different parameters so that different signal modes can be accurately extracted. In order to verify the accuracy of the method, this paper uses the data collected from the rotary crusher to test, and the results show that the proposed FE method can quickly and effectively extract the fault components in the vibration signal.

1. Introduction

Gear and rolling bearing are widely used parts in various rotating machinery, and they are important structures carrying transmission and force transmission in rotating machinery. Therefore, in recent years, the research on safety and reliability of rotating parts has been highly concerned, and the related research fields include mechanical fault diagnosis, life prediction, and health operation and maintenance [1]. In all kinds of mechanical faults, the mechanical fault accidents caused by gear components or rolling bearings account for more than 70%. Therefore, it is of great significance to study and find the fault problems existing in the operation of gear components or rolling bearings in time for improving the safety and reliability of the mechanical system [2]. There are many methods to study the faults of rotating mechanical parts. The most widely used methods in academic circles are to collect the vibration signals generated by the components under stable working conditions. The fault conditions of mechanical components are evaluated by analyzing the composition of vibration signals [3, 4]. At present, there are two main methods to analyze vibration signals: one is to analyze the components of signals through the time-frequency information of signals [5], and the other is to decompose the signals into different modal components by the decomposition algorithm [6, 7]. Among them, the methods to obtain the frequency band components by analyzing the spectrum include the fast kurtosis spectrum proposed by Antoni [8] and the fast entropy method proposed by Zhang et al. [9]. Signal mode decomposition is also a common method type in the field of fault diagnosis. For example, Fei used the combination of the wavelet transform...
and relevance vector machine to verify the role of wavelet transform in signal analysis [10] and also used the improved algorithm based on empirical mode decomposition for rolling bearing fault diagnosis [11, 12]. At present, the most commonly used and ideal mode decomposition method is variational mode decomposition. There are many applications of variational mode decomposition. He et al. combined the variational mode decomposition method with the neural network for intelligent diagnosis of the wind turbine rotating fault [13], and Zhao et al. proposed combining variational mode decomposition and signal spectrum entropy to determine the weak fault component of rotating machinery vibration signal methods [14].

The above methods have advantages in various applications, but for the rotating machinery with complex working conditions, the time-frequency analysis method has many characteristic parameters, so it is often unable to extract the main fault features of the signal effectively [15]. For the method of variational mode decomposition, because the components of the vibration signal are complex, using this kind of method for component analysis easily causes the problems of signal mode aliasing and mode underdecomposition or overdecomposition [16]. In order to solve the problem of fault diagnosis of rotating machinery, such as mining machinery or high-strength machinery assembly line, this paper proposes a multilevel VMD method based on fast entropy by combining the entropy spectrum and variational mode decomposition. For the vibration signal with complex components, the direct use of variational mode decomposition is unable to effectively extract various fault components in the signal [17]. Fast entropy can quickly extract the principal components of the signal spectrum and provide calculation parameters for each level of VMD. Multilevel VMD solves the problem of single-parameter mismatch through multiple-mode extraction of the signal. At the same time, multilevel VMD can further extract the weak impact components of the signal. The proposed fast entropy multilevel VMD method has high efficiency of feature extraction. It has the advantage of accurate feature data. Therefore, firstly, the entropy spectrum method is used to determine the modal components in the signal as VMD method extraction parameters [18]. In order to prevent the loss of effective components, the decomposed modal components are separated from the signal, and the remaining signals are extracted again until the decomposition termination parameters calculated by the entropy spectrum are met; thus, the effective components in the signal are decomposed [19] to solve the problem that the signal component is not easy to determine under complex conditions. In order to further verify the application ability of the proposed method, it is necessary to classify the extracted components to judge the ability of the proposed method in the fault diagnosis of rotating machinery [20]. Modal components can be classified by various classification methods. The common fault classifier methods include SVM (support vector machine) linear classifier, data-driven, convolutional neural network, and decision tree model [21–24]. In this paper, a classification method of decision tree model, XGBoost, is used as a classifier. XGBoost has the characteristics of fast discrimination speed and good classification performance for the two-dimensional data, so it is suitable for the classification of modal components in this paper [25].

In the second part of this paper, the theory of fast entropy and variational mode decomposition is introduced. In the third part, the principle of the improved method combining fast entropy and VMD is introduced in detail. In the experimental part, the proposed method is verified by the actual vibration signal collected from the experimental platform, and the method is analyzed and summarized at the end of the section.

2. Principles

The improved method proposed in this paper mainly involves two kinds of vibration signal analysis methods, which are variational mode decomposition (VMD) and fast entropy spectrum (FE). Among them, the variational mode decomposition method is a classical signal decomposition method which iteratively decomposes the vibration signal into several eigenmodes [26], and the fast entropy spectrum is a method used to determine the number of signal modes through the signal spectrum [7]. These two methods are described in detail in this section.

2.1. Variational Mode Decomposition. Variational mode decomposition is an adaptive mode decomposition method, which is widely used in the modal decomposition of vibration signals. Given the number of modes, VMD can obtain the best eigenmode and band center frequency through iterative optimization. Compared with the traditional EMD, wavelet transform, and other analysis methods, VMD has higher efficiency and decomposition accuracy, which is a very important method in the field of signal analysis. The variational mode decomposition is to extract the vibration modes by iteratively solving the vibration signals as variational functions:

\[
\min_{\{u_k\},\{\omega_k\}} \left\{ \sum_k \left\| \partial_t \left[ \left( \frac{\delta(t) + j}{\pi t} \right) * u_k(t)e^{-j\omega_k}\right] \right\|^2 \right\}. \tag{1}
\]

The signal \( f \) can be obtained by superposition of \( K \) modes:

\[
s.t. \sum_{k=1}^{K} u_k = f. \tag{2}
\]

In formulas (1) and (2), \( K \) is the number of modes, \( \{u_k\} \) is the \( k \)th modal component after decomposition, \( \{\omega_k\} \) is the center frequency of the corresponding modal component, \( \delta(t) \) is the Dirac function, and \( * \) is the convolution operator.

The Lagrange multiplication operator is introduced to transform the constrained variational problem into an unconstrained variational problem:
In the formula, the quadratic penalty term is introduced, which can be used to reduce the noise interference in the signal, then the alternating direction multiplier iterative algorithm (ADM1) is used to optimize the overlapping band, and the optimal mode and its center frequency are obtained.

The mode is optimized iteratively:

\[
\tilde{\lambda}^n(\omega) + \gamma\left(\tilde{f}(\omega) - \sum_k \tilde{\lambda}_k^n(\omega)\right) \rightarrow \tilde{\lambda}_k^{n+1}(\omega).
\]  

The iterative process of the Lagrange multiplier is as follows:

\[
\tilde{\lambda}^n(\omega) + \gamma\left(\tilde{f}(\omega) - \sum_k \tilde{\lambda}_k^n(\omega)\right) \rightarrow \tilde{\lambda}_k^{n+1}(\omega).
\]  

In equation (6), noise tolerance \(\lambda\) is introduced for signal fidelity. The variable mode decomposition sets the maximum iteration times and the mode output conditions given the number of modes and the secondary penalty term and finally decomposes the signal into \(K\) eigenmodes which reflect the main information of the vibration signal.

### 2.2 Fast Entropy

Entropy reflects the internal energy transformation of the signal. The impact components in the signal spectrum can be judged by entropy. Envelope entropy can screen the impact components in the signal spectrum, but its accuracy is not high, and it is greatly affected by noise in the actual complex working conditions. Fast entropy predicts the change of the impact components in the signal. The noise factor can be screened out to a certain extent. Fast entropy spectrum method is an improved method of fast kurtosis spectrum. Kurtosis spectrum is a computing tool used to detect nonstationary factors in signals. Kurtosis, as a parameter reflecting the change of the signal, can be used to detect the abnormal components in the stationary vibration signal, but this method has poor effect in the case of strong noise. In order to overcome this defect, the concept of kurtosis spectrum is proposed to overcome the difficulty of using kurtosis to determine the components of the strong noise signal. The spectrum is divided into equal scales until the signal spectrum is divided into two parts. The frequency band of each mode is included to determine the modal component of the signal. Fast kurtosis spectrum is a method that combines the kurtosis spectrum with the FIR filter. Fast entropy is a method that divides the signal spectrum through the trend spectrum on the basis of the fast kurtosis spectrum, so as to more accurately divide the signal mode. The basic principle of fast entropy is as follows.

Firstly, the signal spectrum is calculated by short-time Fourier transform. The spectrum \(f(\omega)\) of signal \(f(t)\) is obtained by Fourier transform, and the key function \(|\tilde{g}(u)|\) is obtained by discretizing the signal:

\[
\tilde{f}(\omega) = \int_{-\infty}^{\infty} f(t)e^{-j\omega t}dt,
\]

\[
\tilde{g}(u) = \sum_{n=0}^{L-1} g(n)e^{-j(2\pi/\lambda)n}u.
\]

The trend spectrum of the signal is calculated:

\[
T(f) = \int_{-\infty}^{\infty} \tilde{g}(u)e^{2\pi fu}du.
\]

In the fast entropy spectrum method, after the signal is divided through the trend spectrum, the components of the divided spectrum are extracted through the frequency slice function:

\[
Wf(t, \omega, \lambda, \sigma) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{f}(u)\tilde{p}^\ast\left(\frac{u - \omega}{\sigma}\right)e^{i\omega d}du,
\]

where \(t, \omega, \lambda\) are the observation time, observation frequency, and evaluation rate, scale factor \(\sigma \neq 0\), parameter \(\lambda\) is a constant, \(\tilde{p}(\omega)\) represents the frequency slice function, and \(\ast\) is conjugate. The time domain of the frequency-sliced wavelet transform can be expressed as

\[
W_f(t, \omega, \sigma) = \sigma e^{i\omega t}p^\ast(\sigma(\tau-t))dt.
\]

When \(p(t)\) and \(\tilde{p}(\omega)\) take special values, the frequency slice wavelet transform will be transformed into the traditional short-time Fourier transform, so it shows that the method is feasible in the generalized range.

Let \(\sigma \propto \omega\) and \(\kappa = \sigma/\omega\); the results are as follows:

\[
W_f(t, \omega, \kappa) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{f}(u)\tilde{p}^\ast\left(k(\frac{u - \omega}{\omega})\right)e^{i\omega t}du.
\]

\(\kappa\) is defined as the relative resolution related to observation frequency and evaluation frequency. By substituting \(\kappa\), (10) can be transformed into the following forms:

\[
W_f(t, \omega, \kappa) = \frac{1}{k} \omega e^{i\omega t}\int_{-\infty}^{\infty} f(\tau)e^{-i\kappa\omega}\left(\frac{\omega(\tau-t)}{k}\right)d\tau.
\]

\(\Delta\omega_p\) is the frequency window width of the frequency wavelet. Considering the bandwidth-frequency ratio of the
frequency slice function, the frequency resolution of the frequency slice wavelet transform is set as \( \eta_p = \sigma \Delta \omega_p / \omega = \Delta \omega_p / \kappa \). The frequency resolution of the signal is set to \( \eta_p = \Delta \omega_p / \omega_1 \). In general, \( \eta_p \ll 1 \). Therefore, \( \eta_p \) can be achieved by adjusting \( \kappa \). If \( \tilde{p}(\omega) \) satisfies \( \tilde{p}(0) = 1 \), the components of the original signal can be reconstructed by the following formula:

\[
f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W_f(\tau, \omega, \kappa) e^{i(\omega \tau - \tau \omega)} d\tau d\omega.
\] (13)

2.3. XGBoost. Gradient surge decision tree (XGBoost) is a kind of decision tree method which can realize the rapid classification of samples. The process of constructing the XGBoost model is as follows: firstly, the modal components obtained by decomposition are used as samples.

For a single sample \( X_{m,y} \), the prediction results are as follows:

\[
\hat{y}_X = \varnothing(X_{m,y}) = \sum_{m=1}^{M} \eta_m f_m(X_{m,y}).
\] (14)

\[
\text{Obj} = \sum_{i=1}^{n} \left( l(y_i, \hat{y}_i^{(t-1)}) + g_i f_i(x_i) + \frac{1}{2} h_i f_i^2(x_i) \right) + \Omega(f_i) + \text{constant.}
\] (16)

The tree structure is defined:

\[
f_t(x) = \omega_q(x), \quad \omega \in \mathbb{R}^T, q: \mathbb{R}^d \longrightarrow \{1, 2, \ldots, T\}.
\] (17)

The complexity of a tree is defined:

\[
\Omega(f_t) = \gamma T + \frac{1}{2} \lambda \sum_{j=1}^{T} \omega_j^2.
\] (18)

The final objective function is as follows:

\[
\text{Obj} = \sum_{j=1}^{T} \left[ G_j \omega_j + \frac{1}{2} (H_j + \lambda) \omega_j^2 \right] + YT.
\] (19)

Best of point:

\[
\omega_j^* = \frac{G_j}{H_j + \lambda}
\] (20)

\[
\text{Obj} = \frac{1}{2} \sum_{j=1}^{T} \frac{G_j^2}{H_j + \lambda} + YT.
\]

The basis of the leaf node division is as follows:

\[
gain = \frac{1}{2} \left[ \frac{G_L^2}{H_L + \lambda} + \frac{G_R^2}{H_R + \lambda} - \frac{(G_L + G_R)^2}{H_L + H_R + \lambda} \right] - \gamma.
\] (21)

\( \hat{y}_X \) is the prediction result of the decision tree, \( X_{m,y} \) denotes a sample with \( m \) characteristic classes of \( y \), and \( f_m \) is the tree model of the \( m \)-th tree. Through XGBoost training, each tree can obtain the corresponding weight value \( w \) and the tree structure parameter \( q \) according to feature learning. In addition to the weight of the tree model obtained through training, this method increases the weight value of feature \( \eta_m \) to modify the results of each tree model, so as to improve the accuracy of the results of the model.

The objective function of the XGBoost decision tree is

\[
L_m(\varnothing) = \sum_i l(\hat{y}_i, y_i) + \sum_m \Omega(f_m),
\] (15)

where \( l \) is the loss function of the model tree, which is used to reduce the error between the predicted value and the real value and form the basic tree model structure, and \( \Omega \) is the regular term of the model tree, which is used to control the complexity of the tree model so that the learner can avoid overfitting as much as possible.

The objective function is solved. Firstly, the loss function is expanded to the second order by Taylor expansion:

3. The Improved Method Is Put Forward

Because the decomposition performance of VMD depends on the selection of parameters, the number of modes and the selection of secondary penalty factors have great influence on the decomposition results. In the previous research of the VMD method, most scholars improved the performance of VMD mainly reflected in the optimization of parameters. However, in the actual signal, the number of modes in the signal is not easy to determine due to the existence of noise and environmental noise generated by the mechanical system. In addition, the frequency band width of different modes in the spectrum is not consistent due to the difference of spectrum characteristics of different modes. At present, most of the signal decomposition methods do not notice this key point. Therefore, this paper proposes a method of multistage variational mode decomposition (FE-MVMD) based on fast entropy. By using fast entropy, the parameters required by different series of VMD are obtained continuously to adapt the corresponding parameters of different modes of extraction, aiming to further improve the effect of the decomposition.

The flowchart of the proposed improvement method is shown in Figure 1.
The minimum number of modes is determined by the fast entropy method, and the decomposition stop index is also determined.

The input parameters of VMD are determined, and the signal (residual) is decomposed by variational mode decomposition.

Using the decomposition stop index to judge whether the residual error contains fault information?

Output the decomposed mode

Yes

No

Figure 1: Flowchart of the FE-MVMD method.

The calculation method of the proposed fast entropy multilevel variational mode decomposition method is as follows.

Firstly, the number of modes in the original signal is determined by the trend spectrum calculation method in fast entropy, and the frequency spectrum of the initial signal \( f(t) \) is obtained by short-time Fourier transform:

\[
F(\omega) = F[f(t)] = \int_{-\infty}^{\infty} f(t)e^{-j\omega t} dt. \tag{22}
\]

When the signal is processed by using the computer, the continuous signal is discretized:

\[
F(u) = \sum_{n=0}^{L-1} f(n)e^{-j(2\pi fn/\nu)} \tag{23}
\]

The trend spectrum of the spectrum is calculated:

\[
T(f) = \int_{-\infty}^{\infty} F(u)e^{j2\pi fu} du. \tag{24}
\]

The trend spectrum can show the modal components in the signal. The modal components in the signal can be preliminarily determined by extracting the spectral peaks in the trend spectrum, so as to provide the modal number parameters for VMD. The number of qualified modes in the trend spectrum can be obtained by a high-pass filter function:

\[
T(f) \ast \frac{G_0}{1-j\omega/\omega_0} \rightarrow K. \tag{25}
\]

It can be seen from Figure 2 that the threshold value of the filter corresponding to the signal can be determined by fast entropy, that is, the threshold value of the high-pass filter. It can be seen from Figure 2 that the selected threshold value passes through several peaks of the trend spectrum, and the corresponding number of passes can be used as the number of modes used in the multilevel VMD method.

A set of experimental signals are used as samples, and the trend spectrum of the signals is shown in Figure 2.

Figure 2 shows the spectrum of the signal, the trend spectrum of the signal, and the high-pass filter obtained by fast entropy calculation. The spectrum is the Fourier spectrum of the signal, and the trend spectrum is used to determine the possible modal components in the spectrum. The modal components in the trend spectrum can be screened by calculating the fast entropy of the spectrum, so as to provide the modal parameter \( K \) for the calculation of VMD.

Then, another key input parameter of VMD, the quadratic penalty term \( \alpha \), is determined. By analyzing the decomposition results of the signal under different parameters, it is found that the value of \( \alpha \) is related to the frequency band size and the center frequency of the extracted modal components, and different values of \( \alpha \) correspond to different frequency band sizes. Therefore, the size of the penalty factor determines whether the different frequency bands of the complex signal can be extracted correctly. Therefore, it is necessary to extract the modal components corresponding to different penalty coefficients. The size of the frequency band components can be determined by the slice function in the fast entropy method, and the corresponding penalty coefficients can be obtained:

\[
\alpha^{n+1}_k = \frac{\int_0^{\infty} \omega |\tilde{u}_k(\omega)|^2 d\omega}{\int_0^{\infty} |\tilde{u}_k(\omega)|^2 d\omega} \rightarrow ka. \tag{26}
\]

After obtaining the parameters of VMD, the signal is decomposed into modes. Corresponding to different frequency bands, different parameters are input for iteration, and VMD is performed for many times to obtain the high-precision mode, which is helpful for further analysis of signal components and finding the fault.
Figure 3: Gear box of the gyratory crusher and fault setting: (a) vibration signal acquisition sensor, (b) speed/acceleration sensor, (c) gear failure, and (d) rolling bearing failure.

Figure 4: Time-frequency diagram of different faults.
4. Experiment and Analysis: Rotating Fault Diagnosis Experiment of the Cycle Crusher

Gyratory crusher is a kind of rotating machinery commonly used in crushing life line and sand-making life line. Its faults are mostly caused by rotating parts, such as gear and rolling bearing faults. If the rotating faults are unable to be found and eliminated in time, it easily causes safety accidents. In order to solve this problem, it is necessary to analyze the faults of the gyratory crusher. In this paper, the crusher gearbox mechanism is used for data acquisition, and the experimental platform is shown in Figure 3.

Four groups of different types of faults are set in the experiment, which are gear fault, rolling bearing fault, compound fault, and no fault. The bearing type used in the experiment is 33116 bearing, and the gear type is 2TJ06 gear. The sampling frequency used in the experiment is 2048 Hz. Figure 4 shows the time-frequency diagram of the experimental data.

The proposed FE-MVMD method is used to process the four types of data, and the decomposition results are shown in Figure 5.

Through the decomposition results in Figure 5, the ability of the proposed FE-MVMD method to extract signal modes under complex conditions can be verified. Secondly, by comparing the spectrum of the signal before and after decomposition, it can be found that the components of the signal spectrum are effectively put

---

**Figure 5: Decomposition results of FE-MVMD.**
forward. Through the comparison between the decomposition results, different modes existing in different faults can be obviously compared. Based on different central frequencies and frequency bands of different modes, the signal components can be judged. In addition, due to the use of fast entropy as the parameter determination method, the optimized parameters are also conducive to filtering out the noise components in the signal, thus improving the reliability of the extraction results of the FE-MVMD method.

In order to further verify the performance of the proposed method, empirical mode decomposition (EMD) and variational mode decomposition (VMD) are used to compare the performance of FE-MVMD. In Figure 6, the decomposition results of VMD are compared with those of FE-MVMD. The number of modes of the VMD method is consistent with that of the MVMD method, so as to highlight the performance of the proposed method. In addition, in order to verify the function of the extracted modal components in fault diagnosis, 200 groups of signals were used.
under the same fault condition are used as samples to extract the modal components, and the modal components extracted by different methods are trained. XGBoost is used as a classifier, and empirical mode decomposition and variational mode decomposition are used as a comparison to achieve high-accuracy results; the advantages of the FE-MVMD method in fault diagnosis were verified.

The experimental signal is the vibration signal generated by the transmission mechanism of the rotary crusher under the actual working condition, and the experimental data contain complex environmental noise. Therefore, the experimental verification using this group of signals can illustrate the antinoise performance of the proposed method. Comparing the decomposition results of FE-MVMD and VMD, it can be found that even if the same number of modes is used as the input, the VMD method is unable to completely separate the modes in the signal. Through Figure 5, it can be seen that the decomposition mode of VMD is concentrated in the low-frequency part, which indicates that the VMD method is unable to find the best band adaptively, so the decomposition effect is not ideal, and the separation of FE-MVMD and EMD is unable to achieve. Comparing the decomposition results of FE-MVMD and the WT method, we can see that the WT method can hardly effectively extract the components in the spectrum. The results of the solution are compared. EMD adaptively decomposes the signal into several modes and a residual. In order to compare the actual effect, the first K modes (K is the modal quantity parameter adopted by FE-MVMD) are superimposed and compared with the results of FE-MVMD. Through Figure 6, it is observed that the difference between the mode obtained by EMD and FE-MVMD is relatively small, which indicates that the EMD has poor noise resistance and low decomposition efficiency. In summary, the FE-MVMD method proposed to extract the mode is not ideal. The speed and accuracy are better than EMD and VMD algorithms.

In order to verify the actual effect of the FE-MVMD mode in fault diagnosis, it is necessary to use the extracted mode for the training test to verify the classification effect of the extracted mode. In this paper, the XGBoost classifier is used to verify the effect of modal extraction. 50 groups of vibration signals of different fault types are sampled as the training set, and the eigenmode is extracted to form the discrimination basis. In order to verify the classification performance of the proposed method and the effectiveness of modal classification, 250 groups of test sets are used to extract the mode. The results are shown in Table 1.

In order to verify the accuracy and effectiveness of XGBoost, RF (random forest) classification algorithm is added to classify the extracted signal features, which verifies the effectiveness of the proposed method (Table 2).

The classification results show that the classification accuracy of FE-MVMD is better than that of EMD and VMD in different fault conditions, which verifies that FE-MVMD is a kind of signal analysis method suitable for rotating machinery fault diagnosis. The experimental results also show that the classification accuracy of the FE-MVMD method decreases when the modal components are complex, so it is necessary to perform further research to improve the decomposition performance of the FE-MVMD method.

5. Conclusion
In this paper, a fast entropy-based multilevel variational mode decomposition (FE-MVMD) method is proposed by combining the basic principles of fast entropy and variational mode decomposition. In this paper, the rotating machinery structure of the gyratory crusher with complex working conditions is taken as the research object, the vibration signal of the mechanical system collected is taken as the analysis sample and compared with other modal extraction methods, and the superior performance of FE-MVMD in the signal modal extraction method is verified. In addition, the extracted modal components are used as samples for further fault classification test. XGBoost is used as a classifier to verify the advanced nature of the proposed method in rotating machinery fault diagnosis. In addition, through the experimental process, some conclusions are obtained:

1. The empirical VMD method usually uses the same parameters to extract the components of the signal, but the actual extraction effect is not ideal.
2. Through the results of modal extraction, it is found that the influence of noise on the extraction of modal components is very important. Therefore, a reasonable signal denoising method will be beneficial to the effect of modal component extraction.
3. Based on the process of changing parameters in the proposed MVMD method, a method suitable for local component extraction can be considered, which can greatly improve the efficiency of fault diagnosis.
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