Direct and Indirect Effects of Surface Fluxes on Moist Baroclinic Development in an Idealized Framework

KRISTINE F. HAUALAND AND THOMAS SPENGLER
Geophysical Institute, University of Bergen, and Bjerknes Centre for Climate Research, Bergen, Norway

(Manuscript received 2 December 2019, in final form 16 July 2020)

ABSTRACT

The convoluted role of surface sensible and latent heat fluxes on moist baroclinic development demands a better understanding to disentangle their local and remote effects. Including diabatic effects in the Eady model, the direct effects of surface fluxes on the diabatic generation of eddy available potential energy as well as their indirect effects through modifications of the circulation and latent heating are investigated. It is shown that surface sensible heat fluxes have a minor impact, irrespective of their position and parameterization, while latent heating in the region equivalent to the warm conveyor belt is the dominant diabatic source for development. Downward surface sensible heat fluxes in proximity of the warm conveyor belt results in structural modifications that increase the conversion from basic-state available potential energy to eddy available potential energy, while concomitantly weakening the ascent and hence latent heating. The detrimental effects are easily compensated through provision of additional moisture into the warm conveyor belt. Upward surface heat fluxes in the cold sector, on the other hand, are detrimental to growth. When downward (upward) surface sensible heat fluxes are located below the equivalent of the warm conveyor belt, the diabatically induced PV anomaly at the bottom of the latent heating layer becomes dominant (less dominant). Shifting the downward surface sensible heat fluxes away from the warm conveyor belt results in substantial changes in the growth rate, latent heat release, low-level structure, and energetics, where the effect of surface sensible heat fluxes might even be beneficial.

1. Introduction

The influence of surface sensible and latent heat fluxes on midlatitude cyclone development is uncertain and varies with environmental conditions in the atmosphere and ocean (e.g., Nuss and Anthes 1987; Kuo and Reed 1988; Mullen and Baumhefner 1988). Nuss and Anthes (1987) found that the effect of surface fluxes varies from reducing the growth rate of extratropical cyclones by 25% to enhancing it by 15%. Moreover, when cyclones move over regions with different air–sea temperature contrasts, the role of surface fluxes often changes substantially during the development (Kuo et al. 1991a) and may even reverse or partially cancel (Langland et al. 1995). With state-of-the-art numerical weather prediction models still struggling to correctly represent the amount and location of diabatic processes in cyclone development (e.g., Schäfler et al. 2018) as well as climate models featuring significant biases in sea surface temperatures resulting in a misrepresentation of storm tracks (e.g., Keeley et al. 2012; Lee et al. 2018), improving our understanding of the influence of surface fluxes on cyclone development will allow us to identify associated sources of model biases and forecast uncertainties.

While surface latent heat fluxes are usually upward in most parts of the cyclone (e.g., Carrera et al. 1999; Zhang et al. 1999), surface sensible heat fluxes often feature a dipole with upward fluxes in the cold sector and downward fluxes in the warm sector of the cyclone (e.g., Danard and Ellenton 1980; Fleagle and Nuss 1985; Neiman and Shapiro 1993; Sinclair et al. 2010; Booth et al. 2012). Such a distribution of surface sensible heat fluxes can reduce low-level baroclinicity (Branscome et al. 1989; Zhang and Stone 2011) and ascent in the...
warm sector of the cyclone (Kuo et al. 1991a), potentially weakening cyclone growth (Haltiner 1967; Kuo and Low-Nam 1990).

Under different environmental conditions, however, surface sensible heat fluxes can also be upward in the warm sector. For example, during the early phase of an explosive midlatitude cyclone studied by Kuo et al. (1991a), polar air from a previous cold-air outbreak resulted in upward surface sensible heat fluxes in the warm sector. When excluding these fluxes in numerical simulations of the storm, the cyclone development was considerably weaker. This impact from surface fluxes is supported by the climatological study by Gyakum and Danielson (2000), where the strongest cyclogenesis was associated with cold air downstream of the developing cyclone in conjunction with higher sea surface temperatures and thereby larger surface fluxes. Furthermore, strong upward oceanic surface fluxes warmed, moistened, and destabilized the cold boundary layer of the vigorous Presidents’ Day snowstorm, resulting in a strong low-level baroclinic zone that aided cyclone development at an early stage (Bosart 1981). Thus, under certain conditions, surface sensible heat fluxes can enhance, rather than weaken, low-level baroclinicity while reducing static stability (Reed and Albright 1986; Atlas 1987; Carrera et al. 1999), yielding favorable conditions for cyclone intensification.

Another contribution to cyclone growth is associated with surface latent heat fluxes that moisten the air in the boundary layer (Mailhot and Chouinard 1989). Combining this effect with a reduced static stability can lead to substantially enhanced latent heating and cyclone growth (Uccellini et al. 1987; Nuss and Anthes 1987; Carrera et al. 1999; Hirata et al. 2019). Zhang et al. (1999) stressed the importance of this moist effect on midlatitude cyclone development and found the impact of surface heat fluxes only to be significant when latent heating was included in the numerical experiments. As latent heating strongly intensifies and alters cyclone development (e.g., Craig and Cho 1988; Kuo et al. 1991b; Balasubramanian and Yau 1996), the influence of surface fluxes should be studied in conjunction with latent heating.

Investigating both of these diabatic effects in baroclinc life cycle experiments using a primitive equation global spectral model, Gutowski and Jiang (1998) found that surface heat fluxes destabilize the cold sector and stabilize the warm sector, resulting in a shift of convective heating to the cold sector. Consequently, in a follow-up study including constant surface sensible heat fluxes, Jiang and Gutowski (2000) examined the effect of convective heating only above the cold sector. While surface fluxes can indeed modify the convective heating in the cold sector, the impact on the warm conveyor belt, where most of the latent heating occurs (Browning 1990), is probably more crucial for the development of the storm.

To investigate the role of surface fluxes in a framework that includes latent heating in the warm conveyor belt, we use the numerical extension of Mak’s (1994) 2D quasigeostrophic (QG) linear model that was introduced by Hauland and Spengler (2019, hereafter HS19). This model is based on the Eady (1949) model and includes latent heating proportional to low-level vertical motion. Here, we further extend the model with different parameterizations of surface sensible heat fluxes based on either air–sea temperature differences (similar to Mak 1998), warm-air advection, or the location and intensity of the warm conveyor belt and investigate the impact of varying their intensity and location on the growth rate, structure, and energetics of the baroclinic wave in the presence of latent heating. We focus on the incipient stage of midlatitude cyclones, as later stages are typically highly nonlinear (e.g., Kuo et al. 1991b) and therefore inadequately represented by our linear model.

While surface sensible heat fluxes directly affect baroclinic development by altering the diabatic generation of eddy available potential energy, surface sensible and latent heat fluxes can also indirectly influence baroclinic development through changes in the circulation and moisture supply. For example, Boutle et al. (2010), Pfahl et al. (2014), and Dacre et al. (2019) found that surface latent heat fluxes remote from the cyclone area strongly control the input of moisture into the warm conveyor belt and hence the latent heat release. To examine and quantify this indirect effect of surface latent heat fluxes, we vary the latent heating intensity to evaluate the sustained surface latent heat fluxes needed to provide the additional moisture supply to the warm conveyor belt to overcome the detrimental effects from local surface sensible heat fluxes.

2. Model

a. Basic equations and model setup

We extend the linear 2D QG model formulated by Mak (1994) and HS19, which includes different diabatic forcings in the Eady (1949) model, by implementing various formulations of surface sensible heat fluxes. Following Mak (1994), we use pressure as the vertical coordinate and assume wavelike solutions in the \( x \) direction for the QG streamfunction \( \psi \) and vertical motion \( \omega \):
\[ [\psi, \omega] = \text{Re}\{[\hat{\psi}(p), \hat{\omega}(p)] \exp[i(kx - \sigma t)]\}, \]  
(1)

where the hat denotes Fourier transformed variables, \( k \) is the zonal wavenumber, and \( \sigma \) is the wave frequency. The nondimensionalized \( \omega \) and potential vorticity (PV) equations can then be expressed as

\[ \frac{d^2 \hat{\omega}}{dp^2} - S k^2 \hat{\omega} = i2\lambda k^2 \hat{\psi} + k^2 \hat{Q} \]  
(2)

and

\[ (\bar{n}k - \sigma) \left( \frac{d^2 \hat{\psi}}{dp^2} - Sk^2 \hat{\psi} \right) = i \frac{d\hat{Q}}{dp}, \]  
(3)

where \( Q = Q_{\text{th}} + Q_{\text{sf}} \) is the diabatic heating rate divided by pressure, representing both latent heating \( Q_{\text{th}} \) and heating associated with surface sensible heat fluxes \( Q_{\text{sf}} \). \( S \) is the basic-state static stability as defined in HS19, \( \lambda \) is the basic-state vertical wind shear, and \( \pi(p) = \lambda(p_b - p) + u_0 \) is the basic-state zonal wind (arrows in Fig. 1a). The set of equations is completed with the boundary conditions \( \hat{\omega} = 0 \) at \( p_t \) and \( p_b \) together with the thermodynamic equation

\[ (\bar{n}k - \sigma) \frac{d\hat{\phi}}{dp} + i\hat{Q} + \lambda k \hat{\psi} = 0 \] at \( p = p_t, p_b \),  
(4)

where \( p_t \) and \( p_b \) are the pressure at the top and bottom of the domain, respectively.

For simplicity, we assume constant \( S \) and \( \lambda \). Note that Mak (1998) prescribed \( S \) as a step function with a smaller value in the lowest layer. Our choice of a constant \( S \) is based on the argument that in the presence of latent heating, the effective static stability not only reduces in the surface flux layer but also in the latent heating layer where parcel displacements are nearly moist adiabatic (HS19). Furthermore, the effect of reduced stratification related to moist processes and surface fluxes is incorporated partially through the diabatic heating (see HS19 for further clarification). Following HS19, we refer to \( \frac{d\phi}{dp} \), which is proportional to the negative density perturbation, as temperature, and choose representable model parameters for large-scale midlatitude flow (see Table 1). The only difference from Mak (1994) and HS19 is a uniform increase of \( u \) by \( u_0 = 4 \text{ m s}^{-1} \), consistent with the surface flux implementation introduced by Mak (1998), whereas the differences from Mak (1998) are in \( S \) (as noted above), \( \lambda \), and \( p_t \).

### b. Parameterization of latent heating

Following Mak (1994), latent heating divided by pressure is proportional to upward motion at the bottom of the latent heating layer and is parameterized as

\[ \hat{Q}_{\text{th}} = -\frac{e_{\text{th}} h_{\text{th}}(p)}{2} \hat{\omega}(k), \]  
(5)

![Fig. 1. Schematic of (a) the linearly increasing zonal wind with decreasing pressure (red) and surface fluxes (gray) and (b) vertical and zonal locations of downward surface sensible heat fluxes relative to the area of latent heating for the formulations based on \( T_s \) [(8), red], \( v_s \) [(9), blue], and \( \omega_s \) [(11), gray]. Black dashed lines in (a) indicate heating boundaries where internal diabatically produced PV can form. Gray dot–dashed and dashed lines in (b) respectively indicate the location of the surface fluxes based on a +90° and −90° zonal phase shift relative to \( \omega_s \).]

![Table 1. Nondimensional values of model parameters. Value from HS19 (Mak 1998) is indicated in parentheses (square brackets) if different from this study. See Mak (1998) for a detailed description of \( S \).]

| Parameter | \( S \) | \( \lambda \) | \( u_0 \) | \( f \) | \( p_t \) | \( p_b \) |
|-----------|--------|-------------|---------|-------|----------|----------|
| Nondimensional value | 4 [\*1] | 3.5 [5.0] | 0.4 (0.0) | 1 | 0.15 [0.0] | 1 |
where $e_{sf}$ is the latent heating intensity parameter, $\omega_\theta$ is the vertical motion at the bottom of the latent heating layer, and $h_{th}$ is the vertical profile of latent heating divided by pressure. Consistent with Mak (1994) we let

$$h_{th}(p) = H(p - 0.4) - H(p - 0.9)$$

$$= \begin{cases} 
0 & \text{for } p < 0.4 \text{ and } p > 0.9 \\
1 & \text{for } 0.4 < p < 0.9 
\end{cases},$$

(6)

where $p_{th} = 0.4$ and $p_{thb} = p_\theta = 0.9$ are the nondimensional pressure at the top and bottom of the latent heating layer, corresponding to 400 and 900 hPa, respectively. We have also tested other levels for the heating boundaries, which yield qualitatively similar results (not shown).

We use the same latent heating intensity parameter $e_{sf} = 12.5$ for all experiments, which corresponds to a heating rate approaching 40 K day$^{-1}$ when $\omega \sim 10^{-3}$ hPa s$^{-1}$. This choice is based on the arguments about reasonable heating rates by HS19, where similar heating rates yield qualitatively comparable results. Note that the heating should be viewed as heating anomalies rather than total heating.

### c. Parameterization of surface sensible heat fluxes

1) **Formulations motivated by temperature and temperature advection**

We apply the linearized version of the bulk relation for surface sensible heat fluxes from Monin–Obukhov theory

$$Q_{sf} \propto |\mathbf{v}_s|(SST - T_s),$$

(7)

where $|\mathbf{v}_s|$ is the surface wind speed, SST is the sea surface temperature, and $T_s$ is the temperature of the overlying air. Following Mak (1998), we assume a constant sea surface temperature and define the surface fluxes divided by pressure as

$$\hat{Q}_{sf,T} = e_{sf} h_{sf}(p) \frac{\partial \psi^c}{\partial p}^T,$$

(8)

where the subscript $s$ denotes a surface value and the impact of horizontal wind speed is incorporated in the intensity parameter $e_{sf}$. This formulation does not, however, take into account that surface sensible heat fluxes are typically located where the meridional temperature advection $\mathbf{v}_s(\partial T/\partial y) \times -ik\psi_\lambda$ is anomalously strong (Boutle et al. 2010). Thus, we introduce an alternative formulation based on meridional wind anomalies:

$$\hat{Q}_{sf,T} = -e_{sf} h_{sf}(p)ik\psi_\lambda,$$

(9)

where the basic-state meridional temperature gradient is incorporated in the intensity parameter $e_{sf}$. Note that the dimensional form of the surface flux intensity parameter $e_{sf}$ has different units in (8) and (9) (see Table 2).

The heating profile for surface fluxes $h_{sf}$ is independent of the flux formulation and given by

$$h_{sf}(p) = H(p - 0.9) = \begin{cases} 
0 & \text{for } p < 0.9 \\
1 & \text{for } p > 0.9 
\end{cases}.$$

(10)

Note that interior PV anomalies for the given profiles of surface fluxes and latent heating in conjunction with constant $S$ and $\lambda$ can only exist at the two heating boundaries where $dQ/dp \neq 0$ (see dashed lines relative to the heating profiles in Fig. 1a).

2) **Formulation motivated by sensitivity to horizontal location**

In addition to the surface flux formulations above, we introduce a third formulation based on $\omega_\theta$:

$$\hat{Q}_{sf,T} = e_{sf} h_{sf}(p)\omega_\theta.$$

(11)

While this choice is not necessarily based on physical or observational arguments, it has the advantage that we can directly control the relative position between the surface fluxes and the latent heating, independent of potential alterations in the wave structure related to diabatic effects. As low-level upward motion is located near warm-air advection, the surface fluxes based on this formulation are similar to the formulations based on temperature [see (8)] and meridional wind [see (9)] anomalies.

By including an imaginary part in the intensity parameter $e_{sf}$, we phase shift $Q_{sf} = \text{Re}\{\hat{Q}_{sf}(p)\exp[i(kx - \sigma t)]\}$ such that downward surface sensible heat fluxes are located upstream ($\text{Im}[e_{sf}] > 0$) or downstream ($\text{Im}[e_{sf}] < 0$) of the region of latent heating (see schematic in Fig. 1b for the relative location of the surface fluxes and Table 2 for the numerical value of $e_{sf}$ for the respective locations).
This allows us to investigate how the relative positioning of surface sensible heat fluxes and latent heating changes the growth rate and the structure of the solution. Although we are shifting the surface fluxes from their typical location relative to the latent heating, such a sensitivity analysis helps us to better understand how alterations in the location of surface fluxes change the relative role of PV anomalies at different vertical levels and hence affect cyclone structure and development.

3) SURFACE FLUX INTENSITY

To ensure a fixed ratio between the maximum intensity of latent heating and surface sensible heat fluxes, i.e., \( \max(Q_{lh})/\max(Q_{sf}) \), across all experiments, we adjust the surface flux intensity parameter \( \varepsilon_{sf} \) between experiments accordingly. This is necessary, because changes in the surface flux intensity can cause modifications in the structure that modify the relative strength of the surface fluxes compared to the amount of latent heating. A fixed ratio ensures that the relative intensity of surface fluxes is similar in the different experiments. The ratio is maintained across experiments by varying \( \varepsilon_{sf} \) in a trial-and-error approach for each of the surface flux formulations.

We tested surface flux intensities that range from zero to intensities 3 times larger than the latent heating rate. As the surface flux intensity is highly dependent on various factors, e.g., the type of cyclone and differences in the sea surface temperature underneath a cyclone, it is difficult to define a universal intensity for the incipient stage of the cyclone. For example, surface sensible heat fluxes from composites along the frontal passage of 10 midlatitude cyclones ranged from about \(-30\ W\ m^{-2}\) in the warm sector to about \(100\ W\ m^{-2}\) in the cold sector (Persson et al. 2005), while the surface fluxes in a Met Office Unified Model analysis of a mature midlatitude cyclone were significantly stronger and ranged from \(-100\ W\ m^{-2}\) in the warm sector to \(250\ W\ m^{-2}\) in the cold sector (Sinclair et al. 2010).

Nevertheless, as our results are qualitatively similar for all investigated intensities, we restrict our presentation to heating rates associated with surface fluxes that reach 50% of the latent heating intensity, which corresponds to about 150 W m\(^{-2}\) when the surface fluxes affect the air column between 1000 and 900 hPa. The corresponding values of \( \varepsilon_{sf} \) are shown in Table 2 for all surface flux formulations used in this study. Choosing lower/higher intensities would result in a weaker/stronger effect by surface fluxes, but yield qualitatively similar results.

d. Numerical method

We apply a numerical solution technique, where (2)–(4) form an eigenvalue problem that can be solved for the eigenvalue \( \sigma \) and the eigenvectors \( \hat{\psi}(p) \) and \( \hat{\omega}(p) \) for a given wavenumber \( k \). We use a resolution of 171 vertical levels and calculate solutions for 122 different wavenumbers. Further details can be found in HS19.

e. Normalization of solution

As the nontrivial solution of the eigenvalue problem formed by (2)–(4) contains at least 1 degree of freedom, we cannot compare \( \psi \) and \( \omega \) quantitatively for different experiments and wavelengths (see HS19 for further clarification). Consistent with HS19, we therefore normalize all variables with respect to the domain averaged total eddy energy and argue that such a scaling yields a sound basis for a robust and reliable intercomparison.

We assessed the validity of the QG approximation by comparing the scale of the QG terms in the momentum equations to the ageostrophic advection term. Consistent with HS19, we find that the ageostrophic term is less than 50% of the dominant QG terms when using a dimensional surface velocity of \( 5\ m\ s^{-1} \) (not shown). We therefore argue that our linear QG framework is suitable to investigate the impact of different types of diabatic heating as long as we stay clear of the intensity threshold discussed by HS19, beyond which the diabatic component of \( \omega \) dominates over the dynamic component.

3. Impact of surface sensible heat fluxes on cyclone development

We first focus on the surface flux formulations based on \( T_s \) in (8) and \( v_s \) in (9), followed by the formulation based on \( \omega_s \) in (11), which includes the sensitivity experiments where we zonally shift the surface fluxes relative to the location of the latent heating. Given the limitations of the linear QG framework, this study mainly focuses on the incipient stage of cyclone development.

1) GROWTH RATE

The main modification of the dry Eady growth rate is due to the inclusion of latent heating, with the surface sensible heat fluxes only playing a minor role (Fig. 2). Including only surface sensible heat fluxes based on \( T_s \) and \( v_s \), without latent heating, introduces an additional mode with weakly positive growth rates (up to one-third of the maximum Eady growth rate) at shorter wavelengths, while growth rates at long wavelengths are almost unchanged compared to the dry Eady mode (not shown). As in Mak (1998), the growth rates at short wavelengths become similar to the Eady growth rates.
when using Mak’s (1998) discontinuous static stability profile (see section 2a). Surface fluxes in conjunction with latent heating reduce baroclinic growth (red and blue lines in Fig. 2), which is consistent with the destruction of eddy available potential energy and low-level baroclinicity by surface sensible heat fluxes.

2) GENERAL STRUCTURE OF THE MOST UNSTABLE MODE

Comparing the structure of temperature (shading), meridional wind (yellow contours), and latent heating (black contours) for the most unstable modes, the solutions with surface fluxes (Figs. 3c,d) bear great resemblance compared to the solution including latent heating only (Fig. 3b). The overall structure of these diabatically influenced solutions even remains qualitatively similar to the dry Eady solution (Fig. 3a). All experiments feature a baroclinically unstable structure, with the meridional wind, and hence the streamfunction, as well as the PV anomalies (position of extrema marked by gray dots), and vertical motion (not shown) tilting westward with height, while the temperature tilts eastward with height. Thus, all solutions are energetically consistent, with warm air ascending poleward.

The cooling from surface sensible heat fluxes (dashed gray contours in Figs. 3c,d) formulated with respect to temperature (meridional wind) is slightly upstream (downstream) of the area of upward motion and is hence located more or less directly below the area of latent heating.

3) AMPLITUDE AND LOCATION OF POTENTIAL VORTICITY ANOMALIES

Evaluating the terms in the PV equation, (3), we find that the maximum tendency from meridional advection of basic-state PV (rotated plus symbols in Fig. 3) is located less than 90° upstream (downstream) of the upper (lower) positive boundary PV anomaly for all experiments. The positive tendencies contribute to both the exponential growth of the PV anomalies associated with the unstable wave solution as well as to the upstream (downstream) advection of the upper (lower) PV anomaly. This setup counteracts the advection by the basic-state zonal wind and ensures that the boundary PV anomalies are phase locked. Similarly, the maximum diabatic tendency (nonrotated plus symbols) at the heating boundaries is located less than 90° upstream (downstream) of the upper (lower) diabatically induced positive PV anomaly, resulting in net amplification and propagation that ensures phase locking.

The cooling associated with the surface fluxes below the layer of latent heating increases the vertical heating gradient and hence, according to the PV equation, (3), the dominance of the diabatic PV anomaly at the bottom of the latent heating layer. At the surface, however, the downward surface fluxes induce a negative diabatic...
PV anomaly that suppresses the existing surface PV anomaly. The contribution from the diabatic tendency associated with surface fluxes is therefore decreasing the dominance of the surface PV anomaly relative to the other PV anomalies.

The increasing dominance of the PV anomaly at the bottom of the latent heating layer relative to the surface PV anomaly is depicted in Fig. 4a, where the vertical integral of maximum PV across the bottom of the latent heating layer (red dots) becomes larger than the integral of maximum PV around the surface (black dots) when surface fluxes based on $T_s$ and $v_g$ are included. As a positive PV anomaly is associated with warm air above and cold air below (Hoskins et al. 1985), the decreased dominance of the surface PV anomaly relative to the PV anomaly at the bottom of the latent heating layer is consistent with a weakening of the positive temperature anomalies below 900 hPa (Figs. 3c, d).

Although the diabatic PV tendency suppresses the surface PV anomaly, the positive contribution from meridional advection of basic-state PV dominates over the diabatic contribution (not shown), resulting in net amplification of the surface PV anomaly. The dominance of meridional advection also ensures that the surface PV anomaly remains phase locked and is advected downstream. This is even the case when the negative diabatic tendency is located downstream of the surface PV, opposing its downstream propagation, as in the formulation based on $v_g$ (Fig. 3d).

4) COMPONENTS OF VERTICAL MOTION

To study the impact of surface fluxes on vertical motion, we split $\omega$ into components due to the dynamic and
diabatic forcings on the right-hand side of the equation, \( \phi \), (2) [see Mak (1994) and HS19 for further details].

Consistent with the low-level cooling by surface sensible heat fluxes around the area of upward motion and below the area of latent heating, the vertical velocity component due to the forcing by surface fluxes reduces the total vertical velocity (cf. blue dots with red dots enclosed by gray circles in Fig. 4b). Even though one has to be careful when comparing absolute vertical velocity magnitudes across experiments (see the normalization issue in section 2e), the weakening of the vertical velocity also causes a reduction in the latent heating component of the vertical velocity (red dots), as the latent heating is parameterized with \( v^* \). As the dynamic component (gray circles) is enhanced in the presence of latent heating, it also diminishes when surface fluxes are included.

5) ENERGETICS

The effect of surface sensible heat fluxes on the energetics is investigated using the energy framework introduced by Lorenz (1955), where the tendency of domain-averaged eddy available potential energy, \( \frac{\partial A_e}{\partial t} \), is defined as

\[
\frac{\partial A_e}{\partial t} = C_a + G_e - C_e, \tag{12}
\]

with

\[
C_a = -\frac{\lambda}{S} \frac{\bar{\omega}_\psi}{\psi_p}, \quad G_e = -\frac{1}{S} Q \psi_p, \quad \text{and} \quad C_e = \bar{\omega} \bar{\psi}_p \tag{13}
\]

representing the conversion from basic-state available potential energy to eddy available potential energy \( (C_a) \), the generation of eddy available potential energy through diabatic heating \( (G_e) \), and the conversion from eddy available potential energy to eddy kinetic energy \( (C_e) \), respectively. The bar denotes zonal and vertical averages. We further split the diabatic term into components due to latent heating \( G^{lh}_e \) and surface fluxes \( G^{sf}_e \) using the respective heating rates \( Q^{lh} \) and \( Q^{sf} \). We define changes in \( G^{lh}_e \) as direct effects of surface fluxes, while changes in \( C_a, C_e, \) and \( G^{lh}_e \) due to surface fluxes are referred to as indirect effects.

Comparing the different terms in the energy equation, (12), relative to the net source of eddy available potential energy \( A_e \), we find a weak and negative contribution from \( G^{lh}_e \) when surface fluxes are included (Fig. 5). This negative contribution is largest when the surface fluxes are based on surface temperature, because the downward surface fluxes are then more directly collocated with the low-level positive temperature anomalies (Fig. 3c).

The positive contribution from \( G^{lh}_e \) reduces when surface fluxes are included. This is consistent with the
reduced vertical velocity, and hence latent heating, caused by the downward surface fluxes underneath the region of ascent discussed above. Furthermore, as latent heating is associated with enhanced baroclinic growth, a weakening of latent heating by surface fluxes is in agreement with the decrease in growth rate when surface fluxes are added (Fig. 2).

The contribution from $C_a$ increases when surface fluxes are included. This is consistent with a downstream shift of the temperature field in the surface flux layer (Figs. 3c,d), which better collocates the positive temperature anomalies with the northward flow, thereby increasing the meridional heat flux.

The contributions from $C_e$ barely change when surface fluxes are included. This can be explained by the combination of a decrease in $C_e$ due to the reduction in vertical velocity associated with surface fluxes and an increase in $C_e$ due to the downstream shift in the low-level temperature field that better collocates the positive temperature anomalies with upward motion. The net effect on $C_e$ is therefore either weakly negative (when fluxes are based on $T_s$) or weakly positive (when fluxes are based on $v$).

b. Parameterizations using $\omega_s$ including phase shifts

When downward surface sensible heat fluxes are proportional to upward motion, and hence latent heating (cf. black and gray contours in Fig. 6d), the growth rate (dotted gray line in Fig. 2) of the deep mode at long wavelengths ($\approx 2000$ km) is larger than in all other experiments. The increased growth rate is consistent with a strengthening of the vertical velocity by surface fluxes (cf. blue dots with red dots enclosed by gray circles in Fig. 4b), as well as an increase in the generation of eddy available potential energy by latent heating and surface fluxes (lightest gray bars in Fig. 5).

The zonal collocation of upward surface sensible heat fluxes and latent heating reduces the vertical heating gradient at the bottom of the heating layer and hence the dominance of the PV anomaly at this level relative to the other PV anomalies (Fig. 4a). On the other hand, the relative dominance of the surface PV anomaly is enhanced with this surface flux configuration, because the positive diabatic PV tendency (nonrotated plus symbol in Fig. 6d) at the surface is located near the surface PV anomaly. This results in a stronger surface PV anomaly compared to the PV anomaly at the bottom of the latent heating layer, in contrast to the previous surface flux formulations.

1) SURFACE FLUXES SHIFTED 180°

When we shift upward surface fluxes in phase with upward motion, and hence latent heating (cf. black and gray contours in Fig. 6d), the growth rate (dotted gray line in Fig. 2) of the deep mode at long wavelengths ($\approx 2000$ km) is larger than in all other experiments. The increased growth rate is consistent with a strengthening of the vertical velocity by surface fluxes (cf. blue dots with red dots enclosed by gray circles in Fig. 4b), as well as an increase in the generation of eddy available potential energy by latent heating and surface fluxes (lightest gray bars in Fig. 5).

The zonal collocation of upward surface sensible heat fluxes and latent heating reduces the vertical heating gradient at the bottom of the heating layer and hence the dominance of the PV anomaly at this level relative to the other PV anomalies (Fig. 4a). On the other hand, the relative dominance of the surface PV anomaly is enhanced with this surface flux configuration, because the positive diabatic PV tendency (nonrotated plus symbol in Fig. 6d) at the surface is located near the surface PV anomaly. This results in a stronger surface PV anomaly compared to the PV anomaly at the bottom of the latent heating layer, in contrast to the previous surface flux formulations.

2) SURFACE FLUXES SHIFTED $\pm 90°$

When surface fluxes are shifted 90° upstream (downstream), upward surface fluxes are located at the leading (trailing) edge of the warm sector (cf. black and gray contours in Figs. 6b,c). For both of these formulations,
the maximum growth rate (gray dashed and dot-dashed lines in Fig. 2) is, at long wavelengths, comparable to when no surface fluxes are included (black dashed line), and surface fluxes are neither enhancing nor suppressing the vertical velocity (cf. blue dots with red dots enclosed by gray circles in Fig. 4b).

Despite the similar growth rates and vertical velocities, these surface flux formulations are associated with a different low-level structure of temperature and PV (Figs. 6b,c). When the downward surface fluxes are shifted upstream of the latent heating, the surface fluxes are less out of phase with temperature compared to when the downward fluxes are located directly below the area of latent heating (Figs. 6a,b). The negative contribution from $G_{sf}^d$ is therefore slightly weaker (Fig. 5). Concurrently, the low-level temperature anomalies become stronger, in accordance with a slightly larger contribution from $C_a$. The increase in $G_{sf}^d$ and $C_a$ is associated with a slightly weaker contribution from $G_{lh}^{th}$ and $C_e$ relative to the net source of $A_e$.

In contrast to the upstream shift of surface fluxes, a downstream shift results in an upstream displacement of the low-level temperature field, such that warm air collocates with heating from the surface fluxes (Fig. 6c). The contribution from $G_{sf}^d$ is therefore positive (Fig. 5). Concurrently, the shift in temperature results in a reduced collocation between temperature and meridional wind at low levels, yielding a decrease in $C_a$ and hence $A_e$. Thus, the decrease in $C_a$ is associated with an increase in the contribution from $G_{lh}^{th}$ and $C_e$ relative to the net source of $A_e$.

Consistent with the upstream (downstream) shift in surface fluxes, there is an upstream (downstream) shift in the maximum vertical gradient in diabatic heating and hence the PV anomaly at the bottom of the latent heating layer (gray dots in Figs. 6a–c). This displacement results in a less ideal westward tilt between the diabatically induced PV anomalies and a weaker dominance of the PV anomaly at the bottom of the latent heating layer relative to the other PV anomalies (Fig. 4a).
At the surface, the upstream shift in surface fluxes shifts the negative diabatic PV tendency (nonrotated symbols in Fig. 6) upstream and further away from the surface PV anomaly compared to when the downward surface fluxes are located directly below the area of latent heating. With the negative impact from the diabatic PV tendency being reduced, the surface PV anomaly becomes more dominant relative to the other PV anomalies (Fig. 4a).

As mentioned above, the downstream shift of surface fluxes is associated with an upstream shift in temperature, which is per definition also shifting the surface PV anomaly upstream (Hoskins et al. 1985). The surface PV anomaly is now farther away from the positive PV tendency associated with meridional advection (rotated symbols in Fig. 6), but almost entirely in phase with the diabatic PV tendency, which is in contrast to the other surface flux formulations. The positive contribution from the diabatic PV tendency strengthens the relative dominance of the surface PV anomaly compared to when the downward surface fluxes are located directly below the area of latent heating (Fig. 4a).

The upstream (downstream) displacement of the PV anomaly at the surface (bottom of the latent heating layer) associated with the downstream shift of the surface fluxes results in an eastward tilt with height between the low-level PV anomalies (Fig. 6c). Although an eastward tilt is not beneficial for baroclinic instability, both low-level PV anomalies remain phase locked with similar magnitudes (cf. red and black dots in Fig. 4a). This is most likely due to a strong impact of the upper-level PV anomaly on the surface PV anomaly. These anomalies feature the typical westward tilt with height and thereby favor baroclinic development.

3) ADDITIONAL MODES

Additional unstable modes exist for two of the phase-shifted surface flux formulations at wavelengths shorter than 2000 km (dotted and dot–dashed lines in Fig. 2). However, we argue that these modes are unphysical, because the dynamic component of the vertical velocity is much smaller than its diabatic component (not shown), which indicates that these solutions are not reasonable for typical midlatitude cyclones (HS19). With a horizontal scale in the meso-α range, we also argue that these modes are probably too small to be reasonably resolved in the QG framework at hand. Nevertheless, as this is an idealized study that aims to broaden our understanding of moist baroclinic modes, we briefly discuss and contextualize these modes below.

The structure of the unstable mode corresponding to the $\omega_{,180^\circ}$ experiment at around 1000-km wavelength is mainly around the top of the latent heating layer and does not feature any surface cyclone, whereas the structure corresponding to the $\omega_{,90^\circ}$ experiment at around 600-km wavelength is shallow and mainly within the surface flux layer, where it tilts eastward with height (not shown). Neither of these additional modes bear resemblance to real cyclones nor to the additional mode at short wavelengths presented in the related surface flux study by Mak (1998), where the structure is tilting westward with height in the surface flux layer.

The absence of Mak’s (1998) low-level mode is related to the inclusion of latent heating and the lack of a vertically varying static stability. As explained in section 2a, we argue that the static stability profile presented by Mak (1998) is not representative for this study when latent heating is included. Consequently, we do not recover Mak’s (1998) low-level mode.

While Mak (1998) argued that his low-level mode resembles the structure of polar lows, HS19 questioned if such a low-level mode is physical, as the interacting PV anomalies are situated at the bottom and top of the mixed boundary layer, rendering their interactions questionable. To further test the model’s capability to represent polar lows, we conducted additional experiments with a more representative polar low environment, where the tropopause was lowered from 150 to 500 hPa and the Coriolis parameter $f$ was increased from 1.0 to 1.4 (corresponding to a latitude of 74°N). Accordingly, the top of the latent heating layer was also lowered from 400 to 600 hPa. The main outcome is that the growth rates increase and shift to shorter wavelengths mainly around 1000–2000 km (not shown). These modifications are mainly due to the increase in Coriolis parameter and to the shallower latent heating layer, with the lowering of the tropopause playing a minor role. The corresponding structures are similar to the original structures in Figs. 3 and 6, though the lower tropopause consistently makes the deep modes shallower (not shown) and thereby remarkably similar to the structure of the idealized polar lows in Terpstra et al. (2015, their Fig. 5b). This confirms the hypothesis of Terpstra et al. (2015) that the development of polar lows resembles that of moist midlatitude cyclones with a lowered tropopause, alongside potential modifications by surface fluxes.

4. Impact of surface latent heat fluxes and moisture supply

While we are able to directly include the role of surface sensible heat fluxes in our model, we investigate the impact of surface latent heat fluxes indirectly by keeping $\epsilon_{sf}$ the same as in Table 2 while increasing the latent heating intensity parameter $\epsilon_{lh}$ from its default value of
12.5 to the intensity needed to match the growth rate of the experiment only including latent heating (Fig. 2). The resulting change of $\epsilon_{lh}$ is then inserted into (5) to estimate the corresponding average dimensional change in latent heating $\Delta \overline{Q}$ for a vertical velocity scaling of $10^{-3}$ hPa s$^{-1}$ (Table 3). Assuming pseudoadiabatic ascent, the corresponding additional water vapor supply equals the average change in saturation humidity mixing ratio $\overline{\eta}_s$

$$\frac{d\overline{\eta}_s}{dt} = -\frac{c_p}{L} \Delta \overline{Q},$$  \hspace{1cm} (14)

where $c_p$ is the heat capacity at constant pressure and $L$ is the latent heat of condensation. The additional water supply can then be used to estimate the required sustained surface latent heat flux to alter the air parcels accordingly:

$$Q_{lh} = L \frac{d\overline{\eta}_s}{dt} \frac{p_{lh} - p_{lh0}}{g} = -c_p \left( \frac{p_{lh} - p_{lh0}}{g} \right) \Delta \overline{Q},$$ \hspace{1cm} (15)

where $(p_{lh} - p_{lh0})/g$ represents the mass of the heating layer, with $g$ being the gravitational constant.

For surface flux formulations based on surface temperature, meridional wind, and vertical motion at the bottom of the latent heating layer, where the maximum growth rate reduces compared to when no surface fluxes are included, the estimated intensity of sustained surface latent heat fluxes required to overcome the detrimental effects range from 36 to 43 W m$^{-2}$ (Table 3). These values are small compared to the passage of midlatitude cyclones, where surface latent heat fluxes range from 30 to 140 W m$^{-2}$ in the warm sector and even reach up to 200 W m$^{-2}$ further ahead of the warm sector (Persson et al. 2005). We therefore argue that the moisture input from surface latent heat fluxes into the warm conveyor belt increases the latent heat release sufficiently to compensate for the detrimental effects of surface sensible heat fluxes, such that the net effect of surface sensible and latent heat fluxes is beneficial for cyclone development.

5. Concluding remarks

We included surface sensible heat fluxes in conjunction with moderate latent heating in the linear QG Eady (1949) model to investigate the direct and indirect effects of surface fluxes on the incipient stage of midlatitude cyclone development, where direct and indirect are defined as either directly influencing the diabatic generation of eddy available potential energy or related to indirect changes in the circulation and latent heating that affect the energetics, respectively. We find that changes in the growth rate and structure due to surface sensible heat fluxes are rather small compared to changes related to latent heating. Growth rates reduce when downward surface sensible heat fluxes are located around warm surface air, poleward surface winds, or low-level ascent. This is expected from the decrease in low-level baroclinicity, where surface sensible heat fluxes cool (heat) the warm (cold) sector. The surface fluxes also yield a weakening of vertical motion and thus latent heat release, which also leads to a reduction in growth rate.

We tested different parameterizations to represent surface sensible heat fluxes and found that the results are more sensitive to the actual location of the surface sensible heat fluxes than to the type of surface flux parameterization. When upward surface sensible heat fluxes are located directly below the layer of latent heating, the growth rate increases. However, when the surface sensible heat fluxes are located one-quarter wavelength up- or downstream from the region of latent heating, the maximum growth rate is almost unaffected compared to the experiment with latent heating only.

The structure of the most unstable mode for all experiments is generally consistent with the energetics of baroclinic instability, featuring a QG streamfunction, meridional wind, PV anomalies, and vertical motion tilting westward with height as well as a temperature field tilting eastward with height. Surface sensible heat fluxes modify the relative role of the low-level PV anomalies by shifting the low-level temperature structure. When downward surface sensible heat fluxes are located below the equivalent of the warm conveyor belt, the diabatically induced PV anomaly at the bottom of the latent heating layer becomes more dominant than the PV anomalies at the model boundaries. This is consistent with enhanced vertical heating gradients at the interface between the layers of latent heating and surface fluxes.

In contrast, when upward surface sensible heat fluxes are located below the area of latent heating, the diabatic PV anomaly at the interface between the layers of latent heating and surface fluxes becomes the least dominant PV anomaly, while the surface PV anomaly becomes

**Table 3. Estimated changes of the latent heating intensity parameter ($\epsilon_{lh}$) and latent heating ($Q_{lh}$) as well as sustained surface latent heat fluxes (SSLH) necessary to overcome the detrimental effects of surface sensible heat fluxes for the deep modes at long wavelengths in Fig. 2.**

| Surface flux parameterization | $T_s$ | $v_s$ | $\omega_{0,df}$ |
|------------------------------|------|------|----------------|
| $\Delta \epsilon_{lh}$ (nondimensional) | 0.31 | 0.34 | 0.37 |
| $\Delta Q_{lh}$ (K day$^{-1}$) | 0.61 | 0.67 | 0.72 |
| SSLH (W m$^{-2}$) | 36 | 39 | 43 |
more dominant due to a positive diabatic PV tendency at the surface. Moreover, when downward surface sensible heat fluxes are located upstream or downstream of the area of latent heating, the diabatically induced PV anomaly at the bottom of the latent heating layer is shifted accordingly, resulting in a weaker or stronger westward tilt with height relative to the diabatic PV anomaly at the top of the layer of latent heating. Such a setup is less ideal for baroclinic development. Concurrently, the diabatic PV tendency around the surface PV anomaly is less negative—or even positive—compared to when downward surface sensible heat fluxes are located below the layer of latent heating. Consequently, the importance of the surface PV anomaly is similar to the diabatic PV anomaly at the bottom of the latent heating layer.

When downward surface sensible heat fluxes are located near the warm conveyor belt, the collocation of warm air with northward flow is improved, resulting in a positive impact on the conversion from basic-state available potential energy to eddy available potential energy. In contrast, the direct and indirect effects on the diabatic generation of eddy available potential energy are detrimental, where the indirect effect is related to a reduction in vertical motion and hence latent heating. Despite the reduction in vertical motion, the conversion from eddy available potential energy to eddy kinetic energy is, however, not significantly affected by surface fluxes.

The impact on the energetics described in the previous paragraph is qualitatively identical when surface sensible heat fluxes are shifted a quarter wavelength upstream. However, when the downward surface sensible heat fluxes are located one-quarter wavelength downstream, as well as when they are completely out of phase with latent heating, the qualitative impact on the energetics reverses, with a positive impact on the diabatic generation of eddy available potential energy and a negative impact on the conversion from basic-state available potential energy to eddy available potential energy. Hence, while the upstream and downstream shift of surface fluxes may result in similar growth rates, the low-level structure and energetics are quite different, which is potentially important for other aspects of the development, such as nonlinear processes. In general, our surface flux formulations yield a reduced strength in vertical motion at the bottom of the latent heating layer, except when the surface fluxes are reversed or shifted downstream, in which case the vertical motion at the bottom of the latent heating layer strengthens. However, similar to the other formulations, the modification of vertical motion does not significantly affect the conversion from eddy available potential energy to eddy kinetic energy.

When we simultaneously lower the tropopause, increase the Coriolis parameter, and make the latent heating layer shallower to better represent polar environments, our results are qualitative similar, though growth rates increase and unstable modes shift toward shorter wavelengths. Furthermore, consistent with a shallower troposphere, the structure of the unstable modes becomes shallower and thereby more similar to polar lows, supporting earlier findings that polar lows grow through moist baroclinic instability.

While our model framework only allows for a direct investigation of surface sensible heat fluxes, estimated modifications in moisture supply related to changes in latent heating indicate that the detrimental effects of the surface sensible heat fluxes are easily compensated by the indirect effect of providing additional moisture into the warm conveyor belt through surface latent heat fluxes. This finding further highlights the importance of previously identified moisture pathways into the warm conveyor belt (Boutle et al. 2010; Pfahl et al. 2014; Dacre et al. 2019), whereas local surface fluxes in the cold sector energetically do not appear to be a viable option. The moisture pathways into the warm conveyor belt and their connection to local and remote surface fluxes should thus be studied further using more complex models that are able to represent peripheral moisture sources from preceding cyclones or from moist air masses originating in the subtropics.
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