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For nuclear reactor components, uniaxial isothermal fatigue curves are used to estimate the crack initiation under thermal fatigue. However, such an approach would be not sufficient in some cases where cracking was observed. To investigate differences between uniaxial and thermal fatigue damage, tests have been carried out using the thermal fatigue devices SPLASH and FAT3D: a bi-dimensional (2D) loading condition is obtained in SPLASH and crack initiation is defined as the first 150-μm surface cracks, whereas a tri-dimensional (3D) loading condition is obtained in FAT3D and crack initiation refers to the first 2-mm surface crack.

All the analysed tests clearly show that for identical levels of strain, the number of cycles required to achieve crack initiation is significantly lower in thermal fatigue than in uniaxial isothermal fatigue. The enhanced damaging effect probably results from a pure mechanical origin: a nearly perfect biaxial state corresponds to an increased hydrostatic stress. In that frame, a Part II accompanying paper will be dedicated to investigate accurately on multiaxial effect, and to improve thus estimation of crack initiation under thermal fatigue.

1. Introduction

Thermal fatigue induces in-service damage in various industrial components, such as moulds, rolling mill cylinders or turbine blades [1–3]. It also occurs in different types of nuclear reactor components. In the case of pressurized water reactors (PWRs), networks of cracks may appear in auxiliary cooling lines, close to cold-water injection sites, in spite of the relatively small temperature fluctuations [4–7]. A multi-discipline strategy has been adopted by CEA to investigate thermal fatigue [8].

In France, estimations of fatigue resistance of nuclear reactor components are based both on the RCC-M design code (close to the ASME code) and on the French RCC-MR code. The first was specifically developed for PWRs design. The second was developed for the fast breeder reactor design. Such methodologies assume that thermal fatigue resistance on components can be directly extrapolated from classical push–pull tests (performed with stress or strain range controls). However, cracking damage in some cases (RHRS, etc.), resulting from thermal fatigue loading, would indicate the necessity to investigate such hypotheses more precisely.

The present study focuses on crack initiation under thermal fatigue using SPLASH and FAT3D facilities [9–11]. Experimental tests are carried out for initiating crack damage and for developing networks of cracks under thermal fatigue loading. In the first test, 2D rectangular section specimens were used [12]. On the second test, although the specimen is a simple tube, 3D loadings were applied because local gradients are combined with global gradients [13–15]. In addition, an important push–pull test campaign was also conducted to investigate a potential discrepancy between thermal and isothermal fatigue. More tests were performed for both conditions and specimens taken from the same fabrication, so as to prevent chemical composition or fabrication variability from affecting the interpretation of the results.

A definition for crack initiation needs to be defined first.

\textsuperscript{*} Corresponding author. Tel.: +33 1 69 08 31 02; fax: +33 1 69 08 87 84.
E-mail address: antoine.fissolo@cea.fr (A. Fissolo).
\textsuperscript{1} F. Bouchet was in charge of SPLASH facility tests, unfortunately died through a long and painful illness.

\textsuperscript{2} Reactor heat removal system.
2. Preliminary observations on crack initiation

First, it is important to recall that crack initiation has not established physical basis. Yet, it is usually referred to phenomenological criteria and experimental observation techniques available. For example, industry often refers to several millimetre long cracks, detected using a non-destructive technique, such as ultra-sound detection (Fig. 1a). Others techniques are dye-penetrant testing, eddy-currents, etc. For the engineer, a crack initiation is related to the apparition of a “significant crack” for the integrity of the structure, i.e. altering its mechanical response to external loadings. In that instance, approaches based on fracture mechanics are applied to ensure integrity of the component.

Such definition is not sufficient for the metallurgist, since a significant evolution can be detected a very long time before “conventional” initiation. In our tested conditions, very intense slip markings are clearly evidenced in the surface after only 1,000 thermal cycles [10], whereas the first 50-μm long crack is detected after 70,000 cycles (Fig. 1b). Let us note that the same evolution is observed in isothermal fatigue [16]. In early stages, micro-cracking can be assimilated to localized surface displacements with dimensions smaller than the distance to major barriers (as grain or twin boundaries). When stress level is sufficiently large, initiated cracks can cross over the major barriers. When stress level is very low, initiated cracks can be blocked on micro-structural barriers for the rest of the component’s lifetime [17]. In that instance, all the cracks can be stopped but no propagation and hence no initiation occurs (even after a very high number of cycles) from an engineering point of view. In the high cycle fatigue regime, it was well established that the crack initiation stage, i.e. prior to propagation, could correspond to more than 90% of the total component life [16].

3. Experiences

First, it is important to notice that a different approach of crack initiation and damage is used on the two tests, as illustrated in Fig. 1:

1. On SPLASH specimens, the number of cycles to initiation $N_i$ is determined from observations with optical microscopy. It is considered that initiation occurs when at least one of 50–150-μm crack length is observed at the surface (≈half length in the deep direction) [10]. Such definition corresponds to about one to two times the grain diameter.

2. On FAT3D specimens, the number of cycles to initiation $N_i$ is determined by “visual observations”. It is considered that initiation occurs when at least one of 2-mm crack length is observed at the surface [14].

3.1. SPLASH tests

Fig. 2 presents the SPLASH testing facility and the SPLASH specimen. The SPLASH testing facility was based on a previous test rig developed by Marsh [18].

![Fig. 1. Approaches used on thermal fatigue specimens to investigate damage and cracking: (a) Structural integrity approach is used on FAT3D specimens. Direct numerical photography is made (left), ultra-sound detection techniques (right). (b) Metallurgical approach is used on SPLASH specimens. Observations are made using an optical microscope or a scanning electron microscope.](image-url)
The aim of this experiment is to understand the conditions for the formation of crack networks under cyclic thermal shocks and to reproduce in laboratory conditions the damage observed on real structures [6,19]. Observation and analysis of these networks of cracks have already been published; including some important results reported in [10].

The specimens are massive, rigid bars (240 × 30 × 20 mm$^3$) continuously heated by an electrical DC current and cyclically cooled by water sprayed on the two opposites faces of the specimen, as displayed in Fig. 2.

Thermal down-shocks produced by cyclic water spraying induce large temporal and spatial gradients: the cooling-rate is about 600 °C/s and the gradient along the specimen depth is approximately 100 °C/mm. The thermal loading zone is confined to a few square millimetres on the surface and a few millimetres in depth. These loading conditions yield a small-localized plastic zone, where the crack network evolves. The temporal surface temperature range and temperature gradient during quenching are nearly equal. A temporal temperature range of 150 °C in surface roughly corresponds to a 160 °C gradient in the thickness direction, since temperatures at the end of quenching are respectively 170 °C ($T_{\text{max}} = 320 \text{ °C before quenching}$) in surface and 330 °C in the specimen centre.

Two types of specimens are used: calibration specimens and endurance specimens. Both are equipped with K-type thermocouples brazed in depth, at 3 and 7 mm from the left and right surfaces. One thermocouple is also placed in the specimen centre. To insure accurate temperature measurements, thermocouples are placed in machined grooves, poured with a high conductivity metal. Calibration specimens also support K thermocouples brazed at the surface, and are used to determine the parameters of the water spray necessary to obtain the selected temporal temperature range $\Delta T$ at the surface. Those K thermocouples are not used on the endurance specimens, as they could induce premature crack initiation.

To obtain complete temperature maps on the surface and to verify thermocouple measurements, additional temperature measurements are also performed on the surface of the quenched zone using an infra-red camera [20].

Steels studied here are AISI 304L and AISI 316L(N) type austenitic stainless steels, with an average grain size of about 50-μm. The chemical composition of the steels is specified in Table 1.

After crack initiation, crack growth, coalescence and finally networks of cracks are produced. At the end of the test, the 3D character of the networks of cracks is examined. The morphological parameters are determined, using a step-by-step removal of thin layers. For more information, one can refer to [12,21]. The present study only deals with crack initiation.

Fig. 3 gives the evolution of the temperature range as a function of the number of cycles to crack initiation. As the temperature range increases, a very sharp decrease of the number of cycles to initiation $N_i$ is observed. When temporal $\Delta T$ on surface ranges from 100 to 125 °C, no cracks are detected, even after $10^6$ cycles, whereas with a $\Delta T$ of 300 °C, initiation occurs after only 6000 cycles when $T_{\text{max}} = 550$ °C. As for isothermal fatigue, a fatigue limit can be clearly defined: it simply corresponds to the temperature range for which no cracking is observed.

Only the last testing campaign, performed at the maximum temperature of 320 °C with 304L steel specimens is analysed (Fig. 3b). This choice was made to ensure that all the thermal fatigue tests have been performed under strictly identical conditions (same water spray pistols, same electrical conditions, etc.). Furthermore, a comparison between thermal fatigue and isothermal push–pull tests is performed on specimens taken only from the same plate of 304L steel, in order to avoid a possible variability effect.

3.2. FAT3D tests

Fig. 4 presents the FAT3D facility and principle. Specimens are 360-mm long tubes, with a 170-mm outer diameter and a 6.7-mm wall thickness (Fig. 4). The main goal of this test is to evidence the role of 3D loadings on damage. In addition, the loading configurations are simple enough to be reproduced by numerical simulations. To obtain a homogeneous heating, specimen is placed in an oven. Cold water is periodically injected on the inner skin, at a single and fixed position. More precisely, the water–quenched boundary roughly has a parabolic shape. This effectively generates 3D loadings, since local gradients ($T$ differences between inner and outer skins) combine with global gradients ($T$ differences between the sides of the tube). Obviously, as for SPLASH tests, the thermal cycle in FAT3D test includes a cooling part and a heating part.

As for the SPLASH test, a calibration specimen is used to determine thermal loading. That specimen is equipped with 19 K

Fig. 2. SPLASH facility (left) and specimen geometry (right).
thermocouples placed in the outer skin and across the wall thickness, at the position of the cooling zone (0.7 and 3.5 mm from the internal skin). In order to place thermocouples through the thickness, a specific hole is machined and plugged with metal. For each fatigue experiment, the FAT3D endurance specimen are also equipped with 19 thermocouples, albeit placed on the outer skin only.

**Table 1**

Chemical compositions (wt %) of 304L and 316L(N) stainless steels

|        | C   | Mn  | Si  | Cr  | Ni  | Mo  | S   | P   | N   | Fe  |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 304L   | 0.031 | 1.48 | 0.55 | 19.4 | 8.6 | 0.23 | 0.003 | 0.028 | 0.058 | Balance |
| 316L(N) | 0.024 | 1.82 | 0.46 | 17.44 | 12.33 | 2.3 | 0.001 | 0.003 | 0.06 | Balance |

**Fig. 3.** Number of cycles to crack initiation versus the temperature range on surface during quenching. SPLASH database obtained in the past 20 years (a) and tests performed only on 304L steel (b).

**Fig. 4.** FAT3D facility and principle.
The cooling zone is detailed on Fig. 4b. The top part has the highest load, in contrast with the SPLASH 2D specimen, where the highest load zone occurs in the centre of the quenched zone.

Three tests have been performed on 316L steel specimens. Chemical composition is given in Table 2.

For each test, data presented in Table 3 show:

1. The number of cycles for which no cracks are detected.
2. The number of cycles where one (or several) crack(s) is detected, that occurrence corresponding to the first crack observation.
3. The highest coordinate-Z where the last crack is observed at the end of the tests. These cracks are about 2 mm long in the surface.

These results are compared with uniaxial low cycle fatigue data (strain control conditions) obtained on specimens taken from the same 316L plate. LCF tests have been performed at room temperature, instead of the temperature representative of the thermal cycling (for example, at the average temperature of the cycle). However, RCC-MR data shows only a slight temperature effect for fatigue life: LCF at 450 °C [22,23] corresponds roughly to LCF at 20 °C by taking Nf/2 instead of Nf (Fig. 5).

Indeed, to compare fatigue life on TF with fatigue life on LCF, the estimation of a “reference temperature” for LCF is not easy. However, the minimum temperature seems to be a more relevant choice: the water quenched zone is mainly loaded under tension during the cooling stage and mainly under compression during the heating stage. Table 3 shows that minimum and average temperatures in the outer wall are lower than 450 °C (outer minimum temperature = outer maximum temperature – ΔT), i.e. closer to 200 °C and 300 °C, respectively. In addition, the inner-wall temperatures are obviously even lower. As a result, the comparison with LCF at 450 °C and Nf, or with LCF at room temperature and Nf/2 would be representative and somewhat conservative to estimate number of cycles to initiate crack on TF.

Furthermore, as suggested by the RCC-MR data, the effect of temperature on hardening is negligible in the 20–450 °C temperature range. Therefore, the mechanical constitutive law is simply fitted to room temperature LCF data.

As FAT3D tests are “structure tests”, trends directly extrapolated from tests do not provide useful information.

Table 2
Chemical composition of 316L steel used for FAT3D tests (in wt%)

| C   | Mn | Si | Cr  | Ni | Mo | S  | P   | Co | Fe   |
|-----|----|----|-----|----|----|----|-----|----|------|
| 0.051 | 2.14 | 0.39 | 16.13 | 8.10 | 2.23 | 0.010 | 0.015 | 0.013 | Balance |

Table 3
FAT3D main experimental conditions and results

| FAT3D-1 | FAT3D-2 | FAT3D-3 |
|---------|---------|---------|
| Total cycle duration t_c * t_f (s) | 190 | 130 | 91 |
| Cooling duration t_c (s) | 15 | 15 | 11 |
| Outer maximum temperature (°C) | 530 | 470 | 440 |
| Outer skin ΔT (°C) | 360 | 290 | 220 |
| (1) Number of cycles for which no cracks are detected | 3800 | 21,417 | 14,186 |
| (2) Number of cycles with crack length on surface (mm) | 11,845 | 30,093 | 15 | 22,923 | 6 |
| Total number of cycles | 17,532 | 30,093 | 48,147 |
| (3) The highest coordinate-Z where the last crack is observed when test is ended (mm) left-side/right-side | 195 | 185 | 207 | 210 | 158 | 169 |

Fig. 5. Temperature effect for low cycle fatigue on 316 L steel – experimental RCC-MR curves. Comparison between 450 °C – Nf curve, 20 °C – Nf curve and 20 °C – Nf/2 curve.

The next part deals with thermal and mechanical analysis of both SPLASH and FAT3D results.

4. Thermal and mechanical analysis

All the computations have been carried out using the object-oriented CEA finite element software CASTEM [24]. The same method was employed for both tests.

4.1. Assumptions

The thermo-mechanical state of specimens is determined using the three following assumptions:

1. Thermal loading and mechanical loading are assumed to be uncoupled. This assumption is based on the negligible thermal heating due to the inelastic deformation, compared to the global heating problem. So, two uncoupled computations are performed: first a thermal analysis, then a mechanical analysis using the previously computed temperature field as input parameters.

2. The stress–strain behaviour is assumed to be unaffected by the damage evolution. This assumption has already been validated in a series of papers [25,26].

3. A stabilized stress–strain behaviour is obtained after a short transition period, as in the RCC-MR method [22] (see the Section 5). As previously observed on 316L(N) steel [27], the evolution of stress in a cyclic experiment is quite complex. It can be typically described using a series of superposed hardening laws as proposed in [28]. Therefore, it is assumed that the behaviour of the material is stabilized after a first hardening period and that all computations are representative of that regime.

More precisely, two types of 3D mechanical calculations have been conducted: the first is a pure elastic calculation to be applied using the French code RCC-MR estimation, which is based on the modified Poisson coefficient [29,30], the second is an elasto-plastic calculation based on stabilized cyclic elasto-plastic behaviour (non-linear kinematic law).
Regarding elasto-plastic behaviour, the elasto-plastic constitutive law is fitted on low cycle fatigue test results at $N_f/2$. It is given by:

\[ \sigma = C(e - \frac{\sigma_0}{2}) \] where $C$ is the stiffness matrix $6 \times 6$, $\sigma$, $e$ are, in this case, taken as stress and strain vectors.

\[ \dot{\sigma} = \frac{\partial f}{\partial e} \]

\[ f = \sqrt{3J_2(e - \frac{\sigma}{2}) - \sigma_y} \]

\[ \dot{X} = \frac{1}{2} \frac{\partial f}{\partial e} X \dot{\sigma} \]

\[ X_c = \frac{1}{J_2} \left( \begin{array}{cccccc}
\dot{\lambda} + 2G & \dot{\lambda} & \dot{\lambda} & 0 & 0 & 0 \\
\dot{\lambda} & \dot{\lambda} + 2G & \dot{\lambda} & 0 & 0 & 0 \\
\dot{\lambda} & \dot{\lambda} & \dot{\lambda} & 0 & 0 & 0 \\
0 & 0 & 0 & 2G & 0 & 0 \\
0 & 0 & 0 & 0 & 2G & 0 \\
0 & 0 & 0 & 0 & 0 & 2G \\
\end{array} \right) \]

\[ \text{with: } p = \int_0^1 \frac{1}{2} \frac{\partial f}{\partial e} \cdot \frac{\partial f}{\partial e} \, d\epsilon, \quad G = \frac{E}{2(1+m)} \quad \lambda = \frac{E}{(1+m)(1-2m)} \]

\[ J_2 \] is the second stress invariant.

The values of coefficients are given in Table 4.

### 4.2. Thermal loading

For obvious symmetrical consideration [31,32], only a quarter of the SPLASH specimen is meshed. For the SPLASH specimens, the quenched zone roughly corresponds to a $5 \times 10 \text{ mm}^2$ rectangle. The thermal flux on the portion of the specimen that is in direct contact with air has been considered as constant and estimated from convection formulas as $\approx 5 \times 10^2 \text{ W/m}^2$. The thermal flux on the quenched zone is assumed to have an elliptical spatial distribution, as presented on Fig. 6.

The finite element calculations were made using CUB8 elements, cubic elements having eight nodes and eight Gauss points per element.

After computing up to three cycles, one can observe that the temperature cycle is stabilized. Fig. 7 shows that calculated and measured temperature in the centre of the quenched zone are in relatively good agreement. Experimental oscillations are due to electrical perturbations: heating results from a 1500–2000 A DC current.

The validity of the thermal loading calculations is also confirmed by the evolution of the computed temperature with depth, as shown on Fig. 8.

The thermal finite element calculations are carried out on half a FAT3D specimen only. Fig. 9 summarizes thermal modelling procedures. Heating is simulated with a convection coefficient $H_{\text{air}}$ between the specimen and the air heated $T_c$ at the enforced furnace temperature, a radiation with a thermal emissivity coefficient $\varepsilon$ of the specimen and a temperature of the furnace radiation $T_{\text{ray}}$ ($T_{\text{ray}}$ for the inner skin radiation). Cooling is simulated with a convection coefficient $H_{\text{water}}$ and the injected water temperature $T_f$.

Temperature evolution on the specimen also depends on the conduction coefficient $K$.

### Table 4

| Steel Type | $E$ (GPa) | $\nu$ | $\sigma_y$ (MPa) | $a_1$ (GPa) | $a_2$ (GPa) | $c_1$ | $c_2$ |
|------------|-----------|------|-----------------|-------------|-------------|------|------|
| SPLASH     | 175       | 0.3  | 102             | 114         | 0           | 532  | 0    |
| FAT3D      | 177       | 0.3  | 140             | 114         | 310         | 1200 | 80   |

### 4.3. Mechanical loading

For both tests, we present pure elastic and elasto-plastic calculations in successive order.
**SPLASH:** Selected boundary conditions are:

(i) No external strength applied to the specimen.
(ii) No displacement on axial and transversal surfaces.

The 3D FE elastic calculation results differ significantly from those deduced from an analytical 2D semi-wall modeling, they are significantly lower, as shown in Table 5.

Mechanical loading is not quite perfectly equibiaxial, since \( \sigma_{yy} = 0.7 \sigma_{zz} \). The difference between the two directions is ascribed to the larger specimen stiffness, along its length.

As \( \sigma_{yy} = K \sigma_{zz} \) (with \( K = 0.7 \)), the triaxiality factor (TF) is simply given by:

\[
TF = \frac{3\sigma_{yy}}{\sigma_{eq}} = \frac{1 + K}{\sqrt{1 - K + K^2}} = 1.91
\]

The ratio of distortion \( D \) to a thermal shock on a free wall [30] is given by:

\[
\Delta \equiv \frac{\Delta \sigma_{zz} - \Delta \sigma_{yy}}{\Delta \sigma_{zz} + \Delta \sigma_{yy}} = \frac{1 + \gamma}{1 - \gamma} \approx 0.33 \gamma \approx 0.18
\]

Consequently, the triaxiality factor (TF = 1.91) is close to 2, which corresponds to a perfectly equibiaxial state.

3D FE elasto-plastic calculations clearly confirm such behaviour. The mechanical response is biaxial at the surface, as illustrated for stress components in Fig. 10. As for elastic calculation, \( \sigma_{zz} \) oriented along the length is higher than \( \sigma_{yy} \). Besides, plasticity is also higher along the specimen’s width. Calculated values of \( \sigma_{xx} \) are negligible compared to \( \sigma_{yy} \) and \( \sigma_{zz} \).

The duration of the cycle portion corresponding to quenching is 0.25 s. During that stage, the surface is under tension. After the end of quenching, the surface is under compression.

Table 6 displays values of equivalent stress range, hydrostatic stress range, mean hydrostatic stress, equivalent elastic strain range, equivalent plastic strain range, and equivalent total strain range for different temperature variations.

Fig. 11 confirms the quasi-proportionality of the mechanical loading, since \( \sigma_{yy} \approx 0.7 \sigma_{zz} \) (full line) and \( \sigma_{xx} = 0 \) in the surface. The absolute value of the triaxiality factor is 1.95 (see Eq. (2)). It is close to the one previously estimated from elastic FE calculations.

**FAT3D:** The boundary conditions are the upper specimen surface blocked in the z-direction, to reproduce the effect of the holding system (see Fig. 4), and a fixed node impedes motion of the rigid body.

On SPLASH, maximum loading is located at the centre of the quenched zone, whereas on FAT3D, it is located in the top part of...
Table 7

| Test   | FAT3D-1 | FAT3D-2 | FAT3D-3 |
|--------|---------|---------|---------|
| Δσm (MPa) | 1171    | 829     | 705     |
| Δeqm (%)  | 0.57    | 0.41    | 0.35    |
| Δσm/Δσm  | 0.76    | 0.71    | 0.68    |
| TF       | 1.95    | 1.92    | 1.90    |
| γ        | 0.14    | 0.17    | 0.19    |

Stresses and strains calculated with 3D finite element.

The parabolic shape of the quenched zone. Therefore, in order to investigate crack initiation, the mechanical values presented hereafter are taken from that location.

3D FE elastic calculations show values of Δσzz/Δσm about 0.7, TF close to 2 (1.90 ≤ TF ≤ 1.95) and slight δ factors (0.25 ≤ δ ≤ 0.35). Values are summarised hereafter in Table 7.

As for SPLASH, 3D FE elasto-plastic calculations on FAT3D tests confirm a biaxial mechanical response on the surface, as illustrated in Fig. 12.

Table 8

| Test   | Δσm (MPa) | Δσe (MPa) | Δσzz (MPa) | Δσm (MPa) | Δeqm (%) | Δeq (%) | Δteq (%) |
|--------|-----------|-----------|------------|-----------|----------|---------|----------|
| FAT3D-1| 643       | 609       | 566        | 408       | 3        | 3.2     | 3       |
| FAT3D-2| 562       | 512       | 486        | 351       | 9        | 0.28    | 0.23    |
| FAT3D-3| 512       | 512       | 408        | 323       | 16       | 0.25    | 0.17    |

Stresses and strains calculated with 3D finite element.

Table 8 gathers values of equivalent stress range, hydrostatic stress range, mean hydrostatic stress, equivalent elastic strain range, equivalent plastic strain range, and equivalent total strain range, for the three tests.

Fig. 13 confirms the quasi-proportionality of the mechanical loading. TF values are close to those previously estimated from elastic FE calculations.

For both tests, the stress state is not quite perfectly biaxial in surface, since the two principal stresses differ significantly. However, TF values are ever close to two.

5. Fatigue analysis with the French RCC-MR design code

In order to compare thermal fatigue and isothermal fatigue results, a simplified methodology is applied. Plastic strain can be directly estimated from the strain calculated by assuming a pure elastic behaviour. It is based on the correction of the Poisson effect in the elastic analysis of low cycle fatigue [23,29,30]. More details of methodology are given in Appendix A.

When thermal fatigue loading corresponds to a perfect biaxial state, it thus undergoes a fictitious equivalent elastic stress range and a corresponding equivalent strain range respectively defined as:

\[ \Delta \varepsilon_{eq} = K_{ib} \Delta \varepsilon_{eqb} \]  

where \( \Delta \varepsilon_{eqb} \) is the elastic strain range as previously deduced and \( K_{ib} \) is a coefficient obtained from the stabilized stress–strain loop.

For a perfect biaxial thermal shock, values of \( K_{ib} \), range between 1 for an elastic behaviour and 1.61 for a full plastic behaviour.

Let us note that the true value of \( K_{eb} \) is different (lower) when the stress state is not quite perfectly equibiaxial (see Appendix A):

\[ K_{ec} = K_{ib} \left( 1 + \frac{3 \varepsilon_c}{1 + 3 \gamma^2} \right) \]  

As the distortion coefficient \( \gamma \) from a perfect equibiaxial state is ever lower than 0.20 (SPLASH and FAT3D tests), the difference between \( K_{ec} \) and \( K_{ib} \) cannot exceed 7%.

The hypothesis of a perfect biaxial mechanical loading (\( \gamma = 0 \)) generates conservative strain values for a structural component.

Values of the \( K_{ib} \) coefficients have been provided in Appendix 3S of the RCC-MR code (only for perfect biaxial loading). Moreover, they have been reported only for the 316L steel. For 304L steel, one proposes to estimate \( K_{ib} \) coefficients from the cyclic stabilized curve using the methodology presented in Appendix A. Values of \( K_{ec} \) are also given. Values of strains assuming perfect biaxiality (\( \Delta \varepsilon_{eqb} \)) and corrected strains (\( \Delta \varepsilon_{teq} \)) are simply deduced from \( K_{ib} \) and \( K_{ec} \).

In Table 9, estimated strains on SPLASH are gathered. In Fig. 14, we compare equivalent strains (\( \Delta \varepsilon_{tc} \)) determined for 304L steel with LCF data obtained with specimens taken from the same plate, at 165 and 320 °C (maximum and medium temperatures of the thermal cycle). In all instances, thermal fatigue results are
significantly lower than uniaxial results. However, such a comparison remains questionable, since the number of cycles required to initiate cracks in thermal fatigue conditions are compared to the number of cycles \( N_F \), which corresponds roughly to a 3-mm crack length on a cylindrical LCF specimen.

In this framework, LCF curves are modified to estimate the number of cycles required to initiate a 50-\( \mu \)m crack (LCF dotted-line on Fig. 14). Such a correction was proposed by [33]:

\[
N_i(50 \mu m) = N_f - 12N_i^{0.62} + 0.226N_i^{0.90} + 185 \quad \text{for} \quad 20 \leq T \leq 600 \, ^\circ C
\]

Then, the number of cycles required to initiate cracking is compared under both conditions. It clearly confirms that thermal fatigue is more damaging than uniaxial fatigue.

In Table 10, estimated strains on FAT3D are gathered. As for SPLASH tests, Fig. 15 shows that FAT3D results are below LCF results obtained using specimens taken from the same 316L plate.

In all the cases examined, RCC-MR methodology does not give efficient estimations of crack initiation under thermal fatigue. One proposes now to investigate the difference between the two loading conditions, using more accurate calculations.

**Table 9**

| Steel | \( \Delta T \) (\(^\circ C\)) | \( T_{\text{max}} \) (\(^\circ C\)) | \( \Delta \sigma_p \) (MPa) | \( K_b \) | \( K_c \) | \( \Delta \varepsilon_{b} \) (%) | \( \Delta \varepsilon_{c} \) (%) |
|-------|----------------|----------------|----------------|--------|--------|----------------|----------------|
| 304L  | 125            | 320            | 364            | 1.17   | 0.18   | 1.14           | 0.20           |
| 304L  | 150            | 320            | 495            | 1.22   | 1.18   | 0.30           | 0.29           |
| 304L  | 200            | 320            | 582            | 1.24   | 1.20   | 0.35           | 0.34           |
| 316L(N) | 150         | 320            | 495            | 1.19   | 1.15   | 0.29           | 0.28           |

![Fig. 13. Elasto-plastic calculations on FAT3D tests: evolution of \( \varepsilon_{yy} \) versus \( \sigma_{zz} \) and triaxiality factor TF.](image)

![Fig. 14. RCC-MR analysis on SPLASH tests. Comparison between LCF and TF performed on a 304L steel of the same plate. For LCF tests, dotted-line corresponds to crack initiation estimated from Eq. (6).](image)

![Fig. 15. RCC-MR analysis on FAT3D tests. Comparison between LCF and TF performed on 316L steel specimens from the same plate. LCF full line corresponds to \( N_F/2 \) curve at room temperature (see Fig. 5).](image)
6. Fatigue analysis using elasto-plastic calculations

Fig. 16 compares thermal fatigue estimations, deduced on both facilities from elasto-plastic calculations (Section 4.3), with the uniaxial low cycle fatigue curves. The LCF dotted-line curve represents the fatigue life. It corresponds approximately to a 3-mm crack. It is simply deduced from the \( N_l/2 - \Delta N_l \) curve obtained on 316L steel at room temperature and the \( N_l - \Delta N_l \) curves obtained on 304L steel at temperatures of 165 and 320 \(^\circ\)C. The LCF full line represents the number of cycles required to initiate a 50-\(\mu\)m long crack. It is simply deduced from the LCF dotted-line curve, using Eq. (6) [33]. One FAT3D crack point (full symbol) would seem to be slightly above the LCF full curve. However, this corresponds to a very large crack (30-mm length) and for the same test, the FAT3D uncrad data (open symbol) is significantly lower than the LCF full curve.

The previously obtained trend is clearly confirmed [34]. Indeed, elasto-plastic calculations do not accurately estimate thermal fatigue life. Thermal fatigue analysis based on equivalent strain (related to the second invariant), is therefore insufficient.

7. Some comments

(1) The difference between thermal fatigue and uniaxial low cycle fatigue is not due to any known micro-structural effects. Temperatures are not high enough to lead to a significant vacancy over-saturation, inducing dislocation climb [35]. Transmission electron microscopy (TEM) observations provide insights into the slip mechanisms [35], which appear to be standard. In addition, temperature variations on surface are limited and no phase transformation can occur. Cyclic plasticity could induce martensitic transformation. However, such martensitic phase was observed only when plastic strain is higher than 0.6% [36], whereas plastic strain is ever lower than 0.2% on SPLASH specimens. Consequently, only a weak pure thermal would seem to be present for our used test conditions. Nevertheless, to reach a definitive conclusion, a comparison with “out of phase” thermo-mechanical fatigue tests (TMF) [37] could be also made, since TMF specimens are submitted to both temperature variation and uniaxial loading.

(2) An impact of frequency on fatigue behaviour can be also questionable since SPLASH tests are performed with a frequency of 4 Hz (water spray applied in 0.25 s), whereas LCF tests are performed with a frequency \(\sim 0.1\) Hz. As it was shown at “Ecole Supérieure des Mines de Paris” [38], viscous effects are negligible in the temperature range used for these tests (see Appendix B).

(3) An environmental effect may be present, due to the water sprays (water + air) used for quenching on SPLASH and FAT3D. Such effect would be significant even for very weak oxygen content in water for austenitic stainless steels [39–41]. The effect of reactor coolant environments on fatigue life has also been accounted for in terms of a fatigue life correction \(F_{en}\). However, these effects seem to be limited to low strain rates \(\dot{\varepsilon} < 0.4\%/s\). Moreover, it is often associated with (at least) partial inter-granular fracture mode. Moreover, the environmental effect seems to mainly impact the crack propagation stage.

In the case of the SPLASH tests, a high strain rate is obtained, especially during the tensile phase (which is the most critical for fatigue damage). For example, a strain range of 0.26% is obtained in the 0.25 s quenching stage (Table 6). This roughly corresponds to a strain rate of 1% s\(^{-1}\) (0.26% / 0.25 s). Furthermore, no inter-granular fracture mode has been evidenced using a scanning electron microscope (SEM) on fracture surface.

In the case of the FAT3D tests, the strain rate is significantly lower. For example, a strain range of 0.41% is obtained in the 15 s cooling. This roughly corresponds to a strain rate of 0.03% s\(^{-1}\) (0.41% / 15 s). However, as for SPLASH, SEM observations on the FAT3D-1 test do not show any inter-granular fracture mode.

Although complementary investigations are needed to reach definitive conclusions, the effect of water would seem to be limited, especially for the SPLASH tests. In this case, the strain rate is high, and only crack initiation is considered.
The main experimental problem comes from temperature measurements and the determination of the thermal loading. Temperature variations with time were deduced from thermocouple signal monitoring. Using thermocouple lead to some imprecision especially in surface, since thermocouple soldering can disturb temperature measurements themselves. In addition, these measurements have a local character too. Therefore, in order to improve thermal measurements and obtain complete thermal maps, an infrared camera was used on the SPLASH facility. Another experimental difficulty may be due to modification (as oxidation) of the quenched surface during cycling. That may lead to a substantial modification of the thermal parameters, such as the thermal emissivity.

Testing quasi-structural specimens (as SPLASH or FAT3D) is assuredly an important step for understanding thermal fatigue damage. In the next step, the CEA thermal fatigue programme includes tests on a representative structure, representative of RHRS of PWR (FATHER programme), so as to achieve the thermo-hydraulic, mechanical loadings that are representative of the in-service conditions [42], and to detect the potential resulting damage. However, simpler tests are also needed to determine the general evolutions. In that framework, performing isothermal perfect biaxial tests, or/and TMF tests, environmental fatigue tests would be a clear advantage.

The effect of multiaxial stress on fatigue damage is now well investigated. Many criteria have been proposed [43–46] for industrial applications, as in the car industry, the railway, etc.

The first effect of stress multiaxiality is the modification of the crack initiation stage itself [16,47]. In all the cases, cracks are initiated following shearing stress planes. However, an increase in hydrostatic stress (the first invariant of the stress tensor), leads to a substantial micro-mechanism change: low hydrostatic stresses lead to the development of shallow cracks parallel to the surface (Type A damage), whereas high hydrostatic stresses leads instead to the development of surface steps and deeper cracks (Type B damage), which are obviously more damaging (Fig. 17). More precisely, it was shown that torsion mainly corresponds to Type A damage, push–pull tests to a mixing of Type A and Type B damage, and perfect biaxiality, to predominantly Type B damage. Therefore, the number of cycles required to initiate a crack is significantly higher in cyclic torsion (\(\sigma_h = 0\)) than in cyclic tension (\(\sigma_h = \sigma_a/3\)), and higher in tension than in cyclic perfect biaxial loading (\(\sigma_h = 2\sigma_a/3\)).

The second effect is linked to crack opening. An increase in the hydrostatic stress leads to an increase in pressure on the crack lips. That impedes crack closure during unloading (Fig. 18). This effect also promotes micro-crack coalescence or micro-voids ahead of the main propagating crack. Moreover, a biaxial loading activates more slip systems (Fig. 19) [35], which can also promote premature crack initiation.

Thermal fatigue loading in-service is multiaxial: loading is proportional and biaxial. However, another important factor is the possible superposition of a mean static stress during cycling. This loading may result from water pressure in the lines. In nominal operating conditions, the pressure in the
primary cooling system is about 155 bars. In the RHRS, the pressure is 30–40 bars. A simple calculation adapted to a thin-walled pipe gives a mean stress of 40 MPa. Pressure-induced stress may be added with stresses due to the component's own weight, as well as to residual stresses resulting from machining.

Although pure thermal effect seems to be weak (item 1), one intends to investigate about TMF on austenitic stainless steels in a next step (Part II). One proposes to apply some multiaxial fatigue criteria on the CEA thermal fatigue tests. With the respect to the main characteristics of multiaxial fatigue damage, the relevance of the investigation approaches proposed in the literature and existing criteria will be investigated (bibliographic research). The purpose of this task is to select those criteria which would seem to be the most efficient to estimate the thermal fatigue crack initiation for austenitic stainless steels. Such investigation could also be used to develop new multiaxial fatigue criteria, especially for intermediate and high numbers of cycle fatigue regimes.

8. Conclusion

In order to deduce the thermo-mechanical loading state in quasi-structural specimens, two uncoupled computations have been performed: first a thermal analysis and then, a mechanical analysis with the previously computed temperature field as input parameters. The estimated temperature field is validated by comparison with measurements. All computations have been carried out with the object-oriented finite element software CAST3M.

All analysed tests clearly show that crack initiation in thermal fatigue occurs before crack initiation under uniaxial isothermal fatigue. On both SPALSH and FAT3D tests, thermal fatigue is always the most damaging case. Let us note that the same trends are obtained with a 2D specimen and with a "structure" 3D specimen. On both thermal fatigue specimens, a biaxial stress state is obtained, which corresponds to an increase in hydrostatic stress. Detrimental effects of hydrostatic stress (first tensor invariant) for initiation itself, and for crack propagation in the first stages as well, have been evidenced before.

The enhanced damaging effect probably results, for a significant part, from a pure mechanical source. However, additional mechanical tests and investigations are needed, in order to achieve meaningful conclusions on these points. A Part II accompanying paper will be dedicated to investigate accurately on multiaxial effect, and to improve thus estimation of crack initiation under thermal fatigue.

Acknowledgement

This work was initiated and supported by the French institute of protection and nuclear safety IRSN.

Appendix A. Methodology based on correction of the Poisson effect in the elastic analysis

A.1. Application to a thermal shock on a free wall and main steps of the RCC-MR method

Thermal shock on a free wall corresponds to a perfect biaxial stress state.

In terms of elasticity, strains and stresses are related by the Hooke's equations including Young's modulus $E$ and Poisson's coefficient $\nu$. When significant plasticity occurs, analogous equations can be verified with changing $E$ by the secant modulus $E_s$, and $\nu$ by the effective Poisson's coefficient $\nu_s$ (Fig. A1).

Before examining the perfect biaxial case, the uniaxial case is considered.

1. **Uniaxial case**, $z$ represents the tension axis

   The strain tensor may be decomposed as the sum of an elastic part and plastic part as:

   $$\Delta e = \Delta e_e + \Delta e_p = \begin{pmatrix} -2\nu E \frac{\Delta \sigma}{E} & 0 & 0 \\ 0 & -2\nu E \frac{\Delta \sigma}{E} & 0 \\ 0 & 0 & 0 \end{pmatrix} + \begin{pmatrix} -\nu E \frac{\Delta \sigma}{E} & 0 & 0 \\ 0 & -\nu E \frac{\Delta \sigma}{E} & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

   We obtain:

   $$\nu = \frac{E_s}{E} + \frac{1}{2} \left( 1 - \frac{E_s}{E} \right)$$

   Thereafter, coefficients $E_s$ and $\nu_s$ are directly determined from the experimentally stabilized cyclic curve obtained with push–pull tests on the same material.

2. **Perfect biaxial case**, $y, z$-axis are placed on the surface

   $$\Delta e = \Delta e_e + \Delta e_p = \begin{pmatrix} -2\nu E \frac{\Delta \sigma}{E} & 0 & 0 \\ 0 & -2\nu E \frac{\Delta \sigma}{E} & 0 \\ 0 & 0 & 0 \end{pmatrix} + \begin{pmatrix} -2\nu E \frac{\Delta \sigma}{E} & 0 & 0 \\ 0 & -2\nu E \frac{\Delta \sigma}{E} & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

   A coefficient $K_s$ and a fictitious elastic equivalent strain $\Delta e_{eq}$, calculated considering an elastic behaviour, are now introduced as:

   $$\Delta e_{eq} = K_s \Delta e_{eq}$$

   From that, we obtain:

   $$\Delta e_{eq} = \frac{2}{3} \left( (\Delta e_1 - \Delta e_2)^2 + (\Delta e_1 - \Delta e_3)^2 + (\Delta e_2 - \Delta e_3)^2 \right)$$

   $$= \frac{2(1+\nu)}{3} \frac{\Delta \sigma}{E_s} = K_s \frac{2(1+\nu)}{3} \frac{\Delta \sigma e}{E}$$
$\Delta\sigma_{el}$ is the fictitious stress calculated considering an elastic behaviour for the same temperature range on surface $\Delta T$.

In the case of thermal shock on a free wall: $\Delta\sigma = \frac{E_{mod} \Delta T}{(1+\nu)}$ and:

$$\Delta\sigma_{el} = \frac{E_{mod} \Delta T}{(1+\nu)}$$

Finally: $K_e = \frac{1+\nu}{1-\nu}$.

In conclusion, when the stress state is perfectly biaxial, the main steps of the RCC-MR method are:

1. Estimation from the cyclic stabilized curve $\Delta\sigma - \Delta\epsilon$ of a secant modulus $E_s$ to take a non-pure elastic behaviour into account.
2. Estimation of a modified Poisson’s value $\nu$ which ranges between 0.3 for elasticity and 0.5 for full plasticity.
3. Deduction of stress–strain relations deduced from applying the Hooke’s elasticity equations.

### A.2. Case where the stress state is not quite perfectly biaxial

Hooke’s relations between strains and stresses give:

$$\Delta\epsilon_{eq} = \frac{\sqrt{2}}{3} \left( (\Delta\epsilon_{xx} - \Delta\epsilon_{yy})^2 + (\Delta\epsilon_{yy} - \Delta\epsilon_{zz})^2 + (\Delta\epsilon_{zz} - \Delta\epsilon_{xx})^2 \right)^{1/2}$$

$$= \frac{2}{3} \left( \frac{1+\nu}{1-\nu} \right) \epsilon \left( 1 + 2 \left( \frac{1-\nu}{1+\nu} \right)^2 \delta^2 \right)^{1/2}$$

with: $\epsilon = \frac{\Delta\sigma_{xx} - \Delta\sigma_{yy}}{2}$ and: $\delta = \frac{\Delta\sigma_{yy} - \Delta\sigma_{zz}}{2}$.

The same relationship would have been found for an elastic computation, but with the Poisson ratio $\nu$. Coefficient $K_e$ is:

$$K_e = \frac{\Delta\epsilon_{eq}}{\Delta\epsilon_{eq, el}} = \frac{1+\nu}{1-\nu} \left( 1 + 2 \left( \frac{1-\nu}{1+\nu} \right)^2 \delta^2 \right)^{1/2}$$

$$= K_{el} \left( \frac{1+\mu}{1+\mu^2} \right) = K_{el} \left( 1 + 2 \mu \right)^2 \left( 1 + 2 \mu \right)^2 \delta^2$$

with: $\mu = \frac{1+\nu}{1-\nu}$ and $K_{el}$ representing a perfect biaxial state ($\beta = 0$).

### Appendix B. Viscous effects are negligible in the temperature range used for presented fatigue tests ($0.033 \leq f \leq 1$ Hz) [36]

Figs. B1 and B2 show that frequency effect is negligible on fatigue behaviour of 304L steel at 165 °C. However, when a lower test temperature is used (as room temperature or $T = 90$ °C), a viscous deformation and an effect of strain rate may be observed.

![Fig. A1. Definition of a secant modulus $E_s$ on an uniaxial curve.](image1)

![Fig. B1. Impact of loading frequency on stabilized stress–strain behaviour.](image2)
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