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Abstract—The method of Frobenius Norm (FN) minimization of forward kinematic Jacobians is presented to minimize the sensitivity of a robotic manipulator. We demonstrate the effectiveness of this approach with a Monte Carlo simulation of an Assembler robot. The Assembler is described as a stack of Stewart Platforms designed for in-space assembly to aide NASA in deep space exploration. The translations and rotations between each Stewart Platform define the forward kinematics of the Assembler, which analytically determine the end effector position and orientation. However, selecting the poses of each Stewart Platform which yield a desired end effector state, defined as the inverse kinematics, is an underconstrained nonlinear optimization problem for large Assembler stacks.

I. INTRODUCTION

NASA is tasked with developing technologies for deep space exploration and habitation [1] [2]. To further that goal, NASA is developing a robotic assembly process of deep space structures [3] [4] [5]. A recent robotics concept introduces the use of Stewart platform [6] stacks, called Assemblers. Assemblers may come in different size stacks of at least one Stewart platform. Fig. 1 shows a picture of a prototype made of 4 Stewart platforms. These robots have a complicated geometric structure with nonlinear constraints and many degrees of freedom (DOF) internal to the structure, leading to over-actuated forward kinematics in stacks greater than one platform. An over-actuated system has more actuators than the end effector has DOF. The method of Frobenius norm (FN) minimization is presented [7] to select the inverse kinematic pose which optimizes structural sensitivity.

From the 1970s and into the 1990s, NASA researched the construction of structures in low Earth orbit during the servicing and construction of the Hubble Space Telescope and the International Space Station. These projects relied on astronauts to service them [8].

Past research on in-space assembly (ISA) have been focused on reliable deployments and assembly of truss structures [8]. Truss structures are useful for space exploration because they can be unpackaged after launch and provide the structural stiffness and maneuverability necessary for operations in-space [9] [10].
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In order to support deep space exploration activities, where manned assembly of large structures is impractical, NASA is developing autonomous construction and ISA methods that replace humans in dangerous environments [11]. Much of this research is focused on the robotic assembly of truss structures [5].

One concept involves an autonomous manipulator known as Intelligent Precision Jigging Robot (IPJR) used for precision welding [12]. Several other proposals exist for in-orbit assembly such as the Commercial Infrastructure for Robotic Assembly and Servicing (CIRAS), SpiderFab, Archinaut and Dragonfly projects [13]. The Assemblers are proposed to add mobility and adaptability to enable assembly on extraterrestrial surfaces such as the moon or Mars.

Robotic ISA requires precise manipulation in a changing extraterrestrial environment. The Assemblers were designed as a modular robot, which provides several adaptability benefits for working in such spaces [14] [15]. While the forward and inverse kinematic properties of the component Stewart platform structures are well known [16], there has been limited work on stacks of Stewart platforms [17] [18].

The contributions of this paper include the formulation of
a solver which can efficiently find inverse kinematic solutions for an Assembler with an arbitrary number of platforms, and the demonstration of optimal pose selection via FN minimization with numerical results.

II. Stewart Platforms

Stewart platforms, or parallel plate manipulators, consist of two plates adjoined by six linear actuators. Fig. 2 shows a simplified diagram of a Stewart Platform with the coordinates we use. To describe the inverse kinematics of the Stewart platform, we consider two reference frames attached to the top and bottom plates. The plane of the top plate is defined by the perpendicular normal vectors $\hat{t}_x$ and $\hat{t}_y$, while the bottom plate is defined by $\hat{b}_x$ and $\hat{b}_y$. The unit normal vector to the bottom and top plates are given by $\hat{n}_b = \hat{b}_x \times \hat{b}_y$ and $\hat{n}_t = \hat{t}_x \times \hat{t}_y$ respectively. The orthonormal basis sets defining the coordinate space for each plate are therefore given by $[\hat{b}_x, \hat{b}_y, \hat{n}_b]$ and $[\hat{t}_x, \hat{t}_y, \hat{n}_t]$, and the origin of each reference frame is the center of the respective plate. Let $\mathbf{R}$ be a rotation matrix which brings a vector from the reference frame of the top plate into that of the bottom plate. In the reference frame of the bottom plate, let $\vec{P}$ be the vector which points from the center of the bottom plate to the center of the top plate.

In Fig. 2 each leg is adjoined to the plates at nodes, which represent ball and socket joints. Each actuator connects a single node on each plate. Let $\vec{t}$ describe a node position in the top plate, and let $\vec{b}$ describe likewise for a bottom plate node. Vectors $\vec{t}$ and $\vec{b}$ point from the center of their respective plate to the relevant node in the respective reference frames. The actuator vector in the bottom plate’s reference frame is therefore given by:

$$\hat{\mathbf{\ell}} = \mathbf{R}\vec{t} + \vec{P} - \vec{b}$$  \hspace{1cm} (1)

This equation describes the inverse kinematics for a single Stewart Platform: given a desired translation vector $\vec{P}$ and orientation $\mathbf{R}$, the lengths of each actuator should be set to $||\hat{\mathbf{\ell}}||$. The forward kinematics are more difficult to compute, and require a non linear solver supplied with an initial guess [19].

Each Stewart Structure has geometric constraints which limit the set of reachable poses. There are the length constraints on the extension and retraction of the actuators, as well as angular constraints set by the ball joint design. These constraints are given by:

$$\ell_{min} \leq \hat{\mathbf{\ell}}^T \hat{\mathbf{\ell}} \leq \ell_{max}$$  \hspace{1cm} (2)

$$\hat{\mathbf{\ell}}^T \hat{n} \geq ||\hat{\mathbf{\ell}}|| \sin(\theta_{min})$$  \hspace{1cm} (3)

$$\hat{\mathbf{\ell}}^T \hat{\mathbf{R}} \hat{n} \geq ||\hat{\mathbf{\ell}}|| \sin(\theta_{min})$$  \hspace{1cm} (4)

Where $\hat{n} = [0 \ 0 \ 1]^T$ is the vector normal to the top plate in its own reference frame, $\theta_{min}$ is the minimum angle allowed by the ball joint, and $\ell_{max}$, $\ell_{min}$ are the maximum and minimum possible actuator lengths respectively. The square of the length is used to avoid the use of the square root operation to simplify derivatives.

III. n-Stack Assembler

An Assembler is composed of $n$ Stewart Platforms, where the top plate of one platform is directly adjoined to the bottom plate of the one above it. The topmost plate is the end effector, while the bottommost plate is the baseplate.

The pose of an Assembler is defined by the set of translations and rotations of each composite platform: $\mathbf{R}_i, \vec{P}_i$ for $i = 1 \ldots n$. The baseplate’s position and orientation defines the global reference frame, and the end effector global position and orientation are $\vec{P}_{ee}$ and $\mathbf{R}_{ee}$ respectively. An Assembler is similar to a serial manipulator with variable link lengths. In this domain, the forward kinematics can be expressed as:

$$\vec{P}_{ee} = \vec{P}_1 + \sum_{i=2}^{n} \prod_{j=1}^{i-1} (\mathbf{R}_j) \vec{P}_i$$  \hspace{1cm} (5)

$$\mathbf{R}_{ee} = \prod_{i=n}^{1} \mathbf{R}_i$$  \hspace{1cm} (6)

Each platform has 6 DOF, which means an Assembler has $6n$ DOF. Therefore, the end effector, which has 3 translational DOF and 3 rotational DOF, is underconstrained. Ideally, an autonomous Assembler should choose the pose which has the least sensitivity to disturbances when confronted with many feasible solutions to enhance precision in the end effector. The inverse kinematic problem for Assemblers is therefore to choose all $\mathbf{R}_i, \vec{P}_i$ such that the desired end effector pose is reached, without violating the geometric constraints, and while giving the structure as little sensitivity to internal movement as possible.
IV. STRUCTURAL SENSITIVITY

To formulate a solver which minimizes structural sensitivity, it is necessary to quantify that property from the forward kinematics. We compare structural sensitivity using the FN of the end effector Jacobian.

We can model movement in the end effector as deriving from small changes to the internal structure of the Assembler. Let \( \mathbf{x} \) be the Assembler state vector containing x-y-z translation and yaw-pitch-roll angle quantities from all \( \mathbf{R}_i, \mathbf{P}_i \). Let \( \mathbf{y} \) be the end effector output vector containing translation and orientation quantities in \( \mathbf{P}_{ee} \) and \( \mathbf{R}_{ee} \). Let \( f(\cdot) \) describe the forward kinematics such that \( \mathbf{y} = f(\mathbf{x}) \), and \( \mathbf{J}_{ee} = \frac{df}{d\mathbf{x}} \) be the end effector Jacobian. For a small change \( \delta \mathbf{x} \) in the state vector, the resulting change in the end effector is given by \( \delta \mathbf{y} = \mathbf{J}_{ee} \delta \mathbf{x} \) (7).

The FN, defined as \( ||\mathbf{J}_{ee}||_F = \sqrt{\text{Trace}(\mathbf{J}_{ee}^T \mathbf{J}_{ee})} \), has the property:

\[
||\delta \mathbf{y}|| \leq ||\mathbf{J}_{ee}||_F ||\delta \mathbf{x}||
\]

Therefore, the FN of the end effector Jacobian puts an upper bound on how much the end effector can be affected by internal motion. By minimizing the FN we lower that bound for enhanced sensitivity in the end effector, which comes solely from the geometry of the structure.

The end effector orientation is defined by the matrix \( \mathbf{R}_{ee} \), this quantity can either be reduced to a vector by extracting a set of Euler angles, or by elongating the matrix into a vector of size 9. Let \( \bar{\mathbf{R}}_{ee} \) be the elongated form of \( \mathbf{R}_{ee} \). Note that for any matrix \( \mathbf{M} \) with elongated form \( \bar{\mathbf{M}} \), the following relationship holds: \( \text{Trace}(\mathbf{M}^T \mathbf{M}) = \bar{\mathbf{M}} \cdot \bar{\mathbf{M}}^T \). The Jacobian is therefore written as:

\[
\mathbf{J}_{ee} = \begin{bmatrix}
\frac{\partial \mathbf{P}_{ee}}{\partial \mathbf{P}_i} & \ldots & \frac{\partial \mathbf{P}_{ee}}{\partial \mathbf{P}_n} \\
\frac{\partial \mathbf{R}_{ee}}{\partial \mathbf{P}_i} & \ldots & \frac{\partial \mathbf{R}_{ee}}{\partial \mathbf{P}_n} \\
\frac{\partial \mathbf{R}_{ee}}{\partial \theta_{ij}} & \ldots & \frac{\partial \mathbf{R}_{ee}}{\partial \theta_{in}}
\end{bmatrix}
\]

\[
\text{Trace}(\mathbf{J}_{ee}^T \mathbf{J}_{ee}) = \text{Trace}(\frac{\partial \bar{\mathbf{R}}_{ee}^T}{\partial \mathbf{P}_i} \frac{\partial \mathbf{P}_{ee}}{\partial \mathbf{P}_i}^T + \frac{\partial \bar{\mathbf{R}}_{ee}^T}{\partial \theta_{ij}} \frac{\partial \mathbf{R}_{ee}}{\partial \theta_{ij}} + \frac{\partial \bar{\mathbf{P}}_{ee}^T}{\partial \theta_{ij}} \frac{\partial \mathbf{P}_{ee}}{\partial \theta_{ij}} + \frac{\partial \bar{\mathbf{P}}_{ee}^T}{\partial \theta_{ij}} \frac{\partial \mathbf{R}_{ee}}{\partial \theta_{ij}})
\]

\[
+ \frac{\partial \bar{\mathbf{P}}_{ee}^T}{\partial \theta_{ij}} \frac{\partial \mathbf{P}_{ee}}{\partial \theta_{ij}} + \frac{\partial \bar{\mathbf{P}}_{ee}^T}{\partial \theta_{ij}} \frac{\partial \mathbf{R}_{ee}}{\partial \theta_{ij}}
\]

With implicit sums taken over the indices to save space. The following observations can be used to simplify the FN for an Assembler:

\[
\frac{\partial \bar{\mathbf{P}}_{ee}^T}{\partial \mathbf{P}_i} = \prod_{k=i-1}^i \mathbf{R}_k^T \prod_{k=1}^{i-1} \mathbf{R}_k = \mathbf{I}
\]

\[
\frac{\partial \bar{\mathbf{R}}_{ee}^T}{\partial \mathbf{P}_i} = 0
\]

\[
\frac{\partial \bar{\mathbf{R}}_{ee}^T}{\partial \theta_{ij}} = \prod_{k=1}^{i-1} (\mathbf{R}_k^T) \frac{\partial \mathbf{R}_k^T}{\partial \theta_{ij}} \prod_{k=i+1}^n \mathbf{R}_k^T
\]

\[
+ \prod_{k=i}^{n} (\mathbf{R}_k^T) \frac{\partial \mathbf{R}_k^T}{\partial \theta_{ij}} \prod_{k=i-1}^1 \mathbf{R}_k = \mathbf{I}
\]

where the index \( i \) denotes the platform number, and the index \( j \) denotes the Euler angle axis for that platform’s rotation. These equations show that large parts of \( \mathbf{J}_{ee}^T \mathbf{J}_{ee} \) are actually constant, meaning they need not be considered when minimizing the FN. Only the terms \( \frac{\partial \bar{\mathbf{R}}_{ee}^T}{\partial \theta_{ij}} \frac{\partial \mathbf{R}_{ee}}{\partial \theta_{ij}} \) need be considered, all of which are non-constant excepting \( \frac{\partial \bar{\mathbf{P}}_{ee}^T}{\partial \theta_{ij}} \frac{\partial \mathbf{P}_{ee}}{\partial \theta_{ij}} = 0 \) where the \( n^{th} \) index is the topmost platform. Also note that in Eq. 5, \( \bar{\mathbf{P}}_1 \) does not have any factor dependent on the Euler angles. These facts mean that the FN does not depend on \( \bar{\mathbf{P}}_n \) or on \( \mathbf{R}_n \).

The inverse kinematic problem is further simplified by limiting the DOF of the Assembler to act within the plane containing the solution position. Let the desired \( \bar{\mathbf{P}}_{ee} \), which represents the end effector position in the reference frame of the base plate, be described in polar coordinates with \( \rho \) as the radial, \( \phi \) as the azimuthal angle, and \( \theta \) as the z-axis coordinates. We hold \( \phi \) constant and only work in the plane made by \( \rho \) and \( \theta \). We can then limit each platform’s DOF to two translations and a rotation about the axis perpendicular to this plane. We therefore set \( \bar{\mathbf{P}}_1 = [\rho_i, z_i]^T \) which reflects the 2D coordinates. The forward kinematics in 2D are then unchanged from Eq. 5, except that rotation matrix products can now be simplified to:

\[
\prod_{i=1}^n \mathbf{R}_i = \left[ \begin{array}{cc}
\cos(\sum_{i=1}^n \theta_i) & -\sin(\sum_{i=1}^n \theta_i) \\
\sin(\sum_{i=1}^n \theta_i) & \cos(\sum_{i=1}^n \theta_i)
\end{array} \right]
\]

We let \( \phi \) define the axis of rotation \( \hat{s} \) about which \( \theta \) rotates, and we can convert from the 2D plane parameters into the 3D geometry. This is done with the following equations which describe \( \hat{s} \), give a generic form of Rodrigues’ rotation formula [20] and translate from cylindrical coordinates to Cartesian:

\[
\hat{s} = \left[ \begin{array}{c}
\cos(\phi) \\
\sin(\phi) \\
0
\end{array} \right] \times \left[ \begin{array}{c}
0 \\
1 \\
0
\end{array} \right] = \left[ \begin{array}{c}
\sin(\phi) \\
-\cos(\phi) \\
0
\end{array} \right]
\]

\[
\mathbf{R} = \cos(\theta) \mathbf{I} + \sin(\theta)[\hat{s}]_\times + (1 - \cos(\theta)) \hat{s} \hat{s}^T
\]

\[
\bar{\mathbf{P}} = [\rho \cos(\phi), \rho \sin(\phi), z]^T
\]
By simplifying the problem to two dimensional (2-D) space, we reduce half the DOF per platform and greatly simplify the orientation kinematics from matrix products to a simple sum. Because the axis of rotation is now determined by \( \dot{P}_{ee} \), the orientation of the end effector is limited to one DOF.

V. Optimization Problem

The inverse kinematics of an Assembler are formulated as the constrained optimization problem:

\[
\begin{align*}
\arg \min_{\bar{P}, \theta_i, \forall i = 1...n} & \quad \sum_{i=1}^{n-1} \frac{\partial \bar{P}_{ee}}{\partial \theta_i}^T \frac{\partial \bar{P}_{ee}}{\partial \theta_i} \\
\text{subject to} & \quad \forall i, j: \ell_{ij}^2 \leq \bar{\ell}_{ij}^T \dot{\bar{\ell}}_{ij} \leq \ell_{ij}^2 \\
& \quad \bar{\ell}_{ij}^T \dot{\bar{\ell}}_{ij} \geq \|\bar{\ell}_{ij}\| \sin(\theta_{\min}) \\
& \quad \bar{\ell}_{ij}^T \dot{R}_i \dot{n} \geq \|\bar{\ell}_{ij}\| \sin(\theta_{\min})
\end{align*}
\]

Where \( \bar{\ell}_{ij} \) is the \( j^{th} \) leg of the \( i^{th} \) Stewart Platform and can be calculated from the platform’s inverse kinematics. MATLAB’s Optimization Toolbox [21] is used to solve this optimization with the interior point method [22] [23] [24]. This method works by iteratively approximating the full problem into sub-problems and solving them with linear approximation and trust-region solvers which approximate functions as quadratic [25].

VI. Numerical Results

Given an Assembler pose in the 2D plane defined by angle \( \phi \), we can use Monte Carlo methods to simulate perturbations in the structure and test the resulting end effector movement. The variance of end effector poses is compared between an optimal pose and two suboptimal poses with the same desired end effector conditions. The suboptimal poses are found by running the same interior point solver, but without any minimization requirement so that the solver will return the first solution which meets the other constraints.

To generate an initial guess for the solver, a simple algorithm was designed which divides the translation and orientation among each platform while ignoring all other constraints. A minimum translation was imposed in each platform’s \( \dot{n}_i \) direction, so that the initial guess would be more reasonable. To find multiple solutions, we perturbed the initial guess by sampling from a normal distribution and re-running the solver until the desired number of successful runs are found.

A. Procedure

Algorithm 1 details the method used to collect a Monte Carlo dataset. The function \( \text{ForwardKinematics()} \) makes use of Eq. 5 and Eq. 14. A sample set of 10,000 data points was generated for a 4 platform Assembler. Fig. 3 shows an example of the Assembler poses that were examined. Each pose has the exact same end effector state, with \( \rho = 600 \) mm, \( z = 1000 \) mm, and \( \theta = -1.57 \) rad in the global frame. All perturbations were performed with \( \sigma_\theta = 0.005 \) rad, \( \sigma_t = 1 \) mm, unless otherwise stated.

Algorithm 1 GetNPerturbations

Require: \( N, \text{pose}_1, \text{pose}_2, \text{pose}_3, \phi, \sigma_\phi, \sigma_t \)

for \( n \) from 1 to \( N \) do

for all Platforms \( i \) do

\( \delta x, \rho_i \leftarrow \text{SampleGaussian}(\sigma) \)

\( \delta x, z_i \leftarrow \text{SampleGaussian}(\sigma) \)

\( \delta x, \theta_i \leftarrow \text{SampleGaussian}(\sigma) \)

end for

\( x_1 \leftarrow \delta x + \text{pose}_1 \)

\( x_2 \leftarrow \delta x + \text{pose}_2 \)

\( x_3 \leftarrow \delta x + \text{pose}_3 \)

\( y_{n1} \leftarrow \text{ForwardKinematics}(x_1, \phi) \)

\( y_{n2} \leftarrow \text{ForwardKinematics}(x_2, \phi) \)

\( y_{n3} \leftarrow \text{ForwardKinematics}(x_3, \phi) \)

end for

B. Random Perturbation Results

Fig. 4-6 plot the perturbations from each sample taken with the poses in Fig. 3. The red line indicates the 95% confidence ellipse. The first line of Table I shows the median distance the end effector moved, with the 95% confidence interval. In this case the optimal pose led to significantly less variance than the others. The optimization led to approximately 15% reduction in end effector movement.

C. Linear Region Assumption

Our optimization function assumes small perturbations in the region where a linear approximation of the forward kinematics is valid. We can test this assumption by estimating the covariance of end effector \( \rho / z \) positions and comparing to the Monte Carlo data.

A Gaussian sampling with a covariance matrix \( C_X \) undergoing a linear transformation given by matrix \( J \) will result in an equivalent Gaussian sampling with a covariance matrix given by

\[
C_Y = JC_XJ^T
\]

In our case, the random perturbations of our state vector are described by a diagonal matrix of size 12 with values \( \sigma_\theta^2 \) and \( \sigma_t^2 \). We can compare the end effector pose observed covariance \( C_{\text{obs}} \) from the Monte Carlo perturbations from
Algorithm 1, and the estimated covariance $C^{est}$ from Eq. 19 with:

$$F = \frac{\sum_{ij} |C_{ij}^{est} - C_{ij}^{obs}|}{\sum_{ij} |C_{ij}^{obs}|}$$  \hspace{1cm} (20)

where $\Sigma_{ij}$ represents a sum over all matrix indexes and $C_{ij}$ is an element of $C^*$. $F$ gives a proportional sum of differences between the two covariance matrices. A larger value of $F$ means the forward kinematics are less linear, a smaller value means the linear approximation is more accurate.

We set the end effector to reach 3 different states: for each desired end effector state, we found two suboptimal poses which did not apply any optimization and one optimal pose which minimized the FN. Sampling noise inputs were applied with standard deviations of $\sigma_\theta = .005 \text{ rad}$ and $\sigma_t = 1 \text{ mm}$ using 10,000 samples to Algorithm 1. This method was implemented for three different desired end effector conditions. The results are summarized in Table I. The values of $F$ for every pose at that noise level are < 1%, this value is small enough that there is significant variance across samplings. Table II gives the $F$ factor for much larger variance with 100,000 samples on the same poses as Table I. The optimal poses consistently have a lower F-factor at high variance than the non-optimized poses. This observation of lower F values implies that it tends to take larger perturbations under optimized poses to break the linearity assumption than non-optimized poses.

Fig. 7 shows a plot of all found solutions colored by the FN ratio between an optimized pose and a non-optimized pose. The lower value colors indicate the optimal pose was more successful. These points tend to be concentrated in the center of the distribution because the DOFs are less constrained and the optimizer has more feasible poses to choose from.

Fig. 8 empirically shows the relationship between the FN and the perturbation distance. As expected, there is a strong linear correlation, a simple linear regression shows an $r^2$ value of 0.97, which demonstrates a strong linear correlation. There is a linear slope of 0.4, this means that a reduction in the FN by 1% is expected to cause a reduction in perturbation distance by 0.4%.

VII. CONCLUDING REMARKS

The Frobenius Norm methodology was used to optimize the pose selection of over-actuated structures with many degrees of freedom and non-linear forward kinematics. This method was evaluated with a Monte Carlo simulation of
Assemblers. Poses with optimized Frobenius Norms consistently outperformed the non-optimized poses due to the geometric properties of the linear approximation used. This method can be applied to any over-actuated structure for which the forward kinematics are known using conventional methods. Demonstration of Frobenius Norm minimization on other geometries with hardware validation is proposed for future efforts.
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Fig. 7: Plot of Found Solutions colored by FN ratio between optimal and non-optimal poses

Fig. 8: Plot of Ratios between optimized and non-optimized poses of FN value and Median Perturbation distance