GENERALIZED STRICHARTZ ESTIMATES FOR WAVE AND DIRAC EQUATIONS IN AHARONOV-BOHM MAGNETIC FIELDS
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ABSTRACT. We prove generalized Strichartz estimates for wave and massless Dirac equations in Aharonov-Bohm magnetic fields. Following a well established strategy to deal with scaling critical perturbations of dispersive PDEs, we make use of Hankel transform and rely on some precise estimates on Bessel functions. As a complementary result, we prove a local smoothing estimate for the Klein-Gordon equation in the same magnetic field.

1. Introduction

In the last years a lot of effort has been devoted to the study of dispersive properties of PDEs perturbed by scaling critical potentials. These potentials turn to be particularly hard to be dealt with, as indeed the fact that they show the same homogeneity of the differential operator prevent the use of perturbative techniques, and force to build some “ad hoc” strategy. The most celebrated examples for what concerns Schrödinger and wave equations are represented by the inverse square potential, i.e. a potential of the form

\[ V(x) = \frac{a}{|x|^2} \]

so that the Hamiltonian becomes

\[ H_V = -\Delta + \frac{a}{|x|^2} \] (1.1)

for some “not too negative” constant \( a \), and the Aharonov-Bohm magnetic field, that is

\[ A_B : \mathbb{R}^2 \setminus \{(0,0)\} \to \mathbb{R}^2, \quad A_B(x) = \alpha \left( -\frac{x_2}{|x|^2}, \frac{x_1}{|x|^2} \right), \quad \alpha \in \mathbb{R}, \quad x = (x_1, x_2) \] (1.2)

so that the Hamiltonian becomes

\[ H_A = \left( -i\nabla + \alpha \left( -\frac{x_2}{|x|^2}, \frac{x_1}{|x|^2} \right) \right)^2. \] (1.3)

We refer to [11] and references therein for an overview of the spectral theory of this Hamiltonian in Aharonov-Bohm magnetic fields which, we point out, is a 2-dimensional model. We do not intend to provide a detailed picture of the literature
here, but we wish to mention at least [3]-[4]-[17], for what concerns Strichartz estimates for both Schrödinger and wave equations associated to Hamiltonian (1.1) and [11] for what concerns time-decay and Strichartz estimates for the Schrödinger equation associated to (1.3). To the very best of our knowledge, no Strichartz estimates are available for the wave flow in this latter framework, except for [8], in which some local smoothing (and weighted Strichartz) are obtained. For what concerns the Dirac equation the situation is much harder, due to the rich algebraic structure of the Dirac equation, and the only available results in this direction are provided in [9] and [7], in which local smoothing estimates are proved in the cases of, respectively, the Coulomb potential perturbation and the Aharonov-Bohm magnetic field.

The purpose of this paper is to somehow combine the strategies of [13, 17, 18] with the ideas of [7, 8] to prove some generalized Strichartz estimates for the wave and massless Dirac equation in Aharonov-Bohm magnetic field.

The wave equation we intend to deal with is thus the following

$$\begin{cases}
\partial_t^2 v + H_A v = 0 \\
v(0, \cdot) = v_0(\cdot), \\
\partial_t v(t, \cdot) = v_1(\cdot),
\end{cases}$$

the solution of which is given by the formula

$$v(t, \cdot) = \cos \left( t \sqrt{H_A} \right) v_0(\cdot) + \frac{\sin \left( t \sqrt{H_A} \right)}{\sqrt{H_A}} v_1(\cdot) = \Re \left( e^{it\sqrt{H_A}} \right) v_0(\cdot) + \frac{\Im \left( e^{it\sqrt{H_A}} \right)}{\sqrt{H_A}} v_1(\cdot).$$

The (massless) Dirac Hamiltonian in the Aharonov-Bohm magnetic field (in the units with $\hbar = c = 1$) is

$$(1.5)\quad D_A = \sigma_1(p_1 + A^1) + \sigma_2(p_2 + A^2)$$

where $p_j = i \partial_j$, $\sigma_j$ are the standard Pauli matrices

$$(1.6)\quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

and the magnetic potential $A_B(x) = (A^1(x), A^2(x))$ is given by (1.2). We recall that the Pauli matrices satisfy the following relations of anticommutations

$$\sigma_j \sigma_k + \sigma_k \sigma_j = 2\delta_{jk} \mathbb{I}_2, \quad j, k = 1, 2.$$ 

The Cauchy problem associated to the Hamiltonian (1.5) takes the form

$$\begin{cases}
i \partial_t u = D_A u, \\
u(t, x) : \mathbb{R}_t \times \mathbb{R}^2 \to \mathbb{C}^2 \\
u(0, x) = u_0(x).
\end{cases}$$

We refer to [7] and references therein for further details on the model.

Before stating our main results, let us introduce some useful notations:
Notations. We will denote in a standard way Lebesgue and Sobolev spaces, and with \( L^p_r L^q_x = L^p(\mathbb{R}; L^q(\mathbb{R}^2)) \) the mixed space-time Strichartz spaces (we will omit the dimension on the target space). With \( L^p_r \) we will denote the radial part of the \( L^p \) norm, that is \( \| f \|^p_{L^p_r} = \int_0^\infty |f(r)|^p r dr \); in the case \( p = \infty \), we shall simply use the notation \( L^\infty_r \). We use \([\phi_m], m \in \mathbb{Z}\) to denote the space spanned by the vectors \( \phi_m \).

Using the polar coordinates \( x = r\theta, r \geq 0, \theta \in S^1 \), and given a measurable function \( F = F(t,x) : \mathbb{R} \times \mathbb{R}^2 \rightarrow \mathbb{C} \), we denote by

\[
\| F \|_{L^p_r L^q_r, L^2_\theta} := \left( \int_{-\infty}^{+\infty} \left( \int_0^{+\infty} \left( \int_{S^1} |F(t,r,\theta)|^2 d\sigma \right)^{q/2} r dr \right)^{p/q} dt \right)^{1/p},
\]

being \( d\sigma \) the surface measure on the sphere. In particular, when \( q = \infty \)

\[
\| F \|_{L^p_r L^\infty_r, L^2_\theta} := \left( \int_{-\infty}^{+\infty} \left( \sup_{r \in [0,\infty)} \left( \int_{S^1} |F(t,r,\theta)|^2 d\sigma \right)^{1/2} \right)^{p} dt \right)^{1/p}.
\]

We will denote with \( \dot{H}^s_A \) the homogeneous Sobolev spaces induced by Hamiltonian (1.3), that is the space with the norm \( \| f \|_{\dot{H}^s_A} = \| H^s_2 f \|_{L^2} \). We refer again to [11] Section 2 for an overview of this norm.

In what follows we will systematically omit to differentiate between functions and spinors, as the meaning of each object will be clear from the context.

We are now ready to state the main result of this paper.

**Theorem 1.1.** Let \( (p,q) \in [2, \infty]^2 \) be such that

\[
\frac{1}{p} + \frac{1}{q} < \frac{1}{2}, \quad \text{or} \quad (p,q) = (\infty, 2).
\]

Assume \( \alpha \in \mathbb{R} \) such that

\[
\varepsilon = \text{dist}(\alpha, \mathbb{Z}) = \min_{m \in \mathbb{Z}} |m + \alpha| > 0.
\]

For any \( u_0, f \in \dot{H}^s_A \) and \( p > 2 \), the following Strichartz estimates hold

\[
\| e^{it\sqrt{H_A}} u_0 \|_{L^p_r L^q_r, L^2_\theta} \leq C \| u_0 \|_{\dot{H}^s_A}
\]

and

\[
\| e^{itD_A} f \|_{L^p_r L^q_r, L^2_\theta} \leq C \| f \|_{\dot{H}^s_A},
\]

provided that \( s = 1 - \frac{1}{p} - \frac{\varepsilon}{q} \).

**Remark 1.1.** The idea of using angular regularity to obtain some refined version of Strichartz estimates is not new: in particular, we stress the fact that we recover exactly the same range obtained for the free wave dynamics for radial data, see Theorem 1.3 in [21]. For more results on the free equations, we refer to [14, 15].
Diagrammatic picture of the admissible range of \((p, q)\).

Remark 1.2. For free wave and Dirac, the classical Strichartz estimates (without loss of angular regularity) sharply hold for admissible pairs \((1/p, 1/q)\) in the region AOC. But, as far as we know, there is no result on Strichartz estimates for wave and Dirac with Aharonov-Bohm except for [12], that is a work in progress. By making use of angular regularity, we are able to cover the region AOB (except the line AB).

To cover the range (1.8), we will only need to prove Strichartz estimates at the bottom line OB (except point B), that is for \(p > 2\) and \(q = \infty\), and then interpolate with the standard \(L^\infty_t L^2_x\)-norm estimate. We should also mention the paper [16] in which angular regularity is exploited to get “almost” the 3D endpoint estimate (both for the wave and Dirac equations), and [5] in which a (small) potential perturbation is also included.

Remark 1.3. As suggested by [8], with some additional technical care it would be possible to obtain Strichartz estimates for fractional Schrödinger equation associated to Hamiltonian (1.3), that is for the flow \(e^{itH_{a/2}}\) for any \(a > 0\). Anyway, we prefer to limit our presentation here to the case \(a = 1\).

Remark 1.4. It might be possible to generalize the result above (at least in the case of the wave equation) to deal with a more generic magnetic potential \(A : S^{N-1} \to \mathbb{R}^N\) in dimension \(N \geq 2\) satisfying the transversality condition \(A(\theta) \cdot \theta = 0\) for all \(\theta \in S^{N-1}\). Dispersive equations with potentials of these forms (and even more general ones, including also scaling critical zero-order terms) have been dealt with in literature (see e.g. [11], [12]). Nevertheless, as this would require a fair amount of additional technicalities and as, again, the most relevant choice from a physical point of view is given by (1.2), we prefer not to deal with the general setting.

The starting role in our proof is played by the Hankel transform, which has proved in the last years to be a very effective and successful tool in the analysis of dispersive dynamics, in particular when critical perturbations come into play. The
main advantage of it is in that, as we will see, it allows an explicit representation
of the solution in terms of a series that involves the eigenfunctions of the operator.
This fact, combined with the $L^2$ orthogonality of spherical harmonics, allows in a
quite standard way to obtain estimates with angular regularity. In a nutshell, we
can summarize the proof of Theorem 1.1 in the following main steps

1. Exploit the “spherical symmetry” of the equation to reduce to a sum of
radial problems;
2. Use the Hankel transform to obtain an explicit representation of the solu-
tion;
3. Prove Strichartz estimates for frequency-localized initial data;
4. Use a dyadic decomposition and a scaling argument to obtain the final
result.

Step (3) turns to be the most technically involved, and requires the use of some
precise estimates on Bessel functions (see Proposition 3.2). This strategy has
been strongly inspired by [17, 18]. Nevertheless, we should stress some significant
difference with respect to [17]: in that paper the above strategy was used to improve
the range of admissible exponents for Strichartz estimates for the wave equation
with inverse square potentials obtained in [3], and those estimates were actually
used in their proof. Here on the one hand, as no Strichartz estimates are available
at the moment for the solutions to (1.4)-(1.7), we have to prove (1.10) directly
instead of interpolating with the known Strichartz estimates. On the other hand,
due to the failure of Littlewood-Paley square function inequality at the $L^\infty$
level, we here use a different argument avoiding this to prove (1.10) with $q = \infty$.

Finally, we should mention that this same strategy is in development in [6] to
deal with the massless Dirac-Coulomb equation: this is definitely a much harder
problem, mainly because of the fact that the generalized eigenfunctions of the
Dirac-Coulomb operator enjoy a complicated representation involving confluent
hypergeometric functions (instead of the Bessel ones that appear in the Aharonov-
Bohm case). As a consequence, the estimates on the solution, that can be written
after constructing a suitable “relativistic Hankel transform”, are quite delicate to
be proved; nevertheless, a result similar to Theorem 1.1 can be obtained.

As a complementary result, we provide a local smoothing estimate for the dyna-
mosics of the Klein-Gordon equation with a magnetic field (1.2), that is for the
solutions to system (we are taking $m = 1$)

$$\begin{cases}
\partial_t^2 v + H_A v + v = 0 \\
v(0, \cdot) = v_0(\cdot), \\
\partial_t v(t, \cdot) = v_1(\cdot)
\end{cases}$$

which is given by the formula
(1.13) \[ v(t, \cdot) = \cos \left( t \sqrt{H_A + 1} \right) v_0(\cdot) + \frac{\sin \left( t \sqrt{H_A + 1} \right)}{\sqrt{H_A + 1}} v_1(\cdot) \]
\[ = \Re \left( e^{it\sqrt{H_A+1}} \right) v_0(\cdot) + \frac{\Im \left( e^{it\sqrt{H_A+1}} \right)}{\sqrt{H_A + 1}} v_1(\cdot). \]

Notice that the Klein-Gordon equation, due to the presence of the additional mass term, does not exhibit a scaling, and therefore some slight additional care is needed. Nevertheless, by exploiting a separate analysis of high and low frequencies, we are able to prove the following local smoothing estimate, which complements the ones for the fractional Schrödinger and Dirac equations obtained respectively in [8] and [7].

**Theorem 1.2.** Let \( v \) be a solution to (1.12) and let \( \varepsilon \) be in (1.9). There exists a constant \( C \) such that for any \( 1 \leq \beta < 1 + \varepsilon \)
\[ \|x|^{-\beta}v\|_{L^2_x L^2_t} \leq C \left( \|(1 + H_A)^{2\beta-1} v_0\|_{L^2_t} + \|(1 + H_A)^{2\beta-3} v_1\|_{L^2_t} \right). \]

The plan of the paper is the following. Section 2 is devoted to introduce the necessary preliminaries (overview of the spectral theory of the operators, spherical decomposition, Hankel transform and estimates on Bessel functions), while in Section 3 and 4 we provide the proofs for our main results.
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2. Preliminaries

In this section we present all the setup and the preliminaries needed to prove our results.

2.1. Spherical decomposition, spectral theory and Hankel transform. A crucial aspect of the dynamics of dispersive equations in Aharonov-Bohm field is in that it is possible to decompose the dynamics into a sum of radial dynamics. We summarize this well known fact in the following

**Proposition 2.1.** Let \( A_B \) be given by (1.2), and let \( \phi_m(\theta) = \frac{\sin m \theta}{\sqrt{2\pi}} \) for \( \theta \in [0, 2\pi) \) and \( m \in \mathbb{Z} \) be a complete orthonormal set on \( L^2(S^1) \). Then the following decompositions hold:

- **Laplacian decomposition.** There is a canonical isomorphism
\[ L^2(\mathbb{R}^2) \cong \bigoplus_{m \in \mathbb{Z}} L^2(\mathbb{R}_+, r dr) \otimes [\phi_m], \]
by means of the following decomposition:

$$\Psi(x) = \sum_{m \in \mathbb{Z}} \frac{1}{\sqrt{2\pi}} \kappa_m(r) e^{im\theta},$$

where $\Psi \in L^2(\mathbb{R}^2)$ and $\kappa_m \in L^2(\mathbb{R}_+, rdr)$. The action of the operator $H_A$ defined in (1.3) with respect to the basis $\{e^{im\theta}/\sqrt{2\pi}\}$ is given by

$$(2.1) \quad H_{a,m} = -\frac{d^2}{dr^2} - \frac{1}{r} \frac{d}{dr} + \frac{(m + \alpha)^2}{r^2},$$

and $H_A$ on $C_0^\infty(\mathbb{R}^2)$ is unitary equivalent to the direct sum of $H_{a,m}$ that is

$$(2.2) \quad H_A = \bigoplus_{m \in \mathbb{Z}} H_{a,m}.$$ 

• Dirac decomposition. There is a canonical isomorphism

$$L^2(\mathbb{R}^2)^2 \cong \bigoplus_{m \in \mathbb{Z}} L^2(\mathbb{R}_+, rdr) \otimes [h_m]$$

with $[h_m] = \{\phi_m, \phi_{m+1}\}$ by means of the following decomposition:

$$\Phi(x) = \sum_{m \in \mathbb{Z}} \frac{1}{\sqrt{2\pi}} \left( \begin{array}{c} f_m(r) \\ g_m(r) e^{i\theta} \end{array} \right) e^{im\theta},$$

where $\Phi \in L^2(\mathbb{R}^2)^2$ and $f_m, g_m \in L^2(\mathbb{R}_+, rdr)$. The action of the operator $D_A$ defined in (1.5) with respect to the basis $\{e^{im\theta}, e^{i(m+1)\theta}\}$ is given by

$$(2.3) \quad D_{A,m} = \begin{pmatrix} 0 & -i \left( \partial_r + \frac{m + \alpha + 1}{r} \right) \\ -i \left( \partial_r - \frac{m + \alpha}{r} \right) & 0 \end{pmatrix},$$

and $D_A$ on $C_0^\infty(\mathbb{R}^2)^2$ is unitary equivalent to the direct sum of $D_{A,m}$, that is

$$D_A \cong \bigoplus_{m \in \mathbb{Z}} D_{A,m}.$$ 

**Remark 2.1.** For the sake of simplicity, from now on we will be systematically neglecting all the normalization terms involving $\pi$.

**Proof.** See [1] for the Laplacian case [10] for the Dirac case. \qed

The spectra of both the operators $H_A$ and $D_A$ are well known to be purely absolutely continuous, and in particular $\sigma(H_A) = [0, +\infty)$ and $\sigma(D_A) = \mathbb{R}$ (we refer respectively to [20] and [10]). and in view of Proposition 2.1 their generalized eigenfunctions can be written in terms of Bessel functions: for a fixed $m \in \mathbb{Z}$ and $E > 0$ we have indeed that

$$(2.4) \quad H_{a,m} \varphi_{m,E}(r) = E \varphi_{m,E}(r),$$

has the solution

$$(2.5) \quad \varphi_{m,E}(r) \cong J_{m+\alpha}(Er)$$
and

\( D_{A,m} \chi_{m,E}(r) = E \chi_{m,E}(r) \)

has the solution

\( \chi_{m,E}(r) = \begin{pmatrix} f_{m,E}(r) \\ g_{m,E}(r) \end{pmatrix} \cong \begin{pmatrix} (\epsilon_m)^m J_{m+\alpha}(Er) \\ i(\epsilon_m)^{m+1} J_{m+1+\alpha}(Er) \end{pmatrix} \)

with

\( \epsilon_m = \begin{cases} 1 & \text{if } m + \alpha \geq 0 \\ -1 & \text{if } m + \alpha < 0 \end{cases} \)

Remark 2.2. The generalized eigenfunctions for \( D_{A,m} \) for negative values of the energy can be written as

\( \chi_{m,-E}(r) = \overline{\chi_{m,E}(r)} = \begin{pmatrix} (\epsilon_m)^m J_{m+\alpha}(|E|r) \\ -i(\epsilon_m)^{m+1} J_{m+1+\alpha}(|E|r) \end{pmatrix} \)

so that in particular one has

\( f_{m,-E}(r) = f_{m,E}(r), \quad g_{m,-E}(r) = -g_{m,E}(r) \)

A crucial role is going to be played by the Hankel transform: we recall the definition of the standard 2-dimensional one, that for \( \nu > 0 \) is given by

\( (H_\nu \phi)(\xi) = \int_0^\infty J_\nu(|\xi|) \phi(|\xi|/|\xi|) r dr \)

that will play a leading role in the study of the wave dynamics. To deal with the Dirac equation, we need a slight algebraic manipulation of this, due to the fact that the spherical harmonics decomposition forces to work on 2-dimensional radial spaces. We therefore set the following

**Definition 2.2.** Let \( \varphi(r) = (\varphi_1(r), \varphi_2(r)) \in L^2((0, \infty), rdr)^2 \). For \( m \in \mathbb{Z} \), we define the following integral transform

\[ P_m \varphi(E) = \begin{pmatrix} P^+_m \varphi(E) \\ P^-_m \varphi(E) \end{pmatrix} = \int_0^\infty H_m(\varepsilon r) \cdot \varphi(r) r dr \]

where we have introduced the matrix

\( H_m = \begin{pmatrix} f_{m,E}(r) & g_{m,E}(r) \\ -\overline{f_{m,-E}(r)} & -\overline{g_{m,-E}(r)} \end{pmatrix} \)

with \( f \) and \( g \) given by (2.7), so that

\( P^+_m \varphi(E) \cong \int_0^\infty \left( J_{m+\alpha}(Er) \varphi_1(r) + J_{m+1+\alpha}(Er) \varphi_2(r) \right) r dr \)

and a similar one for \( P^-_m \).
The Hankel transform (both the standard one (2.9) and the “relativistic” one (2.11) introduced in Definition 2.2) satisfies several important properties, including the fact that it allows to define in a quite standard way the fractional powers of the operators $H_A$ and $D_A$. For $D_A$, we refer to Section 2 in [7] and Proposition 2.3 in [8]; while for $H_A$, we record for convenience and refer the readers for analogues to M.Taylor [23, Chapter 9], (see also [3]).

Lemma 2.3. Let $H_\nu$ be the Hankel transform in (2.9) with $\nu = |m+\alpha|$ and $H_{\alpha,m}$ in (2.1). Then

1. $H_\nu = H_{\nu}^{-1}$,
2. $H_\nu$ is self-adjoint, i.e. $H_\nu = H_\nu^*$,
3. $H_\nu$ is an $L^2$ isometry, i.e. $\|H_\nu f\|_{L^2} = \|f\|_{L^2}$,
4. $H_\nu(H_{\alpha,m}f)(\rho,\theta) = \rho^2(H_\nu f)(\rho,\theta)$, for $f \in L^2$.

2.2. Estimates on Bessel functions. In what follows we will make use of a number of estimates on Bessel functions: we collect them in the following two results.

Proposition 2.4. Let $J_\nu(r)$ be the Bessel function of order $\nu$. The following estimates hold true with a constant $C$ independent on $\nu$:

- Let $\nu > -\frac{1}{2}$, then

$$|J_\nu(r)| \leq \frac{C r^{\nu}}{2^{\nu} \Gamma(\nu + \frac{1}{2}) \Gamma(1/2)} \left(1 + \frac{1}{\nu + 1/2}\right)$$

and

$$|J'_\nu(r)| \leq \frac{C (r^{\nu-1} + r^\nu)}{2^{\nu} \Gamma(\nu + \frac{1}{2}) \Gamma(1/2)} \left(1 + \frac{1}{\nu + 1/2}\right).$$

- Let $r, \nu \gg 1$. Then

$$|J'_\nu(r)| \leq \frac{C}{\sqrt{r}}.$$

Proof. These estimates are quite standard: we refer to Section 2 in [17] and references therein.

Proposition 2.5. Let $\chi \in C^\infty_c([0,1])$ be such that $\chi(x) \in [0,1]$ and $\chi(x) = 1$ for $x \in [0,1/2]$. Let $0 < \delta \ll 1$. Then there exists a decomposition for the Bessel function $J_\nu(r)$:

$$J_\nu(r) = J_{\nu,1}(r) + J_{\nu,2}(r) + E_\nu(r)$$

where

$$J_{\nu,1}(r) = \frac{1}{2\pi} \int_{-\pi}^\pi e^{ir\sin \theta - i\nu \theta} \chi(\frac{\theta}{\delta}) d\theta, \quad J_{\nu,2}(r) = \frac{1}{2\pi} \int_{-\pi}^\pi e^{ir\sin \theta - i\nu \theta} (1 - \chi)(\frac{\theta}{\delta}) d\theta.$$
and

\[ E_\nu(r) = -\frac{\sin(\nu \pi)}{\pi} \int_0^\infty e^{-(r \sinh s + \nu s)} ds \]

Furthermore, for \( r \gg 1 \), there exists a constant \( C \) independent of \( r, \nu \) such that

\[ |E_\nu(r)| + |E'_\nu(r)| \leq C r^{-1} \tag{2.16} \]

and

\[ |J_{\nu,2}(r)| + |J'_{\nu,2}(r)| \leq C r^{-1/2}. \tag{2.17} \]

**Proof.** Most of these properties can be found in Watson [24]; we provide a sketch of their proof for convenience. We use the Schlafli's integral representation (see [24] pag. 177) to write

\[ J_\nu(r) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{ir \sin \theta - i\nu \theta} d\theta - \frac{\sin(\nu \pi)}{\pi} \int_0^\infty e^{-(r \sinh s + \nu s)} ds, \tag{2.18} \]

then it follows (2.15). A direct computation gives

\[ |E'_\nu(r)| = \left| \frac{\sin(\nu \pi)}{\pi} \int_0^\infty e^{-(r \sinh(s) + \nu s)} \sin(s) ds \right| \leq C (r + \nu)^{-1} \]

which implies (2.16). Now we consider (2.17). Let

\[ \Phi_{r,\nu}(\theta) = \sin \theta - \frac{\nu}{r} \theta \]

and a simple computation shows the derivatives

\[ \Phi'_{r,\nu}(\theta) = \cos \theta - \frac{\nu}{r}, \quad \Phi''_{r,\nu}(\theta) = - \sin \theta. \]

Thus, on intervals \([-\pi, -\pi/2 - \delta]\) and \([\pi/2 + \delta, \pi]\), \( \Phi \) is monotonic respectively and

\[ |\Phi'_{r,\nu}(\theta)| = |\cos \theta - \frac{\nu}{r}| = \frac{\nu}{r} + |\cos \theta| \geq \sin \delta. \]

Therefore Van der Corput lemma (see [22, Proposition 2, Page 332]) implies

\[ \frac{1}{2\pi} \left( \int_{-\pi}^{-\pi/2 - \delta} + \int_{\pi/2 + \delta}^{\pi} \right) e^{ir \sin \theta - i\nu \theta} (1 - \chi(\theta/\delta)) d\theta \leq C_\delta r^{-1} \tag{2.20} \]

\[ \frac{d}{dr} \left( \frac{1}{2\pi} \left( \int_{-\pi}^{-\pi/2 - \delta} + \int_{\pi/2 + \delta}^{\pi} \right) e^{ir \sin \theta - i\nu \theta} (1 - \chi(\theta/\delta)) d\theta \right) \leq C_\delta r^{-1}. \]

On the other hand, on the interval \([-\pi/2 - \delta, -\delta] \cup [\delta, \pi/2 + \delta]\), we have

\[ |\Phi''_{r,\nu}(\theta)| = |\sin \theta| \geq \sin \delta. \]
We use the Van der Corput lemma again to obtain
\[
\frac{1}{2\pi} \left( \int_{-\frac{\pi}{2} - \delta}^{-\delta} + \int_{\delta}^{\frac{\pi}{2} + \delta} \right) \left( e^{i r \sin \theta - i \nu \theta} (1 - \chi)(\frac{\theta}{\delta}) \right) d\theta \leq C_\delta r^{-1/2}
\]
(2.21)
\[
dr \left( \frac{1}{2\pi} \left( \int_{-\frac{\pi}{2} - \delta}^{-\delta} + \int_{\delta}^{\frac{\pi}{2} + \delta} \right) \left( e^{i r \sin \theta - i \nu \theta} (1 - \chi)(\frac{\theta}{\delta}) \right) d\theta \right) \leq C_\delta r^{-1/2}.
\]

Noting \( r \gg 1 \) and collecting (2.20) and (2.21), it follows (2.17). 

\[\square\]

3. The proof Theorem 1.1

The proofs of (1.10) and (1.11) are of course very similar, therefore we provide the details for the one of (1.10) and only comment on the necessary modifications needed in order to obtain (1.11). Also, we shall focus on the proof of the endpoint case \( q = \infty \) as it is the hardest one (1.8), and only comment on the full range (1.8) (see Remark 3.1). We stress the fact that taking \( q = \infty \) prevents the use of Littlewood-Paley theory: we will thus need to use a slightly different argument (as done in [6]).

Relying on proposition 2.1 we start by writing, for any \( u_0 \in \dot{H}^s_0(\mathbb{R}^2) \),

\[
(3.1)
\]
\[u_0(x) = \sum_{m \in \mathbb{Z}} \kappa_m(r) \phi_m(\theta)\]

with \( \phi_m(\theta) \cong e^{im\theta} \). From Lemma 2.3, we thus have, for \( p > 2 \) and \( \nu = |m + \alpha| > 0 \),

\[
(3.2)
\]
\[\|e^{it\sqrt{\mathcal{H}_\nu}} u_0\|_{L^p_t L^\infty_x L^2_\theta} = \| \sum_{m \in \mathbb{Z}} e^{it\sqrt{\mathcal{H}_\nu}} \kappa_m(r) \phi_m(\theta)\|_{L^p_t L^\infty_x L^2_\theta}
= \| \sum_{m \in \mathbb{Z}} \mathcal{H}_\nu \left[ e^{it\rho \mathcal{H}_\nu} \kappa_m(r) \phi_m(\theta) \right] \|_{L^p_t L^\infty_x L^2_\theta}
\leq \left( \sum_{m \in \mathbb{Z}} \| \mathcal{H}_\nu \left[ e^{it\rho \mathcal{H}_\nu} g_m(\rho) \right] \|_{L^p_t L^\infty_x L^2_\theta}^2 \right)^{1/2}
\]

where we are denoting with \( g_m(\rho) = \mathcal{H}_\nu \kappa_m(\rho) \). As a first step, we need a Strichartz estimate for data with localized frequencies

**Proposition 3.1.** Let \( u_0 \) as in (3.1) be such that \( \text{supp}(\mathcal{H}_{\nu} \kappa_m) \subset [1, 2] \) for all \( m \in \mathbb{Z} \), and let \( p > 2 \). Then

\[
(3.3)
\]
\[\|e^{it\sqrt{\mathcal{H}_\nu}} u_0\|_{L^p_t L^\infty_x L^2_\theta} \leq C \|u_0\|_{L^2_x}.
\]

**Proof.** The proof of this result heavily relies on the following technical result:
Proposition 3.2. Let \( \varphi \in C_0^{\infty}(\mathbb{R}) \) be supported in \( I := [1, 2] \), \( R > 0 \) be a dyadic number, \( \varepsilon \) be in (1.9) and \( \nu = \nu(m) = |m + \alpha| \) with \( m \in \mathbb{Z} \). Then

\[
\left\| \left( \sum_{m \in \mathbb{Z}} |H_\nu [e^{it\rho} g_m(\rho)](r)|^2 \right)^{1/2} \right\|_{L^p_t L^{\infty}_r([R/2, R])} \leq C \left\| \varphi \right\|_{L^2_t}.
\]

Using the dyadic decomposition and the fact that \( \ell^2 \hookrightarrow \ell^\infty \), we can write

\[
\left\| \left( \sum_{m \in \mathbb{Z}} |H_\nu [e^{it\rho} g_m(\rho)](r)|^2 \right)^{1/2} \right\|_{L^p_t L^{\infty}_r([R/2, R])} \leq \sup_{R \in \mathbb{Z}} \left\| \left( \sum_{m \in \mathbb{Z}} |H_\nu [e^{it\rho} g_m(\rho)](r)|^2 \right)^{1/2} \right\|_{L^p_t L^{\infty}_r([R/2, R])}.
\]

Let us postpone for a moment the proof of Proposition 3.2 and deduce from this the one of Proposition 3.1. We thus need to prove that

\[
\left\| \left( \sum_{m \in \mathbb{Z}} |H_\nu [e^{it\rho} g_m(\rho)](r)|^2 \right)^{1/2} \right\|_{L^p_t L^{\infty}_r([R/2, R])} \leq C \left\| \varphi \right\|_{L^2_t}.
\]

Thanks to Proposition 3.2 we can estimate further with (notice that as \( g_m \) is localized in \([1, 2]\) the weight \( \rho \) in the measure plays no role)

\[
\left(3.7\right) \quad \left(3.7\right) \quad \sum_{R \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \min\{R^{1 - \frac{1}{2}}, R^2\} \left\| g_m(\rho) \right\|_{L^2_{\rho \rho}}^2.
\]

As we are taking \( p > 2 \), the summation in \( R \) above turns to be convergent. Therefore we have obtained

\[
\left(3.7\right) \quad \left(3.7\right) \quad \sum_{m \in \mathbb{Z}} \left\| g_m(\rho) \right\|_{L^2_{\rho \rho}}^2.
\]

Recalling the standard properties of the Hankel transform collected in Lemma 2.3, we can eventually write

\[
\sum_{m \in \mathbb{Z}} \left\| g_m(\rho) \right\|_{L^2_{\rho \rho}}^2 = \sum_{m \in \mathbb{Z}} \left\| H_\nu \kappa_m(\rho) \right\|_{L^2_{\rho \rho}}^2 = \sum_{m \in \mathbb{Z}} \left\| \kappa_m(\rho) \right\|_{L^2_{\rho \rho}}^2 = \left\| u_0 \right\|_{L^2}^2
\]

and this concludes the proof of Proposition 3.1. \( \square \)
Let us now deduce the proof of (1.10) from Proposition 3.1. Let $R$ and $N$ be dyadic numbers (i.e. let $R$ and $N$ be in $2^Z$); by making a dyadic decomposition, we can write, starting from (3.1)-(3.2),

$$
\|u(t, x)\|_{L_t^p L_x^\infty L_R^2}^2 \leq \sum_{m \in \mathbb{Z}} \left( \sum_{R \in \mathbb{Z}^2} \left( \sum_{N \in \mathbb{Z}^2} \mathcal{H}_\nu \left[ e^{itp} \phi \left( \frac{\rho}{N} \right) \mathcal{H}_\nu \kappa_m (\rho) \right] \right)^2 \right)_{L_t^p L_x^\infty ([R,2R])} \right) \right)_{L_t^p}.
$$

By using the fact that $\ell^2 \hookrightarrow \ell^\infty$ and the Minkowski inequality, we further obtain

$$
\|u(t, x)\|_{L_t^p L_x^\infty L_R^2}^2 \leq \sum_{m \in \mathbb{Z}} \left( \sum_{R \in \mathbb{Z}^2} \left( \sum_{N \in \mathbb{Z}^2} \mathcal{H}_\nu \left[ e^{itp} \phi \left( \frac{\rho}{N} \right) \mathcal{H}_\nu \kappa_m (\rho) \right] \right)^2 \right)_{L_t^p L_x^\infty ([R,2R])} \right) \right)_{L_t^p}.
$$

Notice that in the last inequality we have used the triangle inequality instead of Littlewood-Paley square function inequality, which fails at $L_R^\infty$.

By using a scaling argument, we finally get

$$
= \sum_{m \in \mathbb{Z}} \sum_{R \in \mathbb{Z}^2} \left( \sum_{N \in \mathbb{Z}^2} N^{-\frac{1}{p}} \left[ \mathcal{H}_\nu \left[ e^{itp} \phi (\rho) \mathcal{H}_\nu \kappa_m (\rho) \right] \right] \right)^2_{L_t^p L_x^\infty ([NR,2NR])} \right) \right)_{L_t^p}.
$$

(we have also used Proposition 3.2), where

$$
Q(NR) = \begin{cases} (NR)^{\frac{1}{p}}, & NR \leq 1 \\ (NR)^{\frac{1}{p} - \frac{1}{2}}, & NR \gg 1. \end{cases}
$$

Due to the fact that we are taking $p > 2$, we have

$$
\frac{1}{p} - \frac{1}{2} < 0.
$$
Then, as $\varepsilon > 0$, we see that
\begin{equation}
\sup_{R} \sum_{N \in 2^Z} Q(NR) < \infty, \quad \sup_{N} \sum_{R \in 2^Z} Q(NR) < \infty.
\end{equation}

Let
\begin{equation}
A_{N,m} = N^{-1/2} \| (H_{\nu} f)(\rho) \varphi(\rho/N) \|_{L^2_{\rho} (\mathbb{R}^+)}^2,
\end{equation}
we use the Schur test lemma argument with (3.11) in the following way:
\begin{equation}
\left( \sum_{R \in 2^Z} \left( \sum_{N \in 2^Z} Q(NR) A_{N,m} \right)^2 \right)^{1/2} = \sup_{\|B_R\|_2 \leq 1} \sum_{R \in 2^Z} \sum_{N \in 2^Z} Q(NR) A_{N,m} B_R
\end{equation}
\begin{equation}
\leq C \left( \sum_{R \in 2^Z} \sum_{N \in 2^Z} Q(NR) |A_{N,m}|^2 \right)^{1/2} \left( \sum_{R \in 2^Z} \sum_{N \in 2^Z} Q(NR) |B_R|^2 \right)^{1/2}
\end{equation}
\begin{equation}
\leq C \left( \sup_{R} \sum_{N \in 2^Z} Q(NR) \sup_{N} \sum_{R \in 2^Z} Q(NR) \right)^{1/2} \left( \sum_{N \in 2^Z} |A_{N,m}|^2 \right)^{1/2} \left( \sum_{R \in 2^Z} |B_R|^2 \right)^{1/2}
\end{equation}
\begin{equation}
\leq C \left( \sum_{N \in 2^Z} |A_{N,m}|^2 \right)^{1/2}.
\end{equation}

We have thus obtained
\begin{equation}
\|u(t, x)\|_{L^2_t L^\infty_{x, \theta}}^2 = \sum_{m \in Z} \sum_{R \in 2^Z} \left( \sum_{N \in 2^Z} Q(NR) A_{N,m} \right)^2 \leq C \sum_{m \in Z} \sum_{N \in 2^Z} |A_{N,m}|^2 = \|u_0\|_{H^1_{\nu, \theta} \tilde{H}_{\mu, \theta}}^2.
\end{equation}

And this concludes the proof.

**Remark 3.1.** As it is seen, condition $p > 2$ is necessary in order to ensure convergence of the series on the right hand side of (3.8), as it is for (3.11). Then, by interpolation, one obtains the full range (1.8).

**Remark 3.2.** The proof for (1.11), given Proposition 3.2, follows the same punchline, with minor necessary algebraic modifications. Indeed, the spectral projection in this case as introduced in definition 2.2 is 2-dimensional, and involves the Hankel transform of two different orders. Nevertheless, with slight additional care due
to the 2-dimensional projection introduced in definition 2.2, the proof works in the exact same way. We omit the details.

To conclude with, we thus only need to provide a proof for Proposition 3.2.

Proof of Proposition 3.2. To prove this result, we divide into two cases $R \lesssim 1$ and $R \gg 1$. For $R \lesssim 1$, it suffices to prove

\[
\left\| \left( \sum_{m \in \mathbb{Z}} \int_{0}^{\infty} e^{\pm itp} J_{\nu}(r\rho) g_{m}(\rho) \varphi(\rho) d\rho \right)^{2} \right\|_{L_{t}^{p} L^{\infty}([R/2, R])}^{1/2} \lesssim R^{\frac{1}{2}} \left\| \left( \sum_{m \in \mathbb{Z}} |g_{m}(\rho)\varphi(\rho)|^{2} \right)^{1/2} \right\|_{L_{p \rho \rho}^{2}(I)}.
\]

Taking $\varepsilon$ in (1.9) (notice that $0 < \varepsilon \leq 1/2$ by definition), by the Sobolev embedding $H^{\frac{1+\varepsilon}{2}}(\Omega) \hookrightarrow L_{d\rho}^{\infty}(\Omega)$ with $\Omega = [R/2, R]$ and the interpolation, we have

\[
\left\| \left( \sum_{m \in \mathbb{Z}} \int_{0}^{\infty} e^{\pm itp} J_{\nu}(r\rho) g_{m}(\rho) \varphi(\rho) d\rho \right)^{2} \right\|_{L_{t}^{p} L^{\infty}([R/2, R])}^{1/2} \lesssim \left\| \left( \sum_{m \in \mathbb{Z}} \int_{0}^{\infty} e^{\pm itp} J_{\nu}(r\rho) g_{m}(\rho) \varphi(\rho) d\rho \right)^{2} \right\|_{L_{t}^{p} H^{\frac{1+\varepsilon}{2}}([R/2, R])}^{1/2} \lesssim \left\| \left( \sum_{m \in \mathbb{Z}} \int_{0}^{\infty} e^{\pm itp} J_{\nu}(r\rho) g_{m}(\rho) \varphi(\rho) d\rho \right)^{2} \right\|_{L_{t}^{p} L^{2}([R/2, R])}^{1/2}
\]

\[
\times \left\| \left( \sum_{m \in \mathbb{Z}} \int_{0}^{\infty} e^{\pm itp} J_{\nu}(r\rho) g_{m}(\rho) \varphi(\rho) d\rho \right)^{2} \right\|_{L_{t}^{p} H^{1}([R/2, R])}^{1/2} \lesssim R^{\frac{1}{2}} \left\| \left( \sum_{m \in \mathbb{Z}} |g_{m}(\rho)\varphi(\rho)|^{2} \right)^{1/2} \right\|_{L_{p \rho \rho}^{2}(I)}
\]

provided we can prove the following estimates:

\[
\left\| \left( \sum_{m \in \mathbb{Z}} \int_{0}^{\infty} e^{\pm itp} J_{\nu}(r\rho) g_{m}(\rho) \varphi(\rho) d\rho \right)^{2} \right\|_{L_{t}^{p} L_{d\rho}^{2}([R/2, R])}^{1/2} \lesssim R^{1/2} \left\| \left( \sum_{m \in \mathbb{Z}} |g_{m}(\rho)\varphi(\rho)|^{2} \right)^{1/2} \right\|_{L_{p \rho \rho}^{2}(I)},
\]

(3.14)

and

\[
\left\| \left( \sum_{m \in \mathbb{Z}} \int_{0}^{\infty} e^{\pm itp} J_{\nu}'(r\rho) g_{m}(\rho) \varphi(\rho) d\rho \right)^{2} \right\|_{L_{t}^{p} L_{d\rho}^{2}([R/2, R])}^{1/2} \lesssim R^{-1/2} \left\| \left( \sum_{m \in \mathbb{Z}} |g_{m}(\rho)\varphi(\rho)|^{2} \right)^{1/2} \right\|_{L_{p \rho \rho}^{2}(I)},
\]

(3.15)
To prove (3.14), since \( p > 2 \), we use the Minkowski inequality and the Hausdorff-Young inequality in \( t \) variable to obtain
\[
\left\| \left( \sum_{m \in \mathbb{Z}} \left| \int_{0}^{\infty} e^{\pm it\rho} J_\nu(r\rho) g_m(\rho) \varphi(\rho) d\rho \right|^2 \right)^{1/2} \right\|_{L_p^t L_2^\infty([R/2,R])} \lesssim \left\| \left( \sum_{m \in \mathbb{Z}} \left( J_\nu(r\rho) g_m(\rho) \varphi(\rho) \right)^2 \right)^{1/2} \right\|_{L_2^\nu([R/2,R])}.
\]

Recalling (2.12) and using Stirling’s formula \( \Gamma(\nu + 1) \sim \sqrt{\nu} \left( \frac{\nu}{e} \right)^\nu \), we obtain
\[
\left\| \left( \sum_{m \in \mathbb{Z}} \left| g_m(\rho) \right|^2 \right)^{1/2} \varphi(\rho) \right\|_{L_2^\nu(I)}.
\]

where we have used again Minkowski’s inequality and the fact that \( \rho \in I = [1,2] \).

To deal with (3.15), we follow the same argument evoking this time (2.13): this yields (3.4) when \( R \lesssim 1 \) (we omit the details).

Next we consider the case \( R \gg 1 \): it is going to be enough to prove
\[
\left\| \left( \sum_{m \in \mathbb{Z}} \left| \int_{0}^{\infty} J_\nu(r\rho) e^{-it\rho} g_m(\rho) \varphi(\rho) d\rho \right|^2 \right)^{1/2} \right\|_{L_p^t L_2^\infty([R/2,R])} \lesssim R^{1+\varepsilon} \left\| \left( \sum_{m \in \mathbb{Z}} \left| g_m(\rho) \right|^2 \right)^{1/2} \varphi(\rho) \right\|_{L_2^\nu(I)}.
\]

We need the following

**Lemma 3.3.** Assume
\[
|Q_\nu(r)| \lesssim Cr^{-1/2}, \quad r \gg 1.
\]

Then for \( R \gg 1 \),
\[
\left\| \left( \sum_{m \in \mathbb{Z}} \left| \int_{0}^{\infty} Q_\nu(r\rho) e^{-it\rho} g_m(\rho) \varphi(\rho) d\rho \right|^2 \right)^{1/2} \right\|_{L_p^t L_2^\infty([R/2,R])} \lesssim R^{1+\varepsilon} \left\| \left( \sum_{m \in \mathbb{Z}} \left| g_m(\rho) \right|^2 \right)^{1/2} \varphi(\rho) \right\|_{L_2^\nu(I)}.
\]
Proof. Since \( p > 2 \), we use the Minkowski inequality and the Hausdorff-Young one in the \( t \) variable to obtain

\[
\left\| \left( \sum_{m \in \mathbb{Z}} \left| \int_0^\infty e^{\pm it\rho} Q_\nu(r\rho) g_m(\rho) \varphi(\rho) d\rho \right| \right)^2 \right\|_{L^p_t L^p_{dr}([R/2,R])}^{1/2} \leq \left( \sum_{m \in \mathbb{Z}} \left\| Q_\nu(r\rho) g_m(\rho) \varphi(\rho) \right\|_{L^p(\nu)}^2 \right)^{1/2} \left\| L^p_{dr}([R/2,R]) \right\|^{1/2} \leq R^{\frac{1}{p} - \frac{1}{2}} \left( \sum_{m \in \mathbb{Z}} |g_m(\rho)|^2 \right)^{1/2} \left\| \varphi(\rho) \right\|_{L^2_{dr}(I)}.
\]

We next prove (3.19). For our purpose, we write the Fourier series of \( g_m(\rho) \) as

\[
g_m(\rho) = \sum_j i^j g_j^m e^{i\frac{\pi}{4} j^2}, \quad g_j^m = \frac{1}{4} \int_0^4 g_m(\rho) e^{-i\frac{\pi}{4} j^2} d\rho,
\]

so that

\[
\|g_m(\rho)\|_{L^2_{dr}(I)}^2 = \sum_j |g_j^m|^2.
\]
Let \( \chi_\delta(\theta) = \chi(\theta/\delta) \) and recall \( \nu = \nu(m) = |m + \alpha| \), we write

\[
\int_0^\infty J_{\nu,1}(r\rho)e^{-it\rho}g_m(\rho)\varphi(\rho)d\rho = \frac{1}{2\pi} \int_0^\infty e^{-it\rho} \int_{-\pi}^{\pi} e^{ir\rho \sin \theta - iv\theta} \chi_\delta(\theta) \sum_j g_m^j e^{i\pi \rho j} \varphi(\rho)d\rho d\theta
\]

\[
\lesssim \sum_j g_m^j \int_{\mathbb{R}^2} e^{2\pi i \rho \sin \theta -(t - \frac{j}{4})} \varphi(\rho)d\rho e^{-iv\theta} \chi_\delta(\theta) d\theta.
\]

Let \( t_j = t - \frac{j}{4} \), we write

\[
\psi_{t_j}^{\nu}(r) = \int_{\mathbb{R}^2} e^{2\pi i \rho \sin \theta - t_j} \varphi(\rho)d\rho e^{-iv\theta} \chi_\delta(\theta) d\theta
\]

(3.24)

Since \( \bar{\varphi} \) is a Schwartz function, then for any \( N > 0 \), we have

(3.25)

\[
|\bar{\varphi}(r \sin \theta - t_j)| \leq C_N(1 + |r \sin \theta - t_j|)^{-N}.
\]

We consider two cases to study the properties of function \( \psi_{t_j}^{\nu}(r) \).

**Case 1:** \(|t_j| \geq 4R\). Since \( r \leq 2R \leq |t_j| \) and \(|\theta| \leq \delta\), we have

(3.26)

\[
|r \sin \theta - t_j| \geq |t_j| - r \sin \theta \geq \frac{1}{100}|t_j|
\]

and thus

(3.27)

\[
|\psi_{t_j}^{\nu}(r)| \leq C_{\delta,N}(1 + |t_j|)^{-2N}.
\]

Therefore we obtain

(3.23) \leq C_{\delta,N} R^{-N} \left\| \left( \sum_{m \in \mathbb{Z}} \left| \sum_{j:|4R| \leq |t_j| - \frac{j}{4}} g_m^j \left( 1 + \left| t - \frac{j}{4} \right| \right)^{-N} \right| ^2 \right) ^{1/2} \right\|_{L_p^p(\mathbb{R};L_{\infty}^\infty(\mathbb{R}/2,R))}.

Applying Cauchy-Schwartz’s inequality to the above and then choosing \( N \) large enough, we have

(3.28)

\[
(3.23) \leq C_{\delta,N} R^{-N} \left\| \left( \sum_{m \in \mathbb{Z}} \sum_j \left| g_m^j \right|^2 \right) ^{1/2} \varphi(\rho) \right\|_{L^3_{\delta}(I)}\]
Case 2: $|t_j| < 4R$. We get based on (3.24) and (3.25)

$$|\psi_{t_j}^\nu(r)| \leq \frac{C_N}{2\pi} \left( \int_{\{\theta : |\theta| < 2\delta, |r \sin \theta - t_j| \leq 1\}} d\theta + \int_{\{\theta : |\theta| < 2\delta, |r \sin \theta - t_j| \geq 1\}} (1 + |r \sin \theta - t_j|)^{-N} d\theta \right).$$

Making the change of variables $y = r \sin \theta - t_j$, we further have

$$(3.29) \quad |\psi_{t_j}^\nu(r)| \leq \frac{C_N}{2\pi r} \left( \int_{\{y : |y| \leq 1\}} dy + \int_{\{y : |y| \geq 1\}} (1 + |y|)^{-N} dy \right) \lesssim r^{-1}.$$

We define the set $A = \{j \in \mathbb{Z} : |t - \frac{1}{2}| < 4R\}$ for fixed $t$ and $R$. Obviously, the cardinality of $A$ is $O(R)$. Then, from (3.29) and (3.23), we obtain

$$\left\| \left( \sum_{m \in \mathbb{Z}} \left| \sum_{j \in A} g_j^m \psi_{t_j}^\nu(r) \right|^2 \right)^{1/2} \right\|_{L^1_t L^\infty_r([R/2,R])} \leq C_{5,N} R^{-\frac{1}{p}} \left( \sum_{m \in \mathbb{Z}} \|g_m\|^2 \left( \int_{|t - \frac{1}{2}| < 4R} dt \right)^{2/p} \right)^{1/2}$$

$$= C_{5,N} R^{-\frac{1}{p}} \left( \sum_{m \in \mathbb{Z}} \|g_m(p)\|^2 \right)^{1/2} \lesssim R^{-\frac{1}{p}} \left\| \left( \sum_{m \in \mathbb{Z}} |g_m(p)|^2 \right)^{1/2} \right\|_{L^2_{\rho}(I)}$$

and thus the proof is concluded.

$$\square$$

4. Proof of Theorem 1.2

The proof follows the same lines as the one of Proposition 6.1 in [2]; we report here the main steps for the sake of completeness.

As a matter of fact, the result is an immediate consequence of the following

**Proposition 4.1.** Let $\varphi \in C_\infty_c(\mathbb{R}\setminus\{0\})$ such that $\varphi(x) \in [0,1]$, that $\text{supp}(\varphi) \subset [1/2,2]$ and that $\sum_{j \in \mathbb{Z}} \varphi(2^{-3}\lambda) = 1$ for $\lambda > 0$. Set $\varphi_0(\lambda) := \sum_{j \leq 0} \varphi(2^{-3}\lambda)$, let $v$ be a solution of (1.12) and let $\varepsilon$ be in (1.9). Then there exists a constant $C$ such that

- for $1 \leq \beta < 1 + \varepsilon$,

$$|||x|^{-\beta} \varphi_0(\sqrt{H_A + 1})v||_{L^2_t L^2_x} \leq C \left( ||v_0||_{L^2} + ||v_1||_{L^2} \right)$$

- for $1/2 < \beta < 1 + \varepsilon$,

$$|||x|^{-\beta}(1 - \varphi_0)(\sqrt{H_A + 1})v||_{L^2_t L^2_x} \leq C \left( ||H_A^{\frac{\beta-1}{2}} v_0||_{L^2} + ||H_A^{\frac{\beta-3}{2}} v_1||_{L^2} \right)$$

(4.1) \hspace{2cm} (4.2)
Remark 4.1. Notice that these two estimates are quite natural as the solutions to the Klein-Gordon equation behave like the Schrödinger ones for low frequencies and like the wave ones for high frequencies.

Proof. (of Proposition 4.1) We start with (4.1): let us denote with

\[ f^l = \varphi_0(\sqrt{H_A + 1}) f, \quad f^h = (1 - \varphi_0(\sqrt{H_A + 1})) f \]

(to recall that we are dealing with the low-frequency case), so that (recalling (1.13))

\[ v^l = \frac{1}{2} \left( e^{it\sqrt{H_A + 1}} + e^{-it\sqrt{H_A + 1}} \right) v^l_0 + \frac{1}{2i} \left( e^{it\sqrt{H_A + 1}} - e^{-it\sqrt{H_A + 1}} \right) \beta^l. \]

For brevity, we limit to study the contribution from \( v^l_0 \) as the other ones follow the same argument. We decompose the initial datum \( v^l_0 \) as

\[ v^l_0(x) = \sum_{m \in \mathbb{Z}} \kappa^l_m(r) \phi_m(\theta), \]

and we denote with \( \tilde{k}^l_m = H_v \kappa^l_m \) with \( v = |m + \alpha| \). Using standard functional calculus and recalling Proposition 2.1, we can then write the following representation

\[ e^{it\sqrt{H_A + 1}} v^l_0(r, \theta) = \sum_{m \in \mathbb{Z}} e^{im\theta} \int_0^\infty e^{it\sqrt{\rho^2 + 1}} J_{|m+\alpha|}(\rho) \varphi_0(\rho) \tilde{k}^l_m(\rho) \rho d\rho \]

Thanks to the \( L^2 \) unitarity of the angular term and relying on Plancherel, we can write

\[
\begin{align*}
||x||^{-\beta} e^{it\sqrt{H_A + 1}} v^l_0\|_{L^2_x L^2_t}^2 &= \sum_{m \in \mathbb{Z}} \int_0^\infty \left[ \int_0^\infty \left| J_{|m+\alpha|}(\rho) \varphi_0(\rho) \tilde{k}^l_m(\rho) \rho \right|^2 \frac{\sqrt{\rho^2 + 1}}{\rho} d\rho \right] r^{1-2\beta} dr \\
&\leq \sum_{m \in \mathbb{Z}} \sum_{j \leq 0} \int_0^\infty \left[ \int_0^\infty \left| J_{|m+\alpha|}(\rho) \tilde{k}^l_m(\rho) \rho \right|^2 \varphi^2(2^{-j} \rho) \frac{d\rho}{\rho} \right] r^{1-2\beta} dr \\
&\leq \sum_{m \in \mathbb{Z}} \sum_{j \leq 0} \sum_{R \in 2^j} 2^{2j\beta} R^{1-2\beta} G_m(R, 2^j)
\end{align*}
\]

(4.3)

where

\[ G_m(R, 2^j) = \int_R^{2R} \left( \int_0^\infty |J_{|m+\alpha|}(\rho) \tilde{k}^l_m(2^j \rho)|^2 \varphi^2(\rho) d\rho \right) dr \]

(notice that in the last inequality we have rescaled the variables \( 2^{-j} \rho \rightarrow \rho \) and \( 2^j r \rightarrow r \)). We can now rely on Proposition 4.2 in [25] to estimate the term \( G_m(R, 2^j) \) as follows:

\[
\begin{align*}
G_m(R, 2^j) &\lesssim \begin{cases} 
R^{2|m+\alpha|+1} 2^{-2j} \| \tilde{k}^l_m(2^j \rho) \varphi(2^{-j} \rho) \sqrt{\rho} \|^2_{L^2_{\rho}}, & R \lesssim 1, \\
2^{-2j} \| \tilde{k}^l_m(2^j \rho) \varphi(2^{-j} \rho) \sqrt{\rho} \|^2_{L^2_{\rho}}, & R \gg 1.
\end{cases}
\end{align*}
\]
Therefore, we can estimate

\[(4.3) \leq \sum_{m \in \mathbb{Z}} \sum_{j \leq 0} 2^{2j(\beta-1)} \left( \sum_{R \in \mathbb{Z}^2, R \leq 1} R^{2(1+|m+\alpha|^{-\beta})} + \sum_{R \in \mathbb{Z}^2, R > 1} R^{1-2\beta} \right) \| \hat{k}_m^l(\rho) \varphi(2^{-j} \rho) \sqrt{\rho} \|_{L^2_{\rho}}^2. \]

Notice that the two series in \( R \) converge if we assume \( \frac{1}{2} < \beta < 1 + |m + \alpha| \): we thus eventually get

\[
\| |x|^{-\beta} e^{it\sqrt{H_A + t^2}} v_0 \|_{L^4_{\rho} L^{12}_x} \lesssim \sum_{m \in \mathbb{Z}} \sum_{j \leq 0} 2^{2j(\beta-1)} \| \hat{k}_m^l(\rho) \varphi(2^{-j} \rho) \sqrt{\rho} \|_{L^2_{\rho}}^2
\]

\[
\lesssim \sum_{m \in \mathbb{Z}} \| \mathcal{H}_v \mathcal{K}_m^l(\rho) \sqrt{\rho} \|_{L^2_{\rho}}^2
\]

\[
\lesssim \| v_0 \|_{L^2}
\]

provided we further assume \( \beta \geq 1 \) (notice that we have used the fact that the Hankel transform is an isometry on \( L^2 \)). The term \( v_1^l \) can be dealt with in the exact same way (notice that for low frequencies the factor \( (1 + H_A)^{-1/2} \) does not give any contribution), and this concludes the proof of (4.1).

The proof of (4.2) follows the same line: with analogous calculations we get to the estimate

\[
\| |x|^{-\beta} e^{it\sqrt{H_A + t^2}} v_0^h \|_{L^4_{\rho} L^{12}_x} \lesssim \sum_{m \in \mathbb{Z}} \sum_{j \leq 0} 2^{2j(\beta-1)} \| \mathcal{H}_v \mathcal{K}_m^l(\rho) \varphi(2^{-j} \rho) \sqrt{\rho} \|_{L^2_{\rho}}^2
\]

\[
\lesssim \| \mathcal{H}_v^{2\beta-1} v_0 \|_{L^2}
\]

Noticing that the term \( (1 + H_A)^{-1/2} \) contributes with a factor \( 2^{-j} \) in estimate above, this concludes the proof of (4.2) and thus of Proposition 4.1.

\[\square\]
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