A TRACE FINITE ELEMENT METHOD FOR VECTOR-LAPLACIANS ON SURFACES
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Abstract. We consider a vector-Laplace problem posed on a 2D surface embedded in a 3D domain, which results from the modeling of surface fluids based on exterior Cartesian differential operators. The main topic of this paper is the development and analysis of a finite element method for the discretization of this surface partial differential equation. We apply the trace finite element technique, in which finite element spaces on a background shape-regular tetrahedral mesh that is surface-independent are used for discretization. In order to satisfy the constraint that the solution vector field is tangential to the surface we introduce a Lagrange multiplier. We show well-posedness of the resulting saddle point formulation. A discrete variant of this formulation is introduced which contains suitable stabilization terms and is based on trace finite element spaces. For this method we derive optimal discretization error bounds. Furthermore algebraic properties of the resulting discrete saddle point problem are studied. In particular an optimal Schur complement preconditioner is proposed. Results of a numerical experiment are included.
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1. Introduction. Fluid equations on manifolds appear in the literature on mathematical modeling of emulsions, foams and biological membranes, e.g. [34, 35, 3, 5, 29, 28]. We refer the reader to the recent contributions [17, 18] for derivations of governing surface Navier–Stokes equations in terms of exterior Cartesian differential operators for the general case of a viscous incompressible material surface, which is embedded in 3D and may evolve in time. This Navier–Stokes and other models of viscous fluidic surfaces or interfaces involve the vector-Laplace operator treated in this paper. We note that there are different definitions of surface vector-Laplacians, cf. Remark 2.1. In this paper we treat a vector-Laplace problem that results from the modeling of surface fluids based on exterior Cartesian differential operators.

Several important properties of surface fluid equations, such as existence, uniqueness and regularity of weak solutions, their continuous dependence on initial data and a relation of these equations to the problem of finding geodesics on the group of volume preserving diffeomorphisms have been studied in the literature, e.g., [10, 37, 36, 2, 19, 1, 20]. Concerning the development and analysis of numerical methods for surface fluid equations there are very few papers, e.g., [4, 21, 32, 16, 15, 31] and research on this topic has started only recently. Much more is known on discretization methods for scalar elliptic and parabolic PDEs on surfaces; see the review of surface finite element methods in [9, 25].

In this paper we introduce and analyze a finite element method for the numerical solution of a vector-Laplace problem posed on a 2D surface embedded in a 3D domain. The approach developed here benefits from the embedding of the surface in \( \mathbb{R}^3 \) and uses elementary tangential calculus to formulate the equations in terms
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of exterior differential operators in Cartesian coordinates. Following this paradigm, the finite element spaces we use are also tailored to an ambient background mesh. This mesh is surface-independent and consists of shape-regular tetrahedra. As in previous work on scalar elliptic and parabolic surface PDEs (cf. the overview paper [25]) we use the trace of such an outer finite element space for the discretization of the vector-Laplace problem. Hence, the method that we present is a special unfitted finite element method. One distinct difficulty of applying (both fitted and unfitted) finite element methods to surface vector-Laplace and surface Navier–Stokes equations is to satisfy numerically the constraint that the solution vector field $\mathbf{u}_h$ is tangential to the surface $\Gamma$, i.e., $\mathbf{u}_h \cdot \mathbf{n} = 0$, where $\mathbf{n}$ is the normal vector field to $\Gamma$, cf. the discussion in Remark 2.2. The method that we present handles this constraint weakly by introducing a Lagrange multiplier. The resulting saddle point variational formulation is discretized by using standard trace finite element spaces. In the discrete variational formulation certain consistent stabilization terms are included which are essential for discrete inf-sup stability, algebraic stability, and for the derivation of (optimal) preconditioners for the discrete problem.

The main contributions of this paper are the following. We introduce the Lagrange multiplier formulation for the continuous problem and show well-posedness of the resulting saddle point formulation. We present a finite element variational formulation which contains suitable stabilization terms and is based on trace finite element spaces. For this method we work out an error analysis. This analysis shows that for discrete stability and optimal discretization error bounds the background space for the Lagrange multiplier can be chosen as piecewise polynomial of the same order or one order lower as for the primal variable. A further main contribution of the paper is the analysis of algebraic properties of the resulting discrete saddle point problem. In particular we derive an optimal Schur complement preconditioner. We note that in the error analysis we do not include geometric errors induced by an approximation $\Gamma_h \approx \Gamma$. The analysis of the effects of such geometric errors is left for future research.

Our approach is very different from the one based on finite element exterior calculus suitable for discretizing the Hodge Laplacian on hypersurfaces; see [16]. In the recent paper [15] a finite element method for a similar vector-Laplace problem is studied. That method, however, uses a penalty technique instead of a Lagrange multiplier formulation and requires meshes fitted to the surface. Finally we note that the finite element methods for surface Navier–Stokes equations presented in [21, 32] are based on a surface curl-formulation, which is not applicable to the surface vector-Laplace problem that we consider. We also note that no discretization error analyses are given in [21, 32]. None of these related papers have considered unfitted finite element methods.

This paper is meant to be the first one in a series of papers devoted to numerical simulation of fluid equations on (evolving) manifolds. Our longer-term goal is to provide efficient and reliable computational tools for the numerical solution of fluid equations on a time-dependent surface $\Gamma(t)$ including the cases when parametrization of $\Gamma(t)$ is not explicitly available and $\Gamma(t)$ may undergo topological changes. This motivates our choice to use unfitted surface-independent meshes to define finite element spaces — a methodology that proved to work very well for scalar PDEs posed on $\Gamma(t)$ [26, 24].

The remainder of the paper is organized as follows. We introduce in section 2 the vector-Laplace model problem and notions of tangential differential calculus. We give a weak formulation of the problem with Lagrange multiplier and show its well-
posedness. An unfitted finite element method known as the TraceFEM for the surface vector-Laplace problem is introduced in section 3. In section 4 an error analysis of this method is presented. We derive discrete LBB stability for certain pairs of Trace FE spaces. The main result of this section is an optimal order error estimate in the energy norm. An optimal order discretization error estimate in the $L^2$ norm is shown in section 5. In section 6 we prove that the spectral condition number of the resulting saddle point stiffness matrix is bounded by $ch^{-2}$, with a constant $c$ that is independent of the position of the surface $\Gamma$ relative to the underlying triangulation. We also present an optimal Schur complement preconditioner. Numerical results in section 7 illustrate the performance of the method in terms of discretization error convergence and efficiency of the linear solver.

2. Continuous problem. Assume that $\Gamma$ is a closed sufficiently smooth surface in $\mathbb{R}^3$. The outward pointing unit normal on $\Gamma$ is denoted by $n$, and the orthogonal projection on the tangential plane is given by $P = P(x) := I - n(x)n(x)^T$, $x \in \Gamma$. For vector functions $u : \Gamma \to \mathbb{R}^3$ we use a constant extension from $\Gamma$ to its neighborhood $O(\Gamma)$ along the normals $n$, denoted by $u^\Gamma : O(\Gamma) \to \mathbb{R}^3$. Note that on $\Gamma$ we have $\nabla u^\Gamma = \nabla(u \circ p) = \nabla u^\Gamma P$, with $\nabla u := (\nabla u_1 \nabla u_2 \nabla u_3)^T \in \mathbb{R}^{3 \times 3}$ for vector functions $u$ (note the transpose; this notation is usual in computational fluid dynamics). For scalar functions $u : O(\Gamma) \to \mathbb{R}$ the gradient $\nabla u$ denotes the column vector consisting of the partial derivatives; in the remainder this locally unique extension $u^\Gamma$ to a small neighborhood of $\Gamma$ is also denoted by $u$. On $\Gamma$ we consider the surface strain tensor \cite[2]{12} given by

$$E_s(u) := \frac{1}{2}P(\nabla u + \nabla u^T)P = \frac{1}{2}(\nabla \Gamma u + \nabla \Gamma u^T), \quad \nabla \Gamma u := PVuP. \quad (2.1)$$

We also use the surface divergence operators for $u : \Gamma \to \mathbb{R}^3$ and $A : \Gamma \to \mathbb{R}^{3 \times 3}$. These are defined as follows:

$$\text{div} \Gamma u := \text{tr}(\nabla \Gamma u) = \text{tr}(P(\nabla u)P) = \text{tr}(P(\nabla u)) = \text{tr}((\nabla u)P),$$

$$\text{div} \Gamma A := (\text{div} \Gamma (e_1^T A), \text{div} \Gamma (e_2^T A), \text{div} \Gamma (e_3^T A))^T,$$

with $e_i$ the $i$th basis vector in $\mathbb{R}^3$. For a given force vector $f \in L^2(\Gamma)^3$, with $f \cdot n = 0$, we consider the following elliptic partial differential equation: determine $u : \Gamma \to \mathbb{R}^3$ with $u \cdot n = 0$ and

$$-P \text{div} \Gamma (E_s(u)) + u = f \quad \text{on } \Gamma. \quad (2.2)$$

We added the zero order term $u$ on the left-hand side in (2.2) to avoid technical details related to the kernel of the strain tensor $E_s$.

Remark 2.1. In this paper we consider the operator $P \text{div} \Gamma E_s$ because it is a key component in the modeling of Newtonian surface fluids and fluidic membranes \cite[4,18,17]{12}. We note that in the literature there are different formulations of the surface Navier–Stokes equations, and some of these are formally obtained by substituting Cartesian differential operators by their geometric counterparts \cite{37,7} rather than from first mechanical principles. These formulations may involve different surface Laplace type operators. In the recent preprint \cite{15} the Bochner (also called rough) Laplacian $u \to \Delta_F u := P \text{div} \Gamma (\nabla \Gamma u)$ is treated numerically. Another Laplacian operator, which in a natural way arises in differential geometry and exterior calculus is the so-called Hodge Laplacian. The diagram below (from \cite{17}) and identities (2.3)
illustrate some ‘correspondences’ between Cartesian and different surface operators. For \( u \) on \( \Gamma \) we assume \( u \cdot n = 0 \).

\[
\begin{align*}
\text{In } \mathbb{R}^3 : & \; -\operatorname{div}(\nabla u + \nabla^T u) = 0 \quad \implies \quad -\Delta u = \operatorname{rot} \operatorname{rot} - \nabla \operatorname{div} u \\
\text{On } \Gamma : & \; -\operatorname{div}_\Gamma (2E_s(u)) = -\Delta_{\Gamma} u = -\Delta^H u
\end{align*}
\]

surface Bochner Hodge diffusion Laplacian Laplacian

For a smooth surface \( \Gamma \subset \mathbb{R}^3 \) with Gauss curvature \( K \) we have, cf. Lemma 2.1 in [17] and the Weitzenböck identity [33], the following equalities for a tangential field \( u \):

\[
-\operatorname{P} \operatorname{div}_\Gamma (2E_s(u)) = -\Delta_{\Gamma} u - K u = -\Delta^H u - 2K u \quad \text{on } \Gamma,
\]

where for the first equality to hold, \( u \) should satisfy \( \operatorname{div}_\Gamma u = 0 \).

For the weak formulation of this vector-Laplace problem we use the space \( V := H^1(\Gamma)^3 \), with norm

\[
\|u\|^2 := \int_{\Gamma} \|u(s)\|^2_2 + \|\nabla u(s)\|^2_2 \, ds,
\]

where \( \| \cdot \|_2 \) denotes the vector and matrix 2-norm. Note that due to \( \nabla u = \nabla u^e = \nabla u^\Gamma \) on \( \Gamma \) only tangential derivatives are included in this \( H^1 \)-norm. The corresponding space of tangential vector fields is denoted by

\[
V_T := \{ u \in V \mid u \cdot n = 0 \quad \text{on } \Gamma \}.
\]

For \( u \in V \) we use the following notation for the orthogonal decomposition into tangential and normal parts:

\[
u = u_T + u_N n, \quad u_T \cdot n = 0.
\]

We introduce the bilinear form

\[
a(u, v) := \int_\Gamma E_s(u) : E_s(v) + u \cdot v \, ds = \int_\Gamma \operatorname{tr}(E_s(u)E_s(v)) + u \cdot v \, ds, \quad u, v \in V.
\]

For given \( f \) as above we consider the following variational formulation of (2.2): determine \( u = u_T \in V_T \) such that

\[
a(u_T, v_T) = (f, v_T)_{L^2(\Gamma)} \quad \text{for all } v_T \in V_T.
\]

The bilinear form \( a(\cdot, \cdot) \) is continuous on \( V_T \). Ellipticity of \( a(\cdot, \cdot) \) on \( V_T \) follows from the following surface Korn inequality, which is derived in [17].

**Lemma 2.1.** Assume \( \Gamma \) is \( C^2 \) smooth. There exists \( c_K > 0 \) such that

\[
\|u\|_{L^2(\Gamma)} + \|E_s(u)\|_{L^2(\Gamma)} \geq c_K \|u\|_1 \quad \text{for all } u \in V_T.
\]

Hence, the weak formulation (2.6) is a well-posed problem. The unique solution is denoted by \( u^* = u_{T}^* \).

**Remark 2.2.** The weak formulation (2.6) is not very suitable for a finite element Galerkin discretization, because we then need finite element functions that are
tangential to \( \Gamma \), which are not easy to construct. If \( \Gamma \cap K \) is curved in a simplex \( K \) where \( \mathbf{u}_h \) is polynomial, then it is easy to see that enforcing \( \mathbf{u}_h \cdot \mathbf{n} = 0 \) on \( \Gamma \cap K \) may lead to 'locking', i.e. only \( \mathbf{u}_h = 0 \) satisfies the constraint. Alternatively, one can approximate a smooth manifold \( \Gamma \) by a polygonal surface \( \Gamma_h \) (in practice, this is often done for the purpose of numerical integration; moreover, only \( \Gamma_h \) is available if finding the position of the surface is part of the problem). In this case the surface \( \Gamma_h \) has a discontinuous normal field \( \mathbf{n}_h \) and enforcing the tangential constraint, \( \mathbf{u}_h \cdot \mathbf{n}_h = 0 \) on \( \Gamma_h \), for a continuous finite element vector field \( \mathbf{u}_h \) may lead to a locking effect as well.

In view of the remark above we introduce, in the same spirit as in [14, 15, 17], a weak formulation in a space that is larger than \( V_T \) which allows nonzero normal components in the surface vector fields. However, different from the approach used in these papers we treat the tangential condition with the help of a Lagrange multiplier. The following basic relation will be very useful:

\[
E_s(\mathbf{u}) = E_s(\mathbf{u}_T) + u_N \mathbf{H}, \tag{2.8}
\]

where \( \mathbf{H} := \nabla \mathbf{n} \) is the shape operator (second fundamental form) on \( \Gamma \). We introduce the following Hilbert space:

\[
V_s := \{ \mathbf{u} \in L^2(\Gamma)^3 : \mathbf{u}_T \in V_T, \ u_N \in L^2(\Gamma) \}, \quad \text{with} \quad \| \mathbf{u} \|_{V_s}^2 := \| \mathbf{u}_T \|^2 + \| u_N \|^2_{L^2(\Gamma)}.
\]

Note that \( V_s \sim V_T \oplus L^2(\Gamma) \). Based on the identity [2.8] we introduce, with some abuse of notation, the bilinear form

\[
a(\mathbf{u}, \mathbf{v}) := \int_{\Gamma} \text{tr}\left((E_s(\mathbf{u}_T) + u_N \mathbf{H})(E_s(\mathbf{v}_T) + v_N \mathbf{H})) + \mathbf{u} \cdot \mathbf{v} \right) ds, \quad \mathbf{u}, \mathbf{v} \in V_s. \tag{2.9}
\]

This bilinear form is well-defined and continuous on \( V_s \). We enforce the condition \( \mathbf{u} \in V_T \) with the help of a Lagrange multiplier. For given \( \mathbf{g} \in L^2(\Gamma)^3 \) (note that we allow \( \mathbf{g} \) not necessarily tangential) we introduce the following saddle point problem: determine \( (\mathbf{u}, \lambda) \in V_s \times L^2(\Gamma) \) such that

\[
a(\mathbf{u}, \mathbf{v}) + (\mathbf{v} \cdot \mathbf{n}, \lambda)_{L^2(\Gamma)} = (\mathbf{g}, \mathbf{v})_{L^2(\Gamma)} \quad \text{for all} \ \mathbf{v} \in V_s,
\]

\[
(\mathbf{u} \cdot \mathbf{n}, \mu)_{L^2(\Gamma)} = 0 \quad \text{for all} \ \mu \in L^2(\Gamma). \tag{2.10}
\]

Well-posedness of this saddle point problem is derived in the following theorem.

**Theorem 2.2.** The problem [2.10] is well-posed. Its unique solution \( (\mathbf{u}^*, \lambda) \in V_s \times L^2(\Gamma) \) has the following properties:

1. \( \mathbf{u}^* \cdot \mathbf{n} = 0 \), \( \tag{2.11} \)
2. \( \mathbf{u}_T^* = \mathbf{u}_T \), where \( \mathbf{u}_T \) is the unique solution of [2.6] with \( f := \mathbf{g}_T = \mathbf{P} \mathbf{g} \), \( \tag{2.12} \)
3. \( \lambda = g_N - \text{tr}(E_s(u_T^*) \mathbf{H})), \quad \text{for} \ \mathbf{g} = \mathbf{g}_T + g_N \mathbf{n}. \tag{2.13} \)

**Proof.** Note that \( \mathbf{v} \in V_s \) satisfies \( (\mathbf{v} \cdot \mathbf{n}, \mu)_{L^2(\Gamma)} = 0 \) for all \( \mu \in L^2(\Gamma) \) iff \( \mathbf{v} \in V_T \). From this and [2.7] it follows that \( a(\cdot, \cdot) \) is elliptic on \( V_T \), the subspace of \( V_s \) consisting of all functions \( \mathbf{u} \) that satisfy the second equation in [2.10]. The multiplier bilinear form \( (\mathbf{v}, \mu) \mapsto (\mathbf{v} \cdot \mathbf{n}, \mu)_{L^2(\Gamma)} \) has the inf-sup property

\[
\inf_{\mu \in L^2(\Gamma)} \sup_{\mathbf{v} \in V_s} \frac{(\mathbf{v} \cdot \mathbf{n}, \mu)_{L^2(\Gamma)}}{\| \mathbf{v} \|_{V_s} \| \mu \|_{L^2(\Gamma)}} \geq \inf_{u_N \in L^2(\Gamma)} \sup_{\mu \in L^2(\Gamma)} \frac{(u_N, \mu)_{L^2(\Gamma)}}{\| u_N \|_{L^2(\Gamma)} \| \mu \|_{L^2(\Gamma)}} = 1.
\]
Furthermore, the bilinear forms are continuous. Hence, we have a well-posed saddle point formulation, with a unique solution denoted by \((u^*, \lambda)\). From the second equation in (2.10) one obtains \(u^* \cdot n = 0\). If in the first equation we restrict to \(v = v_T \in V_T\) we see that \(u^*_T\) satisfies the same variational problem as in (2.6) with \(f := Pg\), hence, (2.12) holds.

If in the first equation in (2.10) we take \(v = v_N n\) and use \(u^* \cdot n = 0\) we get

\[
(\lambda, v_N)_{L^2(\Gamma)} = (g, v_N n)_{L^2(\Gamma)} - a(u^*, v_N n)
\]

\[
= (g_N, v_N n)_{L^2(\Gamma)} - \int_{\Gamma} \text{tr}(E_s(u_T^*) E_s(v_N n)) \, ds
\]

\[
= (g_N, v_N n)_{L^2(\Gamma)} - (E_s(u_T^* H), v_N)_{L^2(\Gamma)} \quad \text{for all} \quad v_N \in L^2(\Gamma),
\]

hence we have the characterization as in (2.13). □

From (2.13) it follows that if \(u_T^*\) has smoothness \(u_T^* \in H^m(\Gamma)^3\) and the manifold is sufficiently smooth (hence \(H\) sufficiently smooth) then we have \(\lambda \in H^{m-1}(\Gamma)\). Note that if \(H = 0\) and \(g_N = 0\) then \(\lambda = 0\).

**Remark 2.3.** In the proof above we used that the form \(a(\cdot, \cdot)\) is elliptic on \(V_T\), the subspace of \(V_\cdot\) consisting of all functions that satisfy the second equation in (2.10). Note the inequality

\[
a(u, u) \geq \varepsilon \|E_s(u_T^*)\|_{L^2(\Gamma)}^2 - \frac{\varepsilon}{1 - \varepsilon} \|Hu_N\|_{L^2(\Gamma)}^2 + \|u\|_{L^2(\Gamma)}^2
\]

\[
\geq \varepsilon \|E_s(u_T^*)\|_{L^2(\Gamma)}^2 + (1 - \frac{\varepsilon}{1 - \varepsilon}) \|H\|_{L^\infty(\Gamma)}^2 \|u\|_{L^2(\Gamma)}^2 \quad \forall u \in V_\cdot, \quad \forall \varepsilon < 1.
\]

With \(\varepsilon_0 := \frac{1}{2}(1 + \|H\|_{L^\infty(\Gamma)})^{-1}\) and the Korn inequality (2.7) we get

\[
a(u, u) \geq \varepsilon_0 (\|E_s(u_T^*)\|_{L^2(\Gamma)}^2 + \|u\|_{L^2(\Gamma)}^2) \geq \frac{1}{2} \varepsilon_0 c_K^2 \|u_T\|_1^2 + \varepsilon_0 \|u_N\|_{L^2(\Gamma)}^2
\]

for all \(u \in V_\cdot\). Hence, the bilinear form \(a(\cdot, \cdot)\) is also elliptic on \(V_\cdot\). Note that the ellipticity constant depends on the curvature of \(\Gamma\).

**Remark 2.4.** Instead of the weak formulation in (2.10) one can also consider a penalty formulation, without using a Lagrange multiplier \(\lambda\). Such an approach is used for a similar Bochner-Laplace problem in [15]. This formulation is as follows: determine \(u \in V_\cdot\) such that

\[
a(u, v) + \eta (u \cdot n, v \cdot n)_{L^2(\Gamma)} = (f, v)_{L^2(\Gamma)} \quad \text{for all} \quad v \in V_\cdot, \quad (2.14)
\]

with \(\eta > 0\) (sufficiently large). From ellipticity and continuity it follows that this weak formulation has a unique solution, denoted by \(\hat{u}\). Opposite to the solution \(u^*_T\) of (2.10), the solution \(\hat{u}\) does not have the property \(\hat{u} \cdot n = 0\), and in general \(\hat{u}_T \neq u_T^*\) holds. Using standard arguments one easily derives the error bound

\[
\|\hat{u}_T - u_T^*\|_{V^*} \leq c\eta^{-\frac{1}{2}} \|f\|_{L^2(\Gamma)}.
\]

Hence, as usual in this type of penalty method, one has to take \(\eta\) sufficiently large depending on the desired accuracy of the approximation.
Remark 2.5. The analysis of well-posedness above and the finite element method presented in the next section have immediate extensions to the case of the Bochner Laplacian on $\Gamma$. For this, one replaces the bilinear form in (2.6) by

$$a^B(u,v) := \int_{\Gamma} (\nabla_\Gamma u : \nabla_\Gamma u + u \cdot v) \, ds, \quad u,v \in V,$$

and instead of (2.8) one uses $\nabla_\Gamma u = \nabla_\Gamma u_T + u_N H$ for further analysis. In this case, Korn’s inequality (2.7) is replaced by Poincare’s inequality on $\Gamma$ (cf. [15]). Based on the second equality in (2.3) and the tangential variational formulation for the Bochner Laplacian, one can also consider the bilinear form

$$a^H(u,v) := \int_{\Gamma} (\nabla_\Gamma u : \nabla_\Gamma u + (1 + K)u \cdot v) \, ds, \quad u,v \in V,$$

for an equation with the Hodge Laplacian. This formulation, however, is less convenient for the analysis of well-posedness in the framework of this paper, since the Gauss curvature $K$ in general does not have a fixed sign. Moreover, in a numerical method one then has to approximate the Gauss curvature $K$ based on a “discrete” (e.g., piecewise planar) surface approximation, which is known to be a delicate numerical issue.

3. Trace Finite Element Method. For the discretization of the variational problem (2.10) we use the trace finite element approach (TraceFEM) [23]. For this, we assume a fixed polygonal domain $\Omega \subset \mathbb{R}^3$ that strictly contains $\Gamma$. We use a family of shape regular tetrahedral triangulations $\{T^h\}_{h>0}$ of $\Omega$. The subset of tetrahedra that have a nonzero intersection with $\Gamma$ is collected in the set denoted by $T^h_{\Gamma}$. For simplicity, in the analysis of the method, we assume $\{T^h_{\Gamma}\}_{h>0}$ to be quasi-uniform. The domain formed by all tetrahedra in $T^h_{\Gamma}$ is denoted by $\Omega^h_{\Gamma} := \text{int}(\bigcup_{T \in T^h_{\Gamma}} T)$. On $T^h_{\Gamma}$ we use a standard finite element space of continuous functions that are piecewise polynomial of degree $k$. This so-called outer finite element space is denoted by $V^k_h$. In the stabilization terms added to the finite element formulation (see below), we need an extension of the normal vector field $n$ from $\Gamma$ to $\Omega^h_{\Gamma}$. For this we use $n^e = \nabla d$, where $d$ is the signed distance function to $\Gamma$. In practice, this signed distance function is often not available and we then use approximations as discussed in Remark 3.1. Another aspect related to implementation is that in practice it is often not easy to compute integrals over the surface $\Gamma$ with high order accuracy. This may be due to the fact that $\Gamma$ is defined implicitly as the zero level of a level set function and a parametrization of $\Gamma$ is not available. This issue of “geometric errors” and of a feasible approximation $\Gamma^h \approx \Gamma$ will also be addressed in Remark 3.1. Below in the presentation and analysis of the TraceFEM we use the exact extended normal $n = n^e$ and we assume exact integration over $\Gamma$.

We introduce the stabilized bilinear forms, with $U := \{ v \in H^1(\Omega^h_{\Gamma})^3 \mid v|_{\Gamma} \in V \}$, $M := H^1(\Omega^h_{\Gamma})$, $\rho := \frac{\rho}{\rho^2}$, $\tilde{\rho} := \frac{\tilde{\rho}}{\rho^2}$,

$$A_h(u,v) := a(u,v) + \rho \int_{\Omega^h_{\Gamma}} (\nabla u \nabla v) \, dx, \quad u,v \in U,$$

$$b(u,\mu) := (u \cdot n, \mu)_{L^2(\Gamma)} + \tilde{\rho} \int_{\Omega^h_{\Gamma}} (n^T \nabla u)(n \cdot \nabla \mu) \, dx$$

$$= (u_N, \mu)_{L^2(\Gamma)} + \tilde{\rho} \int_{\Omega^h_{\Gamma}} (n \cdot \nabla u_N)(n \cdot \nabla \mu) \, dx, \quad u \in U, \quad \mu \in M.$$
Such “volume normal derivative” stabilizations have recently been studied in [11, 6]. The parameters in the stabilizations may be $h$-dependent, $\rho \sim h^m$, $\hat{\rho} \sim h^{\tilde{m}}$. One can consider different scalings, i.e., $m \neq \tilde{m}$. From the analysis below it follows that the best choice is $m = \tilde{m}$. To simplify the presentation we set $\rho = \hat{\rho}$. Based on the analysis in [11] of scalar surface problems we restrict to

$$h \lesssim \rho = \hat{\rho} \lesssim h^{-1}. \quad (3.1)$$

Here and further in the paper we write $x \lesssim y$ to state that the inequality $x \leq cy$ holds for quantities $x, y$ with a constant $c$, which is independent of the mesh parameter $h$ and the position of $\Gamma$ over the background mesh. Similar we give sense to $x \gtrsim y$ and $x \sim y$ will mean that both $x \lesssim y$ and $x \gtrsim y$ hold. For fixed $k, l \geq 1$ we take finite element spaces

$$U_h := (V_h^k)^3 \subset U, \quad M_h := V_h^l \subset M,$$

for the velocity $u$ and the Lagrange multiplier $\lambda$, respectively. The finite element method (TraceFEM) that we consider is as follows: determine $(u_h, \lambda_h) \in U_h \times M_h$ such that

$$A_h(u_h, v_h) + b(v_h, \lambda_h) = (g, v_h)_{L^2(\Omega)} \quad \text{for all } v_h \in U_h,$$

$$b(u_h, \mu_h) = 0 \quad \text{for all } \mu_h \in M_h. \quad (3.2)$$

**Remark 3.1.** As noted above, in the implementation of this method one typically replaces $\Gamma$ by an approximation $\Gamma_h \approx \Gamma$ such that integrals over $\Gamma_h$ can be efficiently computed. Furthermore, the exact normal $n$ is approximated by $n_h \approx n$. In the literature on finite element methods for surface PDEs there are standard procedures resulting in a piecewise planar surface approximation $\Gamma_h$ with $\text{dist}(\Gamma, \Gamma_h) \lesssim h^2$. If one is interested in surface FEM with higher order surface approximation, we refer to the recent paper [11] where one finds an efficient method based on an isoparametric mapping derived from a level set representation of $\Gamma$. In [8] another higher order surface approximation method is treated. In the numerical experiments in section 7 we use a piecewise planar surface approximation. Also for the construction of suitable normal approximations $n_h \approx n$ several techniques are available in the literature. One possibility is to use $n_h(x) = \nabla \phi_h(x) / \lVert \nabla \phi_h(x) \rVert_U$, where $\phi_h$ is a finite element approximation of a level set function $\phi$ which characterizes $\Gamma$. This technique is used in section 7. In this paper we do not analyze the effect of such geometric errors, i.e., we only analyze the finite element method (3.2).

**4. Error analysis of TraceFEM.** In this section we present an error analysis of the TraceFEM (3.2). We first address consistency of this stabilized formulation. The solution $(u^*, \lambda)$ of (2.10), which is defined only on $\Gamma$, can be extended by constant values along normals to a neighborhood $\mathcal{O}(\Gamma)$ of $\Gamma$ such that $\Omega_h^\Gamma \subset \mathcal{O}(\Gamma)$. This extended solution $(\Omega^* \chi^*, \lambda^*)$ is also denoted by $(u^*, \lambda)$. Hence we have $\nabla u^* n = 0, \quad n \cdot \nabla (u^* \cdot n) = 0, \quad n \cdot \nabla \lambda = 0$ on $\Omega_h^\Gamma$. Using these properties and $(U_h)_{|\Gamma} \subset V, \quad (M_h)_{|\Gamma} \subset L^2(\Gamma)$ we get the following consistency result:

$$A_h(u^*, v_h) + b(v_h, \lambda) = a(u^*, v_h) + (v_h \cdot n, \lambda)_{L^2(\Gamma)} = (g, v_h)_{L^2(\Gamma)} \quad \forall \ v_h \in U_h,$$

$$b(u^*, \mu_h) = (u^* \cdot n, \mu_h)_{L^2(\Gamma)} = 0 \quad \forall \ \mu_h \in M_h. \quad (4.1)$$
We now address continuity of the bilinear forms. For this we introduce the semi-norms
\[
\|u\|_k^2 := A_h(u, u), \quad u \in U, \tag{4.2}
\]
\[
\|\mu\|^2_M := \|\mu\|_{L^2(\Gamma)}^2 + \rho\|\nabla\mu\|_{L^2(\Omega_h^\Gamma)}^2, \quad \mu \in M. \tag{4.3}
\]

**Lemma 4.1.** The following holds
\[
A_h(u, v) \leq \|u\|_U \|v\|_U \quad \text{for all } u, v \in U, \tag{4.4}
\]
\[
b(u, \mu) \leq \|u\|_U \|\mu\|_M \quad \text{for all } u, \mu \in M. \tag{4.5}
\]

**Proof.** The result in (4.4) follows from Cauchy-Schwarz inequalities. Note that due to \(\nabla \mathbf{n} = 0\) and the symmetry of \(\nabla \mathbf{n}\) we obtain \(\mathbf{n} \cdot \nabla u_N = \mathbf{n} \cdot \nabla (u \cdot \mathbf{n}) = \mathbf{n}^T \nabla \mathbf{u} + \mathbf{n}^T \nabla \mathbf{u} = \mathbf{n}^T \nabla \mathbf{u}\). Hence, \(\mathbf{n} \cdot \nabla u_N \leq \|\nabla \mathbf{u}\|_2\) holds (pointwise at \(x \in \mathcal{O}(\Gamma)\)). Using this we get for \(u \in U, \mu \in M:\)
\[
|b(u, \mu)| \leq \|(u \cdot \mathbf{n}, \mu)_{L^2(\Gamma)}\| + \rho |(u \cdot \nabla u_N, \mathbf{n} \cdot \nabla \mu)_{L^2(\Omega_h^\Gamma)}| \leq \|u\|_{L^2(\Gamma)} \|\mu\|_{L^2(\Gamma)} + \rho \|\nabla u_N\|_{L^2(\Omega_h^\Gamma)} \|\mathbf{n} \cdot \nabla \mu\|_{L^2(\Omega_h^\Gamma)} \leq (\|u\|^2_{L^2(\Gamma)} + \rho \|\nabla \mathbf{u}\|^2_{L^2(\Omega_h^\Gamma)})^{\frac{1}{2}} (\|\mu\|^2_{L^2(\Gamma)} + \rho \|\mathbf{n} \cdot \nabla \mu\|^2_{L^2(\Omega_h^\Gamma)})^{\frac{1}{2}} \tag{4.6}
\]
\[
\leq A_h(u, u)^{\frac{1}{2}} \|\mu\|_M = \|u\|_U \|\mu\|_M.
\]

This completes the proof. \(\square\)

The following result is crucial for the stability and error analysis of the method.

**Lemma 4.2.** The following uniform norm equivalence holds:
\[
h\|v_h\|^2_{L^2(\Gamma)} + h^2 \|\nabla v_h\|^2_{L^2(\Omega_h^\Gamma)} \sim \|v_h\|^2_{L^2(\Omega_h^\Gamma)} \quad \text{for all } v_h \in V_h^k. \tag{4.7}
\]

**Proof.** A fundamental result derived in [11] (Lemma 7.6) is:
\[
\|v_h\|^2_{L^2(\Omega_h^\Gamma)} \lesssim h\|v_h\|^2_{L^2(\Gamma)} + h^2 \|\nabla v_h\|^2_{L^2(\Omega_h^\Gamma)} \quad \text{for all } v_h \in V_h^k. \tag{4.8}
\]

(This follows by taking \(\Psi = \text{id}\) in the analysis in section 7.2 in [11]). We combine this with the following estimate, cf. [13]:
\[
h\|v\|^2_{L^2(\Gamma)} \lesssim \|v\|^2_{L^2(\Omega_h^\Gamma)} + h^2 \|v\|^2_{H^1(\Omega_h^\Gamma)} \quad \text{for all } v \in H^1(\Omega_h^\Gamma), \tag{4.9}
\]
and a standard finite element inverse inequality \(\|v_h\|_{H^1(\Omega_h^\Gamma)} \lesssim h^{-1}\|v_h\|_{L^2(\Omega_h^\Gamma)}\) for all \(v_h \in V_h^k\). This completes the proof. \(\square\)

Using (4.7) and (3.1) we get
\[
A_h(u_h, u_h) = a(u_h, u_h) + \rho \int_{\Omega_h^\Gamma} (\nabla u_h \cdot (\nabla u_h)) \ dx
\]
\[
\geq \|u_h\|^2_{L^2(\Gamma)} + h \int_{\Omega_h^\Gamma} (\nabla u_h \cdot (\nabla u_h)) \ dx
\]
\[
= \sum_{i=1}^{3} \left( (u_h)_i \|\nabla (u_h)_i\|^2_{L^2(\Omega_h^\Gamma)} + h \|\nabla (u_h)_i\|^2_{L^2(\Omega_h^\Gamma)} \right) \tag{4.10}
\]
\[
\geq h^{-1} \sum_{i=1}^{3} \|(u_h)_i\|^2_{L^2(\Omega_h^\Gamma)} = ch^{-1} \|u_h\|^2_{L^2(\Omega_h^\Gamma)}.
\]
for all $u_h \in U_h$. This implies that $A_h(\cdot, \cdot)$ is a scalar product on $U_h$. Using (4.7) and $\rho \gtrsim h$ we get

$$\|\mu_h\|_M^2 \gtrsim h^{-1}\|\mu_h\|_{L^2(\Omega_h^e)}^2 \quad \text{for all } \mu_h \in M_h. \quad (4.11)$$

This in particular implies that $\|\cdot\|_M$ corresponds to a scalar product on $M_h$. We now turn to the discrete inf-sup property.

Lemma 4.3. Take $m \geq 1$. There exist constants $d_1 > 0$, $d_2 > 0$, independent of $h$ and of how $\Gamma$ intersects the outer triangulation, such that:

$$\sup_{v_h \in (V^m_h)^3} \frac{b(v_h, \mu_h)}{\|v_h\|_U} \geq d_1(1 - d_2\sqrt{\rho h})\|\mu_h\|_M \quad \text{for all } \mu_h \in V^m_h. \quad (4.12)$$

Proof. Take $\mu_h \in V^m_h$. Note that

$$b(\mu_h, \mu_h) = \|\mu_h\|_M^2.$$

Take $v_h := I_m(\mu_h n) \in (V^m_h)^3$, where $I_m$ is the nodal (Lagrange) interpolation operator. The latter is well defined, because both $\mu_h$ and $n$ are continuous in $\Omega_h^e$. Now note, cf. (4.6),

$$|b(v_h, \mu_h)| \geq |b(\mu_h n, \mu_h)| - |b(I_m(\mu_h n) - \mu_h n, \mu_h)|$$

$$= \|\mu_h\|_M^2 - |b(I_m(\mu_h n) - \mu_h n, \mu_h)|$$

$$\geq \left( \|\mu_h\|_M - \|I_m(\mu_h n) - \mu_h n\|_{L^2(\Gamma)} + \rho\|\nabla(I_m(\mu_h n) - \mu_h n)\|_{L^2(\Omega_h^e)} \right) \|\mu_h\|_M. \quad (4.13)$$

From $E_a(\mu_h n) = \mu_h H$ we get $a(\mu_h n, \mu_h n) \lesssim \|\mu_h\|_{L^2(\Gamma)}^2$ and using this and $H n = 0$ we obtain

$$\|v_h\|_U \leq \|\mu_h n\|_U + \|I_m(\mu_h n) - \mu_h n\|_U \lesssim \|\mu_h\|_M + \|I_m(\mu_h n) - \mu_h n\|_U. \quad (4.14)$$

We now consider the terms with $I_m(\mu_h n) - \mu_h n$ in (4.13) and (4.14). We use standard element-wise interpolation bounds for the Lagrange interpolant, the identity $|\mu_h|_{H^{m+1}(K)} = 0$ for the $H^{m+1}$ seminorm of $\mu_h$ over any tetrahedron $K \in T_h^I$, the inverse inequality $\|\mu_h\|_{H^{m}(K)} \lesssim c h^{-m} \|\mu_h\|_{L^2(K)}$, (4.7) and the local variant of the estimate (4.9). We then obtain

$$\|I_m(\mu_h n) - \mu_h n\|_U^2$$

$$= a(I_m(\mu_h n) - \mu_h n, I_m(\mu_h n) - \mu_h n) + \rho\|\nabla(I_m(\mu_h n) - \mu_h n)\|_{L^2(\Omega_h^e)}^2$$

$$\lesssim \sum_{K \in T_h^I} \|I_m(\mu_h n) - \mu_h n\|_{H^1(K)}^2 \rho\|\nabla(I_m(\mu_h n) - \mu_h n)\|_{L^2(\Omega_h^e)}^2$$

$$\lesssim \sum_{K \in T_h^I} \left\{ (h^{-1} + \rho)\|I_m(\mu_h n) - \mu_h n\|_{H^1(K)}^2 + h\|I_m(\mu_h n) - \mu_h n\|_{H^2(K)}^2 \right\}$$

$$\lesssim (h^{-1} + \rho) h^{2m} \sum_{K \in T_h^I} \|\mu_h n\|_{H^{m+1}(K)}^2 \lesssim (h^{-1} + \rho) h^{2m} \sum_{K \in T_h^I} \|\mu_h\|_{H^m(K)}^2$$

$$\lesssim (h^{-1} + \rho) \sum_{K \in T_h^I} \|\mu_h\|_{L^2(K)}^2 \sim (1 + \rho h)h^{-1}\|\mu_h\|_{L^2(\Omega_h^e)}^2$$

$$\lesssim (1 + \rho h)(\|\mu_h\|_{L^2(K)} + \rho h\|n \cdot \nabla\mu_h\|_{L^2(\Omega_h^e)}) \lesssim (1 + \rho h)\|\mu_h\|_M^2 \lesssim \|\mu_h\|_M^2.$$
From this and \((4.14)\) we get
\[
\|v_h\|_U \lesssim \|\mu_h\|_M. \tag{4.15}
\]

With similar arguments we bound the interpolation terms in \((4.13)\):
\[
\|I_m(\mu_h, n) - \mu_h n\|_{L^2(\Gamma)}^2 + \rho\|\nabla (I_m(\mu_h, n) - \mu_h n) n\|_{L^2(\Gamma_n)}^2
\] 
\[
\lesssim \sum_{K \in T_h} \left\{ \frac{1}{h^2} \|I_m(\mu_h, n) - \mu_h n\|_{L^2(K)}^2 + h \|I_m(\mu_h, n) - \mu_h n\|_{H^1(K)}^2 \right\}
\] 
\[
+ \rho\|\nabla (I_m(\mu_h, n) - \mu_h n) n\|_{L^2(\Gamma_n)}^2
\] 
\[
\lesssim \sum_{K \in T_h} \left\{ \frac{1}{h^2} \|I_m(\mu_h, n) - \mu_h n\|_{L^2(K)}^2 + (h + \rho) \|I_m(\mu_h, n) - \mu_h n\|_{H^1(K)}^2 \right\} \tag{4.16}
\] 
\[
\lesssim (h + \rho) h^{2m} \sum_{K \in T_h} \|\mu_h n\|_{H^{m+1}(K)}^2
\] 
\[
\lesssim (h^2 + \rho h) \|\mu_h\|_M^2 \lesssim \rho h \|\mu_h\|_M^2
\]
Combining this with the results in \((4.13)\) and \((4.15)\) completes the proof. \(\Box\)

**Corollary 4.4.** Take \(m \geq 1\). Consider \(\rho = c_\alpha h^{1-\alpha}, \alpha \in [0, 2]\), and assume \(h \leq h_0 \leq 1\). Take \(c_\alpha\) such that \(0 < c_\alpha < d_2^{-2} h_0^{\alpha-2}\) with \(d_2\) as in \((4.12)\). Then there exists a constant \(d > 0\), independent of \(h\) and of how \(\Gamma\) intersects the outer triangulation, such that:
\[
\sup_{v_h \in (V_h^m)^3} \frac{b(v_h, \mu_h)}{\|v_h\|_U} \geq d \|\mu_h\|_M \quad \text{for all} \quad \mu_h \in V_h^m. \tag{4.17}
\]

**Assumption 4.1.** In the remainder we restrict to \(\rho = c_\alpha h^{1-\alpha}, \alpha \in [0, 2]\), with \(c_\alpha\) as in Corollary 4.4.

**Corollary 4.5.** For \(b(\cdot, \cdot)\) the discrete inf-sup property holds for the pair of spaces \((U_h, M_h) = (V_h^3, V_h)\) with \(1 \leq l \leq k\). The constant in the discrete inf-sup estimate can be taken independent of \(h\) and of how \(\Gamma\) intersects the outer triangulation, but depends on \(k\).

From the fact that \(A_h(\cdot, \cdot)\) defines a scalar product on \(U_h\) and the discrete inf-sup property of \(b(\cdot, \cdot)\) on \(U_h \times M_h\) it follows that the discrete problem \((3.2)\) has a unique solution \((u_h, \lambda_h)\).

For the reminder of the error analysis we apply standard theory of saddle point problems. We introduce the bilinear form
\[
A_h((u, \lambda), (v, \mu)) := A_h(u, v) + b(v, \lambda) + b(u, \mu), \quad (u, \lambda), (v, \mu) \in U \times M. \tag{4.18}
\]

**Theorem 4.6.** Let \((u^*, \lambda) \in V_* \times L^2(\Gamma)\) be the solution of \((2.10)\) and assume that this solution is sufficiently smooth. Furthermore, let \((u_h, \lambda_h) \in (V_h^3)^3 \times V_h^3\) be the solution of \((3.2)\). For \(1 \leq l \leq k\) the following discretization error bound holds:
\[
\|u^* - u_h\|_U + \|\lambda - \lambda_h\|_M
\] 
\[
\lesssim h^k (1 + (\rho h)^{1/2}) \|u^*\|_{H^{l+1}(\Gamma)} + h^{l+1} (1 + (\rho h)^{1/2}) \|\lambda\|_{H^{l+1}(\Gamma)} \tag{4.19}
\]
Proof. Using the consistency property (4.1), the continuity results derived in Lemma 4.1, ellipticity of $A_h(\cdot, \cdot)$ on $U_h$ and the discrete inf-sup property for $b(\cdot, \cdot)$ we obtain, for arbitrary $(w_h, \xi_h) \in U_h \times M_h$:

$$
\left(\|u_h - w_h\|_U^2 + \|\lambda_h - \xi_h\|_{M_h}^2\right)^{1/2} \lesssim \sup_{(v_h, \mu_h) \in U_h \times M_h} A_h \left(\|u_h - w_h, \lambda_h - \xi_h, (v_h, \mu_h)\right)
$$

$$
= \sup_{(v_h, \mu_h) \in U_h \times M_h} A_h \left(\|u^* - w_h, \lambda - \xi_h, (v_h, \mu_h)\right) \lesssim \|u^* - w_h\|_U + \|\lambda - \xi_h\|_{M_h}.
$$

Hence, with a triangle inequality we get the Cea-type discretization error bound

$$
\|u^* - u_h\|_U + \|\lambda - \lambda_h\|_{M} \lesssim \inf_{(v_h, \mu_h) \in U_h \times M_h} \left(\|u^* - v_h\|_U + \|\lambda - \mu_h\|_{M}\right). \quad (4.20)
$$

For $(v_h, \mu_h) \in U_h \times M_h$ we take the interpolants $v_h = I_k((u^*)^e)$, $\mu_h = I_l(\lambda^e)$, and assume sufficient smoothness of $u^*$ and hence of $\lambda$, cf. (2.13). Then, thanks to the interpolation properties of polynomials and their traces, cf., e.g., [30], we have the estimates:

$$
\|u^* - v_h\|_U + \|\lambda - \mu_h\|_{M}
$$

$$
\lesssim \|u^* - v_h\|_1 + \rho^{1/2} \|u^* - v_h\|_{H^s(\Omega_e^e)} + \|\lambda - \mu_h\|_{L^2(\Gamma)} + \rho^{1/2} \|\lambda - \mu_h\|_{H^s(\Omega_e^e)}
$$

$$
\lesssim h^k \|u^*\|_{H^{k+1}(\Omega)} + \rho^{1/2} h^k \|u^*\|_{H^{k+1}(\Omega_e^e)} + h^{l+1} \|\lambda\|_{H^{l+1}(\Omega)} + \rho^{1/2} h^l \|\lambda\|_{H^{l+1}(\Omega_e^e)}
$$

$$
\lesssim h^k \left(1 + (\rho h)^{1/2}\right) \|u^*\|_{H^{k+1}(\Omega)} + h^{l+1} \left(1 + (\rho h)^{1/2}\right) \|\lambda\|_{H^{l+1}(\Omega)}
$$

which in combination with (4.20) yields the desired result. □

Corollary 4.7. Assume that the solution of (2.10) is sufficiently smooth. We obtain for $l \geq k \geq 1$ the optimal error bound:

$$
\|u^* - u_h\|_U + \|\lambda - \lambda_h\|_{M} \lesssim h^{k} \|u^*\|_{H^{k+1}(\Gamma)} + \|\lambda\|_{H^{k+1}(\Gamma)}. \quad (4.21)
$$

For $l = k - 1 \geq 1$ and with $\rho \sim h$ we obtain the optimal error bound:

$$
\|u^* - u_h\|_U + \|\lambda - \lambda_h\|_{M} \lesssim h^{k} \|u^*\|_{H^{k+1}(\Gamma)} + \|\lambda\|_{H^{k+1}(\Gamma)}. \quad (4.22)
$$

If $\lambda = 0$, cf. (2.13), the bound (4.22) holds for $l = k - 1 \geq 1$ and for any $\rho$ that fulfills Assumption 4.1. Using (2.13) we can bound the norm of $\lambda$ in terms of the normal component of the data $g_N$ and $u^*$:

$$
\|\lambda\|_{H^{m+1}(\Gamma)} \lesssim \|g_N\|_{H^m(\Gamma)} + \|u^*\|_{H^{m+1}(\Gamma)}. \quad (4.23)
$$

Note that for the original problem (2.6) the data $f = g$ satisfy $g_N = 0$.

5. $L^2$-error bound. In this section we use a standard duality argument to derive an optimal $L^2$-norm discretization error bound, based on a regularity assumption for the problem (2.6). We note that in the analysis we need the assumption $\rho \sim h$.

Theorem 5.1. Assume that (2.6) satisfies the regularity estimate

$$
\|u_T\|_{H^2(\Gamma)} \lesssim \|f\|_{L^2(\Gamma)} \quad \text{for all } f \in L^2(\Gamma)^3 \text{ with } f \cdot n = 0. \quad (5.1)
$$
Take $\rho \sim h$, $l = k \geq 1$ or $l = k - 1 \geq 1$. The following error estimate holds:

$$\|u^* - P_h u\|_{L^2(\Gamma)} \lesssim h^{k+1} (\|u^*\|_{H^{k+1}(\Gamma)} + \|\lambda\|_{H^{l+1}(\Gamma)}).$$  \hspace{1cm} (5.2)

**Proof.** We consider the problem (2.6) with $f_e := P(u^* - u_h) = u^* - P_h u$. We take $g = f_e$ in (2.10), hence $g_N = 0$, and the corresponding solution of (2.10) is denoted by $(w^*, \tau) \in V_s \times L^2(\Gamma)$. The extensions $(w^*)^e, \tau^e$ are also denoted by $w^*$ and $\tau$. From the regularity assumption and $\tau = -\text{tr}(E_s(w^*)H)$ it follows that $(w^*, \tau) \in H^2(\Gamma)^3 \times H^1(\Gamma)$ and that

$$\|w^*\|_{H^2(\Gamma)} + \|\tau\|_{H^1(\Gamma)} \lesssim \|f_e\|_{L^2(\Gamma)}$$  \hspace{1cm} (5.3)

holds. With $A_h(\cdot, \cdot)$ as in (4.18) we get the consistency result

$$A_h((w^*, \tau), (v, \mu)) = (f_e, v)_{L^2(\Gamma)} \quad \text{for all } (v, \mu) \in U \times M.$$  

We address the question how accurate the discrete solution $u_h$ satisfies the tangential condition $u \cdot n = 0$ on $\Gamma$. Due to the zero order term $\int_{\Gamma} u \cdot v \ ds$ in the definition
of the bilinear form \(a(\cdot, \cdot)\) in (2.9), the norm \(\| \cdot \|_U\) in (4.19) gives control of the normal components, and hence we get
\[
\| \mathbf{u}_h \cdot \mathbf{n} \|_{L^2(\Gamma)} \leq \| \mathbf{u}_h - \mathbf{n}^* \|_U.
\]
Therefore, under the assumptions of the Corollary 4.7 we obtain the estimate
\[
\| \mathbf{u}_h \cdot \mathbf{n} \|_{L^2(\Gamma)} \lesssim h^k.
\] (5.5)

Another bound on \(\mathbf{u}_h \cdot \mathbf{n}\) can be derived from the second equation in (3.2). Denote by \(P_l\) the orthogonal projection onto \(M_h\) with respect to the \((\cdot, \cdot)_M\) scalar product, then the second equation in (3.2) implies \(P_l(\mathbf{u}_h \cdot \mathbf{n}) = 0\). Therefore, we have
\[
\| \mathbf{u}_h \cdot \mathbf{n} \|_{L^2(\Gamma)} \leq \| \mathbf{u}_h \cdot \mathbf{n} \|_M = \| (I - P_l)\mathbf{u}_h \cdot \mathbf{n} \|_M = \inf_{\mu_h \in M_h} \| \mathbf{u}_h \cdot \mathbf{n} - \mu_h \|_M.
\]

6. Condition number estimate. It is well-known [22, 6] that for unfitted finite element methods there is an issue concerning algebraic stability, in the sense that the matrices that represent the discrete problem can have very bad conditioning due to small cuts in the geometry. Stabilization methods have been developed which remedy this stability problem, see, e.g., [6, 25]. In this section we show that the ‘volume normal derivative’ stabilizations that we use in both bilinear forms \(A_h(\cdot, \cdot)\) and \(b(\cdot, \cdot)\), with scaling as in (3.1), remove any possible algebraic instability. More precisely, we show that the condition number of the stiffness matrix corresponding to the saddle point problem (3.2) is bounded by \(ch^{-2}\), where the constant \(c\) is independent of the position of the interface. Furthermore, we present an optimal Schur complement preconditioner.

Let integer \(n > 0, m > 0\) be the number of active degrees of freedom in \(U_h\) and \(M_h\) spaces, i.e., \(n = \dim(U_h), m = \dim(M_h)\), and \(P_h^U : \mathbb{R}^n \rightarrow U_h\) and \(P_h^M : \mathbb{R}^m \rightarrow M_h\) are canonical mappings between the vectors of nodal values and finite element functions. Denote by \(\langle \cdot, \cdot \rangle\) and \(\| \cdot \|\) the Euclidean scalar product and the norm. For matrices, \(\| \cdot \|\) denotes the spectral norm. Now we introduce several matrices. Let \(A, M_u, B, M_\lambda, S_M \in \mathbb{R}^{m \times m}\) be such that
\[
\begin{align*}
\langle A\mathbf{u}, \mathbf{v} \rangle &= A_h(P_h^U \mathbf{u}, P_h^U \mathbf{v}), \\
\langle B\mathbf{u}, \mathbf{\lambda} \rangle &= b(P_h^U \mathbf{u}, P_h^M \mathbf{\lambda}), \\
\langle M_u \mathbf{u}, \mathbf{v} \rangle &= \langle P_h^U \mathbf{u}, P_h^U \mathbf{v} \rangle_{L^2(\Omega_h^m)}, \\
\langle M_\lambda \mathbf{\lambda}, \mathbf{\mu} \rangle &= \langle P_h^M \mathbf{\lambda}, P_h^M \mathbf{\mu} \rangle_{L^2(\Omega_h^m)}, \\
\langle S_M \mathbf{\lambda}, \mathbf{\bar{\mu}} \rangle &= \langle P_h^M \mathbf{\lambda}, P_h^M \mathbf{\bar{\mu}} \rangle_{L^2(\Gamma)} + \rho(\nabla(P_h^M \mathbf{\lambda})\mathbf{n}, \nabla(P_h^M \mathbf{\bar{\mu}})\mathbf{n})_{L^2(\Omega_h^m)}
\end{align*}
\]
for all \(\mathbf{u}, \mathbf{v} \in \mathbb{R}^n, \mathbf{\mu}, \mathbf{\bar{\mu}} \in \mathbb{R}^m, \mathbf{\lambda} \in \mathbb{R}^m\). Note that the numerical properties of mass matrices \(M_u\) and \(M_\lambda\) do not depend on how the surface \(\Gamma\) intersects the domain \(\Omega_h^m\). Since the family of background meshes is shape regular, these mass matrices have a spectral condition number that is uniformly bounded, independent of \(h\) and of how \(\Gamma\) intersects the background triangulation \(T_h\). Furthermore, for the symmetric positive definite matrix \(S_M\) we have
\[
\langle S_M \mathbf{\lambda}, \mathbf{\lambda} \rangle = \| P_h^M \mathbf{\lambda} \|^2_M \quad \text{for all } \mathbf{\lambda} \in \mathbb{R}^m,
\]
cf. (4.3). We also introduce the system matrix and its Schur complement:
\[
\mathbf{A} := \begin{bmatrix} A & B^T \\ B & 0 \end{bmatrix}, \quad S = BA^{-1}B^T.
\]
The algebraic system resulting from the finite element method (3.2) has the form
\[ A\tilde{x} = \tilde{b}, \quad \text{with some } \tilde{x}, \tilde{b} \in \mathbb{R}^{n+m}. \]  
(6.1)

We will consider a block-diagonal preconditioner of the matrix \( A \). For this we first analyze preconditioners of the matrices \( A \) and \( S \). In the following lemma we use spectral inequalities for symmetric matrices.

**Lemma 6.1.** There are strictly positive constants \( \nu_{A,1}, \nu_{A,2}, \nu_{S,1}, \nu_{S,2}, \hat{\nu}_{S,1}, \hat{\nu}_{S,2} \), independent of \( h \) and of how \( \Gamma \) intersects \( T_h \) such that the following spectral inequalities hold:

\[
\begin{align*}
\nu_{A,1} h^{-1} M_u & \leq A \leq \nu_{A,2} h^{-3} M_u, \\
\nu_{S,1} h^{-1} M_\lambda & \leq S \leq \nu_{S,2} h^{-3} M_\lambda, \\
\hat{\nu}_{S,1} M_\nu & \leq S \leq \hat{\nu}_{S,2} M_\nu.
\end{align*}
\]  
(6.2)-(6.4)

**Proof.** Note that
\[
\langle A\tilde{v}, \tilde{v} \rangle = A_h(P_h^U \tilde{v}, P_h^U \tilde{v}) \left/ \|P_h^U \tilde{v}\|_{L^2(\Omega_h^U)}^2 \right. \quad \text{for all } \tilde{v} \in \mathbb{R}^n.
\]  
(6.5)

From (4.10) we get

\[
\nu_{A,1} h^{-1} \leq A_h(\nu_h, \nu_h) \quad \text{for all } \nu_h \in U_h.
\]

Using the local variant of (4.9) and a FE inverse inequality we get

\[
\|\nu_h\|_{H^1(\Omega_h^U)}^2 \lesssim h^{-1} \|\nu_h\|_{H^1(\Omega_h^U)}^2 + h \sum_{T \in T_h} |\nu_h|_{H^2(T)}^2 \lesssim h^{-1} \|\nu_h\|_{H^1(\Omega_h^U)}^2 \quad \text{for all } \nu_h \in U_h,
\]

and thus,

\[
A_h(\nu_h, \nu_h) \leq c \frac{\|\nu_h\|_{H^1(\Omega_h^U)}^2 + \rho \|\nu_h\|_{H^2(\Omega_h^U)}^2}{\|\nu_h\|_{L^2(\Omega_h^U)}^2} \leq c \frac{h^{-1} \|\nu_h\|_{H^1(\Omega_h^U)}^2}{\|\nu_h\|_{L^2(\Omega_h^U)}^2} \leq \nu_{A,2} h^{-3} \quad \text{for all } \nu_h \in U_h,
\]

with a suitable constant \( \nu_{A,2} \). Combination of these results yields the inequalities in (6.2). For the Schur complement matrix \( S = BA^{-1}B^T \) we have

\[
\begin{align*}
\langle S_M \lambda, \lambda \rangle = & \sup_{u \in U_h} \frac{\langle \lambda, A^{-\frac{1}{2}} B^T \lambda \rangle}{\|P_h^M \lambda\|^2_M} = \sup_{\bar{u} \in \mathbb{R}^n} \frac{\langle B\bar{u}, \lambda \rangle}{\|A^\frac{1}{2} \bar{u}\|^2 \|P_h^M \lambda\|^2_M} \\
= & \sup_{u \in U_h} \frac{b(u_h, \mu_h)^2}{\|u_h\|^2 \|\mu_h\|^2_M}, \quad \mu_h := P_h^M \lambda.
\end{align*}
\]  
(6.6)

Using the results in (4.5) and Corollary 4.3 we obtain the result in (6.4). We also have

\[
\begin{align*}
\langle S_M \lambda, \lambda \rangle = & \frac{\|\mu_h\|^2_M}{\|\mu_h\|^2_{L^2(\Omega_h^M)}}, \quad \mu_h := P_h^M \lambda.
\end{align*}
\]  
(6.7)
Using $h \lesssim \rho \lesssim h^{-1}$ and (4.7) we get
\[
h^{-1}||\mu_h||_{L^2(\Omega_h^\Gamma)}^2 \lesssim ||\mu_h||_{H^1(\Omega_h^\Gamma)}^2 \lesssim h^{-3}||\mu_h||_{L^2(\Omega_h^\Gamma)}^2 \quad \text{for all } \mu_h \in M_h.
\]
Using this we see that the result in (6.3) follows from (6.4).  

We introduce a block diagonal preconditioner
\[
Q := \begin{bmatrix} Q_A & 0 \\ 0 & Q_S \end{bmatrix}
\]
of $A$.

**Corollary 6.2.** The following estimate holds with some $c > 0$ independent of how $\Gamma$ cuts through the background mesh,
\[
\text{cond}(A) = ||A||||A^{-1}|| \leq ch^{-2}.
\]  

**Proof.** Take $Q_A := M_u$, $Q_S := M_\lambda$. Let $\xi$ be an eigenvalue of $Q^{-1}A$. We apply the result in Lemma 5.14 from [27] to derive from (6.2), (6.3):
\[
\xi \in \left[\nu_A,1 h^{-1}, \nu_A,2 h^{-3}\right] \cup \left[\frac{\nu_{A,1} + \sqrt{\nu_{A,1}^2 + 4\nu_{A,1}\nu_{S,1}}}{2h}, \frac{\nu_{A,2} + \sqrt{\nu_{A,2}^2 + 4\nu_{A,2}\nu_{S,2}}}{2h^3}\right]
\]
\[
\cup \left[\frac{\nu_{A,1} - \sqrt{\nu_{A,1}^2 + 4\nu_{A,1}\nu_{S,1}}}{2h}, \frac{\nu_{A,2} - \sqrt{\nu_{A,2}^2 + 4\nu_{A,2}\nu_{S,2}}}{2h^3}\right].
\]  

(6.9)

From this spectral estimate and the fact that $Q$ has a uniformly bounded condition number we conclude that (6.8) holds.  

Similar to (6.9) we also get from (6.4) the following result.

**Corollary 6.3.** Let $Q_A \sim A$ be a uniformly spectrally equivalent preconditioner of $A$ and $Q_S := S_M$. For the spectrum $\sigma(Q^{-1}A)$ of the preconditioned matrix we have
\[
\sigma(Q^{-1}A) \subset \left([C_-, c_-] \cup [c_+, C_+]\right),
\]
with some constants $C_- < c_- < 0 < c_+ < C_+$ independent of $h$ and the position of $\Gamma$.

Note that the optimal Schur complement preconditioner $S_M$ is easy to implement since the terms occurring in $S_M$ are essentially the same as in the bilinear form $b(\cdot, \cdot)$. Furthermore, for $\rho \sim h$ we have the spectral equivalence
\[
S_M \sim h^{-1}M_\lambda,
\]  

(6.10)

which follows from (4.7). Hence, systems with the matrix $S_M$ are then easy to solve.

**7. Numerical experiments.** In this section we present results of a few numerical experiments. We first consider the vector-Laplace problem (2.2) on the unit sphere. We use a standard trace-FEM approach in the sense that the exact surface is approximated by a piecewise planar one. Due to this geometric error ($\text{dist}(\Gamma_h, \Gamma) \lesssim h^2$)
the discretization accuracy is limited to second order and therefore we consider the discretization (3.2) with piecewise linears both for the velocity and the Lagrange multiplier. Higher order surface approximations with the technique introduced in [11] will be treated in a forthcoming paper. To be able to use a higher order finite element space, and in particular the pair \((V^2_h)^3-V^1_h\) for velocity and Lagrange multiplier (which is LBB stable, cf. Corollary 4.5), we also consider an example in which the surface is a bounded plane which is not aligned with the coordinate axes. For both cases we present results for discretization errors and their dependence on the stabilization parameter \(\rho\). For the problem on the unit sphere we also illustrate the behavior of a preconditioned MINRES solver.

7.1. Vector-Laplace problem on the unit sphere. For \(\Gamma\) we take the unit sphere, characterized as the zero level of the level set function \(\phi(x) = \|x\|_2 - 1\), where \(\|\cdot\|_2\) denotes the Euclidean norm on \(\mathbb{R}^3\). We consider the vector-Laplace problem (2.10) with the prescribed solution \(u^* = P(-x_3^2, x_2, x_1)^T \in V_T\). The induced tangential right hand-side is denoted by \(f\) and we use the saddle point formulation (2.13) with \(g_N = 0\). The sphere is embedded in an outer domain \(\Omega = [-5/3, 5/3]^3\). The triangulation \(\mathcal{T}_h\) of \(\Omega\) consists of \(n_3^\ell\) sub-cubes, where each of the sub-cubes is further refined into 6 tetrahedra. Here \(\ell \in \mathbb{N}\) denotes the level of refinement yielding a mesh size \(h_\ell = \frac{10}{3^\ell}\) with \(n_\ell = 2^{2\ell + 1}\).

On the outer mesh \(\mathcal{T}_h^\Gamma\) we define the nodal interpolation operators \(I_k : C(\Omega_h^\Gamma) \rightarrow V_h^k\). For the TraceFEM, instead of the exact surface \(\Gamma\), we consider an approximated surface \(\Gamma_h = \{x \in \Omega_h^\Gamma : (I_1 \phi)(x) = 0\}\), consisting of triangular planar patches. This induces a geometry error with \(\text{dist}(\Gamma, \Gamma_h) \lesssim h^2\). The normals \(n\) are approximated by \(n_h := \frac{\nabla \phi_h}{\|\nabla \phi_h\|_2}\), where \(\phi_h\) is the piecewise quadratic interpolant \(\phi_h := I_2(\phi)\). For the pair of TraceFE spaces \(((V_h^k)^3, V_h^l)\) in the saddle point formulation (3.2), with \(\Gamma\) replaced by \(\Gamma_h\), we use piecewise linear finite elements, i.e., \(k = l = 1\), and we first choose \(\rho = \tilde{\rho} = h\) for the stabilization parameters. The numerical solution on refinement level \(\ell = 4\) is illustrated in Figure 7.1. The very shape irregular surface triangulation \(\Gamma_h\) is illustrated in Figure 7.2.

Fig. 7.1: Numerical solution on the sphere for \(k = l = 1\), \(\rho = \tilde{\rho} = h\) and refinement level \(\ell = 4\).

Fig. 7.2: Detail of the surface triangulation \(\Gamma_h\) of the sphere for refinement level \(\ell = 4\).
Figure 7.3 shows different norms of the errors for different refinement levels $\ell$.

Optimal convergence orders are achieved for $\| u^* - u_h \|_U$ and $\| u^* - Pu_h \|_{L^2(\Gamma_h)}$, cf. the theoretical results in Theorems 4.6 and 5.1 (note that in the theoretical analysis we do not treat geometric errors). For $\| \lambda - \lambda_h \|_M$ we observe a convergence order of about 1.5, which is better than the theoretical result for $\| \lambda - \lambda_h \|_M$. For the normal component of $u_h$ we observe $\| u_h \cdot n_h \|_{L^2(\Gamma_h)} \sim h^2$, i.e., a faster convergence as predicted by the bound (5.5). From further experiments (results are not shown) it follows that the same convergence orders are obtained for the choice $\rho = \tilde{\rho} = 1$, but then the errors are slightly increased.

The experiments are repeated for a different choice of the stabilization parameters, taking the other limit case $\rho = \tilde{\rho} = 1/h$. The convergence results are presented in Figure 7.4.

Compared to Figure 7.3, the reported errors are all larger, especially those for $\| \lambda - \lambda_h \|_M$ and $\| u_h \cdot n_h \|_{L^2(\Gamma_h)}$, but the convergence orders still behave in an optimal way, as expected from the error analysis. Only first order convergence is achieved for $\| \lambda - \lambda_h \|_M$ compared to order 1.5 for the choice $\rho = \tilde{\rho} = h$. For $\| u_h \cdot n_h \|_{L^2(\Gamma_h)}$ the convergence order drops below 2.

As noted above, due to the geometry error we do not consider the higher order case $k > 1$ here.

Next we study the performance of the iterative solver and the preconditioners. To solve the linear saddle point system (6.1) a MINRES solver is applied using the block preconditioner $Q$ presented in Section 6. For the application of $\vec{u} = Q_{\lambda}^{-1} \vec{b}$, the system $A \vec{u} = \vec{b}$ is iteratively solved using a standard SSOR-preconditioned CG solver, with a tolerance such that the initial residual is reduced by a factor of $10^4$. The same strategy is used for the Schur complement, i.e., for the application of $\vec{v} = Q_S^{-1} \vec{c}$, the system $S_M \vec{v} = \vec{c}$ is iteratively solved using a standard SSOR-preconditioned CG solver, with a tolerance such that the initial residual is reduced by a factor of $10^4$. We note that these high tolerances are not optimal for the overall efficiency of the preconditioned MINRES solver, but are appropriate to demonstrate important
properties of the solver. Furthermore, in practice it is probably more efficient to replace the SSOR preconditioner for the A-block by a more efficient one, e.g., an ILU or a multigrid method. Iteration numbers used for the solution of the linear systems are reported in Tables 7.1 and 7.2. Here \(N\) denotes the number of MINRES iterations needed to reduce the residual by a factor of \(10^6\) (initial vector \(x_0 = 0\)). \(N_A\) and \(N_S\) denote average PCG iteration numbers (per MINRES iteration) needed to apply the preconditioners \(Q_A\) and \(Q_S\), respectively.

| level \(\ell\) | \(N_A\) | \(N_S\) | \(N\) |
|----------------|--------|--------|------|
| 1              | 8.2    | 6.7    | 45   |
| 2              | 17.4   | 7.0    | 29   |
| 3              | 35.4   | 7.3    | 29   |
| 4              | 69.0   | 8.4    | 28   |
| 5              | 138.6  | 9.1    | 28   |

| level \(\ell\) | \(N_A\) | \(N_S\) | \(N\) |
|----------------|--------|--------|------|
| 1              | 8.0    | 7.5    | 64   |
| 2              | 16.7   | 13.5   | 38   |
| 3              | 33.0   | 23.3   | 34   |
| 4              | 64.2   | 46.1   | 32   |
| 5              | 126.4  | 89.9   | 29   |

Table 7.1: Average PCG iteration numbers \((N_A, N_S)\) for application of \(Q_A^{-1}, Q_S^{-1}\), respectively, and MINRES iteration numbers \((N)\) for different refinement levels and \(\rho = \tilde{\rho} = h\).

We first discuss the case \(\rho = \tilde{\rho} = h\), cf. Table 7.1. The number of MINRES iterations does not grow if the refinement level \(\ell\) increases, illustrating the optimality of the block preconditioner, cf. Corollary 6.2. As expected, cf. (6.10), the numbers \(N_S\) are essentially independent of \(\ell\). The numbers \(N_A\) are doubled for each refinement and show a behavior very similar to the usual behavior of SSOR-CG applied to a standard 2D Poisson problem (discretized by linear finite elements). In this paper we do not study the topic of more efficient preconditioners for \(Q_A\).
For the case $\rho = \tilde{\rho} = 1/h$, cf. Table 7.2 the average iteration number $N_S$ of the Schur complement preconditioner shows a similar behavior as $N_A$, i.e., a doubling of the iteration numbers for each refinement step. These iteration numbers $N_S$ indicate $\text{cond}(S_M) \sim h^{-2}$. Note that for (6.10) to hold we used a scaling assumption $\rho = \tilde{\rho} = h$. We also observe that (slightly) more MINRES iterations $N$ are needed compared to the case $\rho = \tilde{\rho} = h$.

In view of the results for the discretization errors and the results for the iterative solver obtained in these numerical experiments the parameter choice $\rho = \tilde{\rho} = h$ is recommended.

7.2. Vector-Laplace problem on a planar surface. Let $G$ be the plane defined by zero level of the level set function $\phi(x) = -x_3 + 4x_1 - \frac{16}{3}$ and $\Omega \subset \mathbb{R}^3$ a bounded outer domain that is intersected by $G$. We take $\Gamma := G \cap \Omega$. We consider the vector-Laplace problem (2.2) with the prescribed solution

$$u^*(x) = \left(\frac{4}{17} \sin(\pi x_2) \sin(\pi x_3), \sin(\pi x_2) \sin(\pi x_3), \frac{16}{17} \sin(\pi x_2) \sin(\pi x_3)\right)^T \in V_T.$$ 

The induced tangential right hand-side is denoted by $f$ and we use the saddle point formulation (2.11) with $g = f$. The associated Lagrange multiplier is $\lambda = 0$. Concerning the choice of the outer domain $\Omega$ there is an issue concerning Dirichlet boundary conditions on $\partial \Omega\cap G = \partial G$. It turns out that we obtain significantly larger discretization errors if the parts of $\partial G$ that are intersected by $G$ are not perpendicular to $G$.

This effect is not understood, yet. Therefore in this experiment we choose $\Omega$ as the very shape irregular) surface triangulation is illustrated in Figure 7.6. The triangulation $T_{h_l}$ of $\Omega$ consists of $n_l^3$ sub-parallelepipeds, where each of the sub-parallelepipeds is further refined into 6 tetrahedra. Here $l \in \mathbb{N}$ denotes the level of refinement yielding a mesh size $h_l = \frac{4}{n_l}$ with $n_l = 2^{l+2}$. Note that for this specific example, the approximation of the surface $\Gamma$ and the normals $n$ is exact, i.e., $\Gamma_h = \Gamma$ and $n_h = n$.

The numerical solution on refinement level $l = 4$ is illustrated in Figure 7.5. The (very shape irregular) surface triangulation is illustrated in Figure 7.6.

Note that $\lambda = \lambda_h = 0$ due to $H = 0$, cf. (2.13), so in the following we only consider errors in $u_h$. In view of the recommendation at the end of the section above, we only present results with the stabilization parameter $\rho = \tilde{\rho} = h$. Figures 7.7 and 7.8 show the errors $\|u^* - u_h\|_U$ and $\|u^* - Pu_h\|_{L^2(\Gamma)}$ for the cases $k = l = 1$ and $k = 2, l = 1$, respectively. In both cases, optimal convergence orders $\|u^* - u_h\|_U \sim h^k$ and $\|u^* - Pu_h\|_{L^2(\Gamma)} \sim h^{k+1}$ are achieved. In this special planar setting we have $u_h \cdot n_h = 0$.
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