QUANTUM MULTIPLICATION THROUGH EQUIVARIANT SCHUBERT CALCULUS
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ABSTRACT. In this note, we rederive quantum Pieri’s formula and the rim hook algorithm in quantum Schubert calculus by studying multiplication in the equivariant cohomology ring of Grassmannians with respect to equivariant Schubert classes which are characteristic classes. We also extend this idea in studying equivariant quantum Schubert calculus, and obtain the equivariant quantum Giambelli’s and Pieri’s formulae in terms of characteristic classes, with the former formula shown to be free of quantum deformation.
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1. Introduction

Quantum Schubert calculus is the study of the quantum cohomology ring of Grassmannians which, apart from recording information of the classical intersection of Schubert varieties, also encodes their Gromov-Witten invariants via deformation of the algebra structure of the ordinary cohomology ring. Ever since the theoretical foundation of quantum cohomology was put on a firm footing (cf. [RT, KM]), there has been extensive work on the multiplication rules in quantum Schubert calculus. The quantum Pieri’s and Giambelli’s formulae were first obtained in [Ber] by analysing Grothendieck’s quot schemes. A different proof of these formulae by the observation that Gromov-Witten invariants of a Grassmannian can be realized as classical intersection numbers in a related Grassmannian was given in [Bu]. In [BCFP] quantum Pieri’s formula and the rim hook algorithm (which is used to simplify quantum Schubert classes) were proved by purely algebraic means via Siebert-Tian’s presentation (cf. [ST]) of the quantum cohomology ring. By incorporating...
torus actions on Grassmannians, one is led to the equivariant quantum cohomology ring (cf. [GK] and [K1]). Multiplication rules for this ring, in particular Pieri- and Giambelli-type formulae were proved in [M1] and [M2] by using the notions of span and kernel in [Bu] to establish the vanishing of some structure constants and introducing factorial Schur polynomials.

The aim of this note is to approach the multiplication in (equivariant) quantum Schubert calculus by way of equivariant cohomology algebraically. In the first part of the note, we recover quantum Pieri’s formula and the rim hook algorithm in slightly different forms. Here we work with equivariant Schubert classes which are characteristic classes instead of canonical Schubert classes (cohomology classes represented by the Borel homotopy quotients of Schubert varieties) which are more widely used in the literature on Schubert calculus. One advantage of characteristic classes is that they allow for a presentation of the equivariant cohomology ring which admits an easy-to-describe ring homomorphism to Siebert-Tian’s presentation of the quantum cohomology ring (see Lemma 3.3). Tantamount to forgetting part of the equivariant structure of the equivariant cohomology, this link between equivariant and quantum Schubert calculus is the key observation of the note, as it enables us to get quantum multiplication through equivariant multiplication which, with characteristic classes, can be carried out naturally using classical multiplication rules (Pieri, Giambelli, and Littlewood-Richardson) together with a simple algorithm (Proposition 2.8(1)) which simplifies equivariant Schubert classes. Along this line of thought, we prove the following version of quantum Pieri’s formula.

**Theorem 1.1** (Quantum Pieri’s formula). Consider the quantum product \( \sigma_\lambda \ast \sigma_{1^r} \) in \( QH^*(Gr(k, n), \mathbb{Z}) \), where \( \lambda \) is a Young diagram inside the \( k \times (n - k) \) rectangle and \( 1^r \) is the Young diagram of one column with \( r \) boxes, \( 1 \leq r \leq k \).

1. If \( \lambda_1 < n - k \), then \( \sigma_\lambda \ast \sigma_{1^r} \) does not have any quantum deformation, i.e.,
   \[
   \sigma_\lambda \ast \sigma_{1^r} = \sum_{\lambda' \in \lambda \oplus 1^r} \sigma_{\lambda'},
   \]
   where \( \lambda \oplus 1^r \) is the set of Young diagrams in the \( k \times (n - k) \) rectangle obtained by adding to \( \lambda \) \( r \) boxes, no two of which are in the same row.
2. If \( \lambda_1 = n - k \), then
   \[
   \sigma_\lambda \ast \sigma_{1^r} = \sum_{\lambda' \in \lambda \oplus 1^r} \sigma_{\lambda'} + q \sum_{\mu \in \lambda^- \ominus 1^{k-r}} \sigma_\mu,
   \]
   where \( \lambda^- \ominus 1^{k-r} \) is the set of Young diagrams obtained by removing one box from each of any \( k - r \) rows of the Young diagram \( \lambda^- := (\lambda_2, \lambda_3, \cdots, \lambda_k) \), which is \( \lambda \) with the top row deleted (here \( \lambda_i \) may be zero).

We shall point out that the description of the quantum deformation in Theorem 1.1 is equivalent to that in [BCFF] Proposition 4.2, but it is more specific about the number of boxes to be deleted from each of a given number of rows of \( \lambda \), while the algorithm prescribed in [BCFF] Proposition 4.2 indicates the minimum number of boxes to be deleted from each column of \( \lambda \). An application of the duality isomorphism of the quantum cohomology ring (Proposition 3.13 shown using the natural duality isomorphism of equivariant cohomology induced by the diffeomorphism between \( Gr(k, n) \) and \( Gr(n - k, n) \)) leads to the ‘row version’ of quantum Pieri’s formula (Corollary 3.16, which is equivalent to [BCFF] Equation (22)).

We also show a version of the rim hook algorithm (Theorem 3.18), which can be used to simplify within the quantum cohomology ring a Schubert class \( \sigma_\lambda \) with \( \lambda \) not covered by the \( k \times (n - k) \) rectangle to the one corresponding to a Young diagram within the rectangle. This algorithm is in fact the dual version of the one in [BCFF] Main Lemma.
In the second part of the note, we obtain multiplication rules in the equivariant quantum cohomology ring of Grassmannians in terms of characteristic classes, which are denoted by $\sigma_\lambda$ with $\lambda$ being a Young diagram, and defined in Definition 2.4. We compare the bases of characteristic classes and canonical Schubert classes and use Littlewood-Richardson rule for factorial Schur polynomials which represent canonical classes to show that in the equivariant quantum setting one has Giambelli’s formula without any equivariant or quantum deformation.

**Theorem 1.2** (Equivariant quantum Giambelli’s formula). In $QH_2^*(X, \mathbb{Z})$, we have, for $\lambda \subseteq k \times (n-k)$,
\[ \hat{\sigma}_\lambda = \det(\hat{\sigma}_{\lambda^T+j-i})_{1 \leq i,j \leq \ell(\lambda^T)} = \det(\hat{\sigma}_{\lambda_i+j-i})_{1 \leq i,j \leq \ell(\lambda)}. \]

We also deduce multiplication in the equivariant quantum cohomology ring through a ring homomorphism from the equivariant cohomology ring to the equivariant version of Siebert-Tian presentation for the equivariant quantum cohomology ring, extending aforementioned idea in the nonequivariant setting.

**Theorem 1.3.** Let $\lambda$ and $\mu$ be Young diagrams in the $k \times (n-k)$ rectangle, and $\tilde{f} : H_U^*(pt, \mathbb{Z}) \to H_U^*(pt, \mathbb{Z})[q]$ a ring homomorphism defined by $\tilde{f}(e_i) = e_i$ for $1 \leq i \leq n-1$ and $\tilde{f}(e_n) = e_n + (-1)^k q$. If $\hat{\sigma}_\lambda \cdot \hat{\sigma}_\mu = \sum_{\nu \subseteq k \times (n-k)} c^\nu_{\lambda \mu} \hat{\sigma}_\nu$ in $H_U^*(X, \mathbb{Z})$, then
\[ \hat{\sigma}_\lambda \star \hat{\sigma}_\mu = \sum_{\nu \subseteq k \times (n-k)} \tilde{c}^\nu_{\lambda \mu} \hat{\sigma}_\nu \]
in $QH_U^*(X, \mathbb{Z})$, where $\tilde{c}^\nu_{\lambda \mu} = \tilde{f}(c^\nu_{\lambda \mu})$.

**Theorem 1.4** (Equivariant quantum Pieri’s formula). Let $\lambda$ be a Young diagram with $\ell$ rows in the $k \times (n-k)$ rectangle. Then in $QH_U^*(Gr(k, n), \mathbb{Z})$,
\[
\hat{\sigma}_\lambda \star \hat{1} = \sum_{\lambda' \subseteq \lambda \oplus 1} \hat{\sigma}_{\lambda'} + \delta_{\lambda_1, n-k} \left( \sum_{j=0}^{\ell-2} (-1)^{\ell-j} \sum_{m=\lambda_{\ell-j-1}}^{\lambda_{\ell-j-1}+1} e_{n-k+\ell-m-j} \hat{\sigma}_{\lambda_{2-1}, \lambda_{3-1}, \ldots, \lambda_{\ell-1}, m, \lambda_{\ell-1}+1, \ldots, \lambda_{\ell}} - \sum_{m=\lambda_{2}}^{n-k} e_{n-k-m+1} \hat{\sigma}_{m, \lambda_{2}, \ldots, \lambda_{\ell}} + \delta_{k \ell q} \hat{\sigma}_{\lambda_{2}, \lambda_{3}, \ldots, \lambda_{\ell-1}} \right),
\]
where $\lambda \oplus 1$ is the set of Young diagrams in the $k \times (n-k)$ rectangle obtained by adding to $\lambda$ one box.

Note that there are no ‘mixed terms’ in the above equivariant quantum Pieri’s formula, i.e., terms that involve both the equivariant and quantum variables, as is the case for equivariant quantum Pieri’s formula in [M2] in terms of canonical Schubert classes.

We shall stress that, apart from the partially forgetful ring homomorphism from the equivariant cohomology to the equivariant quantum cohomology and the injective homomorphism from the equivariant cohomology to the equivariant quantum cohomology which are depicted in this note as purely algebraic results, our (re)derivations of quantum multiplication rules also crucially depend on the (equivariant) quantum Giambelli’s formula (cf. [Ber, M2]), which ultimately is built on some algebro-geometric arguments. It is natural to wonder whether these ring homomorphisms actually have any geometric connotation. In particular, we would like to see whether Gromov-Witten invariants can be interpreted as equivariant intersection of characteristic classes in a natural way, so that an alternative proof of (equivariant) quantum Giambelli’s formula through these ring homomorphisms. We will explore this problem elsewhere.
The organization of the note is as follows. In Section 2, equivariant characteristic classes of Grassmannians which lift ordinary Schubert classes are defined. A presentation for the equivariant cohomology ring with these characteristic classes is given, and an algorithm for multiplying and simplifying these classes is outlined with an example. In Section 3, after reviewing the basics of quantum Schubert calculus and showing the ring homomorphism from equivariant to quantum cohomology, we recover quantum Pieri’s formula (Theorem 1.1) and prove a version of rim hook algorithm. We illustrate the application of the latter to multiplying general quantum Schubert classes with examples from [BCFF] and contrast our computations with those in [BCFF]. Section 4 is devoted to the proofs of Theorems 1.2, 1.3 and 1.4. We illustrate these results with an example and the multiplication table for the equivariant quantum cohomology ring of $Gr(2,4)$.

Acknowledgements: The author would like to thank Kwokwai Chan for his hospitality during a visit to the Chinese University of Hong Kong when most of the work in this note was done.

2. Equivariant Schubert calculus via characteristic classes

Let $T := (S^1)^n$ be an $n$-dimensional torus. The $T$-equivariant cohomology coefficient ring $H^*_T(pt,Z)$ is isomorphic to the polynomial ring $\mathbb{Z}[t_1,t_2,\cdots,t_n]$. Let $c_i$ be the $i$-th elementary symmetric polynomials in $t_1,\cdots,t_n$. Let $T$ act on $\mathbb{C}^n$ by coordinatewise multiplication, and $X$ the Grassmannian $Gr(k,n)$. The $T$-action on $\mathbb{C}^n$ induces a natural $T$-action on $X$, which is well-known to be equivariantly formal, i.e., the equivariant cohomology $H^*_T(X,Z)$ is isomorphic, as a $H^*_T(pt,Z)$-module, to $H^*_T(pt,Z) \otimes H^*(X,Z)$ (cf. [GKM]). In the literature on equivariant Schubert calculus, a module basis for $H^*_T(X,Z)$ is often chosen to be the so-called canonical Schubert classes (cf. [KT], [Mi]), which are defined as the Poincaré duals of the homotopy quotients of Schubert varieties determined by the standard flag of $\mathbb{C}^n$. However, in earlier papers on equivariant quantum cohomology of Grassmannians (cf. [GR], [K1]), equivariant Chern classes of tautological bundles are taken as the $H^*_T(pt,Z)$-algebra generators. In this section, we will describe a module basis consisting of characteristic classes which lift equivariantly the ordinary Schubert classes.

Let $S$ be the tautological bundle of $X$ and $Q := \mathbb{C}^n/S$, the quotient bundle. They are all $T$-equivariant.

**Definition 2.1.** Let $\tilde{\sigma}_r$ be $c^T_r(Q)$, the $r$-th equivariant Chern class of $Q$, and $\tilde{\sigma}_r$ be $c^T_r(S^*)$, the $r$-th equivariant Chern class of $S^*$.

In fact $\tilde{\sigma}_r$ is an equivariant lift of the ordinary Schubert class $\sigma_r$ corresponding to the row Young diagram with $r$ boxes, while $\tilde{\sigma}_r$ is an equivariant lift of the ordinary Schubert class corresponding to the column Young diagram with $r$ boxes. It should be noted that $\tilde{\sigma}_1$ and $\tilde{\sigma}_1$ are not the same, though both lifts $\sigma_1$: taking the first equivariant Chern classes of vector bundles in the short exact sequence

$$0 \rightarrow S \rightarrow \mathbb{C}^n \rightarrow Q \rightarrow 0$$

gives

$$c^T_1(S) + c^T_1(Q) = c^T_1(\mathbb{C}^n)$$

$$-c^T_1(S^*) + \sigma_1 = \sum_{i=1}^n t_i$$

$\tilde{\sigma}_1 = \tilde{\sigma}_1 - e_1$.

(1)

In general, the Whitney product formula $c^T(S)c^T(Q) = c^T(\mathbb{C}^n) = 1 + \sum_{i=1}^n e_i$ gives the following
Proposition 2.2. \( \tilde{\sigma}_1 r = \det(\tilde{\sigma}_{1+j-i} - \delta_{r,j} e_{1+j-i})_{1 \leq i, j \leq r} \) (here we take the convention that \( \tilde{\sigma}_r = 0 \) if \( r > n - k \) or \( r < 0 \), and \( \tilde{\sigma}_0 = 1 \)).

Proof. We shall prove by induction on \( r \), and assume that the formula is true for \( k \leq r - 1 \). The base case \( k = 1 \) is already proved above. By the Whitney product formula, we have

\[
(1 - (\tilde{\sigma}_1 - e_1) + c_{r}^T(S^*) + \cdots + (1)^k c_{k}^T(S^*))((1 + \tilde{\sigma}_1 + \cdots + \tilde{\sigma}_{n-k}) = 1 + e_1 + \cdots + e_n
\]

\[
(1 - (\tilde{\sigma}_1 - e_1) + \tilde{\sigma}_2 + \cdots + (1)^k \tilde{\sigma}_k)(1 + \tilde{\sigma}_1 + \cdots + \tilde{\sigma}_{n-k}) = 1 + e_1 + \cdots + e_n
\]

Comparing the degree 2 \( \tilde{\sigma}_r \) terms of both sides, we have

\[
\tilde{\sigma}_r - (\tilde{\sigma}_1 - e_1)\tilde{\sigma}_{r-1} + \tilde{\sigma}_{1}^2\tilde{\sigma}_{r-2} + \cdots + (1)^{r-1}\tilde{\sigma}_{1}\tilde{\sigma}_{r-i} + \cdots + (-1)^{r}\tilde{\sigma}_1 = e_r
\]

\[
(-1)^{r+1}(\tilde{\sigma}_r - e_r) + (1)^{r+1}(\tilde{\sigma}_1 - e_1)\tilde{\sigma}_{r-1} + \cdots + (1)^{r+1+i}\tilde{\sigma}_{1}\tilde{\sigma}_{r-i} + \cdots + (-1)^{2r}\tilde{\sigma}_{1}\tilde{\sigma}_1 = \tilde{\sigma}_{1r}
\]

By the inductive hypothesis, the left-hand side of the last equation is the cofactor expansion of the matrix \((\tilde{\sigma}_{1+j-i} - \delta_{r,j} e_{1+j-i})_{1 \leq i, j \leq r}\) along the first row. This completes the inductive step. \( \square \)

Remark 2.3. Proposition 2.2 can be viewed as an equivariant extension of the Giambelli formula for \( \sigma_1 r \) in terms of the special Schubert classes.

Using the equivariant Schubert classes \( \tilde{\sigma}_{1r} \), one can define equivariant lifts of general Schubert classes as characteristic classes of vector bundles constructed out of \( S^* \). Let \( \lambda \) be a Young diagram and \( \ell(\lambda) \) the number of rows of \( \lambda \).

Definition 2.4. (1) Let \( \hat{\sigma}_r = \det(\tilde{\sigma}_{1+j-i})_{1 \leq i, j \leq r} \) (here we take the convention that \( \hat{\sigma}_r = 0 \) if \( r > k \) or \( r < 0 \), and \( \hat{\sigma}_r = 1 \) if \( r = 0 \)).

(2) For a general Young diagram \( \lambda \) (not necessarily contained in the \( k \times (n - k) \) rectangle), let \( \hat{\sigma}_{\lambda} = \det(\tilde{\sigma}_{\lambda_{1+j-i}})_{1 \leq i, j \leq \ell(\lambda)} \), where \( \ell(\lambda) \) is the number of rows of \( \lambda \).

The definition of \( \hat{\sigma}_{\lambda} \) is just Giambelli’s formula in terms of the special equivariant Schubert classes \( \tilde{\sigma}_r \).

Remark 2.5. Since \( \tilde{\sigma}_{1r} = \det(\tilde{\sigma}_{1+j-i})_{1 \leq i, j \leq r} \), we may regard \( \tilde{\sigma}_r \) as the \( r \)-th completely symmetric polynomial and \( \tilde{\sigma}_{1r} \) the \( r \)-th elementary symmetric polynomial. By \( \hat{\sigma}_{\lambda} = \det(\tilde{\sigma}_{\lambda_{1+j-i}})_{1 \leq i, j \leq \ell(\lambda)} \) and the two Giambelli’s formulae for the Schur polynomial \( s_{\lambda} \) (cf. [FH, Appendix A, Equations (A5) and (A6)]), we have that \( \hat{\sigma}_{\lambda} = \det \left( \tilde{\sigma}_{\lambda_{1+j-i}} \right)_{1 \leq i, j \leq \ell(\lambda^T)} \). We also have \( \hat{\sigma}_{1r} = \hat{\sigma}_{1r} \). In particular, \( \tilde{\sigma}_{11} = \tilde{\sigma}_1 \)

Corollary 2.6. \( \hat{\sigma}_{\lambda} = \det(\tilde{\sigma}_{\lambda_{1+j-i}})_{1 \leq i, j \leq \ell(\lambda)} = 0 \) if \( \ell(\lambda) > k \).

Proof. By Remark 2.5, \( \hat{\sigma}_{\lambda} = \det \left( \tilde{\sigma}_{\lambda_{1+j-i}} \right)_{1 \leq i, j \leq \ell(\lambda^T)} \). Note that \( \lambda^T = \ell(\lambda) > k \). Thus all entries \( \tilde{\sigma}_{1\lambda_{T+j-i}} \) in the first row of the matrix are 0, and the result follows. \( \square \)

Remark 2.7. Let \( S_{\lambda} \) be the Schur functor corresponding to the Young diagram \( \lambda \) which is applied to a vector bundle (cf. [FH §6.1]). By the (equivariant) splitting principle, we may assume that \( S^* \) is the direct sum of equivariant line bundles \( \bigoplus_{i=1}^{k} L_i \). Then

\[
S_{\lambda}(S^*) = \bigoplus_{T \in SSYT(\lambda, k)} \bigotimes_{i \in T} L_i
\]
where SSYT(\(\lambda, k\)) is the set of semi-standard Young tableaux in the shape of \(\lambda\) with labels 1, 2, \(\cdots\), \(k\). For example, \(S_1(S^* ) = \bigwedge^r S^*\) and \(S_r(S^* ) = \text{Sym}^r S^*\). Let \(c^T_{S*}(S^* ) := \sum_{T \in \text{SSYT}(\lambda, k)} c^T_{1}(L_i)\), which is \(s_\lambda(c^T(L_1), \cdots, c^T(L_k))\), where \(s_\lambda\) is the Schur polynomial associated to \(\lambda\). If \(\lambda\) is a Young diagram inside the \(k \times (n - k)\) rectangle, then it can be shown that \(c^T_{S*}(S^* ) = \bar{\sigma}_\lambda\). In fact Corollary 2.6 also follows from this observation because \(S_\lambda(S^* )\) is the zero vector bundle for \(C(\lambda) > k\).

**Proposition 2.8.** (1) \(\bar{\sigma}_r = \sum_{i=0}^{r} e_i \bar{\sigma}_{r-i}\). Here \(\bar{\sigma}_r = 0\) if \(r > n - k\) and \(e_r = 0\) if \(r > n\).

(2)

\[
H^*_T(X, \mathbb{Z}) \cong \mathbb{Z}[\bar{\sigma}_1, \bar{\sigma}_2, \cdots, \bar{\sigma}_{n-k}, \bar{\sigma}_{12}, \cdots, \bar{\sigma}_{1k}, t_1, \cdots, t_n]
\]

\[
\cong \mathbb{Z}[\bar{\sigma}_1, \bar{\sigma}_2, \cdots, \bar{\sigma}_{n-k}, t_1, \cdots, t_n]
\]

(\(Y_{k+1}, Y_{k+2}, \cdots, Y_{n}\)) (where \(Y_r = \text{det}(\bar{\sigma}_{1+j-i} - \delta_{e}1_{j+i})_{1 \leq i, j \leq r}\))

(\(Y_{k+1}, Y_{k+2}, \cdots, Y_{n}\)) (where \(Y_r = \text{det}(\bar{\sigma}_{1+j-i})_{1 \leq i, j \leq r} = \bar{Y}_r\))

**Proof.** (1) We prove by induction. The base case \(\bar{\sigma}_1 = \hat{\sigma}_1 + e_1\) holds by Remark 2.6 and Equation (1). Assume that the equation \(\bar{\sigma}_j = \sum_{i=0}^{j} e_i \bar{\sigma}_{j-i}\) holds for \(1 \leq j \leq r - 1\). Using Definition 2.1, we write out Giambelli’s formula for \(\bar{\sigma}_1\),

\[
\bar{\sigma}_1 = \begin{vmatrix}
\bar{\sigma}_1 & \bar{\sigma}_2 & \cdots & \bar{\sigma}_{r-1} & \bar{\sigma}_r \\
1 & \bar{\sigma}_1 & \cdots & \bar{\sigma}_{r-2} & \bar{\sigma}_{r-1} \\
0 & 0 & \cdots & \bar{\sigma}_1 & \bar{\sigma}_2 \\
0 & 0 & \cdots & 1 & \bar{\sigma}_1 
\end{vmatrix}
\]

and apply the following row operations in the indicated order.

(a) To the \((r-1)\)-st row, add \(e_1 \cdot r\)-th row.

(b) To the \((r-2)\)-nd row, add \(e_2 \cdot r\)-th row + \(e_1 \cdot (r-1)\)-st row.

(c) In general, to the \((r-j)\)-th row, add \(\sum_{i=0}^{j-1} e_{j-i} \cdot (r-i)\)-th row.

After applying the above row operations for \(j\) ranging from 1 to \(r - 1\), and using the inductive hypothesis, we end up with the determinant

\[
\bar{\sigma}_1 \bar{\sigma}_2 \cdots \bar{\sigma}_{r-1} \bar{\sigma}_r \sum_{j=1}^{r} e_{r-j} \bar{\sigma}_j \\
1 \bar{\sigma}_1 \cdots \bar{\sigma}_{r-2} \bar{\sigma}_{r-1} - e_{r-1} \\
0 \bar{\sigma}_1 \cdots \bar{\sigma}_2 - e_2 \\
0 \bar{\sigma}_1 \cdots 1 \bar{\sigma}_1 - e_1
\]
By Remark 2.3 and Proposition 2.2, the class $\tilde{\sigma}_1 \cdot \sigma$, is also the determinant
\[
\begin{vmatrix}
\tilde{\sigma}_1 & \tilde{\sigma}_2 & \cdots & \tilde{\sigma}_{r-1} & \tilde{\sigma}_r - e_r \\
1 & \tilde{\sigma}_1 & \cdots & \tilde{\sigma}_{r-2} & \tilde{\sigma}_{r-1} - e_{r-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \tilde{\sigma}_1 & \tilde{\sigma}_2 - e_2 \\
0 & 0 & \cdots & 1 & \tilde{\sigma}_1 - e_1 \\
\end{vmatrix}
\]

Taking the difference between these two determinants gives
\[
\begin{vmatrix}
0 & 0 & \cdots & 0 & \tilde{\sigma}_r - e_r - \sum_{j=1}^r e_{r-j} \tilde{\sigma}_j \\
1 & \tilde{\sigma}_1 & \cdots & \tilde{\sigma}_{r-2} & \tilde{\sigma}_{r-1} - e_{r-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \tilde{\sigma}_1 & \tilde{\sigma}_2 - e_2 \\
0 & 0 & \cdots & 1 & \tilde{\sigma}_1 - e_1 \\
\end{vmatrix}
= 0.
\]

Applying the cofactor expansion along the first row immediately yields $\tilde{\sigma}_r - e_r - \sum_{j=1}^r e_{r-j} \tilde{\sigma}_j = 0$, which completes the inductive step.

(2) It is known that the ordinary cohomology ring of $X$ is generated by the special Schubert classes and classes corresponding to a single column. In particular the ring is isomorphic to
\[
\mathbb{Z}[\sigma_1, \sigma_2, \cdots, \sigma_{n-\nu}, \sigma_1^2, \cdots, \sigma_{\nu}^2]
\]
\[
\frac{((1 - \sigma_1 + \cdots + (-1)^i \sigma_1 + \cdots + (-1)^k \sigma_1)(1 + \sigma_1 + \cdots + \sigma_{n-k}) - 1)}{(1 - \sigma_1 + \cdots + (-1)^i \sigma_1 + \cdots + (-1)^k \sigma_1)(1 + \sigma_1 + \cdots + \sigma_{n-k})}
\]

(cf. [BT] Proposition 23.2). By the equivariant formality of the $T$-action on $X$, the equivariant cohomology ring $H^*_T(X, \mathbb{Z})$ is a $H^*_T(pt, \mathbb{Z})$-algebra generated by the equivariant lifts $\tilde{\sigma}_1, \tilde{\sigma}_2, \cdots, \tilde{\sigma}_{n-\nu}, \tilde{\sigma}_1^2, \cdots, \tilde{\sigma}_{\nu}^2$, with the relation $c^T(S)c^T(Q) = c^T(\sum c_i) = 1 + \sum_{i=1}^n e_i$ which lifts the generator of the relation ideal of the above ring. That shows the first isomorphism. The second isomorphism follows by noting that $\tilde{\sigma}_1^2, \cdots, \tilde{\sigma}_{\nu}^2$ and the generator of the relation ideal can be expressed in terms of the special Schubert classes $\tilde{\sigma}_i$, $1 \leq i \leq n - \nu$ by Proposition 2.2. One can instead use $\{\tilde{\sigma}_i\}_{i=1}^{n-k}$ as generators since by (1) of this Proposition, $\{\tilde{\sigma}_i\}_{i=1}^{n-k}$ and $\{\tilde{\sigma}_i\}_{i=1}^{n-k}$ can be expressed in terms of each other. Rewriting the generators of the relation ideal, which are basically $\tilde{\sigma}_1 (= \tilde{\sigma}_1)$, $k + 1 \leq i \leq n$, in terms of $\{\tilde{\sigma}_i\}_{i=1}^{n-k}$, we get the last isomorphism.

\[\square\]

Because of the way the equivariant Schubert classes $\tilde{\sigma}_\lambda$ is defined, we can compute the product $\tilde{\sigma}_\lambda \cdot \tilde{\sigma}_\mu$ as if they were ordinary Schubert classes of $\text{Gr}(k, \infty)$ (we may just restrict our attention to those terms in the product with Young diagrams occupying less than or equal to $k$ rows because of Corollary 2.0 using the Littlewood-Richardson rule, Pieri’s formula and Giambelli’s formula, and use Proposition 2.5(1) to reduce the product to a linear combination of those classes $\tilde{\sigma}_\nu$, where $\nu$ is contained in the $k \times (n-k)$ rectangle.

Example 2.9. Let $X = \text{Gr}(2, 5)$. To compute $\tilde{\sigma}_{2,1} \cdot \tilde{\sigma}_2$, we first apply Pieri’s rule to the product as if the equivariant Schubert classes were ordinary ones for $\text{Gr}(2, \infty)$ and get $\tilde{\sigma}_{4,1} + \tilde{\sigma}_{3,2}$. We rewrite $\tilde{\sigma}_{4,1}$ as $\tilde{\sigma}_4 \cdot \tilde{\sigma}_1 - \tilde{\sigma}_5$ by Giambelli’s formula. By Proposition 2.8(1) and Pieri’s formula, we can further rewrite $\tilde{\sigma}_4 \cdot \tilde{\sigma}_1 - \tilde{\sigma}_5$ as
\[
\begin{align*}
(-e_4 - e_3 \tilde{\sigma}_1 - e_2 \tilde{\sigma}_2 - e_1 \tilde{\sigma}_3) \cdot \tilde{\sigma}_1 + e_5 + e_4 \tilde{\sigma}_1 + e_3 \tilde{\sigma}_2 + e_2 \tilde{\sigma}_3 + e_1 \tilde{\sigma}_4 \\
= -e_4 \tilde{\sigma}_1 - e_3 (\tilde{\sigma}_2 + \tilde{\sigma}_3) - e_2 (\tilde{\sigma}_3 + \tilde{\sigma}_2, 1) - e_1 (\tilde{\sigma}_4 + \tilde{\sigma}_3, 1) + e_5 + e_4 \tilde{\sigma}_1 + e_3 \tilde{\sigma}_2 + e_2 \tilde{\sigma}_3 + e_1 \tilde{\sigma}_4 \\
= e_5 - e_3 \tilde{\sigma}_1 - e_2 (\tilde{\sigma}_2, 1) - e_1 \tilde{\sigma}_3, 1.
\end{align*}
\]
So we have
\[ \tilde{\sigma}_{2,1} \cdot \tilde{\sigma}_2 = \tilde{\sigma}_{3,2} - e_1 \tilde{\sigma}_{3,1} - e_2 \tilde{\sigma}_{2,1} - e_3 \tilde{\sigma}_{1,2} + e_5. \]

**Theorem 2.10** (Equivariant Pieri's formula). Let \( \lambda \) be a Young diagram with \( \ell \) rows in the \( k \times (n-k) \) rectangle. Then
\[
\tilde{\sigma}_\lambda \cdot \tilde{\sigma}_1 = \sum_{\lambda' \in \lambda \oplus 1} \tilde{\sigma}_{\lambda'} + \delta_{\lambda_1,n-k} \left( \sum_{j=0}^{\ell-2} \sum_{m=\lambda_{j+1}}^{\lambda_{j+1}} e_{n-k-\ell-m} \tilde{\sigma}_{\lambda_{j+1},1,\lambda_3-1,\cdots,\lambda_{\ell-j-1},m,\lambda_{\ell-j+1},\cdots,\lambda_\ell} \right)
\]
where \( \lambda \oplus 1 \) is the set of Young diagrams in the \( k \times (n-k) \) rectangle obtained by adding to \( \lambda \) one box.

**Proof.** By the classical Pieri’s formula, \( \tilde{\sigma}_\lambda \cdot \tilde{\sigma}_1 = \sum_{\lambda' \in \lambda \oplus 1} \tilde{\sigma}_{\lambda'} \) if \( \lambda' < n-k \), and \( \tilde{\sigma}_\lambda \cdot \tilde{\sigma}_1 = \sum_{\lambda' \in \lambda \oplus 1} \tilde{\sigma}_{\lambda'} + \tilde{\sigma}_{n-k+1,\lambda_2,\cdots,\lambda_\ell} \) if \( \lambda_1 = n-k+1 \). By Giambelli’s formula, and Proposition 2.8, \( \tilde{\sigma}_{n-k+1,\lambda_2,\cdots,\lambda_\ell} = \frac{\tilde{\sigma}_{n-k+1} \tilde{\sigma}_{n-k+2} \cdots \tilde{\sigma}_{n-k+\ell}}{\tilde{\sigma}_{n-k+1} \tilde{\sigma}_{n-k+2} \cdots \tilde{\sigma}_{n-k+\ell}} \) and \( \tilde{\sigma}_{n-k+1} \tilde{\sigma}_{n-k+2} \cdots \tilde{\sigma}_{n-k+\ell} = \sum_{j=0}^{\ell-1} e_{n-k+\ell-j} \tilde{\sigma}_j \).

Rewriting the last sum as a sum over \( j \) where \( \ell - j \) is the row to which the first row vector \( (\tilde{\sigma}_{p-\ell+1}, \tilde{\sigma}_{p-\ell+2}, \cdots, \tilde{\sigma}_{p}) \) (here \( \tilde{\sigma}_i = 0 \) if \( i < 0 \)) is moved by row operation so that the subscripts of the diagonal entries of the new matrix is in descending order down the row, and applying Giambelli’s formula, we get the second term of the RHS of the equivariant Pieri’s formula.

As is the case for classical Schubert calculus, there is also a duality isomorphism between the equivariant cohomology rings of \( X \) and \( X' := \text{Gr}(n-k,n) \). Let
\[
\text{inv} : X' \to X
\]
\[
[V] \mapsto [V^\perp],
\]
where the perp is taken with respect to the standard Hermitian inner product of \( \mathbb{C}^n \).

**Definition 2.11.** Define \( \sigma'_i \) := det(\( \bar{\sigma}_{i+j-1} \))\(_{1 \leq i,j \leq r} \), and for a general Young diagram \( \lambda \) (not necessarily contained in the \( k \times (n-k) \) rectangle),
\[
\sigma^*_\lambda := \text{det} \left( \sigma'_1 \right)_{1 \leq i,j \leq \ell(\lambda^T)},
\]
where \( \lambda^T \) is the conjugate Young diagram of \( \lambda \).
Proposition 2.12. The map \( \text{inv} \) induces an isomorphism of equivariant cohomology rings
\[ \text{inv}^*: H^*_T(X, \mathbb{Z}) \to H^*_T(X', \mathbb{Z}) \]
and \( \text{inv}^*(\widehat{\sigma}_\lambda) = \sigma'_\lambda T \), \( \text{inv}^*(t_i) = t_i \) for \( 1 \leq i \leq n \).

Proof. The map \( \text{inv} \) is a \( T \)-equivariant diffeomorphism and so the induced map is an isomorphism of equivariant cohomology rings. Note that \( \text{inv}^* S^* = Q' \), where \( Q' \) is the universal quotient bundle of \( X' \). It follows that
\[ \text{inv}^* \sigma^*_1 = \text{inv}^* e^{\text{T}_r}(S^*) = c^*_r(Q') = \sigma'_r \]
\[ \text{inv}^* \sigma_r = \text{inv}^* \det(\widehat{\sigma}_{1+j-1})_{1 \leq i, j \leq r} = \det(\sigma'_{1+j-1})_{1 \leq i, j \leq r} = \sigma'_r \]
\[ \text{inv}^* \sigma^*_\lambda = \text{inv}^* \det(\widehat{\sigma}_{\lambda_{1+j-1}})_{1 \leq i, j \leq \ell(\lambda)} = \det(\sigma'_{\lambda_{1+j-1}})_{1 \leq i, j \leq \ell(\lambda)} = \sigma'_{\lambda T} \]
\[ \square \]

Remark 2.13. Proposition 2.12 allows one to get the dual version of previous results.

1. Applying \( \text{inv}^* \) to the algebra presentation of \( H^*_T(X, \mathbb{Z}) \) in Proposition 2.8 gives
\[ H^*_T(X', \mathbb{Z}) \cong \frac{\mathbb{Z}[\sigma'_1, \sigma'_{12}, \ldots, \sigma'_{n-k}, t_1, \ldots, t_n]}{(Y'_{k+1}, \ldots, Y'_{n})}, \]
where \( Y'_r = \det(\sigma'_{i+j-1})_{1 \leq i, j \leq r} \). This suggests that we can use the column equivariant Schubert classes \( \sigma'_{1r} \) as generators to present \( H^*_T(X, \mathbb{Z}) \) as
\[ \frac{\mathbb{Z}[\sigma'_1, \sigma'_{12}, \ldots, \sigma'_{n}, t_1, \ldots, t_n]}{(Y'_n-k+1, \ldots, Y'_n)}. \]

2. \( \sigma'_\lambda = c^{\text{T}_r}_{\lambda_{1+\cdots+j}}(Q) \). If \( \sigma'_\lambda \in H^*_T(X, \mathbb{Z}) \) and \( \ell(\lambda T) > n - k \), then \( \sigma'_\lambda = 0 \).

3. We have \( \sigma'_{1r} = \sum_{i=0}^{r} e_i \sigma'_{r-i} \).

4. To compute \( \sigma'_\lambda \cdot \sigma'_\mu \) in \( H^*_T(X, \mathbb{Z}) \), we can multiply the equivariant Schubert classes as if they were ordinary ones and use (2), (3) and equivariant Giambelli’s formula to simplify the product to a linear combination of \( \sigma'_\nu \) where \( \nu \) is contained in the \( k \times (n-k) \) rectangle.

3. Quantum Schubert calculus and derivation of quantum multiplication rules

3.1. Algebra presentation of quantum cohomology ring. The (small) quantum cohomology ring \( \text{QH}^*(X, \mathbb{Z}) \) is the cohomology ring \( H^*(X, \mathbb{Z}) \) deformed by the parameter \( q \) which records the ‘quantum’ intersection number of Schubert varieties (aka Gromov-Witten invariants). More
precisely, \( QH^*(X, Z) \) is a \( \mathbb{Z}[q] \)-algebra isomorphic to \( \mathbb{Z}[q] \otimes \mathbb{Z} H^*(X, Z) \) as a module over \( \mathbb{Z}[q] \), with \( q \) of degree \( n \) and \( \sigma_\lambda \) of degree \( |\lambda| \), and its ring structure is defined by the quantum product

\[
\sigma_\lambda \ast \sigma_\mu = \sum_{\nu, d \geq 0} \langle \sigma_\lambda, \sigma_\mu, \sigma_\nu^\vee \rangle_d \sigma_\nu q^d.
\]

Here \( \nu^\vee \) is the Young diagram complement to \( \nu \) in the \( k \times (n-k) \) rectangle, and \( \langle \sigma_\lambda, \sigma_\mu, \sigma_\nu^\vee \rangle_d \) is the Gromov-Witten invariant counting the number of degree \( d \) rational maps \( p \) from \( \mathbb{P}^1 \) to \( X \) such that \( p(\mathbb{P}^1) \) intersects transversally Schubert varieties \( X_\lambda, X_\mu \) and \( X_\nu^\vee \) at \( p(0), p(1) \) and \( p(\infty) \) respectively. The quantum cohomology ring admits a compact presentation which is similar to that for equivariant cohomology in Proposition 2.5.2.

**Theorem 3.1** ([W ST]). \( QH^*(X, Z) \cong \mathbb{Z}[\sigma_1, \sigma_2, \ldots, \sigma_{n-k}, q] \langle Y_{k+1}, Y_{k+2}, \ldots, Y_{n-1}, Y_n + (-1)^{n-k} q \rangle \) (here \( Y_r = \text{det}(\sigma_{1+j-i})_{1 \leq i, j \leq r} \)), and we take the convention that \( \sigma_r = 0 \) for \( r > n-k \).

Siebert and Tian showed in [ST] that the quantum cohomology ring of a Fano manifold (of which a Grassmannian is an example) can be obtained in a canonical way from the algebra presentation of its ordinary cohomology ring: if \( X_1, \ldots, X_N \) are generators and \( f_1, \ldots, f_k \) relations of the ordinary cohomology ring, then the quantum cohomology ring can be described using the same set of generators, and the relations are got by evaluating \( f_1, \ldots, f_k \) in the quantum cohomology ring. With this result, the derivation of the algebra presentation in Theorem 3.1 is reduced to the computation of the single quantum product

\[
\sigma_{n-k} \ast \sigma_1^k, \]

which was obtained earlier by Witten (cf. [W]) and is associated to the evaluation of \( Y_n \) in the quantum cohomology ring and attributed to the last equation in the relation ideal.

We will recover some previously known quantum multiplication rules (quantum Pieri’s formula [Ber], and the rim hook algorithm [BCFF, Main Lemma]) in slightly different forms. The inputs of the proof are results of equivariant Schubert calculus in the previous section, Theorem 3.1 and quantum Giambelli’s formula (cf. [Ber]), which says that any general Schubert class \( \sigma_\lambda \in QH^*(X, Z) \) for \( \lambda \) contained in the \( k \times (n-k) \) rectangle can be expressed in terms of special Schubert classes by the ordinary Giambelli’s formula, without any quantum deformation.

**Remark 3.2.** In [Ber], Bertram obtained quantum Pieri’s and Giambelli’s formulae by analysing Grothendieck’s quotient schemes, without appealing to Theorem 3.1 and the theorem of associativity of quantum multiplication in general (cf. [RT]), the latter of which is highly nontrivial and foundational in quantum cohomology theory. In fact, both the quantum cohomology ring structure and the associativity theorem for Grassmannians can be deduced from quantum Pieri and Giambelli (cf. [Ber, Final remarks]). We shall point out that our proof implicitly makes use of the associativity theorem, which is already assumed by Theorem 3.1.

### 3.2. Linking equivariant and quantum cohomology.

In this section, we will work with instead the different but related equivariant cohomology ring \( H^*_U(n) (X, Z) \), where the \( U(n) \)-action on \( X \) is induced by its standard action on \( \mathbb{C}^n \). As the \( U(n) \)-action restricts to the action by the maximal torus \( T \), \( H^*_U(n) (X, Z) \) can be realized as the injective image of the restriction map \( H^*_T(X, Z) \to H^*_U(n) (X, Z) \), which more precisely is the subring of \( H^*_T(X, Z) \) invariant under the Weyl group action. So

\[
H^*_U(n) (X, Z) \cong \mathbb{Z}[\hat{\sigma}_1, \hat{\sigma}_2, \ldots, \hat{\sigma}_{n-k}, e_1, \ldots, e_n] \langle Y_{k+1}, Y_{k+2}, \ldots, Y_n \rangle.
\]

The following is the key lemma which links the equivariant and quantum cohomology of \( X \).
Lemma 3.3. The map 

\[ f : H^*_{U(n)}(X, \mathbb{Z}) \to QH^*(X, \mathbb{Z}) \]

which sends 

1. \( e_1, \ldots, e_{n-1} \) to 0, 
2. \( e_n \) to \((-1)^k q\), and 
3. \( \tilde{\sigma}_i \) to \( \sigma_i \), \( 1 \leq i \leq n-k \),

defines a ring homomorphism.

Proof. Now that \( f \) is defined by the images of the algebra generators of \( H^*_{U(n)}(X, \mathbb{Z}) \), it suffices to show that \( f \) takes each of \( \hat{Y}_r \), \( k+1 \leq \ell \leq n \) to the relation ideal of \( QH^*(X, \mathbb{Z}) \). Note that for \( n-k < r < n \),

\[
\begin{align*}
  f(\hat{\sigma}_r) &= f\left(\hat{\sigma}_r - \sum_{i=1}^{r} e_i \hat{\sigma}_{r-i}\right) \quad \text{(by Proposition 2.8(1))} \\
  &= 0 \quad (\hat{\sigma}_r = 0) \\
  f(\hat{\sigma}_n) &= f\left(\hat{\sigma}_n - \sum_{i=1}^{n} e_i \hat{\sigma}_{n-i}\right) \\
  &= f(-e_n) \\
  &= (-1)^{k+1} q.
\end{align*}
\]

Thus for \( k+1 \leq r < n \), 

\[
\begin{align*}
  \tilde{\sigma}_r = Y_r, \quad \text{and} \\
  \tilde{\sigma}_n &= 0
\end{align*}
\]

Thus for \( k+1 \leq r < n \), 

\[
\begin{align*}
  f(\hat{Y}_r) &= Y_r, \quad \text{and} \\
  f(\hat{Y}_n) &= \left| \begin{array}{cccccccc}
    \sigma_1 & \sigma_2 & \ldots & \sigma_{n-k} & 0 & \ldots & 0 & (-1)^{k+1} q \\
    1 & \sigma_1 & \ldots & \sigma_{n-k-1} & \sigma_{n-k} & \ldots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \ldots & 0 & 0 & \ldots & 1 & \sigma_1 \\
  \end{array} \right| \\
  &= \left| \begin{array}{cccccccc}
    \sigma_1 & \sigma_2 & \ldots & \sigma_{n-k} & 0 & \ldots & 0 & 0 \\
    1 & \sigma_1 & \ldots & \sigma_{n-k-1} & \sigma_{n-k} & \ldots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \ldots & 0 & 0 & \ldots & 1 & \sigma_1 \\
  \end{array} \right|
  \end{align*}
\]

Remark 3.4. In general, if \( r = \ell n + p \), \( 0 \leq p < n \), we can similarly get \( f(\hat{\sigma}_r) = (-1)^{\ell(k+1)} q' \sigma_p \).

The ring homomorphism \( f \) can be seen as a ‘partially forgetful map’, forgetting part of the equivariant structure by ignoring the equivariant variables except the top universal Chern class \( e_n \). Thus it is expected that \( f \) sends a general equivariant Schubert class \( \tilde{\sigma}_\lambda \) to a possibly nontrivial quantum deformation of the ordinary Schubert class \( \sigma_\lambda \). It turns out that there is no quantum deformation due to quantum Giambelli’s formula.

Proposition 3.5. For \( \lambda \) contained in the \( k \times (n-k) \) rectangle, \( f(\hat{\sigma}_\lambda) = \sigma_\lambda \).
\textbf{Proof.} Simply note that
\[
f(\tilde{\sigma}_\lambda) = f(\det(\tilde{\sigma}_{\lambda,j-i})_{1 \leq i,j \leq \ell(\lambda)})
= \det(f(\tilde{\sigma}_{\lambda,j-i}))_{1 \leq i,j \leq \ell(\lambda)}
= \det(\sigma_{\lambda,j-i})_{1 \leq i,j \leq \ell(\lambda)}
= \sigma_\lambda \text{ (by quantum Giambelli's formula).}
\]

\textbf{Definition 3.6.} For a general Young diagram \(\lambda\) not necessarily contained in the \(k \times (n - k)\) rectangle, define \(\sigma_\lambda := f(\tilde{\sigma}_\lambda)\), i.e., \(\sigma_\lambda = \det(f(\tilde{\sigma}_{\lambda,j-i})_{1 \leq i,j \leq \ell(\lambda)})\).

\textbf{Remark 3.7.} When \(n - k < r < n\), then \(\sigma_r = 0\). More generally, by Remark 3.4 we have \(\sigma_r = (-1)^{\ell(k+1)} q^r \sigma_p\). By Corollary 2.6 \(\sigma_\lambda = 0\) if \(\ell(\lambda) > k\).

\textbf{Caveat:} It should be noted that the convention indicated in Remark 3.7 is different from the one used in Theorem 3.1 i.e., \(\sigma_r = 0\) for \(r > n - k\). The relation \(Y_n + (-1)^{n-k} q\), when expressed using the convention in Remark 3.7 becomes \(\det(\sigma_{i-j-i})_{1 \leq i,j \leq n}\). In the remainder of this paper we will adopt the convention in Remark 3.7.

With Lemma 3.3, Proposition 3.5 and Remark 3.4 one can compute quantum products through equivariant cohomology.

\textbf{Corollary 3.8.} (1) Let \(\tilde{\sigma}_{\lambda,\mu}\) and \(\sigma_{\lambda,\mu}\) be equivariant and quantum Littlewood-Richardson coefficients respectively. Then
\[
f(\tilde{\sigma}_{\lambda,\mu}) = \sigma_{\lambda,\mu}.
\]

(2) To compute \(\sigma_\lambda \ast \sigma_\mu\), we can multiply the Schubert classes as if they were ordinary ones for \(\Gr(k, \infty)\), and then apply quantum Giambelli’s formula and Remark 3.4 to simplify the product to a linear combination of \(\sigma_\nu\) where \(\nu\) is contained inside the \(k \times (n - k)\) rectangle.

\textbf{Example 3.9.} From Example 2.9 we have, for \(X = \Gr(2,5)\), the quantum product \(\sigma_1 \ast \sigma_2 = \sigma_3 + q\) after applying \(f\) to the equivariant product. Equivalently, we can multiply \(\sigma_1 \ast \sigma_2\) as if they were Schubert classes of \(\Gr(2, \infty)\). Then we get \(\sigma_2 \ast \sigma_2 = \sigma_4 + \sigma_{3,2}\). We apply quantum Giambelli’s formula to rewrite the first term:
\[
\sigma_{4,1} = \begin{vmatrix}
\sigma_4 & \sigma_5 \\
1 & \sigma_1
\end{vmatrix}
= \begin{vmatrix}
0 & (-1)^{2+1} q \\
1 & \sigma_1
\end{vmatrix}
= q.
\]

Now we arrive at the same result.

The quantum contribution in \(\sigma_\lambda \ast \sigma_\mu\) all comes from those Schubert classes corresponding to Young diagrams \(\nu\) with \(\ell(\nu) \leq k\) and \(\nu_1 > n - k\). This observation leads to

\textbf{Proposition 3.10.} If the sum of numbers of columns of \(\lambda\) and \(\mu\) does not exceed \(n - k\), then there is no quantum deformation in the product \(\sigma_\lambda \ast \sigma_\mu\).

\textbf{Proof.} By Littlewood-Richardson rule, the number of columns of the Young diagram of any Schubert class appearing in the classical product \(\sigma_\lambda \cdot \sigma_\mu \in H^*(\Gr(k, \infty), \mathbb{Z})\) does not exceed the sum of numbers of columns of \(\lambda\) and \(\mu\), which is assumed to not exceed \(n - k\). Thus there is no quantum deformation in the product \(\sigma_\lambda \ast \sigma_\mu\). \qed
3.3. Duality.

**Proposition 3.11.** The map \( f : H^*_T(X, \mathbb{Z}) \to \text{QH}^*(X, \mathbb{Z}) \) satisfies \( f(\sigma'_\lambda) = \sigma_\lambda \) for \( \lambda \) contained in the \( k \times (n-k) \) rectangle.

**Proof.** By Proposition 2.8(1) and the definition of \( f \), we have, for \( r \leq n-1 \),

\[
 f(\tilde{\sigma}_r) = f(\tilde{\sigma}_r) = \sigma_r.
\]

Then under the same condition for \( r \),

\[
 f(\sigma'_{1+r}) = \det(f(\tilde{\sigma}_{1+i-j})|_{1 \leq i, j \leq r}) = \det(\sigma_{1+i-j})|_{1 \leq i, j \leq r} = \sigma_1.
\]

If \( \lambda \) is contained in the \( k \times (n-k) \) rectangle, \( \lambda^T_i + j - i \leq n-1 \) for \( 1 \leq i, j \leq \ell(\lambda^T) \). It follows that

\[
 f(\sigma'_{TL}) = \det(f(\sigma'_{\lambda^T_i+j-1}))|_{1 \leq i, j \leq \ell(\lambda^T)} = \det(\sigma_{\lambda^T_i+j-1})|_{1 \leq i, j \leq \ell(\lambda^T)},
\]

which is the same as the other Giambelli’s formula \( \det(\sigma_{\lambda^T_i+j-1})|_{1 \leq i, j \leq \ell(\lambda)} \) for \( \sigma_\lambda \) (cf. [FH, Appendix A, Equations (A.5) and (A.6)]).

**Remark 3.12.** If the condition that \( \lambda \) is contained in the \( k \times (n-k) \) rectangle is removed, then \( f(\sigma'_\lambda) \) may not be \( \sigma_\lambda \). For example, \( \sigma_1^n = 0 \) while \( f(\sigma'_1) = (-1)^{n-k-1}q \).

There is a duality isomorphism between the quantum cohomology ring \( \text{QH}^*(X, \mathbb{Z}) \) and \( \text{QH}^*(X', \mathbb{Z}) \) (cf. [BCFF, Proposition 4.1]), similar to the equivariant version (Proposition 2.12). We give below an alternative proof of the duality isomorphism by means of the equivariant duality.

**Proposition 3.13.** ([BCFF Proposition 4.1]). The group isomorphism

\[
 \text{qinv} : \text{QH}^*(X, \mathbb{Z}) \to \text{QH}^*(X', \mathbb{Z})
\]

determined by \( \text{qinv}(\sigma_\lambda) = \sigma_{\lambda^T} \) for \( \lambda \) contained in the \( k \times (n-k) \) rectangle and \( \text{qinv}(q) = q \) is a ring isomorphism.

**Proof.** Applying \( \text{inv}^* \) to \( \tilde{\sigma}_\lambda \tilde{\sigma}_\mu = \sum_{\nu \leq k \times (n-k)} c^\nu_{\lambda \mu} \tilde{\sigma}_\nu \) gives \( \sigma'_{\lambda^T} \sigma'_{\mu^T} = \sum_{\nu \leq k \times (n-k)} c^\nu_{\lambda \mu} \sigma'_{\nu^T} \) by Proposition 2.12. Applying \( f \) to these two equations yields

\[
 (2) \quad \sigma_\lambda \ast \sigma_\mu = \sum_{\nu \leq k \times (n-k)} c^\nu_{\lambda \mu} \sigma_\nu,
\]

\[
 (3) \quad \sigma_{\lambda^T} \ast \sigma_{\mu^T} = \sum_{\nu \leq k \times (n-k)} c^\nu_{\lambda \mu} \sigma_{\nu^T},
\]

by Proposition 3.11. The map \( \text{qinv} \) takes Equation (2) to (3) and is indeed a ring isomorphism. □

Proposition 3.13 enables us to dualize some previous results. For example, dualizing Proposition 3.11 recovers the following

**Proposition 3.14.** ([Bu Lemma 3]). If the sum \( \ell(\lambda) + \ell(\mu) \) does not exceed \( k \), then there is no quantum deformation in the product \( \sigma_\lambda \ast \sigma_\mu \).
3.4. Quantum multiplication rules revisited.

Proof of Theorem 1.1
(1) This follows from Proposition 3.10.
(2) By the classical Pieri’s formula,

\[ \sigma_\lambda^* \sigma_1 = \sum_{\lambda_i = \lambda_i \lor \lambda_i + 1, 1 \leq i \leq k} \sum_{|\lambda'| = |\lambda| + r} \sigma_{\lambda'} \cdot \]

The quantum contribution comes from the sum

\[ \sum_{\lambda_i = n-k+1} \sum_{\lambda_i = \lambda_i \lor \lambda_i + 1, 1 \leq i \leq k} \sum_{|\lambda'| = |\lambda| + r-1} \sigma_{\lambda'} \cdot \]

By quantum Giambelli’s formula, for those \( \lambda' \) appearing in the above sum,

\[ \sigma_{\lambda'} = \begin{vmatrix} \sigma_{n-k+1} & \sigma_{n-k+2} & \cdots & \sigma_{n-1} & \sigma_n \\ \sigma_{\lambda'_1} - 1 & \sigma_{\lambda'_2} & \cdots & \sigma_{\lambda'_k + k - 3} & \sigma_{\lambda'_k + k - 2} \\ \vdots & \vdots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \sigma_{\lambda'_k - 1} \\ \sigma_{\lambda'_1 - 1} & \sigma_{\lambda'_2} & \cdots & \sigma_{\lambda'_k + k - 3} & \sigma_{\lambda'_k + k - 2} \\ \vdots & \vdots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \sigma_{\lambda'_k - 1} \end{vmatrix} \]

(by Remark 3.7)

\[ = q \sigma_{\lambda'_1 - 1, \ldots, \lambda'_k - 1} \]

(by cofactor expansion along the first row)

So the quantum contribution can be rewritten as

\[ q \sum_{\lambda_i = \lambda_i \lor \lambda_i + 1, 1 \leq i \leq k} \sum_{|\lambda'| = |\lambda| + r-1} \sigma_{\lambda'} \cdot \]

\[ = q \sum_{\mu = \lambda_{i+1} - 1} \sum_{|\mu| = |\lambda| - (k-r)} \sigma_{\mu} \cdot \]

which is what we desire.

\[ \square \]

Example 3.15. Let \( X = \text{Gr}(5, 10), \lambda = (5, 5, 4, 3, 3), r = 2 \). The quantum contribution of \( \sigma_\lambda^* \sigma_1^2 \), according to Theorem 1.1, is given by the Young diagrams below.
Together with the classical Pieri’s formula, we have \( \sigma_\lambda \ast \sigma_1 = \sigma_{5,5,5,4,3} + \sigma_{5,5,4,4,4} + q(\sigma_{4,3,3,2} + \sigma_{4,4,2,2} + \sigma_{5,3,2,2}) \).

By duality (Proposition 3.13), we have the following quantum Pieri’s rule for multiplying by a special Schubert class.

**Corollary 3.16.** Consider the quantum product \( \sigma_\lambda \ast \sigma_r \), where \( \lambda \) is inside the \( k \times (n-k) \) rectangle and \( 1 \leq r \leq n-k \).

1. If \( \ell(\lambda) < k \), then \( \sigma_\lambda \ast \sigma_r \) does not have any quantum deformation, i.e.,
   \[
   \sigma_\lambda \ast \sigma_r = \sum_{\lambda' \in \lambda \oplus r} \sigma_{\lambda'},
   \]
   where \( \lambda \oplus r \) is the set of Young diagrams in the \( k \times (n-k) \) rectangle obtained by adding to \( \lambda \) \( r \) boxes, no two of which are in the same column.
2. If \( \ell(\lambda) = k \), then
   \[
   \sigma_\lambda \ast \sigma_r = \sum_{\lambda' \in \lambda \oplus r} \sigma_{\lambda'} + q \sum_{\mu \in \lambda \ominus 1^k \ominus (n-k-r)} \sigma_{\mu},
   \]
   where \( \lambda \ominus 1^k \ominus (n-k-r) \) is the set of Young diagrams obtained by removing one box from each of any \( n-k-r \) columns of the Young diagram \( \lambda \ominus 1^k := (\lambda_1-1, \lambda_2-1, \cdots, \lambda_k-1) \).

**Remark 3.17.** The quantum part of the quantum Pieri’s formula in [BCFF, Proposition 4.2] for \( \sigma_\lambda \ast \sigma_r \) is described as a summation over the set of Young diagrams obtained by removing \( n-r \) boxes in the southeast boundary of \( \lambda \), at least one box from each column of \( \lambda \). In fact this description is equivalent to that in Theorem 1.1 because the set of these Young diagrams is in fact the same as \( \lambda \ominus 1^k \ominus r \); simply note that there is a bijection which associates any Young diagram \( \mu \) from \( \lambda \ominus 1^k \ominus r \) to the Young diagram \( \mu' \) obtained by removing from \( \lambda \) the \( k-r \) boxes \( \lambda \ominus \mu \) and then the bottom 1 box in each of the \( n-k \) columns. The Young diagram \( \mu' \) satisfies the description in [BCFF] and in fact the same as \( \mu \). Similarly we can see that the quantum Pieri’s formula for \( \sigma_\lambda \ast \sigma_r \) in Corollary 3.16 is equivalent to [BCFF, Equation (22)].

Finally we will present a version of rim hook algorithm inspired by the one in [BCFF]. An \( n \)-rim hook of a Young diagram \( \lambda \) is a sequence of \( n \) boxes starting with the rightmost box of a certain row and arranged along the southeast rim of \( \lambda \) in the leftward and downward direction, such that what remains after deleting these boxes is still a Young diagram. The following diagram illustrates an example of a 9-rim hook in the Young diagram \((6, 3, 3, 1)\).

\[
\begin{array}{cccccccccc}
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
  &   &   &   &   &   &   &   &   &   \\
\end{array}
\]

**Theorem 3.18 (Rim hook algorithm).** Let \( \lambda \) be a Young diagram with \( \ell(\lambda) \leq k \).

1. If \( \lambda \) has an \( n \)-rim hook, then
   \[
   \sigma_\lambda = (-1)^{k-w} q \sigma_{\lambda'},
   \]
   where \( w \) is the number of rows occupied by the rim hook and \( \lambda' \) is the Young diagram remaining after removing the rim hook from \( \lambda \).
2. If \( \lambda_1 > n-k \) and \( \lambda \) does not have an \( n \)-rim hook, then \( \sigma_\lambda = 0 \).
Proof. Suppose \( \lambda \) has an \( n \)-rim hook, which starts with the last box in the \( \ell_1 \)-th row and end with a box in the \( \ell_2 \)-th row. After deleting the \( n \)-rim hook, the remaining Young diagram \( \lambda' \) satisfies

\begin{enumerate}
\item \( \lambda_i' = \lambda_i \) for \( 1 \leq i \leq \ell_1 - 1 \) and \( i \geq \ell_2 + 1 \),
\item \( \lambda_{\ell_1}' = \lambda_{\ell_1} + 1 \) for \( \ell_1 \leq i \leq \ell_2 - 1 \),
\item \( \lambda_{\ell_2}' = \lambda_{\ell_1} + n + \ell_2 - \ell_1 \geq \lambda_{\ell_2} + 1 \).
\end{enumerate}

Consider the quantum Giambelli’s formula for \( \sigma_\lambda \). The \( i \)-th row of the relevant matrix is \( (\cdots, \sigma_{\lambda_i}, \cdots, \sigma_{\lambda_i + k-i}). \) The \( \ell_1 \)-th row \( (\cdots, \sigma_{\lambda_{\ell_1}}, \cdots, \sigma_{\lambda_{\ell_1} + k-\ell_1}). \) by Remark 3.7 is \( (-1)^{k+1}q(\cdots, \sigma_{\lambda_{\ell_1} - n}, \cdots, \sigma_{\lambda_{\ell_1} + k-\ell_1-n}). \) Moving this row to the \( \ell_2 \)-th row and shifting the \( (\ell_1 + 1) \)st, \( (\ell_1 + 2) \)nd, \( \cdots \), \( \ell_2 \)-th rows up by one row result in \( (-1)^{k+1}q \times \text{Giambelli’s formula for } \sigma_{\lambda'}. \) Overall we have

\[
\sigma_\lambda = (-1)^{k+1}q \cdot (-1)^{\ell_2 - \ell_1}q_{\lambda'} \\
\text{(the factor } (-1)^{\ell_2 - \ell_1} \text{ is the result of the cyclic permutation of the rows)} \\
\text{from the } \ell_1 \text{-th to the } \ell_2 \text{-th)} \\
= (-1)^{k-(\ell_2 - \ell_1 + 1)}q_{\sigma_\lambda'} \\
= (-1)^{k-w}q_{\sigma_\lambda'}.
\]

If \( \lambda_1 > n - k \) and \( \lambda \) does not have any \( n \)-rim hook, then there are two possibilities.

\begin{enumerate}
\item After deleting \( n \) boxes along the rim starting with the rightmost box in the first row, what remains is not a Young diagram. This amounts to the equation \( \lambda_{\ell_1} - n + \ell_2 - \ell_1 = \lambda_{\ell_2} + 1 - 1. \) Thus the \( \ell_1 \)-th row \( (-1)^{k+1}q(\cdots, \sigma_{\lambda_{\ell_1} - n}, \cdots, \sigma_{\lambda_{\ell_1} + k-\ell_1-n}). \) of the Giambelli matrix is a multiple of the \( (\ell_2 + 1) \)st row. It follows that \( \sigma_\lambda = 0. \)
\item There are not enough boxes along the rim, even we start with the rightmost box in the first row of \( \lambda. \) As the total number of boxes along the rim is \( \lambda_1 + \ell(\lambda) - 1 \), we have \( \lambda_1 + \ell(\lambda) - 1 < n. \) The first row of the Giambelli matrix for \( \sigma_\lambda \) is \( (\sigma_{\lambda_1}, \cdots, \sigma_{\lambda_1 + \ell(\lambda) - 1}). \) which is the zero row vector by Remark 3.7 So again \( \sigma_\lambda = 0. \)
\end{enumerate}

\[\Box\]

To compute the quantum Littlewood-Richardson coefficient \( c_{\lambda\mu}^{\pi} \) where \( |\lambda| + |\mu| = |\nu| + dn, \ d > 0 \), we may follow the procedure below which is based on Theorem 3.18 and inspired by the rim hook algorithm in [BCF]

\begin{enumerate}
\item Find the set \( \Pi \) of Young diagrams \( \pi \) satisfying
   \begin{enumerate}
   \item \( \ell(\pi) \leq k, \)
   \item \( \pi_1 - \lambda_1 \leq \mu_1, \)
   \item \( \lambda \subseteq \pi, \) and
   \item \( \pi \) is obtained by adjoining \( \nu \) with \( d \) \( n \)-rim hooks.
   \end{enumerate}
   Let the number of rows occupied by the \( d \) \( n \)-rim hooks be \( w_{\pi,1}, \cdots, w_{\pi,d}. \)
\item Find \( c_{\lambda\mu}^{\pi} \) using the classical Littlewood-Richardson rule. Note that Condition 1[b] in Step 1 just excludes the possibility that \( c_{\lambda\mu}^{\pi} = 0 \) due to the reverse lattice word condition applied to the first row of the skew Young tableau \( \pi \setminus \lambda. \)
\item The quantum Littlewood-Richardson coefficient \( c_{\lambda\mu}^{\pi} \) is the sum over \( \Pi \) of signed Littlewood-Richardson coefficient \( c_{\lambda\mu}^{\pi}, \) i.e.,
   \[
   c_{\lambda\mu}^{\pi} = q^d \left( \sum_{\pi \in \Pi} (-1)^{kd - \sum_{i=1}^{d} w_{\pi,i}} c_{\lambda\mu}^{\pi} \right).
   \]
\end{enumerate}
Remark 3.19. One may use the dual algebra presentation for the equivariant cohomology of Grassmannians in terms of the other set of characteristic classes $\sigma'_\lambda$ (see Definition 2.11 and their properties in Remark 2.13 to get the dual version of Theorem 3.18 which essentially is [BCFF] Main Lemma, and hence the rim hook rule loc. cit. The condition $\lambda_1 > n - k$ for the vanishing of $\sigma_\lambda$ in Theorem 3.18 is dual to the condition $\lambda_{k+1} > 0$ (i.e. $\lambda^T_k > k$) in [BCFF] Main Lemma (A)] for the vanishing of $\sigma_\lambda$. The assumption $\ell(\lambda) \leq k$ in Theorem 3.18 is put in place to exclude those $\sigma_\lambda$ with $\ell(\lambda) > k$, which are 0 by Remark 3.7. The condition $\lambda_1 > n - k$ (i.e. $\ell(\lambda^T) > n - k$) in [BCFF] Main Lemma (A)] for the vanishing of $\sigma_\lambda$. The number of rows $w$ occupied by a rim hook which appears in the formula in Theorem 3.18 is dual to the width of a rim hook in apparently the same formula in [BCFF, Main Lemma (B)].

Example 3.20. ([BCFF, Example 1]). Let $X = \text{Gr}(5, 10)$, $\lambda = (5, 4, 4, 2, 2)$, $\mu = (3, 2, 1)$, $\nu = (2, 1)$. Then $d = 2$, and $\Pi$ consists of only one Young diagram $\pi = (7, 7, 4, 3, 2)$. There is only one skew Young tableau in the shape $\pi \setminus \lambda$ satisfying the reverse lattice word condition, as shown below.

Thus $c_{\lambda \mu}^\pi = 1$ and $c_{\lambda \nu}^\pi = q^2 \cdot (-1)^{5+5-5} c_{\lambda \mu}^\pi = q^2$. The rim hook algorithm in [BCFF] produces three skew Young tableaux (instead of one as in our computation), two in the shape $(5, 5, 4, 3, 2, 2)$ with positive sign and one in the shape $(5, 4, 4, 3, 2, 2, 1)$ with negative sign. So these signed contributions add up to 1, which is consistent with our computation.

Example 3.21. ([BCFF, Example 2]). Let $\lambda = (3, 3, 2, 1)$, $\mu = (4, 3, 2, 1)$ and $\nu = (4, 2, 2, 1)$. If $X = \text{Gr}(4, 10)$. Then $\Pi$ is empty and so $c_{\lambda \mu}^\pi = 0$. The rim hook algorithm in [BCFF] produces 8 skew Young tableaux with positive sign and 8 skew Young tableaux with negative sign, resulting in the zero signed sum, in agreement with our analysis.

If $X = \text{Gr}(5, 10)$, then $\Pi$ consists of one Young diagram $\pi = (6, 5, 3, 3, 2)$. It turns out that $c_{\lambda \mu}^\pi = 6$, as there are 6 skew Young tableaux in the shape $\pi \setminus \lambda$ satisfying the reverse lattice word condition as below.
So $c'_{ij} = 6q$. The rim hook algorithm in [BCFR] involves 8 skew Young tableaux with positive sign and 2 skew Young tableaux with negative sign, yielding a signed sum of 6, in agreement with our result.

4. EQUIVARIANT QUANTUM SCHUBERT CALCULUS

In this section, we will obtain an algorithm for multiplication in the equivariant quantum cohomology ring of Grassmannians in terms of characteristic classes.

The equivariant quantum cohomology of flag manifolds (including Grassmannians as an example), which jointly generalizes their equivariant and quantum cohomology, was first defined and studied in [GK] and [Ki]. The latter paper gives an algebra presentation of the equivariant quantum cohomology ring using characteristic classes of universal quotient bundles of flag manifolds. Later in [Mi] and [Mi2], rules for multiplying canonical Schubert classes in the equivariant quantum cohomology of Grassmannians were presented in the form of Pieri- and Giambelli-type formulae and a recursive algorithm for general equivariant quantum Littlewood-Richardson coefficients based on the associativity of the multiplication. We will see how these previous results, together with those in Sections 2 and 3, enable us to deduce a multiplication rule for characteristic classes in the equivariant quantum cohomology ring.

Let us use $\sigma_\lambda$ to denote the canonical Schubert class corresponding to the Young diagram $\lambda$ in $QH^*_T(X,\mathbb{Z})$, which by definition is the Poincaré dual of the homotopy quotient $ET \times_T X_\lambda$ in $ET \times_T X$. Both $\{\sigma_\lambda\}_{\lambda \subseteq k \times (n-k)}$ and $\{\tilde{\sigma}_\lambda\}_{\lambda \subseteq k \times (n-k)}$ are $H^*_T(\text{pt},\mathbb{Z})[q]$-module bases for $QH^*_T(X,\mathbb{Z})$. Note that the equivariant formality of the $T$-action on $X$ implies injectivity of the restriction map $r^*: H^*_T(X,\mathbb{Z}) \to H^*_T(X^T,\mathbb{Z}) \cong H^*_T(\text{pt},\mathbb{Z})[q]^{k \times (n-k)}$. Let us adopt the following conventions from [KT]: we label the fixed points in $X^T$ by the set of 01-strings with $k$ 0’s and $n-k$ 1’s. To be more precise, the labeling is given by the following map.

$$\{01\text{-strings of type } (k, n-k) \} \to X^T,$$

$$b \mapsto V_b := \text{span}\{v_i | b_i = 0, 1 \leq i \leq k\},$$

where $\{v_i\}_{i=1}^n$ is the standard ordered basis of $\mathbb{C}^n$. One can further label a 01-string with a Young diagram in the $k \times (n-k)$ rectangle: a Young diagram $\lambda$ corresponds to the 01-string obtained by labeling each vertical segment and horizontal segment of the southeast boundary of $\lambda$ by 0 and 1 respectively, and reading the labels from the southwest corner to the northeast corner. Let $b(\lambda)$ be the 01-string associated with $\lambda$, and $\lambda(b)$ the Young diagram associated with $b$. With these labels, one can define the Bruhat order on $X^T$ and 01-strings. We say $V_b > V_c$ and $b > c$ if $\lambda(b)$ includes $\lambda(c)$ as a subdiagram. Let $\sigma$ be an equivariant cohomology class in $H^*_T(X,\mathbb{Z})$. Define $(r^*(\sigma))_\mu$ to be the restriction of $\sigma$ to the fixed point $V_{b(\mu)}$. We say $\sigma$ is supported above $\mu$ if $(r^*(\sigma))_{\mu'} \neq 0$ implies $\mu \subseteq \mu'$. There is a useful characterization of canonical Schubert classes (cf. [KT] Lemma 1) and the preceding discussions) in terms of their restriction to $X^T$: $\sigma_\lambda^{\text{can}}$ is the unique equivariant cohomology class satisfying

1. $\sigma_\lambda^{\text{can}}$ is supported above $\lambda$, i.e., $(r^*(\sigma_\lambda^{\text{can}}))_\mu = \text{restriction of } \sigma_\lambda^{\text{can}} = 0$ for any $\mu \subset \lambda$ or $\mu$ and $\lambda$ not comparable,
2. $(r^*(\sigma_\lambda^{\text{can}}))_\lambda = \prod_{1 \leq i < j \leq n, b(\lambda)_i = 1, b(\lambda)_j = 0} (t_i - t_j),$
3. $(r^*(\sigma_\lambda^{\text{can}}))_\mu$ is a homogeneous polynomial in $t_1, \cdots, t_n$ of degree $|\lambda|$, and
4. (the GKM condition) if $b(\mu_1)$ and $b(\mu_2)$ only differ in the $i$-th and $j$-th entries, then $(r^*(\sigma_\lambda^{\text{can}}))_{\mu_1} - (r^*(\sigma_\lambda^{\text{can}}))_{\mu_2}$ is divisible by $t_i - t_j$. 


Proposition 4.1. In $QH^*_T(X, \mathbb{Z})$, for $1 \leq r \leq k$,
\[ \bar{\sigma}_{1r} = \sum_{i=0}^{r} (-1)^{r-i}e_{r-i}(k-i)\sigma_{1}^{\text{can}}, \]
where $e_i(m)$ is the $i$-th elementary symmetric polynomial in the $m$ equivariant variables $t_1, \ldots, t_m$.

Proof. As the set of canonical Schubert classes is a $H^*_T(\text{pt}, \mathbb{Z})[q]$-module basis for $QH^*_T(X, \mathbb{Z})$, $\bar{\sigma}_{1r}$ can be expressed as a $H^*_T(\text{pt}, \mathbb{Z})[q]$-linear combination of canonical Schubert classes. This expression does not involve quantum deformation because the degree of $q$, which is $n$, is greater than that of $\bar{\sigma}_{1r}$, which is $r$.

Note that the injectivity of the restriction map $r^*$ implied by the equivariant formality of the $T$-action allows us to prove the desired equation at the level of the restriction of equivariant Schubert classes to fixed points. By the definition of $\bar{\sigma}_{1r}$ as $e_r(S^*)$, we have that
\[ (r^*(\bar{\sigma}_{1r}))(\mu) = (-1)^{r}e_r(t_{i_1}, t_{i_2}, \ldots, t_{i_k}) \]
where $b(\mu)_{i_j} = 0$ for $1 \leq j \leq k$ and $e_r(t_{i_1}, t_{i_2}, \ldots, t_{i_k})$ is the $r$-th elementary symmetric polynomial in $t_{i_1}, t_{i_2}, \ldots, t_{i_k}$. To prove that $\bar{\sigma}_{1r}$ is the linear combination of $\sigma_{1}^{\text{can}}$ for $0 \leq i \leq r$ given in the Proposition, we shall use the 'upper triangularity' of the canonical Schubert classes with respect to the Bruhat order of $X^T$ and follow the algorithm of expressing a general cohomology class as a linear combination of canonical Schubert classes as outlined in the proof of [KT, Proposition 1]: let $\sigma$ be an equivariant cohomology class which is supported above $\mu$. Then $(r^*(\sigma))(\mu) = \beta \cdot (r^*(\sigma_{\mu}^{\text{can}}))(\mu)$ for some $\beta \in H^*_T(\text{pt}, \mathbb{Z})$. Then $\sigma - \beta \cdot \sigma_{\mu}^{\text{can}}$ is supported above a certain Young diagram $\mu'$ which includes $\mu$. Repeat the same procedure to $\sigma - \beta \cdot \sigma_{\mu}^{\text{can}}$ until we get 0. We find the following useful in carrying out this algorithm to our problem at hand.

Claim 4.2. For $j \leq r - 1$,
\[ (r^* \left( \bar{\sigma}_{1r} - \sum_{i=0}^{j} (-1)^{r-i}e_{r-i}(k-i)\sigma_{1}^{\text{can}} \right))_{1^\ell} = \begin{cases} (-1)^{r-j-1}e_{r-j-1}(k-j-1) \prod_{p=1}^{j+1}(t_{k-j} - t_{k-j+p}) , & \text{if } \ell = j + 1, \\ 0 , & \text{if } \ell \leq j. \end{cases} \]

We shall prove by induction on $j$. The case $j = 0$ is easy and left to the reader. Assume that the claim is true for $j$. We shall show that
\[ (r^* \left( \bar{\sigma}_{1r} - \sum_{i=0}^{j+1} (-1)^{r-i}e_{r-i}(k-i)\sigma_{1}^{\text{can}} \right))_{1^\ell} = \begin{cases} (-1)^{r-j-2}e_{r-j-2}(k-j-2) \prod_{p=1}^{j+2}(t_{k-j-1} - t_{k-j-1+p}) , & \text{if } \ell = j + 2, \\ 0 , & \text{if } \ell \leq j + 1. \end{cases} \]

Note that for $\ell \leq j$,
\[ (r^* \left( \bar{\sigma}_{1r} - \sum_{i=0}^{j+1} (-1)^{r-i}e_{r-i}(k-i)\sigma_{1}^{\text{can}} \right))_{1^\ell} = \begin{cases} (-1)^{r-j-2}e_{r-j-2}(k-j) \prod_{p=1}^{j+2}(t_{k-j-1} - t_{k-j-1+p}) , & \text{if } \ell = j + 2, \\ 0 , & \text{if } \ell \leq j + 1. \end{cases} \]
we have

\[
\left( r^* \left( \tilde{\sigma}_1 - \sum_{i=0}^{j} (-1)^{r-i} e_{r-i}(k-i)\sigma_{1i}^{\text{can}} \right) \right)_{1^\ell} - \left( r^* \left( (-1)^{r-j-1} e_{r-j-1}(k-j-1)\sigma_{1j+1}^{\text{can}} \right) \right)_{1^\ell}
\]

= 0 - 0 (by induction hypothesis and (1) of characterization of canonical Schubert classes)

For \( \ell = j + 1 \),

\[
\left( r^* \left( \tilde{\sigma}_1 - \sum_{i=0}^{j+1} (-1)^{r-i} e_{r-i}(k-i)\sigma_{1i}^{\text{can}} \right) \right)_{1^{j+2}}
\]

= \((-1)^{r-j-1} e_{r-j-1}(k-j-1) \prod_{p=1}^{j+1} (t_{k-j} - t_{k-j+p}) \) (by induction hypothesis)

= \left( r^* \left( (-1)^{r-j-1} e_{r-j-1}(k-j-1)\sigma_{1j+1}^{\text{can}} \right) \right)_{1^{j+2}}

(by (2) of characterization of canonical Schubert classes).

So \left( r^* \left( \tilde{\sigma}_1 - \sum_{i=0}^{j+1} (-1)^{r-i} e_{r-i}(k-i)\sigma_{1i}^{\text{can}} \right) \right)_{1^\ell} = 0 \text{ for } \ell \leq j + 1. \text{ It remains to show that}

\[
\left( r^* \left( \tilde{\sigma}_1 - \sum_{i=0}^{j+1} (-1)^{r-i} e_{r-i}(k-i)\sigma_{1i}^{\text{can}} \right) \right)_{1^{j+2}}
\]

= \((-1)^{r-j-2} e_{r-j-2}(k-j-2) \prod_{p=1}^{j+2} (t_{k-j-1} - t_{k-j-1+p}) \).

Now we shall use the following observation: let \( \sigma \in H^*_T(X, \mathbb{Z}) \) be an equivariant Schubert class which is a characteristic class, or a canonical Schubert class, \( b_1 \) and \( b_2 \) two 01-strings which differ only in the \( i \)-th and the \( j \)-th entries. If \( (r^*(\sigma))_{\lambda(b_1)} \) involves the variable \( t_i \) or \( t_j \), then \( (r^*(\sigma))_{\lambda(b_2)} \) is \((r^*(\sigma))_{\lambda(b_1)} \) with \( t_i \) and \( t_j \) swapped. Note that the 01-strings associated with \( 1^{j+1} \) and \( 1^{j+2} \) differ only in the \((k-j-1)\)-st and the \((k-j)\)-th entries. Applying this observation to the following inductive hypothesis

\[
\left( r^* \left( \tilde{\sigma}_1 - \sum_{i=0}^{j+1} (-1)^{r-i} e_{r-i}(k-i)\sigma_{1i}^{\text{can}} \right) \right)_{1^{j+1}}
\]

= \((-1)^{r-j-1} e_{r-j-1}(k-j-1) \prod_{p=1}^{j+1} (t_{k-j} - t_{k-j+p}) \),

and bearing in mind that \( e_{r-i}(k-i) \) is invariant under the swapping of \( t_{k-j-1} \) and \( t_{k-j} \) for \( i \leq j \), we have

\[
\left( r^* \left( \tilde{\sigma}_1 - \sum_{i=0}^{j} (-1)^{r-i} e_{r-i}(k-i)\sigma_{1i}^{\text{can}} \right) \right)_{1^{j+2}}
\]

= \((-1)^{r-j-1} e_{r-j-1}(t_1, t_2, \ldots, t_{k-j-2}, t_{k-j}) \prod_{p=1}^{j+1} (t_{k-j-1} - t_{k-j+p}) \).

Applying the same observation again to

\[
(r^*((-1)^{r-j-1} e_{r-j-1}(k-j-1)\sigma_{1j+1}^{\text{can}}))_{1^{j+1}}
\]
\[
( -1 )^{r - j - 1} e_{r - j - 1}( k - j - 1 ) \prod_{p = 1}^{j + 1} ( t_{k - j - 1} - t_{k - j + p} )
\]

we have
\[
( r^* ( -1 )^{r - j - 1} e_{r - j - 1}( k - j - 1 ) \sigma_{1^j 1}^{\text{can}} )_{1^j + 2}
\]
\[
= ( -1 )^{r - j - 1} e_{r - j - 1}( k - j - 1 ) \prod_{p = 1}^{j + 1} ( t_{k - j - 1} - t_{k - j + p} )
\]

It follows that
\[
\left( r^* \left( \tilde{\sigma}_{1^r} - \sum_{i = 0}^{r - 1} ( -1 )^{r - i} e_{r - i}( k - i ) \sigma_{1^i}^{\text{can}} \right) \right)_{1^r + 2}
\]
\[
= ( -1 )^{r - j - 1} e_{r - j - 1}( t_1, t_2, \ldots, t_{k - j - 2}, t_{k - j} - e_{r - j - 1}( k - j - 1 ) ) \prod_{p = 1}^{j + 1} ( t_{k - j - 1} - t_{k - j + p} )
\]
\[
= ( -1 )^{r - j - 1} e_{r - j - 2}( k - j - 2 ) \prod_{p = 1}^{j + 1} ( t_{k - j - 1} - t_{k - j + p} )
\]
\[
= ( -1 )^{r - j - 2} e_{r - j - 2}( k - j - 2 ) \prod_{p = 1}^{j + 2} ( t_{k - j - 1} - t_{k - j + p} )
\]

We have established Claim 4.2. In particular, the case \( j = r - 1 \) says that \( \tilde{\sigma}_{1^r} - \sum_{i = 0}^{r - 1} ( -1 )^{r - i} e_{r - i}( k - i ) \sigma_{1^i}^{\text{can}} \) is supported above \( 1^r \), and
\[
\left( r^* \left( \tilde{\sigma}_{1^r} - \sum_{i = 0}^{r - 1} ( -1 )^{r - i} e_{r - i}( k - i ) \sigma_{1^i}^{\text{can}} \right) \right)_{1^r} = \prod_{p = 1}^{r} ( t_{k - r + 1} - t_{k - r + 1 + p} ) = ( r^* ( \sigma_{1^r}^{\text{can}} ) )_{1^r}
\]

Thus \( \tilde{\sigma}_{1^r} - \sum_{i = 0}^{r - 1} ( -1 )^{r - i} e_{r - i}( k - i ) \sigma_{1^i}^{\text{can}} = 0 \), for otherwise it would be supported above a certain \( \mu' \) which includes \( 1^r \) and so by the algorithm contain the term \( \beta \cdot \sigma_{\mu'}^{\text{can}} \) for some nonzero \( \beta \in H^*_T( pt, \mathbb{Z} ) \) in its expression as the linear combination of canonical Schubert classes, whose degree is greater than that of \( \tilde{\sigma}_{1^r} - \sum_{i = 0}^{r - 1} ( -1 )^{r - i} e_{r - i}( k - i ) \sigma_{1^i}^{\text{can}} \), a contradiction. This finishes the proof of the Proposition.

**Proposition 4.3.** Let \( \lambda \) and \( \mu \) be two Young diagrams satisfying \( \lambda_1 + \mu_1 \leq n - k \). Then in \( QH^*_T( X, \mathbb{Z} ) \), the product \( \sigma_{\lambda}^{\text{can}} \ast \sigma_{\mu}^{\text{can}} \) does not involve quantum deformation, and is a linear combination of classes \( \sigma_{\nu}^{\text{can}} \) where \( \nu_1 \leq \lambda_1 + \mu_1 \).

**Proof.** By Theorem [M2] Theorem 1.1(b)], the canonical Schubert classes \( \sigma_{\lambda}^{\text{can}} \) can be represented by factorial Schur polynomials \( \tilde{s}_\lambda \) (see [M2] §1.1 for definition), and \( QH^*_T( X, \mathbb{Z} ) \) is isomorphic to the ring
\[
\mathbb{Z}[\tilde{s}_1, \tilde{s}_2, \ldots, \tilde{s}_k, t_1, \ldots, t_n, q]
\]
\[
(H_n - k + 1, H_n - k + 2, \ldots, H_n + (-1)^k q)
\]
via the map which sends \( \tilde{s}_\lambda \) to \( \sigma_{\lambda}^{\text{can}} \) (here \( H_i \) is the factorial version of Giambelli’s formula for \( \tilde{s}_i \) in terms of factorial Schur polynomials corresponding to column Young diagrams). The factorial Schur polynomials also represent canonical Schubert classes in \( H^*_T( X, \mathbb{Z} ) \) which is isomorphic to
almost the same ring except that the last generator in the relation ideal does not have quantum deformation (cf. \[M2\] Corollary 5.1(b)):

\[
H^*_T(X, \mathbb{Z}) \cong \mathbb{Z}[\tilde{t}_1, \ldots, \tilde{t}_n] / (H_{n-k+1}, H_{n-k+2}, \ldots, H_{n}).
\]

By the factorial version of Littlewood-Richardson’s rule (cf. \[MS\]), \(\tilde{s}_\lambda \cdot \tilde{s}_\mu\) is a linear combination of \(\tilde{s}_\nu\) where \(\nu_1 \leq \lambda_1 + \nu_1\) with coefficients involving only the equivariant variables (quantum deformation only appears if the linear combination involves some \(\tilde{s}_\nu\) with \(\nu_1 > n - k\), which can be written as a linear combination of \(\tilde{s}_{\nu'}\) with all \(\nu' \subseteq k \times (n - k)\) with coefficients involving \(q\), by factorial Giambelli’s formula and the last generator \(H_n + (-1)^k q\) of the relation ideal of \(QH^*_T(X, \mathbb{Z})\). \(\square\)

**Proof of Theorem 1.3 (equivariant quantum Giambelli’s formula).** The equivariant Giambelli’s formula \(\tilde{\sigma}_\lambda = \det(\tilde{\sigma}_{\lambda, j+i})_{1 \leq i, j \leq \ell(\lambda^T)} = \det(\tilde{\sigma}_{\lambda_1+j-i})_{1 \leq i, j \leq \ell(\lambda)}\) holds in \(H^*_U(n)(X, \mathbb{Z})\) by Definition 2.4 and Remark 2.3. By Propositions 4.1 and 4.3, there is no quantum deformation in \(\det(\tilde{\sigma}_{\lambda, j+i})_{1 \leq i, j \leq \ell(\lambda^T)}\) and thus \(\tilde{\sigma}_\lambda = \det(\tilde{\sigma}_{\lambda, j+i})_{1 \leq i, j \leq \ell(\lambda^T)}\) still holds in \(QH^*_U(n)(X, \mathbb{Z})\). Thus \(\sigma^\text{can}_{\lambda} \cdot \sigma^\text{can}_{\mu} \in QH^*_T(X, \mathbb{Z})\) and \(\sigma^\text{can}_{\lambda} \cdot \sigma^\text{can}_{\mu} \in H^*_T(X, \mathbb{Z})\) are the same and both do not involve quantum deformation. \(\square\)

**Proposition 4.4.** The map

\[
\tilde{f} : H^*_U(n)(X, \mathbb{Z}) \to QH^*_U(n)(X, \mathbb{Z})
\]

which

1. acts as the identity on the generators \(\{\tilde{\sigma}_i | 1 \leq i \leq n - k\}\) and \(\{\tilde{e}_i | 1 \leq i \leq n - 1\}\), and
2. sends \(\tilde{e}_n\) to \(\tilde{e}_n + (-1)^k q\)

defines a ring homomorphism.

**Proof.** By Theorem 2 of \[K1\], we have

\[
QH^*_U(n)(X, \mathbb{Z}) \cong \mathbb{Z}[\tilde{\sigma}_1, \ldots, \tilde{\sigma}_{n-r}, \tilde{e}_1, \ldots, \tilde{e}_n] / (\tilde{Y}_{k+1}, \tilde{Y}_{k+2}, \ldots, \tilde{Y}_n + (-1)^{n-k} q).
\]

Comparing this with the presentation of \(H^*_U(n)(X, \mathbb{Z})\) at the beginning of Section 3.2 which has the same set of generators, one can see that \(\tilde{f}\) maps the relation ideal of \(H^*_U(n)(X, \mathbb{Z})\) to that of \(QH^*_U(n)(X, \mathbb{Z})\). Thus \(\tilde{f}\) indeed defines a ring homomorphism from \(H^*_U(n)(X, \mathbb{Z})\) to \(QH^*_U(n)(X, \mathbb{Z})\). \(\square\)

**Proof of Theorem 1.4** By Theorem 1.2 and Proposition 4.4, \(\tilde{f}(\tilde{\sigma}_\lambda) = \tilde{\sigma}_\lambda\) for any \(\lambda \subseteq k \times (n - k)\). The Theorem then immediately follows from Proposition 1.3. \(\square\)

**Proof of Theorem 1.5** This follows from Theorem 2.10 and Theorem 1.3. \(\square\)

**Remark 4.5.** Like the equivariant quantum Pieri’s formula in \[M1\] in terms of canonical Schubert classes, ours also do not have any ‘mixed’ term, i.e. the term which contains both quantum and equivariant variables.

**Example 4.6.** Let \(X = \text{Gr}(2, 4)\). To compute the equivariant quantum product \(\tilde{\sigma}_{22} \ast \tilde{\sigma}_{21} \in QH^*_U(n)(X, \mathbb{Z})\), we first compute the equivariant product \(\tilde{\sigma}_{22} \cdot \tilde{\sigma}_{21} \in H^*_U(n)(X, \mathbb{Z})\) using classical Littlewood-Richardson’s rule and Giambelli’s formula, as well as Proposition 2.3 (1).

\[
\tilde{\sigma}_{22} \cdot \tilde{\sigma}_{21}
\]
\[= \sigma_{13} \]
\[= \begin{vmatrix} \sigma_4 & \sigma_5 \\ \sigma_2 & \sigma_3 \end{vmatrix} \]
\[= - e_4 - e_3 \sigma_1 - e_2 \sigma_2 - e_1 \sigma_3 - e_4 \sigma_1 - e_3 \sigma_2 - e_2 \sigma_3 - e_1 \sigma_4 \]
\[= - e_4 \begin{vmatrix} 1 & \sigma_1 \\ \sigma_2 & \sigma_3 \end{vmatrix} - e_3 \begin{vmatrix} \sigma_2 & \sigma_3 \\ \sigma_2 & \sigma_3 \end{vmatrix} - e_2 \begin{vmatrix} \sigma_2 & \sigma_3 \\ \sigma_3 & \sigma_2 \end{vmatrix} - e_1 \begin{vmatrix} \sigma_3 & \sigma_1 \\ \sigma_2 & \sigma_3 \end{vmatrix} \]
\[= e_4 \sigma_{21} + e_3 \sigma_{22} - e_1 \left( -e_4 \begin{vmatrix} 0 & 1 \\ \sigma_2 & \sigma_3 \end{vmatrix} - e_3 \begin{vmatrix} 1 & \sigma_1 \\ \sigma_2 & \sigma_3 \end{vmatrix} - e_2 \begin{vmatrix} \sigma_1 & \sigma_2 \\ \sigma_2 & \sigma_3 \end{vmatrix} - e_1 \begin{vmatrix} \sigma_2 & \sigma_3 \\ \sigma_2 & \sigma_3 \end{vmatrix} \right) \]
\[= e_4 \sigma_{21} + e_3 \sigma_{22} - e_1 (e_4 \sigma_{21} + e_3 \sigma_{21} + e_2 \sigma_{22}) \]
\[= (e_3 - e_1 e_2) \sigma_{22} + (e_4 - e_1 e_3) \sigma_{21} - e_1 e_4 \sigma_{22} \]

By Theorem 1.3 we have
\[\sigma_{22} * \sigma_{21} = (e_3 - e_1 e_2) \sigma_{22} + (e_4 + q - e_1 e_3) \sigma_{21} - e_1 (e_4 + q) \sigma_{22} \]

Below is the multiplication table for \(QH_1^*(\text{Gr}(2,4), \mathbb{Z})\) with respect to the basis of characteristic classes.

| \[\sigma_1\] | \[\sigma_2\] | \[\sigma_3\] | \[\sigma_4\] |
| --- | --- | --- | --- |
| \[\sigma_{11}\] | \[\sigma_{12} - e_1 \sigma_2\] | \[\sigma_{13} - e_2 \sigma_1\] | \[\sigma_{14}\] |
| \[\sigma_{21} - e_1 \sigma_{22}\] | \[\sigma_{21} - e_2 \sigma_{22}\] | \[\sigma_{21}\] | \[\sigma_{22}\] |
| \[\sigma_{31}\] | \[\sigma_{32}\] | \[\sigma_{33}\] | \[\sigma_{34}\] |
| \[\sigma_{41}\] | \[\sigma_{42}\] | \[\sigma_{43}\] | \[\sigma_{44}\] |
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