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Abstract

Domain generalization (DG) aims to generalize a model trained on multiple source (i.e., training) domains to a distributionally different target (i.e., test) domain. In contrast to the conventional DG that strictly requires the availability of multiple source domains, this paper considers a more realistic yet challenging scenario, namely Single Domain Generalization (Single-DG), where only one source domain is available for training. In this scenario, the limited diversity may jeopardize the model generalization on unseen target domains. To tackle this problem, we propose a style-complement module to enhance the generalization power of the model by synthesizing images from diverse distributions that are complementary to the source ones. More specifically, we adopt a tractable upper bound of mutual information (MI) between the generated and source samples and perform a two-step optimization iteratively: (1) by minimizing the MI upper bound approximation for each sample pair, the generated images are forced to be diversified from the source samples; (2) subsequently, we maximize the MI between the samples from the same semantic category, which assists the network to learn discriminative features from diverse-styled images. Extensive experiments on three benchmark datasets demonstrate the superiority of our approach, which surpasses the state-of-the-art single-DG methods by up to 25.14%. The code will be publicly available at [https://github.com/BUserName/Learning_to_diversify](https://github.com/BUserName/Learning_to_diversify)

1. Introduction

The remarkable success of modern machine learning algorithms is built on the assumption that the source (i.e., training) and target (i.e., test) samples are drawn from similar distributions. In practice, this assumption is commonly violated by various factors, such as the changes of illuminations, object appearance, or background, which are known as the domain shift problem [36][3]. Due to the discrepancy across domains, the performance of a model trained on the source domain can be significantly degraded when applied to the target domain.

To tackle this problem, extensive research has been carried out mainly on domain adaptation and domain generalization. Domain adaptation aims to transfer the knowledge from the labeled source domain(s) to an unlabeled target domain [45][1][26][13], while domain generalization attempts to generalize a model to an unseen target domain by learning from multiple source domains [34][42][10][42]. Compared with domain adaptation, domain generalization (DG) is considered as a more challenging task as the target samples are not exposed in the training phase. Regarding different strategies for transferring knowledge from source domains to the unseen target domain, existing DG techniques can be subsumed under two broad categories, i.e., alignment-based [2][1][33] and augmentation-based [5][17][4][51][43]. Technically, alignment-based approaches aim to reach the consensus from multiple source domains and learn domain-invariant latent representations for the target domain. Augmentation-based approaches learn to augment the source images with different transformations or generate the pseudo-novel samples for each source domain.

In general, the paradigm of DG relies on the availability of multiple source domains. However, it is more plausible to consider a more realistic scenario namely single domain generalization (Single-DG), where only one source domain is at hand during training. Despite DG has been extensively studied, single-DG remains under-explored. It is nontrivial for prior DG methods to handle this new setting, as the samples gathered from multiple sources and the domain identifiers are no longer accessible. Without the domain information to rely on, neither alignment-based nor augmentation-based models could well identify the domain-invariant features or transformations that are robust to unseen target domain shifts. Very recently, a few works [37][50] are proposed that learn to add adversarial noises on the source images in order to train robust classifiers against unforeseen data shifts. While contributing positively to address the model vulnerability, the manipulated images are indistinguishable from the original source images, which are not sufficiently diverse to cover the real target distributions.
To address the issue of insufficient diversity, in this paper, we propose a novel approach of Learning-to-diversify (L2D), which aims to improve the model generalization capacity by alternating diverse sample generation and discriminative style-invariant representation learning as illustrated in Figure 1. Specifically, we design a style-complement module, which learns to synthesize samples with unseen styles, which are out of original distributions. Different from previous augmentation approaches that quantify diversity with the Euclidean distance in the image space, we diversify the generated samples in the latent feature space. By explicitly posing a greater challenge on the trained classifier, the model resilience against the target shift is enhanced. We gradually enlarge the shift between the distributions of the generated samples and the source samples at the training time and perform the two-step optimization iteratively. By minimizing the tractable upper bound of mutual information for each sample pair, the generated images are forced to diversify from the source samples in subspace. Furthermore, to obtain the style-invariant features, we maximize the mutual information between the images belonging to the same semantic category. Consequently, the style-complement module and the task model compete in a min-max game, which improves the generalization ability of the task model by iteratively generating out-of-domain images and optimizing the style-invariant latent space. Note that, under this objective, the images generated by the proposed style-complement module will not only being diversified from the source ones, but also can be considered as challenging samples to the task model. The main contributions of our work are summarized as follows.

- We propose a style-complement module that addresses the single domain generalization by learning to generate diverse images.

- A min-max mutual information optimization strategy is designed to gradually enlarge the distribution shift between the generated and the source images, while simultaneously bringing the samples from the same semantic category close in the latent space.

- To validate the effectiveness of the proposed method, extensive experiments are conducted on three benchmark datasets, including digits recognition, corrupted CIFAR-10, and PACS. We further show the effectiveness of our approach in the standard DG setting under the leave-one-domain-out protocol. The results clearly demonstrate that our method surpasses the state-of-the-art DG and Single-DG methods on all datasets.

2. Related Work

Domain Shift. Most of the existing machine learning methods suffer from performance degradation when the source (i.e., training) domain and the target (i.e., test) domain follow different distributions. The difference between the distributions is termed as the domain shift [36, 8]. In computer vision applications, such a shift may be brought by but not limited to environment and style changes. To this problem, domain adaptation (DA) approaches have been proposed to minimize the domain shift across the domains by matching the marginal [26, 13, 1] or conditional distributions [27, 29] of the source and target domains. Domain adaptation has been widely studied in various settings, such as semi-supervised [18, 38, 46] and unsupervised scenarios [26, 28], which leverage the partially labelled or unlabelled target domain in the training process. More recently, few-shot DA [32] is proposed, where only a few labelled target samples together with source samples are available in the training phase.

Domain Generalization. The most significant difference between domain adaptation (DA) and domain generalization (DG) is that DG does not require access to the target domain in the training phase. Existing DG methods can be rough classified into two categories of learning the domain invariant representation and data augmentation. The key idea behind the former category is to reduce the discrepancy between representations of multiple source domains. Muandet et al. [34] first proposed a kernel-based method to obtain domain invariant features. [14] learns the latent invariant representation by jointly considering the domain reconstruction task. [33] further introduces a contrastive semantic alignment loss, which encourages the intra-class similarity and inter-class difference. Li et al. proposed to reduce the gap across the domains by minimizing Maximum Mean Discrepancy (MMD) under adversarial autoencoder framework. [44] aims to learn a domain agnostic representation by enforcing an orthogonal constrain on textural information of images and the corresponding latent representations. Recently, meta-learning procedure has been studied to solve DG problem [10, 24, 11]. Li et al. put forward a gradient-based model agnostic meta-learning algorithm for DG. Dou et al. [10] exploits the episodic training scheme to enforce the global and local alignment. [11] incorporates variational information bottleneck with meta-learning to narrow the domain gap between the source domains.

The other category is related to data augmentation. This line of work generally aims to generate out-of-domain samples, which are then used to train the network along with the source samples to improve the generalization ability. For instance, [42] exploits the adversarial training scheme to generate ‘hard’ samples for the classifier. Shankar et al. [39] proposed to augment the source samples along the direction of the domain change. [51] exploits a conditional gener-
Figure 1: The overall framework of the proposed Learning-to-diversify (L2D). L2D alternatively trains the style-complement module $G(\cdot; \theta_G)$ and the task model $F(\cdot; \theta_F)$, $q(\cdot; \theta_q)$, and $H(\cdot; \theta_H)$. Specifically, (1) the upper bound of mutual information (MI) is minimized between the source and generated images, and (2) MI among samples belonging to the same category is maximized. It enhances the generalization power of the task model in an adversarial min-max manner.

3. Methodology

Given a source domain $S = \{x_i, y_i\}_{i=1}^N$ of $N$ samples, the goal of single domain generalization is to learn a model that can generalize to many unseen target domains $T$. With no prior knowledge on the target domain, we propose a style-complement module $G(\cdot; \theta_G) : x \rightarrow x^+$ to augment the source domain by synthesizing the $x^+$ that shares the same semantic information with the source image $x$, albeit with different styles. As shown in Figure 1, we firstly apply the feature extractor $F(\cdot; \theta_F)$ to transform images $x$ and $x^+$ to latent vectors $z$ and $z^+$. To diversify the generated features from the source samples, the MI upper bound approximation for each pair $z$ and $z^+$ is minimized to learn $G$. Subsequently, we freeze $G$ and maximize MI between the $z$ and $z^+$ from the same semantic category, which assists the task network $F$ and classifier $H(\cdot; \theta_H)$ parameterized by $\theta_H$ to learn discriminative features from diverse-styled images.

**Style-Complement Module.** The style-complement module $G(\cdot; \theta_G)$ consists of $K$ transformations, each of which is comprised of a convolutional layer, a style learning layer, and a transposed convolutional layer. By applying the convolution operations, the source images are projected from the original distribution to a novel distribution with arbitrary style shift. We further enhance the diversity of the generated samples by creating the style shift at the pixel level. Specifically, we add learnable parameters $\theta_{G,k} = \{\mu_k, \sigma_k\}$ for each of the $k$ transformations, where the learnable parameters $\mu_k, \sigma_k \in \mathbb{R}^{hswc}$ are the mean shift and variance shift.

More concretely, we have:

$$T(f_{i,k}; \theta_{G,k}) = \sigma_k \frac{f_{i,k} - \mu}{\sigma} + \mu_k,$$

where $f_{i,k} \in \mathbb{R}^{hswc}$ is the output of the convolutional operation applied on $x_i$ in the $k$-th transformation, with $h, w$
and $c$ representing the height, width, and channel, respectively, $\mu$ and $\sigma$ correspond to the mean and covariance of the $f_{i,k}$. The transformed feature map $f_{i,k}^T = T(f_{i,k}; \theta_G,k)$ are then applied with the transposed convolutional operation to reconstruct to the original image dimension of $x$. The final outcome $x_i^+$ of the style-complement module is the linear combination of the augmented images $x_{i,k}^+$ obtained from $k$-th transformation:

$$
\begin{align*}
    x_i^+ &= \frac{1}{\sum_{k=1}^{K} (w_k)} \sum_{k=1}^{K} (w_k \sigma(x_{i,k}^+)), \\
    w_k &\sim \text{Normal}(0, 1)
\end{align*}
$$

where $w_k$ is a scalar sampled from a normal distribution and weights the contribution of augmented image $x_{i,k}$ from the transformation $k$ to the output augmented image $x_i^+$. We apply the activation function $\sigma(\cdot)$, e.g. tanh, to scale $x_i^+$.

**Synthesizing Novel Styles.** The objective of the style-complement module is to generalize from the source domain distribution to the out-of-domain distribution. To increase the diversity of the created styles, the correlation between the generated images and the source images should be minimized. Mutual information (MI) $I(z; z^+)$ serves as a measure of quantifying the correlation of $z$ and $z^+$, which is defined as:

$$
I(z; z^+) = \mathbb{E}_{p(z,z^+)}[\log \frac{p(z^+|z)}{p(z^+)}]
$$

We minimize the mutual information (MI) between the source and generated images in the latent feature space $Z$, achieved by passing images through $F(\cdot; \theta_F)$. The upper bound of MI defined in [7] is:

$$
I(z; z^+) \leq \mathbb{E}_{p(z,z^+)}[\log p(z^+|z)] - \mathbb{E}_{p(z)p(z^+)}[\log p(z^+|z)],
$$

where $z$ and $z^+$ are the respective latent vectors of the source image $x$ and the generated image $x^+$.

Since the conditional distribution $p(z^+|z)$ is intractable, the upper bound of $I(z; z^+)$ cannot be directly minimized. Therefore, we adopt a variational distribution $q(z^+|z)$, that employs a neural network parameterized by $\theta_q$ to approximate the upper bound $\hat{I}(z; z^+)$ of mutual information:

$$
\hat{I}(z; z^+) = \frac{1}{N} \sum_{i=1}^{N} \log q_\theta(z_{i}^+|z_i) - \frac{1}{N} \sum_{j=1}^{N} \log q_\theta(z_{j}^{m+}|z_j)
$$

By minimizing Eq. (5), the learnable mean/variance shift parameters in our model are trained to complement the style of the source domain. Although $\hat{I}(z; z^+)$ is no longer an upper bound for MI as the conditional distribution $p(z^+|z)$ is substituted with a variational approximation $q_\theta(z^+|z)$, $\hat{I}(z; z^+)$ can be a reliable upper bound estimator if the difference between the two distributions is small. Specifically, we estimate the the difference $\Delta$ between $\hat{I}(z; z^+)$ and the upper bound of $I(z; z^+)$ by using the Kullback–Leibler divergence (KLD):

$$
\begin{align*}
    \Delta &= KL(q_\theta(z^+|z) \| p_\theta(z^+|z)) \\
    &= \mathbb{E}_{p(z^+|z)}[\log(p(z^+|z)p(z)) - \log(q_\theta(z^+|z)p(z))] \\
    &= \mathbb{E}_{p(z^+|z)}[\log p(z^+|z)] - \mathbb{E}_{p(z^+|z)}[\log q_\theta(z^+|z)].
\end{align*}
$$

The above equation shows that the difference $\Delta$ is affected by two terms. Since the first term of Eq. (6) is not related to $\theta_q$, we minimize the negative log-likelihood between $z_i$ and $z_i^+$ instead of directly minimizing $\Delta$:

$$
L_{\text{likeli}} = -\frac{1}{N} \sum_{i=1}^{N} \log q_\theta(z_{i}^+|z_i).
$$

**Semantic Consistency.** While the style-complement module can generate images with diverse styles, it may introduce noise or generate images with distorted semantic information from original source images (e.g., when the variance shift $\sigma_k$ equals to 0, the generated images will become meaningless). Therefore, it is important to limit the conditional distribution shift from the source distribution to the out-of-domain distribution, thereby avoiding generating semantically unrelated images. To achieve this, we minimize the class-conditional maximum mean discrepancy (MMD) in the latent space as follows,

$$
L_{\text{const}} = \frac{1}{C} \sum_{m=1}^{C} \left( \frac{1}{n_{s}m} \sum_{i=1}^{n_{s}m} \phi(z_{i}^{m}) - \frac{1}{n_{a}m} \sum_{i=1}^{n_{a}m} \phi(z_{i}^{m+}) \right)^2,
$$

where $z_i^m$ and $z_i^{m+}$ are the $i$-th latent vector of the source and augmented sample of the class $m$, respectively. $n_{s}m$ and $n_{a}m$ are the total number of original and augmented sample of class $m$. $\phi(\cdot)$ represents the kernel function. Conditional MMD mitigates the potential semantic information distortion by constraining the distribution shift of samples that belong to the same class.

**MI Maximization.** We aim to obtain a generalizable and robust model by playing a min-max game between the style-complement module $G(\cdot; \theta_G)$ and the task model $F(\cdot; \theta_F)$. While the style-complement module aims to generate diverse images that have minimum information on the source images, the task model can cluster images with same semantic label in the embedding space. The lower bound on MI between two variables proposed in [40] is:

$$
I(z; z^+) \geq \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{f(z_i,z^+)}}{\sum_{j=1}^{N} e^{f(z_i,z_{j}^+)}}\right],
$$

where $f(\cdot,\cdot)$ is a critic function.
However, directly maximizing the lower bound MI of the generated and source images without leveraging the semantic label may falsely reduce the shared information of same class samples. To alleviate this problem, we employ the supervised contrastive loss [19] to increase the mutual information among samples from the same class, defined as:

$$L_{supcon} = -\frac{1}{N}\sum_{i=0}^{N}\sum_{p \in P(i)} \log \frac{e^{k(z_i z_p/\tau)}}{\sum_{a \in A(i)} e^{k(z_i z_a/\tau)}}$$

$$P(i) = \{ p \in A(i) : y_p = y_i \},$$

where $A(i)$ is the set of the source and generated latent representations $z, z^+$ of the same class. $\tau$ is the temperature coefficient.

To further enhance the semantic consistency, we minimize the cross-entropy loss on both the source images $X$ and the generated images $X^+$:

$$L_{task} = -\frac{1}{2N} \left[ \sum_{i=0}^{N} y_i \log(\hat{y}_i) + \sum_{j=0}^{N} \hat{y}_j \log(\hat{y}_j^+) \right],$$

where $\hat{y}$ and $\hat{y}^+$ are the prediction of the source and generated images, respectively.

**Objective Function.** We adopt a two-step training, in which we optimize the style-complement module $G(\cdot; \theta_G)$ and a task model, including $F(\cdot; \theta_F), q(\cdot; \theta_q)$ and $H(\cdot; \theta_H)$ in an iterative manner. Specifically, we train the task module $F$ with both the source images $X$ and the generated images $X^+$ with the weighted combination of Eq. (5), (7), and (11) as follows:

$$\min_{\theta_F, \theta_G, \theta_H} L = L_{task} + \alpha_1 L_{supcon} + \alpha_2 L_{likeli}.$$  

Notably, $\alpha_1$ and $\alpha_2$ are the hyper-parameters for balancing the losses. To optimize $G$, we consider solving Eq. (5) and (8) jointly:

$$\min_{\theta_G} L = \hat{I}(z; z^+) + \beta L_{const},$$

with $\beta$ being the balancing weight between the mutual information upper bound estimation $\hat{I}(z; z^+)$ and semantic consistent loss $L_{const}$.

**Implementation Notes:** To capture multi-scale information from images, we apply different transformations (i.e., kernel sizes) in the convolution and transposed convolution layers. Moreover, to avoid potential distortion of the semantic information, we fix the number of output channels to the number of input color channels (i.e., 3 output channels for RGB images). We re-initialize the weights of the convolutional layer and transposed convolutional layer by sampling from uniform distribution of $(-\frac{1}{\sqrt{\text{size(kernel)}}}, \frac{1}{\sqrt{\text{size(kernel)}}})$ in each iteration.

### 4. Experiments

**Datasets.** To evaluate the effectiveness of the proposed method, we conduct experiments over three single-dg benchmark datasets. **Digits** consists of 5 different datasets, which are MNIST [22], SVHN [35], MNIST-M [12], SYN [12] and USPS [9]. Each dataset is considered as a unique domain which may be different from the rest of the domains in font style, background, and stroke color. **PACS** [23] is a recent proposed DG benchmark dataset that has four domains, including photo, art painting, cartoon, and sketch. Each domain contains $224 \times 224$ images belonging to seven categories, and there are 9,991 images in total. Compared with the digits dataset, PACS is considered as a more challenging dataset due to the large style shift among domains. For fair comparison, we follow the official split of the train, validation, and test. **Corrupted CIFAR-10** [16, 20] contains $32 \times 32$ tiny RGB images from CIFAR-10 that are corrupted by different types of noises. There are 15 corruptions from 4 main categories, including weather, blur, noise, and digital. Each of the corruptions has 5 severities and ‘5’ indicates the severest corruption.

### 4.1. Comparisons on Digits

**Experiment Setup.** Following [42, 37, 50], we select 10,000 images from MNIST as the source domain and test the generalization performance of models on the other four digits datasets. We resize all the images to $32 \times 32$ and duplicate their channels to convert all the grayscale images to RGB. We employ the LeNet [22] as the backbone and set the batch size as 32. We use SGD to optimize both the style-complement module and the task model.

**Results.** We compare the proposed method with three recent state-of-the-arts single domain generalization methods [42, 37, 50], two multi-domain generalization methods [33, 47]. Table 1 shows that our model achieves the highest average accuracy compared to the other baselines. Specif-
Table 2: Single domain generalization accuracy (%). Models are trained on CIFAR-10 dataset and evaluated on CIFAR-10-C dataset with corruption severity level 5. We report the average accuracy over 4 main categories of corruption: Weather, Blur, Noise, and Digital. Best performances are highlighted in bold. * indicates our implementation.

|               | Weather | Blur | Noise | Digits | Avg. |
|---------------|---------|------|-------|--------|------|
| ERM           | 67.28   | 56.73| 30.02 | 62.30  | 54.08|
| CCSA          | 67.66   | 57.81| 28.73 | 61.96  | 54.04|
| d-SNE         | 67.90   | 56.59| 33.97 | 61.83  | 55.07|
| ADA*          | 72.67   | 67.04| 39.97 | 66.62  | 61.58|
| M-ADA         | 75.54   | 63.76| 54.21 | 65.10  | 64.65|
| ME-ADA*       | 74.44   | 71.37| 66.47 | 70.83  | 70.77|
| Ours          | 75.98   | 69.16| 73.29 | 72.02  | 72.61|

4.2. Comparisons on Corrupted CIFAR-10

Experiment Setup. We train all models on the training split of CIFAR-10 dataset (50,000 images) and evaluate them on the corrupted test split of CIFAR-10 (10,000 images). Following [37], we select WideResNet (16-4) [49] as the backbone network with a batch size of 256. We optimize the model by using SGD with Nesterov momentum and weight decay rate of 0.0005. The learning rate is initialized to 0.2 which is gradually decreased by using the cosine annealing scheduler.

Results. We report the average accuracy of four categories under level-5 severity corruption in Table 2. Our method achieves the highest average performance, surpassing the best baseline by approximately 2.6%. Notably, for noise corruptions, accuracy is significantly improved by approxi-

4.3. Comparisons on PACS

Experiment Setup. For the single domain generalization task, we consider a practical case, where we utilize a set of easy-to-collect realistic images (i.e., photo) as the source domain, and evaluate models on the rest of diverse-styled domains (i.e., art painting, cartoon, and sketch). The comparison is based on our implementation. Best performances are highlighted in bold.

Table 3: Single domain generalization accuracy (%) on PACS. Models are trained on photo and evaluated on the rest of the target domains (i.e., art painting, cartoon, and sketch). The comparison is based on our implementation. Best performances are highlighted in bold.

|               | A      | C      | S      | Avg.   |
|---------------|--------|--------|--------|--------|
| ERM           | 54.43  | 42.74  | 42.02  | 46.39  |
| JiGen         | 54.98  | 42.62  | 40.62  | 46.07  |
| RSC           | 56.26  | 39.59  | 47.13  | 47.66  |
| ADA           | 58.72  | 45.58  | 48.26  | 50.85  |
| ME-ADA        | 58.96  | 44.09  | 49.96  | 51.00  |
| Ours w/o Style-comp. | 53.27  | 41.00  | 41.92  | 45.39  |
| Ours w/o Mod. | 58.48  | 48.96  | 53.20  | 53.54  |
| Ours w/o Min. MI | 56.49  | 48.08  | 56.32  | 53.63  |
| Ours w/o Max. MI | 56.64  | 47.08  | 49.68  | 51.13  |
| Ours (Full Model) | 56.26  | 51.04  | 58.42  | 55.24  |

Importantly, we report the performance of methods against all five levels of Noise corruption and Digits corruption in Figure 3. From the figure, we can see that the performance margin between our method and others are relatively small under severity level one, and it is gradually enlarged while the severity level goes up. This further validates that our model not only can achieve the highest average performance, but also is resilient towards the severe corruptions.
Figure 2: Sensitivity analysis of L2D with respect to parameters $k$, $\alpha_1$, and $\alpha_2$ on the PACS dataset. The reported accuracy is the averaged over all three unseen target domains.

Figure 3: Average classification accuracy (%) of different methods under five levels of severity on Noise and Digital corruptions.

4.4. Empirical Analysis

Ablation Study. We conduct the ablation study on PACS to verify the effectiveness of each component in our framework. Table 4 reports the classification results of the 4 variants of our original framework. We report the baseline result without incorporating the style-complement module as w/o Style-comp. Without the generated images, the model is degraded to the backbone model with a variational approximation of $z$ in the embedding space. The large performance margin between w/o Style-comp. and our full model demonstrates the importance of the style-complement module on improving the generalization ability of the model. w/o Mod. shows the result after removing the style modification from the full model. The removal of the style modification triggers 1.35% absolute performance decline. We infer this relates to the limited style diversity of
the generated images.

To provide an understanding of how mutual information affects the learning framework, in w/o Min. MI and w/o Max. MI, we remove the mutual information minimization and maximization process, respectively. We observe the accuracy of w/o Min. MI is 1.26% lower than the full model which is similar to the results of w/o Mod.. That means, without the mutual information constraint term, the style-complement module tends to generate images by following the source distribution, which limits their diversity. Meanwhile, without the mutual information maximization process, w/o Max. MI a clear performance margin of 3.76% is shown compared to the full model. This indicates that mapping diverse styled images from the same class closer in the embedding space is helpful for improving the generalization power of the model.

Parameter Sensitivity. To validate the significance of the total number of transformations $k$, and weighting parameters $\alpha_1$, and $\alpha_2$ in the loss, we conduct sensitivity analysis on PACS dataset. In the experiments, we initially set $k = 6$, $\alpha_1 = 1$, and $\alpha_2 = 1$. When we analyze the sensitivity to a specific parameter, we fix the values of the other two parameters. Figure 2 shows the results of sensitivity analysis under the Single-DG setting. From Figure 2(a), we can see that the performance is gradually increasing as the style-complement module combines more transformations. Also, the average performance become relatively stable after $k = 5$. The results also indicates that jointly considering multiple transformations increases the diversity of the generated images. Meanwhile, excessive transformations might produce extra noise, which hinders the further performance gain. As can be seen from Figure 2(b) and (c), our method surpasses the state-of-the-art performance in a wide range of $\alpha$ settings, and achieves the best classification accuracy with $\alpha_1 = \alpha_2 = 1$.

t-SNE Visualizations. To further demonstrate the effectiveness of the proposed method, we use t-SNE to visualize the distribution of the unseen target features in the digits dataset (i.e., SVHN, SYN, USPS and MNIST-M). Specifically, we train different models on MNIST and randomly select 1000 samples from each unseen target domains to visualize. As shown in Fig. 4, our method clearly achieve better class-wise separation than the baselines. Moreover, from the distribution of features extracted by ERM, ADA and ME-ADA, we observe that the features within the same class have multiple sub-clusters. This indicates that it is hard for the methods to learn domain invariant representations and the large intra-class variations may hinder them obtaining a clear decision boundary on the targets. In contrast, it is clearly seen that our approach creates tighter clusters with a good class-wise mix compared to the baselines. This strongly supports the idea of diverse image generation and the maximization of mutual information among the samples from the same class.

5. Conclusion

This paper presented Learning-to-Diversify (L2D), a novel approach to address single domain generalization. Unlike previous domain generalization methods which exploit multiple source domains to learn domain invariant representations, the proposed approach designs a style-complement module to generate diverse out-of-domain images from single source domain. An iterative min-max mutual information (MI) optimization strategy is used to boost the generalization power of the model. The tractable MI upper bound is minimized to further enhance the diversity of the generated image, while MI among same category samples is maximized to obtain the style-invariant representations in the maximization step. Extensive experiments on three benchmark datasets demonstrate that the proposed method outperforms the state-of-the-art methods on both single domain generalization and the standard leave-one-domain-out domain generalization.
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