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Perturbation theory of large-scale structures of the Universe at next-to-leading order and next-to-next-to-leading order provides us with predictions of cosmological statistics at sub-percent level in the mildly non-linear regime. Its use to infer cosmological parameters from spectroscopic surveys, however, is hampered by the computational cost of making predictions for a large number of parameters. In order to reduce the running time of the codes, we present a fast scheme in the context of the regularized perturbation theory approach and applied it to power spectra at 2-loop level and bispectra at 1-loop level, including the impact of binning. This method utilizes a Taylor expansion of the power spectrum as a functional of the linear power spectrum around fiducial points at which costly direct evaluation of perturbative diagrams is performed and tabulated. The computation of the predicted spectra for arbitrary cosmological parameters then requires only one-dimensional integrals that can be done within a few minutes. It makes this method suitable for Markov chain Monte-Carlo analyses for cosmological parameter inference.

I. INTRODUCTION

The formation and evolution of large-scale structures (LSS) of the Universe reflect primordial density perturbations generated from quantum fluctuations in an inflationary era, gravitational evolution mainly driven by dark matter, and accelerated expansion driven by dark energy. Thus, the observations of LSS are the key to understand the physics in the early Universe and the nature of the dark components (for a review, see Ref. 13). The most fundamental statistics to characterize the density fluctuations is the n-point correlation functions and their counterparts in Fourier space, i.e., poly-spectra. In particular, since the density field is close to a Gaussian random field, poly-spectra at the lowest orders contain a large fraction of information; if the density field follows a Gaussian distribution, the information content is completely described by its power spectrum. A non-zero bispectrum, however, indicates a departure from Gaussian distribution, sourced by primordial non-Gaussianity and/or non-linear gravitational evolution. By analyzing these statistics, one can infer the energy budget of dark components and the geometry of the Universe through the measurement of the baryon acoustic oscillation (BAO), which provides a characteristic scale of sound waves in primeval baryon and photon fluid and is first detected through spectroscopic observations of galaxies by 2dF Galaxy Redshift Survey (2dFGRS; Ref. 3) and luminous red galaxies by Sloan Digital Sky Survey (SDSS; Ref. 4). The subsequent survey programs have measured the BAO scale more precisely with a wide range of redshifts: 6dF Galaxy Survey [5], WiggleZ [6], and Extended Baryon Oscillation Spectroscopic Survey (eBOSS) [7, 8]. Furthermore, upcoming survey programs aim to measure the statistics at an unprecedented precision with wide and deep observations: Dark Energy Spectroscopic Instrument (DESI) [9], Subaru Prime Focus Spectrograph (PFS) [10], Euclid [11], and Roman Space Telescope [12]. In the analysis of the measurements, precise and accurate modeling of cosmological statistics is essential to fully explore the potential of high-quality data provided by the future surveys.

In the practical analysis, perturbation theory (PT) of LSS is widely used as a standard approach to predict cosmological statistics (for a review, see Ref. 13). By adopting the single stream approximation for cosmic fluid, basic equations (continuity, Euler, and Poisson equations) can be solved in a perturbative manner, which is referred to as standard perturbation theory (SPT). The PT model is fully analytical and accurate at sub-percent level in a fair range of scale for redshifts of interest (roughly speaking, scales of $\lesssim 0.15, 0.20, 0.25 \, h\, \text{Mpc}^{-1}$ at $z = 0.5, 1, 2$, respectively, for PT schemes at 2-loop level [14, 15]) and the full shapes of the statistics, which are measured in wide redshift surveys, are predicted. However, the capability of exploring the parameter space is limited due to the computational cost of PT schemes. This is the case for power spectra at next-to-next-to-leading order (NNLO) and the situation is even more critical for bispectra even at next-to-leading order (NLO) as a large num-
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ber of possible triangle configurations of wave-vectors are required.

Different strategies have been advocated to circumvent these difficulties. One line of investigation is represented by the effective field theory (EFT) approach [16–18], where one hopes to capture the small scale physics with effective interaction terms in the fluid equations. The EFT approach has been applied to the full shape analysis of galaxy power spectrum measured by BOSS to infer cosmological parameters [19–21]. A drawback of this method is that it makes use of a large number of nuisance parameters which can potentially degrade the constraining power of the method on cosmological parameters [22].

Means to reduce the computational costs have also been looked for with the use of specific computational schemes [23–27] for the computations of the loop-terms (based on methods such as FFTLog [28]). However, these fast schemes have been formulated and actually computed only for the power spectrum at NLO so far and 2-loop level calculations have not yet been successfully implemented. As more numerically oriented approach, computational schemes calibrated with N-body simulations, which enable fast exploration, have been proposed: fitting formulas based on halo model (HaloFit) [29–33], response with respect to cosmological parameters [34–35], and emulator [36–40].

In this work, we present an alternative scheme to compute power spectra at NNLO and bispectra at NLO in a fast manner. The presentation of the method and its performance is made in the context of regularized PT (RegPT) approach [14], which reorganizes the SPT expansions with multi-point propagators [41]. The method presented here is not however restricted to such a flavor of PT schemes. In our scheme, the calculation of the relevant terms is accelerated by introducing the spectra response function. The response function is defined mathematically through the functional derivative of the nonlinear spectra with respect to the linear power spectrum. In the case of power spectrum, it quantifies the variation of the evolved power spectrum at a given mode with respect to a small initial disturbance added in the linear power spectrum at other Fourier modes. Making use of this function, the nonlinear power spectrum is Taylor-expanded with respect to the linear power spectrum around a fiducial cosmological model. Then, provided the response function data that is precomputed and is numerically tabulated, one can compute the correction terms involving the response function for a given linear power spectrum in a target cosmology. Adding them to the fiducial (nonlinear) power spectrum, the nonlinear power spectrum for a target cosmological model is reconstructed, and the method gives an accurate prediction as long as the differences of the linear power spectrum between the fiducial and target cosmological model is small. In practice, preparing the precomputed data set in several fiducial models, the reconstruction can be made more accurately, making it possible to cover a wide range of cosmological parameter space. The important point of this approach is that thanks to the statistical isotropy, all the correction terms to be computed involve only the one-dimensional integrals. This is true even at the higher-loop contributions. Hence the prediction in this method can be made much faster than that in the direct method involving higher-dimensional integrals.

The approach mentioned above was first proposed in Ref. [14] and was explicitly implemented in their PT (RegPT) code, named as RegPT-fast. Later, the response function of the power spectrum was measured in cosmological N-body simulation by Ref. [42], and the measured results has been compared with PT predictions. Further, in Ref. [43], based on a high-precision measurement of the power spectrum and response function, an accurate and fast template for nonlinear power spectrum has been developed. The new template called RESPRESSO was shown to outperform existing PT templates, and to be accurate even beyond the validity domain of PT calculations. Also, physical interpretations of the measured response function, that has been found to be suppressed for a coupling between large- and small-scale modes, has been investigated in Ref. [44]. Note here that these previous works have focused on the power spectrum. However, the concept of response function is quite general, and the method is applied to any statistics, including the bispectra. As long as the statistical isotropy of initial condition holds, the Taylor-expanded correction terms involves only the one-dimensional integrals, and hence the approach can be used for accelerated statistical calculations even for higher-order statistics. The aim of the present paper is to demonstrate this point and to develop the fast PT templates for cross power spectra and bispectra of the density and velocity fields.

This paper is organized as follows. In Section II, we overview PT approaches to compute power spectra and bispectra. In Section III, we present the fast scheme to compute the correction terms with functional derivatives. In Section IV, we discuss the accuracy of the fast scheme in comparison with the direct computation of the loop integrals and then validate the calculations by comparing the results with N-body simulations. We make concluding remarks in Section V.

Throughout this paper, we assume the flat Λ cold dark matter (CDM) Universe. Though our method is applicable for arbitrary cosmological parameters, as a representative cosmology for validations of our method, we adopt the best-fit cosmological parameters determined by the measurements of cosmic microwave background temperature and polarization anisotropies of the Planck mission TT,TE,EB+lowP dataset. Hereafter, this cosmology is referred to as Planck 2015. $\omega_c = \Omega_0 h^2 = 0.02225$, $\omega_b = \Omega_0 h^2 = 0.1198$, and $\omega_\nu = \Omega_0 h^2 = 0.00064$ are physical baryon, CDM, and massive neutrino densities, respectively, where we assume that one of three generations of neutrinos has a finite mass of 0.06 eV and the other generations are massless. $\Omega_\Lambda = 0.6844$ is
the density parameter of cosmological constant and \( h = H_0/100 \text{ km s}^{-1} \text{ Mpc}^{-1} \) is the scaled Hubble parameter, which is determined through \( (\omega_m + \omega_r + \omega_\Lambda)/h^2 + \Omega_\Lambda = 1 \).

\[ \log(10^{10} A_s) = 3.094 \text{ and } n_s = 0.9645 \text{ are the amplitude and slope of primordial scalar perturbation, respectively, at the pivot scale } k_{\text{piv}} = 0.05 \text{ Mpc}^{-1}. \]

II. DIRECT METHOD

In this Section, we review the SPT formalism and multi-point propagator expansion based on RegPT approach \[44\]. We refer to the naive numerical evaluation of these original expressions as the “direct” method in contrast to the “fast” method which will be presented in Section III because the direct method involves direct integration up to five dimensions.

A. Standard perturbation theory

The framework of SPT relies on the single-stream treatment of the cosmological Vlasov–Poisson equation, with which the governing equations are reduced to those of the pressureless fluid systems (i.e., continuity, Euler, and Poisson equations). Because our interest is in the late-time universe dominated by the growing-mode solutions, the density and velocity fields are expanded in Fourier space as

\[ \Psi_a(k, \eta) = \sum_{n=1}^{\infty} e^{i n \theta} \Psi_a^{(n)}(k), \]

where \( \Psi_a(k, \eta) = (\delta(k, \eta), -\theta(k, \eta)/(aH)) \) is the density and velocity divergence doublet, \( \delta(k, \eta) \) is the density contrast, \( \theta(k, \eta) \) is the velocity divergence, \( a \) is the scale factor, \( H(a) \) is the Hubble parameter, \( f \equiv d \ln D_+/d \ln a \) is the growth rate, and \( D_+(a) \) is the linear growth factor normalized as \( D_+(a = 1) = 1 \). Throughout the paper, we adopt the Einstein–de Sitter approximation, in which the time dependence of higher-order perturbative corrections is factorized in a similar manner to the Einstein–de Sitter case, with the time dependence of the \( n \)-th order terms given by \( e^{i n \eta} \), where \( \eta \) id defined by \( \eta \equiv \ln D_+(a) \). In Eq. 1, the time-independent \( n \)-th order doublet, \( \Psi_a^{(n)} \), represents the mode coupling of the gravitational evolution and is expressed in terms of the linear density field \( \delta_0 \):

\[ \Psi_a^{(n)}(k) = \left( \frac{d^3 q_1 \cdots d^3 q_n}{(2\pi)^3 n!} \delta_D(k - q_1 - \cdots - q_n) \times F_a^{(n)}(q_1, \ldots, q_n) \delta_0(q_1) \cdots \delta_0(q_n), \right. \]

\[ \left. \right. \]

where \( F_a^{(n)}(q_1, \ldots, q_n) \) is the \( n \)-th order symmetrized kernel function, \( \delta_0(k) \) is the linear density contrast in Fourier space, and \( \delta_D \) is the Dirac delta function. The explicit expressions for the perturbation theory kernels \( F_a^{(n)} \) can be found in the literature (e.g., Ref. 16).

In this paper, we are interested in computing the auto- and cross-power spectra and bispectra of the density and velocity-divergence fields, which we respectively denote by \( P_{ab}(k; \eta) \) and bispectra \( B_{abc}(k_1, k_2, k_3; \eta) \). They are defined as

\[ \langle \Psi_a(k; \eta) \Psi_b(k'; \eta) \rangle = (2\pi)^3 \delta_D(k + k') P_{ab}(k; \eta), \]

\[ \langle \Psi_a(k_1; \eta) \Psi_b(k_2; \eta) \Psi_c(k_3; \eta) \rangle \]

\[ \equiv (2\pi)^3 \delta_D(k_1 + k_2 + k_3) B_{abc}(k_1, k_2, k_3; \eta), \]

where the subscripts, \( a, b \) or \( c \) represent either density field \( \delta \) or velocity-divergence field \( \theta \). Then, from the SPT expansion (Eqs. 1 and 2), power spectrum and bispectra are expressed as loop expansion:

\[ P_{ab}^{\text{SPT}}(k) = P_{ab, \text{tree}}(k) + P_{ab, 1\text{-loop}}(k) + P_{ab, 2\text{-loop}}(k) + \cdots, \]

\[ B_{abc}^{\text{SPT}}(k_1, k_2, k_3) = B_{abc, \text{tree}}(k_1, k_2, k_3) + B_{abc, 1\text{-loop}}(k_1, k_2, k_3) + \cdots. \]

The tree level (leading-order) terms are given as

\[ P_{ab, \text{tree}}(k) = e^{2\pi f} P_0(k), \]

\[ B_{abc, \text{tree}}(k_1, k_2, k_3) = 2e^{4\pi f} F_a^{(2)}(k_2, k_3) P_0(k_2) P_0(k_3) + \text{perms.}, \]

where “perms.” is the sum of cyclic permutations of the first term with respect to wave-vectors \( (k_1, k_2, k_3) \) and subscripts \( (a, b, c) \). The 1-loop level terms \( (P_{ab, 1\text{-loop}} \text{ and } B_{abc, 1\text{-loop}}) \) and 2-loop level term \( (P_{ab, 2\text{-loop}}\text{ and } B_{abc, 2\text{-loop}})\) correspond to NLO and NNLO correction terms, respectively. Note that the 1-loop corrections to the power spectrum are expressed as the loop integrals involving square powers of the linear power spectrum and higher-order SPT kernels. For the 2-loop corrections to the power spectrum and 1-loop corrections to the bispectrum, the loop integrals involve cubic powers of the linear power spectrum. It is to be noted that all these corrections are re-expressed in terms of multi-point propagators that are perturbatively evaluated with the SPT kernels. Their explicit expressions for power spectra at NNLO and bispectra at NLO based on SPT are found in Appendix A.4.

B. Multi-point propagator

Next, let us consider the RegPT treatment as one of the resumed PT frameworks. This treatment relies on the expansion based on multi-point propagators, which are the response of cosmic fields with respect to the initial fields and originally proposed by Ref. 47. The SPT expansion can be reorganized with multi-point propagators and since nonperturbative properties are incorporated in multi-point propagators through taking infinite sum of the SPT expansion, the RegPT treatment achieves better convergence 47.
First, we introduce the \((n+1)\)-point propagator of the density and velocity divergence fields through their functional derivative:

\[
\frac{1}{n!} \left\langle \delta^n \Psi_a(k; \eta) \prod_{p=1}^{n} \delta \delta \delta_0(k_n) \right\rangle = \delta \delta_D(k - k_1 - \ldots - k_n) \Gamma^{(n)}_a(k_1, \ldots, k_n; \eta),
\]

where \(k_1 + \ldots + k_n\). Applying the SPT expansion, the \(\Gamma\) function, which we call the propagator, is perturbatively evaluated, with each building block involving the linear power spectrum and the SPT kernels:

\[
\Gamma^{(n)}_a(k_1, \ldots, k_n; \eta) = \Gamma^{(n)}_{a, \text{tree}}(k_1, \ldots, k_n; \eta) + \sum_{p=1}^{\infty} \Gamma^{(n)}_{a, \text{p-loop}}(k_1, \ldots, k_n; \eta),
\]

where \(c^{(n)}_p \equiv \langle n+2p \rangle C_a(2p - 1)!! \) and \(P_0(k)\) is the linear power spectrum normalized at the present time. It is to be noted that taking the high-\(k\) limit, higher-order contributions can be systematically computed at all orders, and as a result of summing up all the contributions, the multi-point propagators are shown to be exponentially suppressed as:

\[
\lim_{k \to \infty} \Gamma^{(n)}_a(k_1, \ldots, k_n; \eta) = \exp \left(-\frac{k^2 e^{2n} \sigma_d^2}{2} \right) \Gamma^{(n)}_{a, \text{tree}}(k_1, \ldots, k_n; \eta),
\]

where \(k \equiv |k_1, \ldots, k_n|\). The characteristic scale of the damping is determined by the root-mean-square of the displacement field \(\sigma_d\):

\[
\sigma_d^2(k) = \int_0^{k \Lambda(k)} \frac{dq}{6\pi^2} P_0(q),
\]

where \(k \Lambda(k)\) is the UV cutoff scale. In Ref. \([14]\), comparing the predictions of power spectra with \(N\)-body simulations, a running UV cutoff of \(k \Lambda(k) = k/2\) was adopted. We adopt the same UV cutoff for power spectra calculations but in order to achieve better match with simulations for bispectra, a different cutoff scale \(k \Lambda(k) = k/6\) is employed for bispectra calculations. In Appendix B we show how the UV cutoff scale affects power spectra and bispectra. As it has been advocated by Ref. \([45]\) the exponential damping can be interpreted as the result of resummation of diagrams in a hard part (high-\(k\)), and the displacement dispersion \(\sigma_d\) in the exponent must be evaluated in a consistent way that the domain of the integral is restricted to a soft part (low-\(k\)). This implies that the boundary of the UV and IR domains can be changed, depending on not only the scale but also the quantity of our interest.

Then, the power spectra and bispectra can be expressed as infinite series of contributions from propagators:

\[
P_{ab}(k; \eta) = \sum_{t=1}^{\infty} \frac{t!}{r! s! t!} \frac{d^3 q_1 \cdots d^3 q_t}{(2\pi)^{3r+3s+3t}} \delta_D(k - q_1 - \ldots - q_t) \Gamma^{(1)}_a(q_1, \ldots, q_t; \eta) \Gamma^{(1)}_b(q_1, \ldots, q_t; \eta) \times P_0(q_1) \cdots P_0(q_t),
\]

where the summation runs for non-negative integers except \(r = s = t = 0\) in the latter equation. In practice, we have to truncate the series at an appropriate order. Nevertheless, the multi-point propagators as building blocks of the PT expansion are fully non-perturbative objects, and include infinite series of higher-order corrections in
the SPT expansion. Provided an accurate construction of propagators that consistently interpolate between SPT results at low-\(k\) and the resummed behavior at high-\(k\) (Eq. [14]), the above expansions are expected to deliver an improved prediction for the power spectrum and bispectrum even truncating the series at finite order. In this paper, similarly to the SPT case, we consider the multi-point propagator expansion of the power spectra at 2-loop order and of the bispectra at 1-loop order, whose expressions, together with the construction of regularized propagators, are presented in Appendix [A].

### III. FAST METHOD

#### A. Taylor Expansion with Functional Derivatives

As we saw in the previous section, the expressions of the power spectra at 2-loop order involve six-dimensional integrals in both SPT and RegPT. Although the statistical isotropy ensures that these are reduced to the one-dimensional integrals, are presented in Appendix B.

\[ P_{\text{tar}}^{ab}(k; \theta^{\text{tar}}, \sigma^{\text{tar}}_d) = P_{\text{fid}}^{ab}(k; \theta^{\text{fid}}, \sigma^{\text{tar}}_d) + \sum_{n=1}^{\infty} \frac{1}{n!} \int dq_1 \cdots dq_n \frac{\delta^n P_{ab}[P_0, \theta^{\text{fid}}, \sigma^{\text{tar}}_d]}{\delta P_0(q_1) \cdots \delta P_0(q_n)} \delta P_0(q_1) \cdots \delta P_0(q_n), \]

(18)

\[ B_{abc}(k_1, k_2, k_3; \theta^{\text{tar}}, \sigma^{\text{tar}}_d) = B_{abc}^{\text{fid}}(k_1, k_2, k_3; \theta^{\text{fid}}, \sigma^{\text{tar}}_d) + \sum_{n=1}^{\infty} \frac{1}{n!} \int dq_1 \cdots dq_n \frac{\delta^n B_{abc}[P_0, \theta^{\text{fid}}, \sigma^{\text{tar}}_d]}{\delta P_0(q_1) \cdots \delta P_0(q_n)} \delta P_0(q_1) \cdots \delta P_0(q_n), \]

(19)

where \( \theta \) is a set of cosmological parameters and \( \delta P_0(k) \equiv P_{\text{tar}}^{ab}(k) - P_{\text{fid}}^{ab}(k) \). The superscripts “tar” and “fid” denote a target cosmological model at which we wish to make a prediction, and a fiducial cosmological model chosen from the precomputed models, respectively. Note that the rms of displacement field \( \sigma_d \) in the fiducial spectra and functional derivatives, are evaluated for the target model instead of the fiducial model as in the standard Taylor-series expansion, because the dependence of this parameter can be incorporated fully analytically without performing a new direct evaluation of the loop integrals at the target model. If the difference of the linear spectra \( \delta P_0(k) \) between the target and the fiducial model is small enough, the expansion truncated up to the leading order correction (first terms in the infinite series in Eqs. [18] and [19]) gives reasonable estimates of the target spectra (see Section [V A]). In contrast, if the difference is large, higher order contributions, e.g., terms beyond the first one in the infinite series in Eqs. [18] and [19], are not negligible. The explicit expressions and implementation of the correction terms, which involve up to one-dimensional integrals, are presented in Appendix [B].

The functional derivatives have to be evaluated only once at every fiducial model, and for arbitrary target cosmology, we compute only one-dimensional integrals to obtain the full spectra. The choice of the fiducial models is however not fully straightforward and has to be made in an efficient manner as explained in what follows.

#### B. Fiducial models and the distance metric

We have discussed that a fast evaluation of the spectra can be performed by starting from a fiducial model for which all the necessary terms are already precomputed. Ideally the technique we advocate will be all the more accurate that one can choose fiducial models that are as close to the target models as possible. We then need to prepare multiple fiducial models to cover the cosmological parameter space, and an efficient arrangement of these models are crucial for efficiency, both in terms of the computational cost of the kernel diagrams at the fiducial model locations and in terms of the size of the numerical tables to store the precomputed data.
Before explaining our procedure in details, note that a simple trick can be used to improve the efficiency dramatically. This relies on the fact that all the terms in Eqs. (18) and (19) are factorizable with respect to the overall amplitude of the linear power spectrum and can therefore freely be chosen given the target model. Namely, in order to reduce the difference between the fiducial and target power spectra, a scaling factor $c$ is introduced:

$$P_{0}^{\text{fid}}(k) \rightarrow cP_{0}^{\text{fid}}(k). \quad (20)$$

The factor $c$ can be chosen to minimize a distance metric as discussed below.

Though the choice of fiducial cosmologies is arbitrary, it is important to choose a set of fiducial cosmologies which are homogeneously sampled and efficiently cover the large volume of parameter space. For this purpose, we employ the latin hypercube design (for a review, see Ref. [49]) to define fiducial cosmological parameters. As a working example, we select 10 fiducial cosmologies and 10 target cosmologies for validation test. We use a public R package SLHD [50], which can generate “slices” of samples optimized both within and across the slices. In our case, the 10 fiducial and the 10 validation samples are taken from 2 independent slices, and the full 20 model samples optimized both within and across the slices. In particular, the sampling points of kernels are determined in an optimal way to perform numerical integration with the Gaussian quadrature. Thus, in order to obtain the target-model predictions at arbitrary wave-vectors, we need an interpolation. In doing so, one strategy is to first build the full data set for the target model sampled at the same wave-vectors as those in fiducial models. We then use this as precomputed results to get the predictions of power spectra and bispectra at arbitrary Fourier modes based on the interpolation. With this approach, the reconstruction of the spectra which requires the numerical integration needs only once, and one can quickly evaluate power spectra and bispectra for large number of wave-vectors and triangles, thus speeding up the calculations. This approach is particularly suited for the cosmological parameter estimation with MCMC technique and is critical to compute the binned bispectrum (see Section IV B).

Here we make comments on the sampling scheme of wave-vectors adopted in both fiducial and target models. For power spectrum, the wave-vector is log-equally sampled in the range $[10^{-3}, 1] \ Mpc^{-1}$ with the number of sampling $n_k = 120$. Then, for arbitrary wave-vector, we employ cubic spline with the precomputed results. For bispectrum, in order to reduce the dynamic range, we apply interpolation for reduced bispectra $Q(k_1, k_2, k_3)$:

$$Q(k_1, k_2, k_3) \equiv \frac{B(k_1, k_2, k_3)}{P_L(k_1)P_L(k_2)P_L(k_3) + P_L(k_2)P_L(k_3)P_L(k_1)}, \quad (23)$$

where $P_L(k)$ is the linear power spectrum at the same redshift as the bispectrum. Since the sampling in $(k_1, k_2, k_3)$ space is subject to the triangle condition, we introduce a different coordinate system $(K_1, K_2, K_3)$ for uniform sampling, which is defined as

$$\begin{pmatrix} K_1 \\ K_2 \\ K_3 \end{pmatrix} = \begin{pmatrix} k_2 + k_3 - k_1 \\ k_3 + k_1 - k_2 \\ k_1 + k_2 - k_3 \end{pmatrix}. \quad (24)$$

A positive $K_i (i = 1, 2, 3)$ ensures the triangle condition. As our default setting, we apply log-equally

C. Sampling and interpolation

As one of the technical remarks, we here discuss the sampling and interpolation of the results obtained from the fast method. First note that the power spectra, bispectra and precomputed kernels in fiducial cosmological models are stored as numerical table for fixed wave-vectors. In particular, the sampling points of kernels are determined in an optimal way to perform numerical integration with the Gaussian quadrature. Thus, in order to obtain the target-model predictions at arbitrary wave-vectors, we need an interpolation. In doing so, one strategy is to first build the full data set for the target model sampled at the same wave-vectors as those in fiducial models. We then use this as precomputed results to get the predictions of power spectra and bispectra at arbitrary Fourier modes based on the interpolation. With this approach, the reconstruction of the spectra which requires the numerical integration needs only once, and one can quickly evaluate power spectra and bispectra for large number of wave-vectors and triangles, thus speeding up the calculations. This approach is particularly suited for the cosmological parameter estimation with MCMC technique and is critical to compute the binned bispectrum (see Section IV B).
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FIG. 1. The fiducial and target cosmological parameters. The arrow from each target cosmology indicates the nearest fiducial cosmology and its color corresponds to the distance (Eq. 22).

sampling with respect to \((K_1, K_2, K_3)\) in the range \([10^{-3}, 0.6] h \text{Mpc}^{-1}\) with the number of sampling \(n_K = 100\) in each dimension, and \(n_K^3 = 10^6\) evaluations of bispectra with the fast method are performed as precomputation. Once the precomputation is done, bispectrum for an arbitrary triangle is calculated with linear interpolation of the precomputed bispectra. We have confirmed that the interpolation is generally accurate within 0.1% but can become worse as 1% if one of \(K_i\) is large (i.e., \(K_i \simeq 0.5–0.6 h \text{Mpc}^{-1}\)). If the bispectrum outside this range is requested, we switch to the tree-level bispectrum.

IV. RESULTS

A. Validations of the fast scheme

In this section, we present the performance of our fast scheme. We set the 10 models in the validation set as the target models, for which we compute the power spectra and bispectra both with the direct method and with the fast scheme. Since the target cosmological models are sampled from an optimized latin hypercube design with the distance to the nearest fiducial model available for the reconstruction maximized, we expect that the deviation between the direct and fast methods roughly at these samples corresponds to the inaccuracy at the worst cases and, in practice, the accuracy is expected to be bet-
ter at parameter points randomly chosen from the range in Eq. (21). All the results discussed in the main text are evaluated at the redshift $z = 1$ and results for other redshifts are presented in Appendix B.

In Figure 2, we show density auto-, density-velocity cross-, and velocity-auto power spectra for the 10 target models. The difference between the direct and fast results mildly depends on the wave-vector; the accuracy degrades towards small scales for all the three spectra. Furthermore, the accuracy is not severely affected by the distance between the target and the nearest fiducial model, which is indicated by the darkness of the color of the lines. In general, the accuracy is better than 0.5% up to $k = 0.3\, h\, \text{Mpc}^{-1}$, which assures reasonable performance for realistic measurements.

Next, we show the results of bispectra for equilateral configurations with all possible combinations of density and velocity in Figure 3 and for two sequences of isosceles configurations: $(k', k, k)$ in Figure 4 and $(k', k', k)$ in Figure 5 for five fixed values of $k'$. For equilateral configurations, the accuracy is within 2.5% at $k = 0.3\, h\, \text{Mpc}^{-1}$ and almost similar for all combinations of density and velocity. For isosceles configurations, the accuracy becomes slightly better and is within 2% at $k = 0.3\, h\, \text{Mpc}^{-1}$. We only show the density bispectra for isosceles configurations but the performance for any other combinations of density and velocity is similar as shown in the case of equilateral configurations.

**B. Comparison with N-body simulations and binning effect**

Here, we compare our PT results with power spectra and bispectra measured from N-body simulations. The details of N-body simulations used here are described in Ref. [33]. In this section, we show the results at the redshift $z = 0.901$, which is the closest to the redshift $z = 1$ among the snapshots of the N-body simulations presented in the reference and the results for other redshifts are presented in Appendix B. Since the measurement of the velocity divergence requires an interpolation scheme as velocities are defined rigorously only at the exact locations of the simulation particles, the results for the spectra involving only the density field are presented.

In Figure 6, we show the comparison between the power spectrum measured from N-body simulations, the linear power spectrum, PT predictions based on SPT and RegPT, and the fitting formula Halofit [52]. At mildly non-linear regime (up to $k \approx 0.2\, h\, \text{Mpc}^{-1}$), SPT and RegPT give accurate predictions but RegPT slightly outperforms SPT. At small scales ($k \sim 0.3\, h\, \text{Mpc}^{-1}$), the power spectra of RegPT damps due to the asymptotic behavior of the propagator. On the other hand, SPT apparently works better at small scales. However, SPT is known to accidentally give an accurate prediction around redshift $z = 1$ and is not accurate at small scales for other redshifts in general (e.g., [13, 51]).

In measurements from observations or simulations, the bispectrum is usually evaluated for a given binning of wave-vectors. To make a fair comparison with the measurements, we need to take into account the binning effect for PT calculations. However, the direct method is not feasible in terms of the computational cost because there is a tremendous number of possible triangles in each bin and it is necessary to run the calculation for each triangle. The fast method can make it feasible with the following approximation to evaluate the binned bispectra. The bin averaged bispectrum is given as

$$B_{\text{bin}}(k_1, k_2, k_3) = \frac{1}{V_k} \left[ \prod_{i=1}^{3} \int_{q_i \in [k_i - \Delta k/2, k_i + \Delta k/2]} d^3 q_i \right] \delta_D(q_1 + q_2 + q_3) B(q_1, q_2, q_3),$$

(25)

$$V_k = \left[ \prod_{i=1}^{3} \int_{q_i \in [k_i - \Delta k/2, k_i + \Delta k/2]} d^3 q_i \right] \times \delta_D(q_1 + q_2 + q_3),$$

(26)

where we assume equally-spaced binning with the width $\Delta k$. We can approximate these integrals as the summation with dense sampling ($\Delta q_i \ll q_i$):

$$V_k \approx 4\pi^2 \frac{3}{2} \sum_{i=1}^{3} \sum_{q_i \Delta q_i} q_i \Delta q_i,$$

(27)

$$B_{\text{bin}}(k_1, k_2, k_3) \approx \frac{1}{V_k} \left[ \prod_{i=1}^{3} \sum_{q_i \Delta q_i} q_i \Delta q_i \right] \times B(q_1, q_2, q_3),$$

(28)

where the summation is carried out for linearly sampled $q_i$ in the bin range with $n_q = 50$ samples per dimension.

In Figures 7, 8, and 9, we show the bispectra measured from the N-body simulations, the tree level calculation, the NLO PT predictions based on SPT and RegPT, and the fitting formula BiHalofit [52] for equilateral and isosceles configurations. For comparison, we also show the binned bispectra but only with the fast method, which are already sufficient to infer the typical impact of the binning effect. We have adopted the width $\Delta k = 0.01\, h\, \text{Mpc}^{-1}$. For equilateral configurations, even at relatively large scales, there is a sufficient coverage of the distance between the target and the nearest fiducial model, which is indicated by the darkness of the color of the lines. In general, the accuracy is better than 0.5% up to $k = 0.3\, h\, \text{Mpc}^{-1}$, which assures reasonable performance for realistic measurements.
We have developed a fast calculation method for power spectra and bispectra in the context of the RegPT approach. The method is based on Taylor expansions of each relevant term, where the leading-order corrections are expressed by the functional derivative with respect to the linear power spectrum, effectively reducing the computational cost to one-dimension integrals. In our computational environment [54], it takes 46 and 112 seconds to compute power spectra for 120 wave-vectors and bispectra for $10^6$ triangles, where kernels are precomputed in our default setting, for all combinations of density and velocity divergence, respectively. Once these precomputations are done, power spectra and bispectra for arbitrary wave-vectors can be swiftly computed by interpolation of precomputed results with adequate accuracy ($< 0.1\%$) and computational time for the interpolation is negligible compared with the precomputation in a practical case. The computation of binned bispectra requires another 47 seconds for linearly spaced bins with the width $\Delta k = 0.01 \, h\, \text{Mpc}^{-1}$ and with $n_k = 30$ modes in each direction. In this example, all possible bins are considered, but if specific configurations (e.g., only equilateral configurations) are necessary, the calculation time becomes shorter because linear interpolation of bispectrum requires only data points adjacent to the configurations. All-in-all, the calculation of the complete shape of the power spectra and (binned) bispectra can be done in a few minutes.

We validate our method for 10 target models with 10 fiducial models sampled by an optimized latin hypercube design, which covers a four-parameter space, and find that the accuracy of the reconstruction is 0.5% for power spectra and 2.5% for bispectra at $k = 0.3 \, h\, \text{Mpc}^{-1}$ for the auto and cross spectra between the density and velocity field. For moderate scales ($k \lesssim 0.2 \, h\, \text{Mpc}^{-1}$) targeted by the current cosmological surveys, the accuracy is expected to be better than the values quoted above.

We also compare our results with N-body simulations and find that results from our fast method are consistent with simulations within a few percent level up to mildly non-linear regime ($k \lesssim 0.2 \, h\, \text{Mpc}^{-1}$). Furthermore, we have implemented the method to incorporate the binning effect for bispectra, which has appreciable impacts for squeezed or flattened configurations. We find that the PT-based results agree better with the simulation results at large scales by taking this into account, which are more sensitive to binning effects because bispectra vary more rapidly within the bin.

The fast approach we present opens the way to conduct statistical inference in five-dimensional fundamental cosmological parameter space rather than with limited number of parameters (e.g., Alcock–Paczynski test) through the full shape of the power spectrum or bispectrum, and one can investigate the constraining power of these statistics using specific PT approaches extending the results derived in Ref. [22]. In addition, the PT model can be applied to weak lensing analysis once nulling is implemented [55] or with $k$-cut methods [56], which allows to restrict the analysis to large scales so that the PT model prediction is applicable. Therefore, our methods can also speed up the analysis with PT models for weak lensing. We further note that it is possible to extend our method to combine the galaxy bias loop expansion and explore the capability [57, 58], since the expansion also involves...
FIG. 3. The reconstructed and direct bispectra for equilateral configuration with all combinations of density and velocity at the redshift $z = 1$. In the upper panels, we show power spectra of 10 target models computed with the fast scheme and the color corresponds to the distance between the target and the nearest fiducial models.

high-dimensional integrals which can be treated as functional of linear power spectrum. And finally we stress that the fast calculation of the mixed spectra allows the computation of diagrams relevant for the prediction of statistics in redshift space. In particular, the prediction of the density power spectrum in redshift space is known to require the evaluation of the mixed bispectrum [59, 60]. Our fast method can naturally handle this with the same efficiency. In conclusion, the method we present potentially allows the fast construction of the whole galaxy power spectrum in redshift in a few minutes. This opens the way to the implementation of global inference methods of cosmological parameters, in particular the five fundamental cosmological parameters. We will address the actual implementation of such fast computation schemes and its use in subsequent papers.
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FIG. 4. The reconstructed and direct density bispectra for isosceles configurations \((k', k, k)\) with \(k'/(h\text{ Mpc}^{-1}) = 0.015, 0.035, 0.055, 0.075, 0.095\) at the redshift \(z = 1\). In the upper panels, we show power spectra of 10 target models computed with the fast scheme and the color corresponds to the distance between the target and the nearest fiducial models.
Appendix A: Expressions of power spectrum and bispectrum

1. Power spectra at 2-loop level with RegPT

First, we give formulations of power spectra at 2-loop level, i.e., up to NNLO. The power spectra of density and velocity divergence are given as

\[
P_{\text{ab}}(k; \eta) = \Gamma_{\text{a,reg}}^{(1)}(k) \Gamma_{\text{b,reg}}^{(1)}(k) P_0(k) + 2 \int \frac{d^3q}{(2\pi)^3} \Gamma_{\text{a,reg}}^{(2)}(q, k - q) \Gamma_{\text{b,reg}}^{(2)}(q, k - q) P_0(q) P_0(|k - q|)
\]

\[
+ 6 \int \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} \Gamma_{\text{a,reg}}^{(3)}(q_1, q_2, k - q_1 - q_2) \Gamma_{\text{b,reg}}^{(3)}(q_1, q_2, k - q_1 - q_2) P_0(q_1) P_0(q_2) P_0(|k - q_1 - q_2|).
\]  

(A1)
\[ P(\delta\delta)(k) \left[ (h^{-1} \text{Mpc})^3 \right] \]

**FIG. 6.** Comparison with power spectra measured from N-body simulation, linear power spectrum, predictions based on SPT and RegPT, and the \textit{Halofit} fitting formula at the redshift \( z = 0.901 \). In the lower panel, the ratios in terms of \textit{Halofit} are shown.

\[ B(\delta\delta\delta)(k, k, k) \left[ (h^{-1} \text{Mpc})^6 \right] \]

**FIG. 7.** Comparison for density bispectra for equilateral configuration: measurement from N-body simulations, tree level bispectrum, unbinned bispectra based on SPT and RegPT, binned bispectra with the fast method, and the \textit{BiHalofit} fitting formula at the redshift \( z = 0.901 \). In the lower panel, the ratios in terms of \textit{BiHalofit} are shown.

where the regularized propagators are given as

\[ \Gamma_{a,\text{reg}}^{(1)}(k) = e^{\eta} \left[ 1 + \alpha_k + \frac{1}{2} \alpha_k^2 + e^{2\eta} \overline{\Gamma}_{a,1\text{-loop}}^{(1)}(k)(1 + \alpha_k) + e^{4\eta} \overline{\Gamma}_{a,2\text{-loop}}^{(1)}(k) \right] e^{-\alpha_k}, \quad (A2) \]

\[ \Gamma_{a,\text{reg}}^{(2)}(q, k - q) = e^{2\eta} \left[ F_a^{(2)}(q, k - q)(1 + \alpha_k) + e^{2\eta} \overline{\Gamma}_{a,1\text{-loop}}^{(2)}(q, k - q) \right] e^{-\alpha_k}, \quad (A3) \]

\[ \Gamma_{a,\text{reg}}^{(3)}(q_1, q_2, k - q_1 - q_2) = e^{3\eta} F_a^{(3)}(q_1, q_2, k - q_1 - q_2) e^{-\alpha_k}. \quad (A4) \]

The damping factor \( \alpha_k \) is defined as

\[ \alpha_k \equiv \frac{k^2 \sigma_8^2 e^{2\eta}}{2}, \quad (A5) \]
where $\sigma_d$ is defined in Eq. (15). The scale dependent parts of propagators are given as

\begin{align}
\bar{\Gamma}^{(1)}_{a, \text{1-loop}}(k) &= 3 \int \frac{d^3q}{(2\pi)^3} F_a^{(3)}(q, -q, k) P_0(q), \\
\bar{\Gamma}^{(1)}_{a, \text{2-loop}}(k) &= 15 \int \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} F_a^{(5)}(q_1, -q_1, q_2, -q_2, k) P_0(q_1) P_0(q_2), \\
\bar{\Gamma}^{(2)}_{a, \text{1-loop}}(k_1, k_2) &= 6 \int \frac{d^3q}{(2\pi)^3} F_a^{(4)}(q, -q, k_1, k_2) P_0(q).
\end{align}

2. Bispectra at 1-loop level with RegPT

Next, we give formulas for bispectra at 1-loop order, i.e., up to NLO. The 1-loop bispectrum is decomposed into three parts:

\begin{equation}
B_{abc}(k_1, k_2, k_3) = B_{abc}^{\text{I}}(k_1, k_2, k_3) + B_{abc}^{\text{II}}(k_1, k_2, k_3) + B_{abc}^{\text{III}}(k_1, k_2, k_3).
\end{equation}
FIG. 9. Comparison of density bispectra for isosceles configurations \((k', k', k)\) with \(k'/\text{(h Mpc)} = 0.075, 0.095, 0.115, 0.135, 0.155\): tree level bispectrum, unbinned bispectra based on SPT and RegPT, binned RegPT bispectra with the fast method, and the BiHalofit fitting formula at the redshift \(z = 0.901\). In the lower panels, the ratios in terms of BiHalofit are shown and dashed lines correspond to the flattened triangle \(k' = 2k\).

Each term is given as

\[
B_{abc}^{I}(k_1, k_2, k_3) = 2 \left[ \Gamma_{a,\text{reg}}^{(2)}(k_1, k_2) \Gamma_{b,\text{reg}}^{(1)}(k_2) \Gamma_{c,\text{reg}}^{(1)}(k_3) P_0(k_2) P_0(k_3) \right. \\
+ \left. \Gamma_{b,\text{reg}}^{(2)}(k_3, k_1) \Gamma_{c,\text{reg}}^{(1)}(k_3) \Gamma_{a,\text{reg}}^{(1)}(k_1) P_0(k_3) P_0(k_1) \right. \\
+ \left. \Gamma_{c,\text{reg}}^{(2)}(k_1, k_2) \Gamma_{a,\text{reg}}^{(1)}(k_1) \Gamma_{b,\text{reg}}^{(1)}(k_2) P_0(k_1) P_0(k_2) \right],
\]

(A10)

\[
B_{abc}^{II}(k_1, k_2, k_3) = 8 \int \frac{d^3q}{(2\pi)^3} \Gamma_{a,\text{reg}}^{(2)}(k_1 - q, q) \Gamma_{b,\text{reg}}^{(2)}(k_2 + q, -q) \Gamma_{c,\text{reg}}^{(2)}(-q - k_2, -k_1 + q) \\
\times P_0(|k_1 - q|) P_0(|k_2 + q|) P_0(q),
\]

(A11)
\[ B_{abc}(k_1, k_2, k_3) = 6 \int \frac{d^3q}{(2\pi)^3} \times \]

\[
\Gamma^{(1)}_{a \text{reg}}(-k_3, -k_2 + q, -q) \Gamma^{(2)}_{b \text{reg}}(k_2 - q, q) \Gamma^{(1)}_{c \text{reg}}(k_3) P_0(k_2 - q) P_0(k_3) P_0(q) + \Gamma^{(1)}_{a \text{reg}}(-k_3, -k_2 + k_1 + q, -q) \Gamma^{(2)}_{c \text{reg}}(k_3 - k_2 - q, q) \Gamma^{(1)}_{b \text{reg}}(k_2) P_0((k_3 - k_2) - q) P_0(k_3) P_0(q) + \\
\Gamma^{(1)}_{b \text{reg}}(-k_3 - q, -k_1 + q, -k_3) \Gamma^{(2)}_{a \text{reg}}(k_1 - q, k_3 - q) \Gamma^{(1)}_{c \text{reg}}(k_3) P_0((k_1 - q) - q) P_0(k_3) P_0(q) + \\
\Gamma^{(1)}_{c \text{reg}}(-k_1 - q, -k_3 + q, -k_1) \Gamma^{(2)}_{a \text{reg}}(k_3 - q, q) \Gamma^{(1)}_{b \text{reg}}(k_1 - q, k_3 - q) P_0((k_1 - q) - q) P_0(k_3) P_0(q) + \\
\Gamma^{(1)}_{c \text{reg}}(-k_1 - k_2 + q, -k_3 + q, -k_1) \Gamma^{(2)}_{b \text{reg}}(k_2 - q, q) \Gamma^{(1)}_{a \text{reg}}(k_1 - q, k_2 - q) P_0((k_1 - q) - q) P_0(k_2) P_0(q). \]

(A12)

In order to keep the order of each part as 2-loop level, the regularized propagators are computed at 1-loop level for \( B_{abc} \) and tree level for \( B_{abc}^I \) and \( B_{abc}^{II} \). The 1-loop level propagators are given as

\[
\Gamma^{(1)}_{a \text{reg}}(k) = e^\eta \left[ 1 + \alpha_k + e^{2\eta} \Gamma^{(1)}_{a \text{1-loop}}(k) \right] e^{-\alpha_k}, \tag{A13}
\]

\[
\Gamma^{(2)}_{a \text{reg}}(k_1, k_2) = e^{2\eta} \left[ F_a^{(2)}(k_1, k_2)(1 + \alpha_k + e^{2\eta} \Gamma^{(2)}_{a \text{1-loop}}(k_1, k_2)) \right] e^{-\alpha_k}, \tag{A14}
\]

and the tree level propagators are given as

\[
\Gamma^{(n)}_{a \text{reg}}(k_1, k_2, \ldots, k_n) = e^{\eta_n} F_a^{(n)}(k_1, k_2, \ldots, k_n) e^{-\alpha_k}, \tag{A15}
\]

where \( k = |k_1 + k_2 + \cdots + k_n| \).

### 3. IR-safe integrand

In the loop integrals at large scales IR cancellation occurs and this effect might lead to numerically unstable results. Here, we give IR-safe integrand for 1-loop bispectra based on Ref. [63], where IR cancellation is taken into account beforehand. First, we define the integrands of bispectra:

\[
B_{abc}^I(k_1, k_2, k_3) \equiv \int \frac{d^3q}{(2\pi)^3} \tilde{b}_{abc}(q, k_1, k_2), \quad B_{abc}^{II}(k_1, k_2, k_3) \equiv \int \frac{d^3q}{(2\pi)^3} \left[ b_{abc}^{II}(q, k_2, k_3) + 5 \text{ perms.} \right]. \tag{A16}
\]

Then, the integrands of IR-safe terms are given by

\[
\tilde{b}_{abc}(q, k_1, k_2, k_3) = \frac{1}{2} \left( [b_{abc}^{II}(q, k_1, k_2)\Theta(r_1 - q)\Theta(p_2 - q) + b_{abc}^{II}(-q, k_1, k_2)\Theta(p_1 - q)\Theta(r_2 - q)] + \right. \\
\left. \text{[perm.: } k_1 \rightarrow k_3 \text{]} + \text{[perm.: } k_2 \rightarrow k_3 \text{]} \right), \tag{A17}
\]

\[
b_{abc}^{II}(q, k_1, k_2, k_3) = [b_{abc}^{II}(q, k_2, k_3)\Theta(r_2 - q) + b_{abc}^{II}(-q, k_2, k_3)\Theta(r_1 - q)] + 5 \text{ perms.}, \tag{A18}
\]

where \( \Theta \) is the step function and we introduce following notations:

\[
p_i \equiv k_i - q, \quad r_i \equiv k_i + q \quad (i = 1, 2, 3). \tag{A19}
\]

Note that the \( B_{abc}^I \) term is not subject to IR cancellation.

Then, the IR-safe forms are given as

\[
B_{abc}^{II}(k_1, k_2, k_3) = 8 \int \frac{d^3q}{(2\pi)^3} \times \\
\left[ \Theta(p_1 - q)\Theta(r_2 - q) \Gamma_{a \text{reg}}^{(2)}(p_1, q) \Gamma_{b \text{reg}}^{(2)}(r_2 - q) \Gamma_{c \text{reg}}^{(1)}(-r_2, -p_1) P_0(p_1) P_0(r_2) P_0(q) + \\
\Theta(r_1 - q)\Theta(p_2 - q) \Gamma_{a \text{reg}}^{(2)}(r_1 - q) \Gamma_{c \text{reg}}^{(2)}(p_2, q) \Gamma_{b \text{reg}}^{(2)}(-p_2, -r_1) P_0(r_1) P_0(p_2) P_0(q) + \\
\Theta(p_1 - q)\Theta(r_2 - q) \Gamma_{b \text{reg}}^{(2)}(p_1, q) \Gamma_{c \text{reg}}^{(2)}(r_2 - q) \Gamma_{a \text{reg}}^{(2)}(-r_2, -p_1) P_0(p_1) P_0(r_2) P_0(q) + \\
\Theta(r_1 - q)\Theta(p_2 - q) \Gamma_{c \text{reg}}^{(2)}(r_1 - q) \Gamma_{b \text{reg}}^{(2)}(p_2, q) \Gamma_{a \text{reg}}^{(2)}(-p_2, -r_1) P_0(r_1) P_0(p_2) P_0(q) + \\
\Theta(p_1 - q)\Theta(r_3 - q) \Gamma_{c \text{reg}}^{(2)}(p_1, q) \Gamma_{b \text{reg}}^{(2)}(r_3 - q) \Gamma_{a \text{reg}}^{(2)}(-r_3, -p_1) P_0(p_1) P_0(r_3) P_0(q) + \\
\Theta(r_1 - q)\Theta(p_3 - q) \Gamma_{b \text{reg}}^{(2)}(r_1 - q) \Gamma_{c \text{reg}}^{(2)}(p_3, q) \Gamma_{a \text{reg}}^{(2)}(-r_3, -p_1) P_0(p_1) P_0(r_3) P_0(q) \right] \tag{A20}
\]
\[ B_{abc}(k_1, k_2, k_3) = 6 \int \frac{d^3q}{(2\pi)^3} \times \] 
\[ \{ \Theta(p_2 - q) \left[ \Gamma_{a,b}^{(3)}(-k_3, -p_2, -q)\Gamma_{b,c}^{(2)}(p_2, q)\Gamma_{c,reg}^{(1)}(k_3)P_0(p_2)P_0(k_3)P_0(q) + \Gamma_{c,b}^{(3)}(-k_1, -q, -p_2)\Gamma_{b,a}^{(2)}(p_2, q)\Gamma_{a,reg}^{(1)}(k_1)P_0(p_2)P_0(k_1)P_0(q) \right] 
+ \Theta(r_2 - q) \left[ \Gamma_{a,b}^{(3)}(-k_3, -r_2, -q)\Gamma_{b,c}^{(2)}(r_2, q)\Gamma_{c,reg}^{(1)}(k_3)P_0(r_2)P_0(k_3)P_0(q) + \Gamma_{c,b}^{(3)}(-k_1, -q, -r_2)\Gamma_{b,a}^{(2)}(r_2, q)\Gamma_{a,reg}^{(1)}(k_1)P_0(r_2)P_0(k_1)P_0(q) \right] 
+ \Theta(p_3 - q) \left[ \Gamma_{a,b}^{(3)}(-k_2, -p_3, -q)\Gamma_{b,c}^{(2)}(p_3, q)\Gamma_{c,reg}^{(1)}(k_2)P_0(p_3)P_0(k_2)P_0(q) + \Gamma_{c,b}^{(3)}(-k_1, -p_3, -q)\Gamma_{b,a}^{(2)}(p_3, q)\Gamma_{a,reg}^{(1)}(k_1)P_0(p_3)P_0(k_1)P_0(q) \right] 
+ \Theta(r_3 - q) \left[ \Gamma_{a,b}^{(3)}(-k_2, -r_3, -q)\Gamma_{b,c}^{(2)}(r_3, q)\Gamma_{c,reg}^{(1)}(k_2)P_0(r_3)P_0(k_2)P_0(q) + \Gamma_{c,b}^{(3)}(-k_1, -r_3, -q)\Gamma_{b,a}^{(2)}(r_3, q)\Gamma_{a,reg}^{(1)}(k_1)P_0(r_3)P_0(k_1)P_0(q) \right] 
+ \Theta(p_1 - q) \left[ \Gamma_{a,b}^{(3)}(-q, -p_1, -k_3)\Gamma_{b,c}^{(2)}(p_1, q)\Gamma_{c,reg}^{(1)}(k_3)P_0(p_1)P_0(k_3)P_0(q) + \Gamma_{c,b}^{(3)}(-p_1, -q, -k_3)\Gamma_{b,a}^{(2)}(p_1, q)\Gamma_{a,reg}^{(1)}(k_3)P_0(p_1)P_0(k_3)P_0(q) \right] 
+ \Theta(r_1 - q) \left[ \Gamma_{a,b}^{(3)}(-q, -r_1, -k_3)\Gamma_{b,c}^{(2)}(r_1, q)\Gamma_{c,reg}^{(1)}(k_3)P_0(r_1)P_0(k_3)P_0(q) + \Gamma_{c,b}^{(3)}(-r_1, -q, -k_3)\Gamma_{b,a}^{(2)}(r_1, q)\Gamma_{a,reg}^{(1)}(k_3)P_0(r_1)P_0(k_3)P_0(q) \right] 
+ \Gamma_{c,b}^{(3)}(-r_1, -q, -k_2)\Gamma_{b,a}^{(2)}(r_1, q)\Gamma_{a,reg}^{(1)}(k_2)P_0(r_1)P_0(k_2)P_0(q) \} \right\}. \quad (A21) \]

For the correction terms, we do not incorporate IR-safe integrand because the IR divergence of the corrections is already small.

4. Expressions with SPT

It is also possible to construct expressions of power spectrum and bispectrum based on SPT with propagators. We keep the terms up to the third order of linear power spectrum of RegPT expressions for power spectrum at 2-loop level and bispectrum at 1-loop level.

For SPT power spectra at 2-loop level, the expressions are given as

\[ P_{ab}^{\text{SPT}}(k; \eta) = e^{2\eta} P_0(k) + e^{4\eta} \left( \Gamma_{a,1,loop}^{(1)}(k) + \Gamma_{b,1,loop}^{(1)}(k) \right) P_0(k) \]
\[ + 2e^{4\eta} \int \frac{d^3q}{(2\pi)^3} F_a^{(2)}(q, k - q) F_{\bar{b}}^{(2)}(q, k - q) P_0(q) P_0(|k - q|) \]
\[ + e^{6\eta} \left( \Gamma_{a,1,loop}^{(1)}(k) + \Gamma_{b,2,loop}^{(1)}(k) + \Gamma_{a,2,loop}^{(1)}(k) \right) P_0(k) \]
\[ + 2e^{6\eta} \int \frac{d^3q}{(2\pi)^3} \left[ F_a^{(2)}(q, k - q) + F_{\bar{b}}^{(2)}(q, k - q) + F_{\bar{b},1,loop}^{(1)}(q, k - q) + \Gamma_{a,1,loop}^{(1)}(q, k - q) \right] P_0(q) P_0(|k - q|) \]
\[ + 6e^{6\eta} \int \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} F_{\bar{a}}^{(3)}(q_1, q_2, k - q_1 - q_2) F_{\bar{b}}^{(3)}(q_1, q_2, k - q_1 - q_2) P_0(q_1) P_0(q_2) P_0(|k - q_1 - q_2|). \quad (A22) \]

For SPT bispectrum at 1-loop level, the bispectrum is decomposed into three terms:

\[ B_{abc}^{\text{SPT}}(k_1, k_2, k_3) = B_{abc}^{\text{SPT,I}}(k_1, k_2, k_3) + B_{abc}^{\text{SPT,II}}(k_1, k_2, k_3) + B_{abc}^{\text{SPT,III}}(k_1, k_2, k_3), \quad (A23) \]
and each term is given as

\[ B^{\text{SPT, I}}_{abc}(k_1, k_2, k_3) = 2\epsilon^6 \eta \left[ F^{(2)}_a(k_2, k_3)P_0(k_2)P_0(k_3) + F^{(2)}_b(k_3, k_1)P_0(k_3)P_0(k_1) + F^{(2)}_c(k_1, k_2)P_0(k_1)P_0(k_2) \right] \\
+ 2\epsilon^6 \eta \left[ F^{(2)}_{abc,1\text{-loop}}(k_2, k_3) + F^{(2)}_{b,1\text{-loop}}(k_2, k_3) \left( \Gamma^{(1)}_{b,1\text{-loop}}(k_2) + \Gamma^{(1)}_{c,1\text{-loop}}(k_3) \right) \right] P_0(k_2)P_0(k_3) \\
+ 2\epsilon^6 \eta \left[ F^{(2)}_{b,1\text{-loop}}(k_3, k_1) + F^{(2)}_{c,1\text{-loop}}(k_3, k_1) \left( \Gamma^{(1)}_{c,1\text{-loop}}(k_3) + \Gamma^{(1)}_{a,1\text{-loop}}(k_1) \right) \right] P_0(k_3)P_0(k_1) \\
+ 2\epsilon^6 \eta \left[ \Gamma^{(1)}_{c,1\text{-loop}}(k_1, k_2) + F^{(2)}_c(k_1, k_2) \left( \Gamma^{(1)}_{a,1\text{-loop}}(k_1) + \Gamma^{(1)}_{b,1\text{-loop}}(k_2) \right) \right] P_0(k_1)P_0(k_2), \quad (A24) \]

\[ B^{\text{SPT, II}}_{abc}(k_1, k_2, k_3) = 8\epsilon^6 \eta \int \frac{d^3q}{(2\pi)^3} F^{(2)}_a(k_2 - q, q)F^{(2)}_b(k_2 + q, -q)F^{(2)}_c(-q - k_2, -k_1 + q) \times P_0(|k_1 - q|)P_0(|k_2 + q|)P_0(q), \quad (A25) \]

\[ B^{\text{SPT, III}}_{abc}(k_1, k_2, k_3) = 6\epsilon^6 \eta \int \frac{d^3q}{(2\pi)^3} \left[ F^{(3)}_a(-k_3, k_2 - q)F^{(2)}_b(k_2 - q, -q)P_0(|k_2 - q|)P_0(q) \right. \\
+ F^{(3)}_b(-k_3, -k_2 + q, q)F^{(2)}_c(q, k_2 - q)P_0(|k_2 - q|)P_0(q) \right. \\
+ F^{(3)}_c(-k_3, k_1 + q, k_2 - q)F^{(2)}_a(-q, k_2 - q)P_0(|k_2 - q|)P_0(q) \right. \\
+ F^{(3)}_a(-k_2, k_3 + q, -q)F^{(2)}_b(q, k_3 - q)P_0(|k_3 - q|)P_0(q) \right. \\
+ F^{(3)}_b(-k_2, -k_3 + q, q)F^{(2)}_c(q, k_3 - q)P_0(|k_3 - q|)P_0(q) \right. \\
+ F^{(3)}_c(-k_2, k_1 + q, k_3 + q)F^{(2)}_a(-q, k_3 + q)P_0(|k_3 + q|)P_0(q) \right. \\
+ F^{(3)}_a(-k_1, q, -k_2)F^{(2)}_b(q, k_1 - q)P_0(|k_1 - q|)P_0(q) \right. \\
+ F^{(3)}_b(-k_1, -k_2 + q, q)F^{(2)}_c(q, k_1 - q)P_0(|k_1 - q|)P_0(q) \left. \right] . \quad (A26) \]

Appendix B: Expressions for kernels

1. Kernels for power spectra

Here, we give expressions of correction terms with response function approach for power spectra (Eq. [18]). The correction terms for power spectra at the leading order are given as

\[ \delta P_{ab}(k; \eta) = \delta \Gamma_{a,\text{reg}}^{(1)}(k)\Gamma_{b,\text{reg}}^{(1)}(k)P_0^\text{fid}(k) + \Gamma_{a,\text{reg}}^{(1)}(k)\delta \Gamma_{b,\text{reg}}^{(1)}(k)P_0^\text{fid}(k) + \Gamma_{a,\text{reg}}^{(1)}(k)\delta \Gamma_{b,\text{reg}}^{(1)}(k)P_0(k) \]

\[ + 2 \int \frac{d^3q}{(2\pi)^3} 2\Gamma_{a,\text{reg}}^{(2)}(q, k - q)\Gamma_{b,\text{reg}}^{(2)}(q, k - q)P_0^\text{fid}(k)P_0^\text{fid}(|k - q|)\delta P_0(q) \]

\[ + \delta \Gamma_{a,\text{reg}}^{(2)}(q, k - q)\Gamma_{b,\text{reg}}^{(2)}(q, k - q)P_0^\text{fid}(k)P_0^\text{fid}(|k - q|) \]

\[ + \Gamma_{a,\text{reg}}^{(2)}(q, k - q)\delta \Gamma_{b,\text{reg}}^{(2)}(q, k - q)P_0^\text{fid}(k)P_0^\text{fid}(|k - q|) \]

\[ + 18 \int \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} \Gamma_{a,\text{reg}}^{(3)}(q_1, q_2, k - q_1 - q_2)\Gamma_{b,\text{reg}}^{(3)}(q_1, q_2, k - q_1 - q_2)P_0^\text{fid}(q_1)P_0^\text{fid}(q_2)P_0^\text{fid}(|k - q_1 - q_2|) \delta P_0(q_1) . \quad (B1) \]

Note that \( \Gamma_{a,\text{reg}}^{(3)} \) does not involve linear power spectrum at tree level and thus \( \delta \Gamma_{a,\text{reg}}^{(3)} = 0 \). The first-order corrections for propagators are

\[ \delta \Gamma_{a,\text{reg}}^{(1)}(k) = \epsilon^3 \eta \left[ \delta \Gamma_{a,1\text{-loop}}^{(1)}(k)(1 + \alpha_k) + \epsilon^2 \delta \Gamma_{a,2\text{-loop}}^{(1)}(k) \right] e^{-\alpha_k} , \quad (B2) \]

\[ \delta \Gamma_{a,\text{reg}}^{(2)}(q, k - q) = \epsilon^4 \delta \Gamma_{a,1\text{-loop}}^{(2)}(q, k - q)e^{-\alpha_k} , \quad (B3) \]
where scale-dependent parts are given as

\[ \delta \Gamma_{a,1\text{-loop}}^{(1)}(k) = 3 \int \frac{d^3q}{(2\pi)^3} F^{(3)}_a(q, -q, k) \delta P_0(q), \]

\[ \delta \Gamma_{a,2\text{-loop}}^{(1)}(k) = 30 \int \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} F^{(5)}_a(q_1, -q_1, q_2, -q_2, k) P_{0\text{fid}}(q_1) \delta P_0(q_2), \]

\[ \delta \Gamma_{a,1\text{-loop}}^{(2)}(k_1, k_2) = 6 \int \frac{d^3q}{(2\pi)^3} F^{(4)}_a(q, -q, k_1, k_2) \delta P_0(q). \]

Next, we rewrite the expressions in the form of one-dimensional integration. First, we define angular averaged kernels as,

\[ I_a(q; k) = 3 \int \frac{d^3q}{4\pi} F^{(3)}_a(q, -q, k), \]

\[ J_a(q_1, q_2; k) = 15 \int \frac{d^3q_3}{4\pi} \frac{d^3q_4}{4\pi} F^{(5)}_a(q_1, -q_1, q_2, -q_2, k), \]

\[ K_a(q; k_1, k_2, k_3) = 6 \int \frac{d^3q}{4\pi} F^{(4)}_a(q, -q, k_1, k_2), \]

where \( k_3 = k_1 + k_2 \). Note that these functions are independent of cosmology. We can compute these functions in advance to speed up calculations. Then, we can rewrite the scale-dependent parts of the propagators as

\[ \delta \Gamma_{a,1\text{-loop}}^{(1)}(k) = \int \frac{q^2 dq}{2\pi^2} L_a^{(1)}(q; k) \delta P_0(q), \]

\[ \delta \Gamma_{a,2\text{-loop}}^{(1)}(k) = 2 \int \frac{q^2 dq}{2\pi^2} M_a^{(1)}(q; k) \delta P_0(q), \]

\[ \delta \Gamma_{a,1\text{-loop}}^{(2)}(k_1, k_2) = \int \frac{q^2 dq}{2\pi^2} N_a^{(2)}(q; k_1, k_2) \delta P_0(q), \]

where

\[ L_a^{(1)}(q; k) = I_a(q; k), \]

\[ M_a^{(1)}(q; k) = \int \frac{p^2 dp}{2\pi^2} J_a(p, q; k) P_{0\text{fid}}(p), \]

\[ N_a^{(2)}(q; k_1, k_2, k_3) = K_a(q; k_1, k_2, k_3). \]

Next, we rewrite the whole expression of the 2-loop spectra:

\[ \int \frac{d^3q}{(2\pi)^3} \Gamma^{(2)}_{a,\text{reg}}(q, k, -q; \eta) \Gamma^{(2)}_{b,\text{reg}}(q, k, -q; \eta) P_{0\text{fid}}(|k - q|) \delta P_0(q) \]

\[ = e^{4q} e^{-2\alpha_k} \left( 1 + \alpha_k^2 \right) \int \frac{q^2 dq}{2\pi^2} X_{ab}^{(2)}(q, k) \delta P_0(q) + e^{2q} \int \frac{q^2 dq}{2\pi^2} \left( Y_{ab}^{(2)}(q, k) + Y_{ba}^{(2)}(q, k) \right) \delta P_0(q) \]

\[ + e^{4q} \int \frac{q^2 dq}{2\pi^2} Z_{ab}^{(2)}(q, k) \delta P_0(q) \]

\[ \int \frac{d^3q_1}{(2\pi)^3} \Gamma^{(3)}_{a,\text{reg}}(q_1, q_2, k - q_1 - q_2; \eta) \Gamma^{(3)}_{b,\text{reg}}(q_1, q_2, k - q_1 - q_2; \eta) P_{0\text{fid}}(|k - q_1 - q_2|) \delta P_0(q_1) \]

\[ = e^{6q} e^{-2\alpha_k} \left[ 1 + \alpha_k \right] \int \frac{q^2 dq}{2\pi^2} F_{ab}^{(3)}(q, k) \delta P_0(q) + e^{2q} \int \frac{q^2 dq}{2\pi^2} F_{ab}^{(3)}(q, k) \delta P_0(q) \]

\[ + e^{4q} \int \frac{q^2 dq}{2\pi^2} S_{ab}^{(3)}(q, k) \delta P_0(q). \]
The kernel functions are defined as

\[
X_{ab}^{(2)}(q,k) = \frac{1}{2} \int_{-1}^{1} \, d\mu_q \, F_{a}^{(2)}(q,k-q)F_{b}^{(2)}(q,k-q)P_{0}^{\text{fid}} \left( \sqrt{k^2 - 2kq\mu_q + q^2} \right),
\]

\[
Y_{ab}^{(2)}(q,k) = \frac{1}{2} \int_{-1}^{1} \, d\mu_q \, F_{a}^{(2)}(q,k-q)\bar{\Gamma}_{b,\text{1-loop}}(q,k-q)P_{0}^{\text{fid}} \left( \sqrt{k^2 - 2kq\mu_q + q^2} \right),
\]

\[
Z_{ab}^{(2)}(q,k) = \frac{1}{2} \int_{-1}^{1} \, d\mu_q \, \bar{\Gamma}_{b,\text{1-loop}}(q,k-q)\bar{\Gamma}_{a,\text{1-loop}}(q,k-q)P_{0}^{\text{fid}} \left( \sqrt{k^2 - 2kq\mu_q + q^2} \right),
\]

\[
Q_{ab}^{(2)}(q,k) = \int \frac{d^3p}{(2\pi)^3} \, F_{a}(p,k-p)K_b(q;p,|k-p|,k)P_{0}^{\text{fid}}(|k-p|)P_{0}^{\text{fid}}(p),
\]

\[
R_{ab}^{(2)}(q,k) = \int \frac{d^3p}{(2\pi)^3} \, \bar{\Gamma}_{a,\text{1-loop}}(p,k-p)K_b(q;p,|k-p|,k)P_{0}^{\text{fid}}(|k-p|)P_{0}^{\text{fid}}(p),
\]

\[
S_{ab}^{(3)}(q,k) = \frac{1}{2} \int_{-1}^{1} \, d\mu_q \int \frac{d^3p}{(2\pi)^3} \, F_{a}(p,q,k-p-q)F_{b}(p,q,k-q)P_{0}^{\text{fid}}(|k-p-q|)P_{0}^{\text{fid}}(p).
\]

In practical implementation, required kernels for power spectrum are \(I_a^{(1)}, M_i^{(1)}, X_{ab}^{(2)}, Y_{ab}^{(2)}, Z_{ab}^{(2)}, Q_{ab}^{(2)}, R_{ab}^{(2)}, S_{ab}^{(3)}\) and they are tabulated with respect to arguments \((k,q)\). As our default setting, the dimension and range of \(k\) and \(q\) is \(n_k = 120\) in \([10^{-1}, 1] h \text{ Mpc}^{-1}\) and \(n_q = 200\) in \([5 \times 10^{-4}, 10] h \text{ Mpc}^{-1}\), respectively. The integrals are calculated with Gaussian quadrature. In addition to these kernels, we need to store diagram data for the fiducial cosmology and the dimension and range of the wave-vector is the same as the one of kernels.

2. Kernels for bispectra

The correction term for bispectra (Eq. 19) can also be decomposed into four terms:

\[
\delta B_{abc}(k_1,k_2,k_3) = \delta B_{abc}^{1,1}(k_1,k_2,k_3) + \delta B_{abc}^{1,2}(k_1,k_2,k_3) + \delta B_{abc}^{1,3}(k_1,k_2,k_3) + \delta B_{abc}^{1,4}(k_1,k_2,k_3).
\]

Note that only for the \(B_{abc}^{1}\) part, we include correction terms up to the next-to-leading order, which corresponds to the \(\delta B_{abc}^{1,4}\) term. Without this term, the accuracy at large scales would degrade but the computational cost is still kept up to one-dimensional integrations. Each term is given by

\[
\delta B_{abc}^{1,1}(k_1,k_2,k_3) = 2 \left[ \delta \Gamma_{a,\text{reg}}^{(2)}(k_2,k_3)\Gamma_{b,\text{reg}}^{(1)}(k_2)\Gamma_{c,\text{reg}}^{(1)}(k_3)P_{0}^{\text{fid}}(k_2)P_{0}^{\text{fid}}(k_3) \\
+ \Gamma_{a,\text{reg}}^{(2)}(k_2,k_3)\delta \Gamma_{b,\text{reg}}^{(1)}(k_2)\Gamma_{c,\text{reg}}^{(1)}(k_3)P_{0}^{\text{fid}}(k_2)P_{0}^{\text{fid}}(k_3) \\
+ \Gamma_{a,\text{reg}}^{(2)}(k_2,k_3)\Gamma_{b,\text{reg}}^{(1)}(k_2)\delta \Gamma_{c,\text{reg}}^{(1)}(k_3)P_{0}^{\text{fid}}(k_2)P_{0}^{\text{fid}}(k_3) \\
+ \Gamma_{a,\text{reg}}^{(2)}(k_2,k_3)\Gamma_{b,\text{reg}}^{(1)}(k_2)\Gamma_{c,\text{reg}}^{(1)}(k_3)\delta P_{0}^{\text{fid}}(k_2)\delta P_{0}^{\text{fid}}(k_3) \\
+ \Gamma_{a,\text{reg}}^{(2)}(k_2,k_3)\Gamma_{b,\text{reg}}^{(1)}(k_2)\Gamma_{c,\text{reg}}^{(1)}(k_3)\delta P_{0}^{\text{fid}}(k_2)P_{0}^{\text{fid}}(k_3) \\
+ \Gamma_{a,\text{reg}}^{(2)}(k_2,k_3)\Gamma_{b,\text{reg}}^{(1)}(k_2)\Gamma_{c,\text{reg}}^{(1)}(k_3)P_{0}^{\text{fid}}(k_2)\delta P_{0}^{\text{fid}}(k_3) \\
+ \text{[perm. : } (a,b,c) \rightarrow (b,c,a), (k_1,k_2,k_3) \rightarrow (k_2,k_3,k_1) \text{]} \\
+ \text{[perm. : } (a,b,c) \rightarrow (c,a,b), (k_1,k_2,k_3) \rightarrow (k_3,k_1,k_2) \text{]} \right],
\]
\[
\delta B^{II}_{abc}(k_1, k_2, k_3) = 8 \int \frac{d^3q}{(2\pi)^3} \delta P_0(q) \times \left[ r^{(2)}_{b,reg}(k_2 + q, q) r^{(2)}_{b,reg}(k_2 + q, q) r^{(2)}_{c,reg}(k_3 + q, q) P_0^{\text{fid}}(k_2 + q) \right] + \Gamma^{(2)}_{b,reg}(k_1 - k_2 - k_3, k_1 - k_2 - q) \Gamma^{(2)}_{c,reg}(k_3 + q, q) P_0^{\text{fid}}(k_3 + q)
\]

\[
\delta B^{III}_{abc}(k_1, k_2, k_3) = 6 \int \frac{d^3q}{(2\pi)^3} \times \left[ r^{(3)}_{a,reg}(-k_3, k_2 - q, q) \Gamma^{(2)}_{b,reg}(k_2 - q, q) \Gamma^{(1)}_{c,reg}(k_3) \times P_0^{\text{fid}}(k_2 - q)(2P_0^{\text{fid}}(k_3) + \delta P_0(k_3)) \right] + \Gamma^{(3)}_{a,reg}(-k_3, k_3 + q, q) \Gamma^{(2)}_{b,reg}(k_3 + q, q) P_0^{\text{fid}}(k_3 + q) + \Gamma^{(3)}_{a,reg}(-k_3, k_3 + q, q) \Gamma^{(2)}_{a,reg}(k_3 + q, q) P_0^{\text{fid}}(k_3 + q) + \Gamma^{(3)}_{a,reg}(-k_3, k_3 + q, q) \Gamma^{(2)}_{b,reg}(k_3 + q, q) P_0^{\text{fid}}(k_3 + q)
\]

(B27)

(B28)

(B29)

(B30)

(B31)
We rewrite $\delta B_{abc}^{\text{II}}$ and $\delta B_{abc}^{\text{III}}$ in the similar form as in power spectrum and define kernel functions as follows.

\[
\delta B_{abc}^{\text{II}}(k_1, k_2, k_3) = 8e^{6g_0} e^{-\alpha_{k123}} \int \frac{q^2 dq}{2\pi^2} T_{abc}^{(3)}(q; k_1, k_2, k_3) \delta P_0(q),
\]

\[
\delta B_{abc}^{\text{III}}(k_1, k_2, k_3) = 12e^{6g_0} e^{-\alpha_{k123}} \int \frac{q^2 dq}{2\pi^2} I_{abc}^{(3)}(q; k_1, k_2, k_3) \delta P_0(q)
+ 6e^{6g_0} e^{-\alpha_{k123}} \sum_{i=1}^{3} V_{abc,i}^{(3)}(k_1, k_2, k_3) \delta P_0(k_i),
\]

where $\alpha_{k123} \equiv \alpha_{k1} + \alpha_{k2} + \alpha_{k3}$.

The kernel functions are

\[
T_{abc}^{(3)}(q; k_1, k_2, k_3) = \int \frac{d^2 \Omega q}{4\pi} \times \left[ F_a^{(2)}(k_1 - q, q) F_b^{(2)}(k_2 + q, -q) F_c^{(2)}(-q - k_2, -k_1 + q) P_0^{\text{fid}}(|k_1 - q|) P_0^{\text{fid}}(|k_2 + q|) 
+ F_a^{(2)}(k_1 - q, q) F_b^{(2)}(-q - k_3, -k_1 + q) F_c^{(2)}(k_3 + q, -q) P_0^{\text{fid}}(|k_1 - q|) P_0^{\text{fid}}(|k_3 + q|)
+ F_a^{(2)}(-q - k_1, -k_2 + q) F_b^{(2)}(q, k_2 - q) F_c^{(2)}(k_3 + q, -q) P_0^{\text{fid}}(|k_2 - q|) P_0^{\text{fid}}(|k_3 + q|) \right],
\]

\[
U_{abc}^{(3)}(q; k_1, k_2, k_3) = \int \frac{d^2 \Omega q}{4\pi} \times \left[ F_a^{(3)}(-k_3, -k_2 + q, -q) F_b^{(2)}(k_2 - q, -q) P_0^{\text{fid}}(|k_2 - q|) P_0^{\text{fid}}(k_1)
+ F_a^{(3)}(-k_2, -k_3 + q, -q) F_b^{(2)}(k_3 - q, -q) P_0^{\text{fid}}(|k_3 - q|) P_0^{\text{fid}}(k_2)
+ F_a^{(3)}(-q, -k_1 + q, -k_3) F_b^{(2)}(k_1 - q, -q) P_0^{\text{fid}}(|k_1 - q|) P_0^{\text{fid}}(k_3)
+ F_b^{(3)}(-k_1, -k_3 + q, -q) F_c^{(2)}(k_3 - q, -q) P_0^{\text{fid}}(|k_3 - q|) P_0^{\text{fid}}(k_1)
+ F_c^{(3)}(-k_1 + q, -q, -k_2) F_a^{(2)}(k_1 - q, -q) P_0^{\text{fid}}(|k_1 - q|) P_0^{\text{fid}}(k_2)
+ F_c^{(3)}(-k_1, -q, -k_2 + q) F_b^{(2)}(k_2 - q, -q) P_0^{\text{fid}}(|k_2 - q|) P_0^{\text{fid}}(k_1) \right],
\]

\[
V_{abc,1}^{(3)}(k_1, k_2, k_3) = \int \frac{d^3 q}{(2\pi)^3} \times \left[ F_b^{(3)}(-k_1, -k_3 + q, -q) F_c^{(2)}(k_3 - q, -q) P_0^{\text{fid}}(|k_3 - q|) P_0^{\text{fid}}(q)
+ F_c^{(3)}(-k_1, -q, -k_2 + q) F_b^{(2)}(k_2 - q, -q) P_o^{\text{fid}}(|k_2 - q|) P_0^{\text{fid}}(q) \right],
\]

\[
V_{abc,2}^{(3)}(k_1, k_2, k_3) = \int \frac{d^3 q}{(2\pi)^3} \times \left[ F_a^{(3)}(-k_2, -k_3 + q, -q) F_c^{(2)}(k_3 - q, -q) P_0^{\text{fid}}(|k_3 - q|) P_0^{\text{fid}}(q)
+ F_c^{(3)}(-k_1 + q, -q, -k_2) F_a^{(2)}(k_1 - q, -q) P_0^{\text{fid}}(|k_1 - q|) P_0^{\text{fid}}(q) \right],
\]

\[
V_{abc,3}^{(3)}(k_1, k_2, k_3) = \int \frac{d^3 q}{(2\pi)^3} \times \left[ F_a^{(3)}(-k_3, -k_2 + q, -q) F_b^{(2)}(k_2 - q, -q) P_0^{\text{fid}}(|k_2 - q|) P_0^{\text{fid}}(q)
+ F_b^{(3)}(-q, -k_1 + q, -k_3) F_a^{(2)}(k_1 - q, -q) P_0^{\text{fid}}(|k_1 - q|) P_0^{\text{fid}}(q) \right].
\]

For bispectrum, $T_{abc}^{(3)}$, $U_{abc}^{(3)}$, $V_{abc}^{(3)}$ are stored to compute correction terms and the dimension and range of $q$ is the same as the case in power spectrum. We sample triangles $(k_1, k_2, k_3)$ by log-equally sampling with respect to $(K_1, K_2, K_3)$, which is defined in Eq. (24), in the range $[10^{-3}, 0.6]$ h Mpc$^{-1}$ with the number of sampling $n_K = 100$ in each dimension.
FIG. 10. Power spectra based on RegPT with UV cutoff scales of $k_\Lambda = k, k/2, k/4, k/6, k/8, k/10$ at the redshift $z = 0.901$. The results of N-body simulation and Halofit are also shown. The fiducial result ($k_\Lambda = k/2$) is shown in solid line and other results are shown in dashed lines.

3. The scaling relation for kernels

As described in Section III B, power spectrum is rescaled so that the distance between target and fiducial models is minimized. The propagators and kernels involve linear power spectrum, and thus, we need to scale them as well. The scaling for propagators is given as

$$\Gamma^{(1)}_{a,1\text{-loop}}(k) \to c \Gamma^{(1)}_{a,1\text{-loop}}(k), \quad \Gamma^{(1)}_{a,2\text{-loop}}(k) \to c^2 \Gamma^{(1)}_{a,2\text{-loop}}(k), \quad \Gamma^{(2)}_{a,1\text{-loop}}(k_1, k_2) \to c \Gamma^{(2)}_{a,1\text{-loop}}(k_1, k_2),$$

and scaling for kernels is given as

$$L^{(1)}_a(q; k) \to c L^{(1)}_a(q; k), \quad M^{(1)}_a(q; k) \to c M^{(1)}_a(q; k), \quad N^{(2)}_a(q; k_1, k_2, k_3) \to N^{(2)}_a(q; k_1, k_2, k_3);$$

$$X^{(2)}_{ab}(q, k) \to c^2 X^{(2)}_{ab}(q, k), \quad Y^{(2)}_{ab}(q, k) \to c^2 Y^{(2)}_{ab}(q, k), \quad Z^{(2)}_{ab}(q, k) \to c^2 Z^{(2)}_{ab}(q, k);$$

$$Q^{(2)}_{ab}(q, k) \to c^2 Q^{(2)}_{ab}(q, k), \quad R^{(2)}_{ab}(q, k) \to c^2 R^{(2)}_{ab}(q, k), \quad S^{(3)}_{ab}(q, k) \to c^2 S^{(3)}_{ab}(q, k);$$

$$T^{(3)}_{abc}(q; k_1, k_2, k_3) \to c^2 T^{(3)}_{abc}(q; k_1, k_2, k_3), \quad U^{(3)}_{abc}(q; k_1, k_2, k_3) \to c^2 U^{(3)}_{abc}(q; k_1, k_2, k_3), \quad V^{(3)}_{abc,i}(k_1, k_2, k_3) \to c^2 V^{(3)}_{abc,i}(k_1, k_2, k_3) \ (i = 1, 2, 3).$$

Appendix C: The effect of UV cutoff scale

Here, we investigate how the UV cutoff scale of displacement dispersion (Eq. 15) affects power spectra and bispectra based on RegPT. In Figures 10, 11, 12, and 13, power spectra and bispectra with UV cutoff scales of $k_\Lambda = k, k/2, k/4, k/6, k/8, k/10$ at the redshift $z = 0.901$ are shown. By comparing with the N-body simulation results, we have adopted $k_\Lambda = k/2$ for power spectra and $k_\Lambda = k/6$ for bispectra.

Appendix D: Results for other redshifts

In Figures 14, 15, 16, and 17, results of validation for reconstruction at redshifts $z = 3, 2, 0.5, 0$ are shown. Similarly, in Figures 18, 19, 20, and 21, comparison with N-body simulations for density power spectra and bispectra at redshifts $z = 3.13, 2.12, 0.521, 0$ is shown. The general trend is similar to the results at $z = 1$ for validation and $z = 0.901$.
FIG. 11. Bispectra for equilateral configurations based on RegPT with UV cutoff scales of $k_\Lambda = \frac{k}{6}, \frac{k}{4}, \frac{k}{6}, \frac{k}{8}, \frac{k}{10}$ at the redshift $z = 0.901$. The results of $N$-body simulation and BiHalofit are also shown. The fiducial result ($k_\Lambda = \frac{k}{6}$) is shown in solid line and other results are shown in dashed lines.

for comparison with $N$-body simulations but in both cases, accuracy becomes better at higher redshifts, where non-linearity is not so strong.
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