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Abstract

Knotoids are open ended knot diagrams regarded up to Reidemeister moves and isotopies. The notion is introduced by V. Turaev in 2012. Two most important numeric characteristics of a knotoid are the crossing number and the height. The latter is the least number of intersections between a diagram and an arc connecting its endpoints, where the minimum is taken over all representative diagrams and all such arcs disjoint from crossings. In the paper we answer the question: are there any relations between the crossing number and the height of a knotoid. We prove that the crossing number of a knotoid is greater than or equal to twice the height of the knotoid. Combining the inequality with known lower bounds of the height we obtain a lower bounds of the crossing number of a knotoid via the extended bracket polynomial, the affine index polynomial and the arrow polynomial of the knotoid. As an application of our result we prove an upper bound for the length of a bridge in a minimal diagram of a classical knot: the number of crossings in a minimal diagram of a knot is greater than or equal to three times the length of a longest bridge in the diagram.
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1 Introduction

The concept of knotoid is introduced by V. Turaev [13]. Then the subject was investigated by a few groups of researchers, mainly by L. Kauffman and his collaborators. For a survey of existing works in the area including an application to biology see [6]. For comprehensive tables of knotoids see [1], [4] and [10].

Intuitively, knotoids can be considered as open-ended knot-type pictures up to an appropriate equivalence. More precisely, knotoid diagrams are generic immersions of the unit interval into a surface, together with the under/over-crossing information at double points. Knotoids are defined as the equivalence classes of knotoid diagrams under isotopies and the Reidemeister moves (precise definitions are given in Section 2). In [13] Turaev shows that knotoids in $S^2$ generalize knots in $S^3$ and that knotoids are closely related to knots in thickened surfaces via the closure operation (about injectivity and surjectivity of the closure map in the case of knotoids in $S^2$ see [9]). Later in [5] Kauffman and Gugumcu introduced and studied virtual knotoids which generalize classical knotoids likewise virtual knots generalize classical knots.

One of the most important characteristic of a knotoid is the crossing number which is a direct analogue of that for knots. The problem of determining the exact value of the crossing number of a knotoid is very complicated. Any diagram gives an upper bound of the value but not many lower bounds are known. We mention proved by Turaev in [13] a generalization to knotoids Kauffman’s inequality relating the span of the bracket polynomial to the crossing number.

One more important numeric characteristic of a knotoid (in $S^2$ only) is the height. The notion has no direct analogue in classical theory. It is introduced by Turaev in [13] under the name of “the complexity of a knotoid”. To define the value consider an arc connecting the endpoints of a diagram of a knotoid. In general the arc intersects with the diagram. The height is the minimum of the number of the intersections over all representative diagrams and all such an arcs disjoint from crossings (see Section 2 for precise definition). Turaev in [13] obtained a lower bound for the height of a knotoid via the extended bracket polynomial which is a purely knotoid generalization of the Kauffman bracket polynomial (see also [11] where corresponding Khovanov-type invariant is constructed). In [5] some known polynomial invariants of virtual knots are extended to the case of classical and virtual knotoids, and,
in particular, it is shown that these invariants give a lower bounds for the height of a knotoid.

The main goal of our paper is to relate the crossing number to the height of the same knotoid. Both these values are minima over all representative diagrams but in general they can be reached at two different representatives. Theorem 1 (Section 3) states that \( \text{cr}(K) \geq 2 \text{h}(K) \) where \( \text{cr}(K) \) and \( \text{h}(K) \) denote the crossing number and the height of a knotoid \( K \), respectively. Combining the inequality with mentioned above lower bounds of the height of a knotoid we obtain a lower bounds of its crossing number via the extended bracket polynomial (Section 3.1), and via the affine index polynomial and the arrow polynomial (Section 3.2).

One more application of our result is a necessary condition for a diagram of a classical knot to be a minimal in the sense of the number of crossings (Section 3.3): if a diagram \( D \) of a classical knot is minimal then \( \text{cr}(D) \geq 3k \) where \( \text{cr}(D) \) and \( k \) denote respectively the number of crossing in the diagram \( D \) and the length of a longest bridge in \( D \). The statement shows that approaches coming from the knotoid theory can be useful to the theory of classical knots. As another such example we can mention [2] where the authors use introduced in [13] the notion of Seifert surface of a knotoid to define an procedure which under some conditions gives a better estimate for the Seifert genus of a knot than the one obtaining directly by given diagram.

The paper is organized as follows. Section 2 gives main definitions and using notation. In Section 3 we formulate the main result and three its corollaries. Section 4 contains a proof of the main result which is divided into several auxiliary statements. The last Section 5 gives a proof of Corollary 3 formulated in Section 3.3. Two other Corollaries 1 and 2 do not need in a proof because they are the direct consequences of our Theorem 1 and theorems formulated in Section 3.1 and 3.2, respectively.

2 Preliminaries

A knotoid diagram \( D \) in 2-sphere \( S^2 \) is a generic immersion of the (closed) segment \([0,1]\) into \( S^2 \) whose only singularities are transversal double points endowed with standard over/under-crossing data. The images of 0 and 1 under this immersion are called the beginning and the end of \( D \), respectively. These two points are distinct from each other and from the double points; they are called the endpoints of \( D \). The double points of \( D \) are called the
crossings of $D$.

Turaev in [13] considers knotoid diagrams in $\mathbb{R}^2$ and in an orientable surface of arbitrary genus with (maybe) non-empty boundary. In the paper we restrict ourselves with knotoid diagrams in $S^2$ only and throughout saying about knotoid diagrams we mean knotoid diagrams in $S^2$.

Knotoid diagrams $D_1$ and $D_2$ are (ambient) isotopic if there is an isotopy of $S^2$ in itself transforming $D_1$ in $D_2$. In particular, an isotopy of a knotoid diagram may displace the endpoints.

We define three Reidemeister moves $\Omega_1, \Omega_2, \Omega_3$ on knotoid diagrams. The move $\Omega_i$ (see Fig. 1) on a knotoid diagram $D$ preserves $D$ outside a closed 2-disk disjoint from the endpoints and modifies $D$ within this disk as the standard $i$-th Reidemeister move, for $i = 1, 2, 3$ (pushing a branch of $D$ over/under the endpoints is not allowed).

A knotoid is defined to be an equivalence class of knotoid diagrams under the Reidemeister moves $\Omega_1, \Omega_2, \Omega_3$ and ambient isotopies.

The crossing number of a knotoid $K$ is the minimal number of crossings over all representative diagrams; we denote the value by $\text{cr}(K)$.

Given a knotoid diagram $D$, a shortcut of $D$ is an embedded oriented arc $\gamma$ starting at the beginning of $D$, ending at the end of $D$ and otherwise meeting $D$ transversely at a finite set of points distinct from the crossings of $D$.

The height of a knotoid diagram $D$ is defined to be the minimum over all shortcuts of $D$ of the number of points in which the interior of a shortcut intersects with $D$. The height of a knotoid is the minimum of height over all representative diagrams. We denote by $h(D)$ and $h(K)$ the height of a knotoid diagram $D$ and of a knotoid $K$, respectively.

The notion of the height of knotoid was introduced by Turaev in [13] under the name “complexity of a knotoid”. We prefer the term “height” which was proposed in [5].
3 The main result

Theorem 1. For a knotoid $K$

$$\text{cr}(K) \geq 2 h(K) \quad (1)$$

and there exists an infinite family of knotoids for which the inequality (1) becomes equality.

The second part of the theorem proves by the infinite family of spiral knotoids considered in [5, Section 4].

The first part of theorem will be proved below in Section 4. Before the proof we give three applications of the result.

3.1 A lower bound for the crossing number of a knotoid via the extended bracket polynomial

V. Turaev in [13] introduced the extended bracket polynomial of a knotoid. Note that L. Kauffman [7] has used the term “extended bracket polynomial” for another polynomial which is an invariant of virtual knots and links.

Turaev’s extended bracket polynomial is a Laurent polynomial $\langle\langle K \rangle \rangle_o(a, u) \in \mathbb{Z}[a^{\pm 1}, u^{\pm 1}]$. Here the variable $a$ has the same sense as in the case of classical Kauffman bracket polynomial while the variable $u$ counts intersections of curves in each state with a shortcut (for details see [13, Section 8]). In particular, among other properties of the polynomial Turaev establishes following inequality.

[13, Section 8.3] For a knotoid $K$

$$\text{spn}_u(\langle\langle K \rangle \rangle_o) \leq 2 h(K)$$

where $\text{spn}_u(\cdot)$ denotes the span of the polynomial with respect to the variable $u$ (i.e., the difference between the maximal and the minimal degrees of variable $u$ involved in the polynomial).

Combining the inequality with (1) we obtain following statement.

Corollary 1. For a knotoid $K$

$$\text{cr}(K) \geq \text{spn}_u(\langle\langle K \rangle \rangle_o).$$
3.2 A lower bound for the crossing number of a knotoid via the affine index polynomial and the arrow polynomial

The affine index polynomial \[8\] and the arrow polynomial \[3\] are known invariants of virtual knots and links. In \[5\] these invariants are generalized to the classical (i.e., in \(S^2\)) and virtual knotoids. In particular, the authors establish following lower bound estimations for the height of a knotoid.

\[5\] Theorem 4.12] Let \(K\) be a classical knotoid. The height of \(K\) is greater than or equal to the maximum degree of the affine index polynomial of \(K\).

\[5\] Theorem 5.4] The height of a classical knotoid \(K\) is greater than or equal to the \(\Lambda\)-degree of its arrow polynomial.

Combining these theorems with Theorem \[1\], we obtain following statement.

**Corollary 2.** For a knotoid \(K\)

\[
\text{cr}(K) \geq 2d_{\text{max}}(K) \quad \text{and} \quad \text{cr}(K) \geq 2d_{\Lambda}(K)
\]

where \(d_{\text{max}}(K)\) and \(d_{\Lambda}(K)\) denote respectively the maximum degree of the affine index polynomial and \(\Lambda\)-degree of the arrow polynomial of \(K\).

3.3 Minimality of a knot diagram and the length of the longest bridge

Consider a diagram \(D\) of a classical knot. Recall that an over-bridge (resp. under-bridge) of length \(k\) of a diagram \(D\) is a consecutive sequence of \(k\) over-crossings (resp. under-crossings) in \(D\).

**Corollary 3.** If a diagram \(D\) of a knot is minimal with respect to the number of crossings and \(k(D)\) is the maximum of the length over all bridges (both over-bridges and under-bridges) in the diagram \(D\) then

\[
\text{cr}(D) \geq 3k(D)
\]

where \(\text{cr}(D)\) denotes the number of crossings in \(D\).

We prove Corollary \[3\] in Section \[5\] just after a proof of Theorem \[1\].
4 Proof of Theorem 1

The proof is divided into following 4 parts. Firstly in Sections 4.1 4.2 we give a few additional definitions, in particular, the definition of a flat knotoid diagram and the definition of a prime flat knotoid diagram. Then in Sections 4.3 –4.7 we prove the inequality \( cr(F) \geq 2 h(F) \) for a prime flat knotoid diagram \( F \). Then in Section 4.8 we prove the inequality for any (including non-prime) flat knotoid diagrams. Finally in Section 4.9 we consider an arbitrary knotoid, and this completes the proof of Theorem 1.

4.1 Flat knotoid diagram

A flat knotoid diagram (or FKD for short) is a knotoid diagram of which crossings are not equipped with over/under-information. Therefore, all crossings of FKD (if any) are flat crossings consisting in the transversal intersections of strands without any over/under-crossing information. A FKD is called trivial if it has no crossings (i.e., if it is an embedding of \([0, 1]\)). The notions of endpoints, shortcut and height of a FKD are defined in analogy with the notions of endpoints, shortcut and height of knotoid diagram.

It is clear that a FKD can be viewed as a graph embedded into \( S^2 \) satisfying some conditions coming from its relation with a knotoid diagram. In particular, a FKD has two univalent vertices (the endpoints) and all its other vertices (if any) are 4-valent, the latter vertices are called the crossings of the FKD. The edges of the graph is called the edges of the FKD. Two edges adjacent to the endpoints are called the outer edges. Given a FKD \( F \), connected components of the set \( S^2 \setminus F \) are called the regions of the FKD \( F \).

The notion of FKD is introduced in \([5, \text{Section 3.2}]\). Recently Turaev in \([12]\) has studied an “open strings” which also can be regarded as a generic immersions of a segment into a surface. But it is necessary to emphasize that in both these works the authors take an interest in an equivalence classes of corresponding objects while we below deal with an individual FKD. Throughout a FKD (unlike knotoid diagrams) is regarded as immovable, the only what can be changed is its shortcut.

4.2 Prime flat knotoid diagram

A FKD \( F \) is called prime if following two conditions hold:
(i) Every embedded circle meeting $F$ transversely in exactly two points bounds a disk meeting $F$ along a proper embedded arc or along two disjoint embedded arcs adjacent to the endpoints of $F$.

(ii) Every embedded circle meeting $F$ transversely in exactly one point bounds a regular neighborhood of one of the endpoints of $F$.

The definition is a direct analog of Turaev’s definition of prime knotoid diagram [13, Section 7.3]. Two examples of non-prime FKD are shown in Fig. 2. The one depicted on the left-hand side does not satisfies the condition (i), the other one does not satisfies the condition (ii).

### 4.3 $\gamma$-edges and $\gamma$-regions

Let $F$ be a FKD with a shortcut $\gamma$. We need following definitions.

- **Minimal shortcut**: a shortcut $\gamma$ is called the minimal shortcut of $F$ if $|\text{Int } \gamma \cap F| = h(F)$, where Int $\gamma$ denotes the interior of the shortcut $\gamma$ ($|*|$ here and below denotes the cardinality of the corresponding set).

- **$\gamma$-edge**: an edge $e$ of $F$ is called the $\gamma$-edge of $F$ if either $e$ is an outer edge of $F$ or $e \cap \gamma \neq \emptyset$.

- **$\gamma$-region**: a connected component $\Delta$ of the set $S^2 \setminus F$ is called the $\gamma$-region of $F$ if $\Delta \cap \gamma \neq \emptyset$.

In Fig. 3 $\gamma$-regions of depicted FKD are shaded, its $\gamma$-edges are drawn with thick lines.
Figure 3: FKD with a shortcut $\gamma$. All three $\gamma$-regions are shaded, and both $\gamma$-edges are drawn with thick lines.

Figure 4: Reduce the number of intersections of the shortcut $\gamma$ with edges of the FKD.

**Theorem 2.** Let $F$ be a non-trivial FKD with minimal shortcut $\gamma$.

1. If $\Delta$ is a $\gamma$-region then $\gamma$ intersects $\partial\Delta$ in exactly two points which lie inside two distinct $\gamma$-edges.

2. If $F$ is prime and both regions adjacent to an edge $e$ are $\gamma$-regions then $e$ is the $\gamma$-edge.

**Proof.** 1. By definition of a shortcut its endpoints are distinct and lye outside a $\gamma$-region, the interior of a shortcut intersects with a FKD transversely in a finite number of points. By definition of a $\gamma$-region $\Delta$ is open connected and $\partial\Delta \subset F$. Hence the number of intersections of $\gamma$ with $\partial\Delta$ is finite and is greater than 1. Let $\partial\Delta \cap \gamma = \{p_1, \ldots, p_n\}, n \geq 2$, and let the points $p_1, \ldots, p_n$ are numbered in the order in which $\gamma$ passes through them. Suppose $n > 2$. 


In this case the part of $\gamma$ between $p_1$ and $p_n$ contains at least one intersection with $F$. This contradicts the minimality of the shortcut $\gamma$. Indeed, we can replace the part $[p_1, p_n] \subset \gamma$ with a simple arc connecting $p_1$ with $p_n$ and lying inside $\Delta$ (see Fig. 4 on the left), and resulting shortcut has less intersections with $F$ than the initial one.

Therefore, $\gamma \cap \partial \Delta = \{p_1, p_2\}$ and it remains to show that $p_1, p_2$ can not lie in the same $\gamma$-edge. Assume, to the contrary, that there exists an edge $e$ such that $p_1, p_2 \in e$. If $e$ is an outer edge (say the first one) then $p_2$ can not be the other endpoint of the edge $e$ because, by definition, a shortcut does not passes through a crossings and, by hypothesis, $F$ is non-trivial. So we can decrease the number of intersections of $\gamma$ with $F$ by 1 connecting $p_1$ with a point lying in $\gamma$ just after $p_2$. The case $p_1, p_2$ lie in the last edge of $F$ is similar to previous one. If $e$ is not an outer edge then $\gamma$ crosses $e$ in different directions (it comes into $\Delta$ in $p_1$ and then goes out in $p_2$) since otherwise $|\gamma \cap \partial \Delta| \geq 3$. So we can decrease the number of intersections by 2 pushing the arc $[p_1, p_2] \subset \gamma$ from $\Delta$ across the edge $e$ (see Fig. 4 on the right).

2. If the edge $e$ is an outer edge then it is an $\gamma$-edge by definition.

Let $e$ is not an outer edge. Suppose $e$ is not a $\gamma$-edge, i.e., $\gamma \cap e = \emptyset$. Denote $\gamma$-regions adjacent to $e$ by $\Delta_1, \Delta_2$. We consider two cases depending on whether coincide these regions or not.

$\Delta_1 \neq \Delta_2$. The shortcut $\gamma$ is minimal, the regions $\Delta_1, \Delta_2$ are $\gamma$-regions and, by assumption, $\gamma \cap e = \emptyset$ hence there exists an $\gamma$-edge $e'$ such that $\gamma$-regions adjacent to $e'$ are the same $\Delta_1, \Delta_2$. Thus $\Delta_1$ and $\Delta_2$ have two different common edges. In the situation there exist an embedded circle which intersects with $F$ in exactly two points lying inside $e$ and $e'$. Both disks bounded by the circle contain crossings of $F$ (the endpoints of $e$ and $e'$). The existence of such a circle contradicts to condition (i) of the definition of prime FKD.

$\Delta_1 = \Delta_2$. In particular, it means that the endpoints of $e$ do not coincide. In this situation there exists an embedded circle which intersects with $F$ in exactly one point lying in the edge $e$. Both disks bounded by the circle contain crossings of $F$ (the endpoints of $e$). The existence of such a circle contradicts to the condition (ii) of the definition of prime FKD.

Theorem 2 has following obvious consequence.

**Corollary 4.** If an edge $e$ of a FKD $F$ with a minimal shortcut $\gamma$ is a $\gamma$-edge then $e$ is not a loop.
Remark 1. Theorem 2 implies that the minimal shortcut $\gamma$ of a prime FKD $F$ traverses through $\gamma$-regions sequentially one-by-one without coming back to already visited regions. Going from a $\gamma$-region to the next one $\gamma$ crosses a $\gamma$-edge which is the only common edge of these two regions. Therefore, since by definition of the height the interior of $\gamma$ crosses $F$ exactly $h(F)$ times, there are $h(F) + 1$ pairwise distinct $\gamma$-regions. Each of them, except the first one and the last one (the two coincide for FKD of the height 0), has common edges with two other $\gamma$-regions, while the first and the last $\gamma$-regions (if they are distinct) has common edge with one other $\gamma$-region only. Therefore, there is a natural numbering of $\gamma$-regions of a prime FKD $F$ with fixed minimal shortcut $\gamma$: $\Delta_0, \Delta_1, \ldots, \Delta_{h(F)}$, where $\Delta_0$ and $\Delta_{h(F)}$ are $\gamma$-regions adjacent to the beginning and to the end of $F$, respectively. All other $\gamma$-regions are numbered from 1 to $h(F) - 1$ in accordance with the order in which the shortcut $\gamma$ traverses the regions. Below we will refer to the numbering as the canonical numbering and to the corresponding numbers of $\gamma$-regions as the their canonical numbers.

4.4 Types of crossings of flat knotoid diagram

![Figure 5: FKD and types of all it crossings](image)

Let $x$ is a crossing of FKD $F$ with a shortcut $\gamma$. We will say that the crossing $x$ has the type $n$, $0 \leq n \leq 4$, if $x$ is adjacent to exactly $n$ $\gamma$-edges (counted with multiplicity). Clearly, the type of a crossing depends on the choice of a shortcut. Denote by $c_n(F, \gamma)$ the number of crossings of FKD $F$ having the type $n$ with respect to the shortcut $\gamma$. In Fig. 5 we draw a FKD and indicate types of all its crossings.
In Fig. 6 we draw a neighbourhoods of a crossings of all possible types (as we explain below, the type 3 is impossible).

**Lemma 1.** If $F$ is a prime FKD with a minimal shortcut $\gamma$ then $c_3(F, \gamma) = c_4(F, \gamma) = 0$.

**Proof.** Let $x$ be a crossing of $F$. Suppose $x$ is of the type 3. Then, by definition, exactly 3 of edges adjacent to $x$ are $\gamma$-edges while the fourth edge (denote it by $e$) is not. By the second statement of Theorem 2 at least one of regions adjacent to $e$ is not a $\gamma$-region. Hence at least one of regions adjacent to the crossing $x$ is not a $\gamma$-region. Hence, again by the second statement of Theorem 2, at least 2 of edges adjacent to $x$ (counted with multiplicity) are not $\gamma$-edges, this contradicts our assumption that $x$ is of the type 3.

Suppose a crossing $x$ is of the type 4. Denote by $e_1, e_2, e_3, e_4$ edges adjacent to $x$. Then, by definition, all these edges are $\gamma$-edges and by Corollary 4 no one of them is a loop. Denote by $p_i = \gamma \cap e_i, i = 1, \ldots, 4$, and let $e_i$ and $p_i$ are numbered in the order in which $\gamma$ goes through these points. Note that in all possible situations we can connect $p_1$ either with $p_3$ or with $p_4$ by an arc not intersecting $F$. Hence the shortcut $\gamma$ is not minimal. This is contradicting to the hypothesis of the lemma. □

**Theorem 3.** Let $F$ be a prime FKD with a minimal shortcut $\gamma$. Then following inequalities are equivalent:

$$cr(F) \geq 2 h(F)$$

(2)

and

$$c_0(F, \gamma) + 2 \geq c_2(F, \gamma).$$

(3)

**Proof.** By lemma 1,

$$cr(F) = c_0(F, \gamma) + c_1(F, \gamma) + c_2(F, \gamma).$$
By Corollary 4 a γ-edge has distinct endpoints. Hence the total number of crossings which are endpoint of γ-edges is equal to 2 · h(F) + 2 (here the first term corresponds to non-outer γ-edges, the second one corresponds to two outer edges). On the other hand, the same number is equal to \( c_1(F, \gamma) + 2c_2(F, \gamma) \). Therefore,

\[
2h(F) + 2 = c_1(F, \gamma) + 2c_2(F, \gamma).
\]

Subtracting the last equality from previous one we obtain

\[
cr(F) - 2h(F) - 2 = c_0(F, \gamma) - c_2(F, \gamma),
\]

hence

\[
2h(F) + 2 = c_0(F, \gamma) + 2 - c_2(F, \gamma).
\]

This completes the proof, because the left-hand side of the equality is equal to the difference between the left-hand side and the right-hand side of the inequality (2), while the right-hand side is similarly connected with the inequality (3).

4.5 The left and the right border edges

Given a FKD \( F \) with a shortcut \( \gamma \), an edge \( e \) of \( F \) is called a border edge if one of regions adjacent to \( e \) is a γ-region while the other one is not.

![Figure 7: The left border edge \( e_1 \) and the right border edge \( e_2 \)](image)

We need to partition the set of border edges into two disjoint subsets. To this end note that the union of a shortcut with outer edges cuts each γ-region and its boundary into two connected parts, one of them lies to the left and the other lies to the right of the shortcut \( \gamma \) (recall that a shortcut is directed from the beginning of the FKD to its end). A border edge \( e \) is called a left border edge (resp. a right border edge) if it is contained in the
left (resp. the right) part (in the sense above) of the boundary of a \( \gamma \)-region adjacent to the edge \( e \). Note that by Theorem 2 if a shortcut is fixed then the status (either left or right) of a border edge is determined unambiguously. (In Fig. 7 the edges \( e_1 \) and \( e_2 \) are the left border edge and the right border edge, respectively.)

A crossings of the type 0 play an important role in our construction, so we need to study them more extensive.

A crossing \( x \) of the type 0 of a FKD \( F \) with a shortcut \( \gamma \) is called:

- **regular crossing**: if at least one of edges adjacent to \( x \) is not a border edge,
- **exceptional crossing**: if all 4 edges adjacent to \( x \) are border edges,
- **left (resp. right) one-sided exceptional crossing**: if all 4 edges adjacent to \( x \) are the left (resp. the right) border edges,
- **two-sided exceptional crossing**: if 2 of edges adjacent to \( x \) are left border edges while 2 other are right.

Throughout the terms defined above are applied to a crossings of the type 0 only, hence we can omit the words “of the type 0” in corresponding word-combinations. For example, sometimes we will write “a one-sided exceptional crossing” instead of “a one-sided exceptional crossing of the type 0”.

Finally, we define a distance between two regions of a FKD. Let \( F \) be a FKD, and \( R_1, R_2 \) are two its regions. Denote by \( \rho(R_1, R_2) \) the minimal number of intersections of a simple arc starting inside \( R_1 \), ending inside \( R_2 \) and along the way intersecting \( F \) transversely in points disjoint from the crossing and the endpoints of \( F \).

Note, if \( x \) is an exceptional crossing then irrespective of whether it is one-sided or two-sided exactly 2 (counted with multiplicity) of regions adjacent to the crossing are \( \gamma \)-regions.

**Lemma 2.** Let \( F \) be a prime FKD with a minimal shortcut \( \gamma \), \( x \) is an exceptional crossing of the type 0 and \( \Delta_1, \Delta_2 \) are \( \gamma \)-regions adjacent to \( x \). Then

\[
\rho(\Delta_1, \Delta_2) = \begin{cases} 
1, & \text{if } x \text{ is two-sided}, \\
2, & \text{if } x \text{ is one-sided}.
\end{cases}
\]
Proof. Note (see Fig. 8), there is a simple arc \( l \) going from \( \Delta_1 \) to \( \Delta_2 \) and crossing \( F \) twice nearby \( x \). Hence \( \rho(\Delta_1, \Delta_2) \leq 2 \). Assume \( \rho(\Delta_1, \Delta_2) = 0 \). It means \( \Delta_1 = \Delta_2 = \Delta \). In this case we can close the arc \( l \) up by \( \Delta \). The resulting circle meets \( F \) twice and bounds two disks which contain a crossings. The existing of such a circle contradicts to the condition (i) of the definition of prime FKD. Therefore,

\[
1 \leq \rho(\Delta_1, \Delta_2) \leq 2.
\]

Let the crossing \( x \) is one-sided. It is sufficient to show \( \rho(\Delta_1, \Delta_2) \neq 1 \). Assume the contrary. In this case the shortcut \( \gamma \) traverses from \( \Delta_1 \) to \( \Delta_2 \) with one intersection of \( F \) only. Thus we can close the arc \( l \) up with exactly one additional intersection of \( F \). The resulting circle meets \( F \) exactly three times, while the number should be even. It’s because both endpoints of the FKD lie in the same disk, bounded by the circle. Hence, the number of goings into the disk should be equal to the number of goings out.

Let the crossing \( x \) is two-sided. It is sufficient to show \( \rho(\Delta_1, \Delta_2) \neq 2 \). Again assume the contrary. Now closing the arc \( l \) up we obtain a circle, which separates the endpoints of \( F \) and meets \( F \) exactly 4 times, while in this case the number of intersections should be odd. \( \square \)

4.6 The left and right border chains

Given a FKD \( F \) with a shortcut \( \gamma \), the \( \gamma \)-domain of \( F \) (denoted by \( R_\gamma \)) is defined to be the union of all \( \gamma \)-regions with the interior of all \( \gamma \)-edges and both endpoints of \( F \). Informally speaking, we clean all \( \gamma \)-edges from \( F \) (including both outer edges), as a result, \( \gamma \)-regions amalgamate to an \( R_\gamma \).

The set \( S^2 \setminus R_\gamma \) is the union of all regions which are not a \( \gamma \)-regions with all edges which are not \( \gamma \)-edges. It is easy to show that \( R_\gamma \) is open and
connected. If $F$ is prime, then by Theorem 2 $R_\gamma$ is homeomorphic to an open disk. In this case each exceptional crossing (both one-sided and two-sided) is a point of self-tangency of $\partial R_\gamma$. The union of $\gamma$ with the outer edges is a diameter of $R_\gamma$ viewed as a disk.

Note, $\partial R_\gamma$ consists of all border edges. Therefore, in the case of prime FKD we can regard $\partial R_\gamma$ as the closed path in $F$, which goes exactly one time along each border edge. We denote the path by $P_\gamma$. The path $P_\gamma$ can be divided into two parts by two crossings which are connected by outer edges with the endpoints of $F$. One of these parts is formed by all left and other one is formed by all right border edges. It follows from the fact that the union of $\gamma$ with outer edges divides $R_\gamma$ and $\partial R_\gamma$ into two parts, one of which lies to the left of $\gamma$ while the other one lies to the right.

A left (resp. right) border chain is define to be a sequence of the left (resp. the right) border edges, forming a connected subpath of $P_\gamma$. In Fig. 9 a left border chain $E_l$ and a right border chain $E_r$ of a FKD are shown. Below we denote such a chains by $E = \{e_1, \ldots, e_n\}$ where edges $e_i, e_{i+1}$ are neighbouring in the path $\partial R_\gamma$. For simplicity we will think that edges involving in a chain are directed according specified ordering of edges. So we can say about the beginning and the end of a chain (the latter are called the endpoints of the chain) and about crossings which a chain passes through

**Remark 2.** To prevent an ambiguity in using terminology, we make following remarks.

1. A border chain is understood as an ordered set of border edges. In particular, it means that two border chains which are disjoint in the sense above can have non-empty intersection if they are viewed as the subsets of $S^2$.

![Figure 9: $E_l$ is a left border chain and $E_r$ is a right border chain](image)
2. If a crossing $x$ is an exceptional one-sided crossing, then, as we mentioned above, $x$ is a point of self-tangency of $\partial R_\gamma$. In this case we think that $x$ has two distinct entries in $P_\gamma$. Therefore, a left (resp. right) border chain can pass through an one-sided left (resp. right) crossing 0, 1 or 2 times.

3. We think that a border chain does not pass through its endpoints (even in the case when the endpoints of the chain are two entries of the same crossing).

From now we focus on a specific border chains which play the key role in our consideration.

A left (resp. right) border chain $E$ is called true if the endpoints of $E$ are either of the type 2 or one-sided left (resp. right) exceptional crossing of the type 0 (the situation in which an endpoint is of the type 0 while the other one is of the type 2 is allowed).

**Lemma 3.** Let $F$ is a prime FKD with a shortcut $\gamma$ and $E$ is a true border chain satisfying following conditions:

1. $E$ do not contain a true border chain distinct from $E$;
2. No one of endpoints of $E$ is adjacent to an outer edge;
3. $E$ passes through not more than 1 two-sided exceptional crossing.

Then $E$ passes through at least 1 regular crossing.

*Proof.* Let $E = \{e_1, \ldots, e_n\}, n \geq 1$, be a left true border chain (in the case of a true right border chain the proof is completely analogous).

Denote by $x$ and $y$ the beginning and the end of $E$, respectively. Let the numbering of edges in the chain $E$ is such that going along the left border edges from the beginning of $F$ to its end (or more precisely, going along the part of $P_\gamma$ consisting of left border edges from the crossing adjacent to the first outer edge of $F$ to the crossing adjacent to the last outer edge of $F$) we meet $x$ before $y$.

Assume $E$ do not passes through a regular crossing. Then all crossings in the chain $E$ except its endpoints are either of the type 1 or two-sided exceptional crossing. That is because by the first condition of Lemma 3 $E$ does not pass through neither a crossing of the type 2 nor a one-sided crossing.
exceptional crossing. Denote by $k$ the number of crossings of the type 2 through which $E$ passes. By hypothesis, $k$ is equal either to 0 or to 1.

The case $k = 0$. Denote by $\Delta(e_i)$ and $N(e_i), i = 1, \ldots, n$, the $\gamma$-region adjacent to the edge $e_i$ and its canonical number (see Remark 1), respectively. Let $\Delta_x, \Delta_y$ denote the $\gamma$-regions having numbers $N(e_1) - 2$ and $N(e_n) + 2$, respectively (see Fig. 10 on the left). The existence of $\Delta_x$ and $\Delta_y$ satisfying the latter condition is clear in the case of crossing of the type 2, and follows from Lemma 2 in the case of exceptional one-sided crossing. Note that the shortcut $\gamma$ going from $\Delta_x$ to $\Delta_y$ crosses $F n + 3$ times. At the same time since all edges in the chain $E$ are left border edges, there exists a path (the arc $l$ in Fig. 10 on the left) going from $\Delta_x$ to $\Delta_y$, which crosses $F n + 1$ times. This contradicts the minimality of the shortcut $\Gamma$.

The case $k = 1$. Denote by $z$ the two-sided exceptional crossing which the chain $E$ passes through. Then we have two left border edges which are adjacent to $z$ and, by our assumption, the edges are involved in the chain $E$. Denote them by $e_s$ and $e_{s+1}$ (see Fig. 10 on the right). Let $\Delta_x, \Delta_y, \Delta(e_i)$ are as above. By Lemma 2 there are two distinct $\gamma$-regions adjacent to the crossing $z$, these are $\Delta(e_s)$ and the other one which we denote by $\Delta_z$. By Lemma 2 $\rho(\Delta_z, \Delta(e_s)) = 1$, i.e., the canonical number of the region $\Delta_z$ (see Remark 1) either is less by 1 or is greater by 1 than the canonical number of the region $\Delta(e_s)$. Assume the number of $\Delta_z$ is greater than the number of $\Delta(e_s)$. In this case there exists a path which goes from $\Delta_x$ to $\Delta_z$ which
intersects $f$ $s + 1$ times. It means $\rho(\Delta x, \Delta z) \leq s + 1$. At the same time, since $\gamma$ is minimal $\rho(\Delta x, \Delta(\epsilon_s)) = s + 1$, the number of $\Delta z$ is less than or equal to the number of $\Delta(\epsilon_s)$. This contradicts our assumption that the number of $\Delta z$ is greater than the number of $\Delta(\epsilon_s)$. The arguments in the case when the number of $\Delta z$ is less than the number of $\Delta(\epsilon_s)$ are analogous to the arguments above. The only difference is that in the case it is necessary to compare the distance from $\Delta y$ to the $\gamma$-regions adjacent to $z$.

Lemma 3 can not be extended directly to border chains of which endpoints are adjacent to outer edges. To do this an additional condition is required.

Figure 11: Left-sided crossing of the type two (on the left) and right-sided one (on the right)

Lemma 4. Let $F$ is a prime FKD with a shortcut $\gamma$, and $E$ is a true border chain satisfying following conditions:

1. $E$ do not contain a true border chain distinct from $E$;

2. If $E$ is a left (resp. right) border chain and an endpoint of $E$ is adjacent to an outer edge of $F$ then the endpoint is a left-sided (resp. right-sided) crossing of the type 2;

3. $E$ passes through no two-sided exceptional crossing.

Then $E$ passes through at least 1 regular crossing.
**Proof.** Let $E$ be a true left border chain (the proof in the case of the right border chain is completely analogous).

Firstly consider the case in which both endpoints of $E$ are adjacent to outer edges of $F$. We assume $E$ does not pass through a regular crossing and show that it is impossible. By the first condition of Lemma 4 $E$ does not pass through neither a crossing of the type 2 nor a one-sided exceptional crossing. By the third condition $E$ does not pass through two-sided exceptional crossings. Hence all crossings in $E$ except its endpoints are of the type 1. By hypothesis, both endpoints of $E$ are left-sided crossings of the type 2. Hence the union of $E$ with outer edges of $F$ forms a path, which goes from the beginning of $F$ to its end and crosses the rest part of the diagram transversely. Thus the diagram (which, by definition, is a generic immersion of the segment into $S^2$) is indeed a generic immersion of a disconnected 1-manifold, i.e., in this case the diagram in question is not a FKD.

If both endpoints of $E$ are not adjacent to outer edges, then required property follows from Lemma 3. So it is remains to consider the case, when exactly one of endpoints (say the beginning) is adjacent to an outer edge of $F$. Then, by hypothesis, the endpoint is left-sided crossing of the type 2. In such a situation we can use the same trick as in the case of $k = 0$ in the proof of Lemma 3.

**Lemma 5.** Let $F$ be a prime FKD with a minimal shortcut $\gamma$, and $E$ be a left (resp. right) border chain which starts and ends at the same one-sided exceptional left (resp. right) crossing of the type 0. Then

1. $E$ passes through not more than one crossing of the type 2,

2. If $E$ passes through an exceptional crossing of the type 0 distinct from its endpoints, then $E$ passes through the crossing twice.

**Proof.** Denote by $x$ the crossing at which $E$ starts and ends. By Lemma 2 the distance between two $\gamma$-regions adjacent to $x$ is equal to 2. Hence $\gamma$ traversing from one of these $\gamma$-regions to another crosses exactly 2 $\gamma$-edges $g_1, g_2$. Consider an embedded circle $C$ (see Fig. 12) which passes through $x$ and crosses the edges $g_1, g_2$ transversely in their internal points. Since $C$ and $F$ share exactly 3 points, there is no $\gamma$-edges except $g_1, g_2$ adjacent to a crossing in $E$. Hence, if $g_1, g_2$ are adjacent to two distinct crossings which the chain $E$ passes through, then both these crossings are of the type 1. If $g_1, g_2$ are adjacent to the same crossing in $E$, then the crossing is of the type 2,
and there is no more crossings of the type 2 in $E$. This completes the proof of the first part of Lemma 5.

Denote by $D$ the disk bounded by the circle $C$, which contains the chain $E$. Note the disk does not contain border edges except edges forming the chain $E$. The fact is a consequence of following two observations:

1. The set $\partial R_\gamma$ is connected.
2. $\partial R_\gamma \cap C = \{x\}$, hence no border chain but $E$ crosses the circle $C$.

Therefore, if an exceptional crossing $y$ lies inside $D$ then all 4 border edges adjacent to $y$ are involved in $E$, thus, as required, $E$ passes $y$ twice.  

### 4.7 The lower bound for prime flat knotoid diagrams

The theorem below is the key step in the proof of Theorem 1. It states an inequality (4) which is like to inequality (1). The difference between them is that in (4) we compare two characteristics of the same diagram while in (1) we deal with two characteristics of an equivalence class which can be reached on two distinct representatives.

**Theorem 4.** If $F$ is a prime FKD then

$$\text{cr}(F) \geq 2 \text{h}(F).$$

(4)
Proof. Fix a minimal shortcut $\gamma$ of the FKD $F$. All objects such as $\gamma$-edges, $\gamma$-regions, left/right border chains and so on are considered with respect to the shortcut. Therefore, for shortness we can sometimes omit the letter $\gamma$ in using notation.

We need an additional definitions. Given a border chain starting and ending at the same one-sided exceptional crossing $x$ and a crossing $y$ which the chain passes through, in this case we will say that the crossing $x$ frames $y$, or, equivalently, that the crossing $y$ is framed by the crossing $x$. Recall that, by definition, a border chain can not contain left and right border edges at the same time. Thus a one-sided crossing $x$ determines exactly one boundary chain which starts and ends at $x$. Therefore, $x$ frames all crossings the chain passes through. Since in our terminology a border chain does not passes through its endpoints, $x$ does not frame itself. If $x$ frames $y$ and $y$ is also one-sided exceptional crossing, then by Lemma 5 the border chain starts and ends at $y$ is contained in the border chain starting and ending at $x$. So the definition above does not depend on what entry of $y$ in $P_\gamma$ we use. An exceptional one-sided crossing $x$ is called maximal if there is no crossing framing $x$.

Denote by $C_0$ the set consisting of all maximal exceptional one-sided crossings and by $C_2$ the set consisting of all crossings of the type 2 which are not framed by an exceptional one-sided crossing.

The crossings involved in $C_0 \cup C_2$ divide the path $P_\gamma$ into pairwise disjoint parts (chains) (such a chains are disjoint if they do not share an edge, see Remark 2). Most of them are either left or right border chains, but one or two parts can contain a left and right border edges at the same time and thus are not neither left nor right border chains. The latter situation occurs when a crossing adjacent to an endpoint (or both such a crossings) does not involved in $C_0 \cup C_2$. It is necessary to recall that if $x \in C_0$ then $P_\gamma$ passes through $x$ twice, and there are three chains adjacent to $x$: one of them starts and ends at $x$ and two other have $x$ as one of their endpoints.

Firstly we will prove that there exists a minimal shortcut $\gamma$ of $F$ for which

$$c_0(F, \gamma) \geq q - 2$$

where $q$ is the number of pairwise disjoint (in the sense above) parts into which $C_0 \cup C_2$ divides $P_\gamma$. To this end we will construct a map $Z$ carrying the chains $E_1, \ldots, E_q$ (except one or two) to crossings of the type 0 such that the images of any two distinct chains are distinct.
Clearly, (5) holds if \( q \leq 2 \). So below we assume \( q > 2 \).

Denote by \( u, v \in \partial R_\gamma \) crossings adjacent to the first and to the last edges of \( F \), respectively. (We emphasize that \( u \) and \( v \) are not the beginning and the end of \( F \), they are the other endpoints of outer edges.) Below we consider four cases depending on whether \( u \) and \( v \) are elements of \( \mathcal{C}_0 \cup \mathcal{C}_2 \). Note \( u \) and \( v \) can not be of the type 0, because an outer edge is by definition an \( \gamma \)-edge. Hence \( u \) (resp. \( v \)) belongs to \( \mathcal{C}_0 \cup \mathcal{C}_2 \) if and only if the crossing belongs to \( \mathcal{C}_2 \).

1. \( u \notin \mathcal{C}_2, v \notin \mathcal{C}_2 \). In this case the crossings \( u \) and \( v \) lie inside some chains under consideration. The chains are not necessary distinct. Thus we have not less than \( q - 2 \) chains \( E_1, \ldots, E_s, s \geq q - 2 \), which do not pass through neither \( u \) nor \( v \). No of these chains can contain left and right border edges at the same time (that is because \( u \) and \( v \) are the only two crossings which are adjacent to both left and right border edges at the same time). Therefore, each of chains \( E_1, \ldots, E_s \) is either left or right border chain.

The set of chains \( E_1, \ldots, E_s \) can be decomposed into three (possibly empty) subsets (types):

(i) The chains starting and ending at the same crossing belonging to \( \mathcal{C}_0 \).

(ii) The chains passing through 2 or more two-sided exceptional crossings.

(iii) The chains passing through not more than 1 two-sided exceptional crossing.

Now we define \( Z(E_j), 1 \leq j \leq s \), i.e., we assign a crossing of the type 0 (the crossing can be both exceptional and regular) to each of chains in question. The rule of the assigning depends on the type of the chain.

The crossing of the type 0 which the map \( Z \) assign to a chain is given by following rule:

- A chain of the type (i) \( \to \) The one-sided exceptional crossing at which the chain starts and ends.
- A chain of the type (ii) \( \to \) A two-sided exceptional crossings which the chain passes through.
- A chain of the type (iii) \( \to \) A regular crossing of the type 0 which the chain passes through.
It is necessary to explain how to make the map injective. Firstly note that we assign a crossings of different types (one-sided exceptional, two-sided exceptional and regular) to chains of different type (type (i),(ii) and (iii), respectively).

(i) Two different chains of the first type can not starts and ends at the same one-sided exceptional crossing, because if such two chains exist, then the union of these chains is equal to \( P \). Hence at least one of the chains passes through \( u \) or \( v \), while such a chains are excluded from those for which we define the map \( Z \).

(ii) A two-sided exceptional crossing can lie in two chains of this type (one of them is left border chain and the other is right one). Let we have \( l \) and \( r \) left and right border chains of the type (ii), respectively. Since each chain in question passes through at least 2 two-sided exceptional crossings, the total number of such a crossings is greater than or equal to \( \max(2l, 2r) \). Hence an injectivity can be established because the total number of the chains is equal to \( l + r \).

(iii) In the case under consideration there are no chains starting at \( u \) or ending at \( v \). Hence all chains of the type (iii) (if any) satisfy the conditions of Lemma \(^3\). Hence each of the chain passes through a regular crossing of the type 0 which is distinct from the endpoints of the chain and thus does not belong to any other chain under consideration.

2. \( u \in C_2, v \not\in C_2 \). Let the chains \( E_1, E_2 \) are the left and the right chains adjacent to \( u \), respectively, and the chain \( E_3 \) passes through \( v \). The crossing \( u \) is either left or right (say left) crossing of the type 2. There are three possibilities.

2.1. \( E_1 = E_3 \), i.e., the chain \( E_1 \) passes through the crossing \( v \). In this case all chains distinct from \( E_1, E_2 \) (if any) are right border chains. The map \( Z \) can be defined using the rule \(^5\) as follows. The chains \( E_1 \) and \( E_2 \) are excluded. All other chains are regarded as a chains of the type either (i) or (ii) or (iii) with respect to the definition above. The injectivity of the map is obvious because we have right border chains only.

2.2. The chain \( E_1 \) do not pass through the crossing \( v \) (i.e., \( E_1 \neq E_3 \)) and do not pass through a two-sided exceptional crossing (it can not pass through one-sided exceptional crossing by construction). In this case \( E_1 \) satisfy the conditions of Lemma \(^4\). Hence the chain passes through a regular crossing. Therefore, we can define the map \( Z \) as follows. Two chains \((E_2, E_3)\) are excluded and the chain \( E_1 \) is viewed as a chain of the type (iii). All other chains (if any) are regarded in accordance with the rule \(^6\). The arguments
concerning the injectivity of resulting map coincide with those in the case 1 above.

2.3. The chain $E_1$ do not pass through the crossing $v$ (i.e., $E_1 \neq E_3$) and passes through at least 1 one-sided exceptional crossing of the type 0. In this case we again can use the rule (6) regarding $E_1$ as a chain of the type (ii) but it is necessary to explain an injectivity of the resulting map. Denote by $l$ and $r$ the numbers of left and right chains of the type (ii), respectively. Thus we have $l + r + 1$ chains of the type (ii) (here the chain $E_1$ is added). So left chains pass through at least $2l + 1$ two-sided exceptional crossings, while right chains pass through $2r$ such a crossings. But left and tight chains pass through the same two-sided exceptional crossing (left chains pass through them on the left while right chains pass on the right), thus the total number of such a crossings is greater than or equal to $\max(2l + 1, 2r)$. Hence a injectivity can be established in both cases: $l \leq r$ and $l > r$.

3. $u \notin C_2, v \in C_2$. The case is completely analogous to the case 2.

4. $u \in C_2, v \in C_2$. Denote by $E_1, E_2, E_3, E_4$ the border chains such that $E_1, E_2$ are adjacent to $u$, $E_3, E_4$ are adjacent to $v$, $E_1, E_3$ are left, $E_2, E_4$ are right. Since $u$ and $v$ are crossings of the type 2, each of them can be either left-sided or right-sided, and it is necessary to consider following situations.

4.1. $u$ is left-sided while $v$ is right-sided. (The case when $u$ is right-sided, $v$ is left-sided is completely analogous.)

4.1.1. Let $E_1 = E_3$ and $E_2 = E_4$. Then we have two chains only, i.e., $q = 2$ hence (5) holds.

4.1.2. Let $E_1 = E_3, E_2 \neq E_4$ and $E_1$ passes through a two-sided exceptional crossing. We define the map $Z$ excluding the chains $E_2$ and $E_4$. To $E_1$ we assign the two-sided exceptional crossing which $E_1$ passes through. All other chains (if any) are regarded in accordance with the rule (6). In this case the injectivity of the map is obvious. The situation when $E_1 \neq E_3, E_2 = E_4$ and $E_2$ passes through a two-sided exceptional crossing is completely analogous.

4.1.3. Let $E_1 = E_3, E_2 \neq E_4$ and $E_1$ do not passes through a two-sided exceptional crossing. Since $E_1$ connects $u$ and $v$ the chain contains all left border edges of $F$. Hence there is no two-sided exceptional crossings in $F$ (otherwise $E_1$ contains two left border edges adjacent to the crossings and thus passes it through). Consequently the chain $E_4$ satisfies the conditions of Lemma 4 and we can assign to $E_4$ the regular crossing which the chain passes through. All other chains (if any) can be regarded in accordance with the rule (6). The injectivity of the resulting map is obvious. The situation
$E_1 \neq E_3$, $E_2 = E_4$ and $E_2$ do not pass through a two-sided exceptional crossing is completely analogous.

4.1.4. Let $E_1 \neq E_3$, $E_2 \neq E_4$. This case is like to the cases 2 and 3. Now we exclude the chains $E_2$ and $E_3$. For the chains $E_1$ and $E_4$ the map $Z$ is defined by the same way as for the chain $E_1$ in the case 2.2. To prove the injectivity of the correspondence it is sufficient to estimate the number of two-sided exceptional crossings. Now the number is greater than or equal to $\max(2l + 1, 2r + 1)$ hence an injectivity can be established.

4.2. Both $u$ and $v$ are right-sided crossings of the type 2. (The case when both these crossings are left-sided are completely analogous.)

4.2.1. Let $E_2 = E_4$ and the chain do not pass through neither two-sided exceptional nor regular crossing. In this case the union of $E_2$ with outer edges is a path which intersects the rest part of $F$ transversely. This contradicting the definition of FKD, because $F$ is a generic immersion not of a segment but a disconnected 1-manifold.

4.2.2. Let $E_2 = E_4$ and the chain satisfies at least one of conditions:

1. It passes through a regular crossing;
2. It passes through 2 or more two-sided exceptional crossings.

The map $Z$ is defined as follows. The chains $E_1$ and $E_3$ are excluded. To $E_2$ we assign either the regular crossing (if the first condition holds) or a two-sided exceptional crossing (otherwise). All other chains (if any) are regarded in accordance with the rule (6). The injectivity of the resulting map is obvious.

Therefore, in the case $E_2 = E_4$ it remains to consider the only situation when $E_2$ do not pass through a regular crossing and it passes through exactly 1 two-sided exceptional crossing. This will be done in the case 4.2.4 below.

4.2.3. Let $E_2 \neq E_4$ and each of these chains satisfies at least one of following conditions:

1. The chain passes through a regular crossing;
2. The chain passes through 2 or more two-sided exceptional crossings;
3. The chain do not pass through a two-sided exceptional crossing.

Note if the last condition holds, than the chain satisfies the conditions of Lemma[4] and thus it passes through a regular crossing. The map $Z$ is defined as follows. The chains $E_1$ and $E_3$ are excluded. To the chain $E_j, j \in \{2, 4\}$,
we assign either the regular crossing (if the first condition holds) or a two-sided exceptional crossing (otherwise). All other chains (if any) are regarded in accordance with the rule (6). The injectivity of the map follows from the fact that the number of two-sided exceptional crossings in $F$ is greater than or equal to $\max(2l, 2r)$, where $l$ and $r$ are the numbers of left and right chains which pass through more than 1 two-sided exceptional crossing.

4.2.4. Let exactly one of the chains $E_2, E_4$ (say $E_2$) do not satisfy to all three conditions listed in the previous case, while the other chains either coincides with the first or satisfies at least one of these conditions. Then $E_2$ passes through exactly 1 two-sided exceptional crossing and do not pass through a regular crossing. The map $Z$ is defined as in the previous case except that to $E_2$ we assign the two-sided exceptional crossing which the chains passes through. The injectivity of the map follows from the fact that in the case under consideration the number of two-sided exceptional crossings is greater than or equal to $\max(2l, 2r + 1)$, where the term 1 in the expression $2r + 1$ corresponds to the two-sided exceptional crossing which $E_2$ passes through.

4.2.5. Let $E_2 \neq E_4$ and each of these chains passes through exactly 1 two-sided exceptional crossing and do not pass through a regular crossing. In this case we will replace the shortcut $\gamma$ with a new shortcut $\gamma'$ which is also minimal and gives a situation satisfying the conditions of the case 4.1. The shortcut is defined as follows.

Denote by $x$ the two-sided crossing of the type 0 which $E_2$ passes through and by $\Delta_l$ and $\Delta_r$ the left and the right $\gamma$-regions adjacent to the crossing $x$, respectively. By Lemma 2, $\rho(\Delta_l, \Delta_r) = 1$. Since, by hypothesis, the chain $E_2$ is right border chain and it does not pass through a regular crossing of the type 0, $\rho(\Delta_0, \Delta_l) = k$, where $k$ is the number of edges in $E_2$ between the crossings $u$ and $x$. Thus $\rho(\Delta_0, \Delta_r)$ is equal either to $k + 1$ or to $k - 1$.

Assume $\rho(\Delta_0, \Delta_r) = k - 1$. Let the chain $E_2$ consists of border edges $\{e_1, \ldots, e_n\}$, $n \geq k + 1$, and $y$ is the end of the chain. Since $y$ is the end of the chain $y \in C_0 \cup C_2$. If $y$ is a crossing of the type 2, then three $\gamma$-regions adjacent to $y$ are $\Delta_{n-1}, \Delta_n, \Delta_{n+1}$. Here we use the canonical numbering of $\gamma$-regions (see Remark 1). If $y$ is a two-sided exceptional crossing, then $y$ is adjacent to exactly two $\gamma$-regions $\Delta_{n-1}$ and $\Delta_{n+1}$. The chain $\{e_{k+1}, \ldots, e_n\}$ do not pass through a regular crossing of the type 0. Hence there exists an arc going from $\Delta_r$ to $\Delta_{n+1}$ which intersects $F$ $n - k + 1$ times. Joining the arc with initial part of $\gamma$ we obtain an arc going from $\Delta_0$ to $\Delta_{n+1}$ which intersects $F$ in $k - 1 + n - k + 1 = n$ points. This contradicts the minimality
of $\gamma$.

Therefore, $\Delta_r = \Delta_{k+1}$. To obtain a new shortcut $\gamma'$ we replace the initial part of $\gamma$ connecting $u$ with an internal point of the region $\Delta_{k+1}$ with another arc starting at $u$ then going parallel $\{e_1, \ldots, e_k\}$ on the right and ending at the same internal point of $\Delta_{k+1}$. Since $\{e_1, \ldots, e_k\}$ do not pass through a regular point of the type 0 the new arc intersects with $F$ in $k+1$ points. Hence $\gamma'$ and $\gamma$ have the same number of intersections with $F$ thus $\gamma'$ is minimal also. At the same time with respect to $\gamma'$ the crossing $u$ is the left-sided crossing of the type 2, i.e., we obtain the situation satisfying the conditions of the case 4.1.

The proof of inequality (5) is complete. In the case 4.2.5 it is necessary to modify the shortcut. In all other cases the inequality holds for an arbitrary minimal shortcut.

It remains to show that

$$q \geq c_2(F, \gamma). \quad (7)$$

If so the inequality (5) implies

$$c_0(F, \gamma) + 2 \geq c_2(F, \gamma)$$

and the inequality (4) holds by Theorem 3.

To see (7) recall that $q$ is the number of parts into which the elements of the set $C_0 \cup C_2$ divide the closed path $P_{\gamma}$. Thus $q = |C_0 \cup C_2|$ which (since these two sets are disjoint) is equal to $|C_0| + |C_2|$. The set of crossings of the type 2 can be decomposed into two disjoint subsets $C_2' \cup C_2''$. The first subset consists of such a crossings which are not framed by a one-sided exceptional crossing, hence, by definition, $C_2' = C_2$. The second subset consists of such a crossings of the type 2 which are framed by a one-sided exceptional crossing and thus by a maximal one-sided exceptional crossing. By Lemma 5 a one-sided exceptional crossing can not frame more than 1 crossing of the type 2. Hence $|C_2''| \leq |C_0|$. Therefore

$$q = |C_0| + |C_2| \geq |C_2'| + |C_2''| = c_2(F, \gamma).$$

This completes the proof of Theorem 4.

4.8 The lower bound for an arbitrary flat knotoid diagram

Theorem 5. The inequality (4) holds for an arbitrary FKD $F$. 
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Proof. We proceed by induction on \( \text{cr}(F) \).

Let \( \text{cr}(F) = 1 \). There exists exactly one FKD \( F \) for which \( \text{cr}(F) = 1 \) (see Fig. 13). The height of the FKD is equal to 0, hence (4) holds.

Let \( \text{cr}(F) > 1 \). If \( F \) is prime then (4) holds by Theorem 4. If \( F \) is not prime, then at least one of conditions (i),(ii) in the definition of a prime FKD (see Section 4.2) does not hold, i.e., there is an embedded circle \( C \) which intersects \( F \) in 1 or 2 points and such that each disk bounded by \( C \) contains at least one crossing.

![Figure 13: The unique FKD with one crossing](image)

![Figure 14: Contracting the shaded disc \( D \) to the point to obtain FKD \( F' \) (on the left), or contract discs \( D_1 \) and \( D_2 \) to obtain two FKD \( F_1 \) and \( F_2 \) (on the right)](image)

If the circle \( C \) intersects \( F \) in exactly 2 points (i.e., the condition (i) does not hold), then one of disks bounded by \( C \) (denote it by \( D \)) does not contains the endpoints of \( F \). Consider the FKD \( F' \) obtaining from \( F \) by contracting
the disk $D$ into a point or, equivalently, by replacing the fragment inside $D$ with a simple arc connecting the same points in $\partial D$ (see Fig. 14 on the left). Then we have (since there is a crossing inside $D$ and a minimal shortcut can be pushed outside $D$)

$$cr(F) > cr(F'), \quad h(F) = h(F').$$

By induction assumption $cr(F') \geq 2h(F')$, hence

$$cr(F) > cr(F') \geq 2h(F') = 2h(F).$$

If the circle $C$ intersects $F$ in exactly 1 points (i.e., the condition(ii) does not hold), then $C$ cuts $F$ into two non-trivial FKD $F_1$ and $F_2$ which lie inside different disks bounded by $C$. More precisely, the FKD $F_i, i = 1, 2$, is obtained as a result of a contracting into a point the disk $D_i$ where $D_1, D_2$ are the disks into which the circle $C$ cuts the sphere $S^2$ (see Fig. 14 on the right). Then

$$cr(F) = cr(F_1) + cr(F_2),$$
$$cr(F) > cr(F_i), i = 1, 2,$$
$$h(F) = h(F_1) + h(F_2).$$

By induction assumption $cr(F_i) \geq 2h(F_i), i = 1, 2$, hence

$$cr(F) = cr(F_1) + cr(F_2) \geq 2h(F_1) + 2h(F_2) = 2h(F).$$

$\square$

### 4.9 The proof of the Theorem 1 for an arbitrary knotoid

Given a knotoid $K$ and its minimal diagram $D$, i.e., $cr(D) = cr(K)$. Consider a FKD $F$ which is obtained from $D$ as a result of forgetting over/under-crossing information in all crossings of $D$. By Theorem 5

$$cr(F) \geq 2h(F).$$

Since, by definition, the height of a knotoid is the minimum of the height over all representative diagram $h(F) \geq h(K)$, hence

$$cr(K) = cr(F) \geq 2h(F) \geq 2h(K).$$

This completes the proof of Theorem 1.
5 Proof of Corollary 3

Let $B$ be a bridge of the length $k(D)$. Pick two points in the diagram: $v$ placing just before the first crossing in the bridge $B$ and $u$ placing just after the last crossing in $B$ (see Figure 15). Without loss of generality we can think that the bridge $B$ starts at $v$ and ends at $u$. Then $B$ is a simple arc passing through $k(D)$ crossings of the diagram. Observe that we can regard $D \setminus B$ as a knotoid diagram starting at $u$ and ending at $v$. Denote by $F$ corresponding FKD, i.e., the result of forgetting of over/under-data in the diagram. The number of crossings $F$ is equal to $\text{cr}(D) - k(D)$. The arc $[u, v]$ (we mean $B$ with reversed orientation) is a shortcut of $F$ intersecting $F$ in $k(D)$ points. By hypothesis, the diagram $D$ is minimal, hence the shortcut is minimal also. Hence $h(F) = k(D)$. Using Theorem 5 and two equalities above we have

$$\text{cr}(F) = \text{cr}(D) - k(D) \geq 2h(F) = 2k(D)$$

thus $\text{cr}(D) \geq 3k(D)$. This completes the proof.
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