On stabilized finite element methods based on the Scott–Zhang projector. Circumventing the inf-sup condition for the Stokes problem
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A B S T R A C T
In this work we propose a stabilized finite element method that permits us to circumvent discrete inf-sup conditions, e.g. allowing equal order interpolation. The type of method we propose belongs to the family of symmetric stabilization techniques, which are based on the introduction of additional terms that penalize the difference between some quantities, i.e. the pressure gradient in the Stokes problem, and their finite element projections. The key feature of the formulation we propose is the definition of the projection to be used, a non-standard Scott–Zhang projector that is well-defined for $L^1(\Omega)$ functions. The resulting method has some appealing features: the projector is local and nested meshes or enriched spaces are not required.
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1. Introduction

Many physical problems in science and engineering are modeled with partial differential equations without a coercivity property, e.g. the (Navier–)Stokes equations for incompressible flows, Darcy’s problem for flux in porous media, and some versions of the Maxwell equations. At the continuous level, these saddle-point problems are well posed by virtue of some inf–sup condition. As model problem, let us consider Stokes’ system on a bounded open domain $\Omega$ with homogeneous boundary conditions:

$$-\nu \Delta u + \nabla p = f, \quad \nabla \cdot u = 0, \quad u |_{\partial \Omega} = 0,$$

where $u$ is the velocity, $p$ the pressure, $\nu$ the fluid viscosity and $f$ the body force. Using standard notation, we can state the problem in weak form: find $(u, p) \in H^1_0(\Omega) \times L^2(\Omega)$ such that

$$c(u, p, v, q) := \nabla (\nabla u, \nabla v) - (p, \nabla \cdot v) + (q, \nabla \cdot u) = (f, v) =: L(v)$$

for any $(v, q) \in H^1_0(\Omega) \times L^2(\Omega)$. For the Stokes problem, pressure stability relies on the following inf-sup condition: for any $p \in L^2(\Omega)$, there exists a $q_p \in H^1_0(\Omega)$ with unit norm such that $\beta \|q_p\| \geq (p, \nabla \cdot q_p)$, for some $\beta > 0$. Unlike coercivity, inf–sup conditions are not inherited by sub-spaces of functions, complicating Galerkin approximations. We have to explicitly build finite element (FE) spaces that satisfy discrete versions of the inf–sup conditions, and appealing choices such as equal-order interpolation for all the unknowns cannot be used [8]. The situation is slightly more involved in general, since the well-posedness of saddle-point problems only requires coercivity on the kernel of the constraint operator, e.g. the Maxwell and Darcy problems [14].

The use of inf–sup stable formulations can be particularly impractical in multi-physics simulations of saddle-point systems, i.e. inductionless magnetohydrodynamics (MHD) (coupling Stokes and Darcy-type problems, see [21]) or incompressible visco-resistive MHD (coupling Stokes and Maxwell-type problems, see [3]). This approach requires different FE spaces for the different unknowns [22], complicating the integration subroutines and the matrix graph (a different graph for every block of the full matrix is needed). In other situations, in which different asymptotic limits of the problem (in terms of the physical parameters) lead to different saddle-point systems, e.g. the Brinkman model for creeping flow in porous media, the inf–sup stable approximation cannot lead in general to unconditional stability, since different limits require different FE spaces (see [1]).

Alternatively, we can consider stabilized FE techniques, which consist in the introduction of additional (stabilization) terms that provide the numerical method with the proper stability without the need to satisfy discrete inf–sup conditions. Initially, the stabilization terms were based on the residual at FE interiors, as in the popular Galerkin/least-squares (GLS) method [16] and the improved Variational Multiscale (VMS) method [17] proposed by Hughes and co-workers. Let us consider a partition $T_h$ of $\Omega$ into tetrahedra/hexahedra, denoted by $K$, and conforming FE spaces $V_h \times Q_h \subset H^1_0(\Omega) \times L^2(\Omega)$. The stabilized methods GLS ($\theta = 1$) and VMS ($\theta = 1$) read as:
for MHD applications. Another important problem related to this, i.e. the stabilization term does not cancel for the exact solution of the problem.

Global projections in the Navier–Stokes and MHD systems, making pressure-segregation (fractional step) methods to lose their unconditional stability (see [4]). The introduction of symmetric stabilization techniques represented one step further in the improvement of FE stabilization techniques, since they solve all the problems commented above. Instead of considering residual-based terms, these methods introduce penalty terms over the difference between some quantities, i.e. the pressure gradient for the Stokes problem, and their projections. This family of methods does not perturb the right-hand side of the problem, and stabilizes the bilinear form as follows:

\[ (v_h, q_h) + \sum_{K \in T_h} \delta_k (f, \nabla \Delta v_h + \nabla q_h)_{K} \]

where \( \delta_k \) is a numerical parameter to be defined later. These methods allow equal-order interpolation, are consistent and exhibit optimal convergence rates. On the other side, they are usually criticized for giving unphysical pressure boundary layers [5], for the additional cost involved in the evaluation of higher order derivatives and the weak inconsistency for first order approximations [18], the fact that the forcing term is also affected by the stabilization and the hard extension to transient problems [13], usually carried out via expensive space–time FEs (see e.g. [24]). Probably, the main shortcoming of GLS, VMS and related residual-based formulations is manifested when dealing with multi-physics applications. These stabilized FE formulations include a large number of additional coupling terms, which fill blocks that are zero for the Galerkin method; specific hierarchical meshes were introduced in such a way that optimal convergence is kept. Motivated by the inherited stability of fractional step methods, Codina and Blasco provided in their pioneering work [12] the first algorithm of this kind, based on the \( L^2(\Omega) \)-orthogonal projector, coined orthogonal subscales (OSS). Unfortunately, this projector is global, i.e. the stabilization term leads to a dense matrix. Certainly, the method is never computed this way, and the projection is usually sent to the right-hand side of the linear system. In case of solving transient problems, it can simply be treated explicitly. In those situations, for reasonably small time step sizes, the OSS method has perfect sense and it is an effective and simple algorithm, since the CPU cost per time step used for the computation of the global projections in negligible. On the contrary, to send the projection term to the right-hand side, and make it implicit via Richardson iterations (usually merged with nonlinear iterations [11]) is not advisable unless a very small time-step size is used, since it can drastically increase the number of nonlinear iterations or simply diverge; this approach is even harder to justify for linear problems as the Stokes system. An alternative consists in dealing with the exact matrix, explicitly solving the mass matrix systems for the projection evaluations at every iteration of an external Krylov solver. This approach is hard to implement and prevent us to use direct solvers, and by extension substructuring domain decomposition techniques with exact local solvers [25].

Becker and Braack envisaged [5] an original way to avoid the global projections in [12]. Their method was later called local projection stabilization (LPS). The price to pay is a tighter requirement over the mesh partitions: specific hierarchical meshes were needed, since the method is based on the definition of fine and coarse FE spaces. On the other hand, the projection is not over the original FE space, as in [12], but on a discontinuous space of functions. The original LPS formulation has been lately denoted as two-level LPS, due to the requirement of two nested meshes for the definition of the stabilization terms. A one-level LPS formulation has also been designed [19], in which the fine space is attained with an enrichment of the coarse one via additional functions of bubble type. This way, we can eliminate the stringent mesh requirement but now a particular type of enriched FE spaces must be used.

The development of stabilized FE methods that allows one to circumvent inf–sup conditions has been almost entirely developed for the Stokes problem and the nonlinear Navier–Stokes equations. The extension to problems that only present coercivity in the kernel of the constraint operator is more recent. We refer to [2] for a detailed exposition of VMS and symmetric projection stabilization schemes for Darcy’s and Maxwell’s problems.

The purpose of this work is to present a new method, based on a particular \( L^2(\Omega) \) Scott–Zhang projector that shares all the aforementioned benefits of symmetric stabilization techniques as well as: only local projections are required, no assumption over the mesh partitioning (i.e. nested meshes) is needed and no assumption over the FE spaces (e.g. equal-order Lagrangian FEs can be used without additional enrichment) is needed.

In Section 2, we introduce some notation, as well as the definition of the method and implementation aspects. Section 3 is devoted to the numerical analysis of the algorithm, both stability and \( a \text{ priori} \) error estimates. Some numerical tests are presented in Section 4. Finally, we draw some conclusions in Section 5.

2. Definition of the method

Let us consider the Stokes problem (2) for an open, bounded polyhedral domain \( \Omega \) in \( \mathbb{R}^d \), where \( d = 2 \) is the dimension space. We will use standard notation for Sobolev spaces (see [7]). In particular, \( \omega \subset \Omega \), but the domain subscript is omitted for \( \omega \equiv \Omega \) (analogously for the duality pairing \( \langle \cdot, \cdot \rangle \)). The \( L^2(\Omega) \) norm is denoted as \( \| \cdot \| \). We will define the velocity and pressure spaces as \( V_0 \equiv r_{h \times \theta}^1(\Omega) \) and \( Q \equiv r_{h \times \theta}^0(\Omega) \), endowed with the norms \( \| v \|_v := \| v \|_{L^2(\Omega)} \) and \( \| q \|_q := \| q \|_{L^2(\Omega)} \), properly scaled with the fluid viscosity \( \nu \). \( C^0(\Omega) \) denotes the space of continuous functions. We will omit the \( \Omega \) subscript in vector-valued functional spaces.

Let us consider now a partition \( T_h \) of \( \Omega \) into \( d \)-simplices, quadrilaterals (\( d = 2 \)) or hexahedra (\( d = 3 \)) where every \( K \in T_h \) is the image of a reference element \( \hat{K} \) through an affine mapping \( F_{K} : \hat{K} \rightarrow K \) (see [9, Chp. 2]): we can assume that every edge of \( K \) has length one. \( P_r(\hat{K}) \) is the space of complete polynomials of degree \( r \) on \( K \). For \( d \)-simplicial FE partitions, we define the space of element-wise discontinuous functions

\[ D_h := \{ v_h : \| v_h \|_{L^2(\hat{K})} \leq P_r(\hat{K}), \quad K \in T_h \}. \]

The continuous FE spaces are obtained by enforcing continuity, namely \( V_h := D_h \cap C^0(\Omega) \) and \( Q_h := D_h \cap C^0(\Omega) \cap L^2(\Omega) \). The order of approximation is to be used for velocity and pressure approximations can be different. For quadrilaterals and hexahedra, the spaces are obtained by replacing \( P_r(\hat{K}) \) by \( Q_r(\hat{K}) \), the space of polynomials with maximum degree \( r \) in each reference space coordinate on \( K \).

For the FE space \( V_h \) we denote by \( N_S \) the set of all interpolation nodes related to \( T_h \), and by \( \phi_{h,S}(x) \) the corresponding nodal basis of \( V_h \). We also denote by \( N_S(\hat{K}) \) the set of all nodes that belong to a FE \( K \). Continuous FE functions can be written as \( v_h = \sum_{S \in N_S} v_S \phi_{h,S}(x) \), where \( v_S \) denotes the nodal value of \( v_h \) corresponding to a Analo-


2.1. Nodal projection stabilization

At this point, let us consider a variant of the Scott–Zhang projector [23] which is well-defined for $L^2(\Omega)$ functions. The analysis in [23] does apply for this projector even though it is not the standard version, because it does not keep homogeneous boundary conditions (see Remark 1). We can build a node-to-element map $\kappa : N_h \to T_h$; for interior nodes there is only one choice, two choices for nodes on faces and possibly more for nodes on edges or vertices. Following [23], for any $a \in N_h$ there is only one dual function $\psi_a^d \in P_0(K)$ (analogously for $Q_1(K)$) such that

$$\int_{\kappa(a)} \psi_a^d(x) \psi_b^d(x) \, dx = \delta_{ab}, \quad \text{for any } b \in N_h(\kappa(a)).$$

Now, we construct the projector $b_h : L^2(\Omega) \to V_h$ as follows:

$$b_h(v) := \sum_{a \in N_h} \psi_a^d(x) \int_{\kappa(a)} \psi_a^d(x) \psi_a(x) \, dx.$$

Let us also define $i_a^d(v) := v - b_h(v)$. With this notation, we are in position to state the proposed algorithm: find $(u_h, p_h) \in V_h \times Q_h$ such that:

$$(u_h, a_0, p_h, q_h) := \left(\int_{\kappa(a)} \nabla \psi_a^d(x) \psi_a(x) \, dx\right) a_0, \quad (i_a^d(u_h), i_a^d(p_h), i_a^d(q_h)) = \ell(a), \quad \text{for any } a \in N_h.$$

Proof. In the definition of the projector (5), we have: for any $a \in N_h$

$$\delta_k : T_h \to \mathbb{R}$$

is the so-called stabilization parameter, $c_i$ being an edge (cyclic) constant. The stabilization $b_h$ is variable on edges and it can be handled, e.g. by taking $v_k = \int_{\kappa(a)} \psi_a(x) \, dx$, but a constant viscosity is assumed for the sake of clarity. We will refer to this method as nodal projection stabilization (NPS), since $i_a^d(\cdot)$ is a local projection defined node-wise. The method clearly belongs to the family of symmetric stabilization techniques.

Motivated by the stability analysis in the next section, we consider an alternative NPS scheme (6) by introducing a nodal definition of the stabilization parameter, denoted by $\delta_k$. Given a (generally discontinuous) FE function $v_h \in D_h$, we define $\delta(v_h)(x) := \sum_{a \in T_h(a)} \delta_a \psi_a^d(x) h_a^d \psi_a(x) \in D_h$. We define $\delta(i_d(\cdot))$ analogously, by replacing $\delta_a$ with $\delta$. Let us remark that $\delta(\cdot)$ keeps continuity and homogeneous boundary conditions, i.e. given $\delta_h \in V_h$, $\delta(v_h) \in V_h$ (ident for $V_h$). The method consists in (6) with a different definition of the $\delta$-product:

$$(\cdot, \cdot)_d := (\delta(i_h(\cdot)), \delta(i_d(\cdot))), \quad \delta_a := c_i h_a^d / v, \quad \text{with } h_a := h_a(i_d).$$

Alternatively, definitions of $h_a$ are possible (see Lemma 4). In this case, the stability analysis in Theorem 6 becomes slightly simpler.

This method is strongly related to the OSS formulation proposed by Codina and Blasco in [12], which uses instead the $L^2(\Omega)$ projector $\pi_{N_h}(v) \in V_h$, defined as the solution of

$$(\pi_{N_h}(v), w_h) = (v, w_h), \quad \text{for any } w_h \in V_h.$$

However, this projector is not local, since it involves the solution of a global linear system with aGramm matrix. On the other hand, LPS techniques share with NPS the fact that the projections are local, but the projectors are not defined over $V_h$ and they require additional assumptions over the mesh or FE spaces to be used. We refer to [5,19] for a detailed definition of LPS techniques.

Remark 1. For the OSS formulation, it has been proposed to use the $L^2(\Omega)$ projector $\pi_{N_h}$ onto $V_h$ instead, i.e. the solution $\pi_{N_h}(v) \in V_h$ of

$$(\pi_{N_h}(v), w_h) = (v, w_h), \quad \text{for any } w_h \in V_h.$$  \hspace{1cm} (10)

It does not require Assumption 5 below to hold but can exhibits pressure boundary layers. Analogously for NPS, we can consider a projector $i_h$ onto $V_h$. It can be accomplished by modifying the projector (5) at nodes $a \in \Omega_h$, $\delta$ only. For these boundary nodes, we can use the technique in [23], based on edge integrals, since $i_h$ is only applied over $\nabla q_h$ functions, which have well-defined traces on $\partial\Omega$. Alternatively, we can use the modification proposed by Girault and Lions [15], which simply consists in taking $i_h(\nabla q_h)^d$ equal to zero for boundary nodes. In fact, for the FE functions to be projected in method (6) these two techniques are equivalent.

2.2. Implementation aspects

In this section we will assume the equal-order interpolation case for the sake of clarity. Let us discuss how to implement the stabilization term in (6). The key ingredient is the computation of $i_h(\nabla q_h)$. By linearity we only need to consider the projection of the basis $\{\nabla \psi_a^d\}_{a \in N_h}$ of the discontinuous FE space $\nabla q_h$. We have the following result.

Lemma 2. Let us assume that $r_p \leq r_a + 1$, where $r_a$ and $r_p$ are the order of approximation for the velocity and pressure, respectively. Then, the matrix associated to the term $(i_h(\nabla q_h), i_h(\nabla j_h)) : V_h \to Q_h$ can be built as follows: for any $a, b \in N_h$

$$(i_h(\nabla q_h), i_h(\nabla j_h)) = \sum_{c \in A_{d}^f(a)} \sum_{d \in A_{d}^f(b)} \nabla \psi_a^d c \nabla \psi_b^d d \psi_h^c \psi_h^d.$$

Proof. By the definition of the projector (5), we have: for any $a \in N_h$

$$\delta_k : T_h \to \mathbb{R}$$

has the size of the velocity unknowns array times the number of nodes per element, i.e. for linear simplicial FEs this factor is...
d + 1. This memory usage is acceptable in an implicit FE code compared to preconditioned solver requirements and it is well-suited for parallelization. Otherwise, it can be computed every time is used, with a slight growth of the operation counter. Finally let us note that we are not required to store it for interior nodes, and that vertex-based and edge-based integration algorithms could be considered instead.

**Algorithm 1:** Assembly of the pressure stabilization matrix $S$

in scheme (6) (equal-interpolation case)

For every $K \in T_h$:

Compute $S_K$

For every $c, d \in N_h(K)$:

Compute

$\int_K \phi_i^d(\mathbf{x}) \phi_i^c(\mathbf{x}) \mathbf{d}\mathbf{x}$, $\int_K \nabla \phi_i^d(\mathbf{x}) \cdot \nabla \phi_i^c(\mathbf{x}) \mathbf{d}\mathbf{x}$, $\int_K \phi_i^d(\mathbf{x}) \nabla \phi_i^c(\mathbf{x}) \mathbf{d}\mathbf{x}$

Assemble $S_{ad} = S_{da} = \delta_{ad} \int_K \phi_i^d(\mathbf{x}) \nabla \phi_i^c(\mathbf{x}) \mathbf{d}\mathbf{x}$

For every $a \in N_h^{(K)}(c)$:

$S_{ac} = S_{ca} = \delta_{ac} \int_K \phi_i^c(\mathbf{x}) \nabla \phi_i^c(\mathbf{x}) \mathbf{d}\mathbf{x}$

For every $a \in N_h^{(K)}(d)$:

$S_{ad} = S_{da} = \delta_{ad} \int_K \phi_i^d(\mathbf{x}) \nabla \phi_i^d(\mathbf{x}) \mathbf{d}\mathbf{x}$

Remark 3. In principle, we could consider the Clément interpolant [10] as an alternative to the Scott–Zhang projector (5), since this interpolation is still local. However, the Clément interpolant is not a projector and does not satisfy homogeneous boundary conditions, in case it is required. The fact that it is not a projector has some undesired effects, e.g. the resulting method does not pass a patch test. That is to say, for an exact solution $u \in V_h$, the FE solution $u_h$ differs from $u$ in general. Further, let us show in Fig. 1 the stencil for a FE, in the worst-case and best-case scenario, as well as the stencil for Clement's interpolant. It can be observed in Fig. 1 that Clement's interpolant leads to a wider stencil of the resulting matrix (a node is coupled to its neighbors' neighbors). These facts motivated the introduction of the Scott–Zhang-type projector (5).

3. Numerical analysis

In this section, we analyze the stability and accuracy of the numerical method (6) for both (7) and (8) versions of the stabilization term. Let $h_K$ denote the diameter of $K \in T_h$ and $h := \max_{K \in T_h} h_K$. We assume a non-degenerate partition: there exists a constant $\sigma \in (1, \infty)$ independent of $h$ such that $\max_{x \in \partial K} \frac{r_K}{h} \leq \sigma$, where $r_K$ denotes the radius of the largest closed ball contained in $K$. The analysis is simpler for regular partitions, i.e. $\min_{x \in \partial K} r_K \geq \sigma h$. We will make use of the local inverse estimate

$$\|\nabla \eta_h\|_K \leq c_h h^{-1}_{K} \|\eta_h\|_K$$

for any $K \in T_h$,

where $c_h > 0$ can depend on $\sigma$ (as other constants defined below) but not on $h$. Further, we use the general approximation theory of the Scott–Zhang projector. Let $\nu \in W^1_0(\Omega)$ and $0 \leq s \leq k + 1$: there exists $c_\nu > 0$ independent of $h$ such that

$$\|\nu - \tilde{\nu}_h(\nu)\|_{W^1_0(K)} \leq c_\nu h^{k-s-1} \|\nu\|_{W^1_0(\Omega)} \left(\sum_{i \in \mathcal{T}_h} \|\nu - \tilde{\nu}_h(\nu)\|_{W^1_0(K)}^2\right)^{\frac{1}{2}}$$

where $\tilde{\nu}_h$ is a domain made of the elements neighboring $K$ (see [6]) and $\nu$ denotes the order of approximation of the corresponding FE space. The global estimate holds for non-degenerate partitions only. The same estimates hold for $\eta_h$ (the interpolant that keeps null traces) as soon as $\nu \in H^1_0(\Omega)$.

Finally, the symbol $\lesssim$ is used to denote $\leq$ up to a positive constant independent of $h$ (idem for $\gtrsim$ and $\simeq$).

3.1. Stability results

First, we consider some technical results that will allow us to accommodate the analysis for non-degenerate partitions. We can easily check that $n_a := \text{card}(\mathcal{A}_h^{a}(a))$ (the maximum number of elements around $a$) is bounded, depends on $\sigma$ and $a$ but is independent of $h$. In fact, we can also find a global integer $n_a := \max_{a \in \mathcal{A}_h} n_a$ independent of $h$.

Given two elements $K_1, K_2 \in \mathcal{A}_h(a)$, we can always find a sequence of elements $r_1(\Omega), r_2(\Omega), \ldots, r_m(\Omega) \subset \mathcal{A}_h(a)$ such that $K_1, K_2, r_1, \ldots, r_m$ share an edge (for $d = 2, 3$). We have the following lemma.

**Lemma 4.** Given a non-degenerate partition $T_h$, for every node $a \in N_h$, there exists $h_a > 0$ such that

$$\sigma^{-n_a+1} h_K \leq h_a \leq \sigma^{-n_a-1} h_K$$

for any $K \in \mathcal{A}_h(a)$.

Fig. 1. Stencil related to the stabilization term $\sum_{i \in K \cup \partial K} \int_K \phi_i(\nabla \phi_i^d)(\nabla \phi_i^c) \mathbf{d}\mathbf{x}$ for a given FE element $K$ (in red). The big nodes are those coupled due to this term, and the blue elements are those needed to compute it. We consider three situations: (a) the Scott–Zhang projector (5) in the best case scenario ($K = k(n_1) = k(n_2) = k(n_5)$), where $\{n_i\}_{i=1,2,3}$ is the set of nodes on element $K$, (b) the same projector in the worst case scenario (where all these FEs are different) and (c) the Clément interpolant. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
where \( \hat{n}_g(K) := \max_{K \in \mathcal{A}_g(a)} \text{card}(p_h(a, K)) \), \( \hat{n}_v(K) := \min_{K \in \mathcal{A}_g(a)} \hat{n}_g(K) \leq n_g \).

**Proof.** Suppose the affine mapping \( F_k(x) = B_k x + x_0 \). Given two elements \( K_1, K_2 \) sharing an edge, denoted by \( E \), we can easily prove (see [9, Th. 3.1.3]):

\[
|B_k|^{-1} \leq \text{meas}(E) \leq |B_k|, \quad |B_k| < h_{K_1}, \quad |B_k| < \rho_{K_1}^{-1}, \quad \text{for } i = 1, 2.
\]

Therefore, we get \( \sigma^{-1} h_{K_1} \leq h_{K_2} \leq \sigma h_{K_1} \). Now, let us take \( K_1 = \text{argmin}_{K \in \mathcal{A}_g(a)} \hat{n}_g(K) \) and define \( h_{\hat{K}_1} := h_{K_1} \). For any \( K_1 \in \mathcal{A}_g(a) \), using the definition of the sequence \( p_h(a, K_1, K) \), we have:

\[
\max_{K \in \mathcal{A}_g(a) \mid h_{K} \geq h_{\hat{K}_1}} h_{K} = \max_{K \in \mathcal{A}_g(a) \mid h_{K} \geq h_{\hat{K}_1}} \frac{h_{\hat{K}_1}}{\sigma} \leq \sigma^{-1} h_{\hat{K}_1}^{-1}.
\]

By its definition, \( \hat{n}_g \leq n_{c,2} \). Let us note that for nodes on faces \( n_{c,2} = 2 \), and on interior nodes the same result applies for \( n_{c,0} = 1 \). It proves the lemma. \( \square \)

Let us define the \( \delta \)-weighted norm \( \|v\|_r := (v, v)^{r/2} \), with the definition of the \( \delta \)-weighted inner product in (7) or (8), depending on the case considered. Finally, we note that \( \nabla Q_0 \subset D_{h_0} \), and so \( \delta(i_q^s \nabla p_k) \) is well-defined. In the next theorem, we state the stability of the numerical method (6). It relies on the following assumption, which is also required for the OSS method. We define \( \pi_q^s(v) := v - \pi_q(v) \), where \( \pi_q(v) \) has been defined in (9).

**Assumption 5.** For any \( v_h \in D_{h_0} \),

\[
C_0 \|p_h(v_h)\|_Q \leq \|\pi_q(v_h)\|_Q + \|\pi_0(v_h)\|_Q
\]

for some \( C_0 > 0 \) independent of \( h \).

This assumption says that the \( \delta \)-weighted projection of \( v_h \) on \( V_h \) can be uniformly bounded by its \( V_h \) and \( V_0 \) projections. We refer to [12] for the proof that this condition holds for simplicial meshes. The OSS formulation also relies on this assumption, as soon as we consider the projector \( \pi_0(\cdot) \). Both OSS with \( \pi_0(\cdot) \) and NPS with \( \delta(\cdot) \) do not need this assumption anymore.

**Theorem 6.** For the definition of the \( \delta \)-product in (7) or (8), for any \( p_h \in Q_h \)

\[
\beta \|p_h\|_Q \leq \sup_{v_h \in V_h} \left( \frac{\langle p_h, \nabla \cdot v_h \rangle}{\|v_h\|_V} + \|i_q^s(\nabla p_h)\|_Q \right)
\]

for some \( \beta > 0 \) independent of \( h \).

**Proof.** Let us consider the numerical analysis for the element-wise case (7), since the one for the nodal-based case (8) is slightly simpler. Since \( \delta(\pi_0(\nabla p_h)) \in V_h \), by construction, we get:

\[
\delta(\pi_0(\nabla p_h)) = (\nabla p_h - \delta(\pi_0(\nabla p_h)))
\]

\[
= (\nabla p_h - \delta(\pi_0(\nabla p_h)) = \sum_{K \in T \cap \partial V_h} \frac{1}{h_{K}} \nabla p_h^s(K) \pm h_{\hat{K}_1}^s(\phi, \phi^s)_K
\]

\[
\leq \|\delta(\pi_0(\nabla p_h))\|_Q.
\]

We have used the definition of the projector (10) and the inequality \( c_{1,1} \delta h \leq c_{1,2} \delta h \) for \( 0 < c_{1,2} \leq c_{1,1} \). The consequence of Lemma 4. Using the local inverse inequality (12), we get

\[
\|\delta(\pi_0(\nabla p_h))\|_Q \leq \sum_{K \in T_h} \frac{1}{h_{K}} \|\delta(\pi_0(\nabla p_h))\|_K^2 \leq \|\delta(\pi_0(\nabla p_h))\|_Q.
\]

Combining these results, we get:

\[
\|p_h\|_Q \leq \sup_{v_h \in V_h} \left( \frac{\langle p_h, \nabla \cdot v_h \rangle}{\|v_h\|_V} + \|i_q^s(\nabla p_h)\|_Q \right).
\]

Clearly, the stabilization term provides control over \( (i_q^s(\nabla p_h), i_q^s(\nabla p_h), i_q^s(\nabla p_h), i_q^s(\nabla p_h)) \). Let us recall the following result, that follows from [14, Lemma 9.7] and the fact that \( (\phi, \phi^s)_K = h_{\hat{K}_1}^s \) for any \( a \in \mathcal{A}_g(a) \). For any \( F \in T_h \) and any function \( v_h \in D_{h_0} \),

\[
c_m \sum_{a \in \mathcal{A}_g(a)} \left( \|v_h^a\|^2(\phi, \phi^s)_K \right) \leq c_m \sum_{a \in \mathcal{A}_g(a)} \left( \|v_h^a\|^2(\phi^s, \phi^s)_K \right)
\]

for a constant \( c_m > 0 \) that does not depend on \( \sigma \) or \( h \). We have:

\[
\|p_h\|_Q \leq \sup_{v_h \in V_h} \left( \frac{\langle p_h, \nabla \cdot v_h \rangle}{\|v_h\|_V} + \|i_q^s(\nabla p_h)\|_Q \right).
\]

Now, using the continuous inf-sup condition, for any \( p_h \in Q_h \) there exists \( v_h \in V_h \) with \( \|v_h\|_V = 1 \) such that

\[
\beta \|p_h\|_Q = \|p_h(\nabla \cdot v_h)\|_Q = \|p_h(v_h)\|_Q.
\]

Using the Scott–Zhang projector \( \Pi_{\text{sc,Z}} \) onto \( V_h \) that satisfies homogeneous boundary conditions, we have:

\[
\beta \|p_h\|_Q = \|p_h(v_h)\|_Q + \|\delta(\pi_0(v_h))\|_Q \leq \|\nabla p_h\|_Q + \|\delta(\pi_0(v_h))\|_Q,
\]

where we have used integration by parts, the interpolation estimate (13) and the stability of the Scott–Zhang projector (obtained from (13) for \( k = s \)). We prove the theorem invoking (15) in (16). The analysis for the nodal definition of \( \delta \) in (8) follows in a similar way, with slight modifications. It is based on the fact that

\[
(\delta^1(\psi_1), \delta^1(\psi_1)) = (\psi_1, \psi_1),
\]

which is a consequence of (14). \( \square \)

The analysis for \( \delta(\cdot) \) is straightforward and does not require Assumption 5. The following corollary is a direct consequence of this theorem and the coercivity of the viscous term \( \nu(\nabla u, \nabla u) \).

**Corollary 7.** The stabilized bilinear form \( c_{1,1}^s(\cdot) \) defined in (6) and (7) (or (6)–(8)) satisfies

\[
\beta \leq \inf_{(u_h, p_h) \in \mathcal{C}_{\text{sc,Z}}} \sup_{(u_h, p_h) \in \mathcal{C}_{\text{sc,Z}}} \left( \frac{c_{1,1}(u_h, p_h, \mathbb{Q}_h)}{\|u_h\|_V + \|p_h\|_Q} \right) \leq \inf_{(u_h, p_h) \in \mathcal{C}_{\text{sc,Z}}} \sup_{(u_h, p_h) \in \mathcal{C}_{\text{sc,Z}}} \left( \frac{c_{1,1}(u_h, p_h, \mathbb{Q}_h)}{\|u_h\|_V + \|p_h\|_Q} \right)
\]

for some \( \beta > 0 \) independent of \( h \).

**3.2. Convergence analysis**

Finally, we show that method (6) is optimally convergent.

**Theorem 8.** The solution \((u_h, p_h)\) of the discrete problem (6) and (7) (or (6)–(8)) satisfies:

\[
\|u - u_h\|_V + \|p - p_h\|_Q \leq \inf_{(u_h, p_h) \in \mathcal{C}_{\text{sc,Z}}} \left( \|u - u_h\|_V + \|p - p_h\|_Q \right)
\]

\[
+ \|i_q^s(\nabla p_h)\|_Q.
\]
and also used in
satisfies
and the discrete
(or
(6)
–(8)
Using the triangle inequality we prove the theorem.

Proof. Subtracting the continuous problem (2) and the discrete
one (6), we obtain:
\[ c_h(w_h - u_h, r_h - p_h, v_h, q_h) = c_h(w_h - u, r_h - p, v_h, q_h) \]
for any \((w_h, r_h, v_h, q_h) \in V_{h,0} \times Q_h\). Using the local estimate in (13)
with \(k = 1\) and the local inverse inequality (12), we have
\[ \| \delta_k \| (\nabla r_h) \|_h \|^2 \leq \sum_{i \in I_h} \delta_k \| \nabla r_h \|_h^2 \leq \sum_{i \in I_h} \delta_k h_i^{-2} \| r_h \|_{W_{i}}^2 \leq \| r_h \|_{Q}^2, \]
(18)
This result can be used to prove the continuity of the bilinear form
c_h(w_h - u_h, r_h - p_h, v_h, q_h) \in V \times Q, i.e.,
c_h(w_h, r_h, v_h, q_h) \leq (\| w_h \|_V + \| r_h \|_{Q}) \times (\| v_h \|_V + \| q_h \|_{Q}),
for any \((w_h, r_h, v_h, q_h) \in V_{h,0} \times Q_h\). (19)
Finally, invoking the stability result in Corollary 7 and inequalities
(18) and (19) in (17), we obtain:
\[ \| w_h - u_h \|_V + \| r_h - p_h \|_{Q} \leq \| u - w_h \|_V + \| p - r_h \|_{Q} + \| \delta_k \| (\nabla p) \|_h, \]
Using the triangle inequality we prove the theorem. \(\Box\)

As a consequence, using e.g. the approximability properties of the
Scott–Zhang projector, we have the following corollary.

Corollary 9. Let us assume that the solution of the continuous problem
(1) satisfies \((u, p) \in H^{1+\alpha}(Q) \times H^{\alpha}(Q)\) for some \(\alpha > 1\). The solution
\((u_h, p_h)\) of the discrete problem (6) and (7) (or (6)–(8)) satisfies:
\[ \| u - u_h \|_V + \| p - p_h \| \leq h^\alpha (\| u \|_{W^{1+\alpha}(Q)} + \| p \|_{W^{\alpha}(Q)}), \]
with \(\mu := \min(r_\alpha, r_p + 1, 2)\),
where \(r_\alpha\) and \(r_p\) are the order of approximation of \(V_h\) and \(Q_h\)
respectively.

Fig. 2. Sensitivity of GLS/VMS and NPS methods for some error quantities with respect to the stabilization parameter constant \(c\). The mesh refinement level \(h = 2^{-i}\).

4. Numerical experiments
4.1. \(h\)-convergence and \(c\)-dependence
In order to test the convergence of the proposed method, we
have considered the Stokes problem on the unit square with exact
solution:
\[ u(x, y) = (20xy^3, 5x^4 - 5y^4), \quad p(x, y) = 60x^2y - 20y^4. \]
This test problem has been proposed in [20] and also used in [5]. We
have compared the GLS method, which coincides with VMS for linear
FEs, and the NPS method in (6) and (7). We have used a family of
regular triangular FE meshes with \(h = 2^{-i}\), with \(i = 1, 2, 3, 4, 5, 6\). For
this test problems, the difference between choices (7) and (8) is not
appreciable, since the family of meshes used in the convergence
analysis are regular. The difference between the element-wise and
nodal-wise definition of the stabilization parameter is expected to
be more significant for non-degenerate meshes, i.e. using adaptive
refinement, and remarkable for anisotropic meshes.

First of all, we have analyzed the sensitivity of both the GLS
formulation (3) and the NPS formulation (6). In Fig. 2 we have plotted
some quantities of the velocity and pressure error with respect to
\(c\). The GLS method has an optimal behavior at \(c_1 \approx 0.1\) for all
quantities, but increasing \(c_1\) has a clear negative impact on accuracy.
On the contrary, the NPS formulation is quite insensitive to
\(c_1\); this behavior is particularly relevant for the \(L^2\)-norm of the
velocity error in Fig. 2(a). Further, the NPS formulation seems to
slightly improve for larger values of \(c_1\).

Taking the optimal value \(c_1 = 0.1\) for the GLS formulation, we
have plotted the error against the mesh size \(h\) in Fig. 3 for both
methods. We observe an almost identical behavior for both
formulations. Optimal quadratic convergence is attained for the \(L^2\)-norm
of the velocity error, and a super-convergence order of \(\frac{3}{2}\) is
observed for the rest of quantities.
4.2. Pressure error on the boundary

The artificial pressure boundary layers that appear with GLS/VMS formulations are well-known. Let us consider the Poiseuille flow test in [12] for a structured mesh of 1,250 linear triangular FEs; we refer to this work for a complete discussion about the misbehavior of the GLS/VMS formulation. We show the pressure contours for both formulations in Fig. 4. The GLS/VMS formulation produces a wrong solution, motivated by the fact that $\partial_n p = 0$ is weakly enforced on the boundary. On the other hand, even though $u \notin V_h$, the NPS solution leads to the exact pressure, as the LPS formulation in [5] (see this reference for a super-convergence proof).

5. Conclusions

In this work, we have considered a symmetric stabilization method based on a non-standard version of the Scott–Zhang projector that is well-posed for $L^1(\Omega)$ functions. This low regularity requirement is needed, in order to project FE pressure gradients, which are discontinuous element-wise polynomials. Further, the application of this projector over this type of functions is very simple and cheap and allows for an efficient implementation of the method.

This projector has important benefits compared to the existing choices: the $L^2(\Omega)$ projector in OSS [12] and the local projections in LPS techniques [5,19]. On one hand, the projector is local, i.e. no global linear system must be solved to compute the projections. It allows to explicitly have the system matrix in memory, which is required e.g. for ILU preconditioning of the full FE system matrix, the use of direct solvers or substructuring domain decomposition techniques for parallelization. Further, for iterative solvers, a global projector requires nested solvers, one for the FE problem and another one (per iteration) for the projection computation. So, the local projection is very desirable in order to facilitate implementation, reduce CPU cost and work on distributed memory machines. In particular, the extended stencil of the proposed method seems to be minimal. On the other hand, the proposed method lightens the requirements of LPS techniques, since it does not require any particular macro-element topology of the mesh or bubble-enriched FE spaces.

Different alternatives of the method have been proposed, depending on the nature of the stabilization parameter (nodal vs. element definition) and the enforcement of Dirichlet boundary conditions in the projector. Some implementation issues have been addressed. Numerical analysis shows optimal stability and convergence properties, which have also been checked via numerical
experimentation. Compared to the GLS/VMS formulations, the resulting method is less sensitive to the choice of the stabilization parameter and does not exhibit the pressure misbehavior on the boundary.

The method has been presented for the Stokes problem. However, we can apply it to Darcy’s or Maxwell’s systems, using the ideas in [2], by replacing the $L^2(\Omega)$ projections by the Scott–Zhang projector proposed herein.
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