Classification of Tree Species in Different Seasons and Regions Based on Leaf Hyperspectral Images
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Abstract: This paper aims to establish a tree species identification model suitable for different seasons and regions based on leaf hyperspectral images, and to mine a more effective hyperspectral identification algorithm. Firstly, the reflectance spectra of leaves in different seasons and regions were analyzed. Then, to solve the problem that 0-element in sparse random (SR) coding matrices affects the classification performance of error-correcting output codes (ECOC), two versions of supervision-mechanism-based ECOC algorithms, namely SM-ECOC-V1 and SM-ECOC-V2, were proposed in this paper. In addition, the performance of the proposed algorithms was compared with that of six traditional algorithms based on all bands and feature bands. The experiment results show that seasonal and regional changes have an effect on the reflectance spectra of leaves, especially in the near-infrared region of 760–1000 nm. When the spectral information of different seasons and different regions is added into the identification model, tree species can be effectively classified. SM-ECOC-V2 achieves the best classification performance based on both all bands and feature bands. Furthermore, both SM-ECOC-V1 and SM-ECOC-V2 outperform the ECOC method under SR coding strategy, indicating the proposed methods can effectively avoid the influence of 0-element in SR coding matrix on classification performance.
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1. Introduction

Forest resources constitute the main body of the terrestrial ecosystem and are the basis of construction for forestry and ecological environment. They not only provide abundant material resources for human survival and development but also play an extremely important role in the sustainable development of economy, environment and society [1,2]. They can provide valuable information for estimating the economic value of forests and studying forest ecosystems to figure out the composition of forest tree species [3]. Therefore, the accurate identification of forest tree species is of great significance to the rational planning, utilization and protection of forest resources.

In recent years, using hyperspectral remote sensing technology to identify forest tree species has become a hot spot in forestry remote sensing research. Hyperspectral imaging technology is an organic combination of imaging technology and spectroscopy technology which can obtain tens to hundreds of spectral bands for each pixel and reflect the subtle differences between the reflectance spectra of different ground objects, thus greatly improving the identification ability of ground objects [4,5]. According to the different acquisition methods of hyperspectral data, it can be divided into satellite-borne hyperspectral data, airborne hyperspectral data and non-imaging hyperspectral data.

Satellite-borne hyperspectral remote sensing technology is convenient to realize the identification of forest tree species on a large scale. Many researchers have carried out research on forest tree species identification based on satellite-borne hyperspectral images.
obtained by EO-1/Hyperion, PROBA/CHRIS and HJ-1A/HSI hyperspectral sensors [6–9]. However, the satellite-borne hyperspectral sensor is far away from the ground, so it is limited by the spatial resolution. Therefore, this method can only identify the forest types or dominant tree species groups but cannot identify the specific species of individual trees, which makes it difficult to meet the research requirements of fine identification for forest tree species [2].

Airborne hyperspectral remote sensing technology is a detection technology that utilizes aircraft as the carrying tools of hyperspectral sensors to realize ground remote sensing operation. Unlike satellite-borne remote sensing technology that is restricted by satellite operation period and orbit, airborne remote sensing technology is convenient and flexible [10]. Lucas et al. classified mixed forests in Central South-East Queensland, Australia based on airborne CASI and HyMap hyperspectral data [11]. Richter et al. used airborne AISA DUAL hyperspectral data to classify 10 broadleaf tree species in a species-rich Central European forest area [12]. In addition, airborne LiDAR can accurately obtain the vertical structure information of forest stand, which is helpful to understand forest structure characteristics, extract canopy physical and chemical characteristics, and identify forest types [13]. In recent years, many researchers have fused airborne LiDAR data with hyperspectral images to carry out the research on identification of forest tree species [14–16]. This fusion technology can improve the identification accuracy of forest types with relatively complex forest structure to a certain extent, but it can only identify several main or dominant tree species in the forest. Thus, it is easily affected by weather and light conditions.

In terms of non-imaging hyperspectral data, researchers mainly utilized the hyperspectral data measured by non-imaging hyperspectral spectrometer in the field or laboratory to identify tree species from the perspective of leaves and canopy, and improved the identification accuracy of tree species by means of transformation of original spectral data such as normalization, logarithmic transformation, differential transformation and so on [17–19]. In addition, Clark et al. showed that the ability of leaf spectral features to identify vegetation was better than that of canopy spectral features [20]. The non-imaging spectrometer utilizes optical fiber probe to collect spectral information, in which the probe needs to be placed at a certain height so that the canopy or leaves of vegetation are within the view range of the probe. However, the view range of probe cannot be accurately controlled, resulting in a lot of background noises in the reflectance spectra, thus affecting the accuracy of tree species identification. Therefore, this paper utilized hyperspectral imaging technology to identify tree species at the leaf level.

Furthermore, some studies showed that seasonal and regional changes put an impact on the spectral response of tree leaves, thus affecting the identification of tree species [21–23]. However, researchers mostly established hyperspectral tree species identification models in a specific season and a specific geographical environment. Until now, there have been few reports on the establishment of hyperspectral tree species identification models suitable for different seasons and different regions.

To solve the above problems, this paper carries out research on tree species identification in different seasons and regions based on leaf hyperspectral images, aiming at establishing a hyperspectral tree species identification model suitable for different seasons and regions, and mining a more effective hyperspectral identification algorithm.

2. Materials and Methods

2.1. Experimental Materials

This study mainly relied on the vegetation in the campus of Beijing Forestry University. The leaves of 50 tree species were collected, in which 3 to 5 trees were selected for each tree species, 15 to 20 healthy leaves were randomly collected from each tree, and each leaf was taken as a sample. The serial number and specific name of each tree species are shown in Table 1.
Table 1. Serial number of tree species.

| Serial Number | Tree Species                        | Serial Number | Tree Species                        | Serial Number | Tree Species                        | Serial Number | Tree Species                        |
|---------------|-------------------------------------|---------------|-------------------------------------|---------------|-------------------------------------|---------------|-------------------------------------|
| 1             | *Ilex chinensis* Sims               | 14            | *Malus micromalus*                  | 27            | *Rosa xanthina* Lindl.              | 40            | *Kolkwitzia amabilis* Graebn.       |
| 2             | *Lonicera maackii*                  | 15            | *Syringa pubescens*                 | 28            | *Buxus sinica*                      | 41            | *Xanthoceras sorbifolium* Bunge     |
| 3             | *Sophora japonica*                  | 16            | *Ligustrum quihoui* Carr.           | 29            | *Cytisus scoparius*                 | 42            | *Deutzia parviflora* Bge.           |
| 4             | *Amygdalus triloba*                 | 17            | *Rosa chinensis* Jacqu.            | 30            | *Forsythia koreana* ‘Sun Gold’      | 43            | *Cissos horhe L.*                   |
| 5             | *Syringa oblata* Lindl.             | 18            | *Swida alba* Opiz                   | 31            | *Ligustrum vicaryi* Rehd.           | 44            | *Jasminum nudiflorum* Lindl.        |
| 6             | *Kerria japonica*                   | 19            | *Forsythia suspensa*                | 32            | *Ulmus pumila* Co ‘Jing’            | 45            | *Acer truncatum* Bunge              |
| 7             | *Rhodotypos scandens*               | 20            | *Prunus Cerasifera*                 | 33            | *Forsythia viridissima* Lindl       | 46            | *Cercis chinensis* Bunge            |
| 8             | *Weigela florida*                   | 21            | *Syringa reticulata var. amurensis* | 34            | *Paeonia suffruticosa* Andr.        | 47            | *Wisteria sinensis*                 |
| 9             | *Acer grosseri* Pax                 | 22            | *Amygdalus persica* L. var. persica f. duplex Rehd. | 35            | *Hibiscus syriacus* Linn.          | 48            | *Lagerstroemia indica* L.           |
| 10            | *Viburnum opulus* Linn.            | 23            | *Pyrus xerophila*                   | 36            | *Amygdalus davidiana*               | 49            | *Prunus persica* ‘Atropurpurea’     |
| 11            | *Cerasus serrulata*                 | 24            | *Magnolia soulangeana* Soul. Bod.   | 37            | *Armeniaca sibirica*               | 50            | *Berberis thunbergii* var.ataropurpurea Chenault |
| 12            | *Philadelphus pekinensis* Rupr.     | 25            | *Zanthoxylum*                       | 38            | *Crataegus pinnatifida* Bunge       |               |                                     |
| 13            | *Chaenomeles speciosa*              | 26            | *Sorbaria kirilowii*                | 39            | *Cotoneaster multiflorus* Bge.      |               |                                     |

To analyze the influence of different seasons on the spectral response of tree leaves, 20 tree species (No. 1–20) were selected from 50 tree species, and leaf samples of these 20 tree species were repeatedly collected in spring, summer and autumn. The specific collection time is shown in Figure 1a. The leaves of the other 30 species (No. 21–50) were all collected in summer.

To analyze the influence of different regions on the spectral response of tree leaves, the leaves of 5 tree species (No. 1–5) were collected on the campus of Beijing Forestry University and Xiling Lake Park of Wu’an City, Hebei Province (416 km from Beijing Forestry University), respectively. The specific collection time is shown in Figure 1b.

A total of 5717 leaf samples were collected in this study. In the process of sample collection, to ensure the freshness and biochemical indexes of the leaves, the collected leaves were classified and put into numbered, sealed bags, then placed in a fresh-keeping box with ice and then quickly brought back to the laboratory for acquisition of leaf hyperspectral images. During the process of acquisition of leaf hyperspectral images, the collected leaves were refrigerated in the refrigerator. In each experiment, the process from leaf collection to the end of leaf hyperspectral image acquisition was completed within 12 h, so as to ensure the freshness and biochemical indexes of leaves were as fair as possible.
where \( I \) represents the corrected hyperspectral image; \( I_0 \) represent the original hyperspectral image; \( I_D \) represents the dark reference image; and \( I_W \) represents the white reference image.

2.3. Hyperspectral Data Extraction

In this study, the entire leaf was taken as the region of interest (ROI) to extract spectral data. Through screening, it is found that there is a clear boundary between the leaf and the background in the image at 727.84 nm band, as shown in Figure 2a (taking leaves of 8 tree species as examples). Therefore, the image at this band was selected to perform threshold segmentation on leaf and background, as shown in Figure 2b. Then, the reflectance spectra of all the pixels on the leaf image were extracted at each band, and the average value was taken as the spectral reflectance at the corresponding band.

Table 2. Equipment parameters.

| Spectral Range | Number of Bands | Spectral Resolution | Size of Pixels |
|----------------|-----------------|---------------------|----------------|
| 370–1042 nm    | 128             | 4.6875 nm           | 696 × 520      |

Figure 1. Collection time of samples in different seasons and regions.
Figure 2. (a) The leaf image at 727.84 nm band, and (b) binary image of leaf after threshold segmentation.

Figure 3 shows the original reflectance spectral curve of all leaf samples for 50 tree species. It can be seen from Figure 3 that the trends of the reflectance spectral curve for different tree species are basically the same, but there is a difference in the reflectance level. Therefore, further modeling analysis is necessary for classification of different tree species. To eliminate a large amount of random noises at both ends of the original spectra [24], only the reflectance spectral data ranging from 400 to 1000 nm with 114 bands was intercepted for subsequent modeling analysis in this study.

Figure 3. Original reflectance spectra of all leaf samples.
3. Classification Models
3.1. Error-Correcting Output Codes

Error-correcting output codes (ECOC) is an ensemble learning method proposed by Dietterich and Bakiri for solving multiclass classification problems [25]. In recent years, many researchers have applied this algorithm to hyperspectral image classification [26–28]. The essential idea of ECOC is to transform the multiclass classification problems into multiple binary classification problems by coding, so as to train multiple dichotomizers. Finally, the output of these dichotomizers is decoded to determine the class label of test samples. The specific encoding and decoding process of ECOC are as follows.

3.1.1. The Encoding Process

ECOC algorithm mainly adopts four common encoding strategies: one-versus-one (OVO), one-versus-all (OVA), dense random (DR) and sparse random (SR) [29]. Figure 4 visually shows the coding matrices of four coding strategies (taking a four-classification problem as an example), in which $c_i$ represents the $i$-th class and $D_j$ represents the $j$-th dichotomizer. Note that $c_i$ and $D_j$ possess the same meaning in Figures 5–8.

![Figure 4. Coding matrices of four coding strategies under four categories: (a) OVO, (b) OVA, (c) DR, (d) SR.](image)

![Figure 5. The decoding process of ECOC algorithm.](image)
Suppose $M \in \{-1, 0, +1\}^{N_c \times L}$ represents a coding matrix, where $N_c$ represents the number of classes in the training set and $L$ represents the code length of each class (i.e., the number of dichotomizers).

1. **OVO:** All classes are combined in pairs without repetition, in which one is treated as a positive class and the other is treated as a negative class. Therefore, a total of $L = N_c(N_c - 1)/2$ dichotomizers are trained, as shown in Figure 4a.

2. **OVA:** One of all classes is regarded as a positive class, and the remaining classes are regarded as a negative class. Therefore, a total of $L = N_c$ dichotomizers are trained, as shown in Figure 4b.

3. **DR:** The elements in the coding matrix $M$ generated by DR only contain $+1$ and $-1$, where $+1$ means positive class, $-1$ means negative class and both $+1$ and $-1$ are randomly generated with a probability of 0.5. In this way, a set of coding matrices is generated, and the coding matrix with the largest Hamming distance among all rows is selected to ensure the minimum correlation among the codes of each class, as shown in Figure 4c. It is suggested that $L = 10\log N_c$ dichotomizers are created.
SR: The elements in the coding matrix $M$ generated by SR contain $+1$, $0$ and $-1$, where $+1$ means positive class, $-1$ means negative class and $0$ means that the corresponding class does not participate in the training process of the dichotomizer. In this method, both $+1$ and $-1$ are randomly generated with a probability of 0.25, and 0 is generated with a probability of 0.5. A set of coding matrices is generated in this way. As with the DR method, the coding matrix with the largest Hamming distance among all rows is selected, as shown in Figure 4d. It is suggested that $L = 15\log N_c$ dichotomizers are created.

### 3.1.2. The Decoding Process

In the decoding process, the test sample $y$ will get a $+1$ or $-1$ codeword under each dichotomizer, thus obtaining $L$ codewords. Then, the Hamming distance (HD) is used to measure the distance between the code of the test sample $y$ and the corresponding code of each class. Finally, the class corresponding to the code with the smallest distance is selected as the class to which the test sample $y$ belongs. The formula is as follows:

$$\text{class}(y) = \arg \min_{i = 1, \ldots, N_c} \text{HD}(y, x_i)$$

(2)

where $x_i$ represents the code corresponding to the $i$-th class, and the specific formula of $\text{HD}(y, x_i)$ is expressed as

$$\text{HD}(y, x_i) = \sum_{j=1}^{L} (1 - \text{sign}(y^{(j)} \cdot x_i^{(j)})),$$  

$$\begin{cases} 
\text{sign}(y^{(j)} \cdot x_i^{(j)}) = 1, & \text{if } y^{(j)} = x_i^{(j)} \\
\text{sign}(y^{(j)} \cdot x_i^{(j)}) = 0, & \text{if } y^{(j)} \neq x_i^{(j)} 
\end{cases}$$

(3)

Figure 5 visually shows the decoding process of the ECOC algorithm (taking the SR coding matrix as an example).

### 3.2. Supervision Mechanism-Based ECOC

In the SR and OVO coding matrices, the classes corresponding to the 0-element do not participate in the training process of the dichotomizer, so the trained dichotomizers are unable to recognize the classes corresponding to the 0-element. However, the test samples always get a $+1$ or $-1$ codeword under each dichotomizer, which leads to errors in the code of the test samples in the decoding process, so that the test samples may be misclassified eventually.

In this paper, aiming at the problem that 0-element in SR coding matrices affects the classification performance of ECOC, two versions of supervision-mechanism-based ECOC (SM-ECOC) algorithms are proposed, namely SM-ECOC-V1 and SM-ECOC-V2. In order to simply and intuitively express the supervision mechanism of the proposed two algorithms, the four-classification problem of the SR coding matrix is described as an example.

#### 3.2.1. SM-ECOC-V1

The specific supervision principle of SM-ECOC-V1 is to select only the non-zero elements in the code of each class and the elements in the corresponding position of the output code of the test sample to calculate the Hamming distance in the decoding process, so as to determine the class label of the test sample. Suppose that the output code of the test sample under the dichotomizers is $y = [+1, -1, +1, -1, +1]$, and the specific supervision process is described in Figure 6.

#### 3.2.2. SM-ECOC-V2

The supervision mechanism of SM-ECOC-V2 is embodied in two aspects: on the one hand, it supervises the output results of the dichotomizers; on the other hand, it supervises the output codes of the test samples in the decoding process.

The process of supervising the output results of the dichotomizers is completed by a multiclass classifier, and the multiclass classifier and the ECOC algorithm independently
perform the classification of the test samples. Suppose that the output code of the test sample under the dichotomizers is $y = [+1, -1, +1, -1, +1]$, and the classification result of the test sample $y$ under the multiclass classifier is $c_1$. The specific supervision process is shown in Figure 7.

Firstly, the classification result $c_1$ of the multiclass classifier is tentatively determined as the class of the test sample. Then, the dichotomizers corresponding to all 0-elements are found in the codes corresponding to class $c_1$, namely $D_3$ and $D_4$. Next, the output codewords of the test sample $y$ under dichotomizers $D_3$ and $D_4$ are changed to 0, as shown in the red box of Figure 7, while the output codewords of the test sample $y$ under the other dichotomizers remain unchanged.

To further avoid the impact of 0-element on the classification performance, the SM-ECOC-V2 algorithm supervises the modified output code of the test sample again in the decoding process. As with the supervision principle of SM-ECOC-V1, only the non-zero elements in the code of each class and the elements in the corresponding position of the output code of the test sample are selected to calculate the Hamming distance, as shown in Figure 8.

The process of SM-ECOC-V2 supervising the output of dichotomizers is based on the assumption that the classification results of multiclass classifiers for test samples are correct, which requires multiclass classifiers to have good classification performance. Of course, there is no guarantee that the classification results of multiclass classifiers will be correct. Therefore, the classification results of the multiclass classifiers are not taken as the final attribution class of test samples, but the output codes of test samples under the ECOC method are modified on this basis. SM-ECOC-V2 not only reduces the influence of 0-element on the classification performance of the ECOC method, but also makes use of the error correction characteristics of ECOC, which makes this method possess good classification performance.

3.3. Selection of Base Classifier

ECOC is an ensemble learning method composed of multiple dichotomizers. In this paper, extreme learning machine (ELM) [30] is selected as the dichotomizer of ECOC, SM-ECOC-V1 and SM-ECOC-V2. Furthermore, to ensure the classification accuracy of multiclass classifier in SM-ECOC-V2, this paper adopts the ensemble classifier constructed by Bagging ensemble strategy [31] as the multiclass classifier and also selects ELM as the base classifier of Bagging ensemble classifier, called Bagging-ELM.

4. Results and Discussion

4.1. Effects of Different Seasons and Regions on Spectral Response and Classification

4.1.1. Hyperspectral Response Analysis of Leaves in Different Seasons and Regions

In order to analyze the influence of seasonal and regional changes on the spectral response of leaves for different tree species, the reflectance spectra of all leaf samples for each tree species in the same season or in the same region are averaged, and the average reflectance spectral data is used to represent the overall spectral response of each tree species in the same season or region.

Figure 9 shows the average reflectance spectra of leaves for 20 tree species in different seasons, in which the serial numbers of tree species correspond sequentially to those in Table 1. It can be seen from Figure 9 that the trends of reflectance spectral curves for each tree species in different seasons are basically the same, but there are differences in the reflectance level, especially in the near-infrared region of 760–1000 nm. In the near-infrared region, the spectral reflectance of the leaves for each tree species gradually increases from spring to autumn. Moreover, the spectral reflectance in autumn is significantly different from the other two seasons, while the difference between spring and summer is relatively small. In the visible-light region, the reflectance spectra of the leaves for each tree species in different seasons are significantly different in the range of 400–500 nm.
reflectance level, especially in the near-infrared region of 760–1000 nm. In the near-infrared region, the spectral reflectance of the leaves for each tree species gradually increases from spring to autumn. Moreover, the spectral reflectance in autumn is significantly different from the other two seasons, while the difference between spring and summer is relatively small.

In the visible-light region, the reflectance spectra of the leaves for each tree species in different seasons are significantly different in the range of 400–500 nm.

Figure 9. Average reflectance spectra of leaves for each tree species in different seasons. (1) Ilex chinensis Sims, (2) Lonicera maackii, (3) Sophora japonica, (4) Amygdalus triloba, (5) Syringa oblata Lindl., (6) Kerria japonica, (7) Rhodotypos scandens, (8) Weigela florida, (9) Acer grosseri Pax, (10) Viburnum opulus Linn., (11) Cerasus serrulata, (12) Philadelphus pekinensis Rupr., (13) Chaenomeles speciosa, (14) Malus micromalus, (15) Syringa pubescens, (16) Ligustrum quihoui Carr., (17) Rosa chinensis Jacq., (18) Swida alba Opiz, (19) Forsythia suspensa, and (20) Prunus Cerasifera.
Figure 10 shows the average reflectance spectra of leaves for five tree species in different regions, in which the serial numbers of tree species correspond sequentially to those in Table 1. As seen from Figure 10, the reflectance spectral curves of leaves for each tree species in different regions also possess basically the same trend, and there are also differences in reflectance level. In the visible-light region, the reflectance spectra of the five tree species in the range of 500–600 nm are greatly affected by regional changes. In the near-infrared region of 760–1000 nm, the reflectance spectra of leaves for Lonicera maackii, Sophora japonica, Amygdalus triloba and Syringa oblata Lindl. (No. 2–5 in turn) are significantly different in different regions. However, the reflectance spectra of Ilex chinensis Sims (No. 1) are almost coincident in the near-infrared region, which indicates that the regional change produces little effect on the reflectance spectra of leaves for Ilex chinensis Sims.

In general, the reflectance spectra of leaves for various tree species will change with seasonal or regional variations. Hyperspectral technology realizes the classification of tree species through the difference of reflection spectra. However, the changes of seasons or regions will cause the change of reflection spectra of leaves for the same tree species, which will inevitably have an impact on classification of tree species.

4.1.2. Effects of Different Seasons and Regions on Tree Species Classification

To further illustrate the effects of seasonal and regional variations on tree species classification, the ELM algorithm and the samples from a single season or the same region are used to establish classification models, and these models are utilized to classify the samples from other seasons or regions, respectively. The overall accuracy (OA), class accuracy (CA), average accuracy (AA) and Kappa coefficient (Kappa) are used to comprehensively evaluate the classification effects. To avoid the omission of spectral information, the classification models are established based on all bands of original spectral data. Furthermore, to avoid any random bias, each ELM classification model is repeatedly run for 10 times under its corresponding optimal parameters, and the average of the 10 results is taken as the final classification result. The results of OA, AA and Kappa with corresponding standard deviations are shown in Tables 3 and 4, and the results of CA are shown in Figures 11 and 12.
Table 3. Accuracy (%) of single season samples classifying other season samples.

| Training Samples | Spring | Summer | Autumn |
|------------------|--------|--------|--------|
| Test Samples     |        |        |        |
| OA               | 17.98 ± 3.44 | 10.70 ± 2.78 | 17.83 ± 2.58 |
| AA               | 17.99 ± 3.55 | 10.64 ± 2.76 | 17.92 ± 2.57 |
| Kappa            | 13.61 ± 3.65 | 6.00 ± 2.93 | 13.51 ± 2.72 |

Table 4. Accuracy (%) of samples from the same region classifying samples from another region.

| Training Samples | Campus | Xiling Lake Park |
|------------------|--------|------------------|
| Test Samples     |        |                  |
| OA               | 56.01 ± 4.79 | 58.99 ± 4.63 |
| AA               | 54.90 ± 4.49 | 58.88 ± 4.61 |
| Kappa            | 44.33 ± 5.99 | 48.72 ± 5.78 |

Figure 11. Class accuracy (%) of (a) spring samples classifying summer and autumn samples, (b) summer samples classifying spring and autumn samples, and (c) autumn samples classifying spring and summer samples.

It can be seen from Table 3 that the classification models established using samples from a single season possess very low classification accuracy when classifying the samples from other seasons, in which OA, AA and Kappa are all less than 20%. Moreover, Figure 11 shows the CA of each tree species in different seasons in detail. As can be seen from Figure 11, seasonal variations produce a serious impact on the classification of tree species, in which the CA of most tree species is less than 40%, and some species cannot even be classified at all, i.e., CA is equal to zero, such as *Cerasus serrulate* (No.11), *Malus micromalus* (No.15) and *Rosa chinensis Jacq*. (No.17). Furthermore, some tree species are classified with high accuracy in one season, but they are classified with very low accuracy in other seasons, such as *Ilex chinensis Sims* (No.1), *Syringa pubescens* (No.15) and *Prunus Cerasifera* (No.20).
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Figure 12. Class accuracy (%) of (a) samples from campus classifying samples from Xiling Lake Park, and (b) samples from Xiling Lake Park classifying samples from campus.

Table 4 and Figure 12 shows the OA, AA and Kappa of samples from the same region classifying samples from another region and the CA of each tree species in different regions in detail, respectively. It can be seen from Table 4 that the classification models established using samples from the same region obtain very low classification accuracy when classifying the samples from other regions, in which OA, AA and Kappa are all less than 60%. Moreover, Figure 12 shows that regional variations also produce a serious impact on the classification of tree species, in which the CA of most tree species is less than 60%. Although some tree species are classified with high accuracy in one region, they are classified with very low accuracy in other regions, such as Lonicera maackii (No.2), Sophora japonica (No.3), Amygdalus triloba (No.4) and Syringa oblata Lindl. (No.5). In addition, it can be seen from Figure 12 that the CA of Ilex chinensis Sims (No.1) in different regions reaches 100%, which is mainly caused by two reasons. On the one hand, the reflectance spectra of leaves of Ilex chinensis Sims are significantly different from those of other tree species, and reflectance spectra of leaves of Ilex chinensis Sims are less affected by regional variations, which can be seen from Figure 10(1), so as to make the spectral differences among tree species obscure the spectral differences caused by regional variations. On the other hand, the established classification models only include spectral information of five tree species from different regions, which makes Ilex chinensis Sims easier to be recognized.

The above experimental results further illustrate the effects of seasonal and regional variations on tree species classification. Therefore, it is necessary to consider the spectral information of season and region when establishing tree species classification models using hyperspectral technology.

4.2. Classification Performance Analysis of Supervision Mechanism-Based ECOC

To verify the superiority of the proposed SM-ECOC-V1 and SM-ECOC-V2 algorithms in this paper, the classification accuracy of these two algorithms is compared with that of tree species classification models based on all bands and feature bands established by ECOC under OVO, OVA, DR and SR four coding strategies, ELM and Bagging-ELM. In order to eliminate the effects of baseline drift, background noise and multiplicative factors caused by light condition change on spectral information, the logarithmic transformation combined with first derivative (LT-FD) method is used to preprocess the hyperspectral data of leaves before modeling.

4.2.1. Parameter Optimization

Before modeling, the parameters of each method should be optimized, so that each method can be compared in the case of optimal classification performance. Since ECOC, SM-ECOC-V1, SM-ECOC-V2 and Bagging-ELM algorithms are all ensemble algorithms, it is necessary to set the number of base classifiers for the above algorithms first.
The calculation formulas of the base classifier number for the four encoding strategies (OVO, OVA, DR and SR) of ECOC algorithm have been given in Section 3.1.1. The SM-ECOC-V1 and SM-ECOC-V2 algorithms utilize SR coding matrix, so the number of base classifiers for these two algorithms is set by the calculation formula of SR coding matrix. Because the number of tree species in this paper is 50, \( N_c \) in the formula is equal to 50. For the Bagging-ELM algorithm, there is no specific calculation formula for the number of base classifiers. In this paper, the running results of Bagging-ELM need to participate in the supervision process of SM-ECOC-V2. If the number of base classifiers for Bagging-ELM is set too large, it will not only increase its own operational complexity, but also make the operation of SM-ECOC-V2 more complex. Therefore, on the premise of ensuring the classification accuracy of Bagging-ELM, the number of base classifiers is set to 100. The number of base classifiers for each ensemble algorithm is set as shown in Table 5.

Table 5. The number of base classifiers and hidden neurons for different algorithms.

| Methods          | OVO | OVA | DR | SR | ELM     | Bagging-ELM | SM-ECOC-V1 | SM-ECOC-V2 |
|------------------|-----|-----|----|----|---------|-------------|------------|------------|
| Base classifiers | 1225| 50  | 56 | 85 | No application | 100         | 85         | 85         |
| Hidden neurons   | 120 | 980 | 960| 690| 970      | 970         | 550        | 80         |

In addition, ECOC, Bagging-ELM, SM-ECOC-V1 and SM-ECOC-V2 all adopt the ELM algorithm as the base classifier. For the ELM algorithm, the number of hidden neurons has a significant effect on its classification performance. Therefore, in the framework of ECOC, Bagging-ELM, SM-ECOC-V1 and SM-ECOC-V2, the hidden neuron number of ELM is optimized, ranging from 10 to 1000 in steps of 10. In the parameter optimization process, each classifier is modeled based on all bands under each parameter, and the classification performance under each parameter is evaluated by the overall accuracy (OA). In the modeling process, 2/3 of the samples from different seasons and different regions of each tree species are randomly selected as the training set, and the rest are taken as the test set. Each classifier is repeatedly run for 10 times under each parameter, in which the training set and test set are randomly selected in each run to avoid the influence of overfitting and random errors on the OA. The average of the 10 results is taken as the final OA. After optimization, the setting of the optimal hidden neuron number for different algorithms is shown in Table 5.

4.2.2. Classification of Tree Species Based on All Bands

The above eight algorithms are used to establish the tree species classification models based on all bands under their respective optimal parameters, and the classification performance of each model is evaluated comprehensively by OA, CA, AA and Kappa. In the process of modeling, 2/3 of the samples from different seasons and different regions of each tree species are randomly selected as the training set, and the rest are taken as the test set. In order to avoid the influence of overfitting and random errors on the classification results, each classifier is repeatedly run for 10 times under the corresponding optimal parameters, in which the training set and test set are randomly selected in each run. The average of the 10 results is taken as the final classification result. The results of OA, AA, and Kappa with corresponding standard deviations are shown in Table 6, and the results of CA are shown in Figure 13.

According to the classification results in Table 6, compared with other classification methods, the proposed SM-ECOC-V2 method achieves the best classification performance, and its OA, AA and Kappa values reach 96.98%, 97.68% and 96.88%, respectively, which are all higher than those of other methods. As seen in Figure 13, the CA values of SM-ECOC-V2 for most tree species reach more than 90% and are higher than those of other methods, in which the classification accuracy for many tree species can reach 100%. Although the CA values of SM-ECOC-V2 for some tree species are slightly lower than those of other methods, they achieve the best classification performance on the whole.
The CA values of the ECOC method based on the OVA coding strategy are lower than those of other classification methods for most tree species, and even its CA values for some tree species are less than 60%. Furthermore, the results of OA, AA and Kappa show that the classification performance of the ECOC method under the OVA encoding strategy is the worst. The reason is that OVA trains the dichotomizer by taking one of all classes as the positive class and the other classes as the negative class, which leads to the unbalanced distribution of the training samples of positive and negative class. Therefore, the classification accuracy of the trained dichotomizer for the samples of positive class will be greatly reduced.

Moreover, as seen in Table 6 and Figure 13, the classification performance of the proposed SM-ECOC-V1 and SM-ECOC-V2 methods is significantly better than that of the ECOC method under the SR coding strategy, which indicates that the supervision function of SM-ECOC-V1 and SM-ECOC-V2 methods can effectively avoid the influence of 0-element in SR coding matrix on classification performance. However, the classification performance of SM-ECOC-V1 is inferior to that of SM-ECOC-V2. From the perspective of the supervision process, compared with SM-ECOC-V2, SM-ECOC-V1 lacks the supervision for the output results of dichotomizers, but only supervises the output codes of the test samples in the decoding process. This indicates that it plays an important role in improving the classification performance of the SR coding strategy that the SM-ECOC-V2 method utilizes Bagging-ELM multiclass classifiers to supervise the output results of the dichotomizers.

### 4.2.3. Classification of Tree Species Based on Feature Bands

Hyperspectral data contain hundreds of bands, which provide abundant spectral information for the classification of ground objects. However, there is a high correlation between adjacent bands, making the classification accuracy increase first and then decrease with the increase of spectral bands when the number of the training samples is...
limited [32]. Furthermore, high-dimensional spectral data not only bring a heavy burden to the subsequent processing and calculation of data, but also cause difficulties to the transmission and storage of data [33,34]. Therefore, it is necessary to reduce the dimension of hyperspectral data.

Yang and Kan proposed a shared nearest neighbor and correlation analysis (SNNCA) method to reduce the dimension of hyperspectral data [35]. This method can select a group of feature bands with a large amount of information and low redundancy, thus avoiding the band subset falling into the local optimal solution. Therefore, this paper utilizes the SNNCA method to reduce the hyperspectral dimension, and 30 feature bands are selected to establish the tree species classification model.

As with the all-band modeling process, two out of three of the samples from different seasons and different regions of each tree species are randomly selected as the training set, and the rest are taken as the test set. Each classifier is repeatedly run for 10 times under the corresponding optimal parameters, and the average of the 10 results is taken as the final classification result. The results of OA, AA and Kappa with corresponding standard deviations are shown in Table 7, and the results of CA are shown in Figure 14.

Table 7. Accuracy (%) of different classification models established based on feature bands.

| Methods     | OVO   | OVA   | DR    | SR    | ELM   | Bagging-ELM | SM-ECOC-V1 | SM-ECOC-V2 |
|-------------|-------|-------|-------|-------|-------|-------------|------------|------------|
| OA          | 92.00 ± 0.56 | 73.58 ± 0.63 | 90.84 ± 0.44 | 86.45 ± 1.05 | 93.49 ± 0.55 | 93.74 ± 0.38 | 92.64 ± 0.73 | 93.89 ± 0.36 |
| AA          | 92.38 ± 0.67 | 75.00 ± 1.14 | 92.49 ± 0.52 | 86.96 ± 1.69 | 95.07 ± 0.64 | 95.14 ± 0.28 | 94.02 ± 0.78 | 95.24 ± 0.34 |
| Kappa       | 91.75 ± 0.57 | 72.67 ± 0.66 | 90.86 ± 0.46 | 86.03 ± 1.08 | 93.29 ± 0.57 | 93.54 ± 0.39 | 92.42 ± 0.73 | 93.70 ± 0.37 |

Figure 14. Class accuracy (%) of different classification models established based on feature bands.

As seen in Table 7 and Figure 14, the classification results of different methods under feature bands are similar to those under all bands. The proposed SM-ECOC-V2 method still achieves the best classification performance, with OA, AA and Kappa values of 93.89%, 95.24% and 93.70%, respectively. The CA values of SM-ECOC-V2 are also higher than those of other methods for most tree species. The results of OA, AA, CA and Kappa show that the classification performance of the ECOC method under the OVA encoding strategy is the worst, and even its CA values for some tree species are less than 60%. The specific reason has been explained in the process of analyzing the classification results under all bands.
Moreover, the classification performance of the proposed SM-ECOC-V1 and SM-ECOC-V2 methods is still significantly better than that of the ECOC method under the SR coding strategy, which further demonstrates that the supervision function of SM-ECOC-V1 and SM-ECOC-V2 methods can effectively avoid the influence of 0-element in the SR coding matrix on classification performance. The classification performance of SM-ECOC-V2 is superior to that of SM-ECOC-V1, which also further demonstrates that it plays an important role in improving the classification performance of the SR coding strategy that the SM-ECOC-V2 method utilizes Bagging-ELM multiclass classifiers to supervise the output results of the dichotomizers.

5. Conclusions

In this paper, 50 tree species were identified based on leaf hyperspectral images, in which the reflectance spectra of 20 tree species in different seasons and 5 tree species in different regions were analyzed to explore the influence of seasonal and regional changes on the hyperspectral response of tree leaves, so as to establish a hyperspectral tree species identification model suitable for different seasons and regions. Moreover, aiming at the problem that 0-element in SR coding matrices affects the classification performance of ECOC, SM-ECOC-V1 and SM-ECOC-V2 were proposed in this paper. The performance of the proposed algorithms was also compared with that of other traditional algorithms based on all bands and feature bands. The conclusions are as follows:

1. Seasonal and regional changes have an effect on the reflectance spectra of tree species, especially in the near-infrared region of 760–1000 nm. When the spectral information of different seasons and different regions is added into the model, the tree species can be effectively classified.

2. The proposed SM-ECOC-V1 and SM-ECOC-V2 methods outperform the ECOC method under SR coding strategy, which indicates that the supervision function of SM-ECOC-V1 and SM-ECOC-V2 methods can effectively avoid the influence of 0-element in SR coding matrix on classification performance.

3. The proposed SM-ECOC-V2 method achieves the best classification performance based on both all bands and feature bands, which indicates that it plays an important role in improving the classification performance of the SR coding strategy that the SM-ECOC-V2 method utilizes Bagging-ELM multiclass classifiers to supervise the output results of the dichotomizers.
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