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Aiming at the problems of low stability and efficiency of marketing decision-making and large complexity of marketing decision-making in the current marketing adaptive decision-making algorithm, a real estate marketing adaptive decision-making algorithm based on Big Data analysis is proposed. By analyzing the concept of Big Data, using the Big Data distributed computing architecture, researching the data mining-related algorithms. By constructing an association rule algorithm, mining the rules between real estate marketing and related factors. Based on the Spark-distributed computing platform, an optimization idea of association mining is designed. Decision tree algorithm is used to select discrete and continuous attribute features. According to the characteristics of real estate marketing data and the weight-based discrimination method, the decision tree pruning algorithm is optimized using the classification accuracy, stability, and complexity criteria, and the adaptive decision-making model of real estate marketing is constructed to realize the adaptive decision-making of real estate marketing. The experimental results show that the proposed algorithm has high stability and efficiency in real estate marketing adaptive decision-making and can effectively reduce the complexity of marketing decision-making.

1. Introduction

Marketing is produced in the process of commercial economic activities under the market economy. A series of production, information transmission, economic exchange, value transfer, and other activities will be carried out around the product [1–3]. The real estate industry is an old traditional industry with a huge system and complex industrial chain. At present, the organizational structure and marketing mode of most real estate enterprises still follow the tradition. In the face of huge market competition pressure, the traditional mode of real estate marketing needs to be broken through [4, 5]. Big Data touches the nerves of the real estate industry. By mining Big Data, real estate enterprises can accurately understand consumers’ purchase needs and make accurate marketing decisions [6, 7]. Therefore, the study of real estate marketing decision-making is of great significance for the real estate industry to reduce the waste of resources caused by blind marketing and quickly improve the accuracy and effect of marketing.

At present, scholars in related fields have studied marketing decision-making and achieved some theoretical results. Lessmann et al. [8] proposed an integrated learning framework to support marketing decision-making with customers as the profit goal. According to the principle of profit awareness integration, a framework is established for maximizing formal integration of statistical learning principles and business objectives and the extent to which the profit concise model increases the bottom line is evaluated. By studying the interaction between data-driven learning algorithm and its business value in real-world application environment, we can support marketing decision-making. The algorithm can effectively contribute to the emerging field of profit analysis and provide unique insights on how to implement profit analysis in marketing. Gáti and Bauer [9] put forward the marketing decisions of small- and medium-sized enterprises in Hungary. By defining the marketing activities of small and medium-sized enterprises in the scope different from large enterprises, using qualitative algorithms, this paper analyzes the marketing activities of small and
medium-sized enterprises from an exploratory perspective and studies 15 small- and medium-sized enterprises. In the context of Hungary, analyze the decisive role of SME leaders, strong customer attention, ability to adapt to the market, and characteristics of innovation and entrepreneurship. The algorithm can better explain how small- and medium-sized enterprises make marketing decisions. However, the aforementioned methods still have the problems of low stability, efficiency, and complexity of marketing decision-making. Lessmann et al. [8] proposed an integrated learning framework to support marketing decision-making with customers as the profit goal. If marketing information can contact the right customers, it is the most effective. Deciding which customers to contact is an important task in event planning. This paper mainly studies the empirical goal model and believes that the common practice of developing such a model cannot fully explain the business goal. In order to make up for this, the overall choice of profit consciousness is proposed, which is a model framework that integrates statistical learning principles and business objectives in the form of activity profit maximization. Studying the interaction between data-driven learning methods and their business value in real application environment is helpful to the emerging field of profit analysis and provides original insights on how to implement profit analysis in marketing. It also estimates the extent to which the profit awareness model increases the bottom line. The results of a comprehensive empirical study confirm the commercial value of the proposed integrated learning framework because it recommends more profitable target groups than several benchmarks. Pourmoayed and Relundnielsen [10] proposed the optimization of pig marketing decision under price fluctuation. In the production process of finishing pigs, pig marketing refers to a series of culling decisions before the production unit is emptied. The profit of the production unit largely depends on the pork price, feeding cost, and the cost of purchasing piglets. Therefore, the price fluctuation in the market will affect the profit. Under different price conditions, the optimal marketing decision may change. Most studies have considered pig marketing under the condition of constant price. However, as price fluctuation plays an important role in price and price optimization decision-making, it is necessary to consider the damage under price fluctuation. A hierarchical Markov decision process with two levels is established, which simulates the sequential marketing decision under price fluctuation in pigsty. The status of the system is based on the information of pork, piglets, and feed prices. In addition, Bayesian method is used to update the information and embed it into the hierarchical Markov decision process. The optimal strategies under different price fluctuation modes are analyzed, and the value of incorporating price information into the model is evaluated.

Aiming at the aforementioned problems, an adaptive decision-making algorithm for real estate marketing based on Big Data analysis is proposed. Using Big Data distributed computing architecture, research the data mining-related algorithms. By constructing an association rule algorithm, mining the rules between real estate marketing and related factors. Based on the Spark-distributed computing platform, an optimization idea of association mining is designed. Combine decision tree algorithm to select attribute features. According to the characteristics of real estate marketing data, based on the weight-based discrimination method, the decision tree pruning algorithm is optimized using triple criteria to realize the adaptive decision-making of real estate marketing. The marketing decision-making stability and efficiency of this method are relatively high, and the complexity is relatively small.

2. Big Data Technology

2.1. Concept and Advantages of Big Data. Big Data refers to a data set with a large scale that greatly exceeds the capability of traditional database software tools in terms of acquisition, storage, management, and analysis. It has four characteristics: massive data scale, rapid data flow, diverse data types, and low value density [11]. The main value of Big Data is to reflect the correlation between things, that is, summarize the laws and then predict the future. Big Data mining cannot adopt simple statistical sampling and other methods, and all data must be analyzed. Generally speaking, the more data, the higher value can be mined.

With the continuous development of Internet technology, Internet marketing in the real estate market has become a marketing behavior and trend. Facing the rapidly changing market, real estate enterprises should make rapid response and determine the project marketing decision, so they should timely and accurately understand the market situation and grasp the market dynamics. As the most popular word at present, Big Data has penetrated and radiated to all walks of life, subverting many operation thinking and marketing modes, especially in traditional industries. When using Big Data technology, you can know what data you need most through data mining, obtain more productivity through these data, improve production capacity, and bring more business value to enterprises. Big Data technology seeks the most appropriate enterprise marketing strategy in the analysis of massive data, and brings more wise strategies to enterprises through Big Data analysis. Big Data technology can improve the productivity of the industry, improve marketing decisions, and bring better development prospects to enterprises.

2.2. Big Data Distributed Computing Architecture

2.2.1. Hadoop Distributed Computing Framework. Hadoop is a Big Data-distributed file system. Users only need to directly use the provided transparent interface, which provides a lot of convenience for building distributed applications and improves throughput [12–14]. Hadoop can be managed by Zookeeper, confiG.multiple standby master nodes, and back up metadata. When a special situation such as a downtime occurs, the system will quickly restore the metadata, and the actual data on the child nodes is also greatly guaranteed, which strengthens the fault tolerance of the system platform. The Hadoop distributed platform architecture is as Figure 1.
According to Figure 1, we can see that from the initial HDFS in the underlying data management mode, the resource scheduling management module YARN, and the unified iterative computing model MapReduce, more functional modules have been derived. For example, HIVE can use SQL statement operation to simplify MapReduce programming model; HBase is about NoSQL distributed column storage database in Big Data ecology, and Zookeeper can act as the general service manager in Hadoop cluster, coordinate the working mode of each framework module in Hadoop ecology and manage the tasks of each node.

HDFS is one of the most basic components in Hadoop-distributed computing framework. HDFS is designed to store massive data. A single file stored in HDFS is often in GB or even TB. HDFS divides large files into smaller blocks and stores them on different data nodes. Processing and analyzing files in a centralized way will cause network congestion. Therefore, HDFS adopts the way of making computing close to data, which reduces the data movement overhead and improves the system throughput [15–17]. The architecture of HDFS adopts master-slave structure, and the architecture of HDFS system is as Figure 2.

As can be seen from the HDFS system architecture diagram, each HDFS cluster consists of a NameNode and multiple DataNodes. The file storage method of HDFS is to divide a file into multiple data blocks of the same size, and then store the data blocks in different DataNodes. The following will introduce the main components and functions in HDFS:

1. **NameNode**: The NameNode is the manager of the entire file system, coordinating and managing all the DataNodes of the entire system. It provides the directory information of the file system, the block information of each file, and the corresponding information of the DataNode storing the data block.

2. **Secondary NameNode**: The NameNode is the most critical computing node in the entire HDFS. Once the NameNode fails, the entire system will be paralyzed. The Secondary NameNode is the backup node of the NameNode and periodically reads the running log of the NameNode.

3. **DataNode**: After the file is divided into data blocks of the same size, it will be stored in the DataNode. DataNodes are mostly inexpensive machines, which are prone to failure. In order to achieve high fault tolerance of the system and ensure that data can be accessed, one data block will be stored in multiple DataNodes.

4. **Client**: When the Client needs to read and write files in the system, it needs to first access the NameNode to read the metadata of the file system, and after obtaining the relevant information, access the corresponding DataNode to read and write files.

MapReduce is another core component of the Hadoop-distributed computing framework. MapReduce is a parallel programming model, which can process a large amount of distributed unstructured data, and can generate summary results, providing scalability across cluster nodes [18, 19]. It is mainly divided into two steps: Map and Reduce. Map is a key-value pair that generates a set of key/value intermediate values for unstructured data as input. Then these key-value pairs are used as input to the Reduce operation, and Reduce sorts these values and merges them into a smaller set of values or a single value. Typical applications of MapReduce include word counting, distributed sorting, and pattern-based search [20]. The MapReduce running framework is as Figure 3.

The specific operation of MapReduce is mainly to separate the calculation program and then merge the results. In the MapReduce task, the input data will be divided into a set of many unrelated key/value pairs, and many Map tasks process the key/value together. MapReduce arranges the output order of the Map, combines a key value combination at the same time, inputs the Reduce task after the combination, and outputs the final result through the calculation of the Reduce task.

### 2.2.2. Spark-Distributed Computing Framework

The Spark-distributed computing framework is an emerging computing framework that can process massive amounts of data quickly and conveniently. Spark was originally designed based on the MapReduce parallel computing model. Not only inherits the excellent distributed computing characteristics of MapReduce, but more importantly, introduces a new type of core data structure resilient distributed data sets (RDDs). Spark provides the RDD functional programming model interface, that is, method-oriented programming, memory-based cluster computing, and RDD to achieve parallel operations, which effectively improves the efficiency of data processing [21–23]. Spark contains a lot of modules, and the core modules inside it are as Figure 4.

1. **Spark Core**: Also known as the Spark core component module, designed an abstract directed acyclic graph memory-based computing framework for the entire cluster ecological environment. In such a computing framework, the core module must be RDD, which has the characteristics of strong scalability and high fault tolerance. In the cluster, each worker child node can be unified into the basic RDD
Figure 2: HDFS system architecture.

Figure 3: MapReduce running framework.

Figure 4: Spark internal core modules.
At runtime, two types of operators are supported for each RDD operation, namely transformation and action.

(2) Spark SQL: This module provides an SQL-like query engine module for R&D engineers who are proficient in traditional databases and SQL statements [24]. Structured data have the characteristics of fast processing. Data frame and data set are the core basic programming abstraction. It can quickly build various data sources, such as HDFS-distributed data files, hive table data, associated relational source databases, and RDDS.

(3) Spark Streaming: This module was developed for real-time processing of dynamic data tasks, some mainstream data streams or instant log communication, such as Kafka, Flume, and ZeroMQ. Not only can handle such a simple socket data source but also provides a visual master UI for these operations.

(4) GraphX: The main function of this module is a distributed graph computing framework, and this module contains two modes: graph storage and graph calculation. The storage method has evolved from edge segmentation to point segmentation at the beginning, and performance has been significantly improved. Graph computing is based on bulk synchronous parallel (BSP), and regardless of the vertical serial mode or the horizontal parallel mode, the key node is to set the synchronization point to realize the super step mode.

(5) MLlib: This module contains some common libraries used in machine-learning algorithms. It not only includes clustering, classification, recommendation, feature engineering, regression, statistics, and other learning libraries, but also provides a unified API interface for these learning libraries to realize low-cost research on machine-learning or data mining algorithms.

2.3. Data Mining-Related Algorithms

2.3.1. Decision Tree Algorithm. Decision tree algorithm is a method for in-depth analysis of classification problems. The decision tree is a directed acyclic tree. The general framework of the decision tree algorithm is the same. Greedy non-backtracking algorithm is adopted to construct the decision tree in a top-down manner [25–27]. If the dataset is $C$ and the category set is $C = \{C_1, C_2, ..., C_k\}$, where the attribute $V$ divides $C$ into multiple subsets, the nonoverlapping value of $V$ is $V = \{v_1, v_2, ..., v_n\}$, $C$ is divided into $C = \{N_1, N_2, ..., N_n\}$, and the mean in $N_n$ is $v_i$. If $|N_n|$ is defined as the number of examples of $V = v_i$ in the data set $C$, $|C_j|$ is the number of examples of $V = v_i$ and $C = C_j$, that is, $V = v_i$ and the category is $C_j$. Then, there are the following definitions:

(1) The probability of $C_j$ occurrence:

$$P(C_j) = \frac{|C_j|}{C} = freq(C_j, C).$$

(2) The probability of $V = v_i$ occurrence:

$$P(v_i) = \frac{|N_n|}{C}.$$

(3) The probability that the attribute $V = v_i$ example has the category condition $C_j$:

$$P(C_j|v_i) = \frac{|C_j|}{|N_n|}.$$

(4) Category information entropy:

$$H(C) = -\sum_j P(C_j) \log P(C_j) = -\sum_j \frac{|N_j|}{|C|} \log \frac{|N_j|}{|C|} = Info(C).$$

(5) Category conditional entropy calculation:

$$H(C|V) = -\sum_i P(V_j) \sum_j P(C_j|V_j) \log P(C_j|V_j) = -\sum_i \frac{|N_j|}{|V_i|} Info(N_n) = Info_v(C).$$

(6) Information gain:

$$I(C, V) = H(C) - H(C|V) = Info(C) - Info_v(C) = gain(v).$$

(7) Information entropy of attribute $v$: 

$$H(V) = -\sum_i P(V_i) \log P(V_i) = -\sum_i \frac{|V_i|}{|V|} \log \frac{|V_i|}{|V|} = Info_v(C).$$
6 Security and Communication Networks

\[ \text{Info}(V) = - \sum_{i} P(v_i) \log P(v_i) = - \sum_{i=1}^{k} \frac{|N_i|}{|C|} \log \frac{|N_i|}{|C|} = \text{Info}(C) - \text{Info}_c(C) = \text{split}_\text{Info}(v). \] (7)

(8) Information gain rate:

\[ \text{gain} \_\text{ration}(v) = \frac{I(C, V) - H(V)}{\text{split}_\text{Info}(v)} \] (8)

2.3.2. Association Rule Algorithm. In the object database, there are hidden potential rules between objects. In order to explore whether there is some correlation information between these rules that are not easy to be found, the concept of association rules is proposed \[28–30\]. The meaning of association rules is proposed \[28–30\].

(1) Transaction set and data items: replace the diversified original data with excavability, that is, discretization and dataization. At the same time, a new data item is generated, which is defined as \( T = \{t_1, t_2, ..., t_n\} \), where \( n \) is a non-negative integer, and each subelement is independent of each other. Suppose the transaction set of all data items is defined as \( T = \{t_1, t_2, ..., t_n\} \), where each transaction \( t_n \) includes some subitem sets

\[ \text{Sup}(X \rightarrow Y) = \text{Sup}(X \cup Y) = \frac{P(X \cup Y)}{P(I)} = \frac{\text{Count}(X \cup Y)}{|m|} \] (10)

In formula (10), the degree of support determines the frequency rule applicable to a given data set, and retains its implicit rules.

(2) Support number and degree of support: An important attribute of the data item set is its support number. In the mathematical definition, it means the number of transactions that include the specified data item. The expression of the support number \( \sigma(X) \) of the data item \( X \) is as follows:

\[ \sigma(X) = | \{t_n | X \subseteq t_n, t_n \in T \} |. \] (9)

By calculating the number of support for each data item, for the established item set \( T \). Assuming that the total transaction database length is \( m \), by calculating the proportion of \( \{X, Y\} \) in the entire transaction item set, the data item support is obtained, which shows the deductible probability, and the expression is as follows:

(3) Confidence degree: For the obtained intermediate related data, the credibility degree is calculated to obtain the confidence degree of the \( \{X, Y\} \) association rule, which can also be called the credibility degree \[31\]. It is determined that the frequency of occurrence of \( Y \) is contained in event \( X \), and the expression is as follows:

\[ \text{Conf}(X \rightarrow Y) = \frac{P(Y | X)}{P(X)} = \frac{\text{Sup}(X \cup Y)}{\text{Sup}[X]} \] (11)

In formula (11), assuming that the higher the confidence of the rule of \( X \rightarrow Y \), the greater the probability of occurrence of the \( Y \) transaction contained in \( X \), and the strong association rule can be effectively calculated.

(4) Frequent itemsets: a rule standard belonging to a kind of itemsets. Suppose \( A = \{a_1, a_2, a_3, ..., a_m\} \) is a collection of items, \( D = \{d_1, d_2, d_3, ..., d_n\} \) represents a collection of database transactions, and if any \( d_n \in D \) is set, there is \( d_n \subseteq A \). Let any subset \( A_j \) of \( A \) be the itemset, suppose \( A_j \) contains \( K \) elements, and call \( A_j \) the \( K \) itemset. If the itemset \( A_j \) satisfies the minimum support degree \( \min \_\text{support} \), then \( A_j \) is called the frequent itemset.

(5) Lift: Generally speaking, the validity of association rules is evaluated according to the calculated ratio of \( X \rightarrow Y \)'s confidence and support. If the result is greater than 1, and both the minimum support threshold and the minimum confidence threshold are met, it can be described as an effective strong association rule \[32\]. On the contrary, it shows that \( X \) and \( Y \) are independent of each other and have no influence on each other, and the correlation result calculated by instantaneously meeting the threshold is not valid. The expression is as follows:

\[ \text{lift}(X \rightarrow Y) = \frac{P(Y | X)}{P(Y)} = \frac{\text{Conf}(X \rightarrow Y)}{\text{Sup}(Y)} \] (12)

(6) Association rules: The result data information that is excavated is a basic implicit rule shaped like \( X \rightarrow Y \), and the standard to measure this rule is calculated based on support, confidence, and promotion.
3. Adaptive Decision Algorithm for Real Estate Marketing

Aiming at the problems of low stability, efficiency, and complexity of marketing decision-making algorithm, an adaptive decision-making algorithm for real estate marketing based on Big Data analysis is proposed. By constructing association rule algorithm, the rules between real estate marketing and related factors are mined. In Spark-distributed computing platform, the optimization idea of association mining is designed. The decision tree algorithm is used to select the attribute characteristics of real estate marketing. In the pruning process of the decision tree, the triple standards of classification accuracy, stability, and complexity are used to further optimize the pruning process, so as to build an adaptive decision-making model of real estate marketing based on the aforementioned contents. In this process, we need to pay attention to the association relationship among association algorithm, attribute characteristics, and adaptive decision model.

3.1. Building an Algorithm for Association Rules

(1) Define FP_TREE: Its data structure is a kind of tree structure of grid structure, including root nodes and some other nodes. These nodes form a subgrid structure as the child nodes of the root or descendants [33]. Each node structure generated is mainly composed of three attributes: transaction value $TV$, global support number $Global_Count$, and link attribute $Link$. The transaction value records the corresponding transaction data item represented by the node. The global support count is when the current $TV$ is inserted, the attribute value is set to 1, and if its $TV$ is equal to the currently inserted $TV$, it will be accumulated by 1. The global count attribute records the node support presented to its $TV$. In the process of building the tree, all the support of frequent and infrequent patterns is recorded in the global count attribute [34]. Link attributes are used to generate the associated subnet structure or descendants of the root. The entire node can be expressed as follows:

$$Node_i = \{TV, Global_Count, Link\}. \quad (13)$$

The $TV$ of the root node is assumed to be NULL and can be divisible by all $TV$. First, check the separability between the first two $TV$. If the first $TV$ divides the second one, or is divided evenly, then the dividend will be the parent node, and the divisor will be its descendant node. If they are not divisible by each other, the two $TV$ are inserted into the tree as the only independent point.

(2) Construct FP_TREE: After the $TV$ data set is created, the transaction value $TV$ is converted into nodes one by one and inserted into the FP-tree data structure.

When constructing FP-tree, the following rules should be followed:

Rule 1: If the $TV$ of node $n_i$ is not the divisor or dividend of any existing node in the FP-tree structure, just insert it as a new node, and its local count will be 1.

Rule 2: If the $TV$ of node $n_r$ and $n_e$ are equal, then $r = s$. If the current $TV$ read is equal to the $TV$ of $n_r$, the insertion process accumulates the local count attribute of node $n_r$ by 1.

Rule 3: If the $TV$ of the node $n_r$ is the divisor of several other $TV$, then the global count attribute value of the node will be equal to the number of dividends of $n_i$ in the conversion data set, or the number of parent nodes from another perspective.

According to the construction rules, the node $N_j$ in the tree can be defined, and the node set is set to $N_k$, and in a given $k$-item set, the corresponding $TV$ data set can be calculated. The node set of the tree can be expressed as follows:

$$N_j = \{D_{TV}, D_{TV} = D_{Link}(N_j, N_k)\}. \quad (14)$$

In formula (14), $D_{TV}$’s $D_{Link()}$ method means that node $N_j$ and other nodes $N_j, N_k$ have a parent-child relationship, and there can be multiple offspring child nodes, so the output result is a sequence of offspring nodes. Each node contains the $Global_Count$ attribute, so the possible support count of the node set can be expressed as:

$$NS_{sup} = \sum_{i=1}^{n} N_{i,support}. \quad (15)$$

Based on the Spark-distributed computing platform, an optimization idea of association mining is designed, grouping strategies are improved, and storage resource occupancy ratio is compressed to conduct efficient mining. The FP-tree structure contains a root node. The root node only represents the hidden value. It is initially included in the empty structure of other distributed computing threads. Its $TV$ value includes all possible original data items and nonvirtual additional data items. If there are $n$ unique data items $i_1, i_2, ..., i_n$ and the root $Global_Count$ is set to zero, the data set sequence structure can be expressed as follows:

$$D_n = \prod_{j=n+1}^{m} p(i_j). \quad (16)$$

Owing to the introduction of Spark’s distributed processing mechanism, building a tree needs to be executed in two parts: The first part is to calculate the $Global_Count$ of the $TV$ transaction item in parallel to obtain the $\langle item, sup_value \rangle$ data set. The second part is to construct the parent-child relationship link of the tree in order to effectively traverse the search.

3.2. Choose the Characteristics of Real Estate Marketing Attributes. An important step in establishing an adaptive
A decision-making model for real estate marketing is to determine the set of real estate marketing attributes. In the real estate marketing data, the amount of data information is too large, and there is a lot of redundancy, which greatly affects the construction of the decision tree. Based on this, the information gain rate is used for attribute selection. Attributes are divided into discrete and continuous types.

For discrete attributes, the general method is based on the n values of discrete attributes A, sample S divides the sample set into n subsets $S_1, S_2, ..., S_n$, and calculates the information gain rate of A division S [35].

The range of continuous-valued attributes is usually divided into discrete interval sets. Assuming that A is a continuous attribute with values in a continuous interval, the first step is to arrange the samples of the training set X from small to large according to the value of the attribute A. If there are m values of A in the training sample set, $V_1, V_2, ..., V_m$ is the sample sorting, and the average value of adjacent values is calculated one by one as the split point:

$$V = \frac{(V_i + V_{i+1})}{2} \quad (1 \leq i < m).$$  

3.3. Building an Adaptive Decision-Making Model for Real Estate Marketing. The characteristics of real estate marketing data are as follows: in the development and operation of real estate and real estate, the real estate industry is an infrastructure industry. It belongs to the field of fixed asset investment and is greatly affected by the national macro-economic policies. Therefore, just like the national economy, the real estate marketing data also shows strong periodicity. Moreover, real estate marketing data also occupy this leading real estate in the national economy. The supply and demand of the real estate market is mainly subject to the local economic development level. If the economic development of a region is good, the income level of residents in the region will be higher, and the demand of the real estate market in the region will increase. Therefore, with the increase of real estate prices, the development of the real estate industry in the region will naturally show a good trend. According to the characteristics of real estate marketing data, the decision tree pruning algorithm is optimized using the weight-based discrimination method and three criteria of classification accuracy, stability, and complexity, so as to build an adaptive decision model for real estate marketing.

1. Classification accuracy: It is one of the most important evaluations of the performance of decision tree classifiers. Define $a_T(t)$ as the classification accuracy of node t on T, $N_t$ is the number of sample instances that enter t in T, $N_s$ is the number of samples that are correctly classified, there are a total of N sample instances, and the proportion of instances that enter t in the total instances is $P_T(t)$, the classification accuracy of the decision tree is as follows:

2. Stability: Owing to the existence of internal deviation of samples, there are certain differences in classification accuracy due to different sample sets. The stability of decision tree is affected by classification accuracy. The higher the classification accuracy, the higher its stability. The stability of the decision tree is as follows:

3. Complexity: The complexity of the decision tree is affected by the reduction rate. The higher the reduction rate, the smaller the complexity. Let $C_T$ denote the reduction rate of the decision tree, $N_t$ the number of nodes in the decision tree, and $N_T$ the total number of samples. The complexity of the decision tree is as follows:

Thus, an adaptive decision-making model for real estate marketing is constructed, which is expressed as follows:

With the rapid development of Internet technology, the application of information technology in China’s real estate industry is becoming more and more popular, and the real estate marketing has accelerated the trend towards e-commerce. There are a large number of housing commodity information display and consumer query demand records on the Internet, and these huge amounts of data are undoubtedly a gold mine of real estate marketing data to be developed, which also brings various problems to the real estate information analysis technology. Therefore, it is necessary to break through the tradition of real estate marketing and information investigation and analysis, apply new information technology, and make decisions through the idea and technology of data mining, so as to realize the adaptive decision-making of real estate marketing.

4. Experimental Analysis

4.1. Experimental Environment and Data. In order to verify the effectiveness of the real estate marketing adaptive decision algorithm based on Big Data analysis, the experiment is mainly based on the Spark-distributed computing platform. The scale of the Spark cluster is 4 nodes, including 1 Master main drive node and 3 Slave work nodes. The hardware configuration of each node in the cluster is Intel E5 3.70 GHz 4-core CPU, 16G memory and 500 GB high-speed 1/O hard disk. The software configuration is a 64-bit Cent OS 6.5 stable version. The Hadoop version is 2.7.0, the Apache

$$A_T(t) = \sum_{i \in T} P_T(t)a_T(t).$$  

$$S_T = \min \left\{ \frac{a_T(t)}{a_T(t)} \right\}.$$  

$$C_T = 1 - \frac{N_t}{N_T}.$$  

$$I(T) = \sum_{j=1}^{3} w_j v_j.$$
Spark version is 2.2.0, the JDK version is 1.8.144, and the programming language is Scala 2.10.0. The data used in the experiment is from the IBM Quest Synthetic Data Generator association rule simulation data set generation tool, which produces two sparse data sets T10I4D5000K and Mushroom. The number of transactions in the T10I4D5000K data set is 5 MB, the average transaction length is 10, the average simulation length is 4, and the data set is relatively rare. The Mushroom data set contains relevant feature data, including quantity, items, and average transaction length, to verify the effectiveness of the algorithm.

4.2. Comparison of Stability of Adaptive Decision-Making in Real Estate Marketing. In order to verify the stability of the proposed algorithm, the classification accuracy of real estate marketing adaptive decision is taken as the evaluation index. The higher the classification accuracy of real estate marketing adaptive decision is, the higher the stability of real estate marketing adaptive decision is. By comparing the algorithm in Lessmann et al.’s study [8] and the algorithm in Gáti and Bauer’s study [9] with the proposed algorithm, we get the comparison results of the classification accuracy of real estate marketing adaptive decision-making of different algorithms, as shown in Figure 5.

It can be seen from Figure 5 that under different characteristic data sets, the average classification accuracy of real estate marketing adaptive decision of the algorithm by Lessmann et al.’s [8] is 86.2%, the average classification accuracy of real estate marketing adaptive decision of the algorithm by Gáti and Bauer [9] is 77%, while the average classification accuracy of real estate marketing adaptive decision of the proposed algorithm is only 93%. It can be seen that compared with the algorithm by Lessmann et al. [8] and the algorithm by Gáti and Bauer [9], the proposed algorithm has higher classification accuracy and higher stability of real estate marketing adaptive decision.

4.3. Comparison of Complexity of Adaptive Decision-Making in Real Estate Marketing. Further verify the complexity of adaptive decision-making in real estate marketing of the proposed algorithm and take the reduction rate of adaptive decision-making in real estate marketing as the evaluation index. The higher the reduction rate of adaptive decision-making in real estate marketing, the smaller the complexity of adaptive decision-making in real estate marketing. The algorithm by Lessmann et al. [8], the algorithm by Gáti and Bauer [9], and the proposed algorithm are compared respectively to obtain the reduction rate of adaptive decision-making in real estate marketing of different algorithms. The comparison results are shown in Figure 6.

It can be seen from Figure 6 that under different characteristic data sets, the average reduction rate of real estate marketing adaptive decision of the algorithm by Lessmann et al. [8] is 84.4%, the average reduction rate of real estate marketing adaptive decision of the algorithm by Gáti and Bauer [9] is 72.2%, and the average reduction rate of real estate marketing adaptive decision of the proposed algorithm is as high as 95.8%. Therefore, compared with the algorithms by Lessmann et al. [8] and the algorithm by Gáti and Bauer [9], the proposed algorithm has higher simplification rate of real estate marketing adaptive decision and less complexity of real estate marketing adaptive decision.

4.4. Comparison of Adaptive Decision-Making Efficiency of Real Estate Marketing. On this basis, the adaptive decision-making efficiency of real estate marketing of the proposed algorithm is further verified. Taking the adaptive decision-making time of real estate marketing as the evaluation index, the shorter the adaptive decision-making time of real estate marketing, indicating that the adaptive decision-making efficiency of real estate marketing is higher. By comparing
the algorithm by Lessmann et al. [8], the algorithm by Gáti and Bauer [9], and the proposed algorithm, the comparison results of real estate marketing adaptive decision-making time of different algorithms are obtained, as shown in Figure 7.

As can be seen from Figure 7, with the increase of feature data sets, the adaptive decision-making time of real estate marketing with different algorithms increases. When the feature data set is 1000, the real estate marketing adaptive decision-making time of the algorithm by Lessmann et al. [8] is 50 s, the real estate marketing adaptive decision-making time of the algorithm by Gáti and Bauer [9] is 48 s, while the real estate marketing adaptive decision-making time of the proposed algorithm is only 23 s. It can be seen that compared with the algorithm by Lessmann et al. [8] and the algorithm by Gáti and Bauer [9], the proposed algorithm has shorter adaptive decision-making time in real estate marketing and can effectively improve the efficiency of adaptive decision-making in real estate marketing.

To sum up, the average decision classification accuracy of the algorithm by Lessmann et al. [8] is 86.2%, the average decision classification accuracy of the algorithm by Gáti and Bauer [9] is 77%, and the average decision classification accuracy of the proposed algorithm is only 93%. The average decision reduction rate of the algorithm by Lessmann et al. [8] is 84.4%, the average decision reduction rate of the algorithm by Gáti and Bauer [9] is 72.2%, and the average decision reduction rate of the proposed algorithm is as high as 95.8%. When the feature data set is 1000, the decision time of the algorithm by Lessmann et al. [8] is 50 s, the decision time of the algorithm by Gáti and Bauer [9] is 48 s, and the decision time of the proposed algorithm is only 23 s. The proposed real estate marketing adaptive decision algorithm has good results and solves the problems of low marketing decision stability and efficiency and large marketing decision complexity in the current marketing adaptive decision algorithm.

5. Conclusion

This paper proposes an adaptive decision algorithm for real estate marketing based on Big Data analysis, which gives full play to the advantages of Big Data technology. In spark-distributed computing platform, combined with association rules and decision tree algorithm, the adaptive decision of real estate marketing is realized. Its real estate marketing adaptive decision-making has high stability and efficiency, which can effectively reduce the complexity of real estate marketing adaptive decision-making. However, in the process of adaptive decision-making of marketing data because the tested data set is not multidimensional data and the memory resources of computer hardware are sufficient, there are no abnormal phenomena such as memory overflow in the process of building FP-tree. Therefore, in the next research, it needs to be applied to the actual large-scale cluster, and the spark cache mechanism is used for voltage division processing, so as to avoid the shortage of shared memory resources.
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