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OVERPARTITIONS, LATTICE PATHS, AND ROGERS-RAMANUJAN IDENTITIES

SYLVIE CORTEEL AND OLIVIER MALLET

Abstract. We extend partition-theoretic work of Andrews, Bressoud, and Burge to overpartitions, defining the notions of successive ranks, generalized Durfee squares, and generalized lattice paths, and then relating these to overpartitions defined by multiplicity conditions on the parts. This leads to many new partition and overpartition identities, and provides a unification of a number of well-known identities of the Rogers-Ramanujan type. Among these are Gordon’s generalization of the Rogers-Ramanujan identities, Andrews’ generalization of the Göllnitz-Gordon identities, and Lovejoy’s “Gordon’s theorems for overpartitions.”

1. Introduction

In 1961 Gordon established his celebrated combinatorial generalization of the Rogers-Ramanujan identities:

**Theorem 1.1.** \([26]\) Let \(B_{k,i}(n)\) denote the number of partitions of \(n\) of the form \((\lambda_1, \lambda_2, \ldots, \lambda_s)\), where \(\lambda_\ell - \lambda_{\ell+k-1} \geq 2\) and at most \(i-1\) of the parts are equal to 1. Let \(A_{k,i}(n)\) denote the number of partitions of \(n\) into parts not congruent to 0, \(\pm i\) modulo \(2k+1\). Then \(A_{k,i}(n) = B_{k,i}(n)\).

Over the years, a number of other combinatorial functions have been found to be equal to the \(A_{k,i}(n)\) in Gordon’s theorem. Most notable, perhaps, are two results of Andrews that employ Atkin’s successive ranks \([11]\) and Andrews’ own new idea of Durfee dissection:

**Theorem 1.2.** \([5]\) Let \(C_{k,i}(n)\) be the number of partitions of \(n\) whose successive ranks lie in the interval \([-i + 2, 2k - i - 1]\) and let \(D_{k,i}(n)\) be the number of partitions of \(n\) with \(i-1\) successive Durfee squares followed by \(k-i\) successive Durfee rectangles. Then \(A_{k,i}(n) = B_{k,i}(n) = C_{k,i}(n) = D_{k,i}(n)\).

An overpartition is a partition where the final occurrence of a part can be overlined \([18]\). For example, there exist 8 overpartitions of 3

\((3), (\overline{3}), (2, 1), (\overline{2}, 1), (2, \overline{1}), (\overline{2}, \overline{1}), (1, 1, 1), (1, 1, \overline{1})\).

In recent years overpartitions have been heavily studied, sometimes under different names and guises. They have been called joint partitions \([12]\), or dotted partitions \([13]\), and they are closely related to 2-modular diagrams \([22]\), jagged partitions \([23, 24]\) and superpartitions \([21]\). Overpartitions arise in the study of the combinatorics of basic hypergeometric series identities \([19, 24, 28, 29, 38]\), congruences properties of modular forms \([23, 33]\), supersymmetric functions \([21]\), Lie algebras \([27]\) and mathematical physics \([21, 23, 24]\).

In 2003 Lovejoy \([28]\) proved an overpartition identity wherein one of the functions closely resembles the \(B_{k,i}(n)\) in Gordon’s theorem:

**Theorem 1.3** (“Gordon’s theorem for overpartitions”). \([28]\) Let \(\overline{B}_k(n)\) denote the number of overpartitions of \(n\) of the form \((\lambda_1, \lambda_2, \ldots, \lambda_s)\), where \(\lambda_\ell - \lambda_{\ell+k-1} \geq 1\) if \(\lambda_{\ell+k-1}\) is overlined and \(\lambda_\ell - \lambda_{\ell+k-1} \geq 2\) otherwise. Let \(\overline{A}_k(n)\) denote the number of overpartitions of \(n\) into parts not divisible by \(k\). Then \(\overline{A}_k(n) = \overline{B}_k(n)\).
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Notice that Lovejoy’s result can be seen as an overpartition analogue of Gordon’s theorem, in the sense that the conditions on the $B_k(n)$ reduce to the conditions on the $B_{k,i}(n)$ if the overpartition has no overlined parts and is indeed a partition.

Two questions naturally arise. First, given the similarities between Theorems 1.1 and 1.3, is there some general framework which contains these two theorems? Second, is there an analogue for overpartitions of Andrews’ result, Theorem 1.2? In this paper, both of these questions shall be answered in the affirmative. Moreover, our results contain many other partition and overpartition identities, such as Andrews’ generalization of the Göllnitz-Gordon identities [6].

It is well understood combinatorially that $B_{k,i}(n) = C_{k,i}(n) = D_{k,i}(n)$ and this result was established by some beautiful work of Burge [16, 17] using some recursive arguments. This work was reinterpreted by Andrews and Bressoud [8] who showed that Burge’s argument could be rephrased in terms of lattice paths with two kinds of steps and that Gordon’s theorem can be established thanks to these combinatorial arguments and the Jacobi Triple product identity [25]. Finally Bressoud [14] reinterpreted these in terms of different lattice paths with three kinds of steps and gave some direct bijections between the objects counted by $B_{k,i}(n)$, $C_{k,i}(n)$, $D_{k,i}(n)$ and the lattice paths.

With our main theorem we extend the main results of the above works [8, 14, 16, 17] to overpartitions. In particular, we generalize all of the combinatorial definitions to overpartitions and successfully adapt the methods of proof. This is the result that provides a unifying framework for Theorems 1.1, 1.2, and 1.3.

**Theorem 1.4.**

- Let $\overline{B}_{k,i}(n, j)$ be the number of overpartitions of $n$ of the form $(\lambda_1, \lambda_2, \ldots, \lambda_s)$ with $j$ overlined parts, where $\lambda_1 - \lambda_{t+k-1} \geq 1$ if $\lambda_{t+k-1}$ is overlined and $\lambda_t - \lambda_{t+k-1} \geq 2$ otherwise and at most $i-1$ parts are equal to 1.
- Let $\overline{C}_{k,i}(n, j)$ be the number of overpartitions of $n$ with $j$ non-overlined parts in the bottom row of their Frobenius representation and whose successive ranks lie in $[-i+2, 2k-i-1]$.
- Let $\overline{D}_{k,i}(n, j)$ be the number of overpartitions of $n$ with $j$ overlined parts and $i-1$ successive Durfee squares followed by $k-i$ successive Durfee rectangles, the first one being a generalized Durfee square/rectangle.
- Let $\overline{F}_{k,i}(n, j)$ be the number of paths that use four kinds of unitary steps with special $(k, i)$-conditions, major index $n$, and $j$ South steps.

Then $\overline{B}_{k,i}(n, j) = \overline{C}_{k,i}(n, j) = \overline{D}_{k,i}(n, j) = \overline{F}_{k,i}(n, j)$.

All of the combinatorial notions in this theorem will be defined in detail in Section 2. The addition of the generalized lattice paths counted by $\overline{E}_{k,i}(n, j)$ is the key step which allows us to prove Theorem 1.4 combinatorially. In terms of generating functions, we have:

**Theorem 1.5.** The generating function $\overline{E}_{k,i}(a, q) = \sum_{n,j} \overline{E}_{k,i}(n, j) q^n a^j$ is:

$$\overline{E}_{k,i}(a, q) = \frac{(-aq)(q)}{(q)^{\infty}} \sum_{n=-\infty}^{\infty} (-1)^n a^n q^{kn^2 + (k-i+1)n} \frac{(-1/a)_n}{(-aq)_n}. \tag{1.1}$$

Here we have used the classical $q$-series notations:

$$a = \frac{a}{(1 - aq)^{\infty}} \quad (a; q) = \prod_{i=0}^{\infty} (1 - aq^i),$$

$$a_n = \frac{a}{(aq^n)^{\infty}}, \quad (a_1, \ldots, a_k; q)^{\infty} = (a_1; q)^{\infty} \cdots (a_k; q)^{\infty}.$$

In several cases, we can use the Jacobi Triple Product identity [25]:

$$(-1/z, -pq, q; q^{\infty}) = \sum_{n=-\infty}^{\infty} z^n q^{\frac{n(n+1)}{2}} \tag{1.2}$$

to show that this generating function has a very nice form. For example,
Corollary 1.6.

\begin{align*}
(1.3) \quad \mathcal{E}_{k,i}(0,q) &= \frac{(q^i, q^{2k+1-j}, q^{2k+1}, q^{2k+1})_\infty}{(q)_\infty} \\
(1.4) \quad \mathcal{E}_{k,i}(1/q,q^2) &= \frac{(q^2, q^4)_\infty(q^{2i-1}, q^{4k+1-2i}, q^{4k}; q^{4k})_\infty}{(q)_\infty} \\
(1.5) \quad \mathcal{E}_{k,i}(1,q) &= \frac{(-q)^{2(k-i)}}{(q)_\infty} \sum_{j=0}^{2(k-i)} (-1)^j (q^{i+j}, q^{2k-i-j}, q^{2k}; q^{2k})_\infty \\
&\quad + (q^{i-1}, q^{2k+1-i}, q^{2k}; q^{2k})_\infty \\
(1.6) \quad \mathcal{E}_{k,i}(1/q,q) &= \frac{(-q)^{2(k-i)}}{(q)_\infty} \sum_{j=0}^{2(k-i)} (-1)^j (q^{i+j}, q^{2k-i-j}, q^{2k}; q^{2k})_\infty \\
&\quad + (q^{i-1}, q^{2k+1-i}, q^{2k}; q^{2k})_\infty)
\end{align*}

Hence our result gives a general view of different problems on partitions and overpartitions and shows how they are related.

- Equation (1.3) corresponds to the Andrews-Gordon identities \cite{5}.
- Equation (1.4) corresponds to Andrews’s generalization of the Gordon-Göllnitz identities \cite{6, 8}.
- Equation (1.5) with \( i = k \) and (1.6) with \( i = 1 \) correspond to the two Gordon’s theorems for overpartitions of Lovejoy \cite{28}.

Therefore our extension of the work on the Andrews-Gordon identities \cite{3, 4, 5} to the case of overpartitions includes these identities, but it also includes Andrews’s generalization of the Gordon-Göllnitz identities and Gordon’s theorems for overpartitions. We prove this Corollary and deduce some new partition theorems in Section 7.

In Section 2 we present all the necessary notions. In Section 3 we present the paths counted by \( \mathcal{E}_{k,i}(n,j) \) and compute the generating function. In Section 4 we present a direct bijection between the paths counted by \( \mathcal{E}_{k,i}(n,j) \) and the overpartitions counted by \( \mathcal{C}_{k,i}(n,j) \). In Section 5 we present a recursive bijection between the paths counted by \( \mathcal{E}_{k,i}(n,j) \) and the overpartitions counted by \( \mathcal{C}_{k,i}(n,j) \). We also give a generating function proof. In Section 6, we present a combinatorial argument that shows that the paths counted by \( \mathcal{E}_{k,i}(n,j) \) and the overpartitions counted by \( \mathcal{C}_{k,i}(n,j) \) are in bijection. All these bijections are refinements of Theorem 1.4. The number of peaks of the paths will correspond respectively to the number of columns of the Frobenius representations, the length of the multiplicity sequence and the size of the generalized Durfee square. In Section 7 we prove Corollary 1.6 and interpret it combinatorially. We conclude in Section 8 with further questions.

2. Definitions on Overpartitions

We will define all the notions in terms of overpartitions. We refer to \cite{3} for definitions for partitions. In all of the cases the definitions coincide when the overpartition has no overlined parts.

An overpartition of \( n \) is a non-increasing sequence of natural numbers whose sum is \( n \) in which the final occurrence (equivalently, the first occurrence) of a number may be overlined. Alternatively \( n \) can be called the weight of the overpartition. Since the overlined parts form a partition into distinct parts and the non-overlined parts form an ordinary partition, the generating function for overpartitions is \( \frac{(-q)^{\infty}}{(q)_{\infty}} \). The Ferrers diagram of an overpartition is a classical Ferrers diagram where the corners can be marked (see Figure 3). A 2-modular diagram is a Ferrers diagram of an overpartition where the marked corners are filled with ones and the other cells are filled with twos (see Figure 4). The weight is the sum of the entries.

The multiplicity of the part \( j \) of an overpartition, denoted by \( f_j \), is the number of occurrences of this part. We overline the multiplicity if the part appears overlined. For example, the multiplicity of the part 4 in the overpartition \((6, 6, 5, 4, 4, 4, 3, 1)\) is \( f_4 = 3 \). The multiplicity sequence is the sequence \((f_1, f_2, \ldots)\). For example the previous overpartition has multiplicity sequence \((1, 0, 1, 3, 1, 2)\).
The Frobenius representation of an overpartition \([\mathcal{O}, \mathcal{O}]\) of \(n\) is a two-rowed array
\[
\begin{pmatrix}
(a_1 & a_2 & \cdots & a_N) \\
(b_1 & b_2 & \cdots & b_N)
\end{pmatrix}
\]
where \((a_1, \ldots, a_N)\) is a partition into distinct nonnegative parts and \((b_1, \ldots, b_N)\) is an overpartition into nonnegative parts where the first occurrence of a part can be overlined and \(N + \sum (a_i + b_i) = n\). Following \([8]\), we call \(p_{\mathcal{O}, \mathcal{O}}(n)\) the number of such two-rowed arrays. We call this the Frobenius representation of an overpartition because it is in bijection with overpartitions. This was proved in \([8]\) and we now recall the algorithm used for that proof.

We use the notion of a hook. Given a positive integer \(a\) and a non-negative integer \(b\), \(h(a, b)\) is the hook that corresponds to the partition \((a, 1, \ldots, 1)\) where there are \(b\) ones. Combining a hook \(h(a, b)\) and a partition \(\alpha\) is possible if and only if \(a > \alpha_1\) and \(b \geq l(\alpha)\), where \(l(\alpha)\) denotes the number of parts of \(\alpha\). The result of the union is \(\beta = h(a, b) \cup \alpha\) with \(\beta_1 = a\), \(l(\beta) = b + 1\) and \(\beta_i = \alpha_{i-1} + 1\) for \(i > 1\).

Now take a two-rowed array \(\nu\) counted by \(p_{\mathcal{O}, \mathcal{O}}(n)\), increase the entries on the top row by 1 and initialize \(\alpha\) and \(\beta\) to the empty object, \(\epsilon\). Beginning with the rightmost column of \(\nu\), we proceed to the left, building \(\alpha\) into an ordinary partition and \(\beta\) into a partition into distinct parts. At the \(i^{th}\) column, if \(b_i\) is overlined, then we combine the hook \(h(a_i, b_i)\) and \(\alpha\). Otherwise, we add the part \(b_i\) to \(\alpha'\) (the conjugate of \(\alpha\)) and the part \(a_i\) to \(\beta\). Joining the parts of \(\alpha\) together with the parts of \(\beta\) gives the overpartition \(\lambda\). An example is given below starting with \(\nu = \begin{pmatrix} 7 & 5 & 4 & 2 & 0 \\ 6 & \text{\(\top\)} & 4 & 3 & \text{\(\top\)} \end{pmatrix}\).

\[
\begin{array}{c|c|c}
\nu & \alpha & \beta \\
\hline
\begin{pmatrix} 8 & 6 & 5 & 3 & 1 \\ 6 & \text{\(\top\)} & 4 & 3 & \text{\(\top\)} \end{pmatrix} & (1,1) & (2,2,1) \\
\begin{pmatrix} 8 & 6 & 5 \\ 6 & \text{\(\top\)} & 4 \end{pmatrix} & (3,3,2,1) & (5,3) \\
\begin{pmatrix} 8 & 6 \\ 6 & \text{\(\top\)} \end{pmatrix} & (6,4,4,3,2) & (5,3) \\
\begin{pmatrix} 8 \\ 6 \end{pmatrix} & (7,5,5,4,3,1) & (8,5,3) \\
\end{array}
\]

We get \(\lambda = (8, 7, 5, 5, 4, 3, 1)\). The reverse bijection can be easily described. See \([8]\).

We now define the successive ranks.
**Definition 2.1.** The successive ranks of an overpartition can be defined from its Frobenius representation. If an overpartition has Frobenius representation

\[
\begin{pmatrix}
a_1 & a_2 & \cdots & a_N \\
b_1 & b_2 & \cdots & b_N
\end{pmatrix}
\]

then its \(i\)th successive rank \(r_i\) is \(a_i - b_i\) minus the number of non-overlined parts in \(\{b_{i+1}, \ldots, b_N\}\).

This definition is an extension of Lovejoy’s definition of the rank \[30\]. For example, the successive ranks of \(\begin{pmatrix}7 & 4 & 2 & 0 \\ 3 & 3 & 1 & 0\end{pmatrix}\) are \((2, 0, 1, 0)\).

We say that the generalized Durfee square of an overpartition \(\lambda\) has size \(N\) if \(N\) is the largest integer such that the number of overlined parts plus the number of non-overlined parts greater or equal to \(N\) is greater than or equal to \(N\) (see Figure 3).

**Proposition 2.2.** There exists a bijection between overpartitions whose Frobenius representation has \(N\) columns and whose bottom line has \(j\) overlined parts and overpartitions with generalized Durfee square of size \(N\) and \(N - j\) overlined parts.

**Proof.** An overpartition with generalized Durfee square of size \(N\) can be decomposed into a partition \(\alpha\) into at most \(N\) parts (the conjugate of the partition under the generalized Durfee square) and an overpartition \(\gamma\) into \(N\) parts whose non-overlined parts are \(\geq N\) (the rest). For example, the overpartition on Figure 3 gives \(\alpha = (2, 2, 1)\) and \(\gamma = (7, 4, 3, 2, 1)\). An overpartition whose Frobenius representation has \(N\) columns can be decomposed into a partition \(\beta\) into \(N\) distinct parts (\(\beta\) is obtained by adding 1 to each part of the top line), a partition \(\delta\) into distinct parts which lie between 0 and \(N - 1\) and a partition \(\alpha\) into at most \(N\) parts. \(\delta\) and \(\alpha\) are obtained from the bottom line as follows: we first initialize \(\alpha\) to the bottom line, then if the \(i\)th part of the bottom line is overlined, we take off its overline, we decrease the first \((i - 1)\) parts of \(\alpha\) by 1 and add a part \(i - 1\) to \(\delta\).

Now there exists a bijection between ordered pairs \((\beta, \delta)\) and overpartitions \(\gamma\). This bijection is defined as follows: we overline all the parts of \(\beta\), then for each part \(i\) in \(\delta\), we add \(i\) to \(\beta_i + 1\) and we remove the overlining. We then reorder the parts, which gives us \(\gamma\). This is easily invertible and is very similar to the Algorithm Z \[9\].

The decompositions of the first paragraph and the bijection of the second paragraph show that there is indeed a bijection between overpartitions whose Frobenius representation has \(N\) columns and overpartition with generalized Durfee square of size \(N\). If there are \(j\) overlined parts in the bottom line of the Frobenius symbol, there are \(j\) parts in \(\delta\) and by the bijection, there are \(N - j\) overlined parts in \(\gamma\). The proposition is thus established.

**Example 2.3.** Let \(\nu = \begin{pmatrix}7 & 5 & 4 & 2 & 0 \\ 6 & 4 & 3 & 1\end{pmatrix}\). We thus have \(N = 5\) and \(j = 2\) in this example. By adding 1 to each part of the top line, we get \(\beta = (8, 6, 5, 3, 1)\). From the bottom line, we get \(\delta = (4, 1)\) and \(\alpha = (4, 3, 3, 2, 1)\). By applying the bijection described in the second paragraph of the above proof, we get \(\gamma = (8, 7, 5, 3, 3)\). Since \(\alpha = (4, 3, 3, 2, 1)\), the resulting overpartition is \(\lambda = (8, 7, 5, 3, 3, 3, 1)\). It has \(N - j = 3\) overlined parts and its generalized Durfee square is of size 5.
This decomposition shows that the generating function for overpartitions with generalized Durfee square of size $N$ where the exponent of $q$ counts the weight and the exponent of $a$ counts the number of overlined parts is
\[
a^N q^{(N+1)/2} (-1/a)_N/(q)_N (q)_N.
\]

**Definition 2.4.** The *successive Durfee squares* of an overpartition are its generalized Durfee square and the successive Durfee squares of the partition below the generalized Durfee square, if we represent the partition as in Figure 3, with the overlined parts above the non-overlined ones. We can also define similarly the *successive Durfee rectangles* by dissecting the overpartition with $d \times (d+1)$-rectangles instead of squares (see Figure 4). In this case, we also impose the condition that the partition on the right of a $d \times (d+1)$-rectangle cannot have more than $d$ parts.

**Figure 4.** Successive Durfee squares and successive Durfee rectangles of $(6, 5, 5, 4, 4, 2, 2, 2, 1)$.

These definitions imply that the generating function for overpartitions with $i-1$ successive Durfee squares followed by $k-i$ successive Durfee rectangles (the first one being a generalized Durfee square/rectangle) is
\[
\sum_{n_1 \geq \ldots \geq n_k \geq 0} q^{(n_1^2 + \ldots + n_k^2)/2} (-1/a)_n a^{n_1} \times \left( q^{n_1^2 / 2} \left[ n_1 \atop 2 \right]_q \right) \left( q^{n_2^2 / 2} \left[ n_2 \atop 2 \right]_q \right) \ldots \left( q^{n_{k-1}^2 / 2} \left[ n_{k-1} \atop 2 \right]_q \right)
\]
\[
\times \left( q \left[ 1 \atop 2 \right] \right) \left( q \left[ n_k \atop k \right] \right)
\]
\[
\left( q \right)_n (q)_k (q)_{n-k}
\]
where
\[
\left[ \begin{array}{c} n \\ k \end{array} \right]_q = \frac{(q)_n}{(q)_k (q)_{n-k}}
\]
is the generating function of partitions into at most $k$ parts less or equal to $n - k$.

### 3. Paths and generating function

In this section we will define the paths, compute their generating function and therefore prove Theorem 1.5. This part is an extension of papers of Andrews and Bressoud [8, 14] based on ideas of Burge [16, 17]. We study paths in the first quadrant, that start on the $y$-axis, end on the $x$-axis, and use four kinds of unitary steps:

- North-East $NE$: $(x, y) \rightarrow (x + 1, y + 1)$,
- South-East $SE$: $(x, y) \rightarrow (x + 1, y - 1)$,
- South $S$: $(x, y) \rightarrow (x, y - 1)$,
- East $E$: $(x, 0) \rightarrow (x + 1, 0)$.

The *height* corresponds to the $y$-coordinate. A South step can only appear after a North-East step and an East step can only appear at height 0. The paths are either empty or end with a South-East step or a South step. A *peak* is a vertex preceded by a North-East step and followed by a South step (in which case it will be called a $NES$ peak) or by a South-East step (in which case it will be called a $NESE$ peak). The major index of a path is the sum of the $x$-coordinates of its peaks (see Figure 5 for an example). Let $k$ and $i$ be positive integers with $i \leq k$. We say that a path satisfies the special $(k,i)$-conditions if it starts at height $k - i$ and its height is less than $k$. When the path has no South steps, this is the definition of the paths in [14].
Let \( E_{k,i}(n,j,N) \) be the number of paths of major index \( n \) with \( N \) peaks and \( j \) South steps which satisfy the special \((k,i)\)-condition. Let \( E_{k,i}(N) \) be the generating function for these paths, that is \( E_{k,i}(N) = E_{k,i}(N,a,q) = \sum_{n,j} E_{k,i}(n,j,N)a^nq^j \). Moreover, for \( 0 \leq i < k \), let \( \Gamma_{k,i}(N) \) be the generating function for paths obtained by deleting the first NE step of a path which is counted in \( E_{k,i+1}(N) \) and begins with a NE step.

Then

**Proposition 3.1.**

\[
\begin{align*}
E_{k,i}(0) &= 1; \\
E_{k,i}(N) &= q^N E_{k,i+1}(N) + q^N \Gamma_{k,i-1}(N); \\
\Gamma_{k,i}(N) &= q^N \Gamma_{k,i-1}(N) + (a + q^{N-1}) E_{k,i+1}(N-1); \quad i > 0 \\
E_{k,0}(N) &= 0.
\end{align*}
\]

**Proof.** If \( N = 0 \) the only path counted in \( E_{k,i}(0) \) is the path with only South-East steps, which starts at \((0,k-i)\) and ends at \((k-i,0)\) (if \( i = k \), it is just the empty path, starting and ending at \((0,0)\)). This path has no peaks and its major index is thus 0. This proves (3.1). Now if the path has at least one peak, then we take off its first step. If \( i < k \), then a path counted in \( E_{k,i}(N) \) starts with a North-East (defined by \( q^N \Gamma_{k,i-1}(N) \)) or a South-East step \((q^N E_{k,i+1}(N))\). This gives (3.2). If \( i > 0 \), \( \Gamma_{k,i}(N) \) is the generating function for paths counted by \( E_{k,i+1}(N) \) that start with a North-East step where the first step was deleted. These paths can start with a North-East step \((q^N \Gamma_{k,i-1}(N))\), a South step \((a E_{k,i+1}(N-1))\) or a South-East step \((q^{N-1} E_{k,i+1}(N-1))\) and we get (3.3). If \( i = k \) then a path counted by \( E_{k,k}(N) \) starts with a North-East \((q^N \Gamma_{k,k-1}(N))\) or an East step \((q^N E_{k,k}(N))\). This gives (3.4). The height of the paths is less than \( k \), therefore no path which starts at height \( k-1 \) can start with a North-East step and \( \Gamma_{k,0}(N) = 0 \) as in (3.5).

These recurrences uniquely define the series \( E_{k,i}(N) \) and \( \Gamma_{k,i}(N) \). We get that:

**Theorem 3.2.**

\[
\begin{align*}
E_{k,i}(N) &= a^N q^{(N+1)/2} (-1)^N \sum_{n=-N}^{N} (-1)^n q^{kn^2+n(k-i)-\binom{n+1}{2}} \\
\Gamma_{k,i}(N) &= a^N q^{N/2} (-1)^N \sum_{n=-N}^{N-1} (-1)^n q^{kn^2+n(k-i)-\binom{n+1}{2}} \\
\end{align*}
\]

**Proof.** Let

\[
\begin{align*}
E'_{k,i}(N) &= a^N q^{(N+1)/2} (-1)^N \sum_{n=-N}^{N} (-1)^n q^{kn^2+n(k-i)-\binom{n+1}{2}} \\
\Gamma'_{k,i}(N) &= a^N q^{N/2} (-1)^N \sum_{n=-N}^{N-1} (-1)^n q^{kn^2+n(k-i)-\binom{n+1}{2}}
\end{align*}
\]

Note that \( E'_{k,i}(0) = 1 \).
We first prove that \( \mathcal{E}_{k,i}^r(N) \) and \( \Gamma_{k,i}(N) \) satisfy \( \mathcal{E}_{k,i}^r(N) = q^N \mathcal{E}_{k,i+1}^r(N) + q^N \Gamma_{k,i-1}(N) \) for \( 1 \leq i \leq k \): 

\[
q^N \mathcal{E}_{k,i+1}^r(N) + q^N \Gamma_{k,i-1}(N) = a^N q^{\binom{k}{2}} (-1)^N \sum_{n=-N}^{N} (-1)^n q^{kn^2+n(k-i)-\binom{n}{2}} (q)_{N-n} (q)_{N+n}^2 q^N
\]

\[
= a^N (-1)^N \sum_{n=-N}^{N} (-1)^n q^{kn^2+n(k-i)-\binom{n}{2}} (q)_{N-n} (q)_{N+n}^2 (q^N - n + (1 - q^N))
\]

We then prove, quite similarly, that they satisfy \( \text{(3.3)} \):

\[
(a + q^{N-1}) \mathcal{E}_{k,i+1}^r(N-1) + q^N \Gamma_{k,i-1}(N) = a^N (-1)^N \sum_{n=-N+1}^{N-1} (-1)^n q^{kn^2+n(k-i)-\binom{n}{2}} (a + q^{N-1})
\]

\[
+ a^N q^{\binom{k}{2}} (-1)^N \sum_{n=-N}^{N} (-1)^n q^{kn^2+n(k-i)-\binom{n}{2}+1} (q)_{N-n} (q)_{N+n}^2 q^N
\]

\[
= a^N q^{\binom{k}{2}} (-1)^N \sum_{n=-N+1}^{N-1} (-1)^n q^{kn^2+n(k-i)-\binom{n}{2}+1} (1 - q^{N+n}) + q^{N+n}
\]

\[
+ a^N q^{\binom{k}{2}} (-1)^N \sum_{n=-N}^{N} (-1)^n q^{kn^2+n(k-i)-\binom{n}{2}+1} (q)_{N-n} (q)_{N+n}^2 q^N
\]

\[
= a^N q^{\binom{k}{2}} (-1)^N \sum_{n=-N+1}^{N-1} (-1)^n q^{kn^2+n(k-i)-\binom{n}{2}+1} (q)_{N-n} (q)_{N+n}^2 q^N
\]

For \( \text{(3.4)} \), we prove that \( \mathcal{E}_{k,k+1}^r(N) = \mathcal{E}_{k,k}^r(N) \):

\[
\mathcal{E}_{k,k+1}^r(N) = a^N q^{\binom{k}{2}} (-1)^N \sum_{n=-N}^{N} (-1)^n q^{kn^2-n-\binom{n}{2}} (q)_{N-n} (q)_{N+n}^2
\]

\[
= a^N q^{\binom{k}{2}} (-1)^N \sum_{p=-N}^{N} (-1)^p q^{k(p)^2+p-\binom{p}{2}} (q)_{N+p} (q)_{N-p}^2
\]
where \( p = -n \)

\[
= a^N q^{(N+1)}/2 (-1/a)_N \sum_{p=-N}^{N} (-1)^p q^{kp^2 + p - (p^2 - p)/2} (q)_{N+p} (q)_{N-p}
\]

Hence we have, using the fact that \( \mathcal{E}_{k,i}(N) \) satisfies (3.2) for \( i = k \):

\[
\mathcal{E}_{k,k}(N) = q^N \mathcal{E}_{k,k}(N) + q^N \mathcal{E}_{k,k-1}(N).
\]

Finally, we have:

\[
\Gamma_{k,0}(N) = a^N q^{(N+1)/2} (-1/a)_N \sum_{n=-N}^{N-1} (-1)^n q^{kn^2 + nk - (n+1)/2} (q)_{N-n-1}(q)_{n+n}
\]

\[
= a^N q^{(N+1)/2} (-1/a)_N \left( \sum_{n=0}^{N-1} (-1)^n q^{kn^2 + nk - (n+1)/2} (q)_{N-n-1}(q)_{n+n} + \sum_{n=-N}^{N-1} (-1)^n q^{kn^2 + nk - (n+1)/2} (q)_{N-n-1}(q)_{n+n} \right)
\]

\[
+ \sum_{p=0}^{N-1} (-1)^{p+1} a^{N} q^{(N+1)/2} (-1-p)^2 + (-1-p)k - (p^2)/2) (q)_{N+p}(q)_{N-1-p}
\]

where \( p = -1 - n \)

\[
= a^N q^{(N+1)/2} (-1/a)_N \sum_{n=0}^{N-1} (-1)^n q^{kn^2 + nk - (n+1)/2} (q)_{N-n-1}(q)_{n+n} - \sum_{p=0}^{N-1} (-1)^{p} q^{kp^2 + kp - (p^2)/2} (q)_{N+p}(q)_{N-1-p}
\]

\[
= 0.
\]

Since \( \mathcal{E}_{k,i}(N) \) and \( \Gamma_{k,i}(N) \) satisfy the recurrences of Proposition 3.1, we thus have \( \mathcal{E}_{k,i}(N) = \mathcal{E}_{k,i}(N) \) and \( \Gamma_{k,i}(N) = \Gamma_{k,i}(N) \).

We just need the following proposition to prove Theorem 1.5.

**Proposition 3.3.** For any \( n \in \mathbb{Z} \)

\[
\sum_{N \geq |n|} (-aq)_n (-q^n/a)_{N-n} q^{(N+1)/2 - (N+1)/2} a^{N-n} (q)_{N+n}(q)_{N-n} = (-aq)_{\infty}.
\]
Proof. We only prove the case \( n \geq 0 \). The case \( n < 0 \) is identical to \((-a)_{-n} = (-1/a)^{n+1}/(aq)_n\) and therefore
\[
(-aq)_n(-q^n/a)_{N-n}q^{(N+1)/2} - q^{(n+1)/2}a^{N-n} = (-aq)_{-n}(-q^{-n}/a)_{N+n}q^{(N+1)/2} - q^{(n+1)/2}a^{N+n}.
\]
We present an analytical proof and a combinatorial one.

**Analytical proof:**
\[
\sum_{N=0}^{\infty} \frac{(-aq)_n(-q^n/a)_{N-n}q^{(N+1)/2} - q^{(n+1)/2}a^{N-n}}{(q)_{N+n}(q)_{N-n}} = \sum_{N=0}^{\infty} \frac{(-aq)_{-n}(-q^{-n}/a)_{N+n}q^{(N+1)/2} - q^{(n+1)/2}a^{N+n}}{(q)_{N+n}(q)_{N-n}}.
\]
We now apply the \( q \)-Gauss summation (Corollary 2.4 of [3] with \( a \mapsto -q^n/a, b \mapsto -\infty \) and \( c \mapsto q^{2n+1} \))
\[
= \frac{(-aq)_n(-aq^{n+1})_{\infty}}{(q)_{2n}(q^{2n+1})_{\infty}} = \frac{(-aq)_{\infty}}{(q)_{\infty}}.
\]

**Combinatorial proof:** Let \( n \) be a fixed non-negative integer and let \( N \) be the greatest integer such that the sum of the number of overlined parts greater than \( n \) and of the number of non-overlined parts greater than or equal to \( N + n \) is greater than or equal to \( N - n \). By definition, \( N \), if it exists, is unique. We check that \( N \) satisfies the condition: the sum of the number of overlined parts > \( n \) and of the number of non-overlined parts \( \geq 2n \) is indeed \( \geq 0 \). Therefore, \( N \) exists and it is unique. We call \( N \) the size of the generalized \( n \)-Durfee square. Note that if \( n = 0 \), \( N \) is the size of the generalized Durfee square and this bijection is the same as the one presented in the proof of Proposition 2.2. For example, if \( n = 2 \) then the overpartition \((8,8,6,5,5,3,3,3,1)\) gives \( N = 6 \).

We now show that the generating function for the overpartitions with generalized \( n \)-Durfee square \( N \) is:
\[
\frac{(-aq)_n(-q^n/a)_{N-n}q^{(N+1)/2} - q^{(n+1)/2}a^{N-n}}{(q)_{N+n}(q)_{N-n}}.
\]
The factor \((-aq)_n\) corresponds to the overlined parts \( \leq n \) and the factor \( 1/(q)_{N+n} \) corresponds to the non-overlined parts \( \leq N + n \).

The remaining factors correspond to an overpartition into \( N - n \) parts whose overlined parts are \( > n \) and whose non-overlined parts are \( \geq N + n \). To prove this, let us show that there exists a bijection between such overpartitions \( \theta \) and triples \((\\varepsilon, \zeta, \eta)\) where \( \varepsilon \) is the overpartition \((N, N - 1, \ldots, N + 1)\) which has \( N - n \) parts (corresponding to the factor \( a^{N-n}q^{(N+1)/2} - q^{(n+1)/2} \)), \( \zeta \) is a partition into distinct parts which lie between \( n \) and \( N - 1 \) (corresponding to the factor \( (-q^n/a)_{N-n} \)) and \( \eta \) is a partition into \( N - n \) non-negative parts (corresponding to the factor \( 1/(q)_{N+n} \)). This bijection (similar to Algorithm Z [4]) is defined as follows: first for all \( i \) we set \( \theta_i = \varepsilon_i + \eta_i \). Then for each part \( n + i \) in \( \zeta \), we add \( n + i \) to \( \theta_{i+1} \) and we remove the overlining of that part. This implies that the non-overlined parts are \( \geq N + n \). Finally, we reorder the parts. It is easy to see that this is a bijection as there only a unique ordering of the parts of \( \theta \) which allows, if \( \theta_{i+1} \) is not overlined, to take off \( n + i \) from it and overline it and get a partition into distinct overlined parts.

For example for \( N = 7 \) and \( n = 3 \), if \( \varepsilon = (7,6,5,4) \), \( \eta = (3,3,1,0) \) and \( \zeta = (6,3) \), then \( \theta = (13,9,6,10) = (13,10,9,6) \).

□
Summing on $N$ we get
\[
\sum_{N \geq 0} \mathcal{E}_{k,i}(N) = \sum_{N \geq 0} \sum_{n=-N}^{N} a^n q^{n^{2} + n(k-i) - \binom{n}{2}} (q N - a(q) N + n) \\
= \sum_{n=-\infty}^{\infty} \sum_{N \geq |n|} (-1)^n a^n q^{n^{2} + (k-i+1) n} \frac{(-1/a)_n}{(-a q)_n} \frac{(q)_{N-n}(q)_{N+n}}{(q)_{N-n}(q)_{N+n}} \\
= \sum_{n=-\infty}^{\infty} (-1)^n a^n q^{n^{2} + (k-i+1) n} \frac{(-1/a)_n}{(-a q)_n} \frac{(q)_{\infty}}{(q)_{\infty}} \frac{(-a q)_{\infty}}{(q)_{\infty}} \\
\text{by Proposition 3.3} \\
= \frac{(-a q)_{\infty}}{(q)_{\infty}} \sum_{n=-\infty}^{\infty} (-1)^n a^n q^{n^{2} + (k-i+1) n} \frac{(-1/a)_n}{(-a q)_n} .
\]

This is equation (1.1) of Theorem 1.5.

4. Paths and successive ranks

In this section we prove the case $\mathcal{E}_{k,i}(n, j) = \mathcal{F}_{k,i}(n, j)$ of Theorem 1.4. In fact, we prove a refinement of this case:

**Proposition 4.1.** There exists a one-to-one correspondence between the paths of major index $n$ with $j$ south steps counted by $\mathcal{E}_{k,i}(n, j)$ and the overpartitions of $n$ with $j$ non-overlined parts in the bottom line of their Frobenius representation and whose successive ranks lie in $[-i + 2, 2k - i - 1]$ counted by $\mathcal{E}_{k,i}(n, j)$. This correspondence is such that the paths have $N$ peaks if and only if the Frobenius representation of the overpartition has $N$ columns.

This proposition can be proved with a recursive argument. We can show that $\mathcal{E}_{k,i}(N)$, the generating function for overpartitions whose Frobenius representation has $N$ columns and whose successive ranks lie in $[-i + 2, 2k - i - 1]$, follows the same recurrences as $\mathcal{F}_{k,i}(N)$, as done by Bressoud [14, 17] for the case of partitions. Details are given in [14]. We propose here a direct mapping that is a generalization of a bijection of Bressoud [14].

Given a lattice path which starts at $(0, a)$ and a peak $(x, y)$ with $u$ South steps to its left, we map this peak to the pair $(s, t)$ where
\[
s = \frac{1}{2}(x + a - y + u) \\
t = \frac{1}{2}(x - a + y - 2 - u)
\]
if there are an even number of East steps to the left of the peak (we then say that the peak is of type 0), and
\[
s = \frac{1}{2}(x + a + y - 1 + u) \\
t = \frac{1}{2}(x - a - y - 1 - u)
\]
if there are an odd number of East steps to the left of the peak (we then say that the peak is of type 1). Moreover, we overline $t$ if the peak is a NESE peak. In both cases, $s$ and $t$ are integers and we have $s + t + 1 = x$. In the case of partitions treated in [12], $u$ is always 0.

Let $N$ be the number of peaks in the path and $j$ the number of South steps of the paths. Let $(x_i, y_i)$ be the coordinates of the $i^{th}$ peak from the right and $(s_i, t_i)$ be the corresponding pair.

**Proposition 4.2.** The sequence $(s_1, s_2, \ldots, s_N)$ is a partition into distinct nonnegative parts and the sequence $(t_1, t_2, \ldots, t_N)$ is an overpartition into nonnegative parts with $j$ non-overlined parts.

**Proof.** We need to prove the following results:

- $s_N \geq 0$. If the last peak from the right $(x_N, y_N)$ is of type 0, then $s_N = (x_N + a - y_N + u_N)/2$ and it is sufficient to prove that $x_N - y_N \geq -a$ since $u_N = 0$. It is obvious that any vertex has a greater (or equal) value of $x - y$ than the previous vertex in the path. Since the path begins at $(0, a)$, we have $x - y = -a$ at the beginning of the path and thus we have $x - y \geq -a$ for all vertices. Now if the peak is of type 1, then $x_N \geq 2$ and $s_N = (x_N + a + y_N - 1 + u_N)/2 \geq 0$.
- $t_N \geq 0$. If the last peak from the right $(x_N, y_N)$ is of type 0, then $t_N = (x_N - a + y_N - 2 - u_N)/2$. We have $u_N = 0$ and $x_N > 0$. If $y_N \geq a$, then $t_N \geq 0$. Otherwise it is easy to see that $x_N \geq 2 + a - y_N$ (see Figure 6) and thus $t_N \geq 0$. Now if this peak is of type 1, then $t_N = (x_N - a - y_N - 1 - u_N)/2$. We have $u_N = 0$ and there is at least one East step to the left of the peak and therefore at least $a$ South-East steps before the East step and at least $y_N$ North-East steps after the East step. Hence $x_N - y_N - a > 0$ and $t_N \geq 0$.

![Figure 6](image.png)

**Figure 6.** We show that $x_N \geq 2 + a - y_N$ in the case $y_N \leq a$.

- The sequence $s$ is a partition into distinct parts. We need to prove that for all $i$, $s_i = s_{i+1} > 0$. If the $i^{th}$ peak from the right and the $(i+1)^{st}$ peak are both of type 0, it is clearly true since $x_i - y_i > x_{i+1} - y_{i+1}$ (two peaks cannot have the same value of $x - y$), and $u_i \geq u_{i+1}$ (remember that $u_i$ is the number of South steps to the left of the $i^{th}$ peak). If the $i^{th}$ peak from the right and the $(i+1)^{st}$ peak are both of type 1, then $s_i - s_{i+1} = (x_i + y_i + u_i - x_{i+1} - y_{i+1} - u_{i+1})/2$. It is easy to see that that $x_i + y_i > x_{i+1} + y_{i+1}$ and $u_i \geq u_{i+1}$. If the $i^{th}$ peak is of type 0 and the $(i + 1)^{st}$ is of type 1, we have $s_i - s_{i+1} = \frac{1}{2} (x_i - x_{i+1} - y_i - y_{i+1} + u_i - u_{i+1} + 1)$. Since $u_i \geq u_{i+1}$, it is sufficient to prove that $x_i - x_{i+1} - y_i - y_{i+1} \geq 0$. This comes from the fact that there is an East step between the two peaks (see Figure 7). If the $i^{th}$ peak is of type 1 and the $(i + 1)^{st}$ is of type 0, the proof is similar.
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**Figure 7.** If the $i^{th}$ peak of is type 0 and the $(i + 1)^{st}$ peak of type 1, we have $x_i - x_{i+1} \geq y_i + y_{i+1}$.
• The sequence $t$ is an overpartition (where the first occurrence of a part can be overlined). We need to prove that for all $i$, $t_i - t_{i+1} > 0$ if $t_{i+1}$ is overlined and $t_i - t_{i+1} \geq 0$ otherwise. The fact that we always have $t_i - t_{i+1} \geq 0$ is proved in the same way as with the $s_i$. If $t_{i+1}$ is overlined, then it corresponds to a NESE peak, so we have $x_i - x_{i+1} \geq 2$ and $u_{i+1} = u_i$. By considering the expression of $t_i - t_{i+1}$ in the four cases (the peaks $i$ and $i+1$ are both of type 0, both of type 1, of type 0 and of type 1, or of type 1 and of type 0), the result is easily shown.

Therefore \[
\begin{pmatrix} s_1 & s_2 & \cdots & s_N \\ t_1 & t_2 & \cdots & t_N \end{pmatrix}
\] is the Frobenius representation of an overpartition whose weight is

\[
\sum_{i=1}^N (s_i + t_i + 1) = \sum_{i=1}^N x_i
\]

i.e. the major index of the corresponding path.

As an example, the path in Figure 8 corresponds to the overpartition

\[
\begin{pmatrix} 14 & 11 & 6 & 4 & 2 \\ 7 & 6 & 5 & 4 & 3 \end{pmatrix}
\]

Figure 8. Illustration of the correspondence between paths and successive ranks. The values of $x$, $y$ and $u$ are given for each peak.

The peaks all have height at least one, thus for a peak $(x, y)$ which is preceded by an even number of East steps, we have:

\[
1 \leq y = a + 1 + t - s + u \leq k - 1
\]

\[
\Leftrightarrow a - k + 2 \leq s - t - u \leq a
\]

\[
\Leftrightarrow \text{the corresponding successive rank is } \geq a - k + 2 \text{ and } \leq a
\]

and if the peak is preceded by an odd number of East steps, we have:

\[
1 \leq y = s - t - u - a \leq k - 1
\]

\[
\Leftrightarrow a + 1 \leq s - t - u \leq k + a - 1
\]

\[
\Leftrightarrow \text{the corresponding successive rank is } \geq a + 1 \text{ and } \leq k + a - 1.
\]

Thus, given a Frobenius representation of an overpartition and a nonnegative integer $a$, there is a unique corresponding path which starts at $(0, a)$.

In our paths, $a = k - i$, therefore in the first case the successive rank $r \in [-i + 2, k - i]$ and in the second case $r \in [k - i + 1, 2k - i - 1]$.

The map is easily reversible. This proves Proposition 4.1.

5. Paths and multiplicities

In this section we prove the case $B_{k,i}(n,j) = E_{k,i}(n,j)$ of Theorem 1.4. We even prove a refinement:

**Proposition 5.1.** There exists a one-to-one correspondence between the paths counted by $E_{k,i}(n,j)$ and the overpartitions counted by $B_{k,i}(n,j)$. This correspondence is such that the paths have $N$ peaks if and only if the length of the multiplicity sequence of the overpartition is $N$ (see Section 5.2 for the definition).
We will first give a generating function proof of that proposition (without the refinement). Then we will give the sketch of a combinatorial proof which is a generalization of Burge’s correspondence for partitions presented in [28].

Recall that $\overline{B}_{k,i}(n,j)$ is the number of overpartitions $\lambda$ of $n$ with $j$ overlined parts such that for all $\ell$,

$$f_1 < i$$

$$\lambda_\ell - \lambda_{\ell+k-1} \geq \begin{cases} 1 & \text{if } \lambda_{\ell+k-1} \text{ is overlined} \\ 2 & \text{otherwise} \end{cases}$$

or equivalently,

$$f_1 < i$$

$$\forall \ell, f_\ell + f_{\ell+1} < \begin{cases} k+1 & \text{if a part } \ell \text{ is overlined} \\ k & \text{otherwise} \end{cases}$$

We will abbreviate this last condition with the notation $\forall \ell, f_\ell + f_{\ell+1} < k+1$.

### 5.1. A generating function proof.

Let $\overline{E}_{k,i}(a,q) = \sum_{n,j \geq 0} \overline{B}_{k,i}(n,j)a^j q^n$. We prove that

$$\overline{E}_{k,i}(a,q) = \overline{E}_{k,i}(a,q)$$

We will generalize Lovejoy’s proof of Theorem 1.1 of [28]. Let

$$J_{k,i}(a,x,q) = H_{k,i}(a,x,q) - a xqH_{k,i-1}(a,x,q)$$

$$H_{k,i}(a,x,q) = \sum_{n=0}^{\infty} x^{kn} q^{kn^2 + n(n-1)/2} a^n (1 - x^iq^{2n}) (axq^{n+1})_{\infty} (1/a)_n.$$

Anders showed in [28] p. 106-107 that

$$H_{k,i}(a,x,q) - H_{k,i-1}(a,x,q) = x^{i-1}J_{k,k-i+1}(a,x,q)$$

$$J_{k,i}(a,x,q) - J_{k,i-1}(a,x,q) = (xq)^{i-1}(J_{k,k-i+1}(a,x,q) - a J_{k,k-i+2}(a,x,q)).$$

We plug $i = 0$ in equation (5.3) and obtain $H_{k,0} = 0$. Then we plug $i = 1$ in equation (5.4) and obtain $H_{k,1}(a,x,q) = J_{k,k}(a,x,q)$. Then we set $x = 0$ in equations (5.2) and (5.3) and get $J_{k,i}(a,0,q) = 1$. This implies for $1 \leq i \leq k$, the following equations determine $J_{k,i}(a,x,q)$:

$$J_{k,i}(a,0,q) = 1$$

$$J_{k,i}(a,x,q) - J_{k,i-1}(a,x,q) = (xq)^{i-1}(J_{k,k-i+1}(a,x,q) - a J_{k,k-i+2}(a,x,q))$$

$$J_{k,1}(a,x,q) = J_{k,k}(a,x,q).$$

Let $\overline{B}_{k,i}(a,x,q) = \sum_{n,j,p \geq 0} \overline{B}_{k,i}(n,j,p)a^j x^p q^n$ where $\overline{B}_{k,i}(n,j,p)$ is the number of overpartitions counted by $\overline{B}_{k,i}(n,j)$ with $p$ parts. We show that

**Lemma 5.2.** For $1 \leq i \leq k$,

$$\overline{E}_{k,i}(a,x,q) = J_{k,i}(-a,x,q).$$

**Proof.** The only overpartition with zero parts is the empty one. Therefore $\overline{E}_{k,i}(a,0,q) = 1$. It is obvious that for $2 \leq i \leq k$, $\overline{E}_{k,i}(a,x,q) - \overline{E}_{k,i-1}(a,x,q)$ is the generating function for overpartitions such that $\forall \ell, f_\ell + f_{\ell+1} < k+1$ and $f_1 = i-1$. Moreover $\overline{E}_{k,1}(a,x,q)$ is the generating function for overpartitions such that $\forall \ell, f_\ell + f_{\ell+1} < k+1$, $f_2 < i$ and $f_1 = 0$. Therefore $(xq)^{i-1}\overline{E}_{k,k-i+1}(a,x,q)$ is the generating function for overpartitions such that $\forall \ell, f_\ell + f_{\ell+1} < k+1$, $f_1 = i-1$ and $1$ is not overlined and $a(xq)^{i-1}\overline{E}_{k,k-i+2}(a,x,q)$ is the generating function for overpartitions such that $\forall \ell, f_\ell + f_{\ell+1} < k+1$, $f_2 < i$ and $1$ is overlined. We get, for $2 \leq i \leq k$, $\overline{E}_{k,i}(a,x,q) - \overline{E}_{k,i-1}(a,x,q) = (xq)^{i-1}(\overline{B}_{k,k-i+1}(a,x,q) + a\overline{B}_{k,k-i+2}(a,x,q)).$ Finally $\overline{B}_{k,k}(a,x,q)$ is the generating function for overpartitions such that $\forall \ell, f_\ell + f_{\ell+1} < k+1$, $f_2 < k$ and $f_1 = 0$ and therefore is equal to $\overline{B}_{k,1}(a,x,q)$. \(\square\)
Proof. We can now prove equation [5,1]. The lemma implies that
\[ \overline{E}_{k,i}(a,q) = J_{k,i}(-a,1,q). \]

Hence
\[
\overline{E}_{k,i}(a,q) = \frac{(-aq) \infty}{(q) \infty} \sum_{n=0}^{\infty} (-1)^n a^n q^{kn^2+n(k-i+1)} (-1/a)_n (1-q^{(2n+1)\ell})
+ aq \frac{(-aq) \infty}{(q) \infty} \sum_{n=0}^{\infty} (-1)^n a^n q^{kn^2+n(k-i+2)} (-1/a)_n (1-q^{(2n+1)(i-1)})
\]
\[
= \frac{(-aq) \infty}{(q) \infty} \left( \sum_{n=0}^{\infty} (-1)^n a^n q^{kn^2+n(k+1)} (-1/a)_n q^{-in} + aq^{-(i-1)n} \right)
- \sum_{n=0}^{\infty} (-1)^n a^n q^{kn^2+n(k+1)} (-1/a)_n (q^{(n+1)i} + aq^{(n+1)(i-1)+1})
\]
\[
= \frac{(-aq) \infty}{(q) \infty} \left( \sum_{n=0}^{\infty} (-1)^n a^n q^{kn^2+n(k+1-i)} (-1/a)_n \right)
- \sum_{n=0}^{\infty} (-1)^n a^n q^{kn^2+n(k+i)+1} (-1/a)_{n+1}
\]
\[
= \frac{(-aq) \infty}{(q) \infty} \left( \sum_{n=0}^{\infty} (-1)^n a^n q^{kn^2+n(k+1-i)} (-1/a)_n \right)
+ \sum_{n=-\infty}^{1} (-1)^n a^n q^{kn^2+n(k-i)} (-1/a)_{n+1}
\]
\[
= \frac{(-aq) \infty}{(q) \infty} \sum_{n=-\infty}^{\infty} (-1)^n a^n q^{kn^2+n(k+1-i)} (-1/a)_n
\]
\[= \overline{E}_{k,i}(a,q). \]

\[\square\]

5.2. A combinatorial proof. This part is a generalization of [14, Section 3]. We only give a sketch of the proof and details can be found in [15]. In this section we represent overpartitions by their multiplicity sequence \((f_0, f_1, f_2, \ldots)\). We include the multiplicity \(f_0\) to simplify the definitions, although it is always equal to 0.

We say that a sequence \((f_m, \ldots, f_{m+\ell})\) is a multuple (tuple of multiplicity) if
\[\bullet \ f_{m+\ell} > 0, \]
\[\bullet \ f_m \text{ is not overlined, and} \]
\[\bullet \ f_{m+p} \text{ is overlined for } 1 \leq p \leq \ell - 1. \]
The length of a multuple \((f_m, \ldots, f_{m+\ell})\) is \(\ell\) and its weight is \(\sum_{i=0}^{\ell} (m+i) f_{m+i}\). We divide a multiplicity sequence of an overpartition into multuples going from the right to the left. When we find a positive multiplicity, we close a parenthesis to its right. We look for the next non-overlined multiplicity to its left and open a parenthesis to the left of the multiplicity. The length of a multiplicity sequence is the sum of the length of its multuples. For partitions, the length is called the number of pairs of multiplicities [12]. For example if the overpartition has for multiplicity sequence \((0, 2, 0, 2, 1, 1)\), then its multuples are \(((0, 2), 0, (2, 1, 1))\). The first multuple has length 1 and the second 2. Therefore the length is 3.

We define a map \(F\) from multuples of weight \(n\) and length \(\ell\) to multiplicity sequences of weight \(n - \ell\) and length \(\ell\). Given a multuple \((f_m, \ldots, f_{m+\ell})\) then \(F(f_m, \ldots, f_{m+\ell})\) is computed with the following algorithm:
\[\bullet \ \text{if } f_{m+\ell} = \overline{1}, \text{ remove the overlining of } f_{m+\ell} \text{ and overline } f_m, \]
• else if $\ell > 1$, remove the overlining of $f_{m+\ell-1}$ and overline $f_m$.
• $f_{m+\ell} \leftarrow f_{m+\ell-1} - 1$, and
• $f_m \leftarrow f_m + 1$.

For example if $m = 1$ and the multiplet is $(1, \bar{1}, 3)$, we have $n = 12$, $\ell = 2$ and $F(1, \bar{1}, 3) = (2, 1, 2)$ whose weight is 10.

Let $\overline{B}_{k,i}(n, j, N)$ be the number of overpartitions counted by $\overline{B}_{k,i}(n, j)$ of length $N$. Let $\overline{B}_{k,i}(N) = \sum_{n,j} \overline{B}_{k,i}(n, j, N)q^n$. Now we divide the multiplicity sequence of an overpartition $\lambda \in \overline{B}_{k,i}(N)$ into multiplets going from the right to the left and we apply $F$ to each multiplet. We call the result $F(\lambda)$. If $F(\lambda)$ has a zero part, this part is discarded. Note that if $\lambda$ has weight $n$ and length $N$ then $F(\lambda)$ has weight $n - N$ and length $N$ or $N - 1$. For example, $\lambda = (0, (0, \overline{1}), (1, \overline{1}, \overline{3}))$ has weight 24 and length 3 and $F(0, (0, \overline{1}), (1, \overline{1}, \overline{3})) = (0, \overline{1}, 0, \overline{2}, 1, \overline{2})$ whose weight is 21 and length 3.

Let $\overline{g}_{k,i}(N)$ be the generating function for the overpartitions $\mu = F(\lambda)$ where $\lambda$ is an overpartition in $\overline{B}_{k,i+1}(N)$ and has a multiplet $(f_0, \ldots, f_\ell)$ with $\ell = 1$ and $f_\ell \neq 1$.

**Proposition 5.3.** Let $\lambda$ be an overpartition in $\overline{g}_{k,i}(N)$ with $N > 0$. Then

- $\lambda$ is an overpartition of $n$ and has a multiplet $(f_0, \ldots, f_\ell)$ with $\ell > 1$ or $f_\ell = 1$ if and only if $F(\lambda)$ is an overpartition of $n - N$, has one less overlined part than $\lambda$ and is in $\overline{B}_{k,i}(N - 1)$.
- $\lambda$ is an overpartition of $n$ and has a multiplet $(f_0, \ldots, f_\ell)$ with $\ell = 1$ and $f_\ell \neq 1$ if and only if $F(\lambda)$ is an overpartition of $n - N$, has one less overlined part than $\lambda$ and is in $\overline{B}_{k,i-1}(N)$.
- $\lambda$ is an overpartition of $n$ and has no multiplet $(f_0, \ldots, f_\ell)$ if and only if $F(\lambda)$ is an overpartition of $n - N$, has the same number of overlined parts as $\lambda$ and is in $\overline{B}_{k,i+1}(N)$.

Let $\lambda$ be an overpartition in $\overline{g}_{k,i}(N)$. Then

- $\lambda$ is an overpartition of $n$ and has a multiplet $(f_0, \ldots, f_\ell)$ with $\ell > 1$ or $f_\ell = 1$ if and only if $F(\lambda)$ is an overpartition of $n - N$, has one less overlined part than $\lambda$ and is in $\overline{B}_{k,i}(N - 1)$.
- $\lambda$ is an overpartition of $n$ and has a multiplet $(f_0, \ldots, f_\ell)$ with $\ell = 1$ and $f_\ell \neq 1$ and $F(\lambda)$ is an overpartition of $n - N$, has the same number of overlined parts as $\lambda$ and is in $\overline{g}_{k,i-1}(N)$.
- $\lambda$ is an overpartition of $n$ and has no multiplet $(f_0, \ldots, f_\ell)$ if and only if $F(\lambda)$ is an overpartition of $n - N + 1$, has the same number of overlined parts as $\lambda$ and is in $\overline{B}_{k,i+1}(N - 1)$.

**Proof.** The full proof requires lots of details and is given in [10]. We give here the first ingredient of the proof, that is, if $\lambda$ is an overpartition such that the condition $\forall \ell, f_\ell + f_{\ell+1} < k-1$ holds, then this condition still holds for $F(\lambda)$. Indeed the only successive multiplicities $f_m$ and $f_{m+1}$, where $f_m + f_{m+1}$ can increase are such that $f_m$ or $f_{m+1}$ is the leftmost entry of a multiplet. If it is $f_m$ then after the operation $f_m$ is now overlined and $f_m + f_{m+1} < k-1$ still holds. If it is $f_{m+1}$, then $f_m + f_{m+1}$ increases by one, only if $f_m = 0$ before the operation. We know that $f_m + 1 < k-1$ before the operation (as $f_m + f_{m+2} < k$ and $f_m + 2 > 0$) then $f_m + f_{m+1} < k$ still holds after the operation. $\square$

Note that $\overline{B}_{k,i}(0) = 1$ as the only overpartition of length 0 is the empty overpartition and that if an overpartition has a multiplet $(f_0, \ldots, f_\ell)$ then $i > 1$. The previous remark and proposition imply that:

\[
\begin{align*}
\overline{B}_{k,1}(N) &= q^N\overline{B}_{k,2}(N); \\
\overline{g}_{k,i}(N) &= q^N[\overline{g}_{k,i+1}(N) + \overline{g}_{k,i-1}(N)] + a\overline{B}_{k,i}(N - 1), \text{ if } 1 < i \leq k; \\
\overline{g}_{k,1}(N) &= q^N\overline{B}_{k,2}(N - 1); \\
\overline{g}_{k,i}(N) &= q^{N-i}q^N\overline{B}_{k,i+1}(N - 1) + q^N[\overline{g}_{k,i-1}(N) + aq^N\overline{B}_{k,i}(N - 1)], \text{ if } 1 < i < k; \\
\overline{g}_{k,i}(0) &= 1.
\end{align*}
\]
Now we have all the ingredients to prove Proposition 5.1. We remark that $\mathbf{B}_{k,k+1}(N) = \mathbf{B}_{k,k}(N)$ and we set $\Gamma_{k,i}(N) = \mathbf{B}_{k,i}(N) + a\mathbf{B}_{k,i+1}(N-1)$ if $i > 0$ and 0 otherwise. Then
\[
\begin{align*}
\mathbf{B}_{k,i}(N) &= q^N (\mathbf{B}_{k,i+1}(N) + \Gamma_{k,i-1}(N)), \text{ if } i < k; \\
\mathbf{B}_{k,k}(N) &= \Gamma_{k,k-1}(N)/(1-q^N); \\
\Gamma_{k,i}(N) &= (a + q^{N-1})\mathbf{B}_{k,i+1}(N-1) + q^N \Gamma_{k,i-1}(N), \text{ if } i > 0; \\
\mathbf{B}_{k,i}(0) &= 1; \\
\Gamma_{k,0}(N) &= 0.
\end{align*}
\]
These are the recurrences proven in Proposition 6.1. Therefore $\mathbf{B}_{k,i}(N) = \mathbf{E}_{k,i}(N)$ and Proposition 5.1 is proved.

6. PATHS AND SUCCESSIVE DURFEE SQUARES

We prove in this section that
\[
(6.1) \quad \mathbf{E}_{k,i}(a,q) = \sum_{n_1 \geq \cdots \geq n_{k-1} \geq 0} \frac{q^{\binom{n_1+1}{2} + n_2^2 + \cdots + n_{k-1}^2 + n_i + \cdots + n_k}(-1/a)_n a^{n_1}}{(q)_{n_1-n_2} \cdots (q)_{n_{k-2}-n_{k-1}} (q)_{n_{k-1}}}. 
\]
This gives the case $\mathbf{E}_{k,i}(n,j) = \mathbf{D}_{k,i}(n,j)$ of Theorem 6.4 as the right hand side of Equation (6.1) is the generating function for the overpartitions counted by $\mathbf{D}_{k,i}(n,j)$ (see Equation (2.1)). We give an analytical and a combinatorial proof.

6.1. An analytical proof. We use the Bailey lattice structure from 5 to transform (6.1) into (6.3). Recall that a pair of sequences $(\alpha_n, \beta_n)$ form a Bailey pair with respect to $a$ if for all $n \geq 0$ we have
\[
\beta_n = \sum_{r=0}^n \frac{\alpha_r}{(q)_{n-r}(aq)_{n+r}}.
\]
We need the following lemma which is a special case of (3.8) in [1].

Lemma 6.1. If $(\alpha_n, \beta_n)$ is a Bailey pair with respect to $q$, then for all $0 \leq i \leq k$ we have
\[
(6.2) \quad \frac{1}{(q,-aq)_\infty} \times \sum_{n_1 \geq \cdots \geq n_k \geq 0} \frac{q^{\binom{n_1+1}{2} + n_2^2 + \cdots + n_{k-1}^2 + n_i + \cdots + n_k}(-1/a)_n a^{n_1}}{(q)_{n_1-n_2} \cdots (q)_{n_{k-2}-n_{k-1}} (q)_{n_{k-1}}} \beta_n
\]
\[
= \frac{\alpha_0}{(q)_\infty^2} + \frac{1}{(q)_\infty^2} \sum_{n \geq 1} \frac{(-1/a)_n a^n q^{(n^2-n)(i-1/2)+i n (1-q)}}{(-aq)_n} \times \left( \frac{q^{(n^2+n)(k-i)}}{(1-q^{2n+1})} \alpha_n - \frac{q^{((n-1)^2+(n-1)(k-i)+2n-1)}}{(1-q^{2n-1})} \alpha_{n-1} \right)
\]

Proof. We set $a = q$, $\rho_1 = -1/a$, and then let $n$ as well as all remaining $\rho_i$ and $\sigma_i$ tend to $\infty$ in (3.8) of [1] to obtain (6.2).

Proof of (6.3). We use the Bailey pair with respect to $q$ [7, p.468, (B3)],
\[
\beta_n = \frac{1}{(q)_\infty} \quad \text{and} \quad \alpha_n = \frac{(-1)^n q^{n+1}(1-q^{2n+1})}{(1-q)}.
\]
Substituting into Lemma 6.1 and simplifying, we obtain
\[
\sum_{n_1 \geq \cdots \geq n_k \geq 0} q^{n_1^2 + n_2^2 + \cdots + n_k^2 + n_{k+1} + \cdots + n_k} (-1/a)_{n_1} a^{n_1}
\]
\[
= \frac{(-aq)_{\infty}}{(q)_{\infty}} \left( 1 + \sum_{n=1}^{\infty} q^{(k+1)n^2 + (k-i+1)n} (-a)_n (-1/a)_n \right)
\]
\[
= \frac{(-aq)_{\infty}}{(q)_{\infty}} \left( 1 + \sum_{n=1}^{\infty} q^{(k+1)n^2 + (k-i+1)n} (-a)_n (-1/a)_n \right) + \frac{(-1)}{(-aq)_n} q^{(k+1)n^2 + (k-i+1)n} (-a)_n (-1/a)_n \right).
\]
Repeating k by k − 1 and i by i − 1 gives (6.3).

6.2. A combinatorial proof. We will use and generalize the notion of relative height of a peak. This notion was defined by Bressoud in [14] for paths with no South steps and a simpler version of the definition was given in [10]. We adapt this definition for the paths with South steps.

Definition 6.2. The relative height of a peak (x, y) is the largest integer h for which we can find two vertices on the path, (x′, y − h) and (x″, y − h), such that x′ < x ≤ x″ and such that between these two vertices there are no peaks of height > y and every peak of height y has abscissa ≥ x.

The original definition was the same except x ≤ x″ was x < x″. Indeed when there are no South steps the case x = x″ is impossible.

For example, the relative heights in the path from Figure 9 are, from left to right: 1, 2, 1, 4, 3, 2.

![Figure 9](image)

Figure 9. An example of a path and its relative heights.

We will prove here that

Proposition 6.3. The coefficient of $q^n a^t$ in
\[
q^{n^2 + n_{k-1}^2 + \cdots + n_2^2 + n_1^2 + n_{k+1} + \cdots + n_k} (-1/a)_{n_1} a^{n_1}
\]
is the number of paths with major index n and ℓ South steps, starting at height k − i, whose height is less than k and having nj peaks of relative height ≥ j for 1 ≤ j ≤ k − 1. Therefore,
\[
\sum_{n_1 \geq \cdots \geq n_{k-1} \geq 0} q^{n_1^2 + n_2^2 + \cdots + n_k^2 + n_{k+1} + \cdots + n_k} (-1/a)_{n_1} a^{n_1} = \mathcal{E}_{k,i}(a, q).
\]

To prove this proposition we will use a result of Bressoud [14].

Lemma 6.4. The coefficient of $q^n$ in
\[
q^{n^2 + n_{k-1}^2 + \cdots + n_2^2 + n_1^2 + n_{k+1} + \cdots + n_k} \frac{(-1)}{(q)_{n_1-2} \cdots (q)_{n_{k-2}-n_{k-1}} (q)_{n_{k-1}}} \]
is the number of paths with major index n, no South steps, starting at height k − i, whose height is less than k and having nj peaks of relative height ≥ j for 1 ≤ j ≤ k − 1.
An example of such a path, taken from [14], is shown on Figure 10. For that path, we have $k = 4$, $i = 1$, $n_1 = 3$, $n_2 = 1$ and $n_3 = 1$.

![Figure 10](image)

**Figure 10.** Another example of a path and its relative heights.

We can now move on to the proof of Proposition 6.3.

**Proof.** We generalize the argument of Bressoud in [14]. Consider a path with no South steps that starts at height $k - i$, whose height is less than $k - 1$ and that has $n_j$ peaks of relative height $\geq j - 1$ for $2 \leq j \leq k - 1$. By Lemma 6.4, such paths are counted by

\begin{equation}
\mathcal{P}_{k,i}(q) = \frac{q^{n_2^2 + \cdots + n_{k-1}^2 + n_i + \cdots + n_k - 1}}{(q)_{n_2-n_3} \cdots (q)_{n_k-n_{k-1}} (q)_{n_k-1}}
\end{equation}

where $2 \leq i \leq k$. Note that we have replaced $n_j$ by $n_j + 1$ so that the terms in $n_1$ should be introduced by the algorithm described below, which will then give us the generating function in the same form as in (6.3).

For any given $k \geq 2$ and $i$ such that $1 \leq i \leq k$, we describe an algorithm which generates a path counted by (6.4) from a path counted by $\mathcal{P}_{k,i}(q)$ if $i \geq 2$ or $\mathcal{P}_{k,2}(q)$ if $i = 1$, a partition $\lambda$ into distinct parts which lie in $[0, n_1 - 1]$ and a partition $b$ into $n_1 - n_2$ nonnegative parts.

We will need to prove that this construction is uniquely reversible, that the algorithm generates all of our paths, that the distribution of relative heights is not modified (except at the first step where all the peaks will be raised by one) and that the algorithm affects the generating function in the appropriate way.

We first perform a “volcanic uplift” by inserting a NES peak at each peak (see Figure 11). This increases all the relative height by one.

![Figure 11](image)

**Figure 11.** Effect of the volcanic uplift on the path from Figure 10.

We then insert $n_1 - n_2$ NES peaks at the beginning of the path (see Figure 12). Note that all these peaks have relative height one and that they are the only peaks of relative height one since the volcanic uplift has increased all the relative heights by one.

![Figure 12](image)

**Figure 12.** After adding the $n_1 - n_2 = 4$ NES peaks of relative height one to the path from Figure 11.

If $i = 1$, we introduce an extra SE step at the beginning of the path, from $(0, k - 1)$ to $(1, k - 2)$. Now if $\lambda$ contains a part $j - 1$ ($1 \leq j \leq n_1$), we transform the $j$th NES peak from the right into a NESE peak (see Figure 13). Finally, for $1 \leq j \leq n_1 - n_2$, we move the $j$th peak of relative height one from the right $b_j$ times according to the rules illustrated in Figure 14.
Figure 13. Effect of transforming some NES peaks into NESE peaks in the path from Figure 12. In this example, $\lambda = (5, 4, 3, 1)$.

Figure 14. The rules for moving peaks of relative height one.

Figure 15. We want to move the leftmost peak to the right twice, but after the first move, we come up against a sequence of adjacent peaks. We then move the rightmost peak in this sequence.

When we move a peak, it can meet the next peak to the right. We say that a peak $(x, y)$ meets a peak $(x', y')$ if

$$x' - x = \begin{cases} 
2 & \text{if } (x, y) \text{ is a NESE peak} \\
1 & \text{if } (x, y) \text{ is a NES peak}
\end{cases}$$

If this happens, we abandon the peak we have been moving and move the next peak to the right. If we come up against a sequence of adjacent peaks, we move the rightmost peak in the sequence (see Figure 15).

To conclude the proof, we must show that the distribution of relative heights is not modified by the operations of Figure 14 (Proposition 6.5), that the construction procedure is uniquely reversible (Proposition 6.6), that we generate all of our paths (Proposition 6.7), and that the algorithm affects the generating function in the appropriate way (Proposition 6.8). □

Proposition 6.5. The operations of Figure 14 preserve the number of peaks of relative height $\geq j$ for all $j$.

Proof. Let us show it for each operation. We call $p$ the peak which is moved. Remember that before the move, the relative height of $p$ is 1.

For operations 1 and 4, the relative height of $p$ clearly remains 1 after the move. The other peaks are not affected and their relative heights are therefore not modified.

For operations 2 and 5, it can be easily shown that the relative height of $p$ remains 1 (see Figure 16 for an example) unless it meets a peak, in which case the two peaks will swap their relative heights (see Figure 17 for an example). In both cases, the relative heights of the other peaks are not modified.

For operations 3 and 6, the relative height of $p$ will clearly remain 1 since the peak located to its left has a larger (or equal) height (see Figure 18).
Proposition 6.6. The construction used in the proof of Proposition 6.3 is uniquely reversible.

Proof. We describe the algorithm to undo the algorithm used to prove Proposition 6.3. We start with a path counted by \((6.3)\).

We first have to move the peaks of relative height 1 to the left. We begin with the leftmost of these peaks and we move it to the left end of the path. If, during this move, our peak becomes adjacent to another peak, we abandon the peak we have been moving and we move the peak to its left (we do the same if we come up against a sequence of contiguous peaks). The number of moves we had to perform to bring the peak to the beginning of the path gives us \(b_1\). We proceed similarly for the other peaks of relative height 1, which gives us a partition \(b\) into \(n_1 - n_2\) parts \(\geq 0\). Note that we can do this because of Proposition 6.5: since the number of peaks of relative height 1 is preserved when we move the peaks, the peaks of relative height 1 in the path counted by \((6.3)\) correspond to those which were added by the volcanic uplift and the subsequent insertion of peaks.

At this step, among the \(n_1\) peaks, some are NESE peaks. We transform these NESE peaks into NES peaks: if the \(j\)th peak from the right was transformed, it gives a part \(j - 1\) in \(\lambda\).

If \(i = 1\), we remove the first South-East step of the path. Finally, we remove the \(n_1 - n_2\) NES peaks at the beginning of the path and we decrease by 1 the height of the remaining peaks by removing the NES peaks. The resulting path is counted by \(\mathcal{P}_{k,2}(q)\) if \(i = 1\) and by \(\mathcal{P}_{k,i}(q)\) otherwise.

Proposition 6.7. Any path in \(\mathcal{E}_{k,i}(n, j)\) can be generated by our algorithm.

Proof. This is easy to see using the reverse algorithm described in the proof of Proposition 6.6. That algorithm can be applied to any path \(P\) counted by \((6.3)\) and gives a Bressoud path \(P'\) (i.e. a path counted by \((6.4)\)). If we apply the direct algorithm to \(P'\), we will obtain our initial path \(P\) counted by \((6.3)\). Thus, for any path \(P\) in \(\mathcal{E}_{k,i}(n, j)\), there exists a Bressoud path \(P'\) which gives that path.

Proposition 6.8. Our algorithm affects the generating function in the appropriate way.

Proof. The volcanic uplift increases the major index of the path by

\[
1 + 2 + \cdots + n_2 = \binom{n_2 + 1}{2}
\]

and the relative height of each peak by one. Moreover, the \(n_2\) NES peaks introduce a factor \(a^{n_2}\).
The new peaks introduced after the uplift have total major index \( (n_1 - n_2 + 1) \) and they increase the abscissa of each of the old peaks by \( n_1 - n_2 \). Since they are NES peaks, they also give a factor \( a^{n_1 - n_2} \). Altogether, the two operations introduce a factor
\[
q^{n_1 + 1/n_2} a^{n_2} \times q^{n_1 - n_2 + 1/n_2} a^{n_1 - n_2} = q^{n_1 + 1/n_2} a^{n_1}.
\]

If \( i = 1 \), we add an extra SE step at the beginning of the path, which introduces a factor \( q^{n_1} \).

Transforming the \( j \)th peak from the right into a NESE peak increases the major index of the path by \( j - 1 \) because the \( j - 1 \) rightmost peaks are shifted by 1 to the right. We do that if there is a part \( j - 1 \) in \( \lambda \); altogether, the major index of the path increases precisely by the size of \( \lambda \), which is a partition into distinct parts in \([0, n_1 - 1]\). Since we transform a NES peak into a NESE peak for each part of \( \lambda \), this step introduces a factor \( (-1/a)_{n_2} \).

Finally, when we move the \( j \)th peak of relative height one from the right by \( b_j \) times, we increase the abscissa of the path by \( b_j \). Altogether, the major index of the path increases precisely by the size of \( b = (b_1, b_2, \ldots, b_{n_1 - n_2}) \), which is a partition into \( n_1 - n_2 \) nonnegative parts. Such partitions are counted by
\[
\frac{1}{(q)_{n_1 - n_2}}.
\]

The multiple series in Proposition 6.3 can be re-expressed as (2.1), which is the generating function for overpartitions with \( i - 1 \) successive Durfee squares followed by \( k - i \) successive Durfee rectangles, the first one being a generalized Durfee square/rectangle.

7. NEW PARTITION THEOREMS

We first prove Corollary 1.6 and then extract its combinatorial information.

7.1. Proof of Corollary 1.6. We recall here the Jacobi Triple Product identity (JTP) given in equation (1.2):
\[
\left(-1/z, -zq, q/z\right)_\infty = \sum_{n=-\infty}^{\infty} z^n q^{(n+1)/2},
\]
and the result of Theorem 1.5:
\[
E_{k,i}(a,q) = \frac{(-aq)\infty}{(q)\infty} \sum_{n=-\infty}^{\infty} (-1)^n a^n q^{2k(n+1)/2 - n(i-1)} \frac{(-1/a)_{n}}{(-aq)_{n}}.
\]

We first prove (1.3). Using Theorem 1.5, we get
\[
E_{k,i}(0,q) = \frac{1}{(q)\infty} \sum_{n=-\infty}^{\infty} (-1)^n q^{2k+1} q^{n/2} - ni.
\]

We substitute \( q \rightarrow q^{2k+1}, z \rightarrow -q^{-i} \) in (1.2) and get
\[
E_{k,i}(0,q) = \frac{q^{i+1}(q^{2k+1}; q^{2k+1})}{(q)\infty}.
\]

Second we prove (1.4). Using Theorem 1.5, we get
\[
E_{k,i}(1/q,q^2) = \frac{(-q; q^2)\infty}{(q^2; q^2)\infty} \sum_{n=-\infty}^{\infty} (-1)^n q^{2k(n+1)/2 - n(2i-1)}.
\]

We substitute \( q \rightarrow q^{4k}, z \rightarrow -q^{-2i+1} \) in (1.2) and get
\[
E_{k,i}(1/q,q^2) = \frac{q^4(1-q^{4k-1}; q^{4k}; q^{4k})}{(q)\infty}.
\]

Third we prove (1.3). Using Theorem 1.5, we get
\[
E_{k,i}(1,q) = \frac{(-q)\infty}{(q)\infty} \sum_{n=-\infty}^{\infty} (-1)^n q^{2k(n+1)/2 - n(i-1)} \frac{2}{1 + q^n}.
\]
Writing half of this series twice, once with $n$ and once with $-n$, we have
\[
\mathcal{E}_{k,i}(1, q) = \frac{(-q)_{\infty}}{(q)_{\infty}} \left( \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1) + n(i-2k)} \frac{q^n}{1 + q^n} + \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)+n(i+2k)} \frac{1}{1 + q^n} \right)
\]
Therefore
\[
\mathcal{E}_{k,k}(1, q) = \frac{(-q)_{\infty}}{(q)_{\infty}} \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)-nk};
\]
and for $i < k$
\[
\mathcal{E}_{k,i}(1, q) = \frac{(-q)_{\infty}}{(q)_{\infty}} \left( \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)-ni} - \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)-n(i+1)} \frac{q^n}{1 + q^n} \right)
\]
\[
\quad + \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)+n(i-2k)} - \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)+n(i+1-2k)} \frac{1}{1 + q^n} \right)
\]
\[
= \frac{(-q)_{\infty}}{(q)_{\infty}} \left( \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)}(q^{-ni} + q^{n(i-2k)}) - \mathcal{E}_{k,i+1}(1, q) \right)
\]
\[
= \frac{(-q)_{\infty}}{(q)_{\infty}} \sum_{j=0}^{2(k-i)} (-1)^j \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)-n(i+j)}.
\]

We substitute $q \rightarrow q^{2k}$, $z \rightarrow -q^{-1-j}$ in (1.2) and get
\[
\mathcal{E}_{k,i}(1, q) = \frac{(-q)_{\infty}}{(q)_{\infty}} \sum_{j=0}^{2(k-i)} (-1)^j(q^{i+j}, q^{2k-i-j}, q^{2k}_{\infty}).
\]

Finally we prove (1.4).
\[
\mathcal{E}_{k,i}(1/q, q) = \frac{(-1)_{\infty}}{(q)_{\infty}} \sum_{n=-\infty}^{\infty} (-1)^n q^{2(n+1)-ni} \frac{1 + q^n}{2}.
\]

We substitute $q \rightarrow q^{2k}$, $z \rightarrow -q^{-1}$ and $q \rightarrow q^{2k}$, $z \rightarrow -q^{-1+i}$ in (1.2) and get
\[
\mathcal{E}_{k,i}(1/q, q) = \frac{(-q)_{\infty}}{(q)_{\infty}} (q^{i}, q^{2k-i}, q^{2k}; q^{2k}_{\infty}) + (q^{i-1}, q^{2k-i+1}, q^{2k}; q^{2k}_{\infty}).
\]

Now we give some combinatorial interpretation of Equations (1.4), (1.5) and (1.6).

7.2. 2-modular diagrams. We state in details the result for the Andrews’ generalization of the Gordon-\nGöllnitz identities which correspond to equation (L.3) of Corollary [L.4] The coefficient of $q^n$ in this equation is the number of partitions of $n$ with parts not congruent to 2 mod 4 and 0, ±(2i − 1) mod 4k. We make the change of variable $q \rightarrow q^2$ and $a \rightarrow 1/q$ in Theorem [L.3] and interpret it combinatorially in terms of 2-modular diagrams defined in Section 2. There exists an easy bijection $\phi$ between 2-modular diagrams of weight $n$ with $j$ ones and overpartitions of $(n+j)/2$ with $j$ overlaid parts. This bijection consists of erasing any 2 of the modular diagram and changing any 1 to a marked corner. With this bijection in hand, the successive ranks (resp. Durfee dissection) of a 2-modular diagram $\mu$ are the successive ranks (resp. Durfee dissection) of the corresponding overpartition $\phi(\mu)$.

Proposition 7.1. All the following are equal:

- The number of partitions of $n$ with parts not congruent to 2 mod 4 and 0, ±(2i − 1) mod 4k;
- The number of partitions of $n$ of the form $(\lambda_1, \lambda_2, \ldots, \lambda_s)$ with unrepeated odd parts, where $\lambda_i - \lambda_i+1 \geq 3$ if $\lambda_i+1$ is even and 2 otherwise; and $f_1 + f_2 < i$;
- The number of 2-modular diagrams of $n$ whose successive ranks lie in $[-i + 2, 2k - i - 1]$;
- The number of 2-modular diagrams of $n$ with $i - 1$ successive Durfee squares followed by $k - i$ successive Durfee rectangles, the first one being a generalized Durfee square/rectangle.
• The number of paths that use four kinds of unitary steps with special \((k,i)\)-conditions where \(n\) is twice the sum of the \(x\)-coordinates of the peaks minus the number of South steps.

**Remark.** The first two parts of the theorem are the Andrews’ generalization of the Gordon-Göllnitz identities. The interpretation in terms of successive ranks and Durfee dissection is new to our knowledge.

### 7.3. Superpartitions

We give new partition theorems related to Gordon’s theorems for overpartitions [2] which are the combinatorial interpretation of the case \(i = k\) of equation (1.3) and \(i = 1\) of equation (1.4). We now interpret combinatorially equations (1.3) and (1.4). Superpartitions [21] are overpartitions where the first occurrence of a part can be overlined and the part \(0\) can appear. Let \(\overline{\mathcal{B}}_{k,i}(n)\) be the number of overpartitions of \(n\) of the form \((\lambda_1, \lambda_2, \ldots, \lambda_s)\), where \(\lambda_1 > \lambda_{l+k-1} \geq 1\) if \(\lambda_{l+k-1}\) is overlined and \(\lambda_1 - \lambda_{l+k-1} \geq 2\) otherwise and at most \(i = 1\) parts are equal to 1.

**Theorem 7.2.** For \(1 \leq i \leq k - 1\), the number of overpartitions counted by \(\overline{\mathcal{B}}_{k,i}(n)\) plus the number of overpartitions counted by \(\overline{\mathcal{B}}_{k,i+1}(n)\) is equal to the number of superpartitions where the non-overlined parts are not congruent to 0, \(\pm i\) modulo \(2k\).

**Proof.** Theorem 1.4 tells us that \(\overline{\mathcal{B}}_{k,i}(1) + \overline{\mathcal{B}}_{k,i+1}(1)\) is the coefficient of \(q^n\) of \(\mathcal{E}_{k,i}(1,q) + \mathcal{E}_{k,i+1}(1,q)\).

Thanks to equation (1.4), we know that

\[
\mathcal{E}_{k,i}(1,q) + \mathcal{E}_{k,i+1}(1,q) = \left(\frac{-q}{q}\right)_\infty \left(\frac{q}{q}\right)_\infty \sum_{j=0}^{2(k-i)} (-1)^j (q^{i+j}, q^{2k-i-j}; q^{2k})_\infty + \sum_{j=0}^{2(k-i-1)} (-1)^j (q^{i+j+1}, q^{2k-i-j-1}; q^{2k})_\infty \right)
\]

\[
= \left(\frac{-q}{q}\right)_\infty \left(\frac{q}{q}\right)_\infty \sum_{j=0}^{2(k-i)} (-1)^j (q^{i+j}, q^{2k-i-j}; q^{2k})_\infty - \sum_{j=1}^{2(k-i)-1} (-1)^j (q^{i+j+1}, q^{2k-i-j-1}; q^{2k})_\infty \right)
\]

This implies that all the overlined parts in Theorem 1.4 are decreased by one and the result follows.

**Theorem 7.3.** For \(2 \leq i \leq k - 1\), the number of superpartitions of \(n\) of the form \((\lambda_1, \lambda_2, \ldots, \lambda_s)\), where \(\lambda_1 > \lambda_{l+k-1} \geq 1\) if \(\lambda_{l+k-1}\) is overlined and \(\lambda_1 - \lambda_{l+k-1} \geq 2\) otherwise and where the number of non-overlined ones plus the number of \(0\) is at most \(i - 1\) is equal to the number of overpartitions of \(n\) where the non-overlined parts are not congruent to 0, \(\pm i\) modulo \(2k\) plus the number of overpartitions of \(n\) where the non-overlined parts are not congruent to 0, \(\pm (i-1)\) modulo \(2k\).

**Proof.** We interpret combinatorially the coefficient of \(q^n\) in equation (1.4). This is the number of overpartitions of \(n\) where the non-overlined parts are not congruent to \(0, \pm i\) modulo \(2k\) plus the number of overpartitions of \(n\) where the non-overlined parts are not congruent to \(0, \pm (i-1)\) modulo \(2k\). Note that this is the interpretation of \(\mathcal{E}_{k,i}(1/q, q)\). This implies that all the overlined parts in Theorem 1.4 are decreased by one and the result follows.

### 8. Conclusion

We showed in this work how the combinatorial interpretation of the Andrews-Gordon identities can be generalized to the case of overpartitions, when the combinatorial statistics (successive ranks, generalized Durfee square, length of the multiplicity sequence) are defined properly. There exist other generalizations of the Rogers-Ramanujan identities, see for example [15]. It was shown that the combinatorial interpretation in terms of lattice paths can also be done for these identities [3, 4, 16, 17]. Our work can also be extended in that direction and the results are presented in [28]. Recently Lovejoy and the second author have shown how to generalize the results presented in this paper and in the paper [26] to overpair pairs. This work appears in [5]. Finally there exists an extension of the concept of successive ranks for partitions due to Andrews, Baxter, Bressoud, Burge, Forrester and Viennot [5] and our goal now is to extend that notion to overpartitions.
OVERPARTITIONS, LATTICE PATHS, AND ROGERS-RAMANUJAN IDENTITIES
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