Tunneling conductance in two-dimensional junctions between a normal metal and a ferromagnetic Rashba metal
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We have studied charge transport in ferromagnetic Rashba metal (FRM), where both Rashba type spin-orbit coupling (RSOC) and exchange coupling coexist. It has nontrivial metallic states, \emph{i.e.}, normal Rashba metal (NRM), anomalous Rashba metal (ARM), and Rashba ring metal (RRM), and they are manipulated by tuning the Fermi level with an applied gate voltage. We theoretically studied tunneling conductance \((G)\) in a normal metal / FRM junction by changing the Fermi level via an applied gate voltage \((V_g)\) on the FRM. We found a wide variation in the \(V_g\) dependence of \(G\), which depends on the metallic states. In NRM, the \(V_g\) dependence of \(G\) is the same as that in a conventional two-dimensional system. However, in ARM, the \(V_g\) dependence of \(G\) is similar to that in a conventional one (two)-dimensional system for a large (small) RSOC. Furthermore, in RRM, which is generated by a large RSOC, the \(V_g\) dependence of \(G\) is similar to that in the one-dimensional system. In addition, these anomalous properties stem from the density of states in ARM and RRM caused by the large RSOC and exchange coupling rather than the spin-momentum locking of RSO.

I. INTRODUCTION

Rashba type spin-orbit coupling (RSOC), which has promising potential for controlling charge transport, has properties of spin-momentum locking and breaking the spin degeneracy of energy bands. The former properties become prominent on the surface of topological insulators (TI)\(^{1,2}\). The latter properties directly reflect on the charge transport in tunneling junctions\(^{12,13}\). For example, a metallic junction with RSOC provides an intriguing tunneling conductance, which depends on the applied gate voltage \((V_g)\), namely, the position of the Fermi level\(^{12,13}\). The \(V_g\) dependence of conductance \(G(V_g)\) is based on whether the Fermi level crosses two spin-split bands \(E_+\) and \(E_-\), or only \(E_-\) [see in Fig. 1(a)]\(^{12,13}\). Current topic of spintronics is to study charge transport in the presence of spin-orbit coupling with magnetization or an applied magnetic field\(^{14-20}\).

The simultaneous existence of RSOC and exchange coupling of magnetization \((M)\) generates three types of metallic states. We call this metallic system a ferromagnetic Rashba metal (FRM). These three states have different configurations at the Fermi surface. (i) The first case appears when the Fermi level crosses the two bands \(E_{\pm}\). In this case, there are inner and outer spin-dependent Fermi surfaces, as shown in Fig. 1(d). We call this normal Rashba metal (NRM). (ii) The second state is realized when the Fermi level crosses only the \(E_-\) band. The number of spin-split Fermi surfaces becomes one, as shown in Figs. 1(b)-(c) and Fig. 1(e). This state is called anomalous Rashba metal (ARM)\(^{22}\). (iii) The third state occurs when the Fermi level is located below \(E_+\) \((k = 0)\). We call this states Rashba ring metal (RRM). Remarkably, the shape of the region of the occupied states in the momentum space in the RRM is different from that in the NRM as well as the ARM; the corresponding regions in RRM and NRM are ring- and disc-shaped, respectively. Therefore, the energy dependence of the DOS is dramatically different for each state, and it is expected that changing the states could affect physical phenomena directly.

It should be noted that in the presence of magnetization, the RRM appears in the case where the energy scale of the RSOC is larger than that of \(M\) [see Figs. 1(b) and 1(c)]. Although the presence of the RRM requires the system to host a large RSOC, recent experiments have been reported on two-dimensional (2D) systems with large RSOC and magnetization, e.g., the heterostructure of Pt/Co/Al-oxides\(^{26}\). Therefore, the RRM and ARM in a FRM can be realized by tuning the Fermi level with an applied gate voltage in thin layered heterostructures.

In this paper, we describe the gate voltage dependence of the tunneling conductance \(G(V_g)\) in a 2D normal metal (NM)/FRM tunneling junction, when the magnetization of the FRM is along the out-of-plane direction. We found a wide variation in the \(V_g\) dependence of the conductance in NRM, ARM, and RRM. In particular, although we studied 2D systems, the obtained results in ARM and RRM are similar to those in conventional one-dimensional (1D) systems. It is noted that the 1D-like features emerge in the 2D junctions by tuning the Fermi level. Additionally, we clarified that the anomalous properties stem from the DOS in ARM and RRM rather than the spin-momentum locking of RSOC. These results could be useful when we use materials in ARM and RRM.

The organization of this paper is as follows. In Sect. II we present FRM, a model of the NM/FRM junctions and a method to calculate \(G(V_g)\). In Sect. III we show the \(V_g\) dependence of \(G\) in various cases. In Sect. IV to explain the origin of the anomalous \(V_g\) dependence, we discuss the systematic change of the DOS in NRM, ARM, and RRM. In Sect. V we summarize the results and discuss a way to experimentally detect the anomalous tunneling conductance.
The dispersion can be classified into three cases: (i) $M = 0$, (ii) $0 < M < 2E_{\alpha}$, and (iii) $M \geq 2E_{\alpha}$ as shown in Figs. 1(a)-(c). Here, $E_{\alpha} = m_{F}\alpha^{2}/(2\hbar^{2})$ is a Rashba energy. In case (i), RSOC lifts the spin degeneracy except for $k = \pm \frac{\pi}{a}$, and the energy dispersion splits into two branches. The $E_{-}$ branch has an annular minimum at $k = \sqrt{2m_{F}E_{\alpha}/\hbar}$. In case (ii), the two branches perfectly split because of the presence of $M$. The $E_{-}$ branch has an annular minimum for $k = \sqrt{2m_{F}(E_{\alpha} - E_{F})/\hbar}$, which is affected by $E_{c} = \hbar^{2}M^{2}/(2m_{F}\alpha^{2})$. In case (iii), the $E_{-}$ branch has a minimum at $k = 0$.

The spin structure at the Fermi surface depends on the position of the Fermi level, because of the RSOC and $M$. As a result, generated spin structures are specific for NRM, ARM, and RRM [see Figs. 1(d)-(f)]. In NRM, there are two Fermi surfaces with almost opposite spin directions. In ARM, the inner Fermi surface disappears. In RRM, the inner and outer Fermi surfaces take the almost same spin structure.

B. NM/FRM junction

We consider the tunneling conductance $G$ in NM/FRM junctions. In the FRM region (right side of the junction), both RSOC and exchange coupling exist; We assume that a nonzero RSOC is generated by inversion symmetry breaking along the out-of-plane direction because of an internal or external electric field of the applied gate voltage $V_{g}$. Exchange coupling $M$ is caused by the magnetization, which is along the out-of-plane direction. The Fermi level in FRM can be tuned by using the applied gate voltage $V_{g}$. The gate voltage plays a role in shifting the spin-split energy band of FRM, as illustrated in Fig. 2(b). This gate voltage is assumed to affect only the FRM. On the left side of the junction, RSOC, $M$, and $V_{g}$ are absent. A bias voltage $V$ is applied on the NM, and its magnitude is much smaller than that of Fermi energy $E_{F}$. At the interface between NM and FRM, a delta-function type of tunneling barrier is assumed. It is also supposed that the interface is ideally a flat interface, and the $y$ component of momentum of the wave function is conserved.

The Hamiltonian model in the junction can be described as

$$H = \frac{\hbar^{2}k^{2}}{2m_{N}}\theta(-x) + U\delta(x) + (H_{FRM} + eV_{g})\theta(x),$$

where $\theta$ and $\delta$ are the Heaviside step function and delta function, respectively. The first term in Eq. 3 denotes the kinetic energy of the left side of the junction ($x < 0$) given by $\hbar^{2}k^{2}/(2m_{N})$, and $m_{N}$ is the effective mass of the NM. The second term $U\delta(x)$ indicates the tunneling barrier. $U$ is the strength of the tunneling barrier. The third term $H_{FRM}$ expresses the effective Hamiltonian of FRM with the gate voltage in the right side of the junction ($x > 0$). $eV_{g} \geq 0$ is a potential caused by the gate.

II. MODEL

A. Ferromagnetic Rashba metal (FRM)

We introduce a system of FRM. Its effective Hamiltonian is described as

$$H_{FRM} = \frac{\hbar^{2}k^{2}}{2m_{F}} + \alpha(k \times \sigma)_{z} - M\sigma_{z},$$

with $k = (k_{x}, k_{y})$ and $k^{2} = k_{x}^{2} + k_{y}^{2}$. Here, $m_{F}$ is the effective mass of the FRM. The first term expresses the kinetic energy. The second term denotes the RSOC; $\alpha$ is the strength of the RSOC. The third term $M\sigma_{z}$ denotes the exchange coupling. $\sigma$ is the Pauli matrices in spin space.

From this Hamiltonian, the energy dispersion becomes

$$E_{\pm}(k) = \pm \frac{\hbar^{2}k^{2}}{2m_{F}} \pm \sqrt{\alpha^{2}k^{2} + M^{2}}.$$
ψ(t)} applied by a gate voltage (Vg) in the left panel and FRM (right panel) in the junction. The relation between the Fermi level of the FRM is shifted by the gate voltage, where ψ is the elementary charge of an electron. Here, k = \sqrt{2m_neV/g} and φ = tan−1(ky/kx) are the momentum of the electron in x < 0 and the angle between k and the x axis, respectively. ψ(t) is the reflection coefficient of up (down) spin electron with up (down) spin injection, and it includes the spin-flip process.

The transmitted wave function ψ(t)(x > 0, y) is characterized by Δ ≡ E − Evg + Ec as

\[ \psi_{\text{tra}}(t) = t_1 \psi(t)(\theta(Δ)\chi_+ (k_1) + \theta(−Δ)\chi_− (k_1)) + t_2 \psi(t) \chi_− (k_2), \]

with \( k_1 = (k_{1x}, k_y) \) and \( k_2 = \left( k_{2x}, k_y \right) \) are the momentum in FRM, which are defined for \( k_1^2 = k^2_2 \) with \( k_2^2 = k_{2x}^2 + k_y^2 \). \( k_1 \) and \( k_2 \) correspond to the inner and outer Fermi surface, respectively. \( \chi_\pm \) is the eigenfunction for the eigenvalue \( E_\pm \). We set \( g_\pm(k_{1(2)}) = −α(i(k_{1(2)x} \pm ik_y) / \left( M + \sqrt{\alpha^2 k_{1(2)}^2 + M^2} \right). \)

From the energy dispersion \( E_\pm(k^2) \), \( k_{1(2)}^2 \) is given by

\[ k_{1(2)}^2 = \frac{2m_F}{\hbar^2} \left[ (E - Ev_g + 2E_\alpha) \right. \\
\left. -(+) \sqrt{4E_\alpha(E - Ev_g + 4E_\alpha^2 + M^2)} \right]. \]

Here, the energy E in the FRM is shifted by the gate voltage \( V_g \).

It is noted that an evanescent wave occurs because \( k_{1x}^2 < 0 \) is negative in ARM. \( E_+ \) and \( E_- \) cross Δ ≈ 0, and \( k_{1x}^2 \) is given by \( E_+ \) for \( Δ > 0 \) and \( E_- \) for \( Δ < 0 \), as shown in Figs. 3(a) and 3(c). For this fact, in ARM, the evanescent wave corresponding to \( k_1 \) is described as \( \chi_+(k_1) \) for \( Δ > 0 \) and \( \chi_−(k_1) \) for \( Δ < 0 \) as shown in Eq. 7. A short summary of \( k_1 \) and \( k_2 \) for each metallic state is presented in Table 1.

To obtain \( k_{1x} \) and \( k_{2x} \), we consider the velocity operator \( v_x \). Because an electron is injected along the +x direction, the velocity \( v_x \) should take a positive value, where the velocity \( v_x = \partial H/(\hbar \partial k_x) \) is given by Eq. 11

\[ v_x = \frac{\hbar k_x}{m(x)} + \frac{\alpha}{\hbar} \theta(x) \sigma_y, \]

\[ m(x) = m_N \theta(−x) + m_F \theta(x). \]
When \( k_{1x} \) (\( k_{2x} \)) becomes an imaginary number, its sign is determined so that \( v_x \to 0 \) in the limit of \( x \to \infty \).

To solve the wave function, we consider the boundary condition at the interface 9,12,21,34,36:

\[
\psi^{(1)}(0,y) - \psi^{(1)}(-0,y) = 0,
\]

\[
v_x[\psi^{(1)}(0,y) - \psi^{(1)}(-0,y)] \equiv \frac{2U}{\hbar} \psi^{(1)}(0,y).
\]  

(11)

Then, we obtain the probability current density \( j_x(k_x) = \text{Re}[\psi^{(1)\dagger}_x v_x \psi^{(1)}_x] \) 9,12,34,36, the reflection probability \( R^{(1)} \), and the transmission probability \( T^{(1)} \) given by

\[
R^{(1)}(E, \phi) = \frac{j^{(1)}_{x,\text{ref}}}{j^{(1)}_{x,\text{in}}} = \text{Re} \left[ \frac{\psi^{(1)\dagger}_x v_x \psi^{(1)}_x}{\psi^{(1)\dagger}_x v_x \psi^{(1)}_x} \right] = \frac{\psi^{(1)\dagger}_x v_x \psi^{(1)}_x}{\psi^{(1)\dagger}_x v_x \psi^{(1)}_x}.
\]

\[
T^{(1)}(E, \phi) = \frac{j^{(1)}_{x,\text{tra}}}{j^{(1)}_{x,\text{in}}} = \text{Re} \left[ \frac{\psi^{(1)\dagger}_x v_x \psi^{(1)}_x}{\psi^{(1)\dagger}_x v_x \psi^{(1)}_x} \right] = \frac{\psi^{(1)\dagger}_x v_x \psi^{(1)}_x}{\psi^{(1)\dagger}_x v_x \psi^{(1)}_x}.
\]  

(12)

Here, \( j^{(1)}_{x,\text{in}}, j^{(1)}_{x,\text{ref}}, j^{(1)}_{x,\text{tra}} \) are the \( x \) component of the injected, reflected, and transmitted probability current density, respectively. From \( R^{(1)}(E, \phi) + T^{(1)}(E, \phi) = 1 \), we can obtain \( T^{(1)} \) as

\[
T^{(1)}(E, \phi) = 1 - \left( |\psi^{(1)}_1|^2 + |\psi^{(1)}_1|^2 \right).
\]

(13)

Finally, since the bias voltage \( V \) is very weak, at the low-temperature limit, the electric current \( I \) from the left lead to the right lead is given as 9,12,36:

\[
I = \frac{eL}{4\pi^2 \hbar} \int_{-\infty}^{\infty} dE \int_{-\pi/2}^{\pi/2} d\phi \cos \phi \cdot k \left[ T^{(1)}(E, \phi) + T^{(1)}(E, \phi) \right] \times [f(E - E_F - eV) - f(E - E_F)]
\]

\[
\approx \frac{e^2 V L}{4\pi^2 \hbar} \int_{-\pi/2}^{\pi/2} d\phi \cos \phi \cdot k_F \left[ T^{(1)}(E_F, \phi) + T^{(1)}(E_F, \phi) \right].
\]

(14)

where \( k_F = \sqrt{2m_N E_F}/\hbar \), and \( f(E - E_F) \) are the Fermi momentum in the NM, and the Fermi distribution function, respectively. Here, we use \( f(E - E_F - eV) - f(E - E_F) \approx eV \delta(E - E_F) \). At the zero bias limit, the tunneling conductance per unit width, \( G = dI/(dV) \), is given by

\[
G = \frac{e^2}{4\pi^2 \hbar} \int_{-\pi/2}^{\pi/2} d\phi \cos \phi \cdot k_F \left[ T^{(1)}(E_F, \phi) + T^{(1)}(E_F, \phi) \right].
\]

(15)

### III. RESULT

First, we assume that the effective mass of each side is equal, \( m_F/m_N = 1 \). Figure 4 shows the gate voltage dependence of the tunneling conductance \( G(V_g) \) in the NM/FRM junction for several \( E_g \) values at \( U k_F/E_F = 1.0 \).
dependence of the $G$ is similar to that of $G_{1D}$. Even in the 2D junction, the conductance in ARM is 1D-like (2D-like) for strong (weak) RSOC. In addition, in RRM, the $V_g$ dependence is similar to that of $G_{1D}$. It is noted that we consider only the line shape of the $V_g$ dependence of $G$. The obtained results do not imply that the actual motion of an electron is 1D-like or 2D-like.

![Diagram](image-url)

**FIG. 4.** (Color Online) $V_g$ dependence of $G$ for several $E_\alpha$ values at $M/E_F = 0.5$, $Uk_F/E_F = 1.0$, and $m_F/m_N = 1$ with $k_F = \sqrt{2m_N E_F}/\hbar$. Here, $E_\alpha$, $M$, and $U$ are the Rashba energy, exchange coupling, and strength of the potential barrier, respectively. In this case, $2E_\alpha/E_F = 0.1, 0.5$ and $2E_\alpha/E_F = 1.1$ show the band structure of FRM in cases (iii) and (ii), respectively [see Figs. 4(b)–(c)]. (inset) $G_{1D}$ and $G_{2D}$ show a typical $V_g$ dependence of tunneling conductance in 1D and 2D NM/NM junctions, respectively. $G_{1D}$ is almost independent of $V_g$ except around the band bottom. $G_{1D}$ decreases rapidly with increasing $V_g$ and its slope becomes divergent when the Fermi level is located near the band bottom. In addition, $G_{2D}$ decreases monotonically with increasing $V_g$. These features are independent of $m_F/m_N$.

with $k_F = \sqrt{2m_N E_F}/\hbar$. To clarify properties of $G(V_g)$, we consider a typical tunneling conductance $G_{1D}$ ($G_{2D}$) in the absence of RSOC and magnetization in a 1D (2D) NM/NM tunneling junction. In these junctions, the gate voltages $V_g$ are attached to the right sides of the junctions. Then, it is known that $G_{1D}$ is almost independent of $V_g$ except when the Fermi level is located far from the band bottom on the right side. For the large magnitude of $V_g$, $G_{1D}$ decreases rapidly with increasing $V_g$, and its slope becomes divergent when the Fermi level is located near the band bottom. $G_{2D}$ decreases monotonically (see inset in Fig. 4). We also found that these features of $G_{1D}$ and $G_{2D}$ are independent of $m_F/m_N$.

We find that, in NRM ($0 < eV_g/E_F < 0.5$), $G$ decreases monotonically with increasing $V_g$, and its $V_g$ dependence is almost independent of $E_\alpha$. Such a monotonous dependence is the same as that of $G_{2D}$. In ARM ($0.5 < eV_g/E_F < 1.5$), the qualitative feature of the $G(V_g)$ depends on whether $2E_\alpha > M$ is satisfied. When $2E_\alpha$ is smaller than $M$ ($2E_\alpha/E_F = 0.1$ in Fig. 4), $G$ decreases monotonically with increasing $V_g$. This $V_g$ dependence is similar to that of $G_{2D}$. However, when $2E_\alpha > M$ is satisfied ($2E_\alpha/E_F = 1.1$ in Fig. 4), $G$ is almost independent of $V_g$. This behavior is similar to that of $G_{1D}$. In RRM ($1.5 < eV_g/E_F$), near the band bottom of FRM, the $V_g$ dependence of the $G$ is similar to that of $G_{1D}$. Even in the 2D junction, the conductance in ARM is 1D-like (2D-like) for strong (weak) RSOC. In addition, in RRM, the $V_g$ dependence is similar to that of $G_{1D}$. It is noted that we consider only the line shape of the $V_g$ dependence of $G$. The obtained results do not imply that the actual motion of an electron is 1D-like or 2D-like.
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**FIG. 5.** (Color Online) $V_g$ dependence of $G$ for several $U$ values with $M/E_F = 0.5$ and $m_F/m_N = 1$ in (a) weak RSOC ($2E_\alpha/E_F = 0.1$) and (b) strong RSOC ($2E_\alpha/E_F = 1.1$). (a) and (b) correspond to the band structure of Figs. 4(c) and 4(b), respectively.

Figure 5(a) and 5(b) show the $V_g$ dependence of $G$ for any strength of the potential barrier: $Uk_F/E_F = 0, 1, 3$, in the presence of weak RSOC ($2E_\alpha < M : 2E_\alpha/E_F = 0.1, M/E_F = 0.5$) and in strong RSOC ($2E_\alpha > M : 2E_\alpha/E_F = 1.1, M/E_F = 0.5$). Both figures show that the $V_g$ dependence is qualitatively the same for any strength of the potential barrier.

Next, we change the ratio of the effective mass in the each sides. Figures 6(a) and 6(b) show the $V_g$ dependence of $G$ for any ratio of the effective mass, in the presence of weak RSOC ($2E_\alpha < M : 2E_\alpha/E_F = 0.1, M/E_F = 0.5$) and in strong RSOC ($2E_\alpha > M : 2E_\alpha/E_F = 1.1, M/E_F = 0.5$). Here, we set $Uk_F/E_F = 0$. In Fig. 6(a) ($m_F/m_N = 1$) and (b) ($m_F/m_N = 0.5$), respectively.
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3.0, 10.0), in ARM, the $V_g$ dependence of $G$ is similar to that of $G_{1D}$ when the Fermi level is far from the band bottom, and it is the same as that of $G_{2D}$ when the Fermi level is near the band bottom. For other results in the Figs. 4(a) and 4(b), the magnitude of $G$ depends on $m_F/m_N$, but the $V_g$ dependence is almost qualitatively the same for the results in Fig. 4.

Thus, by tuning the Fermi level, the $V_g$ dependence of the conductance is dramatically changed. In some cases, in spite of the 2D junction, the $V_g$ dependence is similar to that in conventional 1D system. In particular, in ARM, which are caused by both RSOC and magnetization, the $V_g$ dependence of $G$ is almost determined on the relation between $E_\alpha$ and $M$. This is the main result in this work.

**IV. DISCUSSION**

We calculate the DOS in FRM with the gate voltage by using Green’s functions. Details of the calculation are shown in the Appendix A. The particle DOS at the Fermi level in the FRM, $\text{DOS}(E_F - eV_g)$, is analytically given by

$$
\text{DOS}(E_F - eV_g) = \begin{cases} 
2\nu_e \left( \frac{E_\alpha}{\epsilon_F} + \nu_e \right) & \text{(NRM)}, \\
2\nu_e \sqrt{\frac{E_\alpha}{\epsilon_F}} & \text{(ARM)}, \\
2\nu_e \sqrt{\frac{E_\alpha}{\epsilon_F}} & \text{(RRM)},
\end{cases}
$$

where $2\nu_e = m_F/(\pi \hbar^2)$ is the DOS in 2D system in the absence of RSOC and magnetization, and $\epsilon_F = E_F - eV_g + E_\alpha + E_c$ is a linear function of $E_F - eV_g$. These results are plotted in Fig. 7(a) as a function of $V_g$ for several $E_\alpha$ values at $M/E_F = 0.5$. From these equations, we find that in NRM ($eV_g/E_F < 0.5$), the conventional DOS, which is independent of the Fermi level, is obtained. In addition, the RSOC and magnetization do not affect the DOS in NRM. However, in ARM ($0.5 < eV_g/E_F < 1.5$) and RRM ($1.5 < eV_g/E_F$), the DOS depends on the Fermi level, which can be caused by the RSOC and magnetization. In particular, in RRM, the DOS is proportional to $1/\sqrt{E_F}$. Hence, the DOS in RRM is almost equivalent to that in a
1D electron gas (1DEG). In ARM, the DOS is composed of two parts. These parts can be regarded as DOS in a 2D electron gas (2DEG) and that in a 1DEG, as shown in Eq. (16). Furthermore, we find that in the weak RSOC ($2E_a/E_F = 0.1$) region, the DOS tends to behave like the DOS in a 2DEG. In a strong RSOC, the DOS is approximately equal to that in a 1DEG. Thus, the energy dependence of the DOS is affected by $V_g$. We find that $V_g$ dependence of $-\partial G/\partial (eV_g)$ is similar to that of the DOS in FRM (see Figs. 7 and 8). We confirmed that this tendency becomes more prominent when the magnitude of $U$ is sufficiently large. Therefore, we expect that the characteristic dimensionality of the DOS of each of the nontrivial metallic states in FRM could directly reflect on the $V_g$ dependence of $G$ (see Table II).
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**FIG. 8.** (Color Online) $V_g$ dependence of $-\partial G/\partial (eV_g)$ for several $E_a$ values at $M/E_F = 0.5$, $Uk_F/E_F = 10.0$, and $m_N/m_F = 1.0$.

| $V_g$ dependence of the tunneling conductance $G$ and DOS in NRM, ARM, and RRM. | NRM | ARM | RRM |
|---|---|---|---|
| $G$ | 2D-like | 2D-like (Weak RSOC) | 1D-like |
| | 1D-like (Strong RSOC) | | |
| DOS | 2D | 1D+2D | 1D |

**V. CONCLUSION**

We theoretically studied tunneling conductance $G(V_g)$ in a 2D NM/FRM junction, where the Fermi level of the FRM is tuned by the applied gate voltage ($V_g$). This paper focuses on the nontrivial metallic states in FRM, *i.e.*, NRM, ARM, and RRM, which are realized in the presence of both RSOC and magnetization. First, we find that ARM exhibits a unique behavior of the $V_g$ dependence of $G$, because of the coexistence of RSOC and exchange coupling $M$. The conductance strongly depends on the magnitude of the RSOC. For weak RSOC, the line shape of $G(V_g)$ is equal to the $V_g$ dependence of the conventional tunneling conductance in the absence of RSOC and magnetization. However, in the presence of strong RSOC, $G(V_g)$ is almost independent of $V_g$. As a result, even in a 2D system, the $V_g$ dependence is almost equivalent to that in a 1D junction. Second, we determined that the $V_g$ dependence of $G$ in RRM is similar to that in a conventional 1D junction. Such an anomalous $V_g$ dependence of $G(V_g)$ could benefit from the characteristic dimensionality of the DOS of each of the nontrivial metallic states.

For verifying the obtained results by experiments, thin heterostructure of Pt/Co/AIO$_x$ is promising since FRM can be realized. The RSOC can be caused by the inversion symmetry breaking along the layered direction, and the exchange coupling is due to the Co film. By using the RSOC coefficient ($a \approx 1$ eVÅ) and $\hbar^2/(2m_F) \approx 1$ eVÅ$^2$, the Rashba energy is estimated as $E_a \approx 0.1$ eV. The magnitude of the exchange coupling could be estimated from the typical exchange coupling of ferromagnets, $M \sim 1$ eV, because the magnetization of the thin heterostructure is similar to that of its bulk. Although its exchange coupling tends to be larger than the energy scale of the RSOC, the exchange coupling could be manipulated by an external magnetic field. The magnetic hysteresis of the magnetization is manipulated by using an applied magnetic field, and the exchange coupling is proportional to the magnetization. Hence, the exchange coupling $M$ could be manipulated by an applied magnetic field. Furthermore, we expect that, in the heterojunction with a magnetic field applied along the out-of-plane direction, a situation of $2E_a > M$ can be experimentally realized by using the property of magnetic hysteresis. Moreover, we note that a thin-film heterojunction could be reasonable for substantially tuning the Fermi level using the gate voltage.

Up to now, Rashba type spin-orbit coupling in 2D system has been studied in NRM, and several characteristic transport has been discovered in the field of spintronics. On the other hand, we systematically studied not only NRM but also ARM and RRM. As a result, we theoretically discovered anomalous charge transport and DOS, which are also characteristic in the ARM and RRM (*e.g.*, anomalous dimensionality of the DOS). Therefore, unconventional charge and spin-related transport could be expected in the ARM and RRM.

In this paper, we have studied about charge transport properties of FRM. There are several remaining and future works. Since FRM has specific spin structures with non-zero Berry curvature, we can expect new charge and spin transport phenomena such as unconventional Edelstein effect. Besides this, to calculate tunneling magnetoresistance (TMR) in FRM junctions is interesting. TMR may show the different features depending on the gate voltage, where FRM is in the NRM, ARM or RRM regime. Secondly, to compare ARM and surface states of TK is an interesting topic. Both of these systems, the electron’s degree of freedom is reduced to be half due to
the strong spin orbit coupling. By contrast to the surface state of Ti33, ARM does not have the time-reversal symmetry, and it has a kinetic term proportional to $k^2$. At present, it is not clear how different physical properties appear between these two systems. Finally, the physical properties of RRM are not obvious, and exotic quantum phenomena might exist. We will study these problems as a future work.
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Appendix A: Derivation of the density of states

We show the detailed derivation of the DOS in FRM [see Eq. (10)]. The spin-dependent DOS is defined by

$$\rho(E_F') = -\frac{1}{n} \text{Im} \sum_k G_k^R(E_F') G_k^R(E_F'), \quad (A1)$$

where $E_F' = E_F - eV_k$ corresponds to the position of the Fermi surface. $G_k^R(E_F') \equiv (E_F' - H_{FRM} + i\delta)^{-1}$ is the retarded Green’s function, and $\delta$ is an infinitesimal positive value. From Eq. (A1), we find that the off-diagonal components are zero ($\rho_{1\bar{1}} = \rho_{\bar{1}1} = 0$) in every case. The retarded Green’s function can be divided into two parts as follows:

$$G_k^R = G_k^{R+} + G_k^{R-}, \quad (A2)$$

where

$$G_k^{R\pm} = \frac{\Omega_{k\pm}}{E_F' - E_{k\pm} + i\delta}, \quad (A3)$$

$$\Omega_{k\pm} = \frac{1}{2} (1 \mp n \cdot \sigma), \quad (A4)$$

$$n \equiv -\alpha(k \times \hat{z}) + M\hat{z}/\sqrt{\alpha^2 k^2 + M^2}. \quad (A5)$$

Here, $\hat{z}$ is a unit vector along $z$-axis. $G_k^{R\pm}$ are the Green’s function of $E_{k\pm}$. Therefore, Eq. (A1) is decomposed as follows:

$$\rho(E_F') = \rho^{+}(E_F') + \rho^{-}(E_F'), \quad (A6)$$

$$\rho^{\pm}(E_F') \equiv -\frac{1}{n} \text{Im} \sum_k G_k^{R\pm}(E_F'). \quad (A7)$$

We calculate $\rho^{-}(E_F')$:

$$\rho^{-}(E_F') = -\frac{1}{2\pi} \text{Im} \sum_k \left[ 1 - n \cdot \sigma \right] E_F' - E_{k\pm} + i\delta \pi \right] \right]$$

$$= \frac{\nu_e}{2\pi} \text{Im} \int_{E_{c} - 2\sqrt{E_{a}\epsilon_{0} + E_{c} - (E_F' + i\delta)}} \left[ E_F' - E_{k\pm} + i\delta \right]$$

where $\epsilon_{0} = \hbar^2 k^2/(2m_{F})$ is the kinetic energy in NM. We set $\xi = \sqrt{\epsilon_{0} + E_{c}}$. $\rho^{-}$ becomes

$$\rho^{-}(E_F') = \frac{\nu_e}{\pi} \text{Im} \int_{\sqrt{E_{a}\epsilon_{0} + E_{c}} - (E_F' + E_{c} - i\delta)} \left[ E_F' - E_{k\pm} + i\delta \right]$$

$$= \frac{\nu_e}{2\pi} \text{Im} \int_{E_{c} - 2\sqrt{E_{a}\epsilon_{0} + E_{c} - (E_F' + i\delta)}} \left[ E_F' - E_{k\pm} + i\delta \right]$$

As a result, we can obtain

$$\rho^{-}(E_F') = \frac{\nu_e}{\pi} \text{Im} \int_{\sqrt{E_{a}\epsilon_{0} + E_{c}} - (E_F' + E_{c} - i\delta)} \left[ E_F' - E_{k\pm} + i\delta \right]$$

$$= \frac{\nu_e}{2\pi} \text{Im} \int_{E_{c} - 2\sqrt{E_{a}\epsilon_{0} + E_{c} - (E_F' + i\delta)}} \left[ E_F' - E_{k\pm} + i\delta \right]$$

Here, $F_{-}(\xi)$ is expressed by

$$F_{-}(\xi) = \xi^2 - 2\sqrt{E_{a}\epsilon_{0} + E_{c} - (E_F' + E_{c})} = (\xi - \xi_{1})(\xi - \xi_{2}), \quad (A12)$$

with $\xi_{1(2)} = \sqrt{E_{a}(\pm)\sqrt{E_{a}}}$. Then, $\delta[F_{-}(\xi)]$ in Eq. (A11) is estimated by

$$\delta[F_{-}(\xi)] = \frac{1}{\epsilon_{0}} \left[ \frac{\epsilon_{0}}{\epsilon_{0}} \right] \left[ \frac{\epsilon_{0}}{\epsilon_{0}} \right] \left[ \frac{\epsilon_{0}}{\epsilon_{0}} \right] \left[ \frac{\epsilon_{0}}{\epsilon_{0}} \right]$$

As a result, we have

$$\rho^{-}(E_F') = \frac{\nu_e}{\pi} \text{Im} \int_{\sqrt{E_{a}\epsilon_{0} + E_{c}} - (E_F' + E_{c} - i\delta)} \left[ E_F' - E_{k\pm} + i\delta \right]$$

$$= \frac{\nu_e}{2\pi} \left[ \left( 1 + \frac{2E_a + M\sigma}{2\sqrt{E_a}\epsilon_{0}} \right) \theta(\sqrt{E_F} + \sqrt{E_a} - \sqrt{E_{c}}) \right.$$
To replace $\sqrt{E_a}$ with $-\sqrt{E_a}$, we obtain $\rho^+$ as follows:

$$\rho^+(E_F^\prime) = \frac{e}{2} \left[\left(1 - \frac{2E_a + M\sigma_z}{2\sqrt{E_a}e_F}\right) \theta(\sqrt{E_F} - \sqrt{E_a} - \sqrt{E_c}) + \left(1 + \frac{2E_a + M\sigma_z}{2\sqrt{E_a}e_F}\right) \theta(-\sqrt{E_F} + \sqrt{E_a} - \sqrt{E_c}) + \left(-1 + \frac{2E_a + M\sigma_z}{2\sqrt{E_a}e_F}\right) \theta(-\sqrt{E_F} + \sqrt{E_a} - \sqrt{E_c})\right].$$

(A15)

From Eqs. (A14) and (A15), we can obtain the spin-dependent DOS $\rho(E_F^\prime)$ as follows:

$$\rho(E_F^\prime) = \frac{e}{2} \left[\left(1 - \frac{2E_a + M\sigma_z}{2\sqrt{E_a}e_F}\right) \theta(\sqrt{E_F} - \sqrt{E_a} - \sqrt{E_c}) + \left(1 + \frac{2E_a + M\sigma_z}{2\sqrt{E_a}e_F}\right) \theta(\sqrt{E_F} + \sqrt{E_a} - \sqrt{E_c})\right].$$

(A16)

Here, the resulting DOS as Eq. (10) is given by $\text{Tr}[\rho] = \rho_{\uparrow\uparrow} + \rho_{\downarrow\downarrow}$ in case (ii). The DOS in cases (i)-(iii) are shown in Table III. We can demonstrate the DOS for $M = 0$ agrees with that in Ref. 24.

### Table III

| Case | NRM | ARM | RRM |
|------|-----|-----|-----|
| (i)  | $M = 0$ | $2e_\nu$ | $2e_\nu \sqrt{\frac{E_F}{e_F}}$ |
| (ii) | $0 < M < 2E_a$ | $2e_\nu$ | $1 + \frac{E_F}{e_F} \sqrt{\frac{E_F}{e_F}}$ |
| (iii) | $M \geq 2E_a$ | $2e_\nu$ | $1 + \frac{E_F}{e_F} \sqrt{\frac{E_F}{e_F}}$ |
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