Modified Kubo formula with a complex force term for weak measurement
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Abstract

In a seminal work, Aharonov, Albert, and Vaidman showed that by having a weak interaction between a system and a detecting apparatus, the average output of the latter could be much larger than the maximum eigenvalue of the observed quantity (times the amplification factor). This does not always happen, however: the observed system must subsequently undergo a second measurement, on the output of which the result of the first one is conditioned. This procedure is known as postselection. On the other hand, linear response theory describes how the observables of a quantum system change upon perturbation by a weak classical external force. In a measurement, the measured system applies a generalized force to the measuring apparatus, leading to an observable change in the latter. It appears natural, then, to unify the treatment of weak measurements with an extended version of linear response theory that accounts for a force introduced by an external quantum system. Here, we show how the postselection introduces a complex force term and we provide a modified Kubo formula working in the non-linear regime.
What is a measurement?— Some may have a very restricted idea of a measurement, limiting the concept to the case when a single observation on a system allows to infer total information about a dynamical quantity of interest in a second system that interacted with the first in a controlled way. For us, instead, a measurement is any act of inference about a system done by observing another system (which can be called indifferently the detector, the meter, the probe, the apparatus, or the ancilla) that has interacted with the measured system, even though this inference has some uncertainty connected to it.

From a strict philosophical view, we never observe anything but our sensations or perceptions, i.e. the consciousness of sensations, that are given to us in an immediate way, according to Kant [1], who stated: “Things in space and time are given only in so far as they are perceptions (that is, representations accompanied by sensation)–therefore only through empirical representation”. Thus, in principle, we should follow the observed system, and then the measuring apparatus that interacts with it, hence the visible electromagnetic fields that interact with the former, and then our retinas that interact with the e.m. field, etc., in a chain with a blurred end due to ill-defined terms such as “consciousness” and “sensation”. As von Neumann noted [2], in quantum mechanics there is no need to go up this chain. Sometimes, it is sufficient to apply the rules of quantum mechanics directly to the system. This turns out to be the case of a projective measurement. Most of the other times, it is necessary to go up just one step, by describing both the system and the detecting apparatus. Consistency requires that the former case is a limiting case of the latter. It is important to remark that in this second case we can not make definite inferences about the system, but we have to leave some room for uncertainties. These uncertainties may be classical, in the sense that we do not know the exact state of the detector, that the readout has always some noise, etc. But they can also be quantum, if the detector is prepared in a superposition.

Observing the consequences of the quantum nature of the detector, however, is not immediate. It can be achieved by making a second observation on the measured system and by making the interaction strength weak compared to the coherence scale of the detector in the readout basis. When this regime is achieved, weak measurements were demonstrated to allow sequential or joint non-projective measurements [3–7], to provide new techniques for performing quantum state tomography [8–14], to provide amplification overcoming technical noise [15–17], and to possibly lead to the disembodiment of dynamical properties from their
physical vehicles [18, 19].

**Background.** — The weak measurement formalism [20, 21] is but perturbation theory applied to the composite system formed by the measured system and by a second quantum system, the detector. The perturbation is done in the interaction between the two subsystems, while the evolution due to the free Hamiltonians is considered to be easily computable. Furthermore, contrary to textbook perturbation theory, the formalism is applied to conditional probabilities, after a postselection on the system is done. As observable probabilities are nonnegative-definite, particular care should be taken while making the perturbative expansion, in order to preserve this essential property. In particular, as we show below, the common knowledge that all terms of a given order are to be grouped together does not apply. Instead, we shall make an expansion in terms of rational functions of the perturbation parameter.

Usually, in the theory of weak measurement, it is assumed that (1) an instantaneous interaction occurs between the system and the probe, $H_{\text{int}} = -\lambda \delta(t) \hat{A} \hat{X}$, where $\hat{A}$ is the variable pertaining to the system that is being measured, while $\hat{X}$ is an operator on the probe; (2) the probe is observed through a projective measurement, the projectors $|R\rangle\langle R|$ being the eigenstates of an operator $\hat{R}$, the readout variable; (3) the readout variable of the probe, $\hat{R}$, is canonically conjugated to $\hat{X}$; (4) the initial state of the probe is a pure Gaussian state with a large spread in $R$, $\Delta R \gg \lambda$.

Here, we shall consider a general interaction of the form

$$H_{\text{int}} = -\hbar \lambda g(t) \hat{A} \hat{X},$$

where $\int dt g(t) = 1$ and the function $g$ vanishes outside a finite time window $[0, \tau]$. In previous works [22, 23], we assumed that both $\hat{A}$ and $\hat{R}$ were conserved. Here, we shall drop this hypothesis as well. Furthermore, we assume no relation between $\hat{R}$ and $\hat{X}$, allow for an arbitrary initial state of the probe, and consider a nonprojective measurement on the probe, characterized by a family of positive operators $\hat{F}_R$. Thus, none among hypotheses (1)-(4) is assumed. While the previous literature has sometimes dropped one or more among hypotheses (2)-(4), hypothesis (1) has been always maintained with the exception of Refs. [22, 23]. The present generalization is particularly interesting in prospective solid state realizations of weak measurement [24–31].

Finally, it is essential, in order to reveal the quantum nature of the probe, that a post-
selection on the system is made. Thus, after the preparation and the interaction, two measurements are made: one on the detector, giving an output $R$, and one on the system, giving an output $f$. The quantity of interest is usually (but not always [32]) the average value $\langle R \rangle_f$ of $R$ for a fixed value $f$ of the postselecting measurement. To each value $f$ (resp., $R$) is associated a state $\hat{E}_f (\hat{F}_R)$ of the system (detector). The states $\hat{E}_f, \hat{F}_R$ are projectors when the measurement is a projective one. In general, the measurement is a positive operator valued measure (POVM) [33], and the $\hat{E}_f, \hat{F}_R$ are not projectors; furthermore, while they are positive definite, they differ from a density operator in that their trace is not necessarily unity. Instead, the normalization of the probability requires that $\int d\mu_S(f) \hat{E}_f = 1$ and $\int d\mu_D(R) \hat{F}_R = 1$, with $\mu_S(f)$ and $\mu_D(R)$ Lebesgue-Stieltjes measures. Finally, we note that the outputs $R$ are not necessarily real numbers, they can be a set of abstract descriptions about the detector, or of our perception thereof. E.g. “the pointer bounced up and down”, etc. However, in most cases, a real number $R$ can be associated to each description. Then, it is possible to define the operator

$$\hat{R} = \int d\mu(R) R \hat{F}_R.$$  

(2)

Alternatively, one may consider a projective postselection with a probabilistic filtering of the data [32]. We note a difference between the two procedures: in the probabilistic based postselection, the state of the system before and after the postselection is $\rho_f = \hat{E}_f / \text{Tr}(\hat{E}_f)$, in the sense that it optimizes predictions and retrodictions over future and past measurements of the system, respectively; in the POVM based postselection, instead, the state $\hat{E}_f$ describes the system in the past, i.e., it is the optimal state for retrodiction [34], while the state of the system immediately after the postselection is not $\hat{E}_f / \text{Tr}(\hat{E}_f)$, but it is $\rho_f = \mathcal{I}_f(\rho') / \text{Tr}[\mathcal{I}(\rho')]$, where $\rho'$ is the reduced density matrix of the system, which differs from the initial $\rho$, because of the interaction with the detector, immediately before the postselection, and $\mathcal{I}_f$ is a linear operation on it [35, 36], which depends on the details of the POVM; the operator $\hat{E}_f$ is defined uniquely by $\text{Tr}[\mathcal{I}_f(\rho)] = \text{Tr}[\hat{E}_f \rho], \forall \rho$.

Results.— We can now state our main results: The conditional average output is

$$\langle R \rangle_f \simeq \frac{\langle \hat{R}(\tau) \rangle_0 + \int dt \left( iA_w(t) \langle [\hat{R}(\tau), \hat{X}(t)] \rangle_0 - A''_w(t) \langle \{ \hat{R}(\tau), \hat{X}(t) \} \rangle_0 \right) + \int dt dt' B_w(t, t') \langle \hat{X}(t') \hat{R}(\tau) \hat{X}(t) \rangle_0}{1 - 2 \int dt \langle \hat{X}(t) \rangle_0 A''_w(t) + \int dt dt' \langle \hat{X}(t') \hat{X}(t) \rangle_0 B_w(t, t')}.$$  

(3)
where the symbol $\langle \ldots \rangle_0$ denotes averaging over the initial state of the detector, the operators defined in the interaction representation, $\hat{O}(t) = U_t^{(0)\dagger} \hat{O}(0) U_t^{(0)}$, $U^{(0)}$ being the time-evolution operator generated by the non-interacting Hamiltonian $H_0 = H_S + H_D$, and we introduced the time-dependent weak values

$$A_w(t) \equiv A'_w(t) + i A''_w(t) = \lambda g(t) \frac{\text{Tr}_S[\hat{E}_f(-\tau) \hat{A}(t) \rho_i]}{\text{Tr}_S[\hat{E}_f(-\tau) \rho_i]}, \quad (4)$$

$$B_w(t,t') = \lambda^2 g(t) g(t') \frac{\text{Tr}_S[\hat{E}_f(-\tau) \hat{A}(t) \rho_i \hat{A}(t')]}{\text{Tr}_S[\hat{E}_f(-\tau) \rho_i]}, \quad (5)$$

We remark that as $\hat{E}_f$ and $\hat{F}_R$ represent states, not observables, they evolve with the opposite time propagator, hence the $-\tau$ argument. Notice that for an instantaneous interaction, $g(t) = \delta(t)$, $A_w(t) \to \lambda \delta(t) A_w$, with $A_w$ the standard weak value.

In the linear regime, when both the first and second order-term in the first factor of equation (3) are negligible compared to 1, the expression reduces to the modified Kubo formula

$$\langle R \rangle_f \simeq \langle \hat{R}(\tau) \rangle_0 + i \int dt \langle \hat{W}(t) \hat{R}(\tau) - \hat{R}(\tau) \hat{W}^\dagger(t) \rangle_0, \quad (6)$$

with the non-Hermitian force term

$$\hat{W}(t) = A_w(t)[\hat{X}(t) - \langle \hat{X}(t) \rangle_0]. \quad (7)$$

Notice that if no postselection is made, then $\hat{E}_f = 1$, the weak value $A_w(t) = \text{Tr}[\hat{A}(t) \rho_i]$ is an average and therefore real, so that the ordinary Kubo formula [37] is recovered.

**Proof.**— The time-evolution operator is

$$\mathcal{U} = \mathcal{U}_r^{(0)} \mathcal{T} \left\{ \exp \left[ i \lambda \int dt \ g(t) \hat{A}(t) \hat{X}(t) \right] \right\}, \quad (8)$$

with $\mathcal{T}$ time-ordering, $\mathcal{U}_r^{(0)} = \mathcal{U}_r^{(S)} \otimes \mathcal{U}_r^{(D)}$ free evolution of system and detector, while $\hat{A}(t) = \mathcal{U}_r^{(S)\dagger} \hat{A} \mathcal{U}_r^{(S)}$ and $\hat{X}(t) = \mathcal{U}_r^{(D)\dagger} \hat{X} \mathcal{U}_r^{(D)}$ are the operators in the interaction representation. We make a controlled expansion to “first order” of the joint probability of observing an output $f$ when making a second measurement on the system, and an output $R$ when observing the detector:
\[ P(R, f) \simeq \frac{1}{N(\lambda)} \text{Tr} \left\{ \mathcal{U}_r^{(0)\dagger} \left( \hat{E}_f \otimes \hat{F}_R \right) \mathcal{U}_r^{(0)} \left[ 1 + i\lambda \int dt g(t) \hat{A}(t) \hat{X}(t) \right] \left( \rho_i \otimes \rho_0 \right) \left[ 1 - i\lambda \int dt g(t) \hat{A}(t) \hat{X}(t) \right] \right\} \]

\[ \simeq \frac{\text{Tr}_S[\hat{E}_f(-\tau)\rho_i]}{N(\lambda)} \left\{ \text{Tr}_D[\hat{F}_R(-\tau)\rho_0] + \left[ i \int dt A_w(t) \text{Tr}_D[\hat{F}_R(-\tau)\hat{X}(t)\rho_0] + c.c \right] \right. \]

\[ \left. + \iint dt dt' B_w(t, t') \text{Tr}_D[\hat{F}_R(-\tau)\hat{X}(t)\rho_0\hat{X}(t')]) \right\}, \quad (9) \]

with \( N(\lambda) \) a normalization. We put \( \hat{F}_R(-\tau) = \mathcal{U}_r^{(D)\dagger} \hat{F}_r \mathcal{U}_r^{(D)} \) and \( \hat{E}_f(-\tau) = \mathcal{U}_r^{(S)\dagger} \hat{E}_f \mathcal{U}_r^{(S)} \)

the states \( \hat{F}_R \) and \( \hat{E}_f \), respectively, propagated backwards in time to the beginning of the interaction, and defined the time-dependent weak values in eqs. (4) and (5). Notice that, in the present approximation, \( N(\lambda) \) is a second-order polynomial in \( \lambda \). Thus, while we are making a perturbative expansion, we are not approximating the probability by means of a polynomial, as usual, but by means of a rational function \( f(\lambda) = Q(\lambda)/N(\lambda) \). This guarantees that the probability is positive definite, while a naive Taylor expansion may lead to negative probabilities.

Finally, the probability of postselection is obtained by integrating over \( \mu(R) \), yielding

\[ P(f) \simeq \frac{\text{Tr}_S[\hat{E}_f(-\tau)\rho_i]}{N(\lambda)} \left\{ 1 - 2 \int dt \langle \hat{X}(t) \rangle_0 A''(t) + \iint dt dt' \langle \hat{X}(t') \rangle_0 B_w(t, t') \right\}. \quad (10) \]

The main result (3) then follows after applying Bayes’ rule \[38\] \( P(R|f) = P(R, f)/P(f) \) and integrating \( R P(R|f) \) over \( d\mu(R) \).
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