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Abstract. The NP-hard problem of decoding random linear codes is crucial to both coding theory and cryptography. In particular, this problem underpins the security of many code based post-quantum cryptographic schemes. The state-of-art algorithms for solving this problem are the information syndrome decoding algorithm and its advanced variants. In this work, we consider syndrome decoding in the multiple instances setting. Two strategies are applied for different scenarios. The first strategy is to solve all instances with the aid of the precomputation technique. We adjust the current framework and distinguish the offline phase and online phase to reduce the amortized complexity. Further, we discuss the impact on the concrete security of some post-quantum schemes. The second strategy is to solve one out of many instances. Adapting the analysis for some earlier algorithm, we discuss the effectiveness of using advanced variants and confirm a related folklore conjecture.
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1 Introduction

Coding theory. A binary linear code $C$ is a $k$-dimensional subspace of $F_2^n$. In the decoding problem, the receiver obtains the word $x = c + e$, where $c$ is a codeword and $e$ is the error vector with Hamming weight $\omega$. The goal is to find $e$ and thus recovering the codeword $c$. Generally, the weight $\omega$ is bounded by the minimum distance $d$ of the code $C$ for Full Distance Decoding and the distance $d/2$ for Half Distance Decoding.

The state-of-art algorithm for decoding random linear codes is a type of algorithm called Information Set Decoding (ISD) and its advanced variants. The ISD algorithm was first proposed by Prange [22] in 1962. The time complexity for the worst case is $2^{0.121n}$. Then this algorithm is enhanced by Stern [24] and Dumer [14] to $2^{0.117n}$. Later, May, Meurer and Thomae (MMT) [18] improved previous results to $2^{0.112n}$. In 2012, Becker, Joux, May and Meurer (BJMM) [1] reduced the time complexity in the worst case to $2^{0.102n}$ by using some special representation technique.

Using a new algorithm that solves the nearest neighbor search problem, May and Ozerov (MO) [19] modified the ISD algorithm in 2015 to accelerate the ISD
decoding method. The BJMM algorithm \cite{4} mentioned above with this new technique was accelerated to $20.0967^n$ and was subsequently revised in \cite{7} as $29.0953^n$. Furthermore, Both and May (BM) \cite{8} presented an algorithm utilizing tree structure, combing the nearest neighbor search in each step. Their work is currently asymptotically the best algorithm for decoding random linear codes.

In 2022, Esser and Bellini (EB) \cite{15} proposed a general framework that includes essentially all the above advanced ISD decoding algorithms, and revisited them from the nearest neighbor perspective. Additionally, they provided an estimator \cite{5} that makes it easy to estimate the concrete time complexity.

On July 5th 2022, NIST \cite{1} announced the candidates to be standardized and round 4 submissions in the post-quantum schemes standardization process. There are three code-based schemes \cite{9,2,20} in the fourth round, and their difficulty is related to the decoding problem of random linear codes. During the NIST standardization process, it is essential to determine the concrete security parameters of each scheme, which depends on the algorithms of decoding.

**Preprocessing technique.** Algorithms utilizing the preprocessing idea consist of two stages. During the preprocessing phase (also known as off-line phase), adversary can access public information, which he uses to calculate auxiliary information for later phase. Then comes the online phase. Adversary is provided with concrete instances and he aims to apply the previously information to solve these instances.

Preprocessing technique has been applied for solving different problems which underlining the difficulty of public-key encryption scheme, like \cite{21,6,11,10} in the discrete logarithm problem and the algorithm \cite{17,12,13} for solving closest vector problem (CVP). For the discrete logarithm problem, Mihalick \cite{21}, Bernstein and Lange \cite{6} proposed a general preprocessing method. Following that, Corrigan-Gibbs and Kogan \cite{11} proved lower bound estimates under certain restrictions. Laarhoven \cite{17} proposed an algorithm for solving of CVP with the preprocessing technique. Subsequently, the above algorithm is improved by \cite{12,13}.

The preprocessing technology is especially beneficial in the multiple instances setting, since the algorithm is divided into preprocessing steps and online processing steps. In this way, it is possible to reduce the amortization complexity of solving each instance by sharing the same preprocessing information.

**Decoding One Out of Many (DOOM).** The idea of the scalability of public key encryption was recently considered by Auerbach, Giacon and Kiitz \cite{3}. They took into account the connection between the time complexity of solving one instance and the time complexity of solving $M$ instances when given $N$ instances. $M = 1$ corresponds to the one out of many scenario. In the one out of many instances setting for decoding problem, the adversary succeeds when one out of $N$ independent decoding instances is solved, where the instances have the same parity check matrix. In 2009, Finiasz and Sendrier \cite{16} analyzed this problem and proposed an algorithm for syndrome decoding using a generalized birthday algorithm. In 2011, Sendrier \cite{23} designed an algorithm to solve the above problem using the ISD algorithm and speed up Stern’s algorithm by a factor of roughly $\sqrt{N}$. As remarked in \cite{15}, a folklore conjecture concerning decoding
one out of many is that such acceleration applies for general variants, but no work has been conducted to examine decoding one out of many for advanced ISD decoding such as \cite{48} in detail.

1.1 Our work

This work focuses on the syndrome decoding problem in the multiple instance setting. There are two main contributions of this work.

- First, we apply the preprocessing technique to ISD that divides the decoding process into a preprocessing and an online process for solving syndrome decoding problems. After that, we analyze the complexity of each phase. As a result, the amortization complexity of solving the multiple-instance problem is reduced. Furthermore, we consider the impact to the concrete security of code based post quantum schemes.

- Second, we consider resolving one out of \( N \) instances. We examine advanced ISD decoding variants by adjusting the work of Sendeier \cite{23}. A theoretical analysis for the time complexity estimation of some specific schemes confirm the folklore conjecture. The time complexity of solving one out of \( N \) instances is roughly as \( \frac{1}{\sqrt{N}} \) of the time complexity of solving a single instance. This has applications in estimating the message complexity of some code-based schemes as in \cite{15}.

This paper is organized as follows. In Section 2, we introduce the necessary notations and review some decoding algorithms. In Section 3, we propose a decoding algorithm framework with preprocessing adapted from Esser-Bellini’s work \cite{15}. Then, we apply this framework to estimate the concrete parameter security of some post quantum schemes. In section 4, we describe the algorithm in one out of many setting for advanced ISD algorithms and analyze the complexity. In the last section, we conclude the paper.

2 Preliminaries

Denote matrices by capital letters and column vectors by lowercase bold letters. Let \( I_n \) be the \( n \times n \) identity matrix. We define \([d] := \{1, 2, \ldots, d\}\) for an integer \( d \in \mathbb{N} \). For a vector \( \mathbf{w} \in \mathbb{F}_2^n \) we denote the Hamming weight of \( \mathbf{w} \) as \( wt(\mathbf{w}) := |\{i \in [n] \mid w_i = 1\}| \). Moreover, denote \( B^p_n := \{\mathbf{w} \in \mathbb{F}_2^n \mid wt(\mathbf{w}) = p\} \) as the set of all vectors of length \( n \) and weight \( p \).

A binary linear code \( C \) of length \( n \) and dimension \( k \) is a \( k \)-dimensional space of \( \mathbb{F}_2^n \). It can be defined by a parity check matrix \( H \in \mathbb{F}_2^{(n-k)\times n} \) via

\[
C := \{ \mathbf{c} \in \mathbb{F}_2^n \mid H \mathbf{c} = 0 \}.
\]

The minimum distance of linear code \( C \) is defined by \( d := \min_{\mathbf{c} \neq \mathbf{c}' \in C} \Delta(\mathbf{c}, \mathbf{c}') \), where \( \Delta(\mathbf{c}, \mathbf{c}') \) is the number of distinct coordinates between \( \mathbf{c} \) and \( \mathbf{c}' \). A random binary code means that each element in the parity check matrix is chosen uniformly at random from \( \mathbb{F}_2 \).
For a faulty word \( y \in \mathbb{F}_2^n \), it can be written as \( y = c + e \) for \( c \in C \) and an error \( e \). Then

\[
H y = H(c + e) = He = s.
\]  

(1)

The vector \( s \) is called the syndrome of \( y \).

**Definition 1 (syndrome decoding problem).** Given the parity check matrix \( H \) of a random binary linear code \( C \), \( s \in \mathbb{F}_2^{n-k} \) and \( \omega \in [d] \). The syndrome decoding problem is finding a vector \( e \in \mathbb{F}_2^n \) satisfying \( He = s \) with \( wt(e) = \omega \).

The state-of-art algorithms that we know today for decoding random binary linear codes are so-called *Information Set Decoding (ISD)* algorithms. This class of algorithms is based on the algorithm introduced by Prange in 1962 [22].

Prange’s algorithm first performs a random column permutation of the parity check matrix \( H \). For an arbitrary permutation \( P \), the equation \( He = s \) can be transformed into \((HP)(P^{-1}e) = s\). Then we apply the Gaussian elimination to the matrix \( HP \) to obtain the systematic form. More precisely, this is done by multiplying by an invertible matrix \( Q \in \mathbb{F}_2^{(n-k) \times (n-k)} \):

\[
Q(HP) = (\tilde{H}I_{n-k}), \text{ for } \tilde{H} \in \mathbb{F}_2^{(n-k) \times k}.
\]

Furthermore, assume that \((P^{-1}e) = (e', e'') \in \mathbb{F}_2^k \times \mathbb{F}_2^{n-k} \) and \( Qs = \tilde{s} \), then Equation (1) is transformed as

\[
Q(HP)(P^{-1}e) = \tilde{H}e' + e'' = Qs = \tilde{s}.
\]

Suppose that after permutation, \( wt(e') = p \), and hence \( wt(e'') = \omega - p \). Then the decoding problem is transformed into finding a vector \( e' \in \mathbb{F}_2^k \) with \( wt(e') = p \) satisfying

\[
wt(e'') = wt(\tilde{H}e' + \tilde{s}) = \omega - p,
\]

which means that

\[
\tilde{H}e' = \tilde{s} \text{ on all } n-k \text{ but } \omega - p \text{ coordinates}.
\]

Once we find the vector \( e' \) that matches the condition, we can solve the syndrome decoding problem by computing \( e = P(e', He' + \tilde{s}) \). In Prange’s algorithm, the parameter \( p = 0 \), while the parameter \( p \) is set to be a positive number in all subsequent improvements.

In Dumer’s ISD algorithm [14], a new parameter \( l \) was introduced and the parity check matrix \( H \) was transformed into a new form

\[
Q(HP) = \begin{pmatrix} \tilde{H}_1 & 0 \\ \tilde{H}_2 & I_{n-k-l} \end{pmatrix}, \text{ where } \tilde{H}_1 \in \mathbb{F}_2^{l \times (k+l)} \text{ and } \tilde{H}_2 \in \mathbb{F}_2^{(n-k-l) \times (k+l)}.
\]

Let \( \tilde{s} = Qs = (s_1, s_2) \in \mathbb{F}_2^l \times \mathbb{F}_2^{n-k-l} \) and \( P^{-1}e = (e', e'') \in \mathbb{F}_2^{k+l} \times \mathbb{F}_2^{n-k-l} \). Then Equation (1) can split as

\[
\tilde{H}_1e' = s_1,
\]  

(2)
\[ \tilde{H}_2 e' + e'' = s_2. \] (3)

Note that Equation (2) is an exact matching problem and Equation (3) is an approximate matching problem. Assume the weight distribution satisfies \( wt(e') = p \) and \( wt(e'') = \omega - p \). The syndrome decoding problem is transformed as follows. First, find \( e' \) with \( wt(e') = p \) that satisfies Equation (2). Then, check whether the solution meets \( wt(\tilde{H}_2 e' + s_2) = \omega - p \), and if the equality holds, the solution is \( P(e', \tilde{H}_2 e' + s_2) \).

Dumer used a meet-in-the-middle strategy to solve the exact matching problem of Equation (2). The BJMM algorithm [4] improves the previous result of Dumer [13]. In a nutshell, they split Equation (2) into \( \tilde{H}_1 e'_1 + \tilde{H}_1 e'_2 = s_1 \), then determine the solution of this equation by a three-level binary search tree. The result \( e'_1, e'_2 \) is then checked by Equation (3).

For an approximate matching problem, May and Ozerov [19] presented a nearest neighbor search problem and the corresponding algorithm. Given two vector lists \( L_1, L_2 \), the nearest neighbor search problem aims to find all \((x_1, x_2) \in \{L_1, L_2\} \) such that \( wt(x_1 + x_2) \) equals to some specified value. For the decoding problem, the verification of \( e'_1, e'_2 \) via Equation (3) can be accelerated by the May-Ozerov nearest neighbor search algorithm.

In 2018, Both and May [8] presented a new algorithm for the decoding of random binary linear codes. They achieved the current optimal asymptotic complexity by combing the ISD and the nearest neighbor techniques introduced in [19].

Esser and Bellini [15] proposed a general information set decoding framework in 2022 that uses the nearest neighbor search technique, incorporating essentially all previous ISD algorithms. Additionally, they provide estimator tools to analyze the actual overhead of various ISD algorithms, providing estimates of the security parameters of the coding-based NIST candidates.

Next, we briefly review the Esser-Bellini’s framework. Assume that the parity matrix has a systematic form, and it can be written as follows

\[
H = (\tilde{H}, I_{n-k}) = \begin{pmatrix}
\tilde{H}_1 & I_{l_1} & 0 & 0 \\
\tilde{H}_2 & 0 & I_{l_2} & 0 \\
\tilde{H}_3 & 0 & 0 & I_{l_3}
\end{pmatrix}, \text{ where } \tilde{H} \in \mathbb{F}_2^{(n-k) \times k}. \] (4)

Then split the syndrome \( \tilde{s} \) (after Gaussian elimination) into

\[
\tilde{s} = (\tilde{s}_1, \tilde{s}_2, \tilde{s}_3) \in \mathbb{F}_2^{l_1} \times \mathbb{F}_2^{l_2} \times \mathbb{F}_2^{l_3}. \] (5)

The distribution of the weights of the solution \( e \) changes after the permutation. It can be expressed as follows: \( e = (e', e'_1, e'_2, e'_3) \in (\mathbb{F}_2 \times \mathbb{F}_2 \times \mathbb{F}_2 \times \mathbb{F}_2) \) and

\[
wt(e') = p \text{ and } wt(e''_i) = \omega_i \text{ for } i = 1, 2, 3. \] (6)

The above parameters can be numerically analyzed to obtain optimal values that satisfy the relationship \( l_3 = n - k - l_1 - l_2 \) and \( \omega_3 = \omega - p - \omega_1 - \omega_2 \). Thus the original syndrome decoding problem’s equation can be rewritten as

\[
\tilde{H}_i e' = \tilde{s}_i \text{ on all } l_i \text{ but } \omega_i \text{ coordinates for } i = 1, 2, 3. \] (7)
As a result, the syndrome decoding problem is reduced to three approximate matching problems. Essentially, they split \( \mathbf{e} = \mathbf{e}_1 + \mathbf{e}_2 \) with \( \mathbf{e}_1, \mathbf{e}_2 \in \mathbb{F}_2^k \) and \( \text{wt}(\mathbf{e}_1 \text{ (resp. } 2)) = p_1 \) for some optimal value concerning \( p \). Firstly, find the set of vectors satisfying Equation (7) for \( i = 1 \), and then sieve the vectors in this set using the \( i = 2 \) conditions to obtain a smaller set. In the end, verification of the obtained set can be done by considering the original equation in the syndrome decoding. Additionally, they use a clever tree structure to find the vectors that match the conditions.

Preprocessing was also a part of the previous ISD decoding technique. It is feasible, for instance, to compute the permutation matrix and Gaussian elimination steps in advance. However, our proposal pre-processes more data.

3 ISD Algorithm from a preprocessing perspective

The framework of Esser-Bellini [15] described above is able to simulate previously introduced ISD algorithms such as BJMM [4], May-Ozerov [19], and Both-May [8] by changing the specific implementation of their steps. In this section, we combine this algorithmic framework [15] with the preprocessing technique, and consider its impact on the concrete parameter security of some code based post-quantum schemes.

Next, we analyze the framework for binary search tree in depth 2 in detail from a preprocessing point of view. To begin with, construct four sets \( L_i, i = 1, 2, 3, 4 \).

\[
L_1 = \{ (x_i | \tilde{H}x_i) \in \mathbb{F}_2^{k/2} \times 0^{k/2} \times \mathbb{F}_2^{n-k} | \text{wt}(x_i) = p_1/2 \text{ for } i = 1, 3 \},
\]

\[
L_2 = \{ (x_i | \tilde{H}x_i) \in 0^{k/2} \times \mathbb{F}_2^{k/2} \times \mathbb{F}_2^{n-k} | \text{wt}(x_i) = p_1/2 \text{ for } i = 2, 4 \}. \tag{8}
\]

These four sets are the candidate sets that satisfy Equation (7) for \( i = 1 \), and we need to find the vectors that satisfy the other conditions simultaneously. The process is as follows. For \( \tilde{H}x_{1(2)} \) part of the set \( L_{1(2)} \), we apply the nearest neighbor search technique to find vector pairs that satisfy \( \text{wt}(\tilde{H}x_1 + \tilde{H}x_2) = \omega_{11} \) in the first \( l_1 \) coordinates and include them in the set \( L_{12} \). The set \( L_{12} \) has the form

\[
L_{12} = \{ (x_1 + x_2 | \tilde{H}(x_1 + x_2) | \text{wt}(\tilde{H}(x_1 + x_2)) = \omega_{11} \text{ in the first } l_1 \text{ coordinates} \}.
\]

Each of the steps outlined above can be completed in the preprocessing step. More specifically, when the parity check matrix and the weight of the solution are known, the rest of the parameters can be determined relatively, which means that both the set \( L_i, i = 1, 2, 3, 4 \) and the set \( L_{12} \) can be calculated in advance for one time.

When we know the target vector \( s \) for the required solution, we can proceed to the online computation step, where operations are related to the target vector. First, to find vectors that satisfy \( \text{wt}(\tilde{H}x_1 + \tilde{H}x_2) + s_1 = \omega_{11} \), we apply the nearest
neighbor search technique to the $H \mathbf{x}_i, i = 3, 4$ part in sets $L_3$ and $L_4$ and then construct the set $L_{34}$. The set $L_{34}$ has the form

$$L_{34} = \{ \mathbf{x}_3 + \mathbf{x}_4 | \tilde{H} (\mathbf{x}_3 + \mathbf{x}_4) \text{wt}(\tilde{H} (\mathbf{x}_3 + \mathbf{x}_4) + s) = \omega_1 \} \text{ in the first } l_1 \text{ coordinates}. $$

We are now presented with two sets of candidate vectors $L_{12}$ and $L_{34}$, which are collections of all candidate $\mathbf{e}_1$ and $\mathbf{e}_2$, i.e., $\mathbf{x}_1 + \mathbf{x}_2$ and $\mathbf{x}_3 + \mathbf{x}_4$. The list $L_{1234}$ is then obtained by using the nearest neighbor search technique again, which is the set of candidate vectors of $\mathbf{e}'$.

### 3.1 ISD algorithm with preprocessing

We assume $T_P$ steps are required to obtain the weight distribution of solution $\mathbf{e}$ in Equation (6). The Algorithm 1 is the ISD decoding framework which uses preprocessing idea adapted from [15]. Pictorially, Figure 1 illustrates the ISD process with preprocessing intuitively.

**Fig. 1.** Illustration of ISD algorithm with preprocessing

#### 3.2 Analysis of the preprocessing framework

First, the correctness analysis of our algorithm follows from that of [15]. We refer readers for more details in the Section 4 of [15]. Next, we analyze the time complexity of the framework, which is similar to that of [15]. But here we distinguish the preprocessing phase and the online phase. Denote $R$ as the number of representations of $\mathbf{e}' = \mathbf{e}_1 + \mathbf{e}_2$ with $\text{wt} (\mathbf{e}_1) = p_1$. Define $q$ as the probability that the above representation satisfies the $L_{12}$ construction. Let $T_G$ represent the time of Gaussian elimination for each initial parity check matrix $H$. For the list with $L$ elements, the time for nearest neighbor search with the length of $L$ and weight of $\omega$ is denote by $N_{L,l,\omega}$.

In the preprocessing phase, we compute $T_P$ permutations as required. For each permutation, we need to use the Gaussian elimination to obtain the specified
Algorithm 1 ISD-NN-Preprocessing Framework (Adapted from [13])

Input: parity check matrix \( H \in \mathbb{F}_2^{(n-k) \times n} \), syndrome \( s \), error weight \( \omega \in [n] \)

Output: \( e \in \mathbb{F}_2^n \), which satisfies \( He = s \) and \( wt(e) = \omega \)

Compute parameters: \( l_1, l_2, \omega_1, \omega_2, \omega_{11}, p_1, p \)

1: Parameters are based on the definition in Equation (4), (5), (6)

2: repeat
3: \( j \) := 0 \quad \triangleright Preprocessing Phase
4: \( j \) := \( j \) + 1
5: Choose random permutation matrix \( P^{(j)} \in \mathbb{F}_2^{n \times n} \)
6: \( HP^{(j)} \) is transformed into systematic form by using Gaussian elimination with a invertible matrix \( Q^{(j)} \)
7: Obtain \( \tilde{H}_1^{(j)}, \tilde{H}_2^{(j)} \) and \( \tilde{H}_3^{(j)} \)
8: Construct 4 lists \( L_1^{(j)}, L_2^{(j)}, L_3^{(j)} \) and \( L_4^{(j)} \) by the definition precisely
9: \( L_1^{(j)} = \{ x_i | x_i = (y, 0^{k/2}) : y \in \mathbb{F}_p^{k/2} \} \) for \( i = 1, 3 \)
10: \( L_4^{(j)} = \{ x_i | x_i = (0^{k/2}, y) : y \in \mathbb{F}_p^{k/2} \} \) for \( i = 2, 4 \)
11: \( L_1^{(j)} \) by \( L_1^{(j)} \) and \( L_2^{(j)} \), \( L_1^{(j)} \) has the form
12: \( L_1^{(j)} = \{ x_1 + x_2 | \tilde{H}_1^{(j)}(x_1 + x_2) \} \)
13: \( L_2^{(j)} = \{ x_1 + x_2 | \tilde{H}_2^{(j)}(x_1 + x_2) \} \)
14: \( L_3^{(j)} = \{ x_3 + x_4 | \tilde{H}_3^{(j)}(x_3 + x_4) \} \)
15: \( L_4^{(j)} = \{ x_5 + x_6 | \tilde{H}_4^{(j)}(x_5 + x_6) \} \)
16: until \( j = Tp \)
17: repeat \( j \) := 0 \quad \triangleright Online Phase
18: \( j \) := \( j \) + 1
19: Compute \( L_1^{(j)} \) by \( L_1^{(j)} \) and \( L_3^{(j)} \), \( L_4^{(j)} \) has the form
20: \( L_1^{(j)} = \{ x_3 + x_4 | \tilde{H}_1^{(j)}(x_3 + x_4) \} \)
21: \( L_2^{(j)} = \{ x_3 + x_4 | \tilde{H}_2^{(j)}(x_3 + x_4) \} \)
22: \( L_3^{(j)} = \{ x_3 + x_4 | \tilde{H}_3^{(j)}(x_3 + x_4) \} \)
23: Compute \( L_1^{(j)} \) by \( L_1^{(j)} \) and \( L_3^{(j)} \), \( L_1^{(j)} \) has the form
24: \( L_1^{(j)} = \{ x_1 + x_2 + x_3 + x_4 | \tilde{H}_1^{(j)}(x_1 + x_2 + x_3 + x_4) \} \)
25: for \( x \in L_{1234} \) do \( \tilde{e} = (x, \tilde{H} \bar{x} + \tilde{s}) \)
26: if \( wt(e) = \omega \) then Break the online phase
27: until \( j = Tp \)
28: until \( wt(e) = \omega \)
29: return The corresponding \( P^{(j)} \) \( \tilde{e} \)
parity check. Compared to building the $L_{12}$ set, the base sets $L_i$, $i = 1, 2, 3, 4$ construction takes less time. So the time complexity for preprocessing phase is

$$T_{\text{pre}} = T_P \cdot (T_G + \max(1, (R \cdot q)^{-1}) \cdot N_{\|L_1\|, l_1, \omega_1})$$

During the online computation phase, we only need to construct the sets $L_{34}$ and $L_{1234}$, so the time complexity for the online phase is

$$T_{\text{Online}} = T_P \cdot \max(1, (R \cdot q)^{-1}) \cdot (N_{\|L_34\|, l_3, \omega_3} + N_{\|L_{1234}\|, l_2, \omega_2})$$

The complexity analysis method above can be used to analyze all specific algorithms based on this framework.

### 3.3 Concrete parameters

Various ISD decoding algorithms can be obtained by instantiating the framework above with specific parameters. In this section, based on Esser and Bellini’s open source estimator [5], we evaluate the bit security of code-based schemes in the 4th round of NIST PQC standardization process. NIST PQC standardization process defines five levels of security parameters, corresponding to the difficulty of solving AES128, AES192, and AES256, respectively. Table 1 of [15] provides specific security parameters for code based cryptographic schemes at different levels. The purpose of this section is to analyze the bit security of three different schemes using preprocessing algorithms. For each algorithm, we analyze the total complexity $T$ and the online phase complexity $T_{\text{online}}$ using Both-May, May-Ozerov, BJMM, BJMM-P-DW, and BJMM-DW respectively.

**Table 1.** Bit security for Classic McEliece scheme.

| Category 1 | Category 3 | Category 5 | Category 5 | Category 5 |
|------------|------------|------------|------------|------------|
| $n = 3488$ | $n = 4608$ | $n = 6688$ | $n = 6960$ | $n = 8192$ |
| $T$ | $T_{\text{online}}$ | $T$ | $T_{\text{online}}$ | $T$ | $T_{\text{online}}$ | $T$ | $T_{\text{online}}$ |
| Both-May  | 143        | 142       | 182       | 182       | 250       | 249       | 249       | 249       | 281       | 281       |
| May-Ozerov | 141       | 141       | 180       | 180       | 246       | 246       | 246       | 245       | 276       | 275       |
| BJMM      | 142        | 142       | 183       | 182       | 248       | 248       | 248       | 247       | 278       | 277       |
| BJMM-P-DW | 143        | 143       | 183       | 182       | 249       | 248       | 248       | 248       | 279       | 277       |
| BJMM-DW   | 144        | 143       | 183       | 182       | 250       | 250       | 250       | 249       | 282       | 279       |

In Table 1 the bit security is provided for the suggested parameters of the classical McEliece scheme. Tables 2 and 3 show the estimates for the BIKE and HQC schemes, respectively.

By virtue of the cyclic structure of the BIKE scheme, Esser and Bellini distinguish message security and key security in their estimator. The two kinds
of security can benefit from this structure in different ways. In Table 2, we also distinguish between the message security and the key security.

Remark 1. In the table of complexity analysis, the values for time complexity are all logarithms with a base of 2, making the distinction between $T$ and $T_{\text{online}}$ less noticeable. The differences between the two will be more noticeable if we utilize a deeper tree structure, such as depth 3 or depth 4 tree structure, and optimize respective parameters. An intuitive explanation is that the most time-consuming step, the nearest neighbor search, occurs three times in the 2-level tree structure. We can only pre-compute one of them. As a contrast, four out of seven of the nearest neighbor searches that occur in the three-layer decoding process can be

Table 2. Bit security for BIKE scheme.

|                | Category 1 | Category 3 | Category 5 |
|----------------|------------|------------|------------|
|                | ($n = 24646$) | ($n = 49318$) | ($n = 81946$) |
| $T$            | $T_{\text{online}}$ | $T_{\text{online}}$ | $T_{\text{online}}$ |
| Both-May       | 147 | 144 | 212 | 210 | 276 | 276 |
| May-Ozerov     | 146 | 143 | 211 | 209 | 276 | 274 |
| message BJMM   | 147 | 143 | 211 | 209 | 277 | 274 |
| BJMM-P-DW      | 147 | 143 | 211 | 209 | 276 | 274 |
| BJMM-DW        | 147 | 145 | 211 | 210 | 277 | 276 |

|                | Category 1 | Category 3 | Category 5 |
|                | ($n = 35338$) | ($n = 71702$) | ($n = 115274$) |
| $T$            | $T_{\text{online}}$ | $T_{\text{online}}$ | $T_{\text{online}}$ |
| Both-May       | 148 | 146 | 211 | 210 | 278 | 278 |
| May-Ozerov     | 147 | 145 | 210 | 209 | 278 | 277 |
| key BJMM       | 147 | 145 | 211 | 209 | 279 | 277 |
| BJMM-P-DW      | 147 | 145 | 211 | 209 | 278 | 277 |
| BJMM-DW        | 147 | 146 | 211 | 210 | 279 | 278 |

Table 3. Bit security for HQC scheme.

|                | Category 1 | Category 3 | Category 5 |
|                | ($n = 35338$) | ($n = 71702$) | ($n = 115274$) |
| $T$            | $T_{\text{online}}$ | $T_{\text{online}}$ | $T_{\text{online}}$ |
| Both-May       | 146 | 142 | 214 | 211 | 276 | 273 |
| May-Ozerov     | 145 | 141 | 214 | 210 | 276 | 272 |
| BJMM           | 146 | 141 | 214 | 210 | 276 | 272 |
| BJMM-P-DW      | 146 | 141 | 214 | 210 | 276 | 272 |
| BJMM-DW        | 146 | 144 | 214 | 213 | 276 | 275 |
pre-computed. As an illustration, this is confirmed by experimental data shown in Table 4 using [5].

| Category 1 (n = 3488) | Category 3 (n = 4608) | Category 5 (n = 6688) |
|-----------------------|-----------------------|-----------------------|
| \(T_{\text{online}}\) (depth = 2) | \(T_{\text{online}}\) (depth = 3) | \(T_{\text{online}}\) (depth = 2) |
| BJMM                  | May-Ozerov            |                       |
| 142                   | 141                   | 182                   |
| 180                   | 180                   | 248                   |
| 247                   |                       | 246                   |

4 Decoding one out of many for advanced ISD variants

In the decoding one out of many (DOOM) problem, one is given \(N\) syndrome decoding instances from the same code, and aims to solve one of them. This problem stems from certain scenario such as in public key cryptography, where the receiver can obtain multiple instances for the same linear code, and solve one of them is meaningful.

In 2009, Finiasz and Sendrier [16] analyzed this problem and proposed an algorithm for syndrome decoding using a generalized birthday algorithm. In 2011, Sendrier [23] designed an algorithm to solve the problem using the ISD algorithm and speed up Stern’s algorithm by a factor of roughly \(\sqrt{N}\).

Briefly, Sendrier first presented an abstract framework for the previous ISD decoding algorithm (like Stern’s algorithm [24]) in which two sets \(W_1\) and \(W_2\) are constructed. A solution to the syndrome decoding problem can be obtained by comparing the elements in the two sets. Based on this abstraction framework, Sendrier proposed increasing the size of set \(W_1\) while decreasing the size of set \(W_2\) when \(N\) instances are given. Compared to solving one instance, the time complexity can be decreased by \(\sqrt{N}\) when solving one of the \(N\) objectives for certain variant like Stern’s algorithm [24].

As remarked in [15], for more advanced ISD decoding algorithms, such as BJMM [4], there is currently no analytical result comparable to the above. Nevertheless, a folklore conjecture is that similar speed up applies. And such result is utilized in the estimator of Esser-Bellini. In this section, we fill this analytical gap, and provide theoretical support for the conjecture.

4.1 Generalized framework of advanced ISD variants

Combining the idea of [23] and of [15], we first establish the generalized framework of the advanced ISD variants. Specifically, we replace the 1 layer search
in \cite{23} to decode one of many instances by a modified multi-layer search proposed in \cite{15}. The size of the base sets $L_i, i=1,2,3,4$ is the same in for \cite{15}, and may be different in the current framework. The generalized information set decoding framework is shown in Algorithm 2. The notations used here follow the same as Section 2. In particular, the four sets $L_i \subset \mathcal{B}_p^k$ for $i=1,2,3,4$ and $p_1 + p_2 + p_3 + p_4 = p$, where $|L_1||L_2||L_3||L_4| = \binom{k}{p}$.

**Algorithm 2 Generalized ISD Framework (Adapted from \cite{23,15})**

\begin{itemize}
  \item **Input:** parity check matrix $H \in \mathbb{F}_2^{(n-k) \times n}$, syndrome $s$, error weight $\omega \in [n]$
  \item **Output:** $e \in \mathbb{F}_2^n$ which satisfies $He = s$ and $wt(e) = \omega$
  \item 1: repeat
  \item 2: choose random permutation matrix $P \in \mathbb{F}_2^{n \times n}$
  \item 3: apply Gaussian elimination to transform $HP$ and $s$ into Equation (4)
  \item 4: for all $e_1 \in L_1$ and $e_2 \in L_2$
    \item 5: compute set $L_{12}$ which has form
    \[ L_{12} \leftarrow \{e_1 + e_2 \mid (e_1, e_2) \in L_1 \times L_2 \text{ and } wt(\hat{H}_1 e_1 + \hat{H}_1 e_2) = \omega_{11} \} \]
  \item 6: for all $e_3 \in L_3$ and $e_4 \in L_4$
    \item 7: compute set $L_{34}$ which has form
    \[ L_{34} \leftarrow \{e_3 + e_4 \mid (e_3, e_4) \in L_3 \times L_4 \text{ and } wt(\hat{H}_1 e_3 + \hat{H}_1 e_4) + \hat{s}_1 = \omega_{11} \} \]
  \item 8: for all $x_1 \in L_{12}$ and $x_2 \in L_{34}$
    \item 9: compute set $L_{1234}$ which has form
    \[ L_{1234} \leftarrow \{x_1 + x_2 \mid (x_1, x_2) \in L_{12} \times L_{34} \text{ and } wt(\hat{H}_2 x_1 + \hat{H}_2 x_2) + \hat{s}_2 = \omega_{2} \} \]
  \item 10: for $x \in L_{1234}$ do
    \item 11: compute $(x, \hat{H} x + \hat{s})$
    \item 12: if $wt(x, \hat{H} x + \hat{s}) = \omega$ then
      \item 13: Break
    \item 14: until $wt(x, \hat{H} x + \hat{s}) = \omega$
  \item 15: The corresponding $P(x, \hat{H} x + \hat{s})$
\end{itemize}

Assume that $P$ random permutations are needed to obtain the weight distribution. $T_G$ is the time for the Gaussian elimination, and $T_{12}, T_{34}$, and $T_{1234}$ is the time required to construct the sets $L_{12}, L_{34}$ and $L_{1234}$ respectively. Denote $R$ as the number of different representations into which $e$ might be split, and $q$ as the probability that such a representation meets the restrictions of the sets $L_{12}$ and $L_{34}$.

The total time complexity is as follows

\[ T = P \times T_G + P \times \max \left( 1, (R \cdot q)^{-1} \right) (T_{12} + T_{34} + T_{1234}). \quad (9) \]

Let $\varepsilon$ be the probability that $e' \in \mathcal{B}_p^k$ is the part of the final solution $e = (e', e'_1, e'_2, e'_3)$. Then
\[ \varepsilon \approx \frac{\binom{l_1}{\omega_1} \binom{l_2}{\omega_2} \binom{n-k-l_1-l_2}{\omega_{p-k}}}{{n \choose \omega_{p-k}}} . \]

Therefore, the probability of the whole algorithm succeeding in one cycle, i.e., the reciprocal of \( P \) is

\[ \frac{1}{P} = 1 - (1 - \varepsilon)^{|L_1| \times |L_2| \times |L_3| \times |L_4|} \approx \min(1, \varepsilon \times |L_1||L_2||L_3||L_4|). \]

In [15], there are two specific methods for solving the nearest neighbor search problem, namely the Meet-In-The-Middle and the Indyk-Motwani method, which is related to the time complexity for constructing sets \( L_{12}, L_{34} \) and \( L_{1234} \). The analysis here is based on the Meet-In-The-Middle method, the other one is similar. The time complexity described in Equation (9) can be written as

\[ T = P \times T_G + P \times \max(1, (R \cdot q)^{-1}) (T_{12} + T_{34} + T_{1234}) , \]

where

\[ T_{12} = \frac{l_1/2}{\omega_{11}/2} |L_1| + \frac{l_1/2}{\omega_{11}/2} |L_2| + \frac{|L_1||L_2| \binom{l_1}{\omega_{11}}}{2^{l_1}}, \]

\[ T_{34} = \frac{l_1/2}{\omega_{11}/2} |L_3| + \frac{l_1/2}{\omega_{11}/2} |L_4| + \frac{|L_3||L_4| \binom{l_1}{\omega_{11}}}{2^{l_1}}, \]

\[ T_{1234} = \frac{l_2/2}{\omega_{22}/2} |L_{12}| + \frac{l_2/2}{\omega_{22}/2} |L_{34}| + \frac{|L_{12}||L_{34}| \binom{l_2}{\omega_{22}}}{2^{l_2}}, \]

\[ |L_{12}| = \frac{|L_1||L_2| \binom{l_1}{\omega_{11}}}{2^{l_1}} , \quad |L_{34}| = \frac{|L_3||L_4| \binom{l_1}{\omega_{11}}}{2^{l_1}}. \] (10)

To minimize the time complexity, the base sets should be equal in size, i.e. \( |L_1| = |L_2| = |L_3| = |L_4| = \sqrt[4]{\binom{k}{p}} \).

### 4.2 Decoding one out of many for advanced ISD variants

Now that we need to solve the syndrome decoding problem for a set of \( S = \{ s_i, 1 \leq i \leq N \} \) for \( N \) independent instances, Algorithm 2 presents an algorithm for solving one out of \( N \) problems for advanced variants, which is very similar to Algorithm 2. But here the size of the sets \( L_i \) depend on the parameter \( N \).

Assume that \( P_N \) random permutations are needed to obtain the weight distribution. In this case, the probability of the algorithm succeeding in one cycle is

\[ \frac{1}{P_N} = 1 - (1 - \varepsilon)^{N \times |L_1| \times |L_2| \times |L_3| \times |L_4|} \approx \min(1, \varepsilon \times N|L_1||L_2||L_3||L_4|), \]

which is equal to \( N \times \frac{1}{P} \) when \( \varepsilon \times N|L_1||L_2||L_3||L_4| < 1 \). We then examine in detail the time complexity. Let \( |L_1| = |L_2| = |L_3| \) and \( |L_1| \) and \( |L_4| \) is adjustable with \( |L_1|^3 |L_4| = \binom{k}{p} \).
Algorithm 3 DOOM ISD Framework (Adapted from [2315])

Input: parity check matrix $H \in \mathbb{F}_2^{(n-k) \times n}$, syndrome set $S = \{s\}$, error weight $\omega \in [n]
Output: $e \in \mathbb{F}_2^n$, which satisfies $He \in S$ and $wt(e) = \omega$

1: repeat
2: choose random permutation matrix $P \in \mathbb{F}_2^{n \times n}$
3: apply Gaussian elimination to transform $HP$ and all elements $s$ in $S$ into Equation (4)
4: for all $e_1 \in L_1$ and $e_2 \in L_2$ do
5: compute set $L_{12}$ which has the form $L_{12} \leftarrow \{e_1 + e_2|(e_1, e_2) \in L_1 \times L_2 \text{ and } wt(\hat{H}_1e_1 + \hat{H}_1e_2) = \omega_{11}\}$
6: for all $e_3 \in L_3$ and $e_4 \in L_4$ do
7: for all $\tilde{s} = (s_1, s_2, s_3) \in S$ do
8: compute set $L_{34}$ which has the form $L_{34} \leftarrow \{e_3 + e_4|(e_3, e_4) \in L_3 \times L_4 \text{ and } wt(\hat{H}_1e_3 + \hat{H}_1e_4) + \tilde{s}_1 = \omega_{11}\}$
9: for all $x_1 \in L_{12}$ and $x_2 \in L_{34}$ do
10: compute set $L_{1234}$ which has the form $L_{1234} \leftarrow \{x_1 + x_2|(x_1, x_2) \in L_{12} \times L_{34} \text{ and } wt(\hat{H}_2x_1 + \hat{H}_2x_2) + \tilde{s}_2 = \omega_2\}$
11: for $x \in L_{1234}$ do
12: compute $(x, \hat{H}x + \tilde{s})$
13: if $wt(x, \hat{H}x + \tilde{s}) = \omega$ then
14: Break
15: until $wt(x, \hat{H}x + \tilde{s}) = \omega$
16: The corresponding $P(x, \hat{H}x + \tilde{s})$

For one out of $N$ syndrome decoding problem, the total time complexity is

$$T_N = P_N \times (T_G) + P_N \times \max \left((1, (R \cdot q)^{-1}) \left(T_{12} + T_{34} + T_{1234} \right)\right),$$

In detail, the $T_{12} + T_{34} + T_{1234}$ section can be written as follows

$$\left(\frac{l_1}{\omega_{11}}\right)|L_1| + \left(\frac{l_1}{\omega_{11}}\right)|L_2| + |L_{12}| + \left(\frac{l_2}{\omega_{11}}\right)|L_3| + \left(\frac{l_2}{\omega_{11}}\right)|L_4| + |L_{34}| + \left(\frac{l_2}{\omega_{11}}\right)|L_{12}| + \left(\frac{l_2}{\omega_{11}}\right)|L_{34}| + \frac{|L_{12}||L_{34}|(l_2)}{2^{l_2}},$$

where $|L_{12}| = \frac{|L_1||L_2|}{2^{l_1}}$, $|L_{34}| = \frac{N|L_3||L_4|}{2^{l_1}}$. 
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Then, it can be transformed into
\[
\left(\frac{l_1}{\Omega_{11}/2}\right) \left(3|L_1| + N\left(\frac{k}{p}\right)\right) + \left(\frac{l_2}{\Omega_{22}/2}\right) \left(|L_1| + N\left(\frac{k}{p}\right)\right) + \frac{N\left(\frac{k}{p}\right)}{2t_1} + \frac{N\left(\frac{k}{p}\right)}{2t_2}.
\]

At the end, \(T_{12} + T_{34} + T_{1234}\) can be minimized by making \(|L_1| = \sqrt{N\left(\frac{k}{p}\right)}\), and \(|L_4| = \sqrt{N}\left(\frac{k}{p}\right)\). Thus, we deduce \(T_N \leq \frac{T}{\sqrt{N}}\). The result is similar to that of Sendrier \[23\] and confirms the folklore conjecture. That is, considering \(N\) independent instances, the time complexity to solve one out of \(N\) instances using these advanced ISD algorithm is approximately \(1/\sqrt{N}\) times the time complexity to solve a single instance.

5 Conclusion

In this work, we explore decoding problem with multiple instances in two different scenarios. In the first scenario, we employ a direct preprocessing strategy that divides the current binary search tree framework into a preprocessing phase and an online computation step. The modification reduce the amortized time complexity of solving each of the \(N\) instances, and affects the concrete security of some code based post-quantum schemes. Finding a better way to employ the preprocessing strategy is an interesting problem for further research. In the second scenario, we consider the decoding one out of many problem. We combine Sendrier’s and Esser-Bellini’s framework to examine the time complexity of solving one out of the \(N\) instances. The result confirms the folklore conjecture that the advanced variants can be sped up by a factor of roughly \(\sqrt{N}\).

Acknowledgements

This work was partially supported by the National Key Research and Development Program of China(Grant No. 2021YFB3100200) and the Major Basic Research Project of Natural Science Foundation of Shandong Province, China (Grant No. ZR202010220025).

References

1. National institute of standards and technology nist post-quantum cryptography standardization (2022 July 5th), https://csrc.nist.gov/projects/post-quantum-cryptography/post-quantum-cryptography-standardization
2. Aragon, N., Barreto, P., Bettaieb, S., Bidoux, L., Blazy, O., Deneuville, J.C., Gaborit, P., Gueron, S., Guneysu, T., Melchor, C.A., et al.: Bike: bit flipping key encapsulation (2017)
3. Auerbach, B., Giacon, F., Kiltz, E.: Everybody’s a target: scalability in public-key encryption. In: Annual International Conference on the Theory and Applications of Cryptographic Techniques. pp. 475–506. Springer (2020)

4. Becker, A., Joux, A., May, A., Meurer, A.: Decoding random binary linear codes in $2^{n/20}$: How $1 + 1 = 0$ improves information set decoding. In: Annual international conference on the theory and applications of cryptographic techniques. pp. 520–536. Springer (2012)

5. Bellini, E., Esser, A.: Syndrome decoding estimator (2021), https://github.com/Crypto-TII/syndrome_decoding_estimator

6. Bernstein, D.J., Lange, T.: Non-uniform cracks in the concrete: the power of free precomputation. In: International Conference on the Theory and Application of Cryptology and Information Security. pp. 321–340. Springer (2013)

7. Both, L., May, A.: Optimizing bjjmm with nearest neighbors: full decoding in $2^{2n/21}$ and mceliece security. In: WCC workshop on coding and cryptography. p. 214 (2017)

8. Both, L., May, A.: Decoding linear codes with high error rate and its impact for lpn security. In: International Conference on Post-Quantum Cryptography. pp. 25–46. Springer (2018)

9. Chou, T., Cid, C., UIB, S., Gilcher, J., Lange, T., Maram, V., Misoczki, R., Niederhagen, R., Paterson, K., Persichetti, E.: Classic mceliece: conservative code-based cryptography, 10 october 2020 (2020)

10. Coretti, S., Dodis, Y., Guo, S.: Non-uniform bounds in the random-permutation, ideal-cipher, and generic-group models. In: Annual International Cryptology Conference. pp. 693–721. Springer (2018)

11. Corrigan-Gibbs, H., Kogan, D.: The discrete-logarithm problem with preprocessing. In: Annual International Conference on the Theory and Applications of Cryptographic Techniques. pp. 415–447. Springer (2018)

12. Doulgerakis, E., Laarhoven, T., Weger, B.d.: Finding closest lattice vectors using approximate voronoi cells. In: International Conference on Post-Quantum Cryptography. pp. 3–22. Springer (2019)

13. Ducas, L., Laarhoven, T., van Woerden, W.P.: The randomized slicer for cvpp: sharper, faster, smaller, batchier. In: IACR International Conference on Public-Key Cryptography. pp. 3–36. Springer (2020)

14. Dumer, I.: On minimum distance decoding of linear codes. In: Proc. 5th Joint Soviet-Swedish Int. Workshop Inform. Theory. pp. 50–52 (1991)

15. Esser, A., Bellini, E.: Syndrome decoding estimator. In: IACR International Conference on Public-Key Cryptography. pp. 112–141. Springer (2022)

16. Finiasz, M., Sendrier, N.: Security bounds for the design of code-based cryptosystems. In: International conference on the theory and application of cryptology and information security, pp. 88–105. Springer (2009)

17. Laarhoven, T.: Sieving for closest lattice vectors (with preprocessing). In: International Conference on Selected Areas in Cryptography. pp. 523–542. Springer (2016)

18. May, A., Meurer, A., Thomae, E.: Decoding random linear codes in $\tilde{O}(2^{0.154n})$. In: Lee, D.H., Wang, X. (eds.) Advances in Cryptology – ASIACRYPT 2011. pp. 107–124. Springer Berlin Heidelberg, Berlin, Heidelberg (2011)

19. May, A., Ozerov, I.: On computing nearest neighbors with applications to decoding of binary linear codes. In: Annual International Conference on the Theory and Applications of Cryptographic Techniques. pp. 203–228. Springer (2015)
20. Melchor, C.A., Aragon, N., Bettaieb, S., Bidoux, L., Blazy, O., Deneuville, J.C., Gaborit, P., Persichetti, E., Zémor, G., Bourges, I.: Hamming quasi-cyclic (hqC). NIST PQC Round 2, 4–13 (2018)
21. Mihalcik, J.: An analysis of algorithms for solving discrete logarithms in fixed groups. Tech. rep., NAVAL POSTGRADUATE SCHOOL MONTEREY CA (2010)
22. Prange, E.: The use of information sets in decoding cyclic codes. IRE Transactions on Information Theory 8(5), 5–9 (1962)
23. Sendrier, N.: Decoding one out of many. In: International Workshop on Post-Quantum Cryptography. pp. 51–67. Springer (2011)
24. Stern, J.: A method for finding codewords of small weight. In: International Colloquium on Coding Theory and Applications. pp. 106–113. Springer (1988)