Impacts of Students’ Academic-Performance Trajectories on Final Academic Success

Shahab Boumi  
*Industrial Engineering and Management Systems*  
*University of Central Florida*  
Orlando, United States  
sh.boumi@knights.ucf.edu

Adan Vela  
*Industrial Engineering and Management Systems*  
*University of Central Florida*  
Orlando, United States  
adan.vela@ucf.edu

Abstract—Many studies in the field of education analytics have identified student grade point averages (GPA) as an important indicator and predictor of students’ final academic outcomes (graduate or halt). And while semester-to-semester fluctuations in GPA are considered normal, significant changes in academic performance may warrant more thorough investigation and consideration, particularly with regards to final academic outcomes. However, such an approach is challenging due to the difficulties of representing complex academic trajectories over an academic career. In this study, we apply a Hidden Markov Model (HMM) to provide a standard and intuitive classification over students’ academic-performance levels, which leads to a compact representation of academic-performance trajectories. Next, we explore the relationship between different academic-performance trajectories and their correspondence to final academic success. Based on student transcript data from University of Central Florida, our proposed HMM is trained using sequences of students’ course grades for each semester. Through the HMM, our analysis followed the expected finding that higher academic performance levels correlate with lower halt rates. However, in this paper, we identify that there exist many scenarios in which both improving or worsening academic-performance trajectories actually correlate to higher graduation rates. This counter-intuitive finding is made possible through the proposed and developed HMM model.

Index Terms—Hidden Markov model, student GPA analysis, academic outcomes, clustering

I. INTRODUCTION

Based on the National Student Clearinghouse Research Center, the six-year graduation rate for students who initiated their college education in 2012 is only 58%, with 42% of students either halting enrollment or taking longer than six years to graduate [21]. Halting college is broadly understood to impose irreversible mental, financial, and time losses to students [10].

To date, numerous reasons have been identified to explain why students choose to halt their education; they include: financial problems, lack of interest in studies, lagged behind in study progression, and inadequate information and guidance [13]. In many cases, the reasoning is related to academic performance; however, the determination to halt one’s education is not a straight line between perceived poor grades and halting. As D. Shippee notes, poor grades may lead to the feeling of depression [22], or lead students to shift career goals [14]. Instead, low academic performance can be viewed as an underlying factor, predictor, or leading indicator of halting [1]. Along these lines, many studies have recognized GPA as a fair predictor or leading indicator of students persisting or halting their academic career [8], [16], [18], [20], [24]. Zahedi et al. [24] investigated the relationship between graduation rate and numerous variables, including gender, race, transfer status, major, number of terms registered, and cumulative GPA. Their findings suggest that cumulative GPA is one of the most powerful measures for predicting graduation. In a similar study, Pappas et al. [20] showed that students’ cumulative GPA is a significant factor in identifying students at risk of dropout among computer science students. Although cumulative GPA is demonstrated to be a valuable indicator and predictor of students’ academic outcomes, the measure is a summary statistic. As such, cumulative GPA does not convey information of how a student’s GPA evolved over time. Using cumulative GPA as a predictive measure essentially ignores underlying patterns that could convey meaningful status changes.

To better understand, model, and characterize students at-risk of halting, we believe it is necessary to mathematically model academic-performance trajectories. The desire to model academic performance trajectories is driven by the following research question:

- Does a decrease in academic performance proportionally increase the risk of halting?
- If a student improves their academic performance does their graduation rate match those students that always performed well?

This study is aimed at analyzing students’ academic-performance trajectories to see if these trajectories are meaningful in answering the research questions above. To address the research questions, we start by designing a Hidden Markov Model (HMM) to convert complex student academic records to a compact discrete representation we denote as an academic-performance level. The HMM is tuned using anonymized student records of first-time-in-college (FTIC) students. After applying the HMM, the resulting compact representation of the academic-performance trajectories is grouped into meaningful clusters for analysis. Groups are compared and contrasted to understand how academic-performance trajectories correlate to halting. Accordingly, the primary contributions of this paper
are: (1) a technique for generating a compact representation of a student’s academic-performance trajectory; and (2) an improved understanding of the relationship between academic-performance trajectories and final academic outcomes.

The remainder of the paper is organized as follows: in Section II we provide a more detailed problem statement, with Section III detailing our proposed approach. Next, we provide our findings in Section IV. Finally, the paper is concluded in Section V.

**II. PROBLEM STATEMENT**

We consider the problem of mathematically modeling the trajectory dynamics of a student’s academic performance. The goal of addressing this problem is to identify a compact trajectory representation of academic performance that enables the classification and clustering of undergraduate students into meaningful groups. These groups will then be compared and contrasted to explore the relationship between academic performance trajectories and final educational outcomes, specifically halting. A pictorial representation of the overall problem and methodology is provided in Figure 1.

Here, we start with the notional definition of an academic-performance trajectory to be a temporal sequence of states indicating a student’s academic performance. A frequently encountered category of academic performance trajectories are student transcripts; each semester corresponds to a time-step \( t \) in a trajectory \( T_i \), while courses are taken, and grades received each semester correspond to trajectory states, \( X_t \). The challenge with working such data is the dimensionality of the representation - specifically all the combinations of courses and grades in \( X_t \).

The goal of this paper is to identify a mapping \( \hat{T}_i \rightarrow T_i \) that translates an academic performance trajectory into a lower-dimensional representation \( T_i \), where the state \( X_t \) at each semester corresponds to an academic-performance level. As an example, consider the case in which each student transcript is first converted to a sequence of grade counts given by the number of A’s, B’s, C’s, D’s/F’s (combined), and withdrawals they received in a semester. One such tuple, \((1,0,1,1,2)\), would indicate that in the corresponding semester, a student received the following marks: one A, no B’s, one C, one D or F, and two withdrawals. Over an academic career, a semester-to-semestr sequence might look like:

\[(1, 0, 1, 1, 2), (2, 1, 1, 1, 0), (0, 3, 1, 0, 0), \ldots, (3, 1, 0, 0, 0)\].

A mapping of the full trajectory to a compact trajectory representation might be \( L_3, L_2, L_2, \ldots, L_1 \), where each \( L_i \) in the time-ordered sequence corresponds to a specified academic-performance level (e.g. \( L_1 \) is low, \( L_2 \) is middle, and \( L_3 \) is high).

Unlike prior studies, we explicitly assume the grades a student earns exist within a random process whereby students’ course grades are not deterministic. As an analogy, in an imaginary multiverse, a student could take the same course one-hundred times and earn different scores each time. Seemingly random processes or disturbances that might affect a student’s scores, and ultimately final grade, can be due to external factors (e.g., illness the week of an exam) or internal factors (e.g., grading policies) related to the course. Accordingly, instead of each academic-performance level, \( L_i \) being a straight-forward mapping from the semester GPA, random processes and disturbances that create a noisy GPA signal must be filtered to estimate the academic-performance level.

**III. METHODOLOGY**

In order to map full academic trajectories to a more compact representation, we develop and apply a Hidden Markov Model (HMM). Application of HMMs to model students’ academic behaviors and performance has been documented in several studies [5], [6], [9], [12], [19], [23]. For example, in work by Boumi and Vela [3], [4] the authors use an HMM to investigate the relationship between students’ academic performance and enrollment strategies (i.e., the sequence of full-time and part-time enrollment statuses). Through the application of an HMM, students are classified and clustering into three categories based on their enrollment strategy – full-time, part-time, and mixed enrollment strategy. Once clustered, the categorizations are demonstrated to correlate with various measures of academic performance (e.g., graduation rate, halting, GPA). In another study by Kaser et al. [15], the authors apply an HMM to examine the impact of students’ exploration strategies on learning. Their findings suggest that exploration strategy is important to learning outcomes. Using a similar framework to these studies, we develop and apply an HMM to model and understand the impact of academic-performance trajectories and final educational outcomes.
In this section, we begin by describing the student data used for this study. Next, we provide an overview of the Hidden Markov Model used in analyzing students’ academic-performance trajectories. Followed is a discussion of the problem formulation and prerequisite steps to encoded academic records and develop the HMM structure. Lastly, we provide the relevant parameters of the trained HMM model.

### A. Student Data Records

All the findings in this study are based on undergraduate academic records collected by the Institutional Knowledge unit at a large public university University of Central (UCF). The database of academic records covers the years from 2008 to 2017 and contains course grades for over 100,000 more than 170,000 students. To provide some contextual information regarding UCF, some demographic data is provided in Table I. As indicated by the statistics contained in the tables, UCF is a coeducational university with a large fraction of students self-identifying as Hispanic. Also unique to UCF is that a large portion of the student body are transfer students, with most coming from community colleges.

While transfer students make up the majority of the student body, this study focuses strictly on first-time-in-college (FTIC) students. This decision is driven by the following reasons: (1) the lack of academic records for transfer students from their previous university; and (2) potentially insufficient time spent at UCF to define a trajectory. After filtering for FTIC students, the data-set is further restricted to those students that graduated or halted their education. The remaining data-set contains over ~20,000 37,423 unique students and a total of over ~200,000 334,177 student-semesters.

### B. Representing Academic Performance using a Hidden Markov Model

As depicted in Figure 2, an HMM represents the dynamics of a system as it moves between operating states or modes (e.g., Modes 1, 2, and 3 in the figure). When operating within a state or mode, the system generates a mode-related output $O_t$ at each time-step. For the problem under consideration here, the modes correspond to the academic-performance level of a student, and the observations refer to the student grade counts in any given semester. Because of the randomness assumption stated in Section II, the grade counts observed might not map directly to the expected academic-performance level of a student, and as such, we say the mode or academic-performance level of a student is not directly observable from their grades. Instead, through a series of grade observations, we can estimate or infer the most likely academic-performance level of the student in any semester given the likelihood of such a sequence of mode transitions (i.e., trajectory).

Each Hidden Markov Model is initialized by a set of modes $Q = \{q_1, q_2, \ldots, q_N\}$. Unlike any other types of Markov models in which the modes are observable, in HMMs, modes are hidden; that is, it is unknown at which mode the system dwells at any particular moment. After developing an HMM, one application of an HMM is then to estimate a variable-length sequence of the hidden modes estimates given a series of observations, $O = o_1, o_2, \ldots, o_T$, that are generated from the modes. Within this framework, each HMM is defined by the following parameters: (1) $A = [a_{i,j}] \in R^{N \times N}$, a transition matrix containing the single-step probabilities by which a system moves between modes; (2) $B = b_i(o_t)$, an emission matrix describing the probability of generating each observation $o_t$ when the system is in mode $q_i$; and (3) $\pi_0$, the initial probability distribution for the system at its start.

The first step to build an HMM, known as the LEARNING step, is to estimate the optimal values for the parameters $\lambda = (A, B, \pi_0)$. We use the Baum-Welch algorithm, an expectation-maximization algorithm, to estimate the optimal parameter-set $\lambda^*$. This algorithm takes initial guesses for each of the parameters and iteratively improves the estimations of the parameters by computing the likelihood of any sequence of observation given $\lambda$. After obtaining the optimal $\lambda^*$, the next step is to predict the sequence of hidden modes for a given observation sequence. This step, known as DECODING step uses the Viterbi algorithm, which takes observation sequences and $\lambda^*$ as input and returns estimated hidden modes as the output.

| Students demographic | Percentage |
|----------------------|------------|
| Female               | 56%        |
| Male                 | 44%        |
| First-Time-in-College| 41%        |
| Transfer             | 59%        |
| White                | 55%        |
| Hispanic             | 24%        |
| African-Am.          | 11%        |
| Other                | 10%        |

**TABLE I**

**STUDENTS DEMOGRAPHIC DISTRIBUTION AT UCF OVER 10 YEARS**

---

1As of 2018 UCF was designated to be a Hispanic Serving Institution by the Department of Education.

2The other category includes American-Indian, Asian, Native Hawaiian, and Multi-racial ethnicity.

3A student is defined to halt if they do not enroll for three consecutive academic semesters.
In our case, the first challenge with utilizing an HMM is the dimensionality of the observable outputs, i.e., grade counts. As described in Section II, each semester, we represent a student’s academic performance according to a tuple with five elements, in which the first, second, and third elements are integers indicating the number of courses with A, B, and C grades. The fourth and fifth elements are variables indicating the number of D or F grades, and how many courses the student has withdrawn. Under the assertion that the grade counts earned each semester are dependent (e.g., the number of A's earned is correlated to the number of B's, C's, etc.), it is reasonable to consider each unique grade-tuple to be a possible observation. Within the data set, over 687 unique grade combinations in a semester have been observed. The most common grade combination was (4,0,0,0,0), which occurred 5.8% of the time. Meanwhile, there are over 20 grade combinations that occur only once, e.g., (1,1,1,0,4).

Given the large number of grade combinations, the wide distribution spread, and the relative sparseness in which many cases occur, it is necessary to perform a partial reduction in the dimensionality of the output space. Instead of each output being a tuple of unconstrained counts, elements of the grade-tuple are capped. The grade-tuple is adjusted to contain the number of A's, B's, and C's up to a maximum value of 3. Furthermore, instead of storing the number of D/F and W grades, these values are converted to binary variables. In this new representation, the original grade-tuple (5, 0, 2, 0, 3) for a student that had registered for 10 classes would be converted to (3, 0, 2, 0, 1). Now, because students do not typically register for more than 5 classes, and more so, because there is a strong correlation between grades, the impact of clipping is believed to be limited. After applying the new representation, the total number of unique observations is reduced to 216 grade-tuples.

Within the HMM framework, the next step is to specify a predetermined number of modes for the model; again, each mode corresponds to an academic-performance level. The inclusion of each additional state increases the required number of parameters used to define the model (i.e., size of $\lambda$); it is critical to balance over-fitting (too many parameters) and model coarseness (too few parameters). For a model with $N$ and $M$ outputs, the total number of parameters within an HMM to be tuned is $N(N + M - 2) + N$; the tuned parameters correspond to a probability transition matrix, the emission probability for each grade tuple when operating in a state, and the initial state distribution. Through a combination of managing the number of modes and the number of grade-tuples represented, we can ensure there is sufficient data to tune the parameters.

Initially, we classify students based on their last semester’s cumulative GPAs (CGPA) into eight academic-performance levels. The first level corresponds to students with a CGPA less than 2.0; level 2 includes students with a CGPA between 2.0 and 2.25, level 3 for students with CGPA between 2.25 and 2.5, and so on for other levels. Next, for each academic-performance level, the distribution over grades including A, B, C, DF, and W was computed. Since the grade distributions observed over adjacent academic-performance levels were quite close, a round of aggregation over academic-performance levels was initiated using their pairwise distance. Based on [2], the distance between two Multinomial distribution, $\Delta$, is computed by the following equation:

$$4\sin^2(\Delta/2) = (\sqrt{p_A} - \sqrt{p_A'}) + \cdots + (\sqrt{p_W} - \sqrt{p_W'})$$

In the above equation, $p_A$ through $p_W$ corresponds to the probability of grade A through grade W in a given academic-performance level. Given the pairwise distances between academic-performance levels and using the hierarchical clustering method, the eight different academic-performance levels were further grouped into four main levels. We consider the resulting four academic-performance levels as the hidden states for the proposed HMM. The cumulative GPAs associated with these states are shown in Table II.

| Level number | Cumulative GPA |
|--------------|----------------|
| 1            | CGPA $\leq$ 2.5 |
| 2            | 2.5 $<$ CGPA $\leq$ 3 |
| 3            | 3.0 $<$ CGPA $\leq$ 3.5 |
| 4            | 3.5 $<$ CGPA $\leq$ 4.0 |

Based on an HMM model with 4 academic-performance levels and 216 possible grade-tuples, it is possible to provide examples of the desired input and output of the HMM model; see Table III. In the table, student number 1 has enrolled in four semesters and has four grade-tuples recorded in his academic history. In the first semester, he has no courses with A, B, or C grades as the first three digits are all zero. The fourth and fifth digits in the grade-tuple indicate that the student has grades DF and W in his first semester. His grade-tuple for the rest of the semesters is explained in the same manner. The estimated academic-performance level for this student in all enrolled semesters is 1. As we see in the table, while students number 1 to 4 has a consistent academic-performance level during their academic careers, the academic-performance level for student number 5 has changed from 4 to 1 in his third semester.

C. Initialization and Training

For this particular problem, the process for initializing and training the HMM is non-trivial, especially given the total number of parameters that define the emission distributions (i.e., 4 states x 216 possible grade-tuple outputs).
First, we describe the process for providing an initial guess for the smaller 4x4 transition matrix, which has 12 linearly independent parameters (out of 16 total). To identify an initial guess for HMM transition matrix, we analyzed students’ transcripts to estimate how their GPA moves between the four levels identified in Table I – this is equivalent to assuming a student's GPA directly maps to an academic performance level (removing the randomness assertion stated earlier). The matrix below provides the resulting initial transition matrix (percentage scale):

\[
\begin{bmatrix}
0.331 & 0.676 & 0.718 & 0.304 & 0.154 \\
0.702 & 1.058 & 0.726 & 0.179 & 0.100 \\
1.130 & 1.077 & 0.401 & 0.070 & 0.060 \\
1.359 & 0.572 & 0.075 & 0.009 & 0.025
\end{bmatrix}
\]

As an initial guess for the vector \( \pi \), we consider the distribution over students’ academic-performance in their first semester. The matrix below shows the initial guess for \( \pi \) (percentage scale):

\[
\begin{bmatrix}
20.14 & 19.07 & 33.50 & 27.29
\end{bmatrix}
\]

As we explained earlier, an HMM observation in this study for a student in a given semester is defined as a tuple with five elements. Elements 1 to 3 store the number of courses with grades A, B, and C, respectively, and elements 4 and 5 are binary variables, determining if the student has D/F and W grades in that semester. In order to find an initial guess for the emission matrix, we supposed that elements of the observed grade-tuples are independent of each other, each having a Poisson distribution (in the tuning process, the independence assumption between grade counts is removed). As such, for each academic-performance level, we can compute the probability of observing each grade-tuple, i.e., the grades counts in each tuple, using a joint but separable Poisson probability density function. Since there is a total of 216 different grade-tuple combinations in our data set, the initial emission matrix has four rows (corresponding to the four hidden states) and 216 columns (corresponding to the 216 observations). Due to space limitations, instead of showing the initial emission matrix with 864 parameters, we have computed the expected values (EV) of the counts for each grade across the 216 possible observations. The results are shown in the following matrix:

\[
\begin{bmatrix}
86.11 & 10.93 & 2.44 & 0.52 \\
8.40 & 80.25 & 11.26 & 0.09 \\
0.29 & 7.58 & 84.98 & 7.15 \\
0.02 & 0.02 & 5.64 & 94.32
\end{bmatrix}
\]

After initializing HMM parameters, the next step is to estimate their optimal value using the Baum-Weltch algorithm. The optimal estimates, obtained after 20 iterations for algorithm convergence, are listed below:

\[
A =
\begin{bmatrix}
0.302 & 0.658 & 0.862 & 0.608 & 0.291 \\
0.789 & 1.470 & 0.902 & 0.210 & 0.098 \\
1.777 & 1.416 & 0.297 & 0.036 & 0.054 \\
2.561 & 0.451 & 0.023 & 0.002 & 0.020
\end{bmatrix}
\]

\[
EV(grade) =
\begin{bmatrix}
86.11 & 10.93 & 2.44 & 0.52 \\
8.40 & 80.25 & 11.26 & 0.09 \\
0.29 & 7.58 & 84.98 & 7.15 \\
0.02 & 0.02 & 5.64 & 94.32
\end{bmatrix}
\]

\[
\pi = [12.82, 37.35, 35.79, 14.04]
\]

As an initial guess for the vector \( \pi \), we consider the distribution over students’ academic-performance in their first semester. The matrix below provides the resulting initial transition matrix (percentage scale):
Regardless of semester. The comparison between \( \pi_0 \) and \( \pi \) provides an indication of how the distribution of students’ academic-performance evolves over time. For instance, it illustrates that students are more likely to be in academic-performance level 4 in later semesters compared to the first semester (39.67%>14.04%). Furthermore, the probability of having academic-performance level 1 in the first semester is more than the same probability for the later semesters (12.82%>11.70%). There are two potential reasons for the change in the distribution of academic-performance levels over time: first, since there is a significant correlation between students’ first GPA and retention [11], students with low first semester GPA may halt, which causes the probability of students being in academic-performance level 1 to decrease for later semesters. Second, improvement in students’ GPA over time could be another reason for the mentioned change in the academic-performance level distribution. Table IV depicts the distribution over students’ academic-performance level at UCF. Levels 1 to 4 correspond to the students who maintain a consistent academic-performance level over all enrolled semesters. The group Other, corresponds to the students who have a transition between academic-performance levels during their academic career at UCF. The synthetic student number 5 in Table III is one such example for this category of students. This student has an academic-performance level of 4 in his first two semesters and then switch to academic-performance level 1 in his third semester. As reported in the figure, 43.3% of students change academic-performance levels during their academic careers.

Table VI compares distributions over academic-performance levels for students with different genders. As the table suggests, female students are more likely to have a academic-performance level of 4 compared to male students (7.9%<14.3%). Also, female students have a academic-performance level 1 with less probability compared to male students (8.7%<15.5%). Based on these results, female students on average have a higher academic-performance level compared to male students, and gender seems to be an important factor affecting students’ academic-performance levels at UCF. These results confirm previous findings obtained by Masic et al. [17], in which female students on average have a higher performance than male students.

Table V shows academic-performance level distributions for students with different races. As illustrated in the table, White students have the highest chances for acquiring academic-performance level 4, followed by Hispanic students and African-Am. students, respectively (4.9%<9.9%<12.7%). Also, students of the White race are less likely to have academic-performance level 1 compared to Hispanic and African-Am. students (10.7%<13.0%<16.1%). These findings can be supported by the U.S department of education [7], which shows white students have the highest academic performance- in terms of degree awarded rate-, followed by Hispanic students, followed by American-Am. students. Therefore, similar to gender, race serves as a significant predictor for academic-performance level at UCF, which informs university policymakers to pay more attention to males and African-Am. students compared to other students since these students are considered at-risk students.

Of particular interest to this paper is the Other group, which consists of students whose academic-performance changes levels during their academic career. Among these students, 75.2% switch their academic-performance levels only once, 20.4% switch their academic-performance levels twice, and 4.5% change their academic-performance levels more than 2 times during their academic career at UCF. The distribution over switching type for students with one switch is summarized in Table VII. Based on the table, the more common switches between academic-performance levels corresponds to level 2 →level 3 (27.8%), level 3 →level 4 (27.7%), and level 2 →level 1 (22.3%). For students with one switch in their academic-performance level, 59.4% improve their academic-performance levels, while 40.6% worsen. For the group with two switches, the percentages of students ultimately improving and worsening their academic-performance level are 41.1% and 15.7%, respectively. Moreover, 43.2% of these students go back to their initial academic-performance level after two switches (for example, level 3 →level 2 →level 3).

Table VIII compares the halts rate for a subset of academic-performance level trajectories. Column Staying in corresponds

### Table IV

| Academic-per. level | Percentage |
|---------------------|------------|
| Level 1             | 11.75%     |
| Level 2             | 14.42%     |
| Level 3             | 19.10%     |
| Level 4             | 11.43%     |
| Other               | 43.30%     |

### Table V

| Level 1 | Level 2 | Level 3 | Level 4 | Other |
|---------|---------|---------|---------|-------|
| Female  | 8.7%    | 12.8%   | 21.0%   | 14.3% |
| Male    | 15.5%   | 16.4%   | 17.0%   | 7.9%  |

### Table VI

| Academic-per. level | Percentage |
|---------------------|------------|
| White               | 10.7%      |
| Hispanic            | 13.0%      |
| African-Am.         | 16.1%      |
| Other race          | 12.7%      |
| White               | 42.7%      |
| Hispanic            | 43.2%      |
| African-Am.         | 46.3%      |
| Other race          | 43.6%      |

Conducted chi-squared test demonstrates that the difference between academic-performance levels distributions for female and male students is statistically significant (\( p-value < 0.05 \)). Conducted chi-squared test demonstrates that the difference between academic-performance levels distributions for students with different races is statistically significant (\( p-value < 0.05 \)).
to students who keep a consistent academic-performance level. As the corresponding halt rate column suggests, the higher academic performance level, the lower the halt rate (97.4% > 43.7% > 23.8% > 12.8%). Furthermore, we see that students that switch academic-performance levels from level 1 to other levels have a substantially improved halt rate (from 97.4% to 9.2%, 6.5%, and 5.1% for levels 2, 3, and 4). Also, switching from any level to level 1 increases the halt rate significantly. For example, all students whose academic-performance levels have changed from 4 to 1 left school without a degree. This percentage for students from level 3 and 2 to level 1 are 73.6% and 77.3%. However, there are surprising results for students starting at academic-performance level 3, where we see that students who worsen to academic-performance level 2 have a lower halt rate than if than students that had remained at level 3 (23.8%>8.7%). A similar pattern is observed for students whose academic-performance levels are changed from 4 to 3. When combined, this evidence implies that switching from a high academic-performance level to a lower academic performance level does not necessarily result in a higher halt rate. Another surprising result emerges from the grouping and analysis of the academic trajectories that involve improving academic performance. For students that improve their academic performance, their halt rate is substantially lower than those students that maintained a consistent academic performance level. For example, the halt rate for students who transitioned from level 2 to level 3 is lower than those students who were always at level 3 (4.2% < 23.8%). Even students that transitioned from level 1 to level 2 have a lower halt rate than those students consistently in level 4.

V. Conclusion and Future Research

In this paper, the authors analyzed students’ academic-performance trajectories at University of Central Florida and examined their final academic outcomes in terms of halt rates. Unlike traditional statistical methodologies, our proposed approach is able to provide a standard point of reference for comparing student’s GPA both across their enrolled semesters and across all students. Our proposed HMM model takes the sequence of course grades over multiple semesters and returns the sequence of estimated academic-performance levels. The estimated HMM parameters illustrate that while W grades are not involved in computing students’ GPA, there is a significant relationship between students’ academic-performance level and withdrawing from courses. Also, by tracking students’ transitions between four main academic-performance levels, we observed that a significant portion of students (43.30%), acquire a combination of academic-performance levels during their education. Furthermore, in analyzing and comparing the halt rate for students with consistent academic performance levels, evidence suggests that students who constantly maintain a low academic-performance level are more likely to leave school without a degree. Meanwhile, for students with a change in their academic-performance level, it was shown that switching from any academic-performance levels to level 1 increases the halt rate substantially. Most surprising, however, was that for some academic-performance trajectories, when switching from a high academic-performance level to a lower level, the halt rate did not increase but rather decreased. In fact, the reduction in halt rate is even lower than if the student had remained at the same academic level. An investigation into the underlying reasons for such observations is left as a good avenue for future qualitative research.

As discussed earlier in this paper, one of the main challenges of HMMs correspond to the dimensionality of the observations. In order to tackle this problem, two different approaches were used in this chapter. First, an upper limit was considered on the elements of the grade-tuple which restricted number of A’s, B’s, and C’s to the maximum of 3 and transformed the number of D/F and W grades to binary variables. Second, since the probability of some grade combinations is zero, each unique grade-tuple was considered as one possible HMM observation. This assumption decreased the total number of unique observations to 216 (from 687). Although leveraging these problem-specific features helped reduce size of the problem that was addressed in this paper, in general such conditions may not always exist. The alternative approach to tackle this problem can be considered as a research question for future studies.
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