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Abstract
We establish second order estimates for a general class of fully nonlinear elliptic equations with gradient terms on almost Hermitian manifolds including the deformed Hermitian-Yang-Mills equation and the equation in the proof of Gauduchon conjecture by Székelyhidi-Tosatti-Weinkove. As applications, we also consider the existence of Monge-Ampère equation and Hessian equations.
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1 Introduction
Let \((M, \chi, J)\) be a compact almost Hermitian manifold of real dimension \(2n\), and \(\omega\) is a fixed real \((1,1)\)-form on \((M, J)\). For an arbitrary smooth function \(u\), we write
\[
\omega_u := \omega + \sqrt{-1} \partial \bar{\partial} u + Z(\partial u) = \omega + \frac{1}{2} (dJdu)^{(1,1)} + Z(\partial u),
\]
where \(Z(\partial u)\) denotes a smooth \((1,1)\)-form depending on \(\partial u\) linearly which will be specified later, and let \(\mu(u) = (\mu_1(u), \ldots, \mu_n(u))\) be the eigenvalues of \(\omega_u\) with respect to \(\chi\). For the sake of notational convenience, we sometimes denote \(\mu_i(u)\) by \(\mu_i\) when no confusion will arise. In the current paper, we consider the following fully nonlinear elliptic equations of the form
\[
F(\omega_u) = f(\mu_1, \ldots, \mu_n) = h, \tag{1.1}
\]
where \(h \in C^\infty(M)\) and \(f\) is a smooth symmetric function in \(\mathbb{R}^n\).
The equation (1.1) covers many important elliptic equations in (almost) complex geometry. A typical example of (1.1) is the following equation:

\[ \left( \eta + \frac{1}{n-1} ((\Delta_{\chi} u) \chi - \sqrt{-1} \overline{\partial} \partial u) + W(\partial u) \right)^n = e^h \chi^n. \]  

(1.2)

Here \( \eta \) is an almost Hermitian metric, \( \Delta_{\chi} \) denotes the canonical Laplacian operator of \( \chi \) and \( W = W(\partial u) \) is a Hermitian tensor that linearly depends on \( \partial u \). On a Hermitian manifold, the equation (1.2) was introduced by Popovici [33] and Tosatti-Weinkove [40] independently. Recently, Székelyhidi-Tosatti-Weinkove [36] confirmed the famous Gauduchon conjecture [17] by solving equation (1.2). When \( W \equiv 0 \), the equation (1.2) is the notion of Monge-Ampère equation for \((n - 1)\)-plurisubharmonic functions in pioneer works of Fu-Wang-Wu [15, 16].

The fully nonlinear elliptic equations with gradient terms on Hermitian manifolds have been researched extensively, we refer the reader to [14, 19, 22, 41, 44, 45] and references therein. On the framework of almost Hermitian manifolds, to our knowledge most of researches toward equation (1.1) are independent of \( \partial u \). Inspired by these works, we shall consider the equation (1.1) on compact almost Hermitian manifolds.

Let \( \Gamma_n \) be the positive orthant in \( \mathbb{R}^n \) and \( \Gamma_1 = \{ \mu \in \mathbb{R}^n : \sum_i \mu_i > 0 \} \). In this paper, we always assume that \( f \) is defined in a symmetric open and convex cone \( \Gamma \subset \Gamma_1 \subset \mathbb{R}^n \) satisfying \( \Gamma + \Gamma_n \subset \Gamma \), i.e. for any \( \mu \in \Gamma \) and \( \mu' \in \Gamma_n \), \( \mu + \mu' \in \Gamma \).

Furthermore, modifying the setup of Székelyhidi [35], suppose that

(i) \( f_i = \frac{\partial f}{\partial \mu_i} > 0 \) for all \( i \) and \( f \) is concave in \( \Gamma \),
(ii) \( \sup_{\partial \Gamma} f < h < \sup_{\Gamma} f \),
(iii) for any constant \( \sup_{\partial \Gamma} f < \sigma < \sigma' < \sup_{\Gamma} f \),

there exists a positive constant \( N \), depending only on \( \sigma \) and \( \sigma' \), such that \( \Gamma_\sigma + N \mathbf{1} \subset \Gamma_{\sigma'} \).

Here the sublevel set \( \Gamma_\sigma = \{ \mu \in \Gamma : f(\mu) > \sigma \} \) is convex open for any \( \sigma > \sup_{\partial \Gamma} f \) and

\[ \sup_{\partial \Gamma} f = \sup_{\lambda' \in \partial \Gamma} \lim_{\lambda \to \lambda'} f(\lambda), \quad \mathbf{1} = (1, \ldots, 1) \in \mathbb{R}^n. \]

Remark 1.1 The original setup in [35] assume the symmetric open and convex cone \( \Gamma \subset \Gamma_1 \subset \mathbb{R}^n \) satisfying

the vertex of \( \Gamma \) is at the origin and \( \Gamma_n \subset \Gamma \), \hspace{1cm} (1.3)

\( f \) is defined in \( \Gamma \) and satisfies (i), (ii) and

(iii’) for any \( \sigma < \sup_{\Gamma} f \) and \( \mu \in \Gamma \), we have \( \lim_{t \to \infty} f(t \mu) > \sigma \).

Note that (iii’) implies (iii) via [35, Lemma 9] if we further assume \( \Gamma \) satisfies (1.3). Motivated by Mirror Symmetry and Mathematical Physics, Jacob-Yau [27] studied the equation

\[ \sum_i \arccot \mu_i = \hat{\theta}, \quad \text{in } \Gamma_D = \{ \mu \in \mathbb{R}^n : 0 < \sum_i \arccot \mu_i < \pi \} \]

for some real constant \( \hat{\theta} \). We can verify that this equation satisfies (iii) (see §2) while not for (iii’), and \( \Gamma_D \) satisfies the assumption \( \Gamma + \Gamma_n \subset \Gamma \) rather than (1.3).

We have the following estimate:
Theorem 1.1 Let \((M, \chi, J)\) be a compact almost Hermitian manifold of real dimension \(2n\). Suppose that \(u\) (resp. \(u^0\)) is a smooth solution (resp. \(C^\infty\)-subsolution) of (1.1). Then we have
\[
\|u\|_{C^2(M, \chi)} \leq C(1 + \sup_M |\partial u|^2_\chi),
\]
where \(C\) is a constant depending on \(u, h, Z, \omega, f, \Gamma\) and \((M, \chi, J)\).

As an application, to begin, we solve the equation (1.2). We have

Theorem 1.2 Let \((M, \chi, J)\) be a compact almost Hermitian manifold of real dimension \(2n\) and \(\eta\) be an almost Hermitian metric. There exists a unique pair \((u, c) \in C^\infty(M) \times \mathbb{R}\) such that
\[
\begin{cases}
\eta + \frac{1}{n-1}(\Delta \chi u, \chi - \sqrt{-1}\partial \bar{\partial} u) + W(\partial u) = e^{h+c}\chi^n,
\eta + \frac{1}{n-1}(\Delta \chi u, \chi - \sqrt{-1}\partial \bar{\partial} u) + W(\partial u) > 0,
\sup_M u = 0.
\end{cases}
\]

(1.4)

For the complex Monge–Ampère equation, Yau [43] solved it on a Kähler manifold and confirmed the famous Calabi’s conjecture (see [4]). In the non-Kähler setting, we refer the reader to [5, 9, 21, 23, 37, 38, 47]. The classical complex Hessian equations also have been studied extensively, see [7, 12, 24, 25, 35, 46]. Similar to Theorem 1.2, we can solve the complex Monge-Ampère equation and complex Hessian equations with gradient terms.

Theorem 1.3 Let \((M, \chi, J)\) be a compact almost Hermitian manifold of real dimension \(2n\) and \(\omega\) be a smooth \(k\)-positive real \((1, 1)\)-form. For any integer \(1 \leq k \leq n\), there exists a unique pair \((u, c) \in C^\infty(M) \times \mathbb{R}\) such that
\[
\begin{cases}
\omega_u^k \wedge \chi^{n-k} = e^{h+c}\chi^n,
\omega_u^i \wedge \chi^{n-i} \wedge \chi^n > 0, \quad i = 1, 2, \ldots, k,
\sup_M u = 0.
\end{cases}
\]

(1.5)

For the deformed Hermitian-Yang-Mills (dHYM) equation
\[
\phi(\mu) = \sum_{i=1}^n \arccot \mu_i = h, \quad h \in C^\infty(M),
\]
we say (1.6) is hypercritical (resp. supercritical) if \(h \in (0, \frac{\pi}{2})\) (resp. \(h \in (0, \pi)\)). Jacob-Yau [27] showed the existence of solution for dimension 2, and for general dimensions when \((M, \chi)\) has non-negative orthogonal bisectional curvature in the hypercritical phase setting. Pingali [31, 32] obtained a solution when \(n = 3\). In general dimensions, the equation (1.6) was solved by Collins-Jacob-Yau [11] under the existence of \(C^\infty\)-subsolutions. The equation (1.6) was also studied by Leung [28, 29] to seek vector bundles over a symplectic manifold. Recently, Zhang and the authors [26] provided a priori estimates on compact almost Hermitian manifolds for the hypercritical case. It was researched by Lin [30] in the supercritical phase on compact Hermitian manifolds.

As a corollary, using Theorem 1.1, we are also able to derive a priori estimates for (1.6) in the supercritical case.

Corollary 1.4 Let \((M, \chi, J)\) be a compact almost Hermitian manifold of real dimension \(2n\). Suppose that \(u\) (resp. \(u^0\)) is the solution (resp. \(C^\infty\)-subsolution) of equation (1.6) with
is a smooth function for a constant \( \delta \in (0, \frac{\pi}{2}) \). Then for each \( \alpha \in (0, 1) \), we have

\[
\|u\|_{C^{2,\alpha}(M,\chi)} \leq C,
\]

where \( C \) is a constant depending on \( \alpha, u, h, \omega, \delta \) and \( (M, \chi, J) \).

We now discuss the proof of Theorem 1.1. The zero order estimate can be proved by adapting the arguments of [35, Proposition 11] and [9, Proposition 3.1], which are based on the method of Błocki [2, 3]. For the second order estimate, following the idea of [6, 8, 9, 35] and by some delicate calculations, the real Hessian \( \nabla^2 u \) can be controlled by the first gradient quadratically as follows:

\[
\sup_M |\nabla^2 u|_\chi \leq C \left( 1 + \sup_M |\partial u|_\chi^2 \right).
\]

(1.7)

The paper is organized as follows. In §2, we will introduce some notations, and recall the definition and an important property of \( C \)-subsolution. We also verify that the dHYM equation satisfying the structural conditions. The zero order estimate will be established in Sect. 3.1. In Sect. 3.2, we shall prove the estimate (1.7). To see this, we apply the maximum principle to the quantity involving the largest eigenvalue \( \lambda_1 \) of real Hessian \( \nabla^2 u \) with respect to \( \chi \) of form

\[
Q = \log \lambda_1 + \varphi(|\rho|_\chi^2) + \psi(|\partial u|_\chi^2) + e^{-Au}.
\]

In Sect. 3.3, we establish the second order estimate via the blowup argument and Liouville type theorem [35, Theorem 20] when equation (1.1) satisfying the structural conditions (i), (ii) and (iii’). Given this, we are able to prove Theorems 1.2–1.3 in §3.4. In §4 we will prove Corollary 1.4 by using the maximum principle to establish the \( C^1 \) estimate for (1.6) which also implies the \( C^2 \) estimate.

## 2 Preliminaries

### 2.1 Notations

Suppose that \( (M, \chi, J) \) is an almost Hermitian manifold of real dimension \( 2n \). As pointed in [9, p.1954], we can define \((p, q)\)-forms and operators \( \partial, \overline{\partial} \) by using the almost complex structure \( J \). Let \( A^{1,1}(M) \) denote the set of smooth real \((1,1)\)-forms on \((M, J)\).

For any \( u \in C^\infty(M) \), we see that \( \sqrt{-1} \partial \overline{\partial} u = \frac{1}{2}(dJdu)^{(1,1)} \) is a real \((1,1)\)-form in \( A^{1,1}(M) \). In the sequel, we set

\[
\omega_u = \omega + \sqrt{-1} \partial \overline{\partial} u + Z(\partial u),
\]

where \( Z(\partial u) \) is a real \((1,1)\)-form defined by \( Z_{i\bar{j}} = Z^p_{i\bar{j}} u^p + \overline{Z^p_{i\bar{j}}} u^\bar{p} \).

For any point \( x_0 \in M \), let \( (e_1, \cdots, e_n) \) be a local unitary \((1,0)\)-frame with respect to \( \chi \) near \( x_0 \), and \( \{\theta^i\}_{i=1}^n \) be its dual coframe. Then in the local chart we have

\[
\chi = \sqrt{-1} \delta_{ij} \theta^i \wedge \overline{\theta}^j.
\]

Suppose that

\[
\omega = \sqrt{-1} g_{i\bar{j}} \theta^i \wedge \overline{\theta}^j, \quad \omega_u = \sqrt{-1} \tilde{g}_{i\bar{j}} \theta^i \wedge \overline{\theta}^j,
\]
as well as
\[
\tilde{g}_{ij} = g_{ij} + \partial \tilde{u}(e_i, \tilde{e}_j) + Z_{ij},
\]

where \( [e_i, \tilde{e}_j]^{(0,1)} \) is the \((0,1)\) part of the Lie bracket \([e_i, \tilde{e}_j]\). Define
\[
G^{i\tilde{j}} = \frac{\partial F}{\partial \tilde{g}^{i\tilde{j}}}, \quad G^{i\tilde{j}, k\tilde{l}} = \frac{\partial^2 F}{\partial \tilde{g}^{i\tilde{j}} \partial \tilde{g}^{k\tilde{l}}},
\]

After making a unitary transformation, we may assume that \( \tilde{g}_{ij}(x_0) = \delta_{ij} \). We denote \( \tilde{g}_{ii}(x_0) \) by \( \mu_i \). It is useful to order \( \mu_i \) such that
\[
\mu_1 \geq \mu_2 \geq \cdots \geq \mu_n. \quad (2.1)
\]

At \( x_0 \), we have the expressions of \( G^{i\tilde{j}} \) and \( G^{i\tilde{j}, k\tilde{l}} \) (see e.g. \([1, 18, 34]\))
\[
G^{i\tilde{j}} = \delta_{ij} f_i, \quad G^{i\tilde{j}, k\tilde{l}} = f_j \delta_{ik} \delta_{jl} + \frac{f_i - f_k}{\mu_i - \mu_k} (1 - \delta_{ik}) \delta_{il} \delta_{jk},
\]

where the quotient is interpreted as a limit if \( \mu_i = \mu_j \). Using (2.1), we obtain (see e.g. \([13, 34]\))
\[
G^{i\tilde{j}} \leq G^{2\tilde{j}} \leq \cdots \leq G^{n\tilde{j}}.
\]

On the other hand, the linearized operator of equation (1.1) is
\[
L(v) = G^{i\tilde{j}} \left( e_i \tilde{e}_j(v) - [e_i, \tilde{e}_j]^{(0,1)}(v) + e_p(v) Z_{ij}^p + \tilde{e}_p(v) Z_{ij}^p \right). \quad (2.3)
\]

### 2.2 C-subsolution

**Definition 2.1** ([35]) We say that a function \( u \in C^2(M) \) is a C-subsolution of (1.1) if at each point \( x \in M \), the set
\[
\{ \mu \in \Gamma : f(\mu) = h(x), \ \mu - \mu(u) \in \Gamma_n \}
\]
is bounded.

By Definition 2.1, for each C-subsolution \( u \), there are constants \( \delta, R > 0 \) depending only on \( u \), \( (M, \chi, J) \), \( f \) and \( \Gamma \) such that
\[
(\mu(u) - \delta \mathbf{1} + \Gamma_n) \cap \partial \Gamma^{h(x)} \subset B_R(0), \quad \forall \ x \in M, \quad (2.4)
\]
where \( B_R(0) \) denotes the Euclidean ball with radius \( R \) and center \( 0 \).

Similar to \([20, 35]\), we have the following proposition:

**Proposition 2.1** Suppose that \( \sigma \in (\sup_{\partial \Gamma} f, \sup_{\Gamma} f) \) and \( \mu \in \mathbb{R}^n \) satisfying
\[
(\mu - \delta \mathbf{1} + \Gamma_n) \cap \partial \Gamma^{\sigma} \subset B_R(0) \quad (2.5)
\]
for some \( \delta, R > 0 \). Then there exists a constant \( \theta > 0 \) depending on \( \delta \) and the set in (2.5) such that for each \( \mu' \in \partial \Gamma^{\sigma} \) and \( |\mu'| > R \), we have either
\[
\sum_i f_i(\mu') (\mu_i - \mu'_i) > \theta \sum_i f_i(\mu'),
\]
or \( f_k(\mu') > \theta \sum_i f_i(\mu') \) for each \( k = 1, 2, \ldots, n \).
\textbf{Proof} The proof can be found in [35, Proposition 5], we include it here for convenience to reader. Set
\[ A_\delta = \{ v \in \Gamma : f(v) \leq \sigma \text{ and } v - (\mu - \delta \mathbf{1}) \in \Gamma_n \}. \]
It follows from (2.5) that \( A_\delta \) is compact. For each \( v \in A_\delta \), we define
\[ C_v = \{ w \in \mathbb{R}^n : v + tw \in (\mu - 2\delta \mathbf{1} + \Gamma_n) \cap \partial \Gamma^\sigma \text{ for some } t > 0 \}. \]
Note that \( f_i > 0 \) for all \( i \). We conclude that
\[ (\mu - \delta \mathbf{1} + \Gamma_n) \cap \partial \Gamma^\sigma \subset (\mu - 2\delta \mathbf{1} + \Gamma_n) \cap \partial \Gamma^\sigma, \]
which implies that \( C_v \) is strictly larger than \( \Gamma_n \). Now we define the dual cone of \( C_v \) by
\[ C_v^* = \{ x \in \mathbb{R}^n : (x, y) > 0 \text{ for all } y \in C_v \}. \]
We remark that \( C_v \supseteq \Gamma_n \) implies there exists a constant \( \epsilon > 0 \) such that if \( x = (x_1, \cdots, x_n) \in C_v^*, \)
\[ x_k > \epsilon \text{ for all } k. \quad (2.6) \]
As \( A_\delta \) compact, we can find a uniform constant \( \epsilon \) such that (2.6) holds for all \( v \in A_\delta \). Let \( \mu' \in \partial \Gamma^\sigma, |\mu'| > R \) and \( T_{\mu'} \) be the tangent plane to \( \partial \Gamma^\sigma \) at \( \mu' \). Now we split the proof into two cases:

Case 1. Assume \( T_{\mu'} \cap A_\delta \neq \emptyset \) and let \( v \in T_{\mu'} \cap A_\delta \). Then the cone \( v + C_v \) lies above \( T_{\mu'} \), i.e. \( \langle x, n_{\mu'} \rangle > 0 \) for all \( x \in C_v \), where \( n_{\mu'} \) is the inward pointing unit normal vector of \( \partial \Gamma^\sigma \) at \( \mu' \). By the definition of \( C_v^* \), we obtain \( n_{\mu'} = Df(\mu')/|Df(\mu')| \in C_v^* \). It then follows (2.6) that for each \( k = 1, 2, \ldots, n \)
\[ f_k(\mu') > \epsilon |Df(\mu')|. \]

Case 2. We now assume \( T_{\mu'} \cap A_\delta = \emptyset \), then \( \text{dist}(\mu, T_{\mu'}) > \delta \). Thus, \( (\mu - \mu') \cdot n_{\mu'} > \delta, \) i.e.
\[ \sum_i f_i(\mu')(\mu - \mu') > \delta |Df(\mu')|. \]
This completes the proof of proposition.

Using previous proposition, we have the following result originated from [6, 20, 35]. It will play an important role in the proof of Theorem 3.2.

\textbf{Proposition 2.2} Let \( \sigma \in [\inf M, \sup M, h] \) and \( A \) be a Hermitian matrix with eigenvalues \( \mu(A) \in \partial \Gamma^\sigma \).

(1) There exists a constant \( \tau \) depending on \( f, \Gamma \) and \( \sigma \) such that
\[ G(A) = \sum_i G_i^j(A) > \tau. \quad (2.7) \]

(2) For \( \delta, R > 0 \), there exists \( \theta > 0 \) depending only on \( f, \Gamma, h, \delta, R \) such that the following holds. If \( B \) is a Hermitian matrix satisfying
\[ (\mu(B) - 2\delta \mathbf{1} + \Gamma_n) \cap \partial \Gamma^\sigma \subset B_R(0), \]
then we have either
\[ \sum_{p,q} G^{p\overline{q}}(A) [B_{p\overline{q}} - A_{p\overline{q}}] > \theta \sum_{p} G^{p\overline{p}}(A) \]  
(2.8)

or
\[ G^{i\overline{i}}(A) > \theta \sum_{p} G^{p\overline{p}}(A), \quad \forall i = 1, 2, \ldots, n. \]  
(2.9)

Proof For (1), choosing \( \sigma' \) with \( \sup_{\Gamma} f > \sigma' > \sigma \).

By assumption (iii) and concavity, there exists a large constant \( N \) such that
\[ \sigma' < f(\mu(A) + N\mathbf{1}) \leq f(\mu(A)) + N \sum_{i} f_i(\mu(A)). \]

It follows \( G(A) \geq \frac{1}{N} (\sigma' - \sigma) \) which implies (1).

For (2), we divide into two possibilities:

- \( |\mu(A)| \geq R \). We note that the proof of [35, Proposition 6] only needs assumption (i) and (ii). Then the conclusion follows.

- \( |\mu(A)| < R \). Using the argument of [6, Proposition 2.1], we complete the proof.

\[ \square \]

2.3 The dHYM equation

Let \( \Gamma = \{ \mu \in \mathbb{R}^n : 0 < \phi(\mu) < \pi \} \) and let \( \phi \) be the function defined in (1.6). We consider the dHYM equation

\[ f(\mu(u)) = \cot(\phi(\mu(u))) = \cot h, \quad \mu(u) \in \Gamma. \]  
(2.10)

For any \( \sigma \in \mathbb{R} \), we have \( \Gamma^\sigma = \{ \mu \in \mathbb{R}^n : 0 < \phi(\mu) < \arccot \sigma \} \).

Now we prove the dHYM equation satisfying the structural condition (iii).

Proposition 2.3 Let \( f(\mu) = \cot \phi(\mu) \). For any \( \sigma, \sigma' \in \mathbb{R} \) with \( \sigma < \sigma' \), there exists a positive constant \( N \), depending only on \( \sigma \) and \( \sigma' \), such that

\[ \Gamma^\sigma + N\mathbf{1} \subset \Gamma^{\sigma'}. \]  
(2.11)

Proof We fix an arbitrary \( \mu \in \Gamma^\sigma \). By [10, Lemma 2.1], there exists a constant \( N' \) such that \( \mu + N'\mathbf{1} \in \Gamma_n \). It is straightforward that there exists a constant \( N'' \) such that \( f(N''\mathbf{1}) > \sigma' \). Then we have \( f(\mu + (N' + N'')\mathbf{1}) > f(N''\mathbf{1}) > \sigma' \). This implies (2.11) by letting \( N = N' + N'' \).

\[ \square \]

3 A priori estimates

3.1 Zero order estimate

Proposition 3.1 Let \( u \) (resp. \( u \)) be a smooth solution (resp. \( C \)-subsolution) of (1.1) with \( \sup_{\mathcal{M}}(u - u) = 0 \). Then there exists a constant \( C \) depending on \( u, h, \|\omega\|_{C^0}, f, \Gamma \) and \( (\mathcal{M}, \chi, J) \) such that

\[ \|u\|_{L^\infty} \leq C. \]
Proof Without loss of generality, we may assume that \( u = 0 \). Thanks to (35, (44)), we have \( \text{tr}_\chi \omega_u > 0 \) and hence
\[
\Delta u = \Delta \chi u + \chi^{ij} Z_{ij}(\partial u) = \text{tr}_\chi \omega_u - \text{tr}_\chi \omega \geq -C,
\]
where \( \Delta \chi \) denotes the canonical Laplacian operator of \( \chi \). Following a similar argument of [9, Proposition 2.3], then there exists a uniform constant \( C \) such that
\[
\int_M (-u) \chi^n \leq C.
\]
(3.1)

Now it suffices to establish the lower bound of the infimum \( \inf_M u \). We can adopt the arguments in [6]. We remark that the only difference here is the presence of the term \( Z(\partial u) \) in the definition of \( H(u) \). However, this term is linear in \( \partial u \), which can be controlled (by \( \varepsilon \)) on the contact set \( P \) in [6].

\[\square\]

3.2 Second order estimate

In this subsection, we give the proof of Theorem 1.1. Our first goal is the following theorem:

**Theorem 3.2** Under the same assumptions as in Proposition 3.1. Then there exists a constant \( C \) depending on \( u, h, \| \omega \|_{C^2}, f, \Gamma \) and \((M, \chi, J)\) such that
\[
\sup_M |\nabla^2 u|_\chi \leq C (\sup_M |\partial u|^2_\chi + 1),
\]
where \( \nabla \) denotes the Levi-Civita connection with respect to \( \chi \).

Without loss of generality, we assume \( u = 0 \) and \( \sup_M u = -1 \). Let \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{2n} \) be the eigenvalues of \( \nabla^2 u \) with respect to \( \chi \). For notational convenience, we write \( |\cdot| = |\cdot|_\chi \).

Let us define
\[
K = \sup_M |\partial u|^2 + 1, \quad N = \sup_M |\nabla^2 u| + 1, \quad \rho = \nabla^2 u + N \chi.
\]
(3.4)

On an open set \( \Omega = \{ \lambda_1 > 0 \} \subset M \), we consider
\[
Q = \log \lambda_1 + \psi(|\rho|^2) + \psi(|\partial u|^2) + e^{-Au}
\]
for a large constant \( A \) to be chosen later, where
\[
\varphi(s) = -\frac{1}{4} \log(5N^2 - s), \quad \psi(s) = -\frac{1}{4} \log(2K - s).
\]

By a directly calculation we see that
\[
\varphi'' = 4(\varphi')^2, \quad \frac{1}{20N^2} \leq \varphi' \leq \frac{1}{16N^2},
\]
\[
\psi'' = 4(\psi')^2, \quad \frac{1}{8K} \leq \psi' \leq \frac{1}{4K}.
\]
(3.5)

We may assume \( \Omega \neq \emptyset \), otherwise we are done. Since \( Q(z) \to -\infty \) as \( z \) approaches to the boundary of \( \Omega \), we further assume \( Q \) achieves its maximum at a point \( x_0 \in \Omega \). It is easy to show that (see [6])

a) \( |\nabla^2 u| \leq C \lambda_1 + C \sup_M |\partial u| + C \).
b) $\sup_M |\nabla^2 u| + 1 = N \leq C_A \lambda_1(x_0)$. 

Here $C_A$ is a constant depending also on $A$. Therefore, to prove Theorem 3.2, it suffices to show

$$\lambda_1(x_0) \leq C K. \quad (3.6)$$

Near $x_0$, there exists a local unitary frame $\{e_i\}_{i=1}^n$ with respect to $\chi$ such that

$$\chi_{ij} = \delta_{ij}, \quad \tilde{g}_{ij} = \delta_{ij} \tilde{g}_{ii}, \quad \tilde{g}_{11} \geq \tilde{g}_{22} \geq \cdots \geq \tilde{g}_{nn} \quad \text{at} \ x_0. \quad (3.7)$$

Here $\tilde{g}_{ij}$ is defined by $\omega_i = \sqrt{-1} \tilde{g}_{ij} \theta^i \wedge \bar{\theta}^j$ and $\{\theta^i\}_{i=1}^n$ denotes the dual coframe of $\{e_i\}_{i=1}^n$. It then follows that at $x_0$,

$$G^{1\overline{1}} \leq G^{2\overline{2}} \leq \cdots \leq G^{n\overline{n}}.$$ 

We remark that $\chi$ and $J$ are compatible implies there exists a coordinate system $(U, \{x^\alpha\}_{\alpha=1}^{2n})$ in a neighborhood of $x_0$ such that at $x_0$,

a) $e_i = \frac{1}{\sqrt{	heta_j}} (\partial_{2i-1} - \sqrt{-1} \partial_{2i})$ for $i = 1, 2, \cdots, n$.

b) $\partial_\gamma \chi_{\alpha\beta} = 0$ for $\alpha, \beta, \gamma = 1, 2, \cdots, 2n$.

Here $\chi_{\alpha\beta} = \chi(\partial_\alpha, \partial_\beta)$ and $\partial_\alpha = \frac{\partial}{\partial x^\alpha}$. Let us define $u_{\alpha\beta} = (\nabla^2 u)(\partial_\alpha, \partial_\beta)$ and $\Phi_{\alpha}^\beta = \sum_{\gamma=1}^{2n} \chi^{\alpha\gamma} u_{\gamma\beta}$, where $(\chi^{\alpha\gamma}) = (\chi_{\alpha\gamma})^{-1}$ denotes the inverse matrix of $(\chi_{\alpha\gamma})$. Clearly, $\lambda_\alpha$ are eigenvalues of $\Phi$. Let $V_1, V_2, \cdots, V_{2n}$ be the eigenvectors for $\Phi$ at $x_0$, corresponding to eigenvalues $\lambda_1, \lambda_2, \cdots, \lambda_{2n}$ respectively. Define $V_{\alpha}^{\beta}$ by $V_{\alpha} = V_{\alpha}^{\beta} \partial_\beta$ at $x_0$, and extend $V_{\alpha}$ to be vector fields near $x_0$ by taking the components to be constants. Using a viscosity argument adapted in [9], we may assume that $\lambda_1$ is smooth and $\lambda_1 > \lambda_2$ at $x_0$.

Applying the maximum principle at $x_0$, we see that

$$\frac{(\lambda_1)_i}{\lambda_1} = -\psi(|\rho|^2)_i - \psi'(|\partial u|^2)_i + A e^{-Au} u_i \quad (3.8)$$

for each $1 \leq i \leq n$, and

$$0 \geq L(Q) = \frac{L(\lambda_1)}{\lambda_1} - G^{ii} \frac{|(\lambda_1)_i|^2}{\lambda_1^2} + \psi' L(|\rho|^2) + \psi'' \psi \frac{|(\rho)|^2}{\lambda_1^2} + \psi' L(|\partial u|^2) + \psi'' G^{ii} \frac{|(\partial u)|^2}{\lambda_1^2} - A e^{-Au} L(u) + A^2 e^{-Au} G^{ii} |u_i|^2. \quad (3.9)$$

In the sequel, we shall make the following conventions:

(i) All the calculations are done at $x_0$,

(ii) We will use the Einstein summation,

(iii) We usually use $C$ to denote a constant depending on $\|u\|_{C^0}, h, \omega, \Gamma, (M, \chi, J)$, and $C_A$ to denote a constant further depending on $A$,

(iv) We always assume without loss of generality, that $\lambda_1 \geq C K$ for some $C$, or $\lambda_1 \geq C_A K$ for some $C_A$,

(v) We use subscripts $i$ and $j$ to denote the partial derivatives $e_i$ and $\tilde{e}_j$. 

$\text{Springer}$
3.2.1 Lower bound for \( L(Q) \)

**Proposition 3.3** For \( \varepsilon \in (0, \frac{1}{3}] \), at \( x_0 \), we have

\[
0 \geq L(Q) \geq (2 - \varepsilon) \sum_{\alpha > 1} \frac{G_{i i}^\alpha |u_{V_1 V_1}|^2}{\lambda_{1} - \lambda_{\alpha}} - \frac{1}{\lambda_1} G_{i k, j l}^i V_1(\tilde{g}_{i k}) V_1(\tilde{g}_{j l}) + \sum_{\alpha, \beta} \frac{G_{i i}^\alpha |e_i (u_{a\beta})|^2}{C_\alpha \lambda_{1}^2} - (1 + \varepsilon) G_{i i}^\alpha |(\lambda_{1})_i|^2 \frac{1}{\lambda_{1}^2} + \varphi'' G_{i i}^\alpha |(|\rho|^2)|_i^2
\]

\[
+ \frac{3\varepsilon}{4} \sum_j G_{i i}^\alpha (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2) + \varphi'' G_{i i}^\alpha (|\partial u|^2)_i^2
\]

\[
- Ae^{-\Lambda u} L(u) + A^2 e^{-\Lambda u} G_{i i}^\alpha |u_i|^2 - \frac{C}{\varepsilon} \lambda_1 G. \tag{3.10}
\]

We remark that the fourth term is the bad term that we need to control. Since \( F \) is both concave and elliptic, then the first, second and third term are nonnegative, which play an important role in our proof of Theorem 3.2. To prove Proposition 3.3, we shall estimate the lower bounds of \( L(\lambda_{1}), L(|\rho|^2) \) and \( L(|\partial u|^2) \), respectively.

First, we give the lower bound of \( L(\lambda_{1}) \).

**Lemma 3.4** For each \( \varepsilon \in (0, \frac{1}{3}] \), at \( x_0 \), we have

\[
L(\lambda_{1}) \geq (2 - \varepsilon) \sum_{\alpha > 1} \frac{G_{i i}^\alpha |e_i (u_{V_1 V_1})|^2}{\lambda_{1} - \lambda_{\alpha}} - G_{i k, j l}^i V_1(\tilde{g}_{i k}) V_1(\tilde{g}_{j l}) - \varepsilon G_{i i}^\alpha |(\lambda_{1})_i|^2 \frac{1}{\lambda_{1}} - \frac{C}{\varepsilon} \lambda_1 G.
\]

**Proof** The following formulas are well-known (see e.g., [9, 34, 35]):

\[
\frac{\partial \lambda_{1}}{\partial \Phi^\alpha_{\beta}} = V^\alpha_{V_{1}} V^\beta_{1},
\]

\[
\frac{\partial^2 \lambda_{1}}{\partial \Phi^\alpha_{\beta} \partial \Phi^\gamma_{\delta}} = \sum_{\mu > 1} \frac{V^\alpha_{V_{1}} V^\beta_{1} V^\gamma_{1} V^\delta_{1}}{\lambda_{1} - \lambda_{\mu}}.
\]

Then we compute

\[
L(\lambda_{1}) = G_{i i}^\alpha \frac{\partial^2 \lambda_{1}}{\partial \Phi^\alpha_{\beta} \partial \Phi^\gamma_{\delta}} e_i (\Phi^\gamma_{\delta}) \tilde{e}_i (\Phi^\alpha_{\beta}) + G_{i i}^\alpha \frac{\partial \lambda_{1}}{\partial \Phi^\alpha_{\beta}} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)}) (\Phi^\alpha_{\beta})
\]

\[
+ G_{i i}^\alpha \frac{\partial \lambda_{1}}{\partial \Phi^\alpha_{\beta}} (e_i (u_{a\beta}) Z^p_{i i} + \tilde{e}_i (\Phi^\alpha_{\beta}) Z^p_{i i})
\]

\[
= G_{i i}^\alpha \frac{\partial^2 \lambda_{1}}{\partial \Phi^\alpha_{\beta} \partial \Phi^\gamma_{\delta}} e_i (u_{a\beta}) \tilde{e}_i (u_{a\beta}) + G_{i i}^\alpha \frac{\partial \lambda_{1}}{\partial \Phi^\alpha_{\beta}} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)}) (u_{a\beta})
\]

\[
+ G_{i i}^\alpha \frac{\partial \lambda_{1}}{\partial \Phi^\alpha_{\beta}} u_{a\beta} e_i \tilde{e}_i (\chi^{a\gamma}) + G_{i i}^\alpha \frac{\partial \lambda_{1}}{\partial \Phi^\alpha_{\beta}} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)}) (u_{V_1 V_1})
\]

\[
+ G_{i i}^\alpha (e_i (u_{V_1 V_1} Z^p_{i i}) + \tilde{e}_i (u_{V_1 V_1} Z^p_{i i})) - C \lambda_1 G. \tag{3.11}
\]
Claim At $x_0$, we have
\[ G^{ij} (e_p(u_{V_1 V_1}) Z^p_{ij} + \tilde{e}_p(u_{V_1 V_1}) \overline{Z^p_{ij}}) \geq G^{ij} V_1 V_1 (u_p Z^p_{ij} + \tilde{u} \overline{Z^p_{ij}}) - C\lambda_1 G. \]

Proof By a direct calculation,
\[
G^{ij} e_p(u_{V_1 V_1}) Z^p_{ij} = G^{ij} e_p(V_1 V_1 u - (\nabla V_1 V_1) u) Z^p_{ij}
\]
\[
= G^{ij} e_p V_1 V_1 (u) \cdot Z^p_{ij} - O(\lambda_1)G
\]
\[
= G^{ij} V_1 V_1 e_p (u) \cdot Z^p_{ij} - O(\lambda_1)G
\]
\[
= G^{ij} V_1 V_1 (u_p Z^p_{ij}) - O(\lambda_1)G.
\]

Here and hereafter $O(\lambda_1)$ means the terms those can be controlled by $C\lambda_1$. Similarly, we also obtain
\[
G^{ij} \tilde{e}_p(u_{V_1 V_1}) \overline{Z^p_{ij}} = G^{ij} V_1 V_1 (u_p \overline{Z^p_{ij}}) - O(\lambda_1)G.
\]

Then the claim follows. \hfill \Box

Claim At $x_0$, we have
\[
(I) = G^{ij} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)}) (u_{V_1 V_1}) + G^{ij} (e_p(u_{V_1 V_1}) Z^p_{ij} + \tilde{e}_p(u_{V_1 V_1}) \overline{Z^p_{ij}})
\]
\[
\geq - G^{ij} e_i \tilde{e}_i V_1 V_1 u - G^{ij} e_i \tilde{e}_i (\nabla V_1 V_1) u - G^{ij} [e_i, \tilde{e}_i]^{(0,1)} V_1 V_1 u - C\lambda_1 G - 2(II),
\]

where
\[
(II) = G^{ij} \{ [V_1, \tilde{e}_i] V_1 e_i (u) + [V_1, e_i] V_1 \tilde{e}_i (u) \}.
\]

Proof of Claim 3.2.1 It is clear that
\[
G^{ij} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)}) (u_{V_1 V_1})
\]
\[
= G^{ij} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)}) (V_1 V_1 u - (\nabla V_1 V_1) u)
\]
\[
\geq G^{ij} e_i \tilde{e}_i V_1 V_1 u - G^{ij} e_i \tilde{e}_i (\nabla V_1 V_1) u - G^{ij} [e_i, \tilde{e}_i]^{(0,1)} V_1 V_1 u - C\lambda_1 G. \tag{3.12}
\]

Set $W = \nabla V_1 V_1$. Then
\[
e_i \tilde{e}_i W (u) = e_i W \tilde{e}_i (u) + e_i [\tilde{e}_i, W] (u)
\]
\[
= W e_i \tilde{e}_i (u) + [e_i, W] \tilde{e}_i (u) + e_i [\tilde{e}_i, W] (u)
\]
\[
= W [\tilde{g}_{ij}] + W [e_i, \tilde{e}_i]^{(0,1)} (u) + [e_i, W] \tilde{e}_i (u) + e_i [\tilde{e}_i, W] (u) + O(\lambda_1).
\]

Applying $W$ to the equation (1.1),
\[
G^{ij} \tilde{e}_i W (\tilde{g}_{ij}) = W (h).
\]

It follows that
\[
|G^{ij} e_i \tilde{e}_i W (u)| = |G^{ij} e_i \tilde{e}_i (\nabla V_1 V_1) (u)| \leq C\lambda_1 G.
\]

Combining this with (3.12),
\[
G^{ij} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)}) (u_{V_1 V_1})
\]
\[
\geq G^{ij} \{ e_i \tilde{e}_i V_1 V_1 (u) - [e_i, \tilde{e}_i]^{(0,1)} V_1 V_1 (u) \} - C\lambda_1 G. \tag{3.13}
\]
By direct calculation, we see that
\[
G^{ij} \{ e_i \tilde{e}_j V_1(u) - [e_i, \tilde{e}_j]^{(0,1)} V_1(u) \}
= G^{ij} \{ e_i V_1 \tilde{e}_j V_1(u) - e_i [V_1, \tilde{e}_j] V_1(u) - V_1 [e_i, \tilde{e}_j]^{(0,1)} V_1(u) \} + O(\lambda_1) G
= G^{ij} \{ V_1 e_i \tilde{e}_j V_1(u) - [V_1, e_i \tilde{e}_j] V_1(u) - V_1 [e_i, \tilde{e}_j]^{(0,1)}(u) \} + O(\lambda_1) G
= G^{ij} \{ V_1 e_i \tilde{e}_j V_1(u) - V_1 V_1 e_i \tilde{e}_j (0,1)(u) \} + O(\lambda_1) G - (I)
= G^{ij} \{ V_1 e_i \tilde{e}_j V_1(u) - V_1 e_i \tilde{e}_j (0,1)(u) \} + O(\lambda_1) G - (II)
= G^{ij} \{ V_1 e_i \tilde{e}_j V_1(u) - V_1 e_i [V_1, \tilde{e}_j]^{(0,1)}(u) \} + O(\lambda_1) G - (II)
= G^{ij} \{ V_1 e_i \tilde{e}_j V_1(u) - [e_i, \tilde{e}_j]^{(0,1)}(u) \} + O(\lambda_1) G - 2(II).
\]
Substituting this with Claim 3.2.1 into (13.3), we obtain
\[
(\text{I}) \geq G^{ii} V_1(\tilde{g}_{ii}) + O(\lambda_1) G - 2(\text{II}). \tag{3.14}
\]
To deal with the first term, we apply $V_1 V_1$ to the equation (1.1) and obtain
\[
G^{ii} V_1(\tilde{g}_{ii}) = -G^{ii} \{ k_{ik} V_1(\tilde{g}_{jk}) V_1 + V_1 V_1(h). \tag{3.15}
\]
Then Claim 3.2.1 follows from (3.14) and (3.15).

Using the similar argument of [6, Claim 2], for each $\varepsilon \in (0, 1 \over 3]$, we deduce
\[
2(\text{II}) \leq \varepsilon \frac{G^{ij} |(\lambda_1)_{ij}|^2}{\lambda_1} + \varepsilon \sum_{\alpha > 1} G^{ij} |e_i(u V_{\alpha V_1})|^2 + C \frac{\lambda_1}{\varepsilon} \lambda_1 G. \tag{3.16}
\]
Combining (3.11), (3.16) and Claim 2, we obtain Lemma 3.4.

Next, we estimate the lower bound of $L(|\rho|^2)$.

**Lemma 3.5** For each $\varepsilon \in (0, 1 \over 3]$, at $x_0$, we have
\[
L(|\rho|^2) \geq (2 - \varepsilon) \sum_{\alpha, \beta} G^{ij} |e_i(u_{\alpha \beta})|^2 - C \frac{N^2}{\varepsilon} F.
\]

**Proof** We remark that the linear gradient terms in $L$ can be absorbed by $N^2 F$. Thus the proof is similar to [6].

Finally, we give the lower bound of $L(|\partial u|^2)$.

**Lemma 3.6** At $x_0$, we have
\[
L(|\partial u|^2) \geq \frac{3}{4} \sum_j G^{ij} (|e_i \tilde{e}_j u|^2 + |e_i u|^2) - CK G. \tag{3.17}
\]

**Proof** By a direct calculation, we deduce
\[
L(|\partial u|^2) = G^{ij} (e_i \tilde{e}_j (|\partial u|^2) - [e_i, \tilde{e}_j]^{(0,1)} (|\partial u|^2) + e_p (|\partial u|^2) Z_{ii}^p + \tilde{e}_p (|\partial u|^2) Z_{ii}^p)
= I_1 + I_2 + I_3,
\]
where
\[
I_1 = G^{ij} (e_i \tilde{e}_j e_j u - [e_i, \tilde{e}_j]^{(0,1)} e_j u + e_p e_j u Z_{ii}^p + \tilde{e}_p e_j u Z_{ii}^p) \tilde{e}_j u,
I_2 = G^{ij} (e_i \tilde{e}_j e_j u - [e_i, \tilde{e}_j]^{(0,1)} \tilde{e}_j u + e_p \tilde{e}_j u Z_{ii}^p + \tilde{e}_p \tilde{e}_j u Z_{ii}^p) e_j u,
I_3 = G^{ij} (|e_i \tilde{e}_j u|^2 + |e_i u|^2).
\]
Applying $e_j$ to the equation (1.1),

$$G^{i j} \left( e_i \tilde{e}_j u - [e_i, \tilde{e}_j] \right) u + e_p(u) Z^{p}_{ii} + \tilde{e}_p(u) Z^{p}_{ii} = h_j.$$  

Note that

$$G^{i j} \left( e_i \tilde{e}_j u - [e_i, \tilde{e}_j] \right) u + e_p(u) Z^{p}_{ii} + \tilde{e}_p(u) Z^{p}_{ii} = G^{i j} (e_i \tilde{e}_j u + e_i [\tilde{e}_j, e_j] u + [e_i, \tilde{e}_j] u - [e_i, \tilde{e}_j]) u + O(\sqrt{K}) \mathcal{G}$$

Similarly,

$$G^{i j} (e_i \tilde{e}_j u + e_i [\tilde{e}_j, e_j] u + [e_i, \tilde{e}_j] u - [e_i, \tilde{e}_j]) u + O(\sqrt{K}) \mathcal{G}$$

By the Cauchy-Schwarz inequality,

$$I_1 + I_2 \geq 2 \text{Re} \left( \sum_j h_j u_j \right) - C |\partial u| \sum_j G^{i j} (|e_i e_j u| + |e_i \tilde{e}_j u|) - C K \mathcal{G}$$

$$\geq -C |\partial u| - \frac{1}{4} \sum_j G^{i j} (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2) - C K \mathcal{G}.$$  

Then we have

$$L(|\partial u|^2) \geq I_1 + I_2 + I_3 \geq \frac{3}{4} \sum_j G^{i j} (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2) - C K \mathcal{G}.$$  

This proves the lemma.  

We will use the above computations to prove Proposition 3.3.

**Proof of Proposition 3.3** Combining (3.9) and Lemmas 3.4–3.6, we obtain

$$0 \geq (2 - \varepsilon) \sum_{\alpha \geq 1} \frac{G^{i j} |e_i (u_{\lambda \alpha} V_j)|^2}{\lambda_1 (\lambda_1 - \lambda_\alpha)} - \frac{1}{\lambda_1} G^{i j} \tilde{V}_1 (\tilde{g}_{\alpha}) V_1 (\tilde{g}_{ij})$$

$$+ (2 - \varepsilon) \phi' \sum_{\alpha, \beta} G^{i j} |e_i (u_{\alpha \beta})|^2 - (1 + \varepsilon) G^{i j} |(\lambda_j)|^2 \lambda_1^2 + \psi'' G^{ij} |(|\rho|^2)|^2$$

$$+ \frac{3}{4} \sum_j G^{i j} (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2) + \psi'' G^{ij} |(|\partial u|^2)|^2$$

$$- Ae^{-Au} L(u) + A^2 e^{-Au} G^{ij} |u_{ij}|^2 - \frac{C}{\varepsilon} (1 + \phi' N^2 + \psi' K) \mathcal{G}.$$
It suffices to deal with the third and last term. For the third term, using (3.5) and the fact \( N \leq CA \lambda_1 \),

\[
(2 - \varepsilon) \psi' \sum_{\alpha, \beta} G^{i\bar{i}} |e_i (u_{\alpha\beta})|^2 \geq \sum_{\alpha, \beta} \frac{G^{i\bar{i}} |e_i (u_{\alpha\beta})|^2}{20N^2} \geq \sum_{\alpha, \beta} \frac{G^{i\bar{i}} |e_i (u_{\alpha\beta})|^2}{CA \lambda_1^2}.
\]

For the last term, using (3.5) again we infer that

\[
-C_{\varepsilon} (1 + \psi' N^2 + \psi' K) \mathcal{G} \geq -C_{\varepsilon} \mathcal{G}.
\]

Combining the above inequalities, we conclude Proposition 3.3.

### 3.2.2 Proof of Theorem 3.2

First, we define the index set

\[
J = \left\{ 1 \leq j \leq n : \frac{\psi'}{2} \sum_i (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) \geq A^5 n e^{-5nu K} \text{ at } x_0 \right\}.
\]

If \( J = \emptyset \), then Theorem 3.2 follows. So we assume \( J \neq \emptyset \) and let \( j_0 \) be the maximal element of \( J \). If \( j_0 < n \), we denote

\[
S = \left\{ j_0 \leq i \leq n - 1 : G^{i\bar{i}} \leq A^{-2} e^{2Au} G^{i+i+1} \text{ at } x_0 \right\}.
\] (3.19)

According to the index sets \( J \) and \( S \), the proof of Theorem 3.2 can be divided into three cases:

Case 1. \( j_0 = n \).
Case 2. \( j_0 < n \) and \( S = \emptyset \).
Case 3. \( j_0 < n \) and \( S \neq \emptyset \).

For Case 1 and Case 2, the proof in [6] is still valid in our setting, we shall omit it here. Now we only need to establish Case 3.

Observe that \( S \neq \emptyset \). Let \( i_0 \) be the minimal element of \( S \) and define

\[
I = \{i_0 + 1, \cdots, n\}.
\]

Let us decompose the term

\[
(1 + \varepsilon) \sum_i G^{i\bar{i}} |(\lambda_1)_i|^2 = (1 + \varepsilon) \sum_{i \notin I} G^{i\bar{i}} |(\lambda_1)_i|^2
\]

\[
+ 3\varepsilon \sum_{i \in I} G^{i\bar{i}} |(\lambda_1)_i|^2 + (1 - 2\varepsilon) \sum_{i \in I} G^{i\bar{i}} |(\lambda_1)_i|^2
\]

\[
= B_1 + B_2 + B_3
\] (3.20)

into three terms based on \( I \).

**Lemma 3.7** At \( x_0 \), we have

\[
B_1 + B_2 \leq \frac{\psi'}{4} \sum_j G^{j\bar{j}} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) + \psi'' G^{j\bar{j}} |(\rho)|^2|_i|^2
\]

\[
+ \psi'' G^{j\bar{j}} |(\partial u)|^2|_i|^2 + 9 \varepsilon A^2 e^{-2Au} G^{j\bar{j}} |u_i|^2.
\]

**Proof** See the proof of [6, Lemma 4.6].

\(\square\)
3.2.3 Calculations of $B_3$

We now devote to prove the following proposition.

**Proposition 3.8** Let $\epsilon = \frac{e^{Au(x_0)}}{g}$. Then at $x_0$, we have

$$B_3 \leq (2 - \epsilon) \sum_{\alpha > 1} \frac{G^{ij} e_i(u V_{\alpha} V_1)}{\lambda_1 (\lambda_1 - \lambda_\alpha)} - \frac{1}{\lambda_1} G^{ik,jl} V_1 (\tilde{g}_{ik}) V_1 (\tilde{g}_{jl})$$

$$+ (2 - \epsilon) \psi' \sum_{\alpha, \beta} G^{ij} |e_i(u_{\alpha\beta})|^2 + \frac{C}{\epsilon} G.$$  \hspace{1cm} (3.21)

Let us define

$$W_1 = \frac{1}{\sqrt{2}} (V_1 - \sqrt{-1} J V_1) = \sum_q v_q e_q, \quad J V_1 = \sum_{\alpha > 1} \mu_\alpha V_\alpha,$$  \hspace{1cm} (3.22)

where we used $V_1$ is orthogonal to $J V_1$. At $x_0$, $V_1$ and $e_q$ are $\chi$-unitary, which implies

$$\sum_{q=1}^n |v_q|^2 = 1, \quad \sum_{\alpha > 1} \mu_\alpha^2 = 1.$$

**Lemma 3.9** At $x_0$, we have

1. $\omega_u \geq -C_A K \chi$,  
2. $|v_i| \leq \frac{C_A K}{\lambda_1}$ for any $i \in I$.

**Proof**  Recalling the definitions of $i_0$ and $j_0$, we deduce $i_0 + 1 > i_0 \geq j_0$ and hence $I \cap J = \emptyset$. Therefore,

$$\psi' \sum_j (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2) \leq A^5 n e^{-A n u} K, \quad \text{for each } i \in I.$$  \hspace{1cm} (3.23)

Furthermore, $n \in I$ implies $e_n \tilde{e}_n u \geq -C_A K$ and

$$\tilde{g}_{nn} = g_{nn} + e_n \tilde{e}_n u + [e_n, \tilde{e}_n]^{(0,1)} u + Z_{nn} \geq e_n \tilde{e}_n u - C K \geq -C_A K.$$  

Using this together with (3.7), we conclude (1). The proof of (2) can be found in [6, Lemma 4.8].

Now we give the proof of Proposition 3.8.

**Proof of Proposition 3.8** By the definition of $W_1$ in (3.22), we see that $V_1 = \sqrt{2} W_1 - \sqrt{-1} J V_1$. This implies

$$e_i(u V_1 V_1) = -\sqrt{-1} \sum_{\alpha > 1} \mu_\alpha e_i(u V_\alpha V_1) + \sqrt{2} \sum_q v_q V_1 e_i \tilde{e}_q u + O(\lambda_1)$$

$$= -\sqrt{-1} \sum_{\alpha > 1} \mu_\alpha e_i(u V_\alpha V_1) + \sqrt{2} \sum_{q \notin I} v_q V_1 (\tilde{g}_{i\tilde{q}})$$

$$+ \sqrt{2} \sum_{q \in I} v_q V_1 e_i \tilde{e}_q u + O(\lambda_1).$$
Using this together with Cauchy-Schwarz inequality and Lemma 3.9,

\[
B_3 \leq (1 - \varepsilon) \sum_{i \in I} \frac{G_i^q}{\lambda_1^2} \left| -\sqrt{-1} \sum_{\alpha > 1} \mu_\alpha e_i(u_{V_i V_{\alpha}}) + \sqrt{2} \sum_{q \notin I} v_q V_1(\tilde{g}_{i\tilde{q}}) \right|^2 \\
+ \frac{C_A}{\varepsilon \lambda_1^2} \sum_{i \in I} \sum_{q \notin I} \frac{G_i^q |V_1 e_i \tilde{e}_q u|^2}{\lambda_1^2} + \frac{C \xi}{\varepsilon}.
\]

(3.24)

For the second term in RHS of (3.24). Observing that $|V_1 e_i \tilde{e}_q u| \leq C \sum_{\alpha, \beta} |e_i(u_{\alpha \beta})| + C \lambda_1$, we deduce

\[
\frac{C_A}{\varepsilon \lambda_1^2} \sum_{i \in I} \sum_{q \notin I} \frac{G_i^q |V_1 e_i \tilde{e}_q u|^2}{\lambda_1^2} \leq \frac{C_A}{\varepsilon \lambda_1^2} \sum_{\alpha, \beta} \frac{G_i^q |e_i(u_{\alpha \beta})|^2}{\lambda_1^2} + \frac{C_A}{\varepsilon \lambda_1^2} G.
\]

(3.25)

Under the assumption $\lambda_1 \geq \frac{C_A}{\varepsilon}$, we obtain

\[
\frac{C_A}{\varepsilon \lambda_1^2} \sum_{i \in I} \sum_{q \notin I} \frac{G_i^q |V_1 e_i \tilde{e}_q u|^2}{\lambda_1^2} \leq \sum_{\alpha, \beta} \frac{G_i^q |e_i(u_{\alpha \beta})|^2}{\lambda_1^2} + G.
\]

(3.26)

Now we deal with the first term in RHS of (3.24). For a constant $\gamma > 0$ to be chosen later, we see that

\[
\sum_{i \in I} \frac{G_i^q}{\lambda_1^2} \left| -\sqrt{-1} \sum_{\alpha > 1} \mu_\alpha e_i(u_{V_i V_{\alpha}}) + \sqrt{2} \sum_{q \notin I} v_q V_1(\tilde{g}_{i\tilde{q}}) \right|^2 \\
\leq \left( 1 + \frac{1}{\gamma} \right) \sum_{i \in I} \frac{G_i^q}{\lambda_1^2} \left| \sum_{\alpha > 1} \mu_\alpha e_i(u_{V_i V_{\alpha}}) \right|^2 + \left( 1 + \gamma \right) \sum_{i \in I} \frac{2G_i^q}{\lambda_1^2} \sum_{q \notin I} |v_q V_1(\tilde{g}_{i\tilde{q}})|^2.
\]

(3.27)

Using the Cauchy-Schwarz inequality again, for the first term,

\[
\left( 1 + \frac{1}{\gamma} \right) \sum_{i \in I} \frac{G_i^q}{\lambda_1^2} \left| \sum_{\alpha > 1} \mu_\alpha e_i(u_{V_i V_{\alpha}}) \right|^2 \leq \left( 1 + \frac{1}{\gamma} \right) \sum_{i \in I} \frac{G_i^q}{\lambda_1^2} \left( \sum_{\alpha > 1} (\lambda_{I - \lambda_{\alpha}})\mu_\alpha^2 \left( \sum_{\alpha > 1} |e_i(u_{V_i V_{\alpha}})|^2 \right) \right)
\]

\[
= \left( 1 + \frac{1}{\gamma} \right) \sum_{i \in I} \frac{G_i^q}{\lambda_1^2} \left( \lambda_{I - \lambda_{\alpha}} \sum_{\alpha > 1} \mu_\alpha^2 \left( \sum_{\alpha > 1} |e_i(u_{V_i V_{\alpha}})|^2 \right) \right).
\]

(3.27)

and for the second term,

\[
\left( 1 + \gamma \right) \sum_{i \in I} \frac{2G_i^q}{\lambda_1^2} \sum_{q \notin I} |v_q V_1(\tilde{g}_{i\tilde{q}})|^2 \leq \left( 1 + \gamma \right) \sum_{i \in I} \frac{2G_i^q}{\lambda_1^2} \left( \sum_{q \notin I} (\tilde{g}_{i\tilde{q}} - \tilde{g}_{i\tilde{q}})|v_q|^2 \right) \frac{G_i^q - G^q_{i\tilde{q}}}{\tilde{g}_{i\tilde{q}} - \tilde{g}_{i\tilde{q}}}
\]

\[
\left( \sum_{q \notin I} (G_i^q - G^q_{i\tilde{q}})|V_1(\tilde{g}_{i\tilde{q}})|^2 \right).
\]

Recalling the definition of the index set $I$, when $q \notin I$ and $i \in I$,

\[
G^q_{i\tilde{q}} \leq G^i_{i\tilde{q}} \leq A^{-2} e^{2\Lambda u} G^{i\tilde{q} + 1\tilde{q} + 1} \leq A^{-2} e^{2\Lambda u} G^i_{\tilde{q}}.
\]
Combining this with Lemma 3.9,
\[ 0 \leq \frac{(\tilde{g}_{q\bar{q}} - \tilde{g}_{i\bar{i}})|v_q|^2}{G^{ij} - G^{q\bar{q}}} \leq \frac{\tilde{g}_{q\bar{q}}|v_q|^2 - \tilde{g}_{i\bar{i}}|v_q|^2}{(1 - A^{-2}e^{2A\alpha})G^{ij}} \leq \frac{\tilde{g}_{q\bar{q}}|v_q|^2 + C_A K}{(1 - A^{-2}e^{2A\alpha})G^{ij}}. \] (3.28)

In addition, from (2.2) and the concavity of \( f \), we get
\[ -\frac{1}{\lambda_1}G^{ik,jl} V_1(\tilde{g}_{ik}) V_1(\tilde{g}_{jl}) \geq \frac{2}{\lambda_1} \sum_{i \neq l} \sum_{q \neq l} (G^{ij} - G^{q\bar{q}})|V_1(\tilde{g}_{i\bar{q}})|^2 \frac{\tilde{g}_{q\bar{q}} - \tilde{g}_{i\bar{i}}}{\tilde{g}_{q\bar{q}} - \tilde{g}_{i\bar{i}}}. \] (3.29)

It follows from (3.28) and (3.29) that
\[ (1 + \gamma) \sum_{i \neq l} \frac{2G^{ij}}{\lambda_1^2} \left| \sum_{q \neq l} v_q V_1(\tilde{g}_{i\bar{q}}) \right|^2 \leq \frac{(1 + \gamma)}{\lambda_1(1 - A^{-2}e^{2A\alpha})} \left( \sum_{q \neq l} \tilde{g}_{q\bar{q}}|v_q|^2 + C_A K \right) \cdot \left\{ -\frac{1}{\lambda_1}G^{ik,jl} V_1(\tilde{g}_{ik}) V_1(\tilde{g}_{jl}) \right\}. \] (3.30)

Since \( \varepsilon = \frac{\varepsilon_{A\alpha}}{9} \), when \( A \) is large enough one have
\[ \frac{(1 - \varepsilon)(1 + \gamma)}{\lambda_1(1 - A^{-2}e^{2A\alpha})} \leq \left( 1 - \frac{\varepsilon}{2} \right) \left( 1 + \frac{\gamma}{\lambda_1} \right). \] (3.31)

Together with (3.26), (3.27), (3.30) and (3.31), we conclude
\[ (1 - \varepsilon) \sum_{i \neq l} \frac{G^{ij}}{\lambda_1^2} \mid - \sqrt{-1} \sum_{\alpha > 1} \mu_\alpha e_i(u_{V_1 V_\alpha}) + \sqrt{2} \sum_{q \neq l} v_q V_1(\tilde{g}_{i\bar{q}}) \mid^2 \leq (1 - \varepsilon) \left( 1 + \frac{1}{\lambda_1} \right) \sum_{i \neq l} \frac{G^{ij}}{\lambda_1} \left( \lambda_1 - \sum_{\alpha > 1} \lambda_\alpha \mu_\alpha^2 \right) \left( \sum_{\alpha > 1} |e_i(u_{V_1 V_\alpha})|^2 \right) \]
\[ + \frac{(1 - \varepsilon)(1 + \gamma)}{\lambda_1(1 - A^{-2}e^{2A\alpha})} \left( \sum_{q \neq l} \tilde{g}_{q\bar{q}}|v_q|^2 + C_A K \right) \cdot \left\{ -\frac{1}{\lambda_1}G^{ik,jl} V_1(\tilde{g}_{ik}) V_1(\tilde{g}_{jl}) \right\} \]
\[ \leq \frac{1 - \varepsilon}{(2 - \varepsilon)\lambda_1} \left( 1 + \frac{1}{\lambda_1} \right) \left( \lambda_1 - \sum_{\alpha > 1} \lambda_\alpha \mu_\alpha^2 \right) \cdot \left\{ (2 - \varepsilon) \sum_{\alpha > 1} \frac{G^{ij}|u_{V_1 V_{\alpha}}|^2}{\lambda_1(\lambda_1 - \lambda_\alpha)} \right\} \]
\[ + \left( 1 - \frac{\varepsilon}{2} \right) \left( 1 + \frac{\gamma}{\lambda_1} \right) \left( \sum_{q \neq l} \tilde{g}_{q\bar{q}}|v_q|^2 + C_A K \right) \cdot \left\{ -\frac{1}{\lambda_1}G^{ik,jl} V_1(\tilde{g}_{ik}) V_1(\tilde{g}_{jl}) \right\}. \] (3.32)

Now we prove the following lemma:

**Lemma 3.10** At \( x_0 \), we have
\[ (1 - \varepsilon) \sum_{i \neq l} \frac{G^{ij}}{\lambda_1^2} \mid - \sqrt{-1} \sum_{\alpha > 1} \mu_\alpha e_i(u_{V_1 V_\alpha}) + \sqrt{2} \sum_{q \neq l} v_q V_1(\tilde{g}_{i\bar{q}}) \mid^2 \]
\[ \leq (2 - \varepsilon) \frac{\sum_{\alpha > 1} G^{ij}|u_{V_1 V_{\alpha}}|^2}{\lambda_1(\lambda_1 - \lambda_\alpha)} - \frac{1}{\lambda_1}G^{ik,jl} V_1(\tilde{g}_{ik}) V_1(\tilde{g}_{jl}). \] (3.33)
Proof In light of (3.32), it suffices to prove

\[ a) \quad \frac{1-\varepsilon}{(2-\varepsilon)\lambda_1} \left( 1 + \frac{1}{\gamma} \right) \left( \lambda_1 - \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2 \right) \leq 1. \]

\[ b) \quad (1 - \frac{\varepsilon}{2}) \left( \frac{1+\gamma}{\lambda_1} \right) \left( \sum_{q\not\in I} \tilde{g}_q \varphi_q^2 \right) + C_A K \leq 1. \]

We shall consider the following two cases:

Case A. \( \frac{1}{2} \left( \lambda_1 + \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2 \right) > \left( 1 - \frac{\varepsilon}{2} \right) \left( \sum_{q\not\in I} \tilde{g}_q \varphi_q^2 + C_A K \right). \)

It follows from (3.28) that

\[ \frac{1}{2} \left( \lambda_1 + \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2 \right) > \left( 1 - \frac{\varepsilon}{2} \right) \left( \sum_{q\not\in I} \tilde{g}_q \varphi_q^2 + C_A K \right) \geq 0. \]

In this case we set \( \gamma = \frac{\lambda_1 - \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2}{\lambda_1 + \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2}. \) Note that \( \lambda_1 > \lambda_2 \) at \( x_0 \) and so \( \gamma \) is positive. This concludes \( a) \) and \( b). \)

Case B. \( \frac{1}{2} \left( \lambda_1 + \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2 \right) \leq \left( 1 - \frac{\varepsilon}{2} \right) \left( \sum_{q\not\in I} \tilde{g}_q \varphi_q^2 + C_A K \right). \)

For \( a) \), by Lemma 3.9, we deduce

\[ 2 \frac{\sum_{q\not\in I} \tilde{g}_q \varphi_q^2 + C_A K \leq \sum_{q} \tilde{g}_q \varphi_q^2 + C_A K = \tilde{g}(W_1, \overline{W}_1) + C_A K \]

\[ \leq \frac{1}{2} \left( \lambda_1 + \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2 \right) + C_A K, \quad (3.34) \]

where we used (3.22) in the last inequality. Combining this with the assumption of Case B, we see that

\[ \sum_{q\not\in I} \tilde{g}_q \varphi_q^2 + C_A K \leq \frac{C_A K}{\varepsilon}, \quad (3.35) \]

Using Lemma 3.9 again and (3.34),

\[ \frac{1}{2} \left( \lambda_1 + \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2 \right) \geq \tilde{g}(W_1, \overline{W}_1) - C K = \sum_{q} \tilde{g}_q \varphi_q^2 - C K \geq -C_A K, \]

which implies \( 0 < \lambda_1 - \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2 \leq 2\lambda_1 + C_A K \leq (2 + 2\varepsilon^2)\lambda_1 \) under the assumption \( \lambda_1 \geq \frac{C_A K}{\varepsilon^2}. \) Letting \( \gamma = \varepsilon^{-2}, \) then

\[ \frac{1 - \varepsilon}{(2 - \varepsilon)\lambda_1} \left( 1 + \frac{1}{\gamma} \right) \left( \lambda_1 - \sum_{\alpha>1} \lambda_\alpha \mu_\alpha^2 \right) \leq \frac{2 - 2\varepsilon}{2 - \varepsilon} (1 + \varepsilon^2)^2. \]

Since \( \varepsilon = \frac{e^{A_1(x_0)}}{y}, \) for a large \( A \) we get \( \frac{2 - 2\varepsilon}{2 - \varepsilon} (1 + \varepsilon^2)^2 \leq 1. \) This proves \( a) \).

For \( b) \), using (3.35) and \( \gamma = \varepsilon^{-2}, \)

\[ \left( 1 - \frac{\varepsilon}{2} \right) \left( \frac{1 + \gamma}{\lambda_1} \right) \left( \sum_{q\not\in I} \tilde{g}_q \varphi_q^2 + C_A K \right) \leq \frac{C_A}{\varepsilon^3 \lambda_1}. \]

This proves \( b) \) provided by \( \lambda_1 \geq \frac{C_A}{\varepsilon}. \)

\[ \square \]

Consequently, the Proposition 3.8 follows from (3.24), (3.25) and (3.33).

Now we are return to prove Case 3 of Theorem 3.2.
Proof of Case 3 Using Proposition 3.3 together with Lemma 3.7 and Proposition 3.8, we deduce

\[
0 \geq (A^2 e^{-Au} - 9\varepsilon A^2 e^{-2Au}) G^{ij} |u_i|^2 - \frac{C}{\varepsilon} G \\
+ \frac{\psi'}{4} \sum_j G^{ij} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) - A e^{-Au} L(u).
\]

Since \( \varepsilon = \frac{\epsilon_{Au(u)}}{y} \),

\[
0 \geq \frac{C}{\varepsilon} G + \frac{\psi'}{4} \sum_j G^{ij} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) - A e^{-Au} L(u). \tag{3.36}
\]

Let \( A = \frac{10C}{\theta} \), where \( \theta \) is the constant given in Proposition 2.2. There are two possibilities:

- \( -L(u) \geq \theta G \). In this setting, (3.36) yields that

\[
0 \geq (A \theta e^{-Au} - \frac{C}{\varepsilon}) G + \frac{\psi'}{4} \sum_j G^{ij} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2).
\]

Using the fact \( A = \frac{10C}{\theta} \), we deduce

\[
A \theta e^{-Au} - \frac{C}{\varepsilon} = A \theta e^{-Au} - 9C e^{-Au} = C e^{-Au},
\]

which implies

\[
0 \geq C e^{-Au} G + \frac{\psi'}{4} \sum_j G^{ij} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) > 0.
\]

This is impossible.

- \( G^{11} \geq \theta G \). Using the Cauchy-Schwarz inequality,

\[
A e^{-Au} L(u) = A e^{-Au} \sum_i G^{ij} (e_i \bar{e}_i u - [e_i, \bar{e}_i]^{(0,1)} u + e_p(u) Z_{ii}^p + \bar{e}_p(u) \bar{Z}_{ii}^p)
\]

\[
\leq A e^{-Au} \sum_i |e_i \bar{e}_i u| + C A e^{-Au} K G
\]

\[
\leq \frac{\theta \psi'}{8} G \sum_i |e_i \bar{e}_i u|^2 + C_A K G.
\]

Plugging it into (3.36),

\[
\frac{\theta \psi'}{8} G \sum_{i,j} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) \leq C_A K G
\]

and hence

\[
\sum_{i,j} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) \leq C_A K^2.
\]

This yields \( \lambda_1 \leq C_A K \) and the proof is completely. \qed

Now we give the proof of Theorem 1.1.

Proof Combining Proposition 3.1 and Theorem 3.3, we obtain Theorem 1.1. \qed
3.3 Higher order estimates

**Proposition 3.11** Let \((M, \chi, J)\) be a compact almost Hermitian manifold of real dimension \(2n\). Suppose \(f\) satisfies (i), (ii) and (iii') on a symmetric open and convex cone \(\Gamma \subset \mathbb{R}^n\) as in (1.3). Assume \(u\) is a \(C\)-subsolution and \(u\) is a smooth solution of (1.1). Then for each \(k = 0, 1, 2, \ldots\), we have

\[
\|u\|_{C^k(M, \chi)} \leq C_k,
\]

where \(C_k\) is a constant depending on \(k, u, h, Z, \omega, f, \Gamma\) and \((M, \chi, J)\).

**Proof of Proposition 3.11** With the estimate (3.3) at hand, a standard blow-up argument [6, Proposition 5.1] combining with Liouville theorem [35, Theorem 20] (see also [12, 36, 39, 40]), we conclude \(\sup_M |\partial u| \leq C\). Although the appearance of the term \(Z\) which depends on \(\partial u\) linearly, it does not matter under the rescaling procedure. The more details can be found in [6, §5].

We can then apply the Evans-Krylov-type estimate (see [42, Theorem 1.1] and [6, §5]). The higher estimates can be obtained by applying a standard bootstrapping argument, we shall omit the standard step here.

3.4 Proof of Theorems 1.2–1.3

We remark that equation (1.4) and equation (1.3) satisfying the structural conditions (i), (ii) and (iii'). Using Proposition 3.11 and a similar arguments in the proof of [9, Theorem 1.1] and [6, Theorems 1.2–1.3], we obtain Theorems 1.2–1.3.  

\[ \square \]

4 Proofs of Corollary 1.4

In this section, we prove Corollary 1.4. First, we give the \(C^1\) estimates of the dHYM equation (2.10).

**Proposition 4.1** Let \(u\) (resp. \(u\)) be the solution (resp. \(C\)-subsolution) for (2.10) with \(\sup_M (u - u) = 0\). Then we have

\[
\|u\|_{C^1} \leq C,
\]

where \(C\) depending on \(u, h, \|\omega\|_{C^1}, \Gamma\) and \((M, \chi, J)\).

**Proof** Let us define

\[
H(\eta) = \frac{1}{3} e^{D\eta}, \quad \eta = u - u.
\]

Here \(D > 0\) are certain constants to be picked up later.\(^1\) Consider the test function

\[
Q = e^{H(\eta)}|\partial u|^2.
\]

Suppose \(Q\) achieves maximum at the \(x_0 \in M\). We may assume \(|\partial u|(x_0) \geq 1\). Otherwise we are done. Then near \(x_0\), we can choose a proper local frame \(\{e_i\}_{i=1}^n\) such that \(\chi_{i\bar{j}} = \delta_{ij}\) and the matrix \(\{\tilde{g}_{i\bar{j}}\}\) is diagonal at \(x_0\). It follows from maximum principle that

\(^1\) From now on, the \(C\) below denotes the constants those may change from line to line, and it doesn’t depend on \(D\) that we yet to choose.
0 \geq \frac{L(Q)(x_0)}{DH e^{H|\partial u|^2}} = L(\eta) + D(1 + H) G^{ij} |\eta_i|^2 + \frac{L(|\partial u|^2)}{DH |\partial u|^2} \\
+ \frac{2}{|\partial u|^2} \sum_{i,j} G^{ij} \text{Re}\{e_i(\eta)\bar{e}_i e_j(u)\bar{e}_j(u) + e_i(\eta)\bar{e}_i e_j(u)e_j(u)\}.

(4.1)

By a similar argument to Lemma 3.6, we get

Lemma 4.1 At \(x_0\), we have, for every \(\epsilon \in (0, \frac{1}{2})\),

\[ L(|\partial u|^2) \geq (1 - \epsilon) \sum_j G^{ij} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) - \frac{C}{\epsilon} |\partial u|^2 G. \]

Dividing by \(DH |\partial u|^2\), we have

\[ \frac{L(|\partial u|^2)}{DH |\partial u|^2} \geq (1 - \epsilon) \sum_{i,j} G^{ij} \frac{|e_i e_j u|^2 + |e_i \bar{e}_j u|^2}{DH |\partial u|^2} - \frac{CG}{DH \epsilon}. \]  

(4.2)

For the last term of (4.1). Note that \(\epsilon \in (0, \frac{1}{2})\) implies \(1 \leq (1 - \epsilon)(1 + 2\epsilon)\). Using the definition of Lie bracket again, we see

\[ 2 \sum_{i,j} G^{ij} \text{Re}\{e_i(\eta)\bar{e}_i e_j(u)\bar{e}_j(u)\} \]

\[ = 2 \sum_{i,j} G^{ij} \text{Re}\{\eta_i u_j [e_j \bar{e}_i(u) - [e_j, \bar{e}_i]^{0,1}(u) - [e_j, \bar{e}_i]^{1,0}(u)]\} \]

\[ = 2 \sum_{i} G^{ij} (\mu_i - g_{ii}) \text{Re}\{\eta_i u_i\} - 2 \sum_{i,j} G^{ij} \text{Re}\{\eta_i u_j [e_j, \bar{e}_i]^{1,0}(u)\} \]

\[ \geq 2 \sum_{i} G^{ij} (\mu_i - g_{ii}) \text{Re}\{\eta_i u_i\} - \epsilon DH |\partial u|^2 \sum_i G^{ij} |\eta_i|^2 - \frac{C}{DH \epsilon} |\partial u|^2 G \]  

(4.3)

and

\[ 2 \sum_{i,j} G^{ij} \text{Re}\{e_i(\eta)\bar{e}_i e_j(u) e_j(u)\} \]

\[ \geq - \frac{(1 - \epsilon)}{DH} \sum_{i,j} G^{ij} |\bar{e}_i e_j(u)|^2 - (1 + 2\epsilon) \epsilon DH |\partial u|^2 \sum_i G^{ij} |\eta_i|^2. \] 

(4.4)

It follows from (4.3) and (4.4) that

\[ \frac{2}{|\partial u|^2} \sum_{i,j} G^{ij} \text{Re}\{e_i(\eta)\bar{e}_i e_j(u)\bar{e}_j(u) + e_i(\eta)\bar{e}_i e_j(u)e_j(u)\} \]

\[ \geq \frac{2}{|\partial u|^2} \sum_i G^{ij} (\mu_i - g_{ii}) \text{Re}\{e_i(\eta)\bar{e}_i(u)\} - \frac{CG}{DH \epsilon} \]

\[ - (1 + 3\epsilon) \epsilon DH \sum_i G^{ij} |\eta_i|^2 - (1 - \epsilon) \sum_{i,j} G^{ij} |\bar{e}_i e_j(u)|^2 \]  

(4.5)
Combining (4.1), (4.2) and (4.5), and letting \( \varepsilon = \frac{1}{6H(x_0)} \),

\[
L(\eta) + \frac{2}{|\partial u|^2} \sum_i G^{ii}(\mu_i - g_{ii}) \text{Re}\{\eta_i u_i\} + \frac{D}{2} \sum_i G^{ii} |\eta_i|^2 \leq \frac{C}{DH|\partial u|} + \frac{CG}{D}.
\]

By the assumption \( |\partial u| \geq \max\{1, |\partial u|\} \), we obtain

\[
\frac{2}{|\partial u|^2} \sum_i G^{ii}(\mu_i - g_{ii}) \text{Re}\{\eta_i u_i\} \geq - \frac{D}{4} \sum_i G^{ii} |\eta_i|^2 - \frac{C}{D|\partial u|^2} \sum_i (\mu_i - 1)^2 \frac{1}{1 + \mu_i^2}
\]

\[
\geq - \frac{D}{4} \sum_i G^{ii} |\eta_i|^2 - \frac{C}{D|\partial u|^2}.
\]

Hence,

\[
L(\eta) + \frac{D}{4} \sum_i G^{ii} |\eta_i|^2 \leq \frac{C}{DH|\partial u|} + \frac{CG}{D} + \frac{C}{D|\partial u|^2}.
\] (4.6)

There are two possibilities:

- If (2.8) holds. It follows from (4.6) that
  \[
  \theta + \theta \mathcal{G} \leq \frac{C}{DH|\partial u|} + \frac{CG}{D} + \frac{C}{D|\partial u|^2}.
  \]
  Choose \( D \) large such that \( \theta > \frac{C}{D} \). Then we get
  \[
  \theta \leq \frac{C}{DH|\partial u|} + \frac{C}{D|\partial u|^2}.
  \]
  This implies \( |\partial u| \leq C \).

- If (2.9) is true. By (2.7), we have \( G^{11} \geq \theta \mathcal{G} \geq \theta \tau \). Therefore,
  \[
  \sum_i G^{ii} |\eta_i|^2 \geq \theta \tau |\partial \eta|^2,
  \]
  and
  \[
  L(\eta) = G^{ii} ((g_{ii} + u_{ii}) - \mu_i) \geq -C - C \sum_i \frac{|\mu_i|}{1 + \mu_i^2} \geq -C.
  \]

Plugging the above two inequalities into (4.6),

\[
\frac{D}{C} |\partial \eta|^2 \leq \frac{C}{DH|\partial u|} + C.
\]

We may assume that \( |\partial u| \geq 2|\partial u| \) and then \( |\partial \eta| = \frac{1}{2} |\partial u| \). So

\[
\frac{D}{C} |\partial u|^2 \leq \frac{C}{DH|\partial u|} + C.
\]

As a consequence, \( |\partial u| \leq C \).

Combining the Theorem 1.1, we establish the second order estimates. Therefore, the equation (1.6) is uniform elliptic. Based on Evans-Krylov theory, we obtain the higher order estimates. This completes the proof of Corollary 1.4.
Acknowledgements  We are very grateful to Professor Xi Zhang for countless advice. We would like to thank Jianchun Chu for generous discussions. We are also grateful to Rirong Yuan for his helpful suggestions. The first author was partially supported by China Postdoctoral Science Foundation 2021M700127 and 2022T150584. The second author is partially supported by the China Postdoctoral Science Foundation 2022M713057. The authors would like to thank the referees for many useful suggestions and comments.

References

1. Andrews, B.: Contraction of convex hypersurfaces in Euclidean space. Calc. Var. Partial Differ. Equ. 2(2), 151–171 (1994)
2. Błocki, Z.: On uniform estimate in Calabi-Yau theorem. Sci. China Ser. A 48(suppl.), 244–247 (2005)
3. Błocki, Z.: On the uniform estimate in the Calabi-Yau theorem. II. Sci. China Math. 54(7), 1375–1377 (2011)
4. Calabi, E.: On Kähler manifolds with vanishing canonical class, Algebraic geometry and topology. A symposium in honor of S. Lefschetz, pp. 78–89. Princeton University Press, Princeton, N. J., 1957
5. Cherrier, P.: Équations de Monge-Ampère sur les variétés Hermitiennes compactes. Bull. Sc. Math. (2) 111, 343–385 (1987)
6. Chu, J., Huang, L., Zhang, J.: Fully nonlinear elliptic equations on compact almost Hermitian manifolds, arXiv:2109.12566
7. Chu, J., Huang, L., Zhu, X.: The 2-nd Hessian type equation on almost Hermitian manifolds, arXiv:1707.04072
8. Chu, J., McCleerey, N.: Fully nonlinear degenerate elliptic equations in complex geometry. J. Funct. Anal. 281(9), 45 (2021). (Paper No. 109176)
9. Chu, J., Tosatti, V., Weinkove, B.: The Monge-Ampère equation for non-integrable almost complex structures. J. Eur. Math. Soc. (JEMS) 21(7), 1949–1984 (2019)
10. Collins, T., Picard, S., Wu, X.: Concavity of the Lagrangian phase operator and applications. Calc. Var. Partial Differ. Equ. 56(4), 56–89 (2017)
11. Collins, T., Jacob, A., Yau, S.-T.: (1,1) forms with specified Lagrangian phase: a priori estimates and algebraic obstructions. Camb. J. Math. 8(2), 407–452 (2020)
12. Dinew, S., Kołodziej, S.: Liouville and Calabi-Yau type theorems for complex Hessian equations. Amer. J. Math. 139(2), 403–415 (2017)
13. Ecker, K., Huisken, G.: Immersed hypersurfaces with constant Weingarten curvature. Math. Ann. 283(2), 329–332 (1989)
14. Feng, K., Ge, H., Zheng, T.: The Dirichlet problem of fully nonlinear equations on Hermitian manifolds, preprint, arXiv:1905.02412
15. Fu, J., Wang, Z., Wu, D.: Form-type Calabi-Yau equations. Math. Res. Lett. 17(5), 887–903 (2010)
16. Fu, J., Wang, Z., Wu, D.: Form-type Calabi-Yau equations on Kähler manifolds of nonnegative orthogonal bisectional curvature. Calc. Var. Partial Differ. Equ. 52(1–2), 327–344 (2015)
17. Gauduchon, P.: La 1-forme de torsion d’une variété hermitienne compacte. Math. Ann. 267, 495–518 (1984)
18. Gerhardt, C.: Closed Weingarten hypersurfaces in Riemannian manifolds. J. Differ. Geom. 43(3), 612–641 (1996)
19. Guan, B., Nie, X.: Fully nonlinear elliptic equations with gradient terms on Hermitian manifolds, preprint, arXiv:2108.03308. 2021
20. Guan, B.: Second-order estimates and regularity for fully nonlinear elliptic equations on Riemannian manifolds. Duke Math. J. 163(8), 1491–1524 (2014)
21. Guan, B., Li, Q.: Complex Monge-Ampère equations and totally real submanifolds. Adv. Math. 225(3), 1185–1223 (2010)
22. Guan, B., Qiu, C., Yuan, R.: Fully nonlinear elliptic equations for conformal deformations of Chern-Ricci forms. Adv. Math. 343, 538–566 (2019)
23. Hanani, A.: Équations du type de Monge-Ampère sur les variétés hermitiennes compactes. J. Funct. Anal. 137(1), 49–75 (1996)
24. Hou, Z.: Complex Hessian equation on Kähler manifold. Int. Math. Res. Not. IMRN 16, 3098–3111 (2009)
25. Hou, Z., Ma, X.-N., Wu, D.: A second order estimate for complex Hessian equations on a compact Kähler manifold. Math. Res. Lett. 17(3), 547–561 (2010)
26. Huang, L., Zhang, J., Zhang, X.: The deformed Hermitian-Mills equation on almost Hermitian manifolds. Sci. China Math. 65(1), 127–152 (2022)
27. Jacob, A., Yau, S.-T.: A special Lagrangian type equation for holomorphic line bundles. Math. Ann. 369(1–2), 869–898 (2017)
28. Leung, N.C.: Einstein Type Metrics and Stability on Vector Bundles. J. Differ. Geom. 45, 514–546 (1997)
29. Leung, N.C.: Symplectic Structures on Gauge Theory. Commun. Math. Phys. 193, 47–67 (1998)
30. Lin, C.: Deformed Hermitian-Yang-Mills equation on compact Hermitian manifolds, arXiv:2012.00487
31. Pingali, V.: The deformed Hermitian Yang-Mills equation on Three-folds, arXiv:1910.01870
32. Pingali, V.: A priori estimates for a generalized Monge-Ampère PDE on some compact Kähler manifolds. Complex Var. Elliptic Equ. 64(3), 503–518 (2019)
33. Popovici, D.: Aeppli cohomology classes associated with Gauduchon metrics on compact complex manifolds. Bull. Soc. Math. France 143(4), 763–800 (2015)
34. Spruck, J.: Geometric aspects of the theory of fully non-linear elliptic equations, Global theory of minimal surfaces, pp. 283–309. Providence, RI, Amer. Math. Soc. (2005)
35. Székelyhidi, G.: Fully non-linear elliptic equations on compact Hermitian manifolds. J. Differ. Geom. 109(2), 337–378 (2018)
36. Székelyhidi, G., Tosatti, V., Weinkove, B.: Gauduchon metrics with prescribed volume form. Acta Math. 219(1), 181–211 (2017)
37. Tosatti, V., Weinkove, B.: Estimates for the complex Monge-Ampère equation on Hermitian and balanced manifolds. Asian J. Math. 14(1), 19–40 (2010)
38. Tosatti, V., Weinkove, B.: The complex Monge-Ampère equation on compact Hermitian manifolds. J. Amer. Math. Soc. 23(4), 1187–1195 (2010)
39. Tosatti, V., Weinkove, B.: The Monge-Ampère equation for $(n-1)$-plurisubharmonic functions on a compact Kähler manifold. J. Amer. Math. Soc. 30(2), 311–346 (2017)
40. Tosatti, V., Weinkove, B.: Hermitian metrics, $(n-1, n-1)$ forms and Monge-Ampère equations. J. Reine Angew. Math. 755, 67–101 (2019)
41. Tosatti, V., Weinkove, B.: The complex Monge-Ampère equation with a gradient term. Pure Appl. Math. Q. 17(3), 1005–1024 (2021)
42. Tosatti, V., Wang, Y., Weinkove, B., Yang, X.: $C^{2,\alpha}$ estimates for non-linear elliptic equations in complex and almost complex geometry. Calc. Var. Partial Differ. Equ. 54(1), 431–453 (2015)
43. Yau, S.-T.: On the Ricci curvature of a compact Kähler manifold and the complex Monge-Ampère equation. I. Comm. Pure Appl. Math. 31(3), 339–411 (1978)
44. Yuan, R.: Regularity of fully non-linear elliptic equations on Hermitian manifolds. II, arXiv:2001.09238
45. Yuan, R.: On a class of fully nonlinear elliptic equations containing gradient terms on compact Hermitian manifolds. Canad. J. Math. 70(4), 943–960 (2018)
46. Zhang, D.: Hessian equations on closed Hermitian manifolds. Pacific J. Math. 291(2), 485–510 (2017)
47. Zhang, X., Zhang, X.: Regularity estimates of solutions to complex Monge-Ampère equations on Hermitian manifolds. J. Funct. Anal. 260(7), 2004–2026 (2011)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.