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ABSTRACT

In the case of learning from positive and unlabeled data, the input data consist of (1) observations from the positive class and their corresponding labels and (2) unlabeled observations from both positive and negative classes. Generative Adversarial Networks (GANs) have been used to reduce the problem to the supervised setting with the advantage that supervised learning has state-of-the-art accuracy in classification tasks. In order to generate pseudo-negative observations, GANs are trained on positive and unlabeled observations with a modified loss. Using both positive and pseudo-negative observations leads to a supervised learning setting. The generation of pseudo-negative observations that are realistic enough to replace missing negative class samples is a bottleneck for current GAN-based algorithms. By including an additional classifier into the GAN architecture, we describe a novel GAN-based approach. The GAN discriminator instructs the generator to only produce samples that fall into the unlabeled data distribution, while a second classifier (observer) network monitors the GAN training to: (i) prevent the generated samples from falling into the positive distribution; and (ii) learn the features that are the key distinction between the positive and negative observations. Experiments on four image datasets demonstrate that our trained observer network performs better than existing techniques in discriminating between real unseen positive and negative samples.

Index Terms— PU learning, GANs

1. INTRODUCTION

In real-world binary classification problems, it is not unusual to find the cost of labeling one of the classes considerably higher than the cost of labeling the other class. It is sometimes difficult even to label a subset of the data that belongs to one of the classes. This can result in an abundance of data for which we do not know the associated class and a subset of data with labels corresponding to only one class (here, we will assume such labels are ‘positive’). This is referred to as the problem of PU Learning or learning from positive and unlabeled input [1]. A common example of the PU data set is recommendation systems, where previous purchases or user clicks are direct indicators of user interest (positive label). In contrast, labels for all other instances remain unknown (unlabeled) [2]. Another important example of PU datasets is in automatic diagnostic systems, where a specific symptom of disease appears in only a subgroup of patients; the presence of this symptom can be used to label positive label cases, but the absence of this symptom does not necessarily indicate the absence of the disease [3]. PU learning also has applications in the field of gene identification [4], matrix completion [5], clustering [6], and spam detection [7].

In the current study, we provide a technique that uses a Generative Adversarial Network (GAN) [8] to detect features from the unlabeled data for distinguishing between positive and negative classes. The key role for a GAN is to have the generator network learn the distribution of a training set so as to generate additional samples from the same distribution. This is achieved by training a generator and a discriminator network adversarially, i.e. the discriminator tries to identify a data sample as real (coming from the training set) or fake (generated by the generator network). The objective of the generator network is to generate data samples that the discriminator network fails to classify as fake. We use the unlabeled dataset in this context as the input training set to the discriminator. In addition, we use an additional classifier, here called an observer network, to determine whether a data sample comes from the positive set or is fake (generated by the generator network). The objective of our generator network is modified to generate data samples that: (i) the discriminator network fails to classify as fake and (ii) the observer network successfully identifies as being "non-positive". These samples should then be generated exclusively from the negative distribution in the unlabeled data. The discriminator network cannot determine that these generated samples are fake, and the observer network can separate them from the positive samples. After training these three networks iteratively, the observer network learns features that are sufficient to classify between unseen positive and negative samples.

We evaluate the proposed method, Observer-GAN, on four image datasets and show that it outperforms state-of-the-art PU learning methods on binary classification tasks.
2. RELATED WORK

The PU learning problem has been investigated since at least 1998 [9]. Recently there has been a growing interest in developing PU learning methods as a result of the increased use of machine learning/deep learning in a variety of applications where the cost of labeling is high, such as in medicine, marketing, and advertising ([10], [11], [12], [13], [6] [5], [14],[15], [16]).

One of the common approaches in PU learning leverages biased learning, in which unlabeled examples are considered negative examples with label noise, and a binary classifier is trained using a biased cost function that assigns a higher penalty for misclassification of positive examples (clean labels) [10], [5], [17]. Another class of methods for PU learning assumes a positive class prior (\(P_y = 1\)) is known, which facilitates the training and tuning of a binary classifier. Using this information, training can be stopped when the proportion of identified positive examples in an unlabeled validation set is equal to the positive class prior [18], [16], [19]. However, the true class prior is usually difficult to obtain and so an alternative is to estimate the positive class prior as a first step and then train a binary classifier using this estimated prior [20]. Convergence can be achieved by iterating between these two steps (TED) [15].

Alternatively, we can use a distance metric to find reliable negative examples, simplifying the problem to the supervised setting. Reliable negative examples are the unlabeled examples that are most different from the positive samples [11] [21]. To generate negative samples, a generative model can also be used [14]. In the first step in [14], the so-called D-GAN is trained with a generator network together with a discriminator network that takes both unlabeled and positive data as training set. This discriminator network is trained to classify between the unlabeled data as one class, and both the positive data and generated data as another class. Using this setup, the generator learns to fool the discriminator by generating only negative samples. In the second step, a binary classifier is trained given the positive samples and the generated "negative" samples. We find in experiments that this setup fails when the target dataset is complicated and difficult for a GAN to generate, so the generated samples are not realistic enough to learn from. In these cases, the second-step classifier only learns the difference between real and fake images, as this task is easier to learn than the real-positive versus real-negative sample classification.

Our suggested framework does not directly depend on the quality of the generated images for the classification task. Our Observer network is progressively trained with the generator network, it is forced to learn only the features of the generated images that are consistently generated throughout the training and point to the "non-positive" samples as described in Section 4.

3. PROBLEM SETUP

We denote an unlabeled observation as \(x_U \in X_U \sim P_U\), such that \(X_U\) is the unlabeled dataset and \(P_U\) is the unlabeled data distribution. We defined the positive data sample \(x_P \in X_P \sim P_P\), such that \(X_P\) is the positive dataset and \(P_P\) is the positive data distribution. \(z \sim P_Z\) is a random noise vector where \(P_Z = N(\bar{z}, I)\) is the multivariate normal distribution (\(\bar{z}\) is a zero vector and \(I\) is the identity matrix). \(x_Z\) is a generated sample obtained from the generator. We denote the label for each observation as \(y \in \{0, 1\}\). \(D(\cdot)\) is the output probability of the discriminator, \(G(z)\) is the output sample of the generator network, and \(Ob(\cdot)\) is the output probability of the observer network. \(\alpha\) is the proportion of the positive samples in the unlabeled dataset, i.e., \(P_U = \alpha P_P + (1 - \alpha) P_N\), where \(P_N\) is the negative data distribution.

We aim to learn \(f(x) = p(y = 1 \mid x)\), a classifier that estimate the true label of an observation \(x\). We claim that at the end of the training of our Observer-GAN, we have \(Ob(x) \approx f(x)\).

4. PROPOSED METHOD

The standard GAN [8] discriminator network \((L_D)\) and the generator network \((L_G)\) loss functions are as follows:

\[
L_D = E_{x_U \sim P_U} [H(D(x_U), 1)] + E_{z \sim P_Z} [H(D(G(z)), 0)]
\]  
\[
L_G = E_{z \sim P_Z} [H(D(G(z)), 1)]
\]

where \(H(\hat{y}, y) = -y \log(\hat{y}) - (1 - y) \log(1 - \hat{y})\) is the binary cross entropy loss between \(\hat{y}\) and \(y\). Minimizing the loss in (1) makes the discriminator able to learn the difference between the data in \(P_U\) and the output of the generator \(G(z)\), while minimizing the loss in (2) attempts to fool the classifier into believing its samples are real. Minimizing the two loss functions iteratively, results in a generator that is able to generate new samples that are indistinguishable from the real unlabeled data samples. Our Observer-GAN has the same objective for the discriminator. In addition to this setup, as illustrated in Figure 1, we added a second classifier network (the
Observer). The loss function of the Observer network \( L_{Ob} \) is defined as follows:

\[
L_{Ob} = E_{x \sim P_{p}}[H(Ob(x, 0))] + E_{z \sim P_{z}}[H(Ob(G(z), 1))]
\]

Minimizing this loss forces the observer network to learn features that separate the positive dataset and the generated samples. We refer to these features as "positive features". We also replace the loss function of the generator network defined in (2) with:

\[
L_G = E_{z \sim P_{z}}[H(D(G(z), 1))] + E_{z \sim P_{z}}[H(Ob(G(z), 1))]
\]

The first term in (4) is the same as the first term in (2) while the second term in (4) ensures that the samples that the generator produces are different from positive samples and this difference can be learned by the observer. The generator in this setup attempts to fool the discriminator network, while keeping the loss of the observer network minimal. In this way, the generator network captures the distribution of the samples that are present in the unlabeled dataset (to fool the discriminator), and absent in the positive dataset (to keep \( L_{Ob} \) minimal). Minimizing (1), (3), and (4) iteratively, ensures that the observer network learns appropriate features from these generated samples to distinguish between positive and generated samples.

This training strategy forces the generator network to generate new samples that are closer in distribution to the unlabeled samples, while keeping the features that the observer network did not previously identify as "positive features". The persistence of these features in the generated samples also forces the observer network to only pay attention to the persistently generated negative features, as the rest of the features in the generated samples change more drastically as training progresses.

In the first training steps of Observer-GAN, the generated samples are very different from the positive data samples, and since the generator and observer are not training adversarially, the value of \( L_{Ob} \) is always small, hence, the second term in (4) is almost disabled. As the training proceeds, when the generator starts learning to generate samples that are closer to samples of the unlabeled dataset (by minimizing the first term in (4)), the value of \( L_{Ob} \) increases for the samples \( x \in Z \) that are closer to the positive dataset, penalizing the generator for generating these samples. We chose the name "Observer" because of this behaviour of the network.

This training procedure can result in undesirable over-fitting in which the observer network starts to memorize positive samples. This is due to the fact that the positive training has a small size compared to the (infinite) number of generated samples. In that case, the value of \( L_{Ob} \) never increases, and never affects the learning of the generator. To address this issue and avoid undesirable over-fitting, we randomly re-initialize the observer network weights every \( T \) training epochs. This step has the specific purpose of removing any memory the observer network has about positive samples, so that it always learns meaningful features from the input samples, instead of simply memorizing positive samples. This reinitialization trick has previously been used to enhance GAN performance [22]. Since the idea of using a validation set to monitor the training and avoid overfitting cannot be used in a PU data setting, this reinitialization step represents a solution to ensure the validity of the final classifier. The observed continuous improvement of the quality of the generated samples, justifies the use of reinitialization. We observed that the performance of the Observer-GAN is not very sensitive to the choice of \( T \). We train for 1000 epochs with \( T \in \{50, 100, 200\} \).

5. RESULTS

5.1. Data Preparation

We evaluate the performance of the Observer network on four different datasets: MNIST [23], Fashion-MNIST [24], CIFAR-10 [25], and animal faces (AFHQ) [26]. The positive and negative classes are defined respectively as: even versus odd digits on MNIST dataset, last five classes vs first five classes on Fashion-MNIST (classes: T-shirt, Trouser, Pullover, Dress, Coat, Sandal, Shirt, Sneaker, Bag, and Ankle boot), animal versus not animal images on CIFAR-10, and cat versus dog images on AFHQ.

We define the whole training dataset to be

\[
X = \{x_1, x_2, \ldots, x_p, x_{p+1}, x_{p+2}, \ldots, x_{p+n}\}, \text{ where } p \text{ is the number of positive samples, and } n \text{ is the number of negative samples.}
\]

We randomly select \( \alpha |X_U| \) positive samples to be in the unlabeled set, where \( \alpha \) is the proportion of positive samples in \( X_U \), and \( |X_U| \) is the size of \( X_U \). The remainder \( (1-\alpha)|X_U| \) samples in \( X_U \) are negative. We use \( \alpha = 0.5 \) in the following experiments.

5.2. Baselines

We compare the performance of the Observer network to D-GAN, which trains a binary classifier on the positive sample and previously generated negative samples, and (TED"), which uses an iterative method between estimating \( \alpha \) and training a binary classifier.

Because of the nature of the problem, as explained previously, the use of a validation set to choose the best learner is not feasible. Instead, we use the Fréchet Inception Distance (FID) score [27] as a tool to monitor training. Since the FID score accounts for both the quality and diversity of the generated images, it is a reasonable way to ensure that mode collapse does not happen during training. Monitoring the FID score of the generated images together with reinitialization, allows us to avoid mode collapse and overfitting of the Observer network. As a result, the Observer network tends to improve with training for more epochs. To evaluate the validity of this claim, we train all models in all of the
experiments for 1000 epochs, and assess the average performance of the Observer network on the test set using the last 50 and 100 epochs. We follow the same approach when training (TED\textsuperscript{a}). However, for D-GAN, the second step classifier cannot avoid the overfitting problem, hence, we use a fully-labeled validation set to pick the best performing classifier to compare to. We train the GAN model in D-GAN for 1000 epochs, and we train a classifier for 1000 epochs on the output of the GAN after 100, 200, and 1000 epochs.

Table 1. Details of the experiments; Left-most column is the dataset, and upper-most row is the method used. We report the mean and standard deviation of the accuracy (%) of the last 50 and 100 epochs when using TED\textsuperscript{a} or Observer network, and the best performing model when using D-GAN.

| Method       | Early Stop | 50  | 100 | 50  | 100  |
|--------------|------------|-----|-----|-----|------|
| AFIN         | ~50        | 86.8±1.2 | 89.9±1.3 | 91.1±1.1 | 90.1±1.2 |
| CIFAR        | 82         | 88.2±5.6 | 87.7±4.6 | 90.6±0.2 | 88.8±1.4 |
| MINIST       | 98.3       | 97.7±0.4 | 97.7±0.4 | 98.3±0.2 | 97.8±1.6 |
| Fashion MINIST | 89.6     | 88.3±0.9 | 88.1±1  | 92.0±0.2 | 92.2±1  |

Table 1 shows the positive-versus-negative classification accuracy of each of the methods, applied on each of the datasets. The second step classifier of D-GAN fails for more complicated datasets since it learns only the difference between the real and fake samples and therefore predicts a positive label for all unseen realistic data. D-GAN appears to work well only for datasets that can easily be generated, which is not always the case in real-world PU datasets. The Observer-GAN shows the best performance using the average accuracy of last 50 and 100 epochs, which empirically supports our claim about avoiding overfitting.

Figure 2 shows sample output images from the generator of both Observer-GAN and D-GAN. It is evident that D-GAN does fall into a mode collapse, where the generator network generates almost identical images. Although image quality is still limited in Observer-GAN, the classification task is not affected.

6. DISCUSSION

A human being can classify between cats and dogs with reasonable accuracy by looking only at a specific features (e.g. the tail). In general, neural networks are trained to classify between two classes of images in a similar way, i.e., given a labeled training set, the neural network is trained to highlight the important parts of the images concerning the classification task. Looking at Figure 2, it is easy to see that all the generated images from the generator of Observer-GAN contain a noticeable amount of noise, however, the Observer network can still achieve good accuracy on the unseen test set. Because of the noisy output of any fixed generator network, a classifier trained with the positive dataset (e.g. cat images) and the output of a fixed generator network (e.g. fake dog images) as the input, learns the noise in the fake samples as it provides more evident differences between the two input classes. This holds for the output of any fixed generator in both Observer-GAN and D-GAN. However, in Observer-GAN, the learning is not done on a fixed generator network, which leads the Observer network to only learn the features of the images that the generators are consistently generating rather than the remaining, consistently-changing parts of the output images.

Fig. 2. Randomly chosen (no cherry picking) images generated by the generator of Observer-GAN and D-GAN after training for 1000 epochs. The bottom row contains example images from the training unlabeled set.

While Table 1 shows that TED\textsuperscript{a} has comparable (although slightly lower) performance to the Observer network for all of the datasets, the relatively high standard deviation of the accuracy makes it less reliable when choosing a final model, as there is no validation set to rely on.

7. CONCLUSION

In this paper, we present Observer-GAN, a method for learning from positive and unlabeled datasets. It employs a GAN architecture with two discriminators. One of the discriminators (the Observer) contributes to generator learning by deviating its output from the positive class distribution, and it is also used as a final stage classifier between positive and negative testing samples.

We demonstrate that the Observer network can learn to distinguish between the positive and negative distributions even before having to generate realistic-looking images. This is because the loss function of the generator network drives the generated images to contain features that can be used by the two discriminators. These features resemble the differences between positive and negative images, and are generated before the images look realistic to the human eye.

We also address the issue of overfitting that most existing PU learning methods suffer from because of the absence of a labeled validation set, and we assess the performance of our method averaged over multiple models to validate the insensitivity of our approach to the training stopping point.
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