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Abstract: Every year, flood hits the world economy by billions of dollars, costs thousands of human and animal lives, destroys a vast area of land and crops, and displaces large populations from their homes. The flood affected require a time-critical help, and a delay may cause the loss of precious human lives. The ground rescue operations are difficult to carry our because of the unavailability of transport infrastructure. However, drones, Unmanned Vehicles, can easily navigate to the areas where road networks have been destroyed or become ineffective. The fleet participating in the rescue operation should have drones with different capabilities in order to make the efforts more successful. A majority of existing systems in the literature offered a centralized system for these drones. However, the performance of the existing system starts decreasing as the required number of tasks increases. This research is based on the hypothesis that a distributed intelligent method is more effective than the centralized technique for relief operations performed by multiple drones. The research aims to propose a distributed method that allows a fleet of drones with diverse capabilities to communicate and collaborate, so that the task completion rate of rescue operations could be increased. The proposed solution consists of three main modules: 1) communication and message transmission module that enables collaboration between drones, 2) realignment module that allows drones to negotiate and occupy the best position in the air to optimize the coverage area, 3) situation monitoring module that identifies the ground situation and acts accordingly. To validate the proposed solution, we have performed a simulation using AirSim simulator and compared the results with the centralized system. The proposed distributed method performed better than legacy systems. In the future, the work can be extended using reinforcement learning and other intelligent algorithms.

Keywords: Autonomous drones, flood relief operations, distributed systems, artificial intelligence, distributed collaboration.

Received October 11, 2019; accepted July 14, 2020
https://doi.org/10.34028/iajit/18/1/3

1. Introduction

As a result of significant climate shift [4] and lack of dams [16], floods are the highest frequently occurring natural disaster events [1], causing significant losses to human life, livestock, and the property every year [2]. After the disaster hits, the first 72 hours are the most critical and life-threatening, which demands immediate and rapid rescue operations [19]. These responses require accurate and timely information [12], and that is only possible with the proper communication and management between victims, and various actors of response [3]. Owing to the collapse of physical infrastructures, legacy communication channels become ineffective [5] and ground movement almost become paralyzed.

Since the past few years, the community has experienced an extensive usage of drones to provide instant benefits to inhabitants and societies [13], especially in disaster situations [10, 12]. The tasks include collecting of information [11, 14]; planning for goods transportation [21] distributing of packages [15]; establishing of the network and communication [17, 22]; surveying and collecting of data [6, 9]; analyzing the situation and reducing of risk [18, 24]. Different situations demand different types of responses, such as the requirement of life-saving jackets, boats, and the supply of goods (food, medicine, etc.). Therefore, to handle these situations, fleets of drones with diverse capabilities are required to take part in the rescue operations. For example, a drone can have a life-saving capability, while others can transport clothes, medicine, and food.

In order to optimize the relief operations, existing systems work mostly on cost minimization monitoring [13] and transport of goods [8, 15]. All these dimensions are essential; however, we have not found a work that automatically plans, executes and optimizes the rescue operations with a fleet of drones working under diverse capabilities to handle different types of situations on the ground. Therefore, a distributed framework of drones is required which enables the drones to collaborate, share information, and design the best strategy dynamically according to the situation, so that more lives can be saved.

The goal is to allow the drones with different capabilities to share and collaborate and form the best
optimal strategy to complete maximum relief operations. More specifically, we have asked the following research questions.

- How can a communication mechanism be established within a network of drones in a disaster situation?
- How can a distributed ad-hoc network be created between different capabilities of drones so that they can collaborate to perform different relief operations?
- How can drones automatically reposition to cover a larger area under diverse capabilities?

The rest of the paper is divided as follows. Section 2 discusses the different solutions available in the literature that handles operations in a single and multi-drones’ environment. In section 3, we proposed a distributed framework under the hypothesis that the fleet of drone work best with distributed coordination. The details of the experimental setup, experiments, and results are given in section 4. In section 5, we discuss the results with reference to our research questions. Finally, we conclude our findings in section 6.

2. Literature Survey

For a disastrous region, Chowdhury et al. [8] developed an integrated continuous approximation model to minimize the cost of allocating inventories and transporting emergency supplies using trucks and drones. The research concluded that the best possible distribution centers could reduce the overall cost for disaster operations. Erdelj et al. [11] concentrated on the combined features of the wireless sensor networks and multi-drones in the framework. This system provided effective results for information sharing, individual communication, and monitoring. For improving the delivery process, Rabta et al. [21] designed a model to minimize the total travelling distance of the drone under payload and energy constraints. The drones with fewer payloads performed well and completed the task in less time. Grippa et al. [15] proposed policy at the system level to control a fleet of drones for delivering goods from depots to customers. The policy stabilizes the system for all loads if the number of vehicles per depot is sufficient.

Ranjan et al. [22] presented sky help framework using drones to provide reliable communication infrastructure that increases the coverage area during an emergency scenario. The results showed that the packet error rate was significantly reduced from 0.98 to 0.0051. Kawamoto et al. [17] developed a resource allocation method based on Carrier Sense Multiple Accesses (CSMA) with collision avoidance protocol and time division to avoid conflicts when multiple UAVs transmit over WiFi infrastructure. The data was transmitted between drones and ground stations without packet conflicts, even when more than one drones transmit in the same frequency channel.

Dinesh et al. [9] developed a surveillance model using Unmanned Aerial Vehicles (UAV) for monitoring of the human body. The drones send live visual feedback to the monitoring stations and email alerts to the control stations. Choksi et al. [6] proposed cloud-based communication with drones using the Internet of Things (IoT) network for quick response strategy in case of disaster situations. This model collected and communicated the data generated by the sensors to the cloud platforms in real-time. Kumar et al. [18] designed a situation-aware conditional sensing algorithm for disaster-prone areas using drones with the help of IoT devices. The work improved the relief operations and communication among different agents.

Silva et al. [24] developed a procedure using UAV technology and geographic information systems that assisted stakeholders to form a distribution network during natural disaster response operations. This procedure helped the authorities for necessary aid supplies and reduced the time required for the decision making process. Table 1 shows a comparison of the proposed system with existing systems for relief operations in disaster-affected areas.

| Research                        | Distributed Network | Sharing | Monitoring | Relief Operation | Classify Image through CNN | Optimal Positioning |
|---------------------------------|---------------------|---------|------------|------------------|-----------------------------|---------------------|
| Chowdhury et al. [8]            | ×                   | ×       | ×          | ×                | ×                           | ×                   |
| Erdelj et al. [11]              | ✓                   | ×       | ✓          | ×                | ×                           | ×                   |
| Rabta et al. [21]               | ×                   | ✓       | ×          | ×                | ×                           | ×                   |
| Grippa et al. [15]              | ×                   | ✓       | ×          | ×                | ×                           | ×                   |
| Ranjan et al. [22]              | ✓                   | ✓       | ✓          | ×                | ×                           | ×                   |
| Kawamoto et al. [17]            | ✓                   | ×       | ✓          | ×                | ×                           | ×                   |
| Dinesh et al. [9]               | ×                   | ×       | ✓          | ×                | ×                           | ×                   |
| Choksi et al. [6]               | √                   | √       | ✓          | √                | ×                           | √                   |
| Kumar et al. [18]               | √                   | ✓       | ✓          | ×                | ✓                           | √                   |
| Silva et al. [24]               | ✓                   | ✓       | ×          | ×                | ×                           | ×                   |
| Proposed Method                 | ✓                   | ✓       | ✓          | ✓                | ✓                           | ✓                   |

3. Proposed Solution

The proposed solution is developed for the fleet of drones taking part in the relief operation after the flood has hit an area, Figure 1. The suggested framework equips each member of the fleet with the
different components, Figure 2, that enable drones to perform operations of communication, monitoring, network management, and realignment. Also, an additional controller component is proposed that allows inter-component communication. In the next sections, we explained all these components one by one.

![Figure 1. A fleet of drones executing the rescue operation.](image)

![Figure 2. Components of the drone and communication model.](image)

### 3.1. Communication Component

In the proposed system, three kinds of communication and collaboration occur within the drones: drone registration, situation alerts, and repositioning. When a drone enters into the existing surveillance area, it sends a broadcast message, Message Add Me Broad Cast, to all neighboring drones so they can add it into their Look Up table. If the neighboring drone adds a sender into its lookup table, it sends an acknowledgment message, Message Added Drone. A drone also sends the message, Message Situation, to its neighboring drones when it cannot handle the situation. Thirdly, a drone sends the message, Message Realignment, to another drone when its capability matches with that drone. The following are the details of these Foundation for Intelligent Physical Agents (FIPA) messages.

- **Message Add Me Broadcast** (inform: sender D: receiver {D1, D2, D3, …}; content (Request for Addition received): language fipa-sl)
- **Description**: When a drone changes its location, it broadcast a message to drones existing in the network.
- **Message Added Drone** (inform: sender D: receiver {D1}; content (Added message received): language fipa-sl)
- **Description**: When the receiver drone D1 adds data of sender drones into its lookup table, it sends the acknowledgment message “Message Added Drone” to the controller that passes the message to the sender.
- **Message Alive** (inform: sender D: receiver (D1, D2, D3, …); content (= (Are You Alive)): language fipa-sl)
- **Description**: A drone Di sends a message, Message Alive, to verify whether another drone Dj, in its lookup table, is alive. If Dj sends back the acknowledgment, Di updates the timer for the drone in its lookup table.
- **Send Situation Message** (inform: sender D: receiver (D1, D2, D3, …); content (Situation): language fipa-sl)
- **Description**: If a drone is unable to handle the situation, it sends message “Message Situation” to all drones in its lookup table.
- **Message Realignment** (inform: sender D: receiver (D1); content (Realign Position to avoid overlapping): language fipa-sl)
- **Description**: When drone Di identifies that another Drone Dj with the same capabilities is within its coverage area, the Di sends message “Message Realignment” to Dj, so it realigns position to avoid overlapping.

### 3.2. Monitoring Component

Monitoring is the principal component of the proposed architecture that analyzes the whole situation and gets images of different places of affected areas. The trained Convolutional Neural Network (CNN), as given in [7], can be used to classify the images into different situations, Figure 3. In the first step, the convolution layer detects features of images; the feature map passes to the Rectified Linear Unit (RELU) layer that explores linearity. Next, the processed image forwards to the pooling layer that reduces the number of parameters. Then, the flattening process flattened the matrix into a vector and fed it into a fully connected layer. Finally, the system generates a situation that was occurring on the ground. The trained CNN was deployed on the drone's firmware, so it can process and categorize situations live.
3.3. Network Manager Component

This component manages the repository of the neighboring drones, and it is responsible for maintaining the network information. The primary functions of the component include the adding of a new drone in the lookup table, updating the lookup table after a specific time, and avoiding the drone overlapping with similar capabilities.

3.3.1. Add New Drone

When a message “Message Add Me Broad Cast” is received, the controller triggers the method “Add New Drone()”, presented as Algorithm 1.

Algorithm 1: Add New Drone

Input: New-Drone
Output: Acknowledgement Message

If (New-Drone.Capability != This.Capability) then
  New-Drone.expiry Time. set(100);
  This.Drone.Table.add(New-Drone);
  Send Message(Drone.URI, Message Added Drone);
else Send Message(Drone.URI, Message Realignment);

Description: If the capability of New Drone is different from its own capability, the controller adds the new drone into its Look Up Table. The controller also sets the expiry time of the drone to 100 seconds and sends the message “Message Added Drone”. In the case of the same capabilities, the controller sends the message “Message Realignment”.

3.3.2. LookUp Table

The controller triggers after “Update Look UP Table()” and “Reset Exprrt Time()” after every 10 seconds to update the lookup Table, presented as Algorithm 2A.

Algorithm 2A: Update Drone Table

Input :Drones In Look Up Table
Output: Send Message Or Deletion Of Drones

for each (D ∈ Drones-in-Drone table)
  if (D.expiry Time < 10 & & D.expiryTime > 0) then
    Send Message(Drone. URI, Message Alive);
  else if(Drone. expiry Time <= 0)
    Look Up Table. Delete(D);
  else D. expiry Time=D.expiryTime-10;

3.3.3. Reset Expiry Time

Algorithm 2B: Update Drone Table

Input: Acknowledge-Drone
Output: Update Drone Table

Is Drone Exist=false;
for each (D ∈ Drones-in-Drone table)
  if (D == Acknowledge-Drone)
    D.expiry Time= 100;
  Is Drone Exist=true;
else Add New Drone(Acknowledge-Drone)

Description: When the live acknowledgment message is received, the controller calls the Algorithm 2B. The algorithm checks whether the sender is in the Lookup Table. If the sender is in it, the controller resets the drone expiry time; otherwise, it forwards the request to Add New Drone method.

3.3.4. Situation Handler

The controller triggers Algorithm 3 when it receives the “Send Situation Message.”

Algorithm 3: Situtation Handle

Input: Situation
Output: Action or Send Situation Message

If(This. Capability == Situation) then
  This. Handle(Situation);
else
  for each(D ∈ This. Drone Table)
    Send Message(Drone.URI, Send Situation Message);

Description: The method matches the situation with the capability of the current drone. If both match with each other, the current drone handles the situation. If both have different capabilities, the
algorithm sends the message “Send Situation Message” to all other neighboring drones.

3.4. Realignment Component

This module optimizes the distribution of the drones with different capabilities in the disaster areas. For the best hovering position, the algorithm measured the area's radius covered by each drone using a grid-like structure. Each type of drone has a range of up to a fixed number of boxes. Drones with similar capabilities tend to remain separate from each other, whereas drones with different capabilities can overlap the boxes of others. In this way, drones with different capabilities are scattered in a specific arrangement in order to handle the situation efficiently. A sample of the grid structure is shown in Table 2. Here, F, C, W, and L represent Food, Clothing, Water, and Life Saving, respectively. An example of the location swapping to adjust drones position as per their capabilities is depicted in Figure 4, where D1 drone is swapping its position with drone D4 to handle the situation C1, according to Algorithm 4.

![Figure 4. Drone adjust location with respect to capabilities.](image)

Table 2. Realignment grid.

| F | F | L | F | F | F | F | F | F | F | F | F | F | F | F |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| F | C | L | C | C | C | C | W | F | L | L | L | L | L | L |
| F | L | L | L | W | W | L | W | W | W | W | W | W | W | W |
| F | W | L | C | W | W | W | F | W | L | L | L | L | L | L |
| F | W | L | C | W | W | W | F | W | L | L | L | L | L | L |
| W | W | W | W | C | W | W | W | W | W | W | W | W | W | W |
| W | W | W | W | C | W | W | W | W | W | W | W | W | W | W |

Algorithm 4: Realignment Grid based Swapping

Input: Drone D
Output: Change Location List Location To Be Pushed
//List of position of drones Location To Be Pushed.
add(Location Of D From Left)
Location To Be Pushed. add(Location Of D From Right)
Location To Be Pushed. add(Location Of D From Top)
Location To Be Pushed. add(Location Of D From Bottom)
Var min Distance = 15 //Variable for min distance
Var min Location
//Variable for location of min distance For each (L€ Location To Be Push)
If (L. distance /min Distance)
min Distance=L. distance
min Location=L. Location
this. Move(min Location);

In realignment, as depicted in Figure 3, when D4 detects the situation C1, it checks whether the situation is within its capability, and if it is not, it passes it to the other drones. The drone D1 identifies that a situation related to its expertise has happened and requires its services. If it D1 is free it sends its consent to the drone D4 to handle the situation. Thus, D4 let D1 (that has the capability C1) to respond to the situation. Then, both drones swap their locations.

3.5. Controller

The controller communicates with other drones and takes actions when necessary, according to Algorithm 5. The controller also triggers a number of actions at specific time intervals to keep the information updated. During the monitoring phase, each drone takes pictures of the affected area using cameras and passes these images to the trained convolution neural network, which categorizes the image and updates the controller on the situation. If the situation is within the drone’s capabilities, the controller calls the situation handler. Otherwise, it broadcasts the situation to all nearby drones in its lookup table. The lookup table is updated whenever a new drone comes near to any other drone. If both drones have the same capability, they can negotiate with each other about their optimal position.

Algorithm 5: Controller for Monitoring Phase

Input: Drone D, Messages
Output: Action
Thread. Timer(10).Send Request(Add New Drone);
Thread. Timer(10).Send Request(Update Drone Table)
Thread. Timer(10).Send Request(Realignment Drone)
if (Message. Type == Send Situation Message)
Thread. Send Request(Situation Handler);
if (Message. Type == Message Add Me Broad Cast)
Thread.SendRequest(AddNewDroned); if (Message.Type = =MessageAlive) Thread.SendRequest(UpdateDroneTable);
if (Message. Type == Message Re alignment)
Thread. Send Request(Realignment Drone);

4. Results and Discussion

4.1. Experimental Setup

To create drones’ collaboration environment, AirSim, an open-source simulator developed by Microsoft, was used as a plug in for Unreal Engine [23]. We added a Flight Controller (FC) module to control the drone’s movement programmatically and used MAVLINK message passing [20] pattern to communicate with the simulated drones. Computer Companion (CC) communicates with FC to receive sensor data and estimate drone states that can send commands for drone movement. The CC can control angles, velocity vector, destination position, or some combination of these by using move API [20]. We used image API to retrieve synchronized images from
multiple cameras and applied a convolutional neural network for categorization. For experimentation, the proposed convolutional neural network was trained over 14000 images i.e., 4000 images for food requirement, 4000 images for water requirement, 3000 images for clothing and 3000 images for the life-saving scenario. For coordination, AirSim API uses the North-East-Down (NED) coordinate system; the starting point of the vehicle is coordinated (0, 0, 0) in the NED system through settings. json which assigns geographic longitude, and altitude to the player’s start component [23].

4.2. Simulation

To evaluate the proposed method, we generated different tasks in our simulating environment by putting images on the floor of the 3D environment. For simulation, the fleet of drones was prepared with Life-Saving, Food Delivery, Water Delivery, and Clothes Delivery drones with a count of 8, 7, 7, and 7, respectively. We mark the drones’ as D1, D2, D3 and D4 with capabilities C1, C2, C3 and C4, respectively. When a task was generated, an alert appeared at that spot, and the drone categorized the images, taken through its camera.

We performed three experiments with an increasing number of tasks to measure the performance of a centralized system, the distributed system without enabling of realignment module, and the distributed system with realignment module. For each experiment, the number of messages passed to drones, the number of tasks completed, and the average time to complete a task were logged. In the first episode, we generated 100 tasks of different types, and the same experiment was repeated five times by an increase of 50 tasks each time. However, the capabilities remain the same in each experiment.

4.3. Experiment 1

In the first experiment, we implemented the scenario using a centralized system. Each drone was set to send situation information to the central server. The centralized system processed the results and assigned the task to the relevant drones. Once the drone completed its task, it sent feedback to the central server. The results of the experiment are given in Table 3.

In this experiment, a situation identifying the drone sent the situation to the central server that processed it and instructed the same drone or any other drone to handle the situation. The centralized system has completed 82% of tasks during the first episode (Table 3 row 1). However, the completion rate gradually decreased with the increasing number of tasks. In the last episode, 2600 tasks were given, and the completion rate was reduced to 55%. The primary reason for this decline was the load on the server. The number of passed messages was almost twice as high as the number of completed tasks.

4.4. Experiment 2

In the second experiment, instead of sending the information to the central server, the drone directly communicated to the neighboring drones using the proposed solution. In this experiment, we have disabled the realignment module. In this experiment, we have disabled the realignment module, which means that the two drones with the same capability can cover the overlapping area. The results are listed in Table 4.

In this experiment, the proposed distributed system presumed the same environment with the same number of tasks, but without its realignment module. This configuration allowed the drones to communicate with each other without the need for a central system. This scenario completed 70% of the tasks in the first test (Table 4 row 1), and the performance increased as the number of tasks increased until the number of tasks being generated reached 1100. The performance started decreasing as the number of tasks increased, and it dropped to 62% for the last episode. However, the average task completion rate (73%) was better than that of the centralized system (69%).

4.5. Experiment 3

The third experiment was similar to experiment 2, except that the realignment module was enabled. Now, the two drones with the same capability do not overlap in the same coverage area. The results are logged in Table 5.
In this experiment, the same scenario was tested with a distributed setup having an active realignment module. The module allowed the drones to negotiate and occupy optimal positions within the space to increase the coverage area. At the start, the task completion rate was lower than either of the previous systems, but task completion rate started growing with the increasing number of jobs until the threshold point where the proposed system started giving better results.

A comparison of the proposed system's task completion rate with the existing solutions is given in Figure 5, whereas Figure 6 presents the message passing rate of the proposed system compared with the existing solutions.

As the number of drones was increased, the message passing increases that could result in a slow response time. Therefore, we suggest a set of fleet should not have more than 60 drones. For a wider coverage area, there could be multiple networks that can communicate with each other. In this way, we can keep local traffic within the same area, and when it is required, the message is sent to other networks.

Next, we present the performance analysis of our experimentation in the form of a confusion matrix. Five types of relief demanding situations were to be identified by the drones’ fleet, including life-saving, food delivery, clothes delivery, and others (undefined). In Table 6, we logged the results of CNN-based classification as True Positives (TP), False Positives (FP), False Negatives (FN), and True Negatives (TN). Here, TP denotes the accurate prediction of a situation, FP denotes the wrongly predicted situations, FN denotes the other (undefined class) situations predicted wrongly into a defined class situation, and TN represents the other (undefined class) situations accurately predicted as other class situation.

These results of relief demanding situations’ class prediction are then combined into a confusion matrix, given as Table 7. The accuracy, precision, recall, and F1-measure are then calculated for the outcomes and results are shown in Table 8.

| Actual Situation | Prediction |
|------------------|------------|
| Life Saving      | TP 3494   |
| Food Delivery    | TP 300    |
| Water Delivery   | TP 290    |
| Clothes Delivery | TP 1494   |
| Others           | FN 57     |

Table 7. Confusion Matrix for prediction of target classes.

| Accuracy          | 0.76  |
|-------------------|-------|
| Precision         | 0.77  |
| Recall            | 0.98  |
| F1-Measure        | 0.86  |

Table 8. Confusion matrix based performance evaluations.

Accuracy being an intuitive performance measure, is simply a ratio of correctly predicted observation to the total observations. Our CNN-model got 76% accuracy, which is acceptable. The precision determines the percentage of correctly predicted positive observations, and a high precision relates to the low false-positive rate. We have got 0.77 pretty good precision. Recall measures the sensitivity of a model. It determines that what percent of the situation labeled as positive is actually positive. We got a recall
score of 0.98, which is very good and shows that we achieved a high ratio of accurate positive predictions. F1 Score, being a weighted average of Precision and Recall, takes both false positives and false negatives into account. It is usually more useful than accuracy, especially if the cost of false positives and false negatives are very different. Our model achieved an F1 score of 0.86, which shows good performance has been achieved.

5. Conclusions

From the results, it is evident that the central server’s performance drops as the number of tasks increases. The primary reason is the load on the server and its inability to resolve the tasks in parallel. A distributed system, without realignment, performed better than the centralized system. Still, it also suffers a low completion rate as the drones of similar capabilities tend to coexist in the same coverage area. On the other hand, the completion rate with the active realignment module is higher as it increased the coverage area. The work can be extended in the future using reinforcement learning and other AI techniques to improve reliability.
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