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Figure 1. Given a monocular video of a performer, our method reconstructs high-quality geometries and renders photorealistic images under novel human poses, which outperforms Animatable NeRF [56]. More results can be found at https://zju3dv.github.io/animatable_sdf/.

Abstract

This paper aims to reconstruct an animatable human model from a video of very sparse camera views. Some recent works represent human geometry and appearance with neural radiance fields and utilize parametric human models to produce deformation fields for animation, which enables them to recover detailed 3D human models from videos. However, their reconstruction results tend to be noisy due to the lack of surface constraints on radiance fields. Moreover, as they generate the human appearance in 3D space, their rendering quality heavily depends on the accuracy of deformation fields. To solve these problems, we propose Animatable Neural Implicit Surface (AniSDF), which models the human geometry with a signed distance field and defers the appearance generation to the 2D image space with a 2D neural renderer. The signed distance field naturally regularizes the learned geometry, enabling the high-quality reconstruction of human bodies, which can be further used to improve the rendering speed. Moreover, the 2D neural renderer can be learned to compensate for geometric errors, making the rendering more robust to inaccurate deformations. Experiments on several datasets show that the proposed approach outperforms recent human reconstruction and synthesis methods by a large margin.

1. Introduction

Reconstruction and rendering of dynamic humans have many applications in VR and AR, such as video games, sports broadcasting, and telepresence. In all these applications, the reconstructed human models are expected to have high-quality geometry and appearance to enable photorealistic rendering of images under novel views and novel human poses. Moreover, high rendering efficiency is desired to enable real-time interactive applications.

Traditional methods [10, 11, 14, 18] represent the human geometry as a mesh and store the appearance in 2D texture maps. For example, given a dense array of cameras, [18] reconstructs the mesh with multi-view stereo methods [67,68] and infers texture maps based on spherical gradient illumination [16]. Although this pipeline achieves impressive reconstruction results and efficient rendering, it requires dense camera arrays to ensure reliable stereo matching.

Some recent works [36, 56–58] reconstruct humans from sparse multi-view videos by integrating temporal information into canonical models. Animatable NeRF [56] represents the human model as a neural radiance field (NeRF) [45] in the canonical space. To learn this representation from videos, it defines deformation fields that transform 3D points in the observation space to the canonical space, and renders the canonical human model into video frames. Although Animatable NeRF can recover reasonably well human models from videos, it has several limitations. First, its recovered surface tends to be noisy due to the lack of surface constraints on the learned geometry (volume density), as shown in Figure 1. Second, to render images under a particular human pose, it produces the deformation field by fitting 3D points to the parametric human model in the observation space, which is slow. Moreover, for unseen human poses, it tends to generate blurry images, as observation-to-
canonical deformations may be inaccurate.

In this paper, we introduce a human representation, named Animatable Neural Implicit Surface (AniSDF), for reconstruction and rendering of dynamic humans. Specifically, we use a signed distance field (SDF) to represent the human geometry in the canonical space. Compared with the density field, SDF has a well-defined surface at the zero-level set, which facilitates more direct regularization on the geometry learning. A challenge here is how to learn the canonical SDF from the video. Surface rendering [22, 35, 39] is a classical way to render SDFs. However, as there could be complex human motions between the observation and canonical spaces, it is difficult to find surface points along the camera ray in the observation space, as shown in [69]. To solve this problem, we utilize a deformation field to represent the non-rigid transformations between the canonical and observation spaces. Then, the SDF-based volume rendering techniques [78, 84] are used to render the SDF model in the observation space. Experiments demonstrate that this scheme effectively learns the canonical SDF from the video and produces high-quality geometries.

We additionally adopt two strategies to improve the efficiency and quality of image synthesis under novel human poses. First, based on the learned SDF, we develop a surface-guided rendering pipeline that leverages the reconstructed geometry to establish the observation-to-canonical deformation field only near the surface, enabling the efficient rendering of animated human models. Second, to improve the rendering quality under novel human poses, we additionally represent the human appearance with a neural feature field [48] and a 2D neural renderer, which performs the image-space rendering. This is motivated by our observation that if the appearance is generated in 3D space, the final rendering quality heavily relies on the observation-to-canonical deformation. By deflecting the appearance generation to 2D image space, our model can be trained to compensate for inaccurate deformations.

In summary, we propose a novel human representation named AniSDF, which enables high-quality geometry reconstruction and efficient photorealistic rendering. We evaluate our approach on both monocular and multi-view videos. Across all videos, our approach outperforms prior works by a large margin on 3D reconstruction and image synthesis. Furthermore, our approach has a much faster rendering speed than NeRF-based methods [56, 57].

2. Related work

3D human reconstruction. Traditional human reconstruction methods require complicated hardware that is expensive for daily use, such as depth sensors [10, 14, 47, 75] or dense camera arrays [10, 11, 18]. To reduce the requirement on the capture device, [46, 62, 63, 88] train a network to reconstruct human models from single RGB images. However, their generalization ability remains as an issue. Recently, [45, 49, 51, 72] reconstruct 3D scenes from images with differentiable renderers. Neural radiance fields [45] employs the volume rendering to learn density and color fields from dense camera views. [36, 56–58] augment neural radiance fields with deformation fields, enabling them to reconstruct 3D human models from sparse multi-view videos. However, their reconstruction results are often incomplete and noisy since there is no regularization on the reconstructed surface. [35, 78, 84] represent the scene geometry with a signed distance field, which leads to improvements on the performance of 3D reconstruction. They focus on the reconstruction of static scenes and require dense views to optimize the scene representation.

3D human animation. The linear blend skinning model (LBS) and its variants [28, 33] are time-tested techniques for animating 3D human models, which transform surface points based on the skeleton transformations. Skinned multi-person linear model (SMPL) [41] learns the LBS parameters on a set of 3D human scans for human animation. Based on the SMPL model, some methods [13, 15, 25, 27, 30, 55, 73] reconstruct animatable human characters from sparse camera views. However, their reconstruction results often lack details, since SMPL only models the minimally clothed human. To improve the reconstruction quality, [6, 23, 83] combine the SMPL model with implicit functions. Taking a point cloud as input, [6] predicts the occupancy field and semantic correspondences to the SMPL model, which is used to fit the reconstructed geometry to the SMPL model. Given point cloud sequences, [9, 44, 64, 77] define the human geometry in the canonical space and utilize the LBS model to transform point clouds to the canonical space for training. Their reconstructed human models are animated based on the skeleton-driven framework.

Novel pose synthesis. Some methods [4, 8, 43, 65, 66] synthesize images under novel human poses with image-to-image translation techniques, which produce photorealistic rendering results. However, these methods have difficulty in generating high-fidelity images under novel views. To overcome this problem, [32, 37, 38, 59, 70, 76, 80, 85] explicitly consider the underlying 3D representation when synthesizing images. [80] takes a human point cloud as input and renders it into feature maps. Then, a 2D network is used to generate the image from feature maps. To improve the multi-view consistency, [34, 36, 40, 45, 50, 56, 57, 74, 81] generate the scene appearance in 3D space and render images with volume rendering techniques. Recently, [21, 48] combine volume rendering and image-space rendering. They define feature fields in 3D space and utilize volume rendering to produce 2D feature maps, which are interpreted into images with a 2D neural renderer.
Figure 2. Overview of AniSDF. We represent the human geometry with a signed distance field (SDF) and model the appearance with two ways: i) a color field or ii) a neural feature field with a 2D neural renderer. To render images, we sample points along camera rays and transform them to the canonical space, which are fed into MLP networks to predict signed distances, colors and features. The images can be obtained by i) accumulating the colors with volume rendering techniques, or ii) accumulating the feature field into 2D feature maps, which are then interpreted into images with a CNN renderer. The learned SDF can be used to guide the point sampling in volume rendering.

3. Method

This paper aims to reconstruct the human geometry and appearance from a sparse multi-view video, and render free-viewpoint videos given human motions. The cameras are synchronized, and the camera parameters are known. Following [56, 57], we assume that the human masks and 3D human poses are given. We use the human mask to set the values of the background image pixels as zero.

Figure 2 shows the overview of the proposed model. AniSDF represents the human geometry and appearance as signed distance and color fields in the canonical space, and models the dynamic human in the input video with deformation fields (Section 3.1). Then we learn the representation from the RGB video with volume rendering (Section 3.2). Based on the learned human model, we are able to efficiently render images under input human poses (Section 3.3). To improve the rendering quality, AniSDF additionally represents the human appearance with neural feature field and 2D neural renderer (Section 3.4).

3.1. Modeling dynamic human bodies

To reconstruct the human model from the input video, inspired by [53, 56, 58], we represent the dynamic human body in the video with a canonical human model and a set of deformation fields. Given an observation-space point \( x \) at the video frame \( i \), a deformation field \( T_i \) transforms \( x \) to the canonical space, which is then fed into the canonical human model to obtain its signed distance and color.

Canonical human model. In contrast to previous methods using a density field [53,56,58], AniSDF represents the human geometry with a signed distance field [35,52], which predicts a signed distance \( s \) for any 3D point in the canonical space. Denote the canonical-space geometry model as \( F_s \). Then, the geometry model of dynamic human body at video frame \( i \) is defined as:

\[
(s_i(x), z_i(x)) = F_s(T_i(x)),
\]

where \( z_i(x) \) is the geometry feature, and \( F_s \) is implemented as an MLP network with nine layers.

Similar to [35], the canonical-space color model takes spatial location, geometry feature, normal, and viewing direction as inputs. To better approximate the radiance function, we transform the observation-space viewing direction \( d \) to the canonical space using the deformation \( T_i \). We also take a per-frame latent code \( \ell_i \) as input to encode the scene state at frame \( i \). With the canonical-space color model \( F_c \), the observation-space color model at frame \( i \) is defined as:

\[
c_i(x) = F_c(T_i(x), z_i(x), n_i(x), T_i(d, x), \ell_i),
\]

where the normal \( n_i(x) \) is calculated as the gradient of the signed distance \( s_i(x) \) at point \( T_i(x) \). The deformation \( T_i \) and \( T_i \) for spatial points and viewing directions will be described later. \( F_c \) is implemented as an MLP network with five layers. For novel human poses, we use the appearance code at the first frame for the color prediction. More details can be found in the supplementary material.

Deformation field. To establish observation-to-canonical correspondences, AniSDF decomposes the human motion in the video into articulated and non-rigid deformations, which is represented by the LBS model [33,56] and a neural displacement field, respectively.

Specifically, for an observation-space point \( x \) at frame \( i \), we have a 3D human skeleton that produces \( K \) transformation matrices \( \{G_i^k\} \in SE(3) \). Based on the linear blend skinning algorithm [33,56], we can transform the point to the canonical space using

\[
\tilde{x}' = \left( \sum_{k=1}^{K} \tilde{w}_i^k(x)G_i^k \right)^{-1} \tilde{x},
\]

where \( \tilde{x} \) and \( \tilde{x}' \) are homogeneous coordinates of \( x \) and \( x' \), and \( \tilde{w}_i^k(x) \) is the blend weight of \( k \)-th part. Given the transformed point \( x' \), we use a displacement field to deform it to the surface. Denote the displacement field as
\( F_{\Delta x} : (x, \psi_i) \rightarrow \Delta x_i \), where \( \psi_i \) is a learnable latent code for frame \( i \). The deformation field \( T_i(x) \) is defined as:

\[
T_i(x) = x' + F_{\Delta x}(x', \psi_i),
\]

where \( F_{\Delta x} \) is implemented as an MLP network with nine layers. In practice, we use SMPL [41] as the body model. The blend weight \( w_i(x) \) is obtained by retrieving the blend weight of the nearest SMPL vertex at frame \( i \), similar to [7, 23, 56]. Note that other parametric human models [54, 61, 82] can also be used in our approach.

The observation-space viewing direction is transformed to the canonical space based on the LBS model. Denote the weighted sum of transformation matrices in Equation (3) as \( [R^*_i(x); t_i(x)] = \sum w^k_i(x) G^k_i \). The deformation \( \hat{T}_i(d, x) \) for the viewing direction is defined as:

\[
\hat{T}_i(d, x) = R^*_i(x)d,
\]

where \( R^*_i(x) \) is a \( 3 \times 3 \) matrix.

Note that our approach does not optimize blend weights during training, which is different from [56], because we observe that optimizing blend weights makes our model prone to local optima on some videos.

### 3.2. Training

To learn AniSDF from the input video, we need to render it into images with a differentiable renderer, and minimize the difference between rendered and observed images. Inspired by [78, 84], we utilize the volume rendering scheme in [84] to render dynamic signed distance fields. Given an image pixel at frame \( i \), we first sample \( N_k \) points \( \{x_k\}_{k=1}^{N_k} \) along its camera ray \( r \) between near and far bounds. Then, AniSDF predicts signed distances and colors at these points. To perform volume rendering, we convert signed distance \( s_i(x_k) \) into volume density using

\[
\sigma_i(x) = \begin{cases} 
\frac{1}{\beta} \left(1 - \frac{1}{\beta} \exp \left(-\frac{s_i(x)}{\beta}\right)\right) & \text{if } s_i(x) < 0, \\
\frac{1}{\beta} \exp \left(-\frac{s_i(x)}{\beta}\right) & \text{if } s_i(x) \geq 0,
\end{cases}
\]

where \( \beta \) is a learnable parameter. Finally, the rendered pixel color \( \bar{C}_i(r) \) is calculated using the numerical quadrature:

\[
\bar{C}_i(r) = \sum_{k=1}^{N_k} \alpha_i(x_k) \prod_{j<k} (1 - \alpha_i(x_j)) c_i(x_k),
\]

where \( \alpha_i(x_k) = 1 - \exp(-\sigma_i(x_k) \delta_k) \), and \( \delta_k \) is the distance between adjacent sampled points \( |x_{k+1} - x_k| \).

In practice, the near and far bounds are obtained by intersecting the camera ray with the 3D bounding box of the SMPL model, and we use a stratified sampling approach [45] to sample points. The number of sampled points \( N_k \) is set as 64 in all experiments.

### Training losses

We optimize the model parameters by minimizing the difference between the rendered and observed pixel colors. In addition, the mask loss and the Eikonal term [17] are used for supervision. We also add a regularizer for neural displacement fields. Specifically, the color loss is defined as:

\[
L_{\text{rgb}} = \sum_{r \in \mathcal{R}} \| \bar{C}_i(r) - C_i(r) \|_2, \tag{8}
\]

where \( C_i(r) \) is the observed pixel color at frame \( i \), and \( \mathcal{R} \) is the set of rays of sampled image pixels. To supervise the SDF with the mask, we find the minimal SDF value \( s^*_i \) of sampled points along the camera ray \( r \) and apply the binary cross entropy loss BCE:

\[
L_{\text{mask}} = \sum_{r \in \mathcal{R}} \text{BCE}(\text{sigmoid}(-\rho s^*_i), M_i(r)), \tag{9}
\]

where \( M_i(r) \in \{0, 1\} \) is the ground-truth mask value. Similar to [35], we set \( \rho \) as 50 and multiply it by 2 every 10000 iterations. The number of multiplications is up to 5.

We sample a set of points \( \mathcal{X}_i \) in the observation space and apply the Eikonal term on these sampled points:

\[
L_E = \sum_{x \in \mathcal{X}_i} (\| \nabla F_{\Delta x}(x) \|_2 - 1)^2. \tag{10}
\]

To regularize the neural displacement fields, we additionally sample a set of points \( \mathcal{X}'_i \) in the canonical space and then apply the regularization:

\[
L_{\Delta x} = \sum_{x \in \mathcal{X}'_i} \| F_{\Delta x}(x, \psi_i) \|_2. \tag{11}
\]

The final loss function is defined as:

\[
L = L_{\text{rgb}} + L_{\text{mask}} + \lambda_1 L_E + \lambda_2 L_{\Delta x}, \tag{12}
\]

where we set \( \lambda_1 \) as 0.1 and \( \lambda_2 \) as 0.01. We adopt the Adam optimizer [29] with a learning rate that starts from \( 5e^{-4} \) and decays exponentially to \( 5e^{-5} \) along the optimization.

### 3.3. Surface-guided rendering

After training, AniSDF can be used to synthesize images under input human poses based on the observation-to-canonical deformation, which first samples points along camera rays in the observation space and then transforms points to the canonical space using the inverse LBS. Previous methods [36, 56] adopt a similar rendering pipeline, but they are slow due to two factors. First, they require to sample a lot of points along the camera ray. Second, they calculate blend weights for sampled points by finding the nearest surface point on the SMPL mesh under the target human pose, which is time-consuming.
To improve the rendering speed, we utilize the learned SDF to efficiently establish observation-to-canonical correspondences, as shown in Figure 3. First, a human mesh is extracted by applying the Marching Cubes algorithm [42] to the signed distance field in the canonical space. To animate the human mesh, its vertices are assigned the blend weight of the closest point on the SMPL mesh under the canonical pose. Given a human pose, we perform the forward LBS to deform the canonical mesh to the observation space. Then, for each pixel, we obtain the surface point on the deformed mesh using the rasterization [60] and sample \( N_k \) points near the surface along the camera ray. The sampled points are assigned the blend weight of corresponding surface point and are transformed to the canonical space using the inverse LBS. Finally, the transformed points are fed into the networks to predict the signed distances and colors, which are accumulated into the pixel color with volume rendering. In practice, the number of sampled points \( N_k \) is set as 5 in all experiments. The sampled interval along the ray is set as 1 cm empirically.

### 3.4. Rendering with neural feature fields

We observe that rendering with color fields could produce blurry images under unseen human poses, as the observation-to-canonical deformation field may be inaccurate. To improve the rendering quality, AniSDF additionally represents the human appearance with a neural feature field and a 2D neural renderer, which performs the image-space rendering.

Specifically, the neural feature field is defined in the canonical space and is implemented as an MLP network that maps any 3D point to a feature vector. To render images, we first sample points along camera rays and transform them to the canonical space using the strategy in Section 3.3. Then, the networks map the points to signed distances and feature vectors, which are finally accumulated into a feature map using the volume rendering. A 2D CNN processes the feature map to output an image and a human mask, which is used to extract the foreground from the synthesized image.

As shown in [76, 80], 2D CNNs can be trained to correct for geometric errors. To ensure the inter-view and inter-frame consistency of rendered images, we adopt a shallow CNN as the neural renderer. The detailed network architecture is described in the supplementary material.

Following [80], we adopt the perceptual loss [26] and L1 loss to supervise the image generation. Denote the synthesized image as \( \tilde{I} \). The image loss function is defined as:

\[
L_{\text{image}} = ||\tilde{I} - I||_2 + ||F_{\text{vgg}}(\tilde{I}) - F_{\text{vgg}}(I)||_2,
\]

where \( I \) is the observed image, and \( F_{\text{vgg}} \) extracts feature maps from the second and fourth layer of the pretrained VGG-19 network [71]. To supervise the mask prediction, we use the binary cross entropy loss BCE:

\[
L_{\text{mask}} = \text{BCE}(\tilde{M}, M),
\]

where \( \tilde{M} \) and \( M \) are predicted and ground-truth masks. The coefficient weights of \( L_{\text{image}} \) and \( L_{\text{mask}} \) are both set to 1.

Note that the neural feature field and 2D CNN are not jointly trained with the signed distance field and color field, because we find that the joint optimization degrades the quality of our reconstruction results.

### 4. Experiments

#### 4.1. Datasets and metrics

**SyntheticHuman** is a synthetic dataset that contains 7 animated 3D characters from RenderPeople [3] and Mixamo [2]. 4 characters perform rotation while holding A-pose, which are rendered into monocular videos. Another 3 characters perform random actions, which are rendered with four cameras. All video frames and camera views are used for training. This dataset is only used to evaluate the performance on 3D reconstruction. We describe more details of this dataset in the supplementary material.

**Human3.6M** [24] captures human performers with 4 cameras and estimate the human poses with a marker-based motion capture system. We follow the experimental protocol in [56] to evaluate the image synthesis.

**MonoCap** consists of two videos from DeepCap dataset [20] and two videos from DynaCap dataset [19], which are captured by dense camera views and provide the human masks and 3D human poses. We use one camera view for training and select ten uniformly distributed cameras for test. We select a clip of each video to perform experiments. Each clip has 300 frames for training and 300 frames for evaluating novel pose synthesis, respectively. More details of this dataset can be found in the supplementary material.

**Metrics.** For 3D reconstruction, we follow [62] to use two metrics: point-to-surface Euclidean distance (P2S) and Chamfer distance (CD). Units for the two metrics are in cm. For image synthesis, we follow [45] to evaluate our method using three metrics: peak signal-to-noise ratio (PSNR), structural similarity index (SSIM), and LPIPS [87].
Table 2. Results of novel view synthesis of training poses and novel poses on Human3.6M dataset. The methods are trained on 3-view videos and tested on one novel view. “Ours-V” does not have rendering results on novel poses, because the displacement fields cannot generalize to unseen human poses. “NHR+” uses our reconstructed geometries as input point clouds. The unit for rendering speed is in frames per second (fps). We report the speed of rendering an $1000 \times 1000$ image on an RTX 2080Ti GPU.

The results of “NHR” and “AN” are obtained from [56]. Here [80] renders SMPL vertices into images with a 2D CNN. Our method achieves the best performance among all methods, and the surface-guided rendering enables us to have a much faster rendering speed than NeRF-based methods [56–58]. “Ours-S” significantly outperforms other rendering methods in terms of the LPIPS metric. As shown in [87], LPIPS metric better measures the image quality than PSNR and SSIM. Figures 5 and 6 present the qualitative results of image synthesis and 3D reconstruction.

“Ours-S+” has a similar rendering pipeline with NHR [80]. They both render 3D representations into feature maps and use image-space CNNs to synthesize images. To further validate the effectiveness of neural feature field, we use our reconstructed geometries as the input of NHR, denoted as “NHR+”. This makes NHR and “Ours-S+” render images based on the same human geometries. The better input geometries improve the performance of NHR on image synthesis, as shown in Table 2. “Ours-S+” still outperforms “NHR+”, indicating that neural feature fields improve the performance on image synthesis.

Table 1. Results of 3D reconstruction on SyntheticHuman dataset. The first four rows show the results on monocular videos, and the remaining rows present the results on 4-view videos.

4.2. Comparison with the state-of-the-art methods

We compare with other state-of-the-art methods that train a separate network for each human performer. We evaluate our method with three ways to render images:

- **Ours-V**: As described in Section 3.1, we sample points along camera rays, and transform them to the canonical space using the LBS model and displacement field.

- **Ours-S**: It means the surface-guided rendering, which is illustrated in Figure 3.

- **Ours-S+**: As described in Section 3.4, we replace color fields with feature fields and use the surface-guided rendering to render feature maps, which are interpreted into images with a 2D neural renderer.

Performance on the SyntheticHuman dataset. Table 1 compares our method with [56, 57] in terms of the P2S and CD metrics. [56, 57] model the human geometry with the volume density field, while our method adopts the signed distance field. We empirically set the threshold of volume density to extract the geometry of [56, 57]. Our method significantly outperforms them by a margin of at least 0.75 in terms of P2S metric and 0.59 in terms of CD metric. Figure 4 presents the qualitative comparison.

Performance on the Human3.6M dataset. In Table 2, we compare our method with [56–58, 80] on image synthesis.
Figure 5. Novel view synthesis of novel human poses on Human3.6M and MonoCap. Our method produces photorealistic rendering results, and the synthesized images of “Ours-S” achieve the best visual quality. More results can be found in the supplementary material.

Table 3. Results of novel view synthesis of training poses and novel poses on MonoCap dataset. The methods are trained on monocular videos and tested on ten novel views.

| Training poses | Novel poses |
|----------------|-------------|
| PSNR↑ | SSIM↑ | LPIPS↓ | PSNR↑ | SSIM↑ | LPIPS↓ |
| NHR [80] | 21.29 | 0.875 | 0.110 | 20.45 | 0.866 | 0.123 |
| NB [57] | 21.76 | 0.872 | 0.119 | 20.83 | 0.854 | 0.133 |
| AN [56] | 21.06 | 0.859 | 0.143 | 19.58 | 0.830 | 0.166 |
| Ours-V | 21.76 | 0.879 | 0.117 | - | - | - |
| Ours-S | 21.60 | 0.876 | 0.097 | 20.51 | 0.867 | 0.107 |
| Ours-S* | 21.60 | 0.876 | 0.078 | 20.73 | 0.869 | 0.097 |

Table 4. Ablation studies on “S1” of SyntheticHuman and “S9” of Human3.6M. The results show that the adopted displacement field and canonical-space viewing direction improve the performance of our model on both 3D reconstruction and novel pose synthesis. Rendering with neural feature field significantly improves the rendering quality in terms of the LPIPS metric.

Table 4. Ablation studies on “S1” of SyntheticHuman and “S9” of Human3.6M. The results show that the adopted displacement field and canonical-space viewing direction improve the performance of our model on both 3D reconstruction and novel pose synthesis. Rendering with neural feature field significantly improves the rendering quality in terms of the LPIPS metric.

4.3. Ablation studies

We conduct ablation studies to analyze the impact of displacement field, canonical-space viewing direction, and neural feature field on one subject (S1) of the SyntheticHuman dataset and one subject (S9) of the Human3.6M dataset. Table 4 summarizes the results of ablation studies. The “Baseline” means that we represent the human geometry and appearance with implicit fields of signed distance and color, and use the LBS model to produce the deformation fields. Its color network takes the observation-space viewing direction as input. The results show that our adopted components increase the performance of 3D reconstruction and novel pose synthesis. We also present the qualitative results of non-rigid deformations captured by the displacement field in the supplementary material.
Figure 6. **3D reconstruction on the Human3.6M and MonoCap datasets.** The results in the first row are reconstructions from 3-view videos, and the results in second row are reconstructions from monocular videos. Our method produces better reconstruction results.

| | 1 point | 3 points | 5 points | 7 points | 9 points |
|---|---|---|---|---|---|
| PSNR | 22.02 | **23.48** | 23.33 | 23.21 | 23.14 |
| SSIM | 0.866 | 0.888 | **0.890** | 0.889 | 0.888 |
| LPIPS | 0.085 | 0.081 | 0.077 | 0.075 | **0.073** |

Table 5. **Results of surface-guided rendering with different number of sampled points** on novel pose synthesis. Experiments are performed on “S9” of the Human3.6M dataset.

NeuS [78] proposes another way to perform volume rendering of SDF that ensures unbiased surface reconstruction based on the first-order approximation of SDF. To analyze the influence of the volume rendering scheme, we render AniSDF with the volume rendering technique proposed in NeuS [78], and perform experiments on all subjects of the SyntheticHuman dataset, which gives 0.91 P2S and 1.04 CD on average. AniSDF with the volume rendering technique in Section 3.2 has a better performance, which gives 0.67 P2S and 0.79 CD on average. The reason may be that deformed signed distance fields violate the first-order approximation of SDF in [78]. The per-subject quantitative comparison on the SyntheticHuman dataset is provided in the supplementary material.

Table 5 explores the impact of the number of sampled points in the surface-guided rendering scheme. The results show that sampling only one point degrades the quality of synthesized images. Increasing the number of sampled points improves the performance of our model on image synthesis in terms of the LPIPS metric.

### 4.4. Running time

We evaluate the speed of the proposed rendering strategies “Ours-S” and “Ours-S∗” that render the performer “S9” of Human3.6M dataset on a desktop with an Intel i7 3.7GHz CPU and an RTX 2080 Ti GPU. 1) For $512 \times 512$ images, the proposed rendering strategy “Ours-S” runs at 12.2 fps. Specifically, sampling 3D points and transforming them to the canonical space takes 46.5 ms, predicting the signed distance and color fields takes 31.4 ms, and the volume rendering takes 1.4 ms. 2) The proposed rendering strategy “Ours-S∗” runs at 10.3 fps for rendering a $512 \times 512$ image. Our implementation takes 16.5 ms for predicting the signed distance and feature fields, and 32.7 ms for the forward propagation of the 2D neural renderer.

### 5. Limitations

Our method has the following limitations. 1) The neural displacement fields cannot generalize to novel human poses, so that our model cannot express dynamic cloth deformations during animation. It would be interesting to learn a network that maps human poses to cloth deformations to produce high-fidelity animations. 2) It is difficult for our method to reconstruct human performers wearing loose clothes, i.e., long dresses, due to the complex deformations. Capturing highly non-rigid deformations from sparse views is left as future work. 3) The proposed model trains a separate network for each human performer, which costs a lot of time. A generalizable model across human subjects could be achieved by equipping our model with image encoders [31, 79, 86].

### 6. Conclusion

We introduced a novel human representation, named AniSDF, for reconstructing humans from sparse multiview videos. AniSDF represents the human model with signed distance, color, and feature fields in the canonical space. By establishing observation-to-canonical deformation fields, we learned AniSDF over the video with volume rendering. We developed a surface-guided rendering strategy to improve the rendering speed and leverage the image-space rendering to synthesize high-quality images during animation. Experiments demonstrated that our approach exhibits state-of-the-art performance on the SyntheticHuman, Human3.6M and MonoCap datasets in terms of 3D reconstruction and image synthesis.
Societal impact. The positive side is that our approach makes a step toward immersive telepresence, which helps the communication of people that are physically apart. The negative side is that due to the high-quality reconstruction and animation of human characters, our approach may be used for generating personal videos without consent. We strongly oppose such an application of our method because it violates privacy and security.
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Supplementary Material

In the supplementary material, we describe how to animate the learned human model. For reproducibility, we provide implementation details, dataset details, and evaluation details. To show the effectiveness of our approach, we present more results of 3D reconstruction and image synthesis. In addition, we provide a video to describe our approach and present the qualitative results.

1. Animation

3D reconstruction. After training, AniSDF can be used to generate 3D human shapes under given human poses. For training human poses, we first construct a set of grid points by discretizing the 3D human bounding box in the observation space with a voxel size of 5mm × 5mm × 5mm. Then, the grid points are transformed to the canonical space using the inverse LBS model and the displacement field, which are fed into the geometry model \( F_s \) to compute signed distances. We extract the human mesh from the signed distances with the Marching Cubes algorithm [42].

For novel human poses, we adopt another way to generate 3D human shapes, as the displacement field cannot generalize to unseen human poses. We first discretize the human bounding box in the canonical space with a voxel size of 5mm × 5mm × 5mm and evaluate the signed distances for the grid points. Then, the canonical human mesh is extracted from the signed distances based on the Marching Cubes algorithm. Blend weights of mesh vertices are obtained by retrieving blend weights of the closest surface points on the SMPL mesh under the canonical space. Given a human pose, we use the forward LBS model to deform the canonical mesh to the observation space.

Image synthesis. For training human poses, we can use “Ours-V”, “Ours-S” and “Ours-S∗” to render images. The color and feature fields infer the colors and feature vectors based on appearance codes of corresponding video frames. For novel human poses, we can use “Ours-S” and “Ours-S∗” to render images. The color and feature fields take the appearance code at the first frame as input.

2. Implementation details

Figures 7, 8, 9, 10 and 11 illustrate network architectures of signed distance field \( F_s \), color field \( F_c \), displacement field \( F_{dx} \), feature field \( F_t \), and 2D neural renderer, respectively. We perform positional encoding [45] to the spatial point and viewing direction. 6 frequencies are used when encoding spatial position, and 4 frequencies are used when encoding viewing direction. The dimensions of appearance code \( \ell_i \) and displacement field code \( \psi_i \) are 128.

Training. We take a two-stage training pipeline. First, the parameters of \( F_s \), \( F_c \), \( F_{dx} \), \( \{\ell_i\} \) and \( \{\psi_i\} \) are jointly optimized over the input video. Second, we fix the parameters of \( F_t \) and \( \{\ell_i\} \), and train the feature field \( F_t \) and 2D neural renderer. We use the Adam optimizer [29] for the training and set the learning rate as \( 5e^{-4} \), which decays exponentially to \( 5e^{-5} \) during the optimization. The training is conducted on one 2080 Ti GPU. We sample 1024 rays at each iteration. For a monocular video of 300 frames, both stages take around 100k iterations to converge.
3. Dataset details

**Human3.6M** [24] Following [56], we use three camera views for training and test on the remaining view. [56] select video clips from the action “Posing” of S1, S5, S6, S7, S8, S9, and S11. The number of training frames and test frames is described in Table 6.

**SyntheticHuman** It contains 7 animated human characters obtained from RenderPeople [3] and Mixamo [2]. We render these subjects using Blender [1, 12]. Subjects S1, S2, S3, and S4 perform rotation with A-pose, which are rendered into monocular videos. Subjects S5, S6 and S7 perform random actions, which are rendered into 4-view videos. The number of video frames is listed in Table 7.

**MonoCap** It consists of two videos “Lan” and “Marc” from DeepCap dataset [20], and two videos “Olek” and “Vlad” from DynaCap dataset [19]. “Lan” is selected from SyntheticHuman dataset. “Vlad” from DynaCap dataset [19]. “Lan” is selected from DeepCap dataset [20], and two videos “Olek” and “Vlad” from DynaCap dataset [19].

620-th frame to 1220-th frame in the original video. “Marc” is selected from 35000-th frame to 35600-th frame. “Olek” is selected from 12300-th frame to 12900-th frame. “Vlad” is selected from 15275-th frame to 15875-th frame. Each clip has 300 frames for training and 300 frames for evaluating novel pose synthesis, respectively. We use the 0-th camera as the training view for “Lan” and “Marc”. The 44-th camera is selected as the training view for “Olek”. The training view of “Vlad” is the 66-th camera. We uniformly select ten cameras from the remaining cameras for test.

4. Evaluation details

We follow [57] to calculate the metrics of image synthesis. Specifically, the 3D human bounding box is first projected to produce a 2D mask. Then, we calculate the PSNR metric based on the pixels inside the 2D mask. Since the SSIM and LPIPS metrics require the image input, we compute the 2D box that bounds the 2D mask and crop the image within the box, which is used to calculate the SSIM and LPIPS metrics. For the SyntheticHuman dataset, we calculate the reconstruction metrics every 10-th frame. For the Human3.6M and MonoCap datasets, we calculate the metrics of image synthesis every 30-th frame.

5. Results of 3D reconstruction

Table 8 lists the per-subject comparison on the SyntheticHuman dataset, which shows that AniSDF with the volume rendering technique in VolSDF [84] achieves the best performance of 3D reconstruction in terms of the P2S and CD metrics. Figure 12 visualizes the non-rigid deformations captured by the displacement fields. To obtain the geometry deformed by the displacement field, we first construct a set of grid points by discretizing the human bounding box in the canonical space and transform the grid points using the displacement field. Then, we evaluate the signed distances for the transformed points and extract the human mesh with the Marching Cubes algorithm.

Figure 13 presents the qualitative results of our reconstructed geometries. We additionally reconstruct humans in...
We deform the canonical geometries using the learned displacement fields in different video frames. For different frames, the displacement fields produce different non-rigid deformations, including the cloth deformations and body deformations. We provide more results in the supplementary video.

We reconstruct humans of Human3.6M [24] from 3-view videos. The geometries in MonoCap [19, 20] and People-Snapshot [5] are reconstructed from monocular videos. The People-Snapshot dataset [5], which captures performers rotating while holing the A-pose. The results demonstrate that our method can reconstruct high-quality geometries from monocular videos.

6. Results of image synthesis

Figure 14 presents the rendering results of subjects “Olek” and “Vlad” in the MonoCap dataset driven by complex human poses, which show that our method can synthesize photorealistic images under complex human poses. We provide more results in the supplementary video.

Figures 15 and 16 show the qualitative comparisons between our method and [56,57,80] on novel view synthesis of training human poses and novel human poses, respectively. Our method recovers detailed human appearance and produces more photorealistic images than other methods.
Figure 14. **Results of image synthesis under complex human poses in the MonoCap dataset.** Our model is trained on short video clips and can generalize to complex human poses. More results can be found in the supplementary video.

Figure 15. **Novel view synthesis of training human poses in the Human3.6M and MonoCap datasets.** Our method has better performance on image synthesis. “Ours-S” renders more appearance details. Zoom in for details.
Figure 16. **Novel view synthesis of novel human poses in the Human3.6M and MonoCap datasets.** The rendered images of our method have a higher visual quality. Zoom in for details.