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Fig. 1. The pipeline for creating GitTables consists of 1) querying CSV files from GitHub repositories based on WordNet, 2) parsing CSV files and curating tables, and 3) annotating tables with column semantics from DBpedia and Schema.org.

The success of deep learning has sparked interest in improving relational table tasks, like data preparation and search, with table representation models trained on large table corpora. Existing table corpora primarily contain tables extracted from HTML pages, limiting the capability to represent offline database tables. To train and evaluate high-capacity models for applications beyond the Web, we need resources with tables that resemble relational database tables. Here we introduce GitTables, a corpus of 1M relational tables extracted from GitHub. Our continuing curation aims at growing the corpus to at least 10M tables. Analyses of GitTables show that its structure, content, and topical coverage differ significantly from existing table corpora. We annotate table columns in GitTables with semantic types, hierarchical relations and descriptions from Schema.org and DBpedia. The evaluation of our annotation pipeline on the T2Dv2 benchmark illustrates that our approach provides results on par with human annotations. We present three applications of GitTables, demonstrating its value for learned semantic type detection models, schema completion methods, and benchmarks for table-to-KG matching, data search, and preparation. We make the corpus and code available at https://gittables.github.io.
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1 INTRODUCTION

Deep learning (DL) models, in the past decade, have dramatically improved many long-standing computer vision and natural language processing tasks [25]. The practical success of DL has also spurred interest in its applications to tasks in other domains, including data management, ranging from data cleaning to annotation [45]. To train DL models for relational data, earlier work primarily relied on corpora consisting of tables scraped from HTML pages [10] such as WDC WebTables [46], the largest table corpus to date. These models have played an important role in facilitating data-driven data management research, with Web applications in particular [7, 49].

However, tables extracted from HTML pages on the Web (Web tables) provide a skewed representation of tables in the wild especially those residing in (enterprise) databases [24, 27]. The common attribute “ID”, for example, does not appear among the twenty most frequent column names of the WDC WebTables corpus, and the dimensions of Web tables are significantly smaller than typical database tables [46]. It is therefore unsurprising that models based on Web tables have limited applications beyond the Web [7]. To broaden the impact of data-driven data management research, we need new table collections complementing existing corpora with tables resembling typical database tables.

To address this demand, we introduce GitTables: a corpus with 1M relational tables extracted from CSV files in GitHub repositories. We will keep the corpus growing to have at least 10M tables to facilitate the extension of deep transfer learning to the relational domain, analogous to how large corpora of natural language have stimulated pretrained language models like BERT [16] and GPT [6]. We expect GitTables to stimulate similar progress in data management tasks like data search and preparation.

Besides having representative tables, many data management applications benefit from understanding the semantics of table columns. An intelligent data exploration system, for example, could recommend a map chart to visualize two data columns representing countries and sales revenues. Upon encountering missing values, the system could also automatically fill the gaps using a knowledge base. The system could, for instance, impute “France” in an empty cell in a column with country values, if the neighboring cell in a column with capital cities is “Paris”.

To facilitate such functionalities, we enhance table columns with semantic types from DBpedia and Schema.org (e.g. address) using a syntactic as well as semantic annotation method (an example in Figure 2). Each semantic type is also associated with the expected atomic data type (e.g. string and number), a description, and hierarchical type relations. These semantically rich annotations together with DL present a unique opportunity to learn table semantics as demonstrated with TURL [15] and TaBERT [48].

Our analysis of GitTables confirms the different nature of the tables: the tables have significantly larger dimensions (rows and columns). A machine learning model for detecting data shift between GitTables and Web tables accurately distinguishes table columns from each source corpus. This reflects the structurally different content of these corpora. The semantic type distribution also deviates significantly from the semantic distribution of Web tables, illustrating its distinctive topical coverage. We make GitTables available through https://gittables.github.io. We contribute:

(1) GitTables, a new large-scale corpus of 1M tables. To the best of our knowledge, GitTables is the first large-scale relational table corpus with topical coverage and content structurally different than tables extracted from HTML pages.

(2) A scalable column-annotation method using distant-supervision. We annotate the columns in GitTables with semantics consisting of semantic types, atomic data types, hierarchical relations, and descriptions, making GitTables the largest annotated table corpus to date.
Fig. 2. Snippet of an annotated table in GitTables. Annotations are provided with confidence scores. For example, the confidence of the type species for the column “Species” is 1, while element group for “Organism Group” is 0.7. These scores enable filtering based on the intended use case.

Table 1. Existing large-scale relational table corpora in comparison with GitTables which has considerably higher dimensions, resembling actual tables in databases. We report statistics related to relational tables, leaving out, for example, entity tables.

| Name               | Table source            | # tables | Avg # rows | Avg # cols |
|--------------------|-------------------------|----------|------------|------------|
| WDC WebTables [26] | HTML pages              | 90M      | 11         | 4          |
| Dresden Web Table Corpus [17] | HTML pages | 59M      | 17         | 6          |
| WikiTables [3]     | Wikipedia tables        | 2M       | 15         | 6          |
| Open Data Portal Watch [29] | CSVs from Open Data portals | 107K   | 365        | 14         |
| VizNet [20]        | WebTables, Plotly, i.a. | 31M      | 17         | 3          |
| GitTables          | CSVs from GitHub        | 1M       | 142        | 12         |

(3) Three applications demonstrating the value of GitTables: 1) we train a semantic type detection model and obtain high prediction accuracy, 2) we use GitTables as a resource for schema completion methods in typical database contexts, and 3) we present a starting point for benchmark datasets for typical data management tasks.

2 RELATED WORK

Web initiatives such as Common Crawl, Wikipedia, and Open Data have been cost-effective resources for curating unstructured and structured data at scale [3, 31, 32]. Below we discuss large-scale table corpora sourced from these initiatives and review prior work annotating column semantics of tables sampled from these corpora.

2.1 Large-scale table corpora

WDC WebTables and Dresden Web Table Corpus. These Web table corpora [17, 26] extract tables from HTML pages in the Common Crawl corpus as inspired by [8]. They provide an abundance of relational tables ranging from 59M to 90M and have been instrumental in advancing applications like table augmentation and integration [7, 49]. However, Web tables generalize poorly due to their small dimensions and different content [24].

WikiTables. To provide high-quality tables with semantics that are easier to detect than those of arbitrary Web tables, WikiTables extracts approximately 2M tables from Wikipedia [3]. This corpus is primarily suitable for tasks such as question answering that rely on the quality of the table contents. Unsurprisingly, the tables in WikiTables are just as small as those in WDC WebTables.
Table 2. Characteristics of annotated relational table datasets. Existing annotated corpora are limited in the number of (relational) tables and types, while GitTables provides a large-scale corpus annotated with over 2K semantic types.

| Dataset    | Table source            | # tables | Avg # rows | Avg # cols | # types | Ontology          |
|------------|-------------------------|----------|------------|------------|---------|-------------------|
| T2Dv2 [38] | WebTables               | 779      | 17         | 4          | 275     | DBpedia           |
| SemTab1 [22] | WikiData, Wikipedia   | 132K     | 224        | 4          | -       | DBpedia           |
| TURL [15]  | WikiTables              | 407K     | 18         | 3          | 255     | Freebase          |
| GitTables  | CSV files on GitHub     | 962K     | 142        | 12         | 2.4K    | DBpedia, Schema.org |

1 Statistics aggregated over all datasets included in the challenge.

Open Data Portal Watch. With 227K CSV files extracted from 260 Open Data portals [32], this is the first substantial corpus not sourced from HTML pages. 108K of these CSV files were parsed to tables and analysed based on their format, structure, and data type [29]. This analysis illustrates the different table dimensions and atomic data type distributions of such tables compared to Web table corpora, motivating the construction of a corpus like GitTables.

VizNet. VizNet was constructed to train and evaluate visualization methods with real-world tables [20]. It combines 31M tables from WebTables [8], ManyEyes [42], Plotly [34], and Open Data portals [32]. Analyses of VizNet suggest that tables not from the Web exhibit different internal structures, providing further evidence for differences between Web tables and tables from other sources.

2.2 Table datasets with column annotations

T2Dv2. This is a subset of WDC WebTables and was curated for benchmarking methods for knowledge base (KB) augmentation [37]. The rows, columns and tables were manually annotated with correspondences to DBpedia instances, properties and classes. This was found to be a trivial target for KB matching due to the many “obviously” linkable entities. Recent work also points out that Web tables might not be typical of tables used for KB augmentation [12].

SemTab. The SemTab challenge [22] provides datasets for benchmarking KG matching methods. Most of the tables were extracted from Wikidata and “refined” by adding for example noise. SemTab 2020 incorporates 180 large-sized Wikipedia tables which enriched with noise to mimic real tables [12]. Columns were annotated by linking column values to DBpedia types and aggregating these types to a column-level annotation. GitTABLES is a useful resource in future versions of the SemTab challenge for benchmarking table interpretation methods on database-like tables.

TURL. Inspired by pretrained language models (e.g., [6, 16, 36]), TURL [15] provides a framework for learning embedding representations of Web tables through a pretrained model. Pretrained models require fine-tuning with labeled data to be applied to specific tasks in domains. To do this, a set of tables from WikiTables is annotated with 255 semantic types from Freebase. Application of learned table representations for table understanding motivates the construction of a larger-scale and rich corpus to support this nascent line of research.
3 GITTABLES

In this section, we summarize the design principles behind GitTables and describe the construction pipeline in detail.

3.1 Design principles of GitTables

Based on the gaps reported in the literature and our experience developing learned models for table interpretation tasks, we identified four criteria for GitTables:

C1 To facilitate learned table representations that generalize across different database contexts, the scale of the corpus should largely exceed the scale of the Open Data portals.

C2 To advance research beyond the Web, we need “database”-like tables which are considerably larger and more heterogeneous than typical Web tables.

C3 The corpus should have topical coverage and content that generalizes to enterprises, governments, and beyond.

C4 Tables should be enriched with semantic annotations to facilitate the development of learned models for data management tasks like data validation and preparation.

We considered different public interfaces to retrieve structured data files for extracting relational tables, like Zenodo and Kaggle. On GitHub, we then performed a simple search for CSV files, yielding 92,191,141 files. This suggests that GitHub can be an effective resource for collecting a relational table corpus at scale (criterion C1). We focused on the CSV format given its wide use for storing raw structured data [29], as reflected by the massive number of CSV files we found in our search.

[1]https://github.com/search?q=extension%3Acsv&type=Code (3 February 2022)
GitHub is commonly used by programmers, data scientists, and researchers, among others [23, 33]. Given the proximity of such users to actual databases, GitHub is a rich source for heterogeneous tables. Figure 3 shows the first CSV file retrieved by GitHub when it is queried for the term “id”. This table with data about “riders” shows column names and table contents that are typical for database tables. This figure also illustrates the abundance of similar CSV files present on GitHub, as we can find close to 16M CSV files for this single query only. Prior analyses of CSV files from GitHub also found that these files have diverse formatting and the tables extracted from them have relatively large dimensions [23, 41], which is common across database contexts [24, 41]. Altogether, we consider CSV files from GitHub a suitable resource for database-like tables (C2).

Inspired by the construction of ImageNet [14], we select 67K unique English nouns from WordNet [40] yielding a set of diverse keywords (called “topics”) to specify our search queries. Although it introduces some bias towards English tables, WordNet nouns have the desired topical coverage to ensure content diversity in GitTables (C3). To avoid the “WordNet effect” [4], we remove topics like “killing” which might yield tables with offensive content and are out of scope.

To satisfy criterion C4, we provide semantic annotations for table columns. We developed two annotation methods, one syntactic method informed by Sherlock [21] and the other leveraging a pretrained semantic model. We considered multiple ontologies to accommodate different use cases, and selected DBpedia [1] and Schema.org [19] as they are well-curated and provide complementary and diverse semantic types (as discussed further in Section 3.4).

Altogether, the high-level pipeline for constructing GitTables comes down to 1) extracting CSV files from GitHub, 2) parsing and curating tables from CSV files, and 3) annotating tables with column semantics. Figure 1 visualizes this pipeline.

3.2 Extracting CSV files from GitHub

GitHub restricts querying in multiple ways to avoid overloading its Search API. First, it is not possible to retrieve files larger than 438 kB which bounds the CSV files we extract in terms of their size. Although some organizations may use larger files, most CSV files in Open Data portals are found to be smaller than 100 kB [29]. We also observed repositories with larger tables that were split across multiple files (e.g. into daily snapshots), which may be recovered by unioning tables stemming from the same repository. A second restriction limits the resulting search responses to 1000 files. This restriction makes the process of extracting a massive set of CSV files nontrivial, as detailed below.

First, we construct an initial “topic query” for each topic from WordNet restricted to files with the CSV format. For example, we retrieve CSV files that contain the word “object” by the query q=“object” extension:csv. We exclude results from forked repositories to minimize table duplication. We execute this initial topic query through the GitHub Search API and get the initial response size of this query representing the number of GitHub URLs pointing to CSV files containing the word “object”.

Since the API restricts the number of files per query to 1000 and many topic queries return around 100K files, we segment the initial queries. We use the “size” qualifier to perform this segmentation, and generate sequences of file size ranges (in bytes) proportional to the number of files in the initial response. This results in segmented topic queries like q=“id” extension:csv size:50..100, q=“id” extension:csv size:100..150, and so on. We execute all segmented queries and collect the paginated responses, each of which contains approximately 1000 URLs. We traverse the paginated responses to extract all URLs for a given topic. We then iteratively write the raw contents pointed to by the URLs to CSV files.
3.3 Parsing and curating tables from CSV files

CSV parsing. Once we have the CSV files, we parse them to tables using the CSV parser from the Pandas library, a widely used data processing and analysis library for Python [28]. We leverage the integrated functionality of Python’s Sniffer tool to determine the delimiter of the CSV files. We parse tables assuming that the first rows correspond to the header rows, as is conventional for CSV files [39]. Random samples of tables informed some exceptions to this; lines at the beginning of the file are skipped in case they are empty or start with a ‘#’, which often indicates commented lines.

We remove rows in case they are considered “bad lines”, such as empty lines, commented lines or lines with extra delimiters. Additional experiments revealed that some tables include separation characters without any values at the end of all rows, resulting in a mismatch of the number of attributes and the number of values per row. We realigned the header and table values in these cases by removing the redundant separation characters. We discard CSV files that could not be parsed with the aforementioned rules. In total, our parsing procedure results in 99.3% of the CSV files being parsed into tables.

Table filtering. We aim for GitTables to be a large-scale corpus of quality and relevant tables that can safely be used by the community. To this end, we first filter out tables from repositories without a license that allows the distribution of the repository contents. We find that roughly 16% of the tables are associated with such a license, which is consistent with earlier studies. In our final corpus, we only publish tables coming from repositories with such a license.

We further curate the corpus by removing extremely small tables [10], i.e. tables with less than two rows or two columns as these tables likely do not carry relevant data or were observed to contain singular text columns. We also remove tables if more than half of the column names are unspecified, or if any of the column names are not of the type string [29]. Lastly, to avoid inclusion of offensive content from social media platforms potentially stored in tables, as shown to be present in large collections of text extracted from web pages [2], we exclude tables of which a column name contains “twitter”, “tweet”, “reddit” or “facebook”. Altogether, this curation pipeline filters out 9% of the tables.

Content curation. Besides offensive content from social media, tables might contain personal data that is undesirable to disseminate beyond GitHub. To minimize the spread of personal identifiable information (PII), we anonymize tables that likely contain PII data informed by the semantic types from Schema.org. We do so, by replacing column values annotated with any of the PII semantic types (annotated as described in Section 3.4) with fake values using the Faker library [18] as in Table 3. In case a column was annotated with the type name, we anonymize it only if it co-occurs with another PII semantic type as name does not necessarily indicate a person’s name. In total 0.3% of the columns in GitTables contain fake values. Given the relatively limited number of affected columns, this anonymization procedure does not significantly change the underlying data distribution of GitTables.

3.4 Annotating tables with column semantics

We annotate table columns in GitTables with semantic types extracted from DBpedia and Schema.org to facilitate its use-cases in applications like data preparation as explained in Section 1. We provide rich metadata like hierarchical type relations, domains, and descriptions, if available, as well. This information can be exploited for training and evaluating models.

Semantic types. In total, we extracted 2831 properties from DBpedia that we use as semantic types. From Schema.org we included properties as well as types that together sum to 2637 semantic
Table 3. Semantic types associated with PII, percentage of columns annotated with each type (based on a subset), and Faker class used to generate fake column values.

| Semantic type     | Percentage columns | Faker class   |
|-------------------|--------------------|---------------|
| name              | 2.202%             | faker.name    |
| address           | 0.163%             | faker.address |
| person            | 0.068%             | faker.name    |
| email             | 0.042%             | faker.email   |
| birth date        | 0.017%             | faker.date    |
| home location     | 0.008%             | faker.city    |
| birth place       | 0.003%             | faker.postcode|
| postal code       | 0.003%             | faker.city    |

We provide annotations from both ontologies, a column may therefore be annotated with a semantic from DBpedia and one from Schema.org.

Most semantic types from DBpedia relate to domains like Person, Place or PopulatedPlace while types in Schema.org are more scattered across domains topped by CreativeWork, Organization, Person, and Offer. Along with the semantic types, we attach their metadata like hierarchical relations and descriptions which can be exploited in model evaluation and training. For example, one could adopt a loss or evaluation function for a semantic type prediction model that favors a less granular type (e.g. the type place for a ground-truth column of type city), instead of predicting an unrelated type (e.g. size). We provide the following metadata per semantic type if available:

1. semantic column type in English, e.g. id and name,
2. atomic type, e.g. Number and Text,
3. domain, e.g. address has domain Person and Organization,
4. superclass or superproperty, e.g. product id → id, and
5. description, e.g. for id: “The identifier property represents any kind of identifier for any kind of Thing, such as ISBNs, GTIN codes, UUIDs.”

Annotation. Informed by analyses of public CSV files [29], we preprocess the semantic types and table headers by replacing underscores and hyphens, splitting camel-cased combined words, and converting strings to lower case. Experiments showed that few column names with numbers were annotated with semantic types that coincidentally contain a number. For this reason, the annotation pipeline does not annotate column names that include numbers.

The original column names are useful indicators of what a column’s data consists of and provide a proxy for human annotations given the involvement of humans in naming table columns. To provide relatively strict annotations, we therefore leverage the preprocessed column names directly and syntactically match them to semantic types in the ontologies [21]. We call this the syntactic annotation method.

Recent successes in language models create the opportunity to annotate columns taking semantics into account. We embed column names and semantic types using FastText [5], and match them to each other. We use the character-level n-gram FastText model pretrained on the Common Crawl corpus and take the match based on the highest cosine similarity.

Although users can decide on a similarity threshold relevant to their tasks, we discard annotations with very low similarity scores to ensure that the annotations in GitTables are useful out of the box. We call this method the semantic annotation method.
Table 4. Distribution of atomic data types showing the difference in numeric versus string data between GitTables and WDC WebTables.

| Atomic data type | GitTables | WDC WebTables |
|------------------|-----------|---------------|
| Numeric          | 57.9%     | 51.4%         |
| String           | 41.6%     | 47.4%         |
| Other            | 0.5%      | 1.2%          |

4 ANALYSIS

Here, we analyse the first version of GitTables of 1M tables over 97 topic subsets, among the larger sets: "thing", "object", and "id". Once complete, GitTables will consist of approximately 10M tables. Tables analysed in this paper are distributed as a separate version: GitTables 1M.

4.1 Corpus statistics

Table statistics. The total analysis set of 1,021,143 tables consists of 144,833,144 rows and 12,369,120 columns, on average 142 rows and 12 columns (see Tables 1 and 2 for comparisons across corpora). On average, tables consist of 1,038 cells. Figure 4a shows that the distribution of table dimensions has long tails over the number of rows and the number of columns. Overall these dimensions differ significantly from Web table corpora, which have 5 columns and 15 rows on average, and come closer to dimensions of typical database tables. As summarized in Table 4, almost 58% of the columns are inferred to have numeric values versus 41% textual, which differs from the roughly 50%-50% distribution in Web tables. Together, these statistics contribute to criteria C1 and C2.

The majority of the tables originate from distinct repositories as 75% of the source repositories contribute at most 5 tables. With an overall average of 34 tables per repository, a few repositories contribute a large number of tables in this first version of GitTables. Manual inspection revealed that such repositories contain snapshots of the same or similar databases. These tables, and the corresponding source URL referring to the associated repository, can be used for constructing larger tables through unions and joins.

We observed the advantage of separating the tables from the query topics. For example, the query for "organism" tables retrieves many tables related to biological and medical entities, of which a typical one is shown in Figure 2. Such subsets can be leveraged for training domain-specific models, or to incorporate these topics as semantics for table embeddings.

Annotation statistics. The syntactic method annotates, on average across the two ontologies, 730K out of 1M tables with at least 1 column annotation. On average, this yields 2.7M annotations with 756 unique types. The semantic annotation approach annotated on average 960K tables, yielding a total of 8.4M column annotations across 2.4K unique types on average. Statistics with regard to the different ontologies (DBpedia and Schema.org) are presented in Table 5. Depending on the use case, users can select a suitable ontology and annotation method to filter the relevant annotations for each table.

If column context is of importance, for example for contextual models, a high table-annotation coverage is key. We find that the semantic method yields annotations for, on average, 71% of the table columns, while the syntactic method annotates 26%. Figure 4b shows the overall distribution of the percentage of annotated columns per table aggregated over both ontologies.

---

2 For example, the repository: https://github.com/Emanuele-Falzone-PhD-Thesis/srbench
Fig. 4. (a) Cumulative table counts across table dimensions, illustrating the spread around the mean column count (12) and mean row count (142). (b) Percentage annotated columns per table, for each annotation method. The semantic method yields on average more annotations per table. (c) Cosine similarity of annotated columns (both ontologies). The peak at 1 relates to high syntactic resemblance of column names and types.

Table 5. Statistics of annotations by method and ontology.

| Statistic                 | Syntactic DBpedia | Semantic DBpedia | Syntactic schema.org | Semantic schema.org |
|---------------------------|-------------------|------------------|----------------------|---------------------|
| # annotated tables       | 723K              | 958K             | 738K                 | 962K                |
| # annotated columns      | 2.9M              | 8.5M             | 2.4M                 | 8.4M                |
| # types                  | 835               | 2.4K             | 677                  | 2.4K                |
| # types (#columns > 1K)  | 96                | 432              | 83                   | 491                 |

The cosine-similarity scores, that we attach with all semantic annotations, reflect the confidence of each annotation. From the distribution of these similarity scores as shown in Figure 4c, we observe that many annotations have a similarity score around 1, which indicates syntactic resemblance, while the remaining distribution is centered around 0.75. Users GitTables can set the desired threshold based on their needs and, for example, select only annotations with a high similarity score reflecting annotations with high confidence.

### 4.2 Corpus content

**Table content and topical coverage.** Beyond the structural properties of tables in GitTables, we compare their contents to tables from VizNet which combines most existing corpora [20]. We interpret the comparison of table contents as a data shift detection problem and evaluate if the data distributions significantly differ by training a domain classifier [35]. For this, we randomly sample 5K deduplicated columns from each corpus and extract 1,188 features as used for training semantic column type detection model Sherlock [21], capturing column-level statistics like column entropy and skewness, aggregations from word-embeddings, and aggregated character-level statistics (e.g. number of '@' characters per cell).

We then train a Random Forest classifier with default settings to separate whether a column originated from VizNet or from GitTables. Using a 10-Fold cross-validation setup, we find that this domain classifier is able to predict for 93% (±0.04) of the columns from which corpus it originates. This separability indicates the different data distributions in GitTables and VizNet, hence the complementary value of GitTables.
The columns in the WDC WebTables 2012 corpus have also been matched to DBpedia which resulted in the top 10 semantic types: name, date, title, artist, description, size, type, location, model, and year. For GitTables, the topical coverage and diversity of semantic types per annotation method and ontology is illustrated in Figure 5. Although top types in both corpora overlap such as name and title, we observe clear differences with top types in GitTables like id, type, value, and min. Especially the dominant type id, one of the most common types in typical databases, indicates that GitTables meets criteria C2 and C3.

**Content biases.** The analysis of the topical distribution present in GitTables shows a few semantic types that could potentially make methods informed by GitTables lean towards certain subpopulations, industries, or geographic areas. To further profile our dataset to this end, we adopted 2 categories proposed in [43], being “person” and “geography” and analyse a subset of tables on biases towards these categories.

In Table 6, we give a deeper understanding of distributions along these dimensions informed by column values associated with relevant semantic types from Schema.org. This analysis confirms that tables in GitTables containing geographic data (slightly over 1%), primarily represent English-speaking countries and cities. The value distribution of the few columns in GitTables with semantic types that reflect population segments, e.g. gender, race, and ethnicity, indicate a relatively higher concentration of data representing Western countries (see Table 6).
Table 6. Semantic types indicating subregions and subpopulations along with the most frequent column values. Tables with these types primarily represent Western and English-speaking regions and populations.

| Semantic type | Percentage columns | Frequent values (most frequent first) |
|---------------|--------------------|---------------------------------------|
| country       | 0.086%             | United States, Canada, Belgium, Germany |
| city          | 0.056%             | New York (X), London, Coquitlam, Cambridge |
| gender        | 0.040%             | Male, Female, F, M                     |
| ethnicity     | 0.030%             | French, Dutch, Spanish, Mexican        |
| race          | 0.007%             | Men, Human, White                      |
| nationality   | 0.003%             | Hispanic, White, Caucasian (White)     |

2 “United States” counts are merged with counts of “USA”.

4.3 Annotation quality

As we have no access to the ground truth of semantic column types, we use the T2Dv2 benchmark hand-labeled with DBpedia types to evaluate our annotation approaches [38]. Although the annotation quality on T2Dv2 does not ensure the quality of annotations of GitTables, it is a good proxy for the annotation quality produced by our approaches. We consider table columns from files that we could parse and that were annotated by T2Dv2 as well as our annotation approaches. In total, we have 321 and 187 columns for evaluation with the semantic and syntactic approaches, respectively.

We find that our semantic approach yields in 54% (173 columns) the same annotation as T2Dv2. From the incorrect annotations, our approach annotated 47% (69 columns) with a DBpedia type that syntactically matches the column name as the corresponding similarity scores are 1.0. For example, our semantic approach annotated a column with cities (e.g. Pittsburgh, Buffalo) named “City” with the type city while T2Dv2 annotated this column with the less granular type location. This motivated a manual review of the 148 columns for which we find different annotations between the semantic approach and the annotations from T2Dv2. Based on our manual review (n=3), we find that on average in 63 (±14) out of 148 the semantic approach yields better annotations, in 37 (±3) out of 148 the T2Dv2 annotations were clearly better. In 33 columns (±14) they were just as good or bad, and undetermined in 15 cases (±17).

The syntactic approach yields in 61% (114 columns) the same annotation as T2Dv2. At first, we found occurrences where the syntactic annotations were better. For example, a column with Latin names of birds named “Latin name” was annotated as synonym instead of DBpedia type latin name. We followed the same manual review process as for the semantic approach to review 73 annotations where our pipeline yields annotations different from T2Dv2. Based on inter-annotator agreement we find that the syntactic approach clearly yields more accurate annotations for 21 columns and T2Dv2 had better annotations for 9 columns.

These findings indicate that our annotation approaches provide the necessary quality for training and evaluating DL models (C4). We also observe that the annotations of the T2Dv2 benchmark might require a review and potentially revision in future work.

5 APPLICATIONS

In this section, we demonstrate how GitTables can be used for models for semantic column type detection and schema completion, and discuss its use for data management benchmarks in
Table 7. F1 scores of semantic type detection models trained and evaluated on different corpora. These results suggest that models trained on GitTables can achieve high predictive performance, but that models trained on Web tables may not generalize to GitTables.

| Train corpus | Evaluation corpus | F1-score (macro) |
|--------------|-------------------|------------------|
| GitTables    | GitTables         | 0.86             |
| VizNet       | VizNet            | 0.77             |
| VizNet       | GitTables         | 0.66             |

enterprise contexts. We note that the utility of GitTables stretches beyond these use cases to a wide range of data management tasks.

5.1 Semantic column type detection

Capturing the semantics of a table through its semantic column types is instrumental for many analytical tasks like data exploration as discussed in Section 1, but also for GDPR compliant data processing like anonymizing PII data as implemented for GitTables. Many enterprise databases however lack descriptive or standardized column names across tables. Column- and table representations learned from large table corpora have shown to accurately represent the semantics of Web tables [44], and we believe that these models easily extend to domains beyond the Web when trained on GitTables.

To detect the semantic types of columns in a given table, we train Sherlock [21], a deep learning model for semantic column type detection, on table columns from GitTables. For this experiment, we select five semantic types address, class, status, name, and description and randomly sampled 500 deduplicated columns per type from our analysis subset. For each column we extract the same low-level column features as used in Section 4.2, i.e. paragraph embeddings, word embeddings, character level counts, and aggregated statistics. We train Sherlock using a 5-Fold cross-validation setup. As Table 7 shows, this model achieves a macro F1 score of on average 0.86 ($\pm$ 0.02) illustrating the utility of training a model on GitTables for semantic column type detection.

We repeat this experiment with columns from VizNet [20], which combines tables from all existing table corpora. To ensure a fair comparison, we sample 500 deduplicated columns per type of the exact same types. This model yields a macro F1 score of 0.77 ($\pm$ 0.02) on samples from VizNet. However, when evaluating the VizNet-trained model on columns from GitTables, we find that it does not generalize well to samples from GitTables as the macro F1 score drops to 0.66 ($\pm$ 0.03). This gap confirms that models trained on Web tables alone, may not generalize beyond the Web.

5.2 Schema completion

Inspired by Cafarella et al. [9], we use GitTables to inform completions of schema prefixes. Schema completion empowers many applications among which are general data- and knowledge base design, and data augmentation. We implement NearestCompletion as in Algorithm 1. Our algorithm completes a given (target) schema prefix of length $N$ based on its similarity with schema prefixes from GitTables. We embed attributes from the target schema prefix of length $N$ and schemas from GitTables using the Universal Sentence Encoder (USE) [11] which works well for multi-word attributes. Similar to how search engines provide multiple suggestions for search queries, we return the $k$ “nearest completions”. The nearest completions are based on schemas in GitTables with the smallest average cosine distance between the first $N$ attributes of these schemas and attributes of the target prefix of length $N$. 
Table 8. Suggested completions from GitTables (second column) for target schema prefixes from the CTU database, along with the cosine similarity between the original full schema of the target prefix and the full schema of the suggested completion. The completions are relevant within the context of the schema prefix as reflected by the cosine similarities around 0.5 on a range of [-1,1].

| Header prefix                      | Attributes from the nearest completion | Cosine similarity |
|------------------------------------|----------------------------------------|-------------------|
| emp_no, birth_date, first_name     | Title, TitleOfCourtesy, Address, HireDate, City | 0.44              |
| orderNumber, orderDate, requiredDate | ORDER_TRACKING_NUMBER, ORDER_TOTAL     | 0.50              |
| WorkOrderID, ProductID, OrderQty   | productType, inventoryId, articleId, productName | 0.53              |

To evaluate the utility of GitTables for schema completion in typical industry contexts, we use schema prefixes from three actual table schemas from the CTU Prague Relational Learning Repository [30]. We extract prefixes of length \(N = 3\) and return the \(k = 10\) nearest completions as commonly used in information retrieval systems. The relevance of the suggested completions is calculated as the highest cosine similarity between USE embeddings of the original full schemas of the target prefix and the full schemas of the 10 suggested completions from GitTables. A few attributes of the most relevant completion are presented in the second column of Table 8.

```plaintext
Data: Schema prefix \(p\), set of schemas \(S\) from GitTables, number of completions \(k\)

Result: Schema completions \(c\)

1. \(N = |p|\)
2. set of schema completions \(C = \emptyset\)
3. embedded schema prefix \(p_e = [\text{embed}(a) \text{ for attribute } a \in p]\)
4. for schema \(s \in S\) do
   5.   embedded schema \(s_e = [\text{embed}(a) \text{ for attribute } a \in s]\)
   6.   average prefix distance \(d = \frac{\sum_{i=1}^{N} \text{cosine distance}(p_e[i], s_e[i])}{N}\)
   7.   \(C\).append(\(s, d\))
5. end
6. sort \(C\) in ascending order of \(d\)
7. \(c = C\).first(\(k\))
8. return \(c\)
```

Algorithm 1: Schema completion procedure for returning \(k\) most relevant completions for an input schema prefix based on the cosine similarity with schema prefixes in GitTables.

Table 8 presents the target prefixes of the considered tables, attributes from the suggested completions, and the cosine similarities of the entire schemas. The semantics of these suggestions are clearly relevant to the target prefixes. For example, attributes from the most similar schema completion for the prefix from the “employees” table clearly relate to personal employee details such as “HireDate” and “Title”. This relevance is also reflected by the cosine similarities between the entire original schemas and suggested schemas for the completions which, on average, is 0.49 on a scale of [-1,1]. These results underline the utility of GitTables as a resource for schema completion methods in typical databases.

---

4The “employees” table of the Employee database, the “orders” table from the ClassicalModels database, and the “WorkOrder” table from the AdventureWorks database.
5.3 Data management benchmarks

**GitTables** provides a rich source for database-like tables that can be used to compile subsets for evaluating data management tasks such as table understanding and data search.

We created a benchmark dataset for semantic column type detection. We manually curated 1,101 tables, each having at least 3 columns and 5 rows. The target columns are associated with 122 distinct types from DBpedia and 59 types from Schema.org, as obtained with the syntactic annotation method. We envision that this benchmark dataset will stimulate the development of systems for enhancing knowledge graphs from novel data sources [47]. A first step in this direction is the inclusion of this dataset in the SemTab challenge for table-to-KG matching [13]. The results on this dataset already reveal open challenges for this task, as many systems rely on matching column cell values to KG entities. This typically does not work for tables from **GitTables**, as reflected by the low scores across systems (4 systems for DBpedia, and 3 for Schema.org), shown in Figure 6a. The average precision on the Schema.org annotations is slightly higher due to pattern matching methods that detected few structural types well. Overall, our benchmark dataset poses new challenges for systems to match tables from sources beyond the Web to KGs.

Beyond table-to-KG matching, **GitTables** provides the basis for benchmarking data management tasks like data search. Evaluating systems on their search performance with **GitTables** is critical for understanding if they generalize to e.g. enterprise databases. To illustrate the relevance of **GitTables** for benchmarking this task, we implement a search procedure similar to Algorithm 1 but instead embed entire table schemas and compare them with embedded search queries in natural language. Figure 6b shows a typical database table with product order data which is retrieved for the query “*status and sales amount per product*”. To develop this benchmark dataset further, one could collect a set of tables and queries and rank the most relevant tables for each query.

6 CONCLUSION

Relational databases are the bread and butter of enterprise applications. In this paper we introduce **GitTables**, a corpus of 1M relational tables complementing existing Web table corpora available to researchers. We extract tables from CSV files in open-source repositories on GitHub, curate the corpus for quality control, and enhance tables with semantic column type annotations from DBpedia and Schema.org. We analyse the corpus statistics, table contents, and annotation quality, which illustrate the complementary value of **GitTables** with respect to existing table corpora. We show that **GitTables** can be leveraged for 1) learned models for semantic column type detection with complementary coverage compared to existing corpora, 2) accurately suggesting schema completions in typical database contexts, and 3) developing challenging benchmarks for data management tasks. In future work, we are keen on exploring the broader utility of GitTables, which stretches beyond these use cases to a wide range of data management tasks.
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