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Abstract

The superior performance of ensemble methods with infinite models are well known. Most of these methods are based on optimization problems in infinite-dimensional spaces with some regularization, for instance, boosting methods and convex neural networks use $L^1$-regularization with the non-negative constraint. However, due to the difficulty of handling $L^1$-regularization, these problems require early stopping or a rough approximation to solve it inexactly. In this paper, we propose a new ensemble learning method that performs in a space of probability measures, that is, our method can handle the $L^1$-constraint and the non-negative constraint in a rigorous way. Such an optimization is realized by proposing a general purpose stochastic optimization method for learning probability measures via parameterization using transport maps on base models. As a result of running the method, a transport map to output an infinite ensemble is obtained, which forms a residual-type network. From the perspective of functional gradient methods, we give a convergence rate as fast as that of a stochastic optimization method for finite dimensional nonconvex problems. Moreover, we show an interior optimality property of a local optimality condition used in our analysis.

1 Introduction

The goal of the binary classification problem is to find a measurable function, called a classifier, from the feature space to the range $[-1, 1]$, which is required to minimize the expected classification error. The ensemble, including boosting and bagging, is one method used to solve this problem, by constructing a complex classifier by combining base classifiers. It is well-known empirically that such a classifier attains good generalization performance in experiments and applications [3, 12, 51].
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Several studies explain the generalization ability of ensembles. The first important result was presented by [48], where the margin theory for convex combinations of classifiers was introduced in the context of boosting, which provides a bound on the expected classification error by the empirical distribution of the margin. The slightly tighter generalization bound was shown in [24], by using the complexities of the function class such as the covering numbers and Rademacher complexity. Moreover, in the same paper, it was shown that the generalization bound can be further improved under suitable conditions.

These analyses imply that the ensemble that minimizes the empirical margin distribution or the empirical risk function for a sufficiently large dataset has a good generalization ability. Such a classifier is usually obtained via an optimization method for the empirical risk minimization problem, e.g., AdaBoost [16], LogitBoost [18], Arc-gv [6], AdaBoost∗ [41], α-Boost [17], and AnyBoost [33]. These methods are based on the strategy of coordinate descent methods; a base classifier is chosen and its weight is decided in some way such as the line search in each iteration. This iteration is performed in the space of linear combinations of base classifiers, although the generalization bounds are only provided for convex combinations. Therefore, these methods need a regularization technique to prevent the rapid growth of its $L^1$-norm, such as early stopping with small learning rates [44, 47].

Although a complex and powerful classifier is required to achieve high classification accuracy for difficult tasks, the early stopping sometimes interrupts obtaining such a classifier. In this paper, we propose a new ensemble learning method, called Stochastic Particle Gradient Descent (SPGD), based on a completely different strategy from those of the existing methods. The SPGD performs in a space of probability measures on a set of continuously parameterized base classifiers and constructs an ensemble by the expectation with respect to the obtained probability measure. In other words, our ideal method potentially handles ensembles of an infinite number of base classifiers and we can derive a practical variant of the method by approximating it with finite particles for any desired smoothness. This is in opposition to the strategy of existing methods that successively increase the number of basis to be combined. This difference produces some advantages, that is, there is no need to impose penalization in the method, and we are free from both handling the penalization term and adjusting early stopping timing; moreover, our method can find a complex ensemble quickly.

We call such classifiers, combined by probability measures, the infinite ensemble. Since the existing generalization bounds are provided for finite or countable combinations, we first extend these results to infinite ensembles and provide almost the same bounds. Generalization bounds are composed of the empirical margin distribution and the complexity terms. Clearly, infinite ensembles have greater ability to reduce the former term compared to that obtained by traditional ensemble methods, and hence our method can lead to a more powerful classifier.

Moreover, we present the convergence analyses of the SPGD method whose update is realized by pushing-forward a probability measure by transport maps on the space of base classifiers. Since this update can be regarded as an extension of stochastic gradient descent (SGD) in a finite-dimensional space, we can explore the properties of our method by analogy with SGD. To make it rigorous, we provide several theoretical tools. Especially, a counter-
part of Taylor’s formula allows us to derive a local optimality condition of problems and to construct convergence analyses of the method. Indeed, using this formula, we present a convergence rate of the method as fast as that of a stochastic optimization method for finite dimensional nonconvex problems. Moreover, we show the interior optimality property where a probability measure \( \mu^* \) that possesses a continuous density function and satisfies a local optimality condition is optimal in the support of itself under appropriate assumptions on the support. This property is inherent in problems with respect to a probability measure and its proof mainly relies on partial differential equation theory.

Furthermore, we provide two practical variants of SPGD method. One is a natural approximation of a transport map in SPGD using finite particles, and we note this approximation forms a residual-type network [20]. The other is a more practical variant without resampling of particles, and we show this variant can be regarded as well-initialized SGD for the non-weighted voting classification problem, that is, we can say it is an extension of the vanilla SGD to the method for optimizing a general probability measure.

**Contributions**

- We derive the generalization bounds on the infinite ensemble by extending existence results and we propose a stochastic optimization method for learning a probability measure. Since our method performs in the space of probability measures, it directly minimizes the loss function to obtain an infinite ensemble without the early stopping.

- We present a local optimality condition and its properties, especially the interior optimality property is important and inherent in the problem of learning probability measures. This property guarantees the optimality of the obtained probability measure in its support under some conditions.

- We reveal the relation between our method and the vanilla SGD in the finite-dimensional space and we provide the convergence analysis by using the traditional optimization theory. Moreover, we present several aspects of the method that lead to deeper understanding of the method, specifically connections with discretization of the gradient flow in a space of probability measures and the functional gradient method in the \( L^2 \)-space.

**Related Work**

Ensemble learning with infinite models have been received a lot of attention due to their superior performance and many optimization methods have been exploited. Representative methods are boosting methods [48], convex (continuous) neural networks [5, 26, 43], and Bayesian neural networks [31, 32, 35]. Kernel methods using shift-invariant kernels [39] also combine a basis, although a base probability measure to sample base functions is pre-determined. Most of these methods are based on optimization problems in infinite-dimensional spaces with some regularization, for instance, boosting methods and convex...
neural networks use the $L^1$-regularization with the non-negative constraint, that is, combinations by probability measures, and kernel methods with shift-invariant kernels use RKHS-norm regularization which is written by the $L^2$-regularization using an associated probability measure like infinite-layer networks [29]. $L^2$-regularized problems in kernel methods can be efficiently solved by the functional gradient descent [22, 10, 53, 13] or methods using explicit random features [39, 29]. Note that the random kitchen sinks [40] adopt the $L^\infty$-constraint rather than the $L^2$-regularization. As for the $L^1$-regularization, combining its good generalization performance [24, 23, 2] with the fact that the $L^1$-ball always includes the $L^2$ ($L^\infty$)-ball, superior classification performance is expected in many cases. However, solving $L^1$-regularized problems are more challenging than $L^2$ ($L^\infty$)-regularized problems because handling $L^1$-regularization is difficult from the optimization perspective and so these problems usually require early stopping or some approximation to solve it inexact as pointed out above, though our method can handle these constraints naturally.

From the perspective of optimizing the probability measure, gradient-based Bayesian inference methods [52, 9, 28] are related to ours. Especially, stochastic variational gradient descent (SVGD) proposed in [28] is most related to our work, which has a similar flavor to our method. Convergence analysis and gradient flow perspective were given in [27] and further analysis was provided in [7]. However, while SVGD is a method specialized to minimize the Kullback–Leibler-divergence based on Stein’s identity technique, our method does not require special structure of a loss function; hence, our method can be applied to a wider class of problems and theoretical results hold in the more general setting, though we focus our study only on the ensemble learning. We would like to remark an interesting point of our method compared to the normalizing flow [42] that approximates Bayes posterior through deep neural networks. In our method, a transport map is obtained by stacking residual-type layers [20] iteratively, hence a residual network to output an infinite ensemble is built naturally.

## 2 Infinite Ensembles and Generalization Bounds

In this section, we extend the well-known generalization bounds obtained in [24] to infinite ensembles. We first precisely define this classifier. Let us denote the Borel measurable feature space and the label set by $\mathcal{X} \subset \mathbb{R}^n$ and $\mathcal{Y} = \{-1, 1\}$, respectively. Let $\Theta \subset \mathbb{R}^d$ be a Borel set and $\mathcal{H} = \{h_\theta : \mathcal{X} \to [-1, 1]; \text{Borel measurable} \ | \ \theta \in \Theta\}$ be a subset of base binary classifiers that is parameterized by $\theta \in \Theta$. We sometimes use the notation $h(\theta, x)$ to denote $h_\theta(x)$ when it is regarded as a function with respect to $\theta$ and $x$. We assume that $h(\theta, x)$ is Borel measurable on $\Theta \times \mathcal{X}$ and continuous with respect to $x \in \mathcal{X}$.

**Example 1** (Linear Classifier). For $\theta \in \Theta$, we define the linear classifier as follows:

$$h_\theta(x) = \tanh(\theta^\top x),$$

which separates the feature space $\mathcal{X}$ linearly using a hyperplane with normal vector $\theta$. 


Example 2 (Neural Network). Let \( \{l_s\}_{s=0}^{L} \) be the sizes of layers, where \( l_0 = n, \ l_L = 1 \). We set \( d = \sum_{s=0}^{L-1} l_s l_{s+1} \) and \( \Theta = \prod_{s=0}^{L-1} \Theta_s \), where \( \Theta_s \subset \mathbb{R}^{l_s l_{s+1}} \). For \( \theta = \{\theta_s\}_{s=0}^{L-1} \in \Theta \), we define the classifier, that is, an \( L \)-layer neural network:

\[
h_{\theta}(x) = \tanh(\theta_L^T \sigma(\theta_{L-1}^T \sigma(\cdots \sigma(\theta_1^T x) \cdots))),
\]

where \( \sigma \) is a continuous activation function.

Let us denote the set of all Borel probability measures on \( \Theta \) by \( \mathcal{P} \). For \( \mu \in \mathcal{P} \), we define the infinite ensemble \( h_{\mu} : X \to [-1,1] \) as follows: for \( x \in X \),

\[
h_{\mu}(x) \overset{\text{def}}{=} \mathbb{E}_\mu[h(\theta, x)],
\]

where \( \mathbb{E}_\mu \) is the expectation with respect to \( \mu \), and predict the label of \( x \) by \( \text{sign}(h_{\mu}(x)) \). Let \( \mathcal{G} \) be the set of all infinite ensembles: \( \mathcal{G} = \{h_{\mu} : \mu \in \mathcal{P}\} \). We denote the true underlying Borel probability measure on \( X \times Y \) by \( \mathbb{P}_D \). The goal of the classification problem under our setting is to find an infinite ensemble \( h_{\mu} \in \mathcal{G} \) providing a small expected classification error:

\[
\mathbb{P}_D[Y h_{\mu}(X) \leq 0],
\]

where \( X \) and \( Y \) denote random variables taking values in \( X \) and \( Y \), respectively.

2.1 Generalization Bounds

To derive the generalization bound, we make an assumption on the growth of the covering numbers of \( \mathcal{G} \) as in [24, 25]. Let \( m \) denote any discrete probability measure on \( X \) and \( \|\cdot\|_{L^2(m)} \) denote the \( L^2 \)-norm with respect to \( m \). For a set of bounded functions \( \mathcal{J} \), let \( N_m(\epsilon, \mathcal{J}) \) be the (external) covering numbers, that is, the minimal number of \( \|\cdot\|_{L^2(m)} \)-open balls of radius \( \epsilon > 0 \) needed to cover \( \mathcal{J} \). The centers of these balls need not belong to \( \mathcal{J} \). Let us make the following common assumption.

**Assumption 1** (Growth of the covering numbers). There is a constant \( C > 1 \) and \( V > 0 \) such that for all \( \epsilon \in (0,1) \),

\[
\sup_m N_m(\epsilon, \mathcal{H}) \leq C \epsilon^{-V}.
\]

Under the above assumption, we can derive the counterpart of the margin bound in [24]. For a finite training dataset \( S \), let \( \mathbb{P}_S \) denote an empirical measure defined by \( S \) and \( \mathbb{E}_S \) denote the expectation with respect to \( \mathbb{P}_S \).

**Theorem 1** (Margin bound). Suppose Assumption 1 holds. Let \( N \in \mathbb{N} \) be the number of data. There exists a constant \( K > 0 \) depending only on \( C \) such that for all \( \delta \in (0,1) \) with probability at least \( 1 - \delta \) over the random choice of \( S \) for all \( h_{\mu} \in \mathcal{G} \) we have

\[
\mathbb{P}_D[Y h_{\mu}(X) \leq 0] \leq \sqrt{\frac{2 \log(1/\delta)}{N}} + \inf_{\rho \in (0,1]} \left( \mathbb{P}_S[Y h_{\mu}(X) \leq \rho] + \frac{K}{\rho} \sqrt{\frac{V}{N}} \right).
\]

Next, we further extend the improved generalization bound in [24] to the infinite ensemble as follows.
Theorem 2 (Improved margin bound). Suppose Assumption 1 holds and $X$ is compact. Let $N \in \mathbb{N}$ be the number of data. There exists a constant $K > 0$ such that for $\forall \delta \in (0, 1)$ with probability at least $1 - \delta$ over the random choice of $S$ for $\forall h_\mu \in G$ we have

$$
P_D[Yh_\mu(X) \leq 0] \leq \frac{K}{N} \log \left( \frac{1}{\delta} \right) + K \inf_{\rho \in (0,1)} \left( P_S[Yh_\mu(X) \leq \rho] + \rho \frac{V}{N} \frac{(Y+1)}{(V+1)} \right).$$

Theorem 1 and 2 state that the infinite ensembles providing the small empirical margin distribution for a sufficiently large dataset yields a good expected classification error. This minimization is done via minimizing the empirical risk defined by the convex surrogate loss function such as the exponential loss. We present the theoretical justifications for this procedure by using the smooth margin [45]. For $\alpha$ and $\mu \in \mathcal{P}$, we define it as follows:

$$
\psi_\alpha(\mu) = -\alpha \log \frac{1}{N} \sum_{j=1}^{N} \exp\left( -\frac{y_j h_\mu(x_j)}{\alpha} \right).
$$

The following proposition states that the smooth margin is a good proxy for the margin distribution and justifies minimizing the exponential loss function.

Theorem 3. We assume $\psi_\alpha(\mu) > 0$ for $\alpha > 0$ and $\mu \in \mathcal{P}$. Then it follows that for $0 < \forall \rho < \psi_\alpha(\mu)$,

$$
E_S[1[Yh_\mu(X) \leq \rho]] \leq \exp\left( \frac{(1 - \psi_\alpha(\mu))/\alpha}{\exp\left( (1 - \rho)/\alpha \right) - 1} \right). \tag{1}
$$

These observations indicate that an optimization method that can handle infinite ensembles leads to superior generalization performance because its powerful representation ability significantly reduces the empirical margin distribution via the empirical risk minimization compared to base classifiers in $\mathcal{H}$.

3 Optimization Problem

In this section, we describe the problem for the infinite ensemble learning and reveal its properties. Let $l : \mathbb{R} \to \mathbb{R}$ be a loss function such as the exponential loss. Let us consider solving the following problem:

$$
\min_{\mu \in \mathcal{P}} \mathcal{L}_S(\mu) \overset{\text{def}}{=} \frac{1}{N} \sum_{j=1}^{N} l\left(-y_j h_\mu(x_j)\right). \tag{2}
$$

One way to make this infinite dimensional optimization problem computationally tractable is to parameterize its subspace locally by a space of actions, which may also be infinite-dimensional manifold. Basically, our proposed method sequentially updates a Borel probability measure on $\Theta$ based on the theory of transportation. That is, the current probability measure $\mu_k$ is updated through pushing-forward by a transport map having the form $id + \xi_k$ toward a direction reducing the objective function $\mathcal{L}_S$. Repeating this procedure, we finally
obtain a composite transport map \( \phi_T = (id + \xi_{T-1}) \circ \cdots \circ (id + \xi_0) \) from an initial probability measure \( \mu_0 \) and the corresponding probability measure \( \mu_T \) is obtained by pushing-forward \( \mu_0 \) by \( \phi_T \). In practice, the final probability measure \( \mu_T \) is approximated by samples obtained through \( \phi_T \) as \( \phi_T(\theta_i) \sim \mu_T \) where \( \theta_i \sim \mu_0 \) and this approximation makes the method feasible. The resulting problem is how to choose \( \xi_k \) to optimize (2) and an answer to this question is by using the functional gradient. To explain our proposed method correctly and to describe the optimization domain with its properties, the following notions are needed.

- The transport map is used to describe the proposed method and the optimization domain.
- The integral probability metric is used to derive the (local) optimality condition of the problem and topological properties of the optimization domain.

### 3.1 Optimization Domain and Topological Property

We set \( \Theta = \mathbb{R}^d \). Let \( \mu \) denote any Borel probability measure on \( \Theta \) with finite second moment \( \mathbb{E}_\mu[\|\theta\|^2] < +\infty \) and \( \mathcal{P}_2 \) denote the set of such probability measures. We denote by \( L^2(\mu) \) the space of \( L^2(\mu) \)-integrable maps from \( \text{supp}(\mu) \subset \Theta \) into \( \Theta \), equipped with \( \langle \cdot, \cdot \rangle_{L^2(\mu)} \)-inner product:

\[
\langle \xi, \zeta \rangle_{L^2(\mu)} = \mathbb{E}_\mu[\xi(\theta)^\top \zeta(\theta)].
\]

In general, for a probability measure \( \mu \), the push-forward measure \( \phi#^\mu \) by a map \( \phi \in L^2(\mu) \) is defined as follows: for a Borel measurable set \( A \subset \Theta \),

\[
\phi#^\mu(A) \overset{\text{def}}{=} \mu(\phi^{-1}(A)).
\]

For a probability measure \( \mu_q \) having a continuous density function \( q \), i.e., \( d\mu_q = q(\theta)d\theta \), the push-forward measure is described as follows: by the change of variables formula

\[
d\phi#^{\mu_q}(\theta) = q(\phi^{-1}(\theta))|\det \nabla \phi(\theta)^{-1}|d\theta.
\]

When we use maps in \( L^2(\mu) \) to push-forward probability measures, we call these as transport maps. We can clearly see \( \phi#^\mu \) is also contained in \( \mathcal{P}_2 \) when \( \mu \in \mathcal{P}_2 \) and see \( id \) is contained in \( L^2(\mu) \) for arbitrary \( \mu \in \mathcal{P}_2 \). Let us consider approximately solving the problem (2) on \( \mathcal{P}_2 \) by updating transport maps iteratively. To discuss the local behavior of the problem, we must specify the topology of \( \mathcal{P} \); hence, we need to introduce more notions.

**Integral Probability Metric on \( \mathcal{P} \)**

We introduce a kind of integral probability metrics \cite{34} on \( \mathcal{P} \). For a positive constant \( C > 0 \), let \( f \) be a function on \( \Theta \) such that it is uniformly bounded \( |f(\theta)| \leq C \) and \( f(\theta) \) is \( C \)-Lipschitz continuous on \( \Theta \) with respect to the Euclidean norm. We denote by \( \mathcal{F}_C \) the set of such functions and the subscript will be omitted for simplicity. This set of functions is
used for defining the norm \( \| \cdot \|_F \) on the space of linear functionals on \( F \), which includes \( P \).

Specifically, \( \| \mu \|_F = \sup_{f \in F} |\mu(f)| \) for a finite signed measure \( \mu \) on \( \Theta \), where we denote the integral of a function \( f \) with respect to \( \mu \in P \) by \( \mu(f) \). Thus, \( P \) is a metric space with respect to the uniform distance \( d_F(\mu, \nu) = \| \mu - \nu \|_F \) for \( \mu, \nu \in P \). The convergence \( d_F(\mu_t, \mu) \to 0 \) is none other than the uniform convergence of integrals \( \mu_t(f) \to \mu(f) \) on \( F \). Note that this norm defines the same topology as the Dudley metric \([14]\).

To investigate the local behavior of \( \mathcal{L}_S(\mu) \), we need to clarify the continuity of several quantities depending on \( \mu \in P \) and \( h(\cdot, x) \). Especially, \( -l'(\cdot yh(\cdot))y\nabla_\theta h(\cdot, x) \) is really important because it is used to describe an optimality condition and performs as the stochastic gradient in the function space. For simplicity, we use the notation

\[
s_{\mu}(\theta, x, y) = -l'(\cdot yh(\cdot))y\nabla_\theta h(\cdot, x) \tag{4}
\]

for this map. We now make the following assumption and provide the continuity proposition.

**Assumption 2 (Continuity).** The set \( \{ h(\cdot, x) \mid x \in \mathcal{X} \} \) and \( \{ \| E_S[s_{\mu}(\cdot, x, y)] \|_2 \mid \mu \in P \} \) are included in the set \( F_C \).

**Proposition 1.** Suppose Assumption 2 holds. Then, \( h_{\mu}(x), \mathcal{L}_S(\mu), \) and \( \| E_S[s_{\mu}(\theta, x, y)] \|_{L^2(\mu)} \) are continuous as a function of \( \mu \) on \( P \) with respect to \( \| \cdot \|_F \).

The next proposition supports the validity of this assumption for Example 1 of the linear classifier.

**Proposition 2.** Let the loss function \( l \) be a \( C^1 \)-class function. If \( h(\cdot, x) \) is two times continuously differentiable and \( h(\cdot, x), \nabla_\theta h(\cdot, x) \) are Lipschitz continuous with respect to \( \theta \) with the same constant for all \( x \in \mathcal{X} \), then for sufficiently large \( C > 0 \), Assumption 2 is satisfied.

### 3.2 Local Optimality Condition

In this subsection, we establish local optimality conditions for the approximated problem of \([2]\) over \( P_2 \). To achieve this goal, we need not only the continuity propositions, but also the counterpart of Taylor’s formula in the Euclidean space, giving the intuition to construct and analyze an optimization method for solving the problem. Thus, we show such a proposition under the following assumption.

**Assumption 3 (Smoothness and boundedness).** Let \( l \) be a \( C^2 \)-function and let \( h \) be a \( C^2 \)-function with respect to \( \theta \). Moreover, we assume \( \nabla_\theta h(\theta, x), \nabla_\theta^2 h(\theta, x) \), and the eigenvalues of the latter matrix are uniformly bounded on \( \Theta \times \mathcal{X} \).

Note that this assumption also holds for Example 1 of the linear classifier under the compactness of \( \mathcal{X} \) as in the case of Assumption 2. The following is the counterpart of Taylor’s formula.
Theorem 4 (Necessary local optimality condition). Suppose Assumption 3 holds. Let \( \mu_* \in \overline{\mathcal{P}}_2 \) be the local minimum of \( L_S(\mu) \) with respect to \( d_\mathcal{F} \). Then we have
\[
\| \mathbb{E}_S[s_{\mu_*}(\theta, x, y)] \|_{L^2(\mu_*)} = 0. \tag{6}
\]

Theorem 5 (Sufficient local optimality condition). Suppose Assumption 3 holds and \( l \) is convex. For \( \mu_* \in \overline{\mathcal{P}}_2 \), let us assume that the condition (6) holds and assume the existence of \( \alpha > 0, \gamma > 0 \) satisfying \( H_{\mu_*}(\xi) \geq \alpha \| \xi \|^2_{L^2(\mu_*)}/2 \) for \( \| \xi \|^2_{L^\infty(\mu_*)} \leq \gamma \). Then, \( \xi = 0 \) is a local minimum of \( L_S((id + \xi)_\sharp \mu_* ) \) on \( L^\infty(\mu_*) \).

3.3 Interior Optimality Property

When the loss function \( l \) is convex, the optimization problem (2) is also convex with respect to \( \mu \in \mathcal{P} \) in terms of affine geometry, and hence the following holds: for a signed Borel measure \( \forall \tau \) such that \( \int d\tau(\theta) = 0, \)
\[
L_S(\mu) + \int \nabla_\mu L_S(\mu)(\theta) d\tau(\theta) \leq L_S(\mu + \tau),
\]
where $\nabla_{\mu}L_S(\mu)$ is Fréchet derivative with respect to $\mu$: $\nabla_{\mu}L_S(\mu) = \mathbb{E}_g[-l^*(\mu, y)|\frac{d}{d\theta}l^*(\mu, y)]$. Thus, the equation, $\int \nabla_{\mu}L_S(\mu)(\theta)d\tau(\theta) = 0$ (for $\forall \tau$ s.t. $\int d\tau(\theta) = 0$), is the global optimality condition. In general, this condition and the local optimality condition (6) are different. Indeed, when we use a Dirac measure as the initial probability measure, obtained measures by our method are also Dirac and there may exist some local minima as finite-dimensional optimization problems but the global optimality condition is not satisfied. However, we can express the interior optimality property of local optimum by using the global optimality condition.

**Theorem 6.** Suppose that $h$ is a $C^1$-function with respect to $\theta$ and the loss function $l$ is a $C^1$-convex function. Let $\mu_* \in \mathcal{P}$ be a probability measure having a continuous density function. If $\text{supp}(\mu_*)$ is a compact $C^\infty$-manifold with boundary and $\mu_*$ satisfies the local optimality condition (6), then there is neither measure $\mu$ having a continuous density such that $\text{supp}(\mu) \subset \text{supp}(\mu_*)$ and $L_S(\mu) < L_S(\mu_*)$ nor $\mu$ not having a continuous density such that $\text{supp}(\mu)$ is contained in the interior of $\text{supp}(\mu_*)$ and $L_S(\mu) < L_S(\mu_*)$.

This theorem states that the optimization proceeds as long as there exists a better probability measure in support of current measure $\mu$ satisfying the same assumptions on $\mu_*$ in Theorem 6 except for condition (6).

So far, we have discussed the local optimality conditions and we have confirmed that $\|\mathbb{E}_S[s_\mu(\theta, x, y)]\|_{L^2(\mu)}$ for $\mu \in \mathcal{P}_2$ can be regarded as the local optimality quantity for the problem due to its continuity and the above theorems. Therefore, the goal of an optimization method for the problems is to output a sequence $\{\mu_t\}_{t=1}^\infty \subset \mathcal{P}_2$ such that $\|\mathbb{E}_S[s_\mu(\theta, x, y)]\|_{L^2(\mu_t)}$ converges to zero.

The following proposition ensures the existence of an accumulation point of such a sequence satisfying the local optimality condition under the tightness assumption on generated probability measures.

**Proposition 5.** We assume a sequence $\{\mu_t\}_{t=1}^\infty$ in $\mathcal{P}$ is tight, that is, for arbitrary $\epsilon > 0$, there exists a compact subset $A \subset \Theta$ such that $\mu_t(A) \geq 1 - \epsilon$ for $\forall t \in \mathbb{N}$. Then, this sequence has a convergent subsequence with respect to $\|\cdot\|_{\mathcal{P}}$.

Therefore, by taking a subsequence if necessary, we can obtain a sequence $\{\mu_t\}_{t=1}^\infty$ to converge to a local minimum $\mu_* \in \mathcal{P}$ by an appropriate method. Note that this convergence implies the uniform convergence $\mu_t(h(\cdot, x)) \rightarrow \mu_*(h(\cdot, x))$ for all $x \in \mathcal{X}$ under Assumption 2.

### 4 Stochastic Particle Gradient Descent

In this section, we introduce a stochastic optimization method for solving problem (2) on $\mathcal{P}_2$ and present its convergence analysis. We first present an overview of our method again. Let $\mu_0 \in \mathcal{P}_2$ be an initial probability measure and suppose a current probability measure $\mu$ is obtained by pushing-forward $\mu_0$ by $\phi \in L^2(\mu_0)$. Then, $\phi$ and $\mu$ are updated along $\xi \in L^2(\mu)$ as $\phi^+ \leftarrow (id + \xi) \circ \phi$ and $\mu^+ \leftarrow (id + \xi) \sharp \mu$. The resulting problem is how to
obtain $\xi$ to locally minimize the objective function $\mathcal{L}_S((id + \xi)\sharp\mu)$ on $L^2(\mu)$. We can find that by Taylor’s formula (5), this objective is Fréchet differentiable with respect to $\xi \in L^2(\mu)$ and its differential is represented by $\mathbb{E}_S[s_\mu(\cdot, x, y)]$ via the $L^2(\mu)$-inner product. Thus, this differential performs in function space with this inner-product like the usual gradient in a finite-dimensional space and it is expected to reduce the objective value. We next provide a more detailed description below.

Let us denote by $B_r(\mu)$ the $r$-neighborhood of the origin in $L^2(\mu)$; $B_r(\mu) \overset{\text{def}}{=} \{\xi \in L^2(\mu) \mid \|\xi\|_{L^2(\mu)} < r\}$. Since the higher-order term $H_\mu(\xi) + o(\|\xi\|^2_{L^2(\mu)})$ in (5) is $O(\|\xi\|^2_{L^2(\mu)})$, it can be locally upper bounded by the quadratic form at $\xi = 0$. Thus, we can assume that there exists a positive-definite smooth $(d, d)$-matrix $A_\mu(\theta)$ such that for all $\xi \in B_r(\mu)$,

$$\frac{1}{2}H_\mu(\xi) + o(\|\xi\|^2_{L^2(\mu)}) \leq \frac{1}{2}\mathbb{E}_\mu\|\xi\|^2_{A_\mu(\theta)}.$$  (7)

Note that we can choose scalar matrix $cI_d$ as $A_\mu$ with $c > 0$ that does not depend on $\mu$ under Assumption 3. By Proposition 3 the following quadratic function with respect to $\xi$ is a local upper bound on $\mathcal{L}_S((id + \xi)\sharp\mu)$ at $\mu \in \mathcal{P}_2$:

$$\mathcal{L}_S(\mu) + \mathbb{E}_\mu[\mathbb{E}_S[s_\mu(\theta, x, y)]^\top\xi(\theta)] + \frac{1}{2}\mathbb{E}_\mu\|\xi\|^2_{A_\mu(\theta)}.$$  (8)

Thus, minimizing (8) as a surrogate function, we can obtain $\xi \in L^2(\mu)$ to reduce the objective $\mathcal{L}_S$ and we can make an update $\mu^+ \leftarrow (id + \xi)\sharp\mu$ and an update $\phi^+ \leftarrow (id + \xi)\circ\phi$ for the corresponding transport map from the initial probability measure. Practically, such a solution $\xi$ is obtained by minimizing the following stochastic approximation to (8): for randomly chosen $(x', y')$ from $S$,

$$\min_{\xi \in B_r(\mu)} \mathbb{E}_\mu[s_\mu(\theta, x', y')^\top\xi(\theta)] + \frac{1}{2}\mathbb{E}_\mu\|\xi\|^2_{A_\mu(\theta)}.$$  (9)

Note that under Assumption 3 and uniformly boundedness assumption on $A_\mu$, a positive constant $\eta_0$ exists such that for $\forall \mu \in \mathcal{P}$ and $\forall (x', y') \in \mathcal{X} \times \mathcal{Y}$,

$$\eta_0\|A_\mu(\theta)^{-1}s_\mu(\theta, x', y')\|_{L^2(\mu)} < r.$$  

Thus, we can choose the step $-\eta A_\mu(\theta)^{-1}s_\mu(\theta, x', y')$ $(0 < \eta < \eta_0)$ as an approximated solution to (9) and Lemma 1 shows the reduction of the objective function by using this step. Moreover, if $\eta_0$ is sufficiently small, we can find this step produces a diffeomorphism (see Appendix), which preserves good properties of the initial probability measure such as the manifold structure, and it may lead to good exploration of the proposed method by an intuition from Theorem 6.

**Lemma 1 (Descent Lemma).** Suppose Assumption 3 holds and suppose $O \prec \lambda_A I_d \preceq A_\mu(\theta) \preceq \Lambda_A I_d$. We set $\zeta(\theta) = -A_\mu(\theta)^{-1}s_\mu(\theta, x', y')$. Then, there exist $G > 0$ and $\eta_0 > 0$, depending on the smoothness, the boundedness of $l$, $h$, $A_\mu$, and the radius $r$, such that for $0 < \eta < \eta_0$, $\eta \zeta$ is contained in $B_r(\mu)$ and it leads to a reduction:

$$\mathbb{E}_S[\mathcal{L}_S((id - \eta \zeta)\sharp\mu)] \leq \mathcal{L}_S(\mu) - \frac{\eta}{\Lambda_A}\|\mathbb{E}_S[s_\mu(\theta, x, y)]\|^2_{L^2(\mu)} + \eta^2 G.$$
This lemma means that for sufficiently small learning rates \( \eta > 0 \), the iterate \( \mu_+ \leftarrow (id + \eta \xi) \mu \) strictly reduces the objective function \( L_S \) in the expectation when \( \mu \) does not satisfy the local optimality condition (6). Here, we propose an algorithm called SPGD in Algorithm 1 to solve problem (2) based on the above analyses. Note that Algorithm 1 is the ideal one, and hence a practical variant will be described later.

Algorithm 1 SPGD

**Input:** dataset \( S \), initial distribution \( \mu_0 \), the maximum number of iterations \( T \), learning rates \( \{\eta_k\}_{k=0}^{T-1} \)

\( \phi_0 \leftarrow id \)

for \( k = 0 \) to \( T - 1 \) do

   Randomly choose a sample \((x', y')\) from \( S \)

   \( \phi_{k+1} \leftarrow (id - \eta_k s_{\mu_k}(\cdot, x', y')) \circ \phi_k \)

   \( \mu_{k+1} \leftarrow (id - \eta_k s_{\mu_k}(\cdot, x', y')) \sharp \mu_k \)

end for

Return \( \phi_T \)

Depending on the choice of \( A_\mu \), we can derive several specific algorithms as in the traditional (stochastic) optimization literature, e.g. steepest descent method, natural gradient method, and quasi-Newton method. Thus, Algorithm 1 can be regarded as the simplest form, where \( A_\mu = cI_d \) (\( c > 0 \)), of SPGD. We can obtain the convergence theorem for Algorithm 1 by the inequality of Lemma 1.

**Theorem 7 (Convergence Theorem).** Let us make the same assumptions as in Lemma 1. For \( \epsilon > 0 \), let \( \eta > 0 \) be a constant satisfying \( \eta \leq \min\{\eta_0, \frac{\epsilon}{2G}\} \). Then an \( \epsilon \)-accurate solution in the expectation, i.e., \( \mathbb{E}\mathbb{E}_{S}[s_{\mu_k}(\theta, x, y)] \leq \epsilon \), where the outer expectation is taken with respect to the history of sample data used in learning, can be obtained at the most

\[
\frac{2(L_S(\mu_0) - \inf_{\mu \in Q} L_S(\mu))}{\epsilon \eta}
\]

iterations of Algorithm 1 with learning rate \( \eta_k = \eta \).

Running Algorithm 1 we obtain the transport map \( \phi_T \). If we choose a tractable distribution as the initial distribution \( \mu_0 \), we can obtain i.i.d. particles \{\( \theta^0_i \)\}_{i=1}^M from \( \mu_0 \). By the construction of \( \phi_k \), we find that \{\( \phi_k(\theta^0_i) \)\}_{i=1}^M are regarded as i.i.d. particles from the distribution \( \mu_k = \phi_k \sharp \mu_0 \). However, note that Algorithm 1 is impractical because we cannot compute exact value of \( h_{\mu_k}(x') \) required to get \( s_{\mu_k}(\cdot, x', y') \). Thus, we estimate it using sample average

\( h_k \sim \frac{1}{M} \sum_{i=1}^M h_{\theta^0_i} \) where \( \theta^0_i = \phi_k(\theta^0_i) \).

The overall procedure is summarized in Algorithm 2. Because of the form of \( id + \eta \xi (-y' h_k) y' \nabla_x h(x', x') \), we notice that Algorithm 2 iteratively stacks residual-type layers [20] and so a residual network to output an infinite ensemble is built naturally. We can also derive more practical variant Algorithm 3 without resampling in Algorithm 2 that is, using the same seeds \{\( \theta^0_i \)\}_{i=1}^M over all iterations.
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Algorithm 2 SPGD - building residual network -

**Input:** dataset $S$, initial distribution $\mu_0$, the maximum number of iterations $T$, the number of particles $M$, learning rates $\{\eta_k\}_{k=0}^{T-1}$

$\phi_0 \leftarrow \text{id}$

for $k = 0$ to $T - 1$

- Independently draw particles $\{\theta_0^k\}_{i=1}^M$ from $\mu_0$
- Randomly choose a sample $(x', y')$ from $S$
- $h_k \leftarrow \frac{1}{M} \sum_{i=1}^M h_{\theta_k}(x')$
- $\phi_{k+1} \leftarrow (\text{id} + \eta_k l'(-y'h_k)y'\nabla_{\theta}h(\cdot, x')) \circ \phi_k$

end for

Return $\{\theta_T^k\}_{i=1}^M$

Algorithm 3 SPGD - practical variant -

**Input:** dataset $S$, initial distribution $\mu_0$, the maximum number of iterations $T$, the number of particles $M$, learning rates $\{\eta_k\}_{k=0}^{T-1}$

Independent draw particles $\{\theta_0^k\}_{i=1}^M$ from $\mu_0$

for $k = 0$ to $T - 1$

- Randomly choose a sample $(x', y')$ from $S$
- $h_k \leftarrow \frac{1}{M} \sum_{i=1}^M h_{\theta_k}(x')$
- $\{\theta_{k+1}^i\}_{i=1}^M \leftarrow \{\theta_k^i + \eta_k l'(-y'h_k)y'\nabla_{\theta}h(\theta_k^i, x')\}_{i=1}^M$

end for

Return $\{\theta_T^i\}_{i=1}^M$

We next describe a perspective of SPGD as an extension of vanilla SGD; moreover, the other perspectives are provided in the Appendix, which certainly leads to a deeper understanding of the method.

## 4.1 Extension of Vanilla Stochastic Gradient Descent

If we adopt the sum of Dirac measures as the initial distribution $\mu_0$, then Algorithm 1 and 3 become the same method by initializing particles $\{\theta_0^i\}_{i=1}^M$ to be the support of $\mu_0$. Moreover, we can see that the step of Algorithm 3 is the same as that of vanilla SGD for the nonweighted voting problem: $\min_{(\theta_i) \in \Theta} \mathbb{E}_S[l(-\frac{1}{M} \sum_{i=1}^M yh(\theta_i, x))].$ Specifically, we can say that the vanilla SGD for learning a base classifier is the method to optimize a Dirac measure and is none other than Algorithm 1 with a Dirac measure $\mu_0$. In other words, Algorithm 1 is an extension of the vanilla SGD to the method for optimizing a general probability measure.

From this viewpoint of Algorithm 3, we can introduce some existing techniques and extensions to our method. For instance, we can use accelerating techniques such as Nesterov’s momentum method [36], which is also used in our experiments to accelerate the convergence.

Moreover, we can extend Algorithm 3 to the multiclass classification problems. Let us consider the $c$-classes classification problem. We denote the binary vector for the class...
by \( y \), that is, for the \( i \)-th class, only the \( i \)-th element \( y_i \) is one and the other elements are zeros. The output of the classifier \( h \) is extended to the range \([0, 1]^c\), which represent the confidences of each class such as the softmax function. Then, the SGD for the problem \( \min_{\{\theta_i\} \in \Theta} \mathbb{E}_S[I\left(-\frac{1}{M} \sum_{i=1}^M y^\top h(\theta_i, x)\right)] \) is the extension of Algorithm 3 to the multiclass problem.

## 5 Numerical Experiments

### 5.1 Synthetic Data

We first present how our method behaves by using toy data: two-dimensional double circle data. We ran Algorithm 3 for Example 1 of a binary linear model with exponential loss; we solved the following:

\[
\min_{\theta_i \in \mathbb{R}^2, b_i \in \mathbb{R}} \mathbb{E}_S[I\left(-\frac{1}{M} \sum_{i=1}^M y^\top h(\theta_i, x)\right)] .
\]

The number of particles was set to be 20. The behavior of the method is shown in Figure 1. The upper-left part shows weights \( \theta \) of the initial particles and the upper-right part shows \( \theta \) of the final particles. The bottom row represents predicted labels by the initial particles (left) and the final particles (right). It can be seen that the data are well classified by the locations of the particles using this method.
5.2 Real Data

Next, we present the results of experiments on binary and multiclass classification tasks in a real dataset. We ran Algorithm 3 with momentum for logistic regression and three-layer perceptrons where we set the number of hidden units to be the same as the input dimension and we used sigmoid activation for the output of the hidden layer. For the last layer of multilayer perceptrons, we used softmax output with the exponential loss or the logarithmic loss function. The number of particles was set to be 10 or 30. Each element of initial particles was sampled from the normal distribution $\mu_0$ with zero mean and standard deviation of 0.01 to bias parameters and of 1 to weight parameters. To evaluate the performance of the SPGD, we also ran logistic regression and multilayer perceptron, whose structure is the same as used for SPGD.

We used the UCI datasets: breast-cancer, diabetes, german, and ionosphere for binary classification; glass, segment, vehicle, wine, and covtype for multiclass classification. We used the following experimental procedure as in [3]; we first divided each dataset into 10 folds. For each run $i \in \{1, \ldots, 10\}$, we used fold $i$ for validation, used fold $i + 1 \ (\text{mod} \ 10)$ for testing, and used the other folds for training. We performed each method on the training dataset with several hyper-parameter settings and we chose the best parameter on the validation dataset. Finally, we evaluated it on the testing dataset.

The mean classification accuracy and the standard deviation are presented in Table 1. Notations SPGD(LOGREG), SPGD(EXP), and SPGD(LOG) stand for SPGD for logistic regression, multilayer perceptrons with exponential loss, and with logarithmic loss function, respectively. Although SPGD did not improve logistic regression on some datasets, it showed overall improvements over base models on the other settings. Thus, we confirmed the effectiveness of our method.

![Figure 1: Toy example of the SPGD method (upper-left: weights of the initial particles; upper-right: weights of the final particles, bottom-left: predicted labels by the initial particles; bottom-right: predicted labels by the final particles).](image)

6 Conclusion

We introduced the infinite ensemble and derived the generalization error bound by extending the well-known results for the convex combination. We also explored an optimality condition
for the empirical risk minimization problem for the infinite ensemble learning. To solve this problem, we proposed a stochastic optimization method with the convergence analysis.
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Appendix

A Generalization Bounds

In this section, we give the proof of generalization bounds of majority vote classifiers.

Proof of Theorem 1. For a function class \( J \) and a dataset \( S = \{ x_i \}_{i=1}^N \), we denote empirical Rademacher complexity by \( \hat{R}_S(J) \) and denote Rademacher complexity by \( R_N(J) \); let \( \sigma = (\sigma_i)_{i=1}^N \) be i.i.d random variables taking \(-1\) or \(1\) with equal probability and let \( S \) be distributed according to \( D^N \),

\[
\hat{R}_S(J) = \mathbb{E}_\sigma \left[ \sup_{f \in J} \frac{1}{N} \sum_{i=1}^N \sigma_i f(x_i) \right], \quad R_N(J) = \mathbb{E}_{D^N} [R_S(J)].
\]

The following lemma indicates averaging operator by probability measure dose not increase Rademacher complexity, which is a counterpart of it for convex combinations [24].

Lemma A. The following inequality is valid for an arbitrary data set \( S \).

\[ \hat{R}_S(\mathcal{G}) = \hat{R}_S(\mathcal{H}). \]

Proof. The proof is concluded by

\[
\hat{R}_S(\mathcal{G}) = \mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{G}} \frac{1}{N} \sum_{i=1}^N \sigma_i f(x_i) \right] \\
= \mathbb{E}_\sigma \left[ \sup_{\mu \in \mathcal{P}} \frac{1}{N} \sum_{i=1}^N \sigma_i \mathbb{E}_\mu [h(\theta, x_i)] \right] \\
= \mathbb{E}_\sigma \left[ \sup_{\mu \in \mathcal{P}} \frac{1}{N} \mathbb{E}_\mu \left[ \sum_{i=1}^N \sigma_i h(\theta, x_i) \right] \right] \\
= \mathbb{E}_\sigma \left[ \sup_{\theta \in \Theta} \frac{1}{N} \sum_{i=1}^N \sigma_i h(\theta, x_i) \right] = \hat{R}_S(\mathcal{H}).
\]

Using this lemma, we can obtain the following theorem in the same manner as in [24].

Theorem A. Let \( N \in \mathbb{N} \) be the number of data. Then, for \( \forall \delta \in (0, 1) \) with probability at least \( 1 - \delta \) over the random choice of \( S \) for \( \forall h_\mu \in \mathcal{G} \) we have

\[
P_D[y h_\mu(x) \leq 0] \leq \inf_{\rho \in (0, 1]} \left( P_S[y h_\mu(x) \leq \rho] + \frac{8}{\rho} R_N(\mathcal{H}) + \sqrt{\frac{\log \log 2(2/\rho)}{N}} + \sqrt{\frac{\log(2/\delta)}{2N}} \right).
\]
Combining this proposition and the following Rademacher processing variant of Dudley integral bound [15] under Assumption 1, we can finish the proof of Theorem 1.

**Theorem B** ([15]). There is a constant $K > 0$ such that for every data $S = \{x_i\}_{i=1}^N$,

$$\frac{1}{\sqrt{N}} \mathbb{E}_{\sigma} \sup_{f \in \mathcal{J}} \left[ \sum_{i=1}^{N} \sigma_i f(x_i) \right] \leq K \int_{0}^{\delta} \log^{1/2} N_{m_N}(\mathcal{J}, \epsilon) d\epsilon,$$

where $\delta = \sup_{f \in \mathcal{J}} \sqrt{\frac{1}{N} \sum_{i=1}^{N} f^2(x_i)}$ and $m_N$ is the empirical measure supported on the given sample $\{x_1, \ldots, x_N\}$.

\[\square\]

**Proof of Theorem B**. We first give Proposition A to prove Theorem 2. Let $\text{conv}(\mathcal{H})$ denote the set of all convex combinations of base classifiers in $\mathcal{H}$. Proposition A gives the relation between covering numbers of the set of convex combinations and the set of infinite ensembles.

**Proposition A.** If the feature space $\mathcal{X}$ is compact, then $\forall \epsilon > 0, \forall r > 1$ and the Borel probability measure $\forall m$ on $\mathcal{X}$, we have $N_m(r \epsilon, \mathcal{G}) \leq N_m(\epsilon, \text{conv}(\mathcal{H}))$.

**Proof of Proposition A.** Let $\mu$ be a probability measure on $\Theta$. Since $\mathcal{X}$ is compact, $h(\theta, x)$ is uniformly bounded, measurable w.r.t. $\theta$, and continuous w.r.t. $x$, the condition of uniform law of large numbers (see Lemma 2.4 in [37]) is satisfied. Specifically, for arbitrary $\epsilon > 0$, we can draw particles $\{\theta_j\}_{j=1}^{s}$ according to $\mu$ satisfying $\sup_{x \in \mathcal{X}} |\frac{1}{s} \sum_{j=1}^{s} h(\theta_j, x) - h_{\mu}(x)| \leq \epsilon$. This uniform bound implies $\|\frac{1}{s} \sum_{j=1}^{s} h(\theta_j, x) - h_{\mu}(x)\|_{L^2(m)} \leq \epsilon$ for any probability measure $m$ on $\mathcal{X}$. This means the set of majority vote classifiers $\mathcal{G}$ is a subset of the closure of $\text{conv}(\mathcal{H})$ with respect to $L^2(m)$.

We now consider a general metric space $(\Omega, d)$. Let $A$ be an arbitrary subset of $\Omega$. Let $\{B_{r}(z_i)\}_{i=1}^{n}$ be an $\epsilon$-open ball covering of $A$. Then, $\{B_{r\epsilon}(z_i)\}_{i=1}^{n}$ ($\forall r > 1$) is a covering of $\overline{A}$. Let $w \in \overline{A}$ be an arbitrary point. Since the covering $\{B_{r}(z_i)\}_{i=1}^{n}$ of $A$ is finite, we can obtain a sequence $\{w_k\}_{k=1}^{\infty}$ in $A$ such that $w_k \rightarrow w$ and $\{w_k\}_{k=1}^{\infty}$ is contained in a ball $\exists B_{r\epsilon}(z_i)$. This implies $d(w, z_i) \leq \epsilon$, specifically, $w \in B_{r\epsilon}(z_i)$. Thus, we conclude the proof.

Under Assumption 1, the bound on the entropy of $\text{conv}(H)$ is well known [49], that is, there exists a positive constant $K$ such that $\log N_m(\epsilon, \text{conv}(H)) \leq K \epsilon^{-2V/(V+2)}$ for $\epsilon \in (0, 1)$. Combining the above proposition, we can conclude that the entropy $\log N_m(\epsilon, \mathcal{G})$ is also $O(\epsilon^{-2V/(V+2)})$. Therefore, we can apply the result in [24], and we immediately obtain the improved generalization bound.

**Theorem C** ([24]). Let us assume $\sup_n \log N_m(\epsilon, \mathcal{J}) = O(\epsilon^{-\alpha})$ for $\alpha \in (0, 2)$, where supremum is taken over the set of all discrete measures on $\mathcal{X}$. Then, there is a constant $K > 0$ such that for $\forall \delta \in (0, 1)$ with probability at least $1 - \delta$ over the random choice of the $S$ for $\forall f \in \mathcal{J}$ we have

$$\mathbb{P}_D[Y f(X) \leq 0] \leq K \inf_{\rho \in (0, 1]} \left( \mathbb{P}_S[Y f(X) \leq \rho] + \rho^{\frac{2}{2\alpha}} N_{\infty}^{\alpha} \right) + \frac{K}{N} \log \left( \frac{1}{\delta} \right).$$
Next, we give proofs of the relation between smooth margin function and the empirical margin distribution.

**Proof of Theorem 3.** Let \( k \) be the number of examples whose margin is less than \( \rho \), i.e., \( yh_\mu(x) \leq \rho \), \((x,y) \in S\). Then we have the following by considering potentially minimum of \( \mathbb{E}_S[\exp(-yh_\mu(x)/\alpha)] \),

\[
\frac{k}{N} \exp \left( -\frac{\rho}{\alpha} \right) + \frac{N-k}{N} \exp \left( -\frac{1}{\alpha} \right) \leq \exp \left( -\frac{\psi_\alpha(\mu)}{\alpha} \right).
\]

Noting that \( \frac{k}{N} = \mathbb{E}_S[\mathbb{1}[yh_\mu(x) \leq \rho]] \), we can finish the proof of the theorem.

**B Topological Properties and Optimality Conditions**

In this section, we prove statements about the optimization problem for majority vote classifiers.

**Proof of Proposition 2.** By the assumption, uniform boundedness, Lipschitz continuity of \( h(\cdot, x) \) and uniform boundedness of \( \|\mathbb{E}_S[s_\mu(\theta,x,y)]\|_2^2 \) are clear. Thus, it is sufficient to show uniform Lipschitz continuity of the latter functions. Let us define functions \( \phi_\alpha(z) = \|\sum_{i=1}^N \alpha_i z_i / N\|_2 \) (where \( z_i \in \mathbb{R}^d \), \( \exists K, \alpha \in [-K,K]^N \)) and mappings \( \psi_S(\theta) = (\nabla_\theta h(\theta, x_i))_{i=1}^N \). By the boundedness assumption there is a constant \( C > 0 \) such that \( \|\nabla_\theta h(\theta, x)\|_2 \leq C \). Note that \( \phi_\alpha|_{[-C,C]^d N} \) and \( \psi_S \) are Lipschitz continuous with the uniformly bounded constant. Thus, composite functions of these; \( \{\phi_\alpha \circ \psi_S\}_{\alpha \in [-C,C]^d N, S} \) are also Lipschitz continuous with the uniformly bounded constant. Clearly, functions \( \|\mathbb{E}_S[s_\mu(\theta,x,y)]\|_2^2 \) is an element of these composite functions, so this finishes the proof.

We now give propositions needed in our analysis. The first statement in the following proposition shows that the distance between \( \phi \) and \( \phi + \xi \circ \phi \) with respect to \( L^2(\mu) \) is the norm of \( \xi \) with respect to \( L^2(\phi^\# \mu) \). The second statement gives a sufficient condition for a vector to define a diffeomorphism that preserves good properties if the base probability measures possesses these, for instance, the absolute continuity with respect to Lebesgue measure and the manifold structure of the support of itself which are sometimes useful from the Wasserstein geometry or partial differential equation perspective.

**Proposition B.** For \( \mu \in \mathcal{P}_2 \), the following statements are valid:

(i) \(\|(id + \xi) \circ \phi - \phi\|_{L^2(\mu)} = \|\xi\|_{L^2(\phi^\# \mu)} \) for \( \phi \in L^2(\mu), \xi \in L^2(\phi^\# \mu) \);

(ii) Let \( \xi \in L^2(\mu) \) be the \( C^1 \)-mapping from the convex hull of \( \text{supp}(\mu) \) to \( \Theta \). We denote by \( \Lambda \) an upper bound on maximum singular values of \( \nabla \xi(\theta) \) as the \((d, d)\)-matrix on the convex hull of \( \text{supp}(\mu) \). Then \( id + \eta \xi \) is a diffeomorphism on \( \text{supp}(\mu) \) for \( 0 \leq \forall \eta < 1/\Lambda \).
Proof. We set \( \mu = \phi \mu_0 \) for \( \phi \in L^2(\mu_0) \). Then we have that for \( \xi \in L^2(\mu) \)

\[
\|\xi\|^2_{L^2(\mu)} = \int \|\xi(\theta)\|^2_{L^2} d\mu(\theta)
= \int \|\xi(\theta)\|^2_{L^2} d\phi_\mu(\theta)
= \int \|\xi(\phi(\theta))\|^2_{L^2} d\mu_0(\theta) = \|\xi \circ \phi\|^2_{L^2(\mu_0)},
\]

where we used the variable transformation for the third equality. This finishes the proof of (i).

If we assume \((id + \eta \xi)(\theta) = (id + \eta \xi)(\theta')\), then it follows that \(\|\theta - \theta'\|_2 = \eta\|\xi(\theta) - \xi(\theta')\|_2 \leq \eta\|\nabla \xi(\theta')^T(\theta - \theta')\|_2 < \eta \Lambda \|\theta - \theta'\|_2\), where \(\theta''\) is a convex combination of \(\theta\) and \(\theta'\). Since \(\eta \Lambda < 1\), we have \(\theta = \theta'\), i.e., \(id + \eta \xi\) is an injective mapping. By the same argument, we find that \(\nabla (id + \eta \xi)(\theta) = I_2 + \eta \nabla \xi(\theta)\) also defines an injective linear mapping for \(\theta \in \text{supp}(\mu)\) and \(\eta \Lambda < 1\), so that this matrix is invertible. Thus, we conclude the proof of (ii) by using the invertible mapping theorem.

Here, we present the proof of Proposition\[1\] and the continuity of the parameterization via transport maps in the following propositions, which will be used to show a local optimality condition theorem.

Proof of Proposition\[1\] Continuity of \(h_\mu(x)\) and \(L_S(\mu)\) with respect to \(\mu\) are clear. Let \(\{\mu_t\}_{t=1}^\infty\) be a sequence converging to \(\mu \in \mathcal{P}\). In the following, we denote \(s_\mu(\theta, x, y)\) by \(s_\mu\) for simplicity. By triangle inequality, we have

\[
\left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)} - \left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right| \leq \left|\left|\mu_t\left(\left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right|\right) - \mu_t\left(\left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right|\right)\right| + \left|\left|\mu_t\left(\left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right|\right) - \mu_t\left(\left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right|\right)\right|.
\]

Since \(\left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right| \in \mathcal{F}\), the latter term converges to zero. In order to show that the former converges to zero, it is sufficient to see the uniform convergence \(\left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right| \to \left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right|\). By the boundedness and the triangle inequality, we have

\[
\left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)} - \left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right| \leq 2C \left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)} - \left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right|\right| \leq 2C \left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)} - \left|\left|E_S[s_\mu]\right|^2_{L^2(\mu)}\right|\right|
\]

This upper bound converges to zero. Indeed, each element in expectation: \(s_\mu(\cdot, x, y)\) uniformly converges to \(s_\mu(\cdot, x, y)\) as seen in the following:

\[
\|l'(-y_{h_\mu}(x))\nabla h(\theta, x) - l'(-y_{h_\mu}(x))\nabla h(\theta, x)\|_2 \leq C\|l'(-y_{h_\mu}(x)) - l'(-y_{h_\mu}(x))\| \to 0.
\]

This finishes the proof.

Proposition C. For \(\forall \mu \in \mathcal{P}_2\) and \(\forall \xi \in L^2(\mu)\), it follows that \(d_F((id + \xi)\mu, \mu) \leq C\|\xi\|_{L^2(\mu)}\).
Proof of Proposition\textsuperscript{C}. Noting that Lipschitz continuity of $\forall f \in \mathcal{F}$, we have that for $\forall \xi \in L^2(\mu)$,

$$
d_{\mathcal{F}}((id + \xi)\sharp \mu, \mu) = \sup_{f \in \mathcal{F}} |((id + \xi)\sharp \mu)(f) - \mu(f)|
$$

$$
= \sup_{f \in \mathcal{F}} \left| \int f(\theta)d((id + \xi)\sharp \mu(\theta)) - \int f(\theta)d\mu(\theta) \right|
$$

$$
= \sup_{f \in \mathcal{F}} \left| \int (f(\theta + \xi(\theta)) - f(\theta))d\mu(\theta) \right|
$$

$$
\leq C \int \|\xi(\theta)\|_2d\mu(\theta) \leq C\|\xi\|_{L^2(\mu)},
$$

where we used Hölder’s inequality for the last inequality. \qed

As noted in the paper, the continuity in Proposition \textsuperscript{B} also holds with respect to $p$-Wasserstein distance ($p \geq 1$) and Proposition\textsuperscript{C} holds for 1-Wasserstein distance with $C = 1$.

We now give the proof of the counterpart of Taylor’s formula.

Proof of Proposition\textsuperscript{3}. By the variable transformation, we have

$$
\int h(\theta, x)d((id + \xi)\sharp \mu(\theta)) = \int h(\theta + \xi(\theta), x)d\mu(\theta).
$$

Using Taylor’s formula, we obtain

$$
h_{\psi\sharp \mu_0}(x) = h(\theta) + \mathbb{E}_{\mu}[\nabla_\theta h(\theta, x)^T \xi(\theta) + \|\xi(\theta)\|^2_{\nabla_\theta h(\theta, x)}],
$$

where $\|\cdot\|_{\nabla_\theta h(\theta, x)}$ is Mahalanobis norm, and

$$
l(a + b) = l(a) + l'(a)b + \frac{1}{2}l''(a) b^2 + o(b^2) \quad (a, b \in \mathbb{R}).
$$

Noting that by Hölder’s inequality and Assumption\textsuperscript{5} $\mathbb{E}_{\mu}[\nabla_\theta h(\theta, x)^T \xi(\theta)] = O(\|\xi\|_{L^2(\mu)})$ and $\mathbb{E}_{\mu}[\|\xi(\theta)\|^2_{\nabla_\theta h(\theta, x)}] = o(\|\xi\|_{L^2(\mu)})$, we get

$$
l(-y h_{\psi\sharp \mu_0}(x)) = l(-y h(\mu)(x)) + \mathbb{E}_{\mu}[s_\mu(\theta, x, y)^T \xi(\theta)] + H_\mu(\xi, x, y) + o(\|\xi\|^2_{L^2(\mu)}),
$$

where $H_\mu(\xi, x, y)$ is the integrand in $H_\mu(\xi)$. Therefore, by taking the expectation $\mathbb{E}_\xi$, we finish the proof. \qed

Using facts and propositions presented in the paper, we prove the theorem of a necessary optimality condition.

Proof of Theorem\textsuperscript{4}. We denote $\zeta_\mu = \mathbb{E}_\mathcal{D}[s_\mu(\cdot, x, y)]$ and denote the $\delta$-ball centered at $\mu_\ast$ by $B^\mathcal{F}_\delta(\mu_\ast)$ with respect to $d_{\mathcal{F}}$. We assume $\mu_\ast$ is a minimum on $B^\mathcal{F}_\delta(\mu_\ast)$. By Assumption\textsuperscript{3} and Proposition\textsuperscript{C} there exists $\eta_0 > 0$ such that $(id \pm \eta_\zeta_\mu)\sharp \mu \in B^\mathcal{F}_\delta(\mu_\ast) \cap \mathcal{P}_2$ for $0 < \forall \eta < \eta_0$ and $\forall \mu \in B^\mathcal{F}_{\delta/2}(\mu_\ast) \cap \mathcal{P}_2$. Let $\epsilon > 0$ be an arbitrary constant. Here, we can choose a sequence
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\( \{ \mu_t \}_{t=1}^{\infty} \) in \( B_{T/2}(\mu_s) \cap \mathcal{P}_2 \) satisfying \( \mu_t \to \mu_s \) and \( \mathcal{L}_S(\mu_t) \leq \mathcal{L}_S(\mu_s) + \epsilon/t \) by the continuity of \( \mathcal{L}_S \). Then, using Proposition 3, we have

\[
-\frac{\epsilon}{t} \leq \mathcal{L}_S \left( \left( \text{id} - \frac{\eta_0}{t} \zeta_{\mu_s} \right) \mu_t \right) - \mathcal{L}_S(\mu_t)
\]

where we denote \( s_{\mu_s} = s_{\mu_s}(\theta, x, y) \) for simplicity. Note that Assumption 5 is essentially stronger than Assumption 2 and the continuity of \( \mathcal{L}_S(\mu) \) and \( \| \mathbb{E}_S[s_{\mu}] \|_{L^2(\mu)} \) with respect to \( \mu \) are valid by Proposition 1. Thus, multiplying \( t \), taking the limit as \( t \to \infty \), and using continuity, we have \( \eta_0 \| \mathbb{E}_S[s_{\mu}] \|_{L^2(\mu)}^2 \leq \epsilon \). Since \( \epsilon \) is taken arbitrary and \( \epsilon, \eta_0 \) are independent of each other, we get \( \| \mathbb{E}_S[s_{\mu}] \|_{L^2(\mu_s)}^2 = 0 \).

We give the proof of Proposition 4, giving the justification for the assumption of Theorem 5.

**Proof of Proposition 4** For \( \xi \in L^\infty(\mu) \) satisfying \( \| \xi \|_{L^\infty(\mu)} < \epsilon \), convex combinations of \( \theta \) and \( \theta + \xi(\theta) \) for \( \theta \in \text{supp}(\mu) \) is contained in \( \text{supp}(\mu) \). Thus, we have

\[
\mathbb{E}_\mu[\| \xi \|_{M_\mu(\theta')}^2] \leq \int_{\text{supp}(\mu)} \| \xi \|_{M_\mu(\theta')}^2 d\mu(\theta')
\]

\[
\geq \int_{\text{supp}(\mu)} \frac{\alpha}{2} \| \xi \|_{L^2(\mu)}^2 d\mu(\theta') = \frac{\alpha}{2} \| \xi \|_{L^2(\mu)}^2.
\]

This finishes the proof.

We now prove the theorem of sufficient optimality condition.

**Proof of Theorem 5** We suppose condition (6) holds. It follows that for \( \forall \xi \in L^\infty(\mu_s) \),

\[
\| \mathbb{E}_\mu[\mathbb{E}_S[s_{\mu_s}(\cdot, x, y)^T \xi(\theta))] \|_{L^2(\mu_s)} \leq \| \mathbb{E}_S[s_{\mu_s}(\cdot, x, y)] \|_{L^2(\mu_s)} \| \xi \|_{L^2(\mu_s)} = 0
\]

by Hölder's inequality. By the assumption, we can choose \( \epsilon > 0 \) such that \( \mathbb{E}_\mu[\mathbb{E}_S[s_{\mu_s}(\cdot, x, y)^T \xi(\theta))] \mid_\{\| \xi \|_{L^\infty(\mu_s)} < \epsilon \} \) is contained in \( \text{supp}(\mu) \). These inequalities imply that if \( \| \xi \|_{L^\infty(\mu_s)} < \epsilon \),

\[
\mathcal{L}_S((\text{id} + \xi)_{\mu_s}) \geq \mathcal{L}_S(\mu_s) + \frac{1}{4} \mathcal{H}_\mu(\xi) > \mathcal{L}_S(\mu_s).
\]

This finishes the proof.

**C Interior Optimality Property**

To prove Theorem 6 we now introduce the notion of the smoothing of probability measures as Schwartz distribution. We denote by \( \chi \) a \( C^\infty \)-class probability density function on \( \Theta = \mathbb{R}^d \) with \( \text{supp}(\chi) = \{ \theta \in \Theta \mid \| \theta \|_2 \leq 1 \} \) and write \( \chi_\epsilon(\theta) = \epsilon^{-d} \chi(\theta/\epsilon) \) for \( \epsilon > 0 \). For a
probability measure \( \mu \in \mathcal{P} \), it can be approximated by a smooth probability density function defined by the following:

\[
(\mu * \chi_\varepsilon)(\theta) = \int_\Theta \chi_\varepsilon(\theta - \theta')d\mu(\theta').
\]

It is well known that \( \mu * \chi_\varepsilon \) is \( C^\infty \)-class on \( \Theta \) and converges as Schwartz distribution to \( \mu \) as \( \varepsilon \to 0 \). Moreover, if \( \mu \) possesses a \( L^p \)-integrable probability density function \( q \in L^p(\Theta) \) with \( p \geq 1 \), then \( \mu * \chi_\varepsilon \) converges to \( q \) with respect to \( L^p(\Theta) \)-norm. Let \( \mu_\varepsilon \) denote a probability measure induced by \( \mu * \chi_\varepsilon \). When \( \text{supp}(\mu_\varepsilon) \) is compact in \( \Theta \), \( \mu_\varepsilon(f) \) converges to \( \mu(f) \) for arbitrary continuous function \( f \) on \( \Theta \). This can be confirmed by constructing a \( C^\infty \)-function \( g \) that uniformly approximates \( f \) on \( \text{supp}(\mu_\varepsilon) \) and takes the value zero outside of sufficiently large compact set. Clearly, we see that \( \text{supp}(\mu_\varepsilon) \) is contained in the closed \( \varepsilon \)-neighborhood of \( \text{supp}(\mu) \). Thus, if \( \text{supp}(\mu) \) is compact, then \( \{\mu_\varepsilon\}_{\varepsilon \in (0,1)} \) is tight, so that we can find \( \mu_\varepsilon \) converges to \( \mu \) with respect to \( \| \cdot \|_F \) by the proof of Proposition that is, \( \mu_\varepsilon(f) \) converges uniformly to \( \mu(f) \) on \( F \).

Note that if \( \text{supp}(\mu) \) is the compact submanifold in \( \Theta \), \( \text{supp}(\mu) \) and the closed \( \varepsilon \)-neighborhood of \( \text{supp}(\mu) \) coincide for sufficiently small \( \varepsilon > 0 \) and these sets possess a manifold structure as can be seen by the following auxiliary lemma.

**Lemma B.** Let \( \mathcal{M} \) be a \( l \)-dimensional compact \( C^\infty \)-submanifold \( (l < d) \) or a \( d \)-dimensional compact \( C^\infty \)-submanifold with boundary in \( \mathbb{R}^d \). If \( \varepsilon > 0 \) is sufficiently small, then closed \( \varepsilon \)-neighborhood of \( \mathcal{M} \) in \( \mathbb{R}^d \) is a \( d \)-dimensional compact \( C^\infty \)-submanifold with boundary.

**Proof.** We only prove the case where \( \mathcal{M} \) is a compact \( C^\infty \)-submanifold since we can give a proof for a \( d \)-dimensional compact \( C^\infty \)-submanifold with boundary in a similar fashion. Let \( \mathcal{M}' \) denote an open \( \varepsilon \)-neighborhood of \( \mathcal{M} \) in \( \Theta = \mathbb{R}^d \). By the \( \varepsilon \)-neighborhood theorem, if \( \varepsilon \) is sufficiently small, then \( \forall \theta \in \mathcal{M}' \) possesses a unique closest point \( \pi(\theta) \) in \( \mathcal{M} \) and the map \( \pi : \mathcal{M}' \to \mathcal{M} \) is a submersion. Moreover, for each \( \theta_0 \in \mathcal{Y} \), we can see that there is a local coordinate system \( z = (z^1, \ldots, z^d) = \phi(\theta) \) on an open subset \( U \subset \Theta \) such that \( \phi(\theta_0) = (0, \ldots, 0) \), \( \phi(\mathcal{M} \cap U) = \{z \in \phi(U) \mid z^{l+1} = \cdots = z^d = 0\} \), and the submersion \( \pi \) can be written as \( \pi(\phi^{-1}(z)) = \phi^{-1}(z^1, \ldots, z^l, 0, \ldots, 0) \) for \( z \in \phi(\mathcal{M} \cap U) \). Since, \( \mathcal{M} \) is compact, the closed \( \varepsilon \)-neighborhood \( \mathcal{M}' \cap \Theta \) is covered by a finite number of such local coordinate systems for sufficiently small \( \varepsilon > 0 \). We redefine \((U, \phi)\) to be one of such local coordinate system. The Euclidean distance to \( \mathcal{M} \) from \( \phi^{-1}(z) \in U \) is \( f(z) = d(\phi^{-1}(z), \mathcal{M}) = \|\phi^{-1}(z) - \phi^{-1}(z^1, \ldots, z^l, 0, \ldots, 0)\|_2 \) and \( \mathcal{M}' \cap \Theta \) is represented as \( \{\phi^{-1}(z) \mid z \in \phi(U), f(z) \leq \varepsilon\} \). Since, \( f(\cdot) \) is a \( C^\infty \)-function and \( df \neq 0 \) on a neighborhood of \( \partial \mathcal{M}' \) in \( U \), \( \mathcal{M}' \cap U \) is a \( d \)-dimensional compact \( C^\infty \)-submanifold with boundary in \( \Theta \).

Let \( U \) be a bounded domain with smooth boundary in \( \Theta = \mathbb{R}^d \), that is, \( \overline{U} \) is a \( d \)-dimensional \( C^\infty \)-manifold with boundary. We denote by \( H^1(U)(= W^{1,2}(U)) \) the Sobolev space and we denote by \( V(U) \) a linear subspace \( \{f \in H^1(U) \mid \int_U f d\theta = 0\} \). We equip \( H^1(U) \) with the Sobolev inner product \( \langle u, v \rangle_{H^1(U)} = \int_U u(\theta)v(\theta)d\theta + \int_U \nabla u(\theta)^\top \nabla v(\theta) d\theta \) and we equip \( V(U) \) with the inner product \( \langle u, v \rangle_{V(U)} = \int_U \nabla u(\theta)^\top \nabla v(\theta) d\theta, (u, v \in V(U)) \). The non-degeneracy and the completeness of \( \langle , \rangle_{V(U)} \) on \( V(U) \) can be checked as follows.
We denote $\overline{u} = \int_{U} u(\theta)d\theta \big/ |U|$, where $|U|$ is the Lebesgue measure of $U$. Since $\overline{u} = 0$ for $u \in V(U)$, we get from the Poincaré-Wirtinger inequality that there exists $C_U > 0$ such that

$$\|u\|_{L^2(U)} = \|u - \overline{u}\|_{L^2(U)} \leq C_U \|\nabla u\|_{L^2(U)} = C_U \|u\|_{V(U)}.$$  

(11) Thus, we have

$$\|u\|_{V(U)} \leq \|u\|_{H^1(U)} = \sqrt{\|u\|^2_{L^2(U)} + \|\nabla u\|^2_{L^2(U)}} \leq (1 + C_U) \|u\|_{V(U)}.$$  

This inequality means that these two norms introduce the same topology to $V(U)$ and it immediately implies the non-degeneracy and also the completeness of $\| \cdot \|_{V(U)}$ on $V(U)$ because $V(U)$ is the closed subspace in the Sobolev space $H^1(U)$ with respect to $\| \cdot \|_{H^1(U)}$. Therefore, $V(U)$ with $\langle \cdot, \cdot \rangle_{V(U)}$ is actually Hilbert space.

Although, the Poincaré constant $C_U$ depends on a region $U$, it is known that for any $R > 0$ there exists $C_R > 0$ such that if $U$ is an $\epsilon$-open neighborhood of a connected set $K \subset B_R(0) = \{ \theta \in \Theta \mid \|\theta\|_2 < R \}$ for some constant $\epsilon > 0$, then $C_U$ can be taken as it is upper bounded by $C_R$ [46].

In our analysis, we need an estimation of the norm of a solution to the problem where for $f \in V(U)$, the task is to find $u \in V(U)$ satisfying the following equation:

$$\int_{U} \nabla u(\theta)^{\top} \nabla v(\theta)d\theta = -\int_{U} f(\theta)v(\theta)d\theta \text{ for any } v \in V(U).$$  

(12) This is the weak formulation of the Neumann problem: to find $u \in V(U)$ such that $\Delta u = f$ in $U$ and $\partial u/\partial n = 0$ on $\partial U$, where $n$ is the outward pointing unit normal vector of $\partial U$. An upper bound on the norm of a solution is given by the following lemma which can be proven in the standard way in partial differential equation theory.

**Lemma C.** Let $U$ be a bounded domain in $\Theta = \mathbb{R}^d$. Then for any $f \in V(U)$, a solution $u_* \in V(U)$ to the problem (12) exists and its norm is bounded as follows:

$$\|u_*\|_{V(U)} \leq \|\alpha_f\|_{V(U)^*},$$  

(13) where $\alpha_f$ is a linear functional $\alpha_f(u) = \int_{U} f(\theta)u(\theta)d\theta \ (u \in V(U))$ and $\| \cdot \|_{V(U)^*}$ denote the dual of the norm $\| \cdot \|_{V(U)}$.

**Proof.** We denote $\beta(u, v) = \int_{U} \nabla u(\theta)^{\top} \nabla v(\theta)d\theta$ for $u, v \in V(U)$. Clearly, $\beta(\cdot, \cdot)$ is bilinear function. The boundedness with respect to $\| \cdot \|_{V(U)}$ are shown as follows. Using Hölder’s inequality and the inequality (11), we have that for $u, v \in V(U)$,

$$|\beta(u, v)| = \left| \int_{U} \nabla u(\theta)^{\top} \nabla v(\theta)d\theta \right| \leq \|u\|_{L^2(U)}\|v\|_{L^2(U)} \leq C_U^2 \|u\|_{V(U)}\|v\|_{V(U)}.$$  

Moreover, $\beta(\cdot, \cdot)$ is 1-coercive because $\beta(u, u) = \|u\|^2_{V(U)}$. We can also see that $\alpha_f(\cdot)$ is a bounded linear functional in the same manner: for $u \in V(U)$,

$$|\alpha_f(u)| = \left| \int_{U} f(\theta)u(\theta)d\theta \right| \leq \|f\|_{L^2(U)}\|u\|_{L^2(U)} \leq C_U\|f\|_{L^2(U)}\|u\|_{V(U)}.$$  

Thus, by the Lax-Milgram theorem, there is a unique solution $u_* \in V(U)$ and we have $\|u_*\|_{V(U)} \leq \|\alpha_f\|_{V(U)^*}$.
We now give the proof of Theorem 6 that gives an interior optimality property of the local optimality condition.

**Proof of Theorem 6** We denote \( \Omega = \text{supp}(\mu_\ast) \) and let \( q_\ast \) be a continuous probability density function of \( \mu_\ast \). We assume that there exists \( \mu' \in \mathcal{P} \) that possesses a continuous probability density function \( q' \) and satisfies \( \text{supp}(\mu') \subset \Omega, \mathcal{L}_S(\mu') < \mathcal{L}_S(\mu_\ast) \). By smoothing \( \mu_\ast \) and \( \mu' \) with sufficiently small \( \epsilon > 0 \), we can obtain \( d\mu'_\epsilon = q'_\epsilon(\theta)d\theta \) and \( d\mu_\ast\epsilon = q_\ast(\theta)d\theta \) where \( q'_\epsilon, q_\ast\epsilon \) are \( C^\infty \)-density functions satisfying \( \text{supp}(\mu'_\epsilon) \subset \text{supp}(\mu_\ast\epsilon) \). As stated above, \( q'_\epsilon, q_\ast\epsilon \) converge to \( q', q_\ast \) in \( L^2(\Theta) \).

Let us denote \( \Omega_\epsilon = \text{supp}(\mu_\ast\epsilon) \). Since \( q'_\epsilon - q_\ast\epsilon \) is \( C^\infty \)-function and \( \int_{\Omega_\epsilon} (q'_\epsilon - q_\ast\epsilon) d\theta = 0 \), there is a \( C^\infty \)-function \( \psi_\epsilon \) on \( \Omega_\epsilon \) that solves the Neumann problem [21]:

\[
\Delta \psi_\epsilon = q'_\epsilon - q_\ast\epsilon \text{ in } \Omega_\epsilon, \quad \partial \psi_\epsilon / \partial n = 0 \text{ on } \partial \Omega_\epsilon,
\]

where \( \partial \Omega_\epsilon \) is the boundary of \( \Omega_\epsilon \) and \( n \) is the outward pointing unit normal vector of \( \partial \Omega_\epsilon \). By adding a constant, we assume \( \int_{\Omega_\epsilon} \psi_\epsilon(\theta)d\theta = 0 \), i.e., \( \psi_\epsilon|_{\Omega_\epsilon} \in V(\Omega_\epsilon) \), where \( \Omega_\epsilon \) is the interior of \( \Omega_\epsilon \). Therefore, we have

\[
\int_{\Omega_\epsilon} \nabla_\mu \mathcal{L}_S(\mu_\ast\epsilon)(\theta)d(\mu'_\epsilon - \mu_\ast\epsilon) = \int_{\Omega_\epsilon} \nabla_\mu \mathcal{L}_S(\mu_\ast\epsilon)(\theta)\Delta \psi_\epsilon(\theta)d\theta
\]

\[
= -\int_{\Omega_\epsilon} \nabla_\theta \nabla_\mu \mathcal{L}_S(\mu_\ast\epsilon)(\theta)^\top \nabla_\theta \psi_\epsilon(\theta)d\theta
\]

\[
+ \int_{\partial \Omega_\epsilon} \nabla_\mu \mathcal{L}_S(\mu_\ast\epsilon)(\theta) \frac{\partial \psi_\epsilon(\theta)}{\partial n} d\partial \Omega_\epsilon
\]

\[
= -\int_{\Omega_\epsilon} \mathbb{E}_S[s_{\mu_\ast\epsilon}(\theta, x, y)]^\top \nabla_\theta \psi_\epsilon(\theta)d\theta,
\]

where for the second equality we used Green’s formula and for the last equality we used \( \partial \psi_\epsilon / \partial n = 0 \). By the convexity of \( \mathcal{L}_S \) with respect to \( \mu \) in terms of Affine geometry and \( \mathcal{L}_S(\mu') < \mathcal{L}_S(\mu_\ast) \), we have

\[
\lim_{\epsilon \to 0} \int_{\Omega_\epsilon} \nabla_\mu \mathcal{L}_S(\mu_\ast\epsilon)(\theta)d(\mu'_\epsilon - \mu_\ast\epsilon) \leq \lim_{\epsilon \to 0} \mathcal{L}_S(\mu'_\epsilon) - \mathcal{L}_S(\mu_\ast\epsilon) = \mathcal{L}_S(\mu') - \mathcal{L}_S(\mu_\ast) < 0. \quad (15)
\]

By the boundedness of \( \Omega_\epsilon \), we can assume it is contained in a ball with radius \( R > 0 \) centered around 0. Since, \( \psi_\epsilon \) solves (12) with \( U = \Omega_\epsilon \) and \( f = q'_\epsilon - q_\ast\epsilon \), we get that by Lemma C

\[
\lim_{\epsilon \to 0} \| \psi_\epsilon \|_V(\Omega_\epsilon) \leq \lim_{\epsilon \to 0} \sup_{\| u \|_V(\Omega_\epsilon) \leq 1} \left| \int_{\Omega_\epsilon} (q'_\epsilon - q_\ast\epsilon)(\theta)u(\theta)d\theta \right|
\]

\[
\leq \lim_{\epsilon \to 0} \sup_{\| u \|_V(\Omega_\epsilon) \leq 1} \| q'_\epsilon - q_\ast\epsilon \|_{L^2(\Omega_\epsilon)} \| u \|_{L^2(\Omega_\epsilon)}
\]

\[
\leq \lim_{\epsilon \to 0} \| q'_\epsilon - q_\ast\epsilon \|_{L^2(\Omega_\epsilon)} \sup_{\| u \|_V(\Omega_\epsilon) \leq 1} C_{\Omega_\epsilon} \| u \|_{V(\Omega_\epsilon)}
\]

\[
\leq C_R \| q' - q_\ast \|_{L^2(\Theta)},
\]
where we used the Poincaré-Wirtinger inequality (11) and uniform boundedness of $C_{\Omega^i}$. Thus, the limit as $\epsilon \to 0$ in the right hand side of (14) is lower-bounded by

$$\lim_{\epsilon \to 0} \|E_S[s_{\mu^*}(\theta, x, y)]\|_{L^2(\Omega)} C_R q' - q^* \|_{L^2(\Omega)} = -\|E_S[s_{\mu^*}(\theta, x, y)]\|_{L^2(\Omega)} C_R q' - q^* \|_{L^2(\Omega)}.$$

Combining (15) and (16), we find $E_S[s_{\mu^*}(\theta, x, y)] \neq 0$ on $\Omega$, so $\mu^*$ does not satisfy the local optimality condition (6). This finishes the proof of the theorem.

For the case where $\mu$ does not have a continuous density, we can show the same result in a similar way by smoothing $\mu$ with as its support is contained in $\Omega$.

### D Convergence Analysis

In this section, we prove the convergence theorem of the proposed method.

**Proof of Lemma 1** Putting $\eta \zeta$ into (5) and (7), we obtain

$$\mathcal{L}_S((id + \eta \zeta)_{\mu}) \leq \mathcal{L}_S(\mu) - \eta \mathbb{E}_{\mu}[E_S[s_{\mu}(\theta, x, y)]^T A_{\mu}(\theta)^{-1} s_{\mu}(\theta, x', y')]
+ \frac{\eta^2}{2} \mathbb{E}_{\mu}[\|s_{\mu}(\theta, x', y')\|_{A_{\mu}(\theta)^{-1}}^2].$$

Note that by the assumption, there exists $G > 0$ such that $\mathbb{E}_{\mu}[\|s_{\mu}(\theta, x', y')\|_{A_{\mu}(\theta)^{-1}}^2] < G$.

Moreover, using the bound on $A_{\mu}(\theta)^{-1}$ and taking the expectation with respect to $(x', y')$ (i.e., $E_S$), we can finish the proof.

**Proof of Theorem 7** Using the Lemma 1 we can see the updates of Algorithm 1 decreases the objective value as follows:

$$E_S[\mathcal{L}_S(\mu_{k+1})] \leq \mathcal{L}_S(\mu_k) - \eta \mathbb{E}_{\mu}[E_S[s_{\mu_k}(\theta, x, y)]^2] + \eta^2 G.$$

Taking an expectation of the history of sample, summing up $k \in \{1, \ldots, t - 1\}$, and dividing by $t \eta$, we have

$$\frac{1}{t} \sum_{k=1}^t E[\|s_{\mu_k}(\theta, x, y)\|^2_{L^2(\mu_k)}] \leq \frac{\mathcal{L}_S(\mu_0) - \inf_{\mu \in Q} \mathcal{L}_S(\mu)}{\eta} \frac{\mathcal{L}_S(\mu_0)}{\eta} + \eta G.$$

Thus, if $t \geq \frac{2\mathcal{L}_S(\mu_0)}{\epsilon}$, then $\frac{1}{t} \sum_{k=1}^t E[\|s_{\mu_k}(\theta, x, y)\|^2_{L^2(\mu_k)}] \leq \epsilon$. This means the method can find $\epsilon$-accurate solution with respect to the expectation, up to $t$ iterations.

### E Other Perspectives of SPGD

In this section, we provide two perspectives of SPGD: one is the functional gradient method in $L^2(\mu_0)$ where $\mu_0$ is the fixed initial probability measure in the method and the other is the discretization of the continuous curve satisfying the gradient flow in the space of probability measure. To describe the former perspective, we need the notion of the continuity equation which characterizes a curve of probability measures.
E. 1 Discretization of Gradient Flow Perspective

Continuity Equation and its Discretization

In Euclidean space, the step of the steepest descent method for optimization problems can be derived by the discretization of a continuous curve satisfying the gradient flow defined by the objective function. To make a similar argument in the space of probability measures in a rigorous way, we need the continuity equation that characterizes a curve of probability measures and the tangent space where velocities of curves should be contained (c.f. [1]). Though, we can more directly derive and analyze our method (proposed later) without these notions which requires a bit complicated definitions, it will help understanding of the dynamics of the method, so we here briefly introduce it with simplified arguments. We refer to [1] for detailed descriptions in this direction and also refer to [38, 11, 4] which follow an original fashion developed by Otto.

For \( \mu \in \mathcal{P} \), let \( \{ \phi_t \}_{t \in [0, \delta]} \) be a curve in \( L^2(\mu) \) that solves the following ordinary differential equation: for a vector field \( v_t \) on \( \Theta \),

\[
\phi_0 = \text{id}, \quad \frac{d}{dt} \phi_t(\theta) = v_t(\phi_t(\theta)) \text{ for } \forall \theta \in \Theta.
\]

We set \( \nu_t = \phi_t^\# \mu \). For simplicity, we assume that \( \nu_t \) have smooth density functions \( d\nu_t/d\theta \) with respect to \( t \in [0, \delta] \). We denote by \( C_c^\infty(\Theta) \) the set of \( C^\infty \)-functions with compact support in \( \Theta = \mathbb{R}^d \). Using integration by parts, we have that for \( \forall f \in C_c^\infty(\Theta) \),

\[
\int_\Theta f(\theta) \frac{d}{dt} \frac{d\nu_t}{d\theta} d\theta = \frac{d}{dt} \int_\Theta f(\theta) d\nu_t(\theta) = \frac{d}{dt} \int_\Theta f(\phi_t(\theta)) d\mu(\theta) = \int_\Theta \nabla f(\phi_t(\theta))^\top \frac{d\phi_t(\theta)}{dt} d\mu(\theta) = -\int_\Theta f(\theta) \nabla \cdot (v_t d\nu_t),
\]

where \( \nabla \cdot \) is the divergence operator in the weak sense. That is, this equation means the equality between \( d\nu_t/dt \) and \( -\nabla \cdot (v_t d\nu_t) \) as the distribution on \( C_c^\infty(\Theta) \), and indicates that the vector field \( v_t \) controls the local behavior of \( \nu_t \). In general, for a Borel family of probability measures \( \nu_t \), on \( \Theta \), defined for \( t \) in the open interval \( I \subset \mathbb{R} \) and for a Borel vector field \( v : (\theta, t) \to v_t(\theta) \in \Theta \), the following distribution equation in \( \Theta \times I \),

\[
\frac{d}{dt} \nu_t + \nabla \cdot (v_t \nu_t) = 0
\]

is called the continuity equation, i.e., for \( \forall f \in C_c^\infty(\Theta \times I) \),

\[
\int_I \int_\Theta (\partial_t f(\theta, t) + \nabla_\theta f(\theta, t)^\top v_t) d\nu_t dt = 0.
\]
Let $\mathcal{P}_2$ be equipped with the 2-Wasserstein distance $W_2$. We again refer to [50, 1] for the definitions related to Wasserstein geometry. Noting that any divergence-free vector field $w \in L^2(\mu)$ (i.e., $\nabla \cdot (w\mu) = 0$) has no effect on $d\nu_t/\mu$ in the continuity equation, it is natural to consider the equivalence class of $v \in L^2(\mu)$ modulo divergence-free vector fields and there exists a unique $\Pi(v)$ that attains the minimum $L^2(\mu)$-norm in this class: $\Pi(v) = \arg \min_{w \in L^2(\mu)} \{\|w\|_{L^2(\mu)} \mid \nabla \cdot ((w - w)\mu) = 0\}$. We here introduce the definitions of the tangent space at $\mu \in \mathcal{P}_2$ as follows:

$$T_\mu \mathcal{P}_2 \overset{\text{def}}{=} \{\Pi(v) \mid v \in L^2(\mu)\}.$$ Clearly, we can also see $T_\mu \mathcal{P}_2 \simeq L^2(\mu)/\sim$, where $\sim$ denotes the above equivalence relation. Moreover, it is known that $\Pi$ is the orthogonal projection onto $T_\mu \mathcal{P}_2$ with respect to $L^2(\mu)$-inner product, that is, $\int_{\mathbb{R}} v^T(w - \Pi(w))d\mu = 0$ for every $v \in T_\mu \mathcal{P}_2$ and $w \in L^2(\mu)$. We naturally equip $T_\mu \mathcal{P}_2$ with $L^2(\mu)$-inner product for $\mu \in \mathcal{P}_2$. For $\phi \in L^2(\nu)$ and $\psi \in L^2(\mu)$ where $\mu = \phi \circ \nu$, we easily have $\|\psi \circ \phi\|_{L^2(\mu)} = \|\psi \circ \phi\|_{L^2(\nu)}$, so $\psi \circ \phi \in L^2(\nu)$. Especially, we have $\langle \xi, \zeta \rangle_{L^2(\mu)} = \langle \xi \circ \phi, \zeta \circ \phi \rangle_{L^2(\nu)}$ for all $\xi, \zeta \in L^2(\mu)$ by the change of variables. Thus, the inner-product on the tangent space changes depending on the base point $\mu \in \mathcal{P}_2$ and it means $\mathcal{P}_2$ is heterogeneous and has an infinite-dimensional Riemannian manifold-like structure as pointed out by [38].

The continuity equation (18) characterizes the class of absolutely continuous curves in $\mathcal{P}_2$. Indeed, for arbitrary continuous curve $\nu_t (t \in I)$ in $\mathcal{P}_2$ with respect to the topology of weak convergence, the absolutely continuity of the curve $\nu_t$ and satisfying the continuity equation (18) for some Borel vector field $v_t$ is equivalent, moreover, we can take $v_t$ from $T_\mu \mathcal{P}_2$ uniquely for almost everywhere $t \in I$ to satisfy the equation (18). The following proposition shows how a perturbation using $v_t$ can discretizes an absolutely continuous curve $\nu_t$ and how $v_t$ approximates optimal transport maps locally.

**Proposition D ([1]).** Let $\nu_t : I \to \mathcal{P}_2$ be an absolutely continuous curve satisfying the continuity equation with a Borel vector field $v_t$ that is contained in $T_{\nu_t} \mathcal{P}_2$ almost everywhere $t \in I$. Then, for almost everywhere $t \in I$ the following property holds:

$$\lim_{\delta \to 0} \frac{W_2(\nu_{t+\delta}, (id + \delta v_t)_{\nu_t})}{|\delta|} = 0.$$ In particular, for almost everywhere $t \in I$ such that $\nu_t$ is absolutely continuous with respect to Lebesgue measure we have

$$\lim_{\delta \to 0} \frac{1}{\delta} (t_{\nu_t+\delta} - id) = v_t \quad \text{in } L^2(\nu_t),$$

where $t_{\nu_t+\delta}^{\nu_t}$ is the unique optimal transport map between $\nu_t$ and $\nu_{t+\delta}$.

This proposition suggests the update $\mu^+ \leftarrow (id + \xi)_{\mu}$ to discretize a curve in $\mathcal{P}_2$. Though, the above approximation is justified only for tangent vectors $\xi \in T_\mu \mathcal{P}_2$ in the proposition, we do not need such an explicit restriction in our analyses, so we choose $\xi$ from the whole space.
Note that, when $\mu = \phi^*\nu$, $(\nu \in \mathcal{P}_2, \phi \in L^2(\nu))$, the transport map $\phi$ is updated along $\xi \in L^2(\mu)$ as follows:

$$\phi^+ \leftarrow \phi + \xi \circ \phi = (id + \xi) \circ \phi,$$

and we can see $\phi^+ \in L^2(\nu)$ and it corresponds to $\mu^+$, i.e., $\phi_\nu^+\nu = \mu^+$. This means the discretization of a curve in $\mathcal{P}_2$ can be realized by the above update of transport maps. The resulting problem is how to choose $\xi$ to solve the problem (2) which is described precisely in Section 4.

**Discretization of Gradient Flow**

We here describe the gradient flow perspective in $\mathcal{P}_2$ which is the most straightforward way to understand our method. We have explained that an absolutely continuous curve $\{\nu_t\}_{t \in I}$ in $\mathcal{P}_2$ is well characterized by the continuity equation (18) and we have seen that $\{\nu_t\}_{t \in I}$ in (18) corresponds to the notion of the velocity field induced by a curve in the space of transport maps. Such a velocity points in the direction of the particle flow. On the other hand, the Fréchet differential $\mathbb{E}_S[s_\mu(\cdot, x, y)]$ points in an opposite direction to reduce the objective $L_S$ at each particle. Thus, these two vector fields exist in the same space and it is natural to consider the following equation:

$$v_t = -\mathbb{E}_S[s_{\nu_t}(\cdot, x, y)].$$

This equation for an absolutely continuous curve is called the gradient flow [1] and a curve satisfying this will reduce the objective $L_S(\mu)$. Indeed, we can find by chain rule [1] such a curve $\{\nu_t\}_{t \in I}$ also satisfies the following:

$$\frac{d}{dt} L_S(\nu_t) = -\|\mathbb{E}_S[s_{\nu_t}(\cdot, x, y)]\|^2_{L^2(\nu_t)}.$$

Recalling that $\nu_t$ can be discretized well by $\nu_{t+\delta} \sim (id + \delta v_t)\nu_t$, we notice that Algorithm [1] is a stochastic approximation for the discretization of $\nu_t$ satisfying the gradient flow (21).

**E. 2 Functional Gradient Descent Perspective**

Though, we have introduced our method to optimize a probability measure, it also can be readily recognized as the method to optimize a transport map in $L^2(\mu_0)$ if we fix the initial distribution $\mu_0 \in \mathcal{P}_2$. Indeed, since a composite function $\phi \circ \psi$ is contained in $L^2(\mu_0)$ when $\psi \in L^2(\mu_0)$ and $\phi \in L^2(\psi_\mu \mu_0)$, so obtained transport maps by Algorithm [1] also belong to $L^2(\mu_0)$. Thus objective function can be translated to the form of $L_S(\phi) = L_S(\phi_\mu \mu_0)$ with respect to $\phi \in L^2(\mu_0)$. Note that in general, since an initial distribution is usually variable in several trials, such a translation does not make sense.

In a similar manner to the proof of Proposition [3] we can obtain the following formula: for $\phi, \tau \in L^2(\mu_0)$,

$$L_S(\phi + \tau) = L_S(\phi) + \mathbb{E}_{\mu_0}[\mathbb{E}_S[s_\mu(\phi(\theta), x, y)]^\top \tau(\theta)].$$
\[ + H_\phi(\tau) + o(\|\tau\|^2_{L^2(\mu_0)}), \]

where \( \mu = \phi_*\mu_0 \) and \( H_\phi(\tau) = O(\|\tau\|^2_{L^2(\mu_0)}) \). Thus, this formula indicates \( \mathcal{L}_S(\phi) \) is Fréchet differentiable with respect to \( \phi \). We can see its differential is represented by \( \mathbb{E}_S[s_\mu(\phi(\theta), x, y)] \) and \( s_\mu(\phi(\theta), x, y) \) is the stochastic gradient via \( L^2(\mu_0) \)-inner product. Therefore, we can perform a stochastic variant of the functional gradient method [30] to minimize \( \mathcal{L}_S(\phi) \) on \( L^2(\mu_0) \) and its update rule becomes as follows:

\[ \phi^+ \leftarrow \phi - \eta s_\mu(\phi(\cdot), x, y) = (id - \eta s_\mu(\cdot, x, y)) \circ \phi. \]

We immediately notice the equivalence between this update and Algorithm [1] so SPGD method is nothing but the stochastic functional gradient method if the initial distribution \( \mu_0 \) is fixed. However, we note that to consider the problem with respect to a probability measure \( \mu \) is important because it can lead to a much better understanding of the problem as seen before.