Few hamiltonian cycles in graphs with one or two vertex degrees
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Abstract

We fully disprove a conjecture of Haythorpe on the minimum number of hamiltonian cycles in regular hamiltonian graphs, thereby extending a result of Zamfirescu, as well as correct and complement Haythorpe’s computational enumerative results from [Experim. Math. 27 (2018) 426–430]. Thereafter, we use the Lovász Local Lemma to extend Thomassen’s independent dominating set method. Regarding the limitations of this method, we answer a question of Haxell, Seamone, and Verstraete, and settle the first open case of a problem of Thomassen. Motivated by an observation of Aldred and Thomassen, we prove that for every \( \kappa \in \{2, 3\} \) and any positive integer \( k \), there are infinitely many non-regular graphs of connectivity \( \kappa \) containing exactly one hamiltonian cycle and in which every vertex has degree \( 3 \) or \( 2k \).
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1 Introduction

Motivated by Sheehan’s famous conjecture stating that every hamiltonian 4-regular graph contains at least two hamiltonian cycles [20], Fleischner’s surprising result that there exist graphs in which every vertex has degree 4 or 14 and which contain exactly one hamiltonian cycle [6], as well as recent work of Haythorpe [13], in this paper we investigate bounds for the minimum number of hamiltonian cycles occurring in hamiltonian graphs in which the set of distinct vertex degrees contains at most two elements. For further results treating Sheehan’s conjecture and its variations we point to the recent articles [8, 9, 24] and references therein.

We say that a graph is \( (k, \ell) \)-regular if all of its vertices are of degree \( k \) or \( \ell \) and there is at least one vertex of degree \( k \) and at least one vertex of degree \( \ell \); \( k = \ell \) is allowed, in which case we simply write \( k \)-regular. We will denote by \( h_n(k, \ell) \) the minimum number of hamiltonian cycles of any hamiltonian \( (k, \ell) \)-regular graph of order \( n \), and put

\[
h_n(k) := h_n(k, k), \quad h(k, \ell) := \min_n h_n(k, \ell), \quad \text{and} \quad h(k) := \min_n h_n(k).
\]
In case no hamiltonian \((k, \ell)\)-regular graph of order \(n\) exists, we write \(h_n(k, \ell) := \infty\). Aside from trivial lower bounds, related to the important quartic case we know that \(h(4) \leq 12\), \(\limsup_{n \to \infty} h_n(4) \leq 144\), and \(h(3, 4) = h(4, 14) = 1\), see [9, 24, 4, 6], respectively. With the same idea as in the proof of Theorem 1 in [24], one can show that for every integer \(\ell \geq 4\) there exists a constant \(c_{\ell}\), depending only on \(\ell\), such that for infinitely many \(n\) we have \(h_n(4, \ell) \leq c_{\ell}\). However, only for few \(\ell\) the exact value of \(c_{\ell}\) is known.

We will here be mostly concerned with upper bounds for the above quantities, but the reader might wonder what can be said about lower bounds. Unfortunately, not much. By extending a technique of Thomassen [23] it was proven by Haxell, Seamone, and Verstraete [12] that \(h(k) \geq 2\) for all \(k \geq 23\). If both \(k\) and \(\ell\) are odd, then it follows from Thomason’s “lollipop” technique [21] that \(h(k, \ell) \geq 3\). On the other hand, expanding on what has been said above, Entringer and Swart [4] proved \(h(3, 4) = 1\) (further examples were given by Aldred and Thomassen in [15], Royle [19], and in [9]) and Fleischner [6], as mentioned above, showed \(h(4, 14) = 1\).

Whenever a figure in this article shows, for a particular graph \(G\), some of \(G\)’s edges displayed thicker than others, then the set of thin edges belongs to no hamiltonian cycle of \(G\), and every thick edge belongs to at least one hamiltonian cycle of \(G\)—this facilitates checking certain arguments.

A number of results in this paper were obtained using computer-aided methods. In total these computations amounted to about 35 CPU years. To ensure the correctness of the results, we performed independent verifications in which we solve the same problem using different algorithms; we also present a human-readable proof where possible. We made the source code of our implementations and the certificates that can be used to independently verify our claims publicly available on GitHub [10].

This article is organised as follows. In Section 2 we discuss a recent conjecture of Haythorpe [13] revolving around the minimum number of hamiltonian cycles in hamiltonian \(k\)-regular graphs, where \(k \geq 5\). In [24] it was proven that this conjecture does not hold for \(k \in \{5, 6, 7\}\). We here extend this result and show that it holds for no \(k\). In Section 3 we correct certain inaccuracies occurring in Haythorpe’s article [13]—these revolve around computational results on the counting of hamiltonian cycles in regular graphs. In Section 4 we first use probabilistic arguments involving the Lovász Local Lemma to extend Thomassen’s independent dominating set method. Thereafter, combining a gluing argument with computational methods, it is shown that for \(k \in \{5, 6\}\) there exist infinitely many \(k\)-regular graphs with a hamiltonian cycle \(H\) containing no \(H\)-independent dominating set; this answers a question of Haxell, Seamone, and Verstraete [12] and settles the first open case of a problem of Thomassen [23]. The paper concludes with Section 5 in which we extend an observation of Aldred and Thomassen, proving that for every \(\kappa \in \{2, 3\}\) and any positive integer \(k\), there are infinitely many non-regular graphs of connectivity \(\kappa\) containing exactly one hamiltonian cycle and in which every vertex has degree 3 or 2\(k\). It is also shown that the smallest \((3, 4)\)-regular graph that contains exactly one hamiltonian cycle has order 18, and that all \((3, 2k + 1)\)-regular graphs with exactly three hamiltonian cycles and at most 32 vertices are cubic.

2 Counterexamples to Haythorpe’s conjecture

In [13] Haythorpe published the following conjecture.

Conjecture 1 (Conjecture 3.1 in [13]). For \(d \geq 5\) and \(n \geq d + 3\), all hamiltonian \(d\)-regular graphs of order \(n\) have at least \(f(n, d) := (d - 1)^2[(d - 2)!]^n\) hamiltonian cycles.
2.1 Counterexamples for all values of $d$

In [24] Conjecture 1 was shown to not hold for $d \in \{5, 6, 7\}$. By extending the approach from [24], we show that Haythorpe’s conjecture holds for no integer $d \geq 5$.

**Theorem 1.** For arbitrary integers $k \geq 0$ and $d \geq 5$, we have

$$h_n(d) \leq 2^{\left((d-1)!\right)^{d-2}[(d-2)!]^k} < f(n, d),$$

where $n := d^2 + d - 4 + (d + 1)k$.

**Proof.** The proof of the first inequality is structurally identical to the proof of Theorem 3 from [24], so we will be succinct. Fig. 1 shows a $d$-regular graph on $d^2 + d - 4$ vertices—see the figure’s caption for an exact description of the graph’s structure—with exactly $2((d-1)!)^{d-2}$ hamiltonian cycles. In Fig. 1, the graph induced by $v, w$, and the vertices marked by white disks has order $d + 1$. It has exactly two hamiltonian $vw$-paths. By applying Lemma 2 from [24], this first part of the proof is completed.

Figure 1: A $d$-regular graph. $K_{d+1}$ stands for a complete graph on $d + 1$ vertices minus the horizontal edge, and there are $d - 2$ copies of these graphs present. There are $d - 3$ white squares and $d - 1$ white disks. No two white squares are connected; the graph induced by the set of all white disks is a path; and white squares and white disks are connected in any way that produces a $d$-regular graph—this is possible as the number of edges leaving white squares, $(d-3)(d-2)$, is equal to the number of edges leaving white disks, $2(d-3) + (d-3)(d-4)$.

We now prove the second inequality, i.e. show that

$$2^{\left((d-1)!\right)^{d-2}[(d-2)!]^k} < (d-1)^2[(d-2)!][d^2 + d - 4 + (d + 1)k].$$

Rewrite the left-hand side as

$$2(d-1)^{d-2}[(d-2)!]^k$$

and the right-hand side as

$$(d-1)^2[(d-2)!][d^2 + d - 4 + (d + 1)k].$$

$$= (d-1)^2[(d-2)!][d^2 + d - 4 + (d + 1)k].$$
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By cancelling out common factors, this leads to

\[ 2[(d-1)!]^{d-2}[(d-2)!]^k < (d-1)^2[(d-2)!]^{\frac{d^2 + d - 1 + (d+1)k}{d+1}}, \]

i.e.

\[ 2(d-1)^{d-4} < [(d-2)!]^{2-\frac{4}{d+1}}. \]

For \( 5 \leq d \leq 59 \), we verified with a computer that the inequality holds. For \( d \geq 60 \), the inequality can be proven via Stirling’s formula, and by using the fact that a polynomial of degree four with variable \( d \) is larger than a polynomial of degree three for a sufficiently large value of \( d \) (in our case, \( d \geq 60 \)):

\[ [(d-2)!]^{2-\frac{4}{d+1}} > [(d-2)!]^\frac{3}{4} > 2\left(\frac{d-2}{e}\right)^\frac{3}{4} \cdot \frac{3^{d-\frac{3}{4}}}{\pi^{d-\frac{3}{4}}} > 2(d-1)^{d-4}. \]

2.2 Improved upper bounds for the 6- and 7-regular case

The following result was proven in [24]. As already mentioned, it shows that Conjecture 1 does not hold for \( d \in \{5, 6, 7\} \).

**Theorem 2** (Theorem 3 from [24]). For every non-negative integer \( k \) there exists (i) a 5-regular graph on \( 26+6k \) vertices with exactly \( 2^{k+10} \cdot 3^{k+3} \) hamiltonian cycles, (ii) a 6-regular graph on \( 39+7k \) vertices with exactly \( 2^{3(k+4)} \cdot 3^{k+4} \cdot 5^{4} \) hamiltonian cycles, and (iii) a 7-regular graph on \( 54+8k \) vertices with exactly \( 2^{3(k+8)} \cdot 3^{k+10} \cdot 5^{k+5} \) hamiltonian cycles.

If we set \( d = 5 \), \( d = 6 \), and \( d = 7 \) in Theorem 2, we get:

**Corollary 1.** For every non-negative integer \( k \) there exists (i) a 5-regular graph on \( 26+6k \) vertices with exactly \( 2^{k+10} \cdot 3^{k+3} \) hamiltonian cycles, (ii) a 6-regular graph on \( 38+7k \) vertices with exactly \( 2^{3(k+4)+1} \cdot 3^{k+4} \cdot 5^{4} \) hamiltonian cycles, and (iii) a 7-regular graph on \( 52+8k \) vertices with exactly \( 2^{3(k+7)+1} \cdot 3^{k+10} \cdot 5^{k+5} \) hamiltonian cycles.

Corollary 1 results in the same number of hamiltonian cycles (and the same order) for \( d = 5 \) as Theorem 2. However, for \( d = 6 \) and \( d = 7 \) the orders are not the same (\( 38+7k \) for Corollary 1 versus \( 39+7k \) for Theorem 2 using \( d = 6 \), and \( 52+8k \) for Corollary 1 versus \( 54+8k \) for Theorem 2 using \( d = 7 \)). We now present a variation of Theorem 2 such that the number of vertices is the same for \( d = 6 \) and \( d = 7 \), but the number of hamiltonian cycles is smaller:

**Theorem 3.** For every non-negative integer \( k \) there exists (i) a 6-regular graph on \( 39+7k \) vertices with exactly \( 2^{3(k+4)+1} \cdot 3^{k+4} \cdot 5^{4} \) hamiltonian cycles, and (ii) a 7-regular graph on \( 54+8k \) vertices with exactly \( 2^{3(k+7)+1} \cdot 3^{k+10} \cdot 5^{k+5} \) hamiltonian cycles.

**Proof.** The proof is very similar to the proof of Theorem 2, only a certain subgraph has been replaced. The graphs can be found in Fig. 7 and Fig. 8 (in the Appendix) for \( d = 6 \) and \( d = 7 \), respectively.
3 Correcting and extending Haythorpe’s table

Haythorpe published several values of $h_n(k)$ and upper bounds for $h_n(k)$ in Table 1 of [13], for integers $k$ and $n$ satisfying $4 \leq k \leq 7$ and $5 \leq n \leq 18$. According to [13], the values of $h_n(k)$ were “computed by first using GENREG [18] to construct all $k$-regular graphs on $n$ vertices for various values of $n$ and $k$, and then using the hamiltonian cycle enumeration algorithm by Chalaturnyk [2] to count the number of hamiltonian cycles in each.”

The upper bounds for $h_n(k)$ from [13] are equal to $h_n^2(k)$, which we define as the minimum number of hamiltonian cycles amongst all hamiltonian $k$-regular graphs on $n$ vertices with vertex connectivity 2. These values were computed in [13] for the cases where there were more than 100 million connected $k$-regular graphs on $n$ vertices, motivated by the observation that the minimal examples for the values of $h_n(k)$ that were calculated exhaustively always had connectivity 2 if any such graph existed for that choice of $n$ and $k$ (i.e. (i) $n \geq 2k + 2$ and (ii) $k$ even or $k$ odd and $n$ even). However, as we will show in this section, the reported values of $h_n^2(k)$ in [13] are inaccurate, i.e. there exist regular hamiltonian graphs with connectivity 2 for which the number of hamiltonian cycles is smaller than the reported values.

We repeated Haythorpe’s experiment, using two independent algorithms for counting the number of hamiltonian cycles. To enumerate all hamiltonian cycles, the first algorithm starts from an initially empty path that only contains the vertex with the lowest degree—ties are broken arbitrarily—and it will recursively extend the path in all possible ways by visiting an unvisited vertex. If there are no more unvisited vertices left that can be reached, the algorithm checks whether all vertices have been visited and whether there is an edge between the end vertices of the path (to obtain a hamiltonian cycle). In order to speed up this approach, the algorithm avoids double counting cycles by breaking symmetry and the algorithm prunes paths that cannot lead to a hamiltonian cycle, based on the degrees of the unvisited vertices and the end vertices of the path. This approach is based on the algorithm from [11].

The second algorithm uses the dynamic programming algorithm due to Held and Karp [13] for solving sequencing problems—the hamiltonian cycle problem can be seen as a special case of such a sequencing problem by applying Lemma 1 of [10]. For both algorithms, we also implemented a version that counts hamiltonian paths instead of cycles, since we will use this later.

We first computed the values of $h_n(k)$ by using GENREG [18] to generate all connected $k$-regular graphs on $n$ vertices. Thereafter, we used the two independent algorithms for computing the number of hamiltonian cycles. The values of $h_n(k)$ obtained through this experiment match the values that were reported by Haythorpe. For computing the values of $h_n^2(k)$, we used a different approach starting from nearly $k$-regular graphs, i.e. graphs $G$ in which every vertex has degree $k$, except for two vertices which have degree less than $k$. We will refer to these two vertices as the terminals of $G$. The following observation, whose proof is straightforward, shows the relationship between hamiltonian $k$-regular graphs of connectivity 2 and nearly $k$-regular graphs.

**Observation 1.** Let $G_1 = (V_1, E_1)$ be a hamiltonian $k$-regular graph with $p_1$ hamiltonian cycles and let $\{u, v\}$ be a 2-cut of $G_1$. The graph $G_1 - u - v$ consists of precisely two connected components $G_2 = (V_2, E_2)$ and $G_3 = (V_3, E_3)$ for which $|V_2| \geq k - 1$ and $|V_3| \geq k - 1$. Let $p_2$ and $p_3$ be the number of hamiltonian paths between the terminals of the nearly $k$-regular graphs $G_1[V_2 \cup \{u, v\}]$ and $G_1[V_3 \cup \{u, v\}]$, respectively. We have $p_1 = p_2p_3$, since $G_1$ can be reconstructed by identifying the corresponding terminals of $G_1[V_2 \cup \{u, v\}]$ and $G_1[V_3 \cup \{u, v\}]$.

Observation 1 allows us to compute $h_n^2(k)$ by first generating all connected nearly $k$-regular graphs on at most $n - k + 1$ vertices, which we did using the generator GENG [17] and a filter that checks whether a graph is nearly $k$-regular. Secondly, we computed the number of
hamiltonian paths between the two terminals of these nearly k-regular graphs and combined the ones with a minimal number of hamiltonian paths (by identifying the terminals) to obtain complete lists of the k-regular graphs on n vertices with \( h_n^2(k) \) hamiltonian cycles. Nearly k-regular graphs are interesting from a computational point of view, because they allow to generate all hamiltonian k-regular graphs with connectivity 2 having \( h_n^2(k) \) hamiltonian cycles much more efficiently than generating all k-regular graphs with \( h_n^2(k) \) hamiltonian cycles and filtering them for connectivity 2 afterwards. For example: there are 8 037 418 connected 4-regular graphs on 16 vertices, but only 21 247 of these graphs have connectivity 2.

We computed the values of \( h_n(k) \) and \( h_n^2(k) \) which are summarised in Table 1. This computation took about 2 CPU years.

Haythorpe [13] produced a table for \( n \leq 18; \) our values \( h_{19}^2(4) \) and \( h_{19}^2(6) \) are new in comparison with [13]. However, it turns out that several values of \( h_n^2(k) \) do not match with the numbers reported in [13]. These values are underlined in Table 1.

| \( n \) | \( h_n^2(4) \) | \( h_n^2(5) \) | \( h_n^2(6) \) |
|---|---|---|---|
| 5 | 12 (1) | - | - |
| 6 | 16 (1) | 60 (1) | - |
| 7 | 23 (1) | - | 360 (1) |
| 8 | 29 (1) | 177 (1) | 744 (1) | 2520 (1) |
| 9 | 36 (1) | - | 1553 (1) | - |
| 10 | 36 (1) | 480 (1) | 3214 (1) | 14963 (1) |
| 11 | 48 (2) | - | 6564 (1) | - |
| 12 | 60 (2) | 576 (1) | 12000 (1) | 87808 (1) |
| 13 | 72 (3) | - | 22680 (1) | - |
| 14 | 72 (1) | 1296 (1) | 14400 (1) | 430920 (1) |
| 15 | 72 (2) | - | 28800 (1) | - |
| 16 | 72 (1) | 3168 (1) | 57600 (3) | 518400 (1) |
| 17 | 96 (2) | - | 115200 (2) | - |
| 18 | 108 (1) | 3456 (1) | 230400 (3) | 2663424 (1) |
| 19 | 144 (21) | - | 443520 (1) | - |

Table 1: Counts of \( h_n(k) \) and \( h_n^2(k) \) for various values of \( n \) and \( k \). The non-bold values show \( h_n(k) \), the bold values indicate \( h_n^2(k) \) (i.e. upper bounds for \( h_n(k) \)), and the underlined values represent all values that did not match with the values reported by Haythorpe in [13]. The values which are new in comparison with [13] are in italic. A dash signifies an impossible combination of \( k \) and \( n \). The number of graphs that have \( h_n(k) \) or \( h_n^2(k) \) hamiltonian cycles are indicated between parentheses; for the case of \( h_n^2(k) \), only graphs with connectivity 2 are considered.

Since several values do not match with the numbers previously reported in [13], it was important to take extra measures to ensure the correctness of the obtained results. For this reason, we implemented various “sanity checks” to check properties that should hold either by construction or to be in agreement with previously reported research. We verified for all graphs with \( h_n(k) \) or \( h_n^2(k) \) hamiltonian cycles that (i) the number of hamiltonian cycles is indeed equal to \( h_n(k) \) or \( h_n^2(k) \) according to the two independent programs; (ii) the reported values match the values reported in [13] and [9] for the case of \( h_n(k) \); (iii) \( h_n(4) \leq h_n^2(4) \) (for all \( n \) such that \( 10 \leq n \leq 16 \)), \( h_n(5) \leq h_n^2(5) \) (for all \( n \) such that \( 12 \leq n \leq 14 \)), and \( h_{14}(6) \leq h_{14}^2(6) \); (iv) the graphs indeed have connectivity 2; and (v) the graphs are indeed k-regular graphs on \( n \) vertices. Furthermore, we independently verified the values \( h_n(k) \)
by using GENREG followed by the two algorithms for counting the number of hamiltonian cycles and the values $h_{17}^2(4)$, $h_{16}^2(5)$ and $h_{15}^2(6)$ using GENREG and a program that filters out the graphs with connectivity 2 (and counting the number of hamiltonian cycles with the two algorithms).

Finally, we verified whether the number of hamiltonian cycles (or paths) was identical for both programs for all simple connected graphs up to order 11. As desired, all sanity checks produced the expected results.

The complete lists of all $k$-regular graphs on $n$ vertices containing $h_n(k)$ or $h_n^2(k)$ hamiltonian cycles—whose counts are mentioned between parentheses in Table 1—can be obtained from the database of interesting graphs from the House of Graphs [3] by searching for the keywords “regular * minimum number of hamiltonian cycles” to allow other researchers to inspect or independently verify these results.

4 Thomassen’s independent dominating set method

It was shown by Thomassen [22] that any graph $G$ with a hamiltonian cycle $h$ has a second hamiltonian cycle if $G$ has a vertex set $S$ which is an independent set of $(V(G), E(h))$ and is a dominating set of $(V(G), E(G) \setminus E(h))$; such a set $S$ will be called an $h$-independent dominating set of $G$. In fact, a slightly stronger statement is proven, which we state here:

**Theorem 4** ([22]). Let $G$ be a hamiltonian graph, and let $h$ be a hamiltonian cycle of $G$. Colour all edges of $h$ red, and all edges of $G - E(h)$ green. If $S$ is an $h$-independent dominating set of $G$, then $G$ has a hamiltonian cycle distinct from $h$. Furthermore, we can choose a second hamiltonian cycle $h'$ such that $h' - S = h - S$ and there is a vertex in $S$ such that exactly one red edge incident to it lies in $h'$.

The proof of Theorem 4 relies on the following lemma, which can be proven by an extension of Thomason’s lollipop method (see [21]):

**Lemma 1** ([22]). Let $H$ be a graph with a hamiltonian cycle $h$. Suppose there is a set of vertices $S$ such that $H - S$ has $|S|$ components, each of which is a path with end vertices of odd degree in $H$. Then

1. $h' - S = h - S$ for each hamiltonian cycle $h'$ distinct from $h$, and
2. each edge of $h$ incident to a vertex in $S$ is in an even number of hamiltonian cycles.

Note that a graph $H$ containing an $h$-independent dominating set $S$ satisfies the conditions of Lemma 4.

In a subsequent article, Thomassen [23] ingeniously combines Theorem 4 with the Lovász Local Lemma to prove that every $k$-regular hamiltonian graph with a hamiltonian cycle $h$ always has an $h$-independent dominating set if $k \geq 200$. Thomassen’s result was strengthened to $k \geq 24$ by Haxell, Seamone, and Verstraete [12] by the same approach with an improved random process for selecting the vertices for a potential $h$-independent dominating set.

In the language of our work, one can in fact show that regular graphs with sufficiently large degree not only contain two hamiltonian cycles, but in fact that $h(k) \geq 4$ if $k \geq 25$. It is not hard to see that $h(k) \geq 3$ by an application of Lemma 4. Suppose now that there is some $k$-regular graph $H$ containing precisely three hamiltonian cycles, $h_1, h_2, h_3$. Note that $h_1 \cup h_2 \cup h_3$ form a cubic spanning subgraph of $H$, that $h_1 \cap h_2$ form a perfect matching of $H$, and thus $H - E(h_1 \cap h_2)$ is a hamiltonian $(k - 1)$-regular graph; applying the aforementioned result of Haxell, Seamone, and Verstraete gives a second hamiltonian cycle distinct from $h_1, h_2, h_3$, a contradiction.
In the remainder of this section, we first consider an extension of Thomassen’s $h$-independent dominating set approach by showing that not only do hamiltonian $k$-regular graphs contain multiple hamiltonian cycles if $k$ is sufficiently large, but also that one can find a second hamiltonian cycle in such graphs even if a linear number of edges of one hamiltonian cycle (in terms of $k$) are prescribed to be contained in the other. Furthermore, we explore the limits of the $h$-independent dominating set method by showing that when $k$ is small (at most 6), then one cannot guarantee that a hamiltonian graph contains an $h$-independent dominating set; this answers questions of Thomassen [23] and Haxell et al. [12] in the negative. We also provide computational results related to the $k = 7, 8$ cases.

4.1 An extension of Thomassen’s $h$-independent dominating set theorem

The section is devoted to Theorem 6, a strengthening of Thomassen’s Theorem 4. Our main tool is the Lovász Local Lemma.

**Theorem 5 (Lovász Local Lemma [5]).** Let $\{A_i : i \in I\}$ be a finite family of events in a probability space, and for each $A_i$ let $J_i \subset I$ be the set of values of $j$ such that $A_j$ depends on $A_i$. Suppose there exist real numbers $0 < x_i < 1$ for each $i \in I$ such that

$$P(A_i) < x_i \prod_{j \in J_i} (1 - x_j).$$

Then

$$P\left(\bigcap_{i \in I} \overline{A_i}\right) \geq \prod_{i \in I} (1 - x_i) > 0.$$

**Theorem 6.** For any $\varepsilon > 0$, there exists a constant value $d_0(\varepsilon)$ such that the following holds: Let $H$ be a $d$-regular graph, $d \geq d_0(\varepsilon)$, containing a hamiltonian cycle $h$, and let $E_f$ be a set of edges of $h$ which cover at most $(1 - \varepsilon)d$ vertices of $H$. Then $H$ contains a second hamiltonian cycle containing $E_f$.

**Proof.** We let $d_0 = d_0(\varepsilon)$ satisfy

$$\frac{d_0}{4 \sqrt{d_0 \log(8d_0^2)}} + 1 \geq \frac{1}{\varepsilon}. \tag{1}$$

Fix $\varepsilon > 0$ and let $H$ be a $d$-regular graph, $d \geq d_0(\varepsilon)$, containing a hamiltonian cycle $h$. Colour every edge of $h$ red and all other edges of $H$ green. We prove the statement by applying the Local Lemma to a spanning subgraph $G$ of $H$ which contains $h$ to show that $G$ (and hence $H$) contains an $h$-independent dominating set. The result then follows from Theorem 4.

Fix a set of edges $E_f$ in $h$, using at most $(1 - \varepsilon)d$ vertices of $H$. Let $V_f$ be the set of ends of $E_f$ together with the vertices joined to an edge of $E_f$ by a red edge. We seek an $h$-independent dominating set $S \subseteq V(H) \setminus V_f$ which satisfies the conditions of Lemma 1; Theorem 4 then guarantees the existence of the desired cycle containing all edges of $E_f$. Let $G$ be the subgraph of $H$ obtained by deleting all green edges incident to an edge in $E_f$. Note that every vertex that is not an end of an edge in $E_f$ has degree at least $d - (1 - \varepsilon)d = \varepsilon d$. By our choice of $d_0$, we have that each such vertex has degree strictly greater than 2, since

$$(1 - \varepsilon)d < \left(1 - \frac{4 \sqrt{d_0 \log(8d_0^2)}}{d_0} + 1\right) d < \left(1 - \frac{2}{d_0}\right) d = d - \frac{2d}{d_0} \leq d - 2.$$

Let $p$ be some fixed real number such that $0 < p < 1$ and let $S \subseteq V(G) \setminus V_f$ be a set of vertices chosen independently at random with each vertex in $V(G) \setminus V_f$ being selected with
probability $p$. For each red edge of $G$ not incident to an edge of $E_f$, let $A_e$ be the event that each end of $e$ is in $S$. For each vertex $v \in V(G) - V_f$, let $A_v$ be the event that $v$ and the vertices of $G$ joined to $v$ by green edges are all in $V(H) \setminus S$. We then have the following probabilities:

$$\mathbb{P}(A_e) = p^2,$$

$$(1 - p)^{(d-2)+1} = (1 - p)^{d-1} \leq \mathbb{P}(A_e) \leq (1 - p)^{(d\varepsilon-2)+1} = (1 - p)^{d\varepsilon-1}.$$  

Let $I$ be the set of all vertices not in $V_f$ and all red edges other than which have both ends in $V_f$. Then $I = \{w \in I \cap V(G) : A_w \sim A_v\} \cup \{f \in I \cap E(G) : A_f \sim A_v\}$ and $J_e = \{w \in I \cap V(G) : A_w \sim A_e\} \cup \{f \in I \cap E(G) : A_f \sim A_e\}$, where we denote the dependency of events $A_i$ and $A_j$ by $A_i \sim A_j$.

Associate to every event of type $A_e$ the same variable $x \in (0, 1)$ and to every event of type $A_v$, a variable $y \in (0, 1)$. Consider the event $A_e$. For each end of $e$, there is precisely one other red edge incident to that end in $H$. Thus, there are at most two events of the form $A_e$, such that $A_e \sim A_e$. For each end of $e$, there are at most $d - 2$ vertices of $V(G) \setminus V_f$ joined to it by a green edge and so there are at most $2(d - 2)$ events $A_e$, such that $A_e \sim A_e$. Also, if $e = uv$, then $A_u \sim A_e$ and $A_v \sim A_e$ and so there are at most $2d - 2$ events $A_v$, such that $A_v \sim A_e$. Thus, in order to apply the Local Lemma, the values of $x, y$ must satisfy

$$\mathbb{P}(A_e) = p^2 < x(1-x)^2(1-y)^{2d-2}. \quad (2)$$

Consider the event $A_v$. There are exactly two red edges incident to each of the (at most) $d - 2$ vertices joined to $v$ by green edges, as well as to $v$ itself, so there are at most $2(d - 1)$ red edges incident to these $d - 1$ vertices in total. Thus, there are at most $2d - 2$ events $A_v$, such that $A_v \sim A_v$. Let $w$ be a vertex of $H$ joined to $v$ by a green edge. Then $w$ is joined by a green edge to at most $d - 3$ other vertices that lie in $V(G) \setminus V_f$. These give at most $(d - 3) + 1$ (one for each of $w$ and its “green neighbours”) events $A_v$ such that $A_v \sim A_v$. Since this is true for each vertex joined to $v$ by a green edge, there are at most $(d - 2)^2$ events $A_v$ such that $A_v \sim A_v$. Thus, for each event $A_v$, we wish $x$ and $y$ to satisfy

$$\mathbb{P}(A_v) \leq (1 - p)^{d\varepsilon-1} < y(1-x)^{2d-2}(1-y)^{(d-2)^2}. \quad (3)$$

Let $x = \frac{1}{2d}$, $y = \frac{1}{2d^2}$, $p = \frac{1}{4\sqrt{d}}$. Then $\mathbb{E}[2]$ holds because

$$p^2 = \frac{1}{16d} < \left(\frac{1}{4d}\right)^2 \left(1 - \frac{1}{4d}\right)^2 \left(\frac{1}{e}\right)$$

$$< \left(\frac{1}{4d}\right)^2 \left(1 - \frac{1}{4d}\right)^2 \left(1 - \frac{1}{2d}\right)^{2d-1}$$

$$< \left(\frac{1}{4d}\right)^2 \left(1 - \frac{1}{4d}\right)^2 \left(1 - \frac{1}{2d}\right)^{2d-2}$$

$$= x(1-x)^2(1-y)^{2d-2}.$$ 

Before moving on to showing the second inequality holds, notice that from $[1]$ we have

$$\frac{d_0}{4\sqrt{d_0}\log(8d_0^2)} + 1 > \frac{1}{\varepsilon},$$

whence

$$\frac{1 - \varepsilon d}{4\sqrt{d}} < \log \left(\frac{1}{8d^2}\right).$$
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Thus (3) holds since
\[
(1 - p)^{d \epsilon - 1} \leq e^{-p(d \epsilon - 1)} = e^{\frac{1 - ed}{4d^2}}
\]
\[
< e^{\log \left( \frac{1}{8d^2} \right)} = \frac{1}{8d^2}
\]
\[
< \left( \frac{1}{2d^2} \right) \left( 1 - \frac{2d - 2}{4d} \right) \left( 1 - \frac{(d - 2)^2}{2d^2} \right)
\]
\[
< \left( \frac{1}{2d^2} \right) \left( 1 - \frac{1}{4d} \right)^{2d - 2} \left( 1 - \frac{1}{4d} \right)^{(d - 2)^2}
\]
\[
= y(1 - x)^{2d - 2}(1 - y)^{(d - 2)^2}.
\]

So, $G$ contains an $\mathfrak{h}$-independent dominating set by the Local Lemma which contains all edges of $E_f$, and thus so does $H$.

\[
\square
\]

4.2 Limitations of the $\mathfrak{h}$-independent dominating set method

Thomassen not only proves Theorem 4 in [23], but also the following much more wide ranging statement:

**Theorem 7** ([23]). Let $H$ be a graph whose edges are partitioned into red and green subgraphs $R$ and $K$, respectively. If $R$ is $r$-regular and $K$ is $k$-regular, with $r \geq 3$ and $k > 200r \ln r$, then $H$ contains a red-independent green-dominating set.

Ghandehari and Hatami state in a technical report that the conditions in Theorem 7 are near-optimal:

**Theorem 8** ([7]). For every $r, k > 0$ with $k \leq r \ln r$ there exists a graph $H$ whose edges are coloured red or green, such that the spanning red subgraph is $r$-regular, and the spanning green subgraph is $k$-regular, and $H$ does not have a red-independent green-dominating set.

However, as this result is meaningful only for $r \geq 3$ (and $k$ sufficiently large), the limits of the $\mathfrak{h}$-independent dominating set approach for guaranteeing a second hamiltonian cycle are worth deeper exploration.

Thomassen [23] first observed that it is impossible to prove Sheehan’s conjecture by the $\mathfrak{h}$-independent dominating set approach, as there are infinitely many 4-regular hamiltonian graphs having no independent dominating set with respect to some prescribed hamiltonian cycle. In fact, it is straightforward to see that the complete graph on five vertices is the smallest such example. As it is known that every hamiltonian $k$-regular graph, where $k \geq 3$ is an odd integer, contains at least three hamiltonian cycles [21], Thomassen poses the following problem:

**Question 1** ([23]). Does every 6-regular graph containing a hamiltonian cycle $\mathfrak{h}$ contain a $\mathfrak{h}$-independent dominating set?

In [12], the existence of further infinite families of hamiltonian 4-regular graphs without $\mathfrak{h}$-independent dominating sets is shown, though all have small girth. As such, the authors suggest the following questions:

**Question 2** ([12]). Does there exist a 5-regular graph with a hamiltonian cycle $\mathfrak{h}$ containing no $\mathfrak{h}$-independent dominating set?

**Question 3** ([12]). Does every 4-regular graph of sufficiently large girth with a hamiltonian cycle $\mathfrak{h}$ have a $\mathfrak{h}$-independent dominating set?
Motivated by these questions, we prove in this section the existence of 5- and 6-regular graphs that have a hamiltonian cycle $h$ but no $h$-independent dominating set, thus answering Questions 1 and 2. Indeed, to obtain an infinite family of desired graphs, it suffices to construct one such graph.

Lemma 2. If there exists a $k$-regular graph $H$ containing a hamiltonian cycle $h$ without $h$-independent dominating sets, then there exist infinitely many $k$-regular graphs containing a hamiltonian cycle $h$ without $h$-independent dominating sets.

Proof. Let $e$ be an edge in $h$, and let $H'$ and $h_H'$ be obtained from $H$ and $h_H$ by deleting $e$, respectively. Then every set that is dominating in $(V(H'), E(H') \setminus E(h_H')) = (V(H), E(H) \setminus E(h_H))$ and independent in $(V(H'), E(h_H'))$ must contain both end-vertices of $h_H$. It is obvious that we can take arbitrarily many copies of $H'$ and join them by independent edges to obtain a $k$-regular graph $G$ with a hamiltonian cycle $h$ such that $h$ contains all copies of $h_H'$. Any dominating set of $(V(G), E(G) \setminus E(h))$ contains all end-vertices of the new edges used to construct $G$, and hence is not an independent set of $(V(G), E(h))$.

In the next subsections we present our results on $k$-regular graphs with a hamiltonian cycle $h$ containing no $h$-independent dominating set for $5 \leq k \leq 8$. These results were obtained by a computer search where we first use the generator GENREG to construct all $(k-2)$-regular graphs on $n$ vertices. On these generated graphs, we apply a program which computes all minimal dominating sets of these graphs, enumerates all hamiltonian cycles in the complement graphs and checks whether any hamiltonian cycle $h$ can be added to the original graph such that no minimal dominating set is $h$-independent.

4.2.1 The 5-regular case: Solving Question 2 of Haxell et al.

By a computer search using the approach described above, we determined the following:

Proposition 1. There exist infinitely many 5-regular graphs with a hamiltonian cycle $h$ containing no $h$-independent dominating set.

The smallest such graphs $G$ have order 10, one of which is given in Fig. 2, where the dashed edges denote the hamiltonian cycle $h$. It is straightforward to show that the set of minimal dominating sets of $(V(G), E(G) \setminus E(h))$ is $D_3 \cup D_4 \cup D_5$, where $D_3 := \{\{a_i, b_i, b_{i+1}\}, \{a_i, a_{i+1}, b_1\} : i = 1, \ldots, 5\}$, $D_4 := \{\{a_i, a_{i+2}, b_j, b_{j+2}\} : i, j = 1, \ldots, 5\}$, and $D_5 := \{\{a_1, a_2, a_3, a_4, a_5\}, \{b_1, b_2, b_3, b_4, b_5\}\}$ (all indices are taken modulo 5). Then it is easy to verify that every dominating set of $(V(G), E(G) \setminus E(h))$ must induce some edge in $(V(G), E(h))$ and $G$ has no $h$-independent dominating set.

![Figure 2: A 5-regular graph on 10 vertices with a hamiltonian cycle $h$ (dashed edges) having no $h$-independent dominating set.](image-url)
Table 2 in the Supplementary material lists the number of pairs \((G', h)\) where \(G'\) is a 3-regular graph and \(h\) is a hamiltonian cycle in its complement such that no minimal dominating set in \(G'\) is \(h\)-independent.

We now present a graph \(G\) that has a hamiltonian path \(p\) such that all dominating sets of \((V(G), E(G) \setminus E(p))\) are not independent in \((V(G), E(p))\), the end-vertices of \(p\) are not adjacent, and \(G\) becomes 5-regular if they are joined by an edge. Such a graph is given in Fig. 3, where the dashed edges denote a hamiltonian path \(p\). It is straightforward to show that the set of minimal dominating sets of \((V(G), E(G) \setminus E(p))\) is \(D_4 \cup D_5 \cup D_6\), where \(D_4 := \{\{b_1, c_{i+1}, c_{i+2}, d_j\}, \{b_i, c_{i+1}, c_{i+2}, e\}, \{b_i, b_{i+1}, c_{i+2}, d_{j+2}\}, \{b_i, b_{i+1}, c_{i+2}, e\}, \{a_1, a_2, c_i, d_i\} : i, j = 1, 2, 3\} \cup \{\{a_1, b_2, b_3, e\}, \{a_i, b_j, d_j, e\}, \{a_i, b_j, c_i, d_i\} : i = 1, 2 \text{ and } j, k = 1, 2, 3\}, \quad D_5 := \{\{a_i, b_j, d_{j+1}, d_{j+2}, e\}, \{a_i, b_j, d_{i+1}, d_{i+2}\}, \{a_1, a_2, d_j, d_{j+1}, e\} : j = 1, 2 \text{ and } i = 1, 2, 3\} \cup \{\{a_1, a_2, d_1, d_2, d_3\}\}, \quad \text{and } D_6 := \{\{a_1, a_2, c_1, c_2, c_3, e\}, \{b_1, b_2, b_3, d_1, d_2, d_3\}\} (\text{all indices are taken modulo } 3). \] It is not hard to verify that every set from \(D_4 \cup D_5 \cup D_6\) is not independent in \((V(G), E(p))\).

\[\text{Figure 3: A graph } G \text{ on 12 vertices with a hamiltonian path } p \text{ (dashed edges) that becomes 5-regular if the edge } a_1c_1 \text{ is added. Every vertex set of } G \text{ is not dominating in } (V(G), E(G) \setminus E(p)) \text{ or not independent in } (V(G), E(p)).\]

\[\text{4.2.2 The 6-regular case: Solving the first open case of Thomassen’s Question}^1\]

Combining theoretical arguments and an exhaustive computer search, we established the following:

**Proposition 2.** There exist infinitely many 6-regular graphs with a hamiltonian cycle \(h\) containing no \(h\)-independent dominating set.

Along the way, we determined all such graphs up to 15 vertices. The counts are summarised in Table 3 in the Supplementary material. The last column of this table lists the number of pairs \((G', h)\) where \(G'\) is a 4-regular bipartite graph and \(h\) is a hamiltonian cycle in its complement such that no minimal dominating set in \(G'\) is \(h\)-independent. The reason why we also specifically looked into bipartite graphs \(G'\) is that it follows from Table 2 that in the 5-regular case there are examples of minimal order where \(G'\) is bipartite and restricting the search to bipartite graphs allowed us to go several orders further. These computations required about 10 CPU years and the pairs from Table 3 can be downloaded from [III].
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One of the 6-regular graphs $G$ with a hamiltonian cycle $h$ having no $h$-independent dominating set is given in Fig. [4] where the dashed edges denote a hamiltonian cycle $h$ of $G$.

Denote by $S_3$ the permutation group on $\{1, 2, 3\}$. It is straightforward to show that the set of minimal dominating sets of $(V(G), E(G) \setminus E(h))$ is $D_3 \cup D_4 \cup D_5 \cup D_6$, where $D_3 := \{ \{a_{1i}, a_{2i}, a_{3i}\} : i = 1, 2 \} \cup \{ \{b_{1\sigma(1)}, b_{2\sigma(2)}, b_{3\sigma(3)}\} : \sigma \in S_3 \}$, $D_4 := \{ \{a_{1i}, a_{2i}, a_{i+1,2}, a_{i+2,1}\} : i = 1, 2, 3 \} \cup \{ \{b_{ij}, b_{i,j+1}, b_{i+1,j+2}, b_{i+2,j+2}\} : i, j = 1, 2, 3 \}$, $D_5 := \{ \{a_{ij}, a_{i+1,k}, b_{i+1,\ell}, b_{i+2,\ell+1}, b_{i+2,\ell+2}\} : i, \ell = 1, 2, 3$ and $j, k = 1, 2 \} \cup \{ \{a_{ij}, a_{i+1,k}, b_{i+1,j}, b_{i+2,k}\} : i, j, k = 1, 2, 3 \}$, and $D_6 := \{ \{a_{1i}, a_{i+1,j}, a_{i+2,2}, b_{1k}, b_{2k}, b_{3k}\} : i, k = 1, 2, 3$ and $j = 1, 2 \}$ (all indices are taken modulo 3). It is not hard to verify that every set from $D_3 \cup D_4 \cup D_5 \cup D_6$ is not independent in $(V(G), E(h))$ and hence $G$ has no $h$-independent dominating set.

Figure 4: On the left-hand side, a 6-regular graph on 15 vertices with a hamiltonian cycle $h$ (dashed edges) having no $h$-independent dominating set is shown. The right-hand side depicts the same graph without $E(h)$.

We append one more graph which is 6-regular, has a hamiltonian cycle, yet has no associated dominating independent sets. The graph is given in Fig. [5] with the details omitted.

Figure 5: On the left-hand side, a 6-regular graph on 16 vertices with a hamiltonian cycle (dashed edges) having no associated independent dominating set is shown. The right-hand side depicts the same graph without the hamiltonian cycle; we note that the resulting graph is bipartite.
4.2.3 The 7- and 8-regular case

Concluding this section, we performed exhaustive computer searches for the 7- and 8-regular case but no such graphs containing a hamiltonian cycle \( h \) having no \( h \)-independent dominating set were found. These computations are summarised in the following observation. In total this required approximately 15 CPU years.

**Observation 2.** There are neither 7- nor 8-regular graphs (bipartite graphs) containing a hamiltonian cycle \( h \) and having no \( h \)-independent dominating set of order at most 14 (at most 20).

5 \((k, \ell)\)-regular graphs

The next observation follows directly from a result of Thomason [21].

**Observation 3.** For every positive odd (not necessarily distinct) integers \( k \geq 3 \) and \( \ell \geq 3 \), we have \( h(k, \ell) \geq 3 \).

If we allow 2-valent vertices, the situation is easy to describe. For an integer \( k \geq 2 \), consider a \( k \)-regular graph containing a hamiltonian cycle \( h \). Insert on all (or indeed all but one) edges of \( h \) a 2-valent vertex. The resulting graph contains only vertices of degree 2 or \( k \), at least one of each, and exactly one hamiltonian cycle. Thus, we have:

**Observation 4.** For every integer \( k \geq 2 \) and every \( n \) such that there exists a hamiltonian \( k \)-regular graph of order \( n \), we have \( h_{2n-1}(2, k) = h_{2n}(2, k) = 1 \).

We now shift our attention to the semi-cubic case, i.e. the values of \( h(3, k) \). The case \( k = 2 \) has been discussed above, and for \( k = 3 \) we have \( h_n(3) = 3 \) for all even \( n \geq 4 \): it follows from Observation 3 that \( h_n(3) \geq 3 \) and by considering \( K_4 \) and successively replacing vertices by triangles, one infers \( h_n(3) \leq 3 \). Henceforth, a graph containing exactly one hamiltonian cycle shall be called *uniquely hamiltonian*. For \( k = 4 \), Entringer and Swart provided a uniquely hamiltonian graph of connectivity 2, see [4], and Aldred and Thomassen described a 3-connected such graph in [15]. We recall that \( h(3, 2k + 1) \geq 3 \) by Observation 3. We now treat the \((3, 2k)\)-regular case; the proof of the next statement was described to us by Gunnar Brinkmann [1].

**Theorem 9.** For every \( \kappa \in \{2, 3\} \) and any positive integer \( k \), there are infinitely many \((3, 2k)\)-regular uniquely hamiltonian graphs of connectivity \( \kappa \).

**Proof.** We have dealt with the case \( k = 1 \) above, so assume henceforth \( k > 1 \). We prove the case \( \kappa = 3 \) since the case \( \kappa = 2 \) is a direct corollary. The following auxiliary result will be useful; its proof is straightforward and left to the reader.

**Claim 1.** Let \( P \) be the Petersen graph and \( x \in V(P) \) with neighbours \( x_1, x_2, x_3 \). Then \( P - x \) admits no hamiltonian \( x_1x_2x_3 \)-path and \( P - x - x_i \) has exactly two hamiltonian \( x_jx_k \)-paths, where \( \{i, j, k\} = \{1, 2, 3\} \).

For a positive integer \( k \), let \( G \) be a \((3, 2k)\)-regular multigraph with exactly two hamiltonian cycles and exactly one vertex \( x \) of degree \( 2k \). Let \( vw \in E(G) \) be such that exactly one of the hamiltonian cycles in \( G \) traverses it, and \( x \) is not incident to \( vw \). Let \( H \) be obtained from the Petersen graph by removing a vertex—we call its neighbours \( v', w', x' \). Consider the graph obtained from the disjoint union of \( G - vw \) and \( H \) by joining \( v \) to \( v' \) and \( w \) to \( w' \), and identifying \( x \) and \( x' \); this operation will be called \((\dagger)\). Thus, by Claim 1, a \((3, 2k + 2)\)-regular multigraph with exactly two hamiltonian cycles and exactly one vertex of degree \( 2k + 2 \) is obtained.
Claim 2. There exists a 3-connected $(3,4)$-regular graph with exactly two Hamiltonian cycles and exactly one vertex of degree 4.

Proof of Claim 2. This follows by applying (i) to a triangle with one edge doubled. Alternatively, Aldred and Thomassen describe a (larger) such graph in [15].

Claim 3. If there exists a 3-connected $(3,2k)$-regular graph $G$ with exactly two Hamiltonian cycles and exactly one non-cubic vertex, then there are infinitely many 3-connected $(3,2k)$-regular uniquely Hamiltonian graphs.

Proof of Claim 3. How to produce from $G$ a 3-connected $(3,2k)$-regular graph $H$ with exactly one Hamiltonian cycle is not difficult and explained in [15]; we recall the argument for the reader’s convenience. There must exist a cubic vertex in $G$ with incident edges $a,b,c$ such that $G$ has a unique Hamiltonian cycle through the edges $a,c$ and a unique Hamiltonian cycle through the edges $b,c$ but no Hamiltonian cycle through $a,b$. We take two copies of $G$ and label the edges $a,b,c$ on one graph and label the corresponding edges $a’,b’,c’$ on the other graph. Let $v’$ be the vertex incident with $a’,b’,c’$. Remove $v$ and $v’$ and join the “hanging” edges as follows: $a$ to $c’$, $b$ to $a’$, and $c$ to $b’$. To visit all vertices in the first copy of $G$ we have to use the edges $a,c$ or $b,c$. Since the latter edges are joined to $a’,b’$ in the second copy of $G$, we cannot visit all vertices of the second copy. However, going through $a,c$ in the first copy of $G$ to $b’,c’$ in the second copy provides the unique Hamiltonian cycle. Iteratively replacing in $H$ cubic vertices by triangles yields the second statement. This completes the proof of the claim.

By Claims 2 and 3, the proof of the case $κ = 3$ is complete. For the connectivity 2 case, consider a 3-connected $(3,2k)$-regular graph $G$ containing exactly one Hamiltonian cycle $h$. Let $vw ∈ E(h)$. Let $G’$ be a copy of $G$ with $v’ ∈ V(G’)$ corresponding to $v$ and $w’ ∈ V(G’)$ corresponding to $w$. Adding to the disjoint union of $G – vw$ and $G’ – v’w’$ the edges $vw’$ and $ww’$ yields the statement.

Let $G$ be a cubic Hamiltonian graph and $h$ some Hamiltonian cycle in $G$. The next argument uses the same basic idea as described in the proof of Claim 3. For every vertex $v$ of $G$, there are exactly two edges $a,b$ incident with $v$ and on $h$. Let the third edge incident with $v$ be $c$. Consider a $(3,2k)$-regular uniquely Hamiltonian graph $H$ and therein a vertex $w$. There are exactly two edges $a’,b’$ incident with $w$ and on the Hamiltonian cycle of $H$. Let the third edge incident with $w$ be $c’$. Consider $G – v$ and $H – w$, but leave the edges $a,b,c,a’,b’,c’$ as dangling half-edges. In the disjoint union of $G – v$ and $H – w$, connect $a$ with $a’$; $b$ with $b’$; and $c$ with $c’$. Performing this replacement for all (or indeed all but one) vertices of $G$, we obtain a $(3,2k)$-regular uniquely Hamiltonian graph.

Furthermore, we remark that with similar techniques, it can be shown that for any $κ ∈ \{2,3\}$ and any set $M$ of numbers containing the number 3 and at least one positive even number, there exist infinitely many uniquely Hamiltonian graphs of connectivity $κ$ for which $M$ is its set of vertex degrees.

A natural question is to determine the order of the smallest $(3,k)$-regular Hamiltonian graphs with the fewest Hamiltonian cycles for small values of $k$. The smallest open case is $k = 4$. It follows from Theorem 5 that $h(3,2k) = 1$.

The generation algorithm for uniquely Hamiltonian graphs from [9] can be efficiently restricted to generate uniquely Hamiltonian graphs with a given maximum degree. By restricting the algorithm to only generate $(3,4)$-regular graphs, we determined that the smallest uniquely Hamiltonian $(3,4)$-regular graphs have 18 vertices. The results are summarised in Observation 4. This computation required approximately 30 CPU days and the results were independently verified up to 15 vertices by using GENG [17] to generate $(3,4)$-regular graphs and testing if the generated graphs are uniquely Hamiltonian are not. Moreover, we also ver-
ified, using an independent program, that the five (3,4)-regular graphs on 18 vertices from Observation 3 indeed only have one hamiltonian cycle.

**Observation 5.** The smallest uniquely hamiltonian (3,4)-regular have 18 vertices and there are exactly five such graphs of that order.

The uniquely hamiltonian (3,4)-regular graphs from Observation 5 are shown in Fig. 9 in the Supplementary material and can also be inspected in the database of interesting graphs from the *House of Graphs* [3] by searching for the keywords “uniquely hamiltonian (3,4)-graph”.

By using the same approach for searching for uniquely hamiltonian (3,6)-graphs we were not able to determine the smallest such graphs, but were able to give the following lower bound. This computation required approximately 8 CPU years.

**Observation 6.** The smallest uniquely hamiltonian (3,6)-regular graphs have at least 17 vertices.

We first focussed on the even case, for which we know that \( h(3,2k) = 1 \), and now move to the odd case for which we know that \( 3 \leq h(3,2k + 1) \) and will show that \( h(3,2k + 1) \leq 4 \).

Let \( G \) be a \((3,2k+1)\)-regular graph \( G \) with exactly three hamiltonian cycles. Thomason [21] showed that in a graph in which all vertices have odd degree, every edge is traversed by an even number of hamiltonian cycles. Thus, around every vertex in \( G \) exactly three of its incident edges are each traversed by exactly two distinct hamiltonian cycles—no other distribution is possible. Hence, a \((3,2k+1)\)-regular graph with exactly three hamiltonian cycles must contain a cubic spanning subgraph with three hamiltonian cycles. All cubic graphs up to 32 vertices with exactly three hamiltonian cycles have been described, see Table 7 of [9]. By starting from these graphs, we determined that for each of these graphs, every pair of non-adjacent vertices has a hamiltonian path between them. Therefore, we have:

**Observation 7.** All \((3,2k+1)\)-regular graphs with exactly three hamiltonian cycles and at most 32 vertices are cubic.

By Observation 3 for every positive integer \( k \), every hamiltonian \((3,2k+1)\)-regular graph contains at least three hamiltonian cycles. We now prove that the minimum number of hamiltonian cycles in such graphs is at most four and we will show that the graphs described in our proof are the smallest \((3,2k+1)\)-regular graphs with exactly four hamiltonian cycles. It would be interesting to determine, for \( k > 1 \), whether \( h(3,2k + 1) \) is 3 or 4.

**Proposition 3.** For any \( \kappa \in \{2,3\} \) and every integer \( k \geq 2 \) there exists a hamiltonian \((3,2k+1)\)-regular graph of connectivity \( \kappa \) containing at most four hamiltonian cycles. For \( k = 2 \), the smallest \((3,5)\)-regular graph with four hamiltonian cycles has order 6 and for every integer \( k \geq 3 \), the smallest \((3,2k+1)\)-regular graph with four hamiltonian cycles has order \( 2k + 4 \). For every integer \( k \geq 2 \) there exists a graph of connectivity 2 such that this graph is a minimal order \((3,2k+1)\)-regular graph with four hamiltonian cycles.

**Proof.** The lower bound is given by Observation 3.

For the connectivity 2 case and \( k = 2 \), Fig. 6a shows a \((3,5)\)-regular graph on 6 vertices of connectivity 2 containing precisely four hamiltonian cycles (this order is the smallest possible order, because the smallest \((3,5)\)-regular graph has order 6). For the connectivity 2 case and \( k \geq 3 \), let \( H \) be the \((3,2k+1)\)-regular graph on \( 2k + 4 \) vertices shown in Fig. 6b. Note that every hamiltonian cycle of \( H \) contains the edges \( a_0c \) and \( b_0c \), because \( H – c – d \) is disconnected. The graph \( H – c \) has precisely four hamiltonian paths between \( a_0 \) and \( b_0 \) such that \( H \) has precisely four hamiltonian cycles. Since \( H \) is hamiltonian and \( H – c – d \) is disconnected,
Indeed has connectivity 2. To show the minimality of $H$, let $G$ be a $(3, 2k + 1)$-regular graph on $2k + 2$ vertices. We will now show that $G$ has either zero or strictly more than four hamiltonian cycles based on the following case distinction.

If $G$ has precisely one vertex $v$ of degree $2k + 1$, then $G - v$ is a 2-regular graph on $2k + 1 \geq 7$ vertices. If $G - v$ is disconnected, $G$ does not have any hamiltonian cycles and otherwise $G$ has precisely $2k + 1$ hamiltonian cycles.

If $G$ has precisely two (three) vertices $v, w$ (and $x$), then $G - v - w$ ($G - v - w - x$) has $2k$ ($2k - 1$) vertices of degree 1 (degree 0). For $k = 3$, we verified by computer that $h_8(3, 7) = 7$. For $k \geq 4$, note that any hamiltonian cycle in $G$ contains at most two consecutive vertices in $G - v - w$ ($G - v - w - x$). However, there are $2k \geq 8$ ($2k - 1 \geq 7$) vertices in $G - v - w$ ($G - v - w - x$) such that $G$ cannot have any hamiltonian cycles.

Finally, $G$ cannot have more than three vertices of degree $2k + 1$, because $G$ is a $(3, 2k + 1)$-regular graph on $2k + 2$ vertices.

There are no $(3, 2k + 1)$-regular graphs on $2k + 3$ vertices, because the sum of the degrees has to be even. This proves the minimality of $H$.

For the connectivity 3 case, consider a cubic graph $G$ with exactly three hamiltonian cycles—in such a graph every edge is traversed by exactly two hamiltonian cycles [21]. We apply (†) (as defined in the proof of Theorem 9) to any edge of $G$ and any vertex, and obtain a 3-connected $(3, 5)$-regular graph containing exactly four hamiltonian cycles. In such a graph, every edge is traversed by an even number of hamiltonian cycles [21], so there must exist an edge traversed by exactly two hamiltonian cycles. Therefore, we can iterate this procedure until a 3-connected $(3, 2k + 1)$-regular graph containing exactly four hamiltonian cycles is obtained.

\[\square\]

Figure 6: (a) A $(3, 5)$-regular graph of connectivity 2 containing precisely four hamiltonian cycles. (b) A $(3, 2k + 1)$-regular graph of connectivity 2 on $2k + 4$ vertices with exactly four hamiltonian cycles.
Acknowledgements

We thank Gunnar Brinkmann for valuable feedback concerning this manuscript, and in particular for his proof of Theorem 9. We are grateful to Jarne Renders for providing us with an independent algorithm to compute the number of hamiltonian cycles in a graph.

We gratefully acknowledge the support provided by the ORDinL project (FWO-SBO S007318N, Data Driven Logistics, 1/1/2018 - 31/12/2021). This research received funding from the Flemish Government under the “Onderzoeksprogramma Artificiële Intelligente (AI) Vlaanderen” programme. The research of Jan Goedgebeur was supported by Internal Funds of KU Leuven. The research of On-Hei Solomon Lo was supported by a Postdoctoral Fellowship of Japan Society for the Promotion of Science and by Natural Sciences and Engineering Research Council of Canada. The research of Ben Seamone was supported by Natural Sciences and Engineering Research Council of Canada. The research of Carol T. Zamfirescu was supported by a Postdoctoral Fellowship of the Research Foundation - Flanders (FWO).

The computational resources and services used in this work were provided by the VSC (Flemish Supercomputer Center), funded by the Research Foundation - Flanders (FWO) and the Flemish Government – department EWI.

References

[1] G. Brinkmann. Personal communication, June 2022.
[2] A. Chalaturnyk. A Fast Algorithm for Finding Hamilton Cycles. In: Master’s Thesis, University of Manitoba (2008).
[3] K. Coolsaet, S. D’hondt, and J. Goedgebeur. House of Graphs 2.0: a database of interesting graphs and more. Discrete Appl. Math. 325 (2023) 97–107. Available at https://houseofgraphs.org/.
[4] R. C. Entringer and H. Swart. Spanning cycles of nearly cubic graphs. J. Combin. Theory, Ser. B 29 (1980) 303–309.
[5] P. Erdős and L. Lovász. Problems and results on 3-chromatic hypergraphs and some related questions. In: Infinite and finite sets (Colloq., Keszthely, 1973; dedicated to P. Erdős on his 60th birthday), Vol. II, Colloq. Math. Soc. János Bolyai, Vol. 10, North-Holland, Amsterdam (1975) 609–627.
[6] H. Fleischner. Uniquely hamiltonian Graphs of Minimum Degree 4. J. Graph Theory 75 (2014) 167–177.
[7] M. Ghandehari and H. Hatami. A note on independent dominating sets and second hamiltonian cycles. Manuscript.
[8] A. Girão, T. Kittipassorn, and B. Narayanan. Long cycles in Hamiltonian graphs. Israel J. Math. 229 (2019) 269–285.
[9] J. Goedgebeur, B. Meersman, and C. T. Zamfirescu. Graphs with few hamiltonian cycles. Math. Comp. 89 (2020) 965–991.
[10] J. Goedgebeur, J. Jookoen, O.-H. S. Lo, B. Seamone, and C. T. Zamfirescu. Code and certificates for the paper “Few hamiltonian cycles in graphs with one or two vertex degrees” (2022). See: https://github.com/JorikJookoen/hamiltonian_cycles
[11] J. Goedgebeur, J. Renders, G. Wiener, and C. T. Zamfirescu. $K_2$-Hamiltonian Graphs: II. Submitted for publication.

[12] P. Haxell, B. Seamone, and J. Verstraete. Independent dominating sets and hamiltonian cycles. *J. Graph Theory* **54** (2007) 233–244.

[13] M. Haythorpe. On the Minimum Number of hamiltonian Cycles in Regular Graphs. *Experim. Math.* **27** (2018) 426–430.

[14] M. Held and R. M. Karp. A dynamic programming approach to sequencing problems. *J. Soc. Ind. Appl. Math.* **10** (1962) 196–210.

[15] D. Holton and R. E. L. Aldred. Planar Graphs, Regular Graphs, Bipartite Graphs and Hamiltonicity. *Australas. J. Combin.* **20** (1999) 111–131.

[16] J. Jookien, P. Leyman, and P. De Causmaecker. A multi-start local search algorithm for the hamiltonian completion problem on undirected graphs. *J. Heuristics* **26** (2020) 743–769.

[17] B. D. McKay and A. Piperno. Practical graph isomorphism, II. *J. Symbolic Comput.* **60** (2014) 94–112.

[18] M. Meringer. Fast generation of regular graphs and construction of cages. *J. Graph Theory* **30** (1999) 137–146.

[19] G. Royle. The smallest uniquely hamiltonian graph with minimum degree at least 3 (2017). [https://mathoverflow.net/questions/255784/what-is-the-smallest-uniquely-hamiltonian-graph-with-minimum-degree-at-least-3/](https://mathoverflow.net/questions/255784/what-is-the-smallest-uniquely-hamiltonian-graph-with-minimum-degree-at-least-3/)

[20] J. Sheehan. The multiplicity of hamiltonian circuits in a graph. In: Recent advances in graph theory (Proc. Second Czechoslovak Sympos., Prague, 1974), Academia, Prague (1975) 477–480.

[21] A. G. Thomason. Hamiltonian Cycles and Uniquely Edge Colourable Graphs. *Ann. Discrete Math.* **3** (1978) 259–268.

[22] C. Thomassen. Chords of longest cycles in cubic graphs. *J. Combin. Theory, Ser. B* **71** (1997) 211–214.

[23] C. Thomassen. Independent dominating sets and a second hamiltonian cycle in regular graphs. *J. Combin. Theory, Ser. B* **72** (1998) 104–109.

[24] C. T. Zamfirescu. Regular graphs with few longest cycles. *SIAM J. Discrete Math.* **36** (2022) 755–776.
Appendix

Figures used in the proof of Theorem 3

Figure 7: A 6-regular graph on 39 vertices with exactly $2^{13} \cdot 3^4 \cdot 5^4$ hamiltonian cycles.

Figure 8: A 7-regular graph on 54 vertices with exactly $2^{21} \cdot 3^{10} \cdot 5^5$ hamiltonian cycles.
Supplementary material

Graph counts related to Thomassen’s independent dominating set method from Section 4

| Order | General | Bipartite |
|-------|---------|-----------|
| ≤ 8   | 0       | 0         |
| 10    | 110     | 10        |
| 12    | 48,577  | 11,180    |

Table 2: Counts of all pairs \((G', h)\) where \(G'\) is a 3-regular graph and \(h\) is a hamiltonian cycle in its complement such that no minimal dominating set in \(G'\) is \(h\)-independent. The counts listed in the last column have the additional restriction that \(G'\) is bipartite.

| Order | General | Bipartite |
|-------|---------|-----------|
| ≤ 13  | 0       | 0         |
| 14    | 7       | 0         |
| 15    | 469     | -         |
| 16    | ?       | 3         |
| 17    | ?       | -         |
| 18    | ?       | 0         |
| 19    | ?       | -         |
| 20    | ?       | 0         |

Table 3: Counts of all pairs \((G, h)\) where \(G\) is a 4-regular graph and \(h\) is a hamiltonian cycle in its complement such that no minimal dominating set in \(G\) is \(h\)-independent. The counts listed in the last column have the additional restriction that \(G\) is bipartite.
Figures of the smallest uniquely hamiltonian (3, 4)-regular graphs from Observation 5

Figure 9: The smallest uniquely hamiltonian (3, 4)-regular graphs.