Multilevel Active-Set Trust-Region (MASTR) Method for Bound Constrained Minimization
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Abstract We introduce a novel variant of the recursive multilevel trust-region (RMTR) method, called MASTR. The method is designed for solving non-convex bound-constrained minimization problems, which arise from the finite element discretization of partial differential equations. MASTR utilizes an active-set strategy based on the truncated basis approach in order to preserve the variable bounds defined on the finest level by the coarser levels. Usage of this approach allows for fast convergence of the MASTR method, especially once the exact active-set is detected. The efficiency of the method is demonstrated by means of numerical examples.

1 Introduction

We consider a minimization problem of the following type:

\[
\min_{x \in \mathbb{R}^n} \, f(x) \\
\text{subject to} \quad x \in \mathcal{F},
\]

where \(f : \mathbb{R}^n \to \mathbb{R}\) is possibly non-convex but continuously differentiable. The feasible set \(\mathcal{F} := \{x \in \mathbb{R}^n | \, l \leq x \leq u\}\) is defined in terms of the pointwise lower bound \(l \in \mathbb{R}^n\) and the upper bound \(u \in \mathbb{R}^n\). We assume that the function \(f\) arises from the finite element (FEM) discretization of partial differential equations (PDEs). Here, \(n \in \mathbb{N}\) denotes the dimension of the finite element space and it is typically very large. Problems of this type arise commonly in many scientific applications, for example in fracture or contact mechanics [11, 14].
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Multilevel methods are known to be optimal solution strategies for systems arising from the discretization of, usually elliptic, PDEs, as their convergence rate is often independent of the problem size and the number of required arithmetic operations grows proportionally with the number of unknowns. These methods have been originally designed for unconstrained PDEs [2]. Their extension to constrained settings is not trivial as the coarse levels are often not capable of resolving the finest-level constraints sufficiently well, especially if the constraints are oscillatory [13]. The initial attempts to incorporate the constraints into the multilevel framework are associated with solving linear complementarity problems, see for instance [15, 11, 8, 5]. The devised methods employed various constraint projection rules for constructing the coarse-level variable bounds, such that coarse-level corrections are admissible by the finest level. Unfortunately, these projection rules provided quite a narrow approximation of the finest-level constraints. As a consequence, the resulting multilevel methods converge significantly slower than standard linear multigrid. In order to enhance the convergence speed, Kornhuber proposed an active-set multigrid method [12]. The method utilizes a truncated basis approach and recovers the convergence rate of the unconstrained multigrid, once the exact active-set is detected [9, 12].

In the field of nonlinear optimization, a very few existing nonlinear multilevel algorithms can be readily employed. For instance, Vallejos proposed a gradient projection based multilevel method [16]. Two multilevel line-search methods, designed for convex optimization problems, are proposed in [10]. These methods utilize constraint projection rules developed in [8] and a variant of the active-set strategy from [12]. In the context of non-convex optimization problems, Gratton et al. proposed a variant of the recursive multilevel trust-region (RMTR) method [7] by utilizing the constraint projection rules from [5]. To our knowledge, this is currently the only nonlinear multilevel method, which provides global convergence guarantees for non-convex bound constrained optimization problems.

In the presented work, we propose to enhance the convergence speed of the RMTR method [7]. More precisely, we introduce an active-set variant, called MASTR, which utilizes the truncated basis approach [12]. In contrast to [10], we employ coarse-level models of the Galerkin type. This simplifies the practical implementation of the algorithm and avoids unconventional modifications to existing FEM software packages. As it will be demonstrated by our numerical results, employing the active-set approach allows for significant speedup of the RMTR method.

2 Recursive multilevel trust-region (RMTR) method

In this work, we minimize (P) using a novel variant of the RMTR method [7]. RMTR combines the global convergence properties of the trust-region (TR) method with the efficiency of multilevel methods. By design, the RMTR method employs a hierarchy of \( L \) levels. Each level \( l \) is associated with mesh \( \mathcal{T}_l \), which encapsulates the computational domain \( \Omega \in \mathbb{R}^d \), where \( d \in \mathbb{N} \). The mesh \( \mathcal{T}_l \) is used to construct the finite-dimensional FEM space \( \mathcal{X}_l \), spanned by the basis functions \( \{ N_k^l \}_{k \in \mathbb{N}} \).
where $\mathcal{N}^l$ denotes the set of interior nodes of the mesh $\mathcal{T}^l$. The support of a given basis function $N^l_k$ is defined as $\omega^l_k = \{x \in \Omega \mid N^l_k(x) \neq 0\}$. Note, the support is typically local and restricted only to the neighborhood of the $k$-th node of the mesh $\mathcal{T}^l$.

The transfer of data between subsequent levels of the multilevel hierarchy is carried out using three transfer operators, namely prolongation $I^l_{l+1} : \mathbb{R}^{n^l} \to \mathbb{R}^{n^{l+1}}$, restriction $R^l_{l+1} := (I^l_{l+1})^T$, and projection $P^l_{l+1} : \mathbb{R}^{n^{l+1}} \to \mathbb{R}^{n^l}$.

### 2.1 Algorithm

On each level $l$, the RMTR method approximates (P) by means of some level-dependent objective function $h^l : \mathbb{R}^{n^l} \to \mathbb{R}$ and feasible set $\mathcal{F}^l := \{x^l \in \mathbb{R}^{n^l} \mid l \leq x^l \leq u^l\}$. The function $h^l$ is approximately minimized in order to obtain coarse-level correction. This correction is then interpolated to the subsequent finer level, where it is used to improve the current iterate.

More precisely, the algorithm starts on the finest level, $l = L$, with an initial iterate $x^L_0$ and passes through all levels until the coarsest level, $l = 1$, is reached. On each level $l$, the algorithm performs $\mu_1$ pre-smoothing steps to improve the current iterate $x^l_0$. The smoothing is performed using the TR method [3]. Thus, on each TR iteration $i$, the search direction $s^l_i$ is obtained by approximately solving following minimization problem:

$$
\min_{s^l_i \in \mathbb{R}^{n^l}} m^l_i(s^l_i) := h^l(x^l_i) + \langle \nabla h^l(x^l_i), s^l_i \rangle + \frac{1}{2} \langle s^l_i, \nabla^2 h^l(x^l_i) s^l_i \rangle,
$$

such that $x^l_i + s^l_i \in \mathcal{F}^l$, \quad (1)

where $m^l_i$ is second-order Taylor approximation of $h^l$. The symbol $\Delta^l_i > 0$ denotes a TR radius, which controls the size of the correction $s^l_i$. In contrast to line-search methods, the correction $s^l_i$ is used only, if $\rho^l_i > \eta_1$, where $\rho^l_i = \frac{h^l(x^l_i) - h^l(x^l_i + s^l_i)}{m^l_i(s^l_i)}$ and $\eta_1 > 0$. Otherwise, $s^l_i$ is disposed and the size of the TR radius is reduced. The result of the pre-smoothing, the iterate $x^{\mu_1}_{\mu_1}$, is then used to initialize the solution vector on the subsequent coarser level, i.e., $x^{l-1}_0 := P^{l-1}_{l} x^{\mu_1}_{\mu_1}$.

Once the coarsest level is reached, we apply $\mu^l$ steps of the TR method to obtain the updated iterate $x^{l,1}_{\mu^l}$. The algorithm then returns to the finest level. To this aim, the correction obtained on the level $l$, i.e., $x^{\mu^l}_{\mu^l} - x^l_0$, is transfered to the level $l + 1$. Here, the symbol $\mu^l$ denotes a sum of all iterations taken on a given level $l$. However, the quality of the prolongated coarse-level correction $s^{l+1}_{\mu^l+1} := I^l_{l+1}(x^{\mu^l}_{\mu^l} - x^l_0)$ has to be assessed before it is accepted on the level $l + 1$. For this reason, we define a multilevel TR ratio as
The idea behind the proposed MASTR method is to identify an active set, namely a set of components \( s^{l+1} \) and \( s_{\mu}^{l+1} \) which can be used to construct a feasible trial point, i.e., the prolongated coarse-level correction produces a feasible trial point, i.e., \( \rho_{\mu}^{l+1} > \eta_1 \). Remark 1: if \( \rho_{\mu}^{l+1} \leq \eta_1 \), the correction \( s^{l+1} \) is rejected. Additionally, the TR radius has to be updated accordingly. To this end, the RMTR algorithm performs \( \mu_2 \) post-smoothing steps at a given level \( l \). This process is repeated on every level until the finest level is reached.

### Construction of level-dependent objective functions and feasible sets

In this work, we create a level-dependent objective function \( h^l \) as follows:

\[
h^l(x^l) := \langle R^l_{l+1} \nabla h^{l+1}_{\mu_l}, x^l - x^l_0 \rangle + \frac{1}{2} \langle x^l - x^l_0, (R^l_{l+1} \nabla^2 h^{l+1}_{\mu_l} I^{l+1}_l)(x^l - x^l_0) \rangle,
\]

where \( R^l_{l+1} \nabla h^{l+1}_{\mu_l} \) and \( R^l_{l+1} \nabla^2 h^{l+1}_{\mu_l} I^{l+1}_l \) represent the restricted gradient and the Hessian from the level \( l+1 \), respectively. As we will see in Section 3 employing the coarse-level models of this particular type allows for straightforward incorporation of the active set strategy within the multilevel settings.

The level-dependent feasible set \( \mathcal{F}^l \) is created by intersecting the set \( \mathcal{F} \) with the set \( S^l \), such as \( \mathcal{F}^l := \mathcal{F} \cap S^l \). The role of the set \( S^l := \{ x^l \in \mathbb{R}^n \mid t^l \leq x^l \leq tu^l \} \) is to ensure that the size of the prolongated coarse-level correction remains bounded by the TR radius \( \Delta^l_{\mu_l} \), i.e., \( \| [I^{l+1}_l s^l] \|_\infty \leq \Delta^l_{\mu_l} \). To this aim, we construct \( S^l \) by employing the projection rules especially designed for TR bounds in [7].

The function of the set \( \mathcal{F}^l := \{ x^l \in \mathbb{R}^n \mid vl^l \leq x^l \leq vu^l \} \) is to guarantee that the prolongated coarse-level correction produces a feasible trial point, i.e., \( x^{l+1}_\mu + vl^l s^l \in \mathcal{F}^{l+1} \). Following [5][7], we can construct \( vl^l, vu^l \) in a component-wise manner as

\[
vl^l_k := (x^l_0)_k + \max_{j \in N^l \cap \omega^l_k} [(vl^{l+1})_j],
\]

\[
vh^l_k := (x^l_0)_k + \min_{j \in N^l \cap \omega^l_k} [(vh^{l+1})_j],
\]

where \((\cdot)_k\) denotes the \(k\)-th component of a given vector. Note, the support \( \omega^l_k \) of the basis function \( N^l_k \) (associated with \( k \)-th node of the mesh \( T^l \)) determines, which components of the variable bounds \( vl^{l+1} \) and \( vu^{l+1} \) have to be taken into account while constructing \( vl^l, vu^l \).

Remark 1: Throughout this work, we assume that \( h^\infty := f \) and \( \mathcal{F}^\infty := \mathcal{F} \).

### 3 Multilevel active-set trust-region (MASTR) method

In this section, we present how to incorporate the active-set strategy into the RMTR framework. The devised algorithm also has a form of the standard V-cycle. The key idea behind the proposed MASTR method is to identify an active-set
before descending to the coarser level. Here, the vectors $\mathbf{v}_1^l$, $\mathbf{u}_1^l$ denote lower and upper bounds that define the set $\mathcal{I}^l$, c.f.

\begin{equation}
\mathcal{A}^l := \{ k \in \{ 1, \ldots, n^l \} \mid (\mathbf{v}_1^l)_k = (x_{\mu_1}^l)_k \text{ or } (\mathbf{u}_1^l)_k = (x_{\mu_1}^l)_k \},
\end{equation}

The components of the solution vector $x_{\mu_1}^l$, which belong to the active-set $\mathcal{A}^l$, are then held fixed and cannot be altered by the coarser levels. To this aim, the level-dependent objective functions $\{ h_{\alpha}^l \}_{\alpha=1}^{l-1}$ and feasible sets $\{ L_{\alpha}^l \}_{\alpha=1}^{l-1}$ have to be constructed such that the minimization process on a given level yields coarse-level corrections, which fulfil this requirement. Following [12] [9], we construct $\{ h_{\alpha}^l \}_{\alpha=1}^{l-1}$ and $\{ L_{\alpha}^l \}_{\alpha=1}^{l-1}$ using a truncated basis method.

**Construction of truncated FEM spaces**

The truncated basis method [12] constructs truncated FEM spaces $\{ \tilde{X}_l \}_{l=1}^{L-1}$ by exploiting the fact that the basis functions on level $l$, can be written as a linear combination of basis functions on level $l+1$, i.e. $N_k^l = \sum_{p=1}^{n^l+1} (\tilde{I}_l^{i+1})_{pk} N_p^{l+1}$. Note, this property is also utilized while constructing coarse level model of Galerkin type, c.f. (3).

Each truncated FEM space $\tilde{X}_l$ is spanned by truncated basis functions $\{ \tilde{N}_k^l \}_{k \in \mathcal{N}^l}$, the value of which is zero at all active nodes of the finer levels. More precisely, we can construct truncated basis functions in a recursive manner as

\begin{equation}
\tilde{N}_k^l = \sum_{p=1}^{n^l+1} (\tilde{I}_l^{i+1})_{pk} \tilde{N}_p^{l+1},
\end{equation}

where $\tilde{I}_l^{i+1}$ is truncated prolongation operator defined by

\begin{equation}
(\tilde{I}_l^{i+1})_{pk} = \begin{cases} 
0, & \text{if } p \in \mathcal{A}^{l+1}, \\
(I_l^{i+1})_{pk}, & \text{otherwise}.
\end{cases}
\end{equation}

The operator $\tilde{I}_l^{i+1}$ is obtained from the prolongation operator $I_l^{i+1}$ by setting $p$-th row of $I_l^{i+1}$ to zero, for all $p \in \mathcal{A}^{l+1}$. The application of $\tilde{I}_l^{i+1}$ in (6) removes contributions of basis functions associated with active nodes on level $l+1$, defined by the set $\mathcal{A}^{l+1}$.

**Remark 2** The functions $\{ \tilde{N}_k^{L-1} \}_{k \in \mathcal{N}^{L-1}}$ are constructed using (6) with $\{ N_k^L \}_{k \in \mathcal{N}^L}$.

**Construction of level-dependent objective functions and feasible sets**

Using truncated FEM spaces $\{ \tilde{X}_l \}_{l=1}^{L-1}$, we can now construct level-dependent objective functions $\{ h^l \}_{l=1}^{L-1}$ and feasible sets $\{ \mathcal{F}^l \}_{l=1}^{L-1}$. In particular, for a given level $l < L$, the level-dependent objective function $h^l : \mathbb{R}^{n^l} \rightarrow \mathbb{R}$ is created as follows:

\begin{equation}
h^l(x^l) := (\tilde{I}_l^{i+1})^T \nabla h_{\mu_1}^{l+1} (x^l - x_0^l) + \frac{1}{2} (\tilde{I}_l^{i+1})^T \nabla^2 h_{\mu_1}^{l+1} (\tilde{I}_l^{i+1}) (x^l - x_0^l),
\end{equation}

where we used truncated transfer operator $\tilde{I}_l^{i+1}$ to restrict gradient $\nabla h_{\mu_1}^{l+1}$ and Hessian $\nabla^2 h_{\mu_1}^{l+1}$ from level $l+1$ to level $l$. The application of $\tilde{I}_l^{i+1}$ in (8) removes the
Algorithm 1 MASTR($l$, $h_l$, $x_{l,0}^l$, $F_l$, $\Delta_{l,0}^l$)

Require: $l \in \mathbb{N}$, $h_l : \mathbb{R}^{d_l} \to \mathbb{R}$, $x_{l,0}^l \in \mathbb{R}^{d_l}$, $F_l^l$, $\Delta_{l,0}^l \in \mathbb{R}$

Constants: $\mu_1^l$, $\mu_2^l$, $\mu_1^l \in \mathbb{N}$

1: $[x_{l,1}, \Delta_{l,1}^l] = $ Trust_region($h_l^l$, $x_{l,0}^l$, $F_l^l$, $\Delta_{l,0}^l$, $\mu_1^l$) \quad \triangleright \text{Pre-smoothing}
2: Construct $A_l^l$, $\tilde{b}^l_{l-1}$, $h_{l-1}^l$, $F_{l-1}^l$ \quad \triangleright \text{Initialize coarse-level quantities}
3: if $l == 2$ then
4:  $[x_{l,1}^l, \Delta_{l,1}^l] = $ Trust_region($h_{l-1}^l$, $P_{l-1}^l x_{l,1}^l$, $F_{l-1}^l$, $\Delta_{l,1}^l$, $\mu_1^l$) \quad \triangleright \text{Coarse-level solve}
5:  else
6:  $[x_{l,1}^{l-1}, \Delta_{l,1}^{l-1}] = $ MASTR($l-1$, $h_{l-1}^l$, $P_{l-1}^l x_{l,1}^l$, $F_{l-1}^l$, $\Delta_{l,1}^l$) \quad \triangleright \text{Call MASTR recursively}
7:  end if
8: $s_{l,1}^l = \tilde{b}^l_{l-1} (x_{l-1}^l - P_{l-1}^l x_{l,1}^l)$ \quad \triangleright \text{Prolongate coarse-level correction}
9: Compute $\mu_1^{l+1}$ by means of (2)
10: $[x_{l+1}^l, \Delta_{l+1}^l] = $ Convergence_control($\mu_1^{l+1}$, $x_{l,1}^l$, $s_{l,1}^l$, $\Delta_{l,1}^l$) \quad \triangleright \text{Update iterate and tr. radius}
11: $[x_{l+1}^l, \Delta_{l+1}^l] = $ Trust_region($h_l^l$, $x_{l+1}^l$, $F_l^l$, $\Delta_{l+1}^l$, $\mu_2^l$) \quad \triangleright \text{Post-smoothing}
12: return $x_{l+1}^l, \Delta_{l+1}^l$

components of fine-level gradient/Hessian associated with the active-set $A_{l+1}^l$. Please note, the formulation (3) does not require explicit representation of $(\widetilde{X}^l)_{F=1}$.

The construction of each level-dependent feasible set $I$ can be performed using projection rules defined by (4). However, formulas (4) are now determined by the support of the truncated basis functions, spanning $X^l$. Since the support of basis functions spanning $X^l$ is different from the support of the basis functions spanning $X^l$, fewer components of a fine-level variable bounds are taken into account by (4). This yields less restrictive coarse-level constraints and allows for larger coarse grid corrections. Algorithm[1] summarizes the proposed MASTR method.

4 Numerical results

We study the performance of the proposed MASTR method using three numerical examples. Examples are defined on domain $\Omega := [0,1]^2$ with boundary $\Gamma = \partial \Omega$, decomposed into three parts: $\Gamma_I = \{0\} \times [0,1]$, $\Gamma_r = \{1\} \times [0,1]$, and $\Gamma_f = [0,1] \times \{0,1\}$. The discretization is performed using uniform mesh and $\mathbb{Q}_1$ Lagrange finite elements.

Ex.1. MEMBRANE: Let us consider the following minimization problem (4):

$$\min_{u \in X} f(u) := \frac{1}{2} \int_\Omega \|\nabla u(x)\|^2 \, dx + \int_\Omega u(x) \, dx,$$

subject to $lb(x) \leq u$, on $\Gamma_r$. \quad (9)

The lower bound $lb$ is defined on the right part of the boundary, $\Gamma_r$, by the upper part of the circle with the radius, $r = 1$, and the center, $C = (1; -0.5; -1.3)$. The minimization in (9) is performed over the space $X := \{u \in H^1(\Omega) \mid u = 0$ on $\Gamma_l\}$. 


Fig. 1 The convergence of the RMTR method with (red color) and without (black color) an active-set strategy. **Left:** MEMBRANE. **Middle:** IGNITION. **Right:** MOREBV.

**Ex.2. IGNITION:** Following [2][10], we minimize following optimization problem:

\[
\min_{u \in \mathcal{X}} f(u) := \frac{1}{2} \int_{\Omega} \|\nabla u(x)\|^2 - (ue^u - e^u) \, dx - \int_{\Omega} f(x) u \, dx, \\
\text{subject to } lb(x) \leq u \leq ub(x), \quad \text{a.e. in } \Omega.
\]  

(10)

The variable bounds and right-hand side are defined as

\[
\begin{align*}
\text{lb}(x) &= -8(x_1 - 7/16)^2 - 8(x_2 - 7/16)^2 + 0.2, \\
\text{ub}(x) &= 0.5, \\
f(x) &= (9\pi^2 + e^{(x_1^2-x_2^2)\sin(3\pi x_2)}) (x_1^3 - x_1^3) + 6x_1 - 2) \sin(3\pi x_1),
\end{align*}
\]

where \( f \in L^2(\Omega) \) and \( x_1, x_2 \) denote spatial coordinates. The minimization (10) is carried out over the space \( \mathcal{X} := \{ u \in H^1(\Omega) \mid u = 0 \text{ on } \Gamma \} \).

**Ex.3. MOREBV:** We consider the following non-convex minimization problem [6]:

\[
\min_{u \in \mathcal{X}} f(u) := \int_{\Omega} \|\nabla u(x) - (e \cdot x + (e \cdot x + 1)^3\|^2 \, dx, \\
\text{subject to } lb(x) \leq u, \quad \text{a.e. in } \Omega,
\]

(11)

where \( e \) denotes a unit vector. The lower bound is defined as

\[
\text{lb}(x) = \sin(5\pi x_1) \sin(\pi x_2) \sin(\pi (1 - x_1)) \sin(\pi (1 - x_2)).
\]

where \( x_1, x_2 \) denote spatial coordinates. The minimization in (11) is performed over the space \( \mathcal{X} := \{ u \in H^1(\Omega) \mid u = 0 \text{ on } \Gamma \} \).

**4.1 Convergence study**

We compare the convergence behavior of the the proposed MASTR method with the standard RMTR method (without the active-set strategy). Both methods are implemented as part of the open-source library UTOPIA [17]. The performed study considers a setup with six levels and one pre/post-smoothing step. The trust-region subproblems (1) are solved using one iteration of successive coordinate minimization.
The algorithms terminate, if $\mathcal{E}(x^L) < 10^{-9}$ is satisfied. The criticality measure $\mathcal{E}(x)$ is defined as $\mathcal{E}(x) := \|P(x - \nabla f(x)) - x\|$, where $P$ is the orthogonal projection onto the feasible set $\mathcal{F}$.

As we can see from Figure 1, using an active-set approach is beneficial, as it allows for significant speed up. We can also observe that during the active-set identification phase (first few V-cycles), both approaches are comparable. However, once the exact active-set is detected, MASTR accelerates and converges faster than standard RMTR.
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