Fast Maximum Likelihood Estimation via Equilibrium Expectation for Large Network Data
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A major line of contemporary research on complex networks is based on the development of statistical models that specify the local motifs associated with macro-structural properties observed in actual networks. This statistical approach becomes increasingly problematic as network size increases. In the context of current research on efficient estimation of models for large network data sets, we propose a fast algorithm for maximum likelihood estimation (MLE) that affords a significant increase in the size of networks amenable to direct empirical analysis. The algorithm we propose in this paper relies on properties of Markov chains at equilibrium, and for this reason it is called equilibrium expectation (EE). We demonstrate the performance of the EE algorithm in the context of exponential random graph models (ERGMs) a family of statistical models commonly used in empirical research based on network data observed at a single period in time. Thus far, the lack of efficient computational strategies has limited the empirical scope of ERGMs to relatively small networks with a few thousand nodes. The approach we propose allows a dramatic increase in the size of networks that may be analyzed using ERGMs. This is illustrated in an analysis of several biological networks and one social network with 104,103 nodes.

Developing efficient approaches to data analysis and statistical inference is becoming increasingly important due to the widespread availability of large data sets in many fields of science. This is particularly the case for relational data typically taking the form of square arrays recording the presence of one or more relations among units of interest represented as network nodes. Network representation of data is a fundamental tool for understanding and modeling a wide range of complex systems. Among the available models for relational data, exponential random graph models (ERGMs) are generally considered as “The most promising class of statistical models for expressing structural properties of social networks observed at one moment in time”. ERGMs have found broad application in the analysis of social networks, as well as biological networks.

Formally, ERGMs may be written in the following form:

\[
\pi(x, \theta) = \frac{1}{k(\theta)} \exp\left(\sum_A \theta_A z_A(x)\right),
\]

which expresses the probability of observing a network with a fixed number nodes in a given state \(x\). Here \(z_A(x)\) are network statistics from the space of states \(x\), which are counts of theoretically meaningful or empirically relevant network subgraphs (often called “configurations” in ERGM terminology). The summation is over all configurations \(A\), \(\theta_A\) denotes the model parameter associated to \(z_A(x)\), \(\theta\) is the vector of all these parameters and \(k(\theta)\) the normalizing constant ensuring that the probability distribution sums to one. The reader may also recognize equation (1) as an exponential family in canonical form (see Ch. 8 of Barndorff-Nielsen), a Gibbs distribution, or a Markov random field.
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Different structural features are present in different networks. Yet, empirical network data are also characterized by recurrent structural regularities whose identification is crucial for understanding the behavior of complex network systems. For instance, much recent research has concerned “motifs,” small subgraphs occurring more frequently than might be expected by chance (and hence often similar to ERGMs configurations)\(^3\). Motifs have been considered as the building blocks of complex networks. To determine if a given motif is over-represented, the frequency of the motif in an observed network is typically compared to the average frequency in an appropriate random network (null model)\(^10\)\(^\text{-}12\). ERGMs permit inference on the under or over-representation of specific configurations conditional on the presence of other configurations, or structural features. In ERGMs, network statistics may be defined for particular subgraphs that may be of general or contingent interest in the particular network under study like, for example, reciprocity or triadic closure\(^14\)\(^\text{-}15\). Network nodes may have attributes\(^16\), the expression for \(z_p(x)\) may be rather complicated, and the number of parameters may be large. Common examples of network statistics adopted in empirical research may be found elsewhere\(^3\)\(^\text{-}4\),\(^17\).

The model parameters fit the observed network \(x_{obs}\) if the following method of moments (MoM) condition\(^18\) is satisfied for all \(A\):

\[
E_{\pi}(z_A(x)) = z_A(x_{obs}),
\]

where \(E_{\pi}(z_A(x)) = \sum_z z_A(x)\pi(x, \theta)\) denotes the expected network statistics with respect to the probability distribution \((1)\) with parameters \(\theta\) to be estimated; \(z_A(x_{obs})\) denotes network statistics in the observed network. If the estimated \(\theta\) is significantly larger than zero, then the corresponding network statistic \(z_A\) occurs more frequently than might be expected by chance given all the other parameters of the model, and the corresponding configuration is over-represented. A well-known property of the exponential family (e.g., Ch. 8 of Barndorff-Nielsen\(^\text{19}\)) is that \(E_{\pi_{\theta}}(z_A(x))\) is a monotonically increasing function of \(\theta\). Thus, the estimated \(\theta\) measures the corresponding structural features in observed networks.

The problem of parameter estimation \((2)\) coincides, in our context, with the problem of maximum likelihood estimation (MLE). The computational challenge involved in using ERGMs is the intractable normalizing constant \(k(\theta)\), that makes MLE computable only by Monte Carlo techniques\(^14\). Throughout the paper, we will be assuming that a MLE exists and that the model is non-degenerate\(^14\)\(^\text{-}19\). It is known that this latter condition does not hold for all ERGM models (e.g., the edge-triangle model and other simple Markov random graph models\(^14\)\(^\text{-}16\),\(^19\)\(^\text{-}20\) with phase transitions, where non-convergent estimations are common), but more robust specifications, specifically the “alternating” statistics used in this paper (see the beginning of Section Results for the exact ERGM specifications adopted), have been shown to be much better behaved in terms of stability of statistics across a wide range of parameter values\(^1\).

Existing computational methods for MLE/MoM of ERGM parameters via equation \((2)\) do not scale up easily to large data. Even though, to date, computational costs have constrained the scope of MLE, it remains widely adopted in numerous research settings, including the analysis of temporal networks\(^3\)\(^\text{-}22\). Pseudo-likelihood and quasi-likelihood methods have been used when MLE cannot be computed, but it has been shown that these methods do not produce reliable results\(^20\)\(^23\)\(^\text{-}24\). Estimation via conditional independence sampling methods, particularly snowball sampling, has been recently introduced to alleviate some of these issues of scale\(^25\)\(^\text{-}27\).

Estimates of the model parameters \(\theta\) may be achieved using a number of computational approaches such as, for example, Markov chain Monte Carlo maximum likelihood estimation (MCMCMLE)\(^23\)\(^\text{-}28\)\(^\text{-}31\), variants of stochastic approximation for the method of moments\(^18\)\(^\text{-}22\)\(^\text{-}31\), and Bayesian estimation\(^33\)\(^\text{-}35\). Of these different approaches, Bayesian estimation of ERGMs is the most computationally intensive due to the double intractability of the posterior distribution\(^34\). In other types of models, however, new methods based on variational Bayesian inference\(^36\) can be relatively efficient, leveraging the sparse structure of large networks, e.g., graph partitioning (via blockmodeling analysis and/or analysis of modularity)\(^37\)\(^\text{-}38\). These methods, however, have yet to be adopted for the estimation of ERGMs. In this paper, we derive an efficient Monte Carlo approach for MLE. MCMCMLE methods are somewhat faster than the MoM because they use importance sampling but are crucially dependent on the choice of the importance distribution. Stochastic approximation for the MoM is even more robust. For the network models we describe here, the existing MCMCMLE and MoM methods are similar in practical terms with respect to the network size that can be estimated. A considerable variety of stochastic approximation methods have been developed for different problems. In particular, efficient stochastic gradient methods\(^39\) are often adopted for maximum likelihood estimation when many independent observations are available. The MoM\(^18\) adopts the Robbins-Monro algorithm\(^40\) and Polyak-Ruppert averaging\(^41\) and is often used to solve \((2)\) when the left side of \((2)\) can be computed only by MCMC simulation\(^42\). In this paper, we compare the performance of our new approach with that of the MoM\(^18\).

MCMC simulation and, in particular, the Metropolis-Hastings algorithm\(^43\)\(^\text{-}44\) may be used to generate a network \(x\) for fixed values of the parameters \(\theta\), which we denote by \(x(\theta)\). Equation \((2)\) formulates the inverse problem, i.e., to find the value of \(\theta\) that, given \(x_{obs}\) satisfy \((2)\), which we denote by \(\theta(x_{obs})\). Computing \(\theta(x_{obs})\) is much more computationally expensive than computing \(x(\theta)\). The largest networks for which these methods have been applied to find the MLE of ERGM parameters contain at most a few thousand nodes. In contrast to existing approaches for MLE, what we propose does not require the simulation of a large number of Markov chains until convergence. Rather, it relies on properties of the Markov chain at equilibrium. For this reason, we call the proposed approach equilibrium expectation (EE).

The remainder of this paper is organized as follows: in the next section we give a brief description of Markov chain Monte Carlo, and then propose a new method, Equilibrium Expectation, for MLE of ERGM parameters. Then in the Results section, we demonstrate the performance of the EE algorithm on some simulated and empirical networks, of sizes well beyond what is currently possible in practice.
**Markov Chain Monte Carlo**

If the value of the normalizing constant $k(\theta)$ in equation (1) is not known, the values of probability distribution (1) cannot be computed. Markov chain Monte Carlo simulation is typically used to address this issue. MCMC simulation allows approximation of the target probability (1) and computation of expected properties $E_{\pi(\theta)}(z_A(x)) = \sum_{x} z_A(x) \pi(\theta)$ of the model. The Metropolis-Hastings algorithm uses a Markov process that asymptotically reaches a unique stationary distribution $\pi(\theta)$. Given that the system is in state $x$ the new state $x'$ is proposed with probability $q(x \rightarrow x')$. A Markov process is uniquely defined by its transition probabilities, $P(x \rightarrow x') = q(x \rightarrow x') \alpha(x \rightarrow x')$, i.e., the probability of transitioning from any given state $x$ to any state $x'$. Detailed balance with respect to a given distribution $\pi(x, \theta)$, which in turn implies that $\pi(x, \theta)$ is a stationary distribution for the Markov chain, is satisfied if the acceptance probability of the new state is given by

$$\alpha(x \rightarrow x', \theta) = \min\left\{ 1, \frac{q(x' \rightarrow x)\pi(x', \theta)}{q(x \rightarrow x')\pi(x, \theta)} \right\}$$

(3)

Formally, the Metropolis-Hastings algorithm may be written as Algorithm 1.

**Algorithm 1.** Metropolis-Hastings algorithm.

```
1: Pick an initial state $x_0$ at random.
2: for $t \leftarrow 0$ to $T$ do
3:     Propose move $x_t = x \rightarrow x'$ with probability $q(x \rightarrow x')$.
4:     Using (3), calculate Metropolis-Hastings acceptance probability $\alpha(x \rightarrow x', \theta)$.
5:     if $\text{Unif}(0, 1) < \alpha(x \rightarrow x', \theta)$ then
6:         $x_{t+1} \leftarrow x'$  \hspace{1cm} \triangleright \text{With probability } \alpha(x \rightarrow x', \theta),
7:     else
8:         $x_{t+1} \leftarrow x_t$
9:     end if
10: end for
```

If $t$ is larger than the burn-in time, $t_B$, of the Markov process, then $x_t$ values are drawn from $\pi(x_t, \theta)$, where $t_B$ is the time taken by the Markov chain to forget its initial state and reach the stationary regime. The algorithm generates $z_A(t) = z_A(x_t)$ sequences. From the Markov chain ergodic theorem it follows that, under regularity conditions, if the number of steps $T$ is large, then the expected values of the model statistics $E_{\pi(\theta)} (z_A(x))$ can be estimated by the average of $z_A(t)$ along the path of the Markov chain, $z_A(t > t_B)$\(^1\). The Metropolis-Hastings algorithm provides a general framework that results in a large number of different MCMC samplers that differ in the proposal $q(x \rightarrow x')$. Verification of MCMC convergence is not a simple matter, and different methods have been suggested\(^2\). One heuristic rule for evaluating convergence of the Markov process $x_t$ in our ERGM context, is to monitor the $z_A(x_t)$ sequences.

Consider the expected change $E_{\pi(\theta)}(\Delta z_A)$ of $z_A$, $E_{\pi(\theta)}(\Delta z_A) = E_{\pi(\theta)}(z_A(x_{t+1}) - z_A(x_t))$. If equilibrium stationary distribution is reached, then statistics $z_A(x_t)$ converge and fluctuate around their expected values $E_{\pi(\theta)} (z_A)$, which do not depend on $t$, and hence

$$E_{\pi(\theta)}(\Delta z_A) = 0$$

(4)

We can write $E_{\pi(\theta)}(\Delta z_A)$ as a function of the transition probabilities. Given $x_t = x$, the expected change along the path of the Markov chain in $z_A(x_{t+1}) - z_A(x_t)$ is obtained as

$$\Delta z_A(x, \theta) = \sum_{x'} P(x \rightarrow x', \theta)(z_A(x') - z_A(x))$$

(5)

and the expected value of $\Delta z_A(x, \theta)$ with respect to $\pi(x, \theta)$ is

$$E_{\pi(\theta)}(\Delta z_A) = \sum_{x, x'} \pi(x, \theta) P(x \rightarrow x', \theta)(z_A(x') - z_A(x))$$

(6)

From (4), it follows that after the MCMC burn-in, when equilibrium stationary distribution is reached, we have that for all the statistics $z_A(x)$,

$$\sum_{x, x'} \pi(x, \theta) P(x \rightarrow x', \theta)(z_A(x') - z_A(x)) = 0$$

(7)

**Estimation strategy: Equilibrium Expectation**

In the context of ERGMs, MLE of parameters is obtained from equation (2). Existing computational methods for MLE, such as MCMCMLE, the MoM, or Bayesian estimation, use iterative algorithms that successively modify $\theta$ until (2) is satisfied within given criteria for MCMC convergence. To this end, MCMC simulation is performed by drawing a large number of simulated networks for various values of $\theta$, which we denote by $x_{\theta}(\theta)$. The simulated network $x_{\theta}$ is a network drawn from probability distribution $\pi(x, \theta)$. 

---
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Each time a simulated network \(x_s(\theta)\) is drawn, the convergence criterion (7) should be satisfied, but this makes the expensive estimation algorithms very computationally expensive. We suggest a much less computationally expensive approach for MLE.

We use equation (7) and rewrite it as:

\[
E_{\theta}(\Delta z_A(x, \theta)) = 0
\]  

(8)

Equation (8) reads as follows: if network \(x\) is drawn from probability distribution \(\pi(x, \theta)\), then the expected value of \(\Delta z_A(x, \theta)\) is zero. Equation (8) is valid only at equilibrium, that is, when \(\pi(x, \theta)\) is the limiting equilibrium distribution of the Markov chain that has transition probabilities \(P(x \rightarrow x')\). \(\Delta z_A(x, \theta)\) may be computed via Monte Carlo integration \(^{42,46,47}\), as suggested in Section Estimation algorithm. The expectation with respect to \(\pi(x, \theta)\) could be computed if a large Monte Carlo sample of networks and identically distributed (i.i.d.) from \(\pi(x, \theta)\) were available i.e., \(x_s, x_s', \ldots, x_s\). The existence of this large i.i.d. sample of networks is assumed here for expository purposes in deriving an estimation strategy, and later we will remove this assumption to develop an estimation method which can be applied to observed empirical networks. Making this assumption, the LHS of (8) may be computed by Monte Carlo integration as \(E_{\theta}(\Delta z_A(x(\theta))) = \frac{1}{n} \sum_{i} \Delta z_A(x_{s_i}, \theta)\), and (8) may be approximated by

\[
\frac{1}{n} \sum_{i} \Delta z_A(x_{s_i}, \theta) = 0
\]  

(9)

If we have a large sample of networks i.i.d. from \(\pi(x, \theta)\), then we can efficiently compute the LHS of (9) and solve system of equations (9) with respect to \(\theta\). Thus, we can estimate \(\theta\). When MCMC simulation is performed, the number of steps should be larger than the burn-in time, which may be large. In contrast, \(\Delta z_A(x, \theta)\) in (9) may be computed by Monte Carlo integration, there is no burn-in, and the number of steps may be small. In this manner, the LHS of (9) may be computed efficiently and used to estimate \(\theta^*\).

Equation (2) may be written as \(f_A(x_{obs}, \theta) = 0\), where \(f_A(x_{obs}, \theta) = E_{\theta}(z_A(x) - z_A(x_{obs}))\); hence, the true parameter values, \(\theta^*\), may be estimated from

\[
\frac{1}{n} \sum_{i} f_A(x_{s_i}, \theta^*) = 0
\]  

(10)

Typically, to estimate \(\theta^*\), the estimation of each observed network is performed, and the resulting estimates \(\theta(x_s)\) are averaged over the observations as follows: \(\theta^* = \frac{1}{n} \sum \theta(x_s)\). If the network \(x_s\) is very large, then \(\theta(x_s)\) is the desired estimate of the true \(\theta^*\). Thus, if the network \(x_s\) is very large, then the true \(\theta^*\) may be estimated from \(f_A(x_{obs}, \theta) = 0\), and the summation in equation (10) may be dropped. In statistics and statistical physics, this property is called the ergodicity of systems: the time averaging is equivalent to the ensemble averaging. Here, time averaging is the average over networks generated by the Markov process, and ensemble averaging is the average over the space of all the system’s states, which grows with the network size. If the system is ergodic, then this property may also be applied to equation (9) i.e., if the network \(x_s\) is very large, then the summation in equation (9) may be dropped. Thus, the true \(\theta^*\) value may be found from the following equilibrium expectation condition: for all \(A\),

\[
\Delta z_A(x_{s}, \theta^{EE}) = 0,
\]  

(11)

where \(\Delta z_A(x_{s}, \theta)\) is given by (5). We can find the value of \(\theta^{EE}\) that, given \(x_{s}\), satisfies (11); this value is denoted as \(\theta^{EE}(x_s)\). If the network \(x_s\) is very large, then \(\theta^{EE}(x_s)\) is the desired estimate of \(\theta^*\). Otherwise, a large sample of networks is required as described above, and the true \(\theta^*\) may be found from (9).

The estimation method described above may be theoretically interesting, but is of limited value for the estimation of real-world data, for which we have only a single observed network \(x_{obs}\) drawn from some unknown probability distribution, rather than a large i.i.d. Monte Carlo sample of networks drawn from a known probability distribution, as we assumed earlier.

It is not, however, lacking in usefulness when applied to such an observed network. In fact, it is actually Contrastive Divergence\(^{48}\) (CD) as applied to ERGM parameter estimation\(^{31,49-51}\). The CD algorithm, rather than running an MCMC simulation to convergence, instead starts from the observed data and makes only some number \(k\) of MCMC updates (the CD algorithm with \(k\) updates is called CD-\(k\)). CD-1 has been shown to be equivalent to maximum pseudo-likelihood under certain conditions\(^{52}\) and it has also been shown that CD-\(k\) forms a series of increasingly close approximations to the MLE as \(k \rightarrow \infty\).

To see that the estimation strategy we have just described is equivalent (but independently developed) to CD-1, it may be useful to consider the implementation described by Krivitsky\(^{31}\) of using CD to find the initial estimates to seed MCMCMLE. In this implementation, an ERGM MCMCMLE implementation is simply converted to CD-\(k\) by modifying the MCMC sampler to start from \(x_{obs}\) and reverting the chain to \(x_{obs}\) every \(k\) steps. And so if \(k = 1\) then the network is not actually modified and the CD-1 estimate of \(\theta\) is just the solution of (10).

Details of the estimation method described in the work described here are given in the Supplementary Information.

As previously noted, maximum pseudo-likelihood (and hence CD-1) does not necessarily produce reliable results for ERGM estimation. However they (and CD-\(k\) for \(k > 1\)) are useful for finding initial \(\theta\) values to seed methods such as MCMCMLE that are sensitive to initialization conditions\(^{31,53}\). In this paper we indeed use CD-1 to find initial parameter estimates.

We will now describe how this strategy can be modified, for more realistic applications, having an observed network drawn from some unknown probability distribution. Let \(\pi^*(x)\) be the unknown probability distribution
from which the real-world data $x_{obs}$ are drawn. $\pi(x, \theta)$ is then the probability distribution corresponding to the model specification we have chosen (in this paper the ERGM model for some specified choices of network statistics). We assume this model to be appropriate for the observed data – we do not discuss model selection here – and, as discussed in the Introduction, we also assume the MLE exists and the model is not degenerate. Formally, we can write that for any $\theta$, $\pi^*(x) = \pi(x, \theta)$. Equation (7) can be applied only if the equilibrium stationary distribution of the Markov chain follows a statistical model $\pi(x, \theta)$. If $\pi^*(x) = \pi(x, \theta)$, then the conditions of Equation (7) are not satisfied, and it cannot be applied. In other words, if observed networks are not drawn from $\pi(x, \theta)$, then the LHS of equation (7) is not equal to the RHS of equation (9). In this case, we cannot compute the LHS of (7), and hence we cannot find a value of $\theta$ such that (7) is satisfied. However, if a solution to (2) exists, then it is possible to find $x_0$ drawn from $\pi(x, \theta)$ such that the following condition is satisfied:

$$z_A(x_0) = z_A(x_{obs}).$$

(12)

For network $x_0$, drawn from probability distribution $\pi(x, \theta)$, (11) may be used as described above. Using (10) and (12), the solution of (2) may be obtained for an observed network drawn from an unknown probability distribution. The network drawn from $\pi(x, \theta)$ may be obtained by an MCMC simulation. In the estimation strategy just described, the parameters $\theta$ are iteratively adjusted until (11) is satisfied. To estimate parameters for networks drawn from an unknown distribution $\pi^*(x)$, both $\theta$ and $x$ are modified: $\theta$ is modified in the same way as before, and $x$ is also modified (equilibrated) so that, after some burn-in, $x$ will be drawn from the probability distribution $\pi(x, \theta)$.

Indeed, starting from the previously described method to find the solution of (11), we can derive the EE algorithm (described in the following section) for the solution of (11), (12). The EE algorithm for the estimation of an observed network $x_{obs}$ performs Metropolis-Hastings moves, that is, it actually makes changes to a network for accepted proposals, a step which was not necessary for solving (11). The EE algorithm requires MCMC simulation, but – in contrast to MCMCML, the MoM or Bayesian estimation – the EE algorithm does not draw many simulated networks for various $\theta$ values and, therefore, is considerably faster.

**Estimation algorithm**

The EE algorithm is described in Algorithm 2. To provide some intuition, the description is maintained at a rather general level here. A more detailed and formal description of the EE algorithm is included in the Supplementary Information. Let $m = 1000$ and $M$ indicate the number of steps of the EE algorithm. $K_A$ is a positive constant, the values of which could be for example $K_A \approx 10^{-6} \cdot (\partial \Delta z_A(x_{obs}, \theta) / \partial \theta_j)^{-1}$; a better choice is suggested in the Supplementary Information. The final parameter estimate from the CD-1 algorithm is used as the starting point for the EE algorithm, but the efficiency of the EE algorithm is more sensitive to $K_A$ values than to the initial parameter estimates $\theta_0$.

Steps 4–5 of the EE algorithm are identical to steps 3–4 of the Metropolis-Hastings algorithm presented in Section Chain Monte Carlo: the move $x \rightarrow x'$ is proposed, and the acceptance probability (3) is calculated. If the move to $x'$ is accepted, then the change in the sufficient statistics $z_A(x') - z_A(x)$ is computed.

Steps 6–8 modifies $\theta$ iteratively until (11) is satisfied. This parameter update depends on the property of the exponential family that $E_{\pi^*(x)}(z_A(x))$ is a monotonically increasing function of $\theta_j$, which was mentioned in the Introduction. Because of this, for each configuration $A$ we want to increase $\theta_j$ when $dz_A$ is negative and decrease it when $dz_A$ is positive, in order to find $\theta_j$ such that $dz_A$ is zero. This is achieved by adding $-K_A \cdot \text{sign}(dz_A) dz_A^2$ to the current $\theta_j$ value (recall that $K_A$ is positive).

Different root-finding algorithms may be applied to solve the system of equation (11) when $\Delta z_A(x, \theta)$ is available. For example, bisection or quasi-Newton methods\(^5\) may be applied if $\Delta z_A(x, \theta)$ were a continuous functions of $\theta$. Efficient root finding methods use derivative information. The precise derivative information is either not available or very computationally expensive, but it may be shown (see Supplementary Information) that, for any $x$,

Algorithm 2. EE Algorithm.

1: Initialization: $x \leftarrow x_{obs}$; $dz \leftarrow 0$
2: for $t \leftarrow 0$ to $M - 1$ do
3:   for $k \leftarrow 1$ to $m$ do
4:     Propose move $x_0 = x \rightarrow x'$ with probability $q(x \rightarrow x')$
5:     Using (3), calculate Metropolis-Hastings acceptance probability $\alpha(x \rightarrow x', \theta_j)$
6:     if $\text{Unif}[0, 1] < \alpha(x \rightarrow x', \theta_j)$ then
7:       $dz_A \leftarrow dz_A + z_A(x'(x)) - z_A(x)$ for all configurations $A$
8:       $x_{k+1} \leftarrow x'$
9:     else
10:    $x_{k+1} \leftarrow x_t$
11:   end if
12: end for
13: Update of parameters $\theta_{k+1} \leftarrow \theta_k - K_A \cdot \text{sign}(dz_A) dz_A^2$ for all configurations $A$
14: Save sequences $dz_A(t+1) + dz_A(t)$ for all configurations $A$
15: end for
It is trivial to find roots of continuous monotonic functions, and step 13 implements one possibility. A more robust approach to solving \( \Delta z_A(x, \theta) = 0 \) would be to use stochastic approximation methods, which are typically applied to solve (2).

Since \( x \) is not constant, \( z_A(x) \) is also not constant. Recently, an auxiliary parameter MCMC method was proposed to perform MCMC simulation, constraining the value of one of the network statistics. Only the network statistic \( z_L(x) \), which is the edge count, was constrained to the observed value, and this was achieved by using a special proposal \( q(x \rightarrow x') \): the IFD sampler\(^{55} \). The corresponding parameter \( \theta_L \) was adapted\(^{55} \) in the same way as done in step 13 of the EE algorithm. In the present paper, all the network statistics \( z_A(x) \) are constrained and, crucially, without the need to develop a special proposal distribution. Indeed, they may be constrained by exploiting (13), i.e., the monotonic dependence of \( \Delta z_A(x, \theta) \) and \( E_{\pi(\theta)}(z_A(x)) \) on \( \theta_A \), and by properly modifying the \( \theta_A \) values. We need an algorithm that converges to the values of \( \theta \) and \( x \) that satisfy (11) and (12) for all the network statistics \( z_A(x) \). This is achieved by accumulating the accepted change statistics (line 7). As a result, \( dz_A = dz_A(t) + \Delta z_A(x, \theta) \) and \( d\Delta z_A = z_A(x) - z_A(x_{obs}) \). If equilibrium is reached, then \( x = x_S \) is drawn from \( \pi(x, \theta) \) and hence \( \Delta z_A(x, \theta) = 0 \) and (11)
is satisfied. In addition, if $dz_t = 0$, then $z_t(x) = z_t(x_{obs})$ and (12) is satisfied. It is shown in Section Estimation strategy: Equilibrium Expectation that the solution of (11) and (12) gives the solution of (2).

The EE algorithm produces $\theta_{A}(t)$ sequences. The number of steps $M$ should be large enough for $\theta_{A}(t)$ to converge. After $\theta_{A}(t)$ reaches convergence, its values fluctuate around some constant values $\hat{\theta}_{A}$ which we estimate as $\hat{\theta}_{A} = \frac{1}{M - T_{b}} \sum_{t=T_b}^{T} \theta_{A}(t)$. In addition to $\hat{\theta}_{A}(t)$, the sequences $dz_{A}(t) = z_{A}(t) - z_{A}(x_{obs})$ are generated by the EE algorithm. It is convenient to plot both $z_{A} - z_{A}(x_{obs})$ and $\hat{\theta}_{A}(t)$ sequences to visually check for convergence of the algorithm. We use the $t$-ratio test to check if (12) is satisfied:

$$
\tau_{A} = \frac{z_{A}(t > T_{b}) - z_{A}(x_{obs})}{SD(z_{A}(t > T_{b}))},
$$

where $T_{b}$ is the burn-in time, starting from which convergence is observed from the plots of $\hat{\theta}_{A}(t)$ and $z_{A}(t) - z_{A}(x_{obs})$, and $z_{A}(t > T_{b})$ denotes the network statistic averaged over $t > T_{b}$, while $SD(\cdot)$ is the standard deviation operator. We propose an appropriate indication of good convergence so that the suggested algorithm gives a converged solution to (2) if, for all $A$, (i) $|\tau_{A}| < 0.1$ and (ii) $\tau_{A}$ converges.

Note that if $K_{A} = 0$, then the EE algorithm does not differ from the Metropolis-Hasting algorithm. MCMC estimation algorithms make use of MCMC simulation; hence, the efficiency of MCMC estimation algorithms depends on the efficiency of MCMC samplers. In turn, the efficiency of the Metropolis-Hasting algorithm depends on the proposal $q(x \rightarrow x')$. The same holds also for the EE algorithm: the algorithm may be used with different proposals $q(x \rightarrow x')$, and its efficiency depends on a good choice of the proposal distribution. Proposals for ERGMs are reviewed elsewhere. Both the updating step of the MoM and that of the EE algorithm depend on $z_{A}(x) - z_{A}(x_{obs})$. However, in the case of the MoM, $x$ is the equilibrium network configuration, which can be obtained by, e.g., the Metropolis-Hasting algorithm if the MCMC simulation time is larger than the burn-in time of the Markov process. In the EE algorithm, $x$ is a current non-equilibrium state. The MoM and MCMCMLE require many converged outputs of the Metropolis-Hastings algorithm, while the EE algorithm does not need such outputs. Instead, the EE algorithm generates one converged output.

### Results

First, we test the EE algorithm by computing the bias and the standard deviation of the estimates that this algorithm produces. Simulated networks of various sizes $N$ (here, $N$ is the number of nodes in a network) are generated by the Metropolis-Hasting algorithm (as implemented in the PNet program). The ERGM model is defined by the AS, AT, A2P, $\rho$, and $\rho_{\theta}$ network statistics. The network statistics we use in this paper were suggested by Snijders et al. and are detailed in the Supplementary Information. The true values of the corresponding model parameters $\theta_{i}$ are represented by the horizontal lines in Fig. 1, with the estimated values of the parameters shown as boxplots, for both the EE algorithm and a variant of the stochastic approximation algorithm (MoM) for MLE, widely used for ERGM estimation. It is clear that both EE and the MoM give accurate estimates of the true $\theta_{i}$ values. Both the variance and the bias $|\theta_{i} - \hat{\theta}_{i}|$ of the estimates obtained using different methods have similar values. In Fig. 2, we report the computational times needed to obtain the corresponding estimates. As described in the Methods section, steps 4–6 of the EE algorithm are equivalent to steps 3–5 of the Metropolis-Hastings algorithm, used in the MoM. In our implementation of the MoM and EE algorithms, these steps are carried out in exactly the same way. This allows the evaluation of the efficiency of the MoM and EE algorithms by comparing the computational times for the corresponding estimations. Both the MoM and EE algorithms are used with the Basic sampler, and estimation is performed on a Cray XC50 machine available at the Swiss National Supercomputing Centre (CSCS). Figure 2 shows that for small networks ($N = 1,000$), the efficiencies of the EE and MoM algorithms are not very different, while for larger networks ($N = 10,000$), the EE algorithm is 2 orders of magnitude faster than the MoM. These results suggest that the EE algorithm may be used for the analysis of large datasets.

| AT     | Mismatch E class | Mismatch kinase-phosphorylated | Edge (L) | Isolates | AS     | Activity plant specific | Interaction plant specific |
|--------|------------------|--------------------------------|----------|----------|--------|-------------------------|---------------------------|
| 1.276  | 1.304            | 0.192                          | −14.940  | −7.116   | 2.320  | −0.104                  | 0.456                     |
| (1.24, 1.31) | (0.77, 1.83)   | (0.08, 0.30)                    | (−14.97, −14.92) | (−7.59, −6.64) | (2.23, 2.41) | (−0.15, −0.06) | (0.21, 0.70) |

Table 1. Parameter estimates with 95% confidence interval (see Supplementary Information) for the Arabidopsis thaliana PPI network, estimated using the EE algorithm with the IFD sampler. Estimation of this 2,160 nodes network took only 3 minutes on the Lenovo NeXtScale x86 system at Melbourne Bioinformatics.
For an illustrative example of a biological network, we study an Arabidopsis thaliana protein-protein interaction (PPI) network, including some protein attributes on the nodes. In this network, nodes represent proteins, and (undirected) edges represent literature-curated binary interactions between proteins. Arabidopsis thaliana proteins are annotated with various properties, as described in the Supporting Online Material of Arabidopsis Interactome Mapping Consortium. We make use of the following protein attributes. We consider one binary “plant-specific” node attribute (genes defined as plant-specific, absent from other eukaryotic lineages) and propensity of proteins to interact if they belong to different E classes.

The positive mismatch E class shows the kinase-phosphorylated effect shows the propensity of kinases to interact with phosphorylated proteins, as we show that, relative to other proteins, they are less likely to interact at all. The positive mismatch activity effect showing that plant-specific proteins interact preferentially with each other (with the negative  values of estimated parameters are significantly different from zero. The estimated parameters of the resulting model are given in Table 1. The significant positive AT parameter indicates that triangle motifs are significantly over-represented. The positive plant-specific interaction parameter shows that plant-specific proteins interact preferentially with each other (with the negative activity effect showing that, relative to other proteins, they are less likely to interact at all). The positive mismatch kinase-phosphorylated effect shows the propensity of kinases to interact with phosphorylated proteins, as we would expect given the action of kinases to phosphorylate proteins. The positive mismatch E class shows the propensity of proteins to interact if they belong to different E classes.

We also demonstrate the performance of the algorithm in a case study involving the analysis of a larger empirical social network. More specifically, we study the Livemocha network of friendship relations among members of an online language learning community available from the repository at http://konect.uni-koblenz.de. Founded in 2007, Livemocha was an online community of peer-to-peer language learning that provided language instruction to approximately 12 million users from more than 190 countries. Livemocha closed in 2016 after being included by the Times magazine in its list of 50 best websites in 2010. The Livemocha dataset that we analyze consists of an undirected network with 104,103 nodes and 2,193,083 ties. We estimate AS, AT and edge parameters using the EE algorithm and IFD sampler. The convergence criteria for the MoM algorithm: estimated parameter values may be used to estimate E(θA)(zA(x)) in (2) via the Metropolis-Hastings algorithm, and the t-statistics may be computed. We checked that this convergence test is also satisfied: for all A, the absolute values of the t-statistics are less than 0.3. However, the convergence test, as suggested by Snijders, is computationally expensive. When the EE algorithm is applied, it is more convenient to check the values of τA and to visualize θA(t) dependencies.

**Discussion**

We propose a Monte Carlo Markov chain based approach to the maximum likelihood estimation of parameters of statistical models with intractable normalizing constants belonging to the linear exponential family. The algorithm we propose is similar to the Metropolis-Hastings algorithm, but allows Monte Carlo simulation to be performed while constraining the values of model statistics so that the equilibrium expectation condition is satisfied. In contrast to the widely adopted Metropolis-Hastings algorithm, which is guaranteed to converge within the limit of infinite simulation time, the EE algorithm provides no such guarantee. Further work is required to establish the general convergence conditions of the algorithm. This work is currently in progress.

We demonstrate the merits of the algorithm by estimating the parameters of ERGMs on large network data sets. ERGMs are popular statistical models for the analysis of single-observation network data. ERGMs may be used to determine motif significance, and are widely used to connect motifs to structural features in social and

![Figure 3. Results of estimation of ERGM parameters for Livemocha networks using the EE algorithm. The starting point is the result of the CD-1 algorithm. Producing these results took 12 hours on one core of the Intel ES-2650 machines available at https://intranet.ics.usi.ch/HPC.](image-url)
other kinds of networks. We compute the bias of the estimates produced by the EE algorithm and show that its value is close to the bias of a commonly adopted computational method for MLE. However, EE is faster, and the estimation time increases with the number of network nodes as $N^{5.2}$. These results suggest that the EE algorithm may be relied upon to support statistical inference on very large complex systems with network-like local dependencies. We then study several biological networks and a large social network. We show that the triangle motif is significantly over-represented in all the networks studied. We show that accurate maximum likelihood estimates of ERGM parameters may be obtained for a large empirical network with 104,103 nodes and 2,193,083 ties. The smallest network for which we applied the EE algorithm is a network with 418 nodes (see Supplementary Information).

The algorithm is inappropriate for the curved exponential family when the number of parameters to be estimated differs from the number of statistics. Currently, we are applying the EE algorithm to study directed networks for which different network statistics need to be computed. Future research directions involve an attempt to couple the EE algorithm with the expectation-maximization algorithm for incomplete data, and an extension to bipartite networks. In addition, we believe the computational approach we have proposed in this paper may be applicable to a wider range of statistical models for data characterized by complex network-like dependencies.

Data availability. The datasets analyzed in the current study are available in the following repositories: Livemocha http://konect.uni-koblenz.de/networks/livemocha, http://socialcomputing.asu.edu/datasets/Livemocha; A. thaliana PPI: http://interactome.dfci.harvard.edu/A_thaliana; Yeast PPI: igraph; Nexus repository (as of March 2017, the igraph Nexus repository is no longer available; we downloaded this data set on 10 November 2016, and it is available upon request); Human PPI: https://icon.colorado.edu/#/networks, http://interactome.dfci.harvard.edu/H_sapiens; C. elegans PPI: (downloaded from the web address specified in Huang et al. on 2 March 2017, which is no longer available, data available on request); E. coli regulatory: http://www.statnet.org/index.shtml; Drosophila optic medulla: https://icon.colorado.edu/#/networks, http://openconnectome.me/graph-services/download/.

Code availability. The EE algorithm is implemented in the Estimnet program, available from the authors upon request and from the webpage http://www.estimnet.org. The algorithm may be accessed from the webpage https://github.com/Byshkin/EquilibriumExpectation.
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