LOCAL $L_{\infty}$-ESTIMATES, WEAK HARNACK INEQUALITY, AND STOCHASTIC CONTINUITY OF SOLUTIONS OF SPDES

KONSTANTINOS DAREIOTIS AND MÁTÉ GERENCSÉR

Abstract. We consider stochastic partial differential equations under minimal assumptions: the coefficients are merely bounded and measurable and satisfy the stochastic parabolicity condition. In particular, the diffusion term is allowed to be scaling-critical. We derive local supremum estimates with a stochastic adaptation of De Giorgi's iteration and establish a weak Harnack inequality for the solutions. The latter is then used to obtain pointwise almost sure continuity.

1. Introduction

Harnack inequalities, introduced by [8], provide a comparison of values at different points of nonnegative functions which satisfy a partial differential equation (PDE). Inequalities of this type have a vast number of applications, in particular, they played a significant role in the study of PDEs with discontinuous coefficients in divergence form. This is the celebrated De Giorgi-Nash-Moser theory ([6], [20], [18]), in which Hölder continuity of the solutions is established. Later, by using a weaker version of Harnack’s inequality, a simpler proof in the parabolic case was given in [15]. Harnack inequality and Hölder estimate for equations in non-divergence form, also known as the Krylov-Safonov estimate, was proved in [14] and [24]. Since then, similar results have been proved for more general equations, including for example integro-differential operators of Lévy type (see [2]) and singular equations (see [7] and references therein).

It is well known (see e.g. [13], [12]) that the stochastic partial differential equations (SPDEs)

$$du_t = L_t u_t \, dt + M^k_t u_t \, dw^k_t,$$

where $M^k$ are first order differential operators, are in many ways the natural stochastic extensions of parabolic equations $du_t = L_t u_t \, dt$. It is therefore also natural to ask whether the above mentioned results, fundamental in deterministic PDE theory, have stochastic counterparts. That is, what properties can one obtain for weak solutions of (1.1) without posing any smoothness assumptions on the coefficients? Note also that with bounded coefficients the diffusion term in (1.1) is critical to the parabolic scaling, and hence the question above fits in the recent activity in parabolic regularity with critical lower order terms, see e.g. [8] and its references. In some recent
works regularity results have been obtained, but only for equations with at most zero order \( M \), that is, with subcritical noise, for variants of this problem we refer to [10], [9], [5], and [16]. The methods in all of these works rely strongly on the absence of the derivatives in the noise, in which case the difficulty coming from the lack of regularity of the coefficients can be essentially reduced to the deterministic case. In particular, adaptation of the classical techniques of [6], [20], [18] to the stochastic setting is not required, which is indeed what the scaling heuristic would suggest.

Concerning equations of the general form and under minimal assumptions - boundedness, measurability, and ellipticity - on the coefficients, few results are known. They were considered in [4] (see also [22]) and, in a backward setting, in [21], where global boundedness of the solutions was proved. In the present paper, we prove local \( L_\infty \)-estimates for certain functions of the solutions, in terms of the corresponding \( L_2 \)-norms, by using a stochastic version of De Giorgi’s iteration. By virtue of these estimates, following the approach of [15], we establish a stochastic version of the aforementioned weak Harnack inequality in Theorem 2.2. Here “weak” stands for that in order to estimate the minimum of a nonnegative solution \( u \), not only the maximum of \( u \) is required to be bounded from below by 1, but \( u \) itself on a positive portion of the domain. For deterministic equations by elementary arguments one can deduce Hölder continuity from such a weak Harnack inequality. These considerations however are quite sensitive to the measurability problems arising with the presence of stochastic terms, and therefore we need a far less straightforward argument to prove stochastic continuity of the solutions, which is formulated in Theorem 2.3. We note that Harnack inequalities for solutions of SPDEs - not to be confused with Harnack inequalities for the transition semigroup of SPDEs, for which we refer the reader to [25] and the references therein - have not been previously established even for equations with smooth coefficients.

Let us introduce the notations used throughout the paper. Let \( d \geq 1 \), and for \( R \geq 0 \) let \( B_R = \{ x \in \mathbb{R}^d : |x| < R \} \), \( G_R = [4 - R^2, 4] \times B_R \), and \( G := G_2 \). \( B(B_R) \) will denote the Borel \( \sigma \)-algebra on \( B_R \). Subsets of \( \mathbb{R}^{d+1} \) of the form \( J \times (B_R + x) \), where \( J \) is a closed interval in \([0, 4]\) and \( x \in \mathbb{R}^d \), will be referred to as cylinders. If \( A \) is a set, \( I_A \) will denote the indicator function of \( A \). The inner product in \( L_2(B_2) \) will be denoted by \( \langle \cdot, \cdot \rangle \). The set of all compactly supported smooth functions on \( B_R \) will be denoted by \( C_c^\infty (B_R) \). The space of \( L_2(B_R) \)-functions whose generalized derivatives of first order lie in \( L_2(B_R) \) is denoted by \( H^1(B_R) \), while the completion of \( C_c^\infty (B_R) \) with respect to the \( H^1(B_R) \) norm is denoted by \( H^1_0(B_R) \). For \( p \in [1, \infty] \) and a subset \( A \) of \( \mathbb{R}^d \) or \( \mathbb{R}^{d+1} \), the norm in \( L_p(A) \) will be denoted by \( |\cdot|_{p,A} \) and \( \|\cdot\|_{p,A} \), respectively. By inf, sup, osc, we always mean essential ones. We fix a complete probability space \( (\Omega, \mathcal{F}, P) \) and take a right-continuous filtration \( (\mathcal{F}_t)_{t \geq 0} \), such that \( \mathcal{F}_0 \) contains all \( P \)-zero sets, and a sequence of independent real valued \( \mathcal{F}_t \)-Wiener processes \( \{w_t^k\}_{k=1}^\infty \). The predictable
\(\sigma\)-algebra on \(\Omega \times [0,4]\) is denoted by \(\mathcal{P}\). Constants in the calculations are usually denoted by \(C\), and, as usual, may change from line to line. The summation convention with respect to repeated integer-valued indices will be in effect.

The rest of the paper is organized as follows. In Section 2 we formulate the assumptions and state the main results. In Section 3 we present some preliminary results, which are then used in the proofs of the main results in Section 4.

2. Formulation and main results

The operators in (1.1) are assumed to be of the form
\[
L_t \varphi = \partial_t (a^{ij}_t \partial_j \varphi), \quad M^k_t \varphi = \sigma^{ik}_t \partial_i \varphi,
\]
where we pose the following assumption on the coefficients throughout the paper.

Assumption 2.1. For \(i, j \in \{1, \ldots, d\}\), the functions \(a^{ij}_t = a^{ij}_t(x(w))\) and \(\sigma^i = (\sigma^{ik}_t(x(w)))_{k=1}^\infty\) are \(\mathcal{P} \times \mathcal{B}(B_2)\)-measurable functions on \(\Omega \times [0, \infty) \times B_2\) with values in \(\mathbb{R}\) and \(l_2\), respectively, bounded by a constant \(K\), such that
\[
(2a^{ij}_t - \sigma^{ik}_t \sigma^{jk}_t)z_i z_j \geq \lambda |z|^2
\]
for a \(\lambda > 0\) and for any \(z = (z_1, \ldots, z_d) \in \mathbb{R}^d\).

We will denote by \(\mathcal{H}\) the set of all strongly continuous \(L_2(B_2)\)-valued predictable processes \(u = (u_t)_{t \in [0,4]}\) on \(\Omega \times [0,4]\) such that \(u \in L_2([0,4], H^1(B_2))\) with probability 1.

Definition 2.1. We say that \(u\) is a solution of (1.1), if \(u \in \mathcal{H}\) and for each \(\phi \in C_c^\infty(B_2)\), with probability one,
\[
(u_t, \phi) = (u_0, \phi) - \int_0^t (a^{ij}_t \partial_i u_t, \partial_j \phi) dt + \int_0^t (\sigma^{ik}_t \partial_i u_t, \phi) dw^k_t,
\]
for all \(t \in [0,4]\).

The class \(\mathcal{H}\) is the “right one” to seek solutions in, in the sense that the classical theory (see e.g. [13]) guarantees the existence of a unique solution of (1.1) in \(\mathcal{H}\), when coupled with appropriate initial and boundary condition. Elements of \(\mathcal{H}\) however, in general don’t have any kind of spatial continuity (unless \(d = 1\)), and are not even in \(L_p\) for high values of \(p\).

Let us denote by \(\mathcal{C}\) the set of twice continuously differentiable functions \(f\) from \(\mathbb{R}\) to \(\mathbb{R}\), such that both \(f'\) and \(ff''\) are bounded. The next is our first main result.

Theorem 2.1. Let \(f \in \mathcal{C}\) such that \(ff'' \geq 0\), and let \(u\) be a solution of (1.1). Then there exist positive constants \(\delta, C, \hat{C}\), depending only on \(d, \lambda, K\), such that for any \(\alpha > 0\) and \(\kappa \geq 1\)
\[
(i) \quad P(\|f(u)^+\|_{3C, G_1}^{2}, \|f(u)^+\|_{2, G_{3/2}}^{2} \leq \alpha) \leq C\kappa^{-\delta},
\]
(ii) \( P(\|f(u)\|_{\infty,G_1}^2 \geq \hat{C}_\kappa \alpha, \|f(u)\|_{2,G_{3/2}}^2 \leq \alpha) \leq \mathcal{C}\kappa^{-\delta}. \)

Let \( f \) be as above, let \( u \) be a solution of (1.1) on \([s,r] \times B_2\), where \( 0 \leq s < r \leq 4 \), and suppose that \( f(u)(s,\cdot) \equiv 0 \). Then there exist positive constants \( \delta, \mathcal{C}, \hat{C} \), depending only on \( d, \lambda, K \), such that for any \( \alpha > 0 \) and \( \kappa \geq 1 \)

(iii) \( P(\|f(u)^+\|_{\infty,[s,r] \times B_1}^2 \geq \hat{C}_\kappa \alpha, \|f(u)^+\|_{2,[s,r] \times B_2}^2 \leq \alpha) \leq \mathcal{C}\kappa^{-\delta}, \)

(iv) \( P(\|f(u)\|_{\infty,[s,r] \times B_1}^2 \geq \hat{C}_\kappa \alpha, \|f(u)\|_{2,[s,r] \times B_2}^2 \leq \alpha) \leq \mathcal{C}\kappa^{-\delta}. \)

To formulate the Harnack inequality, let \( \eta \in (0,1) \), and denote by \( \Lambda_\eta \) the set of functions \( v \) on \([0,4] \times B_2\) such that \( v \geq 0 \) and

\[ \{ x \in B_2 \mid v_0(x) \geq 1 \} \geq \eta |B_2|. \]

Let us recall the Harnack inequality (essentially proved in [15]): If \( u \) is a solution of \( du = \partial_i(a^{ij}(\sigma^j u))dt \) and \( u \in \Lambda_{1/2} \), then

\[ \inf_{G_1} u \geq h \]

with \( h = h(d,\lambda, K) > 0 \). In the stochastic case clearly it can not be expected that such a lower estimate holds uniformly in \( \omega \). It does hold, however, with \( h \) above replaced with a strictly positive random variable, this is the assertion of our main theorem.

**Theorem 2.2.** Let \( u \) be a solution of (1.1) such that on an event \( A \in \mathcal{F} \), \( u \in \Lambda_\eta \). Then for any \( N > 0 \) there exists a set \( D \in \mathcal{F} \), with \( P(D) \leq C N^{-\delta} \), such that on \( A \cap D^c \),

\[ \inf_{(t,x) \in G_1} u_t(x) \geq e^{-N}. \]

where \( C \) and \( \delta \) depend only on \( d, \lambda, \eta, \) and \( K \).

Later on we will refer to the quantity \( e^{-N} \) above as the lower bound corresponding to the probability \( C N^{-\delta} \). With the help of Theorem 2.2 we obtain the following stochastic continuity result.

**Theorem 2.3.** Let \( u \) be a solution of (1.1) and \((t_0, x_0) \in (0,4) \times B_2\). Then \( u \) is almost surely continuous at \((t_0, x_0)\).

**Remark 2.1.** One advantage of the present setting with very mild assumptions is that the results trivially extend to quasilinear equations, that is, when \( Lu \) and \( M^k u \) are replaced by \( \hat{L}u = \partial_i(a^{ij}(\sigma^j u)\partial_j u) \), and \( \hat{M}^k u = \sigma^{ij}(u)\partial_i u \) where the functions \( a^{ij}(\cdot), |\sigma|^+(\cdot)|_{L^2} \) are bounded and \( (\alpha^{ij}(\cdot)\cdot - \sigma^{ik}(\cdot)\sigma^{jk}(\cdot)\lambda_{ij})_{i,j=1}^d \) takes values in the set \( \{(\beta^{ij})_{i,j=1}^d : \forall z \in \mathbb{R}^d, \beta^{ij}z_iz_j > |z|^2 \} \) for some \( \lambda > 0 \).

**Remark 2.2.** We only consider equations with higher order terms, in the same spirit as in e.g. [19]. This reason for this is to focus on the stochastic aspect of the problem, the lower order terms with measurable and appropriately bounded (i.e. in a subcritical norm) coefficients can be easily treated, as exposed in detail and in great generality in [17].
3. Preliminaries

The first three lemmas might be considered standard in the context of stochastic processes and parabolic PDEs, respectively. For the sake of completeness we provide short proofs.

Lemma 3.1. Let $T > 0$ and let $(m_t)_{t \in [0,T]}$ be a continuous local martingale starting from 0. Then for any $\alpha > 0$, and $\kappa > 0$

$$P\left( \inf_{t \in [0,T]} m_t \geq -\alpha, \sup_{t \in [0,T]} m_t \geq \kappa \alpha \right) \leq \frac{1}{\kappa + 1}.$$  

Proof. Without loss of generality, we can assume that our probability space can support a Wiener process $B$ for which $B \langle m \rangle_t = m_t$. Then, defining $\tau$ to be the first exit time of $B$ from the set $(-\alpha, \kappa \alpha)$, we have

$$P\left( \inf_{t \in [0,T]} m_t \geq -\alpha, \sup_{t \in [0,T]} m_t \geq \kappa \alpha \right) \leq P(B \tau = \kappa \alpha) = \frac{1}{\kappa + 1},$$

where the equality follows from a simple application of the optional stopping theorem. \square

Lemma 3.2. For any $c > 0$, any continuous local martingale $m_t$ starting from 0, and any $N > 0$,  

$$P\left( \sup_{t \geq 0} \left| m_t - c(m_t) \right| > N \right) \leq e^{-2Nc}.$$  

Proof. As before, it is not a loss of generality to assume $m_t = B_t$, where $B$ is a Wiener process. By Part II, 2.0.2.(1) in [1], $\sup_{t \geq 0}(B_t - ct)$ has exponential distribution with parameter $2c$, which proves the claim. \square

Lemma 3.3. Suppose that $u \in L_2([0,4], H^1(B_2)) \cap L_\infty([0,4], L_2(B_2))$. Let $J \subset [0,4]$ be a subinterval, $Q = B_\rho$ for some $0 < \rho < 2$, $\varphi \in C_\infty^c(Q)$, and $\alpha > \beta \geq 0$. Then

$$\| (u - \alpha)^+ \varphi \|_{2,J \times Q}^2 \leq C \left( \| \varphi \|_\infty^2 + |\nabla \varphi|_\infty^2 \right) \left[ \frac{\| (u - \beta)^+ \|_{2,J \times Q}^2}{\alpha - \beta} \right] \frac{4}{\pi^2} \sup_{t \in J} \| (u - \alpha)^+ \|_{2,J \times Q}^2 + \| I_{u > \alpha} \nabla u \|_{2,J \times Q}^2,$$

with $C = C(d)$.  

Proof. By Hölder’s inequality,  

$$\| (u - \alpha)^+ \varphi \|_{2,J \times Q}^2 \leq \| (u - \alpha)^+ \varphi \|_{2(d+2)/d,J \times Q}^2 \| I_{u > \alpha} \|_{2,J \times Q}^{4/d+2}.$$  

Noticing that  

$$I_{u > \alpha} \leq \frac{(u - \beta)^+}{\alpha - \beta},$$
and using the embedding inequality
\[
\|v\|_{2(d+2)/d,G}^2 \leq C(d) \left( \sup_{t \in [0,4]} |v|_{2,B_2}^2 + \|\nabla v\|_{2,G}^2 \right)
\]
for \(v \in L_2([0,4], H^1_0(B_2)) \cap L_\infty([0,4], L_2(B_2))\) (see, e.g., Lemma 3.2, [19]), applied to the function \((u - \alpha)^+ I_{f \varphi}\), we get the required inequality. \(\square\)

Finally, let us formulate the version of Itô’s formula we will use later. We denote by \(\mathcal{D}\) the set of twice continuously differentiable functions \(f\) from \(\mathbb{R}\) to \(\mathbb{R}\), such that \(f''\) is bounded. Notice that if \(f \in \mathcal{D}\), then there exists a constant \(K\) such that for all \(r \in \mathbb{R}\)
\[
|f(r)| \leq K(1 + |r|^2), \quad |f'(r)| \leq K(1 + |r|).
\]

**Lemma 3.4.** Let \(u\) satisfy \((1.1)\), and let \(g \in \mathcal{D}, \varphi \in C^\infty_c(B_2), \) and \(\psi \in C^\infty[0,4]\). Then almost surely,
\[
\int_{B_2} \varphi^2 \psi^2 g(u_t) dx = \int_{B_2} \varphi^2 \psi^2 g(u_0) dx + \int_0^t \int_{B_2} 2 \psi \varphi^2 g(u_s) dx ds
\]
\[- \int_0^t \int_{B_2} \psi \varphi \partial_i \varphi \psi g'(u_s) a_{ij} \partial_j u_s dx ds + \int_0^t \int_{B_2} \psi \varphi^2 g'(u_s) \sigma_{ik} \partial_i u_s dw^k_s
\]
\[- \int_0^t \int_{B_2} \psi \varphi^2 g''(u_s) [(a_{ij} \partial_j u_s) \partial_i u_s - \frac{1}{2} \sigma_{ij} \sigma_{ik} \partial_i u_s \partial_j u_s] dx ds, \quad (3.2)
\]
for all \(t \in [0,4]\).

**Proof.** Let \(\kappa\) be nonnegative a \(C^\infty\) function on \(\mathbb{R}^d\), bounded by 1, supported on \(\{|x| < 1\}\), and having unit integral. We denote \(\kappa_\varepsilon(x) = \varepsilon^{-d} \kappa(x/\varepsilon), \) for \(\varepsilon > 0\) and for \(v \in L_2(B_2)\) we write
\[
v_\varepsilon(x) = (v)^\varepsilon(x) = \int_{B_2} \kappa_\varepsilon(x-y) v(y) dy, \quad \text{for } x \in \mathbb{R}^d.
\]

Let us choose \(\varepsilon > 0\) small enough such that \(\varphi\) is supported in \(B_{2-\varepsilon}\). Then for \(x \in B_{2-\varepsilon}\) we have
\[
u^\varepsilon_t(x) = u^\varepsilon_0(x) + \int_0^t (a_{ij} \partial_j u_s, \partial_i \kappa_\varepsilon(x-\cdot)) dt + \int_0^t (\sigma_{ik} \partial_i u_s)^\varepsilon(x) du^k_s.
\]

Then one can write Itô’s formula for the processes \(\varphi^2(x) \psi^2 g(u^\varepsilon_t(x))\) for \(x \in B_2\), use Fubini and stochastic Fubini theorems (for the latter, see [11]), and integrate by parts to obtain that almost surely,
\[
\int_{B_2} \varphi^2 \psi^2 g(u^\varepsilon_t) dx = \int_{B_2} \varphi^2 \psi^2 g(u^\varepsilon_0) dx + \int_0^t \int_{B_2} 2 \psi \varphi^2 g(u_s) dx ds
\]
\[- \int_0^t \int_{B_2} 2 \varphi^2 \varphi \partial_i \varphi \psi g'(u^\varepsilon_s) a_{ij} \partial_j u^\varepsilon_s dx ds + \int_0^t \int_{B_2} \varphi^2 \psi^2 g'(u^\varepsilon_s) (\sigma_{ik} \partial_i u^\varepsilon_s) dx dw^k_s
\]
\[- \int_0^t \int_{B_2} \varphi^2 \psi^2 g''(u^\varepsilon_s) [(a_{ij} \partial_j u^\varepsilon_s) \partial_i u^\varepsilon_s - \frac{1}{2} (\sigma_{ij} \sigma_{ik}) \partial_i u^\varepsilon_s] dx ds,
\]
for all $t \in [0,4]$. Then for fixed $t$ one lets $\varepsilon \to 0$ to obtain that (3.2) holds almost surely, and the result follows since both sides of (3.2) are continuous in $t$.

**Lemma 3.5.** Let $u$ satisfy \((1.1)\), and let $g \in C, \varphi \in C^\infty(B_2)$, and $\psi \in C^\infty[0,4]$. Set $v_t = (g(u_t))^+$. Then $v \in \mathcal{H}$, and almost surely,

$$
|\varphi \psi_{tv_t}|^2 = |\varphi \psi_0v_0|^2 + \int_0^t \int_{B_2} 2\psi_s^2 v_s \sigma_{ij} \partial_i v_s \partial_j v_s dw_s^k + \int_0^t \int_{B_2} 2\psi_s \psi_s^\prime \varphi \psi v_s^2 dxds
$$

$$
- \int_0^t \int_{B_2} \psi_s^2 \varphi^2 [2a_s^{ij} \partial_i v_s \partial_j v_s - \sigma_{ik} \sigma_{jk} \partial_i v_s \partial_j v_s] dxds
$$

$$
- \int_0^t \int_{B_2} \psi_s^2 \varphi^2 \psi u''(u_s) [2a_s^{ij} \partial_i u_s \partial_j u_s - \sigma_{ik} \sigma_{jk} \partial_i u_s \partial_j u_s] dxds
$$

$$
- \int_0^t \int_{B_2} 4\psi_s^2 \varphi \partial_j \varphi v_s a_s^{ij} \partial_i v_s dxds,
$$

(3.3)

for all $t \in [0,4]$.

**Proof.** Since $g$ has bounded first derivative, it follows easily that $v \in \mathcal{H}$. We introduce now the functions $\alpha_\delta(r)$, $\beta_\delta(r)$ and $\gamma_\delta(r)$ on $\mathbb{R}$, for $\delta > 0$, given by

$$
\alpha_\delta(r) = \begin{cases} 
2 & \text{if } r > \delta \\
2r & \text{if } 0 \leq r \leq \delta \\
0 & \text{if } r < 0,
\end{cases}
$$

$$
\beta_\delta(r) = \int_0^r a_\delta(s) ds, \quad \gamma_\delta(r) = \int_0^r \beta_\delta(s) ds.
$$

For all $r \in \mathbb{R}$ we have $\alpha_\delta(r) \to 2I_{r>0}$, $\beta_\delta(r) \to 2r^+$ and $\gamma_\delta(r) \to (r^+)^2$ as $\delta \to 0$. Also, for all $r, r_1, r_2$ and $\delta$, the following inequalities hold

$$
|\alpha_\delta(r)| \leq 2, \quad |\beta_\delta(r)| \leq 2|r|, \quad |\gamma_\delta(r)| \leq r^2.
$$

It follows then that since $g \in C$, the function $\zeta_\delta(r) := \gamma_\delta(g(r))$ lies in $\mathcal{D}$. Hence, by virtue of Lemma 3.4 one can write Itô’s formula for $|\psi \varphi \sqrt{\zeta_\delta(u_t)}|^2$, i.e. (3.2) with $g, g'$ and $g''$ replaced by $\gamma_\delta(g), \beta_\delta(g)g'$ and $\alpha_\delta(g)|g'|^2 + \beta_\delta(g)g''$ respectively. Then we let $\delta \to 0$ to obtain (3.3).

**4. Proofs of the Main Results**

**Proof of Theorem 2.1.** We first prove (i) It is easy to see that it suffices to show the existence of $\gamma, \delta_1, \delta_2, C > 0$ such that

$$
P(\|f(u)^+\|^2_{\infty,G_1} \geq 1, \|f(u)^+\|^2_{2,G_{3/2}} \leq \kappa^{-\delta_1} \gamma) \leq C \kappa^{-\delta_2},
$$

(4.4)

since by substituting $f = f(\gamma/\sqrt{\delta_1} \alpha)^{1/2}$ in place of $f$ in (4.4), we obtain the desired inequality with $\delta = \delta_2/\delta_1$ and $\tilde{C} = 1/\gamma$.

Let us take $r \in [0,4], \rho \in [1,2], \psi \in C^\infty([0,4])$ with $\psi = 0$ on $[0,r]$, and $\varphi \in C^\infty_c(B_\rho)$. For $j = 0,1,\ldots$, let $g^j(u) := f(u) - (1-2^{-j}), v^j = (g^j(u))^+$, and let us apply Lemma 3.5 with $g^{j+1}$. Using the parabolicity condition and
Young’s inequality, as well as the nonnegativity of \(v^{j+1}(g^{j+1})''\), we get for any \(\varepsilon > 0\)

\[
\int_{B_r} \phi_s^2 \psi_s^2 |v_s^{j+1}|^2 dx
\]

\[
\leq m_t^{j+1} + \int_r^t \int_{B_r} 2\psi_s \phi'_s \phi_s^2 |v_s^{j+1}|^2 dx ds - \int_r^t \int_{B_r} \lambda \psi_s^2 \phi^2 |\nabla v_s^{j+1}|^2 dx ds
\]

\[
+ \int_r^t \int_{B_r} [\varepsilon \psi_s^2 \phi^2 K^2 |\nabla v_s^{j+1}|^2 + 16/\varepsilon \psi_s^2 |\nabla \phi|^2 |v_s^{j+1}|^2] dx ds
\]

almost surely for all for \(t \in [r, 4]\), where

\[
m_t^{j+1} = \int_r^t \int_{B_r} 2\phi_s^2 \psi_s^2 v_s^{j+1} M^k v_s^{j+1} dx dw_k.
\]

Choosing \(\varepsilon\) sufficiently small, we arrive at

\[
\int_{B_r} \phi_s^2 \psi_s^2 |v_s^{j+1}|^2 dx + \int_r^t \int_{B_r} \phi_s^2 |\nabla v_s^{j+1}|^2 dx ds
\]

\[
\leq C' m_t^{j+1} + C \int_r^t \int_{B_r} \phi_s^2 \psi_s^2 |v_s^{j+1}|^2 + |\nabla \phi|^2 |v_s^{j+1}|^2 dx ds. \tag{4.5}
\]

Now let us choose \(r = r_j = 3 - (5/4)2^{-j}\) and \(\rho = \rho_j = 1 + (1/2)2^{-j}\), that is, \([r_0, 4] \times B_{\rho_0} = G_{3/2}\). Also we introduce the notation \(F_j = [r_j, 4] \times B_{\rho_j}\). Furthermore, choose \(\psi = \psi^j\) and \(\phi = \phi^j\) such that

(i) \(0 \leq \psi^j \leq 1, \psi^j|_{[0, r_j]} = 0, \psi^j|_{[r_{j+1}, 4]} = 1\);

(ii) \(0 \leq \phi^j \leq 1, \phi^j \in C_0^\infty(B_{\rho_j}), \phi^j|_{B_{\rho_{j+1}}} = 1\);

(iii) \(|\partial_t \phi^j| + |\nabla \phi^j|^2 < C^j\).

Then by running \(t\) over \([r_j, 4]\), by \((4.5)\) we obtain

\[
\sup_{t \in [r_j+1, 4]} |v_t^{j+1}|^2_{2,B_{\rho_{j+1}}} + \|\nabla v^{j+1}\|^2_{2,F_{j+1}} \leq C^j \|v^{j+1}\|^2_{2,F_j} + C \sup_{t \in [r_j, 4]} m_t^{j+1}. \tag{4.6}
\]

Notice that, since the left-hand side of \((4.5)\) is nonnegative, running \(t\) over \(I_j\) gives

\[
\inf_{t \in [r_j, 4]} m_t^{j+1} \geq -C^j \|v^{j+1}\|^2_{2,F_j}. \tag{4.7}
\]

Applying Lemma 3.3 with \(\alpha = 1 - 2^{-(j+1)}\), \(\beta = 1 - 2^{-j}\), and \(\phi = \phi^{j+1}\), we get

\[
\|v^{j+1}\|_{2,F_{j+2}} \leq \|\phi^{j+1} v^{j+1}\|_{2,F_{j+1}}
\]

\[
\leq C^j \|v^j\|_{2,F_{j+1}} \left[ \sup_{t \in [r_{j+1}, 4]} |v_t^{j+1}|^2_{2,B_{\rho_{j+1}}} + \|\nabla v^{j+1}\|_{2,F_{j+1}} \right].
\]
Combining this with (4.6) yields
\[ \|v^{j+1}\|_{2,F_{j+2}}^2 \leq C^j \|v^j\|_{2,F_{j+1}}^{4/d+2} \left[ \|v^{j+1}\|_{2,F_{j}}^2 + \sup_{t \in [r_j,4]} m_{t_{j+1}}^{j+1} \right]. \]
Since for \( j > i \), we have \( v^j \leq v^i \) and \( F_j \subset F_i \), we obtain for \( V_j = \|v^j\|_{2,F_j}^2 \)
\[ V_{j+2} \leq C^j V_j^{2/(d+2)} \left[ 4^j V_j + \sup_{t \in [r_j,4]} m_{t_{j+1}}^{j+1} \right]. \]
Let \( \gamma_0, \gamma \in (0,1) \) and suppose that \( V_j \leq \gamma_0 \gamma^j \) on a set \( \Omega_j \subset \Omega \). By (4.7) we have
\[ \inf_{t \in [r_j,4]} m_{t_{j+1}}^{j+1} \geq -C^j \|v^{j+1}\|_{2,F_{j}}^2 \geq -C^j V_j, \]
and Lemma 3.1 can be applied with \( \alpha = C^j \gamma_0 \gamma^j \), \( \nu = \kappa 4^j \). That is we obtain a subset \( \Omega_{j+2} \subset \Omega_j \) such that \( P(\Omega_j \setminus \Omega_{j+2}) \leq \nu^{-1}4^{-j} \) and on \( \Omega_{j+2} \)
\[ \sup_{t \in [r_j,4]} m_{t_{j+1}}^{j+1} \leq \nu C 16^j \gamma_0 \gamma^j. \]
Consequently, on \( \Omega_{j+2} \),
\[ V_{j+2} \leq C^j \gamma_0^{2/(d+2)} \gamma_2 j/(d+2) \gamma_0 \gamma^j (1 + \kappa) \leq \gamma_0 \gamma^{j+2}, \]
provided that
\[ \gamma = C^{-(d+2)/2}, \quad \gamma_0 \leq (\gamma^2/(1 + \kappa))^{(d+2)/2}. \]
Proceding iteratively, we can conclude that on \( \cap_{j \geq 0} \Omega_{2j} \), \( V_j \to 0 \), and therefore
\[ \|f(u)^+\|_{2, G_1}^{2} \leq 1, \]
and moreover,
\[ P(\Omega_0 \setminus \cap_{j \geq 0} \Omega_{2j}) = \sum_{j \geq 0} P(\Omega_{2j} \setminus \Omega_{2j+2}) \leq 2 C \kappa^{-1}. \]
This proves (4.4), since \( \Omega_0 = \{\|f(u)^+\|_{2, G_3/2}^2 = V_0 \leq \gamma_0 = \kappa^{-(d+2)/2} \} \) with a constant \( \tilde{\gamma} = \tilde{\gamma}(d, \lambda, K) \).
For part (ii), we have
\[ P(\|f(u)\|_{2, G_3/2}^2 \leq \alpha) \]
\[ \leq P(\|f(u)^+\|_{2, G_1}^2 \geq \tilde{C} \kappa \alpha, \|f(u)^+\|_{2, G_3/2}^2 \leq \alpha) \]
\[ + P(\|f(u)^-\|_{2, G_1}^2 \geq \tilde{C} \kappa \alpha, \|f(u)^-\|_{2, G_3/2}^2 \leq \alpha), \]
which by virtue of (i) and the fact that \(-f\) satisfies the conditions of the lemma, yields (ii).
Note that in case the initial value of \( f(u) \) is identically 0, the time-cutoff function \( \psi \) in the above argument can be omitted. Doing so and repeating the same steps leads to a proof of (iii)-(iv).
Recall that from [23] it is known that solutions of (1.1) with 0 boundary and $L_p$ initial conditions are weakly continuous in $L_p$ for any $p \in (0, \infty)$. A simple consequence of Theorem 2.1 is that in fact strong continuity holds, away from $t = 0$.

**Corollary 4.1.** Let $u$ be a solution of (1.1) and $p \in (0, \infty)$. Then

(i) $(u_t)_{t \in [3,4]}$ is strongly continuous in $L_p(B_1)$;

(ii) If furthermore $u|_{\partial B_2} = 0$, then $(u_t)_{t \in [3,4]}$ is strongly continuous in $L_p(B_2)$.

**Proof.** (i) First notice that the supremum in time can be taken to be real (and not only essential) supremum: the function $|u - \|u\|_{\infty,G_1}|^+_{2,B_2}$ is 0 for almost all $t$, hence by the continuity of $u$ in $L_2$ it is 0 for all $t$, and therefore, for all $t$, almost every $x$, $u_t(x) \leq \|u\|_{\infty,G_1}$. Now fix $t \in [3,4]$, and take a sequence $t_n \to t$. Then $u_{t_n} \to u_t$ in $L_2(B_2)$, hence for a subsequence $t_{n_k}$, for almost every $x$. On the other hand, $|u_{t_{n_k}} I_{B_1}| \leq \|u\|_{\infty,G_1} < \infty$, therefore by Lebesgue’s theorem, $u_{t_{n_k}} \to u_t$ in $L_p$.

For part (ii), notice that when $u \in H^0_0(B_2)$ for almost all $\omega, t$, then in the special case $f(r) = r$ the space-cutoff function $\varphi$ in the proof of Theorem 2.1 can be omitted. We then obtain that $\|u\|_{\infty,[3,4] \times B_2} < \infty$ with probability 1, and by the same argument as above we get the claim.

Before turning to the proof of Theorem 2.2 we need one more lemma, which can be considered as a weak version of Theorem 2.2

**Lemma 4.1.** Let $u$ be a solution of (1.1), such that on $A \in \mathcal{F}$, $u \in \Lambda_\eta$. Then for any $N > 0$, there exists a set $D_1 \in \mathcal{F}$, with $P(D_1) \leq Ce^{-cN}$, such that on $A \cap D_1^c$, for all $t \in [0,4]$,

$$\left|\{(x \in B_\rho | u(t,x) \geq e^{-N}\}\right| \geq \eta^3|B_\rho|,$$

where $\rho$ is defined by

$$|B_\rho| = (1/(1 + \eta) \vee 3/4)|B_2|,$$

and the constants $c, C > 0$ depend only on $d, \lambda, K,$ and $\eta$.

**Proof.** Clearly it is sufficient to prove the statement for $N > N_0$ for some $N_0$. Introduce the functions

$$f_h(x) = \begin{cases} a_h x + b_h & \text{if } x < -h/2 \\ \log^+ \frac{1}{x + h} & \text{if } x \geq -h/2, \end{cases}$$

for $h > 0$ where $a_h$ and $b_h$ is chosen such that $f_h$ and $f^{1}_h$ are continuous. Let $\kappa$ be nonnegative a $C^\infty$ function on $\mathbb{R}$, bounded by 1, supported on $\{|x| < 1\}$, and having unit integral. Denote $\kappa_h(x) = h^{-1} \kappa(x/h)$ and

$$F_h = f_h \ast \kappa_{h/4}.$$

We claim that $F_h$ has the following properties:

(i) $F_h(x) = 0$ for $x \geq 1$;

(ii) $F_h(x) \leq \log(2/h)$ for $x \geq 0$;
(iii) $F_h(x) \geq \log(1/2h)$ for $x \leq h/2$;
(iv) $F_h \in \mathcal{D}$ and $F_h''(x) \geq (F_h'(x))^2$ for $x \geq 0$.

The first three properties are obvious, while for the last one notice that $F_h$ has bounded second derivative, $f_h''(x) \geq (f_h'(x))^2$ for $x \geq h/2$ and $x \neq 1-h$,

and therefore, for $x \geq 0$

$$(F_h'(x))^2 = \left( \int f_h'(x - z) \kappa_{h/4}^{1/2}(z) \kappa_{h/4}^{1/2}(z) dz \right)^2$$

$$\leq \int (f_h'(x - z))^2 \kappa_{h/4}(z) dz$$

$$\leq \int f_h''(x - z) \kappa_{h/4}(z) dz$$

$$+ [ \lim_{y \to (1-h)} f_h'(y) - \lim_{y \to (1-h)} f_h'(y)] \kappa_{h/4}(x - 1 + h) = F_h''(x),$$

where the integrals are understood in the usual Lebesgue sense and not as a formal expression for the action of distributions. Let us denote $v = F_h(u)$.

Applying Lemma 3.4 and using the parabolicity condition, we get

$$\int_{B_2} \varphi^2 v_t \, dx - \int_{B_2} \varphi^2 v_0 \, dx \leq \int_0^t \int_{B_2} C \varphi \nabla \varphi \nabla v - (\lambda/2) \varphi^2 F_h''(u)(\nabla u)^2 \, dx \, ds$$

$$+ \int_0^t \int_{B_2} \varphi^2 M^k v \, dx \, dw^k$$

(4.8)

for any $\varphi \in C^\infty$. Let us denote the stochastic integral above by $m_t$, and notice that provided $|\varphi| \leq 1$,

$$\langle m \rangle_t \leq C \int_0^t \int_{B_2} \varphi^2 (\nabla v)^2 \, dx \, ds.$$

Let $c$ be such that $cC \leq \lambda/4$. From Lemma 3.2, there exists a set $D_1$ with $P(D_1) \leq e^{-2Nc}$, such that on $D_1^c$ we have

$$\int_{B_2} \varphi^2 v_t \, dx - \int_{B_2} \varphi^2 v_0 \, dx$$

$$\leq N + \int_0^t \int_{B_2} C \varphi \nabla \varphi \nabla v - (\lambda/2) \varphi^2 F_h''(u)(\nabla u)^2 + cC \varphi^2 (\nabla v)^2 \, dx \, ds.$$  (4.9)

On $A \cap D_1^c$, by the property (iv) above, we have $F_h''(u)(\nabla u)^2 \geq (\nabla v)^2$, and therefore

$$\int_{B_2} \varphi^2 v_t \, dx \leq N + C \int_{B_2} |\nabla \varphi|^2 \, dx + \int_{B_2} \varphi^2 v_0 \, dx.$$  (4.10)

Let us denote

$$O_t(h) = \{ x \in B_\rho : u(t, x) \geq h \}.$$
Choosing \( \varphi \) to be 1 on \( B_\rho \), by properties (i), (ii), and (iii) of \( F_h \) and (4.10), on \( A \cap D_1^c \), for all \( t \in [0, 4] \)
\[
|B_\rho \setminus \mathcal{O}_t(h/2)| \log(1/2h) \leq C + N + (1 - \eta) \log(2/h)|B_2| \\
\leq C + N + (1 - \eta^2) \log(2/h)|B_\rho|.
\]
Hence
\[
|\mathcal{O}_t(h/2)| \geq |B_\rho| - \frac{C + N}{\log(1/2h)} - (1 - \eta^2) \frac{\log(2/h)}{\log(1/2h)}|B_\rho|,
\]
and choosing \( N_0 = C \) and \( h = 2e^{-C'N} \) for a sufficiently large \( C' \) finishes the proof of the lemma. \( \square \)

**Proof of Theorem 2.2.** By Lemma 4.1 there exists a set \( D_1 \) with \( P(D_1) \leq Ce^{-cN} \) such that on \( A \cap D_1^c \) we have
\[
|\{(x \in B_\rho) u(t, x) \geq e^{-N}\}| \geq \eta^3|B_\rho|,
\]
for all \( t \in [0, 4] \). Let us denote \( h := e^{-N} \). For \( 0 < \epsilon \leq h/2 \), we introduce the function
\[
f_\epsilon(x) = \begin{cases} 
    a_\epsilon x + b_\epsilon & \text{if } x < -\epsilon/2 \\
    \log^+ \frac{h}{x + \epsilon} & \text{if } x \geq -\epsilon/2,
\end{cases}
\]
where \( a_\epsilon \) and \( b_\epsilon \) is chosen such that \( f_\epsilon \) and \( f'_\epsilon \) are continuous. Let \( \kappa \) be a nonnegative \( C^\infty \) function on \( \mathbb{R} \), bounded by 1, supported on \( \{|x| < 1\} \), and having unit integral. Denote \( \kappa_\epsilon(x) = \epsilon^{-1}\kappa(x/\epsilon) \) and
\[
F_\epsilon = f_\epsilon * \kappa_\epsilon/4.
\]
Similarly to \( F_h \) in the proof of Lemma 4.1, \( F_\epsilon \) has the following properties:
(i) \( F_\epsilon(x) = 0 \) for \( x \geq h/2 \);
(ii) \( F_\epsilon(x) \leq \log(2h/\epsilon) \) for \( x \geq 0 \);
(iii) \( F_\epsilon(x) \geq \log(h/(x + \epsilon)) - 1 \) for \( x \geq 0 \);
(iv) \( F_\epsilon \in \mathcal{D} \) and \( F'_\epsilon(x) \geq (F'_\epsilon(x))^2 \) for \( x \geq 0 \).

Let us denote \( v = F_\epsilon(u) \). Similarly to (4.9), there exists a set \( D_2 \) with \( P(D_2) \leq Ce^{-Nc} \), such that on \( D_2^c \) we have
\[
\int_{B_2} \varphi^2 v_t \, dx - \int_{B_2} \varphi^2 v_0 \, dx \\
\leq N + \int_0^t \int_{B_2} C\varphi \nabla \varphi \nabla v - (\lambda/2)\varphi^2 F''_\epsilon(u)(\nabla u)^2 + (\lambda/4)\varphi^2(\nabla v)^2 \, dx \, ds.
\]
On \( A \cap D_2^c \), by property (iv), we have,
\[
\int_0^4 \int_{B_2} \varphi^2 |\nabla v_t|^2 \, dx \, dt \leq C(N + \int_{B_2} |\nabla \varphi|^2 \, dx + \int_{B_2} \varphi^2 v_2 \, dx) \tag{4.12}
\]
By choosing \( \varphi \in C^\infty_c(B_2) \) with \( 0 \leq \varphi \leq 1 \) and \( \varphi = 1 \) on \( B_\rho \) we get,
\[
\int_0^4 \int_{B_\rho} |\nabla v_t|^2 \, dx \, dt \leq C(N + \int_{B_2} |\nabla \varphi|^2 \, dx + \int_{B_2} \varphi^2 v_0 \, dx).
\]
Hence, by property (ii),
\[
\int_0^4 \int_{B_\rho} |\nabla v_t|^2 \, dx \, dt \leq CN + C \log \frac{2h}{\epsilon}.
\]
Using property (i), by a version of Poincaré's inequality (see, e.g., Lemma II.5.1, [17]) we get for all \(t\)
\[
\int_{B_\rho} |v_t|^2 \, dx \leq C \frac{\rho^{2(d+1)}}{|O_t(h)|^2} \int_{B_\rho} |\nabla v_t|^2 \, dx,
\]
which, by virtue of (4.11) and (4.13) implies
\[
\int_0^4 \int_{B_\rho} |v_t|^2 \, dx \leq CN + C \log \frac{2h}{\epsilon}.
\]
on \(A \cap D_1^c \cap D_2^c \cap D_3^c\). By Theorem 2.1 and noting that \(G_{3/2} \subset [0, 4] \times B_\rho\) for any \(\rho = \rho(d, \eta)\) as defined in Lemma 4.1, we get that there exists a set \(D_3 \in \mathcal{F}\)
with \(P(D_3) \leq CN^{-\delta}\), such that on \(A \cap D_1^c \cap D_2^c \cap D_3^c\) we have
\[
\sup_{(t, x) \in G_1} u_t(x) \leq [N(C + CN + C \log \frac{2h}{\epsilon})]^{1/2}.
\]
By applying property (iii), we get
\[
\sup_{(t, x) \in G_1} \log \frac{h}{u_t(x) + \epsilon} \leq [N(C + CN + C \log \frac{2h}{\epsilon})]^{1/2} + 1,
\]
and therefore,
\[
\inf_{(t, x) \in G_1} u_t(x) \geq h e^{-[N(C + CN + C \log 2h - C \log \epsilon)]^{1/2} - 1 - \epsilon}.
\]
Letting \(\epsilon = e^{-c'N}\) with a sufficiently large \(c'\), it is easy to see that the right-hand side above is bounded from below by \(\epsilon\), finishing the proof. \(\square\)

In the following proof, whenever we refer to Theorem 2.2, we mean the particular case \(\eta = 1/2\).

**Proof of Theorem 2.3.** Consider the parabolic transformations \(\mathcal{P}_{\alpha, t', x'}:\)
\[
t \to \alpha^2 t + t',
\]
\[
x \to \alpha x + x'.
\]
It is easy to see that if \(v\) is a solution of (1.1) on a cylinder \(Q\), then \(v \circ \mathcal{P}^{-1}_{\alpha, t', x'}\)
is also solution of (1.1), on the cylinder \(\mathcal{P}_{\alpha, t', x'} Q\), with another sequence of Wiener martingales on another filtration, and with different coefficients that still satisfy Assumption 2.1 with the same bounds. To ease notation, for a cylinder \(Q\) let \(\mathcal{P}_Q\) denote the unique parabolic transformation that maps \(Q\) to \(G\), if such exists. Also, for an interval \([s, r] \subset [0, 4]\) let \(\mathcal{P}_{[s, r]} = \mathcal{P}_{2/\sqrt{r-s}, -4s/(r-s), 0}\). That is, \(\mathcal{P}_{[s, r]} [s, r] \times B_1 = [0, 4] \times B_{2/\sqrt{r-s}}\), which, when \(r - s \leq 1\), contains \(G\).
Without loss of generality $x_0 = 0$ can and will be assumed, as will the almost sure boundedness of $u$ on $G$, since these can be achieved with appropriate parabolic transformations, using the boundedness obtained on sub-cylinders in Theorem 2.1. Also let us fix a probability $\delta > 0$, denote the corresponding lower bound $3\epsilon_2$ obtained from the Harnack inequality, and take an arbitrary $0 < \epsilon_1 < \epsilon_2/2$.

Apply Theorem 2.1 (iii) twice, with the function $f(r) = r$, with the interval $[t_0 - 4s, t_0 + s]$, and with solutions $v = u - \sup_{[t_0 - 4s]\times B_2} u$ and $v = -u + \inf_{[t_0 - 4s]\times B_2} u$. Also notice that (for both choices of $v$)

$$\|v^+\|_{2,[t_0 - 4s, t_0 + s]\times B_2}^2 \leq Cs\|u\|_{\infty, G}^2 \to 0$$

as $s \to 0$ for almost every $\omega$, and thus in probability as well (recall that the fact that the functions $v$ are well-defined and that the above - seemingly trivial - inequality holds, is justified in the proof of Corollary 4.1). In other words,

$$P(\|v^+\|_{2,[t_0 - 4s, t_0 + s]\times B_2}^2 > \alpha)$$

can be made arbitrarily small by choosing $s$ sufficiently small. Therefore, we obtain an $s > 0$ and an event $\Omega_1$, with $P(\Omega_1) > 1 - \delta$, such that on $\Omega_1$,

$$\sup_{[t_0 - 4s, t_0 + s]\times B_1} u - \sup_{[t_0 - 4s]\times B_2} u < \epsilon_1^2/6$$

$$\inf_{[t_0 - 4s, t_0 + s]\times B_1} u - \inf_{[t_0 - 4s]\times B_2} u > -\epsilon_1^2/6.$$ 

Let us rescale $u$ at the starting time:

$$u'_\pm(t, x) = \pm \left(2 \frac{u(t, x) - \sup_{[t_0 - 4s]\times B_2} u - \inf_{[t_0 - 4s]\times B_2} u}{\sup_{[t_0 - 4s]\times B_2} u - \inf_{[t_0 - 4s]\times B_2} u} + 1 \right),$$

that is, $\sup_{B_2} u'_\pm(t_0 - 4s, \cdot) = 1$, $\inf_{B_2} u'_\pm(t_0 - 4s, \cdot) = -1$. Now we can write $\Omega_1 = \Omega_A \cup \Omega_B$, where

- On $\Omega_A$, $\text{osc}_{[t_0 - 4s]\times B_2} u < \epsilon_1/3$, and therefore, $\text{osc}_{[t_0 - 4s, t_0 + s]\times B_1} u < \epsilon_1/3 + 2\epsilon_2^2/6 < \epsilon_1$;
- On $\Omega_B$, $|u'_\pm| < 1 + 2(\epsilon_1^2/6)/(\epsilon_1/3) = 1 + \epsilon_1$, on $[t_0 - 4s, t_0 + s] \times B_1$.

Notice that in the event $\Omega_B$, on the cylinder $[t_0 - 4s, t_0 + s] \times B_1$, the functions $u'_\pm/(1 + \epsilon_1) + 1$ take values between 0 and 2. Therefore one of $(u'_\pm/(1 + \epsilon_1) + 1) \circ \mathcal{P}^{-1}_{[t_0 - 4s, t_0 + s]} \big|_G$, (see Figure 1 below), denoted for the moment by $u''$, satisfies the conditions of Theorem 2.2 with $A = \Omega_B$.

We obtain that on an event $\Omega_B'$

$$\inf_{G_1} u'' > 3\epsilon_2,$$

and thus

$$\text{osc}_{Q} u < \frac{(2 - 3\epsilon_2)(1 + \epsilon_1)}{2} \text{osc}_{[t_0 - 4s]\times B_2} u < (1 - \epsilon_2) \text{osc}_{[t_0 - 4s]\times B_2} u,$$
where \(Q = \mathcal{P}^{-1}_{[t_0-4s,t_0+s]}G_1\). Moreover, \(P(\Omega_B \setminus \Omega'_B) < \delta\). Also, notice that \((t_0, 0) \in Q\). Let us denote \(\Omega_1 = \Omega_A \cup \Omega'_B\). We have shown the following lemma:

**Lemma 4.2.** Let \(\delta > 0\) and let \(3\epsilon_2\) be the lower bound corresponding to the probability \(\delta\) obtained from the Harnack inequality. For any \(u\) that is a solution of (1.1) on \(G\), \(t_0 > 0\), and for any sufficiently small \(\epsilon_1 > 0\) there exists an \(s > 0\) and an event \(\Omega_1\) such that

(i) \(P(\Omega_1) > 1 - 2\delta\);

(ii) On \(\Omega_1\), at least one of the following is satisfied:

(a) \(\text{osc}_Q u < \epsilon_1\);

(b) \(\text{osc}_Q u < (1 - \epsilon_2)\text{osc}_G u\),

where \(Q = \mathcal{P}^{-1}_{[t_0-4s,t_0+s]}(G_1)\).

Now take \(u = u^{(0)}\) and \(t_0 = t_0^{(0)}\) from the statement of the theorem and a sequence \((\epsilon_1^{(n)})_{n=0}^{\infty} \downarrow 0\), and for \(n \geq 0\) proceed inductively as follows:

- Apply Lemma 4.2 with \(u^{(n)}, t_0^{(n)}\), and \(\epsilon_1^{(n)}\), and take the resulting \(\Omega_1^{(n)}\) and \(Q^{(n)}\);
- Let \(u^{(n+1)} = u^{(n)} \circ \mathcal{P}^{-1}_{Q^{(n)}}(t_0^{(n+1)}, 0) = \mathcal{P}_{Q^{(n)}}(t_0^{(n)}, 0)\).
On \( \limsup_{n \to \infty} \Omega_1^{(n)} \) the function \( u \) is continuous at the point \((t_0, 0)\). Indeed, the sequence of cylinders \( Q^{(0)}, P_{Q^{(0)}}^{-1} Q^{(1)}, P_{Q^{(0)}}^{-1} P_{Q^{(1)}}^{-1} Q^{(2)}, \ldots \) contain \((t_0, 0)\), and the oscillation of \( u \) on these cylinders tends to 0. However, we have \( P(\limsup_{n \to \infty} \Omega_1^{(n)}) \geq 1 - 2\delta \), and since \( \delta \) can be chosen arbitrarily small, \( u \) is continuous at \((t_0, 0)\) with probability 1, and the proof is finished.

\[ \square \]

**Remark 4.1.** It is natural to attempt to modify the above argument to bound expectations and higher moments of the oscillations, in the hope to apply Kolmogorov’s continuity criterion and obtain Hölder estimates. A main obstacle appears to be to establish a uniform integrability property to a family of (normalized) oscillations. Indeed, the present Harnack inequality can bring down the oscillation by a given factor outside of a small event, and therefore one would like to exclude the possibility that the majority of the oscillation’s mass is concentrated on that exceptional event.
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