Multiscale and multimodal network dynamics underpinning working memory
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Abstract

As a key component of executive function, working memory allows information to be stored and manipulated over short time scales. Performance on laboratory and ecological working memory tasks is thought to be supported by the frontoparietal system, the default mode system, and interactions between them. Yet, little is known about how these systems and their interactions might relate to, or perhaps even explain, individual differences in working memory performance. Here, we address this gap in knowledge using functional magnetic resonance imaging data acquired during the performance of a 2-back working memory task, as well as diffusion tensor imaging data collected in the same individuals as part of the Human Connectome Project. We show that the strength of functional interactions between the frontoparietal and default mode systems during task engagement is inversely correlated with working memory performance. Further, we demonstrate that the strength of functional interactions between these two systems is modulated by the activation of frontoparietal regions but not default mode regions. To gain a deeper understanding of these processes, we used an unsupervised clustering algorithm informed by an explicit model of network architecture to identify two distinct subnetworks of the frontoparietal system, and we subsequently demonstrate that these subnetworks also display distinguishable patterns of gene expression. We found that activity in one subnetwork was positively associated with the strength of the functional interaction between the frontoparietal and default mode systems, while activity in the second subnetwork was negatively associated. Using the diffusion imaging data, we then demonstrate that the pattern of structural linkages between these subnetworks explains their differential capacity to influence the strength of the functional interaction between the frontoparietal and default mode systems. To determine whether these correlative observations could provide a mechanistic account of large-scale neural underpinnings of working memory, we built a computational model of the system composed of simplified coupled oscillators. We demonstrate that modulating the relative amplitude of the subnetworks in the model causes the expected change in the strength of the functional interaction between the frontoparietal and default mode systems, thereby offering support for a candidate mechanism in which subnetwork activity tunes functional connectivity. Broadly, our study presents a holistic account of how regional activity, functional connections, and structural linkages together support individual differences in working memory in humans.
1 Introduction

Working memory supports the short-term storage of information, thereby facilitating its further manipulation and processing [7]. Individual differences in working memory performance have been associated with differences in the recruitment of distinct cognitive systems, and in the functional interactions between such systems [48, 52, 11]. Heavily implicated in working memory function is a group of regions in frontoparietal cortex involved in cognitive control, among other functions [62, 60], as well as a group of regions comprising the so-called default mode system, which is most notable for its strong activation in the human resting state. Interestingly, these two systems are thought to have opposite effects on working memory: frontoparietal activity is vital for directing attention to external stimuli [66], while default mode activity is important for internally-directed cognition [2]. Furthermore, these two systems tend to be in functional competition during tasks with high working memory load; in such tasks, the activity of the two systems is anti-correlated [21].

Despite extensive study, the functional role of competition between the frontoparietal and default mode systems remains unclear. Over the past decade, several hypotheses have been put forward. For example, one notable hypothesis suggests that competition between the frontoparietal and default mode systems during certain tasks enables maximally disjunctive levels of activity [21]. Put more simply, this inter-system competition might allow for a pattern of whole brain dynamics characterized by heightened activity in the frontoparietal system coupled with decreased activity in the default mode system. Explaining such a pattern of dynamics is particularly important in light of evidence that it favors improved working memory performance [6]. A second notable hypothesis suggests that competition may enable a toggling between (i) brain states eliciting default mode activity for introspective processes and (ii) brain states eliciting frontoparietal activity for externally-directed attentional processes [34]. A third hypothesis suggests that inter-system competition could prove useful for continuously modulating the brain’s response to task complexity; while activity in the frontoparietal system scales with the complexity of the task, activity in the default mode system decreases with the complexity of the task [12]. It is worth noting that – while of course conceptually interesting – none of these hypotheses offer particularly explicit mechanisms for competition.

Its functional role aside, the anatomical substrates and extent of the competition between the frontoparietal and default mode systems remain unclear. Structurally, it is well-known that the two systems are quite distinct in terms of their topological role within the connectome: the default mode system is part of the so-called rich club of the structural connectome, which is a set of densely interconnected high degree nodes, while the frontoparietal system is part of the so-called diverse club, which is a set of densely interconnected nodes with diverse connectivity across all putative cognitive systems [13]. It is intuitively plausible that such distinct placements within the larger whole-brain network could constrain or define the roles that each system can play in inducing certain types of dynamics [42, 25]. In addition to its anatomical substrates, the anatomical extent of the competition remains unclear. Is the entirety of the default mode system competitive with the entirety of the frontoparietal system? Are these systems in fact homogeneous or could they contain subnetworks with distinct dynamics? Initial evidence suggests that the frontoparietal system can be separated into two subnetworks: one more connected to the default mode system and one more connected to the dorsal attention system [29]. Similar evidence suggests that the default mode system can be separated into several subnetworks [3] supporting distinct processes in the internal generation of thought and the local processing of information [20]. A careful investigation into the nature of these system-specific subnetworks may inform more mechanistic models of competition and its relevance for working memory performance.

Here, we seek to perform a deeper study of individual differences in working memory function and its relation to multimodal neural phenotypes including regional activity, inter-regional connectivity, and structural linkages. We also seek to complement data-driven analysis of empirical measurements
with biologically-motivated computational modeling to probe the validity of our explanations and posited mechanisms. Specifically, in this study we use functional magnetic resonance imaging data collected from 644 healthy adult human participants in the Human Connectome Project during the performance of a 2-back working memory task. To address potential structural drivers of our findings, we also use diffusion tensor imaging data acquired in the same participants. We begin with a broad investigation into the relations between behavior, activity within the frontoparietal and default mode systems, and competition between the frontoparietal and default mode systems. We then use a model-based machine learning algorithm to uncover functional groups or subnetworks within the entire frontoparietal system, which we subsequently find to display distinguishable patterns of gene coexpression. We show that subnetwork activity tracks the strength of the functional interaction between the frontoparietal and default mode systems, in a manner that is consistent with the underlying pattern of structural linkages between them. Lastly, – drawing on methods from complex systems physics and non-linear dynamical systems theory – we build a computational model of the system and its dynamics as a collection of coupled oscillators, with parameters and coupling architecture informed by the biological evidence we uncover. We use the model to probe which features of the biology are able to produce the observed phenomena, and to test our hypotheses about the relationships between activity, anatomical connectivity, and functional interactions.

2 Materials and Methods

2.1 Imaging data acquisition and preprocessing

2.1.1 Data acquisition

For each subject in the Human Connectome Project (HCP) S900 release [81], we extracted the task-based functional magnetic resonance imaging data acquired during the performance of the n-back working memory task, a resting state functional magnetic resonance imaging scan, a high-resolution anatomical scan, and a diffusion tensor imaging scan. In this release, 644 subjects contained all 4 data types, all four resting-state scans, and BedpostX diffusion data. Participants were 346 females, mean age (std) = 28.6 (3.68) years. No additional exclusion criteria were applied. All analyses were performed in accordance with the relevant ethical regulations of the WU-Minn HCP Consortium Open Access Data Use Terms. Informed consent was obtained in writing from all participants.

The acquisition parameters for each data type are as follows. The parameters for the acquisition of high-resolution structural scan were: TR = 2400 ms, TE = 2.14 ms, TI = 1000 ms, flip angle = 8 deg, FOV = 224 × 224 mm, voxel size = 0.7 mm isotropic, BW = 210 Hz/Px, acquisition time = 7:40 minutes. Functional magnetic resonance images were collected during both rest and task with the following parameters: TR = 720 ms, TE = 33.1 ms, flip angle = 52 deg, FOV = 208×180 mm, matrix = 104×90, slice thickness = 2.0 mm, number of slices = 72 (2.0 mm isotropic), multi factor band = 8, echo spacing = 0.58 ms. Diffusion tensor images were collected with the following parameters: TR = 5520 ms, TE = 89.5 ms, flip angle = 78 deg, refocusing flip angle = 160 deg, FOV = 210×180, matrix = 168×144, slice thickness = 1.25 mm, number of slices = 111 (1.25 mm isotropic), multiband factor = 3, echo spacing = 0.78 ms, b-values = 1000, 2000, and 3000 s/mm2.

2.1.2 Working memory task and associated measure of behavior

We focused our analyses on data acquired during the n-back task, due to its reliable recruitment of the executive system [69]. The working memory task was presented at two different levels of difficulty: 0-back and 2-back. For both levels, subjects were presented with a stream of images taken from the following four categories: faces, places, tools, or body parts. The latter images presented body parts that were whole (non-mutilated); no images contained nudity. In the 0-back condition,
subjects were meant to respond positively during every image presentation. In the 2-back condition, subjects were meant to respond positively if the present image was identical to the image presented two previously. The task was divided into two runs, each run composed of 8 task blocks and 2 fixation blocks [9]. Fixation blocks lasted for 15 seconds each. Each task block consisted of 10 trials, where a stimulus was presented for 2 seconds, followed by a 500 ms ITI (2.5 seconds total per trial) [9]. Each block begins with a 2.5 second cue indicating the 0-back or 2-back condition. During the 0-back condition, working memory loads are minimal. Within each run, half of the task blocks used the 2-back paradigm, and half used the 0-back paradigm. Additionally, within a run, each stimulus type (images from a single category) was presented in a different block. To estimate behavioral performance, we calculated the accuracy of responses across all image categories separately for 0-back and 2-back conditions. We chose to focus on accuracy due to its interpretability [11]. However, we also considered d-prime [69, 47] and demonstrate that our main results hold when using this metric in place of accuracy (see Supplementary Materials).

2.1.3 Processing of functional magnetic resonance imaging data

For both resting-state and task functional connectivity, CompCor, with five principal components from the ventricles and white matter masks, was used to regress out nuisance signals from the time series. In addition, the 12 detrended motion estimates provided by the Human Connectome Project were regressed out from the time series. The mean global signal was removed and then time series were band-pass filtered from 0.009 to 0.08 Hz. Finally, frames with greater than 0.2 mm frame-wise displacement or a derivative root mean square (DVARS) above 75 were removed as outliers. Sessions composed of greater than 50 percent outlier frames were not further analyzed.

We chose to regress out the global signal from the time series because it has been shown to remove motion signal and global scanner noise. We also note that the mathematics of global signal regression does not necessitate a specific spatial distribution of negative correlations [58], and our claims regard the relative strengths of connectivity between networks rather than their sign. Moreover, the processing pipeline used here has been suggested to be ideal for removing false relations between connectivity and behavior [72]. Finally, we note that our main results hold when using wavelet coherence as a measure of functional connectivity (see Supplementary Materials); this measure is bounded between 0 and 1.

2.1.4 Preprocessing of diffusion tensor imaging data

For the diffusion imaging, the Human Connectome Project applied intensity normalization across runs, the TOPUP algorithm for EPI distortion correction, the EDDY algorithm for eddy current and motion correction, gradient nonlinearity correction, calculation of gradient b-value/b-vector deviation, and registration of mean b0 to native volume T1w with FLIRT. BBR+bbregister and transformation of diffusion data, gradient deviation, and gradient directions to 1.25 mm structural space were also applied. The brain mask is based on the FreeSurfer segmentation. The BedpostX (Bayesian Estimation of Diffusion Parameters Obtained using Sampling Techniques) output was then calculated, where the ‘X’ stands for modeling crossing fibers. Markov Chain Monte Carlo sampling was used to build probability distributions on diffusion parameters at each voxel. The process creates all of the files necessary for running probabilistic tractography. Using the Freesurfer recon-all data computed by the Human Connectome Project, the fsaverage5 space cortical parcellation was registered to the subject’s native cortical white matter surface and then transformed to the subject’s native diffusion volume space. From these data, we derived seeds and targets for probabilistic tractography, which we ran with the FSL probtrackx2 algorithm using 1000 streams initiated from each voxel in a given parcel.
2.1.5 Whole brain functional parcellation

We parcellated the brain into 400 discrete and non-overlapping regions of interest using the Schaefer atlas (fslr32k surface) [70]. Notably, the Schaefer atlas was originally developed in the same HCP data that we study here, and it yields a functional demarcation of both the default mode and the frontoparietal systems. Of course other functionally defined atlases exist, but they are less ideal for our purposes for several reasons; the Power atlas [64] does not provide full cortical coverage, and the Gordon [41] and Brainnetome [32] atlases are lower spatial resolution including 333 and 246 regions, respectively. The Schaefer atlas provides an assignment of each region to one of 17 putative cognitive systems: two visual, two somatomotor, two dorsal attention, two salience/ventral attention, one limbic, three frontoparietal, three default mode, and one temporo-parietal system. To ensure that the granularity of the data was consistent with the granularity of our hypotheses, we collapsed these 17 systems into 8 systems by combining individual systems that belonged to the same cognitive system; that is, we combined the two visual systems into a single system, the two somatomotor systems into a single system, the two dorsal attention systems into a single system, the two salience systems into a single system, the three frontoparietal systems into a single frontoparietal system, and the three default mode systems into a single system.

2.2 Analysis of functional magnetic resonance imaging data

2.2.1 Estimation of functional activation

To measure functional activation during task performance, we employed a general linear model (GLM). We collated time series from each brain region during either the 0-back condition or the 2-back condition. For each of the two conditions, we formulated a regressor that indicated the volumes in the time series during which the subject was engaged in the task (not in a fixation block). Treating the 0-back and 2-back time series separately, we convolved this regressor with the canonical hemodynamic response function using the SPM (Wellcome Centre for Human Neuroimaging, London, UK) function spm_hrf, to create a matrix \( M_{\text{conv}} \in \mathbb{R}^{N \times T} \), where \( N \) is the number of regions and \( T \) is the number of time points. We collated observed regional time series to create a matrix \( M_{TS} \in \mathbb{R}^{N \times T} \). We then used the MATLAB function mldivide to solve the element-wise multiplication equation \( M_{TS} = \gamma \times M_{\text{conv}} \) for the maximum likelihood estimate (MLE) of the \( \gamma \in \mathbb{R}^{1 \times N} \) coefficients, where we took the \( \gamma \) estimates to be regional activity. We solved this MLE separately for each of the two conditions, providing distinct estimates of regional functional activation for 0-back and 2-back.

2.2.2 Estimation of functional connectivity matrices

We used the preprocessed data to construct functional connectivity matrices reflecting functional interactions between regions and systems. Specifically, we extracted processed time series from each of the 400 regions in the Schaefer atlas (Fig. 1 A). Next, we calculated the Pearson correlation coefficient between each pair of regional time series (Fig. 1 B). We chose to use the Pearson correlation to represent functional connectivity due to its widespread use in the neuroimaging literature, as well as its ease of interpretability [83], but we also demonstrate robustness of our results to other measures of functional connectivity in the Supplementary Materials. We collated all inter-regional estimates of functional connectivity into a single \( 400 \times 400 \) connectivity matrix, \( C_f \) (Fig. 1 C), which we then treated as the formal encoding of a network model of brain function [10]. To be explicit, in this network model regions are represented by network nodes, and functional connections are represented by weighted edges, where the weight of the edge between node \( i \) and node \( j \) is given by the Pearson correlation coefficient between the time series of region \( i \) and the time series of region \( j \). Finally, we averaged the estimates of functional connectivity within systems, and between pairs of systems, to construct a system-by-system connectivity matrix (Fig. 1 D).
2.2.3 Identification of subnetworks using a weighted stochastic block model

To partition the frontoparietal system into two functionally disjoint groups, we employed the weighted stochastic block model, which is a powerful community detection method. This method is complementary to the more widely used modularity maximization methods [59], but is noted to have increased flexibility and sensitivity to a more diverse set of network architectures [33, 16, 57, 14, 16]. Briefly, the weighted stochastic block model is a generative model that places each of the \( N \) nodes of network \( C_f \) into one of \( K \) communities. This placement is accomplished by finding a network partition \( z \in \mathbb{Z}^{N \times 1} \) where \( z_i \in \{1, 2, \ldots, K\} \) and \( z_i \) denotes the membership of node \( i \). Assuming that network edge weights are normally distributed, following [1] and [16], the generative model takes the following form:

\[
P(C_f | z, \mu, \sigma^2) = \prod_{i=1}^{N} \prod_{j=1}^{N} \exp \left( C_{f,ij} \cdot \frac{\mu_{z_i z_j}}{\sigma_{z_i z_j}^2} - \frac{C_{f,ij}^2}{2 \sigma_{z_i z_j}^2} - \frac{\mu_{z_i z_j}^2}{\sigma_{z_i z_j}^2} \right).
\]  

(1)

Here we have introduced model parameters \( \mu \in \mathcal{R}^{K \times K} \) and \( \sigma^2 \in \mathcal{R}^{K \times K} \), where \( \mu_{z_i z_j} \) and \( \sigma_{z_i z_j}^2 \) parameterize the weights of normally distributed connections between community \( z_i \) and community \( z_j \), and \( C_{f,ij} \) denotes the \( ij \)th element of the network \( C_f \). Furthermore, \( P(C_f | z, \mu, \sigma^2) \) is the probability of generating the observed network \( C_f \) given the parameters. This model is fit to \( C_f \) in order to estimate the parameters \( z, \mu, \) and \( \sigma^2 \). We fit the model using MATLAB code provided in [1] and freely available at http://tuvalu.santafe.edu/~aaronc/wsbm/.

For each subject, we fit the weighted stochastic block model to the \( m \times m \) subgraph of the adjacency matrix representing functional connections between the \( m = 61 \) regions of the frontoparietal system. We selected \( K = 2 \) a priori due to prior evidence that the frontoparietal system can be separated into two distinct components [29]. The implementation generated a single maximum likelihood partition of regions into functional communities for each subject. Then, we pooled partitions across subjects and used a consensus similarity method [30] to identify a single partition that is most similar to all others, where similarity is quantified by the z-score of the Rand coefficient [80]. To assess the statistical significance of this partition, we performed a non-parametric permutation test. Specifically, for each subject, we calculated the log-likelihood of the weighted stochastic block model fitting the final consensus partition to their individual functional network. As a null, we calculated the log-likelihood of the weighted stochastic block model fitting a random permutation of the final consensus partition to their individual network. We assessed the difference between the true and null data using a multilevel model (see Section 3.2).

2.3 Analysis of diffusion tensor imaging data

2.3.1 Estimation of structural connectivity matrices

After performing probabilistic tractography, we applied the same 400-region Schaefer atlas. Next, we calculated the proportion of streams seeded in a voxel in one region that reached another region. We chose to use the proportion of streamlines to represent structural connectivity due to the inhomogeneity of the region sizes. We collated all inter-regional estimates of structural connectivity into a single \( 400 \times 400 \) connectivity matrix, \( C_s \), which we then treated as the formal encoding of a network model of brain structure [10]. Similar to the model of brain function, in this structural network model, regions are represented by network nodes, and structural connections are represented by weighted edges, where the weight of the edge between node \( i \) and node \( j \) is given by the proportion of streams seeded at region \( i \) that reach region \( j \). Finally, we averaged the estimates of structural connectivity within systems, and between pairs of systems, to construct a system-by-system connectivity matrix, akin to the one that we constructed from the functional data.
2.3.2 Calculation of boundary controllability

We posited that structural connections between systems would play an important role in the functional coupling between the frontoparietal and default mode systems. Specifically, we hypothesized that the formal nature of that role was one of boundary controllability, more commonly studied in the field of control and dynamical systems theory [61]. Boundary control is a quantifiable metric describing the notion that the topological location of a region within a structural network partially governs that region’s influence on the function of modules or communities in the network [15, 42]. Intuitively, if region \( i \) has strong structural connections to regions \( j \) and \( l \), the activity of region \( i \) influences the functional connection between regions \( j \) and \( l \). Boundary control assesses the positioning of a region between two other regions, and can be calculated for region \( i \) with respect to its control over regions \( j \) and \( l \):

\[
BC(i) = \begin{cases} 
1 - \left( \frac{k_i(j)}{k_i} \right)^2 - \left( \frac{k_i(l)}{k_i} \right)^2 & \text{for } k_i(j) + k_i(l) = k_i \\
\left( \frac{k_i(j)}{k_i} \right)^2 + \left( \frac{k_i(l)}{k_i} \right)^2 & \text{for } k_i(j) + k_i(l) < k_i
\end{cases}
\]

Here, \( k_i \), the degree of region \( i \), is the sum of all region \( i \)’s structural connections. The variables \( k_i(j) \) and \( k_i(l) \) are the strength of region \( i \)’s structural connections to regions \( j \) and \( l \), respectively. A region with high boundary control is predicted to more effectively modulate the functional connection between region \( j \) and region \( l \), although boundary control does not assess whether the modulation will increase or decrease the connection strength.

3 Gene coexpression analysis

To determine whether the two subnetworks that we identified in the frontoparietal system displayed distinct patterns of gene expression, we used gene expression data from six post-mortem brains available from the Allen Brain Institute. We focused our analyses on 16699 genes that had previously been identified as relevant for brain function [67]. Data for these specific genes were available in 338 of the 400 brain regions. We assigned the anatomical location of each probe to one of 338 a priori defined parcels. For each parcel and each gene, we calculated the mean expression of that gene across all probes, after subtracting the mean expression of each probe for that gene [50]. Collectively, these calculations generated a data matrix of size 338 (parcels) by 16699 (mean expression across probes in that parcel for a given gene).

Gene coexpression between parcel \( i \) and parcel \( j \) is measured by the Pearson correlation coefficient \( r \) between gene expression values of parcel \( i \) and gene expression values of parcel \( j \). To assess subnetwork specificity of gene coexpression, we first randomly sampled 500 genes and constructed a 338 × 338 gene coexpression matrix. Second, from this coexpression matrix, we calculated the mean gene coexpression both within and between subnetworks. Between subnetwork coexpression is the mean of the gene coexpression values for pairs of nodes for which one node in the pair is located in subnetwork (A) and the other node in the pair is located in subnetwork (B). Third, we calculated the ratio of within- to between-network gene coexpression, where a ratio > 1 indicates greater within-subnetwork coexpression than between-subnetwork coexpression. Finally, we compute the difference between this ratio and that expected in a nonparametric null model in which we randomly permuted subnetwork membership 1000 times, and recomputed coexpression ratios for each permutation. Next, we repeat the above process 10000 times, selecting a different random sample of 500 genes each time, generating a distribution of differences indicating whether the true ratio is larger than the mean of the null model ratios. To complete our statistical analysis, from this distribution we compute the probability of the difference being less than 0. We chose the approach of taking 10000 samples of 500
genes rather than taking a single sample of all the genes in order to demonstrate that the result is robust to the particular selection of genes, and to protect against our true ratio being influenced by outliers. For additional analyses controlling for the distance between regions, see the Supplemental Materials.

3.1 Dynamical network model

As motivated more fully in the Results section, we propose that two subnetworks of the frontoparietal system work in functional opposition to either couple or decouple the frontoparietal system from the default mode system. Specifically, we suggest that the functional connection between the frontoparietal and default mode systems is governed by the relative activation amplitudes of the two frontoparietal subnetworks. To further probe these relationships and their mechanistic underpinnings, we built a coarse-grained network in which each unit represented a particular brain system, and we simulated system dynamics with a canonical coupled oscillator model. More specifically, network activity was modeled by the normal form of a supercritical Hopf bifurcation (also referred to as the Stuart-Landau model), which describes the transition between a state of low activity and a state of oscillatory dynamics [46, 51]. We chose this model because (i) it permits the independent manipulation of oscillator amplitudes (Fig. S1), allowing us to further investigate the empirically observed relationships between activity and connectivity, and (ii) it is often used to model large-scale brain activity [35, 36, 55, 26, 71]. Following [26, 71], the local dynamics of the \( j \)th unit are given by the following equation:

\[
\frac{d u_j}{dt} = u_j [a_j + i \omega_j - |u_j|^2] + \xi \eta_j(t),
\]

where \( u_j = \rho_j e^{i \theta_j} = x_j + iy_j \), \( \eta_j \) is drawn from a normal distribution to add Gaussian noise to the system, and \( \xi \) scales the noise. In Eq. (3), the term \( a_j \) is commonly called the bifurcation parameter. When \( a_j < 0 \), the system goes to a low-activity fixed point and when \( a_j > 0 \), the system obeys a stable limit-cycle solution with angular frequency \( \omega_j \) and signal amplitude governed by \( a_j \).

Following [26, 71], we model a network of interacting components by separating the system into its real and imaginary parts, and we link different components via the following set of coupled differential equations:

\[
\frac{dx_j}{dt} = [a_j - x_j^2 - y_j^2] x_j - \omega_j y_j + G \sum_{i=1}^{n_o} D_{ij} (x_i - x_j) + \xi \eta_j(t), \tag{4}
\]

and

\[
\frac{dy_j}{dt} = [a_j - x_j^2 - y_j^2] y_j + \omega_j x_j + G \sum_{i=1}^{n_o} D_{ij} (y_i - y_j) + \xi \eta_j(t). \tag{5}
\]

Here, \( G \) is the coupling strength and \( n_o \) is the total number of oscillators, which in our case is four (default mode network, dorsal attention network, frontoparietal subnetwork (A), and frontoparietal subnetwork (B)). As suggested by [71] we set \( \xi = 0.02 \), and we took \( x_j \) as the oscillatory signal of interest. To estimate the frequency parameters, we empirically calculated the peak frequency of each of the 4 systems during the resting state, fit a normal distribution to the peak frequency values, and drew from the normal distribution. Similarly, to establish \( D_{ij} \), the coupling of the network nodes, we calculated the mean structural connectivity estimated from diffusion tractography between system \( i \) and system \( j \) across all subjects. We integrated the equations using a time step of 0.01 seconds for 6 minutes, which was the approximate length of the task scans.

To estimate reasonable values for the coupling and bifurcation parameters, we conducted a parameter sweep (Fig. S2), and computed both the root mean square of the time series, and the synchrony
among all oscillators using the Kuramoto order parameter, defined at time point $t$ as:

$$R(t) = \frac{1}{n_o} \left| \sum_{j=1}^{n_o} e^{i\phi_j(t)} \right|,$$  \hspace{1cm} (6)

where $\phi_j(t)$ is the instantaneous phase of oscillator $j$ at time $t$. To get a summary statistic for the entire time series, we took the mean of $R$ across time (Fig. S2 E). The instantaneous phase was computed by taking the Hilbert transform of the unfiltered time-series.

For our baseline working point, we selected $a = -0.075$ and $G = 0.1$ for all units, where the Kuramoto order parameter has an intermediate value, signifying a realistic dynamical regime between a state of no synchrony and a state of complete synchrony among all oscillators. Furthermore, at this working point the root mean square of the time series is higher than the noise level (Fig. S2 F). For each point in our grid defined by $a$ and $G$, we averaged results from 25 initializations of the system. Importantly, the bifurcation parameter of a node in this four oscillator system is linearly related to the root mean square of the time series values of that node (Fig. S1 B).

---

Figure 1: **Methodological schematic.** (A) fMRI BOLD images from 644 subjects in the HCP S900 release were segmented into 400 regions to extract regional mean timeseries. (B) We assessed the functional connectivity between each pair of regions by calculating the Pearson correlation coefficient between the time series of region $i$ and the time series of region $j$. (C) We encoded all pairwise functional connectivity estimates in an adjacency matrix, which offers a formal representation of the network model under study. Each region was assigned to one of 8 intrinsic functional systems defined a priori. (D) From this assignment, we constructed a system-by-system functional connectivity matrix where each element indicates the average strength of all functional connections for region pairs in which one region of the pair is located in system $i$ and the other region of the pair is located in system $j$. Systems are color-coded and ordered from left to right (and from top to bottom) as follows: visual (Vis), somatomotor (SM), dorsal attention (DA), salience or ventral attention (VA), limbic (Lim), frontoparietal (FP), default mode (DM), and temporoparietal (TP).

---

### 3.2 Statistical analysis

At several points, we calculate the statistical difference between outcome variables of the two subnetworks. To that end, we initially take a parametric approach, and then we confirm all of our findings using a non-parametric permutation-based approach. In all visualizations of statistical relationships, subject effects have been regressed out from the dependent variable.

#### 3.2.1 Subnetwork connection differences

In testing our hypotheses, we often asked questions of the following form: Does the strength of the connection between subnetwork (A) and the default mode system differ from the strength of the connection between subnetwork (B) and the default mode system? For questions of this form, we used a multilevel model where each outcome variable (e.g., a measurement of connection strength) has attributes encoding subnetwork membership, task run, and subject identity. The multilevel model
framework [75] accounts for the nested nature of the data (multiple scans nested within subject). We specified the model as:

\[ \text{OutcomeVariable}_{it} = B_{0i} + B_{1i}\text{SubNetwork}_{it} + e_{it}, \]  

(7)

where \( \text{OutcomeVariable}_{it} \) is the outcome variable (i.e. connection strength) for person \( i \) on run \( t \); \( B_{0i} \) indicates the level of the outcome in subnetwork (A); \( B_{1i} \) indicates differences in the level of outcome associated with subnetwork (B) versus subnetwork (A); and \( e_{it} \) are residuals.

Person-specific intercepts (from Level 1) were specified (at Level 2) as:

\[ B_{0i} = \gamma_{00} + u_{0i}, \]  

(8)

and

\[ B_{1i} = \gamma_{10}, \]  

(9)

where \( \gamma \) denotes a sample-level parameter and \( u \) denotes residual between-person differences that may be correlated, but are uncorrelated with \( e_{it} \). The multilevel model was fit with \textit{lme} in R using maximum likelihood estimation. In the case of many outliers, we treat our data with robust models, rather than standard linear models. Robust models down-weight points of data, where the most outlying points are down-weighted most severely. Specifically, we implement robust multilevel models using \textit{robustlmm} in R [49]. We note in the text whenever a robust multilevel model is used.

3.2.2 Repeated measures correlations

Unless otherwise noted, we use a repeated measures correlation when examining the association between two continuous variables [8]. The repeated measures correlation accounts for non-independence among observations (due to multiple runs per subject) by using a form of analysis of covariance (ANCOVA) to adjust for between-person variance. The model is specified as:

\[ \text{Measure1}_{it} = \overline{\text{Measure2}}_i + \text{Subject}_i + c(\text{Measure2}_i) + e_{it}, \]  

(10)

where \( \text{Measure1}_{it} \) is the value of variable one for subject \( i \) during measurement occasion \( t \), \( \overline{\text{Measure2}}_i \) is the mean value of the second variable in the \( i \)-th participant, \( \text{Subject} \) is a unique identifier for each participant, and \( c(\text{Measure2}_i) \) is the covariate for the \( i \)-th participant and is equal to \( B(\text{Measure2}_{it} - \overline{\text{Measure2}}_i) \), where \( B \) is the slope coefficient of the covariate. Like a Pearson correlation coefficient \( (r) \), the repeated measures correlation \( (rrm) \) is bounded by -1 to 1, and represents the strength of the linear association between two variables. The repeated measures correlation was estimated using the \textit{rmcorr} package in R [8].

3.2.3 Nonparametric permutation-based approach

In addition to the multilevel linear model, we employ a complementary permutation-based approach. We begin with vectors \( Y_1 \in \mathcal{R}^{1 \times 4n} \), \( Y_2 \in \mathcal{R}^{1 \times 4n} \), and \( S \in \mathcal{R}^{1 \times 4n} \), and we wish to test whether there is a difference in the means of \( Y_1 \) and \( Y_2 \) against a null model. To construct the null model, for subject \( i \) we find the two entries \( J = (j_1, j_2) \) for which \( S = i \). We then randomly reassign elements \( J \) between \( Y_1 \) and \( Y_2 \), and repeat this procedure for all subjects to construct a null \( Y_1^{null} \) and null \( Y_2^{null} \) where we would expect the means to be equal. We then calculate the mean difference \( d_{null} = \text{mean}(Y_1^{null} - Y_2^{null}) \). We re-permute and recalculate the mean 10000 times to establish a null distribution of the difference, and we determine a \( p \)-value for the true effect by calculating the proportion of null differences that are greater than the observed difference.
4 Results

4.1 Connectivity between default mode and frontoparietal systems tracks working memory performance.

We first sought to determine whether the strength of the connection between the default mode and frontoparietal systems tracks performance on a 2-back working memory task. For each participant, we calculated the average functional connectivity between all relevant pairs of brain regions, where one region of the pair was located in the default mode system and the other region of the pair was located in the frontoparietal system. We then estimated the relationship between behavioral accuracy and between-system strength. We found that the strength of the between-system connection was negatively correlated with performance on the task across subjects (repeated measures correlation, $r = -0.4731$, $p < 0.001$, $DF = 558$; Fig. 2A).

To assess task-specificity, we repeated the analysis using the imaging and performance data from the 0-back condition. During this condition, minimal working memory load exists. We found no significant relationship between behavioral performance and the strength of the connection between the default mode and frontoparietal systems (repeated measures correlation; $r = -0.0293$, $p = 0.487$, $DF = 562$; Fig. 2B-C). To assess the robustness of the connectivity-behavior relationship, we used an alternate behavioral measure (see Supplementary note 1 and Fig. S4), an alternate network parcellation (see Supplementary note 2 and Figs. S5, S6), and an alternate measure of functional connectivity (see Supplementary note 3 and Fig. S7). The results of these additional analyses serve to confirm our main findings.
We found that the strength of the connection between the frontoparietal and default mode systems is negatively correlated with performance on the 2-back working memory task (repeated measures correlation, $r = -0.4731, p < 0.001, DF = 558$). During the 0-back task, we found no significant relationship between performance and the strength of the connection between the frontoparietal and default mode systems (repeated measures correlation; $r = -0.0293, p = 0.487, DF = 562$).

Anatomical location of regions within the frontoparietal and default mode systems, displayed on the cortical surface. Activity of the default mode system was not significantly correlated with the strength of the functional connection between the frontoparietal and default mode systems (repeated measures correlation; $r = -0.0441, p = 0.296, DF = 562$). Activity of the frontoparietal system was negatively correlated with the strength of the functional connection between the frontoparietal and default mode systems (repeated measures correlation; $r = -0.0859, p = 0.042, DF = 562$).

**4.2 The activity of the frontoparietal system is correlated with the strength of the functional connection between the frontoparietal and default mode systems.**

After observing a statistical relation between working memory performance and the functional connectivity between the default mode and frontoparietal systems, we sought to better understand its potential drivers. We began by testing the hypothesis that system activity drives inter-system connectivity. We defined regional activity as the $\beta$-weight from a GLM fit to the regional BOLD magnitude during the 2-back task. To assess the activity of a system, we averaged those GLM $\beta$-weights across all regions in the frontoparietal system or across all regions in the default mode system. We observed that the frontoparietal system was more active than the default mode system (frontoparietal: mean = 2.74, 95% CI [2.51, 2.98]; default mode: mean = -3.09, 95% CI [-3.33, -2.85]). We confirmed this
difference in activity between the two systems using a multilevel model ($\beta = -7.4501, p < 0.0001$, $t(1769) = -35.7, SE = 0.20847, n = 2414$), and we found similar results using a non-parametric permutation test ($p < 0.0001$); see Section 3.2.

In assessing the relationship between system activity and inter-system connectivity, we found that the activity of the default mode system is unrelated to the strength of the connection between the default mode and frontoparietal systems (repeated measures correlation; $r = -0.0441, p = 0.296, DF = 562$; Fig. 2D). In contrast, we found that the activity of the frontoparietal system was negatively correlated with the strength of this connection (repeated measures correlation; $r = -0.0859, p = 0.042, DF = 562$; Fig. 2E). Given that frontoparietal activity is correlated with the strength of the inter-system connectivity, and that the inter-system connectivity is correlated with behavioral performance, it stands to reason that the frontoparietal activity should also be correlated with behavioral performance. Indeed we found that the activity of the frontoparietal system is positively related to behavioral performance (repeated measures correlation; $r = 0.1019, p = 0.016, DF = 558$; Fig. S3 A), and this relation was not observed when considering activity of the default mode system (repeated measures correlation; $r = 0.0384, p = 0.363, DF = 558$; Fig. S3 B).

### 4.3 Subnetworks of the frontoparietal system differentially modulate the strength of the functional connection between the frontoparietal and default mode systems.

The results reported in the previous section are correlative, and to press further we must posit a testable causal model. We propose that the dynamics of the frontoparietal system directly modulate the strength of the functional connection between the frontoparietal and default mode systems. Our candidate mechanism assumes that the frontoparietal system is composed of two distinct, non-overlapping sub-systems. Subnetwork (A) is posited to display dynamics that are correlated with the dynamics of the default mode system, while subnetwork (B) is posited to display dynamics that are anticorrelated with the dynamics of the default mode system (Fig. 3A). Further, we propose that the relative activity magnitudes of these two systems interact to tune the strength of the inter-system (frontoparietal - default mode) connection. When subnetwork (A) is highly active relative to subnetwork (B), the strength of the inter-system connection will be positive; conversely, when subnetwork (B) is highly active relative to subnetwork (A), the strength of the inter-system connection will be negative.

To assess the validity of this conceptual model, we first test the assumption that the frontoparietal system is composed of two distinct, spatially non-overlapping sub-systems. For each subject, we applied a weighted stochastic block model with $K = 2$ to the subgraph of the adjacency matrix representing functional connections between frontoparietal regions, and we then extracted a group-representative partition using a consensus similarity method [30] (see Methods). The two subnetworks are shown on the cortex in Fig. 3B. To assess the statistical significance of this partition, we performed a non-parametric test, permuting the association of regions to subnetworks (see Methods). Against the null model, we found that this final consensus partition had a significantly higher log-likelihood using a multilevel model ($\beta = -492.57, p < 0.0001$, $t(1769) = -71.0, SE = 6.9371, n = 2414$), and we found similar results using a non-parametric permutation test ($p < 0.0001$).

To further validate their biological distinctness, we sought to determine whether the two subnetworks showed distinguishable patterns of gene expression. To this end, we quantified the average magnitude of gene coexpression for pairs of regions for which both regions were located within a single subnetwork. We also quantified the average magnitude of gene coexpression for pairs of regions for which one region of the pair was located in one subnetwork and the other region of the pair was located in the other subnetwork (see Methods). When tested against a non-parametric null model, we found that gene coexpression within subnetwork (A) was significantly higher than gene coexpression between subnetwork (A) and subnetwork (B) ($p = 0.0057$). Similarly we found that gene coexpression within subnetwork (B) was higher than gene coexpression between subnetwork (B) and
subnetwork (A) \((p = 0.0111)\). For complementary analyses demonstrating that this result cannot be explained by distances between regions, see Supplementary note 4. These findings support the notion that subnetwork (A) and subnetwork (B) are biologically distinct sectors of the frontoparietal system.

Next, we sought to test our proposition that – of the two frontoparietal subnetworks – one displays dynamics that are correlated with the dynamics of the default mode system, while the other displays dynamics that are anticorrelated with those of the default mode system. For each subject and each subnetwork, we calculated the strength of the functional connection between all pairs of regions for which one region of the pair is located in the subnetwork and the other region of the pair is located in the default mode system. Consistent with our hypothesis, we found that the activity of subnetwork (A) is positively correlated with the activity of the default mode system (mean \(r = 0.042, 95\% \text{ CI: } [0.038, 0.046];\) Fig. 3B left), while the activity of subnetwork (B) is negatively correlated with the activity of the default mode system (mean \(r = -0.082, 95\% \text{ CI: } [-0.088, -0.076];\) Fig. 3B right). Using a multilevel model, we found that these correlations are significantly different (\(\hat{\beta} = -0.12469, p < 0.0001\), \(t(1769) = -37.4, SE = 0.0033272, n = 2414\)), and we found similar results using a non-parametric permutation test \((p < 0.0001)\). To further unpack these findings, we also considered the relation between these two subnetworks and the dorsal attention system, which has been described as antagonistic to the default mode system in working memory tasks \([5, 76, 28]\). Consistent with this account, we found that the activity of subnetwork (A) was negatively correlated with the activity of the dorsal attention system (mean \(r = -0.14, 95\% \text{ CI: } [-0.18, -0.11];\) Fig. S8 A right), while the activity of subnetwork (B) was positively correlated with the activity of the dorsal attention system (mean \(r = 0.12, 95\% \text{ CI: } [0.11, 0.12];\) Fig. S8 A left). Using a multilevel model, we found that these correlations are significantly different (\(\hat{\beta} = 0.13057, p < 0.0001\), \(t(1769) = 46.8, SE = 0.0027885, n = 2414\)), and we found similar results using a non-parametric permutation test \((p < 0.0001)\).

To address the final proposition in our model, we sought to determine whether increased subnetwork (A) activity would lead to a stronger positive functional connection between the frontoparietal and default mode systems, while increased subnetwork (B) activity would lead to a stronger negative functional connection between the two systems. Because the summation of the subnetwork timeseries should reflect the complete frontoparietal timeseries, we also reasoned that when subnetwork (A) is more active (higher amplitude) relative to subnetwork (B), the frontoparietal signal would be more similar to the dynamics of subnetwork (A) than to the dynamics of subnetwork (B). To test these expectations, we began by quantifying subnetwork activity using the root mean square (RMS) of the subnetwork timeseries. We then used a single robust linear model to explain the strength of the functional connection between the default mode and frontoparietal systems by a linear combination of the activity of subnetwork (A) and the activity of subnetwork (B). Consistent with our hypothesis, we found that an increase in subnetwork (A) activity corresponded to a stronger positive functional connection between the two systems (estimate of regression coefficient \(\hat{\beta} = 0.006535, 95\% \text{ CI: } (0.00519, 0.00788);\) Fig. 3D), while an increase in subnetwork (B) activity corresponded to a stronger negative functional connection between the two systems (estimate of regression coefficient \(\hat{\beta} = -0.0112, 95\% \text{ CI: } (-0.01273, -0.0097);\) Fig. 3E). In a complementary analysis, we used a single robust linear model to explain the strength of the functional connection between the dorsal attention system and the frontoparietal system by a linear combination of the activity of subnetwork (A) and the activity of subnetwork (B). We found that an increase in subnetwork (A) activity corresponded to a stronger negative functional connection between the two systems (\(\hat{\beta} = -0.00553, 95\% \text{ CI: } (-0.00677, -0.00486)\)), while an increase in subnetwork (B) activity corresponded to a stronger positive functional connection between the two systems (\(\hat{\beta} = 0.00989, 95\% \text{ CI: } (0.00848, 0.011316)\)).

The results of the three tests described above serve to validate the formal structure of our model. Next we turned to an assessment of the relevance of this complex dynamical system for behavior. Specifically, we had observed previously that behavioral performance decreases as the correlation
We hypothesized that the strength of the connection between the frontoparietal and default mode systems can be tuned by altering the relative amplitudes of subnetworks within the frontoparietal system. Community detection reveals two distinct frontoparietal subnetworks, which we show here projected onto the cortical surface. We found that the activity of subnetwork (A) was positively correlated with the activity of the default mode system (mean $r = 0.042$, 95%CI: [0.038, 0.046]), while the activity of subnetwork (B) was negatively correlated with the activity of the default mode system (mean $r = -0.082$, 95%CI: [-0.088, -0.076]). Using a simple regression model, we tested whether the strength of the functional connection between the default mode and frontoparietal systems could be predicted by a linear combination of the activity of subnetwork (A) and the activity of subnetwork (B). Within this model, we found that an increase in subnetwork (A) activity corresponds to an increase in the strength of the functional connection between the frontoparietal and default mode systems (estimate of regression coefficient $\beta = 0.006535$, 95% CI: (0.00519, 0.00788)). Conversely, within the same model we found that an increase in subnetwork (B) activity corresponds to a decrease in the strength of the functional connection between the two systems (estimate of regression coefficient $\beta = -0.0112$, 95% CI: (-0.01273, -0.0097)).

4.4 The structural role of the frontoparietal subnetworks

We next turn to an examination of what, if any, neuroanatomical support exists for the subnetwork-driven dynamics espoused in the previous section. Recent advances in network control theory have posited that changes in the activation of single brain regions can induce a propagation of activity between the frontoparietal and default mode systems increases. Here we seek to explain that observation using the activity of the two subnetworks. Because subnetwork (A) is positively related to frontoparietal-default mode connectivity, which is itself negatively related to behavioral performance, we would expect subnetwork (A) activity to be negatively related to behavioral performance. Conversely, because subnetwork (B) is related negatively to frontoparietal-default mode connectivity, which is itself negatively related to behavioral performance, we would expect subnetwork (B) activity to be positively related to behavioral performance. To probe these relationships, we fit a single robust multilevel model with behavioral performance as the dependent variable, and subnetwork (A) activity and subnetwork (B) activity as independent variables. As expected, we found that subnetwork (A) activity is negatively related to behavioral performance ($\beta = -0.00271$, 95% CI: (-0.0041, -0.00132)), and subnetwork (B) activity is positively related to behavioral performance ($\beta = 0.00273$, 95% CI: (0.00115, 0.00430)).
along white matter tracts to affect distributed circuit behavior in a predictable fashion [42, 79]. Here we test this notion within the specific confines of our experiment, asking: Does the structural connectivity of frontoparietal subnetworks constrain how activity propagates to neighboring areas, thereby modulating the coupling between the frontoparietal and default mode systems? We hypothesize that subnetwork (A) is more structurally connected to the default mode system, while subnetwork (B) is more structurally connected to the dorsal attention system. This hypothesis is based on evidence that a higher number of white matter tracts between two regions can support stronger functional connectivity between them [73], allowing subnetwork (A) to strongly couple to the default mode system and allowing subnetwork (B) to strongly couple to the dorsal attention system.

We tested this hypothesis by calculating the strength of the structural connectivity between sub-networks and systems using diffusion imaging tractography (see Methods). Consistent with our hypothesis, we found that subnetwork (A) is more strongly connected to the default mode system (mean = 2.07, 95% CI: (2.05, 2.08); Fig. 4A left) than is subnetwork (B) (mean = 0.676, 95% CI: (0.668, 0.685); Fig. 4A right). Using a multilevel model, we found that these correlations were significantly different ($\beta = -0.0013939, p < 0.0001, t(1769) = -174.8, SE = 7.9759 \times 10^{-6}, n = 2414$), and we found similar results using a non-parametric permutation test ($p < 0.0001$). Similarly, we found that subnetwork (B) is more strongly connected to the dorsal attention system (mean = 1.54, 95% CI: (1.52, 1.56); Fig. 4B left) than is subnetwork (A) (mean = 1.03, 95% CI: (1.02, 1.04); Fig. 4B right). Using a multilevel model, we found that these correlations were significantly different ($\beta = 0.00050413, p < 0.0001, t(1769) = 99.3, SE = 5.0721 \times 10^{-6}, n = 2414$), and we found similar results using a non-parametric permutation test ($p < 0.0001$). Further, across subjects we found that the less structurally connected the two subnetworks were, the better individuals tended to perform on the 2-back working memory task ($r = -0.0766, p = 0.03$).

Collectively, these data suggest that the frontoparietal subnetworks might be optimally positioned in the structural connectome to mediate coupling between the default mode and dorsal attention areas, a coupling that is negatively correlated with performance (Fig. S12). To more directly test this notion, we calculated the regional boundary control (Eq. 2) with respect to the default mode and dorsal attention systems (Fig. 4C). Of the 20 regions for which boundary control exceeded the 95-th percentile, 9 were located in the frontoparietal system. To evaluate statistical significance, we compared these results to those of a non-parametric null model, in which we randomly permute the association between boundary control values and brain regions. We found that the probability that 9 or more of the top 20 regions fell within the frontoparietal system was significant with respect to the null model ($p = 0.0019$). In summary, the data suggest that the frontoparietal system is structurally positioned to effectively control the coupling between the default mode and dorsal attention systems.
Figure 4: **White matter connectivity of the frontoparietal subnetworks.** (A) Subnetwork (A) is more strongly structurally connected to the default mode system (mean = 2.07, 95% CI: (2.05, 2.09)) than is subnetwork (B) (mean = 0.676, 95% CI: (0.668, 0.685)). (B) Subnetwork (A) is less strongly structurally connected to the dorsal attention system (mean = 1.03, 95% CI: (1.02, 1.04)) than is subnetwork (B) (mean = 1.54, 95% CI: (1.52, 1.56)). Note that for visualization purposes, the data was not visually adjusted to account for two points coming from each subject, whereas the reported statistics do take this into account. The insets of panels (A) and (B) display the white matter fibers emanating from subnetworks (A) and (B), respectively. (C) The anatomical distribution of boundary control calculated with respect to the default mode and dorsal attention systems is over represented in the frontoparietal system in comparison to a non-parametric permutation-based null model.
4.5 A reduced dynamical model for probing the relation between system activity and connectivity.

In the previous sections, we found evidence consistent with (but not proving) the causal notion that increased activity of subnetwork (A) drives stronger coupling between the frontoparietal and default mode systems, while increased activity of subnetwork (B) drives anticorrelation between the two systems. While it is difficult to prove the validity of such a causal model in healthy human participants, we can gather additional supportive evidence from in silico experiments exercising a formal computational model of the dynamical system. Specifically, we modeled the dynamics of a reduced four node network, with nodes representing the frontoparietal subnetwork (A), the frontoparietal subnetwork (B), the default mode system, and the dorsal attention system (Fig. 5A). We consider each unit in the network to be an oscillator, with dynamics described by the normal form of a Hopf bifurcation and with frequencies randomly sampled from an empirically measured distribution (see Sec. 3.1 for details). We coupled the four systems according to the mean weight of the structural connections between them, as estimated from diffusion tensor imaging tractography, averaged across subjects (see Methods). The model has two free parameters: (i) the global coupling parameter, which tunes the general capacity for synchronization, and (ii) the bifurcation parameter of each oscillator, which tunes the amplitude of the oscillator time series (Fig. S1). Following a broad parameter sweep, we selected parameter values to ensure a realistic dynamical regime between a state of no synchrony and a state of complete synchrony among all oscillators (see Methods and Fig. 5B).

Next, we implemented the model to probe the relation between subnetwork activity and connectivity, focusing initially on the connectivity between the frontoparietal and default mode systems. In agreement with our empirical results, we found that increasing the amplitude of subnetwork (A) activity increased the correlation between the frontoparietal and default mode unit time series (Pearson’s correlation coefficient $r^2 = 0.157, p = 0.001$; Fig. 5C). Similarly, and again in agreement with our empirical results, we found that increasing the amplitude of subnetwork (B) activity decreased the correlation between the frontoparietal and default mode unit timeseries (Pearson’s correlation coefficient $r^2 = 0.75, p < 0.0001$; Fig. 5D). To assess the reliability of these results, we performed the same numerical experiments for a range of coupling and bifurcation parameter values, across which the effects remained robust (Fig. S10). Next, we examined the complementary relation between subnetwork activity and the connectivity between the frontoparietal and dorsal attention systems. Again, consistent with our empirical results, we found that increasing subnetwork (A) activity decreased the correlation between the frontoparietal and dorsal attention unit timeseries (Pearson’s correlation coefficient $r^2 = 0.65, p < 0.0001$; Fig. S11 A), and increasing subnetwork (B) activity increased the correlation between the frontoparietal and dorsal attention unit time series (Pearson’s correlation coefficient $r^2 = 0.246, p < 0.0001$; Fig. S11 B). Collectively, this pattern of results offers support for a candidate mechanism in which subnetwork activity tunes functional connectivity.

5 Discussion

5.1 Functional coupling between default mode and frontoparietal systems tracks individual differences in working memory.

In a remarkably diverse range of tasks, the frontoparietal system tends to increase in activity while the default mode system tends to decrease in activity [21, 27]. A common and intuitive interpretation of these findings is that the two systems exist in competition, consistently displaying anti-correlated dynamics with one another. From a cognitive perspective, it has been proposed that such competition is indicative of opposing goals of the two systems [17, 43], and may enable toggling between the cognitive states supported by each system [28]. Importantly, the degree of competition between the
Figure 5: A simplified model for studying the relationships between brain system activity and connectivity. (A) We constructed a dynamical model of a 4-component network consisting of the frontoparietal subnetwork (A), the frontoparietal subnetwork (B), the default mode system, and the dorsal attention system. Oscillatory activity of each unit was modeled using the normal form of a Hopf bifurcation and the relative coupling strength between systems was determined empirically from diffusion tensor imaging data. (B) The network dynamics were integrated out to a total time of 6 minutes, consistent with the length of the empirical n-back scan. (C) Increasing the amplitude of subnetwork (A) activity, while keeping all others equal, caused an increase in the functional connectivity between the frontoparietal and default mode units (Pearson correlation coefficient between unit time series: $r^2 = 0.157, p = 0.001$). All calculations were performed after subtracting the mean network connectivity. (D) Increasing the amplitude of subnetwork (B) activity caused a decrease in the functional connectivity between the frontoparietal and default mode units (Pearson correlation coefficient between unit time series: $r^2 = 0.75, p < 0.0001$).
frontoparietal and default mode systems has been linked to individual differences in performance on a range of tasks including the categorization of emotion in faces [82], the flanker task [21], and several tasks taxing human reasoning abilities [44]. Interestingly, attenuation of the competition between these two systems is related to decreases in executive function occurring in older age [77].

The nature of the functional connection between the frontoparietal and default mode systems appears to be flexible and task-dependent [45, 31]. Externally-directed tasks tend to elicit competition while internally-directed tasks tend to elicit cooperation [19, 78, 63]. For example, the two systems show competitive dynamics during visuo-spatial planning, and cooperative dynamics during autobiographical planning [76]. Likewise, the two systems show cooperative dynamics during a finger-tapping task, and competitive dynamics during a movie watching task [38]. Similarly, the two systems have been found to show cooperative dynamics during a goal-directed simulation task requiring imagination [39], as well as during the production of internal trains of thought [74]. It has been proposed that the default mode system is critically involved in self-referential tasks [4], and that coupling to the frontoparietal networks allows attention to be directed internally to these tasks, rather than to external stimuli [74, 4]. Our study extends this prior literature by demonstrating the existence of competitive dynamics between the two systems during the performance of an n-back working memory task, where the degree of competition is related to individual differences in behavioral performance.

5.2 Frontoparietal activity is related to its coupling with the default mode system.

While functional connectivity is estimated from activity time series, the generic relationship between activation and coupling remains far from understood. In the rather non-generic context of working memory tasks, prior studies have shown that the activity of the default mode decreases [53, 6], consistent with a suppression of mind-wandering and other self-referential processes that can hamper external goal-directed behavior [5]. In line with these findings, our results demonstrate that during n-back performance, the default mode system is less active on average than the frontoparietal system. Interestingly, we do not observe a relationship between the suppression of default mode activity and individual differences in performance (Fig. S3 B), consistent with a previous study of group-averaged n-back performance in patients with chronic pain and healthy matched controls [18]. Indeed, it has been suggested that a threshold may exist, below which working memory performance is unaffected by any further decreases in default mode activity [18]. Although our data do not directly support the threshold interpretation, as we observed no significant nonlinearities in the relationship between default mode activity and task accuracy, it would be interesting in future work to further test this hypothesis in groups with markedly lower performance, for example young children or individuals with executive dysfunction.

In contrast to default mode activity, frontoparietal activity directly tracked individual differences in behavior, with higher frontoparietal activation being associated with greater task accuracy (Fig. S3 A). The frontoparietal system is known to support a range of executive functions including trial-by-trial control, enabling the allocation of attention to trial-specific information [65, 22]. Such processes are heavily recruited during the n-back task, where successful performance is dependent upon flexibly redirecting attention to similarities and differences between the current stimulus and prior stimuli. More generally, the frontoparietal system is thought to act as a flexible hub during task performance [24], altering its connectivity with the default mode system in a task-dependent fashion [34, 76]. Indeed, it has been proposed that the frontoparietal system is functionally (and structurally) interposed between the default mode and dorsal attention systems [22], modulating their coupling in a task specific way [28]. Hellyer and colleagues proposed that increased frontoparietal activity promotes persistent stable states, whereas increased default mode activity may allow for transitions between cognitive states, which in turn would be undesirable during tasks requiring directed and fixed attention [45]. Thus, an active frontoparietal system may also help to maintain a persistent
competitive relationship with the default mode, aiding in improved behavioral performance.

Lastly, we investigated the relationship between activity in the frontoparietal and default mode systems and inter-system coupling. It has been hypothesized that competition between the two systems may enable maximally disjunctive computational activities [21]. While we found that more inter-system competition was related to increased frontoparietal activity, we did not find that functional connectivity between the two systems was related to default mode activity. This pattern of results suggests that competition may not always support maximally disjunctive activities, and instead provides further evidence that – in the activity range observed here – default mode activity does not relate to either functional coupling with the frontoparietal system or behavioral performance on the n-back working memory task.

5.3 Subnetworks of the frontoparietal system modulate coupling to the default mode system.

The frontoparietal system flexibly alters its functional connections dynamically according to current task demands [24], perhaps controlling the strength of connectivity between cognitive systems [11]. In order to support such a broad range of cognitive states, it has been suggested that the frontoparietal system may be composed of subnetworks, where each subnetwork subserves a specific cognitive state [34, 29]. Yet the mechanics of this subservience is far from understood. We proposed that the frontoparietal system is composed of two disjoint subnetworks with anti-correlated dynamics, where subnetwork (A) displays activity that is correlated with the activity of the default mode system, and where subnetwork (B) displays activity that is anti-correlated with the activity of the default mode system. Using an unsupervised clustering algorithm informed by an explicit model of network architecture, we demonstrated that the frontoparietal system is decomposable into two subnetworks with distinct patterns of functional connections. Prior work by Dixon and colleagues has found a similar division of the frontoparietal system [29]. The authors employed a hierarchical clustering method to establish a data-driven partition of the frontoparietal system into two components, the first component being more functionally connected to the default mode, similar to our subnetwork (A), and the second component being more functionally connected to the dorsal attention system, similar to our subnetwork (B). Our findings critically extend these prior observations by providing evidence that by supporting competition between the two systems, subnetwork (B) may be critical to working memory performance, while subnetwork (A) may be less involved in working memory, and more closely linked with introspective processes.

In addition to their functional distinguishability, we also demonstrated that these two subnetworks displayed distinct patterns of gene coexpression. In line with this observation, it is interesting to note that prior work has suggested that cortical regions responsible for different cognitive functions can express different genes [40], and that gene coexpression provides a partial explanation for patterns of functional connectivity [67]. In agreement with these findings, our results demonstrate more similar patterns of gene expression within subnetworks than between subnetworks, an effect that cannot be explained by inter-regional distance. Notable prior work has also suggested a link between structural connectivity and gene expression [54], also supported by our finding that the two genetically dissimilar subnetworks display differing patterns of white matter connectivity. It is interesting to speculate that these genetic dissimilarities are partially responsible for the subnetworks’ differential capacity to tune the coupling between the frontoparietal and default mode systems via relative changes in activity amplitudes.

Observing a similar functional division of the frontoparietal system [34], Fornito and colleagues found that increased connectivity between frontoparietal areas and the default mode was correlated with improved task performance on an introspective recollection task. Here in a non-introspective task characterized by competitive coupling between the frontoparietal and default mode systems, we observe that increased connectivity between the frontoparietal subnetwork (B) and the default
mode system was associated with poorer performance. This difference in results can be explained
by the observation that the frontoparietal system is a flexible hub [24], mediating the connection in
particular between the dorsal attention and default mode systems [22]. During introspective tasks
it may be advantageous for the frontoparietal system to be more connected to the default mode and
less connected to the dorsal attention system, buffering the internal trains of thought from external
stimuli [74]. Conversely, during externally-directed tasks (like the n-back), it may be advantageous
for the frontoparietal system to be more connected to the dorsal attention system and less connected
to the default mode system, buffering externally directed attention from internal thoughts and mind-
wandering [5]. In line with this argument, we found that during performance of the 2-back task,
subnetwork (B) is positively connected to the dorsal attention system and negatively connected to
the default mode system, while the opposite is true for subnetwork (A).

5.4 Structural connectivity of the frontoparietal subnetworks.
Motivated by prior work demonstrating that structural and functional connectivity share topographic
similarities [73, 23], we extend our study to multimodal data to better understand the potential struc-
tural drivers constraining the manner in which activity in frontoparietal subnetworks impinges on
functional coupling in other systems. We found that subnetwork (A) had fewer structural connec-
tions to the dorsal attention system than it had to the default mode system, and also than subnetwork (B)
had to the dorsal attention system. Similarly, we found that subnetwork (B) had fewer structural
connections to the default mode system than it had to the dorsal attention system, and also than
subnetwork (A) had to the default mode system. Collectively, these data suggest that structural
connectivity may play a role in constraining the functional dynamics of the two subnetworks. To
better understand this role, we draw on tools from network control theory, which provides a mech-
anismic framework to link network structure to functional network dynamics [42, 15, 56]. Regions
with high levels of boundary control are theoretically posited to have the capacity to steer the brain
to different states by coupling and decoupling cognitive systems [42]. Our results demonstrate that
the frontoparietal subnetworks are situated within the white matter architecture in a manner that
can drive the system’s coupling with the dorsal attention and default mode systems. The effective
activity of this hub of network control may be cognitively advantageous by, during externally-directed
tasks, buffering the attentional systems from the internally-directed processes of the default mode,
and likewise during internally-directed tasks buffering the default mode system from external stimuli.

5.5 A reduced dynamical model for probing the relation between system activity and
connectivity.
We proposed a model wherein the coupling between the frontoparietal and default mode systems is
modulated by activity levels in the oscillatory dynamics of two frontoparietal subnetworks. To test
the validity of this putative mechanism, we employed a simplified dynamical model of brain system
activity using oscillators coupled by empirically-determined structural connectivity [26, 71, 55]. This
model allowed us to directly test our hypotheses by allowing us to alter subnetwork amplitude,
and subsequently to observe the resulting synchronization (functional connectivity) between the
frontoparietal and default mode systems. The results from these simulated experiments agree with
our hypotheses and demonstrate that, when reducing the system to a network of 4 coupled oscillators,
the modulation of subnetwork amplitude governs intersystem coupling in a way that matches the
empirical discoveries. This finding not only provides a mechanistic explanation for our results, but
also more generally illuminates how the frontoparietal system may mediate the effective functional
coupling between the dorsal attention and default mode systems.

It has been proposed that the frontoparietal system is functionally interposed between the dorsal
attention and default mode systems, altering their functional coupling in a task-specific way. In
particular, during externally directed tasks the frontoparietal system may engage with the dorsal attention system and disengage with the default mode system [74]. Conversely, during internally directed tasks the frontoparietal system disengages with the dorsal attention system and engages with the default mode system [5]. Together, these complementary processes are thought to effectively segregate external stimuli from internal trains of thought during tasks that require more focus on one of the two. Our results demonstrate that this complementarity may be accomplished by the differential activation and deactivation of two frontoparietal subnetworks. Indeed, our results suggest that increasing subnetwork (A) activity engages the frontoparietal system with the default mode and increasing subnetwork (B) activity disengages the frontoparietal system from the default mode. Importantly, we found that the opposite relationship is also true when considering the functional coupling between the frontoparietal and dorsal attention systems: increasing subnetwork (A) activity disengages the frontoparietal system with the dorsal attention system and increasing subnetwork (B) activity engages the frontoparietal system with the dorsal attention system. The frontoparietal system is thought to flexibly reconfigure functional connections with the dorsal attention and default mode systems in a task-dependent way [28], and our results offer evidence for a mechanism by which this flexible reconfiguration may be achieved.

5.6 Methodological Limitations

Several methodological limitations are pertinent to this work. In the text, the frontoparietal system was divided into two subnetworks, creating group-level subnetworks. First, it should be noted that the subnetworks could also have been studied at the level of single individuals, although such granularity could hamper the ability to draw group-level conclusions. Second, these subnetworks were defined using a community detection algorithm based on a specific generative model. There exist several methods to find communities within networks, each with its own set of underlying assumptions. As a result, careful consideration must be taken when selecting the appropriate method of community detection. The flexibility of the WSBM makes it the most reasonable choice given the data used here.

While the employed dynamical model indeed recovered empirical results and allowed us to postulate mechanistic explanations, it is important to point out some of its methodological limitations. First, as the most straightforward way to test our main hypotheses, we considered only four major brain systems: the dorsal attention system, default mode system, and the two subnetworks of the frontoparietal system. However, it is crucial to be aware of the fact that these systems are embedded into a larger network, and hence their behavior is determined not only by intrinsic parameters and coupling to one another, but also by interactions with other brain systems. While a comprehensive computational study of large-scale brain dynamics is beyond the scope of this work, it would indeed be interesting in future endeavors to attempt to systematically understand – via modeling – the role that other brain systems might have in modulating the activity and functional connectivity of systems related to working memory.

Another limitation of our model revolves around the scale at which it operates. In particular, because our main empirical findings concern system-level dynamics – rather than dynamics at the scale of individual neurons or parcels – we assumed, for simplicity, that the different units in our computational model represented different brain systems. This coarse-grained approach is beneficial for a number of reasons. For example, it simplifies our analysis, and allowed us to focus explicitly on macroscopic, system-level drivers of various results, and therefore directly compare output from the model to corresponding empirical findings. However, although informed by experimental data, it is critical to acknowledge that such a setup is a great simplification of the true system, and allows little room for understanding how observations at the level of brain systems arise from interactions between more microscopic structural components.

Along this same vein, the dynamics of each brain system were described inherently phenomeno-
logically, via a Hopf bifurcation model [51], which has been utilized in studies concerned with the interplay between network structure and dynamics in general [37, 68] and also in computational studies on brain network dynamics more specifically [26, 71, 55]. In particular, such dynamics indeed capture the oscillatory nature of observed brain system activity, but do not embody a biophysically precise description of neuronal activity. Therefore, the model cannot attempt to describe the emergence of brain system dynamics from dynamical processes on smaller scales. Although in this investigation we have chosen, as a first step, to employ a canonical model with few parameters that favors simplicity and interpretability, building and analyzing more realistic and detailed, multi-scale models is indeed an important area of ongoing research.

6 Conclusion

Our study provides evidence for a mechanism by which the dynamics of the frontoparietal system may drive working memory performance. Two distinct subnetworks within the frontoparietal system play a role in modulating the functional coupling between the frontoparietal and default mode systems during the performance of an n-back working memory task, which may help buffer the externally-directed attentional system from internal trains of thought, and lead to improved behavioral performance. We found that the position of the two subnetworks within the white matter scaffolding constrains the distinct function of each: one is structurally tied to the dorsal attention system (and drives the frontoparietal system into competition with the default mode), and the other is structurally tied to the default mode (and drives the frontoparietal system into cooperation with the default mode). We extend these descriptive observations by building a computational model instantiating and validating the putative mechanism, and we bolster our findings with corroborating differences in gene expression in the two subnetworks. Together, our findings contribute to a holistic view of working memory by linking activity, functional connectivity, structural connectivity, and gene expression, and present one way of understanding how these four modes work in concert to support cognitive processes necessary for working memory.

Acknowledgments

We thank Karolina Finc, Lorenzo Caciagli, and Ursula Tooley for helpful comments on an earlier version of this manuscript. Our team acknowledges support from the John D. and Catherine T. MacArthur Foundation, the Alfred P. Sloan Foundation, the ISI Foundation, the Paul G. Allen Foundation, the Army Research Laboratory (W911NF-14-1-0679, Grafton-W911NF-16-1-0474, DCIST-W911NF-17-2-0181), the Office of Naval Research, the National Institute of Mental Health (2-R01-DC009209-11, R0-MH112847, R01-MH107235, R21-MH106799, R01-MH113550), the National Institute of Child Health and Human Development (1R01-HD086888-01), National Institute of Neurological Disorders and Stroke (R01-NS099348), and the National Science Foundation (BCS-1441502, BCS-1430087, NSF PHY-1554488 and BCS-1631550). The content is solely the responsibility of the authors and does not necessarily represent the official views of any of the funding agencies.
References

[1] Christopher Aicher, Abigail Z. Jacobs, and Aaron Clauset. Learning latent block structure in weighted networks. *Journal of Complex Networks*, 3(2):221–248, 2015.

[2] Jessica R. Andrews-Hanna. The brain’s default network and its adaptive role in internal mentation. *Neuroscientist*, 18(3):251–270, 2012.

[3] Jessica R. Andrews-Hanna, Jay S. Reidler, Jorge Sepulcre, Renee Poulin, and Randy L. Buckner. Functional-Anatomic Fractionation of the Brain’s Default Network. *Neuron*, 65(4):550–562, 2010.

[4] Jessica R. Andrews-Hanna, Jonathan Smallwood, and R. Nathan Spreng. The default network and self-generated thought: Component processes, dynamic control, and clinical relevance. *Annals of the New York Academy of Sciences*, 1316(1):29–52, 2014.

[5] Alan Anticevic, Michael W. Cole, John D. Murray, Philip R. Corlett, Xiao Jing Wang, and John H. Krystal. The role of default network deactivation in cognition and disease. *Trends in Cognitive Sciences*, 16(12):584–592, 2012.

[6] Alan Anticevic, Grega Repovs, Gordon L. Shulman, and Deanna M. Barch. When less is more: TPJ and default network deactivation during encoding predicts working memory performance. *NeuroImage*, 49(3):2638–2648, 2010.

[7] Alan Baddeley. Working memory: Looking back and looking forward. *Nature Reviews Neuroscience*, 4(10):829–839, 2003.

[8] Jonathan Z Bakdash and Laura R Marusich. Repeated measures correlation. *Frontiers in psychology*, 8:456, 2017.

[9] Deanna M. Barch, Gregory C. Burgess, Michael P. Harms, Steven E. Petersen, Bradley L. Schlaggar, Maurizio Corbetta, Matthew F. Glasser, Sandra Curtiss, Sachin Dixit, Cindy Feldt, et al. Function in the human connectome: Task-fmri and individual differences in behavior. *NeuroImage*, 80:169–189, 2013.

[10] Danielle S. Bassett, Perry Zurn, and Joshua I. Gold. On the nature and use of models in network neuroscience. *Nature Reviews Neuroscience*, 19(9):566–578, 2018.

[11] Maxwell A. Bertolero, B. T. Thomas Yeo, Danielle S. Bassett, and Mark D’Esposito. A mechanistic model of connector hubs, modularity and cognition. *Nature Human Behaviour*, 2:765–777, 2018.

[12] Maxwell A. Bertolero, B. T. Thomas Yeo, and Mark D’Esposito. The modular and integrative functional architecture of the human brain. *Proceedings of the National Academy of Sciences*, 112(49):E6798–E6807, 2015.

[13] Maxwell A. Bertolero, B. T. Thomas Yeo, and Mark D’Esposito. The diverse club. *Nature Communications*, 8(1):1–10, 2017.

[14] Richard F. Betzel, Maxwell A. Bertolero, and Danielle S. Bassett. Non-assortative community structure in resting and task-evoked functional brain networks. *bioRxiv*, page 355016, 2018.

[15] Richard F. Betzel, Shi Gu, John D. Medaglia, Fabio Pasqualetti, and Danielle S. Bassett. Optimally controlling the human connectome: the role of network topology. *Scientific Reports*, 6(30770), 2016.

[16] Richard F. Betzel, John D. Medaglia, and Danielle S. Bassett. Diversity of meso-scale architecture in human and non-human connectomes. *Nature Communications*, 9(346), 2018.
[17] Pierre Boveroux, Audrey Vanhaudenhuyse, and Christophe Phillips. Breakdown of within- and between-network Resting State during Propofol-induced Loss of Consciousness. *Anesthesiology*, 113(5):1038–1053, 2010.

[18] M. Ceko, J. L. Gracely, M.-A. Fitzcharles, D. A. Seminowicz, P. Schweinhardt, and M. C. Bushnell. Is a Responsive Default Mode Network Required for Successful Working Memory Task Performance? *Journal of Neuroscience*, 35(33):11595–11605, 2015.

[19] Kalina Christoff, Alan M. Gordon, Jonathan Smallwood, Rachelle Smith, and Jonathan W. Schooler. Experience sampling during fMRI reveals default network and executive system contributions to mind wandering. *Proceedings of the National Academy of Sciences*, 106(21):8719–8724, 2009.

[20] Kalina Christoff, Zachary C. Irving, Kieran C. R. Fox, R. Nathan Spreng, and Jessica R. Andrews-Hanna. Mind-wandering as spontaneous thought: A dynamic framework. *Nature Reviews Neuroscience*, 17(11):718–731, 2016.

[21] A. M. Clare Kelly, Lucina Q. Uddin, Bharat B. Biswal, F. Xavier Castellanos, and Michael P. Milham. Competition between functional brain networks mediates behavioral variability. *NeuroImage*, 39(1):527–537, 2008.

[22] Luca Cocchi, Andrew Zalesky, Alex Fornito, and Jason B. Mattingley. Dynamic cooperation and competition between brain systems during cognitive control. *Trends in Cognitive Sciences*, 17(10):493–501, 2013.

[23] Michael W. Cole, Danielle S. Bassett, Jonathan D. Power, Todd S. Braver, and Steven E. Petersen. Intrinsic and task-evoked network architectures of the human brain. *Neuron*, 83:238–251, 2014.

[24] Michael W. Cole, Jeremy R. Reynolds, Jonathan D. Power, Grega Repovs, Alan Anticevic, and Todd S. Braver. Multi-task connectivity reveals flexible hubs for adaptive task control. *Nature Neuroscience*, 16(9):1348–1355, 2013.

[25] Eli J. Cornblath, Evelyn Tang, Graham L. Baum, Tyler M. Moore, David R. Roalf, Ruben C. Gur, Raquel E. Gur, Fabio Pasqualetti, Theodore D. Satterthwaite, and Danielle S. Bassett. Sex differences in network controllability as a predictor of executive function in youth. *NeuroImage*, 188:122–134, 2018.

[26] Gustavo Deco, Morten L. Kringelbach, Viktor K. Jirsa, and Petra Ritter. The dynamics of resting fluctuations in the brain: Metastability and its dynamical cortical core. *Scientific Reports*, 7(1):1–14, 2017.

[27] Pauline Delaveau, Tiago Arruda Sanchez, Ricardo Steffen, Karine Deschet, Maritza Jabourian, Vincent Perlbarg, Emerson Leandro Gasparetto, Stéphanie Dubal, Jorge Costa e Silva, and Philippe Fossati. Default mode and task-positive networks connectivity during the N-Back task in remitted depressed patients with or without emotional residual symptoms. *Human Brain Mapping*, 3501:3491–3501, 2017.

[28] Matthew L. Dixon, Jessica R. Andrews-Hanna, R. Nathan Spreng, Zachary C. Irving, and Kalina Christoff. Anticorrelation between default and dorsal attention networks varies across default subsystems and cognitive states. *NeuroImage*, 147:056424, 2017.

[29] Matthew L. Dixon, Alejandro De La Vega, Caitlin Mills, Jessica Andrews-Hanna, R. Nathan Spreng, Michael W. Cole, and Kalina Christoff. Heterogeneity within the frontoparietal control network and its relationship to the default and dorsal attention networks. *Proceedings of the National Academy of Sciences*, 115(7):E1598–E1607, 2018.
[30] K. W. Doron, D. S. Bassett, and M. S. Gazzaniga. Dynamic network structure of interhemispheric coordination. *Proceedings of the National Academy of Sciences*, 109(46):18661–18668, 2012.

[31] Amanda Elton and Wei Gao. Divergent task-dependent functional connectivity of executive control and salience networks. *Cortex*, 51(1):56–66, 2014.

[32] Lingzhong Fan, Hai Li, Junjie Zhuo, Yu Zhang, Jiaojian Wang, Liangfu Chen, Zhengyi Yang, Congying Chu, Sangma Xie, Angela R. Laird, Peter T. Fox, Simon B. Eickhoff, Chunshui Yu, and Tianzi Jiang. The Human Brainnetome Atlas: A New Brain Atlas Based on Connectional Architecture. *Cerebral Cortex*, 26(8):3508–3526, 2016.

[33] Joshua Faskowitz, Xiaoran Yan, Xi-Nian Zuo, and Olaf Sporns. Weighted Stochastic Block Models of the Human Connectome across the Life Span. *Scientific Reports*, 8(12997), 2018.

[34] Alex Fornito, Ben J. Harrison, Andrew Zalesky, and Jon S. Simons. Competitive and cooperative dynamics of large-scale brain functional networks supporting recollection. *Proceedings of the National Academy of Sciences*, 109(31):12788–12793, 2012.

[35] Frank Freyer, James A. Roberts, Robert Becker, Peter A. Robinson, Petra Ritter, and Michael Breakspear. Biophysical Mechanisms of Multistability in Resting-State Cortical Rhythms. *Journal of Neuroscience*, 31(17):6353–6361, 2011.

[36] Frank Freyer, James A. Roberts, Petra Ritter, and Michael Breakspear. A Canonical Model of Multistability and Scale-Invariance in Biological Systems. *PLoS Computational Biology*, 8(8), 2012.

[37] Lucia Valentina Gambuzza, Jesus Gómez-Gardeñes, and Mattia Frasca. Amplitude dynamics favors synchronzation in complex networks. *Scientific Reports*, 6(24915), 2016.

[38] Wei Gao and Weili Lin. Frontal Parietal Control Network Regulates the Anti-Correlated Default and Dorsal Attention Networks. *Human brain mapping*, 33(1):192–202, 2012.

[39] Kathy D. Gerlach, R. Nathan Spreng, Adrian W. Gilmore, and Daniel L. Schacter. Solving future problems: Default network and executive activity associated with goal-directed mental simulations. *NeuroImage*, 55(4):1816–1824, 2011.

[40] Terry E. Goldberg and Daniel R. Weinberger. Genes and the parsing of cognitive processes. *Trends in Cognitive Sciences*, 8(7):325–335, 2004.

[41] Evan M. Gordon, Timothy O. Laumann, Babatunde Adeyemo, Jeremy F. Huckins, William M. Kelley, and Steven E. Petersen. Generation and Evaluation of a Cortical Area Parcellation from Resting-State Correlations. *Cerebral Cortex*, 26(1):288–303, 2016.

[42] Shi Gu, Fabio Pasqualetti, Matthew Cieslak, Qawi K. Telesford, Alfred B. Yu, Ari E. Kahn, John D. Medaglia, Jean M. Vettel, Michael B. Miller, Scott T. Grafton, and Danielle S. Bassett. Controllability of structural brain networks. *Nature Communications*, 6(8414), 2015.

[43] Yousef Hannawi, Martin A. Lindquist, Brian S. Caffo, Haris I. Sair, and Robert D. Stevens. Resting brain activity in disorders of consciousness: a systematic review and meta-analysis. *Neurology*, 84(12):1272–1280, 2015.

[44] Luke Hearne, Luca Cocchi, Andrew Zalesky, and Jason B. Mattingley. Interactions between default mode and control networks as a function of increasing cognitive reasoning complexity. *Human Brain Mapping*, 36(7):2719–2731, 2015.
[45] Peter J. Hellyer, Murray Shanahan, Gregory Scott, Robert J. S. Wise, David J. Sharp, and Robert Leech. The Control of Global Brain Dynamics: Opposing Actions of Frontoparietal Control and Default Mode Networks on Attention. *Journal of Neuroscience*, 34(2):451–461, 2014.

[46] Frank C. Hoppensteadt and Eugene M. Izhikevich. *Weakly connected neural networks*, volume 126. Springer Science & Business Media, 2012.

[47] Michael J. Kane, Andrew R. A. Conway, Timothy K. Miura, and Gregory J. H. Colflesh. Working Memory, Attention Control, and the N-Back Task: A Question of Construct Validity. *Journal of Experimental Psychology: Learning Memory and Cognition*, 33(3):615–622, 2007.

[48] Joseph B. Keller, Trey Hedden, Todd W. Thompson, Sheeba A. Anteraper, John D. E. Gabrieli, and Susan Whitfield-Gabrieli. Resting-state anticorrelations between medial and lateral prefrontal cortex: Association with working memory, aging, and individual differences. *Cortex*, 64:271–280, 2015.

[49] Manuel Koller. robustlmm: an r package for robust estimation of linear mixed-effects models. *Journal of statistical software*, 75(6):1–24, 2016.

[50] Fenna M. Krienen, B. T. Thomas Yeo, Tian Ge, Randy L. Buckner, and Chet C. Sherwood. Transcriptional profiles of supragranular-enriched genes associate with corticocortical network architecture in the human brain. *Proceedings of the National Academy of Sciences*, 113:E469–E478.

[51] Yuri A. Kuznetsov. *Elements of applied bifurcation theory*, volume 112. Springer Science & Business Media, 2013.

[52] Siwei Liu, Jia Hou Poh, Hui Li Koh, Kwun Kei Ng, Yng Miin Loke, Joseph Kai Wei Lim, Joanna Su Xian Chong, and Juan Zhou. Carrying the past to the future: Distinct brain networks underlie individual differences in human spatial working memory capacity. *NeuroImage*, 176:1–10, 2018.

[53] Jutta S. Mayer, Alard Roebroeck, Konrad Maurer, and David E. J. Linden. Specialization in the default mode: Task-induced brain deactivations dissociate between visual working memory and attention. *Human Brain Mapping*, 31(1):126–139, 2010.

[54] Andreas Meyer-Lindenberg. Neural connectivity as an intermediate phenotype: Brain networks under genetic control. *Human Brain Mapping*, 30(7):1938–1946, 2009.

[55] Joon Young Moon, Un Cheol Lee, Stefanie Blain-Moraes, and George A. Mashour. General relationship of global topology, local dynamics, and directionality in large-scale brain networks. *PLoS Computational Biology*, 11(4):1–21, 2015.

[56] Sarah Feldt Muldoon, Fabio Pasqualetti, Shi Gu, Matthew Cieslak, Scott T. Grafton, Jean M. Vettel, and Danielle S. Bassett. Stimulation-Based Control of Dynamic Brain Networks. *PLoS Computational Biology*, 12(9):e1005076, 2016.

[57] Andrew C. Murphy, Shi Gu, Ankit N. Khabhathi, Nicholas F. Wymbs, Scott T. Grafton, Theodore D. Satterthwaite, and Danielle S. Bassett. Explicitly Linking Regional Activation and Function Connectivity: Community Structure of Weighted Networks with Continuous Annotation. *arXiv*, page 1611.07962, 2016.

[58] Kevin Murphy and Michael D. Fox. Towards a consensus regarding global signal regression for resting state functional connectivity MRI. *NeuroImage*, 154:169–173, 2017.
[59] M. E. J. Newman. Modularity and community structure in networks. *Proceedings of the National Academy of Sciences*, 103(23):8577–8582, 2006.

[60] J. Matias Palva, Simo Monto, Shrikanth Kulashekhar, and Satu Palva. Neuronal synchrony reveals working memory networks and predicts individual memory capacity. *Proceedings of the National Academy of Sciences*, 107(16):7580–7585, 2010.

[61] Fabio Pasqualetti, Sandro Zampieri, and Francesco Bullo. Controllability metrics, limitations and algorithms for complex networks. *IEEE Transactions on Control of Network Systems*, 1(1):40–52, 2014.

[62] Luiz Pessoa, Eva Gutierrez, Peter Bandettini, and Leslie Ungerleider. Neural correlates of visual working memory: fMRI amplitude predicts task performance. *Neuron*, 35(5):975–987, 2002.

[63] Daniela Popa, Andrei T. Popescu, and Denis Pare. Contrasting Activity Profile of Two Distributed Cortical Networks as a Function of Attentional Demands. *Journal of Neuroscience*, 29(4):1191–1201, 2009.

[64] Jonathan D. Power, Alexander L. Cohen, S. M. Steven M. Nelson, Gagan S. Wig, Kelly Anne Barnes, Jessica A. Church, Alecia C. Vogel, Timothy O. Laumann, Fran M. Miezin, Bradley L. Schlaggar, and Steven E. Petersen. Functional network organization of the human brain. *Neuron*, 72(4):665–678, 2011.

[65] Jonathan D. Power and Steven E. Petersen. Control-related systems in the human brain. *Current Opinion in Neurobiology*, 23(2):223–228, 2013.

[66] Radek Ptak. The frontoparietal attention network of the human brain: Action, saliency, and a priority map of the environment. *Neuroscientist*, 18(5):502–515, 2012.

[67] Jonas Richiardi, Andre Altmann, Anna Clare Milazzo, Catie Chang, M. Mallar Chakravarty, Tobias Banaschewski, Gareth J. Barker, Arun L.W. Bokde, Uli Bromberg, Christian Büchel, Patricia Conrod, Mira Fauth-Bühler, Herta Flor, Vincent Frouin, Jürgen Gallinat, Hugh Garavan, Penny Gowland, Andreas Heinz, Hervé Lemaître, Karl F. Mann, Jean Luc Martinot, Frauke Nees, Tomáš Paus, Zdenka Pausova, Marcella Rietschel, Trevor W. Robbins, Michael N. Smolka, Rainer Spanagel, Andreas Ströhle, Gunter Schumann, Mike Hawrylycz, Jean Baptiste Poline, and Michael D. Greicius. Correlated gene expression supports synchronous activity in brain networks. *Science*, 348(6240):1241–1244, 2015.

[68] Alberto Saa. Symmetries and synchronization in multilayer random networks. *Physical Review E*, 97(4):1–10, 2018.

[69] Theodore D. Satterthwaite, Daniel H. Wolf, Guray Erus, Kosha Ruparel, Mark A. Elliott, Efstatios D. Gennatas, Ryan Hopson, Chad Jackson, Karthik Prabhakaran, Warren B. Bilker, Monica E. Calkins, James Longhead, Alex Smith, David R. Roalf, Hakon Hakonarson, Ragini Verma, Christos Davatzikos, Ruben C. Gur, and Raquel E. Gur. Functional maturation of the executive system during adolescence. *The Journal of Neuroscience*, 33(41):16249–16261, 2013.

[70] Alexander Schaefer, Ru Kong, Evan M. Gordon, Timothy O. Laumann, Xi-Nian Zuo, Avram J. Holmes, Simon B. Eickhoff, and B. T. Thomas Yeo. Local-Global Parcellation of the Human Cerebral Cortex from Intrinsic Functional Connectivity MRI. *Cerebral Cortex*, 28(9):1–20, 2017.

[71] Mario Senden, Niels Reuter, Martijn P. van den Heuvel, Rainer Goebel, and Gustavo Deco. Cortical rich club regions can organize state-dependent functional network formation by engaging in oscillatory behavior. *NeuroImage*, 146:561–574, 2017.
Joshua S. Siegel, Anish Mitra, Timothy O. Laumann, Benjamin A. Seitzman, Marcus Raichle, Maurizio Corbetta, and Abraham Z. Snyder. Data quality influences observed links between functional connectivity and behavior. *Cerebral Cortex*, 27(9):4492–4502, 2017.

Pawel Skudlarski, Kanchana Jagannathan, Vince D. Calhoun, Michelle Hampson, Beata A. Skudlarska, and Godfrey Pearlson. Measuring brain connectivity: Diffusion tensor imaging validates resting state temporal correlations. *NeuroImage*, 43(3):554–561, 2008.

Jonathan Smallwood, Kevin Brown, Ben Baird, and Jonathan W. Schooler. Cooperation between the default mode network and the frontal-parietal network in the production of an internal train of thought. *Brain Research*, 1428:60–70, 2012.

Tom A. Snijders and Roel J. Bosker. *Multilevel analysis: an introduction to basic and advanced multilevel modeling*. Sage, 1999.

R. Nathan Spreng, W. Dale Stevens, Jon P. Chamberlain, Adrian W. Gilmore, and Daniel L. Schacter. Default network activity, coupled with the frontoparietal control network, supports goal-directed cognition. *NeuroImage*, 53(1):303–317, 2010.

R. Nathan Spreng, W. Dale Stevens, Joseph D. Viviano, and Daniel L. Schacter. Attenuated anticorrelation between the default and dorsal attention networks with aging: evidence from task and rest. *Neurobiology of Aging*, 45:149–160, 2016.

Devarajan Sridharan, Daniel J. Levitin, and Vinod Menon. A critical role for the right fronto-insular cortex in switching between central-executive and default-mode networks. *Proceedings of the National Academy of Sciences*, 105(34):12569–12574, 2008.

Evelyn Tang and Danielle S. Bassett. Colloquium: Control of dynamics in brain networks. *Reviews of Modern Physics*, 90(3):31003, 2018.

Amanda L. Traud, Eric D. Kelsic, Peter J. Mucha, and Mason A. Porter. Comparing Community Structure to Characteristics in Online Collegiate Social Networks. *SIAM Review*, 53(3):526–543, 2011.

David C. Van Essen, Stephen M. Smith, Deanna M. Barch, Timothy E. J. Behrens, Essa Yacoub, and Kamil Ugurbil. The WU-Minn Human Connectome Project: An overview. *NeuroImage*, 80:62–79, 2013.

Fei Xin and Xu Lei. Competition between frontoparietal control and default networks supports social working memory and empathy. *Social Cognitive and Affective Neuroscience*, 10(8):1144–1152, 2014.

Andrew Zalesky, Alex Fornito, and Ed Bullmore. On the use of correlation as a measure of network connectivity. *NeuroImage*, 60(4):2096–2106, 2012.
Supplement to:

“Multiscale and multimodal network dynamics underpinning working memory”

Andrew C. Murphy¹,², Maxwell A. Bertolero¹, Lia Papadopoulos³, David M. Lydon-Staley¹, and Danielle S. Bassett¹,³,⁴,⁵,⁶,*

¹Department of Bioengineering, School of Engineering & Applied Science, University of Pennsylvania, Philadelphia, PA 19104, USA
²Perelman School of Medicine, University of Pennsylvania, Philadelphia, PA 19104, USA
³Department of Physics & Astronomy, School of Arts & Sciences, University of Pennsylvania, Philadelphia, PA 19104, USA
⁴Department of Neurology, Perelman School of Medicine, University of Pennsylvania, Philadelphia, PA 19104, USA
⁵Department of Electrical & Systems Engineering, School of Engineering & Applied Science, University of Pennsylvania, Philadelphia, PA 19104, USA
⁶Department of Psychiatry, Perelman School of Medicine, University of Pennsylvania, Philadelphia, PA 19104, USA

*To whom correspondence should be addressed: dsb@seas.upenn.edu
Figure S1: **Relationship between signal amplitude and bifurcation parameter from the computational model of brain system dynamics.** *(A)* Here we show a simulation of a 4 node network. The dynamics of each unit are described by the normal form of a Hopf bifurcation (see Methods in the main text), and exhibit oscillatory activity at the chosen bifurcation parameters. The green, blue, and black oscillators have identical bifurcation parameters equal to 1. The red oscillator has a bifurcation parameter equal to 2, which serves to increase the amplitude without changing other features of the signal. *(B)* Here we simulate a 4 node network while varying the bifurcation parameter of one node, and measuring the root mean square (RMS) of the resulting signal of the same node to show that the manipulation of the bifurcation parameter linearly alters the RMS of the resulting time series (Pearson correlation coefficient $r^2 = 0.93$, $p < 0.0001$).
Figure S2: Determination of Hopf bifurcation model parameters. (A) Strength of functional connectivity between subnetwork (A) and the default mode system as a function of the coupling parameter and of the bifurcation parameter. (B) Strength of functional connectivity between subnetwork (A) and the dorsal attention system as a function of the coupling parameter and of the bifurcation parameter. (C) Strength of functional connectivity between subnetwork (B) and the default mode system as a function of the coupling parameter and of the bifurcation parameter. (D) Strength of functional connectivity between subnetwork (B) and the dorsal attention system as a function of the coupling parameter and of the bifurcation parameter. (E) Kuramoto order parameter as a function of the coupling parameter and of the bifurcation parameter. (F) Mean time series RMS as a function of the coupling parameter and of the bifurcation parameter.
Figure S3: Frontoparietal activity correlates with working memory performance. During the 2-back working memory task, we found that the activity of the frontoparietal system is related to behavioral performance (see panel (A); repeated measures correlation; \( r = 0.1019, p = 0.016, DF = 558 \)), while the activity of the default mode system is unrelated to behavioral performance (see panel (B); repeated measures correlation; \( r = 0.0384, p = 0.363, DF = 558 \)).

Supplementary note 1: Alternate behavioral measure

In the main text, behavioral performance on the n-back working memory task was defined as the total accuracy, measured by the ratio of correct responses to total responses. To probe the robustness of our results, we examined an alternate behavioral metric given by the sensitivity index (d’). The sensitivity index quantifies a subject’s ability to discriminate between previously seen and novel stimuli [14] and is sometimes used as an alternative to accuracy in the study of behavioral performance on working memory tasks [12]. The d’ metric and accuracy are correlated with one another during the 0-back task (repeated measures correlation; \( r = 0.89, p < 0.001, DF = 562 \)) and during the 2-back task (repeated measures correlation; \( r = 0.852, p < 0.001, DF = 558 \)). Using this alternate metric, we found that the relationship between behavior and the functional coupling between the frontoparietal and default mode systems remained unchanged. Furthermore, using this alternate metric, we found that the relationship between behavior and the activity of the frontoparietal system remained unchanged, as did the relationship between behavior and the activity of the default mode system (Fig. S4).
Figure S4: The relationship of connectivity and activity to behavior (d’). Using the alternate behavioral metric of d’, the relationship of behavior to both connectivity and activity remained unchanged. Specifically, the functional coupling between the frontoparietal and default mode systems during the 2-back task is negatively correlated with performance (see panel (A); repeated measures correlation; $r = -0.4738, p < 0.001, DF = 562$), and the functional coupling during the 0-back task is not significantly correlated with performance (see panel (B); repeated measures correlation; $r = -0.0195, p = 0.643, DF = 562$). Similarly, during the 2-back task the frontoparietal activity is marginally correlated with performance (see panel (C); repeated measures correlation; $r = 0.0828, p = 0.049, DF = 562$), while the default mode activity is not significantly correlated with performance (see panel (D); repeated measures correlation; $r = -0.0139, p = 0.74, DF = 562$).
Supplementary note 2: Alternate parcellation

In the main text, we chose to divide the brain into 400 discrete non-overlapping regions where each region is assigned to a functional system. However, recent studies commonly report results across at least two parcellations, as it remains unclear whether a single parcellation is optimal for all studies and the testing of all hypotheses. While there have been several attempts to empirically define the optimal number of brain areas [6, 17], the brain is organized hierarchically [4], and so the number and size of parcellations to use becomes dependent on the question to be addressed. One of the requirements we imposed on our choice of parcellation was the ability to discern inhomogeneity in the frontoparietal system, and so we required subdivisions within that system. To reduce parcellation complexity, we also wanted a small number of total brain parcels. The 400 region parcellation provided us with a relatively small total number of parcels, while maintaining a relatively high resolution within the frontoparietal system (61 parcels). However, we were interested to see how robust our results were with respect to the choice of parcellation, and thus we considered a second, lower resolution parcellation composed of 100 regions [13]. Because of the difference in resolution, we expected that system-level results would be consistent across parcellations, but that subnetwork results might be altered.

In line with our hypothesis, we found that the system-level results were unaltered (Fig. S5), while the subnetwork level results did change modestly as a function of parcellation. The frontoparietal system can still be separated into two distinct subnetworks where one displays activity that is correlated with the activity of the default mode system (subnetwork (B)) and the other displays activity that is anticorrelated with the activity of the default mode system (subnetwork (A)) (Fig. S6A, B). Furthermore, as before, increasing subnetwork (A) activity is related to decoupling of the frontoparietal and default mode systems (Fig. S6C), and increasing subnetwork (B) activity is related to coupling of the frontoparietal and default mode systems (Fig. S6D). The primary difference between results obtained from the 400 region parcellation and from the 100 region parcellation is the anatomical distribution of the subnetworks over the cortical surface. Whereas before we observed subnetworks that were partially constrained to different hemispheres, we now observe sub-networks constrained to either the medial (subnetwork (B)) or lateral (subnetwork (A)) surfaces. These findings suggest that the large-scale architecture of the 100 region parcellation is more sensitive to differences in dynamics.
that are maintained across both hemispheres, while the smaller-scale architecture of the 400 region parcellation is more sensitive to differences in dynamics that vary across the two hemispheres. More generally, it is well known that including a smaller number of regions, where regions are larger on average, enables the examination of larger hierarchical dynamics [13], resulting in the identification of different subnetworks.

It is important to emphasize that this division of the frontoparietal system is no less valid than the one presented in the main text, but rather is reflective of dynamics on a larger physical scale. Indeed, it has been reported that the medial parietal cortex activates during the observance of social interactions [7], which requires recruitment of the default mode system [9]. The medial parietal cortex is part of our subnetwork (B), which is heavily integrated with the default mode system and drives functional coupling between the frontoparietal and default mode systems. Furthermore our subnetwork (A) is largely composed of the prefrontal cortex, a region long established as critical to working memory [8, 5, 1], and drives the anticorrelations between the frontoparietal and default mode systems, which in turn could provide the necessary functional buffer from internal trains of thought.
Figure S5: Replication of results with a different parcellation. Using the alternate parcellation, the relationships between connectivity and behavior remained unchanged. Specifically, the functional coupling between the frontoparietal and default mode systems during the 2-back working memory task was negatively correlated with performance (see panel (A); repeated measures correlation; $r = -0.4498$, $p < 0.001$, $DF = 558$), and the functional coupling between the two systems during the 0-back task was not significantly correlated with performance (see panel (B); repeated measures correlation; $r = -0.0347$, $p = 0.409$, $DF = 562$). Similarly, during the 2-back task the frontoparietal activity was negatively correlated with performance (see panel (C); repeated measures correlation; $r = -0.0835$, $p = 0.0473$, $DF = 562$), while the default mode activity was not significantly correlated with performance (see panel (D); repeated measures correlation; $r = -0.0745$, $p = 0.0769$, $DF = 562$).
Figure S6: Replication of subnetwork results with a different parcellation. (A) Using the alternate parcellation, we found that two frontoparietal subnetworks exist with different relationships to the default mode system. Specifically, we found that subnetwork (A) displays activity that is negatively correlated with the activity of the default mode system (mean $r = -0.076$, 95% CI: (-0.084, -0.068)), while subnetwork (B) displays activity that is positively correlated with the activity of the default mode system (mean $r = 0.132$, 95% CI: (0.126, 0.138)). The two groups significantly differ from each other according to both our multilevel model ($\beta = -0.20892$, $p< 0.0001$, $t(1769) = -41.3$, $SE = 0.0050548$, $n = 2414$), and according to a non-parametric permutation test ($p < 0.0001$). (B) The two groups projected onto the cortical surface. (C) Subnetwork (A) activity is negatively correlated with the functional coupling between the frontoparietal and default mode systems ($\beta = -0.0088$, 95% CI: (-0.00989, -0.00787)). (D) Subnetwork (B) activity is positively correlated with the functional coupling between the frontoparietal and default mode systems ($\beta = 0.00435$, 95% CI: (0.00298, 0.00571)) when using both as independent variables in a robust linear mixed effects model.

Supplementary note 3: Alternative functional connectivity measure

In the main text, we computed functional connectivity using the Pearson correlation coefficient. However, there are numerous methods used to establish functional connectivity between time series in neuroimaging [16], with correlation-based measures accounting for just a single subset of these methods. In order to demonstrate the robustness of our results, we sought to reproduce our main findings using a measure of functional connectivity unrelated to the correlation. We chose to use wavelet coherence due to its established usage in neuroimaging [15, 2, 3, 10], and we chose wavelet scale 2, which corresponds to the relevant frequency range of 0.06 Hz - 0.12 Hz [2]. Rather than probing a
single linear relationship between time series, coherence is a measure of the cross-correlation between time series [16]. Similar to the Pearson correlation coefficient, the wavelet coherence is undirected. However, unlike the Pearson correlation coefficient, wavelet coherence is bounded in $[0,1]$, and thus anti-correlation cannot be observed. Importantly, our main findings hold using this different estimate of functional connectivity (Fig. S7).

Specifically, we found that the strength of the functional connection between the default mode and frontoparietal systems remains related to behavioral performance on the 2-back working memory task ($\beta = 0.11817$, $p < 0.0001$, $t(555) = 6.2466$, $SE = 0.018844$, $n = 1192$; Fig. S7A), and that the strength of the intersystem connection remains correlated with frontoparietal activity ($\beta = 28.759$, $p = 0.0002$, $t(560) = 3.7279$, $SE = 7.7145$, $n = 1203$; Fig. S7B). The sign of the relationship between the functional connection strength and behavioral performance is inverted relative to the Pearson correlation results, due to the fact that coherence is always positive. Community detection to identify two distinct subnetworks of the frontoparietal system resulted in a slightly different split than that reported in the main manuscript (Fig. S7C), although the two share some general characteristics. Importantly, the coherence-derived subnetworks are functionally distinct, with subnetwork (A) less strongly connected to the default mode than subnetwork (B). Furthermore, in keeping with our main results, (i) the activity of the subnetwork more weakly connected to default mode (subnetwork (A)) displays activity that is negatively correlated with the functional coupling between the frontoparietal and default mode systems (Fig. S7E), and (ii) the activity of the subnetwork more strongly connected to the default mode system (subnetwork (B)) displays activity that is positively correlated with the functional coupling between the default mode and frontoparietal systems (Fig. S7F).
Figure S7: Replication of results with a coherence-based estimate of functional connectivity. (A) Behavioral performance on the 2-back working memory task relates to the functional coupling between the frontoparietal and default mode systems (repeated measures correlation; $r = 0.356, p < 0.0001, DF = 555$). (B) Frontoparietal activity relates to the functional coupling between the frontoparietal and default mode systems (repeated measures correlation; $r = 0.0968, p = 0.0299, DF = 500$). (C) Community detection via the weighted stochastic block model reveals a 2 subnetwork fractioning of the frontoparietal system. (D) Subnetwork (A) is less connected to the default mode system (mean = 0.469, 95% CI: (0.468, 0.471)) than subnetwork (B) (mean = 0.473, 90% CI: (0.472, 0.475)). The two groups significantly differ from each other according to both a multilevel model ($\hat{\beta} = 0.0038179, p < 0.0001, t(1769) = 4.2$, $SE = 0.00089474, n = 2414$), and a non-parametric permutation test ($p < 0.0001$). Fitting a single robust model accounting for the activity of both subnetworks demonstrates (E) that subnetwork (A) activity is negatively correlated with the functional coupling between the frontoparietal and default mode systems ($\hat{\beta} = -0.003055$, 95% CI: (-0.00056, -0.000005)), while (F) subnetwork (B) activity is positively correlated with the functional coupling between the frontoparietal and default mode systems ($\hat{\beta} = 0.00148$, 95% CI: (0.001246, 0.000172)).
Supplementary note 4: Accounting for the effect of spatial distance on gene coexpression between brain regions

Gene coexpression is known to decrease as a function of distance between the two regions being studied [11]. Thus, any observed difference in gene coexpression between two subnetworks could be due rather trivially to differences in distance spanned by the regions in the two subnetworks. To ensure that distance was not driving our observations, we assessed the pairwise distances between regions in subnetwork (A), the pairwise distances between regions in subnetwork (B), and the pairwise distances between all regions in the frontoparietal system, which is comprised of regions in both subnetwork (A) and subnetwork (B). We defined the pairwise distance between two parcels to be the Euclidean distance between the mean X, Y, and Z coordinates of the respective parcels in volumetric space. Specifically, we drew 50000 bootstrap samples of regions in subnetwork (A), subnetwork (B), and the frontoparietal system as a whole. We then calculated (i) the difference between the mean subnetwork (A) distance and the mean subnetwork (B) distance, (ii) the difference between the mean subnetwork (A) distance and the mean frontoparietal system distance, and (iii) the difference between the mean subnetwork (B) distance and the mean frontoparietal system distance. To conclude the analysis, we determined whether the 95% confidence interval for any of these difference distributions included zero.

After performing these computations, we found that the difference in mean within-subnetwork distance between subnetwork (A) and subnetwork (B), as well as the difference in mean within-subnetwork distance between subnetwork(A) (or (B)) and the mean frontoparietal network distance, were all not significantly different than 0, after Bonferroni correction for multiple comparisons. Specifically, we found that the difference in mean within-subnetwork distance between subnetwork (A) and subnetwork (B) is not significantly different than 0 (95% CI : [-8.5979, 3.7972]), the difference in mean within-subnetwork distance between subnetwork (A) and mean frontoparietal network distance is not significantly different than 0 (95% CI : [-6.6320, 2.5436]), and the difference in mean within-subnetwork distance between subnetwork (B) and the mean frontoparietal network distance is not significantly different than 0 (95% CI : [-9.6414, 0.8261]). Given these findings, inter-regional distance is unlikely to explain the observed differences in gene coexpression in the two subnetworks.
Figure S8: Frontoparietal subnetwork connectivity. (A) Subnetwork (A) displays activity that is negatively correlated with the activity of the dorsal attention system (mean $r = -0.14$, 95%CI: (-0.18, -0.11)), while subnetwork (B) displays activity that is positively correlated with the activity of the dorsal attention system (mean $r = 0.12$, 95%CI: (0.11, 0.12)). Using a multilevel model, we found that these correlations are significantly different ($\beta = 0.13057$, $p < 0.0001$, $t(1769) = 46.8$, $SE = 0.0027885$, $n = 2414$), and we found similar results using a non-parametric permutation test ($p < 0.0001$). (B) Subnetwork (A) displays activity that is positively correlated with the activity of the default mode system (mean $r = 0.042$, 95%CI: (0.038, 0.046)), while subnetwork (B) displays activity that is negatively correlated with the activity of the default mode system (mean $r = -0.082$, 95%CI: (-0.088, -0.076)). Using a multilevel model, we found that these correlations are significantly different ($\beta = -0.12469$, $p < 0.0001$, $t(1769) = -37.4$, $SE = 0.0033272$, $n = 2414$), and we found similar results using a non-parametric permutation test ($p < 0.0001$). Note that for visualization purposes, the data was not visually adjusted to account for subject repeated measures effects, whereas all reported statistics do take this into account.
Figure S9: **Frontoparietal subnetwork connectivity is related to performance.** As the two frontoparietal subnetworks display more correlated time series, performance on the 2-back working memory task worsens (Pearson correlation coefficient $r^2 = 0.73$, $p = 0.0003$).
Figure S10: **Results from the dynamical model at different parameter values.** These figures reproduce the results of Fig. 5 in the main manuscript at different values of the coupling and bifurcation parameters for the 3 nodes where activity is not being modulated.
Figure S11: **Simulated frontoparietal and dorsal attention dynamics.** (A) Increasing the amplitude of sub-network (A) in the computational model caused a decrease in the functional coupling between the frontoparietal and dorsal attention systems (Pearson correlation coefficient $r^2 = 0.65$, $p < 0.0001$). (B) Increasing the amplitude of subnetwork (B) in the computational model caused an increase in functional coupling between the frontoparietal and dorsal attention systems (Pearson correlation coefficient $r^2 = 0.246$, $p < 0.0001$).

Figure S12: **The strength of functional coupling between the dorsal attention and default mode systems relates to behavior.** The strength of the functional connection between the default mode and dorsal attention systems is anti-correlated with behavioral performance (Pearson’s correlation coefficient $r^2 = 0.73$, $p < 0.0001$).
Figure S13: **Simulated frequency effect on activity-connectivity variance.** More variance of the relationship between subnetwork (A) activity and the functional coupling between the frontoparietal and default mode system is explained as the frequency of subnetwork (A) is increased in the dynamical model. However, less variance of the relationship between subnetwork (B) activity and the functional coupling between the frontoparietal and default mode systems is explained as the frequency of subnetwork (B) is increased in the dynamical model.

**References**

[1] Michela Balconi. Dorsolateral prefrontal cortex, working memory and episodic memory processes: Insight through transcranial magnetic stimulation techniques. *Neuroscience Bulletin*, 29(3):381–389, 2013.

[2] Danielle S. Bassett, Nicholas F. Wymbs, M. Puck Rombach, Mason A. Porter, Peter J. Mucha, and Scott T. Grafton. Task-based core-periphery organization of human brain dynamics. *PLoS computational biology*, 9(9):e1003171, 2013.

[3] Danielle S. Bassett, Muzhi Yang, Nicholas F. Wymbs, and Scott T. Grafton. Learning-induced autonomy of sensorimotor systems. *Nature neuroscience*, 18(5):744–51, 2015.

[4] Thomas Blumensath, Saad Jbabdi, Matthew F. Glasser, David C. Van Essen, Kamil Ugurbil, Timothy E. J. Behrens, and Stephen M. Smith. Spatially constrained hierarchical parcellation of the brain with resting-state fMRI. *NeuroImage*, 76:313–324, 2013.
[5] Clayton E. Curtis and Mark D’Esposito. Persistent activity in the prefrontal cortex during working memory. *Trends in Cognitive Sciences*, 7(9):415–423, 2003.

[6] Simon B. Eickhoff, Bertrand Thirion, Gaël Varoquaux, and Danilo Bzdok. Connectivity-based parcellation: Critique and implications. *Human Brain Mapping*, 36(12):4771–4792, 2015.

[7] Marco Iacoboni, Matthew D. Lieberman, Barbara J. Knowlton, Istvan Molnar-Szakacs, Mark Moritz, C. Jason Throop, and Alan Page Fiske. Watching social interactions produces dorsomedial prefrontal and medial parietal BOLD fMRI signal increases compared to a resting baseline. *NeuroImage*, 21:1167–1173, 2004.

[8] Michael J. Kane and Randall W. Engle. The role of prefrontal cortex in working-memory capacity, executive attention, and general fluid intelligence: An individual-differences perspective. *Psychonomic Bulletin & Review*, 9(4):637–671, 2002.

[9] Rogier B. Mars, Franz-Xaver Neubert, MaryAnn P. Noonan, Jerome Sallet, Ivan Toni, and Matthew F. S. Rushworth. On the relationship between the “default mode network” and the “social brain”. *Frontiers in Human Neuroscience*, 6:189, 2012.

[10] Andrew C. Murphy, Shi Gu, Ankit N. Khambhati, Nicholas F. Wymbs, Scott T. Grafton, Theodore D. Satterthwaite, and Danielle S. Bassett. Explicitly Linking Regional Activation and Function Connectivity: Community Structure of Weighted Networks with Continuous Annotation. *arXiv*, page 1611.07962, 2016.

[11] Spiro P Pantazatos and Xinyi Li. Commentary: Brain networks. correlated gene expression supports synchronous activity in brain networks. *science* 348, 1241–4. *Frontiers in neuroscience*, 11:412, 2017.

[12] Theodore D. Satterthwaite, Daniel H. Wolf, Guray Erus, Kosha Ruparel, Mark A. Elliott, Efstathios D. Gennatas, Ryan Hopson, Chad Jackson, Karthik Prabhakaran, Warren B. Bilker, Monica E. Calkins, James Loughead, Alex Smith, David R. Roalf, Hakon Hakonarson, Ragini Verma, Christos Davatzikos, Ruben C. Gur, and Raquel E. Gur. Functional maturation of the executive system during adolescence. *The Journal of Neuroscience*, 33(41):16249–16261, 2013.
[13] Alexander Schaefer, Ru Kong, Evan M. Gordon, Timothy O. Laumann, Xi-Nian Zuo, Avram J. Holmes, Simon B. Eickhoff, and B. T. Thomas Yeo. Local-Global Parcellation of the Human Cerebral Cortex from Intrinsic Functional Connectivity MRI. *Cerebral Cortex*, 28(9):1–20, 2017.

[14] Joan Gay Snodgrass and June Corwin. Pragmatics of Measuring Recognition Memory: Applications to Dementia and Amnesia. *Journal of Experimental Psychology: General*, 117(1):34–50, 1988.

[15] Felice T. Sun, Lee M. Miller, and Mark D’Esposito. Measuring interregional functional connectivity using coherence and partial coherence analyses of fMRI data. *NeuroImage*, 21(2):647–58, 2004.

[16] Huifang E. Wang, Christian G. Bénar, Pascale P. Quilichini, Karl J. Friston, Viktor K. Jirsa, and Christophe Bernard. A systematic framework for functional connectivity measures. *Frontiers in Neuroscience*, 8:405, 2014.

[17] B. T. Thomas Yeo, Fenna M. Krienen, Jorge Sepulcre, Mert R. Sabuncu, Danial Lashkari, Marisa Hollinshead, Joshua L. Roffman, Jordan W Smoller, Lilla Zöllei, Jonathan R. Polimeni, Bruce Fischl, Hesheng Liu, and Randy L. Buckner. The organization of the human cerebral cortex estimated by intrinsic functional connectivity. *J Neurophysiol*, 106:1125–1165, 2011.