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Abstract

In this paper, we present an asynchronous optimization algorithm for distributed learning, that efficiently reduces the communications between a master and working machines by randomly sparsifying the local updates. This sparsification allows to lift the communication bottleneck often present in distributed learning setups where computations are performed by workers on local data while a master machine coordinates their updates to optimize a global loss.

We prove that despite its sparse asynchronous communications, our algorithm allows for a fixed stepsize and benefits from a linear convergence rate in the strongly convex case. Moreover, for ℓ_1-regularized problems, this algorithm identifies near-optimal sparsity patterns, so that all communications eventually become sparse. We furthermore leverage on this identification to improve our sparsification technique. We illustrate on real and synthetic data that this algorithm converges faster in terms of data exchanges.

1 Introduction

Distributed learning with costly communications. We consider a distributed learning set-up where n observations are split down over M machines, each machine i having a private subset S_i of the examples. Standard machine learning approaches usually consider that the entire training set is stored in one single machine or in a datacenter. In contrast, our aim is to learn collaboratively a shared prediction model without moving the training data, hence decoupling the ability to learn from the need to store the data in a centralized way.

Learning over scattered data leads to optimization problems with composite objective of the form

\[ \min_{x \in \mathbb{R}^d} \sum_{i=1}^{M} \pi_i f_i(x) + r(x), \]  

with \( \pi_i = n_i/n \) being the proportion of observations locally stored in machine i, and \( f_i(x) = \frac{1}{n_i} \sum_{j \in S_i} \ell_j(x) \) being the local empirical risk at machine i. This formulation corresponds to a setup without shared memory where each machine has access only to its local subset of the data. In this situation, it is natural to consider that the machines, also referred to as slaves, perform their computations separately and communicate with a master machine. Our general computation framework is the following (see e.g. [15, 10, 11, 22]): one machine gets the current model from the master, improves it by learning from its own data which produces a local model update; only this update is sent to the master, which computes a new shared model.

In large-scale machine learning, stochastic optimization algorithms are very popular, see e.g. the parallel stochastic algorithms of [13, 29]. Such algorithms are highly iterative and then require low-latency and high-throughput connections. In contrast, our distributed setting features machines having significantly higher-latency and lower-throughput connections, and only intermittently available for training. In fact it
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is commonly admitted (see e.g. [19] [18]) that in a distributed computing environment, one must focus not only on the data accesses, but also on the size of communication, thus rehabilitating batch algorithms. In the context of this paper, communications are typically the practical bottleneck of the learning process, see e.g. [16] [33].

Contributions. In this paper, we aim at providing a distributed optimization algorithm with fewer communications.

We first propose an asynchronous distributed algorithm, featuring a sparsification of upward communications (slave-to-master). Our sparsification mechanism is based on uniform sampling selection of local update entries. This random technique maintains the linear convergence in the mean-squared error sense, in the strongly convex case. The resulting proximal gradient algorithm is adjustable to various levels of communication costs, machines computational powers, and data distribution evenness. An attractive property of the algorithm is the possibility to use a fixed learning rate that does not depend neither on communication delays nor on the number of machines (one can actually use the same fixed stepsize as for the vanilla proximal-gradient algorithm).

Secondly, in the case of $\ell_1$-regularized problems, we prove that this distributed algorithm identifies some sparsity pattern in finite time with probability one, resulting in sparse downward communications (master-to-slave). Thus, all communications are eventually sparse. We furthermore leverage on this identification result to improve our sparsification technique: this approach can be seen as an automatic dimension reduction procedure, resulting in better performance with limited communications.

Outline. The paper is organized as follows. In Section 2, we position our work with respect to the state-of-the-art. In Section 3, we present the new asynchronous distributed algorithm with sparse up-communications, and we provide its exponential convergence rate in the strongly convex case. In Section 4, we prove that the algorithm identifies a near-optimal support for $\ell_1$-regularized problems and discuss its corresponding algorithmic implications. Finally, we provide numerical illustrations in section 5 for typical $\ell_1$-regularized problems.

2 Related literature

On sparsification. There has been a great interest in sparsity for machine learning both from statistical and algorithmic perspectives (see e.g. [31] and [12] and references therein). Sparsity can be induced by three main families of approaches:

- **Proximal methods.** They consist in using sparsity-inducing regularizations in learning models and solving the optimization problem with proximal-based algorithms. Typically, one uses $\ell_0$ or $\ell_1$ norms, the proximity operator of which are respectively hard or soft thresholding [32] [27].

- **Coordinate descent.** Block coordinate descent algorithms, recently knew a rebirth in the context of huge-scale learning [23] [28]; these methods can be interpreted as sparsified gradient descent. In the context of $\ell_1$-regularized problems, they can be combined with screening techniques for efficiently solving high-dimensional problems, [20].

- **Random sparsification for distributed learning.** The idea of randomly selecting some entries to update has been applied in distributed algorithms. Random selection is used to sparsify local gradients in the synchronous algorithm of [33], to sparsify the variance-reducing term in the stochastic algorithm of [13] and [24], or to sparsify updates in fixed-point iterations [25]. In the context of federated learning, [10] mentions the idea of random sparsification, but without further study. Here we provide a thorough analysis of the idea, and we further study its interplay with the proximal approach and with identification properties of algorithms.

Our algorithm combines these three approaches: it features a proximal $\ell_1$ step for the downward communications and a random coordinate updates for the upward communications. To the best of our knowledge, our algorithm is the first to feature such asynchronous two-way sparse communications.
On Identification. Identification of optimal structure has been studied for a long time in the context of constrained convex optimization (see e.g. [34]) and nonsmooth nonconvex optimization (e.g. [9]). Although many deterministic algorithms have been proved to have identification properties, the situation is less clear for random algorithms: in particular (proximal) stochastic gradient methods are known to be unable to identify substructure (see e.g. [14]), while it has been recently proved that (proximal) variance-reduced stochastic gradient methods do have such identification properties [26]. No identification results have yet been reported for asynchronous distributed optimization algorithms.

All known results (including also [14]) use moreover a strong non-degeneracy assumption to establish identification result. The only exception is [6] that present extended identification results without non-degeneracy for a large class of nonsmooth regularizers. Identification results for our distributed algorithm in the \( \ell_1 \) regularization will be based on general identification results of [6].

Finally note that, though identification has been used to accelerate algorithms (by a better tuning of parameters, lower computation complexity of iterations, or high-order accelerations), it is the first time in this paper that it is used as an automatic dimension reduction and sparsification technique.

On Asynchronous Distributed Optimization. There is a vast literature on distributed optimization methods without shared memory, based a variety of algorithms such as the ADMM, proximal gradient, SAGA etc. [35, 19, 1, 25, 5]. However, these methods usually rely on restrictive assumptions on the computing system delays, which in turn impact the obtained convergence rates. Asynchronous coordinate descent methods able to handle unbounded delays were recently proposed [8, 30] but use decreasing stepsizes. In contrast, the recent works [22, 21] provide a delay-independent analysis technique that allows to get rid of assumptions on the computing system. We use these techniques in the convergence proofs of our algorithms. It enables us to show the convergence of our distributed randomized method with the same fixed stepsizes as in the vanilla proximal gradient algorithm.

3 Distributed algorithm with sparsification

In this section we present our distributed algorithm for solving (1) with sparse upward communications. Section 3.1 introduces the notation for asynchrony, the proximal gradient iteration, and the details of the algorithm. Section 3.2 studies its convergence under a standard assumption on the model (strong convexity) but no assumption on the computing system. (in particular, no assumption on delays or data distribution).

3.1 Asynchronous distributed proximal algorithm with sparsification

Notation for asynchronous updates. An asynchronous distributed setting allows the algorithm to carry on computation without waiting for slower machines: the machine performs computations based on outdated versions of the main variable, and the master has to gather the slaves inputs into a productive update. We formalize this framework with the following notation.

- **For the master.** We define the time \( k \), as the number of updates the master receives from any of the slaves. Thus, at time \( k \), the master receives some input from an agent, denoted by \( i^k \), updates its global variables \( \mathbf{x}^k \) and \( x^k \), and sends back \( x^k \) to slave \( i^k \).

- **For slave \( i \).** At time \( k \), we introduce \( d^k_i \) the time elapsed from the last update slave \( i \) to the master (\( d^k_i = 0 \) iff the master gets updates from slave \( i \) at time \( k \), i.e. \( i^k = i \)). We also consider \( D^k_i \) the time of the penultimate update. This means that, at time \( k \), the last two moments when \( i \) updates were \( k - d^k_i \) and \( k - D^k_i \).

Sparsification of local updates. In the proposed method, the master machine asynchronously gathers sparsified delayed gradient updates from slaves and sends them back the current point. More specifically, each slaves independently computes, using its local subset of the data, a gradient step for a selected subset of coordinates only. At iteration \( k \), this randomly drawn subset of entries of the gradient to be computed by agent \( i^k \) is called mask and is denoted by \( \mathbf{S}^k \) (in bold, to single it out as it is the only random variable in
the algorithm). The master machines keeps track of the weighted average of the most recent slave outputs, computes the proximity operator of the regularizer at this average point, and sends this result back to the updating slave \( i^k \). Thus, the iteration of our base algorithm writes as follows with \( x_{[j]} \) denoting the \( j \)-th coordinate of \( x \in \mathbb{R}^d \).

\[
x_{i[j]}^k = \begin{cases} 
(x^{k-D_{i[j]}^k} - \gamma \nabla f_{i}(x^{k-D_{i[j]}^k}))_{[j]} & \text{if } i = i^k \text{ and } j \in S^{k-D_{i[j]}^k}, \\
 x_{i[j]}^{k-1} & \text{otherwise} 
\end{cases}
\]

\[
x^k = \text{prox}_{\gamma r}(x^k) \quad \text{with} \quad \pi^k := \sum_{i=1}^{M} \pi_i x_i^k.
\]

This sparsification corresponds to one iteration of a stochastic block-coordinate descent, locally at the worker. However, our algorithm does not correspond to an asynchronous stochastic block-coordinate descent algorithm \cite{17 30 25 28}, since the iteration is made from \( x^k \) aggregating asynchronously all the workers contributions. This originality is inspired from \cite{22 21}: though it may appear conservative, it actually performs well in practice due to the stability of the produced iterations; the intuition being that combining delayed points is more stable than using a combination of delayed directions; see the numerical comparisons of \cite{21}.

Thus, using the terminology \cite{30}, the local iterate \( x_{i[j]}^k \) of our algorithm suffers from the combination of two kinds of delays: i) a deterministic unbounded delay coming from asynchronous communications, and ii) stochastic delays coming from the local sparsification at worker \( i \). The co-existence of both deterministic and stochastic delays calls for an original mathematical analysis.

**Distributed Implementation.** We include the above-defined sparsified proximal gradient iteration in a distributed algorithm. The proposed algorithm SPY is generic as none of its ingredients (including the stepsize choice) depend on the computing system (data distribution, agents delays, ...). A unique feature of this algorithm is that though each master update relies on only one agent (and thus part of the data), all the data is always implicitly involved in the master variable, with even proportions. This allows the algorithm to cope with the heterogeneity of the computing system. Its presentation uses the following notation: for a vector of \( x \in \mathbb{R}^d \) and a subset \( S \) of \( \{1, \ldots, d\} \), \( [x]_S \) denotes the size-\( d \) vector with all zeros except for coordinates \( j \in S \) and \( x_{[S]} \) the size-\( |S| \) vector with only the coordinates \( j \in S \). Thus we have \( x \in \mathbb{R}^d, [x]_S \in \mathbb{R}^d, x_{[S]} \in \mathbb{R}^{|S|} \) and \( ([x]_S)_{[j]} = x_{[j]} \) iff \( j \in S \).

**SPY algorithm**

| **Master** | **Slave \( i \)** |
|------------|------------------|
| Initialize \( \bar{x}^0 \) | Initialize \( x_i = x_i^+ = x = \bar{x}^0 \) |
| **while not converged do** | **while not interrupted by master do** |
| Receive \( \Delta_{i[D_{i}^k]} \) from agent \( i^k \) | \([x_i^+]_S \leftarrow [x - \gamma \nabla f_{i}(x)]_S \) |
| \( \bar{x}^k \leftarrow \bar{x}^{k-1} + \pi_i \Delta_{i[D_{i}^k]} \) | \( \Delta \leftarrow x_i^+ - x_i \) |
| \( x^k \leftarrow \text{prox}_{\gamma r}(\bar{x}^k) \) | Send \( \Delta \) to master |
| Choose sparsity mask \( S^k \) | \([x_i]_S \leftarrow [x_i^+]_S \) |
| Send \( x^k, S^k \) to agent \( i^k \) | Receive \( x \) and \( S \) from master |

The communications per time are i) a blocking send/receive from a slave to the master (in blue) of size \( |S| \); and ii) a blocking send/receive from the master to the last updating slave (in red) of the current iterate. The up-communication is thus sparse by sparsification and the down-communication cost depends on the structure of \( x^k \), which is the result of a proximal operation of the regularization. In the case where the
\(\ell_1\)-regularizer is used, \(x^k\) becomes sparse after some iterations, leading to a two-way sparse algorithm. This particular case will be investigated in details in Section 4.

### 3.2 Convergence Analysis

We study the convergence properties of the algorithm under standard assumptions on the learning problem [1] and no assumption on the system (neither on delays nor on data distribution).

**Assumption 1** (On the problem). All functions \(\{f_i\}_{i=1,...,M}\) are \(\mu\)-strongly convex and \(L\)-smooth, i.e. differentiable with Lipschitz continuous gradient; and \(r\) is convex and lower-semi continuous.

For the analysis, we thus assume that the functions \(f_i\) share the same strong convexity constant. In practice, we could include a proportion of \(\ell_2\) regularization to uniformize the strong convexity. We also assume that the functions \(f_i\) share the same smoothness constant, which is also fine as the \(f_i\)'s are typically averaged, and not summed, risk functions (so that data imbalanced is not an issue here). Note finally that this assumption implies that there is a unique minimizer \(x^*\) to [1].

As for the sparsity masks, we propose two uniform choices. At this point, there is no reason a priori to change probabilities between agents or coordinates (this will be changed in Section 4).

**Assumption 2** (On the random sparsification). The sparsity mask selectors \(\{S^k\}\) are independent and identically distributed random variables such that for a probability \(p \in [0,1]\), either:

- **Option I.** We select a coordinate in the mask based on the uniform probability \(p\): for all \(j, j' \in \{1,...,d\}\) \(\Pr[j \in S^k] = \Pr[j' \in S^k] = p > 0\).

- **Option II.** We draw \(pd\) coordinates uniformly: \(|S^k| = pd \in \{1,...,d\}\) almost surely and for all \(j, j' \in \{1,...,d\}\) \(\Pr[j \in S^k] = \Pr[j' \in S^k]\).

Furthermore, the delays \((D_i^k)_{i=1,...,M}\) are independent of the future mask selectors \(\{S^t\}_{t \geq k}\).

The definition of the random set of coordinates in Option I is simple but has a disadvantage: the size of the set can be anything between 0 and \(n\) with nonzero probability. Although the size will be \(pn\) in expectation, we cannot guarantee that every communication will be sparse. This is why Option II fixes the size of the set \(S\) to \(|S| = pn\) and draw uniformly \(pn\) coordinates.

We emphasize that this is a rather light assumption on \(S^k\), as it is independent of both the iterations and computing system. We do not assume that the update delays are bounded or independent of the previous mask selectors \(\{S^k\}\), we only put the natural assumption that at any \(k\), the delays since the last update may depend on past mask selectors \(\{S^t\}_{t < k}\) but not on the future ones.

We define an auxiliary sequence of stopping times \(k_m\) defined iteratively as the first time since the previous terms when all slaves have made at least two updates. Mathematically, the definition is

\[
k_0 = 0 \quad \text{and} \quad k_{m+1} = \min \left\{ k : k - D_i^k \geq k_m \text{ for all } i \right\}.
\]

This sequence will be at the center of the following convergence rate result, since it directly embeds the number of machines and the delays, and thus automatically adapts the various situations. For instance, we treat the usual case of bounded delays as a corollary.

**Theorem 1** (Convergence rate). Suppose that Assumptions [1] and [2] hold. Take \(\gamma \in (0, 2/(\mu + L)]\). Then, for all \(k \in [k_m, k_{m+1})\),

\[
\mathbb{E}[\|x^k - x^*\|^2] \leq \left( 1 - \frac{2\gamma p L}{\mu + L} \right)^m \max_{i=1,...,M} \|x^0_i - x^*\|^2.
\]

\(^1\)To be precise with respect to random stopping time nature of the \((k_m)\), let us define the filtration \(\mathcal{F}^k = \sigma(\{S^t\}_{t \leq k})\) so that all variables at time \(k\) \((x^{k}_1, x^{k}_2, x^{k}, d^{k}_1, D^{k}_i, \text{etc.})\) are \(\mathcal{F}^k\)-measurable but \(S^k\) is not. As for all \(i\), \(D_i^k\) is \(\mathcal{F}^k\)-measurable, \(k_m\) is an \(\mathcal{F}^{k_m}\) stopping time. The filtration will also appear in the convergence proof.
Assumption 2

where we used that \( x^* := x^* - \gamma \nabla f_i(x^*) \).

From those, one can derive \( \pi_i x^*_i \). Then, as \( 0 \in \sum_i \pi_i \nabla f_i(x^*) + \partial g(x^*) \) by first-order optimality conditions, we have that \( \pi^* = \sum_i \pi_i x^*_i = x^* - \gamma \sum_i \pi_i \nabla f_i(x^*) \in x^* + \gamma \partial g(x^*) \) which directly leads to \( \text{prox}_{\gamma g}(\pi^*) = x^* \) (see Chap. 16 of [3]).

For a time \( k \) and a slave \( i \), we have that \( x^k_i = x^k_i - d_i^k \) depends on i) \( x^{k-D^k}_i \) which is \( F^{k-D^k}_i \)-measurable; and ii) \( S^{k-D^k}_i \) which does not have this property but is i.i.d. We now consider first using Option I of Assumption [2]

\[
E[\|x^k_i - x^*_i\|^2 | F^{k-D^k}_i] = \mathbb{E}[\|x^k_i - x^*_i\|^2 | F^{k-D^k}_i] = \sum_{j=1}^{d} \mathbb{E}[\|x^k_{i[j]} - x^*_i\|^2 | F^{k-D^k}_i] \]

\[
= p\|x^{k-D^k}_i - \gamma \nabla f_i(x^{k-D^k}_i) - (x^* - \gamma \nabla f_i(x^*))\|^2 + (1-p)\|x^{k-D^k}_i - x^*_i\|^2.
\]

In the other case, when we use Option II of Assumption [2] we have the same bound, since:

\[
E[\|x^k_i - x^*_i\|^2 | F^{k-D^k}_i] = \mathbb{E}[\|x^k_i - x^*_i\|^2 | F^{k-D^k}_i, S^{k-D^k}_i], F^{k-D^k}_i]
\]

\[
= \mathbb{E}\sum_{j=1}^{d} p(x^{k-D^k}_{i[j]} - \gamma \nabla f_i(x^{k-D^k}_{i[j]}) - x^*_{i[j]}|^2 + (1-p)(x^{k-D^k}_{i[j]} - x^*_{i[j]}|^2 | F^{k-D^k}_i]
\]

\[
= \sum_{j=1}^{d} p(x^{k-D^k}_{i[j]} - \gamma \nabla f_i(x^{k-D^k}_{i[j]}) - x^*_{i[j]}|^2 + (1-p)(x^{k-D^k}_{i[j]} - x^*_{i[j]}|^2
\]

\[
= p\|x^{k-D^k}_i - \gamma \nabla f_i(x^{k-D^k}_i) - (x^* - \gamma \nabla f_i(x^*))\|^2 + (1-p)\|x^{k-D^k}_i - x^*_i\|^2.
\]

We now use the \( \mu \)-strong convexity and \( L \)-smoothness of \( f_i \) to write (see e.g. Lemma 3.11 of [4]),

\[
\|x^{k-D^k}_i - \gamma \nabla f_i(x^{k-D^k}_i) - (x^* - \gamma \nabla f_i(x^*))\|^2 \leq \left(1 - \frac{2\gamma \mu L}{\mu + L}\right) \|x^{k-D^k}_i - x^*\|^2 - \gamma \left( \frac{2}{\mu + L} - \gamma \right) \|\nabla f_i(x^{k-D^k}_i) - \nabla f_i(x^*)\|^2.
\]

Thus, for any \( \gamma \in (0, 2/(\mu + L)] \), one can drop the last non-negative term,

\[
E[\|x^k_i - x^*_i\|^2 | F^{k-D^k}_i] \leq p \left(1 - \frac{2\gamma \mu L}{\mu + L}\right) \|x^{k-D^k}_i - x^*\|^2 + (1-p)\|x^{k-D^k}_i - x^*_i\|^2
\]

\[
\leq p \left(1 - \frac{2\gamma \mu L}{\mu + L}\right) \|x^{k-D^k}_i - x^*\|^2 + (1-p)\|x^{k-D^k}_i - x^*_i\|^2,
\]

where we used that \( \|x^{k-D^k}_i - x^*\|^2 = \|\text{prox}_{\gamma g}(x^{k-D^k}_i) - \text{prox}_{\gamma g}(x^*)\|^2 \leq \|x^{k-D^k}_i - x^*\|^2 \) by definition and non-expansiveness of the proximity operator of \( r \). Taking full expectation on both sides, we get

\[
E[\|x^k_i - x^*_i\|^2] \leq p \left(1 - \frac{2\gamma \mu L}{\mu + L}\right) \mathbb{E}\|x^{k-D^k}_i - x^*\|^2 + (1-p)\mathbb{E}\|x^{k-D^k}_i - x^*_i\|^2.
\]
Then, using that \( \mathbf{x}^{k-D^k} - \mathbf{x}^* = \sum_{i=1}^M \pi_i (x^k_i - D^k_i) \) and the convexity of \( \| \cdot \|^2 \), we get

\[
E\|x^k_i - x^*_i\|^2 \leq p \left( 1 - \frac{2\gamma \mu L}{\mu + L} \right) \sum_{j=1}^M \pi_j E \|x^{k-D^k}_j - x^*_j\|^2 + (1 - p) E\|x^{k-D^k}_j - x^*_j\|^2
\]

\[
\leq p \left( 1 - \frac{2\gamma \mu L}{\mu + L} \right) \max_{j=1,...,M} E \|x^{k-D^k}_j - x^*_j\|^2 + (1 - p) \max_{j=1,...,M} E\|x^{k-D^k}_j - x^*_j\|^2
\]

\[
\leq \left( 1 - \frac{2\gamma \mu L}{\mu + L} \right) \max_{j=1,...,M} E \|x^{k-D^k}_j - x^*_j\|^2.
\]

Let \( c_k = \max_{i=1,...,M} E \|x^{k}_j - x^*_j\|^2 \) and \( \alpha = 2\gamma \mu L / (\mu + L) \), then the above result implies the following bound:

\( c_k \leq (1 - \alpha) \max_{j=1,...,M} c_{k-D^k} \). Using the definition of the sequence \( (k_m) \), we get

\[
c_{k_m} \leq (1 - \alpha) \max_j c_{k_m-D^k_m} \leq (1 - \alpha) \max_{\ell \in [k_m-1,k_m)} c_{\ell}
\]

\[
c_{k_m+1} \leq (1 - \alpha) \max(c_{k_m}, \max_{\ell \in [k_m-1,k_m)} c_{\ell}) \leq (1 - \alpha) \max_{\ell \in [k_m-1,k_m]} c_{\ell}.
\]

Thus for all \( k \geq k_m \), \( c_k \leq (1 - \alpha) \max_{\ell \in [k_m-1,k_m]} c_{\ell} \). This implies that the sequence \( \bar{c}_m := \max_{\ell \in [k_m,k_m+1]} c_{\ell} \) is exponentially decreasing:

\[
\bar{c}_m \leq (1 - \alpha) \bar{c}_{m-1} \leq (1 - \alpha)^m \bar{c}_0 \leq (1 - \alpha)^m \max_{i=1,...,M} \|x^0_i - x^*_i\|^2.
\]

Finally, it suffices to use once again the non-expansivity of the proximity operator of \( r \) and the definitions to get that for all \( k \in [k_m,k_m+1] \),

\[
E\|x^k - x^*\|^2 \leq E\|\mathbf{x}^k - \mathbf{x}^*\|^2 \leq \sum_{i=1}^M \pi_i E\|x^k_i - x^*_i\|^2 \leq c_k \leq (1 - \alpha)^m \max_{i=1,...,M} \|x^0_i - x^*_i\|^2,
\]

which concludes the proof. \( \square \)

This results shows that the proposed algorithm converges linearly at a rate that only depends on the function properties but neither on the number of machines nor on the delays as they are directly embedded in the sequence \( (k_m) \). When we consider bounded delays which is the standard assumption, the particularization of the previous result leads to a rate depending as expected on the bound on delays, as formalized in the following corollary.

**Corollary 2.** Suppose that Assumptions \( \square \) and \( \square \) hold. Suppose furthermore that the delays are bounded over time and machines: \( d^k_i \leq d \) for all \( k \) and \( i \). Take \( \gamma \in (0, 2/(\mu + L)) \). Then, for all \( k \),

\[
E\|x^k - x^*\|^2 \leq \left( 1 - \frac{2\gamma \mu L}{(2d+1)(\mu + L)} \right)^k \max_{i=1,...,M} \|x^0_i - x^*_i\|^2.
\]

**Proof.** From definition \( \square \), we have that \( k_{m+1} - k_m \leq 2d + 1 \), by the boundedness assumption. Therefore \( k_m \leq (2d+1)m \). For all \( k \in [k_m,k_m+1] \), we deduce \( k/(2d+1) \leq m \). Notice also that for all \( u \in (0,1) \), the concavity of the function \( u \mapsto (1 - u)^{1/(2d+1)} \) gives that \( (1 - u)^{1/(2d+1)} \leq 1 - u/(2d+1) \). The bound of Theorem \( \square \) thus leads to

\[
\left( 1 - \frac{2\gamma \mu L}{\mu + L} \right)^m \leq \left( 1 - \frac{2\gamma \mu L}{(2d+1)(\mu + L)} \right)^k \leq \left( 1 - \frac{2\gamma \mu L}{(2d+1)(\mu + L)} \right)^k.
\]

This gives the rate depending on the bound \( d \). \( \square \)
In Theorem 1 and its corollary, it is important to notice that the stepsize $\gamma$ can be taken in the usual range for (proximal) gradient descent and in particular does not depend on the delays in any way. (In fact, the delays and the computing system appear nowhere in the algorithm). This is in contrast with existing asynchronous algorithms, even for the works with the most realistic assumptions; see [3, 1, 17, 30] and references therein. The traditional stepsizes were previously known to usually work in practice (see e.g. [30, Footnote 1]). Our original proof technique allows us to establish it theoretically.

We also emphasize that even though the probability $p$ of coordinate selection of Assumption 2 appears in the rate, it does not appear neither in the range of admissible stepsizes. Thus, with the same stepsize as in the classical proximal gradient, sparsification is possible at the expense of an accordingly slower rate.

4 Identification and Sparsity for $\ell_1$-regularized problems

In the case of $\ell_1$-regularized learning problems, i.e. with $r(x) = \lambda \|x\|_1$ in problem (1), our algorithm reaches some sparsity structure, which leads to algorithmic improvements.

4.1 Sparsity Identification and Resulting Sparsification of Communications

Regularization with $\ell_1$-norm induces sparsity [2]. It has been shown that proximal-gradient methods identify such sparsity patterns which means that they produce iterates that reach the same support as the optimal solution of (1). Unfortunately, randomness may break this identification property. For example, it is well-known that for the proximal stochastic gradient descent, this sparse structure may not be identified with probability one; see e.g. [13] and a counter-example in the recent article [26].

For our algorithm, we proved in Section 3.2 its L2 convergence without any assumption on delays. This yields the convergence in probability, which unfortunately does not imply structure identification in general, as it is the case for the prox-SGD. In this section, we prove that our algorithm identifies a near-optimal substructure under an additional light assumption over the delays. To the best of our knowledge, this is the first time that such a property is shown for an asynchronous algorithm.

**Assumption 3** (Additional assumption for identification). The number of iterations between two full updates cannot grow exponentially, i.e., there is $C$ such that for any $\varepsilon > 0$ and all $m$, $k_{m+1} - k_m \leq C(1 + \varepsilon)^m$. This assumption is mild and subsumes the usual bounded delay assumption.

For a vector $x \in \mathbb{R}^n$, we define its support $\text{supp}(x) \subseteq \{1, \ldots, d\}$ as the set $\text{supp}(x) = \{i \in \{1, \ldots, d\} : x_i \neq 0\}$, and we note $|\text{supp}(x)|$ the size of the support of $x$. We show that for $\ell_1$-regularized problems, the master iterates $(x^k)$ of our algorithm reaches the sparsity pattern of the solution (or a slightly enlarged one) in finite time with probability one.

**Theorem 3** (Identification). Let Assumptions 1, 2, and 3 hold. Then, for $r(x) = \lambda \|x\|_1$, the algorithm identifies a near-optimal support in finite time with probability one: there is $K$ such that

$$\text{supp}(x^*) \subseteq \text{supp}(x^k) \subseteq \text{supp}(y^*_\varepsilon) \quad \text{for all } k \geq K,$$

where $y^*_\varepsilon = \text{prox}_{(1-\varepsilon)r}(\pi^* - x^*)$ for any $\varepsilon > 0$. Furthermore, if the problem is non-degenerate, i.e. $-\sum_{i=1}^M \pi_i \nabla f_i(x^*) \in \partial r(x^*)$ then, the algorithm identifies the optimal support: w.p. 1, $\exists K$:

$$\text{supp}(x^k) = \text{supp}(x^*) \quad \text{for all } k \geq K.$$

**Proof.** The proof is divided into two parts: i) the proof of the almost sure convergence of iterates; and ii) the use of general identification results. First, from the proof of Theorem 1 one get that

$$\mathbb{E}\|x^k - x^*\|^2 \leq \mathbb{E}\|\pi^* - x^*\|^2 \leq C(1 - \alpha)^m,$$

(4)
Then, the steps of Theorem 3 can be mimicked for mirror-stratifiable function easily extended to a vast number of regularizations, as the total variation, $\ell_1$ algorithm could actually identify low-complexity manifolds for a more general class of functions. For clarity, this identification are random variables such that

$$P[u^* = 0, \text{prox}_{\lambda r}(x^k)] = 0.$$ 

Thus, as $x^k = \text{prox}_{\gamma r}(x^k)$, one has that $u^k := (x^k - x^k)/\gamma \in \partial r(x^k)$ and $(u_k)$ converges almost surely to $u^* := (x^k - x^k)/\gamma$.

Now that the almost sure convergence of $(x^k)$ and $(u_k)$ with $u^k \in \partial r(x^k)$, we can use Theorem 1 of [1] to get the first part of the result. The right hand side is obtained from Eq. (2.8) of [6] by noticing that any $\varepsilon > 0$, $\text{prox}_{(1-\varepsilon)r}(u^*) \cap [-\varepsilon \lambda, \varepsilon \lambda] = [-\lambda - \lambda]$ and the sparsity pattern of $y^* = \text{prox}_{\gamma r(1-\varepsilon)r}(\gamma u^*)$ is slightly larger than the right one of (2.8).

Finally, if $u^* = \sum_{i=1}^M \pi_i \nabla f_i(x^*) \in \partial r(x)$, then, for any $i$ such that $x_i = 0$, $u_i^* \in \partial \lambda |x_i| = -\lambda$, so the sparsity patterns of the right and left bounds match.

This result implies that for problems having a sparse solution, the point sent to slaves will eventually become sparse. Thus for $\ell_1$ regularized learning problems, our distributed algorithm has, structurally, two-way sparse communications. In addition to the sparsification of communications, the identification can be further leveraged as an algorithmic advantage, as explained in the next section.

Remark 1 (Extensions to other types of sparsity). The identification result of Theorem 3 is formulated with an $\ell_1$-regularization in order to focus on the sparsity in the main text of the paper however, it can be easily extended to a vast number of regularizations, as the total variation, $\ell_{1,2}$ norm, etc. In general, any mirror-stratifiable function [2] will produce structure-identifying iterates. The technical ingredients used for this identification are

$$\left\{ \begin{array}{l} x^k \to x^* \text{ almost surely} \\
\ x^k = \text{prox}_{\gamma r}(x^k) \end{array} \right.,$$

which are obtained i) by the linear convergence of our algorithm in L2 and ii) by its proximal construction. Then, the steps of Theorem 3 can be mimicked for mirror-stratifiable function $r$. Thus extensions of our algorithm could actually identify low-complexity manifolds for a more general class of functions. For clarity, we only consider the case of the $\ell_1$ norm in the paper.

### 4.2 Automatic Support Adaptation

Upon noticing that the (or most of) iterates outside the solution pattern will stay null after some time, it is natural to foster the coordinates in the mask of the master iterate $x^k$ in terms of update. Practically, this means giving them a higher probability in the sparsity mask selector $S^k$.

Assumption 4 (On the sparsification with support identification). The sparsity mask selectors $(S^k)$ are random variables such that $P[j \in S^k] = 1$ if $j \in \text{supp}(x^k)$ and either:
Option III. $\mathbb{P}[j' \in S^k] = p > 0$ for all $j' \notin \text{supp}(x^k)$.

Option IV. $|S^k| = |\text{supp}(x^k)| + p(d - |\text{supp}(x^k)|) \in \{1, \ldots, d\}$ almost surely and $\mathbb{P}[j' \in S^k] = \mathbb{P}[j'' \in S^k]$ for all $j', j'' \notin \text{supp}(x^k)$.

Furthermore, the delays $(D^k_i)_{i=1, \ldots, M}$ are independent of the future mask selectors $\{S^i\}_{i \geq k}$.

### SPY-DR algorithm

| Slave $i$ |
| --- |
| Initialize $x_i = x^+ = x \rightarrow \bar{x}$ |

**while not interrupted by master**

1. $[x^+^i]_{\text{supp}(x)} \leftarrow [x - \gamma \nabla f_i(x)]_{\text{supp}(x)}$
2. $[x^+^i]_{\text{supp}(x)} \leftarrow p[x - \gamma \nabla f_i(x)]_{\text{supp}(x)} + (1 - p)[x_i]_{\text{supp}(x)}$
3. $\Delta \leftarrow x^+ - x_i$
4. Send $[\Delta]_s$ to master
5. $[x_i]_s \leftarrow [x^+_i]_s$

**end**

**Receive $x$ and $S$ from master**

This algorithm is similar to SPY except for handling of the support of the received point by a slave (the master part remains the same). The following result gives convergence and identification with the same rate as Theorem 1 but SPY-DR may be more efficient in practice since in the first iterations, the mask of the master point is usually full and thus so are the updates, resulting in a faster convergence and identification.

**Theorem 4 (Convergence rate of SPY-DR).** Let Assumptions 1, 3, and 4 hold. Take $\gamma \in (0, 2/(\mu + L)]$. Then, for all $k \in [k_m, k_{m+1}]$,

$$\mathbb{E}[\|x^k - x^*\|^2] \leq \left(1 - \frac{\gamma \mu L}{\mu + L}\right)^m \max_{i=1, \ldots, M} \|x^0_i - x^*_{i}\|^2$$

and identification in the sense of Theorem 3 holds.

**Proof.** With the same notations as in the proof of Theorem 1 we have

$$\mathbb{E}[\|x^k_i - x^*_i\|^2 | \mathcal{F}^{k-D^k_i}] = \mathbb{E}[\|x^{k-d^k_i}_i - x^*_i\|^2 | \mathcal{F}^{k-D^k_i}]$$

$$= \sum_{j \notin \text{supp}(x^{k-d^k_i}_i)} p \left(\|x^{k-D^k_i}_i - \gamma \nabla f_i(x^{k-D^k_i}_i) - x^*_i\|_j \right)^2 + (1 - p) \left(\|x^{k-D^k_i}_i - x^*_i\|_j \right)^2$$

$$+ \sum_{j \in \text{supp}(x^{k-d^k_i}_i)} \left(\|p(x^{k-d^k_i}_i - \gamma \nabla f_i(x^{k-d^k_i}_i)) + (1 - p)x^{k-D^k_i}_i - x^*_i\|_j \right)^2$$

$$\leq \sum_{j \notin \text{supp}(x^{k-d^k_i}_i)} p \left(\|x^{k-D^k_i}_i - \gamma \nabla f_i(x^{k-D^k_i}_i) - x^*_i\|_j \right)^2 + (1 - p) \left(\|x^{k-D^k_i}_i - x^*_i\|_j \right)^2$$

$$+ \sum_{j \notin \text{supp}(x^{k-d^k_i}_i)} p \left(\|x^{k-D^k_i}_i - \gamma \nabla f_i(x^{k-D^k_i}_i) - x^*_i\|_j \right)^2 + (1 - p) \left(\|x^{k-D^k_i}_i - x^*_i\|_j \right)^2$$

$$= p\|x^{k-D^k_i}_i - \gamma \nabla f_i(x^{k-D^k_i}_i) - (x^* - \gamma \nabla f_i(x^*))\|^2 + (1 - p)\|x^{k-D^k_i}_i - x^*_i\|^2$$

where the inequality follows from convexity of $\| \cdot \|^2$. The rest of the proof follows the same arguments as the one of Theorem 1. The identification part also follows unchanged. \qed
Figure 1: Performance of the algorithms on the synthetic lasso problem: identification properties (at the left) and convergence with respect to communication cost (at the right).

5 Numerical Illustrations

In this section, we illustrate the communication gain provided by our random sparsification algorithms on two classic $\ell_1$ regularized empirical risk minimization problems.

Problems. We first consider a synthetic LASSO problem

$$\min_{x \in \mathbb{R}^d} \|Ax - b\|^2 + \lambda_1 \|x\|_1$$

with $n = 10,000$ examples and $d = 300$ features. $A$ is generated from the standard normal distribution, $b = Ax_0 + e$ where $x_0$ is a 90% sparse vector and $e$ is taken from the normal distribution with standard deviation 0.01. We take $\lambda_1$ to reach the sparsity of 90%.

We also examine the regularized logistic regression with elastic net

$$\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{j=1}^n \log(1 + \exp(-y_j z_j^T x)) + \lambda_1 \|x\|_1 + \frac{\lambda_2}{2} \|x\|_2^2$$

on two data-sets from the LibSVM repository: the madelon data-set ($n = 2,000$ $d = 500$) with hyperparameters $\lambda_2 = 0.01$ and $\lambda_1 = 0.001$, chosen to reach an 70% sparsity; the epsilon dataset ($n = 100,000$ $d = 2,000$) with parameters $\lambda_1 = 8.10^{-4}$ and $\lambda_2 = 0.01$ to reach an 40% sparsity.

Experimental set-up. We used Python, and MPI (Message Passing Interface) for the distributed communications framework. To communicate sparse vectors, we send a list of coordinates then their values, as usual in sparse communications.

We run our experiments on a machine with 32 cores and 256 Gb of RAM: one core plays the role the master, 10 cores are the slaves. The data sets are split evenly between the 10 slaves, each having access only to its own part.

Algorithms. We compare three algorithms:

- ‘Full update’: SPY without any sparsification;
- ‘xxx coord.’: SPY where the sparsification mask is taken as xxx randomly chosen coordinates;
- ‘Mask + xxx coord.’: SPY-DR where the mask takes all the coordinates in the support of the received point plus xxx randomly chosen other ones.

We display the performance of the algorithms in two ways: i) size of support vs number of iterations, showing the identification properties; and ii) functional suboptimality vs communication cost, modelled as the number of couples (coordinate, value) sent from and to the master.

Experimental results. Figure 1 reports the convergence of the algorithms for the lasso problem. We observe that the use of the mask in the coordinate selection enables faster decrease of the support of the
Figure 2: Performance of the algorithms on the logistic regression problem with madelon dataset: identification properties (at the left) and convergence with respect to communication cost (at the right).

Figure 3: Performance of the algorithms on the logistic regression problem with the epsilon dataset: identification properties (at the left) and convergence with respect to communication cost (at the right).

iterates (‘density’) compared to uniform selection. Thanks to this faster identification, the iteration cost in terms of quantity of data exchanged decreases quickly at the same time as the iterates reach a sparse neighborhood of the optimal solution, which makes the mask coordinate selection converge faster than the full update.

For the first logistic regression problem, Figure 2 shows similar behavior as in the lasso case, with mask-algorithm communicating only relevant data in view of both identification and optimization.

For the second logistic regression problem, Figure 3 shows a slightly different behavior. Since the optimal sparsity is only 40%, strategies based on randomly selecting a small fixed number of coordinates do not achieve identification fast enough, thus degrading the performance. However, the adaptive approach consisting in selecting all coordinates in the mask plus the same number randomly outside of it reach the same performance than the full algorithm without sparsification. Thus, in this less favorable context, our algorithm proves to be robust to moderately sparse solutions.

Concluding remarks on numerical illustrations. Without sparsification, the algorithm exhibits a fast support identification but with many communications as the slave-to-master exchanges are not sparse. On the other side, with harsh sparsification, the identification is very slow which is damageable for the convergence speed. Thus, to efficiently harness sparsification, one has to use limited sparsification before identification (to identify quickly) and then sparsify more, privileging the coordinates in the identified support; which is the idea of SPY-DR and can be seen as automatic dimension reduction.

6 Conclusion

We presented an asynchronous distributed algorithm with sparse communications. We proved that the algorithm converges linearly with an efficient fixed stepsize and identifies near-optimal substructure. For $\ell_1$-regularized problems, the sparsification allows a gain in convergence with respect to communication exchanges. Thus, this work advocates the interest of the $\ell_1$-regularization for learning from scattered data, beyond statistical considerations and feature selection.
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