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Abstract

This paper presents a novel application of Genetic Algorithms (GAs) to quantify the performance of Platform as a Service (PaaS), a cloud service model that plays a critical role in both industry and academia. While Cloud benchmarks are not new, in this novel concept, the authors use a GA to take advantage of the elasticity in Cloud services in a graceful manner that was not previously possible. Using Google App Engine, Heroku, and Python Anywhere with three distinct classes of client computers running our GA codebase, we quantified the completion time for application of the GA to search for the parameters of controllers for dynamical systems. Our results show statistically significant differences in PaaS performance by vendor, and also that the performance of the PaaS performance is dependent upon the client that uses it. Results also show the effectiveness of our GA in determining the level of service of PaaS providers, and for determining if the level of service of one PaaS vendor is repeatable with another. Such a concept could then increase the appeal of PaaS Cloud services by making them more financially appealing.

1 Introduction

A wide range of cloud services are available for application development and hosting, and each service is unique due to differences in implementation. These differences manifest when running applications, thus performance assessments are necessary to determine the suitability of a particular service to the needs of an application. Assessments typically consist of benchmarks reporting running time, memory usage, disk read/write operations, or other relevant metrics.

This paper proposes a new kind of benchmark carried out using population-based search methods. Population-based search is well-suited for benchmarking cloud systems because parameters can easily be tuned to test the operating boundaries of both the application and cloud service. Moreover, these methods may be implemented across multiple types of computing systems because they are not constrained to a particular computing platform.

The population-based search method presented in this paper uses an implementation of a genetic algorithm to provide potential solutions to a cloud-hosted application. This implementation has two main benefits. The first is that it may be replicated easily; the second, that it is not bound to a particular operating environment. This genetic algorithm was used to benchmark the running time performance of a cloud-hosted application to demonstrate its utility.
2 Background

2.1 Benchmarking

Benchmarking is the strategy used to evaluate system performance. In modern computing systems, hardware, software, storage, and the network all have impact on the overall system performance. The configuration of the system, must include consideration of all these components must be considered when discussing a benchmarking strategy.

Cloud Computing is a computing paradigm that adds to the challenge of understanding the current state of the system. There are different cloud service models and options that a particular software suite can be implemented upon. As an example, for Python programs, virtual environments like Venv, containers from vendors like Docker or Solaris, and Virtual Machines, are all options along just one dimension of changes that can impact performance.

As such, it has been argued that traditional benchmarks like TPC [1], are not sufficient for analyzing the novel cloud services because they do not characterize properties like scalability, pay-per-use, fault tolerance, and they also make it difficult to generate comparable results since services with different capabilities and guarantees could be utilized in the system [2]. This is not to say that benchmarks like TPC-W [3, 4] were not been developed, but their usefulness for those considering benchmarking the cloud for High Performance Computing applications is limited.

2.2 Cloud Benchmarking

Cloud technologies have been investigated for their ability to run high-performance computing applications [5, 6, 7, 8, 9, 10]. Current benchmark research has focused on characterizing individual vendor’s services [11, 12, 13]. However, it has been limited to the Infrastructure as a Service (IaaS) model [14, 13, 15]. To obtain a better understanding of the state of cloud computing, investigations beyond individual Iaas are needed.

A prominent alternative to IaaS is Platform as a Service (PaaS). Unlike IaaS, which gives users administrator access to a full virtual machine (VM), PaaS performs system administration behind-the-scenes and provides identical virtual machines to each user [16]. This cloud computing model trades precise environment management for ease-of-use, allowing entities with limited resources or system administration experience to run HPC applications. Despite this advantage, limited formal research, like [17, 18], has been conducted regarding the applicability of PaaS to this domain.

To address this issue, this project investigated the behavior of PaaS in support of a computationally intensive application in conjunction with local client machines. Specifically, it benchmarked the total running time of a population-based algorithm communicating with a PaaS-hosted fitness assessment. To enable a nuanced understanding of the service model, times to completion were collected using PaaS environments from three distinct vendors coupled with three distinct types of client machines. The data were collected for two purposes: to investigate the ability of a PaaS to run an HPC application and to shed light on behavioral trends across different PaaSs. In terms of Testing and Validation, there are recent publications like [19] that indicate the challenges of comprehensive testing in cloud environments. Their approaches provide useful insight on the nature of the issues that need to be studied, but as their goal is not performance assessment, they do not package information for developers in that manner. It should also be noted that while it it common to consider PaaS and IaaS as distinct service models, there are some products, like Azure or Openstack, that provide cloud offerings that do not fit cleanly into these categories. There are benchmarks suites like [20] that are being developed to provide information about this class of cloud offerings. While these resources are useful, they suffer from some of the same challenges as TPC in that the do not generate comparable benchmarking results.

The broader impact of this work is a framework that not only can be used for benchmarking, but it can also be used to advance both education and research in industry and academia. Specifically, by leveraging a common infrastructure deployed via the Cloud, a common set of optimization problems can be shared and the derived solutions pooled. Further, since the same problems are being solved in each case, the comparison of optimization algorithms can focus on their particular research contribution without having to be concerned with the development of the underlying infrastructure.
2.3 Genetic Algorithm Benchmark

Genetic Algorithms [21, 22] are a population based search method which can be used to optimize a set of parameters in a search space. The technique harnesses a large number of candidate solutions to explore the search space, and to exploit the information accrued during the search. This approach uses biologically inspired operations, appropriated from evolutionary biology, to modify the candidate solutions at each stage of the search (called a generation). The success of this adaptive approach in solving problems associated with a large search space has led to numerous applications of the technique to a wide range of disciplines [23].

The solutions selected for this work were the parameters for a controller for a simulation of a ball-on-plate system. This controller was defined by a set of six, real-valued parameters that were used to determine the control output to modify the orientation of the plate. By controlling the plate, the position of the ball which rolled upon it was influenced. This system, or plant, is well studied in control theory, and provides an effective canonical optimization problem. The fitness of a considered controller was derived by quantifying the error observed when that controller was set to follow a predefined trajectory. The smaller the error, the fitter the controller.

The process of evolving candidate solutions is comprised of six stages that are applied repeatedly (see Figure 1). The stages include genetic material creation, plant simulation, fitness assessment, crossover and mutation (and creation of new genetic material from an existing population). Since the simulation and fitness assessment for each member of the population, that are performed at during each generation of the evolution are independent of the calculations for the other members of the same generation, this sequence of calculations can be performed in parallel. Further, if enough computing resources exist, the entire populations' fitnesses can be calculated at the same time.

![Figure 1: A: genetic material creation, B: Plant simulation, C: Fitness assessment, D: Collection and selection, E: Crossover and mutation, creating two candidate controllers. F is a dummy process that enables elitism. This is repeated for each generation of the population's evolution (dotted arrow).](image)

In this project we implement the simulation and fitness assessment as a webservice. The client GA code thus makes HTTP requests to evaluate the fitness of each of the candidate solutions in the population. Each iteration, or generation, contains the same number of individuals created either from scratch or by altering the parameters of the members of the previous generation. The main parameters that determine a GA’s computational workload, then, are the size of a population and the number of generations to evaluate.

The parameters of a GA can easily be altered to scale computational workload—the number of fitness evaluations computed—so it was used to stress-test individual PaaS environments. In this project, fitness values ranged from -99 to 400, and the seed solution generated a fitness score of 215. If the first generation of the GA did not contain at least one individual with a score of 215 or higher, then that run was considered invalid. Invalid populations were possible since the network and the PaaS service were both infrastructures that were not under the full control of the experimenters.
In addition to using a population seed, this GA implementation applied the concept of elitism. This concept guarantees that the best solutions from one generation also make it to the next. As a result, the fittest solutions were not lost in the course of creating new generations. Given that the GA communicated with a PaaS application over a network, these two additions to the general GA allowed for automatic error recovery while running this experiment and quick error detection afterward.

3 Experimental Setup

This experiment was conducted using both PaaS environments and local computers. The PaaS portion of the infrastructure was used to support an HPC application, and the local computers individually communicated with it. The combination of PaaS and client computation permits a scalable computational workload, used here to assess the performance of PaaS environments.

3.1 PaaS Implementations

To enable a comparison of PaaS environments, three were selected to host identical copies of the same application. The resources associated with each PaaS were limited to free-tier offerings, meaning that no application had access to more than the most basic services provided by its host. The most significant constraints on each PaaS are listed in Table 1. PaaS2 had the most stringent quota, so PaaS1 and PaaS3 were run within the same constraints as PaaS2 to unify testing. Staying within every quota was necessary because, once a quota was met, the PaaS shut down the application until the start of the next quota period.

Table 1: Constraints on Free Services for Each PaaS

| PaaS | Most Significant Constraint on Use |
|------|------------------------------------|
| 1    | 720 uptime hours per month         |
| 2    | 28 uptime hours per day over all active processing units |
| 3    | 512 MB storage for application code |

For this work, the optimization target was the set of parameters for a program that controlled the position of a ball on a smooth plate[24]. This problem is a classic problem from control theory, and was selected since it provides a challenge with multiple known solutions/approaches. The controller and the model of the system are both implemented within the same codebase, and due to the limitations of PaaS infrastructures, they are implemented as a discrete event simulation. The fitness of a particular set of parameters is defined as a function of the error from the target trajectory of the ball. The smaller the error, the larger the fitness, thus this problem is phrased as a maximization problem. Each of the three PaaS vendors permitted the use of the web.py framework[25], so the application’s web service was implemented using this pseudo-standard resource.

3.2 Clients

The hardware specifications of each client computer are listed in Table 2. Client-A served as the control because it was a built to run HPC applications on a university campus, while Client-B was a workstation in a computer lab. These machines were chosen because they represent an important points on the spectrum of computing resources used for HPC.

Table 2: Client Hardware Specifications

| Hardware   | Client-A             | Client-B             |
|------------|----------------------|----------------------|
| CPU        | x86 64 Xeon          | x86 64 i7            |
| Processors | 2×2.40 GHz           | 4×2.90 GHz           |
| RAM        | 96GB                 | 6GB                  |
3.3 PaaS/Client Interaction

Client and PaaS communication only occurred through HTTP requests, and every client accessed each PaaS for a total of nine PaaS/client pairs. Every client ran the same number of concurrent populations with a fixed population size. Each individual sent one HTTP request to the PaaS application per generation. Recording runtimes with respect to PaaS/client pairs enabled performance examination in terms of different clients communicating with the same PaaS and of the same client with different PaaSs, allowing trends to emerge from both perspectives.

The GA parameters were investigated first to determine a feasible population size and number of populations of equal size which could be run in parallel. As a consequence of each individual in a population concurrently accessing the PaaS infrastructure, large populations could result in most requests returning timeout errors, which would produce inaccurate runtime results. The study began with one population of size 125 and gradually decreased the number of individuals in a population while increasing the number of concurrent populations. This first phase determined that one trial could consist of 10 concurrent populations of 50 individuals running over 80 generations for every PaaS/client pair.

Once the GA parameters were set, each client was again tested in conjunction with each PaaS to determine the interval at which trials could be run without overlapping. This phase was carried out for the same reason as the first: overlapping trials could result in a majority of timeouts. While the viable testing interval varied between PaaS/client pairs, it was determined every pair could complete one trial per hour with no overlap, and four trials could be conducted per PaaS every day.

4 Experiment

Every trial in the data collection phase consisted of one client communicating with one PaaS using the GA parameters found in the pilot study. Before starting the GA, a timestamp was recorded. The GA ran to completion, and then a second timestamp was recorded and the input and fitness values of all individuals from every generation were saved to a file with the two timestamps for future analysis.

Trials were randomly selected and examined to monitor the status of the experiment. In addition, after all data were collected, every population was examined so that all failed results could be removed along with corresponding populations from every other PaaS/client pair. A population failed if no fitness value in the first generation exceeded one, indicating network difficulty during that trial. All population data that passed this test were analyzed.

![Runtime Distributions of PaaS/Client Pairs.](image)
5 Results

Each PaaS/client pair underwent 41 trials, generating 410 runtimes per pair. The distributions of the runtimes are presented in Figure 1. This chart shows that there is consistency among the distributions for each PaaS, but the statistics of each distribution vary based on the combination of both client and PaaS. This point is supported by the data in Table 3.

Table 3: Mean, Maximum, and Minimum Values of PaaS/Client Distributions

| Pair            | Mean (s) | Min (s) | Max (s) |
|-----------------|----------|---------|---------|
| PaaS1/Client-A  | 1397.186 | 1161.200| 1798.600|
| PaaS1/Client-B  | 2093.313 | 1393.800| 3896.900|
| PaaS2/Client-A  | 721.687  | 447.400 | 1089.600|
| PaaS2/Client-B  | 1045.639 | 294.600 | 1773.700|
| PaaS3/Client-A  | 289.314  | 265.700 | 348.200 |
| PaaS3/Client-B  | 317.555  | 293.900 | 368.400 |

In addition, the Kolmogov-Smirnov test indicates that each of the distributions differs significantly from the others. Two conclusions may be drawn from the data. First, for any client, the expected runtime with PaaS1 is longer than that for PaaS2, which is also longer than that for PaaS3 (PaaS1 > PaaS2 > PaaS3). Thus, PaaS environments are distinct from one another in terms of performance, and this results in measurably different runtimes. The second conclusion is that for any PaaS, the expected value of the runtime differs with the client used. The results support the hypothesis that PaaS environments offer running time guarantees to hosted applications. In addition, the PaaS and client used both affect the overall runtime performance, but the results indicated that delegating the computational workload to a PaaS application diminished the impact of the client. However, even if the bulk of the computation occurs in the cloud, the client selected is important to runtime considerations. In sum, for developers and researchers, these results indicate that a PaaS application can be effectively used to handle complex computation to reduce stress upon local systems. Such a situation is practical and cost-effective because the only prerequisites for distributing computation to a PaaS are an Internet connection and an account with a PaaS provider. Each provider’s environment has distinct constraints and performance, so care must be taken in choosing an environment that best suits the needs of the application to be hosted. In this study, only free services were evaluated, however each provider offers access to paid services with performance benefits. Thus, PaaS offers services that can be scaled to meet the needs of a hosted application, meaning that a high-throughput computing solution is available to anyone.

6 Utility As A Benchmarker

Representing a system in terms of performance metrics is the goal of any benchmarking strategy, and in the case of this experiment the representation was based on running time. The running time data was collected from three PaaSs and two clients, and there is little overlap between the dataset ranges. The shape of the data, however, shows that each PaaS/client pair has unique behavior. That the data has consistent shape despite differences in the running time ranges demonstrates that the GA captures aspects of performance unique to the system it is testing. Thus, population-based search can fill the role of benchmarker.

7 Future Work

This project focused on benchmarking runtimes for applications distributed. This experiment demonstrated that the population-based search benchmark is useful for testing the running time performance of an application. However, running time is not the only performance measure available to gauge the quality of an
application. To fully test this new benchmarking strategy, a suite needs to be created that records other performance metrics. Data collected using this suite must be judged against similar data collected using conventional techniques. In addition to the benchmarking strategy, the experiment presented in this paper may be replicated to compare performance between different types of cloud services. Investigating these benchmarks will provide more insight into any behavioral consistency available from a PaaS. In addition, a comparison of the runtime performance of local machines versus the system described in this paper could show how distributing work to a PaaS mitigates the effect of the client’s own resources on running time. Finally, as most prior research has focused on the IaaS model, a comparison between identical applications run from IaaS and PaaS environments would provide a valuable benchmark of the capabilities of PaaS as a cloud service. All of this work will be valuable to the role that cloud services can provide to HPC as they continue to mature and become more accessible.
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