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Abstract

Few-shot learning aims to transfer information from one task to enable generalization on novel tasks given a few examples. This information is present both in the domain and the class labels. In this work we investigate the complementary roles of these two sources of information by combining instance-discriminative contrastive learning and supervised learning in a single framework called Supervised Momentum Contrastive learning (SUPMoCo). Our approach avoids a problem observed in supervised learning where information in images not relevant to the task is discarded, which hampers their generalization to novel tasks. We show that (self-supervised) contrastive learning and supervised learning are mutually beneficial, leading to a new state-of-the-art on the META-DATASET [47] — a recently introduced benchmark for few-shot learning. Our method is based on a simple modification of MoCo [19] and scales better than prior work on combining supervised and self-supervised learning. This allows us to easily combine data from multiple domains leading to further improvements.

1. Introduction

A few-shot learning system should learn a representation of the data that is invariant to common factors of variations of objects (e.g., change of pose, deformations, color) while still representing features that allow to discriminate between different classes. Factoring out all the nuisance factors reduces the effective dimensionality of the hypothesis space and allows to learn good classifiers using only a few samples. For this reason, much of the few-shot literature hinges on the intrinsic ability of deep neural networks (DNNs) to learn invariant representations when trained in a supervised manner. However, DNNs are often too eager to learn invariances. In what is known as "supervision collapse" [11], a DNN can learn to encode only the features that are useful to discriminate between the training classes, and as a result is not sufficiently expressive to discriminate between new unseen classes which is what eventually matters in few-shot learning. The question is then: How can we learn a representation that is invariant to common factors while maintaining discriminativeness for unseen classes?

In this paper we introduce Supervised Momentum Contrastive learning (SUPMoCo). SUPMoCo (Fig. 1) augments standard self-supervised learning to account for class labels, so that the network learns the intra-class variability through supervision while at the same time retaining distinctive features of the individual images through the self-supervised components, thus avoiding supervision collapse. On the algorithmic side, SUPMoCo makes extensive use of the efficient queue based architecture of MoCo, which avoids memory bottleneck and leads to a greater diversity of classes in the contrastive objective. We found this to be critical for good performance, and it allows SUPMoCo to achieve a significantly better performance than other comparable algorithms ([11, 24]) in the literature. On the popular META-DATASET [47] few-shot benchmark, SUPMoCo achieves a new state-of-the-art (Tab. 1, 2) and we observe an average 4% accuracy increase (Tab. 4, 5) over the closest comparison (SUPCON [24]).

SUPMoCo allows us to easily combine data from different domains during training in a multi-domain setup. Compared to training on a single domain (ImageNet), training on a combination of domains leads to a large improvement in performance on novel tasks where the domain difference from ImageNet is large (e.g., Quickdraw, Aircraft, and Fungi) as seen in Tab. 1, 2. In a partially labeled setup where we provide all labeled samples from ImageNet and only 10% of labeled data from the remaining ones with the rest provided as unlabeled, SUPMoCo only suffers an average 2% performance drop (Tab. 3) and beats several recently
proposed few-shot learning algorithms using all supervision. We perform an ablation study to investigate the complementary roles of supervised and self-supervised learning by analyzing the degree of generalization and supervision collapse (Fig. 3). We visualize the distribution of nearest neighbors obtained through representations trained using supervision and with SUPMoCo using the empirical framework presented in [11]. We find that SUPMoCo avoids supervision collapse better than the supervised method in this experiment.

2. Related Work

Few-shot learning methods. Meta-learning and standard supervised learning have been the two most common approaches for pre-training a representation for few-shot classification. Meta-learning methods can be broadly classified into metric learning based and optimization based techniques. Metric learning [25, 35, 37, 42, 44, 49, 52] methods learn a feature representation such that similar images are close in the embedding space relative to dissimilar images. Optimization based methods [4, 14, 27] learn representations that lead to generalizable models measured using pre-defined classification model, objective, or a training procedure. On the other hand [7, 8, 10, 45, 52] showed that competitive performance can be obtained using standard cross-entropy based training with a few modifications, suggesting the need to understand the conditions under which models are transferable. This is the focus of a broader class of meta-learning approaches that aim to improve few-shot transfer through techniques for model and dataset selection, designing task representations, and modeling transferability (e.g., [1, 46, 51, 54, 56]).

Few-shot learning benchmarks. Popular few-shot benchmarks such as miniImageNet [49] and tieredImageNet [35] divide the ImageNet dataset [39] into a disjoint train, validation, and test set of classes. The train set of classes are used for pre-training and few-shot evaluation is performed on tasks sampled from the test set varying the number of classes and labeled examples (e.g., 5-way-5-shot). These benchmarks exhibit relatively small domain shifts. As an alternate [47] proposed the Meta-Dataset benchmark, which consists of 10 datasets from diverse domains. Two settings are used for reporting in general — one where representations are learned on the train split of “ImageNet only”, and another where train sets from “all datasets” except two are combined (the two remaining are used for testing only). After the training, few-shot evaluation is performed on the test split across all 10 domains using many tasks by varying the ways and shots per task.

Instance-discriminative contrastive learning. Among various self-supervised tasks, contrastive learning with instance discrimination as a pretext task has emerged as the leading approach for unsupervised representation learning for visual domains [6, 12, 19, 34, 53]. These methods employ various forms of data augmentations and optimize a contrastive loss that forces augmentations of the same instance to be similar in the embedding space relative to other images. Much prior work has focused on the use of contrastive learning for pre-training, where the learned representations are evaluated on downstream tasks. However, sequential training may be sub-optimal due to the dynamics of training deep networks during transfer across tasks [2], and introducing supervision early might lead to better representations.

Combining supervised and self-supervised learning. The complementary roles of supervision and self-supervision have been explored in number of prior works. Some methods [15, 43] use self-supervised losses (e.g., jigsaw [33] and rotation tasks [17]) as auxiliary losses during supervised training. These methods require calibrating the two losses and are not robust when combing data across domains. Alternate approaches combined self-supervised pre-training followed by supervised finetuning or adaptation [11]. We compare against these approaches. The work most closely related to ours is SUPCON [24] which uses instance discrimination in a supervised setup using a modification of SIMCLR [6]. Similar to our approach they use the class labels to generate different views of the data and show supe-
rior results on ImageNet compared to standard supervised training methods. Our work is based on MoCo. While the difference between SIMCLR and MoCo is negligible in self-supervised setting, it is significant in the supervised setting. In particular the queue-based architecture of MoCo allows larger effective batch sizes allowing contrastive losses over diverse set of classes. Empirically we find this to be crucial for good performance. We find that SUPMoCo provides a 4% improvement over SUPCON on both settings on META-DATASET. These results echo years of work in the area of metric learning that has focused on mining triples, hard negatives, and other sampling schemes [18, 21, 41] to improve learning.

Baselines on META-DATASET. Along with the experimental setup [47] includes results with several meta-learning methods including Prototypical Networks (PN) [42] and MAML [14] which serve as additional baselines. For the ImageNet-only setup, [10, 45] showed that a softmax classifier based supervised pre-training performs better than the meta-learning baselines. CrossTransformers [11], the current state-of-the-art on the ImageNet-only setup, uses a self-supervised pre-training and a Transformers [48] based classifier. In the all-datasets setup, current state-of-the-art methods [13, 29] use a multi-task learning where a shared backbone is trained on samples from all datasets. Some domain specific parameter such as FiLM layers [36] are used, which increase performance, but lead to complexity at training. At test-time, these methods use a model selection mechanism to pick the right representation to adapt to a given few-shot task. In contrast our model trains a single network on a unified dataset created by simply aggregating images and labels from all datasets.

3. Background

We start by briefly describing two popular instance-discriminative contrastive learning algorithms – MoCo [19] and SIMCLR [6], followed by describing how SUPCON [24] adds supervision to formulation of SIMCLR.

MoCo [19] is based on a contrastive loss estimated using samples in a batch $x_i, i \in \{1 \ldots n\}$ and a queue ($Q$) of size $K$. It trains two feature extractors: a query-encoder $f_q(\cdot)$ and key-encoder $f_k(\cdot)$. Each image in the batch is transformed in two different ways $(x_i, \bar{x}_i)$ and processed through the $f_q$ and $f_k$ respectively. The contrastive loss is defined as:

$$L = - \log \frac{\exp(S(f_q(x_i), f_k(\bar{x}_i)))}{D}$$

$D = \exp(S(f_q(x_i), f_k(\bar{x}_i))) + \sum_{h=1}^{K} \exp(S(f_q(x_i), Q_h))$

where $Q_h$ is the $h^{th}$ entry of the $Q$ (of size $K$) and $S$ is a similarity function such as the scaled cosine similarity.

The main difference between the two encoders is that $f_q$ is updated using the gradient of the objective, while $f_k$ is updated using momentum. The encoded keys are then added to the $Q$ and the oldest keys are discarded. A large value of momentum is used to ensure consistency of the keys in $Q$ across batches.

SIMCLR [6] does not use any queue and estimates a contrastive loss among examples within the batch. In particular during training each batch contains $2n$ samples corresponding to two augmentations $(x_i, x_j)$ of $n$ images. The objective between a positive pair $(x_i, x_j)$ is defined as:

$$L_{ij} = - \log \frac{\exp(S(f(x_i), f(x_j)))}{\sum_{k=1}^{2n} \exp(S(f(x_i), f(x_k)))}$$

where $f(\cdot)$ is a feature extractor with $f(x) = h(g(x))$ consisting of the backbone $g(\cdot)$ and a multi-layer projection head $h(\cdot)$. The overall objective consider all positive pairs in the batch. After training $h$ is discarded and $g$ is used as the feature extractor for downstream tasks.

SUPCON [24] modifies the above algorithm to take into account class labels by simply considering all images from the same class along with their augmentations to be positives with respect to each other. All other images and their augmentations are considered negative. If a mini-batch contains $2n$ samples ($n$ images with one augmented view each) with $P$ unique images per class, then the loss for each $x_i$ is:

$$L = \frac{-1}{2P-1} \sum_{r=1}^{2P-1} \log \frac{\exp(S(f(x_i), f(x_r)))}{\sum_{s=1}^{n} \exp(S(f(x_i), f(x_s)))}$$

$x_r, r \in \{1 \ldots 2P-1\}$ are $2P-1$ positive samples for $x_i$ out of which one is augmented view of $x_i$ and other $2P-2$ samples are $P-1$ different images from the same class along with their augmented views. SUPCON was shown to improve over standard cross-entropy based training on ImageNet as measured in terms of generalization on downstream tasks. We compare to SUPCON in this work.

4. Supervised Momentum Contrast

SUPMoCo uses the same idea as SUPCON where labels (when available) are used to define positive pairs in the MoCo objective. The main difference is that we need to keep track of the labels in both the keys and the $Q$ and consider choices of how to sample batches and update the queue. Suppose we have sampled $B_i$ images (positives) for image $x_i$ out of which one is augmented image of $x_i$ itself and the others are random augmented images from the same class. There are $Q_i$ other samples that belong to the same class as $x_i$ in the $Q$ and we denote $B_i + Q_i$ as $P_i$. The loss
We use \( M \) for the sample \( x_i \):
\[
L = \frac{-1}{P_x} \left[ \sum_{j=1}^{B_1} \log \frac{S(f_q(x_i), f_k(x_{i,j}))}{D} + \sum_{j=1}^{Q_1} \log \frac{S(f_q(x_i), Q_{q'(j)})}{D} \right] 
\]
\[
D = \sum_{j=1}^{B_1} \exp(S(f_q(x_i), f_k(x_{i,j}))) + \sum_{h=1}^{K} \exp(S(f_q(x_i), Q_h))
\]
where \( b^i(j) \) and \( q^i(j) \) denote the indices of the positive samples for \( x_i \) and other images belonging to the same class as \( x_i \) in the queue respectively. During training, only gradient with respect to the loss of the original image \( x_i \) is used to update the query-encoder \( f_q \) and \( f_k \) is updated using momentum instead of gradients. We describe the details of how we sample the data and update the queue next. \(^1\)

**Sample Selection:** While selecting keys (positives) for a given query image, instead of only selecting the augmented view of each image, we also sample \( P - 1 \) additional images (data-augmented) from the training set. This allows learning representations to learn class specific invariances. We discuss the impact of the choice of \( P \) in Tab. 6.

**Queue Architecture:** Apart from storing the keys the above algorithm requires us to store the class labels as well. One choice is what to add to the queue after each batch update. We found that instead of adding all the samples in the batch to the queue, it was effective to add just one per image (the data-augmented image of each \( x_i \)). This increases the diversity of data-points in the queue.

**Discussion.** By contrasting between instances within a batch leads to a tradeoff where large number of positives samples leads to a poor estimate of the denominator due to a potential lack of hard negatives. Decoupling the sampling strategy within the batch and queue provides a greater flexibility and larger effective batch sizes on the same GPU memory constraint. Empirically, we find that the performance of SUPCON with a batch-size of 1024 (maximum that fits on 8 V100 GPUs) lags behind SUPMoCo with a batch-size of 512. We present the details in Sec. 5.3.

5. Experiments

5.1. Experimental Setup

We describe our experimental setup below including the dataset, details regarding SUPMoCo training and how we perform few-shot evaluation.

**Dataset**

We use META-DATASET \([47]\) to evaluate few-shot classification performance. META-DATASET consists of 10 datasets from different domains: ImageNet/ILSVRC-2012 \([39]\), Aircraft \([31]\), Omniglot \([26]\), Textures \([9]\), QuickDraw \([23]\), Fungi \([40]\), VGG-Flower \([32]\), Birds \([50]\), MSCOCO \([28]\) and Traffic-Sign \([22]\). Most of these are fine-grained datasets (e.g. VGG-Flower, Aircraft, Textures, Birds, Fungi). Out of these 10 datasets, either only the ImageNet or the first 8 datasets can be used for training. Traffic-Sign and MSCOCO are reserved for testing only to evaluate out-of-domain generalization in case all 8 datasets are used for training. We refer to the first setup as “ImageNet-only” and the second setup as “all-datasets”. The first 8 datasets are split into train, validation and test segments where the classes present in each segment are disjoint from each other. MSCOCO and Traffic-Sign does not have any classes belonging to the train split and therefore can not be used for training. We provide details about the datasets in the supplementary materials.

**Contrastive Training Details**

We use a ResNet-18 backbone \([20]\) with 224 × 224 images and train using 8 V100 GPUs (AWS P3.16XL). For SUPMoCo, we use 3 positive samples for every image, with one of them being the augmented view of the same image. For SUPCON, we use 4 images per class in a mini-batch which means each image gets 3 different images and their augmentations plus its own augmentation as positives. We train for 250 epochs when training with ImageNet-only and 300 epochs when using all datasets. For SUPCON, we train with a batch-size of 1024 whereas for SUPMoCo, we use a smaller batch-size of 512. We use a linear warm-up for learning-rate during first 10 epochs (starting from 0.1 to peak of 0.8 for SUPCON and 0.4 for SUPMoCo) and train with SGD + momentum (0.9) with LARS \([55]\) with a weight-decay of \( 1e^{-4} \) and cosine-annealing learning-rate scheduling \([30]\). We use 5 data-augmentations during contrastive training: RandomResizedCrop, ColorJitter, RandomHorizontalFlip, RandomGrayscale and GaussianBlur. We construct the projection head with one hidden layer (with ReLU activation) of dimension 512 and the output dimension is kept at 128. We set the softmax-temperature \( \tau \) to be 0.1. For SUPMoCo, we use a queue of length 16384 and a momentum of 0.999. When training using all the 8 datasets, we concatenate all the training data and train using the combined dataset. While training using the combined dataset, we randomly sample images from all datasets in every mini-batch rather than ensuring that a mini-batch contains data only from a particular dataset. We provide additional results in the supplementary materials on training in this way versus keeping each mini-batch pure and show that our setup yields a much better performance.

\(^1\)PyTorch code is provided in the supplementary materials.
Few-Shot Evaluation

Following the protocol suggested in Meta-Dataset, we sample 600 tasks from each of the 10 datasets where each task contains a variable number of ways (classes) & shots (samples) and report the average accuracy across these tasks along with the average rank across all 10 datasets. To solve each individual task, we use a finetuning procedure similar to [10] where we use a cosine classifier [16] with the weights of the classifier initialized using the prototypes for each class (computed using the support/train set) and then finetune both the classifier and the backbone jointly. However, we do not use transductive finetuning [10] to ensure a fair comparison with other methods. We use a batch-size of 64, learning-rate of 0.001, SGD + momentum (0.9) with $1e^{-4}$ weight-decay and finetune for 50 epochs.

5.2. Experimental Results

In this section, we report and analyze the performance of SupMoCo on both the ImageNet-only and all-datasets setup. For each segment, we provide additional details regarding existing methods and differentiate our approach against these.

Training Using ImageNet-Only

We report the performance metrics on ImageNet-only in Tab. 1 and compare against the following baselines:

- **ProtoNets/Proto-MAML**: ProtoNets (PN) trains a Prototypical Networks [42] on the training set using episodic sampling whereas Proto-MAML uses a first-order approximation of MAML [14] where the inner (linear) classifier weights are initialized using the prototypes of every class. Both of these baselines suffer from supervision collapse. Using episodic sampling also brings an additional problem where data-points are not compared against representatives from all other classes at every training step which further affects representation quality.

- **Supervised Embeddings/Few-Shot Baseline**: These two algorithms train an embedding using a standard supervised loss using the entire dataset without using any form of episodic sampling. Supervised Embeddings [45] keeps the backbone fixed at test-time and learns a Logistic Regression classifier while Few-Shot Baseline [10] uses transductive finetuning. Although these methods suffer from supervision collapse, we see better performance compared to meta-learning methods because of using a N-way softmax classifier which ensures that each image is compared against all class representatives and creates more discriminative features.

- **CrossTransformers**: To avoid supervision collapse, CrossTransformers [11] proposes a self-supervised instance-discriminative pre-training phase followed by training using a Transformer based architecture which builds upon the nearest-mean classifier of PN but learns to retain the location of image features by combining features with an attention based mechanism rather than using an averaged-out feature-vector.

Though CrossTransformers and SupMoCo both use the supervised datasets to train the embedding, the instance-discriminative training embedded in both the algorithms (as an initial training phase in CrossTransformers and in the single-stage training of SupMoCo) helps to avoid supervision collapse to a large extent and results in superior performance compared to the other baselines.

From the experimental results reported in Tab. 1, we can see that SupMoCo outperforms all other algorithms on the average rank metric. In particular, it outperforms the current state-of-the-art CrossTransformers despite using a smaller backbone (ResNet-18 vs ResNet-34) and no additional parameters like the Transformers while also having a shorter training time due to the single-stage training mechanism.

One of the baselines that we do not compare against is using an instance-discriminative contrastive loss as an auxiliary loss similar to [15]. This involves tuning a crucial hyperparameter to determine the relative importance of the standard cross-entropy loss and the self-supervised loss which requires an extensive hyperparameter search. We executed a single training run using an auxiliary instance-discriminative contrastive loss with equal weightage given to both the contrastive and supervised loss and observed that it under-performed standard supervised training [10, 45].
Table 1: Performance when trained using ImageNet-only. We use the following methods from the baselines: FS-Baseline; Transductive finetuning; Sup. Embeddings : lr-distill; CrossTransformers : CTX+SIMCLR +Aug. SupMoCo outperforms all prior methods on the average rank metric and performs better on 6/10 tasks compared to the state-of-the-art [11].

| Algorithms     | Backbone   | Avg. Rank | Test Datasets |
|----------------|------------|-----------|---------------|
|                |            |           | ImageNet      | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| ProtoNets [47] | ResNet-18  | 5.75      | 50.50       | 53.10     | 68.79 | 59.98     | 66.56     | 41.00   | 48.96     | 47.12       | 85.27      | 39.71 |
| Proto-MAML [47]| ResNet-18  | 5.15      | 49.53       | 55.95     | 68.66 | 63.37     | 66.49     | 43.74   | 51.52     | 48.83       | 87.15      | 39.96 |
| Sup. Embedding [45] | ResNet-18  | 3.30      | 61.48       | 62.32     | 79.47 | 64.31     | 79.28     | 59.28   | 60.83     | 76.33       | 91.00      | 48.53 |
| FS-Baseline [10] | WRN-28-10 | 3.25      | 60.53       | 72.40     | 82.05 | 82.07     | 80.47     | 42.86   | 57.36     | 64.37       | 92.01      | 47.72 |
| CrossTransformers [11] | ResNet-34 | 1.90      | 62.76       | 79.49     | 80.63 | 82.21     | 75.57     | 59.90   | 72.68     | 82.65       | 95.34      | 51.58 |
| SupMoCo        | ResNet-18  | 1.65      | 62.96       | 81.48     | 84.89 | 78.42     | 88.59     | 52.18   | 68.42     | 84.69       | 93.56      | 55.39 |

Table 2: Performance when trained using all 8 datasets of Meta-Dataset. SupMoCo outperforms all methods on the average rank metric and performs equal or better on 8/10 tasks compared to the state-of-the-art [29].

| Algorithms     | Backbone | Avg. Rank | Test Datasets |
|----------------|----------|-----------|---------------|
|                |          |           | ImageNet      | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| ProtoNets [47] | ResNet-18 | 6.60      | 44.50       | 71.14     | 67.01 | 79.56     | 65.18     | 39.87   | 64.88     | 46.48       | 86.85      | 40.26 |
| Proto-MAML [47] | ResNet-18 | 5.90      | 46.52       | 75.23     | 69.88 | 82.69     | 68.25     | 41.74   | 66.84     | 52.42       | 88.72      | 41.99 |
| CNAPs [38]     | ResNet-18 | 4.90      | 52.30       | 80.50     | 72.20 | 88.40     | 58.30     | 42.60   | 72.50     | 60.20       | 86.00      | 47.40 |
| SimpleCNAPs [3] | ResNet-18 | 3.45      | 58.60       | 82.40     | 74.90 | 91.70     | 67.80     | 46.20   | 77.70     | 73.50       | 90.70      | 46.90 |
| SUR [13]       | ResNet-18 | 3.25      | 56.30       | 85.40     | 71.40 | 93.10     | 71.50     | 52.40   | 81.30     | 70.40       | 82.80      | 63.10 |
| URT [29]       | N/A      | 2.35      | 55.70       | 85.80     | 76.30 | 94.40     | 71.85     | 52.20   | 82.50     | 69.40       | 88.20      | 63.50 |
| SupMoCo        | ResNet-18 | 1.55      | 61.94       | 86.61     | 86.93 | 91.61     | 87.64     | 51.34   | 82.44     | 84.31       | 92.62      | 63.68 |

Training Using All-Datasets

In this experimental setup, the algorithms can use images belonging to the train classes from all the 8 datasets. Baseline methods can be broadly divided into three categories here – 1) concatenate all data (and labels) and train using it 2) train a common backbone and one additional set of parameter to adapt based on the domain 3) train a common backbone and a set of additional parameters per domain and use a model selection mechanism at test-time. Previously discussed baselines (PN/Proto-MAML) use the first approach. In SupMoCo as well, we take the first approach of training a single model (no domain specific parameters) by concatenating data from all the classes across 8 domains.

- **CNAPs/SimpleCNAPs**: CNAPs/SimpleCNAPs are few-shot classifiers based on conditional neural processes (CNP). Both use a shared feature extractor with one set of FiLM [36] layers that is adapted using meta-learning. CNAPs uses a linear classifier while SimpleCNAPs uses a Mahalanobis distance classifier to solve each task.

- **SUR/URT**: SUR [13] and URT [29] use the idea of universal representations [5] where a shared backbone along with domain specific parameters (implemented via FiLM layers) is used for training. The idea is to share information across domains while also retaining individual properties of each domain via a few domain specific parameters. At test-time, SUR uses a probabilistic model to find out how individual domain representations should be combined given a target task. On the other hand, URT meta-trains a Transformer layer (after the universal backbone is trained) for learning-to-learn such a combination. Both of these methods can be considered a form of “soft” model selection as opposed to a “hard” selection where features corresponding to one particular domain is picked.

From the experimental results reported in Tab. 2, we can see that SupMoCo outperforms all other algorithms on the average rank metric. It may seem surprising that SupMoCo can outperform other methods, especially the ones which use domain specific parameters. However, if we see the SupMoCo embedding space (Fig 2), we can see that it preserves the individuality of each domain without requiring any domain specific parameters. Using domain specific parameters comes with an additional downside of having to use model selection at test time. Given the limited amount of labeled data available during few-shot testing, the selection process may get biased and assign more importance to the parameters corresponding to an unrelated domain. Having a single embedding alleviates that problem as the embedding itself possesses all the information across domains and can be adapted to the target task as required.

5.3. Additional Experiments

Analyzing Supervision Collapse

Standard supervised training methods suffer from supervision collapse where they discard information which is not relevant for the immediate training task. In this experiment, we use the experimental setup provided by [11] to analyze “su-
We see the representation collapse with ProtoNets where the features for the query image ends up being similar to the “buckeye” class from the same test class in 60% of the cases where two or more neighbors are from the same train class and a particular train class respectively and generates more differentiating features for unseen images. On the right side, we show the nearest neighbors of a particular test image retrieved using the two algorithms. We see the representation collapse with ProtoNets where the features for the query image ends up being similar to the “buckeye” class from training because the network associates the red circle of the query image to the train class and ignores other contextual information. In comparison, SupMoco understands the visual semantics of the image better and finds images predominantly from the test set which are very similar to the query image (“screws” and “nails” in the wild).

**Comparing SupMoco and SupCon**

Performance of SupCon improves when it has more number of positive samples per class within every mini-batch [24]. However, increasing number of samples per class reduces number of unique classes within a batch. This is less of a problem for self-supervised SIMCLR because each image is considered its own class but SupCon uses the true class labels of each image and therefore, number of distinct classes reduce by a factor of $P$ when there are $P$ samples per class. This problem does not exist for SupMoco because it uses a separate queue to store features corresponding to the negative samples. This ensures that representations from all classes are available to compare against at every step even with a small batch-size. For example, in SupCon, with a batch-size of 1024 and 4 samples per class, we can only have $1024/4 = 256$ unique classes to compare against. Whereas in SupMoco, irrespective of the batch-size, a queue of moderate size (e.g. 8192) can store enough samples from all classes in the larger all-datasets training setup. The queue in SupMoco only has to store low dimensional feature vectors (128) rather than the image itself (and its features) and therefore has negligible GPU memory overhead if queue size increases. The ability to easily compare against representations from all classes at every training step helps SupMoco to produce more discriminative features. From the results in Tab. 4 & 5, we can observe that SupMoco outperforms SupCon by 3.7% on ImageNet-only and 4.2% on ImageNet-only and 4.2%
Table 3: Performance comparison among SupMoCo trained with ImageNet-only (SupMoCo-IM), with ImageNet and 10% of the labeled data (rest provided as unlabeled) from other domains (SupMoCo-SSL) and with all datasets (SupMoCo). While only using 10% of the data, SupMoCo only has an average of 2% performance gap compared to the fully supervised model. When comparing with the model trained on ImageNet alone, SupMoCo-SSL can achieve 4% gain on domains distant from ImageNet (e.g. Fungi, Omniglot which are indicated in blue).

| Data          | Test Datasets |
|---------------|---------------|
|               | ImageNet | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| SupMoCo-IM    | 62.96    | 81.48    | 84.89 | 78.42    | 88.59    | 52.18   | 68.42     | 84.69       | 93.56      | 55.39 |
| SupMoCo-SSL   | 61.92    | 83.41    | 85.09 | 86.17    | 86.97    | 51.21   | 79.93     | 84.35       | 92.43      | 59.67 |
| SupMoCo       | 61.94    | 86.61    | 86.93 | 91.61    | 87.64    | 51.34   | 82.44     | 84.31       | 92.62      | 63.68 |

Table 4: Performance comparison between SupCon and SupMoCo on ImageNet-only. SupMoCo outperforms SupCon by 3.6% on average across all the tasks.

| Algorithms | Test Datasets |
|------------|---------------|
|            | ImageNet | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| SupCon     | 59.30    | 78.39    | 81.36 | 74.60    | 84.38    | 48.36   | 64.31     | 81.23       | 90.16      | 51.41 |
| SupMoCo    | 62.96    | 81.48    | 84.89 | 78.42    | 88.59    | 52.18   | 68.42     | 84.69       | 93.56      | 55.39 |

Table 5: Performance comparison between SupCon and SupMoCo on all-datasets. SupMoCo outperforms SupCon by 4.1% on average across all the tasks.

| Algorithms | Test Datasets |
|------------|---------------|
|            | ImageNet | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| SupCon     | 56.50    | 83.20    | 83.70 | 86.80    | 82.02    | 47.89   | 78.09     | 81.23       | 89.09      | 59.57 |
| SupMoCo    | 61.94    | 86.61    | 86.93 | 91.61    | 87.64    | 51.34   | 82.44     | 84.31       | 92.62      | 63.68 |

Table 6: Comparison between 1 positive per image (augmented view of the same image) and 3 positives per image (1 augmented view + 2 random augmented images from the same class) when training SupMoCo using ImageNet-only. Using additional positives beyond the augmented view of itself helps to provide additional performance gain.

| Positives ($P$) | Test Datasets |
|-----------------|---------------|
|                 | ImageNet | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| $P = 1$         | 60.77    | 81.34    | 80.03 | 77.16    | 86.74    | 47.19   | 64.43     | 82.35       | 91.95      | 53.56 |
| $P = 3$         | 62.96    | 81.48    | 84.89 | 78.42    | 88.59    | 52.18   | 68.42     | 84.69       | 93.56      | 55.39 |

on all-datasets (on average) while achieving a maximum gain of 5.6%.

Using Partially Labeled Data

In this experiment, we measure the performance of SupMoCo in a partially labeled (semi-supervised setup) to evaluate 1) its flexibility to work with both fully and partially labeled data and 2) its ability to use only a limited number of labeled samples to learn class semantics while predominantly using unlabeled data to learn individual characteristics of data from different domains. In this setup, we provide all labeled images from ImageNet and only 10% labeled images from the remaining 7 datasets while the remaining images are provided without labels. Depending on the dataset, this can provide as few as 1 sample for certain classes. The goal here is to see how much performance gap there is between SupMoCo with partially labeled against all labeled data and also how much its performance improves compared to training using ImageNet-only. From the results in Tab 3, we can see that the performance using 10% of labeled data from the 7 domains has only 2% performance gap on average compared to the fully-supervised model. When compared to ImageNet-only, we see 4% performance gain (on average) in domains which are further from ImageNet (e.g. Omniglot, Aircraft, QuickDraw and Fungi) while on other domains performance stays largely same.

Choosing Additional Positives in SupMoCo

In SupMoCo, during every image, we sample $P$ positive samples for each class including one augmented view of the image. However, each sample also has some positive samples from the queue itself. In this experiment, we empirically evaluate adding extra positive samples from the same class. From Tab. 6, we can see that using these additional samples
help to provide some performance benefit and we hypothesise that it happens because these additional positives are encoded using the latest version of the key encoder and provides a more accurate estimate of the features to compute similarity against unlike the ones coming from the queue carrying slightly outdated features.

6. Conclusion

In this work, we show that combining self-supervised instance-discriminative contrastive training with supervision can perform favorably on cross-domain few-shot recognition tasks. Our proposed algorithm SupMoCo can outperform prior methods on META-DATASET and also performs better than a similar method called SupCON. SupMoCo also offers additional flexibility to use partially labeled datasets because of how it incorporates supervision and self-supervision into the algorithm. Our approach provides a new direction for improving few-shot classification by leveraging instance-discriminative contrastive learning in both supervised and semi-supervised meta-learning setup and we hope to see future works exploring this further.
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Supplementary Materials

A. SupMoCo vs MoCo

While our few-shot evaluation setup provides a large labeled dataset for pre-training, we still want to investigate the usefulness of labels by comparing against a model trained using only the images (without labels). We train a self-supervised MoCo [19] model on both the ImageNet-only setup and all-datasets setup in an unsupervised fashion to compare performance against a SupMoCo model. From Tab. 7 and 8, we can observe that using labels indeed helps to boost performance on few-shot tasks across all domains, with gains as large as 14.5%. We argue this happens because the self-supervised representation predominantly learns mid and low-level features [57] and does not capture enough high-level semantics. Such an embedding would be adequate for transferring to a downstream task which has a moderate number of labeled samples because it can learn the (missing) high-level representations using the available supervision. However, in a few-shot setup, label information is limited and there are not enough opportunities to learn high-level features that is required to distinguish a class from another in any classification setup. By performing this experiment, we show that using supervision with the instance discriminative learning paradigm is more helpful in a few-shot classification setup and can outperform a self-supervised model significantly.

B. Maintaining Data Purity within a Batch

When training a single SupMoCo model on the combined dataset (e.g. training on all 8 datasets of Meta-Dataset), there are two ways to construct a mini-batch - keep each batch pure by making it contain images only from a particular dataset or make it impure by not making any dataset specific delineation and make every batch contain random samples from all the datasets. In our experimental section, we mentioned that in such a multi-domain training scenario, we use the impure batch approach because it performs better. In Tab. 9, we compare the performance between using pure vs impure batch in details and show that impure batch outperforms pure batch across tasks from all domains. We hypothesize this to happen because in impure batch setup, batch norm parameters face lesser interference and sudden change compared to pure batch where every batch would present a drastically different set of images and cause large updates to the parameters, thereby making the training process sub-optimal.

C. Confidence Interval Results

In Tab. 10, we provide the confidence intervals when SupMoCo models were evaluated using 600 few-shot randomly sampled few-shot tasks from each domain in both ImageNet-only and all-datasets setup. Because there is inherent randomness in task sampling, this helps to make a fair comparison across methods while calculating the average rank metric.

D. Dataset Details

In this section, we provide a detailed description of Meta-Dataset [47]. It consists of 10 datasets from different domains which we will describe next. Each dataset is divided into a set of disjoint training, validation and test classes and we are only allowed to train using images corresponding to the training splits from 8 of these datasets. The other 2 datasets are reserved for testing only.

- ImageNet/ILSVRC-2012 [39]: ImageNet is a dataset of 1000 classes containing natural images which are split into 712 – 158 – 130 for training-validation-test.
- Aircraft [31]: Aircraft is a fine-grained dataset of aircraft images which are split into 70 – 15 – 15 for training-validation-test. All images are cropped using the bounding box information associated with each image.
- Omniglot [26]: Omniglot is a dataset of images of handwritten characters divided into 1623 classes from 50 different alphabet classes. 1623 classes are split into 883 – 81 – 659 for training-validation-test.
- Textures [9]: It is a collection of texture images in the wild and the dataset is split into 33 – 7 – 7 classes for training-validation-test.
- QuickDraw [23]: QuickDraw is a dataset of 50 million doodle drawings across 345 categories which is divided into 241 – 52 – 52 categories for training-validation-test. For this dataset, we only use 2000 samples per class to speed up training time.
Table 7: Performance comparison between MoCo and SupMoCo when trained using ImageNet-only. SupMoCo clearly outperforms MoCo on tasks from all domains, with an average difference of 7.5%.

| Batch Type | Test Datasets |
|------------|---------------|
|             | ImageNet | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| MoCo        | 55.35    | 78.09    | 70.31  | 74.51    | 82.51    | 44.20   | 58.56     | 80.22       | 90.02      | 50.23 |
| SupMoCo     | 62.96    | 81.48    | 78.42  | 88.59    | 52.18    | 68.42   | 84.69     | 93.56       | 55.39      |       |

Table 8: Performance comparison between MoCo and SupMoCo when trained using all-datasets. SupMoCo does better than MoCo on all domains here as well, with an average performance gap of 6.5%.

| Batch Type | Test Datasets |
|------------|---------------|
|             | ImageNet | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| MoCo        | 53.96    | 79.48    | 69.61  | 83.71    | 83.93    | 43.03   | 70.02     | 80.20       | 91.29      | 53.89 |
| SupMoCo     | 61.94    | 86.61    | 86.93  | 91.61    | 91.61    | 51.34   | 82.44     | 84.31       | 92.62      | 63.68 |

Table 9: Performance comparison when a batch contains sample from all datasets (Impure Batch) vs only from a particular dataset (Pure Batch) during SupMoCo training.

| Batch Type | Test Datasets |
|------------|---------------|
|             | ImageNet | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| Pure Batch  | 50.60    | 76.39    | 69.81  | 78.24    | 77.01    | 43.36   | 75.78     | 85.73       | 85.98      | 48.41 |
| Impure Batch | 61.94   | 86.61    | 86.93  | 91.61    | 87.64    | 51.34   | 82.44     | 84.31       | 92.62      | 63.68 |

Table 10: Confidence interval when the SupMoCo models trained using ImageNet-only and all-datasets respectively were evaluated on 600 few-shot tasks from each domain.

| Dataset     | Test Datasets |
|-------------|---------------|
|             | ImageNet | Aircraft | Birds | Omniglot | Textures | MSCOCO | QuickDraw | Traffic-Sign | VGG-Flower | Fungi |
| ImageNet-only | 62.96 ± 1.09 | 81.48 ± 1.42 | 84.83 ± 0.84 | 78.42 ± 1.46 | 88.59 ± 0.82 | 52.18 ± 1.03 | 68.42 ± 1.12 | 84.69 ± 1.35 | 93.56 ± 0.62 | 55.39 ± 1.32 |
| All-Datasets | 61.94 ± 1.04 | 86.61 ± 0.83 | 86.93 ± 0.74 | 91.61 ± 0.65 | 87.64 ± 0.93 | 51.34 ± 1.02 | 82.44 ± 0.58 | 84.31 ± 0.98 | 92.62 ± 0.76 | 63.68 ± 1.12 |

- **Fungi** [40]: It is a fine-grained dataset containing over 100000 fungi images and classes are split into 994 – 200 – 200 for training-validation-test.
- **VGG-Flower** [32]: It is a dataset of natural images of flowers and split into 71 – 15 – 16 for training-validation-test.
- **Birds** [50]: A dataset for fine-grained classification of 200 bird species and the classes are split into 140 – 30 – 30 for training-validation-test.
- **MSCOCO** [28]: MSCOCO is a popular object detection dataset containing 1.5 million objects across 80 classes. For this task, individual images are extracted by cropping using the bounding box associated with each object. This dataset does not allow any images to be used for training and 80 classes are split into 40 – 40 for validation and testing.
- **Traffic-Sign** [22]: It is a dataset of 50000 images of traffic signs across 43 classes and the entire dataset is reserved for testing only.

**E. PyTorch Code**

In Alg. 1, we provide a PyTorch implementation sketch of the SupMoCo algorithm that was used for the fully-supervised setup. For the semi-supervised setup, the code was similar with the major difference being — we only find positive entries from the queue corresponding to those images for which we have label information available. For others, we treat all queue elements as negative.
Algorithm 1: SupMoCo (PyTorch skeleton code)

# Additional parameters compared to MoCo
# queue_y: a new queue to store labels (K,)
# y: labels for query images
# P: number of positives per class
# T: total number of classes (0 .. T-1)

# initialize
f_k.params = f_q.params
queue_y.fill_(T)

for x in loader: # load a minibatch x with N samples
    x_q = aug(x) # a randomly augmented version
    x_k = aug(x) # P positives per image
    q = f_q.forward(x_q) # queries: NxC
    k = f_k.forward(x_k) # keys: NxC
    k = k.detach() # no gradient to keys

    # positive logits from batch: N x P
    l_pos = (torch.mul(q.unsqueeze(1),
                     k.reshape(N, P, C))).sum(dim=2) / t

    # labels from queue: N x K,
    # each value of K indicates positive or not
    yb = torch.nn.functional.one_hot(y, T + 1)
    yq = torch.nn.functional.one_hot(queue_y, T + 1)
    pos_y_q = torch.matmul(yb, yq.t())

    # sum of all positive features from queue: N x C
    pos_f_q = torch.matmul(pos_y_q, queue.t())

    # compute cosine similarity with q: N x 1
    pos_q = (torch.mul(q, pos_f_q) / t).sum(dim=1)

    # Number of positives for each x_q: N x 1
    num_positives = P + pos_y_q.sum(dim=1)

    # Combine batch and queue positives: N x 1
    l_pos = l_pos.sum(dim=1) + pos_q

    # divide by number of positives per class
    l_pos /= num_positives

    # negative logits computation stays the same
    l_neg = torch.matmul(q, queue) / t

    # Compute contrastive loss (Eq. 3) and update parameters
    # Enqueue and dequeue images and labels, 1 per P positives