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ABSTRACT In accordance with the statistical analysis, the industrial performance is usually related to research and development (R&D) intensity, and this factor indeed plausibly brings the biggest profit with patents and supporting products to the development of semiconductor industry. How to evaluate the competitive performance of modern industries is an increasing issue, especially for the semiconductor industries in these decades. However, almost every traditional statistical model is deterred by the hypothesis of population and independent correlation among each feature, and this makes the result of typical regression model potentially lose reliability. To avoid this weakness, this article therefore applies a gradient boosting based method - XGBoost to evaluate the feature importance of semiconductor industries. In the simulation experiments, different findings reveal certain information, apart from R&D intensity, actually sway the gross net value in the annual financial announcement of semiconductor industries. Moreover, this article proposes another concept to evaluate the essential factor contributing the development of semiconductor industries. Instead of only focusing on the effect of R&D intensity, this article also predicts the future growth rate (GR) of net value by applying the greedy search of XGBoost Regression.

INDEX TERMS XGBoost, boosting regression, semiconductor industry.

I. INTRODUCTION

Research and development (R&D) management is one of important issues in the research field of human resource management (HRM), and how to make proper investment in the expense of R&D management has become an increasing issue. The most works reveal a common conclusion in the literature that R&D has a positive effect on the performance of industries, so the term “R&D Intensity” is primarily applied in the analysis of relevant works and defined as the key factor between “R&D Expenditure” and “Sales Revenue”. In order to obtain more competitive advantages, the knowledge-intensive based firms usually spend substantial amounts of cost on R&D activities. Therefore, R&D Intensity is one among the key indices that can be applied to predict the future performance of industries, and the suitable deployment of R&D expenditures is also one of the essential issues to the industries. However, being R&D Intensive cannot completely guarantee the success of industries. For example, Nokia used to be the biggest brand in the mobile phone market from 1990 to 2008, as Nokia always invested a huge amount of cost in R&D projects. Its annual report stated that Nokia invested about €5.8 billion in R&D in 2010, which is more than 4 times of that to its competitor Apple. However, it lost its market share abruptly from 39% in 2008 to 25% in 2011, and the even worse trend is that Nokia was totally defeated by Apple and Samsung in the high-end smart phone market. Also, there are many similar big business examples of failure in different markets, such as Kodak and Xerox. Why is that?

In addition to the absence of awareness, the possible causes might ignore certain potential factors. As mentioned before, R&D Intensity has been recognized as a critical effect toward the firm performance but some arguments toward the cash equivalent, free cash flow, and so on. In the traditional methods, most research works applied the approach of linear
regression to fit the overall trend, and these works also tried to explain the pattern even though some potential flows are hidden in a linear function [1]–[3]. In addition, the approach of logistic regression possesses the merit of nonlinear ability to fit a variety of tasks, but those methods usually fail to fulfill real-world tasks. As a result of the sparsity distribution of the parameter in logistic regression, it hardly finds the high-impact feature based on this situation. Also, the overfitting problem is not rare in processing linear regression method. In order to prevent the overfitting problem, the typical way usually applies the fine-tuned L2 norms to find the best model fitting the objective, but it eventually cannot fit the similarity situation in the complex correlation. Moreover, this issue is discussed in the Part C of Section II in detail. Further, as for the controversial disadvantage of statistical technique, the collinearity and bias problems easily weaken the objectiveness of result.

Due to the highly promising benefit brought by artificial intelligence (AI), applying a variety of machine learning based methods to either support decision making or discover more specific pattern is currently a prevalent trend in these years. Instead of conventional statistical methods, this article applies a novel regression model based on the mechanism of machine learning, XGBoost, to effectively evaluate the high-impact factors of semiconductor industries. Different from the normal regression model, XGBoost is one of boosting models, which is an ensemble of multiple weak regression or classification models. Through minimizing the residual between real values and predicted values, each result will be affected by the former result. What also makes XGBoost shine is its robustness developed by the blessing of not only L2 norm but also the leaves restriction, which is represented as $T$ in the algorithm (3) in the Part B of Section III. By introducing $T$ in loss function, the overfitting problem can be relieved so it can potentially fit the objective and prevent the variance in the prediction. Besides, the performance of constructing a forest with a tree is also an advantage of XGBoost, so it can be recognized that a bewildering array of competitions are overcome by XGBoost. Due to the inherent mechanism of using gain to split the data into one node, this article applies XGBoost regression to fit the real trend of collecting financial announcement over two decades, and furthermore the mechanism of gain is clearly explained in the Part C of Section III. Extracting the gain in each node and summarizing it to compare the score of each feature. Therefore, the vital index affecting the firm performance can be recognized, as XGBoost regression fits the objective feature with a lot of models and the divergence of predicted value and real value is hence approximated as close as possible. The work “Tree Boosting with XGBoost” provides a detailed explanation about why XGBoost wins “Every” competition and also presents that XGBoost applies the boosting tree to automatically select feature and capture high-order interactions without breaking down [4], so XGBoost can be considered a robust method even facing the problem of curse of dimensionality.

In this article, this section describes the problem context as well as reviews the current barriers in traditionally examining the feature importance, and also the merit of XGBoost regression in data analysis is included. In Section II, the related works are reviewed, including R&D Intensity examination and machine learning works. The loss function and measurement of XGBoost are shown in Section III. In Section IV, it conducts XGBoost regression processing with the collected data and finds a different picture in assessing the firm performance. Finally, it reveals some insights and prediction in Section V.

II. LITERATURE REVIEW

A. R&D INTENSITY AND FIRMS PERFORMANCE

Firms invest in R&D to develop new technologies and products to create competitive advantage, so R&D is critical for a firm to survive and sustain its competitive advantage in the dynamic environments. Prior research has shown that R&D expenditures are positively related to firm performance [4]–[6]. Moreover, firms investing more in R&D tend to perform better than firms investing less in R&D in competitive industries [7], although the positive effects occur often with lagged period of time [8] where some threshold effects exist [9]. R&D investment is then considered as a critical driving force of technological change and economic growth in modern countries [10]. According to the Schumpeterian growth model, long-run growth resulting from innovation and then innovation resulting from R&D investments, new innovations will finally replace old technologies [10]. That is, without R&D investment, firms will finally lose in the fierce technology competition. Additionally, R&D Intensity can be considered as a proxy of innovation capabilities, because it is examined to be a positive predictor of firm performance in the semiconductor industry. Hence, R&D-Intensive based firms are probably less sensitive to external shocks, since their products are not easily substituted with other cheaper alternatives [11]. However, this is not necessary the case always as in the Nokia example, as Nokia was unaware of failing to the market trend. It implies that R&D-Intensive based firms will perform better in a dynamic environment. The “returns on invest (ROI)” of R&D activity can be viewed as the potential performance in the future due to the delayed reaction by markets. Meanwhile, the theory of adaptive capability emphasizes that the adaptive capability allows organizations to identify and capitalize on the opportunities of emerging markets in a relatively quick and flexible sense [12]–[15], so organizations can then reconfigure resources and coordinate processes promptly to produce more innovative products [16], [17].

Further, the partial adjustment may offer new insights into the process of Schumpeterian competition in a dynamic environment. According to the partial adjustment theory, firms tend to increase their R&D investment to reinforce the strength of R&D Intensity gradually. The speed of adjustment varies widely across firms, and those with higher speed of
adjustment usually perform better in the technology competition. In dynamic environments, the speed of adjustment plays a critical role in enhancing the competitive power of firm performance, and the speed of adjustment also can also be considered as a measure of the adaptive capability of firms. In accordance with the information-based theory [18], firms usually tend to imitate each other, especially to imitate those are considered as possessing superior information. As a result, R&D Intensity of the firms competing in the same industry tends to be similar [10]. Meanwhile, the increasing competition will then encourage these firms to innovate aggressively so that they can take advantage of competition in the markets. Also, an effective innovation can alleviate the imitation of followers and brings profits to firms [18]. Firms are even more willing to increasingly invest on R&D activities in order to differentiate themselves from other competitors via innovation under the intensive competitions, especially for the firms that are in the leading position, i.e., frontier firms in the market [10], [19]. However, R&D expense usually costs much and may have negative impacts on the financial performance of firms in the short-term investment [20]. Also, the long-term investment that is difficult to return in less than one year may even deteriorate the financial status of firms. In addition, “free cash flow (FCF)” can then be an index to reflect the cash generating capability of previous long-term investments and it also can be considered as a monitoring criterion for firms to evaluate the corresponding strategy of long-term R&D investments. Potentially, FCF can be financially manipulated, and ambiguous results are usually found in the literature. For example, Brush et al. [15] argued that FCF is not profitable, while Kim and Bettis [16] claimed that “cash is surprisingly valuable as a strategic asset”. However, a firm that cannot generate free cash in a long run may perform worse in the future. Moreover, Deb et al. [17] stated that cash is especially beneficial in “highly competitive, research-intensive, or growth-focused industries”, such as semiconductor industry. Moreover, investment opportunities and revenue sources for firms in the semiconductor industry are strongly affected by the economic cycle. It is hard for them to keep their R&D Intensity at fixed targets or optimal levels, because R&D investment usually cost highly and it thus negatively impacts on the indicators of accounting performance in the short run, such as “Return on Assets”.

However, an increase in R&D investment does not mean that there will be an increase in organizational risks [21]–[23]. Some research works revealed that an organization may be conservative in making changes as its performance is satisfactory [24]. Such a conservative strategy usually leads to the loss of markets in the coming future because of less innovation due to less investment on R&D. Actually, it also shows that firms unsatisfied with their performance will increase the proper investment on R&D [25]. Moreover, if a firm operates smoothly and FCF is accumulated to be at a higher level, e.g., 50% higher than the typical performance in the past, the enterprise would have the potential to invest more for the future growth. Since FCF can be an index to reflect the operation performance of firms, it might be suitable to be incorporated with R&D Intensity as an index to evaluate whether being conservative or aggressive on R&D investments.

B. MACHINE LEARNING APPLICATION IN DECISION MAKING

According to T. Mitchell (1997) [26], “Machine learning is the study of computer algorithms that improves automatically through experience.”, and it therefore implies that the hidden information and the potential pattern of the targeted entity or behavior can be discovered by iteratively training the mathematical models through past experience. As for the learning type of machine learning algorithms, it primarily comprises supervised learning, unsupervised learning, semi-supervised learning, and reinforcement learning, and the purpose of each learning aims to address different problems based on various a priori knowledge. For example, the mechanism of famous AlphaGo and AlphaGo Zero is based on reinforcement learning algorithms, and it presents an excellent strategy of real-time decision making as the a priori knowledge is unknown. Meanwhile, effectively applying the cutting-edge technique of machine learning to enhance the industrial performance has become an increasing issue in the field of industrial engineering and management in these years. With the development of Industry 4.0, the semi-supervised learning algorithms have been usually applied to empower the performance of smart factory, such as smart manufacturing. Especially for the semiconductor industry, simplifying a manufacturing process or predicting an advanced recipe of more high-level chip by the refined semi-supervised learning algorithms are already being considered for production, and it is another type of decision making in the semiconductor industry. As for the machine learning models, it primarily comprises Fuzzy Systems, Neural Network, Decision Tree, Support Vector Machine, and Bayesian Network, and each inference model is processed based on its unique mechanism respectively. Basically, the so-called “Deep Learning” is an advanced development of neural network, and it is developed on the basis of more than two hidden layers of neural network. Moreover, the work “Artificial Intelligence for Humans” stated “Problems that require more than two hidden layers were rare prior to deep learning. Two or fewer layers will often suffice with simple data sets. However, with complex datasets involving time-series or computer vision, additional layers can be helpful. The following table summarizes the capabilities of several common layer architectures.” [25]. At present it has been widely applied to a variety of fields, including government policy [27], [28], medical diagnosis [29]–[32], business strategy [33], [34], financial trade [35], [36] [37], industrial engineering [38]–[40], and so on, and financial technology (FinTech) [41] is also one of popular applications. In addition, the series of decision tree models usually perform well in processing mid-size data, such as classification and regression trees (CART) [42], ID3 [43], and C4.5 [44]. As for the forest-type decision tree models, they are ensemble learning methods combining
weak learners to a powerful learner, which can also be customized in different tasks. In accordance with the sampling methods, the mainstream of ensemble learning can be classified into two branches: Bagging [45] and Boosting [46]. The mechanism of bagging is to randomly sample and then vote on the training samples, and the typical representative are random forest [47], rotation forest [48] and so on. Also, the mechanism of Boosting is to have weights in the sampling, which stands for gradient boost decision tree (GBDT) [49], XGBoost [50], etc. Thus, there are huge amounts of applications conducted by machine learning in a variety of decision-making purposes [51]–[53], and they are either promising or reliable nowadays.

C. POTENTIAL DISADVANTAGE OF CONVENTIONAL REGRESSION MODELS
So far as a solid method is concerned, it both comprises the theoretic evidence as well as the practical evidence, and the practical evidence is convinced based on the theoretical evidence. The theoretical evidence means the method can be logically reasoned by mathematical inference or reasonably theoretical explanation. The practical evidence usually means the simulation experiment to evaluate the reliability of the proposed theory, and the practical evidence is strictly confirmed based on the theoretical evidence. The reason is, as the practical evidence is obtained without the theoretical evidence it is usually recognized as the coincidence. As for the theoretical evidence, the controversial disadvantage of the conventional statistical method is the collinearity and bias problems, and it can be proved by its mathematical mechanism. Also, the mechanism of machine learning algorithms usually applies random process, as it is black-box modelling and the \textit{a priori} knowledge is completely unavailable. Compared with the mechanism of statistic and that of machine learning, the inference result processed by machine learning based methods has more objective than statistic as the casual relationship is not taken into consideration.

As the mathematical pros and cons of the conventional regression models (e.g., stepwise regression, lasso regression, multiple regression, etc.) can be reasoned by their mechanisms, the theoretical evidence has already been proved. Afterwards, the simulation experiment aims to prove the reliability of the theoretical evidence. Through processing the conventional regression models, the simulation experiment usually suffers with the multicollinearity problem. To address this problem, the simulation experiment applied L1, L2 norm, and even Lasso regression model to find a possible solution. Nonetheless, these approaches brought another problem to the simulation experiment, and that is famous “curse of dimensionality”. Hence, these works naturally failed to examine the feature importance in such a high-dimension dataset, because a lot of coefficients in the regression are given in zero resulting in a very worse accuracy, which can be shown in the following Figure 1, 2, and 3 as setting the L1 value to 0.1, 1, and 10 respectively in the Lasso edge regression.

Through processing the grid searching to fine-tune the effect of L1 and L2, these approaches potentially ignore the original objective of the proposed work - providing an either efficient or robust method. In particular, Random Forest is one of machine learning algorithms, and it has also been applied to a variety of fields. It is a kind of ensemble learning, and its mechanism is operated on the basis of bagging strategy. Although a stable result can be potentially obtained, there exists an uncertainty that weak learners are always being chosen due to the negative property of bagging algorithm.

III. BOOSTING REGRESSION BASED METHOD
As for the semiconductor industry, what it faces is a fluctuating pattern, and it is a norm that the index and the object are not uncontained this kind of unstable symptoms. Meanwhile, the gradient regression methods are effective to process continuous data, and it converges through the residual iterations. Therefore, the outcome generally can be regarded as an either robust or reliable prediction. Among a series of gradient boost methods, XGBoost outshines in several AI applications [54]–[56], and the further discussion about the robustness of XGBoost can be realized in the work “Tree Boosting with XGBoost” [57]. Therefore, in this section, it will reveal the mechanism of XGBoost and explain why it is suitable to be applied in this work.
A. GRADIENT BOOSTING METHOD
As processing continuous data in the financial announcements, the mechanism of approximating the residual between observed values and predicted values is an appropriate method. The typical loss function of aforementioned residual can be shown as:

\[ l(y_i, \hat{y}_i) = (y_i - \hat{y}_i)^2 \]  

(1)

where \( y_i \) is the observed value, \( \hat{y}_i \) is the predicted value, and \( i \) is the index of the data.

However, in the gradient boosting, the loss function can be revealed as:

\[ l(y_i, \hat{y}_i) = \frac{1}{2}(y_i - \hat{y}_i)^2 \]  

(2)

where \( y_i \) is the observed value, \( \hat{y}_i \) is the predicted value, and \( i \) is the index of the data.

From the equation of (1) and (2), the effect of derivation, \( \frac{1}{\gamma} \), cannot sway different, but it does bring a good advantage to reduce the complexity of algorithm by averaging the residual summary in the early step and final step in XGBoost, which will be described in the following part.

B. XGBOOST
As a method of boosting algorithms, XGBoost processes in a similar manner. Nonetheless, instead of constructing a stump each time and add it up the residual to predict, XGBoost introduces a slightly larger tree with the leave restriction and normalization to avoid high variation and overfitting. The overall step in XGBoost can be described as follows:

Input:
- Data \((x_i, y_i)\) \(i=1, n\), and a differentiable Loss Function, as the algorithm (1):

\[ l(y_i, \hat{y}_i) = F(x) = \frac{1}{2}(y_i - \hat{y}_i)^2 \]

Step 1:
- Initialize model with a constant value: \( F_0(x) = \arg\min_{\gamma} l(y_i, r) \)

Step 2:
- \( \text{for } m = 1 \text{ to } M \):
  - (1) Calculate \( r_{jm} = -\frac{\partial l(y_i, \hat{y}_i)}{\partial \hat{y}_i} \) \(F(x) = F_{m-1}(x)\) for \( i = 1 \ldots n \)
  - (2) Fit a regression tree to the \( r_{jm} \) values and build terminal regions \( R_{jm} \), for \( j = 1 \ldots J_m \)
  - (3) For \( j = 1 \ldots J_m \) compute \( \gamma_{jm} = \arg\min_{\gamma} \sum_{x_i \in R_{jm}} l(y_i, F_{m-1}(x_i)) + \gamma \)
  - (4) \( F_m(x) = F_{m-1}(x) + \sum_{j=1}^{J_m} \gamma_{jm} I(x \in R_{jm}) \)

Step 3:
- Output \( F_M(x) \)

where \( i \) indicates the data index, \( n \) is the total data number, \( \gamma \) actually refers to the average of the observed data, \( m \) means the \( m_{th} \) tree, \( M \) is the total number of tree, \( j \) is the \( j_{th} \) residual in the \( m_{th} \) tree, and \( v \) is the learning rate or the distance of moving step toward the gradient of residual.

The entire process of XGBoost aims to fit the observed values by optimizing the loss function constantly. Due to the merit of restricting gradient with learning rate, the output can prevent overfitting but still make sure a low bias.

\[ f(t) = \sum_{j=1}^{T} \left( G_j w_j + \frac{1}{2} (H_j + \lambda) w_j^2 \right) + \gamma T \]  

(3)

where \( l \) is the number of leaves, \( G_j = \sum_{i=1}^{n} g_i \), \( w_j = f_j(x_i) \), \( H_j = \sum_{i \in I_j} h_i \), \( h_i = \partial^2 \frac{l(y_i, \hat{y}_i)}{\partial \hat{y}_i} \), \( \lambda \) is the Lagrange multiplier to penalize the L2 norm in order to prevent overfitting, \( w_j \) represents the score on the \( j \)-th leaf, \( \gamma \) means the number of the leaves, and \( T \) is the number of the nodes.

C. Gain
Gain is applied extensively, and it can find the optimal feature splitting data as a result of using greedy search in the mechanism. Generally, it can be considered as the benefit of applying the prediction to fit or separate data. This method can be processed in classification and regression tree, CART. Further, the algorithm of gain can be shown in below:

\[ \text{Gain} = \frac{1}{2} \left( \frac{G^2_L}{H_L + \lambda} + \frac{G^2_R}{H_R + \lambda} - \frac{(G_L + G_R)^2}{H_L + H_R + \lambda} \right) - \gamma \]  

(4)

where \( G^2_L = (\sum_{i \in I_L} g_i)^2, G^2_R = (\sum_{i \in I_R} g_i)^2, H_L = \sum_{i \in I_L} h_i \) and \( H_R = \sum_{i \in I_R} h_i \). Moreover, \( g_i = \partial^2 l(y_i, \hat{y}_i) \) is first and second order gradient statistics on the loss function, respectively.

Basically, the default value of \( \gamma \) is set with 0. If the gain is negative, the branch will be removed. Moreover, if the gain of the root with two leaves is negative, the root will be removed. It means the entire tree is dropped, and the output will take the original value as the prediction in this step. The aforementioned process is so-called “pruned”.

IV. SIMULATION EXPERIMENT
A. EXPERIMENT DESIGN
In order to examine high-impact features in the semiconductor industry, the experimental data include over two decades financial announcements of famous semiconductor firms, 1993-2016, including UMC, ASE, SPIP, TSMC, MXIC, WINBOND, and SDI separately, and their semiconductor firms comprise small-sized, medium-sized, and large-sized semiconductor firms. Also, the features stated in the financial announcements are FirmID, Name, Year, Cash_equiv, Total_asset, SH_equity, Revenue, Net_profit, NP_b4TI, NP_b4TID, RD_intensity, FCF_ratio, Depreciation, Amortization, Cash_gen, ROA_b4TID, ROA_b4l_AT, ROA_b4d_AT, ROE, Gross_margin, Profit_rate, Net_margin_b4T, Net_margin, N_employees, Op_Expense_r, personnel_exp., CF_ratio, GR_revenue, GR_GrossPro, GR_profit, GR_profitb4T, GR_profitaT, GR_TotalAsset, and
GR_netvalue. Most importantly, the GR_netvalue is the objective feature to assess which feature is truly vital toward a good firm performance, especially for RD_intensity. In addition, the features with “GR (gross rate)” at front (prefix of GR), means that these features are associated with gross, and GR is the abbreviation of gross.

As for the data preprocessing, there are 168 data overall, and each firm keeps a record of 24 years data, from 1993 to 2016. Meanwhile, the column of NP_b4TI, NP_b4TID, and personnel_exp in ASE are Nan in 2018, so the complete data range is set from 1993 to 2017. Therefore, the range of training data is from 1993 to 2016, and the 2017 dataset is processed as the validation data. Finally, each feature will be normalized to follow the N (0, 1).

To obtain a more detailed finding, the simulation experiment is processed by two parts: (1) XGBoost gain is applied to examine the score of feature importance. (2) The data is divided by the period of four financial years in each firm. In the proposed model, a hundred of basic trees, same as the default number of cikit-learn library, are set in XGBoost, and the distribution of each feature is plotted in the Figure 4.

In accordance with the Figure 4, as the data is sorted by years, the distribution of each factor is clearly revealed. Also, it can be observed that the pattern of feature follows the objective trend, that GR_total_asset and GR_revenue have high impact on GR_netvalue. Aforementioned factors might fit the target well, but the explanatory ability will go to futile. This is so called multicollinearity. To obtain a more reliable result with the objectiveness, the problem of multicollinearity should be avoided as far as possible, so the proposed method, XGBoost can further examine the high-impact features without the highly related effect.

Although multicollinearity means certain same-pattern factors will affect their similar indices, this simulation experiment still decides to remain this kind of factors, including Cash_equiv, Total_asset, SH_equity, Revenue, Net_profit, NP_b4TI, and NP_b4TID. The reason is that they might express certain important information to support the ability of fitting the target.

B. FEATURE IMPORTANCE

As described in the Section III, XGBoost can fit the object well with gradient, so the reliability of gain to measure feature importance is widely accepted. In addition, it also can be observed that the loss function with leave restriction and L2 norm can potentially prevent overfitting and high variance. Compared with other methods, such as Random Forest and Logistic Regression, the low bias indeed brings a clear explanation and good fitting capability to the prediction. As a result, each feature importance applies the greedy search to find the optimal splitting effect in the current situation, and the result can be illustrated in the following plot, as shown in Figure 5.

In Figure 5, a horizontal comparison is shown in the observed years, 1993-2017, and the percentage represents the average gain of feature in the overall gain at every tree node. Through sorting the percentage, apart from certain highly related features with GR_netvalue, such as the feature with “GR” at front, R&D Intensity actually plays an essential role.
Multicollinearity is also a general problem in regressions, and the feature unreliability usually happens as a result of the cross impact by high-related features. In this regard, removing high correlative features in regressions is an ideal scheme, and these features comprise GR_Total_Asset, GR_revenue, Net_margin, Net_margin_b4T, Profit_rate, Gross_margin, ROE, ROA_b4ID_aT, ROA_b4I_aT, and ROA_b4TID, as shown in Figure 7. As a result, the further score of feature importance after removing high related features are shown in the Figure 6, and it is obvious that the gain score of R&D Intensity steps to a higher rank, 3rd, which concretes the hypothesis even further. Besides, as shown in the Figure 6, the R&D Intensity is not the most important feature. Actually, the cash_equivalent, free_cash_flow, net_profit, and etc. are also essential factors as examining the firm performance. Moreover, the overall correlation score is shown in the Figure 7.

**C. R&D INTENSITY TREND**

During the two decades financial announcement, the firm performance has been fluctuated frequently. As described above, R&D Intensity indeed plays an essential role in the semiconductor industry, so the simulation experiment aims to evaluate further by observing the gain score of R&D Intensity and its rank over twenty years. As shown in the Figure 8, by the recommended divided period in four years based on the analysis of semiconductor industries of Morgan Stanley, the data is separated into five sections with four years in each part, and the high correlated features are already removed. In addition, as the stated data information in A of section IV, there are some Nan (Not a Number) in the data of 2018, so it is difficult to separate period in three years. Thus, only the data of 1993-2016 are taken into account in the simulation experiment. Through ranking the feature importance with gain in XGBoost regression, the trend is shown in the following Figure 9, Figure 10 and Table 1.
In accordance with the above information, among all 19 features in the financial announcement, R&D Intensity occupies the top one-third positions in the list. Although its rank declined in 2001-2004, afterwards the trend was mounting back. Eventually, the overall rank of R&D Intensity is staying around the sixth position, and it can be deduced that some features might not be always more important than R&D Intensity but R&D Intensity constantly stayed in a key position in a long period of years. Through the proposed method, the important factors in a fluctuating period of time can be observed with the objectiveness. Thus, the proposed method can effectively analyze the potential high-impact factors in the semiconductor industries, and it can positively provide a reliable decision making for the strategy design to the semiconductor industries.

V. CONCLUSION
To avoid the potential disadvantage brought by the conventional regression models, this article provides a machine...
learning based method to objectively evaluate the feature importance in the financial announcement of semiconductor industries. Generally, the financial report is usually analyzed by statistical methods to explain the current situation, but the statistical analysis is not always convinced as a result of the collinearity and bias problems. Instead of conventional statistical methods, this article applies a novel regression method based on the machine learning mechanism, XGBoost, to effectively evaluate the high-impact factors of semiconductor industries. In accordance with the simulation results obtained by the proposed method, it can be positively observed that the feature importance varies in the continuous type. Especially in fitting the GR_netvalue, R&D Intensity indeed plays a key role in the semiconductor industry, and it therefore implies that investing decent fund in the R&D activities can potentially bring a positive effect to guarantee a good firm performance. However, the R&D Intensity is not the only essential factor contributing to the development of semiconductor industries, as a range of non-multicollinearity factors, such as cash_equivalent, free_cash_flow_ratio, net_profit, and operation_expense, also play essential roles in affecting the firm performance. In accordance with the practical evidence based on the experimental results, these aforementioned factors bring different effects to different-sized semiconductor firms, and the R&D Intensity has a great effect upon the medium-sized semiconductor firms in particular. As a whole, the factors “R&D Intensity, cash_equivalent, free_cash_flow_ratio, net_profit, and operation_expense” are evaluated as the general high-impact factors of semiconductor industries by the proposed method, but their effects differ in different-sized semiconductor firms. Moreover, the XGBoost regression is also capable of predicting values of long period of time to realize the potential trend in the future, as shown in the Figure 11.

In the above figure, the GR_netvalue of 2019 in each company is predicted based on the financial announcement, 1993-2018. In addition, the limitation of this work is if the information provided by the financial announcement is not complete and precise sufficiently the prediction accuracy may decline. Thus, although it is an intelligent scheme to provide the industries an opportunity to think about how to make an optimal deployment of business plan for the coming future, it is further believed that the proposed scheme with the features of high-reliable gain score can potentially predict toward the trend of next year by taking more sophisticated mechanism into consideration, such as the related technology policy designed by the government and the trend of semiconductor industries in the world. Further, the proposed method can be applied to evaluate companies from different sectors, especially if they have the same high technology and high development characteristics.
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