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Abstract: Satellite localization often suffers in terms of accuracy due to various reasons. One possible source of errors is represented by the lack of means to eliminate Non-Line-of-Sight satellite-related data. We propose here a method for fusing existing data with new information, extracted by using roof-mounted cameras and adequate image processing algorithms. The roof-mounted camera is used to robustly segment the sky regions. The localization approach can benefit from this new information as it offers a way of excluding the Non-Line-of-Sight satellites. The output of the camera module is a probability map. One can easily decide which satellites should not be used for localization, by manipulating this probability map. Our approach is validated by extensive tests, which demonstrate the improvement of the localization itself (Horizontal Positioning Error reduction) and a moderate degradation of Horizontal Protection Level due to the Dilution of Precision phenomenon, which appears as a consequence of the reduction of the satellites’ number used for localization.
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1. Introduction

One of the most modern approaches in remote sensing is data fusion. Nowadays, Global Navigation Satellite Systems (GNSS) receivers are embedded frequently into systems containing many other sensors. GNSS receivers are currently the standard equipment for precision positioning, navigation and timing. Some basic elements of GNSS are presented in Appendix A.

In order to improve the performance of the positioning devices, manufacturers take advantage of the myriad of sensors available for implementing fusing approaches. Initiatives carried out at European Telecommunications Standards Institute (ETSI) level, especially illustrated in [1], demonstrate the natural trend towards an integrated concept that proposes a massive fusing approach between the present sensors. The mentioned Technical Report, indeed, describes how the industrials will define the minimum performance of a multi-sensor-based positioning device, whose central sensor is a GNSS receiver. This standardization activity reflects first the necessity of blending measurements in order to meet the needs of new classes of applications. It also reflects the market appeal for such technologies where positioning becomes more and more critical. An example of such an application is the navigation of terrestrial vehicles in constraint environments (such as urban canyons) [2]. The technological reasons for blending measurements to supply a positioning service is that the GNSS signals suffer from a lot of distortions caused by local effects, such as masking or reflections coming from elements that disrupt the signal propagation (e.g., buildings, etc.). At user receiver level, these propagation disturbances can cause several problems:
loss of service;
loss of accuracy;
inability to estimate any position boundary (e.g., integrity information, also called Quality of Service, QoS, in mass market terminology).

The fusing algorithms for GNSS data blend several types of information: vehicle odometer data and data from onboard inertial measurement unit [2]; Light Detection and Ranging (LiDAR) Simultaneous Localization and Mapping (SLAM) data and data from the Inertial Navigation System (INS) [3]; or camera-deduced information. The data acquired by cameras are very useful, taking into account the large amount of information contained in images [4].

Fusing GNSS receiver information with camera-based information can present several advantages, especially in order to provide a QoS indicator to the supplied position. Indeed, whereas GNSS signals are distorted by the surrounding environment, on its side, a camera is able to observe the environmental scene. Adapted image processing techniques may provide key information about the local environments and thereof about the potential impacts on the GNSS signal processing.

For example, a fisheye camera mounted on the roof of a vehicle can give information to the GNSS mounted on the same vehicle about the NLoS satellites in a specific point of the vehicle’s trajectory. This information can be used by the GNSS for the selection of the best satellites (those that are in LoS) for positioning. In this paradigm, the image processing module, which processes the information given by the fisheye camera, is responsible for giving information about sky/non-sky regions in each frame acquired by the camera.

The aim of this paper is to investigate the usefulness of such a solution for GNSS-based localization of vehicles in constraint environments by estimating some QoS indicators. Our solution supposes the utilization of a GNSS system and of a fisheye camera connected to an image processing module.

2. Materials and Methods

The role of the image processing module is the segmentation of each image forming the sequence of images acquired by the fisheye camera, indicating if a pixel belongs to the sky or to an object (obstacle) which disrupts the LoS towards a satellite. In order to increase the viability of the information extracted by the image processing module, our choice of output is the probability map of a pixel corresponding to a satellite in LoS. The image processing module needs also to compute the correspondence between an image pixel and a couple of elevation and azimuth angles. Having the sky/non-sky segmentation and the correspondence elevation, azimuth-image pixel, the localization module will be able to decide if a satellite (also named Space Vehicle, SV), having the elevation and azimuth known, is in LoS or NLoS, and hence adopt a proper localization approach. The correspondence between elevation, azimuth and an image pixel is obtained by performing camera calibration [5,6]. An example of computed correspondence using the toolbox provided by the authors of [5,6] is given in Figure 1. The calibration process performs the projection of the image on a hemisphere. Once this projection is known, we have the azimuth and elevation for each pixel. The elevation is given by the z-coordinate of the pixel and the azimuth is the angle between the x-axis and the projection on the (x,y) plane of the pixel. Thus, the azimuth is computed based on x and y coordinates. All these computations are made with respect to the optical center found in the calibration process.

Next, the proposed algorithm produces the probability map, which represents the output of the image processing module. Using the information provided by the GNSS receiver, the surrounding satellites are marked on the probability map. A three-levels discretization of LoS probability map has been considered. Its result is the rejection of the satellites in NLoS and the weighting of satellites with small probabilities. Next, the GNSS data corresponding to remaining satellites go through the Kalman filter (belonging to the GNSS receiver) correction step, which provides the final Position, Velocity, Time (PVT) solution. The Horizontal Protection Level (HPL) can be computed from the output of the
Kalman filter, facilitating the computation of the Horizontal Positioning Error (HPE) and Miss-Integrity (MI), which is selected as a QoS indicator. The HPL is defined as the radius of a circle in the horizontal plane, with its center being at the true position, which describes the region assured to contain the indicated horizontal position.

\[ \text{HPE} = \sqrt{E_{\text{east}}^2 + E_{\text{north}}^2}, \]

The effect of the DOP on the horizontal position value is evaluated with the aid of the Horizontal DOP (HDOP) indicator.

Navigation system integrity refers to the ability of the system to provide timely warnings to users when the system should not be used for navigation. The evaluation of integrity is achieved by means of the concepts of Alert Limit, Integrity Risk, Protection Level and Time to Alert, explained in the following.

- Alert Limit (AL): The alert limit for a given parameter measurement is the error tolerance not to be exceeded without issuing an alert. The horizontal alert limit is the maximum allowable horizontal positioning error beyond which the system should be declared unavailable for the intended application.
• Time to Alert (TA): The maximum allowable time elapsed from the onset of the navigation system being out of tolerance until the equipment enunciates the alert.
• Integrity Risk (IR): The probability that, at any moment, the position error exceeds the Alert Limit.
• Protection Level (PL): Statistical bound error computed so as to guarantee that the probability of the absolute position error exceeding said number is smaller than or equal to the target integrity risk. The horizontal protection level provides a bound on the horizontal positioning error with a probability derived from the integrity requirement.

Based on IR and PL values, MI can be estimated. There are two integrity monitoring methods: Receiver Autonomous Integrity Monitoring (RAIM) and receiver assisted by ground monitoring stations, namely Satellite-Based Augmentation Systems (SBAS) or Ground-Based Augmentation Systems (GBAS). We will use in the following a RAIM system to estimate the integrity indicators.

The camera aiding algorithm proposed in this paper is as follows:
• The GNSS pseudoranges and pseudorange rates are computed with the software receiver GNSS Environment Monitoring Station (GEMS) [7] using the Multi-Correlator (MC) tracking loop with the multipath detection activated.
• These measurements are fed into the EKF prediction step and the associated Receiver Autonomous Integrity Monitoring (RAIM) can thus exclude faulty satellites.
• For each satellite left, the elevation and the azimuth are computed and projected onto the camera reference frame using the vehicle heading computed from the reference trajectory. In an operational mode, the heading would be computed from the GNSS velocity. For our experiments, it is computed from the reference trajectory, so there is no error on the projection of the satellites on the camera reference frame and then the best possible contribution of the camera aiding can be assessed.
• A three-levels discretization of LoS probability map has been considered:
  o LoS level: When the probability to be in LoS (pLoS) is between 0.75 and 1, the received signal is considered as the LoS, and the measurements are kept unchanged.
  o Doubt level: When the pLoS is between 0.25 and 0.75 (most likely related to building edges or vegetation), there is doubt on the quality of the received signal, so an overweighting is applied on the measurements as:
    \[ \sigma^2 = \sigma^2 + w^2; w(SVid, t) = fL\cos(el(SVid, t)) \],
    (4)
    where el is the elevation angle, f is a factor set to 2 (corresponding to the number of extra street crossings of the multipath with respect to the LoS) and L is the average width of the street, which is set to 10 m.
  o NLoS level: Finally, when pLoS is between 0 and 0.25, the received signal is considered as NLoS and the measurements are excluded if there are enough LoS space vehicles; otherwise, they are kept and overweighted as above.
• The remaining GNSS data go through the Kalman filter correction step, which provides the final PVT solution.
• The Horizontal Protection Level (HPL) is computed from the output of the Kalman filter.
• The Horizontal Positioning Error (HPE) and Miss-Integrity (MI) are computed from the output of the Kalman filter and the reference trajectory.

While several papers have already addressed the hybridization techniques between GNSS and inertial sensors [2,3], the hybridization between the camera and GNSS seems to have been less researched. However, this technique appears very promising, especially today, as camera and GNSS receivers have become nominal equipment of any terminal. The significance of our approach consists in the complete analysis of the solution proposed, starting from the design, continuing with the experimental validation and finishing with the estimation of the QoS indicator. The results obtained are encouraging, recommending the utilization of the approach proposed for GNSS localization in constraint environments.
We present in the following the principal materials and methods used in our research, following the steps of the camera aiding algorithm already presented.

2.1. Data Acquisition

The first step of the proposed camera-aided algorithm is data acquisition. For image acquisition, we have selected a fisheye camera model VIVOTEK FE8181/81V with 180° panoramic view and 360° surround view. This choice was made because we need an acquisition device capable of seeing the entire sky-related scene. The GNSS pseudoranges (acquired by any GNSS receiver, such as the one mounted on the vehicle carrying the fisheye camera) and pseudorange rates are computed with the software receiver GEMS [7] using the MC tracking loop with the multipath detection activated. The second step of the camera-aided algorithm supposes the transmission of these measurements into the EKF prediction step, and thus the associated RAIM can exclude faulty satellites. This step ensures the functioning of the proposed system in normal propagation conditions.

2.2. Image Processing Module

For the third step of the camera-aided algorithm presented in the Introduction, which supposes the projection of the surrounding satellites’ coordinates onto the camera reference frame using the vehicle heading computed from the reference trajectory, the image processing module is needed. It transforms each image acquired by the fisheye camera into a probability map. The first step of the algorithm which implements the image processing module is the segmentation of each image.

2.2.1. Image Segmentation

The segmentation task is one of the most difficult tasks in image processing. A great variety of approaches for segmentation are proposed in the literature. Image segmentation aims at partitioning the image into a number of non-overlapping regions, named segments. Ideally, each segment corresponds to an image object or a meaningful part of an object. Mainly, there are two classes of image segmentation approaches. Low-level image processing methods address only the problem of partitioning the image into a number of homogeneous regions. The goal of these methods is to minimize the number of regions, while keeping them homogeneous. The second class of approaches is represented by higher-level image segmentation methods, which address object segmentation. Generally, these objects appear as homogeneous regions in images. The higher-level image segmentation methods are often called semantic segmentation, or image parsing. Object segmentation is most successful in applications with restricted image variability or content. From a mathematical point of view, the general problem of image segmentation is an ill-posed problem [8], meaning that there is no unique solution and that the segmentation problem is task-dependent. The main problems with the existing algorithms for sky segmentation are erroneous detection of sky areas with large ranges of color, false detection of sky reflections or other blue objects and inconsistent detection of small sky areas. Blue sky segmentation for image editing is addressed in [9]. The initial sky probability is modeled as a product of color, position and texture probabilities. After the first sky segmentation is obtained, with the probabilistic model defined, the sky model parameters are re-estimated, from the sky region, to obtain an adaptive model. The adaptive model appends a new feature, defining a sky confidence measure, to the already defined color, position and texture probabilities. This adaptive model is used to obtain the final sky segmentation.

Excellent results are obtained for clear skies, as assumed by the authors of [9]. A two-step method for sky detection is proposed in [10]. In the first stage, a region-based segmentation, the Color Structure Code (CSC) [11], is used to generate a number of segments. In the second stage, segments are classified to the sky or to the non-sky class, according to simple yet powerful heuristics. Closer to our approach is the work presented in [12,13], meaning that real time constraints are taken into account. The authors of [12,13] conclude that a strategy based on simplification by geodesic reconstruction using dilatation coupled
with a classification with Fisher’s algorithm and a post-treatment gives the best compromise between quality of results and computational time. The aim of the simplification stage is to smooth the uniform regions of images, making the classification step easier. Therefore, the simplification filter is a smoothing filter which does not affect very much the edges of the image processed.

A better choice for the simplification filter concerning the quality of segmentation is proposed in [14]. This approach is based on the remark that the images of Brownian fields (characterized by some values of the Hurst exponent, H) are similar to the images of sky [15]. By estimating the local Hurst exponent in an image, we can localize the sky regions as areas with constant H. The proposal in [14] is to simplify the image content by a denoising filter that uses regularized Hurst estimation, proposed in [16]. The estimation of the Hurst parameter, which models the texture content in the image, is done using a generalized LASSO approach. For comparison purposes, the authors of [14] used the Ordinary Least Squares (OLS) regression from [17] as well. The OLS-based and LASSO-based filters used in [14] remove details from the finest resolution levels of the Dual Tree Complex Wavelet Transform (DTCWT) [18], without degrading the image edges and hence the quality of the segmentation. A simple classifier is used in [14] after the simplification filter, which requires as input only the number of clusters, namely the k-means classifier. In Figure 2 is shown a comparison of the results obtained by applying the segmentation methods proposed in [13] and [14] on the image in [19]. This is one of the most complicated images which can be delivered by a fisheye camera in practice. We can remark, comparing visually the images in the panels from Figure 2b–d, that the simplification filters proposed in [14] preserve better the details of the border region between sky and non-sky regions than the simplification filter proposed in [12,13], affecting the edges less. Using the simplification filters proposed in [14], we observe, comparing panels from Figure 2f–h, an improvement in the separation of building/sky versus the result obtained by applying the simplification filter in [12,13].

![Figure 2](image_url)
Figure 2. A comparison of the results obtained by applying the simplification filters and the corresponding segmentation methods proposed in [13] and [14] on the image Flatiron fisheye: (a) original; (b) after simplification filter based on OLS [14]; (c) after simplification filter based on LASSO [14]; (d) after simplification filter in [13]. Segmentation results into sky/non-sky, obtained on the blue channel: (e) without simplification filter, (f) with simplification filter based on OLS, (g) with simplification filter based on LASSO, (h) with simplification filter proposed in [13]. A simple k-means classifier was used.

© 2021 IEEE. Reprinted, with permission, from C. Nafornita, C. David and A. Isar, “Preliminary results on sky segmentation”, 2015 International Symposium on Signals, Circuits and Systems (ISSCS), 2015, pp. 1–4, doi: 10.1109/ISSCS.2015.7203933.

In these panels, the regions classified as non-sky are marked in black. LASSO slightly outperforms OLS. In the case of the segmentation method proposed in [12,13], whose result is shown in panel (h), we observe areas in the building where the classifier decides that the building is part of the sky cluster (these areas are not marked in black). The running time of the segmentation method proposed in [14] is longer than the running time of the segmentation method proposed in [12,13].

The segmentation algorithm selected for the present paper uses the blue channel of the acquired image and the segmentation is performed by using the geodesic reconstruction.
using the dilatation simplification filter [12,13] associated with the k-medoid classification algorithm [20]. The related literature [12–14] showed that using the k-means algorithm in order to segment the sky regions gives very good results. Our choice for the k-medoid algorithm is based on the fact that, generally, the k-medoid yields better results than the k-means algorithm when dealing with a segmentation task. The result of the segmentation step is a binary sky map. The segmentation approach was extensively tested on hundreds of fisheye camera images and the estimated accuracy is around 97.87%. Various weather conditions were considered: sunny, cloudy and light rain. However, considering only heavy rain weather conditions, the accuracy drops to 81.28%, due to rain drops that corrupt the image seen by the camera.

2.2.2. Image Processing Module Block Diagram

The image processing module general block diagram is presented in Figure 3. The function of this module is to identify clear sky regions, vegetation regions and to generate a LoS probability map for each image acquired. The first step of the algorithm which implements the image processing module is the segmentation described in the previous sub-section. Using edges and curvature information of the image edges, the vegetation map is constructed as well. Both these maps, sky and vegetation, are then fused to produce the intermediary probability map, using the three-levels discretization, which represents the fourth step of the camera aiding algorithm presented at the end of the Introduction. The final sky probability map is obtained after a refinement that takes into account the position uncertainty of the satellites in the image. Basically, a low-pass filter is used in order to blur the probabilities around the vegetation-related edges and also for the buildings, but to a smaller degree.

![Figure 3. Block diagram of image processing module and an example of results.](image-url)
Next, the fifth step of the camera-aided algorithm is realized. The remaining GNSS data go through the Kalman filter correction step, which provides the final PVT solution.

2.3. GNSS Signal Processing

Integrity determination techniques that allow providing a QoS indicator to the user have been studied for decades. The quality indicator can be defined as a PL provided together with the position. State of the art techniques that cover algorithms able to detect and identify faulty measurements are documented in several papers [21–24]. Standard RAIM [25] has been initially designed for civil aviation. Its use for ground applications has been widely studied these last few years, with always a strong limitation found in the definition of nominal and threat models, as well as the setup of the probability of occurrence of the threats [26]. As a consequence, RAIM application to ground users often results in large PLs or high MIs due to the inadequate over bounding of local effects in the nominal model. Focusing on the land application use case, ref. [27] proposed a new methodology to provide with PVT QoS characterization better than what can be currently achieved with the aforementioned techniques. To this end, the multiple GNSS constellations, the multiple frequencies, as well as the Key Performance Indicator (KPI) elaborated along the signal processing chain of a GNSS receiver were considered. In particular, in order to detect multipath and mitigate the induced pseudorange error, MC maximum likelihood discriminator [28] is used. In addition to the induced error mitigation, as soon as a multipath is detected, the corresponding measurements are overweighted in the Position, Velocity, Time + Integrity (PVT + I) computation. Figure 4 illustrates the PVT horizontal error using the EKF algorithm in [27] and several code tracking discriminators. White dots represent a simple Early-Minus-Late Power (EMLP) discriminator, blue dots represent the MC when the multipath detection is not activated, and, finally, green dots represent the MC when the multipath detection is activated.

![Figure 4. Comparison of PVT horizontal error given by different discriminators.](image)

The improvement in the positioning accuracy is clearly visible in this example. However, short NLoS are still an issue and might cause biased positioning and missed integrities. In this case, the camera is expected to allow the identification of NLoS situations. The final steps of the camera-aided algorithm proposed in the Introduction permit the evaluation of its performance. First is computed the HPL using the output of the Kalman filter; next is computed the HPE and, finally, MI is computed using data from the output of the Kalman filter and the reference trajectory.
3. Results and Discussion

We have simulated the camera-aided algorithm proposed and we have compared the results obtained using the same data in two cases, with and without the utilization of this algorithm. An experimental campaign was organized to accomplish this objective.

3.1. Experimental Campaign

The goal of the field trials campaign is to assess the camera contribution to the improvement of a PVT solution computation and to validate the fusing algorithm. The experimental configuration is illustrated in the right-hand part of Figure 5. The data collecting system consists of:

- Fisheye camera;
- GNSS Data Acquisition System (GDAS-2) used to capture and record GNSS raw signals;
- Thales Alenia Space Software (SW) receiver GEMS [7] fully instrumented with a MC discriminator [28] used to simulate the proposed camera aiding solution and to provide the corrected trajectory;
- The live-sky testing platform, including the car carrying the equipment, was provided by GNSS Usage Innovation and Development of Excellence (GUIDE), a Toulousian test laboratory. It embeds a GBOX that provides the reference trajectory based on high-grade INS and GNSS differential corrections from the International GNSS Service (IGS).

The reference trajectory is then compared to the corrected trajectory obtained by computing the car’s positions with the proposed algorithm, to calculate the positioning error and evaluate the integrity of the proposed navigation algorithm.

The campaign was organized on January 2016 in Toulouse on the itinerary shown in the left-hand part of Figure 5. The main trajectory lasted 1800 s in an urban environment and involved 18 satellites from three constellations (8 GPS; 2 Galileo; 8 GLONASS), among which a maximum of 12 satellites were used simultaneously in the PVT.
3.2. Global Results

Figure 6 illustrates the HPE on the whole track in both situations: with camera ON (in red) and with camera OFF (in blue). Table 1 summarizes the performance of the PVT algorithm in terms of accuracy, protection levels and integrity.

![HPE for the whole track—1800s.](image)

**Table 1.** HPE, HPL and MI with a Kalman filter and proposed camera-based aiding algorithm.

| Camera Module | HPE 67% | HPL 67% | HPE 95% | HPL 95% | HPE 99% | HPL 99% | MI  |
|---------------|---------|---------|---------|---------|---------|---------|-----|
| OFF           | 4.27    | 31.71   | 8.79    | 41.56   | 12.17   | 58.45   | 0   |
| ON            | 3.85    | 36.64   | 6.59    | 47.62   | 10.14   | 78.28   | 0   |

For HPE and HPL, we considered in Table 1 three situations corresponding to three time intervals: 67%, 95% and 99% of whole recording’s duration. Analyzing Figure 6, it can be noted that the camera makes it possible to improve the positioning accuracy whatever the time percentages (67%, 95% or 99%) because the red curve is under the blue curve almost all the time (except right at the beginning of the trajectory). This remark is in agreement with Table 1, where the HPE values corresponding to the case when the camera is on are inferior to the values of HPE obtained when the camera is off for all three time intervals. However, we observe, by analyzing Table 1, that the HPL are increased by around 15% for 67% and 95% of the time and by around 30% for 99% of the time. This HPL increase is mainly due to DOP degradation, which appears as a consequence of satellite exclusion and to measurement overweighting.

It can also be seen from Figure 6 that several sections where the camera improves the accuracy can clearly be identified. One of these sections has been selected to be more deeply analyzed in the following sub-section.

3.3. Discussion

In the following, we discuss the results and how they can be interpreted from the perspective of working hypotheses.

3.3.1. Focus on an Area Where the Camera Aiding Algorithm Improves the PVT

Figure 7 evidences the HPE improvement around time stamp 850. In this area, the mean error without the camera is around 8 m while it is less than 4 m when the camera is used.
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Figure 7. HPE zoomed around timestamp 850.

The proposed experimental setting (shown in Figure 5) enables us to correlate the HPE with HPL, HDOP and the number of satellites used in the PVT. It can be observed on the upper panel in Figure 8 that the HPE improvement is associated with the HPL increase. The PL increase is due to satellite exclusions and HDOP increases. However, due to the Kalman filtering effect, the HDOP fluctuations are neither totally nor instantaneously reported on the HPL fluctuations. On the contrary, it can be checked that satellite exclusions do instantaneously impact the HDOP. At timestamp 861, only one satellite is excluded, as can be observed in Figure 9. Compared to the case in which the camera was not used, this leads to an increase of HDOP and consequently to an increase of HPL (see Figure 8). However, this also leads to an improvement in accuracy (see Figure 7) by more than 8.5 m.

Figure 8. HPL (a) and HDOP (b) around timestamp 850.

(a)  
(b)
However, due to the Kalman filtering effect, the HDOP fluctuations are neither totally nor instantaneously reported on the HPL fluctuations. On the contrary, it can be checked that satellite exclusions do instantaneously impact the HDOP. At timestamp 861, only one satellite is excluded, as can be observed in Figure 9. Compared to the case in which the camera was not used, this leads to an increase of HDOP and consequently to an increase of HPL (see Figure 8). However, this also leads to an improvement in accuracy (see Figure 7) by more than 8.5 m.

Figure 9 represents the physical context at timestamp 861. On one side of the road, a high building can be seen, and on the other side, trees are observed. Figure 9 confirms that only one satellite (ID 228, i.e., GPS 28) is to be excluded as it is masked by the building. Finally, Figure 10 illustrates the pseudorange residuals, the Carrier to Noise ratio (C/N0) and pLoS for the GPS PRN 28. Focusing around timestamp 861, it can be confirmed that the C/N0 is strong enough to track the satellite; however, the measurements are biased by around 32 m. In this case, the camera exclusion significantly improves the HPE and the DOP degradation is weak.

Figure 10. Pseudorange residuals, C/N0 and LoS probability on SVID GPS 28.
A few seconds later, a street lamp pole “hides” the satellite 213 and thus it is declared as NLoS and is excluded from the PVT. Nevertheless, although not illustrated here, the GNSS data were perfectly valid for this timestamp (pseudorange are not biased and C/N₀ very good). This corresponds to a typical case where the camera exclusion should not be trusted.

### 3.3.2. Statistic on Pseudorange Residuals

This last sub-section no longer proposes a focus on a specific area but proposes a statistic on pseudorange residuals in order to assess the statistics of NLoS occurrence and impact in urban areas. The red line in the left-hand part of Figure 11 represents the probability density function (pdf) of the pseudorange residuals marked as LoS by the camera, and the red line in the right-hand part of Figure 11 represents the pdf of the pseudorange residuals marked as NLoS by the camera. All these residuals are computed from the EKF PVT. Both pdfs represented by red lines in Figure 11 are obtained by fitting the corresponding histograms represented in blue in Figure 11. In clear sky conditions and thermal noise only, the pseudorange residuals’ distribution should be Gaussian. The pdf in the left-hand part of Figure 11 looks Gaussian or at least symmetrical, tending to indicate that for those data, the MC processor was able to remove the multipath components. However, the distribution on the right-hand part is clearly asymmetric.

![Figure 11](image.png)

**Figure 11.** A pdf of the “clean” (left) and of the “excluded/overweighted” (right) pseudorange residuals for the whole track. The pdfs are represented with red lines and are obtained by fitting the corresponding histograms represented in blue.

The residuals larger than 8.6 m (3σ of the “clean” distribution, represented by a vertical line on the left panel in Figure 11) are considered to be due to NLoS conditions. They represent around 2% of the whole distribution. Moreover, 70% of these residuals are marked as NLoS by the camera, and 100% of the residuals greater than 29 m are marked as NLoS by the camera, which represents 0.13% of the measurements.

Areas for improvement may exist both regarding the image processing and the GNSS processing:

- Propose a criterion or a set of criteria in order to decide which data to exclude or to overweight in case the camera flags too many data as NLoS;
- Detect small and close “obstacles” (such as lamp poles) in order not to mark the related area as NLoS;
- Improve classification of vegetation;
- Feedback loop and additional criteria for adaptively tuning the image processing parameters regarding the threshold used on the probability map.
4. Conclusions

The real signal tests show that the camera clearly brings some improvements in the situations where NLoS signal is present but not detected by the EKF RAIM. The contribution brought by the camera allowed to reduce the HPE distribution, while only slightly increasing the HPL (less than 15% degradation, at least up to the 95th percentile, mainly due to the DOP degradation), and very few areas remain where the camera degrades the positioning accuracy.

Although not illustrated here, it also appeared that the “three-levels” discretization of the LoS probability map is beneficial with respect to a binary discretization, as it allows considering building edges as “doubtful” areas. At least two reasons have been evidenced for the position degradation:

- Effect of small obstacles such as lamp poles that cause a NLoS flag by the camera while not significantly affecting the quality of the data;
- Difficult classification of the vegetation that can be considered a wrong source of NLoS, leading to the exclusion of too many measurements.

The problem with the small objects that appear to block the satellite data will be treated in the future by integrating context into the classification. At this point, our classifier works at pixel level. Moreover, some morphological operations could refine the response. For the second disadvantage, concerning the classification of the vegetation, we envisage the use of new, more performant classifiers such as neural networks.
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Appendix A. GNSS Basics

The GNSS architecture contains three blocks: the acquisition sub-system, the tracking sub-system and the navigation sub-system. The roles of these sub-systems are the following.

**Acquisition:**

- to detect the GNSS signals which are present;
- to realize a first estimation of their frequency and delay characteristics.

**Tracking:**

- to rest locked on the signals received from the acquisition sub-system;
- to decode the navigation message;
- to estimate the distance traveled by each signal to arrive at the receiver.

**Navigation:**

- to calculate the position of the receiver;
- to determine the bias of the receiver’s internal clock versus the reference system.

The estimation of the position of the vehicle which carries the GNSS receiver is done by triangulation in the navigation sub-system. The distance between the receiver’s carrier vehicle and each satellite available in the region where the vehicle is situated is
estimated in the tracking sub-system, and based on these estimations, the localization is made. The position estimation accuracy depends on the number of satellites available, on their positions and on the quality of the signals received from these satellites. The distance towards the satellite (range) can be estimated by the tracking sub-system of the GNSS receiver with the aid of the delay, $\tau$, between the emission of the incident wave and the reception of the reflected wave. The access to GPS satellites is provided by the Code Division Multiple Access (CDMA) principle. Each satellite has its own Pseudo Random Noise (PRN) code, which is a bipolar signal, $C(t)$. It is multiplied with the data transmitted by the satellite for navigation purposes, $D(t)$, obtaining a new bipolar signal, which represents the modulator for the Binary Phase Shift Keying (BPSK) modulation of the carrier. The power of the transmitted signal is denoted by $E_c$. The expression of the signal generated is:

$$c(t) = \sqrt{2E_c}D(t)C(t)e^{j2\pi f_d t + \theta_p}.$$  \hspace{1cm} (A1)

This is a very large bandwidth signal. The received signal is of the form:

$$s(t) = bc(t - \tau_0)e^{j2\pi \nu_0 t} + \eta(t)$$ \hspace{1cm} (A2)

where the delay (proportional to the target range) is denoted by $\tau_0$, the Doppler frequency (related to the target velocity) by $\nu_0$, $\eta(t)$ represents a complex white Gaussian noise with power spectral density $N_0$ and $b$ is a random variable which describes the propagation. In modern implementations, such as for several GALILEO signals, the BPSK modulation is replaced by Binary Offset Carrier (BOC) modulation. This BOC modulation, along with their modified versions multiplexed BOC (MBOC) and composite BOC (CBOC), uses a sub-carrier to create separate spectra on each side of the transmitted carrier. It presents some advantages, such as a high degree of spectral separation from existing navigation signals, and leads to significant improvements in terms of tracking, interference and multipath mitigation.

The GNSS signal is detected by the acquisition sub-system with the aid of a Maximum Likelihood (ML) detector, by correlation with a locally generated replica. The sampled version of the received signal, $s[n]$, is multiplied with a sampled version of the signal $c(t)$, locally generated, $c[n]$, which is delayed with a delay $\tau$, taken from a lookup table, and is multiplied with a complex exponential with argument $\nu$ taken from the same lookup table. The $N$ samples of the multiplication’s result are added, obtaining a sufficient statistic, $T(s)$ (proportional with the correlation of signals $s[n]$ and $c[n]$, computed in zero), whose value is compared with a detection threshold, $\gamma$. If the value of $T(s)$ is bigger than the threshold value, then the hypothesis $H_1$ which supposes that $\tau_0 = \tau$ and that $\nu_0 = \nu$ will be considered as true. Otherwise, other values for $\tau$ and $\nu$ will be selected from the lookup table and the computation procedure, already described, will be repeated. Thus, both parameters, range and radial velocity, are estimated simultaneously, by a search in the range (delay)–velocity (Doppler frequency) plane. To perform this first search of Doppler frequency and of delay, the acquisition sub-system of the GNSS receiver uses a frequency and delay lookup table to find the correlation peak. If the incoming signal is affected by thermal noise or/and multipath propagation, the output of the coherent correlator will be affected as well. The best Maximum Likelihood (ML) estimation of the range and relative velocity of the satellite can be obtained as:

$$\left(\hat{\tau}, \hat{\nu}\right)_{ML} = \arg\max_{\tau, \nu} \left| A_{s,c}(\tau, \nu) \right|^2$$ \hspace{1cm} (A3)

where $\nu$ is the Doppler frequency and $A_{s,c}(\tau, \nu)$ represents the cross-ambiguity function of the signals $s(t)$ and $c(t)$, defined as:

$$A_{s,c}(\tau, \nu) = \int_{-\infty}^{\infty} s(t + \frac{\tau}{2})c^*(t - \frac{\tau}{2})e^{-j2\pi \nu t} dt.$$  \hspace{1cm} (A4)
The cross-ambiguity function is a time–frequency representation which has a wide utilization in target localization problems, such as in radar, sonar, GPS and so on. In simple scenarios, without multipath propagation, such as in the case of a car travelling in a plain rural region, the satellite is in Line-of-Sight (LoS) and the received signal has the expression in (2) with \( b = 1 \).

In more complicated scenarios, such as in natural or urban canyons, reflections from (possibly moving) objects in the surroundings produce multipath propagation, whose effect is the multipath fading. The Cramer–Rao theorem specifies the conditions for an unbiased estimator of a single parameter, \( \theta \), of a data set \( x, f(x) \), to have minimum variance and to be efficient. The theorem specifies the value of this minimum variance as well. This value represents a lower bound for all the unbiased estimators of the considered parameter and is named the Cramer–Rao Lower Bound (CRLB). The unbiased estimator which has this variance, \( f(x) \), is named the optimal estimator. Its expression can be deduced by solving the equation:

\[
\frac{\partial \ln p(x; \theta)}{\partial \theta} = l(\theta)[f(x) - \theta],
\]

where \( p(x; \theta) \) represents the data probability density function dependent on the parameter \( \theta \) and \( l(\theta) \) represents the Fisher information. In the following, we will consider the delay as parameter, \( \theta = \tau \) and we will present the expressions of the CRLB for GNSS delay estimation in cases without and with Non-Line-of-Sight (NLoS) multipath propagation. In the first case, the signal model is:

\[
s(t) = c(t - \tau_0)e^{j2\pi\nu_0 t} + \eta(t).
\]

The corresponding Cramer–Rao Lower Bound has the expression \([29]\):

\[
\text{CRLB}_{\text{without multipath}} = \frac{1}{4\pi^2\text{SNR}\sigma_f^2},
\]

where \( \text{SNR} \) represents the signal-to-noise ratio, defined as \( 2E_c/N_0 \), and \( \sigma_f^2 \) represents the square of the effective bandwidth of the transmitted signal \( c(t) \), defined as:

\[
\sigma_f^2 = \int_{-\infty}^{\infty} f^2 |C(f)|^2 df / E_c.
\]

Therefore, in the case when there is no multipath propagation, and the satellite is in LoS, the CRLB varies inverse proportionally with the square of effective bandwidth of the transmitted signal \( \sigma_f \) and with the signal-to-noise ratio of the received signal, SNR. The range estimation precision increases with the decreasing of the CRLB without multipath. This explains why GNSS designers have chosen the CDMA modulation, which has a large effective bandwidth. The single impairment which affects the precision of range estimation in the case of propagation without multipath is the receiver’s thermal noise, whose power spectral density decreases the SNR.

In the second case, when the propagation is affected by multipath and the satellite is NLoS, we use the signal model in (A2), considering that the random variable \( b \) is a zero-mean, complex Gaussian random variable, with variance \( 2\sigma_b^2 \), and the expression of the CRLB for the delay estimation is:

\[
\text{CRLB}_{\text{with NLoS multipath}} = \frac{1}{4\pi^2C\sigma_f^2},
\]

where:

\[
C = 2(2\pi)^2 \frac{E_r}{N_0} \frac{1}{1 + N_0/E_r} \text{ with } E_r = 2\sigma_b^2E_c.
\]
Therefore, in this case, the CRLB depends on the effective bandwidth of the transmitted signal $\sigma f$, and on the signal-to-noise ratio, $\text{SNR}$, as in the first case, but also on the variance of the NLoS multipath fading $\sigma^2_f$. Numerical simulations prove that the NLoS multipath propagation can deteriorate more than 100 times the precision of localization.

In the case of real-life GNSS signals, the correlation peak detected in the acquisition sub-system fluctuates at each time instant. Because an error of 1 ms in the code delay produces an error of around 300 km in pseudorange, the tracking sub-system is necessary. The tracking sub-system is composed of a set of loops permitting the tracking of signals which were detected. The Delay Lock Loop (DLL) is in charge of the delay’s tracking. Based on multiple correlators, it estimates the delay between the received signal and the locally generated replica. Knowing in this way the code phases at the moment when the signal was sent by the satellite and at the moment when the signal was received, the tracking sub-system finds the signal flying time. This time is then transformed into a pseudorange measure by multiplication with the speed of light. The role of the Frequency Lock Loop (PLL) is to maintain a good estimation of the received signal frequency. The measurement of the carrier phase (Phase Lock Loop-PLL) permits the pseudorange estimation with a better precision, but its utilization is delicate ($2\pi$-ambiguity). Using the pseudorange measures realized by the tracking sub-system, the navigation sub-system computes the receiver position using the principle of triangulation. Position calculations involve range differences, and where the ranges are nearly equal, small relative errors are greatly magnified in the difference. This effect, brought about as a result of satellite geometry (the range differences are small if the satellites used for triangulation are close to each other), is known as Dilution of Precision (DOP). The position measurement errors require the utilization of filters able to weight the measurements in function of the confidence granted. The most used algorithm is the Kalman filter or one of its variants, such as the Extended Kalman filter (EKF).
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