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ABSTRACT The low-power wide area (LPWA) limits the access duration defined by the duty cycle (DC) to avoid mutual interference among the systems. Packet-level index modulation (PLIM) uses the frequency channel and the transmission timing of a packet as an information-bearing index. LPWA with PLIM can increase the number of information bits without changing the wireless communication standards despite adherence to the DC limits. However, there is still a gap between the achievable rate and the channel capacity. Multi-packet indexing determines an information-bearing index based on multiple packets. Thus, it can exploit the channel more efficiently, which results in an increased achievable rate. This study derives a mathematical formula for the achievable rate of PLIM with multi-packet indexing and clarifies the rate enhancement brought by it.

INDEX TERMS Low power wide area, packet-level index modulation, multi-packet indexing.

I. INTRODUCTION

A low-power wide area (LPWA) comprises long-range and low-power wireless networks in the unlicensed and sub-GHz bands. Because the LPWA can send a packet of small data to the data center (fusion center) with high efficiency, it is suitable for wireless sensor networks (WSNs) [1]. In the sub-GHz bands, multiple wireless systems, such as LoRa [2], Sigfox [3], and WiSUN [4], share common frequency bands [5]. To avoid mutual interferences, the LPWA imposes limitations on the data transmission duration, which is defined by the duty cycle (DC) [6]. The DC limits the throughput and access opportunities to the data center (fusion center), and it is thus a bottleneck for the LPWA.

Index modulation (IM) has recently gained significant attention [7]. In this scheme, the baseband signal modulated by phase-shift keying and quadrature amplitude modulation uses the channel number, timing of the signal appearance, and transmit antenna number as the indexes for information encoding. The data can be transmitted not only by baseband modulation, but also by IM. Therefore, additional information can be transmitted through the revised channel model so that the achievable rate, which is the information amount sent to the receiver without error, is enlarged. IM based on the transmit antenna selection is referred to as spatial modulation [7]; it enlarges the achievable rate without incrementing the bandwidth, thereby achieving a high-frequency usage efficiency. If the IM is applied to orthogonal frequency division multiplexing (OFDM), the subcarrier selection pattern can be used as an information-bearing index [8].

A WSN operating based on IM is a powerful wireless communication scheme for the enhancement of the achievable rate. However, the sensor requires multiple antennas for spatial modulation, and the simplicity and low-cost construction of the sensor are not attained. The physical modulation format is changed in the subcarrier selection based on OFDM and the selection of the modulation format. Therefore, the design and implementation of an integrated circuit for the physical modulation of IM are significantly expensive. In addition, the practical realization of IM is time-consuming because the wireless communication standard should be revised.
Packet-level index modulation (PLIM) transmits additional information bits by selecting a combination of the frequency channel and the access timing of a packet as an information-bearing index [9]. PLIM uses the time-domain sparsity due to the DC [6], i.e., it splits the transmission period (i.e., a frame) into multiple time slots to define a timing index. PLIM utilizes the channel more finely by sending additional information without changing the physical layer packet format. Therefore, PLIM does not require a change in the wireless communication standards; hence, the existing wireless communication module can be used for PLIM. Since the original study assumes that only one packet is transmitted per frame [9], i.e., we call it single-packet indexing; it cannot fully utilize the available channel. Thus, there is still a gap between the achievable rate of PLIM with single-packet indexing and the capacity of a multi-frame channel. In [10], we proposed PLIM with multi-packet indexing, in which multiple packets define an index. Letting multiple packets define an index produces more available indexes than single-packet indexing, especially with low DC. Suppose the DC limits the number of packets a transmitter can transmit per specific time duration. PLIM with single-packet indexing cannot efficiently utilize the capacity of a channel consisting of multiple frames. On the other hand, PLIM with multi-packet indexing efficiently utilizes the available capacity of a multi-frame channel and thus enhances the achievable rate.

The capability of PLIM with multi-packet indexing has not been clarified in terms of the achievable rate in [10]. Therefore, this paper aims to analyze the achievable rate of the PLIM with the multi-packet indexing and its upper limit is positioned as the important initial study. So far, the achievable rate increase brought by PLIM with multi-packet indexing and its limit have not been clarified yet.

The contributions of this paper are as follows:

- The authors derived the achievable rate of PLIM subject to the packet erasure channel model in [10] but the explanation of derivation is not easily understandable. This paper shows the detailed derivation of it for deeper understanding.
- We proposed multi-packet indexing to improve the achievable rate of PLIM [10]. This paper further improves the achievable rate via information-theoretical analysis of the multi-packet indexing.
- The authors derived the upper limit of the achievable rate per frame for PLIM with multi-packet indexing without packet erasure in [10]. This paper derived it under the condition that packet erasure may occur. Consequently, we recognize the gap of the achievable rate between the multi-packet indexing and the upper limit. This can be used as a design metric.

The remainder of this paper is organized as follows. Relevant prior studies are summarized in Section 2. The channel model of the PLIM is explained in Section 3. This is followed by the derivation of the mathematical formula for the achievable rate of the PLIM in Section 4. The limit of the achievable rate is presented in Section 5. In Section 6, the numerical results are demonstrated for the evaluation of the achievable rate of the PLIM. Finally, the conclusions are presented in Section 7.

II. RELATED WORKS

The derivation and enlarging scheme of the achievable rate or the channel capacity for IM have been considered previously. The channel capacity of the IM was derived in the frequency domain and its advantages compared with the space-time block code [11]. The bounds for the capacity of the IM in the spatial domain have also been derived [12], [13]. The channel capacity of an IM based on the spatial, polarized, and frequency domains was derived based on closed-form expressions using second- and fourth-order approximations [14]. The channel capacity for the time-indexed and media-based modulation has also been derived [15]. In this derivation, the media-based modulation used the channel gain to convey additional information [16]. In PLIM, it is necessary to consider the information conveyed by both a packet and an index to derive the achievable rate. To the authors’ best knowledge, the upper limit of the achievable rate of the PLIM has not been described yet.

Various types of IM have been proposed thus far. In a frequency-diverse array with increasing signal frequencies for each element, the increment of frequency is used as the index for information-bearing [17]. Spatial modulation was implemented by an aperture antenna composed of metamaterials [18]. The impact of intercarrier interference through the high-speed, time-selective channel on the IM was clarified, and the optimized construction of the precoder and post-processing for maximizing the channel capacity was derived [19]. IM-based polarized antenna selection in a polarized antenna bank was also proposed [20]. Additionally, compressed sensing was introduced to the IM [21], [22] and then applied to millimeter-wave communications [23].

Maximum likelihood detection was used to minimize the average error rate for the detection of the IM [24]. In the IM of the subcarrier selection type, a subcarrier group was constructed to enhance frequency diversity without the channel state information [25]. The IM-based spread spectrum modulation, orthogonal modulation, and spatial modulation were considered in a multi-input multi-output system, and the error rate was derived based on a theoretical analysis [26]. The total construction of the IM and channel coding has also been considered; for example, spatial modulation based on antenna selection and trellis coding has been proposed [27]. The selection of both the subcarrier and signal constellation for IM has been reported [28], [29]. The optimized construction of IM with energy detection was considered for the asynchronous receiver [30]. The combination of various schemes of wireless communications and IM has been considered, such as chaos modulation [31] and multiple access schemes [32].

PLIM constructs the indexes on a packet basis [9]. In PLIM, the parallel data transmission through the data
packet and information-bearing index becomes available. Multi-packet indexing increases the number of indexes by jointly considering multiple packets. Thus, it is necessary to understand the reasonable number of packets used for multi-packet indexing subject to memory size limitations and the delay time of data transmission. Herein, the upper limit of the achievable rate of PLIM with multi-packet indexing is derived. This derivation clarifies the reasonable number of packets for multi-packet indexing.

III. CHANNEL MODEL OF PLIM

Figure 1 presents an overview of PLIM and the format of the packet. There are $K$ number of channels. The packet is composed of $L$ bits. The slot is identified as the time index, and its length is determined by the duration of transmission of a single packet.

![Packet-level index modulation (PLIM).](image)

This paper does not assume any specific type of information for data to be transmitted by packet and index, which can be environmental monitoring information etc. A transmitter splits the information sequence into two sequences. The transmitter modulates the first sequence into a data packet the same way as the conventional LPWA systems. The transmitter encodes the second information sequence into an information-bearing index, i.e., the combination of frequency channel and time slot. Then, the transmitter transmits a data packet on the selected frequency channel and time slot.

A frame is composed of $T$ slots. In our model, the transmission of packets obeys the DC of the LPWA. Namely, $N$ packets are transmitted within $NT$ slots in ($N = 1, 2, \ldots$). According to the new regulations of LPWA, the sensor can transmit multiple packets by accessing multiple channels, despite the single packet access per frame being maintained. This study does not consider the enhancement of multi-packet access per frame via multiple channel access.

This study aims to derive the achievable rate limitation and determine a reasonable number of packets for the enlargement of the achievable rate of PLIM with multi-packet indexing. The achievable rate of PLIM with multi-packet indexing is determined by the packet delivery rate, or equivalently, by the packet erasure probability. The performance of PLIM is determined by the following two parts: the information sequence transmitted by the LPWA modulation scheme within a packet, and the information sequence transmitted by an index. Given that PLIM with multi-packet indexing does not modify any of the LPWA modulation schemes, the performance of the former is the same as the conventional LPWA. Thus, the error rate performance [33] and the outage probability of wireless LPWA sensor networks [34] assume that practical channel models, such as multipath fading, can be applied directly. The performance of the latter part is an essential factor for achievable rate enhanced by PLIM. The rationale behind the use of the packet erasure channel in this study is as follows. As long as the receiver demodulates a packet without error, it can retrieve an index. Thus, it can demodulate the information sequence transmitted by the index. If a packet is received with an error, we consider the packet and its corresponding index lost. We can assume the discrete packet erasure channel model as the channel of PLIM. Specifically, the erasure probability is a function of the bit error probability derived based on the continuous-time channel model. The error rate performance of LPWA under the continuous-time channel model has been derived [33]. Thus, the erasure channel model can evaluate the performance of the information sequence transmitted by an index. Therefore, this study adopts the packet erasure channel as the channel model.

The transmitted packets are erased with a certain probability, which is referred to as the erasure probability, defined as $\varepsilon$. If the packet is erased, the receiver does not detect the data bits of the packet or the PLIM data, that is, the index for the channel and slot. This study considers the access channel from a single transmitter (sensor) to the receiver (fusion center). The packet reception error arises in practical wireless communication systems due to the channel gain drop or interference. This system can be modeled as a packet erasure channel with different erasure probabilities.

Figure 2 presents an example of the PLIM without and with multi-packet indexing, wherein the number of frames is set to $N = 2$. Since the transmitter transmits one packet only during each frame when multi-packet indexing is not applied, the number of indexes becomes $(KT)^N$. On the other hand, when multi-packet indexing is applied, the transmitter transmits more than one packet within $N$ frames. Thus, the number of indexes can be increased. We derive the number of indexes and achievable rate expression for PLIM with multi-packet indexing. Note that we do not consider the order of packets. In addition, we assume that each sensor is equipped with a single radio transceiver that cannot access two or more channels in a slot. Therefore, the number of patterns for selecting the slots is $\binom{N}{N}$. In each slot, the sensor accesses one channel selected from $K$ channels; therefore, the number of access channel patterns within $N$ frames is $K^N$, and the number of indexes is $K^N \binom{N}{N}$. Figure 3 presents an example of the set indexes, where the indexes are normalized by the number of frames, $N$, and their bit domain can be obtained by the binary logarithm. The number of channels, $K$, and the number of
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slots per frame, \( T \), are 15 and 10, respectively. As \( N \) becomes larger, the number of indexes with multi-packet indexing is larger than that with single-packet indexing. Therefore, an increment in the achievable rate by multi-packet indexing is expected.

Figure 4 shows the architectures of a transmitter and receiver in the PLIM with multi-packet indexing. Their architectures are the same as those for PLIM [9], except for the memories. The transmitter accumulates the sensing data for the formulation of a multi-packet index. The receiver accumulates the received multiple packets to achieve multi-packet indexing demodulation.

This study assumes that the overhead of the packet header is ignored. The achievable rate [35] is derived in the following section. In this study, the radix of the log function is 2.

**IV. DERIVATION OF ACHIEVABLE RATE**

**A. CASE WITHOUT MULTI-PACKET INDEXING**

We begin with a special case in which we transmit one packet within a frame (\( N = 1 \)). In this case, the number of indexes is \( KT \). In addition, a packet obtains a value among \( 2^L \) patterns. Therefore, the size of the input alphabet of the channel is \( KT \times 2^L \). We define a symbol as a pair of a packet and its index. In Figure 5, \( S_1, S_2, \ldots, S_Q \) indicate the label of the input symbol, where \( Q = KT \times 2^L \). * denotes the “erasure symbol,” which means that the receiver receives no packets. We can obtain the achievable rate as the channel capacity of an erasure channel since the channel model here is an erasure channel with an input alphabet of size \( Q \) and an output alphabet of size \( Q + 1 \). From the well-known result for erasure channels, the achievable rate of a packet per frame, \( C_{1,\varepsilon} \), is

\[
C_{1,\varepsilon} = \left(1 - \varepsilon\right)L + \log KT.
\]

If the PLIM is not used, the achievable rate cannot exceed \((1 - \varepsilon)L \) (bits/frame). Therefore, \((1 - \varepsilon)\log KT\) is the basic enhancement achieved by PLIM.

**B. CASE WITH MULTI-PACKET INDEXING**

We derive the achievable rate of the PLIM with multi-packet indexing. In this case, we have to extend the notion of “symbol.” We define a symbol as an \( N \)-tuple of pairs of packets and its index. In other words, a single symbol denotes \( N \) packets and its indexes transmitted in \( N \) frames. Therefore, the size of the input alphabet is \( K^N \binom{NT}{N} 2^NL \). Note that erasure of a
packet does not mean erasure of a symbol because the decoder can restore a partial information from the rest of received packets. The output alphabet has many incomplete symbols in addition to the symbols in the input alphabet. This channel model is not an erasure channel and we cannot employ the result of erasure channels. Let \( C_{N, \varepsilon} \) denote the achievable rate when \( N \) packets are transmitted within \( N \) frames with an erasure probability \( \varepsilon \) for \( N \geq 1 \). The following theorem is a fundamental result of this study.

**Theorem 1:**

\[
C_{N, \varepsilon} = \log \left( K^{N} \left( \frac{NT}{N} \right) (2L)^{N} \right) - \sum_{i=0}^{N} \binom{N}{i} \varepsilon^{i}(1-\varepsilon)^{N-i} \log \left( K^{i} \left( \frac{NT-(N-i)}{i} \right) (2L)^{i} \right).
\]

(2)

**Proof 1:** The achievable rate is obtained by deriving the capacity of the channel model. When a symbol is input into the channel, that is, when \( N \) packets are transmitted, the sample space for the channel output consists of \( 2^{N} \) points owing to erasing the packets. We partition this sample space in \( N+1 \) events in accordance with the number of erased packets. The probability that specified \( i \) packets are erased is \( \varepsilon^{i}(1-\varepsilon)^{N-i} \) for \( i = 0, 1, \ldots, N \). Let \( X \) and \( Y \) denote random variables for the input and output of the channel, respectively. The conditional entropy \( H(Y|X=x) \) is given as

\[
H(Y|X=x) = \sum_{i=0}^{N} \binom{N}{i} \varepsilon^{i}(1-\varepsilon)^{N-i} \log \varepsilon^{i}(1-\varepsilon)^{N-i}.
\]

(3)

for every channel input \( x \). Because this does not depend on \( x \), we have

\[
H(Y) = \sum_{X} \Pr[X=x]H(Y|X=x) = -\sum_{i=0}^{N} \binom{N}{i} \varepsilon^{i}(1-\varepsilon)^{N-i} \log \varepsilon^{i}(1-\varepsilon)^{N-i}.
\]

(4)

Following the conditional entropy, we also address \( H(Y) \). As a function of \( X \), \( H(Y) \) is maximized by the uniform distribution of \( X \), as shown in Appendix 1. Under the condition that \( X \) is uniformly distributed, we consider the probability of a received symbol with specific \( i \) packets erased, \( P_{\varepsilon}(i) \). The number of input symbols, each of which provides the received symbol by \( i \) packet erasures, is \( K^{i} \left( \frac{NT-(N-i)}{i} \right) (2L)^{i} \). Therefore,

\[
P_{\varepsilon}(i) = \frac{K^{i} \left( \frac{NT-(N-i)}{i} \right) (2L)^{i}}{K^{N} \left( \frac{NT}{N} \right) (2L)^{N}} \varepsilon^{i}(1-\varepsilon)^{N-i}.
\]

(5)

Moreover, the number of received symbols with \( i \) erased packets is \( K^{N-i} \left( \frac{NT}{N-i} \right) (2L)^{N-i} \). Therefore, the entropy of the received symbol \( Y \), \( H(Y) \), is derived as follows:

\[
H(Y) = -\sum_{i=0}^{N} K^{N-i} \left( \frac{NT}{N-i} \right) (2L)^{N-i} P_{\varepsilon}(i) \log P_{\varepsilon}(i)
\]

\[
= -\sum_{i=0}^{N} \binom{N}{i} \varepsilon^{i}(1-\varepsilon)^{N-i} \log P_{\varepsilon}(i).
\]

(6)

Therefore, the achievable rate is given as follows:

\[
C_{N, \varepsilon} = I(X; Y) = H(Y) - H(Y|X)
\]

\[
= -\sum_{i=0}^{N} \binom{N}{i} \varepsilon^{i}(1-\varepsilon)^{N-i} \log \frac{P_{\varepsilon}(i)}{\varepsilon^{i}(1-\varepsilon)^{N-i}}
\]

\[
= \log \left( K^{N} \left( \frac{NT}{N} \right) (2L)^{N} \right) - \sum_{i=0}^{N} \binom{N}{i} \varepsilon^{i}(1-\varepsilon)^{N-i} \log \left( K^{i} \left( \frac{NT-(N-i)}{i} \right) (2L)^{i} \right).
\]

(7)

Note, this is a generalization of Eq. (1).

V. UPPER LIMIT OF ACHIEVABLE RATE

We derived the achievable rate \( C_{N, \varepsilon} \), which is the maximal information within \( N \) frames through the channel. We consider the asymptotic behavior of \( C_{N, \varepsilon}/N \). Because this value monotonically increases with respect to \( N \), the limit that \( N \) goes to \( \infty \) yields the upper limit.

A. CASE WITHOUT PACKET ERASURE

We first consider the special case wherein there is no packet erasure (\( \varepsilon = 0 \)). This case can serve as the basis for the general case. In addition, we consider that the derivation of the achievable rate without erasure helps the reader understand that with erasure.

**Theorem 2:**

\[
\lim_{N \to \infty} \frac{1}{N} C_{N,0} = \log K(2L)^{T} + T \log T - (T-1) \log(T-1).
\]

(8)

**Proof 2:** Based on Theorem 1, we have

\[
\frac{1}{N} \times C_{N,0} = \frac{1}{N} \times \log \left( \frac{NT}{N} \right) K^{N} \left( 2L \right)^{N}
\]

\[
= \log K(2L)^{T} + \frac{1}{N} \log \frac{NT!}{N!(NT-N)!}
\]

\[
= \log K(2L)^{T} + \frac{1}{N} \log NT! - \frac{1}{N} \log N!
\]

\[
= \frac{1}{N} \log (NT - N)!. \quad (9)
\]

In accordance with Stirling’s formula\(^1\), the approximation of the achievable rate is given as follows,

\[
\frac{1}{N} \times C_{N,0}
\]

\[
\simeq \log K(2L)^{T} + \frac{1}{N} \log \sqrt{2\pi NT} \left( \frac{NT}{e} \right)^{NT}
\]

\[
- \frac{1}{N} \log \sqrt{2\pi N} \left( \frac{N}{e} \right)^{N}
\]

\[1! \simeq \sqrt{2\pi N} \left( \frac{N}{e} \right)^{N}, \text{ where } f(N) \simeq g(N) \text{ means } f(N)/g(N) \to 1 \text{ as } N \to \infty.\]
\[-\frac{1}{N} \log \sqrt{2\pi (NT - N)} \left( \frac{NT - N}{e} \right)^{NT - N} \]
\[= \log K(2^L) + T \log T - (T - 1) \log(T - 1) \]
\[+ \frac{1}{N} (\log \sqrt{2\pi NT} - \log \sqrt{2\pi N} - \log \sqrt{2\pi (NT - N)}). \]

(10)

In this equation, the terms related to \( N \) become
\[
\lim_{N \to \infty} \frac{1}{N} \left( \log \sqrt{2\pi NT} - \log \sqrt{2\pi N} - \log \sqrt{2\pi (NT - N)} \right) = 0. \quad (11)
\]

Therefore, the upper limit of the achievable rate per frame without packet erasure is derived as follows,
\[
\lim_{N \to \infty} \frac{1}{N} C_{N,0} = \log K(2^L) + T \log T - (T - 1) \log(T - 1). \quad (12)
\]

**B. Case with Packet Erasure**

We consider herein the general case in which packet erasure may occur (\( \varepsilon \geq 0 \)). In the proof of this case, we employed the law of large numbers for a binomial distribution. This effect is attributed to packet erasure.

**Theorem 3:**
\[
\lim_{N \to \infty} \frac{C_{N,\varepsilon}}{N} \simeq (1 - \varepsilon) \log K(2^L) + T \log T + \varepsilon \log \varepsilon - (T - 1 + \varepsilon) \log(T - 1 + \varepsilon). \quad (13)
\]

**Proof 3:** Equation (2) can be modified as follows:
\[
C_{N,\varepsilon} = \log \left( K^N \left( \frac{NT}{N} \right)^{2L^N} \right)
\]
\[= - \sum_{i=0}^{N} \left( \frac{N}{N-i} \right) \varepsilon^i (1 - \varepsilon)^{N-i} \log \left( K^i (2^L)^i \right)
\]
\[= - \sum_{i=0}^{N} \left( \frac{N}{N-i} \right) \varepsilon^i (1 - \varepsilon)^{N-i} \log \left( NT - (N - i) \right)
\]
\[= \log \left( K^N \left( \frac{NT}{N} \right)^{2L^N} \right)
\]
\[+ \log (K(2^L)) \sum_{i=0}^{N} \left( \frac{N}{N-i} \right) \varepsilon^i (1 - \varepsilon)^{N-i} \times i
\]
\[= \log (K(2^L)) \sum_{i=0}^{N} \left( \frac{N}{N-i} \right) \varepsilon^i (1 - \varepsilon)^{N-i} \log(NT - (N - i))!
\]
\[+(1 - \varepsilon) \log(NT - N)! - \log(i)! \]. \quad (14)

The logarithmic version of Stirling’s formula \(^2\) is applied to the factorial components of the third term. The approximation of the achievable rate is derived as follows:
\[
C_{N,\varepsilon} \simeq \log \left( K^N \left( \frac{NT}{N} \right)^{2L^N} \right)
\]
\[= - \sum_{i=0}^{N} \left( \frac{N}{N-i} \right) \varepsilon^i (1 - \varepsilon)^{N-i} \log \left( K^i (2^L)^i \right)
\]
\[2^\log N! \simeq (N \log N) - N. \]

### Table 1. Parameter set for PLIM.

| Data bits per packet \( L \) | Time Length of a slot (ms) | Number of slots per frame \( T \) | Time length of frame (s) |
|-----------------------------|---------------------------|-------------------------------|--------------------------|
| 10                          | 4.5                       | 96                            | 4.4                      |
| 40                          | 18.3                      | 24                            | 4.4                      |

We introduce the random variable \( J \) with the binomial distribution with parameters \( N \) and \( \varepsilon \). Eq. (16) can then be rewritten as an expression using \( J \), that is,
\[
\frac{C_{N,\varepsilon}}{N} \simeq \frac{1}{N} \log \left( K^N \left( \frac{NT}{N} \right)^{2L^N} \right)
\]
\[+ \frac{1}{N} \log \left( K(2^L) \right) \sum_{i=0}^{N} \left( \frac{N}{N-i} \right) \varepsilon^i (1 - \varepsilon)^{N-i} \times i
\]
\[= \frac{1}{N} \log \left( K(2^L) \right) E[J]
\]
\[= \left[ T - \left( 1 - \frac{J}{N} \right) \right] \log(NT - (1 - \frac{J}{N}))
\]
\[= (T - 1) \log(NT - (1 - \frac{J}{N})) - \frac{J}{N} \log(N \times \frac{J}{N}) \], \quad (17)

where \( E[\cdot] \) denotes the expectation operation. From the law of large numbers \([36]\), we have \( J/N \to \varepsilon \) as \( N \to \infty \). As a result,
\[
\lim_{N \to \infty} \frac{C_{N,\varepsilon}}{N} = \log K(2^L) + T \log T - (T - 1) \log(T - 1)
\]
\[+ \varepsilon \log K(2^L) - (T - 1 + \varepsilon) \log(T - 1 + \varepsilon)
\]
\[+ (T - 1) \log(T - 1) + \varepsilon \log \varepsilon
\]
\[= (1 - \varepsilon) \log K(2^L) + T \log T + \varepsilon \log \varepsilon
\]
\[= (T - 1 + \varepsilon) \log(T - 1 + \varepsilon). \quad (18)
\]

A detailed explanation of \( J/N \to \varepsilon \) is provided in Appendix 2.
VI. NUMERICAL RESULTS

This section presents the numerical results of the achievable rate of the PLIM. Table 1 lists the relationships among the data bits per packet $L$, time length of a slot, number of slots per frame $T$, and time length of the frame. This study assumes that the time length of the frame is constant.

Figures 6 and 7 demonstrate the performance between the number of frames and the achievable rate per frame when the data sizes of packet $L$ are 10 and 40, respectively. The horizontal axes of these figures indicate the number of frames $N$ for multi-packet indexing. The number of channels $K$ is 15. In the figures, the solid lines with a circle plot indicate the exact achievable rate of LoRa employing PLIM with multi-packet indexing, which is obtained by Eq. (2). When $N = 1$, the solid lines with a circle plot represent the achievable rate of LoRa employing PLIM with single-packet indexing [9]. The solid lines present the upper limit of the achievable rate obtained by Eqs. (8) and (13).

For comparison, the achievable rate of LoRa without PLIM is also plotted as dashed lines.

In both figures, the achievable rate per frame increases as a function of the number of frames. We confirmed the increment of the achievable rate according to multi-packet indexing. In $L = 10$, the differences in the achievable rate between $N = 1$ and the upper limit are 1.5 bits/frame in $\varepsilon = 0$ and 1.0 bits/frame in $\varepsilon = 0.1$, respectively. In $L = 40$, these differences are the same as those for $L = 10$. These can be considered as a limitation of the increment of the achievable rate owing to multi-packet indexing. As the erasure probability increases, the degradation of the increment of the achievable rate owing to multi-packet indexing is confirmed.

As the number of frames $N$ increases, the achievable rate of PLIM approaches the upper limit irrespective of the erasure probability $\varepsilon$, due to the increased number of indexes in multi-packet indexing. For example, when $N = 20$, the achievable rate is almost equal to the upper limit for $\varepsilon = 0.1$, despite the fact that the difference is 0.2 bits/frame for $\varepsilon = 0$. Although an additional achievable rate increase is expected, the achievable rate of PLIM with multi-packet indexing does not increase owing to the fact that the packet is erased beyond $N = 20$. As a result, the achievable rate of PLIM with multi-packet indexing almost saturates at $N = 20$.

The difference between the upper limit of the achievable rate of PLIM with multi-packet indexing and that without PLIM can be explained as follows. When $\varepsilon = 0$, the difference between the upper limit of the achievable rate of PLIM with multi-packet indexing, and that without PLIM is 12 bits/frame and 10 bits/frame for $L = 10$ and $L = 40$, respectively. Table 1 shows that the time length of a slot becomes larger at larger $L$ values. Therefore, the number of slots within a fixed-length frame becomes smaller, resulting in a decrease in the number of indexes for PLIM. As a result, the difference between the upper limit of the achievable rate of PLIM with multi-packet indexing and that without PLIM decreases as $L$ becomes larger.

As the number of frames is greater than five, the difference in the achievable rate from the upper limit is smaller than 5 bits/frame. The delay of the packet arrival increases as a function of the number of frames for multi-packet indexing, and the memory size for recording multiple data packets in the sensor also increases. By considering a smaller delay of packet arrival and a smaller memory size of the sensor, and by obtaining a large increment of achievable rate owing to multi-packet indexing, the five frames are reasonable at the parameters assumed in this study.

VII. CONCLUSION

This study derived mathematical formulas for the achievable rate of packet-level index modulation (PLIM) with multi-packet indexing and its upper limit by considering packet erasure probability. The numerical evaluation based on the derived formulas clarified the achievable rate enhancement by multi-packet indexing. The comparison between the upper limit and the achievable rate of PLIM with multi-packet indexing almost saturates at $N = 20$.
indexing is useful for the parameter setting of PLIM and multi-packet indexing. Furthermore, the impact of the packet erasure on the PLIM with multi-packet indexing was clarified. The derived expression can be a rough indication of the practical throughput of PLIM with multi-packet indexing. The timely practical implementation of PLIM to wireless sensor networks is expected because PLIM requires no change in the standardization and no additional hardware implementation.

Clarifying the gap between the practical throughput and the derived achievable rate is left as an important future work. In this study, we assumed the operation of one node. Random access from multiple nodes caused packet collision, which has an impact on the achievable rate. The derivation of the achievable rate in multi node environment remains an important topic for future study.

**APPENDIX 1**

To demonstrate that the uniform input distribution maximizes the mutual information of our channel, we introduce the concept of the “symmetry” of a channel according to [37]. Our channel has \( Q = K^N \left( \frac{N}{N} \right) \cdot 2^{N L} \) input symbols. Let \( R \) denote the number of output symbols, where \( R = \sum_{i=0}^{N} K^i \left( \frac{n}{n} \right) \cdot 2^{n L} \). The input and output alphabets are denoted by \( \mathcal{X} = \{ S_1, \ldots, S_Q \} \) and \( \mathcal{Y} = \{ S_1, \ldots, S_R \} \), respectively. A channel is described by the conditional probabilities \( W(y|x) = \Pr\{ Y = y | X = x \} \), \( x \in \mathcal{X} \), and \( y \in \mathcal{Y} \).

**Definition 1:** A channel \( W \) is said to be uniformly dispersive if, for any two inputs \( x, x' \in \mathcal{X} \), \( (W(S_1|x), \ldots, W(S_R|x)) \) is one of the permutation outcomes of \( (W(S_1|x'), \ldots, W(S_R|x')) \).

**Definition 2:** A channel \( W \) is said to be uniformly focusing if \( \sum_{i=0}^{Q} W(y|S_i) \) is a constant that does not depend on the output symbol \( y \).

**Definition 3:** A channel is said to be strongly symmetric if it is both uniformly dispersive and uniformly focusing.

**Definition 4:** A channel is said to be symmetric if, for some value of \( N \), it can be decomposed in \( N + 1 \) strongly symmetric channels. Precisely,

\[
W(y|x) = q_i W_i(y|x), \quad \text{if} \ y \in \mathcal{Y}_i \quad (19)
\]

with appropriate selection probabilities \( q_0, q_1, \ldots, q_N \), where \( W_i, i = 0, \ldots, N \) are strongly symmetric channels with the output alphabet \( \mathcal{Y}_i \), and \( \{ \mathcal{Y}_i \}_{i=0}^{N} \) is a partition of \( \mathcal{Y} \).

Our channel is symmetric. To justify this, partition \( \mathcal{Y} \) into \( \mathcal{Y}_i \), \( i = 0, \ldots, N \) according to the number \( i \) of the erased packets. The subset \( \mathcal{Y}_i \) has \( K^{N-i} \left( \frac{N}{N-i} \right) \cdot 2^{(N-i) L} \) symbols. The selection probability is \( q_i = \binom{N}{i} \epsilon^i (1 - \epsilon)^{N-i} \).

The following theorem [37] yields the desired conclusion.

**Theorem 4:** For a symmetric channel, the uniform input distribution achieves the capacity.

**APPENDIX 2**

We demonstrate that \( J/N \to \epsilon \) as \( N \to \infty \), according to the law of large numbers [36]. \( N \) and \( \epsilon \) denote the number of transmitted packets and the erasure probability of the packet, respectively. The random variable \( J \) denotes the number of erased packets. Let \( X_i \) be a binary random variable with a value of one if the \( i \)-th packet is erased. Otherwise, its value is zero. Then, we have

\[
J = \sum_{i=1}^{N} X_i \quad (20)
\]

According to the law of large numbers, \( J/N \) is reformed as follows:

\[
\frac{J}{N} = \frac{1}{N} \sum_{i=1}^{N} X_i \to E[X_1] \quad (21)
\]

\[
= \epsilon. \quad (22)
\]
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