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Abstract
Transformative AI technologies have the potential to reshape critical aspects of society in the near future. However, in order to properly prepare policy initiatives for the arrival of such technologies accurate forecasts and timelines are necessary. A survey was administered to attendees of three AI conferences during the summer of 2018 (ICML, IJCAI and the HLAI conference). The survey included questions for estimating AI capabilities over the next decade, questions for forecasting five scenarios of transformative AI and questions concerning the impact of computational resources in AI research. Respondents indicated a median of 21.5% of human tasks (i.e., all tasks that humans are currently paid to do) can be feasibly automated now, and that this figure would rise to 40% in 5 years and 60% in 10 years. Median forecasts indicated a 50% probability of AI systems being capable of automating 90% of current human tasks in 25 years and 99% of current human tasks in 50 years. The conference of attendance was found to have a statistically significant impact on all forecasts, with attendees of HLAI providing more optimistic timelines with less uncertainty. These findings suggest that AI experts expect major advances in AI technology to continue over the next decade to a degree that will likely have profound transformative impacts on society.

1. Introduction
The field of technological forecasting is extremely challenging. Factors contributing to these challenges include the potential for discontinuous progress, the lack of empirical data and the typically highly technical nature of new technologies. The most fundamental forecast, known as naïve forecasting, is that things in the future will happen similar to the way that they have happened in the past (Roper, Cunningham et al. 2011). This technique is still prevalent and powerful, but not appropriate for many scenarios. Another common technological forecasting technique relies on expert opinion. When soliciting expert opinion to forecast technological progress, we seek agreement or convergence among experts’ forecasts. Only when this condition is met is the aggregate forecast actionable. Short of this condition, little confidence can be ascribed to forecasts.

Forecasting human-level machine intelligence has been a topic of interest since as early as 1972, when Michie polled participants of a lecture series at the University College of London. The majority of respondents indicated that something akin to human-level machine intelligence would take 50 years or greater to realize (Michie 1973). However, it was not until recently that the topic began to gain serious consideration by academic researchers. Ten more surveys have been
administered since 2006 (Grace 2015), four of which were ultimately reported in academic outlets (Baum, Goertzel et al. 2011, Müller and Bostrom 2016, Grace, Salvatier et al. 2018, Walsh 2018).

The primary concept of interest in this survey is transformative AI. For the purposes of this study we define transformative AI to be AI that significantly transforms society by replacing humans for a large portion (i.e., 50% or greater) of economically useful work. As such, transformative AI would include notions of artificial general intelligence (AGI), high-level machine intelligence (HLMI), human-level machine intelligence, human-level artificial intelligence (HLAI) and machine superintelligence\(^1\), as well as narrow AI technologies that also meet this definition. Furthermore, the concept of transformative AI described here is also consistent with Drexler’s comprehensive AI services (CAIS) model (Drexler 2019). Given the definition used here, there is substantial ambiguity regarding transformative AI that poses a challenge in forecasting. In order to counter this challenge, questions are asked regarding a number of scenarios for transformative AI. To this end, we create a distinction between narrow AI and broadly capable AI systems. Narrow AI systems are systems created specifically for a unique task or class of tasks. A broadly capable system refers to a single algorithm that can be used to achieve a wide variety of tasks. Narrow systems can be thought to comprise the transformative AI systems described by CAIS. Broadly capable systems would include transformative AI systems as they approach the previously described notions of AGI.

2. Methods

This paper details the results of a survey administered at three AI conferences over the summer of 2018\(^2\); the International Conference on Machine Learning (ICML), the International Joint Conference on Artificial Intelligence (IJCAI) and the Joint Multi-Conference on Human-Level Artificial Intelligence (HLAI). ICML and IJCAI were held consecutively in Stockholm, Sweden from July 10th-19th. HLAI was held in Prague, Czech Republic from August 21st-25th. HLAI included the annual Artificial General Intelligence Conference, the annual Biologically Inspired Cognitive Architectures Conference and the annual Workshop on Neural-Symbolic Learning and Reasoning. Attendees of these conferences were selected at random and asked to participate in the survey. Agreeable participants were sent an invite link via email to complete the survey. Participants were sent two reminder emails if they had not yet completed the survey. 406 email addresses were collected; 286 from ICML/IJCAI and 120 from HLAI. Of these, 203 responses were received, 164 of which were completed in full; 119 from ICML/IJCAI and 45 from HLAI. The overall completion rate was 40.4%. The completion rate for ICML/IJCAI was 37.5% while completion rate for the HLAI conference was 50.6%.

Questions

The survey\(^3\) was comprised of eight content questions, four calibration questions\(^4\) and four general questions (i.e., first name, last name, employer and job title). The content questions were refined through interviews with machine learning experts. The first six concerned the use of AI to complete

---

\(^1\) For the remainder of the document we will refer to all such notions of intelligent systems as notions of AGI.

\(^2\) The survey is part of a broader, mixed-methods study including expert interviews. Work on this is forthcoming.

\(^3\) The survey can be taken at [https://www.surveymonkey.com/r/2018_AI_survey](https://www.surveymonkey.com/r/2018_AI_survey).

\(^4\) The calibration questions are not considered here because they cannot all be evaluated at this time.
tasks that humans are currently paid to do. These questions were split into four pages. Each of these pages included specific instructions, including definitions, for the questions shown on the page. The final two questions concerned the relationship between computational resources and progress in AI research and were shown on the same page. This page included a figure and specific instructions. Comment boxes were made available for all content question pages.

The first six content questions were dependent on the definition of human tasks. We define human tasks as all unique tasks that humans are currently paid to do. We differentiate human tasks from jobs in that jobs are comprised of human tasks. For example, an AI system(s) may not replace a lawyer entirely but may be able to accomplish 50% of the tasks a lawyer typically performs. The first of these six questions asked respondents to estimate the percentage of human tasks feasible for being completed by AI systems at fixed years (i.e., at present, in five years and in ten years). The remaining of these questions asked for forecasts concerning completion of human tasks in number of years at probabilities of 10%, 50% and 90% for five different transformative AI scenarios. This format enabled fitting a probability distribution for each respondent’s forecast.

Although we were interested in transformative AI, we did not use the term in the survey. Nor did we use any terms associated with notions of AGI. Rather, we asked for forecasts of AI systems capable of completing a percentage of human tasks at or above the level of a typical human. We asked participants for forecasts of both narrow AI systems and broadly capable AI systems. For forecasts concerning what we consider as narrow AI systems, we simply asked for forecasts of when it would be feasible for AI systems to collectively be able to accomplish the given percentage of human tasks at or above the level of a typical human. We asked for forecasts of narrow AI systems capable of completing 50%, 90% and 99% of human tasks and for forecasts of broadly capable AI systems capable of completing 90% and 99% of such tasks. These were asked of respondents on three pages, with questions being grouped by common percentage and ascending from 50% to 99%.

The final two questions concerned forecasting trends in AI computation and the impact of increased computational resources. In the first of these questions, participants were shown a plot from recent research at OpenAI (Amodei and Hernandez 2018). It is a semi-log plot of computational costs of training for a number of AI milestones over the previous six years. It reveals a doubling in training costs every 3.5 months. Participants were then asked to give a probability of this trend continuing for five years and ten years. The second question asked participants how much they expected AI progress to speed up if researchers were all given access to unlimited computational resources.

Müller and Bostrom fixed the maximum forecast at 5,000 years and also offered participants an option of never (Müller and Bostrom 2016). For this survey, we left the questions open-ended, but during analysis we also applied the 5,000-year threshold and classified answers above this threshold as indicative of never. Other inconsistencies included values misordered forecasts and blank entries. The frequency of these cases is reported in the results, but such answers could not

---

5 A thorough discussion of respondents’ comments will be included in forthcoming work. This will also explore the interviews conducted concurrently with the survey based on the same questions.

6 We do not envision a broadly capable AI system as being feasible for only 50% of human tasks.

7 An answer for each question was required to proceed through the survey. However, some participants exploited the fact that only one answer to each question was sufficient to proceed despite questions requiring multi-part answers.
be analyzed numerically and were thus discarded for further analysis. Of those who completed the survey, 119 comments were left by 54 participants.

**Results**

**Fixed Years Human Tasks**

The first of the human tasks related questions asked for estimations of the feasibility of automating human tasks at fixed years; first for the present, then for five years and then for ten years. The data from the three parts of this question is presented in Figure 1a and Figure 1b. Participants were asked only for point estimates in these questions. Consequently, only descriptive statistics are reported. Figure 1a depicts histograms for responses on the percentage of human tasks feasible to be automated now, in five years and in ten years. Figure 1b depicts box plots for the same. The median percentage of tasks feasible for automation now is 21.5%. This increases to 40.0% in five years and 60.0% in 10 years.

**Forecasts**

The next five questions concern forecasts for five different transformative AI scenarios. The median, mean and median aggregate forecast values for 10%, 50% and 90% probabilities can be seen in Table I for each of the five scenarios. Data from individual forecasts was fit to a gamma distribution using least squares (Grace, Salvatier et al. 2018). Numerous techniques exist for aggregation of probability distributions collected via elicitation of expert opinion (Clemen and Winkler 1999). Here, we used a median aggregation technique (Hora, Fransen et al. 2013) that has recently been shown to have advantages over the more common quantile aggregation (Vincent 1912). Each of the aggregate forecasts is shown in Figure 2a. Figure 2b depicts a comparison of aggregate forecasts from HLAI attendees and ICML/IJCAI attendees for a 99% broadly capable system.

---

8 This information is of interest and will be addressed in forthcoming work – see also footnote 5.
Table I: Median, Mean and Median Aggregate Forecast Results

| Probability | 50% Narrow | 90% Narrow | 90% Broad | 99% Narrow | 99% Broad |
|-------------|------------|------------|-----------|------------|-----------|
| Median      |            |            |           |            |           |
| 10%         | 5          | 10         | 15        | 25         | 30        |
| 50%         | 10         | 25         | 32.5      | 50         | 50        |
| 90%         | 28.5       | 50         | 60        | 99         | 100       |
| Mean        |            |            |           |            |           |
| 10%         | 8.567      | 33.65      | 27.88     | 41.79      | 57.75     |
| 50%         | 21.99      | 65.24      | 60.58     | 78.10      | 106.2     |
| 90%         | 75.44      | 184.2      | 146.4     | 174.8      | 218.7     |
| Median      |            |            |           |            |           |
| 10%         | 3.357      | 10.15      | 16.07     | 22.09      | 28.31     |
| 50%         | 11.63      | 24.76      | 33.16     | 50.42      | 56.46     |
| 90%         | 28.36      | 49.42      | 59.54     | 96.63      | 99.13     |

Figure 2: left – a) a plot comparing the five aggregate forecasts for each of the transformative AI scenarios of interest; right – b) a plot comparing the aggregate forecasts for the HLAI conference and the ICML and IJCAI conferences.

Of the 164 completed responses, 15 participants gave at least one response that, using the criterion cited earlier (i.e., forecasts of more than 5,000 years), was taken as indication that they believed this scenario would never happen. For both of the 99% scenarios all 15 participants indicated never to be a possibility, with 8, 6 and 5 indicating it to be a possibility for 90% broadly capable, 90% narrow and 50% narrow systems, respectively. In the comment box, some participants indicated that their extreme responses were intended to mean that this scenario would never happen or was not possible. For at least one scenario, 7 more of the 164 completed surveys exhibited inconsistencies (as discussed previously) that precluded further analysis. However, all completed expert surveys were considered for each individual question, and data was only disregarded if it deemed unsuitable for analysis of that question.
Figures 3a and 3b depict comparisons of all narrow system forecasts and both broadly capable system forecasts, respectively. These figures include a colored region indicating a 95% confidence interval. The 95% confidence intervals were computed for each scenario using bootstrapping (Efron and Tibshirani 1994), with \( n \) equal to 10,000. These plots illustrate experts’ perceived timelines for increasing levels of transformative societal change due to AI progress over the next century.

![Figures 3a and 3b](image-url)

**Figure 3:** left – a) A plot of the aggregate forecasts for all narrow AI systems that includes 95% confidence intervals; right – b) A plot of the aggregate forecasts for both broad AI systems that includes 95% confidence intervals

**Statistical Analysis**

A multivariate regression model was used to test the impact of occupational role, region of residency, conference of attendance and gender. Six occupational roles were selected because they were indicative of different types of AI expertise and experience; these roles were graduate student, academic, researcher, engineer, executive and founder. 7 of the 164 respondents who completed the survey did not fall into any of the categories. Their roles included human resources, sales, journalist, etc. These seven respondents were considered to be non-experts and their data was discarded. Rather than looking at respondents’ country of origin (Grace, Salvatier et al. 2018), we considered respondents’ current region of residency (i.e., continent). For this, Africa, South America, Oceania and respondents of undetermined regions were all grouped into a single category.

Due to the presence of multiple independent variables and covariance, the seemingly unrelated regressions (SUR) model (Zellner 1962) was used. We selected the log of the median forecast, denoted \( Y_m \), as the first dependent variable. Then, rather than using the 10% and 90% forecasts as separate dependent variables, we combined them into a measure of uncertainty, \( Y_u \), by subtracting the 10% forecast from the 90% forecast and taking the log. These values and the regression model can be seen in equations 1-4, where \( F \) is the raw forecast value input by the respondent. The five regression models were fit using the R package systemfit for estimating systems of simultaneous equations (Henningsen and Hamann 2007). The results can be seen in Table II. Results for \( Y_m \) are shown in the upper half of the table while results for \( Y_u \) are shown in the bottom half of the table. The results that were found to be statistically significant are highlighted with shades of grey to
indicate the level of significance (a key is located at the bottom of the table). The \( p \)-values that were found to be statistically significant for both dependent variables are italicized.

\[
Y_m = \log(F_{50\%}) \\
Y_u = \log(F_{90\%} - F_{10\%})
\]

\[
Y_m = \beta_0 + \beta_{1:5}X_{role} + \beta_{6:8}X_{region} + \beta_9X_{conference} + \beta_{10}X_{gender} + \varepsilon_{median}
\]

\[
Y_u = \beta_0 + \beta'_{1:5}X_{role} + \beta'_{6:8}X_{region} + \beta'_9X_{conference} + \beta'_{10}X_{gender} + \varepsilon_{uncertainty}
\]

| Table II: Results from the Seemingly Unrelated Regressions Model |
|------------------|------------------|------------------|------------------|------------------|
| System Type      | 50% narrow β     | 50% narrow p     | 90% narrow β     | 90% narrow p     |
|                  | 90% broad β      | 90% broad p      | 99% narrow β     | 99% narrow p     |
| Student          | 0.697            | 0.093            | 0.266            | 0.542            |
| Academic         | 0.480            | 0.248            | 0.023            | 0.958            |
| Research         | 0.729            | 0.070            | 0.232            | 0.580            |
| Engineer         | 0.600            | 0.153            | 0.435            | 0.329            |
| Executive        | 0.160            | 0.732            | 0.518            | 0.296            |
| Europe           | -0.041           | 0.887            | 0.070            | 0.817            |
| NA               | -0.177           | 0.578            | -0.270           | 0.426            |
| Aisa             | 0.240            | 0.488            | 0.342            | 0.356            |
| HLAI             | -0.378           | 0.061            | -0.676           | 0.002            |
| Female           | -0.392           | 0.166            | -0.061           | 0.843            |

| System Type      | 99% broad β      | 99% broad p      | 99% broad β      | 99% broad p      |
| Student          |                  |                  |                  |                  |
| Academic         |                  |                  |                  |                  |
| Research         |                  |                  |                  |                  |
| Engineer         |                  |                  |                  |                  |
| Executive        |                  |                  |                  |                  |
| Europe           |                  |                  |                  |                  |
| NA               |                  |                  |                  |                  |
| Aisa             |                  |                  |                  |                  |
| HLAI             |                  |                  |                  |                  |
| Female           |                  |                  |                  |                  |

**Computational Resources**

The final questions concerned the impact of computational resources on AI progress. The results for these questions can be seen in Figure 4a and Figure 4b. Figure 4a shows the survival function for the continuation of the exponential increase identified between AI milestones and computational training costs (Amodei and Hernandez 2018). Figure 4b shows the results, on a Likert-type scale, of participants responses regarding the hypothetical rate of increase in AI progress if all researchers were given access to unlimited computational resources.
Discussion

Fixed Years Human Tasks

The results for the fixed years human tasks questions, depicted in Figures 1a and 1b, indicate that experts believe a large number of human tasks are already automatable, and that this number will grow substantially over the next five to ten years. Specifically, the median percentage of human tasks believed to be automatable now is 21.5%, and this number increases to 40% and 60% in five and ten years, respectively. However, the distributions for responses to this question cover the entire range of possibilities, which indicates significant variance and minimal value for quantitative forecasting. Despite this, it is noteworthy to observe in Figure 1a that the first two distributions are positive skewed while the last distribution is negative skewed. This shift suggests some sort of consensus toward transformative progress in automation of human tasks over the coming decade.

Forecasts

The survey reported here offers a reframing of the problem of forecasting AI progress with respect to previous studies by developing forecasts for five unique transformative AI scenarios. Some of these scenarios were intended to be similar to CAIS while others were intended to more closely approximate notions of AGI. We see this as addressing a limitation of previous studies. Significant AI progress and societal transformation could affect future progress profoundly through complex mechanisms (Gruetzemacher 2018). Thus, forecasts for more imminent and comprehensible scenarios of transformative AI progress are not only prudent but necessary. It is possible that AI experts who work on narrow systems can forecast requisite technologies for more extreme transformative scenarios without envisioning recursive research and development models, state funded efforts on the scale of the Manhattan Project or discontinuous change in the cost of computation. The implications of this reframing are plainly illustrated in Figures 3a and 3b, which compare the narrow and broad forecasts for the different transformative AI scenarios explored here. Thinking of these scenarios as levels of transformative AI, we see that the lower levels of narrow transformative AI have the earliest timelines and the least uncertainty.

Figure 4: left – a) the survival function for the probability of continuing exponential increases in computational resources associated with future AI milestones; right – b) response totals for how much AI research will increase if everyone was given access to unlimited computational resources.
Statistical Analysis

We incorporated all dependent variables into a multivariate model by combining the median forecast and the uncertainty. We conducted a Breusch-Pagan test (Breusch and Pagan 1979) for each of the scenarios, and one indicated the presence of heteroscedasticity. However, it is important to note that when the Breusch-Pagan test fails, the SUR model simply becomes separated OLS models because the separate modeling approach is a special case of the multivariate modeling approach. Thus, it is suitable to use SUR in all cases.

It can be seen in Table II that all of the $p$-values reported for HLAI are italicized indicating that, for each scenario, the impact of both the median and the uncertainty on the model was found to be statistically significant. These results show particularly strong statistical significance for the HLAI forecasts of scenarios for all systems of 90% and above. It can also be seen that the $\beta$ coefficients for HLAI forecasts are negative for both the median and uncertainty over all scenarios. This indicates that HLAI participants expect all scenarios to happen sooner than participants of the other conferences. Furthermore, it indicates that HLAI participants have less uncertainty in their forecasts than participants of the other conferences. The forecasts for a 99% broadly capable system for participants of HLAI and ICML/IJCAI are depicted for comparison in Figure 2b.

Other paired correlations of interest (also italicized in Table II) include researcher’s 50% narrow systems forecasts and females 90% narrow systems forecasts. The statistical significance is weak, but, limiting factors like female sample size (7) or the challenges of coding the roles of AI experts may obscure other underlying correlations. Also of interest are unpaired correlations for region of residence as well as for occupational role in forecasts of 50% narrow systems.

Computational Resources

Of final interest in our discussion are the results from the computational resource questions. The median aggregate forecast computed using the survival function indicates a greater than 75% probability of the trend identified by Amodei and Hernandez (Amodei and Hernandez 2018) continuing for ten years. Regarding the possibility of unlimited computational resources there appeared to be a general consensus of a positive impact on the rate of progress in AI research, with 51.2% of the participants indicating a rate of increase of 100% or greater. The consensus among researchers regarding the impact of computational resources on AI research is noteworthy and suggests that efforts should be made to explore expert opinion of these dynamics in future work. Considered with the results depicted in Figure 1, there appears to be some consensus that AI experts believe the next decade will continue to see AI progress proceed at a pace consistent with that of the past six years.

Conclusions

We have presented a set of forecasts for five scenarios of transformative AI. In sum, we conclude that continuing advances in AI technology should be treated as something that will have transformative societal impact by the end of the decade. By design, this study does not lead to any conclusions regarding the economic impact of this possible transformation. Rather, it is intended to bring attention and awareness to the public as well as policy makers that a multitude of scenarios exists, some of which may not be far off and may present unforeseen risks and consequences. Future work should examine such scenarios more closely.
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