Estimating the frame potential of large-scale quantum circuit sampling using tensor networks up to 50 qubits
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We develop numerical protocols for estimating the frame potential, the 2-norm distance between a given ensemble and the exact Haar randomness, using the QTensor platform.

Our tensor-network-based algorithm has polynomial complexity for shallow circuits and is high performing using CPU and GPU parallelism. We apply the above methods to two problems: the Brown–Susskind conjecture, with local and parallel random circuits in terms of the Haar distance and the approximate k-design properties of the hardware efficient ansatz in quantum machine learning, which induce the barren plateau problem. We estimate frame potentials with these ensembles up to 50 qubits and k = 5, examine the Haar distance of the hardware-efficient ansatz, and verify the Brown–Susskind conjecture numerically. Our work shows that large-scale tensor network simulations could provide important hints toward open problems in quantum information science.

*: Corresponding author.

I. INTRODUCTION

Quantum computing might provide significant improvement of computational powers for current information technologies [1, 2]. In the noisy intermediate-scale quantum (NISQ) era, an important question for near-term quantum computing is whether quantum devices are able to realize strong computational advantage against existing classical devices and resolve hard problems that no existing classical computers can resolve [3]. Recently, Google and the University of Science and Technology of China, in experiments involving boson sampling [4, 5], claim to have realized quantum advantage in their quantum devices, disproving the extended Church–Turing thesis. These experiments are considered milestones toward full-scale quantum computing. Another recent study suggests the possibility of achieving quantum advantage in runtime over specialized state-of-the-art heuristic algorithms to solve the Maximum Independent Set problem using Rydberg atom arrays [6].

Despite the great experimental success in quantum devices, however, the capability of classical computation is also rapidly developing. It is interesting and important to think about where the boundary of classical computation of the same process is and to understand the underlying physics of the quantum supremacy experiments through classical simulation [5]. Tensor network methods are incredibly useful for simulating quantum circuits [8–10]. Originating from approximately solving ground states of quantum many-body systems, tensor network methods find approximate solutions when the bond dimension of contracted tensors and the required entanglement of the system are under control [8]. Tensor network methods are also widely used for investigating sampling experiments with random quantum architectures, which are helpful for verifying the quantum supremacy experiments [11–14].

In this work we develop novel tensor network methods and perform classical random circuit sampling experiments up to 50 qubits. Random circuit sampling experiments are important components of near-term characterizations of quantum advantage [15]. Ensembles of random circuits could provide implementable constructions of approximate unitary k-designs [16–18], quantum information scramblers [19], solvable many-body physics models [20], predictable variational ansatz for quantum machine learning [21–23], good quantum decouplers for quantum channel and quantum error correction codes [24, 25], and efficient representatives of quantum randomness. To measure how close a given random circuit ensemble is to uniform, Haar randomness over the unitary group, we develop algorithms to evaluate the frame potential, the 2-norm distance toward full Haar randomness [26, 28]. The frame potential is a user-friendly measure of how random a given ensemble is in terms of operator norms: the smaller the frame potential is, the more chaotic and more complicated the ensembles are, and the more easily we can achieve computational advantages [29, 30]. In fact, in certain quantum cryptographic tools, concepts identical or similar to approximate k-designs are used, making use of the exponential separation of complexities between classical and quantum computations.
The efficient tensor network contraction algorithm is developed in the QTensor framework [39–41].

In particular, we show the following applications of our computational tools. First, we evaluate the k-design time of the local and parallel random circuits through the frame potential. A long-term open problem is to prove the linear scrambling property of random circuits, where they approach approximate k-designs at depth $O(nk)$ with n qudits [16, 18, 29, 31, 42, 47]. Although lower and upper bounds are given, there is no known proof of the k-design time for general local dimension q and $k \geq 3$ [18, 47]. According to [47], the linear increase of the k-design time will lead to a proof of the Brown–Susskind conjecture, a statement where random circuits have linear growth of the circuit complexity with insights from black hole physics [48, 49]. Recently, the complexity statement was proved in [50] for a different definition of circuit complexity compared with [47]. Thus, a validation of the k-design time measured in the frame potential will immediately lead to an alternative verification of the Brown–Susskind conjecture, a statement where random circuits have linear growth of the circuit complexity compared with [47]. Thus, a validation of the frame potential efficiently in high-performance computing. When the variational ansatz for variational quantum machine learning [51–63] are random enough, we prove the slowness of the variational angle updates during the gradient descent dynamics of quantum machine learning. When the variational ansatz is the randomized hardware-efficient variational ansatz used in [21]. Barren plateau is a term referring to the slowness of the variational angle updates during the gradient descent dynamics of quantum machine learning. When the variational ansatz is the randomized quantum simulation, variational quantum optimization, and quantum machine learning [51–63] are random enough, the gradient descent updates of variational angles will be suppressed by the dimension of Hilbert space, requiring exponential precision to implement quantum control of variational angles [23]. The quadratic fluctuations considered in [21] will be suppressed with an assumption of 2-design, which is claimed to be satisfied by their hardware-efficient variational ansatz. For higher moments, higher k-designs are required. A study of how far from a given variational assumption to a unitary k-design is important in order to understand how large the barren plateau is and how to mitigate them through designs of variational circuits. In our work we find that for several ks, the randomized hardware-efficient ansätze are efficient scramblers: the frame potential decays exponentially during an increase in circuit depth.

Our paper is organized as follows. In Section II we give an overview of the theory of frame potentials. In Section III we present a novel tensor network algorithm for evaluating frame potentials efficiently in high-performance computing. In Section IV we discuss our numerical results and implications. In Section V we summarize our work and provide some future research directions.

II. FRAME POTENTIAL

Given an ensemble $\mathcal{E}$ of unitaries with a probability measure, we are interested in its randomness and therefore closeness to the unitary group. Truly random unitaries from the unitary group have the Haar measure. Such closeness is measured by how well the ensemble approximates the first k moments of the unitary group. To this end, a k-fold twirling channel

$$\Phi^{(k)}_E(\mathcal{O}) = \int_{\mathcal{E}} dU dV |\text{Tr}(U^\dagger V)|^{2k}. \tag{3}$$

is defined for the ensemble. If the unitary ensemble approximates the kth moment of the unitary group, the distance between the k-fold channel defined for the ensemble and the Haar unitaries (measured by the diamond norm) is bounded by $\epsilon$:

$$\|\Phi^{(k)}_E - \Phi^{(k)}_{\text{Haar}}\|_0 \leq \epsilon. \tag{2}$$

Such $\mathcal{E}$ is said to be an $\epsilon$-approximate k-design. The diamond norm of the channels is not numerically friendly, however. A quantity more suitable for numerical evaluation, which is also discussed in the context of k-designs, is the frame potential $\mathcal{F}$, given by [64]

$$\mathcal{F}^{(k)}_E = \int_{U,V \in \mathcal{E}} dU dV |\text{Tr}(U^\dagger V)|^{2k}. \tag{3}$$

Specifically, it relates to the aforementioned definition of $\epsilon$-approximate k-designs as follows [18]:

$$\|\Phi^{(k)}_E - \Phi^{(k)}_{\text{Haar}}\|_0 \leq d^{2k} (\mathcal{F}^{(k)}_E - \mathcal{F}^{(k)}_{\text{Haar}}), \tag{4}$$

where $d = q^n$ is the Hilbert space dimension, $q$ is the local dimension of the qudits, and $\mathcal{F}^{(k)}_{\text{Haar}} = k!$.

If we obtain the frame potential $\mathcal{F}^{(k)}_E$, we are guaranteed to have at least an $\epsilon_{\text{max}}$-approximate k-design, where

$$\epsilon_{\text{max}} = d^k \sqrt{\mathcal{F}^{(k)}_E - \mathcal{F}^{(k)}_{\text{Haar}}}. \tag{5}$$

Similarly, we have the following condition for the ensemble to be an $\epsilon$-approximate k-design:

$$\sqrt{\mathcal{F}^{(k)}_E - \mathcal{F}^{(k)}_{\text{Haar}}} \leq \epsilon \sqrt{d^k n!}. \tag{6}$$

where the ensemble $\mathcal{E}(l)$ depends on the number of layers l. Assuming an exponentially decreasing frame potential approaching the Haar value, we have

$$\mathcal{F}^{(k)}_{\mathcal{E}(l)} - \mathcal{F}^{(k)}_{\text{Haar}} \propto A^2 e^{-2l/C} \tag{7}$$

$$\Rightarrow A e^{-l/C} \leq \frac{\epsilon}{q^n k}. \tag{8}$$

$$\Rightarrow l \geq C (kn \log q + \log A + \log 1/\epsilon). \tag{9}$$
Under this assumption, $A$ and $C$ could still have $n$ and $k$ dependence. Therefore, for there to be linear scaling in $n$ and $k$, $A$ cannot be exponential, and $C$ must be sublinear.

As an example, the exponential decay of $\mathcal{F}(2)$ for the parallel random unitary ansatz is given by \[ 18 \]

\[
\mathcal{F}(2) < 2 \left( 1 + \left( \frac{2q}{q^2 + 1} \right)^{2(l-1)} \right)^{n_q},
\]

where $n_q = \lfloor n/2 \rfloor$. This is plotted in Fig. 1. For fixed $\epsilon$, this leads to a linear scaling of $l$ in $n$, given by

\[
l \geq C(2n \log q + \log n + \log 1/\epsilon),
\]

where $C = \left( \log \frac{2^2 + 1}{q} \right)^{-1}$ is independent of $n$. We emphasize that linear scaling in $n$ is for fixed $\epsilon$, not fixed $\mathcal{F}$.

![Theoretical percentage deviation of the $k=2$ frame potential from the Haar value as a function of layers for the parallel random unitary ansatz. In this plot, the layer required to reach a fixed $\mathcal{F}$ does not scale linearly with $n$. The linear scaling is only for fixed $\epsilon$.](image)

### III. EVALUATION OF FRAME POTENTIAL

The unitary ensembles we are interested in are parameterized by a large number of parameters. Therefore, evaluating the integral is a high-dimensional integration problem, and a numerical Monte Carlo approach is suitable. We approximate the frame potential as the mean value of the trace,

\[
\mathcal{F}_E^{(k)} \approx \frac{1}{N} \sum |\text{Tr}(U^k V)|^{2k}, \text{ } U, V \in \mathcal{E}.
\]

Therefore, we need to evaluate the trace of the sampled unitaries on $n$ target qubits.

### A. Complexity of Trace Estimation

Explicitly constructing the unitaries requires memory complexity of $O(4^n)$. A more efficient classical algorithm decomposes a unitary into gates in a universal set ($H$, $T$, and CNOT), which allows us to estimate the normalized trace by sampling allowed Feynman paths \[ 65 \]. Exact evaluation using this method is NP complete, and approximation to fixed precision requires a number of Feynman path samples that are exponentially large in the number of Hadamard gates in the circuit.

However, a mixed-state quantum algorithm exists that can estimate the trace efficiently with the DQC1 circuit \[ 66, 67 \]. Specifically, in order to evaluate the trace of an $n$-qubit unitary $U$, only one pure-state special qubit is needed. A Hadamard gate is applied to the special qubit, and the $U$ gate is applied to the $n$-qubit maximally mixed state, controlled by the special qubit. The complexity is independent of $n$ and polynomial to the precision.

To bridge the gap between the classical and quantum complexity, we propose a classical tensor-network-based algorithm for exact shallow circuits trace evaluation. For shallow circuits, a tensor network simulator can obtain, with $O(n)$ complexity, single-probability amplitudes

\[
\langle \Psi_i | U | \Psi_j \rangle
\]

for any computational basis states $|\Psi_i\rangle$ and $|\Psi_j\rangle$. Evaluating the trace of a unitary requires $2^n$ evaluations for all basis states. This naive implementation of tensor network simulators is already significantly more efficient than the state vector approach for shallow circuits, but it is still intractable. The contribution of our work is to rewrite the trace operation as a single amplitude, reducing to linear complexity in $n$.

### B. Algorithm Description

A quantum circuit unitary $U = U_1 U_2 U_3 \ldots$ is a tensor $U_{i_1 j_1 k_1 \ldots}$, where $i,j,k$ are input qubit indices and $\alpha, \beta, \gamma$ are output qubit indices. The trace of the unitary is

\[
\text{Tr}(U) = \sum_{i j k \ldots \alpha \beta \gamma \ldots} U_{i j k \ldots}^{\alpha \beta \gamma \ldots} \delta_{i \alpha} \delta_{j \beta} \delta_{k \gamma} \cdots.
\]

This is a tensor contraction operation that can be expressed as the tensor network in Fig. 2a. In this representation, each node is an index, and edges that form cliques are unitaries. The circuit shown here is a parallel random unitary circuit with 4 qubits. The $i$ indices correspond to qubit inputs, and the $o$ indices correspond to qubit outputs. The curves going above the circuit network are identities. The input and output indices can actually be merged together, but this is harder to illustrate. For efficient contraction when the number of qubit is large, the contraction order is along the direction indicated on the figure such that the maximum number of exposed indices is minimum throughout contraction.
Directly implementing this tensor network requires modification of QTensor. We propose an alternative tensor network in Fig. 2(b) with similar topologies that gives the trace as a single-probability amplitude in the form of E. Q. [13]. The quantum circuit to achieve this is illustrated in Fig. 2(c), and we proceed with a proof.

For simplicity, we describe the algorithm for $q = 2$ qubits. We assign an ancillary qubit to each target qubit. The quantum state of the $n$ ancillary and $n$ target qubits is initialized to the state
\[
|\Psi\rangle_0 = |0\cdots0\rangle_a \otimes |0\cdots0\rangle_t.
\]
After a layer of Hadamard on the ancillary qubits, we get
\[
|\Psi\rangle \rightarrow \frac{1}{\sqrt{2^n}} \sum_{\mu} |\mu\rangle_a \otimes |0\cdots0\rangle_t,
\]
where $|\mu\rangle$ are the $n$ ancillary qubit basis states in the computational basis. Applying a CNOT gate on all target qubits controlled by their respective ancillary qubits yields
\[
|\Psi\rangle \rightarrow \bigotimes_j U_{a,j,t=1}^{\text{CNOT}} \frac{1}{\sqrt{2^n}} \sum_{\mu} |\mu\rangle_a \otimes |0\cdots0\rangle_t
\]
\[
= \frac{1}{\sqrt{2^n}} \sum_{\mu} \sum_j 2^n U_{a,j,t=1}^{\text{CNOT}} |\mu\rangle_a \otimes |0\cdots0\rangle_t
\]
\[
= \frac{1}{\sqrt{2^n}} \sum_{\mu} |\mu\rangle_a \otimes |\mu\rangle_t,
\]
\[
|\Psi\rangle = M|\Psi\rangle_0,
\]
where $M$ is related to the measurement basis later. Consider the following probability amplitude:
\[
\langle \Psi|U^\dagger V|\Psi\rangle = \langle \Psi_0|MU^\dagger VM|\Psi_0\rangle.
\]
This is actually the trace of $U^\dagger V$:
\[
\langle \Psi|U^\dagger V|\Psi\rangle = \frac{1}{2^n} \left( \sum_{\mu} \langle \mu|_a \langle \mu|_t \right) U^\dagger V \left( \sum_{\nu} |\nu\rangle_a |\nu\rangle_t \right)
\]
\[
= \frac{1}{2^n} \sum_{\mu} \langle \mu|_a U^\dagger V |\mu\rangle_t = \frac{1}{2^n} \text{Tr} \left( U^\dagger V \right).
\]

Therefore, evaluating the trace becomes evaluating the probability amplitude of obtaining the $|\Psi\rangle_0$ state, which QTensor is able to simulate with complexity proportional to the number of qubits and exponential to the circuit depth. This is helpful for evaluating the trace of unitaries that can be efficiently represented by shallow circuits, especially those with limited qubit connectivity such as hardware-efficient ansätze.

For qudits with general local dimensions $q$, the generalization is straightforward. We need to replace the Hadamard gate $H$ with the generalized Hadamard gate $H_q$ and the CNOT gate with the SUM gate $\text{SUM}_q$ given by
\[
H_q|i\rangle = \frac{1}{\sqrt{q}} \sum_{i=0}^{q-1} e^{2\pi i/q |i\rangle}
\]
\[
\text{SUM}_q|i,j\rangle = |i,j + j(\text{mod} q)\rangle.
\]

Similar to the qubit case, applying the generalized gates to $|\Phi\rangle_0$ yields an entangled uniform superposition $|\Phi\rangle$ of all basis states. The expectation value of any target qudit unitary with respect to this state is the trace.

IV. RESULTS

We obtain numerical results for ansätze with local dimension $q = 2$. Specifically, the frame potential values up to 50 qubits and $k = 5$ are evaluated.

A. Verifying the Brown–Susskind Conjecture from Frame Potentials

We compute the frame potentials for local random unitary ansätze and parallel random unitary ansätze. For
parallel random unitaries, each layer is a wall of two-qudit random unitaries on neighboring qudits, and the next layer is offset by 1 qudit. This creates a brickwork motif, and the gate count scales as $O(\ln)$. For local random unitaries, each layer is a single two-qudit random unitary between a pair of randomly chosen neighboring qudits. The gate count scales as $O(l)$. For both ansätze, the random unitaries are drawn from the Haar measure on $U(d^2)$. Both are illustrated in Fig. 3.

**FIG. 3.** (a) Parallel random unitary ansätze. (b) Local random unitary ansätze.

### 1. Parallel Random Unitaries

Results for parallel random unitaries are presented in Figs. 4, 5, and 6. In Fig. 4, The frame potential shows a super-exponential decay in the regime of few layers and converges to exponential decay as the number of layer increases, just like the theoretical prediction in Fig. 1.

To obtain the layer scaling for reaching $\epsilon$-approximate designs, we manipulate Eq. 5, obtaining

$$\log \epsilon_{\text{max}}(l) = nk \log 2 + \frac{1}{2} \log(F_{\text{Haar}}^k - F_{\text{Haar}}^k),$$

(26)

and fit $\log \epsilon_{\text{max}}$ to $al + b$ within suitable ranges of $l$. The fitted curves are extrapolated to find the numbers of layers needed to intersect the desired $\epsilon$ value. Note that our numerical results are in the regime of large $\epsilon$ but we are extrapolating to small $\epsilon$ values, the validity of which depends on a tightly exponentially decaying $F$.

Assuming the validity of extrapolation, the results for $\epsilon = 0.1$ are shown in Figs. 5 and 6. Because of the large uncertainties for large $k$ and $n$, we do not show those data points. We observe a linear scaling of the number of needed layers in $n$, which agrees with the theoretical prediction and nontrivially restricts the $F$ scale factor $A$ and decay rate $C$, as discussed in Section 11.

Further, we compare the theoretical predictions in Eq. 11 against our numerical findings. Figure 6 shows the experimental and fitted 2-design layer scaling as a function of the number of qubits. Specifically, we fit a linear curve, ignoring the log $n$ and the constant log $1/\epsilon$ terms. We find a slope of 4.89, which is lower than the theoretical value 6.2. We note, however, that the theoretical value gives an upper bound of the frame potential, since there is overcounting in the contributing domain walls. Therefore, the analytical expression predicts a larger number of layers needed to approximate 2-designs than necessary. This is apparent in the $n = 2$ case, where 16 layers are needed in Eq. 11 but a single layer is already sampling from the Haar measure. This accounts for the discrepancy between the theoretical values and the experimental values.

In the inset of Fig. 6, we show the slopes of the scaling curves with different $k$ values. It is predicted that there is a linear $O(nk)$ scaling in $k$ for the number of layers $l$ (or $O(n^2k)$ scaling for the circuit size $T$) needed to approach $k$-designs, and a linear relationship between $k$ and complexity is established in [47]. Together, these findings imply that complexity grows linearly in the circuit size [47, 50]. Our results support the linear scaling of $T$ in $k$, which predicts that the slope grows linearly in $k$. 

**FIG. 4.** Percentage deviation of the $k = 3$ frame potential from the Haar value as a function of layers for the parallel random unitary ansätze. As shown in Fig. 4, we do not expect linear scaling of $l$ in $n$ with fixed $F$.

**FIG. 5.** Layer scaling as a function of the number of qubits for the parallel random unitary ansätze.
FIG. 6. Experimental and fitted 2-design layer scaling as a function of the number of qubits for the parallel random unitary ansätze. Fitting is performed on data points from \( n = 6 \) to \( n = 18 \). The inset shows the fitted slopes for different \( k \) values.

2. Local Random Unitaries

Results for local random unitaries are presented in Figs. 7 and 8. Since each layer in the local random circuit has only one gate, we simulate layers proportional to the number of qubits and plot layers/qubits on the x-axis to maintain a linear scaling. We observe that this layer/qubits ratio scales linearly with the number of qubits. This is the same gate count scaling as the parallel random unitary ansätze, both quadratic in \( n \). The scaling in \( k \) is too noisy to draw conclusions.

FIG. 7. Percentage deviation of the \( k = 3 \) frame potential from the Haar value as a function of layers over the number of qubits for the local random unitary ansatz.

B. Hardware-Efficient Ansätze as Approximate \( k \)-Designs

Originally proposed as ansätze for variational quantum eigensolvers [53], hardware-efficient ansätze utilize gates and connectivity readily available on the quantum hardware and are attractive because of their relaxed hardware requirements. The ansätze are simulated in the context of the barren plateau problem [21], where a wall of \( R_Y(\pi/4) \) rotations is followed by alternating layers of random Pauli rotations and controlled-phase gates, as illustrated in Fig. 9. Figure 10 shows that \( \mathcal{F} \) decreases exponentially. Figure 11 shows a linear dependence on the number of qubits as well as \( k \).

FIG. 9. (a) Parallel random unitary ansätze. (b) Local random unitary ansätze.

We note that these ansätze reach lower frame potential values with much fewer layers, albeit having much fewer parameters per layer. This result is partially explainable through the observation that each layer in the hardware-efficient ansätze contains two layers of two-qubit gate walls, whereas each layer in the parallel random unitary ansätze contains only on wall. Further, random unitaries from \( U(d^2) \) are not all maximally entangling. The hardware-efficient ansätze can therefore generate highly entangled stages much more efficiently, exploring a much larger space with fewer parameters.

Further, unlike the previously discussed ansätze where the frame potential decay rate is constant, the hardware-efficient ansätze decay rate increases with \( n \) as shown in the inset of Fig. 10. This does not contradict the observed linear scaling as long as the decay rate scaling
is sublinear.

This observation confirms that hardware-efficient ansätze are highly expressive, a concept that is crucial to the utility of variational quantum algorithms. Ansätze with higher expressibility are able to better represent the Haar distribution and therefore able to better approximate the target unitary or minimize the objective. This links the expressibility to the frame potential [69]. The high expressibility of hardware-efficient ansätze and their close relatives, and consequently the desirable noise properties due to their shallow depths, are precisely the argument in favor of these ansätze over their deeper and more complex problem-aware counterparts [70]. With the recent discovery of the relation between expressibility and gradient variance [71], the analysis of frame potentials can play an important role in theoretically and empirically determining the usefulness of various ansätze for variational algorithms.

![FIG. 10. Percentage deviation of the $k = 3$ frame potential from the Haar value as a function of layers for the hardware-efficient ansätze. The inset shows the decay rate scaling of $F$ in the number of qubits $n$.](image)

V. CONCLUSION

Evaluating the distance from a given random circuit ensemble to the exact Haar randomness is important for understanding several perspectives in quantum information science, including recent experiments on the near-term quantum advantage. In our paper we present novel classical tensor network simulation algorithms for evaluating the frame potential, the 2-norm distance from a given ensemble to the exact Haar randomness. We describe large-scale random circuit sampling experiments classically up to 50 qubits, the number of noisy physical qubits we are able to control in the NISQ era, using the Qtensor platform. As examples, we provide two applications of our computational tools: a numerical verification of the Brown–Susskind conjecture and a numerical estimation relating the barren plateau in quantum machine learning and the randomized hardware-efficient variational ansatz.

Through our examples we show that classical tensor network simulations are useful for our understanding of open problems in theoretical computer science and numerical examinations of quantum neural network properties for quantum computing applications. We believe that tensor networks and other cutting-edge tools are useful for probing the boundary of classical simulation and improving the understanding of quantum advantage in several subjects of quantum physics, for instance, quantum simulation [72, 73]. Moreover, it will be interesting to connect our algorithms to the current research on classical simulation of boson sampling experiments.
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I. INTRODUCTION TO QTENSOR

For all the trace evaluations, we use the QTensorAI library [1], originally developed to simulate quantum machine learning with parameterized circuits. This library allows quantum circuits to be simulated in parallel on CPUs and GPUs, which is a highly desirable property for sampling a large number of circuits. The library is based on the QTensor simulator [2–4], a tensor network-based quantum simulator that represents the network as an undirected graph.

In this method of simulation, the computation is memory bound, and the memory complexity is exponential in the “tree width,” the largest rank of tensor that needs to be stored during computation. The graphical formalism utilized by QTensor allows the tensor contraction order to be optimized to minimize the tree width. For shallow quantum circuits, the tree width is determined mainly by the number of layers in the quantum circuit, and therefore QTensor is particularly well suited for simulating shallow circuits such as those used in the Quantum Approximate Optimization Algorithm (QAOA).

II. SIMULATION DETAILS

A. Sampling $U(d^2)$

The simulation of both parallel and local random unitary circuits require the use of random two-qubit random unitary gates. We implement these gates and sample Haar unitaries according to the scheme proposed for unitary neural networks [5], using a PyTorch implementation [6]. This implementation parameterizes two-qubit unitaries using 16 phase parameters, and uniformly sampling these parameters leads to uniform sampling on the Haar measure. Further, it is fully differentiable, although we do not care about this property in this work.
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B. High-Performance Computing

For hardware-efficient and parallel random unitary ansatze, once the number of qubits and the number of layers are chosen, the circuit topology will remain the same throughout the ensemble. This is in contrast to the local random unitary ansatze, where a two-qubit gate is applied to random neighboring qubits in each layer, which means that the circuit topologies are very different within an ensemble. For fixed-topology ensembles, the algorithm can optimize the contraction order for all circuits at once. This optimization significantly reduces the computational complexity, and the optimization time is on the order of minutes depending on the circuit size. However, local random unitary circuits cannot benefit from circuit optimizations since we would need to do that for each sample, whereas the actual simulation time is usually much shorter.

Further, for fixed topology circuits, the tensor contraction operations are identical, which is very suitable for single-instruction multi-data parallel executions on GPUs. For ensembles with the smallest tree widths, we can compute the trace values of millions of circuits in parallel on a single GPU. However, local random unitary circuits are not compatible with single-instruction parallel computation, and must be simulated in parallel using a CPU cluster.

C. Other Details

We compute and store the individual trace values for each sampled circuit, and use the same trace values to compute frame potentials with different $k$ values. Therefore, there is a correlation between the computed frame potentials for different $k$’s. For example, the layer scaling for the parallel random unitary ansatz shows some correlated fluctuations for both $k = 2$ and $k = 3$. However, if we split the data into three equal partitions and three plot $k = 2$ traces, such fluctuations are no longer correlated, therefore do not represent genuine patterns.

Since the simulation of large circuits is expensive, we adaptively terminate simulations based on the calculated uncertainties in the frame potential. These uncertainties are used later to inform linear curve fitting of $\log_{10}(\epsilon_{\text{max}})$ as a function of $n$, and the determination of the layers $l$ needed for $\epsilon_{\text{max}}$ to intersect with the target $\epsilon$ value for the ensemble to be an $\epsilon$-approximate $k$-design.
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