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In this paper, we provide finite-sample convergence guarantees for an off-policy variant of the natural actor-critic (NAC) algorithm based on Importance Sampling. In particular, we show that the algorithm converges to a global optimal policy with a sample complexity of $O(\epsilon^{-3} \log^2 (1/\epsilon))$ under an appropriate choice of stepsizes. In order to overcome the issue of large variance due to Importance Sampling, we propose the $Q$-trace algorithm for the critic, which is inspired by the V-trace algorithm [24]. This enables us to explicitly control the bias and variance, and characterize the trade-off between them. As an advantage of off-policy sampling, a major feature of our result is that we do not need any additional assumptions, beyond the ergodicity of the Markov chain induced by the behavior policy.

1. Introduction. Reinforcement Learning (RL) is a paradigm where an agent aims at maximizing its cumulative reward by searching for an optimal policy, in an environment modeled as a Markov Decision Process (MDP) [64]. RL algorithms have achieved tremendous successes in a wide range of applications such as self-driving cars with Deep Deterministic Policy Gradient (DDPG) [45], and AlphaGo in the game of Go [61]. The algorithms in RL can be categorized into value space methods, such as $Q$-learning [73], TD-learning [63], and policy space methods, such as actor-critic (AC) [37]. Despite great empirical successes [3, 72], the finite-sample convergence of AC type of algorithms are not completely characterized theoretically.

An AC algorithm can be thought as a generalized policy iteration [57], and consists of two phases, namely actor and critic. The objective of the actor is to improve the policy, while the critic aims at evaluating the performance of a specific policy. A step of the actor can be thought as a step of Stochastic Gradient Ascent [16] with preconditioning. An identity pre-conditioner corresponds to regular AC, while a pre-conditioning with fisher information results in natural actor-critic (NAC) [54]. As for the critic, to perform a policy evaluation step, it usually uses the TD-learning method and its variants, such as TD(0), or more generally, $n$-step TD [63]. Moreover, such learning process can be done in an on or off-policy manner [23].

Off-policy Actor-Critic. In on-policy AC, the data samples are generated in an online manner, always sampling based on the current policy at hand. In contrast, in this paper, we focus on the off-policy AC, where the algorithm updates the policy based on the data collected (possibly in the past) by a fixed policy, called the behavior policy. Off-policy learning is inevitable in high-stakes applications such as healthcare [22], education [49], robotics [31] and clinical trials [30, 47]. The agent there may not have direct access to the environment in order to perform online sampling, and one has to work with limited historical data that is collected under a fixed behavior policy. Moreover, off-policy AC enables off-line learning by decoupling data collection from learning, and is observed to extract the maximum possible utility out of limited available data [43].

To account for the difference between the behavior policy and the target policy [28] in off-policy algorithms, a popular approach is to use Importance Sampling (IS). The IS ratio, however, can be large in some cases, which might result in high variance [29, 56]. This phenomenon will be illustrated in detail in Section 2.3. In order to avoid such high variance, one idea is to truncate the IS ratio [33], which leads to off-policy TD-learning algorithms such as Retrace($\lambda$) [52] and V-trace [24].

1.1. Main Contributions. In this paper, we study finite-sample convergence guarantees of an off-policy variant of the NAC algorithm. Our main contributions are threefold.

$Q$-Trace for Off-Policy TD-Learning: Algorithm and Finite-Sample Bounds. To estimate the $Q$-function for the critic, we propose an off-policy TD-learning algorithm called $Q$-trace. This is inspired by the V-trace
algorithm [24] to estimate the $V$-function. We establish the finite-sample convergence bounds of $Q$-trace, and show how the truncated IS ratios can be used to explicitly trade-off the truncation bias and the variance.

**Finite-Sample Bounds for Off-Policy NAC.** Based on the $Q$-trace algorithm for the critic, we propose an off-policy NAC algorithm, which uses only a single trajectory of samples. To the best of our knowledge, we establish the first known finite-sample convergence guarantees of an off-policy NAC algorithm. Based on that, we show that in order to obtain an $\epsilon$-optimal policy, the amount of samples required is of the size $O(\epsilon^{-3} \log^2(1/\epsilon))$. This shows that the off-policy NAC outperforms even the best known theoretical convergence bounds of on-policy NAC algorithms. See Table 1 for more details.

**Exploration through Off-Policy Sampling.** While off-policy learning is primarily motivated by practical constraints, in this paper, we demonstrate that off-policy sampling leads to natural exploration. By exploiting off-policy sampling, we do not require either hard-to-verify assumptions made in the literature to ensure exploration [75, 76], or additional exploration steps in the algorithm that slow down the convergence [36].

### 1.2. Related Work

Two popular algorithms for finding the optimal policy of an MDP are value iteration and policy iteration, which corresponds to $Q$-learning and AC in Reinforcement Learning when the underlying model is unknown.

The *$Q$-learning algorithm*, first proposed in [73] is one of the most celebrated value space methods for solving the RL problem [64]. Since the proposal, there has been a long line of work to establish the convergence properties of $Q$-learning. In particular, [9, 13, 15, 34, 67] characterize the asymptotic convergence of $Q$-learning, [7, 8, 18, 19, 70] study the finite-sample convergence bound in the mean-square sense, and [26, 44, 59] study the high-probability convergence bounds.

In AC framework, usually the actor uses Policy Gradient (PG) to perform policy update, and the critic uses TD-learning method to perform policy evaluation.

The *PG method* was shown to converge in [6, 32, 55, 65]. Natural PG, which is a PG method with preconditioning, was proposed in [35]. More recently, there has been a line of work to establish finite-sample convergence bound of (natural) PG algorithm [1, 2, 10, 17, 25, 27, 46, 50, 60, 71].

*TD-learning method*, originally proposed in [63], represents a family of policy evaluation algorithms in RL. The asymptotic convergence of TD-learning has been established in [15, 34, 67]. Furthermore, the finite-sample convergence bounds of TD-learning have been studied in [11, 21, 39, 62] in the on-policy...
setting. Off-policy variants of TD-learning such as Retrace($\lambda$), Tree-backup, and V-trace were studied in [24, 52, 56] respectively. Finite-sample bounds for V-trace are quantified in [18, 19].

Actor-critic, as a stochastic variant of policy iteration, was proposed in [5, 14], and later it has extended to function approximation setting [37] and NAC [12, 51, 54, 66]. Asymptotic convergence of AC algorithms was studied in [13, 14, 37, 48, 74, 78, 79]. Furthermore, there has been a flurry of recent work studying the finite-sample convergence of AC and NAC [36, 38, 58, 60, 71, 75, 76, 77]. The results are summarized in Table 1. Concurrent work [41] studies a variant of NAC with on-policy sampling and time-varying inverse temperature, and obtains an $O(\epsilon^{-2})$ sample complexity.

The rest of this paper is organized as follows. In Section 2, we first present the Q-trace algorithm for off-policy TD-learning. We then use it with the Natural Policy Gradient to get the off-policy NAC algorithm, and present the finite-sample convergence bounds and sample complexity analysis. In Section 3, we present the proof sketch of our main results, and conclude in Section 4.

2. Off-Policy Natural Actor-Critic: Algorithm and Finite-Sample Bounds.

2.1. Background on Reinforcement Learning. We model our RL problem with an MDP which consists of a tuple of 5 elements $(S, A, R, P, \gamma)$. Here $S$ and $A$ are finite sets of states and actions, $R : S \times A \rightarrow [0, 1]$ is the reward function, $P : S \times A \rightarrow \Delta^{|S|}$ (where $\Delta^{|S|}$ is the probability simplex on $\mathbb{R}^{|S|}$) is the collection of transition probabilities that are unknown, and $\gamma \in (0, 1)$ is the discount factor.

The dynamics of an MDP is as follows. At each time step $k$, the system is at some state $S_k$ of the environment. The agent chooses an action $A_k$ based on a policy $\pi$ at hand, $A_k \sim \pi(\cdot|S_k)$, and the system moves to a new state based on the transition probabilities $P(S_{k+1} = \cdot|S_k, A_k)$, and induces a one-step reward $R(S_k, A_k)$. The goal of the agent to find an optimal policy which maximizes the cumulative reward. Specifically, the value function of a policy $\pi$ is defined by $V^\pi(\mu) = \mathbb{E}_{\sum_{k=0}^{\infty} \gamma^k R(S_k, A_k)|S_0 \sim \mu, A_k \sim \pi(\cdot|S_k)}$, where $\mu$ is an initial distribution over states. Then the goal is to find an optimal policy $\pi^*$ s.t.

$$\pi^* \in \arg \max_{\pi \in \Pi} V^\pi(\mu), \tag{1}$$

where $\Pi$ represents the set of all policies.

2.2. Natural Policy Gradient. Policy gradient algorithms aim at solving the optimization problem (1) by using gradient ascent or its variants in the policy space. In particular, a Mirror Descent (MD) [53] update of policy with stepsize $\beta$ reads as:

$$\pi_{t+1} = \arg \max_{\pi \in \Pi} \{\beta(\nabla V^\pi_t(\mu), \pi - \pi_t) - B(\pi, \pi_t)\}, \tag{2}$$

where $B(\cdot, \cdot)$ is an appropriately chosen Bregman divergence between two policies. If we replace the Bregman divergence with $B(\pi, \pi_t) = \sum_s d^\pi(\mu)(s)K\mathcal{L}(\pi(\cdot|s)|\pi_t(\cdot|s))$ in Eq. (2), we get the Natural Policy Gradient (NPG) algorithm for MDPs. Here $d^\pi_{\mu}(s) = (1 - \gamma) \sum_{j=0}^{\infty} \gamma^j \mathbb{P}\pi(S_j = s | S_0 \sim \mu)$ is the discounted state visitation distribution [1], and $K\mathcal{L}(\cdot|\cdot)$ stands for the KL-Divergence [20]. It has been shown in [1] that the update equation (2) can be equivalently written as

$$\pi_{t+1}(a|s) = \frac{\pi_t(a|s) \exp(\beta Q^\pi(s, a))}{\sum_{a'} \pi_t(a'|s) \exp(\beta Q^\pi(s, a'))}, \forall s, a, \tag{3}$$

where $Q^\pi(s, a) = \mathbb{E}_{\pi} [\sum_{k=0}^{\infty} \gamma^k R(S_k, A_k)|S_0 = s, A_0 = a]$ is the $Q$-function for policy $\pi$ [57]. The update rule (3) can be equivalently derived using the preconditioned gradient ascent (with the Moore–Penrose inverse of the Fisher information matrix as the pre-conditioner) on the dual space of the policy $\pi$. This interpretation of (3) was presented in [1, 35]. Furthermore, an interpretation of (3) in terms of Mirror Descent Modified Policy Iteration (MD-MPI) was presented in [27]. An important result about the NPG is that, although the objective function of (1) is not concave, it has been shown in [1] that the policies achieved by the MD update of (3) converges to an optimal policy with rate $O(1/t)$.
Although the convergence result in [1] is promising to find the optimal policy in an MDP, since we do not have access to the transition probabilities and so the Q-function in RL, we cannot update the policy according to Eq. (3). Natural Actor-Critic (NAC) algorithm, which is a sample-based variant of the update (3), proceeds as follows. In each iteration, first the critic generates an estimate $Q_t$ of the Q-function $Q^\pi_t$. Then the actor updates the policy according to Eq. (3) with $Q^\pi_t$ replaced by the estimate $Q_t$.

2.3. The Q-Trace Algorithm for Off-Policy Prediction. In this section, we focus on the critic subproblem, and develop the Q-trace algorithm to estimate $Q^\pi$. Q-trace is an off-policy variant of TD-learning based on Importance Sampling. Crucially, we introduce two different truncation levels for the IS ratios in order to explicitly control the trade-off between truncation bias and the variance. This is inspired by the V-trace algorithm in [24].

We next introduce our notations to describe the Q-trace algorithm. Let $\pi$ be the target policy (i.e., we want to evaluate $Q^\pi$) and $\pi_b$ be the behavior policy (i.e., we use $\pi_b$ to collect samples). We assume that the behavior policy $\pi_b$ satisfies $\pi_b(a|s) > 0$ for any $(s, a)$. This is typically necessary in off-policy setting. Let $\bar{\rho}$ and $\bar{c}$ be two truncation levels satisfying $\bar{\rho} \geq \bar{c} \geq 1$. Define $c_\pi(s, a) = \min(\bar{c}, \frac{\pi(a|s)}{\pi_b(a|s)})$ and $\rho_\pi(s, a) = \min(\bar{\rho}, \frac{\pi(a|s)}{\pi_b(a|s)})$ for all $(s, a)$, which are the truncated IS ratios.

The off-policy Q-trace algorithm is presented in Algorithm 1. To better understand Algorithm 1, consider the following special cases. Suppose we use on-policy sampling, that is, $\pi_b = \pi$. Set $\bar{\rho} = \bar{c} = 1$. Observe that in this case we have $c_\pi(s, a) = \rho_\pi(s, a) = 1$ for all $(s, a)$. Then Algorithm 1 reduces to the regular $n$-step TD, which is known to converge to $Q^\pi$ [64, 67].

In the off-policy setting (i.e., $\pi_b \neq \pi$), suppose we choose $\bar{\rho} = \bar{c} \geq \max_{s,a} \frac{\pi(a|s)}{\pi_b(a|s)}$. Then we have $c_\pi(s, a) = \rho_\pi(s, a) = \frac{\pi(a|s)}{\pi_b(a|s)}$, hence there is essentially no truncation. In this case, Algorithm 1 corresponds to the standard $n$-step TD using off-policy sampling, and therefore converges to $Q^\pi$ [56].

A fundamental problem in off-policy TD is that the variance in the estimate can be very large or even infinity [29, 52]. This is mainly because of the product of IS ratios $\prod_{j=k+1}^{n} \frac{\pi_b(A_j|S_j)}{\pi_b(A_j|S_j)}$. To have control on the variance of the estimate, we introduce the truncation levels $\bar{\rho}$ and $\bar{c}$. However, due to the truncation, the IS ratios are now biased, and hence the algorithm no longer converges to the target value function $Q^\pi$. In fact, Algorithm 1 converges to a biased limit point, denoted by $Q^{\bar{\rho},\bar{c}}$, which need not necessarily be the value function of any policy.

Importantly, the limit point $Q^{\bar{\rho},\bar{c}}$ depends only on the target policy $\pi$ and the truncation level $\bar{\rho}$, but not on the truncation level $\bar{c}$. Therefore, we can heavily truncate the IS ratio $c_\pi(s, a)$ by using small $\bar{c}$ without affecting the limit point of the Q-trace algorithm. In fact, as we will see in Section 2.5, this is exactly what we should do. To quantify the truncation bias of Algorithm 1, we have the following result.

**Lemma 2.1.** For any $\bar{\rho} \geq 1$ and policy $\pi$, we have (1) $\|Q^{\bar{\rho},\bar{c}} - Q^\pi\|_{\infty} \leq \max_{s,a} \max_{\pi(a|s) > 0} \frac{\pi(a|s)}{\pi_b(a|s)} \cdot \frac{\rho_{\pi}(s,a)}{1-\gamma}$, and (2) $\|Q^{\bar{\rho},\bar{c}}\|_{\infty} \leq \frac{1}{1-\gamma}$.

Observe from Lemma 2.1 (1) that when $\bar{\rho} \geq \max_{s,a} \frac{\pi(a|s)}{\pi_b(a|s)}$, we have $Q^{\bar{\rho},\bar{c}} = Q^\pi$. This makes intuitive sense in that when $\bar{\rho}$ is large, there is essentially no truncation in the IS ratio $\rho_{\pi}(s,a)$, and we should not expect any truncation bias.

**Algorithm 1 Q-Trace**

1: **Input:** $K$, $\alpha$, $Q_0$, $\pi$, $\bar{\rho}$, and $\bar{c}$. Let $\{(S_k, A_k)\}_{0 \leq k \leq K+n}$ (generated by the behavior policy $\pi_b$)
2: for $k = 0, 1, \ldots, K-1$ do
3: $\alpha_k(s, a) = \alpha_0(s, a) = (S_k, A_k)$ for all $(s, a)$
4: $\Delta_{k,i} = R(S_i, A_i) + \gamma \rho_\pi(S_{i+1}, A_{i+1})Q^\pi_k(S_{i+1}, A_{i+1}) - Q^\pi_k(S_i, A_i)$ for all $k \leq i \leq k + n - 1$
5: $Q_{k+1}(s, a) = Q_k(s, a) + \alpha_k(s, a) \sum_{i=k}^{k+n-1} \gamma^{i-k} \prod_{j=k+1}^{i} c_\pi(S_j, A_j) \Delta_{k,i}$ for all $(s, a)$
6: end for
7: **Output:** $Q_K$
Comparison to Related Algorithms. There are two algorithms in the literature that are closely related to our Q-trace algorithm, namely the Retrace($\lambda$) in [52] and the V-trace in [24]. The Retrace($\lambda$) algorithm in [52] is proposed to evaluate the $Q$-function, but uses a single truncation level. In contrast, we have two truncation levels $\bar{c}$ and $\bar{\rho}$, which enables us to trade-off the truncation bias and variance.

V-trace, an off-policy variant of TD to estimate the $V$-function, first introduced the idea of using two truncation levels. However, there are several differences between Q-trace and V-trace. First, the product of the IS ratios $c_\pi(S_j, A_j)$ starts from $j = k + 1$ rather than $j = k$ in V-trace. This simple but important modification enables us to get a convergence bound in Theorem 2.1 which does not dependent on the target policy $\pi$. This is essential for us to use the Q-trace algorithm in the AC framework, as after each iteration of the actor, the critic receives a different policy $\pi_t$ to evaluate. Second, as opposed to V-trace, where the limit point is a value function of some policy, the limit point $Q^{\bar{\rho}, \bar{\pi}}$ of Q-trace is not necessarily the $Q$-function of any policy. Finally, due to the structure of the $Q$-function, the IS ratio $\rho_\pi(S_i, A_i+1)$ is multiplied with only one of the three terms in the temporal difference $\Delta_{k,i}$ (Algorithm 1 line 4), as opposed to all the three terms in V-trace.

In summary, we propose the off-policy Q-trace algorithm to evaluate the $Q$-function in the critic. Moreover, the flexibility of choosing the truncation levels in Q-trace enables us to explicitly trade-off the truncation bias and the variance.

2.4. Off-Policy Natural Actor-Critic Algorithm. We are now ready to present our off-policy NAC algorithm 2. In iteration $t$, the critic first estimates the $Q$-function $Q_{t}^{\pi_B}$ using the Q-trace algorithm, which itself runs over $K$ iterations. Then the actor uses the estimate $Q_{t+1}$ in Eq. (3) to perform a policy update. Thus, we have a two-loop algorithm.

Algorithm 2 Off-Policy Natural Actor-Critic

1: Input: $T$, $K$, $\alpha$, $\beta$, $Q_0 = 0$, $\pi_0$, $\bar{\rho}$, $\bar{c}$, and $\{(S_k, A_k)\}_{0 \leq k \leq T(K+n)}$ (a single trajectory generated by the behavior policy $\pi_B$)
2: for $t = 0, 1, \ldots, T - 1$ do
3:     Critic update:
4:     DataSet = $\{(S_i, A_i)\}_{t(K+n) \leq i \leq (t+1)(K+n)}$
5:     $Q_{t+1} = Q$-Trace($K$, $\alpha$, $Q_t$, $\pi_t$, $\bar{c}$, $\bar{\rho}$, DataSet)
6:     Actor update:
7:     $\pi_{t+1}(a|s) = \frac{\pi_t(a|s) \exp(\beta Q_{t+1}(s,a))}{\sum_{a'} \pi_t(a'|s) \exp(\beta Q_{t+1}(s,a'))} \forall (s,a)$
8: end for
9: Output: $\{\pi_t\}_{0 \leq t \leq T-1}$

In Algorithm 2, due to off-policy sampling, the sampling process and the learning process are decoupled, which allows the agent to learn in an off-line manner [43]. Moreover, note that we are using a single trajectory of samples $\{(S_k, A_k)\}_{0 \leq k \leq T(K+n)}$ to perform the update. In related literature [71, 76, 77], sampling needs to be often restarted with an arbitrary initial state, which is not practical in many real-world applications. See Appendix C.2 for more details.

2.5. Finite-Sample Convergence Guarantees. In this section, we present our main results about the finite-sample convergence bounds of the Q-trace algorithm 1 for off-policy TD-learning, and the off-policy NAC Algorithm 2. We begin by stating our one and only assumption.

Assumption 2.1. The Markov chain $\{S_k\}$ induced by $\pi_B$ is irreducible and aperiodic.

Assumption 2.1 is commonly made in related work about RL algorithms with Markovian sampling [48, 68, 69, 79], and it implies that the Markov chain $\{S_k\}$ has a unique stationary distribution $\mu_B \in \Delta^{|S|}$. Moreover, since the state space $S$ is finite, there exist $C > 0$ and $u \in (0, 1)$ such that
for any \( k \geq 0 \) and \( s \in \mathcal{S} \), where \( \| \cdot \|_{\text{TV}} \) is the total variation distance [42].

A major issue in the design of AC algorithms is to ensure enough exploration to all state-action pairs \((s, a)\). It was demonstrated in [36] that the algorithm can get stuck in a local optimum if there is not enough exploration. Sampling from a fixed policy that leads to an ergodic Markov chain naturally ensures exploration, and so we do not need any additional assumptions. In contrast, prior literature on the analysis of on-policy AC either makes additional assumptions that are hard to satisfy [75, 76] or introduce an additional exploration step in the algorithm [36] that slows the convergence. See Appendix C.3 for more details.

To state our result, we need the following notation. Let \( \tau_{\alpha} = \min\{ k \geq 0 : \max_{s \in \mathcal{S}} \| P^k(s, \cdot) - \mu_b(\cdot) \|_{\text{TV}} \leq \alpha \} \), where \( \alpha \) is the constant stepsize used in the critic step of Algorithm 2. The quantity \( \tau_{\alpha} \) can be viewed as the mixing time of the Markov chain \( \{ S_k \} \) with accuracy \( \alpha \). Furthermore, under the geometric mixing property (implied by Assumption 2.1), the mixing time \( \tau_{\alpha} \) can be bounded by \( L(\log(1/\alpha) + 1) \) for some constant \( L > 0 \). Let \( f(\bar{c}, \gamma) = \frac{1 - (\gamma \bar{c})^{n}}{1 - \gamma \bar{c}} \) when \( \gamma \bar{c} \neq 1 \), and \( = n \) when \( \gamma \bar{c} = 1 \). Suppose the constant stepsize \( \alpha \) within the critic is properly chosen. The explicit condition is given in Appendix A.3. Then we have the following result.

**Theorem 2.1.** Consider \( \{ Q_k \} \) of Algorithm 1. Suppose that (1) Assumption 2.1 is satisfied, (2) \( Q_0 \) is initiated at 0, and (3) the constant stepsize \( \alpha \) is chosen such that \( \alpha(\tau_{\alpha} + n + 1) \leq \min \left( \frac{1}{12(\bar{c} + 1)f(\bar{c}, \gamma)} \cdot \frac{8208(\bar{c} + 1)^2f(\bar{c}, \gamma)^2 \log(|\mathcal{S}| |\mathcal{A}|)}{(1 - \gamma \bar{c})^2} \right) \), where \( \gamma \leq 0 \) (defined in Proposition 3.1 (3) (b)) does not depend on the target policy \( \pi \). Then we have for all \( k \geq \tau_{\alpha} + n + 1 \):

\[
\mathbb{E}[\| Q_k - Q^{R, \pi} \|_2^2] \leq \frac{c_1}{(1 - \gamma \bar{c})^2} \left( 1 - \frac{1 - \gamma \bar{c}}{2} \alpha \right)^{k - (\tau_{\alpha} + n + 1)} + \frac{c_2 \log(|\mathcal{S}| |\mathcal{A}|)}{(1 - \gamma \bar{c})^2(1 - \gamma)^2(\bar{c} + 1)^2} (\bar{c} + 1)^2 \gamma^2 \alpha(\tau_{\alpha} + n + 1),
\]

where \( c_1 \) and \( c_2 \) are numerical constants.

Observe that the RHS of the convergence bound does not depend on the target policy \( \pi \). This is important for us to later use Theorem 2.1 to show the finite-sample guarantees of off-policy NAC algorithm 2.

This result characterizes the rate of convergence of \( Q \)-trace algorithm to its stationary point, \( Q^{R, \pi} \). The error on the RHS has two terms, which are called bias and variance respectively in the SA literature [18]. To contrast this with the bias due to truncation, we call it the convergence bias. The second error term is simply called the variance. Theorem 2.1 implies that under an appropriate constant stepsize \( \alpha \), while the \( Q \)-trace algorithm achieves exponentially decaying convergence bias, it leads to a constant variance that cannot be eliminated, and is of the size \( O(\alpha \log(1/\alpha)) \). The logarithmic factor is due to the mixing time \( \tau_{\alpha} \), which arises as a consequence of performing Markovian sampling of \( \{ (S_k, A_k) \} \).

The following corollary provides the error of the estimate \( Q_k \) with respect to the true \( Q \)-function \( Q^{\pi} \).

**Corollary 2.1.1.** Under the same assumptions of Theorem 2.1, we have for all \( k \geq \tau_{\alpha} + n + 1 \):

\[
\mathbb{E}[\| Q_k - Q^{\pi} \|_\infty] \leq \sqrt{T_1} + \sqrt{T_2} + \max_{1 - \rho \min_{s \in \mathcal{S}} \pi_s(a|s)}(\rho + 1)^2 f(\bar{c}, \gamma)^2 \alpha(\tau_{\alpha} + n + 1),
\]

where the terms \( T_1 \) and \( T_2 \) are given in Theorem 2.1.

The proof of Corollary 2.1.1 immediately follows by combining Lemma 2.1 with Theorem 2.1 and using Jensen’s inequality. We next present the finite-sample bound of the off-policy NAC algorithm 2.
Consider \( \{\pi_t\} \) generated by Algorithm 2. Suppose that Assumption 2.1 is satisfied, and \( K \geq \tau + n + 1 \). Then we have the following performance bound:

\[
V^{\pi^*}(\mu) - \max_{0 \leq t \leq T-1} E[V^{\pi_t}(\mu)] \leq \frac{24}{(1 - \gamma)^3} \left( 1 - \frac{1 - \gamma}{2} \right) \frac{1}{2}(K - (\tau + n + 1)) \]

\[+
\frac{1200 \log^{1/2}(|S||A|)}{(1 - \gamma)^3(1 - \gamma_c)}(\bar{\rho} + 1)f(\bar{\gamma},\gamma)[a(\tau + n + 1)]^{1/2}
\]

\[+
\frac{4 \max(0, 1 - \bar{\rho} \min_{s,a} \pi_b(a|s))}{(1 - \gamma)^4}
\]

\[+
\frac{\log(e|A|)}{(1 - \gamma)^2 \beta T}
\]

The terms \( E_1 \) and \( E_2 \) correspond to the two terms on the RHS of the convergence bounds in Theorem 2.1, and capture the convergence bias and the variance in the critic estimate. We now focus on the terms \( E_3 \) and \( E_4 \), and the trade-off between the variance \( E_2 \) and the truncation bias \( E_3 \).

Error Due to Truncated IS Ratio. The term \( E_3 \) accounts for the error due to introducing the truncation level \( \bar{\rho} \) in the critic (i.e., the Q-trace Algorithm 1). Recall that because of \( \bar{\rho} \), the limit point of the critic is \( Q^\bar{\rho}\pi_t \) instead of \( Q^\pi_t \). Note that when \( \bar{\rho} \geq 1 / \min_{s,a} \pi_b(a|s) \) (which implies \( \bar{\rho} \geq \max_{s,a} \pi_b(a|s) \)), for any \( t \), there is essentially no truncation in the IS ratio \( \rho\pi_t(s,a) \), and hence we have \( E_3 = 0 \), which agrees with Lemma 2.1.

Error Bound of the Actor. The term \( E_4 \) is due to the error in the actor update. That is, \( E_4 \) would be the only error term we have if we can directly use \( Q^\pi_t \) in the actor update of Algorithm 2. Observe that \( E_4 = O(\frac{1}{T}) \), which agrees with results in [1] [Theorem 5.3].

Bias-Variance Trade-Off. Recall that the motivation for introducing the truncation levels \( \bar{\rho} \) and \( \bar{\gamma} \) is to control the variance in the critic estimate. We first consider the impact of \( \bar{\rho} \). Observe that the term \( E_3 \) is in favor of large \( \bar{\rho} \) while the term \( E_2 \) grows linearly with respect to \( \bar{\rho} \). Therefore, there is an explicit trade-off between the variance and the truncation bias in choosing \( \bar{\rho} \). As a result, if we want to have convergence to the global optimal, by choosing \( \bar{\rho} = 1 / \min_{s,a} \pi_b(a|s) \), we introduce an additional \( 1 / \min_{s,a} \pi_b(a|s) \) factor in the variance term \( E_2 \).

The truncation level \( \bar{\gamma} \) appears only in the variance term \( E_2 \). In view of the expression of \( f(\bar{\gamma},\gamma) \) (defined before Theorem 2.1), we should choose \( \bar{\gamma} \) such that \( \bar{\gamma} \gamma < 1 \) to avoid an exponential factor in the variance term. These observations are similar to [18, 19, 24], where the V-trace algorithm is studied.

One drawback with Theorem 2.2 is that the error bound is stated in terms of \( \max_{0 \leq t \leq T-1} E[V^{\pi_t}(\mu)] \), while in practice we do not know which policy among \( \{\pi_t\}_{t=0}^{T-1} \) has the best performance. To overcome this problem, using standard techniques in optimization [40], we can obtain the following refined performance bound of Algorithm 2.

**Corollary 2.2.1.** Let \( T' \) be a random sample uniformly drawn from \( \{0, 1, \ldots, T-1\} \). Then we have the following performance guarantee on \( \pi_{T'} \):

\[
V^{\pi^*}(\mu) - E[V^{\pi_{T'}}(\mu)] \leq E_1 + E_2 + E_3 + E_4,
\]

where the terms \( \{E_i\}_{1 \leq i \leq 4} \) are given in Theorem 2.2.
The convergence guarantee in Corollary 2.2.1 holds for the policy attained by Algorithm 2 at a random point between 0 and \( T - 1 \). However, in practice one usually takes the last policy achieved by the algorithm as the output. Numerical experiments of off-policy NAC algorithm 2 in Figure 1 shows that in expectation, the algorithm can converges almost monotonically. Theoretically showing a performance bound for \( V^{\pi^*}(\mu) - \mathbb{E}[V^{\pi_{T-1}}(\mu)] \) is a future direction of this work.

![Figure 1](image)

**Figure 1.** Convergence of Algorithm 2 on a 5 state, 3 action MDP. Each dashed line is for one sample path of the algorithm, and the solid line is the average of the 4 sample paths. See Appendix D for more details.

### 2.6. Sample Complexity Analysis

With Theorem 2.2 at hand, we now analyze the sample complexity of off-policy NAC algorithm 2.

**Sample Complexity for Global Optimum.** Suppose that \( \tilde{\rho} \geq 1/\pi_{b,\min} \), where \( \pi_{b,\min} := \min_{s,a} \pi_b(a|s) \). In this case, we have \( E_3 = 0 \), i.e., the bias due to truncation is eliminated, and hence we have convergence to a global optimum. Theorem 2.2 implies the following sample complexity result, whose proof is presented in Appendix B.3.

**Corollary 2.2.2.** In order to obtain an \( \epsilon \)-optimal policy, the total number of samples required (i.e., \( TK \)) is of the size

\[
\mathcal{O}(\epsilon^3 \log^2(1/\epsilon)) \tilde{\mathcal{O}}((1 - \gamma)^{-11} M_{\min}^{-2} \pi_{b,\min}^{-2}),
\]

where \( M_{\min} = \min_{s,a} \mu_b(s) \pi_b(a|s) \).

The \( \mathcal{O}(\epsilon^3 \log^2(1/\epsilon)) \) dependence on the accuracy \( \epsilon \) advances the state of the art results in on-policy NAC. See Table 1 for more details. The dependence on the state-action space is at least \( |S|^3 |A|^5 \), which is achieved when \( \pi_b(a|s) = \frac{1}{|A|} \) for all \( a \) and \( \mu_b(s) = \frac{1}{|S|} \) for all \( s \) (i.e., uniform exploration). The \( \tilde{\mathcal{O}}((1 - \gamma)^{-11}) \) dependence on the discount factor while seemingly loose, agrees with known results about NPG in [1] (Corollary 6.3). See Appendix C.4 for more details about the comparison to [1].

Note that in off-policy TD-learning, one set of samples can be used multiple times to evaluate different policies. Therefore, it is natural to consider repeatedly using the same set of samples in the critic (the \( Q \)-trace algorithm) in the off-policy NAC algorithm. In that case, the sample complexity is reduced from \( KT = \tilde{\mathcal{O}}(\epsilon^3) \) to only \( K = \tilde{\mathcal{O}}(\epsilon^2) \). Although this approach seems reasonable, numerical experiments suggest that it may lead to the divergence of Algorithm 2. See Appendix D for more details.

### 3. Proof Sketch of Our Main Results

In this section, we present the key steps in proving Theorems 2.1 and 2.2.
3.1. Proof Sketch of Theorem 2.1. To prove Theorem 2.1, we begin by introducing some notations. For any $k \geq 0$, let $X_k = (S_k, A_k, \ldots, S_{k+n})$. It is clear that $\{X_k\}$ is a Markov chain, whose state-space is denoted by $\mathcal{X}$. Moreover, under Assumption 2.1, the Markov chain $\{X_k\}$ has a unique stationary distribution, denoted by $\mu_X$. Let $T : \mathbb{R}^{S \times |A|} \times \Pi \times \mathcal{X} \mapsto \mathbb{R}^{S \times |A|}$ be an operator defined by

$$
[T(Q, \pi, x)](s, a) = [T(Q, \pi, s_0, a_0, \ldots, s_n)](s, a)
$$

$$
= \mathbb{I}_{(s, a) = (s_0, a_0)} \sum_{i=0}^{n-1} \gamma^i \prod_{j=1}^i c_\pi(s_j, a_j)(\mathcal{R}(s_i, a_i) + \gamma \rho_\pi(s_{i+1}, a_{i+1})Q(s_{i+1}, a_{i+1}) - Q(s_i, a_i)) + Q(s, a)
$$

for all $(s, a)$. We further define $T_e : \mathbb{R}^{S \times |A|} \times \Pi \mapsto \mathbb{R}^{S \times |A|}$ by $T_e(Q, \pi) = E_{X \sim \mu_X} T(Q, \pi, x)$, which can be viewed as the expected version of the operator $T$.

Using the notation given above, the $Q$-trace update equation (Algorithm 1 line 5) can be equivalently written by

$$
Q_{k+1} = Q_k + \alpha(T(Q_k, \pi, X_k) - Q_k)
$$

$$
= Q_k + \alpha(T_e(Q_k, \pi) - Q_k) + \alpha(T(Q_k, \pi, X_k) - T_e(Q_k, \pi))
$$

(4)

The above update equation can be viewed as a stochastic approximation algorithm for solving the fixed-point equation $T_e(Q, \pi) = Q$ with Markovian noise. To see this, assume for the moment that the term $(\ast)$ is identically zero. Then the Algorithm is the fixed-point iteration for solving the equation $T_e(Q, \pi) = Q$, and it is known to converge when the operator $T_e(\cdot, \pi)$ is a contraction mapping [4]. Now in the presence of the term $(\ast)$, the algorithm becomes a Markovian stochastic approximation algorithm for solving $T_e(Q, \pi) = Q$.

Intuitively, once we show the desired contraction property of the operator $T_e(\cdot, \pi)$ and have control on the error caused by the Markovian noise $(\ast)$, we should be able to establish the convergence bounds of Algorithm (4). In order to show such properties, we need the following notation.

1. Let $\pi_e$ and $\pi_\rho$ be two policies defined by

$$
\pi_e(a|s) = \frac{\min(c_\pi(a|s), \pi(a|s))}{\sum_a \min(c_\pi(a'|s), \pi(a'|s))} \quad \text{and} \quad \pi_\rho(a|s) = \frac{\min(\rho_\pi(a|s), \pi(a|s))}{\sum_a \min(\rho_\pi(a'|s), \pi(a'|s))}, \quad \forall (s, a).
$$

2. Let $C_\pi, D_\pi \in \mathbb{R}^{S \times |A| \times |S| \times |A|}$ be diagonal matrices s.t. $C_\pi((s, a), (s, a)) = \sum_a \min(c_\pi(a|s), \pi(a|s))$ and $D_\pi((s, a), (s, a)) = \sum_a \min(\rho_\pi(a|s), \pi(a|s))$ for all $(s, a)$. Let $C_{\min} = \min_{s,a} c_\pi(a|s)$. Note that we have $C_{\min} I \leq C_\pi \leq D_\pi \leq I$ (component-wise).

3. Let $P_\pi \in \mathbb{R}^{S \times |A| \times |S| \times |A|}$ be a stochastic matrix defined by $P_\pi((s, a), (s', a')) = P_{\pi}(s, s') \pi(a|s')$, i.e., the probability of transition from $(s, a)$ to $(s', a')$ under policy $\pi$. Let $R$ be a vector in $\mathbb{R}^{S \times |A|}$ such that $R(s, a) = \mathcal{R}(s, a)$ for all $(s, a)$.

4. Let $M \in \mathbb{R}^{S \times |A| \times |S| \times |A|}$ be a diagonal matrix such that $M((s, a), (s, a)) = \mu_b(s) \pi_b(a|s)$, which is the steady-state probability of visiting $(s, a)$. Let $M_{\min} = \min_{s,a} \mu_b(s) \pi_b(a|s)$. Note that $0 < M_{\min} < 1$ under Assumption 2.1.

Now we are ready to establish the desired properties of Algorithm (4) in the following proposition, whose proof is presented in Appendix A.1.

**Proposition 3.1.** The following properties hold regarding the operators $T(\cdot)$, $T_e(\cdot)$, and the Markov chain $\{X_k\}$.

1. The operator $T(\cdot)$ satisfies $\|T(Q_1, \pi, x) - T(Q_2, \pi, x)\|_\infty \leq 2(\bar{\rho} + 1)f(c, \gamma)\|Q_1 - Q_2\|_\infty$ and $\|T(0, \pi, x)\|_\infty \leq f(c, \gamma)$ for any $Q_1, Q_2 \in \mathbb{R}^{S \times |A|}$, $\pi \in \Pi$, and $x \in \mathcal{X}$.

2. For all $k \geq 0$, it holds that

$$
\max_{x \in \mathcal{X}} \|P^{k+n+1}(x, \cdot) - \mu_X(\cdot)\|_{TV} \leq C u^k,
$$

where $\| \cdot \|_{TV}$ is the total variation distance.
The operator $T_e(\cdot)$ has the following properties:

(a) $T_e(\cdot, \pi)$ is a linear operator given by $T_e(Q, \pi) = AQ + b$, where $A = I - \sum_{i=0}^{n-1} \gamma^i M (P_{\pi} C_\pi)^i (I - \gamma P_{\pi} D_\pi)$ and $b = \sum_{i=0}^{n-1} \gamma^i M (P_{\pi} C_\pi)^i R$.

(b) $T_e(\cdot, \pi)$ is a contraction mapping with respect to $\|\cdot\|_\infty$, with contraction factor

$$\gamma_c = 1 - \frac{M_{\min}(1 - \gamma)(1 - (\gamma C_{\min})^n)}{1 - \gamma C_{\min}}.$$

(c) $T_e(\cdot, \pi)$ has a unique fixed-point $Q^{\bar{\rho}, \pi}$, which is the unique solution to the modified Bellman’s equation $Q = R + \gamma P_{\pi} D_\pi Q$.

Several remarks are in order. First, using Proposition 3.1 (1), we have by triangle inequality that

$$\|T(Q, \pi, x)\|_\infty \leq 2f(c, \gamma)((\bar{\rho} + 1)\|Q\|_\infty + 1)$$

for any $Q$, $\pi$ and $x$. This is important to control the Markovian noise as it implies that the noisy operator $\|T(Q_k, \pi, X_k)\|_\infty$ is at most an affine function of $\|Q_k\|_\infty$.

Proposition 3.1 (2) implies that the Markov chain $\{X_k\}$ mixes geometrically fast, which is also an important property we need to control the Markovian noise.

Proposition 3.1 (3) establishes all the desired properties for the expected operator $T_e(\cdot)$. First of all, $T_e(\cdot, \pi)$ is a contraction operator, with a contraction factor $\gamma_c$ independent of the target policy $\pi$. This uniform contraction property is necessary for us to combine the critic with the actor later in Section 3.2.2, as the policy $\pi_t$ is time-varying.

Note that from Proposition 3.1 (3) (c) we see that when $\bar{\rho} \geq \max_{s,a} \frac{\pi(a|s)}{\pi_t(a|s)}$, such modified Bellman’s equation becomes the regular Bellman’s equation for $Q^\pi$, and hence we have $Q^{\bar{\rho}, \pi} = Q^\pi$, which agrees with Lemma 2.1.

The above proposition enables us to interpret Eq. (4) as a Markovian Stochastic Approximation involving a contraction mapping. Theorem 2.1 then follows from using finite-sample bounds on Markovian Stochastic Approximation established in [19]. See Appendix A.3 for the detailed proof.

3.2. **Proof Sketch of Theorem 2.2.** The high level idea of proving Theorem 2.2 is as follows. We first analyze the iterates $\{\pi_t\}$ updated by the actor in Algorithm 2. The performance bound of $\pi_t$ would involve the error in the critic estimate, i.e., the difference between $Q_{t+1}$ and $Q^{\pi_t}$. We then use Corollary 2.1.1 of the $Q$-trace algorithm 1 to control the critic estimation error and finish the proof of Theorem 2.2.

3.2.1. **Analysis of the Actor.** By analyzing the update of the actor, we obtain the performance bound of $\{\pi_t\}$ in the following proposition.

**Proposition 3.2.** Consider iterates $\{\pi_t\}$ of Algorithm 2. We have for any $T \geq 1$:

$$V^{\pi_t}(\mu) - \max_{0 \leq t \leq T-1} E[V^{\pi_t}(\mu)] \leq \frac{\log(e|A|)}{(1 - \gamma)^2 2BT} + \frac{4}{(1 - \gamma)^2 2T} \sum_{t=0}^{T-1} E[\|Q^{\pi_t} - Q_{t+1}\|_\infty].$$

The proof of Proposition 3.2 is inspired by that of Theorem 5.3 in [1], and is presented in Appendix B.1. The main difference is that in [1] they assume access to the dynamics of the underlying MDP. Hence they can directly use the $Q$-function $Q^{\pi_t}$ in the policy update. Here in the RL setting, we can only use the noisy estimate $\hat{Q}_t$ to perform the policy update. As a consequence, when compared to Theorem 5.3 of [1], we have the critic error term $\frac{1}{(1 - \gamma)^2 2T} \sum_{t=0}^{T-1} E[\|Q^{\pi_t} - Q_{t+1}\|_\infty]$ on the RHS of the resulting inequality of Proposition 3.2.
3.2.2. Combining the Actor and the Critic. In view of Proposition 3.2, what remains to do in proving Theorem 2.2 is to apply Corollary 2.1.1 to control the error term $\mathbb{E}[\|Q^\pi_t - Q_{t+1}\|_\infty]$ for any $0 \leq t \leq T - 1$. However, there is a challenge in doing this. Corollary 2.1.1 and Theorem 2.1 are stated for a fixed target policy $\pi$, while in Algorithm 2 the policies $\pi_t$ are stochastic. We overcome this challenge by using a conditioning argument and exploiting Markovian nature of the samples. The full details are presented in Appendix B.2.

4. Conclusion and Future Work. In this work, we study the convergence bounds of NAC, where the critic uses the $Q$-trace algorithm to perform off-policy learning. Such off-policy NAC algorithm enables us to overcome the difficulty of exploration in on-policy NAC, and establish the convergence bounds under minimal assumptions. A future direction is to extend our results to the case where function approximation is used. Note that off-policy TD with function approximation can be unstable in general [64]. The first step in this direction is to modify the algorithm to achieve convergence.
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APPENDIX A: THE Q-TRACE ALGORITHM

A.1. Proof of Proposition 3.1.

(1) Using the definition of the operator $\mathcal{T}(\cdot)$, we have for any $Q_1, Q_2, \pi, x = (s_0, a_0, ..., s_n, a_n) \in \mathcal{X}$, and state-action pairs $(s, a)$:

$$\|\mathcal{T}(Q_1, \pi, x)(s, a) - \mathcal{T}(Q_2, \pi, x)(s, a)\|$$

$$= \left| \prod_{i=0}^{n-1} \gamma^i \sum_{j=1}^{i} c_{\pi}(s_j, a_j) \right| \left( \gamma \rho_{\pi}(s_{i+1}, a_{i+1}) \right) [Q_1(s_{i+1}, a_{i+1}) - Q_2(s_{i+1}, a_{i+1})]$$

$$+ [Q_1 - Q_2](s, a)$$

$$\leq \sum_{i=0}^{n-1} \gamma^i \left( \prod_{j=1}^{i} c_{\pi}(s_j, a_j) \right) \left( \gamma \rho_{\pi}(s_{i+1}, a_{i+1}) + 1 \right) \|Q_1 - Q_2\|_{TV} + \|Q_1 - Q_2\|_{TV}$$

$$\leq \sum_{i=0}^{n-1} (\gamma \bar{c})^i (\bar{\rho} + 1) \|Q_1 - Q_2\|_{TV} + \|Q_1 - Q_2\|_{TV} \quad (c_{\pi}(s, a) \leq \bar{c} \text{ and } \rho_{\pi}(s, a) \leq \bar{\rho} \text{ for any } (s, a))$$

It follows that $\|\mathcal{T}(Q_1, \pi, x) - \mathcal{T}(Q_2, \pi, x)\|_{TV} \leq 2f(\bar{c}, \gamma)(\bar{\rho} + 1) \|Q_1 - Q_2\|_{TV}$. Similarly, for any $\pi \in \Pi$ and $x = (s_0, a_0, ..., s_n, a_n) \in \mathcal{X}$, we have for any $(s, a)$:

$$\|\mathcal{T}(0, \pi, x)(s, a)\| = \left| \prod_{i=0}^{n-1} \gamma^i \sum_{j=1}^{i} c_{\pi}(s_j, a_j) \right| \mathcal{R}(s_i, a_i)$$

$$\leq \sum_{i=0}^{n-1} \gamma^i \left( \prod_{j=1}^{i} c_{\pi}(s_j, a_j) \right) \quad (\mathcal{R}(s, a) \in [0, 1] \text{ for any } (s, a))$$

$$\leq \sum_{i=0}^{n-1} (\gamma \bar{c})^i \quad (c_{\pi}(s, a) \leq \bar{c} \text{ for any } (s, a))$$

Hence we have $\|\mathcal{T}(0, \pi, x)\|_{TV} \leq f(\bar{c}, \gamma)$.

(2) Since the Markov chain $\{S_k\}$ induced by the behavior policy $\pi_b$ is irreducible and aperiodic, there exists $C > 0$ and $u \in (0, 1)$ such that $\max_{s \in S} \|P^k(s, \cdot) - \mu_b(\cdot)\|_{TV} \leq C u^k$ for all $k \geq 0$ [42], where $P^k$ represents the $k$-step transition probability matrix. Now consider the Markov chain $\{X_k\}$. We have for all $k \geq 0$:

$$\max_{x \in \mathcal{X}} \|P^{k+n+1}(x, \cdot) - \mu_X(\cdot)\|_{TV}$$
= \frac{1}{2} \max_{s_n, a_n, \ldots, s_0, a_0} \sum_{s_n, a_n, \ldots, s_0, a_0} \left| \sum_s P_{a_n}(s_n, s) P^k(s, s_0') - \mu_b(s_0') \right| \pi_b(a'_0|s_0') \prod_{i=0}^{n-1} P_{a'_i}(s'_i, s'_{i+1}) \pi_b(a'_{i+1}|s'_{i+1}) \\
(P_a \text{ is the transition probability matrix under action } a)

\leq \frac{1}{2} \max_{s_0, a_0} \sum_{s_0'} \sum_s P_{a}(s_n, s) P^k(s, s_0) - \mu_b(s_0')

= \frac{1}{2} \max_{s, a} \sum_s P^k(s, s_0) - \mu_b(s_0')

\leq \max_{s \in \mathcal{S}} \left\| P^k(s, \cdot) - \mu_b(\cdot) \right\|_{TV}

\leq C u^k.

(3) (a) We first compute \( T_\varepsilon(Q, \pi) \) in the following. For any \( Q \in \mathbb{R}^{||\mathcal{S}|| \cdot |\mathcal{A}|} \) and \( \pi \in \Pi \), we have for any \((s, a)\):

\[
[T_\varepsilon(Q, \pi)](s, a) = \mathbb{E}_{S_0 \sim \mu_b} \left[ \mathbb{I}_{\{(s, a) = (S_0, A_0)\}} + \gamma \left( \prod_{j=1}^{i} c_\pi(S_j, A_j) \right) (\mathcal{R}(S_i, A_i) + \gamma \rho_\pi(S_{i+1}, A_{i+1}) Q(S_{i+1}, A_{i+1}) \right. \\
\left. - Q(S_i, A_i)) \right] + Q(s, a).
\]

For any \( 0 \leq i \leq n - 1 \), we have

\[
\mathbb{E}_{S_0 \sim \mu_b} \left[ \mathbb{I}_{\{(s, a) = (S_0, A_0)\}} \gamma \left( \prod_{j=1}^{i} c_\pi(S_j, A_j) \right) (\mathcal{R}(S_i, A_i) + \gamma \rho_\pi(S_{i+1}, A_{i+1}) Q(S_{i+1}, A_{i+1}) - Q(S_i, A_i)) \right]
\]

\[
= \mathbb{E}_{S_0 \sim \mu_b} \left[ \mathbb{I}_{\{(s, a) = (S_0, A_0)\}} \gamma \left( \prod_{j=1}^{i} c_\pi(S_j, A_j) \right) (\mathcal{R}(S_i, A_i) \right. \\
\left. + \gamma \mathbb{E}[\rho_\pi(S_{i+1}, A_{i+1}) Q(S_{i+1}, A_{i+1}) \mid S_0 \sim \mu_b, A_0, \ldots, S_i, A_i] - Q(S_i, A_i)) \right]
\]

\[
= \mathbb{E}_{S_0 \sim \mu_b} \left[ \mathbb{I}_{\{(s, a) = (S_0, A_0)\}} \gamma \left( \prod_{j=1}^{i} c_\pi(S_j, A_j) \right) (\mathcal{R}(S_i, A_i) \right. \\
\left. + \gamma \sum_{s', a'} P_{A_i}(S_i, s') \pi_b(a'|s') \min \left\{ \bar{\rho}, \frac{\pi(a'|s')}{\pi_b(a'|s')} \right\} Q(s', a') - Q(S_i, A_i)) \right]
\]

\[
= \mathbb{E}_{S_0 \sim \mu_b} \left[ \mathbb{I}_{\{(s, a) = (S_0, A_0)\}} \gamma \left( \prod_{j=1}^{i} c_\pi(S_j, A_j) \right) (\mathcal{R}(S_i, A_i) \right. \\
\left. + \gamma \sum_{s', a', \bar{\rho}} P_{A_i}(S_i, s') \pi_b(a'|s') \min \left\{ \bar{\rho}, \frac{\pi(a'|s')}{\pi_b(a'|s')} \right\} Q(s', a') - Q(S_i, A_i)) \right]
\]
\[ + \gamma \sum_{s', a'} P_{A_i}(S_i, s') \min \left( \bar{\rho}_{\pi_b}(a'|s'), \pi(a'|s') \right) Q(s', a') - Q(S_i, A_i) \]

\[ = E_{S_0 \sim \mu_b} \left[ \mathbb{I}_{((s, a) = (S_0, A_0))} \gamma^i \left( \prod_{j=1}^{i} c_{\pi}(S_j, A_j) \right) (R(S_i, A_i) \right. \]

\[ + \gamma \sum_{s', a'} P_{A_i}(S_i, s') D_\pi(s', a') \min \left( \bar{\rho}_{\pi_b}(a'|s'), \pi(a'|s') \right) Q(s', a') - Q(S_i, A_i) \]

\[ = E_{S_0 \sim \mu_b} \left[ \mathbb{I}_{((s, a) = (S_0, A_0))} \gamma^i \left( \prod_{j=1}^{i} c_{\pi}(S_j, A_j) \right) (R(S_i, A_i) \right. \]

\[ + \gamma \sum_{s', a'} P_{\pi_{\pi_i}}(\left( S_i, A_i \right), \left( s', a' \right)) D_\pi(s', a') Q(s', a') - Q(S_i, A_i) \]

\[ = E_{S_0 \sim \mu_b} \left[ \mathbb{I}_{((s, a) = (S_0, A_0))} \gamma^i \left( \prod_{j=1}^{i} c_{\pi}(S_j, A_j) \right) (R(S_i, A_i) + \gamma[P_{\pi_{\pi_i}}D_\pi Q](S_i, A_i) - Q(S_i, A_i) \right. \]

\[ = E_{S_0 \sim \mu_b} \left[ \mathbb{I}_{((s, a) = (S_0, A_0))} \gamma^i \left( \prod_{j=1}^{i-1} c_{\pi}(S_j, A_j) \right) \times \right. \]

\[ E \left[ c_{\pi}(S_i, A_i)(R(S_i, A_i) + \gamma[P_{\pi_{\pi_i}}D_\pi Q](S_i, A_i) - Q(S_i, A_i)) \mid S_0 \sim \mu_b, A_0, ..., S_{i-1}, A_{i-1} \right] \]

\[ = E_{S_0 \sim \mu_b} \left[ \mathbb{I}_{((s, a) = (S_0, A_0))} \gamma^i \left( \prod_{j=1}^{i-1} c_{\pi}(S_j, A_j) \right) \times \right. \]

\[ \left( \sum_{s', a'} P_{A_{i-1}}(S_{i-1}, s') \pi_b(a'|s') \min \left( \bar{c}, \frac{\pi(a'|s')}{\pi_b(a'|s')} \right) [R + \gamma P_{\pi_{\pi_i}}D_\pi Q - Q](s', a') \right) \]

\[ = E_{S_0 \sim \mu_b} \left[ \mathbb{I}_{((s, a) = (S_0, A_0))} \gamma^i \left( \prod_{j=1}^{i-1} c_{\pi}(S_j, A_j) \right) \times \right. \]

\[ \left( \sum_{s', a'} P_{A_{i-1}}(S_{i-1}, s') \min \left( \bar{c}_{\pi_b}(a'|s'), \pi(a'|s') \right) [R + \gamma P_{\pi_{\pi_i}}D_\pi Q - Q](s', a') \right) \]
(b) We now show the desired contraction property. For any $Q_1, Q_2$ and $\pi$, we have
\[
\|T_\pi(Q_1, \pi) - T_\pi(Q_2, \pi)\|_\infty \leq \|A\|_\infty \|Q_1 - Q_2\|_\infty.
\]
Consider the matrix $A$, we can rewrite it by
\[
A = \sum_{i=1}^{n} \gamma^i M(P_{\pi,\pi}\pi)^{i-1}(P_{\pi,\pi}\pi) - \sum_{i=0}^{n-1} \gamma^i M(P_{\pi,\pi}\pi)^i + I
\]
and
\[
= \gamma^n M(P_{\pi,\pi}\pi)^{n-1}(P_{\pi,\pi}\pi) + \sum_{i=1}^{n-1} \gamma^i M(P_{\pi,\pi}\pi)^{i-1}(P_{\pi,\pi}\pi - P_{\pi,\pi}\pi) + (I - M).
\]
Since
\[
[P_{\pi,\pi}\pi - P_{\pi,\pi}\pi] ((s, a), (s', a')) = P_{\pi}(s, s') (\min(\bar{\rho}_{\pi}(a'|s'), \pi(a'|s')) - \min(\bar{c}_{\pi}(a'|s'), \pi(a'|s'))) \geq 0
\]
for any $(s, a)$ and $(s', a')$, the matrix $A$ has non-negative entries. Therefore, we have
\[
\|A\|_\infty = \|AI\|_\infty (1 = (1, 1, \ldots, 1)^	op)
\]
and
\[
\leq 1 - M_{\min} \sum_{i=0}^{n-1} (\gamma C_{\min})^i (1 - \gamma)
\]
and
\[
= 1 - \frac{M_{\min}(1 - \gamma)(1 - (\gamma C_{\min})^n)}{1 - \gamma C_{\min}},
\]
where in the first inequality we used $C_{\min} 1 \leq C_{\pi} 1 \leq D_{\pi} 1 \leq 1$ (component-wise). It follows that $T_e(\cdot, \pi)$ is a contraction mapping with respect to $\| \cdot \|_\infty$, with contraction factor

$$
\gamma_e = 1 - \frac{M_{\min}(1 - \gamma)(1 - (\gamma C_{\min})^n)}{1 - \gamma C_{\min}}.
$$

(c) The existence and uniqueness of the fixed-point of $T_e(\cdot, \pi)$ follows from Banach fixed-point theorem [4]. To characterize the fixed-point, it is enough to show the modified Bellman’s equation

$$
R + \gamma P_{\pi_x} D_{\pi} Q - Q = 0
$$

has a unique solution, i.e., the matrix $I - \gamma P_{\pi_x} D_{\pi}$ is invertible. This is followed from

$$
\|P_{\pi_x} D_{\pi}\|_\infty = \|P_{\pi_x} D_{\pi} 1\|_\infty \leq \|P_{\pi_x} 1\|_\infty = 1.
$$

A.2. Proof of Lemma 2.1.

(1) We begin with the Bellman’s equation for $Q^\pi$: $Q^\pi = R + \gamma P_{\pi} Q^\pi$, and the modified Bellman’s equation for $Q^{\bar{\pi}, \pi}$: $Q^{\bar{\pi}, \pi} = R + \gamma P_{\pi_x} D_{\pi} Q^{\bar{\pi}, \pi}$. Take the difference between these two equations and we obtain:

$$
Q^{\bar{\pi}, \pi} - Q^\pi = \gamma P_{\pi_x} D_{\pi} Q^{\bar{\pi}, \pi} - \gamma P_{\pi} Q^\pi
$$

$$
= \gamma P_{\pi_x} D_{\pi} (Q^{\bar{\pi}, \pi} - Q^\pi) + \gamma P_{\pi_x} D_{\pi} Q^\pi - \gamma P_{\pi} Q^\pi
$$

$$
= \gamma P_{\pi_x} D_{\pi} (Q^{\bar{\pi}, \pi} - Q^\pi) + \gamma (P_{\pi_x} D_{\pi} - P_{\pi}) Q^\pi.
$$

Therefore, we have

$$
\|Q^{\bar{\pi}, \pi} - Q^\pi\|_\infty = \|\langle I - \gamma P_{\pi_x} D_{\pi} \rangle^{-1} \gamma (P_{\pi_x} D_{\pi} - P_{\pi}) Q^\pi\|_\infty
$$

$$
\leq \gamma \|\langle I - \gamma P_{\pi_x} D_{\pi} \rangle^{-1}\|_\infty \| P_{\pi_x} D_{\pi} - P_{\pi} \|_\infty \| Q^\pi \|_\infty
$$

$$
\leq \frac{1}{1 - \gamma} \|\langle I - \gamma P_{\pi_x} D_{\pi} \rangle^{-1}\|_\infty \| P_{\pi_x} D_{\pi} - P_{\pi} \|_\infty.
$$

Since

$$
[P_{\pi_x} D_{\pi} - P_{\pi}](s, a, (s', a')) = P_a(s, s')(\min(\bar{\rho}\pi_b(a'|s'), \pi(a'|s')) - \pi(a'|s'))
$$

$$
= P_a(s, s') \min(\bar{\rho}\pi_b(a'|s') - \pi(a'|s'), 0)
$$

$$
= -P_a(s, s') \max(\pi(a'|s') - \bar{\rho}\pi_b(a'|s'), 0)
$$

$$
\leq 0,
$$

we have

$$
\|P_{\pi_x} D_{\pi} - P_{\pi}\|_\infty = \|(P_{\pi} - P_{\pi_x} D_{\pi}) 1\|_\infty \leq \max_{(s, a)} \max(\pi(a|s) - \bar{\rho}\pi_b(a|s), 0).
$$

As for the term $\|\langle I - \gamma P_{\pi_x} D_{\pi} \rangle^{-1}\|_\infty$, note that for any invertible matrix $G$ we have

$$
\|G^{-1}\|_\infty = \max_{x \neq 0} \frac{\|G^{-1} x\|_\infty}{\|x\|_\infty}
$$

$$
= \max_{y \neq 0} \frac{\|y\|_\infty}{\|G y\|_\infty} \tag{Change of variable}
$$

$$
= \max_{y : \|y\|_\infty = 1} \frac{1}{\|G y\|_\infty}
$$

$$
= \min_{y : \|y\|_\infty = 1} \|G y\|_\infty.
$$
Therefore, we obtain
\[
\|(I - \gamma P_\pi D_\pi)^{-1}\|_\infty = \frac{1}{\min_{y: \|y\|_\infty = 1} \|(I - \gamma P_\pi D_\pi) y\|_\infty} \\
\leq \frac{1}{1 - \gamma \max_{y: \|y\|_\infty = 1} \|P_\pi D_\pi y\|_\infty} \\
\leq \frac{1}{1 - \gamma}.
\]

It follows that
\[
\|Q_\beta - Q_\pi\|_\infty \leq \frac{1}{1 - \gamma} \|(I - \gamma P_\pi D_\pi)^{-1}\|_\infty \|P_\pi D_\pi - P_\pi\|_\infty \\
\leq \frac{1}{(1 - \gamma)^2} \max_{(s,a)} (\pi(a|s) - \bar{\rho} \pi_b(a|s), 0).
\]

(2) Similarly, we have
\[
\|Q_\beta\|_\infty = \|(I - \gamma P_\pi D_\pi)^{-1} R\|_\infty \leq \|(I - \gamma P_\pi D_\pi)^{-1}\|_\infty \|R\|_\infty \leq \frac{1}{1 - \gamma}.
\]

A.3. Proof of Theorem 2.1. We begin by restating Theorem 2.1 in full details:

THEOREM A.1. Consider $Q_k$ of Algorithm 1. Suppose Assumption 2.1 is satisfied and the constant stepsize $\alpha$ is chosen such that $\alpha(n_\alpha + n + 1) \leq \min \left( \frac{1}{12(\rho + 1)^2 f(\bar{\epsilon}, \gamma)^2}, \frac{8208(\rho + 1)^2 f(\bar{\epsilon}, \gamma)^2 \log(|S| |A|)}{(1 - \gamma)^2} \right)$. Then we have for all $k \geq n_\alpha + 1$:
\[
E[\|Q_k - Q_\beta\|_\infty^2] \leq 3 \left( \|Q_0 - Q_\beta\|_\infty + \|Q_\beta\|_\infty + 1 \right)^2 \left( 1 - \frac{1 - \gamma c}{2} \right)^{k - (n_\alpha + n + 1)} \\
+ \frac{8208 \epsilon \log(|S| |A|)}{(1 - \gamma)^2} (\rho + 1)^2 f(\bar{\epsilon}, \gamma)^2 (\|Q_\beta\|_\infty + 1)^2 \alpha(n_\alpha + n + 1).
\]

PROOF OF THEOREM A.1. To prove Theorem A.1, we will apply the results in [19]. For self-containedness, we here restate Theorem 2.1 of [19] in the following.

THEOREM A.2 (Theorem 2.1 in [19]). Consider $\{x_k\}$ generated by the following stochastic approximation algorithm: $x_{k+1} = x_k + \epsilon(F(x_k, Y_k) - x_k)$. Suppose that

(1) The random process $\{Y_k\}$ is a Markov chain with finite state-space $\mathcal{Y}$. Moreover, $\{Y_k\}$ has a unique stationary distribution $\mu_Y$ and there exist $C_1 > 0$ and $u_1 \in (0, 1)$ such that $E_{y \in \mathcal{Y}} \|P^k(y, \cdot) - \mu_Y(\cdot)\|_{TV} \leq C_1 u_1^k$ for all $k \geq 0$.

(2) The operator $F : \mathbb{R}^d \times \mathcal{Y} \mapsto \mathbb{R}^d$ satisfies $\|F(x_1, y) - F(x_2, y)\|_\infty \leq A_1 \|x_1 - x_2\|_\infty$ and $\|F(0, y)\|_\infty \leq B_1$ for any $x_1, x_2 \in \mathbb{R}^d$ and $y \in \mathcal{Y}$.

(3) The expected operator $\bar{F} : \mathbb{R}^d \mapsto \mathbb{R}^d$ defined by $\bar{F}(x) = E_{y \sim \mu_Y} [F(x, Y)]$ is a $\gamma_c'$-contraction mapping with respect to $\|\cdot\|_\infty$. Denote the unique fixed-point of $\bar{F}(\cdot)$ by $x^*$.

(4) The constant stepsize $\epsilon$ is chosen such that $\epsilon t_\epsilon \leq \min \left( \frac{1}{4(A_1 + 1)^2}, \frac{(1 - \gamma c')^2}{912(A_1 + 1)^2 \log(d)} \right)$, where $t_\epsilon = \min \{k \geq 0 : \max_{y \in \mathcal{Y}} \|P^k(y, \cdot) - \mu_Y(\cdot)\|_{TV} \leq \epsilon \}$.

Then the following inequality holds for all $k \geq t_\epsilon$:
\[
E[\|x_k - x^*\|_\infty^2] \leq \left[ \left( \left( 1 - \frac{1 - \gamma c}{2} \right)^{t_\epsilon} \right) \right]^{k - t_\epsilon} \\
+ \frac{912 \epsilon \log(d)}{(1 - \gamma c)^2} ((A_1 + 1) \|x^*\|_\infty + B_1)^2 \epsilon t_\epsilon.
\]
Proposition 3.1 enables us to apply Theorem A.2 to the $Q$-trace algorithm. Therefore, when the constant stepsize $\alpha$ is chosen such that $\alpha(\tau_\alpha + n + 1) \leq \min \left( \frac{1}{12(\rho + 1)f(c, \gamma)}, \frac{8208(\rho + 1)^2f(c, \gamma)^2\log(|S||A|)}{8208(\rho + 1)^2f(c, \gamma)^2\log(|S||A|)} \right)$ (which is always possible since $\alpha(\tau_\alpha + n + 1) = O(\alpha \log(1/\alpha)) \to 0$ as $\alpha \to 0$), we have for all $k \geq \tau_\alpha + n + 1$:

$$
\mathbb{E}[\|Q_k - Q^{\check{\rho}, \pi}\|^2] \leq 3 (\|Q_0 - Q^{\check{\rho}, \pi}\| + \|Q^{\check{\rho}, \pi}\| + 1)^2 \left( 1 - \frac{1}{2} \right)^k \alpha(\tau_\alpha + n + 1) + \frac{8208e \log(|S||A|)}{(1 - \gamma)^2} \alpha(\tau_\alpha + n + 1)
$$

To go from Theorem A.1 to Theorem 2.1, notice that $Q_0 = 0$ in the $Q$-trace algorithm 1, and $\|Q^{\check{\rho}, \pi}\| \leq \frac{1}{n + 1}$ for any $\check{\rho} \geq 1$ and $\pi \in \Pi$ (Lemma 2.1). Therefore, we have from Theorem A.1 that for all $k \geq \tau_\alpha + n + 1$:

$$
\mathbb{E}[\|Q_k - Q^{\check{\rho}, \pi}\|^2] \leq 3 (\|Q_0 - Q^{\check{\rho}, \pi}\| + \|Q^{\check{\rho}, \pi}\| + 1)^2 \left( 1 - \frac{1}{2} \right)^k \alpha(\tau_\alpha + n + 1) + \frac{8208e \log(|S||A|)}{(1 - \gamma)^2} \alpha(\tau_\alpha + n + 1)
$$

$$
= 3 (\|Q^{\check{\rho}, \pi}\| + 1)^2 \left( 1 - \frac{1}{2} \right)^k \alpha(\tau_\alpha + n + 1) + \frac{8208e \log(|S||A|)}{(1 - \gamma)^2} \alpha(\tau_\alpha + n + 1)
$$

$$
\leq \frac{27}{(1 - \gamma)^2} \left( 1 - \frac{1}{2} \right)^k \alpha(\tau_\alpha + n + 1) + \frac{32832e \log(|S||A|)}{(1 - \gamma)^2} \alpha(\tau_\alpha + n + 1)
$$

$$
= \frac{c_1}{(1 - \gamma)^2} \left( 1 - \frac{1}{2} \right)^k \alpha(\tau_\alpha + n + 1) + \frac{c_2 \log(|S||A|)}{(1 - \gamma)^2} \alpha(\tau_\alpha + n + 1),
$$

where $c_1 = 27$ and $c_2 = 32832e$ are numerical constants.

A.4. Proof of Corollary 2.1.1. Under the same condition of Theorem 2.1, we have for all $k \geq \tau_\alpha + n + 1$:

$$
\mathbb{E}[\|Q_k - Q^\pi\|^2] \leq \mathbb{E}[\|Q_k - Q^{\check{\rho}, \pi}\|^2] + \|Q^{\check{\rho}, \pi} - Q^\pi\|^2 \quad \text{(Triangle inequality)}
$$

$$
\leq \mathbb{E}[\|Q_k - Q^{\check{\rho}, \pi}\|^2] + \frac{\max(0, 1 - \check{\rho} \min_{s,a} \pi_b(a|s))}{(1 - \gamma)^2} \quad \text{(Lemma 2.1)}
$$

$$
\leq \left( \mathbb{E}[\|Q_k - Q^{\check{\rho}, \pi}\|^2] \right)^{1/2} + \frac{\max(0, 1 - \check{\rho} \min_{s,a} \pi_b(a|s))}{(1 - \gamma)^2} \quad \text{(Jensen’s inequality)}
$$

$$
\leq (T_1 + T_2)^{1/2} + \frac{\max(0, 1 - \check{\rho} \min_{s,a} \pi_b(a|s))}{(1 - \gamma)^2} \quad \text{(Theorem 2.1)}
$$

$$
\leq \sqrt{T_1} + \sqrt{T_2} + \frac{\max(0, 1 - \check{\rho} \min_{s,a} \pi_b(a|s))}{(1 - \gamma)^2}, \quad (a^2 + b^2 \leq (a + b)^2 \text{ for any } a, b \geq 0)
$$
where $T_1$ and $T_2$ are given in Theorem 2.1.

**APPENDIX B: OFF-POLICY NATURAL ACTOR-CRITIC ALGORITHM**

**B.1. Proof of Proposition 3.2.** To prove this proposition, it is more convenient to write the update equation for $\pi_t$ in Algorithm 2 as

$$\pi_{t+1}(a|s) = \pi_t(a|s) \frac{\exp(\beta(Q_{t+1}(s,a) - V^{\pi_t}(s)))}{\sum_{a' \in A} \pi_t(a'|s) \exp(\beta(Q_{t+1}(s,a') - V^{\pi_t}(s)))}$$

for all $(s,a)$. Denote $Z_t(s) = \sum_{a \in A} \pi_t(a|s) \exp(\beta(Q_{t+1}(s,a) - V^{\pi_t}(s)))$. We first present a sequence of lemmas. The proofs are presented in Appendices B.4.1, B.4.2, and B.4.3. Throughout the paper, given an initial distribution $\mu$, we denote $d^t = d^{\mu}_{\pi_t}$ and $d^* = d^{\pi^*}_{\mu}$, where we omit $\mu$ for the ease of notation.

**Lemma B.1.** The following inequality holds for all $t \geq 0$ and $s \in S$:

$$\log(Z_t(s)) \geq \beta \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^{\pi_t}(s,a)).$$

**Lemma B.2.** Consider the iterates $\{\pi_t\}$ in Algorithm 2. The following inequality holds for any starting distribution $\mu$:

$$V^{\pi_{t+1}}(\mu) - V^{\pi_t}(\mu) \geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \left( \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^{\pi_t}(s,a)) \right) - \mathbb{E}_{s \sim \mu} \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^{\pi_t}(s,a)) + \frac{1}{\beta} \mathbb{E}_{s \sim \mu} \log Z_t(s).$$

**Lemma B.3.** For any starting distribution $\mu$, we have for any $t \geq 0$:

$$V^{\pi^*}(\mu) - V^{\pi_t}(\mu) = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi^*(a|s)(Q^{\pi_t}(s,a) - Q_{t+1}(s,a)) + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^*} \log(Z_t(s)) + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^*} [\mathcal{KL}(\pi^*(\cdot|s) | \pi_t(\cdot|s)) - \mathcal{KL}(\pi^*(\cdot|s) | \pi_{t+1}(\cdot|s))].$$

Now we proceed to prove Proposition 3.2. Letting $\mu = d^*$, we have by Lemma B.2 that

$$V^{\pi_{t+1}}(d^*) - V^{\pi_t}(d^*) \geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^{\pi_t}(s,a)) - \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^{\pi_t}(s,a)) + \frac{1}{\beta} \mathbb{E}_{s \sim d^*} \log Z_t(s).$$

It follows that

$$\frac{1}{\beta} \mathbb{E}_{s \sim d^*} \log Z_t(s) \leq V^{\pi_{t+1}}(d^*) - V^{\pi_t}(d^*) + \frac{3}{1 - \gamma} \|Q_{t+1} - Q^{\pi_t}\|_{\infty}. \quad (8)$$

Now for any $T \geq 1$, we have

$$\sum_{t=0}^{T-1} (V^{\pi^*}(\mu) - V^{\pi_t}(\mu))$$

$$= \frac{1}{1 - \gamma} \sum_{t=0}^{T-1} \mathbb{E}_{s \sim d^*} \sum_{a \in A} \pi^*(a|s)(Q^{\pi_t}(s,a) - Q_{t+1}(s,a)) + \frac{1}{(1 - \gamma)\beta} \sum_{t=0}^{T-1} \mathbb{E}_{s \sim d^*} \log(Z_t(s))$$
Therefore, we have from the previous inequality:

\[
\frac{1}{1-\gamma} \sum_{t=0}^{T-1} \mathbb{E}_{s \sim d^*} [\mathcal{KL}(\pi^*(s) | \pi_t(s)) - \mathcal{KL}(\pi^*(s) | \pi_{t+1}(s))]
\leq \frac{1}{1-\gamma} \sum_{t=0}^{T-1} \|Q_{\pi_t} - Q_{t+1}\|_\infty + \frac{1}{1-\gamma} \sum_{t=0}^{T-1} \left[ V_{\pi_t+1}(d^*) - V_{\pi_t}(d^*) + \frac{3}{1-\gamma} \|Q_{\pi_t} - Q_{t+1}\|_\infty \right]
\quad \text{(Eq. (8))}
\]

\[
+ \frac{1}{(1-\gamma)\beta} \sum_{t=0}^{T-1} \mathbb{E}_{s \sim d^*} [\mathcal{KL}(\pi^*(s) | \pi_t(s)) - \mathcal{KL}(\pi^*(s) | \pi_{t+1}(s))]
\leq \frac{1}{1-\gamma} \sum_{t=0}^{T-1} \|Q_{\pi_t} - Q_{t+1}\|_\infty + \frac{1}{1-\gamma} \left( V_{\pi_t}(d^*) - V_{\pi_0}(d^*) + \frac{3}{(1-\gamma)^2} \sum_{t=0}^{T-1} \|Q_{\pi_t} - Q_{t+1}\|_\infty \right)
\quad \text{B.2. Proof of Theorem 2.2.}
\]

Our goal is to combine Proposition 3.2 with Corollary 2.1.1. The only challenge remains is that Corollary 2.1.1 is stated for a fixed target policy \( \pi \) while \( \pi_t \) is stochastic. To overcome this difficulty, observe that \( \pi_t \) is determined by \( \{(S_k, A_k)\}_{0 \leq k \leq t(K+n)} \) while \( Q_{t+1} \) is determined by \( \pi_t \) and \( \{(S_k, A_k)\}_{t(K+n) \leq k \leq (t+1)(K+n)} \). Therefore, by the Markov property and the tower property of conditional expectation, we have for any \( 0 \leq t \leq T-1 \):

\[
\mathbb{E}[\|Q_{t+1} - Q^{\hat{\beta}, \pi_t}\|_\infty]
= \mathbb{E} \left[ \mathbb{E}[\|Q_{t+1} - Q^{\hat{\beta}, \pi_t}\|_\infty | S_0, A_0, \ldots, S_{t(K+n)}, A_{t(K+n)}] \right]
\leq \sqrt{T_1} + \sqrt{T_2} + \frac{\max(0, 1 - \bar{\rho} \min_{s,a} \pi_b(a|s))}{(1-\gamma)^2}
\leq \sqrt{T_1} + \sqrt{T_2} + \frac{\max(0, 1 - \bar{\rho} \min_{s,a} \pi_b(a|s))}{(1-\gamma)^2}
\leq \frac{1}{1-\gamma} \left( 1 - \frac{\gamma_c}{2} \right)^{\frac{1}{2}K(\tau_0 + n + 1)} + \frac{\sqrt{c_2} \log^{1/2}(|S|\|A|)(\bar{\rho} + 1) f(c, \gamma)[\alpha(\tau_0 + n + 1)]^{1/2}}{(1-\gamma)^2}
\quad \text{B.2. Proof of Theorem 2.2.}
\]
where in the last line we used $c_1 = 27$ and $c_2 = 32832e$.

Using Eq. (9) in Proposition 3.2, we have for all $T \geq 1$:

$$V^\pi(\mu) - \max_{0 \leq t \leq T-1} \mathbb{E}[V^\pi_t(\mu)]$$

$$\leq V^\pi(\mu) - \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[V^\pi_t(\mu)]$$

$$\leq \log(e|A|) \left(\frac{(1-\gamma)^2}{2}\right) T + \frac{4}{(1-\gamma)^2T} \sum_{t=0}^{T-1} \mathbb{E}[\|Q^\pi_t - Q_{t+1}\|_\infty]$$

$$\leq \log(e|A|) \left(\frac{(1-\gamma)^2}{2}\right) T + \frac{4 \max(0, (1 - \bar{\rho} \min_{s,a} \pi_0(a|s)))}{(1-\gamma)^4} + \frac{24}{(1-\gamma)^3} \left(1 - \frac{1 - \gamma_e}{2}\right)^{\frac{1}{2}}|K-(\tau_e+n+1)|$$

$$+ \frac{1200\log^{1/2}(|S||A|)}{(1-\gamma)^3(1-\gamma_e)}(\bar{\rho} + 1)f(\bar{c}, \gamma)[\alpha(\tau_e + n + 1)]^{1/2}.$$ 

This proves Theorem 2.2.

**B.3. Proof of Corollary 2.2.2.** We begin with the result of Theorem 2.2 when \( \bar{\rho} = \frac{1}{\min_{s,a} \pi_0(a|s)} \) (which ensures \( E_3 = 0 \)):

$$V^\pi(\mu) - \max_{0 \leq t \leq T-1} \mathbb{E}[V^\pi_t(\mu)] \leq \frac{24}{(1-\gamma)^3} \left(1 - \frac{M_{\min}(1-\gamma)(1 - (\gamma C_{\min})^n)}{2(1-\gamma C_{\min})} \right)^{\frac{1}{2}}|K-(\tau_e+n+1)|$$

$$+ \frac{1200(1 - \gamma C_{\min}) \log^{1/2}(|S||A|)}{M_{\min}(1-\gamma)^3(1 - (\gamma C_{\min})^n)}(\bar{\rho} + 1)f(\bar{c}, \gamma)[\alpha(\tau_e + n + 1)]^{1/2}$$

$$+ \frac{\log(e|A|)}{(1-\gamma)^2T}.$$ 

where we used the explicit expression of \( \gamma_e \) in Proposition 3.1 (3) (b). Our goal is to obtain an \( \epsilon \)-optimal policy, i.e., \( V^\pi(\mu) - \max_{0 \leq t \leq T-1} \mathbb{E}[V^\pi_t(\mu)] \leq \epsilon \).

We begin with the term \( E_4 \). It is clear that in order for \( E_4 \leq \epsilon \), we need to have \( T = \mathcal{O}(\epsilon^{-1}(1-\gamma)^{-2}) \).

Now consider the term \( E_2 \). Since \( \tau_e \leq L(\log(1/\alpha)) + 1 \) for some \( L > 0 \), the inequality \( E_2 \leq \epsilon \) implies

$$\alpha \sim \hat{O}\left(\frac{(1-\gamma)^2}{\bar{\rho}^2}M_{\min}^2\right) \mathcal{O}\left(\frac{\epsilon^2}{\log(1/\epsilon)}\right)$$

Finally, using \( \alpha \) in the term \( E_1 \) and the inequality that \( e^x \geq 1 + x \) for all \( x \in \mathbb{R} \), then we have \( E_1 \leq \epsilon \) when

$$K = \mathcal{O}(\epsilon^{-2}\log^2(1/\epsilon))\hat{O}((1-\gamma)^{-9}M_{\min}^{-3}\bar{\rho}^2)$$

It follows that the sample complexity is

$$TK = \mathcal{O}(\epsilon^{-3}\log^2(1/\epsilon))\hat{O}((1-\gamma)^{-11}M_{\min}^{-3}\bar{\rho}^2)$$

To determine the dependence on the size of the state-action space, observe that

$$M_{\min} = \min_{s,a} \mu_b(s)\pi_b(a|s) \leq \frac{1}{|S||A|} \quad \text{and} \quad \bar{\rho} = \frac{1}{\min_{s,a} \pi_0(a|s)} \geq |A|,$$

where the equalities are attained when \( \mu_b(s) = \frac{1}{|S|} \) for all \( s \) and \( \pi_b(a|s) = \frac{1}{|A|} \) for all \( a \). Therefore, we have at least \( \mathcal{O}(|S|^3|A|^5) \) dependence on the state and action space.
B.4. Proof of All Technical Lemmas.

B.4.1. Proof of Lemma B.1. Using the update rule of $\pi_t$ in Algorithm 2 and we have for any $t \geq 0$ and $s \in S$:

$$\log(Z_t(s)) = \log \left( \sum_{a \in A} \pi_t(a|s) \exp(\beta(Q_{t+1}(s,a) - V^{\pi_t}(s)) \right)$$

$$\geq \beta \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - V^{\pi_t}(s)) \quad \text{(Jensen’s inequality)}$$

$$= \beta \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^{\pi_t}(s,a)).$$

B.4.2. Proof of Lemma B.2. For any starting distribution $\mu$, we have

$$V^{\pi_{t+1}}(\mu) - V^{\pi_t}(\mu) = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) A^{\pi_t}(s,a) \quad \text{(Performance Difference Lemma)}$$

$$= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s)(Q^{\pi_t}(s,a) - Q_{t+1}(s,a) + Q_{t+1}(s,a) - V^{\pi_t}(s))$$

$$= \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s)(Q^{\pi_t}(s,a) - Q_{t+1}(s,a))$$

$$+ \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right) \quad \text{(Algorithm 2)}$$

$$\geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s)(Q^{\pi_t}(s,a) - Q_{t+1}(s,a))$$

$$+ \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right)$$

$$\geq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_{t+1}(a|s)(Q^{\pi_t}(s,a) - Q_{t+1}(s,a))$$

$$+ \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^{\pi_t}(s,a))$$

$$+ \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} (\pi_t(a|s) - \pi_{t+1}(a|s))(Q_{t+1}(s,a) - Q^{\pi_t}(s,a))$$

$$+ \frac{1}{\beta} \mathbb{E}_{s \sim \mu} \left[ \log Z_t(s) - \beta \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^{\pi_t}(s,a)) \right] \quad (d^{t+1} \geq (1 - \gamma)\mu \text{ and Lemma B.1})$$
\[
\begin{align*}
\text{误差} & = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^{t+1}} \sum_{a \in A} (\pi_t(a|s) - \pi_{t+1}(a|s))(Q_{t+1}(s,a) - Q^\pi(s,a)) \\
& - \mathbb{E}_{s \sim \mu} \sum_{a \in A} \pi_t(a|s)(Q_{t+1}(s,a) - Q^\pi(s,a)) + \frac{1}{\beta} \mathbb{E}_{s \sim \mu} \log Z_t(s).
\end{align*}
\]

B.4.3. Proof of Lemma B.3. Using the update rule of \(\pi_t\) in Algorithm 2 and we have for any \(t \geq 0\) and \(s \in \mathcal{S}\):

\[
\begin{align*}
V^{\pi^*}(\mu) - V^{\pi^*}(\mu) & = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s)A^\pi^*(s,a) \\
& = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s)(Q^\pi(s,a) - Q_{t+1}(s,a) + Q_{t+1}(s,a) - V^\pi(s)) \\
& = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s)(Q^\pi(s,a) - Q_{t+1}(s,a)) \\
& + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s) \log \left( \frac{\pi_{t+1}(a|s)}{\pi_t(a|s)} Z_t(s) \right) \\
& = \frac{1}{1 - \gamma} \mathbb{E}_{s \sim d^t} \sum_{a \in A} \pi^*(a|s)(Q^\pi(s,a) - Q_{t+1}(s,a)) + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^t} \log(Z_t(s)) \\
& + \frac{1}{(1 - \gamma)\beta} \mathbb{E}_{s \sim d^t} [KL(\pi^*(\cdot|s) | \pi_t(\cdot|s)) - KL(\pi^*(\cdot|s) | \pi_{t+1}(\cdot|s))].
\end{align*}
\]

C.1. Interpretation of Convergence Rate in terms of Sample Complexity. Suppose we have a stochastic approximation algorithm that arises in RL, which has the following convergence bound:

\[
\text{Error} \leq \frac{1}{T} + E_0,
\]

where \(T\) is the number of iterations, and \(E_0\) represents certain error that cannot be eliminated asymptotically. For example, when studying TD-learning with function approximation, \(E_0\) represents the approximation error, i.e., the gap between the true value function and the best value function offered by the approximating function space.

C.1.1. Global Convergence. Consider the case where \(E_0 = 0\). In this case, sample complexity is well-defined, and it stands for the number of samples required to make the appropriately defined error \(\epsilon\). In the TD-learning example, this corresponds to using a tabular representation. Specifically, in view of Eq. (10), the convergence rate is \(O(1/T)\). Moreover, suppose every iteration requires one sample. Then to obtain \(\epsilon\) accuracy, the amount of sample required is \(O(\epsilon^{-1})\).

C.1.2. Convergence in the Presence of a Bias. Now consider the case where \(E_0 \neq 0\). We argue that the definition of sample complexity in unclear, and needs careful consideration. In the TD-learning example, this corresponds to using function approximation, which induces an unbeatable error due to the limitation of the approximating function space. A similar situation arises in off-policy NAC algorithm studied in this paper if the IS ratios are truncated to a certain level.

Suppose we apply the AM-GM inequality \(\frac{1}{N} \sum_{i=1}^{N} x_i \geq (\prod_{i=1}^{N} x_i)^{1/N} (x_i \geq 0 \text{ for all } i \text{ and } N \in \mathbb{Z}^+)\) to the RHS of Eq. (10). Then we obtain for any \(a > 0\) and \(N \geq 1\):

\[
\text{Error} \leq \frac{1}{T} + E_0
\]
\[
\left( \frac{1}{T^N a^{N-1} \times a^{N-1}} \right)^{1/N} + E_0 \\
\leq \frac{1}{N} \left( \frac{1}{T^N a^{N-1} + a + a + \cdots + a} \right) + E_0 \\
= \frac{1}{N a^{N-1} T^N} \frac{1}{1} + \left( 1 - \frac{1}{N} \right) a + E_0.
\tag{11}
\]

Now if we choose \( a = E_0 \), then the previous inequality can be written as

\[
\text{Error} \leq \frac{1}{N E_0^{N-1} T^n} + \left( 2 - \frac{1}{N} \right) E_0 \tag{12}
\]

\[
= \mathcal{O} \left( \frac{1}{T^N} \right) + \mathcal{O}(E_0). \tag{13}
\]

While the derivation in (12) is correct, it leads to the following misleading interpretation:

*We have a sample complexity of \( \mathcal{O}(\epsilon^{-1/N}) \) with an asymptotic error of size \( \mathcal{O}(E_0) \) for any \( N \geq 1 \).*

Clearly, this interpretation is incorrect. By using the AM-GM trick, we obtained a better rate of convergence, but with a worse asymptotic error. Therefore, as long as one does not have global convergence (i.e., \( E_0 \neq 0 \)), it is not entirely clear how to define sample complexity. One possible way out of this confusion is to define sample complexity only when the asymptotic error is exactly \( E_0 \) (instead of the weakened \( \mathcal{O}(E_0) \)). An alternate way is to define sample complexity in terms of convergence to the exact solution of a modified problem, and then separately characterize the error between the solution of the original problem and the modified problem. This was the approach taken in the classic paper on TD with linear function approximation [68].

C.1.3. The results in [76] and [77]. Convergence of AC type algorithms was studied in [76] and [77] under linear function approximation. A special case of linear function approximation is the tabular setting, where the feature vectors are chosen to be the canonical basis vectors. However, in this case, the results in [76] and [77] do not guarantee global convergence because of the presence of additive constants in the error (for any choice of \( \lambda \) as defined in [76, 77]).

Now, consider the case of linear function approximation. We believe that the sample complexity of \( \tilde{\mathcal{O}}(\epsilon^{-2.5}) \) for AC and \( \tilde{\mathcal{O}}(\epsilon^{-4}) \) sample complexity for NAC claimed in [77] and \( \tilde{\mathcal{O}}(\epsilon^{-2}) \) sample complexity for NAC claimed in [76] are misleading because they were essentially obtained in the manner described in Section C.1.2. We present more details below.

However, if one agrees with the interpretation of the sample complexity results in [76, 77], then our sample complexity results can also be “improved” in the same sense as those in [76, 77] to \( \mathcal{O}(\epsilon^{-1/N}) \) for any \( N > 0 \) by doubling the asymptotic error from \( E_3 \) to \( 2E_3 \) (where the term \( E_3 \) is the truncation error given in Theorem 2.2). This can be done by applying the AM-GM inequality described in Section C.1.2 to the result of Theorem 2.2. In fact, for any convergence bounds of the form (10) in the literature, one can use the same technique to obtain arbitrarily good convergence rate and sample complexity.

C.1.3.1. The paper [76]: Now we illustrate how [76] uses the AM-GM trick described above implicitly. In Algorithm 1 (Actor-critic (AC) and natural actor-critic (NAC) online algorithms), the parameter \( \lambda \) (line 19 of Algorithm 1) is introduced. In the statement of their main result (Eq. (31) of Theorem 6 in Appendix G), the parameter \( \lambda \) appears both in the denominator of the \( 1/T \) terms (which is not revealed in Theorem 3 of their main paper) and the numerator of the constant terms. We see that the role of the parameter \( \lambda \) is essentially equivalent to the tunable constant \( a \) introduced in Eq. (11) of our above derivation. Later the parameter \( \lambda \) is set to be equal to \( \sqrt{\zeta_{\text{approx}}^{\text{critic}}} \) (where \( \zeta_{\text{approx}}^{\text{critic}} \) is the unbeatable error due to function
approximation in TD-learning) so that the additive constant terms are absorbed into the $O(\sqrt{\frac{\text{critic}}{\text{approx}}})$ term, which eventually leads to their claim of obtaining $O(\epsilon^{-2})$ sample complexity of NAC. This is analogous to going from Eq. (11) to Eq. (13) of our derivation in Section C.1.2 by setting $a = E_0$.

C.1.3.2. The paper [77]: Now we illustrate how the proof in [77] is essentially equivalent to using the AM-GM trick described above. In Algorithm 1 (Two Time-scale AC and NAC), the parameter $\lambda$ is introduced to perform the critic update. Later in the third bullet point on the same page of Algorithm 1, the parameter $R_0$ is set to be $O(\lambda^{-1})$.

Consider the resulting bounds in all 5 cases in step 3 of the proof of Theorem 2 (Appendix C). The parameter $\lambda$ appears in the numerator of the constant term while the parameter $R_0 = O(\lambda^{-1})$ appears quadratically in the $1/t^{1-\sigma}$ term (which is not revealed in the statement of Theorem 2 in the main paper). This leads to the claim of $O(\epsilon^{-2.5})$ sample complexity for AC with asymptotic error $O(\lambda)$. We believe this is analogous to Eq. (11) of our above derivation.

Consider the resulting bounds in all 5 cases in step 2 of the proof of Theorem 3 (Appendix D). The parameter $\lambda$ appears in the numerator of the constant term while the parameter $R_0 = O(\lambda^{-1})$ appears quadratically in the $1/t^{1-\sigma}$ term (which is not revealed in the statement of Theorem 3 in the main paper). In Theorem 3, the parameter $\lambda$ is set to be $O(\sqrt{\frac{\text{critic}}{\text{approx}}})$, which eventually leads the claim of $O(\epsilon^{-4})$ sample complexity for NAC with asymptotic accuracy $O(\sqrt{\frac{\text{critic}}{\text{approx}}})$. We believe this is analogous to Eqs. (12) and (13) of our above derivation.

C.2. Single Trajectory. The AC and NAC algorithms presented in [77] and [76] appear to be based on a single trajectory, at first glance. The single sample path is not from the original transition matrix $P$, but is from a modified transition matrix $\tilde{P}$, $\tilde{P}(\cdot | s, a) = \gamma P(\cdot | s, a) + (1 - \gamma)\xi(\cdot)$, where $\xi(\cdot)$ is the initial distribution. Now, in order to sample from the modified transition matrix $\tilde{P}$, one has to sample from the original matrix $P$ with probability $\gamma$ and reset to a state sampled from $\xi(\cdot)$ with probability $(1 - \gamma)$. Thus, in reality, the algorithms in [76, 77] are not based on a single trajectory. This is made explicitly clear in [71] (Section 3.2.1. Actor Update: Sampling From Visitation Measure), where the same modified transition matrix $\tilde{P}$ was used.

C.3. The Issue of Exploration. A major issue with on-policy AC and NAC is exploration. In related literature, to establish convergence bounds, usually it requires either hard-to-satisfy assumptions to ensure exploration, or additional exploration steps which slow down the convergence rate.

C.3.1. Hard-to-Satisfy Assumptions. The convergence of AC type methods have been established in several previous work. Each of these results require some regularity assumptions on the underlying system. However, in the simple tabular setting, one can show that these assumptions fail to hold. In particular, Assumption 4.1 in [75], Assumption 1 in [38, 76, 77], and Assumption 3.3 in [58] in the tabular setting imply the sequence of policies $\{\pi_t\}$ generated by the algorithm satisfy $\pi_t(a|s) \geq \delta > 0$, for all $s, a$ and $t$. This assumption in conjunction with the irreducibility assumption of the underlying Markov chain under all the policies, one can show that all the state and actions will be visited infinitely often as the AC algorithm proceeds.

The above mentioned assumption means that all the elements of the policy table must attain at least positive value $\delta$ uniformly over time. However, a well known result shows that, for every MDP there always exist an optimal deterministic policy [57]. In particular, one can construct MDPs with a unique deterministic optimal policy. In such examples, some of the elements of $\pi_t$ should converge to zero as the AC algorithm proceeds, and this violates the aforementioned assumptions. For more information, look at Section 4 in [36] where an experimental implementation of NAC shows that $\pi_t$ indeed converges to a deterministic policy.
C.3.2. Additional Exploration Steps. One way of avoiding the assumption mentioned in the previous subsection is to artificially introduce additional exploration. This was done in [36] where \( \epsilon \)-greedy NAC was proposed under which, at each time, actions are sampled from \( \epsilon \)-greedy policy \( \hat{\pi}_t = (1 - \epsilon_t)\pi_t + \frac{\epsilon_t}{|A|} \). Sampling from this policy ensures that all actions will be visited with probability at least \( \frac{1}{|A|} \), which ensures exploration of all state-action pairs. However, this sampling policy will result in a slower rate of convergence as stated in [36].

C.4. Sample Complexity Calculation in Related Literature. In this section, we compute the sample complexity of each related work listed in Table 1, based on the convergence bounds provided in the corresponding paper. We will use the same notation as was used in the corresponding paper.

C.4.1. [71].

C.4.1.1. AC, Theorem 4.7. In order to obtain an \( \epsilon \)-optimal stationary point, we need \( T = O(\epsilon^{-2/3}) \), which implies \( m = O(\epsilon^{-16/3}) \). Since \( T_{TD} = \Omega(m) \), the total sample complexity \( T \times T_{TD} \) is at least \( O(\epsilon^{-6}) \).

C.4.1.2. NAC, Corollary 4.14. In order to obtain an \( \epsilon \)-optimal policy, we need \( T = O(\epsilon^{-2}) \), which implies \( m = O(\epsilon^{-14}) \). Since \( T_{TD} = \Omega(m) \), the total sample complexity \( T \times T_{TD} \) is at least \( O(\epsilon^{-14}) \).

C.4.2. [38]. AC, Theorem 1: The result in this paper assumes a convergence rate of \( O(1/k^5) \) for the critic. It was shown in [62] that a rate of \( O(1/\sqrt{k}) \) is achievable, and so we use this to evaluate sample complexity. In order to obtain \( \epsilon \)-close stationary point, we need \( O(1 + 2 + \cdots + \epsilon^{-2}) = O(\epsilon^{-4}) \) number of samples, which implies \( O(\epsilon^{-4}) \) sample complexity.

C.4.3. [1]. NAC, Corollary 6.2: In order to obtain an \( \epsilon \)-optimal policy, we need to have
\[
\frac{1}{1 - \gamma} \leq O(\epsilon) \text{ and } \frac{1}{(1 - \gamma)^2} \frac{1}{N^{1/\gamma}} \leq O(\epsilon).
\]
This is equivalent to \( T \geq O((1 - \gamma)^{-2} \epsilon^{-2}) \) and \( N \geq O((1 - \gamma)^{-8} \epsilon^{-4}) \). Hence, the total sample complexity is
\[
T_{TD} = O((1 - \gamma)^{-11} \epsilon^{-6}).
\]
Note that although [1, Corollary 6.2] is stated for the function approximation setting, the result would be the same even in the tabular setting.

C.4.4. [36]. NAC, Corollary 1.1: As stated in Corollary 1.1 of this paper, to obtain an \( \epsilon \) optimal policy, we have \( T \geq O(\epsilon^{-4}) \) sample complexity.

C.4.5. [58]. AC, Theorem 4.6: As stated in Theorem 4.6 of this paper, in order to an \( \epsilon \)-optimal stationary point, we need \( T \geq \epsilon^{-2} \) number of outer loops, and in each outer loop we need \( O(T) \) inner loops. Hence, the total sample complexity is \( T \times T = O(\epsilon^{-4}) \).

APPENDIX D: EXPERIMENTAL RESULTS

D.1. Details of the Experimental Results. Figure 1 shows the convergence behavior of off-policy NAC. The underlying process is a MDP with 5 states and 3 actions \( \{a_1, a_2, a_3\} \) and \( \gamma = 0.9 \). The state transition probabilities over the states are
\[
\begin{align*}
P_{a_1} &= \begin{bmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 \end{bmatrix}, & P_{a_2} &= \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}, & P_{a_3} &= \begin{bmatrix} 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{bmatrix},
\end{align*}
\]
and the reward functions are \( \mathcal{R}(s, a_1) = 1 \), \( \mathcal{R}(s, a_2) = 0.5 \), and \( \mathcal{R}(s, a_3) = 0 \) for all \( s \in S \). In this setting, clearly the optimal policy is to take action \( a_1 \) in all states. In addition, the behavior policy has uniform distribution, i.e. \( \pi_0(a|s) = 1/3 \) \( \forall a,s \). The parameters of the algorithm are chosen as follows: \( n = 6, T = 100, K = 1000, \alpha = 0.05, \beta = 0.1, \bar{\rho} = 3, \bar{c} = 1, \pi_0(a|s) = \frac{1}{3} \forall a,s \). In addition, for \( Q_0 \) input of the Q-trace, we use the previously learned Q table as the input to enhance the convergence. An implementation of the code is available at https://github.com/gt-coar/off-policy-NAC/blob/main/off-policy_NAC.py. It is clear that algorithm converges in Figure 1.
D.2. Using Repeated Samples in the Critic. Using the same setup as above, we executed Algorithm 2 with repeated samples used for each iteration of the $Q$-trace. Figure 2 shows the result. It is clear that we do not have convergence in this case.

D.3. The Effect of the Truncation Levels. In order to evaluate the effect of the truncation of the importance sampling in the behavior of the off-policy NAC, we run Algorithm 2 for different levels of $\bar{\rho}$ and $\bar{c}$ for an MDP with the same setting as in section D.1. The result is shown in Figure 3. In this figure, for each choice of the $\bar{\rho}$ and $\bar{c}$ we run the Algorithm 2 for 6 number of times. The dashed lines represent the average of these 6 sample paths, and the area around the dashed lines represent the standard deviation of these 6 trajectories. It is clear that the choice of $\bar{\rho} = 3$, $\bar{c} = 1$ results in the best convergence with the lowest standard deviation. Reducing $\bar{\rho} = 3$ to $\bar{\rho} = 2.5$ is worsening the convergence behaviour, and further increasing $\bar{c} = 1$ to $\bar{c} = 1.5$ increases the standard deviation.