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Abstract—In this work, we show a novel method for neural machine translation (NMT), using a denoising diffusion probabilistic model (DDPM) [1], adjusted for textual data, following recent advances in the field. We show that it's possible to translate sentences non-autoregressively using a diffusion model conditioned on the source sentence. We also show that our model is able to translate between pairs of languages unseen during training (zero-shot learning).

I. INTRODUCTION

Deep generative models can be categorized in the following categories: (i) Flow-based models, such as Glow [2] (ii) Autoregressive models, e.g. Transformer, for language modeling [3], (iii) GAN [4] based models, such as, WaveGAN [5] for speech and StyleGAN [6] for vision application. (iv) VAE [7] based models, e.g. VQ-VAE [8] and NVAE [9], and (v) Diffusion Probabilistic Models [10] such as ADM [11].

Diffusion probabilistic models achieve comparable and superior results to other deep generation models such as WaveGrad for speech synthesis [12] and ADM for image generation [11].

The underline architecture of the diffusion probabilistic models is a chain of Markov latent variables. The data flows in two directions: (i) the diffusion process, and (ii) the denoising process. The denoising process is the inference process which generates the data starting from Gaussian noise. The diffusion process is the training process which learns to transform data samples into Gaussian noise.

In the seminal work of Hoogeboom et al. [13], a diffusion model for categorical variable was introduced. The paper shows that the original diffusion process, which is suitable for continuous data such as speech and and ordinal data such as images, can model discrete categorical data. They trained a diffusion network on the language modeling task.

In this work we propose a diffusion model for neural machine translation. Furthermore, we show that the proposed model has some capabilities of zero-shot translation. To our knowledge, we are the first to perform conditional text generation using a diffusion model.

II. RELATED WORK

In [10] Sohl-Dickstein et al. introduce the diffusion process. The diffusion process takes the variational distribution \(q(x_t|x_{t-1})\) and adds Gaussian noise at each time step where \(t \in \{1, \ldots, T\}\), \(x_0\) is the original data point and \(x_T\) is completely noise.

In this section we will recap the multinomial diffusion process as defined by Hoogeboom et al. [13] for categorical data. We denote \(x_t\) as a 1-hot vector with \(K\) categories. \(x_0\) is the data point, and \(q(x_t|x_{t-1})\) is the diffusion model that gradually adds a small amount of noise at each step. At \(t = T\), \(x_T\) is almost completely noise. The opposite direction \(p(x_{t-1}|x_t)\) is a learnable distribution that denoises the data. The diffusion model is optimized with the variational bound on negative log likelihood:

\[
\log P(x_0) \geq E_{x_1,...,x_T \sim q} \left[ \log p(x_T) + \sum_{t=1}^{T} \log \frac{p(x_{t-1}|x_t)}{q(x_t|x_{t-1})} \right]. \tag{1}
\]

Sohl-Dickstein et al. [10] use \(x_0\) as condition and show that Eq.1 becomes:

\[
\log P(x_0) \geq E_{q} \left[ \log p(x_0|x_1) - KL(q(x_T|x_0)p(x_T)) - \sum_{t=2}^{T} KL(q(x_{t-1}|x_t,x_0)p(x_{t-1}|x_t)) \right] \tag{2}
\]

where \(KL(q(x_T|x_0)p(x_T)) \approx 0\) if the diffusion trajectory \(q\) is defined well. The variational distribution \(q(x_t|x_{t-1})\) is defined as follows:

\[
q(x_t|x_{t-1}) = C(x_t)(1 - \beta_t)x_{t-1} + \beta_t/K \tag{3}
\]

where \(\beta_t\) is the probability to sample from the uniform distribution. Using a Markov chain property, one can get the closed form to sample \(x_t\) from \(x_0\):

\[
q(x_t|x_0) = C(x_t)[\tilde{\alpha}_t x_0 + (1 - \tilde{\alpha}_t)/K] \tag{4}
\]

where \(\tilde{\alpha}_t\) and \(\alpha_t\) are defined in the same manner as in the original DDPM [1], i.e. \(\alpha_t = 1 - \beta_t\) and \(\tilde{\alpha}_t = \prod_{r=1}^{t} \alpha_r\).

One can further relax the closed form:

\[
q(x_{t-1}|x_t,x_0) = C(x_{t-1})[\hat{\theta}/K] \tag{5}
\]

where

\[
\hat{\theta} = [\alpha_t x_t + (1 - \alpha_t)/K] \circ [\tilde{\alpha}_{t-1} x_0 + (1 - \tilde{\alpha}_{t-1})/K] \tag{6}
\]

Hoogeboom et al. [13] predicts a probability vector for \(\tilde{x}_0\) from \(x_t\). They parametrize \(p(x_{t-1}|x_t)\) from \(q(x_{t-1}|x_t, \tilde{x}_0)\),
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where \(x_0\) is approximated with a neural network \(\hat{x}_0 = \mu(x_1,t)\). Denote

\[
\theta_{\text{post}}(x_t, x_0) = \tilde{\theta} \sum_{k=1}^{K} \tilde{\theta}_k
\]

(7)

Then, the variational lower bound Eq.2 becomes:

\[
\log P(x_0) \geq E_q \left[ \sum_k x_{0,k} \log \hat{x}_{0,k} - \sum_{t=2}^{T} \text{KL}(C(\theta_{\text{post}}(x_t, x_0)))|C(\theta_{\text{post}}(x_t, \hat{x}_0))) \right]
\]

(8)

It is worth to mention the work by Austin et al. [14] which improves Hoogeboom et al. [13] by introducing corruption processes with uniform transition probabilities. They use transition matrices that mimic Gaussian kernels in continuous space and show that using different transition matrix leads to improved results in text generation.

**Data Processing** The diffusion model requires inputs to be of fixed length. Thus, we use padding and truncation of all sentences to a fixed length \(L\). Sentences are padded with a special token \([PAD]\).

Two special language tokens are added to each input sentence, the first indicates the source language and the second indicates the target language. This is used to accelerate convergence and to allow for zero-shot learning, given pairs of languages unmet during training.

**IV. Experiment Setup**

**A. Datasets**

We used three datasets in total, all of which are from WMT. We trained our net on WMT14 [15] DE-EN and WMT14 FR-EN jointly, and from both directions, meaning German to English, English to German, French to English and English to French. We downsampled the larger French dataset in each epoch in order to have the same number of German-English and French-English samples.

Lastly, we used the WMT19 [16] DE-FR for evaluation only, in order to test the method’s zero-shot learning performance.

**B. Evaluation Metrics**

We used common machine translation evaluation metrics: Corpus level BLEU, SacreBLEU, TER and chrF. We used the official SacreBLEU implementation [17] with default parameters.

**C. Baselines**

Current state-of-the-art results for the WMT14 translation tasks perform \(~ 35\) BLEU and SacreBLEU for the German-English translation and \(~ 45\) for the French-English translation. All of these methods use some type of a transformer with autoregressive decoding, use very large models, and some use extra data.

**D. Hyperparameter Settings**

We used the ADAM optimizer [18], and tuned the learning rate, batch size and gamma parameters. Eventually, we used a learning rate of \(5e-4\), gamma value of 0.9 and batch size
The vocabulary size is an important hyper parameter that we tuned.

### Table I

| Tasks   | BLEU | SacreBLEU | TER | chrF |
|---------|------|-----------|-----|------|
| DE→EN   | 7.17 | 8.13      | 93.1| 34.7 |
| EN→DE   | 3.54 | 4.54      | 102.3| 33.5 |
| FR→EN   | 8.62 | 9.93      | 88.4| 37.8 |
| EN→FR   | 7.56 | 9.02      | 90.7| 37.5 |
| DE→FR   | 4.17 | 5.06      | 94.7| 31.4 |
| FR→DE   | 2.96 | 4.04      | 98.1| 31.4 |

### Table II

| V. Size | DE→EN | EN→DE | FR→EN | EN→FR |
|---------|-------|-------|-------|-------|
| 1024    | 5.60  | 3.18  | 7.23  | 6.73  |
| 2048    | 7.92  | 4.42  | 9.83  | 8.99  |
| 4096    | 8.13  | 4.54  | 9.93  | 9.02  |
| 8192    | 6.76  | 4.00  | 8.89  | 7.75  |

SacreBLEU results with different vocabulary sizes. We see that $K = 4096$ gives the best results, which is not on the edge of the values chosen. This indicates it’s a sweet spot for the vocabulary size tradeoff.

### V. Results

Results for the different translation tasks are depicted in Table I. The results are unsatisfactory, implying the method is currently not suitable for the translation task. Results for the zero-shot translation tasks (WMT19) show that some generalization to unmet pairs of languages was possible, but because the overall performance of the system is low, it is hard to estimate if the method transforms well to zero-shot learning.

Results for the vocabulary size tuning is depicted in Table II, suggesting a vocabulary of size $K = 4096$ is closest to the optimal value in this case.

Qualitatively speaking, results quality vary, and overall we see an expected correlation between the difficulty of inputs and the quality of the translation. Nonetheless, some observations are hard to explain, such as relatively good translations for seemingly hard sentences and relatively bad translations for seemingly easy sentences. Table III shows four randomly selected samples from the test set, one from each task (ordered pair of languages).

### VI. Discussion

#### A. Learning the Transition Matrix

One idea we had was to learn the transition matrices that determine the probabilities of noise changing one token to another. In the described "vanilla" implementation, all probabilities of change are uniform. Diffusion models for continuous or ordinal data use Gaussian noise, which gives higher probabilities to small changes, resulting in a much easier learning ground for the denoising optimization procedure. This advantage is lost when using the uniform distribution for categorical data. Austin et. al. [14] was able to improve on that by using non-uniform noise distributions.

Following this idea, we aimed to learn the noise distribution jointly with the diffusion model. Later we found out it was infeasible, since the learning procedure uses pre-computed powers of the transition matrix to enable fast learning. Specifically, for each training iteration at some $t$, this would require the computation of the $t$th power of a $K \times K$ matrix, where $K \sim 2^{10}$ and $t \sim 1000$. This makes the technique infeasible.

#### B. Conclusions

In this work, we tried to solve a thoroughly researched NLP task, MNT, using a recent and very promising method, DDPMs, for the first time (to our knowledge). This method has the potential to generate text with high performance in a non-autoregressive way. Although DDPMs achieve state-of-the-art results in generating both continuous and ordinal data, it is yet to show competing results for categorical data such as text. We hoped to show that it can give reasonable results for non-autoregressive translation.
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