Influence of the In-Stream Structure on Solute Transport in the Hyporheic Zone
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Abstract: The hyporheic zone (HZ) plays an important role in the river ecosystem, and hyporheic exchange and solute transport in the HZ are important ecological functions. However, the relationship between the design parameters of river structure and solute transport is still poorly understood. In this study, we combined flume experiments and numerical simulations to systematically evaluate how in-stream structures impact the solute transport depth ($D_P$), hyporheic vertical exchange flux ($Q$), and solute flux ($Q_s$). The results showed that the in-stream structure had a significant influence on solute transport in the HZ and could obviously increase the intensity of hyporheic exchange and promote solute transport. Model results indicated that $D_P$, $Q$, and $Q_s$ increased with the ratio of ground height to underground height of structure ($H/D$) and structure number ($N$), while $Q$, $D_P$, and $Q_s$ increased with the structural spacing ($S$) to begin with; then, $Q$ remained constant, and $D_P$ and $Q_s$ decreased as $S$ continued to increase. This study deepened our understanding of the influence of in-stream structural design parameters on HZ solute transport, which is helpful to provide a theoretical basis for ecological restoration projects in the river HZ.
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1. Introduction

The hyporheic zone (HZ) is an area under or beside the riverbed, which is characterized by the active mixing of shallow groundwater and surface water, and it is an active and connecting ecotone between groundwater and surface water [1–6]. As the interface between surface water and groundwater, the physical, chemical, and biological characteristics of HZ are complex, which is the result of strong mixing of groundwater and surface water [7–9]. The hyporheic exchange between the HZ and surface water has a significant impact on the water quality and ecology of the river ecosystem. It could promote heat exchange, controlling the temperature pattern [10,11], affecting the fate and transport characteristics of different solutes within the streambed and altering the residence time of the solutes [12–14]. It could also affect the distribution and abundance of organisms in streams and the HZ and the process at the ecosystem level, forming a unique environment of large invertebrates and biogeochemical reactions [15]. If the hyporheic exchange transfers dissolved oxygen from the overlying water to the gravel riverbed, it provides good conditions for the survival and hatching of salmon eggs [2,16]. Therefore, hyporheic exchange has a significant impact on river ecological function and water quality [17–19].

Given the importance of the HZ, the ecological restoration of the HZ has also received more attention in recent years [1,20–22]. Though the in-stream structures, such as steps, pools, and wooden dams, have often been used for ecological restoration of river HZ for a long time, it was proved that these structures will affect the water head gradient along the
sediment–water interface (SWI) recently, thus driving hyporheic circulation with different lateral ranges and penetration depths [23].

In recent years, a large number of field experiments and indoor simulation studies have shown that the in-stream structure in the river has a significant impact on hyporheic exchange. In the study of Mutz et al. [24], the indoor circulating flume experiment was used to change the riverbed topography by adding wood to form the internal structure of the riverbed. The results showed that the flow resistance increased by 2-fold, and the vertical water flux through the riverbed increased by 1.8–2.5-fold. In the study of Smidt et al. [25], the hyporheic exchange caused by the stream restoration structure (horizontal leaf) and natural geomorphology (gully) was compared by using the delay resistivity (ER) tomography technique, and the results showed that the repaired structure may be able to create sufficient exchange flow and transport time to achieve the same ecological functions as natural characteristics. Based on the coupling of a large flume sediment transport experiment and computational fluid dynamics, the effect of river shape change caused by pebbles on the underflow was studied. The results showed that placing pebbles on a plane bed could increase the median residence time of the underflow on the river scale by 15% and the downstream flux by 18% [26]. Rana et al. [27] constructed a series of weirs in small rivers to simulate natural debris dams, river restoration log dams, pebble dams, and other structures spanning the channel. Additionally, they then conducted constant-rate conservative (NaCl) tracer injection experiments using transient storage of a one-dimensional solute transport model to quantify the change in solute transport parameters with an increasing number of weirs. The results showed that the addition of weirs significantly increased the surface water flow (A) and the cross-sectional area of the transient storage area (As). The numerical simulation study of Hester et al. [28] showed that reach-scale NO$_3^-$ removal from in-stream structures and inset floodplains is highly sensitive to changes in sediment conditions, biogeochemical parameters, and design parameters. Wade et al. [29] researched an artificially constructed permeable structure to promote hydraulic head differentials to induce exchanges and observed it provided higher vertical fluxes, zones of spatially varying nitrate production and anaerobic reduction, and found that exchanges were enhanced only after a certain structure height was crossed and that it had little influence on surface water chemistry.

Other literature studies have also focused on different structural designs to study the effects of structures on hyporheic exchange. Hester and Doyle [30] used numerical simulations to study the effect of three structure types (weirs, steps, and lateral structures) on subsurface flow exchange. The results showed that the structure types are different in their ability to induce hyporheic flow; channel crossing structures (weir and step) are usually more effective than partial crossing structures (lateral structures), and weirs are more effective than steps. Ward et al. [31] analyzed the designed structure length, structure height, and hydraulic conductivity and concluded that the hyporheic flux could be potentially changed by hyporheic restoration structures. In the work of Liu and Chui [6], based on numerical simulation for different weir heights, model data were used to establish the regression equation of related variables; the denitrification effect of the HZ was comprehensively considered, and the best weir height could be obtained.

The purpose of these studies can be summarized into these two aspects: (1) the optimal design of the structure and (2) the HZ function under the influence of the structure. However, most of the research focuses on the possible changes of HZ caused by the structure in the river, without analyzing the causes of the changes by different parameters of the structure. Nowadays, there is still a lack of research on the exchange of subsurface flow caused by in-stream structures, especially the influence of the ratio of ground height to underground height on structure ($H/D$) and spatial positions. Therefore, the ways of repairing the river hyporheic zone are mostly empirical.

To fill this gap, numerical simulations were used to understand how design parameters of the in-stream structure affect hyporheic exchange in this study. Weir was selected as the representative river structure because it was considered to be the most effective method
to improve the hyporheic flux [30]. The specific objective of this paper is to research the effects of structure proportion change, spacing change, and number change on HZ solute transport, such as solute transport depth $D_p$, vertical hyporheic exchange flux $Q$, and solute flux $Q_s$. The research will enhance our understanding of the in-stream structures that induce HZ performance, which could be of benefit for the hyporheic zone restoration.

2. Methods
2.1. Laboratory Experiments
2.1.1. Flume Setup

In this experiment, we used an indoor constant temperature circulating flume. Referring to the flume test method of Jin et al. [32], the length, height, and width of the flume were 1.5 m, 0.5 m, and 0.1 m, respectively, as shown in Figure 1. To facilitate the observation of the experiment, we used 1 cm thick acrylic acid to build the tank wall. An energy dissipation device was installed at the inlet of the flume to reduce or eliminate the tumbling and fluctuation of the flow at the inlet to make the flow into the riverbed more stable. The flow velocity of the flume was 0.04 m$^{-1}$. The surface water temperature of the tank is controlled by the heating/cooling system connected to the additional water recycling side loop. Water from the side loop is mixed with the main loop. Then, the surface water flow is controlled by the valve and measured by the electromagnetic flowmeter. To avoid influence in the sampling process, we arranged sampling holes on the side of the flume to facilitate sampling.

![Schematic diagram](a) and actual diagram (b) of experimental apparatus. The light gray and blue areas represent the parts filled with sand and water, respectively. The dark gray rectangle on the sand bed is the weir set in the experiment. N1 and N2 are two rows of sampling holes with a distance of 5 cm to the structure.

2.1.2. Bed Sand Properties and Preparation

In the experiment, sand or gravel with sifted 0.25 mm–0.5 mm particle sizes were selected as the filler to shape the riverbed. In this experiment, the effective sand bed length was 1.1 m, and the thickness was 0.3 m. Before the experiment, we washed the sand with tap water three times to remove impurities and organic matter. To represent a channel-spanning weir, a 9 cm tall channel-spanning weir was placed at the channel center. The buried depth $D$ of the structure was 5 cm, and the height $H$ of the structure on the water interface was 4 cm.

2.1.3. Experimental Conditions and Measurements

Before the start of the experiment, we filled the flume with tap water, and then, a sand bed was laid, ensuring that it was fully saturated. The customized plank was inserted into the middle part of the sand bed, and its embedding depth was strictly controlled according to the industrial and mining settings. After that, the flume was debugged, and the constant
temperature water tank was opened to ensure that the water temperature was kept at a constant 20 degrees Celsius during operation.

We selected NaCl as the nonreactive tracer in this experiment. The weighed sodium chloride was stirred and dissolved completely and then slowly added to the circulating water tank, stirring evenly to ensure that the initial concentration of sodium chloride in the tank was 2.3 g/L. To monitor the process of solute transport in the riverbed, pore water samples were collected from the sampling mouth over a period of time. A 100 microliter syringe with a fine needle was used to sample through a plastic spool on the wall of the sink. One hundred microliters of pore water was extracted from each sample. The relatively small sampling volume is unlikely to significantly affect the flow field near the sampling port. At the beginning of the experiment, the sampling interval of pore water was 30 min to capture the relatively rapid change in solute concentration when it entered the bed. With the progress of the experiment, the change in concentration tended to be smooth after the local solute front passed through. The sampling interval was increased to a few hours near the end of the experiment. The water sample was diluted with 5 mL of deionized water to obtain a sufficient volume for subsequent electrical conductivity (EC) measurements (using a Swiss-made Mettler Toledo S230).

To compare and analyze the migration of the concentration tracer in the hyporheic zone under different positions and different working conditions, the tracer concentration was normalized in this experiment. The ratio of the tracer concentration in the monitoring hole to the initial concentration of the tracer was defined as a dimensionless relative concentration, $C/C_0$, where $C$ is the sample concentration, and $C_0$ is the initial concentration of surface water.

### 2.2. Numerical Simulations

In this paper, we used COMSOL Multiphysics numerical simulation software (Shanghai, China) to build a two-dimensional river surface water–groundwater coupling model and used the one-way sequential coupling method to numerically simulate the flow, pore water, and solute transport in the riverbed. First, a numerical simulation of the surface water flow was carried out, and the pressure distribution of the SWI was obtained. On this basis, the pore water flow field driven by the pressure distribution was simulated, and the solute transport situation was obtained. This approach largely follows that of Cardenas and Wilson [33]. The basic conceptual model is shown in Figure 2.

Figure 2. Schematic of the simulation domain and boundaries. Top part shows the model boundary conditions for the turbulent flow model. Bottom part illustrates boundary conditions for groundwater flow and solute transport models.
2.2.1. Mathematical Model and Boundary Conditions for Overlying Water

In this study, we assumed that the fluid was homogeneous and incompressible, and that the bed base was homogeneous, isotropic, and free of any displacement. The boundary conditions of the model are shown in Figure 2. The left boundary was the inlet velocity boundary, the right boundary was the pressure outlet boundary, the upper boundary was set as the symmetrical boundary, and the lower boundary was the wall boundary, which was set to no flow. The flow is governed by the Reynolds-averaged Navier–Stokes (RANS) and the $k$-$\omega$ turbulence model. For incompressible fluids, the steady-state RANS equation is defined as

$$\rho \frac{\partial U_i}{\partial t} + \rho \frac{\partial U_i U_j}{\partial x_j} = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left( 2\mu S_{ij} - \rho u'_i u'_j \right)$$

where $\rho$ and $\mu$ refer to the fluid density and dynamic viscosity (hypothetical standards for water), respectively, $U_i$ or $U_j$ ($i, j = 1, 2$, where $i \neq j$) refers to the time-averaged velocity, and $u'_i$ refers to the fluctuations in the instantaneous velocity components in $x_i$ or $x_j$ ($i, j = 1, 2$, where $i \neq j$). $P$ refers to the time-averaged pressure. The strain rate tensor ($S_{ij}$) is defined as

$$S_{ij} = \frac{1}{2} \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right)$$

The Reynolds stresses are related to the turbulent kinetic energy ($k$) and specific dissipation rate ($\omega$) by

$$\tau_{ij} = -u'_i u'_j = \nu_1 (2S_{ij}) - \frac{2}{3} \delta_{ij} k$$

where $\nu_1$ refers to the kinematic eddy viscosity, $\delta_{ij}$ refers to the Kronecker delta, and $k$ refers to the turbulent kinetic energy.

The eddy viscosity in this closure scheme is

$$\nu_1 = \frac{k}{\omega}$$

where the specific dissipation, $\omega$, is defined as the ratio of the turbulence dissipation rate to $k$:

$$\omega = \frac{\epsilon}{\beta^* k}$$

where $\epsilon$ is the turbulent dissipation rate, and $\beta^*$ is the closure coefficient.

The two-dimensional $k$-$\omega$ steady-state transport equation is

$$\rho \frac{\partial (U_i k)}{\partial x_j} = \rho \tau_{ij} \frac{\partial U_i}{\partial x_j} - \beta^* \rho \omega k + \frac{\partial}{\partial x_j} \left[ (\mu + \mu_t) \frac{\partial k}{\partial x_j} \right]$$

and

$$\rho \frac{\partial (U_i \omega)}{\partial x_j} = \alpha \frac{\rho \omega}{k} \tau_{ij} \frac{\partial U_i}{\partial x_j} - \beta \rho \omega^2 + \frac{\partial}{\partial x_j} \left[ (\mu + \mu_t \sigma_{\omega}) \frac{\partial \omega}{\partial x_j} \right]$$

The standard closure coefficients for the $k$-$\omega$ scheme are obtained from Wilcox (2006):

$$\alpha = 5/9, \quad \beta = 3/40, \quad \beta^* = 9/100, \quad \text{and} \quad \sigma_{k} = \sigma_{\omega} = 0.5.$$
2.2.2. Mathematical Model and Boundary Conditions for Pore Water

In this study, it was assumed that the structure and surface flow conditions control the distribution of the water head along the riverbed surface, so the feedback of the subsurface layer was ignored. It was assumed that the head of the left and right boundary conditions corresponds to the total head of surface water at these locations, but there was no flow at the bottom boundary of the region. The boundary condition settings were shown in Figure 2. In all simulations, the sediments were homogeneous and isotropic.

The two-dimensional porous media flow in the sediment was solved by the steady groundwater flow equation:

$$\frac{\partial}{\partial x_1} \left( - k \frac{\partial P}{\partial x_1} \right) = 0$$

where \(k\) is the sediment permeability, \(\mu\) is the fluid viscosity, and \(P\) is the pressure. The pressure at the sediment–water interface is determined by the surface water mathematical model.

The solute transport was modeled by the advection diffusion equation:

$$\frac{\partial C}{\partial t} = (D_m + D_{ij}) \frac{\partial^2 C}{\partial x_i^2} - \frac{q_i}{n} \frac{\partial C}{\partial x_i}$$

where \(C\) is the concentration, \(t\) is the time, \(n\) is the porosity (=0.4), and \(D_m\) is the molecular diffusion coefficient in porous media. \(D_{ij}\) is the mechanical dispersion coefficient tensor \((i, j = 1, 2)\), which is defined as follows:

$$D_{ij} = \alpha_T U \delta_{ij} + \frac{(\alpha_L - \alpha_T) u_i u_j}{U}$$

where \(\alpha_T\) and \(\alpha_L\) are the transverse and longitudinal dispersion, respectively, \(U\) is the pore velocity, and \(\delta_{ij}\) is the Kronecker function. The value of \(\alpha_L\) is 0.1 cm, and \(\alpha_T\) is considered to be 1/10 of \(\alpha_L\).

For simplicity, the top boundary (SWI) was designated the concentration boundary, and the flume wall was designated the zero-flux boundary. The initial solute concentration in the sediment was 4 mol·m\(^{-3}\). Then, the simulation domain was discretized by a structured mesh with free triangular mesh elements. The mesh was refined near the SWI and the boundary wall. The bed substrate was divided into 16,600 meshes with the mass of 0.90. Table 1 summarized the parameters used in the proposed calculation model.

| Surface Water Velocity (m/s) | Porosity Ratio \(n\) | Permeability \(k\) (m\(^2\)) | Fluid Viscosity \(\mu\) (Pa·s) | Molecular Diffusion Coefficient \(D_m\) (m\(^2\)/s) |
|-----------------------------|----------------------|-----------------------------|-----------------------------|-----------------------------|
| 0.04                        | 0.4                  | \(1 \times 10^{-9}\)        | 0.0011                      | \(5 \times 10^{-10}\)       |

2.3. Model Evaluation

The root mean square error (RMSE), coefficient of determination \((R^2)\), and relative error \((Re)\) were used to evaluate the simulation accuracy of the model.

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n} (O_i - S_i)^2}{n}}$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (O_i - S_i)^2}{\sum_{i=1}^{n} (O_i - O)^2}$$

$$Re = \sqrt{\frac{\sum_{i=1}^{n} (O_i - S_i)^2}{\sum_{i=1}^{n} O_i^2}}$$
where $O_i$ is the measured value, $S_i$ is the model simulation value, $n$ is the sample capacity, and $O$ is the sample mean value.

The consistency between the measured and simulated values was measured using RMSE to verify the model. RMSE is a non-negative value, with a low RMSE indicating a good consistency between the measured and simulated values [34,35]. $R^2$ is the coefficient of determination of the linear regression equation ($y = x$) between the measured and simulated values, and a large $R^2$ indicates good consistency between the measured and simulated values [36]. $Re$ is the relative error between the measured and simulated values, and a low $Re$ indicates good consistency between the measured and simulated values [37].

3. Results

3.1. Model Valuation

The simulated sodium chloride concentration data were compared with the experimental values. The results are shown in Figure 3. It can be seen that the simulated values of typical section N1 upstream and typical section N2 downstream of the structure were in good agreement with the measured values.

Table 2 showed that the RMSEs of sections N1 and N2 were both less than 0.13, and the maximum value appeared at 120 min in section N2. $R^2$ was mostly greater than 0.83, and the minimum value appears at 300 min in section N1, which is 0.7522. The range of relative error $Re$ is mostly between 1.72% and 9.22%, and the maximum value appears at 30 min in the cross-section N2, which is 19.03% and belongs to a reasonable range. In summary, the numerical simulation results obtained in this study were highly consistent with the flume test results, and the numerical model constructed could better simulate the turbulent flow of surface water and the transport of solutes in sediments.

Table 2. Accuracy of the vertical simulation of solute concentrations at different monitoring points and periods.

| Array  | RMSE   | $R^2$   | Re%   | RMSE   | $R^2$   | Re%   |
|--------|--------|---------|-------|--------|---------|-------|
| N1     | 0.0263 | 0.9955  | 7.10% | 0.0617 | 0.9119  | 19.03%|
| N2     | 0.0417 | 0.9822  | 4.42% | 0.0527 | 0.9745  | 9.16% |
|        | 0.0583 | 0.9444  | 9.22% | 0.1291 | 0.8392  | 8.45% |
|        | 0.0527 | 0.8987  | 3.48% | 0.0218 | 0.7522  | 1.72% |

**Figure 3.** Comparison between the measured (black curves) and simulated (red curves) solute concentrations varying with depth.

Table 2 showed that the RMSEs of sections N1 and N2 were both less than 0.13, and the maximum value appeared at 120 min in section N2. The determination coefficient $R^2$ was mostly greater than 0.83, and the minimum value appears at 300 min in section N1.
N1, which is 0.7522. The range of relative error Re is mostly between 1.72% and 9.22%, and the maximum value appears at 30 min in the cross-section N2, which is 19.03% and belongs to a reasonable range. In summary, the numerical simulation results obtained in this study were highly consistent with the flume test results, and the numerical model constructed could better simulate the turbulent flow of surface water and the transport of solutes in sediments.

Table 2. Accuracy of the vertical simulation of solute concentrations at different monitoring points and periods.

| Time   | Array N1 |   | Re% | Array N2 |   | Re% |
|--------|----------|---|-----|----------|---|-----|
| 30 min | 0.0263   | 0.9955 | 7.10% | 0.0617 | 0.9119 | 19.03% |
| 60 min | 0.0417   | 0.9822 | 4.42% | 0.0527 | 0.9745 | 9.16%  |
| 120 min| 0.0583   | 0.9444 | 9.22% | 0.1291 | 0.8392 | 8.45%  |
| 300 min| 0.0527   | 0.8987 | 3.48% | 0.0218 | 0.7522 | 1.72%  |

3.2. Influence of Structural Proportion

To study the influence of the height ratio changes of ground and underground parts of the structure on solute transport in the hyporheic zone, five working conditions were set, as shown in Table 3. To avoid the boundary effect as much as possible, a riverbed with a length of 5 m and a depth of 1 m was set, the structure size was kept the same and located at the right center $X = 2.5$ m.

Table 3. Experimental parameter table of structural proportion change.

| Case | $u_0$ | Water Depth | Width | Depth ($D$) | Height ($H$) | $H/D$ |
|------|-------|-------------|-------|-------------|-------------|-------|
| 1    | 4 cm/s | 6 cm        | 10 cm | 5 cm        | 1 cm        | 1/5   |
| 2    | 4 cm/s | 6 cm        | 10 cm | 4 cm        | 2 cm        | 2/4   |
| 3    | 4 cm/s | 6 cm        | 10 cm | 3 cm        | 3 cm        | 3/3   |
| 4    | 4 cm/s | 6 cm        | 10 cm | 2 cm        | 4 cm        | 4/2   |
| 5    | 4 cm/s | 6 cm        | 10 cm | 1 cm        | 5 cm        | 5/1   |

The simulation results are shown in Figure 4. The depth of solute transport increased with increasing time, and the solute exchange region expanded. The depth of solute transport ($D_p$) increased with $H/D$; for example, when $T = 8$ h, the $D_p$ was 0.08 m, 0.14 m, 0.22 m, 0.36 m, and 0.65 m at $H = 1$ cm, 2 cm, 3 cm, 4 cm, and 5 cm, respectively.

To further analyze the influence of structural position change on solute transport in the HZ, the interface pressure and velocity of sediments were analyzed, as shown in Figure 5. The pressure distribution patterns were much similar. The pressure along the SWI generally slightly decreased in the downward upstream of the weir, and it increased in the upward downstream of the weir, which was similar to the finding of Feng et al. [38]. $H/D$ showed positive relationships with the SWI pressure; the maximum values were 0.61 Pa, 1.03 Pa, 2.48 Pa, 7.4 Pa, and 36.7 Pa at $H = 1$ cm, 2 cm, 3 cm, 4 cm, and 5 cm, respectively. At the same time, the structure significantly changed the velocity distribution on the SWI, and the velocity rate tended to increase in magnitude with the weir height $H$. 
The magnitude of the vertical flux and solute flux induced by a weir could be viewed as decisive metrics of hyporheic exchange. Figure 6 shows the upwelling flux $Q_{\text{out}}$, downwelling flux $Q_{\text{int}}$, and SWI interface solute exchange capacity $Q_s$ under different $H$ and $D$. On the whole, with the increase in $H$ and the decrease in $D$, the upwelling flux ($4.68 \times 10^{-7} \sim 5.73 \times 10^{-5}$ m$^2$·s$^{-1}$) and the downwelling flux ($-5.20 \times 10^{-7} \sim -5.74 \times 10^{-5}$ m$^2$·s$^{-1}$) showed an increasing trend, and the total flux $Q$ increased with the increase in $H$ ($9.88 \times 10^{-7} \sim 1.15 \times 10^{-4}$ m$^2$·s$^{-1}$). $Q_s$ had a similar trend, and the total flux of solute exchange increased from $1.51 \times 10^{-3}$ mol/(m$^2$·s) to $2.67 \times 10^{-1}$ mol/(m$^2$·s).
3.3. Influence of Structural Spacing

To compare the influence of different spacings (S) of structures on solute transport in the hyporheic zone, different values of S were set for numerical simulation. The position of one structure was fixed unchanged at X = 4.5 m; the other structure was set in the upper reaches of the fixed structure, and the spacing between the two structures was 0.1 m, 0.5 m, 1 m, 1.5 m, 2 m, 2.5 m, and 3 m, respectively. In Section 3.2, we found that when the height \( H = 0.05 \) m, the buried depth \( D = 0.01 \) m, the solute flux in the HZ was the largest, and the solute transport depth \( D_p \) was the deepest. Thus, we set \( H = 0.05 \) m, \( D = 0.01 \) m as the structure parameter. The water depth of the river was 0.06 m, and the flow velocity of the river was 0.04 m/s. The permeability \( k \) of the riverbed sediment also remained unchanged, at \( 1 \times 10^{-9} \) m².

The simulation results are shown in Figure 7. The depth of solute transport increased with increasing time, and the solute exchange region expanded. When the T was 8 h, the depth of the solute front increased when the structure spacing \( S \) increased from 0.1 m to 1 m, and the \( D_p \) were 0.64 m, 0.72 m, 0.74 m, respectively. When the structural spacing \( S \) continued to increase to 1.5 m, 2 m, 2.5 m, and 3 m, the \( D_p \) were 0.68 m, 0.67 m, 0.66 m, and 0.68 m, respectively, indicating that when the structural spacing \( S \) increases, the solute front depth \( D_p \) increases at first and then decreases when \( S \) continues to increase to a certain value.

To further analyze the influence of structural spacing on solute transport in the subsurface flow zone, the interface pressure and velocity of sediments were analyzed, as shown in Figure 8. The SWI pressure values of each working condition showed a slightly decreasing trend on the structure; they decreased abruptly near the structure and then increased. Comparing these working conditions, it could be found that the pressure value first increased and then decreased with increasing structural spacing. The maximum values were 44.55 Pa, 75.26 Pa, 78.04 Pa, 76.1 Pa, 74.6 Pa, and 74.3 Pa at \( S = 0.1 \) m, \( 0.5 \) m, \( 1 \) m, \( 1.5 \) m, \( 2 \) m, \( 2.5 \) m, and \( 3 \) m, respectively. At the same time, the structure significantly changed the velocity distribution on the SWI, but the maximum velocity value did not change significantly with the increase in \( S \), all of which were approximately \( 8.8 \times 10^{-4} \) m/s.
To compare the influence of different spacings ($S$) of structures on solute transport in the hyporheic zone, different values of $H$ were set for numerical simulation. The position of one structure was fixed unchanged at $X = 4.5$ m; the other structure was set in the upper reaches of the fixed structure, and the spacing between the two structures was $0.1$ m, $0.5$ m, $1$ m, $1.5$ m, $2$ m, $2.5$ m, and $3$ m, respectively. In Section 3.2, we found that when the structural spacing increased and then remained unchanged ($1.22 \times 10^{-4}$ m), the upwelling flux ($6.01 \times 10^{-4}$ m$^2$·s$^{-1}$) first increased and then decreased, and the total flux $Q$ first increased and then decreased, at $1 \times 10^{-4}$ mol/(m$^2$·s) and then decreased to $5.59 \times 10^{-4}$ mol/(m$^2$·s). The permeability of the riverbed sediment also remained unchanged at $9 \times 10^{-4}$ m$^2$. The water depth of the river was $0.06$ m, and the flow velocity of the river was $0.04$ m/s. The simulation results are shown in Figure 7. The depth of solute transport increased with increasing time, and the solute exchange region expanded. When the $T$ was $8$ h, the solute transport depth $D_p$ was $0.64$ m, $0.72$ m, $0.74$ m, respectively. When the structural spacing continued to increase to $1.5$ m, $2$ m, $2.5$ m, and $3$ m, the $D_p$ were $0.68$ m, $0.67$ m, $0.66$ m, respectively, indicating that when the structural spacing significantly changed the velocity distribution on the SWI, but the maximum velocity value did not change significantly with the increase in height.

Figure 7. Distribution of solute concentration in the hyporheic zone under the influence of different structural spacings. $S$ represents the distance between structures, $T$ represents time. The color scale for the outputs, representing solute concentration; warmer colors: higher concentration, cooler colors: lower concentration. Flow in the overlying water column (not shown) is from left to right.

Figure 8. SWI pressure distribution diagram (a) and velocity distribution diagram (b) under the influence of structural spacing change. Channel flow is left to right.
Figure 9 shows the upwelling flux $Q_{\text{out}}$, downwelling flux $Q_{\text{int}}$, solute exchange capacity $Q_s$ under different $S$. On the whole, with the increase in structural spacing $S$, the upwelling flux ($6.01 \times 10^{-5} - 1.09 \times 10^{-4} \text{m}^2\text{s}^{-1}$) and the downward flux ($-6.15 \times 10^{-5} - 1.10 \times 10^{-4} \text{m}^2\text{s}^{-1}$) first increased and then decreased, and the total flux $Q$ first increased and then remained unchanged ($1.22 \times 10^{-4} - 2.18 \times 10^{-4} \text{m}^2\text{s}^{-1}$). The trend of $Q_s$ was different; the total flux of solute exchange increased from $3.35 \times 10^{-1} \text{mol/(m}^2\text{s})$ to $6.04 \times 10^{-1} \text{mol/(m}^2\text{s})$ and then decreased to $5.59 \times 10^{-1} \text{mol/(m}^2\text{s})$.

![Figure 9](image-url)

**Figure 9.** Vertical hyporheic exchange flux ($Q$), downwelling hyporheic flux ($Q_{\text{int}}$), upwelling hyporheic flux ($Q_{\text{out}}$), solute flux ($Q_s$), downwelling solute flux ($Q_{s\text{-int}}$), and upwelling solute flux ($Q_{s\text{-out}}$) under different $S$ values. The solid lines represent the hyporheic exchange flux; the dashed lines show the solute flux.

### 3.4. Influence of Structural Number

To compare the influence of the number of structures ($N$) on solute transport in the river HZ, different numbers of structures were set for numerical simulation. The number of structures was $N = 1, 2, 3, \text{and } 4$. In Section 3.3, we found that the solute exchange flux $Q_s$ and solute front depth $D_p$ were the largest when $S = 1 \text{m}$, so the distance $S$ between each structure was fixed at $1 \text{m}$. The position of a fixed structure was unchanged at $X = 4.5 \text{m}$, and other structures were arranged in the upstream area of the fixed structure. The structure height $H$ was $0.05 \text{m}$, and the buried depth $D = 0.01 \text{m}$ remained unchanged. The surface water depth was $0.06 \text{m}$, the velocity was $0.04 \text{m/s}$, and the permeability $k$ of the bed bottom material was $1 \times 10^{-9} \text{m}^2$.

The simulation results are shown in Figure 10. The solute transport depth $D_p$ increased with increasing time, and the solute exchange region increased obviously. By comparing the conditions of different numbers, it could be seen that the $D_p$ increased with the structure number $N$; for example, when $T = 8 \text{h}$, the $D_p$ was $0.6 \text{m}, 0.7 \text{m}, 0.73 \text{m}, \text{and } 0.77 \text{m}$ at $N = 1, 2, 3, \text{and } 4$, respectively, which indicated that increasing the number of structures could significantly increase the solute exchange depth in the HZ and expand the exchange range.
Figure 10. The distribution of solute concentration in the hyporheic zone under the influence of different structure numbers \( N \). The color scale for the outputs, representing solute concentration; warmer colors: higher concentration, cooler colors: lower concentration. Flow in the overlying water column (not shown) is from left to right. \( T \) represents time.

To further analyze the influence of the number of structures on the solute transport in the subsurface, the pressure and velocity of the sediment interface were analyzed, as shown in Figure 11. \( N \) showed positive relationships with the SWI pressure; the maximum values were 38.5 Pa, 78 Pa, 118 Pa, and 157 Pa at \( N = 1, 2, 3, \) and \( 4 \), respectively. At the same time, the setting of the structure significantly changed the flow velocity distribution on the SWI, and the velocity increased with the number of structures; the maximum velocity values were \( 6.09 \times 10^{-5} \) m/s, \( 8.88 \times 10^{-4} \) m/s, \( 9.75 \times 10^{-4} \) m/s, and \( 9.79 \times 10^{-4} \) m/s at \( N = 1, 2, 3, \) and \( 4 \), respectively.

Figure 11. SWI pressure distribution (a) and velocity distribution (b) under the influence of different structure numbers \( N \). Channel flow is left to right.

The hyporheic exchange flux under the influence of the number of structures was analyzed. Figure 12 shows the upwelling flux \( Q_{\text{out}} \), downwelling flux \( Q_{\text{int}} \), and SWI interface solute exchange capacity \( Q_s \) under different \( N \). On the whole, with the increase in the number, the upwelling flux \( (5.34 \times 10^{-5} \text{ to } 2.09 \times 10^{-4} \text{ m}^2\text{s}^{-1}) \), downwelling flux \( (-5.42 \times 10^{-5} \text{ to } -2.09 \times 10^{-4} \text{ m}^2\text{s}^{-1}) \), and \( Q \) increased \( (1.08 \times 10^{-4} \text{ to } 4.18 \times 10^{-4} \text{ m}^2\text{s}^{-1}) \). \( Q_s \) had a similar trend, and the total flux of solute exchange increased from \( 2.77 \times 10^{-1} \text{ m}^2\text{s}^{-1} \) to \( 1.24 \text{ mol/(m}^2\text{s}) \). This showed that the number of structures \( N \) had a positive correlation
with Q and Qs. The increase in N significantly promoted solute transport in the hyporheic zone and increased the hyporheic exchange magnitude.

![Figure 12. Vertical hyporheic exchange flux (Q), downwelling hyporheic flux (Q_{out}), upwelling hyporheic flux (Q_{out}), solute flux (Qs), downwelling solute flux (Q_{s-int}), and upwelling solute flux (Q_{s-out}) under different N values. The solid lines represent the hyporheic exchange flux; the dashed lines show the solute flux.](image)

4. Discussion

4.1. Influence of Structural Design Parameters

The arrangement of the structure could enhance the hyporheic exchange of the riverbed, but different design parameters of the structure have different influences on the hyporheic exchange. To our knowledge, there are few studies on the influence of H/D, spacing change, and number change on hyporheic exchange. Our numerical simulations suggested that the vertical water exchange flux Q, solute exchange flux Qs, and solute transport depth Dp increased with H/D and number (N), while Q, Dp, and Qs increased with the structural spacing (S) to begin with; then, Q remained constant, and Dp and Qs decreased as S continued to increase.

In fact, this research indicated that the height of the structure above the ground (H) was more important than its height below the ground (D), and the hyporheic exchange flux Q was positively correlated with H, which was consistent with Hester and Doyle [30], whose research showed that the downwelling flux was linearly correlated with the structure size. In fact, in this study, when the height H of the structure changed, the permeability k of the sediment remained unchanged, so Darcy’s law can be simplified as follows:

\[
Q = k \frac{\Delta h}{l} A
\]

where A is the cross-sectional area of the hyporheic path, and \( \Delta h \) is the in-stream head drop across the structure. The relationship among Q, Qs, and structure height H is consistent with the changing law of the relationship between pressure on the SWI and H. Therefore, it is clear that \( \Delta h \) in Equation (15) is more important than A or l in determining Q and that the in-stream structure controls Q primarily by controlling the interface pressure drop. In general, the magnitudes of Q and Qs are positively correlated with the height H of the structure, and the structure mainly controls Q by controlling the increase in H, which promotes solute transport and exchange in the hyporheic zone. Similarly, in our research, there is a positive correlation between the number of structures N and Q, Qs. The increase
in the number of structures $N$ is mainly to enhance the hyporheic exchange by increasing the $\Delta h$ of this reach and then to increase the $Q$.

It is worth noting that the hyporheic flux and solute transport under the influence of structural spacing $S$ are different from $H$ and $N$. In our study, $Q$, $D_P$, and $Q_s$ increased with $S$ to begin with; then, $Q$ remained constant, and $D_P$ and $Q_s$ decreased as $S$ continued to increase. Based on the analysis of the pressure distribution, it was found that the pressure value of SWI also showed the same rule, and the maximum pressure reached the highest when $S = 1$ m. We compared the solute flux ($0.575$ mol/(m$^2$·s)) at $S = 3$ m with the solute flux at $N = 1$ ($0.277$ mol/(m$^2$·s)) and found that the solute flux $Q_s$ at $S = 3$ m was close to twice the solute flux at $N = 1$, which indicated that the coupling relationship between the two structures gradually disappeared when the structure spacing $S$ continued to increase, and these two structures each functioned independently. Of course, the optimal solution of the $S$ value needs further research.

Of course, this model still has certain limitations. However, we expanded the length and depth of the model to avoid the boundary effect as much as possible. This effect is acceptable, and we would solve this problem in subsequent studies.

4.2. Implications for River Restoration Design

Weirs are common structures in river restoration projects, which are designed to enhance natural features, such as pools and shoals, increase biophysical heterogeneity, and provide habitat for fish. Our research showed that the setting of the structure in the channel could indeed improve the hyporheic exchange and solute transport, and the height of the structure had a greater impact on the hyporheic exchange and solute exchange, which was consistent with the results of Ward, Gooseff, and Johnson [31]. They obtained a sensitivity analysis in which the structure size, especially the structure height, was the most important influencing parameter. With increasing weir height, the potential circulation increased linearly. Secondly, the influence of structure number on the hyporheic exchange was also an important parameter. In this study, we found that with the increase in structure number $N$, hyporheic exchange flux $Q$ also presented a linear increase, which showed that the river ecological engineering restoration technology effectively increased the river hyporheic exchange strength and improved the exchange flux. Therefore, in the river ecological restoration project, we could increase the height and number of the structure within a certain river range to provide a larger hyporheic flow. Of course, the spacing of structures must be considered when increasing the number of structures. We found that a smaller spacing and larger spacing had less effect on improving the latent flow flux. Therefore, we should choose a more suitable spacing to set up the restoration structure to better play the role of the structure.

More importantly, in actual engineering, the actual situation near the river must be investigated to determine whether the structure of the recovery effect largely depends on the surrounding groundwater discharge and supply efficiency, riverbed permeability, and surface water flow rate. This will be our next research focus, as the actual river engineering structure can play an effective role. Of course, the influence of structure on the temperature and residence time of the HZ is also an important parameter to be considered. Temperature is related to the living environment of microorganisms in the river HZ, which is closely related to the quality of river habitat. The residence time is related to the biogeochemical cycle process in the HZ, and the residence time required can be obtained through structural design to make the desired biogeochemical reaction occur [25,39].

5. Summary and Conclusions

Structural design parameters change is an important factor affecting hyporheic exchange and solute transport. In this study, the data of the flume experiment were used for verification, and COMSOL Multiphysics numerical simulation software was used to simulate the structure of different design parameters, mainly including the structure position, number, and spacing. The main conclusions are as follows.
The accuracy of the model was verified by the data of the indoor flume experiment using the RMSE, $R^2$, and Re as evaluation indices. In summary, the numerical simulation results obtained in this paper were highly consistent with the flume test results, and the numerical model constructed could better simulate the turbulent flow of surface water and the transport of solutes in sediments.

The single-factor effects of $H/D$, $S$ and $N$ on hyporheic exchange were investigated by numerical simulations. The results showed that the depth of solute transport ($D_p$), vertical hyporheic exchange flux ($Q$), and solute flux ($Qs$) increased with the structural height $H$ and number $N$. The structure spacing $S$ had a positive correlation with the hyporheic exchange in a certain range. $Q$, $D_p$, and $Qs$ increased with the structural spacing ($S$) to begin with, and then $Q$ remained constant. $D_p$ and $Qs$ decreased as $S$ continued to increase.

Generally, the $H/D$ (especially the height above the sediment $H$), number, and spacing of structures are important design parameters in ecological restoration projects of the hyporheic zone, and the influence mechanism of these parameters on hyporheic exchange and solute transport is still an important issue for future research. Follow-up work should still discuss the quantitative relationship between the number and spacing of structures and other indices of hyporheic exchange (such as residence time) and the influence degree of structures on solute transport under different surface water velocities and sediment permeabilities, which is of great significance for determining the design indices of engineering structures.
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