Multifield Cosmology with Artificial Intelligence
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Astrophysical processes such as feedback from supernovae and active galactic nuclei modify the properties and spatial distribution of dark matter, gas, and galaxies in a poorly understood way. This uncertainty is one of the main theoretical obstacles to extract information from cosmological surveys. We use 2,000 state-of-the-art hydrodynamic simulations from the CAMELS project spanning a wide variety of cosmological and astrophysical models and generate hundreds of 2-dimensional maps for 13 different fields: from dark matter to gas and stellar properties. We use these maps to train convolutional neural networks to extract the maximum amount of cosmological information while marginalizing over astrophysical effects at the field level. Although our maps only cover a small area of \((25 \ h^{-1} \text{Mpc})^2\), and the different fields are contaminated by astrophysical effects in very different ways, our networks can infer the values of \(\Omega_m\) and \(\sigma_8\) with a few percent level precision for most of the fields. We find that the marginalization performed by the network retains a wealth of cosmological information compared to a model trained on maps from gravity-only N-body simulations that are not contaminated by astrophysical effects. Finally, we train our networks on multifields – 2D maps that contain several fields as different colors or channels – and find that not only they can infer the value of all parameters with higher accuracy than networks trained on individual fields, but they can constrain the value of \(\Omega_m\) with higher accuracy than the maps from the N-body simulations.

A wealth of information from cosmological surveys remains out of reach owing to (1) the lack of an optimal method to extract that information and (2) the contamination introduced by uncertain astrophysical processes such as the impact of supernova explosions and growing supermassive black holes. This hinders our ability to learn about fundamental physics behind the laws and constituents of our Universe from cosmological data. We show for the first time that neural networks trained on thousands of galaxy formation simulations with varying cosmological and astrophysical models can help overcome these challenges by extracting the relevant cosmological information directly from multiple raw data fields while simultaneously marginalizing over uncertainties in astrophysical effects.
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arises because astrophysical processes, such as feedback from supernovae and active galactic nuclei (AGN), are expected to affect the distribution and properties of matter and galaxies in a poorly understood manner; for a generic statistic, the effect of baryonic physics is largely unknown.

One possibility to tackle these problems is to use artificial neural networks to extract information from the field while simultaneously marginalizing over uncertain baryonic effects. We have recently demonstrated using Gaussian density fields that neural networks can achieve both goals (20). While many works have used neural networks to extract cosmological information from gravity-only N-body simulations (21–29), to our knowledge no such analysis has been performed using state-of-the-art cosmological hydrodynamic simulations with full galaxy formation physics and leveraging the information content of multiple baryonic fields simultaneously.

In this work, we make use of data from the Cosmology and Astrophysics with MachinE Learning Simulations (CAMELS) project (30) to perform likelihood-free inference of cosmological parameters from 2D projected distributions of a variety of fields evolved in the simulations. CAMELS contains more than 4,000 cosmological N-body and state-of-the-art hydrodynamic simulations, where each simulation represents a Universe with a different cosmological and astrophysical model. The hydrodynamic simulations have been run with two different codes and baryonic subgrid models: IllustrisTNG (31, 32) and SIMBA (33) simulations, that include radiative cooling and heating, star formation, stellar evolution, galactic winds, the formation and growth of supermassive black holes, and feedback from AGN; this set of input physics can yield observationally-concordant galaxy populations in current models (Somerville+Dave 2015). The value of the cosmological and astrophysical parameters in the simulations is varied across a wide range, so that posterior location and width from simulated data from the middle of the range are not affected by priors.

From the hydrodynamic simulations, we generate tens of thousands of 2D maps for 13 different fields (from dark matter to gas and stellar properties), which are affected by astrophysical effects at very different levels. These maps represent a small area of $25 \times 25 \, (h^{-1}\text{Mpc})^2$ and have a spatial resolution of $\approx 100 \, h^{-1}\text{kpc}$. We then feed these maps to convolutional neural networks that are trained to perform likelihood-free inference on the value of the cosmological parameters while marginalizing over the astrophysical effects at the field level.

We show that neural networks not only can marginalize over baryonic effects at the field level, but they also achieve percent level constraints on the value of the cosmological parameters for most of the fields. This illustrates the enormous amount of cosmological information that is embedded in small scales in the fully non-linear regime. We compare our results to those obtained from maps that are not contaminated by astrophysical effects (the maps from the gravity-only N-body simulations), and we show that the network does not lose much information when performing the marginalization over the astrophysical effects. In addition, we train neural networks to perform likelihood-free inference on multifields, defined as 2D maps that contain multiple fields simultaneously as different colors or channels. We show for the first time that the multi-field configuration provides the tightest constraints on most parameters despite the widely different astrophysical effects on each channel, outperforming the results from maps not contaminated by astrophysical effects. Finally, we discuss how our results can be used for forward models and the challenges associated with this method before they can be applied to data from cosmological surveys.

Results

We now present the main results of this work. We first illustrate in detail our method with one particular field: gas temperature. We then describe the results obtained for all other fields. Next, we present the results for the multifield maps and the N-body simulations. Unless otherwise stated, we only show results obtained from maps from the 1,000 IllustrisTNG hydrodynamic simulations belonging to the CAMELS project. Results are very similar if we instead use maps from the 1,000 SIMBA hydrodynamic simulations from CAMELS, which are run with a completely different code and utilize a very distinct subgrid physics implementation. We emphasize that unless otherwise stated, we show results when training networks on maps from the IllustrisTNG simulations and testing the model on maps from the same set of simulations‡‡. In the discussion section we describe the plausible outcome of training the networks on maps from one simulation suite and test them on maps from the other simulation suite.

Gas temperature. In the upper panels of Fig. 1 we show examples of one of the 13 fields considered in this paper: gas temperature. Each map represents a region of $25 \times 25 \, (h^{-1}\text{Mpc})^2$ and contains 256 × 256 pixels; the value of the cosmological and astrophysical parameters is different for each map. In terms of the astrophysical parameters, $\delta_{\text{AGN1}}$ and $\delta_{\text{SN1}}$ control the efficiency of galactic winds, while $\delta_{\text{AGN2}}$ and $\delta_{\text{SN2}}$ characterize AGN feedback. Since each simulation was run with a different value of the random seed used to generate the initial conditions, each map also represents a different realization of the cosmic web. The regions where the gas is colder are shown in black, and they tend to correspond to cosmic voids. In white we show the regions where the gas is hotter, corresponding to places where dark matter halos hosting galaxies are located. These regions are typically surrounded by hot bubbles whose morphology depends on cosmology but also on the efficiency of the astrophysical processes. These maps clearly illustrate the diversity of cosmological and astrophysical models present in the CAMELS simulations.

Our goal in this paper is to infer cosmological and astrophysical parameters directly from these maps. To achieve this, we take 13,500 of these maps (training set) and train a neural network to predict the mean and standard deviation of the marginal posterior for each of the six cosmological and astrophysical parameters (see the Neural networks subsection below for details). Once the network is trained, we input to it 40 maps that it has never seen before (belonging to the test set) and show the results in the bottom panels of Fig. 1. We find that the network is able to infer the value of the cosmological parameters with a surprisingly high accuracy: $\langle \delta\Omega_m/\Omega_m \rangle \approx 3.5\%$ and $\langle \delta\sigma_8/\sigma_8 \rangle \approx 5.3\%$. We emphasize that these constraints are obtained from the maps themselves (i.e. without using intermediate summary statistics) and incorporate the marginalization over astrophysical effects as well as the effects of cosmic variance.

‡‡The maps in the testing set have not been seen by the neural network though.
Fig. 1. We train a convolutional neural network to perform likelihood-free inference on the value of cosmological and astrophysical parameters from gas temperature maps. The top panels show examples of those maps. Each map contains $256 \times 256$ pixels over an area of $(25 \, h^{-1} \text{Mpc})^2$ and has a different value of the cosmological and astrophysical parameters. With the network trained, we input to it 40 gas temperature maps from the test set (i.e. never seen by the network). For each of these maps the network outputs the mean and standard deviation of the posterior. We show the results in the bottom panels; each panel shows the results for a different parameter. Points are color-coded according to their truth value of $\Omega_m$. As can be seen, the network is able to infer the value of the cosmological parameters with high-accuracy while marginalizing over astrophysical effects at the field level.

For these maps, the network can also infer the value of the two parameters controlling supernova feedback, but with larger errorbars. For the AGN parameters, the network can only predict the prior mean for $A_{\text{AGN1}}$, showing that those maps do not contain much information about that parameter, or alternatively, our network is not powerful enough to extract that information. Similarly, the network can only infer the value of $A_{\text{AGN2}}$ with large uncertainty.

All fields. We repeat the above exercise for each of the 13 different fields considered in this work, 1) gas density $M_{\text{gas}}$, 2) gas velocity $V_{\text{gas}}$, 3) gas temperature $T$, 4) gas metallicity $Z$, 5) gas pressure $P$, 6) electron number density $n_e$, 7) neutral hydrogen density $\text{HI}$, 8) stellar mass density $M_*$, 9) dark matter density $M_{\text{dm}}$, 10) dark matter velocity $V_{\text{dm}}$, 11) magnetic fields $B$, 12) total matter density $M_{\text{tot}}$, and 13) the ratio between the magnesium and iron mass content of gas $\text{Mg}/\text{Fe}$. Furthermore, we also do the analysis on a particular multifield MF that contains images with 11 different colors, or channels,
Fig. 2. We train neural networks to perform likelihood-free inference on $\Omega_m$, $\sigma_8$, and the value of four astrophysical parameters from maps of 13 different fields and one multifield (see Fig. 6 for an illustration on the different fields). We use the trained networks to predict the mean and standard deviation of the posterior from a set of 40 maps of the test set of each field. In this plot we show the network prediction for $\Omega_m$, minus its truth value, versus the true value, for all fields. As can be seen, the network is able to recover the true value in the different cases with different accuracy; while errors for total matter and dark matter are small, they are much larger for the stellar mass and the $M_{\text{gas}}/\text{Fe}$ field. However, even for the latter, the network is able to infer the value of $\Omega_m$ with an error of $\langle \delta \Omega_m / \Omega_m \rangle$ of 11.4% (see colored numbers). All results are from maps from hydrodynamic simulations, with the exception of N-body maps, that arise from gravity-only simulations. The MF maps represents images with 11 different colors or channels: multifield. Each channel contains a different property: $M_{\text{gas}}$, $M_{\text{tot}}$, $M_*$, $V_{\text{gas}}$, HI, $P$, $T$, $Z$, $n_e$, $B$, and $M_{\text{gas}}/\text{Fe}$. The derived constraints incorporate the effects of 1) marginalizing over astrophysical effects (with the exception of the N-body case) and 2) cosmic variance.

Fig. 2 shows the results when testing the different networks to infer the value of the parameter $\Omega_m$. As can be seen, the network trained on some fields can infer the value of this cosmological parameter with higher accuracy than others. For instance, the dark matter density achieves an average relative accuracy, defined as $\langle \sigma_i / \mu_i \rangle$ where $\mu_i$ and $\sigma_i$ are the mean and standard deviation of the marginal posterior, of 2.9% while for gas metallicity this number increases to 8.8%. This is expected as the impact of astrophysical effects on the different fields is very different. We also note that we do not observe

(all fields above with the exception of dark matter density and dark matter velocity) and also on total matter density maps from the gravity-only simulations (Nbody), which, as opposed to all other fields, are not affected by astrophysical effects.)
significant biases in the network predictions for all fields, with the possible exception of the stellar mass density.

Fig. 3 shows the average relative accuracy reached by the networks for all different fields and for the different parameters. We do not show the results for the AGN parameters as they are poorly constrained in all cases. Similarly to above, different fields are more sensitive to cosmology than others; the same is true for the astrophysical parameters.

We remind the reader that all the results are derived from present-day, or \( z = 0 \), maps covering an area of \( 25 \times 25 (h^{-1} \text{Mpc})^2 \) and a resolution of \( \approx 100 h^{-1} \text{kpc} \). The constraints derived for the value of the cosmological parameters incorporate the effects of cosmic variance and the degradation due to the marginalization over astrophysical effects.

**Hydrodynamic fields.** Of all the fields from the hydrodynamic simulations, \( M_{\text{dm}} \) and \( M_{\text{tot}} \) allow to place the tightest constraints on the value of \( \Omega_m \) and \( \sigma_8 \). We believe that this is because they are the ones least affected by astrophysical effects, and therefore the cosmological signal is stronger and less contaminated. Besides, these parameters are defined over the total matter density field, and the dark matter density is a good proxy for the total mass. For the fields related to gas properties, the neutral hydrogen density (HI), gas density \( (M_{\text{gas}}) \), and electron density \( (n_e) \) are the most sensitive to cosmology, while the ratio between the magnesium and iron \( (\text{Mg}/\text{Fe}) \) is the least. The stellar mass density \( (M_*) \) yields the overall worst constraints. This could be due to the inherent sparsity associated with this field (most of the pixels are zero) and we believe that other kinds of networks, e.g., graph neural networks and deep sets, may perform better on those fields.

Regarding the astrophysical parameters, we find that the gas metallicity yields the highest accuracy on both \( A_{\text{SN1}} \) and \( A_{\text{SN2}} \), followed by gas pressure, magnetic fields, and \( \text{Mg}/\text{Fe} \). One may expect that both the gas metallicity and the ratio of magnesium over iron will exhibit a strong response to changes in the efficiency of feedback, much more than, e.g., the dark matter field, that can only be affected by these processes as a backreaction. This explains why the least sensitive fields to the astrophysical parameters are thus \( M_{\text{dm}} \), \( M_{\text{tot}} \), and \( V_{\text{dm}} \). It is however interesting to see that stellar mass density does not seem very sensitive to the astrophysical parameters either, although this could be due to the sparsity of the field.

**Multifield.** In Figs. 2 and 3 we see that the network trained on the maps that contain eleven channels (MF) can infer the value of \( \Omega_m \), \( A_{\text{SN1}} \), and \( A_{\text{SN2}} \) with higher accuracy than all other individual fields from the hydrodynamic simulations. This seems reasonable since the combination of these maps should contain more information than each individual field. We believe that in this case, the network may not only be using information from each individual field, but also making use of their cross-correlations, which not only are expected to be robust to systematic effects, but they can also break parameter degeneracies present in individual fields. The network can infer the value of \( A_{\text{SN1}} \) and \( A_{\text{SN2}} \) with \( \approx 40\% \) higher accuracy than the most sensitive individual field, the gas metallicity. For \( \Omega_m \), the MF network accuracy is \( \approx 35\% \) and \( \geq 15\% \) better.

---

**Fig. 3.** We have trained convolutional neural networks to predict the mean \( (\mu_\theta) \) and standard deviation \( (\sigma_\theta) \) of the posterior for the parameters \( \Omega_m \), \( \sigma_8 \), \( A_{\text{SN1}} \), \( A_{\text{SN2}} \), \( A_{\text{AGN1}} \), and \( A_{\text{AGN2}} \) using as input different fields from the hydrodynamic simulations: \( M_{\text{dm}} \) (dark matter density), \( M_{\text{tot}} \) (total matter density), \( n_e \) (electron number density), \( T \) (gas temperature), \( P \) (gas pressure), \( n_{\text{HI}} \) (neutral hydrogen density), \( M_{\text{gas}} \) (gas density), \( V_{\text{dm}} \) (dark matter velocity), \( B \) (magnetic fields modulus), \( V_{\text{gas}} \) (gas velocity), \( Z \) (gas metallicity), \( \text{Mg}/\text{Fe} \) (magnesium over iron ratio in the gas phase), and \( M_* \) (stellar mass density), as well as the total matter from gravity-only N-body simulations (Nbody). We have also considered the case of a multifield that includes all fields above with the exception of \( A_{\text{SN2}} \) and \( V_{\text{dm}} \), as different channels of the same input image; we denote these maps as MF. This figure shows the mean relative accuracy, \( (\mu_\theta/\mu_\theta)_\text{mean} \), for all different fields and for four parameters; constraints on the AGN parameters are very poor in all cases and are not shown. Fields such as \( M_{\text{dm}} \) and \( M_{\text{tot}} \) contain a large amount of cosmological information while very little about astrophysics. On the other hand, fields such as \( Z \) and \( \text{Mg}/\text{Fe} \) are good to constrain the value of the astrophysical parameters but not for the cosmological ones. In all cases, combining the fields as different channels of the same map yields tighter constraints than each individual field separately. Note that the constraints on \( \Omega_m \) from the multifield are better than those from the N-body maps, that are not affected by astrophysical effects.
than the one achieved by the network trained on the $M_{\text{tot}}$ and $M_{\text{dm}}$ fields. On the other hand, for $\sigma_8$, the MF field yields a slightly worse accuracy than $M_{\text{dm}}$ does, but better than $M_{\text{tot}}$, though we believe that these differences are not statistically significant. We remind the reader that the MF maps do not contain explicit information about $M_{\text{dm}}$ and $V_{\text{dm}}$.

**N-body fields.** We find that the network trained on maps from the gravity-only simulations (N-body) achieves the highest accuracy on $\sigma_8$ ($\approx 2\%$) when compared with the fields from the hydrodynamic simulations. This result is expected as those maps are not contaminated by astrophysical processes, and therefore the network does not need to marginalize over them. On the other hand, the accuracy reached on $\Omega_m$ is $3\%$, slightly worse than the one obtained on this parameter when training a network using the dark matter field of the hydrodynamic simulations ($2.9\%$). However, we do not believe that this difference is statistically significant.

What is more interesting is that for $\Omega_m$, the network trained on the multifield maps achieves higher accuracy than the one trained on N-body maps. This may not seem physical, as the maps from the N-body simulations are not contaminated by astrophysical effects, but we believe several factors could explain these results. First, $\Omega_m$ is the sum of $\Omega_{\text{dm}}$ plus $\Omega_b$, and hydrodynamic fields (e.g., gas properties) may carry more information about $\Omega_b$ than their N-body counterparts. Second, the network may be exploiting the use of cross-correlations to beat down the errors from cosmic variance. In other words, with two fields sampling the same region, one can extract information from each individual field but also from their cross-correlation and cross-correlation coefficient. Third, the different channels (fields) may keep information about the evolutionary history in different ways that when used together may allow a better reconstruction than each individual field. These conditions cannot be satisfied by the maps from the N-body simulations, and may be the origin of the additional information the multifield is able to extract.

**Discussion**

In this section we first summarize the main conclusions of this work, discussing the implications of our results for the multifield maps. We then present the limitations of this methodology and discuss the road map needed to use this approach with real data.

The main conclusions of this work can be summarized as follows:

- **Neural networks.** Trained to extract the maximum information while marginalizing over astrophysics effects at the field level, one can infer the value of $\Omega_m$ and $\sigma_8$ with a few percent precision from 2D maps covering a tiny area of $(25\ h^{-1}\text{Mpc})^2$. This result holds for 13 different fields from state-of-the-art hydrodynamic simulations that are affected by astrophysical effects in very different ways.

- **The fields that allow a tighter constrain on the cosmological parameters** are the dark matter density and total matter density, followed by neutral hydrogen density, gas density, and electron number density. The worst constraints are derived from the stellar mass density.

- **Unorthodox fields** such as the gas-phase ratio between magnesium and iron Mg/Fe allow to constrain the value of $\Omega_m$ and $\sigma_8$ with relatively high precision ($11\%$ and $5.1\%$, respectively) from the small 2D maps.

- **The fields that carry more information about the astrophysical model** are the gas metallicity, the gas pressure, and the magnetic fields. The dark matter density and velocity fields yield instead the worst constraints on the astrophysical parameters.

- **Combining several fields, as different colors of the same image — multifield — allows one to retrieve the largest amount of cosmological and astrophysical information.** We find that these fields contain more information than that accessible via maps that are not contaminated by astrophysical effects, namely the maps from the gravity-only simulations.

- **When comparing the results obtained by training networks on the total matter density from hydrodynamic and gravity-only simulations,** we find that the N-body maps allow to place tighter constraints, but those from the hydrodynamic simulations are not much worse. This suggests that the network is extracting information in a complicated manner making use of small-scale features.

It is interesting to note that while the multifield approach yields very significant improvements on the constraints of the parameters, they may be more modest than one could have expected. This may be due to the fact that all our fields are strongly correlated among themselves (see for instance Fig. 6). While this is not good news from the point of view of obtaining tighter constraints to improve our understanding of fundamental physics, we can turn this around and explore it as an advantage to internally validate the method. For instance, one can use the subset of fields that are more sensitive to cosmology and astrophysics and determine the parameters with as high accuracy as possible from them. With those values, one can run simulations and take the fields not used to determine the parameters as predictions of the model, that can be directly contrasted with data. This approach will provide an internal cross-check to quantify the validity of the method.

**Limitations.** One critical aspect to consider is the robustness of this method. In other words, how does this method behave under the presence of systematic effects? To check this, we take the network that has been trained on gas temperature maps of the IllustrisTNG simulations and test it on gas temperature maps from the SIMBA simulations. We remind the reader that those two simulation suites are part of the CAMELS project, and differ in the method used to solve the hydrodynamic equations as well as the subgrid galaxy formation implementation. We show the results in Fig. 4.

We find that under this setup, the network is not able to infer the correct value of the cosmological parameters; not only the mean of the posterior is off, but also the standard deviation of the posterior is incorrectly predicted. Note that we do not attempt to test the network on the value of the astrophysical parameters, as those are different among the IllustrisTNG and SIMBA simulations (see 30), so we do not expect them to work.

This behaviour can be due to several factors. First, it can be attributed to the large, intrinsic, differences between the IllustrisTNG and SIMBA simulations. We illustrate this
point in Fig. 5, where we show gas temperature maps from two simulations with the same initial conditions and the same value of the cosmological and astrophysical parameters (fiducial model). As can be seen, the large-scale gas distribution in the SIMBA simulation is significantly hotter than that in IllustrisTNG, owing to the long range effect of collimated outflows driven by AGN (33, 34). These differences are a manifestation of the distinct subgrid models implemented in each simulation.

On the other hand, one could have expected that given the large range of variation in the value of the astrophysical parameters, the two simulations should overlap over a relatively large volume in parameter space that would in any case be marginalized over. However, this may not be the case; the range of variation in the parameters may not be wide enough, or the parameters that are kept fixed may be producing differences large enough to prevent the overlap of the two simulation sets. Another possibility is that the network is learning unique features of each simulation (e.g. numerical artifacts) and therefore it fails when tested on a different simulation than the one used to train the network. Exploring these different hypotheses is beyond the scope of this work and we plan to address this in future work.

While the network trained on gas temperature maps is not robust to systematic effects, this conclusion is not generic to all other fields. In a companion paper (35), we show that for some fields, specifically the total matter density field, the neural networks do not suffer from this problem, and training them on one suite of simulations does allow them to infer the true cosmology from a completely different simulation suite. To address the robustness issues raised above, it will be beneficial to explore in future work the use of contrast learning (36) to force the network to learn robust summary statistics of the data.

Our results are promising and open the door to extracting information from cosmological surveys targeting different fields without the need to use summary statistics or apply a cut in scale to avoid contamination from astrophysical effects. Moreover, our results with multifields show that a large fraction of information can in principle be retrieved from a subset of all fields. This may allow us to use some fields to infer the cosmological and astrophysical model while using other fields for cross-checking and validating the entire pipeline.

While promising, more work is needed in this direction before this method can be used with real data. First, the parameter space must be broadened, both for cosmology (including parameters such as neutrino masses and the Hubble constant) and astrophysics (including all parameters that can potentially affect a given observable). Second, further work is needed to make the method robust against systematic effects. Third, while in this work we have assumed that the fields can be observed without noise, this is not the case with real data. It is thus important to include the noise and instrumental effects that enter into direct observables, and retrain the network with those. Fourth, some of the fields considered in this work are not directly observable. Therefore it is important to repeat this exercise with fields that can be directly observed with cosmological surveys. Finally, given the small volume covered by our simulations, super-sample effects are not properly modeled. While naively one may expect that these effects may degrade the parameter constraints, it is not clear if this will be the case when the information is extracted from the field itself or whether the network may use that to extract additional information. Despite these challenges, we believe the potential of this approach is enormous, and can transform the manner we do cosmology.

Finally, we release all the maps from all fields used in this work in the CAMELS Multifield Dataset (CMD). We also

---

55 The spatial distribution of matter, gas, galaxies, etc., is affected by large-scale perturbations not modeled in our simulations due to their small volume.
make our codes publicly available and provide the weights of the trained networks to allow the community to reproduce our results. We formulate the problems encountered in this work as a challenge, and open it to the whole community. Instructions on how to download the data, codes, and network weights can be found at https://camels-multifield-dataset.readthedocs.io.

Materials and Methods

In this section we describe the data we employ and how we generated it from the CAMELS simulations (30). We also outline the architecture of the networks used to perform parameter inference and the details of their training.

The CAMELS simulations. We use data from the CAMELS project (30). CAMELS is a set of 4,233 numerical simulations: 2,184 2D mesh with 8|www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Francisco Villaescusa-Navarro

parameters are organized in a latin-hypercube. Each simulation in this set has different initial conditions. We refer the reader to (30) for further details on the CAMELS project.

Field maps. From the simulations we create 2-dimensional maps from a generic field using the following procedure. First, we select the particles within a slice of dimensions 25 × 25 × 5 (h⁻¹ Mpc)³. Next, these particles and their properties are assigned to a regular 2D mesh with 256 × 256 pixels. We carry out that assignment assuming that each particle is a uniform sphere. The radii of the dark matter and gas particles is computed as the distance to their 32nd closest dark matter and gas particle, respectively. We assume that the radii of star and black hole particles are zero. We consider a total of 13 fields plus one multifield, as follows:

1. N-body: total mass density from N-body simulations. These are not contaminated by astrophysical effects.
2. M_gas: gas density.
3. M_dm: dark matter density.
4. M_st: stellar mass density.
5. V_gas: gas velocity modulus.
6. V_dm: dark matter velocity modulus.
7. T: gas temperature.
8. Z: gas metallicity.
9. H: neutral hydrogen density.
10. n_e: electron number density.
11. P: gas pressure.
12. B: magnetic field modulus.
13. Mg/Fe: ratio between the magnesium and iron mass.
14. M_tot: total mass (gas plus dark matter plus stars plus black holes) density. Note that this field is the same as the one in N-body, but created from hydrodynamic simulations, and therefore, contaminated by astrophysical effects.

For each simulation we generate 15 maps; 5 maps in the XY plane, 5 maps in the YZ plane and 5 maps in the XZ plane. We show examples of these maps in Fig. 6. While some images look rather similar (e.g. M_gas, M_dm, n_e, P, H, others show a very distinct morphology (e.g. Mg/Fe).

The goal of this work is to train deep convolutional neural networks on these maps to perform likelihood-free inference of the value of the cosmological and astrophysical parameters. In particular, we want to quantify how accurately we can infer the value of the cosmological parameters from the different fields, which are affected by astrophysical effects in very different and distinct ways; while the effect is expected to be moderate for dark matter, for fields such as Mg/Fe the effect is expected to be more dramatic. Further, we want to compare our results against those that we obtain when we use fields that are not affected by astrophysics effects (using the N-body maps), and quantify how much information we can gain when using several fields at the same time (multifield).

For each field, we split the entire data set, containing 15,000 images (15 maps per simulation for 1,000 simulations) into training (900 simulations and 13,500 maps), validation (50 simulations and 750 maps), and testing (50 simulations and 750 maps). We emphasize that maps from a given simulation can only be included in the training, validation or testing set, to avoid spurious leakage from internal correlations among maps. We train the networks using data augmentation, consisting in eight unique image transformations built from rotations and flippings.

Neural networks. We use convolutional neural networks to find the mapping between the 2D maps and the posterior

\[ p(\theta | X) , \]

where \( \theta = (\Omega_m, \sigma_8, A_{SN1}, A_{SN2}, A_{AGN1}, A_{AGN2}) \) are the values of the parameters and \( X \) represents a (multi)field map. We note that the N-body maps are characterized by just the two cosmological parameters. In this work we do not calculate the full posterior from Eq. 1, but only the mean and variance of the marginal posteriors

\[ \mu_i(X) = \int p_i(\theta_i|X) \theta_i d\theta_i , \]

\[ \sigma_i(X) = \int p_i(\theta_i|X)(\theta_i - \mu_i)^2 d\theta_i , \]

where \( p_i(\theta_i|X) \) is the marginal posterior over the parameter \( i \)

\[ p_i(\theta_i|X) = \int \int \ldots \int p_i(\theta_i|X) d\theta_1 d\theta_2 \ldots d\theta_{i-1} d\theta_{i+1} \ldots d\theta_n . \]

The architecture of the model we use to carry out this task consists of a set of convolutional layers, combined with batchnorm and LeakyReLU activation layers, followed by two fully connected layers.
Fig. 6. This figure shows maps from the different fields considered. From top-left to bottom-right: gas density ($M_{\text{gas}}$), gas velocity ($V_{\text{gas}}$), gas temperature ($T$), gas pressure ($P$), dark matter density ($M_{\text{dm}}$), dark matter velocity ($V_{\text{dm}}$), electron number density ($n_e$), magnetic field ($B$), stellar mass density ($M_*$), neutral hydrogen density (H I), gas metallicity ($Z$), and magnesium over iron ($\text{Mg/Fe}$). In our analysis we also consider the total matter density ($M_{\text{tot}}$), that receives contributions from the gas, dark matter, stellar, and black-holes components; this field is generated from both hydrodynamic simulations and gravity-only N-body simulations. The total matter density field is, visually, very similar to the dark matter density field, and we do not show it here for clarity. Each map represents a projection of a region with dimensions $25 \times 25 \times 5$ ($h^{-1}$ Mpc)$^3$ along the smaller axis. We feed these images, either from a single field or from a multifield configuration, to neural networks whose goal is to perform likelihood-free inference on the value of the cosmological and astrophysical parameters. In all maps regions in black and white represent places where the value of the considered field is low and high, respectively.

The details of the model can be found in Fig. 7. We choose that model because it gave us the most accurate results after trying many different models with different numbers of convolutional and fully connected layers.

Our model takes as input a (multi)field map and returns twelve numbers, representing the mean and variance of the marginal posterior for each of the six cosmological and astrophysical parameters from Eqs. 3 and 4. The loss function we minimize via gradient descent is

$$L = \sum_{i=1}^{6} \log \left( \sum_{j \in \text{batch}} (\theta_{i,j} - \mu_{i,j})^2 \right)$$

$$+ \sum_{i=1}^{6} \log \left( \sum_{j \in \text{batch}} (\theta_{i,j} - \mu_{i,j})^2 - \sigma_{i,j}^2 \right)^2,$$

where the interior sum runs over all elements in the batch while the external sum runs over all six parameters. This functional form arises from the moment networks described in (40), and ensures that the twelve numbers output by the network represent the mean and variance of the marginal posterior.

We have chosen to minimize the log of each term so that all terms have the same order of magnitude. Without taking the logarithm of each term, the loss function will inevitably be dominated by the parameters that are more difficult to predict (e.g., the AGN parameters for the dark matter field). In this case, the noisy estimates of the gradients from those terms can be much larger than the ones from the parameters that are more accurately predicted, making it difficult to further improve on the accuracy of the latter. When taking the logarithm of each term, the contribution of all terms are of the same order of magnitude, facilitating the learning process.

We use the AdamW optimizer (41) with a cyclical learning rate policy scheduler (42). The value of the hyperparameters (number of channels in the convolutional layers, learning rate, weight decay, and dropout rate) are tuned using the bayesian optimizer optuna (43). For that, we run 50 trials and choose the hyperparameters values that give the lowest validation loss. Each trial trains a network with the chosen value of the hyperparameters for 500 epochs using a batch size of 128. We provide further details on the architecture of our model and on the training procedure in our companion paper (44).
We have made use of the work belonging to the CAMELS Multifield Dataset (CMD), publicly available in https://camels-multifield-dataset.readthedocs.io. We also provide further details on how to work with this data in a companion paper [44].
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