Unified Active and Reactive Power Coordinated Optimization for Unbalanced Distribution Networks in Radial and Looped Topology
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Facing the high proportion of distributed generations incorporating in a single phase, the active distribution network has become more unbalanced with flexible topology. In this paper, a unified active and reactive power coordinated optimization (ARPCO) method, which is applicable in both radial and looped unbalanced distribution networks, is proposed. Aiming to reduce power losses and restrain undervoltage and overvoltage problems, the ARPCO model which regulates the active and reactive power output of distributed generations coordinately and optimally is constructed. A novel trust region sequential linear programming (SLP) method, which is effective in nonlinear and nonconvex model solving, is developed and employed in APRCO model solution. A multi-scenario case study based on the modified IEEE 123 node distribution system shows that the proposed method is able to reduce the system active power loss and solve undervoltage and overvoltage problems efficiently, at the same time maximizing the utilization of distributed generations.
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1 INTRODUCTION

With construction of low-carbon energy systems, the penetration of distributed generations (DGs) in distribution networks (DNs) has been growing rapidly (D’Adamo et al., 2009). The large amounts of grid-connected DGs have been changing the voltage level and power flow distribution of the DN (Wu et al., 2017) evidently; especially, the frequent power variation of DGs may cause voltage fluctuation and overvoltage and undervoltage problems, even sacrificing power quality. Under the worst conditions, it may lead up to the DGs out of service and destruction of electric equipment, which is a severe waste of renewable energy and power grid assets (Tonkoski et al., 2012; Eftekharnejad et al., 2013; Gao et al., 2018; Zhang et al., 2019). On the other hand, the integrated inverter-based DGs are excellent active and reactive power supply resources with a fast response speed; thus, it promotes the controllability and optimal operation potential of DN significantly (Li et al., 2018).

Generally, the reasonable reactive power optimization can restrain supply voltage fluctuation introduced by DGs and reduce active power loss of DN. In Chen et al. (2015), a centralized reactive power optimization method designed for low-voltage DN is proposed to reduce power losses. In Daratha et al. (2014) and Wang et al. (2014), volt/var optimization of DN is implemented by
comprehensive regulation of on-load tap changers (OLTCs), static var compensators (SVCs), and CBs. In Tonkoski et al. (2011) and Lemkens et al. (2013), the photovoltaic (PV) active power curtailment strategy based on voltage droop is proposed to restrain the overvoltage problem. Although the DN safe operation is ensured, the renewable energy power is wasted. Actually, the typical DGs, for example, PVs, are installed in DN with inverters, of which the active and reactive power can be controlled separately. In addition, in Barr and Majumder (2014), grid voltage feedback is introduced into the reactive power control loop of the DG inverter to limit the voltage rise of point of common coupling (PCC) by real-time adjustment of DG reactive power output. However, voltage is regulated locally by this method and voltage qualification of the whole network cannot be guaranteed. Calderaro et al. (2014) proposes a DN voltage control method with the objective of minimizing the reactive power output of DGs, and the DN voltage is regulated with relatively small occupation of DG capacity. Li et al. (2020) further considers the coordination of PV reactive power output and OLTC. It has been widely known that the remaining capacity of DGs can be high-quality reactive power sources to provide auxiliary services as voltage regulation, power losses, and so forth. In Farivar et al. (2012), a second-order cone programming (SOCP)-based inverter varoptimization model is established to reduce DN active power losses within the bus voltage limitations, and Zheng et al. (2016) develop an alternating direction method of multipliers based on the full distributed algorithm to solve the proposed SOC model.

The above research studies are all based on balanced network assumption; however, the low-voltage DN is always unbalanced due to the fact that the load unbalance, line parameter asymmetry, and open-phase operation are ubiquitous (Omar and Rahim, 2012; Kekatos et al., 2016). Moreover, rooftop PVs and electrical vehicles aggravate unbalance in low-voltage DN (Kamh and Iravani, 2016; Yan and Saha, 2012). Therefore, the three balanced assumptions will introduce large errors in DN operation, and adopting the tri-phase model in the unbalanced system has been widely accepted (Kamh and Iravani, 2010; Wang et al., 2015). In Daratha et al. (2014), a coordinated optimization model is developed for unbalanced DN, which coordinates OLTC, CBs, and reactive output of DGs to control DN bus voltage and reduce active power loss. In addition, Mostafa et al. (2013) proposed a multi-objective optimization method for operating DN co-operating a large number of single-phase solar generators, and the current unbalance and energy loss are minimized via reactive compensation devices and reconfiguration switches. Moreover, both the bus active and reactive power injection impact the bus voltage significantly due to the high R/X ration in DN. It is complex that the active power and reactive power output of DGs are coupled tightly, which may need other measures when the inverter active power is high and the inverter remaining capacity cannot compensate overvoltage adequately. Consequently, Kulmala et al. (2014) present a sensitivity-based active and reactive power coordinated control algorithm. In the case of overvoltage, reactive power control should be carried out preferentially. If the reactive power control method cannot restore the bus voltage, the active power control is implemented, which usually includes DG active power output curtailment. However, in the aforementioned method, the active and reactive powers are controlled individually, which is not consistent with the fact that DG active and reactive powers are highly coupled.

To fill the research gaps shown as above, a unified active and reactive power coordinated optimization (ARPCO) method is proposed for unbalanced DN incorporating distributed grid-connected PV generations. The proposed method coordinates active and reactive output powers of PVs via the constructed optimization model, which could maximize the active power output of PVs as well as minimize active power loss on the premise of supply voltage qualification under various operation statuses of DN. Moreover, the proposed ARPCO is highly applicable in both radial and looped topologies.

The main contributions of this paper are described as follows:

1. With consideration of high coupling between active and reactive power outputs of DGs, the ARPCO model which is unified in radial and looped topologies is established to maximize the unitization of DGs and minimize active power loss of DN.
2. A trust region sequential linear programming (SLP) algorithm is proposed to solve the ARPCO model effectively. The proposed SLP is effective in nonconvex and nonlinear model solving, while its accuracy and convergence speed are improved evidently compared with the existing fixed step-size SLP.

The rest of the paper is organized as follows: Section 2 presents the established ARPCO model. In Section 3, the trusted region SLP algorithm is illustrated detailedly in the ARPCO model solution. The multi-scenario case study based on modified IEEE 123 node unbalanced DN is described in Section 4, which validates the proposed method. Section 5 concludes this paper.

2 COORDINATED OPTIMIZATION MODEL

2.1 Objective Functions

The main objectives of this study are as follows:

— To minimize active power loss of the unbalanced radial and looped DN.
— To maximize active power utilization of the grid-connected DGs.

For an unbalanced DN with N nodes, the active power loss equals the sum of active power injections of all nodes including the slack bus or substation bus

\[
P_{\text{loss}} = \sum_{i=1}^{N} \sum_{\phi=A,B,C} P_i^\phi
\]

where \(P_i^\phi\) is the active power injection of phase \(\phi\) at node \(i\).
The second objective is to maximal utilization of DG’s active power, and all the DGs’ active power output is summed as

$$P_{DG} = \sum_{(i,\varphi) \in GDG} P_{i,DG}^\varphi$$  \hspace{1cm} (2)$$

where $P_{i,DG}^\varphi$ is the DG active power of $\varphi$ phase at node $i$. $(i,\varphi) \in GDG$ represents that there is a DG connected to phase $\varphi$ at node $i$.

Whole injection of each node can be described as

$$P_{i} = \begin{cases} 
  P_{i,DG}^\varphi + P_{i,load}^\varphi & (i,\varphi) \in GDG \\
  Q_{i,load}^\varphi & otherwise 
\end{cases}$$

$$= \begin{cases} 
  Q_{i,DG}^\varphi + Q_{i,load}^\varphi & (i,\varphi) \in GDG \\
  Q_{i,load}^\varphi & otherwise 
\end{cases}$$  \hspace{1cm} (3)$$

where $P_{i,load}^\varphi$ and $Q_{i,load}^\varphi$ represent the active and reactive power loads in $i$ node phase $\varphi$, respectively, while $Q_{i,load}^\varphi$ is the reactive power output of DG.

Combining Eqs 1, 2, the objective function is determined by

$$P_{loss} = \sum_{\varphi=A,B,C} P_{i}^\varphi$$

where node 1 is the slack bus.

In Eq 4, load data are given and fixed. Therefore, minimizing $P_{loss} - P_{DG}$ is equivalent to minimize slack bus active power injection, which is a function of DGs’ active and reactive power output. It can be understood that when DGs’ active power output is maximized and active power loss is minimized with a certain load, the slack bus active power injection should be minimized. Thus, the active power absorbed from the transmission network by DN is minimized. Consequently, the objective function of the coordinated optimization is achieved by

$$\min f = \sum_{\varphi=A,B,C} P_{i}^\varphi$$  \hspace{1cm} (5)$$

2.2 Constraints

In the coordinated optimization model, the state variable, voltage of each node, and the control variable, active and reactive power output of the grid-connected DGs, must satisfy the following constraints:

$$S^{ABC} = diag[V^{ABC}] \cdot [Y^{ABC}] \cdot [V^{ABC}]^*$$  \hspace{1cm} (6)$$

$$\alpha_{min} \leq u_{\varphi} \leq \alpha_{max}$$  \hspace{1cm} (7)$$

$$0 \leq P_{i,DG}^\varphi \leq P_{i,frc}^\varphi \forall (i,\varphi) \in GDG$$  \hspace{1cm} (8)$$

$$-\alpha S_{i,DG}^\varphi \leq Q_{i,DG}^\varphi \leq \alpha S_{i,DG}^\varphi \forall (i,\varphi) \in GDG$$  \hspace{1cm} (9)$$

where Eq. 6 is the power flow equation for an unbalanced system; $S^{ABC}$, $V^{ABC}$, and $Y^{ABC}$ represent the bus power injections, bus voltage vector, and system admittance matrix, respectively, and more details about the unbalanced power flow equations can be seen in the reference (Nguyen, 1997); $u_{\varphi}$ is voltage magnitude of $i$ node $\varphi$ phase, and $\alpha_{min}$ and $\alpha_{max}$ are the allowable lower bound and upper bound, respectively; $P_{i,frc}^\varphi$ is the maximum active power output of the DG by forecast; $S_{i,DG}^\varphi$ is the inverter capability of the DG, and $\alpha$ is a coefficient, which limits the reactive power output of the DG.

The feasible region of a DG generated by Constraints 8, 9 is shown as the shadow in Figure 1A. In this study, the nonlinear constraint of DG is linearized by approximating arcs $AB$ and $CD$ in Figure 1A with lines $ab$ and $cd$ in Figure 1B, respectively.

Then, the shadow in Figure 1B, namely, the feasible region of each DG, can be described by four linear constraints:

$$\begin{cases} 
  0 \leq P_{i,DG}^\varphi \leq P_{i,frc}^\varphi \\
  \alpha S_{i,DG}^\varphi \leq Q_{i,DG}^\varphi \leq \alpha S_{i,DG}^\varphi \\
  0 < \alpha < 1 \\
  Q_{i,DG}^\varphi - Q_{i,frc}^\varphi + t(P_{i,DG}^\varphi - P_{i,frc}^\varphi) \leq 0 \\
  Q_{i,DG}^\varphi + Q_{i,frc}^\varphi - t(P_{i,DG}^\varphi - P_{i,frc}^\varphi) \geq 0 
\end{cases}$$  \hspace{1cm} (10)$$

where

$$t = \frac{\alpha S_{i,DG}^\varphi}{\sqrt{1 - \alpha^2} \times S_{i,DG}^\varphi - P_{i,frc}^\varphi}$$  \hspace{1cm} (11)$$

$$Q_{i,frc}^\varphi = \sqrt{(S_{i,DG}^\varphi)^2 - (P_{i,DG}^\varphi)^2}$$  \hspace{1cm} (12)$$

To sum up, the coordinated optimization model is achieved by

$$\min f \hspace{1cm} s.t (6), (7), (10)$$  \hspace{1cm} (13)$$

3 TRUST REGION SLP METHOD

The proposed ARPCO model is a nonlinear and nonconvex program due to the power balance Constraints 7. In recent papers, many heuristic algorithms based on artificial intelligence have been proposed to find good solutions to the optimization problem, such as the genetic algorithm (Moradi and Abedini, 2012), differential evolution (Basu, 2016), particle
swarm optimization (Gomez-Gonzalez et al., 2012; Schweickardt et al., 2016), and so forth. Moreover, the effective mathematical methods such as SLP (Olofsson et al., 1995; Mohapatra et al., 2013) and successive quadratic programing (SQP) (Palma-Behnke et al., 2004) are also proposed. However, artificial intelligence heuristic algorithms do not guarantee an optimal solution and are unreliable for practical applications. As for the SLP and SQP, they suffer from choosing an appropriate step size; for example, the small step size usually leads to slow convergence and the large step size decreases the convergence accuracy. Thus, in this paper, a trust region SLP method is proposed to achieve both a fast convergence speed and high accuracy by designing a self-adaptive step size.

3.1 Trust Region Technology
Trust region methods are a class of numerical methods for optimization, which compute a trial step by solving a trust region subproblem (Yuan, 2015). To be more specific, for a general optimization problem

$$\min f(x)$$  \hfill (14)$$

where \( f(x) \) is the objective function and \( X \) is the feasible set generated by all the constraints.

At the \( k_{th} \) iteration, a trust region algorithm obtains a trial step \( d_k \) by solving the following trust region subproblem:

$$\begin{align*}
\min & m_k(d) \\
\text{s.t.} & \|d\|_{W_k} \leq \Delta_k
\end{align*}$$  \hfill (15)$$

where \( m_k(d) \) is a model function that approximates the objective function \( f(x_k + d) \) near the current iteration point \( x_k \), \( x_k \) is an approximation to the feasible set, \( \|\| \) \( W_k \) is a norm, and \( \Delta_k > 0 \) is the trust region radius, which is altered with iteration.

3.2 Linear Approximation
One of the essential parts of trust region methods is the choice of trust region subproblem. Linear programing (LP) has been proved efficient by many scholars; thus, LP is combined with the trust region algorithm in this paper.

Assuming that \( (u_0, x_0) \) is a certain operation status of unbalanced DN, the linear approximation of the ARPCO model can be described as

$$\begin{align*}
\min & F(u_0, x_0) + \Delta_u F\Delta u + \nabla_u F\Delta x \\
\text{s.t.} & \Delta_u h\Delta u + \nabla_u h\Delta x + h(u_0, x_0) = 0 \\
& \Delta_u g\Delta u + \nabla_u g\Delta x + g(u_0, x_0) \leq 0
\end{align*}$$  \hfill (16)$$

where \( F(x) \) is the objective function, \( h(u, x) \) represents the equality constraints, \( g(u, x) \) represents the inequality constraints, \( u \) and \( x \) represent the state and controllable variables, respectively, \( F(u_0, x_0) \) is the objective function value for the operation status \( (u_0, x_0) \), \( \nabla_x F(\cdot) \) is the gradient of objective \( F \), and \( \Delta(\cdot) \) shows the variation of variable.

Therefore, at the \( k_{th} \) iteration, the LP-based trust region subproblem of (14) is

\[
\begin{align*}
\min & \sum_{q=A,B,C} \Delta P_{i,k}^q + P_{i,b}^q \\
\text{s.t.} & \Delta_P^A + \Delta_P^B + \Delta_P^C = \phi \\
& \| x \|_{\infty} \leq x_{\max} + \Delta x_{\max} \\
& 0 \leq P_{i,LDG_k} - P_{i,frc}^q - \Delta P_{i,LDG_k} \leq \Lambda_{i,DG,\Delta} \\
& Q_{i,LDG_k} + \Delta Q_{i,LDG_k} - Q_{i,frc}^q - t(L_{i,LDG_k} + \Delta P_{i,LDG_k} - P_{i,frc}^q) \leq 0 \\
& Q_{i,LDG_k} + \Delta Q_{i,LDG_k} + Q_{i,frc}^q + t(L_{i,LDG_k} + \Delta P_{i,LDG_k} - P_{i,frc}^q) \leq 0 \\
& \| u_k \|_{\infty} \leq \Delta_k
\end{align*}
\]

(17)

where subscript \( k \) represents the value of the \( k_{th} \) iteration, \( \Delta u_k \) is the vector of control variables’ variation, namely, \( \Delta P_{i,LDG,A}^q \) and \( \Delta Q_{i,LDG,k}^q \), and \( J \) is the Jacobian matrix of power flow Eq. 6.

3.3 Trust Region Radius
The essential part of the trust region algorithm is to determine an appropriate trust region radius during each iteration. At the \( k_{th} \) iteration, let \( d_k \) be a trial step which solves the trust region subproblem (15). Then, the predicted reduction of the original optimization model (14) is computed by

$$\text{Pred}_k = m_k(0) - m_k(d_k)$$  \hfill (18)$$

and the actual reduction of (15) is

$$\text{Ared}_k = f(x_k) - f(x_k + d_k)$$  \hfill (19)$$

The ratio is defined by

$$r_k = \frac{\text{Ared}_k}{\text{Pred}_k}$$  \hfill (20)$$

Then, the trust region radius of the next iteration is determined by

$$\Delta_{k+1} = \begin{cases} 
\max\{\|d_k\|, \Delta_k \} & r_k > 0.9 \\
\min\{\|d_k\|/2, \Delta_k \} & 0.1 \leq r_k \leq 0.9 \\
r_k < 0.1 
\end{cases}$$  \hfill (21)$$

It is proven in Powell and Yuan, 1990 that the trust region method features global convergence and local superlinear convergence.

The actual implementation of the proposed trust region SLP method is summarized as below:

**Step 1. Initialization.**
- Set the iteration counter \( k = 1 \);
- Initialize error bound err1 and err2, trust region radius \( \Delta_0 \);
- Initialize control variables \( u_0 \), namely, \( P_{i,0}^P \) and \( Q_{i,0}^P \), and solve the power flow Eq. 6 with \( u_0 \) to acquire the state variables \( x_0 \), namely, \( u_{\theta_i}^0 \) and \( \theta_{\phi_i}^0 \), as well as the Jacobian matrix \( J_0 \).

**Step 2. Solve the trust region subproblem.**
Step 3. Check convergence.

- Generate the LP-based trust region subproblem (17);
- Solve LP (17) and acquire $\Delta u$, namely, $\Delta P_{\text{DG},k}$ and $\Delta Q_{\text{DG},k}$;
- Calculate $\text{Pred}_k$, $\text{Ared}_k$, and $r_k$ by (18), (19), and (20), respectively.

Step 4. Acquire the optimal solutions.

- Solve the power flow Eq. 6 with $u_{k+1}$, get state variables $x_{k+1}$, and calculate the optimal objective function by $F(x_{k+1}, u_{k+1})$.

4 CASE STUDY

In order to verify the effectiveness of proposed ARPCO method for unbalanced DN, the case study is implemented on the modified IEEE 123 node unbalanced test feeder (Feeder, 1991) employing the MATLAB software. A Newton–Raphson power flow solver is developed, and the LP-based subproblem is modeled and solved in YALMIP (Lofberg, 2004) by the Cplex solver. The hardware environment is Intel i5 @ 3.3 GHz CPU with 4 GB RAM. The OS is win7 64 bit, the MATLAB version is R2015a, the YALMIP version is 20150204, and the Cplex version is 12.6.

4.1 The Modified IEEE 123 Node Test Feeder

The IEEE 123 node unbalanced distribution test feeder is used and modified by installing several distributed PVs, as is shown in Figure 2.

The voltage level of the test system is 4.16 kV, and the slack bus (node 1) voltage is set as 1.05 p.u. The total active load is 3,490 kW, while the total reactive load is 1,925 kVar. Due to the large load difference up to hundreds of kilowatts among different phases and asymmetric line parameters, the three-phase unbalance is severe in this system. Moreover, it has many zero self-impedance as well as zero mutual-impedance branches and single-phase or two-phase branches; thus, its numerical conditions are very complex.

In the test system, three single-phase PVs whose capacity is 500 kVA are connected to node 27 phase C (PV 27), node 65 phase B (PV 65), and node 101 phase A (PV 101), respectively. Then, two three-phase PVs are installed at node 47 (PV47) and node 114 (PV114), while the capacity of each phase PV is 600 kVA. PV114 is three-phase combined, and the output power of each phase can just be controlled simultaneously. PV47 is three-phase-independent, and the output power of each phase can be controlled independently.

| PV generators | Phase | Before optimization | After optimization |
|---------------|-------|---------------------|-------------------|
|               |       | Active/kW | Reactive/kVar | Active/kW | Reactive/kVar |
| PV27          | C     | 350       | 0             | 350       | 97.0          |
|               | A     | 400       | 0             | 400       | 259.4         |
| PV47          | B     | 400       | 0             | 400       | 30.4          |
|               | C     | 400       | 0             | 400       | 300           |
| PV65          | A     | 350       | 0             | 350       | 33.8          |
|               | B     | 400       | 0             | 400       | −32.7         |
| PV101         | A     | 400       | 0             | 400       | −17.9         |
|               | B     | 400       | 0             | 400       | −17.9         |
|               | C     | 400       | 0             | 400       | −17.9         |

TABLE 1 | Comparison of active and reactive power outputs before and after optimization.

FIGURE 2 | Diagram of the modified IEEE 123 nodes test feeder.
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In this study, three typical scenarios are designed with a secure voltage range of all nodes set from 0.95 p.u. to 1.05 p.u. and the reactive power output limitation coefficient $\alpha$ set on 0.5.

### 4.2 Optimal Reactive Power Allocation for Loss Reduction

In scenario 1, all the PVs operate at the forecasted maximum active power point without the reactive power output before optimization, while all the PVs keep tracking the forecasted maximum active power point with the reactive power output instructed by the proposed strategy after optimization, as is shown in Table 1.

Through this study, DGs like PV should undertake more responsibility for the system optimization, such as voltage regulation and loss reduction. Due to three-phase unbalance, the reactive power output differs among three phases, such as PV47, which is more accurate. The active power loss comparison before and after optimization is shown in Table 2.

Usually, PV inverters own considerable remaining capability, which can be used as reactive compensators if optimal allocated for loss reduction.

### 4.3 Voltage Support Under a Heavy Load

In scenario 2, the active power outputs of PVs are set as 0, which shows that the phenomenon occurs during night or cloudy days. The active and reactive load is enlarged by 1.3 times considering load increase in the future. Consequently, severe undervoltage problems would happen. By the ARPCO method, PV inverters are used as reactive compensators to support the system voltage, guaranteeing supply voltage security, as is shown in Figure 3.

It can be seen that the voltage magnitude from bus 52 to bus 101 in phase A exceeds the lower voltage secure bound before optimization. In comparison, the voltage magnitude of the whole system is lifted and the voltage of all buses and all phases is kept within the system secure voltage limitation with application of ARPCO. What is more, the voltage rise degree of different

| Loss before optimization (kW) | Loss after optimization (kW) | Reduction ratio (%) |
|-------------------------------|-----------------------------|---------------------|
| 52.3                          | 40.0                        | 23.5                |

**TABLE 2** | Comparison of active power losses before and after optimization.

**FIGURE 3** | Voltage magnitude comparison between before and after optimization: (A) phase A, (B) phase B and (C) phase C.
phases differs from each other because detailed unbalanced models are adopted and all PVs except PV114 could be controlled in the single phase. As a result, unbalanced reactive power compensation schemes are adopted according to the actual situation of each phase and voltage unbalance is alleviated.

The active power losses are also reduced in this scenario. The relationship between the active power loss and maximum reactive compensation capability of each PV inverter quantified by coefficient $\alpha$ is studied, as is shown in Table 3.

From Table 3, it can be concluded that the bigger reactive compensation capability usually brings bigger active power loss reduction. However, when the system reactive power reserve is adequate, the active power loss improvement is inconspicuous with the increase of reactive power compensation capability. For example, the active power loss decreases only 2.1 kW when the maximum reactive power compensation capability increases from 1/2 of PV capability to 3/4 of PV capability. Therefore, the present load demand, future load increase, and reactive power compensation demand should be taken into comprehensive consideration when determining optimal installation capability of DGs at the planning stage. Also, in this study, reactive power is considered as “free,” thus a more accurate model which quantifies “the price of reactive power” should be included in future work.

### 4.4 Maximize Active Power Output of DGs When Overvoltage Occurs

In scenario 3, the maximum active power output equals the installation capability for each PV, which generally occurs at noon. If all the PVs keep on the MPPT mode, the inverters retain no reactive power supply and severe overvoltage happens due to voltage rise caused by high power injection of PVs. To keep DN secure, either certain voltage regulators

| Coefficient $\alpha$ | Loss (kW) | Reduction ratio (%) |
|----------------------|-----------|---------------------|
| 0                    | 197.4     | —                   |
| 1/4                  | 160.0     | 18.94               |
| 1/2                  | 148.6     | 24.74               |
| 3/4                  | 146.7     | 25.63               |

**FIGURE 4 | Voltage magnitude comparison between before and after optimization:** (A) phase A, (B) phase B and (C) phase C.
should be installed, such as OLTC, CBs, and SVCs, or the active output of the PVs should be curtailed. By the proposed APRCO, the active power output of the PVs is maximized, that is, PV curtailment is minimized, to limit the voltage magnitude within the allowable range, needless for extra devices.

As is shown in Figure 4, severe overvoltage happens especially in phase B due to PV power injection. Employing the ARPCO, the voltages of all buses are regulated within the allowable range. Moreover, the voltage unbalance is alleviated, while the voltage in phases A and B drops with the voltage in phase C rises slightly. This is because the ARPCO model is constructed with consideration of high coupling between the three phases.

As the active power and reactive power output of PVs are optimized simultaneously, there is more PV active power absorbed by DN than the active power curtailment method, as shown in Table 4.

As shown in Table 4, PV27 needs to curtail 14 kW, PV47 needs to curtail 64 kW, PV 65 needs to curtail 8 kW, and PV101 needs to curtail 24 kW by APRCO. In contrast, at least 764 kW needs to be curtailed if only the active power curtailment method is employed. Then, there are about 7 times renewable energy source waste in the traditional active power curtailment method compared to APRCO.

### 4.5 Computational Performance Analysis

To validate effectiveness of the proposed trust region SLP method, computational analysis is done toward the proposed trust region SLP and two basic SLP methods with fixed step sizes of 0.001 and 0.0002 apparently in the aforementioned three scenarios. The convergence accuracy is set on err1 = 10-6 and err2 = 2 × 10-3 apparently. The result is given in Table 5.

The proposed trust region SLP method performs better in terms of both convergence speed and convergence accuracy. This is because the self-adaptive step size overcomes the conflict between speed and accuracy. When the fixed step size is adopted, either the convergence speed or the convergence accuracy is low. For example, a step size of 0.001 converges much faster than 0.0002, while it fails to converge in scenario 2. Also, the convergence progress of scenario 2 by different methods is analyzed in Figure 5.

It can be inferred from Figure 5 that trust region SLP converges much faster than the two SLPs with a fixed step size. When choosing Δ = 0.0002, it still has not converged after 50 iterations, while it starts to oscillate after about 30 iterations when choosing Δ = 0.001.

### 5 CONCLUSION

In order to fulfill the demand of operating radial and looped unbalanced DN with increasing penetration of DGs, a unified

| Coefficient α | Iteration times/CPU time |
|---------------|-------------------------|
|               | Trust region | Δ = 0.001 | Δ = 0.0002 |
| Scenario 1    | 14/6.32 s   | 33/16.67 s | 134/66.15 s |
| Scenario 2    | 16/7.20 s   | oscillatory | 105/56.65 s |
| Scenario 3    | 9/4.15 s    | 63/32.69 s | 311/143.61 s |

**Figure 5** shows the active power loss variation in scenario 2.

**Table 4** shows the active power output comparison among different strategies.

**Table 5** shows the relationship between active power loss and maximum reactive compensation capability.
ARPCO model is established and a trust region SLP method is proposed to solve the constructed nonlinear and nonconvex models in this paper. The multi-scenario case study based on the modified IEEE 123 node test feeder shows that (1) active power loss could be reduced and overvoltage as well as undervoltage problems could be restrained by coordinated optimization of DGs’ active and reactive power output; thus, it increases the ability of DN absorbing DGs; (2) the proposed trust region SLP method preforms well in both aspects of convergence speed and computational accuracy, superior to the fixed step SLP method. Meanwhile, it can satisfy the online optimization requirement of unbalanced DN incorporating a large amount of DGs.
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