Abstract — Distribution estimation under error-prone or non-ideal sampling modelled as "sticky" channels have been studied recently motivated by applications such as DNA computing. Missing mass, the sum of probabilities of missing letters, is an important quantity that plays a crucial role in distribution estimation, particularly in the large alphabet regime. In this work, we consider the problem of estimation of missing mass, which has been well-studied under independent and identically distributed (i.i.d) sampling, in the case when sampling is "sticky". Precisely, we consider the scenario where each sample from an unknown distribution gets repeated a geometrically-distributed number of times. We characterise the minimax rate of Mean Squared Error (MSE) of estimating missing mass from such sticky sampling channels. An upper bound on the minimax rate is obtained by bounding the risk of a modified Good-Turing estimator. We derive a matching lower bound on the minimax rate by extending the Le Cam method.

I. INTRODUCTION

Estimating distribution from samples is a fundamental question of interest in the fields of statistics, information theory and machine learning. This problem is particularly non-trivial in the large alphabet regime, i.e. when the number of samples is smaller or comparable to the alphabet size. The maximum likelihood (ML) estimator is not suitable for this regime since it assigns zero probability to the letters that are not seen in the samples, even if a considerable portion of the alphabet is not explored by the samples. To get a better estimate of the distribution in the large alphabet regime, we need to smooth the counts [1] i.e. spread the counts of the letters seen in the samples on to the letters that were not seen in the samples. Smoothing, in general, requires an estimate of the missing mass of the samples, which is the total probability of letters in the alphabet that were not seen in the samples. A popular estimator for missing mass is the Good-Turing (GT) estimator [2], which is the ratio of the number of letters that occur only once in the samples to the sample size. The GT estimator and its variants are widely used for smoothing in natural language applications like speech recognition [1], [3], spelling correction [4], information retrieval [5], and ecology [6], [7].

Missing mass has been studied theoretically when the samples generated are independent and identically distributed (i.i.d). Confidence intervals for missing mass were obtained using the GT estimator in [8] and were further improved in [9]. The concentration of missing mass about its mean was studied in [10]–[13]. The minimax risk of estimating missing mass of iid samples, from an unknown discrete alphabet, was first characterised in [14] and was further improved in [15]. The GT estimator and its several variations have been extensively studied and improved for the iid case [16]–[22]. In particular, the GT estimate for missing mass was used in [16] for classification, pattern prediction, compression and in [17], [20] to estimate the underlying distribution on par with a natural genie estimator that knows the distribution.

Recently there has been interest in estimating distributions or properties of distributions in the presence of sampling non-idealities. By sampling non-idealities, we refer to the smearing of data that could occur due to the practicalities in sampling a distribution (and making the samples non-iid) or the deletion or repetition of samples that generally occur due to lack of synchronization in data collection, storage and retrieval. For example, each sample can either be read multiple times or can not even be detected at all, during both storing and retrieval of data from DNA based storage devices [23]. In epidemiology, data about viral strains in a population is considered to be smeared since presence of a particular viral strain in an individual leads to the same strain being seen in many other individuals in the surroundings. These sampling non-idealities have been modelled in the literature as passing i.i.d samples from a distribution through a channel that repeats each sample $R$ times, where $R$ is a random variable on $\{0, 1, \ldots\}$. Note that the sample gets deleted if $R = 0$. The channel is referred to as a sticky channel if $R$ is never 0 i.e. if no sample is deleted by the channel.

Estimating the support size of a distribution from the samples output from a Poisson repeat channel (where $R$ is Poisson) was studied in [24]. Distribution estimation using samples output from a geometric sticky channel, i.e. when $R$ follows a geometric distribution, was studied in [25], [26]. Sticky channels have also been used to model sequencing errors in DNA sequencing [27]. The notion of geometric stickyness has been used in [28] to make Markov trajectories ergodic and extend the results known for ergodic Markov chains.

In this work, we consider the problem of estimating missing mass over a sticky channel. Specifically, we characterise the minimax rate of mean squared error (MSE) of estimating missing mass in samples output by a geometric sticky channel. Analysis of missing mass estimation is non-trivial even if the samples are i.i.d and becomes much tougher if the samples are output from a sticky channel that introduces memory in
A. Preliminaries

We need the following definitions to set the context for our results. The geometric distribution, denoted Geo$(p)$, assigns probability $(1 - p)^{k-1}p$ to $k \in \{1, 2, \ldots\}$. Let $\mathbf{p} \triangleq [p_1, \ldots, p_K]$ be a discrete distribution on the alphabet $\mathcal{X} = [K] \triangleq \{1, 2, \ldots, K\}$. Let $C_S(\alpha)$ denote a geometric sticky channel that, for each input symbol, generates an independent $R \sim \text{Geo}(1 - \alpha)$ and repeats the input $R$ times. Let $X^n = (X_1, X_2, \ldots, X_n)$ be a sequence output by $C_S(\alpha)$ with iid samples from $\mathbf{p}$ as the input.

For $x \in \mathcal{X}$, let

$$N_x(X^n) \triangleq \sum_{i=1}^{n} I(X_i = x),$$

where $I(\cdot)$ is an indicator random variable, denote the number of occurrences of $x$ in $X^n$. The missing mass of $\mathbf{p}$ in $X^n$ is the total probability of letters that did not appear in $X^n$. Denoting the missing mass as $M_0(X^n, \mathbf{p})$, we see that

$$M_0(X^n, \mathbf{p}) \triangleq \sum_{x \in \mathcal{X}} p_x I(N_x(X^n) = 0).$$

For $l \geq 0$, let

$$\phi_l(X^n) \triangleq \sum_{x \in \mathcal{X}} I(N_x(X^n) = l)$$

denote the number of letters that have occurred $l$ times in $X^n$. The popular and standard Good-Turing estimator \[2\] for $M_0(X^n, \mathbf{p})$ is defined as

$$\hat{M}_0^{GT}(X^n) \triangleq \frac{\phi_1(X^n)}{n}. \quad (1)$$

We will drop the arguments $X^n, \mathbf{p}$ whenever it is non-ambiguous.

We define the minimax risk, $R^*_{n, \alpha}$, of estimating $M_0(X^n, \mathbf{p})$ from a sequence $X^n$ output by a geometric sticky channel $C_S(\alpha)$ with iid samples from $\mathbf{p}$ as input, as

$$R^*_{n, \alpha} \triangleq \min_{M_0} \max_{\mathbf{p}} \mathbb{E}[(M_0(X^n, \mathbf{p}) - \hat{M}_0^{GT}(X^n))^2] \quad (2)$$

B. Markovian nature of $X^n$

A Markov chain $Z^n$ over $\mathcal{X}$ is the sequence $Z^n = (Z_1, Z_2, \ldots, Z_n)$ with the states $Z_i \in \mathcal{X}$ and

$$\Pr(Z_i = z_i | Z_{i-1} = z_{i-1}, \ldots, Z_1 = z_1) = \Pr(Z_2 = z_i | Z_1 = z_{i-1})$$

for $i = 2, \ldots, n$ and all $z_i \in \mathcal{X}$. The transition probability matrix (t.p.m) of the Markov chain, denoted $P$, is the $K \times K$ matrix with $(i, j)$-th element $P_{ij}$ (or $P(j|i)$) $\triangleq \Pr(Z_2 = j | Z_1 = i)$. A distribution $\pi = [\pi_1, \ldots, \pi_K]$ on $\mathcal{X} = [K]$ is said to be a stationary or invariant distribution of the Markov chain if $\pi P = \pi$. \[29\]

The geometric stickiness of $C_S(\alpha)$ leads to the sequence $X^n$ being generated as follows: the channel $C_S(\alpha)$ draws a sample from $\mathbf{p}$ and outputs it as $X_1$. For $i \geq 2$, the channel sets $X_i$

1) to $X_{i-1}$, with probability $\alpha$,
2) to an independent sample from $\mathbf{p}$, with probability $1 - \alpha$.

Therefore the sequence $X^n$ is a Markov chain with

$$\Pr(X_i = z | X_{i-1} = y) = \alpha I(z = y) + (1 - \alpha)p_y,$$

for $y, z \in \mathcal{X}$, $i = 2, \ldots, n$, \quad (3)

i.e. the sequence $X^n$ is a stationary Markov chain with t.p.m $P = \alpha I_{K \times K} + (1 - \alpha) 1_{K \times 1} \mathbf{p}$, where $1_{K \times 1}$ is the all ones column vector of length $K$, and with $\mathbf{p}$ as the stationary distribution.

C. Estimators for $M_0$ of sticky samples

We first consider the bias of a scaled version of the Good-Turing estimator \[1\] in estimating $M_0$ from sticky samples. For $m = 1$ to $n$, let $X_{\sim m} \triangleq (X_1, \ldots, X_{m-1}, X_{m+1}, \ldots, X_n)$ denote the samples from $X_1$ to $X_n$ except $X_m$. Let $X_i^\dagger \triangleq (X_1, \ldots, X_j)$ denote the samples from $X_1$ to $X_j$.

$$E \left[ \frac{\kappa \hat{M}_0^{GT}(X^n) - M_0(X^n, \mathbf{p})}{\kappa} \right]$$

$$= \frac{1}{n} \sum_{x \in \mathcal{X}} \left( \sum_{m=1}^{n} \kappa \Pr(X_m = x, X_{\sim m} = 0) - p_x \Pr(N_x = 0) \right)$$

For a sequence $X^n$ output by a geometric sticky channel $C_S(\alpha)$ with iid samples from $\mathbf{p}$ as input, we have

1) $\Pr(N_x(X^n) = 0) \overset{(a)}{=} (1 - p_x) (1 - (1 - \alpha)p_x)^{n-1},$

2) for $2 \leq m \leq n - 1$, $\Pr(X_m = x, X_{\sim m} = 0) \overset{(b)}{=} p_x (1 - \alpha)^2 (1 - p_x)^2 (1 - (1 - \alpha)p_x)^{n-3}$, where we get (a), (b) by using \[3\]. So for $m = 2$ to $n - 1$,

$$\sum_{x \in \mathcal{X}} \kappa \Pr(X_m = x, X_{\sim m} = 0) - p_x \Pr(N_x = 0)$$

$$= \sum_{x \in \mathcal{X}} p_x (1 - p_x)(1 - (1 - \alpha)p_x)^{n-3}$$

$$[\kappa (1 - \alpha)^2 (1 - p_x) - (1 - (1 - \alpha)p_x)^2]$$

Setting $\kappa = (1 - \alpha)^{-2}$ results in cancellation and the term above decays as $1/n$ and a vanishing bias.

Motivated by the above bias calculation, we define the modified Good-Turing estimator for the missing mass of a sequence $X^n$ output by a geometric sticky channel $C_S(\alpha)$ as

$$\hat{M}_0^{GT}(X^n, \tilde{\alpha}) \triangleq \frac{\phi'_1(X^n)}{(1 - \tilde{\alpha})(n - 2)} \quad (4)$$

where $\phi'_1(X^n) \triangleq \sum_{x \in \mathcal{X}} I(N_x(X^n) = 1, X_1 \neq x, X_n \neq x)$ is the number of singletons of $X^n$ that have occurred in $X_2, \ldots, X_{n-1}$. We set $\tilde{\alpha}$ to $\alpha$, if $\alpha$ is known, or to an estimate of $\alpha$, if $\alpha$ is unknown.
The division by \((1 - \alpha)^2\) is natural for two reasons: let \(Y^t = (Y_1, \ldots, Y_t)\) (\(t\) unknown), be the samples (iid \(\sim \mathbf{p}\)) input to \(C_S(\alpha)\) that resulted in \(X^n\). Since each \(Y_i\) is repeated for \(R \sim \text{Geo}(1 - \alpha)\) times by \(C_S(\alpha)\), on an average,

1. \((1 - \alpha)\) of the singletons in \(Y^t\) remain singletons in \(X^n\), i.e. \(\phi_1(X^n)/(1 - \alpha)\) is a good estimate of the number of singletons in \(Y^t\).

2. number of repetitions per input is \(1/(1 - \alpha)\), i.e. \((1 - \alpha)n\) is a good estimate of \(t\).

If \(Y^t = (Y_1, \ldots, Y_t)\) were known to us, the Good-Turing estimate for \(M_0(Y^t; \mathbf{p})\) would be \(\phi_1(Y^t)/t\). Since \(M_0(X^n, \mathbf{p}) = M_0(Y^t; \mathbf{p})\), we get the modified Good-Turing estimator in (4) by using \(\phi_1(X^n)/(1 - \alpha)\) and \((1 - \alpha)n\) in the place of \(\phi_1(Y^t)\) and \(t\), respectively.

II. Results

Our main result is the characterisation of the minimax rate \(R_{n,\alpha}^*\) through upper and lower bounds that match in the order of \(n\). The first result is an upper bound on \(R_{n,\alpha}^*\) obtained by characterizing the worst case MSE of the modified Good-Turing estimator \(M_{0,GT}(X^n, \alpha)\), assuming \(\alpha\) is known.

**Theorem 1.**

\[
R_{n,\alpha}^* \leq \frac{1}{(n-2)(1 - \alpha)} \left( 3 + \frac{1}{1 - \alpha} \left( 1 + \frac{1}{n} \right) \right) + O(1/n)
\]

**Proof.** Section III

For \(\alpha = 0\) i.e if \(X^n \sim \mathbf{p}\) iid, the bound in (5) reduces to the \(O(1/n)\) bound on the worst case MSE of the Good-Turing estimator \(M_0^GT(X^n)\).

**Theorem 2.**

\[
R_{n,\alpha}^* \geq \frac{1/32}{1 + (n-1)(1 - \alpha)} - (1 - 0.5(1 - \alpha))^{n-1},
\]

**Proof.** Section IV

We obtain the lower bound in (6) by modifying the classical Le Cam method.

If \(\alpha\) is unknown, we consider the estimate \(\hat{\alpha} = 1 - (\tau(X^n) + 1)/n\), where \(\tau(X^n)\) is the number of state changes in \(X^n\). Through simulations, we observe that \(\hat{\alpha}\) is a good estimate if \(\alpha \gg \max_{x \in X} p_x\), which can be expected to hold for many \(C_S(\alpha)\), \(\mathbf{p}\) pairs in the large alphabet regime.

Fig. 1-2 plot the MSE of \(M_0^GT(X^n, \hat{\alpha})\) against \(n\) with the iid samples from

1. the power law distribution having \(p_i \propto 1/i^{0.1}\) on \(X = \{1, \ldots, K\}, K = 1.2n\),

2. the nearly power law distribution with \(p_1 = 0.1, p_i \propto 1/i^{0.5}\) on \(X = \{2, \ldots, K\}, K = 1.2n\),

respectively as the input to \(C_S(\alpha)\), for \(\alpha = 0.5, 0.75, 0.95\). We performed 16000 trials for

1We omit \(X_1, X_n\) and consider only \(X_2, \ldots, X_{n-1}\) to make the analysis simpler.

**Fig. 1:** MSE v/s \(n\) for power-law distribution.

**Fig. 2:** MSE v/s \(n\) for a nearly power-law distribution.
of the modified Good-Turing estimator is first expressed as follows.

**Lemma 3.** For a sequence $X^n$ output from $C_S(\alpha)$ with i.i.d. samples from $p$ as input, the MSE of the modified Good-Turing estimator $\hat{M}_0^{GT}(X^n, \alpha)$ is given by

$$E[(\hat{M}_0^{GT}(X^n, \alpha) - M_0(X^n, p))^2] = \sum_{x,y \in X^2, x \neq y} T_{x,y}(n, \alpha) + \sum_{x \in X} p_x^2 Q_x(0) + \frac{1}{(1-\alpha)^4(n-2)^2} \sum_{x \in X} Q_x(1),$$

(7)

where $Q_x(a) \triangleq \Pr(N_x^{-1,2} = a, E_{i,n}^{-x})$ with the notation $N_x^{-1,2} = N_x(X^{-2})$ and $E_{i,n}^{-x} \triangleq (x \neq i, i = 1, n)$, and $Q_{x,y}(a, b) \triangleq \Pr(N_x^{-1,2} = a, N_y^{-1,2} = b, E_{i,n}^{-x}, E_{i,n}^{-y})$, $T_{x,y}(n, \alpha) \triangleq p_x p_y Q_{x,y}(0,0) + \frac{1}{(1-\alpha)^4(n-2)^2} Q_{x,y}(1,1)$.

**Proof.** Section [A] in Appendix.

The following lemma bounds each of the terms in (7).

**Lemma 4.**

$$\sum_{x \in X} p_x^2 Q_x(0) \leq (1-\alpha)^{-1}/(n+1),$$

(8)

$$\frac{1}{(1-\alpha)^4(n-2)^2} \sum_{x \in X} Q_x(1) \leq (1-\alpha)^{-2}/(n-2),$$

(9)

$$\sum_{x,y \in X^2, x \neq y} T_{x,y}(n, \alpha) \leq 2(1-\alpha)^{-1}/(n-2) + O(1/n)$$

$$+ \left(\alpha^2 \left(\frac{\alpha^2}{(1-\alpha)^2} + 2\right) + (1-\alpha)^2\right)O(1/n^2).$$

(10)

**Proof.** Section [B] in Appendix.

Using the bounds in (8), (9), and (10) in (7) completes the proof of (5).

**IV. PROOF OF THEOREM 2**

The standard Le Cam method [30] is for estimating constant parameters of a distribution whereas $M_0$ is a function of both the distribution and the samples. To prove Theorem 2, we first extend the Le Cam method to the context of estimating functions of both the distribution and its samples.

**A. Le Cam lower bound for estimating random variables**

Let $Q$ be a family of distributions over an alphabet $Y$ and $Y$ be a random variable distributed according to $Q \in Q$. Let $\theta(Y, Q)$, taking values in a pseudometric space $D$ with a pseudometric $d$, be a function of both $Y$ and the distribution $Q$. We assume that the set $D$ is bounded i.e. the distance $d(u, v)$ between any two points $u, v \in D$ is at most $\Delta$. Let $d(D_1, D_2) \triangleq \min_{u \in D_1, v \in D_2} d(u, v)$ be the distance between the subsets $D_1, D_2$ of $D$. Let $\hat{\theta}(Y)$ be an estimator for $\theta(Y, Q)$ and $\co(Q)$ denote the convex hull of $Q$.

The next lemma provides a lower bound on the worst case risk (over $Q$) of any estimator $\hat{\theta}(Y)$ for $\theta(Y, Q)$.

**Lemma 5.** Let $D_1, D_2$ be two subsets of $D$, and $Q_1, Q_2$ be two subsets of $Q$ such that for any $Q_i \in Q_i$, $\theta(Y, Q_i) \in D_i$ with probability at least $1-\epsilon_i$, $i = 1, 2$. Let $\delta \triangleq d(D_1, D_2)/2$, and $||Q_1 \wedge Q_2|| \triangleq 1 - ||Q_1 - Q_2||_{TV}$ denote the affinity of the two distributions $Q_1$ and $Q_2$. Then

$$\sup_{Q \in Q} E[d(\hat{\theta}(Y), \theta(Y, Q))] \geq \delta \left(\sup_{Q_i \in \co(Q_i)} ||Q_1 \wedge Q_2||\right) - (\epsilon_1 + \epsilon_2)\Delta.$$  

(11)

**Proof.** Section [C] in Appendix.

To use Lemma 5 in the context of sticky channels, we let $Q = \{P_X(X^n) : X^n$ output of $C_S(\alpha)$ with input i.i.d. $p\}$ be the space of all distributions from sticky channels. The output $X^n$ is considered as the random variable $Y$ and $\Theta = M_0(X^n, p)$.

Consider the class of distributions $p(\gamma, L) = [0.5 + \gamma \ (0.5 - \gamma)/L]_{1 \times L}$ on the alphabet $\{1, \ldots, L + 1\}$, where $1_{1 \times L}$ denotes the length-$L$ all-1s vector. In $X^n$ obtained using input distribution $p(\gamma, L)$, the observed mass is maximized when 1 occurs along with $n-1$ other distinct letters. So,

$$M_{obs} \triangleq 1 - M_0(X^n, p(\gamma, L)) \leq 0.5 + \gamma + n(0.5 - \gamma)/L.$$  

If 1 occurs at least once, the observed mass is $\geq 0.5 + \gamma$. So, $M_{obs} \geq 0.5 + \gamma$ w. p. $\geq 1 - (0.5 - \gamma)(1 - (1-\alpha)(0.5 + \gamma))^{n-1}$.

Combining, we get that

$$M_0(X^n, p(\gamma, L)) \in (0.5 - \gamma)[1 - n/L, 1]$$

with high probability.

Using the above observation, we proceed to let the subsets of distributions $Q_1$ and $Q_2$ needed in Lemma 5 as $Q_1 = P_{p(0,L)}(X^n)$ and $Q_2 = P_{p(\beta,L)}(X^n)$ for some $\beta, n/2L < \beta < 0.5$, and $L$ a large integer to be chosen later. The subset $D_1 = 0.5[1 - n/L, 1]$ contains the missing mass $M_0(X^n, p(0,L))$ w.p. $1 - \epsilon_1$ for $\epsilon_1 = 0.5(1 - (1-\alpha)(0.5 + \gamma))^{n-1}$. Similarly, the subset $D_2 = (0.5 - \beta)[1 - n/L, 1]$ contains $M_0(X^n, p(\beta,L))$ w.p. $1 - \epsilon_2$ for $\epsilon_2 = (0.5 - \beta)(1 - (1-\alpha)(0.5 + \beta))^{n-1}$. The sets $D_1$ and $D_2$ are separated by a distance $\beta - n/2L$.

Plugging into Lemma 5 with $d(u, v) = (u - v)^2$,

$$\sup_{p \in P} E[(\hat{M}_0(X^n) - M_0(X^n, p))^2] \geq 0.5 \left(\beta - \frac{n}{2L}\right)^2 \|P_{p(0,L)} \wedge P_{p(\beta,L)}\| - (\epsilon_1 + \epsilon_2).$$  

(12)

The next lemma provides a simplified bound on the total variation distance between $P_{p(0,L)}(X^n)$ and $P_{p(\beta,L)}(X^n)$. 

Lemma 6.

$$\|P_{p(0,L)} - P_{p(\beta,L)}\|_{TV} \leq \sqrt{2} \beta (1 + 0.5(n-1)(1-\alpha))^{0.5}.$$  \hspace{1cm} (13)

Proof. Section [D] in Appendix. \qed

Using in $$\|P_{p(0,L)} \land P_{p(\beta,L)}\|$$, we get

$$\sup_{p \in P} E[(\hat{M}_0(X^n) - M_0(X^n,p))^2]$$

$$\geq 0.5 \left( \beta - \frac{n}{2L} \right)^2 \left( 1 - \sqrt{2} \beta (1 + 0.5(n-1)(1-\alpha))^{0.5} \right) - \left( 1 - 0.5(1-\alpha) \right)^{n-1}. \hspace{1cm} (14)$$

Setting $$\beta = \frac{1}{2\sqrt{2}} (1 + 0.5(n-1)(1-\alpha))^{-0.5}$$, and $$L = e^n$$ in (14) completes the proof of Theorem 2.

V. CONCLUSION AND FUTURE DIRECTIONS

Based on our analytical study, we conclude that the problem of estimation of missing mass is tractable in the presence of sampling non-idealities such as those that can be modelled as outputs of sticky channels. Since missing mass (with ideal sampling) is generally considered to be a non-trivial problem with a surprisingly elegant estimator, it is all the more surprising that it remains robust to non-idealities such as sticky channels that introduce memory. A simple modification to the Good-Turing estimator is seen to be minimax-optimal when the stickiness probability is known. An extension of the Le Cam method provides the matching lower bound.

A natural future direction would be to characterise the minimax error of estimating combined probability mass, i.e. total probability of letters that have each occurred $$k(\geq 1)$$ times, in the samples output by a geometric sticky channel. Another extension would be to characterise the minimax risk of estimating missing mass of samples output by other channels such as a duplication channel i.e a sticky channel in which the number of repetitions is a Bernoulli random variable.

APPENDIX

A. Proof of Lemma [2]

Substituting $$M_0(X^n,p) = \sum_{x \in \mathcal{X}} p_x I(N_x(X^n) = 0)$$ and $$\hat{M}_{0}^{GT}(X^n,\alpha) = \frac{1}{1-\alpha}(1-\frac{n}{n^2}) \sum_{x \in \mathcal{X}} I(N_x(X_{n-1}^n) = 1, E_{1,n}^x)$$ into $$E[(M_0(X^n,p) - \hat{M}_{0}^{GT}(X^n,\alpha))^2]$$ and taking expectation of each term in the square of the summation, we have

$$E[(M_0(X^n,p) - \hat{M}_{0}^{GT}(X^n,\alpha))^2]$$

$$= \left( \sum_{x \in \mathcal{X}} p_x I(N_x(X^n) = 0)$$

$$- \frac{1}{1-\alpha}(1-\frac{n}{n^2}) I(N_x(X_{n-1}^n) = 1, E_{1,n}^x) \right)^2$$

$$= \sum_{x \in \mathcal{X}} p_x^2 \Pr(N_x(X^n) = 0)$$

$$\hspace{1cm} + 1/(1-\alpha)^2 (n-2)^2 \Pr(N_x(X_{n-1}^n) = 1, E_{1,n}^x)$$

$$\hspace{1cm} + \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{X}, y \neq x} p_x p_y \Pr(N_x(X^n) = N_y(X^n) = 0)$$

$$\hspace{1cm} - (1-\alpha)^2 \left[ p_y \Pr(N_y(X^n) = 0, N_x(X_{n-1}^n) = 1, E_{1,n}^x) + p_x \Pr(N_x(X^n) = 0, N_y(X_{n-1}^n) = 1, E_{1,n}^y) \right]$$

$$\hspace{1cm} - (1-\alpha)^4 \Pr(N_x(X_{n-1}^n) = N_y(X_{n-1}^n) = 1, E_{1,n}^x, E_{1,n}^y)$$

$$\hspace{1cm} = \sum_{x \in \mathcal{X}} p_x^2 Q^n_x(0) + 1/(1-\alpha)^2 (n-2)^2 Q^n_x(1)$$

$$\hspace{1cm} + \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{X}, y \neq x} T_{x,y}(n,a)$$,

where we get (a) by using the definitions of $$Q^n_x(a)$$, $$Q^n_{x,y}(a,b)$$, and $$T_{x,y}(n,a)$$. This completes the proof of (7).

B. Proof of Lemma [4]

Let $$x^n \equiv (x_1, \ldots, x_n)$$, $$\mathcal{X} \sim x \equiv \mathcal{X} \setminus \{x\}$$. Let $$x_m \equiv (x_1, \ldots, x_{m-1}, x_{m+1}, \ldots, x_n)$$, for $$m = 1$$ to $$n$$. We begin with the proof of (8) of Lemma [3].

1) Lemma [2] Eqn (5): For any $$x \in \mathcal{X},$$

$$Q_x(0) = \Pr(N_x(X^n) = 0)$$

$$= \sum_{x^n \in (\mathcal{X} \sim x)^n} \Pr(x_i = x_i, 1 \leq i \leq n)$$

$$\hspace{1cm} = \sum_{x^n \in (\mathcal{X} \sim x)^n} \Pr(x_1) \prod_{i=2}^{n} \Pr(x_i | x_{i-1})$$

$$\hspace{1cm} = \sum_{x_1 \in \mathcal{X} \setminus \{x\}} \Pr(x_1) \prod_{i=2}^{n} \left( \sum_{x \in \mathcal{X} \setminus \{x\}} \Pr(x_i | x_{i-1}) \right)$$

$$\hspace{1cm} = (1-p_x) (1-(1-\alpha)p_x) \frac{(n-1)}{n-1}, \hspace{1cm} (15)$$

where we get (a) by using the Markovian property of $$X^n$$, (b) by using (3). Using (15), we get

$$\sum_{x \in \mathcal{X}} p_x^2 Q_x(0) \leq \sum_{x \in \mathcal{X}} p_x^2 (1-p_x) (1-(1-\alpha)p_x) \frac{(n-1)}{n-1}$$

$$\leq \sum_{x \in \mathcal{X}} p_x^2 (1-(1-\alpha)p_x)^n$$

$$\hspace{1cm} \leq \frac{1}{(1-\alpha)(n+1)} \sum_{x \in \mathcal{X}} p_x \hspace{1cm} (d)$$

where we get (c) by using $$\max_{q \in [0,1]} q(1-q)^n \leq 1/(n+1)$$, (d) by using $$\sum_{x \in \mathcal{X}} p_x = 1$$ and $$1/(n+1) < 1/(n-1)$$. This completes the proof of (8).

2) Lemma [2] Eqn (9): For any $$x \in \mathcal{X},$$

$$Q_x(1) = \sum_{m=2}^{n-1} \Pr(X_m = x, N_x(X_{m-1}) = 0)$$
For $m = 2$ to $n - 1$,
\[
\Pr(X_m = x, N_x(X_{m-1}) = 0) = \sum_{x,m \in (X_{n-1})^{m-1}} \Pr(X_m = x, X_1 = x, l \neq m, 1 \leq l \leq n) \\
\equiv \sum_{x,m \in (X_{n-1})^{m-1}} \Pr(x_1) \left( \prod_{i=2}^{m-1} \Pr(x_i|\tilde{x}_{i-1}) \right) \\
\Pr(x|x_{m-1}) \Pr(x_{m+1}|x) \prod_{i=m+2}^{n} \Pr(x_i|x_{i-1}) \\
= \sum_{x \in X_n} \Pr(x_1) \prod_{i=2}^{m-1} \left( \sum_{x_i \in X_n} \Pr(x_i|x_{i-1}) \right) \Pr(x|x_{m-1}) \\
\left( \sum_{x_{m+1} \in X_n} \Pr(x_{m+1}|x) \right) \prod_{i=m+2}^{n} \left( \sum_{x_i \in X_n} \Pr(x_i|x_{i-1}) \right) \\
\equiv (a) \quad (1-p_x) (1-(1-\alpha)p_x)^{m-2} (1-\alpha)p_x (1-\alpha)(1-p_x) \\
(1-(1-\alpha)p_x)^{n-m-1} \\
= (1-\alpha)^2 p_x (1-p_x)^2 (1-(1-\alpha)p_x)^{n-3}, \quad (16)
\]
where we get (a) by using the Markovian property of $X_n$, (b) by using (3). Therefore
\[
\sum_{x \in X_n} Q_x(1) \\
= (1-\alpha)^2 (n-2) \sum_{x \in X_n} p_x (1-p_x)^2 (1-(1-\alpha)p_x)^{n-3} \\
\leq (1-\alpha)^2 (n-2) \sum_{x \in X_n} p_x \leq (1-\alpha)^2 (n-2),
\]
where we get (c) by using $(1-p_x)^2 (1-(1-\alpha)p_x)^{n-3} \leq 1$. Dividing by $(1-\alpha)^4(n-2)$ completes the proof of (9).

3) Lemma 2 Eqn (10): Recall that for $x, y \in X$,
\[
T_{x,y}(n, \alpha) = p_x p_y Q_{x,y}(0,0) + \frac{1}{(1-\alpha)^4(n-2)^2} Q_{x,y}(1,1) \\
- \frac{1}{(1-\alpha)^2(n-2)} (p_x Q_{x,y}(0,1) + p_y Q_{x,y}(1,0)). \quad (17)
\]
Following a method similar to the derivation of (15), we get for any $x, y \in X$,
\[
Q_{x,y}(0,0) = (1-p_x-p_y) (1-(1-\alpha)(p_x+p_y))^{n-1}. \quad (18)
\]
For any $x, y \in X$,
\[
Q_{x,y}(1,0) = \sum_{m=2}^{n-1} \Pr(X_m = x, N_x(X_{m-1}) = N_y(X_{m-1}) = 0). \\
\]
Following a method similar to the derivation of (16), we get for any $x, y \in X$,
\[
Q_{x,y}(1,0) = (n-2) (1-\alpha)^2 p_x (1-p_x-p_y)^2 \\
(1-(1-\alpha)(p_x+p_y))^{n-3}. \quad (19)
\]
For $m_1 = 2$ to $n - 2$, $m_2 = m_1 + 1$ to $n - 1$, let $X_{m_1,m_2} \triangleq (X_1,\ldots,X_{m_1-1},X_{m_1+1},\ldots,X_{m_2-1},X_{m_2+1},\ldots,X_n)$
denote the samples from $X_1$ to $X_n$ except $X_{m_1}, X_{m_2}$. To reduce clutter, we define the event $E_{X_{m_1,m_2}} \triangleq (N_x(X_{m_1,m_2}) = N_y(X_{m_1,m_2}) = 0)$. For any $x, y \in X$,
\[
Q_{x,y}(1,1) = \sum_{m_1=2}^{n-2} \sum_{m_2=m_1+1}^{n-1} \Pr(X_{m_1} = x, X_{m_2} = y, E_{X_{m_1,m_2}}) \\
+ \Pr(X_{m_1} = y, X_{m_2} = x, E_{X_{m_1,m_2}}). \quad (20)
\]
Following a method similar to the derivation of (16), we get for any $x, y \in X$,
\[
\Pr(X_{m_1} = x, X_{m_1+1} = y, E_{X_{m_1,m_1+1}}) \\
= (1-\alpha)^2 p_x p_y (1-p_x-p_y)^2 (1-(1-\alpha)(p_x+p_y))^{n-4} \\
\text{for } m_1 = 2 \text{ to } n-2, m_2 = m_1 + 1, \quad (21)
\]
\[
\Pr(X_{m_1} = x, X_{m_2} = y, E_{X_{m_1,m_2}}) \\
= (1-\alpha)^4 p_x p_y (1-p_x-p_y)^3 (1-(1-\alpha)(p_x+p_y))^{n-5} \\
\text{for } m_1 = 2 \text{ to } n-3, m_2 = m_1 + 2. \quad (22)
\]
Using (21), (22) in (20), we get
\[
Q_{x,y}(1,1) = (n-3) (1-\alpha)^3 p_x p_y (1-(1-\alpha)(p_x+p_y))^{n-5} \\
(1-p_x-p_y)^2 \left[ 2(1-(1-\alpha)(p_x+p_y)) \\
+(n-4)(1-\alpha)(1-p_x-p_y) \right], \quad (23)
\]
Substituting (18), (19), and (23) in (17), simplifying and taking the summation over \{(x, y) : x, y \in X, x \neq y\}, we get
\[
\sum_{x,y \in X} T_{x,y}(n, \alpha) \\
= \sum_{x,y \in X} p_x p_y (1-p_x-p_y) (1-(1-\alpha)(p_x+p_y))^{n-5} \\
\left( (p_x+p_y)^2 \left[ \alpha^2 - (1-\alpha)^2 (1-p_x-p_y) \right] \right. \\
+ (1-p_x-p_y) \left[ 2 \left( \frac{n-3}{(n-2)^2} \right) (1-(1-\alpha)(p_x+p_y)) + \left( \frac{2}{n-2} \right) (1-p_x-p_y) \right] \right) \\
\leq \sum_{x,y \in X} p_x p_y \left[ \left( \frac{\alpha^2}{(1-\alpha)^2} + 2 \right) + (1-\alpha)^2 \right] O(1/n^2) \\
\leq \left( \alpha^2 \left( \frac{\alpha^2}{(1-\alpha)^2} + 2 \right) + (1-\alpha)^2 \right) O(1/n^2) \\
+ 2 \left( \frac{1-\alpha}{(n-2)} + O(1/n) \right), \quad (a)
\]
where we get (a) using \max_{p \in [0,1]} p^2(1-p)^m \leq 4/m^2 and (1-p_x-p_y) (1-(1-\alpha)(p_x+p_y)) \leq 1, (b) by using \sum_{x,y \in X} p_x p_y \leq \sum_{x,y \in X} p_x p_y = 1. This completes the proof of (10).
Proof. Let \( M \triangleq 2 \sup_{Q \in \mathcal{Q}} E[d(\hat{\theta}(Y), \theta(Y, Q))] \)
\[
\geq E_{Q_1}[d(\hat{\theta}(Y), \theta(Y, Q_1))] + E_{Q_2}[d(\hat{\theta}(Y), \theta(Y, Q_2))]
\geq E_{Q_1}[d(\hat{\theta}(Y), D_1)] + E_{Q_2}[d(\hat{\theta}(Y), D_2)] - (\epsilon_1 + \epsilon_2),
\]
where \( E_{Q_i}[\cdot] \) denotes expectation with respect to the distribution \( Q_i, d(\hat{\theta}(Y), D_i) \triangleq \min_{u \in D_i} d(\hat{\theta}(Y), u), i = 1, 2, \) and we get (a) by using the following lemma.

Lemma 7. Let \( g_1 \) and \( g_2 \) be two non-negative functions of a random variable \( Z \) such that \( g_1(Z) \geq g_2(Z) \) with probability at least \( 1 - \epsilon \). Then
\[
E[g_1(Z)] \geq E[g_2(Z)] - \epsilon \sup_z g_2(z),
\]
where \( h_1 \) and \( h_2 \) are arbitrary functions of \( Y \). Using the standard fact
\[
\inf_{h_1, h_2 \geq 0, h_1 + h_2 = 1} E_{Q_1}[h_1(Y)] + E_{Q_2}[h_2(Y)] = \|Q_1 \wedge Q_2\|
\]
completes the proof.

\[\Delta\] Proof of Lemma 8

To reduce clutter, we denote \( P_1 \triangleq P_{\pi(0, l)}, P_2 \triangleq P_{\pi(\beta, l)}, P_1 = \mathcal{P}(0, L) \) and \( P_2 = \mathcal{P}(\beta, L) \).

To show the bound in (28), we first bound the total variation distance between \( P_1(X^n) \) and \( P_2(X^n) \) by the KL divergence
\[
D_{KL}(P_1(X^n) || P_2(X^n))
\]
in terms of the KL divergence between the distributions \( P_1, P_2 \) and the KL divergence between the corresponding rows of \( P_1 \) and \( P_2 \).

Lemma 9. For any two t.p.m \( P_1, P_2, \) on an \( X \), with \( P_1, P_2 \) as their respective stationary distributions,
\[
D_{KL}(P_1(X^n) || P_2(X^n)) = D_{KL}(P_1(|x) || P_2(|x))
\]
where \( P_i(|x) \) denotes the row of the t.p.m \( P_i, i = 1, 2 \), with transition probabilities from the state \( x \).

Proof. Let \( x^n \triangleq (x_1, x_2, \ldots, x_n) \in X^n \).
\[
D_{KL}(P_1(X^n) || P_2(X^n)) = \sum_{x^n \in X^n} P_1(x^n) \ln(P_1(x^n)/P_2(x^n))
\]
where (b) by using (26).
where we get (a) by using the Markov property $P_i(x^n) = P_i x_i \prod_{j=2}^n P_i(x_i|x_{i-1} = x_{i-1})$, $i = 1, 2$, (b) and (c) by appropriately marginalizing $P_i(x^n)$.

Using the values specified for $p_{i,x}$, $P_i(x^n) = y | x_1 = x$ for $x, y \in \{1, \ldots, L + 1\}$, $i = 1, 2$, in Section 5.2.1, we get

$$D_{KL}(P_i^1 | P_2^2) = -0.5 \ln (1 - 4\gamma^2)$$

$$D_{KL}(P_i^1 | P_2^1) = -0.5 (1 + \alpha) \ln \left(1 + 2\gamma \frac{1 - \alpha}{1 + \alpha}\right)$$

$$\leq -0.5 (1 - \alpha) \ln (1 - 4\gamma^2). \quad (30)$$

For $x \in \{2, \ldots, L + 1\}$,

$$D_{KL}(P_i^1 | P_2^2) = -(1 - \alpha)$$

$$\left(0.5 \ln (1 - 4\gamma^2) + \gamma^2 \frac{4\alpha(1 - 2\gamma)^{-1}}{2\alpha + (1 - \alpha)(1 - 2\gamma)}\right),$$

$$\leq -0.5(1 - \alpha) \ln (1 - 4\gamma^2). \quad (31)$$

Using (29), (30), and (31) in (28), we get

$$D_{KL}(P_i^1 | P_2^2) \leq -0.5(1 + (n - 1)(1 - \alpha)) \ln (1 - 4\gamma^2)$$

$$\leq 4(1 + (n - 1)(1 - \alpha)) \gamma^2,$$

where we get (a) by using $- \ln (1 - x) \leq 2x$, for $x \in (0, 0.5)$. Plugging the above bound into (27) completes the proof of Lemma 6.
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