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Abstract

This paper proposes a fractional order gradient method for the backward propagation of convolutional neural networks. To overcome the problem that fractional order gradient method cannot converge to real extreme point, a simplified fractional order gradient method is designed based on Caputo’s definition. The parameters within layers are updated by the designed gradient method, but the propagations between layers still use integer order gradients, and thus the complicated derivatives of composite functions are avoided and the chain rule will be kept. By connecting every layers in series and adding loss functions, the proposed convolutional neural networks can be trained smoothly according to various tasks. Some practical experiments are carried out in order to demonstrate fast convergence, high accuracy and ability to escape local optimal point at last.
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1. Introduction

Machine learning technology powers many aspects of modern society: from web searches to content filtering on social networks to recommendations on e-commerce websites, and it is increasingly presented in consumer products such as cameras and smartphones [1]. During the development of machine learning, a variety of artificial neural networks have been created and gradually playing a more and more important role. Although it is still far from perfection, artificial neural networks are proven to be excellent enough, especially for convolutional neural networks (CNN). Research on CNN can be traced back to 1979. Based on visual cortex, Fukushima designed the neural networks named 'neocognitron' which is regarded as the origin of CNN [2]. As a breakthrough has been made for the back propagation neural networks (BPNN) [3], the first CNN was invented by applying the backward propagation in training model [4]. After the emergence of two-dimensional CNN, scholars proposed a series of networks such as LeNet [5, 6], AlexNet [7], VGG [8], GoogLeNet [9] and ResNet [10]. However, no matter how deep or large a neural network is, the key of algorithm is gradient method in backward propagation.

As fractional order calculus is successfully applied in LMS filtering [11-13], systems identification [14, 15], control theories [16-19] and so on, there arises a new trend that introduces fractional order calculus into gradient method. Professor Pu is the first one who pays attention to fractional order gradient method. He adopts fractional order derivatives to replace the integer order derivatives in traditional gradient method directly [20]. According to the definitions of fractional order derivatives [21], not only current information but also historical one are taken into consideration, thus it is potential for fractional order gradient to escape local optimal point. Nevertheless, such gradient method cannot ensure the convergence to real extreme point, even if the objective function is a simple quadratic function. To remedy this congenital defect, Chen uses truncation and short memory principle to modify the fractional order gradient method [22, 23] which turns out: it is convergent to real extreme point just as integer order method do, but with faster convergent speed than integer order method.

During the research of fractional order gradient method, some scholars have found its application to artificial neural networks at the same time. Considering that fractional order derivatives of composite functions are complicated, professor Wang only uses fractional order gradients for updating parameters so that the chain rule will be kept to calculate integer order gradients along backward propagation [24]. Similar method is followed but the different structure of networks is applied in [25]. Their experiments demonstrate that fractional order gradients improve the networks performance on accuracy, and the cost of time has changed little because of relatively simpler calculation by adopting Caputo’s definition. However, their fractional order gradient method is based on the strict definition of fractional order derivatives, which leads to the same problem as [20].

Even if great efforts have been made to neural networks with fractional order gradient method, it is still a novel research and far away from perfection at present. There remain some aspects to be improved.

• The convergence to real extreme point is necessary for gradient method.

• The available range of fractional order can be extended to $0 < \alpha < 2$.

• Neural networks of more complicated structure are worth researching in depth.
• How to use the chain rule in fractional order neural networks is still a problem.
• Loss function may be chosen as not only quadratic function but cross-entropy function.

Therefore, this paper provides conventional CNN with a novel fractional order gradient method. To the best of our knowledge, no scholar has ever investigated the CNN by fractional order gradient method. The proposed method is creative for neural networks as well as gradient method. First, based on the Caputo’s definition of fractional order derivatives, a fractional order gradient method is designed and proved to converge to real extreme point. Second, the gradients in backward propagation of neural networks are divided into two categories, namely the gradients transferred between layers and the gradients for updating parameters within layers. Third, the updating gradients are replaced by fractional order one, but transferring gradients are integer order so that the chain rule could be kept using. With connecting all layers end-to-end and adding loss functions, the CNN with fractional order gradient method is achieved. What’s more, the proposed neural networks validate that fractional order gradients perform outstanding acts of fast convergence, good accuracy and ability to escape local optimal point.

The remainder of this article is organized as follows. Section 2 introduces a fractional order gradient method and provides some basic knowledge for subsequent use. Fractional order gradient method is recommended for the fully connected layers and convolution layers in Section 3, respectively. In Section 5, some experiments are provided to illustrate the validity of the proposed approach. Conclusions are given in Section 5.

2. Preliminaries

A general CNN is composed of convolution layers, pooling layers and fully connected layers. Fractional order gradient method is applicable for all layers except pooling layers, since there is no need of updating parameters in pooling layers. In the fully connected layers, each node is connected to all nodes of last layer, whereas the convolution layers use many convolution kernels to scan the input. In spite of different structures, their backward propagations are almost the same, which make the study on gradient method much easier. Before the introduction of fractional order gradients within backward propagations, some preliminary knowledge needs emphasizing here.

There are some widely accepted definitions of fractional order derivative $\mathcal{D}_t^\alpha$ such as Riemann-Liouville, Caputo and Grunwald-Letnikov, but the Caputo’s one is chosen for subsequent use, since its derivative of constant equals zero. The Caputo’s definition is

$$h_0^{\mathcal{D}_t^\alpha} f(t) = \frac{1}{\Gamma(m-\alpha)} \int_0^t \frac{f^{(m)}(r)}{(t-r)^{\alpha-m+1}} dr,$$

where $m-1 < \alpha < m, m \in \mathbb{N}^+$, $\Gamma(\alpha) = \int_0^\infty x^{\alpha-1}e^{-x}dx$ is the Gamma function, $t_0$ is the initial value. Alternatively, (1) can be rewritten as the following form

$$h_0^{\mathcal{D}_t^\alpha} f(t) = \sum_{i=0}^{m} \frac{f^{(i)}(t_0)}{\Gamma(i+1-\alpha)} (t-t_0)^{\alpha-i}.$$  

Suppose $f(x)$ to be a smooth convex function with a unique extreme point $x^*$. It is well known that each iterative step of the conventional gradient method is formulated as

$$x_{k+1} = x_k - \mu f'(x_k),$$

where $\mu$ is the iterative step size or learning rate, $K$ is iterative times. Similarly, the fractional order gradient method is written as

$$x_{k+1} = x_k - \mu h_0^{\mathcal{D}_t^\alpha} f(x).$$

If fractional order derivatives are directly applied in (4), the above fractional order gradient method cannot converge to the real extreme point $x^*$, but to an extreme point under definition of fractional order derivatives, such extreme point is associated with initial value and order, generally not equal to $x^*$ [20].

To guarantee the convergence to real extreme point, an alternative fractional order gradient method [22] is considered via following iterative step

$$x_{k+1} = x_k - \mu x_{k-1} h_0^{\mathcal{D}_t^\alpha} f(x),$$

with $0 < \alpha < 1$ and

$$x_{k-1} h_0^{\mathcal{D}_t^\alpha} f(x) = \sum_{i=0}^{m} \frac{f^{(i)}(x_{k-1}) (x_k - x_{k-1})^{i+1-\alpha}}{\Gamma(i+2-\alpha)}.$$  

When only the first item is reserved and its absolute value is introduced, the fractional order gradient method with $0 < \alpha < 2$ is simplified as

$$x_{k+1} = x_k - \mu f'(x_{k-1}) \frac{(x_k - x_{k-1})^{1-\alpha}}{\Gamma(2-\alpha)}.$$  

Theorem 1. If fractional order gradient method (7) is convergent, it will converge to the real extreme point $x^*$.

Proof. It is a proof by contradiction. Assume that $x_k$ converges to a different point $X \neq x^*$, namely $\lim_{K \to \infty} |x_K - X| = 0$. Therefore, it can be concluded that for any sufficient small positive scalar $\varepsilon$, there exists a sufficient large number $N \in \mathbb{N}$ such that $|x_K - X| < \varepsilon < |x^* - X|$ for any $K > N$. Then

$$\delta = \inf_{x \in \mathbb{R}} |f'(x)| > 0 \quad \text{must hold.}$$

According to (7), the following inequality is obtained

$$|x_{k+1} - x_K| = \frac{\mu^{1-\alpha}(x_k-x_{k-1})^{1-\alpha}}{(1-\alpha)\Gamma(2-\alpha)} |x_k - x_{k-1}|^{(1-\alpha)} \geq d |x_k - x_{k-1}|^{(1-\alpha)},$$

with $d = \mu \frac{\delta}{(1-\alpha)\Gamma(2-\alpha)}$.

Considering that one can always find a $\varepsilon$ such that $2\varepsilon < d^2$, then the following inequality will hold

$$|x_K - x_{K-1}| \leq |x_K - X| + |x_{K-1} - X| < 2\varepsilon < d^2.$$
The above inequality could be rewritten as \( d > |x_K - x_{K-1}|^p \). When this inequality is introduced into (8), the result is
\[
|x_{K+1} - x_K| > |x_K - x_{K-1}|,
\]
which implies that \( x_K \) is not convergent. It contradicts to the assumption that \( x_K \) is convergent to \( X \), thus the proof is completed.

\[\Box\]

**Remark 1.** When a small positive value \( \delta > 0 \) is introduced, the following fractional order gradient method will avoid singularity caused by \( x_K = x_{K-1} \).
\[
x_{K+1} = x_K - \mu \frac{f^{(1)}(x_{K-1})}{(2-\alpha)}(|x_K - x_{K-1}| + \delta)^{1-\alpha}.
\]

Compared with gradient method based on strict definition of fractional order derivatives [20], the modified fractional order gradient methods [7] and other similar methods [22] are proven to be convergent to the real extreme point. To demonstrate faster convergence of proposed gradient method, a common type of objective function, namely quadratic function, is selected to show optimizing process.

The objective function is \( f(x) = (x - 3)^2 \) where the step size is set to 0.1 and two initial points are randomly chosen in \([0, 0.1]\). Other initializations are completely available only if the distance between two points is restricted to a small range. As is shown by Fig. 1, the optimizing process is obviously promoted with the application of fractional order gradient method.

![Fig. 1. The performance of different gradient methods.](image)

In view of theory and practice above, compared with existing integer order or fractional order gradient method, the proposed fractional order gradient method not only is convergent to real extreme point but also converges with faster speed.

3. CNN with fractional order gradients

Although the key procedure of mathematical calculation is quite similar in convolution layers and fully connected layers, the different structures lead to different ways to research. First of all, fully connected layers with fractional order gradient are introduced.

3.1. Fully connected layers

The training procedure of neural networks contains two steps, one of them is forward propagation. Such propagation between two layers is illustrated as Fig. 2 where superscript \( l \) is the number of layer, subscript \( i \) is the number of node in certain layer, \( a_i^{[l]} \in \mathbb{R} \) is the output of \( i \)-th node in \( l \)-th layer.

![Fig. 2. Forward propagation of fully connected layers.](image)

The output \( a_i^{[l]} \) is from
\[
\begin{align*}
\dot{z}_i^{[l]} &= w_i^{[l]}d_i^{[l-1]} + b_i^{[l]}, \\
\dot{a}_i^{[l]} &= f(z_i^{[l]}),
\end{align*}
\]
where \( w_i^{[l]} = [w_i^{[l]}_{11}, w_i^{[l]}_{12}, \ldots, w_i^{[l]}_{lb^{[l-1]}}] \in \mathbb{R}^{b^{[l-1]}} \) is weight, \( b_i^{[l]} \in \mathbb{R} \) is bias, \( d_i^{[l-1]} = [d_i^{[l-1]}_1, d_i^{[l-1]}_2, \ldots, d_i^{[l-1]}_{b^{[l-1]}}] \in \mathbb{R}^{b^{[l-1]}} \) is the output of last layer and function \( f(\cdot) \) is activation function.

Another step of training procedure is backward propagation, in which fractional order gradient method takes the place of traditional method. Due to imperfect use of chain rule in fractional order derivatives, the gradients of backward propagation are a blend of fractional order and integer order. As is shown in Fig 3 there are two types of gradients that pass through layers. One is the transferring gradient (solid line) which links nodes between two layers, the other is updating gradient (dotted line) which is used for parameters within layers. \( L \) is the loss function, \( \alpha \) is the fractional order, \( \partial L / \partial w_i^{[l]} \) and \( \partial L / \partial b_i^{[l]} \) are defined as fractional order gradients of \( w_i^{[l]} \) and \( b_i^{[l]} \), respectively.

In order to use the chain rule continuously, the transferring gradient is provided with integer order
\[
\begin{align}
\frac{\partial L}{\partial z_i^{[l]}} &= \sum_{\substack{j=1\ldots b^{[l-1]} \quad \gamma \in I}} \frac{\partial L}{\partial \dot{z}_j^{[l]}} \frac{\partial \dot{z}_j^{[l]}}{\partial z_i^{[l]}}, \\
\frac{\partial L}{\partial d_i^{[l-1]}} &= \sum_{\substack{j=1\ldots b^{[l-1]} \quad \gamma \in I}} \frac{\partial L}{\partial \dot{z}_j^{[l]}} \frac{\partial \dot{z}_j^{[l]}}{\partial d_i^{[l-1]}}.
\end{align}
\]

but the updating gradient is replaced by fractional order
\[
\begin{align}
\frac{\partial L}{\partial w_i^{[l]}} &= \frac{\partial L}{\partial \dot{z}_i^{[l]}} \frac{\partial \dot{z}_i^{[l]}}{\partial z_i^{[l]}} \frac{\partial z_i^{[l]}}{\partial \dot{z}_i^{[l]}} \frac{\partial \dot{z}_i^{[l]}}{\partial d_i^{[l-1]}} \frac{\partial d_i^{[l-1]}}{\partial w_i^{[l]}}.
\end{align}
\]
with \( i = 1, 2, \cdots, n^{[l]} \) and \( j = 1, 2, \cdots, n^{[l-1]} \). When the fractional order gradient (17) is adopted, the gradient of the \( K \)-th iteration becomes

\[
\frac{\partial L}{\partial w_{ij}^{[k]}} = \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} w_{ij}^{[l]} - b^{[k]}_{ij}^{[l]}),
\]

\[
\frac{\partial L}{\partial b_{ij}^{[k]}} = \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} w_{ij}^{[l]} - b^{[k]}_{ij}^{[l]}),
\]

where \( z_{k}^{[l]} \) and \( \sum_{j} \) are parameters \( w_{ij}^{[k]} \) and \( b_{ij}^{[k]} \) at the \( K \)-th iteration, \( a_{j}^{[l-1]} \) is output \( a_{j}^{[l-1]} \) at the \( (K-1) \)-th iteration. Consequently, the fractional order updating gradient is achieved by introducing \( \{15\) to \(14\)

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} w_{ij}^{[l]} - b^{[k]}_{ij}^{[l]}),
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} w_{ij}^{[l]} - b^{[k]}_{ij}^{[l]}),
\]

\[
\text{where } z_{k}^{[l-1]} \text{ and } \frac{\partial L}{\partial \alpha^{[k]}_{ij}} \text{ are } z_{k}^{[l]} \text{ and } \frac{\partial L}{\partial \alpha^{[k]}_{ij}} \text{ at the } (K-1) \text{-th iteration, respectively. }
\]

Actually, samples are not input one by one in most case. When a batch of samples are input each time, (16) turns into

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} w_{ij}^{[l]} - b^{[k]}_{ij}^{[l]}),
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} w_{ij}^{[l]} - b^{[k]}_{ij}^{[l]}),
\]

\[
\text{where } m \text{ is batch size, the subscript } s \text{ means } s \text{-th sample of a batch. After vectorization, above equations are simplified as}
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{1}{\Gamma(2-\alpha)} \sum_{s=1}^{m} \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(Z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} W_{ij}^{[l]} - B^{[k]}_{ij}^{[l]})
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{1}{\Gamma(2-\alpha)} \sum_{s=1}^{m} \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(Z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} W_{ij}^{[l]} - B^{[k]}_{ij}^{[l]})
\]

\[
\text{where}
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{1}{\Gamma(2-\alpha)} \sum_{s=1}^{m} \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(Z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} W_{ij}^{[l]} - B^{[k]}_{ij}^{[l]})
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{1}{\Gamma(2-\alpha)} \sum_{s=1}^{m} \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(Z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} W_{ij}^{[l]} - B^{[k]}_{ij}^{[l]})
\]

\[
\text{and (17) turns into}
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{1}{\Gamma(2-\alpha)} \sum_{s=1}^{m} \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(Z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} W_{ij}^{[l]} - B^{[k]}_{ij}^{[l]})
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{1}{\Gamma(2-\alpha)} \sum_{s=1}^{m} \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(Z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} W_{ij}^{[l]} - B^{[k]}_{ij}^{[l]})
\]

\[
\text{Thus fractional order gradients (17) turn into}
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{1}{\Gamma(2-\alpha)} \sum_{s=1}^{m} \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(Z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} W_{ij}^{[l]} - B^{[k]}_{ij}^{[l]})
\]

\[
\frac{\partial L}{\partial \alpha^{[k]}_{ij}} = \frac{1}{\Gamma(2-\alpha)} \sum_{s=1}^{m} \frac{\partial L}{\partial \alpha^{[k]}_{ij}} f^{(1)}(Z_{k}^{[l]} - \Gamma_{(2-\alpha)}^{[k]} W_{ij}^{[l]} - B^{[k]}_{ij}^{[l]})
\]
Then the updating parameters \cite{19} becomes
\[
\begin{align*}
W^{[l]}_{(K+1)} &= W^{[l]}_{(K)} - \mu \frac{1}{\Gamma(2-\alpha)} \frac{\partial l}{\partial W^{[l]}_{(K-1)}} \\
\delta W^{[l]}_{(K)} &= W^{[l]}_{(K-1)} - \mu \frac{1}{\Gamma(2-\alpha)} \frac{\partial l}{\partial W^{[l]}_{(K-1)}} \\
\delta b^{[l]}_{(K+1)} &= b^{[l]}_{(K)} - \mu \frac{1}{\Gamma(2-\alpha)} \frac{\partial l}{\partial b^{[l]}_{(K-1)}} \tag{22}
\end{align*}
\]
For a certain element in \( W^{[l]} \) or \( b^{[l]} \), the \( w_{ij} \) or \( b^{[l]}_{ij} \) can be updated by
\[
\begin{align*}
w_{ij}^{[l]}(K+1) &= w_{ij}^{[l]}(K) - \mu \frac{1}{\Gamma(2-\alpha)} \frac{\partial l}{\partial w_{ij}^{[l]}(K-1)} \\
b_{i}^{[l]}(K+1) &= b_{i}^{[l]}(K) - \mu \frac{1}{\Gamma(2-\alpha)} \frac{\partial l}{\partial b_{i}^{[l]}(K-1)} \tag{23}
\end{align*}
\]
It is similar to the proof of Theorem \cite{1}. Assume that \( w_{ij}^{[l]}(K) \) converges to a point \( w_{ij}^{[l]} \) that is different from real extreme point \( w_{ij}^{[l]} \), namely \( \lim_{K \to \infty} |w_{ij}^{[l]}(K) - w_{ij}^{[l]}| = 0 \). Therefore, it can be concluded that for any sufficient small positive scalar \( \varepsilon \), there exists a sufficient large integer \( N \in \mathbb{N} \) such that \( |w_{ij}^{[l]}(K) - w_{ij}^{[l]}| > \varepsilon < |w_{ij}^{[l]} - w_{ij}^{[l]}| \) for any \( K > N \). Then \( \varepsilon = \inf_{K \to N} |\frac{\partial l}{\partial w_{ij}^{[l]}(K-1)}| > 0 \) must hold.

According to \cite{2}, the following inequality is obtained
\[
\begin{align*}
|w_{ij}^{[l]}(K+1) - w_{ij}^{[l]}(K)| &= \left| \mu \frac{1}{\Gamma(2-\alpha)} \frac{\partial l}{\partial w_{ij}^{[l]}(K-1)} \right| \\
&= \left| \frac{\partial l}{\partial w_{ij}^{[l]}(K-1)} \right| \tag{24}
\end{align*}
\]
Considering that one can always find a \( \varepsilon \) such that \( 2 \varepsilon < d^{2} \), then the following inequality will hold
\[
|w_{ij}^{[l]}(K) - w_{ij}^{[l]}(K-1)| \leq |w_{ij}^{[l]}(K) - w_{ij}^{[l]}(K-1) + |w_{ij}^{[l]}(K-1) - w_{ij}^{[l]}(K)| | < 2 \varepsilon < d^{2} \tag{25}
\]
The above inequality could be rewritten as \( d > |w_{ij}^{[l]}(K) - w_{ij}^{[l]}(K-1)^{2} \). When this inequality is introduced into \cite{4}, the resulting inequality is
\[
|w_{ij}^{[l]}(K) - w_{ij}^{[l]}(K)| > |w_{ij}^{[l]}(K) - w_{ij}^{[l]}(K)|, \tag{26}
\]
which implies that \( w_{ij}^{[l]}(K) \) is not convergent. Similarly, the same result will be easily obtained for \( b^{[l]}_{ij} \). It contradicts to the assumption mentioned before, thus the proof is completed.

\textbf{Remark 2.} Because of integer order transferring gradient, the chain rule is still available for the proposed gradient method \cite{18,19}, which avoids complicated calculation caused by fractional order derivatives, especially derivatives of activation function. As modified fractional order gradient \cite{17} is applied smoothly, the speed of convergence is improved and real extreme point can be reached now.

\subsection{3.2. Convolution Layers}
Although the key calculation of convolution layers is similar to fully connected layers, the complicated structure makes its iterative algorithm different. It is hard to understand the algorithm without help of figures or axiomatic descriptions.

For subsequent research, the forward propagation of convolution layers is drawn briefly in Fig. \ref{fig:4}, where \( a^{[l]} \in \mathbb{R}^{d_{i}^{[l]} \times d_{i}^{[l]} \times d_{i}^{[l]}} \) is the output of the \( l \)-th layer, \( w_{ij}^{[l]} \in \mathbb{R}^{d_{i}^{[l]} \times d_{i}^{[l]} \times d_{i}^{[l]}} \) and \( b_{i}^{[l]} \in \mathbb{R} \) are weight and bias for channel \( c \), \( F^{[l]} \) is the size of convolution kernel, \( d_{i}^{[l]} \) is a slice of \( d_{i}^{[l]} \) by selecting \( F^{[l]} \) rows and \( F^{[l]} \) columns over all channels (red cube), \( n_{H}^{[l]}, n_{W}^{[l]} \) and \( n_{C}^{[l]} \) are height, width and channels of output \( a^{[l]} \), respectively.

![Fig. 4. Forward propagation of convolution layers.](image)

Similarly, the gradients of backward propagation are divided into two types. The transferring gradient of convolution layers is also kept the same as integer order gradient. Considering that the input is a batch of samples, the updating gradient is
\[
\begin{align*}
\frac{\partial l}{\partial w_{ij}^{[l]}} &= \sum_{s} \sum_{l_{1}} \sum_{l_{2}} \frac{\partial l}{\partial w_{ij}^{[l]}} \frac{\partial l}{\partial w_{ij}^{[l]}} \frac{\partial l}{\partial w_{ij}^{[l]}} \\
&= \sum_{s} \sum_{l_{1}} \sum_{l_{2}} \frac{\partial l}{\partial w_{ij}^{[l]}} \frac{\partial l}{\partial w_{ij}^{[l]}} \frac{\partial l}{\partial w_{ij}^{[l]}} \tag{27}
\end{align*}
\]
where $W_l^{[l]} = [w_{l,j,k}^{[l]}] \in \mathbb{R}^{F_l \times F_l \times \text{sol}_l \times \text{sol}_l}$ is the weight that contains all $w_{l,j,k}^{[l]}$, $A_l^{[l]} \in \mathbb{R}^{\text{max}_l \times \text{sol}_l \times \text{sol}_l}$ is the $\theta_l^{[l]}$ over all $m$ samples. When the fractional order gradient method (11) is introduced, the updating gradient at the $K$-th iteration is changed to

$$
\begin{align*}
\frac{\partial L}{\partial w_{l,j,k}^{[l]}} &= \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial L}{\partial w_{l,j,k}^{[l]}} \left( \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial w_{l,j,k}^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \right) \\
\frac{\partial L}{\partial A_l^{[l]}} &= \frac{\Gamma(2-\alpha)}{12} \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial A_l^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \\
\frac{\partial L}{\partial \theta_l^{[l]}} &= \frac{\Gamma(2-\alpha)}{12} \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial \theta_l^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \\
\end{align*}
$$

(28)

where $A_l^{[l]}$ is $A_l^{[l]}$ of the $s$-th sample. It could be simply regarded as $A_l^{[l]} = A_l^{[l]}[s, V_{start} : V_{end}, A_{start} : A_{end}] \in \mathbb{R}^{F_l \times F_l \times \text{sol}_l \times \text{sol}_l}$ with $V_{start} = (h-1) \times \text{stride} + 1$, $V_{end} = V_{start} + F_l^{[l]}$, $H_{start} = (w-1) \times \text{stride} + 1$, $H_{end} = H_{start} + F_l^{[l]}$, and $\text{stride}$ is moving length of convolution kernel each time. After vectorization, (28) is further simplified as

$$
\begin{align*}
\frac{\partial L}{\partial w_{l,j,k}^{[l]}} &= \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial w_{l,j,k}^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \\
\frac{\partial L}{\partial A_l^{[l]}} &= \frac{\Gamma(2-\alpha)}{12} \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial A_l^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \\
\frac{\partial L}{\partial \theta_l^{[l]}} &= \frac{\Gamma(2-\alpha)}{12} \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial \theta_l^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \\
\end{align*}
$$

(29)

In order to show the algorithm clearly, the calculation of (29) is transformed to following process. Then the updating parameters of convolution layers is as follows

$$
\begin{align*}
W_{l+1}^{[l]} &= W_l^{[l]} - \mu \frac{\partial L}{\partial w_{l,j,k}^{[l]}} \\
A_{l+1}^{[l]} &= A_l^{[l]} - \mu \frac{\partial L}{\partial A_l^{[l]}} \\
\theta_{l+1}^{[l]} &= \theta_l^{[l]} - \mu \frac{\partial L}{\partial \theta_l^{[l]}} \\
\end{align*}
$$

(30)

**Theorem 3.** The convolution layers updated by fractional order gradient method (29) (30) are convergent to real extreme point.

The proof resembles Theorem [1]. By introducing integer order gradients, the gradients in (29) are changed into the form like (21). Then it is a proof by contradiction that could be done for each element of $W_l^{[l]}$ and $\theta_l^{[l]}$ in (30).

**Remark 3.** Based on backward propagation of convolution layers, when padding is introduced into the $l$-th layers, the transferring gradient will be influenced. The gradient calculated by Algorithm [9] is the gradient of padded output. The padded part of $\frac{\partial L}{\partial w_{l,j,k}^{[l]}}$ needs deleting. However, there is no change happened for the updating gradient of fractional order.

**Remark 4.** During the training procedure, a tiny value could be added to (28) so that the singularity caused by $W_l^{[l]}(K) = \frac{\partial L}{\partial w_{l,j,k}^{[l]}}$ is avoided easily. Hence the gradients modified by (11) are listed below

$$
\begin{align*}
\frac{\partial L}{\partial w_{l,j,k}^{[l]}} &= \frac{\Gamma(2-\alpha)}{12} \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial w_{l,j,k}^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \\
\frac{\partial L}{\partial A_l^{[l]}} &= \frac{\Gamma(2-\alpha)}{12} \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial A_l^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \\
\frac{\partial L}{\partial \theta_l^{[l]}} &= \frac{\Gamma(2-\alpha)}{12} \sum_{l=1}^{m} \sum_{l=1}^{2N} \sum_{w=1}^{2n} \frac{\partial}{\partial \theta_l^{[l]}} f^{(1)}(Z_l^{[l]}(K-1)) \\
\end{align*}
$$

(31)

**Algorithm 1.** Backward propagation of convolution layers by fractional order gradient method.

1: \( \frac{\partial L}{\partial w_{l,j,k}^{[l]}} = \frac{\partial L}{\partial w_{l,j,k}^{[l]}} \circ f^{(1)}(Z_l^{[l]}(K-1)) \)
2: for \( s = 1, 2, \cdots, m \) do
3: for \( h = 1, 2, \cdots, n_l^{[l]} \) do
4: for \( w = 1, 2, \cdots, n_l^{[l]} \) do
5: \( V_{start} = (h-1) \times \text{stride} + 1 \), \( V_{end} = V_{start} + F_l^{[l]} \)
6: \( H_{start} = (w-1) \times \text{stride} + 1 \), \( H_{end} = H_{start} + F_l^{[l]} \)
7: for \( c = 1, 2, \cdots, n_C^{[l]} \) do
8: \( A_c^{[l]} = A_c^{[l]}[s, V_{start} : V_{end}, H_{start} : H_{end}] \)
9: \( \frac{\partial L}{\partial A_c^{[l]}(K)} = \frac{\partial L}{\partial A_c^{[l]}(K)} \circ [w_c^{[l]}(K) - w_c^{[l]}(K)]^{-\alpha} \)
10: \( \frac{\partial L}{\partial \theta_c^{[l]}(K)} = \frac{\partial L}{\partial \theta_c^{[l]}(K)} \circ [w_c^{[l]}(K) - w_c^{[l]}(K)]^{-\alpha} \)
11: \( w_c^{[l]}(K) = w_c^{[l]}(K) + \theta_c^{[l]}(K) \)
12: \( w_c^{[l]}(K) = w_c^{[l]}(K) + \theta_c^{[l]}(K) \)
13: end for
14: end for
15: end for
16: end for
17: end for
18: \( w_l^{[l]}(K) = w_l^{[l]}(K) + \theta_l^{[l]}(K) \)

When convolution layers, pooling layers and fully connected layers are connected end-to-end, it will fulfill some tasks like classification. Many types of functions, such as quadratic function \( L = \sum^{n}(\frac{1}{2} - y)^2 \) and cross-entropy function \( L = -y \log(y) - (1 - y) \log(1 - y) \), are available to loss function of proposed method. And the gradient on output of the last layer \( \frac{\partial L}{\partial y} \) is still integer order. The backward propagation between layers of different types is simple. Reshaping is needed only when the gradients correspond to different shapes. Finally, a type of complete convolutional neural networks will combine with fractional order gradient to fulfill a task and demonstrate the effectiveness of proposed method. For example, the LeNet [6] is a simple CNN which will be adopted for subsequent experiment.
4. Experiments

The task of experiments is to identify handwriting number by fractional order convolutional neural networks. The experiments are carried out by the MNIST dataset which consists of 60,000 handwritten digit images for the training and another 10,000 samples for testing. Consequently, the whole structure of LeNet is presented in Fig. 5.

The corresponding parameters are listed below. \( \hat{y}_s \in \mathbb{R}^{10} \) is the output of networks for the \( s \)-th sample and \( y_s \in \mathbb{R}^{10} \) is label with one-hot form.

| Loss function: \( L = -\frac{1}{m} \sum_{s=1}^{m} y_s^1 \log(\hat{y}_s) \) | Learning rate: \( \mu = 0.1 \) |
| Batch size: \( m = 10 \) | Initial weight: \( w \in [-0.1, 0.1] \) |
| Initial bias: \( b \in [-0.1, 0.1] \) | Number of iteration: \( Iteration = 6000 \) |
| Number of epoch: \( Epoch = 1 \) |

The experiments are carried out by 10 times. All parameters, such as weights, bias and the inputting order of samples, are randomly initialized each time. Consequently, the training accuracy and testing accuracy with different fractional order are shown in Table 1.

| order(\( \alpha \)) | training accuracy | testing accuracy |
|------------------|-------------------|-----------------|
| 1.9              | 0.0980            | 0.1006          |
| 1.8              | 0.0978            | 0.1009          |
| 1.7              | 0.0978            | 0.1009          |
| 1.6              | 0.0978            | 0.1009          |
| 1.5              | 0.2556            | 0.2581          |
| 1.4              | 0.5924            | 0.5938          |
| 1.3              | 0.8739            | 0.8741          |
| 1.2              | 0.9734            | 0.9728          |
| 1.1              | 0.9813            | 0.9803          |
| 1.0              | 0.9783            | 0.9781          |
| 0.9              | 0.9805            | 0.9799          |
| 0.8              | 0.9780            | 0.9767          |
| 0.7              | 0.9724            | 0.9711          |
| 0.6              | 0.9646            | 0.9637          |
| 0.5              | 0.9498            | 0.9516          |
| 0.4              | 0.9267            | 0.9322          |
| 0.3              | 0.8913            | 0.9004          |
| 0.2              | 0.6671            | 0.6759          |
| 0.1              | 0.3052            | 0.3050          |

It could be observed that the accuracy of fractional order gradient methods with \( \alpha = 0.9 \) and \( \alpha = 1.1 \) is higher than the integer order gradient method in most cases. What’s more, when average accuracy of 10 experiments is taken into consideration, the integer order one shows a little less accuracy. In Fig. 6, the average accuracy of training and testing results is drawn over \( \alpha = 0.1, \cdots, 1.9 \).

Although fractional order gradient method works well in CNN, it is not effective enough all the time when \( \alpha < 0.3 \) or \( \alpha > 1.2 \). The reason of such low accuracy is caused by the the Gamma function in fractional order calculus \( (1) \). The Gamma function \( \Gamma(2 - \alpha) \) in fractional order gradient method \( (18, 29) \) is a very large number for \( \alpha < 0.3 \) or \( \alpha > 1.2 \). As a result, the gradients are too small to reduce the loss function and sink into a local extreme point quickly. Since it is often a point close to the initial point, the loss does not decrease or only decreases a little bit. This phenomenon is also demonstrated by Fig. 8.

To analyze fractional order gradients further, the Fig. 2 is drawn here to show the average loss function of first 1000 iterations. Even if all loss functions are decreasing during training, the loss iterated by fractional order gradients seems to prefer jumping farther. Compared with integer order gradient method in Fig. 9(b), the points are more dispersed for fractional order cases, especially for \( \alpha = 0.9 \) in Fig. 9(a). In addition, each variance of different loss function is listed below.

| order(\( \alpha \)) | variance |
|------------------|----------|
| 0.9              | 0.65370  |
| 1.0              | 0.56961  |
| 1.1              | 0.57697  |

The larger variance often indicates looser distribution, which implies that fractional order gradient method helps optimizing process jump frequently and far. Therefore, it is provided with more possibility to escape the local optimal point.

In view of seemingly complicated calculation, it seems that fractional order gradient method needs more time than integer order one. However, the training speed of fractional order CNN is almost as fast as integer order CNN. Taking all experiments into consideration, the average training time spent by integer order CNN is only 0.53% less than fractional order CNN with \( \alpha = 1.1 \). Similar speed also exists in other cases for \( \alpha = 0.1, \cdots, 1.9 \). There are two reasons that result in such fast speed of fractional order gradient method for CNN. One reason is that only updating gradients are replaced by fractional order. The other reason is that the fractional order updating gradients are obtained according to integer order gradients and the additional calculation in fractional order updating gradients are quite simple.

5. Conclusions

The backward propagation of neural networks is investigated by fractional order gradient method in this paper. After modification of fractional order gradient, the proposed gradient method can ensure the convergence to real extreme point, and
has been successfully applied in CNN for updating parameters. It is the first time for CNN to cooperate with fractional order calculus. The chain rule in backward propagation is completely preserved since integer order gradients are still used for transferring between layers. Both the range of fractional order and the type of loss function are enlarged. Moreover, the proposed fractional order gradient method verifies its fast convergence, high accuracy and ability to escape local optimal point in neural networks when compared with integer order case. It is believed that this paper provides a new way to study gradient method and its application.
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