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Prioritizing genes for their role in drug sensitivity, is an important step in understanding drugs mechanisms of action and discovering new molecular targets for co-treatment. To formalize this problem, we consider two sets of genes $X$ and $P$ respectively composing the predictive gene signature of sensitivity to a drug and the genes involved in its mechanism of action, as well as a protein interaction network (PPIN) containing the products of $X$ and $P$ as nodes. We introduce Genetrack, a method to prioritize the genes in $X$ for their likelihood to regulate the genes in $P$.

Genetrack uses asymmetric random walks with restarts, absorbing states, and a suitable renormalization scheme. Using novel so-called saturation indices, we show that the conjunction of absorbing states and renormalization yields an exploration of the PPIN which is much more progressive than that afforded by random walks with restarts only. Using MINT as underlying network, we apply Genetrack to a predictive gene signature of cancer cells sensitivity to tumor-necrosis-factor-related apoptosis-inducing ligand (TRAIL), performed in single-cells. Our ranking provides biological insights on drug sensitivity and a gene set considerably enriched in genes regulating TRAIL pharmacodynamics when compared to the most significant differentially expressed genes obtained from a statistical analysis framework alone. We also introduce gene expression radars, a visualization tool to assess all pairwise interactions at a glance.

Genetrack is made available in the Structural Bioinformatics Library (https://sbl.inria.fr/doc/Genetrack-user-manual.html). It should prove useful for mining gene sets in conjunction with a signaling pathway, whenever other approaches yield relatively large sets of genes.
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1 Introduction

1.1 Single-cell differential expression analyses

Gene differential expression analyses quantify the changes in gene expression levels between tested experimental conditions. Although gene functions can often be derived from this type of analyses, the associations can be confounded with incidental gene induction. Therefore interpreting differential expression data with gene set enrichment analysis (GSEA) and pathway analysis can be misleading without attentive curation. Single-cell differential expression analyses have elevated the issue, where gene differential expression between experimental groups is hindered by gene expression variability between cells.

Although cell-to-cell variability in gene expression is typically overlooked in most analyses, we and others have observed that these differences between clonal cells, can impact the overall cell population response to a stimulation [38, 32, 26]. Originating from stochastic processes such as transcription initiation, cell-to-cell variability gives rise to an equilibrium of co-existing cellular states within an isogenic cell population [12, 33]. The different phases of the cell cycles are one illustration of cell states that robustly proportioned resting cell populations [16], but other functional cell states can be phenomenologically evidenced by the fractional response to cytotoxic cancer drugs for example (IC50, Emax>0, [35, 27]). However, most single-cell technologies are still unable to access meaningful cell information within clonal populations once cell cycle states signatures are regressed out, and important functional cell states remain confounded in gene expression noise [26]. Apart from cell cycle genes, one hypothesis for the undetected (or unmeasurable) differences in seemingly homogeneous cell populations is that they contain cells in a wide variety of possible cell states that predisposed them to a number of responses or functions such as cell death, impairing pathway enrichment analyses. To recover the molecular determinants of clonal cells response to cancer drugs from the measured gene expression variability, we recently designed a same-cell functional pharmacogenomics approach, named fate-seq, that couples prior knowledge on the cell state (predicted drug response) to the transcriptomic profile of the same cell [26]. With our same-cell approach, we could reveal the molecular factors regulating the efficacy of a drug treatment, from differential expression analyses of one sample of isogenic cells with no gene induction. Although genes differential expressions can now be linked to their functional role in drug response using fate-seq, prioritizing genes as best potential targets for co-treatment remains a difficult task.

1.2 Diffusion distances

Indeed, gene prioritization and protein function prediction are challenging due to the small-world nature of interaction networks [16, 1], in particular. To go beyond analysis using the direct neighbors of a node or shortest paths, the value of diffusion distances has been recognized long ago.

Based on the correlation between the expression profile and the phenotype, as well as (diffusion) distances, various similarity measures between genes have been studied [23].
**Diffusion State Distance** (DSD) was defined as the L1 norm of m walks (RW) of k steps [3]. The DSD was shown to be more effective than shortest-path distance to transfer functional annotations across nodes in protein-protein interaction networks (PPIN). The DSD was further extended to exploit annotations (weights) on edges, and to exploit an augmented graph incorporating specific interactions [4]. To bias the random walk towards certain nodes, a random walk restarting (RWR) at those nodes can be applied, as initially used in the context of internet surfing [29]. The stationary distribution of the strategy, called the *page rank*, depends on the restart probability vector [2]. In [44], the minimum of the page rank probability between two nodes is used to qualify the mutual affinity of two proteins in a network. RWR were also used to predict drug-target interactions on heterogeneous networks [9], and also for layered/multiplex graphs, so as to combine complementary pieces of information [42]. Diffusion distances have also been used recently [36] to understand how drugs treat diseases, using both a network of physical interactions and a hierarchy of biological functions. However, in the resulting *multiscale interactome*, the diffusion profiles are computed using a standard random walk with restart.

A related topic is the problem of ranking differentially expressed genes across two conditions [20]. Following the seminal work on gene set enrichment methods [40], the template of gene set enrichment analysis (GSEA) consist of three steps, namely computing an enrichment score for each gene, estimating its statistical significance, and performing a correction for multiple hypothesis testing. Setting aside the issue of correlations between genes, such methods combine feature selection and clustering (one cluster per cell state/condition) [15], but do not address the question of connecting two sets of genes using an interaction network.

Finally, yet another related challenge is pathway enrichment analysis [34]. Given a set of experimentally determined genes and a database of pathways, the goal here is to find pathways whose genes are over-represented in the gene set of interest. When pathways are known exhaustively, such analysis are sufficient to screen gene sets. If this assumption does not hold, finding *intermediates* between the gene set and the molecules in a pathway becomes mandatory.

Adding to other prioritization methods [13], *Genetrank* utilizes prior knowledge from functional cell states (transcriptomic profile of a predicted drug response), protein-protein interactions, and the expected target signaling pathway of a drug of interest.

### 1.3 Contributions

We focus on gene prioritization related to a complex phenotype, based on expression profiles from single-cell RNA-seq. Formally, let $X$ be a set of proteins associated with differentially expressed genes, and $P$ be a set of proteins involved in a signaling pathway. Our goal is to prioritize genes in $X$ given the knowledge of genes in $P$, using an underlying PPIN, to find out those genes having a higher likelihood to regulate the pathway. Previous work on diffusion distances (RW or RWR) has three limitations in this context. First, in using hit vectors or stationary distributions, all nodes of the network contribute to the comparison of two sources. Instead, we wish to focus on nodes in $P$. Second, RWR use a bias on sources, but in our case, the sets $X$ and $P$ may be considered on an equal footing, which commands
analysis in both directions, i.e. from $X$ to $P$ and from $P$ to $X$. Third, instead of using a single restart rate [12], we study a filtration (sequence of nested sets) of genes retrieved, in tandem with so-called saturation indices revealing accessibility scales in the PPIN.

To accommodate this rationale, we present a novel analysis technique based on random walks with restarts and absorbing states. Recall that in a Markov chain, an absorbing state is a state which is never exited. Since stationary distributions are irrelevant in this context [11], we resort to hitting probabilities for the nodes on the target set $P$. As we show, doing so yields scores for pairs of genes in $S \times T$ and $T \times S$, from which a ranking of genes in $X$ is defined. As a case study, we use a dataset of differentially expressed genes involved in the regulation of a cancer drugs pharmacodynamics [26].

2 Material

Goal: formal statement. Consider two sets of genes $X$ and $P$ respectively composing the predictive gene signature of sensitivity to a drug and the genes involved in its mechanism of action, as well as a protein interaction network (PPIN) containing the products of $X$ and $P$ as nodes. We introduce Genetrank, a method to prioritize the genes in $X$ for their likelihood to regulate the genes in $P$.

Biological problem. The main goal of our approach is to ameliorate the ranking of gene signatures from differential expression analyses in order to better select the genes whose products are likely to impact the phenotypic response of the cells. Using fate-seq, we focus on cancer cells briefly treated with the TNF-related Apoptosis Inducing Ligand (TRAIL), so for the drug response to be predicted for each cell that is then profiled by single-cell RNA sequencing [26]. In such single-cell analyses performed with isogenic cells treated together, the stable differences in gene expression between cells from the two groups, namely predicted sensitive and predicted resistant, are small and otherwise confounded in gene expression noise. In addition, the short treatment necessary for the cell response prediction does not induce a detectable genomic response (Mendeley data Dataset https://doi.org/10.17632/m289yp5skd.1 [30, 26]) that would confound the functional role of the differentially expressed genes between the two groups with gene induction, as it is often the case in other studies.

Sets $X$ and $P$. The list of differentially expressed genes obtained in this study constitutes our set $X$ [26 Table S2]. The criteria used to define the two groups of single-cells compared in the differential expression analyses giving $X$, is the activation rate of caspase-8. (Caspase-8 is a protein of the receptor-mediated apoptosis pathway and of the TRAIL mechanism of action [35].) Therefore, in our case study the set $P$ is a set of regulatory proteins of the extrinsic apoptosis signaling pathway.

The sets $X$ and $P$ are of size 320 and 49, respectively. Altogether, these sets $X$ and $P$ represent a unique dataset to assess the benefit of our approach in ranking genes based on their likelihood to impact drug response.

PPIN. A number of interaction databases coexists, each with specific features, in particular a trade-off between exhaustivity and confidence. We use MINT due in particular to the
compliance with the protein naming standards [7].

The PPIN was constructed from interactions downloaded from the MINT website [https://mint.bio.uniroma2.it/] Only proteins with the species label Homo Sapiens were downloaded. The interacting proteins are identified in UniProtKB format. The resulting network is called the MINT network in the sequel. This initial graph, containing 11,672 vertices representing proteins, and 52,839 edges representing protein-protein interactions, is edited as follows. First, the PPIN being disconnected, we focus on its largest connected component, encompassing 11,427 vertices. Second, we remove all self-interactions. Third, multiple interactions between the same two proteins are collapsed into a single edge. Summarizing, we obtain a graph with 11,427 vertices and 36,526 edges.

Sets $X$ and $P$ within the PPIN. Selected genes in the sets $X$ and $P$ being absent from the largest connected component of the PPIN were removed, finally obtaining sets $X$ and $P$ of size 227 and 41 (from sets of size 320 and 49 initially).

Variations on the set $X$. In order to evaluate the impact of the size difference of $X$ and $P$ on the scores, we analyse the symmetry $H(I)$ of Eq. (7) for instances involving sets $X'$ of varying size. Practically, for each $s \in \{|P|, 110, 220\}$ we pick $N_r (= 1000)$ random subsets of $X$. We then compare the distributions of $H(I)$ obtained.

3 Methods

3.1 Rationale and positioning with respect to previous work

We consider a set $X$ of experimentally determined genes, and a set $P$ of genes belonging to a pathway. We introduce methods using random walks on graphs with two sets of vertices as input, referred to as sources ($S$) and targets ($T$). Practically, we use these methods for the two directions $S = X \leadsto T = P$ and $S = P \leadsto T = X$. To study the relationship between the node sets $S$ and $T$, our modifications of diffusion based distances rely on absorbing states and a renormalization scheme. These modifications are actually motivated by two structural properties of interaction networks (Fig. 1).

The first difficulty owes to a notion of subsidiarity amongst targets, meaning that if some vertices of $T$ are neighbors (or very close from one another) in the graph, targets upstream will artificially modify the weights of targets downstream. Indeed, if a target is just after another (important) target, then its weight will be large even in the absence of direct paths from $S$ (Fig. 1 target $t_4$). In this context, absorbing states make it possible to stop the exploration process at such upstream/ancestor nodes, and force direct connexions from sources to subsidiary targets.

The second difficulty owes to the close vicinity of selected targets to sources (Fig. 1 target $t_3$), motivating the introduction of hit scores (Def. 3). For example, if a target is a neighbor of some sources in the graph, these hit scores decrease the weights of such direct paths, stressing the importance of the other non trivial paths. One can note that this normalization can be done with other functions, e.g. a distance-based function that could be the average of the $|T|$
lengths of shortest paths between every source \( s \in S \) and a given target \( t \).

We now formally introduce our methods.

### 3.2 Graphs

To connect \( X \) and \( P \), we consider a PPIN whose vertices are the individual molecules, and whose edges represent pairwise interactions. Such a network is modeled by a vertex-weighted edge-weighted directed graph \( G = (V, E) \). The weight of any vertex \( u \in V \) is denoted \( w_u \) and the weight of any edge \( uv \in E \) is denoted \( w_{uv} \). We assume that \( w_u, w_{uv} \in (0, 1] \) for every \( u \in V \) and every \( uv \in E \). In the unweighted case, we set \( w_u = 1 \) and \( w_{uv} = 1 \) for every \( u \in V \) and every \( uv \in E \). In the undirected case, we have \( uv \in E \) if and only if \( vu \in E \).

Let \( n = |V| \) be the number of vertices and let \( V = \{v_1, \ldots, v_n\} \). The set of out-neighbors (resp. in-neighbors) of a vertex \( u \in V \) is denoted \( N^+_G(u) \) (resp. \( N^-_G(u) \)).

To analyze paths between vertices of \( X \) and vertices of \( P \), we formalize Markov chains and random walks.

### 3.3 Random walks and Markov chains with absorbing states and restart

**Model.** In the sequel, we consider two sets of vertices \( S \) and \( T \) from the graph \( G \), with \( S \cap T = \emptyset \).

We define a Markov chain for which the set of states is exactly the set of vertices \( V \). The transition matrix \( M \) is defined as follows for every pair \((u, v) \in V \times V\):

\[
M(u, v) = \begin{cases} 
\frac{w_{uv} w_v}{\sum_{v' \in N^+_G(u) \setminus T, w_{uv'} w_{v'}}} & \text{if } uv \in E \text{ and } u \notin T, \\
1 & \text{if } u = v \text{ and } u \in T, \\
0 & \text{otherwise.}
\end{cases}
\]

(1)

Particular cases of this construction are as follows:

- (Symmetric unweighted case) \( M(u, v) = \frac{w_{uv} w_v}{\sum_{v' \in N^+_G(u) \setminus T, w_{uv'} w_{v'}}} = \frac{1}{d_G(u)} \) (first line of Eq. (1)).

- (Symmetric edge-weighted case) Eq. (1) also generalizes the formulae used in [4].

Recall that a state is absorbing if once reached by a walk, it is never exited. Observe that the set of states \( T \) is absorbing in the Markov chain defined by transition matrix \( M \). We now define the Markov chain with restart from \( M \) and from a subset \( S' \subseteq S \). Intuitively, for each vertex \( u \in V \setminus T \) which is not a target, we add a transition to every vertex of \( S' \). Formally, given a real number \( r \in [0, 1) \), the transition matrix \( M^r_{S'} \) is defined as follows for every pair
Given any \((u, v) \in V^2\).

\[
M^r_s(u, v) = \begin{cases} 
\sum_{v' \in N_G^+(u)w_{uv'}w_{v'u}} (1 - r)w_{uv}w_u & \text{if } uv \in E \text{ and } u \notin T, \\
\frac{r}{|S'|} & \text{if } u \notin T \text{ and } v \in S', \\
1 & \text{if } u = v \text{ and } u \in T, \\
0 & \text{otherwise.}
\end{cases}
\] (2)

Note that restart transitions may have the same origin/destination as an existing transition in \(M\). (Equivalently, in graph theoretical terms, one has two arcs between the same two vertices.) In that case, the probabilities specified in (2) should be added. The transition matrix \(M\) is a particular case of \(M^r_s\) when \(r = 0\). Note also that when \(|S'| = 1\), one restarts to a single vertex.

**Definition. 1 (State distribution)** Consider an initial distribution uniform in the set \(S'\). Given any \(r \in [0, 1]\) and any \(S' \subseteq S\), the state distribution at each step \(i \geq 0\) is denoted

\[
\pi^i_{M^r_s} = (\pi^i_{M^r_s}(v_1), \ldots, \pi^i_{M^r_s}(v_n)),
\]

with \(\pi^0_{M^r_s}(u) = 0\) for every \(u \notin S'\) and \(\pi^0_{M^r_s}(u) = \frac{1}{|S'|}\) for every \(u \in S'\).

Under the assumption that, from every \(u \in S'\) there exists a path in \(G\) to some \(v \in T\), the limit of this vector exists when \(i \to \infty\), for every value of \(r \in [0, 1]\). We denote it with \(\pi^\infty_{M^r_s}\). The probabilities in this vector are commonly known as hitting probabilities of the target set \(T\).

Using the target set, we define:

**Definition. 2 (hit probability vector)** Let \(T = \{t_1, \ldots, t_k\}\) be the target set. Given any \(r \in [0, 1]\) and any \(S' \subseteq S\), the hit vector \(\pi^r_{M^r_s} = (\pi^r_{M^r_s}(t_1), \ldots, \pi^r_{M^r_s}(t_k))\) is composed of the hitting probabilities for states of \(T\).

In the following, we abuse the notation writing \(M^r_s\) instead of \(M^r_{[s]}\). Furthermore, we will write \(M^r\) instead of \(M^r_s\). Finally, we renormalize the vectors with the hit vector of the chain without restart (i.e. \(r = 0\)):

**Definition. 3 (hit score)** Given \(r \in [0, 1]\), define the score from \(s\) to \(t\) as

\[
Q^{(r)}(s, t) = \frac{\pi^r_{M^r_s}(t)}{\pi^0_{M^r_s}(t)}.
\] (3)

The hit score vector associated with each source \(s \in S\) is \((Q^{(r)}(s, t_1), \ldots, Q^{(r)}(s, t_k))\).

The log score \(\log Q^{(r)}(s, t)\) is the natural logarithm of \(Q^{(r)}(s, t)\).

Finally the rank of the score of a pair \((s, t) \in S \times T\) is defined as follows:

\[
\text{rank}^{(r)}_{ST}(s, t) = 1 + |\{Q^{(r)}(s', t') > Q^{(r)}(s, t), s' \in S, t' \in T, (s', t') \neq (s, t)\}|.
\] (4)

**Remark 1** The hit score from Eq. (3) incorporates three ingredients, namely (i) a random walk with restart, (ii) absorbing states, and (iii) renormalization by the value obtained without restart. We may define other scores by removing any of these ingredients, e.g. the mechanism of absorbing states.
3.4 Scores and their symmetry

**Scores:** $X \rightsquigarrow P$ versus $P \rightsquigarrow X$. In order to analyze the (lack of) symmetry between paths joining $X$ and $P$ and vice-versa, we apply the previous construction to two settings:

\[
\begin{align*}
X \rightsquigarrow P : & \ (S = X, T = P) \\
P \rightsquigarrow X : & \ (S = P, T = X)
\end{align*}
\]  

(5)

**Instances** ($PPIN, X, P$). Using a different PPIN, a different experimental gene set $X$ or a different pathway gene set $P$ will affect the score $Q^{(r)}(x, p)$ for a given pair $(x, p)$. In order to make it clearer we define an instance of execution as the triplet $I = (PPIN, X, P)$, and we refer to the score obtained under this instance as $Q^{(r)}_I(x, p)$. However, for conciseness, we simply denote this score $Q^{(r)}(x, p)$.

**Symmetry at the gene level.** Consider an experimental gene $x \in X$ and a pathway gene $p \in P$. Using Eq. (3), we assess the asymmetry using the ratio of log scores

\[
R^{(r)}_{log}(s, t) = \frac{\min(\log Q^{(r)}(s, t), \log Q^{(r)}(t, s))}{\max(\log Q^{(r)}(s, t), \log Q^{(r)}(t, s))}.
\]  

(6)

**Symmetry at the instance level.** Consider an instance $I = (PPIN, X, P)$ \footnote{Because throughout this paper we make use of a single PPIN (MINT) and the same set $P$, we will use the shorthand $(X)$ for the instance.} To study the symmetry at the instance level, we consider the proportion of pairs $(x, p) \in X \times P$ such that $Q^{(r)}_I(x, p) > Q^{(r)}_I(p, x)$. Formally, denoting $1_b$ the indicator function of the boolean $b$, the symmetry of the results for $I$ is given by

\[
H(I) = \frac{1}{|X| \ast |P|} \sum_{(x, p) \in X \times P} 1_{Q^{(r)}_I(x, p) > Q^{(r)}_I(p, x)}.
\]  

(7)

3.5 Genetrack, saturation indices, hits

Using the scores in the two directions $X \rightsquigarrow P$ versus $P \rightsquigarrow X$ (Eq. 5), we now define a ranking on the genes of $X$:

**Definition.** 4 (Average score) Let $1 \leq \tau \leq |P|$ be an integer. Consider a fixed value of the restart rate $r$. For a source $x$, let the average score be the arithmetic mean over the top $\tau$ values $\max(\log Q^{(r)}(x, p), \log Q^{(r)}(p, x))$ observed for $p \in P$. The gene network ranking (Genetrack) of genes in $X$ is the ranking associated with the aforementioned average values. The set of top $k$ genes of the ranking is denoted $T^{(r)}_{\tau, k}$.

Note that when $\tau = 1$, the ranking of a gene in $X$ is determined by its largest max score. Averaging scores over $\tau$ targets makes intuitive sense here when identifying whole connectedness to a pathway.
To assess the stability of this ranking, we proceed as follows. Consider a set of values \( R = \{r_1, \ldots, r_N\} \), sorted by increasing or decreasing value. We define the set of genes found in \( T_{\tau,k}^{(r)} \) up to a given value \( r_l \), with \( 1 \leq l \leq N \), by
\[
T_{\tau,k}^{(\rightarrow r_l)} = \bigcup_{j=1,\ldots,l} T_{\tau,k}^{(r_j)}.
\] (8)
We now use this set to qualify the speed at which we discover the sources in \( X \) when increasing the upper bound on the restart rate:

**Definition. 5 (Saturation indices for an increasing sequence of values of \( r \))** The saturation index at threshold \( r_l \) is the fraction of sources present in \( T_{\tau,k}^{(\rightarrow r_l)} \), that is:
\[
\text{Sat}._{\tau,k}^{(\rightarrow r_l)} = \frac{|T_{\tau,k}^{(\rightarrow r_l)}|}{|X|} (\leq 1).
\] (9)

The relative saturation index is the latter normalized by the value of \( k \) used:
\[
\text{Sat}._{\tau,k}^{(\rightarrow r_l)} = \frac{\text{Sat}._{\tau,k}^{(\rightarrow r_l)}}{k}.
\] (10)

In the absence of overlap between consecutive \( T_{\tau,k}^{(r)} \), one would have \( |T_{\tau,k}^{(\rightarrow r_l)}| = k \times l \). Thus, normalizing by \( k \) provides a measure of the overlap between consecutive sets.

We note in passing that the previous sets can be used to define how many hits in a given reference list of genes \( L \) are obtained:

**Definition. 6 (Hits)** Consider a reference list of genes \( L \). The number of hits for particular values \( (r,k) \) is the size of the set \( T_{\tau,k}^{(r)} \cap L \). For a fixed \( k \), we similarly consider the size of the set \( T_{\tau,k}^{(\rightarrow r)} \cap L \).

**Remark 2** Saturation indices for a decreasing sequence of values of \( r \) readily generalize from Eqs. 8, 9, and 10. In fact, a larger (resp. smaller) value of \( r \) amounts to zooming in (resp. out) towards the sources.

### 3.6 Graphical representations with radar scatter plots

We wish to rank genes from \( X \) using genes from \( P \), exploiting the directions \( X \rightsquigarrow P \) and \( P \rightsquigarrow X \).

**Score radar plots.** The difficulty in working with values \( \log\text{Count}(x), \log\text{FoldChange}(x) \) for \( x \in X \) represented in an MA plot, is that all pairs \((x,p)\) get mapped onto the same point. To get around this difficulty, we associate a radar plot with each point \( x \in X \), yielding an overall score radar scatter plot. Each gene score radar plot is defined as follows:
- the background of the gene radar plot is colored using a heat map indexed on the largest \((X \rightsquigarrow P \text{ or } P \rightsquigarrow X)\) log score observed for that gene. This background color makes it easy to spot the individual radar plots with high scores.
- the gene radar plot has a number of spokes equal to the top \(k\) (user defined) scores.
- on each spoke, two values are found, namely the scores \(\log Q^{(r)}(x, p)\) and \(\log Q^{(r)}(p, x)\).
- finally, the radar plot title is set to the gene name accompanied by the interval of scores (log scale).

Score radar MA plot. Displaying all individual score radar plots in the \(\text{LogCount}(x), \text{LogFoldChange}(x)\) plane yields the so-called Score radar MA plot.

3.7 Implementation

We compute hit scores (Def. 3) using the C++ Marmote library ([19] and https://wiki.inria.fr/MARMOTE/Welcome). The whole pipeline is implemented in the Genetrank package of the Structural Bioinformatics Library ([6] and http://sbl.inria.fr), see https://sbl.inria.fr/doc/Genetrank-user-manual.html.

The running time of one instance \(i.e.\) computing the hit scores at a fixed \(r\), depends on the sizes of the PPIN, and of sets \(X\) and \(P\). These latter two sets matter most since a Markov chain is generated and then evaluated for every source. The most time-consuming work is the calculation of the hitting probabilities, which in theory can be performed exactly with matrix inversion, at a practical cost of order \(n^3\). We selected from the Marmote library the iterative method which approximates the result with iterations of order \(m\), with \(m = |E|\) the number of edges. It is faster and also more stable in practice, since it involves only positive numbers. The stopping criterion chosen for iterations is that the \(L_1\) distance between successive iterates is less than \(10^{-6}\).

Practically, processing one instance took a few minutes (< 5) worst-case, on a standard desktop computer (Precision 7920 Tower, 64 Go of RAM, Intel(R) Xeon(R) Silver 4214 CPU at 2.20GHz; OS: Fedora Core 32).

3.8 Tests: setup

CONTENDERS. As already noticed (Rmk. [1]), the hit score from Eq. 3 incorporates three ingredients, namely (i) a random walk with restart, (ii) absorbing states, and (iii) renormalization by the value obtained without restart. To assess the importance of the latter two ingredients, three contenders of nested complexity are considered in the sequel:

- **pr-affinity**: the minimum page rank affinity introduced in [44], using a plain random walk with restart model.
- **Genetrank-renorm**: score obtained from a random walk with restart and renormalization using Eq. 3 – but no absorbing state.
• **Genetrank-AS**: score obtained from a random walk with restart and absorbing states – but without the renormalization of Eq. 3.

• **Genetrank**: score obtained using all ingredients: random walk with restart, absorbing states, and the renormalization of Eq. 3.

**Parameters used.** The following values are used in our experiments:
- 81 values of $r$, from $r = 0$ to $r = 0.8$ by steps of 0.01,
- three values of $\tau$ (Def. 4): $\tau \in \{1, 20, 41\}$, (recall that $|P| = 41$),
- ten values of $k$: $k \in \{5, 10, 15, 20, 25, 30, 35, 40, 45, 50\}$,
- saturation indices for $r$ sorted by increasing/decreasing values (Rmk. 2).

### 4 Results

#### 4.1 Genetrank and saturation indices

The saturation index makes it possible to study the variation of the size of the set of genes selected by the three contenders when $r$ increases or decreases. To promote the vicinity of sources in the PPIN, we process values $r$ by decreasing value (Rmk. 2). We inspect in turn the saturation, relative saturation and number of hits (Fig. 2, Fig. 3, Fig. S4, Fig. S5). We use the median value $\tau = 20$ to compute average scores – see the Supplemental for the values $\tau = 1$ and $\tau = 40$.

The methods pr-affinity, Genetrank-renorm, and Genetrank-AS yield a very similar behavior in two respects. First, the saturation gets maximum (one) for large values of $k$, and is relatively insensitive to the value of $r$ (Fig. 2(B), Fig. S4(B), Fig. S5(B)). Also, the relative saturation drops down to very small values rapidly (Fig. 2(E), Fig. S4(E), Fig. S5(E)). In sharp contrast, the maximum saturation yielded by Genetrank is equal to $\sim 0.4$, and shows a marked dependence on the restart rate (Fig. 3(B)). The relative saturation is also much more sensitive to the value of $k$ used, with a coherent behavior as a function of $k$ at fixed values of $r$ (Fig. 3(E,F)).

These observations stress the specificity yielded by the combination of renormalization and absorbing states in Genetrank. To further these insights, we proceed with a more detailed analysis of the incidence of the parameters $r$ and $\tau$:

- **($r$)** The restarting rate $r$ defines the bias towards sources. Whatever the value of $k$, in processing values of $r$ in decreasing values, we observe that the saturation increases when $r$ approaches zero (Fig. 3(C)). The slope of the curves increases for values of $r \leq 0.1$, showing that for such values of the restart rate, the random walks get to explore a larger region of the PPIN. In Genetrank, larger values of the restart rate are therefore instrumental in promoting a more specific exploration.

- **($\tau$)** Increasing $\tau$ consists of averaging on more targets. This averaging yields a marked increase of the saturation (whatever the value of $k$), especially for small values of $r$ (Fig. 3, Fig. S6, Fig. S7).
Let us now consider the relative saturation (Fig. 3(D,E,F); Fig. S6(D,E,F), Fig. S7(D,E,F)). Sections of the surface at \( r = \text{cst} \) yield a monotonic behavior, that is the smaller the restart rate the larger the relative saturation. (We also note that for the first value of \( r \) processed, that is \( r = 0, 8 \), the relative saturation is always equal to \( 1/|X| \sim 0.0044 \).) Interestingly, slices at \( r = \text{cst} \) are not monotonic. The valleys crossed on such slices show that increasing \( k \) increases the saturation but not necessarily the relative saturation. This may be interpreted as accessibility scales in the PPIN.

4.2 Evaluating the effect of varying restart rates on scores, using experimentally validated gene hits

Consider the list of reference genes (and their products) that had been experimentally validated following the single-cell functional genomics approach using predictive cell dynamics [26] O15304 (SIVA1), P78537 (BLOC1S1), P0CW18 (PRSS56), P53007 (SLC25A1), Q9Y2X8 (UBE2D4), DNM1L (O00429). Note that Q6UW78 (UQCC3) cannot be considered here, as it is not present in our PPIN of interest. We compute the number of genes from this list found in the sets \( T(r)_{\tau,k} \) and \( T(\rightarrow r)_{\tau,k} \).

We compare the results of the four methods (Fig. 4, Fig. 5, Fig. S8, Fig. S9). Consistent with the analysis in the previous section, the methods pr-affinity and Genetrank-renorm are rather non specific, with a number of hits yielded by \( T(r)_{\tau,k} \) essentially constant whatever the value of \( r \) at a fixed value of \( k \), whatever the value of \( \tau \) (Fig. S4, Fig. S8). The method Genetrank-AS shows a more contrived behavior, with the same number of genes uncovered (i.e. 5) for small values of \( r \), yet more variations when varying \( r \) at fixed values of \( k \) (Fig. S9).

The method Genetrank goes one step beyond, namely discovers genes more selectively when increasing \( k \) and changing the restart rate (Fig. 5). Small values of \( \tau \) allow retrieving three genes using fewer values of \( r \), clearly showing the specificity/robustness of nodes of \( X \) highly ranked with a large restart rate. Conversely, using larger values of \( \tau \) in conjunction with smaller values of \( r \) (larger excursions in the PPIN) allows reporting four genes in total. Except for \( \tau = 1 \), using large values of \( r \) requires larger values of \( k \) to retrieve the known genes: for \( \tau = 20 \) and \( \tau = 41 \), a single gene is retrieved when \( r > 0.5 \).

These experiments show the progressiveness yielded by Genetrank is exploring the PPIN, as opposed to avoid the fast mixing observed in pr-affinity and Genetrank-renorm, and to a lesser extent Genetrank-AS. Methods without absorbing states see the whole PPIN in a more homogeneous way, due to its small-world nature. This behaviour is even more pronounced in our case, as the target genes form a pathway. Indeed, a random walk reaching one such node is likely to discover its neighbors right after (See Comparison to previous work, Sec. 3.3.) When a absorbing states are used, the random walks halts, and the discovery of neighbors does not take place. The introduction of absorbing states therefore appears crucial to localize the exploration of connexions, in conjunction the choice of the restart rate \( r \) – generally taken to \( r = 0.7 \) in previous work – see [12] and citations therein.
4.3 Symmetry analysis on a per-source basis: radar plots

The symmetry ratio $H(I)$ is a global assessment based on all pairs in the Cartesian product $X \times P$. For an assessment of the asymmetry on a per gene basis, we resort to radar plots (Sec. 3.6). Example radar plots for genes experimentally validated are provided in the supporting information (Fig. 6).

4.4 Biological analysis

**Differentially expressed genes.** The set of differentially expressed (DE) genes obtained from the single-cell RNA-seq analyses chosen here, allows comparing transcriptomic profiles between single cells of an isogenic population, grouped by their predicted drug response [26]. Although this response prediction helped increase the meaningful expression signal obtained by differential analysis using the edgeR likelihood ratio test framework [25], the most significant differentially expressed genes (false discovery rate FDR < 0.1 and $|\log_2(FC)| > 2$) still constitute a list of more than 60 genes, defying the expected practical set of potential targets that would serve to design co-therapeutic strategies increasing overall treatment efficacy. In addition, ranking only on differential expression might underestimate a gene for its potential function as regulator of the pathway overall activity. As an example, among these gene hits, we have observed that, at equal distance (the shortest path between the source and the target gene caspase-8), the noisier the gene expression was, the larger the effect a gene perturbation had on cell death, and at comparable expression variability: the longer the shortest path, the larger the effect [26]. We reasoned that diffusion distances could also ameliorate ranking of cell-to-cell differential expression analyses.

We use Genetrank to sort genes for their connectedness to molecular factors regulating the signaling pathway triggered by the drug of interest (TRAIL). We intersect the list of 65 most significant differentially expressed genes obtained by edgeR, with the set of genes obtained with Genetrank ($k = 50$, range of values of $r : 0..0.8$, $\tau = 41$; Eq. (8) and Fig. S7), resulting in 18 genes (Table S1). This gene shortlist presents a number of valuable advantages over the list of significant differentially expressed genes, as it becomes more manageable for experimental validation, and drug target discovery. In addition we found that this shortlist contained genes that had been previously reported to regulate cell death and importantly, it was enriched in genes that we had experimentally validated for having an effect on TRAIL response.

**Previously validated genes.** Out of the 18 genes (Table S1) we prioritized for their likelihood of having an effect on the drug mechanism of action (MoA) using Genetrank, we found 4 genes that we had previously validated experimentally, namely BLOC1S1, DNM1L, UBE2D4, SLC25A1. This result indicates that we successfully enriched the list with gene hits that have functional relevance as co-drug targets. Indeed, among the target genes shortlisted solely based on statistical criteria (differential expression analyses between predicted resistant and predicted sensitive cells to TRAIL), only DNM1L, had previous reports either on TRAIL sensitivity. Indeed, DNM1L encoding the dynamin-1-like protein DRP1, involved
in mitochondrial division and apoptosis, has been reported to increase TRAIL sensitivity regardless of the co-treatment strategy (recruiting DRP1 at mitochondrial membrane, or inhibiting DRP1), which lead the authors to suggest that DRP1 might not be the target of mdivi-1, its originally reported inhibitor [21, 45]. In our experimental screen, cells that were predicted resistant to TRAIL based on low caspase-8 early activation rates, showed increased DNM1L expression levels [26]. Also in this recent study, we could show that DNM1L over expression reduced caspase-8 activation and cell death in response to TRAIL, and consistently, that DRP1 or dynamins inhibition (using mdivi-1 or dynasore), both increase caspase-8 activation and cell death. All together, these results suggest that in addition to the pro-apoptotic role of DRP1 at the mitochondrial membrane, DRP1 could play an anti-apoptotic role at receptor level on caspase-8, further validating the approach presented here and the relevance of Genetrack.

**Novel genes.** Genetrack also puts forward some genes that were initially further down the list and therefore in an unfavorable position to command gene validation or functional studies. JADE1 for example, has been shown to promote apoptosis in renal cancer cells [48], and MUL1 [31, 47], which should motivate further experimental investigations.

## 5 Discussion

**Method.** This work presents a gene prioritization method, Genetrack, which can be coupled with single-cell functional genomics approaches to rank the drug sensitivity of a set of genes \( X \) for their likelihood to regulate the cell signaling pathway \( P \) targeted by the drug of interest. While diffusion based distances have been used for several problems in interaction network analysis, the Genetrack introduces several refinements. The first one is to use random walks with restarts and absorbing states to focus on certain nodes of the PPIN. The second one is to exploit the asymmetry of random walks from \( X \) to \( P \) and \( P \) to \( X \) across the PPIN. The third one is to use a whole set of restart rates to define a filtration (sequence of nested sets) of genes, using saturation indices. The analysis yielded by saturation indices show the ability of Genetrack to progressively unveil regions of the PPIN, thanks to absorbing states and our renormalization scheme. Instead, classical methods based on random walks (with or without restarts) see the whole network in a more homogeneous fashion due to its small-world nature. In this context, absorbing states force the evaluation of direct connexions between sources and targets, and the renormalization scheme makes it possible to tone down large weights due to the proximity between sources and selected targets. Altogether, these modifications allow Genetrack at various restart rates to progressively explore the network, and incrementally investigate interactions within a pathway. For gene prioritization, our novel ingredients make it possible to perform a delicate study of the interplay operating between the different parameters defining the RW, providing a stratification of genes of \( X \) according to their proximity to genes in \( P \).

**Biology.** As a case study, we used Genetrack with a TRAIL-sensitivity gene signature
obtained from the single-cell functional genomics approach using predictive cell dynamics called \textit{fate-seq} \cite{26}. Here, we show that we could enrich the most significant differentially expressed genes between predicted sensitive and resistant cells, with genes that were experimentally validated for increasing drug treatment efficacy (or previously described as doing so).

The nature and design of large transcriptomic profiling experiments (single-cell and bulk) and their analyses, impose a number of limits on the biological interpretation of gene expression analyses, especially in the context of understanding the determinants of drug sensitivity. Firstly, the differential analyses between cell types of varying drug sensitivities can be confounded with bystander genes (regarding their role in the drug MoA). Secondly, within a cell type, differential analyses between treated versus untreated samples lacks specificity over genes at the origin of the cell response versus the genes induced by the drug in resistant cells (not to mention that sensitive cells are rarely recovered in experiments). Moreover, the subsequent analyses such as gene set enrichment analysis and pathway-based analyses \cite{40, 41, 43}, dependent on prior knowledge of the gene functions and their interactions, often determined with the aforementioned experimental designs. Gene annotations themselves (from Gene Ontology (GO) database for example) might hinder gene-based drug sensitivity predictions, by introducing biases related to errors or incompleteness due to unknown function, protein moonlighting \cite{37}, or technical and biological inherent limits \cite{24, 39}. Yet, gene expression remain a central piece of data in drug sensitivity prediction \cite{10, 14}, providing successful use with cancer cell lines to discover gene involved in drug resistance \cite{3} with computational methods using prior knowledge \cite{22, 28, 8, 17, 18}. Although some analyses performed these tasks on basal gene expression \cite{13}, which aim at harnessing cell states at the origin of drug response (as opposed to drug-perturbed gene expression studies), all pursue cell lines comparative profiling.

However, profiling cell lines remains ineffective with respect to determining the molecular factors involved in the incomplete -or fractional- response of one cell line, due to intrinsic drug resistance of non-genetic origins (a phenomenon observed for all drugs at their IC50 in all cell lines). Both single-cell genomics and single-cell drug response analyses \cite{35} have revealed a range of heterogeneity within isogenic cell populations (within one "cell type") that has not been fully comprehended up to now, for technical reasons \cite{26}. And the natural gene expression variability of isogenic cells may be referred to as gene expression noise only because of the actual deficiency in specific gene sets that define cell states such as drug-sensitive or -resistant state (as opposed to a drug-induced state in the resistant cells), that could inform on genes likely to perturb the MoA of the drug of interest. Therefore, single-cell experimental methods to determine the MoA-perturbing genes remain critical to increase treatment efficacy (or reduce treatment toxicity).

Our approach utilizes predicted drug response knowledge from \textit{fate-seq} to rank genes among MoA-perturbing gene signature and associate prior knowledge from protein-protein interaction networks to favor protein that are connected to the targeted signaling pathway, which may also reveal novel biological activities.

**Future work.** Our results suggest that combining same-cell functional pharmacogenomics screens such as \textit{fate-seq}, with gene prioritization technique described here, are promising
novel methods to improve gene definitions in GO with respect to their association to novel drug efficacy gene signatures, and help revealing the most effective co-targets for combination therapy.

From the theoretical standpoint, our gene prioritization strategy poses several fundamental problems, two of which are of direct interest in biology and medicine. Given a pair of genes highlighted (one source in $X$, one target in $P$), the first one resides in the identification of sets of intermediate nodes accounting for the (high) hit score observed between these two nodes. Indeed, such intermediates could be used to delineate the biochemistry of interactions (enzymes, non covalent interactions, etc), paving the way to quantitative ODE based models involving reaction rates and/or affinity constants for (sub-) pathways. The second one relates to the precise link between the progressive nature of interactions highlighted by our modified diffusion distances, and the hierarchical nature of interactions within complex networks. We indeed anticipate that our tools will prove useful to unveil certain aspects of multiscale interactome models.
6 Artwork

Figure 1: Example interaction graph and Markov chain: two structural properties motivating absorbing states and the renormalization of hit probabilities. Arcs indicate transitions in the Markov chains – transition probabilities are omitted. The set of sources is $S = \{s_1, s_2, s_3\}$ and the set of targets is $T = \{t_1, t_2, t_3, t_4\}$. When defining absorbing states, transitions corresponding to blue arcs are removed. This implies that $t_2$ will not be highlighted because $t_1$ or $t_4$ must be visited before in any random walk starting from any source $s \in S$. Furthermore, the normalization aims at reducing the importance of $t_3$ in the study (due to its high proximity to the three sources).
Figure 2: (pr-affinity) Saturation plots (Def. 5) for $\tau = 20$. Values of $r$ processed in decreasing order. (A, B, C) Saturation index and slices at $r = cst$ and $k = cst$ (See Eq. 9) (D, E, F) Relative saturation index and slices at $r = cst$ and $k = cst$ (See Eq. 10)

Figure 3: (Genetrank) Saturation plots (Def. 5) for $\tau = 20$. Values of $r$ processed in decreasing order. (A, B, C) Saturation index and slices at $r = cst$ and $k = cst$ (See Eq. 9) (D, E, F) Relative saturation index and slices at $r = cst$ and $k = cst$ (See Eq. 10)
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Figure 4: (pr-affinity) Hits (Def. 6) for the list of reference genes O15304 (SIVA1), P78537 (BLOC1S1), P0CW18 (PRSS56), P53007 (SLC25A1), Q9Y2X8 (UBE2D4), DNM1L(O00429).

Figure 5: (Genetrank) Hits (Def. 6) for the list of reference genes O15304 (SIVA1), P78537 (BLOC1S1), P0CW18 (PRSS56), P53007 (SLC25A1), Q9Y2X8 (UBE2D4), DNM1L(O00429).
Figure 6: Radar plots for four experimentally validated genes. The range of values covers the range of log scores observed. The two bullets on a spoke read as follows: blue dot: direction $PX \rightsquigarrow$; green dot: direction $XP \rightsquigarrow$.
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Figure 7: **Score radar scatter plot.** The individual radar plots (Fig. [6]) are assembled in a MA plot.
References

[1] W. Ali, C. Deane, and G. Reinert. Protein interaction networks and their statistical analysis. *Handbook of Statistical Systems Biology*, pages 200–234, 2011.

[2] K. Avrachenkov, R. V. D. Hofstad, and M. Sokol. Personalized pagerank with node-dependent restart. In *International Workshop on Algorithms and Models for the Web-Graph*, pages 23–33. Springer, 2014.

[3] K. J. Bussey, K. Chin, S. Lababidi, M. Reimers, W. C. Reinhold, W.-L. Kuo, F. Gwadry, Ajay, H. Kouros-Mehr, J. Fridlyand, A. Jain, C. Collins, S. Nishizuka, G. Tonon, A. Roschke, K. Gehlhaus, I. Kirsch, D. A. Scudiero, J. W. Gray, and J. N. Weinstein. Integrating data on DNA copy number with gene expression levels and drug sensitivities in the NCI-60 cell line panel. *Molecular Cancer Therapeutics*, 5(4):853–867, Apr. 2006.

[4] M. Cao, C. M. Pietras, X. Feng, K. J. Doroschak, T. Schaffner, J. Park, H. Zhang, L. J. Cowen, and B. J. Hescott. New directions for diffusion-based network prediction of protein function: incorporating pathways with confidence. *Bioinformatics*, 30(12):i219–i227, 2014.

[5] M. Cao, H. Zhang, J. Park, N. M. Daniels, M. E. Crovella, L. J. Cowen, and B. Hescott. Going the distance for protein function prediction: a new distance metric for protein interaction networks. *PloS one*, 8(10), 2013.

[6] F. Cazals and T. Dreyfus. The Structural Bioinformatics Library: modeling in biomolecular science and beyond. *Bioinformatics*, 7(33):1–8, 2017.

[7] A. Chatr-Aryamontri, A. Ceol, L. M. Palazzi, G. Nardelli, M. V. Schneider, L. Castagnoli, and G. Cesareni. MINT: the molecular interaction database. *Nucleic acids research*, 35(suppl_1):D572–D574, 2007.

[8] X. Chen, W. Jiang, Q. Wang, T. Huang, P. Wang, Y. Li, X. Chen, Y. Lv, and X. Li. Systematically characterizing and prioritizing chemosensitivity related gene based on Gene Ontology and protein interaction network. *BMC medical genomics*, 5(1):43, Oct. 2012.

[9] X. Chen, M.-X. Liu, and G.-Y. Yan. Drug–target interaction prediction by random walk on the heterogeneous network. *Molecular BioSystems*, 8(7):1970–1978, 2012.

[10] J. C. Costello, L. M. Heiser, E. Georgii, M. Gönen, M. P. Menden, N. J. Wang, M. Bansal, M. Ammad-ud din, P. Hintsanen, S. A. Khan, J.-P. Mpindi, O. Kallioniemi, A. Honkela, T. Aittokallio, K. Wenerber, NCI DREAM Community, J. J. Collins, D. Gallahan, D. Singer, J. Saez-Rodriguez, S. Kasaki, J. W. Gray, and G. Stolovitzky. A community effort to assess and improve drug sensitivity prediction algorithms. *Nature biotechnology*, 32(12):1202–1212, Dec. 2014.
[11] J. Darroch and E. Seneta. On quasi-stationary distributions in absorbing discrete-time finite markov chains. *Journal of Applied Probability*, 2(1):88–100, 1965.

[12] M. B. Elowitz, A. J. Levine, E. D. Siggia, and P. S. Swain. Stochastic gene expression in a single cell. *Science (New York, N.Y.)*, 297(5584):1183–1186, Aug. 2002.

[13] A. Emad, J. Cairns, K. R. Kalari, L. Wang, and S. Sinha. Knowledge-guided gene prioritization reveals new insights into the mechanisms of chemoresistance. pages 1–21, Aug. 2017.

[14] P. Geeleher, N. J. Cox, and R. S. Huang. Clinical drug response can be predicted using baseline gene expression levels and in vitro drug sensitivity in cell lines. *Genome biology*, 15(3):R47, Mar. 2014.

[15] C. Gilet, M. Deprez, J.-B. Caillau, and M. Barlaud. Clustering with feature selection using alternating minimization, application to computational biology. *arXiv preprint arXiv:1711.02974*, 2017.

[16] N. Gruenheit, K. Parkinson, C. A. Brimson, S. Kuwana, E. J. Johnson, K. Nagayama, J. Llewellyn, W. M. Salvidge, B. Stewart, T. Keller, W. van Zon, S. L. Cotter, and C. R. L. Thompson. Cell Cycle Heterogeneity Can Generate Robust Cell Type Proportioning. *Developmental cell*, 47(4):494–508.e4, Nov. 2018.

[17] H. Guo, J. Dong, S. Hu, X. Cai, G. Tang, J. Dou, M. Tian, F. He, Y. Nie, and D. Fan. Biased random walk model for the prioritization of drug resistance associated proteins. *Scientific reports*, 5(1):10857, June 2015.

[18] Z. Isik, C. Baldow, C. V. Cannistraci, and M. Schroeder. Drug target prioritization by perturbed gene expression and network information. *Scientific reports*, 5(1):17417, Nov. 2015.

[19] A. Jean-Marie. *marmoteCore*: A Markov modeling platform. In *Proceedings of the 11th EAI International Conference on Performance Evaluation Methodologies and Tools*, VALUETOOLS 2017, page 60–65, New York, NY, USA, 2017. Association for Computing Machinery.

[20] K. Kadota and K. Shimizu. Evaluating methods for ranking differentially expressed genes applied to microarray quality control data. *BMC bioinformatics*, 12(1):227, 2011.

[21] S. Ke, T. Zhou, P. Yang, Y. Wang, P. Zhang, K. Chen, L. Ren, and S. Ye. Gold nanoparticles enhance TRAIL sensitivity through Drp1-mediated apoptotic and autophagic mitochondrial fission in NSCLC cells. *International journal of nanomedicine*, 12:2531–2551, 2017.

[22] M. Kotlyar, K. Fortney, and I. Jurisica. Network-based characterization of drug-regulated genes, drug targets, and toxicity. *Methods (San Diego, Calif.)*, 57(4):499–507, Aug. 2012.
[23] X. Ma, H. Lee, L. Wang, and F. Sun. Cgi: a new approach for prioritizing genes by combining gene expression and protein–protein interaction data. *Bioinformatics*, 23(2):215–221, 2007.

[24] A. Maertens, V. P. Tran, M. Maertens, A. Kleensang, T. H. Luechtfeld, T. Hartung, and C. J. Paller. Functionally Enigmatic Genes in Cancer: Using TCGA Data to Map the Limitations of Annotations. *Scientific reports*, pages 1–11, June 2020.

[25] D. J. McCarthy, Y. Chen, and G. K. Smyth. Differential expression analysis of multifactor RNA-Seq experiments with respect to biological variation. *Nucleic acids research*, 40(10):4288–4297, May 2012.

[26] M. Meyer, A. Paquet, M.-J. Arguel, L. Peyre, L. C. Gomes-Pereira, K. Lebrigand, B. Mograbi, P. Brest, R. Waldmann, P. Barbrick, P. Hofman, and J. Roux. Profiling the Non-genetic Origins of Cancer Drug Resistance with a Single-Cell Functional Genomics Approach Using Predictive Cell Dynamics. *Cell systems*, 11(4):367–374.e5, Oct. 2020.

[27] S. Mitchell, K. Roy, T. A. Zangle, and A. Hoffmann. Nongenetic origins of cell-to-cell variability in B lymphocyte proliferation. *Proceedings of the National Academy of Sciences of the United States of America*, 115(12):E2888–E2897, Mar. 2018.

[28] J. L. Morrison, R. Breitling, D. J. Higham, and D. R. Gilbert. GeneRank: using search engine technology for the analysis of microarray experiments. *BMC bioinformatics*, 6:233, Sept. 2005.

[29] J.-Y. Pan, H.-J. Yang, C. Faloutsos, and P. Duygulu. Automatic multimedia cross-modal correlation discovery. In *Proceedings of the tenth ACM SIGKDD international conference on Knowledge discovery and data mining*, pages 653–658, 2004.

[30] A. Paquet and J. Roux. 10X Genomics RNA sequencing processed data files, presented in the article introducing fate-seq, Sept. 2020.

[31] J. Prudent, R. Zunino, A. Sugiura, S. Mattie, G. C. Shore, and H. M. McBride. MAPL SUMOylation of Drp1 Stabilizes an ER/Mitochondrial Platform Required for Cell Death. *Molecular Cell*, 59(6):941–955, Sept. 2015.

[32] J. E. Purvis, K. W. Karhohs, C. Mock, E. Batchelor, A. Loewer, and G. Lahav. p53 dynamics control cell fate. *Science (New York, N.Y.)*, 336(6087):1440–1444, June 2012.

[33] A. Raj and A. van Oudenaarden. Nature, nurture, or chance: stochastic gene expression and its consequences. *Cell*, 135(2):216–226, Oct. 2008.

[34] J. Reimand, R. Isserlin, V. Voisin, M. Kucera, C. Tannus-Lopes, A. Rostamianfar, L. Wadi, M. Meyer, J. Wong, and C. Xu. Pathway enrichment analysis and visualization of omics data using g: Profiler, gsea, cytoscape and enrichmentmap. *Nature protocols*, 14(2):482–517, 2019.
[35] J. Roux, M. Hafner, S. Bandara, J. J. Sims, H. Hudson, D. Chai, and P. K. Sorger. Fractional killing arises from cell-to-cell variability in overcoming a caspase activity threshold. *Molecular Systems Biology*, 11(5):803, 2015.

[36] C. Ruiz, M. Zitnik, and J. Leskovec. Identification of disease treatment mechanisms through the multiscale interactome. *Nature communications*, 12(1):1–15, 2021.

[37] N. Singh and N. Bhatta. Moonlighting Proteins. *Annual Review of Genetics*, 54(1):265–285, Nov. 2020.

[38] S. L. Spencer, S. Gaudet, J. G. Albeck, J. M. Burke, and P. K. Sorger. Non-genetic origins of cell-to-cell variability in TRAIL-induced apoptosis. *Nature*, 459(7245):428–432, May 2009.

[39] T. Stoeger, M. Gerlach, R. I. Morimoto, and L. A. Nunes Amaral. Large-scale investigation of the reasons why potentially important genes are ignored. *PLoS Biology*, 16(9):e2006643, Sept. 2018.

[40] A. Subramanian, P. Tamayo, V. K. Mootha, S. Mukherjee, B. L. Ebert, M. A. Gillette, A. Paulovich, S. L. Pomeroy, T. R. Golub, E. S. Lander, and J. P. Mesirov. Gene set enrichment analysis: a knowledge-based approach for interpreting genome-wide expression profiles. *Proceedings of the National Academy of Sciences of the United States of America*, 102(43):15545–15550, Oct. 2005.

[41] A. L. Tarca, S. Draghici, P. Khatri, S. S. Hassan, P. Mittal, J.-s. Kim, C. J. Kim, J. P. Kusanovic, and R. Romero. A novel signaling pathway impact analysis. *Bioinformatics (Oxford, England)*, 25(1):75–82, Jan. 2009.

[42] A. Valdeolivas, L. Tichit, C. Navarro, S. Perrin, G. Odelin, N. Levy, P. Cau, E. Remy, and A. Baudot. Random walk with restart on multiplex and heterogeneous biological networks. *Bioinformatics*, 35(3):497–505, 2018.

[43] C. J. Vaske, S. C. Benz, J. Z. Sanborn, D. Earl, C. Szeto, J. Zhu, D. Haussler, and J. M. Stuart. Inference of patient-specific pathway activities from multi-dimensional cancer genomics data using PARADIGM. *Bioinformatics (Oxford, England)*, 26(12):i237–45, June 2010.

[44] K. Voevodski, S.-H. Teng, and Y. Xia. Spectral affinity in protein networks. *BMC systems biology*, 3(1):1–13, 2009.

[45] J. Wang, K. Hansen, R. Edwards, B. Van Houten, and W. Qian. Mitochondrial division inhibitor 1 (mdivi-1) enhances death receptor-mediated apoptosis in human ovarian cancer cells. *Biochemical and biophysical research communications*, 456(1):7–12, Jan. 2015.

[46] X. Wang and G. Chen. Complex networks: small-world, scale-free and beyond. *IEEE circuits and systems magazine*, 3(1):6–20, 2003.
[47] B. Zhang, J. Huang, H.-L. Li, T. Liu, Y.-Y. Wang, P. Waterman, A.-P. Mao, L.-G. Xu, Z. Zhai, D. Liu, P. Marrack, and H.-B. Shu. GIDE is a mitochondrial E3 ubiquitin ligase that induces apoptosis and slows growth. *Cell research*, 18(9):900–910, Sept. 2008.

[48] M. I. Zhou, R. L. Foy, V. C. Chitalia, J. Zhao, M. V. Panchenko, H. Wang, and H. T. Cohen. Jade-1, a candidate renal tumor suppressor that promotes apoptosis. *Proceedings of the National Academy of Sciences of the United States of America*, 102(31):11035–11040, Aug. 2005.
7 Supporting information: results

7.1 Individual scores and their symmetry

Global analysis. We first notice that the scores $Q^{(r)}(x,p)$ and $Q^{(r)}(p,x)$ for all pairs $X \times P$ tend to be sharply peaked near the origin, especially for small values of the restart rate $r$ (Section 7.1, Fig. S1).

To study the symmetry of scores, we resort to scatter plots whose $x$ and $y$ axis are the ranks of scores (Eq. 4), and values displayed are the scores $\log(Q^{(r)}(x,p))$, $\log(Q^{(r)}(x,p))$ and their difference $\log(|Q^{(r)}(x,p) - Q^{(r)}(p,x)|)$ (Fig. S2).

Upon inspecting these plots by varying $r$, the following appears:

- (Scatter plots, scores for $X \leftrightarrow P$ i.e. first column) Plotting the value for ST results in a narrow vertical band of large values – consistent with the fact that the histogram of log values is sharply peaked near zero yielding large negative logs.
- (Scatter plots, scores for in $P \leftrightarrow X$ i.e. second column) Likewise, plotting the value for $X \leftrightarrow P$ results in a narrow horizontal band, but we notice a higher density for large ranks in TS.
- (Comparing rows) Increasing the restart rate widens the range of scores (Fig. S1), which in turn stresses the aforementioned vertical and horizontal bands.
- The previous observations are combined on the difference plot (Fig. S2 (Right column)), and are especially salient for $r = 0.3$. It indeed appears that large values of the log of the difference are only obtained for a small rank in $X \leftrightarrow P$ (large score in $X \leftrightarrow P$) or in $P \leftrightarrow X$ (large score in $P \leftrightarrow X$); moreover, large negative values of the log are not observed near the origin, which shows that large scores in $X \leftrightarrow P$ and $P \leftrightarrow X$ are not observed concomitantly except for ranks $\leq 50$.

This lack of symmetry of scores is a strong indication that paths joining $x$ to $p$ have significantly different features from those joining $p$ to $x$, in particular in terms of high degree vertices. Every path from $x$ to $p$ is also a path from $p$ to $x$. However, a high degree vertex which appears early in the path from $x$ to $p$ appears late in the reverse path. Such high degree vertices yield many alternative paths, which are more competitive with each other in the $x$ to $p$ direction.

Incidence of the size of $X$ on scores and their symmetry. We study the incidence of the sizes $|X|, |P|$ on the symmetry score ratio $H(I)$ of Eq. (7). To do so, we pick random subsets $X' \subset X$ of size $\{|P|, 110, 220\}$, performing 1000 repeats for each value (Fig. S3).

First, considering the statistics for the symmetry ratio $H(I)$, despite seemingly related values for the mean and std deviation of the statistic $H(I)$ for the two restart rates $r = 0.01$ and $r = 0.3$, the p-value of the non-parametric two-sample test used shows a strong evidence to reject the equality of distributions. Second, $H(I)$ displays a marked dependence on the size of $X$, which is related to two facts. On the one hand, increasing the size of $X$ does not affect the score in the direction $X \sim P$; however, the hitting probabilities in the direction $PX$ are getting diluted. On the other hand, due to the small-world nature of the graph used,
increasing the size of $X$ could result in high degree nodes close to vertices in $P$, with the consequence discussed above.

Figure S 1: MINT: histogram of log scores for direction $X \Rightarrow P$.

$r = 0.01$

$r = 0.3$

Figure S 2: MINT: Scatter plot of log scores for the directions $X \sim P$ and $P \sim X$
Color coding of point is as follows: (Left) $\log Q(r)(x, p)$ (Middle) $\log Q(r)(x, p)$ (Right) $\log |Q(r)(x, p) - Q(r)(p, x)|$

7.2 Saturation indices and hits
Figure S 3: **Symmetry score ratio $H(I)$ (Eq. 7) at the instance level.** Subsets $X' \subset X$ of size $s \in \{|P|, 110, 220\}$ are used, $N_r = 1000$ repeats for each size. **(Figures)** Distributions of the statistic $H(I)$ for two restart rates $r = 0.01$ and $r = 0.3$: blue ($|X'| = |P|$) orange ($|X'| = 110$) green ($|X'| = 220$). Red lines represent the values of $H(X)$. **(Table)** Statistical summaries $\mu$ and $\sigma$ for $H(I)$. The p-value reported is that of the Mann-Whitney U test, two-sided alternative. The last column of the table corresponds to the complete gene set $X$. 

| $|X'|$  | $|X'| = |P|$ | $|X'| = 110$ | $|X'| = 220$ | $H(I)$ |
|--------|-------------|-------------|-------------|-------|
| $(\mu, \sigma)$ | (0.54, 0.063) | (0.65, 0.037) | (0.72, 0.005) | 0.728072 |
| $(\mu, \sigma)$ | (0.53, 0.064) | (0.63, 0.039) | (0.69, 0.006) | 0.688025 |
| p-values | 8.14e-3 | 6.72e-38 | $\sim$0.0 | NA |
Figure S 4: (Genetrank-renorm) Saturation plots (Def. 5) for \( \tau = 20 \). Values of \( r \) processed in decreasing order. (A, B, C) Saturation index and slices at \( r = \text{cst} \) and \( k = \text{cst} \) (See Eq. 9). (D, E, F) Relative saturation index and slices at \( r = \text{cst} \) and \( k = \text{cst} \) (See Eq. 10).

Figure S 5: (Genetrank-AS) Saturation plots (Def. 5) for \( \tau = 20 \). Values of \( r \) processed in decreasing order. (A, B, C) Saturation index and slices at \( r = \text{cst} \) and \( k = \text{cst} \) (See Eq. 9). (D, E, F) Relative saturation index and slices at \( r = \text{cst} \) and \( k = \text{cst} \) (See Eq. 10).
Figure S 6: (Genetrank) Saturation plots (Def. 5) for $\tau = 1$. Values of $r$ processed in decreasing order. (A, B, C) Saturation index and slices at $r = cst$ and $k = cst$ (See Eq. 9) (D, E, F) Relative saturation index and slices at $r = cst$ and $k = cst$ (See Eq. 10)

Figure S 7: (Genetrank) Saturation plots (Def. 5) for $\tau = 40$. Values of $r$ processed in decreasing order. (A, B, C) Saturation index and slices at $r = cst$ and $k = cst$ (See Eq. 9) (D, E, F) Relative saturation index and slices at $r = cst$ and $k = cst$ (See Eq. 10)
7.3 Hits

Figure S 8: (Genetrank-renorm) Hits (Def. [ ]) for the list of reference genes O15304 (SIVA1), P78537 (BLOC1S1), P0CW18 (PRSS56), P53007 (SLC25A1), Q9Y2X8 (UBE2D4), DNM1L(O00429).
Figure S 9: (Genetrack-AS) Hits (Def. 6) for the list of reference genes O15304 (SIVA1), P78537 (BLOC1S1), P0CW18 (PRSS56), P53007 (SLC25A1), Q9Y2X8 (UBE2D4), DNM1L(O00429).
7.4 Deferentially expressed genes

| GenID    | ProtID    |
|----------|-----------|
| SLC25A1  | P53007    |
| PTMS     | P20962    |
| CHD7     | Q9P2D1    |
| ACTN4    | O43707    |
| MAP2K1   | Q02750    |
| UBE2D4   | Q9Y2X8    |
| MUL1     | Q969V5    |
| ICMT     | O60725    |
| DNM1L    | O00429    |
| BLOC1S1  | P78537    |
| LGALS3BP | Q08380    |
| SEC63    | Q9UGP8    |
| ALDH1B1  | P30837    |
| POR      | P16435    |
| CMAS     | Q8NFW8    |
| NPC2     | P61916    |
| JADE1    | Q6IE81    |
| ANAPC5   | Q9UJX4    |

Table S 1: Set of 18 genes obtained by intersecting the list of 65 genes yielded by edgeR, with this list yielded by Genetrank ($k = 50$, range of values of $r : 0..0.8$, $\tau = 41$).
