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Abstract: Crowdsourced software engineering (CSE) is an emerging area that has been gaining much attention in the last few years. It refers to the use of crowdsourcing techniques in software engineering activities, including requirements engineering, implementation, design, testing, and verification. CSE is an alternative to traditional software engineering and uses an open call to which online developers can respond to and obtain work on various tasks, as opposed to the assigning of tasks to in-house developers. The great benefits of CSE have attracted the attention of many researchers, and many studies have recently been carried out in the field. This research aims to analyze publications on CSE using social network analysis (SNA). A total of 509 CSE publications from six popular databases were analyzed to determine the characteristics of the collaborative networks of co-authorship of the research (i.e., the co-authors, institutions involved in co-authorship, and countries involved in co-authorship) and of the citation networks on which the publications of the studies are listed. The findings help identify CSE research productivity, trends, performances, community structures, and relationships between various collaborative patterns to provide a more complete picture of CSE research.
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1. Introduction

Crowdsourced software engineering (CSE) refers to the use of crowdsourcing techniques in software engineering [1,2]. Crowdsourcing can be used in different types of software engineering activities, including requirements, design, implementation, testing, and verification. It is performed by posting an open call to which online developers can respond and be hired to work on various tasks; it is an alternative to assigning tasks to in-house developers. Different crowdsourcing platforms have been designed to support and manage CSE tasks, including TopCoder, AppStori, and uTest. CSE reduces the time spent on an activity and its cost while enhancing the quality of software development.

Companies use crowdsourcing as an alternative to in-house development or outsourcing for different reasons. They may not have enough resources or expertise to develop a certain type of software. They may want to reduce the cost and duration of the software development process. They may also want to obtain the best solution from experts in a certain area or different solutions based on ideas from different people.

CSE generally includes three actors: requesters (clients), workers, and platforms. Requesters are the ones that need the software development task to be done, workers participate in the actual development and are responsible for performing the work, and platforms provide an online marketplace where requesters and workers can meet.

Although CSE is an emerging research area, it has been gaining increasing interest across the globe, and much research has already been published in this field [1–3]. However, there are a limited number of studies that outline and visualize the research trends in CSE, and these few studies simply evaluate and determine challenges for and potential improvements to CSE research [2,4].
This study aims to visualize and analyze CSE research using social network analysis (SNA) in order to understand research productivity, trends, performances, community structures, and relationships between various collaborative patterns and thus provide a more complete picture of the CSE research community. In particular, we aimed to study the social networks of co-authorship and citation of CSE research.

SNA is the process of investigating the social structure of relationships in networks and its impact on the behavior, attitudes, and performance of the individual actors or groups affected by this social structure [5,6]. SNA has been successfully used to better understand research in various fields, including medicine, sociology, information sciences, geography, and biology [7–10]. SNA has also been used to analyze the publications of researchers in the software engineering field to better understand research collaborations and trends [11,12].

This study contributes to the improvement of research in the field of CSE and promotes collaborative research among researchers in the field. It helps practitioners and researchers understand the current state of CSE research in the world and inspires them to conduct further research.

The study helps researchers to identify the most important authors in the field of CSE and the extent of their collaborations. This can encourage them to expand their network of contacts and collaborate with others from different institutions to improve their CSE research performance. In addition, it helps to identify the most important institutions and countries that have contributed significantly to CSE research and, therefore, improve the status of international collaboration. It also contributes to the field by presenting the most prominent and also the least interesting CSE research.

This paper is organized as follows: Section 2 presents a literature review of studies on the use of SNA in research and in the software engineering area in particular. Our research data and method are presented in Section 3, and Section 4 explains our research results. A discussion about the results and conclusions is provided in Section 5.

2. Literature Review

The use of social networks in scientific research has increased because of the growing interest in understanding the determinants of scientific production and to gain insights into collaborative patterns [13]. In this section, a literature review describes representative studies on the use of social networks in understanding scientific research in general and software engineering research in particular. For this purpose, we selected studies representing the application of SNA for visualizing and analyzing research in different fields, such as biology, tourism and hospitality, management and accounting, and software engineering, and for providing different types of research contributions, such as co-authorship networks and citation networks.

One study [14] analyzed the co-authorship network of parasitologists in terms of their research performance. It showed that the number of publications in the field of parasitology was high and increasing and that the network had a medium density, meaning that authors collaborated with each other to a moderate extent. Centrality metrics of SNA were used to measure authors’ centrality and the importance of author positioning within a network.

Khalid et al. [7] used SNA to analyze research collaborative patterns among UTM (i.e., university) researchers. SNA measures were used to find the most influential and reliable researchers. They found that some researchers preferred to work with their colleagues in the same department rather than other departments, and this resulted in fewer interdepartmental collaborations. Therefore, they suggested that researchers increase the rate of collaboration with other departments to improve their publication productivity and performance. SNA offered important insights on collaborative patterns at both the individual and institutional levels that could motivate the growth of academic disciplines, institutions, and regions [7].

Ye et al. [15] used SNA to analyze the six top tourism and hospitality journals to determine their cross-institutional collaborative networks. They concluded that there were
important relationships between research performance and a university’s centricity position in networks. Bian et al. [8] used SNA to analyze biomedical research collaborative networks and gained an understanding of the generative techniques of research collaboration and identified collaborations that would be beneficial to researchers in the biomedical research community.

Dias et al. [16] examined the social network of co-authorship publications in management and accounting sciences in Brazil to determine how researchers’ importance was related to their research experience, gender, and geography. They found that male authors dominated prominent positions of the collaboration network. They occupied central positions more than women based on the number of direct links and collaborations. The research experience of authors was important in terms of establishing collaboration links, and academic degrees had a positive relationship with strong network centrality. Regarding geography, the author’s location was not important in terms of occupying a central position.

SNA has also been used in new research areas to determine the ways in which research collaboration advances the main research goals and to identify the leading groups in this new research area. For instance, Maia et al. [17] used SNA to analyze the co-authorship network of those researching the Zika virus. Their goal was to understand how scientists collaborated on research about this new disease and identify the leading Zika research groups and most influential researchers. The study revealed that the number of publications, diversified types of collaboration, and links established with the research area’s pioneers determined the influence of the researcher.

The other common model of using SNA is to understand citation networks. Citation networks are information networks in which nodes (publications, authors, or journals) are linked in citation-based relationships [18]. Citation networks can be used for analyzing the quality and development of research in a specific field, examining the literature on a research subject by identifying publications that have closely connected citation relationships and discovering how the publications of one researcher have influenced the publications of other researchers [19].

SNA was used also to identify influential literature cited by multiple publications; this identified the papers that were most central to the citation network. It offered a more accurate picture of the influential papers than counting the total number of citations of papers [20]. Kasurinena and Knutas [20] used SNA to find the core literature in gamification research by calculating centrality measures for the citation network.

Sugishita and Asakura [21] analyzed the citation network of vulnerability publications in the fields of transportation and complex networks. They proposed a framework for analyzing a citation network and applied it in their study. The study concluded that there was a lack of research in some transportation domains and that there were asymmetrical citation patterns and a lack of citation collaborations between publications in these fields.

There are plenty of research studies on applying SNA in software engineering research. Hassan and Holt [11] studied publications of researchers involved in the Working Conference on Reverse Engineering (WCRE) through co-authorship collaborative networks. They found that these networks had small world properties, which means that information and knowledge flowed easily in these communities. Bird et al. [22] built a collaborative network of research in 14 subareas of computer science, including software engineering, and analyzed collaborative patterns and applied network analysis metrics to determine how they were interrelated. They concluded that data mining and software engineering had many interdisciplinary aspects. Sarkar and Datta [12] studied the characteristics of research collaboration in software engineering publications using SNA. They found that collaboration in software engineering research increased from 1975 to 2010 and that research collaborations decreased when a research topic attracted researchers with similar backgrounds of publication.

Due to the remarkable interest in crowdsourced software engineering (CSE), there are currently many CSE studies from different authors, different countries, and different perspectives [1,2,4]. CSE research has increased and expanded in recent years owing to
the growing interest in this field. Although several research papers have been published on CSE publications with the goal of determining potential improvements and challenges in the field [1,4], there are no current studies that use SNA to study CSE publications and author collaborations in this field.

3. Data and Methods

The main objective of this research was to study the social networks of co-authorship and citation in the field of CSE. The study analyzed collaborative networks of co-authorship (in terms of co-authors, institutional co-authorship, and country co-authorship networks) in the field of CSE in an attempt to understand their collaborative patterns and overall performance, examine their publication productivity, and identify the most important authors, institutions, and countries involved in CSE research. The citation network analysis helped to identify the most important works cited by publications found in a literature review.

This section presents the proposed approach, which involves a description of the SNA elements with which we were concerned in this paper along with the activities of data collection and data preparation.

3.1. Social Network Analysis

A social network is a network of relationships with two basic elements: nodes (actors or participants within the network) and the edges (ties, or links) connecting them [6]. In the network model, a node is represented by a circle, and the relationship between nodes is represented by an arrow or a line from the source node to the target node. Nodes can be people or whole organizations, and relationships can be collaborations, friendships, or links based on the exchange of information or knowledge [6]. Links can be directional, with the direction represented by an arrow, or nondirectional.

Social network analysis (SNA) is the process of investigating the social structure of relationships within networks and studying the impact of the structure on the behaviors, attitudes, and performances of individual actors or groups. Analyzing the structural characteristics of social networks using a set of metrics and theories leads to network analysis, which is used to understand the patterns of relationships between nodes to confirm an underlying social structure [5]. There are several implementations for SNA in different fields, including business, communications, information science, economics, physics, and biology.

Social networks have different properties and metrics that can be described as structural, rational, or functional properties [23–25]. Structural properties depend on the nodes and the relationships between the nodes. It includes factors such as the density and size of the social network. The rational characteristics are the links between pairs of nodes and can be described in terms of intensity, reciprocity, and multiplexity. Functional properties are transactional meanings, such as how two actors might deal with each other. Some of the most important social network properties are:

1. Size: The number of nodes in a network.
2. Density: The number of direct links in a network in proportion to the total number of possible links. It is a number between 0 and 1.0, and it indicates greater density if it is close to 1.0 and sparsity otherwise. It is \(2g/N(N-1)\) where \(g\) is the number of links and \(N\) is the number of nodes in the network.
3. Diameter: The shortest distance in a network.
4. Tie strength: The strength of the link between nodes in a network. Nodes that are linked with each other will have high intensity, and intense ties tend to be situated within network clusters.
5. Community detection: To help us to discover the communities that are collaborating the most in a network.
6. Centrality: This includes a number of metrics that aim to determine the importance or influence of a given node in a social network. Centrality can be evaluated at both the individual level and the network level. At the individual level, it measures the
proportion of individual relationships to other nodes in the network. At the network level, it measures the degree to which network links are concentrated in one, a few, or several nodes [26]. Some important centrality metrics are:

a. **Degree centrality**: This is the simplest and most used metric. The degree centrality of a node is the number of direct links or ties from a node to other nodes [13]. The most popular and important node in the social network tends to have a high degree centrality because it has many ties to other nodes in the network.

b. **Closeness centrality**: This is the sum of the length of the shortest paths of a given node to all other nodes in the network. The node with the fewest steps to all other nodes in the network will be the most central node with the highest metric of closeness centrality.

c. **Betweenness centrality**: This is the number of shortest paths that pass through a given node. Nodes with high betweenness centrality have more control between the nodes in the network; that is, they have more influence over the flow of information within a network.

d. **Eigenvector centrality**: This measures the importance of a given node based on its connections.

### 3.2. Data Collection

To extract relevant publications, we used electronic databases and conducted a keyword-based search. Data on CSE publications were collected from the six most popular databases: IEEE Xplore, ACM Digital Library, SpringerLink, ScienceDirect, Web of Science, and Scopus. Only scientific publications were considered.

The search extracted CSE publications until the end of 2020, with no specified start date. A list of search terms that had been used in previous studies [4] was also used in this research to extract all the publications from the above databases (Table 1). In order to reduce potential bias, two researchers judged the quality of papers and their resulting discussions. Three cycles of review and refinement were carried out by both researchers. After each cycle, both researchers met to discuss the results. The stages of the selection process and numbers of publications found are presented in Table 2.

**Table 1. Search terms.**

| (software crowdsourcing) |
|--------------------------|
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software engineering) |
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software development) |
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software requirements) |
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software design) |
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software coding) |
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software testing) |
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software verification) |
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software evolution) |
| (crowd OR crowdsourcing OR crowdsourced OR crowd-sourced) AND (software maintenance) |

**Table 2. Stages of the data collection process and numbers of publications found.**

| Stage                        | IEEE   | Scopus | SpringerLink | Web of Science | ACM Digital Library | ScienceDirect | Total |
|------------------------------|--------|--------|--------------|----------------|---------------------|---------------|-------|
| Retrieved publications       | 1120   | 1351   | 79           | 766            | 85                  | 29            | 3430  |
| After the screening process  | 256    | 375    | 20           | 195            | 65                  | 12            | 924   |
| After deleting duplicates    | 44     | 201    | 19           | 191            | 28                  | 1             | 484   |
| Snowballing                  |        |        |              |                |                     | 25            | 509   |
We searched the above strings in the fields of titles, abstracts, and index terms. We used Google Scholar to extract the citation count and to record which publications cited which articles so we could determine which articles to use in our citation network. Compared with the other databases, Google Scholar provides greater access to citation information [27] and, therefore, it has been used as a citation reference in a wide range of literature where the creation of citation networks was needed (e.g., [28,29]).

The search of the six databases returned 3430 publications. We screened these results by examining the metainformation on the publications and then manually filtered out publications not related to the field of CSE, resulting in 924 publications. Then, we removed duplicated publications that were indexed in multiple databases, resulting in 484 publications.

Finally, we conducted snowballing to identify any missing publications by searching the references of the included publications. We found 25 new publications and added them to our publication list. This stage resulted in 509 publications, each of which was given an identification (ID) designation (P1, P2, P3, ...). They can be accessed using the link https://github.com/salyahya99/CSE-Publications/ (accessed on 1 February 2022).

3.3. Data Preparation

After collecting the data on publications, we prepared our data repository, which contained information on the collected publications (metadata). The data included the publication ID, title, authors, author affiliations, year of publication, author keywords, citation count, topic within the broad field of software engineering (e.g., software testing or coding), and type of publication (e.g., conference paper, journal article, book, or thesis). Data in our repository were then formatted for completion by filling in any missing data. Some authors had different names in different publications; for example, some of them included their middle name in some of their papers and not in other papers; therefore, authors’ names were consolidated, as this is critical for accurate linkage. We standardized keywords to remove different spellings of the same keyword, and the co-occurrence relationships between two keywords were identified. We retrieved the citation count of each work and manually checked that the publications from our repository cited this work. We identified citation relationships between each pair of publications. A publication category was assigned for each publication by reading the abstract and content when necessary. We defined publication categories based on how CSE was applied in the various software engineering phases [1]. Missing information regarding an author, an institution, or a country was found and added. We defined the collaborative relationships between each pair of authors, institutions, and countries, and the number of publications was calculated for each.

After that, we built two lists for each network, a node list and an edge list, by using the data repository. Each row in the node list represents a node in the network, and each row in the edge list represents the link between two nodes in the network. The node list contains the ID, label, and attributes of the nodes. The edge list contains the source node, target node, type of relationship (directed or undirected), and/or weight of relationship.

In a co-authorship network, the nodes represent authors and the links represent collaborations between authors of CSE publications. The nodes in an institutional co-authorship network represent authors’ institutions, and the links represent co-authorship collaborations between institutions. The country co-authorship network nodes represent authors’ countries, and the links represent CSE co-authorship collaborations between countries. In the CSE citation network, each node represents a CSE publication, and the link is directed because it represents the citation relationship direction between two publications.

After the social network lists had been prepared, we converted them into comma-separated values (CSV) files and imported them into the Gephi platform as input data for visualizing the CSE networks. Gephi [30] is an open source software that allows for network visualization and analysis as well as the calculation of network measures.
4. Results

In this section, networks of CSE publications were visualized and analyzed using the most important SNA metrics. This section includes an overview on the publications covered in this research, co-authorship network analysis, and citation network analysis.

4.1. Overview of Publications

The field of CSE was launched in 2008 by two publications, P178 and P311. Since then, the number of publications has increased rapidly, reaching 74 in 2019. The number of publications without international collaboration is nearly double the number with international collaboration. International collaborations for CSE publications has gradually increased over the years until 2015, when there were 26 such publications. Then, it fluctuated until 2020, when there were 19 publications. Although the number of publications in 2014 was not the highest of all years, the number of citations of CSE publications was the highest, at 405 citations. Table 3 and Figures 1 and 2 summarize the statistics on the numbers of publications and citations.

Table 3. Summary of the numbers of publications and citations from 2008 to 2020.

| Year | Number of Publications | Number of Publications with International Collaboration | Number of Publications without International Collaboration | Total Citations |
|------|------------------------|--------------------------------------------------------|---------------------------------------------------------|-----------------|
| 2008 | 2                      | 0                                                      | 2                                                        | 17              |
| 2009 | 7                      | 1                                                      | 6                                                        | 67              |
| 2010 | 9                      | 2                                                      | 7                                                        | 165             |
| 2011 | 9                      | 5                                                      | 4                                                        | 83              |
| 2012 | 26                     | 5                                                      | 21                                                       | 196             |
| 2013 | 35                     | 14                                                     | 21                                                       | 345             |
| 2014 | 46                     | 18                                                     | 28                                                       | 405             |
| 2015 | 64                     | 26                                                     | 38                                                       | 352             |
| 2016 | 57                     | 19                                                     | 38                                                       | 227             |
| 2017 | 72                     | 21                                                     | 51                                                       | 247             |
| 2018 | 53                     | 17                                                     | 36                                                       | 70              |
| 2019 | 74                     | 26                                                     | 48                                                       | 127             |
| 2020 | 55                     | 19                                                     | 36                                                       | 6               |
| Total| 509                    | 173                                                    | 336                                                      | 2307            |

Figure 1. Numbers of publications with and without international collaboration from 2008 to 2020.
4.2. Co-Authorship Network Analysis

4.2.1. Co-Authorship Network

The co-authorship network of CSE authors is shown in Figure 3. In this network, each node represents an individual author, and the undirected link that connects two authors represents the collaborative or co-author relationships in publications. The size of the network was 1081; there were 1081 nodes and 2391 links in the co-authorship network. The node size represents the number of publications, and thicker links indicate a higher frequency of research collaborations among authors. We used a force-directed layout to visualize the network and a label-adjusted layout to avoid overlaps and to make all labels legible. A force-directed layout visualizes the network by attracting the linked nodes to each other and pushing apart nonlinked nodes to the boundary of the network. Therefore, the most connected authors tend to be in the center of the network.

The density of the network is based on the percentage of links compared with the total possible links in the network. The degree of density of the co-authorship network was 0.004, which shows that the network contains only 0.4% of the total potential and possible relationships. This is a very small percentage considering the network size. The possibility
for authors to connect and collaborate with every other author in the network is limited; thus, the speed of information and co-authorship is decreased.

Thicker and darker links in the network (Figure 4) represent the tie strength, which indicates the level of trust and the strength of the collaboration between authors. The most frequent collaborative authors of CSE co-authorship publications are shown in Table 4. Leticia Santos Machado had the darkest links with Rafael Prikladnicki and Cleidson R. B. de Souza, which means they were the authors that collaborated most frequently on CSE publications.

![Figure 4. Tie strength in CSE co-authorship networks.](image)

**Table 4.** The most frequently occurring co-author pairs.

| Author               | Country   | Author                  | Country   | Co-Authorship Frequency |
|----------------------|-----------|-------------------------|-----------|-------------------------|
| Leticia Santos Machado | Brazil    | Rafael Prikladnicki    | Brazil    | 10                      |
| Leticia Santos Machado | Brazil    | Cleidson R. B. de Souza | Brazil    | 10                      |
| Junjie Wang          | China     | Qing Wang              | China     | 9                       |
| Klaas-Jan Stol       | Ireland   | Brian Fitzgerald       | Ireland   | 8                       |
| Yang Feng            | United Kingdom | Zhenyu Chen    | China     | 8                       |
| Qiang Cui            | China     | Qing Wang              | China     | 7                       |
| Junjie Wang          | China     | Song Wang              | Canada    | 7                       |
| Mervat H. Gheith     | Egypt     | Eman S. Nasr           | Egypt     | 7                       |
| Raian Ali            | United Kingdom | Mahmood Hosseini | United Kingdom | 7                      |
| Cleidson R. B. de Souza | Brazil    | Rafael Prikladnicki    | Brazil    | 7                       |
| Patrick Mennig       | Germany   | Song Wang              | Canada    | 7                       |

Community detection helped us to discover the collaborative communities that worked together most frequently in the CSE co-authorship network. This was based on modularity, where authors were highly collaborative within these communities. Gephi supports Blondel’s algorithm for calculating modularity [31]. We used “resolution = 1.0” and “randomize” as parameters for modularity function. There were 137 communities in the CSE co-authorship network. Several of these research communities are identified in Figure 5, indicating that the authors in these communities had established a strong collaboration. Many authors worked with one or more highly productive authors, such as the communities of Raian Ali, Zhenyu Chen, Ye Yang, and Andre van der Hoek, where they were the central authors of their communities. Table 5 summarizes CSE author communities.
communities of Raian Ali, Zhenyu Chen, Ye Yang, and Andre van der Hoek, where they were the central authors of their communities. Table 5 summarizes CSE author communities.

Table 5. Most frequent co-authorship network clusters.

| Cluster # | Color | Number of Authors | Most Productive Author |
|-----------|-------|-------------------|------------------------|
| 1         |       | 102               | Ye Yang                |
| 2         |       | 97                | Raian Ali              |
| 3         |       | 15                | Zhenyu Chen            |
| 4         |       | 10                | Andre van der Hoek     |

We used the centrality measure to assess the collaborative patterns of individual authors. The degree centrality in the co-authorship network was used to identify the most popular and prominent authors. The authors with the most connections to different authors in the network were the most central authors and the most active collaborators in the field of CSE. According to the degree centrality (Table 6), Raian Ali (degree centrality = 32) had the highest co-authorship frequency with others, followed by Zhenyu Chen (degree centrality = 29) and Norbert Seyff (degree centrality = 28). They were the most popular authors in the field of CSE and had more opportunities for co-author publications because of the number of direct links they had. Notably, the most productive author (Ye Yang) was not the author with the most collaborations. This may have been due to her tendency to be a co-author with the same authors.

Table 6. Degree of centrality of authors in the CSE co-authorship network.

| Author            | Country       | Degree Centrality |
|-------------------|---------------|-------------------|
| Raian Ali         | United Kingdom| 32                |
| Zhenyu Chen       | China         | 29                |
| Norbert Seyff     | Switzerland   | 28                |
| Melanie Stade     | Germany       | 27                |
| Ye Yang           | United States | 26                |
| Eduard C. Groen   | Germany       | 25                |
| Qing Wang         | China         | 23                |
| Fabiano Dalpiaz   | Netherlands   | 23                |
| Thomas D. LaToza  | United States | 21                |
| Mahmood Hosseini  | United Kingdom| 19                |

The author with the highest betweenness centrality usually connects two or more large groups of authors. If the network does not have a high betweenness centrality,
the connections in the network are interrupted. Raian Ali had the highest betweenness centrality (Table 7), which means he was a broker or mediator in the CSE co-authorship network, and he was followed by Andre van der Hoek and then Ye Yang.

Table 7. Betweenness centrality of authors in the CSE co-authorship network.

| Author         | Country         | Betweenness Centrality |
|----------------|-----------------|------------------------|
| Raian Ali      | United Kingdom  | 0.089                  |
| Andre van der Hoek | United States    | 0.077                  |
| Ye Yang        | United States   | 0.071                  |
| Melanie Stade  | Germany         | 0.068                  |
| Zhenyu Chen    | China           | 0.067                  |
| Erran Carmel   | United States   | 0.054                  |
| Qing Wang      | China           | 0.052                  |
| Melanie Stade  | Germany         | 0.068                  |
| Zhenyu Chen    | China           | 0.067                  |
| Erran Carmel   | United States   | 0.054                  |
| Qing Wang      | China           | 0.052                  |

Closeness centrality indicates that the author has short links to other authors in the network. The author with the highest closeness centrality in the CSE co-authorship network was Christoph Treude (Table 8). He was linked to the other authors by a low number of paths. Norbert Seyff had the highest eigenvector centrality, which means he had the highest level of importance and influence in the network, as shown in Table 9.

Table 8. Closeness centrality of authors in the CSE co-authorship network.

| Author           | Country | Closeness Centrality |
|------------------|---------|-----------------------|
| Christoph Treude | Canada  | 0.94                  |
| Guerrini Giovanna| Italy   | 0.92                  |
| Delzanno Giorgio | Italy   | 0.92                  |
| Gelati Luca      | Italy   | 0.92                  |
| Mascardi Viviana | Italy   | 0.92                  |
| Petito Vincenzo  | Italy   | 0.92                  |
| Amy Jensen Ko    | United States | 0.88 |
| Azrina Kamaruddin| Malaysia| 0.88                  |
| Tengku Azharuddin| Malaysia| 0.88                  |
| Tovi Grossman    | Canada  | 0.88                  |

Finally, the SNA of the authors showed that the co-authorship network consisted of 1081 authors. Although the network clustering coefficient—which indicates the probability of any two researchers collaborating with each other—was 0.79, pointing to a relatively high willingness to collaborate with other authors of the network, the network had a low density, indicating low cohesion in the network. Only 0.04% of the total potential relationships in the network were actualized.
Table 9. Eigenvector centrality of authors in the CSE co-authorship network.

| Author          | Country          | Eigenvector Centrality |
|-----------------|------------------|------------------------|
| Norbert Seyff   | Switzerland      | 1.00                   |
| Melanie Stade   | Germany          | 0.99                   |
| Raian Ali       | United Kingdom   | 0.94                   |
| Fabiano Dalpiaz | Netherlands      | 0.85                   |
| Eduard C. Groen | Germany          | 0.85                   |
| Mahmood Hosseini| United Kingdom   | 0.83                   |
| Marc Oriol      | Spain            | 0.74                   |
| Joerg Doerr     | Germany          | 0.73                   |
| Emitza Guzman   | Switzerland      | 0.71                   |
| Anna Perini     | Italy            | 0.67                   |

4.2.2. Institutional Co-Authorship Network

An institutional co-authorship network was produced based on the contributions of institutions in the CSE domain. This network included 324 nodes and 1362 links. The node size represents the total number of publications published by the institution, and the link size represents collaborations on CSE publications. A thicker link is an indication of a higher frequency of research collaboration among institutions.

A total of 324 institutions published papers in the field of CSE. The CSE institutional co-authorship network is shown in Figure 6. Most of the nodes have self-loops, or links, that connect a node to itself, which means that authors from the same institution have collaborated. The link that connects different institutions indicates the presence of collaboration between institutions. Notably, self-loops are the thickest links in the CSE institutional network, which implies that authors from the same institution tend to collaborate more among themselves than with authors from different institutions. Regarding collaborations between institutions, Table 10 shows that Passo Fundo University and Pontifical Catholic University, both in Brazil, were the most collaborative institutions in CSE publication co-authorships (frequency = 17), followed by the University of Chinese Academy of Sciences in China and York University in Canada (frequency = 13). Nanjing University in China and Bournemouth University in the United Kingdom had a co-authorship frequency of 12. Figure 7 shows the institutions with the most co-authorships on CSE publications.

![Institutional co-authorship network](image-url)
Table 10. Institutions involved most frequently in co-authorships.

| Institution                                | Country      | Institution                               | Country        | Number of Publications Co-Authored |
|--------------------------------------------|--------------|-------------------------------------------|----------------|------------------------------------|
| University of Passo Fundo                 | Brazil       | Pontifical Catholic University            | Brazil         | 17                                 |
| University of Chinese Academy of Sciences  | China        | York University                           | Canada         | 13                                 |
| Nanjing University                        | China        | Bournemouth University                    | United Kingdom | 12                                 |
| Pontifical Catholic University            | Brazil       | Federal University of Technology–Parana   | Brazil         | 10                                 |
| Beihang University                        | China        | Arizona State University                  | United States  | 10                                 |
| University of Chinese Academy of Sciences | China        | Stevens Institute of Technology           | United States  | 10                                 |
| University College Cork                   | Ireland      | University of Limerick                    | Ireland        | 8                                  |
| Bournemouth University                    | United Kingdom| Army Engineering University of PLA        | China          | 8                                  |
| University of California                  | United States| Carnegie Mellon University                | United States  | 8                                  |
| University of Calgary                     | Canada       | Stevens Institute of Technology           | United States  | 8                                  |

Figure 7. Institutions most frequently involved in co-authorships.

We discovered the communities with the most collaborations in the CSE institutional co-authorship network by using a community detection algorithm in which institutions in the same cluster had established strong collaborations between them. There are several research clusters in the institutional co-authorship network, as shown in Figure 8. There were four core clusters, designated by the purple, green, blue, and gray clusters. Table 11 summarizes these clusters.

Table 11. Clusters of institutions involved in co-authorships.

| Cluster # | Color | Number of Institutions | Institutions Most Frequently Involved in Co-Authorships |
|-----------|-------|------------------------|--------------------------------------------------------|
| 1         | ![](image.png) | 77                     | University of California                               |
| 2         | ![](image.png) | 62                     | Stevens Institute of Technology                         |
| 3         | ![](image.png) | 13                     | Pontifical Catholic University                          |
| 4         | ![](image.png) | 13                     | Beihang University                                     |
Figure 8. Clustering of institutions involved in CSE co-authorships.

Centrality measures (Table 12) revealed that Bournemouth University in the United Kingdom had the highest numbers of collaboration degrees with different institutions (degree centrality = 24). Therefore, it was the most popular and prominent institution in CSE publications. It also had the highest betweenness centrality; thus, it occupied a key position in the network and may have connected research activities between different institutions. The second most popular institution in CSE research was the University of California in the United States, with a centrality degree of 22 and betweenness centrality of 0.07. The University of Applied Sciences in Northwestern Switzerland had the highest eigenvector centrality, indicating that it had a high influence on CSE publications (eigenvector centrality = 1). This institution collaborated efficiently with other institutions of the same collaboration level. It was followed closely by Bournemouth University, with an eigenvector centrality of 0.95.

Table 12. Centrality measures of institutions in co-authorship networks.

| Institution                                      | Country              | Degree Centrality | Betweenness Centrality | Eigenvector Centrality |
|--------------------------------------------------|----------------------|-------------------|------------------------|------------------------|
| Bournemouth University                           | United Kingdom       | 24                | 0.11                   | 0.95                   |
| University of California                         | United States        | 22                | 0.07                   | 0.50                   |
| University of Applied Sciences                   | Switzerland          | 22                | 0.02                   | 1.00                   |
| Fraunhofer Institute for Experimental Software Engineering | Germany             | 20                | 0.02                   | 0.80                   |
| Berlin University of Technology                  | Germany              | 18                | 0.01                   | 0.88                   |
| Microsoft Research                               | United States        | 17                | 0.04                   | 0.40                   |
| Dalian University of Technology                  | China                | 16                | 0.04                   | 0.39                   |
| University of Zurich                             | Switzerland          | 16                | 0.03                   | 0.69                   |
| North Carolina State University                  | United States        | 15                | 0.04                   | 0.30                   |
| University of Toronto                            | Canada               | 14                | 0.01                   | 0.62                   |

4.2.3. Countries Involved in Co-Authorship Networks

Researchers from a total of 47 countries have published papers in the field of CSE. The country co-authorship network is shown in Figure 9. In this network, each node represents
a country, and the undirected link between countries represents a collaboration in CSE publications. There were 47 nodes and 904 links in the country co-authorship network. The node size represents the number of publications, and thicker links indicate a higher frequency of research collaborations between countries.

Figure 9. Countries involved in co-authorship networks.

Figure 9 shows that most nodes have self-loops, which means there was co-author collaborations between authors of the same country. The link that connects different countries indicates the presence of an international collaboration. The thickest links in the CSE country network were self-loops, which implies that authors from the same country had a higher frequency of collaborations (national collaborations) in CSE publications than did authors from different countries. As seen in Table 4, most co-authors collaborated with another author from the same country; for example, Leticia Santos Machado from Brazil collaborated with Rafael Prikladnicki and Cleidson R. B. de Souza, who were also from Brazil.

Regarding international collaborations, authors from China have widely collaborated with those from the United States, with a co-authorship frequency of 53. This was followed by China and the United Kingdom, with a co-authorship frequency of 39. The countries that collaborated most frequently on CSE co-authored publications are listed in Table 13, and Figure 10 shows the links among the most collaborative countries.

Table 13. Countries with the most co-authorships of CSE publications.

| Country         | Country          | Number of Co-Authorships |
|-----------------|------------------|--------------------------|
| China           | United States    | 53                       |
| United Kingdom  | China            | 39                       |
| United Kingdom  | United States    | 20                       |
| Canada          | United States    | 20                       |
| Canada          | China            | 20                       |
| Germany         | Switzerland      | 16                       |
| Brazil          | United States    | 11                       |
| Pakistan        | China            | 9                        |
| United States   | Netherlands      | 9                        |
We used community detection to discover the countries that collaborated the most in the CSE co-authorship network. Countries in the same cluster were highly collaborative. Figure 11 shows the co-authorship clusters in the network. The largest clusters were the purple and green clusters. The purple cluster contained 20 countries, 3 of which were the most productive countries in CSE research (China, United States, and United Kingdom). The green cluster contained 12 countries, which were also highly collaborative, with Switzerland and Germany as the centers of this cluster.

Regarding centrality measures, China had the highest number of collaborations (degree = 398) (Table 14). Thus, China was the most popular and prominent country in CSE publications. The second most prominent country in CSE co-authorship was the United States (degree = 310), followed by the United Kingdom (degree = 156). These three countries, in addition to having a high productivity, were the most collaborative countries in CSE publications. They played a key role in the CSE research field. They were also the most influential countries in CSE research based on their eigenvector centrality. This means they collaborated efficiently with countries that had the same collaboration levels. China had the highest eigenvector centrality (1.00).

Figure 10. Countries that collaborated most frequently on CSE authorships.

Figure 11. Clustering of countries involved in CSE co-authorships.
Table 14. Centrality measures of countries involved in co-authorship networks.

| Country         | Degree Centrality | Betweenness Centrality | Eigenvector Centrality | Closeness Centrality |
|-----------------|-------------------|------------------------|------------------------|----------------------|
| China           | 398               | 0.13                   | 1.00                   | 0.65                 |
| United States   | 310               | 0.12                   | 0.67                   | 0.63                 |
| United Kingdom  | 156               | 0.03                   | 0.37                   | 0.57                 |
| Germany         | 118               | 0.10                   | 0.11                   | 0.62                 |
| Canada          | 111               | 0.10                   | 0.22                   | 0.65                 |
| Switzerland     | 88                | 0.04                   | 0.07                   | 0.58                 |
| Brazil          | 76                | 0.00                   | 0.06                   | 0.47                 |
| India           | 67                | 0.06                   | 0.04                   | 0.45                 |
| Netherlands     | 54                | 0.00                   | 0.09                   | 0.52                 |
| Italy           | 49                | 0.00                   | 0.04                   | 0.55                 |

In addition, China had the highest betweenness centrality (0.13), and it occupied a key position in the network and connected research activities between different countries. China was closely followed by the United States (betweenness centrality = 0.12) and Canada (betweenness centrality = 0.10). China also had the highest closeness centrality, meaning the authors in this country collaborated directly with authors from other countries. Figure 12 shows the country co-authorship network with the top co-author in each country.

![Figure 12. Most frequently cited co-authorship networks showing the top co-author in each country.](image)

4.3. Citation Network Analysis

We analyzed the citation network in the field of CSE to identify the most important publications cited by other publications in addition to the quantity and authority of references cited by publications. References to various publications may indicate the researchers’ performance. The citation network was also used to discover how the publication of one author could influence the publications of other authors in the field of CSE.

A total of 509 publications in the field of CSE were identified in our study. The top 10 most cited publications, according to the Google Scholar citation metric, are listed in Table 15. With regard to the citation frequency of publications, we included only the 509 retrieved publications.
Table 15. The 10 most frequently cited CSE publications.

| Rank | PID   | Publication Title                                                                 | Authors                        | Year | Category     | Number of Citations |
|------|-------|-------------------------------------------------------------------------------|-------------------------------|------|--------------|---------------------|
| 1    | P486  | Two’s Company, Three’s a Crowd: A Case Study of Crowdsourcing Software Development | Klaas-Jan Stol, Brian Fitzgerald | 2014 | General      | 87                  |
| 2    | P29   | A Survey of the Use of Crowdsourcing in Software Engineering                    | Ke Mao, Licia Capra, Mark Harman, Yue Jia | 2017 | General      | 75                  |
| 3    | P185  | Crowdsourcing in Software Engineering: Models, Motivations, and Challenges      | Thomas D. LaToza              | 2019 | General      | 56                  |
| 4    | P463  | TopCoder (A): Developing Software through Crowdsourcing                         | Karim R. Lakhani, David A. Garvin, Eric Lonstein | 2010 | General      | 52                  |
| 5    | P215  | Developer Recommendation for Crowdsourced Software Development Tasks           | Ke Mao, Ye Yang, Qing Wang, Yue Jia, Mark Harman | 2015 | General      | 44                  |
| 6    | P328  | Money, Glory and Cheap Talk: Analyzing Strategic Behavior of Contestants in Simultaneous Crowdsourcing Contests on TopCoder.com | Nikolay Archak               | 2010 | General      | 41                  |
| 7    | P181  | Crowdsourcing for Usability Testing                                            | Di Liu, Matthew Lease, Rebecca Kuipers, Randolph G. Bias | 2012 | Software Testing | 38                |
| 8    | P324  | Microtask Programming: Building Software with a Crowd                          | Thomas D. LaToza, W. Ben Towne, Christian M. Adriano, André van der Hoek | 2014 | Coding       | 37                  |
| 9    | P356  | Pricing Crowdsourcing-Based Software Development Tasks                          | Ke Mao, Ye Yang, Mingshu Li, Mark Harman | 2013 | General      | 33                  |
| 10   | P149  | CrowdOracles: Can the Crowd Solve the Oracle Problem?                           | Fabrizio Pastore, Leonardo Mariani, Gordon Fraser | 2013 | Software Testing | 31                |

The CSE citation network is shown in Figure 13. Each node in this network represents a publication, and the type of link in this network is a direct link because it represents the citation relationship between publications, which connects a source citing a publication to the cited publication. Figure 14 shows the outgoing and ingoing links. There were 509 nodes and 2304 links in the citation network. The node size represents the citation frequency of the node publication. We filtered our network by using the filtering feature in Gephi to remove nodes that did not have any links. Thus, the number of nodes in the network decreased to 475 nodes, which means there were 36 publications that did not have any citation relationships, i.e., were not cited or cited by other publications. In addition, we identified 201 papers that were not cited by any publication from our dataset.

We used community detection to discover the clusters with the most collaborations in terms of citations in the CSE citation network; that is, publications that were often cited in other publications were in the same cluster. Several citation clusters in the CSE citation network are identified in Figure 15. These publications were highly cited in these clusters, and many publications in these clusters were cited by one or more of the top cited publications, which were central to these clusters, such as the clusters of publications P486, P29, and P181. Table 16 summarizes the CSE citation network clusters.
Table 15. The 10 most frequently cited CSE publications.

| Rank | PID | Publication Title                                                                 | Authors                        | Year | Category     | Number of Citations |
|------|-----|-----------------------------------------------------------------------------------|-------------------------------|------|--------------|---------------------|
| 1    | P486| Two 's Company, Three 's a Crowd: A Case Study of Crowdsourcing Software Development | Klaas-Jan Stol, Brian Fitzgerald | 2014 | General      | 87                  |
| 2    | P29 | A Survey of the Use of Crowdsourcing in Software Engineering                        | Ke Mao, Licia Capra, Mark Harman, Yue Jia | 2017 | General      | 75                  |
| 3    | P185| Crowdsourcing in Software Engineering: Models, Motivations, and Challenges         | Thomas D. LaToza              | 2019 | General      | 56                  |
| 4    | P463| TopCoder (A): Developing Software through Crowdsourcing                             | Karim R. Lakhani, David A. Garvin, Eric Lonstein | 2010 | General      | 52                  |
| 5    | P215| Developer Recommendation for Crowdsourced Software Development Tasks               | Ke Mao, Ye Yang, Qing Wang, Yue Jia, Mark Harman | 2015 | General      | 44                  |
| 6    | P328| Money, Glory and Cheap Talk: Analyzing Strategic Behavior of Contestants in Simultaneous Crowdsourcing Contests on TopCoder.com | Nikolay Archak | 2010 | General      | 41                  |
| 7    | P181| Crowdsourcing for Usability Testing                                                | Di Liu, Matthew Lease, Rebecca Kuipers, Randolph G. Bias | 2012 | Software Testing | 38                  |
| 8    | P324| Microtask Programming: Building Software with a Crowd                              | Thomas D. LaToza, W. Ben Towne, Christian M. Adriano, André van der Hoek | 2014 | Coding       | 37                  |
| 9    | P356| Pricing Crowdsourcing - Based Software Development Tasks                           | Ke Mao, Ye Yang, Mingshu Li, Mark Harman | 2013 | General      | 33                  |
| 10   | P149| CrowdOracles: Can the Crowd Solve the Oracle Problem?                               | Fabrizio Pastore, Leonardo Mariani, Gordon Fraser | 2013 | Software Testing | 31                  |

Figure 13. The CSE citation network.

Figure 14. Outgoing and ingoing links.

Table 16. Clusters of citation networks.

| Cluster # | Color | Number of Publications | Publications Cited Most Frequently |
|-----------|-------|------------------------|------------------------------------|
| 1         | 116   | P181                   |                                    |
| 2         | 47    | P324                   |                                    |
| 3         | 78    | P441                   |                                    |
| 4         | 12    | P448                   |                                    |
| 5         | 104   | P29                    |                                    |
| 6         | 133   | P486                   |                                    |
| 7         | 19    | P366                   |                                    |
We used community detection to discover the clusters with the most collaborations in terms of citations in the CSE citation network; that is, publications that were often cited in other publications were in the same cluster. Several citation clusters in the CSE citation network are identified in Figure 15. These publications were highly cited in these clusters, and many publications in these clusters were cited by one or more of the top cited publications, which were central to these clusters, such as the clusters of publications P486, P29, and P181. Table 16 summarizes the CSE citation network clusters.

P29 had the highest degree centrality (degree centrality = 197, ingoing links = 75, outgoing links = 122). This means it had the highest citation relationship with other publications in the network, indicating that it was frequently cited by other publications and that it cited many other publications. This was followed by P486 (degree centrality = 99) and P185 (degree centrality = 63). These publications were among the most cited publications. They were the most influential publications in the research field of CSE and had more opportunities to be cited. Betweenness centrality measures the frequency with which a given publication is cited to create a bridge between other publications. We inferred that P29 had the best position in the CSE research network because it had the highest betweenness centrality, as shown in Table 17. Eigenvector centrality computes the importance of a publication by determining how frequently it is cited in other important publications. The publications that cited the important publication could benefit from that citation and become more popular. P463 had the highest eigenvector centrality, followed by P328.

### Table 17. Centrality measures of citation networks.

| ID   | Degree Centrality | ID   | Betweenness Centrality | ID   | Eigenvector Centrality |
|------|-------------------|------|------------------------|------|------------------------|
| P29  | 197               | P29  | 0.075                  | P463 | 1.00                   |
| P486 | 99                | P185 | 0.024                  | P328 | 0.84                   |
| P185 | 63                | P445 | 0.016                  | P486 | 0.82                   |
| P215 | 55                | P139 | 0.016                  | P451 | 0.72                   |
| P463 | 52                | P137 | 0.011                  | P356 | 0.69                   |
| P324 | 45                | P375 | 0.007                  | P149 | 0.64                   |
| P83  | 43                | P486 | 0.006                  | P307 | 0.62                   |
| P328 | 40                | P441 | 0.006                  | P505 | 0.55                   |
| P108 | 40                | P83  | 0.006                  | P249 | 0.55                   |
| P181 | 38                | P254 | 0.003                  | P127 | 0.50                   |

Regarding publication categories, the most prominent category in our collection of CSE publications was the general category (42%). In it, publications mentioned the other categories, crowdsourcing platforms, CSE challenges, or other topics that were not unique to CSE categories (Figure 16). Seven of the top 10 most cited publications were in software.
engineering crowdsourcing in general. The second most popular category was testing (23%), followed by requirements (15%), coding (6%), maintenance (4%), and evolution (3%). There were few publications in the design and verification categories. Figure 17 and Table 18 show the number of publications in each category.

Figure 16. Clustering of citation networks based on publication category.

Figure 17. Number of publications in each category.

Table 18. Summary of clusters of categories.

| Category              | Number of Publications | Papers Cited Most Frequently |
|-----------------------|------------------------|------------------------------|
| General               | 217                    | P486                         |
| Software Testing      | 119                    | P149                         |
| Requirements Engineering | 77                 | P441                         |
| Coding                | 33                     | P324                         |
| Maintenance           | 24                     | P268                         |
| Evolution             | 17                     | P402                         |
| Design                | 13                     | P81                          |
| Verification          | 9                      | P373, P499                   |
5. Discussion and Conclusions

This study collected, cleaned, and analyzed two network datasets: co-authorship networks and citation networks for CSE publications. A total of 509 publications reporting on CSE research were retrieved. This study further examined the co-authorship network in terms of the author, country, and institution to investigate co-authorship collaborations and their impact on CSE research performance.

We also examined author performance in the co-authorship network of CSE using productivity and centrality measures. Ye Yang, Zhenyu Chen, and Leticia Santos Machado were the three most productive authors based on their number of publications. They were affiliated with the Stevens Institute of Technology in the United States, Nanjing University in China, and Pontifical Catholic University of Rio Grande do Sul in Brazil, respectively. In the degree centrality index, Raian Ali, Zhenyu Chen, and Norbert Seyff had the highest numbers of co-authorships with other authors. They were active authors in the network and used various collaborations to meet their research needs. We noted that not all of the highly productive authors were also the authors with the most collaborations. This may have been due to their tendency to co-author with the same authors. The degree centrality showed how authors who were linked to many others had a better performance than those with fewer links and had more opportunities to co-author CSE publications owing to the number of direct links they had.

Researchers can benefit from this study; they can expand their collaborative research in CSE by contacting people with the highest betweenness centrality because they are likely to be in the shortest path between two other authors. They also play an important role in controlling the flow of information in the network. Additionally, researchers can learn about the most important and influential authors from this study by looking at the findings on the highest closeness centrality and eigenvector centrality.

There were 324 institutions contributing to CSE-based research. The University of California, which published 30 papers involving 22 authors, was ranked as the most productive among all the identified universities/institutions. Its authors preferred to work with their colleagues from the same institution more than with those from other institutions. Therefore, it may be appropriate to suggest that authors expand their network of contacts and collaborate with others from different institutions to have an opportunity to improve their CSE research performance. Based on the centrality degree, Bournemouth University in the United Kingdom had the highest degree of collaboration. Its authors collaborated with authors from different institutions for CSE publications. However, we noted that the highest number of co-authoring collaborative institutions was in China, and most of these institutions cooperated with those in the United States. This may have been due to the number of Chinese authors affiliated with these institutions. For example, the most productive author, Ye Yang, who is of Chinese origin, is affiliated with the Stevens Institute of Technology in the United States.

To assess the international co-authorship of countries, the co-authorship network of countries was studied. There were 47 countries participating in publishing research on CSE. With respect to the distribution of CSE publications, most of them originated in China. We conclude that China is the leading country in CSE research, and it had made advancements in this field. Chinese authors play a dominant role in the field, followed closely by those from the United States. This may have been due to the fact that most of the CSE platforms are created in these two countries. China and the United States also had the highest numbers of international collaborations in CSE research between them, indicating that most Chinese authors collaborated in the field of CSE with US authors. They were the two core sources of CSE publications. International collaboration in the co-authoring of publications has a positive effect on the research performance. Based on centrality measures, China was a key node in this network and played an important role in forming a country co-authorship network.

Regarding national collaboration, we noted that authors from the same country tended to work together more than with those from other countries (international collaboration).
Therefore, it may be appropriate to suggest that authors expand their network of contacts and collaborate with others from the leading countries to improve international collaboration and CSE research performance.

With regard to the CSE citation network, this study identified the top cited publications. Citations were adopted as the key indicator for measuring the impact of papers. However, the ranking of publications based on citations might not reflect the real citations of publications because of their variance in publication time, especially for publications that were recently published (the citation frequency of publications included only the 509 retrieved publications). We noted that the reason for frequent citation was the topic of the publication itself, and that comprehensive studies usually had more citations than other studies. We concluded that the most frequently cited publications were comprehensive studies that mainly discussed the basic concepts, definitions, advantages, challenges, and applications of CSE; therefore, they were basic and important publications in the field of CSE research. Authors who want to conduct basic research in the CSE field may need to read these references. Notably, most of the top cited publications were authored by multiple authors, and this reveals the importance of co-authorship and its effect on the quality of a publication.

Regarding publication categories, the most prominent category of CSE publications was publications on general topics in the field; this type of publication mentioned the other CSE categories, crowdsourcing platforms, CSE challenges, or other topics that did not focus on a specific CSE category. The second most prominent category was software testing, followed by requirements engineering. There were only a few publications in the design and verification categories; we encourage doing research on these least researched topics. In addition, based on publications from the last couple of years, we conclude that crowdsourcing software testing has recently been the most prevalent topic. This may have been due to the major use of crowdsourcing in software testing.

The number of publications in the field of CSE has increased rapidly over the years, but it decreased in 2018. In 2019, it increased again but dropped again in 2020; this may have been due to the COVID-19 pandemic, which began in that year and caused most conferences to be cancelled. As we mentioned earlier, although the number of publications in 2014 was lower than many other years, the publications from 2014 received the highest citation numbers (405 citations), and this indicates that the most important and prominent publications, such as P486, were published in this year.

It is widely believed that the main limitations in the use of SNA are the potential time and resources associated with data collection [32]. In our case, the data collection and preparation took a considerable amount of time. Compared with other types of SNA research that require data collection from surveys or exhaustive interviews, collecting data on publications was reasonably faster due to the capabilities of search engines included in the websites of the databases used in this study. The obstacles we encountered in our collection were mainly associated with cleaning the publication data and collecting the citation data.

Another limitation of applying SNA in this research is that citation measures show the impact of research rather than judging its quality [19]. Although quality affects the impact, this can also be affected by other factors [33–35] (e.g., review papers are likely to have a higher impact because they normally cover a larger number of topics).

Nevertheless, this study provides useful information for those interested in performing more research in the field of CSE. The findings will help researchers enhance their future research in this field and help them collaborate with the most important authors to utilize research resources.

In terms of future work, because research collaborative networks are dynamic and can quickly evolve over time, this study could be expanded by involving more databases, extracting more publications, and expanding our work by using other attributes, such as gender or academic degree of the authors, to study their effects on the collaborative relationship between authors in CSE. Moreover, expanding our work to construct different
types of networks, such as publication funding networks, journal citation networks, author citation networks, and networks of publications that focus on specific categories of software engineering, can provide richer information.
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