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Abstract: Recently, the development in combining point forecasts of electricity prices obtained with different length of calibration windows have provided an extremely efficient and simple tool for improving predictive accuracy. However, the proposed methods are strongly dependent on expert knowledge and may not be directly transferred from one to another model or market. Hence, we consider a novel extension and propose to use principal component analysis (PCA) to automate the procedure of averaging over a rich pool of predictions. We apply PCA to a panel of over 650 point forecasts obtained for different calibration windows length. The robustness of the approach is evaluated with three different forecasting tasks, i.e., forecasting day-ahead prices, forecasting intraday ID3 prices one day in advance, and finally very short term forecasting of ID3 prices (i.e., six hours before delivery). The empirical results are compared using the Mean Absolute Error measure and Giacomini and White test for conditional predictive ability (CPA). The results indicate that PCA averaging not only yields significantly more accurate forecasts than individual predictions but also outperforms other forecast averaging schemes.
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1. Introduction

In recent years, we have observed a dynamic transformation of energy markets, which encompasses changes in the generation structure and the creation of new trading opportunities. Since the establishment of competitive power exchanges, a growing share of electricity has been traded in day-ahead markets, where offers are placed before the noon of the day preceding the delivery. To give traders the opportunity to balance deviations from positions contracted in the day-ahead market (due to the highly unpredictable generation from renewable sources), the spot markets have been complemented by intraday and balancing markets. Operation in such a complex environment becomes challenging for many market participants, as it requires taking various operational decisions, for example, generators need to decide, how much electricity to offer on a day-ahead market see [1] or how to structure the intraday trade [2]. Therefore, an accurate prediction of electricity prices becomes an important issue for utility managers.

The literature is rich in publications focusing on modelling and forecasting of spot prices (see [3,4] for a comprehensive review). At the same time, there are few articles, which are dedicated to intraday markets [2,5,6]. Most of them focus on a very short term—a few hours ahead—forecast, as in [7]. These types of models could not be directly used by utilities when making operational decisions.
Hence, there is a need to develop and evaluate models, which will reflect the timeline of trading decisions, for example, the day-ahead forecast of intraday prices, as in [1]. On the other hand, electricity markets with their structural changes, seasonal fluctuations and occurrence of both positive and negative spikes, seek new forecasting methods, which will help to overcome some of these issues. As shown by the literature, forecast averaging may be particularly beneficial, when it is difficult to indicate a single, best preforming model—as in case of electricity prices.

The idea of averaging forecasts started about 50 years ago. Pioneering papers of [8,9] inspired many other authors to develop the area of combining forecasts. Since the late 60s, subject literature suggested that forecast combinations outperform individual models, see, e.g., [10–12]. Authors of [13] make a very important comment on forecast combination superiority. They claim that not only averaging different forecast performs better in terms of accuracy compared to any individual forecast, but also in practical usage, the combinations are always less risky. That is why in the subject literature a lot of averaging methods have been proposed and empirically compared. Surprisingly, the simple arithmetic mean (i.e., all individual forecasts are weighted equally) is for sure the most popular and incredibly reliable approach [14,15]. The same stands for taking the median of forecasts, which in some cases can even outperform a simple average. Using the ordinary least squares (OLS) method to utilize forecast combination is another easy to implement the approach in which weights are obtained from the linear regression, where individual forecasts are treated as the explanatory variables. Estimated weights, however, may exhibit unstable behavior (so-called bouncing betas) so we need to take into consideration that even slight fluctuations in the data can cause large changes in the final forecast. To prevent this [16] suggest using a constrained version of OLS, so-called CLS averaging, in which the weights are only positive and sum up to one.

The unwavering popularity of the simplest solutions is strong evidence of how difficult is the task of choosing the right tools to average the forecasts. Recently authors suggested that possibly, we should turn the question around and instead of wondering how to average individual forecasts, we should rather develop the tools to select, which forecasts are averaged in the first place. In [17] authors introduce a new approach based on a regularization technique. It allows not only to average but also to select a limited number of point forecasts. The authors propose new variants of the penalty function—egalitarian or partially egalitarian regularization. Even though the results were promising, the study was based only on a few dozen observations, and therefore definitely needs further research.

Moreover, recently [18,19] show that also the averaging of predictions obtained with the same model but calibrated to a different portion of data improves the predictive accuracy. In the recent papers [18–20] regarding averaging forecasts across calibration windows of different lengths, authors argue that combining forecasts from only a number of carefully selected calibration windows can significantly increase the forecasting performance and outperform the average of all predictions. Authors show that both for point [18,19] and probabilistic forecasts [20], considering the mix of short and long calibration windows brings statistically significant gains in terms of the forecasting accuracy. The intuition behind this result is that electricity prices exhibit both long- and short-term seasonality—therefore combining short and long calibration windows allow us to capture the specific data behaviour. On the other hand, the studies also show that an inappropriate choice of window lengths may noticeably lower the accuracy of the obtained predictions.

Although successful, the above methodology is based on a purely heuristic approach—in this paper, we propose an alternative automated (in the sense that it does not require any human decision) approach, based on the principal component analysis (PCA) method. The PCA was extensively investigated by [21–23] and has been successfully used for modelling big panels of data. In the approach, the information included in the panel is summarized with a few orthogonal factors. This allows to capture the correlation structure of the data set and to substantially reduce the dimensionality of the problem. The factors are next used to directly model the variables of interests [24–26] or to augment a small-scale econometric model [27–29]. In the energy literature, typical panels consist of electricity prices (or other fundamental variables) observed across different
hours and locations [30–32]. The results indicate that a joint exploration of the whole panel leads to more accurate short- and mid-term forecasts.

The PCA approach could be also used to combine forecasts obtained from different models or/and model specifications. Although the literature recognizes the potential of PCA in forecast averaging [33, 34], there are few articles where the method is successfully applied. In [14,33,35] static factors are employed to extract information from a panel of predictions coming from different models/experts, in order to obtain point forecast of the chosen macroeconomic variables. PCA was also adopted by [36], who used the method for the construction of prediction intervals of electricity spot prices. In all the above applications, factors are estimated with relatively small and diversified panels.

In this paper, an alternative setup is explored, in which the panel of predictions is homogeneous and consists of a large number of forecasts based on the same model estimated with different calibration windows, as in [18–20]. This setup gives new challenges. First, the panel of forecasts is not balanced because it consists of a relatively small number of predictions calculated with short calibration windows. Second, forecasts based on long windows are almost identical, as the growing sample size gives more stable parameter estimates. What is more, different days are characterized by different patterns of relationship between panel forecasts and actual prices. In order to solve some of the above problems, we normalize the predictions across the window size dimension. Next, we use both the time dependent moments of panel variables and factor estimates to calculate the price forecast. It is shown, that PCA combined with data standardization could be a promising alternative for other weighting schemes. Moreover, the method does not require an ad hoc selection of the calibration window length. In this research, the number of factors used for forecast averaging is either fixed and chosen ad-hoc or is dynamically selected with BIC information criteria. The results indicate that in case of slightly misspecified models, the proposed PCA-based procedure significantly outperforms both best performing ex-post selected calibration window and weighted averaged windows (WAW) approach [19]. In particular, the errors obtained with the model when forecasting the German day-ahead prices are almost 4% lower in terms of MAE in comparison to the optimal single calibration window and significantly better than any other considered averaging scheme. Finally, the aggregated outcomes show that PCA(1) using only one factor is the best among different PCA specifications. The averaging scheme utilizing information criteria to choose the number of factors is only slightly worse than PCA(1) and gives more robust results. Therefore, we recommend to use information criteria, such as BIC, for the automated selection of the number of factors.

The remainder of the paper is structured as follows. In Section 2, we present the datasets illustrating the German electricity market. Section 3 describes the experiment design, introduces variance stabilizing transformation (VST) and defines models used for forecasting of day-ahead and intraday prices. Next, in Section 4, we discuss forecast averaging schemes and introduce PCA forecast combination approach. The performance of the methods is evaluated in Section 5. Finally, the conclusions of the research are presented in Section 6.

2. Datasets

In order to test the proposed methodology, we utilize a number of datasets from the German market—each of them spans from 1 January 2015 to 15 August 2019. We consider two different price time series: the day-ahead hourly electricity prices (top panel in Figure 1) and the corresponding time series linked to the intraday market—the ID3 index hourly prices (bottom panel in Figure 1). According to the official rules by EPEX SPOT [37], the ID3 index is calculated as the volume-weighted average price of all trades within 3 h before the delivery of the product (up to 30 min before delivery). Apart from the price series, we use data for different types of exogenous variables: the day-ahead consumption prognosis (top panel in Figure 2) as well as the day-ahead wind and solar generation forecasts (respectively: middle and bottom panels in Figure 2). The wind generation forecast consists of aggregated forecasts of offshore and onshore generation forecasts.
In the recent paper [38], authors argue that wind and photovoltaic generation forecasting errors increase the system imbalance in Germany and these directly influence electricity prices. Hence, we additionally use two other fundamental factors that impact electricity prices: natural gas spot prices (top panel in Figure 3) and the spot price of European carbon emission allowances, more precisely, EUA—Emission Unit Allowance (see bottom panel in Figure 3). Note that, in contrast to electricity prices and generation forecasts, EUA and natural gas spot prices are quoted in a daily (not hourly) resolution. The missing (corresponding to the time change in March) or ‘doubled’ (corresponding to the reversion to standard time in October) values were replaced by the arithmetic mean of the neighbouring observations for the missing ones and the arithmetic mean of both values for ‘doubled’ hours.

Descriptive statistics of the day-ahead and intraday price series are shown in Table 1. Although the mean of prices for both markets is very similar, the ID3 series exhibits greater variability and wider range of values. Day-ahead prices are negatively skewed (which is related with more frequent occurrence of bigger negative prices), the opposite can be observed for intraday prices. Finally, both electricity prices are leptokurtic, which confirms the occurrence of heavy tails caused by both positive and negative spikes. This feature has been widely discussed in the literature [3] and causes many difficulties while predicting future levels of electricity prices.

Table 1. Descriptive statistics of the time series of the electricity prices in Germany in period from 1 January 2015 to 15 August 2019.

| Market   | Mean     | Std       | Min        | Max        | Skewness | Kurtosis |
|----------|----------|-----------|------------|------------|----------|----------|
| Day-ahead| 35.3531  | 16.4537   | −130.0900  | 163.5200   | −0.1359  | 8.3780   |
| ID3      | 35.4562  | 18.3282   | −191.9070  | 376.3564   | 0.4393   | 17.7293  |

Figure 1. Day-ahead (top) and intraday (ID3) (bottom) hourly electricity prices for German market, from 1 January 2015 to 15 August 2019. The first vertical dashed line marks the end of the 728-day calibration period and the second marks the end of the initial 182-day calibration window for averaging forecasts.
Figure 2. Hourly consumption prognosis (top), wind (middle) and solar (bottom) hourly generation forecasts. Data span from 1 January 2015 to 15 August 2019. Note that for each series plot, the limits on the y axes are differ. The first vertical dashed line marks the end of the 728-day calibration period and the second marks the end of the initial 182-day calibration window for averaging forecasts.

Figure 3. Daily natural gas spot prices (top) and carbon emission allowances (EUA) spot prices (bottom). Data span from 1 January 2015 to 15 August 2019. Note that for each series plot, the limits on the y axes are differ. The first vertical dashed line marks the end of the 728-day calibration period and the second marks the end of the initial 182-day calibration window for averaging forecasts.
3. Methodology

3.1. Calibration Windows

Following the majority of forecasting literature, we consider a so-called rolling window scheme. Similarly to [18,19], instead of arbitrarily choosing a fixed calibration window length, we consider a set of 673 different window lengths—ranging from 56 (ca. two months) to 728 days (ca. two years)—obtained forecasts are later averaged (see Section 4). The first 728 (=2 × 364) days are used for the initial model calibration. For each day in the period 29 December 2016 to 15 August 2019, we compute 24 point forecasts, one for each hour of the day. In addition, we use a 182-day fixed-length sample for the calibration of the averaging methods (see Section 4) to obtain the average forecast for each hour of the days between 29 June 2017 and 15 August 2019. The forecasts for all 778 days of the out-of-sample period are evaluated in Section 5. The end of the initial 728-day model calibration window (i.e., 1 January 2015 to 28 December 2016), as well as the end of the initial 182-day calibration window for averaging forecasts (i.e., 29 December 2016 to 29 June 2017) are indicated by dashed, vertical lines in Figures 1 and 2.

3.2. Variance Stabilizing Transformation

Since electricity prices exhibit strong seasonality as well as spiky behaviour, we follow the recommendation of [39] and apply a so called variance stabilizing transformation (VST) to all datasets (to time series of prices as well as to exogenous variables). We apply the N-PIT transformation which is based on the so called probability integral transform. The transformed price \( X_{d,h} \) for day \( d \) and hour \( h \) is given by:

\[
X_{d,h} = N^{-1} \left( \hat{F}_{P_{d,h}} (P_{d,h}) \right),
\]

where \( P_{d,h} \) is the real observation for day \( d \) and hour \( h \), \( \hat{F}_{P_{d,h}} (\cdot) \) is the empirical cumulative distribution function of \( P_{d,h} \) in the calibration sample, and \( N^{-1} \) is an inverse of the normal distribution function. We calibrate the models to transformed time series and then apply inverse transformation to the computed forecasts in order to obtain the price predictions:

\[
P_{d,h} = \hat{F}_{P_{d,h}} (N(X_{d,h})).
\]

3.3. Models

In this study, we consider both day-ahead and intraday (ID3) prices from the German electricity market. The latter ones are usually forecasted during the delivery day and modeled with the use of a broader (more recent) pool of information, compared to day-ahead price forecasting. Most of the researchers [40–42] focus on very short forecasting horizons (from four to three hours before the delivery). Such a modeling setup, while allowing for higher accuracy of the predictions, do not leave enough time for utilizing the forecasts and adjusting trading strategies to market conditions. To tackle this issue, we decided to extend the forecasting horizon to 6 h, as it would enable market participants to exploit the future price movements and optimize the trades [43].

Intraday prices can also be predicted in a day-ahead manner, i.e., before submitting bids in the day-ahead market. This approach is particularly important when market participants need to decide, where to sell or buy energy (day ahead vs. intraday market). In such case, they need to predict day-ahead revenues from different trading strategies, as in [1]. Such approach can also be beneficial in terms of a decision-making process and risk management.

Let us focus first on the day-ahead spot prices, \( DA_{d,h} \). In order to compute their point forecasts, autoregressive models with exogenous variables (ARX) estimated via the least-squares method are utilized. This type of models has been extensively used in the electricity price forecasting (EPF) literature [39,44,45]. The classical setup is expanded to include five exogenous variables: TSO forecasts.
of total load \((L_{d,h})\), wind \((W_{d,h})\) and solar \((S_{d,h})\) generation, as well as spot prices of carbon emission allowances and natural gas. The final model, denoted by DA, is described by the following formula:

\[
DA_{d,h} = \beta_{h,1}DA_{d-1,h} + \beta_{h,2}DA_{d-2,h} + \beta_{h,3}DA_{d-7,h} + \beta_{h,4}DA_{d-1-min} + \beta_{h,5}DA_{d-1,\max} + \beta_{h,6}DA_{d-1,24} + \beta_{h,7}L_{d,h} + \beta_{h,8}S_{d,h} + \beta_{h,9}W_{d,h} + \beta_{h,10}EUA_{d-1} + \beta_{h,11}NG_{d-1} + \sum_{i=1}^{7} \beta_{h,11+i}D_{i} + \epsilon_{d,h},
\]

(3)

where \(DA_{d-1,h}, DA_{d-2,h}, DA_{d-7,h}\) are the lagged day-ahead prices from previous day, two days before and a week before. \(DA_{d-1,min}\) and \(DA_{d-1,max}\) refer to the minimum and the maximum price from day \(d - 1\), \(DA_{d-1,24}\) is the last known price from the previous day. Finally, \(D_{1}, \ldots, D_{7}\) are weekday dummies accounting for the weekly seasonality. Note that the solar generation forecasts, \(S_{d,h}\), are included in the model only for hours 9–17, due to the obvious lack of generation during night and early morning hours.

The second task is to predict the day-ahead intraday price, namely the value of the ID3 index for the day \(d\) and hour \(h\). We conduct the forecasting on the day preceding the delivery, as in the DA case. This implies that the intraday and spot prices are modelled in the same manner: all 24 prices for day \(d\) are forecasted at the same time, using the same pool of information. The model, denoted by IDA (Intraday Day-Ahead), has a structure similar to (3) and extends the model proposed by [1]. It assumes that the data generating process of intraday prices could be described by the following equation:

\[
ID_{d,h} = \beta_{h,1}ID_{d-1,h} + \beta_{h,2}ID_{d-2,h} + \beta_{h,3}ID_{d-7,h} + \beta_{h,4}DA_{d-1,h} + \beta_{h,5}DA_{d-1-min} + \beta_{h,6}DA_{d-1,\max} + \beta_{h,7}DA_{d-1,24} + \beta_{h,8}L_{d,h} + \beta_{h,9}S_{d,h} + \beta_{h,10}W_{d,h} + \beta_{h,11}EUA_{d-1} + \beta_{h,12}NG_{d-1} + \sum_{i=1}^{7} \beta_{h,12+i}D_{i} + \epsilon_{d,h},
\]

(4)

(5)

where \(ID_{d-1,h}, ID_{d-2,h}, ID_{d-7,h}\) are the lagged intraday prices. Due to the transaction timeline (see Figure 4) the prediction are performed at 10:00, when some of the intraday prices \(ID_{d-1,h}\) are yet not known. Therefore, a new variable, \(ID_{d-1,h}^*\) is constructed:

\[
ID_{d-1,h}^* = \begin{cases} 
ID_{d-1,h}^{\text{partial}} & \text{for } h > 10, \\
ID_{d-1,h} & \text{for } h \leq 10,
\end{cases}
\]

(6)

where \(ID_{d-1,h}^{\text{partial}}\) is the volume-weighted average price of all transactions for a certain product, that have been made up to the moment of forecasting. In case there were no transactions, \(ID_{d-1,h}^{\text{partial}}\) is replaced by the corresponding day-ahead price.
Finally, we build a model for a very short-term forecasting horizon for the intraday market (6 h before the delivery), which we denote by ID. It is based on the results presented in [40,46] and assumes that the ID3 price for day \(d\) and hour \(h\) is given by:

\[
ID_{d,h}^{3} = \beta_{h,1} ID_{d,h-6}^{3} + \beta_{h,2} ID_{d-1,h}^{3} + \beta_{h,3} ID_{d,h}^{\text{partial}} + \beta_{h,4} DA_{d,h} + \beta_{h,5} DA_{d,h-6} + \beta_{h,6} L_{d,h} + \sum_{i=1}^{7} \beta_{h,10+i} D_{d,h} + \beta_{h,11} S_{d,h} + \beta_{h,12} W_{d,h} + \beta_{h,13} E_{d-1} + \beta_{h,14} N_{d-1} + \sum_{i=1}^{7} \beta_{h,10+i} D_{d,h} + \epsilon_{d,h},
\]

where \(ID_{d,h-6}\) refers to the ID3 price six hours before delivery and \(ID_{d-1,h}\) is the price for the hour \(h\) on the previous day. The \(ID_{d,h}^{\text{partial}}\) is the volume-weighted average price of all transactions for a certain product, that has been made up to the 6 h before the delivery (the moment of forecasting). The next two variables link the intraday and day-ahead markets. \(DA_{d,h}\) refers to already known day-ahead price for the day \(d\) and hour \(h\), while \(DA_{d,h-6}\) gives the newest information about price level difference between whose two markets. The rest of the predictors are just like in the DA and IDA models.

Note that for a better readability, we write \(ID_{d,h+i}\) to mark the product with the delivery \(i\) hours after (or before, for \(i < 0\)) the product \((d,h)\) instead of using the correct notation \((d + \lfloor \frac{h+i}{24} \rfloor, h + i - 24 \lfloor \frac{h+i}{24} \rfloor)\).

![Figure 4. Market trading timeline; the forecasting of DA and IDA for day D is performed at 10:00 of day D - 1.](image)

4. Forecast Averaging

The literature shows that the accuracy of forecasts depends on the length of the calibration window used for the estimation of the model parameters. As shown in [18,19] this relationship could be non-monotonic and hence the selection of the optimal calibration window length becomes a complex task. On the other hand, the diversity of outcomes provides a strong motivation for using forecast averaging techniques, which could improve the forecasting performance of predictive models. Moreover, combining predictions could help to solve an issue of the optimal calibration window selection and reduce the model-specification risk.

Somehow interestingly, the concept of averaging forecasts across calibration windows of different lengths is relatively new in the field of electricity price forecasting. The recent articles [18,19] were the first papers tackling this overlooked problem in a systematic way.

4.1. Weighed Averaged Windows

The simple arithmetic average of the selected predictions is one of the most popular forecasts combining approaches. This method has been proved successful in a number of different studies across the econometric and forecasting literature. In the presented setup, the averaged window (AW)
averaging scheme assumes equal weights for all forecasts estimated with the calibration windows of lengths $\tau \in \mathcal{T}$.

$$w = \frac{1}{\# \mathcal{T}}$$

(8)

Findings of [18,19] demonstrate that the reduction of the set of window lengths used for forecast averaging, $\mathcal{T}$, could improve the method performance. The authors indicate that the average of predictions obtained with three short and three long calibration windows, in most cases, outperforms the single 'optimal' window as well as the average across all window lengths. The solution is also very efficient in terms of the computational cost—it requires calibrating the model to only six different sample lengths. [19] extended the idea of simple averaging and proposed an averaging scheme called weighed averaged windows (WAW). The weights are computed using the the inverse of the Mean Absolute Error (MAE) calculated over the averaging window of length $D_{\text{ave}}$ (in [19] $D_{\text{ave}} = 1$)

$$w_d^{(\tau)} = \frac{1}{\sum_{v \in \mathcal{T}} \frac{1}{\text{MAE}_{d, \tau}^{(v)}}} \frac{1}{\text{MAE}_{d, \tau}^{(v)}} - D_{\text{ave}}.$$  

(9)

where $w_d^{(\tau)}$ is the weight corresponding to a window of length $\tau$ on day $d$. $\text{MAE}_{d_1,d_2}^{(\tau)}$ is computed as an average of absolute forecast errors obtained from the model calibrated to a training sample of length $\tau$ over all hours of days $d \in \{d_1, d_1 + 1, ..., d_2\}$:

$$\text{MAE}_{d_1,d_2}^{(\tau)} = \frac{1}{24(d_2 - d_1 + 1)} \sum_{d=d_1}^{d_2} \sum_{h=1}^{24} |\epsilon_{d,h}^{(\tau)}|,$$

(10)

where $\epsilon_{d,h}^{(\tau)} = P_{d,h} - \hat{P}_{d,h}^{(\tau)}$. Using this approach, the past performance of each window is taken into consideration and bigger weights are assigned to forecast obtained from windows that performed well in the past. Despite the computational efficiency and satisfying performance of this method, the choice of calibration window lengths has to be made in an ad-hoc manner and the inappropriate choice may have a significant impact on the forecasting performance.

4.2. BMA

Bayesian analysis offers an alternative approach to classical forecast assemble methods. As stated by [47], the weights based on bayesian model averaging (BMA) can be approximated by

$$w_d^{(\tau)} = \frac{\exp(-\text{BIC}(\tau)/2)}{\sum_{v \in \mathcal{T}} \exp(-\text{BIC}(v)/2)},$$

(11)

where $w_d^{(\tau)}$ is the weight corresponding to the window of length $\tau$ and $\text{BIC}(\tau)$ is a Bayesian Information Criterion. In should be noticed that since the models are estimated with different calibration windows, BIC is computed here over the forecast averaging window, not over the estimation sample. Then

$$\text{BIC}_{d}^{(\tau)} = 48D_{\text{ave}} \ln(\text{RMSE}_{d_1,d_2}^{(\tau)} - D_{\text{ave}}, d_{-1}) + K \ln(24D_{\text{ave}}),$$

(12)

where $K$ is the number of parameters and $\text{RMSE}_{d_1,d_2}^{(\tau)}$ defined similar to (10)

$$\text{RMSE}_{d_1,d_2}^{(\tau)} = \sqrt{\frac{1}{24(d_2 - d_1 + 1)} \sum_{d=d_1}^{d_2} \sum_{h=1}^{24} (\epsilon_{d,h}^{(\tau)})^2}.$$

(13)

Since the penalty component in $\text{BIC}(\tau)$ does not depend on the window length, $\tau$, then the Equation (11) can be further simplified and becomes
It can be noticed that (14) is similar to the definition of WAW weights. The differences are two-fold: first, BMA weights are based on RMSE rather than MAE and second, they are raised to power $24D_{ave}$, which represents the length of the forecast averaging window and shrinks weights of less accurate forecasts towards zero.

4.3. PCA Averaging

The majority of forecast combination approaches discussed in the literature, either use a small number of predictions or emphasise the need for prediction selection. Alternatively, one could utilize the information included in a big panel of forecasts by using the principal component analysis (PCA). The idea has been proposed by [14], who applied static factors to combine forecasts coming from different models. Similarly, [36] proposed the factor quantile regression averaging (FQRA) to construct prediction intervals using a panel of point forecasts. In both articles, PCA averaging is applied to relatively small and diversified panels of forecasts based on 27–66 individual models.

In the presented setup, the panel of forecast consists of 673 individual predictions acquired with different calibration windows. Since the growth of the window size, $\tau$, leads to more stable parameter estimates, the forecasts obtained with long windows, for example, $\tau = 721$ and $\tau = 728$ are almost identical. This strong correlation, which is close to collinearity, impedes the classical, regression-based methods of forecast averaging. To avoid such problems, we propose a novel, fully-automated method for averaging forecasts, based on PCA.

In order to utilize all information from the averaging window, the data and predictions are treated as time series, with the time index, $t = 24(d-1) + h$, representing consecutive hours. Similarly to the WAW approach, we use the information from $D_{ave}$ previous days (in our setup $D_{ave} = 182$). Additionally, the data is extended by 24 forecasts of hourly prices from the day $d$. Therefore the final averaging window consists of $24D_{ave} + 24$ observations. Let us denote by $\hat{P}_{t,\tau}$ the prediction of the variable $P_t$ based on a calibration window of the length $\tau$. The data set $\{\hat{P}_{t,\tau}\}$ could be interpreted as a panel, with the first dimension representing time and the second dimension describing the size of a calibration window. The averaging algorithm consist of the following steps:

1. For each time period $t$ in the averaging window, estimate the mean ($\hat{\mu}_t$) and standard deviation ($\hat{\sigma}_t$) of individual forecasts across different $\tau$;
2. Standardize the predictions and the predicted variable;
   \[
   \tilde{P}_{t,\tau} = \frac{\hat{P}_{t,\tau} - \hat{\mu}_t}{\hat{\sigma}_t}
   \]
   \[
   \tilde{P}_t = \frac{P_t - \hat{\mu}_t}{\hat{\sigma}_t}
   \]
3. Estimate the first $k = 1, \ldots, K$ principal components, $PC_{t,k}$, of a panel $\{\tilde{P}_{t,\tau}\}$, using the method described by [14,22]. Notice that the factors have a dimension $(24D_{ave} + 24) \times 1$ as they include the information of the price forecasts on the day $d$. Based on the number of principal component $K$ used in the model we denote the model by PCA($K$);
4. Run a regression using observations from the averaging window, without the last 24 observation;
   \[
   \tilde{P}_t = \alpha + \sum_{k=1}^{K} \beta_k PC_{t,k} + \epsilon_t
   \]
5. Compute the prediction of the normalized dependent variable on day $d$ at hour $h$.

\[
\hat{P}_{24(d-1)+h} = \hat{\alpha} + \sum_{k=1}^{K} \hat{\beta}_{k} PC_{24(d-1)+h,k}
\]

and transform it into its original units

\[
\hat{P}_{24(d-1)+h} = \hat{\alpha} + \hat{\sigma}_{24(d-1)+h} \ast \hat{\sigma}_{24(d-1)+h} + \hat{\mu}_{24(d-1)+h}
\]

The role of standardization should be emphasized here. The mean, which changes between days, could be interpreted as the first common factor affecting the panel of forecasts. In particular, it represents the forecast based on long calibration windows. The predictions for big $\tau$ are, by construction, very similar to each other and have the largest input to the mean. On the other hand, the impact of long windows on the demeaned panel is balanced by larger (in absolute terms) and more variable deviations from mean for short calibration windows.

The standard deviation represents the forecast uncertainty and increases when short and long windows give different predictions. If the original data was used to estimate the principal components, the days with the highest risk would have the largest input to the panel variance and hence would impact strongly factor estimates. Thanks to standardization, all days are equally represented by common factors and the outcomes are stable, even when the outliers are included in the sample used for forecast averaging. On the other hand, in the future work one can try to use the information about standard deviation and include the variance to the model for probabilistic forecasting, for example, to construct the prediction intervals with quantile regression or its generalizations [48,49].

It should be noticed here that the described algorithm is conditioned on several factors, $K$, used in the regression (17). To make the choice of $K$ data-driven, we use Bayesian information criteria (BIC):

\[
\text{BIC}(K) = 24D_{ave} \ln(\hat{\sigma}^{2}_{K}) + K \ln(24D_{ave}),
\]

where $\hat{\sigma}^{2}_{K}$ is an estimated residuals variance from the model (17) with $K$ components. For each day $d$, the optimal $K$ is chosen, which minimizes the corresponding BIC.

5. Results

5.1. Forecast Evaluation

We use the Mean Absolute Error (MAE) for the full out-of-sample test period of $D = 778$ days (i.e., 26.06.2017 to 15.08.2018, see Figure 1) as the main evaluation criterion. In the paper, two measures are considered

\[
MAE_d^{(i)} = \frac{1}{24} \sum_{h=1}^{24} |\epsilon_{d,h}^{(i)}|
\]

\[
MAE^{(i)} = \frac{1}{D} \sum_{d=1}^{D} MAE_d^{(i)}
\]

where $\epsilon_{d,h}^{(i)} = P_{d,h} - \hat{P}_{d,h}^{(i)}$ is the prediction error at day $d$ and hour $h$ based on the averaging method $i$ or $i = \tau$ for models without averaging. The first measure, $MAE_d^{(i)}$, describes the forecast accuracy for a given day, $d$, and is later use for statistical comparison of individual approaches. Finally $MAE^{(i)}$ describes the overall performance of the method $(i)$. Recall, that the MAE is the most commonly used measure for evaluation forecast accuracy. In the case of electricity markets, it reflects the average deviation of the revenue from selling 1 MWh from its expected level.
Given a number of results, it is hard to properly rank the models accuracy. To solve this issue, following [39,44], we introduce the mean percentage deviation from the best (m.p.d.f.b.) benchmark, inspired by the m.d.f.b. measure used in [50,51] for comparing models. The m.p.d.f.b. measure for model $i$ compares the model’s performance to the best benchmark (it is the best performing calibration window length for each of models $j = DA, IDA, ID$):

$$m.p.d.f.b_i = \frac{1}{3} \sum_{j=1}^{3} \frac{\text{MAE}_j(i) - \text{MAE}_j(\tau=\text{Best})}{\text{MAE}_j(\tau=\text{Best})} \times 100\%,$$  \hspace{1cm} (23)

The obtained MAE values can be used to provide a ranking of models. Unfortunately, they do not allow to draw statistically significant conclusions on the outperformance of the forecasts of one model by those of another. Therefore, the conditional predictive ability (CPA) test of Giacomini and White [52] is used to compare competitive outcomes. Note that the CPA test could be viewed as a generalization of the popular Diebold and Mariano [53] test for unconditional predictive ability. Here, the test statistic is computed using the vector of average daily $\text{MAE}_d$:

$$\Delta_{i,j,d} = \text{MAE}_d(i) - \text{MAE}_d(j),$$  \hspace{1cm} (24)

where $\text{MAE}_d(i)$ is the mean absolute error of forecast obtained with model $i$ on day $d$. For each pair of window sets and each model we compute the $p$-value of the CPA test with null $H_0 : \phi = 0$ in the regression [52]:

$$\Delta_{i,j,d} = \phi'X_{d-1} + \epsilon_d,$$  \hspace{1cm} (25)

where $X_{d-1}$ contains elements from the information set on day $d - 1$, i.e., a constant and $\Delta_{X,Y,d-1}$.

5.2. Point Forecast Results

As mentioned earlier, in this paper we consider training samples of lengths ranging from 56 to 728 days. Since the same model calibrated to a sample of different lengths produces differing forecasts, this gives us 673 different ‘sub-models’ for each of the models. The forecasting performance is evaluated separately for each calibration window, and the results are shown in Figure 5—each dot represents the MAE of forecasts obtained by calibrating the model to a sample of a certain length. Interestingly, the curves for $DA$ and $IDA$ models are not monotonic as one may expect, the forecasting error does not strictly fall with the increase of the calibration sample length. This behavior of MAE may suggest that the models are slightly misspecified due to, for example, assumed linearity, time-invariant parameters or omitted variables. In such a case, the parameter estimates are inconsistent and do not converge to their true values. On the other hand, the curve for the $ID$ model is descending. The forecasting accuracy of this model increases with the length of the calibration window, leaving little room for an improvement for averaging techniques.

Another conclusion that can be drawn is that none of the calibration window lengths would be the ‘optimal’ choice for all models—the best-performing calibration window for $DA$ model is 95 days, whereas for $IDA$ the best forecasting performance would be achieved when calibrating the model on a 438-day sample and for $ID$ the longest calibration samples perform the best. This diversified pattern of behavior shows that there is a need for the more robust way of selecting the length of calibration windows.
Figure 5. Mean absolute error as the function of the calibration sample length. The results for DA (top-left), IDA (top-right) and ID (bottom) models are evaluated over the whole 778-day out-of-sample test period.

5.3. Averaging Results

Table 2 presents MAE and m.p.d.f.b results for forecasts obtained with the shortest (56-days), the one-year long (364-days) and the longest (728-days) calibration windows and compare them against a benchmark: the best (optimal) (ex–post) calibration window length. Next, outcomes of different averaging technique are reported, starting with AW/WAW and BMA for all $\tau \in \{56, 57, ..., 728\}$, AW/WAW and BMA for six selected window sizes $\tau \in \{56, 84, 112, 714, 721, 728\}$ as in [18–20] and PCA averaging with 1 to 4 factors. Finally, outcomes of PCA(BIC) scheme are presented, in which the number of components is estimated using BIC information criterion. The results are displayed in absolute terms (MAE) and relative to the benchmark (computed as a percentage difference, %chng).

The presented measures are computed with data ranging from 26 June 2017 to 15 August 2019, it is a 778-days long out-of-sample period. The three considered models, it is DA, IDA and ID, are evaluated separately and their outcomes are shown in consecutive columns. Finally, the average performance of analyzed forecasting schemes is described by m.p.d.f.b. The results lead to several important conclusions:

- In case of DA and IDA models, the averaged forecasts are more accurate than any of the individual predictions, including those based on the best ex–post calibration window length. The gains reach up to 3.841% and 2.097% for DA and IDA, respectively. At the same time, none of the combined predictions provide results better than the benchmark for ID model. This confirms our expectation that averaging across different calibration window lengths may not lead to any improvement of forecast accuracy in case of well-specified models, which parameters can be consistently estimated.
- When two similar averaging schemes, AW and WAW, are compared, the results indicate that the extension of WAW, originally proposed by [19], outperforms the simple arithmetic mean. The superiority of WAW is obtained for all models and both ranges of window lengths, $T$.
- The outcomes for the AW/WAW averaging scheme show that the pre-selection of six window lengths improves the forecast accuracy only in case of misspecified models: DA and IDA. At the same time, results for ID suggest that, for well-specified models, the ad hoc reduction of the $\tau$ dimension increases substantially the MAE measure.
• Results for the BMA scheme perform much worse in terms of MAE for the DA and IDA models compared to non-Bayesian approaches. The situation changes for ID model, when BMA is the most accurate among forecast averaging schemes but still worse than the best individual model.

• The PCA forecast averaging approaches lead to more accurate predictions of DA and IDA than any other combining schemes. They reduce MAE, relatively to the benchmark, by 3.841% and 2.097%, respectively. For ID model, all averaging schemes perform worse than the 2-year calibration window. Still, PCA is exhibits the smallest forecast error among presented methods.

• The PCA based methods perform similarly, regardless of the number of factors used for forecast averaging. One could observe small differences between markets that indicate that PCA(4) is on average the most efficient.

• BIC information criterion is shown to be helpful in selecting the number of components. Although it could not beat the best PCA specification for individual models (DA, IDA and ID), it works very well on average.

Note that in the presented setup, forecast averaging weights are estimated using predictions of $D_{ave} = 182$ previous days. Although it is out of scope of this paper, we conducted a limited study to analyze, how the reduction of $D_{ave}$ to 60 days affects the results. It turned out that the choice of $D_{ave}$ has a minor impact on outcomes and does not alter the major conclusions. It seems that the relative accuracy of PCA increases for longer forecast averaging windows, as more information improves estimation of principle components.

Finally, the results are evaluated with the Giacomini-White test [52] for the norm of order one. The outcomes are presented in Figure 6, on which a non-black square indicates that the forecasts of a model on the X-axis are statistically more accurate than the forecasts of a model on the Y-axis. The results confirm previous findings and show that PCA schemes outperform other methods, when the day-ahead forecasts are considered. This outcome is supported by two observations:

• PCA(4) and PCA(1) are significantly the most accurate for DA and IDA models, respectively.

• PCA(1) is not statistically worse than any of the predictions apart from some other PCA specifications.

When the ID model is considered, the outcomes show that approaches based on the longest and the best calibration window lengths provide forecasts of the same accuracy, which outperform almost all other prediction methods. Moreover, for this market,

• Forecasts obtained with PCA(3) and BMA(56,84,112,714,721,728) are the only predictions, which are not statistically worse than results for $\tau = 728$ or $\tau = \text{best}$.

• BMA(56,84,112,714,721,728) forecasts are statistically better than those obtained with all other averaging schemes apart from PCA(3).

Finally, it could be noticed that PCA(BIC) is rarely outperformed by other PCA specifications. This result confirms that BIC is useful in determining the optimal number of components used for averaging and hence could be an attractive alternative to the ad hoc choice of $K$. 
Table 2. Mean absolute errors (MAE) and mean percentage deviation from the best benchmark (m.p.d.f.b) of the forecast obtained with all three considered models in the 778-days out-of-sample period from 26 June 2017 to 15 August 2019. In the first four rows reported result for models calibrated on single in-sample length, whereas the bottom rows correspond to models using one of the averaging techniques. The percentage change compared to the best ex–post length of calibration window is reported in columns %chng. Note that the best model in terms of MAE is underlined.

| Benchmarks          | DA MAE | %chng | DA MAE | %chng | DA MAE | %chng | DA m.p.d.f.b MAE | %chng |
|---------------------|--------|-------|--------|-------|--------|-------|-----------------|-------|
| 56                  | 5.412  | 7.348 %| 9.270  | 22.232 %| 6.464  | 29.953 %| 19.845 %       |
| 364                 | 5.312  | 5.380 %| 7.641  | 0.753 %| 5.047  | 1.455 %| 2.529 %        |
| 728                 | 5.560  | 10.297 %| 7.770  | 2.444 %| 4.974  | 0.000 %| 4.247 %        |
| Best                | 5.041 (95) | –     | 7.584 (438) | –     | 4.974 (728) | –     | –              |
| Averaging           |        |       |        |       |        |       |                 |
| AW(56:728)          | 5.062  | 0.422 %| 7.437  | −1.945 %| 5.011  | 0.746 %| −0.259 %        |
| WAW(56:728)         | 5.053  | 0.239 %| 7.440  | −1.901 %| 5.009  | 0.688 %| −0.325 %        |
| BMA(56:728)         | 5.126  | 1.685 %| 7.540  | −0.580 %| 4.999  | 0.498 %| 0.534 %        |
| AW(56.84.112.714.721.728) | 4.875 | −3.299 %| 7.464  | −1.590 %| 5.135  | 3.232 %| −0.552 %        |
| WAW(56.84.112.714.721.728) | 4.865 | −3.484 %| 7.450  | −1.775 %| 5.100  | 2.529 %| −0.910 %        |
| BMA(56.84.112.714.721.728) | 5.224 | 3.633 %| 7.789  | 2.698 %| 4.977  | 0.063 %| 2.131 %        |
| PCA(1)              | 4.888  | −3.030 %| 7.425  | −2.097 %| 5.004  | 0.597 %| −1.510 %        |
| PCA(2)              | 4.864  | −3.515 %| 7.466  | −1.560 %| 5.001  | 0.526 %| −1.516 %        |
| PCA(3)              | 4.852  | −3.757 %| 7.489  | −1.261 %| 4.996  | 0.436 %| −1.527 %        |
| PCA(4)              | 4.847  | −3.841 %| 7.487  | −1.286 %| 5.000  | 0.510 %| −1.539 %        |
| PCA(BIC)            | 4.858  | −3.632 %| 7.481  | −1.367 %| 5.003  | 0.571 %| −1.476 %        |
6. Conclusions

In this paper, we model and predict hourly electricity prices on the German market. We consider three forecasting setups: a day-ahead forecast of spot prices, a day-ahead forecast of intraday prices and a short-term, 6 h ahead prediction of ID3 index. The analyzed problems reflect the decision process of market participants and could help in optimizing the selling/buying strategy as in [1,2].

We propose a novel approach for calculating the predictions of electricity prices, which utilize forecasts based on models calibrated to windows of different lengths. We extend the idea introduced in [18,19], which focuses on an ad hoc selection of the best set of calibration windows. In this study, we propose a principal component analysis (PCA) method for forecast averaging, which enables the automatic aggregation of information included in the large panel of predictions. The results indicate that the PCA averaging scheme can, on average, reduce the MAE measure of forecast accuracy, relative to the best ex–post calibration window length. It also outperforms other forecast averaging approaches, such as AW, WAW and BMA.

Furthermore, we show that DA, IDA and ID models have different characteristics, which correlate with the forecast horizon. The performance of day-ahead forecasts of spot and intraday prices does not improve with the growth of the calibration window length, whereas the short-term predictions of ID3 get more accurate for the longest estimation windows. This difference impacts the potential gains from forecast averaging. For the ID model, none of the proposed methods could outperform the forecasts based on the longest calibration window. At the same time, the averaging—and in particular PCA forecast combination—results in a significant decrease of MAE for DA and IDA models. The forecast accuracy improves relative to the benchmark, by almost 4% for PCA(4) approach. In the case of IDA model, the error reduction reaches 2% for PCA(1) approach.

Finally, the results indicate that the two PCA forecast averaging methods, with one or four components, provide the most accurate predictions. PCA(1) is statistically not worse than any of the AW or WAW forecast combination schemes and outperforms all approaches for IDA. At the same time, PC(4) has on average the lowest MAE, measured by m.p.d.f.b (mean percentage deviation from the best). The PCA method, with the number of components selected with BIC information criterion, provides forecasts which are only slightly worse than those obtained with PCA(4) and PCA(1). Hence, it could be viewed as an interesting alternative for ad hoc selection of the number of components. We believe that these results encourage further research on PCA forecast averaging, which could be extended to interval and probabilistic forecasting and be applied to other commodity markets.
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