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Abstract

Metal hydrides have been studied for use in energy storage, hydrogen storage, and air-conditioning (A/C) systems. A common architecture for A/C and energy storage systems is two metal hydride reactors connected to each other so that hydrogen can flow between them, allowing for cyclic use of the hydrogen. This paper presents a nonlinear dynamic model and multivariate control strategy of such a system. Each reactor is modelled as a shell-and-tube heat exchanger connected to a circulating fluid, and a compressor drives hydrogen flow between the reactors. We further develop a linear state-space version of this model integrated with a model predictive controller to determine the fluid mass flow rates and compressor pressure difference required to achieve desired heat transfer rates between the metal hydride and the fluid. A series of case studies demonstrates that this controller can track desired heat transfer rates in each reactor, even in the presence of time-varying circulating fluid inlet temperatures, thereby enabling the use of a two-reactor system for energy storage or integration with a heat pump.
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1. Introduction

Metal hydrides are compounds that form when certain metals react with hydrogen. The hydriding reaction is reversible: the metal absorbs hydrogen exothermically at certain temperatures and pressures and desorbs hydrogen
endothermically under other conditions. The search for new energy storage technologies has led to investigation of metal hydrides for this purpose, including using hydrides as a compact form of hydrogen storage for fuel cells [1, 2, 3, 4]. Systems with multiple metal hydride reactors have also been evaluated for heating and cooling applications, where the hydride reactors are used in place of a heat pump [5, 6, 7]. A common design for metal hydride systems in energy storage, heating, and cooling applications is to have a pair of metal hydride reactors connected so that hydrogen can flow between them. In other words, as hydrogen is desorbed in one reactor, it flows to the other reactor, which absorbs it.

When used for energy storage, the two-reactor system does not run continuously but instead absorbs heat from an external source during one half-cycle and releases it during the other half-cycle [7, 8, 9, 10]. In this application, only one reactor is directly used for energy storage, while the other reactor is used to store the hydrogen released by that reactor [7]. In general, two hydride beds are not required for energy storage systems, since hydrogen released by the metal hydride can be compressed, stored, and released from a pressure vessel [8, 9, 10]. However, a two-reactor design is commonly studied since it allows for more compact hydrogen storage without the need to compress hydrogen to high pressures. The two-reactor metal hydride system is also used in single-stage single-effect air conditioning systems, where the hydride reactions are controlled by changing the heat sources and sinks connected to the reactors [11]. The pair of hydride reactors undergo a two-step cycle. In the first (charging) step, the hydride in one reactor is heated by a high-temperature heat source and desorbs hydrogen that flows to the other reactor. Heat is released as the hydrogen is absorbed in the second reactor, and in turn, the heat is transferred to a heat sink at an intermediate temperature. In the second (discharging) step, the first reactor is connected to the intermediate-temperature heat sink while the second reactor is connected to the environment to which the cooling load needs to be delivered. It absorbs heat from this location, providing the cooling load, as it
desorbs hydrogen that then flows to the other reactor \[13\]. In order for this system to operate as intended, the metal hydrides have to be selected so that in each step, changing the heat source or sink connected to the reactor results in a temperature shift large enough to drive the desorption or absorption reaction \[16\] respectively.

If this system design is used for continuous cooling instead of energy storage, a four-reactor system is necessary, with one reactor pair in each step of the cycle at any given time \[12, 13, 14\]. An alternative design, which uses a single pair of connected reactors, provides a continuous cooling load by using a compressor to move hydrogen between the reactors, thus driving the reaction in each reactor by changing the pressure, instead of the temperature \[15\]. This system design requires additional power for operating the compressor, but allows for more flexibility in choosing the specific hydrides used in the reactors. However, to realize the benefits of this system, specifically to guarantee specific heat transfer rates between the hydride reactors and a circulating fluid, a real-time embedded control strategy for the system is needed.

Numerous models of the heat and mass transfer in metal hydride reactors have been developed. The majority of these focus on a single metal hydride reactor, including 1-D models \[21, 22\] and 2-D models \[23, 24\]. More computationally-intensive 3-D models of a hydride reactor, first developed by Aldas et al. \[26\], have been used to analyze the performance benefits of complicated system geometries, such as the addition of fins \[27\] or a tapered bed structure \[8\] to improve heat transfer. With respect to two-reactor systems, modeling has been more limited; Kang \[12\] used a 1-D model to examine a metal hydride air conditioning system and Nyamsi et al. \[11\] used a 3-D model to examine a pair of hydride reactors used for energy storage. Moreover, neither of these models considered a pair of hydride reactors with an auxiliary hydrogen compressor.

Similarly, control strategies for metal hydride reactors have focused on single-reactor systems used for hydrogen storage; relevant literature is summarized in Table \[1\]. Since these papers are focused on a single-reactor system for hydrogen
storage, the output variable of the controllers is either the hydrogen flow rate or the temperature or pressure of the reactor, with the latter generally being used because of its influence on the reaction rate in the reactor. For instance, while Georgiadis et al. [6] and Panos et al. [5] use outlet temperature as the output variable of the controller, they do so in order to achieve the outlet temperature that will result in the optimal hydrogen release rate. Similarly, the input variables considered in all of these papers, except for Cho et al. [4], are those used to control the heat source used to drive the desorption in the reactor, whether that be the flow rate [6, 5] or temperature [3] of a heating fluid, or the voltage of a thermoelectric heater [28]. While similar inputs would be considered for a case where the hydride reactor was being used for energy storage or air conditioning, the output variable for such cases would be the heat transfer to or from the reactor, which is not considered by any of these controllers.

Different models of the hydride system are also used for controller design. For instance, Georgiadis et al. [6] use a 2-D model to determine the temperature and pressure variations within the reactor, whereas Cho et al. [4] use a model that neglects the effect of these variations. The linear models used for control synthesis are obtained using model identification techniques and simulation data from the system model [6, 5, 3]. Aruna and Jaya Christa [3] examine different methods of converting their nonlinear model into a linear model for use in a controller, and find the best results when using a Box-Jenkins model. All of the methods compared are black-box methods [3]; that is, they develop the linear model using only input and output data rather than deriving such a model from first principles. This poses a disadvantage from the perspective of control design because it limits the operation of the controller to a small region around the linearization point.

With respect to two-reactor systems, experimental demonstrations [14, 15] used logic-based controllers to operate the system, but did not involve the design of real-time controllers that could achieve specific heat transfer rates at specific times, as would be desired for an energy storage system which is charged and discharged over a longer period of time and may not be charged or discharged
Table 1: Summary of the controller types and input and output variables that have previously been considered for single reactor metal hydride systems.

| Author(s)                  | Controller       | Control Variable | Output Variable |
|----------------------------|------------------|------------------|-----------------|
| Georgiadis et al. 2009     | Multi-parametric (mp) MPC | Heating Fluid | Outlet Temperature |
| Panos et al. 2010          | mp-MPC           | Heating Fluid | Outlet Temperature |
| Cho et al. 2013            | PID              | Discharge Valve | Hydrogen Flow Rate |
| Nuchkrua and Leephakpreeda 2013 | Neuro-fuzzy PID | Thermoelectric Voltage | Reactor Temperature |
| Aruna and Jaya Christa 2020 | Fuzzy PID       | Heating          | Reactor Pressure |

continuously. These experimental systems have also used either heat transfer from a fluid or a compressor to drive the system operation, but have not examined how to control a system that uses both. In summary, previous work on control strategies for metal hydride reactors has not considered real-time control for a two-reactor system using both temperature and pressure to drive operation, nor control using a linear model derived from the system dynamics rather than from a black-box model.

Therefore, in this paper, we present a dynamic model for a metal hydride energy storage system along with a model predictive control strategy for tracking the desired heat transfer rates in each reactor of a two-reactor metal hydride system. Specifically, in Section 2, we present the dynamic model of the metal hydride energy storage system including two metal hydride reactors and a com-
pressor to drive hydrogen flow. Then, we derive the linear state-space form of
the model using first principles. The linearized model is validated against the
nonlinear one, and we highlight how the ability to update the linearized model
enables better agreement between the linear and nonlinear models. The result-
ing model is then used for control synthesis. Because the linearized model is
physics-based and fully parameterized, it can be relinearized around any operat-
ing condition in real time, enabling it to be used beyond the nominal operating
condition. In Section 4, we present the model predictive control (MPC) design
for determining the mass flow rates of the circulating fluid and the pressure
difference between the hydrogen reactors needed to meet the demanded heat
transfer rate in each reactor. Finally, in Section 5, we demonstrate the perfor-
mance of the controller in simulation with a series of case studies. The results
indicate that the controller can achieve desired heat transfer rates between hy-
dride beds through control of the mass flow rates of the circulating fluids and
the compressor pressure. This controller enables the use of a two-reactor system
for energy storage and/or integration with a heat pump.

2. Model Description

Here we consider a thermal energy storage system consisting of two intercon-
nect metal-hydride reactors with a compressor to drive hydrogen flow between
them, as shown in Figure 1a. Each reactor is modeled as a shell-and-tube heat
exchanger (depicted in Figure 1b) absorbing heat from, and releasing heat to,a
circulating fluid that interacts with a heat pump. We first derive a dynamic,
nonlinear thermodynamic model of the two-reactor system using first principles.
We then linearize the model to obtain a form suitable for control synthesis, and
validate the linear model against the nonlinear one.

2.1. System Model

Each metal hydride reactor is modeled as a shell-and-tube heat exchanger.
The shell is filled with a porous bed of metal hydride through which hydrogen

\[\text{Equation}\]
flows. Water glycol circulates in the tubes and exchanges heat with the hydride bed. The heat exchanger is modelled using a control volume consisting of one tube and the shell surrounding it, as shown in Figure 1b with each other tube and surrounding shell assumed to be the same by symmetry. The perimeter of the heat exchanger is assumed to be insulated, so heat losses from the heat exchanger to ambient are neglected.

Within the control volume, it is assumed that the hydrogen in the reactors
is an ideal gas, that the hydrogen and hydride in the reactor are in thermal equilibrium ($T_{\text{hyd}} = T_H$), and that all spatial variation in temperature and pressure are negligible. Given these assumptions, the energy balance for a single control volume is given by

$$\left( m_{\text{hyd}} c_{\text{hyd}} + m_H c_{p,H} \right) \frac{dT_{\text{hyd}}}{dt} = r m_{\text{hyd}} \Delta H + \epsilon \dot{m}_{\text{wg}} c_{\text{wg}} (T_{\text{wg,in}} - T_{\text{hyd}}) + \dot{m}_{H,\text{in}} c_{p,H} (T_{H,\text{in}} - T_{\text{hyd}}),$$  

(1)

where $m_{\text{hyd}}$ and $m_H$ are the mass of the hydride and the hydrogen, respectively; $c_{\text{hyd}}, c_{p,H},$ and $c_{\text{wg}}$ are the specific heat of the hydride, hydrogen, and water glycol, respectively; $T_{\text{hyd}}$ is the temperature of the metal hydride in the reactor, $r$ is the reaction rate, $\Delta H$ is the heat of reaction, $\epsilon$ is the heat exchanger effectiveness, $\dot{m}_{\text{wg}}$ and $\dot{m}_{H,\text{in}}$ are the mass flow rates of water glycol and hydrogen into the reactor, and $T_{\text{wg,in}}$ and $T_{H,\text{in}}$ are the inlet temperatures of water glycol and hydrogen, respectively. The mass balance for the hydrogen gas is given by

$$\frac{dm_H}{dt} = r m_{\text{hyd}} + \dot{m}_{H,\text{in}}.$$  

(2)

Using the ideal gas law, the pressure of the hydrogen gas, $P_H$, can be obtained from the mass of hydrogen as

$$P_H = \frac{m_H R_H T_H}{V_H}.$$  

(3)

In this equation, $R_H$ is the gas constant for hydrogen. The volume of hydrogen ($V_H$) can be found using the porosity of the metal hydride bed ($\phi$) and the total volume of the hydride section of the heat exchanger ($V_{\text{shell}}$) according to

$$V_H = \phi V_{\text{shell}}.$$  

(4)

Using Equations 3 and 4 and the thermal equilibrium assumption ($T_{\text{hyd}} = T_H$), the mass balance can be re-written in terms of pressure as

$$\frac{dP_H}{dt} = \frac{RT_{\text{hyd}}}{\phi V_{\text{shell}}} \left( r m_{\text{hyd}} + \dot{m}_{H,\text{in}} \right).$$  

(5)

The reaction rate, $r$, is the rate of change of the weight fraction of hydrogen stored in the metal hydride, $w$. The equations for the reaction rate and equilibrium pressure, $P_{eq}$, are taken from Voskuilen [29]. The reaction rate is given
by

\[ \frac{dw}{dt} = \begin{cases} 
C_A e^{-\frac{E_A}{RT_{hyd}}} \ln \left( \frac{P}{P_{eq}} \right) \left( w_{max} - w \right), & P > P_{eq,abs} \\
0, & P_{eq,des} < P < P_{eq,abs} \\
C_A e^{-\frac{E_A}{RT_{hyd}}} \ln \left( \frac{P}{P_{eq}} \right) w, & P < P_{eq,des}.
\end{cases} \tag{6} \]

In these equations, \( C_A \) and \( E_A \) are constant material properties of the metal hydride, \( w_{max} \) is the maximum weight fraction of the metal hydride, and the equilibrium pressures are given by

\[ P_{eq} = P_{atm} e^{\mu(w,T) / RT} \tag{7} \]

where the chemical potential, \( \mu(w,T) \), is defined as

\[ \mu = \begin{cases} 
\mu_{\alpha,0} + 2RT_c \left( 1 - 2 \frac{w}{w_{max}} \right) + RT \ln \left( \frac{w}{w_{max} - w} \right), & w < w_{\alpha,0} \\
\Delta H^\circ - T \Delta S^\circ + A \left( \frac{w}{w_{max}} - 0.5 \right), & w_{\alpha,0} < w < w_{\beta,0} \\
\mu_{\beta,0} + 2RT_c \left( 1 - 2 \frac{w}{w_{max}} \right) + RT \ln \left( \frac{w}{w_{max} - w} \right), & w > w_{\beta,0}
\end{cases} \tag{8} \]

In this equation, \( \alpha \) and \( \beta \) are different phases of the metal hydride. The material properties \( \Delta H^\circ \) and \( \Delta S^\circ \) have different values for absorption and desorption, resulting in different equilibrium pressures for absorption and desorption.

In Equations \[7\] and \[8\], \( P_{atm} \) is atmospheric pressure, \( w_{\alpha,0} \) and \( w_{\beta,0} \) are the weight fractions at which the hydride phase changes, \( \mu_{\alpha,0} \) and \( \mu_{\beta,0} \) are the chemical potential at \( w_{\alpha,0} \) and \( w_{\beta,0} \), respectively, and \( T_c \) and \( A \) are the critical temperature and phase interaction energy of the metal hydride, respectively.

In the energy balance, the heat exchanger effectiveness is calculated using the expression

\[ \epsilon = 1 - e^{-\frac{hA_s}{m_{wg} c_w g}}, \tag{9} \]

where \( h \) is the heat transfer coefficient and \( A_s \) is the surface area of the tube. The heat transfer coefficient is calculated from the Reynolds number, \( Re_D \), Prandtl number, \( Pr \), and thermal conductivity, \( k \), of the fluid using the Dittus-Boelter correlation for fully-developed turbulent flow in a circular tube \[30\]:

\[ Nu = \frac{hD_{tube}}{k_{wg}} = 0.023Re_D^{4/5}Pr^n. \tag{10} \]
Then, the outlet temperature of the circulating fluid, $T_{wg, out}$ can be calculated as

$$T_{wg, out} = T_{wg, in} + \epsilon (T_{hyd} - T_{wg, in}) .$$  \hspace{1cm} (11)

Thus, the heat transfer between the hydride and the water glycol, $\dot{Q}_{hyd \rightarrow wg}$, is given by

$$\dot{Q}_{hyd \rightarrow wg} = \dot{m}_{wg} (T_{wg, out} - T_{wg, in}) = \epsilon \dot{m}_{wg} (T_{hyd} - T_{wg, in}) .$$ \hspace{1cm} (12)

Together, Equations (1) through (12) are used to solve for the state of each reactor. The reactors are coupled through the mass flow rate of hydrogen into the reactor, which is calculated for one reactor as

$$\dot{m}_{H,A} = \left\{ \begin{array}{ll} A_{c, line} \sqrt{\frac{2 \rho_H (P_B + \Delta P_{comp} - P_A)}{K_{loss}}} & \text{flow from B to A} \\ -A_{c, line} \sqrt{\frac{2 \rho_H (P_A + \Delta P_{comp} - P_B)}{K_{loss}}} & \text{flow from A to B} \end{array} \right. \hspace{1cm} (13)$$

and for the other reactor as

$$\dot{m}_{H,B} = -\dot{m}_{H,A} .$$ \hspace{1cm} (14)

In these equations, $A_{c, line}$ is the cross-sectional area of the hydrogen line connecting the reactors, $\rho_H$ is the density of hydrogen, $\Delta P_{comp}$ is the pressure difference created by the compressor, and $K_{loss}$ is the loss coefficient for flow from one reactor to the other. As shown in Figure 1, the compressor can drive flow in either direction, depending on which valves are open.

2.2. Linear State-Space Model

While the governing dynamics of the two-reactor hydride system are nonlinear, the derived model is not well suited for control algorithm synthesis. An alternative approach is to linearize the dynamics about a nominal operating condition and synthesize a controller based on this linearized model. To that end, we linearize the first principles model derived in the previous subsection using a standard state-space representation as given by Equations (15) and (16).

$$f(x, u) = \frac{dx}{dt} = A(x - x_0) + B(u - u_0) + f(x_0, u_0) \hspace{1cm} (15)$$
\[ g(x, u) = y = C(x - x_0) + D(u - u_0) + g(x_0, u_0) \tag{16} \]

Here, \( x \) is the standard state-space notation for the dynamic state vector of the system, \( u \) is the control input vector and \( y \) is the output vector. For the case in which one reactor, \( m \), is absorbing hydrogen while the other, \( n \), is desorbing, the state, output, and input variables are defined as follows:

\[ x = \begin{bmatrix} T_{\text{hyd}, m} & P_{H, m} & w_{m} & T_{n} & P_{H, n} & w_{\text{hyd}, n} \end{bmatrix}^T, \tag{17} \]

\[ y = \begin{bmatrix} \dot{Q}_{\text{hyd} \rightarrow \text{wg}, m} & \dot{Q}_{\text{hyd} \rightarrow \text{wg}, n} \end{bmatrix}^T, \tag{18} \]

\[ u = \begin{bmatrix} \dot{m}_{\text{wg}, m} & \dot{m}_{\text{wg}, n} & \Delta P_{\text{comp}} & T_{\text{wg}, \text{in}, m} & T_{\text{wg}, \text{in}, n} \end{bmatrix}^T. \tag{19} \]

Note that in these equations, the reactor where absorption occurs is always referred to as reactor \( m \), and the reactor where desorption occurs as reactor \( n \), even though these are different reactors depending on the operating mode of the system. For brevity, the complete linearized model equations are not presented here. However, the authors have made the linearized model code available to the public via Github [32].

3. Linearized Model Validation

In this section, we validate the linearized model against the nonlinear one. We first describe the specific parameterization of the model based on chosen material properties and system dimensions, followed by a comparison of the linearized and nonlinear models through numerical simulations.

3.1. Model Parameterization

Here we consider \( \text{MnNi}_{4.5}\text{Cr}_{0.5} \) as the material in reactor A and \( \text{LaNi}_5 \) as the material in reactor B. These materials were selected based on the operating temperatures of an air conditioning system with which this storage system could
ultimately be integrated. The properties of these materials are taken from the toolbox developed by Voskuilen et al. [29] and are summarized in Table 2. By deriving the nonlinear model, and its linearization, from first principles, the model can easily be parameterized for any choice of metal hydrides.

Table 2: Material properties of MmNi$_{4.5}$Cr$_{0.5}$ (Reactor A) and LaNi$_5$ (Reactor B). Since the density and specific heat of MmNi$_{4.5}$Cr$_{0.5}$ are not reported in literature, they are estimated from values for this class of alloys [29].

| Property                        | Symbol | Units   | LaNi$_5$ | MmNi$_{4.5}$Cr$_{0.5}$ |
|---------------------------------|--------|---------|----------|------------------------|
| Density                         | $\rho$ | kg/m$^3$| 8300     | 8200                   |
| Specific Heat                   | $c$    | J/kgK   | 355      | 419                    |
| Enthalpy of Reaction (abs.)     | $\Delta H_a$ | MJ/kg M | 15.46    | 11.67                  |
| Enthalpy of Reaction (des.)     | $\Delta H_d$ | MJ/kg M | 15.95    | 12.65                  |
| Maximum Weight Fraction         | $w_{max}$ | kg H/kg M | 0.0151  | 0.0121                 |

Each hydride reactor, modeled as a shell-and-tube heat exchanger, has the dimensions described in Table 3. The different lengths of each hydride reactor are due to their different storage capacities and thus different volumes of hydride required. The pipe for transferring hydrogen between the reactors has a diameter of 1 cm and an assumed overall loss coefficient ($K_{loss}$) of 40.

3.2. Simulation Results

To determine the suitability of the linear state-space model for use in controller design, the dynamics predicted by the linear model are compared to those predicted by the nonlinear model for a given set of input conditions. To compare the models, the linear and nonlinear governing equations are simulated in MATLAB using a variable-step solver that uses fifth-order numerical differentiation. We consider two cases. In Case 1, the initial conditions are defined so that hydrogen is desorbed in reactor B and flows to reactor A, where it is absorbed, as shown in Figures 3 and 4. In Case 2, the initial conditions are defined such that
Table 3: Dimensions of the shell-and-tube heat exchangers for the hydride reactors. Only the length varies between the two reactors. Each tube and its surrounding shell represent 1 control volume within the system shown in Figure 1.

| Property            | Value | Units |
|---------------------|-------|-------|
| Tube Diameter       | 4     | mm    |
| Shell Diameter      | 7     | mm    |
| Number of Tubes     | 400   | -     |
| Length of Reactor A | 1.77  | m     |
| Length of Reactor B | 1.54  | m     |

hydrogen is desorbed in reactor A and flows to reactor B where it is absorbed, as shown in Figures 6 and 7. These two cases, with opposite reactions occurring in the reactors, represent the charging and discharging modes in an energy storage system. Note that which mode is charging and which is discharging will depend on which reactor is being used to deliver the load. In both cases, each of the three control input variables is perturbed for a five-minute period, and the dynamic response of each model is observed. These perturbations to the input variables for both cases are shown in Figure 2. For both cases, the initial values of the state variables \( (x_0) \), as well as the input and disturbance variables \( (u_0) \), are listed in Table 4 and each simulation is initialized at the linearization point \( (x_0, u_0) \).

Figure 2: Input circulating fluid mass flow rate and compressor pressure difference for (a) Case 1 and (b) Case 2.
Table 4: Initial values for the state and input variables. Note that kg H indicates mass of hydrogen and kg M indicates mass of the metal hydride.

| Variable | Case 1 | Case 2 | Units |
|----------|--------|--------|-------|
| $T_{hyd,A}$ | 6.89   | 6.89   | °C    |
| $T_{hyd,B}$ | 36.9   | 34.9   | °C    |
| $P_{H,A}$   | 480    | 290    | kPa   |
| $P_{H,B}$   | 290    | 360    | kPa   |
| $w_{A}$     | 0.006  | 0.007  | kg H / kg M |
| $w_{B}$     | 0.006  | 0.007  | kg H / kg M |
| $\dot{m}_{wg,A}$ | 0.2    | 0.2    | kg/s  |
| $\dot{m}_{wg,B}$ | 0.2    | 0.2    | kg/s  |
| $\Delta P_{comp}$ | 210    | 80     | kPa   |
| $T_{wg,in,A}$ | 1.89   | 11.9   | °C    |
| $T_{wg,in,B}$ | 42.9   | 30.9   | °C    |

In both cases, the linear model matches the nonlinear model closely. This is quantified using the root mean square error (RMSE) between the state variables predicted by the linear model and the nonlinear model, as shown in Table 5. The normalized RMSE (NRMSE) values were calculated using Equation 20. All variables of the same type (e.g. temperature, pressure, or weight fraction) were normalized against the same value, determined by finding the maximum range over which each variable varies in either reactor (A or B) in either of the two simulation cases (see Equations 21-22, where the subscript $i$ refers to the initial value of a given state variable simulated for a given case study).

$$NMRSE = \frac{RMSE}{\max(\Delta x_A, \Delta x_B)}$$

(20)
\[ \Delta x_A = \max \left( \max (x_A - x_{A,i})_{\text{Case}1}, \max (x_A - x_{A,i})_{\text{Case}2} \right) - \min \left( \min (x_A - x_{A,i})_{\text{Case}1}, \min (x_A - x_{A,i})_{\text{Case}2} \right) \]
$$\Delta x_B = \max (\max (x_B - x_{B,i})_{\text{Case } 1}, \max (x_B - x_{B,i})_{\text{Case } 2}) - \min (\min (x_B - x_{B,i})_{\text{Case } 1}, \min (x_B - x_{B,i})_{\text{Case } 2})$$ (22)

Table 5: RMSE and NRMSE for all state variables for Case 1.

| $t$ (min) | $T_{\text{hyd,A}}$ ($^\circ$C) | $T_{\text{hyd,B}}$ ($^\circ$C) | $P_{\text{H,A}}$ (kPa) | $P_{\text{H,B}}$ (kPa) | $w_A$ ($\frac{\text{g H}}{\text{kg M}}$) | $w_B$ ($\frac{\text{g H}}{\text{kg M}}$) |
|----------|-------------------------------|-------------------------------|------------------------|------------------------|--------------------------|--------------------------|
| 0 – 5    | 0.095                         | 0.248                         | 3.08                   | 3.70                   | 0.0047                   | 0.0074                   |
| 5 – 10   | 0.156                         | 0.384                         | 0.477                  | 6.06                   | 0.0060                   | 0.017                    |
| 10 – 15  | 0.094                         | 0.354                         | 2.66                   | 7.23                   | 0.0034                   | 0.022                    |
| 15 – 20  | 0.077                         | 0.376                         | 2.66                   | 7.23                   | 0.0061                   | 0.029                    |
| 20 – 25  | 0.057                         | 0.388                         | 0.847                  | 6.70                   | 0.0082                   | 0.036                    |
| 25 – 30  | 0.041                         | 0.389                         | 0.622                  | 7.04                   | 0.010                    | 0.042                    |

| $t$ (min) | $T_{\text{hyd,A}}$ | $T_{\text{hyd,B}}$ | $P_{\text{H,A}}$ | $P_{\text{H,B}}$ | $w_A$ | $w_B$ |
|----------|-------------------|-------------------|-----------------|-----------------|------|------|
| 0 – 5    | 2.42%             | 6.29%             | 2.26%           | 2.72%           | 0.356%   | 0.561%   |
| 5 – 10   | 3.96%             | 9.75%             | 0.349%          | 4.44%           | 0.455%   | 1.26%   |
| 10 – 15  | 2.37%             | 8.97%             | 1.95%           | 5.30%           | 0.258%   | 1.68%   |
| 15 – 20  | 1.94%             | 9.55%             | 0.918%          | 4.58%           | 0.462%   | 2.20%   |
| 20 – 25  | 1.45%             | 9.84%             | 0.621%          | 4.92%           | 0.621%   | 2.69%   |
| 25 – 30  | 1.05%             | 9.88%             | 0.456%          | 5.16%           | 0.780%   | 3.19%   |

For Case 1, the fastest response in the system is that of the hydrogen pressure (seen in Figures 3c and 3d) to the change in the pressure difference created by the compressor ($\Delta P_{\text{comp}}$) at $t = 5$ min and at $t = 10$ min. At $t = 5$ min, increasing $\Delta P_{\text{comp}}$ results in an almost immediate change in the hydrogen pressure of reactor A ($P_{\text{H,A}}$) approximately equal to the change in $\Delta P_{\text{comp}}$, as seen in Figure 3c. To understand why $P_{\text{H,A}}$ changes more than $P_{\text{H,B}}$, we can revisit the two terms of the pressure balance given in Equation 5 (repeated below for convenience): the absorption or desorption rate (depending on the direction of
the reaction) \( r_{\text{hyd}} \), and the hydrogen mass flow rate into the reactor, \( \dot{m}_{H,\text{in}} \).

\[
\frac{dP_{H}}{dt} = \frac{RT_{\text{hyd}}}{\phi_{\text{shell}}} \left( r_{\text{hyd}} + \dot{m}_{H,\text{in}} \right)
\]

At this operating condition, \( r_{B} \) (the reaction rate on a per unit mass of hydride basis) is more sensitive to changes in pressure than \( r_{A} \). When \( \Delta P_{\text{comp}} \) increases, the magnitude of \( \dot{m}_{H,\text{in}} \) increases in each reactor. This term becomes much larger than the absorption rate in reactor A or the desorption rate in reactor B. However, the desorption rate in reactor B increases enough to balance the mass flow rate after only a small change in \( P_{H,B} \), while it takes a much larger change in \( P_{H,A} \) before the absorption rate in reactor A balances the mass flow rate. Thus, \( P_{H,A} \) increases much more than \( P_{H,B} \) decreases. This process occurs very quickly; in the initial second after \( \Delta P_{\text{comp}} \) increases, the driving pressure difference \( P_{H,B} + \Delta P_{\text{comp}} - P_{H,A} \) decreases by 94.8%. Thus, it appears as a step change when plotted over a 30-minute time span in Figure 3c. The linear state-space model successfully captures this response, as seen in Figures 3c and 3d.

At \( t = 10\) min, when \( \Delta P_{\text{comp}} \) returns to its original value, there is a significant step change in both pressures. The change in \( \Delta P_{\text{comp}} \) causes hydrogen to flow from reactor A to reactor B, whereas it otherwise flows from reactor B to reactor A in Case 1. Therefore, in both reactors, \( r_{\text{hyd}} \) and \( \dot{m}_{H,\text{in}} \) have the same sign, so \( r_{B}m_{\text{hyd},B} \) cannot balance \( \dot{m}_{H,\text{in},B} \) as it did before. Once the initial pressure difference has been reduced, the mass flow is reduced to a small value, so the changes in pressure are primarily due to the reaction rates. However, the response of \( r_{B} \) to the change in the pressure causes \( r_{B} \) to go to zero, as shown in Figure 5b. As shown in Figure 5a, however, \( r_{A} \) decreases but does not go to zero. This means that for approximately 45 seconds, hydrogen is being absorbed in one reactor but not desorbed in the other. Thus, the pressure in both reactors slowly decreases, since hydrogen is flowing out of reactor B, but the absorption rate in reactor A is larger than the flow rate in. After \( \sim 45 \) seconds, the increasing temperature seen in Figure 5b causes the absorption rate for reactor B to grow larger than \( \dot{m}_{H,\text{in},B} \), so \( P_{H,B} \) starts increasing. This
increase leads to an increased mass flow rate to reactor A, which is larger than the absorption rate in reactor A, resulting in $P_{H,A}$ increasing as well.

![Figure 5: Reaction rates in Reactors A and B for Case 1 (hydrogen flowing from reactor A to reactor B).](image)

The most significant difference between the linear and nonlinear models can be seen in Figure 3d, where the linear model does not capture the initial spike in $P_{H,B}$ and the decay that follows it, but accurately captures the behavior of the pressure after that time. This is because the reaction rate equation (Equation 6) is discontinuous when it goes to zero; as shown in Equation 6. Since the linear model does not include this discontinuity, it fails to capture the behavior of the pressure while the reaction rate is equal to zero. However, once the reaction rate is again nonzero, the linear model again follows the nonlinear model.

The response of the hydride temperature in each reactor to the change in $\Delta P_{comp}$ is shown in Figures 3a and 3b. Here, the increased reaction rate after the increase in $\Delta P_{comp}$ results in an increase in the heat released or absorbed by the reaction, pushing the temperature of the hydrides in both reactors away from the temperature of the circulating fluid in their reactors. This causes the heat transfer rate between the hydride in each reactor and the circulating fluid to increase, as shown in Figure 4. Once these heat transfer rates are approximately equal to the heat transfer from absorption and desorption, the temperatures become close to steady. While the linear model underestimates $T_{hyd,B}$ after the step change, as shown in Figure 3b at $t = 5$ min, it stays within 10% of the nonlinear model, and $T_{hyd,A}$ stays within 5% throughout the
In contrast to the visible changes in pressure and temperature that occur when $\Delta P_{\text{comp}}$ changes, there is not a significant change in these variables when either of the mass flow rates are changed. However, as shown in Figure 4, there is a step change in the heat transfer rate in each reactor when there is a change in the mass flow rate in that reactor. This is because the heat transfer rate is a linear function of the mass flow rate. This change is accurately captured by the linear model, as seen in Figures 4a and 4b. All variables stay within 10% of the nonlinear model throughout the simulation.

Finally, the change in the weight fraction over time is different from that of the hydride temperature and pressure because the weight fraction changes continually (except for $w_B$ while $r_B$ is equal to zero) and does not enter a near-equilibrium state. The dynamics of the weight fraction are controlled by the reaction rate, which is the derivative of the weight fraction. As discussed in regards to the pressure dynamics, the reaction rate in both reactors changes quickly in the seconds after the change in $\Delta P_{\text{comp}}$ until $r_{AM\text{hyd},A}$, $r_{BM\text{hyd},B}$, and $\dot{m}_{H,in}$ have approximately equal magnitudes. This quick change in the reaction rate, combined with the very slow change for the rest of the simulation period, results in the weight fraction in each reactor resembling a linear function with a different slope after $t = 5\text{ min}$, as seen in Figures 5c and 5f. After $\Delta P_{\text{comp}}$ returns to its original value at $t = 10\text{ min}$, the rate of change of the weight fraction also returns to approximately its original value. For the weight fraction, the error of the linear models stays below 4% for both reactors as shown in Table 5. Like the pressure, the weight fraction does not respond significantly to changes in the mass flow rates.

For Case 2, despite hydrogen flow in the system moving in the opposite direction, the same trends can be seen as discussed for Case 1. The pressure dynamics are similar, including $r_B$ going to zero for some time after $t = 10\text{ min}$. However, because reactor A is desorbing hydrogen here rather than absorbing it as in Case 1, the pressure in both reactors increases while $r_B$ equals zero, and then decreases once absorption starts in reactor B, as seen in Figures 6c and 6f.
The same general trends can also be seen in the temperature and weight fraction dynamics, with the only differences being due to the reversal of which reactor is absorbing hydrogen and releasing heat to the circulating fluid, and which is desorbing hydrogen and being heated by the circulating fluid.

Overall, the linear model predictions match those of the nonlinear model well.
Table 6: RMSE and NRMSE for all state variables for Case 2.

| $t$ (min) | $T_{hyd,A}$ ($^\circ$C) | $T_{hyd,B}$ ($^\circ$C) | $P_{H,A}$ (kPa) | $P_{H,B}$ (kPa) | $w_A$ ($\frac{g H}{kg M}$) | $w_B$ ($\frac{g H}{kg M}$) |
|-----------|------------------------|------------------------|-----------------|-----------------|-----------------|-----------------|
| 0 – 5     | 0.273                  | 0.380                  | 1.01            | 5.22            | 0.011           | 0.012           |
| 5 – 10    | 0.317                  | 0.400                  | 0.829           | 5.55            | 0.017           | 0.017           |
| 10 – 15   | 0.391                  | 0.455                  | 1.16            | 7.46            | 0.025           | 0.023           |
| 15 – 20   | 0.428                  | 0.474                  | 0.787           | 7.01            | 0.033           | 0.034           |
| 20 – 25   | 0.424                  | 0.476                  | 0.980           | 7.29            | 0.039           | 0.045           |
| 25 – 30   | 0.407                  | 0.479                  | 1.17            | 7.58            | 0.045           | 0.056           |

| $t$ (min) | $T_{hyd,A}$ | $T_{hyd,B}$ | $P_{H,A}$ | $P_{H,B}$ | $w_A$ | $w_B$ |
|-----------|-------------|-------------|-----------|-----------|-------|-------|
| 0 – 5     | 6.92%       | 9.66%       | 0.743%    | 3.83%     | 0.811%| 0.886%|
| 5 – 10    | 8.05%       | 10.2%       | 0.608%    | 4.07%     | 1.30% | 1.27% |
| 10 – 15   | 9.93%       | 11.6%       | 0.851%    | 5.47%     | 1.89% | 1.75% |
| 15 – 20   | 10.9%       | 12.0%       | 0.577%    | 5.14%     | 2.46% | 2.61% |
| 20 – 25   | 10.8%       | 12.1%       | 0.718%    | 5.34%     | 2.95% | 3.43% |
| 25 – 30   | 10.3%       | 12.1%       | 0.858%    | 5.55%     | 3.42% | 4.23% |

In Case 2, as seen in Table 6, there is a larger error for the hydride temperature states in this case than for Case 1, but the linear model is still accurate within 12.5% across the entire simulation period. The error for $P_{H,A}$ is lower for this case, remaining within 1% of the nonlinear model, while the highest error for $P_{H,B}$ is still less than 6% different from the nonlinear model. The error between the linear and nonlinear model predictions for the weight fraction states follows a similar pattern to Case 1, continually increasing over time while never exceeding 5%, without any of the changes to the inputs noticeably affecting the rate at which the error increases.
3.3. Resetting the Linearization Point

While the validation results show that the linear model predicts the system dynamics accurately within approximately 12.5% of the linearization point, it is expected that during operation, the system will deviate further from a single point. This can adversely affect the controller design if it assumes the dynamics do not vary from a single linear model. One way to address this is to periodically re-linearize the model around the current operating condition. To illustrate how re-linearization affects the accuracy of the linear model, we simulate both the nonlinear and linear models for 120 minutes, beginning with the initial conditions shown in Table 7. In order to sustain the absorption and desorption reactions in the reactors for 120 minutes, the compressor pressure difference is increased by 10 kPa every 10 minutes. We compare three different cases: 1) simulating the linear model from the same initial conditions without any re-linearization, 2) simulating the linear model beginning with the same initial conditions but then re-linearizing it every 10 minutes, and 3) simulating the linear model beginning with the same initial conditions but then re-linearizing it every 30 minutes. The resulting heat transfer rates for these cases are compared against the nonlinear model simulation in Figure 8 and the RMSE for the heat transfer rates is given in Table 8. It is worth noting that because the linearized model is fully parameterized, re-linearizing is equivalent to updating the model parameters. In other words, re-linearizing does not contribute any significant computational complexity to the numerical simulation.

From Figure 8 we can see that re-linearization does improve the accuracy of the linear model over the duration of the simulation. For both heat transfer rates, both cases with re-linearization match the nonlinear model after re-linearization more closely than the case without re-linearization. It is worth noting that the extent of the nonlinearity of each reactor is not the same. For reactor A, as shown in Figure 8a, even without re-linearization, the linear model matches the nonlinear one on average within 0.35 kW. Furthermore, the linear model does not diverge from the nonlinear model: the error for the last 30 minutes is less than that for the first 30 minutes. For reactor B, as shown in Figure
Table 7: Initial values for the state and input variables for comparing performance with and without re-linearizing the model and for the case in which the controller is used for flow from reactor B to reactor A.

| Variable   | Value | Units | Variable   | Value | Units |
|------------|-------|-------|------------|-------|-------|
| $T_{i,A}$  | 6.9   | °C    | $\dot{m}_{wg,A}$ | 0.2   | kg/s  |
| $T_{i,B}$  | 34.   | °C    | $\dot{m}_{wg,B}$ | 0.2   | kg/s  |
| $P_{i,A}$  | 290   | kPa   | $\Delta P_{comp}$ | 80    | kPa   |
| $P_{i,B}$  | 360   | kPa   | $T_{wg,in,A}$   | 12    | °C    |
| $w_{i,A}$  | 0.008 | kg H / kg M | $T_{wg,in,B}$ | 27    | °C    |
| $w_{i,B}$  | 0.0045| kg H / kg M |

Figure 8: Heat transfer rates from the hydride beds to the circulating fluid in each reactor. The performance of the linear models is compared to the nonlinear model (solid black line) for three different cases: one where the model is never re-linearized (dot-dashed pink line), one where it is re-linearized every 10 minutes (dotted blue line), and one where it is re-linearized every 30 minutes (dashed red line). Throughout this study, the compressor pressure difference is increased by 10 kPa every 10 minutes.

Comparing the performance of the linear model with re-linearization every 10 minutes to that with re-linearization every 30 minutes, we can see in Table 8 that both stay within 0.2 kW of the nonlinear model after the first 30 minutes. The difference in error between them is small, with more frequent re-linearization...
Table 8: RMSE for the heat rates for the 3 cases studied. All values are in kW.

| $t$(min) | No Relin. $Q_A$ | No Relin. $Q_B$ | Every 10 min $Q_A$ | Every 10 min $Q_B$ | Every 30 min $Q_A$ | Every 30 min $Q_B$ |
|----------|----------------|----------------|-------------------|-------------------|-------------------|-------------------|
| 0 – 30   | 0.338          | 0.376          | 0.251             | 0.154             | 0.338             | 0.376             |
| 30 – 60  | 0.308          | 0.596          | 0.127             | 0.179             | 0.186             | 0.148             |
| 60 – 90  | 0.257          | 0.796          | 0.101             | 0.166             | 0.081             | 0.196             |
| 90 – 120 | 0.228          | 0.983          | 0.081             | 0.145             | 0.061             | 0.182             |

never resulting in a reduction in error of more than 0.03 kW once both models have been re-linearized at least once. In general, the frequency with which the parameters of the linear model should be updated will depend on how close the last linearization point is to the “near-equilibrium” state in which there is only a slow change in the temperature, pressure, and reaction rate in each reactor. For the operating conditions considered here, we can conclude that re-linearizing every 30 minutes is sufficient for maintaining accuracy; this will be applied to the controller design discussed in the next section.

4. Controller Design and Synthesis

In this section, we describe the design of a multi-input-multi-output (MIMO) model predictive controller (MPC) for regulating the operation of the proposed two-reactor metal hydride thermal energy storage system.

4.1. Model Predictive Control Algorithm

MPC is a control technique that utilizes a model of the system dynamics to optimize a sequence of control inputs over a specified time horizon by predicting the dynamical response of the system over said horizon based on different sequences of inputs [33]. At each measurement sample, MPC involves solving an $N$-step ahead online optimization problem to predict the optimal sequence.
of control inputs \([u(k), u(k+1), \cdots u(k+N)]\) that will drive the output sequence \([y(k), y(k+1), \cdots y(k+N)]\) toward a desired reference trajectory. At each time in the control sampling period, the MPC problem is solved, and the optimized variables \(u(k)\) are taken as the control input at that sample instant.

Given the nonlinear dynamics of the hydride system, a successive linearization technique [34] is used with a linear MPC design to achieve the desired control objectives. As was shown in Sec. 3 local linearization of the model matches the nonlinear model within 12.1% (based upon the validation presented in Section 3) and is therefore adequate for use as a prediction model in a MPC design. We design and implement the MPC as a discrete-time controller. Therefore, the state dynamics and system outputs are discretized and expressed as

\[
\begin{align*}
    x(k+1) &= Ax(k) + Bu(k) + Bd(k) \quad (23) \\
    y(k) &= Cx(k) + Du(k) + Dd(k).
\end{align*}
\]

In these equations, the input vector has been separated into \(u\) and \(d\), where \(u\) is the set of input variables we can control (mass flow rates and compressor pressure difference), while \(d\) is the set of disturbance inputs (circulating fluid inlet temperatures), i.e. those input variables that cannot be controlled . To achieve zero steady-state tracking error, we augment the linear-quadratic regulator (LQR) with integral control as shown in Equation (24):

\[
\begin{align*}
    \tilde{x}(k+1) &= \tilde{A}\tilde{x}(k) + \tilde{B}u(k) + \tilde{B}_d\tilde{d}(k) \quad (24) \\
    \tilde{y}(k) &= \tilde{C}\tilde{x}(k),
\end{align*}
\]

where

\[
\begin{align*}
    \tilde{A} &= \begin{bmatrix} A & 0 \\ C & 0 \end{bmatrix}, & \tilde{B} &= \begin{bmatrix} B \\ D \end{bmatrix}, & \tilde{B}_d &= \begin{bmatrix} Bd & 0 \\ D_d & -I \end{bmatrix}, & \tilde{C} &= \begin{bmatrix} 0 & I \end{bmatrix},
\end{align*}
\]

and \(\tilde{x}(k) = \begin{bmatrix} x(k), x_i(k) \end{bmatrix}^T\) and \(\tilde{d}(k) = \begin{bmatrix} d(k), r(k) \end{bmatrix}^T\). Based on Equation (25), the output of the control model simplifies to \(\tilde{y}(k) = x_i(k)\) where
Therefore, the MPC is formulated as an error regulation problem to drive \( x_i(k) \) to zero, which is equivalent to driving the heat transfer rates \( \dot{Q}(k) \) to the reference values \( r(k) \). The MPC problem can be stated as

\[
\min_{U, Y} J = \sum_{k=1}^{N} \tilde{y}(k)^T Q \tilde{y}(k) + u(k)^T R u(k)
\]

s.t. \[
\tilde{x}(k+1) = \tilde{A} \tilde{x}(k) + \tilde{B} u(k) + \tilde{B}_d \tilde{d}(k) \quad \forall \; k \in [1, N]
\]
\[
\tilde{y}(k+1) = \tilde{C} \tilde{x}(k+1) \quad \forall \; k \in [1, N]
\]
\[
u_{min} \leq u(k) \leq u_{max} \quad \forall \; k \in [1, N]
\]
\[
|u(k) - u(k+1)| \leq \delta u_{max} \quad \forall \; k \in [1, N - 1]
\]

where

\[
U = [u(k = 1), \ u(2), \ldots, \ u(N)]
\]
\[
Y = [\tilde{y}(k = 1), \ \tilde{y}(2), \ldots, \ \tilde{y}(N)]
\]

and \( Q \) and \( R \) are positive definite weighting matrices. The constraints ensure (1) adherence to the state dynamics prescribed by the control model given in Equations (24) and (25), (2) that the optimal values for the inputs \( u \) are within the achievable range of inputs, and (3) that the rate of change in the chosen inputs does not exceed actuator limits.

### 4.2. Controller Synthesis

For the simulated case studies, the results of which are presented in Section 5, the matrices \( Q \) and \( R \) are tuned to penalize tracking error and the magnitude of the control inputs, respectively. The relative magnitude of the weights in these matrices drives the controller performance, and can be motivated by the dynamics of the system itself. One representative linearization of the model, corresponding to Case 1 as described later in Section 5, is shown in Equations (29) - (34).
In the two-reactor hydride system, the output variables \( \dot{Q}_{\text{hyd}\rightarrow \text{wg},m} \) and \( \dot{Q}_{\text{hyd}\rightarrow \text{wg},n} \) are directly affected by the mass flow rate of the circulating fluid in each reactor, \( \dot{m}_{\text{wg},m} \) and \( \dot{m}_{\text{wg},n} \), respectively, through the \( \mathbf{D} \) matrix. Note that these correspond to the first two inputs defined in the input vector \( \mathbf{u} \). The third input variable, the compressor pressure difference \( \Delta P_{\text{comp}} \), does not directly affect the output variables; it only indirectly affects them through its effect on the hydride temperature states, \( T_{\text{hyd},m} \) and \( T_{\text{hyd},n} \). Therefore, in tuning \( \mathbf{Q} \) and \( \mathbf{R} \), we more heavily penalize \( \Delta P_{\text{comp}} \), relative to the weights placed on \( \dot{m}_{\text{wg},m} \) and \( \dot{m}_{\text{wg},n} \), to incentivize the controller to use \( \Delta P_{\text{comp}} \) to help regulate \( \dot{Q}_{\text{hyd}\rightarrow \text{wg},m} \) and \( \dot{Q}_{\text{hyd}\rightarrow \text{wg},n} \). The final weights chosen for \( \mathbf{Q} \) and \( \mathbf{R} \) are

\[
\mathbf{Q} = \begin{bmatrix} 100 & 0 \\ 0 & 100 \end{bmatrix} \tag{27}
\]

\[
\mathbf{R} = \begin{bmatrix} 3 \times 10^{11} & 0 & 0 \\ 0 & 3 \times 10^{11} & 0 \\ 0 & 0 & 1 \end{bmatrix} \tag{28}
\]

We formulate and solve the MPC as a quadratic program using the \texttt{quadprog} solver within the MATLAB Optimization Toolbox \[35\]. Formulating the problem as a quadratic program permits a computationally-efficient controller synthesis to be obtained for each control sample with little computational overhead.

\[
f(x, u) = \frac{d}{dt} \begin{bmatrix} T_{\text{hyd},m} \\ P_{H,m} \\ w_m \\ T_{\text{hyd},n} \\ P_{H,n} \\ w_m \end{bmatrix} = \begin{bmatrix} T_{\text{hyd},m} \\ P_{H,m} \\ w_m \\ T_{\text{hyd},n} \\ P_{H,n} \\ w_m \end{bmatrix} + \begin{bmatrix} \dot{m}_{\text{wg},m} \\ \dot{m}_{\text{wg},n} \\ \Delta P_{\text{comp}} \\ T_{\text{wg,in},m} \\ T_{\text{wg,in},n} \end{bmatrix} \]  

\text{(29)}
$$A = \begin{bmatrix}
-8.17 \times 10^{-3} & -3.35 \times 10^{-6} & -8.13 & -9.07 \times 10^{-5} & 4.09 \times 10^{-7} & 0 \\
8840 & -4.38 & 1.11 \times 10^7 & 0 & 3.96 & 0 \\
-2.28 \times 10^{-7} & 1.38 \times 10^{-11} & -2.93 \times 10^{-4} & 0 & 0 & 0 \\
0 & 0 & 0 & -0.216 & 1.83 \times 10^{-5} & -94.4 \\
0 & 4.93 & 0 & 2.03 \times 10^5 & -22.4 & 9.00 \times 10^7 \\
0 & 0 & 0 & -4.78 \times 10^{-6} & 4.09 \times 10^{-10} & -2.12 \times 10^{-3}
\end{bmatrix} \quad (30)$$

$$B = \begin{bmatrix}
-0.039 & 0 & 4.47 \times 10^{-7} & 1.68 \times 10^{-3} & 0 \\
0 & 0 & 3.91 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0.064 & 0 & 0 & 2.99 \times 10^{-3} \\
0 & 0 & -5.00 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix} \quad (31)$$

$$g(x, u) = \begin{bmatrix}
\dot{Q}_{\text{hyd} \rightarrow \text{wg}, m} \\
\dot{Q}_{\text{hyd} \rightarrow \text{wg}, n}
\end{bmatrix} = C \begin{bmatrix}
T_{\text{hyd}, m} \\
P_{\text{H}, m} \\
w_{m} \\
T_{\text{hyd}, n} \\
P_{\text{H}, n} \\
w_{\text{hyd}, n}
\end{bmatrix} + D \begin{bmatrix}
\dot{m}_{\text{wg}, m} \\
\dot{m}_{\text{wg}, n} \\
\Delta P_{\text{comp}} \\
T_{\text{wg}, \text{in}, m} \\
T_{\text{wg}, \text{in}, n}
\end{bmatrix} \quad (32)$$

$$C = \begin{bmatrix}
367.1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 436.3 & 0
\end{bmatrix} \quad (33)$$

$$D = \begin{bmatrix}
7930 & 0 & 0 & -341 & 0 \\
0 & -9600 & 0 & 0 & -452
\end{bmatrix} \quad (34)$$

5. Results

In this section, we implement the controller in simulation and demonstrate its performance in regulating the dynamics of the two-reactor metal hydride system through a series of case studies.
5.1. Reference Tracking

The MPC is designed primarily for referencing tracking, so we first verify its performance in the context of tracking variable heat transfer rates in each reactor. The model is simulated using the same initial conditions as those given in Table 4. Moreover, the control input variables are bounded based on the values shown in Table 9.

Table 9: Upper and lower bounds on the control input variables.

| Variable | Units | Minimum | Maximum |
|----------|-------|---------|---------|
| \( \dot{m}_A \) | kg/s  | 0       | 0.8     |
| \( \dot{m}_B \) | kg/s  | 0       | 0.8     |
| \( \Delta P_{comp} \) | kPa   | 0       | 500     |

The model is simulated for a two-hour period with the desired heat transfer rate setpoints (reference values) changing every 30 minutes and the controller re-linearizing around the current operating point when the setpoint changes. The control input variables are updated at a frequency of 1 Hz. As with the model validation, two cases are considered, representing the two operating modes of the system. In Case 1, the reference value for the heat transfer rate in Reactor A increases over a series of three step changes which are mirrored by step decreases in the heat transfer rate in Reactor B. The opposite trends in the references are demonstrated in Case 2. The closed-loop simulation results for Case 1 are shown in Figure 9. The results for Case 2 are given in Appendix A.

Figure 9 shows that the controller successfully tracks the step changes in the heat transfer rates in each reactor, doing so primarily through adjustments in each of the circulating fluid mass flow rates (see Figures 9a and 9c). This is consistent with the algebraic relationship between mass flow rate and heat transfer rate in each reactor. In addition, the mass flow rates slowly increase over time in between step changes, adjusting to maintain a fixed heat transfer rate...
Figure 9: Input values set by the controller and output heat transfer rates in the hydride reactors compared to the reference value for the case where hydrogen is being moved from reactor B to reactor A. The model is re-linearized and the reference value changed every 30 minutes.

rate while the temperature differential between each reactor and the associated circulating fluid decreases. As shown in Figure 9(e), the controller makes less use of the compressor pressure difference to achieve its objectives. While its value does change over time, the difference between the minimum and maximum values of $\Delta P_{comp}$ is only around 1% of the range of values the controller can set it to, while the difference between the minimum and maximum values of $\dot{m}_A$ is approximately 50% of its range.

For both this case and the case given in Appendix A, the ratio of the heat transfer rates in the two reactors are held constant even when the magnitude of the reference (desired) heat transfer rate changes. Specifically, the heat transfer rate in reactor A has the opposite sign and 85% of the magnitude of that in reactor B. To see how the controller performance changes for a different ratio
between the heat transfer rates, we consider a case with the same initial conditions and reference values for $\dot{Q}_B$ as defined in Case 1, but with the ratio of the magnitudes of the heat transfer rates set to 1. The control input signals and resulting heat transfer rates, compared to the reference values, are shown in Figure 10.

A major departure in these results, as compared to those shown in Case 1, is the response of the controller when the circulating fluid mass flow rate through reactor A saturates at its upper bound of 0.8 kg/s as shown at $t = 80$ min in Figure 10a. The MPC, recognizing this constraint, begins to increase the pressure differential across the compressor, since this is now the best input variable to use to control the heat transfer rate in Reactor A (see Figure 10c). Figure 10b shows that the compressor is able to track the reference using the
compressor pressure difference, but that the system is slower to respond given that the compressor pressure difference has a dynamic, rather than algebraic, effect on the output. While Reactor A requires a larger mass flow rate over time because the reactor temperature is approaching the circulating fluid temperature, in Reactor B, the reactor temperature diverges from the circulating fluid temperature. Thus, as shown in Figure 10c, the mass flow rate required to meet the reference heat transfer rate decreases over time, so much so that the input mass flow rate values used to achieve the final reference heat transfer rate are similar to the values used to achieve the initial value, albeit the final reference value is much larger.

Given the coupling of the dynamics between the two reactors, it is desirable to operate the system in a near-equilibrium state. This avoids the situation in which the compressor pressure difference and the mass flow rate in one reactor are saturated, which would degrade the performance of the controller. Near equilibrium, the absorption or desorption rate in each reactor balances the mass flow rate between them, and the energy transfer from the reaction balances the heat transfer to the circulating fluid in each reactor. It is therefore important to select a ratio between the reference heat transfer rates that allows for near-equilibrium operation if the controller is being used for a full charging or discharging cycle.

5.2. Disturbance Rejection

To test the controller’s ability to mitigate exogenous disturbances, we consider constant heat transfer rate references in each reactor for the same sets of initial conditions described in the previous section, but now change the circulating fluid temperatures every 10 minutes as shown in Figure 11f. For this case, the model is still re-linearized every 30 minutes. The control input signals and resulting heat transfer rates are compared to their reference values in Figure 11.

As shown in Figure 11, the controller quickly adjusts to the changes in the disturbance inputs, successfully minimizing regulation error after only a very brief deviation away from the desired heat transfer rate. The first of these
Figure 11: Input values set by the controller and output heat transfer rates in the hydride reactors for the case where hydrogen is being moved from reactor B to reactor A, compared to their reference values. The circulating fluid temperature changes every 10 minutes and the model is re-linearized every 30 minutes.

Spikes can be seen in more detail in Figure 12, which shows the 1-minute period of time around the change in the disturbance inputs. From this, we can see that the controller converges to the reference value within 5-6 seconds. As with the case in which we considered time-varying heat transfer rates, the controller primarily changes the mass flow rates in order to track the reference, but does make some small changes to the compressor pressure difference. The controller is robust to changes in the disturbance inputs despite using a prediction model that is re-linearized less frequently than the disturbance signals change.

In a further test of the ability of the controller to mitigate changes in the disturbance inputs, the controller was simulated for the initial conditions given in Case 2, with a larger change in the water glycol temperatures. Results for this case are given in Appendix B.
Figure 12: Heat transfer rates in the reactors for Case 1 from 9.5 to 10.5 minutes.

6. Conclusion

In this paper we presented a model predictive controller (MPC) for a two-reactor metal hydride system in which reactions in each hydride bed are driven by heat transfer between the metal hydride and a circulating fluid as well as a compressor moving hydrogen between the reactors. The multivariable controller successfully tracks desired values for the heat transfer between the hydride bed and the circulating fluid in each reactor by controlling the pressure difference produced by the compressor and the mass flow rates of the circulating fluid in each reactor. We derived a first-principles nonlinear dynamic model of the two-reactor system, and then linearized it for the purposes of control design. While the nonlinear model of the reactor neglects any temperature or pressure gradients within the hydride beds, it predicts the evolution of the reactor pressure, temperature, and heat transfer rates to the circulating fluid. By analytically linearizing the nonlinear model, we obtained a parameterized state-space model that could be easily updated for different operating conditions. This was leveraged in the design of the MPC, in which the linear prediction model was periodically re-linearized to minimize differences between its predictions and the dynamics of the nonlinear model. Through a series of simulated case studies, we demonstrated the performance of the controller for both reference tracking and disturbance rejection. The proposed model and multivariable controller enable continuous operation of two-reactor metal hydride systems to regulate heat transfer in a metal hydride energy storage or A/C system. Areas of future research include examining the viability of controlling heat transfer in one reactor while minimizing temperature change in both, as well as testing the
controller for use with higher-order models and real hydride systems.
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Appendix A. Controller Reference Tracking Results for Simulation Case 2

Figures A.13b and A.13d demonstrate that the controller is again able to track the desired heat transfer rates in the reactors. The input values used to achieve this result are shown in Figures A.13a, A.13c, and A.13e. As in Case 1, the controller successfully tracks the reference values. From Figures A.13a and A.13c, we see that the circulating fluid mass flow rates increase as needed to track the time-varying references. Finally, from Figure A.13e, we see that the controller does not use the compressor pressure difference as much as the circulating fluid mass flow rates to achieve the desired tracking performance.

Appendix B. Disturbance Rejection Results for Simulation Case 2

To further evaluate the disturbance rejection capability of the controller, the change in the disturbance inputs is increased in Case 2. The water glycol
(a) Circulating Fluid Mass Flow Rate A  
(b) Heat Transfer Rate in Reactor A  
(c) Circulating Fluid Mass Flow Rate B  
(d) Heat Transfer Rate in Reactor B  
(e) Compressor Pressure Difference

Figure A.13: Input values set by the controller and output heat transfer rate in each hydride reactor compared to the reference values for the case in which hydrogen is being moved from reactor A to reactor B. The model is re-linearized and the reference values changed every 30 minutes.

Temperatures for this case are given in Figure B.14. The control inputs and the resulting outputs, compared to the reference values, are shown in Figure B.14.

As shown in Figure B.14, the controller still regulates the heat transfer rates to the desired values with only brief deviations in the regulation error (away from zero) whenever the disturbance inputs change. These results are again achieved primarily by varying the mass flow rates, with only slight use of the compressor. Since the changes in the circulating fluid temperatures are larger in this case, larger changes in the mass flow rates are needed to continue regulating the heat transfer rates to their references, as can be seen by comparing Figures 11a and 11c to Figures B.14a and B.14c.
Figure B.14: Input values set by the controller, output heat transfer rates in the hydride reactors, and changing disturbance inputs for the case in which hydrogen is being moved from reactor A to reactor B. The circulating fluid temperature changes every 10 minutes and the model is re-linearized every 30 minutes.