Abstract. Various particle filters have been proposed over the last couple of decades with the common feature that the update step is governed by a type of control law. This feature makes them an attractive alternative to traditional sequential Monte Carlo which scales poorly with the state dimension due to weight degeneracy. This article proposes a unifying framework that allows us to systematically derive the McKean-Vlasov representations of these filters for the discrete time and continuous time observation case, taking inspiration from the smooth approximation of the data considered in [9] and [7]. We consider three filters that have been proposed in the literature and use this framework to derive Itô representations of their limiting forms as the approximation parameter $\delta \to 0$. All filters require the solution of a Poisson equation defined on $\mathbb{R}^d$, for which existence and uniqueness of solutions can be a nontrivial issue. We additionally establish conditions on the signal-observation system that ensures well-posedness of the weighted Poisson equation arising in one of the filters.
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1. Introduction. Given a state process $X_s$ which is indirectly observed through a second stochastic process $Z_s$, the goal of the standard filtering problem is to estimate the conditional distribution of the state $X_t$ given observations until time $t$. In the case where these processes evolve according to an Ornstein-Uhlenbeck process, the Kalman-Bucy filter (or Kalman filter for the discrete time setting) provides the exact posterior. In the nonlinear setting, the Kushner-Stratonovich equation describes the evolution of the posterior distribution in continuous time, although it is rarely adopted in practice due to the intractibility of solving the stochastic partial differential equation (SPDE). Consequently, a plethora of approximate algorithms have been proposed in the literature, most notably, Monte Carlo based methods that produce samples from the posterior. For instance, ensemble Kalman filters (EnKFs) for state (e.g., [15], [29]) and state-parameter estimation (e.g. [21]) have become popular as an approximate Bayesian computation style [20] Monte Carlo based extension of the Kalman filter. EnKFs have desirable accuracy and stability properties even for small ensemble sizes (combined with techniques such as localisation and inflation [30], [14], [4], [13]), although it is inconsistent with Bayes’ theorem in the nonlinear setting even as $N \to \infty$. On the other hand, particle filters or sequential Monte Carlo algorithms which rely on importance sampling are theoretically consistent with the optimal filter as the number of particles $N \to \infty$, although they have found limited use in practice due to well-known issues of weight degeneracy and the tendency to scale poorly with the dimension of the state space. Over the last decade, there has been interest in developing Monte Carlo based algorithms which are consistent as $N \to \infty$ in the
nonlinear setting but avoid such issues by steering particles according to a control law rather than relying on importance weights (see, for instance, [26] in the continuous time setting). Similar to [28], we adopt the term “particle flow” filters, originally used by [10] to refer to homotopy-based discrete time filters, to describe the type of aforementioned filter designed for the continuous or discrete time setting. Such filters include, but are not limited to, the work of [19], [34] in the fully continuous time setting and [11], [23], [9], [33] for the case of discrete time observations. The continuous signal-discrete observation case is handled either via the introduction of a homotopy to transport particles from prior to posterior in pseudotime (e.g., [10], [23], [33]) or through the construction of a single continuous time process by adopting a smooth approximation of the continuous time observation [9], [24] also provides a mean-field equation for a particle flow filter in the fully continuous time setting for the case of smooth observations. The main focus of this article is on the work of [9] (hereafter referred to as the Crisan & Xiong filter), the filter of [23] (hereafter referred to as the Reich filter) and the feedback particle filter (FPF) [33], [18]. We study the mean-field equations in each case, rather than the associated Monte Carlo approximations.

Throughout this article, we consider the following nonlinear filtering problem in continuous time

\begin{align}
\text{signal process:} & \quad dX_t = M(X_t)dt + dV_t, \\
\text{observation process:} & \quad dZ_t = h(X_t)dt + dW_t,
\end{align}

where $M : \mathbb{R}^d \to \mathbb{R}^d$ and $h : \mathbb{R}^d \to \mathbb{R}$ with $M, h$ satisfying appropriate regularity conditions (e.g., globally Lipschitz), $X_t \in \mathbb{R}^d$, $V_t$ and $W_t$ independent standard Wiener processes of dimension $d$ and 1, respectively, and the filtration $Z_t := \sigma(Z_s : s \leq t)$. We focus on the scalar observation case without loss of generality, since the filters and our results extend to the multivariate observation case in a componentwise fashion. Unless otherwise stated, all probability distributions throughout the article are absolutely continuous with respect to the Lebesgue measure and have finite second moment. The filtering density, i.e., the conditional density of $X_t$ given $Z_t$, is denoted by $\theta_t$.

The discrete time observation setting is more often considered in practice, particularly as continuous time measurements are rarely available. Let $\{0 = t_1 < t_2 < \cdots < t_N = T\}$ be a partition of the time interval $[0, T]$ with fixed increment $\delta$, i.e., $t_{n+1} - t_n = \delta$ for all $n \in \{0, 1, \cdots, N\}$. A typical discrete time observation model is of the form

\begin{align}
Y_n = h(X_{t_n}) + R^{1/2} \tilde{W}_n,
\end{align}

where $\tilde{W}_n$ is a standard Gaussian random variable independent of the signal noise, $R$ is the observation error variance, and $X_{t_n}$ denotes the solution of (1.1) at time $t_n$. $Y_n$ can be viewed as an Euler-type approximation of the SDE (1.2) with step size $\delta$, i.e.,

\begin{align}
\frac{Z_{n+1} - Z_n}{\delta} = h(X_{t_n}) + \frac{1}{\sqrt{\delta}} \tilde{W}_n,
\end{align}

where $Z_n$ indicates the Euler approximation of $Z$ at the $n$th time step and $R = \frac{1}{\delta}$. We consider an alternate perspective on the discrete time observation setting, as discussed further in section 2.

**Crisan & Xiong filter** [9]. The Crisan & Xiong filter involves making a smooth approximation to the observing process (1.2) through a piecewise linear interpolation,
which forms an alternative to the Euler-type approximation for continuous-discrete time filtering (1.3)-(1.4). It was developed as an extension of Clark’s robust representation formula \[ \] which ensures the filtering distribution depends continuously on the observation process (see also [8] for further extensions in the context of the ensemble Kalman filter). Unlike the continuous-discrete FPF and Reich filter, the evolution of the filtering distribution occurs on a single time scale and is given by \( \mu_t^\delta \), the conditional law of \( X_t^\delta \) given \( Z_t \), which under conditions guaranteeing absolute continuity with respect to the Lebesgue measure has a density function \( \rho_t^\delta(x) \). The random variable \( X_t^\delta \) evolves according to

\[
\begin{align*}
    dX_t^\delta &= \mathcal{M}(X_t^\delta)dt + dV_t + \frac{1}{\rho_t^\delta} \nabla u_t(X_t^\delta, \mu_t^\delta)dt, \\
    \nabla u_t(x, \mu) &= \frac{1}{\omega_d} \int \frac{(y-x)^d}{|x-y|^d} (m_t(y) - \overline{m}_t) \mu(dy), \\
    m_t(y) &= h(y) \frac{Z_{t+n+1} - Z_{tn}}{\delta} - \frac{1}{2} h(y)^2 \quad \forall \ t \in [t_n, t_{n+1}),
\end{align*}
\]

where \( \delta \) corresponds to the mesh size of the partition of the time interval \([0, T]\) used for generating the smooth approximation to the observation and

\[
\nabla \cdot (\nabla u_t) = -(m_t - \overline{m}_t)\rho,
\]

where \( \mu(dx) = \rho(x)dx \) and \( \rho \) is a smooth probability density function. [9] shows that \( \rho_t^\delta \) is consistent with the solution of the Kushner-Stratonovich equation as \( \delta \to 0 \) under certain conditions on \( \mathcal{M}, h \) and the initial distribution. Additionally they establish the existence and uniqueness of such a process under further conditions, in particular, under the assumption of global Lipschitz continuity of \( \frac{1}{\rho_t^\delta} \nabla u_t(x, \mu_t^\delta) \). However, a precise limiting form of the stochastic process for \( \delta \to 0 \) (i.e., the continuous time observation limit) appears to be lacking.

Reich filter [23]. Here the continuous-discrete time filtering problem of the form of (1.3) is considered by constructing a deterministic transport. The continuous time limit of a Bayes recursion with fixed observation \( Y_n \) with \( R = \frac{1}{\delta} \) is reformulated as a continuity equation, so that the transport from prior \( \rho_n^- \) to posterior \( \rho_n = \theta_n \) is governed by the ODE

\[
\frac{dS_\lambda}{d\lambda} = M^{-1} \nabla \Pi_\lambda,
\]

where \( S_\lambda \) is a random variable with associated density \( \rho_n^- \), and \( \Pi_\lambda \) is the solution of the following Poisson equation:

\[
\nabla \cdot (\rho_n \lambda M^{-1} \nabla \Pi_\lambda) = -(L_n - \mathcal{T}_{n, \lambda})\rho_n \lambda,
\]

\[
L_n(x) := h(x)Y_n - \frac{1}{2} h(x)^2,
\]

where \( \mathcal{T}_{n, \lambda} := \int L_n(x)\rho_n \lambda(x)dx \), \( \rho_n \lambda \) indicates the probability density of the random variable \( S_\lambda \) for observation sampling instance \( n \) and \( M \in \mathbb{R}^{d \times d} \) is a positive definite
mass matrix that may potentially depend on $\lambda$. As explained in [23], the particular form of the right hand side of the ODE (1.9) is the minimiser of the kinetic energy given by

$$\mathcal{T}(v) = \frac{1}{2} \int v^T M v \rho_{n,\lambda} dx$$

and $\rho_{n,\lambda}(x) > 0$ for all $x \in \mathbb{R}^d$. Note the similarity between $L_n$ and $m_t$ as defined in (1.7). The choice of the mass matrix $M$ will be strongly application dependent, although from an approximation point of view, it can be seen as a kind of preconditioner for numerical solution of the elliptic equation (1.10). This approach is closely related to the homotopy-based formulations of [33] and [10].

**FPF [35], [33],[18].** The FPF for continuous time observations is given by

$$dX_t = M(X_t) dt + dV_t + K_t(X_t) \left( dZ_t - \frac{1}{2} (h(X_t) + \overline{t}) dt \right) + \frac{1}{2} \nabla K_t(X_t) K_t(X_t) dt,$$

(1.12)

where $\rho_t(x)$ indicates the conditional density of $X_t$ given $Z_t$, $\overline{t} := \int h(x) \rho_t(x) dx$ and $K_t(x) \in \mathbb{R}^{d \times 1}$ with $K_t(x) := \nabla \phi_t(x)$, where $\phi_t(x)$ is given by the solution of the following weighted Poisson equation which must be solved for all $t$:

$$\nabla \cdot (\rho_t(x) \nabla \phi_t(x)) = -(h(x) - \overline{t}) \rho_t(x)$$

(1.13)

with the centring condition $\int \phi_t(x) \rho_t(x) dx = 0$ and where $\nabla K_t(x)$ indicates the Jacobian of $K_t$ evaluated at $x = X_t$. A derivation of the continuous time FPF via a variational formulation of Bayes’ theorem was given in [18] for the case of trivial signal dynamics. Additionally, they show that the conditional density of $X_t$ given $Z_t$ corresponds exactly to the solution of the Kushner-Stratonovich equation, $\theta_t$, under mild assumptions on the initial density and for bounded $h$.

[33] provides a formulation of the FPF for the setting where the signal process is given by (1.1) and observations are available in discrete time according to (1.3), i.e., the so-called continuous-discrete case. The signal dynamics and posterior calculation are split into two different processes; in particular the observations are incorporated through a homotopy. Using the notation in [33], the signal process is first evolved from time $t_{n-1}$ to time $t_n$, with the final distribution having density denoted by $\rho_n^-$. A homotopy is then constructed to evolve $\rho_n^-$ to the filtering density $\rho_n = \theta_n$ in pseudotime $\lambda$, i.e.,

$$\frac{dS_\lambda}{d\lambda} = K_\lambda(S_\lambda) \left( Y_n - \frac{1}{2} (h(S_\lambda) + \overline{h}_{n,\lambda}) \right) + \frac{1}{2} \Omega_\lambda(S_\lambda),$$

(1.14)

where $S_0$ is a random variable with associated density $\rho_n^-$, $\lambda \in [0, \delta]$, $R = \frac{1}{2}$ in (1.3) and $\overline{h}_{n,\lambda} = \int h(x) \rho_{n,\lambda}(x) dx$. Furthermore, $K_\lambda := \nabla \phi_\lambda$, where $\phi_\lambda$ is the solution of

$$\nabla \cdot (\rho_{n,\lambda}(x) \nabla \phi_\lambda(x)) = -(h(x) - \overline{h}_{n,\lambda}) \rho_{n,\lambda}(x),$$

(1.15)

satisfying $\int \phi_\lambda(x) \rho_{n,\lambda}(x) dx = 0$ and $\Omega_\lambda := \nabla \xi_\lambda$, where $\xi_\lambda$ is the solution of

$$\nabla \cdot (\rho_{n,\lambda}(x) \nabla \xi_\lambda(x)) = (r_\lambda(x) - \overline{r}_{n,\lambda}) \rho_{n,\lambda}(x),$$

(1.16)
satisfying \( \int \xi_\lambda(x) \rho_{n,\lambda}(x) \, dx = 0 \), where \( r_\lambda := \nabla \phi_\lambda \cdot \nabla h \), \( \tau_{n,\lambda} = \bar{h}_{n,\lambda}^2 - (\bar{h}_{n,\lambda})^2 \) and \( \rho_{n,\lambda}(x) \) indicates the density of \( S_\lambda \). We note a minor sign difference between (1.16) and that presented in [33], which we justify through the derivation in section 2 which is also applicable in the homotopy-based formulation. The multivariate observation case is handled in a similar manner as for the continuous time case.

A common feature of the aforementioned filters is the solution of a Poisson equation, generally defined on \( \mathbb{R}^d \). It is therefore important to establish conditions that ensure the existence and uniqueness of solutions in a particular function class. It is well-known that the Poisson equation
\[
\Delta u = -f
\]
on an open and bounded domain \( \Omega \subset \mathbb{R}^d \) for \( f \in C(\Omega) \) has a unique solution for Dirichlet, Neumann or mixed boundary conditions (in the standard filtering problem, the boundary conditions are of Neumann type). Classical theory also provides conditions on \( f \) guaranteeing solutions to (1.17) on \( \mathbb{R}^d \) and uniqueness in a function class depending on the regularity of \( f \). For weighted Poisson equations of the type \( \nabla \cdot (\rho \nabla \phi) = f(\rho) \) arising in the FPF and Reich filters, it is typical to establish the existence and uniqueness of weak solutions in the \( \rho \)-weighted Sobolev space \( H^1_\rho(\mathbb{R}^d) \) combined with a centring condition. It is clear that if the domain is bounded and with appropriate boundary conditions, one only needs that the weight function \( \rho \) is smooth and strictly positive (to ensure the domain is connected). Here we focus on weighted spaces with functions supported on \( \mathbb{R}^d \) where the weight function satisfies a Poincaré inequality. Such a Poincaré inequality implies that the probability density has at least exponentially decaying tails [2], thereby supplying the crucial ingredient for solvability. [18] established well-posedness of (1.13) via a Poincaré inequality for the case where \( M = 0 \) and \( h \) bounded with support \( \mathbb{R}^d \).

1.1. Main Contributions. As noted in both [28] and [23], many particle flow filters require the solution of a type of first order PDE:
\[
\nabla \cdot (\rho_t K(x, \rho_t)) = F(x, \rho_t(x)),
\]
which has infinitely many solutions \( K \). Our aim is to establish a unifying framework that allows us to systematically derive mean-field representations of various continuous time particle flow filters that are consistent with the optimal filter, only by varying the a priori assumptions on the form of \( K \). Such a framework allows us to map continuously from the filtering equations in the discrete time observation setting to continuous time observation setting (see Lemma 3.5), which is, to the best of our knowledge, missing in the literature. The basis of this framework relies heavily on the smooth approximation of the data employed in [9] and [7]. Additionally, we obtain representations of the limiting form of the Crisan & Xiong and Reich filters for the continuous time observation case, which has not yet been investigated in the literature. The framework also allows us to derive an analogous form of the continuous-discrete FPF and Reich filter (hereafter referred to as the \( \delta \)-FPF and \( \delta \)-Reich filters, respectively) without the need for a two-step predict-update procedure. However, we only provide a representation of these filters and conditions ensuring the existence of such representations are still to be determined. The second main contribution of this article is to establish sufficient conditions on the signal-observation system that ensure well-posedness of the Poisson equations arising in the FPF and Crisan & Xiong filters.

The article is structured as follows. Section 2 is devoted to deriving the aforementioned particle flow filters in the discrete time observation setting by considering
a piecewise smooth approximation of the continuous time observation path. The corresponding limiting equations for the continuous time observation setting (δ → 0) are established in section 3. Sections 4 and 5 summarise the main results regarding well-posedness of the resulting Poisson equations for continuous time and discrete time observations, respectively. Proofs of the well-posedness results are provided in section 6.

1.2. Notation. The following notation is used throughout the article.

- \( \mathbb{R}_{>0} = \{ x \in \mathbb{R} \mid x > 0 \} \).
- \( \succcurlyeq \) indicates matrix inequality.
- \( L^2_p(\mathbb{R}^d) \) denotes the Hilbert space of functions on \( \mathbb{R}^d \) that are square integrable with respect to \( \rho \).
- \( H^k_p(\mathbb{R}^d) \) denotes the Hilbert space of functions whose first \( k \) derivatives (defined in the weak or distributional sense) are in \( L^2(\mathbb{R}^d, p) \).
- \( H^k_{p,0}(\mathbb{R}^d) \) denotes the space of all \( f \in H^k_p(\mathbb{R}^d) \) with the additional condition that \( \int f(p(x))dx = 0 \).
- \( C_k^p(\mathbb{R}^d) \) indicates the space of uniformly bounded \( k \)-times continuously differentiable functions with uniformly bounded derivatives up to \( k \).
- \( \mathcal{P} \) indicates the space of all probability densities with finite first and second moments.
- \( \nabla \) and \( \nabla^2 \) indicate the gradient/Jacobian operator and Hessian operator, respectively, with respect to \( x \). The gradient is always assumed to be a column vector, and the Jacobian of a vector field \( F : \mathbb{R}^n \to \mathbb{R}^m \) is an \( n \times m \) matrix. \( D_pF(x) \) indicates the partial Fréchet derivative operator of \( F \) with respect to \( \rho \) evaluated at \( x \), and \( D_pF(x)\xi \) indicates the operator acting on the function \( \xi \). Recall that if \( U, W \) are Banach spaces, the Fréchet derivative of a function \( f : U \to W \) at \( u \in U \) is a linear mapping \( L : U \to W \) such that

\[
\frac{f(u + \xi) - f(u) - L(u)\xi}{|\xi|} \to 0 \quad \text{as} \quad |\xi| \to 0
\]

for all \( \xi \in U \). The argument \( x \) in \( D_pF(x)\xi \) is occassionally suppressed throughout for notational brevity, although the meaning should be clear from context.

- The overbar notation indicates an expectation, i.e., \( \overline{T_t} = \int h(x)\rho_t(x)dx \), where unless otherwise stated, the probability density \( \rho_t \) against which \( h(x) \) is integrated is clear from context. The subscript \( t \) is included to emphasises the time-dependence of this quantity.

- We adopt the shorthand notation \( f_{t}^{\delta} \) for \( f(x, \rho_t^{\delta}) \), likewise \( f_t \) for \( f(x, \rho_t) \) for the remainder of the article, except when the arguments of the function are emphasised.

2. Filtering with smooth approximation to observations. Our strategy of obtaining continuous time filtering algorithms involves constructing a smooth observation path, either from discrete time observations or as an approximation of continuous time observations from (1.2). Such an approach allows the signal process and observation update to be considered in a single mean-field process, similar to [9]. Consider the time discretisation with increment \( \delta \) discussed in section 1 and a smooth approximation of the Brownian path that generated the observations \( t \to Z_t(\omega), \omega \in \Omega \) via a piecewise linear interpolation \( Z_t^{\delta}(\omega) \):

\[
Z_t^{\delta}(\omega) = Z_{t_n}(\omega) + \frac{Z_{t_{n+1}}(\omega) - Z_{t_n}(\omega)}{\delta}(t - t_n) \quad \forall \ t \in [t_n, t_{n+1}).
\]
In the remainder of the article we will drop the $\omega$ for notational ease. Consider then the following McKean-Vlasov SDE:

\[
dX^\delta_t = M(X^\delta_t)dt + dV_t + a(X^\delta_t, \rho^\delta_t)dt + K(X^\delta_t, \rho^\delta_t)dZ^\delta_t,
\]

where $a, K : \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^d$ and $\rho^\delta_t$ indicates the conditional density of $X^\delta_t$ given $Z_t = \sigma(Z_s : s \leq t)$, assuming absolute continuity with respect to the Lebesgue measure. It is readily seen that the corresponding (stochastic) Fokker-Planck equation is given by

\[
d\rho^\delta_t = (\mathcal{L}^* \rho^\delta_t - \nabla \cdot (\rho^\delta_t a(x, \rho^\delta_t)))dt - \nabla \cdot (\rho^\delta_t K(x, \rho^\delta_t))dZ^\delta_t,
\]

where $\mathcal{L}$ corresponds to the infinitesimal generator of (1.1) and $\mathcal{L}^*$ its adjoint. The goal is to obtain expressions for the coefficients $a$ and $K$ such that (2.3) converges to the Kushner-Stratonovich equation as $\delta \to 0$. A smooth approximation of the Kushner-Stratonovich equation (under appropriate conditions) is given by

\[
d\theta_t^\delta = \left(\mathcal{L}^* \theta_t^\delta - \frac{1}{2}(h^2 - \overline{h}^2)\theta_t^\delta\right)dt + (h - \overline{h}_t)\theta_t^\delta dZ^\delta_t,
\]

see [9], [16]. Direct comparison of (2.3) and (2.4) indicates that requiring

\[
\nabla \cdot (\rho^\delta_t a(x, \rho^\delta_t)) = \frac{1}{2}(h(x)^2 - \overline{h}^2)\rho^\delta_t,
\]

\[
\nabla \cdot (\rho^\delta_t K(x, \rho^\delta_t)) = -(h(x) - \overline{h}_t)\rho^\delta_t
\]

achieves the desired convergence, given appropriate conditions on $a$ and $K$. This is explored in further detail in section 3.

Remark 2.1. An alternative to the discrete time observation model (2.1) that also allows us to construct a single ODE combining evolution under the signal dynamics and observation update is via mollification [23]. The observation update is incorporated at all discrete time points when an observation becomes available through a Dirac delta function. The discontinuities induced by the delta function are avoided by mollification.

Remark 2.2. It is possible to consider further variations to the structure of the McKean-Vlasov process (2.2), whilst ensuring its conditional law still corresponds to the filtering density. A notable example in the linear-Gaussian case is the stochastically perturbed ensemble Kalman–Bucy filter (EnKBF) [3], which involves the addition of a noise term with the same properties as the observation noise to (2.2). A further stochastic extension of the EnKBF can be found in [17], [12] also considers a stochastic extension which is valid for smooth strictly positive filtering densities. A stochastic variant of the FPF is also presented in [24].

It is clear that both $a$ and $K$ are not uniquely defined by (2.5) and (2.6), respectively, which leads to various formulations of nonlinear filters. We explore some of these in further detail below.

Crisan & Xiong filter [9]. By direct comparison of (1.5) and (2.2), we have that

\[
\frac{1}{\rho_t^\delta} \nabla u_t^\delta dt = a_t^\delta dt + K_t^\delta dZ_t^\delta,
\]
from which we obtain
\begin{align}
\nabla \cdot \nabla u_\delta t dt = \nabla \cdot (\rho_\delta a_\delta t) dt + \nabla \cdot (\rho_\delta K_\delta t) dZ_\delta t.
\end{align}

Differentiating the smooth approximation (2.1) gives
\begin{align}
d\frac{dZ_\delta t}{dt} = Z_{tn+1} - Z_{tn},
\end{align}
which together with (1.7), (1.8) and (2.7) implies that the coefficients are assumed to be of the form
\begin{align}
a_\delta t = \frac{\nabla \alpha_\delta t}{\rho_\delta t} ; \quad K_\delta t = \frac{\nabla \beta_\delta t}{\rho_\delta t},
\end{align}
where \( \rho_\delta t(x) > 0 \) for all \( x \in \mathbb{R}^d \) and \( \alpha_\delta t, \beta_\delta t \) are the solutions of
\begin{align}
\nabla \cdot (\rho_\delta \nabla \alpha_\delta t) &= \frac{1}{2} (h^2 - h_\delta t^2) \rho_\delta t, \\
\nabla \cdot (\rho_\delta \nabla \beta_\delta t) &= -(h - h_\delta t) \rho_\delta t.
\end{align}

Notice also that this coincides with the required (2.5) and (2.6). Regularity of the solutions \( \alpha_\delta t \) and \( \beta_\delta t \), as well as of the density \( \rho_\delta t \) are strongly related to the \( \delta \to 0 \) case and are discussed in further detail in section 3 and section 5.

\textbf{δ-Reich filter.} A McKean-Vlasov formulation of the homotopy-based filter in [23] can be obtained by replacing the ODE model (1.9) with
\begin{align}
dX_\delta t = M(X_\delta t) dt + dV_t + M_\delta^{-1} \nabla \Pi \delta t dt,
\end{align}
where \( M \) is a \( \mathbb{R}^{d \times d} \) positive definite mass matrix. Again, direct comparison of the above with (2.2) and the associated Fokker-Planck equations implies
\begin{align}
\nabla \cdot (\rho_\delta \nabla \Pi \delta t) dt = \nabla \cdot (\rho_\delta a_\delta t) dt + \nabla \cdot (\rho_\delta K_\delta t) \dot{Z}_\delta t dt,
\end{align}
which together with (2.5) and (2.6) implies that the coefficients in (2.2) are assumed to be of the form
\begin{align}
a_\delta t = M_\delta^{-1} \nabla \Omega \delta t ; \quad K_\delta t = M_\delta^{-1} \nabla \Lambda \delta t,
\end{align}
where \( \Omega \delta t \) and \( \Lambda \delta t \) are the solutions of
\begin{align}
\nabla \cdot (\rho_\delta M_\delta^{-1} \nabla \Omega \delta t) &= \frac{1}{2} (h^2 - h_\delta t^2) \rho_\delta t, \\
\nabla \cdot (\rho_\delta M_\delta^{-1} \nabla \Lambda \delta t) &= -(h - h_\delta t) \rho_\delta t,
\end{align}
respectively. Note that the weighted Poisson equation arising from (2.11) and (2.12) for \( \Pi \delta t = \Omega \delta t + \Lambda \delta t \dot{Z}_\delta t \) has the same form as (1.10).

\textbf{δ-FPF.} The homotopy-based FPF for discrete observations [33] can be reformulated similar to the δ-Reich filter. Specifically, the coefficients in (2.2) are assumed to be of the form
\begin{align}
a_\delta t = -\frac{1}{2} K_\delta \frac{h - h_\delta t}{2} + \frac{1}{2} \nabla \phi \delta t ; \quad K_\delta t = \nabla \phi \delta t,
\end{align}
The expression for \( \phi \delta t \) follows directly from (2.6):
\begin{align}
\nabla \cdot (\rho_\delta \nabla \phi \delta t) &= -(h - h_\delta t) \rho_\delta t.
\end{align}
An expression for $\psi_t^\delta$ is obtained by rewriting (2.5) as

\begin{align}
&\nabla \cdot (\rho^\delta_t a_t^\delta) = \frac{\rho^\delta_t}{2} \left( (h - \bar{h}_t)(h + \bar{h}_t) + (\bar{h}_t)^2 - h_t^2 \right) \\
&= -\frac{1}{2} (h + \bar{h}_t) \nabla \cdot (K_t^\delta \rho_t^\delta) + \frac{\rho^\delta_t}{2} ((\bar{h}_t)^2 - h_t^2) \\
&= -\frac{1}{2} \nabla \cdot (K_t^\delta (h + \bar{h}_t) \rho_t^\delta) + \frac{\rho^\delta_t}{2} (\bar{h}_t)^2 + \frac{\rho^\delta_t}{2} (h_t^2 - \bar{h}_t^2),
\end{align}

combined with the assumed form of $a_t^\delta$ gives

\begin{equation}
\nabla \cdot (\rho^\delta_t \nabla \psi_t^\delta) = \left( \nabla h^T K_t^\delta + (\bar{h}_t)^2 - h_t^2 \right) \rho_t^\delta.
\end{equation}

where $r_t := \nabla h^T K_t^\delta$. The last equality can be seen by taking the weak form of (2.14) with $h$ as the test function, which then gives $\bar{r}_t := \int \nabla h^T K_t^\delta \rho_t^\delta \, dx = \bar{h}_t^2 - (h_t)^2$.

Combining all leads to

\begin{equation}
\begin{aligned}
dX_t^\delta &= \mathcal{M}(X_t^\delta)dt + dV_t + \nabla \phi(X_t^\delta, \rho_t^\delta) \left( dZ_t^\delta - \frac{1}{2} (h(X_t^\delta) + \bar{h}_t)dt \right) \\
&\quad + \frac{1}{2} \nabla \psi(X_t^\delta, \rho_t^\delta)dt,
\end{aligned}
\end{equation}

where $\psi(X_t^\delta, \rho_t^\delta)$ is the solution of (2.16). Conditions ensuring well-posedness of (2.14) and (2.16) are established in section 6.

Remark 2.3. Despite the modification to the formulation of the filter, the underlying structure of the Poisson equations is unchanged (cf. (2.14) with (1.15) and (2.16) with (1.16)).

3. Filtering with continuous time observations. We first state an important assumption regarding the continuous time filtering distribution at time $t$, which ensures that it admits a density with respect to the Lebesgue measure, and that it is the unique solution in $W^{k,2}(\mathbb{R}^d)$ of (3.6b) (see, e.g., Theorem 7.11 and 7.17 in [1]).

Assumption 3.1. The following conditions on the signal-observation system (1.1)-(1.2) are satisfied:

- The initial density $\rho_0 \in W^{k,2}(\mathbb{R}^d)$ with finite second moment.
- The signal drift $\mathcal{M} : \mathbb{R}^d \to \mathbb{R}^d$ and observation drift $h : \mathbb{R}^d \to \mathbb{R}$ are $C^{k+1}$ functions.

These conditions are also sufficient to guarantee the existence of a unique solution to (2.4), as proved in [16]. The starting point for the analysis in this section is the following McKean-Vlasov SDE in Stratonovich form:

\begin{equation}
\begin{aligned}
dX_t &= \mathcal{M}(X_t)dt + dV_t + a(X_t, \rho_t)dt + K(X_t, \rho_t) \circ dZ_t,
\end{aligned}
\end{equation}

with

\begin{align}
\nabla \cdot (\rho_t a_t) &= \frac{1}{2} (h^2 - \bar{h}_t^2) \rho_t, \\
\nabla \cdot (\rho_t K_t) &= -(h - \bar{h}_t) \rho_t.
\end{align}
where $V_t$ is a standard Brownian motion and $\rho_t$ is the conditional density of $X_t$ given $\mathcal{Z}_t$. The $\circ$ notation in (3.1) indicates the Stratonovich interpretation which must be considered for both arguments of $K$, i.e., $x$ and $\rho$. Lemma 3.3 shows that the evolution equation for $\rho_t$ coincides with the Kushner-Stratonovich equation under the following assumption.

**Assumption 3.2.** The conditional law of $X_t$ given $\mathcal{Z}_t$, where $X_t$ satisfies (3.1), is absolutely continuous with respect to the Lebesgue measure with density given by $\rho_t$.

**Lemma 3.3. Evolution equation for $\rho_t$.** For the system (3.1) and (3.2)-(3.3), and given Assumption 3.2, $\rho_t$ evolves according to the Kushner-Stratonovich equation, i.e.,

$$d\rho_t = \mathcal{L}^* \rho_t dt + (h - \overline{h}_t)\rho_t d\mathcal{Z}_t - \overline{h}_t dt.$$

**Proof.** The nonlinear Fokker-Planck equation for the conditional density of $X_t$ given $\mathcal{Z}_t$, $\rho_t$, where $X_t$ is the solution of (3.1) is given by

$$d\rho_t = \left(\mathcal{L}^* \rho_t - \frac{1}{2}(\frac{\partial^2}{\partial x^2}) \rho_t\right) dt + (h - \overline{h}_t)\rho_t d\mathcal{Z}_t.$$

Using the well-known Itô -Stratonovich conversion between any two semimartingales we have

$$\int_0^t (h - \overline{h}_s)\rho_s d\mathcal{Z}_s = \int_0^t (h - \overline{h}_s)\rho_s d\mathcal{Z}_s + \frac{1}{2} \int_0^t d((h - \overline{h}_s)\rho_s) d\mathcal{Z}_s.$$

Evaluating the second term on the r.h.s of the above using Itô’s product rule gives

$$d((h - \overline{h}_s)\rho_s) d\mathcal{Z}_s = h d\rho_s d\mathcal{Z}_s - \rho_s d\overline{h}_s + \overline{h}_s d\rho_s + d\rho_s d\overline{h}_s$$

$$= (h - \overline{h}_s)\rho_s - \overline{h}_s (h - \overline{h}_s)\rho_s ds - \rho_s \int h d\rho_s dx d\mathcal{Z}_s$$

$$= (h - \overline{h}_s)\rho_s ds - \rho_s (\overline{h}_s^2 - (\overline{h}_s)^2) ds$$

$$= (h - \overline{h}_s)\rho_s ds - 2\overline{h}_s (h - \overline{h}_s)\rho_s ds.$$

Combining with (3.5b) gives

$$d\rho_t = \mathcal{L}^* \rho_t dt - \frac{1}{2}(\frac{\partial^2}{\partial x^2}) \rho_t dt + (h - \overline{h}_t)\rho_t d\mathcal{Z}_t + \frac{1}{2} (h - \overline{h}_t)\rho_t dt$$

$$= \mathcal{L}^* \rho_t dt + (h - \overline{h}_t)\rho_t d\mathcal{Z}_t - \overline{h}_t dt. \quad \Box$$

Our main result is Lemma 3.5, which provides an Itô representation of (3.1), for which we rely on the following assumption.

**Assumption 3.4.** Given a specific functional form of $K : \mathbb{R}^d \times L^1(\mathbb{R}^d) \to \mathbb{R}^d$ satisfying (3.3), $K(x, \rho)$ is twice continuously Fréchet differentiable in $x$ and $\rho$.

**Lemma 3.5. McKean-Vlasov Itô representation.** Under Assumption 3.4, (3.1) has the Itô representation

$$dX_t = \mathcal{M}(X_t) dt + dV_t + K(X_t, \rho_t) \left( d\mathcal{Z}_t - \frac{1}{2}(h(X_t) + \overline{h}_t) dt \right)$$

$$+ \frac{1}{2} (\nabla K(X_t, \rho_t))^T K(X_t, \rho_t) dt + \mathcal{J}(X_t, \rho_t) dt,$$
where
\begin{equation}
J(x, \rho_t) := a(x, \rho_t) + g(x, \rho_t) + \frac{1}{2} K(x, \rho_t)(h(x) + \overline{\mathbf{h}}_t),
\end{equation}
and \(a : \mathbb{R}^d \times \mathbb{L}^1(\mathbb{R}^d) \to \mathbb{R}^d\), \(K : \mathbb{R}^d \times \mathbb{L}^1(\mathbb{R}^d) \to \mathbb{R}^d\) and \(g : \mathbb{R}^d \times \mathbb{L}^1(\mathbb{R}^d) \to \mathbb{R}^d\), where \(a(x, \rho_t)\) and \(K(x, \rho_t)\) satisfy (3.2) and (3.3) respectively. Furthermore,
\begin{equation}
\nabla \cdot (\rho_t J(x, \rho_t)) = 0.
\end{equation}

Proof. To obtain the Itô formulation of (3.1), we again rely on the Itô -Stratonovich relation for two semimartingales, giving
\[
\int_0^t K(X_s, \rho_s) \circ dZ_s = \int_0^t K(X_s, \rho_s) dZ_s + \frac{1}{2} \int_0^t dK(X_s, \rho_s) dZ_s.
\]
Let \(K_i^t\) be the \(i\)-th component of the vector field \(K_t\). Since \(K_i^t\) is a twice continuously Fréchet differentiable scalar function and the driving Wiener process in (3.6b) is finite dimensional, we can apply the standard Itô formula to obtain
\[
dK_i^t = (\nabla K_i^t)^T dX_s + \frac{1}{2} \text{Tr} \left( K_i^T (\nabla^2 K_i^t) K_i^t \right) ds + D_p K_i^t d\rho_s + \frac{1}{2} D_p^2 K_i^t d\rho_s^2,
\]
where the notation \(D_p F h\) and \(D_p^2 F h\) indicate the first and second order partial Fréchet derivative operators respectively of \(F\) w.r.t the variable \(y\) acting on \(h\). Combining the above, together with (3.4) gives
\[
K(X_t, \rho_t) \circ dZ_t = K(X_t, \rho_t) dZ_t + \frac{1}{2} (\nabla K(X_t, \rho_t))^T K(X_t, \rho_t) dt + \frac{1}{2} D_p K(X_t, \rho_t) \rho_t (h - \overline{h}_t) dt.
\]
Under Assumption 3.4, we obtain the Fréchet derivative of \(K(x, \rho_t(x))\) with respect to \(\rho_t\) acting on the perturbation \(\rho_t(h - \overline{h}_t)\) as
\[
\nabla \cdot (\rho_t D_p K(x, \rho_t) \rho_t (h - \overline{h}_t)) = -\nabla \cdot (K \rho_t (h - \overline{h}_t)) + \rho_t \int h(h - \overline{h}_t) \rho_t dx - (h - \overline{h}_t)^2 \rho_t
\]
\[
= -\nabla \cdot (K \rho_t (h - \overline{h}_t)) - \nabla h^T K \rho_t + \rho_t (\overline{h}_t^2 - (\overline{h}_t)^2) - (h - \overline{h}_t)^2 \rho_t
\]
\[
= -\left( \nabla h^T K + (\overline{h}_t)^2 - \overline{h}_t^2 \right) \rho_t.
\]
Since \(g(x, \rho_t) := \frac{1}{2} D_p K(x, \rho_t) \rho_t (h - \overline{h}_t)\), we have shown that \(g\) satisfies
\begin{equation}
\nabla \cdot (\rho_t g_t) = -\frac{1}{2} \left( \nabla h^T K + (\overline{h}_t)^2 - \overline{h}_t^2 \right) \rho_t.
\end{equation}
Recall that \(a_t\) and \(K_t\) satisfy (3.2) and (3.3) respectively. It follows from a similar line of reasoning as in (2.15c) that \(a_t + g_t\) satisfies
\begin{equation}
\nabla \cdot (\rho_t (a_t + g_t)) = -\frac{1}{2} \nabla \cdot (\rho_t K_t (h + \overline{h}_t)).
\end{equation}
The definition of \(J(x, \rho_t)\) (3.8) combined with the above directly implies (3.10).
Although there is a vast literature on convergence theorems for smooth approximations of SDEs and SPDEs, there has been relatively little investigation in the context of McKean-Vlasov SDEs. It was shown in [9] that when 1) \( \rho_0 \) has finite second moment and is strictly positive and 2) \( M \) and \( h \) are at least \( C^2_b \) functions, then the solution of (2.3) at time \( t \), \( \rho^\delta_t \), converges to the solution of the Kushner Stratonovich equation as \( \delta \to 0 \). Similar results were obtained in [16] for the Zakai equation. Given Lemma 3.3, it is not unreasonable to expect that under certain conditions, (2.2) converges to (3.1) as \( \delta \to 0 \), at least weakly. We defer the convergence analysis and identification of sufficient conditions to a future publication (see [22] for some preliminary work in the case of ordinary SDEs with unbounded coefficients).

Here we focus purely on providing a representation of the filters in the formal \( \delta \to 0 \) limit. Specifically, given (Assumption 3.4), Lemma 3.5 can be used to obtain the limiting McKean-Vlasov representations in Itô form of the filters discussed in section 2, as detailed below.

**Crisan & Xiong filter:** Recall the assumed forms on the coefficients

\[
\alpha_t = \frac{\nabla \alpha_t}{\rho_t}, \quad K_t = \frac{\nabla \beta_t}{\rho_t},
\]

where \( \alpha_t \) and \( \beta_t \) are the solutions of

\[
\nabla \cdot (\nabla \alpha_t) = \frac{1}{2} (h^2 - \overline{h_t}^2) \rho_t,
\]

\[
\nabla \cdot (\nabla \beta_t) = -(h - \overline{h_t}) \rho_t.
\]

There exists solutions \( \alpha_t, \beta_t \) in \( C^2 \cap L^\infty \) whenever \( h, \rho_t \in C^2 \cap L^\infty \) at least for \( d \geq 3 \) (see for example [9]), which is ensured under Assumption 3.1 and additional conditions (see Theorem 7.12 in [1]). See also section 5 for further discussion on this issue. Additionally, we require \( \rho_t > 0 \), which is guaranteed under Assumption 3.1 and when \( \rho_0 > 0 \) also [9]. In order to apply Lemma 3.5, we assume continuous Fréchet differentiability of \( \beta \) with respect to \( \rho \). Evaluating (3.9) yields

\[
g_t = -\frac{1}{2} \frac{\nabla \beta_t}{\rho_t} (h - \overline{h_t}) + \frac{1}{2} \frac{D \rho \nabla \beta_t \rho_t (h - \overline{h_t})}{\rho_t}
\]

\[
= -\frac{1}{2} \frac{\nabla \beta_t}{\rho_t} (h - \overline{h_t}) + \frac{1}{\rho_t} \nabla q_t,
\]

where \( q_t := \frac{1}{2} D \rho \beta_t \rho_t (h - \overline{h_t}) \). When \( \beta_t \in C^2 \) and is continuously Fréchet differentiable with respect to \( \rho_t \), we have symmetry of mixed partial Fréchet derivatives, thereby permitting the change of differentiation order in the above. In this case \( J_t \) takes the form

\[
J_t = \frac{1}{\rho_t} \left( \nabla \alpha_t + \nabla q_t + \overline{h_t} \nabla \beta_t \right),
\]

and (3.10) implies the following Laplace equation for \( f_t := q_t + \alpha_t + \overline{h_t} \beta_t \):

\[
\nabla \cdot \nabla f_t = 0.
\]

Additionally, from (3.11) we have that \( q_t \) satisfies

\[
\nabla \cdot (\nabla q_t) = -\frac{\rho_t}{2} ((h - \overline{h_t})^2 + (\overline{h_t})^2 - \overline{h_t}^2).
\]
Since there exists a solution in $C^2 \cap L^\infty$ to (3.17), (3.14) and (3.15) when $h \in C^2 \cap L^\infty$, we have that $f_t \in C^2 \cap L^\infty$. It then follows from Liouville’s theorem that $f_t$ is a constant, so that $\nabla f_t = 0$. That is, when $h \in C^2 \cap L^\infty$, $J_t = 0$ so that the limiting form of the Crisan & Xiong filter is given by
\begin{equation}
    dX_t = \mathcal{M}(X_t)dt + dV_t + K(X_t, \rho_t) \left( dZ_t - \frac{1}{2}(h(X_t) + \bar{h}_t)dt \right) + \frac{1}{2} \nabla K(X_t, \rho_t)^T K(X_t, \rho_t)dt,
\end{equation}
with $K_t = \nabla \hat{g}_t$.

**Reich filter.** Recall the assumed forms of the coefficients
\begin{equation}
    a_t = M_t^{-1} \nabla \Omega_t ; \quad K_t = M_t^{-1} \nabla \Lambda_t,
\end{equation}
where $\Omega_t$ and $\Lambda_t$ are the solutions of
\begin{align}
    \nabla \cdot (\rho_t M_t^{-1} \nabla \Omega_t) &= \frac{1}{2}(h^2 - \bar{h}_t) \rho_t, \\
    \nabla \cdot (\rho_t M_t^{-1} \nabla \Lambda_t) &= -(h - \bar{h}_t) \rho_t.
\end{align}
Evaluating $g$ using (3.9) and the above, and again assuming continuous Fréchet differentiability gives
\begin{align}
    g_t &= \frac{1}{2} D_\rho K_t \rho_t (h - \bar{h}_t) \\
    &= \frac{1}{2} D_\rho M_t^{-1} \rho_t (h - \bar{h}_t) \nabla \Lambda_t + \frac{1}{2} M_t^{-1} \nabla D_\rho \Lambda_t (h - \bar{h}_t) \\
    &=: \frac{1}{2} \hat{\Gamma}_t \nabla \Lambda_t + M_t^{-1} \nabla \hat{\Theta}_t
\end{align}
where $\hat{\Theta}_t := \frac{1}{2} D_\rho \Lambda_t \rho_t (h - \bar{h}_t)$ and $\hat{\Gamma}_t := D_\rho M_t^{-1} \rho_t (h - \bar{h}_t)$. Then making use of (3.18), $J_t$ takes the form
\begin{equation}
    J_t = M_t^{-1} \nabla \left( \Omega_t + \hat{\Theta}_t \right) + \frac{1}{2} \left( \hat{\Gamma}_t + (h + \bar{h}_t) M_t^{-1} \right) \nabla \Lambda_t,
\end{equation}
We now consider three possibilities for $M_t$, i.e.,

**Case** $M_t = \rho_t I$. It follows trivially in this case that the filter is equivalent to the Crisan & Xiong filter, since $a_t$ and $K_t$ then have the same structure as (3.13) and the corresponding PDEs (3.19) and (3.20) collapse down to (3.14) and (3.15) respectively.

**Case** $M_t = I$. It is clear that in this case, $\hat{\Gamma}_t = 0$, so that
\begin{equation}
    J_t = \nabla \left( \Omega_t + \hat{\Theta}_t \right) + \frac{1}{2} (h + \bar{h}_t) \nabla \Lambda_t,
\end{equation}
where
\begin{equation}
    \nabla \cdot (\rho_t \nabla (\Omega_t + \hat{\Theta}_t)) = -\frac{1}{2} \nabla \cdot (\rho_t (h + \bar{h}_t) \nabla \Lambda_t).
\end{equation}
In this case, the limiting form is given by
\begin{equation}
    dX_t = \mathcal{M}(X_t)dt + dV_t + K(X_t, \rho_t)dt + \frac{1}{2} \nabla K(X_t, \rho_t)^T K(X_t, \rho_t)dt + \nabla \left( \Omega + \hat{\Theta} \right)(X_t, \rho_t)dt,
\end{equation}
where $K(x, \rho_t) = \nabla\Lambda(x, \rho_t)$. We emphasise that (3.23), i.e.,
\[ \nabla \cdot (\rho_t \left( \nabla (\Omega_t + \tilde{\Theta}_t) + \frac{1}{2} (h + \tilde{h}_t) \nabla \Lambda_t \right) \right) = 0, \]
does not imply that $\mathcal{J}_t = 0$. This is because the term $\frac{1}{2} (h + \tilde{h}_t) \nabla \Lambda_t$ is not of gradient type, meaning that the initial assumptions on the form of the coefficients $a_t$ and $K_t$ (3.18) are not compatible with this particular form. This emphasises the need for the specific structure assumed for $a$ in the FPF i.e., (2.13) and (3.25) in order to achieve $\mathcal{J}_t = 0$, when $M_t = I$ and $K_t$ is of gradient type.

**Case** $M_t = P_t^{-1}$. In this case, we have that for any admissible perturbation $\xi$,
\[
D_p P_t \xi = \int (x - \bar{x}_t)(x - \bar{x}_t)^T \xi dx - \int (x - \bar{x}_t) \left( \int x \xi dx \right)^T \rho_t dx
\]
(3.24)
\[
- \int \left( \int x \xi dx \right) (x - \bar{x}_t)^T \rho_t dx
\]
\[
= \int (x - \bar{x}_t)(x - \bar{x}_t)^T \xi dx,
\]
which then implies
\[
\tilde{\Gamma}_t = \int (x - \bar{x}_t)(x - \bar{x}_t)^T (h - \tilde{h}_t) \rho_t dx.
\]

The calculations for this case are also relevant for the discussion of the linear-Gaussian case in section 4.

**FPF [18].** Recall the assumed form for the coefficients in the FPF:
\[
a_t = -\frac{1}{2} K_t (h + \tilde{h}_t) + \frac{1}{2} \nabla \psi_t,
\]
(3.25)
\[
K_t = \nabla \phi_t,
\]
(3.26)
with
\[
\nabla \cdot (\rho_t \nabla \psi_t) = \left( \nabla h^T K_t + (\tilde{h}_t)^2 - \tilde{h}_t^2 \right) \rho_t,
\]
(3.27)
\[
\nabla \cdot (\rho_t \nabla \phi_t) = -(h - \tilde{h}_t) \rho_t.
\]
(3.28)
If $\phi(x, \rho_t)$ is continuously Fréchet differentiable, (3.9) and (3.11) give
\[
g(x, \rho_t) = \frac{1}{2} \nabla \tilde{q}(x, \rho_t),
\]
where $\tilde{q}_t := D_p \phi_t \rho_t (h - \tilde{h}_t)$ and $\tilde{q}_t$ satisfies
\[
\nabla \cdot (\rho_t \nabla \tilde{q}_t) = -\left( \nabla h^T K_t + (\tilde{h}_t)^2 - \tilde{h}_t^2 \right) \rho_t.
\]
(3.29)
Then $\mathcal{J}_t$ takes the form
\[
\mathcal{J}_t = \frac{1}{2} (\nabla \psi_t + \nabla \tilde{q}_t).
\]
If there exists a unique solution to (3.27) in $H^1_{\rho_t, 0}(\mathbb{R}^d)$ (which is ensured for the system (5.1)-(5.2), see section 5 for further conditions), then both (3.27), (3.29) and the fact that $\tilde{q}_t \in H^1_{\rho_t, 0}(\mathbb{R}^d)$ imply that $\mathcal{J}_t = 0$. Therefore, the FPF takes the form

$$dX_t = \mathcal{M}(X_t)dt + dV_t + K(X_t, \rho_t) \left(dZ_t - \frac{1}{2}(h(X_t) + \overline{h}_t)dt\right)$$

$$+ \frac{1}{2} (\nabla K(X_t, \rho_t))^T K(X_t, \rho_t)dt,$$

where $K(x, \rho_t) = \nabla \phi(x, \rho_t)$. The calculations above emphasise the importance of interpreting the Stratonovich $\circ$ in ([34] and [18]) as being with respect to space only. [36] obtained a derivation of the FPF for a continuous time system where the hidden state evolves on a matrix Lie group according to a Stratonovich SDE. It would be of interest to extend the above analysis for such a manifold setting.

There are several factors to consider when choosing the form of $a_t$ and $K_t$, such as well-posedness of the corresponding PDEs as well as of the resulting McKean-Vlasov SDE in the continuous time limit. For instance, $a_t$ and $K_t$ should satisfy certain regularity estimates to ensure the integrals in (3.7) are well-defined, i.e.,

$$\int |K_t|^2 \rho_t dx < \infty,$$

which ensures that the stochastic integral $\int K(X_t, \rho_t)dZ_t$ is well-defined in $L^2$ and

$$\int |\nabla K^T_t K_t| \rho_t dx < \infty, \int |a_t| \rho_t dx < \infty, \int |\mathcal{J}_t| \rho_t dx < \infty$$

for the Lebesgue integrals. Additionally, nongradient forms of $a_t$, $K_t$ can give rise to Poisson equations which have a unique classical solution under fairly mild conditions on $\mathcal{M}, h$, although establishing well-posedness of the McKean-Vlasov SDE may be nontrivial due to the $\frac{1}{\rho_t}$ term. From a numerical/computational perspective, nongradient forms of $K_t$ may require explicit estimates of the posterior density, unlike in the case of gradient form of $K_t$ where the density enters as an average and therefore does not require an explicit estimate when Monte Carlo is employed. These issues will be investigated in further detail in a future publication.

4. Filter representations in the linear-Gaussian case. In this section we investigate the form of the filters in the linear-Gaussian setting:

$$dX_t = AX_t dt + dV_t,$$

$$dZ_t = H X_t + dW_t,$$

where $A: \mathbb{R}^d \to \mathbb{R}^d$ and $H: \mathbb{R}^d \to \mathbb{R}$.

4.1. Smooth approximation to observations. When the initial density is Gaussian, the conditional density $\rho^\delta$ arising from the smooth approximation to the observation process (4.2) is Gaussian for all $t$. In particular, the FPF and Reich filters coincide and take the same form as the EnKBF [3], i.e.,

$$dX^\delta_t = AX^\delta_t dt + dV_t + P_t H^T \left(dZ^\delta_t - \frac{1}{2} H(X^\delta_t + \overline{X}^\delta_t)dt\right).$$
as demonstrated below and also in [33] and [23] for the homotopy-based formulations. Note also that the EnKBF also coincides with a constant gain approximation of the FPF [27].

**Crisan & Xiong filter** [9]. Using the fact that $\rho^\delta_t$ is Gaussian, it follows that $\beta_t = P_t H \Phi_t(x)$ is a solution of (2.9) for $d = 1$, where $\Phi_t(x)$ indicates the Gaussian cumulative distribution function, i.e., $\int_{-\infty}^x \rho^\delta_t(y) dy$. It is then immediate that $K^\delta_t = \nabla \frac{\partial^2 \rho^\delta_t}{\partial x^2} = P_t H$, where $P_t \in \mathbb{R}$ indicates the variance and $H : \mathbb{R} \to \mathbb{R}$. This fact can be used to determine solutions to (2.8); following similar calculations as in the FPF leads to

$$\frac{d^2 \alpha^\delta_t}{dx^2} = \frac{d}{dx} \left( H(x + \overline{x}_t) \frac{d \beta^\delta_t}{dx} \right),$$

from which it is clear that $\frac{d \alpha^\delta_t}{dx} = H(x + \overline{x}_t)P_t H \rho^\delta_t + C$, where $C = 0$ if we require $|\alpha^\delta_t| \to 0$ as $|x| \to \infty$. This then leads to the familiar EnKBF form (4.3). A similar expression does not appear to hold for $d \geq 2$ (for further discussion on this issue, see [35]).

**δ- Reich filter.** For the specific choice of the mass matrix $M_t^{-1} = P_t$, where for the remainder of the article $P_t$ indicates the covariance of the mean-field process at time $t$, it is clear that $\Lambda^\delta_t = (x - \overline{x}_t)^T H^T$ is a solution of

$$(4.4) \quad \nabla \cdot (\rho^\delta_t P_t \nabla \Lambda^\delta_t) = -H(x - \overline{x}_t) \rho^\delta_t.$$  

Furthermore, it follows that $\Omega^\delta_t = -\frac{1}{2}(x + \overline{x}_t)^T H^T H(x + \overline{x}_t)$ is a solution of

$$\nabla \cdot (\rho^\delta_t P_t \nabla \Omega^\delta_t) = \frac{1}{2} H(x x^T - (xx^T)_t) H^T \rho^\delta_t,$$

since

$$\nabla \cdot (\rho^\delta_t P_t \nabla \Omega^\delta_t) = \rho^\delta_t \nabla \cdot (P_t \nabla \Omega^\delta_t) + \nabla \rho^\delta_t \cdot \nabla \Omega^\delta_t$$

$$= -\frac{1}{2} \rho^\delta_t \nabla \cdot (P_t H^T H(x + \overline{x}_t)) + \frac{1}{2} (P_t^{-1}(x - \overline{x}_t))^T P_t (H^T H(x + \overline{x}_t)) \rho^\delta_t$$

$$= -\frac{1}{2} \rho^\delta_t T r(P_t H^T H) + \frac{1}{2} (x - \overline{x}_t)^T H^T H(x + \overline{x}_t) \rho^\delta_t$$

$$= \frac{1}{2} (x x^T H^T H - H(x x^T)_t H^T) \rho^\delta_t$$

$$= \frac{1}{2} H(x x^T - (xx^T)_t) H^T \rho^\delta_t.$$  

Substituting in $a^\delta_t = M_t^{-1} \nabla \Omega^\delta_t$, $K^\delta_t = M_t^{-1} \nabla \Lambda^\delta_t$ in (2.2) leads to (4.3).

**δ-FFP.** It follows from direct substitution that $\phi^\delta_t = (x - \overline{x}_t)^T P_t H^T$ is a solution of (2.14), which then implies that (2.16) takes the form

$$(4.5) \quad \nabla \cdot (\rho^\delta_t \nabla \psi^\delta_t) = \rho^\delta_t H P_t H^T - \rho^\delta_t H P_t H^T = 0,$$

for which $\psi^\delta_t = 0$ is a solution. Furthermore, both $\phi^\delta_t = (x - \overline{x}_t)^T P_t H^T$ and $\psi^\delta_t = 0$ are unique solutions of their respective PDEs in the function class $H^{1}_{\rho^\delta_t,0}(\mathbb{R}^d)$, as detailed in section 6. Substituting into (2.18) gives (4.3).
4.2. Continuous time observations. Again, we assume the initial density $\rho_0$ is Gaussian. It is well-known that the solution of the Kushner-Stratonovich equation is then a Gaussian density. The limiting form of the Reich filter coincides with the EnKBF, since with the specific choice $M_t^{-1} = P_t$, it can easily be seen that $\Lambda_t = \Lambda_t^g$ and $\Omega_t = \Omega_t^g$. The only difference to the $\delta > 0$ case is to determine the form of $\hat{J}_t$. Letting $\xi = \rho_t H(x - \tau_t)$ in (3.24) gives $\hat{J}_t = 0$ when $\rho_t$ is a multivariate Gaussian. By a similar calculation as in (3.24), we have that
\[
\nabla \Theta_t = \frac{1}{2} \nabla \left( \int x^T H(x - \tau_t) H^T \rho_t dx \right) = 0.
\]
Combining these results with (3.22) implies that $\hat{J}_t = 0$, which then leads to the familiar EnKBF form. The FPF in this case is known to be equivalent to the EnKBF (see, e.g., [35], [27]), which can also be seen by following the same arguments as for the $\delta > 0$ case and using the fact that the term $(D_x K)^T K = 0$ for $K_t = P_t H^T$. Similarly, the limiting form of the Crisan & Xiong filter coincides with the EnKBF for $d = 1$ from the same reasoning as in the $\delta > 0$ by confirming that $\beta_t = P_t H^T \Phi_t(x)$ is a solution of (3.15). As mentioned earlier, we only provide the representations of these filters; the convergence of the smooth approximations with unbounded coefficients in this setting will be examined in future research.

5. Well-posedness of the Poisson equations for continuous time observations $\delta \to 0$. We begin by focusing on the weighted Poisson equation arising in the FPF. A crucial ingredient for establishing well-posedness here is the existence of a Poincaré inequality for the conditional density $\rho_t$ with domain $= R^d$. Since we have that $\rho_t = \theta_t$ for all $t$ when $\rho_0 = \theta_0$ due to Lemma 3.3, we actually require a Poincaré inequality for the filtering density $\theta_t$. Throughout this section, we will use $\rho_t$ in place of $\theta_t$ for consistency with the Poisson equations described earlier. The following lemma details conditions guaranteeing a Poincaré inequality uniformly in time, which is of interest in its own right in addition to the solvability issue. [31] and [25] (see Sections 4.3.3 and 1.3, respectively) obtained related results for this system in the context of stability of the optimal filter. Here we adopt a different approach for the proof and are able to obtain slightly weaker conditions on the signal-observation drift functions than in [31] (see Remark 5.3).

**Lemma 5.1. Poincaré inequality for continuous time case.** Consider a probability space $(\Sigma, \mathcal{F}, P)$ with the usual conditions. Given stochastic processes $X_t, Z_t$ defined on this space and evolving according to
\[
\begin{align*}
(5.1) & \quad dX_t = \nabla U(X_t) dt + dV_t, \\
(5.2) & \quad dZ_t = H X_t dt + dW_t,
\end{align*}
\]
where $U : R^d \to R$, $H \in R^{1 \times d}$, $U \in C^4$ and $dV_t, dW_t$ are independent Brownian increments and $X_0 \sim \mu_0$ with density $\rho_0$ with respect to the Lebesgue measure. Suppose the initial density is of the form $\rho_0(x) = \exp(-G_0(x))$. Consider $c_r, c_u, c_g \in R_{>0}$. If the conditions
\begin{align*}
(C1) & \quad U \text{ is strongly concave with parameter } c_u, \text{ i.e. } \nabla^2 U \preceq -c_u I \\
(C2) & \quad \tilde{G}_0 := U + G_0, \tilde{G}_0 : R^d \to R \text{ is strongly convex with parameter } c_g, \text{ i.e. } \nabla^2 \tilde{G}_0 \succeq c_g I \\
(C3) & \quad R(x) := |Hx|^2 + (\Delta U + |\nabla U|^2)(x), \text{ } R : R^d \to R \text{ is also strongly convex with parameter } c_r
\end{align*}

\((C4)\) \(\nabla U\) satisfies a linear growth condition, i.e. there exists a \(D < \infty\) such that 
\[|\nabla U(x)| \leq D(1 + |x|)\]
are satisfied, then the conditional density \(\rho_t(x)\) for the signal-observation pair satisfies a Poincaré inequality for all \(t \geq 0\), i.e.
\[
(5.3) \quad \int |f(x)|^2 \rho_t(x) dx \leq \kappa \int |\nabla f(x)|^2 \rho_t(x) dx,
\]
for all test functions \(f \in H^1_{\rho_t,0}(\mathbb{R}^d)\), and where \(\kappa = (c_u + \min(c_g, \sqrt{c_\gamma}))^{-1}\).

The proof of the above lemma is given in subsection 7.1. Conditions (C1)-(C3) are required to ensure log-concavity of the posterior density, whilst (C4) is needed to ensure the signal process possesses a unique strong solution and that change of measure via Girsanov holds (i.e. to satisfy Novikov’s condition). The existence and uniqueness of weak solutions to the weighted Poisson equation (3.28) also follows from classical methods once \(\rho_t\) is known to satisfy a Poincaré inequality, as shown in the following theorem.

**Theorem 5.2. Well-posedness of Poisson equation in continuous time FPF.** Consider the signal-observation pair and conditions specified in Lemma 5.1. Then there exists a unique solution \(\phi \in H^1_{\rho_t,0}(\mathbb{R}^d)\) for all \(t \geq 0\) that satisfies the following Poisson equation in weak form:

\[
(5.4) \quad \int \nabla \phi(x) \cdot \nabla \psi(x) \rho_t(x) dx = \int H(x - \overline{\mathcal{T}}_t) \psi(x) \rho_t(x) dx,
\]
for all test functions \(\psi \in H^1_{\rho_t,0}(\mathbb{R}^d)\).

**Proof.** The standard \(H^1_{\rho_t}\) norm \(|u|_{H^1_{\rho_t}} := (\int |u|^2 \rho_t(x) dx + \int |\nabla u|^2 \rho_t(x) dx)^{1/2}\) and the norm \(|u|_{H^1_{\rho_t,0}} := (\int |\nabla u|^2 \rho_t(x) dx)^{1/2}\) are equivalent, since by Lemma 5.1
\[
|u|_{H^1_{\rho_t,0}} \leq |u|_{H^1_{\rho_t}} \leq c |u|_{H^1_{\rho_t,0}},
\]
where \(c > 0\). This implies that the l.h.s of (5.4) is an inner product on \(H^1_{\rho_t,0}\). Furthermore, the r.h.s of (5.4) is a bounded linear functional of \(\psi(x)\) since
\[
|T(\psi)| := \left| \int (Hx - \overline{\mathcal{T}}_t) \rho_t^{1/2} \psi(x) \rho_t^{1/2} dx \right|
\leq \left( \int (Hx - \overline{\mathcal{T}}_t)^2 \rho_t dx \right)^{1/2} \left( \int |\psi|^2 \rho_t dx \right)^{1/2}
\leq C \left( \int |\psi|^2 \rho_t dx \right)^{1/2} \quad (\rho_t \text{ has finite first & second moment})
\leq C_2 \left( \int |\nabla \psi(x)|^2 \rho_t dx \right)^{1/2} \quad (\text{using Lemma 5.1})
= C_2 |\psi(x)|_{H^1_{\rho_t,0}},
\]
Therefore, by the Riesz representation theorem, there exists a unique solution \(\phi(x) \in H^1_{\rho_t,0}(\mathbb{R}^d)\).

The signal-observation pair in Lemma 5.1 and associated conditions are sufficient but more than likely not necessary to ensure well-posedness of (3.28). For instance,
it is well-known that log-concavity is not a strict requirement for the existence of a Poincaré inequality, as also demonstrated in the next section. A perturbation style argument used in Lemma 6.1 poses difficulties for the continuous time observation setting due to the unbounded variation of Brownian motion, unless the signal is of the form \( d\tilde{X}_t = 0 \) (see [18]).

Remark 5.3. [31] establishes log-concavity of the posterior measure for the system (5.1)-(5.2) in the context of filter stability by considering log-concavity of the value function in the relevant stochastic control problem. We note here that we are able to obtain slightly weaker conditions on the system (cf. Proposition 4.3.6 in [31]), specifically we do not require \( c_g \geq 2c^2 \).

Well-posedness of the Poisson equation arising in the Crisan & Xiong filter (3.15) for \( d \geq 2, \rho_t \) locally bounded and \( p \)-integrable for some \( p \in (1,d) \) and \( h \in L^\infty \) was established in [9]. It is possible to broaden this class of signal and observation drift functions. It holds from classical regularity theory that when the r.h.s of (3.15) is uniformly bounded (which then implies \( h - \tilde{h} \in L^1_p(\mathbb{R}^d) \) and \( C^2 \) that there exists a unique \( \beta_t \in C^2 \) up to additive constants, so that \( \nabla \beta_t \) is unique. One such example (though there are many) is the system (5.1)-(5.2) with conditions in Lemma 5.1. This is of course conditional on the convergence of (2.3) to the Kushner-Stratonovich equation as \( \delta \to 0 \) for the system (5.1)-(5.2), which is still an open question. Analysis of the Poisson equations arising in the Reich filter is difficult without the specification of the mass matrix \( M \).

6. Well-posedness of the Poisson equation for \( \delta > 0 \). As noted in [32], an Ornstein-Uhlenbeck signal process combined with a discrete-time observation process that gives rise to log-concave likelihood functions will lead to log-concave posterior densities. Well-posedness of the FPF Poisson equations (2.14) and (2.16) then follows from similar arguments as in Theorem 5.2. In this section, we exploit the bounded variation of the \( \delta \)-approximation to the observation process to establish further conditions that guarantee well-posedness. In particular, the main result is the following lemma. The proof appears in subsection 7.2.

Lemma 6.1. Consider a probability space \((\Sigma, \mathcal{F}, P)\) with the usual conditions. The signal process \( X_t \) defined on this space evolves according to (1.1) where \( M : \mathbb{R}^d \to \mathbb{R}^d \) is globally Lipschitz with Lipschitz constant \( L_M \). Observations are generated by the process (1.2) with \( h : \mathbb{R}^d \to \mathbb{R} \) and \( h, \nabla h \in L^\infty \). Suppose the observation path is approximated piecewise linearly in time according to (2.1) with mesh size \( \delta \). The initial state \( X_0 \sim \mu_0(x) \) where \( \mu_0 \) has a density \( \rho_0 \) with respect to the Lebesgue measure. Assume that \( \rho_0(x) \) satisfies a Poincaré inequality with constant \( \kappa_0 \). Then for all \( t \in [0,T] \), with \( T = \delta N, N \in \mathbb{Z}_{>0} \), \( \rho^\delta_t \) which is the solution of (2.3) satisfies a Poincaré inequality,

\[
\int |f(x)|^2 \rho^\delta_t(x) dx \leq \kappa_T \int |\nabla f(x)|^2 \rho^\delta_t(x) dx,
\]

for all test functions \( f \in H^1_{\rho^\delta_t(\mathbb{R}^d)} \) and constant

\[
\kappa_T = (\kappa_0 + T) \exp \left( (2L_M + |h^2|_\infty T + 2|h|_\infty \left( \frac{T}{\delta} \right)^2 \sup_{n \leq N} |Z_{t_{n+1}} - Z_{t_n}| \right).
\]

It is clear from the Lemma 6.1 that unlike in the continuous time setting, the Poincaré constant grows as the number of observation samples increases. In this case,
we are able to consider a wider class of signal-observation drift functions as compared to the continuous time setting, but at the price of uniformity in time of the well-posedness result. We then have the following well-posedness result along the same lines as Theorem 5.2.

**Theorem 6.2.** Well-posedness of FPF Poisson equation for $\delta > 0$. Consider the signal-observation pair and conditions specified in Lemma 6.1. Then there exists a unique weak solution $\phi \in H^1_{\rho^\delta_t,0}(\mathbb{R}^d)$ that satisfies the Poisson equation (2.14) i.e.,

$$\int \nabla \phi(x) \cdot \nabla \nu(x) \rho^\delta_t(x) dx = \int (h(x) - \overline{h}_t) \nu(x) \rho^\delta_t(x) dx,$$

and there exists a unique weak solution $\psi \in H^1_{\rho^\delta_t,0}(\mathbb{R}^d)$ of (2.16), i.e.

$$\int \nabla \psi(x) \cdot \nabla \nu(x) \rho^\delta_t(x) dx = \int \left( \nabla h^T \nabla \phi(x, \rho^\delta_t) + (\overline{h}_t)^2 - \overline{h}^2_t \right) \rho^\delta_t(x) \nu(x) dx,$$

for all test functions $\nu \in H^1_{\rho^\delta_t,0}(\mathbb{R}^d)$.

**Proof.** The proof is identical to that of Theorem 5.2 except that now $|T_\phi(\nu)| := \left| \int (h(x) - \overline{h}_t) \nu(x) \rho^\delta_t(x) dx \right|,$

which is still a bounded linear functional due to Lemma 6.1 and $h \in L^\infty$. Additionally, we have

$$|T_\psi(\nu)| := \left| \int \left( \nabla h^T \nabla \phi(x, \rho^\delta_t) + (\overline{h}_t)^2 - \overline{h}^2_t \right) \rho^\delta_t(x) \nu(x) dx \right| \leq c \left[ |\nabla h|_\infty \left( \int |\nabla \phi|^2 \rho^\delta_t dx \right)^{1/2} + 2|h|_\infty^2 \right] \left( \int |\nabla \nu|^2 \right)^{1/2},$$

which again is a bounded linear functional due to Lemma 6.1, and also $h, \nabla h \in L^\infty$ and $\phi \in H^1_{\rho^\delta_t,0}(\mathbb{R}^d)$.

**Remark 6.3.** In both the continuous time and continuous-discrete time setting, the results of Theorem 5.2 and Theorem 6.2 extend easily to the multivariate observation case by considering the componentwise Poisson equations independently.

7. **Proofs.**

7.1. **Proof of Lemma 5.1.** The basic idea of the proof is to show that when the initial density is log-concave, the posterior density stays log-concave under the signal dynamics and likelihood transformation. We start by considering a time discretisation of the Kallianpur-Striebel formula, which is useful in this context because of the Girsanov transformation which then allows us to work with integrals against a Wiener measure. By the process of induction and Brascamp-Lieb type inequalities, we then show that the time discretised posterior is log-concave, and that this property is maintained in the continuous time limit.

Recall that in Lemma 3.3 we showed that the conditional probability density of $X_t$ given $Z_t$ evolves according to the Kushner-Stratonovich equation, which implies that
\( \rho_t = \theta_t \). We can therefore work with the well-known equations in filtering theory to establish the required Poincaré inequality. Specifically, the continuous time posterior expectation at some arbitrary time \( T \) is given by the Kallianpur-Striebel formula

\[
\mathbb{E}_P(f(X_T) | Z_T)(\omega) = \frac{\mathbb{E}_{\tilde{P}}(f(X_T) M_T(X, Z(\omega)))}{\mathbb{E}_{\tilde{P}}(M_T(X, Z(\omega)))},
\]

with

\[
M_T(X, Z) = \exp \left( \int_0^T H_X_s dZ_s - \frac{1}{2} \int_0^T |H_X_s|^2 ds \right) = \frac{dP}{d\tilde{P}},
\]

where \( \tilde{E} \) indicates the expectation with respect to the probability measure \( \tilde{P} \), \( Z \) is a Wiener process under \( \tilde{P} \) and \( X \) has the same law under \( P \) and \( \tilde{P} \). The Kallianpur-Striebel formula can also be reformulated as

\[
\mathbb{E}_P(f(X_T) | Z_T)(\omega) = \frac{\int_{C[0,T]} f(x_T) M_T(x, Z(\omega)) \mu_X(dx)}{\int_{C[0,T]} M_T(x, Z(\omega)) \mu_X(dx)},
\]

where \( \mu_X(dx) \) indicates the path measure induced by the signal process \( X \) and \( C[0,T] \) is the space of continuous functions on the time interval \([0,T]\). Applying Girsanov and using the fact that the law of \( X \) is unchanged under \( P \) or \( \tilde{P} \), we have

\[
\mathbb{E}_{\tilde{P}}(g(X, Z(\omega))) = \int_{C[0,T]} f(v_T) N_T(v, Z(\omega)) \mu_V(dv),
\]

where

\[
g(X, Z(\omega)) = f(X_T) M_T(X, Z(\omega)),
\]

\[
N_T(V, Z(\omega)) = M_T(V, Z(\omega)) \exp \left( \int_0^T \nabla U(V_s) \cdot dV_s - \frac{1}{2} \int_0^T |\nabla U(V_s)|^2 ds \right),
\]

and \( \mu_V(dv) \) indicates the Wiener measure on path space. In order to apply Girsanov, we must confirm the Novikov condition, i.e.,

\[
\mathbb{E}_{\tilde{P}} \left( \exp \left( \frac{1}{2} \int_0^T |\nabla U(V_s)|^2 ds \right) \right) < \infty,
\]

which holds due to \((C4)\). Itô’s formula gives

\[
\int_0^T \nabla U(V_s) \cdot dV_s = U(V_T) - U(V_0) - \frac{1}{2} \int_0^T \Delta U(V_s) ds,
\]

which then leads to

\[
N_T(V, Z(\omega)) = \exp \left( U(V_T) - U(V_0) + \int_0^T H V_s dZ_s(\omega) - \frac{1}{2} \int_0^T |HV_s|^2 + (\Delta U + |\nabla U|^2)(V_s) ds \right).
\]

Now consider the following time discretisation of the conditional expectation. Specifically, a finite time interval \([0, T]\) is discretised into the following sequence
\{t_0, t_1, \ldots, t_N\} of sampling time instances with \(t_0 = 0 < t_1 < \ldots < t_N = T\), and time increment \(\Delta t = t_i - t_{i-1}\) for all \(i = 1, \ldots, N\), where \(\Delta t = \frac{T}{N}\). Define

\[
N_N := \prod_{i=0}^{N-1} \exp \left( H v_i \Delta Z_{i+1} - \frac{1}{2} \left[ |H v_i|^2 + (\Delta U + |\nabla U|^2)(V_i) \right] \Delta t \right),
\]

where \(\Delta Z_{i+1} := Z_{t_{i+1}} - Z_{t_i}\), and we have dropped the \(\omega\) for notational ease. We can now work with the time-discretised version to establish a Poincaré inequality in both continuous and discrete time, for the system (5.1)-(5.2). That is, by using the finite dimensional distributions of Brownian motion we have that (7.3) can be expressed as

\[
E_{\tilde{\mu}}(f(v_T) \exp(U(v_T) - U(v_0))N_N) = \int_{C[0,T]} (f(v_T) \exp(U(v_T) - U(v_0)) \prod_{i=0}^{N-1} \exp \left( H v_i \Delta Z_{i+1} - \frac{1}{2} R(v_i) \Delta t \right) \mu^V(dv) = \int f(v_T) \exp(U(v_T)) \int Q(v_{t_{N-1}}) q_{\Delta t}(v_{t_{N-1}}, v_{t_N}) \int Q(v_{t_{N-2}}) q_{\Delta t}(v_{t_{N-2}}, v_{t_{N-1}}) \cdots \int Q(v_0) q_{\Delta t}(v_0, v_{t_1}) \exp(-U(v_0)) \rho_0(v_0) dv_0 dv_{t_1} \cdots dv_{t_{N-2}} dv_{t_{N-1}},
\]

where

\[
Q(v_i) := \exp \left( H v_i \Delta Z_{i+1} - \frac{1}{2} R(v_i) \Delta t \right),
\]

\[
R(v) := |Hv|^2 + (\Delta U + |\nabla U|^2)(v),
\]

\[
q_{\Delta t}(v_{t_{i-1}}, v_i) := \frac{1}{\sqrt{2\pi \Delta t}} \exp \left( -\frac{|v_i - v_{t_{i-1}}|^2}{2\Delta t} \right),
\]

from which we obtain the following recursion:

\[
\tilde{\rho}_0(v_0) = \exp(-U(v_0)) \rho_0(v_0) := \exp(-\tilde{G}_0(v_0)),
\]

\[
\tilde{\rho}_i(v_{t_i}) = \int Q(v_{t_{i-1}}) q_{\Delta t}(v_{t_{i-1}}, v_{t_i}) \tilde{\rho}_{i-1}(v_{t_{i-1}}) dv_{t_{i-1}} \quad \forall \ i = 1, 2, \ldots, N.
\]

By (C2), we have that \(\tilde{G}_0(v_0)\) is strongly convex with parameter \(c_g\). Then consider

\[
\tilde{\rho}_1(v_{t_1}) \propto \int \exp \left( H v_0 \Delta Z_1 - \frac{1}{2} R(v_0) \Delta t - \frac{|v_{t_1} - v_0|^2}{2\Delta t} - \tilde{G}_0(v_0) \right) dv_0 =: \int \exp(f(v_0, v_{t_1})) dv_0 =: \exp(-\tilde{G}_1(v_{t_1})),
\]
and by Theorem A.2, we have that
\[
\nabla^2_{v_{t_1}} \hat{G}_i \geq \frac{\int (\nabla^2_{v_{t_1}} f - \nabla^2_{v_{t_0}v_{t_1}} f(\nabla^2_{v_0} f)^{-1} \nabla^2_{v_{t_0}} f)e^{-f(v_0,v_{t_1})} dv_0}{\int e^{-f(v_0,v_{t_1})} dv_0}
\]
\[
\geq \int \left( \frac{1}{\Delta t} I - \frac{1}{(\Delta t)^2} \left( \frac{\Delta t}{2} \nabla^2_{v_0} R + \nabla^2_{v_0} g_0 + \frac{1}{\Delta t} I \right)^{-1} \right) e^{-f(v_0,v_{t_1})} dv_0 / \int e^{-f(v_0,v_{t_1})} dv_0
\]
\[
\geq \left( \frac{1}{\Delta t} - \frac{1}{(\Delta t)^2} \left( c_g + \frac{\Delta t c_r}{2} + \frac{1}{\Delta t} I \right)^{-1} \right) I
\]
\[
= \left( \frac{c_g + \frac{\Delta t c_r}{2}}{1 + \Delta t (c_g + \frac{\Delta t c_r}{2})} \right) I
\]
\[
= \gamma_1 I.
\]

By induction, one obtains that \( \hat{\rho}_i(v_{t_i}) \propto \exp(-\hat{G}_i(v_{t_i})) \) with \( \nabla^2_{v_{t_i}} \hat{G}_i \geq \gamma_i I \) (i.e., it is log-concave) for all \( i = 1, 2, \cdots, N \), where
\[
\gamma_i = m(\gamma_{i-1}) = \left( \frac{\gamma_{i-1} + \frac{\Delta t c_r}{2}}{1 + \Delta t (\gamma_{i-1} + \frac{\Delta t c_r}{2})} \right),
\]
\[
\gamma_0 = c_g.
\]

Since \( 0 < \frac{d m(x)}{dx} < 1 \) for \( c_g, c_r > 0 \) and \( \Delta t > 0 \), it follows that \( \gamma_i \) approaches a stable fixed point \( \gamma^*_i \) monotonically in time, where
\[
\gamma^*_i = \frac{-\Delta t c_r + \sqrt{(\Delta t c_r)^2 + 8c_r}}{4},
\]
and
\[
\gamma^*_i \to \sqrt{\frac{c_r}{2}} \text{ as } \Delta t \to 0,
\]
which together implies that
\[
\gamma_i \geq \min \left( c_g, \sqrt{\frac{c_r}{2}} \right) \forall \ i = 0, 1, \cdots, N.
\]

That is, we have shown that \( \hat{\rho}_i(v_{t_i}) \) is log-concave for all \( i = 0, 1, \cdots, N \). It is clear that the time discretised posterior density at time \( T \) is given by
\[
\rho_N(v_{T_N}) \propto \exp(U(v_{T_N})) \hat{\rho}_N(v_{T_N}),
\]
where we use the integer subscript \( N \) to differentiate from the continuous time posterior \( \rho_T \). Furthermore, due to (C1), \( \rho_N(v_{T_N}) \) is log-concave with parameter \( c_u + \min (c_g, \sqrt{\frac{c_r}{2}}) \), which holds even as \( N \to \infty \). By a direct application of the Brascamp-Lieb inequality (Theorem A.1), we have that
\[
\int |f(v_{T_N})|^2 \rho_N(v_{T_N}) dv_{T_N} \leq \frac{1}{c_g} \int |\nabla f(v_{T_N})|^2 \rho_N(v_{T_N}) dv_{T_N}
\]
with \( c_\gamma := c_\mu + \min(\omega, \sqrt{\mathbb{E}}) \) for all test functions \( f \in H^1_{\rho,\gamma}(\mathbb{R}^d) \), which can be equivalently stated as

\[
(7.7) \quad \mathbb{E}_P(|f(v_T)|^2 \exp(U(v_T) - U(v_0))\mathcal{N}_N) \leq \frac{1}{c_\gamma} \mathbb{E}_P(|\nabla f(v_T)|^2 \exp(U(v_T) - U(v_0))\mathcal{N}_N)
\]

for all \( N \in \mathbb{N}_{>0} \). Finally, from the definition of an Itô stochastic integral we have that

\[
\mathcal{N}_N \xrightarrow{L^2(P)} \mathcal{N}_\infty \quad \text{as} \quad N \to \infty
\]

and since \( L^2 \) convergence implies weak convergence, it follows that

\[
\lim_{N \to \infty} \mathbb{E}_P(g(V_T)\exp(U(V_T) - U(V_0))\mathcal{N}_N) = \mathbb{E}_P(g(V_T)\exp(U(V_T) - U(V_0))\mathcal{N}_\infty),
\]

which together with (7.7) implies (5.3).

### 7.2. Proof of Lemma 6.1

We proceed by first establishing a Poincaré inequality for the law of the signal process, making use of the fact that

\[
\int_{C_{[0,T]}} |f(x_T)|^2 \mu_X(dx) = \int_{\mathbb{R}^d} |f(x_T)|^2 \mu_{X_T}(dx_T),
\]

where \( \mu_{X_T} \) is the probability measure induced by the solution of (1.1) at time \( T \) under \( P \). Under the conditions on \( M \) and \( h \), \( \mu_{X_T} \) is absolutely continuous with respect to the Lebesgue measure, and we denote its density by \( \rho_T \). Consider the following Euler-Maruyama discretisation of the signal process over \([0, T]\) with time step \( \Delta \tau = \frac{T}{L} \):

\[
X_l = X_{l-1} + M(X_{l-1})\Delta \tau + \sqrt{\Delta \tau}\Delta V_l,
\]

where \( \Delta V_l \sim N(0, I) \). Denote by \( \hat{\rho}_l \) the probability density of \( X_l \) \( \forall \ l \in \{1, 2, \ldots, L\} \). The following lemma will be of use, which appears in the literature in various forms and we present here the precise form needed for our purposes.

**Lemma 7.1. Invariance of Poincaré inequality under Lipschitz Transformations** Let \( \eta \) and \( \nu \) be two density functions associated to the random variables \( X \) and \( Y \), respectively, and let \( \Theta : \mathbb{R}^d \to \mathbb{R}^d \) be a Lipschitz map with Lipschitz constant \( L_{\Theta} \) such that \( Y = \Theta(X) \). Suppose \( \eta \) satisfies a Poincaré inequality

\[
(7.10) \quad \exists \ c > 0 \ | \forall \ f \in H^1_{\eta,\gamma}(\mathbb{R}^d), \quad \int |f(x)|^2\eta(x)dx \leq c \int |\nabla f(x)|^2\eta(x)dx.
\]

Then \( \nu \) satisfies a PI also:

\[
\exists \ c_2 > 0 \ | \forall \ f \in H^1_{\nu,\gamma}(\mathbb{R}^d), \quad \int |f(y)|^2\nu(y)dy \leq c_2 \int |\nabla f(y)|^2\nu(y)dy,
\]

with \( c_2 = cL_{\Theta} \).

**Proof.** By change of variables,

\[
\int \psi(y)\nu(y)dy = \int \psi(\Theta(x))\eta(x)dx,
\]
for all integrable \( \psi \). Let \( \psi(y) = |f(y)|^2 \), then using (7.10) we have

\[
\int |f(y)|^2 \nu(y) dy = \int |f(\Theta(x))|^2 \eta(x) dx \\
\leq c \int |\nabla f(\Theta(x))|^2 \eta(x) dx \\
\leq c \int |\nabla f(\Theta)|^2 |\nabla \Theta(x)| \eta(x) dx \\
\leq c L_\Theta \int |\nabla f(\Theta)|^2 \eta(x) dx \\
= c L_\Theta \int |\nabla f(y)|^2 \nu(y) dy,
\]

where in the above \(|\cdot|\) refers to the \( L^2 \) induced matrix norm.

Since \( M \) is globally Lipschitz, by a direct application of Lemma 7.1 and the fact that Poincaré inequalities are stable under convolutions (Corollary 3.1 in [6]) we have that \( \tilde{\rho}_1 \) satisfies a Poincaré inequality with constant

\[
\tilde{\kappa}_1 = \kappa_0 (1 + L_M \Delta \tau)^2 + \Delta \tau.
\]

By induction, the Poincaré constant for \( \tilde{\rho}_L(x) \) is given by

\[
\tilde{\kappa}_L = \alpha^L \kappa_0 + \beta \sum_{j=0}^{L-1} \alpha^j,
\]

where \( \alpha = (1 + L_M \Delta \tau)^2 \) and \( \beta = \Delta \tau \). This implies that

\[
\int |f(x)|^2 \tilde{\rho}_L(x) dx \leq \tilde{\kappa}_L \int |\nabla f(x)|^2 \tilde{\rho}_L(x) dx
\]

(7.12) for \( f \in H^1_{\tilde{\rho}_L}(\mathbb{R}^d) \). Now, it is well-known that the Euler-Maruyama scheme converges in \( L^1 \), which therefore also implies weak convergence, i.e.,

\[
\lim_{L \to \infty} \mathbb{E}_P(X_L) = \mathbb{E}_P(X_t).
\]

(7.13)

Furthermore, we have that

\[
\lim_{L \to \infty} \tilde{\kappa}_L \int |\nabla f|^2 \tilde{\rho}_L(x) dx = \left( \lim_{L \to \infty} \tilde{\kappa}_L \right) \left( \lim_{L \to \infty} \int |\nabla f|^2 \tilde{\rho}_L(x) dx \right),
\]

since both limits exist, and the first limit on the r.h.s is given by \( \tilde{\kappa}_T \) where

\[
\tilde{\kappa}_T = \lim_{L \to \infty} \tilde{\kappa}_L = \lim_{L \to \infty} \left[ \kappa_0 \left( 1 + \frac{L \Delta \tau}{L} \right)^{2L} + \frac{T}{L} \sum_{j=0}^{L-1} \left( 1 + \frac{L \Delta \tau}{L} \right)^{2j} \right].
\]

It follows that

\[
\lim_{L \to \infty} \kappa_0 \left( 1 + \frac{L \Delta \tau}{L} \right)^{2L} = \kappa_0 e^{2L \Delta \tau}
\]
and

$$\sum_{j=0}^{L-1} \left(1 + \frac{LMT}{L}\right)^{2j} \leq L e^{2LMT},$$

so that

$$\lim_{L \to \infty} \frac{T}{L} \sum_{j=0}^{L-1} \left(1 + \frac{LMT}{L}\right)^{2j} \leq \lim_{L \to \infty} \frac{T}{L} L e^{2LMT} = Te^{2LMT}.$$ 

Combining the above, we have

$$(7.14) \quad \kappa_T = \exp(2LMT)(\kappa_0 + T).$$

Finally, $(7.14)$, $(7.13)$ and $(7.8)$ together imply that

$$(7.15) \quad \int_{C[0,T]} |f(x_T)|^2 \mu_X(dx) \leq \kappa_T \int_{C[0,T]} |\nabla f(x_T)|^2 \mu_X(dx).$$

As previously, since we have $\rho_\delta T = \theta_\delta T$ by construction, we can make use of the $\delta$-approximation of the Kallianpur-Striebel formula $(7.2)$. We note that the smooth approximation to the exponential martingale,

$$M_T(\mathcal{X}, Z^\delta(\omega)) = \exp \left( \int_0^T h(\mathcal{X}_s) dZ^\delta_s(\omega) - \frac{1}{2} \int_0^T |h(\mathcal{X}_s)|^2 ds \right),$$

$$= \exp \left( \int_0^T h(\mathcal{X}_s) \frac{Z_{t_n+1}(\omega) - Z_{t_n}(\omega)}{\delta} ds - \frac{1}{2} \int_0^T |h(\mathcal{X}_s)|^2 ds \right).$$

is uniformly bounded when $h$ is bounded, since $Z^\delta_s$ is of bounded variation. Then by the classical perturbation result due to Holley & Stroock we have that

$$\int_{C[0,T]} |f(x_T)|^2 M_T(x, Z^\delta(\omega)) \mu_X(dx) \leq \kappa_T \int_{C[0,T]} |\nabla f(x_T)|^2 M_T(x, Z^\delta(\omega)) \mu_X(dx).$$

where $\kappa_T = \kappa_T \exp(\text{osc}(M_T(\mathcal{X}, Z^\delta)))$. Furthermore, we have that

$$\text{exp}(\text{osc}(M_T(\mathcal{X}, Z^\delta(\omega)))) \leq \exp \left( T|h|^2 + 2|h| \left( \frac{T}{\delta} \right)^2 \sup_{n \leq N} |Z_{t_n+1}(\omega) - Z_{t_n}(\omega)| \right),$$

which gives the desired result.

8. Conclusions. A number of particle filters have been proposed over the last couple of decades with the common feature that the update step is governed by a type of control law. This feature makes them an attractive alternative to traditional sequential Monte Carlo which scales poorly with the state dimension due to weight degeneracy. This article proposes a unifying framework that allows to systematically derive the McKean-Vlasov representations of these filters for the discrete time and continuous time observation case, taking inspiration from the smooth approximation of the data in [9] and [7]. We highlight the various choices on the coefficients of the process that then leads to the different filters considered here, i.e., the FPF [34], [33],
The limiting form of the Crisan & Xiong and Reich filters is derived, thereby extending them to the continuous time observation setting. Additionally, this framework leads to formulations of the FPF and Reich filters for the continuous signal-discrete observation setting that avoids the need for a two step predict-update procedure (the so-called $\delta$-FPF and $\delta$-Reich filters, respectively). All filters require the solution of a Poisson equation defined on $\mathbb{R}^d$, for which existence and uniqueness of solutions can be a nontrivial issue. We therefore also establish conditions on the signal-observation system that ensures well-posedness of the weighted Poisson equation arising in the FPF.

There are several future research directions arising from this work that could be investigated. For instance, there are many other filters (e.g., [11]) that could be further analysed under this framework as well, in particular to obtain their limiting forms. Most importantly, we have only provided representations of the filters for the continuous time observation limit, and a rigorous justification of the existence of such processes as well as convergence will be investigated in a future publication. There also exist possibilities to consider relaxations on the conditions on $\mathcal{M}$ and $h$ to ensure well-posedness of the Poisson equations arising in these filters.
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Appendix A. Some useful theorems.

Theorem A.1. Brascamp-Lieb inequality [5]. Let $\rho(x) = \exp(-\mathcal{G}(x))$ where $x \in \mathbb{R}^d$ and $\mathcal{G} \in C^2(\mathbb{R}^d)$ are strictly convex. Then it holds for all $f(x) \in H^2_\rho(\mathbb{R}^d)$ that

$$
\int |f(x)|^2 \rho(x) dx - \left( \int f(x) \rho(x) dx \right)^2 \leq \int \langle \nabla f, [\nabla^2 \mathcal{G}]^{-1} \nabla f \rangle \rho(x) dx.
$$

As detailed in [5], a useful corollary of the above theorem is the following (see Theorem 4.2 in [5])

Theorem A.2. Let $\mu(x) = \mu(y,z) = \exp(-\mathcal{G}(y,z))$ with $y \in \mathbb{R}^m, z \in \mathbb{R}^n$ and $d = m + n$. Suppose $\mathcal{G}$ satisfies the assumptions of Theorem A.1. Consider $\rho(y) = \exp(-\mathcal{H}(y)) = \int \exp(-\mathcal{G}(y,z)) dz$. Then it holds that

$$
\nabla^2 \mathcal{H} \succ \frac{\int (\nabla^2 \mathcal{G} - \nabla^2_y \mathcal{G} (\nabla^2_z \mathcal{G})^{-1} \nabla^2_y \mathcal{G}) \mu(y,z) dz}{\int \mu(y,z) dz}.
$$