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We perform the first test of dark matter (DM) stress-energy evolution through cosmic history, using cosmic microwave background measurements supplemented by baryon acoustic oscillation data and the Hubble Space Telescope key project data. We constrain the DM equation of state (EoS) in 8 redshift bins, and its sound speed and (shear) viscosity in 9 redshift bins, finding no convincing evidence for non-ΛCDM values in any of the redshift bins. Despite this enlarged parameter space, the sound speed and viscosity are constrained relatively well at late times (due to the inclusion of CMB lensing), whereas the EoS is most strongly constrained around recombination. These results constrain for the first time the level of “coldness” required of DM across various cosmological epochs at both the background and perturbative levels. We show that simultaneously allowing time dependence for both the EoS and sound speed parameters shifts the posterior of the DM abundance before recombination to a higher value, while keeping the present day DM abundance similar to the ΛCDM value. This shifts the posterior for the present day Hubble constant compared to ΛCDM, suggesting that DM with time-dependent parameters is well-suited to explore possible solutions to persistent tensions within the ΛCDM model. We perform a detailed comparison with our previous study involving a vanishing sound speed and viscosity using the same datasets in order to explain the physical mechanism behind these shifts.

I. INTRODUCTION

Galactic and cosmological observations indicate that if gravitational laws are dictated by general relativity, a large fraction of the nonrelativistic matter in our Universe is in the form of particles having negligible interaction with electromagnetism, baryons and themselves, and with negligible initial velocity dispersion. The existence of these particles has been demonstrated through their gravitational effects on the largest (galactic to cosmological) scales of the Universe. Collectively, they are successfully modeled as cold dark matter (CDM), a crucial component of the ΛCDM concordance model.

Although a plethora of concrete DM models have been proposed [10], dedicated direct and indirect astrophysical searches have yielded no convincing evidence for a DM particle so far. The strongest exclusion limits in the mass vs cross-section plane using direct detection through nuclear recoil come from the Xenon1T experiment [5–8]. Meanwhile, possible signals of DM annihilation resulting in the positron excess detected by the Alpha Magnetic Spectrometer (AMS) instrument [2] are in conflict with the Planck collaboration [40] observations of the Cosmic Microwave Background (CMB) anisotropies, the latter being sensitive to energy injection in the intergalactic medium through such annihilations. Indeed, the AMS positron excess may be explained by conventional astrophysical mechanisms [3, 37].

This lack of nongravitational evidence necessitates further testing of the CDM paradigm. Taking a more agnostic approach with this in mind, we test possible departures from CDM using the phenomenologically motivated generalized dark matter (GDM) model [23]. GDM compactly parametrizes the DM properties encapsulated by pressure and viscosity using three parametric functions: the background equation of state (EoS) \( w(a) \) of DM, sound speed \( c_s^2(a, k) \) and the viscosity \( c_{vis}^2(a, k) \), where \( a \) is the scale factor and \( k \) the wave number of the linearized GDM fluid fluctuations.

In [23] it was shown that the expansion history and consequently the CMB anisotropies angular power spectrum is particularly sensitive to these parameters. Moreover, when \( w \) is a constant, [23] uncovers a degeneracy between \( w \) and \( \omega_g^{(0)} \), the dimensionless DM density today. An extensive investigation of the model was presented in [28] where its possible
connection to more fundamental theories was established, particularly to K-essence scalar fields, a rich internally coupled dark sector (e.g. dark matter coupled to dark radiation), thermodynamics and effective field theories. Furthermore, [28] analysed an exact solution of the perturbed Einstein equations in a flat GDM-dominated universe uncovering a degeneracy between a constant sound speed and constant viscosity. Specifically, the effective perturbative parameter relevant for the CMB is \( c_s^2 + \frac{8}{15} c_{\text{vis}}^2 \) and in order to break this degeneracy, different types of observations are necessary.

Constraints on constant GDM parameters were placed previously by [14, 31, 38, 49] using a variety of datasets. The latest constraints on constant GDM parameters were reported in [44] and [32] using CMB data from the Planck satellite setting a limit on constant \( |w| \leq 10^{-3} \) and \( c_s^2, c_{\text{vis}}^2 \leq 10^{-6} \). Significant improvements on the perturbative parameters \( c_s^2 \) and \( c_{\text{vis}}^2 \) were obtained in [32] and [43] through the inclusion of the late-time clustering data. Using late-time clustering data, however, is prone to introducing systematic modeling errors due to the nonlinearities inherent in the processing of these datasets. Thus, to test that the improvement in the perturbative parameters relevant for the late universe, between matter-radiation equality and CMB recombination \( |w| \leq 10^{-3} \) and thus DM must behave very closely to CDM during that time [29].

Although a wealth of more constraining data exists, by sticking to observables pertaining to linear perturbations and Friedmann-Lemaître-Robertson-Walker (FLRW) background one reduces systematic uncertainties and modeling errors (on the nonlinear scales) to a minimum. This ensures that any potential detection of nonzero GDM parameters can be convincingly interpreted as a detection of DM properties. We refer however to [32, 43, 45] for potential applications to nonlinear scales.

In this article, we present the most exhaustive parameter search to date, allowing all three GDM parametric functions \( w(a), c_s^2(a) \) and \( c_{\text{vis}}^2(a) \) to have a sufficiently general time dependence. This time dependence is modelled by binning \( w(a) \) in 8 and \( c_s^2 \) and \( c_{\text{vis}}^2 \) in 9 scale factor bins, totalling 26 parametric choices of GDM models beyond CDM. We use the same datasets as our previous study which had a time-dependent \( w(a) \) but zero \( c_s^2(a) \) and \( c_{\text{vis}}^2(a) \) [29]; this allows us to perform a detailed comparison of the effects of the new enlarged parameter space corresponding to \( c_s^2(a) \) and \( c_{\text{vis}}^2(a) \) with respect to [29].

The structure of the article is as follows. We give a brief summary of the GDM model, describe our binning strategy and present the various models and submodels that we study in Sec. II. In Sec. III we present our methodology, including numerical solutions, the datasets and sampling method used which allowed exploration of the very high-dimensional parameter space and a discussion of our choice of priors. Our results are presented in Sec. IV, specifically constraints on the DM EoSs and abundance, constraints on the sound speed and viscosity, degeneracies and a special submodel where all three functions are set to be equal. We discuss the physical aspects and implications of our results in Sec. V, particularly, the tight constraint of the GDM comoving density perturbation in the early universe and how some GDM models may alleviate the Hubble tension. We conclude in Sec. VI.

The reader may find useful the three appendices. In Appendix A we derive an expression for the growth index in a \( \Lambda \)CDM (i.e. GDM with constant EoS and zero sound speed and viscosity) and discuss the Integrated Sachs-Wolfe (ISW) effect. We describe our publicly available suite of codes used here for sampling the parameter space and visualizing the results in Appendix B. A complete list of constraints for various choices of datasets, parametrization choices and priors as well as correlation matrices can be found in Appendix C.

II. THE MODEL

A. Evolution model

We consider a flat FLRW background with only scalar perturbations, see [28] for more details and notation. The GDM background density \( \rho_g \) and pressure \( p_g \) evolve according to the conservation law

\[
\dot{\rho}_g = -3H(1+w)\rho_g, \quad \dot{p}_g = w\rho_g, \tag{2.1}
\]

where \( H = \frac{\dot{a}}{a} \) is the Hubble parameter, satisfying the Friedmann equation, and the overdot denotes derivatives with respect to cosmic time \( t \). The parametric function \( w(a) \) can be freely specified and contains with \( w = 0 \) the CDM model (\( \rho_g = \rho_c \)). The GDM model has two further free parametric functions, the speed of sound, \( c_s^2(a, k) \), and the (shear) viscosity, \( c_{\text{vis}}^2(a, k) \), both of which are zero in the case of CDM.

The synchronous gauge metric perturbed around a flat FLRW background is given by

\[
ds^2 = -dt^2 + a^2\left[(1 + \frac{1}{2} H)\delta_{ij} + (\nabla_i \nabla_j - \frac{1}{3} \gamma_{ij} \nabla^2)\right]dx^i dx^j, \tag{2.2}
\]

where \( \nabla_i \) is the covariant derivative compatible with the Euclidean metric \( \gamma_{ij} \) and only scalar modes (in this gauge \( h \) and \( \nu \)) are considered.

Switching to \( k \)-space, the general GDM fluid equations for the density contrast \( \delta_g \) and velocity perturbation \( \theta_g \) are given by

\[
\dot{\delta}_g = 3H(w\delta_g - \Pi_g) - (1 + w)\left[\frac{k^2}{a^2}\theta_g + \frac{1}{2} \dot{H}\right], \tag{2.3a}
\]

\[
ad\dot{\theta}_g = -(1 - 3c_s^2)\alpha H\theta_g + \frac{\Pi_g}{1 + w} - \frac{2}{3} k^2 \Sigma_g. \tag{2.3b}
\]
with \( c_a^2 = \hat{P}_a/\hat{\rho}_a \). While the above equations are generically valid for any conserved fluid, the following special choice of closure equations, defines the GDM model [23]

\[
\Pi_g = c_a^2 \delta_g + 3(1 + w)(c_g^2 - c_a^2) a H \theta_g \tag{2.3c}
\]

\[
\Sigma_g = -3H \Sigma_g + \frac{4}{1 + w} c_g^2 \left( \frac{\theta_g}{a} - \frac{1}{2} \right). \tag{2.3d}
\]

The first equation is a perturbative EoS for the pressure perturbation \( \Pi_g \equiv (P_g - \hat{P}_g)/\hat{\rho}_g \) and the second equation is an evolution equation for the scalar part \( \Sigma_g \) of the traceless part of the GDM stress tensor \( T^g_{ij} \). We refer the interested reader to [28] for further discussions of the theoretical motivation, physical interpretation and notation.

The EoS \( w \) is expected to be uncorrelated with the two perturbative parameters \( c_g^2 \) and \( c_{vis}^2 \) during the era of matter domination, as shown in [44]. However, as we show below, these parameters become correlated during the era of radiation domination, when adiabatic initial conditions are considered.

### B. Smooth bin parametrization

In order to constrain the three purely time-dependent GDM parametric functions \( u(a) \), \( c_j^2(a) \) and \( c_{vis}^2(a) \) in a way that is sufficiently general but still feasible, we restricted the variation of these functions to \( N = 9 \) scale factor bins. As our goal is to explore the allowed behavior of dark matter with as few restrictions as possible, having fewer bins would unnecessarily restrict the phenomenological freedom of the model.

The bin edges were chosen to be

\[
\hat{a}_0 = 1 \quad \text{with } \Delta_{in_a} = 0.5 \tag{2.4}
\]

so that \( f(a) \) (here denoting any of \( w, c_j^2, c_{vis}^2 \)) has piecewise constant values between them, that is,

\[
f(a) = \sum_{i=0}^{N-1} f_i \Theta(a - \hat{a}_{i+1}) \Theta(\hat{a}_i - a), \tag{2.5}
\]

with the \( f_i \) coefficients comprising \( N \) free parameters and \( \Theta \) is the Heaviside step function. In the case of the \( u(a) \) function, the discontinuity at the bin edges \( \hat{a}_i \) implies \( c_a^2(\hat{a}_i) \approx \pm \infty \) for the adiabatic sound speed. In order to test whether our conclusions depend on this discontinuity, we regularized the transitions by a lognormal smoothing of Eq. (2.5) with width \( \sigma_{in_a} \) (and assuming \( \sigma_{in_a} \ll \Delta_{in_a} \)), leading to

\[
f(a) = \sum_{i=0}^{N-2} \tilde{f}_i(a) \Theta(a - \hat{a}_{i+1}) \Theta(\hat{a}_i - a) \tag{2.6}
\]

\[
\tilde{f}_i(a) = \frac{f_i - f_{i+1}}{2} \text{erf}\left( \frac{\ln(a/\hat{a}_{i+1})}{\sigma_{in_a}} \right) + \frac{f_i + f_{i+1}}{2},
\]

with the \( \tilde{f}_i(a) \) coefficients comprising \( N \) free parameters and \( \Theta \) is the Heaviside step function. The inclusion of this model allows us to avoid introducing unwanted physical effects, but sufficiently wide to study potential differences to setting \( \sigma_{in} = 0 \) corresponding to Eq. (2.5). Both choices produced the same constraints. See Fig. 1 for a visual representation of Eq. (2.6).

### C. Definition of models and submodels

We list here the different types of (sub)models that we used for our study of GDM.

#### a. Model “var-wc”:

The most general GDM model based on our parametrization with all 26 GDM parameters included is denoted by “var-wc”. In addition to this model, we consider and study separately the three nested submodels below. We note that as discussed in [29], a degeneracy between \( w \) and \( \Lambda \) is present in the late universe. With this in mind, the last two \( w \)-bins were merged by setting \( w_0 = w_1 \) in this model, as well as its submodel “var-w”.

#### b. Submodel “var-w”:

The submodel obtained by setting \( c_j^2 = c_{vis}^2 = 0 \) while keeping the \( 8 \) \( w/8 \) free, is denoted by “var-w” and has been previously studied in [29]. It describes a GDM fluid that only modifies the background evolution of the Universe, but maintains the geodesic motion of GDM fluid elements. We include this model here for reference purposes, as the present paper is a direct generalization and logical continuation of [29]. The inclusion of this model allows us to

\[\text{FIG. 1. Dashed lines show the first two components of the sum in Eq. (2.6) in an arbitrary case where } f_i < f_{i+1} \text{. The black thin line shows the first three components of the sum in Eq. (2.5). The width of the grey bands corresponds to } \sigma_{in_a}.\]
check to what extent the previously obtained var-w constraints are recovered within the encompassing var-wc model after marginalization over the 18 additional \( c_{i,j}^2 \) and \( c_{\text{vis},i}^2 \) parameters. The bins \( w_0 \) and \( w_1 \) were once again joined together.

d. Submodel “var-w=c”: Finally, we also consider the submodel with the restriction \( w_i = c_{i,j}^2 = c_{\text{vis},i}^2 \). This model is interesting due to its close relation with a number of well-motivated collisionless DM scenarios. Two examples are the case of warm DM and the case of CDM when the effects of unresolved nonlinear small-scale physics is incorporated using the effective field theory of large-scale structure [EFToLSS, 9, 15, 16, 19]. In this case we let \( w_0 \) and \( w_1 \) be mutually independent since late universe constraints on \( w \) are driven by the \( c_{i,j}^2 \) and \( c_{\text{vis},i}^2 \) functions, as we explain in Sec. IV D. Table I shows a summary of all GDM models considered in this paper.

It is also convenient to define a dimensionless scaled GDM density

\[
\omega_T \equiv \frac{3 \times 100 \text{ km/s/Mpc}}{8 \pi G} \frac{\rho_i}{a^3},
\]

in order to facilitate interpreting constraints on \( w_i \). When \( w = 0 \), \( \omega_T \) is equal to the conventional (constant) dimensionless CDM density \( \omega_c \). The function \( \omega_T \) is in general time dependent, however, fully determined by the \( N + 1 \) parameters \( \omega_T^{(0)}, \omega_T \). We use the notation \( \omega_T^{(a)} = \omega_T(a) \) and similarly for other functions with subscripts, so that the present day DM abundance is \( \omega_T^{(0)} = \omega_T(\Omega_0) \). Functions without subscript we write instead as \( w_i = w(a_i) \).

### III. METHODOLOGY

#### A. Numerical solutions

In order to perform our analysis we implemented the GDM fluid equations (2.1) and (2.3) in the Cosmic Linear Anisotropy Solving System (CLASS) code [33]. CLASS numerically solves the Boltzmann equation for each relevant component coupled to the Einstein equations and calculates the CMB and matter power spectra given a set of model parameters. Our modification of the CLASS code adds an additional GDM component based on the dark energy fluid (with free equation of state and sound speed) implemented by the original authors [34], which we further improved to allow for nonzero viscosity.

Our modification of CLASS makes it easy to define as many bins as necessary for all three GDM functions \( \{w, c_{i,j}^2, c_{\text{vis},i}^2\} \) through the standard CLASS interface and to set the amplitudes for each of these functions in each bin. Following this work, our code is made publicly available\(^2\) with instructions on how to use it.

We also independently modified a different Boltzmann code [DASH, 25] to include the full GDM parametrization. We performed a full comparison between the codes in the case of constant GDM parameters, including the background evolution, perturbation evolution, the CMB angular power spectra, matter power spectrum and lensing potential. The numerical difference of the two codes in the case of the GDM model is similar to the corresponding difference in the case of \( \Lambda \)CDM, within \( \sim 0.1\% \). This level of agreement holds for all quantities in both the synchronous gauge and the conformal Newtonian gauges.

#### B. Datasets and sampling technique

Our constraints are obtained using the same datasets as in [29]. Specifically we used the Planck 2015 data release [41] of the CMB anisotropies power spectra, composed of the low-\( \ell \) T/E/B likelihood and the full TT/TE/EE high-\( \ell \) likelihood with its complete set of nuisance parameters. The combination of these likelihoods is thereafter referred to as Planck power spectra (PPS). We also selectively added the HST key project prior on \( H_0 \) [42], BAO measurements from the 6dF Galaxy Survey [11] and the Baryon Oscillation Spectroscopic Survey Sloan Digital Sky Survey [4], and the Planck 2015 CMB lensing likelihood (respectively referred to as HST, BAO and Lens). Although more recent cosmological datasets are available [see e.g [40]], keeping to the ones mentioned above allows us to perform a robust comparison with our previous work [29] where \( c_{i,j}^2 = c_{\text{vis},i}^2 = 0 \) in order to elucidate the effects of the new enlarged parameter space.

Our total cosmological parameter set (not including the Planck likelihood nuisance parameters)

\[
(\omega_b, \omega_T^{(0)}, H_0, n_s, \tau, \ln 10^{10} A_s, w_i, c_{i,j}^2, c_{\text{vis},i}^2)
\]

consists of 6 \( \Lambda \)CDM parameters and 8 values \( w_i \), 9 values \( c_{i,j}^2 \) and 9 values \( c_{\text{vis},i}^2 \). We assumed adiabatic initial conditions, described in [28].

We investigated the constraints on our selection of GDM (sub)models coming from our choice of datasets using a standard Markov Chain Monte Carlo (MCMC) approach. For this purpose we used ECLAIR, a publicly available\(^3\) suite of codes that uses the numerical output from CLASS, combined with

\(^2\) https://github.com/s-ilic/gdm_class_public

\(^3\) https://github.com/s-ilic/ECLAIR

---

**TABLE I. List of the GDM models studied in this work.**

| Model      | Additional parameters | Restrictions | No. of additional parameters |
|------------|-----------------------|--------------|-----------------------------|
| var-wc     | \( w_i, c_{i,j}^2, c_{\text{vis},i}^2 \) | \( w_0 = w_1 \) | 20 (8 + 2 x 9) |
| var-w      | \( w_i \) | \( w_0 = w_1 \) | 8 (9-1) |
| var-c      | \( c_{i,j}^2, c_{\text{vis},i}^2 \) | \( w = 0 \) | 18 (2 x 9) |
| var-w=c    | \( c_{i,j}^2, c_{\text{vis},i}^2 \) | \( w = c_{i,j}^2 = c_{\text{vis},i}^2 \) | 9 (1 x 9) |
likelihoods of state-of-the-art datasets, and efficient sampling methods.

To sample the parameter space we used the Goodman-Weare affine-invariant ensemble sampling technique [21] via our ECLAIR framework which internally uses the technique’s Python implementation emcee [20]. The convergence of the MCMC chains was assessed using graphical and numerical tools included in the ECLAIR code package (see Appendix B for more details). The ECLAIR suite was also used to find the point in parameter space corresponding to the maximum likelihood of each model. The resulting chains were used to determine the marginalized posterior distributions of the parameters using the publicly available code getdist [35].

### C. Priors

We set uniform priors as specified in Table II unless otherwise stated. We used the same priors on Planck nuisance parameters and the same neutrino treatment as in [29, 44]. The helium fraction was set to \(Y_{\text{He}} = 0.24667\) [39]. We have checked that letting \(Y_{\text{He}}\) be an additional free parameter in our MCMC analysis does not affect our results and conclusions.

We set flat priors on standard cosmological parameters as well as the GDM parameters (see Table II). The choice of priors is always a sensitive issue in any type of Bayesian analysis. This is particularly true in our case, as many of our parameters have a physical lower bound – namely sound speed and viscosity need to be positive at all times. These bounds form a (multidimensional) “corner” which due to volume effects becomes highly disfavored during the MCMC exploration regardless of whether the data favor this region of the parameter space or not. This situation is particularly problematic in our case because this corner corresponds to the standard CDM paradigm (zero sound speed and viscosity) and could be, thus, erroneously excluded by our MCMC analysis. Moreover, due to correlations with all other cosmological parameters, the corresponding marginalized posteriors of the set of sound speed and viscosity parameters might also be affected.

In order to alleviate these effects and test the sensitivity of our constraints on our choice of priors, we also used nonflat priors for \(c_{\tau,i}^2\) and \(c_{\text{vis},i}^2\), keeping the priors on the other parameters unchanged. For this test, we used flat priors on the combinations

\[
c_{\tau,i}^2 \equiv c_{\tau,i}^2 + \frac{8}{15} c_{\text{vis},i}^2 \quad (3.2)
\]

\[
b_i \equiv \frac{15c_{\tau,i}^2 + 8c_{\text{vis},i}^2}{15}
\]

which results in nonflat priors for the \(c_{\tau,i}^2\) and \(c_{\text{vis},i}^2\) set of parameters since the measure transforms as

\[
dc_{\tau,i}^2 db_i \propto \frac{dc_{\tau,i}^2 dc_{\text{vis},i}^2}{c_{\tau,i}^2}. \quad (3.3)
\]

We refer to these priors as “nonflat priors” when discussing the \(\text{var-wc}\) and \(\text{var-c}\) models.

These priors are physically motivated. During GDM domination the scale below which the gravitational potential decays is determined by \(c_i\eta\), where \(\eta\) is the conformal time [44]. The \(b\) parameter interpolates linearly between the two extremes of 100% sound speed or 100% viscosity contribution to \(c_i^2\). After the leading-order effect determined by \(c_i\), sets in, the quantity \(b = c_i^2/c_{\tau,i}^2\) results in subleading effects, given a fixed \(c_i\). Thus, it seems natural to assume flat priors on the \([c_{\tau,i}^2, b_i]\) set of parameters rather than on \(c_{\tau,i}^2\) and \(c_{\text{vis},i}^2\). Flat priors on \(c_i^2\) and \(b\) translate then into priors on \(c_{\tau,i}^2\) and \(c_{\text{vis},i}^2\) which peak at the values \(c_i^2 = 0\) and \(c_{\text{vis},i}^2 = 0\), as implied by (3.3). Hence, we call these “nonflat priors”. When viewed in the \(c_{\tau,i}^2-c_{\text{vis},i}^2\) plane, these nonflat priors give more weight to the CDM “corner” \(c_i^2 = c_{\text{vis},i}^2 = 0\) and thus are expected to lead to tighter constraints on \(c_{\tau,i}^2\) and \(c_{\text{vis},i}^2\).

### IV. RESULTS

The main results of this work are (i) the constraints on the time dependence of the DM EoS \(w(a)\) and abundance \(\omega_y(a)\) from the \(\text{var-wc}\) model shown in Figs. 2 and 3 and (ii) the constraints on \(c_{\tau,i}^2\) and \(c_{\text{vis},i}^2\) from \(\text{var-wc}\) and \(\text{var-c}\) shown in Fig. 4. For comparison, we also show the constraints on the \(\text{var-w}\) model discussed previously in [29].

Interestingly, comparing the best (i.e. lowest) \(\chi^2\) for the three GDM models to the corresponding \(\chi^2\) in \(\Lambda\)CDM, i.e. \(\Delta \chi^2_{\text{GDM}} \equiv \chi^2_{\Lambda\text{CDM}} - \chi^2_{\text{GDM}}\), we find \(\Delta \chi^2_{\text{var-wc}} \approx \Delta \chi^2_{\text{var-c-w}} \approx 8\) and \(\Delta \chi^2_{\text{var-c}} \approx 0\). To elaborate, adding the 8 new \(w_i\) parameters improves the fit only marginally (\(\Delta \chi^2 \approx 8\)). However, adding the 18 new parameters for sound speed and viscosity yields virtually no improvement to the fit whether added by themselves (\(\text{var-c submodel}\)) or within the full \(\text{var-wc}\) model. We note that since we do not expect our numerous new GDM parameters to be physical, it makes little sense to apply model selection criteria to our GDM models.

The list of the 68% and 95% credible regions of the 1D-posteriors as well as best-fit values of the \(\text{var-wc}\) and \(\text{var-c}\) models for all parameters and datasets may be found in Appendix C. In the following sections we discuss the constraints in detail.

| Parameter | Prior | Model |
|-----------|-------|-------|
| \(\omega_b\) | [0.0, 1.0] | all |
| \(\omega_y(0)\) | [0.0, 1.0] | all |
| \(H_0\) | [45, 90] | all |
| \(\ln(10^{10} A_s)\) | [2.4] | all |
| \(n_s\) | [0.8, 1.2] | all |
| \(\tau_{\text{reio}}\) | [0.01, 0.8] | all |
| \(w_i\) | [-1, 1] | \(\text{var-w} \& \text{var-wc}\) |
| \(c_{\tau,i}^2\) | [0.0, 1.0] | \(\text{var-c} \& \text{var-wc}\) |
| \(c_{\text{vis},i}^2\) | [0.0, 1.0] | \(\text{var-c} \& \text{var-wc}\) |

TABLE II. List of free cosmological parameters and priors.

---

4 Throughout \(H_0\) is in units of \(\text{km s}^{-1} \text{Mpc}^{-1}\), and \(H_{\text{eq}}\) and \(r_s\) are in units of Mpc.
FIG. 2. Shown are the 99% credible regions on the $w_i$ parameters parametrized the EoS of DM. The large ticks on the $a$-axis specify the bin boundaries. The line styles correspond to different datasets and models specified in the legend. The insets zoom into the region enclosing $w = 0$ and have the same ticks on the $a$-axis. Left: We show the credible regions for the var-wc and var-w models when PPS and PPS+Lens+BAO dataset combinations are used. In the var-wc model, the $\Lambda$CDM model (thin black solid line $w = 0$) lies outside the 99% credible region for bins 8, 7 and 6 when PPS+Lens+BAO (yellow shaded regions; darker shades correspond to 95% and 68%) was used while when PPS (black full line) was used only bin 7 is marginally inconsistent with $\Lambda$CDM. The var-w model (red dashed and red dotted) is, however, consistent with $\Lambda$CDM for all datasets. Right: Comparing flat and nonflat priors in the var-wc model with the dataset PPS+Lens+BAO combination. The yellow shaded region corresponds to 99% (darker shades as on the left) credible regions. For the nonflat priors (green full line) only bin 7 does not include $w = 0$. The best fit model is shown as thick black line which deviates significantly from the mean in the early universe. In bin 8 (leftmost bin), the best fit model lies at the lower edge of the lower 99% credible region of the flat prior case (lower boundary of the yellow region), while it is well contained for the nonflat prior (full green).

FIG. 3. Shown are the 95% credible regions on the scaled DM abundance $\omega_g(a)$ with same color scheme as in Fig. 2. The grey band corresponds to the $\Lambda$CDM constraint for PPS+Lens+BAO.

A. Constraints on DM EoS and abundance: var-wc and var-w

1. Equation of state, $w(a)$

In Fig. 2 we show constraints on $w$ contrasting several models (var-w, var-wc), datasets (PPS, PPS+Lens+BAO) and priors (flat and nonflat priors for sound speed and viscosity). Quite interestingly, we observe on the left panel and in the case of the var-wc model that $\Lambda$CDM lies outside the 99% credible region in the earliest universe bins ($i = 8, 7, 6$) when the PPS+Lens+BAO dataset was used (yellow shaded region). In contrast, when the same dataset was used to constrain the var-w model (e.g. with $c_s^2 = c_{vis}^2 = 0$) the credible regions of $w_i$ are consistent with zero, and thus $\Lambda$CDM, in all of the bins (red dotted lines).

Consider now the right panel of Fig. 2 which singles out the var-wc model constrained with the PPS+Lens+BAO dataset combination – the most discrepant with $\Lambda$CDM – on the left panel. There we display the impact of using different priors on constraining this model: the flat priors on $c_s^2$ and $\cvis^2$ versus the nonflat priors on the same parameters, the latter corresponding to flat priors on the parameters defined by (3.2). We see that using the nonflat priors makes the early universe cred-
ible regions shift significantly (green lines) so that all bins, except the 7th bin, become consistent with ΛCDM, although even the 7th bin’s tension with ΛCDM is reduced to ≈ 3σ. Furthermore, the best fit model lies close to ΛCDM in bins 6, 7 and 8 and so we cannot decisively claim any nonzero detection of $w$.

We consider now the var-wc versus the var-w model. Even in the late universe (rightmost) bins where the priors on $c_s^2$ and $c_{\text{vis},i}^2$ do not have profound impact (see right panel of Fig. 2), marginalization over $c_s^2$ and $c_{\text{vis},i}^2$ in the var-wc model shifts the credible regions significantly (see the left panel of Fig. 2 and compare the red dotted lines with the yellow shaded region). These differences between the two models at late times are present also when the PPS dataset is used (contrasting red lines versus black dashed line on the left of Fig. 2). Clearly then, marginalization over $c_s^2$ and $c_{\text{vis},i}^2$ in the var-wc model does not lead to the same constraints on $w$ as simply setting $c_s^2 = c_{\text{vis},i}^2 = 0$ (the var-w model). We discuss in more detail the origin of the differences between these two models in the late and early universe in Sec. V.

We find strongest constraints on $w$ between $a_6$ and $a_8$ which enclose the matter-radiation equality $\omega_q \approx 3 \times 10^{-4}$. In other bins the constraints on $w$ weaken significantly. Adding the BAO or HST dataset has only a minor effect on var-w constraints and only tightens limits in the rightmost bin. Contrary to the case of the const-w model [where $w$ is a constant throughout the evolution of the universe and $c_s^2$ and $c_{\text{vis},i}^2$ are zero, 44], and the var-w model [29], adding CMB lensing in the var-wc model significantly shifts the constraints on $w$ away from ΛCDM. This is seen by comparing the yellow shaded with the solid black region in the left panel of Fig. 2. The reasons for this will be discussed in detail in Sec. V.

2. Dark matter abundance, $\omega_q(a)$

The derived parameter $\omega_q(a)$, shown in Fig. 3, provides a better intuition on the meaning of the constraints on $w_i$. The $\omega_q(a)$ parameter is constructed via analytically integrating (2.1) given a set of $w_i$ and $\omega_q(0)$. Figure 3 shows the same model and dataset combinations as Fig. 2. Paradoxically, having free sound speed and viscosity in the var-wc model restricts the posterior of $\omega_q(0)$. This explains why after marginalizing over $c_s^2$ and $c_{\text{vis},i}^2$, the $w_0$ constraints improve compared to the var-w submodel. The improvement of the $\omega_q(0)$ posterior in var-wc compared to var-w is discussed in Sec. V.

The most striking difference with the $w(a)$-constraints is the persistent offset of $\omega_q$ between the var-wc and ΛCDM models in the early universe, i.e. for all $a < 10^{-2}$. During the best-constrained period in $a$, around the time of matter-radiation equality $\omega_q = 3 \times 10^{-4}$, we found $\omega_q = 0.1236^{+0.0044}_{-0.0041}$ for the 95% credible interval in the case of the var-wc model when the PPS+Lens+BAO dataset combination was used. For comparison, we obtain $\omega_q = 0.1184^{+0.0021}_{-0.0020}$ in ΛCDM with the same dataset combination. The same offset is present when only the PPS dataset is used, as seen in the inset of the left panel of Fig. 3 (black lines), whereas the var-w model (red dotted line) leads to virtually the same value for $\omega_q$ as ΛCDM for both dataset combinations.

The right panel in Fig. 3 focuses on the impact of priors on $c_s^2$ and $c_{\text{vis},i}^2$. The green lines display the 95% credible regions obtained when using nonflat priors on $c_s^2$ and $c_{\text{vis},i}^2$ that give more weight to ΛCDM, see (3.2). We see that the flat prior credible region (yellow shaded) is very similar to the nonflat prior region (green lines), suggesting that the offset of $\omega_q$ in the early universe is not caused by the choice of priors. The black line shows the best fit model obtained through maximization of the log-likelihood. The best fit model, which does not depend on priors, also stays above the ΛCDM 95% credible region (grey band), favoring higher values of $\omega_q$ in the pre-recombination era.

B. Constraints on sound speed and viscosity: var-wc and var-c

1. Constraints on $c_s^2$ and $c_{\text{vis},i}^2$

We now turn to the constraints on the perturbative GDM parameters $c_s^2$ and $c_{\text{vis},i}^2$ with $0 \leq i \leq 9$. In the upper panel of Fig. 4 we compare the var-wc and var-c models (for which $w = 0$) for each of the dataset combinations, PPS and PPS+Lens+BAO. We also display the constraints on constant $c_s^2$ and $c_{\text{vis},i}^2$, labeled as “const”, found previously in [44] using the same respective dataset combinations (dashed grey and dot-dashed grey lines). We see from the upper panel of Fig. 4 that CMB alone (PPS) constrains the $c_s^2$ and $c_{\text{vis},i}^2$ in all redshift bins. The best constraints, nearly as good as for the constant parameter case (“const”), are achieved in the bin $i = 1$ for which $0.1 < a < 10^{-0.5}$ (redshift $2.2 < z < 9$), where the gravitational lensing of the CMB is most efficient [see e.g. 36]. This secondary anisotropy, which smoothes the amplitude of the peaks and troughs of the CMB spectra without changing their location, most strongly constrains the perturbative GDM parameters.

The earliest parameters $c_s^2$ and $c_{\text{vis},8}$ are mostly constrained, however, through the primary CMB anisotropies. This may be inferred by comparing the yellow and black regions of the top two panels of Fig. 4, or the PPS and PPS+Lens columns (blue numbers) of Table III (see Appendix C) which indicates that CMB lensing (Lens dataset) indeed improves all constraints by a factor 2-4 except for $c_s^2$ and $c_{\text{vis},8}$. Note that this is a much bigger improvement than for the constant parameters, where BAO+Lens reduced the upper limits by a factor less than 2 [44].

The effect of using different priors, flat versus nonflat (see Sec. III C), is depicted in the lower panel of Fig. 4. There, only the PPS+Lens+BAO dataset combination is chosen. We also show the best-fit var-c and var-wc models which are prior-independent. Since the nonflat prior favors the ΛCDM corner in the $c_s^2$-$c_{\text{vis},i}^2$ plane, we expect tighter constraints in the nonflat prior case. This is what is observed in the lower panels of in
FIG. 4. The upper panels display the 95% credible regions of $c^2_s$ (left) and $c^2_{\text{vis}}$ (right) when PPS alone and the PPS+Lens+BAO dataset combination was used for constraining the $\text{var-c}$ and $\text{var-wc}$ models. The constraints on constant $c^2_s$ and $c^2_{\text{vis}}$ parameters from [44] are superimposed in grey. The lower panels display the 95% credible regions of $c^2_s$ (left) and $c^2_{\text{vis}}$ (right) when the PPS+Lens+BAO dataset combination was used, showing the effect of having nonflat priors as well as the best fit model. In all panels does the darker yellow shading display the 68% confidence regions. Note that the vertical axis is logarithmic so that the constraining power of the later universe data is quite drastic compared to the early universe data.

In Table V (see Appendix C) we summarize the constraints on $c^2_s$, in the nonflat prior case. The shape of the upper limits on $c^2_s$ follows those of $c^2_{s,i}$ (and of $c^2_{\text{vis},i}$) shown in the lower panels of Fig. 4, but are about a factor of 3 larger. This is partly a consequence of error propagation and partly an effect of the nonflat priors. We remind the reader that “nonflat” priors refer to flat priors on $c^2_s$ and $b_i$, as described in detail in Sec. III C and specifically (3.2). Thus constraints on $c^2_s$ and $c^2_{\text{vis}}$ are stronger than those on $c^2_{s,i}$.

Interpreting the constraints on $c^2_s$ by imposing flat priors on $c^2_s$ and $c^2_{\text{vis}}$, is difficult even a uniform 2D-posterior in the $c^2_{s,i}$-$c^2_{\text{vis},i}$ quadrant would lead to a peak at nonzero $c^2_{s,i}$ for the 1D-posterior of $c^2_{s,i}$. This may be understood through (3.3) which implies that the 1D-marginalized prior for $c^2_{s,i}$ is proportional to $c^2_s$. The parameter $0 < b < 1$ remains largely unconstrained at present. It is expected, however, that structure formation data which include smaller scales could provide constraints on $b_i$, or put differently, break the degeneracy between $c^2_s$ and $c^2_{\text{vis}}$ [43].

C. Degeneracies and shifts in the credible regions

In Fig. 5 we display several 2D-posteriors for the models considered when the PPS+Lens+BAO dataset combination was used. As evidenced by this figure the best-fit parameters of the models containing $c^2_s$ and $c^2_{\text{vis}}$ (that is $\text{var-wc}$ and $\text{var-c}$) lie significantly outside their credible regions. This is

---

5 Note that there are only upper limits on the perturbative GDM parameters and their best fit value are always significantly closer to zero than their upper limit.
a consequence of the location of the peak of our likelihood (i.e. the best-fit point) being close to the border of our prior volume, which itself has a nontrivial shape. The best-fit point of the var-wc model is marked with a black plus sign and the corresponding one for the varc submodel with a purple cross. Choosing nonflat priors reduces, quite generally, the distance corresponding one for the varc submodel with a purple cross.

Right: FIG. 5. The 2D contours of the 68% and 95% credible regions of various parameter combinations in the set \( \{ \omega_0^g, \omega_0^c, H_0, \sigma_8, w_8, A_s, c_s^2, c_{vis}^2, c_{vis}^2 \} \) when the PPS+Lens+BAO dataset combination was used, showing the effect of nonflat priors. Displayed are the var-w model with flat priors (yellow shades) and nonflat priors (green lines), the var-c model with flat priors (blue dashed lines) and nonflat priors (purple dot-dashed lines), the var-w model (red dotted lines) and \( \Lambda \)CDM (grey shades). The best-fit points are indicated by a black plus for the var-wc and purple cross for the var-c model.

FIG. 6. Left: Shown are the 99% credible regions (shaded blue) of \( w_i = c_{ij}^2 = c_{vis}^2 \) model when the dataset combination PPS+Lens+BAO was used. The blue dot-dashed line is the constraint from [32] while the dotted line is the rough expectation from the EFToLSS [see 28]. Right: 95% credible regions on \( \omega_y(a) \) contrasted with those of \( \Lambda \)CDM in grey.

As was already observed when constraints on constant GDM parameters were obtained in an earlier work [44], there is a degeneracy between the present day values \( \omega_0^g \), \( H_0 \) and \( w_0 \). This degeneracy persists also in the var-wc model.

Even more interesting are the various shifts of the credible region contours of the var-wc model (yellow shades and green lines) with respect to either the var-w (red dotted) or the \( \Lambda \)CDM models. For some parameter combinations, a shift is also seen between the var-c (blue dashed and purple dot-dashed) and the var-w/\( \Lambda \)CDM models, e.g. in the \( \{ \omega_0^g, \sigma_8 \} \)-plane , while for others no such shift is observed. Thus these shifts occur through the interplay between \( w \) and \( c_s^2 \) and \( c_{vis}^2 \).

The most important shift is the one occurring in the \( \omega_0^g \)-
$H_0$ and $\omega^{(0)}_g H_0$ planes, both cases involving $H_0$. This shift allows the Hubble constant $H_0$ to be pushed to higher values today $H_0 = 69.3^{+3.3}_{-3.0}$ than the $\Lambda$CDM value $H_0 = 67.89^{+0.93}_{-0.93}$, while keeping $\omega^{(0)}_g$ centered closer to the $\Lambda$CDM value than in the case of the $\var-w$ model. The physical mechanism for the increased value of $H_0$ is related to the increased value of $\omega^{(0)}_g$ and is discussed below in Sec. V.

Another shift occurs in the clustering strength at late times, $\sigma_8$, and at early times, $A_s$ seen in the middle panel of Fig. 5. While the presence of non-negative $c^2_{\var}$ and $c^2_{\vis}$ in the $\var-c$ model is sufficient to shift $\sigma_8$ toward smaller values compared to $\Lambda$CDM, in combination with letting $w$ free in the $\var-wc$ model, the $\sigma_8$ parameter shifts to even smaller values, while $A_s$ increases, see the middle panel of Fig. 5. The increase in $A_s$ is a consequence of the $w_8 c^2_{\var,8}$ degeneracy seen in the right panel of Fig. 5. As we explain in Sec. V the $w_8 c^2_{\var,8}$ degeneracy is caused by properties of the adiabatic initial conditions in the GDM model. This degeneracy, in combination with the positivity of $c^2_{\var}$, is also responsible for the increase in $\omega^{(0)}_g$ and all the other shifts discussed above.

It is also worth pointing out that the usual degeneracy between $c^2_{\var}$ and $c^2_{\vis}$ which keeps the combination $c^2_{\var, \vis} = c^2_{\var} + \frac{4}{7} c^2_{\vis}$ constant is broken in bin 8 for the case of the $\var-c$ model, as seen on the lower right panel of Fig. 5. This is because of the dependence of the adiabatic initial conditions on $w_8 c^2_{\var,8}$ and $c^2_{\vis,8}$. The adiabatic initial conditions may be found in [28], however, (5.1) below shows how this effect works. This degeneracy is restored in the later bins, which is reflected in the red, and thus positive, diagonal in the $c^2_{\var} - c^2_{\vis, \var}$ correlation matrix displayed in Fig. 10 (see Appendix C).

D. Constraints on the submodel $\var-wc$

The final submodel of $\var-c$ we study is the case where $w_i = c^2_{\var,i} = c^2_{\vis,i}$, denoted by $\var-wc$. This case is interesting because freely streaming matter satisfies this condition either exactly (in case of ultrarelativistic radiation), or approximately. One example of the latter is the warm dark matter (WDM) model. A second example of an approximate $w_i = c^2_{\var,i} = c^2_{\vis,i}$ relation is the CDM model on linear scales with the inclusion of backreaction terms coming from integrating out nonlinear scales as in the effective field theory of large-scale structure [EFTofLSS, 9, 15, 16, 19].

In the left panel of Fig. 6 we show our constraints on the $w_i = c^2_{\var,i} = c^2_{\vis,i}$ submodel in shaded blue. We superimpose the WDM constraints from [32] (dot-dashed line) where approximately $w = c^2_{\var} = c^2_{\vis} = \left( \frac{1}{2} + \frac{c^2_0}{\sigma^2_8} \right)^{-1}$ and also a rough estimate for the EFTofLSS (black dashed line) discussed in [28].

In the right panel we show the derived parameter $\omega_8(d)$. Comparing to $\var-c$ and other submodels in Fig. 3, it is clear that the DM abundance in this submodel is much more tightly constrained. This is due to the much tighter constraints on $w_i$ which in the late universe are driven by the upper limits on $c^2_{\var,i} = c^2_{\vis,i}$ which cannot be larger than the upper limits on $\{w_i, c^2_{\var,i}, c^2_{\vis,i}\}$ in the $\var-c$ model, so that they approximately follow those of $c^2_{\var}$ in Table V. The constraints on standard cosmological parameters in the $\var-w-c$ model are as tight as in $\Lambda$CDM, with all 2D-posteriors overlapping except for $\sigma_8$ caused by the diminished DM growth due to the non-negative sound speed and viscosity. The constraint on the Hubble constant $H_0 = 67.60^{+0.96}_{-0.93}$ (95%.C.L.) is virtually the same as corresponding $\Lambda$CDM value of $H_0 = 67.89^{+0.93}_{-0.93}$.

A recurring theme throughout our results is the improvement of the constraints on $c^2_{\var}$ and $c^2_{\vis}$ due to the CMB lensing spectrum, which is most significant for bin 1 (as shown by Fig. 4). The lensing spectrum used in this work will be substantially improved by upcoming CMB experiments, such as Simons Observatory [1, see Fig. 6 in that work for the expected improvement in the noise compared to the data used in this paper]. This improvement from upcoming surveys is particularly significant given the EFTofLSS model line in Fig. 6. This model has no free amplitude parameter that can be used to shift the model prediction up or down, and the upper limit we have achieved in bin 1 is only a factor of a few above the model. Given that this bin benefits the most by the inclusion of the lensing spectrum, a detection of an EFTofLSS-type GDM signal is likely with the improved lensing spectrum from upcoming experiments.

V. DISCUSSION AND IMPLICATIONS

In this section we discuss the physical mechanism underlying our most interesting results, namely the increase of $\omega_8$ in the early universe, leading to an increase of $H_0$ for the $\var-wc$ model.

Let us first examine the origin of the increase of $\omega_8^{eq}$, the value of $\omega_8$ at matter-radiation equality, in the $\var-wc$ model compared to either $\var-w$ or $\Lambda$CDM. Increasing $\omega_8^{eq}$ is ultimately tied to $\var-c$ favoring a higher EoS $w$ in the early universe. To exemplify, the heights of the CMB peaks severely constrain the evolution of the potential $\Phi$ between radiation and matter eras. Specifically, $\Phi$ can only evolve within a narrow band of allowed values, otherwise it would cause either too much or too little early ISW and acoustic driving in the CMB. These two effects are controlled by $a_{eq}$ which in turn translates to a small range of allowed values for $w_{eq}$ (leading to the $w_{eq}-\omega_8^{eq}$ degeneracy).

Now, during the matter era $\Phi$ is closely linked to the GDM comoving density perturbation $\Delta_0 = \delta_0 + 3aH(1+w)\theta_\rho$, hence, this narrow band of values for $\Phi$ translates to an equivalent range in $\Delta_0$. However, during the radiation era $\Phi$ is sourced by $\Delta_{\text{rad}}$ and thus the link to $\Delta_0$ is broken. Therefore, the data select trajectories for $\Delta_0$ which may start within a fairly wide range of initial values but subsequently all squeeze within a narrow range of values around the time of matter-radiation equality. This is precisely what is observed in Fig. 7. There we plot the evolution of a single $k$-mode ($k = 0.085\text{Mpc}^{-1}$) of $\Delta_0$ for a representative sample of our Monte Carlo Markov Chains color-coded by their $w_8$ value. The effect just described is clearly visible in all panels, but less so in the left which displays the $\Delta_0$ evolution in the $\var-w$ submodel. This behavior is similar to the GDM abundance $\omega_8$ which squeezes
within a narrow range of values around \( a_{\text{eq}} \) in Fig. 3. Thus, the CMB constrains both the DM abundance and the amplitude of DM perturbations most strongly around \( a_{\text{eq}} \).

Although the squeeze in \( \Delta_q \) is present in both models, in the \( \text{var-}w \)-model it is more pronounced. The reason is that the evolution of \( \Delta_q \) is affected by both \( w \) and \( c_{s8}^2 \). Meanwhile, during the radiation dominated era, the GDM density perturbation in the synchronous gauge evolves on large scales \( (k\eta \ll 1) \) as

\[
\delta_g = \zeta_{\text{int}} \left( -\frac{1}{4} + \frac{3c_{s8}^2 - 5w}{8} \right) (k\eta)^2,
\]

where adiabatic initial conditions specified by the initial curvature perturbation \( \zeta_{\text{int}} \) are set [28]. Therefore, the GDM parameters \( w_8 \) and \( c_{s8}^2 \) affect the initial amplitude of the GDM density perturbations and consequently the initial \( \Delta_q \). While \( w_8 \) takes both positive and negative values, \( c_{s8}^2 \) must be non-negative. The two compensate each other only for \( w_8 > 0 \), implied by (5.1), leading to the degeneracy shown in the right panel of Fig. 5. However, the slope of the degeneracy is not what one would expect from (5.1) under the naive assumption \( \Delta_q^{\text{ini}} = \Delta_{\text{cdm}}^{\text{ini}} \), because both \( w_8 \) and \( c_{s8}^2 \) affect the subsequent evolution of \( \Delta_q \) into the squeezed region around \( a_{\text{eq}} \). Nevertheless, this degeneracy combined with the squeezed region around \( a_{\text{eq}} \) drive the posteriors of both \( w_8 \) and \( c_{s8}^2 \) to more positive values. Due to the \( w - \omega_g \) degeneracy discussed first in [23] and recently demonstrated in [44], once \( w_8 \) shifts to positive values it then leads to an increase of the early universe abundance of DM \( \omega_g^{(8)} \) and consequently \( \omega_g^{(8)} \).

Before discussing the increase of \( H_0 \) in the \( \text{var-}w \)-model, we briefly comment on a few minor points. First, we showed in Sec.IV that marginalizing over \( c_{s8}^2 \) and \( c_{\text{vis}}^2 \) in the \( \text{var-}w \)-model does not exactly lead to the same posteriors as in the \( \text{var-}w \) submodel where \( c_{s8}^2 = c_{\text{vis}}^2 = 0 \). This is a consequence of our discussion of the \( w_8 \) and \( c_{s8}^2 \) degeneracy combined with the squeeze in \( \Delta_q \) at equality. Second, adding the Lens dataset widens the 1D-posteriors of \( c_{s8}^2 \), compared to PPS alone, a somewhat counter-intuitive result also inferred from Table III. In the right of Fig. 7 we plot the \( \Delta_q \) samples using PPS alone, showing a distribution of curves shifted toward smaller \( \Delta_q/\Delta_{\text{cdm}} - 1 \) in the late universe. This is the result of diminished constraining power on DM clustering at that time and since growth is an integrated effect, the drop of \( \Delta_q/\Delta_{\text{cdm}} - 1 \) then requires a more CDM-like growth in the early universe, thus favoring smaller values of \( c_{s8}^2 \). Lastly, since \( c_{s8}^2 \) and \( w_8 \) are correlated, adding the Lens dataset favors larger values of \( w_8 \) and explains why this dataset affects significantly the constraints on \( w_8 \) in the \( \text{var-}w \)-model.

We now discuss the reasons for the increase of the mean of \( H_0 \) in the \( \text{var-}w \)-model, making \( H_0 \) more consistent with su-
pernovae estimates of its value. As was explained in [29], there is strong degeneracy between \( \omega_g^{(0)} \), \( w_0 \) and \( H_0 \) in the \( \text{var-}w \) model, since these late universe parameters determine a large fraction of the angular diameter distance \( d_\Lambda^*_a \) to the last scattering surface. This degeneracy is still observed to be present in the \( \text{var-wc} \) model. However, as can be seen in the left panel of Fig. 5, the contours in the \( \omega_g^{(0)} - H_0 \) plane shift to larger values of \( H_0 \) and smaller values of \( \omega_g^{(0)} \) along the degeneracy direction, compared to the \( \text{var-w} \) case. This happens because increasing \( w_0 \) allows easier structure growth in the late universe (see \( w_0 - \sigma_8 \) degeneracy in Fig. 5 and App. A). In the \( \text{var-wc} \) model the perturbative GDM parameters shift \( \sigma_8 \) to small values and the more negative values of \( w_0 \) become disfavored by CMB lensing, so that overall \( w_0 \) tends to be more positive. This tighter and more positive distribution of \( w_0 \) then leads to a tighter distribution of \( \omega_g^{(0)} \) with smaller mean (compared to \( \text{var-w} \)). Therefore a larger \( H_0 \) compared to \( \text{var-w} \) is required to get the right \( d_\Lambda^* \).

However, the mean of \( \omega_g^{(0)} \) in the \( \text{var-wc} \) model is not too different from its values in \( \Lambda \text{CDM} \) and hence, there is more to this story. The intrinsic size of the sound horizon at the end of recombination, or rather the baryon drag epoch, \( r_s^{\text{drag}} \), is different in \( \text{var-wc} \) case. As was pointed out in [27], an increase in \( r_s^{\text{drag}} \) is one of the most natural ways for increasing \( H_0 \) as inferred from early universe data and in turn relaxing the \( H_0 \)-tension.

In Fig. 8 we reproduce Fig. 1 of [27], showing two model independent constraints in the \( H_0 - r_s^{\text{drag}} \) plane from distance ladder-calibrated supernovae (SH0ES) and supernovae-calibrated angular diameter distance measurements of \( r_s^{\text{drag}} \) (BAO+SNe). We replaced the high-\( \ell \) and low-\( \ell \) \( \Lambda \text{CDM} \) constraints which were part of the original figure by several GDM constraints on \( H_0 \) and \( r_s^{\text{drag}} \) coming from the PPS+Lens+BAO dataset combination. We show the 68% and 95% credible regions for the \text{var-wc} model (yellow curves), \( \Lambda \text{CDM} \) (grey) and \text{var-w} (red dotted), and additionally a set of samples color-coded according to \( \omega_g^{\text{eq}} \) using the \text{var-wc} model. While the original Fig.1 of [27] revealed that changing \( \omega_g^{(0)} \) cannot reconcile SH0ES and BAO+SNe, it is clear from our Fig. 8 that an independent increase of \( \omega_g^{\text{eq}} \) can move the contours to larger \( r_s^{\text{drag}} \) and larger \( H_0 \) toward a region where SH0ES and BAO+SNe overlap.

As is clear from the right panel of Fig. 8, \( \omega_g^{\text{eq}} \) is uniquely tied to \( H_0 \) and \( a_0 \), such that \( r_s^{\text{drag}} \) is larger due to an increase in the prerecombination Hubble parameter and earlier matter-radiation equality (while keeping \( \omega_g^{(0)} \) at a smaller value). Thus, an increased \( \omega_g^{\text{eq}} \), whose origin we already explained above, is the source of an increased \( H_0 \) in the \text{var-wc} model.

We note in passing that although the \text{var-w-c} submodel allows in principle for \( \omega_g^{\text{eq}} > \omega_g^{(0)} \), the data does not favor such a shift. We see in Fig. 6 that \( \omega_g^{\text{eq}} \) is very close to \( \omega_g^{(0)} \), which in turn is very close to the \( \Lambda \text{CDM} \) value. This results in a low \( H_0 \) value which is comparable to that of \( \Lambda \text{CDM} \), so that a \text{var-w-c} type model cannot resolve the \( H_0 \) tension.

Our analysis indicates that a designed GDM model with only a couple of additional parameters from \( \Lambda \text{CDM} \) (rather than 26) may be able to address and further investigate the \( H_0 \) and \( \sigma_8 \) tensions. Our models also further elucidate the mechanism by which decaying dark matter, see e.g. [12, 13, 47] can increase the CMB inference of \( H_0 \) and decrease \( \sigma_8 \). Such a model naturally implements a positive \( w_0 \) and \( \sigma_8 \) when decaying DM and dark radiation are collectively modeled as a single GDM fluid.

Finally, we note that in our analysis we assumed that dark energy is a cosmological constant. Letting the dark energy EoS vary in redshift could, in principle, lead to degeneracies...
with $w$ (dark matter EoS). The case of late DE was investigated in [46], where the degeneracy was solved by using both early- and late-time observables of the perturbations – for instance, CMB data combined with a forecast for galaxy clustering data. It is also possible to have an early dark energy (EDE) component (see e.g. [22, 26]). If the EDE is uncoupled with the DM and has negligible perturbations, or if the EDE is tightly-coupled with the DM, the combined EDE+DM fluid can be well described by a single GDM fluid [28], so that one could interpret our constraints on GDM parameters as constraints on such mixture scenarios. An EDE component which is not tightly-coupled to the DM is unlikely to be the cause of the early-time marginal effects discussed in this section, since for those effects to appear a varying DM sound speed is necessary, and in addition, they do not occur when only the EoS is varied.

VI. CONCLUSION

We have presented the most exhaustive parameter search of DM properties to date, using the generalized dark matter model (GDM). We allowed all three GDM parametric functions to have a fairly general time dependence by binning $w_i$ in 8 and $c_s^2$ and $c_{\text{vis}}^2$ in 9 scale factor bins, that is, 26 new parameters beyond $\Lambda$CDM in total. We found no convincing evidence for any of these parameters to be nonzero. We expect that merging some bins will tighten the constraints for each bin; however, we do not expect that significant non-$\Lambda$CDM behavior would emerge as even in the extreme case of constant GDM parameters, this doesn’t happen. Thus, our result should be seen as depicting the most general time-variation of DM properties allowed by the data.

We analyzed four nested models: var-wc (all 26 parameters free), var-c (setting $w_i = 0$), var-w (setting $c_s^2 = c_{\text{vis}}^2 = 0$; previously studied in [29]) and var-wc where the constraint $w = c_s^2 = c_{\text{vis}}^2$ was imposed. Our strongest constraints on $w$ were in the early universe around matter-radiation equality, while the strongest constraints on $c_s^2$ and $c_{\text{vis}}^2$ are between redshift 2 and 9 where the constraining power of the CMB lensing peaks.

Our analysis was performed using flat and nonflat priors for the perturbative GDM parameters, in order to ensure robustness of the results. Indeed, while three early universe bins show significant shifts for $w$ away from zero in the var-wc model when flat priors were used, these become less significant when nonflat priors were used.

Having a varying $w$ improved the fits marginally while letting $c_s^2$ and $c_{\text{vis}}^2$ be free led to virtually no improvement. However, $c_s^2$ and $c_{\text{vis}}^2$ introduced some rather interesting features. We observed a number of interesting shifts in the 2D posteriors between the var-w and var-wc models. Specifically, the var-wc model shifts the DM abundance around equality $\omega_0^{\text{cdm}}$ to higher values while today $\omega_0^{(0)}$ decreases and the Hubble constant $H_0$ increases compared to var-w or to $\Lambda$CDM. Interestingly, $\sigma_8$ also shifts to lower values in the var-wc model. These shifts indicate the potential of GDM to alleviate the $H_0$ and $\sigma_8$ tensions driven by early and late universe data. In particular, an a-posteriori constructed GDM model with only a couple of more parameters than $\Lambda$CDM may be favored over the latter while simultaneously addressing these tensions. Our present analysis paves the way for further work in this direction using more recent cosmological datasets [e.g 40] as well as investigating possible $k^2$-dependencies in the $c_s^2$ and $c_{\text{vis}}^2$ parametric functions.

Finally, we reiterate our assertion that upcoming CMB experiments, such as Simons Observatory [1] will substantially improve the CMB lensing constraining power. This improvement is expected to have profound impact on further constraining and quite possibly detecting DM properties in the late universe, specifically $c_s^2$ and $c_{\text{vis}}^2$. We predict that a detection of an EFTofLSS type GDM signal is likely with the improved lensing spectrum from upcoming experiments.
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Here we derive the DM growth rate in the GDM model with constant $w$ equation of state and zero perturbative parameters, i.e. $c_{s}^{2} = c_{vis}^{2} = 0$, assuming that the only components affecting the late Universe is GDM and cosmological constant $\Lambda$.

Hence, we have

$$\Omega_{\gamma} + \Omega_{\Lambda} = 1 \quad (A1)$$

$$\Omega_{\gamma} = \frac{\Omega_{0\gamma}}{\Omega_{0\gamma} + (1 - \Omega_{0\gamma})a^{-3(1+w)}} \quad (A2)$$

where $\Omega_{0\gamma}$ is the relative GDM density today.

Consider now the gauge-invariant Bardeen potentials

$$\Phi = -\frac{h + k^2 \nu}{6} + \frac{1}{2} \gamma^2 H \dot{\nu} \quad (A3)$$

$$\Psi = -\frac{1}{2} b_{0} \nu - a^2 \gamma H \dot{\nu} \quad (A4)$$

corresponding to the conformal Newtonian gauge metric perturbations. Exchanging $\Psi$ with the gauge-invariant metric variable

$$R = \Phi + \frac{2}{3} F \Phi H \Psi \quad (A5)$$

we find that the evolution of $\Phi$ and $R$ is dictated by

$$H^{-1} \Phi = \frac{3}{2} (1 + w) \Omega_{\gamma} (R - \Phi) - \Phi \quad (A6)$$

$$H^{-1} R = 0, \quad (A7)$$

which is a special case of the more general case where $c_{s}^{2}$ and $c_{vis}^{2}$ are nonzero, as presented in [28]. The solution is given in terms of the ordinary hypergeometric function $F_{1}$ as

$$\Phi = \Phi_{mi} - \frac{5 + 3w}{3(1 + w)} - 2z F_{1}\left(\frac{5 + 3w}{6(1+w)}, \frac{11 + 9w}{6(1+w)}, -\frac{\Omega_{\gamma}}{\Omega_{\Lambda}}\right) \quad (A8)$$

$$R = \frac{5 + 3w}{3(1 + w)} \Phi_{mi} = \text{const}. \quad (A9)$$

where $\Phi_{mi}$ is an initial condition.

The above exact solution is not particularly useful. A more useful result is obtained by observing that the growth of $\Phi$ is scale independent and thus we can define $\gamma(a)$ via $d\Phi/d\ln a = \Phi(\Omega_{\gamma} - 1)$ and use $\Omega_{\gamma}$ as the time variable [see e.g. 18]. Using $d\Omega_{\gamma}/d\ln a = 3(1 + w)(1 - \Omega_{\Lambda})\Omega_{\gamma}$ we find that the evolution equation (A6) for $\Phi$ simplifies to

$$\Phi \Omega_{\gamma} = \frac{3}{2} \frac{1 + w}{2} \Omega_{\gamma}(R - \Phi) \quad (A10)$$

$$\Rightarrow \Phi = \frac{5 + 3w}{2 \Omega_{\gamma}^{2-1} + 3(1 + w)} - \Phi_{mi}, \quad (A11)$$

where (A9) was used and where $\gamma(\Omega_{\gamma})$ is at this point still undetermined.

We proceed to find an approximate solution for $\gamma(\Omega_{\gamma})$ assuming that $\Omega_{\Lambda}$ is small and Taylor expand the equation for $\gamma$ (by plugging (A11) back into (A6)) around $\Omega_{\Lambda} = 0$ (thus around $\Lambda$DM dominated era). This leads to a hierarchy of algebraic equations for the Taylor coefficients of $\gamma$. The lowest two give

$$\gamma = \frac{6(1 + w)}{1 + 9w} \left[ 1 + \frac{\Omega_{\Lambda}(1 + 3w)(5 + 3w)}{2(11 + 9w)(17 + 15w)} + O(\Omega_{\Lambda}^2) \right] \quad (A12)$$

Appendix A: The DM growth rate in a $\Lambda_{w}$DM universe

1. Derivation of the growth rate formula

Here we derive the DM growth rate in the GDM model with constant $w$ equation of state and zero perturbative parameters, i.e. $c_{s}^{2} = c_{vis}^{2} = 0$, assuming that the only components affecting the late Universe is GDM and cosmological constant $\Lambda$. The useful result is obtained by observing that the growth of $\Phi$ is scale independent and thus we can define $\gamma(a)$ via $d\Phi/d\ln a = \Phi(\Omega_{\gamma} - 1)$ and use $\Omega_{\gamma}$ as the time variable [see e.g. 18]. Using $d\Omega_{\gamma}/d\ln a = 3(1 + w)(1 - \Omega_{\Lambda})\Omega_{\gamma}$ we find that the evolution equation (A6) for $\Phi$ simplifies to

$$\Phi \Omega_{\gamma} = \frac{3}{2} \frac{1 + w}{2} \Omega_{\gamma}(R - \Phi) \quad (A10)$$

$$\Rightarrow \Phi = \frac{5 + 3w}{2 \Omega_{\gamma}^{2-1} + 3(1 + w)} - \Phi_{mi}, \quad (A11)$$

where (A9) was used and where $\gamma(\Omega_{\gamma})$ is at this point still undetermined.
This approximation is accurate to 1% for $\Omega_{g}^{0} > 0.2$ and $a \leq 1$. The expression reduces to the standard LCDM result when $w = 0$ [18]. Beware also that $w$ here is for DM, not dark energy. Hence, the formula for $\gamma$ above, differs from the usual Wang-Steinhardt result [18, 48].

2. Integrated Sachs-Wolfe effect

Define the growth factor

$$D(a) \equiv \Phi/\Phi_{ini}.$$ \hspace{1cm} (A13)

Then in the case $\Omega_{k} = 0$ we obtain $D = 1$ and thus as explained in [28] there is no integrated Sachs-Wolfe (ISW) effect in a $w$DM dominated universe. However, in a $\Lambda w$DM universe $w$ can directly affect the late ISW effect.

Evaluating $D(a)$ at $a = 1$ we find that for sensible values of $w$ and fixed $\Omega_{g}^{0}$ the change to the LCDM late ISW effect are small. A positive (negative) $w$ gives rise to less (more) potential decay, as might be anticipated from the fact that the absolute value of $w_{tot} = \Omega_{g}(1 + w) - 1$ is reduced (increased). For the case $\Omega_{g}^{0}(0) = 0.3$ we find a 2% deviation of $D$ between the cases $w_{0} = 0.1$ and $w_{0} = 0$ and thus given any fixed $\Omega_{g}^{0}$ the effect of nonzero $w$ on the ISW is negligible. Any role played by $w$ to affect the late ISW effect in GDM is thus dominated by a free $w$ to increase the allowed range for $\Omega_{\Lambda}^{0}$ rather than through $w \neq 0$ directly.

3. Density growth

The GDM comoving density perturbation $\Delta_{g} \equiv \delta_{g} + 3aH(1+w)\theta_{g}$ is related to $\Phi$ through the Einstein constraint equation

$$\nabla^{2}\Phi = 4\pi G \rho_{g}^{(0)}a^{-1-3w}\Delta_{g}.$$ The growth rate of $\Delta_{g}$ is

$$f \equiv \frac{\frac{d\ln(Da^{1+3w})}{d\ln a}}{\Omega_{g}^{0} + 3w}.$$ \hspace{1cm} (A14)

We now focus on $a = 1$ such that the factor $a^{-1-3w}$ relating potential and density growth is irrelevant. Since most of the growth happens in the late universe bins, we then expect $\sigma_{g}$ and $w_{0}$ to become correlated in the $var-w$ and $var-\Lambda$ models. This is what we see in the middle panel of Fig. 5 and Fig. 9.

Appendix B: ECLAIR – “Ensemble of Codes for Likelihood Analysis, Inference, and Reporting”: a short description.

We present here a brief overview of the characteristics of the ECLAIR (“Ensemble of Codes for Likelihood Analysis, Inference, and Reporting”) suite of codes, used to derive all our results in the present work.

ECLAIR is at its core a Monte Carlo code written for extracting constraints on cosmological (and also nuisance) parameters. The main sampling algorithm used in the current version is the Goodman-Weare affine invariant MCMC ensemble sampling [21], and most specifically its Python implementation in the emcee module which needs to be installed before using the ECLAIR suite [20]. This method allows for a quick and almost tuning-free exploration of the full parameter space via the use of “walkers,” spreading simultaneously and updating their positions at each MCMC step by using the positions of all the other walkers. The implementation of other sampling methods, such as the powerful nested sampling approach through the MultiNest [17] algorithm, is underway and will appear in future ECLAIR releases.

ECLAIR contains interfaces and likelihood codes for several recent experiments and surveys, including all releases of the Planck likelihood, with new likelihoods being continuously added through its ongoing development. It allows for a straightforward interface to the CLASS Boltzmann code [33] for computing and retrieving cosmological quantities and observables used subsequently by the likelihood codes. In particular, it uses the convenient classy python wrapper of CLASS. It comes with a bundle of scripts that allow the monitoring of the Markov chain, including a visual and convenient estimator of its convergence. A robust maximizer is included for finding the best likelihood of the explored models: it relies on a combination of the simulated annealing technique and ensemble sampling to converge reliably toward the global maximum of the posterior function. ECLAIR outputs are also easily interfaceable with the popular getdist python module for the computation of 1D credible regions and 2D contours.

The ECLAIR suite comes with a powerful parser and all configuration is done via a simple .ini file, with a variety of convenient settings. As an example, the parameter (and prior) redefinition between $\{c_{s}^{2}, c_{s}^{2}\}$ and $\{c_{s}^{2}, d\}$ (described in Sec. III C) takes a simple line of code which creates on the fly an equivalence between the new MCMC parameters ($c_{s}^{2}$ and $d$) with the parameters taken as input by CLASS ($c_{s}^{2}$ and $c_{s}^{2}$). Despite all the included capabilities, potential improvements or further case-specific modifications may be easily implemented, as the main code itself is short, well-commented, and easy to “hack.” Developed specifically for the work presented in this paper, ECLAIR is nonetheless versatile and can be applied to a variety of situations; it is free to use and modify provided the present work and ECLAIR’s dedicated explanatory article [24] are cited and the license conditions fulfilled.

Appendix C: Tables of 1D constraints of model parameters and correlation matrices

We present here tables of our constraints on model parameters for a number of (sub) models and dataset combinations. In Table III, we list the parameter constraints for six dataset combinations when flat priors were used, showing the mean value of each parameter and the boundaries of the 68% and 95% credible intervals. In Table IV we focus on two datasets, PPS and PPS+Lens+BAO, and contrast $var-wc$, $var-c$ and $var-\Lambda$ together with an alternative choice of priors. This table also provides the best-fit values, found by maximization of the likelihood $L_{\text{max}}(-\log L_{\text{max}}$ corresponds to $\chi^{2}/2$ in the case of a Gaussian likelihood). Table V lists the 68% and 95% credible regions for $c_{s}^{2}$ when the PPS and PPS+Lens+BAO dataset combinations were used using “nonflat priors” (see Sec. III C).
Correlation matrices when the PPS+Lens+BAO dataset combination was used are displayed in Fig.9 (*var-wc* model; cosmological and GDM parameters; flat priors) and Fig.10 (GDM parameters only; nonflat priors) respectively.
| Parameter          | PPS          | PPS+Lens | PPS+BAO | PPS+HST | PPS+Lens+BAO | PPS+Lens+HST |
|--------------------|--------------|----------|---------|---------|--------------|--------------|
| H0                 | 68.3 ± 1.7   | 69.5 ± 1.4 | 69.6 ± 1.4 | 69.7 ± 1.4 | 69.8 ± 1.4 | 69.9 ± 1.4 |
| fNL                |             |          |         |         |              |              |
| r                  |              |          |         |         |              |              |
| n_s                |              |          |         |         |              |              |
| m                   |              |          |         |         |              |              |
| C              |              |          |         |         |              |              |
| 1.0                 |              |          |         |         |              |              |
| 1.10                |              |          |         |         |              |              |
| 1.15                |              |          |         |         |              |              |
| 1.25                |              |          |         |         |              |              |
| 1.45                |              |          |         |         |              |              |
| 1.65                |              |          |         |         |              |              |
| 1.85                |              |          |         |         |              |              |
| 2.05                |              |          |         |         |              |              |
| 2.25                |              |          |         |         |              |              |
| 2.45                |              |          |         |         |              |              |
| 2.65                |              |          |         |         |              |              |
| 2.85                |              |          |         |         |              |              |
| 3.05                |              |          |         |         |              |              |
| 3.25                |              |          |         |         |              |              |
| 3.45                |              |          |         |         |              |              |
| 3.65                |              |          |         |         |              |              |
| 3.85                |              |          |         |         |              |              |
| 4.05                |              |          |         |         |              |              |
| 4.25                |              |          |         |         |              |              |
| 4.45                |              |          |         |         |              |              |
| 4.65                |              |          |         |         |              |              |
| 4.85                |              |          |         |         |              |              |
| 5.05                |              |          |         |         |              |              |
| 5.25                |              |          |         |         |              |              |
| 5.45                |              |          |         |         |              |              |
| 5.65                |              |          |         |         |              |              |
| 5.85                |              |          |         |         |              |              |
| 6.05                |              |          |         |         |              |              |
| 6.25                |              |          |         |         |              |              |
| 6.45                |              |          |         |         |              |              |
| 6.65                |              |          |         |         |              |              |
| 6.85                |              |          |         |         |              |              |
| 7.05                |              |          |         |         |              |              |
| 7.25                |              |          |         |         |              |              |
| 7.45                |              |          |         |         |              |              |
| 7.65                |              |          |         |         |              |              |
| 7.85                |              |          |         |         |              |              |
| 8.05                |              |          |         |         |              |              |
| 8.25                |              |          |         |         |              |              |
| 8.45                |              |          |         |         |              |              |
| 8.65                |              |          |         |         |              |              |
| 8.85                |              |          |         |         |              |              |
| 9.05                |              |          |         |         |              |              |

TABLE III  Parameter constraints for six dataset combinations when flat priors are used, showing the mean value of each parameter and the boundaries of the 68% and 95% credible intervals. Black/blue font shows constraints for var-c/var-wc.
| Parameter | Data | \( \Delta \ln(\Omega_{\text{max}}) \) | \( \sigma_{\text{vis}}^{2} \) | \( \ln(\text{BAO}) \) | \( \sigma_{\text{max}}^{2} \) | \( \sigma_{\text{vismax}}^{2} \) | \( \sigma_{\text{max}}^{2} \) | \( \sigma_{\text{vismax}}^{2} \) | \( \sigma_{\text{max}} \) | \( \sigma_{\text{vismax}} \) | \( \sigma_{\text{max}} \) | \( \sigma_{\text{vismax}} \) |
|----------|-----|----------------|-------------|-------------|----------------|----------------|-------------|----------------|-------------|----------------|-------------|----------------|
| \( w_{1} \) | 0.13 | -0.047 & 0.011 | 0.133 & 0.002 & 0.005 | 0.1139 | -0.004 & 0.001 & 0.003 | 0.1139 | -0.004 & 0.001 & 0.003 | 0.1139 | -0.004 & 0.001 & 0.003 |
| \( w_{2} \) | -0.01 | -0.001 & 0.004 & 0.005 & 0.001 & 0.001 | 0.001 | -0.001 & 0.001 & 0.001 | 0.001 | -0.001 & 0.001 & 0.001 |
| \( w_{3} \) | -0.004 | -0.006 & 0.006 & 0.006 & 0.006 & 0.006 | 0.006 | -0.006 & 0.006 & 0.006 | 0.006 | -0.006 & 0.006 & 0.006 |
| \( w_{4} \) | -0.075 | -0.075 & 0.075 & 0.075 & 0.075 & 0.075 | 0.075 | -0.075 & 0.075 & 0.075 | 0.075 | -0.075 & 0.075 & 0.075 |
| \( w_{5} \) | -0.035 | -0.035 & 0.035 & 0.035 & 0.035 & 0.035 | 0.035 | -0.035 & 0.035 & 0.035 | 0.035 | -0.035 & 0.035 & 0.035 |
| \( w_{6} \) | -0.012 | -0.012 & 0.012 & 0.012 & 0.012 & 0.012 | 0.012 | -0.012 & 0.012 & 0.012 | 0.012 | -0.012 & 0.012 & 0.012 |
| \( w_{7} \) | 0.013 | 0.013 & 0.013 & 0.013 & 0.013 & 0.013 | 0.013 | 0.013 & 0.013 & 0.013 | 0.013 | 0.013 & 0.013 & 0.013 |
| \( w_{8} \) | 0.070 | 0.070 & 0.070 & 0.070 & 0.070 & 0.070 | 0.070 | 0.070 & 0.070 & 0.070 | 0.070 | 0.070 & 0.070 & 0.070 |

**TABLE IV.** Constraints on the var-c/var-w/var-w (Black/blue/green respectively) parameters when two dataset combinations (PPS and PPS+Lens+BAO) and both types of priors were used. The upper and lower limits of the 68% and 95% credible regions around the mean are shown. The maximum likelihood – \( \Delta \ln(\Omega_{\text{max}}) \) is stated in the first row; \( \Lambda CDM \) value in grey.
### TABLE V

The 68% and 95% credible regions for $c_s^{2,4}$ when the PPS and PPS+Lens+BAO dataset combinations were used using "nonflat priors" (see Sec. III C). Black/blue fonts show constraints for var-c/var-wc, respectively.

| Parameter | 68% and 95% C.L. | best fit | 68% and 95% C.L. | best fit |
|-----------|------------------|----------|------------------|----------|
| $c_s^{2,4}$ | $< 1.19 \times 10^{-3}$ | $< 1.94 \times 10^{-3}$ | $< 3.53 \times 10^{-4}$ | $< 3.27 \times 10^{-4}$ |
| | $< 4.14 \times 10^{-3}$ | $< 6.58 \times 10^{-3}$ | $< 3.03 \times 10^{-4}$ | $< 3.03 \times 10^{-4}$ |
| | $< 3.8 \times 10^{-3}$ | $< 3.8 \times 10^{-3}$ | $< 3.4 \times 10^{-3}$ | $< 3.14 \times 10^{-3}$ |
| $c_s^{4,4}$ | $< 3.03 \times 10^{-4}$ | $< 7.8 \times 10^{-5}$ | $< 1.4 \times 10^{-4}$ | $< 1.4 \times 10^{-4}$ |
| | $< 8.19 \times 10^{-4}$ | $< 2.5 \times 10^{-4}$ | $< 1.4 \times 10^{-4}$ | $< 1.4 \times 10^{-4}$ |
| | $< 3.3 \times 10^{-4}$ | $< 2.3 \times 10^{-4}$ | $< 2.5 \times 10^{-4}$ | $< 2.5 \times 10^{-4}$ |
| | $< 2.3 \times 10^{-4}$ | $< 2.3 \times 10^{-4}$ | $< 2.3 \times 10^{-4}$ | $< 2.3 \times 10^{-4}$ |
| $c_s^{2,5}$ | $< 3.72 \times 10^{-5}$ | $< 1.53 \times 10^{-5}$ | $< 5.0 \times 10^{-4}$ | $< 5.0 \times 10^{-4}$ |
| | $< 4.9 \times 10^{-5}$ | $< 0.91 \times 10^{-4}$ | $< 2.8 \times 10^{-4}$ | $< 2.8 \times 10^{-4}$ |
| | $< 1.6 \times 10^{-4}$ | $< 1.6 \times 10^{-4}$ | $< 1.6 \times 10^{-4}$ | $< 1.6 \times 10^{-4}$ |
| $c_s^{4,5}$ | $< 1.57 \times 10^{-5}$ | $< 4.81 \times 10^{-6}$ | $< 5.0 \times 10^{-4}$ | $< 5.0 \times 10^{-4}$ |
| | $< 4.29 \times 10^{-5}$ | $< 2.1 \times 10^{-4}$ | $< 9.0 \times 10^{-4}$ | $< 9.0 \times 10^{-4}$ |
| | $< 1.6 \times 10^{-4}$ | $< 1.6 \times 10^{-4}$ | $< 1.6 \times 10^{-4}$ | $< 1.6 \times 10^{-4}$ |
| $c_s^{2,6}$ | $< 5.06 \times 10^{-6}$ | $< 0.000141$ | $< 1.7 \times 10^{-5}$ | $< 1.7 \times 10^{-5}$ |
| | $< 0.000119$ | $< 0.000348$ | $< 2.6 \times 10^{-5}$ | $< 2.6 \times 10^{-5}$ |
| | $< 3.6 \times 10^{-6}$ | $< 3.6 \times 10^{-6}$ | $< 3.6 \times 10^{-6}$ | $< 3.6 \times 10^{-6}$ |
| $c_s^{4,6}$ | $< 0.000151$ | $< 0.000411$ | $< 2.4 \times 10^{-5}$ | $< 2.4 \times 10^{-5}$ |
| | $< 0.000321$ | $< 0.000829$ | $< 2.3 \times 10^{-5}$ | $< 2.3 \times 10^{-5}$ |
| | $< 5.7 \times 10^{-6}$ | $< 5.7 \times 10^{-6}$ | $< 5.7 \times 10^{-6}$ | $< 5.7 \times 10^{-6}$ |
| $c_s^{2,8}$ | $< 0.000883$ | $< 0.001299$ | $< 0.000299$ | $< 0.000299$ |
| | $< 0.000888$ | $< 0.001118$ | $< 0.000299$ | $< 0.000299$ |
| | $< 0.000381$ | $< 0.000959$ | $< 0.000897$ | $< 0.000959$ |
| $c_s^{4,8}$ | $< 0.000383$ | $< 0.000552$ | $< 0.000195$ | $< 0.000195$ |
| | $< 0.000663$ | $< 0.000988$ | $< 0.000299$ | $< 0.000299$ |
| | $< 0.000474$ | $< 0.000737$ | $< 0.000299$ | $< 0.000299$ |
| | $< 0.000269$ | $< 0.000469$ | $< 0.000269$ | $< 0.000469$ |
| $c_s^{2,10}$ | $< 0.000973$ | $< 0.011010$ | $< 0.000123$ | $< 0.000123$ |
| | $< 0.0262$ | $< 0.0505$ | $< 0.00051$ | $< 0.00051$ |
| | $< 0.000010$ | $< 0.000064$ | $< 0.000010$ | $< 0.000064$ |

### FIG. 9

Correlation matrix of standard cosmological parameters with GDM parameters in the *var-wc* model when the PPS+Lens+BAO dataset combination was used with flat priors. The number in each matrix element indicates the value of the corresponding correlation coefficient, multiplied by a factor of 100. The color of each element also reflects the strength of the correlation, from dark blue ($=-1$) to dark red ($=1$) through white ($=0$).
FIG. 10. Correlation matrix of GDM parameters for \( var-wc \) (lower triangle), \( var-w \) (upper triangle) and \( var-c \) (right triangle) when the PPS+Lens+BAO dataset combination with nonflat priors. The number in each matrix element indicates the value of the corresponding correlation coefficient, multiplied by a factor of 100. The color of each element also reflects the strength of the correlation, from dark blue \((\approx -1)\) to dark red \((\approx 1)\) through white \((\approx 0)\).