Carbon stars as standard candles: II. The median $J$ magnitude as a distance indicator
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ABSTRACT

We introduce a new distance determination method using carbon-rich asymptotic giant branch stars (CS) as standard candles and the Large and Small Magellanic Clouds (LMC and SMC) as the fundamental calibrators. We select the samples of CS from the ($\text{s} J$, $K_s$) colour-magnitude diagrams, as, in this combination of filters, CS are bright and easy to identify. We fit the CS $J$-band luminosity functions using a Lorentzian distribution modified to allow the distribution to be asymmetric. We use the parameters of the best-fit distribution to determine if the CS luminosity function of a given galaxy resembles that of the LMC or SMC. Based on this resemblance, we use either the LMC or SMC as the calibrator and estimate the distance to the given galaxy using the median $J$ magnitude ($\bar{J}$) of the CS samples. We apply this new method to the two Local Group galaxies NGC 6822 and IC 1613. We find that NGC 6822 has an "LMC-like" CS luminosity function while IC 1613 is more "SMC-like". Using the values for the median absolute $J$ magnitude for the LMC and SMC found in Paper I we find a distance modulus of $\mu_0 = 23.54 \pm 0.03$ (stat) for NGC 6822 and $\mu_0 = 24.34 \pm 0.05$ (stat) for IC 1613.
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1 INTRODUCTION

On short-distance scales the determination of $H_0$ depends sensitively on the accuracy of the distances measured to galaxies in the local universe. A number of distance indicators are being studied in order to improve the local observational determination of $H_0$, e.g. the tip of the red giant branch (TRGB) (Beaton et al. 2016; Freedman et al. 2019), Cepheids (Riess et al. 2016, 2019) and Mira variables (Cacciari 2013; Huang et al. 2018).

Another distance indicator that has recently resurfaced are carbon-rich asymptotic giant stars (CS) (Ripoche et al. 2020; Madore & Freedman 2020; Freedman & Madore 2020). CS are produced when asymptotic giant branch (AGB) stars experience sufficient dredge-up to bring enough carbon from their core to the surface to make the carbon to oxygen ratio greater than one. This occurs near the tip of the AGB when the star is more luminous than any other red giants. The distinct spectral features of CS make them appear redder than regular AGB stars – especially in the near-infrared. Their high luminosity coupled with their significantly red colour makes them easily distinguishable from the rest of the stars in the colour magnitude diagram (CMD) making CS very useful distance indicators.

Richer et al. (1984) were the first to use photometric data for CS to obtain the distance modulus of another galaxy (NGC 205). Richer et al. based their study on the assumption that the CS of NGC 205 have the same mean magnitude as the CS in the Large and Small Magellanic Clouds (LMC and SMC), and thus that these stars could be used as calibrators. This assumption was studied by Weinberg & Nikolaev (2001), who came to the conclusion that given the small ($J - K_s$) colour range for CS, the magnitude spread will also be small.

In this paper we develop a method to estimate the distances to Magellanic type galaxies using CS as a standard candle and the Magellanic Clouds as our fundamental calibrator. In Ripoche et al. (2020) (from now on Paper I) we showed how we determined the colour selection of the CS in the near-infrared colour magnitude diagram. We also analyzed the luminosity functions of these stars in the LMC and SMC finding slight differences between their median absolute $J$ magnitudes. The difference was attributed to the lower metallicity of the SMC as compared to the LMC (see Sec. 3.4 of this paper for details and literature review). The differences in the luminosity functions led us to the realization that using both the Magellanic Clouds as calibrators could compensate for these
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differences. We will establish how we determine the best calibrator to be used in a case by case basis.

2 DATA ANALYSIS & CATALOGUES

2.1 Magellanic Clouds

We obtained two separate catalogues for the LMC and SMC from the Two Micron All Sky Survey (2MASS)\(^1\) (Skrutskie et al. 2006). 2MASS uniformly scanned the entire sky in three near-infrared bands; \(J\) (1.253 \(\mu\)m), \(H\) (1.651 \(\mu\)m), and \(K_s\) (2.146 \(\mu\)m) using two 1.3 m telescopes located at Mt. Hopkins, AZ, and CTIO, Chile.

The 2MASS catalogues have a high contamination from foreground Milky Way stars. To remove the foreground contamination, we cross-matched the 2MASS stars with those found in \textit{Gaia} DR2 (Gaia Collaboration et al. 2016, 2018). We then used proper motions to select stars considered to be LMC and SMC members.

The 2MASS 99\% completeness magnitude limits are \(J = 15.8, H = 15.1\) and \(K_s = 14.3\). The stars in both the LMC and SMC that we will use to calculate distances to other galaxies, are brighter than this limit. Therefore, incompleteness is not an issue and we do not need to correct our catalogues for it.

As we will use the LMC and SMC as calibrators, we require the catalogues in absolute magnitudes. For this, we correct the apparent magnitudes for extinction and reddening, and include the true distance moduli to these galaxies. For the LMC we adopt the mean distance modulus determined by Pietrzyński et al. (2019): \(\mu_{\text{LMC}} = 18.477 \pm 0.004\) (statistical) \(\pm 0.026\) (systematic). For the SMC we take the distance modulus found by Scowcroft et al. (2016): \(\mu_{\text{SMC}} = 18.96 \pm 0.03\) (statistical) \(\pm 0.05\) (systematic). To correct for reddening and extinction we use the reddening maps for both the Magellanic Clouds obtained by Górski et al. (2020) and the extinction coefficients for the 2MASS bands from Gordon et al. (2003).

The resulting foreground cleaned \((J-K_s)_{0,\text{MC}}\) CMD, CMD for the LMC and SMC are shown in Fig. 1. A detailed description of how we constructed the LMC and SMC catalogues used in this paper can be found in Paper I.

2.2 NGC 6822

2.2.1 Observations & Photometry

The data for NGC 6822 were obtained from observations made with the Wide-field InfraRed Camera (WIRCam) at the Canada-France-Hawaii Telescope (CFHT) in June 2016 and May 2019 (program ID 17AD82, P.I. Laurie Rousseau-Nepton). The WIRCam observations covered a field of \(\approx 20\) arcmin\(^2\) centred near to the centre of the galaxy. Individual images were taken with three different filters: \(J\) (1.253 \(\mu\)m), \(H\) (1.631 \(\mu\)m), and \(K_s\) (2.146 \(\mu\)m). The median seeing values during the observations were 0.58 arcsec for \(J\), 0.53 arcsec for \(H\) and 0.56 arcsec for \(K_s\). A total of 40, 160 and 120 images were obtained for \(J\), \(H\) and \(K_s\) respectively, giving combined exposure times of 2400 seconds for \(J\) and \(H\), and 3000 seconds for \(K_s\). For each individual image, sources were initially identified using SExtractor (Bertin & Arnouts 1996). The SExtractor catalogues were then processed by SCAMP (Bertin 2006) to find the astrometric solution between the images in the same filter. Finally, the astrometric solution was used by SWarp (Bertin et al. 2002) to produce a co-added image for each filter. We performed PSF photometry on the co-added images using DAOPHOT II (Stetson 1987) and ALLSTAR (Stetson 1994). The final catalogues were aligned and combined into a single master catalogue.

To calibrate the instrumental magnitudes obtained from DAOPHOT we used the magnitude difference between the WIRCam photometry and 2MASS stars. Before calculating the difference in magnitude we had to consider that the WIRCam \(JHK_s\) filters are not identical to those used by 2MASS. Therefore we transformed our photometry to the 2MASS system using the equations provided by the WIRwolf image stacking pipeline\(^2\):}

\begin{equation}
\begin{align*}
J_{\text{2MASS}} &= J_{\text{WIRCam}} + 0.071 \times (J - H)_{\text{WIRCam}} \\
H_{\text{2MASS}} &= H_{\text{WIRCam}} - 0.034 \times (J - H)_{\text{WIRCam}} \\
K_{\text{2MASS}} &= K_{\text{WIRCam}} - 0.062 \times (H - K)_{\text{WIRCam}} + 0.002 \times (J - H)_{\text{WIRCam}}.
\end{align*}
\end{equation}

We then matched the stars in our master catalogue to 2MASS stars in the same region of the sky as NGC 6822, using the CDS cross-match service\(^3\). Considering only the stars whose positions matched within 0.15 arcseconds, for each filter, we calculated the mean magnitude difference between the stars from our photometry and the 2MASS stars.

NGC 6822 is located at a galactic latitude of about \(-18\)°, which results in a considerable amount of foreground stellar contamination as well as significant reddening. According to Schlafly & Finkbeiner (2011) the Milky Way reddening value along the line-of-sight towards NGC 6822 is \(E(B-V) = 0.21\). Other studies using Cepheids (Gieren et al. 2006; Fusco et al. 2012) and colour-magnitude diagrams (Rich et al. 2014) estimate the total reddening in the line-of-sight to be about \(E(B-V) \approx 0.35\) mag. We adopt the latter value, \(E(B-V) = 0.35\), to deredden our data as this

\(^1\) https://irsa.ipac.caltech.edu/Missions/2mass.html
\(^2\) http://www.2mass.ipac.caltech.edu/2mass_main/wimwir/wirwolf/docs/filt.html
\(^3\) http://cdsxmatch.u-strasbg.fr/

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig1.png}
\caption{(\(J-K_s\)\),\(M_J\) colour-magnitude diagrams for the Large (left) and Small(right) Magellanic Clouds. The data shown are the resulting catalogues after filtering foreground contamination and correcting for reddening. The vertical red lines represent the colour limits for the carbon star region \(1.4<(J-K_s) < 2.0\).}
\end{figure}
value includes both the foreground reddening and an estimate of the internal reddening within the galaxy. The calibrated and reddening corrected colour-magnitude diagram is shown in the left panel of Fig. 2.

2.2.2 Colour-magnitude diagram cleaning

The right panel of Fig. 2 displays the NGC 6822 CMD plotted over a theoretical model distribution of Milky Way stars obtained from the population synthesis code Trilegal\(^4\) (Girardi et al. 2005). Both the modeled foreground stars and our photometry have been dereddened. Even though there are a large number of foreground stars, these are bluer than the CS blue limit \((J − K_s)_0 = 1.4\).

Therefore, we do not correct for the presence of foreground stars in the colour-magnitude diagram.

The CMD of NGC 6822 also suffers from a considerable amount of contamination from background galaxies. Despite the fact that these sources are generally fainter than the bulk of the CS, there is a large number of them located in the same colour range \((1.4 < (J − K_s)_0 < 2.0)\). Unlike stars, galaxies are extended sources and we can distinguish them from the rest of the point-like stellar sources. In the final step of the PSF photometry, ALLSTAR calculates a sharpness (SHARP) and goodness-of-fit (CHI) index for each star. SHARP and CHI are obtained by comparing different properties of the observed sources to those of the PSF. Sources with SHARP and CHI values well above the mean of the SHARP and CHI value distributions, are generally background galaxies or blends and can be eliminated.

To define the mean value of SHARP and CHI in NGC 6822 we need to determine a good reference population. We select stars in the red giant and asymptotic giant stage within a magnitude and colour range where there is little contamination from background and/or foreground sources. The region selected is shown in the left panel of Fig. 3. These stars form a well-defined sequence in the CMD dominated by stars that are, most likely, members of NGC 6822. This makes them a good reference population to define a typical value of SHARP and CHI for stars from the galaxy. The distributions of SHARP and CHI values for the selected stars are shown in the top panels of Fig. 4. We set the SHARP and CHI cutoff at the level at which these parameters reach values of 2.5 times the standard deviation from the mean of the distribution. These values are shown graphically in all panels of Fig. 4. Given the mean and dispersion values of the parameters for the red giants, we define the SHARP and CHI limits for a star to be considered a well-defined point-like source:

\[
\text{SHARP}_{RG} - 2.5\sigma_{RG} < \text{SHARP} < \text{SHARP}_{RG} + 2.5\sigma_{RG} \quad \text{and} \quad \text{CHI} < \text{CHI}_{RG} + 2.5\sigma_{RG}.
\]

\(\sigma\) represents the standard deviation for SHARP and CHI respectively. As we can see in the lower panel of Fig. 4, nearly all the stars are above the 2.5\(\sigma\) limit below the median line, therefore it is not necessary to set a lower limit for CHI.

The cleaned CMD with the stars that fall within the limits defined in Eq. 2, is shown in the right panel of Fig. 3. The SHARP and CHI cutoff helped remove background stars as well as blended stars.

2.3 IC 1613

The catalogue for IC 1613 comes from Sibbons et al. (2015) and is publicly available through VizieR\(^5\). The data are from observations with the Wide Field Camera (WFCAM) on UKIRT in Hawaii. The photometric data provided in this catalogue are calibrated to 2MASS, therefore we only correct for the average line-of-sight extinction \(E(B − V) = 0.021\) (Schlafly & Finkbeiner 2011). For each filter, along with the magnitude for each detected source, the catalogue also provides a numerical flag to categorize the source. There are a total of seven categories of which we only keep those sources designated as “stellar” or “probably stellar” in both \(J\) and \(K_s\) filters. The final reddening-corrected CMD for IC 1613 is presented in the left panel of Fig. 5.

---

\(^4\) http://stev.oapd.inaf.it/cgi-bin/trilegal

\(^5\) http://cdsarc.unistra.fr/viz-bin/cat/J/A+A/573/A84
Figure 4. The top panels show the distributions of SHARP and CHI values for the selected red giant stars, the vertical continuous lines indicate the mean of the distribution and the other two vertical lines are placed at ±2.5σ from the mean. The centre and bottom panels show SHARP and CHI as a function of J magnitude. The red dots are the red giant stars selected in the colour-magnitude diagram. The black lines (now horizontal) are again located at the mean (continuous line) and at ±2.5σ from the mean. The grey dots are all the stars from the left panel of Fig. 2.

Figure 5. Left: \((J - K_s)_0\) colour-magnitude diagram for IC 1613. The dotted vertical lines indicate the colour limits for the carbon star region. Centre: Luminosity function for all the stars in the CS colour range. Right: J magnitude versus the J photometric error. The continuous horizontal line in all three panels marks the faint magnitude cutoff for the CS luminosity function.

3 CARBON STARS

3.1 Selection

In Paper I, by studying the CS in the LMC and SMC, we developed a method to identify these stars based solely in their \((J - K_s)_0\) colour. We catalogue stars as CS if their \((J - K_s)_0\) colour falls in the range:

\[
1.4 < (J - K_s)_0 < 2. 
\]

The blue limit assures that the CS are well separated from the oxygen-rich AGB stars. The red limit is to avoid contamination from extreme CS. Extreme (or obscured) CS are CS with larger \((J - K_s)\) colours due to dusty circumstellar envelopes (Zijlstra et al. 1996; Nikolaev & Weinberg 2000; van Loon et al. 2006; Boyer et al. 2011). Contrary to the relatively constant brightness in the J-band of the CS used in this paper, the J magnitude of extreme CS drops as they get redder. The values for the colour limits found in Paper I are in agreement with Cioni et al. (2001) and Weinberg & Nikolaev (2001).

When we encounter considerable contamination of non-member stars in the CS colour range, a slight magnitude cut at the faint end may be necessary. It is important to mention that the robustness of our method ensures that a slight magnitude cut does not disrupt the estimation of the distance (see Sec. 2.3 of Paper I and Sections 3.2 and 6 of this paper for details).

3.1.1 Magellanic Clouds

For the LMC and SMC it was possible to obtain a clean CMD by removing the foreground contamination (as detailed in Paper I). In addition, background galaxies are much fainter than the magnitude range observed by 2MASS. Therefore, for both Magellanic Clouds, it is not necessary to define a faint magnitude limit within the CS colour range. Fig. 1 shows the CMD and CS selection region for the Magellanic Clouds where we find 6,009 CS for the LMC and 843 CS for the SMC. The distribution on the sky of the CS within the LMC and SMC are shown in the top and bottom panels of Fig. 6 respectively.

3.1.2 NGC6822

For NGC 6822 we were also able to remove most of background contamination in the CMD. Nevertheless, there is a significant number of faint sources that results in a small bump in the luminosity function below magnitude ~20 (see centre panel of Fig. 7). These faint stars are not CS but most likely remaining background contamination. As we will see in Sec. 6, including or removing the stars responsible for this bump does not significantly affect the determination of the distance to NGC 6822. However, the excess of faint stars in the CS region has an impact on the model fitting procedure, especially for the parameters that shape the faint tail of the luminosity function (see sub-section 3.2).

Looking at the histogram in the central panel of Fig. 7 we can see that there is a relatively flat distribution of stars between the two main features in the CS colour range. We take a point roughly at the centre of the flat region to define the faint magnitude limit for the CS region in NGC 6822 at \(J=19.15\) mag. We find a total of 484 stars within the limits of the CS region. The location of these stars in the galaxy is shown in Fig. 8.

3.1.3 IC 1613

In the centre panel of Fig. 5, we note that the luminosity function for the stars in the CS colour range is highly contaminated at the faint end. Therefore, for IC 1613, we take the same approach as for NGC 6822 to define a faint magnitude limit for the CS region. As shown in Fig. 5 the faint limit is set at \(J=19.20\) mag. Within these
3.2 Luminosity function

In Paper I we examined the CS luminosity function for the Magellanic Clouds and the Milky Way. For each of these galaxies we estimated the median absolute $J$ magnitude ($\overline{M}_J$) and its dispersion ($\sigma_{M_J}$) using maximum likelihood statistics (see Sec. 2.3 of Paper I for details). In this initial study we assumed that (for any galaxy) the $J$ magnitudes of the CS, in the given $1.4 < (J-K_s) < 2.0$ colour range, are normally distributed about ($\overline{M}_J$). However, a normal distribution does not describe the shape of the CS luminosity functions. As can be seen in Fig. 10, in all four galaxies the LFs exhibit extended tails and are slightly asymmetric.

In the present study we model the luminosity functions of the CS using a modified Lorentzian distribution function with two extra parameters to allow for asymmetry (skewness) and to vary the weight of the tails (kurtosis). The CS luminosity function model is defined as:

$$f(J; m, w, s, k) = \frac{a}{1 + \left(\frac{J-m}{w}\right)^2 + s \left(\frac{J-m}{w}\right)^3 + k \left(\frac{J-m}{w}\right)^4},$$  (4)

where:

- $m =$ mode of the distribution,
- $w =$ scale parameter (specifies the width),
- $s =$ skewness parameter,
- $k =$ kurtosis parameter,
- $a =$ amplitude (height of the peak).

We allow the skewness and kurtosis parameters to take positive or negative values, so the functional form may have minima far from the peak (in particular when $9s^2 > 32k$); consequently, we apply Eq. 4 only over the modest range of magnitudes that carbon stars exhibit. We fit the model from Eq. 4 to the LMC, SMC, NGC 6822 and IC 1613. The best-fit curves are over-plotted on the data in Fig. 10. We repeat the best-fitting procedure over ten-thousand bootstrap realizations for each galaxy. The values and errors for the
luminosity function parameters from the bootstrapping procedure are summarized in Tab. 1 for the LMC and SMC and Tab. 2 for NGC 6822 and IC 1613.

From the bootstrapping results we find that the median \( J \) magnitude does not correlate with any of the parameters from the Lorentzian function. Among the model parameters, the width correlates with the kurtosis and has an anti-correlation with the amplitude. This is expected given that a sample of CS with low dispersion in the magnitude should have a more pronounced LF peak. At the same time, given that the magnitude range remains constant, a wider distribution should also show more extended tails. We also find an anti-correlation between the skewness and the mode. The relation between these parameters is logical given the constant behaviour between these parameters is logical given the constant behaviour of the median; in other words, if the mode moves away from the median, the skewness increases negatively or positively depending on the direction of the difference between the mode and the median.

Using a Lorentzian for the fitting has the advantage that the mode is less sensitive to the magnitude selection compared to models that fit for the mean. An abrupt magnitude cut that prevents the luminosity function from smoothly declining will perturb the fitting of the tails of the distribution, affecting the kurtosis parameters. Even if the kurtosis parameter is affected by the location of the peak, the mode and skewness are not affected. As we will see in Sec. 4, the mode and skewness are the most important parameters in the distance determination method. These only correlate with each other and are not significantly affected by the magnitude selection.

The new model allows us to see that, not only is \( \langle M_J \rangle \) different for the LMC and SMC, but, as can be seen in Fig. 10, the shape of the luminosity function also varies from galaxy to galaxy. For instance, for the LMC and NGC 6822 the luminosity functions are skewed towards brighter magnitudes while for the SMC and IC 1613 the functions are more symmetric.

### 3.3 Median \( J_0 \) magnitude

Paper I details how we estimate the median \( J_0 \) magnitude of the CS using a robust estimator that is less sensitive to outliers. These outliers are likely massive oxygen rich stars (at the bright end) and background or foreground contamination (at the faint end). The analysis carried out in Sec. 6 shows that the effect on the median \( J_0 \) magnitude of a magnitude selection (i.e. the inclusion or exclusion of outliers) is minimal. Nevertheless, there are other sources of uncertainty that can affect the median \( J_0 \) magnitude.

In order for the median \( J_0 \) magnitude to be considered a suitable standard candle, it is essential that we can account for the small differences in its value from galaxy to galaxy. Metallicity and age may have an effect on the magnitude of the stars. In order to assess the effect of these properties, we compare the CS in the SMC with thermally pulsing AGB (TP-AGB) theoretical isochrones with different initial metallicities at different ages.

Pastorelli et al. (2019, 2020) used detailed star-formation histories for the SMC (from Rubele et al. 2018) and the LMC in order to characterize the TP-AGB population of these galaxies. Their work allowed them to improve the constrains on the physical parameters that dominate the evolution of the stars at this stage of evolution. These new constrains on the TP-AGB phase were incorporated into the PARSEC-COLIBRI stellar isochrones\(^6\) (Bressan et al. 2012; Marigo et al. 2017). We generated PARSEC-COLIBRI theoretical isochrones with PARSEC 1.2S and COLIBRI S_35 options, following the best-fit results for the SMC from Pastorelli et al. (2019). Fig. 11 shows the \((J \text{–} K_S)_0\) colour-magnitude diagram of the SMC with isochrones of different ages (left panel) and different metallicities (right panel). To simulate the bulk of the CS population in the SMC, isochrones of different ages are generated with \( Z_{ni} \) = 0.004 and isochrones of different metallicities are all set to \( \log(\text{age/yr}) = 9.1 \). The range of age and metallicity are selected in order to populate the area of the CMD where we see SMC CS. In the plot, we include all the stars labeled as TP-AGB in the isochrone models. Further inspection of the isochrone data shows that the area within the defined colour limits for CS is populated predominantly by stars with C/O\(>1\). For all models, except for the

---

**Table 1.** Large and Small Magellanic Clouds median absolute J magnitudes and best-fitting parameters for the CS luminosity function model specified in Eq. 4. Values and errors are obtained from 10000 bootstrap realizations.

| | LMC | SMC |
|---|---|---|
| Median | \(-6.283^{+0.004}_{-0.005}\) | \(-6.160^{+0.013}_{-0.016}\) |
| Mode | \(-6.36_{-0.01}^{+0.01}\) | \(-6.15_{-0.02}^{+0.02}\) |
| Width | \(0.28_{-0.01}^{+0.01}\) | \(0.29_{-0.03}^{+0.03}\) |
| Skew | \(-0.43_{-0.06}^{+0.06}\) | \(-0.01_{-0.07}^{+0.07}\) |
| Kurtosis | \(0.13_{-0.02}^{+0.03}\) | \(0.03_{-0.02}^{+0.04}\) |
| Amplitude | \(1.34_{-0.03}^{+0.03}\) | \(1.34_{-0.07}^{+0.08}\) |

**Table 2.** Same as Tab. 1 for NGC 6822 and IC 1613.

| | NGC 6822 | IC 1613 |
|---|---|---|
| Median | \(17.26_{-0.02}^{+0.03}\) | \(18.18_{-0.07}^{+0.02}\) |
| Mode | \(17.16_{-0.03}^{+0.03}\) | \(18.16_{-0.09}^{+0.13}\) |
| Width | \(0.23_{-0.04}^{+0.04}\) | \(0.29_{-0.11}^{+0.10}\) |
| Skew | \(-0.49_{-0.42}^{+0.15}\) | \(-0.04_{-0.42}^{+0.42}\) |
| Kurtosis | \(0.11_{-0.07}^{+0.16}\) | \(-0.03_{-0.07}^{+0.05}\) |
| Amplitude | \(1.56_{-0.21}^{+0.14}\) | \(1.36_{-0.37}^{+0.37}\) |

---

\(^6\) Publicly available at [http://stev.oapd.inaf.it/cmd](http://stev.oapd.inaf.it/cmd)
Figure 10. Best-fit modified Lorentzian function for the carbon star luminosity functions for the LMC (solid green line) and SMC (dashed orange line) in the left panel, and for NGC 6822 (solid red line) and IC 1613 (dashed dark-cyan line) in the right panel. The inset specifies the values for the best-fit parameters for Eq. 4 and (J) for each galaxy. The histograms behind each model curve depict the actual data for each galaxy.

Figure 11. COLIBRI isochrones for thermally pulsing asymptotic giant branch stars (TP-AGB) plotted over the (J − K_s)_0 colour-magnitude diagram of the SMC. Left: The different marker types/colours represent isochrones of different ages as specified in the inset. All the isochrones are generated using an initial metallicity value of Z_{ini} = 0.004; nevertheless the presence of CS with different metallicities does not produce a large dispersion in magnitude within the CS colour range. Right: The different marker types/colours represent isochrones of log(age/yr)=9.1 generated with different initial metallicities as specified in the inset. For all isochrones (except for log(age/yr)=8.9) there are no oxygen rich AGB stars in the color range demarcated by the dashed black vertical lines. All the model stars with C/O>1 have at least \((J − K_s)_0 > 1.2.\)

3.4 Metallicity and star formation history effects on the luminosity function

It is clear from Fig. 10 that the luminosity function of the CS is different for different galaxies. From Table 1, the main differences between the CS luminosity function of the LMC and SMC are the mode and the skew parameter. The LMC distribution of CS is skewed towards brighter magnitudes while for the SMC the distribution is more symmetric and it peaks at a lower magnitude. Various studies have linked the differences in the parameters of the CS luminosity functions to intrinsic global properties of the host galaxy such as metallicity and star formation history (SFH).
3.4.1 Metallicity

There are a vast number of studies on the metallicity of the LMC and SMC. Most studies agree the LMC has a metallicity gradient and on average a higher metallicity than the SMC (see Choudhury et al. 2016, 2018 and references therein). Recently, Choudhury et al. (2016, 2018), created high-resolution metallicity maps of the LMC and SMC using two large photometric surveys: the Magellanic Cloud Photometry Survey (MCPs) and the Optical Gravitational Lensing Experiment (OGLE III), together with spectroscopic data of red giant stars. They found shallow radial metallicity gradients for both the LMC and SMC with average metallicities of \(\langle [\text{Fe}/\text{H}] \rangle \sim -0.38\) and \(\langle [\text{Fe}/\text{H}] \rangle \sim -0.95\) for the LMC and SMC respectively.

AGB stars have also been used to estimate metallicity. Because the transition from oxygen-rich to carbon-rich AGB stars depends on metallicity, the ratio between CS stars and spectral type M giant abundance of Fe plays a role in defining the shape of the CS luminosity function with higher metallicities shifting the luminosity function peak to brighter magnitudes. But this is a parameter for which defining a global value for a galaxy is not straightforward. As we can see from the various values quoted above, the average metallicity depends on the method and stellar population used to measure it. As a result, the global metallicity of a galaxy may not necessarily be representative of the metallicity of the bulk of the CS population.

Astronomers have used various techniques to estimate the average metallicity of a galaxy. One of the most common methods is to use the ratio of Ca II and Fe I lines to estimate the metallicity of the galactic disk (e.g. Harris & Zaritsky 2004; Cignoni et al. 2013; Rubele et al. 2018). Older populations seem to have a smooth spatial distribution, whereas recent star formation is limited to specific areas of the galaxy. Similarly to the LMC, Harris & Zaritsky (2004) and Rubele et al. (2018) find a quiescent period of star formation between 3 and 5 Gyr ago. The AMR derived by Rubele et al. (2018) shows a considerable increase in metallicity between 13 and 1.5 Gyr reaching Z ~ 0.003 followed by a slow increase until 130 Myr ago. While the present day values (Z ~ 0.004).

3.4.2 Star formation history

SFH may also play an important role in the shape of the CS luminosity function. Marigo et al. (1999) claim that the drop at bright magnitudes in the CS luminosity function of the LMC can be attributed to a recent decrease in the star formation rate (SFR). Here we summarize the most important global aspects of the SFH for the four galaxies included in this study.

The SFH of the SMC is characterized by different aged populations having different spatial distributions (Harris & Zaritsky 2004; Cignoni et al. 2013; Rubele et al. 2018). Older populations seem to have a smooth spatial distribution, whereas recent star formation is limited to specific areas of the galaxy. Similarly to the LMC, Harris & Zaritsky (2004) and Rubele et al. (2018) find a quiescent period of star formation between ~ 8 and ~ 3 Gyr ago. The AMR derived by Rubele et al. (2018) shows a considerable increase in metallicity between 13 and 1.5 Gyr reaching Z ~ 0.003 followed by a slow increase until 130 Myr ago. While the present day values (Z ~ 0.004). Gallart et al. (1996a,b) carried out one of the first attempts to construct an overall SFH for NGC 6822. The authors found a constant or slightly declining SFR over the last few Gyr followed by an enhancement in the star formation activity between 100-200 Myr ago.

For IC 1613, Skillman et al. (2003) used HST photometry to derive a broad metallicity range \(-1.3 < [\text{Fe}/\text{H}] < -0.7\) and evidence of constant star formation. Using the spectra of red giants Kirby et al. (2013) found \([\text{Fe}/\text{H}] = -1.19 \pm 0.01\). Using the C/M ratio Sibbons et al. (2015) and Chun et al. (2015) obtained \([\text{Fe}/\text{H}] = -1.26 \pm 0.07\) and \([\text{Fe}/\text{H}] = -1.23 \pm 0.06\) respectively.

Theoretical studies have shown a connection between the host galaxy's metallicity and the shape of its CS luminosity function. Marigo et al. (1999) reproduced the observed luminosity functions of the CS in the Magellanic Cloud using synthetic AGB star models. They concluded that the difference in the location of the peak of the luminosity function is due to the difference in metallicity between the two galaxies, specifically how metallicity affects the shape of the CS luminosity function. Marigo et al. (1999) claim that the drop at bright magnitudes in the CS luminosity function of the LMC can be attributed to a recent decrease in the star formation rate (SFR). Here we summarize the most important aspects of the SFH for the four galaxies included in this study.

For our two test galaxies, NGC 6822 and IC 1613, we also find a wide range of values for \([\text{Fe}/\text{H}]\). For NGC 6822 Venn et al. (2001) found \([\text{Fe}/\text{H}] = -0.49 \pm 0.22\) using the spectra of A-type supergiants. Swan et al. (2016) used Ca II triplet spectra of red giant stars and found \([\text{Fe}/\text{H}] = -0.84 \pm 0.04\). Recently, Hirschauer et al. (2020) found a global \([\text{Fe}/\text{H}] = -1.286 \pm 0.0956\) using AGB stars. See Table 3 of Swan et al. (2016) for a summary of other \([\text{Fe}/\text{H}]\) values for NGC 6822. For IC 1613, Skillman et al. (2003) used HST photometry to derive a broad metallicity range \(-1.3 < [\text{Fe}/\text{H}] < -0.7\) and evidence of constant star formation. Using the spectra of red giants Kirby et al. (2013) found \([\text{Fe}/\text{H}] = -1.19 \pm 0.01\). Using the C/M ratio Sibbons et al. (2015) and Chun et al. (2015) obtained \([\text{Fe}/\text{H}] = -1.26 \pm 0.07\) and \([\text{Fe}/\text{H}] = -1.23 \pm 0.06\) respectively.

Pastorelli et al. (2019, 2020) find that the current population of CS in the LMC is best represented as having a metallicity of \(Z_{\text{ini}} = 0.008\) while for the SMC \(Z_{\text{ini}} = 0.004\), in agreement with the LMC having, on average, a higher observed metallicity. Their best models also exhibit a lower efficiency in the 3DU parameter for the LMC. They explain that one of the consequences of a lower efficiency is that the C/O > 1 transition takes place at brighter magnitudes.
3.4.3 Discussion

Pastorelli et al. (2019) used the AMR derived from the SFH to find the initial metallicity distribution for the TP-AGB stars in the SMC and LMC. They successfully modeled the luminosity function of AGB stars in the SMC by calibrating synthetic TP-AGB evolution models. For the LMC, the best-fitting models calibrated for the SMC showed an excess of faint stars, a deficit of stars in the brighter magnitude bins, and an overestimation in the number of CS. Pastorelli et al. (2020) resolved the discrepancy between observations and synthetic population in the LMC by adjusting the 3DU parameters in the stellar evolution models. First, the authors increased the value of the core mass for which the efficiency parameter reaches its maximum value. This results in a decrease in the number of faint stars. Second, they decreased the maximum efficiency of the 3DU which, as mentioned previously, shifts the peak of the distribution to brighter magnitudes.

We cannot determine at this time whether the shape of the CS luminosity function is driven mainly by metallicity or SFH. In Pastorelli et al. (2019, 2020), SFH is an essential part of their analysis to derive evolutionary models capable of reproducing the observed TP-AGB populations of the SMC and LMC. However, the key parameters that defined the difference between the best-fitting models for the LMC and SMC are the 3DU parameters, which as mentioned in section 3.4.1, are strongly related to metallicity.

As we will discuss in the following sections, if the distance to a galaxy is measured against a calibrator with a significantly different metallicity (or SFH) we may introduce a systematic error in the galaxy measured against a calibrator with a significantly different metallicity (or SFH).

4 DISTANCE DETERMINATION

4.1 The method

4.1.1 Determining the suitable calibrator

A fundamental step in our method is the determination of the most suitable calibrator for each target galaxy; that is to say, whether a galaxy is “LMC-like” or “SMC-like”. Our first attempts were to compare global metallicities and SFHs to find commonalities between the calibrators and the target galaxies but, as mentioned in 3.4, these properties do not seem to be representative of the CS populations. Detailed analysis of TP-AGB stellar population, such as the ones carried out by Pastorelli et al. (2019, 2020) for the Magellanic Clouds, would be needed in the target galaxies in order to use SFH as the basis for classification. Instead, we believe that it is the observed shape of the luminosity function that tells us something fundamental about the properties of the galaxies. For example, the skewness could be an indication of the value of the 3DU efficiency parameter.

To ascertain whether it is more appropriate to use the LMC or SMC as the calibrator we classify the target galaxy as “LMC-like” or “SMC-like” based on the shape parameters of the CS luminosity function itself. In section 3 we mentioned that the main differences between the CS luminosity functions are the magnitude at which the distribution peaks (i.e. the mode of the distribution) and the symmetry of the distribution. There are a few parameters from the Lorentzian model that can be used to assess the differences in the distributions. For example, the variation between the values of the mode and the median changes; the smaller the difference between the mode and the median, the more symmetric the distribution. Another indicator of the shape is the skew parameter; the deviation from zero of the skewness indicates how asymmetric the LF is, while the sign tells whether the LF is inclined towards faint (positive skewness) or bright (negative skewness) magnitudes.

In principal, we could use the difference between the mean and median, as it is also an indicator of how asymmetric the distribution is. However, the mean is highly sensitive to outliers and variations in the limits defined for the CS region (see Sec. 6.1). Using the parameters from the Lorentzian model is preferable, as this method is less sensitive to those variations and is able to identify the mode of the distribution in a robust manner.

The mode can be well defined by the Lorentzian model but by itself does not give enough information. We will therefore employ the skew parameter. The skew parameter is mostly defined by the structure of the LF near the peak of the distribution. This parameter has the advantage that it is not sensitive to variations in the magnitude limits.

4.1.2 Distance modulus

To find the true distance modulus of a given galaxy (let us call it Gal. X) we use the median J magnitude ($\bar{J}$) of the CS luminosity function and compare it to the median of the absolute J magnitude ($\bar{M}_J$) of our calibrator galaxy. We define the distance modulus as:

$$\mu_0, X = \begin{cases} J_X - \bar{M}_{LMC}, & \text{if } s_X < -0.20 \\ J_X - \bar{M}_{SMC}, & \text{otherwise} \end{cases}$$ (5)

where the value $-0.20$ is approximately midway between the skewness of the two galaxies. In the above equations, $\bar{M}_{LMC}$ and $\bar{M}_{SMC}$ are set by adopting $\bar{M}_{LMC} = 18.477 \pm 0.004$ (statistical) $\pm 0.026$ (systematic) for the LMC (Pietrzyński et al. 2019), and $\bar{M}_{SMC} = 18.96 \pm 0.03$ (statistical) $\pm 0.05$ (systematic) for the SMC (Scowcroft et al. 2016).

To determine the distance modulus, the median magnitude is preferred over the mode of the LF. This is because for a given sample of CS, the statistical errors are larger on the mode than on the median. Even though the mode is not used for estimating the distance, the fitting procedure is still necessary to obtain the skew parameter and classify the target galaxy.

4.2 NGC 6822

Looking at Fig. 10 we notice immediately that the CS luminosity function of NGC 6822 is strongly skewed towards brighter magnitudes. If we compare the best-fit parameters in Tables 1 and 2 we see that, compared to the LMC, the luminosity function of NGC 6822 is only slightly narrower and more skewed towards brighter magnitudes, with moderately less weight on the tails. Not surprisingly the value of the skewness parameter of NGC 6822 is $-0.43$ similar to the value of the LMC of $-0.44$. Therefore we use the LMC as the calibrator to calculate the distance to NGC 6822. Using Eq. 5 and the median values obtained from the bootstrapping algorithm (Tables 1 and 2), we obtain a true distance modulus of $\mu_0 = 23.54 \pm 0.03$ (statistical). The CS luminosity function of NGC 6822 shifted by $\mu_0$ is shown in Fig. 12 along with the LMC.
Table 3. Distance estimation to NGC 6822

| Method     | E(B – V) | μ0 | Reference                  |
|------------|----------|----|----------------------------|
| Cepheids   | 0.35     | 23.49 ± 0.02 | Rich et al. (2014)          |
| Cepheids   | 0.26     | 23.49 ± 0.03 | Madore et al. (2009)        |
| TRGB       | 0.35     | 23.54 ± 0.05 | Fusco et al. (2012)         |
| TRGB       | 0.24     | 23.34 ± 0.12 | Cioni & Habing (2005)       |
| RR Lyrae   | 0.25     | 23.36 ± 0.17 | Clementini et al. (2003)    |
| Mira       | (2)      | 23.56 ± 0.03 | Whitelock et al. 2013       |
| C-AGB      | (3)      | 23.44 ± 0.02 | Freedman & Madore (2020)    |
| C-AGB      | 0.35     | 23.54 ± 0.03 | This work                   |

Table 3 shows a summary of the distance estimates for NGC 6822 that can be found in the literature. It is important to mention that a direct comparison between the values for μ0 is not possible as each calculation uses different extinction values and/or zero-points for the calibration of the distance indicator. Nevertheless, our estimate seems to agree better with those that used the same extinction value. NGC 6822 suffers from a substantial amount of extinction, we can see in Table 3 that the extinction values differ by up to a tenth of a magnitude.

4.3 IC 1613

We can see in Fig. 10 that both the IC 1613 and SMC CS J-magnitude distributions are highly symmetric, as indicated by the low skew parameter. The best-fit parameters summarized in Tables 1 and 2, indicate that the shape of luminosity function of the CS in IC 1613 is almost identical to that of the SMC. Thus, we categorize IC 1613 as an "SMC-like" galaxy.

Using Eq. 5 and the median values obtain from the bootstrapping algorithm (Tables 1 and 2), we obtain a true distance modulus of μ0 = 24.34 ± 0.05 (statistical). Fig. 12 shows the luminosity functions of the SMC and of IC 1613 shifted by their appropriate distance moduli.

Table 4 shows a summary of the distance estimates for NGC 6822 that can be found in the literature. As for Table 3, the values are taken directly from their sources without any correction for the use of different extinction values and/or zero-points for the calibration of the distance indicator. Unlike NGC 6822, the distance estimations seem to be in much better agreement. Except for Dambis et al. (2013) RR Lyrae estimation, all the distances in Table 4 agree to within about a tenth of a magnitude.

5 THREE-DIMENSIONAL STRUCTURE OF THE MAGELLANIC CLOUDS

A detailed study of the three-dimensional structure of the Magellanic Clouds using CS goes beyond the scope of this paper. Instead, we focus on examining its possible effect in the distance determination method. For this purpose, we divided both the LMC and SMC into nine fields (shown in Fig. 6) and estimated the distance to each of them independently. The fields have equal numbers of CS, with 667-668 CS in each field in the LMC and 93-94 in the SMC. We re-sampled the CS in each field ten-thousand times with replacement. In each iteration we fitted the CS luminosity function with the modified Lorentzian model described in Sec. 3.2 (as we did for the full sample of CS) and obtained the median J magnitude. The parameters obtained for each field from the bootstrapping analysis are shown in Tables 5 and 6 for the LMC and SMC respectively. To facilitate the comparison between the results in each field with the parameters determined for the complete CS sample, tables 5 and 6 report the absolute median J magnitudes of each field assuming μLCM = 18.477 ± 0.004 (statistical) ± 0.026 (systematic) for the LMC (Pietrzyński et al. 2019) , and μSMC = 18.96 ± 0.03 (statistical) ± 0.05 (systematic) for the SMC (Scowcroft et al. 2016). The last row in Tables 5 and 6 detail the difference between the median absolute J magnitude of a specific field and the full CS sample: ΔMJ = M̄J,field − M̄J,full. The difference in distance modulus of each field with respect of the entire LMC or SMC is reflected in (and equal to) ΔMJ.
2016). The fainter magnitudes in F8 are consistent with the high-reddening estimations for this region. The median \( M \) for F1 is 0.11 mag fainter than the complete sample while F9 is 0.12 mag brighter. This difference in median \( M \) is equal to the difference between the fields’ distance moduli and the distance modulus considered for the entire LMC. Our results show a total variation of 0.23 mag between the northeast (F9) and southwest (F1) field. This variation suggests that the LMC is tilted along the line of nodes with respect to the plane of the sky, with the northeast field closer to the observer and the southwest field more distant. This is in agreement with multiple studies that have found evidence for and have been able to measure the inclination angle of the LMC, e.g. Caldwell & Coulson (1986); Weinberg & Nikolaev (2001); van der Marel & Cioni (2001); Subramanian & Subramaniam (2013); Hoyt et al. (2018), etc. As in the present paper, van der Marel & Cioni (2001) and Weinberg & Nikolaev (2001) used near-infrared data and AGB stars. Our results are in good agreement with those found by the first authors, who reported magnitude variations of up to \( 0.25 \) mag in \( J, H, \) and \( K_s \). On the other hand, Weinberg & Nikolaev (2001) used a smaller number of fields and stars and found a \( 0.3 \) mag gradient in the east-west direction, and no variations in the north-south direction.

5.2 The SMC

Inspecting Table 6 we see that, as for the LMC, the results for the CS luminosity function best-fit shape parameters for each field in the SMC agree (within the error bars) with those reported for the complete CS samples in Tab. 1. Again, we have one field, F8, whose skew parameter could be considered an outlier.

In the case of the SMC, the \( \Delta M_J \) values do not show any significant variations from zero except for F4. The SMC structure is known to be more complex and have a significant line of sight (LOS) depth compared to the LMC. Studies have found LOS variations that go from a few kiloparsecs (Kapakos et al. 2011; Haschke et al. 2012; Rippepi et al. 2017; Muraveva et al. 2018) to more than 20 kpc (Scowcroft et al. 2016; Rippepi et al. 2017). Another structural feature is the SMC’s elongation from east towards west/southwest with the eastern regions closer to us (Subramanian & Subramaniam 2012; Muraveva et al. 2018). Of the references mentioned, estimates made using RR Lyrae stars yield low inclination angles of only a few degrees with respect to the plane of the sky. In contrast, Haschke et al. (2012) using Cepheid variables found \( i = 74^\circ \pm 9^\circ \). The estimation of the structural parameters of the SMC seems to depend on the tracers used in and the size of the SMC area covered in each study. Haschke et al. (2012) with an area comparable to the one used in this study, even though they are able to detect variations in the LOC depth, they claim the field they used is not large enough to deduce the actual shape of the SMC. Subramanian & Subramaniam (2009, 2012) used the width of the distribution of magnitudes of red clump stars to estimate the depth of different regions of the SMC. In this study we do not find significant variations in the width of the CS luminosity functions for the different fields.

5.3 Crowding

Our three-dimensional analysis also serves as a test of crowding effects in our results. In both the LMC and SMC, the fields have the same number of stars but cover areas of different dimensions. In Fig. 13 we plot \( \Delta M_J \) against stellar density for each field. For the LMC, we have explained that F1, F8 and F9 are outliers. Going through the rest of the fields we can see that stellar density varies up to a factor of \( \sim 10 \) but there is no obvious correlation with \( \Delta M_J \). In fact, F5 is the most crowded region in both the LMC and SMC and the distances are consistent with \( \Delta M_J \) = 0 within the error bars.

5.4 Discussion

For both the LMC and SMC, the minimal variations in the luminosity function model parameters tell us that the contribution of CS from different locations in the LMC and SMC does not have a significant impact on the overall estimated luminosity function parameters. Based on the skew parameter, only one field out of nine in each of the Magellanic Clouds could have been paired with the less suitable calibrator. Further research is necessary to determine what produces the slightly different skew values on LMC-F2 and SMC-F8 but it may be a reflection of different star formation histories in different parts of the galaxies. Nevertheless, the inclusion
or exclusion of these fields does not alter the classification of the entire galaxy or the estimation of distances to other galaxies.

The variations in $\bar{M}_J$ in F1, F8 and F9 of the LMC with respect to the full sample of CS are explained by the intrinsic three-dimensional structure and properties of the LMC. F1 and F9 follow the orientation of the LMC while F8 is affected by the high extinction in the star-forming region 30 Doradus. The variations in three out of the nine fields of the LMC do not affect the total median absolute $J$ magnitude and therefore have no effect in the determination of the distance. The detection of these variations in the distance to different fields serves as a test of the sensitivity of our method.

In the SMC we covered a smaller-sized total field. In this area of the SMC we do not find evidence of variations in the distance modulus or of differential LOS depth in any of the fields. The inclusion or exclusion of any of these fields does not affect the luminosity function fitting procedure or the distance estimations. It is worth mentioning that in external galaxies the LOS depth is negligible compared to the distance to the galaxy.

When we sum up the stars over an entire galaxy, the signal will always be dominated by the population of stars most representative of the metallicity and star formation history of the galaxy. As we try to estimate distances to more distant galaxies the number of observed CS will decrease and we will want to use every one available. For the most distant galaxies, the stars will be concentrated in one small area and excluding any will reduce the accuracy of the distance estimates. The purpose of this paper is to test the potency of the CS as standard candles. To show that intrinsic properties of the galaxy do not greatly affect the final distance estimation (when using CS) we used the entire sample of CS in our calibrating galaxies.

6 DISCUSSION

6.1 Using the median vs. the mean

In contrast with Madore & Freedman (2020), we choose to use the median $J$ magnitude instead of the mean. Our selection is based on the fact that the median is less affected by a $J$ magnitude selection; therefore we do not make any magnitude cuts. Instead, we take all the stars in the $1.4 < (J - K_s)_0 < 2.0$ colour range.

For NGC 6822 and IC 1613 it was necessary to establish a faint magnitude limit for the CS samples. We test the effect of a faint magnitude cut by calculating the mean ($\langle M_J \rangle$) and the median ($\bar{M}_J$) of the CS sample choosing different faint magnitude cutoffs for the LMC and SMC. Fig. 14 shows how the mean and the median vary as we push the faint magnitude limit towards brighter magnitudes. We see that for both the LMC and SMC the median varies less than the mean with respect to the values of the full sample. If we look at Fig. 10 we see that the luminosity functions start to increase at the faint end at magnitude $M_J = -5$. The change between the median for all the stars and the median for $-\infty < M_J < -5$ is 0.005 mag for the LMC and 0.001 mag for the SMC, while the mean varies 0.025 mag and 0.01 mag for the LMC and SMC respectively. The median is not significantly affected by a faint magnitude cut, in fact the variations due to a magnitude cut are comparable to the error in the median. On the other hand, the variations in the mean are of the order of the error bars in the distance modulus obtained for NGC 6822.

If we make the faint magnitude limit for NGC 6822 and IC 1613 fainter or brighter by 0.5 mag the distance modulus varies by only $\pm 0.005$ mag for NGC 6822 and $\pm 0.05$ mag for IC 1613. The variation in NGC 6822 is lower as we were able to remove most of the contamination to the CMD by identifying them as background galaxies.

We also note that the selection of CS used by Madore & Freedman (2020) covers only $\sim 0.8$ magnitudes in $J$. If, for the LMC, we consider a selection box centred at $M_J = -6.2$ with $\Delta M_J = \pm 0.4$ mag we get $\bar{M}_J = -6.28$ and $\langle M_J \rangle = -6.25$. Changing the width of the box by $\pm 0.1$ mag only changes the mean and the median by $\sim \pm 0.01$ mag. Instead, when we change the central value of $M_J$ of the box by $\pm 0.1$ mag (for a box with $\Delta M_J = \pm 0.4$), the mean changes by $\pm 0.056$ and the median by $\pm 0.042$. This shows that making a tight magnitude selection has a considerable effect on the value of $\langle M_J \rangle$ and $\bar{M}_J$. We can reduce the impact of choosing at which magnitude to put the box by choosing a wider magnitude range. For example, if we take a box centred at $M_J = -6.2$ but now with $\Delta M_J = \pm 1$ mag, when we move the box by $\pm 0.1$ mag the mean changes by $\pm 0.013$ and the median by only $\pm 0.005$. 

Figure 13. Difference between the median absolute $J$ magnitude of a specific field and the full CS sample ($\Delta \bar{M}_J$) versus stellar density. $\Delta \bar{M}_J$ can also be interpreted as the difference in distance modulus. Besides LMC’s F1, F8 and F9, that deviate from zero due to intrinsic properties of the galaxy, we see no correlation between the plotted values.

Figure 14. Values for the mean ($\langle M_J \rangle$; red crosses) and the median ($\bar{M}_J$; green circles) $M_J$ magnitude for the CS in the LMC top and SMC bottom using different faint magnitude cutoffs. The magnitude range of the sample goes from $-\infty$ to $\leq M_J, cutoff$. The colour selection remains always at $1.4 < (J - K_s)_0 < 2.0$. The dashed-red and solid-green lines mark the value of the mean and median for the entire sample of carbon stars.
Table 5. LMC Best-fit parameters, median absolute $J$ magnitude and difference between the median $J$ magnitude for each field outlined in Fig. 6 and the entire sample of carbon stars ($\Delta M_J = M_{J,F} - M_{J,all}$). $\Delta M_J$ can also be interpreted as the difference in distance modulus. As for Table 1, values and errors are obtained from 10000 bootstrap realizations.

| F1  | F2  | F3  | F4  | F5  | F6  | F7  | F8  | F9  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Mode | -6.25 ± 0.03 | -6.31 ± 0.02 | -6.38 ± 0.03 | -6.36 ± 0.02 | -6.39 ± 0.03 | -6.40 ± 0.03 | -6.32 ± 0.02 | -6.32 ± 0.03 | -6.47 ± 0.02 |
| Width | 0.27 ± 0.05 | 0.28 ± 0.04 | 0.28 ± 0.04 | 0.24 ± 0.04 | 0.31 ± 0.05 | 0.30 ± 0.04 | 0.21 ± 0.02 | 0.27 ± 0.03 | 0.19 ± 0.02 |
| Skew | -0.53 ± 0.02 | -0.15 ± 0.12 | -0.39 ± 0.18 | -0.58 ± 0.12 | -0.53 ± 0.17 | -0.39 ± 0.18 | -0.29 ± 0.07 | -0.37 ± 0.09 | -0.44 ± 0.10 |
| Kurtosis | 0.19 ± 0.21 | 0.06 ± 0.08 | 0.11 ± 0.09 | 0.13 ± 0.09 | 0.16 ± 0.11 | 0.12 ± 0.10 | 0.04 ± 0.02 | 0.06 ± 0.04 | 0.08 ± 0.05 |
| Amplitude | 1.47 ± 0.09 | 1.39 ± 0.08 | 1.36 ± 0.10 | 1.48 ± 0.11 | 1.26 ± 0.09 | 1.27 ± 0.08 | 1.62 ± 0.10 | 1.25 ± 0.08 | 1.76 ± 0.12 |
| Median | -6.18 ± 0.02 | -6.27 ± 0.01 | -6.32 ± 0.02 | -6.27 ± 0.02 | -6.30 ± 0.01 | -6.33 ± 0.02 | -6.26 ± 0.02 | -6.21 ± 0.02 | -6.40 ± 0.01 |
| $\Delta M_J$ | 0.11 ± 0.02 | 0.01 ± 0.01 | -0.04 ± 0.02 | 0.01 ± 0.02 | -0.02 ± 0.01 | -0.04 ± 0.01 | 0.00 ± 0.01 | 0.07 ± 0.02 | -0.12 ± 0.01 |

Table 6. Same as Tab. 5 for the SMC.

| F1  | F2  | F3  | F4  | F5  | F6  | F7  | F8  | F9  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Mode | -6.11 ± 0.12 | -6.13 ± 0.04 | -6.14 ± 0.17 | -6.24 ± 0.06 | -6.16 ± 0.09 | -6.10 ± 0.10 | -6.27 ± 0.10 | -6.24 ± 0.06 | -6.12 ± 0.04 |
| Width | 0.21 ± 0.09 | 0.15 ± 0.08 | 0.20 ± 0.12 | 0.23 ± 0.11 | 0.22 ± 0.08 | 0.26 ± 0.10 | 0.24 ± 0.15 | 0.15 ± 0.08 | 0.15 ± 0.05 |
| Skew | -0.05 ± 0.04 | -0.02 ± 0.24 | 0.00 ± 0.07 | 0.02 ± 0.09 | 0.18 ± 0.33 | 0.04 ± 0.43 | -0.05 ± 0.16 | -0.42 ± 0.28 | 0.16 ± 0.25 |
| Kurtosis | 0.06 ± 0.21 | -0.01 ± 0.04 | 0.04 ± 0.27 | -0.01 ± 0.18 | 0.03 ± 0.10 | 0.02 ± 0.16 | 0.01 ± 0.08 | 0.04 ± 0.13 | 0.02 ± 0.06 |
| Amplitude | 1.57 ± 0.41 | 1.97 ± 0.79 | 1.53 ± 0.55 | 1.42 ± 0.44 | 1.48 ± 0.44 | 1.34 ± 0.30 | 1.26 ± 0.60 | 1.81 ± 0.44 | 2.03 ± 0.54 |
| Median | -6.10 ± 0.06 | -6.15 ± 0.02 | -6.13 ± 0.02 | -6.23 ± 0.01 | -6.22 ± 0.03 | -6.19 ± 0.04 | -6.24 ± 0.07 | -6.16 ± 0.07 | -6.14 ± 0.02 |
| $\Delta M_J$ | 0.06 ± 0.05 | 0.01 ± 0.02 | 0.03 ± 0.03 | 0.07 ± 0.02 | 0.05 ± 0.03 | 0.04 ± 0.04 | 0.08 ± 0.05 | 0.00 ± 0.06 | 0.02 ± 0.03 |

6.2 Using the suitable vs. unsuitable Magellanic Cloud

To test the systematic error introduced by using the less suitable calibrator galaxy we take $10^4$ sub-samples of 120 CS randomly selected from the LMC and calculate the distance modulus using both the LMC and SMC as calibrators. Because the stars in the sub-sample come from the list of CS in the LMC we expect each sub-sample to have the same distance as the LMC. The left panel of Fig. 15 shows the distributions of distance moduli obtained using the LMC and SMC as calibrators for the $10^4$ random sub-samples. We see that when we measure the distance to the sub-sample using the LMC as calibrator the peak of the distribution of distance moduli is at the expected distance modulus.

Instead, when we measure the LMC sub-samples against the SMC we get a distance modulus off by 0.123 mag from the expected value. If we do the same exercise but now with CS drawn from the SMC, we get the expected distance modulus when measuring SMC sub-samples against the SMC and a distance modulus off by 0.12 mag when SMC sub-samples are measured against the LMC. The distance moduli distribution for the SMC sub-samples are shown in the second from the left panel of Fig. 15. We repeat the exercise using random stars from NGC 6822. When we measure NGC 6822 against the LMC we get a difference of 0.02 magnitudes with respect to the distance modulus obtained for the full sample, a difference that is well within the statistical errors. Instead, when we use the SMC as calibrator we get a distance modulus that is off by 0.13 mag. For IC 1613 we used smaller sub-samples of only 60 carbon stars. The result for the distance modulus using the SMC is the same as expected from this work. If we use the less suitable calibrator, in this case the LMC, the distance modulus is off by 0.13 mag. We can also see that the distance estimation to IC 1613 does not change when using only 60% of the stars. This test on IC 1613 allowed us to show that our method is robust enough that even for a smaller sample of CS the median $J$ magnitude is not affected.

7 CONCLUSIONS

We have developed an independent distance determination method using CS as distance indicators with the LMC or SMC as calibrators. It has been tested in two local group galaxies: NGC 6822 and IC 1613. The CS were selected based solely on their colour in the $(I-J, K_s)$ CMD. All galaxies were corrected for extinction before selecting the CS. In this way we are able to use the same colour limits for all the galaxies.

For NGC 6822 we found $\mu_0,NGC6822 = 23.54 \pm 0.03$ (stat) adopting $\mu_0,LMC = 18.477 \pm 0.004$ (stat) $\pm 0.026$ (sys) (Pietrzyński et al. 2019). Taking into consideration the error bars, the differences in the distance calibration zero-point and the lack of agreement for the extinction, our distance is in good agreement with the distances found in the literature and summarized in Table 3. For IC 1613 we obtained $\mu_0,IC1613 = 24.34 \pm 0.05$ assuming $\mu_0,SMC = 18.96 \pm 0.03$ (stat) $\pm 0.05$ (sys). The distance derived here agrees with distances in Table 4. The error in our distance moduli come from the statistical errors in Tables 1 and 2.

The method uses the median $J$ magnitude of the CS and compares it to the appropriate calibrator (LMC or SMC). To determine the most suitable, calibrating galaxy we first attempted to compare intrinsic properties such as metallicity and SFH. Most studies agree that overall, the LMC and NGC 6822 are more metal rich than the
Figure 15. Distributions of distance moduli (DM) for $10^4$ random subsamples of carbon stars from (from left to right) the LMC, SMC, NGC 6822 and IC 1613. In each plot the red solid line represents the distribution of DM of the specified galaxy using the LMC as calibrator, and the (dashed dark-cyan line) is the DM using the SMC as calibrator. Each carbon star sub-sample is composed of 120 stars, except for the samples from IC 1613 which are composed of 60 stars. Measuring the distance modulus to a galaxy using the wrong calibrator galaxy introduces a systematic error of the order of a tenth of magnitude.

SMC, and that IC 1613 has the lowest metallicity value of the four. Metallicity estimates depend greatly on the tracers used in the analysis and are in general not representative of the CS population. Given the wide spread of values in the metallicity estimates, we find that is preferable to compare the $J$-band luminosity functions of the CS from NGC 6822 and IC 1613 to those from the LMC and SMC. We modeled the CS luminosity functions with a modified Lorentzian distribution (Eq. 4) to allow for asymmetry, and used the skew parameter to determine that NGC 6822 is more "LMC-like" and IC 1613 is more "SMC-like". Because in this case the skew parameters are basically identical to the chosen calibrator, we cannot test if the limit defined in Eq. 5 is an appropriate limit. We will expand our sample of galaxies in a future publication to include galaxies with a wider range of characteristics and determine whether the skew parameter is the best indicator from which to choose a calibrator.

We found that constraining the magnitude selection of the CS region considerably impacts the value of the median ($M_J$) and the mean ($\langle M_J \rangle$) of the distribution. Choosing a wider range of magnitudes reduces the effects of magnitude selection. The catalogue developed in Paper I for the LMC and SMC allowed us to obtain CMDs clean enough that no magnitude selection was necessary for these data. However for NGC 6822 and IC 1613 the contamination to the CMD at the faint end of the CS region required that we set a faint magnitude limit. Still, the magnitude ranges covered by the CS in these two galaxies was large enough that changing the limit by up to half a magnitude only has an effect on the distance modulus of the same order as the error in the distance modulus.

It is important to mention that the method developed here has only been used successfully for Magellanic-type irregular galaxies. As shown in Paper I, the CS luminosity function is notably different for the Milky Way, and we expect this to be the case for all grand design spiral galaxies. In addition, we have shown that choosing the wrong Magellanic Cloud as calibrator introduces an error on the distance modulus of ~0.1 magnitudes.

In the present paper we tested our method in two relatively nearby galaxies. In a future publication we will test this method for galaxies at further distances.

ACKNOWLEDGEMENTS

This work was supported by the Natural Sciences and Engineering Research Council of Canada, the Canada Foundation for Innovation, the British Columbia Knowledge Development Fund. Part of this research is based on observations obtained with WIRCam, a joint project of CFHT, Taiwan, Korea, Canada, France, at the Canada-France-Hawaii Telescope (CFHT) which is operated by the National Research Council (NRC) of Canada, the Institut National des Sciences de l’Univers of the Centre National de la Recherche Scientifique of France, and the University of Hawaii.

DATA AVAILABILITY

The LMC and SMC catalogues developed in Paper I can be found at: https://gitlab.com/pripoche/using-carbon-stars-as-standard-candles. The photometric catalogue for NGC 6822 will be shared upon request to the corresponding author.

REFERENCES

Battinelli P., Demers S., 2005, A&A, 434, 657
Beaton R. L., et al., 2016, ApJ, 832, 210
Berger T. A., Kudritzki R.-P., Urbaneja M. A., Bresolin F., Gieren W., Pietrzyński G., Przybilla N., 2018, ApJ, 860, 130
Bernard E. J., et al., 2010, ApJ, 712, 1259
Bertin E., 2006, in Gabriel C., Arviset C., Ponz D., Enrique S., eds, Astronomical Society of the Pacific Conference Series Vol. 351, Astronomical Data Analysis Software and Systems XV. p. 112
Bertin E., Arnouts S., 1996, A&AS, 117, 393
Bertin E., Mellier Y., Radovich M., Missonnier G., Didelon P., Morin B., 2002, in Bohlender D. A., Durand D., Handley T. H., eds, Astronomical Society of the Pacific Conference Series Vol. 281, Astronomical Data Analysis Software and Systems XI. p. 228
Boyer M. L., et al., 2011, AJ, 142, 103
Boyer M. L., et al., 2019, ApJ, 879, 109
Bressan A., Marigo P., Girardi L., Salasnich B., Dal Cero C., Rubele S., Nanni A., 2012, MNRAS, 427, 127
Brewer J. P., Richer H. B., Crabtree D. R., 1995, AJ, 109, 2480

MNRS 000, 1–15 (2020)
Carbon stars as standard candles 15

Cacciari C., 2013, in de Grijs R., ed., IAU Symposium Vol. 289, Advancing the Physics of Cosmic Distances, pp 101–108, doi:10.1017/S1743921312021205

Caldwell J. A. R., Coulson I. M., 1986, MNRAS, 218, 223

Cannon J. M., et al., 2012, ApJ, 747, 122

Chun S.-H., Jung M., Kang M., Kim J.-W., Sohn Y.-J., 2015, A&A, 578, A51

Cignoni M., Cole A. A., Tosi M., Gallagher J. S., Sabbi E., Anderson J., Grebel E. K., Nota A., 2013, ApJ, 775, 83

Cioni M. R. L., 2009, A&A, 506, 1137

Cioni M. R. L., Habing H. J., 2003, A&A, 402, 133

Cioni M. R. L., Habing H. J., 2005, A&A, 429, 837

Cioni M. R. L., Marquette J. B., Lopu C., Azzopardi M., Habing H. J., Lasserre T., Lesquoy E., 2001, A&A, 377, 945

Cioni M. R. L., et al., 2008, A&A, 487, 131

Clementini G., Held E. V., Baldacci L., Rizzi L., 2003, ApJ, 588, L85

Cristallo S., Straniero O., Piersanti L., Gobrecht D., 2015, ApJS, 219, 40

Dambis A. K., Berdnikov L. N., Kniazev A. Y., Kravtsov V. V., Rastorguev A. S., Sefako R., Voznakova O. V., 2013, MNRAS, 435, 3206

Freedman W. L., Abdigamber O. P., Whitelock P. A., 2010, MNRAS, 408, L76

Freedman W. L., Madore B. F., 2020, ApJ, 899, 66

Freedman W. L., et al., 2015, MNRAS, 452, 1067

Muraveva T., et al., 2018, MNRAS, 473, 3131

Nikolaev S., Weinberg M. D., 2000, ApJ, 542, 804

Nikolaev S., Drake A. J., Keller S. C., Cook K. H., Dalal N., Griest K., Welch D. L., Hanbur S. M., 2004, ApJ, 601, 260

Pastorello G., et al., 2019, MNRAS, 485, 5666

Pastorello G., et al., 2020, MNRAS, 498, 3283

Pietrzyński G., et al., 2019, Nature, 567, 200

Pritchett C. J., Richer H. B., Schade D., Crabtree D., Yee H. K. C., 1987, ApJ, 323, 79

Rich J. A., Persson S. E., Freedman W. L., Madore B. F., Monson A. J., Scowcroft V., Seibert M., 2014, ApJ, 794, 107

Richer H. B., Crabtree D. R., 1985, ApJ, 298, L13

Richer H. B., Westerlund B. E., 1983, ApJ, 264, 114

Richer H. B., Crabtree D. R., Pritchett C. J., 1984, ApJ, 287, 138

Riess A. G., et al., 2016, ApJ, 826, 56

Riess A. G., Casertano S., Yuan W., Macri L. M., Scnit D., 2019, ApJ, 876, 85

Ripepi V., et al., 2017, MNRAS, 472, 808

Rippeh P., Hey J., Parada J., Richer H. H., 2020, MNRAS, 495, 2858

Rizzi L., Tully R. B., Makarav D., Makarav L., Dolphin A. E., Sakai S., Shaya E. J., 2007, ApJ, 661, 815

Rubele E., et al., 2018, MNRAS, 478, 5017

Schlafly E. F., Finkbeiner D. P., 2011, ApJ, 737, 103

Scowcroft V., Freedman W. L., Madore B. F., Monson A. J., Persson S. E., Seibert M., Rigby J. R., Melbourne J., 2013, ApJ, 773, 106

Seibert M., Rigby J. R., 2016, Astrophys. J., 816, 49

Sibbons L., Ryan S. G., Irwin M., Blisko S., 2015, ApJ, 804, 104

Skillman E. D., Tolstoy E., Cole A. A., Dolphin A. E., Saha A., Gallagher J. S., Dohm-Palmer R. C., Mateo M., 2003, ApJ, 596, 253

Skulkin E. D., et al., 2014, ApJ, 786, 44

Skrutskie M. F., et al., 2006, AJ, 131, 1163

Stetson P. B., 1987, Publications of the Astronomical Society of the Pacific, 99, 191

Stetson P., 1994, Publications of the Astronomical Society of the Pacific, 106, 250

Subramanian S., Subramaniam A., 2009, A&A, 496, 399

Subramanian S., Subramaniam A., 2012, ApJ, 744, 128

Subramanian S., Subramaniam A., 2013, A&A, 552, A144

Swan J., Cole A. E., Tolstoy E., Irwin M. J., 2016, MNRAS, 456, 4315

Tammann G. A., Reid B., Sandage A., 2011, A&A, 531, A134

Venn K. A., et al., 2001, ApJ, 547, 765

Weinberg M. D., Nicolaev S., 2001, ApJ, 548, 712

Whiteless P. A., Menzies J. W., Feast M. W., Nsenyinya M., Matsunaga N., 2013, MNRAS, 428, 2216

Zijlstra A. A., Lopu C., Waters B. F. M., Whiteless P. A., van Loon J. T., Guglia P., 1996, MNRAS, 279, 32

van Loon J. T., Marshall J. R., Cohen M., Matsunawa M., Wood P. R., Yama-mura I., Zijlstra A. A., 2006, A&A, 447, 971

van der Marel R. P., Cioni M.-R. L., 2001, AJ, 122, 1807

This paper has been typeset from a TeX/LaTeX file prepared by the author.