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Abstract

We study the problem of estimating the fixed point of a contractive operator defined on a separable Banach space. Focusing on a stochastic query model that provides noisy evaluations of the operator, we analyze a variance-reduced stochastic approximation scheme, and establish non-asymptotic bounds for both the operator defect and the estimation error, measured in an arbitrary semi-norm. In contrast to worst-case guarantees, our bounds are instance-dependent, and achieve the local asymptotic minimax risk non-asymptotically. For linear operators, contractivity can be relaxed to multi-step contractivity, so that the theory can be applied to problems like average reward policy evaluation problem in reinforcement learning. We illustrate the theory via applications to stochastic shortest path problems, two-player zero-sum Markov games, as well as average-reward policy evaluation.
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1 Introduction

In this paper, we consider a class of stochastic fixed-point problems defined in Banach spaces. In particular, let $\mathbb{V}$ be a separable Banach space with its associated norm $\| \cdot \|$, and suppose that $h : \mathbb{V} \rightarrow \mathbb{V}$ is an operator on the Banach space. Of interest to us are solutions $\theta^*$ to the fixed-point equation

$$\theta^* = h(\theta^*).$$

When the operator $h$ is contractive, the Banach fixed point theorem (e.g., [DG03]) ensures the existence and uniqueness of the fixed point. The bulk of our analysis focuses on this contractive case, but we also allow for weaker multi-stage contraction in certain settings.

\textsuperscript{*} Wenlong Mou and Koulik Khamaru contributed equally to this work.
Fixed points of this type lie at the core of many mathematical areas, including differential and integral equations [Tes12; Kir11], game theory [Sto89], optimization and variational inequalities [Nes03; RW09], as well as dynamic programming and reinforcement learning [Ber19; Put05]. In these settings, the contraction property not only plays an instrumental role in existence and uniqueness proofs, but also leads to efficient methods for computing fixed points. Our focus will be on the extension of such methods to problems in which the operator $h$ can be observed only via a stochastic oracle that, when given a query point $\theta$, returns a noisy version of the operator evaluation $h(\theta)$. Such random observation models necessitate the use of stochastic approximation schemes. A fundamental question associated with such schemes is their statistical complexity: how many noisy operator evaluations are required to estimate the fixed point $\theta^*$ to a pre-specified accuracy? In this paper, we undertake a fine-grained yet relatively general analysis of this question. Notably, our analysis captures the way in which statistical complexity depends on the geometry of the Banach space, as well as the structure of the fixed point $\theta^*$ itself.

An important sub-class of Banach spaces are Hilbert spaces, with the Euclidean case ($V = \mathbb{R}^d$ with the usual inner product) being one special example. The behavior of stochastic approximation for many Hilbert spaces is relatively well understood. In this case, the space $V$ is endowed with an inner product $\langle \cdot, \cdot \rangle_V$ that induces the norm $\|x\| = \sqrt{\langle x, x \rangle_V}$. For example, for the Euclidean space $(\mathbb{R}^d, \| \cdot \|_2)$, if we set $h(x) := x - \beta^{-1}\nabla f(x)$ for a $\beta$-smooth and strongly convex function $f$, then solving the fixed-point equation (1) is equivalent to minimizing the function $f$. A rich theory has been developed around this stochastic optimization problem [BCN18; Nem+09], giving rise to the concepts of averaging [PJ92; Rup88], acceleration [GL12; GL13], and variance reduction [JZ13; NST21; Li+20], along with associated characterizations of optimality [MB11; DR16; Mou+20].

In contrast, relatively less is known in the general setting of Banach spaces. One of the simplest examples is $\mathbb{R}^d$ equipped with a non-Euclidean norm, such as the $\ell_\infty$-norm. To be clear, non-Euclidean set-ups of this type have been studied in the literature on stochastic optimization and stochastic variational inequalities, with the method of mirror descent being a representative example [NY83; JNT11; KLL20]. Our study, however, deviates from this line of research. The difference stems from the formulation of the problem itself: the operator $h$ in equation (1) is a mapping from $V$ to itself, whereas the operators studied in variational inequalities map a Banach space to its dual. This difference leads to a different path of analysis, as taken here.

At least initially, it might seem that non-Euclidean geometry should pose little difficulty for stochastic approximation: all norms are equivalent in the finite-dimensional case, and as is known from standard theory (e.g., [Bor09]), asymptotic convergence depends ultimately on the limiting ODE defined by the scheme. From a non-asymptotic point of view, however, the picture becomes more nuanced: a natural desideratum is that the bounds depend on the geometric complexity of $V$, as opposed to its (possibly much larger) ambient dimension. The difference between the two can be significant. As one concrete example, when solving fixed-point equations that arise in tabular Markov decision processes, the ambient dimension is the size of state-action space, whereas one can obtain $\ell_\infty$-norm bounds that have only logarithmic dependency on the dimension (see, e.g., [Wai19b; Kha+20]). Our first goal, therefore, is to develop a unified and geometry-aware theory for a certain class of stochastic approximation procedures in Banach spaces.

Our second goal is to establish bounds that are instance-dependent, and so move us beyond a classical worst-case analysis. Any method for stochastic approximation corresponds to a particular type of recursive statistical estimator, so that the the classical statistical theory of
local asymptotic minimax can be brought into play [Häj72; Vaa00]. This theory provides a framework for deriving lower bounds on the error of any estimator that depend explicitly on (a local neighborhood of) the instance under consideration. As for the form that such bounds should take in our setting, recall that a sum of i.i.d. random variables in Banach spaces is known (under mild regularity conditions) to satisfy a central limit theorem (see Ledoux and Talagrand [LT13], Section 10). These two lines of asymptotic analysis, in conjunction, indicate that the “right” complexity for estimation in a Banach space $V$ should involve the expected norm of a Gaussian random element with covariance structure specified by the noise in the stochastic oracle. Given this fundamental limit, it is natural to seek an estimator whose non-asymptotic risk matches this quantity, with possible higher-order terms which, again, depends only the geometric complexity of the norm $\| \cdot \|$ (and not the ambient dimension).

In order to address these goals, we analyze an extension of the ROOT-SGD algorithm, a stochastic approximation (SA) algorithm introduced in past work involving a subset of the current authors [Li+20]. We adapt the scheme to solve general fixed-point problems and establish instance-dependent non-asymptotic guarantees in general Banach spaces. More specifically:

- We establish sharp non-asymptotic bounds on the operator defect $\| h(\theta_n) - \theta_n \|$ of the iterate $\theta_n$ after $n$ rounds. The leading-order term, defined in terms of a Gaussian complexity induced by the noisy evaluations of the operator $h$, matches the the optimal Gaussian limit. To the best of our knowledge, this is the first non-asymptotic bound for SA procedures with general non-Euclidean norm that depends directly on the geometric complexity of the underlying space.

- Under a local linearization assumption on the operator $h$, we establish a sharp instance-dependent upper bound on the estimation error $\| \theta_n - \theta^* \|_C$, measured by any semi-norm $\| \cdot \|_C$ that is dominated by $\| \cdot \|$. The leading-order term of this bound is a Gaussian complexity involving the dual ball of the semi-norm $\| \cdot \|_C$, and its interaction with locally linear approximations of the operator around $\theta^*$.

- When the operator $h$ is affine, we establish an improved result that matches the leading-order term in the nonlinear case, and with an even lower sample complexity. We also generalize this result to settings in which $h$ itself is not necessarily contractive, but its $m$-step composition is contractive.

- Finally, we illustrate some specific consequences of our theory for different examples, including stochastic shortest path problems, Markov games, and average-reward policy evaluation.

### 1.1 Related work

In this section, we survey existing literature on stochastic approximation and its variance-reduced analogues.

**Stochastic approximation and asymptotic guarantees:** The study of stochastic approximation methods dates back to the seminal work of Robbins and Monro [RM51], as well as Kiefer and Wolfowitz [KW52], who established asymptotic convergence for various classes of one-dimensional problems. Subsequent work by Ljung [Lju77a; Lju77b] and Kushner and Clark [KC78] provided general criteria for convergence to a stable limit, in particular by using an ordinary differential equation (ODE) to track the trajectory of SA procedures. The ODE method has been substantially refined in a long line of subsequent work [Ben96; KY03; Bor09; BMP12]. In addition to pointwise convergence, there is a rich body of work characterizing
the asymptotic distribution of SA trajectories [Kha66; Kus84; KS84]. We refer the reader to the monographs [KY03; Bor09; BMP12] for more background and details on these results.

The idea of improving SA schemes by averaging the iterates was proposed in independent work by Polyak and Juditsky [Pol90; PJ92] as well as Ruppert [Rup88]. Averaging the iterates allows for the use of more aggressive stepsize choices, and Gaussian limiting behavior is achieved over a broad range. The form of this limiting distribution is known to optimal in the sense of local asymptotic minimax [Häj72; Vaa00; DR16]. The idea of iterate averaging underlies many important aspects of large-scale statistical learning, leading to improved algorithms in different settings [BM13; DR16; Tri+18] and laying the foundations of online statistical inference [Che+20a]. The ROOT-SGD algorithm [Li+20] that inspired our approach is motivated by the averaging scheme, but combines variance reduction with averaging of the gradient sequence (as opposed to the sequence of iterates).

**Non-asymptotic guarantees for stochastic approximation**: Recent years have witnessed significant interest in obtaining non-asymptotic guarantees of the standard SA scheme (see equation (3) in the sequel). For instance, Qu and Wierman [QW20] directly analyzed the iterates of SA algorithms in the asynchronous setting, whereas Chen et al. [Che+20b] derived non-asymptotic bounds on stochastic approximation methods using Lyapunov functions. Using the generalized Moreau envelope, they constructed a smooth Lyapunov function, and show that the iterates of a standard SA scheme have a negative drift with respect to this Lyapunov function. Such Lyapunov techniques have been used to derive non-asymptotic guarantees for SA schemes in variety of settings (e.g., [Che+21a; Che+19; Che+21b; ZZM21]). Wainwright [Wai19b] proved non-asymptotic guarantees for stochastic approximation algorithms under a cone-contractive assumption. For general contractive fixed-point problems in Banach spaces, Gupta et al., [GJG18] developed general criteria for the asymptotic convergence of mini-batch fixed-point iterations; and recently, Borkar [Bor21] established non-asymptotic concentration inequalities for the iterates, albeit with potentially dimension-dependent pre-factors. It should be noted that the standard SA scheme (3), while guaranteed to converge to the fixed point, may do so at a sub-optimal rate when measured in a minimax sense; for example, the papers [Wai19b; Li+21] demonstrate the non-optimality of this approach for the $Q$-learning problem in reinforcement learning.

Non-asymptotic guarantees that are instance-dependent—meaning that they go beyond worst-case and are adaptive to the difficulty—have been established for several stochastic approximation procedures. For stochastic gradient (SG) methods in the Euclidean setting, such bounds have been established for Polyak-Ruppert-averaged SG [MB11; GP17] and variance-reduced SG algorithms [Fro+15; Li+20], with the sample complexity and high-order terms being improved over time. For reinforcement learning problems, such type of guarantees have been established in the $\| \cdot \|_\infty$ norm for temporal difference methods [Kha+20] and $Q$-learning [Kha+21] under a generative model, as well as Markovian trajectories [Mou+21; LLP21] under the $\ell_2$-norm. In the context of stochastic optimization, the paper [Li+20] provides fine-grained bound for ROOT-SGD with a unity pre-factor on the leading-order instance-dependent term. The bounds in our paper, on the other hand, involve constants that need not be optimal in this sense. It is an interesting future direction of research to establish similar non-asymptotic bounds for ROOT-SA with the sharp unity pre-factor.

**Variance-reduced stochastic approximation algorithms**: In order to obtain optimal SA procedures, different forms of variance reduction have been analyzed. The idea of variance
reduction in stochastic approximation is classical; in the specific context of stochastic gradient methods, the papers [JZ13; DBLJ14; SLRB17] proposed versions of variance reduction that accelerate convergence by careful averaging and re-centering of the gradient sequence. In this special case of stochastic optimization, the fixed-point operator $h$ is obtained from the gradient update operator (cf. the discussion in Section 1); under suitable convexity and smoothness conditions, it is contractive under the $\ell_2$-norm. In more recent work, several fully online schemes for variance-reduced stochastic optimization have been developed and analyzed, including SARAH [Ngu+17; NST21], STORM [CO19] and ROOT-SGD [Li+20]. The ROOT-SGD scheme uses recursive $1/t$-averaging of gradients, and has been shown to be optimal for various convex problems in both asymptotic and non-asymptotic settings; see the paper [Li+20] and references therein for more details.

In the context of reinforcement learning (RL) problems, the operator $h$ often corresponds to some type of Bellman operator [Ber12b; Ber19], known to be contractive under the $\ell_\infty$-norm. Unfortunately, the key techniques used to design optimal methods for RL differ considerably from those used in the stochastic optimization literature. Concretely, in order to obtain optimal RL algorithms, it is often necessary to exploit monotonicity properties of the Bellman operator, combined with variance reduction schemes [Sid+18; Wai19c; Kha+20; Kha+21]. Consequently, the literature is currently lacking a more unified perspective on how to obtain optimal SA schemes in a general setting. The main contribution of our paper is to fill this gap by proposing and analyzing a single variance-reduced stochastic approximation algorithm for finding the fixed point of any contractive operator. In this way, our analysis does not depend on the exact form of the contraction norm $\| \cdot \|$.

**Notation:** We use $V^*$ to denote the dual space of the Banach space $V$, i.e., the space of all bounded linear functionals on $V$. We define the dual norm $\| y \|_* := \sup_{x \in V \setminus \{0\}} \langle x, y \rangle / \| x \|$. We define the unit norm ball $B := \{ x \in V, \| x \| \leq 1 \}$ in $V$, as well the dual norm unit ball $B^* := \{ y \in V^* \mid \| y \|_* \leq 1 \}$.

Given a bounded linear operator $A : V \to V$, the adjoint operator $A^* : V^* \to V^*$ is characterized by the property

$$\langle Ax, y \rangle = \langle x, A^* y \rangle \quad \text{for all } x \in V \text{ and } y \in V^*.$$ 

The operator norm of a bounded linear operator $A$ on $V$ is given by $\| A \|_V := \sup_{x \in V \setminus \{0\}} \| Ax \| / \| x \|$. Similarly, we can define the operator norm $\| \cdot \|_{V^*}$ of a bounded linear operator mapping from $V^*$ to itself. For any bounded linear operator $A$ that maps $V$ to itself, we have the equivalence $\| A^* \|_{V^*} = \| A \|_V$.

## 2 Problem set-up and the ROOT-SA Algorithm

In this section, we begin with a precise description of the class of problems that we study, along with the assumptions imposed. We then describe the ROOT-SA algorithm analyzed in this paper.

### 2.1 Problem formulation

Consider a separable Banach space $(V, \| \cdot \|)$, and an operator $h$ mapping from $V$ to itself. Assuming sufficient regularity to guarantee the existence and uniqueness of the fixed-point
\(\theta^*\) of the operator \(h\), we study stochastic approximation procedures for estimating the fixed point, i.e., for approximately solving the equation \(h(\theta) = \theta\).

In many practical applications, we may not have access to the operator \(h\) itself; instead, at each time \(t\), we have access to a stochastic oracle \(H_t\), that, when queried at some \(\theta \in \mathcal{V}\), returns a noisy version \(H_t(\theta)\) of the operator evaluation \(h(\theta)\). We impose the following conditions on the stochastic operators \(\{H_t\}_{t \geq 1}\) and the population operator \(h\):

**Assumptions**

(A1) There is a scalar \(\gamma \in [0, 1)\) such that the operator \(h : \mathcal{V} \to \mathcal{V}\) is \(\gamma\)-contractive—viz.

\[
\|h(\theta_1) - h(\theta_2)\| \leq \gamma \|\theta_1 - \theta_2\| \quad \text{for all } \theta_1, \theta_2 \in \mathcal{V}.
\]

(A2) For each \(t = 1, 2, \ldots\), the stochastic operator \(H_t : \mathcal{V} \mapsto \mathcal{V}\) is almost surely (a.s.) \(L\)-Lipschitz:

\[
\|H_t(\theta_1) - H_t(\theta_2)\| \leq L \|\theta_1 - \theta_2\| \quad \text{a.s. for all } \theta_1, \theta_2 \in \mathcal{V}.
\]

(A3) For any fixed \(\theta \in \mathcal{V}\), the noise variables \(\{\varepsilon_t(\theta) := H_t(\theta) - h(\theta)\}_{t \geq 1}\) are zero-mean and i.i.d., and \(\|\varepsilon_t(\theta)\| \leq b_\ast\) almost surely for all \(t = 1, 2, \ldots\).

A few remarks are in order. By the Banach fixed point theorem (e.g., [DG03]), the contractivity condition in Assumption (A1) ensures that \(h\) has a unique fixed point \(\theta^*\). The bulk of our analysis imposes Assumption (A1), with the exception of Section 3.3, where it is relaxed to a multi-stage contraction assumption in the special case of linear operators. Throughout this paper, we assume that \(\gamma \geq \frac{3}{4}\) for the ease of presentation. Note that this assumption can be made without loss of generality, since an operator that is \(\gamma\)-contractive for some \(\gamma \in [0, 3/4)\) is also \(3/4\)-contractive.

Assumption (A2) requires the stochastic operator \(H_t\) to be Lipschitz, with the associated constant \(L\) allowed to be much larger than one—that is, there is no requirement that \(H_t\) be contractive or non-expansive. This setup should be contrasted with past work on cone-contractive operators [Wai19b; Wai19c] or \(\ell_\infty\)-norm contractions [Kha+20; Kha+21], in which the stochastic operator \(H_t\) itself is required to be contractive. In the special case of stochastic optimization in \(\mathbb{R}^d\), this type of sample-level Lipschitz condition is widely used, especially for variance-reduced procedures (cf. [JZ13; NST21; Li+20]).

As for Assumption (A3), it imposes bounds only on the noise function when evaluated at the fixed point \(\theta^*\) of the operator \(h\). In conjunction with Assumption (A2), this bound implies that \(\|\varepsilon_t(\theta)\| \leq b_\ast + (L + \gamma)\|\theta - \theta^*\|\), allowing the norm of the noise \(\varepsilon_t(\theta)\) to grow linearly with \(\|\theta - \theta^*\|\). It is worth remarking that by using slightly more involved concentration arguments, it is possible to relax the almost sure bounds in Assumptions (A2) and (A3). More precisely, it suffices to impose a \(p\)-th-moment condition on all projections:

\[
\sup_{u \in \Gamma} \mathbb{E}[(u, H_1(\theta_1) - H_1(\theta_2))^p] \leq p! \cdot L^p \|\theta_1 - \theta_2\|^p \quad \text{for all } \theta_1, \theta_2 \in \mathcal{V}, \quad (2a)
\]

\[
\sup_{u \in \Gamma} \mathbb{E}[(u, \varepsilon_1(\theta^*))^p] \leq p! \cdot b_\ast^p, \quad (2b)
\]

for all \(p \geq 2\). Here \(\Gamma\) is a skeleton set whose convex hull generates the dual norm ball.
2.2 The ROOT-SA algorithm

Stochastic approximation algorithms are methods for solving fixed-point equations based on noisy observations. In the simplest of such schemes, one starts with initial point $\theta_0$, and then performs the recursive update

$$\theta_{t+1} = \theta_t + \alpha_t \{ H_t(\theta_t) - \theta_t \},$$

where $\{\alpha_t\}_{t \geq 0}$ is a sequence of positive stepsizes, typically in the interval $(0, 1)$. At any given step $t$, conditioned on $\theta_t$, the quantity $H_t(\theta_t)$ is an unbiased estimate of $h(\theta_t)$, and the noise in the observation model is given by $H_t(\theta_t) - h(\theta_t)$. Under the contractivity assumptions $(A1)$ on the operator $h$ and moment bounds on the observation noise $\{H_t(\theta_t) - h(\theta_t)\}_{t \geq 1}$, the sequence $\{\theta_t\}$ converges almost surely to the unique fixed point $\theta^*$; moreover, the rate of convergence of $\theta_t$ to $\theta^*$ is governed by the conditional variance of $H_t(\theta_t)$ around its conditional mean $h(\theta_t)$.

See the standard texts [KY03; Bor09; BMP12] for results of this type.

Algorithm 1 ROOT-SA: A recursive SA algorithm

1: Given (a) Initialization $\theta_0 \in V$, (b) Burn-in $B_0 \geq 2$, and (c) stepsize $\alpha > 0$
2: for $t = 1, \ldots, T$ do
3:   if $t \leq B_0$ then
4:      $v_t = \frac{1}{B_0} \sum_{t=1}^{B_0} \{ H_t(\theta_0) - \theta_0 \}$, and $\theta_t = \theta_0$.
5:   else
6:      $v_t = (H_t(\theta_{t-1}) - \theta_{t-1}) + \frac{t-1}{t} \{ v_{t-1} - (H_t(\theta_{t-2}) - \theta_{t-2}) \}$,
7:      $\theta_t = \theta_{t-1} + \alpha v_t$.
8: end if
9: end for
10: return $\theta_T$

The goal of variance reduction is to improve the basic stochastic approximation scheme (3) by replacing $H_t(\theta_t) - \theta_t$ with an alternative quantity $v_t$ that has lower variance. In this paper, we study a simple version of such a variance-reduction scheme, as described in Algorithm 1. Our algorithm is inspired by Recursive-one-over-t SGD (ROOT-SGD) algorithm proposed and analyzed in the past work [Li+20] involving a subset of the current authors. The ROOT-SGD algorithm was developed for stochastic optimization; it exploits a two-time scale framework that averages the gradient while performing variance reduction. Our ROOT-SA algorithm extends this same idea to the more general setting of stochastic approximation for fixed-point finding in Banach spaces. While the algorithms are similar in spirit, the analysis in this paper uses completely different techniques, since it applies to the Banach-space setting for general operators, as opposed to the Euclidean setting and gradient operators of convex functions. The key technical difficulties lie in the absence of inner product structure.

3 Main results

In this section, we state our main results and discuss some of their consequences. At a high level, our main results consist of various non-asymptotic bounds on the behavior of the ROOT-SA algorithm in a number of different (semi)-norms. In Section 3.1, we derive bounds on the operator defect $\|h(\theta_t) - \theta_t\|$, which measures how far the $t^{th}$-iterate $\theta_t$ of Algorithm 1 is
from being a fixed point of the population operator $h$. In other settings, we are interested in bounds on the estimation error $\|\theta_t - \theta^*\|$; accordingly, Section 3.2 is devoted to such results, along with bounds on various kinds of semi-norms. Finally, in Section 3.3, we discuss how to obtain refined results in the special case of linear operators, for which the contractivity assumption (A1) can be relaxed.

Central to our bounds are the second-order properties of the i.i.d. noise sequence $\{\varepsilon_t(\theta^*)\}_{t \geq 1}$. In particular, we let $W \in \mathcal{V}$ be a zero-mean Gaussian random element with covariance structure

$$E[\langle W, y \rangle \cdot \langle W, z \rangle] = E[\langle \varepsilon_1(\theta^*), y \rangle \cdot \langle \varepsilon_1(\theta^*), z \rangle] \quad \text{for all } y, z \in \mathcal{V}^*.$$  

(4)

Various statistics of this Banach-space-valued random variable, including its mean $E[\|W\|]$ and variance in certain directions, specify the leading instance-dependent terms of our results.

### 3.1 Upper bounds on operator defect

We begin by stating some non-asymptotic upper bounds on the so-called operator defect $\|h(\theta_t) - \theta_t\|$, which measures the error in the iterate $\theta_t$ as a fixed point. As noted above, the Gaussian element $W$ with covariance structure (4) plays a central role. In addition to the expected norm $E[\|W\|]$, our result involves a certain type of maximal variance over a skeleton set—namely, a subset $\Gamma$ of the dual ball $\mathcal{V}^*$ such that $\mathcal{B}^* = \text{conv}(\Gamma)$, so that the norm $\|\cdot\|$ has the variational representation $\|x\| = \sup_{y \in \Gamma} \langle x, y \rangle$. Given a set of this type, we define the $\Gamma$-maximal variance

$$\sigma^2_{\Gamma}(W) := \sup_{u \in \Gamma} E[\langle u, W \rangle^2].$$  

(5)

With this definition, we have the following:

**Theorem 1.** Under Assumptions (A1)–(A3) and a given failure probability $\delta \in (0, 1)$, there is a range of stepsizes $\alpha > 0$ such that with burn-in period $B_0 := \frac{c}{(1-\gamma)^2\alpha} \log \left( \frac{n}{\delta} \right)$, sample size $n \geq 2B_0$, the last iterate $\theta_n$ of Algorithm 1 satisfies

$$\|h(\theta_n) - \theta_n\| \leq \underbrace{\frac{c}{\sqrt{n}} \left( E[\|W\|] + \sqrt{\sigma^2_{\Gamma}(W) \log(\frac{1}{\delta})} \right)}_{\text{Instance-dependent}} + \frac{cB_0}{n} : \|\theta_0 - h(\theta_0)\| + \underbrace{\mathcal{H}_n(\delta, \alpha)}_{\text{Higher-order}}$$  

(6)

with probability at least $1 - \delta$. Here $\mathcal{H}_n(\delta, \alpha)$ is a higher-order term defined below (cf. equation (8b)).

See Section 5.1 for a proof of this theorem.

**Instance-dependent term:** As we discuss in the sequel, with a stepsize $\alpha \asymp 1/\sqrt{n}$, the dominant quantity in this upper bound is the instance-dependent term defined by the Gaussian process $W$. So as to appreciate its significance, we note that for any $\delta \in (0, 1)$, a near-optimal tail bound for the Gaussian process $W$ is given by

$$P[\|W\| \geq E[\|W\|] + c \sqrt{\sigma^2_{\Gamma}(W) \log(\frac{1}{\delta})}] \leq \delta.$$
(For instance, see Section 3.1 in Ledoux and Talagrand [LT13]). Thus, the instance-dependent term in Theorem 1 matches the behavior of the limiting Gaussian random variable $W$, up to constant factors and high-order terms.

Of course, it is natural to wonder whether this instance-dependent term is actually optimal for stochastic approximation, or more generally, for any procedure used to estimate the fixed point based on stochastic observations. As we discuss in Section 3.2, for a finite-dimensional space $\mathbb{V}$, this term matches the fundamental lower bound provided by local asymptotic minimax theory, so that—at least in general—it cannot be improved.

### 3.1.1 Stepsizes and higher-order term

The range of permissible stepsizes and the higher-order term involve certain Dudley entropy integrals, which we now define. Let $\mathbb{B}$ denote the unit ball in the space $(\mathbb{V}, \| \cdot \|)$, and let $\mathbb{B}^*$ denote the dual norm ball. Recall that $\Gamma$ is a skeleton set such that $\mathbb{B}^* = \text{conv}(\Gamma)$.

Given a metric $\rho$ on the dual space, we define (for any $q \geq 1$) the Dudley entropy integral

$$J_q(\Gamma, \rho_n) := \int_0^\infty \left( \log N(s; \Gamma, \rho_n) \right)^{1/q} ds,$$

where $N(s; \Gamma, \rho)$ denotes the cardinality of a minimal $s$-covering of the skeleton set $\Gamma \subseteq \mathbb{V}^*$ under $\rho$. Of particular interest are the cases $q = 2$ and $q = 1$, which arise in the cases of sub-Gaussian and sub-exponential tails, respectively.

In the simplest case (when $\mathbb{B}^*$ is totally compact, such as the finite-dimensional case), we can let $\rho$ be the dual norm $\| \cdot \|_*$. However, to handle the general infinite-dimensional case and also sharpen our results, we make use of the following pseudo-metric on the skeleton set

$$\rho_n(x, y) := \sup_{e \in n\Omega \cap \mathbb{B}} \langle x - y, e \rangle \text{ defined for all pairs } x, y \in \Gamma,$$

where $\Omega$ is the range of the operator. Note that the additional restriction $e \in n\Omega$ makes $\rho_n$ a weaker pseudo-metric than the dual norm, and in particular, we have $\rho_n(x, y) \leq \|x - y\|_*$ for any $x, y \in \mathbb{V}^*$. This weakening is especially important in the infinite-dimensional case, where the skeleton set $\Gamma$ is not compact under the original norm $\| \cdot \|_*$.

With this notation, for a given tolerance probability $\delta \in (0, 1)$, the range of permissible stepsizes is given by

$$\alpha \in \left(0, \frac{cL^2J_2^2(\Gamma, \rho_n) \log\left(\frac{2}{\delta}\right)}{(1 - \gamma)^2} \right), \quad (8a)$$

and the higher-order term is given by

$$H_n(\delta, \alpha) := c\frac{\rho_n}{(1 - \gamma)^2} \left[ \frac{1}{n} + \frac{\alpha}{\sqrt{n}} J_2(\Gamma, \rho_n) \log\left(\frac{2}{\delta}\right) \right] \cdot \left\{ J_1(\Gamma, \rho_n) + \log\left(\frac{1}{\delta}\right) \right\}. \quad (8b)$$

### 3.1.2 Stepsize choice and restarting

Note that Theorem 1 holds for a range of stepsizes, and the stepsize plays a role in the burn-in length $B_0 = \frac{c}{(1 - \gamma)^2} \log\left(\frac{2}{\delta}\right)$. In conjunction, these requirements induce the following lower bound on the sample size

$$n \geq \frac{c}{(1 - \gamma)^2} L^2J_2^2(\Gamma, \rho_n) \log^2\left(\frac{2}{\delta}\right). \quad (9a)$$
Given a sample size $n$ satisfying this requirement, suppose that we choose the stepsize

$$\alpha = \left\{ L J_2(\Gamma, \rho_n) \log \left( \frac{n}{\delta} \right) \right\}^{-1}. \quad (9b)$$

With this choice, when evaluated at iteration $t = n$, it can be shown that the bound (6) simplifies to

$$\| h(\theta_n) - \theta_n \| \leq c \sqrt{n} \left\{ \mathbb{E}[\|W\|] + \sqrt{\sigma^2(W) \log \left( \frac{1}{\delta} \right)} \right\} + \frac{cB_0}{n} \cdot \| \theta_0 - h(\theta_0) \|$$

$$+ c \frac{b_*}{(1-\gamma)n} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\}. \quad (9c)$$

Thus, we see that the instance-dependent term (with its $1/\sqrt{n}$ decay) dominates the other two terms, which decay at the faster $1/n$ rate.

The final aspect that can be refined is the dependence of the bound (9c) on the initial error. As stated, this dependence is sub-optimal, but can be refined via a simple restarting procedure, leading to an improved bound

$$\| h(\theta_n) - \theta_n \| \leq c \sqrt{n} \left\{ \mathbb{E}[\|W\|] + \sqrt{\sigma^2(W) \log \left( \frac{1}{\delta} \right)} \right\} + \frac{cB_0}{n} \cdot \| \theta_0 - h(\theta_0) \|$$

$$+ c \frac{b_*}{(1-\gamma)n} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\}, \quad (10)$$

as long as the initial operator defect $\| \theta_0 - h(\theta_0) \|$ is controlled by a finite-degree polynomial of the sample size $n$. See Appendix A for the details of this procedure. In Corollary 1 and Theorem 2 to follow, we assume that such re-starting scheme has been applied, so that the contribution from initial gap $\| \theta_0 - h(\theta_0) \|$ is negligible.

### 3.1.3 Semi-norm bounds on the operator defect

There are various practical settings in which it is of interest to obtain a bound in some semi-norm $\| \cdot \|_C$, as opposed to the original Banach space norm $\| \cdot \|$. As a simple example, in the Euclidean setting, i.e. $\mathbb{V} = \mathbb{R}^d$, one might have an operator that is contractive in the $\ell^2$-norm, but be interested in deriving bounds in the $\ell^\infty$-norm. As a second example, in various applications, one only cares about the error in some fixed direction $v \in \mathbb{R}^d$, so that the semi-norm $\| \theta \|_C := \langle v^\top \theta \rangle$ is the relevant quantity.

In this section, we state a family of bounds applicable to any semi-norm $\| \cdot \|_C$ of the form

$$\| \theta \|_C := \sup_{v \in C} \langle v, \theta \rangle \quad \text{where } C \subset \mathbb{V}^* \text{ is a symmetric and convex subset}. \quad (11)$$

Note that a wide class of interesting semi-norms can be generated in this way.

A crude bound can be obtained by relating the semi-norm to the Banach space norm. In particular, when the norm domination factor $\mathcal{D} := \sup_{v \in C} \| v \|_*$ is finite, then any $\theta \in \mathbb{V}$ satisfies the upper bound

$$\| \theta \|_C \leq (\sup_{v \in C} \| v \|_*) \cdot \| \theta \| := \mathcal{D} \cdot \| \theta \|, \quad (12)$$

and a direct application of Theorem 1 yields

$$\| h(\theta_n) - \theta_n \|_C \leq \mathcal{D} \cdot \| h(\theta_n) - \theta_n \| \lesssim \frac{\mathcal{D}}{\sqrt{n}} \cdot \left\{ \mathbb{E}[\|W\|] + \sqrt{\sigma^2(W) \log \left( \frac{1}{\delta} \right)} \right\}. \quad (10)$$
This bound is potentially weak for two reasons: (a) the leading term depends directly on $D$, which can be large and possibly dependent on the ambient dimension of the problem; and (b) it depends in a global way on the Gaussian random element $W$, via the skeleton set $\Gamma$ as opposed to $C$, which can be much smaller.

It is natural to expect that one could prove bounds with a leading term specified in terms of $E\|W\|_C$ along with the refined variance functional $\sigma^2_C := \text{sup}_{u \in C} E[\langle u, W \rangle^2]$. This refinement is the content of the following:

**Corollary 1.** Under the conditions of Theorem 1, the iterate $\theta_n$ satisfies the bound

$$\|h(\theta_n) - \theta_n\|_C \leq \frac{c}{\sqrt{n}} \left\{ E[\|W\|_C] + \sqrt{\sigma^2_C(W) \log \left(\frac{1}{\delta}\right)} \right\} + \mathcal{H}_n^I(\delta, \alpha)$$

with probability at least $1 - \delta$, where

$$\mathcal{H}_n^I(\delta, \alpha) := \frac{D}{\gamma - 1} \left\{ L J_2(B^*, \rho_n) \log \left(\frac{n}{\alpha}\right) \sqrt{\frac{n}{\alpha}} + \frac{1}{n \alpha} \right\} \left\{ E[\|W\|] + \sqrt{\sigma^2_F(W) \log \left(\frac{1}{\delta}\right)} \right\}$$

$$+ \frac{c D B_1}{\gamma - 1} \left\{ \sqrt{\frac{n}{\alpha}} + \frac{\alpha}{\sqrt{n}} \right\} J_2(\Gamma, \rho_n) J_1(\Gamma, \rho_n) \log^2 \left(\frac{n}{\delta}\right).$$

See Section 5.2 for the proof.

With the stepsize choice (9b), the higher-order term scales as

$$\mathcal{H}_n^I(\delta, \alpha) = \left\{ E[\|W\|] + \sqrt{\sigma^2_F \log \left(\frac{1}{\alpha}\right)} \right\} \cdot \tilde{O} \left( \frac{D}{(1 - \gamma)^n \beta} \right) + \tilde{O} \left( \frac{D}{(1 - \gamma)^n} \right),$$

where $\tilde{O}$ subsumes various constants and logarithmic factors. Any dependence on global features of the Banach space appears only in this higher-order term, which goes to zero at a rate faster than $1/\sqrt{n}$.

### 3.2 Upper bounds on the estimation error

Thus far, our analysis has focused on bounding the operator defect $\|\theta_n - h(\theta_n)\|$ in various (semi)-norms. In this section, we turn to problem of deriving upper bounds on the estimation error $\|\theta_n - \theta^*\|$, which is the primary goal in various applications of the SA methodology. Bounds on the operator defect imply bounds on this quantity: indeed, some simple calculation\(^1\) yields the bound

$$\|\theta_n - \theta^*\| \leq \frac{1}{1 - \gamma} \cdot \|\theta_n - h(\theta_n)\|.$$ (14)

Although this bound is useful—and sharp in a worst-case sense—it can certainly be improved in general.

In this section, we develop a result (to be stated as Theorem 2) that gives a sharper bound on the estimation error $\|\theta_n - \theta^*\|$ when it is possible to construct linear approximations of the operator $h$ in a neighborhood of $\theta^*$. More precisely, we impose the following local linearity condition.

\(^1\)By the triangle inequality, we have $\|\theta_n - \theta^*\| \leq \|\theta_n - h(\theta_n)\| + \|h(\theta_n) - h(\theta^*)\|$. From the contractivity assumption (A1), we have $\|h(\theta_n) - h(\theta^*)\| \leq \gamma \|\theta_n - \theta^*\|$, and rearranging yields the claim.
Assumption: Local linearity

(A4) For any $s > 0$, there exists a set $\mathcal{A}_s$ of bounded linear operators on $\mathcal{V}$ such that

$$
\| \theta - \theta^* \| \leq \sup_{A \in \mathcal{A}_s} \|(I - A)^{-1}(h(\theta) - \theta)\| \quad \text{for all } \theta \in \mathcal{B}(\theta^*, s).
$$

(15)

As before, let $W$ be a centered Gaussian random variable in $\mathcal{V}$ with the same covariance structure as $\varepsilon_1(\theta^*) := H_1(\theta^*) - h(\theta^*)$—that is

$$
\mathbb{E} \left[ \langle W, y \rangle \cdot \langle W, z \rangle \right] = \mathbb{E} \left[ \langle \varepsilon_1(\theta^*), y \rangle \cdot \langle \varepsilon_1(\theta^*), z \rangle \right] \quad \text{for all } y, z \in \mathcal{V}^*.
$$

Our bounds in this section are stated in terms of the solution to a fixed-point equation involving functionals of the Gaussian noise $W$. For any $s > 0$, define

$$
\mathcal{G}(s) := \mathbb{E} \left[ \sup_{y \in \Gamma, A \in \mathcal{A}_s} \langle W, (I - A)^{-1}y \rangle \right], \quad \text{and} \quad \nu^2(s) := \sup_{y \in \Gamma, A \in \mathcal{A}_s} \mathbb{E} \left[ \langle y, (I - A)^{-1}W \rangle^2 \right].
$$

(16)

Given a stepsize $\alpha$ satisfying (8a) and a tolerance probability $\delta \in (0, \frac{1}{1 + \log(1/(1 - \gamma))})$, we define the function

$$
\mathcal{H}_n(\alpha, \delta) := \frac{\log \left( \frac{\beta}{(1 - \gamma)\alpha} \right)}{1 - \alpha} \left\{ \mathcal{J}_2(\mathbb{E}, \rho_n) L \sqrt{\frac{\alpha}{n}} + \frac{1}{n^{1/2}} \cdot \mathbb{E}[\|W\|] + \left[ \frac{\mathcal{J}_2(\mathbb{E}, \rho_n) L \alpha}{\sqrt{n}} + \frac{1}{n} \right] \cdot b_{\star} \mathcal{J}_1(\Gamma, \rho_n) + \log \left( \frac{\beta}{\delta} \right) \right\}.
$$

(17a)

This quantity serves as a higher-order term in our analysis. We consider the following fixed-point equation in the variable $s$:

$$
s = \frac{\mathcal{G}(2s)}{\sqrt{n}} + \nu(2s) \sqrt{\frac{\log(1/\delta)}{n}} + \mathcal{H}_n(\alpha, \delta).
$$

(17b)

As discussed below equation (19) to follow, equation (17b) has a non-empty and bounded set of non-negative solutions; let $s^*_n$ be the largest such solution.

**Theorem 2.** Suppose that Assumptions (A1)–(A4) are in force, and that for some $\delta \in (0, 1)$, we run Algorithm 1 using a stepsize $\alpha$ in the interval (8a) and burn-in period $B_0 = \frac{c}{(1 - \gamma)\alpha} \log \left( \frac{n}{\delta} \right)$. Then the final iterate $\theta_n$ satisfies the bound

$$
\| \theta_n - \theta^* \| \leq c \cdot s^*_n \quad \text{with probability at least } 1 - \delta.
$$

(18)

See Appendix B for the proof of this theorem.

Note that our contractivity assumption implies that functions $\mathcal{G}$ and $\nu$ defined in equation (16) are uniformly bounded—viz.

$$
\mathcal{G}(s) = \mathbb{E} \left[ \sup_{y \in \Gamma, A \in \mathcal{A}_s} \langle W, (I - A)^{-1}y \rangle \right] \leq \frac{\mathbb{E}[\|W\|]}{1 - \gamma}, \quad \text{and}
$$

$$
\nu^2(s) := \sup_{y \in \Gamma, A \in \mathcal{A}_s} \mathbb{E} \left[ \langle y, (I - A)^{-1}W \rangle^2 \right] \leq \frac{1}{(1 - \gamma)^2} \sup_{y \in \Gamma} \mathbb{E}[\langle y, \mathcal{W} \rangle^2].
$$

(19)

These inequalities (19), in conjunction with Theorem 1, guarantee that the fixed-point equation (17b) has a non-empty and bounded set of solutions; consequently, the maximum solution
Note that only the high-order term $H_n(\alpha, \delta)$ depends on the stepsize. By taking the optimal stepsize $\alpha_n = \left\{ L J_2(\Gamma, \rho_n) \log \left( \frac{\alpha}{\delta} \right) \sqrt{n} \right\}^{-1}$, this term becomes

$$H_n(\alpha_n, \delta) := \frac{\log \left( \frac{\alpha}{\delta} \right)}{(1 - \gamma)^2} \left\{ \frac{\sqrt{L J_2(\Gamma, \rho_n)}}{n^{3/4}} \cdot E[||W||] + \frac{b_n}{n} \left( J_1(\Gamma, \rho_n) + \log \left( \frac{\alpha}{\delta} \right) \right) \right\},$$

which consists of two terms: an $O(n^{-3/4})$ term depending on the expected norm $E[||W||]$ that captures the second moment of the noise, and an $O(n^{-1})$ term depending on the worst-case upper bound on the noise, as well as the Dudley integral. Under our stepsize choice, the high-order terms not only decay at a faster rate with sample size $n$, but also capture the underlying complexity of the norm $|| \cdot ||$, instead of the ambient dimension of the space $V$.

### 3.2.1 Asymptotic optimality

Theorem 2 provides a non-asymptotic bound involving the Gaussian process $(I - A)^{-1}W$ for some $A \in A_s$. It is natural to ask whether or not this bound is improvable. In certain cases it is straightforward to address this question using local asymptotic minimax theory (cf. [LeC53; Hâj72; Vaa00]).

Let us suppose that $V$ is finite-dimensional, and the operator $h$ differentiable in an open neighborhood of the point $\theta^*$. In this case, we can use known results to state a lower bound involving the random variable $(I - A_0)^{-1}W$, where $A_0 = \nabla h(\theta^*)$. In order to state this lower bound precisely, we consider problems indexed by distributions $Q$ in a local neighborhood of the target distribution $P$. For any $Q$, our goal is to solve the fixed point equation $\theta = E_{H \sim Q} [h(\theta)]$ using i.i.d. samples of the random operator $H$. Under suitable tail assumptions on the distributions $P$ and $Q$, for any estimator $\hat{\theta}_n$ that maps a sequence of observed operators $\{H_t\}_{t=1}^n$ to the vector space $V$, an adaptation of Theorem 1 from the paper [DR16] (with loss function corresponding to the Banach norm) yields the lower bound

$$\liminf_{\Delta \to \infty} \liminf_{n \to \infty} \sup_{Q \mid D_{KL}(Q \| P) \leq \frac{\Delta}{n}} E \left[ \sqrt{n} ||(\hat{\theta}_n - \theta^*)(Q)|| \right] \geq E \left[ ||(I - A_0)^{-1}W|| \right],$$

Thus, when estimating $\theta^*$ in the Banach norm $|| \cdot ||$, the asymptotic lower bound is given by $E \left[ ||(I - A_0)^{-1}W|| \right]$.

Let us compare this fundamental limit to the behavior of the ROOT-SA estimator. We take a sequence of stepizes $\{\alpha_n\}_{n \geq 1}$ such that $\alpha_n \to 0^+$ and $n \alpha_n \to \infty$. With this choice, applying Theorem 2 yields that the ROOT-SA estimator $\theta_n$ satisfies the bound

$$\limsup_{n \to \infty} P \left[ ||\theta_n - \theta^*|| \geq c \cdot E \left[ ||(I - A_0)^{-1}W|| \right] \right] \leq \frac{1}{3},$$

for some universal constant $c > 0$, showing its behavior is controlled by the same functional that appears in the LAM lower bound.

### 3.2.2 Semi-norm bounds on the estimation error

Recall the setup of Section 3.1.3. We now refine these results by providing an upper bound on $||\theta_n - \theta^*||_{C_1}$, where $|| \cdot ||_{C_1}$ is a semi-norm of the form (11), assumed to satisfy the domination condition (12). Moreover, we assume the following modification of the local linearity condition holds.
Assumption: Local linearity in semi-norm

For any \( s > 0 \), there is a set \( A_s \) of bounded linear operators on \( V \) such that
\[
\| \theta - \theta^* \|_C \leq \sup_{A \in A_s} \| (I - A)^{-1} (h(\theta) - \theta) \| \quad \text{for all } \theta \in B(\theta^*, s).
\] (23)

As a refinement of the definition (16), we introduce the complexity terms
\[
G_C(s) := E \left[ \sup_{y \in C} A \in A_s \langle W, (I - A)^{-1} y \rangle \right], \quad \text{and} \quad \nu_C^2(s) := \sup_{y \in C} E \left[ \langle y, (I - A)^{-1} W \rangle^2 \right].
\] (24)

Given a stepsize \( \alpha \) satisfying the bound (8a) and a tolerance probability \( \delta \in (0, \frac{1}{\log(1/(1-\gamma))}) \), we define \( s^*_{C,n} > 0 \) to be the largest solution to the fixed-point equation
\[
s = \frac{G_C(2s)}{\sqrt{n}} + \nu_C^2(2s) \sqrt{\frac{\log(1/\delta)}{n}} + D \cdot \mathcal{H}_n(\alpha, \delta),
\] (25)
where the higher-order term \( \mathcal{H}_n(\alpha, \delta) \) was previously defined (17a).

**Corollary 2.** Under Assumptions (A1)–(A3) and (A4)', the estimate \( \theta_n \) from Algorithm 1 satisfies
\[
\| \theta_n - \theta^* \|_C \leq c \cdot s^*_{C,n} \quad \text{with probability at least } 1 - \delta.
\] (26)

See Appendix B for the proof of this corollary.

### 3.3 Linear operators with multi-step contraction

In the special case where \( h \) is a bounded linear operator in \( V \), the contraction assumption (A1) can be significantly weakened. In particular, it suffices to require that a multi-step composition of the operator be contractive.

Assumption: Multi-step contraction

For some integer \( m \geq 1 \), the affine operator \( h(\theta) = A\theta + b \) is \( m \)-stage contractive, meaning that
\[
\| A \|_V \leq 1 \quad \text{and} \quad \| A^m \|_V \leq \frac{1}{2}.
\] (27)

Note that assumption (A1)' implies that the linear operator \( (I - A) \) is invertible; in particular, we have the operator norm bound
\[
\| (I - A)^{-1} \|_V \leq \sum_{k=0}^{\infty} \sup_{v \in B} \| A^k v \| = \sum_{k=0}^{\infty} \sum_{j=0}^{m-1} \| A^{mk+j} \|_V \leq \sum_{k=0}^{\infty} \sum_{j=0}^{m-1} \| A^m \|_V \cdot \| A^j \|_V \leq 2m.
\] (28)

As before, let \( W \) be a centered Gaussian random variable in \( V \) with the same covariance structure as \( \varepsilon(\theta^*) := H(\theta^*) - h(\theta^*) \); that is, \( E \{ (W, y) \cdot (W, z) \} = E \{ \langle \varepsilon(\theta^*), y \rangle \cdot \langle \varepsilon(\theta^*), z \rangle \} \) for all \( y, z \in V^* \).
**Tuning parameters:** Given a desired failure probability \( \delta \in (0,1) \), and a total sample size \( n \), we run Algorithm 1 with the following choices of parameters:

\[
\begin{align*}
\text{Stepsize choice:} & \quad \alpha & \leq & \frac{c}{mL^2 J_2(B^*, \rho_n)^2 \log^2 \frac{n}{\delta}} \quad (29a) \\
\text{Burn-in time:} & \quad B_0 = \frac{cm}{\alpha} \log \left( \frac{n}{\delta} \right), \quad (29b)
\end{align*}
\]

where \( c \) is an universal constant.

**Theorem 3.** Under Assumptions (A1)', (A2) and (A3), and given a sample size \( n \geq 2B_0 \), consider Algorithm 1 run using tuning parameters from equation (29a) and (29b). Then for any given \( t \in [B_0, n] \), the iterate \( \theta_t \) satisfies

\[
\| h(\theta_n) - \theta_n \| \leq \frac{c}{\sqrt{n}} \left\{ \mathbb{E}\|\|W\|\| + \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} + \frac{cB_0}{n} \| \theta_0 - h(\theta_0) \| + \mathcal{H}_n^c(\delta, \alpha) \quad (30)
\]

with probability \( 1 - \delta \), where

\[
\mathcal{H}_n^c(\delta, \alpha) := cb \left\{ \frac{1}{n} + \frac{mL^2 J_2(B^*, \rho_n)}{\sqrt{n}} \log \left( \frac{n}{\delta} \right) \right\} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\},
\]

See Appendix C.1 for the proof of this theorem.

Observe that for a linear operator \( h(\theta) = A\theta + b \) that satisfies the contractivity condition (cf. Assumption (A1)'), the inverse \( (I - A)^{-1} \) exists, and we have

\[
\theta - \theta^* = (I - A)^{-1}(h(\theta) - \theta^*).
\]

Consequently, given any semi-norm \( \| \cdot \|_c \) of the form (11) satisfying condition (12), an argument similar to Corollary 2 yields the following guarantee. In stating it, we assume that the restarting scheme from Appendix A has been applied to remove dependence on the initial condition.

**Corollary 3.** Under the conditions of Theorem 3, running the ROOT-SA algorithm with the restarting scheme yields an iterate \( \theta_n \) such that

\[
\| \theta_n - \theta^* \|_c \leq \frac{c}{\sqrt{n}} \left\{ \mathbb{E}\|\|\|W\|\|_c \right\} + \sqrt{\sup_{u \in C} \mathbb{E}\langle \|u\| (I - A)^{-1}W \rangle^2 \log \left( \frac{1}{\delta} \right)} + H_n^c(\delta, \alpha) \quad (31)
\]

with probability at least \( 1 - \delta \).

See Appendix C.2 for the proof of this corollary, along with the definition of \( \mathcal{H}_n^c(\delta, \alpha) \).

Since the problem itself is linear, the class \( A_s \) of linear operators is singleton, and the estimation error upper bounds can be expressed directly through \( \mathbb{E}\|\|W\|\|_c \), without resorting to fixed-point equations. Compared with the high-order terms defined by equation (17a) in the general case, the high order terms in equation (31) (the second and third line of the equation) save a factor of \( \frac{1}{1 - \gamma} \) in the contractive case, while generalizing to the multi-step contraction case. Furthermore, similar to the discussion in Section 3.1.2, the step \( \alpha \) can be tuned based on the sample size \( n \) and knowledge about other problem parameters, so as to minimize the high-order terms \( \mathcal{H}_n^c(\delta, \alpha) \) and \( \mathcal{H}_n^c(\delta, \alpha) \). The resulting error bounds contain high-order terms similar to equations (17a) and (20), the factor \( (1 - \gamma)^{-2} \) replaced by the integer \( m \).
4 Consequences for specific use cases

Thus far, we have stated a number of general results. In this section, we discuss the consequences of these results for three classes of problems that fall within the framework of this paper. In the main text, we discuss in detail the problem of stochastic shortest paths in Section 4.1 and average-reward policy evaluation in Section 4.2. We defer discussion of methods for solving two-player zero-sum Markov games to Appendix D.

4.1 Computing stochastic shortest paths

We begin with the problem of computing stochastic shortest paths [YB13; BT91], or SSPs for short. It provides an illustration of the general theory using a Banach space defined by a certain weighted \( \ell_\infty \)-norm. On one hand, SSPs can be formulated in terms of Markov decision process (MDP) with a finite state space \( \mathcal{X} \) and action space \( \mathcal{U} \). Thus, although they might appear to be a special case of an MDP, in fact, they are sufficiently general to encompass both finite-horizon MDPs as well as discounted MDPs. Thus, the conclusions obtained in this section apply to a fairly broad class of problems.

An MDP is defined by a collection of probability transition kernels \( \{ P_u(\cdot \mid x) \}_{(x,u) \in \mathcal{X} \times \mathcal{U}} \), where the transition kernel \( P_u(x' \mid x) \) denotes the probability of transition to the state \( x' \) when an action \( u \) is taken at the current state \( x \). The MDP is equipped with a cost function \( c : \mathcal{X} \times \mathcal{U} \to \mathbb{R} \), and the value \( c(x,u) \) corresponds to cost incurred upon performing the action \( u \) in state \( x \). To formulate a stochastic shortest path (SSP) problem, we assume that state 1 is absorbing and cost-free, meaning that \( c(x=1,u) = 0 \) and \( P_u(x' \mid x=1) = 1 \) for all actions \( u \in \mathcal{U} \). (32)

A stationary policy \( \pi \) is a mapping \( \mathcal{X} \to \mathcal{U} \) such that \( \pi(x) \in \mathcal{U} \) denotes the action to be taken in the state \( x \). We assume that the total infinite-horizon cost incurred by any stationary policy \( \pi \) is finite—viz. \( \mathbb{E}_{x_0=x} \left[ \sum_{k=1}^{\infty} |c(x_k, \pi(x_k))| \right] < \infty \) for all \( x \in \mathcal{X} \). Such stationary policy \( \pi \) is called a proper policy, and our goal is to obtain proper policy \( \pi^* \) that minimizes the total cost.

Associated with any proper policy \( \pi \) is its \( Q \)-function

\[
\theta^\pi(x,u) := \mathbb{E} \left[ \sum_{k=0}^{\infty} c(x_k,u_k) \mid x_0 = x, u_0 = u \right], \quad \text{where } u_k = \pi(x_k) \quad \text{for all } k = 1, 2, \ldots.
\]

An optimal policy can be obtained from the optimal \( Q \)-function, given by \( \theta^\ast(x,u) := \inf_{\pi \in \Pi} \theta^\pi(x,u) \).

4.1.1 Bellman operator and contractivity

Observe that for any policy \( \pi \), the cost-free absorbing state property (32) ensures that \( \theta^\pi(1,u) = 0 \), and as a result \( \theta^\ast(1,u) = 0 \) for all actions \( u \in \mathcal{U} \). In terms of the shorthand \( \mathcal{X}_{-1} := \mathcal{X} \setminus \{1\} \), classical theory [BT91; YB13] guarantees that the optimal \( Q \)-function restricted to the set \( \mathcal{X}_{-1} \times \mathcal{U} \) is the unique fixed point of the Bellman operator

\[
h(\theta)(x,u) = c(x,u) + \sum_{x' \in \mathcal{X}_{-1}} P_u(x' \mid x) \min_{u' \in \mathcal{U}} \theta(x',u') \quad (x,u) \in \mathcal{X}_{-1} \times \mathcal{U}.
\] (33)

For SSP problems with finite state and action spaces, any \( Q \)-function can be viewed an element of \( \mathbb{R}^{\mathcal{X}_{-1} \times \mathcal{U}} \), in which case the Bellman operator \( h \) can be viewed as acting on \( \mathbb{R}^D \).
where \( D := |\mathcal{X}_{-1} \times \mathcal{U}| \). For a vector \( \mathbf{w} := \{w_1, \ldots, w_D\} \) of strictly positive weights, we define a weighted \( \ell_\infty \)-norm on \( \mathbb{R}^D \) via \( \| \theta \|_w := \max_{i=1,\ldots,D} \frac{\| \theta_i \|}{w_i} \). From known results on SSP problems [BT91; Tse90], one can use a hitting time analysis to define a weight vector \( \mathbf{w} \) such that, for any \( \theta_1, \theta_2 \in \mathbb{R}^D \), we have

\[
\| \mathbf{h}(\theta_1) - \mathbf{h}(\theta_2) \|_w \leq \left( 1 - \frac{1}{w_{\max}} \right) \cdot \| \theta_1 - \theta_2 \|_w \tag{34}
\]

where \( w_{\max} = \max_{i=1,\ldots,D} w_i \geq 1 \). Thus, the Bellman operator \( \mathbf{h} \) is \( (1 - \frac{1}{w_{\max}}) \)-contractive in the weighted \( \ell_\infty \)-norm, so that our general theory can be applied with this choice of Banach space.

4.1.2 Generative observation model

We analyze the ROOT-SA algorithm under a stochastic oracle known as the \textit{generative observation model} for the SSP problem. For any state-action pair \((x, u)\), the generative model allows us to draw next-state and cost samples from the MDP \((r, P)\). More precisely, we have access to a collection of \( n \) i.i.d. samples of the form \( \{ (\mathbf{Z}_k, C_k) \}_{k=1}^n \), where both \( \mathbf{Z}_k \) and \( C_k \) are random matrices in \( \mathbb{R}^{|\mathcal{X}_{-1}| \times |\mathcal{U}|} \). For each state-action pair \((x, u)\), the entry \( \mathbf{Z}_k(x, u) \) is drawn according to the transition kernel \( P_u(\cdot | x) \), whereas the entry \( C_k(x, u) \) is a random variable with mean \( c(x, u) \); this corresponds to a noisy observation of the cost function. We assume that the random cost \( C_k(x, u) \) is upper bounded by \( c_{\max} \) in absolute value. Here the cost samples \( \{ C_k(x, u) \}_{(x, u) \in \mathcal{X} \times \mathcal{U}} \) are independent across all state-action pairs, and the cost samples \( \{ C_k \} \) are independent of the transition samples \( \{ \mathbf{Z}_k \} \).

The empirical Bellman operator: Given a sample \( (\mathbf{Z}, C) \) from our observation model, we define the single-sample empirical Bellman operator \( \mathbf{H}(\cdot) \) on the space of \( Q \)-functions, whose action on a \( Q \)-function \( \theta \) is given by

\[
\mathbf{H}(\theta)(x, u) := C(x, u) + \sum_{x' \in \mathcal{X}_{-1}} \mathbf{Z}_u(x' | x) \min_{u' \in \mathcal{U}} \theta(x', u') . \tag{35}
\]

Here we have introduced \( \mathbf{Z}_u(x' | x) := 1_{\mathbf{Z}(x, u) = x'} \). We are ready to state our guarantees for the stochastic shortest path problem.

4.1.3 Guarantees for stochastic shortest path

It is easy to see that the operators \( \mathbf{h}(\cdot) \) and \( \mathbf{H}(\cdot) \), defined respectively in equations (33) and (35), satisfy Assumptions (A1)- (A3) with the weighted \( \ell_\infty \)-norm \( \| \cdot \|_w \). In order to obtain an optimal policy from an estimate \( \theta_n \) of the optimal \( Q \) function, it is natural to obtain performance bounds in the \( \| \cdot \|_\infty \) norm, and we do so by invoking Corollaries 1 and 2 with \( \| \cdot \|_c = \| \cdot \|_\infty \).

Accordingly, consider a Gaussian random vector \( W \) with \( W \sim \mathcal{N}(0, \text{cov}(\mathbf{H}(\theta^*) - \theta^*)) \), and define

\[
\overline{\mathcal{W}} = \mathbb{E}[\| W \|_\infty], \quad \nu^2 := \sup_{x \in \mathcal{X}_{-1}, u \in \mathcal{U}} \mathbb{E}[W^2_{x, u}], \quad \text{and} \quad b_* := \frac{c_{\max}}{w_{\min}} + \| \theta^* \|_w . \tag{36}
\]
For a given failure probability $\delta \in (0, 1)$, our result applies to the algorithm with parameters
\[
\alpha = c_1 \left\{ \sqrt{n \log (|\mathcal{X}| \cdot |\mathcal{U}|) \cdot \log(n/\delta)} \right\}^{-1}, \quad \text{and} \quad B_0 = 2^{2\nu_{\text{max}}} n \log(\frac{\delta}{\alpha}),
\]
(37a)

We also choose the initialization $\theta_0$ and the number of restarts $R$ such that
\[
\log \left( \frac{\|\theta_0 - \mathbf{h}(\theta_0)\| \sqrt{n}}{\mathbf{w}} \right) \leq c_0 \log n \quad \text{and} \quad R \geq 2c_0 \log n,
\]
(37b)

where $c_0, c_1, c_2$ are appropriate universal constants. We obtain the following guarantee:

**Corollary 4.** Given a sample size $n$ such that $\frac{n}{\log n} \geq c' \log(|\mathcal{X}| \cdot |\mathcal{U}|) \cdot w_{\text{max}}^4 \log(1/\delta)$, running Algorithm 1 with the tuning parameter choices (37) yields an estimate $\hat{\theta}_n$ such that
\[
\|\mathbf{h}(\theta_n) - \theta_n\|_{\infty} \leq \frac{c}{\sqrt{n}} \left\{ \mathbf{W} + \nu \sqrt{\log(\frac{1}{\delta})} \right\} + cb_* \frac{w_{\text{max}}^2}{n} \log(\frac{|\mathcal{X}| \cdot |\mathcal{U}|}{n}) \log^2(\frac{\nu}{\delta}),
\]
with probability at least $1 - \delta$.

Note that when we invoke Corollary 1 to obtain this corollary, the second term is absorbed into the leading-order term under the sample size lower bound $\frac{n}{\log n} \geq c' \log(|\mathcal{X}| \cdot |\mathcal{U}|) \cdot w_{\text{max}}^4 \log(1/\delta)$. In particular, the semi-norm domination factor is $D = w_{\text{max}}$ in this case, and we have the following inequalities:
\[
D \cdot \mathbf{E}[\|W\|_w] \leq \frac{w_{\text{max}}}{w_{\text{min}}} \mathbf{E}[\|W\|_{\infty}] \leq w_{\text{max}} \mathbf{W}, \quad \text{and}
\]
\[
D \cdot \sup_{\|y\|_{1/w} \leq 1} \sqrt{\mathbf{E}[\langle y, W \rangle^2]} \leq \frac{w_{\text{max}}}{w_{\text{min}}} \sup_{\|y\|_{\infty} \leq 1} \sqrt{\mathbf{E}[\langle y, W \rangle^2]} \leq w_{\text{max}} \nu,
\]
which makes the second term of equation (13) dominated by the first term.

Next, in order to obtain an upper bound on the estimation error $\|\theta_n - \theta^*\|_{\infty}$ we need a few more definitions. For a given $Q$-function $\theta$, we say $\pi$ is a greedy policy of $\theta$ if and only if
\[
\pi(x) = \arg\min_u \theta(x, u) \quad \text{for all} \quad x \in \mathcal{X}_{-1},
\]
and denote $\Pi^\theta$ as the set of all greedy policies of $\theta$. Note that the greedy policies of a given $Q$-function may not be unique. Using this greedy policy, we can define the right-linear operator
\[
\mathbf{P}^{\pi_\theta} \theta(x, u) = \sum_{x'} \mathbf{P}_u(x' \mid x) \theta(x', \pi_\theta(x')).
\]

We also define a set $\mathcal{A}_s$ of linear operators as
\[
\mathcal{A}_s = \{ \mathbf{P}^{\pi_\theta} \mid \pi_\theta \text{ is a greedy policy of } \theta \text{ with } \theta \in \mathbb{B}(\theta^*, s) \}.
\]
(38)

Let $\mathbb{B}(\theta^*, s) := \{ \theta \mid \|\theta - \theta^*\|_{\infty} \leq s \}$ denote the $\ell_{\infty}$-ball of radius $s$ around $\theta^*$. We use $\pi_*$ to denote the greedy policy associated with the optimal $Q$-function $\theta^*$. In Appendix G.2, we show that the local linearity assumption ((A4)′) is satisfied for the Bellman operator (33) with the set of operators $\mathcal{A}_s$ from equation (38), and with $\|\cdot\|_C = \|\cdot\|_{\infty}$. 


Given a tolerance probability $\delta \in (0, \frac{1}{\log(1/(1-\gamma))})$, let $s_n^*$ denotes the largest positive solution to the fixed-point equation

$$s_n = \frac{1}{\sqrt{n}} \left\{ \mathbb{E} \left[ \sup_{\theta \in \mathbb{R}^\infty(\theta^*, s_n)} \left\| (I - \mathbf{P}^\pi) - W \right\|_\infty \right] + \sup_{\theta \in \mathbb{R}^\infty(\theta^*, s_n), \pi \in \Pi^\theta} \left( \mathbb{E}[\delta^T_{x,u}(I - \mathbf{P}^\pi) - W] \log(1/\delta) \right)^{1/2} \right\} + w_{max}^2 \log(\frac{2}{\delta}) \left\{ \frac{\sup_{\theta \in \mathbb{R}^\infty(\theta^*, s_n)} \left\| \mathbb{E}[W] \right\|_\infty}{n} \right\}^3/4 \mathbb{E}[\left\| W \right\|_\infty] + b_w w_{max} \log(|X|/\delta). \right\} \right.$$

(39)

Here we have defined the indicator function $\delta_{x,u} = 1_{(x', u')=(x, u)}$. We obtain the following corollary:

**Corollary 5.** Under the setup of Corollary 4, the estimate $\theta_n$ satisfies the bound

$$\|\theta_n - \theta^*\|_\infty \leq c \cdot s_n^* \text{ with probability at least } 1 - \delta.$$

(40)

A few remarks are in order. First, the bound depends on the size of state-action space only poly-logarithmically, and depends on the quantity $w_{max}$ through two sources: the contraction parameter and the norm domination factor between $\| \cdot \|_\infty$ and $\| \cdot \|_w$. Second, let $\Pi^*$ be the set of all optimal policies for the SSP problem, for sample size $n$ large enough, the ball $\mathbb{B}^\infty_{\theta^*, s_n}$ will eventually shrink to the singleton $\theta^*$, and the supremum in the fixed-point equation (39) is taken over $\pi \in \Pi^*$. Therefore, using $\mathcal{H}_n$ to denote higher-order terms, the solution $s_n$ takes the form

$$s_n = \frac{1}{\sqrt{n}} \left\{ \mathbb{E} \left[ \sup_{\pi \in \Pi^*} \left\| (I - \mathbf{P}^\pi) - W \right\|_\infty \right] + \sup_{\pi \in \Pi^*} \left( \mathbb{E}[\delta^T_{x,u}(I - \mathbf{P}^\pi) - W] \log(1/\delta) \right)^{1/2} \right\} + \mathcal{H}_n \right.$$

$$\leq \frac{1}{\sqrt{n}} \max_{\pi \in \Pi^*} \sqrt{\mathbb{E} \left[ (\delta^T_{x,u}(I - \mathbf{P}^\pi) - W) \cdot \mathcal{H}(\theta^*) - \theta^* \right]^2} \cdot \sqrt{\log \frac{\|X\| \cdot |U|}{\delta}} + \mathcal{H}_n.$$ 

Up to a factor of $\sqrt{\log \frac{\|X\| \cdot |U|}{\delta}}$, this matches the two-point lower bound in the paper [Kha+21] (in the discounted MDP case). When specializing to the cases where the optimal policy is unique, or satisfies the Lipschitz-type assumptions in the paper [Kha+21], the upper bound above also recovers the leading-order term in that paper. We conjecture that the leading-order term of the solution $s_n$ to the fixed-point equation is actually optimal for large $n$. It would be interesting to verify this conjecture, and establish some kind of optimality over suitably defined problem classes.

When specialized to the $\gamma$-discounted MDPs, the sample size requirement in Corollary 5 scales as $O\left((1-\gamma)^{-4}\right)$. This requirement is worse than corresponding requirements in the paper [Kha+21], at least in certain regimes. Intuitively, this is the price we pay when moving to the general case where only the contraction of the population-level operator is assumed, instead of the sample-level contraction.

### 4.2 Average cost policy evaluation

As a second illustration, we turn to a problem where the operator is not contractive, but does satisfy a form of multi-step contractivity needed to apply the theory from Section 3.3. This

---

2The sample size requirement may depend on the gap between the value of optimal and sub-optimal actions, as in the prior work [Kha+21].
example also involves an error measure that is only a semi-norm in the original space, but can converted to a norm in a Banach space by taking a suitable quotient.

More specifically, consider an undiscounted Markov reward process (MRP) with state space \( \mathcal{X} \), probability transition kernel \( P \in \mathbb{R}^{\mathcal{X} \times \mathcal{X}} \) and cost function \( c : \mathcal{X} \to \mathbb{R} \). When the Markov chain is irreducible and ergodic, there is a unique stationary distribution \( \xi \). Letting \( \mu_* := \mathbb{E}_{x \sim \xi}[c(x)] \) denote the average cost under this stationary distribution, our goal is to estimate the value function

\[
\theta^*(x) := \sum_{t=0}^{\infty} P^t \{ c(x) - \mu_* \}.
\]

It is known that the value function \( \theta^* \) and average cost \( \mu_* \) jointly satisfy the Bellman equation

\[
\mu_* + \theta^*(x) - P \theta^*(x) - c(x) = 0 \quad \text{for all } x \in \mathcal{X}.
\]

(41)

See the sources [Der66; TVR99] for more background.

In practical applications of policy evaluation problems, of primary interest are the relative differences between the value function at different state-action pairs. Thus, the primary goal is to estimate the function \( \theta^* \), with the average cost \( \mu_* \) being a nuisance parameter. As shown in the sequel (see Section 4.2.1), by considering the span semi-norm in an appropriate vector space \( \mathbb{V} \), it is possible to estimate \( \theta^* \) without estimating \( \mu_* \).

**Observation models and relevant operators:** As before, we consider a generative observation model, where we observe a collection of \( n \) i.i.d. samples of the form \( \{(Z_k, C_k)\}_{k=1}^{n} \), where both \( Z_k \in \mathbb{R}^{\mathcal{X} \times \mathcal{X}} \) and \( C_k \in \mathbb{R}^{\mathcal{X}} \). For each state \( x \in \mathcal{X} \), the row \( x \) of the matrix \( Z_k \) is an indicator vector \( 1_{s'} \), where the state \( s' \) is drawn according to the transition kernel \( P(\cdot | x) \); the entry \( C_k(x) \) is a random variable with mean \( c(x) \) and uniformly bounded by \( \sigma_r \), corresponding to a noisy observation of the reward function.

The population and empirical Bellman operators for the average-cost policy evaluation can be written as follows:

\[
h(\theta) := P \theta + c, \quad \text{and} \quad H_k(\theta) := Z_k \theta + C_k.
\]

It can be seen that both \( h \) and \( H_k \) are linear operators, satisfying \( \mathbb{E}[H_k] = h \).

In the rest of this subsection, we define a semi-norm and discuss the multi-step contraction properties of the operator \( h \), and then present the main consequences of Theorem 3 and Corollary 3 for such models.

4.2.1 The semi-norm and multi-step contraction

Consider the Banach space \( \mathbb{V} \) given by

\[
\mathbb{V} = \mathbb{R}^{\mathcal{X}}/\{ \theta + \alpha 1 \mid \alpha \in \mathbb{R} \},
\]

(42)

where each element of \( \mathbb{V} \) is an equivalence class of the form \( \{ \theta + \alpha 1 : \alpha \in \mathbb{R} \} \), equipped with the span norm

\[
\| \theta \|_{\text{span}} := \max_{x \in \mathcal{X}} \theta(s) - \min_{x \in \mathcal{X}} \theta(s) \quad \text{for all } \theta \in \mathbb{V}.
\]
Note that \( ||\cdot||_{\text{span}} \) is a semi-norm on \( \mathbb{R}^X \), but a norm on the quotient space \( \mathbb{V} \). For reinforcement learning problems, this choice is natural, since we often care only about the relative advantages of state-action pairs, in which case the average cost \( \mu^*_t \) is irrelevant.

Under the norm \( ||\cdot||_{\text{span}} \) on \( \mathbb{V} \), the operator \( h \) is non-expansive, but not necessarily a contraction. However, under suitable conditions, it can be shown to contractive in a multi-step sense. In order to do so, we impose the following mixing time condition.

**Assumption: Mixing time**

(MT) There exists a positive integer \( t_{\text{mix}} \) such that

\[
d_{\text{TV}}(\delta_x^\top P_{t_{\text{mix}}}^\top, \delta_y^\top P_{t_{\text{mix}}}^\top) \leq \frac{1}{2} \quad \text{for any } x, y \in \mathcal{X}.
\]

Here the vector \( \delta_x \in \mathbb{R}^X \) is the unit basis vector with a single one in entry \( x \in \mathcal{X} \).

Under Assumption (MT), for any \( \theta \in \mathbb{V} \), we have

\[
||P^{2t_{\text{mix}}}\theta||_{\text{span}} = \max_{x \in \mathcal{X}} \left\{ \delta_x^\top P^{2t_{\text{mix}}} \theta \right\} - \min_{x \in \mathcal{X}} \left\{ \delta_x^\top P^{2t_{\text{mix}}} \theta \right\} \leq 2 \max_{x \in \mathcal{X}} \left| \delta_x^\top P^{2t_{\text{mix}}} \theta - \xi^\top P^{2t_{\text{mix}}} \theta \right|
\]

\[
\leq 2d_{\text{TV}}(\delta_x^\top P^{2t_{\text{mix}}} , P^{2t_{\text{mix}}}) \cdot ||\theta||_{\text{span}} \leq \frac{1}{2} ||\theta||_{\text{span}}, \quad (43)
\]

where step (i) is a direct consequence of triangle inequality, and in step (ii), we exploit the bound \( d_{\text{TV}}(\delta_x^\top P^{2t_{\text{mix}}} , P^{2t_{\text{mix}}}) \leq \frac{1}{2}d_{\text{TV}}(\delta_x^\top P^{t_{\text{mix}}} , P^{t_{\text{mix}}}) \leq \frac{1}{2} \), obtained by applying the mixing time condition (MT) twice. Consequently, we see that the multi-step contraction assumption (A1)' holds if the operator is composed \( m = 2t_{\text{mix}} \) times.

### 4.2.2 Estimation error upper bounds

Having defined the norm \( ||\cdot||_{\text{span}} \) and the established the multi-step contraction property (43), we are ready to derive a guarantee for average-cost policy evaluation. This involves the Gaussian random variable

\[
W \sim \mathcal{N}(0, \text{cov}(H(\theta^*) - \theta^*))
\]

as well as \( \overline{W} := \mathbb{E}[||W||_{\text{span}}] \). For a given failure probability \( \delta \in (0, 1) \), our result applies to the algorithm with parameters

\[
\alpha = c_1 \left\{ \sqrt{n \log |\mathcal{X}| \cdot \log(x)} \right\}^{-1}, \quad \text{and} \quad B_0 = \frac{c_{\text{mix}}}{\alpha} \log(x). \quad (44a)
\]

We also choose the initialization \( \theta_0 \) and the number of restarts \( R \) such that

\[
\log \left( \frac{||\theta_0 - h(\theta_0)||_{\text{span}}}{\overline{W}} \right) \leq c_0 \log n \quad \text{and} \quad R \geq 2c_0 \log n, \quad (44b)
\]

where \( c, c_0, c_1 \) are appropriate universal constants. We have the following guarantee:

**Corollary 6.** Suppose Assumption (MT) holds, and the sample size \( n \) is lower bounded as \( \frac{n}{\log n} \geq c t_{\text{mix}}^2 \log(|\mathcal{X}|) \cdot \log(1/\delta) \). Then the estimate \( \theta_n \) from Algorithm 1, obtained using tuning parameters satisfying conditions (44), satisfies the bound

\[
||\theta_n - \theta^*||_{\text{span}} \leq \frac{c}{\sqrt{n}} \left\{ \mathbb{E}[||(I - \mathcal{P})^T W||_{\text{span}}] + \sup_{x_1, x_2 \in \mathcal{X}} \mathbb{E}[((\delta_{x_1} - \delta_{x_2})(I - \mathcal{P})^T W)^2] \log(1/\delta) \right\}
\]

\[
+ ct_{\text{mix}} \left\{ \frac{\log|\mathcal{X}|}{n} \log(n) + \frac{\log|\mathcal{X}|}{n} \left( \sigma_r + \|\theta^*\|_{\text{span}} \right) \right\} \log^2\left( \frac{n}{\delta} \right), \quad (45)
\]

with probability at least \( 1 - \delta \).
A few remarks are in order. First, the linear operator \((I - P)\) is not invertible in \(\mathbb{R}^{X}\), with the all-one vector lying in its nullspace. However, it is invertible in the quotient space \(\mathbb{V}\), with the pseudo-inverse \((I - P)^{\dagger}\) being a representation of its inverse in the coordinate system of \(\mathbb{R}^{X}\), which appears in the bound. Second, as with the previous two cases, the bound depends on the size of state space only poly-logarithmically; it depends quadratically on the mixing time \(t_{\text{mix}}\), as shown through the required lower bound on \(n\). Taking the \(\gamma\)-discounted MRP as a special case of the average-cost framework, Corollary 6 improves the results of previous work [Kha+20] in two aspects:

- Corollary 6 is valid whenever sample size satisfies \(n \gtrsim (1 - \gamma)^{-2}\) up to log factors, which improves the previous \((1 - \gamma)^{-3}\) dependency from the past work;
- The instance-dependent quantity in the paper [Kha+20] is replaced with an optimal one matching the local asymptotic minimax limit.

These improvements are made possible by making use of the linear structure in policy evaluation problems. More importantly, Corollary 6 applies to a more general class of problems, where the mixing time \(t_{\text{mix}}\) replaces the role of effective horizon.

In terms of other related work, the quadratic mixing time dependence (i.e., sample size scaling as \(O(t_{\text{mix}}^{2})\)) matches that of the paper [JS20]. On one hand, our results are more refined in that we give instance-dependent guarantees. On the other hand, their results apply to Markov decision processes with actions. Thus, an open and interesting direction of future work is to extend our instance-dependent bounds to the case of average-cost MDPs with policy optimization.

5 Proofs

This section is devoted to the proofs of our main results—namely, Theorems 1 and 2—along with the associated corollaries. So as to facilitate reading of the proofs, we reproduce here the two main recursions that define the algorithm:

\[
\begin{align*}
v_t &= H_t(\theta_{t-1}) - \theta_{t-1} + \frac{t-1}{t} (v_{t-1} - H_t(\theta_{t-2}) + \theta_{t-2}), \quad \text{and} \quad (46a) \\
\theta_t &= \theta_{t-1} + \alpha v_t. \quad (46b)
\end{align*}
\]

Throughout the proofs, we make use of the shorthand \(\overline{W} = \mathbb{E}[\|W\|]\), and \(\nu = \sigma_{T}(W)\).

5.1 Proof of Theorem 1

Our proof is based on a bootstrapping argument, and can be broken down into four steps:

- First, we establish recursions that relate \(\|h(\theta_t) - \theta_t\|\) and \(\|v_t\|\).
- Second, we prove coarse upper bounds on \(\|h(\theta_t) - \theta_t\|\) and \(\|v_t\|\).
- Third, starting with the sub-optimal bounds from Step 2, we iteratively refine them using a bootstrapping argument and the recursions from Step 1.
- In the fourth step, we improve higher-order terms in the bounds.

For the purposes of analysis, it is useful to define the auxiliary sequence

\[
z_t := \{h(\theta_{t-1}) - \theta_{t-1}\} - v_t, \quad \text{for } t = B_0, B_0 + 1, \ldots. \quad (47)
\]

\footnote{This can be done by adding an absorbing state \(\bot\) to the state space. At a rate of \((1 - \gamma)\), the Markov process is killed and moved to the absorbing state. In such case, the unique stationary distribution is the singleton at \(\bot\), and the mixing time assumption is satisfied with \(t_{\text{mix}} = \frac{1}{1-\gamma}\) for universal constant \(c > 0\).}
Our strategy is to control \( \| h(\theta_t) - \theta_t \| \) by proving upper bounds on \( \| z_{t+1} \| \) and \( \| v_{t+1} \| \).

Let \( r_\theta(t) \) and \( r_v(t) \), respectively, denote high probability bounds on the quantities \( \| h(\theta_t) - \theta_t \| \) and \( \| v_t \| \). It is useful to introduce the notion of an admissible sequence: for some \( \kappa \geq 0 \), the sequence \( \{ r(t) \}_{t \geq B_0} \) is said to be \( \kappa \)-admissible if

(i) The sequence \( \{ r(t) \}_{t \geq B_0} \) is non-increasing.

(ii) The sequence \( \{ t^\kappa \cdot r(t) \}_{t \geq B_0} \) is non-decreasing.

We say that the sequence is admissible if it is \( \kappa \)-admissible for some \( \kappa \geq 0 \). For notational simplicity, we sometimes use the sequences with time index less than \( B_0 \), in such cases, we denote \( r_v(t) := r_v(B_0) \) and \( r_v(t) := r_\theta(B_0) \) for \( t \in [1, B_0] \).

Observe that \( \kappa \)-admissible sequences are also \( \beta \)-admissible sequences for any \( \beta > \kappa \). For the sake of notational convenience, we use the shorthands \( r_\theta \) and \( r_v \) to denote the estimate sequences \( \{ r_\theta(t) \}_{t \geq B_0} \) and \( \{ r_v(t) \}_{t \geq B_0} \), respectively. Given an admissible pair \( (r_\theta, r_v) \) and an integer \( n > 0 \), define the events

\[
E_n^{(\theta)}(r_\theta) := \left\{ \sup_{B_0 \leq t \leq n} \frac{\| h(\theta_t) - \theta_t \|}{r_\theta(t)} \leq 1 \right\}, \quad \text{and} \quad E_n^{(v)}(r_v) := \left\{ \sup_{B_0 \leq t \leq n} \frac{\| v_t \|}{r_v(t)} \leq 1 \right\}. \tag{48}
\]

A key portion of our proof involves ensuring that the estimate sequences \( r_\theta \) and \( r_v \) are \( \kappa \)-admissible for carefully chosen values of \( \kappa \). With these concepts and notation in place, we are now ready to start the main argument.

### 5.1.1 Step 1: Relation between \( \| h(\theta_t) - \theta_t \| \) and \( \| v_t \| \)

From the definition (47), we have the relation \( h(\theta_t) - \theta_t = z_{t+1} + v_{t+1} \). As mentioned before, we prove an upper bound on \( \| h(\theta_t) - \theta_t \| \) by proving upper bounds on \( \| z_{t+1} \| \) and \( \| v_{t+1} \| \). We do so using two auxiliary lemmas, the first of which depends on a stepsize \( \alpha \) satisfying the bound (8a)—namely:

\[
\alpha \leq \frac{(1 - \gamma)^2}{cL^2 \mathcal{J}^2_2(\Gamma, \rho_n) \log \left( \frac{\kappa}{\theta} \right)}. \tag{49}
\]

**Lemma 1.** Suppose that Assumptions (A1), (A3) and (A2) are in force, and that \( (r_\theta, r_v) \) are \( \kappa \)-admissible sequences for some \( \kappa \in [0, 2] \). Then given a stepsize \( \alpha \) satisfying the bound (49) and a burn-in period \( B_0 \geq \frac{100}{(1 - \gamma) \alpha} \) conditioned on the event \( E_n^{(v)}(r_v) \cap E_n^{(\theta)}(r_\theta) \), for each \( t \in [B_0, n] \) we have

\[
\| v_t \| \leq \frac{1 - \gamma}{2} r_v(t) + \frac{\delta}{1 - \alpha} r_\theta(t) + \frac{\sqrt{\alpha}}{\sqrt{n}} \left\{ \mathcal{W} + \nu \sqrt{\log \left( \frac{1}{\theta} \right)} \right\} + \frac{\log \left( \frac{1}{\theta} \right)}{\mathcal{J}_1(\Gamma, \rho_n)} + 6 (1 - \gamma)^2 (\frac{B_0}{T})^2 \| v_{B_0} \|, \tag{50}
\]

with probability at least \( 1 - \delta \).

See Section 5.3.1 for the proof of this lemma.
**Lemma 2.** Under the same conditions as Lemma 1, for each \( t \in [B_0, n] \), we have:

\[
\|z_t\| \leq \frac{c}{\sqrt{t}} \left\{ \sqrt{W + \nu \sqrt{\log(\frac{1}{\delta})}} + \frac{b}{t} \left\{ J_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \right\} \right. \\
+ \frac{cL}{t} \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log(\frac{1}{\delta})} \right\} \left\{ \alpha \left( \sum_{s=B_0}^{t-1} s^2 r^2_\theta(s) \right)^{1/2} + \frac{1}{c\sqrt{t}} \left( \sum_{s=1}^{t-1} r^2_\theta(s) \right)^{1/2} \right\},
\]

with probability \( 1 - \delta \).

This lemma is a special case of Lemma 5, which is proved in Section 5.3.2.

Note that although the two lemmas are for a single time index \( t \in [B_0, n] \), it is easy to transform them to guarantees that are uniform over \( t \in [B_0, n] \). In particular, applying a union bound for \( t = B_0, B_0 + 1, \ldots, n \), and by replacing \( \delta \) with \( \delta' = \delta/n \), the bounds (50) and (51) are valid uniformly over \( t \in [B_0, n] \).

We use these two lemmas in our bootstrapping argument. In particular, beginning with the relation \( h(\theta_t) - \theta_t = z_{t+1} + v_{t+1} \), applying the triangle inequality yields the bound \( \|h(\theta_t) - \theta_t\| \leq \|z_{t+1}\| + r_v(t+1) \) on the event \( \mathcal{E}_n^{(v)}(r_v) \). Our analysis shows that by starting with an initial estimate \( (r_\theta(t), r_v(t)) \), the bounds (50) and (51) allow us to obtain an improved estimate \( (r^+_\theta(t), r^+_v(t)) \) such that

\[
\|h(\theta_t) - \theta_t\| \leq r^+_\theta(t) < r_\theta(t), \quad \text{and} \quad \|v_t\| \leq r^+_v(t) < r_v(t)
\]

with high probability. We quantify the improvement in \( (r^+_\theta(t), r^+_v(t)) \), and repeatedly apply this argument so as to “bootstrap” the bound and ultimately obtain sharp estimates for \( r_\theta(t) \) and \( r_v(t) \).

**5.1.2 Step 2: Setup for the bootstrapping argument**

Throughout this step, we require that the estimate sequences \( r_\theta \) and \( r_v \) be \( \frac{1}{\sqrt{t}} \)-admissible and \( 1 \)-admissible, respectively. As shown in this section, these choices allow us to obtain upper bounds on \( \|h(\theta_t) - \theta_t\| \) and \( \|v_t\| \) that decay at the rates \( 1/\sqrt{t} \) and \( 1/t \), respectively.

We assume that the pair \( (r^+_v, r^+_\theta) \) satisfy the initialization condition

\[
(52a) \quad r^+_v(B_0) \geq \|v_{B_0}\|, \quad \text{and} \quad r^+_\theta(B_0) \geq \|h(\theta_0) - \theta_0\|
\]

and for each integer \( t \in [B_0, n] \), the bounds

\[
(52b) \quad r^+_v(t) \geq \frac{1 + \gamma}{2} r_v(t) + \frac{c}{\alpha t} r_v(t) + \frac{c}{r_v a} \left\{ \sqrt{W + \nu \sqrt{\log(\frac{1}{\delta})}} \right\} \\
+ \frac{cL}{t} \left\{ \log(\frac{2}{\delta}) + J_1(\Gamma, \rho_n) \right\} + 6(1 - \gamma)(B_0)^2 \|v_{B_0}\|,
\]

and

\[
(52c) \quad r^+_\theta(t) \geq \left\{ 1 + c\alpha^{\sqrt{L}} \left[ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log(\frac{2}{\delta})} \right] r_v(t) + \frac{2cl}{(1 - \gamma) \sqrt{t}} J_2(\mathbb{B}^*, \rho_n) \log(\frac{2}{\delta}) \cdot r_\theta(t) \right. \\
+ \frac{c}{\sqrt{t}} \left\{ \sqrt{W + \nu \sqrt{\log(\frac{1}{\delta})}} \right\} + \frac{c}{L} \left\{ \log(\frac{2}{\delta}) + J_1(\Gamma, \rho_n) \right\}.
\]
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Under these conditions, by combining the bounds (50) and (51) and applying a union bound over \( t \in [B_0, n] \), we find that

\[
P\left[ \mathcal{E}_n^{(\theta)}(r_{\theta}^+)^2 \cap \mathcal{E}_n^{(v)}(r_v^+)^2 \right] \geq P\left[ \mathcal{E}_n^{(\theta)}(r_{\theta}) \cap \mathcal{E}_n^{(v)}(r_v) \right] - \delta,
\]

valid for any pair \((r_v, r_{\theta})\) that are \( \frac{1}{2} \) and 1-admissible, respectively.

We consider sequences of a particular form \( r_v^{(i)}(t) = \frac{\psi_v^{(i)}}{t^{\gamma}} \) and \( r_{\theta}^{(i)}(t) = \frac{\psi_{\theta}^{(i)}}{t} \), for pairs of positive reals \((\psi_v^{(i)}, \psi_{\theta}^{(i)})\) independent of \( t \). Clearly, with such forms, the sequence \( r_{\theta}^{(i)} \) is \( \frac{1}{t} \)-admissible, and the sequence \( r_v^{(i)} \) is 1-admissible. However, if we directly substitute the sequences \((r_v^{(i)}(t), r_v^{(i)}(t))\) of such forms into the relations (52b)-(52c), the resulting sequences \((r_{\theta}^+, r_v^+)\) are no longer be of the desired form. So in order to unify the coefficients in equations (52b)-(52c) into the same time scale, given \( \alpha > 0 \), we define the burn-in time

\[
B_0 = \frac{c}{(1-\gamma)^2 \alpha} \log\left(\frac{n}{\delta}\right),
\]

(53a)

For each \( t = B_0, B_0 + 1, \ldots \), the coefficients in (52b) and (52c) then satisfy the bounds

\[
\frac{8}{\alpha t} \leq \frac{1/3}{\sqrt{\alpha t}}, \quad \frac{1/\alpha t}{\sqrt{\alpha t}} \leq \frac{1/3}{\alpha}, \quad \text{and} \quad \frac{1}{(1-\gamma)\sqrt{\alpha t}} \log\left(\frac{n}{\delta}\right) \leq \sqrt{\alpha},
\]

(53b)

Therefore, if we construct a two-dimensional vector sequence \( \psi^{(i)} = \left[ \psi_v^{(i)}, \psi_{\theta}^{(i)} \right]^T \) satisfying the recursive relation \( \psi^{(i+1)} = Q\psi^{(i)} + b \), where

\[
Q := \begin{bmatrix} 1 - \gamma & 1/2 \\ 1/6 & 1/3 \end{bmatrix} + cLJ_2(\beta^*, \rho_n)\sqrt{\alpha} \log\left(\frac{n}{\delta}\right) + 2cLJ_2(\beta^*, \rho_n) \log\left(\frac{n}{\delta}\right) \sqrt{\alpha}, \quad \text{and} \quad (54a)
\]

\[
b := \begin{bmatrix} \{ W + \nu \sqrt{\log\left(\frac{n}{\delta}\right)} \} + cb_\ast \sqrt{\alpha} \log\left(\frac{n}{\delta}\right) + J_1(\Gamma, \rho_n) + (1-\gamma)B_0 \sqrt{\alpha} \|v_{B_0}\| \\ \{ W + \nu \sqrt{\log\left(\frac{n}{\delta}\right)} \} + cb_\ast \sqrt{\alpha} \log\left(\frac{n}{\delta}\right) + J_1(\Gamma, \rho_n) + \sqrt{B_0} \|h(\theta_0) - \theta_0\| \end{bmatrix},
\]

(54b)

satisfy the requirement (78). Thus, we are led to the probability bound

\[
P\left[ \mathcal{E}_n^{(\theta)}(r_{\theta}^{(i+1)}) \cap \mathcal{E}_n^{(v)}(r_v^{(i+1)}) \right] \geq P\left[ \mathcal{E}_n^{(\theta)}(r_{\theta}^{(i)}) \cap \mathcal{E}_n^{(v)}(r_v^{(i)}) \right] - \delta,
\]

(55)

for the sequences \( r_{\theta}^{(i)}(t) = \psi_{\theta}^{(i)}/\sqrt{t} \) and \( r_v^{(i)}(t) = \psi_v^{(i)}/(\sqrt{\alpha t}) \). In order to initialize the argument, we need a coarse bound on the pair \((\|v_t\|, \|h(\theta_t) - \theta_t\|)\); the following lemma provides the requisite bound:

**Lemma 3.** Under Assumptions (A3) and (A2), we have

\[
\|\theta_t - \theta^*\| + \|v_t\| \leq e^{1+\text{Lat}} \left( b_\ast + \|\theta_0 - \theta^*\| \right),
\]

almost surely for each \( t = 0, 1, 2, \ldots \).

See Appendix F.1 for the proof of this claim.

Based on Lemma 3, it follows that for each integer \( t \in [1, n] \), we have (almost surely) the bound

\[
\|v_t\| \leq r_v^{(0)}(t) := \frac{n}{\pi} e^{1+\text{Lat}} \left\{ b_\ast + \|\theta_0 - \theta^*\| \right\}, \quad \text{and} \quad (56a)
\]

\[
\|h(\theta_t) - \theta_t\|^{(i)} \leq r_{\theta}^{(0)}(t) := 2 \cdot \sqrt{n} e^{1+\text{Lat}} \left\{ b_\ast + \|\theta_0 - \theta^*\| \right\},
\]

where step (i) follows from the bound \( \|h(\theta_t) - \theta_t\| \leq \|\theta_t - \theta^*\| + \|h(\theta_t) - h(\theta^*)\| \leq 2 \cdot \|\theta_t - \theta^*\| \).

By construction, the sequences \( r_v^{(0)} \) and \( r_{\theta}^{(0)} \) are 1-admissible and \( \frac{1}{2} \)-admissible, respectively, and by Lemma 3, the event \( \mathcal{E}_n^{(\theta)}(r_{\theta}^{(0)}) \cap \mathcal{E}_n^{(v)}(r_v^{(0)}) \) happens almost surely.
5.1.3 Step 3: Bootstrapping step

Recursing the bound (55) for \(i\) steps yields

\[
\mathbb{P}\left[\mathcal{E}_n^{(v)}(r^{(i)}_v) \cap \mathcal{E}_n^{(\theta)}(r^{(i)}_{\theta})\right] \geq \mathbb{P}\left[\mathcal{E}_n^{(v)}(r^{(0)}_v) \cap \mathcal{E}_n^{(\theta)}(r^{(0)}_{\theta})\right] - i\delta = 1 - i\delta.
\]

It remains to analyze the sequence \(\psi^{(i)} = \begin{bmatrix} \psi_v^{(i)} & \psi_{\theta}^{(i)} \end{bmatrix}^T\) as the number of bootstrap steps \(i\) increases. We do so by analyzing the recursion relation \(\psi^{(i+1)} = Q\psi^{(i)} + b\) with the matrix \(Q\) given in equation (54).

Observe that the stepsize condition (49) ensures that

\[
cL_2(\mathbb{R}^*, \rho_n) \log\left(\frac{n}{\delta}\right) \cdot \sqrt{\alpha} \leq \frac{1-\gamma}{6}.
\]

Consequently, the matrix \(Q\) from equation (49) is entrywise upper bounded by the matrix

\[
\tilde{Q} = \begin{bmatrix} \frac{1+\gamma}{1-\gamma} & \frac{1-\gamma}{3} \\
\frac{1-\gamma}{3} & \frac{1-\gamma}{2} \end{bmatrix}
\]

This fact implies that for any vector \(u \in \mathbb{R}^2\) with non-negative entries, we have the upper bound \(Qu \preceq_{\text{orth}} \tilde{Q}u\), where \(\preceq_{\text{orth}}\) denotes the orthant ordering. Straightforward calculation yields the bound \(\|\tilde{Q}\|_{\text{op}} \leq 1 - \frac{1-\gamma}{2}\). Putting together the pieces, we find that for each \(N = 1, 2, \ldots\), conditioned on the event \(\mathcal{E}_n^{(v)}(r^{(N)}_v) \cap \mathcal{E}_n^{(\theta)}(r^{(N)}_{\theta})\), we have

\[
\psi^{(N)} = \left(\sum_{i=0}^{N-1} Q^i\right)b_{\psi} + Q^N \begin{bmatrix} \psi_v^{(0)} \\ \psi_{\theta}^{(0)} \end{bmatrix} \preceq_{\text{orth}} \left(\sum_{i=0}^{N-1} \tilde{Q}^i\right)b + \tilde{Q}^N \begin{bmatrix} \psi_v^{(0)} \\ \psi_{\theta}^{(0)} \end{bmatrix}
\]

\[
\preceq_{\text{orth}} (I - \tilde{Q})^{-1}b + e^{\frac{(1-\gamma)}{8}N}(\psi_v^{(0)} + \psi_{\theta}^{(0)})1_2.
\]

We take \(N = \lceil \frac{Ln}{1-\gamma} \log n \rceil\). Replacing \(\delta\) with \(\delta/N\) and substituting into the above inequalities then yields

\[
t\sqrt{\alpha} \cdot \|v_t\| \leq \psi_v^{(N)} \leq \frac{c}{1-\gamma}\left\{ \mathcal{W} + \nu \sqrt{\log\left(\frac{\delta}{\alpha}\right)} \right\} + \frac{cb\sqrt{\alpha}}{1-\gamma}\left\{ \log\left(\frac{\delta}{\alpha}\right) + \mathcal{J}_1(\Gamma, \rho_n) \right\}
\]

\[
+ cB_0\sqrt{\alpha}\|v_{B_0}\| + \sqrt{B_0}\|h(\theta_0) - \theta_0\|, \quad (57a)
\]

and

\[
\sqrt{t}\|h(\theta_t) - \theta_t\| \leq \psi_{\theta}^{(N)} \leq c\left\{ \mathcal{W} + \nu \sqrt{\log\left(\frac{\delta}{\alpha}\right)} \right\} + cb\sqrt{\alpha}\left\{ \log\left(\frac{\delta}{\alpha}\right) + \mathcal{J}_1(\Gamma, \rho_n) \right\}
\]

\[
+ cB_0(1-\gamma)\sqrt{\alpha}\|v_{B_0}\| + \sqrt{B_0}\|h(\theta_0) - \theta_0\|, \quad (57b)
\]

with probability at least \(1 - \delta\), uniformly for each \(t \in B_0, B_0 + 1, \ldots, n\).

It remains to provide upper bounds on \(\|v_{B_0}\|\).

**Lemma 4.** Under Assumptions (A1) and (A3), and a burn-in period given by equation (53a), we have

\[
\|v_{B_0}\| \leq 2\|h(\theta_0) - \theta_0\| + \frac{c}{\sqrt{B_0}}\left\{ \mathcal{W} + \nu \sqrt{\log\left(\frac{\delta}{\alpha}\right)} \right\} + \frac{cb}{B_0}\left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left(\frac{\delta}{\alpha}\right) \right\}
\]

with probability at least \(1 - \delta\).
See Appendix F.2 for the proof.

Combining Lemma 4 and bound (57a), we find that

\[
\|h(\theta_t) - \theta_t\| \leq \frac{c}{\sqrt{t}} \left( W + \nu \sqrt{\log\left(\frac{1}{\delta}\right)} + \frac{c b \sqrt{\alpha}}{t} \left\{ J_1(\Gamma, \rho_n) + J_1(\Gamma, \rho_n) \right\} \right)
\]

\[
+ \|h(\theta_0) - \theta_0\| \frac{\sqrt{4}}{\sqrt{t}} \log 2 \left(\frac{5}{4}\right) \quad (58)
\]

with probability at least \(1 - \delta\), uniformly for all integers \(t \in [B_0, n]\).

Although this bound has optimal dependence on \(W + \nu \sqrt{\log\left(\frac{1}{\delta}\right)}\), its dependence on the terms \(\|h(\theta_0) - \theta_0\|\) and \(J_1(\Gamma, \rho_n)\) and \(\log(n/\delta)\) in the bound (58) can be sharpened. This motivates the second phase of the bootstrap argument.

### 5.1.4 Step 4: Improving higher-order terms

Given the pair \((\psi_{\theta}^{(N)}(\theta), \psi_{\theta}^{(N)}(\theta))\) defined by the right-hand side of (57), conditioned on the event \(E_n^{(\psi)}(r_{\theta}) \cap E_n^{(\psi)}(r_{\theta})\) with \(r_{\theta}(t) = \psi_{\theta}^{(N)}(t)\) and the sequence \(r_{\theta}(t) = \psi_{\theta}^{(N)}(t)\), invoking the bound (51) from Lemma 2 we have

\[
\|h(\theta_t) - \theta_t\| \leq \frac{c}{\sqrt{t}} \left( W + \nu \sqrt{\log\left(\frac{1}{\delta}\right)} + \frac{c b \sqrt{\alpha}}{t} \left\{ J_1(\Gamma, \rho_n) + J_1(\Gamma, \rho_n) \right\} \right)
\]

\[
+ \|h(\theta_0) - \theta_0\| \frac{\sqrt{4}}{\sqrt{t}} \log 2 \left(\frac{5}{4}\right) \quad (58)
\]

which holds with probability at least \(1 - \delta\). Given the burn-in period satisfying equation (53a) and stepsize satisfying equation (56), by combining with the bound on \(\|v_{B_0}\|\) from Lemma 4, we find that \(\|h(\theta_t) - \theta_t\| \leq \tilde{r}_\theta(t)\) with at least probability \(1 - \delta\), uniformly for any integer \(t \in [n]\), where

\[
\tilde{r}_\theta(t) := \frac{c_1}{\sqrt{t}} \left( W + \nu \sqrt{\log\left(\frac{1}{\delta}\right)} + \frac{c b \sqrt{\alpha}}{t} \left\{ J_1(\Gamma, \rho_n) + J_1(\Gamma, \rho_n) \right\} \right)
\]

\[
+ \|h(\theta_0) - \theta_0\| \frac{\sqrt{4}}{\sqrt{t}} \log 2 \left(\frac{5}{4}\right) \quad (59)
\]

By substituting our upper bound in terms of \(\tilde{r}_\theta\) into equation (52b), we obtain a recursive inequality that takes an admissible sequence \(r_v\) and generates a sequence \(r_v^+\) such that

\[
\mathbb{P}[E_n^{(\psi)}(r_v^+)] \geq \mathbb{P}[E_n^{(\psi)}(r_v)] - \delta.
\]

For any positive integer \(N_1\), we can apply the recursive inequality for \(N_1\) times with \(\delta' = \delta/N_1\); doing so yields a sharper bound for \(\|v_t\|\). In particular, with probability at least \(1 - \delta\), we

---

4We redefine \((\psi_{\theta}^{(N)}(\theta), \psi_{\theta}^{(N)}(\theta))\) using the right-hand side of (57)
we find that the inequality
\[ \|v_t\| \leq \frac{2}{1-\gamma} \left\{ \frac{c_0}{\sqrt{\alpha}} \left[ \overline{W} + \nu \sqrt{\log \left( \frac{nN_1}{\delta} \right)} \right] + \frac{cb}{t} \left[ \log \left( \frac{nN_1}{\delta} \right) + J_1(\Gamma, \rho_n) \right] \right\} \]
\[ + \frac{s}{(1-\gamma) \log(t)} \overline{r}_\theta(t) + \left( \frac{B_0}{t} \right)^2 \|v_{B_0}\| + \left( \frac{1}{2} \gamma \right) N_1 \cdot \frac{\psi(N)}{\sqrt{\alpha}}. \]

We take \( N_1 := [\frac{10 \log n}{1-\gamma}] \), and a stepsize and burn-in period satisfying the conditions (53a) and (56). With these choices, some algebra yields \( ||v_t|| \leq \tilde{r}_v(t) \) holds with probability at least \( 1 - \delta \), uniformly for each integer \( t \in [B_0, n] \), where
\[ \tilde{r}_v(t) := \frac{c_0}{\sqrt{\alpha}} \left\{ \frac{1}{t} \left[ \overline{W} + \nu \sqrt{\log \left( \frac{n}{\delta} \right)} \right] + \frac{cb}{t} \left[ \log \left( \frac{n}{\delta} \right) + J_1(\Gamma, \rho_n) \right] \right\} + 2 \left( \frac{B_0}{t} \right)^2 \|\theta_0 - h(\theta_0)\|. \]

It can be seen that the sequences \( \tilde{r}_v \) and \( \tilde{r}_\theta \) are 2-admissible. Substituting their definitions into the bound (51) from Lemma 2 we find that the inequality
\[ \|z_t\| \leq \frac{c_0}{\sqrt{\alpha}} \left\{ \overline{W} + \nu \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} + \frac{cb}{t} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\} \]
\[ + \frac{c_0}{\sqrt{\alpha}} \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} \left\{ \frac{1}{2} \left( \sum_{s=B_0}^{t-1} s^2 r_v^2(s) \right)^{1/2} + \frac{1}{1-\gamma} \left( \sum_{s=B_0}^{t-1} r_\theta^2(s) \right)^{1/2} \right\} \]
holds with probability at least \( 1 - \delta \).

Under the stepsize and burn-in period conditions (53a) and (56), some algebra yields:
\[ \|z_t\| \leq \frac{c_0}{\sqrt{\alpha}} \left( \overline{W} + \nu \sqrt{\log \left( \frac{1}{\delta} \right)} \right) \]
\[ + \frac{cb}{t} \left\{ \frac{1}{2} + \frac{c_0}{\sqrt{\alpha}} J_2(\mathbb{B}^*, \rho_n) \log \left( \frac{1}{\delta} \right) \right\} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\} + \frac{c_0}{\sqrt{\alpha}} \|\theta_0 - h(\theta_0)\|. \]

Combining with equation (60) yields the upper bound
\[ \|h(\theta_t) - \theta_t\| \leq \frac{c_0}{\sqrt{\alpha}} \left( \overline{W} + \nu \sqrt{\log \left( \frac{1}{\delta} \right)} \right) + \frac{cb}{t} \left\{ \frac{1}{2} + \frac{c_0}{\sqrt{\alpha}} J_2(\mathbb{B}^*, \rho_n) \log \left( \frac{1}{\delta} \right) \right\} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\} \]
\[ + \frac{c_0}{\sqrt{\alpha}} \|\theta_0 - h(\theta_0)\|, \]
which completes the proof of the Theorem 1.

Besides, we also note that by taking a union bound over time steps \( t \in \{B_0, B_0 + 1, \ldots, n\} \), we have the lower bound \( \mathbb{P}[\mathcal{E}_n^{(b)}(r_\theta^*)] \geq 1 - \delta \), where
\[ r_\theta^*(t) := \frac{c_0}{\sqrt{\alpha}} \left\{ \overline{W} + \nu \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} \]
\[ + \frac{cb}{t} \left\{ \frac{1}{2} + \frac{c_0}{\sqrt{\alpha}} J_2(\mathbb{B}^*, \rho_n) \log \left( \frac{1}{\delta} \right) \right\} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\} + \frac{c_0}{\sqrt{\alpha}} \|\theta_0 - h(\theta_0)\|. \]

5.2 Proof of Corollary 1

The proof of this corollary is based on a modification of Lemma 2. We introduce the shorthand
\[ \overline{W} := \mathbb{E}[\|W\|], \quad \overline{W}_C := \mathbb{E}[\|W\|_C], \]
\[ \nu := \sqrt{\sup_{u \in \Gamma} \mathbb{E}[\langle u, W \rangle^2]} \quad \text{and} \quad \nu_C := \sqrt{\sup_{u \in C} \mathbb{E}[\langle u, W \rangle^2]}. \]
We begin by stating a lemma—a generalization of Lemma 2—that bounds the supremum of an averaged process. In the proof of Corollary 1, we only use a special case of Lemma 5, but the generality is useful later.

Recall the events $E_n^{(\theta)}(r_\theta)$ and $E_n^{(\nu)}(r_\nu)$ defined in equation (48). Given a bounded symmetric convex set $S \subseteq \mathcal{V}^*$, we define the dimension factor $D_S := \sup_{u \in S} \|u\|_*$. Moreover, we assume that there exists a constant $\mu > 0$ such that

$$\|\theta - \theta^*\| \leq \frac{1}{\mu} \|h(\theta) - \theta\|$$

for any $\theta \in \mathcal{V}$. \hfill (61)

We point out that under assumption (A1), the last condition is satisfied for $\mu = 1 - \gamma$. The condition (61) also allows us to analyze behavior of operators which satisfies a multi-step contraction assumption \((A1)'\) (cf. the proof of Theorem 3).

**Lemma 5.** Suppose that the Assumptions (A2) and (A3) are in force, the sequences $r_\theta$ and $r_\nu$ are $\kappa$-admissible for some $\kappa \in (0, 2]$, and condition (61) holds. Then conditioned on the event $E_n^{(\theta)}(r_\theta) \cap E_n^{(\nu)}(r_\nu)$, we have

$$\sup_{u \in S} (u, z_t) \leq \frac{\mu}{\sqrt|t|} \left\{ \mathbb{E} \left[ \sup_{u \in S} \langle u, W \rangle \right] + \left( \sup_{u \in S} \mathbb{E} \left[ \langle u, W \rangle^2 \right] \log \left( \frac{1}{\delta} \right) \right)^{1/2} \right\} + \frac{D_{B_0}}{t} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\}
+ \frac{cD_L}{t} \left\{ J_2(\mathbb{B}, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} \left\{ \alpha \left( \sum_{s=1}^{t-1} s^2 r_\nu^2(s) \right) \right\}^{1/2} + \frac{\sqrt{\gamma}}{\sqrt{t}} \left( \sum_{s=1}^{t-1} r_\nu^2(s) \right)^{1/2}, \hfill (62)$$

with probability at least $1 - \delta$, uniformly for all integers $t \in [B_0, n]$.

See Section 5.3.2 for the proof of this lemma.

Taking this lemma as given, we now proceed with proof of Corollary 1. As mentioned before, under assumption \((A1)\)', condition (61) is satisfied with $\mu = 1 - \gamma$. Applying Lemma 5 with $S = C$ implies that

$$\|z_t\| \leq \frac{\mu}{\sqrt|t|} \left\{ \mathbb{W} + \nu \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} + \frac{D_{B_0}}{t} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\}
+ \frac{cD_L}{t} \left\{ J_2(\mathbb{B}, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} \left\{ \alpha \left( \sum_{s=1}^{t-1} s^2 r_\nu^2(s) \right) \right\}^{1/2} + \frac{\sqrt{\gamma}}{\sqrt{t}} \left( \sum_{s=1}^{t-1} r_\nu^2(s) \right)^{1/2}. \hfill (63)$$

Now all we have to do is substitute an appropriate value of the sequences $r_\nu$ and $r_\theta$. Note that the estimate sequences $\tilde{r}_\nu$ and $\tilde{r}_\theta$ from equations (60) and (59), respectively, are 2-admissible; moreover, they provide upper bounds on the quantities $\|v_t\|$ and $\|z_t\|$ respectively. Next, using the steps of size and burn-in conditions (56) and (53a), we find that

$$\left( \frac{1}{t} \sum_{s=B_0}^{t-1} s^2 \tilde{r}_\nu^2(s) \right)^{1/2} \leq \frac{c}{(1-\gamma)^{1/2}} \left\{ \mathbb{W} + \nu \sqrt{\log \left( \frac{1}{\delta} \right)} \right\}
+ \frac{c\nu}{(1-\gamma)} \left\{ \log \left( \frac{\nu}{\delta} \right) + J_1(\Gamma, \rho_n) \right\} + \frac{2cB_0^{3/2} \|\theta_\nu - \theta(\theta_0)\|}{t},$$

and

$$\left( \sum_{s=1}^{t-1} \tilde{r}_\theta^2(s) \right)^{1/2} \leq c \left\{ \mathbb{W} + \nu \sqrt{\log \left( \frac{\nu}{\delta} \right)} \right\} \cdot \sqrt{\log t}
+ \frac{c\nu}{(1-\gamma)} \left\{ \mathbb{W} + \nu \sqrt{\log \left( \frac{\nu}{\delta} \right)} \right\} \cdot \sqrt{\log t}
+ \frac{c\nu}{(1-\gamma)} \left\{ \log \left( \frac{\nu}{\delta} \right) + J_2(\mathbb{B}, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\} \left\{ \log \left( \frac{\nu}{\delta} \right) + J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\}
+ \frac{c\nu}{(1-\gamma)} \left\{ \log \left( \frac{\nu}{\delta} \right) + J_2(\mathbb{B}, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\} + \sqrt{B_0} \cdot \|h(\theta_\theta) - \theta_\theta\|.
both with probability at least $1 - \delta$. Finally, substituting the last two bounds to the bound (63), and applying the conditions on stepsize (56) and burn-in period (53a), and using the fact $\|h(\theta_t) - \theta_t\| \leq \|z_t\| + D \cdot \|v_t\|$ we have

$$\|h(\theta_t) - \theta_t\| \leq \frac{C}{\sqrt{t}} \left\{ \frac{W_C + \nu}{\sqrt{t}} \log \left( \frac{t}{\nu} \right) + c \frac{D^2}{t^{\alpha/2}} \left\{ f_2(B^*, \rho_0) \log \left( \frac{t}{\nu} \right) \sqrt{\frac{t}{\nu}} + \frac{1}{\sqrt{\nu}} \right\} \right\} \left\{ \frac{W + \nu}{\sqrt{t}} \log \left( \frac{t}{\nu} \right) \right\} + \frac{c D^2}{t^{\alpha/2}} \left\{ \frac{W}{\sqrt{t}} + \frac{1}{\sqrt{t}} \right\} f_2(\Gamma, \rho_0) f_1(\Gamma, \rho_0) \log^2 \left( \frac{t}{\nu} \right) + \frac{D_B}{t^{\alpha/2}} \cdot \|h(\theta_0) - \theta_0\|.$$

This completes the proof of Corollary 1.

### 5.3 Proofs of key Lemmas for Theorem 1

In this section, we provide a detailed proofs of Lemmas 1 and 5, which play a central role in the proofs of Theorem 1 and Corollary 1.

#### 5.3.1 Proof of Lemma 1

We recursively expand the update rule for $v_t$ from Algorithm 1, and obtain the identity:

$$tv_t = (t - 1)(v_{t-1} - \theta_{t-1} + \theta_{t-2} - H_t(\theta_{t-2}) + H_t(\theta_{t-1})) + H_t(\theta_{t-1}) - \theta_{t-1}$$

$$= (1 - \alpha)(t - 1)v_{t-1} + (t - 1)(H_t(\theta_{t-1}) - H_t(\theta_{t-2})) + (\theta_{t-1} - \theta_{t-1})$$

$$= (1 - \alpha)^\tau(t - \tau)v_{t-\tau} + \sum_{j=1}^{\tau} (1 - \alpha)^{j-1} \left[ (t - j)(H_{t-j+1}(\theta_{t-j}) - H_{t-j+1}(\theta_{t-j-1})) + H_{t-j+1}(\theta_{t-j}) - \theta_{t-j} \right],$$

where the positive integer $\tau$ will be chosen later.

Consequently, we have the bound

$$t\|v_t\| \leq (1 - \alpha)^\tau(t - \tau)\|v_{t-\tau}\| + \sum_{j=1}^{\tau} (1 - \alpha)^{j-1}(t - j)\|h(\theta_{t-j}) - h(\theta_{t-j-1})\|$$

$$+ \left\| \sum_{j=1}^{\tau} (1 - \alpha)^{j-1} \left( (t - j)(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1})) + H_{t-j+1}(\theta_{t-j}) - \theta_{t-j} \right) \right\|$$

$$\leq (1 - \alpha)^\tau(t - \tau)\|v_{t-\tau}\| + \sum_{j=1}^{\tau} (1 - \alpha)^{j-1} \left( (t - j)\gamma \alpha \|v_{t-j}\| + \|h(\theta_{t-j}) - h(\theta_{t-j})\| \right)$$

$$+ \left\| \sum_{j=1}^{\tau} (1 - \alpha)^{j-1} \left( (t - j)(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1})) + \varepsilon_{t-j+1}(\theta_{t-j}) \right) \right\|.$$
Therefore, on the event $\mathcal{E}_n^{(\theta)}(r_\theta) \cap \mathcal{E}_n^{(w)}(r_v)$, we have the bound

$$t\|v_t\| \leq (1 + \frac{1}{1-\gamma}) \cdot \left\{ (1-\alpha)^\tau + \gamma \alpha \sum_{j=1}^\tau (1-\alpha)^{j-1} \right\} \cdot tr_v(t) + \sum_{j=1}^\tau r_\theta(t-j) + T_1 + T_2, \quad (64)$$

where $T_2 := \| \sum_{j=1}^\tau (1-\alpha)^{j-1} \varepsilon_{t-j+1}(\theta_{t-j}) \|$, and

$$T_1 := \| \sum_{j=1}^\tau (1-\alpha)^{j-1}(t-j)(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1})) \|.$$

We simplify the first two terms on the right-hand side of bound (64) by appropriately choosing the triple $(\tau, \alpha, B_0)$. The later two terms $T_1$ and $T_2$ are norms of zero-mean random vectors in Banach spaces. First, we provide upper bound on these two noise terms.

**Upper bound on $T_1$:** First, we observe that the sum consists of the $(1-\alpha)$-weighted differences $(1-\alpha)^{j-1}(t-j)(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1}))$ that form a martingale difference sequence with respect to the natural filtration $(\mathcal{F}_t)_{t\geq0}$. On the event $\mathcal{E}_n^{(w)}(r_v)$, we have that

$$\| (1-\alpha)^{j-1}(t-j)(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1})) \| \leq (t-j)\alpha L r_v(t-j) \leq \frac{t^2}{t^2} \alpha L r_v(t) \leq 2t\alpha L r_v(t), \quad \text{a.s.}$$

The last inequality is due to the non-decreasing property of the function $t \mapsto t^2 r_v(t)$ and the fact that $t \geq B_0 > 2\tau$.

Since $\Omega$ is symmetric and convex by assumption, the difference $\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1})$ belongs to the set $2\Omega$. Conditioning on the event $\mathcal{E}_n^{(w)}(r_v)$ and invoking Lemma 8 yields

$$\left\| \sum_{j=1}^\tau (1-\alpha)^{j-1}(t-j)(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1})) \right\| \leq \frac{\alpha L r_v(t)}{\sqrt{\tau}} \left\{ \mathcal{J}_2(\mathbb{B}, \rho_n) + \sqrt{\log(\frac{1}{\delta})} \right\},$$

with probability at least $1 - \delta$.

**Upper bound on $T_2$:** In order to bound the last term in the decomposition (64), we decompose it into two parts:

$$\sum_{j=1}^\tau (1-\alpha)^{j-1} \varepsilon_{t-j+1}(\theta_{t-j}) = \sum_{j=1}^\tau (1-\alpha)^{j-1} \varepsilon_{t-j+1}(\theta^*) + \sum_{j=1}^\tau (1-\alpha)^{j-1} (\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta^*)).$$

The former term is sum of independent random variables, while the latter is a martingale. Note that by Assumption (A1), we have $\| \varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta^*) \| \leq \frac{L r_v(t-j+1)}{1-\gamma}$ on the event $\mathcal{E}_n^{(\theta)}(r_\theta)$. Invoking Lemma 7 yields

$$\left\| \sum_{j=1}^\tau (1-\alpha)^{j-1} \varepsilon_{t-j+1}(\theta^*) \right\| \leq \frac{\mu}{\sqrt{\nu}} \left\{ \mathcal{W} + \nu \sqrt{\log(1/\delta)} \right\} + \frac{\mu}{\nu} \left\{ \log(1/\delta) + \mathcal{J}_1(\mathcal{G}, \rho_n) \right\},$$

with probability at least $1 - \delta$.

Using the Lipschitz assumption (A2) and the contraction assumption (A1), we have

$$\| \varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta^*) \| \leq L \| \theta_{t-j} - \theta^* \| \leq \frac{L}{1-\gamma} \| h(\theta_{t-j}) - \theta_{t-j} \|.$$
Furthermore, since $\Omega$ is symmetric and convex, we have that $\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta^*) \in 2\Omega$. Conditioning on the event $\mathcal{E}_n(\theta)(r_\theta)$ and invoking Lemma 8 yields

$$\left\| \frac{\tau}{t} \sum_{j=1}^{\tau} (1 - \alpha)^j (\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta^*)) \right\| \leq \frac{c}{\sqrt{T}} \cdot \frac{Lr_\theta(t-\tau+1)}{1 - \gamma} \left( J_2(B^*, \rho_n) + \sqrt{\log\left( \frac{1}{\delta} \right)} \right),$$

with probability at least $1 - \delta$.

**Combining the pieces:** Substituting the above concentration bounds into the decomposition (64) yields the upper bound

$$t \cdot \| v_t \| \leq \left\{ (1 - \alpha)^T + \gamma \alpha \sum_{j=1}^{\tau} (1 - \alpha)^j \right\} \cdot \left\{ 1 + \frac{1 - \gamma}{6} \right\} \cdot t r_v(t) + \tau \cdot r_\theta(t - \tau + 1)$$

$$+ c \sqrt{T} \cdot \frac{Lr_\theta(t-\tau+1)}{1 - \gamma} \left( J_2(B^*, \rho_n) + \sqrt{\log\left( \frac{1}{\delta} \right)} \right) + c \sqrt{T} \left\{ \| W \| + \nu \sqrt{\log\left( \frac{1}{\delta} \right)} \right\} + c b_s \left\{ \log\left( \frac{1}{\delta} \right) + J_1(\Gamma, \rho_n) \right\}.$$

Re-arranging the terms in the last bound yields

$$t \cdot \| v_t \| \leq \left\{ \gamma + (1 - \gamma)((1 - \alpha)^T + \frac{1}{3}) + cL\alpha \sqrt{T} \left( J_2(B^*, \rho_n) + \sqrt{\log(1/\delta)} \right) \right\} t r_v(t)$$

$$+ \left\{ \tau + cL\alpha \sqrt{T} \left( J_2(B^*, \rho_n) + \sqrt{\log(1/\delta)} \right) \right\} r_\theta(t - \tau + 1)$$

$$+ c \sqrt{T} \left( \| W \| + \nu \sqrt{\log\left( \frac{1}{\delta} \right)} \right) + c b_s \left\{ \log\left( \frac{1}{\delta} \right) + J_1(\Gamma, \rho_n) \right\}.$$

**Case I:** $t \geq B_0 + [2\alpha^{-1}]$

Taking $\tau = [2\alpha^{-1}] \leq t - B_0$ and given a stepsize $\alpha$ satisfying the bound

$$6cL\alpha \left( J_2(B^*, \rho_n) + \sqrt{\log\left( \frac{1}{\delta} \right)} \right) < 1 - \gamma,$$

we have the upper bounds

$$\frac{c}{\sqrt{T}} \gamma \sqrt{T} \left( J_2(B^*, \rho_n) + \sqrt{\log\left( \frac{1}{\delta} \right)} \right) \leq \frac{4}{\delta}, \quad \text{and}$$

$$\gamma + (1 - \gamma)((1 - \alpha)^T + \frac{1}{3}) + cL\alpha \sqrt{T} \left( J_2(B^*, \rho_n) + \sqrt{\log(1/\delta)} \right) \leq \frac{1 + \gamma}{2}.$$

Furthermore, since the function $t \mapsto t^2 \cdot r_\theta(t)$ is non-decreasing, for burn-in period $B_0 \geq 4\tau$, we have

$$r_\theta(t - \tau + 1) \leq \frac{t^2}{(t - \tau + 1)^2} r_\theta(t) \leq \frac{16}{9} r_\theta(t) \quad \text{for all} \quad t \geq B_0.$$

Substituting the bounds yields

$$t \| v_t \| \leq \frac{1 + \gamma}{2} t \cdot r_v(t) + \frac{8}{9} r_\theta(t) + \frac{c}{\sqrt{\alpha}} \left( \| W \| + \nu \sqrt{\log\left( \frac{1}{\delta} \right)} \right) + c \left( \log\left( \frac{1}{\delta} \right) + J_1(\Gamma, \rho_n) \right),$$

which completes the proof of Lemma 1 in the case of $t \geq B_0 + 2/\alpha$.  
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**Case II:** $B_0 \leq t \leq B_0 + [2\alpha^{-1}]$:

This case requires a special treatment, since the number $\tau$ of recursive expansion steps cannot be taken as large as $[2/\alpha]$. Instead, we choose $\tau = t - B_0$, and expand the recursions backwards up to the beginning of the iterates. In this case, following the same arguments as above, on the event $\mathcal{E}^{(w)}_{n}(r_{\theta}) \cap \mathcal{E}^{(v)}_{n}(r_{v})$, the error decomposition (64) takes the form

$$t \cdot \|v_{t}\| \leq (1 - \alpha)^{\tau}B_{0}\|v_{B_{0}}\| + \left(1 + \frac{1-\gamma}{6}\right) \cdot \left\{ \gamma \alpha \sum_{j=1}^{\tau}(1 - \alpha)^{j-1} \right\} \cdot \text{tr}_{v}(t) + \sum_{j=1}^{\tau} r_{\theta}(t - j) + T_{1} + T_{2}. \tag{67}$$

Substituting the upper bounds on the terms $T_{1}$ and $T_{2}$ yields

$$t \cdot \|v_{t}\| \leq (1 - \alpha)^{\tau}B_{0}\|v_{B_{0}}\| + \gamma \alpha \sum_{j=1}^{\tau}(1 - \alpha)^{j} \cdot \left\{ 1 + \frac{1-\gamma}{6} \right\} \cdot \text{tr}_{v}(t) + \tau \cdot r_{\theta}(t - \tau + 1)$$

$$+ \frac{c}{\sqrt{\gamma}} \cdot \frac{L_{n}(t - \tau + 1)}{1 - \gamma} \cdot \left\{ J_{2}(\mathbb{B}, \rho_{n}) + \sqrt{\log(\frac{1}{\delta})} \right\} + c\sqrt{\frac{\gamma}{\alpha}} \cdot \text{tr}_{v}(t) \cdot \left\{ J_{2}(\mathbb{B}, \rho_{n}) + \sqrt{\log(\frac{1}{\delta})} \right\}.$$ 

For a time index $t \in [B_{0}, B_{0} + 2/\alpha]$, we have the decomposition

$$(1 - \alpha)^{\tau}B_{0} \cdot \|v_{B_{0}}\| \leq ((1 - \alpha)^{\tau} - 3(1 - \gamma)) \cdot q \left\{ 1 + \frac{2}{\alpha B_{0}} \right\} t \cdot r_{v}(t) + 3(1 - \gamma)B_{0} \cdot \|v_{B_{0}}\|$$

$$\leq \left\{ (1 - \alpha)^{\tau} - 2(1 - \gamma) \right\} \cdot \text{tr}_{v}(t) + 6(1 - \gamma) \frac{B_{0}^{2}}{t} \cdot \|v_{B_{0}}\|.$$

Given a stepsize $\alpha$ satisfying the requirement (49), choosing the number of steps such that $\tau = t - B_{0} \leq 2/\alpha$ leads to the inequalities

$$\left\{ (1 - \alpha)^{\tau} - 2(1 - \gamma) \right\} + \gamma \alpha \sum_{j=1}^{\tau}(1 - \alpha)^{j} \cdot \left\{ 1 + \frac{1-\gamma}{6} \right\} + c\sqrt{\frac{\gamma}{\alpha}} \cdot \text{tr}_{v}(t) \cdot \left\{ J_{2}(\mathbb{B}, \rho_{n}) + \sqrt{\log(\frac{1}{\delta})} \right\} \leq \frac{1 + \gamma}{2}, \quad \text{and}$$

$$\frac{cL}{1 - \gamma} \sqrt{\gamma} \left( J_{2}(\mathbb{B}, \rho_{n}) + \sqrt{\log(1/\delta)} \right) \leq \frac{4}{\alpha} + \tau \leq \frac{8}{\alpha}.$$ 

Putting together these bounds completes the proof in the second case.

### 5.3.2 Proof of Lemma 5

Expanding the update rule for $z_{t}$ from Algorithm 1 we obtain the three-term decomposition $t \cdot z_{t} = B_{0} \cdot z_{B_{0}} + M_{t} + \Psi_{t}$, where

$$M_{t} := \sum_{s=B_{0}}^{t-1} \varepsilon_{s}(\theta_{s-1}), \quad \text{and} \quad \Psi_{t} := \sum_{s=B_{0}}^{t-1} (s - 1) \left\{ \varepsilon_{s}(\theta_{s-1}) - \varepsilon_{s}(\theta_{s-2}) \right\}.$$ 

It suffices to control each of these three terms in the semi-norm induced by the set $S$.

Beginning with the martingale $\{M_{t}\}_{t \geq B_{0}}$, we further break it down into two parts:

$$M_{t} = \sum_{s=B_{0}}^{t-1} \varepsilon_{s}(\theta^{*}) + \sum_{s=B_{0}}^{t-1} (\varepsilon_{s}(\theta_{s-1}) - \varepsilon_{s}(\theta^{*})) := M^{*}_{t} + \tilde{M}_{t}.$$ 
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The term $M^*_t$ is the sum of i.i.d. random variables. Invoking Lemma 7 and using the fact that the set $S$ is contained within $D_S \Gamma$, we have the bound

$$\sup_{u \in S}(u, M^*(t)) \leq c \sqrt{t} \left\{ \mathbb{E}[\sup_{u \in S}(u, W)] + \left( \sup_{u \in S} \mathbb{E}[\langle u, W \rangle^2] \cdot \log\left(\frac{1}{\delta}\right) \right)^{1/2} \right\} + c D_S b_s \left\{ J_1(\Gamma, \rho_n) \cdot \log\left(\frac{1}{\delta}\right) \right\}, \quad (68)$$

where $W$ is the centered Gaussian process with covariance matching that of $\varepsilon(\theta^*)$.

Next we bound the terms $\langle u, M(t) \rangle$ and $\langle u, \Psi(t) \rangle$. First, we claim that conditioned on the event $E_n^{(\theta)}(r_0) \cap E_n^{(v)}(r_v)$, we have

$$\|\tilde{M}(t)\| \leq c L \left\{ J_2(\mathbb{E}^*, \rho_n) + \sqrt{\log\left(\frac{1}{\delta}\right)} \right\} \cdot \left( \sum_{k=2}^{t-1} r_\theta^2(k) \right)^{1/2}, \quad \text{and} \quad (69a)$$

$$\|\Psi(t)\| \leq c a L \left\{ J_2(\mathbb{E}^*, \rho_n) + \sqrt{\log\left(\frac{1}{\delta}\right)} \right\} \cdot \left( \sum_{s=2}^{t} s^2 r_v^2(s) \right)^{1/2}, \quad (69b)$$

both bounds holding with probability at least $1 - \delta$.

The proof of these two inequalities can be found at the end of this subsection. Since the set $S$ is contained within $D_S \Gamma$, it follows that

$$\sup_{u \in S}(u, \tilde{M}(t)) \leq D_S \|\tilde{M}(t)\|, \quad \text{and} \quad \sup_{u \in S}(u, \Psi(t)) \leq D_S \|\Psi(t)\|.$$

Finally, observe that $B_0 z_{B_0} = \sum_{t=1}^{B_0} \varepsilon_t(\theta^*) + \sum_{t=1}^{B_0} \{ \varepsilon_t(\theta_0) - \varepsilon_t(\theta^*) \}$. By Lemma 7 we have

$$\sup_{u \in S} \sum_{t=1}^{B_0} \varepsilon_t(\theta^*) \leq c \sqrt{B_0} \left\{ \mathbb{E}[\sup_{u \in S}(u, W)] + \left( \sup_{u \in S} \mathbb{E}[\langle u, W \rangle^2] \cdot \log\left(\frac{1}{\delta}\right) \right)^{1/2} \right\} + c D_S b_s \left\{ J_1(\Gamma, \rho_n) \cdot \log\left(\frac{1}{\delta}\right) \right\},$$

with probability at least $1 - \delta$. On the other hand, using Lemma 8, we have

$$\sup_{u \in S} \sum_{t=1}^{B_0} (\varepsilon_t(\theta_0) - \varepsilon_t(\theta^*)) \leq D_S \|\tilde{M}(t)\| \sum_{t=1}^{B_0} \{ \varepsilon_t(\theta_0) - \varepsilon_t(\theta^*) \} \leq c L D_S \|\theta_0 - \theta^*\| \cdot \sqrt{B_0} \left\{ J_2(\mathbb{E}^*, \rho_n) + \sqrt{\log\left(\frac{1}{\delta}\right)} \right\} \leq c D_S \cdot L \sqrt{B_0 r_{B_0}^2(B_0)} \left\{ J_2(\mathbb{E}^*, \rho_n) + \sqrt{\log\left(\frac{1}{\delta}\right)} \right\},$$

with probability at least $1 - \delta$. Combining the two bounds, we conclude that

$$\sup_{u \in S}(u, z_{B_0}) \leq \frac{c}{\sqrt{B_0}} \left\{ \mathbb{E}[\sup_{u \in S}(u, W)] + \left( \sup_{u \in S} \mathbb{E}[\langle u, W \rangle^2] \cdot \log\left(\frac{1}{\delta}\right) \right)^{1/2} \right\} + \frac{c D_S b_s}{B_0} (J_1(\Gamma, \rho_n) \cdot \log\left(\frac{1}{\delta}\right)) + \frac{c D_S - L r_{B_0}^2(B_0)}{B_0} (J_2(\mathbb{E}^*, \rho_n) + (\log\left(\frac{1}{\delta}\right))^{1/2}), \quad (70)$$

again with at least probability $1 - \delta$. 
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We now put together the bounds (68), (69a) (69b), and (70). By doing so, we are guaran-
teed that conditioned on the event \( \mathcal{E}_n(\theta; r_\theta) \cap \mathcal{E}_n(\nu; r_\nu) \), for each integer \( t \in [B_0, n] \), we have

\[
\sup_{u \in S}(u, z_t) \leq \sqrt{\frac{1}{t}} \left\{ \mathbb{E} \left[ \sup_{u \in S} \langle u, W \rangle \right] + \sup_{u \in S} \mathbb{E} \left[ \langle u, W \rangle^2 \right] \log \left( \frac{1}{\delta} \right) \right\}^{1/2} + \frac{\mathbb{P}_{\rho_n}}{\sqrt{t}} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\} \\
+ c \frac{\mathbb{P}_{\rho_n}}{\sqrt{t}} \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \left( \frac{1}{t} \sum_{s=B_0}^{t-1} s^2 r_\nu^2(s) \right)^{1/2} \right\} \\
+ 2c \frac{\mathbb{P}_{\rho_n}}{\mu t} \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \cdot \left( \sum_{s=B_0}^{t-1} r_\nu^2(s) + B_0 r_\nu^2(B_0) \right)^{1/2} \right\}.
\]

The claim of Lemma 5 now follows by noting \( \left( \sum_{s=B_0}^{t-1} r_\nu^2(s) + B_0 r_\nu^2(B_0) \right)^{1/2} = \left( \sum_{s=1}^{t-1} \| r_\nu^2(s) \|^{1/2} \right) \). It remains to prove inequalities (69a) and (69b).

**Proof of the bound (69a):** Conditioned on the event \( \mathcal{E}_n(\theta; r_\theta) \), we have the upper bounds

\[
\| \varepsilon_s(\theta_{s-1}) - \varepsilon_s(\theta^*) \| = \| H_s(\theta_{s-1}) - H_s(\theta^*) - h(\theta_{s-1}) \| \leq L \| \theta_{s-1} - \theta^* \| \\
\leq \frac{L}{\mu} r_\theta(s-1),
\]

where the last inequality follows from the assumption \( \| \theta_{s-1} - \theta^* \| \leq \frac{1}{\mu} \| h(\theta_{s-1}) - h(\theta^*) \| \) (cf. assumption (61)).

On the event \( \mathcal{E}_n(\theta; r_\theta) \), we apply Lemma 8 to the martingale differences \( \{ \varepsilon_s(\theta_{s-1}) - \varepsilon_s(\theta^*) \} \), and find that

\[
\left\| \sum_{s=B_0+1}^{t} (\varepsilon_s(\theta_{s-1}) - \varepsilon_s(\theta^*)) \right\| \leq c \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \cdot \left( \sum_{s=B_0}^{t-1} r_\nu^2(s) \right)^{1/2} \right\},
\]

with probability at least \( 1 - \delta \), as claimed in inequality (69a).

**Proof of bound (69b):** We now control the martingale sequence \( \{ \Psi_t \}_{t \geq B_0} \). Conditioned on the event \( \mathcal{E}_n(\nu; r_\nu) \), we have

\[
\| (s-1) \{ \varepsilon_s(\theta_{s-1}) - \varepsilon_s(\theta_{s-2}) \} \| \leq (s-1) \cdot L \cdot \| \theta_{s-1} - \theta_{s-2} \| = (s-1) \alpha L \| v_{s-1} \| \\
\leq (s-1) \alpha L r_\nu(s-1),
\]

valid for any integer \( s \in [B_0, t] \). By Lemma 8, on the event \( \mathcal{E}_n(\nu; r_\nu) \), we have

\[
\left\| \sum_{s=B_0+1}^{t} (s-1) \{ \varepsilon_s(\theta_{s-1}) - \varepsilon_s(\theta_{s-2}) \} \right\| \leq c \alpha \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \cdot \left( \sum_{s=B_0}^{t-1} s^2 r_\nu^2(s) \right)^{1/2} \right\},
\]

with probability at least \( 1 - \delta \), which establishes the claim. This completes the proof of Lemma 2.
6 Discussion

In this paper, we have analyzed \textsc{ROOT-SA}, a variance-reduced stochastic approximation procedure designed for solving contractive fixed-point equations in Banach spaces. This procedure builds upon the \textsc{ROOT-SGD} algorithm [Li+20] for stochastic optimization, as studied in past work by a subset of the current authors. Our main contribution was to derive non-asymptotic upper bounds on the error of the \textsc{ROOT-SA} iterates in any semi-norm. We showed that these bounds are sharp in the sense that the leading order term matches the optimal risk characterized by local minimax theory. Furthermore, the sample complexity needed for such an instance-dependent optimal statistical behavior scale with the intrinsic complexity of the norm (measured in Dudley integral of the dual ball under certain metric), instead of the problem dimension. Our main results, while formulated for general Banach spaces and contractions, have interesting consequences for specific classes of problems. Here we illustrated with applications to dynamical programming and game theory, including stochastic shortest path problems, minimax Markov games, as well as average-cost policy evaluation. In terms of proof techniques, our analysis is rather different than much other theory on stochastic approximation that relies the inner product available in the Hilbert setting. To the best of our knowledge, our paper is the first to provide sharp non-asymptotic bounds for stochastic approximation \textit{without} requiring such inner product structure.

Our work leaves open a number of open questions, among them:

- \textbf{Optimal sample complexity for SA schemes:} One open question in our analysis concerns how the minimal sample size scales with the contraction factor $\gamma \in (0,1)$. Our main results in this paper (Theorem 1 and 2) have a scaling condition of the form $n \gtrsim (1 - \gamma)^{-4}$. These results are novel even under this quadratic scaling, and also optimal for large $n$. However, it is not yet clear whether this quadratic scaling is necessary, or rather an artifact of our proof technique. In certain special cases, the quadratic scaling can be avoided; for example, in the special case of $h$ being an affine operator, our results (see Theorem 3 and Corollary 3) show that the quadratic scaling $O((1 - \gamma)^{-2})$ is sufficient.

- \textbf{Online statistical inference procedures:} In this paper, we focused exclusively on computing point estimates of the fixed point. However, a natural question is the construction of confidence sets for the solution $\theta^*$ to the fixed-point equation. Ideally, such confidence set should be efficiently computable, asymptotically exact, while capturing the desirable non-asymptotic properties satisfied by our estimator. Focusing stochastic optimization in the Euclidean setting and Polyak-Ruppert-averaged SGD, the paper [Che+20a] proposed an online estimator for the covariance that partly achieves these goals. In a concurrent piece of work involving a subset of the authors [Xia+22], confidence sets and early stopping rules are developed in the special case of policy evaluation and optimization for discounted MDPs. It is an interesting direction for future research to construct confidence sets with improved guarantees in the general setting, based purely on the algorithm’s trajectory alone.

- \textbf{General operator equations beyond the contractive setting:} In the Euclidean setting, stochastic approximation procedures for nonlinear equations share geometric struc-
ture, giving rise to key concepts such as monotonicity and smoothness. This story becomes more complex for Banach spaces, with there being at least two distinct methods of analysis depending on the set-up. On the one hand, if the operator $h$ is mapping from the space $V$ to itself, then convergence is governed by contraction properties of the operator. On the other hand, if $h$ maps from the Banach space $V$ to its dual space $V^*$, then a monotonicity condition with respect to the Bregman divergence plays a key role (see e.g. [INT11; KLL20]). This paper focuses on the former case, in which $h$ maps the Banach space to itself, but it is an interesting direction of future research to provide instance-dependent guarantees for various stochastic approximation procedures in the latter case, and examine their optimality properties. Even more broadly, it is interesting to consider stochastic approximation procedures for solving general non-linear equations defined on pairs of Banach spaces.
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In this section, we describe a simple restarting procedure that allows us to refine the dependency of all of our bounds on the initial condition. This restarting procedure requires $O(B_0 \log n)$ additional samples.

### A Restarting procedure

In this section, we describe a simple restarting procedure that allows us to refine the dependency of all of our bounds on the initial condition. This restarting procedure requires $O(B_0 \log n)$ additional samples.
Given some fixed number $R \geq 1$ of restarting epochs, we can run the \textsc{ROOT-SA} algorithm for $R$ consecutive short epochs, each with length $2cB_0$, with the constant $c$ being the one in equation (9c). The last iterate $\theta_{2cB_0}$ of each short epoch is used as the initial point of the subsequent epoch, and in the end, the output of last short epoch is used as the initial point $\tilde{\theta}_0$ to run a final single-epoch instantiation of \textsc{ROOT-SA} on the rest of the data stream. The detail of the re-starting procedure is described in Algorithm 2. In total, this restarting procedure uses an additional $2cB_0R$ samples, and the initialization of the last epoch satisfies the bound

$$\|\tilde{\theta}_0 - h(\tilde{\theta}_0)\| \leq \frac{c}{\sqrt{2\alpha}} (W + \nu \sqrt{\log(1/\delta)}) + \frac{ch}{\tilde{\theta}_0(1-\gamma)} (\mathcal{J}_1(\Gamma, \rho_n) + \log(1/\delta)) + \frac{\|h_0-h(\theta_0)\|}{2R}. \quad (71)$$

By choosing $R \geq \log \left(\frac{\|h(\theta_0) - \theta_0\| \sqrt{n}/W}{c}\right)$ with a restarting sample size $2cB_0R$, we can ensure that $\frac{\|\tilde{\theta}_0 - h(\tilde{\theta}_0)\|}{\sqrt{n}} \leq \frac{W}{\sqrt{n}}$.

Our standard restarting procedure is based on the following conditions. We assume that the initialization $\theta_0$ is such that the number of restarts $R$ satisfies

$$\text{Initialization:} \quad \log \left(\frac{\|\theta_0 - h(\theta_0)\| \sqrt{n}}{\sqrt{W}}\right) \leq c_0 \log n, \quad (72a)$$

for a universal constant $c_0 > 0$. In words, the condition ensures that the operator defect $\|h(\theta_0) - \theta_0\|$ for the initialization $\theta_0$ is not exponentially large compared to $\sqrt{W}$. We set the number of restarts $R$ as

$$\text{Number of restarts:} \quad R = 2c_0 \log n \quad (72b)$$

These conditions ensure that performing $R$ many restarts requires at most

$$2cB_0 \log \left(\frac{\|h(\theta_0) - \theta_0\| \sqrt{n}}{\sqrt{W}}\right) \lesssim 4c_0B_0 \log(n)$$

additional samples, assuming that the original sample size is lower bounded as $n \gtrsim \frac{12^2 \mathcal{J}_0(\Gamma, \rho_n)^2}{(1-\gamma)^3}$. Substituting this bound back to the bounds from Theorem 1 with the optimal stepsize choice (9b), we find that

$$\|h(\theta_n) - \theta_n\| \leq \frac{c}{\sqrt{n}} \left\{ \mathbb{E}[||W||] + \sqrt{\sigma^2_n(W) \log(\frac{1}{\delta})} \right\} + \frac{ch}{(1-\gamma)n} \cdot \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \right\}. \quad (73)$$
B Proofs of Theorem 2 and Corollary 2

In this section, we prove Theorem 2 and Corollary 2. In fact, Corollary 2 is actually a generalization of Theorem 2; the theorem follows from the corollary by setting \( \| \cdot \|_C = \| \cdot \| \). Accordingly, we devote our effort to proving the corollary.

B.1 Proof of Corollary 2

Define the pair

\[
    r_{0}^*(t) := \frac{c}{\sqrt{t}} \left( \overline{W} + \nu \sqrt{\log(\frac{n}{\delta})} \right) + \frac{cb}{\sqrt{t}} \left\{ \frac{1}{2} + \frac{c}{\sqrt{t}} \cdot \mathcal{J}_2(\mathbb{B}^*, \rho_n) \log(\frac{n}{\delta}) \right\} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \right\} \\
    + \frac{2c_B}{\sqrt{t}} \| \theta_0 - h(\theta_0) \|, \quad \text{(74a)}
\]

\[
    r_{v}^*(t) := \frac{c}{1 - \gamma} \left\{ \frac{1}{\sqrt{n}} \left( \overline{W} + \nu \sqrt{\log(\frac{n}{\delta})} \right) + \frac{c}{\sqrt{n}} \left( \log(\frac{1}{\delta}) + \mathcal{J}_1(\Gamma, \rho_n) \right) \right\} + 2 \left( \frac{B_0}{c} \right)^2 \| \theta_0 - h(\theta_0) \|. \quad \text{(74b)}
\]

Invoking Theorem 1 and applying a union bound over the iterates, we have the pair of bounds \( \| h(\theta_t) - \theta_t \| \leq r_{0}^*(t), \) and \( \| v_t \| \leq r_{v}^*(t), \) uniformly for \( t = B_0, B_0 + 1, \ldots, n \) with probability at least \( 1 - \delta. \) Using the restarting scheme with parameter choice (72b), we can guarantee that the initial operator defect \( \| h(\theta_0) - \theta_0 \| \) satisfies the upper bound:

\[
    \| \theta_0 - h(\theta_0) \| \leq \frac{c}{\sqrt{B_0}} \left( \overline{W} + \nu \sqrt{\log(1/\delta)} \right) + \frac{cb}{B_0(1 - \gamma)} \left( \mathcal{J}_1(\Gamma, \rho_n) + \log(1/\delta) \right).
\]

By the linearization condition (A4)', for any \( \theta \in \mathbb{B}(\theta^*, s_0), \) we have

\[
    s := \| \theta - \theta^* \|_C \leq \sup_{A \in A_0} \| (I - A)^{-1}(h(\theta) - \theta) \|_C.
\]

In order to obtain an upper bound on \( \| \theta_t - \theta^* \|_C, \) it suffices to provide an bound for the quantity \( \sup_{A \in A_0} \| (I - A)^{-1}(h(\theta_n - 1) - \theta_{n-1}) \|_C \) for any given \( s > 0. \) Recall that \( h(\theta_{n-1}) - \theta_{n-1} = v_n - z_n, \) by definition, and in the rest of this section we provide upper bounds on \( \| v_n \|_C \) and \( \| z_n \|_C \)

**Upper bound on** \( \| v_n \|_C \)

Observe that \( \| (I - A)^{-1}v_n \|_C \leq \frac{\rho_D}{1 - \gamma} \| v_n \|. \) Thus, if we invoke the bound \( \| v_n \| \leq r_{v}^*(t), \) where \( r_{v}^* \) is defined in (74b), we are guaranteed that

\[
    \| (I - A)^{-1}v_n \|_C \leq \frac{cD}{(1 - \gamma)^2} \left\{ \frac{1}{n\sqrt{\alpha}} \left( \overline{W} + \nu \sqrt{\log(\frac{n}{\delta})} \right) + \frac{b}{n} \left( \log(\frac{1}{\delta}) + \mathcal{J}_1(\Gamma, \rho_n) \right) \right\} \\
    + \frac{cD}{1 - \gamma} \left( \frac{B_0}{n} \right)^2 \| \theta_0 - h(\theta_0) \|
\]

with probability at least \( 1 - \delta. \)
Upper bound on $\|z_n\|_C$

In order to establish a sharp upper bound on the term $\sup_{A \in A_s} \|(I - A)^{-1} z_{n+1}\|$, we define the class of test functions $\mathcal{S} := \{(I - A)^{-1} u : A \in A_s, u \in C\}$. Substituting the the bounds (74a) and (74b) in Lemma 5 with we find that for any given $s > 0$, the quantity $\sup_{A \in A_s} \|(I - A)^{-1} z_n\|_C$ is upper bounded as

$$
\frac{c}{\sqrt{n}} \left\{ \mathbb{E} \left[ \sup_{A \in A_s} \|(I - A)^{-1} W\|_C \right] + \nu(s) \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} + \frac{c_b \cdot D}{n(1-\gamma)} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) \right\} + \frac{cL^2}{(1-\gamma) \sqrt{n}} \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} \alpha \left( \sum_{s=B_0}^{n-1} s^2 r_v^2(s) \right)^{1/2} + \frac{1}{1-\gamma} \left( \sum_{s=1}^{n-1} r_\theta^2(s) \right)^{1/2},
$$

with probability at least $1 - \delta$.

Putting together the pieces

The last two bounds are valid for a fixed value of $s$. In order to derive the fixed-point condition in Theorem 2 and Corollary 2, however, we need a bound that holds uniformly over $s$ in a suitable range, which we now do. Define the quantity

$$
\mathcal{R}_n := \frac{c}{(1-\gamma) \sqrt{n}} \left\{ \mathbb{E} \left[ \|W\|_C \right] + \left( \sup_{u \in C} \mathbb{E} \left[ \langle u, W \rangle \right] \log \left( \frac{1}{\delta} \right) \right)^{1/2} \right\} + D \cdot \mathcal{H}_n(\alpha, \delta),
$$

and let $R := \frac{1}{1+\gamma} \mathcal{R}$.

It can be seen that the solutions to equation (25) all belong to the interval $[R, \overline{R}]$. In particular, contraction assumption (A1), we find that

$$
\frac{1}{1+\gamma} \leq \|(I - A)^{-1}\|_{op} \leq \frac{1}{1-\gamma},
$$

valid for any $A \in A_s$,

which leads to the bounds $\frac{1}{1+\gamma} W_C \leq G_C(s) \leq \frac{1}{1-\gamma} W_C$ and $\frac{\nu_C(s)}{1-\gamma} \leq \nu_C(s) \leq \frac{\nu_C(s)}{1+\gamma}$ for any $s > 0$.

By Theorem 1 and the contraction assumption (A1), we have the upper bound

$$
\mathbb{P} \left[ \|\theta_n - \theta^*\|_C \geq \overline{R}_n \right] \leq \delta.
$$

Consider the sequence $s_\ell = 2^{\ell-1} \mathcal{R}_n$ for $\ell = 1, 2, \ldots, k$, where $k := \log_2(\overline{R}_n/\mathcal{R}_n)$. It forms a doubling grid $\mathcal{M}_n := \{s_1, s_2, \ldots, s_k\}$ on the interval $[\mathcal{R}_n, \overline{R}_n]$, and it can be seen that $k$ satisfies the upper bound

$$
k \leq \log \left( \frac{1+\gamma}{1-\gamma} \right) \leq 1 + \log \left( \frac{1}{1-\gamma} \right).
$$

Taking a union bound over $s \in \mathcal{M}_n$, we find that the bound (75) holds with probability at least $1 - k\delta$, uniformly over $s \in \mathcal{M}_n$. For any $s \in [\mathcal{R}_n, \overline{R}_n]$, define the index $\ell(s) := \max \{\ell \mid s_{\ell} \leq s\}$. On the event above, we can conclude that

$$
\sup_{A \in A_s} \|(I - A)^{-1} z_{n+1}\|_C \leq \sup_{A \in A_{s_{\ell(s)+1}}} \|(I - A)^{-1} z_n\|_C
\leq \frac{c}{\sqrt{n}} \left\{ G_C(2s) + \nu_C(2s) \sqrt{\log \left( \frac{1}{\delta} \right)} + \log(\log n) \right\} + \frac{cD}{(1-\gamma) \sqrt{n}} \left\{ J_1(\Gamma, \rho_n) + \log \left( \frac{1}{\delta} \right) + \log(\log n) \right\} + \frac{cL^2}{(1-\gamma) \sqrt{n}} \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} \alpha \left( \sum_{s=B_0}^{n-1} s^2 r_v^2(s) \right)^{1/2} + \frac{1}{1-\gamma} \left( \sum_{s=1}^{n-1} r_\theta^2(s) \right)^{1/2},
$$
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for \( s \in [\mathcal{R}_k, \mathcal{R}_n] \). Here we have used the facts that \( \mathcal{G}_C(\cdot) \) and \( \nu_C(\cdot) \) are non-decreasing functions. We now substitute our expressions for \( r_{\theta}^* \) and \( r_{\nu}^* \), and conclude that conditioned on the event \( \mathcal{E}_n^{(\theta)} \cap \mathcal{E}_n^{(\nu)} \cap \{ \| \theta_n - \theta^* \| \leq \mathcal{R}_n \} \), we have

\[
s_n \leq \sup_{A \in \mathcal{A}_n} \|(I - A)^{-1} z_n\|_C + \frac{\mathcal{D}_n}{1 - \gamma} r_{\nu}(n)
\]

\[
\leq \frac{c}{\sqrt{n}} \left( \mathcal{G}(2s_n) + \nu(2s_n) \sqrt{\log\left(\frac{n}{\delta}\right)} \right) + \mathcal{R}_n + \frac{cD_B}{(1 - \gamma)^n} \left( J_2(\Gamma, \rho_n) + \log\left(\frac{n}{\delta}\right) \right)
\]

\[
+ \frac{cD_L}{(1 - \gamma)^n} \cdot J_2(\mathbb{B}^*, \rho_n) \log\left(\frac{n}{\delta}\right) \cdot \left( \frac{\sqrt{\alpha} \mathcal{W}}{\alpha} + \alpha b \left\{ J_1(\Gamma, \rho_n) + \log\left(\frac{n}{\delta}\right) \right\} + \sqrt{\frac{B}{n}} \cdot \| \theta_0 - h(\theta_0) \| \right)
\]

\[
+ \frac{cD_p}{(1 - \gamma)^n} \left\{ \frac{1}{n} \sqrt{\mathcal{W}} \log\left(\frac{n}{\delta}\right) + \frac{\log\left(\frac{n}{\delta}\right)}{\gamma} + \frac{J_1(\Gamma, \rho_n)}{\gamma} \right\} + \frac{cD_B}{(1 - \gamma)^n} \cdot \| \theta_0 - h(\theta_0) \|
\]

\[
\leq \frac{c}{\sqrt{n}} \left( \mathcal{G}_C(2s_n) + \nu_C(2s_n) \sqrt{\log\left(\frac{n}{\delta}\right)} \right) + \frac{cD_p}{(1 - \gamma)^n} \left\{ J_2(\mathbb{B}^*, \rho_n) L \sqrt{\frac{n}{\delta}} + \frac{1}{n} \right\} \cdot \left\{ J_1(\Gamma, \rho_n) + \log\left(\frac{n}{\delta}\right) \right\} + \frac{D_B}{(1 - \gamma)^n} \cdot \| \theta_0 - h(\theta_0) \|
\]

with probability at least \( 1 - \delta \), valid for any \( \delta \in (0,1/k) \), where \( k = 1 + \log \frac{1}{1 - \gamma} \).

Finally, noting that \( \mathbb{P}[\mathcal{E}_n^{(\theta)} \cap \mathcal{E}_n^{(\nu)} \cap \{ \| \theta_n - \theta^* \| \leq \mathcal{R}_n \}] \geq 1 - \delta \), and using the initialization conditions (72), we obtain the bound that was claimed in Corollary 2.

\section{Proofs for multi-step contractions}

This section is devoted to the proofs of our results on multi-step contractions, with Theorem 3 proved in Appendix C.1 and Corollary 3 in Appendix C.2.

\subsection{Proof of Theorem 3}

The proof of this theorem is similar to that of Theorem 1, but is based on an improved version of Lemma 1, stated as Lemma 6. At a high level, there are three main steps:

1. First, we use Lemma 2 and Lemma 6 to establish a relation between \( \| h(\theta_t) - \theta_t \| \) and \( \| v_t \| \).

2. Second, starting with the coarse bound on \( \| h(\theta_t) - \theta_t \| \) and \( \| v_t \| \) from Lemma 3, we iteratively refine our bounds using the relation from Step 1.

3. Finally, we improve the higher-order terms in these bounds.

\subsubsection{Step 1: Relating \( \| h(\theta_t) - \theta_t \| \) and \( \| v_t \| \)}

We first state a sharpening of Lemma 1 that holds for a multi-step contractive linear operator (see Assumption (A1')).

\textbf{Lemma 6.} Under assumptions (A1'), (A3), and (A2), there exists a universal constant \( c > 0 \) such that for stepsize \( \alpha \) satisfying the bound

\[
c \sqrt{m\alpha} \cdot L J_2(\mathbb{B}^*, \rho_n) \cdot \log\frac{n}{\delta} \leq \frac{1}{3}, \tag{76a}
\]
and the burn-in period $B_0 \geq \frac{cm}{\alpha}$, given any $\kappa$-admissible sequences $r_\theta(t)$ and $r_v(t)$ with $0 < \kappa \leq 2$, on the event $E_n^{(v)}(r_v) \cap E_n^{(\theta)}(r_\theta)$, the following bound holds uniformly with respect to $t \in [B_0, n]$, with probability $1 - \delta$:

$$
\|v_t\| \leq \frac{2r_v(t)}{\sqrt{t}} + \frac{cmr_v(t)}{t^{1/2}} + c\sqrt{\frac{m}{\alpha}} \left\{ \mathcal{W} + \nu \sqrt{\log\left(\frac{n}{\beta}\right)} \right\} + \frac{cb}{t} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left(\frac{n}{\beta}\right) \right\} + \frac{4(B_0)}{\sqrt{t}} \|v_{B_0}\|.
$$

(76b)

See Section C.1.4 for the proof of this lemma.

In addition, by Lemma 5 and the operator norm bound on $(I - A)^{-1}$, conditioned on the event $E_n^{(\theta)}(r_\theta) \cap E_n^{(v)}(r_v)$, we have the following bound uniformly for $t \in [B_0, n]$,

$$
\|z_t\| \leq c\sqrt{\frac{m}{\alpha}} \left\{ \mathcal{W} + \nu \sqrt{\log\left(\frac{n}{\beta}\right)} \right\} + \frac{cb}{t} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left(\frac{n}{\beta}\right) \right\}
$$

$$
+ cL \left\{ \mathcal{J}_2(B^*, \rho_n) + \sqrt{\log\left(\frac{n}{\beta}\right)} \right\} \left\{ \alpha \left( \sum_{s=1}^{t-1} s^2 r_v^2(s) \right)^{1/2} + m \left( \sum_{s=1}^{t-1} r_v^2(s) \right)^{1/2} \right\},
$$

(77)

with probability at least $1 - \delta$.

### C.1.2 Step 2: Bounds using bootstrapping

Akin to the proof of Theorem 1, we impose the restrictions that the estimate sequences $(r_\theta, r_v)$ are $\frac{1}{t}$ and $1$-admissible, respectively.

Consider a new pair $(r_\theta^+, r_v^+)$ satisfying the initial bounds $r_\theta^+(B_0) \geq \|v_{B_0}\|$ and $r_v^+(B_0) \geq \|h(\theta_0) - \theta_0\|$, and such that

$$
r_v^+(t) \geq \frac{3}{2} r_v(t) + \frac{1}{\sqrt{t\alpha}} \cdot \frac{cm}{\sqrt{t\alpha}} \cdot \sqrt{tr_\theta(t)}
$$

$$
+ \frac{c}{t^{1/2}} \sqrt{\frac{m}{\alpha}} \left\{ \mathcal{W} + \nu \sqrt{\log\left(\frac{n}{\beta}\right)} \right\} + \frac{cb}{t} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left(\frac{n}{\beta}\right) \right\} + \frac{4(B_0)}{\sqrt{t}} \|v_{B_0}\|,
$$

and

$$
r_\theta^+(t) \geq \frac{c}{\sqrt{t\alpha}} \left\{ \frac{1}{\sqrt{\alpha t}} \mathcal{J}_2(B^*, \rho_n) \log \frac{n}{\beta} \right\} \cdot \left\{ t \sqrt{\alpha r_v(t)} \right\} + 2cL \frac{m}{\sqrt{t}} \mathcal{J}_2(B^*, \rho_n) \log \frac{n}{\beta} \cdot r_\theta(t),
$$

$$
+ \frac{c}{t^{1/2}} \left\{ \mathcal{W} + \nu \sqrt{\log\left(\frac{n}{\beta}\right)} \right\} + \frac{cb}{t} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left(\frac{n}{\beta}\right) \right\}.
$$

(78a)

(78b)

for each integer $t \in [B_0, n]$.

By combining the bounds (76b) and (77), we are guaranteed that

$$
P \left[ E_n^{(\theta)}(r_\theta^+) \cap E_n^{(v)}(r_v^+) \right] \geq P \left[ E_n^{(\theta)}(r_\theta) \cap E_n^{(v)}(r_v) \right] - \delta.
$$

Our goal is to construct two series of admissible sequences $(r_v^{(i)}, r_\theta^{(i)})$ with $i = 0, 1, \cdots$, such that the pair $(\|v_t\|, \|h(\theta_i) - \theta_i\|)_{t \geq B_0}$ are dominated by $(r_v^{(i)}(t), r_\theta^{(i)}(t))_{t \geq B_0}$, with high probability. Concretely, we consider sequences of a particular form $r_v^{(i)}(t) = \frac{\psi_v^{(i)}}{\sqrt{t\alpha}}$ and $r_\theta^{(i)}(t) = \frac{\psi_\theta^{(i)}}{\sqrt{t}}$, for pairs of positive reals $(\psi_v^{(i)}, \psi_\theta^{(i)})$ independent of $t$. Apparently, with such forms, the sequence $r_\theta^{(i)}$ is $\frac{1}{2}$-admissible, and the sequence $r_v^{(i)}$ is $1$-admissible. However, if we directly substitute the sequences $(r_v^{(i)}(t), r_\theta^{(i)}(t))$ of such forms into the iteration (78), the resulting
sequences \((r^+_g, r^+_v)\) will no longer be of the desired form. So in order to unify the coefficients in equation (78) into the same time scale, given a stepsize \(\alpha > 0\), we define the burn-in time
\[
B_0 = \frac{cm}{\alpha} \log \left( \frac{n}{\delta} \right). \tag{79a}
\]

For each \(t = B_0, B_0 + 1\ldots\), the coefficients in (78) then satisfy the bounds
\[
\frac{cm}{\alpha n} \leq \frac{1}{3} \sqrt{m}, \quad \frac{c}{\alpha} \leq \frac{1}{12\sqrt{m}}, \quad \text{and} \quad \frac{m}{\alpha^2} \log \left( \frac{n}{\delta} \right) \leq \sqrt{\alpha m}. \tag{79b}
\]

Therefore, if we construct a two-dimensional vector sequence \(\psi^{(i)} = \begin{bmatrix} \psi_v^{(i)} & \psi_\theta^{(i)} \end{bmatrix}^T\) satisfying the recursive relation \(\psi^{(i+1)} = Q\psi^{(i)} + b\), where
\[
Q := \begin{bmatrix} \frac{2}{3} & \frac{2}{12\sqrt{m}} + cLJ_2(B^*, \rho_n)\sqrt{\alpha} \cdot \log \left( \frac{m}{\delta} \right) \\ \frac{2}{12\sqrt{m}} + cLJ_2(B^*, \rho_n)\sqrt{\alpha} \cdot \log \left( \frac{m}{\delta} \right) & 2cLJ_2(B^*, \rho_n)\sqrt{\alpha m} \log \left( \frac{n}{\delta} \right) \end{bmatrix}, \quad \text{and} \quad b := c \cdot \begin{bmatrix} \sqrt{m} \left( W + \nu \sqrt{\log(n/\delta)} \right) + b_* \sqrt{\alpha} \left( \log \left( \frac{m}{\delta} \right) + J_1(\Gamma, \rho_n) \right) + B_0 \sqrt{\alpha} \parallel v_{B_0} \parallel \\ \sqrt{m} \left( W + \nu \sqrt{\log(n/\delta)} \right) + b_* \sqrt{\alpha m} \left( \log(n/\delta) + J_1(\Gamma, \rho_n) + B_0 \sqrt{\alpha} \parallel h(\theta_0) - \theta_0 \parallel \right) \end{bmatrix}, \tag{80}
\]

they will satisfy the requirement (78), leading to the probability bound:
\[
P \left[ \mathcal{E}_n^{(\theta)}(r^{(i+1)}_\theta) \cap \mathcal{E}_n^{(v)}(r^{(i+1)}_v) \right] \geq P \left[ \mathcal{E}_n^{(\theta)}(r^{(i)}_\theta) \cap \mathcal{E}_n^{(v)}(r^{(i)}_v) \right] - \delta, \tag{81}
\]

for the sequences \(r^{(i)}_\theta(t) = \psi^{(i)}_\theta / \sqrt{t}\) and \(r^{(i)}_v(t) = \psi^{(i)}_v / (\sqrt{\alpha t})\).

It remains to specify an initial condition for the recursion above. Note that Lemma 3 implies that we have
\[
\parallel \theta_t - \theta^* \parallel + \parallel v_t \parallel \leq e^{1 + Lat} \left( b_* + \parallel \theta_0 - \theta^* \parallel \right)
\]
almost surely. So we can take the initialization:
\[
\psi_v^{(0)} := n \sqrt{\alpha} e^{1 + Lat} \left( b_* + \parallel \theta_0 - \theta^* \parallel \right), \quad \text{and} \quad \psi_\theta^{(0)} := \sqrt{n} e^{1 + Lat} \left( b_* + \parallel \theta_0 - \theta^* \parallel \right),
\]
for which the bounds \(\parallel v_0 \parallel \leq \psi_v^{(0)} / \sqrt{\alpha} \) and \(\parallel \theta_0 - h(\theta_0) \parallel \leq \psi_\theta^{(0)} / \sqrt{t}\) hold almost surely.

Given such an initial condition and the recursion (81), we find that
\[
P \left[ \mathcal{E}_n^{(v)}(r^{(i)}_v) \cap \mathcal{E}_n^{(\theta)}(r^{(i)}_\theta) \right] \geq P \left[ \mathcal{E}_n^{(v)}(r^{(0)}_v) \cap \mathcal{E}_n^{(\theta)}(r^{(0)}_\theta) \right] - i\delta = 1 - i\delta.
\]

It remains to understand the behavior of \(\psi^{(i)}\) for large values of the index \(i\), i.e. the after \(i\) iterations of the bootstrapping argument. We do so by solving the recursion \(\psi^{(i+1)} = Q\psi^{(i)} + b\). Let us define a new matrix
\[
\bar{Q} := \begin{bmatrix} \frac{2}{3} & \frac{2}{12\sqrt{m}} \\ \frac{2}{12\sqrt{m}} & 2/3 \end{bmatrix}^{(i)} = \begin{bmatrix} \sqrt{m} & \sqrt{m} \\ 1 & -1 \end{bmatrix} \cdot \begin{bmatrix} 5/6 & 0 \\ 0 & 1/2 \end{bmatrix} \cdot \begin{bmatrix} \sqrt{m} & \sqrt{m} \\ 1 & -1 \end{bmatrix}^{-1},
\]
where the equivalence (i) follows by a direct calculation. Note that the stepsize condition (29a) ensures that
\[
cLJ_2(B^*, \rho_n) \log \frac{\delta}{\varphi} \cdot \sqrt{\alpha m} \leq \frac{1}{12}, \tag{82}
\]
then the matrix $\tilde{Q}$ is coordinate-wise larger than the matrix $Q$ from equation (80), and consequently we are guaranteed that $Qu \preceq_{\text{orth}} Q' u$ for any 2-dimensional vector $u \succeq_{\text{orth}} 0$. Thus, for each integer $N = 1, 2, \ldots$, we have the upper bounds

$$
\begin{bmatrix}
\psi_v^{(N)} \\
\psi_\theta^{(N)}
\end{bmatrix} = \left( \sum_{i=0}^{N-1} Q^i \right) b + Q^N \begin{bmatrix}
\psi_v^{(0)} \\
\psi_\theta^{(0)}
\end{bmatrix} \preceq_{\text{orth}} \left( \sum_{i=0}^{N-1} \tilde{Q}^i \right) b_\psi + \tilde{Q}^N \begin{bmatrix}
\psi_v^{(0)} \\
\psi_\theta^{(0)}
\end{bmatrix} \preceq_{\text{orth}} (I - \tilde{Q})^{-1} b + e^{-N/6} \sqrt{m} (\psi_v^{(0)} + \psi_\theta^{(0)}) 1_2.
$$

By taking $N = cLn \log n$, replacing $\delta$ with $\delta/N$ and substituting with the above bounds, we find that

$$
t \sqrt{\alpha} \cdot \|v_t\| \leq \psi_v^{(N)} \leq c \sqrt{m} \left\{ W + \nu \sqrt{\log\left(\frac{n}{\delta}\right)} \right\} + cb_\psi \sqrt{\alpha} \left( \log\left(\frac{n}{\delta}\right) J_1(\Gamma, \rho_n) \right) + cB_0 \sqrt{\alpha} \|v_{B_0}\| + \sqrt{B_0} m \|h(\theta_0) - \theta_0\|, \quad (83a)
$$

along with

$$
\sqrt{t} ||h(t) - \theta_t|| \leq \psi_\theta^{(N)} \leq c \left\{ W + \nu \sqrt{\log\left(\frac{n}{\delta}\right)} \right\} + cb_\psi \sqrt{\alpha} \left( \log\left(\frac{n}{\delta}\right) J_1(\Gamma, \rho_n) \right) + cB_0 \sqrt{\alpha/m} \|v_{B_0}\| + \sqrt{B_0} \|h(\theta_0) - \theta_0\| \quad \text{valid uniformly over } t \in \{B_0, B_0 + 1, \cdots, n\} \text{ with probability at least } 1 - \delta. \quad (83b)
$$

The latter bound, when combined with the Lemma 4 yields an upper bound on $||h(t) - \theta_t||$ which has the correct leading-order term, i.e., the correct dependence on the term $W + \nu \sqrt{\log \frac{n}{\delta}}$. In order to refine the dependence on the terms $\|h(\theta_0) - \theta_0\|$ and $\log\left(\frac{n}{\delta}\right) + J_1(\Gamma, \rho_n)$, we need do another round of bootstrapping.

### C.1.3 Step 3: Improving the higher-order terms

With a slight abuse of notation, let the 2-vector $\psi^{(N)} := (\psi_v^{(N)}, \psi_\theta^{(N)})$ be defined by the right-hand side of equation (83), and consider the choices $r_v(t) := \frac{\psi_v^{(N)}}{t^{\alpha}}$ and $r_\theta(t) := \frac{\psi_\theta^{(N)}}{t^{\alpha}}$. Conditioned on the event $\mathcal{E}_n^{(\theta)}(r_\theta) \cap \mathcal{E}_n^{(v)}(r_v)$, we have

$$
||h(t) - \theta_t|| \leq \frac{1}{\sqrt{t}} \left\{ W + \nu \sqrt{\log\left(\frac{1}{\delta}\right)} \right\} + \frac{cb_\psi}{t} \left\{ J_1(\Gamma, \rho_n) + \log\left(\frac{n}{\delta}\right) \right\}
$$

$$
\leq \left\{ \frac{c}{\sqrt{t}} + \sqrt{m} \frac{1}{t} + \frac{c}{\sqrt{t}} \frac{mJ_2(\Gamma, \rho_n)}{t} \cdot \log\left(\frac{n}{\delta}\right) \right\} \left\{ W + \nu \sqrt{\log\left(\frac{n}{\delta}\right)} \right\}
$$

$$
+ c't \left\{ \frac{1}{\sqrt{t}} + \frac{c}{\sqrt{t}} \frac{mJ_2(\Gamma, \rho_n)}{t} \cdot \log\left(\frac{n}{\delta}\right) \right\} \left\{ J_1(\Gamma, \rho_n) + \log\left(\frac{n}{\delta}\right) \right\}
$$

$$
+ c' \left\{ \frac{1}{\sqrt{t}} + \frac{c}{\sqrt{t}} m J_2(\Gamma, \rho_n) \cdot \log\left(\frac{n}{\delta}\right) + \frac{mLJ_2(\Gamma, \rho_n)}{t} \log\left(\frac{n}{\delta}\right) \right\} \sqrt{B_0} \|h(\theta_0) - \theta_0\|
$$

$$
+ c' \left\{ \frac{1}{\sqrt{t}} + \frac{c}{\sqrt{t}} m J_2(\Gamma, \rho_n) \cdot \log\left(\frac{n}{\delta}\right) + \frac{\sqrt{mLJ_2(\Gamma, \rho_n)}}{t} \log\left(\frac{n}{\delta}\right) \right\} B_0 \|v_{B_0}\|,
$$

with probability at least $1 - \delta$.

Given a burn-in period $B_0$ satisfying (79a) and step size satisfying (82), using the bound on $\|v_{B_0}\|$ from Lemma 4, we have the upper bound $||h(t) - \theta_t|| \leq \tilde{r}_\theta(t)$, with probability at
least $1 - \delta$, uniformly over all integers $t \in [n]$, where

\[
\tilde{r}_\theta(t) := \frac{c_t}{\sqrt{t}} \left\{ \overline{W} + \nu \sqrt{\log\left( \frac{\nu}{\theta^2} \right)} \right\} + c_2 b_s \left\{ \frac{1}{t} + \frac{\alpha L \mathcal{J}_1(\mathbb{B}^*, \rho_n)}{\sqrt{t}} \cdot \log^2\left( \frac{\nu}{\theta} \right) \right\} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left( \frac{\nu}{\theta} \right) \right\} \\
+ c_2 \left\{ \frac{\alpha B_0 L \mathcal{J}_2(\mathbb{B}^*, \rho_n)}{\sqrt{t}} \cdot \log\left( \frac{\nu}{\theta} \right) + \frac{\nu}{\theta^2} \right\} ||\mathbf{h}(\theta_0) - \theta_0||.
\]

By substituting the upper bound $\tilde{r}_\theta$ into equation (78a), we obtain a recursive inequality that takes as input an admissible sequence $r_v(t)$, and generates as output a new sequence $r_v^+(t)$ such that

\[
\mathbb{P}\left[ \mathcal{E}_n^{(v)}(r_v^+) \right] \geq \mathbb{P}\left[ \mathcal{E}_n^{(v)}(r_v) \right] - \delta.
\]

Taking any integer $N_1 > 0$, by applying the recursive inequality for $N_1$ times with $\delta' = \delta/N_1$, we get a sharper bound for $\|v_t\|$ with probability at least $1 - \delta$:

\[
\|v_t\| \leq 3c \left[ \frac{\sqrt{n}}{\sqrt{\alpha}} \left( \overline{W} + \nu \sqrt{\log\left( \frac{\nu N_1}{\theta^2} \right)} \right) + \frac{b_s}{t} \left[ \log\left( \frac{\nu}{\theta} \right) + \mathcal{J}_1(\Gamma, \rho_n) \right] \right] \\
+ c m r_\theta(t) + c \left( \frac{B_0}{t} \right)^{2} \|v_{B_0}\| + \left( \frac{1+\gamma}{2} \right)^{N_1} \cdot \frac{\psi(N)}{\sqrt{\alpha}}.
\]

Taking $N_1 := 10 \log n$, for stepsize and burn-in period satisfying the conditions (79a) and (82), some algebra yields that $\|v_t\| \leq \tilde{r}_v(t)$ with probability at least $1 - \delta$, uniformly for each integer $t \in [B_0, n]$, where

\[
\tilde{r}_v(t) := c' \left\{ \frac{1}{t} \sqrt{\frac{m}{\alpha}} \left( \overline{W} + \nu \sqrt{\log\left( \frac{\nu}{\theta^2} \right)} \right) + \frac{b_s}{t} \left[ \log\left( \frac{\nu}{\theta} \right) + \mathcal{J}_1(\Gamma, \rho_n) \right] \right\} + 2c' \left( \frac{B_0}{t} \right)^{2} \|\theta_0 - h(\theta_0)\| (84)
\]

for a universal constant $c' > 0$.

It can be seen that the sequences $\tilde{r}_v$ and $\tilde{r}_\theta$ are $2$-admissible. Substituting their definitions into the bound (77), we find that the inequality

\[
\|z_t\| \leq \frac{c_v}{\sqrt{t}} \left\{ \overline{W} + \nu \sqrt{\log\left( \frac{\nu}{\theta^2} \right)} \right\} + \frac{c b_s}{t} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left( \frac{\nu}{\theta} \right) \right\} \\
+ \frac{c b_s}{t} \left\{ \mathcal{J}_2(\mathbb{B}^*, \rho_n) + \sqrt{\log\left( \frac{\nu}{\theta} \right)} \right\} \left\{ \alpha \left( \sum_{s=B_0}^{t-1} s^2 r_v^2(s) \right)^{1/2} + m \left( \sum_{s=1}^{t-1} r_v^2(s) \right)^{1/2} \right\}
\]

holds with probability at least $1 - \delta$.

Under the conditions (82) and (79a), some algebra yields:

\[
\|z_t\| \leq \frac{c_v}{\sqrt{t}} \left\{ \overline{W} + \nu \sqrt{\log\left( \frac{\nu}{\theta^2} \right)} \right\} \\
+ \frac{c b_s}{t} \left\{ \frac{1}{t} + \frac{\alpha_L \mathcal{J}_2(\mathbb{B}^*, \rho_n) \log\left( \frac{\nu}{\theta} \right)}{t^2} \right\} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left( \frac{\nu}{\theta} \right) \right\} + \frac{c B_0}{t^2} \|\theta_0 - h(\theta_0)\|.
\]

Combining with equation (84) yields the upper bound

\[
\|h(\theta_t) - \theta_t\| \leq \frac{c_v}{\sqrt{t}} \left( \overline{W} + \nu \sqrt{\log\left( \frac{\nu}{\theta^2} \right)} \right) \\
+ \frac{c b_s}{t} \left\{ \frac{1}{t} + \frac{\alpha_L \mathcal{J}_2(\mathbb{B}^*, \rho_n) \log\left( \frac{\nu}{\theta} \right)}{t^2} \right\} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left( \frac{\nu}{\theta} \right) \right\} + \frac{c B_0}{t^2} \|\theta_0 - h(\theta_0)\|, (85)
\]

49
which completes the proof of equation (30).

Besides, by taking a union bound over time steps \( t \in \{B_0, B_0 + 1, \ldots, n\} \), we have the lower bound \( \mathbb{P}[\hat{\varepsilon}_n^{(\theta)}(r_\theta^*)] \geq 1 - \delta \), where

\[
r_\theta^*(t) := \frac{\varepsilon_\theta^*}{\sqrt{t}} \left( W + \nu \sqrt{\log\left( \frac{n}{\delta} \right)} \right) + cB_t \left( \frac{1}{\tau} + \frac{\alpha L J_\theta (\beta, \rho_n)}{\sqrt{t}} \log\left( \frac{n}{\delta} \right) \right) \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log\left( \frac{n}{\delta} \right) \right\} + cB_m \|\theta_0 - h(\theta_0)\|.
\]

**C.1.4 Proof of Lemma 6**

Starting with recursion satisfied by \( v_t \), we have

\[
t \cdot v_t = (t-1)\{v_{t-1} + \theta_{t-2} - H_t(\theta_{t-1}) - \theta_{t-1} + H_t(\theta_{t-2})\} + \{H(\theta_{t-1}) - \theta_{t-1}\}
\]

\[
\quad = \{(1 - \alpha)I + \alpha A\} \cdot (t-1)v_{t-1} - (t-1)\{\varepsilon_t(\theta_{t-1}) - \varepsilon_t(\theta_{t-2})\} + \varepsilon_t(\theta_{t-1}) + \{h(\theta_{t-1}) - \theta_{t-1}\}.
\]

For any positive integer \( \tau \), we can expand the above expression for \( \tau \) steps so as to obtain

\[
t \cdot v_t = ((1 - \alpha)I + \alpha A)^\tau (t-\tau)v_{t-\tau} - \sum_{j=1}^{\tau} (t-j)((1 - \alpha)I + \alpha A)^{j-1}(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1}))
\]

\[
\quad + \sum_{j=1}^{\tau} ((1 - \alpha)I + \alpha A)^{j-1}\varepsilon_{t-j+1}(\theta_{t-j}) + \sum_{j=1}^{\tau} ((1 - \alpha)I + \alpha A)^{j-1}(h(\theta_{t-j}) - \theta_{t-j}). \tag{86}
\]

In addition, our analysis makes use of the following auxiliary bound

\[
\|((1 - \alpha)I + \alpha A)^\tau v\| \leq \min \left\{ 1, 2 \left( 1 - \frac{\alpha}{2m} \right)^t \right\}, \tag{87}
\]

valid for all \( t = 1, 2, \ldots \). See the end of this subsection for the proof of this claim.

Taking this bound as given, we proceed with the proof of this lemma. First, substituting the bound (87) into the decomposition (86) yields the bound

\[
t \cdot \|v_t\| \leq 2 \left( 1 - \frac{\alpha}{2m} \right)^t (t - \tau)\|v_{t-\tau}\| + \|\Psi_{t-\tau,t}\| + \|M_{t-\tau,t}\| + \sum_{j=1}^{\tau} \|h(\theta_{t-j}) - \theta_{t-j}\|. \tag{88}
\]

where we define the terms

\[
\Psi_{t-\tau,t} := \sum_{j=1}^{\tau} (t-j)((1 - \alpha)I + \alpha A)^{j-1}(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1})), \quad \text{and} \tag{89a}
\]

\[
M_{t-\tau,t} := \sum_{j=1}^{\tau} ((1 - \alpha)I + \alpha A)^{j-1}\varepsilon_{t-j+1}(\theta_{t-j}). \tag{89b}
\]

Now we bound the terms in the decomposition (88). On the event \( \hat{\varepsilon}_n^{(v)}(r_v) \), each term in the summation defining \( \Psi_{t-\tau,t} \) satisfies an almost-sure upper bound:

\[
((1 - \alpha)I + \alpha A)^{j-1}(\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta_{t-j-1})) \leq (t-j)\Lambda \|v_{t-j}\| \leq (t-j)\Lambda v_r(t-j).
\]

Since the sequence \( r_v \) is admissible, for burn-in time \( B_0 \geq 2\tau \), we have that \( (t-j)r_{\theta}(t-j) \leq \frac{t^2}{(t-j)}r_v(t) \leq 2tr_v(t) \). Note that the terms in \( \Psi_{t-\tau,t} \) form a martingale difference sequence,
adapted to the natural filtration \((\mathcal{F}_t)_{t \geq 0}\). Invoking the martingale concentration inequality from Lemma 8 yields the bound
\[
\|\Psi_{t,\tau}\| \leq c \sqrt{T} \left\{ \mathcal{J}_2(\mathbb{B}^\ast, \rho_{n}) + \sqrt{\log(1/\delta)} \right\} \cdot L \alpha r_{\nu}(t),
\]
which holds with probability at least \(1 - \delta\).

As for the term \(M_{t,\tau}\), we use a decomposition similar to the one used in the proof of Lemma 1:
\[
M_{t,\tau} = \sum_{j=1}^{\tau} ((1 - \alpha)I + \alpha A)^{j-1} \varepsilon_{t-j+1}(\theta^*) + \sum_{j=1}^{\tau} ((1 - \alpha)I + \alpha A)^{j-1} (\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta^*))
\]
\[
=: M^{*}_{t,\tau} + \tilde{M}_{t,\tau}.
\]
The term \(M^{*}_{t,\tau}\) is sum of independent random variables in \(\mathbb{V}\), with each term satisfying the conditions
\[
\|((1 - \alpha)I + \alpha A)^{j-1} \varepsilon_{t-j+1}(\theta^*)\| \leq \|\varepsilon_{t-j+1}(\theta^*)\|, \quad \text{and} \quad (1 - \alpha)I + \alpha A)^{j-1} \varepsilon_{t-j+1}(\theta^*) \in \Omega.
\]
Invoking the concentration inequality from Lemma 7 yields the bound
\[
\|M^{*}_{t,\tau}\| \leq c \sqrt{T} \left( \mathbb{W} + \nu \sqrt{\log(\frac{1}{\delta})} \right) + cb_\ast (\mathcal{J}_1(\Gamma, \rho_{n}) + \log(\frac{1}{\delta}))
\]
which holds with probability at least \(1 - \delta\).

For the excess noise term \(\tilde{M}_{t,\tau}\), we note that conditioned on the event \(\mathcal{E}_n^{(\theta)}(r_\theta)\), we have the upper bound
\[
\left\|((1 - \alpha)I + \alpha A)^{j-1} (\varepsilon_{t-j+1}(\theta_{t-j}) - \varepsilon_{t-j+1}(\theta^*))\right\| \leq 2Lm r_\theta(t - j).
\]
For an admissible sequence \(r_\theta\) and burn-in period \(B_0 \geq 2\tau\), we have that \(r_\theta(t - j) \leq \frac{t^2}{(t-j)^2} r_\theta(t) \leq 4r_\theta(t)\) for any \(j \in [\tau]\). Furthermore, the terms in \(\tilde{M}_{t,\tau}\) form a martingale difference sequence adapted to the natural filtration. By Lemma 8, on the event \(\mathcal{E}_n^{(\theta)}(r_\theta)\), we have the martingale concentration inequality:
\[
\|\tilde{M}_{t,\tau}\| \leq c \sqrt{T} \left( \mathcal{J}_2(\mathbb{B}^\ast, \rho_{n}) + \sqrt{\log(1/\delta)} \right) \cdot L m r_\theta(t).
\]
Finally, for the last term in the decomposition \((88)\), we note that on the event \(\mathcal{E}_n^{(\theta)}(r_\theta)\), we have the bounds:
\[
\|\mathbf{h}(\theta_{t-j}) - \theta_{t-j}\| \leq r_\theta(t - j) \leq \frac{t^2}{(t-j)^2} r_\theta(t) \leq 4r_\theta(t).
\]
In order to prove the final results, as with the proof of Lemma 1, we consider the cases of \(t \geq B_0 + 2m/\alpha\) and \(t \leq B_0 + 2m/\alpha\) separately.

When \(t \geq B_0 + 2m/\alpha\), collecting above bounds, by taking \(\tau = 2m/\alpha\), we find that
\[
t \cdot \|v_t\| \leq \left\{ \frac{\varepsilon}{3} + c \sqrt{T} \left[ \mathcal{J}_2(\mathbb{B}^\ast, \rho_{n}) + \sqrt{\log(\frac{1}{\delta})} \right] \cdot L \alpha r_{\nu}(t)
\right.
\]
\[
+ \left\{ c \sqrt{T} \left[ \mathcal{J}_2(\mathbb{B}^\ast, \rho_{n}) + \sqrt{\log(\frac{1}{\delta})} \right] \cdot L m + \tau \right\} r_\theta(t)
\]
\[
+ c \sqrt{T} \left( \mathbb{W} + \nu \sqrt{\log(\frac{1}{\delta})} \right) + cb_\ast \left\{ \mathcal{J}_1(\Gamma, \rho_{n}) + \log(\frac{1}{\delta}) \right\}.
\]
Given a stepsize $\alpha$ such that
\[
c \sqrt{m\alpha} \cdot \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log(\frac{1}{\delta})} \right\} \cdot L \leq \frac{1}{3},
\] (91)
the above inequality implies that
\[
t \cdot \|v_t\| \leq \frac{2}{3} tr_\nu(t) + \frac{cm}{\alpha} r_\theta(t) + \frac{c}{m} \left\{ \overline{W} + \nu \sqrt{\log(\frac{1}{\delta})} \right\} \cdot J_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \cup c b_* \left\{ J_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \right\},
\]
which completes the proof of the first case.

On the other hand, when $t \leq B_0 + 2m/\alpha$, we let $\tau = t - B_0$, and find that:
\[
t \cdot \|v_t\| \leq 2B_0 \cdot \|v_{B_0}\| + c\sqrt{\tau} \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log(\frac{1}{\delta})} \right\} \cdot Latr_\nu(t)
+ \left\{ c\sqrt{\tau} \left\{ J_2(\mathbb{B}^*, \rho_n) + \sqrt{\log(\frac{1}{\delta})} \right\} \cdot Lm + \tau \right\} r_\theta(t)
+ c\sqrt{\tau} \left\{ \overline{W} + \nu \sqrt{\log(\frac{1}{\delta})} \right\} + c b_* \left\{ J_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \right\}.
\]
Note that for $t \in [B_0, B_0 + 2m/\alpha]$, we have that $2B_0 \cdot \|v_{B_0}\| \leq \frac{4B_0^2}{t} \cdot \|v_{B_0}\|$. Assuming the stepsize condition (91), we conclude the inequality:
\[
t \cdot \|v_t\| \leq \frac{2}{3} tr_\nu(t) + \frac{cm}{\alpha} r_\theta(t) + \frac{c}{m} \left\{ \overline{W} + \nu \sqrt{\log(\frac{1}{\delta})} \right\} \cdot J_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \cup c b_* \left\{ J_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \right\} + \frac{B_0^2}{t} \cdot \|v_{B_0}\|,
\]

**Proof of equation (87):** Applying the triangle inequality yields
\[
\|((1 - \alpha)I + \alpha A)^t\|_V \leq \sum_{k=0}^{t} \left( \begin{array}{c} t \\ k \end{array} \right) (1 - \alpha)^k \alpha^{t-k} \|A^{t-k}\|_V.
\] (92)
Since $\|A^t\|_V \leq \|A\|_V^t \leq 1$ for each $t = 0, 1, 2, \ldots$, we have
\[
\|((1 - \alpha)I + \alpha A)^t\|_V \leq \sum_{k=0}^{t} \left( \begin{array}{c} t \\ k \end{array} \right) (1 - \alpha)^k \alpha^{t-k} \leq 1.
\]
On the other hand, we note that for any time index $i \in \mathbb{N}_+$, using the $m$-step contraction condition (A1)', we have that:
\[
\|A^i\|_V \leq \|A^m\|_V^\frac{i}{m} \cdot \|A^{i-m}\|_V^\frac{i}{m} \leq 2^{-\frac{i}{m}} = 2^{1-i/m}.
\]
Applying this inequality with $i = t - k$ and substituting into equation (92), we have that:
\[
\|((1 - \alpha)I + \alpha A)^t\|_V \leq \sum_{k=0}^{t} \left( \begin{array}{c} t \\ k \end{array} \right) (1 - \alpha)^k \alpha^{t-k} \cdot 2^{1-\frac{i-k}{m}} \leq 2 \left( 1 - \alpha + \alpha \cdot (1 - \frac{1}{2m}) \right)^t = 2 \left( 1 - \frac{\alpha}{2m} \right)^t.
\]

**C.2 Proof of Corollary 3**

In this section, we prove the stated claim with the higher-order term defined as
\[
\mathcal{H}_m^\circ(\delta, \alpha) = cm D \left\{ L J_2(\mathbb{B}^*, \rho_n) \log(\frac{n}{\delta}) \right\} \sqrt{\frac{cm}{n}} + \frac{1}{n} \sqrt{\frac{m}{\alpha}} \left\{ \overline{W} + \nu \sqrt{\log(\frac{n}{\delta})} \right\}
+ c mb_* D \left\{ \frac{1}{n} + \frac{\alpha L J_2(\mathbb{B}^*, \rho_n) \log(\frac{n}{\delta})}{\sqrt{\frac{m}{\alpha}}} \right\} \left\{ J_1(\Gamma, \rho_n) + \log(\frac{n}{\delta}) \right\},
\]

52
Recall that by Theorem 3 and a union bound, for the restarting procedure described in Appendix A, the event $E_n^{(q)}(r_{\theta}^*) \cap E_n^{(u)}(r_{\nu}^*)$ occurs with probability $1 - \delta$, for the function pair $(r_{\theta}^*, r_{\nu}^*)$ given by

$$r_{\theta}^*(t) := c \left[ \frac{1}{t} \sqrt{\frac{m_a}{\alpha}} \left( \mathcal{W} + \nu \sqrt{\log\left(\frac{n}{\delta}\right)} \right) + \frac{b}{t} \left\{ \log\left(\frac{n}{\delta}\right) + J_1(\Gamma, \rho_n) \right\} \right]$$  \hspace{1cm} (93a)

$$r_{\nu}^*(t) := c \left\{ \left( \mathcal{W} + \nu \sqrt{\log\left(\frac{n}{\delta}\right)} \right) + cb \left\{ \frac{1}{t} + \frac{L_2(\mathbb{B}^*, \rho_n)}{\sqrt{t}} \log\left(\frac{\alpha}{\delta}\right) \right\} \right\} \left\{ J_1(\Gamma, \rho_n) + \log\left(\frac{1}{\delta}\right) \right\}. \hspace{1cm} (93b)$$

Since $h$ is an affine operator, we have the decomposition

$$\|\theta_n - \theta^*\|_C \leq \|(I - A)^{-1}v_{n+1}\|_C + \|(I - A)^{-1}z_{n+1}\|_C.$$ 

By the operator norm bound (28) and the bound (93a) on the norm $\|v_t\|$, we have

$$\|(I - A)^{-1}v_{t+1}\|_C \leq c'Dm \left[ \sqrt{\frac{m_a}{\alpha}} \left( \mathcal{W} + \nu \sqrt{\log\left(\frac{n}{\delta}\right)} \right) + \frac{b}{t} \left\{ \log\left(\frac{n}{\delta}\right) + J_1(\Gamma, \rho_n) \right\} \right].$$

For the term $\|(I - A)^{-1}z_{n+1}\|_C$, we consider the class of test functions $S := \{(I - A^*)^{-1}u \mid u \in C\}$. Invoking Lemma 5 with $\mu = (1 - \gamma)$ yields that $\|(I - A^{-1})z_n\|_C$ is at most

$$\frac{c}{\sqrt{n}} \left\{ \mathbb{E}\left[\|(I - A)^{-1}W\|_C\right] + \left( \sup_{u \in C} \mathbb{E}\left[\langle u, (I - A)W \rangle^2 \right] \log\left(\frac{1}{\delta}\right) \right)^{1/2} \right\} + c'Dmb \left\{ J_1(\Gamma, \rho_n) + \log\left(\frac{1}{\delta}\right) \right\}$$

$$+ \frac{c'DmL}{c} \left\{ J_2(\mathbb{B}^*, \rho_n) + \left( \log\left(\frac{1}{\delta}\right) \right)^{1/2} \right\} \left\{ \alpha \left( \sum_{s = B_0}^{n-1} s^2 r_{\nu}^*(s)^2 \right)^{1/2} + m \left( \sum_{s = 1}^{n-1} r_{\nu}^*(s)^2 \right)^{1/2} \right\},$$

with probability at least $1 - \delta$. Combining above results, some algebra yields that

$$\|\theta_n - \theta^*\|_C \leq \frac{c}{\sqrt{n}} \left\{ \mathbb{E}\left[\|(I - A)^{-1}W\|_C\right] + \left( \sup_{u \in C} \mathbb{E}\left[\langle u, (I - A)W \rangle^2 \right] \log\left(\frac{1}{\delta}\right) \right)^{1/2} \right\}$$

$$+ c'mD \left\{ L_2(\mathbb{B}^*, \rho_n) \log\left(\frac{\alpha}{\delta}\right) \sqrt{\frac{m}{\alpha}} + \frac{m}{\alpha} \right\} \left\{ \mathcal{W} + \nu \sqrt{\log\left(\frac{\alpha}{\delta}\right)} \right\}$$

$$+ cmb \left\{ \frac{1}{n} + \frac{cL_2(\mathbb{B}^*, \rho_n)}{\sqrt{m}} \log\left(\frac{\alpha}{\delta}\right) \right\} \left\{ J_1(\Gamma, \rho_n) + \log\left(\frac{1}{\delta}\right) \right\},$$

with probability at least $1 - \delta$. This completes the proof of Corollary 3.

**D Two-player zero-sum Markov games**

In this section, we explore the consequences of our general theory for two-player zero-sum Markov games. This class of problems results from a marriage between MDPs and two player zero-sum games: it is used the model two agents who play multiple rounds of a zero-sum game, and each has the goal to maximize their expected long-term reward. Markov games are characterized by a six-tuple $\{X, U_1, U_2, P, r, \gamma\}$. Let $X$ denote the state space, and let $U_1$ and $U_2$ denote the action sets for players one and two, respectively. Here we focus on games with finite state and action space, i.e., $|X \times U_1 \times U_2| < \infty$.

The probability transition kernel $\{P_{u_1, u_2}(x' \mid x) \mid (x, u_1, u_2) \in X \times U_1 \times U_2\}$ encodes the transition to the next state given the actions of the players. In particular, the scalar $P_{u_1, u_2}(x' \mid x)$ denotes the probability of transition to the state $x'$, when at state $x$ player 1 takes the action $u_1$ and player 2 takes the action $U_2$. The MDP is equipped with a reward function
Thus, neither player has any incentive to deviate from the policy pair \( (\pi_1^*, \pi_2^*) \) from the policy pair \( (\pi_1, \pi_2) \), for all initial states \( x \in X \)

\[
V(x \mid \pi_1, \pi_2) = \sum_{k=1}^{\infty} r(x_k, u_{1k}, u_{2k} \mid x_0 = x), \quad \text{where } u_{1k} \sim \pi_1(x_k) \text{ and } u_{2k} \sim \pi_2(x_k).
\]

(94)

Given that the game is zero-sum, the reward for player 2 with initial state \( x \) is \(-V(x \mid \pi_1, \pi_2)\). Players 1 and 2 want to choose their policies \( \pi_1 \) and \( \pi_2 \) that maximize their respective reward for all values of initial state \( x \).

**Nash equilibrium:** A natural notion of equilibrium in two-player zero-sum Markov games is the Nash equilibrium. A policy pair \( (\pi_1^*, \pi_2^*) \) is called a Nash equilibrium if for all initial states \( x \in X \)

\[
V(x \mid \pi_1^*, \pi_2^*) \geq V(x \mid \pi_1, \pi_2^*) \text{ for all policies } \pi_1 \in \Pi_1, \quad \text{and}
\]

\[-V(x \mid \pi_1^*, \pi_2^*) \geq -V(x \mid \pi_1^*, \pi_2) \text{ for all policies } \pi_2 \in \Pi_2.
\]

(95)

In words, the policy \( \pi_1^* \) is the best response for player 1 assuming player 2 is playing policy \( \pi_2^* \), and the policy \( \pi_2^* \) is the best response for player 2 assuming player 1 is playing policy \( \pi_1^* \). Thus, neither player has any incentive to deviate from the policy pair \( (\pi_1^*, \pi_2^*) \). In two-player zero-sum Markov games, a Nash equilibrium always exists, and it is equivalent to the minimax solution [Per+15; Pat97]. Concretely, there exist policies \( (\pi_1^*, \pi_2^*) \) such that

\[
V^*(x) = V(x \mid \pi_1^*, \pi_2^*) = \min_{\pi_1} \max_{\pi_2} V(x \mid \pi_1, \pi_2) = \max_{\pi_1} \min_{\pi_2} V(x \mid \pi_1, \pi_2) \text{ for all } x \in X.
\]

(96)

The function \( V^* \) is known as the value of the game.

### D.1 Q-function and the Bellman fixed-point equation

One method for finding a pair of policies \( (\pi_1^*, \pi_2^*) \) that achieves the equilibrium (96) is by computing the optimal state-action value functions or the optimal \( Q \)-function \( \theta^* \). It is known [Pat97; Per+15] to be the fixed point of the Bellman operator

\[
\mathbf{h}(\theta)(x, u_1, u_2) = c(x, u_1, u_2)
+ \gamma \sum_{x' \in X} \mathbf{P}_{u_1, u_2}(x' \mid x) \max_{\pi_1} \min_{\pi_2} \sum_{u_1', u_2'} \pi_1(u_1' \mid x') \cdot \pi_2(u_2' \mid x') \cdot \theta(x', u_1', u_2').
\]

(97)

Notably, when the number of states and actions are finite, the minimax problem on the right-hand side of equation (97) can be computed by solving the two-player zero-sum matrix game.
with the payoff matrix \( \{ \theta(x', u_1, u_2) \mid u_1 \in \mathcal{U}_1, u_2 \in \mathcal{U}_2 \} \). Finally, for Markov games with finite state and action spaces, the Q-function \( \theta \) can be conveniently represented as an element of \( \mathbb{R}^{|\mathcal{X}| \times |\mathcal{U}_1| \times |\mathcal{U}_2|} \), and the Bellman operator \( h \) is an operator on \( \mathbb{R}^{|\mathcal{X}| \times |\mathcal{U}_1| \times |\mathcal{U}_2|} \).

A simple calculation yields that the Bellman operator is \( \gamma \)-contractive in the \( \ell_\infty \)-norm [Pat97; Per+15], and as a result, the optimal Q-function is the unique fixed point of the operator \( h \). We can thus apply our general Banach space theory to derive bounds on the \( \text{ROOT-SA} \) procedure.

### D.2 The generative model and empirical Bellman operator

We analyze the behavior of the \( \text{ROOT-SA} \) algorithm under a stochastic oracle known as the generative model. A sample from this model consists of a pair of real-valued tensors \((\mathbf{Z}, R)\), each with dimensions \(|\mathcal{X}| \times |\mathcal{U}_1| \times |\mathcal{U}_2|\). For each triple \((x, u_1, u_2)\), the entry \( \mathbf{Z}(x, u_1, u_2) \) is drawn according to the transition kernel \( \mathbf{P}_{u_1, u_2}(\cdot \mid x) \), whereas the entry \( R(x, u_1, u_2) \) is a zero-mean random variable with mean \( r(x, u_1, u_2) \), corresponding to a noisy observation of the reward function. The transition and reward samples across entries of the tensors are independently sampled, and we assume that the rewards are bounded in absolute value by \( r_{\text{max}} \).

Given a sample \((\mathbf{Z}, R)\) from our observation model, we can define the single-sample empirical Bellman operator

\[
\mathbf{H}(\theta)(x, u_1, u_2) := R(x, u_1, u_2) + \sum_{x' \in \mathcal{X}} \mathbf{Z}_{u_1, u_2}(x' \mid x) \max_{\pi_1} \min_{\pi_2} \sum_{u_1', u_2'} \pi_1(u_1' \mid x') \cdot \pi_2(u_2' \mid x') \cdot \theta(x', u_1', u_2'),
\]

where we have introduced the notation \( \mathbf{Z}_{u_1, u_2}(x' \mid x) := 1_{\mathbf{Z}(x, u_1, u_2)=x'} \). With these definitions in hand, we are now ready to state our guarantees for two-player zero-sum Markov games.

### D.3 Guarantees for two-player zero-sum Markov games

Let \( W \) be a zero-mean Gaussian random vector with covariance \( \text{cov}(\mathbf{H}(\theta^*) - \theta^*) \), and define

\[
\overline{W} = \mathbb{E}[\|W\|_\infty], \quad \nu^2 := \sup_{x \in \mathcal{X}, u_1 \in \mathcal{U}_1, u_2 \in \mathcal{U}_2} \mathbb{E}[W_{x,u_1,u_2}^2], \quad \text{and} \quad b_* := r_{\text{max}} + \|\theta^*\|_\infty.
\]

For a given failure probability \( \delta \in (0, 1) \), our result applies to the algorithm with parameters

\[
\alpha = c_1 \left\{ \sqrt{n \log |\mathcal{X} \times \mathcal{U}_1 \times \mathcal{U}_2| \cdot \log \left( \frac{n}{\delta} \right)} \right\}^{-1}, \quad \text{and} \quad B_0 = \frac{c_2 n^{1 - \gamma}}{\log \left( \frac{n}{\delta} \right)} \log \left( \frac{n}{\delta} \right).
\]

We also choose the initialization \( \theta_0 \) and the number of restarts \( R \) such that

\[
\log \left( \frac{\|\theta_0 - h(\theta_0)\|_{\overline{W}} \sqrt{n}}{\nu} \right) \leq c_0 \log n \quad \text{and} \quad R \geq 2c_0 \log n
\]

for appropriate universal constants \( c_0, c_1 \) and \( c_2 \). With this setup, a direct application of Theorem 1 yields the following:

**Corollary 7.** Given a sample size \( n \) such that \( \frac{n}{\log n} \geq \frac{c' \log(|\mathcal{X}| \cdot |\mathcal{U}_1| \cdot |\mathcal{U}_2|)}{(1-\gamma)^4} \log \left( \frac{1}{\delta} \right) \), running Algorithm 1 with the tuning parameter choices \((100)\) yields an estimate \( \theta_n \) such that

\[
\|h(\theta_n) - \theta_n\|_\infty \leq \frac{\nu}{\sqrt{n}} \cdot \left\{ \overline{W} + \nu \sqrt{\log \left( \frac{1}{\delta} \right)} \right\} + \frac{c d_n}{1-\gamma} \cdot \frac{\log \left( \frac{|\mathcal{X}| \cdot |\mathcal{U}_1| \cdot |\mathcal{U}_2|}{n} \right)}{n} \log^2 \left( \frac{n}{\delta} \right).
\]

with probability at least \( 1 - \delta \).
Note that the bound in Corollary (7) depends on the size of state-action space $|X| \cdot |U_1| \cdot |U_2|$ only poly-logarithmically. Moreover, one can obtain an upper bound on the estimation error $\|\theta_n - \theta^*\|_\infty$ using the bound (14).

A special case of interest is when the set of actions for player two is a singleton, i.e., $|U_2| = 1$. Observe that in this case the optimal state-action value estimation problem for the two-player zero-sum Markov game reduces to the optimal value estimation problem of an appropriate MDP in the discounted setting [Ber19; WD92; Wai19c]. In Appendix G.1, we show that the Bellman operator associated with the optimal value estimation problem of an MDP in the discounted setting satisfies the local linearity assumption (A4). Consequently, an argument similar to Corollary 4 yields an upper bound on the estimation error $\|\theta_n - \theta^*\|_\infty$ which matches the instance dependent lower bound (up to logarithmic terms) from the paper [Kha+21] for large $n$. Finally, it is an important direction of future work to investigate whether the local linearity assumption (A4) holds when $|U_2| > 1$.

E Some Concentration Inequalities in Banach Spaces

Our analysis makes use of some concentration inequalities for Banach-space-valued random variables, which we state and prove here.

E.1 Statement of the results

We begin with a bound for a sequence $\{X_i\}_{i=1}^n$ of i.i.d. zero-mean random elements. Our bound involves a zero-mean Gaussian random variable $W$ in $V$ such that $E[\langle W, y \rangle \cdot \langle W, z \rangle] = E[\langle X_1, y \rangle \cdot \langle X_1, z \rangle]$ for all $y, z \in V^*$.

**Lemma 7.** Let $\{X_i\}_{i=1}^n$ be independent zero-mean random elements taking values in $\Omega \subseteq V$ with $\|X_i\| \leq 1$ almost surely for each $i = 1, 2, \ldots, n$. Then there exists a universal constant $c > 0$ such that for any $\delta \in (0, 1)$ and any bounded symmetric convex set $S \subseteq \Gamma$, we have

$$\frac{1}{n} \sup_{u \in S} \left\{ \sum_{i=1}^n X_i \right\} \leq \frac{c}{\sqrt{n}} \left\{ \sup_{u \in S} E[\langle u, W \rangle] + \sqrt{\sup_{u \in S} E[\langle u, W \rangle^2]} \cdot \log\left(\frac{1}{\delta}\right) \right\} + \frac{c}{n} \left\{ \log(n) + J_1(S, \rho_n) \right\},$$

with probability at least $1 - \delta$.

See Appendix E.2 for the proof of this claim.

We next state a bound for the martingale case:

**Lemma 8.** Let $\{X_t\}_{t=1}^n$ be a martingale in $V$ adapted to the filtration $\{\mathcal{F}_t\}_{t=1}^n$. Assume that there exists a deterministic sequence $\{b_t\}_{t=1}^n$ such that $b_t \geq \frac{1}{n}$ and $\|X_t\| \leq b_t$ almost surely for each $t = 1, 2, \ldots, n$. Then there exists a universal constant $c > 0$ such that for any $\delta \in (0, 1)$

$$\|\sum_{i=1}^n X_i\| \leq c \left( J_2(\Gamma, \rho_n) + \sqrt{\log(1/\delta)} \right) \cdot \sqrt{\sum_{i=1}^n b_t^2},$$

with probability at least $1 - \delta$.

---

5The sample size requirement for achieving the lower bound [Kha+21] may depend on the gap between the value of optimal and sub-optimal actions.
See Appendix E.3 for the proof of this claim.

E.2 Proof of Lemma 7

Our proof is based on a combination of Talagrand’s concentration inequality [Tal96], the generic chaining [Tal06] and a functional Bernstein inequality [Wai19a]. The left-hand-side of the desired inequality is the supremum of an empirical process. Define the associated Rademacher complexity \( R_n(S) := \frac{1}{n} \mathbb{E}[\sup_{y \in S} R_n(y)] \), where \( R_n(y) := \frac{1}{n} \sum_{i=1}^n \zeta_i \langle y, X_i \rangle \) with \( \{\zeta_i\}_{i=1}^n \) an i.i.d. sequence of Rademacher random variables. The expectation is taken over the randomness of both the Rademacher sequence \( \{\zeta_i\}_{i=1}^n \) and the random elements \( (X_i)_{i=1}^n \).

Our first lemma is a type of functional Bernstein inequality; it bounds the supremum of the empirical process by the Rademacher complexity and some additional deviation terms:

**Lemma 9.** Under the assumptions of Lemma 7, we have

\[
\frac{1}{n} \sup_{u \in S} \left( \sum_{i=1}^n X_i \right) \leq 3 \cdot R_n(S) + 8 \sqrt{\sup_{u \in S} \langle u, W \rangle^2 \cdot \frac{\log \left( \frac{1}{\delta} \right)}{n} + c \cdot \frac{\log \left( \frac{1}{\delta} \right)}{n}},
\]

with probability at least \( 1 - \delta \).

See Section E.2.1 for the proof of this claim.

We now use this auxiliary claim to complete the proof of Lemma 7. It suffices to upper bound the Rademacher complexity \( R_n(S) \). We define the pseudometrics

\[
\rho_\ast(x, y) := \sqrt{\mathbb{E}[(x - y, X_1)^2]} \quad \text{and} \quad \rho_n(x, y) := \sup_{e \in \Omega \cap B} \langle x - y, e \rangle, \quad \text{for all } x, y \in V^*.
\]

Recalling that \( R_n(y) = \frac{1}{n} \sum_{i=1}^n \zeta_i \langle y, X_i \rangle \), applying Bernstein’s inequality yields

\[
P[|R_n(y) - R_n(z)| > t] \leq 2 \exp \left\{ - \min \left( \frac{n \alpha^2}{2 \rho_\ast(y, z)^2}, \frac{n \alpha}{\rho_n(y, z)} \right) \right\} \quad \text{for any } \alpha > 0.
\]

For \( q \geq 1 \), we let \( \gamma_q \) denote the \( q \)-th-order generic chaining functional of Talagrand. With this notation, we have

\[
R_n(S) = \mathbb{E} \left[ \sup_{y \in S} R_n(y) \right] \leq \frac{c}{\sqrt{n}} \cdot \gamma_2(S, \rho_\ast) + \frac{1}{n} \gamma_1(S, \rho_n)
\]

\[
\leq \frac{c}{\sqrt{n}} \cdot \mathbb{E} \left[ \sup_{u \in S} \langle u, W \rangle \right] + \frac{1}{n} J_1(S, \rho_n).
\]

Here step (i) follows from the generic chaining theorem (see Theorem 1.2.7 [Tal06]). In step (ii), we bound the first term using the generic chaining lower bound (see Theorem 2.1.1 [Tal06]) and bound the second term using the fact that \( \gamma_1 \) functional is upper bounded by the Dudley entropy integral of order 1. This completes the proof of Lemma 7. It remains to prove Lemma 9.
E.2.1 Proof of Lemma 9

The proof of this lemma is based on Talagrand’s concentration inequality for the suprema of empirical process [Tal96] and a symmetrization argument. Define the random variance \( \hat{\sigma}^2 := \frac{1}{n} \sup_{y \in S} \sum_{i=1}^{n} (y, X_i)^2 \). Since the random variables \( X_i \) are bounded and \( S \subseteq \Gamma \), we have \( |\sup_{y \in S} (y, X_i)| \leq 1 \). Invoking Talagrand’s concentration inequality [Tal96] yields the tail bound

\[
P \left[ \sup_{u \in S} \langle u, \mathbf{X}_n \rangle \geq E \left[ \sup_{u \in S} \langle u, \mathbf{X}_n \rangle \right] + \alpha \right] \leq \exp \left\{ \frac{-n\alpha^2}{8E[\hat{\sigma}^2] + 4n} \right\}, \text{ valid for all } \alpha > 0.
\]

Consequently, for any \( \delta \in (0, 1) \), we have

\[
\sup_{u \in S} \langle u, \mathbf{X}_n \rangle \leq E \left[ \sup_{u \in S} \langle u, \mathbf{X}_n \rangle \right] + 8\sqrt{\frac{\log(\frac{1}{\delta})}{n}} E[\hat{\sigma}^2] + 4 \cdot \frac{\log(\frac{1}{\delta})}{n}
\]

with probability at least \( 1 - \delta \).

It remains to upper bound the expected supremum \( E \left[ \sup_{u \in S} \langle u, \mathbf{X}_n \rangle \right] \) and the variance term \( \hat{\sigma}^2 \). By a standard symmetrization argument, we have

\[
E \left[ \sup_{u \in S} \langle u, \mathbf{X}_n \rangle \right] \leq \frac{2}{n} E \left[ \sup_{u \in S} \sum_{i=1}^{n} \zeta_i \langle u, X_i \rangle \right] = 2R_n(S),
\]

Moving onto the bound on \( \hat{\sigma}^2 \), we have

\[
\hat{\sigma}^2 \leq \frac{1}{n} \sup_{y \in S} \sum_{i=1}^{n} \left( (y, X_i)^2 - \mathbb{E} \left[ (y, X_i)^2 \right] \right) + \frac{1}{n} \sup_{y \in S} \sum_{i=1}^{n} \mathbb{E} \left[ (y, X_i)^2 \right] = Z_n + \sup_{y \in S} \mathbb{E} \left[ (y, X_i)^2 \right],
\]

where \( Z_n := \frac{1}{n} \sup_{y \in S} \sum_{i=1}^{n} (y, X_i)^2 - \mathbb{E} \left[ (y, X_i)^2 \right] \). Note that each term \( |(y, X_i)| \) is almost surely bounded by 1, and the map \( a \mapsto a^2 \) is 2-Lipschitz over the interval \([-1, 1]\). Consequently, letting \( \{\zeta_i\}_{i=1}^{n} \) denote an i.i.d. sequence of Rademacher variables, we have

\[
E[Z_n] \leq (i) \frac{2}{n} E \left[ \sup_{y \in S} \sum_{i=1}^{n} \zeta_i (y, X_i)^2 \right] \leq \frac{4}{n} \cdot E \left[ \sup_{y \in S} \sum_{i=1}^{n} \zeta_i (y, X_i) \right] \leq (iii) \frac{n}{64 \log(\frac{3}{2})} R_n^2(S) + \frac{128}{n} \log(\frac{1}{\delta}),
\]

where step (i) follows from a symmetrization argument; step (ii) follows from the Ledoux–Talagrand contraction; and step (iii) follows from the Cauchy–Schwarz inequality. Overall, we have

\[
8\sqrt{\frac{\log(\frac{1}{\delta})}{n}} E[\hat{\sigma}^2] \leq R_n + 8\sqrt{\sup_{u \in S} \mathbb{E} \left[ (u, X_1)^2 \right] \cdot \frac{\log(\frac{1}{\delta})}{n} + c \frac{\log(\frac{1}{\delta})}{n}}.
\]

Putting together the pieces yields the bound of Lemma 9.
E.3 Proof of Lemma 8

For each vector $u \in \mathbb{V}_*$, we define the random variable $M_n(u) := \frac{1}{n} \sum_{i=1}^{n} \langle X_i, u \rangle$. Clearly, the sequence $\{M_t\}_{t \geq 1}$ is a scalar martingale adapted to the filtration $(\mathcal{F}_t)_{t \geq 0}$. Since $b_t \geq \frac{1}{n}$, we have

$$\langle X_t, u \rangle \leq b_t \cdot \sup_{x \in \mathbb{R}^t} \langle x, u \rangle \leq b_t \rho_n(u,0)$$

almost surely for each $t = 1, 2, \ldots$, where $\rho_n(\cdot, \cdot)$ is a pseudo-metric on the dual space $\mathbb{V}_*$ defined in (7). For any $u_1, u_2 \in \mathbb{V}_*$, the Azuma-Hoeffding inequality implies that

$$\mathbb{P} \left[ |M_n(u_1) - M_n(u_2)| \geq \alpha \right] \leq \exp \left\{ -\frac{n\alpha^2}{\rho_n(u_1,u_2)^2 \sum_{i=1}^{n} b_i^2} \right\}$$

for each $\alpha > 0$.

Applying the Dudley chaining tail bound (see e.g. [VH14], Theorem 5.29) to the sub-Gaussian process $\{M_n(u)\}_{u \in \Gamma}$, there exist universal constants $c, c_1 > 0$ such that

$$\mathbb{P} \left[ \sup_{u \in \Gamma} M_n(u) \geq c \left( \sum_{i=1}^{n} b_i^2 \cdot \int_0^1 \sqrt{\log N(s; \Gamma, \rho_n)} ds + t \right) \right] \leq c e^{-ct^2}$$

for each $t > 0$.

Setting $t = \sqrt{c_1^{-1} \log(1/\delta)}$ yields the claim.

F Proofs of Auxiliary Lemmas

In this section we prove various auxiliary Lemmas that we use throughout the main proof Section 5.

F.1 Proof of Lemma 3

From the recursive relation, we have the upper bounds $\|\theta_t - \theta^*\| \leq \|\theta_{t-1} - \theta^*\| + \alpha \|v_t\|$, as well as

$$\|v_t\| \leq \frac{1}{L} \|v_{t-1}\| + \frac{1}{L} \left\{ \|\theta_{t-1} - \theta_{t-2}\| + \|H_t(\theta_{t-1}) - H_t(\theta_{t-2})\| \right\} + \frac{1}{L} \|H_t(\theta_{t-1}) - \theta_{t-1}\|$$

$$\leq \left( 1 + \frac{\alpha(L+1)}{L} \right) \|v_{t-1}\| + \frac{2L}{t} \|\theta_{t-1} - \theta^*\| + \frac{1}{t} b_*.$$

Putting these two inequalities together yields the vector-based recursion

$$\begin{bmatrix} \|\theta_t - \theta^*\| \\ \|v_t\| \end{bmatrix} \leq \begin{bmatrix} 1 & \alpha \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} \frac{1}{L} & 0 \\ 1 + \frac{\alpha(L+1)}{L} \end{bmatrix} \begin{bmatrix} \|\theta_{t-1} - \theta^*\| \\ \|v_{t-1}\| \end{bmatrix} + \begin{bmatrix} 0 \\ \frac{1}{t} b_* \end{bmatrix},$$

where the inequality is taken elementwise. Solving this vector recursion yields

$$\|\theta_t - \theta^*\| + \|v_t\| \leq e^{1 + \alpha L t} \left( b_* + \|\theta_0 - \theta^*\| \right),$$

valid for any $t \geq B_0 \geq \frac{1}{\alpha}$. 59
F.2 Proof of Lemma 4

By definition, we have

\[ v_{B_0} = \frac{1}{B_0} \sum_{t=1}^{B_0} \left( H_t(\theta_0) - \theta_0 \right) = \left( h(\theta_0) - \theta_0 \right) + \frac{1}{B_0} \sum_{t=1}^{B_0} \varepsilon_t(\theta^*) + \frac{1}{B_0} \sum_{t=1}^{B_0} \left( \varepsilon_t(\theta_0) - \varepsilon_t(\theta^*) \right). \]

Lemma 7 guarantees that

\[ \| \sum_{t=1}^{B_0} \varepsilon_t(\theta^*) \| \leq c \sqrt{B_0} \left\{ \overline{W} + \nu \sqrt{\log(\frac{1}{\delta})} \right\} + c \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \right\}, \]

with probability 1 − \( \delta \). Moreover, for each integer \( t \in [B_0] \), we have:

\[ \| \varepsilon_t(\theta_0) - \varepsilon_t(\theta^*) \| \leq L \| \theta_0 - \theta^* \| \leq \frac{L}{1-\gamma} \| h(\theta_0) - \theta_0 \|. \]

Lemma 8 implies that

\[ \| \sum_{t=1}^{B_0} (\varepsilon_t(\theta_0) - \varepsilon_t(\theta^*)) \| \leq \frac{L}{1-\gamma} \| h(\theta_0) - \theta_0 \| \sqrt{B_0} \left\{ \mathcal{J}_2(\mathbb{B}^*, \rho_n) + \sqrt{\log(\frac{1}{\delta})} \right\} \]

with probability at least 1 − \( \delta \).

By combining these bounds, we find that

\[ \| v_{B_0} \| \leq \| h(\theta_0) - \theta_0 \| \left\{ 1 + \frac{\mathcal{J}_1(\Gamma, \rho_n)}{1-\gamma} \sqrt{B_0} \right\} \]

\[ + \frac{c}{\sqrt{B_0}} \left( \overline{W} + \nu \sqrt{\log(\frac{1}{\delta})} \right) + \frac{c}{B_0} \left\{ \mathcal{J}_1(\Gamma, \rho_n) + \log(\frac{1}{\delta}) \right\} \]

with probability at least 1 − \( \delta \). Substituting the burn-in time bound (53a) yields the final claim.

G Comments on Theorem 2

In Section G.1, we prove that the Bellman optimality operator associated with the optimal Q-function estimation problem satisfies the local linearity condition (A4). Using a similar argument, in Section G.2 we show that the Bellman fixed-point operator for the stochastic shortest path problem satisfies the local linearity condition.

G.1 Verifying local linearity for Bellman optimality operator

In this section, we verify that the local linearity assumption (A4) holds for the Bellman optimality operator for Q-learning [WD92; Sze98; Wai19c]. Consider a tabular MDP \( M = (r, P, \gamma) \) with state space \( S \) and action space \( A \). For any state-action pair \( (x, u) \in S \times A \), the scalar \( r(x, u) \) denotes the reward when the action \( u \) is taken at state \( x \), and the scalar \( P_u(x' \mid x) \) denotes the probability of transitioning to state \( x' \) when the action \( u \) is chosen at state \( x \).

One way to estimate an optimal policy is to calculate the optimal Q-function. Associated with a (deterministic) policy \( \pi \) is its Q-function

\[ \theta^\pi(x, u) := \mathbb{E} \left[ \sum_{k=0}^{\infty} r(x_k, u_k) \mid x_0 = x, u_0 = u \right], \quad \text{where } u_k = \pi(x_k) \text{ for all } k = 1, 2, \ldots \]
The optimal Q-function is given by $\theta^*(x, u) := \sup_{\pi \in \Pi} \theta^\pi(x, u)$, and an optimal policy can be obtained as $\pi_\star(x) = \arg \max_u \theta^\pi(x, u)$.

The Bellman optimality operator $h$ acts on the space of Q-functions; more precisely, its action on a given Q-function $\theta$ is given by

$$h(\theta)(x, u) = r(x, u) + \gamma \sum_{x'} P_u(x' | x) \cdot \max_{u'} \theta(x', u') \quad \text{for all } (x, u) \in \mathcal{S} \times \mathcal{A}. \quad \text{(103)}$$

By standard results [Ber12a], the operator $h$ is $\gamma$-contractive in the $\ell_\infty$-norm, and the optimal state-action value function $\theta^\star$ is its unique fixed point.

For a given Q-function $\theta$, the associated greedy policy $\pi_\theta$ is given by

$$\pi_\theta(x) = \arg \max_u \theta(x, u), \quad \text{(104)}$$

where we break any ties by taking the smallest action (in the enumeration order) that achieves the maximum. Using this greedy policy, we can define the right linear operator

$$P_{\pi_\theta} \theta(x, u) = \sum_{x'} P_u(x' | x) \theta(x', \pi_\theta(x')).$$

Let $B(\theta^\star, s) := \{ \theta | \| \theta - \theta^\star \|_\infty \leq s \}$ denote the $\ell_\infty$-ball of radius $s$ around $\theta^\star$, and define the set

$$\mathcal{A}_s = \{ \gamma \cdot P_{\pi_\theta} | \pi_\theta \text{ is a greedy policy of } \theta \text{ with } \theta \in B(\theta^\star, s) \} \quad \text{(105)}$$

of linear operators. We use $\pi_\star$ to denote the greedy policy associated with the optimal Q-function $\theta^\star$. By definition, the Q-functions $\theta$ and $\theta^\star$ satisfy the fixed-point relations

$$h(\theta) = r + \gamma P_{\pi_\theta} \theta \quad \text{and} \quad \theta^\star = r + \gamma P_{\pi^\star} \theta^\star.$$

Rearranging the last two equations yields

$$h(\theta) - \theta = r + \gamma P_{\pi_\theta} \theta - \theta = (I - \gamma P_{\pi^\star})(\theta^\star - \theta) + (\gamma P_{\pi_\theta} - \gamma P_{\pi^\star})\theta \quad \text{(106a)}$$

$$h(\theta) - \theta = r + \gamma P_{\pi_\theta} \theta - \theta = (I - \gamma P_{\pi_\theta})(\theta^\star - \theta) + (\gamma P_{\pi_\theta} - \gamma P_{\pi^\star})\theta^\star. \quad \text{(106b)}$$

Next we claim that

$$(I - \gamma P_{\pi^\star})^{-1}(\gamma P_{\pi_\theta} - \gamma P_{\pi^\star})\theta \not\preceq 0 \quad \text{and} \quad (I - \gamma P_{\pi_\theta})^{-1}(\gamma P_{\pi_\theta} - \gamma P_{\pi^\star})\theta^\star \not\preceq 0. \quad \text{(107)}$$

Indeed, since the policy $\pi_\theta$ is greedy for $\theta$, we have the element-wise inequality $(\gamma P_{\pi_\theta} - \gamma P_{\pi^\star})\theta \not\preceq 0$. The matrix $(I - \gamma P_{\pi^\star})^{-1}$ has non-negative entries, so that element-wise inequality (a) holds. A similar argument, using the fact that $\pi_\star$ is greedy for $\theta^\star$, yields the element-wise (b).

With the last observation in hand, combining the element-wise inequalities (107) with the two expressions of the Bellman defect (106) yields

$$|\theta^\star - \theta| \leq \max\{|(I - \gamma P_{\pi_\theta})^{-1}(h(\theta) - \theta)|, \|(I - \gamma P_{\pi^\star})^{-1}(h(\theta) - \theta)\|\}.$$ 

Finally, note that the operator $\gamma P_{\pi_\theta} \in \mathcal{A}_s$ for any $\theta \in B(\theta^\star, s)$. Putting together the pieces we conclude that for all $\theta \in B(\theta^\star, s)$

$$\|\theta - \theta^\star\|_\infty \leq \sup_{A \in \mathcal{A}_s} \|(I - A)^{-1}(h(\theta) - \theta)\|.$$

Thus, we deduce that the local linearity condition (A4) is satisfied for the Bellman optimality operator $h$ from equation (103) with $\| \cdot \|_\infty = \| \cdot \|_\infty$. 
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G.2 Verifying local linearity for the SSP operator

Recall from Section 4.1 the definition of a stochastic shortest path (SSP) problem \((r, P)\) with optimal-\(Q\) value \(\theta^*\). For a given \(Q\)-function \(\theta\), consider the greedy policy \(\Pi_\theta(x) = \arg\min_u \theta(x, u)\). We can use it to define the right linear operator \(P^{\pi_\theta}(x, u) = \sum_{x'} P_u(x' | x) \theta(x', \pi_\theta(x'))\). Letting \(B(\theta^*, s) := \{\theta \mid \|\theta - \theta^*\| \leq s\}\) denote the \(\ell_\infty\)-ball of radius \(s\) around \(\theta^*\), we define the set

\[
A_s = \{P^{\pi_\theta} \mid \pi_\theta \text{ is a greedy policy of } \theta \text{ with } \theta \in B(\theta^*, s)\}
\]

(108)
of linear operators. We use \(\pi_*\) to denote the greedy policy associated with the optimal \(Q\)-function \(\theta^*\).

With this setup in hand, following the same argument as Section G.1, the local linearity assumption \((A4)\) for the Bellman operator (33) can be verified with the set \(A_s\) of local linear operators defined in equation (108), and with \(\|\cdot\|_C = \|\cdot\|_\infty\).