Voltage/Frequency Regulation With Optimal Load Dispatch in Microgrids using SMC based Distributed Cooperative Control
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ABSTRACT

Majority of the contemporary hierarchical control strategies for microgrids are either centralized or distributed, relying on leader-follower (or master-slave) consensus for secondary frequency and/or voltage regulation. Thus, in either case, these strategies are susceptible to single-point-failure (SPF). This potential research gap motivated the authors to propose a distributed three-layered hierarchical control strategy applicable to droop-controlled islanded AC microgrids. The proposed strategy can simultaneously ensure (i) frequency and voltage regulation of DGs within the prescribed frequency and voltage deviation limits as per IEC 60034-1 standard (i.e., ±2% and ±5%, respectively) without relying on leader-follower consensus at the secondary level, (ii) distributed economic dispatch of active power with minimum error, and (iii) distributed reactive power dispatch with plausible error. The proposed technique is fully distributed and shares the computation and communication burden among the neighboring nodes using a sparse communication network, thus, it is insusceptible to SPF. The feasibility of the proposed technique is guaranteed through various time-domain based numerical simulations executed in Matlab/Simulink under different loading conditions and microgrid expansion.

INDEX TERMS Distributed; Dispatch; Hierarchical Control; Leaderless; Sliding Mode Control

I. INTRODUCTION

THE US Department of Energy considers microgrid as the basic building block of a smart grid [1] that incorporates distributed generators (DGs), energy storage systems (ESSs), different loads, and sophisticated control systems [2], [3]. The microgrid can interact with the utility grid in the grid-connected mode, where it behaves as a single controllable unit. However, it can also be operated in the islanded mode, where it behaves as a self-sufficient autonomous power system. A proper control is required for microgrid operation in each mode [4], which refers to a set of decision-making software and/or hardware [5]. Generally, a microgrid control consists of a three-layered hierarchical structure, where the three layers (i.e., primary, secondary, and tertiary) are identified by different communication bandwidths, response times, and execution times [4], [6]–[13]. In the grid-connected mode, both the frequency and voltage are imposed by the utility grid due to its large rotating inertia (rendered by the synchronous generators), thus restricting the microgrid role to perform only the ancillary services [10], [11], [13]–[16]. Conversely, the microgrid control in the autonomous mode is essential for frequency and voltage stability, proper load sharing and reliable power delivery [16].
TABLE 1: Main contributions, features and limitations of the contemporary hierarchical control schemes and the proposed solution.

| Ref.No. | Year | Frequency Regulation | Voltage Regulation | Optimal Dispatch | Limitations/Features |
|--------|------|----------------------|--------------------|------------------|---------------------|
| [21]   | 2016 | ✓                    | ×                  | ×                | GMCC is required for dynamic stability, which is prone to SPF. Moreover, voltage regulation and optimal dispatch are neglected. |
| [22]   | 2017 | ✓                    | ✓                  | ×                | A centralized MPC based supervisory control scheme is required, which is prone to SPF². |
| [23]   | 2018 | ✓                    | ✓                  | ✓                | Leader-follower consensus is required for the distributed secondary frequency and voltage control, which is prone to SPF. |
| [24]   | 2018 | ✓                    | ✓                  | ×                | Leader-follower consensus is required for the distributed secondary frequency and voltage control, which is prone to SPF. Also, optimal dispatch is neglected. |
| [25]   | 2019 | ✓                    | ×                  | ✓                | It does not consider secondary voltage regulation for AC microgrid subsystem. Moreover, only active loads and, hence, active power flow have been considered. Hence, there is no reactive power flow in the AC microgrid subsystem. The tertiary controller in the upper control layer is centralized and, hence, prone to SPF. |
| [26]   | 2019 | ✓                    | ×                  | ✓                | Only active power is dispatched. Voltage regulation and reactive power dispatch are neglected. Generation cost parameters have not been considered. Moreover, the power lines are assumed to be lossless (purely inductive). |
| [27]   | 2020 | ✓                    | ✓                  | ✓                | MGCC is required for optimal dispatch, voltage and synchronization control, which is prone to SPF. |
| [28]   | 2020 | ×                    | ✓                  | ✓                | Only reactive power is dispatched. Frequency regulation and active power dispatch are neglected. |
| [29]   | 2020 | ✓                    | ×                  | ✓                | Only active power is dispatched. Voltage regulation and reactive power dispatch are neglected. |
| [30]   | 2020 | ✓                    | ×                  | ✓                | Only active power is dispatched. Voltage regulation and reactive power dispatch are neglected. Generation cost parameters have not been considered. Moreover, the power lines are assumed to be lossless (purely inductive). |
| [31]   | 2021 | ✓                    | ×                  | ✓                | Only active power is dispatched. Voltage regulation and reactive power dispatch are neglected. Generation cost parameters have not been considered. Moreover, the power lines are assumed to be lossless (purely inductive). |
| [32]   | 2021 | ✓                    | ×                  | ✓                | Only active power is dispatched. Voltage regulation and reactive power dispatch are neglected. Generation cost parameters have not been considered. Moreover, the power lines are assumed to be lossless (purely inductive). |
| [33]   | 2021 | ✓                    | ✓                  | ✓                | Leader-follower consensus is required for the distributed secondary frequency and voltage control, which is prone to SPF. Moreover, the optimal dispatch is focused on the minimization of overall network power losses only, and generation cost minimization has been neglected. |
| [34]   | 2021 | ✓                    | ×                  | ✓                | It does not consider secondary voltage regulation for AC microgrid subsystem. Moreover, only active loads and, hence, active power flow have been considered. Hence, there is no reactive power flow in the AC microgrid subsystem. The tertiary controller in the upper control layer is centralized and, hence, prone to SPF. Moreover, only active loads and, hence, active power flow have been considered. |
| [35]   | 2021 | ×                    | ✓                  | ✓                | It does not consider frequency regulation and economic active power dispatch. |
| [36]   | 2022 | ✓                    | ✓                  | ✓                | Leader-follower consensus is not required for the distributed secondary frequency and voltage control, hence, it is susceptible to SPF. Moreover, both active and reactive powers are dispatched. |

¹ MGCC = Microgrid Central Controller
² SPF = Single-Point-Failure

The primary control is generally enforced as a decentralized (or local) droop controller at each DG. The droop controller is responsible for active and reactive power sharing at the cost of pre-specified frequency and voltage deviations, respectively. The secondary layer is responsible for mitigating the frequency and voltage deviations introduced by the primary layer. The tertiary layer is responsible for power flow optimization and cost-effective (i.e., economic) operation of the microgrid [10], [11], [13], [14], [17], [18]. The secondary layer can be implemented as a (i) traditional centralized controller, or (ii) decentralized controller, and (iii) distributed controller. The centralized secondary controller requires a central computation unit and a complex communication network for accessing entire network information. Thus, it bears higher cost and heavy computation burden. It is highly sensitive to failures; thus, it is unreliable and may ultimately lead to the single-point-failure (SPF) [11], [19]. The decentralized secondary controller also bears higher cost as well as higher reliability [19]. The distributed secondary controller requires a sparse communication network for communication among (local controllers of) neighboring DGs. Thus, it is more reliable, bears lower cost, less sensitive to failures and obviates the requirement of a central computation and communication unit [11], [19]. For a more detailed comparison of various secondary control strategies, the readers are referred to [12], [13]. Traditionally, the tertiary layer can also be implemented as a centralized controller [15] and is susceptible to the same issues stated with reference to the centralized secondary controller.

The main obligation of the hierarchical control of a microgrid is to render control over the generation of power from various DGs [13]. After carrying out an extensive literature review, it has been learned that most of the distributed hierarchical control schemes (despite providing better alternatives to...
centralized hierarchical control schemes), require a leader (or master) node (or agent) at the secondary level for frequency and/or voltage restoration. This leader agent has to organize and command the operation of its follower (or slave) nodes. Hence, such distributed hierarchical control schemes are again susceptible to the SPF in case of leader outage [20].

Table 1 summarizes the main contributions, features and limitations of the contemporary hierarchical control schemes and the proposed solution.

### A. MOTIVATION AND MAJOR CONTRIBUTIONS

The potential research gaps identified in the contemporary hierarchical control schemes for microgrids reported in [21]–[36], and listed in Table 1, motivated the authors to propose a fully distributed hierarchical control strategy applicable to droop-controlled islanded AC microgrids.

The major accomplishments of this article are described below:

1) Distributed secondary frequency and voltage regulation, without requiring any leader-follower (or master-slave) consensus, thus making it a more viable option than the centralized as well as those distributed hierarchical control schemes that are dependent on leader-follower consensus for frequency and/or voltage regulation.

2) Distributed economic dispatch of active power with minimum error.

3) Distributed reactive power dispatch with plausible error.

The performance and effectiveness of the proposed scheme is analyzed and evaluated through time-domain based numerical simulations executed in Matlab/Simulink under different loading conditions and microgrid expansion. It is observed that the proposed scheme successfully fulfills its assigned tasks.

**Remark 1.** This work is the extension of the authors’ previous work reported in [37] focused on three-layered distributed hierarchical control paradigm for frequency restoration and economic dispatch of active power, applicable to droop-controlled islanded AC microgrids. Note that the voltage and reactive power controls had been disregarded in the previous work.

Hence, to further the previous work, the authors have integrated it with the distributed secondary voltage and reactive power control. Moreover, scalability test is performed to demonstrate that the proposed strategy is also applicable to a large AC microgrid system.

The rest of the paper is structured as follows: the communication between energy nodes of the microgrid is explained in Section II using graph theory. The configuration of the microgrid testbench is described in Section III. The detailed closed-loop enforcement of the proposed control strategy is explained in Section IV. Section V gives the performance analysis and effectiveness of the proposed scheme using time-domain based numerical simulations executed in Matlab/Simulink. Finally, Section VI presents concluding remarks to this paper.

### II. GRAPH THEORY

In distributed control of microgrids, an energy node (or DG) is considered as an agent. Hence, their mutual interaction can be mathematically and graphically described using the multi-agent system theory. Such that, the communication network interconnecting various agents is represented by a weighted graph, \( G \), which is an ordered pair, \((V(G), E(G))\), comprising a set of vertices, \( V(G) \), and a set of edges (or arrows or arcs), \( E(G) \), disjoint from the set \( V(G) \). The vertices of the graph indicate the agents, whereas the edges indicate the communication lines (one-way or two-way), which implies that the graph can be directed (one-way) or undirected (two-way).

The elements of set \( E(G) \) are indicated as \((V_i(G), V_j(G))\), implying an edge (or allowed flow of information) from \( i \)th to \( j \)th agent. Associated with each edge, \((V_i(G), V_j(G))\) in \( E(G) \), there is a weight, \( a_{ij} \geq 0 \), such that \( a_{ij} > 0 \), for all \((V_i(G), V_j(G))\) in \( E(G) \), or if there exists an arrow from \( j \)th to \( i \)th agent; otherwise \( a_{ij} = 0 \), for all \( i \neq j \), and \( i, j = \{1, 2, \ldots, N\} \).

Now, suppose \( G = (V(G), E(G)) \), represents a weighted undirected (two-way) graph, with the set of vertices \( V(G) = \{V_1(G), V_2(G), \ldots, V_N(G)\} \), and the set of edges \( E(G) \subseteq V \times V \). Then, the graph structure and properties can be described by inspecting the properties of few associated matrices, that is, the weighted adjacency matrix, \( A = [a_{ij}] \in \mathbb{R}^{N \times N} \), the weighted in-degree matrix, \( D^{in} = \text{diag}\{d_{in}^{i}\} \in \mathbb{R}^{N \times N} \), where \( d_{in}^{i} = \sum_{j \in \mathcal{N}_i} a_{ij} \), and the weighted Laplacian matrix, \( \mathcal{L} = D^{in} - A \in \mathbb{R}^{N \times N} \), where \( \mathcal{N}_i \) indicates the number of agents. Let \( \mathcal{N}_i \) and \( | \mathcal{N}_i | \), respectively, indicate the neighboring agents set of \( i \)th agent, and the number of (in-) neighbors of \( i \)th agent, then \( \mathcal{N}_i = \{V_j : (V_i, V_j) \in \mathcal{E}\} \), and \( | \mathcal{N}_i | = d_{in}^{i} \), that is, the in-degree of \( i \)th agent [38], [39].

### III. TESTBENCH CONFIGURATION

The correctness and soundness of the proposed idea is validated in Matlab/Simulink using a three-phase microgrid simulation testbench, which is shown in Fig. 1. This testbench consists of three DGs, four buses, various (resistive and reactive/inductive) loads, and interconnecting lines. Note that two out of three DGs are low-inertia type (i.e., inverter-interfaced), while the third DG is high-inertia type (i.e., rotating type synchronous-generator based diesel genset). The inverter-interfaced DGs (i.e., DG1 and DG2) are connected to bus 1 and 3, while the diesel genset (i.e., DG3) is connected to bus 4 through three-phase \( \Delta Y \)-transformers. The line impedances between the four buses (i.e., \( Z_{12}, Z_{13}, Z_{23}, \) and \( Z_{14} \)) represent RLC-branches. Moreover, two out of three remaining impedances between DGs and transformers, that is, \( Z_1 \) and \( Z_2 \), indicate coupling inductances, while \( Z_3 \) indicates a coupling capacitor. Tables 2–5, given in Appendix A, describe various parameters of the simulation testbench, shown in Fig. 1.
IV. PROPOSED THREE-LAYERED DISTRIBUTED HIERARCHICAL CONTROL SCHEME

Figure 2 demonstrates the closed-loop enforcement of the formulated three-layered distributed hierarchical control scheme. The primary layer is based on the droop control, the secondary level is enforced as the distributed secondary active power/frequency and voltage/reactive power control without requiring any leader-follower consensus, and the tertiary layer is based on the distributed economic dispatch of active power.

A. PRIMARY CONTROL

The primary control is provided at each DG using the conventional droop technique. It consists of $P \omega$- and $QV$-droop controls that are, respectively, expressed in (1) below [40, 41):

$$\omega_i = \omega_{ref} + \Delta \omega_{adj} + \kappa_{i,P} (P_{i,set} - P_i)$$

$$V_i, pk = V_{i,set} + I_{i,RMS} Z_{vir} - V_i - \kappa_{i,Q} Q_i$$

where the subscript $i = \{1, 2, \ldots, N = 3\}$ denotes the DGs index set, $\omega_i$ is the $i$th DG frequency, $\omega_{ref}$ is the microgrid reference frequency (i.e., 60 Hz), $\Delta \omega_{adj}$ is the $i$th DG frequency adjustment factor provided by the overload control strategy, as reported in [42], $\kappa_{i,P} > 0$ represents the $i$th DG $P \omega$-droop control gain, $P_{i,set}$ is the $i$th DG active power set-point, and $P_i$ is the $i$th DG active power output.

Note that the active power set-point, $P_{i,set}$, is provided by the distributed secondary active power controller, expressed in (4), to the primary (i.e., $P \omega$-droop) controller. Furthermore, $V_i$ is the $i$th DG output voltage, $V_{i,set}$ is the $i$th DG voltage set-point, $I_{i,RMS} Z_{vir}$ is the voltage drop due to the (inductive) virtual impedance, $\kappa_{i,Q} > 0$ is the $i$th DG $QV$-droop control (adjustable) gain, and $Q_i$ represents the $i$th DG output reactive power. In case of inverter-based DGs, $V_i, pk$ indicates the peak voltage at the inverter terminals, whereas for genset

$V_i, pk = V_{cmd}$ represents the input voltage command to the field-excitation control block of the synchronous generator for generating field excitation, $V_f$. Note that the voltage set-point, $V_{i,set}$, is provided by the distributed secondary voltage control algorithm, expressed in (7), to the primary (or $QV$-droop) controller, given in (1).

The two inverter-interfaced DGs (i.e., DG1 and DG2) are mimicked as three-phase controlled AC voltage sources, where the instantaneous voltages for each phase (i.e., $v_a$, $v_b$ and $v_c$), as depicted in Fig. 3, are given in (2) below [37]:

$$v_a = V_{i, pk} \sin (\omega_i t + \theta)$$

$$v_b = V_{i, pk} \sin (\omega_i t - 120^\circ)$$

$$v_c = V_{i, pk} \sin (\omega_i t + 120^\circ)$$

where $V_{i, pk}$ equals the product of the modulation index, $M_D$, and the inverter DC input voltage, $V_{DC}$ (i.e., $V_{i, pk} = M_D V_{DC}$).

For inverter-interfaced DGs and genset, the primary controls are shown in Figs. 3 and 4, respectively. The corresponding simulation parameters for each are, respectively, specified in Tables 4 and 5, given in Appendix A. Let $F_{cmd}, T_{cmd}, T_F, P_F, \omega_r, \omega_r$, and $P_F$, respectively, indicate the fuel command, torque command, fuel tooke, fuel power, rotational speed of synchronous generator, and friction power losses for genset, as shown in Fig. 4, then

$$F_{cmd} = K_{tf} T_{cmd}$$

$$T_F = \eta_{th} K_{fw}, K_{ev} F_{cmd}$$

$$F_F = T_F \omega_r$$

$$P_F = K_m \omega_r^2$$

where $(K_{tf}, \eta_{th}, K_{fw}, K_{ev}$ and $K_m) > 0$ are constants, specified in Table 5, in Appendix A.

B. SECONDARY CONTROL

The secondary control is provided at each DG using the distributed technique that concurrently ensures:

1) Active power control and frequency restoration of DGs in a finite-time, without requiring any devoted supplementary frequency control, and compensates for frequency deviation under load perturbation, and

2) Voltage and reactive power control of DGs in a finite-time.

1) Active Power and Frequency Control

Inspired by [43, 44], the above-stated objective (1) (i.e., active power and frequency control) is achieved by formulating the following higher-order twisting sliding mode based distributed secondary active power tracking control algorithm:

if $\sigma_i(t) = - \sum_{j \in N_i} a_{ij} (P_i(t) - P_j(t))$

then $\dot{z}_{pi}(t) = u_{pi}^P(t) = -\kappa_1 \text{sgn}(\sigma_i(t)) - \kappa_2 \text{sgn}(\dot{\sigma_i}(t))$

and $P_{i,set}(t) = P_i = z_{pi}(t) + r_{pi}(t) = z_{pi}(t) + P_{i,opt}(t)$

(4)
so that

\[
\begin{align*}
&\|P_i(t) - P_{i,\text{opt}}(t)\| \to 0, \\
&\sum_{i=1}^{N} P_i(t) - P_D(t) \to 0, \\
&\|\omega_i(t) - \omega_{\text{ref}}\| \to 0
\end{align*}
\]

as \( t \to \infty \),

where \( \sigma_i \) is the active power error between the neighboring agents, \( a_{ij} \geq 0 \) is the \( ij \)th elements of the adjacency matrix, \( A \), \( z_{pi} \in \mathbb{R}^N \) is an auxiliary (or intermediate) state variable for active power control, \( u_i^P \) is the twisting-based sliding mode control law for active power, \( \kappa_1, \kappa_2 > 0 \) are the adjustable design parameters (where \( \kappa_1 > \kappa_2 \)), \( \text{sgn} \) is the multivalued signum function, \( r_{pi}(t) = P_{i,\text{opt}} \in \mathbb{R}^N \) is a time-varying signal indicating the optimal active power dispatch reference (with a bounded derivative), which is generated and provided by the distributed tertiary controller, expressed in (17), to the distributed secondary active power controller, described in (4), while \( P_D \) represents the combined active power demand.

The auxiliary state variable, \( z_{pi} \), in (4), is initialized such
that:

\[
\begin{align*}
&z_{pi}(0) = 0 \\
&\sum_{i=1}^{N} z_{pi}(0) = 0
\end{align*}
\]

Taking time-derivative of \( P_{i,\text{set}} \) in (4), the following closed-loop system is obtained:

\[
\dot{P}_{i,\text{set}}(t) = \dot{P}_{i}(t) = \dot{z}_{pi}(t) + \dot{P}_{i,\text{opt}}(t) = P_{i,\text{opt}}(t) - \kappa_1 \text{sgn}(\sigma_i(t)) - \kappa_2 \text{sgn}(\dot{\sigma}_i(t))
\]

where the initial conditions are:

\[
\begin{align*}
&\sum_{i=1}^{N} P_i(0) = \sum_{i=1}^{N} P_{i,\text{opt}}(0).
\end{align*}
\]

In (6), \( P_{i,\text{set}} \) indicates the active power reference signal generated by the distributed secondary active power controller and provided to the \( P_\omega \)-droop primary controller, expressed in (1). The enforcement of the distributed secondary active power controller is shown in Fig. 2.

The principal roles of the distributed secondary active power tracking control algorithm, given in (4), are as follows:

1) To force each agent (i.e., DG of the microgrid to track its corresponding time-varying reference signal (i.e., the optimal active power dispatch reference, \( P_{i,\text{opt}} \)) provided by the distributed tertiary controller with a negligible active power mismatch (i.e., \( \Delta P = \sum_{i=1}^{N} P_i - P_D \| \leq 0 \))

2) To concurrently ensure the frequency restoration of each agent to the reference frequency, \( \omega_{\text{ref}} \), without requiring any dedicated auxiliary frequency control

\[
\begin{align*}
&\| V_i(t) - V_j(t) \| \rightarrow 0 \\
&\| V_i(t) - V_{\text{ref}} \| \rightarrow 0 \\
&\| \sum_{i=1}^{N} Q_i(t) - Q_D(t) \| \rightarrow 0,
\end{align*}
\]

as \( t \rightarrow \infty \)

where \( \psi_i \) is the voltage error between the neighboring agents, \( z_{vi} \in \mathbb{R}^N \) is an auxiliary state variable for secondary voltage control, \( u_i^V \) is the twisting-based sliding mode control law for voltage, \( \kappa_3, \kappa_4 > 0 \) are tunable design parameters.
FIGURE 4: Droop-based primary control enforcement for DG3 (i.e., ICE-interfaced diesel genset).

parameters (where $\kappa_3 > \kappa_4$), $r_{vi}(t) = V_{ref} \in \mathbb{R}^N$ is the local input reference voltage signal (with a bounded derivative), and $Q_D$ is the total reactive power demand.

The auxiliary state variable, $z_{vi}$, in (7), is initialized such that:

$$z_{vi}(0) = 0 \quad N_i = 1 \quad z_{vi}(0) = 0 \quad \sum_{i=1}^{N} z_{vi}(0) = 0$$

(8)

Taking time-derivative of $V_i$ in (7), the following closed-loop system is obtained:

$$\dot{V}_{i, set}(t) = \dot{V}_i(t) = \dot{z}_{vi}(t) + V_{ref}$$

(9)

In (9), $V_{i, set}$ indicates the reference voltage signal commanded by the distributed secondary voltage tracking control algorithm to the $QV$-droop primary controller, expressed in (1). The enforcement of the distributed secondary voltage tracking control algorithm is shown Fig. 2.

The principal roles of the distributed secondary voltage tracking control algorithm, given in (7), are as follows:

1) To force each agent (i.e., DG) of the microgrid to track the local input reference voltage, $V_{ref}$, and

2) Concurrently, fulfill the reactive power demand, $Q_D$, with a plausible mismatch (i.e., $\Delta Q = \| \sum_{i=1}^{N} Q_i - Q_D \| \simeq 0$).

3) Convergence Analysis

This section provides the convergence analysis of the distributed secondary active power tracking control algorithm, expressed in (4). Furthermore, it will also serve as a basis for the convergence analysis of the distributed secondary voltage...
tracking control algorithm, expressed in (7), because it also has the same form.

The discontinuous signum function, appearing in the control algorithm (4), introduces discontinuity in it. Therefore, the solution of the stated control algorithm can be interpreted in the Filippov sense [45].

**Lemma 1.** Suppose the communication graph, \( G \), is connected and \( \|P_i(t) - P_j(t)\| = 0 \), for all \( i, j = \{1, 2, \ldots, N\} \), then \( \|P_i(t) - P_{i,opt}(t)\| = 0 \), for all \( i = \{1, 2, \ldots, N\} \).

**Proof.** It follows from (4) that:

\[
\sum_{i=1}^{N} P_i(t) = \sum_{i=1}^{N} z_{pi}(t) + \sum_{i=1}^{N} P_{i,opt}(t) \tag{10}
\]

Because, the graph, \( G \), shown in Fig. 1, is undirected, it follows that:

\[
\sum_{i=1}^{N} z_{pi}(t) = \sum_{i=1}^{N} -\kappa_1 \text{sgn}(\sigma_i(t)) - \kappa_2 \text{sgn}(\dot{\sigma}_i(t)) = 0 \tag{11}
\]

Since \( \sum_{i=1}^{N} z_{pi}(0) = 0 \) (see (5)), therefore, it follows that \( \sum_{i=1}^{N} z_{pi}(t) = 0 \) for all \( t \geq 0 \), which yields,

\[
\sum_{i=1}^{N} P_i(t) = \sum_{i=1}^{N} P_{i,opt}(t) \quad \text{for all} \quad t \geq 0 \tag{12}
\]

Provided that \( \|P_i(t) - P_j(t)\| = 0 \), for all \( i, j = \{1, 2, \ldots, N\} \), it follows from (12) that \( \|P_i(t) - P_{i,opt}(t)\| = 0 \), for all \( i = \{1, 2, \ldots, N\} \). To rephrase it, the distributed secondary active power tracking control algorithm, given in (4), warrants that each \( P_i(t) \) tracks its corresponding \( P_{i,opt}(t) \), in a finite-time. This completes the proof. \( \square \)

**C. TERTIARY CONTROL**

The total generation cost of a system of \( N \) generators can be minimized by scheduling each generator’s active power output, subject to the system constraints. This task is performed by the tertiary controller, which prescribes the optimal active power dispatch reference, \( P_{i,opt} \), for each \( i \)-th DG, and renders it to the distributed secondary active power tracking control algorithm, stated in (4) and depicted in Fig. 2.

Now, the above-mentioned active power scheduling or the economic load dispatch (ELD) issue may be figured out either in a: (i) centralized, or (ii) distributed mode.

1) Centralized Tertiary Control

The ELD problem is conventionally solved by employing a centralized tertiary controller. The objective function is to minimize the total generation cost, subject to the generation-demand equality (or power balance) and inequality (or power generation capacity) constraints, and can be described as follows [46], [47]:

**Objective function:**

\[
\min_{i=1}^{N} \sum_{i=1}^{N} C_i(P_i) = \min_{i=1}^{N} \left( \gamma_i P_i^2 + \beta_i P_i + \alpha_i \right) \tag{13}
\]

s.t.

\[
\sum_{i=1}^{N} P_i = P_D \quad \text{(equality constraint)}
\]

\[
P_{i,min} \leq P_i \leq P_{i,max} \quad \text{(inequality constraint)}
\]

where \( C_i(P_i) \) indicates the generation cost of \( i \)-th DG approximated by a quadratic type function. \( \sum_{i=1}^{N} C_i \) is the total generation cost, \( \alpha_i, \beta_i, \) and \( \gamma_i > 0 \) are the generation cost coefficients, \( P_i \) is the active power output of \( i \)-th DG with its lower and upper limits, respectively, indicated by \( P_{i,min} \) and \( P_{i,max} \), and \( P_D \) represents the total active power demand.

Among several typical approaches for centralized solution of ELD problem, one is the Lagrange multiplier technique. In this stated method, the system constraints are integrated into the objective function. The Lagrangian function, \( L \), for working out the ELD problem can be written as under:

\[
L(P_i, \lambda) = \sum_{i=1}^{N} C_i(P_i) + \lambda \left( P_D - \sum_{i=1}^{N} P_i \right) \tag{14}
\]

where \( \lambda \) indicates the Lagrange multiplier associated with the power balance constraint, stated in (13).

Then, the first-order Karush-Kuhn-Tucker optimization conditions are applied as under:

**Condition 1 yields:**

\[
\frac{\partial L}{\partial P_i} = \frac{\partial \sum_{i=1}^{N} C_i(P_i)}{\partial P_i} - \lambda = 0
\]

\[
\Rightarrow \lambda_{opt} = \frac{dC_i(P_i)}{dP_i} = \beta_i + 2\gamma_i P_{i,opt}
\]

\[
\Rightarrow P_{i,opt} = \frac{\lambda_{opt} - \beta_i}{2\gamma_i} \geq 0
\]

**Condition 2 yields:**

\[
\frac{\partial L}{\partial \lambda} = P_D - \sum_{i=1}^{N} P_i = 0
\]

\[
\Rightarrow \sum_{i=1}^{N} P_{i,opt} = P_D
\]

\[
\Rightarrow \lambda_{opt} = \frac{P_D + \sum_{i=1}^{N} \frac{\beta_i}{2\gamma_i}}{\sum_{i=1}^{N} \frac{1}{2\gamma_i}}
\]

Note that (15) identifies the necessary conditions for the ELD problem (i.e., the minimum generation cost). It implies...
that the ELD problem corresponds to the active power dispatch for which the incremental cost of each generator (i.e., \( dC_i(P_i)/dP_i \)) equals the Lagrangian multiplier, \( \lambda \). For this reason, the stated strategy is called the equal incremental cost criterion. However, (15) considers the equality constraints only, and neglects the inequality constraints (i.e., \( P_{i,\min} = 0 \) and \( P_{i,\max} = \infty \)).

So, considering the inequality constraint too (i.e., \( P_{i,\min} \leq P_i \leq P_{i,\max} \)), the optimal power dispatch conditions, given in (15), can be revised as follows:

\[
2\gamma_i P_{i,\text{opt}} + \beta_i = \lambda_{\text{opt}}, \quad \text{for } P_{i,\min} < P_i < P_{i,\max} \\
2\gamma_i P_{i,\text{opt}} + \beta_i \leq \lambda_{\text{opt}}, \quad \text{for } P_i = P_{i,\max} \\
2\gamma_i P_{i,\text{opt}} + \beta_i \geq \lambda_{\text{opt}}, \quad \text{for } P_i = P_{i,\min}
\]

(16)

Note that \( \lambda_{\text{opt}} \) (i.e., the optimal incremental cost) is calculated using the last expression in (15), and then substituted into (16) to find the \( P_{i,\text{opt}} \) (i.e., the optimal active power dispatch reference) for each DG. Finally, from the centralized tertiary controller, these stated dispatch references are provided to the distributed secondary active power tracking control algorithm, given in (4).

2) Distributed Tertiary Control

The contemporary approach for solving the ELD problem is to employ a distributed tertiary controller, which can also establish the equal incremental cost criterion by employing consensus control algorithms.

Motivated by [48], the following finite-time incremental cost consensus control algorithm is proposed to find a distributed solution to the ELD problem:

\[
\dot{\lambda}_i(t) = u_i^\lambda(t) = -\kappa_5 \sum_{j \in N_i} a_{ij} \text{sgn}\left( \lambda_i(t) - \lambda_j(t) \right)^c \quad \text{for } t \geq 0
\]

s.t.

\[
\lambda_i(0) = \beta_i + 2\gamma_i P_i(0) \\
\sum_{i=1}^{N} P_i(0) = P_D
\]

(17)

where \( u_i^\lambda \) denotes the distributed tertiary control law for the incremental cost consensus, \( \kappa_5 > 0 \), and \( 0 < c < 1 \) are the adjustable design parameters, and \( \text{sgn}(\cdot)^c = \text{sgn}(\cdot)|\cdot|^c \).

3) Convergence Analysis

This section provides the convergence analysis of the distributed tertiary controller, described in (17). For this purpose, some Lemmas are needed, as given below:

**Lemma 2.** Let \( b_1, b_2, \ldots, b_n \geq 0 \) and \( (0 < r < p) \), then [49]

\[
\left( \sum_{i=1}^{N} b_i^p \right)^{1/p} \leq \left( \sum_{i=1}^{N} b_i^r \right)^{1/r}
\]

**Lemma 3.** Let \( \Im_2(L) \) denote the second smallest positive eigenvalue of the Laplacian matrix, \( L \), \( 1^T x = 0 \), and the communication graph, \( G \), be undirected, the matrix \( L \) possesses the following properties [50]:

1) \( x^T L x \geq \Im_2(L)x^T x \)

2) \( x^T L x = \frac{1}{2} \sum_{i,j=1}^{N} a_{ij} (x_i - x_j)^2 \). Moreover, the matrix \( L \) is positive semi-definite.

**Lemma 4.** Suppose \( V(x) : \mathbb{R}^N \to \mathbb{R} \) be a \( C \)-regular function. Furthermore, \( x(t) : [0, +\infty) \to \mathbb{R}^N \) be an absolutely continuous function on any compact time-interval of \([0, +\infty)\), and the following inequality is satisfied:

\[
\frac{dV(t)}{dt} \leq -KV^m(t)
\]

where \( K > 0 \) and \( (0 < m < 1) \). Then \( V(t) = 0 \) for all \( t \geq t_s \), and the settling time, \( t_s \), can be estimated by [51]:

\[
t_s = \frac{V^{1-m}(0)}{K(1-m)}
\]

**Proof.** Having Lemmas 2 through 4, it is now easy to understand the convergence of the distributed tertiary control law.

Suppose \( \delta_i(t) = \{\delta_1(t), \delta_2(t), \ldots, \delta_N(t)\} \) be the incremental cost consensus error of \( i \)-th DG, described as under:

\[
\delta_i(t) = \lambda_i(t) - \frac{1}{N} \sum_{i=1}^{N} \lambda_i(t)
\]

(18)

Since, \( \frac{1}{N} \sum_{i=1}^{N} \lambda_i(t) \) is time-invariant (i.e., a constant average value), therefore, \( \frac{1}{N} \sum_{i=1}^{N} \lambda_i(t) = 0 \) for a connected and undirected communication graph, \( G \).

Now, using \( \text{sgn}(\cdot)^c = \text{sgn}(\cdot)|\cdot|^c \), the differential error for (18), \( \delta(t) \), can be expressed as follows:

\[
\dot{\delta}_i(t) = \dot{\lambda}_i(t) - \frac{1}{N} \sum_{i=1}^{N} \dot{\lambda}_i(t) = \kappa_5 \sum_{j \in N_i} a_{ij} \text{sgn}\left( \lambda_j(t) - \lambda_i(t) \right) |\lambda_j(t) - \lambda_i(t)|^c
\]

(19)

Let, \( V_\lambda \) be the Lyapunov function candidate, such that

\[
V_\lambda = 2\Im_2 \delta^T(t) \delta(t) = 2\Im_2 \sum_{i=1}^{N} \delta_i^2(t)
\]

(20)

Let an undirected graph, \( G_\lambda \), has an associated adjacency matrix, \( A_\lambda = [a_{ij}]_{N \times N} = \frac{1}{2} [\kappa_5 a_{ij}]_{N \times N} \), a Laplacian matrix, \( L_\lambda \), and \( \Im_{2\lambda} \) as the second smallest positive eigen-
Moreover, in terms of the initial errors, the convergence time, cost consensus is established in a finite-time, \( T_\lambda \), as per (17), with \( (0 < c < 1) \). Furthermore, in terms of the initial errors, the convergence time, \( T_\lambda \), can be upper bounded as follows:

\[
T_\lambda = \frac{V_\lambda^{1-c}}{232 (1 - c)} = \frac{232 \| \delta(0) \|^2}{32 (1 - c)} \frac{1}{1+c} 
\]

Finally, applying Lemma 4, it follows that the incremental cost consensus is established in a finite-time, \( T_\lambda \), using the control protocol, given in (17), with \( (0 < c < 1) \). Furthermore, in terms of the initial errors, the convergence time, \( T_\lambda \), can be upper bounded as follows:

\[
T_\lambda = \frac{V_\lambda^{1-c}}{232 (1 - c)} = \frac{232 \| \delta(0) \|^2}{32 (1 - c)} \frac{1}{1+c} 
\]

Moreover,

\[
\lim_{t \to T_\lambda} \lambda_i(t) = \lambda_j(t) \quad \text{or} \quad \lambda_i(t) = \lambda_j(t), \quad \text{for all} \quad t \geq T_\lambda 
\]

This completes the proof.

V. SIMULATION RESULTS AND DISCUSSION

A single-line diagram of the microgrid simulation testbench is shown in Fig. 1 that is operated in the islanded mode to validate the effectiveness of the proposed distributed hierarchical control technique. The information exchange between DGs is represented by a communication graph, \( G \), in the same schematic. Various parameters of the testbench are specified in Appendix A, in Tables 2–5. The reference microgrid frequency and voltage are chosen to be 60 Hz and 120.23 V (phase-to-neutral), respectively. Moreover, the standard frequency and voltage tolerances have been chosen, respectively, \( \pm 2\% \) and \( \pm 5\% \), as per IEC 60034-1.

For performance assessment, four different tests are conducted:

Test 1: Performance validation of the proposed control strategy for distributed economic load dispatch
Test 2: Performance comparison with the conventional centralized economic load dispatch
Test 3: Scalability assessment of the proposed control strategy
Test 4: Robustness to disturbances

Note that in Tests 1–4, the primary control is enforced through the conventional droop technique, and the secondary control is provided using the distributed strategy. Moreover, in Tests 1, 3 and 4, the tertiary control is provided using the distributed strategy, while in Test 2 it is provided using the centralized strategy. In each case, the system is tested under load variations.

HOW DOES THE OVERALL CLOSED-LOOP SYSTEM OPERATE?

The operation of the proposed closed-loop distributed hierarchical control strategy, shown in Fig. 2, is as follows:

- The distributed tertiary controller commands the distributed secondary controller. That is, it generates and dictates the optimal active power dispatch references (i.e., \( P_{\text{opt}} \)) to the distributed secondary active power tracking controller.
- Then, the distributed secondary active power tracking controller commands the primary droop controller. That is, it generates and dictates new references (i.e., \( P_{\text{req}} \)) to the primary controller of each DG.
- In other words, each higher level controller commands and dictates its lower level controller. Consequently, the active power is dispatched economically, the active power demand is completely fulfilled, and the frequencies and output voltages of DGs are regulated to the reference values in a finite-time, despite load variation.

TEST 1: PERFORMANCE VALIDATION OF THE PROPOSED CONTROL STRATEGY FOR DISTRIBUTED ECONOMIC LOAD DISPATCH

In Test 1, the total simulation time is kept 14 s. The combined active and reactive power demands are, respectively, as follows: \( P_D = 28 \text{ kW} \) and \( Q_D = 12 \text{ kVAR} \) during the time
interval \( t \in [0,6] \) s, that are increased to \( P_D = 32 \) kW and \( Q_D = 16 \) kVAR during the time interval \( t \in [6,10] \) s, that are again decreased to \( P_D = 20 \) kW and \( Q_D = 8 \) kVAR during the time interval \( t \in [10,14] \) s. Table 6, in Appendix A, indicates various generation cost parameters for each DG. For the distributed secondary controller, the adjustable design parameters, expressed in (4) and (7), are \( \kappa_1, \kappa_3 = 0.005 \) and \( \kappa_2, \kappa_4 = 0.001 \). Similarly, for the distributed tertiary controller, the adjustable design parameters, expressed in (17), are \( \kappa_5 = 0.5 \), and \( c = 0.5 \).

![FIGURE 5: Optimal active power dispatch reference signals for DGs.](image)

![FIGURE 6: Active power outputs of DGs.](image)

![FIGURE 7: Reactive power outputs of DGs.](image)

Figure 5 indicates the optimal active power dispatch references generated by the distributed tertiary controller, while Figs. 6 and 7, respectively, indicate the corresponding active and reactive power outputs of DGs. Since, both the active and reactive power mismatches, as shown in Figs. 8 and 9, respectively, are almost zero (i.e., \( P_{mis} = P_D - \sum_{i=1}^{N} P_i = P_D - P_T \approx 0 \) and \( Q_{mis} = Q_D - \sum_{i=1}^{N} Q_i = Q_D - Q_T \approx 0 \)), it indicates that the distributed tertiary controller is precisely fulfilling its task. In addition, since the frequencies and output voltages of DGs are converging to the reference values (i.e., 60 Hz and 120.23 V phase-to-neutral, respectively), as

![FIGURE 8: Active power mismatch of DGs.](image)

![FIGURE 9: Reactive power mismatch of DGs.](image)

![FIGURE 10: Frequencies of DGs.](image)

![FIGURE 11: Output voltages of DGs.](image)

![FIGURE 12: Incremental costs of DGs.](image)
shown in Figs. 10 and 11, respectively, it indicates that the distributed secondary controller is also precisely fulfilling its frequency and voltage regulation tasks, despite load variation. Figures 12 and 13, respectively, indicate the incremental costs, $\lambda_{opt}$, and the corresponding total generation cost, $\sum_{i=1}^{N} C_i$, of DGs. It is evident that both the incremental costs and the total generation cost of DGs increase under the load increase event due to increased active power dispatch, and vice versa.

**TEST 2: PERFORMANCE COMPARISON WITH THE CONVENTIONAL CENTRALIZED ECONOMIC LOAD DISPATCH**

In Test 2, the total simulation time, the active and reactive power demands and their variations are kept the same as described in Test 1. Having these conditions, the performance of the proposed tertiary controller (i.e., the distributed economic load dispatch scheme) is compared with the centralised tertiary controller (i.e., the centralized economic dispatch strategy), described in Section IV.C.1., and reported in reputed power system analysis and control related textbooks [46], [47].

Figure 14 represents the optimal active power dispatch reference signals generated by the centralized tertiary controller, whereas Figs. 15 and 16, respectively, illustrate the corresponding active and reactive power outputs of DGs. It is evident that the optimal active power dispatch references generated by the centralized tertiary controller have a slower convergence than the references generated by the proposed distributed tertiary controller, as shown in Fig. 5. The active and reactive power mismatches in case of the centralized tertiary controller are, respectively, shown in Figs. 17 and 18, which are almost the same as they are in case of the distributed tertiary controller, and shown in Figs. 8 and 9. Similarly, the frequencies of DGs, output voltages of DGs, the incremental costs of DGs, and the total generation cost in case of the centralized tertiary controller are, respectively, shown in Figs. 19, 20, 21 and 22, which are nearly the same as they are under the distributed tertiary controller, and shown in Figs. 10, 11, 12 and 13.

After a detailed comparison, one can easily conclude that the proposed distributed tertiary controller provides a comparable performance with the centralized tertiary controller, although having a much lower cost of the communication network. It means that the proposed distributed tertiary controller provides a better solution than the centralized version of the same controller.
The overall active and reactive power demands are, respectively, as follows: $P_D = 80 \text{ kW}$ and $Q_D = 80 \text{kVAR}$ during the time interval $t \in [0, 7]s$, that are increased to $P_D = 96 \text{ kW}$ and $Q_D = 96 \text{kVAR}$ during the time interval $t \in [7, 11]s$, that are again decreased to $P_D = 72 \text{ kW}$ and $Q_D = 72 \text{kVAR}$ during the time interval $t \in [11, 15]s$. Table 7, in Appendix A, indicates various generation cost parameters for each DG shown in Fig. 23. Figure 24 depicts the optimal active power dispatch references generated by the distributed tertiary controller, while Fig. 25 indicates the corresponding active power outputs of DGs. Since, both the active and reactive power mismatches, as shown in Figs. 26 and 27, respectively, are converging to near zero, it means that both the active and reactive power demands are reasonably fulfilled with tolerable mismatches. In addition, since the frequencies and output voltages of DGs are converging to the reference values, as depicted in Figs. 28 and 29, respectively, it indicates that the distributed secondary controller is also precisely fulfilling its frequency and voltage regulation tasks, despite load variation. Figures 30 and 31, respectively, indicate the incremental costs, $\lambda_{opt}$, and the corresponding total generation cost of DGs. It is evident that both the incremental costs and the total generation cost of DGs increase under the load increase event due to increased active power dispatch, and vice versa.
To verify the robustness of the proposed scheme to disturbances, a sinusoidal disturbance is injected into the quantity $P_{1,\text{opt}}$ during the time interval $t \in [6, 8]$s, such that $P_{1,\text{New}} = P_{1,\text{opt}} + \sin 10t \forall (6 \leq t \leq 8)$s. This disturbance can easily be seen with a naked eye in the optimal active power dispatch reference signals, the active power outputs of DGs, the reactive power outputs of DGs and the frequencies of DGs, respectively, shown in Figs. 32, 33, 34, and 35. Although it is not recognizable with a naked eye in the output voltages and the incremental costs of DGs, respectively, shown in Figs. 36 and 37. It is evident that once the disturbance is removed, the proposed strategy quickly restores both the frequencies and voltages of DGs to their reference values in a finite-time, and concurrently ensures the economic load dispatch. This is a clear indication of the robustness of the proposed scheme to disturbances.
VI. CONCLUSIONS

This article presents a fully distributed three-layered hierarchical control scheme applicable to islanded AC microgrids. Due to the fully distributed design, the computation and communication burden is shared between the neighboring DGs using a sparse communication network. Consequently, the proposed paradigm is not susceptible to the single-point-failure issue, like the contemporary conventional centralized or distributed leader-follower based hierarchical control techniques. The proposed strategy fulfills multiple control objectives simultaneously, including: (i) frequency and voltage regulation of DGs within the prescribed frequency and voltage deviation limits as per IEC 60034-1 standard (i.e., ±2% and ±5%, respectively) without requiring any leader-follower consensus at the secondary level, (ii) distributed economic dispatch of active power with a negligible error, and (iii) reactive power dispatch with a plausible error. The stated control objectives have been successfully achieved by evaluating the performance of the proposed scheme in Matlab/Simulink through various time-domain based numerical simulations under different loading conditions and microgrid expansion. Based on its excellent dynamic performance and accomplishment of the control objectives, the proposed strategy testifies itself to be an effective hierarchical control strategy for islanded AC microgrids.

APPENDIX A ENTIRE SYSTEM PARAMETERS
TABLE 2: Microgrid testbench transformers specifications.

| TAG | Rating (kVA) | Frequency (Hz) | Primary Winding Specifications | Secondary Winding Specifications |
|-----|--------------|----------------|-------------------------------|--------------------------------|
|     |              |                | V<sub>ph-ph</sub> (V) | R (Ω) | X<sub>L</sub> (Ω) | V<sub>ph-ph</sub> (V) | R (Ω) | X<sub>L</sub> (Ω) |
| T<sub>1</sub> | 45          | 60             | 208                      | 0.02688 | 0.1075 | 208 | 0.005047 | 0.0201 |
| T<sub>2</sub> | 45          | 60             | 208                      | 0.02688 | 0.1075 | 208 | 0.005047 | 0.0201 |
| T<sub>3</sub> | 45          | 60             | 208                      | 0.02688 | 0.1075 | 208 | 0.005047 | 0.0201 |

TABLE 3: Microgrid testbench impedances specifications.

| Line Impedances | R (Ω) | X<sub>L</sub> (Ω) | X<sub>C</sub> (Ω) |
|-----------------|-------|-----------------|-----------------|
| Z<sub>1</sub>   | 0     | 1.884           | 0               |
| Z<sub>2</sub>   | 0     | 1.884           | 0               |
| Z<sub>3</sub>   | 0     | 26.53           | 0               |
| Z<sub>12</sub>  | 0.027352 | 0.0066       | 288.60          |
| Z<sub>13</sub>  | 0.0137 | 0.0033         | 577.20          |
| Z<sub>24</sub>  | 0.01688 | 0.00407    | 336.70          |
| Z<sub>34</sub>  | 0.0026 | 0.00064       | 2020.10         |

TABLE 4: Inverter-based DGs specifications.

| DG1 and DG2 Specifications | Value |
|----------------------------|-------|
| S<sub>base</sub>           | 15 kVA |
| V<sub>base</sub>           | 208 V  |
| V<sub>DC</sub>             | 750 V  |
| f<sub>ref</sub>            | 60 Hz  |
| Δf                         | 0.50 Hz|
| ω<sub>ref</sub>            | 377 rad s<sup>-1</sup> |
| Δω                         | π rad s<sup>-1</sup> |
| P<sub>max</sub>            | 15 kW or 1 pu |
| P<sub>min</sub>            | 0 kW   |
| V<sub>ref</sub>            | 208 V or 1 pu |
| K<sub>P,p</sub>            | 3      |
| K<sub>P,i</sub>            | 50     |
| K<sub>V,p</sub>            | 0.01   |
| K<sub>V,i</sub>            | 5      |
| κ<sub>P</sub>              | π      |
| κ<sub>Q</sub>              | 0.05   |
| τ<sub>τ</sub>              | 0.01 s |
| Z<sub>vir</sub>            | 11.856 mH |

TABLE 5: ICE-based diesel genset (i.e., DG3) specifications.

| DG3 Specifications | Value |
|-------------------|-------|
| S<sub>base</sub>  | 12.50 kVA |
| V<sub>base</sub>  | 208 V    |
| f<sub>ref</sub>   | 60 Hz    |
| ω<sub>ref</sub>   | 377 rad s<sup>-1</sup> |
| Δω                | π rad s<sup>-1</sup> |
| P<sub>max</sub>   | 12.50 kW or 1 pu |
| P<sub>min</sub>   | 0 kW    |
| V<sub>ref</sub>   | 208 V or 1 pu |
| K<sub>P,p</sub>   | 3       |
| K<sub>P,i</sub>   | 30      |
| K<sub>V,p</sub>   | 1000    |
| K<sub>V,i</sub>   | 10      |
| κ<sub>P</sub>     | π       |
| κ<sub>Q</sub>     | 0.05    |
| τ<sub>τ</sub>     | 0.01 s  |
| X<sub>d</sub>     | 1.204   |
| X<sub>d</sub>     | 0.288   |
| Z<sub>vir</sub>   | 11.856 mH |

TABLE 6: Generation cost parameters of DGs illustrated in Fig. 1.

| DG Indicator (i) | α<sub>i</sub> | β<sub>i</sub> | γ<sub>i</sub> | P<sub>min</sub> (kW) | P<sub>max</sub> (kW) |
|-----------------|--------------|--------------|-------------|----------------|----------------|
| 1               | 180          | 6.21         | 0.0081      | 0              | 15             |
| 2               | 200          | 6.23         | 0.0083      | 0              | 15             |
| 3               | 190          | 6.22         | 0.0082      | 0              | 12.50          |

TABLE 7: Generation cost parameters of DGs illustrated in Fig. 23.

| DG Indicator (i) | α<sub>i</sub> | β<sub>i</sub> | γ<sub>i</sub> | P<sub>min</sub> (kW) | P<sub>max</sub> (kW) |
|-----------------|--------------|--------------|-------------|----------------|----------------|
| 1               | 180          | 6.21         | 0.0081      | 0              | 15             |
| 2               | 200          | 6.23         | 0.0083      | 0              | 15             |
| 3               | 190          | 6.22         | 0.0082      | 0              | 12.50          |
| 4               | 210          | 6.24         | 0.0084      | 0              | 15             |
| 5               | 230          | 6.26         | 0.0086      | 0              | 15             |
| 6               | 220          | 6.25         | 0.0085      | 0              | 15             |
| 7               | 240          | 6.27         | 0.0087      | 0              | 15             |
| 8               | 260          | 6.29         | 0.0089      | 0              | 15             |
| 9               | 250          | 6.28         | 0.0088      | 0              | 15             |
| 10              | 270          | 6.30         | 0.0090      | 0              | 15             |
| 11              | 290          | 6.32         | 0.0092      | 0              | 15             |
| 12              | 280          | 6.31         | 0.0091      | 0              | 15             |
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