Optimal transport problems regularized by generic convex functions: A geometric and algorithmic approach
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Abstract

In order to circumvent the difficulties in solving numerically the discrete optimal transport problem, in which one minimizes the linear target function $P \mapsto \langle C, P \rangle := \sum_{i,j} C_{ij} P_{ij}$, Cuturi introduced a variant of the problem in which the target function is altered by a convex one $\Phi(P) = \langle C, P \rangle - \lambda H(P)$, where $H$ is the Shannon entropy and $\lambda$ is a positive constant. We herein generalize their formulation to a target function of the form $\Phi(P) = \langle C, P \rangle + \lambda f(P)$, where $f$ is a generic strictly convex smooth function. We also propose an iterative method for finding a numerical solution, and clarify that the proposed method is particularly efficient when $f(P) = \frac{1}{2}\|P\|^2$.

1 Introduction

The optimal transportation theory \cite{17,16} was established to solve a following type of a minimization problem. Let us consider a discrete setting, that is, the sets of sources and targets are finite. Let $\mathcal{P}_{n-1}$ be the set of nonsingular probability distributions on $\{1, 2, \ldots, n\}$, which is given by

$$\mathcal{P}_{n-1} := \left\{ p \in \mathbb{R}^n \left| \sum_{i=1}^{n} p_i = 1, \; p_i > 0, 1 \leq i \leq n \right. \right\},$$

where the subscript $n - 1$ describes the dimension as a manifold. We regard each element of $\mathcal{P}_{n-1}$ as a distribution of resources positioned on the set of $n$ sources. We also assign $\mathcal{P}_{m-1}$ to the set of distributions of resources required in $m$ targets. In order to represent transportation, we introduce a set $\mathcal{P}_{nm-1}$ defined by

$$\mathcal{P}_{nm-1} := \left\{ P = (P_{ij}) \in \mathbb{R}^{n \times m} \left| \sum_{i,j} P_{ij} = 1, \; P_{ij} > 0, 1 \leq i \leq n, 1 \leq j \leq m \right. \right\}.$$

Each entry $P_{ij}$ means a quantity transported from the source $i$ to the target $j$, and hence, each $P \in \mathcal{P}_{nm-1}$ is called a transport plan. Given $p \in \mathcal{P}_{n-1}, q \in \mathcal{P}_{m-1}$, each element of the subset

$$\Pi(p, q) := \left\{ P \in \mathcal{P}_{nm-1} \left| \sum_{j=1}^{m} P_{ij} = p_i, \; \sum_{i=1}^{n} P_{ij} = q_j \right. \right\}$$
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is called a transport plan from \( p \) to \( q \) or a coupling of \( p \) and \( q \). Let \( C = (C_{ij}) \) be a given matrix whose entry \( C_{ij} \) means a transport cost from \( i \) to \( j \). Then, the \textit{optimal transport problem} is presented as the minimization problem:

\[
W(p, q) := \inf_{P \in \Pi(p,q)} \langle P, C \rangle = \inf_{P \in \Pi(p,q)} \sum_{i,j} P_{ij} C_{ij},
\]

where the target function \( \langle P, C \rangle \) is the total cost of the transport plan \( P \). When \( m = n \) and \( C \) is a distance matrix, the minimum \( W(p, q) \) defines a distance on \( \mathcal{P}_{n-1} \) that is often referred to as the \textit{Wasserstein distance}.

The optimal transport problem \( (1) \) can be solved by the linear programming; however, it costs \( O(\max\{n, m\}^3) \) time. Cuturi proposed an alternative minimization problem by changing the target function to a convex one, which is usually referred to as the \textit{entropic regularization} \( \lambda \). He introduced the problem:

\[
W_\lambda(p, q) := \inf_{P \in \Pi(p,q)} (C, P) - \lambda \mathcal{H}(P), \quad \lambda > 0,
\]

\[
\mathcal{H}(P) := -\sum_{ij} P_{ij} \log P_{ij}.
\]

Here, the function \( \mathcal{H} \) is known as the Shannon entropy and is smooth and concave with respect to the ordinary affine structure of \( \mathcal{P}_{nm-1} \). While the quantity \( W_\lambda(p, q) \), in contrast with \( W(p, q) \), does not define a distance on \( \mathcal{P}_{n-1} \), \( W_\lambda(p, q) \) gives an approximation of the Wasserstein distance in the sense that \( W_\lambda(p, q) \) converges to \( W(p, q) \) as \( \lambda \) tends to 0 \( \cite{8} \). Cuturi showed that \( W_\lambda(p, q) \) is obtained by the \textit{Sinkhorn algorithm}, which costs \( O(\max\{n, m\}^2) \) time \( \cite{6} \). When \( m \) or \( n \) is large, one can thus compute \( W_\lambda(p, q) \) much faster than \( W(p, q) \).

Cuturi’s entropic regularization has a wide range of applications. Frogner \textit{et al.} \cite{12} used \( W_\lambda \) as a loss function for a supervised learning. Courty \textit{et al.} \cite{12} applied it to the unsupervised domain adaptation, which is a type of classification. In the field of image processing, as another application, a method for interpolating several patterns in the metric space \( (\mathcal{P}_{n-1}, W) \) has been devised. It is mathematically given as a solution of the minimization problem:

\[
\text{Minimize } \sum_{k=1}^N r_k W(p^k, q) \text{ under } q \in \mathcal{P}_{n-1},
\]

where \( p^1, \ldots, p^N \in \mathcal{P}, r_1, \ldots, r_N > 0 \) with \( \sum_{k=1}^N r_k = 1 \), and is called the Wasserstein barycenter \( \text{opt} \). Also in this problem, by replacing \( W \) to \( W_\lambda \), an approximation of the barycenter can be computed by a high-speed algorithm \( \cite{4,3} \).

Amari \textit{et al.} \cite{11} pointed out that the set \( \mathcal{P}^{\text{opt}} \) of all optimal plans in Cuturi’s problem \( \cite{2} \) is an exponential family, and clarified that the entropic regularization is described in terms of the information geometry \( \cite{2} \). Their work illustrated that the Sinkhorn algorithm searches for a solution by successive applications of the \( e \)-projection to a pair \( m \)-autoparallel submanifolds. Due to the projection theorem in information geometry, the Kullback-Leibler divergence measured from the solution decreases monotonically. A similar geometric interpretation for the Wasserstein barycenter was given by Benamou \textit{et al.} \cite{3}.

Muzellec \textit{et al.} \cite{14} extended Amari-Cuturi’s framework to the optimal transport problem regularized by the Tsallis entropy. Essid and Solomon \cite{10} studied the transport problem with quadratic regularization on a graph, and established a Newton-type algorithm to solve that.

In this paper, we generalize Amari-Cuturi’s framework to the problem

\[
\varphi(p, q) := \inf_{P \in \Pi(p,q)} \langle P, C \rangle + \lambda f(P),
\]

(3)
where \( f : \mathcal{P}_{nm-1} \rightarrow \mathbb{R} \) is a smooth convex function and \( \lambda \) is a positive constant. Denoting by \( \Phi(P) \), the target function \( P \mapsto \langle P, C \rangle + \lambda f(P) \), this problem is rewritten as
\[
\varphi(p, q) = \inf_{P \in \Pi(p, q)} \Phi(P),
\]for a smooth convex function \( \Phi \) on \( \mathcal{P}_{nm-1} \). We further devise a procedure to find a solution of (4) and the relaxed barycenter problem:
\[
\text{Minimize } \sum_{k=1}^{N} r_k \varphi(p^k, q) \text{ under } q \in \mathcal{P}_{n-1}. 
\]When the domain of a dual problem has no restriction, it is proved that our procedure monotonically decreases the Bregman divergence [4] as measured from the optimal solution. We also address when the dual domain is unbounded from above, and we establish generalizations of the algorithms based on the non-smooth convex analysis. In numerical simulations, we show that the generalized algorithms works particularly well in the quadratic regularized optimal transport problem, which is the problem (3) with \( f(P) = \frac{1}{2} \|P\|_2^2 \).

This paper is organized as follows. Section 2 gives a brief review on Amari-Cuturi’s framework for the entropic regularization. In Section 3, we investigate the problems (4) and (5) from an information geometric point of view under the assumption that the dual domain has no restriction. In Section 4, relaxing the assumption, we study those problems when the dual domain is unbounded from the above. We also confirm that our algorithm works efficiently when \( f(P) = \frac{1}{2} \|P\|_2^2 \) in numerical simulations. Section 5 offers concluding remarks.

2 Entropic regularization of optimal transport problem

2.1 Cuturi’s entropic regularization

We herein outline the entropic regularization of the optimal transport problem by Cuturi. In his article [6], instead of the optimization problem (1), Cuturi considered the alternative problem (2). Under the natural affine structure of \( \mathcal{P}_{nm-1} \), the target function
\[
\Phi_\lambda(P) := \langle C, P \rangle - \lambda \mathcal{H}(P) 
\]in Cuturi’s problem (2) is strictly convex in contrast with that of the original problem (1) because of the Shannon entropy \( \mathcal{H} \). Since the function \( \Phi_\lambda(P) \) is strictly convex on a convex affine subspace \( \Pi(p, q) \), the problem (2) has a unique optimum \( P^*(p, q) \), which is called the optimal transport plan from \( p \) to \( q \), at least on the closure \( \Pi(p, q) \subset \mathbb{R}^{n \times m} \).

Cuturi showed that there exists a solution \( (\alpha, \beta) \in \mathbb{R}^{n+m} \) of a dual problem (3), which gives the optimum as
\[
P^*(p, q)_{ij} = \exp \left( \frac{1}{\lambda} (\alpha_i + \beta_j - C_{ij}) \right).
\]Due to the form (7) of the optimal plan, Cuturi proposed that one can compute \( P^*(p, q) \) at high speed by the Sinkhorn algorithm presented in Algorithm 1. Putting \( K_{ij} := \exp(-C_{ij}/\lambda), u_i = \exp(\alpha_i/\lambda), v_j = \exp(\beta_j/\lambda) \), it is also denoted as
\[
P^*(p, q)_{ij} = u_i K_{ij} v_j.
\]By the Sinkhorn algorithm, we obtain the sequence \( P^{(t)} \in \mathcal{P}_{nm-1} \) defined by
\[
P_{ij}^{(t)} := u_i^{(t)} K_{ij} v_j^{(t)},
\]
where \( u^{(t)}, v^{(t)} \) are vectors obtained in Algorithm 1. It is known that \( \{P^{(t)}\} \) converges to \( P^* (p,q) \) as \( t \) tends to infinity [15, Section 4]. This algorithm requires \( O(\max\{n,m\}^4) \) time for each iteration of the \texttt{while} loop, while the linear programming costs \( O(\max\{n,m\}^3) \) time.

\[
\text{Algorithm 1 Sinkhorn algorithm}
\]

\[
p \in \mathcal{P}_{n-1}, q \in \mathcal{P}_{m-1}, K = (K_{ij}) \in \mathbb{R}^{n \times m}, \lambda > 0: \text{given}
\]

\[
u^{(0)} \in \mathbb{R}^n, v^{(0)} \in \mathbb{R}^m: \text{initial values}
\]

\[
\text{while until converge do}
\]

\[
\text{for } i = 1 \text{ to } n \text{ do}
\]

\[
u_i^{(t+1)} \leftarrow p_i / \left( \sum_{j=1}^{m} K_{ij} v_j^{(t)} \right)
\]

\[
\text{end for}
\]

\[
\text{for } j = 1 \text{ to } m \text{ do}
\]

\[
v_j^{(t+1)} \leftarrow q_j / \left( \sum_{i=1}^{n} u_i^{(t+1)} K_{ij} \right)
\]

\[
\text{end for}
\]

\[
t \leftarrow t + 1
\]

\[
\text{end while}
\]

### 2.2 Information geometric perspective of entropic regularization

Amari et al. [1] focused on the set of optimal transport plans

\[
\mathcal{P}^{\text{opt}} := \{ P^* (p,q) \in \mathcal{P}_{nm-1} \mid p \in \mathcal{P}_{n-1}, q \in \mathcal{P}_{m-1} \}
\]

which is an exponential family with canonical parameters \((\alpha, \beta)\) as seen in Eq. (7). In terms of the information geometry [2], on the probability simplex \( \mathcal{P}_{nm-1} \) with the dually flat structure \((g_F, \nabla^{(m)}, \nabla^{(c)})\), \( \mathcal{P}^{\text{opt}} \) is a \( \nabla^{(c)} \)-autoparallel submanifold, where \( g_F \) is the Fisher metric, and \( \nabla^{(m)}, \nabla^{(c)} \) are \( m, c \)-connections, respectively.

On the other hand, for each \( p \in \mathcal{P}_{n-1}, q \in \mathcal{P}_{m-1} \), submanifolds \( M_{p, c}, M_{c, q} \) defined by

\[
M_{p, c} := \left\{ P \in \mathcal{P}_{nm-1} \left| \sum_{j=1}^{m} P_{ij} = p_i \right\} \right. ,
\]

\[
M_{c, q} := \left\{ P \in \mathcal{P}_{nm-1} \left| \sum_{i=1}^{n} P_{ij} = q_j \right\} \right. 
\]

are \( \nabla^{(m)} \)-autoparallel. Moreover, they are orthogonal to \( \mathcal{P}^{\text{opt}} \) with respect to \( g_F \). This fact allows us interpret the Sinkhorn algorithm as an iterative geometric operations. More precisely, it is stated as the following.

**Proposition 2.1** (Amari et al. [1]). Let \( \{u^{(t)}\}_t, \{v^{(t)}\}_t \) be a sequence given by Algorithm 1, and \( P^{(t)}, Q^{(t)} \in \mathcal{P}_{nm-1} \) defined as

\[
P_{ij}^{(t)} := u_i^{(t)} K_{ij} v_j^{(t)} , \quad Q_{ij}^{(t)} := u_i^{(t+1)} K_{ij} v_j^{(t)}
\]

for each \( t \in \mathbb{N} \). Then, for each instant \( t \), \( Q^{(t)} \) attains the \( c \)-projection of \( P^{(t)} \) onto \( M_{p, c} \), and \( P^{(t+1)} \) attains that of \( Q^{(t)} \) onto \( M_{c, q} \).

The Kullback-Leibler divergence, the canonical divergence on \( (\mathcal{P}_{nm-1}, g_F, \nabla^{(m)}, \nabla^{(c)}) \), is given by

\[
KL [P \| Q] := \sum_{i,j} P_{ij} \log \frac{P_{ij}}{Q_{ij}} , \quad P, Q \in \mathcal{P}_{nm-1}.
\]
Due to the projection theorem [2, Theorem 3.9], the $\epsilon$-projection $Q^{(t)}$ of $P^{(t)}$ is given as

$$Q^{(t)} = \arg \min_{R \in \mathcal{M}_p} KL \left[ R \| P^{(t)} \right].$$

In other words, $Q^{(t)}$ is the nearest point to $P^{(t)}$ lying in $\mathcal{M}_p$, in sense of the Kullback-Leibler divergence. In addition, from the Pythagorean theorem [2, Theorem 3.8], it holds that

$$KL \left[ P^* (p, q) \| P^{(t)} \right] \leq KL \left[ P^* (p, q) \| Q^{(t)} \right] \leq KL \left[ P^* (p, q) \| Q^{(t)} \right],$$

and the equality holds if and only if $P^{(t)} = Q^{(t)}$. Combined with a similar argument for $P^{(t+1)}$, we obtain

$$KL \left[ P^* (p, q) \| P^{(t)} \right] \geq KL \left[ P^* (p, q) \| Q^{(t)} \right] \geq KL \left[ P^* (p, q) \| P^{(t+1)} \right],$$

and thus, the Kullback-Leibler divergence between $P^* (p, q)$ and $P^{(t)}$ decreases strictly monotonically during the Sinkhorn algorithm (Figure 1).
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**Figure 1**: A schematic diagram for the geometric interpretation of the Sinkhorn algorithm. The point $Q^{(t)}$ is the $\epsilon$-projection of $P^{(t)}$ onto $\mathcal{M}_p$, and $P^{(t+1)}$ is that of $Q^{(t)}$ onto $\mathcal{M}_{-q}$. All of $P^{(t)}$ and $Q^{(t)}$ belong to $\mathcal{P}_{opt}$ except for $P^{(0)}$. They converge to the optimal plan $P^* (p, q)$, which is located at the intersection of $\mathcal{P}_{opt}$ and $\Pi(p, q) = \mathcal{M}_p \cap \mathcal{M}_{-q}$ (presented by the red point).

### 2.3 Barycenter problem

The minimized quantity $W_\lambda(p, q)$ in the problem [2] is a strictly convex function on $(p, q) \in \mathcal{P}_{n-1} \times \mathcal{P}_{m-1}$ with respect to the standard affine structure. In fact, letting $p_t := (1 - t)p_0 + \ldots$
\( tp_1, qt := (1 - t)q_0 + t q_1 \), we have

\[
W_\lambda(p_1, q_t) = \inf_{P \in \Pi(p_1, q_t)} \Phi_\lambda(P) \\
\leq \Phi_\lambda((1 - t)P^*_0 + t P^*_1) \\
\leq (1 - t)\Phi_\lambda(P^*_0) + t \Phi_\lambda(P^*_1) \\
= (1 - t)W_\lambda(p_0, q_0) + tW_\lambda(p_1, q_1),
\]

where \( P^*_0, P^*_1 \) are optimal plans for \((p_0, q_0), (p_1, q_1)\) respectively. We used the convexity of \( \Phi_\lambda \) at the second inequality. The strict convexity of \( W_\lambda \) follows from that of \( \Phi_\lambda \).

As \( \lambda \) tends to 0, \( W_\lambda(p, q) \) goes to the minimal cost \( W(p, q) \) defined by (1). Assuming \( m = n \) and some conditions for the cost matrix \( C \), the quantity \( W(p, q) \) can be regarded as a metric on \( \mathcal{P}_{n-1} \), called the Wasserstein distance \cite{17}. Then, one can consider the problem to compute the Fréchet mean

\[
p^* := \arg \inf_{q \in \mathcal{P}_{n-1}} \sum_{k=1}^{N} r_k W(p^k, q), \tag{10}
\]

Benamou et al. showed that this problem can be solved by a Sinkhorn-like algorithm \cite{3}, which is presented in Algorithm 2. In order to devise the algorithm, they enlarged the domain of the problem to \((\mathcal{P}_{n^2-1})^N\) and considered the problem

\[
\text{Minimize } \sum_{k=1}^{N} r_k \Phi_\lambda(p^k) \text{ under } (P^1, \ldots, P^N) \in \mathcal{M}_1 \cap \mathcal{M}_2,
\]

where

\[
\mathcal{M}_1 := \{ (P^1, \ldots, P^N) \in (\mathcal{P}_{n^2-1})^N \mid P^k \in M_{p^k}, \forall k \}, \quad \mathcal{M}_2 := \{ (P^1, \ldots, P^N) \in (\mathcal{P}_{n^2-1})^N \mid \exists q \in \mathcal{P}_{n-1} \text{ s.t. } P^k \in M_{q^k}, \forall k \}.
\]

This problem is, in fact, equivalent to the original one \cite{11}. Algorithm 2 is obtained by computing the \( \nabla^{(e)} \)-projection onto the pair of \( \nabla^{(m)} \)-autoparallel submanifolds \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) of \((\mathcal{P}_{n^2-1})^N\), iteratively. Each iteration of the \textbf{while} loop costs \( O(Nn^2) \) time.

3 Geometric perspective of the problems and generalization of algorithms

In this section, for given \( p \in \mathcal{P}_{n-1} \) and \( q \in \mathcal{P}_{m-1} \), we consider the minimization problem

\[
\text{Minimize } \Phi(P) \text{ under } P \in \Pi(p, q), \tag{12}
\]
Algorithm 2 Benamou et al.’s algorithm

\[ p^1, \ldots, p^N \in \mathcal{P}_{nm-1}, r_1, \ldots, r_N \in \mathbb{R}_+ \text{ with } \sum_k r_k = 1, K \in \mathbb{R}^{n \times m} : \text{ given } \]
\[(u^{(1,0)}, \ldots, u^{(N,0)}), (v^{(1,0)}, \ldots, v^{(N,0)}) \in \mathbb{R}^{n \times N} : \text{ initial values} \]

while until converge do
  for \( k = 1 \) to \( N \) do
    for \( i = 1 \) to \( n \) do
      \[ u^{(k,t+1)}_i \leftarrow \frac{p^k_i}{\left( \sum_{j=1}^n K_{ij} v^{(k,t)}_j \right)} \]
    end for
  end for
  for \( j = 1 \) to \( n \) do
    \[ \tilde{p}_j \leftarrow \prod_{k=1}^N \left( \frac{\sum_{i=1}^n u^{(k,t+1)}_i K_{ij}}{\sum_{i=1}^n u^{(k,t)}_i K_{ij}} \right)^{r_k} \]
  end for
  for \( k = 1 \) to \( N \) do
    for \( j = 1 \) to \( n \) do
      \[ v^{(k,t+1)}_j \leftarrow \frac{\tilde{p}_j}{\left( \sum_{i=1}^n u^{(k,t+1)}_i K_{ij} \right)} \]
    end for
  end for
  \[ t \leftarrow t + 1 \]
end while

where \( \Phi \) is a strictly convex smooth function on \( \mathcal{P}_{nm-1} \). We herein assume that \( \Phi \) can be extended to a strictly convex smooth function \( \tilde{\Phi} \) on an open neighborhood \( U \) of \( \mathcal{P}_{nm-1} \) in \( \mathbb{R}^{n \times m}_+ \).

This problem includes Cuturi’s regularized optimal transport problem as the case where \( \Phi = \Phi^\lambda \). We investigate the dually flat structure suitable for the problem \([12]\), and devise a procedure which generalize the Sinkhorn algorithm. We also address the generalized barycenter problem \([6]\).

3.1 Geometric perspective of the minimization problem

On \( \mathcal{P}_{nm-1} \), the Bregman divergence \( D \) associated to \( \Phi \) is given by

\[ D(P||Q) := \Phi(\eta(P)) - \Phi(\eta(Q)) - \left( \frac{\partial \Phi}{\partial \eta}(\eta(Q)), \eta(P) - \eta(Q) \right), \]

where \( \eta \) is an affine coordinate system on \( \mathcal{P}_{nm-1} \) compatible with the standard affine structure. The partial derivative \( \partial \Phi / \partial \eta \) defines the dual affine coordinate system \( \theta \), i.e.,

\[ \theta(P) := \frac{\partial \Phi}{\partial \eta}(\eta(P)), \quad \forall P \in \mathcal{P}_{nm-1}. \quad (13) \]

The divergence \( D \) induces a dually flat structure \((g, \nabla, \nabla^*)\) in the standard manner:

\[ g_P(X,Y) = -X_P Y_Q D(P||Q)|_{Q=P}, \]
\[ g_P(\nabla_X Y, Z) = -X_P Y_P Z_Q D(P||Q)|_{Q=P}, \]
\[ g_P(\nabla_X Z, Y) = -X_Q Y_P Z_P D(P||Q)|_{Q=P}, \]

for \( X,Y,Z \in \mathcal{V}(\mathcal{P}_{nm-1}) \) and \( P \in \mathcal{P}_{nm-1} \), where \( \mathcal{V}(\mathcal{P}_{nm-1}) \) denotes the set of vector fields on \( \mathcal{P}_{nm-1} \). Here, the notation \( X_P \) means that the vector field \( X \) acts to the function \( P \mapsto D(P||Q) \).
The connections $\nabla$ and $\nabla^*$ are flat, and $\eta$ and $\theta$ are their affine coordinate systems, respectively. Moreover, $\eta$ and $\theta$ are mutually dual with respect to $g$, that is, they satisfy the relation

$$g \left( \frac{\partial}{\partial \eta^i}, \frac{\partial}{\partial \theta^j} \right) = \delta^i_j,$$

(14)

where $\delta^i_j$ denotes the Kronecker delta.

In order to give a geometric presentation of the problem (12), we use the affine coordinate system $\eta$ defined by

$$\eta_{ij}(P) = P_{ij}, \quad 1 \leq i \leq n - 1, 1 \leq j \leq m - 1,$$

$$\eta_{im}(P) = \sum_{j=1}^m P_{ij}, \quad 1 \leq i \leq n - 1,$$

$$\eta_{nj}(P) = \sum_{i=1}^n P_{ij}, \quad 1 \leq j \leq m - 1.$$  

(15)

Under this coordinate system, the subset $\Pi(p, q)$ is presented as

$$\Pi(p, q) = M_p \cap M_q$$

by using $\nabla$-autoparallel submanifolds defined by

$$M_p := \{ P \in \mathcal{P}_{nm-1} \mid \eta_{im}(P) = p_i, \ 1 \leq i \leq n - 1 \},$$

$$M_q := \{ P \in \mathcal{P}_{nm-1} \mid \eta_{nj}(P) = q_j, \ 1 \leq j \leq m - 1 \}.$$  

In particular, $\Pi(p, q)$ itself is also a $\nabla$-autoparallel submanifold. Then, the problem (12), if its solution lies in $\mathcal{P}_{nm-1}$, is reduced to

$$\left\{ \begin{array}{l}
\frac{\partial \Phi}{\partial \eta_{ij}}(\eta) = 0, \quad 1 \leq i \leq n - 1, 1 \leq j \leq m - 1 \\
\eta_{im} = p_i, \ \eta_{nj} = q_j, \quad 1 \leq i \leq n, 1 \leq j \leq m \end{array} \right.$$  

(16)

From the relation (13) and the inverse relation

$$\left\{ \begin{array}{l}
P_{ij} = \eta_{ij}, \quad 1 \leq i \leq n - 1, 1 \leq j \leq m - 1, \\
P_{im} = \eta_{im} - \sum_{j=1}^{m-1} \eta_{ij}, \quad 1 \leq i \leq n - 1, \\
P_{nj} = \eta_{nj} - \sum_{i=1}^{n-1} \eta_{ij}, \quad 1 \leq j \leq m - 1, \\
P_{nm} = 1 - \sum_{i=1}^{n-1} \eta_{im} - \sum_{j=1}^{m-1} \eta_{nj} + \sum_{i=1}^{n-1} \sum_{j=1}^{m-1} \eta_{ij}, \end{array} \right.$$  

one can check that the dual affine coordinate system $\theta$ is given by

$$\theta^{ij} = S^{ij}(P) - S^{im}(P) - S^{nj}(P) + S^{nm}(P),$$

$$1 \leq i \leq n - 1, 1 \leq j \leq m - 1,$$

$$\theta^{im} = S^{im}(P) - S^{nm}(P), \quad 1 \leq i \leq n - 1,$$

$$\theta^{nj} = S^{nj}(P) - S^{nm}(P), \quad 1 \leq j \leq m - 1.$$  

(17)

Here, we denote by $S^{ij} := \partial \Phi / \partial A_{ij}$ for $1 \leq i \leq n, 1 \leq j \leq m$, where $\Phi$ is an extension of $\Phi$ to $U \subset \mathbb{R}^{n \times m}_{++}$ and $A = (A_{ij})$ indicates an element of $\mathbb{R}^{n \times m}_{++}$. Thus, the critical condition

$$\theta^{ij} = \frac{\partial \Phi}{\partial \eta_{ij}} = 0$$
in (16) is rewritten as
\[ S^{ij}(P) - S^{im}(P) = S^{mj}(P) - S^{m^i}(P), \]
which implies that \( S^{ij}(P) - S^{im}(P) \) does not depend on \( i \). By rearranging some terms, one can also check that \( S^{ij}(P) - S^{mj}(P) \) is independent of \( j \). As a consequence, there exist \( \alpha \in \mathbb{R}^n \) and \( \beta \in \mathbb{R}^m \) satisfying
\[ S^{ij}(P) = \alpha^i + \beta^j, \quad 1 \leq i \leq n, 1 \leq j \leq m. \] (18)
From (17), we obtain
\[ \theta^m(P) = \alpha^i - \alpha^n, \quad 1 \leq i \leq n - 1, \]
\[ \theta^n(P) = \beta^j - \beta^m, \quad 1 \leq j \leq m - 1, \]
and thus, the quantities \( \theta^m \) and \( \theta^n \) are equivalent variables to \( \alpha^i \) and \( \beta^j \), up to additive constants \( \alpha^n, \beta^m \).

Let us consider a \( \nabla^* \)-autoparallel submanifold defined by
\[ \mathcal{P}^{opt} := \{ \theta^j = 0, \quad 1 \leq i \leq n - 1, 1 \leq j \leq m - 1 \}. \]
Each element \( P \in \mathcal{P}^{opt} \) lies in \( \Pi(p,q) \) for some \( p \in \mathcal{P}_{n-1}, q \in \mathcal{P}_{m-1} \), and then, \( P \) is the solution of the problem [12] for those \( p, q \). Therefore, \( \mathcal{P}^{opt} \) is the set of optimal solutions for some source and target distributions. From the duality [14] of the coordinate systems \( \eta \) and \( \theta \), \( \mathcal{P}^{opt} \) is orthogonal to \( \Pi(p,q) \) with respect to \( g \). Now, the problem [12] is interpreted as the problem of finding the intersection point between the \( \nabla^* \)-autoparallel submanifold \( \mathcal{P}^{opt} \) and the \( \nabla \)-autoparallel submanifold \( \Pi(p,q) \), which are mutually orthogonal.

To describe such a type of problem, the concept of a mixed coordinate system is useful.

**Proposition 3.1** (Mixed coordinate system). Let \( (M,g,\nabla,\nabla^*) \) be an \( n \)-dimensional dually flat manifold, and \( \eta = (\eta_i) \) and \( \theta = (\theta^i) \) be affine coordinate systems of \( \nabla \) and \( \nabla^* \), respectively. Suppose that \( \eta \) and \( \theta \) are mutually dual. Then, for \( 1 \leq k \leq n \),
\[ \xi = (\theta^1,\ldots,\theta^k,\eta_{k+1},\ldots,\eta_n) \]
becomes a coordinate system on \( M \), which is called a mixed coordinate system.

We use the mixed coordinate system \( \xi = (\xi^{ij}) \) defined by
\[ \begin{cases} 
\xi^{ij}(P) = \theta^{ij}(P), & 1 \leq i \leq n - 1, 1 \leq j \leq m - 1, \\
\xi^{im}(P) = \eta^{im}(P), & 1 \leq i \leq n - 1, \\
\xi^{nj}(P) = \eta^{nj}(P), & 1 \leq j \leq m - 1. 
\end{cases} \]
Under this coordinate system, the equation (12) is presented by
\[ \xi^{ij}(P) = 0, \quad \xi^{im}(P) = p_i, \quad \xi^{nj}(P) = q_j, \quad 1 \leq i \leq n - 1, 1 \leq j \leq m - 1. \]
From the above discussion, the solution \( P^*(p,q) \) of (12) is, if it exists, given by
\[ S^{ij}(P^*(p,q)) = (\alpha^*)^i + (\beta^*)^j, \]
and \( \alpha^* \in \mathbb{R}^n \) and \( \beta^* \in \mathbb{R}^m \) are determined by the conditions
\[ \eta^{im}(P^*(p,q)) = p_i, \quad \eta^{nj}(P^*(p,q)) = q_j, \quad 1 \leq i \leq n, 1 \leq j \leq m, \]
due to Proposition 3.1.
3.2 A Generalization of the Sinkhorn algorithm

We herein assume that the convex function $\Phi$ has a smooth extension $\tilde{\Phi}$ onto $U = \mathbb{R}^{n \times m}$, and that $S : \mathbb{R}^{n \times m} \to \mathbb{R}^{n \times m}$ is surjective. For example, the function $\Phi_\lambda$ defined by (6) has the extension

$$\tilde{\Phi}_\lambda(A) := \langle A, C \rangle - \lambda \tilde{H}(A),$$

$$\tilde{H}(A) := -\sum_{i,j} A_{ij} \log A_{ij} + \left( \sum_{i,j} A_{ij} - 1 \right), \quad A \in \mathbb{R}^{n \times m},$$

which satisfies the assumption. These assumption are slightly too strong for introducing an information geometric structure; however, those assumptions are necessary for a straightforward generalization of the entropic regularization, including algorithms which solve it numerically.

Before we discuss the generalization of the Sinkhorn algorithm, let us introduce a dual problem of the problem (12). The next lemma is a relaxed version of the Kantorovich duality [17], which is a well-known theorem in the optimal transport theory. A proof of the lemma is located in Appendix.

**Lemma 3.2.** Let $\tilde{\Phi} : \mathbb{R}^{n \times m} \to \mathbb{R}$ be a convex function. For $p \in \mathcal{P}_{n-1}$, $q \in \mathcal{P}_{m-1}$,

$$\inf_{P \in \Pi(p,q)} \tilde{\Phi}(P) = \sup_{\alpha \in \mathbb{R}^n, \beta \in \mathbb{R}^m} \{ \langle p, \alpha \rangle + \langle q, \beta \rangle - \tilde{\Phi}^*(\alpha \oplus \beta) \},$$

where $\tilde{\Phi}^* : \mathbb{R}^{n \times m} \to \mathbb{R} \cup \{ +\infty \}$ is the Legendre transform of $\tilde{\Phi}$ defined by

$$\tilde{\Phi}^*(u) := \sup_{A \in \mathbb{R}^{n \times m}} \{ \langle A, u \rangle - \tilde{\Phi}(A) \}, \quad u \in \mathbb{R}^{n \times m},$$

and $\alpha \oplus \beta \in \mathbb{R}^{n \times m}$ is defined by $(\alpha \oplus \beta)^{ij} := \alpha^i + \beta^j$.

In our setting, since $\tilde{\Phi}$ is an extension of $\Phi$, the left hand side in Lemma 3.2 is equal to that of (12). Let us note that the dual problem always has a solution, which is guaranteed by Lemma A.2 in Appendix. We also note that the assumption that the domain of $\tilde{\Phi}$ is $\mathbb{R}^{n \times m}$ is essential for obtaining this lemma. Using the above lemma, we obtain the following theorem, which guarantees that the primal solution $P^*(p,q)$ is located on the interior of the domain, namely,

$$\inf_{P \in \Pi(p,q)} \Phi(P) = \min_{P \in \Pi(p,q)} \Phi(P).$$

**Theorem 3.3.** Suppose that $\tilde{\Phi} : \mathbb{R}^{n \times m} \to \mathbb{R}$ is smooth and strictly convex and that $S : \mathbb{R}^{n \times m} \to \mathbb{R}^{n \times m}$ is surjective. There exists a unique solution $P^*(p,q) \in \Pi(p,q)$ of the minimization problem (12) for each $p \in \mathcal{P}_{n-1}, q \in \mathcal{P}_{m-1}$. Moreover, a pair of dual solutions $(\alpha^*, \beta^*) \in \mathbb{R}^n \times \mathbb{R}^m$ satisfies

$$S^{ij}(P^*(p,q)) = (\alpha^*)^i + (\beta^*)^j.$$

**Proof.** Since $\Phi$ is strictly convex and the closure $\overline{\Pi(p,q)}$ is compact,

$$P^*(p,q) := \arg \inf_{P \in \overline{\Pi(p,q)}} \Phi(P)$$

exists uniquely in $\overline{\Pi(p,q)}$. From the surjectivity of $S$, we can choose $A_* \in S^{-1}(\alpha^* \oplus \beta^*)$. We show that $P^*(p,q) = A_*$. 
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Due to Lemma 3.2, the primal and dual solutions $P^*(p, q), (\alpha^*, \beta^*)$ attain the equality
\[
\hat{\Phi}(P^*(p, q)) = \langle P^*, \alpha^* \oplus \beta^* \rangle - \tilde{\Phi}^*(\alpha^* \oplus \beta^*),
\]
where $\tilde{\Phi}(P^*(p, q)) := \lim_{A \to P^*(p, q)} \tilde{\Phi}(A)$. This implies that $\alpha^* \oplus \beta^* \in \mathbb{R}^{n \times m}$ is a subgradient of $\Phi$ at $P^*(p, q)$. On the other hand, by the choice of $A_*$, $\alpha^* \oplus \beta^*$ is also a subgradient of $\Phi$ at $A_*$. Hence, for any $t \in (0, 1)$, we have
\[
\hat{\Phi}(tP^*(p, q) + (1 - t)A_*) + \Phi(P^*(p, q)) = \langle tP^*(p, q) + (1 - t)A_*, \alpha^* \oplus \beta^* \rangle - \tilde{\Phi}^*(\alpha^* \oplus \beta^*)
\]
\[
+ (1 - t) \left( \langle A_*, \alpha^* \oplus \beta^* \rangle - \tilde{\Phi}^*(\alpha^* \oplus \beta^*) \right) - t\Phi(P^*(p, q)) + (1 - t)\Phi(A_*).
\]
From the strict convexity of $\Phi$, if $P^*(p, q) \neq A_*$, it holds that
\[
\hat{\Phi}(tP^*(p, q) + (1 - t)A_*) < t\Phi(P^*(p, q)) + (1 - t)\Phi(A_*),
\]
which leads to a contradiction. Hence, we obtain the former assertion
\[
P^*(p, q) = A_* \in P(p, q) \cap \mathbb{R}^{n \times m} = \Pi(p, q).
\]

The latter one follows from the smoothness of $\Phi$, since $\alpha^* \oplus \beta^*$ is a subgradient of $\Phi$ at $P^*(p, q)$. \qed

The Sinkhorn algorithm is generalized as the iterative procedure consisting of

(S-I) the $\nabla^*$-projection onto the $\nabla$-autoparallel submanifold $M_p$, and

(S-II) the $\nabla^*$-projection onto the $\nabla$-autoparallel submanifold $M_q$.

Due to the pythagorean theorem, the Bregman divergence from the solution $P^*(p, q)$ will decrease monotonically for each iteration.

In terms of dual affine coordinate systems, this procedure is written as follows. Suppose that $P(t)$ is given. Then, using the mixed coordinate system $(\eta_{im}, \theta^i, \theta^j)$, the first projection $Q(t)$ is designated by the coordinate
\[
\eta_{im}(Q(t)) = p_i, \quad 1 \leq i \leq n - 1, \\
\theta^{ij}(Q(t)) = \theta^{ij}(P(t)), \quad 1 \leq i \leq n - 1, 1 \leq j \leq m - 1.
\]

For $\alpha \in \mathbb{R}^n, \beta \in \mathbb{R}^m$, let $A(\alpha, \beta)$ denote an element of $\mathbb{R}^{n \times m}$ satisfying
\[
S^{ij}(A(\alpha, \beta)) = \alpha^i + \beta^j, \quad 1 \leq i \leq n, 1 \leq j \leq m.
\]

Then, letting $P(t) = A(\alpha(t), \beta(t))$, the projection is given by
\[
Q(t) = A(\alpha(t+1), \beta(t)),
\]
where $\alpha^{(t+1)}$ is determined by the equation
\[ \eta_{im}(A(\alpha^{(t+1)}, \beta^{(t)})) = p_i, \quad 1 \leq i \leq n - 1. \] (S-I')

Let us remark that the second equation $\theta^{ij} = 0$ in (20) is automatically satisfied because of the equation (21), and that the third equation $\theta^{ij}(Q^{(t)}) = \theta^{ij}(P^{(t)})$ means that $\beta^{(t)}$ is fixed. Similarly, the second projection $P^{(t+1)} = A(\alpha^{(t+1)}, \beta^{(t+1)})$ is obtained by solving the equation
\[ \eta_{nj}(A(\alpha^{(t+1)}, \beta^{(t+1)})) = q_j, \quad 1 \leq j \leq m - 1. \] (S-II')

Example 3.4 (Sinkhorn algorithm (Algorithm [1])). The partial derivative of the function defined by (10) is
\[ S^{ij}(A) = C^{ij} + \lambda \log A_{ij}, \quad A \in \mathbb{R}^{n \times m}. \]

Due to Theorem 3.3 we obtain that
\[ P^*(p, q)_{ij} = \exp \left( \frac{1}{\lambda} (\alpha_i + \beta_j - C^{ij}) \right) = A(\alpha, \beta) \]
\[ = u_iK_{ij}v_j, \]
for some $\alpha \in \mathbb{R}^n, \beta \in \mathbb{R}^m$, where we put $u_i = \exp(\alpha_i / \lambda), v_j = \exp(\beta_j / \lambda)$, and $K_{ij} := \exp(-C^{ij} / \lambda)$.

Then, given $P^{(t)} = (u^{(t)})^T K v^{(t)}$, the equation (S-I') is reduced to
\[ u_i^{(t+1)} \left( \sum_j K_{ij} v_j^{(t)} \right) = p_i, \quad 1 \leq i \leq n, \]
and it is solved to
\[ u_i^{(t+1)} = p_i / (K v^{(t)})_i. \]
This shows that our algorithm actually give a generalization of the Sinkhorn algorithm.

3.3 Geometric perspective for the generalized barycenter problem

We assume the surjectivity of $S : \mathbb{R}^{n \times m}_+ \to \mathbb{R}^{n \times m}$ also in this subsection. Then, a $\nabla$-affine coordinate system on the submanifold $\mathcal{P}^{opt}$ is given by $(\eta_{im}, \eta_{nj}) = (p_i, q_j)$, since $\mathcal{P}^{opt}$ is characterized by $\theta^{ij} = 0$. Let $\varphi$ be a function on $\mathcal{P}_{n-1} \times \mathcal{P}_{m-1}$ defined by
\[ \varphi(p, q) := \inf_{P \in \Pi(p, q)} \Phi(P). \]

Then, $\varphi$ is strictly convex because of the strict convexity of $\Phi$. The function $\varphi$ is a restriction of $\Phi$ onto $\mathcal{P}^{opt}$, and it is a potential function for the dually flat structure on $\mathcal{P}^{opt}$. In fact, since $\theta^{ij}(P^*(p, q)) = 0$,
\[
\frac{\partial \varphi}{\partial p_k}(p, q) = \sum_{i=1}^{n-1} \sum_{j=1}^{m-1} \frac{\partial \Phi}{\partial \eta_{ij}}(P^*(p, q)) \frac{\partial P^*_{ij}(p, q)}{\partial p_k} \\
+ \sum_{i=1}^{n-1} \frac{\partial \Phi}{\partial \eta_{im}}(P^*(p, q)) \frac{\partial p_i}{\partial p_k} + \sum_{j=1}^{m-1} \frac{\partial \Phi}{\partial \eta_{nj}}(P^*(p, q)) \frac{\partial q_j}{\partial p_k} \\
= \sum_{i,j} \theta^{ij}(P^*(p, q)) \frac{\partial P^*_{ij}(p, q)}{\partial p_k} + \sum_i \theta^{im}(P^*(p, q)) \delta^k_i \\
= \theta^{km}(P^*(p, q)). \quad (22)
\]
Similarly, another relation $\partial \varphi / \partial q_l = \theta^{nl}$ follows.

We herein assume that $m = n$, and consider the barycenter problem [5]. If the solution lies in the interior of the domain, this problem is interpreted as solving the critical condition

$$\frac{\partial}{\partial q_j} \left( \sum_{k=1}^{N} r_k \varphi(p^k, q) \right) = 0, \quad 1 \leq j \leq n,$$

due to the convexity of $\varphi$. Because of the relation (22), we can further interpret the problem as the system of equations on $(P^1, \ldots, P^N) \in (\mathcal{P}_{n^2-1})^N$:

$$\begin{cases}
\eta_{ln}(P^k) = p^k_l, \\
\eta_{nj}(P^1) = \cdots = \eta_{nj}(P^N) (= q_j), \\
\sum_{k=1}^{N} r_k \theta^{nj}(P^k) = 0, \\
\theta^{nj}(P^k) = 0, \\
\end{cases} \quad 1 \leq i, j \leq n - 1, 1 \leq k \leq N. \quad (23)$$

In order to illustrate the geometric view of the barycenter problem, we consider the dually flat structure $(\hat{g}, \hat{\nabla}, \hat{\nabla}^*)$ on $(\mathcal{P}_{n^2-1})^N$ induced by the convex function

$$\hat{\Phi}(P^1, \ldots, P^N) := \sum_{k=1}^{N} r_k \Phi(P^k).$$

We choose a $\hat{\nabla}$-affine coordinate system given by

$$\begin{cases}
H^k_{ij}(P^1, \ldots, P^N) = \eta_{ij}(P^k), \quad 1 \leq k \leq N, \\
H^k_{in}(P^1, \ldots, P^N) = \eta_{in}(P^k), \quad 1 \leq k \leq N, \\
H^k_{nj}(P^1, \ldots, P^N) = \eta_{nj}(P^k) - \eta_{nj}(P^{k+1}), \quad 1 \leq k \leq N - 1, \\
H^N_{nj}(P^1, \ldots, P^N) = \sum_{k=1}^{N} \eta_{nj}(P^k), \\
\end{cases} \quad (24)$$

for $1 \leq i, j \leq n - 1$, where $\eta_{ij}, \eta_{in}, \eta_{nj}$ are defined in (15). Then, the dual affine coordinate $\Theta$ is, from the general relation $\Theta = \partial \hat{\Phi} / \partial H$, given by

$$\begin{cases}
\Theta_{ij}^k = r_k \theta^{ij}(P^k), \quad 1 \leq k \leq N, \\
\Theta_{in}^k = r_k \theta^{in}(P^k), \quad 1 \leq k \leq N, \\
\Theta_{nj}^k(P) = r_k \theta^{nj}(P^k) - r_{k+1} \theta^{nj}(P^{k+1}), \quad 1 \leq k \leq N - 1, \\
\Theta_{nj}^N(P) = \sum_{k=1}^{N} r_k \theta^{nj}(P^k). \\
\end{cases} \quad (25)$$

We treat another minimization problem

**Minimize** $\hat{\Phi}(P^1, \ldots, P^N)$ under $(P^1, \ldots, P^N) \in \mathcal{M}_1 \cap \mathcal{M}_2$, \quad (26)

and show that this problem is equivalent to [5]. Here, $\mathcal{M}_1$ and $\mathcal{M}_2$ are $\hat{\nabla}$-autoparallel submanifolds of $(\mathcal{P}_{n^2-1})^N$ defined by

$$\begin{align*}
\mathcal{M}_1 &:= \left\{ (P^1, \ldots, P^N) \in (\mathcal{P}_{n^2-1})^N \mid H^k_{in}(P^1, \ldots, P^N) = p^k_i, \quad 1 \leq i \leq n - 1, 1 \leq k \leq N \right\}, \\
\mathcal{M}_2 &:= \left\{ (P^1, \ldots, P^N) \in (\mathcal{P}_{n^2-1})^N \mid H^j_{nj}(P^1, \ldots, P^N) = 0, \quad 1 \leq j \leq n - 1, 1 \leq k \leq N - 1 \right\}.
\end{align*}$$
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Making use of the dual coordinate system defined in (24) and (25), the critical condition (23) is interpreted as

\[
\begin{align*}
H^k_{in}(P^1, \ldots, P^N) &= p^k_i, \quad 1 \leq k \leq N, \\
H^k_{nj}(P^1, \ldots, P^N) &= 0, \quad 1 \leq k \leq N-1, \\
\Theta^{ij}_n(P^1, \ldots, P^N) &= 0, \\
\Theta^{ij}_k(P^1, \ldots, P^N) &= 0, \quad 1 \leq i,j \leq n-1,
\end{align*}
\]

which is no other than the critical condition

\[
(P^1, \ldots, P^N) \in M_1 \cap M_2, \quad \frac{\partial \Phi}{\partial H^k_{nj}} = 0, \quad \frac{\partial \Phi}{\partial H^k_{ij}} = 0
\]

of the problem (26). In this mean, the problem (26) is another form of (5). Hence, via the problem (26), the barycenter problem (5) is interpreted as the problem finding the intersection point between \(\nabla^*\)-autoparallel submanifold \(M_1 \cap M_2\) and \(\nabla^*\)-autoparallel submanifold

\[
\{ \Theta^{ij}_n = 0, \Theta^{ij}_k = 0, 1 \leq i,j \leq n-1, 1 \leq k \leq N \}.
\]

3.4 Generalized algorithm for computing barycenter

Analogously to the Sinkhorn algorithm, the critical condition (27) can be solved by an iterative procedure, which is implemented as

(B-I) the \(\nabla^*\)-projection \(Q(t)\) of \(P(t)\) onto the \(\nabla\)-autoparallel submanifold \(M_1\), and

(B-II) the \(\nabla^*\)-projection \(P(t+1)\) of \(Q(t)\) onto the \(\nabla^*\)-autoparallel submanifold \(M_2\).

In fact, due to the pythagorean theorem, the Bregman divergence on \((P^1_{n^2-1}, \ldots, P^N_{n^2})\) associated to \(\Phi\) monotonically decreases with the procedure.

Suppose that \(P(t) = (P^{(1,t)}, \ldots, P^{(N,t)})\) satisfies

\[
\Theta^{ij}_k(P(t)) = 0, \quad \Theta^{ij}_n(P(t)) = 0, \quad 1 \leq i,j \leq n-1, 1 \leq k \leq N.
\]

Then, the \(\nabla^*\)-projection \(Q(t)\) of \(P(t)\) onto \(M_1\) is presented by a mixed coordinate system of (24) and (25) as

\[
H^k_{in}(Q(t)) = p^k_i, \quad \Theta^{ij}_k(Q(t)) = 0(= \Theta^{ij}_k(P(t))), \quad \Theta^{ij}_n(Q(t)) = \Theta^{ij}_n(P(t)), \quad 1 \leq i,j \leq n-1, 1 \leq k \leq N.
\]

On the other hand, the second projection (B-II) onto \(M_2\) is given by

\[
H^k_{nj}(P(t+1)) = 0, \quad 1 \leq k \leq N-1, \\
\Theta^{ij}_n(P(t+1)) = 0(= \Theta^{ij}_n(Q(t))), \quad \Theta^{ij}_k(P(t+1)) = \Theta^{ij}_k(Q(t)), \quad 1 \leq k \leq N, \\
\Theta^{ij}_n(Q(t)) = 0(= \Theta^{ij}_n(Q(t))),
\]

where \(1 \leq i,j \leq n-1\).

In terms of \(\eta\) and \(\theta\) given in (15) and (17), these results are represented as follows:
• finding \( Q^{(t)} = (Q^{(1;t)}, \ldots, Q^{(N;t)}) \) solving
  \[
  \eta_{ij}(Q^{(k;t)}) = p_i^k, \quad \theta^{ij}(Q^{(k;t)}) = 0, \quad \theta^{\alpha j}(Q^{(k;t)}) = \theta^\alpha_j(P^{(k;t)}), \tag{B-I}''
  \]
  for \( 1 \leq i, j \leq n - 1, 1 \leq k \leq N \), and

• finding \( P^{(t+1)} = (P^{(1;t+1)}, \ldots, P^{(N;t+1)}) \) solving
  \[
  \eta_{\alpha j}(P^{(1;t+1)}) = \cdots = \eta_{\alpha j}(P^{(N;t+1)}), \quad \sum_{i=1}^N r_i \theta^{\alpha j}(P^{(i;t+1)}) = 0, \tag{B-II}'''
  \]
  \[
  \theta^{ij}(P^{(k;t+1)}) = 0, \quad \theta^\alpha_i(P^{(k;t+1)}) = \theta^\alpha_i(Q^{(k;t)}),
  \]
  for \( 1 \leq i, j \leq n - 1, 1 \leq k \leq N \).

By using the representation \( [21] \), we can further reduce each procedure. Letting

\[
P^{(k;t)} = A \left( \alpha^{(k;t)}, \beta^{(k;t)} \right),
\]

the algorithm is written as

• finding \( (\alpha^{(1;t+1)}, \ldots, \alpha^{(N;t+1)}) \) solving
  \[
  \eta_{\alpha j} \left( A \left( \alpha^{(k;t+1)}, \beta^{(k;t)} \right) \right) = p_i^k, \tag{B-I}''''
  \]
  for \( 1 \leq i \leq n - 1, 1 \leq k \leq N \), and

• finding \( (\beta^{(1;t+1)}, \ldots, \beta^{(N;t+1)}) \) solving
  \[
  \eta_{\beta j} \left( A \left( \alpha^{(1;t+1)}, \beta^{(1;t+1)} \right) \right) = \cdots = \eta_{\beta j} \left( A \left( \alpha^{(N;t+1)}, \beta^{(N;t+1)} \right) \right), \tag{B-II}''''
  \]
  \[
  \sum_{k=1}^N r_k \left( \beta^{(k;t+1)} \right)^j = 0,
  \]
  for \( 1 \leq j \leq n - 1, 1 \leq k \leq N \).

When the system of \( N \) equations \( (B-II)''' \) is hard to solve, one can avoid that difficulty by splitting the projection onto \( M_2 \). Let us consider the \( \hat{\nabla}^* \)-projection onto

\[
M_{2,k} := \left\{ (P^1, \ldots, P^N) \in (P_{n-1})^N \mid H_{\alpha j}^k(P^1, \ldots, P^N) = 0, 1 \leq j \leq n - 1 \right\},
\]

for \( 1 \leq k \leq N - 1 \). Since

\[
M_2 = \bigcap_{k=1}^{N-1} M_{2,k},
\]
due to the pythagorean theorem, a series of iterative \( \hat{\nabla}^* \)-projections onto the \( \hat{\nabla} \)-autoparallel submanifolds \( M_{2,k} \) decreases monotonically the divergence from \( M_2 \). Hence, instead of computing \( (B-II)''' \) directly, we can utilize alternative procedure by solving

\[
\eta_{\beta j} \left( A \left( \alpha^{(k+1;t+1)}, \beta^{(k+1;t+1)} \right) \right) = \eta_{\beta j} \left( A \left( \alpha^{(k+1;t+1)}, \beta^{(k+1;t+1)} \right) \right),
\]

\[
r_k \left( \beta^{(k;t+1)} \right)^j + r_{k+1} \left( \beta^{(k+1;t+1)} \right)^j = - \sum_{l \neq k, k+1} r_l \left( \beta^{(l;t+1)} \right)^j,
\]

with fixing \( (\alpha^{(1;t+1)}, \ldots, \alpha^{(N;t+1)}) \) and \( (\beta^{(1;t+1)}, \ldots, \beta^{(k-1;t+1)}, \beta^{(k+2;t+1)}, \ldots, \beta^{(N;t+1)}) \).
3.5 Another geometric perspective with 1-homogeneous extension

Let us introduce another generalization of Amari-Cuturi’s framework, using 1-homogeneous extension of the convex function $\Phi$ on $\mathcal{P}_{nm-1}$, which works well to solve the Tsallis entropic regularized optimal transport problem. Fix $\tilde{q} > 0$ with $\tilde{q} \neq 1$ and $\lambda > 0$. We consider the problem

$$\text{Minimize } \Phi(P) = \langle C, P \rangle - \lambda T_{\tilde{q}}(P) \text{ under } P \in \Pi(p, q),$$

where $T_{\tilde{q}}$ denotes the $\tilde{q}$-Tsallis entropy, which is given by

$$T_{\tilde{q}}(P) = \frac{1}{\tilde{q} - 1} \left( 1 - \sum_{i,j} P_{ij}^{\tilde{q}} \right).$$

This problem is originally considered in [14].

With the simple extension $A \mapsto \sum_{i,j} (\tilde{q} - 1)^{-1} (1 - A_{ij}^{\tilde{q}})$ of the Tsallis entropy, the range of

$$S^{ij}(A) = \frac{\partial \tilde{\Phi}}{\partial A_{ij}} = C^{ij} + \frac{\lambda \tilde{q}}{\tilde{q} - 1} A_{ij}^{\tilde{q} - 1}$$

becomes the subset

$$\{ u \in \mathbb{R}^{n \times m} \mid u_{ij} > C^{ij} \},$$

which violates the assumption that $S$ is surjective. We herein consider the extension of $T_{\tilde{q}}$ defined by

$$\tilde{T}_{\tilde{q}}(A) = \frac{1}{\tilde{q} - 1} \sum_{i,j} \left( A_{ij} - \left( \sum_{k,l} A_{kl} \right) \frac{1 - \tilde{q}}{\tilde{q} - 1} A_{ij}^{\tilde{q} - 1} \right), \quad A \in \mathbb{R}^{n \times m}.$$

which is 1-homogeneous, that is, $\tilde{T}_{\tilde{q}}(tP) = t \tilde{T}_{\tilde{q}}(P)$ for any $t > 0$ and $P \in \mathcal{P}_{nm-1}$. Then, the associated mapping $S : \mathbb{R}^{n \times m}_{++} \to \mathbb{R}^{n \times m}$ is given by

$$S^{ij}(tP) = S^{ij}(P) = C^{ij} + \frac{\lambda}{\tilde{q} - 1} \left( \tilde{q} P_{ij}^{\tilde{q} - 1} + (1 - \tilde{q}) \sum_{k,l} P_{kl}^{\tilde{q}} - 1 \right), \quad (28)$$

for $t > 0, P \in \mathcal{P}_{nm-1}$.

In general, a 1-homogeneous convex function induces a dually flat structure, which is called Dawid’s decision geometry [9]. For a 1-homogeneous $\Phi$, its derivative $S : \mathbb{R}^{n \times m}_{++} \to \mathbb{R}^{n \times m}$ induces a mapping from $\mathcal{P}_{nm-1}$ to $\mathbb{R}^{n \times m} / \langle 1_{nm} \rangle$. Here, $\mathbb{R}^{n \times m} / \langle 1_{nm} \rangle$ denotes a quotient vector space divided by

$$u \sim v \iff u - v = c 1_{nm} \text{ for some } c \in \mathbb{R},$$

where $1_{nm}$ denotes the matrix whose entries are all 1. Instead of Theorem 3.3 in this case, one can utilize the next theorem, whose proof is located in Appendix.

**Theorem 3.5.** Suppose that $\tilde{\Phi} : \mathbb{R}^{n \times m}_{++} \to \mathbb{R}$ is 1-homogeneous and is strictly convex on $\mathcal{P}_{nm-1}$, and that its derivative $S : \mathbb{R}^{n \times m}_{++} \to \mathbb{R}^{n \times m}$ induces a bijection between $\mathcal{P}_{nm-1} \cong \mathbb{R}^{n \times m} / \langle 1_{nm} \rangle$.

Then, there exists a unique solution $P^*(p, q) \in \Pi(p, q)$ of the minimization problem (4) for each $p \in \mathcal{P}_{n-1}, q \in \mathcal{P}_{m-1}$. Moreover, there exists a pair $(\alpha^*, \beta^*) \in \mathbb{R}^n \times \mathbb{R}^m$ satisfying

$$S(P^*(p, q))^{ij} = (\alpha^*)^i + (\beta^*)^j.$$
Applying Theorem 3.5 to the mapping (28), there are \( \alpha \in \mathbb{R}^n, \beta \in \mathbb{R}^m \) satisfying

\[
C_{ij} + \lambda \left( \frac{\tilde{q}}{q-1} P^*(p, q)_{ij}^{\tilde{q}-1} - \kappa \right) = \alpha^i + \beta^j,
\]

\[
\kappa := \sum_{k,l} P^*(p, q)_{kl}^{\tilde{q}} + \frac{1}{q-1}.
\]

We can include \( \kappa \) in \((\alpha, \beta)\) by replacing \( \alpha^i \) with \( \alpha^i + \lambda \kappa \). Thus, the optimal plan has the form as

\[
P^*(p, q)_{ij} = \left( \frac{\tilde{q} - 1}{\lambda \tilde{q}} (\alpha^i + \beta^j - C_{ij}) \right)^{\frac{1}{\tilde{q}-1}}.
\]

The first projection (S-I) in the generalized Sinkhorn algorithm is interpreted in this case as solving

\[
\sum_{j=1}^{m} \left( \frac{\tilde{q} - 1}{\lambda \tilde{q}} (\alpha^i + \beta^j - C_{ij}) \right)^{\frac{1}{\tilde{q}-1}} = p_i, \quad 1 \leq i \leq n,
\]

for the variable \( \alpha \) with fixing \( \beta \). In practice, this can be solved by the Newton method, for example. The second projection (S-II) is similarly given by solving

\[
\sum_{i=1}^{n} \left( \frac{\tilde{q} - 1}{\lambda \tilde{q}} (\alpha^i + \beta^j - C_{ij}) \right)^{\frac{1}{\tilde{q}-1}} = q_j, \quad 1 \leq j \leq m,
\]

with fixing \( \alpha \).

For the barycenter problem, the procedure (B-I) is similarly given as the equation

\[
\sum_{j=1}^{m} \left( \frac{\tilde{q} - 1}{\lambda \tilde{q}} ((\alpha^1)^i + (\beta^1)^j - C_{ij}) \right)^{\frac{1}{\tilde{q}-1}} = p_i^k, \quad 1 \leq i \leq n, 1 \leq k \leq N,
\]

for \((\alpha^1, \ldots, \alpha^N)\). The procedure (B-II) is given by

\[
\begin{align*}
&\sum_{i=1}^{n} \left( \frac{\tilde{q} - 1}{\lambda \tilde{q}} ((\alpha^1)^i + (\beta^1)^j - C_{ij}) \right)^{\frac{1}{\tilde{q}-1}} = \cdots = \sum_{i=1}^{n} \left( \frac{\tilde{q} - 1}{\lambda \tilde{q}} ((\alpha^N)^i + (\beta^N)^j - C_{ij}) \right)^{\frac{1}{\tilde{q}-1}}, \\
&\sum_{k=1}^{N} r_k (\beta^k)^j = 0, \quad 1 \leq j \leq n.
\end{align*}
\]

However, this equation is hard to solve. As an alternative way, we can make use of the procedure (B-II)_k, which is the equation

\[
\begin{align*}
&\sum_{i=1}^{n} \left( \frac{\tilde{q} - 1}{\lambda \tilde{q}} ((\alpha^1)^i + (\beta^1)^j - C_{ij}) \right)^{\frac{1}{\tilde{q}-1}} = \sum_{i=1}^{n} \left( \frac{\tilde{q} - 1}{\lambda \tilde{q}} ((\alpha^{k+1})^i + (\beta^{k+1})^j - C_{ij}) \right)^{\frac{1}{\tilde{q}-1}}, \\
r_k (\beta^k)^j + r_{k+1} (\beta^{k+1})^j = - \sum_{1 \neq k, k+1} r_1 (\beta^1)^j, \quad 1 \leq j \leq n,
\end{align*}
\]

only for \((\beta^k)^j\) and \((\beta^{k+1})^j\). Deleting the variable \((\beta^{k+1})^j\) by using the second relation, the solution \((\beta^k)^j\) can also be computed by the Newton method.
4 Geometrical perspective of the problems with a weakened assumption

In this section, we consider a more general case. As in the previous section, we assume that a strictly convex function \( \Phi : P_{nm-1} \rightarrow \mathbb{R} \) has a smooth extension \( \tilde{\Phi} \) to \( \mathbb{R}^{n \times m} \). In this section, we weaken the assumption that the derivative \( S : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}^{n \times m} \) of \( \tilde{\Phi} \) is surjective, and consider a situation where each \( S_{ij} \) is not necessarily unbounded from above. The lack of surjectivity of \( S \) implies that the optimal plan can be located on the boundary of \( P_{nm-1} \). As seen in the above, the mapping \( S \) gives a correspondence between the primal and dual domains, described in mutually dual affine coordinates. Thus, a boundary of the dual domain corresponds to the boundary of the primal domain \( P_{nm-1} \). Such a situation makes the problems difficult; however, it also can provide an advantage. It allows some masses of the optimal plan to be strictly zero, and thus, it can avoid a blurred image, which has been a problem of the original entropic regularization.

4.1 Duality and subdifferential

Due to the convex analysis, we obtain the picture as follows. Let \( \hat{\Phi} : \mathbb{R}^{n \times m} \rightarrow \mathbb{R} \cup \{+\infty\} \) be the continuous extension of \( \tilde{\Phi} : \mathbb{R}^{n \times m} \rightarrow \mathbb{R} \), that is,

\[
\hat{\Phi}(A) = \begin{cases} 
\tilde{\Phi}(A), & A \in \mathbb{R}^{n \times m} \\
\lim_{A \rightarrow \tilde{A}} \tilde{\Phi}(\tilde{A}), & A \in \mathbb{R}^{n \times m} \setminus \mathbb{R}^{n \times m} \\
+\infty, & A \notin \mathbb{R}^{n \times m}
\end{cases}
\]

Then, the convex function \( \hat{\Phi} \) is not smooth only on \( \partial \mathbb{R}^{n \times m} := \{ A \in \mathbb{R}^{n \times m} \mid A_{ij} = 0 \text{ for some } (i,j) \} \).

In contrast with the one-to-one correspondence

\[
\eta \longleftrightarrow \theta = \frac{\partial \hat{\Phi}}{\partial \eta}(\eta)
\]

on \( \mathbb{R}^{n \times m}_+ \), we make use of a one-to-many correspondence

\[
\eta \longleftrightarrow \partial \hat{\Phi}(A(\eta))
\]

on \( \partial \mathbb{R}^{n \times m}_+ \). Here, \( \partial \hat{\Phi}(A) \) denotes the subdifferential of \( \hat{\Phi} \) at \( A \in \mathbb{R}^{n \times m}_+ \), which is a convex subset of \( \mathbb{R}^{n \times m} \) defined by

\[
\partial \hat{\Phi}(A) := \left\{ S \in \mathbb{R}^{n \times m} \mid \hat{\Phi}(\tilde{A}) \geq \hat{\Phi}(A) + \left\langle S, \tilde{A} - A \right\rangle, \forall \tilde{A} \in \mathbb{R}^{n \times m}_+ \right\}.
\]

By using this type of one-to-many correspondence, we construct a pseudo-surjective mapping from the primal domain to the dual domain. The subdifferential on \( \partial \mathbb{R}^{n \times m}_+ \) is given in detail by the next lemma.

Lemma 4.1. Suppose that the extension of \( \hat{\Phi} \) is finite and of \( C^1 \) on \( \mathbb{R}^{n \times m}_+ \). Then, for \( A \in \partial \mathbb{R}^{n \times m}_+ \), letting

\[
\Lambda_A := \{ (i,j) \mid 1 \leq i \leq n, 1 \leq j \leq m \text{ s.t. } A_{ij} \neq 0 \},
\]
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the subdifferential of \( \hat{\Phi} \) at \( A \) is given by

\[
\partial \hat{\Phi}(A) = \left\{ S = (S^{ij}) \right\} \text{ with } \\
S^{ij} = \frac{\partial \hat{\Phi}}{\partial A_{ij}}(A), \quad (i,j) \in \Lambda_A, \\
S^{ij} \leq \frac{\partial \hat{\Phi}}{\partial A_{ij}}(A), \quad (i,j) \notin \Lambda_A.
\]

where

\[
\frac{\partial \hat{\Phi}}{\partial A_{ij}}(A) = \lim_{\tilde{A} \to A, \tilde{A} \in \mathbb{R}^{n \times m}_{++}} \frac{\partial \tilde{\Phi}}{\partial A_{ij}}(\tilde{A})
\]

Proof. Let \( S = (S^{ij}) \in \mathbb{R}^{n \times m} \) satisfy

\[
S^{ij} = \frac{\partial \hat{\Phi}}{\partial A_{ij}}(A), \quad (i,j) \in \Lambda_A, \quad S^{ij} \leq \frac{\partial \hat{\Phi}}{\partial A_{ij}}(A), \quad (i,j) \notin \Lambda_A.
\]

Then, for any \( \tilde{A} \in \mathbb{R}_{++}^{n \times m} \), it holds that

\[
(i,j) \in \Lambda_A \implies \tilde{A}_{ij} - A_{ij} = \hat{A}_{ij} \geq 0,
\]

and thus,

\[
\hat{\Phi}(A) + \langle S, \tilde{A} - A \rangle = \hat{\Phi}(A) + \sum_{i,j} S^{ij} \left( \hat{A}_{ij} - A_{ij} \right) \\
\leq \hat{\Phi}(A) + \sum_{i,j} \frac{\partial \hat{\Phi}}{\partial A_{ij}}(A) \left( \hat{A}_{ij} - A_{ij} \right) \\
\leq \hat{\Phi}(\tilde{A}).
\]

This implies that \( S \in \partial \hat{\Phi}(A) \), where we used \( (\partial \hat{\Phi}/\partial A)(A) \in \partial \hat{\Phi}(A) \) to obtain the last inequality.

Conversely, let \( S \in \partial \hat{\Phi}(A) \). Since the restriction of \( \Phi \) onto the affine subspace

\[
\mathbb{R}^{\Lambda_A}_{++} := \left\{ \hat{A} = (\hat{A}_{ij}) \right\} \text{ with } \\
\hat{A}_{ij} > 0, \quad (i,j) \in \Lambda_A, \\
\hat{A}_{ij} = 0, \quad (i,j) \notin \Lambda_A
\]

is strictly convex and differentiable, the coordinates of the subgradient of the restriction must be \( (\partial \hat{\Phi}/\partial A_{ij})(A) \), which leads

\[
(i,j) \in \Lambda_A \implies S^{ij} = \frac{\partial \hat{\Phi}}{\partial A_{ij}}(A).
\]

For \( (k,l) \notin \Lambda_A \), we assume that \( S^{kl} > (\partial \hat{\Phi}/\partial A_{kl})(A) \). Letting

\[
\hat{A} = \begin{cases} 
A_{kl} = A_{kl} + \varepsilon, \\
A_{ij} = A_{ij}, \quad (i,j) \neq (k,l)
\end{cases}
\]

from the Taylor expansion

\[
\hat{\Phi}(A) = \hat{\Phi}(A) + \sum_{i,j} \frac{\partial \hat{\Phi}}{\partial A_{ij}}(A) \left( \hat{A}_{ij} - A_{ij} \right) + O(\|\hat{A} - A\|^2) \\
= \hat{\Phi}(A) + \varepsilon \frac{\partial \hat{\Phi}}{\partial A_{kl}}(A) + O(\varepsilon^2),
\]
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we obtain, for sufficiently small \( \varepsilon > 0 \),
\[
\tilde{\Phi}(\tilde{A}) = \Phi(A) + \varepsilon S^{kl} < \Phi(A) + \sum_{i,j} S^{ij} \left( \tilde{A}_{ij} - A_{ij} \right).
\]
This contradicts to \( S \in \partial \Phi(A) \), and hence,
\[
(i, j) \not\in \Lambda_A \implies S^{ij} \leq \frac{\partial \Phi}{\partial A_{ij}}(A).
\]

\[\square\]

### 4.2 Quadratic regularization of optimal transport

We introduce an algorithm computing the barycenter in a similar way to the previous section. However, the correspondence of \( \eta \) and \( \partial \Phi(A) \) is not one-to-one for \( A \in \partial \mathbb{R}^{n \times m}_+ \). Thus, in order to construct a practical algorithm, we need to clarify that correspondence. Lemma \[\text{[1.1]}\] helps to find a concrete correspondence. In this subsection, we will introduce the optimal transport problem with quadratic regularization as an instance. It is also studied by Essid and Solomon \[\text{[10]}\]; however, they assumed that the cost matrix \( C \) is induced from a distance on a graph. In our framework, such an assumption is not required.

We consider the convex function
\[
\tilde{\Phi}(A) = \langle A, C \rangle + \frac{\lambda}{2} \sum_{i,j} A_{ij}^2, \quad A \in \mathbb{R}^{n \times m}_+,
\]
for a fixed \( \lambda > 0 \). Its continuous extension is given by
\[
\hat{\Phi}(A) = \begin{cases} 
\langle A, C \rangle + \frac{\lambda}{2} \sum_{i,j} A_{ij}^2, & A \in \mathbb{R}^{n \times m}_+, \\
+\infty, & \text{otherwise}
\end{cases}
\]
Due to Lemma \[\text{[4.1]}\], for \( A \in \partial \mathbb{R}^{n \times m}_+ \), we obtain
\[
\partial \hat{\Phi}(A) = \left\{ S = (S^{ij}) \mid S^{ij} = C^{ij} + \lambda A_{ij}, \quad (i, j) \in \Lambda_A, \right\},
\]
and hence, given \( S = (S^{ij}) \in \mathbb{R}^{n \times m} \), the corresponding \( A(S) \in \mathbb{R}^{n \times m}_+ \) is presented explicitly by
\[
A(S)_{ij} = \frac{1}{\lambda} \left( S^{ij} - C^{ij} \right)^+,
\]
where \( x^+ := \max\{x, 0\} \). Due to Lemma \[\text{[3.2]}\], there exists a subgradient \( (\alpha, \beta) \in \mathbb{R}^n \times \mathbb{R}^m \) such that the optimal plan \( P^*(p, q) \) is given as
\[
P^*(p, q)_{ij} = \frac{1}{\lambda} \left( \alpha_i^+ + \beta_j^+ - C^{ij} \right)^+.
\]
For the minimization problem \[\text{(4)}\], the procedure (S-I) to obtain the \( \nabla^*- \)-projection onto \( M_p \) is written as
\[
\sum_j \frac{1}{\lambda} \left( \alpha_i^+ + \beta_j^+ - C^{ij} \right)^+ = p_i.
\]
(29)
Solving this equation is implemented by Algorithm 3. In the algorithm, the function *sort* returns the vector obtained by rearranging the entries of $\gamma$ so that $\gamma_1^+ \geq \gamma_2^+ \geq \cdots \geq \gamma_m^+$. This rearrangement is implemented, for example, by the merge sort, which costs $O(m \log m)$ time. The procedure (S-II) can be similarly implemented, and iterating these two procedures realizes a generalization of the Sinkhorn algorithm. The time required for (S-I) and (S-II) is $O(\max\{n, m\})^3$ in the worst case because of the *for* loop in Algorithm 3; however, from the observation in numerical simulations, it seems that this loop can be exited in a constant time. Thus, our algorithm, in practice, costs $O(\max\{n, m\})^2$ time for each iteration, similarly to Cuturi’s algorithm.

**Algorithm 3** Solver of Eq. (29) for each $i$

**Require:** $\lambda > 0, 1 \leq i \leq n, \beta = (\beta^i), p = (p_i), C = (C^{ij})$

**Ensure:** $\sum_j 1 \lambda (\alpha_i^i + \beta^i - C^{ij})^+ = p_i$

$\gamma^+ \Leftarrow (\beta^i - C^{ij})^+$

$\gamma^\downarrow \Leftarrow \text{sort}(\gamma)$

for $J = 1$ to $m$

$\alpha_i^i \Leftarrow (\lambda p_i - \sum_{j=1}^J \gamma_j^\downarrow) / J$

if $\sum_j 1 \lambda (\alpha_i^i + \beta^i - C^{ij})^+ = p_i$ then

break

end if

end for

For the barycenter problem, the procedure (B-I) is presented in a similar form to (29), which is solved by Algorithm 3 for each $k$ and $i$. On the other hand, the procedure (B-II) is hard to solve, and we make use of the alternative procedure (B-II)$_k$, which is written as the equation

$$\sum_j 1 \lambda (\alpha^k_i + \beta^k - C^{ij})^+ = \sum_i 1 \lambda ((\alpha^{k+1})_i^i + (\beta^{k+1})^i - C^{ij})^+, \tag{30}$$

of $\beta^k, \beta^{k+1} \in \mathbb{R}^n$, where $(\alpha^1, \ldots, \alpha^N)$ and $(\beta^1, \ldots, \beta^{k-1}, \beta^{k+2}, \ldots, \beta^N)$ are fixed. We can solve this equation by Algorithm 4.

In summary, the barycenter for the quadratic regularized Wasserstein distance is obtained by applying Algorithm 3 to $p^k$ for $1 \leq k \leq N$ and performing Algorithm 4 for $1 \leq k \leq N - 1$, iteratively. Since Algorithm 4 in the worst case, costs $O(n^2)$ time for each $j$ and $k$, each iteration of the main loop may require the cost $O(Nn^3)$. However, also in this case, the *while* loop in Algorithm 4 can be exited with less cost. At the best performance, each iteration of our algorithm requires $O(Nn^2)$, which is the same order as Benamou et al.’s algorithm does.
Algorithm 4  Solver of Eq. (30) for each $j$ and $k$

**Require:** $\lambda > 0$, $1 \leq j \leq n$, $1 \leq k \leq N - 1$, $C = (C^{ij})$, $(\alpha^k, \alpha^{k+1})$, $\Sigma^{kj}$

**Ensure:** $(\beta^k)_j$, $(\beta^{k+1})_j$ solves Eq. (30)

\[
\gamma^1_i \Leftarrow ((\alpha^k)^i - C^{ij})_i; \quad \gamma^2_i \Leftarrow ((\alpha^{k+1})^i - C^{ij})_i \\
(\gamma^1)_i^j \Leftarrow \text{sort}(\gamma^1); \quad (\gamma^2)_i^j \Leftarrow \text{sort}(\gamma^2) \\
I_1 \Leftarrow 1; \quad I_2 \Leftarrow 1 \\
\text{while } I_1 < n \text{ and } I_2 < n \text{ do} \\
\quad (\beta^k)^j \Leftarrow \frac{1}{\alpha^k_i + \alpha^{k+1}_i + \gamma^1_I} \left( \gamma^1_i^j \text{sum} - \sum_{i=1}^{\gamma^1_I} (\gamma^1)_i^j \right) \\
\quad (\beta^{k+1})^j \Leftarrow \frac{1}{\alpha^{k+1}_i + \gamma^2_I} \left( \gamma^2_i^j \text{sum} - \sum_{i=1}^{\gamma^2_I} (\gamma^2)_i^j \right) \\
\quad \text{if } \sum_i ((\alpha^k)^i + (\beta^k)^j - C^{ij})^+ = \sum_i ((\alpha^{k+1})^i + (\beta^{k+1})^j - C^{ij})^+ \text{ then} \\
\quad \quad \text{break} \\
\quad \text{else if } \left( \sum_i ((\alpha^k)^i + (\beta^k)^j - C^{ij})^+ - \sum_i ((\alpha^{k+1})^i + (\beta^{k+1})^j - C^{ij})^+ \right) \cdot (\gamma^1)^{I+1} \leq 0 \then \\
\quad \quad I_1 \Leftarrow I_1 + 1 \\
\quad \text{else} \\
\quad \quad I_2 \Leftarrow I_2 + 1 \\
\quad \text{end if} \\
\text{end while}

4.3 Numerical Simulations

We performed numerical simulations of solving the barycenter problems with Cuturi’s entropic regularization (11) and with quadratic regularization. We prepared two $32 \times 32$ pixel grayscale images as extreme points $p_1, p_2 \in P_{n-1}$, where $n = 32 \times 32 = 1024$. They are presented in Fig. 2.
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Figure 2: Two $32 \times 32$ pixel grayscale images prepared as $p_1, p_2 \in P_{n-1}$. We regard each pixel as event $i \in \{1, 2, \ldots, n\}$ and brightness of each pixel as a density on $i$, that is, a white pixel has its density zero.

We set the number of iteration to be 3,000, and the ratio $(r_1, r_2)$ of the Fréchet mean to be $(0.75, 0.25)$, $(0.5, 0.5)$, and $(0.25, 0.75)$. Fig. 3 presents the results of numerical simulations for Cuturi’s entropic regularization solved by Benamou et al.’s algorithm (Algorithm 2), and the regularization constant $\lambda$ is set to be 0.5, 1.0, and 2.0. Fig. 4 does that of quadratic regularization solved by our algorithm (Algorithm 3 and 4), where $\lambda$ is set to be 100, 200, and 500.

One can see that the barycenters with Cuturi’s regularization are blurred compared to the ones with quadratic regularization. For small $\lambda$, such a blurring effect is suppressed; however, Benamou et al.’s algorithm cannot perform well for smaller $\lambda$ because of underflow. In fact, the values $K_{ij} = \exp(-C^{ij}/\lambda)$ become too small for practical computation when $\lambda$ is small. On the
Figure 3: Wasserstein barycenters regularized by Shannon entropy computed by Benamou et al.’s algorithm. The number of iteration is 3,000, and the regularization constant $\lambda$ is 0.5 (top), 1.0 (middle), and 2.0 (bottom). The ratio $(r_1, r_2)$ is set to be $(0.75, 0.25)$, $(0.5, 0.5)$, $(0.25, 0.75)$, for each simulation.

Figure 4: Wasserstein barycenters regularized by quadratic term computed by our algorithm. The number of iteration is 3,000, and the regularization constant $\lambda$ is 100 (top), 200 (middle), and 500 (bottom). The ratio $(r_1, r_2)$ is set to be $(0.75, 0.25)$, $(0.5, 0.5)$, $(0.25, 0.75)$, for each simulation.
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contrary, our algorithm uses only summation, and does not cause the underflow. In addition, one can check that the quadratic regularization yields fine solutions even when $\lambda$ is large.

5 Concluding remarks

In the present paper, we generalized the entropic regularized optimal transport problem by Cuturi [6], and studied the minimization problem of a strictly convex smooth function $\Phi$ on the set $\mathcal{P}_{nm-1}$ of joint distributions under the constraint that marginal distributions are fixed. We clarified that the solution of the problem is represented in a specific form using a pair of dual affine coordinate systems (Theorem 3.3), and proposed an iterative method for obtaining the solution. We also studied the barycenter problem [7] from an information geometric point of view. We further showed numerically that our method works particularly efficient for $\Phi(P) = \langle C, P \rangle + \frac{\lambda}{2} \|P\|^2$.

The framework treated in this paper is a maximal extension of Amari-Cuturi’s one. Our framework subsumes some important problems, such as the Tsallis entropic regularized transport problem [14], which is represented in our framework with $\Phi(P) = \langle C, P \rangle - \lambda \mathcal{T}_q(P)$, and the quadratic regularized one on a graph [10], which corresponds to $\Phi(P) = \langle C, P \rangle + \frac{\lambda}{2} \|P\|^2$ with $C$ being a metric matrix induced from a graph. Given the generality of our framework, it is expected that there exist many other applications. Finding another practical problem to which our framework can be applied is a future task.

It was proved that, with our method, the Bregman divergence associated to the convex function $\Phi$ as measured from the optimal solution monotonically decreases; however, its convergence property is still unclear. For the Sinkhorn algorithm, a special case where $\Phi(P) = \langle C, P \rangle - \lambda H(P)$, Franklin and Lorenz [11] studied the convergence rate, and showed the exponentially fast convergence of the sequence generated from the algorithm with respect to the Hilbert metric. However, their analysis is specialized to the Sinkhorn algorithm, and it is difficult to extend their result to a generic case, since the Hilbert metric has, to the best of our knowledge, no relation with the information geometry. For a generic $\Phi$, evaluating the convergence rate of our method is an open problem.
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Appendix: Dual problem and proof of Theorem 3.5

In this section, we give a proof of Lemma 3.2 and Theorem 3.5, and prove the existence of a dual solution (Lemma A.2). Lemma 3.2 follows from the Fenchel-Rockafellar duality, which is a prominent result in convex analysis. In order to prove Theorem 3.5 analogously to Theorem 3.3, we prepare Lemma A.3 which provides the dual problem for a 1-homogeneous $\Phi$.

Proposition A.1 (Fenchel-Rockafellar duality). Let $\Theta, \Xi : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be convex functions which are proper, i.e., the sets $\{\Theta(u) < +\infty\}$ and $\{\Xi(u) < +\infty\}$ are not empty. Let $\Theta^*, \Xi^*$ be their Legendre transformations, respectively. Then, the equality

$$\inf_{u \in \mathbb{R}^n} \{ \Theta(u) + \Xi(u) \} = \sup_{A \in \mathbb{R}^n} \{ -\Theta^*(-A) - \Xi^*(A) \}$$

holds.
Proof of Lemma 3.2. Applying Proposition A.1 to the convex functions
\[ \Theta(u) = \Phi^*(-u), \quad \Xi(u) = \begin{cases} -\langle p, \alpha \rangle - \langle q, \beta \rangle & \text{if } u = \alpha \oplus \beta \\ +\infty & \text{otherwise} \end{cases} , \]
since one can check that
\[ \Theta^*(-A) = \begin{cases} \hat{\Phi}(A) & \text{if } A \in \mathbb{R}_{++}^{n \times m} \\ +\infty & \text{otherwise} \end{cases} , \]
\[ \Xi^*(A) = \begin{cases} 0 & \text{if } \sum_{i=1}^{n} A_{ij} = p_i \sum_{i=1}^{n} A_{ij} = q_j \\ +\infty & \text{otherwise} \end{cases} , \]
the conclusion follows, where \( \hat{\Phi} \) denotes the continuous extension of \( \Phi \) onto \( \mathbb{R}_{++}^{n \times m} \).

Lemma A.2. Let \( \tilde{\Phi} : \mathbb{R}_{++}^{n \times m} \to \mathbb{R} \) be a convex function and \( \tilde{\Phi}^* : \mathbb{R}_{++}^{n \times m} \to \mathbb{R} \cup \{+\infty\} \) be its Legendre transform. Then, there exists a solution \((\alpha^*, \beta^*)\) of the optimization problem
\[ \sup_{\alpha \in \mathbb{R}^n, \beta \in \mathbb{R}^m} \{ \langle p, \alpha \rangle + \langle q, \beta \rangle - \tilde{\Phi}^*(\alpha \oplus \beta) \} \quad (31) \]
for any \( p \in \mathcal{P}_{n-1}, q \in \mathcal{P}_{m-1} \).

Proof. Let \( \Psi \) be a function on \( \mathbb{R}^n \times \mathbb{R}^m \) defined by
\[ \Psi(\alpha, \beta) = \tilde{\Phi}^*(\alpha \oplus \beta) . \]
Then, \( \Psi \) becomes a convex function on the standard affine structure on \( \mathbb{R}^n \times \mathbb{R}^m \). The problem (31) is no other than the Legendre transformation
\[ \Psi^*(p, q) = \sup_{(\alpha, \beta) \in \mathbb{R}^n \times \mathbb{R}^m} \{ \langle (p, q), (\alpha, \beta) \rangle - \Psi(\alpha, \beta) \} , \]
and its supremum \( (\alpha^*, \beta^*) \) is given by a subgradient of \( \Psi^* \) at \( (p, q) \). Hence, unless \( \Psi^*(p, q) = +\infty \), we can conclude that \( (\alpha^*, \beta^*) \) exists. Due to Lemma 3.2, we can see that
\[ \Psi^*(p, q) = \inf_{P \in \Pi(p, q)} \tilde{\Phi}(P) , \]
and it cannot be infinite, since \( \tilde{\Phi} \) is finite-valued on \( \mathbb{R}_{++}^{n \times m} \).

Before we prove Theorem 3.5, we observe the dual problem for a 1-homogeneous function \( \tilde{\Phi} \). The next lemma is a direct consequence of Lemma 3.2 and we thus omit a proof.

Lemma A.3. Let \( \tilde{\Phi} : \mathbb{R}_{++}^{n \times m} \to \mathbb{R} \) be a 1-homogeneous convex function, and \( S : \mathbb{R}_{++}^{n \times m} \to \mathbb{R}^{n \times m} \) be its derivative. Then,
\[ \tilde{\Phi}(A) = \langle A, S(A) \rangle \geq \langle A, S(\tilde{A}) \rangle , \]
for any \( A, \tilde{A} \in \mathbb{R}_{++}^{n \times m} \).
Proof. First, for any \( \rho \neq 1 \), since \( S(A) \in \partial \tilde{\Phi}(A) \), we have

\[
H(\rho A) \geq \langle \rho A - A, S(A) \rangle + H(A).
\]

Then, since \( \tilde{\Phi} \) is 1-homogeneous, we can write

\[
(\rho - 1)H(A) \geq (\rho - 1) \langle A, S(A) \rangle.
\]

We can choose \( \rho \neq 1 \) arbitrarily, and hence, the first equality is shown.

Second, since \( S(\tilde{A}) \in \partial \tilde{\Phi}(\tilde{A}) \), we have

\[
\Phi(\tilde{A}) \geq \langle \tilde{A} - \tilde{A}, S(\tilde{A}) \rangle + \Phi(\tilde{A})
\]

for any \( A \in \mathbb{R}_{++}^{n \times m} \). Then, since \( \tilde{\Phi}(\tilde{A}) = \langle \tilde{A}, S(\tilde{A}) \rangle \) as seen in the above, we finally obtain

\[
\tilde{\Phi}(A) \geq \langle A, S(\tilde{A}) \rangle.
\]

Now, we arrive at the proof of Theorem 3.5.

Proof of Theorem 3.5. The proof proceeds in three steps. First, let \( P^*(p,q) \in \Pi(p,q) \) be a solution of (4), \( (\alpha^*,\beta^*) \) be a dual solution, and we show that \( \alpha^* \oplus \beta^* \in \partial \tilde{\Phi}(P^*) \). Second, we construct \( P^* \in \mathcal{P}_{nm-1} \) such that \( \nabla \tilde{\Phi}(P^*) = \alpha^* \oplus \beta^* \). Finally, we show that \( P^*(p,q) \) and \( P^* \) are equal, and thus it is located in \( \Pi(p,q) \). Here, we can assume that \( \Phi(P^*(p,q)) < \infty \) without loss of generality. Thus, if necessary, let \( \Phi(P^*(p,q)), S(P^*(p,q)) \) denote the continuous extension of \( \Phi, S \) to \( P^*(p,q) \in \Pi(p,q) \), respectively.

The existence of \( P^*(p,q) \) follows from the compactness of \( \Pi(p,q) \). Let \( (\alpha^*,\beta^*) \) be a solution guaranteed in Lemma A.2. Due to the duality in Lemma A.3, \( \Phi(P^*(p,q)) = \langle p, \alpha^* \rangle + \langle q, \beta^* \rangle = \langle P^*(p,q), \alpha^* \oplus \beta^* \rangle - \tilde{\Phi}^*(\alpha^* \oplus \beta^*), \) (32) which implies that \( \alpha^* \oplus \beta^* \in \partial \tilde{\Phi}(P^*(p,q)) \).

Since \( S : \mathcal{P}_{nm-1} \to \mathbb{R}^{n \times m}/(1_{nm}) \) is surjective by assumption, there exist \( c \in \mathbb{R} \) and \( P^* \in \mathcal{P}_{nm-1} \) such that

\[
S(P^*) = \frac{\partial \tilde{\Phi}}{\partial A}(P^*) = \alpha^* \oplus \beta^* + c 1_{nm}. \] (33)

If we assume that \( c > 0 \), from Lemma A.4, for \( A \in \mathbb{R}^{n \times m}_{++} \),

\[
\tilde{\Phi}(A) \geq \langle A, S(P^*) \rangle = \langle A, \alpha^* \oplus \beta^* + c 1_{nm} \rangle.
\]

Letting \( A \) tend to \( P^*(p,q) \), compared with (32), it yields \( 0 \geq c \), which leads to a contradiction. On the other hand, if we assume that \( c < 0 \), since \( \tilde{\Phi}^*(\alpha^* \oplus \beta^*) = 0 \), we have

\[
\langle P^*, \alpha^* \oplus \beta^* \rangle \leq \langle P^*, S(P^*) \rangle = \langle P^*, \alpha^* \oplus \beta^* + c 1_{nm} \rangle,
\]

which also leads to a contradiction. Hence, we obtain \( c = 0 \) or \( S(P^*) = \alpha^* \oplus \beta^* \) from (33).
Finally, we show that \( P^*(p,q) = P_* \in \Pi(p,q) \) by contradiction. Otherwise, since \( \Phi \) is strictly convex on \( \mathcal{P}_{nm-1} \), for \( t \in (0,1) \),

\[
\Phi(tP_* + (1-t)P^*(p,q)) < t\Phi(P_*) + (1-t)\Phi(P^*(p,q)) = \langle tP_* - (1-t)P^*(p,q), \alpha^* \odot \beta^* \rangle.
\]

On the other hand, since \( \alpha^* \odot \beta^* \) is a subgradient of \( \hat{\Phi} \) at \( P^*(p,q) \),

\[
\Phi(tP_* + (1-t)P^*(p,q)) \geq \langle (tP_* - (1-t)P^*(p,q)) - P^*(p,q), \alpha^* \odot \beta^* \rangle + \Phi(P^*(p,q)) = \langle tP_* - (1-t)P^*(p,q), \alpha^* \odot \beta^* \rangle.
\]

Hence, we obtain a contradiction. This completes the proof. \( \square \)
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