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Abstract
In frequency analysis an often appearing problem is the reconstruction of a signal from given samples. Since the samples are usually noised, pure interpolating approaches are not recommended and appropriate approximation methods are more suitable as they can be interpreted as a kind of denoising. Two approaches are widely used. One uses the reflection coefficients of a finite sequence of Szegő polynomials and the other one the zeros of the so called Prony polynomial. We show that both approaches are closely related. As a kind of inverse problem, it’s not surprising that they have in common that both methods depend very sensitive on sampling errors. We use known properties of the signal to estimate the positions of the zeros of the corresponding Szegő- or Prony-like polynomials and construct adaptive algorithms to calculate these ones. Hereby, we get the corresponding parameters in the exponential parts of the signal, too. Then, the coefficients of the signal (as a linear combination of such exponential functions) can be obtained from a system of linear equations by minimizing the residuals with respect to a suitable norm as a kind of denoising.
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1 Introduction
We consider a signal $h$ with finite bandlength $m$ of the form
with $\Re \omega_j \in [-\alpha, 0]$, $\alpha \geq 0$, $\Im \omega_j \in (-\pi, \pi]$, $\omega_i \neq \omega_j$ for $i \neq j$, $\lambda_j \in \mathbb{C} \setminus \{0\}$. Especially, all $z_j := e^{\omega_j}$ lie in an annulus $[[e^{-\alpha}, 1]] = \{z \in \mathbb{C} : e^{-\alpha} \leq |z| \leq 1\}$, where $[[a, b]] := \{z \in \mathbb{C} : a \leq |z| \leq b\}$, and especially $[[1, 1]] = \{z : |z| = 1\}$ denotes the unit circle. In the same manner we define $((a, b)] := \{z : a < |z| \leq b\}$ and analogously $[[a, b)), ((a, b))$ for $a, b \in \mathbb{R}$, $a \leq b$. By $h_k := h(k)$, $k \in \mathbb{N}_0$, we denote the equidistant sampled values.

A problem in signal theory is to get the signal $h$ or an approximation of it from given samples. From the sampling theorem it is known that $2m$ samples are necessary for the reconstruction, i.e. to get the $\lambda_j$, $\omega_j$, $j = 1, \ldots, m$.

The classical approach of Prony [35] uses $2m$ samples $h_k$ to calculate a monic polynomial $\rho_m$ in its monomial representation whose zeros are the desired $z_j$, i.e. $\rho_m(z) = \prod_{j=1}^m (z - z_j)$. By construction, $\rho_m$ has only simple zeros. If we know the $z_j$ we get the corresponding $\omega_j$ via $\omega_j = \text{Log} z_j$ (complex logarithm).

If all $\omega_j$ are known then the coefficients $\lambda_j$, $j = 1, \ldots, m$, can be obtained from (1) as the solution of a system of linear equations, using the samples as interpolation conditions, see Sect. 9.

Usually, the measured values $h_k$ contain some errors which may also distort the Prony polynomial. From the numerical analysis it is well known that even small perturbations of the monomial coefficients may cause essential changes for the zeros of $\rho_m$. This can already be the case for small values of $m$. Thus, Prony’s original method is not recommended for general signal reconstruction.

Nevertheless, methods which are based on this approach are widely used by engineers, in particular for special applications, e.g. in the medical, radiophysical and electromechanical context, see [9–11, 15, 22, 23, 28] for some few examples.

Another classical way constructs the Prony polynomial not in its monomial representation, see e.g. [1, 2, 13, 17–21]. Using given samples, some authors construct moments of a weight function. By a Levinson-like algorithm, an appropriate finite sequence of Szegő polynomials $(s_m)_m$ resp. its reflection coefficients can be obtained. Here, $s_m$ coincides up to normalization with the Prony polynomial $\rho_m$ if all zeros of $\rho_m$ are in the interior or all of them are on the boundary of the unit disc.

The reflection coefficients are the entries of a Hessenberg matrix whose eigenvalues are the zeros of $s_m$. But this method has some drawbacks, especially if some zeros are in the interior of the unit disc and some of them are unimodular ones. Then, the convergence of the zeros of $s_m$ to the unimodular ones of $\rho_m$ is not guaranteed [29, 30].

Other methods, which take erroneous samples into account, use $l_1$- or $l_2$-techniques (or a mixture of them). Popular examples in the $l_2$-context are the ESPRIT method [37, 38], the matrix-pencil method [16, 39], a method which uses annihilating filters [8, 40, 43] and the approximate Prony method [32–34].

Besides the least squares approaches, one can use the $l_p$-approximation. For example, in [36, p. 255] it was noted, that this approximation appears to be markedly superior among other $l_p$-approximations, $p > 1$, in presence of outliers or wild
points. In the next section we sketch an algorithm, based on the method given in [42], to calculate an approximate Prony polynomial by using the $l_1$-norm for the overdetermined case (i.e., if we have at least $2m$ samples).

In this article we focus on the overdetermined case with $N \geq 2m$ samples: Theoretically the signal can be reconstructed in the absence of noised samples and numerical uncertainties. But in practice, due to noising and occuring numerical errors it can only be approximated.

Nevertheless, if we have too few samples (i.e. an underdetermined system), we notice that an $l_1$-solution is in most cases the sparsest solution [7], i.e. the obtained approximation of the Prony polynomial has in most cases the minimal number of non zero coefficients in its monomial representation, see e.g. [4, 5, 24]. Thus, an $l_1$-solution for the underdetermined analogues of (4) resp. of (21) yields usually sparse vectors and hence a minimal value of $m$ and therefore a sparse approximation for $h$.

Usually, $m$ is not known a priori and will be estimated. If $m$ is initially overestimated by $\ell \geq m$, by the $l_1$-norm approach we get a linear programming problem. Depending on the kind of the underlying noise, the number of basis variables in the final tableau gives for the real case an ‘optimal’ value of $m$ which is the numerical rank of the matrix of the overdetermined system of linear equations [42]. (For the complex case see there, too.) For ‘moderate’ noise this coincides with the true value of $m$. If we have too few samples, the underdetermined system yields an approximation of the calculated signal in the above mentioned sparse sense.

We see that there exist various methods to calculate a Prony polynomial $\rho_m$ or an approximation of it. A possible approach is sketched in the next section.

However, the main objective of this article is not the calculation of an (approximate) Prony polynomial but the determination of its zeros and thus the parameters $(\omega_j)_{j=1}^m$ of the signal. In principle, each zero finder for polynomials can be used. But using properties of this polynomial, which can be derived from known characteristics of the signal, maybe a more appropriate approach.

Here, we use knowledges on possible positions of the zeros of $\rho_m$ to get more insights in the structure of this polynomial (Sect. 3). For example, we use connections between the Szegő- and the Prony-polynomials in Sects. 4 and 5 to find a factorization of $\rho_m$ as the product of two polynomials $\rho_m = s_{\delta} \rho_{m-\delta}$, whose zeros are in the interior resp. on the boundary of the unit disc.

More precisely, all the zeros of $s_{\delta}$ are simple and lie in $[(e^{-a}, 1))$. In Sect. 5 we construct a sequence of Szegő polynomials $(s_\nu)_{\nu=0}^\delta$ which we use in Sect. 6 to determine their reflection coefficients. With them we built up a Hessenberg matrix whose eigenvalues are the zeros of $s_{\delta}$.

In Sect. 7 we derive an algorithm to calculate the zeros of $\rho_{m-\delta}$. We use the property that all of its zeros are on the unit circle for the design of this algorithm.

From the calculated zeros $z_j$ of $\rho_m$ we obtain $\omega_j$ as the complex logarithms $\omega_j = \text{Log } z_j$. After calculating the corresponding coefficients $\lambda_j$ in Sect. 9, the signal $h$, given as in (1), is reconstructed respectively approximated from the given samples.

Numerically, it is difficult to distinguish between zeros on the unit circle and ‘near’ to it, especially for a noised signal. Thus, this case deserves a closer attention in Sect. 8.
In total, we get an algorithm to reconstruct or approximate a given signal from possible noised samples. Some tests and numerical remarks are given in Sect. 10.

2 Determining an approximate prony polynomial

Prony [35] has shown that the coefficients of the monomial representation of $\rho_m$, 

$$\rho_m(z) = \sum_{\nu=0}^{m} p_\nu z^\nu, \quad p_m = 1,$$  \tag{2}

can be obtained from $2m$ samples $h_\nu := h(\nu), \nu = 0, \ldots, 2m - 1$, where $h$ is the exponential sum in (1), by solving the system of linear equations

$$
\begin{pmatrix}
    p_0 \\
    \vdots \\
    p_{m-1}
\end{pmatrix}
= - \begin{pmatrix}
    h_m \\
    \vdots \\
    h_{2m-1}
\end{pmatrix}.
$$  \tag{3}

Unfortunately, the zeros of $\rho_m$ depend very sensitive on these coefficients: For a polynomial in monomial representation it is known that already slight perturbations of some coefficients may vary the position of its zeros substantially (a famous example is Wilkinson’s polynomial), even for small $m$. Here, the coefficients depend on the samples, which are often distorted in the real world, e.g. by sampling errors, and the value of $m$ is usually not known a priori. Thus, it is recommended to use known properties of the signal for its reconstruction/approximation. Algorithms for calculating zeros of a polynomial or the eigenvalues of its companion matrix with satisfactory stability behaviours are for example given in [3].

In [42] we modified Prony’s method and used that $p_0 \neq 0$ (instead of $p_m = 1$). This is possible because we have assumed that all zeros lie in $[[e^{-a}, 1]]$, and thus 0 is not a zero of $\rho_m$. We may renormalise $\rho_m$ so that $p_0$ becomes an arbitrary non zero value, e.g. $p_0 := 1$, which can be done by defining $\tilde{p}_\nu := \frac{p_\nu}{p_0}$ and using $\tilde{\rho}_m := \frac{1}{p_0} \rho_m$. With $N$ samples of $h$ and an upper bound $\ell$ for the unknown value of $m$ ($m \leq \ell \leq \lfloor N/2 \rfloor$) we modified Prony’s method to get an overdetermined system of linear equations

$$H_{N-\ell, \ell} \tilde{\rho} = -h$$  \tag{4}

with

$$H_{N-\ell, \ell} = (h_{j+k})_{j=0, \ldots, N-\ell-1 \quad k=1, \ldots, \ell}, \quad h := (h_0, \ldots, h_{N-\ell-1})^T$$

and

$$\tilde{\rho} = (\tilde{\rho}_1, \ldots, \tilde{\rho}_\ell)^T.$$

We have shown that rank $H_{N-\ell, \ell} = m$ or in other words: The number $m$ of individual superimposed signals $e^{\omega_j}$ of $h$ is given by the rank of $H_{N-\ell, \ell}$.

With the residual vector

$$r(\tilde{\rho}) := -h - H_{N-\ell, \ell} \tilde{\rho}$$  \tag{5}

we developed an algorithm which minimizes $\| r(\tilde{\rho}) \|_1$ in [42]. The norm $\| \cdot \|_1$ is defined by $\| z \|_1 := \| \Re z \|_1 + \| \Im z \|_1, \quad z \in \mathbb{C}^{N-\ell}$, which coincides with the $l_1$-norm.
|| \cdot ||_1 \) for real or pure complex vectors. Without additional work, we get a reasonable value of \( m \), which takes possible noised values of the samples into account, even if \( H_{N-\epsilon} \) has singular values with small moduli. We can interpret \( m \) (real case) resp. \( 2m \) (complex case) as the number of basis variables in the final tableau of the algorithm described in [42]. Of course, the numerical rank of \( H_{N-\epsilon} \) depends on some tolerance parameters in this algorithm.

It can be shown that such a solution \( \hat{p}^s \) is a near best approximation for which the \( l_1 \)-error within a factor \( \sqrt{2} \) of its minimal value \( ||r(\hat{p}^s)||_1 \).

The solution \((\rho_0, \ldots, \rho_m)^T \) of (3) can be used as a solution of (4) by \( \tilde{p}_\nu = \frac{\rho_\nu}{p_\nu},\ \nu = 0, \ldots, \ell, \) where \( p_m = 1 \) and \( \rho_\nu = 0 \) for \( \nu > m \). Although (4) may have solutions with \( \tilde{p}_\nu \neq 0 \) for \( \nu > m \), it can be achieved that only the first \( m \) components of \( \hat{p} \) maybe non zero. Thus, it can be achieved that the obtained polynomial \( \frac{1}{p_m} \tilde{p}_m,\ \tilde{p}_m(z) = \sum_{\nu=0}^{m} \tilde{p}_\nu z^\nu \), coincides with the Prony polynomial \( \rho_m \) in the absence of any sources of errors.

From the practical point of view it is reasonable to interpret \( \frac{1}{p_m} \tilde{p}_m \) as an approximation to the ‘true’ Prony polynomial that particularly takes erroneous samples into account. Especially its zeros can be used as approximations for zeros of the Prony polynomial which can be obtained by suitable root finding algorithms.

In [42] the main focus is the construction of the Prony-like polynomial \( \rho_m \) and the calculation of the coefficients \( \lambda_j, j = 1, \ldots, m \). Here, we set the key aspect in determining the zeros of \( \rho_m \), using special properties of the signal. In the subsequent sections we don’t distinguish between the Prony(-like) polynomial and its numerical calculated approximation and focus on the goal to calculate the zeros of \( \rho_m \) which maybe not monic.

Although Szegő polynomials are widely used in frequency analysis in classical algorithms, see e.g. [17–21], it is also known from these papers that their construction is sensitive not only due to erroneous samples but as well due to the number of samples. Furthermore, the convergences of the algorithms are not always guaranteed [21, 29, 30]. These articles suggest that the moments used there depend sensitive on the samples, too.

We remark that most of the just before mentioned articles make the assumption that in their model all \( \omega_j \) have real parts zero, i. e. that \( |z_j| = 1 \) for all \( j \).

Apart from a degeneracy case, Szegő polynomials have all its zeros in the interior of the unit disc, so it seems that their usage would be inappropriate in that context.

We consider the more general case \( 0 < e^{-a} \leq |z_j| \leq 1 \) for all \( j \). Starting from \( \rho_m \), in Sect. 4 we construct Szegő polynomials \( (s_\mu)^0_{\mu=0} \). In Sect. 6 we use their reflection coefficients to find the zeros in the interior of the unit disc and a polynomial \( \rho_{m-\delta} \), whose zeros are all unimodular, \( \rho_m = s_\delta \rho_{m-\delta} \). Here, the number \( \delta \) of zeros of \( \rho_m \) resp. \( s_\delta \) in \([e^{-a}, 1]\), will be calculated by our algorithm, too.

By numerical reasons we cannot distinguish exactly between zeros \( |z_j| < 1 \) and \( |z_j| = 1 \). In fact, we distinguish between zeros \( z_j \) of a Szegő polynomial \( s_\delta \) with \( |z_j| < 1 - \sqrt{\epsilon},\ 0 < \epsilon \ll 1 \), and zeros of a polynomial \( \rho_{m-\delta} \) whose zeros are in \([1 - \sqrt{\epsilon}, 1]\). The latter ones can be obtained by another approach which calculates zeros with a fixed modulus, where we vary the moduli by a bisection strategy. Both polynomials, \( s_\delta \) and \( \rho_{m-\delta} \), will be calculated in Sect. 5.
3 On the positions of the zeros

From the explanations of the preceding section we may assume that we have calculated $\rho_m$ in its monomial representation (and especially that $m$ is known),

$$\rho_m(z) = \sum_{j=0}^{m} p_j z^j = p_m \prod_{j=1}^{m} (z - z_j), \quad p_m \neq 0.$$  

A goal of this article is to determine the zeros of $\rho_m$. Although many root finding algorithms can do this [3, 26, 27], we develop another one, which takes special properties of this polynomial into account.

Since all zeros of $\rho_m$ lie in $[[e^{-\alpha}, 1]]$ we get

$$0 \neq \rho_m(0) = p_0 = p_m(-1)^m \prod_{j=1}^{m} z_j$$

and thus $|p_0| \leq |p_m|$. Furthermore, we have equality iff all zeros are unimodular. Since $\prod_{j=1}^{m} |z_j| \geq \exp(-ma)$ we have $\exp(-ma)|p_m| - |p_0| \leq 0$ or

$$0 < \exp(-ma) \leq \frac{|p_0|}{|p_m|} \leq 1.$$  

(6)

If $\rho_m$ is calculated by the algorithm outlined in Sect. 2, a violation of the previous inequality contradicts the model and indicates that $\rho_m$ is erroneous. Of course, by (6) we can add the additional (linear) restriction $\tilde{p}_m = \frac{p_m}{p_0} \geq 1$ to (4) to enforce that all zeros are in $[[e^{-\alpha}, 1]]$. (Note, that we have normalized $p_0 = 1$ there.) But even for erroneous polynomials the calculated zeros in the interior of the unit disc are usually close to the exact ones in our tests. Thus, we don’t add this restriction. Only zeros on $[[1, 1]]$ or close to it are sometimes more affected in our tests, see example 1. These ones can be improved e.g. by iterative methods like the Newton method. Of course, this requires that erroneous samples don’t affect the calculation of $\rho_m$ respectively the positions of its zeros too much.

Besides the case $|p_m| = |p_0|$, i.e. that all zeros are unimodular, which we examine in Sect. 7, we have to consider the case $|p_m| - |p_0| > 0$, i.e. that at least one zero has modulus $< 1$. Then we also have $|p_m|^2 - |p_0|^2 = (|p_m| + |p_0|)(|p_m| - |p_0|) > 0$.

By numerical reasons we choose an $\varepsilon \in \mathbb{R}$, $0 < \varepsilon \ll 1$, and assume that $|p_m| > \sqrt{\varepsilon}$. Although the leading coefficient can be chosen arbitrarily ($\neq 0$) it shouldn’t be chosen to have a too small modulus.

Furthermore, we distinguish in the subsequent sections between the cases

$$1 - \sqrt{\varepsilon} > \left| \frac{p_0}{p_m} \right| = \prod_{j=1}^{m} |z_j|$$

(there exist some zeros in the interior of the unit disc; but it may be that there are unimodular zeros ), $\left| \frac{p_0}{p_m} \right| = 1$ (all $z_j$ are unimodular) and
1 > \left| \frac{p_0}{p_m} \right| \geq 1 - \sqrt{\varepsilon}, \text{ i. e. besides possible unimodular zeros, all (at least one) zeros are in } (1 - \sqrt{\varepsilon}, 1)).

In the next sections we generate a sequence of polynomials \((\rho_{m-\mu})_{\mu=0}^\delta\), where \(\rho_{m-\delta}\) has only unimodular zeros and is a common divisor of all \(\rho_{m-\mu}, \mu = 0, \ldots, \delta\). Especially, its zeros are the unimodular ones of \(\rho_m\). The zeros of \(\rho_{m-\delta}\) will be calculated by the algorithm, derived in Sect. 7.

By construction, \(s_j = \rho_{j+m-\delta} / \rho_{m-\delta}, j = 0, \ldots, \delta\), have all their zeros in the interior of the unit disc. We will see that it is a sequence of Szegő polynomials, whose coefficients are the entries of a Hessenberg matrix. Its eigenvalues are the zeros of \(s_{\delta}\) resp. of \(\rho_m\) in \((e^{-\alpha}, 1))\). Usually, the zeros of \(s_{\delta}\) have moduli less that \(1 - \sqrt{\varepsilon}\) for sufficient small \(\varepsilon\). Nevertheless, there maybe zeros of \(\rho_m\) in \((1 - \sqrt{\varepsilon}, 1))\).

By a modification of the algorithm for calculating the unimodular zeros, the number of such zeros can be determined and calculated by a bisection strategy. This will be done in Sect. 8.

It should be noted that \(1 - \sqrt{\varepsilon} \approx 1\). From examinations in a similar context, c.f. Jones et al. [20, p. 145], [31, Remark after Theorem 2.4], it can be expected that for sufficient small \(\varepsilon\), appearing zeros in \((1 - \sqrt{\varepsilon}, 1))\) often indicate the presence of noised samples or other numerical inaccuracies. Nevertheless, it is easy to construct a signal, whose Prony polynomial has zeros there.

4 Construction of a recurrence for the prony polynomial

In this section we consider the case \(1 - \sqrt{\varepsilon} > \left| \frac{p_0}{p_m} \right|\), i. e. \(|p_m| - |p_0| > |p_m|\sqrt{\varepsilon} (> \varepsilon\) since \(|p_m| > \sqrt{\varepsilon}\)). Especially we have \(1 - \left| \frac{p_0}{p_m} \right| > \sqrt{\varepsilon}\) and, of course, \(1 + \left| \frac{p_0}{p_m} \right| > \sqrt{\varepsilon}\).
From this we conclude

\[
|p_m|^2 - |p_0|^2 = (|p_m| - |p_0|)(|p_m| + |p_0|) = |p_m|^2 \left(1 - \left| \frac{p_0}{p_m} \right| \right) \left(1 + \left| \frac{p_0}{p_m} \right| \right) \geq \varepsilon^2.
\]

Since \(\varepsilon^2 < \varepsilon < \sqrt{\varepsilon}, \varepsilon\) should be chosen, so that \(\varepsilon^2\) is larger that the machine-epsilon and \(1/\varepsilon^2\) smaller than the largest finite floating point number.

For a polynomial \(\rho_m \in \Pi_m\) (space of (complex) algebraic polynomials with highest degree \(m\)) we define its reciprocal polynomial \(\rho_m^*\) by

\[
\rho_m^*(z) := z^m \overline{\rho_m(1/z)} = z^m \overline{p_m}(1/z).
\]

If \(\rho_m\) is given in its monomial representation (2), this can be written as
\[ \rho_m^*(z) = \overline{p}_0 z^m + \cdots + \overline{p}_m. \]

Since \( \rho_m(0) = p_0 \neq 0 \neq p_m \) we see that \( \rho_m^* \) has degree \( m \), too. We take the approach

\[ p^{(1)}_{m-1} \rho_m(z) = p_m z \rho_{m-1}(z) + p_0 \frac{p^{(1)}_{m-1}}{p^{(1)}_{m-1}} \rho^*_m(z) \tag{7} \]

and want to find the coefficients \( p^{(1)}_v \) of a polynomial \( \rho_{m-1} \),

\[ \rho_{m-1}(z) = \sum_{v=0}^{m-1} p^{(1)}_v z^v, \quad p^{(1)}_{m-1} \neq 0, \]

resp. of \( \rho^*_m \), such that (7) is satisfied.

This approach is based on the construction of the recurrence of Szegő polynomials. We start with \( \rho_m \), generate a sequence \( \rho_{m-1}, \rho_{m-2}, \ldots, \rho_m \) of polynomials for a suitable \( \delta \leq m \) (this will be specified later) to get a factorization \( \rho_m = \rho_{m-\delta} s_\delta \), where all zeros of \( s_\delta \) are in \([e^{-\alpha}, 1)\) and all zeros of \( \rho_{m-\delta} \) are unimodular.

From (7) we immediately see

\[ \overline{p}^{(1)}_{m-1} \rho^*_m(z) = \overline{p}_m \rho^*_{m-1}(z) + z \overline{p}_0 \frac{\overline{p}^{(1)}_{m-1}}{\overline{p}^{(1)}_{m-1}} \rho_{m-1}(z). \tag{8} \]

Combining this identity with (7) we get

\[
\begin{align*}
\overline{p}^{(1)}_m \rho_{m-1}(z) - p_0 \overline{p}^{(1)}_{m-1} \rho^*_m(z) \\
= \left( |p_m|^2 - |p_0|^2 \overline{p}^{(1)}_{m-1} \right) z \rho_{m-1}(z) + p_0 \overline{p}_m \left( \frac{p^{(1)}_{m-1}}{p^{(1)}_{m-1}} - 1 \right) \rho^*_m(z).
\end{align*}
\]

On the other hand, using the monomial representations of \( \rho_m \) and \( \rho^*_m \), we obtain

\[
\begin{align*}
\overline{p}^{(1)}_m \rho_{m-1}(z) - p_0 \overline{p}^{(1)}_{m-1} \rho^*_m(z) \\
= p_0 \overline{p}_m \overline{p}^{(1)}_{m-1} - \overline{p}^{(1)}_{m-1} + z \sum_{v=0}^{m-1} \left( \overline{p}_m \overline{p}^{(1)}_{m-1} - \overline{p}^{(1)}_{m-1} \rho_{m-1} \right) z^v.
\end{align*}
\]

The right side can be simplified if we choose the normalization \( p^{(1)}_{m-1} \in \mathbb{R} \setminus \{0\} \) for the leading coefficient of \( \overline{p}^{(1)}_{m-1} \). This has no effects for the zeros of the polynomials. Usually, we may assume \( p^{(1)}_{m-1} = 1 \), i.e. that \( \rho_{m-1} \) is monic. For a real valued leading coefficient of \( \rho_{m-1} \) we get
\[
\rho_{m-1}(z) = p_m^{(1)} \sum_{v=0}^{m-1} \frac{p_m p_{v+1} - p_0 \overline{p}_{m-v-1}}{p_m^2 - |p_0|^2} z^v
\]
and thus for \( p_m^2 - |p_0|^2 > 0 \)
\[
p^{(1)}_v = \frac{p^{(1)}_{m-1}}{c_1} \left( p_m p_{v+1} - p_0 \overline{p}_{m-v-1} \right), \quad v = 0, \ldots, m-1.
\]

This proves the following theorem

**Theorem 1** Let \( \rho_m \in \Pi_m \setminus \Pi_{m-1}, \ m \geq 1, \) be given with real leading coefficient \( p_m \) and whose zeros lie all in \([e^{-\pi}, 1]\). If it has at least one zero with modulus less than 1, i.e., \( |\rho_m(0)| < 1 \), then there exists a polynomial \( \rho_{m-1} \in \Pi_{m-1} \setminus \Pi_{m-2} \) with leading coefficient \( \rho_{m-1} \in \mathbb{R} \setminus \{0\} \), so that the representation (7) holds. Besides its normalization \( \rho_{m-1} \) is uniquely determined.

As before, all zeros of \( \rho_{m-1} \) are unimodular iff \( |p_{m-1}^{(1)}|^2 - |p_0^{(1)}|^2 = 0 \). Otherwise, we can restart the proceeding for \( \rho_{m-1} \) instead of \( \rho_m \). This suggests the preliminary Algorithm 1 to calculate \( \rho_{m-\mu}, \mu = 1, 2, \ldots \), from given \( \rho_m \).

---

**Algorithm 1:** Preliminary algorithm for calculating \( \rho_{m-\mu}, \mu = 1, 2, \ldots \)

```
Input: \( \rho^{(0)}_v := p_v^{(0)}, \ v = 0, \ldots, m, \mu := 0; 

/* Iteration: */

while \( \mu \leq m-1 \) and \( |p^{(\mu)}_{m-\mu}|^2 - |p^{(\mu)}_0|^2 > 0 \) do

for \( v = 0, \ldots, m-\mu - 1 \) do

\[
\rho^{(\mu+1)}_v := \rho^{(\mu)}_{m-\mu} \rho^{(\mu)}_{v+1} - p_0^{(\mu)} \overline{\rho^{(\mu)}_{m-\mu-v-1}};
\]

\[
p^{(\mu+1)}_v := \rho^{(\mu+1)}_v \prod_{j=1}^{\mu-1} \left( p^{(j)}_{m+1-j} \right)^2 - |p^{(j)}_0|^2;
\]

choose \( p^{(\mu+1)}_{m-\mu-1}) \in \mathbb{R} \setminus \{0\};

\[ \mu := \mu + 1; \]

```

We get a sequence of polynomials \( \rho_{m-\mu} \),
\[
\rho_{m-\mu}(z) = \sum_{v=0}^{m-\mu} p^{(\mu)}_v z^v, \quad \mu = 0, \ldots, \delta \leq m-1, \quad (9)
\]
where $\delta$ denotes the index, where the outer loop stops, i. e. $\rho_{m-\delta}$ has only unimodular zeros for $\delta \leq m - 1$. If $\delta = m - 1$ then we choose $\rho_0(z) := p_0^{(m-\delta)} = \kappa_0 = a_0 \in \mathbb{R} \setminus \{0\}$ (arbitrarily). The leading coefficients $\kappa_{m-j} := p^{(j)}_{m-j}$ of $\rho_{m-j}$ can be chosen arbitrarily ($\in \mathbb{R} \setminus \{0\}$). Furthermore, we denote $a_{m-j} := p^{(j)}_{m-j}(0) = j = 0, \ldots, \delta$.

Writing $\rho_{m-j}$ in its product form $\rho_{m-j}(z) = \kappa_{m-j} \prod_{v=1}^{m-j} (z - z^{(m-j)}_v)$, where $z^{(m-j)}_v$ denote the (unknown) zeros of this polynomial, we have

$$a_{m-j} = p^{(j)}_0 = \rho_{m-j}(0) = \kappa_{m-j} (-1)^{m-j} \prod_{v=1}^{m-j} z^{(m-j)}_v$$  \quad (10)

and especially $\bar{a}_{m-\delta} = \frac{\kappa_{m-\delta}^2}{a_{m-\delta}}$ resp.

$$\left| \frac{a_{m-\delta}}{\kappa_{m-\delta}} \right| = 1$$  \quad (11)

since all zeros of $\rho_{m-\delta}$ have modulus 1 for $\delta \leq m - 1$.

In the inner loop of Algorithm 1 the product

$$c_{\mu+1} := \prod_{j=1}^{\mu+1} \frac{p^{(j)}_{m-j}}{\left(p^{(j-1)}_{m+1-j}\right)^2 - |p^{(j-1)}_0|^2} = \prod_{j=1}^{\mu+1} \frac{\kappa_{m-j}}{\kappa_{m-(j-1)}^2 - |a_{m-(j-1)}|^2}$$  \quad (12)

is obviously independent of $v$ and can be calculated recursively by

$$c_1 := \frac{\kappa_{m-1}}{\kappa_m^2 - |a_m|^2}, \quad c_{\mu+1} := c_{\mu} \frac{\kappa_{m-(\mu+1)}}{\kappa_{m-\mu}^2 - |a_{m-\mu}|^2}, \quad \mu = 1, 2, \ldots$$

We obtain Algorithm 2 as a more elaborated reformulation of Algorithm 1.
Algorithm 2: Algorithm for calculating $\rho_{m-\delta}$, where $m - \delta$ is the number of zeros of $\rho_m$ in $[\|1 - \sqrt{\varepsilon}, 1\|]$, and $\delta$ is the number of zeros of $\rho_m$ in $[(e^{-\alpha}, 1 - \sqrt{\varepsilon})]$. 

Input: $p^0_\nu$, $\nu = 0, \ldots, m$ (monomial coefficients of $\rho_m$).
Initialization: $a_m := p_0$, $k_m := \rho_m$, $\varepsilon$ ($0 < \varepsilon \ll 1$, a machine dependent small number) and choose $k_{m-1} \in \mathbb{R}\{0\}$, $|k_{m-1}| > \sqrt{\varepsilon}$

Result: $\delta$, monomial coefficients for a sequence $(\rho_\mu)_{\mu=m-\delta}^m$ of polynomials and number of zeros of $\rho_m$ in $[\|1 - \sqrt{\varepsilon}, 1\|]

if $1 - \frac{a_m}{k_m} \leq \sqrt{\varepsilon}$ then $\rho_m$ has only zeros with moduli near 1
else
  /* there exist zeros of $\rho_m$ with moduli $< 1 - \sqrt{\varepsilon}$ */
  for $\nu = 0, \ldots, m$ do
    $\beta_0^{(0)} := p_0^{(0)} := p_0$;
    $\mu := 0$; /* Iteration: */
    while $\mu \leq m - 1$ and $1 - \frac{a_m - a_\mu}{k_m - k_\mu} > \sqrt{\varepsilon}$ do
      if $\mu = 0$ then
        $c_1 := \frac{k_{m-1}}{2} k_m - |a_m|^2$;
      else
        choose $k_{m-(\mu+1)} \in \mathbb{R}\{0\}$ with $|k_{m-(\mu+1)}| > \sqrt{\varepsilon}$;
        $c_{\mu+1} := c_\mu \frac{k_{m-(\mu+1)}}{k_m - |a_m|^2}$;
      end
      for $\nu = 0, \ldots, m - \mu - 1$ do
        $\beta_{\nu}^{(\mu+1)} := k_{m-\mu} p_{\nu+1}^{(\mu)} - a_{m-\mu} p_{m-\mu-\nu-1}^{(\mu)}$;
        $p_{\nu}^{(\mu+1)} := \beta_{\nu}^{(\mu+1)} c_{\mu+1}$;
      end
      $\mu := \mu + 1$; $a_{m-\mu} := p_0^{(\mu)}$;
    end
  end
  if $\mu = m$ then choose $a_0 := k_0 \in \mathbb{R}\{0\}$, $|a_0| > \sqrt{\varepsilon}$;
  /* all zeros of $\rho_m$ have moduli $< 1 - \sqrt{\varepsilon}$ */
  $\delta := \mu - 1$;
  /* $\delta \leq m - 1$ is the index for which $\rho_m$ has $\delta$ zeros in $[(e^{-\alpha}, 1 - \sqrt{\varepsilon})]$ and $m - \delta$ zeros on $[\|1 - \sqrt{\varepsilon}, 1\|]$ (i.e. the zeros of $\rho_{m-\delta}$) */

5 Recurrence relations

From (7) and (8) we see that the calculated polynomials satisfy the recurrences

$$\rho_\mu(z) = \frac{k_\mu}{k_{\mu-1}} z \rho_{\mu-1}(z) + \frac{a_\mu}{k_{\mu-1}} \rho^{*-1}_{\mu-1}(z),$$

(13)
\[ \rho^*_\mu(z) = \frac{\kappa_{\mu-1}^*}{\kappa_{\mu-1}} \rho_{\mu-1}(z) + z \frac{\overline{a}_\mu}{\kappa_{\mu-1}} \rho_{\mu-1}(z), \quad \mu = m, \ldots, m - \delta + 1. \]  

(14)

For \( \delta = m - 1 \) we choose \( \rho_0(z) := \rho^*_0(z) := \kappa_0 = a_0 \in \mathbb{R} \setminus \{0\} \).

For \( \delta < m - 1 \) the recurrences stop with \( \rho_{m-\delta} \) and \( \kappa_{m-\delta}^2 = |a_{m-\delta}|^2 \) (this property defines the value of \( \delta \)) and we get the sequence \( (\rho_{m-\mu})_{\mu=0,\ldots,\delta} \), where all zeros of \( \rho_{m-\delta} \) are unimodular.

We summarize

**Theorem 2** Let \( \rho_m \in \Pi_m \setminus \Pi_{m-1} \) be a polynomial which has only simple zeros, located in \([e^{-\alpha}, 1]\), \( \alpha \geq 0 \), normalized with leading coefficient \( \kappa_m \in \mathbb{R} \setminus \{0\} \) and \( a_m := \rho_m(0) \). Then polynomials \( \rho_{m-1}, \ldots, \rho_{m-\delta}, \deg \rho_{m-\mu} = m - \mu \), can be generated which satisfy the recurrences (13), (14) with \( a_{m-\mu} = \rho_{m-\mu}(0) \) and arbitrary leading coefficients \( \kappa_{m-\mu} \in \mathbb{R} \setminus \{0\} \), \( \mu = 1, \ldots, \delta \). Up to these non zero normalizing factors they are uniquely determined.

For \( \mu < \delta \) all zeros of \( \rho_{m-\mu} \) are in \([e^{-\alpha}, 1]\). Furthermore, the recurrences stop with a polynomial \( \rho_{m-\delta} \) which has for \( \delta < m \) all its zeros in \([1, 1]\), i.e. (11) is satisfied.

It is not necessary that \( \rho_m \) is given in its monomial representation. (14) can be rewritten as

\[ \rho^*_{\mu-1}(z) = \frac{\kappa_{\mu-1}}{\kappa_\mu} \left( \rho^*_\mu(z) - z \frac{\overline{a}_\mu}{\kappa_{\mu-1}} \rho_{\mu-1}(z) \right) \]

from which we get in the same manner by (13)

\[ \rho_{\mu-1}(z) = \frac{1}{z} \frac{\kappa_{\mu-1}}{\kappa_\mu} \left( \rho_\mu(z) - \frac{a_\mu}{\kappa_{\mu-1}} \rho^*_\mu(z) \right) = \frac{1}{z} \frac{\kappa_{\mu-1}}{\kappa_\mu} \left( \rho_\mu(z) - \frac{\kappa_{\mu-1}}{\kappa_\mu} \rho^*_\mu(z) \left( \rho^*_\mu(z) - z \frac{\overline{a}_\mu}{\kappa_{\mu-1}} \rho_{\mu-1}(z) \right) \right) \]

\[ = \frac{1}{z} \frac{\kappa_{\mu-1}}{\kappa_\mu} \left( \rho_\mu(z) - \frac{\kappa_{\mu-1}}{\kappa_\mu} \rho^*_\mu(z) \right) + \frac{|a_\mu|^2}{\kappa_\mu^2} \rho_{\mu-1}(z). \]

In summary, we obtain

\[ \rho_{\mu-1}(z) = \frac{\kappa_{\mu-1} \kappa_\mu}{\kappa_\mu^2 - |a_\mu|^2} \frac{\rho_\mu(z) - \frac{a_\mu}{\kappa_\mu^2} \rho^*_\mu(z)}{z}, \]

\[ \rho^*_{\mu-1}(z) = z^{\mu-1} \rho^*_{\mu-1}(1/z) = \frac{\kappa_{\mu-1} \kappa_\mu}{\kappa_\mu^2 - |a_\mu|^2} \left( \rho^*_\mu(z) - \frac{\overline{a}_\mu}{\kappa_\mu} \rho_\mu(z) \right), \quad \mu = m, \ldots, m - \delta + 1. \]
Applying these recurrences, starting with \( \rho_m \) and \( a_m = \rho_m(0) \), the polynomials \( \rho_\mu \) can be generated ‘backwards’. Again, if \( \delta \) is unknown, these recurrences stop if the denominator \( \kappa_\mu^2 - |a_\mu|^2 \) is close to zero with \( \delta = m - \mu \), i.e. with \( \rho_{m-\delta} \) which has only unimodular zeros for \( \delta < m \).

If \( \rho_m \) is given in monomial representation, the construction of the monomial coefficients of \( \rho_\mu \) in Algorithm 2 corresponds with the Schur–Cohn algorithm/Schur–Cohn test \[14\][Chapter 6].

As in (10) we get

\[
\rho_{m-\mu}^*(z) = z^{m-\mu} \rho_{m-\mu}(1/z) = z^{m-\mu} \kappa_{m-\mu} \prod_{\nu=1}^{m-\mu} \left( \frac{1}{z} \right) = \kappa_{m-\mu} \prod_{\nu=1}^{m-\mu} \left( 1 - z\frac{(m-\mu)}{z_{\nu}} \right)
\]

and especially \( \kappa_{m-\mu} = \rho_{m-\mu}^*(0) \). Since for \( \mu = \delta \) all zeros of \( \rho_{m-\delta} \) are unimodular, we obtain

\[
\rho_{m-\delta}^*(z) = \frac{\kappa_{m-\delta}}{\prod_{\nu=1}^{m-\delta} z_{\nu}} \prod_{\nu=1}^{m-\delta} \left( z - z_{\nu} \right) = \frac{(1)^{m-\delta}}{\prod_{\nu=1}^{m-\delta} z_{\nu}} \rho_{m-\delta}(z)
\]

Writing the recurrences (13) and (14) for \( \mu = m, \ldots , m - \delta \), using (15), it is easy to see that \( \rho_{m-\delta} \) is a common divisor of each \( \rho_{m-\mu} \). Thus, there exist polynomials \( s_\nu \in \Pi_\nu \) so that \( \rho_{m-\nu} = \rho_{m-\delta}s_{\nu} \) (and hence \( \rho_{m-\nu}^* = \rho_{m-\delta}^*s_{\nu}^* \)) for \( \nu = 0, \ldots , \delta \), and the recurrences (13), (14) can be rewritten as recurrences for the \( s_{\mu-m-\delta} = \rho_\mu / \rho_{m-\delta} \) and \( s_{m-\mu-\delta}^* \). We obtain

\[
\rho_{m-\nu}(z) = \frac{\kappa_{m-\nu}}{\kappa_{m-\nu-1} z_{\nu} \rho_{m-\delta}^*(z) s_{\delta-\nu-1}^*(z)} + \frac{a_{m-\nu}}{\kappa_{m-\nu-1} \rho_{m-\delta}(z) s_{\delta-\nu-1}(z)}.
\]

Dividing by \( \rho_{m-\delta} \) and using (15) we get

\[
s_{\delta-\nu}(z) = \frac{\kappa_{m-\nu}}{\kappa_{m-\nu-1} z_{\nu} s_{\delta-\nu-1}(z)} + \frac{a_{m-\nu}}{\kappa_{m-\nu-1} a_{m-\delta} s_{\delta-\nu-1}(z)}
\]

for \( \nu = 0, \ldots , \delta - 1 \). Analogously we proceed for the reciprocal polynomial from (14) where we get

\[
s_{\delta-\nu}^*(z) = \frac{\kappa_{m-\nu}}{\kappa_{m-\nu-1} s_{\delta-\nu-1}^*(z)} + \frac{b_{m-\nu}}{\kappa_{m-\nu-1} b_{m-\delta} s_{\delta-\nu-1}(z)}.
\]
By definition, we have \( s_{\delta-v}(0) = \frac{a_{m-v}}{a_{m-\delta}} \neq 0 \), \( s_{\delta-v}^*(0) = \frac{\kappa_{m-v}}{\kappa_{m-\delta}} \in \mathbb{R} \setminus \{0\} \), and with \( j := \delta - v \) we get

\[
\begin{align*}
 s_j(z) &= \frac{k_{j+m-\delta}}{k_{j+m-\delta-1}} s_{j-1}(z) + \frac{a_{j+m-\delta}}{a_{j+m-\delta-1}} \frac{\kappa_{m-\delta}}{\kappa_{m-\delta-1}} s_{j-1}(z), \\
 s_j^*(z) &= \frac{\kappa_{m-\delta}}{k_{j+m-\delta}} s_{j-1}(z), \quad j = 1, \ldots, \delta. \tag{18}
\end{align*}
\]

where \( s_0 := s_0^* := 1 \) by reason of consistency to \( \rho_{m-v} = \rho_{m-\delta} s_{\delta-v} \) for \( v = \delta \).

**Lemma 1** Each \( s_j \), defined in (18), has all its zeros in the interior of the unit disc and 0 is no zero of them. Furthermore, \( s_j \) and \( s_{j-1} \), \( j = 1, \ldots, \delta \), have no common zeros.

**Proof** By (18) it can be seen that the leading coefficient of \( s_j \) is \( \prod_{k=1}^{j} \frac{k_{i+k-\delta}}{k_{i+k-\delta-1}} = \frac{k_{j+m-\delta}}{k_{j+m-\delta-1}} \). Since renormalising a polynomial doesn’t change its zeros, we consider the monic polynomials

\[
\tilde{s}_j = \frac{\kappa_{m-\delta}}{k_{j+m-\delta}} s_j.
\]

Especially, we have \( \tilde{s}_j^* = \frac{\kappa_{m-\delta}}{k_{j+m-\delta}} s_j^* \). By (18) we get the recurrence \( \tilde{s}_0(z) = \tilde{s}_0^*(z) = 1 \),

\[
\tilde{s}_j(z) = z \tilde{s}_{j-1}(z) + \frac{a_{j+m-\delta}}{a_{j+m-\delta-1}} \frac{\kappa_{m-\delta}}{k_{j+m-\delta}} \tilde{s}_{j-1}(z), \quad j = 1, \ldots, \delta. \tag{19}
\]

(11) implicates that the reflection coefficients \( \frac{a_{j+m-\delta}}{a_{j+m-\delta-1}} \frac{\kappa_{m-\delta}}{k_{j+m-\delta}} \) have moduli

\[
\left| \frac{a_{j+m-\delta}}{a_{j+m-\delta-1}} \frac{\kappa_{m-\delta}}{k_{j+m-\delta}} \right| < 1 - \sqrt{\epsilon} < 1.
\]

Thus, the result of the lemma follows from [12, Theorem 9.1] and the text immediately after (17). \( \square \)

Obviously, the zeros of \( \rho_m \) in \([e^{-\alpha}, 1)\) are these ones of \( s_\delta \) (which have moduli \( \geq e^{-\alpha} \) by the given assumptions), and its unimodular zeros are these ones of \( \rho_{m-\delta} \).

The elements \( (\tilde{s}_j)_{j=0}^\delta \) satisfy the recurrence (19), whose reflection coefficients have moduli less than one. By [12, Theorem 4.1 and the sentence before] it follows that these polynomials are orthogonal with respect to a sequence of complex numbers, respectively with respect to a linear functional. More precisely, the examinations before this cited Theorem 4.1 show that these polynomials are orthogonal on the (complex) unit circle \([[1, 1]]\) with respect to a bounded nondecreasing measure with at least \( \delta + 1 \) points of increase on \([0, 2\pi]\), where \( z = e^{it} \), \( t \in [0, 2\pi] \).

Thus, the designation ‘Szegő-polynomials’ for the elements of both sequences \( (\tilde{s}_j)_{j=0}^\delta \) and \( (s_j)_{j=0}^\delta \) is justified, because all \( \tilde{s}_j \) and \( s_j \) differ only by a normalisation factor. Especially, both polynomials have the same zeros for \( j = 1, \ldots, \delta \), which do not affect the orthogonality properties of both sequences of polynomials.
But this article does not focus on the orthogonality of these polynomials, rather we need the recurrence and the reflection coefficients.

6 Zeros in the interior of the unit disc

In this section we determine the zeros of $s_{\delta}$. We abbreviate $\alpha_j := \frac{\eta_{j+m-d}}{a_{m-d}}$, $\gamma_j := \frac{\kappa_{j+m-d}}{\kappa_{j+m-d-1}}$ and $m - \delta =: \omega$, $0 \leq \omega \leq m$. Then we have

$$\frac{\alpha_v}{\gamma_v} = \frac{a_{v+\omega}}{a_{\omega} \, \kappa_{v+\omega-1}} = \kappa_{v+\omega}^v \, \kappa_{\omega} \cdot \kappa_{v+\omega},$$

$$\prod_{\mu = v}^{j} \gamma_{\mu} = \frac{\kappa_{v+\omega}^v \, \kappa_{v+\omega-1}^v \, \kappa_{\omega} \cdot \kappa_{v+\omega}}{\kappa_{v+\omega}^j \, \kappa_{v+\omega-1}^j} = \frac{\kappa_{j+\omega}}{\kappa_{v+\omega-1}},$$

$$\prod_{\mu = v+1}^{j} \left( \gamma_{\mu} - \frac{|\alpha_{\mu}|^2}{\gamma_{\mu}} \right) = \prod_{\mu = v+1}^{j} \gamma_{\mu} \prod_{\mu = v+1}^{j} \left( 1 - \frac{|\alpha_{\mu}|^2}{\gamma_{\mu}} \right).$$

By (18) we get

$$s_j^*(z) = \gamma_j s_{j-1}^*(z) + z \overline{\alpha}_{j}s_{j-1}(z)$$

$$= \gamma_j s_{j-1}^*(z) + \frac{\overline{\alpha}_{j}}{\gamma_j} (s_j(z) - \alpha_j s_{j-1}(z))$$

$$= \frac{\overline{\alpha}_{j}}{\gamma_j} s_j(z) + \left( \gamma_j - \frac{|\alpha_j|^2}{\gamma_j} \right) s_{j-1}^*(z)$$

$$= \frac{\overline{\alpha}_{j}}{\gamma_j} s_j(z) + \left( \gamma_j - \frac{|\alpha_j|^2}{\gamma_j} \right) \left( \frac{\overline{\alpha}_{j-1}}{\gamma_{j-1}} s_{j-1}(z) + \left( \gamma_{j-1} - \frac{|\alpha_{j-1}|^2}{\gamma_{j-1}} \right) s_{j-2}^*(z) \right)$$

$$= \frac{\overline{\alpha}_{j}}{\gamma_j} s_j(z) + \frac{\overline{\alpha}_{j-1}}{\gamma_{j-1}} \left( \gamma_{j-1} - \frac{|\alpha_{j-1}|^2}{\gamma_{j-1}} \right) s_{j-2}(z) + \left( \gamma_{j-1} - \frac{|\alpha_{j-1}|^2}{\gamma_{j-1}} \right) s_{j-2}^*(z)$$

$$= \ldots$$

$$= \frac{\overline{\alpha}_{j}}{\gamma_j} s_j(z) + \sum_{v=0}^{j-1} \frac{\overline{\alpha}_{v}}{\gamma_{v}} \prod_{\mu = v+1}^{j} \left( \gamma_{\mu} - \frac{|\alpha_{\mu}|^2}{\gamma_{\mu}} \right) s_v(z)$$

$$= \sum_{v=0}^{j} \frac{\overline{\alpha}_{v}}{\gamma_{v}} \prod_{\mu = v+1}^{j} \left( \gamma_{\mu} - \frac{|\alpha_{\mu}|^2}{\gamma_{\mu}} \right) s_v(z), \quad j = 1, \ldots, \delta,$$

where empty products ($v = j$ in the sum) have value 1, all $\gamma_{\mu} - \frac{|\alpha_{\mu}|^2}{\gamma_{\mu}} \neq 0$ since $0 < 1 - \frac{|\alpha_{\mu}|^2}{\gamma_{\mu}} < 1$. With $\beta_0 := 1$,

$$1 > \beta_v := \prod_{\mu = 1}^{v} \left( \gamma_{\mu} - \frac{|\alpha_{\mu}|^2}{\gamma_{\mu}} \right) = \left( \gamma_{v} - \frac{|\alpha_{v}|^2}{\gamma_{v}} \right) \beta_{v-1} > 0, \quad v = 1, \ldots, m.$$
and (18) we get

\[
zs_{j-1}(z) = \frac{1}{\gamma_j} s_j(z) - \frac{\alpha_j}{\gamma_j} s_{j-1}^*(z) = \frac{1}{\gamma_j} s_j(z) - \frac{\alpha_j \alpha_{j-1}}{\gamma_j \gamma_{j-1}} s_{j-1}(z) - \frac{\alpha_j \beta_{j-1}}{\gamma_j} \sum_{v=0}^{j-2} \alpha_v s_v(z) = \frac{1}{\gamma_j} s_j(z) - \frac{\alpha_j \beta_{j-1}}{\gamma_j} \sum_{v=0}^{j-1} \alpha_v \gamma_v \beta_v s_v(z), \quad j = 1, \ldots, \delta.
\]

This can be rewritten in the form

\[
\begin{bmatrix}
  s_0(z) \\
  s_1(z) \\
  \vdots \\
  s_{\delta-1}(z)
\end{bmatrix}
= A 
\begin{bmatrix}
  s_0(z) \\
  s_1(z) \\
  \vdots \\
  s_{\delta-1}(z)
\end{bmatrix}
+ \frac{1}{\gamma_\delta} 
\begin{bmatrix}
  0 \\
  0 \\
  \vdots \\
  s_\delta(z)
\end{bmatrix}.
\]

Hence, the zeros of \( s_\delta \) are the eigenvalues of \( A \in \mathbb{C}^{\delta,\delta} \),

\[
A = \begin{pmatrix}
  -\frac{\alpha_0 a_1}{\gamma_0} & 1 & 0 & \cdots \\
  -\frac{\alpha_0 a_2}{\gamma_0} & -\frac{1}{\gamma_1} & \frac{1}{\gamma_2} & \cdots \\
  \vdots & \vdots & \vdots & \ddots \\
  -\frac{\alpha_0 a_{\delta-1}}{\gamma_0} & -\frac{\alpha_1 a_{\delta-1}}{\gamma_1} & -\frac{\alpha_2 a_{\delta-1}}{\gamma_2} & \cdots & -\frac{1}{\gamma_{\delta-1}} \\
  -\frac{\alpha_0 a_1}{\gamma_1} & 1 & 0 & \cdots \\
  -\frac{\alpha_1 a_2}{\gamma_1} & -\frac{1}{\gamma_2} & \frac{1}{\gamma_3} & \cdots \\
  \vdots & \vdots & \vdots & \ddots \\
  -\frac{\alpha_1 a_{\delta-1}}{\gamma_2} & -\frac{\alpha_2 a_{\delta-1}}{\gamma_3} & -\frac{\alpha_3 a_{\delta-1}}{\gamma_4} & \cdots & -\frac{1}{\gamma_{\delta-2}} \\
  \vdots & \vdots & \vdots & \ddots \\
  -\frac{\alpha_{\delta-1} a_1}{\gamma_{\delta-1}} & -\frac{\alpha_{\delta-1} a_2}{\gamma_{\delta-2}} & -\frac{\alpha_{\delta-1} a_3}{\gamma_{\delta-3}} & \cdots & -\frac{1}{\gamma_{\delta-1}}
\end{pmatrix} = DBD^{-1},
\]

where \( D := \text{diag}(\beta_0, \ldots, \beta_{\delta-1}) \), \( D^{-1} = \text{diag}(\frac{1}{\beta_0}, \ldots, \frac{1}{\beta_{\delta-1}}) \) and

\[
B = \begin{pmatrix}
  -\frac{\alpha_0 a_{\delta+1}}{\kappa_0} & 1 - \frac{a_{\delta+2}}{\kappa_1} & 0 & \cdots \\
  -\frac{\alpha_0 a_{\delta+1}}{\kappa_1} & -\frac{a_{\delta+2}}{\kappa_2} & \frac{a_{\delta+3}}{\kappa_3} & \cdots \\
  \vdots & \vdots & \vdots & \ddots \\
  -\frac{\alpha_0 a_{\delta+1}}{\kappa_{\delta-1}} & -\frac{\alpha_{\delta+1} a_{\delta+1}}{\kappa_{\delta+1}} & -\frac{\alpha_{\delta+2} a_{\delta+1}}{\kappa_{\delta+2}} & \cdots & -\frac{1}{\kappa_{\delta}}
\end{pmatrix}.
\]

Here, we have used
\[
\frac{\alpha_j \alpha_k}{\gamma_j \gamma_k} = \frac{\bar{\alpha_j} \alpha_k}{\bar{\gamma_j} \gamma_k}, \quad \frac{\alpha_j}{\gamma_j} = \frac{\bar{\alpha_j}}{\bar{\gamma_j}} (\text{see } (11)),
\]
\[
\beta_j+1 = \frac{1}{\gamma_j+1} \left( \gamma_j+1 - \left| \frac{\alpha_j+1}{\gamma_j+1} \right|^2 \right) = 1 - \left| \frac{\alpha_j+1}{\gamma_j+1} \right|^2 = 1 - \left( \frac{1}{k_{j+\omega}} \right)^2.
\]

Since \( B \) is similar to \( A \), the eigenvalues of both matrices are the same and \( s_\delta \) is the characteristic polynomial of \( A \) and hence of \( B \), too, c.f. \([2, \text{Theorem \,3.2}], [14]\).

From (10) we see, as expected, that the entries of the non degenerated Hessenberg matrix \( B \) are independent of the representation of the \( s_j \), because there appear only terms \( \frac{\alpha_j}{\gamma_j} \) resp. \( \frac{\bar{\alpha_j}}{\bar{\gamma_j}} \), which are the values of the monic polynomials \( \frac{1}{k_{j+\omega}} \rho_{j+\omega} \) resp. \( \frac{1}{k_{j+\omega}} \rho_{j+\omega} \) at \( 0, j = 0, \ldots, \delta \) (note that \( |a_{j+\omega}| < |k_{j+\omega}|, j = 0, \ldots, \delta - 1 \)).

### 7 Zeros on the unit circle

In this section we consider \( \rho_{\omega}(z) = \sum_{v=0}^{\omega} \rho_{\omega}^{(v)} z^v \) on \([1, 1]\). Although its zeros can be determined with standard zero finders, see e.g. \([26, 27]\), we sketch an algorithm which uses the knowledge that \( \rho_{\omega} \) has only unimodular zeros.

We follow ideas given in \([25]\) and write \( z = e^{it}, -\pi < t \leq \pi \), i.e. \( \rho_{\omega}(e^{it}) = u_{\omega}(t) + i v_{\omega}(t) \).

\[
u_{\omega}(t) = \sum_{v=0}^{\omega} \text{Im} \rho_{\omega}^{(v)} \cos vt + \text{Re} \rho_{\omega}^{(v)} \sin vt.
\]

Thus, the common zeros \( t_j \) of the trigonometric polynomials \( u_\omega \) and \( v_\omega \) in \((-\pi, \pi]\) yield the zeros \( z_j \) of \( \rho_m \) in \([1, 1]\) and \( \omega_j = i t_j, j = 1, \ldots, \omega \). By the given assumptions there are \( \omega \) simple ones.

In the following we consider the case that \( \rho_{\omega} \) has only real coefficients \( \rho_{\omega}^{(v)}, v = 0, \ldots, \omega \) (the case that it has only imaginary coefficients can be treated in the same manner). For the general case one may consider the real polynomial \( |\rho_{\omega}|^2 \).

From its \( 2\omega \) zeros \( z_j, \bar{z}_j \) only these ones with \( \text{Re} z_j \geq 0 \) needed to be calculated. The other ones can be obtained by conjugation. Then, verify which of them are the zeros of \( \rho_{\omega}\).

For \( \rho_{\omega}^{(v)} \in \mathbb{R} \) for all \( v = 0, \ldots, \omega \), the functions \( u_\omega, v_\omega \) can be written as

\[
u_{\omega}(t) = \sum_{v=0}^{\omega} \rho_{\omega}^{(v)} \cos vt, \quad v_{\omega}(t) = \sum_{v=0}^{\omega} \rho_{\omega}^{(v)} \sin vt.
\]

Furthermore, we define the even trigonometric polynomial \( \bar{v}_{\omega-1} \) by
Since $\rho_\omega([[1,1]])$ is symmetric to the real axis, it is sufficient to con-
consider $\rho_\omega(e^{it})$ for $t \in [0, \pi]$ instead for $-\pi < t \leq \pi$. As the transformation
$x := \cos t$, $t \in [0, \pi]$, $x \in [-1, 1]$, is bijective we have

$$\rho_\omega(e^{it}) = u_\omega(t) + i \sin t \tilde{v}_\omega(t)$$

$$= \sum_{v=0}^{\omega} p_v^{(\omega)} T_v(x) + i \sqrt{1 - x^2} \sum_{v=0}^{\omega-1} p_v^{(\omega)} U_v(x)$$

$$= r_\omega(x) + i \sqrt{1 - x^2} r_{\omega-1}(x),$$

where $T_v$ (resp. $U_v$) denotes the $v$th Chebyshev polynomial of the first (resp. sec-
second) kind. Since a possible zero of $\rho_\omega$ in $\pm 1$ can be detected and divided out by the Horner algorithm, we assume in the following that $\rho_\omega(\pm 1) \neq 0$ and especially that $\omega$
is even because $\rho_\omega$ is a real polynomial with only non real and simple zeros. In this
case, a zero of $\rho_\omega$ on $[[1,1]]$ can be obtained from the common zeros of $r_\omega$ and $r_{\omega-1}$
in $(-1,1)$, i.e. as the zeros of the greatest common divisor (gcd) of $r_\omega$ and $r_{\omega-1}$.

As $\rho_\omega$ has $\omega$ zeros on $|z| = 1$ and by the symmetry of its zeros with respect to
the real axis, there are $\frac{\omega}{2}$ zeros for $t \in (0, \pi)$. Thus, $r_{\omega/2} := \text{gcd}(r_\omega, r_{\omega-1}) \in \Pi_{\omega/2}$
can be calculated by the Euclidean algorithm for Chebyshev expansions which we
have introduced in [25]. This algorithm yields $r_{\omega/2}$ as an $U_v$-expansion. It has all its
$\omega/2$ (simple) zeros in $(-1,1)$, which can be obtained successively e.g. by Newton’s
method with deflation. The deflation can be done by the Euclidean algorithm for
Chebyshev expansions [25], too, or by the Clenshaw algorithm in the version which
we have described in [41, p. 605 f.], where $q^{(1)}_{m-1}$ from there is the deflated polyno-
mial and $y$ from there denotes the zero. Alternatively, the algorithm in [6] calculates
the roots as eigenvalues of a matrix, whose coefficients depend on the recurrence
coefficients of the $U_v$ and on the coefficients of $r_{\omega/2}$ in terms of the $U_v$.

## 8 Zeros near the unit circle

Until now we have distinguished between finding zeros $z_j$ with modulus less than
one or equal one. By numerical reasons, we have chosen a small value $\varepsilon$, $0 < \varepsilon < 1$,
and replaced the condition $1 - \frac{d_m \cdot \mu}{k_m \cdot \mu} > 0$ in the while-loop in Algorithm 2 by

$$1 - \frac{d_m \cdot \mu}{k_m \cdot \mu} > \sqrt{\varepsilon}, \text{ } 0 \leq \mu \leq \delta \leq m - 1.$$ 

By the approach of Sect. 3 this means that we
have assumed that all zeros of $\rho_{m-\mu}$ lie in $([e^{-\alpha}, 1 - \sqrt{\varepsilon}])$ and especially that the $\delta$
zeros of $s_\varepsilon$ resp. the eigenvalues of $B$ are there, too. Consequently, Algorithm 2 cal-
culates a sequence of polynomials whose all zeros are there.

Furthermore, for $\rho_{m-\delta}$ we have calculated its unimodular zeros. If we would have
exact samples and no numerical inaccuracies, we could choose $\varepsilon = 0$ and would
obtain all zeros of $\rho_m$ on the unit circle (i.e. that all $m - \delta$ zeros of $\rho_{m-\delta}$ are there).
But for $\epsilon > 0$, $\rho_{m-\delta}$ may have $\deg(\gcd(u_\omega, v_\omega)) < m - \delta$ zeros on the unit circle which can be calculated by the algorithm described in Sect. 7. Thus, the remaining $m - \delta - \deg(\gcd(u_\omega, v_\omega))$ zeros of $\rho_m$ resp. $\rho_{m-\delta}$ are in $[[1 - \sqrt{\epsilon}, 1]],$ and $s_\delta$ has all its zeros in $[[e^{-\alpha}, 1 - \sqrt{\epsilon})].$

Now, we consider $\rho_{m-\delta}$ on $[[1 - \sqrt{\epsilon}, 1 - \sqrt{\epsilon})], i.e.

$$\rho_{m-\delta}((1 - \sqrt{\epsilon})z) = \sum_{v=0}^{m-k} \rho_v^{(m-\delta)}(1 - \sqrt{\epsilon})^v z^v,$$

on the unit circle, and determine its zeros there by the algorithm outlined in Sect. 7. Then we repeat this proceeding by using a bisection strategy on $[[1 - \epsilon_v, 1 - \epsilon_v]], \epsilon_v := \frac{\sqrt{\epsilon}}{2^v}, v = 1, 2, ..., \text{until all zeros have been found.}$ The scaling of $\rho_{m-\delta}$, i.e. the usage of $\rho_{m-\delta}((1 - \epsilon_v)z)$ for $|z| = 1$ and various $\epsilon_v$, may increase the risk of numerical instabilities. Thus, it is recommended to use the scaled polynomials in Sect. 7 only to find rough estimates for the zeros, followed by an iterative refinement with the unscaled polynomial, e.g. with Newton’s or Bairstow’s method and deflation.

9 Determining the coefficients $(\lambda_j)^m_{j=1}$ of the signal

In the previous Sects. 6 and 7, we have calculated $\omega_j, j = 1, \ldots, m,$ and especially the value $m$ of the signal $h$. Using $N$ given samples $h_k, k = 0, \ldots, N - 1$, with $N \geq 2m$ we get from (1) the interpolation conditions

$$h_k = \sum_{j=1}^{m} \lambda_j e^{i\omega_j}, \quad k = 0, \ldots, N - 1,$$

or

$$E_{N,m} \lambda = h,$$  

where $E_{N,m} = (e^{iv_\omega} = z_j^v)_{\nu = 0, \ldots, N - 1}, \lambda = (\lambda_1, \ldots, \lambda_m)^T, h = (h_0, \ldots, h_{N-1})^T$ and $N \geq k \geq m$. The matrix $E_{N,m}$ has full rank $m$, and $m$ of the equations will be enough to determine $\lambda$. If we have unnoised samples and no errors appear during the calculations, (21) has an unique solution. The overdetermination of this system can be used to regularize the effects of numerical errors during the calculations. This can be done by minimizing $\|r(\lambda)\|$, where $r(\lambda) := h - E_{N,m} \lambda$ and $\| \cdot \|$ denotes a suitable norm, usually the $l_1$, $l_2$ ones, or the norm $\| \cdot \|_\iota$ from Sect. 2. In a last step, all $\lambda_j e^{i\omega_j}$ of $h$ with $|\lambda_j| < \epsilon$ for a suitable small positive $\epsilon$ will be removed, and we get $m := \#\{j : |\lambda_j| \geq \epsilon\}$, so that a possible overestimated value of $m$ can be corrected.
Example 1 To test the algorithm for various values of $m$ and $\epsilon$ we have randomly generated $\omega_j$, $j = 1, \ldots, m$, and thus the zeros of a polynomial $\rho_m$ which we expand in its monomial representation, using Mathematica. Its zeros in the interior of the unit disc are computed by the algorithm in Sect. 6 and compared with the exact zeros by the $l_2$-norm of the residual vectors. The results are given in Table 1, where the residual-norms are mean values of the considered examples.

Even in cases with larger norms of the residuals, most zeros are accurately determined and only some few ‘outliers’ appeared, see Fig. 1 for an example (randomly generated). Thus, it may be appropriate, especially for large $m$, to use an iterative (e.g. Newton’s) method to improve the accuracy of the numerically calculated zeros.
From the previous examinations we get the number \( \omega \) of zeros in \([1 - \sqrt{\epsilon}, 1]\) and the number \( \delta = m - \omega \) of zeros in \([e^{-\delta}, 1 - \sqrt{\epsilon})\). If \( m \) is estimated by \( \ell' > m \) or if \( \epsilon \) is chosen too large, there maybe zeros in \([1 - \sqrt{\epsilon}, 1]\), which possibly appear only due to noised samples, numerical difficulties, inappropriate chosen \( \ell', \ldots \) If we found some there, it is recommendable to test whether there are some other zeros in a small disc around the found zero, to check whether there is in fact a cluster of (simple) zeros or whether this is a noised one. In such cases it is possible to use filtering and approximation methods to detect and correct such zeros. But this is a theme of its own.

The value \( \epsilon \) defines the distance between the zero with maximal modulus in the interior of the unit disc to \([1, 1]\). If it is too small, in Algorithm 2 there may appear very small denominators. This causes that \( B \) has a superdiagonal element with small modulus, which means that this matrix is nearly degenerated.

If there are zeros in the interior of \([e^{-\delta}, 1]\), but close to \([1, 1]\), the results of Algorithm 2 may depend sensitive on the chosen value of \( \epsilon \). A larger value of \( \epsilon \) increases the width of the annulus where ‘nearly’ unimodular zeros are (calculated as described in Sect. 8).

If \( \epsilon \) is too small it may lead to a too large value of \( \delta \), i.e. the dimension of \( B \). This may cause that some of its numerical calculated eigenvalues have moduli \( \geq 1 \). In the subsequent we develop a simple method to handle this.

Until now we have assumed that \( \delta \) is known by the calculations of the previous sections, especially in Sect. 6. Now, we show how \( B \) can be calculated successively if \( \delta \) is only known as an upper bound for the number of zeros in the interior of the unit disc or if \( \epsilon \) is chosen inappropriate. To empathize the dependence of \( B \) from \( m \) and \( \delta \) we write \( B^m_{m-\delta} := B \). Obviously, this matrix can be subdivided as

\[
B^m_{m-\delta} = \begin{pmatrix} B^m_{m-\delta+j} & 0 \\ \ast & 1 - \frac{|a_{m-\delta+j}|^2}{k_{m-\delta+j}} \end{pmatrix} \in \mathbb{C}^{\delta, \delta}, \quad j = \delta - 1, \ldots, 1,
\]

where \( B^m_{m-\delta+j} \in \mathbb{C}^{j, j}, B^m_{m-(\delta-j)} \in \mathbb{C}^{\delta-j, \delta-j} \) are Hessenberg matrices, too. In Algorithm 2 and from the text after theorem 2 the coefficients \( a_{m-\mu} \) will be calculated for \( \mu = 0, 1, \ldots \). This means that \( B \) is generated successively from \( B^m_{m-\mu}, \mu = 1, 2, \ldots, \delta \).

If there are zeros on the unit circle, Algorithm 2 stops with \( \mu = \delta \) for which

\[
1 - \frac{|a_{m-\delta}|}{k_{m-\delta}} < \sqrt{\epsilon}\ 
\]

and we get \( B = B^m_{m-\delta} \). This corresponds to stop the iteration for computing the \( \rho_{m-\mu} \) in Algorithm 2 for \( \mu = \delta \). If \( \epsilon \) is too large it maybe that \( \delta \) and hence the dimension of \( B \) resp. the degree of \( s_\delta \) becomes too small. Then we have not found all zeros in the interior of the unit disc and \( \rho_{m-\delta} \) may have some zeros close to but not in \([1, 1]\). This will be taken into account in Sect. 7, too.
For an \( \epsilon \) chosen too small, it maybe that we obtain a stopping parameter \( \delta_\epsilon > \delta \) instead of \( \delta \), i.e. the dimension \( \delta_\epsilon \) of \( \mathbf{B} \) will be too large, i.e. for decreasing \( j \) there is an index \( j = j_\epsilon \), with \( \delta_\epsilon - j_\epsilon > \delta \), for which we have \( 1 \gg 1 - \frac{d_{m-j_\epsilon+i_\epsilon}}{k_{m-j_\epsilon+i_\epsilon}} \approx \sqrt{\epsilon} \approx 0 \).

Let us assume for a moment what would happen if \( 1 - \frac{d_{m-j_\epsilon+i_\epsilon}}{k_{m-j_\epsilon+i_\epsilon}} = 0 \). Then the set of eigenvalues of \( \mathbf{B}^{m-\delta_\epsilon} \) is the union of the sets of eigenvalues of \( \mathbf{B}^{m-\delta_\epsilon+j_\epsilon} \) and \( \mathbf{B}^{m-(\delta_\epsilon-j_\epsilon)} \). Thus, for sufficient small (positive) \( 1 - \frac{d_{m-j_\epsilon+i_\epsilon}}{k_{m-j_\epsilon+i_\epsilon}} \), we may presume that the eigenvalues of the last both matrices are good approximations for the eigenvalues of \( \mathbf{B}^{m-\delta_\epsilon} \), i.e. zeros of a polynomial \( s_{\delta_\epsilon} \), whose \( \delta \) zeros with smallest moduli are approximations for the zeros of \( s_{\delta} \), and the remaining \( \delta_\epsilon - \delta \) eigenvalues are approximations for some of the unimodular zeros of \( \rho_m - \delta \). The latter ones may be close to the unit circle, but may have moduli > 1 if they are obtained numerically. So, they must be corrected because this would contradict the assumptions of the model of the given signal (1). We illustrate this in the following examination which may occur if we build up the matrix \( \mathbf{B} \), using a too small chosen \( \epsilon \).

Taking \( \mathbf{B}^{m-\delta} \) we add the first column/row to get \( \mathbf{B}^{m-\delta_\epsilon} \), assuming \( \delta_\epsilon = \delta + 1 \). We have

\[
\mathbf{B}^{m-\delta} = \begin{pmatrix}
\mathbf{n}_{m-\delta+1} \\
\mathbf{k}_{m-\delta+1}
\end{pmatrix}
\]

with an eigenvalue having a modulus \( \geq 1 \), i.e. the eigenvalues of \( \mathbf{B}^{m-\delta} \) are the zeros of \( \rho_m \) in the interior of the unit disc. The value of \( \mathbf{B}^{m-\delta} \) indicates that there maybe a zero in (or very close to) \([1, 1]\). Thus, we correct \( \delta_\epsilon \) to \( \delta \) and can use the additional located zero as an approximation for a possible unimodular zero of \( \rho_m \).

In similar manner we conclude that for each \( \delta_\epsilon > \delta \) the eigenvalues of \( \mathbf{B}^{m-\delta_\epsilon} \) are the zeros of \( \rho_m \) in the interior of the unit disc and that the eigenvalues of \( \mathbf{B}^{m-\delta} \) are approximations for \( m - \delta_\epsilon \leq \omega \) unimodular zeros of \( \rho_m \).

These approximations can be used as initial values e.g. for some few iterations of the Newton method, applied on \( \rho_m \) (not on \( \rho_{m-\epsilon} \) and \( s_{\delta} \) because they may be inaccurate calculated due of numerical errors in this case), to improve the position of the zeros. An alternative way for this is given in [2], applied on \( \rho_m^* \). Deflation can be used to decrease the efforts.

**Example 2** For \( \epsilon = 10^{-30} \), a randomly generated polynomial of degree \( m = 20 \),

\[
(p_0, \ldots, p_m) = (0.0242402 + 0.0120206i, 0.0813038 + 0.101295i, 0.0717532 + 0.389689i, -0.388668 + 0.816239i, -1.5583 + 0.833735i,
\]

\[
-2.87359 - 0.437778i, -2.60714 - 2.96498i, 0.606318 - 4.93159i, 5.73853 - 3.4272i, 8.97888 + 2.71801i, 6.5081 + 10.9983i,
\]

\[
-1.66656 + 16.1488i, -10.7529 + 14.1593i, -14.4099 + 5.66972i, -9.94589 - 4.20975i, -0.58232 - 10.11i, 7.55117 - 10.3004i, 10.2354 - 6.91537i, 7.92304 - 3.07659i, 3.79382 - 0.789217i, 1),
\]

we have obtained \( \delta = 15 \) and
with a Hessenberg matrix $B_{6}^{20} \in \mathbb{C}^{14,14}$, whose superdiagonal elements have moduli $> \sqrt{\epsilon}$. The first element of $B$ has an absolute value greater than one. The element on superdiagonal position $(1, 2)$ has a modulus close to zero, indicating that $\delta$ is too small.

Obviously, the element on position $(1, 1)$ of $B_{5}^{20}$, i.e. $B_{6}^{6} \in \mathbb{C}$, is an approximate eigenvalue, but is outside of the unit disc and close to a zero $0.998768 - 0.0496163i$ of $\rho_m$ on the unit circle, see Fig. 2. If $\delta$ would be correct, the eigenvalues of $B_{6}^{20}$ would be the zeros of a Szegő polynomial $s_{15}$ which are, due to Lemma 1, all in the interior of the unit disc. This indicates that $\delta$ is chosen too large resp. $\epsilon$ too small.

If we choose $\epsilon = 10^{-7}$ we obtain $B = B_{6}^{20}$, whose eigenvalues are the zeros of $s_{14}$. They are all in the interior of the unit disc. Since $B_{5}^{20}$ is nearly degenerated, the eigenvalues of $B_{6}^{20}$ are closely to the corresponding ones of $B_{5}^{20}$ in the interior of the unit disc but without its incorrect one outside there. The $l_2$-norm of the vector of the differences of the calculated zeros of $s_{14}$ and the corresponding zeros of $\rho_m$ in the interior of the unit disc is $2.96315 \times 10^{-12}$. The zeros on $[[1, 1]]$ are $-0.352764 - 0.999378i$, $-0.494871 + 0.868967i$, $0.091702 - 0.995786i$, $-0.491722 + 0.870752i$, $-0.57585 - 0.817556i$, $0.998768 - 0.0496163i$ (this one was approximated by $B_{5}^{6}$).

$$
B = B_{5}^{20} = \begin{pmatrix}
B_{6}^{6} = 1.02654 - 0.0179164i & 7.08607 \times 10^{-10} & 0 \cdots 0 \\
0.809412 - 0.357437i & 0.628739 - 0.515669i & 0.186173 - 0.737641i & -0.220544 - 0.709915i & -0.452536 - 0.420559i & -0.538593 - 0.140383i \\
-0.261642 + 0.228855i & -0.00605426 + 0.342705i & 0.269162 + 0.0761178i & 0.0805428 - 0.107771i & -0.0487352 - 0.181242i \\
-0.098387 - 0.0103663i & -0.0344623 + 0.0149954i & -0.000496826 + 0.0277749i & \\
\end{pmatrix} \in \mathbb{C}^{15,15}
$$
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