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Abstract

Awareness plays a major role in human cognition and adaptive behaviour, though mechanisms involved remain unknown. Awareness is not an objectively established fact, therefore, despite extensive research, scientists have not been able to fully interpret its contribution in multisensory integration and precise neural firing, hence, questions remain: (1) How the biological neuron integrates the incoming multisensory signals with respect to different situations? (2) How are the roles of incoming multisensory signals defined (selective amplification or attenuation) that help neuron(s) to originate a precise neural firing complying with the anticipated behavioural-constraint of the environment? (3) How are the external environment and anticipated behaviour integrated? Recently, scientists have exploited deep learning architectures to integrate multimodal cues and capture context-dependent meanings. Yet, these methods suffer from imprecise behavioural representation and a limited understanding of neural circuitry or underlying information processing mechanisms with respect to the outside world. In this research, we introduce a new theory on the role of awareness and universal context that can help answering the aforementioned crucial neuroscience questions. Specifically, we propose a class of spiking conscious neuron in which the output depends on three functionally distinctive integrated input variables: receptive field (RF), local contextual field (LCF), and universal contextual field (UCF) - a newly proposed dimension. The RF defines the incoming ambiguous sensory signal, LCF defines the modulatory sensory signal coming from other parts of the brain, and UCF defines the awareness. It is believed that the conscious neuron inherently contains enough knowledge about the situation in which the problem is to be solved based on past learning and reasoning and it defines the precise role of incoming multisensory signals (amplification or attenuation) to originate a precise neural firing (exhibiting switch-like behaviour). It is shown, when implemented within an SCNN, the conscious neuron helps modelling a more precise human behaviour e.g., when exploited to model human audio-visual speech processing, the SCNN performed comparably to deep long-short-term memory (LSTM) network. We believe that the proposed theory could be applied to address a range of real-world problems including elusive neural disruptions, explainable artificial intelligence, human-like computing, low-power neuromorphic chips etc.
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1. Introduction

What is awareness or consciousness? Think of a well-trained and experienced car driver who automatically identifies and follows the traffic protocols in different surrounding environments (e.g. street, highway, and city centre) by interpreting the visual scenes directly (such as buildings, school etc.). Similarly, imagine a car with defective parking sensors which sometimes miscalculate the nearby object distance. It means that the audio input is ambiguous and driver can’t fully rely on parking sensors for precise maneuvering decisions e.g. while reversing the car. In this situation, we observe that the driver automatically starts utilizing visual cues to leverage the complementary strengths of both ambiguous sound (defective reversing beeps) and visuals. This is one example of consciousness or awareness,
where the surrounding environment or situation (UCF) helps establishing the anticipated behaviour to comply with, defining the optimal roles of incoming multisensory information, and eventually controlling human actions.

Similarly, in contextual audio-visual (AV) speech processing, we observe that in a very noisy environment, our brain naturally utilizes other modalities (such as lips, body language, facial expressions) to perceive speech or the conveyed message (i.e. speech perception in noise) [1][2][3][4]. However, it raises crucial questions: How does it happen in the brain? How the incoming sensory signals (such as vision and sound) integrate with respect to the situation? How are the roles of incoming signals (selective amplification/suppression) defined? How does the neuron(s) originate a precise control command that controls human actions based on incoming multisensory information and their precise integration, complying with the anticipated behavioural-constraint of the environment? Certainly, defining the context and its relevant features knowing when a change in context has taken place are challenging problems in modelling human behaviour [5]. It is also claimed in the literature that context could be of infinite dimensions but humans have a unique capability of correlating the significant context and set its boundaries intuitively with respect to the situation. However, once the context is identified, it is relatively easy to utilize and set its bounds to more precisely define the search space for the selection of best possible decision [5].

A simple example of contextual modulation is shown in Figure 1 [6]. It illustrates the role of localized contextual information (i.e. LCF) that comes from the nearby location in space. It can be seen that the ambitious RF input (in the top row) is interpreted as B or 13 depending on the local contextual information coming from the nearby location in space. Identically, consider the perception of any ambiguous letter or speech sound. At times, if available, the surrounding environment and its understanding significantly help to disambiguate the ambiguous input. The contextual modulation can in principle be from anywhere in space/time that modulates the transmission of information about other driving signals [6]. However, the selective amplification and attenuation of incoming multisensory information with respect to the outside world at the neural level is still very little understood. In addition, to the best of our knowledge, not much progress has been made to fully interpret the role of consciousness and objectively define its contribution in multisensory integration. The complexity of the problem is widely appreciated by scientists with a consensus that it is not easy to use awareness and contextual modulation to show enhanced processing, learning, and reasoning.

In this research article, we propose a novel conscious neural structure and objectively define awareness in terms of newly proposed UCF. The proposed spiking conscious neuron exhibits a switch-like behavior that defines the role of incoming multisensory signals with respect to the outside environment and anticipated behaviour. It is believed that the conscious neuron inherently contains enough knowledge about the situation in which the problem is to be solved based on past learning and reasoning and it helps defining the precise role of incoming multimodal signals to originate a precise control command. The conscious neuron exploits four types of contexts: modulatory (LCF), temporal, spatial, and awareness (UCF). The preliminary behavioural modelling analysis and simulation results demonstrate enhanced learning and reasoning capability of the proposed SCNN as compared to the state-of-the-art unimodal and multimodal models.

The rest of the paper is organized as follows: Section 2 discusses the conceptual foundation and motivation which leads to the development of conscious neural structure and SCNN. Section 3 presents the conscious neural structure and SCNN. In section 4, the conscious neural structure and SCNN are utilized for behavioural modelling including AV speech processing and driving behaviour. Finally, section 5 discusses the research impact, applications, and future research directions.

2. Motivation and Contribution

The simplified state-of-the-art integrate-and-fire neural structure is doing wonders today, think of the potential of neuron representing a closer form of biophysical reality. There exists ample evidence that divisive and multiplicative
gain modulations are widely spread in mammalian neocortex with an indication of amplification or attenuation via contextual modulation [6]. Evidence gathered in the literature suggests that multisensory interactions emerge at the primary cortical level [7][8]. Scientists have presented several theories and empirical results on the role of contextual modulation to disambiguate the ambiguous input or improve feature detection with weak or noisy inputs [9]. Recently, the authors in [6] used modern developments in the foundation of information theory to study the properties of local processors (neuron or microcircuit) embedded within the neural system that uses the contextual input to amplify or attenuate transmission of information about their driving inputs. Specifically, the authors used advances in information decomposition to show that the information transmitted by the local processor with two distinct inputs (driving and contextual information) can be decomposed into components unique to each other having three-way mutual/shared information. In [9], the authors used an edge detection problem as a benchmark to demonstrate the effectiveness of contextual modulation in recognizing specific patterns with noisy RF input. It was shown how surrounding regions in different parallel streams helped detecting the edge within any particular region and played a significant role in combating noisy input.

Recently, researchers have also proposed several deep recurrent neural network architectures to exploit contextual modulation by leveraging the complementary strengths of multimodal cues. For example, researchers in [10] presented a joint AV model for isolating a single speech signal from a mixture of sounds. The authors used a complementary strength of both audio and visual cues using deep learning to focus the audio on the desired speaker in a scene. Similarly, the authors in [11] and [12] developed an AV switching component for speech enhancement and mask estimation to effectively account for different noisy conditions contextually. The contextual AV switching components were developed by integrating a convolutional neural network (CNN) and long-short-term memory (LSTM) network. However, these end-to-end multimodal learning models operate at the network level and can’t be used for deep analysis and information decomposition to understand neural circuitry and underlying information processing mechanisms at the neural level, with respect to the outside world and anticipated behaviour. In addition, these methods only exploit the localized context without considering the overall knowledge of the problem (awareness). Thus, the limited contextual exploitation leads to imprecise behavioural representation. This work proposes a new conscious neural structure and SCNN that objectively define awareness at the neural level. Contrary to the work presented in [9], the proposed SCNN is evaluated with a noisy speech filtering problem. Specifically, we used two distinctive multimodal multistreams (lip movements as LCF and noisy speech as RF) and studied how the LCF helped to improve the noisy speech filtering in different noisy conditions (ranging from a very noisy to an almost zero noise environment). Later, going beyond the theory of local contextual modulation, we added UCF as another input variable (as a fourth virtual dimension) to define descriptive and control context (environment and anticipated behaviour) in SCNN.

3. Spiking Conscious Neural Network

The proposed conscious neural structure is presented in Figure 2. The output of the neuron depends on three functionally distinctive integrated input variables: driving (RF), modulatory (LCF), and awareness (virtual UCF). The RF is defining the ambiguous sensory signal, LCF is defining the modulatory sensory signal coming from other parts of the brain, and UCF is defining the outside world and anticipated behaviour. The interaction among RF, LCF, and UCF in an SCNN is shown in Figure 3. The output is denoted by the random variable $Y$, whereas $X$, $Z$, and $U$ represent RF, LCF, and UCF respectively. It is believed that the proposed neural structure when implemented within a multi-layered multiunit network of similar neurons produce a widely distributed activity pattern with respect to the current circumstances (i.e. a combination of RF, LCF, and UCF at the neuronal level). This activity helps neural network to explore and exploit the associative relations between the features extracted within different streams [9][6]. In the implementation, the neuron in one stream is connected to all other neurons in the neighbouring stream of the same layer. This is achieved through shared connections among the neurons that guide learning and processing with respect to local and universal contexts.

3.1. Mathematical Modelling

The conscious neuron ($y$) in the proposed SCNN interacts by exchanging the excitatory and inhibitory spikes probabilistically (in the form of bipolar signal trains) as shown in Figure 3 and Figure 4. In steady state, the stochastic spiking behaviour of the network has a product form property (product of firing rates and transition probabilities) which defines state probability distribution with easily solvable non-linear network equations. The firing from neuron $y$ to succeeding neuron $w$ in the network is according to the Poisson process, represented by the synaptic weights $w_{yw} = r_y[P_{y=1}y^+ + P_{y=2}y^-]$ and $w_{yw} = r_y[P_{y=1}y^+ + P_{y=2}y^-]$, where $P_{y=1}$ and $P_{y=2}$ represent the
Figure 2: Proposed conscious neural structure with a switch-like behaviour: The output depends on three functionally distinctive integrated input variables: driving (RF), modulatory (LCF), and awareness (virtual UCF). The RF is defining the ambiguous sensory signal, LCF is defining the modulatory sensory signal coming from other parts of the brain, and UCF is defining the outside world and anticipated behaviour. The conscious neuron, with respect to the outside environment (UCF), decides whether the role of LCF is modulatory or null.

The firing rate of the conscious neuron can be written as:

\[ r_y = (1 - d_y) - \frac{1}{N} \sum_{x=1}^{N} \left[ w^+_{y,x} + w^-_{y,x} \right] + \frac{1}{N} \sum_{z=1}^{N} \left[ w^+_{y,z} + w^-_{y,z} \right] + \frac{1}{N} \sum_{u=1}^{N} \left[ w^+_{y,u} + w^-_{y,u} \right] \tag{3} \]

Where,

\[ 0 \leq [(n_y)_m + (z_y)_n] \leq 1 \]

The potential of the conscious neuron represents its state that increases/decreases with respect to an incoming signal coming from the inside or outside world. The proposed neural structure is implemented using G-networks which possess product-form asymptotic solution. The neuron in firing state transmits an impulse to neuron with a Poisson rate and probability depending on the incoming signal as excitatory or inhibitory. The transmitted signal can also leave the network and go outside the world with probability:

\[ \frac{\lambda y}{\lambda} \]

If \( \lambda_y \) is the potential of the conscious neuron \( y \) in number of neurons, vector \( \lambda_y \) can be modelled as a continuous-time Markov process. The stationary joint probability of the network is given as:

\[ \lim_{n \to \infty} P^y(t) = y_1(t), y_2(t), \ldots, y_n(t) = \prod_{y=1}^{n} \left[ 1 - q_y \right] q_y^y \]

Where \( q_y \) represents the firing rate of the conscious neuron, and \( r_y \) represents the rate of positive and negative signal transmission that network learns through the process of learning. The terms \( \lambda_y \) and \( \lambda_y \) represent the RF, LCF, and UCF synaptic weights (i.e. the rates of positive and negative signal transmission) that network learns through the process of learning or training.
Figure 3: The interaction among RF, LCF, and UCF in an SCNN. Please note that the switch-like behaviour or filtering rules are enforced by the positive and negative synaptic weights associated with each input field.

Where $Q^+_{Y}$ and $Q^-_{Y}$ are the average rate of +ive and -ive signals at neuron $y$, given as:

$$Q^+_{Y} = \sum_{x=1}^{N} q_x w^+(y, x) + \sum_{z=1}^{N} q_z w^+(y, z) + \sum_{u=1}^{N} q_u w^+(y, u) \quad (5)$$

$$Q^-_{Y} = \sum_{x=1}^{N} q_x w^-(y, x) + \sum_{z=1}^{N} q_z w^-(y, z) + \sum_{u=1}^{N} q_u w^-(y, u) \quad (6)$$

The probability that the conscious neuron ($Y$) is excited can be written as:

$$q_y = \frac{\sum_{x=1}^{N} q_x w^+(y, x) + \sum_{z=1}^{N} q_z w^+(y, z) + \sum_{u=1}^{N} q_u w^+(y, u)}{W_W^+ + W_W^- + \sum_{x=1}^{N} q_x w^-(y, x) + \sum_{z=1}^{N} q_z w^-(y, z) + \sum_{u=1}^{N} q_u w^-(y, u)} \quad (7)$$

where $w^+(y, x)$, $w^-(y, x)$, $w^+(y, z)$, $w^-(y, z)$ $w^+(y, u)$, $w^+(y, u)$ are the positive and negative RF, LCF, and UCF weights. $W_W^+$ and $W_W^-$ are the positive and negative weights between the conscious neuron $y$ and succeeded neuron $w$. For training and weights update, state-of-the-art gradient descent algorithm is used. The RF input ($q_x$) is given as:

$$q_x = \frac{Q^+_{x}}{[w(x, y)^+ + w(x, y)^-] + Q^+_{x}} \quad (8)$$

$$Q^+_{x} = \Lambda_x + \sum_{v=1}^{N} q_v w^+(x, v) \quad (9)$$

$$Q^+_{x} = \lambda_x + \sum_{v=1}^{N} q_v w^-(x, v) \quad (10)$$

Where $q_v$ is the potential of the preceding neuron $v$ coming from the outside world, and $q_u$ and $q_z$ in (7) are the potentials of incoming LCF and UCF. It is to be noted that $w(x, y)^+$ and $w(y, x)^+$ are different.
3.2. Information Decomposition

A Venn diagram of the information theoretic measures for distinctive integrated input variables is depicted in Figure 5, where RF, LCF, and UCF are represented by the green, orange, and grayish pink ellipses respectively. The output (Y) is represented by the blue ellipse. In information processing equations, the output is denoted by the random variable Y, whereas RF, LCF, and UCF are represented by X, Z, and U respectively.

The mutual information shared between random variables X (RF) and Y (output) can be written as [14]:

$$I(X; Y) = H(X) − H(X|Y)$$ (11)

Where, H(X) is the Shannon entropy associated with the distribution of X and H(X|Y) is the Shannon entropy associated with the conditional distribution of X given Y. It is defined as the information contained in X but not in Y [14]. It is assumed that the mutual information is always non-negative when random variables are stochastically independent [14]. Since we are dealing with four random variables, the conditional mutual information can be written as:

$$I(X; Y|Z, U) = H(Y|Z, U) − H(Y|X, Z, U)$$ (12)
Figure 5: Venn diagram of information theoretic measures for distinctive integrated input variables RF, LCF, and UCF represented by the green ellipse, orange ellipse, and grayish pink ellipse respectively. The output (Y) is represented by the blue ellipse. The UCF (U) and associated \( H(U|X, Y, Z) \) is interpreted as the information contained in U but not in X, Y, and Z. The output (Y) and associated \( H(Y|X, Z, U) \) is interpreted as the information contained in Y but not in X, Z, and U. The LCF (Z) and associated \( H(Z|X, Y, U) \) is interpreted as the information contained in Z but not in X, Y, and U. The RF (X) and associated \( H(X|Y, Z, U) \) is interpreted as the information contained in X but not in Y, Z, and U.

This is the conditional mutual information shared between X and Y, having observed Z and U. It is defined as the information shared between X and Y but not shared with Z and U.

The four-way mutual information shared among four random variables X, Y, Z, and U can be defined as:

\[
I(X; Y; Z; U) = I(X; Y) - I(X; Y|Z, U) = I(X; Z) - I(X; Z|Y, U) = \\
I(X; U) - I(X; U|Y, Z) = I(Y; Z) - I(Y; Z|X, U) = I(Y; U) - I(Y; U|X, Z) \tag{13}
\]

If the four-way mutual information is positive, Shannon entropy associated with the distribution of Y can be defined as [14]:

\[
H(Y) = I(Y; X; Z; U) + I(Y; X|Z, U) + I(Y; Z|X, U) + I(Y; U|X, Z) + H(Y; X|Z, U) \tag{14}
\]

In case the random variables are discrete, the integrals are replaced by summations, and the probability mass function can be written as [14]:

\[
H(Y) = -\int p(y)\log p(y) dy \tag{15}
\]

\[
H(Y|X) = -\int \int p(y|x)\log p(y|x)p(x) dy dx \tag{16}
\]

\[
H(Y|X, Z) = -\int \int \int p(y|x, z)\log p(y|x, z)p(x, z) dy dz dx \tag{17}
\]

\[
H(Y|X, Z, U) = -\int \int \int \int p(y|x, z, u)\log p(y|x, z, u)p(x, z, u) dy dz dx du \tag{18}
\]

The objective function to be maximized can be defined as:

\[
F = \phi_0 I(Y; X; Z; U) + \phi_1 I(Y; X|Z, U) + \phi_2 I(Y; Z|X, U) + \phi_3 I(Y; U|X, Z) + \phi_4 H(Y; X|Z, U) \tag{19}
\]

\( I(Y; X|Z, U) \) is the information that the output shares with the RF (X) and is not contained in the LCF and UCF units. \( I(Y; Z|X, U) \) is the information that the output shares with the LCF and not contained in the RF and UCF units. \( I(Y; U|X, Z) \) is the information that the output shares with the UCF and not contained in the RF and LCF units.
Figure 6: General human behavioural modelling in any environment \( N \) using the conscious neural structure.

Figure 7: Human AV speech processing model in three different environments using the conscious neural structure. Please note that in the first two environments, LCF (visual information from lip movements) has a modulatory role, but in the third environment it has a Null role.

The values of \( \phi' \)’s are tunable within the range \([-1, 1]\). Different \( \phi \) values allow investigating specific mutual/shared information, such that:

\[
f(x) = \begin{cases} 
F = I(Y; X), & \text{if } \phi_1 = 1, \phi_2 = \phi_3 = \phi_4 = 0 \\
F = I(Y; Z), & \text{if } \phi_2 = 1, \phi_1 = \phi_3 = \phi_4 = 0 \\
F = I(Y; U), & \text{if } \phi_3 = 1, \phi_1 = \phi_2 = \phi_4 = 0 \\
I(Y; X; Z; U), & \text{otherwise}
\end{cases}
\]

4. Human behavioural modelling

Contextual identification and transition are two difficult problems. Given any desired human behaviour to be modelled, a set of appropriate contexts could be identified and grouped together to develop a computationally efficient model (given a broader understanding of the task in hand). According to the proposed theory in this paper, a combination of RF, LCF, and UCF can help modelling different human behaviours more precisely. A general human behavioural model is depicted in Figure 6. The two distinctive input variables RF and LCF change with respect to the outside environment (UCF). To further illustrate the proposed theory, following are the two case studies.

4.1. Case Study 1: Human AV speech processing

Human performance for speech recognition in a noisy environment is known to be dependent upon both aural and visual cues, which are combined by sophisticated multi-level integration strategies to improve intelligibility [15]. The multimodal nature of the speech is well established in the literature, and it is well understood how speech is produced by the vibration of vocal folds and configuration of the articulatory organs. The correlation between the
visible properties of the articulatory organs (e.g., lips, teeth, tongue) and speech reception has been previously shown in numerous behavioural studies [1][3][2][4]. Therefore, a clear visibility of some articulatory organs could be effectively utilized to extract a clean speech signal out of a noisy audio background. Figure 7 depicts the audio-visual speech processing in three different surrounding environments: Restaurant, Cafe, and Home. In any of the environments, multisensory information (audio and visual cues) is available all the time but their optimal utilization depends on the outside environment. For example, in a busy cafe and restaurant environments (multi-talker speech perception), if there is a high background noise, our brain automatically utilizes other modalities (such as lips, body language, and facial expressions) to perceive speech or the conveyed message. Therefore, based on the information provided by the UCF (i.e. outside environment), the roles of LCF and RF are defined. For example, both RF and LCF are active in the first two scenarios (i.e. LCF modulates RF), whereas in the Home scenario (with little or zero noise), lip-reading is less effective for speech enhancement and indeed of no importance (Null role). This phenomenon is shown in our previous work at the network level [11], where we showed that lip-reading driven speech enhancement significantly outperforms benchmark audio-only (A-only) speech enhancement approaches (such as spectral subtraction and log-minimum mean square error) at low signal-to-noise ratios (SNRs). However, at low levels of background noise, visual cues become less effective.

Figure 7: Audio-visual speech processing in three different surrounding environments using the shallow SCNN architecture.

To test our proposed theory and SCNN, three distinctive multimodal streams (lip movements as LCF, noisy speech as RF, and the outside environment as UCF) are used. We studied how LCF and UCF are helping to improve the noisy speech filtering in different noisy conditions (ranging from a noisy (-12dB SNR) to a little noisy environment (12dB SNR)). The implemented three streams-three layered SCNN is shown in Figure 8. To train the shallow SCNN, the deep problem was transformed into a shallow problem. Specifically, in our previous AV deep learning implementation [15], the output layer of the LSTM network had 23 log filter-bank (FB) coefficients (i.e. frame by frame prediction). In contrast, the evaluated shallow SCNN model predicted one coefficient at a time (i.e. coefficient by coefficient prediction). In the experiments, neurons interact by exchanging the excitatory and inhibitory spiking signals probabilistically and fire when excited as explained in Section 3. For training, the benchmark AV ChiME3 corpus is used which is developed by mixing the clean Grid videos [16] with the ChiME3 noises [17] for SNRs ranging from -12dB to 12dB [11]. The preprocessing includes sentence alignment and incorporation of prior audio and visual frames. Prior multiple visual frames are used to incorporate temporal information. The audio and visual features were extracted using log-FB and 2-dimensional discrete cosine transform (2D-DCT) methods. More corpus related and preprocessing details are comprehensively presented in [11][15]. Figure 9 depicts the prediction of clean logFB coefficients, where it can be seen that multimodal RF+LCF+UCF model outperformed multimodal RF+LCF (audio-visuals) and unimodal...
Figure 9: Neural level shallow SCNN performance: Results for A-only (RF), AV (RF+LCF), and AV with UCF, considering 3 prior AV coefficients. It is to be noted that RF+LCF+UCF model outperforms both RF-only and RF+LCF-only models. The data samples include 2D-logFB (speech) and 2D-DCT (lip movements) coefficients for 1000 utterances from Grid and ChiME3 Corporas (Speaker 1 of the Grid). The number of clean logFB audio features are \(22 \times 205,712\). The combined noisy logFB audio features for -12dB, -9dB, -6dB, -3dB, 0dB, 3dB, 6dB, 9dB, and 12dB SNRs are \(22 \times 205,712\). Similarly, the DCT visual features are \(25 \times 205,712\) in total. For UCF modelling, five dynamic real-world commercially-motivated scenarios are considered: cafe, restaurant, public transport, pedestrian area, and home. Please note that a particular SNR range defines a particular environment (UCF), represented by a unique pattern using one-hot-encoding.

Figure 10: Network level lip-reading driven deep learning performance: Stacked LSTM validation results for different prior visual frames. The figure on left presents an overall behaviour of an LSTM model when different number of previous visual frames are added. The figure on right presents estimated clean logFB audio features using 14 prior visual frames (i.e. actual normalized energy in each of the 23 frequency bands (target, estimated)). The LSTM network had total 550 LSTM cells in the hidden layer with 23 output neurons [15].

RF (audio-only) models, achieving MSE of 0.051, 0.064, and 0.072 respectively. The performance of a network level lip-reading driven deep learning approach for speech enhancement is presented in Figure 10 [15]. It is to be noted that the shallow SCNN with only 29 spiking conscious neurons performed comparably to deep LSTM network which had 550 hidden cell. The ongoing work includes exploiting optimized deep learning driven AV features from [15][11] to train SCNN.

It is believed that the enhanced learning in an SCNN is due to the shared connections and shared local and universal contextual information. The SCNN discovered and exploiting the associative relations between the features extracted within each of the RF, LCF, and UCF streams. We believe that the UCF helped establishing the outside environment and anticipated behaviour and defined the roles of incoming multisensory information with respect to different situations as shown in Figure 7 (e.g. the use of audio-visual cues and audio-only cues in extreme noisy conditions and relatively clean conditions respectively). However, to further strengthen our proposed theory, we intend to study the properties of the conscious neuron(s) using advances in information decomposition methods. Specifically, we intend to quantify the suppression and attenuation using partial information decomposition methods and explore the properties of conscious neuron and its functioning in terms of four basic arithmetic operators and their various forms [6]. Furthermore, we aim to critically analyze how the information is decomposed into components unique to each other having multiway mutual/shared information in recurrent SCNN.
4.2. Case Study 2: Driver behavioral model

The gap between humans and machine is shrinking and scientists are trying to develop more human-like computing devices. It is becoming increasingly important to develop computer systems that incorporate or enhance situation awareness. However, methods to reduce margins of uncertainty and minimize miscommunication need further exploration. The proposed conscious neural structure and its property of originating a controlled neural command based on a precise multisensory signals integration with respect to the external environment can help addressing these modelling challenges. For example, the proposed SCNN can help modelling a more precise driving behaviour. Figure 11 and Figure 12 depict the driving behavioural model at a neural and network level in two different surrounding environments: car reverse with no blind spot and care reverse with blind spot. It is assumed that the parking sensors are not fully functional and at times they miscalculate the nearby object distance. Therefore, the audio input is ambiguous and the driver can’t rely only on parking sensors for precise manoeuvering decisions. In the first situation, where there is no blind spot, the driver leverages the complementary strengths of both AV cues. The visual cues are modulating the ambiguous audio signal (RF). In contrast, when there is a blind spot, the driver may have to rely on other modulatory signals to make an optimal decision along with the ambiguous RF. In a nutshell, in any of the surrounding
environments (UCF), multisensory information is available, but depending on the situation, the roles of incoming multisensory signals are defined to originate a precise control command (driver’s maneuvering decision) complying with the anticipated behaviour.

5. Discussion, Research Impact, and Future Directions

In this research, we introduced a novel theory on the role of awareness and universal context in an SCNN. The proposed theory throws light on selective amplification and attenuation of incoming multisensory information in the brain with respect to the external environment and anticipated behaviour. Specifically, it defines a guidance framework to study and model human behaviours and their underlying neural functioning in different conditions. The proposed SCNN is used to model human AV speech processing and driving behaviour. For AV speech modelling, the SCNN outperformed state-of-the-art multimodal (RF+LCF) and unimodal (RF-only) processing models. Similarly, in driver behavioural modelling, it is shown that the conscious neuron allows modelling a more precise human driving behaviour. We hypothesize that the integration of RF, LCF, and UCF helped SCNN to discover and exploit the associative relations between the features extracted within each of the RF, LCF, and UCF streams. This integration and the shared local and universal contextual information enabled enhanced learning. We believe that the inherent SCNN properties ideally place it as a powerful tool for precise behavioural modelling. However, an in-depth analysis is required to further study the properties of conscious neuron(s). In the future, we intend to use the advances in information decomposition to quantify the suppression and attenuation using partial information decomposition methods. Ongoing work also includes the development of hierarchical deep SCNN (HD-SCNN) by integrating multiple SCNNs responsible for a specific human behaviour such as audio processing, visual processing etc. For the training of HD-SCNN, we are using a theory of hypnosis for the selective training of a subnetwork (single SCNN) without affecting other already well-trained models. The testing of the proposed theory using biomedical and clinical experimental methods is also a part of our ongoing work. In subsequent sections, we present the application of SCNN in developing more human-like computing devices, low-power neuromorphic chips, and modelling sentiment and financial behaviours.

5.1. Research Impact

5.1.1. Understanding Neurodegenerative Processes using Biomedical and Clinical Methods

Sensory impairments have an enormous impact on our lives and are closely linked to cognitive functioning. Neurodegenerative processes in Alzheimer’s disease (AD) and Parkinson’s disease (PD) affect the structure and functioning of neurons, resulting in altered neuronal activity [18]. However, the cellular and neuronal circuit mechanisms underlying this disruption are elusive. The patients with AD suffer from sensory impairment and they lack the ability to channelise awareness. Therefore, it is important to understand how multisensory integration process changes in AD and why AD patients fail to guide their actions.

Our ongoing work includes designing an appropriate subjective testing protocol using biomedical and clinical methods to observe the role of RF, LCF, and UCF in processing and learning. For example, study AD and normal mice to observe differences in their multisensory integration processes with respect to different environmental conditions (e.g. circadian rhythms). The circadian context could be used as a UCF e.g., to define day and night along with the associated expected behaviours. The incoming multisensory information such as information from retinal ganglion cells (RGCs) could be used as RF/LCF in the proposed computational model. We believe that an integration of the proposed computational model with biomedical and clinical experiments can help understanding the underlying disrupted neural processing in different medical conditions. Specifically, it can help understanding the precise and imprecise neural firing in normal and neurodegenerative disorder patients respectively, and how different medical conditions affect the functioning of neurons. The experimental observations in the light of the proposed theory can be quantified to develop improved normal/AD/PD models.

5.2. Low-power Neuromorphic Chips and Internet of Things (IoT) Sensors

The controlled firing property of the proposed conscious neural structure can help developing highly energy-efficient (low-power) neuromorphic chips and IoT sensors. The proposed SCNN inherently leverages the complementary strengths of incoming multisensory signals with respect to the outside environment and anticipated behaviour. For example, as explained in case study 1 that in a high background noise, the conscious neuron leverages the complementary strengths of both visual and audio cues to perceive ambiguous speech. In contrast, in a low background noise, the audio cues are good enough to solve the problem. Consequently, the synaptic weights associated with the input
audio cues in case of a low background noise possess high synaptic strength that leads to firing of relevant neurons and dysfunctioning of neurons associated with visual cues. This precise neural firing behaviour stops the unnecessary successive neural processing and power consumption which could be very useful in developing low-power wireless sensors. Ongoing work also includes the development of low-power neuromorphic chips and IoT sensors based on our proposed theory.

5.3. Other Real-World Applications

The proposed theory can also be applied to address problems such as developing accurate financial market models, sentiment analysis models etc. The authors in [19] proposed a decision support from financial disclosures using deep neural networks and transfer learning. Specifically, the authors used deep recurrent neural network (LSTM) to automatically extract features from ordered sequences of words in order to capture highly non-linear relationships and context-dependent meanings. The authors demonstrated a higher directional accuracy as compared to traditional machine learning methods when predicting stock price movements in response to financial disclosures. Similar network level multimodal integration has widely been used for applications such as sentiment analysis, emotion recognition, and deception detection [20] [21][22]. For example, the authors in [20] addressed the problem of ambiguous and context-aware tweets utilizing connected adjacent information with world-level and tweet level context attention. However, such implementations exploit the temporal contextual information or LCF at the network level with no integration of the overall knowledge of the problem (awareness) at the neural level, restricting accurate modelling or precise behavioral representation.
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