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Abstract—Collecting, cleaning, combining and analysing of data are in demand in all the fields for acquiring accuracy in their task. In biometrics, this process is done for smart and secured life by means of extracting and analysing data for recognition task. Huge volume and variety of data are effectively extracted and analysed with Matlab2015 to identify the uniqueness of attributes for better accuracy in recognition process. Heterogeneous set of features that are extracted from ORL face dataset are analysed with Nearest Neighbour Rule in order to identify the unique facial features for robust FRS (Face Recognition System).
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I. INTRODUCTION

Biometrics is an art as well as science of identification and verification of person by his or her behavioural and physical features, not by the belongings of the person such as aadhar card, pan card etc….Finger print, palm print, eye-iris, face and DNA are some of the physiological features used for recognition process in the biometric system. The features which are having strong persistence for long period are marked as best features for recognition. Even though the features of finger-print, palm print and iris have high score of retention period, it is hard to cross check the performance manually in critical cases. CCTV Cameras are playing a vital role in the area of security in the public places, organizations, industries, household activities etc…[19].

Monitoring and controlling is the tough challenge for any management that be done by video surveillance. Image or video of a human face can be easily handled and analysed for the task of identification and verification. Face recognition is a simple and obvious biometric which is inevitable for smart and secured life. Smart life means does not need to carry documents for proof instead face is the identity proof that can be used for identification which did not get lost or stolen.

Researchers are scared of using face for recognition process because of the challenges like pose, illumination, age, occlusion, plastic surgery face, transgender and twins. The interest of using face for recognition is because of the application that it can be used without the co-operation of the user. Face recognition system generally uses the spatial features [2], frequency component [5] and geometric features [10]. Spatial features are more effectively used by haralick in the year 1973 on the satellite images and got accuracy of 83%.

In the field of biometrics, Haralick features are added and shown remarkable improvement in the performance metrics. In this paper, we have effectively utilized the some of the selective Haralick features added with frequency component which produce 92.5% of accuracy. Overview of existing FRS techniques is exposed in the section2. The section 3 has the detail about haralick features. The experiments and results are discussed in section 4. Finally, section 5 has the conclusion and future enhancement of the paper.

II. EXISTING TECHNIQUES

Identification and verification can be achieved through unique features. Important phases of FRS are Feature extraction and classification. Facial features are classified as statistical features, geometric features, spatial features and frequency features. Geometric features [10] are extracted by fixing nodal points in face image. The spatial features are occurred through the parameters[2] like mean, median, entropy, energy. PCA [2][3][4][10] (Principal Component Analysis) etc…Frequency vectors are obtained by Fast Fourier Transform (FFT)[5], Discrete Cosine Transform (DCT)[2], Discrete Wavelet Transform[6] etc…

Nearest neighbour rule [7], Support Vector Machine [8] (SVM) and Neural Networks [9] are efficient classifiers for FRS. Similar sample images are grouped together for flawless classification. Facial features of different subject are classified as different classes. Performance of FRS [11][12] can be measured with Falsely Accept Rate
Offering a different type of image denoted as Contrast measures varying in resolution which are available databases which are used for analyzing the performance of FRS.

III. HETEROGENEOUS FEATURES
Feature selection is the prominent task of any recognition process. In FRS, features can be acquired from spatial or frequency domain. In the proposed work, spatial and frequency domain are fused by using both Haralick features and FFT which are explained in this section.

3.1 HARALICK FEATURES:
The features of the image can be represented as f(x,y). The features of the image are classified as spectral, textural and contextual [1] features. Tonal variation in different bands of an image is appeared as spectral features and variation in the same band is textural features. Contextual features are collected from the data outside the region of interest. Textural are the spatial distribution of gray tones which is available in the gray scale images.

Texture features gives the information about the surface with respect to the surrounding which is useful in discriminating one image from other image. Haralick et al., in their work extracted 14 types of features[1] based on homogeneity, gray-tone linear dependencies complexity, contrast, number and nature of the boundaries of the image. The textural features are easy to compute because less number of operations needed for computation. Haralick et al., is experimented the textural features of different type of images varying in resolution and its performance varies from 80% to 90%.

Tone and texture features are available in all the types of images. The image with more variation in the discrete gray tone has dominant texture features and has less variation and also good tone property in the dominant texture features. Texture features are more specific and general than tone features. It depends on angular nearest neighbour gray tone spatial-dependence matrices.

Matrices of gray tone spatial dependence frequencies are generated by measuring the angular relationship between the resolution cells. In the below figure1, the angles of the eight cells with respect to the center cell is represented in degrees. 1 and 5 are 0° neighbours, 2 and 6 cells are 13° neighbours, cell 3 and 7 are 90° neighbours and cell 4 and 8 are 45° neighbours. The neighbours are separated with distance 1.

|   |   |   |
|---|---|---|
| 6 | 7 | 8 |
| 5 |   | 1 |
| 4 | 3 | 2 |

Fig. 1: The resolution cells

Thirteen types of Haralick features extracted are angular second moment, contrast, and correlation. Sum of squares, Different inverse moment, sum average, sum moment, sum entropy, entropy, difference variance, difference entropy and Information measures of correlation. The equations from (1) to (13) are utilized for the extraction process.

Angular second moment: Homogeneity of the gray scale image focus on the gray scale distribution which is a measure termed as Angular second moment. It is denoted by the equation (1).

\[ f1 = \sum \sum (p(i,j))^2 \]

where,

\[ p(i,j) \] is the normalized gray tone spatial dependence matrix.

Contrast: The changes between a pixel and its neighbourhood pixels are denoted as Contrast measure which can be measured with the equation (2).

\[ f2 = \sum n^2 \{ \sum p(i,j) \} \]

\[ n=0 \quad i=1 \quad j=1 \]

where,

\[ Ng \] Number of distinct gray levels.

Correlation: It is a measure of correlation between a pixel and the neighbourhood pixels which depends on mean and standard deviation. A flag +1 rise for positive correlation and -1 for negative correlation.

\[ f3 = \frac{\sum \sum (i,j) p(i,j) - \mu_x \mu_y}{\sigma_x \sigma_y} \]

here \( \mu_x, \mu_y \) are the mean of the \( p_x \), \( p_y \), \( \sigma_x, \sigma_y \) are the standard deviation of the \( p_x \) and \( p_y \), \( p_{ij} \) probability matrix obtained from summing of \( i^{th} \) and \( j^{th} \) entry respectively.

Sum of squares: Sum of squares is the summing up of the extracted values with respect to squaring the overall mean.

\[ f4 = \sum \sum (i-\mu)^2 p(i,j) \]

Inverse difference moment: Analysing the homogenous of an image is vital factor for which higher value will be generated for high homogeneity.

\[ f5 = \sum \sum \frac{p(i,j)}{1 + (i-j)^2} \]
Sum average: Summing all the pixel values in the image ranging from Number of distinct gray levels.

\[ f_6 = \sum_{i=2}^{2N_g} ip_{xy}(i) \]  

Sum variance: Summing all the co-related pixel values in the image ranging from Number of distinct gray levels.

\[ f_7 = \sum_{i=2}^{2N_g} (i - f_8)^2 px+y(i) \]  

Sum entropy: The degree of unordered that occurs in the image is Entropy. The entropy value depends on co-occurrence matrix. It is large for the same co-occurrence matrix and small for different co-occurrence matrix. Sum entropy means summing the entropy values ranging from Number of distinct gray levels.

\[ f_8 = -\sum_{i=2}^{2N_g} p_{xy}(i) \log{p_{xy}(i)} \]

Entropy: Entropy can be calculated with the pixel value and the logarithm of the pixel value.

\[ f_9 = -\sum_{i,j} p(i,j) \log{(p(i,j))} \]

Difference variance: Measuring the pixel value how well it varies from the mean value of the image.

\[ f_{10} = \text{variance of } p_{xy} \]

Difference entropy: The neighbouring values of the pixel values are different on account of entropy.

\[ f_{11} = \sum_{i=0}^{2N_g-1} p_{xy}(i) \log{p_{xy}(i)} \]

Information measures of correlation: To extract more information from the pixel value, additional to the measurement of \( p(i,j) \) the other dimension of two set of discrete value \( p_x(i) \) and \( p_y(j) \) are also considered for trapping a new feature. Information measures of correlation can be retrieved from the following equations (12) and (13).

\[ f_{12} = \frac{HXY-HXY1}{\text{MAX}(HXY,HY)} \]  

where,

\[ HX \text{ and } HY \text{ are entropies of } p_x \text{ and } p_y \]

\[ p_x(i) \text{ ith entry in the marginal-probability matrix obtained by summing the rows of } p(i,j). \]

\[ p_y(j) \text{ jth entry in the marginal-probability matrix obtained by summing the rows of } p(i,j). \]

\[ HXY = -\sum_{i,j} p(i,j) \log{(p(i,j))} \]

\[ HXY1 = -\sum_{i,j} p(i,j) \log{(p_x(i)p_y(j))} \]

\[ HXY2 = -\sum_{i,j} p(i)p_y(j) \log{(p_x(i)p_y(j))} \]

Haralick et al., extracted the above features from satellite images and classified different classes by means of piecewise linear distinction function. The maximum accuracy achieved for the satellite images [1] in their work was 83.5%.

### 3.2 EFT AND MAVFT

The FRS works much better when added with additional features. Here frequency components Energy of Fourier Transformed vectors (EFT) and MAVFT (Mean Absolute Value of Fourier Transformed vectors) are extracted and effectively utilized with Haralick features to equip the FRS for better accuracy.

Energy of Fourier Transformed vectors (EFT): The Fast Fourier is used to convert actual pixel values in to frequency vectors. Energy evolves by summing the real and imaginary values of the Fourier coefficients.

MAVFT (Mean Absolute Value of Fourier Transformed vectors): Mean value calculated for the shifted Fast Fourier Transform (FFT) for all rows and columns of the image.

### IV. EXPERIMENTS AND RESULTS:

The experiments and evaluation are performed with the different permutation of the extracted heterogeneous features from the popular public ORL face database [22] that is shown in the figure 2 which includes Frequency dc components, Mean Absolute Value, Energy of FFT and thirteen Haralick features [20].

The ORL database [22] of AT&T Laboratories Cambridge consists of 400 faces of 40 persons with 10 different sample faces for each subject which are with different pose, lighting, facial expressions, accessories and illumination shown in figure 2. The images available are in 256 grey levels per pixel PGM format and it is of size 92x112 pixels. The data base has 40 subjects and each subject hold one separate folder. The subject folder named with s alphabet followed by a number 1 to 40.
The tuples of features collected are appended with a unique class label for each type class. The dataset is partitioned so that one part is for training and other for testing. Cross validation method with five folds is used to construct the model for training and testing. In the proposed work, 400 tuples are collected from 400 face images of 40 individuals from the ORL dataset. The total 400 tuples were divided into 5 parts since five folds cross validation technique is considered for the proposed task. Among the five parts, 4 parts of the dataset are used for training to create a model and the remaining one part for testing. This process repeated for 5 times by changing the testing dataset with training dataset.

The training and testing is done with the KNN classifier. KNN rule (K-Nearest Neighbour Rule) usually uses the similarities among the feature vectors for grouping the similar classes. This rule is very effective for FRS systems. M. Ezoji K. Faez[7] and Randa Atta et al[2] used this KNN rule in their FRS to improve its performance. The extracted features are classified with nearest neighbour rule with different subset of features from the collected heterogeneous set and the performance of the FRS measured with accuracy metric [21]. Accuracy is other words known as recognition rate in pattern recognition. A test dataset used for accuracy measurement is a new dataset that is not trained. The correctly classified test dataset improves the accuracy rate and it can be obtained by the equation (14) given below.

\[
\text{Accuracy} = \frac{\text{Number of tuples correctly classified}}{D} \tag{14}
\]

Where,

D is the total number of tuples in the testing dataset.

The obtained results were compared with the existing systems like PCA, DCT and DWT [2] with the accuracy metric in the table2 and shown in figure 4.

The feature set with best accuracy is recorded obviously which is shown in the table1 and figure 3.

**Table.1: Diverse Permutation of Facial Features versus Accuracy**

| Feature set | Facial Features                                           | Accuracy % |
|-------------|-----------------------------------------------------------|------------|
| 1           | All the 13 Haralick features                              | 86.30%     |
| 2           | EFT, MAVFT and selective Haralick features(3,5-8,13)     | 91.80%     |
| 3           | EFT, MAVFT and selective Haralick features(2,3,5,6,7,13)  | 92.00%     |
| 4           | EFT, MAVFT and selective Haralick features(3-8,13)        | 92.30%     |
| 5           | EFT, MAVFT and selective Haralick features(3,5,6,7,13)    | 92.50%     |

**Table.2 Facial Feature methods versus Accuracy**

| Facial Features methods | Accuracy with ORL % |
|-------------------------|---------------------|
| PCA                     | 87.50%              |
| DCT                     | 88.80%              |
| DWT                     | 91.10%              |
| Proposed dataset        | 92.50%              |
The haralick features are spatial features which are significant in all types of images. The following table3 depicts the performance of haralick features on Satellite images and face images. Finally the added features with the selective haralick features are for better by its accuracy rate which is recorded in table3 and depicted in figure 5.

Table 3: Performance comparison between satellite images and face images

| Haralick features extracted Data base | Accuracy % |
|--------------------------------------|------------|
| Satellite database                   | 83.00%     |
| ORL face database                    | 86.30%     |
| Proposed dataset                     | 92.50%     |

Sensitivity and specificity across a range of cutoffs can be exposed with the ROC(Receiver operating characteristic) curve which has true negative values in the horizontal axis and true positive values in the vertical axis. Trained model of the FRS can be analysed with AUC(Area Under Curve) which is under the ROC curve which is shown in below figure 6. Ideal model achieve 1 and below 0.6 not appreciable. The proposed dataset with cross validation model and KNN classifier produced 1 for AUC.

V. CONCLUSION

Among several psychological characteristics face attracts the researchers by its uniqueness, genuinity and ease of availability. The acquisition of face need less cost, since, it can be acquired with the any type of available camera. In the proposed FRS, selective Haralick features with frequency vectors of ORL database gives the accuracy of 92.5%. Diverse features with low correlation vectors are further identified and analysed in future to improve the FRS system. The new era of Bigdata and IoT also enhance the utility of Face recognition system in the security and privacy applications by means of effective storage and dense distribution.
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