A Comparison study of DBScan and K-Means Clustering in Jakarta rainfall based on the Tropical Rainfall Measuring Mission (TRMM) 1998-2007
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Abstract. The purpose of this study is to compare between two different of cluster analysis algorithm in data mining on the Tropical Rainfall Measuring Mission (TRMM). The TRMM is a joint mission between NASA and the Japan Aerospace Exploration (JAXA) Agency to study rainfall for weather and climate research. The TRMM satellite data-sets used in this research is a 3-hourly rainfall data within 10 years from 1998 to 2007. These data-sets will be analyzed by two different cluster analysis algorithms in data mining which are K-means and DBScan. In this paper, rainfall data in Jakarta based on TRMM was analyzed and compared in the efficiency and the accuracy using each algorithm. The comparison results of the two algorithmic processes can be seen from several parameters, especially from the number of clusters formed and the time needed to process the model.

1. Introduction
A short period of an intense rainfall could cause a flash flood and made an unusual severity [1]. On January 1st 2020, The Indonesian capital of Jakarta was hit by a nearly 400 millimeters of rainwater in overnight [2]. At least 66 people killed and more than 60,000 was evacuated to temporary shelters. The Tropical Rainfall Measuring Mission (TRMM) designed to monitor and study tropical rainfall, it is one of the satellite remote sensing techniques that take an important role in filling data gaps [3].

The Meteorology, Climatology, and Geophysical Agency (BMKG) of Indonesia uses TRMM satellite data to observe the rainfall conditions over Indonesia [4]. It is often used in various research for studying rainfall and climate [5-10]. The previous study, Nuryanto et al. [11] researched the potential flooding rainfall of Greater Jakarta using TRMM satellite data. Prabawadhani et al. [12] used Intensive Observation Period (IOP) to find out the rainfall characteristics in Jakarta. Based on all the previous researches mentioned above, only a few studies mentioning the usage of clustering algorithms, specifically DBScan and K-Means.
The objective of this study is to cluster extreme rainfall in Jakarta region based on rainfall data from TRMM. The cluster analysis is done using the K-means and DBScan algorithms separately. To compare between these algorithms and find out the efficiency and accuracy of each clustering analysis algorithm.

2. Method
Cluster analysis consist in distinguishing, in the set of analyzed data, the groups are called clusters [13]. Both K-means and DBScan are popular algorithms in cluster analysis. K-means clustering aims to partition n observations into k clusters in which observations belong to the cluster with nearest mean. Density-based spatial clustering of applications with noise (DBScan) groups together points that are closely packed together.

The proposed methods have several steps for comparing two different clustering algorithm. The first step is data collection from TRMM satellite in the period 10 years, from 1998-2007. Next, the datasets will be analyzed using K-means and DBScan separately. Lastly, the results of both algorithm will be compared, analyzed, and draw the conclusions. These steps is described in Figure 1.

3. Results and Discussion
3.1. Data Collection
The data-sets used in this study was taken from TRMM satellite data for Jakarta region. It consists 3-hourly of time-stamps and rainfall from nine points of latitude and longitude that defined the area. It is a 10-years period of time from 1998 to 2007. Table 1 shows latitude and longitude of each point. The total data-points which will be processes is 29,213 data. This study did not use more recent data-sets because it will be used in further research.
Table 1. Latitude and longitude.

| Name | Latitude | Longitude |
|------|----------|-----------|
| JKT1 | -5.875   | 106.625   |
| JKT2 | -5.875   | 106.875   |
| JKT3 | -5.875   | 107.125   |
| JKT4 | -6.125   | 106.625   |
| JKT5 | -6.125   | 106.875   |
| JKT6 | -6.125   | 107.125   |
| JKT7 | -6.375   | 106.625   |
| JKT8 | -6.375   | 106.875   |
| JKT9 | -6.375   | 107.125   |

3.2. K-means clustering

K-means algorithm is composed of three steps. The first step is initialization. One of the input of this step is \( k \) value as number of clusters. It will randomly choose data points from the data-sets as initial centroids. The algorithm is iterative nature and random initialization of the centroids at the start of the algorithm. In this study, the value of \( k \) has been determined based on the data-sets. Due to the nature of rainfall, it can be determined as 3 different cluster. It will be representing light, medium, and heavy rainfall.

The second step is cluster assignment. All of the data points that are the closest (similar) to a centroid will create a cluster. Euclidian distance is used as divergence between data points and every centroid. This will draw a line between centroids, then a boundary line divides it into two clusters.

Last step is moving the centroid. After new clusters formed, it will choose a centroids that is the mean of all the data points in a cluster as its center. The process will repeating steps two and three until the centroids stop moving. The final results of centroids formed for each area of Jakarta shown in Table 2.

Table 2. Centroids for each point area of Jakarta.

| Cluster | JKT1 | JKT2 | JKT3 | JKT4 | JKT5 | JKT6 | JKT7 | JKT8 | JKT9 |
|---------|------|------|------|------|------|------|------|------|------|
| Cluster 0 | 0.091 | 0.091 | 0.101 | 0.064 | 0.053 | 0.065 | 0.096 | 0.079 | 0.088 |
| Cluster 1 | 6.919 | 8.125 | 7.246 | 8.712 | 10.956 | 9.549 | 5.037 | 5.625 | 6.026 |
| Cluster 2 | 1.489 | 1.569 | 1.542 | 2.536 | 2.533 | 2.403 | 3.539 | 3.827 | 3.421 |

Based on centroids, JKT5 had the highest centroid compared to other points. Figure 2 illustrates a better view of the centroids.
The gap between clusters are recognizable, which is described in Figure 2. The blue line representing cluster 0, the green line representing cluster 1, and the red line represented cluster 2. Figure 3 is a scatter plot graph focusing in cluster 1 as the heavy rainfall representative, illustrating two area in Jakarta, JKT5 and JKT6.
3.3. **DBScan clustering**

DBSCAN is the most well-known density-based clustering algorithm [15], it groups the points that are close to each other based on a distance measurement, usually Euclidian distance and minimum number of points. First, we set the value of epsilon and minpts (minimal points). Epsilon specify the size of the neighborhood, it has real data-type and the range is from 0 to indefinite adjusted to the data-sets. The minimum number of data-points within the epsilon radius forming a cluster is called as minpts, it is integer and the range is from 1 to indefinite. Due to of a large data-sets, it is hard to determine the value of epsilon and minpts. Based on a trial-error and repetitive experiment, the value of epsilon filled with 3.0 and the minpts is 1,000. Figure 4 is a Scatter plot result from the DBScan algorithm focusing between two points who have different cluster.

![Scatter plot result from the DBScan algorithm focusing between two points who have different cluster.](image)

**Figure 4.** Scatter plot result from the K-means algorithm (Green: Cluster 0, Blue:Cluster 1)

3.4. **Result comparison**

Aarthi [14] had a similar research comparing two algorithms in several parameters, which consists of number of clusters, cluster instance, number of iteration, sum of squared errors, and time taken to build model. This study compared number of clusters, variables, measure types, divergence, cluster instances, and time taken to process algorithm. Table 3 shows the results of the comparison between the two algorithms.
Table 3. Results of the comparison between K-means and DBScan

| Parameters          | K-means               | DBScan               |
|---------------------|-----------------------|----------------------|
| Number of clusters  | 3                     | 2                    |
| Variables           | $k = 3$               | Epsilon =3           |
|                     |                       | Minpts = 1000        |
| Measure types       | Bregman Divergence    | Bregman Divergence   |
| Divergence          | Squared Euclidian distance | Squared Euclidian distance |
| Cluster Instance    | Cluster 0 = 27,671    | Cluster 0 = 2,706    |
|                     | Cluster 1 = 222       | Cluster 1 = 26,507   |
|                     | Cluster 2 = 1,320     |                      |
| Time taken to process algorithm | 2s           | 13m 32s              |

4. Conclusion
Using the data mining techniques K-Means and DBSCAN the rainfall data-sets analyzed. Each algorithm formed different number of clusters. K-Means used a predetermined variable ($k$) with a value of 3, and DBScan has the ability to determine how many cluster, which can be formed based by data-points. The size of the data-sets is affecting the process time. K-means is faster in processing larger data-sets. Each of the algorithm have their own strengths and weakness. Due to the nature of the data-sets, which are from data-sets type and size, K-Means produced a more efficient and accurate results than DBScan.
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