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Abstract. In this paper, we study the reflexive-nilpotents-property (briefly, RNP) for Ore extensions of injective type, and more generally, skew PBW extensions. With this aim, we introduce the notions of Σ-skew CN rings and Σ-skew reflexive (RNP) rings, for Σ a finite family of ring endomorphisms of a ring R. Under certain conditions of compatibility, we study the transfer of the Σ-skew RNP property from a ring of coefficients to an Ore extension or skew PBW extension over this ring. We also consider this property for localizations of these noncommutative rings. Our results extend those corresponding presented by Bhattacharjee [9].

1. Introduction

Throughout the paper, \( \mathbb{N} \) and \( \mathbb{Z} \) denote the set of natural numbers including zero and the ring of integers, respectively. The symbol \( k \) denotes a field, and \( k^* := k \setminus \{0\} \). Every ring is associative with identity unless otherwise stated. For a ring \( R \), \( N(R) \) denotes its set of nilpotent elements, \( N_*(R) \) is its prime radical, and \( N^*(R) \) is its upper nilradical (i.e. the sum of all nil ideals). It is well-known that \( N^*(R) \subseteq N(R) \), and if the equality \( N^*(R) = N(R) \) holds, then \( R \) is called NI (Marks [52]). Note that by definition, \( R \) is NI if and only if \( N(R) \) forms an ideal if and only if \( R/N^*(R) \) is reduced, that is, \( R/N^*(R) \) has no nonzero nilpotent elements. Hong and Kwak [30, Corollary 13], showed that a ring \( R \) is NI if and only if every minimal strongly prime ideal of \( R \) is completely prime. If the equality \( N_*(R) = N(R) \) holds, then \( R \) is called 2-primal (Birkenmeier et al. [10]); equivalently, \( N^*(R) \) is a completely semiprime ideal of \( R \). 2-primal rings are clearly NI. The converse of this implication need not hold, but if \( R \) is an NI ring of bounded index nilpotency, then \( R \) is 2-primal [32, Proposition 1.4].

Following Cohn [14], \( R \) is said to be reversible if \( ab = 0 \) implies \( ba = 0 \), for \( a, b \in R \). Commutative rings and reduced rings are clearly reversible. Reversible rings were studied under the name zero commutative by Habeb [20]. As a matter of fact, the class of NI rings contains nil rings and reversible rings. Lambek [43] called a ring \( R \) symmetric provided \( abc = 0 \) implies \( acb = 0 \), for \( a, b, c \in R \). Of course, commutative rings are symmetric, and symmetric rings are reversible, but the converses do not hold ([2, Examples I.5 and II.5], and [53, Examples 5 and 7]). We know that every reduced ring is symmetric [66, Lemma 1.1], but the converse
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does not hold [2, Example II.5]. Bell [7] used the term Insertion-of-Factors-Property (IFP) for a ring $R$ if $ab = 0$ implies $aRb = 0$, for $a, b \in R$ (Narbonne [56] and Habeb [20] used the terms semicommutative and zero insertive, respectively). Some results about IFP rings are due to Shin [66]. Note that every reversible ring is IFP, but the converse need not hold [38, Lemma 1.4 and Example 1.5]. Reversible rings are reflexive, and there exists a reflexive and IFP ring which is not symmetric [53, Examples 5 and 7]. In fact, a ring $R$ is reflexive and IFP if and only if $R$ is reversible [41, Proposition 2.2]. It is easy to see that IFP rings are 2-primal. Note that IFP rings are Abelian (every idempotent is central).

In addition to reversible rings and their aforementioned generalizations of reduced rings, we also have the notion of reflexive ring. Mason [54] introduced the reflexive property for right ideals by defining a right ideal $I$ of a ring $R$ as reflexive if for $a, b \in R$, $aRb \subseteq I$ implies $bRa \subseteq I$, and a ring $R$ is called reflexive if the zero ideal of $R$ is reflexive (i.e. $aRb = 0$ implies $bRa = 0$, for $a, b \in R$). Equivalently, $R$ is reflexive if and only if $IJ = 0$ implies $JI = 0$, for ideals $I, J$ of $R$ [41, Lemma 2.1]. By a direct computation one can check that semiprime rings and reversible rings are reflexive, and every ideal of a fully idempotent ring $R$ (i.e. $I^2 = I$, for every ideal of $R$) is reflexive (Courter [13]). By [41, Example 2.3], we know that the IFP and the reflexive ring properties do not imply each other. Kwak and Lee [41] characterized the aspects of the reflexive and one-sided idempotent reflexive properties. They established a method by which a reflexive ring, which is not semiprime, can always be constructed from any semiprime ring, and showed that the reflexive property is Morita invariant. In the literature, different generalizations of reflexive rings have been formulated. Let us recall them.

Kim [35] introduced the notion of idempotent reflexive ring as a generalization of reflexive ring. For a one-sided ideal $I$ of a ring $R$, $I$ is called right idempotent reflexive if $aRe \subseteq I$ implies $eRa \subseteq I$, for any $a, e^2 = e \in R$, and the ring $R$ is called right idempotent reflexive if the zero ideal is a right idempotent reflexive ideal. Left idempotent reflexive ideals and left idempotent reflexive rings are defined similarly. If a ring $R$ is both left and right idempotent reflexive, then $R$ is called an idempotent reflexive ring. For more details about these rings, see Kim and Baik [36]. As one can check, reflexive rings and Abelian rings are idempotent reflexive. By [41, Example 2.3(1)], we know that there exists an idempotent reflexive ring which is not reflexive. Similar to the case of reflexive rings, $R$ is right idempotent reflexive if and only if $IJ = 0$ implies $JI = 0$, for all right ideals $I, J$ of $R$ where $J$ is a right ideal generated by a subset of idempotents in $R$, if and only if $IJ = 0$ implies $JI = 0$, for all ideals $I, J$ of $R$ where $J$ is an ideal generated by a subset of idempotents in $R$ [41, Lemma 3.4].

Kheradmand et al. [33] also introduced a generalization of reflexive rings. A ring $R$ is said to be RNP (reflexive-nilpotents-property) if for $a, b \in N(R)$, $aRb = 0$ implies $bRa = 0$. Of course, reflexive rings are RNP but the converse need not hold [34, Example 1.2(1)]. In the same year, Kheradmand et al. [34] defined a more general class than reflexive and RNP rings by considering nil ideals, and called a ring $R$ nil-reflexive if $IJ = 0$ implies $JI = 0$, for nil ideals $I, J$ of $R$. As it is clear, reflexive rings are RNP and RNP rings are nil-reflexive, but the converse need not hold [34, Example 1.2]. They also showed that $R$ is a nil-reflexive ring if and only if $aRb = 0$ implies $bRa = 0$, for elements $a, b \in N^*(R)$ [34, Proposition
Notice that the concepts of (nil)reflexive rings and NI rings are independent of each other [34, Examples 1.5 and 2.9]. Nevertheless, if $R$ is an NI ring, then the following assertions are equivalent: $R$ is nil-reflexive; $aRb = 0$, for $a, b \in N(R)$, implies $bRa = 0$; $IJ = 0$ implies $JI = 0$, for all nil right (or, left) ideals $I, J$ of $R$ [34, Proposition 1.6].

In addition to the reduced rings and its generalizations described above, they have all been extended by ring endomorphisms. According to Krupma [39], an endomorphism $\sigma$ of a ring $R$ is called rigid if $a\sigma(a) = 0$ implies $a = 0$, for $a \in R$, and by Hong et al. [28], $R$ is called $\sigma$-rigid if there exists a rigid endomorphism $\sigma$ of $R$. Any rigid endomorphism of a ring $R$ is a monomorphism and $\sigma$-rigid rings are reduced rings [28, Proposition 5]. Following Başer et al. [6] an endomorphism $\sigma$ of a ring $R$ is called right skew reversible if whenever $ab = 0$, for $a, b \in R$, $b\sigma(a) = 0$, and the ring $R$ is called right $\sigma$-skew reversible if there exists a right skew reversible endomorphism $\sigma$ of $R$. Similarly, left $\sigma$-skew reversible rings are defined. A ring $R$ is said to be $\sigma$-skew reversible if it is both right and left $\sigma$-reversible. It is important to say that $R$ is a $\sigma$-rigid ring if and only if $R$ is semiprime and right $\sigma$-skew reversible for a monomorphism $\sigma$ of $R$ [6, Proposition 2.5 (iii)].

Kwak et al. [12] extended the reflexive property to the skewed reflexive property by ring endomorphisms. An endomorphism $\sigma$ of a ring $R$ is called right (resp., left) skew reflexive if for $a, b \in R$, $aRb = 0$ implies $bR\sigma(a) = 0$ (resp., $\sigma(b)Ra = 0$), and $R$ is called right (resp., left) $\sigma$-skew reflexive if there exists a right (resp., left) skew reflexive endomorphism $\sigma$ of $R$. $R$ is said to be $\sigma$-skew reflexive if it is both right and left $\sigma$-skew reflexive. It is clear that $\sigma$-rigid rings are right $\sigma$-skew reflexive. More precisely, a ring $R$ is reduced and right $\sigma$-skew reflexive for a monomorphism $\sigma$ of $R$ if and only if $R$ is $\sigma$-rigid [42, Theorem 2.6]. Now, Bhattacharjee [9] extend the notion of RNP rings to ring endomorphisms $\sigma$ and introduced the notion of $\sigma$-skew RNP rings as a generalization of $\sigma$-skew reflexive rings. An endomorphism $\sigma$ of a ring $R$ is called right (resp., left) $\sigma$-skew RNP if there exists a right (resp., left) skew RNP endomorphism $\sigma$ of $R$. $R$ is said to be $\sigma$-skew RNP if it is both right and left $\sigma$-skew RNP. From [9, Remark 1.2], we know that reduced rings are $\sigma$-skew RNP for any endomorphism $\sigma$, and every right (resp., left) $\sigma$-skew reflexive ring is right (resp., left) $\sigma$-skew RNP. By [9, Example 1.3], we have that the notion of $\sigma$-skew RNP ring is not left-right symmetric. However, if $R$ is an RNP ring with an endomorphism $\sigma$, then $R$ is right $\sigma$-skew RNP if and only if $R$ is left $\sigma$-skew RNP.

Taking into account our interest in noncommutative rings defined by endomorphisms, in this paper we will focus our attention on the study of ring-theoretical notions above for the skew polynomial rings (also known as Ore extensions) defined by Ore [59], and the skew PBW extensions introduced by Gallego and Lezama [17]. As is well-known, skew polynomial rings are one of the most important families of noncommutative rings of polynomial type related with the study of quantum groups, differential operators, noncommutative algebraic geometry and noncommutative differential geometry (e.g. Brown and Goodearl [12], Goodearl and Warfield [19] or McConnell and Robson [53]), and a lot of papers have been published with the aim of studying different theoretical properties of these objects. Now, regarding skew PBW extensions, their importance is that these objects generalize PBW
extensions defined by Bell and Goodearl [8], families of differential operator rings, Ore extensions of injective type, several algebras appearing in noncommutative algebraic geometry, examples of quantum groups, and other families of noncommutative rings having PBW bases. Since its introduction, ring-theoretical and homological properties of skew PBW extensions have been studied by some people (e.g. Artamonov [5], Hamidizadeh et al. [21], Hashemi et al. [22, 23, 24], Lezama et al. [45, 46, 49, 50], Tumwesigye et al. [69], and the authors [26, 63], [67]). As a matter of fact, a book that includes several of the works carried out for these extensions has been published (Fajardo et al. [16]).

The paper is organized as follows. Section 2 introduces notation, and gives a brief account of the main results on skew PBW extensions appearing in [16, 17] which are required in the paper. In Section 3, the notion of Σ-skew reflexive is introduced for a family Σ of endomorphisms of a ring R in order to generalize the notions of skew reflexive endomorphism and σ-skew reflexive ring, and to study different properties for this new family of rings. In Section 4, we introduce the concept of skew RNP for a finite family of endomorphisms Σ of a ring R, and the Σ-skew RNP rings as a generalization of σ-skew reflexive rings and σ-skew RNP rings, presented [42] and [9], respectively. We study properties relating the Σ-skew RNP condition with different kinds of rings widely studied in the literature. Also, we present some results that generalize in some way the results presented in [9] for skew polynomial rings. Finally, we study the behavior of the Σ-skew RNP property for Ore localization by regular elements. In particular, we present a theorem that characterizes this property for the localization of skew PBW extensions.

2. Preliminaries

Definition 2.1. ([17, Definition 1]) Let R and A be rings. We say that A is a skew PBW extension over R (the ring of coefficients), denoted $A = \sigma(R)[x_1, \ldots, x_n]$, if the following conditions hold:

1. $R$ is a subring of A sharing the same identity element.
2. there exist finitely many elements $x_1, \ldots, x_n \in A$ such that $A$ is a left free $R$-module, with basis the set of standard monomials

$\text{Mon}(A) := \{x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n} \mid \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \}.$

Moreover, $x_1^0 \cdots x_n^0 := 1 \in \text{Mon}(A)$.

3. For each $1 \leq i \leq n$ and any $r \in R \setminus \{0\}$, there exists an element $c_{i,r} \in R \setminus \{0\}$ such that $x_i r - c_{i,r} x_i \in R$.

4. For $1 \leq i, j \leq n$, there exists $d_{i,j} \in R \setminus \{0\}$ such that

$$x_j x_i - d_{i,j} x_i x_j \in R + R x_1 + \cdots + R x_n,$$

i.e. there exist elements $r_0^{(i,j)}, r_1^{(i,j)}, \ldots, r_n^{(i,j)} \in R$ with $x_j x_i - d_{i,j} x_i x_j = r_0^{(i,j)} + \sum_{k=1}^n r_k^{(i,j)} x_k$.

From the definition it follows that every non-zero element $f \in A$ can be uniquely expressed as $f = a_0 + a_1 X_1 + \cdots + a_m X_m$, with $a_i \in R$ and $X_i \in \text{Mon}(A)$, for $0 \leq i \leq m$ [17, Remark 2]. For $X = x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n} \in \text{Mon}(A)$, $\deg(X) = |\alpha| := \alpha_1 + \cdots + \alpha_n.$
The next result establishes the importance of the (injective) endomorphisms of the ring of coefficients. As expected, later on we will make these endomorphisms interact with the different ring-theoretical notions of rings discussed in Section 1.

**Proposition 2.2.** ([1], Proposition 3) If \( A = \sigma(R)(x_1, \ldots, x_n) \) is a skew PBW extension, then there exist an injective endomorphism \( \sigma : R \rightarrow R \) and a \( \sigma \)-derivation \( \delta_i : R \rightarrow R \) such that \( x_i r = \sigma_i(r)x_i + \delta_i(r) \), for each \( 1 \leq i \leq n \), where \( r \in R \).

We use the notation \( \Sigma := \{\sigma_1, \ldots, \sigma_n\} \) and \( \Delta := \{\delta_1, \ldots, \delta_n\} \) for the families of injective endomorphisms and \( \sigma \)-derivations of Proposition 2.2, respectively. For a skew PBW extension \( A = \sigma(R)(x_1, \ldots, x_n) \) over \( R \), we say that the pair \((\Sigma, \Delta)\) is a system of endomorphisms and \( \Sigma \)-derivations of \( R \) with respect to \( A \). For \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \), \( \sigma^\alpha := \sigma_1^{\alpha_1} \cdots \sigma_n^{\alpha_n} \), \( \delta^\alpha := \delta_1^{\alpha_1} \cdots \delta_n^{\alpha_n} \), where \( \circ \) denotes the classical composition of functions.

**Definition 2.3.** Let \( A = \sigma(R)(x_1, \ldots, x_n) \) be a skew PBW extension over a ring \( R \).

1. ([1], Definition 4) \( A \) is called quasi-commutative if the conditions (3) and (4) presented above are replaced by the following:
   (3') For every \( 1 \leq i \leq n \) and \( r \in R \setminus \{0\} \) there exists \( c_{i,r} \in R \setminus \{0\} \) such that \( x_i r = c_{i,r}x_i \).
   (4') For every \( 1 \leq i, j \leq n \) there exists \( d_{i,j} \in R \setminus \{0\} \) such that \( x_j x_i = d_{i,j}x_i x_j \).

2. ([1], Definition 4) \( A \) is said to be bijective if \( \sigma_i \) is bijective for each \( 1 \leq i \leq n \), and \( d_{i,j} \) is invertible for any \( 1 \leq i < j \leq n \).

3. ([1], Definition 2.3) If \( \sigma_i \in \Sigma \) is the identity map of \( R \) for each \( i = 1, \ldots, n \), (we write \( \sigma_i = \text{id}_R \)), we say that \( A \) is a skew PBW extension of derivation type. Similarly, if \( \delta_i \in \Delta \) is zero, for every \( i \), then \( A \) is called a skew PBW extension of endomorphism type.

**Remark 2.4.** Some relationships between skew polynomial rings and skew PBW extensions are the following:

- ([5], Theorem 2.3) If \( A = \sigma(R)(x_1, \ldots, x_n) \) is a quasi-commutative skew PBW extension over a ring \( R \), then \( A \) is isomorphic to an iterated skew polynomial ring of endomorphism type.
- ([5], Example 5(3)) If \( R[x_1; \sigma_1, \delta_1] \cdots [x_n; \sigma_n, \delta_n] \) is an iterated skew polynomial ring such that \( \sigma_i \) is injective, for \( 1 \leq i \leq n \); \( \sigma_i(r) \in R \), for \( r \in R \) and \( 1 \leq i \leq n \); \( \sigma_i(x_i) = cx_i + d \), for \( i < j \), and \( c, d \in R \), where \( c \) has a left inverse; \( \delta_j(x_i) \in R + Rx_1 + \cdots + Rx_n \), for \( i < j \), then \( R[x_1; \sigma_1, \delta_1] \cdots [x_n; \sigma_n, \delta_n] \cong \sigma(R)(x_1, \ldots, x_n) \). In general, skew polynomial rings of injective type are strictly contained in skew PBW extensions. This fact is not possible for PBW extensions. For instance, the quantum plane \( k[x, y]/(xy - qyx \ | \ q \in k^*) \) is an Ore extension of injective type given by \( k[y][x; \sigma] \), where \( \sigma(y) = qy \), but cannot be expressed as a PBW extension.
- ([5], Remark 2.4 (ii)) Skew PBW extensions of endomorphism type are more general than iterated skew polynomial rings of endomorphism type. With the aim of illustrating the differences between these structures, we consider the situations with two and three indeterminates. If we take the iterated skew polynomial ring of endomorphism type given by \( R[x; \sigma_x][y; \sigma_y] \), by definition we have the following relations: \( xr = \sigma_x(r)x \), \( yr = \sigma_y(r)y \), and...
$yx = \sigma_y(x)y$, for any element $r \in R$. On the other hand, if we have $\sigma(R)\langle x, y \rangle$ a skew PBW extension of endomorphism type over $R$, then for any $r \in R$ we have the relations $xr = \sigma_1(r)x$, $yr = \sigma_2(r)y$, and $yx = d_{1,2}xy + r_0 + r_1x + r_2y$, for some elements $d_{1,2}, r_0, r_1$ and $r_2$ belong to $R$. When we compare the defining relations of both algebraic structures, it is clear which one of them is more general.

Now, if we have the iterated Ore extension $R[x; \sigma_x][y; \sigma_y][z; \sigma_z]$, then for any $r \in R$, $xr = \sigma_x(r)x$, $yr = \sigma_y(r)y$, $zr = \sigma_z(r)z$, $yx = \sigma_y(x)y$, $zx = \sigma_z(x)z$, $zy = \sigma_z(y)z$. For the skew PBW extension of endomorphism type $\sigma(R)\langle x, y, z \rangle$, we have the relations given by $xr = \sigma_1(r)x$, $yr = \sigma_2(r)y$, $zr = \sigma_3(r)z$, $yx = d_{1,2}xy + r_0 + r_1x + r_2y + r_3z$, $zx = d_{1,3}xz + r_0 + r_1x + r_2y + r_3z$, and $zy = d_{2,3}yz + r_0'' + r_1''x + r_2''y + r_3''z$, for some elements $d_{1,2,3}, d_{2,3}, r_0, r_0'', r_0', r_1, r_1', r_1'', r_2, r_2', r_2'', r_3, r_3', r_3''$ of $R$. Again, one can see the generality of the skew PBW extensions. Of course, as the number of indeterminates increases, the differences between both algebraic structures are more remarkable.

**Example 2.5.** A great variety of algebras can be expressed as skew PBW extensions. Enveloping algebras of finite dimensional Lie algebras, families of differential operators rings, Weyl algebras, Ore extensions of injective type, some types of Auslander-Gorenstein rings, some skew Calabi Yau algebras, Artin-Schelter regular algebras, Koszul algebras, examples of quantum polynomials, some quantum universal enveloping algebras, and many other algebras of great interest in noncommutative algebraic geometry and noncommutative differential geometry illustrate the generality of skew PBW extensions. Details of these examples and others can be found in [16, 18, 67].

The next proposition is very useful when one need to make some computations with elements of skew PBW extensions.

**Proposition 2.6.** ([17, Theorem 7]) If $A$ is a polynomial ring with coefficients in $R$ with respect to the set of indeterminates $\{x_1, \ldots, x_n\}$, then $A$ is a skew PBW extension over $R$ if and only if the following conditions hold:

1. For each $x^\alpha \in \text{Mon}(A)$ and every $0 \neq r \in R$, there exist unique elements $r_\alpha := \sigma_\alpha(r) \in R \setminus \{0\}$, $p_{\alpha, r} \in A$, such that $x^\alpha r = r_\alpha x^\alpha + p_{\alpha, r}$, where $p_{\alpha, r} = 0$, or $\deg(p_{\alpha, r}) < |\alpha|$ if $p_{\alpha, r} \neq 0$. If $r$ is left invertible, so is $r_\alpha$.
2. For each $x^\alpha, x^\beta \in \text{Mon}(A)$, there exist unique elements $d_{\alpha, \beta} \in R$ and $p_{\alpha, \beta} \in A$ such that $x^\alpha x^\beta = d_{\alpha, \beta} x^{\alpha + \beta} + p_{\alpha, \beta}$, where $d_{\alpha, \beta}$ is left invertible, $p_{\alpha, \beta} = 0$, or $\deg(p_{\alpha, \beta}) < |\alpha + \beta|$ if $p_{\alpha, \beta} \neq 0$.

We need to establish a criterion which allows us to extend the family $\Sigma$ of injective endomorphisms and the family of $\Sigma$-derivations $\Delta$ of the ring $R$, to any skew PBW extension $A$ over $R$ (c.f. Artamonov [5] and Venegas [70] who presented a study of derivations and automorphisms of skew PBW extensions, respectively). With this aim, for the next result consider the pair $(\Sigma, \Delta)$, the system of endomorphisms and $\Sigma$-derivations of $R$ with respect to $A$.

**Proposition 2.7.** ([61, Theorem 5.1]) Let $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ be a skew PBW extension over a ring $R$. Suppose that $\sigma_i \delta_j = \delta_i \sigma_j$, $\delta_i \delta_j = \delta_j \delta_i$, and $\delta_i(d_{i, j}) = \delta_k(r_{i, j}^{(k, l)}) = 0$, for $1 \leq i, j, k, l \leq n$, where $d_{i, j}$ and $r_{i, j}^{(k, l)}$ are the elements established in Definition 2.1. Consider an element $f = a_0 + a_1x_1 + \cdots + a_mx_m \in A$. If
Lemma 2.11. If \( \delta \) respectively, and \( \sigma \) are the functions given by \( \sigma_k(f) := \sigma_k(a_0) + \sigma_k(a_1)x_1 + \cdots + \sigma_k(a_m)x_m \) and \( \delta_k(f) := \delta_k(a_0) + \delta_k(a_1)x_1 + \cdots + \delta_k(a_m)x_m \), respectively, and \( \sigma_k(r) := \sigma_k(r) \), for every \( 1 \leq k \leq n \) and \( r \in R \), then \( \sigma_k \) is an injective endomorphism of \( A \) and \( \delta_k \) is an \( \sigma_k \)-derivation of \( A \), for each \( k \).

As we said in Section 1, Krempa [39] introduced the notion of rigidity as a generalization of reduced rings. Now, if \( R \) is a ring and \( \Sigma = \{ \sigma_1, \ldots, \sigma_n \} \) is a family of endomorphisms of \( R \), then \( \Sigma \) is called a rigid endomorphisms family if \( a\sigma^n(a) = 0 \) implies \( a = 0 \), where \( a \in R \) and \( \alpha \in \mathbb{N}^n \). \( R \) is called \( \Sigma \)-rigid if there exists a rigid endomorphisms family \( \Sigma \) of \( R \) [61], Definition 3.1. Following Annin [3] or Hashemi and Moussavi [25], if \( R \) is a ring, \( \sigma \) is an endomorphism of \( R \), and \( \delta \) is a \( \sigma \)-derivation of \( R \), then \( R \) is said to be \( \sigma \)-compatible if for each \( a, b \in R \), \( ab = 0 \) if and only if \( a\sigma(b) = 0 \); in this case is said that \( \sigma \) is compatible (necessarily, the endomorphism \( \sigma \) is injective). \( R \) is called \( \delta \)-compatible if for each \( a, b \in R \), \( ab = 0 \) implies \( a\delta(b) = 0 \). If \( R \) is both \( \sigma \)-compatible and \( \delta \)-compatible, \( R \) is called \( (\sigma, \delta) \)-compatible. The corresponding notion of compatibility, and an even weaker notion, have been formulated for skew PBW extensions as the following definition shows.

**Definition 2.8.** Consider a ring \( R \) with finite families of endomorphisms \( \Sigma \) and \( \Sigma \)-derivations \( \Delta \), respectively.

1. ([22, Definition 3.1]; [62, Definition 3.2]) \( R \) is said to be \( \Sigma \)-compatible if for each \( a, b \in R \), \( a\sigma^n(b) = 0 \) if and only if \( ab = 0 \), where \( a \in \mathbb{N}^n \). In this case, we say that \( \Sigma \) is a compatible family of endomorphisms of \( R \). \( R \) is said to be \( \Delta \)-compatible if for each \( a, b \in R \), it follows that \( ab = 0 \) implies \( a\delta^n(b) = 0 \), where \( \beta \in \mathbb{N}^n \). If \( R \) is both \( \Sigma \)-compatible and \( \Delta \)-compatible, then \( R \) is called \( (\Sigma, \Delta) \)-compatible.

2. [64, Definition 4.1] \( R \) is said to be weak \( \Sigma \)-compatible if for each \( a, b \in R \), \( a\sigma^n(b) \in N(R) \) if and only if \( ab \in N(R) \), where \( a \in \mathbb{N}^n \). \( R \) is said to be weak \( \Delta \)-compatible if for each \( a, b \in R \), \( ab \in N(R) \) implies \( a\delta^n(b) \in N(R) \), where \( \beta \in \mathbb{N}^n \). If \( R \) is both weak \( \Sigma \)-compatible and weak \( \Delta \)-compatible, then \( R \) is called weak \( (\Sigma, \Delta) \)-compatible.

Ring-theoretical properties of skew PBW extensions over compatible rings have been investigated by the authors [63, 65].

**Remark 2.9.** It is straightforward to prove that if \( \Sigma \) is a finite family of endomorphisms of a ring \( R \), then \( R \) is \( \Sigma \)-compatible if and only if \( R \) is \( \sigma_i \)-compatible, for every \( 1 \leq i \leq n \).

**Lemma 2.10.** ([22, Lemma 3.3]; [62, Proposition 3.8]) Let \( R \) be a \( (\Sigma, \Delta) \)-compatible ring. For every \( a, b \in R \), we have the following:

1. If \( ab = 0 \), then \( a\theta(b) = \theta(a)b = 0 \), where \( \theta \in \mathbb{N}^n \).
2. If \( \sigma(\beta)ab = 0 \), for some \( \beta \in \mathbb{N}^n \), then \( ab = 0 \).
3. If \( ab = 0 \), then \( \sigma(\alpha)\beta(b) = \beta(\alpha)\sigma(b) = 0 \), where \( \alpha, \beta \in \mathbb{N}^n \).

**Lemma 2.11.** If \( R \) is a \( \Sigma \)-compatible ring, \( a, b \in R \) and \( \alpha, \beta \in \mathbb{N}^n \), then the following assertions are equivalent:

1. \( ab \in N(R) \).
2. \( a\sigma^n(b) \in N(R) \).
3. \( \sigma^n(b)a \in N(R) \).
implies that

\[(\sigma a)(b) \in N(R),\]

\[(\sigma \alpha)(b) \in N(R),\]

\[(\sigma \alpha)(\sigma \beta)(b) \in N(R).\]

**Proof.** Let \( R \) be a \( \Sigma \)-compatible ring, \( a, b \in R \) and \( \alpha, \beta \in N^n \).

(1) \( \Leftrightarrow \) (2) By definition, \( ab \in N(R) \Leftrightarrow (ab)^k = 0 \), for some positive integer \( k \).

If \( k = 1 \), \( ab = 0 \) if and only if \( a\alpha b \) (if \( k = 2 \), \( 0 = \alpha b b = a\alpha b \) implies \( \sigma a \) of skew PBW extensions, can be found in \[\text{(6)}\] Continuing with this process, \( (ab)^k = 0 \Leftrightarrow (a\alpha b)^k = 0 \) Thus, \( ab \in N(R) \) if and only if \( a\alpha b \in N(R) \).

(2) \( \Leftrightarrow \) (3) It is clear.

(1) \( \Leftrightarrow \) (4) Again, since \( ab \in N(R) \Leftrightarrow (ab)^k = 0 \), for some positive integer \( k \), if \( k = 1 \), Lemma 2.10 implies that \( ab = 0 \Leftrightarrow \sigma a b = 0 \). If \( k = 2 \), \( 0 = abab \Leftrightarrow \sigma a (ab) = \sigma a (a\alpha b) = \sigma a (a\alpha b) = \sigma a (a\alpha b) = \sigma a (ab) = 0 \) \( \Leftrightarrow (a\alpha b)^2 = 0 \), where the first equivalence is due to Lemma 2.10, and the others equivalences are due to the \( \Sigma \)-compatibility of \( R \). Continuing in this way, we can see that \( (ab)^k = 0 \Leftrightarrow (a\alpha b)^k = 0 \). Hence \( ab \in N(R) \Leftrightarrow a\alpha b \in N(R) \).

(4) \( \Leftrightarrow \) (5) It is immediate.

(5) \( \Leftrightarrow \) (6) It follows from (1) \( \Leftrightarrow \) (2) by replacing \( a \) by \( \sigma a \) and \( \sigma a \) by \( \sigma \beta \).

To finish this section, we recall the notion of Armendariz ring in the setting of commutative and noncommutative rings. Following Rege and Chhawchharia [60], a ring \( R \) is called Armendariz if for elements \( f(x) = \sum_{i=0}^{m} a_i x^i \), \( g(x) = \sum_{j=0}^{l} b_j x^j \in R[x] \) (where \( R[x] \) is the commutative polynomial ring with an indeterminate \( x \) over \( R \)), \( f(x)g(x) = 0 \) implies \( a_i b_j = 0 \), for all \( i, j \). The importance of this notion lies in its natural and useful role in understanding the relation between the annihilators of the ring \( R \) and the annihilators of the polynomial ring \( R[x] \). For example, Armendariz [4, Lemma 1], showed that a reduced ring always satisfies this condition. For skew polynomial rings, the notion of Armendariz has been also studied by several authors (see [1, 4, 29, 31, 37, 44, 60]). Hirano [27] general- ized this notion in the following way: a ring \( R \) is called quasi-Armendariz if for \( f(x) = \sum_{i=0}^{m} a_i x^i \), \( g(x) = \sum_{j=0}^{l} b_j x^j \in R[x] \), \( f(x)R[x]g(x) = 0 \) implies \( a_i b_j = 0 \), for all \( i, j \). It is well known that reduced rings are Armendariz, and Armendariz rings are quasi-Armendariz, but the converse are not true in general [13, Proposition 2.1].

In the noncommutative setting, Hashemi et al. [25] investigated a generalization of \( \sigma \)-rigid rings by introducing the (SQA1) condition which is a version of quasi-Armendariz rings for skew polynomial rings. Let \( R[x; \sigma, \delta] \) be an Ore extension over \( R \). \( R \) is said to satisfy the (SQA1) condition if whenever \( f(x)R[x; \sigma, \delta]g(x) = 0 \) for \( f(x) = \sum_{i=0}^{m} a_i x^i \) and \( g(x) = \sum_{j=0}^{m} b_j x^j \in R[x; \sigma, \delta] \), then \( a_i b_j = 0 \) for all \( i, j \). Later, Reyes and Suárez [62] considered this condition for skew PBW extensions. For \( A = (\sigma)(x_1, \ldots, x_n) \) a skew PBW extension over \( R \), it is said to satisfy the (SQA1) condition if whenever \( f \alpha g = 0 \) for \( f = a_0 + a_1 x_1 + \cdots + a_m x_m \) and \( g = b_0 + b_1 y_1 + \cdots + b_1 y_1 \) elements of \( A \), then \( a_i b_j = 0 \), for every \( i, j \). Relationships between the notions of compatibility, (SQA1), and Armendariz rings, in the context of skew PBW extensions, can be found in [61, 65]. All of them will be useful in the next sections.
3. Σ–skew reflexive rings

We present the original results of the paper on Σ-skew reflexive rings. We start with the following definition which establishes the generalizations of skew reflexive endomorphism and σ-skew reflexive ring mentioned in the Introduction.

**Definition 3.1.** Let $\Sigma = \{\sigma_1, \ldots, \sigma_n\}$ be a finite family of endomorphisms of a ring $R$. $\Sigma$ is called right (resp., left) skew reflexive if for $a, b \in R$, $aRb = 0$ implies $bR\sigma^\alpha(a) = 0$ (resp., $\sigma^\alpha(b)Ra = 0$), where $a \in \mathbb{N}^n \setminus \{0\}$. $R$ is called right (resp., left) $\Sigma$-skew reflexive if there exists a right (resp., left) skew reflexive family of endomorphisms $\Sigma$ of $R$. If $R$ is both right and left $\Sigma$-skew reflexive, then $R$ is said to be $\Sigma$-skew reflexive.

Reflexive rings are $\Sigma$-skew reflexive. Since reduced rings and reversible rings are reflexive, then both rings are $\Sigma$-skew reflexive. Right (resp., left) $\sigma$-skew reflexive rings are right (resp., left) $\Sigma$-skew reflexive.

**Example 3.2.** Given a ring $R$ and $M$ an $(R, M)$-bimodule, the trivial extension of $R$ by $M$ is the ring $T(R, M) := R \oplus M$ with the usual addition and the multiplication defined as $(r_1, m_1)(r_2, m_2) := (r_1r_2, r_1m_2 + m_1r_2)$, for all $r_1, r_2 \in R$ and $m_1, m_2 \in M$. Note that $T(R, M)$ is isomorphic to the matrix ring (with the usual matrix operations) of the form $\begin{pmatrix} r & m \\ 0 & 0 \end{pmatrix}$, where $r \in R$ and $m \in M$. In particular, we call $S_2(\mathbb{Z})$ the ring of matrices isomorphic to $T(\mathbb{Z}, \mathbb{Z})$.

Consider the ring $S_2(\mathbb{Z})$ given by

$$S_2(\mathbb{Z}) = \left\{ \begin{pmatrix} a & b \\ 0 & a \end{pmatrix} \mid a, b \in \mathbb{Z} \right\}.$$ 

Let $\sigma_1 = \text{id}_{S_2(\mathbb{Z})}$ be the identity endomorphism of $S_2(\mathbb{Z})$, and let $\sigma_2$ and $\sigma_3$ be the two endomorphisms of $S_2(\mathbb{Z})$ defined by

$$\sigma_2 \begin{pmatrix} a & b \\ 0 & a \end{pmatrix} = \begin{pmatrix} a & -b \\ 0 & a \end{pmatrix}, \quad \sigma_3 \begin{pmatrix} a & b \\ 0 & a \end{pmatrix} = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}.$$ 

Consider $ARB = 0$, for all $R \in S_2(\mathbb{Z})$, where

$$A = \begin{pmatrix} a & a' \\ 0 & a \end{pmatrix}, \quad B = \begin{pmatrix} b & b' \\ 0 & b \end{pmatrix} \quad \text{and} \quad R = \begin{pmatrix} r & r' \\ 0 & r \end{pmatrix}.$$ 

We have $arb = 0$ and $arb' + ar'b + bra' = 0$, for every $r \in \mathbb{Z}$, whence $a = 0$ or $b = 0$. If $a = 0$, then $bra' = 0$, for every $r \in \mathbb{Z}$, hence $b = 0$ or $a' = 0$. If $b = 0$, then $arb' = 0$, for each $r \in \mathbb{Z}$, hence $a = 0$ or $b = 0$. First, we consider the case $BR\sigma_1(A) = BRA$:

$$BR\sigma_1(A) = \begin{pmatrix} bra & bra' + br'a + b'ra \\ 0 & bra \end{pmatrix}.$$ 

From the previous observation, it follows that $BR\sigma_1(A) = 0$. Now, consider the case $BR\sigma_2(A)$. A calculation shows us that

$$BR\sigma_2(A) = \begin{pmatrix} bra & -bra' + br'a + b'ra \\ 0 & bra \end{pmatrix}.$$ 

Again, making use of the initial observation, we can see that $BR\sigma_2(A) = 0$. $S_2(\mathbb{Z})$ is right $\sigma_2$-skew reflexive. Finally, we present the case $BR\sigma_3(A)$:

$$BR\sigma_3(A) = \begin{pmatrix} bra & br'a + b'ra \\ 0 & bra \end{pmatrix}.$$
We obtain that \(bra = 0\), since \(BRA = 0\). If \(a = 0\), then \(br'a + b'ra = 0\), for every \(r, r' \in \mathbb{Z}\). If \(b = 0\), it follows that \(b'ra + br'a + bra' = br'a + b'ra = 0\), for each \(r, r' \in \mathbb{Z}\). This implies that \(BRS_3(A) = 0\). We can also observe that 
\[
\sigma_2 \circ \sigma_3 = \sigma_3 \circ \sigma_2 = \sigma_3,
\]
which implies that \(S_2(\mathbb{Z})\) is right \(\Sigma\)-skew reflexive with 
\[
\Sigma = \{\sigma_1, \sigma_2, \sigma_3\}.
\]
Since \(\sigma_1\) is the identity endomorphism, then we have that \(S_2(\mathbb{Z})\) is a reflexive ring. Now, \(S_2(\mathbb{Z})\) is not \(\sigma_3\)-compatible since for
\[
A = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix},
\]
\(A\sigma_3(B) = 0\) but \(AB = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \neq 0\). According to Remark 2.9, \(S_2(\mathbb{Z})\) is not \(\Sigma\)-compatible.

The following result shows that under conditions of compatibility, the composition of left (resp. right) skew reflexive endomorphisms is left (resp. right) skew reflexive endomorphism.

**Proposition 3.3.** Composition of compatible left (resp. right) skew reflexive endomorphisms is left (resp. right) skew reflexive.

**Proof.** Let \(\sigma_1\) and \(\sigma_2\) be compatible endomorphisms of a ring \(R\) and consider \(a, b \in R\). Suppose that \(aRb = 0\), i.e. \(arb = 0\), for every \(r \in R\). If \(\sigma_1\) and \(\sigma_2\) are left skew reflexive, then \(\sigma_1(b)ra = \sigma_2(b)ra = 0\). Hence \(\sigma_1(\sigma_2(b)ra) = \sigma_1(\sigma_2(b))\sigma_1(ra) = \sigma_1(\sigma_2(b)ra) = 0\), since \(\sigma_1\) is compatible. So, \(\sigma_1 \circ \sigma_2\) is left skew reflexive. Now, if \(\sigma_1\) and \(\sigma_2\) are right skew reflexive endomorphisms, then \(arb = 0\) implies \(br\sigma_1(a) = br\sigma_2(a) = 0\), whence \(\sigma_1(br\sigma_2(a)) = \sigma_1(br)\sigma_1(\sigma_2(a)) = 0\). Since \(\sigma_1\) is compatible, \(\sigma_1(br)\sigma_1(\sigma_2(a)) = 0\) implies \(br\sigma_1(\sigma_2(a)) = 0\), and therefore \(\sigma_1 \circ \sigma_2\) is a right skew reflexive endomorphism. \(\square\)

From Proposition 3.3 we deduce the following results.

**Corollary 3.4.** Composition of a finite family of compatible left (resp. right) skew reflexive endomorphisms is a left (resp. right) skew reflexive endomorphism. If \(R\) is \(\sigma\)-compatible then \(R\) is right (resp., left) \(\sigma\)-skew reflexive if and only if it is right (resp., left) \(\sigma^k\)-skew reflexive, for all \(k \geq 1\). Thus, if \(R\) is \(\sigma\)-compatible then \(R\) is skew reflexive if and only if it is \(\sigma^k\)-skew reflexive, for all \(k \geq 1\).

**Proposition 3.5.** Let \(\Sigma = \{\sigma_1, \ldots, \sigma_n\}\) be a compatible family of endomorphisms of \(R\). Then \(\Sigma\) is a right (left) skew reflexive family if and only if each \(\sigma_k \in \Sigma\) is a right (left) skew reflexive endomorphism.

**Proof.** Let \(\sigma_k \in \Sigma\). Note that for \(\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n\), \(\sigma^\alpha = \sigma_k\), for \(\alpha_i = 0\) if \(i \neq k\) and \(\alpha_k = 1\). If \(\Sigma\) is a right (resp., left) skew reflexive family of endomorphisms, then for \(a, b \in R\), \(aRb = 0\) implies \(bR\sigma^\alpha(a) = 0 = bR\sigma_k(a)\) (resp., \(\sigma^\alpha(b)Ra = \sigma_k(b)Ra = 0\)). So, \(\sigma_k\) is a right (resp., left) skew reflexive endomorphism. On the other hand, if each \(\sigma_k \in \Sigma\) is a compatible right (left) skew reflexive endomorphism then by Corollary 3.4.3 we have that \(\sigma^\alpha\) is right (resp., left) skew reflexive, for every \(\alpha \in \mathbb{N}^n\). Then for \(a, b \in R\), \(aRb = 0\) implies \(bR\sigma^\alpha(a)\) (resp., \(\sigma^\alpha(b)Ra = 0\)), for every \(\alpha \in \mathbb{N}^n\). Therefore \(\Sigma\) is a right (left) skew reflexive family. \(\square\)

**Proposition 3.6.** Let \(A = \sigma(R)\langle x_1, \ldots, x_n \rangle\) be a quasi-commutative skew PBW extension over a \(\Sigma\)-skew reflexive ring \(R\), that is, \(A\) is an iterated skew polynomial
ring of injective endomorphism type over \( R \). If \( R \) satisfies the (SQA1) condition, then \( A \) is reflexive.

**Proof.** Let \( \Sigma = \{ \sigma_1, \ldots, \sigma_n \} \) be the family of injective endomorphisms of \( R \) as in Proposition 2.2. Consider \( f = a_0 + a_1X_1 + \cdots + a_mX_m \) and \( g = b_0 + b_1Y_1 + \cdots + b_tY_t \) elements of \( A \). If \( fAg = 0 \), by the (SQA1) condition of \( R \) we obtain \( a_iRb_j = 0 \), for each \( i, j \). Since \( R \) is \( \Sigma \)-skew reflexive, \( b_jR\sigma_i(a_i) = \sigma_\beta(b_j)Ra_i = 0 \), where \( \alpha \in \mathbb{N}^n \setminus \{0\} \), and each \( 1 \leq i \leq m, 1 \leq j \leq t \). As \( A \) is quasi-commutative, by Proposition 2.6 we know that for every \( x^\alpha \in \text{Mon}(A) \) and every \( 0 \neq r \in R \), there exists an element \( \sigma^\alpha(r) \in R \setminus \{0\} \) such that \( x^\alpha r = \sigma^\alpha(r)x^\alpha \), and for every \( x^\alpha, x^\beta \in \text{Mon}(A) \), there exists an element \( d_{\alpha, \beta} \in R \) such that \( x^\alpha x^\beta = d_{\alpha, \beta}x^{\alpha+\beta} \), where \( d_{\alpha, \beta} \) is left invertible. Thus, applying these commutation rules to the product \( (b_0 + b_1Y_1 + \cdots + b_tY_t)(c_0 + c_1Z_1 + \cdots + c_lZ_l)(a_0 + a_1X_1 + \cdots + a_mX_m) \), where \( c_0 + c_1Z_1 + \cdots + c_lZ_l \) is an arbitrary element of \( A \), and taking into account that \( b_jR\sigma^\alpha(a_i) = \sigma^\alpha(b_j)Ra_i = 0 \), for \( \alpha \in \mathbb{N}^n \setminus \{0\} \), and every \( i, j \), then \( gAf = 0 \), that is, \( A \) is reflexive. \( \square \)

From Proposition 3.6 we obtain that if \( R \) is a reflexive ring, then \( R[x] \) is right idempotent reflexive [41, Theorem 3.13 (1)].

**Proposition 3.7.** \( \Sigma \)-compatible semiprime rings are \( \Sigma \)-skew reflexive.

**Proof.** Suppose that \( R \) is semiprime and \( \Sigma \)-compatible for \( \Sigma = \{ \sigma_1, \ldots, \sigma_n \} \) a finite family of endomorphisms of \( R \). Let \( a, b \in R \) such that \( aRb = 0 \). By the \( \Sigma \)-compatibility of \( R \), \( aR\sigma^\alpha(b) = 0 \), where \( \alpha \in \mathbb{N}^n \), whence \( \sigma^\alpha(b)RaR\sigma^\alpha(b)Ra = 0 \). Since \( R \) is semiprime, \( \sigma^\alpha(b)Ra = 0 \), and thus \( R \) is left \( \Sigma \)-skew reflexive. By Remark 2.9, \( aRb = 0 \) implies \( \sigma^\alpha(a)Rb = 0 \), and so \( bR\sigma^\alpha(a)RbR\sigma^\alpha(a) = 0 \). The semiprimeness of \( R \) implies \( bR\sigma^\alpha(a) = 0 \), and therefore \( R \) is right \( \Sigma \)-skew reflexive. \( \square \)

Propositions 3.6 and 3.7 guarantee that quasi-commutative skew PBW extensions over \( \Sigma \)-compatible semiprime rings satisfying the (SQA1) condition are reflexive.

**Remark 3.8.** Following Birkenmeier et al. [11], a ring \( R \) is called right (left) principally quasi-Baer (or simply, right (left) p.q.-Baer) ring if the right annihilator of a principal right ideal of \( R \) is generated by an idempotent. \( R \) is said to be a p.q.-Baer if it is both right and left p.q.-Baer. Having in mind that Baer properties have been studied in the setting of skew PBW extensions [61, 62], if \( A \) is a skew PBW extension right p.q.-Baer ring, then \( A \) is a semiprime ring if and only if \( A \) is a reflexive ring [41, Proposition 3.15].

4. **Skew PBW Extension over \( \Sigma \)-skew RNP Rings**

Motivated by the notion put forward by Bhattacharjee [9, Definition 1.1], we introduce the following definition.

**Definition 4.1.** Let \( \Sigma = \{ \sigma_1, \ldots, \sigma_n \} \) be a finite family of endomorphisms of a ring \( R \). \( \Sigma \) is called a right (resp., left) skew RNP family if for \( a, b \in \mathcal{N}(R), aRb = 0 \) implies \( bR\sigma^\alpha(a) = 0 \) (resp., \( \sigma^\alpha(b)Ra = 0 \)), for every nonzero element \( \alpha \in \mathbb{N}^n \). \( R \) is said to be right (resp., left) \( \Sigma \)-skew RNP if there exists a right (resp., left) skew RNP family of endomorphism \( \Sigma \) of \( R \). If \( R \) is both right and left \( \Sigma \)-skew RNP, then we say that \( R \) is \( \Sigma \)-skew RNP.
3.2 and implies immediately the following:

Proof. 

Remark 4.2. Note that for \( \Sigma = \{ \sigma_1, \ldots, \sigma_n \} \), \( \sigma^\alpha(N(R)) \subseteq N(R) \), for each \( \alpha \in \mathbb{N}^n \). Indeed, if \( r \in N(R) \) then \( r^m = 0 \), for some \( m \geq 1 \). So, \( \sigma^\alpha(r) \in \sigma^\alpha(N(R)) \) implies that \( \sigma^\alpha(r^m) = (\sigma^\alpha(r))^m = 0 \), whence \( \sigma^\alpha(r) \in N(R) \).

Example 4.3. Considering Example 3.2. It is clear that \( S_2(\mathbb{Z}) \) is a right \( \Sigma \)-skew RNP ring with \( \Sigma = \{ \sigma_1, \sigma_2, \sigma_3 \} \). Furthermore, we can see that \( N(S_2(\mathbb{Z})) = \left\{ \begin{pmatrix} 0 & b \\ 0 & 0 \end{pmatrix} \bigg| b \in \mathbb{Z} \right\} \).

Example 4.4. Let \( \mathbb{F}_4 = \{0, 1, a, a^2\} \) be the finite field of four elements. Consider the ring of polynomials \( \mathbb{F}_4[z] \) and let \( R = \mathbb{F}_4[z] / (z^2) \). For simplicity, we identify the elements of \( \mathbb{F}_4[z] \) with their images in \( R \). Let \( \Sigma = \{ \sigma_{i,j} \} \) be the family of homomorphisms of \( R \) defined by \( \sigma_{i,j}(a) = a^i \) and \( \sigma_{i,j}(z) = a^j z \), for all \( a \in \mathbb{Z}_3 \) with \( 1 \leq i \leq 2 \) and \( 0 \leq j \leq 2 \). Let us consider the skew PBW extension defined as \( A = \sigma(\delta) \langle x_{1,0}, x_{1,1}, x_{1,2}, x_{2,0}, x_{2,1}, x_{2,2} \rangle \), under the following commutation relations: \( x_{i,j}x_{i',j'} = x_{i',j}x_{i,j} \), for all \( 1 \leq i, i' \leq 2 \) and \( 0 \leq j, j' \leq 2 \). On the other hand, for \( a^rz \in R \), \( x_{i,j}a^rz = \sigma_{i,j}(a^rz)x_{i,j} = (a^r)^i a^j z x_{i,j} = a^{r i + j} z x_{i,j} \), where \( a^{r i + j} \in \mathbb{F}_4 \), \( 1 \leq i \leq 2 \) and \( 1 \leq r, j \leq 2 \). Of course, this example can be extended to any finite field \( \mathbb{F}_p^n \) with \( p \) a prime number.

Let us show that \( R \) is a \( \Sigma \)-skew RNP ring. Note first that \( \sigma_{1,0} \) is the identity homomorphism over \( R \) and \( \Sigma \) is closed under composition, that is, \( \sigma_{i,j}^\alpha \in \Sigma \), for all \( \alpha \in \mathbb{N}^6 \). Notice that the set of nilpotent elements of \( R \) is the ideal generated by \( z \), that is, \( N(R) = \langle z \rangle \). Let \( f, g \in N(R) \) such that \( fRg = 0 \). Notice that \( f = a^r z \) and \( g = a^s z \), for some \( 0 \leq r, s \leq 2 \). Furthermore, \( \sigma_{i,j}^\alpha(f) = a^{k}z \), for all \( \alpha \in \mathbb{N}^6 \) and some \( 0 \leq k \leq 2 \). Hence, we have \( gR\sigma_{i,j}^\alpha(f) = 0 \), for all \( \alpha \in \mathbb{N}^6 \) with \( 1 \leq i \leq 2 \) and \( 0 \leq j \leq 2 \). In this way, \( R \) is a right \( \Sigma \)-skew RNP ring.

Due to [9, Proposition 1.8], \( R \) is \( \sigma \)-skew RNP if and only if it is \( \sigma^{2k-1} \)-skew RNP, for all \( k \geq 1 \). Note that if \( R \) is \( \sigma \)-compatible then \( R \) is \( \sigma \)-skew RNP if and only if it is \( \sigma^k \)-skew RNP for all \( k \geq 1 \), as it is shown below. Since \( \sigma(N(R)) \subseteq N(R) \) for every endomorphism \( \sigma \) of \( R \) and since right (resp., left) \( \sigma \)-skew reflexive rings are right (resp., left) \( \sigma \)-skew RNP, Proposition 3.3 implies immediately the following:

Corollary 4.5. Let \( \sigma \) be an endomorphism of \( R \).

1. Composition of finite family of compatible left (resp. right) skew NRP endomorphisms is a left (resp. right) skew NRP endomorphism.

2. If \( R \) is \( \sigma \)-compatible then \( R \) is right (resp., left) \( \sigma \)-skew NRP if and only if it is right (resp., left) \( \sigma^k \)-skew NRP, for all \( k \geq 1 \). Thus, if \( R \) is \( \sigma \)-compatible then \( R \) is \( \sigma \)-skew NRP if and only if it is \( \sigma^k \)-skew NRP, for all \( k \geq 1 \).

Proposition 4.6. If \( R \) is a \( \Sigma \)-compatible ring, then \( R \) is left (resp., right) \( \Sigma \)-skew RNP if and only if it is left (resp., right) \( \sigma_k \)-skew RNP for each \( \sigma_k \in \Sigma \).

Proof. The proof is similar to that of Proposition 3.5, but using Remark 4.2 and Corollary 4.5.

Proposition 4.7. If \( R \) is a \( \Sigma \)-compatible ring, then the following assertions are equivalent:
(1) $R$ is RNP.
(2) $R$ is right $\Sigma$-skew RNP.
(3) $R$ is left $\Sigma$-skew RNP.

Proof. (1) $\Rightarrow$ (2) Suppose that $R$ is RNP and consider $a, b \in N(R)$ such that $aRb = 0$, that is, $arb = 0$, for any $r \in R$. By the $\Sigma$-compatibility of $R$, $\sigma^\alpha(a)rb = 0$, i.e. $\sigma^\alpha(a)Rb = 0$ (Lemma 2.10). Since $a \in N(R)$, $\sigma^\alpha(a) \in \sigma^\alpha(N(R))$, and by Remark 4.2, we have $\sigma^\alpha(a) \in N(R)$. As $R$ is RNP, $\sigma^\alpha(a)Rb = 0$ implies that $bR\sigma^\alpha(a) = 0$, whence $R$ is right $\Sigma$-skew RNP.

(2) $\Rightarrow$ (1) Let $R$ be right $\Sigma$-skew RNP and let $a, b \in N(R)$ such that $aRb = 0$, i.e. $arb = 0$, for any $r \in R$. Since $R$ is $\Sigma$-compatible, $ar\sigma^\alpha(b) = 0$, for every $\alpha \in N^\alpha$. Using that $b \in N(R)$, we obtain $\sigma^\alpha(b) \in \sigma^\alpha(N(R))$, and by Remark 4.2, $\sigma^\alpha(b) \in N(R)$. Now, as $R$ is right $\Sigma$-skew RNP, then $\sigma^\alpha(b)Rar^\alpha(a) = 0$. So, for each $r \in R$, $\sigma^\alpha(ba) = \sigma^\alpha(b)\sigma^\alpha(a)r^\alpha(a) = 0$. Since $\Sigma$ is compatible, then $\sigma^\alpha$ is injective, and so $bra = 0$, for all $r \in R$. Therefore $bRa = 0$, and hence $R$ is RNP.

With a reasoning similar to the previous one, one can prove (1) $\Leftrightarrow$ (3). □

Corollary 4.8. ([9, Proposition 1.7]) Let $R$ be a $\sigma$-compatible ring. Then the following are equivalent: (1) $R$ is RNP (2) $R$ is right $\sigma$-skew RNP (3) $R$ is left $\sigma$-skew RNP.

Corollary 4.9. If $R$ is a $\Sigma$-compatible ring, then the following are equivalent:

(1) $R$ is reflexive.
(2) $R$ is right $\Sigma$-skew reflexive.
(3) $R$ is left $\Sigma$-skew reflexive.

Remark 4.10. It is straightforward to prove that nil-reversible rings are RNP.

The following property relates nil-reversible and $\Sigma$-compatible rings with $\Sigma$-skew RNP rings.

Proposition 4.11. If $R$ is nil-reversible and $\Sigma$-compatible then $R$ is $\Sigma$-skew RNP.

Proof. Let $\Sigma = \{\sigma_1, \ldots, \sigma_n\}$ be a finite family of endomorphisms of a nil-reversible and $\Sigma$-compatible ring $R$. Suppose that $aRb = 0$, for $a, b \in N(R)$. By Remark 4.10, $bRa = 0$, and so $bR\sigma^\alpha(a) = 0$, since $R$ is $\Sigma$-compatible. Thus $R$ is right $\Sigma$-skew RNP. From Lemma 2.10, we have that $bRa = 0$ implies $\sigma^\alpha(b)Ra = 0$, and therefore $R$ is left $\Sigma$-skew RNP. □

Due to [16, Proposition 3.2.1], a skew PBW extension $A$ over a domain $R$ is also a domain, and so $N(A) = 0$. In this way, if $A$ is a skew PBW extension over a domain $R$ which satisfies the conditions established in Proposition 2.7, then $A$ is $\Sigma$-skew RNP for $\Sigma = \{\sigma_1, \ldots, \sigma_n\}$, where $\sigma_1$ is as in Proposition 2.7.

Proposition 4.12. If $A = \sigma(R)/\langle x_1, \ldots, x_n \rangle$ is skew PBW extension over a $\Sigma$-rigid ring $R$, then the following assertions hold:

(1) Both $R$ and $A$ are reflexive.
(2) $R$ is $\Sigma$-skew RNP.
(3) If the conditions established in Proposition 2.7 hold, then $A$ is $\Sigma$-skew RNP.

Proof. (1) By [61, Theorem 4.4], we have that both $R$ and $A$ is reduced. Since reduced rings are reflexive, then $R$ and $A$ are reflexive.

(2) As $R$ is reduced, $R$ is $\Sigma$-skew RNP for any finite family of endomorphisms $\Sigma$.
(3) Since $A$ is reduced, it follows that $A$ is $\Sigma$-skew RNP for any finite family of endomorphisms. In particular, $A$ is $\Sigma$-skew RNP for $\Sigma = \{\sigma_1, \ldots, \sigma_n\}$, where $\sigma_k$ is as in Proposition 2.7.

Following Kwak and Lee [40], a ring $R$ is called CN if $N(R[x]) \subseteq N(R)[x]$. Both NI rings and Armendariz rings are CN but not conversely. The classes of quasi-Armendariz and CN rings are independent of each other (Kheradmand et al. [33, Examples 3.15(1) and (2)]). Bhattacharjee [9] showed that if a ring $R$ is CN and quasi-Armendariz, then there is an equivalence of the RNP property between the ring $R$ and its ring of polynomials with coefficients in $R$.

Motivated by the previous facts, we introduce the following notion with the aim of study the RNP property on Ore extensions and skew PBW extensions.

**Definition 4.13.** Let $A = \sigma(R)[x_1, \ldots, x_n]$ be a skew PBW extension over $R$. $R$ is said to be $\Sigma$-skew CN if $N(A) \subseteq N(R)A$, where $N(R)A := \{f = \sum_{i=0}^{t} a_i X_i \in A \mid a_i \in N(R), 0 \leq i \leq t\}$.

Hashemi et al. [23], studied the connections of the prime radical and the upper nil radical of $R$ with the prime radical and the upper nil radical of the extension skew PBW. For instance, some results establish sufficient conditions to guarantee that $N^*(A) \subseteq N^*(R)A$, for a bijective skew PBW extension $A$ over a $(\Sigma, \Delta)$-compatible ring $R$ [23, Theorem 3.15]. In this way, if $A$ is NI, it follows that $R$ is $\Sigma$-skew CN. Other important result states that if $A$ is a PBW extension over a $\Sigma$-compatible ring $R$ and $N(R)$ is a $\Delta$-ideal, then $N(A) \subseteq N(R)A$ [23, Proposition 4.1], that is, $R$ is a $\Sigma$-skew CN. From [23, Corollary 4.12], it follows that if $R$ is a 2-primal $\Sigma$-compatible ring, then $R$ is $\Sigma$-skew CN.

Reyes and Suárez [64] defined and studied the weak $(\Sigma, \Delta)$-compatible property for skew PBW extensions. In particular, it was proved that if $A$ is a skew PBW extension over a weak $(\Sigma, \Delta)$-compatible NI ring $R$, then $f = \sum_{i=0}^{t} a_i X_i \in N(A)$ if and only if $a_i \in N(R)$, for $0 \leq i \leq t$ [64, Theorem 4.6]. Thus, if $f \in N(A)$, then $a_i \in N(R)$, for $0 \leq i \leq t$, whence $f \in N(R)A$. This means that if $A$ is a skew PBW extension over a weak $(\Sigma, \Delta)$-compatible NI ring $R$, then $A$ is $\Sigma$-skew CN.

**Example 4.14.** We present some examples of $\Sigma$-skew CN rings.

1. Let $q, h \in k$, $q \neq 0$. Consider the algebra of $q$-differential operators $D_{q,h}[x, y] = k[y][x, \sigma, \delta]$ with $\sigma(y) = qy$ and $\delta(y) = h$. This class of algebras satisfies $N(D_{q,h}[x, y]) \subseteq N(k[y])[x, \sigma, \delta]$. Since Ore extensions of injective type are skew PBW extensions, we have other more general examples of Ore extensions that are $\Sigma$-skew CN: if $R$ is a $\sigma$-compatible ring and $N(R)$ a $\delta$-ideal of $R$, then by [57, Proposition 2.2], $N(R[x; \sigma, \delta]) \subseteq N(R)[x; \sigma, \delta]$, i.e. $R$ is $\Sigma$-skew CN. If $R[x; \sigma, \delta]$ is NI and $N(R)$ is $\sigma$-rigid then by [58, Theorem 3.1], we have that $N(R[x; \sigma, \delta]) = N(R)[x; \sigma, \delta]$, so $R$ is $\Sigma$-skew CN.

2. If $R$ is a commutative ring and $g$ is a finite dimensional Lie algebra over $R$ with basis $\{x_1, \ldots, x_n\}$, then the universal enveloping algebra of $g$, denoted $U(g)$, is a PBW extension over $R$. The set of nilpotent elements of the enveloping algebra satisfies $N(A) = N(U(g)) \cong N(\sigma(R) \langle x_1, \ldots, x_n \rangle) \subseteq N(R)A$.

3. Consider the ring $A$ presented in Example 4.4. Let $f \in A$, such that $f^l = 0$, for some $l \in \mathbb{N}$, where $f = a_m X_m + \cdots + a_1 X_1 + a_0 = a_m X_m + h$ with
\[ \deg(X_i) = \alpha_i \text{ and } h = a_m X_m + \cdots + a_0. \] Each \( X_i \) is an element of the set \( \{ \prod_{j,k} X_i^{\alpha_k} | 1 \leq k \leq \delta \} \). Thus, we have that \( 0 = f^l = (a_m X_m + \Delta)^l \). Since \( a_m \prod_{k=1}^{l-1} \sigma_{i,j}^{k\alpha_m}(a_m) = 0 \), it follows that \( a_m' = 0 \), by using \( \Sigma \)-compatibility. Hence, we obtain \( a_m \in N(R) = \langle z \rangle \). On the other hand, we can observe that \( 0 = f^l = (a_m X_m + h)^l = Q + h^l \), where \( h = a_m X_m + \cdots + a_0 \) and each coefficient of \( Q \) can be expressed in \( a_m \) and \( \sigma_{i,j}(a_m) \), for some \( \beta \in \mathbb{N}^\delta \) with \( \delta \in \mathbb{N} \).

From the above, it follows that \( h^l \in N(R) \langle x_{1,0}, x_{1,1}, x_{1,2}, x_{2,0}, x_{2,1}, x_{2,2} \rangle \). Finally, if \( h = m - 1 X_m + \cdots + a_0 \), then \( h^l = (a_m X_m + \cdots + a_0)^l = a_m - 1 \prod_{k=1}^{l-1} \sigma_{i,j}^{k\alpha_m - 1}(a_m - 1) X_{m-1} + \text{ lower terms} \). By the same previous argument, we have \( a_m - 1 \in N(R) \). By continuing this process, we can see that \( a_i \in N(R) = \langle z \rangle \), for all \( 0 \leq i \leq m \). Therefore, we have \( f \in N(R) \langle x_{1,0}, x_{1,1}, x_{1,2}, x_{2,0}, x_{2,1}, x_{2,2} \rangle \), that is, \( R \) is a \( \Sigma \)-skew CN ring.

**Theorem 4.15.** Let \( A = \sigma(R)\langle x_1, \ldots, x_n \rangle \) be a skew PBW extension over a \((\Sigma, \Delta)\)-compatible and \( \Sigma \)-skew CN ring \( R \) that satisfies the (SQA1) condition. If the conditions established in Proposition 2.7 hold, then \( R \) is right \( \Sigma \)-skew RNP if and only if \( A \) is right \( \Sigma \)-skew reflexive RNP.

**Proof.** Let \( R \) be a right \( \Sigma \)-skew RNP ring and consider two nilpotent elements of \( A \), that is, \( f = \sum_{i=0}^l a_i X_i, g = \sum_{j=0}^m b_j Y_j \in N(A) \) with \( \deg(X_i) = \alpha_i \), for \( 1 \leq i \leq t \) and \( \deg(Y_j) = \beta_j \), for \( 1 \leq j \leq m \), respectively, such that \( fA^q = 0 \). Since \( R \) satisfies (SQA1) condition, then \( a_i R b_j = 0 \), for all \( i, j \). On the other hand, \( R \) is \( \Sigma \)-skew CN, that is, \( f, g \in N(R) A \), which implies that \( a_i, b_j \in N(R) \) for all \( i, j \). By using the \( \Sigma \)-skew RNP property of \( R \), we have \( b_j R \sigma^\alpha(a_i) = 0 \), for all \( i, j \) and \( \alpha \in \mathbb{N}^n \setminus \{0\} \).

Consider an element \( h \in A \). We can note that each coefficient of \( gh \sigma^\alpha(f) \) are products of \( \sigma_{i,j} \) elements of \( R \) and several evaluations of \( a_i \) in \( \sigma \)'s and \( \delta \)'s depending of the coordinates of \( \alpha_i, \beta_j \). From the previous statement and the fact that \( b_j R \sigma^\alpha(a_i) = 0 \), by using the \((\Sigma, \Delta)\)-compatibility of \( R \), it follows that \( gh \sigma^\alpha(f) = 0 \), for all \( \alpha \in \mathbb{N} \setminus \{0\} \). Since \( h \) is an arbitrary element of \( A \), we have \( gA \sigma^\alpha(f) = 0 \). Hence, \( A \) is right \( \Sigma \)-skew RNP.

Conversely, suppose that \( A \) is a right \( \Sigma \)-skew RNP ring and \( a, b \in N(R) \) such that \( aRb = 0 \). Since \( R \) is \((\Sigma, \Delta)\)-compatible, we have \( aRb = 0 \). This means that \( bR \sigma^\alpha(a) = 0 \), for all \( \alpha \in \mathbb{N}^n \) entailing \( bR \sigma^\alpha(a) = 0 \), by using RNP property of \( A \) and \( \sigma^\alpha(a) \in N(R) \). Therefore, \( R \) is right \( \Sigma \)-skew RNP.

**Corollary 4.16.** ([9, Corollary 2.13]) If \( R \) is an Armendariz ring with an endomorphism \( \sigma \), then, \( R \) is right \( \sigma \)-skew RNP if and only if \( R[x] \) is right \( \overline{\sigma} \)-skew RNP.

**Corollary 4.17.** Let \( R[x; \sigma] \) be a skew polynomial ring and \( \sigma' \) be an endomorphism of \( R \). If \( R \) satisfies the (SQA1) condition, is skew CN and \( \sigma \)-compatible, then \( R \) is right \( \sigma' \)-skew RNP if and only if \( R[x; \sigma] \) is right \( \overline{\sigma'} \)-skew RNP.

**Corollary 4.18.** ([9, Proposition 2.12]) Let \( R \) be a ring with an endomorphism \( \sigma \). Suppose that \( R \) is quasi-Armendariz and CN. Then, \( R \) is right \( \sigma \)-skew RNP if and only if \( R[x] \) is right \( \overline{\sigma} \)-skew RNP.

**Proposition 4.19.** If \( A \) is a skew PBW extension over a \((\Sigma, \Delta)\)-compatible NI ring \( R \), then \( A \) is nil-reflexive if and only if \( A \) is RNP.
Corollary 4.20. Let $A$ be a skew PBW extension over an NI ring $R$ and suppose that the conditions established in Proposition 2.7 hold. If $A$ is $(\Sigma, \Delta)$-compatible, then $A$ is nil-reflexive if and only if $A$ is $\Sigma$-skew RNP. □

Proof. The assertion follows from Propositions 4.7 and 4.19. □

Next, we recall the following result which describes the Ore localization by regular elements of the ring $R$ over a skew PBW extension.

Proposition 4.21. ([48, Lemma 2.6]) Let $A = \sigma(R)(x_1, \ldots, x_n)$ be a skew PBW extension over $R$, and let $S$ be the set of regular elements of $R$ such that $\sigma(S) = S$, for every $1 \leq i \leq n$, where $\sigma_i$ is defined by Proposition 2.2.

(1) If $S^{-1}R$ exists, then $S^{-1}A$ exists and it is a bijective skew PBW extension over $S^{-1}R$ with $S^{-1}A = \sigma(S^{-1}R)(x_1', \ldots, x_n')$, where $x_i' := \frac{x_i}{1}$ and the system of constants of $S^{-1}R$ is given by $d_{i,j}' := \frac{d_{i,j}}{1}$, $c_{i,j}' := \frac{c_{i,j}}{\sigma_i(s)}$, for all $1 \leq i, j \leq n$.

(2) If $RS^{-1}$ exists, then $AS^{-1}$ exists and it is a bijective skew PBW extension over $RS^{-1}$ with $AS^{-1} = \sigma(RS^{-1})(x_1', \ldots, x_n')$, where $x_i' := \frac{x_i}{1}$ and the system of constants of $S^{-1}R$ is given by $d_{i,j}' := \frac{d_{i,j}}{1}$, $c_{i,j}' := \frac{c_{i,j}}{\sigma_i(s)}$, for all $1 \leq i, j \leq n$.

Related with Proposition 4.21, if $S$ is a multiplicatively closed subset of a ring $R$ consisting of central regular elements, and $\sigma$ is an automorphism of $R$ such that $\sigma(S) \subseteq S$, then the mapping $\overline{\sigma} : S^{-1}R \to S^{-1}R$ defined by $\overline{\sigma}(u^{-1}a) = \sigma(u)^{-1}\sigma(a)$ for $u \in S$ and $a \in R$, induces an endomorphism of $S^{-1}R$. If $\Sigma$ is a set of automorphisms over $R$, we denote $\Sigma_S$ the set of automorphisms over $S^{-1}R$, induced by $\Sigma$.

Theorem 4.22. Let $R$ be a ring with a finite family of automorphism $\Sigma$ and $S$ a multiplicatively closed subset of $R$ consisting of central regular elements such that $\sigma^\alpha(S) \subseteq S$, for every $\alpha \in \mathbb{N}^n$. Then, $R$ is right $\Sigma$-skew RNP if and only if $S^{-1}R$ is right $\Sigma_S$-skew RNP.

Proof. Suppose that $R$ is a right $\Sigma$-skew RNP and let $s_1^{-1}a, s_2^{-1}b \in N(S^{-1}R)$ such that $(s_1^{-1}a)S^{-1}R(s_2^{-1}b) = 0$, that is, $(s_1^{-1}a)s^{-1}r(s_2^{-1}b) = 0$, for all $s^{-1}r \in S^{-1}R$. Notice that $N(S^{-1}R) = S^{-1}N(R)$, which implies that $a, b \in N(R)$. In addition, $(s_1s_2)^{-1}(arb) = (s_1^{-1}a)s^{-1}r(s_2^{-1}b) = 0$. By definition of $S^{-1}R$, there is $c \in S$ such that $c$ is a central element of $R$ and $0 = (arb)c = a(rc)b$. Since $R$ is right $\Sigma$-skew RNP, it follows that $b(r)c^\alpha(a) = 0$, for all nonzero $\alpha \in \mathbb{N}^n$. Therefore, we have that $(s_1^{-1}a)(s^{-1}r)c^\alpha(a) = 0$, for all $s^{-1}r \in S^{-1}R$. Notice that $N(S^{-1}R) = S^{-1}N(R)$, which implies that $a, b \in N(R)$. In addition, $(s_1s_2)^{-1}(arb) = (s_1^{-1}a)s^{-1}r(s_2^{-1}b) = 0$. By definition of $S^{-1}R$, there is $c \in S$ such that $c$ is a central element of $R$ and $0 = (arb)c = a(rc)b$. Since $R$ is right $\Sigma$-skew RNP, it follows that $b(r)c^\alpha(a) = 0$, for all nonzero $\alpha \in \mathbb{N}^n$. Therefore, $S^{-1}R$ is right $\Sigma_S$-skew RNP. Reciprocally, let $a, b \in N(R)$ such that $arb = 0$, that is, $arb = 0$, for all $r \in R$. We have that $(1^{-1})(arb) = (1^{-1}a)(1^{-1}r)(1^{-1}b) = 0$. If $S^{-1}R$ is right $\Sigma_S$-skew RNP, we have $0 = (1^{-1}b)(1^{-1}r)c^\alpha(a) = (1^{-1}b)(1^{-1}r)c^\alpha(a) = (1^{-1})(bra^\alpha(a))$. Thus, $bra^\alpha(a) = 0$, that is, $R$ is right $\Sigma$-skew RNP. □
Theorem 4.23. Let $A = \sigma(R)\langle x_1, \ldots, x_n \rangle$ be a bijective skew PBW extension over a $(\Sigma, \Delta)$-compatible ring $R$. Suppose that the conditions established in Proposition 2.7 hold, and let $S$ be a multiplicatively closed subset of $R$ consisting of central regular elements such that $\sigma(S) \subseteq S$ and $S^{-1}R$ is a $\Sigma_S$-skew CN which satisfies the (SQA1) condition. Then, $A$ is right $\Sigma$-skew RNP if and only if $S^{-1}A$ is right $\Sigma_S$-skew RNP.

Proof. Suppose $A$ is right $\Sigma$-skew RNP. Since $S^{-1}R$ is a $\Sigma_S$-skew CN ring, then $R$ is $\Sigma$-skew CN. Similarly, the condition (SQA1) also transfers from $S^{-1}R$ to $R$. Thus, we have that $R$ is right $\Sigma$-skew RNP, by using Theorem 4.15. By hypothesis, $S$ be a multiplicatively closed subset of $R$ consisting of central regular elements, which means that $S^{-1}R$ is right $\Sigma_S$-skew RNP, by Theorem 4.22. In addition, by Proposition 4.21, we have that $S^{-1}A$ is a bijective skew PBW extension over $S^{-1}R$, that is, $S^{-1}A = \sigma(S^{-1}R)\langle x'_1, \ldots, x'_n \rangle$. Since $R$ is $(\Sigma, \Delta)$-compatible, then $S^{-1}R$ is $(\Sigma, \Delta)$-compatible [62, Theorem 4.20]. Notice that $S^{-1}A$ is a bijective skew PBW extension over $S^{-1}R$, where $S^{-1}R$ is a $(\Sigma, \Delta)$-compatible $\Sigma_S$-skew CN ring which satisfies the (SQA1) condition. Hence, since $S^{-1}R$ is right $\Sigma$-skew RNP, then $S^{-1}A$ is a right $\Sigma_S$-skew RNP ring, by Theorem 4.15. Reciprocally, if $S^{-1}A$ is right $\Sigma_S$-skew RNP, where $S^{-1}A = \sigma(S^{-1}R)\langle x'_1, \ldots, x'_n \rangle$, then $S^{-1}R$ is right $\Sigma_S$-skew RNP, because $S^{-1}R$ is $(\Sigma, \Delta)$-compatible $\Sigma_S$-skew CN and satisfies the condition (SQA1). The above statement follows from Theorem 4.15. Since $S^{-1}R$ is $\Sigma_S$-skew RNP, then $R$ is $\Sigma$-skew RNP. Finally, $R$ is a $(\Sigma, \Delta)$-compatible ring and inherits the $\Sigma$-skew CN property and the condition (SQA1) from the ring $S^{-1}R$, which implies that $A$ is a right $\Sigma$-skew RNP ring, by using Theorem 4.15. □
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