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Abstract

Machine translation can play an important role nowadays, helping communication between people. One of the projects in this field is TransType2. Its purpose is to develop an innovative, interactive machine translation system. TransType2 aims at facilitating the task of producing high-quality translations, and make the translation task more cost-effective for human translators.

To achieve this goal, stochastic finite-state transducers are being used. Stochastic finite-state transducers are generated by means of hybrid finite-state and statistical alignment techniques.

Viterbi parsing procedure with stochastic finite-state transducers have been adapted to take into account the source sentence to be translated and the target prefix given by the human translator.

Experiments have been carried out with a corpus of printer manuals. The first results showed that with this preliminary prototype, users can only type a 15% of the words instead the whole complete translated text.

1 Introduction

The aim of the TransType2 project (TT2) (SchlumbergerSema S.A. et al., 2001) is to develop a Computer Assisted Translation (CAT) system that will help to solve a very pressing social problem: how to meet the growing demand for high-quality translation.

The innovative solution proposed by TT2 is to embed a data driven Machine Translation (MT) engine within an interactive translation environment. In this way, the system combines the best of two paradigms: the CAT paradigm, in which the human translator ensures high-quality output, and the MT paradigm (Brown et al., 1990), in which the machine ensures significant productivity gains.

Until now, translation technology has not been able to keep pace with the demands for high-quality translation. TT2 has the ability to significantly increase translator productivity and thus has enormous commercial potential. Six different versions of the system will be developed for translation between English and French, Spanish or German. To ensure that TT2 meets the needs of translators, two professional translation agencies are in charge of evaluation of the successive prototypes.

Stochastic finite-state transducers (SFST) have proved to be adequate models for MT in limited-domain applications (Vidal, 1997; Amen-gual et al., 2000; Casacuberta et al., 2001). SFSTs are interesting for their simplicity and the possibility of inferring models automatically from bilingual training corpus. They allow a very efficient search.
of new test data (Vidal, 1997) and make it possible to work with text-input and speech-input translation (Amengual et al., 2000).

Moreover, hybrid finite-state techniques and statistical translation techniques can be used to produce efficient SFSTs. The learning of SFST can be improved if word-aligned training pairs are used (i.e. using statistical alignment models).

This paper is concerned with the use of SFSTs for computer-assisted translation. The SFSTs have been learnt automatically from parallel corpus using an algorithm based on the statistical word-alignments and the use of n-grams (Casacuberta, 2000). The parsing (search) with SFSTs is carried out by an adaptation of the Viterbi algorithm to the framework of computer-assisted translation.

The inference of such SFSTs is carried out by the Grammatical Inference and Alignments for Transducer Inference (GIATI) technique (the previous name of this technique was MGTI - Morphic-Generator Transducer Inference) (Casacuberta, 2000). Given a finite sample of string pairs, it works in three steps:

1. Building training strings. Each training pair is transformed into a single string from an extended alphabet to obtain a new sample of strings.
2. Inferring a (stochastic) regular grammar. Typically, smoothed n-gram is inferred from the sample of strings obtained in the previous step.
3. Transforming the inferred regular grammar into a transducer. The symbols associated to the grammar rules are transformed into input/output symbols by applying an adequate transformation, thereby transforming the grammar inferred in the previous step into a transducer.

The transformation of a parallel corpus into a string corpus is performed using statistical alignments (a function from the set of positions in the target sentence to the set of positions in the source sentence). These alignments are obtained using the GIZA software (Och and Ney, 2000; Al-Onaizan et al., 1999), which implements IBM statistical models (Brown et al., 1990; Brown et al., 1993).
A training string is built by assigning the corresponding aligned word from the source sentence to each word from the target sentence (Casacuberta, 2000). This assignment must not violate the order in the target sentence. Using this type of transformation from a pair of strings into a string of extended symbols, the transformation from a grammar to a finite state transducer in step 3 is straightforward.

**Example 1** An example of the GIATI application is shown.

- **First step of the GIATI technique:** From training pairs to training strings.

  - **Training pairs.** Here are some samples where the source is an English sentence and the target is a Spanish sentence.

    an enabled queue is disabled
    → una cola activada es desactivada
    the enabled application
    → la aplicación activada
    the queue is disabled
    → la cola es desactivada

  - **Word aligned pairs.** From the training pairs, this step consists on the alignment of each word from the target sentence to the corresponding word from the source sentence. For instance, English word 'an' corresponds with the Spanish word 'una'. So, in the target sentence, the word 'una' is tagged with (1) (the first word in the source sentence).

    an enabled queue is disabled
    → una(1) cola(3) activada(2) es(4) desactivada(5)

- **Second step of the GIATI technique:** From training strings to grammars (n-grams). Here, a (stochastic) regular grammar is inferred (Figure 1) from the strings that are built from first step.
The n-grams are particular cases of stochastic regular grammars that can be inferred from training samples.

- Third step of the GIATI technique: From grammars to transducers.

From the grammar obtained in the second step, a finite-state transducer is obtained. It is shown in Figure 2.

Each transition label is transformed into a source/target pair. The source part is composed of the source word in the transition label and the target part is the sequence of target words in the transition label.

An interesting feature of the GIATI method is the fact that all the techniques which are known for n-gram smoothing are directly applicable in the second step of the method.

3 Search in an interactive manner

The translation procedure of the GIATI system is based on Viterbi search (Viterbi, 1967; Picó and Casacuberta, 2001) for the optimal path in a finite-state network. The translation of a source sentence is built by concatenating the target strings of the successive transitions that compose the optimal path.

There are two steps: 1) Searching for the most probable path of states that deals with the source sentence and the prefix given by the user; and 2) from the state achieved by the optimal path in step 1, searching for the optimal path that deals with the rest of source sentence.

Example 2 An example of this procedure is presented. It is based on the finite-state transducer obtained in Figure 2.

In this case, the source English sentence is 'the enabled queue is disabled'. Let us suppose that the Viterbi search is applied, the most probable path corresponds to the Spanish sentence 'la cola es desactivada' (Left side of Figure 3).

By contrast, let us suppose that in Viterbi for computer-assisted translation, the prefix introduced is 'la cola activada'. This prefix does not correspond with the beginning of the most probable sentence found by traditional Viterbi. So, the new Viterbi (Right side of Figure 3) is forced to find a target sentence beginning with the prefix. Once the prefix is forced, the rest of the sentence, that is 'es desactivada', is searched in the traditional method.

This technique entails some problems. One of them appears when the target word suggested by the user is in the target vocabulary but the prefix is not in the transducer. The current solution for this case is to apply smoothing. Besides, if the suggested word is not in the target vocabulary, it is associated to the UNK (unknown) symbol, and a new entry to this word is added to the vocabulary.

To reduce the computational cost of the search, the beam-search technique has been implemented. A future version of the search will deal with target word graphs.

4 Experimental results

A TT2 interactive prototype, which uses the searching techniques presented in the previous sections, has been implemented.

Example 3 An example of TT2 interactive search process is analyzed in detail for English-to-Spanish translation of printer manuals.
Source sentence: It also contains a section to help users of previous software versions adapt more quickly to the new software.

Hypothesis 0: Se se para ayudar a los usuarios de versiones anteriores del software a que se adapten más rápidamente a este nuevo software.

Prefix 0: También

Hypothesis 1: También se ofrece una sección para ayudar a los usuarios de versiones anteriores del software a que se adapten más rápidamente a este nuevo software.

Prefix 1: También contiene

Hypothesis 2: También contiene una sección para ayudar a los usuarios de versiones anteriores del software a que se adapten más rápidamente a este nuevo software.

Final hypothesis: También contiene una sección para ayudar a los usuarios de versiones anteriores del software a que se adapten más rápidamente a este nuevo software.

From the source sentence, the system provides a target sentence (Hypothesis 0) as its best hypothesis. This hypothesis is clearly incorrect and the user changes the prefix 'Se' by 'También' (Prefix 0). Now, the system searches for the most probable path in the transducer beginning with the prefix. The new hypothesis is still not considered to be completely acceptable by the user, who amends it with a new, longer prefix, 'También contiene'. The new hypothesis, that has these two words as a prefix, is already judged satisfactory by the user who accepts it as the final result.

The prototype has been applied in the TT2 project for the Xerox task. It involves the translation of technical Xerox manuals from English to Spanish. In the training corpus, all numbers have been substituted by a single category. The data used for training a test set are shown in the Table 1.

| Data            | English | Spanish |
|-----------------|---------|---------|
| Training        | 45,493  | 575,776 |
| Running words   | 517,534 | 575,776 |
| Vocabulary      | 9,795   | 12,211  |
| Trigram test-set perplexity | 29.1    | 24.8    |

Table 1: Features of the Xerox Corpus

The assessment of the prototype has been carried out using three measures:

1. Translation Word Error Rate (TWER). Edit distance between the output final sentence of the translator and a reference translation.
2. Number of Word Corrections (NWC). Number of user interactions that are necessary to achieve the reference targets divided by the number of running words. In each interaction only one wrong word is changed.
3. **Key-Stroke Ratio** (KSR). Number of key-strokes that are necessary to achieve the reference targets divided by the number of running characters. In each interaction only one character is changed (This measure has been estimated from NWC by assuming that only 50% of characters in the wrong word must be corrected).

The achieved results are shown in the Table 2. There are different values of the n-grams in the GIATI technique.

Table 2: Results for the Xerox Corpus. TWER is the Translation Word Error Rate (%), NWC is the Number of Word Corrections (%) and KSR is the Estimated Key-Stroke Ratio (%). The first column corresponds to the n-gram used in the GIATI technique.

| n-gram | TWER | NWC | KSR | States | Transitions |
|--------|------|-----|-----|--------|-------------|
| 2      | 36.4 | 30.3| 40.1| 62,476 | 501,237     |
| 3      | 33.4 | 15.0| 32.5| 250,620| 951,875     |
| 4      | 32.9 | 15.0| 32.5| 513,114| 1,483,357   |
| 5      | 32.9 | 14.7| 32.3| 519,609| 1,501,070   |

Best results were achieved when four-grams were used in the GIATI technique. However, with trigrams the results are very similar and the size of the transducer is clearly lower. It is interesting to note that each interaction improves the translation so that NWC score is much smaller than the TWER score.

Apart from the results obtained with the above single-model approach, we have also obtained some preliminary results with a new, multiple-model approach. The basic idea is to learn a text classifier from source sentences which is used for both, training and testing. On the one hand, the classifier is used during training to divide the data into homogeneous groups from which specialized transducers are learned. During testing, on the other hand, the classifier selects the most likely specialized transducer for each source sentence so as to get specialized translations. So far the only (unsupervised) text classification model we have tried is a mixture of multinomial distributions, with each mixture component playing the role of a different class (see Juan and Vidal, 2002) for details on a similar mixture model. Using this mixture of multinomials model, we got the results shown in Figure 4, in which the TWER and (average) sentence translation time (TIME) are given as a function of the number of mixture components.

![Figure 4: Results obtained with the multiple-model approach and a mixture of multinomials classification model. The plot shows the translation word error rate (TWER) and average sentence translation time (TIME) as a function of the number of mixture components.](image)

The results given in Figure 4 are not as good as expected since the best TWER is obtained with a single-component mixture, that is, with the conventional (single-class) approach. Moreover, the TWER degrades as the number of mixture components increases so, possibly, our multiple-model approach suffers from lack of training data (the more mixture components are used, the less source sentences we have, on average, to train each specialized transducer). We have not investigated this further. For the time being, we are somehow satisfied with the fact that our new approach enables an easy way to reduce the computing time allotted to sentence translation. This is particularly important in the TT2 project and, for instance, it could be said that our 2-component mixture model is preferable to the conventional (single-component) model because it approximately halves the translation time without too much degradation in translation quality.

5 **Conclusions and future work**

Finite-state transducers can be used for computed-assisted translation. These models can be
learnt from parallel corpus, but the number of states/transitions can be too high. In this case, finite-state models for specific topics could be used.

Specialized transducers have been trained using multinomial mixture modelling, but no improvements have been found so far in terms of TWER. Nevertheless, some computational advantages can be obtained without sacrificing too much translation quality.

Some improvements of this technique will be the production of N-best hypothesis (rather than one hypothesis) and the production of short sequences of words (rather than whole suffixes). Another future work will be the introduction of morpho-syntactic information and/or bilingual categories in the finite-state transducers.
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