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We propose a method to sample stationary properties of solutions of stochastic differential equations, which is accurate and efficient if there are rarely visited regions or rare transitions between distinct regions of the state space. The method is based on a complete, non-overlapping partition of the state space into patches on which the stochastic process is ergodic. On each of these patches we run simulations of the process strictly truncated to the corresponding patch, which allows effective simulations also in rarely visited regions. The correct weight for each patch is obtained by counting the attempted transitions between all different patches. The results are patchworked to cover the whole state space. We extend the concept of truncated Markov chains which is originally formulated for processes which obey detailed balance to processes not fulfilling detailed balance. The method is illustrated by three examples, describing the one-dimensional diffusion of an overdamped particle in a double-well potential, a system of many globally coupled overdamped particles in double-well potentials subject to additive Gaussian white noise, and the overdamped motion of a particle on the circle in a periodic potential subject to a deterministic drift and additive noise. In the appendix we explain how other well-known Markov chain Monte Carlo algorithms can be related to truncated Markov chains.
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I. INTRODUCTION

For ergodic systems it is possible to infer statistical properties by monitoring time series since for large observation times the temporal average of an observable converges to the statistical average. However, in practice the observation time is always finite. Therefore regions of low probability are typically rarely visited within the observation time. Nevertheless they could give substantial contributions to expectation values. This is the problem of rare events or large deviations. A related problem may occur if several regions of large probability are separated by regions of low probability. When starting in one of the regions of large probability the system is typically caught in this region for long times. If the observation time is not long enough other regions are not seen with high probability. We refer to this as the problem of rare transitions.

Time series could be obtained from experiments, observations of natural phenomena, or computer simulations. Computer simulations of stochastic systems are used to access statistical properties and the problem of rare events or rare transitions occurs in many different fields.

Applications in statistical physics include equilibrium phenomena such as phase transitions, especially of first order, or reaction kinetics, as well as nonequilibrium phenomena like polymer folding and relaxation of spin glasses. Other applications are in queuing theory, for example in communication networks, in supply chain management, and in computation. A detailed review of possible applications is beyond the scope of this paper.

Next we shortly sketch selected sampling methods which are related to our simulation technique.

In rare event simulations one faces the problem of estimating the probability of an event that is so unlikely that, with high probability, it is not appearing at all within a standard simulation. The splitting technique builds up a nested hierarchy of events, where the event of interest contains the previous ones, cf., e.g. [13]. In the simulation conditional probabilities are estimated. From these, one can determine the probability of the rare event. For example, there are applications in queuing theory [1]. Other techniques in this spirit are applicable also for non-stationary systems [5].

A deterministic numerical evaluation of high-dimensional integrals is hardly feasible and Monte Carlo methods are used instead [6]. They appear for example in statistical physics where one is interested in expectation values of observables according to some stationary probability measure on the phase space, the dimension of which is typically a multiple of the number of particles.

When regions of state space that contribute massively to the integral are chosen only with small probability and on the other hand, regions that contribute only little to the integral are chosen very often, the simulation is inefficient. In importance sampling the sample distribution is modified, such that regions contributing much to the integral are chosen more frequently than regions that contribute almost nothing to the integral. Samples according to the modified distribution might be easier to generate than according to the original distribution. Since one knows how the sample distribution is modified one can reconstruct expectation values according to the original distribution, see Refs. [7] [8] for pedagogical
introductions. The optimal choice of the sample distribution is discussed, e.g., in [9].

In general, in particular in high dimensions, it is a non-trivial task to efficiently generate a random state according to some given probability distribution. In Markov chain Monte Carlo simulations one uses Markov chains which approach asymptotically the desired stationary probability distribution. Examples are Metropolis and Glauber algorithm [10,12]. These methods might suffer the rare event problem as well. Additionally, the Markov chain needs to assume its stationary state reasonably fast. In particular, this is not ensured if there are rare transitions from one frequently visited region into another through a region that is only seldom visited. This happens for instance when sampling with the canonical measure at a first-order phase transition, where a long time is needed to overcome a free energy barrier. Similar to the aforementioned importance sampling, in Markov chain Monte Carlo simulations there are strategies to overcome this problem by sampling with a modified probability measure that is almost constant over the region of interest. To this purpose the transition probabilities are changed such that the Markov chain has a different stationary probability measure and visits all interesting regions of state space reasonable fast. In multi-canonical simulations [13] the transition probabilities are changed after the performance of a simulation and the procedure is iterated. For a statistical physics view see e.g., [14,15] and for a review from the perspective of telecommunication [16]. In Wang-Landau sampling [17] the transition probabilities are changed continuously and after predefined time periods the strength of the new modifications is reduced in multiple steps. Hence it is a mixture of continuous modifications and an iterative procedure. In [18] the transition probabilities are changed continuously throughout the whole simulation.

A different approach to overcome the problem of rare passages is the replica exchange method. There the state space is enlarged to contain multiple copies of the original system. Then a Markov chain on this enlarged state space which has different transition probabilities on each copy of the original system is used, thus leading to different stationary measures on different copies. Additionally to the dynamics on each copy, the configurations of the copies are exchanged with a probability depending on the configuration of these copies thus enabling rare passages [19].

The methods of Refs. [13,17,18] are based on the modification of Markov chains that are obtained through certain changes in the transition probabilities. Formally, the modified processes can be seen as truncated Markov chains [20].

In this paper we are interested in stochastic differential equations (SDEs) where obviously also rare events or rare transitions may occur but we are not aware of specialized methods investigating stationary properties in this content [21]. We use a decomposition of the state space into non-overlapping patches to sample the stationary probability density of SDEs. We simulate the processes strictly truncated to each of this patches. Eventually we assemble data from the simulations of all patches and average them with the correct weights obtained from the number of attempted transitions between different patches. With this patchwork we obtain mean values according to the stationary measure of the original process. If the decomposition is chosen in an advantageous way one can overcome the problem of rare transitions and efficiently sample the whole state space. The theory of truncated Markov processes is originally formulated for reversible processes [20]. We generalize the procedure to chains that do not satisfy detailed balance. If both forward and time reversed process can be sampled, patchwork sampling can be performed as well, with a slightly modified version of the truncated process.

The paper is organized as follows. In Sec. II we recall the notion of time reversal for stochastic processes. In Sec. III we introduce our simulation method for reversible Markov chains and apply it to a simple one-dimensional SDE describing the diffusion of an overdamped particle in a double-well potential. As a second example we consider a system of many globally coupled overdamped particles in double-well potentials subject to additive Gaussian white noise which shows a phase transition in the thermodynamic limit [22]. In Sec. IV we generalize the method to systems without detailed balance and apply it to a simple one-dimensional proof of principle system, the overdamped motion of a particles on the circle in a periodic potential subject to deterministic drift and additive noise. In the appendix we explain the connection of truncated Markov chains with simulation methods that use modified transition probabilities, such as multicanonical or Wang-Landau sampling.

II. TIME REVERSAL

We consider an irreducible, positive recurrent, time homogeneous Markov chain \( x_t \) with countable state space \( X \). That means every state \( x \in X \) is reached almost surely in finite time. When the initial positions are drawn from the unique invariant measure \( \Pi \), \( x_t \) is a stationary stochastic process. We can consider this stationary process for all \( t \in \mathbb{Z} \).

For an arbitrary \( \tau \in \mathbb{Z} \) we can define the time reversed process \( \tilde{x}_t \) for each realization \( \omega \) as

\[
\tilde{x}_t(\omega) = x_{\tau - t}(\omega). \tag{1}
\]

The Markov chain is called reversible if the original process \( x_t \) and the time reversed process \( \tilde{x}_t \) have the same statistical properties. That is for every \( n \in \mathbb{N} \), \( x_0, x_1, \ldots, x_n \) have the same joint probability distribution as \( x_n, x_{n-1}, \ldots, x_0 \). This means due to homogeneity
The process \( x_t \) is reversible if and only if the detailed balance condition

\[
P(y|x)\Pi(x) = P(x|y)\Pi(y) \tag{2}\]

is satisfied, where \( P(\cdot | \cdot) \) denotes the transition probability

\[
P(y|x) = Pr(x_{t+1} = y|x_t = x) \tag{3}\]

and \( \Pi(x) \) is the stationary measure of \( x_t \). If the process \( x_t \) is not reversible, the time reversed process \( \hat{x}_t \) is still a well defined irreducible, positive recurrent time homogeneous Markov chain and it has by construction the same unique stationary probability measure \( \Pi \) as the forward process \( x_t \).

### III. REVERSIBLE PROCESSES

At the beginning of this section we want to give an intuitive picture, which serves as a guideline in the following constructions. Imagine we want to obtain, by simulations, the expectation value of some quantity, given that the system is in some particular subset of all possible states. If we use a Markov chain to sample the system, it might leave the region of interest. To collect more data we have to wait until the Markov chain returns. In principle we want to leave out all the steps that the Markov chain performs out of the region of interest and continue immediately at the point when the Markov chain returns. The problem is, that we don’t know at which position it will return, unless we have simulated the whole trajectory. Fortunately we do not need the position of the return point of exactly this trajectory. Since we are interested only in statistical averages it is enough if the return position is chosen with the right probability distribution. As it turns out, for reversible processes the stationary distribution of the return points equals the stationary distribution of the position immediately before the process leaves the region of interest. Hence, each time the Markov chain leaves the region of interest, we put it back to the previous position. In the long time limit we obtain the correct average quantities by this procedure. In the following we want to formalize this procedure and show rigorously its applicability.

We consider an irreducible, stationary, reversible Markov chain \( x_t, t \in \mathbb{Z}, x_t \in X \), where the state space \( X \) is countable.

A partition of the state space \( X \) is a collection of finitely many, disjoint subsets \( (X_1, \ldots, X_N) \) such that \( X = \bigcup_{j=1}^N X_j \) and all the \( X_j \) are measurable with \( Pr(x_t \in X_j) > 0 \).

A partition is called ergodic if for all \( j \) there is a positive probability to reach any point in \( X_j \) from any other point in \( X_j \) in finite time without leaving \( X_j \) in between. That is for any \( x_{\text{initial}}, x_{\text{final}} \in X_j \) for all \( j \) there exists some \( k \in \mathbb{N} \) such that the probability to stay in \( X_j \) until \( t = k \) and to hit \( x_{\text{final}} \) at \( t = k \) is nonzero,

\[
Pr(x_t \in X_j \text{ for } 0 < t < k, x_k = x_{\text{final}}|x_0 = x_{\text{initial}}) > 0. \tag{4}\]

We construct a new Markov chain, the truncated process \( \tilde{x}_t \) by modifying the transition probabilities from \( x \in X_j \) to \( y \notin X_j \), where \( X_j \) is from an ergodic partition \( (X_1, \ldots, X_N) \) of the state space, as follows

\[
\tilde{P}(y|x) = c \cdot P(y|x), \tag{5}\]

\[
\tilde{P}(x|x) = P(x|x) + (1 - c) \sum_{y \notin X_j} P(y|x) \tag{6}\]

with \( c \in [0, 1) \), all other transition probabilities remain unchanged. One easily checks that the modified transition probabilities conserve probability, that is

\[
\sum_{y \in X} \tilde{P}(y|x) = 1 \tag{7}\]

for all \( x \in X \). If we find a probability measure \( \tilde{\Pi}_j \) of \( \tilde{x}_t \) that satisfies detailed balance

\[
\tilde{P}(y|x)\tilde{\Pi}_j(x) = \tilde{P}(x|y)\tilde{\Pi}_j(y) \tag{8}\]

it must be the unique stationary measure of \( \tilde{x}_t \). We easily check that

\[
\tilde{\Pi}_j(x) = \frac{1}{Z_c} \Pi(x) \times \left\{ \begin{array}{ll} 1 & \text{for } x \in X_j \\ c & \text{for } x \notin X_j \end{array} \right. \tag{9}\]

with normalization \( Z_c = c \cdot \Pi(X \setminus X_j) + \Pi(X_j) \) is indeed a solution of Eq. (8) when inserting Eqs. (5,6) into Eq. (8) and using Eq. (3). In Kelly [20], chapter 1.6, an analog expression for Markov processes with continuous time is given where the transition rates are modified.

For \( c \neq 0 \) these truncated processes can be used to construct simulation techniques such as [13, 17]. In the Appendix we explicitly demonstrate the connection of these methods with the truncated processes.

For \( c = 0 \) the process \( \tilde{x}_t \) is strictly truncated to \( X_j \), i.e. the measure \( \tilde{\Pi}(X \setminus X_j) \) is zero, and for \( x \in X_j \) we have

\[
\tilde{\Pi}_j(x) = \frac{\Pi(x)}{\Pi(X_j)} = Pr(x|x \in X_j), \tag{10}\]

where \( Pr(\cdot | \cdot) \) denotes the conditional probability of the original process. In practice we generate trajectories of the strictly truncated process \( \tilde{x}_t \) by running a numerical scheme for the original process \( x_t \) with initial value in \( X_j \). Each time \( t' \) when the process leaves \( X_j \), that is \( x_{t'} \notin X_j \) we artificially set \( \tilde{x}_{t'} = x_{t'-1} \) and continue with a new realization of \( x \) which agrees with \( \tilde{x} \) at time \( t' \).
constructed in this way \( \hat{x}_t \) is a Markov chain living on \( X_j \) with transition probabilities \( \hat{P}(\cdot | \cdot) \) defined above. The procedure is illustrated in Fig. 1.

In this paper we devise a new simulation method exploiting the case \( c = 0 \). We sample the strictly truncated process for each \( X_j \) of an ergodic partition and multiply the obtained expectation values with the corresponding weights \( \Pi(X_j) \). Summing these weighted expectation values we obtain expectation values according to the stationary probability distribution of the original process, i.e.

\[
\sum_{j=1}^{N} \langle \mathcal{O} \rangle_{X_j} \Pi(X_j) = \langle \mathcal{O} \rangle X,
\]

where \( \mathcal{O}(x) \) denotes an observable, \( \langle \cdot \rangle_{X_j} \) is the expectation value according to the stationary measure \( \hat{\Pi}(x) \) of the process strictly truncated to \( X_j \) and \( \langle \cdot \rangle_X \) is the expectation value according to the stationary measure \( \Pi(x) \) of the original process. The advantage of this method is that we can easily obtain data also from regions of state space that are rarely visited by the original process.

To reconstruct the expectation values of the original process according to Eq. (11) we need to know the weights \( \Pi(X_j) \). They can be estimated directly from the simulation of the strictly truncated processes exploiting detailed balance without need to simulate the original process. From Eq. (2) it follows

\[
\sum_{y \in X_k} \sum_{x \in X_j} P(y|x) \Pi(x) = \sum_{x \in X_j} \sum_{y \in X_k} P(x|y) \Pi(y).
\]

That is, the probability that \( x_t \in X_j \) and \( x_{t+1} \in X_k \) equals the probability that \( x_t \in X_k \) and \( x_{t+1} \in X_j \). Introducing the transition indicator

\[
\mathbb{1}_{kj}(x_{t+1}, x_t) = \begin{cases} 
1 & \text{if } x_t \in X_j \text{ and } x_{t+1} \in X_k \\
0 & \text{else}
\end{cases}
\]

we can rewrite Eq. (12) with the help of Eq. (10) in terms of the expectation of the transition indicators as

\[
\langle \mathbb{1}_{kj} \rangle_{X_j} \Pi(X_j) = \langle \mathbb{1}_{jk} \rangle_{X_k} \Pi(X_k),
\]

During the simulation of the strictly truncated process we count how often the original process tries a forbidden transition from \( X_j \) into \( X_k \) and denote this number as \( n_{kj}(t) = \sum_{t'=0}^{t-1} \mathbb{1}_{kj}(x_{t'+1}, x_{t'}) \). The quantity \( n_{kj}(t)/t \) is a time average of \( \mathbb{1}_{kj} \). Hence due to ergodicity we have

\[
\langle \mathbb{1}_{kj} \rangle_{X_j} = \lim_{t \to \infty} \frac{n_{kj}(t)}{t}.
\]

Therefore, according to Eq. (14), for large \( t \) we can estimate

\[
\Pi(X_j)/\Pi(X_k) \approx n_{jk}(t)/n_{kj}(t).
\]

Together with the normalization condition

\[
\sum_{j=1}^{N} \Pi(X_j) = 1
\]

we find estimates for the weights \( \Pi(X_j) \).

We have formulated the simulation method for Markov chains with countable state space \( X \) and discrete time. However our main interest is to generate solution trajectories of SDE’s where both, state space and time are continuous. We nevertheless apply the method, as established methods discretize the time anyway, e.g. the Euler-Maruyama scheme [23]. In computer simulations also the state space is in fact countable regarding the finite resolution of floating point numbers.

For a more rigorous argument observe that the uniqueness of a stationary measure is also ensured for recurrent aperiodic Harris chains, cf. e.g. [24], which allow for a continuous state space and cover the discretization schemes for SDEs used in this work. Also in this case detailed balance (8) remains valid for the truncated process and the stationary measure of the truncated process is given by Eq. (9). A rigorous generalization to systems with continuous time could be a topic of further research. We did not try this here since all our simulations rely on discrete time.

A. Introductory Example

Consider the Langevin equation

\[
\dot{x} = -\frac{\partial}{\partial x} U(x) + \xi(t),
\]

FIG. 1: Construction of the strictly truncated process \( \hat{x}_t \). Inside \( X_j \) the process follows realizations of \( x_t \). Each time \( x_t \) leaves \( X_j \) the truncated process is set back to its previous position and follows a new realization of \( x_t \). Note that the two gray paths leaving \( X_j \) are different realizations of \( x_t \).
with
\[ U(x) = -\frac{a}{2} x^2 + \frac{1}{4} x^4, \]
where \( x \in \mathbb{R} \) and \( \xi(t) \) is Gaussian white noise satisfying
\[ \langle \xi(t) \xi(s) \rangle = \sigma^2 \delta(t-s), \]
where \( \langle \ldots \rangle \) denotes the average with respect to all realizations of \( \xi \).

The stationary probability density of the process \( x_t \) described by Eq. (18) is
\[ p_s(x) = \frac{1}{Z} \exp \left[ -\frac{2}{\sigma^2} U(x) \right], \]
where \( Z \) is the normalization.

We want to sample the trajectories of (18) with the Euler-Maruyama scheme
\[ x(t + \Delta t) = x(t) + (a x(t) - x^3(t)) \Delta t + \sigma \sqrt{\Delta t} \eta(t), \]
where \( \eta(t) \) are independent Gaussian random variables with zero mean and variance one. Equation (22) is an approximation of Eq. (18) which becomes exact for \( \Delta t \to 0 \). The scheme is equivalent to the Milstein scheme since there is only additive noise. The strong and the weak order of the scheme is 1, cf. [23].

For \( a > 0 \) the probability density (21) is bimodal. For large \( a \) or small \( \sigma \) sampling \( p_s(x) \) with the scheme (22) might not lead to satisfying results because in that case the mean first passage time to go from the potential minimum at \( x = \sqrt{a} \) over the potential barrier at \( x = 0 \) is exponentially large. According to Kramers [25] we have
\[ \tau_{\text{mfp}} \approx \frac{\pi \sigma^2}{\sqrt{-U''(\sqrt{a}) U'(0)}} \exp \left( \frac{2}{\sigma^2} \Delta U \right) \]
\[ = \frac{\pi \sigma^2}{\sqrt{2a}} \exp \left[ \frac{\sigma^2}{2} \right], \]
with \( \Delta U = U(0) - U(\sqrt{a}) \). This time can easily be larger than the simulation time such that starting in the vicinity of \( \sqrt{a} \) we do not see the peak at \( -\sqrt{a} \) in the simulation when naively applying Eq. (22).

In this example the state space is \( X = \mathbb{R} \). To demonstrate the advantage of the method we use the partition \( (X_1, \ldots, X_{32}) \) with \( X_1 = (-\infty, -3.5), \) \( X_{32} = [3.5, \infty) \) and the other \( X_i \) are intervals of equal length such that \[ [-3.5, 3.5] = \bigcup_{i=2}^{32} X_i. \] This partition is ergodic since each point of any interval can be reached without leaving the interval before. We simulate the processes \( \hat{x}_i \) truncated to \( X_j \) and find from simulation histograms estimates of the truncated density, cf. Eq. (10). Using Eq. (10) we determine estimates for the probability ratios of adjacent intervals \( R_{i,i+1} = \Pi(X_{i+1})/\Pi(X_i) \), \( i = 1, \ldots, N - 1 \). From these ratios we can deduce the probability ratios of two arbitrary intervals, e.g.
\[ R_{1,k} = \prod_{i=2}^{k} R_{i-1,i} = \Pi(X_k)/\Pi(X_1) \quad \text{for} \ k > 1. \]

Using the normalization condition (17) we obtain estimates for all the \( \Pi(X_j) \) according to
\[ \Pi(X_i) = R_{1,i}/(1 + \sum_{k=2}^{N} R_{1,k}). \]

Hence we can reconstruct \( \Pi(x) \) from the truncated probability densities (10) according to
\[ \Pi(x) = \sum_{j=1}^{N} \hat{\Pi}_j(x) \Pi(X_j). \]

In Fig. 2 we see the stationary probability density. Results of the simulation are compared with a conventional simulation, and with the analytical result. The total number of time steps and hence the computational effort used in the decomposition method and in the conventional simulation are equal. The decomposition method reproduces the analytically known stationary probability density over several orders of magnitudes. The conventional simulation, starting at \( x_0 = 1 \) samples only the positive peak, it can not reproduce the full stationary probability density.

**B. High-dimensional Example**

We investigate an array of \( L \) stochastic, harmonically coupled nonlinear constituents in global coupling under the influence of additive noise, given by the system of Langevin equations
\[ \dot{x}_i = ax_i - x_i^3 - \frac{D}{L-1} \sum_{j=1}^{L} (x_i - x_j) + \xi_i \]
for \( i = 1, \ldots, L \). Here we consider \( a \) as the control parameter. The strength of spatial interaction is controlled by \( D \). The \( \xi_i \) are additive zero mean spatially uncorrelated Gaussian white noise processes with autocorrelation function
\[ \langle \xi_i(t) \xi_j(t') \rangle = \sigma^2 \delta_{ij} \delta(t-t'), \]
\( \sigma \) is the noise strength.

The corresponding Fokker-Planck equation is
\[ \partial_t p(x,t) = \sum_{i=1}^{L} \partial x_i \left\{ \left[ (a-D)x_i - x_i^3 + \frac{D}{L-1} \sum_{j=1}^{L} x_j \right] - \frac{\sigma^2}{2} \partial x_i \right\} p(x,t), \]
For finite $L$ the full stationary solution of (29) is

$$p_s(x) = \frac{1}{Z} \exp \left\{ -\frac{2}{\sigma^2} \sum_{i=1}^{L} \left[ -\frac{a-D^2}{2} x_i^2 + \frac{1}{4} x_i^4 - \frac{D}{L-1} \sum_{j \neq i} x_j \right] \right\}$$

with normalization $Z$.

The stationary distribution of the center of mass

$$p_s,R(R) = \int_{\mathbb{R}^L} dp_s(x) \delta(R - \frac{1}{L} \sum_{i=1}^{L} x_i)$$

can not easily be evaluated neither analytically nor numerically. Hence it is interesting to access this distribution by simulations. For the parameter regime where the stable solutions of the infinite system satisfy $m = 0$ we expect a single-peak distribution centered around zero for the finite system. When the infinite system has two stable solutions $m = \pm m_+$ we expect a double-peak distribution centered around $\pm m_+$ for the finite system.

To apply the simulation method, we use the following decomposition of the state space $X = \mathbb{R}^L$, where we make use of the high symmetry of the system. A configuration $x(t)$ is in the set $X_k$ if there are exactly $k$ coordinates with $x_i(t) < 0$. Hence $k \in \{0, \ldots, L\}$. The sets $X_k$ are invariant under permutations of the coordinates because only the number of coordinates that are smaller than zero determines whether a configuration belongs to $X_k$. We decompose the sets $X_k$ further as $X_k = Y_k \cup Z_k$, where $x \in X_k$ is in $Y_k$ if $x_1 < 0$ and it is in $Z_k$ if $x_1 \geq 0$. Hence

$$X = \bigcup_{k=0}^{L} X_k = \bigcup_{k=0}^{L} (Y_k \cup Z_k)$$

is a disjoint decomposition of the state space. Note that $Y_0$ and $Z_N$ are empty. Let

$$\Pi_k^Y(x) = \Pi(x)/\Pi(Y_k) \text{ for } x \in Y_k,$$

$$\Pi_k^Z(x) = \Pi(x)/\Pi(Z_k) \text{ for } x \in Z_k$$

de note the stationary measures of the processes truncated to $Y_k$ and $Z_k$ respectively.

In order to obtain the weights $\Pi(Y_k)$ and $\Pi(Z_k)$ we count the transition attempts $m_k(t)$ from $Z_k$ to $Y_{k+1}$ and the number of transition attempts $\tilde{m}_k(t)$ from $Y_{k+1}$ to $Z_k$. These are the attempts of $x_1$ to change sign while the number of other coordinates which are smaller than zero remains constant. Due to detailed balance it holds, cf. Eq. (12),

$$\sum_{y \in Y_{k+1}} \sum_{x \in Z_k} P(y|x) \Pi(x) = \sum_{x \in Z_k} \sum_{y \in Y_{k+1}} P(x|y) \Pi(y) = (m_k(1))_{Z_k} \Pi(Z_k) = (\tilde{m}_k(1))_{Y_{k+1}} \Pi(Y_{k+1}).$$

where $x$ is the vector consisting of the coordinates $x_i$.

This system was studied intensively, in particular in the limit $L \to \infty$ [22, 26–30]. In this limit the center of mass $R_L$ becomes deterministic and is called the mean field

$$m = \lim_{L \to \infty} R_L = \lim_{L \to \infty} \frac{1}{L} \sum_{i=1}^{L} x_i.$$  

In the stable stationary state, $m$ is either zero or assumes one of the values $m_+ = -m_-$. The transition from one to two stable solutions occurs at a critical point $a = a_c$ [22]. The critical point can be calculated numerically by evaluating the phase transition condition [22].
Due to ergodicity this is equivalent to, cf. Eq. [16],
\[
\Pi(Z_k) = \lim_{t \to \infty} m_k(t)
\]
for the number of transition attempts of the truncated processes. Furthermore we use a symmetry argument to justify that
\[
\Pi(Y_k) = \frac{k}{L} \Pi(X_k),
\]
\[
\Pi(Z_k) = \frac{L - k}{L} \Pi(X_k).
\]
(37)

Since the Fokker-Planck equation [29] is symmetric with respect to any permutation of the coordinates also the stationary measure \( \Pi \) has this symmetry. Taking any configuration from \( X_k \) and permuting the coordinates with a randomly chosen permutation we will end up in \( Y_k \) with probability \( \frac{k}{L} \) and in \( Z_k \) with probability \( \frac{L - k}{L} \).

Given the ratios \( \tilde{m}_k(t)/m_k(t) \) Eqs. (30,37) form a system of linear equations. With the normalization condition \( \sum_{k=0}^L \left[ \Pi(Y_k) + \Pi(Z_k) \right] = 1 \) one can, in principle, solve it to obtain \( \Pi(Y_k) \) and \( \Pi(Z_k) \). However the transitions from \( Y_{k+1} \) to \( Z_k \) and vice versa are rare, it takes a long time until \( x_1 \) changes its sign. The accuracy of the measured estimates of the expectation values in [35] can be improved dramatically truncating the truncated processes another time.

We choose an ordered set of numbers \( 0 = s_0 < s_1 < \cdots < s_{N-1} < \infty \) and decompose the negative half-line as
\[
(-\infty, 0) = \bigcup_{l=1}^N I_l,
\]
(38)
where \( I_l = (-s_l, -s_{l-1}) \) for \( l = 1, \ldots, N - 1 \) and \( I_N = (-\infty, -s_{N-1}) \). Similar for the positive half-line
\[
(0, \infty) = \bigcup_{l=1}^N J_l,
\]
(39)
where \( J_l = (s_{l-1}, s_l) \) for \( l = 1, \ldots, N - 1 \) and \( J_N = (s_{N-1}, \infty) \). We define the sets
\[
Y_{kl} = \{ x \in Y_k| x_1 \in I_l \},
\]
\[
Z_{kl} = \{ x \in Z_k| x_1 \in J_l \}
\]
for \( k = 0, \ldots, L \) and \( l = 1, \ldots, N \) and run a separate simulation for the processes truncated to each of these sets. We consider this as a second truncation as the process truncated to \( Y_k \) is truncated another time to \( Y_{kl} \) and for \( Z_k \) is also similar for \( Z_{kl} \). This second truncation is very similar to the one-dimensional case since only the coordinate \( x_1 \) is caught in an interval. We denote the stationary measures of the processes truncated to \( Y_{kl} \) or \( Z_{kl} \) by \( \tilde{\Pi}_{Y_{kl}} \) and \( \tilde{\Pi}_{Z_{kl}} \), respectively. For the truncation of \( Y_k \) Eq. [20] becomes
\[
\tilde{\Pi}_{Y_{kl}}(x) = \sum_{l=1}^N \tilde{\Pi}_{Y_{kl}}(x) \tilde{\Pi}_{Y_{kl}}(Y_{kl})
\]
and a similar relation is obtained replacing \( Y \) by \( Z \).

In order to reconstruct the measure \( \tilde{\Pi}_{Y_{kl}}(Y_{kl}) \) we need to estimate the measures of the patches \( \Pi_{Y_{kl}}(Y_{kl}) \). Therefore we count the transition attempts \( n_{l+1,l}(t) \) from \( Y_{kl} \) to \( Y_{kl+1} \). Due to detailed balance we have according to Eq. [16]
\[
\frac{\tilde{\Pi}_{Y_{kl}}(Y_{kl})}{\Pi_{Y_{kl}}(Y_{kl+1})} = \lim_{t \to \infty} \frac{n_{l+1,l}(t)}{n_{l+1,l}(t)}.
\]
(42)

normalization implies
\[
\sum_{l=1}^N \tilde{\Pi}_{Y_{kl}}(Y_{kl}) = 1
\]
(43)
since the \( Y_{kl} \) are disjoint and \( \bigcup_{l=1}^N Y_{kl} = Y_k \). Similar expressions hold for \( Z \).

We now can obtain the averages of the (possibly rare) events \( m_k \) and \( \tilde{m}_k \),
\[
\langle m_k(1) \rangle_{Z_{kl}} = \sum_{l=1}^N \langle m_k(1) \rangle_{Z_{kl}} \tilde{\Pi}_{Z_{kl}}(Z_{kl}),
\]
\[
\langle \tilde{m}_k(1) \rangle_{Y_{kl}} = \sum_{l=1}^N \langle \tilde{m}_k(1) \rangle_{Y_{kl}} \tilde{\Pi}_{Y_{kl}}(Y_{kl}),
\]
(44)
(45)
replacing the ensemble averages of the twice truncated process by the time averages as
\[
\langle m_k(1) \rangle_{Z_{kl}} = \lim_{t \to \infty} \frac{1}{t} m_k(t)|_{Z_{kl}},
\]
\[
\langle \tilde{m}_k(1) \rangle_{Y_{kl}} = \lim_{t \to \infty} \frac{1}{t} \tilde{m}_k(t)|_{Y_{kl}}.
\]
(46)
(47)

Transitions in the twice truncated processes are not rare, thus in times \( t \) accessible in simulations we can obtain estimates for \( \langle m_k(1) \rangle_{Z_{kl}} \) and \( \langle \tilde{m}_k(1) \rangle_{Y_{kl}} \) with reasonable accuracy. With Eqs. [35,37] and the normalization \( \sum_{k=0}^L \left[ \Pi(Y_k) + \Pi(Z_k) \right] = 1 \) we can solve for \( \Pi(Y_k) \) and \( \Pi(Z_k) \). Hence we obtain also the measures
\[
\Pi(Y_{kl}) = \tilde{\Pi}_{Y_{kl}}(Y_{kl}) \Pi(Y_k),
\]
\[
\Pi(Z_{kl}) = \tilde{\Pi}_{Z_{kl}}(Z_{kl}) \Pi(Z_k).
\]
(48)
(49)

With them we can reconstruct the original measure
\[
\Pi(x) = \sum_{k=0}^L \sum_{l=1}^N \left[ \tilde{\Pi}_{Y_{kl}}(x) \Pi(Y_{kl}) + \tilde{\Pi}_{Z_{kl}}(x) \Pi(Z_{kl}) \right],
\]
(50)
and thus obtain the expectation value of any observable
\[
\langle O \rangle_X = \sum_{x \in X} O(x) \Pi(x)
\]
\[
= \sum_{x \in X} \Pi(x) \sum_{k=0}^L \sum_{l=1}^N \left[ \tilde{\Pi}_{Y_{kl}}(x) \Pi(Y_{kl}) + \tilde{\Pi}_{Z_{kl}}(x) \Pi(Z_{kl}) \right]
\]
\[
= \sum_{k=0}^L \sum_{l=1}^N \left[ \langle O \rangle_{Y_{kl}} \Pi(Y_{kl}) + \langle O \rangle_{Z_{kl}} \Pi(Z_{kl}) \right]
\]
(51)
from the expectation values obtained in the simulations of the twice truncated processes.

We present in Fig. [3] simulation results for the stationary distribution of the center of mass \( R_c \), i.e. \( R \), of Eq. (30), in the subcritical \(( a < a_c )\), the critical \(( a = a_c )\) and the supercritical \(( a > a_c )\) regime. In the subcritical and critical case the distribution has a single peak centered around the stationary mean field of the infinite system \(( m = 0 \) ). In the supercritical case there are two stable values for the stationary mean field \(( m = \pm m_c \) ) of the infinite system. For a finite system the center of mass distribution has two peaks centered around these two values. As the system size becomes larger the distributions become narrower in each case. For \( a \leq a_c \), we characterize fluctuations of \( R \) calculating its variance. Since for \( a > a_c \) we have a symmetric double peak distribution for \( p_c ( R ) \), we characterize in this case fluctuations of \( R \) as the variance of \[ R \]. The shape of the fluctuations of \( R \) around its mean field values is Gaussian for \( a \neq a_c \) and proportional to \( \exp( -\alpha R^2 ) \) for \( a = a_c \). In the limit \( L \to \infty \) fluctuations of the center of mass decay with a power law \( L^{-\gamma} \). The exponent \( \gamma \) was obtained by a linear fit of \( R \) in the limit \( L \to \infty \) and proportional to \( \exp( -\alpha R^2 ) \) for \( a = a_c \). In the limit \( L \to \infty \) fluctuations of the center of mass decay with a power law \( L^{-\gamma} \). From the results in [27] describing the scaling of fluctuations of the empirical measure of the \( x \) one readily derives the exponents \( \gamma = 1 \), \( a < a_c \) and \( \gamma = 1/2 \), \( a = a_c \) and \( \gamma = 1/2 \) at \( a = a_c \). For \( a > a_c \), we expect again \( \gamma = 1 \) but we are not aware of analytical results in this regime.

Figure [3] shows the fluctuations of \( R \) obtained from simulations as a function of the system size \( L \) in a log-log plot. The exponent \( \gamma \) was obtained by a linear fit of the data from the four largest system sizes. For \( a < a_c \) deviations from the theoretical value for \( L \to \infty \) are up to 5%. For \( a = a_c \) the deviation is about 6%. For \( a > a_c \) the exponent also agrees with the conjectured value \( \gamma = 1 \) within 5%. Note that the deviations from the theoretical value are essentially not due to inaccuracies in the measurements but are affected by the finite system size since the power law is exact only in the limit \( L \to \infty \). Our simulation technique is of similar accuracy in all three cases. In particular the simulation at the critical point is not affected by critical slowing down phenomena.

In the supercritical regime \(( a > a_c )\) the infinite system faces a breakdown of ergodicity, that is, there are three stationary probability distributions from which two are stable, cf. [22] [28] [29]. In the long time limit one of these stationary distributions is reached asymptotically. Which of the stationary solutions is obtained depends on initial conditions [34]. The description in, e.g., [28] considers directly the infinite system, that is first performs the limit \( L \to \infty \) and then investigates stationarity by looking at the limit \( t \to \infty \). In our simulations the approach is different as all simulations are done with finite system size. By sampling the stationary distributions we perform, in a sense, the limit \( t \to \infty \) first and in a second step we try to notice the limit \( L \to \infty \) by investigating larger and larger system sizes. There is no breakdown of ergodicity for any considered finite system. However we see that both peaks of the center of mass distribution become sharper and sharper for larger system sizes. As the probability of the system to be between both peaks decreases we expect that the mean first passage time from one peak to the other diverges which is a harbinger of a breakdown of ergodicity for the infinite system.

We emphasize that the simulation produces only stationary distributions and no dynamic properties. If a realization of a finite but large system is observed for a finite time it is likely to stay close to only one of the peaks throughout the whole observation time. Such a trajectory seems to feel already the ergodicity breaking, since the observation time is not long enough to observe the relaxation to the stationary state, but there is no ergodicity breaking in the finite system in a strict sense. It is important to know the complete stationary distribution when a perturbed system driven by an external time dependent signal is investigated, see e.g. [31], which allows switching between the two peaks.

### IV. NON-REVERSIBLE PROCESSES

In this section we generalize the procedure of the previous section to non-reversible Markov processes. Assume we are again in the situation that we want to sample only some part of the configuration space. As before, the Markov process will leave and enter the region of interest and in principle we do not want to waste time simulating the trajectory outside. If the trajectory has left the region of interest, the question remains how to find the position of reentrance without simulating the whole trajectory. Again it is not necessary to obtain the reentrance position of this particular trajectory. It would be enough to choose an position with the correct probability distribution. Unfortunately, the same procedure as for reversible processes does not work in this case, since entrance and exit positions typically have different probability distributions for non-reversible processes. We exploit that time reversal of a trajectory transfers an exit position of the forward process into an entrance position of the backward process. Therefore we use the exit position of the forward process as an initial position of a new realization of the backward process and vice versa. Hence, each time the trajectory leaves the region of interest we continue from the previous position with the reversed process. In the following we will demonstrate that this construction yields the desired statistical properties.

Consider an irreducible stationary Markov process \( x_t \) with discrete time \( t \in \mathbb{Z} \), defined on a countable state space \( X \) with an ergodic partition \( ( X_1, \ldots, X_N ) \) of \( X \). As in Sec. III the procedure can be generalized to Harris chains without any problems, but for simplicity we will only discuss a countable state space here. We denote the time-reversed process by \( \tilde{x}_t \), cf. Eq. (1).

Consider the forward process \( x_t \) that started at \( x_0 \in
FIG. 3: (color online) Distribution of the center of mass coordinate $R$ for system sizes $L = 2^n \cdot 10$, $n = 0, \ldots, 5$. Sharper distributions correspond to larger system sizes. $a = 0.5$ (top), $a = a_c = 1.07852814412735820149$ (middle), and $a = 2$ (bottom), $\sigma = 1$, $D = 1$. Each data set was obtained from five independent realizations of $42 \times L$ simulations with $10^7$ recorded time steps ($\Delta t = 10^{-4}$) after an equilibration period of $2 \times 10^6$ time steps. The linewidth is twice the standard deviation for each histogram bin (binsize=0.005). The vertical black lines indicate the stable stationary mean field values of the infinite system.

FIG. 4: (color online) Fluctuations of the center of mass coordinate $R$ as a function of the system size $L$ averaged over five independent simulations, standard deviations are much smaller than the displayed symbol size. The log-log plots visualize the same data as Fig. 3 and clearly show power laws $L^{-\gamma}$. A linear fit of the four rightmost data points for each simulation gives $\gamma = 0.955(2)$ (top), $\gamma = 0.469(2)$ (middle), and $\gamma = 1.046(2)$ (bottom).
for exactly $k-2$ time steps. The third line gives the probability that $x_t$ remains outside $X_j$ for exactly $k-2$ time steps, given that its last position inside $X_j$ was $y_1$. Summing over $k$ we obtain the transition probabilities, since the probability that $x_t$ will never return to $X_j$ is zero. Analogously, the other transition probabilities are

$$G(y_2^\text{out}|y_1^\text{in}) =$$

$$\sum_{k=3}^{\infty} \Pr(x_k \in X_j, x_{k-1} = y_2^\text{out}, \{x_l\}_{l=3}^{k-2} \in X_j | x_2 = y_1^\text{in}, x_1 \notin X_j),$$

$$\tilde{G}(y_1^\text{in}|y_2^\text{out}) =$$

$$\sum_{k=3}^{\infty} \Pr(\tilde{x}_k = y_1^\text{in}, \{\tilde{x}_l\}_{l=3}^{k-1} \notin X_j | \tilde{x}_2 \notin X_j, \tilde{x}_1 = y_2^\text{out}),$$

$$\tilde{G}(y_2^\text{out}|y_1^\text{in}) =$$

$$\sum_{k=3}^{\infty} \Pr(\tilde{x}_k \notin X_j, \tilde{x}_{k-1} = y_2^\text{out}, \{\tilde{x}_l\}_{l=3}^{k-2} \in X_j | \tilde{x}_2 = y_1^\text{in}, \tilde{x}_1 \notin X_j).$$

With $F(\cdot)$ and $G(\cdot)$ we construct the transition probabilities between two consecutive states of the time homogeneous processes $y_n^{\text{in/out}}$.

$$T^{\text{in}}(y_{n+1}^\text{in}|y_n^\text{in}) := \sum_{y \in X_j} F(y^\text{in}|y) G(y|y_n^\text{in}),$$

$$T^{\text{out}}(y_{n+1}^\text{out}|y_n^\text{out}) := \sum_{y \in X_j} G(y^\text{out}|y) F(y|y_n^\text{out}).$$

Denote the probability measure of $y_n^{\text{in/out}}$ by $\Pi_n^{\text{in/out}}$ and analogously the probability measures of the backward processes $\tilde{y}_n^{\text{in/out}}$ by $\tilde{\Pi}_n^{\text{in/out}}$. They satisfy the consistency conditions

$$\Pi_n^{\text{in}}(y) = \sum_{y' \in X_j} F(y'|y) \Pi_n^{\text{out}}(y'),$$

$$\Pi_{n+1}^{\text{out}}(y) = \sum_{y' \in X_j} G(y'|y) \Pi_n^{\text{in}}(y'),$$

and analogously for the backward process

$$\tilde{\Pi}_n^{\text{in}}(y) = \sum_{y' \in X_j} \tilde{F}(y'|y) \tilde{\Pi}_n^{\text{out}}(y'),$$

$$\tilde{\Pi}_{n+1}^{\text{out}}(y) = \sum_{y' \in X_j} \tilde{G}(y'|y) \tilde{\Pi}_n^{\text{in}}(y').$$

We can consider the sets of equations (62,63) or (64,65) as measure valued dynamical systems. Their fixed points $(\Pi_{\text{fp}}^{\text{in}}, \Pi_{\text{fp}}^{\text{out}})$ and $(\tilde{\Pi}_{\text{fp}}^{\text{in}}, \tilde{\Pi}_{\text{fp}}^{\text{out}})$ are just the stationary measures

$$\Pi_{\text{fp}}^{\text{in}} = \Pi^{\text{in}},$$

$$\Pi_{\text{fp}}^{\text{out}} = \Pi^{\text{out}},$$

$$\tilde{\Pi}_{\text{fp}}^{\text{in}} = \tilde{\Pi}^{\text{in}} = \Pi^{\text{out}},$$

$$\tilde{\Pi}_{\text{fp}}^{\text{out}} = \tilde{\Pi}^{\text{out}} = \Pi^{\text{in}},$$

where we used the relations (54,55) between forward and backward processes.
A new stochastic process $z^j_t$ living on the subset $X_j$ can be constructed in the following way. Given some $x_0 \in X_j$ consider the process $x_t$ started at $x_0$. Let $t_1$ be the first time $x_t$ leaves $X_j$. Set $z^j_t = x_t$ for all $0 \leq t < t_1$. Now consider the reversed process $\hat{x}_t$ started at $z^j_{t-1}$ at time $t_1$ and denote the first time $\hat{x}_t$ leaves $X_j$ by $t_2$. Set $z^j_t = \hat{x}_t$ for all $t_1 \leq t < t_2$. Let $t_3$ be the time the process $x_t$ started at time $t_2$ at $z^j_t$ leaves $X_j$ for the first time. Set $z^j_t = x_t$ for all $t_2 \leq t < t_3$. Continue in this way switching between realizations of $x_t$ and $\hat{x}_t$. The construction is illustrated in Fig. 5.

The process $z^j_t$ is ergodic. It has a unique stationary probability density which is equal to the conditional probability density of the original process $x_t$ given $x_t \in X_j$ as we prove in the following.

In the construction of the process $z^j_t$ we especially consider the times $t_1, t_2, \ldots, t_n$. We denote the positions at these times by $y_n := z^j_{t_n}$ and consider even and odd indices separately by introducing $\hat{y}_m = \hat{y}_{2m}$ and $\hat{\hat{y}}_m = \hat{y}_{2m-1}$ for $n = 1, 2, \ldots$. These are the last positions of the forward or backward process before it leaves the region $X_j$. Let $\hat{\Pi}^{in/out}_{n+1}$ be the probability measure of $\hat{y}^{in/out}_n$. Then the consistency conditions for the processes $\hat{y}^{in/out}_n$ are

$$
\hat{\Pi}^{out}_{n+1}(y) = \sum_{y' \in X_j} G(y|y') \hat{\Pi}^{in}_{n}(y'),
$$

$$
\hat{\Pi}^{in}_{n}(y) = \sum_{y' \in X_j} \tilde{G}(y|y') \hat{\Pi}^{out}_{n}(y').
$$

Denote the fixed point of these equations by $\hat{\Pi}^{in/out}_{fp}$. Considered as a map of probability measures $\hat{\Pi}^{in/out}_{fp}$ is identical to Eq. (63) and Eq. (71) is identical to Eq. (65). Hence we already know a pair of measures that satisfies Eqs. (70, 71), their fixed point is

$$
(\hat{\Pi}^{out}_{fp}, \hat{\Pi}^{in}_{fp}) = (\Pi^{out}, \Pi^{in}).
$$

Since $\hat{y}^{in/out}_n$ have unique stationary measures, this is the unique fixed point. Hence the processes $\hat{y}^{in}_n$ and $\hat{\hat{y}}^{out}_n$ have the same stationary measures as well as the processes $\hat{y}^{out}_n$ and $\hat{\hat{y}}^{out}_n$.

The process $z_t$ is constructed by pieces of realizations of the processes $x_t$ and $\hat{x}_t$. The initial positions $\hat{y}^{in/out}_n$ of these pieces are in the long time limit distributed as the initial positions of the original processes $x_t$ or $\hat{x}_t$. Therefore the distribution of $z_t$ when the time direction is forward will asymptotically be the same as the distribution of $x_t$ given that $x_t \in X_j$. The distribution of $z_t$ when the time direction is backward is the same as that of $\hat{x}_t$ given that $\hat{x}_t \in X_j$. But the stationary distributions of $x_t$ and $\hat{x}_t$ are the same. Therefore the time direction of $z_t$ is not important and it will be distributed as $x_t$ given $x_t \in X_j$.

Note that for a reversible process $x_t$ and $\hat{x}_t$ are equivalent, then the process $z^j_t$ is the truncated process, cf. Sec. III

In order to reconstruct expectation values according to the stationary measure of the original process we need to obtain the weights $\Pi(X_i)$. Similar to the reversible case we use the number of transition attempts from $X_i$ into $X_j$. We introduce the transition indicator functions

$$
\mathbb{1}_{kj}(x_{t+1}, x_t) = \begin{cases} 1 & \text{if } x_t \in X_j \text{ and } x_{t+1} \in X_k \\ 0 & \text{else} \end{cases},
$$

$$
\mathbb{\hat{1}}_{kj}(\hat{x}_{t+1}, \hat{x}_t) = \begin{cases} 1 & \text{if } \hat{x}_t \in X_j \text{ and } \hat{x}_{t+1} \in X_k \\ 0 & \text{else} \end{cases}
$$

of the forward and backward process. Since each realization of the backward process can be obtained by time reversal of one realization of the forward process we have for the original forward and backward process

$$
\langle \mathbb{1}_{kj} \rangle = \sum_{x \in X_j, y \in X_k} P(y|x) \Pi(x)
$$

$$
= \sum_{y \in X_j} \sum_{x \in X_k} \tilde{P}(y|x) \Pi(x) = (\mathbb{\hat{1}}_{jk}).
$$

We can express these expectation values in terms of the truncated process as

$$
\langle \mathbb{\hat{1}}_{kj} \rangle_{X_j} \Pi(X_j) = \langle \mathbb{1}_{kj} \rangle = \langle \mathbb{\hat{1}}_{jk} \rangle_{X_k} \Pi(X_k).
$$

Counting the number of transition attempts of the forward process $n_{kj}$ and dividing by the number of time
steps \( s \) in the forward direction is the same as time averaging the transition indicator function \( \mathbb{1}_{kj} \), hence

\[
\langle \mathbb{1}_{kj} \rangle_{X_j} = \lim_{t \to \infty} \frac{n_{kj}(t)}{s(t)} \tag{77}
\]

and analogously for the backward process with the number of time steps in the backward direction \( \bar{s} \)

\[
\langle \mathbb{1}_{jk} \rangle_{X_k} = \lim_{t \to \infty} \frac{n_{jk}(t)}{\bar{s}(t)} \tag{78}
\]

Since \( \lim_{t \to \infty} s(t)/\bar{s}(t) = 1 \) with probability one, we find with Eq. (76)

\[
\Pi(X_j)/\Pi(X_k) \approx \frac{n_{jk}(t)}{n_{kj}(t)}, \tag{79}
\]

where we used that \( \Pi(x) = \bar{\Pi}(x) \). Together with the normalization

\[
\sum_j \Pi(X_j) = 1 \tag{80}
\]

we can estimate the \( \Pi(X_j) \) for all \( j \). And expectation values of observables can be obtained from expectation values of the truncated process according to Eq. (11).

In this section we have extended the theory of strictly truncated Markov chains to systems without detailed balance.

We remark that it is also possible to construct for non-reversible systems a non-strictly truncated process that has the stationary measure \( \Pi \) as in the reversible case. Therefore the construction of the process \( z_t \) needs to be slightly modified. Each time the process attempts to leave the set \( X_j \), the step is accepted with probability \( c \). In that case the process continues with a realization of \( x_t \). With probability \( 1 - c \) the escape from \( X_j \) is not accepted and the process is set back to the previous position. From then on the process follows a realization of the reversed process \( \tilde{x}_t \). Each time when an escape from \( X_j \) is not accepted the time direction is reversed. This construction yields the most general version of the truncated process for non-reversible Markov chains. However in this paper we will only use the strictly truncated process.

In the following we will demonstrate the applicability of the method with a simple non-reversible system.

### A. Example

We consider the overdamped motion on the circle, described by the angular variable \( \phi \) following the Langevin equation

\[
\dot{\phi} = \lambda \exp \left( -\frac{2 \cos(3\phi)}{3\sigma^2} \right) - \sin(3\phi) + \xi(t), \tag{81}
\]

where \( \phi \in [0, 2\pi], \lambda \in \mathbb{R} \) is a system parameter and \( \xi(t) \) is Gaussian white noise of strength \( \sigma \).

The corresponding Fokker-Planck equation is

\[
\partial_t p(\phi, t) = -\partial_{\phi} \left\{ \lambda \exp \left( -\frac{2 \cos(3\phi)}{3\sigma^2} \right) - \sin(3\phi) - \frac{1}{2} \sigma^2 \partial_{\phi} \right\} p(\phi, t) \tag{82}
\]

with stationary solution

\[
p_s(\phi) = \frac{1}{Z} \exp \left( -\frac{2 \cos(3\phi)}{3\sigma^2} \right), \tag{83}
\]

satisfying periodic boundary conditions, \( p_s^{(n)}(0) = p_s^{(n)}(2\pi) \), where \( p_s^{(n)}(\phi) := p_s(\phi) \) and \( p_s^{(n)}(\phi) \) is the \( n \)-th derivative of \( p_s(\phi) \). \( Z \) is the normalization constant. Note that these boundary conditions are not satisfied by the potential solution \( p(\phi) = \frac{1}{Z} \exp \left[ \frac{2}{3\sigma^2} \int_0^{3\phi} \! d\phi' \lambda \exp \left( -\frac{2 \cos(3\phi')} {3\sigma^2} \right) - \sin(3\phi') \right] \).

The stationary solution does not depend on \( \lambda \). That means the contribution \( \lambda \exp \left( -\frac{2 \cos(3\phi)}{3\sigma^2} \right) \) to the drift in Eq. (81) has no influence on the stationary solution, but it is responsible for a nonzero probability current

\[
j_{ps} = \lambda \exp \left( -\frac{2 \cos(3\phi)}{3\sigma^2} \right) p_s(x) = \frac{\lambda}{Z}. \tag{84}
\]

Hence the system describes basically the motion in a \( \cos(3\phi) \)-potential with an additional constant probability current. Due to this stationary current the system is not reversible, i.e. detailed balance is not satisfied. This system can easily be simulated using a conventional method, but we use this simple example as a proof of principle for the simulation method for systems that are not reversible.

The simulation technique developed in this section was applied to simulate the SDE (81). The state space \([0, 2\pi]\) was divided into ten intervals of equal size starting with \( X_1 = [0, \pi/5) \). We simulated each subset \( X_i \) with \( 10^8 \) timesteps. The simulation results are shown in Fig. (6).

There is perfect agreement between the simulation results and the analytic stationary solution (83).

### V. Conclusion

In this paper we have used the concept of truncated reversible Markov processes to develop a simulation technique based on the decomposition of state space. We cut the state space into non-overlapping patches \( X_j \) and run a strictly truncated process on each of them. Expectation values of observables from each of the truncated processes are averaged with the correct weights to obtain expectation values of observables of the original process.
Furthermore we generalize the concept of truncated Markov chains to ergodic processes that are not reversible. Thereby we are able to transfer the patchwork method to systems without detailed balance. We apply it to a one-dimensional SDE on the circle that has a constant probability flow in its steady state.

We only use strictly truncated processes for our patchwork simulation technique. However the generalization of the non-strictly truncated process to systems without detailed balance might be of interest for other simulation methods that implicitly use truncated process and usually require detailed balance.
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Appendix A: Truncated Processes and Markov Chain Monte Carlo Simulations

In Sec. III we introduced the truncated process by changing the transition probabilities from one region of state space into another by a factor $c$. It is possible to repeat this construction with different regions of state space and with different values for $c$ again and again. We give an example construction that eventually leads to a Markov chain as it appears in simulation techniques that sample with a modified probability measure such as, e.g., [13, 17].

We choose a function $f(j)$ for $j \in \{1, \ldots, N\}$. In a first step, if $f(1) > f(2)$, we modify the transition probabilities from $X_1$ into $\bigcup_{l=2}^{N} X_l$ choosing $c = \exp[f(2) - f(1)] < 1$. If $f(1) < f(2)$ we modify the transition probabilities in the other direction, that is from $\bigcup_{l=2}^{N} X_l$ into $X_1$ choosing $c = \exp[f(1) - f(2)]$. In the next step we manipulate the transition probabilities from $X_1 \cup X_2$ into $\bigcup_{l=3}^{N} X_l$. If $c = \exp[f(3) - f(2)] < 1$ we choose this factor, else we choose the factor $c = \exp[f(2) - f(3)]$ for the transitions in the other direction. We continue to change the transition probabilities between $X_1 \cup X_2 \cup X_3$ and $\bigcup_{l=4}^{N} X_l$ in a similar way. We proceed until we have modified the transition probabilities between $\bigcup_{l=1}^{N-1} X_l$ and $X_N$. The resulting stationary probability measure satisfies according to Eq. (6)

$$\hat{\Pi}(X_j) = \frac{1}{Z} \Pi(X_j) \exp[f(j)],$$

(A1)

where the normalization $Z$ is such that $\hat{\Pi}(X) = 1$.

For example, in a Metropolis Monte Carlo simulation in a first step a new state that is chosen at random according to some probability distribution is proposed. In
a second step the update is either accepted or rejected with some probability depending on both states. These two steps are repeated.

As the process is constructed here, it might happen that for two configurations \( x \) and \( x' \) from different sets \( X_j \) and \( X'_j \) there is a nonzero probability of rejection in both directions \( x \rightarrow x' \) and \( x' \rightarrow x \). This makes the simulation inefficient. Without changing the stationary measure we can in this case reduce the probability of acceptance by the same factor, such that the acceptance probability is one in one direction. Doing so, depending on the choice of \( X_j \) and \( f \), we end up with a process used, for example, in multicanonical \([13]\) or Wang-Landau \([17]\) simulations. In the multicanonical case the sets \( X_j \) consist of all states within some energy interval \( [E_j, E_{j+1}] \) and the function \( f \) is related to the density of states \( q \) and the average energy on this interval \( f(j) = (E_j + E_{j+1})/2 - \ln g(E_j + E_{j+1})/2 \), where we assumed for simplicity that the inverse temperature \( \beta = 1 \). In Wang-Landau sampling the function \( f \) is related only to the density of states at the mean energy of the energy interval \( f(j) = -\ln g(E_j + E_{j+1})/2 \). After such a choice of \( f \), in both cases, the process travels to all considered energy intervals with the same probability. Of course, the main ingredient of these methods is to effectively determine the function \( f \) from simulations.

---

[1] H. Kahn and T. E. Harris, National Bureau of Standards Appl. Math. Series 12, 27–30 (1951).
[2] J. Morio, R. Pastel, and F. L. Gland, Eur. J. Phys. 31, 1295 (2010).
[3] P. Glasser, P. Heidelberger, F. Shahabuddin, and T. Zajic, in Proceedings of the 28th conference on Winter simulation, WSC 1996, Coronado, CA, USA, December 8-11, 1996, edited by J. M. Charnes, D. J. Morrice, D. T. Brunner, and J. S. Swain (IEEE Computer Society, Washington, DC, USA, 1996), pp. 302–308, ISBN 0-7803-3838-7.
[4] P. Heidelberger, ACM Trans. Model. Comput. Simul. 5, 43 (1995), ISSN 1049-3301.
[5] J. T. Berryman and T. Schilling, J. Chem. Phys. 133, 244101 (2010).
[6] D. P. Landau and K. Binder, A Guide to Monte Carlo Simulations in Statistical Physics (Cambridge University Press, Cambridge, 2014), 4th ed.
[7] P. H. Borchers, Eur. J. Phys. 21, 405 (2000).
[8] M. Denny, Eur. J. Phys. 22, 403 (2001).
[9] J. Morio, Eur. J. Phys. 31, L41 (2010).
[10] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and E. Teller, J. Chem. Phys. 21, 1087 (1953).
[11] W. Hastings, Biometrika 57, 97 (1970).
[12] R. J. Glauber, J. Math. Phys. 4, 294 (1963).
[13] B. A. Berg and T. Neuhaus, Phys. Rev. Lett. 68, 9 (1992).
[14] Y. Iba, N. Saito, and A. Kitajima, Ann. I. Stat. Math. 66, 611 (2014), ISSN 0020-3157.
[15] W. Janke, in Order, Disorder and Criticality, edited by Y. Holovatch (World Scientific, Singapore, 2012), vol. 3, pp. 93–166.
[16] A. Bonomi, L. A. Rusch, A. Ghazisaeidi, F. Vacondio, and N. Rossi, Global Telecommunication Conference, GLOBECOM 2009, IEEE, pp. 1–8 (2009).
[17] F. Wang and D. P. Landau, Phys. Rev. Lett. 86, 2050 (2001).
[18] F. Liang, C. Liu, and R. Carroll, J. Am. Stat. Assoc. 102, 305 (2007).
[19] H. Swendsen and J.-S. Wang, Phys. Rev. Lett. 57, 2607 (1986).
[20] F. Kelly, Reversibility and Stochastic Networks (Cambridge University Press, Cambridge, New York, 1979).
[21] For statistical model validation against the occurrence of rare events a random change of measure was used in S. Jha and C. Langmead, BMC Bioinformatics 13 (Suppl 5), S8 (2012).
[22] R. Desai and R. Zwanzig, J. Stat. Phys. 19, 1 (1978).
[23] P. E. Kloeden and E. Platen, Numerical Solutions of Stochastic Differential Equations (Springer-Verlag, Berlin, 1992).
[24] R. Durrett, Probability: Theory and Examples (Duxbury Press, Belmont, California, 1996).
[25] H. Kramers, Physica 7, 284 (1940).
[26] K. Kometani and H. Shimizu, J. Stat. Phys. 13, 473 (1975).
[27] D. A. Dawson, J. Stat. Phys. 31, 29 (1983).
[28] M. Shiino, Phys. Rev. A 30, 9 (1985).
[29] M. Shiino, Phys. Rev. A 36, 2393 (1987).
[30] R. Kürsten, S. Güster, and U. Behn, Phys. Rev. E 88, 022114 (2013).
[31] M. Herrmann, B. Niestammer, and J. Velázquez, Multiscale Model. Sim. 10, 818 (2012).
[32] This relation can be translated also in conditional probabilities of the original process

\[
\tilde{P}_{kl}^Y(x) = Pr(x|x \in Y_k) = \frac{Pr(x, x \in Y_k)}{Pr(x \in Y_k)} = \frac{\sum_i Pr(x, x \in Y_k, x \in Y_i)}{Pr(x \in Y_k)} = \frac{\sum_i Pr(x|x \in Y_k, x \in Y_i) Pr(x \in Y_i)}{Pr(x \in Y_k)} = \sum_i \tilde{P}_{kl}^Y(x)|\tilde{P}_{kl}^Y(Y_k).
\]

[33] At the critical point the data from the simulation are fitted well by a distribution \( \propto \exp(-\alpha R^4) \) and in the non-critical regime the data are fitted well by either one or two Gaussian peaks.
[34] Most initial conditions lead to one of the two stable solutions, only symmetric initial conditions lead to the unstable solution.
[35] To keep the formulas comprehensible we use the convention that the term \( \{x_l\}_{l=1}^L \) should be ignored whenever \( L > U \).