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Abstract

The symmetry group of the de Sitter spacetime, accommodates fields of various masses and spin among its unitary irreducible representations. These unitary representations are labeled by the spin and the weight contribution to the scaling dimension and depending on the mass and spin of the field the weight may take either purely real or purely imaginary values. In this work, we construct the late time boundary operators for a massive scalar field propagating in de Sitter spacetime, in arbitrary dimensions. We show that contrary to the case of Anti de Sitter, purely imaginary weights also correspond to unitary operators, as well as the ones with real weight, and identify the corresponding unitary representations. We demonstrate that these operators correspond to the late time boundary operators and elucidate that all of them have positive definite norm.
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I. INTRODUCTION

The de Sitter spacetime \([1]\) is one of the maximally symmetric solutions to the vacuum Einstein equations in the presence of a positive cosmological constant. Over the last forty years or so it has acquired particular significance in cosmology. The latest cosmological observations \([2–9]\) indicate that our Universe is well described by the inflationary \(\Lambda\) \text{CDM} model. While several tensions between various data sets have been noted \([10–16]\), the \(\Lambda\) \text{CDM} model remains the simplest model that can accommodate the majority of observations. Taken at face value, this model points to two eras where the de Sitter spacetime is relevant: the past de Sitter phase which may be considered as a limit of most inflationary models and future de Sitter phase that the universe will eventually enter, that is the era of dark energy.

The de Sitter (dS) manifold describes a spacetime whose spatially flat sections expand in an accelerated fashion with time. In terms of global coordinates the spatial hypersurfaces are 3-spheres that grow with time. Hence, the de Sitter manifold sets a good background for the study of inflationary and dark energy eras. For instance the propelling observable quantities in inflationary studies are inflationary correlators and the characteristics of these correlators can give insight into the type of fields and their interactions present during inflation. It is possible to catalog expected forms for these correlators in the presence of heavy mediator particles by considering the restrictions due to the conformal symmetries the de Sitter background posses \([17]\). See \([18]\) for a recent example that elaborates this discussion to the level of a cosmological bootstrap mechanism by focusing on the four-point function of conformally coupled and massless scalars in de Sitter where interactions are mediated by exchange of massive and non-zero spin particles.

It is the super horizon scale, or the late time limit behavior of de Sitter correltors that is especially of interest. Recently, in \([19]\) the behavior of the scalar perturbation correlator on superhorizon scales have been recast in the static patch of de Sitter as a question of how long it takes for the perturbed state, which is considered as an excited state, to relax back to the equilibrium state, which is defined as the vacuum wavefunction in global de Sitter. It is shown that in the late time limit, this process is a Markovian evolution, which means the evolution does not depend on the history of the process for slowroll potentials.

An analysis of quantized fields on de Sitter, on one hand involves field equations derived from an action principle, the vacuum state, the Hilbert space and the Green functions \([20–\)
On the other hand one can start by considering the unitary irreducible representations of the symmetry group associated with de Sitter and construct local fields from these representations. To list a few examples from earlier work where group theoretical approaches have been eliminating, the uniqueness of the de Sitter invariant vacuum state have been recognized to be less ambiguous in a group theoretical approach in two-dimensional de Sitter \cite{23, 24}. Superradiance has been restudied with a group theoretical approach to near horizon geometry of charged rotating black holes for gaining more insight \cite{25}. In these works the principal series representations of two-dimensional de Sitter and two-dimensional Anti de Sitter (AdS) respectively, play an important role. In the context of modified gravity, the tensor perturbations have been identified to belong to the discrete series representations of four-dimensional de Sitter \cite{26}. Last but not least is an example from Mean Field Theory, where the operator product expansion coefficients are obtained via group theory methods \cite{27}.

In this work, our main concern is the relation between the irreducible representations of the de Sitter symmetry group and the late time behavior of massive scalar fields $\phi$ of mass $m$ on de Sitter. Our aim is to demonstrate that all of the representations involved are unitary.

The Killing vectors of de Sitter generate symmetries each of which is a subgroup of the group $SO(2h+1,1)$ where $h$ is a half-integer. Therefore the symmetry group of $2h+1$-dimensional de Sitter, from now on denoted as $dS_{2h+1}$, is the group $SO(2h+1,1)$. This group also happens to be the conformal group of $2h$ dimensional Euclidean space. Considering the metric, the connection between the $2h$ dimensional Euclidean space and $dS_{2h+1}$ becomes explicit under an early or late time limit. Historically, the representation theory of $SO(2h+1,1)$ has been heavily studied by Harish-Chandra \cite{28}. The unitary irreducible representations of $SO(2h+1,1)$ are labeled and categorized by their spin $\ell$ and weight $c$ of their scaling dimension $\Delta = h + c$. The categories are referred to as principal series, complementary series, exceptional series and discrete series. In this work we focus on the principal and complementary series.

The fact that the scaling dimension is decomposed into $\Delta = h + c$ is not a coincidence. Indeed, for the group $O(d+1,1)$ the quantity $\frac{d}{2}$ is the half sum of the restricted positive roots. In the convention of \cite{29}, it is denoted by $\frac{d}{2} \equiv h$ and the scaling dimension for any spin is decomposed in this way. Here, we also work with the notation $h$ and $c$ in order to emphasize the role of the scaling weight $c$ in the categorization of unitary irreducible
representations. Depending on the mass $m$ of the field, the weight $c$ can be either purely real or purely imaginary. To put it more explicitly, letting $H$ be the Hubble constant of de Sitter, light fields with mass $\frac{m^2}{H^2} < h^2$ correspond to real weight $c$ representations while heavy fields whose mass are in the range $\frac{m^2}{H^2} > h^2$, have imaginary weight $c$ (and hence complex scaling dimension $\Delta$). While imaginary weights on Anti-de Sitter are associated with non-unitary representations, they belong among the unitary representations of the de Sitter group.

In a work complementary to ours, the authors of [30] studied the behavior of fields of any spin on (A)dS under a specific limit in which (A)dS spacetimes approach Minkowski by focussing on the characters of unitary irreducible representations of the de Sitter group. Moreover, [30] demand that the fields involved are well-behaved at late time boundary and this fixes as their boundary conditions. We note that their aims are very different than ours and thus they follow a different approach. Their work is also a good reference for readers interested in comparing the unitary representations of Anti de Sitter with those of de Sitter.

This work is organised as follows. In section II we consider massive scalar fields $\phi$ of mass $m$ propagating in de Sitter spacetime and determine their behaviour in the late time limit. In this limit $\phi(\vec{x}, \eta) \rightarrow \eta^\Delta \mathcal{O}_\Delta(\vec{x})$ and we identify the operators $\mathcal{O}_\Delta(\vec{x})$ in terms of creation and annihilation operators $a_{\vec{q}}^\dagger$ and $a_{\vec{q}}$ of state with momentum $\vec{q}$. As we present in section II, for such a scalar field solution, $\Delta$ depends on the mass of the field and dimensions of spacetime (see [31] for the transformation properties of $\mathcal{O}_\Delta$ under $SO(2h+1,1)$).

In section III, we follow the indepth monograph [29] on the group $SO(2h+1,1)$ to review its properties and irreducible representations. This technical section also works to introduce the notation. In short, the unitary irreducible representations are denoted as $\chi = \{\ell, c\}$ and are realized by functions $f(\vec{x})$, whose properties are specified in section III.B.1. These functions are in correspondence with the boundary operators $\mathcal{O}_\Delta$.

In section IV we use the inner product of [29] applied to the irreducible representations of de Sitter and review the conditions on the weights for these representations to be unitary. Contrary to intuition the inner product for the operators with imaginary weight is less subtle than that for operators with real weight. The definition of a unitary inner product for representations with real weight involves a so called intertwining operator. The subtleties of the inner product is demonstrated for both real and imaginary weights in section V by making use of the boundary operators identified in section II.
In appendix A we present some properties of the de Sitter group $SO(2h+1, 1)$, in appendix B we present details regarding the normalization of the intertwining operator from [29] and in appendix C we give a concrete example of a shadow transformation.

We use a mostly positive signature convention and throughout this article we use the convention that Greek indices take values in the range $0 \ldots 2h + 1$, uppercase Latin indices in the range $1 \ldots 2h + 1$ and lowercase Latin in the range $1 \ldots 2h$.

II. LATE TIME BEHAVIOR AND BOUNDARY OPERATORS

A. Scalar Fields

There is a large variety of coordinate systems one can use to describe de Sitter (see [32]), each of which has its own merits or shortcomings. For our purposes, we use the planar coordinates, covering only half of the de Sitter manifold, for which the de Sitter metric takes the form

$$ds^2 = -d\eta^2 + \frac{d\vec{x}^2}{H^2\eta^2},$$

where $\eta$ is the conformal time. In these coordinates the action of a massive scalar field propagating on a $2h + 1$ dimensional de Sitter manifold, takes the form

$$S = \int d^{2h+1}x \sqrt{-g} \left[ -\frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} m^2 \phi^2 \right]$$

$$= \frac{1}{2} \int \frac{d^{2h+1}x}{(H\eta)^{2h+1}} \left\{ H^2\eta^2 \left( \phi'^2 - (\vec{\nabla} \phi)^2 \right) - m^2 \phi^2 \right\},$$

where a prime denotes differentiation wrt $\eta$, and leads to the following equation of motion

$$\phi'' - \frac{2h-1}{\eta} \phi' - \vec{\nabla}^2 \phi + \frac{m^2}{H^2\eta^2} \phi = 0.$$  

It is more convenient to expand the field $\phi(\vec{x}, \eta)$ in terms of its Fourier modes as follows

$$\phi(\vec{x}, \eta) = \int \frac{d^{2h}q}{(2\pi)^{2h}} \left[ \phi_q(\eta) a_q e^{iq \cdot \vec{x}} + \phi^*_q(\eta) a^\dagger_q e^{-iq \cdot \vec{x}} \right],$$

where in quantizing the field the coefficients $a_q$ and $a^\dagger_q$ obey

$$[a_q, a^\dagger_{q'}] = (2\pi)^{2h}\delta^{2h}(q - q').$$

The equation of motion for the mode functions $\phi_q(\eta)$ then reads

$$\phi''_q - \frac{2h-1}{\eta} \phi'_q + \left( q^2 + \frac{m^2}{H^2\eta^2} \right) \phi_q = 0.$$
Equation (7) is in fact Bessel’s equation in disguise and this becomes more apparent if one defines \( \phi_q(\eta) \equiv \eta^h \phi(q\eta) \) and \( u \equiv q\eta \). Then equation (7) turns into

\[
\frac{d^2}{du^2} \varphi(u) + \frac{1}{u} \frac{d}{du} \varphi(u) + \left[ 1 + \left( \frac{m^2}{H^2} - h^2 \right) \frac{1}{u^2} \right] \varphi(u) = 0, \tag{8}
\]

whose solutions are the Bessel functions of the first and second kind, \( J_\nu(q\eta) \) and \( Y_\nu(q\eta) \) with

\[
\nu^2 = h^2 - \frac{m^2}{H^2}. \tag{9}
\]

The solution for the mode functions \( \phi_q(\eta) \) that approaches the Bunch-Davies vacuum solution at early times \( |\eta| \to \infty \) is

\[
\phi_q(\eta) = \eta^h H^{(1)}_\nu(q|\eta|) \tag{10}
\]

with \( H^{(1)}(q|\eta|) = J_\nu(q|\eta|) + iY_\nu(q|\eta|) \), the Hankel function of the first kind. Thus the full solution for the scalar field in the bulk is

\[
\phi(\vec{x}, \eta) = \int \frac{d^2q}{(2\pi)^2} \left[ |\eta|^h H^{(1)}_\nu(q|\eta|) a_q e^{i\vec{q} \cdot \vec{x}} + |\eta|^h H^{(1)}_\nu(q|\eta|) \bar{a}_q e^{-i\vec{q} \cdot \vec{x}} \right] \tag{11}
\]

which is normalized with respect to the Klein-Gordon inner product [33].

At late times as \( q\eta \to 0 \), the spatial dependence in equation (7) is negligible, and the late time solution approaches the following form

\[
\lim_{\eta \to 0} \phi(\vec{x}, \eta) = \mathcal{O}_\Delta(x) \eta^\Delta \quad \text{where} \quad \Delta = h \pm \nu. \tag{12}
\]

On one hand, it is the term \( \mathcal{O}_\Delta(x) \) that can be recognized as an operator of dimension \( \Delta \) at the late time boundary of de Sitter and there is expected to be a corresponding operator of the same dimension in the dual Euclidean CFT. On the other hand \( \mathcal{O}_\Delta(x) \) is an irreducible representation of \( SO(2h + 1, 1) \). We review the properties of irreducible representations in section III and demonstrate how they are categorized in section IV. In this section we show how to read-off \( \mathcal{O}_\Delta(x) \) for different mass ranges.

By definition, the scaling dimension \( \Delta \) is decomposed into two parts as follows

\[
\Delta = h + c. \tag{13}
\]

This decomposition emphasizes the contribution of the dimensionality of spacetime by \( h \) and the contribution of the properties of the field, namely spin and mass, by the weight \( c \).

Comparing (12) with (13) we see that

\[
c \equiv \nu. \tag{14}
\]
In the coming sections we will see that \( c \) being real or purely imaginary plays an important role in the treatment of the corresponding boundary operators. As a first step let us determine what the late time boundary operators are.

The decomposition of the scaling dimension into these two specific parts has to do with the properties of \( O(d+1,1) \). For the group \( O(d+1,1) \), \( h \) is the half sum of the restricted positive roots \([29]\). The parameter \( c \), which will be referred to as the scaling weight from now on, is in general related to both the mass and spin of the field under consideration. The irreducible representations are labeled by their spin \( l \), and the weight \( c \) of the scaling dimension \( \Delta = h + c \). We will work with the notation \( h \) and \( c \) to emphasize the role of the scaling weight \( c \) in the categorization of unitary irreducible representations.

**B. Light scalars with mass** \( \frac{m^2}{H^2} = \frac{(2h)^2 - 1}{4} \)

Conformally coupled scalar fields on \( dS_3 \) and \( dS_4 \) have masses \( \frac{m^2}{H^2}|_{dS_3} = \frac{3}{4} \) and \( \frac{m^2}{H^2}|_{dS_4} = 2 \) respectively, which satisfy the condition

\[
\frac{m^2}{H^2} = \frac{(2h)^2 - 1}{4} \quad \text{where} \quad \nu = \pm \frac{1}{2}.
\]

These fields also accommodate the scalar sector of Vasiliev Higher Spin gravity on de Sitter.

In this case, the Hankel functions have a very simple form to work with

\[
H^{(1)}_{\pm\frac{1}{2}}(q|\eta|) \simeq \frac{e^{-iq\eta}}{\sqrt{q|\eta|}}.
\]

The only difference between \( \nu = +\frac{1}{2} \) and \( \nu = -\frac{1}{2} \) is an overall numerical coefficient which can be dismissed for our purposes. Thus we have the following mode functions

\[
\phi_q(\eta) = \eta^{\Delta_-} \frac{e^{-iq\eta}}{\sqrt{2q}} \quad \text{with} \quad \Delta_- = h - \frac{1}{2} \quad \text{for} \quad \frac{m^2}{H^2} = h^2 - \frac{1}{4}.
\]

in this case.

At this point we would like to read off the expression for the boundary operators \( \mathcal{O}_{\Delta} \) by matching the late time limit of the general solution

\[
\phi(\vec{x}, \eta) = \int \frac{d^2q}{(2\pi)^2} \frac{q^{\Delta_-}}{\sqrt{q^2}} \left[ a_q e^{-i\eta q + i\vec{q} \cdot \vec{x}} + a^*_q e^{i\eta q - i\vec{q} \cdot \vec{x}} \right],
\]

to the expected form of (12). Following the procedure outlined in [34] for the case of Vasiliev scalar on \( dS_4 \), rewriting (18) as

\[
\phi(\vec{x}, \eta) = \int \frac{d^2q}{(2\pi)^2} \frac{q^{\Delta_-}}{\sqrt{q^2}} \left[ f_1(q) \cos(q\eta) + f_2(q) \sin(q\eta) \right] e^{i\vec{q} \cdot \vec{x}}
\]
makes it easier to take the late time limit. We can achieve this by sending $\vec{q} \to -\vec{q}$ in the second term of (18). In this limit $d^3q \to d^3q$, $\vec{q} \cdot \vec{x} \to -\vec{q} \cdot \vec{x}$, $q \to q$ and $a^\dagger_{\vec{q}} \to a^\dagger_{-\vec{q}}$, leading to
\[
\phi(\vec{x}, \eta) = \int \frac{d^{2h}q}{(2\pi)^{2h}} \frac{\eta^\Delta}{\sqrt{2q}} \left[ a_q e^{-i\eta q} + a^\dagger_{-\vec{q}} e^{i\eta q} \right] e^{i\vec{q} \cdot \vec{x}}. \tag{20}
\]
Lastly, expanding the exponential functions in terms of sines and cosines gives
\[
\phi(\vec{x}, \eta) = \int \frac{d^{2h}q}{(2\pi)^{2h}} \frac{\eta^\Delta}{\sqrt{2q}} \left[ (a_q + a^\dagger_{-\vec{q}}) \cos(q\eta) - i \left( a_q - a^\dagger_{-\vec{q}} \right) \sin(q\eta) \right] e^{i\vec{q} \cdot \vec{x}}, \tag{21}
\]

hence,
\[
f_1(q) = a_q + a^\dagger_{-\vec{q}} \tag{22a}
\]
\[
f_2(q) = -i \left( a_q - a^\dagger_{-\vec{q}} \right) \tag{22b}
\]

The family of solutions with $\nu = \pm \frac{1}{2}$ are related to each other by $\Delta_+ = \Delta_- + 1 = \Delta + 1$. Since $\cos(q\eta) \to 1$ and $\sin(q\eta) \to q\eta$ as $\eta \to 0$, the format (19) in the late time limit becomes
\[
\lim_{\eta \to 0} \phi(\vec{x}, \eta) = \int \frac{d^{2h}q}{(2\pi)^{2h}} \frac{\eta^\Delta}{\sqrt{2q}} \left[ \frac{\eta \Delta - f_1(q)}{\sqrt{2q}} + \frac{\eta \Delta + f_2(q)}{2} \right] e^{i\vec{q} \cdot \vec{x}}
\]
\[
= \int \frac{d^{2h}q}{(2\pi)^{2h}} \left[ \eta^\Delta - \frac{f_1(q)}{\sqrt{2q}} + \eta^\Delta \frac{f_2(q)}{2} \right] e^{i\vec{q} \cdot \vec{x}}. \tag{23}
\]

By equations (22) and (23) we can read off that for scalar fields whose mass satisfy the relation $\frac{m^2}{H^2} = h^2 - \frac{1}{4}$, the boundary operators are
\[
\alpha(q) = \frac{a_q + a^\dagger_{-\vec{q}}}{\sqrt{2q}} \tag{24a}
\]
\[
\beta(q) = -i \sqrt{\frac{q}{2}} \left( a_q - a^\dagger_{-\vec{q}} \right). \tag{24b}
\]
irrespective of the dimension $2h$. This matches the operators considered in [34] up to an overall minus sign and a normalization convention. Hence forth, we use the notation that the lower weight operator is denoted by $\alpha$ and the higher weight by $\beta$.

C. Light Scalars in General

Notice that since
\[
c \equiv \nu = \sqrt{h^2 - \frac{m^2}{H^2}}, \tag{25}
\]
the weight $c$ can be real or purely imaginary depending on the mass of the scalar. For light scalars with masses in the range

$$\frac{m^2}{H^2} < h^2,$$

the weight $c$ is a real number and the previous case of $\frac{m^2}{H^2} = h^2 - \frac{1}{4}$ is in fact contained in this range as a special case. We now discuss light fields more generally. Depending on the value of $\nu$, i.e. whether it is positive or negative or integer, the late time limit of Bessel functions for obtaining the boundary operators needs to be taken with some care.

When $\text{Re}(\nu) > 0$ or when $\nu = -\frac{1}{2}, -\frac{3}{2}, -\frac{5}{2}, \ldots$ in the limit $q|\eta| \to 0$ the Bessel functions behave as

$$\lim_{q|\eta| \to 0} J_\nu(q|\eta|) \to \frac{1}{\Gamma(\nu + 1)} \left( \frac{q|\eta|}{2} \right)^\nu,$$

$$\lim_{q|\eta| \to 0} Y_\nu(q|\eta|) \to -\frac{\Gamma(\nu)}{\pi} \left( \frac{q|\eta|}{2} \right)^{-\nu}.$$  

(27a)  

(27b)

Comparing the asymptotic behaviors of $J_\nu(q|\eta|)$ and $Y_\nu(q|\eta|)$, as the argument tends to zero the branch with the negative exponent will dominate over the branch with the positive exponent. Hence, in practice $\lim_{z \to 0} H^{(1)}_\nu(z) \sim z^{-|\nu|}$. But this practical expression will involve only one of the two boundary operators, the one with the lower scaling dimension $\Delta = h - |\nu|$.

As we want to be knowledgeable of both operators we take instead the limiting form as

$$\lim_{q|\eta| \to 0} H^{(1)}_\nu(q|\eta|) \to \frac{1}{\Gamma(\nu + 1)} \left( \frac{q|\eta|}{2} \right)^\nu - \frac{\Gamma(\nu)}{\pi} \left( \frac{q|\eta|}{2} \right)^{-\nu}.$$  

(28)

With this asymptotic behavior, the general solution (11) when $\nu > 0$ or when $\nu = -\frac{1}{2}, -\frac{3}{2}, \ldots$, in the late time limit turns into

$$\lim_{z \to 0} \phi(\vec{x}, \eta) = \int \frac{d^{2h}q}{(2\pi)^{2h}} \left\{ |\eta|^{h-\nu} \left[ -i \frac{\Gamma(\nu)}{\pi} \left( \frac{q}{2} \right)^{-\nu} \left( a_{\vec{q}} - a^{\dagger}_{-\vec{q}} \right) \right] \\
+ |\eta|^{h+\nu} \left[ \frac{1}{\Gamma(\nu + 1)} \left( \frac{q}{2} \right)^\nu \left( a_{\vec{q}} + a^{\dagger}_{-\vec{q}} \right) \right] \right\} e^{i\vec{q} \cdot \vec{x}}$$

(29)

There is some subtlety in reading off the boundary operators from (29), depending on what $\nu$ is being considered. Keeping in mind that so far our notation has been such that the operator with the bigger scaling dimension is denoted as $\beta$ and the one with the smaller dimension as $\alpha$, $\Delta_\beta > \Delta_\alpha$, we consider the late time solution (29) in two branches.
1. The branch when \( \nu > 0 \)

When \( \nu > 0 \) the exponents are ordered as

\[
h - \nu < h + \nu. \tag{30}\]

Thus we identify the boundary operators as

\[
\alpha^I(q) = -i \frac{\Gamma(\nu)}{\pi} \left( \frac{q}{2} \right)^{-\nu} (a_{\vec{q}} - a_{\vec{-q}}^\dagger) \quad \text{with} \quad \Delta^I_\alpha = h - \nu, \tag{31a}\]

\[
\beta^I(q) = \frac{1}{\Gamma(\nu + 1)} \left( \frac{q}{2} \right)^{\nu} (a_{\vec{q}} + a_{\vec{-q}}^\dagger) \quad \text{with} \quad \Delta^I_\beta = h + \nu. \tag{31b}\]

2. The branch when \( \nu = -\frac{2n+1}{2} \)

In this branch \( \nu = -\frac{1}{2}, -\frac{3}{2}, \text{etc.} \), and the exponents are ordered as

\[
h - \nu = h + \frac{2n+1}{2} > h + \nu = h - \frac{2n+1}{2}. \tag{32}\]

Thus, for \( \nu = -\frac{2n+1}{2} \) where \( n = 0, 1, 2, \text{etc.} \), the identification of the boundary operators are as

\[
\alpha^{II}(q) = \frac{1}{\Gamma\left(\frac{1-2n}{2}\right)} \left( \frac{q}{2} \right)^{-\frac{2n+1}{2}} (a_{\vec{q}} + a_{\vec{-q}}^\dagger) \quad \text{with} \quad \Delta^{II}_\alpha = h - \frac{2n+1}{2}, \tag{33a}\]

\[
\beta^{II}(q) = -i \frac{\Gamma\left(-\frac{2n+1}{2}\right)}{\pi} \left( \frac{q}{2} \right)^{\frac{2n+1}{2}} (a_{\vec{q}} - a_{\vec{-q}}^\dagger) \quad \text{with} \quad \Delta^{II}_\beta = h + \frac{2n+1}{2}. \tag{33b}\]

The special case of scalar fields with mass \( m^2 = h^2 - \frac{1}{4} \) presented in section II.B belongs to this branch with \( \nu = -\frac{1}{2} \). Indeed letting \( n = 0 \), so that \( \Gamma\left(-\frac{1}{2}\right) = -2\sqrt{\pi} \) and \( \Gamma\left(\frac{3}{2}\right) = \frac{\sqrt{\pi}}{2} \) equations (33) give

\[
\alpha^{II}(q) = \sqrt{\frac{2}{\pi q}} \left( a_{\vec{q}} + a_{\vec{-q}}^\dagger \right) \tag{34a}\]

\[
\beta^{II}(q) = i \sqrt{\frac{2q}{\pi}} \left( a_{\vec{q}} - a_{\vec{-q}}^\dagger \right). \tag{34b}\]

These expressions match the previous solutions presented in (24) for this case, up to a factor of two and a minus sign in the case of \( \beta^{II} \). They also match the solutions of (34), again up to numerical factors.
3. The connection between the two branches

We have so far split the light scalar operators into two branches in order to better classify the lower and higher dimensional operators. Among the first branch operators, the ones that arise for $\nu = \frac{2n+1}{2}$ will have scaling dimensions $h \pm \frac{2n+1}{2}$. These scaling dimensions also come up in the operators of the second branch, suggesting a possible connection between the two branches. Indeed, such a connection exists. At a first glance one would expect to be able to establish a connection between $\alpha^I$ and $\alpha^{II}$ or $\beta^I$ and $\beta^{II}$. However, a detailed study which we reserve for the appendix [C] shows that the $\beta$ operators of one branch are related to the $\alpha$ operators of the other branch by a shadow transformation. This relation is schematically depicted in figure 1. The shadow transformation is an important concept which we introduce in more detail in section IVB.

D. The case $\frac{m^2}{\hbar^2} = h^2$

This is a special case for which $\nu = 0$ suggesting that there should be only one operator with scaling dimension $\Delta = h$. The analytic expression for the small argument limit of $H_0^{(1)}$
is

\[ H_0^{(1)}(z) \approx 1 + \frac{2i}{\pi} \ln(z) + O(z)^2. \]  

so that (11) leads to

\[ \lim_{q|\eta| \to 0} \phi(\vec{x}, \eta) \to \int \frac{d^2 h q}{(2\pi)^2} |\eta|^h \left[ a_q + a_{-q}^\dagger + \frac{2i}{\pi} \ln(q|\eta|) \left( a_q - a_{-q}^\dagger \right) \right] e^{i\vec{q} \cdot \vec{x}} \]  

We observe that the first piece is finite and we deduce that the boundary operator is

\[ \alpha^{\nu=0}(q) = a_q + a_{-q}^\dagger \text{ with } \Delta^{\nu=0} = h \]  

The 2nd piece is logarithmically divergent as \( \eta \to 0 \). We speculate that one possibility is to impose the additional condition \( a_q^\dagger = a_{-q} \) which removes the divergence. Otherwise, if the log is kept, it likely leads to a second solution which does not fall into the template (12). This merging of solutions have been noted to be associated with approach to critical behavior.

In the context of AdS/CFT, it has been noticed that such solutions from the gravity side correspond to logarithmic CFT’s, see [35] for an introduction of logCFT’s based on linear second order differential equations at a critical point and [36] for further generalizations.\(^1\)

### E. Heavy Scalars

For scalar fields with mass in the range \( \frac{m^2}{\hbar^2} > h^2 \), the parameter \( \nu \) is purely imaginary, \( \nu = i\rho \). With such a parameter, the Bessel equation (8) becomes

\[ \frac{d^2}{du^2} \phi(u) + \frac{1}{u} \frac{d}{du} \phi(u) + \left( 1 + \frac{\rho^2}{u^2} \right) \phi(u) = 0 \]  

where we previously defined \( \phi_q(\eta) \equiv \eta^h \phi(q\eta) \) and \( u \equiv q\eta \). The solutions to (38) are the functions \( \tilde{J}_\rho(u) \) and \( \tilde{Y}_\rho(u) \), who are related to the solutions \( J_\nu(u) \) and \( Y_\nu(u) \) of (8) as follows

\[ \tilde{J}_\rho(u) = \text{sech} \left( \frac{\pi \rho}{2} \right) \text{Re}[J_{i\rho}(u)] \]  

\[ \tilde{Y}_\rho(u) = \text{sech} \left( \frac{\pi \rho}{2} \right) \text{Re}[Y_{i\rho}(u)] \]  

\(^1\) We thank Joris Raeymaekers for pointing out the connection with logCFT’s.
where $\rho \in \mathbb{R}$, and $u \in (0, \infty)$. The limiting form of these functions are as follows

$$\lim_{u \to 0} \tilde{J}_\rho \simeq \sqrt{\frac{2}{\pi \rho}} \cos \left( \rho \ln \left( \frac{u}{2} \right) - \gamma_\rho \right)$$

$$\lim_{u \to 0} \tilde{Y}_\rho(u) \simeq \sqrt{\frac{2}{\pi \rho}} \sin \left( \rho \ln \left( \frac{u}{2} \right) - \gamma_\rho \right)$$

where the coefficient $\gamma_\rho$ is defined by

$$\Gamma(1 + i\rho) = \left( \frac{\pi \rho}{\sinh(\pi \rho)} \right)^{1/2} e^{i\gamma_\rho}. \quad (41)$$

In this case the solution that satisfies the Bunch-Davies initial condition is

$$\phi(\vec{x}, \eta) = \int \frac{d^2 q}{(2\pi)^2} \eta^h \left[ \tilde{H}_\rho^{(1)}(q|\eta|) a_\vec{q} e^{i\vec{q} \cdot \vec{x}} + \tilde{H}_\rho^{(1)*}(q|\eta|) a_\vec{q}^\dagger e^{-i\vec{q} \cdot \vec{x}} \right], \quad (42)$$

where

$$\tilde{H}_\rho^{(1)}(q|\eta|) = \tilde{J}_\rho(q|\eta|) + i \tilde{Y}_\rho(q|\eta|). \quad (43)$$

Our goal is now to put (42) into the template given by (23) by taking the late time limit. For this purpose we set again $\vec{q} \to -\vec{q}$ in (42). The late time limit of the Hankel function works as follows

$$\lim_{q|\eta| \to 0} \tilde{H}_\rho^{(1)} = \lim_{q|\eta| \to 0} \tilde{J}_\rho(q|\eta|) + i \lim_{q|\eta| \to 0} \tilde{Y}_\rho(q|\eta|)$$

$$= \sqrt{\frac{2}{\pi \rho}} \left\{ \sqrt{\tanh \left( \frac{\pi \rho}{2} \right)} \cos \left[ \rho \ln \left( \frac{q|\eta|}{2} \right) - \gamma_\rho \right] \right. \right.$$

$$+ i \sqrt{\coth \left( \frac{\pi \rho}{2} \right)} \sin \left[ \rho \ln \left( \frac{q|\eta|}{2} \right) - \gamma_\rho \right] \} . \quad (44a)$$

$$+ i \sqrt{\coth \left( \frac{\pi \rho}{2} \right)} \sin \left[ \rho \ln \left( \frac{q|\eta|}{2} \right) - \gamma_\rho \right] \} . \quad (44b)$$

By noting that $\rho = -i\nu$ while $\cos(i\theta) = \cosh(\theta)$ and $\sin(i\theta) = i \sinh(\theta)$, the trigonometric functions can be turned into hyperbolic functions which act to take the inverse of the natural logarithm. Thus one can rewrite the trigonometric functions as

$$\cos \left[ \rho \ln \left( \frac{q|\eta|}{2} \right) - \gamma_\rho \right] = \cos \frac{\gamma_\rho}{2} \left[ \left( \frac{q|\eta|}{2} \right)^\nu + \left( \frac{q|\eta|}{2} \right)^{-\nu} \right]$$

$$- \frac{i \sin \gamma_\rho}{2} \left[ \left( \frac{q|\eta|}{2} \right)^\nu - \left( \frac{q|\eta|}{2} \right)^{-\nu} \right] \quad (45a)$$

$$\sin \left[ \rho \ln \left( \frac{q|\eta|}{2} \right) - \gamma_\rho \right] = -i \cos \frac{\gamma_\rho}{2} \left[ \left( \frac{q|\eta|}{2} \right)^\nu - \left( \frac{q|\eta|}{2} \right)^{-\nu} \right]$$

$$- \frac{\sin \gamma_\rho}{2} \left[ \left( \frac{q|\eta|}{2} \right)^\nu + \left( \frac{q|\eta|}{2} \right)^{-\nu} \right] . \quad (45b)$$
Plugging equations (45) into (44) one obtains
\[
\lim_{\eta |\eta| \to 0} \tilde{H}^{(1)}_\rho (q|\eta|) = c_\rho \left[ \left( \frac{q|\eta|}{2} \right)^\nu + \left( \frac{q|\eta|}{2} \right)^{-\nu} \right] + d_\rho \left[ \left( \frac{q|\eta|}{2} \right)^\nu - \left( \frac{q|\eta|}{2} \right)^{-\nu} \right],
\]
where the complex coefficients \(c_\rho\) and \(d_\rho\) are defined as
\[
c_\rho \equiv \frac{2}{\pi \rho} \sqrt{\frac{2}{\pi \rho} \left[ \sqrt{\tanh \left( \frac{\pi \rho}{2} \right) \cos \frac{\gamma}{2} - i \sqrt{\coth \left( \frac{\pi \rho}{2} \right) \sin \frac{\gamma}{2}} \right]}, \tag{47a}
\]
\[
d_\rho \equiv \frac{2}{\pi \rho} \sqrt{\frac{2}{\pi \rho} \left[ \sqrt{\tanh \left( \frac{\pi \rho}{2} \right) \cos \frac{\gamma}{2} + i \sqrt{\coth \left( \frac{\pi \rho}{2} \right) \sin \frac{\gamma}{2}} \right]. \tag{47b}
\]

With everything put together and noting that \(\nu^* = -\nu\), the late time limit for \(\phi(\vec{x}, \eta)\) gives
\[
\lim_{q|\eta| \to 0} \phi(\vec{x}, \eta) = \int \frac{d^{2h}q}{(2\pi)^{2h}} \left\{ \eta^{h+\nu} \left[ \left( (c_\rho + d_\rho) a_{\vec{q}} + (c_\rho^* - d_\rho^*) a_{\vec{q}}^\dagger \right) \left( \frac{q}{2} \right)^\nu \right] + \eta^{h-\nu} \left[ \left( (c_\rho - d_\rho) a_{\vec{q}} + (c_\rho^* + d_\rho^*) a_{\vec{q}}^\dagger \right) \left( \frac{q}{2} \right)^{-\nu} \right] \right\}. \tag{48a}
\]

Matching (48) to (12) we can read off that for \(\nu = i\rho\) and \(\rho > 0\)
\[
\alpha(q) = \left[ (c_\rho - d_\rho) a_{\vec{q}} + (c_\rho^* + d_\rho^*) a_{\vec{q}}^\dagger \right] \left( \frac{q}{2} \right)^{-\nu} \quad \text{where} \quad \Delta_- = h - \nu, \tag{49a}
\]
\[
\beta(q) = \left[ (c_\rho + d_\rho) a_{\vec{q}} + (c_\rho^* - d_\rho^*) a_{\vec{q}}^\dagger \right] \left( \frac{q}{2} \right)^\nu \quad \text{where} \quad \Delta_+ = h + \nu. \tag{49b}
\]

### III. ELEMENTS AND ELEMENTARY REPRESENTATIONS OF \(G = SO(2h + 1, 1)\)

The main purpose of this section is to introduce how the elementary representations of \(SO(2h + 1, 1)\) can be realized, and set the notation. With this in mind we summarise some general results from [29] that serve as a starting point for the following sections. Further details are left for the appendix (A).

#### A. Group Elements of \(SO(2h + 1, 1)\)

The group \(G = SO(2h + 1, 1)\), with \(h\) a half-integer, is composed of all linear transformations on the real \(2h + 1\)-dimensional vector space that leave the quadratic form
\[
\xi^2 = \xi_\eta \xi = \xi_1^2 + ... + \xi_{2h+1}^2 - \xi_0^2 \quad \text{where} \quad \eta_{\mu\nu} = \text{diag}(-1, 1, ..., 1), \tag{50}
\]
invariant. The elements \(g\) of the group \(G = SO(2h + 1, 1)\) satisfy
\[
g^T \eta g = \eta, \quad \det g = 1, \quad g^0_0 \geq 1, \tag{51}
\]
and the generators $X$ of the corresponding Lie algebra obey

$$X^T \eta + \eta X = 0. \quad (52)$$

As a specific example we list the Killing vectors for the case $h = 3/2$ (so that $N = 4$) that is of specific interest for cosmological applications, in appendix [A2].

The group $SO(2h + 1, 1)$ is composed of six subgroups: the maximal compact subgroup $K = SO(2h + 1)$, the Euclidean Lorentz group $M = SO(2h)$, the group $N$ of special conformal transformations, the group $\tilde{N}$ of translations, the group $A = SO(1, 1)$ of dilatations and the Cartan subgroup $H$. We list these subgroups, typical element notation, generators and irreducible representations of some of them, as relevant in to this work, in table [I]. Any element $g \in G$ can be decomposed in terms of elements of these subgroups as noted in the appendix [A3]. The subgroup $P = NAM$ is called the parabolic subgroup and plays a central role in the induced representations that we present in the next subsection.

The quadratic Casimir of $SO(2h + 1, 1)$ is

$$\Omega = -\frac{1}{2} X^2_{ij} + D^2 + 2hD + C_i T_i \quad (53)$$

$$= \ell(\ell + 2h - 2) + c^2 - h^2, \quad (54)$$

which depends on the spin $\ell$ and scaling weights $h$ and $c$. Accordingly the irreducible representations are labeled by, $\ell$ the label for irreducible representations $D^\ell(m)$ of the subgroup $M = SO(2h)$, $h$ which depends on the dimensionality of $G$, i.e. $\dim(G) = 2h + 1$, and weight $c$ which can be either real or purely imaginary.

### B. Induced (Elementary) Representations

In this subsection we present the induced elementary representations of $SO(2h + 1, 1)$ by the parabolic subgroup $P = NAM$, following [29]. In general, a representation of a group $G$ into a vector space $V$ is a map from $G$ to the group of automorphisms $\text{aut}(V)$ of $V$, that is $\Pi : G \to \text{aut}(V)$. An element $g \in G$ is mapped to an element $\Pi_g \in \text{aut}(V)$ with the
requirement that the map is a homomorphism, that is for an \( 2 \) element \( v \in V \)

\[
\Pi_g \Pi_{g'} v = \Pi_{gg'} v \quad \forall \ g, g' \in G. \tag{56}
\]

In constructing the representations of \( SO(2h+1,1) \) induced by \( P = NAM \), we start from

| Group                | \( G = SO(2h+1,1) \) | \( h \) | \( \mu, \nu = 0, 1, \ldots, 2h + 1 \) | \( \chi = [l, c] \) |
|----------------------|------------------------|-------|-------------------------------------|-------------------|
| \( K = SO(2h+1) \)  | \( k \)                | \( X_{AB} \) | \( A, B = 1, \ldots, 2h + 1 \)    | \( |a|^{-h-c} = |a|^{-\Delta} \) |
| \( A = SO(1,1) \)  | \( a \)                | \( D = X_{2h+1} \) | \( 0 \)                            |                   |
| \( M = SO(2h) \)  | \( m \)                | \( X_{ij} \) | \( i, j = 1, \ldots, 2h \)         | \( D^i(m) \)      |
| \( N \) Special Conformal Transformations | \( n \) | \( C_i = X_{i0} - X_{i(2h+1)} \) | | |
| \( \tilde{N} \) Translations | \( \tilde{n} \) | \( T_i = X_{i0} + X_{i(2h+1)} \) | | |
| H Cartan subgroup | | | | |

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Group & \( G = SO(2h+1,1) \) & \( h \) & \( \mu, \nu = 0, 1, \ldots, 2h + 1 \) \\
\hline
\( K = SO(2h+1) \) & \( k \) & \( X_{AB} \) & \( A, B = 1, \ldots, 2h + 1 \) \\
\hline
\( A = SO(1,1) \) & \( a \) & \( D = X_{2h+1} \) & \( 0 \) \\
\hline
\( M = SO(2h) \) & \( m \) & \( X_{ij} \) & \( i, j = 1, \ldots, 2h \) \\
\hline
\( N \) Special Conformal Transformations & \( n \) & \( C_i = X_{i0} - X_{i(2h+1)} \) & \\
\hline
\( \tilde{N} \) Translations & \( \tilde{n} \) & \( T_i = X_{i0} + X_{i(2h+1)} \) & \\
\hline
H Cartan subgroup & & & \\
\hline
\end{tabular}
\caption{The subgroups of \( SO(2h+1,1) \)}
\end{table}

\footnote{As an example, consider the \( d \)-dimensional Hilbert space \( \mathcal{H} = \mathbb{C}^d \) of complex vectors endowed with the usual inner product. Consider also the set of homogeneous polynomials of degree \( \ell \), denoted by \( \mathcal{P}_\ell : \mathcal{H} \to \mathbb{C} \). For \( p \in \mathcal{P}_\ell \), and \( \text{and } z \in \mathcal{H} \) we have \( p(z) = p_{I_1 \ldots I_\ell} z_{I_1} \ldots z_{I_\ell} \) where the indices \( I_m \) with \( m = 1 \ldots \ell \) take values in the integer set \( 1 \ldots d \) (summation is understood with repeated indices) and \( p_{I_1 \ldots I_\ell} \in \mathbb{C} \). These polynomials act as operators on \( \mathcal{H} \) and it may be easily shown that \( \mathcal{P}_\ell \) is a vector space over \( \mathbb{C} \). If we now consider the group \( G = GL(d, \mathbb{C}) \) acting on \( \mathbb{C}^d \), and we define the map \( g \to \Pi_g \) for any \( g \in G \) through the left action}

\[
(\Pi_g p)(z) = p(g^{-1}z) \quad \forall \ p \in \mathcal{P}_\ell, \ z \in \mathcal{H}, \ g \in G.
\tag{55}
\]

then \( \Pi_g [(\Pi_g p)](z) = (\Pi_g p)(g^{-1}z) = p(g^{-1}g^{-1}z) = p[(gg')^{-1}z] = (\Pi_{gg'} p)(z) \) so that (56) is satisfied and \( \Pi_g \) is a representation of \( G \) in \( \mathcal{P}_\ell \).
the unitary induced representations of $M$ and $A$ denoted by $D^\ell(m)$ and $|a|^{-(h+c)}$ respectively, where $m \in M$ and $a \in A$ are generic elements of $M$ and $A$. Taking these together, the unitary induced representations of $P$ are simply $|a|^{-h-c}D^\ell(m)$. Then the representations of $SO(2h + 1, 1)$ induced by $P$ are labeled by the pair

$$\chi = \{\ell, c\}$$

(57)

where the spin $\ell$ labels the $M$ representations and the scaling weight $c$ labels the $A$ representations and are constructed as follows.

We start from the Hilbert space $\mathcal{V}^\ell$ which realises the unitary representations of $M$ and consider $\mathcal{V}^\ell$-valued infinitely differentiable functions $f$ on $G$, that is $f : G \rightarrow \mathcal{V}^\ell$, $f(g) \in \mathcal{V}^\ell$. The functions $f$ live on the space $\mathcal{C}_\chi$, i.e. $f \in \mathcal{C}_\chi$ and are required to satisfy the so called covariance condition

$$f(gnam) = |a|^{h+c}D^\ell(m)^{-1}f(g),$$

(58)

We now construct the representations of $G$ induced by $P$ by taking the space $\text{aut}(\mathcal{C}_\chi)$ of automorphisms of $\mathcal{C}_\chi$ and considering the maps $I_\chi : G \rightarrow \text{aut}(\mathcal{C}_\chi)$, such that $I_\chi^g \in \text{aut}(\mathcal{C}_\chi)$ defined by

$$(I_\chi^g f)(g') = f(g^{-1}g') \quad \forall g, g' \in G, \ f \in \mathcal{C}_\chi.$$  

(59)

It is straightforward to show that $I_\chi^g$ obey (56).

For comparison, by the Iwasawa decomposition mentioned in appendix A $g = kna$ and in the absence of $m$, the covariance condition of $\mathcal{C}_\chi$ reads

$$f(kna) = |a|^{h+c}f(k).$$

(60)

This condition defines a space of covariant functions on $K$,

$$C(K, \mathcal{V}^\ell) = \{f(k) : K \rightarrow \mathcal{V}^\ell; \quad f(kna) = |a|^{h+c}f(k)\},$$

(61)

where each space $\mathcal{C}_\chi$ can be identified with a space $C(K, \mathcal{V}^\ell)$. A given irreducible representation $\chi$ of $G$ is related to a unique irreducible representation of $K$. Finally the compact picture realization of the elementary representation, denoted as $\tilde{I}_\chi$ is

$$(\tilde{I}_\chi f)(k) = |a|^{h+c}f(k_g).$$

(62)

---

3 We refer the readers interested more on this matter to sections 2.A and 3.A of [29].
From the $M$–invariant scalar product $\langle , \rangle$ on $V^\ell$, one can define a $K$–invariant scalar product $(,)$ on $C(K, V^\ell)$ via

$$ (f_1, f_2) = \int_K dk \langle f_1(k), f_2(k) \rangle $$

where $dk$ is the normalized Haar measure on $K$.

The possibility to restrict the definition of representations on function space $C_\chi$ to the compact subspace $K$ suggests that the integral over the compact space will stay finite, leading to a finite inner product which in turn can be recognized as a finite probability rate.

1. Connection to functions over the Euclidean space $\mathbb{R}^{2h}$

How do the representations realized by functions $f \in C_\chi$ acting on $G$, relate to functions $f : \mathbb{R}^{2h} \to V^\ell$ that act on the $\vec{x}$-space $\mathbb{R}^{2h}$? There is a unique correspondence between the elements of Euclidean space $\vec{x} \in \mathbb{R}^{2h}$, and the elements $\tilde{n} \in \tilde{N}$ of the subgroup of translations such that the functions over $\mathbb{R}^{2h}$ match the functions over $\tilde{N}$ via

$$ f(\vec{x}) = f(\tilde{n}\vec{x}). \quad (64) $$

Here $\tilde{n}\vec{x}$ denotes the specific element of $\tilde{N}$ that corresponds to the specific element $\vec{x} \in \mathbb{R}^{2h}$.

Now $\tilde{n} \in \tilde{N}$ is also related any $g \in G$, by the Bruhat decomposition $g = \tilde{n}nam$. Considering the representations $I^\chi$ defined by (59) and setting $g' = \tilde{n}\vec{x}$ leads to

$$ (I^\chi_g f)(\tilde{n}\vec{x}) = f(g^{-1}\tilde{n}\vec{x}) $$

The element $\vec{x}_g \in \mathbb{R}^{2h}$ corresponding to a group element $g \in G$ is defined as

$$ g^{-1}\tilde{n}\vec{x} = \tilde{n}_{\vec{x}_g} n^{-1} a^{-1} m^{-1}. \quad (66) $$

so that (65) becomes

$$ (I^\chi_g f)(\tilde{n}\vec{x}) = f(\tilde{n}_{\vec{x}_g} n^{-1} a^{-1} m^{-1}) \quad (67) $$

Plugging $g = \tilde{n}_{\vec{x}_g} n^{-1} a^{-1} m^{-1}$ into the covariance condition (58) leads to

$$ f(\tilde{n}_{\vec{x}_g} n^{-1} a^{-1} m^{-1}) = |a|^{-h-c} D^\ell(m) f(\tilde{n}_{\vec{x}_g}) \quad (68) $$

Now, the set of functions $f$ form the space $C_\chi$, that is $f \in C_\chi$ and with the identification (64), one arrives at

$$ (T^\chi_g f)(\vec{x}) = |a|^{-h-c} D^\ell(m) f(\vec{x}_g) \quad (69) $$

20
which defines the representations $T^\chi : G \to \mathbb{R}^{2h}$ with $T^\chi_g \in \text{aut}(C_\chi)$ of $G$ in $\mathbb{R}^{2h}$.

To summarize, we discussed how the elementary representations $\chi = \{\ell, c\}$ are realized by infinitely differentiable covariant functions $f \in C_\chi$ and further discussed their properties. Considering the realization of the representations as functions on the Euclidean space $\mathbb{R}^{2h}$, they are denoted by $f(\vec{x}_g)$ and form the function space $C_\chi$. The connection between $f(\vec{x}_g)$ and $f(g)$ is established through their values on the elements of the subgroup of translations $\tilde{N}$, via (64). We recognize the functions $f(\vec{x}_g)$ as the operators $\alpha$ and $\beta$ identified throughout section II in momentum space, that capture the late time behavior of scalar fields of diverse masses on de Sitter space.

IV. UNITARY REPRESENTATIONS OF $SO(2h + 1, 1)$

A. Unitarity and the principal series representations

Now we turn our attention to the $\mathbb{R}^{2h}$ realization of the representations, $T^\chi_g$. The unitarity of $T^\chi_g$ implies the existence of a bilinear form on $C_\chi$ whose structure is preserved by the representation $T^\chi \otimes T^\chi$ of $G$. That is $\forall f_1, f_2 \in C_\chi$ if

$$ (f_1, f_2) = \int \langle f_1(\vec{x}), f_2(\vec{x}) \rangle d^{2h}x $$

then

$$ (T^\chi_g f_1, T^\chi_g f_2) = \int \langle f_1(\vec{x}_g), f_2(\vec{x}_g) \rangle d^{2h}x_g. $$

In return unitary representations lead to positive definite probabilities because the scalar product between two states is understood as a probability rate and the scalar product on the right hand side of (71) is positive definite by definition. Following [29] let us work out the condition that this definition brings about for the representations.

The elementary representation $\chi = \{\ell, c\}$ is realized on $\mathbb{R}^{2h}$ via (69). The bilinear product works as

$$ (T^\chi_g f_1, T^\chi_g f_2) = \int \langle T^\chi_g f_1, T^\chi_g f_2 \rangle d^{2h}x. $$

The right hand side can be expanded by (69) as

$$ \text{RHS} = \int \langle |a|^{-h-c}D^\ell(m)f_1(\vec{x}_g), |a|^{-h-c}D^\ell(m)f_2(\vec{x}_g) \rangle d^{2h}x. $$
Since $\langle Au, Bv \rangle = \langle u, A^\dagger Bv \rangle$ for arbitrary linear operators $A, B$,

$$\text{RHS} = \int \langle f_1(x_g), |a|^{-h-c} D^\ell(m) f_2(x_g) \rangle d^{2h}x$$

(74)

$$= \int |a|^{-2h-c-c} (f_1(x_g), D^\ell(m)^\dagger D^\ell(m)f_2(x_g)) d^{2h}x$$

(75)

where we used the fact that $h \in \mathbb{R}$ and that $a$ being an element of dilatations is simply a scale factor and can be taken out of the inner product. As $D^\ell(m)$ is an element of $SO(2h)$ then $D^\ell(m)^\dagger = D^\ell(m)^T$ and moreover $D^\ell(m)^T D^\ell(m) = \mathbb{I}$ is the identity element. Therefore

$$\text{RHS} = \int \langle f_1(x_g), f_2(x_g) \rangle |a|^{-(c^*+c)} |a|^{-2h} d^{2h}x.$$ 

(76)

The connection between $\vec{x}$ and $\vec{x}_g$ involves the action of special conformal transformations, dilatations and rotations via (66). Among all these transformations only the Jacobian of dilatations is nontrivial and gives

$$|a|^{-2h} d^{2h}x = d^{2h}x_g,$$

(77)

so that we arrive at

$$\int \langle f_1(x_g), f_2(x_g) \rangle |a|^{-(c^*+c)} dx_g.$$ 

(78)

This matches (71) provided $c^* = -c$, that is if $c$ is purely imaginary $c = i\rho$.

The function space $C_\chi$ can be completed into a Hilbert space $\mathcal{H}_\chi$ by equipping it with the scalar product (71). From now on the representation $T^\chi$ for $\chi = \{\ell, i\rho\}$ is identified with its extension to a unitary representation of $G$ in $\mathcal{H}_\chi$. This family of unitary representations, constructed via the scalar product (71), are called the "(unitary) principal series representations" and they are irreducible [37, 38].

The heavy scalars, that is, with masses $m^2 > h^2$ accommodate boundary operators with purely imaginary weight among the late time solutions of section II. Therefore the operators (49a) and (49b) belong to the principal series representations.

B. Real weight $c$ and the complementary series

We now turn to the case where the weight $c$ is a real number. Remember that the subtlety was that the volume element in (78) contains the factor $|a|^{-(c^*+c)}$ which is non-vanishing for real $c$. Yet if there exists an operator $A$ such that $[Af](x)$ has $\tilde{c} = -c$ for each $f(\vec{x})$
of weight $c$, then the inner product $(f, Af)$ will involve $|a|-(c+\bar{c}) = |a|-(c-c)$ and lead to a unitary representation. Such an operator $A$ indeed exists. It is defined via similarity transformations [39] and is referred to as an intertwining operator in early works [29], or $[Af](x)$ is referred to as the shadow transformation in more recent works [34]. Below we explore how the shadow transformation is expressed and how it works.

1. Definition of the Intertwining operator

We are interested in the character of a representation $\Pi_g$ defined simply by its trace $\text{Tr} \Pi_g$. A theorem stated in the first paragraph of section 4.A. of [29] (with reference to [40]) states that every $K$-finite unitary representation of $G$ is determined uniquely by the character of the representation, up to equivalence. Any irreducible representation $\ell$ of $SO(2h+1)$ is equivalent to its mirror image $\tilde{\ell}$, where for $\chi = \{\ell, c\}$ its mirror image is an $O(d)$ transformation that includes reflections $S$ such that

$$S^2 = S^T S = 1, \quad \det S = 1$$ (79)

and act on the $D^\ell$ the irreducible representations of $SO(d)$ as

$$D^{S\ell}(\Lambda) \equiv D^\ell(S\Lambda S^{-1}),$$ (80)

leading to $\tilde{\chi} = \{\tilde{\ell}, -c\}$. For $\underline{\ell} = (\ell_1, \ldots, \ell_{[h]})$ the mirror image corresponds to $\tilde{\underline{\ell}} = ((-1)^{2(h-[h])}\ell_1, \ell_2, \ldots, \ell_{[h]})$, where $[h]$ denotes the integer value of $h$ rounded down, e.g. $[3/2] = 1$. For a scalar representation $\underline{\ell} = (0, \ldots, 0)$ and hence $\tilde{\ell} = \ell$. 5

Thus, at this point we have gained awareness of the equivalence of representations $\chi = \{\ell, c\}$ and $\tilde{\chi} = \{\tilde{\ell}, -c\}$. For two equivalent representations $T$ and $T'$ acting on $\mathcal{H}_\chi$ and $\mathcal{H}'_\chi$.

4 The proof of this relation is given in Corollary 3.3 of [29].

5 The notation $\underline{\ell} = (\ell_1, \ldots, \ell_{[h]})$ denotes the highest weight representation of the group $M = SO(2h)$ where the integer part of $h$, $[h]$ denotes the rank of the group. The labels $\ell_i$ have a hierarchical order. This order is determined by the odd or even dimensionality of the group. Emphasizing the rank of the group

- for $SO(2[h])$ the ordering is $|\ell_1| \leq \ell_2 \leq \ldots \leq \ell_{[h]}$
- for $SO(2[h] + 1)$ the ordering is $0 \leq \ell_1 \leq \ell_2 \leq \ldots \leq \ell_{[h]}$

As an example in the case of $dS_4$ we have $h = 3/2$ and $M = SO(3)$ which has rank $[h] = 1$. Thus since 3 is odd the highest weight representation is $\underline{\ell} = (\ell_1)$ where $\ell_1 \geq 0$. In the case of $dS_5$, we have $h = 2$ and $M = SO(4)$ which has rank $[h] = 2$. Then, since 4 is even the highest weight representation in this case is $\underline{\ell} = (\ell_1, \ell_2)$ where $|\ell_1| \leq \ell_2$. 23
respectively, there exist a continuous linear map \( A : \mathcal{C}_\chi \to \mathcal{C}_\chi' \) such that \( AT_g = T'_gA \) for all \( g \in G \). \hfill (81)

This linear map \( A \) is called the intertwining operator. Strictly speaking, the relation (81) on its own guarantees partial equivalence. For equivalent representations, such as the \( \chi \) and \( \tilde{\chi} \) of interest, \( A \) also has a continuous inverse. Since the intertwining map \( A \), relates a representation \( \chi \) with weight \( c \) to a representation \( \tilde{\chi} \) with weight \( \tilde{c} = -c \), the action of this map guarantees that \( (f, Af) \) gives a unitary inner product. In other words while \( (f, f) \) is not unitary, the inner product \( (\tilde{f}, \tilde{f}) \), where \( \tilde{f} = Af \), is.

Consider now \( \tilde{f} \in \mathcal{C}_{\tilde{\chi}} \) on \( G \) as defined in the previous section. This realizes the IR \( \tilde{\chi} = \{ \tilde{\ell}, \tilde{c} \} = \{ \tilde{\ell}, -c \} \) and hence satisfies the covariance condition

\[
\tilde{f}(gnam) = |a|^{h+\tilde{c}}D^\tilde{\ell}(m)^{-1}\tilde{f}(g) = |a|^{h-c}D^\tilde{\ell}(m)^{-1}\tilde{f}(g). \hfill (82)
\]

The intertwining operator \( A_\chi \) is a map

\[
A_\chi : \mathcal{C}_\chi \to \mathcal{C}_\chi \quad \text{which is well defined and analytic for} \quad \text{Re}(c) < 0, \hfill (83)
\]

and is expressed as \[29\]

\[
\left( A_\chi \tilde{f} \right)(g) = \int_{\tilde{N}} \tilde{f}(gw\tilde{n}_{x})d^{2h}x \hfill (84)
\]

\[
= \int_{\tilde{N}} \tilde{f}(gwk_{x}) \frac{d^{2h}x}{(1 + x^2)^{h-c}} \hfill (85)
\]

where \( x^2 = |\vec{x}|^2 \) and where \( w \) is an element of the Weyl group \( W = M'/M \) where \( M' \cong O(2h) \) is the normalizer of \( A \) in \( K \), i.e. the set of elements \( m' \in K \) such that \( m'am^{-1} \in A, \forall a \in A \).

The inverse map is given by

\[
A_{\tilde{\chi}} : \mathcal{C}_\chi \to \mathcal{C}_{\tilde{\chi}} \quad \text{which is well defined and analytic for} \quad \text{Re}(c) > 0, \hfill (86)
\]

and in comparison with equation (83) it can be defined as

\[
[A_{\tilde{\chi}}f](g) = \int_{\tilde{N}} f(gwk_{x}) \frac{d^{2h}x}{(1 + x^2)^{h+c}} \quad \text{where} \quad f \in \mathcal{C}_\chi. \hfill (87)
\]

---

6 In general, representations related to each other by a similarity transformation, which is what equation (81) is, are called equivalent and because the trace is not effected by the similarity transformation, equivalent representations have the same trace.
Among the representations $\ell$ of $M$, those who are equivalent to their mirror representations $\tilde{\ell} = \ell$, make up a special case that can be extended to representations of $SO(2h + 1, 1)$. For this special case the equivalence map between $\{\ell, -c\}$ and $\{\tilde{\ell}, -c\}$ can be defined by

$$\mathcal{I}(I_s) : C_{\{\ell, -c\}} \rightarrow C_{\{\tilde{\ell}, -c\}} \text{ such that } [\mathcal{I}(I_s)f] = D^\ell(I_s)f(g)$$  \hfill (88)

where $I_s(x_{\ldots, 2h-1}, x_{2h}) = (-x_{\ldots, 2h-1}, x_{2h})$ is the reflection. Then the normalized intertwining operators are denoted by $G_\chi : C_{\tilde{\chi}} \rightarrow C_\chi$ and $G_{\tilde{\chi}} : C_\chi \rightarrow C_{\tilde{\chi}}$ and are given as

$$G_\chi : C_{\tilde{\chi}} \rightarrow C_\chi \quad \text{where} \quad G_\chi = \gamma_\chi A_\chi \mathcal{I}(I_s)$$  \hfill (89)

$$G_{\tilde{\chi}} : C_\chi \rightarrow C_{\tilde{\chi}} \quad \text{where} \quad G_{\tilde{\chi}} = \gamma_{\tilde{\chi}} \mathcal{I}(I_s) A_{\tilde{\chi}}.$$  \hfill (90)

Here $\gamma_\chi$ is a normalization factor that is to be determined so that the normalized intertwining operators obey the normalization condition

$$G_\chi G_{\tilde{\chi}} = 1 = G_{\tilde{\chi}} G_\chi.$$  \hfill (91)

There is some subtlety in obtaining $G_\chi$ from $A_\chi$ of equation (85) via equation (89), due to the equivalence map $\mathcal{I}(I_s)$. Leaving the details to appendix B, we quote the result of [29] for the normalized intertwining operator, as it acts on real space functions, for the irreducible representations of $SO(2h + 1, 1)$. The normalized $G_\chi$ acts on functions $\tilde{f} \in C_{\tilde{\chi}}$ as

$$\left[G_\chi \tilde{f}\right](\vec{x}) = \int G_\chi(\vec{x} - \vec{y}) \tilde{f}(\vec{y}) d^{2h}y$$  \hfill (92)

$$= \int \frac{\gamma_\chi}{|\vec{x} - \vec{y}|^{2(h+c)}} D^\ell(r(\vec{x} - \vec{y})) \tilde{f}(\vec{y}) d^{2h}y$$  \hfill (93)

where $r(\vec{x} - \vec{y}) = m(R, \vec{x} - \vec{y})$ is an $O(2h)$ transformation and $R$ is conformal inversion.

Via the normalized intertwining operator $G_\chi$, an inner product that respects unitarity can be constructed for the representations with real $c$ as follows

$$\langle f_1, G_{\tilde{\chi}} f_2 \rangle = \int \int \langle f_1(\vec{x}_1), G_{\tilde{\chi}}(\vec{x}_{12}) f_2(\vec{x}_2) \rangle d^{2h}x_1 d^{2h}x_2.$$  \hfill (94)

where $\vec{x}_{12} = \vec{x}_1 - \vec{x}_2$. The form $G_{\tilde{\chi}} f_2$ is Hermitian.

\footnote{Even though the mirror image representation $\tilde{\ell}$ is equivalent to the original representation $\ell$, the matrices $D^\ell$ and $D^{\tilde{\ell}}$ are different except for the case $\ell = 0$.}
2. Normalization of the Intertwining operator

The normalization condition \( G_{\chi} G_{\tilde{\chi}} = 1 = G_{\tilde{\chi}} G_{\chi} \), does not uniquely determine the normalization factor \( \gamma_{\chi} \). In past works, four conventions for choosing \( \gamma_{\chi} \) have been used, each of which is useful for a different purpose (i.e. the convenient choice of \( \gamma_{\chi} \) for Wightman positivity which is appropriate for Minkowski spacetime is different than the choice that is employed for the derivation of operator product expansion in quantum field theory). Here we quote the result of [29] on the appropriate normalization for the positivity of the scalar product \( (f_1, G_{\chi}^+ f_2) \) where in momentum space

\[
G_{\chi}^+(q) = \left( \frac{q^2}{2} \right)^c \sum_{s=0}^{\ell} K_{\ell s}(c) \Pi^{\ell s}(q),
\]

and refer the reader to section 5.C of [29] for further details. Here \( \ell = 0, 1, 2, \ldots \) denotes the spin of the representation under consideration. The coefficient \( K_{\ell s}(c) \) is defined as

\[
K_{\ell s}(c) = (-1)^{\ell-s} \frac{\Gamma(h + c + s - 1) \Gamma(c + 2 - h - s)}{\Gamma(h + c + \ell - 1) \Gamma(c + 2 - h - \ell)},
\]

and \( \Pi^{\ell s}(q) \) are \( SO(2h - 1)_q \) projection operators that map \( \mathcal{V}_{(2h)}^{\ell} \) onto the subspace \( \mathcal{V}_{(2h-1)}^s \); where \( SO(2h - 1)_q \) is the stability group of \( q \) with respect to which the harmonic analysis is carried out and the \( \mathcal{V}_{(2h-1)}^s \) is the space of \( SO(2h - 1) \) symmetric, traceless tensors of rank \( s \leq \ell \). In general these operators can be written in terms of zonal spherical functions \( C_{s}^{h - \frac{3}{2}} (z_1, z_2) \) of \( SO(2h - 1)^8 \)

\[
\Pi^{\ell s}(q; z_1, z_2) = A_{\ell s} (-1)^s \left( \frac{(q z_1)(q z_2)}{q^2} \right)^{\ell} C_{s}^{h - \frac{3}{2}}(\omega)
\]

where \( A_{\ell s} \) is a normalization constant which guarantees that

\[
\Pi^{\ell s}(q) \Pi^{\ell s'}(q) = \delta_{ss'} \Pi^{\ell s}(q),
\]

and \( \omega = \cos \theta = 1 - \frac{q^2(z_1 z_2)}{(q z_1)(q z_2)} \). The case of \( 2h = 3 \), which is relevant for \( dS_4 \) is special. In this case

\[
\Pi_{(2h=3)}^{\ell s}(q, z_1, z_2) = (-1)^s \frac{2\ell!}{(\ell - s)! (\ell + s)!} \frac{\Gamma(\ell + \frac{1}{2})}{\Gamma(\frac{3}{2})} \left( \frac{(q z_1)(q z_2)}{q^2} \right)^{\ell} \cos(s \theta).
\]

\(^8\) for the definition of these functions we refer the reader to the appendix A.2 of [29].
For a scalar field on $dS_4$, $K_{00} = \Pi^{00} = 1$ is the only term that contributes to the sum in (95).

In summary, quoting the theorem 5.1 of [29], the inner product

\[
(f_1, G^\dagger f_2) = \int \int \langle f_1(x_1), G^\dagger(x_{12})f_2(x_2) \rangle d\vec{x}_1 d\vec{x}_2
\]

which is defined on $C_{\tilde{\chi}} \times C_{\tilde{\chi}}$ with the intertwining operator $G^\dagger$ given by (95) is positive definite for

\[
\ell = 0 \quad -h < c < h \quad (h \geq 1),
\]

\[
\ell = 1, 2, ..., \quad 1 - h < c < h - 1 \quad (h > 1).
\]

The unitary representations $\chi$ and $\tilde{\chi}$ of $G = SO(2h+1,1)$ in the domain (102) are equivalent, and they differ only in the sign of $c$. Among the representations of the domain (71), the ones with $c \neq 0$ are called the “complementary series” of type I unitary representations of $G = SO(2h+1,1)$.

Among the late time solutions studied in section II we saw that light scalars, defined to be in the range

\[
\frac{m^2}{H^2} < h^2,
\]

have real weight $c$. Therefore the boundary operators (24) that correspond to scalars with mass $\frac{m^2}{H^2} = h^2 - \frac{1}{4}$, and the boundary operators (31) and (33) that capture light scalars in more generality, are among the complementary series representations of $SO(2h+1,1)$. The operators (24) correspond to representations with $c = \pm \frac{1}{2}$, the operators (31) have $c = \nu = |\sqrt{h^2 - \frac{m^2}{H^2}}|$, and the operators (33) have $c = \pm \frac{2n+1}{2}$ with $n = 0, 1, 2, \ldots$.

V. THE POSITIVE DEFINITE NORM AND UNITARITY

Now that we understand the necessity of the intertwining operator, how it works and that we have some expressions for the late time boundary operators at hand, we are ready to check that these operators have positive definite norm and they are unitary representations of $SO(2h+1,1)$.
A. Example case: Conformally Coupled Scalar field on $dS_4$

Now let us check the positive definiteness of the norm of the operators associated with a conformally coupled scalar field on $dS_4$, whose mass is $m^2 = 2H^2$. For this case, since $\nu^2 = h^2 - \frac{m^2}{H^2} = \frac{1}{4}$, $\Delta = h + \nu = \frac{3}{2} \pm \frac{1}{2}$ and in accordance with equation (12), the late time solution for this field is of the form

$$\phi(\eta, \vec{x}) = \alpha(\vec{x}) \eta^{\Delta_\alpha} + \beta(\vec{x}) \eta^{\Delta_\beta}. \quad (104)$$

Here the operator $\alpha$ has scaling dimension

$$\Delta_\alpha = \frac{3}{2} - \sqrt{\frac{9}{4} - \frac{m^2}{H^2}} = 1 \text{ which means } c_\alpha = -\frac{1}{2} \quad (105)$$

and the operator $\beta$ has

$$\Delta_\beta = \frac{3}{2} + \sqrt{\frac{9}{4} - \frac{m^2}{H^2}} = 2 \text{ which means } c_\beta = \frac{1}{2}. \quad (106)$$

Of course there is also the possibility to use the shadow transforms of these operators with

$$\tilde{\Delta}_\alpha = 3 - \Delta_\alpha = 2, \quad \tilde{c}_\alpha = \frac{1}{2}, \quad (107)$$

$$\tilde{\Delta}_\beta = 3 - \Delta_\beta = 1, \quad \tilde{c}_\beta = -\frac{1}{2}. \quad (108)$$

As was obtained in section [IIB]

$$\alpha(\vec{q}) = \frac{1}{\sqrt{2q}} \left( a_\vec{q} + a^\dagger_{-\vec{q}} \right), \quad (109)$$

$$\beta(\vec{q}) = -i \sqrt{\frac{q}{2}} \left( a_\vec{q} - a^\dagger_{-\vec{q}} \right). \quad (110)$$

We are interested in the normalization of $\alpha(\vec{x})$ and $\beta(\vec{x})$. Since all of these operators have real $c$, in doing this exercise we will see the necessity of the intertwining operator in calculating the norm.

Remember that there exists two types of intertwining operators $G_\chi$ and $G_{\tilde{\chi}}$, where each is well defined over a different range that depends on the sign of $c$, and act on a different function space

$$G_\chi : C_\chi \to C_\chi, \text{ for } c < 0, \quad (111)$$

$$G_{\tilde{\chi}} : C_\chi \to C_{\tilde{\chi}}, \text{ for } c > 0. \quad (112)$$
So the first step for calculating the norm relies on deciding which of the intertwining operators act on the operator of interest. Considering our operators associated with the late time boundary, we have two families, \( c_\alpha = -\frac{1}{2} \) and \( c_\beta = \frac{1}{2} \).

The family \( c_\alpha = -\frac{1}{2} \) contains

\[ \{ c_\alpha = -\frac{1}{2} \} = \{ \alpha(\vec{x}) \in C_\chi \} . \] (113)

Since for this family \( \text{Re}(c_\alpha) < 0 \), the well defined intertwining operator that first comes to mind is \( G_\chi^+ \)

\[ G_{\{0,0\}}^+(q) = \left( \frac{q^2}{2} \right)^c \] (114)

which acts on \( \tilde{\alpha} \in C_\chi \). But we have the expression for \( \alpha \in C_\chi \), not for \( \tilde{\alpha} \). On the other hand, we know that the intertwining operator

\[ G_\chi : C_\chi \rightarrow C_\chi, \text{ where } G_{\{0,\tilde{c}\}}^+(q) = \left( \frac{q^2}{2} \right)^{\tilde{c}} \] (115)

can act on the operator \( \alpha(\vec{q}) \). It is straightforward to see that, for a scalar field \( K_{00}(c) = K_{00}(\tilde{c}) = 1 \) and hence equation (95) with \( c \) replaced by \( \tilde{c} \) gives (115). For the case at hand

\[ G_{\{0,-\frac{1}{2}\}}^+(q) = \left( \frac{q^2}{2} \right)^{-\frac{1}{2}} = G_{\{0,\frac{1}{2}\}}^+, \] (116)

and its action gives the shadow operator \( \tilde{\alpha}(q) \in C_\chi \)

\[ \tilde{\alpha}(\vec{q}) = G_{\{0,\frac{1}{2}\}}^+ \alpha(\vec{q}) \]
\[ = \frac{q}{\sqrt{2} \sqrt{2q}} \left( a_\vec{q} + a^{\dagger}_{-\vec{q}} \right) \]
\[ = \frac{\sqrt{q}}{2} \left( a_\vec{q} + a^{\dagger}_{-\vec{q}} \right) . \] (117)

Hence the well defined inner product for the \( c_\alpha = -\frac{1}{2} \) family is

\[ \left( \alpha, G_{\{0,-\frac{1}{2}\}}^+ \alpha \right) = (\alpha, \tilde{\alpha}) . \] (118)

Making use of (109) and the Bunch-Davies vacuum state \( |0 \rangle \) which is annihilated by the operator \( a \) such that \( a|0 \rangle = 0 \), we can define the ket

\[ |\alpha(\vec{q})\rangle = \alpha(\vec{q})|0 \rangle \]
\[ = \frac{1}{\sqrt{2q}} \left( a_\vec{q} + a^{\dagger}_{-\vec{q}} \right) |0 \rangle \]
\[ = \frac{1}{\sqrt{2q}} | - \vec{q} \rangle . \] (119)
Similarly

$$|\bar{\alpha}(q)\rangle = \frac{\sqrt{q}}{2} |-q\rangle.$$  \hspace{0.5cm} (120)

Defining the volume of momentum eigenstates $\Omega$ by

$$\Omega \equiv \int \frac{d^{2h}q}{(2\pi)^{2h}} \langle \bar{q}|q\rangle$$  \hspace{0.5cm} (121)

Finally we can compute the “densitized” inner product

$$\frac{1}{\Omega} \left( \alpha, G^+_{\{0, -\frac{1}{2}\}} \alpha \right) = \frac{1}{\Omega} \left( \alpha, \bar{\alpha} \right)$$

$$= \frac{1}{\Omega} \int \frac{d^{2h}q}{(2\pi)^{2h}} \frac{1}{\sqrt{2q}} \langle -q|\frac{\sqrt{q}}{2} |-q\rangle$$

$$= \frac{1}{2\sqrt{2}}$$  \hspace{0.5cm} (122)

which is positive definite. As there is no extra $q$-dependence in $(\alpha, \bar{\alpha})$, $\alpha$ is normalized up to the normalization of momentum eigenstates.\footnote{Note that had we not used the intertwining operator, the “densitized” inner product

$$\frac{1}{\Omega} (\alpha, \alpha) = \frac{1}{\Omega} \int \frac{d^{2h}q}{(2\pi)^{2h}} \frac{1}{\sqrt{2q}} \langle -q|\frac{\sqrt{q}}{2} |-q\rangle \frac{1}{\sqrt{2q}}$$  \hspace{0.5cm} (123)

would be divergent.}

For the family $c_\beta = \frac{1}{2}$

$$\left\{ c_\beta = \frac{1}{2} \right\} = \left\{ \beta(x) \in C_\chi \right\}$$  \hspace{0.5cm} (124)

the weight is positive, i.e. $c_\beta > 0$. The appropriate intertwining operator for the shadow transformation is $G^+_{\{0, c\}}(q)$ and the well defined inner product is

$$\left( \beta, G^+_{\{0, \frac{1}{2}\}} \beta \right) \text{ with } G^+_{\{0, \frac{1}{2}\}}(q) = \frac{\sqrt{2}}{q}.$$

The shadow transformed operator here is

$$\tilde{\beta} = G^+_{\{0, \frac{1}{2}\}}(q) \beta(q)$$

$$= -i\frac{\sqrt{2}}{q} \sqrt{\frac{q}{2}} \left( a_{\bar{q}} - a^\dagger_{\bar{q}} \right)$$

$$= -i\frac{\sqrt{q}}{\sqrt{2}} \left( a_{\bar{q}} - a^\dagger_{\bar{q}} \right)$$  \hspace{0.5cm} (126)
We can define a ket associated with $\beta$ as we did earlier on

$$|\beta(\vec{q})\rangle = i \frac{\sqrt{q}}{\sqrt{q}} | -\vec{q}\rangle. \tag{127a}$$

$$|\tilde{\beta}(\vec{q})\rangle = i \frac{\sqrt{q}}{\sqrt{q}} | -\vec{q}\rangle. \tag{127b}$$

Finally the inner product is

$$\frac{1}{\Omega} \left( \beta, G^+_{\{0, \frac{1}{2}\}} \beta \right) = \frac{1}{\Omega} \int \frac{d^{2h}q}{(2\pi)^{2h}} \langle \beta(\vec{q}) | \tilde{\beta}(\vec{q}) \rangle$$

$$= \frac{1}{\Omega} \int \frac{d^{2h}q}{(2\pi)^{2h}} (-i) \frac{\sqrt{q}}{2} \langle -\vec{q} | -\vec{q} \rangle \frac{i}{\sqrt{q}}$$

$$= \frac{1}{\sqrt{2}} \tag{128}$$

which is positive definite.

In summary, for operators with real weight $c$, positive definite norms require the use of the intertwining operator. In return, the presence of the intertwining operator guarantees the unitarity of the representation. The form of the intertwining operator is sensitive to the sign of the real part of the weight $c$. In addition one must pay attention to which function space the intertwining operator acts on, as $G^+_{\{\ell, c\}}$ and $G^+_{\{-\ell, \tilde{c}\}}$ act on different function spaces. Lastly, note that everything in this calculation is determined by $c$. Although we considered conformally coupled scalars on $dS_4$ here, our results would be the same on any other dimensions. For instance, on $dS_3$ the form for the operators $\alpha^{dS_3}(q)$ and $\beta^{dS_3}(q)$ would not change, it would still be that $c^{dS_3}_\alpha = -\frac{1}{2} = c_\alpha$ and $c^{dS_3}_\beta = \frac{1}{2} = c_\beta$. The discussion in the choice of intertwining operators, and their form would stay the same as well. Only the total dimension would change, since for this case $h = 1$, giving $\Delta^{dS_3}_\alpha = 1 + c_\alpha = \frac{1}{2}$ and $\Delta^{dS_3}_\beta = 1 + c_\beta = \frac{3}{2}$.

**B. Example case: Mass $\frac{m^2}{h^2} = h^2$**

This special case with $c = \nu = 0$ has the single boundary operator

$$\alpha^{\nu=0}(q) \sim a_{\vec{q}} + a^\dagger_{-\vec{q}} \quad \text{with} \quad \Delta^{\nu=0} = h. \tag{129}$$

As this operator has no $q$-dependence, the intertwining operator is trivial

$$G^+_{\{0, 0\}}(q) = 1. \tag{130}$$
This means the boundary operator $\alpha^{\nu=0}$ is equal to its shadow

$$ \alpha^{\nu=0}(q) = \tilde{\alpha}^{\nu=0} \quad \text{and} \quad \Delta^{\nu=0} = \tilde{\Delta}^{\nu=0} = h. \quad (131) $$

It also means that the finite scalar product resembles that of a principal series representation and is simply $(\alpha^{\nu=0}, \alpha^{\nu=0})$.

**C. Example case: A Heavy Scalar on $dS_4$**

As was discussed in section 4.3, the heavy fields fall in the principal series representations and for the boundary operators of section 4.3, with $c = \nu = i\rho$, there is no need to include any intertwining operators. The coordinate momenta $q$-dependence of these boundary operators have the form $|\alpha\rangle \sim q^{\nu} = q^{i\rho}$. Hence $|\alpha\rangle \sim q^{\nu} = q^{i\rho}$ which guarantees the $q$-dependence of the integrand, $\langle \alpha|\alpha\rangle$, cancels itself automatically, leaving only the integration over a Dirac delta function.

More explicitly, as was found in equation (49b) one of the boundary operators is

$$ \beta(q) = \left[ (c_{\rho} + d_{\rho}) a_{q} + (c_{\rho}^{*} - d_{\rho}^{*}) a_{-q}^{\dagger} \right] \left( \frac{q}{2} \right)^{\nu} \quad \text{where} \quad \Delta_{+} = h + \nu. \quad (132) $$

The corresponding ket for this operator is

$$ |\beta(q)\rangle = \left( \frac{q}{2} \right)^{\nu} (c_{\rho}^{*} - d_{\rho}^{*}) | -q\rangle. \quad (133) $$

With

$$ \langle \beta(q)| = \left( \frac{q}{2} \right)^{-\nu} (c_{\rho} - d_{\rho}) \langle -q| \quad (134) $$

the product $\langle \beta(q)|\beta(q)\rangle$ is

$$ \langle \beta(q)|\beta(q)\rangle = \left( \frac{q}{2} \right)^{-\nu} (c_{\rho} - d_{\rho}) \langle -q| -q\rangle - q \left( \frac{q}{2} \right)^{\nu} (c_{\rho}^{*} - d_{\rho}^{*}) $$

$$ = |c_{\rho} - d_{\rho}|^{2} \langle -q| -q\rangle \quad (135) $$

Plugging this into the expression for the inner product leads to

$$ \frac{1}{\Omega} \langle \beta, \beta \rangle = \frac{1}{\Omega} \int \frac{d^{2h}q}{(2\pi)^{2h}} \langle \beta(q)|\beta(q)\rangle $$

$$ = |c_{\rho} - d_{\rho}|^{2} \quad (136) $$

which is positive definite.
Lastly the second boundary operator for a heavy field is by (49a)

\[ \alpha(\vec{q}) = \left( (c_{\rho} - d_{\rho})a_{\vec{q}} + (c_{\rho}^* + d_{\rho}^*)a_{-\vec{q}}^\dagger \right) (2k)^{-\nu} \] where \( \Delta_- = \frac{d}{2} - \nu \).  

(137)

For this case

\[ |\alpha(\vec{q})\rangle = \left( \frac{q}{2} \right)^{-\nu} (c_{\rho}^* + d_{\rho}^*) | - \vec{q} \rangle, \]

so that

\[ \langle \alpha(\vec{q}) | \alpha(\vec{q}) \rangle = |c_{\rho} + d_{\rho}|^2 (-\vec{q} - \vec{q}), \]

(138)

leading to the inner product

\[
\frac{1}{\Omega} \langle \alpha, \alpha \rangle = \frac{1}{\Omega} \int \frac{d^{2h}q}{(2\pi)^{2h}} \langle \alpha(\vec{q}) | \alpha(\vec{q}) \rangle \\
= |c_{\rho} + d_{\rho}|^2
\]

(140)

which is once again positive definite.

VI. CONCLUSIONS AND OUTLOOK

In this work we identified the late time behavior of scalar fields on de Sitter in arbitrary dimensions in terms of the unitary irreducible representations of the de Sitter symmetry group. One of the results in the representation theory of groups is that, symmetries are represented either by unitary and linear operators \([39]\) or by anti-unitary and anti-linear operators \([41]\). Here by studying the principal series and complementary series representations of the de Sitter group \(SO(2h + 1, 1)\), we have seen that light and heavy scalar fields at the late time boundary of de Sitter with Bunch-Davies initial conditions, are all realized by unitary representations. The boundary operators that were identified throughout the text for different ranges of mass are summarized on table II.

The operators in table II belong to the Hilbert space composed of the function space \(C_\chi\), the space of functions that obey the covariance condition, and equipped with the \(K\)-invariant scalar product, reviewed in section III. Most of our efforts were in investigating the properties of this scalar product throughout sections IV and V.
| Category               | Boundary operators $\mathcal{O}_\Delta$ | $\Delta$                      |
|-----------------------|-----------------------------------------|-------------------------------|
| Complementary Series  | $m^2/\hbar^2 < h^2,$                   | $c = \sqrt{h^2 - m^2/\hbar^2}$|
|                       | $c = \sqrt{h^2 - m^2/\hbar^2}$       |                               |
|                       | $\alpha^I(\tilde{q}) = -\frac{i}{\pi} \Gamma(c) \left(a_{\tilde{q}} - a_{-\tilde{q}}^\dagger\right) \left(\frac{q}{2}\right)^{-c},$ | $\Delta^I_\alpha = h - c$         |
|                       | $\beta^I(\tilde{q}) = \frac{1}{\Gamma(c+1)} \left(a_{\tilde{q}} + a_{-\tilde{q}}^\dagger\right) \left(\frac{q}{2}\right)^c,$ | $\Delta^I_\beta = h + c$         |
|                       | $c = \frac{-2j+1}{2}$ where $j = 0, 1, \ldots$ | $\Delta^{II}_\alpha = h - \frac{2j+1}{2}$ |
|                       | $\alpha^{II}(\tilde{q}) = \frac{1}{\Gamma(-\frac{2j+1}{2})} \left(a_{\tilde{q}} + a_{-\tilde{q}}^\dagger\right) \left(\frac{q}{2}\right)^{-2j+1},$ | $\Delta^{II}_\beta = h + \frac{2j+1}{2}$ |
|                       | $\beta^{II}(\tilde{q}) = -\frac{i}{\pi} \Gamma(-\frac{2j+1}{2}) \left(a_{\tilde{q}} - a_{-\tilde{q}}^\dagger\right) \left(\frac{q}{2}\right)^{2j+1},$ |                               |
|                       | $\alpha^{II}(\tilde{q}) \sim \tilde{\beta}^I, \alpha^I(q) \sim \tilde{\beta}^{II}(q)$ |                               |
| Principal Series      | $m^2/\hbar^2 = h^2,$                   | $c = 0$                       |
|                       | $\alpha^{c=0}(q) = a_{\tilde{q}} + a_{-\tilde{q}}^\dagger$ | $\Delta^{c=0} = h$             |
|                       | $\beta(\tilde{q}) = \left[(c_\rho + d_\rho) a_{\tilde{q}} + (c_\rho^* + d_\rho^*) a_{-\tilde{q}}^\dagger\right] \left(\frac{q}{2}\right)^{ip},$ |                               |
|                       | $\beta(\tilde{q}) = \left[(c_\rho + d_\rho) a_{\tilde{q}} + (c_\rho^* - d_\rho^*) a_{-\tilde{q}}^\dagger\right] \left(\frac{q}{2}\right)^{ip},$ | $\Delta_+ = h + ip$             |
|                       | $\rho \equiv \sqrt{h^2 - m^2/\hbar^2} > 0$ |                               |

TABLE II: Late time boundary operators. We have categorized the solutions among Complementary Series into two branches, and these branches are related to each other by a shadow transformation, denoted by a tilde.

As was introduced in section [IVB], the category of Complementary Series representations involves a special definition for a finite scalar product, $(\alpha, G^\dagger_{(l,\xi)} \alpha)$ where $G^\dagger_{(l,\xi)}$ is called the intertwining operator, whose use was demonstrated in section [V A] For reference, conformally coupled scalars belong to this category with $c = \pm \frac{1}{2}$. Based on our analysis one would expect that massless scalars with $c = \pm h$ also to be a part of Complementary Series representations. However, the authors of [30] identify massless scalars as part of the exceptional series and so we leave the categorization of this case for a future work.

The scaling weight $c$ carries the information about the coordinate momentum dependence of the operator. Accordingly $c$ determines the $\tilde{q}$-dependence of the intertwining operator as well. For the case of $c = 0$ the inner product doesn’t involve any extra $q$-dependence. Therefore no intertwining operator is necessary for this case, or in other words the role of the intertwining operator is reduced to an overall constant, and hence this operator belongs to the Principal Series representations.

34
The principal and complementary series representations we discussed here are constructed with respect to the homogeneous space $G/NAM$. It is important to stress that the principal and complementary series representations are not highest weight representations. It is possible to create other homogeneous spaces by taking the quotient with different subgroups. In addition to the representations we have discussed, the group $SO(2h+1,1)$ contains a third class of irreducible unitary representations, called the *discrete series representations*, which are constructed with respect to, for example, the homogeneous space $G/K$. The discrete series representations are an example of highest weight representations. Another category of highest weight representations are the *exceptional series representations*. We leave the study of these later two classes for a future work. The results here can be generalized to other spins by considering the appropriate spin dependent coefficient $K_{c\ell}(c)$ and projection operator $\Pi^{c\ell}(q)$ defined by (97) in section IIB. If interactions more intricate than a simple mass term are considered, then the mode functions would involve something other than the Hankel functions. In this case, one needs to consider the late time limit of the corresponding function for the case at hand which will lead to different operators than the ones in table II.

Recently, the representations of $SO(2h+1,1)$ have gained attention in the context of the dS/CFT proposal. The initial version of this proposal was proposed by studying the early time boundary of de Sitter and considerations of the construction of a quantum Hilbert space for asymptotically de Sitter spacetimes. Since then, efforts of describing more concrete realizations of the dS/CFT led to the recent work of [34], where Higher Spin Fields on de Sitter were associated to a CFT with $O(2N)$ symmetry at the late time boundary of de Sitter and the Hilbert Space and the partition function for CFT correlators were constructed. The Higher Spin theory on de Sitter only accommodates conformally coupled fields of section IIIB among its scalar sector. From a low energy effective field theory point of view, one should be able to consider all cases mentioned in section II as all

---

10 The subgroup $K = SO(2h+1)$ is a compact Lie group and finite dimensional irreducible representations of a compact lie group are completely characterized by their highest weight, $\ell$, which is the largest eigenvalue of the Lie algebra element that generates rotations along the z-axis. Out of the irreducible representations which are induced by the compact subgroup, the ones that have the highest weight $\ell = (0, ..., 0, \ell)$ are referred to as type I representations. Moreover there is a connection between the representations of $M = SO(2h)$, which concern us more, and the type I representations of the compact subgroup $K = SO(2h+1)$. The connection is that type I representations of $SO(2h+1)$ are only decomposed into type I representations of $SO(2h)$.
these fields are allowed by the symmetries of de Sitter. This raises the question: can there be other realizations of the dS/CFT proposal, or is there some condition which forbids the scalars in the other cases of section II?

Shortly after the dS/CFT proposal, it was noticed that this formalism could be developed into a new way of calculating inflationary correlations, by including deformation operators to the CFT [48–50]. Now that we are comfortable with the properties of scalar fields on de Sitter, and aware of working examples to dS/CFT with higher spin fields; the next step is to ask how such deformations in connection with the unitary irreducible representations of de Sitter can be introduced on de Sitter and on the CFT.

In some sense, the operators listed in table II are the boundary operators from a bulk perspective, as they were obtained by considering the late time limit of solutions in de Sitter. The connection between these boundary operators and the CFT operators is not that they are the same but that they are expected to have the same scaling dimension and the same correlation functions. The boundary operators from the bulk de Sitter solutions are unitary as we have discussed. The unitarity of the CFT operators is a different matter all together11. A detailed study on the relation between the bulk correlation functions under the late time limit to the CFT correlation functions have been presented in [49, 51] via calculating the wavefunction in various cases. These discussions show that the late time limit of the wavefunction can be taken as an approximation of the CFT partition function from which the CFT correlators can be computed. Moreover both works show that the wavefunction of de Sitter and Euclidean Anti de Sitter, and hence the correlation functions, are related to each other by an analytic continuation. Here we studied the classification of the boundary fields obtained from the bulk fields on de Sitter, on their own right. This can be seen as a complementary approach to transferring results from Anti de Sitter to de Sitter via analytic continuation. We hope this study will serve as a first step towards a group theoretical approach of fields of general spin on de Sitter which may eventually add to the existing frameworks for studying perturbations during epochs of inflation or dark energy domination.

11 We thank Dionysios Anninos for clarifying this point for us.
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Appendix A: Further properties of the group $SO(2h + 1, 1)$

In section (III), following [29] we summarized the notation for group elements of $SO(2h + 1, 1)$, and the properties of its irreducible representations. Here we list some further properties of $SO(2h + 1, 1)$, such as how the generators of its Lie algebra can be realized, common decomposition of its group elements $g$ in terms of the elements of the subgroups and the irreducibility of its elementary representations. For further details and more properties we refer the reader to [29].

1. The defining properties of group $SO(N, 1)$

As was mentioned in section (III), the group $SO(N, 1)$, also denoted as $SO(2h + 1, 1)$, is the set of all linear transformations on the real $N + 1$-dimensional vector space, which leave the quadratic form,

$$\xi^2 = \xi \eta \xi = \xi_1^2 + \ldots + \xi_N^2 - \xi_0^2$$

(A1)

where $\eta_{\mu \nu} = diag(-1, 1, ..., 1)$, invariant. Its elements are $(N + 1) \times (N + 1)$ matrices, $g$ who satisfy the properties

$$g^T \eta g = \eta, \quad \det g = 1, \quad g^0_0 \geq 1.$$  

(A2)
The generators of the Lie algebra $g$ of group $G$ are $(N + 1) \times (N + 1)$ matrices which satisfy

$$X^T \eta + \eta X = 0. \quad (A3)$$

In the basis where $X_{\mu \nu} = -X_{\nu \mu}$ with $\mu, \nu = 0, 1, \ldots, N$, they satisfy the commutation relations

$$[X_{\mu \nu}, X_{\alpha \beta}] = (\eta_{\mu \alpha} X_{\nu \beta} + \eta_{\nu \beta} X_{\mu \alpha}) - (\eta_{\mu \beta} X_{\nu \alpha} + \eta_{\nu \alpha} X_{\mu \beta}), \quad (A4)$$

and can be realized in matrix form via

$$(X_{\mu \nu})^\alpha_{\beta} = \eta_{\mu \beta} \delta^\alpha_\nu - \eta_{\nu \beta} \delta^\alpha_\mu. \quad (A5)$$

This form of the generators differs from the form of physical generators by a factor of $i$, $J_{\mu \nu} = iX_{\mu \nu}$.

2. Killing vectors of $dS_4$

Here $h = 3/2$ so that Greek indices take values in $0 \ldots 3$ and lower case indices in $1 \ldots 3$. We start our calculation in planar coordinates with conformal time, where the metric takes the form

$$ds^2 = \frac{1}{H^2 \eta^2} \left[ -d\eta^2 + d\vec{x}^2 \right]. \quad (A6)$$

In these coordinates the nontrivial Christoffel symbols are $\Gamma^\eta_{\eta \eta} = \Gamma^i_{\eta i} = \Gamma^i_{\eta \eta} = -\frac{1}{\eta}$. Making use of the metric compatibility $\nabla_\mu g_{\nu \kappa} = 0$, we can write the Killing equation $\nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu = 0$ as

$$g_{\nu \alpha} \nabla_\mu \xi_\alpha + g_{\mu \alpha} \nabla_\nu \xi_\alpha = 0. \quad (A7)$$

The solution to this equation gives 10 Killing vectors, which is the number of $S0(4,1)$ generators. These are

- One Killing vector generating dilatations parametrized by $\lambda$

  $$\xi^{(D)} = \lambda \eta \partial_\eta + \lambda x^i \partial_i. \quad (A8)$$

- Three Killing vectors generating translations parametrized by the vector $\vec{a}$

  $$\xi^{(\text{Trans})} = a^i \partial_i \quad (A9)$$
• Three Killing vectors generating Special Conformal Transformations parametrized by the vector $\vec{b}$

\[
\xi^{(\text{SCT})} = -2\eta (\vec{x} \cdot \vec{b}) \partial_\eta + \left[ |\vec{x}|^2 b^i - 2x^i \left( \vec{x} \cdot \vec{b} \right) - \eta^2 b^i \right] \partial_i. \tag{A10}
\]

• Three Killing vectors associated with spatial rotations, parametrized by a $3 \times 3$ antisymmetric tensor $\omega$

\[
\xi^{(\text{Rot})} = \frac{1}{2} \left( \omega^i_j x^j \partial_i - \omega^j_i x^i \partial_j \right). \tag{A11}
\]

Transforming to planar coordinates in terms of cosmological time via $\eta \to t = -\frac{\ln(-H\eta)}{H}$ then

\[ds^2 = -dt^2 + e^{2Ht} d\vec{x}^2\] (A12)

we find that the Killing vector associated with dilatation becomes

\[
\xi^{(D)} = -\frac{\lambda}{H ds} \partial_t + \lambda x^i \partial_i; \quad i = 1, 2, 3. \tag{A13}
\]

Note that by equation (A9) there are no Killing vectors that generate time translation, hence time translations are not a symmetry of de Sitter.\(^{12}\) In terms of cosmic time however, the dilatation symmetry, equation (A13), contains something like time translation.

Above we have written the Killing vectors in a way where the parameters associated with the transformations they generate are explicit. The appropriately normalized generators are

\[
\text{Dilatations: } D = -\eta \partial_\eta - x^i \partial_i \tag{A14a}
\]

\[
\text{Translations: } T_i = \partial_i \tag{A14b}
\]

\[
\text{SCT: } C_i = 2x_i \eta \partial_\eta + \left[ 2x^j x_i + \left( \eta^2 - |\vec{x}|^2 \right) \delta^j_i \right] \partial_j \tag{A14c}
\]

\[
\text{Rotations: } X_{ij} = x_i \partial_j - x_j \partial_i. \tag{A14d}
\]

Normalized as such, these generators satisfy the commutation relations (A4).

\(^{12}\) For completeness, de Sitter in terms of static patch coordinates where $ds^2 = -(1 - H^2 r^2) d\tau^2 + \frac{dr^2}{1 - H^2 r^2} + r^2 d\Omega^2$, does have a timelike Killing vector. In fact the static patch coordinates were invented in the pursuit of finding a coordinate system for de Sitter which will have a timelike Killing vector. For example in terms of Static Patch coordinates one can define energy eigenstates of the Hamiltonian, where as one cannot do so in terms of planar coordinates. However, the static patch does not cover the entire de Sitter manifold and as such the timelike Killing vector is not globally defined.
3. Decomposition of the group elements $g$ in terms of the elements of the subgroups

The group $G$ acts in a natural way, that is by left translation, on the homogeneous space $G/NAM \sim K/M \sim S^{2h}$. However, it is necessary to be able to note how the group $G$ acts on Euclidean space $\mathbb{R}^{2h}$ with elements $\vec{x} \in \mathbb{R}^{2h}$ where the fields live. The vector space $\mathbb{R}^{2h}$ can be identified with the right coset $\tilde{n}NMA$.\(^{13}\) Thus there is a unique correspondence between the elements $x$ and the elements $\tilde{n}$,

$$x = \tilde{n}NMA$$ \hspace{1cm} (A15)

which is also denoted by $\tilde{n}_x$.

The connection of the group elements $g$ to the Euclidean space element $x$ is explicit in the so called Bruhat decomposition

Bruhat decomposition: $g = \tilde{n}nam$. \hspace{1cm} (A16)

Notice that this decomposition explicitly carries information about SCT, and the Euclidean Lorentz group in addition to translations and dilatations. Another decomposition, the Iwasawa decomposition, on the other hand brings forth the compact nature of the group elements

Iwasawa decomposition: $g = kna = \tilde{n}ak$. \hspace{1cm} (A17)

**Appendix B: The normalized intertwining operator $G_\chi$**

Here we will follow the derivation of [29] for obtaining the intertwining operator $G_\chi$ and highlight some of the in between steps. Remember that this operator is defined as

$$G_\chi : C_\tilde{x} \rightarrow C_\chi, \text{ and } G_\chi = \gamma_\chi A_\chi I(I_s).$$ \hspace{1cm} (B1)

Here we consider the equivalence map such that $\tilde{l} = l$. By this definition,

$$\left[ G_\chi \right] (\tilde{n}_x) = \gamma_\chi A_\chi \left[ I(I_s) \right] (\tilde{n}_x). \hspace{1cm} (B2)$$

\(^{13}\) To clarify the notation, we reserved capital letters for the groups and lowercase letters for the group elements. When the subgroup $NAM$ is factored out of $G$ what practically remains is the subgroup of translations $\tilde{N}$. However you can define an equivalence class for the elements $\tilde{n} \in \tilde{N}$ and it is this equivalence class that the notation $\tilde{n}NMA$ aims to capture.
The action of the equivalence map $\mathcal{I}(I_s)$ on functions is

$$\left[\mathcal{I}(I_s)\tilde{f}\right](\tilde{n}_{\vec{x}_1}) = D^\ell(I_s)\tilde{f}(\tilde{n}_{\vec{x}_1}),$$  \hspace{1cm} (B3)

which leads to

$$\left[G_\chi\tilde{f}\right](\tilde{n}_{\vec{x}_1}) = \gamma_\chi D^\ell(I_s)\left[A_\chi\tilde{f}\right](\tilde{n}_{\vec{x}_1}).$$  \hspace{1cm} (B4)

As was noted in equation (84)

$$\left[A_\chi\tilde{f}\right](g) = \int_N \tilde{f}(gw\tilde{n}_{\vec{x}})d^{2h}x.$$  \hspace{1cm} (B5)

For $g = \tilde{n}_{\vec{x}_1}$ this means

$$\left[G_\chi\tilde{f}\right](\tilde{n}_{\vec{x}_1}) = \gamma_\chi \int_N \tilde{f}(\tilde{n}_{\vec{x}_1}w\tilde{n}_{\vec{x}})d^{2h}x.$$  \hspace{1cm} (B6)

Now we make use of the identity

$$w\tilde{n}_{\vec{x}} = \tilde{n}_{\vec{x}'}n_{I_s}\theta(\vec{x}, w)m(\vec{x}, w),$$  \hspace{1cm} (B7)

with $\vec{x}' = I_sR\vec{x}$ where $R$ is the conformal inversion. This leads to

$$\left[G_\chi\tilde{f}\right](\tilde{n}_{\vec{x}_1}) = \gamma_\chi \int_N D^\ell(I_s)\tilde{f}(\tilde{n}_{\vec{x}_1}\tilde{n}_{\vec{x}'}n_{I_s}\theta am)d^{2h}x.$$  \hspace{1cm} (B8)

The elements of the translation group obey

$$\tilde{n}_{\vec{x}_1}\tilde{n}_{\vec{x}'} = \tilde{n}_{\vec{x}_1+\vec{x}'},$$  \hspace{1cm} (B9)

and for $\tilde{f} \in C_\chi$ the covariance condition reads

$$\tilde{f}(\tilde{n}_{\vec{x}_1+\vec{x}'}n_{I_s}\theta) = |a|^{h-c}D^\ell(m)^{-1}\tilde{f}(\tilde{n}_{\vec{x}_1+\vec{x}'})$$ \hspace{1cm} (B10)

With the identity $\tilde{f}(\tilde{n}_{\vec{x}}) = \tilde{f}(\tilde{n}_{\vec{x}'}n_{I_s}\theta)$ and $|a| = \frac{1}{x^2}$ we arrive at

$$\left[G_\chi\tilde{f}\right](\vec{x}_1) = \gamma_\chi \int |a|^{hc}D^\ell(I_s)D^\ell(m)^{-1}\tilde{f}(\vec{x}_1 + \vec{x}')d^{2h}x$$  \hspace{1cm} (B11)

$$= \gamma_\chi \int D^\ell(I_s)^{-1}\tilde{f}(\vec{x}_1 + \vec{x}')(x^2)^{c-h}d^{2h}x.$$  \hspace{1cm} (B12)

Remember that so far $\vec{x}' = I_sR\vec{x}$. It is convenient to make a change of coordinates such that

$$\vec{x} \rightarrow \vec{x}' : \vec{x} = I_sR\vec{x}$$ \hspace{1cm} (B13)

and $x^2 = \frac{1}{x'^2}$, $d^{2h}x = (x'^2)^{-2h}d^{2h}x'$. 


in order to put equation (B12) in a more operational format, which reads
\[
\left[ G\chi\tilde{f} \right](\vec{x}_1) = \gamma\chi \int D^\ell(I_s m^{-1})\tilde{f}(\vec{x}_1 + \vec{x}') (x'^2)^{-(h+c)} d^{2h}x'. \tag{B14}
\]

Further more, to handle \(D^\ell(I_s m^{-1})\) make the following transformation
\[
\vec{x}' \rightarrow \vec{x}_2: \vec{x}' = \vec{x}_2 - \vec{x}_1 \tag{B15}
\]
which gives
\[
\left[ G\chi\tilde{f} \right](\vec{x}_1) = \gamma\chi \int \frac{D^\ell(I_s m^{-1})}{|\vec{x}_2 - \vec{x}_1|^{2(h+c)}} \tilde{f}(\vec{x}_2) d^{2h}x_2. \tag{B16}
\]
By the following identities
\[
m^{-1} = r(\vec{x})I_s, \tag{B17a}
\]
\[
I_s r(I_s R\vec{x}')I_s = r(\vec{x}') = r(\vec{x}_2 - \vec{x}_1) \tag{B17b}
\]
we have that
\[
D^\ell(I_s m^{-1}) = D^\ell(I_s r(\vec{x})I_s). \tag{B18}
\]
Remember that \(\vec{x} = I_s R\vec{x}'\) and so
\[
D^\ell(I_s m^{-1}) = D^\ell(I_s r(\vec{x})I_s) \tag{B19}
\]
\[
= D^\ell(I_s r(I_s R\vec{x}')I_s) = D^\ell(r(\vec{x}')) = D^\ell(r(\vec{x}_2 - \vec{x}_1)). \tag{B20}
\]
Eventually equation (B16) gives
\[
\left[ G\chi\tilde{f} \right](\vec{x}_1) = \gamma\chi \int \frac{D^\ell(r(\vec{x}_2 - \vec{x}_1))}{|\vec{x}_2 - \vec{x}_1|^{2(h+c)}} \tilde{f}(\vec{x}_2) d^{2h}x_2 \tag{B21}
\]
as was promised in equation (93).

Appendix C: An Exemplary shadow transformation

In section IIC we studied the corresponding late time operators in two branches (31) and (33), because our naming of the operators depended on whether \(\nu\) is positive or negative. The first branch corresponded to \(\text{Re}(\nu) > 0\) which includes \(\nu = \frac{2j+1}{2}\), and the second branch was specified for \(\nu = -\frac{2j+1}{2}\) for \(j = 0, 1, 2\ldots\) Since both branches include operators with weight \(\Delta = h \pm \frac{2j+1}{2}\), there should be some relation between the two branches. Here we demonstrate that the two operators are related to each other via shadow transformations.
The operators of our focus for $\nu = \pm \frac{2j+1}{2}$ are as follows

**Branch 1**

$$\alpha^I(q) = -\frac{i}{\pi} \left( \frac{q}{2} \right)^{-\frac{2j+1}{2}} \Gamma\left( \frac{2j+1}{2} \right) \left( a_q - a_q^\dagger \right), \quad \Delta^I_\alpha = h - \frac{2j+1}{2}, \quad c^I_\alpha = -\frac{2j+1}{2} \quad (C1a)$$

$$\beta^I(q) = \left( \frac{q}{2} \right)^{-\frac{2j+1}{2}} \Gamma\left( \frac{2j+1}{2} \right) \left( a_q - a_q^\dagger \right), \quad \Delta^I_\beta = h + \frac{2j+1}{2}, \quad c^I_\beta = \frac{2j+1}{2} \quad (C1b)$$

and

**Branch 2**

$$\alpha^{II}(q) = \left( \frac{q}{2} \right)^{-\frac{2j+1}{2}} \Gamma\left( \frac{2j+1}{2} \right) \left( a_q + a_q^\dagger \right), \quad \Delta^{II}_\alpha = h - \frac{2j+1}{2}, \quad c^{II}_\alpha = -\frac{2j+1}{2} \quad (C2a)$$

$$\beta^{II}(q) = -\frac{i}{\pi} \left( \frac{q}{2} \right)^{-\frac{2j+1}{2}} \Gamma\left( \frac{-2j+1}{2} \right) \left( a_q - a_q^\dagger \right), \quad \Delta^{II}_\beta = h + \frac{2j+1}{2}, \quad c^{II}_\beta = \frac{2j+1}{2} \quad (C2b)$$

The operator $\beta^{II}$ has a positive weight $c_{\beta^{II}} = \frac{2j+1}{2}$. This means the well defined intertwining operator that can act on $\beta^{II}$ is $G^{+}_{[0, \tilde{c}_{\beta^{II}}]}(q) = \left( \frac{q^2}{2} \right)^{-\frac{2j+1}{2}}$. Acting on $\beta^{II}$ with $G^{+}_{[0, \tilde{c}_{\beta^{II}}]}(q)$ would give the shadow operator $\tilde{\beta}^{II}$. When worked out as follows

$$\tilde{\beta}^{II}(q) = G^{+}_{[0, \tilde{c}_{\beta^{II}}]}(q)\beta^{II}(q)$$

$$= -\frac{i}{\pi} q^{-\frac{2j+1}{2}} \Gamma\left( \frac{-2j+1}{2} \right) \left( a_q - a_q^\dagger \right)$$

$$= \left( \frac{1}{2} \right)^{-\frac{2j+1}{2}} \Gamma\left( \frac{-2j+1}{2} \right) \alpha^I(q)$$

(C3)

this shadow operator turns out to be proportional to the operator $\alpha^I(q)$ of the first branch.

Similarly the operator $\beta^I(q)$ has the positive weight $c_{\beta^I} = \frac{2j+1}{2}$, and acting on this operator with the well defined intertwining operator $G^{+}_{[0, \tilde{c}_{\beta^I}]}(q) = \left( \frac{q^2}{2} \right)^{-\frac{2j+1}{2}}$ gives the shadow operator

$$\tilde{\beta}^I(q) = G^{+}_{[0, \tilde{c}_{\beta^I}]}(q)\beta^I(q)$$

$$= \left( \frac{1}{2} \right)^{-\frac{2j+1}{2}} \Gamma\left( \frac{1-2j}{2} \right) \Gamma\left( \frac{2j+3}{2} \right) \alpha^{II}(q), \quad (C4)$$

which is proportional to the second branch operator $\alpha^{II}$.
Thus we can conclude that the branch one and branch two solutions addressed in section IIC are related to each other via the shadow transformation.
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