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ABSTRACT
The consideration of distributed energy resources as non-wires alternatives for the elimination of overloads and voltage problems poses new challenges for their location and management. Traditional location methodologies approach the problem from the distribution system operator perspective, who tries to correct overload and voltage outside margins while minimizing other possible negative impacts in the network. The approach presented in this paper also considers the investor’s point of view, seeking the most appropriate technology alternative, the maximum use of the available resource, and the minimum investment. Those aspects are explicitly taken into account in the formulation of the model, which takes the form of a mixed-integer nonlinear optimization problem. The proposed methodology is tested in two different scenarios using the medium-voltage distribution system benchmark of CIGRE. The results show that the interests of the distribution system operator and the investors can be jointly satisfied, achieving an effective, safe and realistic integration of new distributed resources.
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NOMENCLATURE

Sets
\( \mathcal{D} \quad \text{Set of } D \text{ DERs, } d \in \mathcal{D} \)
\( \mathcal{D}_i \quad \text{Subset of } \mathcal{D} \text{ located at bus } i \)
\( \mathcal{K} \quad \text{Set of } K \text{ branches with edges } (i, j), k \in \mathcal{K} \)
\( \mathcal{K}_{i+} \quad \text{Subset of branches starting at bus } i \)
\( \mathcal{K}_{i-} \quad \text{Subset of branches finishing at bus } i \)
\( \mathcal{N} \quad \text{Set of } N \text{ buses, } i, j \in \mathcal{N} \)
\( \mathcal{T} \quad \text{Set of } T \text{ periods, } t \in \mathcal{T} \)

Parameters
\( C_d \quad \text{Specific installation cost for resource } d, \text{ on annual basis (€/MW)} \)
\( M_{d,t} \quad \text{Generation profile for resource } d \text{ during period } t \) (pu)
\( P_{d}^{\text{max}} \quad \text{Maximum installed capacity for resource } d \text{ (MW)} \)
\( P_{d}^{\text{min}} \quad \text{Minimum installed capacity for resource } d \text{ (MW)} \)

Variables
\( V_{i}^{\text{max}} \quad \text{Maximum allowed value for voltage magnitude (pu)} \)
\( V_{i}^{\text{min}} \quad \text{Minimum allowed value for voltage magnitude (pu)} \)
\( R_k \quad \text{Resistance of branch } k \) (pu)
\( X_k \quad \text{Reactance of branch } k \) (pu)
\( P_{i,t} \quad \text{Net active power consumption at node } i \text{ during interval } t \) (pu)
\( Q_{i,t} \quad \text{Net reactive power consumption at node } i \text{ during interval } t \) (pu)
\( I_{k}^{\text{max}} \quad \text{Maximum value of current magnitude for branch } k \)
\( \alpha \quad \text{Weight factor related to the use of the resources} \)
\( \beta \quad \text{Weight factor related to the cost of energy losses} \)
\( \Pi_t \quad \text{Cost of energy losses in interval } t \) (€/MWh)

\( P_{0,t} \quad \text{Active power injection from the primary substation in interval } t \) (pu)
In the face of these disadvantages, NW A solutions can be considered [10]. As defined in [11], an NW A is the use of equipment or operation practices instead of undertaking network investment projects, which can solve network problems. This group of solutions includes the location of new DERs, or demand side management strategies (DSM), to manage and optimize energy consumption.

DSM solutions include Demand Response (DR). This is an alternative solution that avoids problems caused by the integration of distributed generation and is useful for deferring investments in the network [12], [13]. Despite its positive aspects, the implementation of DR can be complex and not accepted by users.

Several papers propose solutions based on the optimal location of DERs. In [14], a review of sizing and location methods of DERs is presented. Sensitivity analysis is used in [15] to size and locate the generic distributed generation. Work developed in [16] is another example of a method to optimize the size and location of DERs, to reduce investment and operation costs, using only photovoltaic (PV) generation. In [17], the objective is to optimize the location of distributed generation to minimize the energy losses of the system, but without considering the cost of the solutions or the type of DER to be installed. The research in [18] seeks to locate different types of distributed generation to minimize power losses, but without considering installation costs. The work in [19] approaches the optimal location only from a technical point of view, minimizing voltage deviations. The location problem can also be addressed with a multi-objective optimization, as in [20], where several objectives are valued.

Another approach to locate distributed generation is to use the concept of locational marginal value (LMV) [21] to quantify the value-to-the-grid of DERs. The most common way to find this value is through local marginal prices (LMPs) [22]. In [23], using the distribution LMPs, a method to identify the short-term value of DERs in the network is proposed. This translates into identifying the necessary injections at the nodes, and therefore the location of DERs, to correct overloads. A similar work has been developed in [24]. These approaches using LMPs have the disadvantage of being invariant to the type of DER technology and cost, which is a handicap for a complete valuation.

Most of the methods presented in the literature focus on looking for solutions with value for the grid, which is the DSO perspective. However, issues of interest to investors, such as installation costs and the selection of the most appropriate technology, are not taken into account.

Another gap in these methods is that they do not implicitly analyze the use of installed resources (percentage of use or volume of injected energy). This means that the solutions obtained may not be cost-effective or feasible from the financial point of view. Moreover, only problematic hours are considered, and there is no explicit analysis of what happens to the installed DERs the rest of the time. This can cause problems in unexpected periods when their performance is not analyzed.

This work attempts to fill these gaps. Therefore, the motivation is based on integrating DERs safely, considering their operation for the entire period analyzed, and not only when there are punctual problems. In addition, the interests (vision) of who decides to invest in the resources are also considered. The proposed methodology is based on the installation of DERs to ensure compliance of the network constraints within the admissible values, also evaluating the cost, type of technology, and the use of the resource over time.
As main contributions of this work and innovations, the following points can be highlighted:

- The proposed methodology considers the DSO view together with the investors’ perspective for the location of resources. Realistic solutions are achieved for both, avoiding marginal use of DERs.
- The integration of resources is contemplated for the entire period analyzed, resulting in an effective and complete integration, avoiding possible problems with the new DERs that are installed.
- It is possible to control the energy integration by node and DER technology through the definition of the DER use factor and its weighting.
- A global view of the best location for new DERs is attained by combining the use factor, the cost of the installation, and the type of technology in a single optimization problem.
- The output of the methodology is a set of solutions, which define a region of equilibrium between the interests of the investors and those of the DSO.

The rest of the paper is organized as follows. Section II presents the proposed methodology, including the model formulation and important concepts. Section III introduces the scenarios on which the methodology will be tested, and Section IV presents the numerical results. The main conclusions are drawn in Section V.

II. PROPOSED METHODOLOGY

To install and integrate DERs, as well as to promote them as an alternative to traditional solutions (upgrading lines, transformers, or adding new devices), it is necessary to ensure profitability for the investors. Furthermore, the DSO must also benefit from the DERs, or at least not be affected by their installation. Distributed generation tends to decrease the grid losses, but after a certain amount of injected energy, the network losses can increase again and new problems could appear, such as overload or voltage values out of limit.

The proposed methodology can be used by the DSO and by the investors, if they have the necessary data (consumption profiles, grid parameters...). Investors can analyze the best investment options (in terms of use, cost, and technology), considering different scenarios raised by the DSO. On the other hand, the DSO can also use the tool to analyze what are the best DER options to solve network problems, and which technologies are best integrated into the network.

Fig. 1 shows an overview of the proposed methodology, indicating the investor’s interests and those of the DSO, the data needed as input, and the results generated. The DSO’s perspective is analyzed in Section II-A. It explains how the DSO seeks to solve network problems through the optimal location of DERs. In Section II-B, the optimal location problem is approached from the investor’s point of view, who attempts to make the investments profitable by maximizing the injected energy. Finally, Section II-C presents the complete model, in which the optimal location is defined in a single optimization problem taking into account the interests of the investors and the DSO, looking for location advantages for both.

A. DSO PERSPECTIVE

The DSO seeks to know the location and necessary power to be injected at problematic hours to solve the problems in the network, for example, overload in lines or out-of-limit voltage values, without having to make new investments in the grid.

To do this, an optimization problem is posed, defining restrictions that allow the voltage or current values to be kept within the admissible values, that is, to correct quantities that are out of range. The analysis covers a time horizon, which can be considered a reliable scenario of what is happening on the network. The objective function of this DSO optimization problem pursues additional benefits with the use of DERs, such as minimizing the amount of energy losses or other operating costs.

An objective function that tries to minimize the cost of energy losses in the network is proposed, thus reflecting the interest of the DSO. This function is defined as:

\[
\min z_1 = \sum_t \Pi_t \cdot \left( p_{0,t} + \sum_d p_{d,t} - \sum_i P_{i,t} \right),
\]  

(1)

where the decision variables are the location and magnitude of the power injections for each hour of the analyzed time horizon. In Section II-C, this objective function is combined with the one reflecting the investor’s perspective. The merged objective function together with the necessary constraints, define the optimization problem.

B. INVESTOR PERSPECTIVE

An investment in DERs, to be profitable, requires the facilities to participate in energy markets and rewarded ancillary services. Not all locations in a MV network have the same capacity to evacuate the energy produced and withstand power injections. In the case where DERs are also installed to solve problems in the grid, the question is whether the investment will be returned. This point is fostered by selecting the options with lower costs and the highest use of resources during the entire period analyzed.
The installation cost of a generation resource \( d \) depends on the location, the technology of the resource, and the installed capacity. It is computed as:

\[
w_d = C_d \cdot p_d^{ins} \quad \forall d \in D.
\] (2)

The set \( D \) has cardinality \( n \times i \), where \( n \) is each of the types of technologies considered. All buses are candidates to install DERs with different technologies, and the optimization problem decides which option is better for each location. The parameter \( C_d \) can include, in addition to the fixed costs, the purchase cost of land and licenses.

One way to effectively integrate resources into the grid is to define a use factor, which accounts for the degree of utilization of the resource with respect to the maximum potential use. The reason this use factor is defined in terms of active power is due to the fact that the sale of active power is considered the main business to obtain profitability, so it is a good indicator to associate use and profitability. Since the installation cost ratio per MWh injected is decreased, it can be said that the higher the degree of utilization, the more profitable the investment is.

The use factor is defined for each DER \( d \) as:

\[
f_d = \frac{\sum_t P_{d,t}^p}{\sum_t M_{d,t}^p p_{d,t}^{ins}} \quad \forall d \in D,
\] (3)

where the numerator is the injected energy, and the denominator is the potential injected energy during the analyzed period. With this factor, it is possible to compare DERs with different capacities and technologies. Generation profiles (\( M_{d,t}^p \)) are specific for each candidate resource \( d \), this implies that the profiles are different for each node and primary energy source.

The maximum energy available in a period depends on the type of resource. As shown in Fig. 2, in a PV generator, where the available energy changes every hour, there might be forced curtailments that hamper the injection of all available energy.

The optimal location problem, as seen from the owner’s point of view, is based on boosting the use of resources, through the use factor, for all life of the facilities, including problematic periods. The inclusion of the use factor makes it easier to decide which type of resource is the best option to install economically and in terms of use, opting for less costly solutions. The use factor seeks to penalize the most expensive and least used solutions. This problem can be formulated using the following objective function:

\[
\min z_2 = \sum_d w_d \left( 1 + \alpha \frac{\sum_t p_{d,t}}{1 - u_d + \sum_t M_{d,t} p_{d,t}^{ins}} \right),
\] (4)

where \( u_d \) is a binary variable which is 1 when generator \( d \) is installed. It has to be included in (4) to prevent the denominator from being zero when no DER is installed.

The parameter \( \alpha \) weights the importance given to the use factor in the location problem. By modifying this parameter, it is possible to achieve different percentages of the average use of the DERs obtained as a solution to the optimization problem.

When a large \( \alpha \) is defined, high levels of DERs will be integrated. An excessive integration could cause problems in the network, such as an increased level of energy losses. If \( \alpha \) is small (\( \alpha \approx 0 \)), there would be a risk of selecting DERs with a very low use factor, injecting power only during the few hours needed to avoid problems; this could be good for the grid operator, but not for the owners of the generators.

The mechanism to tune \( \alpha \) for a particular network and scenario consists in finding the smallest value for which the use is 100% and the highest value for which the use factor can not be lowered. An example is shown in Fig. 3, where these values are defined as \( \alpha_{\text{max}} \) and \( \alpha_{\text{min}} \), respectively. Between \( \alpha_{\text{min}} \) and \( \alpha_{\text{max}} \) the evolution of use factor is not linear due to the influence of reactive power injection in the system.

The use factor is a key concept to consider when the location of DER is analyzed, leading the optimization problem to beneficial solutions for the investor.

Nevertheless, the location based only on the interests of the owner has the disadvantage that uncontrolled integration can cause problems to the network. This is why a methodology that provides a safe and effective integration is needed.

### C. COMBINED PERSPECTIVE

After defining the optimal DER location for owners and DSO individually, the optimal location model that covers both views is presented. This model is valid for all types of networks, however, in the following it will be assumed that the networks are radial and balanced.

![FIGURE 3. Evolution of the use factor as a function of \( \alpha \), indicating minimum and maximum values.](image)
This methodology is based on favoring the use of DERs during the lifetime of the installations, including problematic hours, but controlling that they do not cause problems in the grid, due to the power injections of the new located resources. The approach is formulated as a mixed-integer nonlinear programming problem (MINLP), composed of the combination of the objective functions (1) and (4). In addition, the AC OPF model [25], used in other location methods, has been used as a reference to define network constraints. The objective function of the full model is constrained by the following restrictions:

\[
\begin{align*}
\sum_{k \in K_{i,c}} (p_{k,t}^f - i_{k,t}^f R_k) - \sum_{k \in K_{i,c}} p_{k,t}^f + \\
\sum_{d \in D_i} p_{d,t} - P_{i,t}^\text{load} &= 0, \quad \forall i \in N \setminus \{0\}, \forall t \in T \quad (6a) \\
\sum_{k \in K_{i,c}} (q_{k,t}^f - i_{k,t}^f X_k) - \sum_{k \in K_{i,c}} q_{k,t}^f + \\
\sum_{d \in D_i} q_{d,t} - Q_{i,t}^\text{load} &= 0, \quad \forall i \in N \setminus \{0\}, \forall t \in T \quad (6b) \\
\end{align*}
\]

where \( p_{0,t}, q_{0,t}, p_{d,t}, q_{d,t}, p_{d,t}^\text{ins}, p_{k,t}^f, q_{k,t}^f, i_{k,t}, v_{i,t}, \) and \( u_d \) are optimization variables.

Equations (6a) and (6b) represent the active and reactive power balance at nodes, where the injections of the new distributed generation are included. Equations (6c) and (6d) define the voltage at nodes and the currents through the branches respectively, while (6e) and (6f) define the voltage and current limits.

The equation (6g) defines the minimum and maximum power that can be installed. The active power limits are defined in (6h), where the maximum power to be injected is restricted to the maximum available power, determined each hour by the generation profile, \( M_d \). Finally, the maximum and minimum reactive power limits are defined in (6i).

The objective function of the full model is constrained by the following restrictions:

\[
\begin{align*}
\min z_3 &= \beta \cdot z_1 + z_2, \\
\text{where } \beta \text{ is a weight factor related to the cost of energy losses.} \\
\text{With this parameter, the DSO can assess the importance of the objective functions (1) and (4). In addition, the AC OPF model [25], used in other location methods, has been used as a reference to define network constraints.} \\
\text{The objective function is defined as:} \\
\end{align*}
\]

In summary, the optimal location problem that integrates the view of the distributed generation owners and the grid manager is obtained by solving the MINLP optimization problem: (5), subject to (6a)-(6i).

This model makes it possible to locate DERs that solve problems and are integrated into the grid without causing new problems, even though they can inject almost all available energy (no curtailment). This is achieved by identifying the best type of resource based on cost and use (owner perspective). At the same time, the DSO can supervise that the new DERs do not cause problems or excessively increase the energy losses.

III. TEST SYSTEM

The proposed methodology will be tested on the MV distribution network benchmark of CIGRE (European configuration), shown in Fig. 4. Data relating to nominal power, location, and type of load and generation are reported in [26].

Both feeders have a nominal voltage of 20 kV, with admissible voltage limits between 0.95 and 1.05 pu, a base power of 10 MVA and a base current of 288.6 A. The ampacity ratings of the branches are shown in Table 1.

Three different load types are used: residential, commercial and industrial. Load profiles are shown in Fig. 5. Industrial loads have the same location and power ratings as commercial loads in [26]. In addition, there are four types of DERs on the grid: PV, diesel, fuel cell and wind generators. The profile of each one is shown in Fig. 6.
Three cases with different types of loads are defined. The DER profiles, location and nominal power are kept the same in both. The aim is to consider scenarios with voltage and/or current limit violations in some periods, and assess how these problems are managed with the proposed methodology.

Several profiles could be used, representing different seasons or periods of time. However, for simplicity, a profile that represents a typical day is used for this analysis.

**A. SCENARIO A**

In this scenario, there are residential and commercial loads at the corresponding nodes. With the original data, there are no overload or voltage problems in the network, so it is necessary to scale the nominal power of the loads to create them.

The consumption of node 1 is increased by 60% and node 12 by 70%. With these increases, peak currents of 814.9 A occur on branch 0-1, while on branch 0-12 the maximum current reaches 808.5 A, exceeding the maximum limit for both branches. In addition to these overload problems, there are voltage values below the admissible range, with a minimum of 0.938 pu at node 11. Generic DERs with installation costs of 2000 €/kW are used as candidates to solve these problems.

**B. SCENARIO B**

In scenario B, there are only loads with industrial consumption profile, located at the same nodes and with the same rated power as commercial loads. As in the scenario A, the loads have to be scaled to create problems in the network.

All loads triple their value, except for the loads of node 1 and node 12, which increase by a factor of 3.25. With these values, overloads occur on branches 0-1, 0-12, 1-2 and 2-3. On branches 0-1 and 0-12 the peak currents are of 812.1 A and 768.9 A, respectively. In branches 1-2 and 2-3 the limit of 130 A is exceeded, with a maximum value of 132.12 A for both of them. The values of voltage at nodes also present problems, at node 10 there is a minimum value of 0.905 pu, below the admissible limit of 0.95 pu.

For this scenario, both wind and PV generation are candidates for installation, with the profiles shown in Fig. 6. To define their costs, [27] is taken as a reference, where an installation cost of 1473 €/kW for onshore wind generation is defined, while for PV generation the cost is 995 €/kW.

**C. SCENARIO C**

Scenario C includes residential and commercial loads. This scenario will be used for comparison with an alternative method [23] proposed in the literature. The objective is to demonstrate the advantage and functionality of controlling the use of resources through the use factor, and its weighting with $\alpha$.

As in previous scenarios, the loads have to be scaled to create overload problems: the loads of node 1 and 12 are increased by a factor of 1.5 and 2, respectively. With these values, overloads appear on branch 0-1, with a peak current of 767.88 A, and branch 0-12, with a peak current of 972.83
A. Because it is compared to a method based on LMPs, generic generators will be used as in scenario A.

IV. RESULTS

This section presents the results of applying the proposed methodology to the network and the scenarios described above. In the first scenario (scenario A), the results of integrating generic DERs, which also correct the problems present in the network, are analyzed. In the second scenario (scenario B), specific DERs are used, either for PV or wind generation, for the location and correction of problems.

To analyze the proposed method, two cases are compared. One of them with a non-zero \( \alpha \), which means taking into account the use of the resources; while the other case with \( \alpha = 0 \), which means not considering the use factor.

A. SCENARIO A

The objective is to correct, using generic DERs, the overload and voltage problems in the system, as well as to integrate the power injections of these DERs into the grid. To assess the influence of considering the use factor, the model will be applied with \( \alpha = 0.003 \). Coefficient \( \beta \) is defined equal to 1, to take into account the importance of reducing the cost of energy losses in the solution.

Fig. 7 shows the location and size of DERs for both values of \( \alpha \). It is observed that despite the fact that the same nodes are chosen, the installed capacity differs in each one. These differences are due to the use factor, which allows more capacity to be installed when the resource use is high.

At node 1, 0.4 MW is installed for the case of \( \alpha = 0.003 \), while 0.37 MW is installed for \( \alpha = 0 \). The increase is motivated by the fact that 100% of use is reached, so a higher investment is justified, since it would be profitable. However, at node 14 the situation is the opposite, without controlling the use, more power is installed: 0.56 MW compared to 0.53 MW in the case of considering the use, which means a difference in investment of an additional 60 k€.

This emphasizes one of the advantages of the proposed methodology: the size is reduced, which means a lower investment, making the most of the DER capacity and avoiding overloads and voltage problems. The owner is doubly benefited, reducing his investment and increasing the volume of injected energy into the grid. As \( \beta = 1 \) was defined, the DSO also benefits since losses are reduced.

A summary of the two cases presented is shown in Table 2. Although the investments are similar, the installed capacity at the nodes is different, with an increase of 10% in average use, 94.47% versus 85.98%. This has an impact on the average ratio between installation costs and MWh injected, with an average energy specific cost of 16.42 €/MWh enhancing the use, and 17.70 €/MWh not considering the enhancement. In other words, for an integration rate of 94.5%, the installation cost per MWh is reduced by 8.99%, a result that benefits all grid agents.

![Fig. 7. (a) Location and size of the installed generic DERs and (b) use factor of the selected DERs.](image)

**TABLE 2. Results of two cases presented for scenario A.**

| \( \alpha \) | Investment (€) | Total energy injected (MWh) | Specific Cost (€/MWh) | Use (%) |
|-------------|----------------|----------------------------|-----------------------|--------|
| 0.003       | 10.346         | 117.30                     | 16.11                 | 94.47  |
| 0           | 10.346         | 106.73                     | 17.70                 | 85.98  |

Fig. 8 shows the overload and voltage corrections made in the problematic hours. The currents that were originally above the limits are now within the admissible values. The same occurs with the voltage, where the minimum values, which were below 0.95 pu, are now around 0.975 pu. The current in branch 0-1 has a very similar profile in both cases, with values below the admissible limit of 2.53 pu, reaching this value only in hour 19.

Table 3 shows the results obtained in this scenario when the value of \( \alpha \) is varied. DER integration is defined as the percentage of injected energy by DERs with respect to the total energy absorbed by the load. The average specific cost is the ratio between the installation cost and the injected energy by the DER. These figures draw a region of equilibrium between the interests of the investor and those of the DSO. The adopted solution should be negotiated between both parties according to their requirements.

Comparing the alpha values, it can be seen that in the interval between \( \alpha = 0 = 0 \) and \( \alpha = 3 \times 10^{-3} \), the reduction in energy losses is similar, but for higher values of \( \alpha \), the reduction is lower. This is the case of \( \alpha = 9 \times 10^{-3} \), which achieves the maximum use and integration, where the reduction is at least 2% lower than in the other cases. Analyzing the cases shown for \( \alpha = 0 \) and \( \alpha = 3 \times 10^{-3} \), in addition to the cost reduction, with almost the same reduction in energy losses, an increase in DER integration of 1.13% is achieved.
achieved, the energy loss increases compared to the initial situation. This is one of the underlying reasons it is important to include the vision of the DSO.

### B. SCENARIO B

In this scenario, the objective is the same as in the scenario A, but using PV and wind generation. To adjust the use factor in this case, $\alpha = 0.001$ is defined for the two types of generation to be installed, as well as a value of $\beta = 1$ to assess the importance of minimizing the cost of energy loss.

The results of the size and use of PV generation are shown in Fig. 10. The differences are greater than if generic resources were used, as in the case of nodes 13 and 14. At node 13, considering the use, 0.024 MW is installed, and 0.07 MW if it is not considered. The latter implies a higher investment and less profitability.

![FIGURE 8.](image)

**FIGURE 8.** (a) Current evolution on branch 0-1, and (b) maximum and minimum voltage for each bus.

![FIGURE 9.](image)

**FIGURE 9.** Loss reduction for different percentages of use setting $\beta = 0$.

Fig. 9 shows the loss reduction for different percentages of use when the DSO perspective is not considered for the location in this scenario ($\beta = 0$). It can be seen that depending on the average use (achieved defining different $\alpha$ values), the loss reduction is different.

For an average use of 63.6%, there is a greater reduction in losses than in the case of 24.3% average use. However, for 100% of use, the losses increase by 0.9%. This is an undesirable effect: despite the maximum use of DERs is

| $\alpha$   | Average use (%) | Energy losses reduction (%) | DER integration (%) | Average specific cost (€/MWh) |
|------------|-----------------|------------------------------|---------------------|-------------------------------|
| 0          | 85.98           | 25.96                        | 11.51               | 17.70                         |
| 1e-4       | 86.73           | 25.96                        | 11.61               | 17.55                         |
| 5e-4       | 88.81           | 25.93                        | 11.89               | 17.14                         |
| 1e-3       | 90.74           | 25.86                        | 12.15               | 16.77                         |
| 2e-3       | 94.04           | 25.68                        | 12.45               | 16.36                         |
| 3e-3       | 94.47           | 25.47                        | 12.64               | 16.11                         |
| 5e-3       | 97.08           | 24.80                        | 12.99               | 15.68                         |
| 9e-3       | 100             | 23.54                        | 13.38               | 15.22                         |

![FIGURE 10.](image)

**FIGURE 10.** (a) Location and size of installed PV generation, and (b) percentage use factor.

At node 14, when the use is increased, more PV generation is installed: 0.44 MW to 0.39 MW. A higher investment is made because it is profitable, as its utilization is 100%, while without enhancing it, it only reaches 77.3%. This means that, despite the higher investment, the average cost of installation per MWh injected will be significantly lower, so the higher investment is justified.

In the location of wind generation (Fig. 11), the differences in size are more significant. The clearest case is node 9, where the largest investment is made in both cases, 1.43 MW considering the use and 1.49 MW without considering it, which means a difference of about 90 k€. Average use increases by 4.31%, going from 42.61% for $\alpha = 0$ to 46.92% for the case of $\alpha = 0.001$. The same occurs at node 3 and node 10. At node 13, the opposite happens, there is a higher investment and less profitability.
investment considering the use, which is justified due to the fact that 100% of use is reached.

The average costs at the nodes are shown in Fig. 12. At the nodes with PV generation, the costs are lower when the use factor is considered, with an average cost of 44.02 €/MWh compared to 53.12 €/MWh if $\alpha$ is set to 0. The average cost of wind generation follows the same trend, 22.14 €/MWh compared to 25.42 €/MWh without including the use. These figures represent a reduction of 17.14% for PV and 12.88% for wind generation.

**TABLE 4.** Results of two cases presented for scenario B.

|      | $\alpha$ | Investment (M€) | Total energy injected (MWh) | Cost (£/MWh) | Use (%) |
|------|----------|-----------------|-----------------------------|--------------|---------|
| PV   | 0.001    | 6.778           | 55.91                       | 22.14        | 67.3    |
| Total|          | 8.246           | 62.00                       | 24.29        | 75.2    |
| PV   | 0        | 6.780           | 48.73                       | 25.42        | 58.6    |
| Total|          | 8.248           | 53.78                       | 28.02        | 64.5    |

It can be seen that at node 11 the cost of wind power generation with $\alpha > 0$ is higher than the others: 53.81 €/MWh. This is because a generic $\alpha$ is defined for all nodes and types of technology, and in this node the most important injections are of reactive power. The influence of this node is small and does not affect the overall result, because if the installation of generation in node 11 were not allowed, similar results would be obtained. A summary of the results obtained for scenario B is shown in Table 4.

It can be seen that as the use of both types of generation increases, more energy is injected. In particular, more than 1 MWh in the case of PV generation, and more than 7 MWh in the case of wind generation. These differences have an impact on the total average specific cost per MWh, which decreases by 13.31%, with wind generation being the most influential and advantageous to install.

Regarding network problems, current and voltage values are corrected. In Fig. 13, the currents through two overloaded branches, 0-1 and 2-3, are shown. On branch 0-1, the profile is corrected when the maximum limits are exceeded. In branch 2-3, the current decreases to minimum values, since due to the minimization of the cost of losses in the objective function, it is more advantageous to feed directly into the nodes, minimizing the losses through the branches. As can be seen, the DSO perspective does not affect the owners. DSO only controls that there are no new problems or undesired situations, such as increased losses. Similarly, it can be seen how the minimum voltage values are corrected to admissible values above 0.95 pu.

The difference in the integration between the two cases is shown in Fig. 14, with the injection profiles PV and wind generation at node 14. In both cases the maximum power is injected in the key hours, but the rest of the time a better integration is observed with the proposed method.

Similarly to scenario A, Table 5 shows the results of varying $\alpha$ for scenario B. The influence of graduating the use is again observed. For this scenario, comparing the case of $\alpha = 2e^{−3}$ with lower $\alpha$ values, a higher use (81.23%) and integration is obtained with similar loss reduction. This represents a cost reduction of 9.63% compared to an average use of 75.2% ($\alpha = 1e^{−3}$). However, defining $\alpha = 5e^{−3}$, although the highest average use is achieved (91.67%), the loss reduction is significantly lower compared to the values.
As shown in the results in Table 5, as in the scenario A, the influence and need to graduate the use and integration are observed, where more energy can be integrated at a lower cost, obtaining beneficial solutions.

In the presented results, an equal $\alpha$ has been defined for both types of generation to simplify the analysis, but it can be defined specifically for either type of generation. Fig. 15 shows how the use factor of PV generation varies when the coefficient $\alpha_{PV}$ is modified, maintaining fixed the coefficient of wind generation, $\alpha_W$. As it can be seen, depending on the value of the coefficient $\alpha_W$, its use remains at a constant value, while the use of PV varies depending on the value assigned to $\alpha_{PV}$ to graduate the use.

Therefore, it is possible to set for a particular technology (for example, fossil fuels) a lower percentage of use, increasing the integration of renewable energy instead.

C. SCENARIO C

This scenario is included with the intention of comparing the proposed methodology with another one based on LMP as a signal to determine the power injections which solve the maximum and minimum node voltage.
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**TABLE 5.** Comparison of results for scenario B varying the parameter $\alpha$.

| $\alpha$ | Average use (%) | Energy losses reduction (%) | DER integration (%) | Average cost (€/MWh) |
|----------|-----------------|----------------------------|-------------------|----------------------|
| 0        | 64.50           | 27.04                      | 9.70              | 28.02                |
| 1e-4     | 68.62           | 27.04                      | 9.88              | 27.50                |
| 5e-4     | 71.80           | 26.98                      | 10.51             | 25.81                |
| 1e-3     | 75.20           | 26.83                      | 11.18             | 24.29                |
| 2e-3     | 81.23           | 26.32                      | 12.37             | 21.95                |
| 5e-3     | 91.67           | 24.42                      | 14.43             | 18.80                |
problems in the network [23], [24]. In these approaches, the rated capacity of the DERs injecting that power is not specified, thus the maximum value of the injection at each node is considered as the installed capacity.

Table 6 describes the results obtained using the approach presented in [23], indicating the capacity needed at each node in MW and the percentage of use under the assumption that they are used only to solve problems in the network.

### TABLE 6. Results obtained using an approach based on LMP.

| Node | Power (MW) | Use (%) | Node | Power (MW) | Use (%) |
|------|------------|---------|------|------------|---------|
| 1    | 0.0998     | 6.42    | 8    | 0.119      | 9.93    |
| 2    | 0.359      | 7.03    | 9    | 0.119      | 9.19    |
| 3    | 0.119      | 5.98    | 11   | 0.119      | 6.43    |
| 4    | 0.125      | 9.59    | 12   | 4.929      | 20.70   |
| 5    | 0.119      | 9.70    | 13   | 4.222      | 19.07   |
| 6    | 0.119      | 9.19    | 14   | 2.939      | 18.30   |

The low percentages of use are due to the fact that their use is analyzed only in the case they are needed to solve problems. To know the effect that the new DERs would have on the grid during the periods in which there are no problems, the following scenarios are assessed:

a) The use is 100% of the rated value during the entire period, the problems in branches 0-1 and 0-12 are solved, but new problems appear in branches 10-11 and 12-13.

b) The use is 80% of the rated value during the entire period, the problems in branches 0-1 and 0-12 are solved, and new problems do not appear.

c) The use is 70% of the rated value during the entire period, the overload in branch 0-1 is solved, but problems continue in branch 0-12.

Therefore, the results obtained by these types of methods must be assessed to consider the effect of new injections in the network during periods that were not previously problematic. With the LMP-based approach, 14.52 MW should be installed. Table 7 summarizes the results obtained for the same network with the proposed methodology. To compare similar situations, the parameter $\beta$ is set to 0, which means that the minimization of energy losses is not considered. In this case, a total of 8.75 MW are installed at 7 nodes. The different results obtained with each approach are an effect of considering the cost of resources and their use. With the proposed methodology, the network problems are solved by installing less capacity and prioritizing a higher rate of use.

### TABLE 7. Results obtained with the proposed methodology for $\alpha = 10^{-3}$.

| Node | Power (MW) | Use (%) | Node | Power (MW) | Use (%) |
|------|------------|---------|------|------------|---------|
| 1    | 0          | –       | 8    | 0          | –       |
| 2    | 0          | –       | 9    | 0.333      | 99.14   |
| 3    | 0          | –       | 10   | 0.198      | 96.58   |
| 4    | 0.316      | 99.77   | 12   | 6.975      | 96.16   |
| 5    | 0.327      | 93.78   | 13   | 0.045      | 98.49   |
| 6    | 0          | –       | 14   | 0.559      | 96.95   |

The proposed method adjusts the percentages of real use percentages due to the use factor and its weighting with the parameter $\alpha$ during the entire period. This is one of the advantages of the presented vision, to provide an effective integration of resources without the appearance of new problems. This avoids having to analyze the results and adjust the injections (use percentages) to solve new problems that may appear. This adjustment might be easy when dealing with generic generators, but it may be challenging when managing non-controllable resources with a specific generation profile.

### V. CONCLUSIONS

In this paper, a DER location and integration methodology based on considering costs, technology, and degree of use during the lifetime of the installations is proposed. It combines the views of the DER investor and DSOs. Moreover, the methodology is valid for normal operation, but it is also interesting when DERs are assessed as non-wires solutions when problems like overload and voltage values outside the admissible margins appear.

The results demonstrate that it allows for an effective, secure, and realistic integration of DERs due to boosting the use, explicitly considering their utilization during the lifetime of the installations and not only considering problematic hours. Taking into consideration the visions of the DER investor and DSO jointly for the optimal location, it is possible to obtain solutions profitable for the owners that do not cause harm to the grid (such as uncontrolled integration of DERs).

Considering the cost and type of technology is interesting, in addition to providing less costly and more cost-effective solutions, it allows the identification of the most appropriate mix and size of resources in the network, with the possibility to stimulate the use of the most beneficial technologies.

Future work will focus on the inclusion of storage systems together with the use factor concept, to analyze which are the most convenient technologies to use in combination with energy storage systems, and the benefits they could produce for DER investors and DSOs.
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