Josephson Inductance as a Probe for Highly Ballistic Semiconductor-Superconductor Weak Links
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We present simultaneous measurements of Josephson inductance and dc transport characteristics of ballistic Josephson junctions based upon an epitaxial Al-InAs heterostructure. The Josephson inductance at finite current bias directly reveals the current-phase relation. The proximity-induced gap, the critical current and the average value of the transparency are extracted without need for phase bias, demonstrating, e.g., a near-unity value of $\bar{\tau} = 0.94$. Our method allows us to probe the devices deeply in the nondissipative regime, where ordinary transport measurements are featureless. In perpendicular magnetic field the junctions show a nearly perfect Fraunhofer pattern of the critical current, which is insensitive to the value of $\bar{\tau}$. In contrast, the signature of supercurrent interference in the inductance turns out to be extremely sensitive to $\bar{\tau}$.
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Epitaxial semiconductor-superconductor hybrids [1,2] have provided an important platform for new types of devices including basic elements for topological quantum computing [3]. The epitaxial growth enabled a new generation of proximity-coupled Josephson junctions (JJs) that constitutes an unique playground in modern condensed matter physics research. In such junctions, the relation $I(\phi)$ between supercurrent $I$ and phase difference $\phi$ between superconducting leads encodes information on the rich physics of Andreev bound states (ABS) [4–6]. Particularly exciting phenomena emerge in the presence of strong spin-orbit interaction as, e.g., for InAs-based junctions [7–9]. Topologically protected phases have been predicted [10–13] and recently demonstrated [14,15]. Moreover, simultaneous breaking of both time-reversal and parity symmetry [16] leads to an anomalous shift in the current phase relation [17–20], so that the junctions exhibit finite phase difference at zero current, and vice versa.

Current-voltage $I(V)$ characteristics of single junctions are simple to measure, but do not provide access to the current-phase relation (CPR). Typically, an asymmetric SQUID [21–23], or a local probe of the magnetic field [24–26] is needed to implement the phase bias. Alternatively, the phase dependence of the Josephson inductance $L(\phi) = [(2\pi/\Phi_0) \cdot dI(\phi)/d\phi]^{-1}$ has been measured using a superconducting microwave resonator [27–29]. However, such resonators are usually not compatible with high magnetic fields. Another option is the interferometer-based method described in Ref. [30] which, however, does not provide access to the dc transport properties. On the other hand, it should be possible to investigate the nonlinear inductance $L(I)$ that is obtained by eliminating the unknown phase from the two equations $I(\phi)$ and $L^{-1}(\phi)$. This route seems so far nearly unexplored in the context of proximity-coupled JJs. In addition, measurements of individual multichannel junctions are always affected by the sample-specific defect configuration, which tends to mask the underlying generic properties of the specific semiconductor material. Hence a method is desirable, which provides an average over a large ensemble of junctions, in which the effects of individual defect configurations have negligible effect.

In this Letter we report on both the Josephson inductance and the dc transport characteristics of a linear array of about 2250 individual junctions. We show that the dependence of the Josephson inductance on current bias, magnetic field, and temperature is quantitatively understood in terms of the short ballistic junction model. From the data, we deduce an average transparency very close to one. We infer also the induced superconducting gap and the number of channels carrying the supercurrent. As opposed to the critical current, the quantum interference pattern in the inductance is very sensitive to the transparency. We find perfect consistency between the dc current and magnetic field dependence of the
The Josephson inductance is computed starting from the time derivative of the CPR \( I = I_0 f(\varphi) \), where \( I_0 \) is the characteristic current scale [34], \( \varphi \) is the phase difference between the superconducting leads and \( f(\varphi) \) a \( 2\pi \)-periodic dimensionless function [e.g., \( f(\varphi) = \sin \varphi \) for a tunnel junction]. The ratio of Josephson voltage \( V = \hbar \dot{\varphi}/2e \) and time derivative of the CPR defines the Josephson inductance

\[
L(\varphi) = \frac{V}{\dot{\varphi}} = \frac{\Phi_0}{2\pi I_0 f'(\varphi)}. \tag{1}
\]

Integration of \( L \dot{I} = \Phi_0 \dot{\varphi}/2\pi \) provides a reconstruction of the (inverse) CPR \( \varphi = \varphi(I) \):

\[
\varphi(I) = \varphi(0) + \frac{2\pi}{\Phi_0} \int_0^I L(I')dI', \tag{2}
\]

where \( L(I) \) is the measured inductance as a function of the dc current bias. We stress that here the phase difference is controlled by the current bias, as opposed to the asymmetric SQUID method where \( \varphi \) is controlled by the magnetic flux in the loop.

Solid lines in Fig. 2(a) show the Josephson inductance measured as a function of current bias at different temperatures. We notice that an increase of temperature produces an increase of the zero-bias inductance \( L(0) \). This is further increased by a finite current bias. In order to quantitatively describe our data, we made use of the CPR for short ballistic junctions at arbitrary temperature, which is given by [5,6,30]

\[
I(\varphi) = I_0 f(\varphi) = I_0 \cdot \frac{\bar{\tau} \sin \varphi \tanh \left[ \frac{\Delta^* (T)}{2k_B T} \sqrt{1 - \bar{\tau} \sin^2 \left( \frac{\varphi}{2} \right)} \right]}{2 \sqrt{1 - \bar{\tau} \sin^2 \left( \frac{\varphi}{2} \right)}}, \tag{3}
\]

where \( \Delta^* (T) \) is the induced superconducting gap of the proximitized 2DEG and \( \bar{\tau} \) is an average transmission coefficient [31]. Note that \( I_0 \) corresponds to the critical current only for \( \bar{\tau} = 1 \) and \( T = 0 \). We shall show that all our results are very well described by Eq. (3), even though our 2250 junctions are in the multichannel regime. The accessible part of the CPR \( I(\varphi) \) corresponding to the data in Fig. 2(a) is obtained using Eq. (2) and plotted in Fig. 2(c). In order to better compare the current dependence of the curves in Fig. 2(a) with that expected from Eq. (3), we plotted them in a normalized form in Fig. 2(d). This graph shows \( L(0)/L(I) \) plotted as a function of \( 2\pi L(0)/I/\Phi_0 \). This normalization allows us to express the results in a form that is sensitive only to the shape of the CPR (i.e., to \( \bar{\tau} \)) and not to its prefactor \( I_0 \). In Fig. 2(d) we observe that an increase of temperature produces an increase of curvature for \( L(I) \). The solid and dash-dotted black lines represent the limiting cases for \( \bar{\tau} \rightarrow 1 \) and \( \bar{\tau} \rightarrow 0 \) in Eq. (3), respectively. The lowest temperature curve (\( T = 100 \text{ mK} \)) matches with \( \bar{\tau} = 0.94 \). The other

FIG. 1. (a) Schematic of the Josephson junction array. The actual array is made of 2250 Al islands. (b) Scanning electron micrograph of a portion of the array, taken prior to the deposition of the gate dielectric and of the global top gate. (c) Sequence of the topmost layers for the heterostructure under study. The Al oxide and the Au layer have been lithographically deposited after the topmost layers for the heterostructure under study. The Al of the gate dielectric and of the global top gate. (d) Sequence of the actual array is made of 2250 Al islands. (b) Scanning electron
important parameter $I_0 = 5.882 \mu A$ is then obtained from the $L(0)$ value at the same temperature using Eq. (1) with $\bar{\tau} = 0.94$ in the function $f$. This corresponds to a critical current $I_c \equiv I_0 \max_x f(\bar{\tau} = 0.94, \varphi) = 4.41 \mu A$, which is about 0.75$I_0$.

The temperature dependence of the Josephson inductance provides the induced gap $\Delta^*$. By fitting the measured values of $L(0)$ versus $T$, shown in Fig. 2(b), it is possible to extract the last two parameters of our problem, namely, the Al gap $\Delta_{Al}$ and the barrier parameter $\gamma_B$ between Al film and 2DEG. As discussed in Ref. [35], these two parameters determine [36–38] the temperature dependence of the induced gap $\Delta^*$ (see discussion in the Supplemental Material [31]). The fit in Fig. 2(b) (red line) provides the values $\Delta_{Al} = 180 \mu$eV and $\gamma_B = 1.0$. Alternatively, $\Delta_{Al}$ can be estimated from $T_c$ [31], leaving $\gamma_B$ as the only fitting parameter. In this case the fit [blue line in Fig. 2(b)] underestimates $L(0)$ at higher temperature. In both cases, we obtain $\Delta^*(0) \approx 130 \mu$eV, in agreement with the value found in tunneling data mentioned above.

Inserting the four parameters $\bar{\tau} = 0.94$, $I_0 = 5.882 \mu A$, $\Delta_{Al} = 180 \mu$eV and $\gamma_B = 1.0$ just determined into Eq. (3), we obtain a consistent quantitative description of our whole set of data. We begin with Fig. 2(a). Without adjustment, the dashed lines perfectly match the curvature of $L(I)$ up to the appearance of the upwards kinks, marked with arrows. These kinks correspond to some weak junctions in the array with reduced critical current. At moderate bias their inductance is negligible compared to that of the other two thousand junctions in series. However, when the current approaches their reduced critical current value, their inductance sharply increases until it becomes dominant. At the same time, the resistance quickly increases and damps out the resonance [31]. The kinks become discontinuities at the lowest temperatures [resonance damped within one experimental point in Fig. 2(a)], indicating that there are only a few of such weaker junctions. Their reduced critical current sets the highest current at which the inductance can be measured, which is markedly less than $I_0$ found at equilibrium with inductance.
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**FIG. 2.** (a) Josephson inductance $L$ versus current bias $I$ measured for different temperatures from 100 to 900 mK (solid lines). Dashed lines show $L$ computed from Eq. (3) with parameters $I_0 = 5.882 \mu A$, $\bar{\tau} = 0.94$, $\Delta_{Al} = 180 \mu$eV, and $\gamma_B = 1.0$ (see text). (b) Zero-bias inductance $L(0)$, normalized to $\Phi_0/(2\pi I_0)$, plotted versus temperature (symbols), together with the prediction from Eq. (3) for (red curve) $\Delta_{Al} = 180 \mu$eV, $\gamma_B = 1.0$, and (blue curve) $\Delta_{Al} = 220 \mu$eV, $\gamma_B = 1.7$. (c) CPR curves obtained by integrating data in panel (a) using Eq. (2). (d) Symbols show a normalized representation of data in panel (a) (see text). Lines show the prediction of the $T = 0$ limit of Eq. (3) for selected values of the transparency $\bar{\tau}$. (e) $L(I)$ at $T = 100$ mK plotted for different gate voltage values $V_g$ (solid lines), together with the computed $L(I)$ from Eq. (3) (dashed lines). The number of supercurrent-carrying channels is deduced from the number $N$ in Eq. (4) that best fits the data.
measurements. This limits the accessible fraction of the CPR as shown in Fig. 2(c). We stress that, while dominating the transport at high bias, weak junctions are irrelevant at moderate bias, provided the array is long enough. The larger the number of junctions, the less important are imperfections in few of them.

Once the relevant CPR parameters have been found, it is possible to further validate our analysis by investigating the dependence of $L$ on other parameters. Figure 2(e) shows how the measured finite-bias $L(I)$ (solid lines) depends on the gate voltage $V_g$. At a first glance, the curves resemble those in Fig. 2(a), i.e., $L$ increases by increasing $|V_g|$ and $|I|$. There is, however, an important difference: in Fig. 2(e) the curvature is barely affected by the gate voltage, indicating that what is altered is just the prefactor $I_0$ and not the shape of the CPR. In fact, the simplest interpretation of the impact of $|V_g|$ is that it changes the number of transverse channels $N$ that carry the supercurrent, while $\bar{\tau}$ stays constant. This alters the prefactor $I_0(V_g)$ which is given by

$$I_0(V_g) = \frac{e \Delta^*}{\hbar} N(V_g).$$

Using Eqs. (3) and (4), we extract $N(V_g)$ versus gate voltage from the data in Fig. 2(e) and obtain $N(0) = 187$ at $V = 0$. This number is very close to the value $N = \left[\left(2 e^2/\hbar R_{sh}\right)^{-1}\right] = 193$ obtained from the Sharvin resistance in the normal state, $R_{sh} = R_n = 66.9 \, \Omega$. The good agreement between the two estimates of $N$ demonstrates that $I_0$ is not suppressed by environment effects as often observed in $I(V)$-characteristics. The normal state resistance allows us to estimate the product $I_1R_n$, which can be compared with the theoretical ballistic limit $\pi \Delta^*/e$. We find that the measured $I_1R_n = 295 \, \mu V$, which is 72% of the ballistic limit for $\Delta^* = 130 \, \mu eV$. This fraction is close to that (69%) observed in Ref. [20] for clean junctions with a length comparable to ours.

A hallmark of the Josephson effect and an important indicator for junction homogeneity is the modulation of the critical current $I_c(B_\perp)$ by quantum interference in a perpendicular magnetic field $B_\perp$. Figure 3(a) shows the JJ array resistance measured in dc as a function of $B_\perp$ and $I$ at $T = 100 \, \text{mK}$. The resistance is obtained by numerical differentiation of $IV$ characteristics. The diffraction pattern $I_c(B_\perp)$ is visible as the boundary between near-zero and finite resistance regions. It matches the Fraunhofer pattern well known from tunneling junctions: $I_c(B_\perp) = I_c(0) \left| \sin(\pi \Phi/\Phi_0) / (\pi \Phi/\Phi_0) \right|$. This is not by accident: the normalized diffraction pattern $I_c(B_\perp)/I_c(0)$ calculated from Eq. (3) by integrating the current density over the width of the junctions turns out to be independent of $\bar{\tau}$ [31].

The period of the diffraction pattern is determined by the flux $\Phi = awB_\perp$ within the effective junction area, where $w$ and $a$ are width and effective length, respectively. From the lobe periodicity in Fig. 3(a) we find $a = 960 \, \text{nm}$. This is close to the lattice period $a_0 = 1.1 \, \mu \text{m}$ of the array [39]. At $B_\perp = 0$, most JJs switch to normal resistance at current bias of $2.4 \, \mu A$, which is considerably less than the critical current $I_c = 4.41 \, \mu A$ defined above. The reason for the discrepancy is once again the presence of weaker junctions. Once they switch to normal resistance, their dissipation heats the remaining junctions, leading to a runaway process that rapidly brings the whole array into the normal state.

In order to substantiate our evaluation of the average transparency $\bar{\tau}$ against yet another observable, we turn now to the dependence of the zero bias Josephson inductance on $B_\perp$. In contrast to the critical current, the diffraction pattern in $L$ turns out to be very sensitive to $\bar{\tau}$. This is demonstrated in Fig. 3(b), displaying the measured inductance $L(B_\perp)$ for the central lobe (symbols) together with the expectation for

![Image]{https://example.com/inductance.png}
$L(B_\perp)$ (red solid line) using the CPR in Eq. (3). Without further adjustment of the previously determined parameters $I_0$, $\bar{\tau}$, and $a$, we find an excellent agreement that corroborates our analysis. The green and blue curve show instead the limiting cases of perfect opacity ($\bar{\tau} \to 0$, sinusoidal CPR, green curve) and perfect transparency ($\bar{\tau} \to 1$, blue curve) case, respectively. For the latter cases, the value of $I_0$ has been rescaled to obtain the measured value of zero-field inductance. It is clear that, even then, CPRs with values of $\bar{\tau} \neq 0.94$ cannot reproduce the experimental data. Instead, Eq. (3) with $\bar{\tau} = 0.94$ correctly describes not only the equilibrium $L(B_\perp)$, but also the curves for finite current bias [31].

In conclusion, we have shown that the Josephson inductance is a sensitive and versatile probe of the Andreev spectrum in short ballistic SNS junctions. The temperature, bias, gate voltage, and perpendicular field dependence of the Josephson inductance can be quantitatively described in terms of a short ballistic weak link with nearly perfect transmission. Inductance measurements enable the direct determination of the induced gap and of the junction transparency. Our experimental scheme can be easily combined with standard dc setups and allows for a simultaneous measurement of dc transport properties.
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