Interaction network analysis of the six game complexes in high-level volleyball through the use of Eigenvector Centrality
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Abstract

Social Network Analysis establishes a network system and provides information about the relationships (edges) between system components (nodes). Although nodes usually correspond to actors within the network (e.g., the players), it is possible to stipulate game actions as nodes, thus creating a network of the flow of game actions. In this study, Eigenvector Centrality (a form of weighted centrality that considers n-order connections) was used to identify differences in the centrality of distinct game actions within each of the six game complexes of volleyball. Thirteen matches (46 sets, 2,049 rallies) of the final round of the 2015 FIVB's World Grand Prix (Women) were analyzed. Results showed that analyzing actions as actors (i.e., nodes) offers a clear and comprehensive understanding of game flow and poses an interesting alternative to mainstream research where players are considered nodes. Functional differences between the six game complexes were highlighted, denoting the validity of such division. Out-of-system playing (i.e., having to set the attack under non-ideal conditions, e.g., in KI, KII, KIII and KIV), emerged as a regularity of the game and should be translated into the training process.

Introduction

The need for a systemic analysis of performance has been proposed extensively (e.g., [1–3]). In this vein, performance analysis (PA) is conducted to establish an ecological view via the understanding of the relationships between variables within a system [1]. Systemic approaches to PA treat systems as wholes, albeit composed of interacting independent parts [2], and as entities capable of self-organizing to produce non-linear patterns. Team sports (TS) fall into this conceptual framework because they are characterized by interconnected systems that change their state over time through self-organization properties [3]. It can be difficult to access the inherent complexity of systems, although some promising methods have emerged to address this issue.

Among such methods, Graph Theory (GT) provides a useful topological analysis of a complex system that offers quantitative insights into systemic behavior [4], which may then be
interpreted qualitatively. Mathematical GT has been the key to generating advanced quantitative methods for Social Network Analysis (SNA) [5]. Making use of methods derived from GT and sociometry, SNA offers a systemic view of the game [6, 7] and establishes a global network of the system through the study of interconnections (edges) among sets of actors (nodes) [8]. As such, SNA highlights the structural relationship between actors and reveals global network features, as well as individual network positions and subgroups within a whole network, which are the most important information transmitters [9]. Among others, centrality—which reveals the network position of individual actors or elements—is a key concept of SNA (see e.g. [10]).

Although SNA has existed for some time [11, 12], it has only been applied to sport relatively recently, which is evident in the systematic review published by Wäsche and colleagues [13]. From this work, Wäsche and colleagues proposed a six-dimension conceptual typology of SNA application that offers a renewed understanding and systematization of this new field research field. While two of these dimensions (i.e., competition networks and interaction networks) are specific to the sport, the other four (i.e. inter-organizational network, intra-organizational networks, affiliation networks, and social environments) are related to other social contexts. Competition networks (inter-event) examine sport outcomes and results by the identification of structural patterns and relative performances of athletes or sports teams. Interaction networks, on the other hand, focus on the interactions between players within a team, thus highlighting the relationships between game actions and how such interconnectivity can influence effectiveness.

As showed by Wäsche et al. [13], competition networks are much more widely studied than interaction networks, which reinforces the value of researchers exploring the latter. Here, the focus of research has been on the interactions between players (nodes) in different game phases through their passes (edges). For example, Gama et al. [6] examined attack patterns in soccer via the individual actions of key players and their influence on team performance in the Portuguese Football Premier League; their personalized metric was similar to degree centrality. Clemente et al. [14] assessed the intra-team tactical behavior in basketball attack organization using distinct centrality metrics of network (degree prestige, degree centrality). Duch et al. [15] analyzed the performance of individual players, and of teams, in the 2008 European Cup soccer tournament and concluded that flow centrality provides a powerful objective quantification of individual and team performance.

Such contributions have provided useful insights, but interaction networks such merit a broader body of research that incorporates the relational perspective proposed by Emirbayer [16] and Elster [17]. Additionally, SNA also offers the possibility of defining action variables as nodes [18, 19], and their relationships as edges. This perspective brings a departure from most current research and provides different avenues for understanding game flow. This action-centered approach (as opposed to a player-centered approach) might constitute a more suitable pathway towards an understanding of the functional specificities of each game phase (in volleyball, the technical term is game complex), and thereby paving the way to better pedagogical models for teaching the game and training models that are more coherent with the demands of the game [19].

The centrality of a variable is usually determined by the absolute number of its direct connections (e.g., Degree Centrality [10]), which might provide an analysis that neglects indirect connections. Eigenvector Centrality, in comparison, weights the indirect connections in addition to direct connections (e.g., second- or third-order links between nodes) [10, 20], and therefore provides a more complete overview of the role of each node within a systemic perspective. Until now, centrality measures such as Eigenvector Centrality have mainly been adopted by sociometric approaches and quantitative network studies of ethnography [5, 21]. However, to our knowledge, this metric is still underused in performance analysis of sports
One exception is a study by Sasaki et al. [24], which used Network Centrality Analysis (Density and Eigenvector) to determine the tactical leader of high-level rugby teams (2015 Rugby World Cup) and to analyze the impact of defensive actions on the outcome of the game. This revealed the existence of decisive relational structures where the highest turnover performance would contribute to the winning game, and that certain individuals play key roles in the game (e.g., “fly-half”). Because game events are likely to produce direct as well as indirect consequences, the application of Eigenvector Centrality in high-performance sport settings needs to be further explored [25].

Volleyball is a team sport composed of six functionally distinct but interconnected game complexes (Ks). The six game complexes are as follows (based on [18, 19, 26]): Complex 0 (K0) or serve; Complex I (KI) or side-out; Complex II (KII) or side-out transition; Complex III (KIII) or transition of transition; Complex IV (KIV) or attack coverage; and Complex V (KV) or Freeball and Downball. Despite the rationale behind the theoretical compartmentalization of volleyball into six functionally distinct game complexes, research has focused mainly on KI and KII (e.g. [27, 28]), usually incorporating K0, KIII, KIV and KV into KII. This combining of complexes has produced results that might be misleading because important inter-complex differences are likely to be averaged out. Although a number of investigations have focused on the characteristics of subsets of the six game complexes [29, 30], analyzing the game without considering all the complexes may limit the ability to acquire an in-depth understanding of the game [30]. Here, we propose to address this issue in women’s volleyball, a decision made because women’s volleyball is less well studied than men’s volleyball [31].

The application of SNA to volleyball is still in a preliminary phase, and Eigenvector Centrality has seldom been applied. Indeed, to date just three studies have utilized Eigenvector Centrality [18, 19, 23]. These studies have investigated complexes I, II and III in the group stage of the women’s 2015 World Grand Prix [23] and the men’s 2015 World Cup [22], and also complexes IV and V in the group stage of the women’s 2015 World Grand Prix [19]. More research is, however, required to fully explore the contributions of Eigenvector Centrality in sports. This is particularly true for women’s volleyball because it is less well studied than men’s volleyball [31]. Moreover, studies on interaction networks have not used Eigenvector Centrality [7, 15, 32, 33], and thus an opportunity exists for this to be explored.

Our aim, therefore, was to examine the functional differences between the six game complexes in high-level women’s volleyball from the perspective of SNA, and specifically using the insights offered by Eigenvector Centrality. Here, we will use an action-centered approach and consider game actions as nodes to establish an interaction network [13]. We assessed all six game complexes because we expected each to have different characteristics and weights for each variable, particularly setting conditions. More specifically, we anticipated that the weights for the most critical game actions (i.e., Setting Conditions, as they represent the link between the first and final contact with the ball) would be different for each complex, albeit with a predominance of Setting Condition C (i.e. poor conditions for setting the attack). We also hypothesized that the patterns for each complex would depend on the interconnectivity with previous complexes. Here, we specifically anticipated that block opposition would be enhanced (i.e., more blockers opposing the attack) when playing in KII and KIII, and impaired when playing in KIV and KV.

**Material and methods**

**Sample**

Thirteen matches of the final round of the 2015 FIVB World Grand Prix (one of the main world volleyball competitions for women) between the national teams of Brazil (4 matches),
China (5 matches), Japan (4 matches), Italy (4 matches), Russia (4 matches) and the USA (5 matches) were observed. Thus, a balanced number of matches for each team was observed. We analyzed a total of 46 sets (8 three-set matches, 3 four-set matches, and 2 five-set matches), which corresponds to 2,000 plays or rallies, including 2,017 ball possessions related to K0, 1,800 to KI, 1,423 to KII, 1,204 to KIII, 258 to KIV, and 273 to KV. This resulted in the production of a network with 125 nodes and 1,865 edges. The Ethics Committee at the Centre of Research, Education, Innovation and Intervention in Sport, University of Porto, provided institutional approval for this study (CEFADE 16.2017).

### Measures

The game of volleyball can be divided in phases or subsystems, usually termed *game complexes* in the specialized literature [26]. Each game complex displays distinctive features and sequences of occurrence. Six *Game Complexes* (K’s) were considered and are synthesized in Fig 1: Complex 0 (K0) or serve; Complex I (KI) or side-out; Complex II (KII) or side-out transition; Complex III (KIII) or transition of transition; Complex IV (KIV) or attack coverage; and Complex V (KV) or Freeball and Downball (based on [18, 19, 26]).

The Initial Position of the Server was based on Quiroga et al. [34]: Zones 1, 6 or 5; see Fig 2A. Serve Type was adapted from Costa et al. [31] Quiroga et al. [34]: float jump serve (i.e., without ball rotation); jump serve (i.e., with ball rotation); and standing serve (i.e., without jumping and including both the float and topspin standing serves; their reduced occurrence in high-level volleyball justifies their grouping into a single category).

The Zone of First Contact can occur in the form of reception or defense and was stipulated following the six official zones according to the FIVB rules (see Fig 2B). In the case of defense, we added the ‘Others’ (OT) zone. This corresponds to the area where the athlete can retrieve balls outside the bounds of the court after having touched the block. In serve-reception, this category is not required, as a previous contact with the block is not possible.

Setting Conditions were adapted from Marcelino et al. [28], Laporta et al. [30], Afonso and Mesquita [35], and refer to the attack options available to a setter before setting the attack: A—the setter has all the attack options available, and therefore the ideal setting conditions; B—the
setter can deploy quick attacks, but some attack options are not possible (e.g., crossing of players); C–the setter can only use high sets, and thus it is considered as out-of-system playing.

The Attack Zone made use of the six official zones determined by FIVB rules (see the Fig 2A). Attack Tempo was simplified from Afonso and Mesquita [36] and Costa et al. [31], and refers to the synchronization between the setter and the attacker: a) in tempo 1 the attacker jumps before or at the same time as the set; b) in tempo 2 the attacker performs two steps after the set; and c) in tempo 3 the attacker waits for the ball to ascend and then performs a three- or more-steps approach.

Block Opposition was adapted from Afonso and Mesquita [35], and considered the following categories: no-block (B0); single or individual block (B1); double block (B2); and triple block (B3). The Number of Available Players Before Attack Coverage was adapted from Laporta et al. [30], Laporta et al. [37] and refers to the players that were available to attack before an attack coverage occurring. The Number of Coverage Lines consists of imaginary curved lines (progressing from the net to the endline) established by the players that were in the defense position in the moment of the attack.

Freeball represents the team organization for a ball that will have to be returned softly by the opponent due to poor conditions for performing the third contact [38]; Downball occurs when it is unfavorable for a player to attack, but they still perform a standing spike [39]. The Target Zone in KV (see Fig 2C) is the area of the court in which the ball was dropped. It can be categorized as an offensive or defensive zone according to official FIVB rules (i.e., from the 3-meter line until the net or behind the 3-meter line). The analyzed variables are summarized in S1 Table.
Data collection
The matches were viewed using the websites laola.tv and youtube.com. All matches were available in high-definition (1080p) and recorded with a moving lateral view of the court (i.e., broadly aligned with the net and with a moving angle), which was suitable for the variables we intended to observe in this investigation. Indeed, the variables were selected considering these specifications. Likewise, we chose specific instruments to analyze our variables of interest considering the characteristics of the video footage.

Data worksheet
The data were input into an analysis worksheet created with Microsoft® Excel® 2017 (Microsoft Office Professional 365 Version 15.30, E.U.A.) using the macro function to instantly catalogue the required codes in the appropriate cells.

Training protocol for the observers
For the observer’s training protocol we expanded upon the methodological concerns outlined by Araújo et al. [40]. Three observers, each with a master’s degree in the area of volleyball training and with extensive experience as a volleyball coach (i.e., more than five years as coaches and with victories in national championships in their résumé), were trained to use the instrument for a period of three months. Two reliability tests were performed in this period (the first after two months of testing the instrument, another three months after) to ensure consistency and to allow for any necessary adjustments to the variables and categories of the final instrument. Over the three months of training, weekly meetings were held for instrument explanations and clarifications, discussion of emerging problems, and a joint analysis of different matches (not used in the current investigation) [41].

As the analysis is designed to apply to both women and men’s volleyball, the first reliability testing comprised an analysis of 217 actions from a high-level men’s match (final match to qualify for the 2015 FIVB Volleyball World League Pool E, totaling 5 sets). Four of the 13 variables obtained Kappa values below 0.75. This led to an in-depth discussion about these variables and their categories, which we then redefined and improved to increase clarity and the likelihood of more homogeneous recordings.

After further training meetings (analyzing both men’s and women’s matches), a second reliability test of the instrument was performed, this time using a high-level women’s match (play-off match of 2014/2015 Turkish Women’s Volleyball League, totaling 5 sets), and a total of 209 actions. This match was from a different competition to that considered in our study) in order to avoid bias when moving towards analysis of the target competition. While reliability improved, one variable (Type of Reception Line) still presented values below the expected 0.75. Therefore, after critical discussions, the researchers decided to remove this variable from the study. The final analysis worksheet thus included the 11 variables described in S1 Table.

We conducted the final assessment of data reliability measurement with 415 actions from two high-level matches (final phase of the 2015 World League and 2015 World Grand Prix, totaling 10 sets). All variables presented Cohen’s Kappa values above 0.75, as suggested in the literature [42].

Data analysis
After being inserted, data were examined using SPSS® for Mac (Version 24, IBM®, E.U.A.). A descriptive analysis was conducted to ensure data quality (verify input errors, data frequency and others). A calculation of Eigenvector Centrality was then performed using Gephi 0.9.1 for
Nodes were placed at the periphery of the network so that all interactions could be clearly visualized.

The contrast of node size and color were perfected to reflect the magnitude of their Eigenvector values. Node size was manipulated using the intrinsic units provided by the software, which were specified between 300 (minimum) to 1,500 (maximum). These values are a measure of arbitrary, relative units, where the value (node size) determines the degree of visual contrast between variables according to the different Eigenvector values.

Edges were also depicted with a variable thickness in order to better reflect Eigenvector values. Although nodes reflect the weight of both direct and indirect connections, edges provide a measure of direct connections only. Therefore, thicker edges correspond to a greater number of connections between two nodes. Edges are defined in units, i.e., number of connections. A direct connection between two variables is established if they are simultaneous or consecutive. For example, Attack Tempo occurs simultaneously with Attack Zone, so some category of Attack Tempo will always connect to some category of Attack Zone. Also, Attack Tempo is preceded by Setting Conditions and followed by Block Opposition. Therefore, it also establishes direct connections with these two variables. However, there are no direct connections between Attack Tempo and Zone of First Contact, as they do not follow consecutively. Nonetheless, Eigenvector Centrality calculates the weight of indirect connections, such as the following: Zone of First Contact–Setting Conditions–Attack Tempo.

Data reliability

After data collection was completed, inter-observer reliability was assessed with 10% of the total sample (a total of 210 randomly chosen actions) as suggested in the literature [42]. A calculation of Cohen’s Kappa provided values ranging between 0.80 and 1, which are above the threshold of 0.75 proposed by Tabachnick and Fidell [43]. Intra-observer reliability analysis was conducted with the same 210 actions approximately two months after the first observations. All variables achieved values of Cohen’s Kappa between 0.791 and 1, again surpassing the minimum accepted threshold of 0.75.

Results

A global network of within-complex and between-complex interactions was established (Fig 3) using Eigenvector Centrality to provide a map of interactions.

A visual inspection of the network revealed the existence of functional distinctions between game complexes. Quantitative values of Eigenvector Centrality for each game complex are exhibited in S2–S7 Tables.

Eigenvector values for the variables belonging to Complex I are presented in S3 Table, highlighting the high values for Setting Condition C, Attack Zones 2 and 4 and Attack Tempo 2 and 3.

S4 Table presents the variables belonging to Complex I. Note the high centrality values for Setting Condition C, Attack Zone 4, Attack Tempo 2 and 3, and Single and Double-block.

Eigenvector values for the KIII variables are shown in S5 Table. Setting Condition C and Attack Tempo 2 presented high values in their categories. In KI, the zones with higher Eigenvector values were Zone 1 and 5, followed by Zone 6, whereas in KII, Zones 5, 1 and 6 showed the highest values. The same regularity was observed in KIII.

Block Opposition had similar values for KII and KIII, with Double Block presenting the highest values, followed by Single Block. In KIII the Triple Block obtained an Eigenvector value superior to that of KII.
The Eigenvector values of the variables belonging to Complex IV are presented in S6 Table: note the high values for Setting Condition C, Attack Zones 2 and 4 and Attack Tempo 2 and 3.

S7 Table shows the Eigenvector values of the complex V variables, where Setting Conditions A, Attack Tempo 1 and 2 revealed a higher value of centrality. For Setting Conditions, KI exhibited the highest Eigenvector value for Setting Condition C, followed by Setting Conditions A and B. In KII, Setting Condition C also had a higher centrality value, with lower values for Setting Conditions A and B. KIII followed the same trend of Setting Condition C having the highest value, although Setting Condition A had a larger value than Setting Condition B. KIV was defined by higher values of Eigenvector Centrality compared to the other complexes.
and in it Setting Condition C had the highest Eigenvector value, well above the values for Setting Conditions A and B. Finally, KV was the only game complex where Setting Condition A had the highest value, followed by Setting Conditions B. For this complex, Setting Condition C had the lowest centrality value.

In KI, the Attack Zones with the greatest Eigenvector centrality were Zones 2, 4 and Zone 3. In KII, Zones 2 and 4 had the highest centrality values, followed by Zone 1. Attack Zone 4 was the most central in Complex III, followed by Zones 2 and 3. In KIV, Zone 2 and 4 presented the highest values, while the centrality of other Attack Zones fell below 0.3. In KV, in addition to Zones 2 and 4, Zone 3 also presented a high Eigenvector value.

The variable Attack Tempo had similar values for all categories in KI, although Attack Tempos 2 and 3 had the highest Eigenvector values, followed by Attack Tempo 1. In KII, Attack Tempos 2 and 3 had the highest Eigenvector values. In KIII, Tempo 2 presented the highest value, followed by Tempos 3 and 1. In KIV Tempo 2 had the highest value, followed by Tempo 3. In KV, the most central categories were Tempos 2 and 1, with Tempo 3 exhibiting the lowest value of this complex.

Discussion

The aim of the present study was to conduct a systemic analysis of high-level women’s volleyball, with special consideration of the game actions comprising its six interconnected game complexes. Our rationale for this was based on the six-dimension conceptual typology of Social Network Analysis (SNA) applied to sport Wäsche et al. [13], which establishes an interaction network to examine the degree of interconnectivity and specificity of the different game complexes. In order to establish the quantitative and topological relationships between game variables across the six complexes we used SNA and Eigenvector Centrality. This metric provides the opportunity to access not only the direct connections between game actions, but also the indirect connections within each complex and between complexes. Another novel aspect of this research was the analysis of game actions as nodes, while previous research has applied player-centered approaches.

Preferential attachments [7] from indirect and direct connections were identified, and these highlight features of the game dynamics within each complex and between complexes. The identification of such preferential attachments within a small-world network from an interaction network (intra-event) creates the possibility for identifying the critical game actions that impact more on the game flow, and therefore on the performance. Moreover, this paper answered the call by Passos et al. [7] for more research that measures the temporal and spatial distribution of high frequency nodes pertaining to interactions in team sports. Here, we have accomplished this with a relevant sample of 2,017 ball possessions in a total of 46 sets, with 125 nodes and 1865 edges.

We hypothesized that some game actions would have different weights in distinct game complexes, and would thus have varied impacts on game flow, i.e. on the patterns and configurations of the game dynamics. By using Eigenvector Centrality it was evident that there were preferential attachments [7] that explicitly impacted on the game dynamics. For instance, playing out-of-system (strongly related to Setting Conditions, Attack Tempo and Zone) emerged as a central game pattern in several complexes. Setting the attack under non-ideal conditions (i.e. Setting Condition C) had a central role in almost all complexes (I, II, III and IV). This suggests that in four of five game complexes (as K0 is an enclosed complex with only one action, i.e., the serve), setting out-of-system is more central than setting in-system (A), or marginally out-of-system (B), conditions. Although setting in-system is considered crucial for creating the best options for attack tempo and attack zone [44], our data emphasized that the use of
non-ideal, out-of-system setting conditions is a regularity in high-level women’s volleyball. These findings are somewhat different to those of previous research using Eigenvector centrality in women’s volleyball. Hurst et al.[23] analyzed the first phase of the 2015 World Grand Prix and showed that setting conditions had roughly equivalent centrality values in complexes I and III, while setting out-of-system was only predominant in KII. Our study was applied to the final round of the 2015 World Grand Prix, which is likely to have more balanced matches because the team levels are highly equalized (after all, only the best of the best classify for this stage). These differences in findings might, therefore, depend on the competition stage, although more research is necessary to verify if this trend is consistent in other samples.

In this study, Eigenvector Centrality was shown to be a powerful tool for establishing the interconnectivity between game actions and their relative roles in each game complex (Setting Conditions, for example, establish the possibility for linking the first contact with the third contact in a functional manner). This requires a consideration of the interplay between all the game actions (i.e., the whole network), hence highlighting the clear advantage of adopting the SNA approach and Eigenvector metric. Similarly, we observed higher centrality values for slower attack tempos, and attacks at the extremities of the net, and it is possible that these are derived from the predominant out-of-system setting conditions. Although prior studies already devoted some attention to Setting Conditions (e.g., [45, 46], [47]), none considered the interactions among all the different game actions, i.e. there was no weighting of indirect connections. Such studies have also tended to analyze each condition was studied in a somewhat rigid manner, such as by considering specific zones of the court, instead of adopting a more flexible and functional analysis. They therefore do not correspond well to the reality and complexity of high-level games.

We anticipated that the interconnectivity with previous complexes would influence the patterns of following game complexes: block opposition, for instance, would be enhanced in KII and KIV (i.e., more blockers opposing the attack in more unpredictable complexes) and impaired conditions in complexes with less uncertainty (i.e., KIV and KV). Our use of Eigenvector Centrality allowed us to identify some specificities of the game complexes, and the relationships each complex had with subsequent complexes. KII, for example, exhibited a greater unpredictability because it had consistent centrality values across the different attack zones and tempos. Such uncertain conditions then made it possible for KIII to be more predictable, evident by Attack Tempo 2 having a higher Eigenvector value than the Attack Tempos 1 and 3. In KV, there was greater Eigenvector Centrality for faster attack tempos (i.e., Tempos 2 and 1), coupled with a more even distribution of front row attack zones (i.e., Zones 2, 3 and 4). This implies that faster attack tempos favor the unbalancing of the block [35], which is supported in our study by higher centrality values for single and double blocks in KIII. The strong relationships between complexes and their subsequent game complexes are apparent, and this appeals to the utilization of methodologies that consider the interconnectivity between game actions and complexes, as is considered in the SNA approach.

Overall, the present study demonstrates the power of SNA in accessing the game ecology (i.e., in considering its dynamics and complexity) and for allowing the identification of game patterns that are context-dependent. Quantifying events in team sports while accounting for their interconnectivity is far from trivial. Moreover, the relevance of adopting an action-centered approach, as carried out in this study, is that it (a) provides a powerful and objective quantification of all actions considering both its direct and indirect linkages, and (b) delivers a deeper comprehension of the specificity and interconnectivity of game actions considering the game phases where they take place. In light of the shortcomings of previous studies on interaction networks, we believe the current research adds to the existing body of knowledge.
Conclusions

In the present study, the use of Social Network Analysis provided important and weighted interaction patterns that respect the game’s ecology and that describe the specificities of, and relationships between, the six game complexes. Moreover, the use of Eigenvector metrics revealed which game events were most influential at each moment of the game by considering the indirect connections with other actions. Our data exhibited some game patterns that are not usually considered in the training process. Indeed, training is usually planned and developed considering the ideal conditions, such as setting the ball through the traditionally considered ideal condition for setting (i.e., Setting Condition A). However, as this study has shown, game patterns are diverse and playing under non-ideal conditions (such as Setting Conditions C and Attack Tempo 3) has a central role in almost all complexes. In this vein, coaches should consider this diversification and prepare teams to face the problems imposed by their opponent, that is, to act in real-game situations, or under non-ideal conditions, in order to optimize team preparation for competition [23, 48].

We also identified a strong relationship between each complex and its subsequent game complexes (e.g., KII with KIII). This suggests that training should consider this complex dependence, such as by analyzing the game scenarios and their probability of occurrence as a result of the actions performed in the previous complex. Prior studies on interaction networks have not used Eigenvector Centrality [7, 15, 32, 33]. Our study thus represents a step forward in considering both direct and indirect connections and delivers a more refined view of an interaction network, which we consider relevant for the understanding of the complex and dynamic nature of team sports.

One limitation of the present investigation is that the tactical systems used by each team, the characteristics of their players, and other situational constraints were not considered. However, the use of Eigenvector Centrality, the consideration of six functional game complexes, and especially the classification of game actions as nodes, has provided a novel approach to interaction networks.

Future studies using Social Network Analysis could make greater use of Eigenvector Centrality from a relational event perspective [49], such as by incorporating game constraints (e.g., players and situational cues) that impact upon the match dynamics. Here, it will also be of remarkable value to explore the game actions performed by players according to their functional specialization in the game [50], and situational variables such as match status [51], quality of opposition [52] and moment of the game [53], among others.
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