Dynamical susceptibility near a long-wavelength critical point with a nonconserved order parameter
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We study the dynamic response of a two-dimensional system of itinerant fermions in the vicinity of a uniform (\( \mathbf{Q} = 0 \)) Ising nematic quantum critical point of \( d \)-wave symmetry. The nematic order parameter is not a conserved quantity, and this permits a nonzero value of the fermionic polarization in the \( d \)-wave channel even for vanishing momentum and finite frequency: \( \Pi(\mathbf{q} = 0, \Omega_m) \neq 0 \). For weak coupling between the fermions and the nematic order parameter (i.e., the coupling is small compared to the Fermi energy), we perturbatively compute \( \Pi(\mathbf{q} = 0, \Omega_m) \) in the non-Fermi-liquid regime at smaller frequencies, where \( \Sigma(\omega) > c \). We find that \( \Pi(\mathbf{q} = 0, \Omega) \) is a constant, plus a frequency-dependent correction that goes as \( |\Omega| \) at high frequencies, crossing over to \( |\Omega|^{1/3} \) at lower frequencies. The \( |\Omega|^{1/3} \) scaling holds also in a non-Fermi-liquid regime. The nonvanishing of \( \Pi(q = 0, \Omega) \) gives rise to additional structure in the imaginary part of the nematic susceptibility \( \chi_{\mathbf{q}, \Omega} \) at \( \Omega > v_F q \), in marked contrast to the behavior of the susceptibility for a conserved order parameter. This additional structure may be detected in Raman scattering experiments in the \( d \)-wave geometry.
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I. INTRODUCTION

The behavior of strongly correlated fermions in the vicinity of a quantum critical point (QCP) is one of the most fascinating problems in many-body physics. A complex interplay of dynamics, correlations, and geometry leads to a wide array of phenomena, such as superconductivity beyond the Bardeen-Cooper-Schrieffer paradigm, non-Fermi-liquid (NFL) behavior, competing and interwined order parameters, among other effects. Today, it is widely believed that many complex materials, most prominently the cuprate and iron-based high-\( T_c \) superconductors, are examples of such critical systems.

A traditional way to treat the physics near a QCP is to study an effective low-energy model of itinerant fermions coupled to near-critical order parameter fluctuations. Within this model, one can study how soft bosons affect fermionic properties, like the quasiparticle residue and lifetime. At the same time, one can also study how gapless fermionic degrees of freedom affect the bosonic properties of a system, such as critical temperatures and scaling dimensions of order-parameter fields.

The subject of this paper is the bosonic dynamics that appears as a result of the coupling to fermions. Specifically, we study a system of fermions in two spatial dimensions coupled to fluctuations of a \( d \)-wave nematic order parameter \( \phi \) near a critical point, at which \( \phi \) orders. Our goal is to understand fermion-induced dynamics of the \( \phi \) field near such a transition. This dynamics is encoded in the \( d \)-wave fermionic polarization \( \Pi(\mathbf{q},\Omega) \). In thebulk of the paper we study \( \Pi(q,\Omega) \) as a function of Matsubara frequency \( \Omega_m = 2\pi m T \). We also discuss the imaginary part of the nematic susceptibility in real frequencies towards the end of the paper.

At high temperatures, thermal fluctuations dominate, and the largest term in \( \Pi(q,\Omega_m) \) is the one with \( \Omega_m = 0 \), so that the dynamical properties are frozen. As the temperature is lowered, quantum fluctuations become important and eventually, at \( T = 0, \Omega_m \) becomes a continuous variable. Then, it is necessary to describe response functions in their full momentum-frequency space. We address the question of what is the magnitude and the frequency dependence of \( \Pi(q = 0, \Omega_m) \) at low temperature, \( T \rightarrow 0 \).

The limit of \( q = 0 \) and finite \( \Omega_m \) has attracted far less attention than the opposite limit \( \Omega_m \ll v_F q \) (see, e.g., Ref. [1]). There are several reasons for this. First, most theories of quantum critical phenomena in metals predict a dynamical exponent \( z > 1 \), so that the scaling regime is accessed for \( \Omega_m \sim q^z \ll v_F q \). Second, if the order parameter is conjugate to a conserved quantity (e.g., it couples to total fermionic density or spin), the fermionic polarization \( \Pi(q = 0, \Omega_m) \) vanishes identically by the conservation law and, by continuity, must be small for \( \Omega_m \gg v_F q \).

However, recent years have seen an increasing interest in anisotropic transitions, such as long-wavelength nematic QCPs with a \( d \)-wave order parameter, which we study in this work. This order parameter couples to the \( d \)-wave component of fermionic density, for which the polarization is not constrained by the conservation law, so nontrivial dynamics in the regime \( \Omega_m \gg v_F q \) are indeed possible. The regime \( \Omega_m \gg v_F q \) can be probed in numerical simulations and is also accessible in Raman scattering experiments. Nonzero dynamic response at vanishing \( q \) has also been detected in neutron scattering near ferromagnetic QCPs in several uranium compounds [2–4], although we do not explicitly discuss this case here.

In this paper, we compute \( \Pi(q = 0, \Omega_m) \) at a nematic QCP. We work at weak coupling and with a large number of fermionic flavors \( N \). We present results appropriate to several parametrically broad regimes of frequency. There are
FIG. 1. An illustration of the susceptibilities for a conserved vs nonconserved order parameter. The figure is a sketch of the imaginary part of the susceptibility $\chi''(q,\Omega)$ of collective excitations of a system of itinerant fermions near an isotropic QCP (dashed line), such as a ferromagnetic QCP, vs a nematic QCP (solid line).

In the low-frequency regime $\Omega < v_F|q|$ both susceptibilities are roughly identical, with a sharp peak at $\Omega \approx v_F|q|$ due to Landau damping of the excitations. At higher frequencies $\Omega \gg v_F|q|$, the isotropic response vanishes due to the conservation law (e.g., spin conservation). The nematic susceptibility flattens and then rises as $\Omega^{1/3}$, then switches to $\Omega$, before finally beginning to decay at $\Omega \sim v_F$ (not shown). The dotted blue line is a reference line for $\Omega^{1/3}$. The calculations of $\chi''$ reveal two relevant frequency scales in the problem (expressions for which will appear in the next section), both much smaller than the Fermi energy $\varepsilon_F$. The first $\omega_1$ is the frequency below which the Landau damping of the bosonic degrees of freedom by the fermions becomes important. The second scale $\omega_0 \ll \omega_1$ is the one below which the self-energy of the fermions becomes important and the system develops NFL behavior. Schematically, our results are

$$\Pi(q = 0, \Omega_m) \approx \begin{cases} \text{const} + |\Omega_m|, & \omega_1 \ll |\Omega_m| \ll \varepsilon_F \\ \text{const} + |\Omega_m|^{1/3}, & \omega_0 \ll |\Omega_m| \ll \omega_1 \\ \text{const} + |\Omega_m|^{1/3}, & |\Omega_m| \ll \omega_0. \end{cases}$$

We emphasize that the frequency dependence of $\Pi(q = 0, \Omega_m)$ does not change around $\Omega_m = \omega_0$, i.e., it is not modified when the system enters the NFL regime below $\omega_0$.

In each of the three regimes, the frequency dependence is a small correction to the constant part. However, this frequency dependence determines the imaginary part of the nematic susceptibility in real frequencies, $\chi''(q,\Omega)$, which scales as $|\Omega|^{1/3}$ for $|\Omega| \ll \omega_1$ and as $|\Omega|$ for $\varepsilon_F \gg |\Omega| \gg \omega_1$ (see Fig. 1). This frequency dependence can be probed, for example, by Raman scattering [5].

The rest of this paper is organized as follows. In Sec. II we introduce our model for a nematic QCP, give some motivation for the idea that $\Pi(q = 0, \Omega_m) \neq 0$ in this model, and derive the energy scales $\omega_0$ and $\omega_1$. In Secs. III, IV, and V we present the calculations of $\Pi(q = 0, \Omega_m)$, appropriate to the three regimes described above. We follow in Sec. VI with the analysis of nematic susceptibility and qualitative predictions for Raman scattering experiments, and present our conclusions in Sec. VII. Technical details of the calculations are discussed in the Appendices.

II. MODEL, GENERAL REASONING, AND ENERGY SCALES

In this section we introduce the model, present general reasoning why $\Pi(q = 0, \Omega_m)$ should remain nonzero, and introduce relevant energy scales.

A. Model

We consider a two-dimensional system with a scalar boson $\phi(q)$, which undergoes a continuous transition towards $d$-wave charge nematic order. The bare susceptibility of the $\phi$ field is regular and can be approximated by

$$D_0(q, \Omega_m) = \frac{\chi_0}{\xi_0^{-2} + |q|^2 + \Omega_m^2/c^2},$$

where $\xi_0$ is the bare correlation length, which increases as the system approaches the QCP. The dynamic $\Omega_m^2/c^2$ term is often neglected (though not always [6]), but we keep it.

We assume that there is a Yukawa coupling between $\phi(q)$ and $d$-wave fermionic density

$$H_f = g \sum_{k,q} f(k) \phi(k) \psi^\dagger(k + q/2) \psi(k - q/2).$$

Here, $g$ is a coupling constant, $n$ sums over the fermion flavors, and $f(k)$ is a momentum-dependent vertex with $d$-wave symmetry, e.g., $f(k) = \cos k_x - \cos k_y$. Because our analysis is not too specific to $d$-wave symmetry of the nematic order, throughout the text we will keep $f(k)$ as some function of momentum, without specifying its form. We will use the $d$-wave form only at the end of calculations.

We assume that the fermions have a (not necessarily circular) Fermi surface (FS), dictated by band structure. Below, we will only need $f(k)$ for momenta near the FS, so we approximate $f(k)$ by an angular function

$$f(k) \approx f(k = k_F \hat{k}) \equiv f(\theta),$$

where for a noncircular FS, $k_F$ by itself depends on $\theta$.

The effective fermion-boson model near a nematic QCP has been discussed before, but only in the regime where the characteristic frequencies $\Omega_m$ are small or, at most, comparable to $v_F q$. We will be interested in the properties of this model in the opposite limit, when $\Omega_m \gg v_F q$.

The full susceptibility of the $\phi$ field differs from $D_0$ due to the fermion-induced bosonic self-energy $\Pi(q, \Omega_m)$:

$$D(q, \Omega_m) = \frac{\chi_0}{\xi_0^{-2} + |q|^2 + \Omega_m^2/c^2 + \bar{g} \Pi(q, \Omega_m)},$$

where $\bar{g} = g^2 \chi_0$. The quantity $\bar{g}$ has dimensions of energy and can be viewed as the effective boson-fermion coupling constant. We work at weak coupling, meaning $\bar{g} \ll \varepsilon_F$. The $\Pi(q, \Omega_m)$ in Eq. (4) is the fully renormalized particle-hole polarization bubble. The static part $\Pi(q, 0)$ contains a constant piece, which renormalizes $\xi_0$ into the true correlation length $\xi^{-2} = \xi_0^{-2} + \bar{g} \Pi(q \to 0, \Omega_m = 0)$, and a regular $q^2$ term, which we just incorporate into the existing $q^2$ term in (4). The dynamic part of $\Pi(q, \Omega_m)$ contains Landau damping of
the form $|\Omega|/(v_F|q|)$ at $|\Omega_m| \ll v_F|q|$, which is a relevant perturbation near the QCP. Then, at $\Omega \ll v_F|q|$, \begin{equation}
abla(q,\Omega_m) = \frac{\chi_0}{\xi^{-2} + |q|^2 + \Omega_m^2/c^2 + \gamma \frac{|q|^2}{v_F q}} \tag{5},
\end{equation} where $\gamma$ will be explicitly defined below (see Eq. (34)). It has been demonstrated (see, e.g., [1,7,8]) that the characteristic $\Omega_m$ and $q$, relevant for the computation of the fermionic self-energy, do satisfy $|\Omega_m| \ll v_F|q|$, i.e., in self-energy calculations one should use $\nabla(q,\Omega_m)$ given by (5).

Our goal is to obtain the fermionic polarization and the nematic susceptibility in the opposite regime of vanishing $g$ and finite $\Omega_m$ at the low-temperature limit $T \rightarrow 0$. We argue that $\Pi(q = 0, \Omega_m)$ is nonzero because there is no conservation law for $d$-wave fermionic polarization. We directly compute $\Pi(q = 0, \Omega_m)$ using a diagrammatic technique, starting from a particle-hole bubble of free fermions, and adding self-energy and vertex corrections to the bubble. We show that characteristic internal bosonic momenta $\Omega'$ and $q'$ still obey $\Omega' \ll v_F|q'|$, even when external $q$ vanishes and external $\Omega_m$ stays finite. This will allow us to use Eq. (4) for propagators of bosons which dress particle-hole polarization bubble. By the same reasoning, we will use self-energy for fermions in the bubble, which we obtain using the same Eq. (5).

B. Polarization bubble, general reasoning

For free fermions and at small momentum $q$, the polarization $\Pi^{(0)}(q,\Omega_m)$ is given by $\begin{align}
\Pi^{(0)}(q,\Omega_m) &= \frac{k_F}{\pi v_F} \int \frac{d\theta}{2\pi} f^2(\theta) \Pi^{(0)}(q,\Omega_m,\theta),
\Pi^{(0)}(q,\Omega_m,\theta) &= \frac{i\Omega_m - v_F q \cos \theta}{v_F q \cos \theta},
\end{align}$ where $v_F$ is the Fermi velocity, which for a noncircular FS also depends on $\theta$. This form is nonanalytic, i.e., the value of $\Pi^{(0)}(q,\Omega_m)$ at $\Omega_m, v_F q \rightarrow 0$ depends on the order in which the two variables go to zero. At $\Omega_m \ll v_F q$, $\Pi^{(0)}(q,\Omega_m) \sim (g k_F/v_F q) \Omega_m/(v_F q)$, up to a constant. In real frequencies, this accounts for Landau damping. In the opposite limit, $\Pi^{(0)}(q = 0, \Omega_m)$ vanishes no matter what $f(\theta)$ is. This vanishing can be understood by noticing that at $q = 0$ and small but finite $\Omega_m$, $\Pi^{(0)}(0,\Omega_m,\theta)$ coincides with the correlator of the total number of fermions along a particular direction in coordinate space, taken at different times. For free fermions, the number of fermions along any direction in space is separately conserved (because free particles do not scatter), hence, the integrand for $\Pi^{(0)}(0,\Omega_m)$ vanishes even before integration over $\theta$.

This vanishing, however, does not hold once we include interactions. To see why this is so, consider a model of spinless fermions, define a quadrupolar density $n_f(q) = \sum_k \psi^\dagger(k + q/2)\psi(k - q/2)$, and take a local interaction between these quadrupolar densities:

$$H = \sum_k [\varepsilon(k) - \mu] \psi^\dagger(k)\psi^\dagger(k) + H_1, \tag{7}$$
$$H_1 = g \sum_q n_f(q) n_f(-q). \tag{8}$$

Let us compute the Heisenberg equation of motion for $n_f(0) = \sum_k \psi^\dagger(k)\psi(k) f(k)$. For free fermions, $g = 0$, and we trivially obtain

$$d(\psi^\dagger(p)\psi(p)) f(p)/dt = 0, \tag{9}$$

i.e., the number density of each $p$ state is separately conserved. Once we turn on the interaction term, separate $p$ states will no longer be conserved. For a generic $f(p)$ we find

$$i n_f(q = 0) = \{n_f(0), H_1\} \propto \sum_{k,p,q} \psi^\dagger(k + q/2)\psi^\dagger(p - q/2)\psi(k - q/2) \times [f(k + q/2) + f(k - q/2) - f(p + q/2) - f(p - q/2)]. \tag{10}$$

Thus, generically, only for $f(q) = 1, f(q) = q$ is the right-hand side equal to zero, as expected for density and momentum conservation [9]. For any other form factor, we can expect some time-dependent behavior. Because the full $\Pi(q = 0, \Omega_m)$ is related to the correlator of $n_f(q = 0)$, the time dependence of $n_f(q = 0)$ will induce dynamics of $\Pi(q = 0, \Omega_m)$. These dynamics are precisely the topic of our work.

C. Energy scales

As discussed in the Introduction, the model has three parametrically broad regimes of frequency at weak coupling (see, e.g., [1,10,11]). All three regimes can be identified right at a QCP where the dressed correlation length $\xi$ diverges.

The scale $\omega_1$, where Landau damping effects become important, can be deduced by comparing the Landau damping term in $\Pi^{(0)}$ with $D_0$ taken near the mass shell, i.e., at $|q| \approx \Omega_m/c$. Using

$$D_0^{-1} = \frac{q^2 + \Omega_m^2/c^2}{\chi_0} \approx \frac{\Omega_m^2}{c^2 \chi_0}, \tag{11}$$

and setting $\chi_0 D_0^{-1} \sim \tilde{g} \Pi^{(0)}$, we obtain

$$\omega_1 \sim \sqrt{N \tilde{g}^2 c k_F v_F^3} = \left( \frac{c}{v_F} \right)^{3/2} \sqrt{2N \tilde{g} \varepsilon_F}, \tag{12}$$

where we defined $\varepsilon_F = v_F k_F/2$. For frequencies well above $\omega_1$ we can approximate $D(q,\Omega_m)$ by the bare susceptibility $D_0(q,\Omega_m)$. For frequencies below $\omega_1$, we must incorporate $\Pi^{(0)}$ into the boson propagator, i.e., replace $D_0$ with

$$D(q,\Omega_m) = \frac{\chi_0}{q^2 + \Omega_m^2/c^2 + \tilde{g} \Pi^{(0)}} \approx \frac{\chi_0}{q^2 + \gamma c^2 \Omega_m^2 \Omega_m^2}, \gamma \sim \frac{N \tilde{g} k_F}{v_F}. \tag{13}$$

For frequencies below $\omega_1$, it is appropriate to carry out the diagrammatic calculation of polarization using $D$ for internal boson lines. The internal fermion lines can be taken as free-fermion propagators $G_0$ down to a still lower frequency $\omega_0$, at which the dressing of fermions by bosonic fluctuations can no
longer be neglected. To estimate \( \omega_0 \), we compare the inverse of the bare fermion propagator to the one-loop fermion self-energy

\[
\Sigma_1(\mathbf{k}, \omega_m) = g^2 \int \frac{d^2 q}{(2\pi)^2} \frac{G_0(\mathbf{k} + \mathbf{q}, \omega_m + \Omega_m)D(\mathbf{q}, \Omega_m)}{N_{\varepsilon F}}
\]

\[
\sim \left( \frac{\tilde{g}^2}{N_{\varepsilon F}} \right)^{1/3} |\omega_m|^{2/3},
\]

where we have included only the most singular part of the self-energy. Since the bare inverse propagator goes as \( \omega_m \), setting \( G_0^{-1} \sim \Sigma_1 \) gives

\[
\omega_0 \sim \frac{\tilde{g}^2}{N_{\varepsilon F}}.
\]

For frequencies below \( \omega_0 \), the dressing of fermion propagators must be accounted for. We will also show that in this regime, vertex corrections play an important role in the calculation of \( \Pi(q = 0, \omega_m) \), as will be discussed in Sec. V.

For \( \tilde{g} \ll \varepsilon_F \), the hierarchy of energy scales is \( \omega_0 \ll \omega_1 \ll \varepsilon_F \). This condition sets three distinct low-energy regimes for \( \Pi(q = 0, \Omega_m) \): \( \omega_1 < |\Omega_m| < \varepsilon_F \) (regime I), \( \omega_0 < |\Omega_m| < \omega_1 \) (regime II), and \( |\Omega_m| < \omega_0 \) (regime III). Below, we present calculations for each energy regime in turn.

### III. Perturbative Evaluation of the Polarization \( \Pi(q \to 0, \Omega_m) \) in Regime I

To shorten formulas, in this and the following sections we will use three-vector notations for momentum and frequency: \( q = (q_0, \mathbf{q}) \), \( k = (k_0, \mathbf{k}) \).

We recall that for free fermions

\[
\Pi^{(0)}(q = 0, q_0) = 0,
\]

even if \( f(k) \neq 1 \). As noted earlier, this is because free fermions cannot exchange momentum, so the partial density of fermions for each direction of momentum is separately conserved. However, as we discussed in the previous section, there is no reason to expect that \( \Pi(q = 0, q_0) = 0 \) will hold once we allow fermions to interact. We begin by evaluating the first nonzero contribution to \( \Pi(q = 0, q_0) \) within perturbation theory in the coupling \( \tilde{g} \), represented by the diagrams of Fig. 2. (See Appendix A for details.)

Let us consider the diagrams of Fig. 2. Each diagram contains four propagators of free fermions and one bosonic propagator. For a constant form factor, these three diagrams cancel exactly, and the cancellation can be traced to the Ward identity for number conservation [12]. We show that for a nonconserved order parameter, the three diagrams do not cancel. In explicit form we have

\[
\Pi^{(1)}(q) = I_+ + I_- + I_v,
\]

where the diagrams with self-energy insertions are

\[
I_k = \frac{N_{\varepsilon F}}{\chi_0(2\pi)^3} \int d^3k d^3p G_0^2(k)G_0(k + p)G_0(k + q)
\]

\[
\times D_0(p)f^2(k + p/2),
\]

while the diagram with a vertex correction is

\[
I_v = \frac{N_{\varepsilon F}}{\chi_0(2\pi)^3} \int d^3k d^3p G_0(k)G_0(k + q)G_0(k + p)
\]

\[
\times f(k + p + q/2)f(k + p/2)f(k + q + p/2).
\]

Here, and henceforth, we replace the frequency sum by an integral, i.e., we assume \( T \to 0 \). We can recast these expressions into a more illuminating form by repeated application of the following identity of free-fermion Green’s functions:

\[
G_0(k + p)G_0(k) = \mathcal{K}(k + p, k)G_0(k)
\]

\[
- G_0(k + p),
\]

where

\[
\mathcal{K}(k + p, k) = [i\hbar |v_F k + \mathbf{p} + \mathbf{e}|]^3 \zeta |v_F k - \mathbf{p}|^{-1}. \tag{21}
\]

Some straightforward algebra then yields

\[
\Pi^{(1)}(q = 0, q_0)
\]

\[
= \frac{N_{\varepsilon F}}{\chi_0(2\pi)^3} \int d^3k d^3p G_0(k)G_0(k + q)G_0(k + p)
\]

\[
\times G_0(k + q + p)D_0(p)f(k)f^2(k + p/2)
\]

\[
\times [f(k + p) - f(k)]. \tag{22}
\]

We immediately see that for a constant \( f \), \( \Pi^{(1)}(q = 0, q_0) = 0 \), as it should, while for a momentum-dependent \( f(k) \), the two terms in the last brackets in (22) do not cancel each other.

To estimate the value of the integral, we note that bosonic momentum \( \mathbf{p} \) is naturally constrained by \( k_F \), otherwise Eq. (13)

![FIG. 2. The contributions to the polarization with one bosonic propagator inserted into a particle-hole bubble. The first two diagrams are self-energy corrections and the last is the vertex correction.](155115-4)
would not be valid. Approximating \( f(k + p) - f(k) \) by \(|p|^2\) and restricting integrations over \( k \) and \( p \) by \( k_F \), we obtain by power counting that \( \Pi^{(1)}(q = 0, q_0) \) at \( q_0 < \varepsilon F \) is a constant plus a subleading piece proportional to \(|q_0|\):

\[
\hat{g} \Pi^{(1)}(q = 0, q_0) = N \left( \frac{\hat{g}}{\varepsilon F} \right)^2 k_F^2 \left( A + B \frac{|q_0|}{\varepsilon F} \right),
\]

where \( A, B \) are dimensionless constants of order one, computed in the Appendix. The constant term is nonuniversal in the sense that it depends on the behavior of the system at bosonic momenta comparable to \( k_F \). By contrast, the \(|q_0|\) term is universal in the sense that it depends only on the form of the bosonic propagator at small momentum and small frequency.

**IV. EVALUATION OF \( \Pi(q = 0, q_0) \) IN REGIME II**

To evaluate the polarization at frequencies comparable to or below \( \omega_1 \), the Landau damping of the boson must be explicitly incorporated. We now treat the parametrically broad regime \( \omega_0 \ll q_0 \ll \omega_1 \), in which the damping of fermions can be neglected, but Landau damping of bosons plays a dominant role. In this regime, we can neglect the bare \( \hat{g}_0^2/c^2 \) piece of the boson propagator in comparison with the Landau damping term. We again work perturbatively in the small parameter \( \hat{g}/\varepsilon F \), but use \( D(q) \) given by (13) instead of \( \Sigma_0 \) for the bosonic susceptibility. In addition to the two-loop diagrams of Fig. 2, the Aslamazov-Larkin diagrams of Fig. 3 now yield contributions of the same order (the extra overall factor of \( \hat{g} \) in these diagrams is compensated by a \( 1/\hat{g} \) coming from the Landau damping). However, they do not alter the qualitative result, and their treatment mirrors [13,14] that of the diagrams of Fig. 2. We defer their evaluation to Appendix E.

The power-counting analysis of the integrals in Eq. (22) is similar to that of the previous section, yielding the same constant part coming from momenta comparable to \( k_F \). The frequency dependence, however, is altered by the new kinematics introduced by Landau damping, changing the exponent to \( \frac{1}{3} \) instead of 1. Explicitly,

\[
\hat{g} \Pi^{(1)}(q = 0, q_0) = N \left( \frac{\hat{g}}{\varepsilon F} \right)^2 k_F^2 \left[ A + C \left( \frac{N \hat{g} |q_0|}{\varepsilon F} \right)^{1/3} \right],
\]

where \( C \) is a dimensionless constant of order one, computed in Appendix A. Similar to the result at \( q_0 \gg \omega_1 \), the frequency-dependent piece is universal in the sense that it depends only on the form of the propagator at small frequency and momentum.

One can check that terms with larger number of bosonic propagators are progressively small in \( \hat{g}/\varepsilon F \) and hence irrelevant. As a result, the full \( \Pi(q = 0, q_0) \) is well approximated by Eq. (24).

The scaling forms in the regimes I and II, Eqs. (24) and (24), can be viewed as the limiting cases of a single scaling function of \( q_0/\omega_1 \). We present this function in Eq. (A13) in Appendix A.

**V. EVALUATION OF THE POLARIZATION IN REGIME III: ELIASHBERG THEORY**

We now move to frequencies \( q_0 \ll \omega_1 \). Here, we must account for both Landau damping and the large fermionic self-energy. Seemingly, we should proceed in this case the same way that we did in the previous section, by incorporating the self-energy \( \sim \omega^{2/3} \) into the fermionic propagator \( \Sigma^{-1}(k) = i(k_0 + \Sigma(k)) - \varepsilon(k) \). Such an approach brings up the issue of potential double counting in diagrams 2(a) and 2(b) in Fig. 2, but let us ignore this for a moment.

The calculation of \( \Pi^{(1)}(q = 0, q_0) \) with the full \( G(k) \) proceeds in the same way as for free fermions, however, now \( K(k + p, k) \) in Eq. (20) takes the form

\[
K(k + p, k) = \frac{i(k_0 + p - k_0 - \varepsilon(k + p))^{-1}}{v_F k \cdot p},
\]

where

\[
\tilde{\Sigma}(k) = k_0 + \Sigma(k).
\]

The expression for \( \Pi^{(1)}(q = 0, q_0) \) becomes

\[
\Pi^{(1)}(q = 0, q_0) = \frac{N \hat{g}}{\chi_0(2\pi)^6} \int d^3k \, d^3p \, G(k) G(k + q) \times G(k + p) G(k + q + p) D(p) f(k) f^2(k + p)/2 \times [f(k + p) - K(k + q, k) K^{-1}(q + k + p, k + p) f(k)].
\]

Analyzing this expression at \( q_0 < \omega_1 \), we see that the self-energy gives rise to two effects. First, the term, which was a constant without self-energy, now becomes of order \( q_0^{2/3} \). It still comes from bosonic momentum \( |p| \) of order \( k_F \), but now the integral over the two fermionic dispersions and the two frequencies yields \( |q_0 \Sigma_0(q_0)|^2 \sim q_0^{2/3} \). Second, the low-energy contribution remains of order \( q_0^{1/3} \) because the extra \( 2/3 \) from fermions is compensated by an additional \( 1/|p|^2 \sim 1/q_0^{2/3} \) since the term \( f(k + p) - K K^{-1} f(k) \) in (27) is now of order of one rather than of order \( |p|^2 \).

We will see below that the frequency dependence of \( \Pi(q = 0, q_0) \) remains of order \( q_0^{1/3} \) both above and below \( \omega_0 \). However, the statement that the constant term gets replaced by \( q_0^{2/3} \) will not survive once we include vertex corrections. To see that vertex corrections must be included along with dressing of fermionic lines by the self-energy, we note that \( \Pi^{(1)}(q = 0, q_0) \) in Eq. (27) is nonzero even when the form...
factor $f(k)$ is a constant. This is obviously incorrect because an isotropic charge order parameter (the total density) is a conserved quantity. A survey of the $s$-wave problem [15] shows that at a QCP, vertex corrections are of order one at any order of perturbation theory, if one uses full propagators for fermions. The extension to large $N$ eliminates crossed vertex correction diagrams, but ladder vertex corrections still remain of order one. To verify that the full $\Pi(q = 0,q_0)$ vanishes for $f = 1$, one has to sum up an infinite ladder of vertex corrections, so that an account of vertex corrections is crucial to yield sensible physics in the regime $q_0 \ll \omega_0$. Naturally, similar corrections must also be accounted for in our case of nonconstant $f(k)$.

To analyze the vertex corrections, we adopt a conserving approximation [12], meaning a choice of diagrams such that $\Pi(q = 0,q_0)$ vanishes for $f(k) = 1$. This approximation entails keeping the ladder series of vertex corrections pictured in Fig. 5, but neglecting vertex corrections involving crossings. The kinematics of Landau damping will be of central importance to the calculations. The Landau damping term in the boson propagator means that the effective “velocity” of a collective boson is parametrically smaller than the Fermi velocity $v_F$. Thus, in any diagram which involves a fermion and a boson, depending on the same running momentum, one can factorize the momentum integration. One integrates over the momentum component transverse to the FS in a fermionic propagator, and over the momentum component along the FS in the boson propagator, neglecting there the momentum component along the FS. This is essentially the same physics that is incorporated in Eliashberg theories of quantum critical metals [1,8,15,16].

We emphasize that the conserving approximation is not a controlled approximation in the usual sense of the word. Although leading-order corrections to ladder series of vertex renormalizations are small in $1/N$, large $N$ does not in fact fully control the theory because some higher-order non-ladder vertex correction diagrams are not suppressed by $1/N$ [17,18]. Furthermore, the computation of certain four-loop diagrams for bosonic susceptibility [19] has cast doubt on the validity of $z = 3$ scaling for the bosonic propagator. Modifications of the problem [20–22] to achieve mathematical control have been performed, as well as extensive Monte Carlo simulations [23,24], but no clear consensus has emerged [25,26].

With this caveat, we proceed with the conserving approximation. The perturbative series for the fully renormalized polarization bubble can be cast into the diagram shown in Fig. 4, which expresses $\Pi(q)$ in terms of two dressed Green’s functions and one dressed vertex. Each diagram in the perturbation series is counted only once, i.e., there is no double counting. In explicit form we have

$$\Pi(q) = N \int \frac{d^3k}{(2\pi)^3} \Gamma(k; q) G(k) G(k + q/2) f(k + q/2).$$

The dressed fermion-boson vertex $\Gamma(k; q)$ is normalized such that for free fermions it reduces to $f(k + q/2)$. The ladder diagrams for the vertex $\Gamma(k; q)$ are shown in Fig. 5. We have verified that internal momenta and frequencies, which mostly contribute to these diagrams at $q = (0,q_0)$, are the same as in Eq. (39). Accordingly, we will be using Eliashberg forms of bosonic and fermionic propagators: Landau overdamped $D(q)$ from Eq. (13) and dressed $G(k)$ with the self-energy given by Eq. (36). We first demonstrate that $\Pi(q = 0,q_0)$ indeed vanishes for a constant form factor due to particular cancellations between self-energy and vertex corrections, as specified by a Ward identity. Then, we show that such a cancellation no longer holds for a nonconstant form factor, and, as a result, find a nonzero $\Pi(q = 0,q_0)$. Finally, we derive the same nonzero result in an alternative way, by analyzing the contribution given by each rung of a ladder diagram.

A. Eliashberg theory

Before delving into the full calculation involving vertex corrections, we present some explicit results from the Eliashberg theory for $q_0 \ll v_F |q|$ (see Appendix B for details). In this theory, the fermionic self-energy $\Sigma(q)$ depends on $k_0$ and on the position on the Fermi surface, but not on the momentum component transverse to the Fermi surface. The theory is based on a set of self-consistent equations for the polarization bubble (the bosonic self-energy):

$$\Pi(q) = N \int \frac{d^3k}{(2\pi)^3} G(k - q/2) G(k + q/2) f^2(k).$$

![FIG. 4. The fully dressed polarization bubble. For a boson coupled to a conserved quantity, the fully dressed polarization at $p = (p_0, p = 0)$ must be exactly zero due to the Ward identity. The bubble is dressed with the vertex depicted in Fig. 5.](image)

![FIG. 5. The coupling vertex. The leftmost panel depicts the fully renormalized vertex $\Gamma(k; p)$, where $k, p$ are 2+1 vectors. The two right-hand panels are, respectively, the bare vertex in the fermion-boson model we define in Sec. II, and the vertex correction. The Green’s functions and susceptibilities are full ones. In this work, we adopt a ladder approximation for the vertex: we neglect crossing diagrams, and include self-consistent self-energy corrections in internal propagators. See Sec. V.](image)

---

1The extension to large $N$ also does not eliminate other planar nonladder diagrams [17–19], that are of leading order in $1/N$. We comment on this later in this section.
and the fermionic self-energy
\[ i \Sigma(k) = g^2 \int \frac{d^3p}{(2\pi)^3} G(k+p)D(p)f^2\left(k + \frac{p}{2}\right). \tag{30} \]
In these equations, \( G(k \pm q/2) \) is the fermionic Green’s function with self-energy included:
\[ G(k) = \frac{1}{ik_0 + i\Sigma(k) - \epsilon(k) + \mu}, \tag{31} \]
and \( D(q) \) is the bosonic susceptibility with the bosonic self-energy included:
\[ D(q) = \frac{\chi_0}{\varepsilon_0^{-2} + q^2 + \frac{q^2}{c^2} + \bar{g}\Pi(q)}, \tag{32} \]
Evaluating the momentum integrals in Eq. (29), we obtain that \( \Pi(q) \) does not depend on the self-energy and has the same form as for free fermions (Ref. [27]):
\[ g\Pi(q) = \gamma \left(f^2(\hat{q})\right|_{v_F|q|} - (f^2)^2\right), \quad \gamma = \frac{N\bar{g}k_F}{2\pi v_F}, \tag{33} \]
where
\[ (f^2(\theta)) = \int \frac{d \theta}{2\pi} f^2(k = k_\perp \hat{k}) \tag{34} \]
and \( \hat{k} \) depends on the angle \( \theta \) along the FS. Also, \( \hat{z} \) is a unit vector in the direction perpendicular to the 2D plane, and \( \hat{q}' = \hat{z} \times \hat{q}, \) i.e., \( \hat{q}' \) is orthogonal to \( \hat{q} \). The dependence on \( \hat{q}' \) emerges because the momenta \( k \) in Eq. (29), which mostly contribute to Landau damping term, are orthogonal to \( q \) (Ref. [28]).

The validity of the factorization of momentum integration with self-energy included:
\[ i \Sigma(k_\perp) = i\omega_0^{1/3} |f(\hat{k})|^4 |k_\perp|^{2/3} + i k_0 g_{\epsilon F} \lambda_1(\hat{k},k_0). \tag{36} \]
Here,
\[ \omega_0 = \left(\frac{\bar{g}}{2\pi v_F}\right)^{3/2} \gamma v_F^{-1} = \frac{1}{24\pi^2 \sqrt{3} N\epsilon F} \tag{37} \]
and
\[ \lambda_1(\hat{k},k_0) = \frac{1}{2\pi^2} \int_0^1 dx \int d\phi \left[ f^2(\phi_0 + \frac{\phi}{2})|\phi| - f^2(\phi_0)|\phi| \right] \left(\phi_0 + \frac{\phi}{2}\right)^{1/3} \left(\phi_0 + \frac{\phi}{2}\right)^{1/3} \tag{38} \]

B. The vanishing of \( \Pi \) for a constant form factor

The ladder series of vertex renormalizations for \( f = 1 \) have been analyzed in Ref. [15]. The full vertex \( \Gamma(k,q) \approx \Gamma(k_0,q_0) \), evaluated at \( q = 0 \) and general \( k \), obeys an integral equation, whose solution is
\[ i q_0 \Gamma(k_0; q_0) = G^{-1}(k + q) - G^{-1}(k) = i \Sigma(k_0 + q_0) - i \Sigma(k_0). \tag{40} \]
This coincides with the Ward identity for the density vertex [30]. Equation (40) is equivalent to
\[ \Gamma(k; q)G(k)G(k + q) \]
\[ = \frac{G(k) - G(k + q)}{i q_0}. \tag{41} \]
Plugging this into Eq. (28) we find
\[ \Pi(q = 0; q_0) \propto q_0^{-1} \int d^3k [G(k + q) - G(k)]. \tag{42} \]
We recall that the integral \( \int d^3k \) is
\[ \int d^3k = \frac{k_F}{v_F} \int_0^\infty dk_0 \int d\epsilon_k \int_0^{2\pi} d\theta_k \frac{d^3k}{2\pi}, \tag{43} \]
where \( \Lambda \) is the upper-energy cutoff of the low-energy model. One can immediately check that \( \int d^3k \) is ultraviolet convergent.
The second term in (42) can be transformed into the first term by shifting integration variable \( k \) by external \( q \). In general, such a shift has to be taken with care because one also has to shift the upper limit of integration over \( \epsilon_k \). In our case, however, the momentum component of \( q \) is zero, and the shift only involves the frequency component, over which the integration holds in infinite limits. As a result,

\[
\int d^3k \, G(k + q) = \int d^3k \, G(k) \tag{44}
\]

and, hence, \( \Pi(q = 0, q_0) = 0 \), as long as \( q_0 \) is finite.

Another way to obtain the same result is to write \( G(k + q) - G(k) = i[\hat{\Sigma}(k_0) - \hat{\Sigma}(k_0 + q_0)]G(k + q)G(k) \) such that

\[
\Pi(q = 0, q_0) \propto q_0^{-1} \int dk_0 \int d\epsilon_k \int d\theta_k \times [i(\hat{\Sigma}(k_0) - \hat{\Sigma}(k_0 + q_0))G(k + q)G(k)]. \tag{45}
\]

and integrate in (45) first over fermionic dispersion and then over frequency. The integral has two contributions: one comes from the range \( \epsilon_k \sim k_0 \sim q_0 \), where the poles in \( G(k + q) \) and in \( G(k) \) are in different half-planes of \( \epsilon_k \), once we extend \( \int d\epsilon_k \) onto a complex plane. The second contribution comes from high energies \( \epsilon_k \sim k_0 \sim \Lambda \). At such energies, \( \hat{\Sigma}(k_0) \ll k_0 \), i.e., \( \hat{\Sigma}(k_0) \approx k_0 \). Evaluating the two contributions, we find that they exactly cancel each other:

\[
\Pi(q = 0, q_0)_{\text{low}} = \gamma \tilde{g}^{-1}, \quad \Pi(q = 0, q_0)_{\text{high}} = -\gamma \tilde{g}^{-1}. \tag{46}
\]

Thus, the \( \Pi = 0 \) result comes from an exact cancellation between low- and high-frequency terms. We may expect that for \( f \neq 1 \) the high-frequency piece will remain essentially unchanged. However, the low-frequency piece will get additional contributions from the variation of \( f(k) \) along the FS, leading to a nonzero \( \Pi \).

### C. Calculating \( \Gamma \) for \( f \neq 1 \)

We now perform the same calculation for angle dependent \( f(k) \). We express the vertex function \( \Gamma(k; q) \) at \( q = (0, q_0) \) as

\[
\Gamma(k; q) = f(\hat{k})[1 + \delta\Gamma(\hat{k}; q)]. \tag{47}
\]

The ladder equation for \( \delta\Gamma(k; q) \) is

\[
f(\hat{k})\delta\Gamma(k; q) = \frac{\tilde{g}}{\chi_0(2\pi)^3} \int d^3p \, f(\hat{p})[1 + \delta\Gamma(\hat{p}; q)] \times G(p + q)G(p)f^2\left(\frac{k + p}{2}\right)D(p - k). \tag{48}
\]

To get an insight how \( \delta\Gamma(k; q) \) should look like, consider first a simpler problem, namely, the renormalization of the density vertex \( \Gamma_0(k; q) = 1 + \delta\Gamma_0(k, q) \), still keeping angle dependent \( f \) in the interaction vertices. The density vertex correction \( \delta\Gamma_0(k, q) \) obeys

\[
\delta\Gamma_0(k; q) = \frac{\tilde{g}}{\chi_0(2\pi)^3} \int d^3p \, [1 + \delta\Gamma_0(p; q)] \times G(p + q)G(p)f^2\left(\frac{k + p}{2}\right)D(p - k). \tag{49}
\]

We factorize the momentum integral and again employ Eq. (20) to simplify the equation for \( \delta\Gamma_0(k, q) \) to

\[
\delta\Gamma_0(k, q_0, 0) = \frac{\tilde{g}}{\chi_0(2\pi)^3} \int_0^0 dp_0 \frac{1 + \delta\Gamma_0(\hat{p}, p_0, q_0)}{\Sigma(q + p) - \Sigma(p)} \times f^2\left(\frac{k + p}{2}\right)|p_0/k_0| \tag{50}
\]

To solve this equation, we note that the difference \( \Sigma(k + q) - \Sigma(k) \) (which is a function of \( \hat{k} \) and \( k_0 \)) is expressed via the same integral as in the right-hand side of (50), namely,

\[
\Sigma(k + q) - \Sigma(k) = q_0 + \frac{\tilde{g}}{\chi_0(2\pi)^3} \int d^3p \, [G(p + q) - G(p)] \times f^2\left(\frac{k + p}{2}\right)|p_0/k_0| \tag{51}
\]

We then argue that

\[
\delta\Gamma_0(k; q) = \frac{\Sigma(k + q) - \Sigma(k)}{q_0} \equiv \frac{\Sigma(k + q) - \Sigma(k)}{q_0} - 1 \tag{52}
\]

is a solution of Eq. (50). One can verify this by just substituting Eq. (52) for \( \delta\Gamma_0 \) into the right-hand side of (50) and relating the integral over \( p_1 \) in (50) to \( \delta\Gamma_0(k; q) \) using Eq. (51). The form of Eq. (52) is just that of a Ward identity for the density vertex, similarly to what was obtained for \( f = 1 \), Eq. (40). See Appendix C for details.

The Ward identity (52) is the expected result: it shows that the density-density polarization bubble vanishes at zero incoming momentum and finite frequency, even for a system with fermion-fermion interaction in the nematic channel. To see this explicitly, we plug (52) into the formula for density-density polarization

\[
\Pi^\rho(q) = N\tilde{g} \int d^3k/(2\pi)^3 \Gamma_0(k; q)G(k)G(k + q). \tag{53}
\]

 approximate \( \int d^3k/(2\pi)^3 \) by \( \int dk_0 \int d\epsilon_k \) using Eq. (43), and integrate first over \( \epsilon_k \) and then over \( k_0 \). As we discussed earlier, the integral has high-energy and low-energy contributions. For the high-energy contribution, the self-energy and vertex correction can be neglected, while for the low-energy contribution
both are relevant. Evaluating the integrals, we obtain
\[ \Pi^0(\mathbf{q} = 0, q_0)_{\text{low}} = \gamma \bar{g}^{-1}(f^2). \]
\[ \Pi^0(\mathbf{q} = 0, q_0)_{\text{high}} = -\gamma \bar{g}^{-1}(f^2). \]
(54)

We recall that
\[ \langle f^2(\mathbf{q}, \mathbf{p}) \rangle = \int \frac{d\mathbf{p}}{2\pi} f(\mathbf{q}, \mathbf{p}). \]
The two contributions then cancel out for any \( f(\mathbf{q}) \), i.e., the density-density polarization bubble \( \Pi^0(\mathbf{q} = 0, q_0) \) vanishes, as it should, for arbitrary interaction between fermions that conserves the total number of particles.

We now use this result to analyze the integral equation (48) for the correction to the full vertex \( \delta \Gamma(k,q) \). The leading contribution to the renormalization of \( \delta \Gamma(k,q) \) at each order comes from small momentum transfer \( \mathbf{k} - \mathbf{p} \). It is therefore tempting to just replace \( f(\mathbf{q}) \) in the right-hand side of (48) with \( f(\mathbf{q}) \). However, in that case we would obtain the same equation as for \( \delta \Gamma_0(k, p) \), i.e., within this approximation, \( \delta \Gamma(k,q) \) would be equal to \( \delta \Gamma_0(k,q) \), and the effects of nonconservation of the order parameter would not show up in the polarization operator. To detect the effects due to nonconservation, we need to go beyond approximating \( f(\mathbf{q}) \) by \( f(\mathbf{q}) \), i.e., we need to include subleading terms, which account for the fact that \( f(\mathbf{q}) \) is not identical to \( f(\mathbf{q}) \). It is this difference that makes \( \Pi(\mathbf{q} = 0, q_0) \) finite, as we will see.

To single out the contribution which is sensitive to the variation between \( f \) at internal and external momentum in the vertex correction diagrams, we make an ansatz
\[ 1 + \delta \Gamma(k,q) = \frac{\tilde{\Sigma}(k+q) - \tilde{\Sigma}(k)}{q_0(1 + \mu)} = 1 + \delta \Gamma_0(k,q) \frac{1 + \mu(k,q_0)}{1 + \mu(k,q_0)}. \]
(55)
where \( \mu(k,q_0) \) is the term that accounts for the difference in \( f \) that we are interested in. Plugging the ansatz into Eq. (47) we obtain
\[ \Gamma(k,q_0) = f(\mathbf{k}) \frac{1 + \delta \Gamma_0(k,q_0)}{1 + \mu(k,q_0)}. \]
(56)
We assume and then verify that \( \mu \) is small and expand in \( \mu \).

By direct comparison with Eq. (48) we then find
\[ \mu(\mathbf{k},q_0) f(\mathbf{k}) \]
\[ = \frac{\bar{g}}{\chi_0(2\pi)^2 v_F k_F} \int_{-q_0}^{q_0} \frac{dp_0}{q_0} \int_{-q_0}^{q_0} \frac{dp_1}{q_0} \frac{f^2(\mathbf{q})}{2} \times \left( \frac{k+p}{2} \right)^2 D(p-k) + \mathcal{O}(\mu^2) \]
\[ = \frac{\bar{g}}{v_F} \left[ \mu_0(\mathbf{k}) + \frac{\bar{g}}{v_F} \frac{q_0}{q_0} \right]^{1/3} \mu_1(\mathbf{k},q_0). \]
(57)
where \( \mu_0(\mathbf{k}) \) and \( \mu_1(\mathbf{k},q_0) \) are dimensionless functions with \( \mathcal{O}(1) \) dependence on parameters. Substituting this \( \mu(\mathbf{k},q_0) \) into Eq. (56) for \( \Gamma(k,q_0) \), plugging the vertex into the expression for \( \Pi(\mathbf{q} = 0, q_0) \), and evaluating the integral by integrating over dispersion first and then over frequency, we obtain
\[ \hat{g} \Pi(\mathbf{q} = 0, q_0) = \gamma \int_0^{q_0} \frac{dk_0}{q_0} \int \frac{d\phi}{2\pi} \frac{f^2(\phi)}{1 + \mu(\phi,q_0,k_0/q_0)} \]
\[ = -\gamma \int_0^{q_0} \frac{dk_0}{q_0} (\mu f^2) + \mathcal{O}(\mu^2) \]
\[ = N k_F^2 \left( \frac{\bar{g}}{v_F} \right)^2 \left[ A + C \left( N \frac{\bar{g} q_0}{v_F^2} \right)^{1/3} \right], \]
(59)
where
\[ A = -\langle \mu q f^2 \rangle, \quad C = -\langle \tilde{\mu}_1 f^8/3 \rangle. \]
(60)
and \( \tilde{\mu}_1(\mathbf{k}) = \int_0^1 dx \, \mu_1(\mathbf{k}, x) \). This \( \Pi(\mathbf{q} = 0, q_0) \) has the same form as Eq. (24) that we obtained in the leading order in the expansion in bosonic propagators. Moreover, the prefactors \( A \) and \( C \) in (24) and (59) are exactly the same (see Appendices A and C for more detail).

We now see that the functional form of the full \( \Pi(\mathbf{q} = 0, q_0) \) does not change between \( q_0 > q_0 \) and \( q_0 < q_0 \). The reason for this is that \( q_0 \) is the scale where NFL behavior sets in, leading to nonanalytic self-energy and singular vertex corrections. However, these corrections are local in space, and so for small momentum transfer \( v_F q_0 \ll \epsilon_F \) the leading-order dependence of \( \Pi \) on vertex corrections is the same as for the density-density polarization. The small nonzero polarization comes from virtual processes with large momentum transfer that are subleading to the nonanalytic part and do not depend on it.

D. Deriving Eq. (59) by analyzing ladder contributions rung by rung

In the derivation of Eq. (59) we explored the fact that the nematic vertex has momentum-dependent form factor \( f(\mathbf{k}) \), which varies a bit between external and internal momenta once we include vertex renormalizations. We now derive the same result in a different manner. Namely, we write the full polarization bubble, consisting of a sum of ladder contributions, as \( \Pi = \sum_n \Pi_n \), where
\[ \Pi_n \propto \int d^3 k_1 f(\mathbf{k}_1) G(\mathbf{k}_1 + q) G(\mathbf{k}_1) \]
\times \hat{O}(\mathbf{k}_2) \ldots \hat{O}(\mathbf{k}_n) f(\mathbf{k}_n) \]
(61)
and
\[ \hat{O}(\mathbf{k}_j) = \int d^3 k_j f^2 \frac{1}{2} \times D(k_j - k_{j-1}) G(k_j + q) G(k_j). \]
(62)
Each \( \hat{O}(\mathbf{k}_j) \) represents a “rung,” which consists of two fermionic propagators, and the effective interaction
\[ U(k_j, k_{j-1}) = f^2 k_j k_{j-1} / 2 D(k_j - k_{j-1}). \]
(63)
The fermionic propagator also contains \( U(k_j, k_{j-1}) \) via the self-energy, hence, in each rung there are three “sources” for the dependence on \( f(\mathbf{k}) \). We assume and then verify that the correction to the polarization, coming from variation of the
form factor, is small. In this situation, we may obtain \( \Pi \) by separately calculating the contribution from each term (in each segment). Furthermore, within each rung we select one of its three \( U \)'s, where we allow \( f(\mathbf{k}) \) to vary, and hold \( f(\mathbf{k}) \) in all other \( U \)'s constant. We then repeat the procedure for the other two \( U \)'s in \( \overline{O}(\mathbf{k}_j) \). Finally, we sum up contributions from all \( j \) in all \( \Pi_n \).

To see how this works in practice, it is convenient to switch to symmetrized variables

\[
\bar{k}_j = \frac{k_j + k_{j-1}}{2}, \quad \kappa_j = k_j - k_{j-1}
\]

so that by construction,

\[
k_0 = \bar{k}_1 - \frac{\kappa_1}{2}, \quad k_j = \bar{k}_1 + \frac{\kappa_1}{2} + \kappa_2 + \cdots + \kappa_j.
\]

For simplicity, let us consider the situation where we may expand the form factors in the variables \( \kappa_j \) to second order. Next, also for simplicity, let us consider the situation where we hold all the \( U \)'s from the fermionic propagators constant and expand only in the \( U \)'s which constitute vertex corrections in some bubble diagram \( \Pi_n \). It is easy to see that we will get a series of terms proportional to \( \kappa_a^2, \kappa_b^2 \) and to \( \kappa_a \kappa_b \), where \( a \neq b \) are two segments in \( \Pi_n \). However, \( \kappa_a, \kappa_b \) are independent angular variables, and so upon integration, all cross terms vanish, leaving only those terms that depend on a single segment variable \( \kappa_a \) or \( \kappa_b \), expanded to second order. Thus, to obtain all contributions dependent on the variable \( \kappa_j \) in \( \Pi_n \), we may replace all form-factor terms for \( i < j \) with \( f(\bar{k}_1) \), and all those for \( i > j \) with \( f(\bar{k}_1 + \kappa_j) \). We repeat this process for each segment, and add them all up. It is readily verified that when we also consider self-energy corrections, the story does not change. In fact, it is possible to identify precisely which terms in the self-energy and vertex corrections cancel out. [This can be done by properly symmetrizing Eq. (67) which appears later in this section.]

In practice, we can do all the summations at once by calculating the three diagrams of Fig. 6. In each diagram, the effective interaction marked in red is allowed to vary, and all others are held constant. This is done by replacing the side vertices with \( f(\bar{k}) \Gamma_0 \) and for the fermionic self-energy using only the first term in Eq. (36). (In the prescription we just gave it is not immediately clear why we are getting a correction coming from the form-factor variation. To see this it is enough to try and calculate the three diagrams of Fig. 6 without letting the form factor vary within the red lines. It is readily verified that in that case, the three diagrams sum to zero.)

We carry out the procedure we just outlined, collect contributions from the three diagrams, and obtain (see Appendix D for details)

\[
\Pi(q = 0, q_0) = N\frac{g}{\hat{q}} \frac{1}{q_0} \int d^3k d^3k' \Gamma_0(k, q) G(k) G(k + q + \mathbf{p}) G(k' + q) G(k' + q + \mathbf{p}) \Gamma_0(k', q),
\]

where

\[
\mathcal{F}(\mathbf{k}; \mathbf{p} + \mathbf{p}') = f(k) f^2(k + \mathbf{p}) [f(k + \mathbf{p}) - f(k)]
\]

and in the four fermionic \( G \) the self-energy is given by the first term in Eq. (36). Integrating over two fermionic dispersions and one frequency, we obtain after some algebra

\[
\bar{g} \Pi(q = 0, q_0) = Nk^2 \frac{g}{\hat{q}} \frac{1}{q_0} \int d^3k d^3k' \frac{d^q}{q_0} d^q G(k) G(k + q) G(k + q + \mathbf{p}) G(k' + q) G(k' + q + \mathbf{p}) \Gamma_0(k', q).
\]

Evaluating the angular integrals and the integral over \( k_0 \) we indeed reproduce Eq. (59).

The derivation we just gave illuminates the different roles played by processes with small momentum transfer and with large momentum transfer. The scattering processes with small momentum transfer renormalize the vertices and fermionic self-energies, but the renormalization is the same as if the form factor was equal to one. The presence of the form factor only gives rise to multiplication factors with \( f \) at the same momentum at which we, e.g., compute the self-energy. These low-energy scattering processes do not sample enough of the FS to be aware of the form-factor variation. The nonvanishing polarization comes from the processes in which a fermion scatters all along the FS, i.e., a characteristic scattering momentum is of order \( k_F \). Note, however, that this separation only explains the frequency-independent piece in \( \Pi(q = 0, q_0) \). The frequency-dependent \( q_0^3 \) term comes from...
small momentum scattering, but indeed it also originates from the variation between $f(k)$ at the beginning and the end of the scattering process.

The consideration based on a selection of a segment, where the contribution comes from a range of momentum transfers, different from those in other segments, is similar to diagrammatic derivation of the FL formula for the static susceptibility [31,32]. It is also similar to the derivation of a conductivity in a metallic system in terms of transport lifetime, either due to impurity scattering [33] or due to electron-electron interaction, particularly near a QCP [34].

A comment is in order: In our analysis we ignored the existence of “cold spots,” the points on the Fermi surface where the form factor has nodes (these are along the directions $\pi/4 + n\pi/2$ for a $d$-wave form factor). At the cold spots the form factor vanishes, and hence the self-energy and Landau damping vanish, but at different rates. It can be shown that to get the entire FS, and the cold-spot contributions are negligible. However, these effects are not significant for the computation in-between, there is a resonance at $q = 0, q_0$. Thus, $D' (\Omega) \sim -B \text{Im}(-i\Omega)^{1/3}$ has the same sign as $\Omega$, as it should, by causality principle.

It is natural to ask what is the contribution from terms in which the gradient of $f(k)$ is kept in more than one segment. In the diagrammatic computation of the spin susceptibility in a Fermi liquid, the diagrams with one “special” segment (where the integration is confined to infinitesimally small vicinity of the FS) gives $m^*/m$, while diagrams with two, three, etc., such segments yield a geometric series $(-1)^n F_n$, in powers of the Landau parameter $F_l$. The sum of such terms gives the $1/(1 + F_l)$ term in $\chi_\perp$ [31,32]. In our case, we expect that a similar computation will yield a series of $a_0^{1/3}$ terms, which likely do not lead to any new physics.

VI. NEMATIC SUSCEPTIBILITY AND RAMAN RESPONSE

The uniform dynamic susceptibility of the nematic field at a QCP is related to $\Pi(q = 0, q_0)$ by

$$D(q = 0, q_0) = \frac{\chi_0}{\xi_0^{-2} + q_0^2/C^2 + g\Pi(q = 0, q_0)}.$$  \hspace{1cm} (71)

where $\xi_0^{-2} = \gamma(f^2) \sim NK_F^2 (g/\epsilon_F)$ (because $\xi^{-2} = \xi_0^{-2} - \gamma(f^2) = 0$). The functional form of $D(q = 0, \Omega_m)$ can be directly probed in Monte Carlo studies. Recent studies [23,24] have used the same model as ours: a scalar bosonic field undergoes an Ising-nematic transition, and the susceptibility of this field gets modified by the minimal coupling to fermions.

Polarization-resolved Raman scattering experiments directly measure the imaginary part of the nematic susceptibility in real frequencies [5,36–38], and several recent studies have examined the impact of a QCP on the Raman response (see, e.g., [38–41]). In a clean system (or at frequencies above the transport scattering rate $\Omega > \gamma r$) and at low temperature in the normal state, the dominant contribution to the signal will be that coming from nonconservation of the order parameter. To obtain the frequency dependence of $D(q = 0, \Omega)$ we note that the constant term in $\tilde{g}\Pi(q = 0, q_0)$ is of order $NK_F^2 (g/\epsilon_F)^2$, i.e., is small relative to $\epsilon_F^{-2}$. The dynamic term is even smaller, but it is nonanalytic in frequency and hence it has a nonzero imaginary component. Converting to real frequencies ($q_0 \to -i\Omega$) and expanding in small $\tilde{g}\Pi(q = 0, \Omega_0)/\xi_0^{-2}$, we obtain

$$D'(q = 0, \Omega) \approx -\tilde{g} \Pi'(q = 0, \Omega) \xi_0^{-2} \frac{\chi_0}{1 - (\Omega_0^2/C)^{1/2}}.$$  \hspace{1cm} (72)

The frequency dependence in the denominator becomes relevant at $\Omega \approx c/\xi_0 \sim \omega_1 (v_F/c)^{1/2} \sim \omega_1$. At much smaller frequencies,

$$D'(q = 0, \Omega) \approx -\chi_0 \tilde{g} \Pi'(q = 0, \Omega) \xi_0^{-4} \sim \chi_0 \frac{N \Omega v_F^2}{k_F^2 \epsilon_F^2}.$$  \hspace{1cm} (73)

At much larger frequencies,

$$D'(q = 0, \Omega) \sim N \chi_0 \frac{\tilde{g} \epsilon_F^2}{\Omega^3} \left( \frac{c}{v_F} \right)^4.$$  \hspace{1cm} (74)

In-between, there is a resonance at $\Omega \approx c/\xi_0 \sim \omega_1$, as seen in the peak in the first panel of Fig. 7. We note that the Raman signal will also include a response from the fermions themselves. However, at $q = 0$, this signal will scale as $\Pi D^{-1} \sim (g/\epsilon_F)^2$, so it will be small.

One potential class of materials to which our results can be applied are Fe-based systems, in particular FeSe doped by S, for which a nematic QCP separate from a magnetic QCP has been detected, and this QCP is only slightly masked by superconductivity [42]. However, for applications to Fe-based systems, our analysis likely has to be modified. One obvious reason is the multiband structure of Fe-based systems and the rather small value of $\epsilon_F$. But, there is also another, more fundamental reason, related to the mechanism for nematicity. In our approach, we assumed that a scalar field $\phi$ acquires a nematic order independent on fermions. For Fe-based systems, this would imply that nematicity develops via a structural transition, i.e., that the order-parameter field $\phi$ is a phonon field. In this case, fermions modify the susceptibility of the field, but the transition itself happens even if the coupling $\tilde{g}$ vanishes. In Fe-based systems, nematicity is most likely of electronic origin and is either a transition to a composite spin order, or a Pomeranchuk instability of the Fermi surface. The order parameter for a Pomeranchuk instability couples in a minimal way to $d$-wave fermionic density, like in our model. The difference is that in a Pomeranchuk case, the primary nematic field $\phi$ is by itself bilinear in fermions and describes $d$-wave collective charge fluctuations in a fermionic system.
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As a consequence, the bosonic susceptibility is actually the d-wave charge susceptibility of interacting fermions.

The model of interacting fermions near a d-wave Pomeranchuk instability is similar but not identical to the model of a critical \( \Phi \) field coupled to fermions, and the distinction becomes pronounced at \( q = 0 \) and finite \( \Omega_m \). Indeed, the d-wave susceptibility of interacting fermions can, at least qualitatively, be described within RPA. We label this susceptibility as \( \chi(q, \Omega_m) \) to distinguish it from \( D(q, \Omega_m) \). We have

\[
\chi(q, \Omega_m) = -\frac{\Pi(q, \Omega_m)}{1 - U_q \Pi(q, \Omega_m)},
\]

where \( U_q < 0 \) is an attractive fermion-fermion interaction in a d-wave channel. At low frequencies, when \( \Omega_m \ll v_F |q| \), \( \Pi(q, \Omega_m) = -a + \gamma \Omega/(v_F q) + q^2 + \Omega_m^2/c^2 + \cdots \), where \( a > 0 \), \( \gamma \), and \( c \) are microscopic parameters. Because the constant \( a \) term is the largest, \( \Pi(q, \Omega_m) \) in the numerator in (75) can be approximated by a constant. In the denominator, \( 1 - U_q \Pi(0,0) \) is set to be proportional to \( \xi^{-2} \). Introducing \( \chi_0 \) to get \( \chi(q,0) = \chi_0/|q|^2 \) at large enough momentum, we obtain, at \( \Omega_m \ll v_F |q| \),

\[
\chi(q, \Omega_m) = \frac{\chi_0}{\xi^{-2} + q^2 + \Omega_m^2/c^2 + \gamma |\Omega_m|/(v_F |q|)}.
\]

This susceptibility has the same form as \( D(q, \Omega_m) \) in Eq. (13)\(^2\). However, in the opposite limit \( \Omega_m \gg v_F |q| \) that we are interested in, \( \Pi(q, \Omega_m) \) is small, and, to a good accuracy, we just have \( \chi(q, \Omega_m) = -\Pi(q, \Omega_m) \). Then, \( \chi^{-}(q = 0, \Omega) = -\Pi(q = 0, \Omega) \).

\[\text{(77)}\]

\[\text{FIG. 7. Plots of the nonzero dynamic response for a nematic order parameter (with } N = 1). (a) Dynamical response } D^{''}(q = 0, \Omega) \text{ for independent bosons (such as phonons near a structural transition) coupled to itinerant fermions. (b) Dynamical response } \chi^{''}(q = 0, \Omega) \text{ for a system of interacting fermions only, such as a d-wave Pomeranchuk transition. In both cases, the low-frequency response is } \sim \Omega^{-1/3} \text{ (dotted reference line), in the region } \Omega \ll \omega_1. \text{ The behavior does not change across the onset frequency for NFL behavior } \omega_0. \text{ At higher frequencies } \Omega > \omega_1, \text{ the response becomes linear. For a transition involving independent bosons, the linear behavior is masked by a peak near } \Omega = \omega_1.\]

\[\text{VII. CONCLUSIONS}\]

In this work, we computed the polarization bubble at zero momentum and finite frequency, \( \Pi(q = 0, \Omega_m) \) for fermions
at a QCP towards $d_{z^2}$ nematic order. The corresponding order parameter is not a conserved quantity, hence there is no conservation law that would require $\Pi(q = 0, \Omega_m)$ to vanish. We indeed found that $\Pi(q = 0, \Omega_m)$ is nonzero, with a constant as the leading term. The dynamic part $\Pi(q = 0, \Omega_m) - \Pi(q = 0, \Omega_m \to 0)$ is proportional to $|\Omega_m|$ at high frequencies, crossing over to $|\Omega_m|^{1/3}$ at lower frequencies.

Although our analysis relied on weak coupling to control the calculations, we consider it plausible that similar phenomenology may prevail in real materials, where the coupling is of order one. In any case, proximity to a QCP with a nonconserved order parameter must on general grounds lead to nontrivial dynamics at zero momentum transfer. This regime is readily detectable in experiments such as Raman scattering, but has not been thoroughly explored in the theoretical literature. We hope our work provides motivation for its further study.
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**APPENDIX A: COMPUTATIONAL DETAILS OF THE PERTURBATIVE EVALUATION OF $\Pi^{(1)}(q)$**

In this Appendix, we derive the results of Sec. III and the first part of Sec. V. Namely, we calculate the diagrams of Fig. 2, and show that incorporating the $\omega^{2/3}$ self-energy in the fermionic propagator gives a response even for a constant form factor. Our starting point is Eq. (17) for the three contributions from the diagrams of Fig. 2. The calculation has three steps: First, we identify contributions that contribute to the static part $\Pi(q, q_0 = 0)$ and the dynamic part $\Pi(q = 0, q_0)$. Next, we evaluate these contributions, including the Landau damping term in the bosonic propagator, but take the free propagator for fermions. We obtain Eq. (24). Then, we reevaluate the dynamic part, taking into account the self-energy $\omega^{2/3}$ term, and show that the polarization is nonzero even for $f = 1$. For simplicity, in the Appendices, detailed calculations are performed for a circular FS.

1. Perturbative evaluation of $\Pi$ for $q_0 \gg \omega_0$

We start by splitting the two self-energy contributions using the identity (20):

\[
I_\pm = \frac{\mathcal{N}}{\hbar \alpha(2\pi)^6} \int d^3k d^3p \, G^2(k)G(k + p)G(k \mp q)D(p) \frac{f^2(k + q/2) - f^2(k - q/2)}{\alpha q_0 - v_F k \cdot q}.
\]

(A1)

The double Green’s function $G(k)$ has no counterpart in the vertex correction and should be unrelated to the Ward identity since it cannot be canceled out by the vertex part. It provides a static term $\propto |q|^2$:

\[
I_s = \frac{\mathcal{N}}{\hbar \alpha(2\pi)^6} \int d^3k d^3p \, G^2(k)G(k + p)D(p) f^2(k + q/2) - f^2(k - q/2)
\]

(A2)

Evaluating for free fermions using Eq. (21) for $\mathcal{K}$ we get

\[
I_s = \frac{\mathcal{N}}{\hbar \alpha(2\pi)^6} \int d\theta \frac{i p_0 d p_0}{(i p_0 - v_F p \cos \theta)^2} \frac{p^2 dp d\phi}{p^2 + \gamma f^2(\phi)[p_0]/v_F} \frac{f^2(\theta + q \sin \theta/2) - f^2(\theta - q \sin \theta/2)}{i q_0 - v_F q \cos \theta}.
\]

(A3)

where $\cos \theta = \hat{q} \cdot \hat{k}$, $\cos \phi = \hat{k} \cdot \hat{\rho}$, and we neglect the $p_0^2/c^2$ term in $D$ out of anticipation that its contribution can be neglected.

The contribution from the region $\cos \phi \sim 0$ is zero because of the double pole. Thus, the static part comes from processes beyond the Eliashberg regime, i.e., by taking $q_0 \to 0$ in the first denominator of Eq. (A3). Taking the $q_0 \to 0$ limit we get

\[
I_s \sim \frac{\mathcal{N}}{\hbar \alpha(2\pi)^6} \frac{\alpha q_0^3}{(\gamma v_F^2)^{7/3}} f_3 q^2,
\]

(A4)

where $f_3 = (f^2 f''')$. This correction is small in $1/\gamma$ and can be safely neglected.

The leftovers from Eq. (A1) along with the vertex correction yield the dynamic part. Adding up the SE contributions we find

\[
I_d^SE = \frac{\mathcal{N}}{\hbar \alpha(2\pi)^6} \int d^3k d^3p \, G(k)G(k + p)D(p) f^2(k + q/2) \times [\mathcal{K}(k + q, k)G(k + q) f^2(k + q/2) + \mathcal{K}(k - q, k)G(k - q) f^2(k - q/2)].
\]
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\[
\begin{align*}
&= -\frac{N\tilde{g}}{\chi_0(2\pi)^6} \int d^3k \, d^3p \, D(p) \times [G(k)G(k + p)D(p)f^2(k + q/2)] \\
&\quad + G(k + q)G(k + p + q)D(p)f^2(k + p/2 + q)K(k, k + q)G(k)f^2(k + q/2) \\
&= -\frac{N\tilde{g}}{\chi_0(2\pi)^6} \int d^3k \, d^3p \, D(p)G(k)G(k + q)K(k + q)K^{-1}(k + p + q;k + p)D(p)f^2(k + p/2).
\end{align*}
\]

For \( q \to 0 \) we get
\[
I_d^{SE} = -\frac{N\tilde{g}}{\chi_0(2\pi)^6} \int d^3k \, d^3p \, G(k)G(k + q)G(k + p)G(k + p + q)K(k + q)K^{-1}(k + p + q;k + p)D(p)f^2(k + p/2).
\]

Summing up the two terms gives Eq. (27), which does not assume anything about \( K \), i.e., is correct also for fermions with self-energy included.

When using the dispersion for free fermions, we have
\[
K(k + q;k)K^{-1}(k + p + q;k + p) = \left[ iq_0 - \epsilon(k + q) + \epsilon(k) \right] \left[ iq_0 - \epsilon(k + p + q) + \epsilon(k + p) \right]^{-1} = 1.
\]

The last equality is exact for any fermionic dispersion at \( q = 0 \). When using the bare theory, the \( KK^{-1} \) term disappears and we can just expand the remaining angular function to second order in \( q/k_F \sin \phi \), where \( \cos \phi = \tilde{k} \cdot \tilde{q} \). Within Eliashberg theory, after shifting \( p + k \to k' \), the momentum integrations split into three sectors, two “fermionic” (transverse to the FS) and one “bosonic” (parallel to the FS). Each fermionic sector is of the form
\[
I_f = \int dk_0 dk' \phi(k)G(k + q) = \frac{k_F}{v_F} \int dk_0 d\phi \int d\phi \left( \frac{1}{ik_0 - \epsilon(k)} \frac{1}{i(k_0 + q_0) - \epsilon(k)} \right) \\
\simeq (2\pi)^2 k_F/v_F \int dk_0 \frac{\Theta(k_0 + q_0) - \Theta(k_0)}{iq_0} = (2\pi)^2 k_F/v_F \int_{-q_0}^{0} \frac{dk_0}{q_0}.
\]

Note that since \( q = 0 \), the residue of the integration over the momentum transverse to the FS has no dependence on the momentum parallel to the FS. Finally, we are left with
\[
I_d \propto \int_{-q_0}^{0} \frac{dk_0}{q_0} \int_{-q_0}^{0} \frac{dk_0'}{q_0} \int d\phi \frac{p(\phi)F(\phi_k, \phi_k)}{p(\phi)^3 + f^2(\phi_k, \phi_k)/(v_F k_F^2)^{1/3} |p_0'| + (k_F c)^2 p_0'^2}. \tag{A9}
\]

Here, as in Eqs. (38) and (B8), \( p, \phi \) trace out the length and position of the bosonic momentum on the FS. \( F \) was defined in Eq. (67). As usual, we split the integral into a static and dynamic part. In anticipation of the end result, we write these parts as \( \mu_0, \mu_1 \) from Eq. (57), with the appropriate prefactors. The static part gives
\[
\mu_0 f^2 = \int d\phi \frac{f(\phi_k) f(\phi_k + \phi/2) [f(\phi_k) - f(\phi_k + \phi)]}{p(\phi)^2}. \tag{A10}
\]

For a circular FS we get
\[
\mu_0 f^2 \simeq 2.15 \pi \cos^2(2\phi_k)(2\cos^2 4\phi_k - 1), \quad (\mu_0 f^2) \simeq 1.69. \tag{A11}
\]

Next, we add and subtract the static part from Eq. (A9) to get the dynamic contribution
\[
\frac{\tilde{g}}{v_F} \tilde{\mu}_1 = f_2(\phi_k) \int_{-\infty}^{\infty} d\phi \frac{f^2(\phi_k, \phi)}{|\phi|^3 + f^2(\phi_k, \phi)} \left( \frac{v_F k_F^2}{|\phi|^3 + f^2(\phi_k, \phi)} \right)^{1/3} \left| \frac{p_0'}{|\phi|^3 + f^2(\phi_k, \phi)} \right| f_2(\phi_k, f_F(|p_0'/{|\phi|^3} + f^2(\phi_k, \phi))). \tag{A12}
\]

where \( p_0' = k_0 - k_0' \). Here, we used the convergence of the momentum integration to expand \( F \) to second order and approximate \( p(\phi) \simeq k_F |\phi| \). Equation (A12) can be rescaled to give
\[
\frac{\tilde{g}}{v_F} \tilde{\mu}_1 = f_2(\phi_k) \int_{-\infty}^{\infty} d\phi \frac{\gamma |p_0'|}{v_F k_F^2} \left( \frac{v_F k_F^2}{|\phi|^3 + f^2(\phi_k, \phi)} \right)^{1/3} \left| \frac{p_0'}{|\phi|^3 + f^2(\phi_k, \phi)} \right| f_2(\phi_k, f_F(|p_0'/{|\phi|^3} + f^2(\phi_k, \phi))). \tag{A13}
\]

Here, \( \omega_0^2 = \gamma c^3/v_F \) and \( f_k \) is an interpolating function with the following limits:
\[
f_k(x) = \begin{cases} 
\int d\phi \frac{\gamma |p_0'|}{|\phi|^3 + f^2(\phi_k)} \simeq \frac{2\pi x^{2/3}}{3x^{2/3}}, & |x| \ll 1 \\
\frac{2}{3} |x|^{2/3}, & |x| \gg 1.
\end{cases} \tag{A14}
\]
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See Fig. 8 for a depiction of $f_k$ in the low-frequency limit $p' \ll \omega_1, \mu_0$ and $\mu_1 = f_{q_0} \mu_1 dK_0^2/q_0$ are just the $\mu_0, \mu_1$ given in Eqs. (A10) and (A12). These in turn give the constants $B, C$ in Eqs. (23) and (24) [see Eq. (60)].

APPENDIX B: DERIVATION OF BOSONIC AND FERMIONIC SELF-ENERGIES WITHIN THE ELIASHBERG FRAMEWORK

In this appendix, we detail how to obtain the angular-dependent behavior for $\Pi(q)$ and $\Sigma(k)$, in the region $q_0 \ll v_F |q|, k_0 \ll v_F |k|$ [Eqs. (33) and (36)]. Similar expressions, for the functions $\lambda_0, \lambda_1$ in Eq. (38), have been found before (see, e.g., [27]).

The expression for $\Pi$ is given in Eq. (29). Shifting momentum and integrating over momentum transverse to the FS, we find

$$
\Pi(q) = N \frac{k_F}{(2\pi)^3 v_F} \int_{-q_0}^0 dk_0 \int d\phi \frac{i f^2(\phi_k)}{i \Sigma(k + q/2) - i \Sigma(k - q/2) - v_F q \cos(\phi - \phi_k)} \approx N \frac{k_F}{2\pi v_F} \frac{q_0}{v_F |q|} f^2(\phi_k + \pi/2).
$$

Next, we compute Eq. (36). Starting from the definition of Eq. (30), we have

$$
\Sigma(k) = \frac{\tilde{g}}{(2\pi)^3} \int dp_0 \int d^2 p \frac{f^2(\vec{k} + \vec{p}/2)}{i \tilde{\Sigma}(k + p) - \epsilon(k + p) |p|^3 + f^2(\vec{p}) |p_0|/v_F} |p|,
$$

where $\vec{p}' = \frac{1}{2} \times \vec{p}$. It is convenient to split $\Sigma$ into a part that does not have $f$ terms varying in the integrand and a part where the variation of $f$ is taken explicitly into account. Adding and subtracting this part we find

$$
\Sigma = \Sigma_0 + \delta \Sigma,
$$

where

$$
\Sigma_0(k) = \frac{\tilde{g}}{(2\pi)^3} \int dp_0 \int d^2 p \frac{f^2(\vec{k})}{i \Sigma(k + p) - \epsilon(k + p) |p|^3 + f^2(\vec{k}) |p_0|/v_F} |p| \approx \tilde{g} \int dp_0 \int d^2 p \left[ f^2(\vec{k}) \sqrt{p_{\perp}^2 + p_{\parallel}^2} \right] \frac{p_{\parallel}^2}{\epsilon^2(k + p_\perp + k_\parallel)} (p_{\perp}^2 + p_{\parallel}^2)^{3/2} + f^2(\vec{k}) |p_0|/v_F
$$

$$
= \frac{\tilde{g}}{(2\pi)^3} \int dp_0 \int d^2 p \frac{f^2(\vec{k})}{i \Sigma(k + p) - \epsilon(k + p + k_\perp)} \int dp_{\parallel} \frac{|p_{\parallel}|}{|p_{\parallel}^3 + f^2(\vec{k}) |p_0|/v_F} (1 + O(k_{0,\parallel}^2))
$$

$$
= i \omega_0 |f(\vec{k})|^{4/3} k_0^{1/3} + O(k_0^{4/3}).
$$

The line before the last is the essential step of the Eliashberg approximation. In the regime where $k_\parallel \sim p_{\parallel} \sim \tilde{\Sigma}$, we may neglect $p_{\perp}$ in the bosonic propagator, up to order $p_{\perp}^2/p_{\parallel}^2 \sim k_0^{2/3}$, leading to the final line of Eq. (B4).
Next, we compute $\delta\Sigma$, which in explicit form is
\[
\delta\Sigma(k) = \frac{\tilde{g}}{(2\pi)^3} \int dp_0 \int d^2 p \frac{1}{i\Sigma(k+p) - \epsilon(k+p)} \times \Theta(k,p,p_0), \tag{B5}
\]
where
\[
\Theta(k,p,p_0) = |p| \left[ \frac{f^2(k+p/2) - f^2(k)}{|p|^3 + f^2(\hat{p})\gamma|p_0|/v_F} - \frac{f^2(k)}{|p|^3 + f^2(\hat{p})\gamma|p_0|/v_F} \right]. \tag{B6}
\]

The frequency integration is dominated by the region $|p|^3 \sim p_0 \ll v_F|p|$, so we again evaluate it in the Eliashberg approximation, integrating out the fermionic sector first. Again, it is convenient to split $\delta\Sigma/k_0$ into a static and dynamic part. The static part is just
\[
\delta\Sigma(k)_0 = \frac{\tilde{g}N_F}{(2\pi)^3} k_0 \int d\phi \frac{f^2(k + \phi/2) - f^2(\phi_0)}{p(\phi)^2}. \tag{B8}
\]
Here, $p(\phi)$ traces out the length of the bosonic momentum, stretching from the FS at $\phi_0$ to the FS at $\phi_0 + \phi$, where $\phi$ goes around the unit circle. Equation (B7) yields the $\lambda_0$ term of Eq. (38). Thus, e.g., for a circular FS, $p(\phi) = 2k_F|\sin(\phi/2)|$, and the result of the integral is
\[
\lambda_0 \simeq -2.15\pi \cos(4\phi_0). \tag{B9}
\]

Finally, we compute the part of $\delta\Sigma$ that depends on $k_0$ in a nonlinear way. After some manipulations of Eq. (B5) we find
\[
\delta\Sigma(k)_2 = \frac{\tilde{g}}{(2\pi)^3} \int dp_0 \int d^2 p \frac{1}{i\Sigma(k+p) - \epsilon(k+p)} \\
\times |p| \left[ \left( \frac{f^2(k+p/2) - f^2(k)}{|p|^3 + f^2(\hat{p})\gamma|p_0|/v_F} \right) \left(1 + \frac{f^2(\hat{p})\gamma|p_0|}{|p|^3} \right) \right] \\
\left\{ f^2(\hat{p})\gamma|p_0|(|f^2(\hat{p}) - f^2(k+p/2)|) \right\} \\
|p|^6 \left(1 + \frac{f^2(\hat{p})\gamma|p_0|}{|p|^3} \right) \left(1 + \frac{f^2(\hat{p})\gamma|p_0|}{|p|^3} \right). \tag{B10}
\]

Equation (B10) yields $\lambda_1$ in Eq. (40). The term on the final line of the equation has a form factor part that is $O(1)$ even for $|p| \sim 0$. As a result it contributes even in the regime $|p| \sim p_0^{2/3}$, which is formally not within the Eliashberg approximation that assumes $|p| \sim p_0^{1/3}$. However, the only effect of this is some modification of the functional form of $\lambda_1$.

**APPENDIX C: ELIASHERG DENSITY VERTEX AND THE RESULTS OF SEC. VC**

In this appendix, we evaluate the density vertex function for an incoming boson of small momentum within Eliashberg theory:
\[
\Gamma_0(k; q) = \Gamma_0(k_0, k; q_0, q). \tag{C1}
\]
Here, as usual $k; q$, respectively, denote the fermionic and bosonic degrees of freedom. We used these results in Sec. V and Appendix F. Our derivation generalizes the approach of Ref. [15].

\[
\delta\Gamma(k; q) = \frac{\tilde{g}}{(2\pi)^3} \int d^3 p \frac{\Gamma(p; q)}{[i\Sigma(p_0 + q_0) - \epsilon(p) - v_F \hat{p} \cdot q][i\Sigma(p + q) - \epsilon(p) - v_F \hat{p} \cdot q]} \frac{f(\hat{k})^{-1} f^2(\hat{k} \cdot p) |p - k|}{|p|^3 + f^2(\hat{p})|p_0 - k_0|/v_F}. \tag{C2}
\]
From this point on, we choose \( \mathbf{q} = q \hat{x} \), and assume implicitly that \( \hat{k} \simeq \hat{x} \). This choice allows us to avoid issues related with FS curvature when \( \hat{k} \cdot \mathbf{q} \sim q_0^{2/3} \). Next, we specialize to the density vertex \( \Gamma_0 \). This is equivalent to dropping the internal angular dependence of \( \Gamma \) with the integral we integrate over \( dp_p = dp_p k_F / v_F \) in the fermionic sector and find

\[
\delta \Gamma_0(k; q) = \frac{\tilde{g}}{(2\pi)^2} \int_{-q_0}^{0} dp_0 \frac{\Gamma_0(p_0,0;q_0,0)}{\Sigma(p + q) - \Sigma(p) + i v_F q} \int dp \left( \frac{p^2 + k_0^2}{(p^2 + k_0^2 + y f^2(k)^2 p_0 - k_0)/v_F} \right)^{1/2} \\
= \frac{\tilde{g}}{(2\pi)^2} \int_{-q_0}^{0} dp_0 \frac{\Gamma_0(p_0,0;q_0,0)}{\Sigma(p + q) - \Sigma(p) + i v_F q} \times \left[ \left( \frac{v_F f^4(\tilde{k})}{\gamma\mu \gamma^2} \right)^{1/3} \int_0^\infty d\phi \left( \frac{\phi^2 + k^2}{\phi^2 + k^2 + 1} \right)^{1/2} + \frac{d\tilde{\mu}}{dp_0} \right],
\]

where we defined \( k^3 = v_F k^3 / y f^2(\tilde{k}) |p_0 - k_0| \), and

\[
\frac{d\tilde{\mu}}{dp_0} = k_F \int d\phi \Theta(k,p,p_0 - k_0).
\]

Here, \( \phi \) is an integration along the FS, and \( \Theta \) was defined in Eq. (B5). The \( d\phi \) integral in Eq. (C3) defines a function with the following asymptotics:

\[
g(y) = \int_0^\infty dx \frac{(x^2 + y^2)^{1/2}}{(x^2 + y^2)^{3/2} + 1} = \begin{cases} \frac{\pi}{3y}, & y \gg 1 \\ \frac{2\pi}{3y}, & y \ll 1 \end{cases}.
\]

Within our treatment, and neglecting \( \mu \), the vertex correction depends only on the momentum transfer perpendicular to the FS and on frequency. Note that in Eq. (C3) the internal \( \Gamma_0 \) no longer depends on \( \mathbf{q} \) or \( \mathbf{k} \). The reason for this can be seen by looking at Fig. 9. Just by placing internal integration variables on the “rungs” of the ladder, it is easy to see that even for \( \mathbf{k} \gg k_0^{2/3}, p_0^{2/3} \) the internal rungs still contribute from regions close to the FS. Only the last rung depends strongly on the external legs. Physically, the interpretation is that even for excitations to the vicinity of the FS, it is possible to excite a large cloud of virtual particle-hole pairs by making a single virtual transfer to the vicinity of the FS. In any case, we see that for any \( 0 < \kappa < 1 \) the bosonic sector scales as \( |y f^2(\tilde{k})| q_0 - k_0 |v_F|^{-1/3} \), up to corrections of order 1. So, for all calculations performed henceforth (and used in the body of the paper) we take \( g(\kappa) = g(0) \). Combining factors together, we end up with

\[
\delta \Gamma_0 = \frac{2}{3} \int_{-q_0}^{0} dp_0 \frac{\Gamma_0(p_0,0;q_0,0)}{\Sigma(p + q) - \Sigma(p) + i v_F q} \times \rho_0 f^4(\tilde{k}) \frac{1}{p_0 - k_0} \\
+ \frac{\tilde{g} f(\tilde{k})}{(2\pi)^2} \int_{-q_0}^{0} dp_0 \frac{\Gamma_0(p_0,0;q_0,0)}{\Sigma(p + q) - \Sigma(p) + i v_F q} \frac{d\tilde{\mu}}{dp_0}.
\]

This is just a more generic form of Eq. (50). Equation (C6) can be solved generically via the ansatz

\[
(i q_0 - v_F \hat{k} \cdot \mathbf{q}) \Gamma_0(k; q) = i (\mathbf{\Sigma}(k + q) - \mathbf{\Sigma}(k) - v_F \hat{k} \cdot \mathbf{q}) = G^{-1}(k + q) - G^{-1}(k),
\]

which is just a Ward identity. However, recall that that Eq. (C7) assumes implicitly that \( \hat{k} \cdot \hat{q} \simeq 1 \). Another implication of the Ward identity is that far away from the FS, the fermionic \( \omega^{2/3} \) self-energy is cut off by the same scale that cuts of the vertex correction, i.e.,

\[
\mathbf{\Sigma}(k,k_0) \sim \mathbf{\Sigma}(k_0) g \left( \frac{k}{|y f^2(\tilde{k})| q_0 |v_F|^{1/3}} \right),
\]

so it vanishes as \( k^{-1} \) in the large-\( k \) limit.

The leading-order form of the full vertex was already derived in the paper itself, except for an explicit form of \( \mu_0, \mu_1 \). Expressions for these appear in the previous section, Eqs. (A10) and (A12).

**APPENDIX D: DERIVATION OF EQ. (66) IN THE RUNG-BY-RUNG ANALYSIS OF SEC. VD**

In this appendix, we derive Eq. (66), the expression for the polarization using fully renormalized side density vertices and self-energies. To do so, we evaluate the diagrams of Fig. 6, but now with fully dressed vertices and Green’s functions. The expressions for the diagrams are

\[
I_k = \frac{N \tilde{g}}{3 v_0 (2\pi)^6} \int d^3 k d^3 p G^2(k) G(k + p) G(k \pm q) D(p) \\
\times \Gamma_0^2(k; \pm q) f^2(\tilde{k}) f^2(k + p/2),
\]

\[
I_k = \frac{N \tilde{g}}{3 v_0 (2\pi)^6} \int d^3 k d^3 p G^2(k) G(k + q) G(k + p) \\
\times G(k + p + q) D(p) \Gamma_0^2(k; q) f(k) \Gamma_0(k + p + q) f(k + p) \\
\times f^2(k + p/2).
\]
Here, we used the identity
\[ \Gamma_0(k - q; q) = \Gamma_0(k; -q) \] (D3)
which is a result of the Ward identity (C7), and the fact that vertex corrections on the internal vertices are small. We also use full Green’s functions, with the self-energy taken as the first term in Eq. (36). The identity in Eq. (20) can now be written in the form
\[ \Gamma_0(k; q)G(k + q)G(k) \]
\[ = \frac{\Gamma_0(k; q)}{\Sigma(k - q) - \Sigma(k)} [G(k) - G(k + q)] \]
\[ = \frac{1}{iq_0 - v_F \cdot q} [G(k) - G(k + q)]. \] (D4)

The static part of the polarization is computed by taking \( q_0 \to 0 \). In this limit, vertex corrections are negligible, and thus the static part is still described by Eq. (A2). The dynamical part of the self-energy for \( q = 0 \) is now
\[ I_d^{\text{SE}} = \frac{N^2 \chi_0}{2\pi q_0} \int d^3 k d^3 p G(k)G(k + p)D(p)f^2(k + p/2) \]
\[ \Gamma_0(k - q; q)f(k)G(k - q) - \Gamma_0(k; q)f(k)G(k + q) \]
\[ = \frac{N^2 \chi_0}{2\pi q_0} \int d^3 k d^3 p G(k)G(k + q)D(p)f^2(k + p/2) \]
\[ \times \Gamma_0(k; q)(-1)\Gamma_0(k_0 + p_0, k + p; q_0, q = 0) \]
\[ \times G(k + p + q)G(k + p) + G(k + q)G(k + p). \] (D5)

Here, in the first line, we shifted the \( k \) integral of the first term \( k \to k + q \), and then used Eq. (D4). By symmetrizing over \( dp \to dk' = d(k + p) \) we end up with Eq. (66). Then, as in Appendix A 1, the integral splits into three: an integral over \( k_\perp \), and integral over \( k' \), and an integral over \( k_1, k'_1 \). Each transverse integral limits the frequency regime to \((q_0, 0)\):
\[ \int d^3 k \Gamma_0(k; q)G(k)G(k + q) = \int d^3 k \frac{G(k + q) - G(k)}{iq_0} \]
\[ \simeq \pi v_F^{-1} \int_{q_0}^{q_0} dk_0 \int dk_1. \] (D6)

The remaining integrals yield Eq. (68).

One last task is to check whether the dynamic part of \( \Pi \) is ever negative, i.e., whether \( f_2 \) is ever positive. To check this, note that we can define
\[ g_n(x) = f^2(\phi) \left[ f^2(\phi) + \frac{1}{n - 1} f(\phi) f''(\phi) \right] \]
\[ = \frac{1}{n(n - 1)} f^{4-n}(\phi) \frac{d^2}{d\phi^2} f^n(\phi), \] (D7)
for \( n = 2, 3, 4 \). We then have
\[ g_3(x) = f_2(x). \] (D8)

We will use \( g_2, g_4 \) which are simple to evaluate, so as to get an expression for \( g_3 \). It is clear that
\[ \langle g_4 \rangle = 0 \] (D9)

since \( g_4 \) is a full derivative. In addition,
\[ \langle g_2 \rangle < 0. \] (D10)

To see this, note that \( f(\phi) \) is periodic, and hence so is \( f^2(\phi) \), so we may expand it in a Fourier series
\[ f^2(\phi) = \sum_n (f^2)_n e^{2\pi i n \phi}. \] (D11)

Then, averaging \( g_2 \) yields
\[ \int \frac{d\phi}{2\pi} 2 f^2(\phi) = \sum_n \frac{1}{2} (f^2)_n [-2(2\pi m)^2](f^2)_m \delta_{m, -n} \]
\[ = -2\pi^2 \sum_n n^2 |(f^2)_n|^2 < 0. \] (D12)

Finally,
\[ \langle f^3(\phi) f''(\phi) \rangle = \frac{3}{2} \langle g_2(\phi) - g_4(\phi) \rangle = \frac{3}{2} \langle g_2 \rangle. \] (D13)

Here, we subtracted the expressions in Eq. (D7) from one another. Adding all this together we find
\[ \langle f_2(\phi) \rangle = \langle g_3 \rangle = \langle g_2 - \frac{1}{2} f^3(\phi) \rangle = \langle g_2 - \frac{3}{4} g_4 \rangle \]
\[ = \frac{1}{4} \langle g_2 \rangle < 0. \] (D14)

Therefore, \( \langle f_2 \rangle < 0 \) is always negative, so the nonconstant part of the polarization is always positive for \( q = 0, q_0 \neq 0 \).

APPENDIX E: ASLAMAZOV-LARKIN (AL) DIAGRAMS
FOR \( \Pi(q = 0, q_0) \)

In the body of the paper, we pointed out that the contribution from the Aslamazov-Larkin diagrams, shown in Fig. 3 in the regime \( q_0 \ll \omega_1 \), are of the same order in \( \bar{g} \) and \( N \) as the self-energy and vertex corrections of Fig. 2 (see Ref. [4]). In this appendix, we review how this result comes about, evaluate the diagrams, and show that they only serve to modify \( \mu_0, \mu_1 \) that we found in Eqs. (A10) and (A12).

We treat the AL contributions within the Eliashberg theory for \( q_0 \ll \omega_0 \), as all results for frequencies above \( \omega_0 \) follow directly from the Eliashberg treatment. In the same manner as for the two-loop diagrams, the side vertices of the AL diagrams are dressed with density vertices \( \Gamma_0 \), as depicted in Fig. 10.

The contribution from the AL diagrams is
\[ \Pi_{\text{AL}}(q) = -\frac{N^2 \bar{g}^2}{\chi_0(2\pi)^7} \int d^3 k d^3 p d^3 k' f(k)f'(k + p/2) \]
\[ \times \Gamma_0(k; q)G(k)G(k + q)G(k + p)D(p - q)D(p) \]

\[ \times \Gamma_0(q; \omega)G(q)G(q + \omega)G(q + \omega + p)D(p - \omega)D(p) \]

\[ = \frac{N^2 \bar{g}^2}{\chi_0(2\pi)^7} \int d^3 k d^3 p d^3 q f(k)f'(k + p/2) \]
\[ \times \Gamma_0(k; q)G(k)G(k + q)G(k + p)D(p - q)D(p) \]
\[ \begin{align*}
&\times [G(k')G(k' + q)G(k' + p)f^2(k' + p/2) \\
&+ G(k' + q)G(k'G(k' + q - p)f^2(k' - p/2)] \\
&\times \Gamma_0(k'; q)f(k').
\end{align*} \]

(E1)

Here, we shifted \( k' \rightarrow k' + q \) in the right-hand AL diagram. The key to simplify Eq. (E1) is to note that \( \chi_0 D^{-1}(p) = \tilde{g}^2 + \tilde{g} \Pi(p) \), so that the two bosonic propagators can actually be factorized:

\[ D(p)D(p - q) = \chi_0[\tilde{g} \Pi(p) - \tilde{g} \Pi(p - q)]^{-1} \times [D(p - q) - D(p)]. \]

(E2)

Next, we use the Ward identity (52) to obtain

\[ \int \frac{d^3k}{(2\pi)^3} \Gamma_0(k; q)G(k)G(k + q)G(k + p)f(k)f^2(k + p/2) \]

\[ = \frac{1}{(2\pi)^3 \chi_0} \int [G(k) - G(k + q)] \]

\[ \times G(k + p)f(k)f^2(k + p/2). \]

(E3)

In what follows, we should properly symmetrize Eq. (E1) by inserting appropriate shifts of \( p/2, q/2 \). This is because it is necessary to track various angular expressions more accurately than for the two-loop diagrams. To conserve space we do not do so explicitly, and just point out where it is necessary. Now, \( p \) is an internal integration variable so we can neglect vertex corrections involving \( p \). Therefore,

\[ N \frac{\tilde{g}}{(2\pi)^3} \int \frac{d^3k}{(2\pi)^3} k G(k)G(k + p)f(k)f^2(k + p/2) \]

\[ \begin{align*}
&\rightarrow N \frac{\tilde{g}k_F}{(2\pi)^3 v_F} \int dk_0 d\phi \ f(k_F k - p/2)f^2(k_F k) \\
&\times i(k_F k_0 + p_0/2) - i(k_F k_0 - p_0/2) \\
&\times i\Sigma(k + p/2) - i\Sigma(k - p/2) - v_F |p| \cos(\phi_F - \phi_k) \\
&\approx \frac{1}{v_F} \frac{j_0|p|}{|p|} f^2(\tilde{p}) f(k_F \tilde{p} \times \tilde{p} - p/2) \\
&+ f(k_F \tilde{p} \times \tilde{p} - p/2) \\
&= \tilde{g} \Pi(p) \tilde{f}(p), \end{align*} \]

(E4)

where in the second line we performed the symmetrization shift. The two terms in \( \tilde{f}(p) \) arise from the fact that the angular integration in Eq. (E4) has two peaks on opposite sides of the FS. Thus, the integration over the \( d^3k \) variables gives a factor of \( \tilde{f}(p)||\tilde{g} \Pi(P) - \tilde{g} \Pi(p - q) \). Then, we are left with

\[ \Pi_{AL}(q) = -N \frac{\tilde{g}}{\chi_0(2\pi)^9} \int d^3k' d^3p \tilde{f}(p)|D(p - q) - D(p)| \\
\times G(k')G(k' + q)G(k' + p)f^2(k' + p/2) \\
+ G(k' + q - p)f^2(k' - p/2)\Gamma_0(k'; q)f(k') \]

\[ = -N \frac{\tilde{g}}{\chi_0(2\pi)^9} \int d^3k' d^3p \tilde{f}(p)|D(p)|G(k')G(k' + q) \\
\times \Gamma_0(k'; q)f(k')||G(k' + p + q) \\
- G(k' + p)f^2(k' + p/2) + [G(k' - p) \\
- G(k' - p + q)]f^2(k' - p/2). \]

(E5)

Equation (E5) shows that indeed the AL contribution is of the same order as the two-loop contributions in both \( \tilde{g} \) and \( N \). Finally, we obtain

\[ \Pi_{AL}(q) = -N \frac{\tilde{g}}{\chi_0(2\pi)^9} \int d^3k' d^3p D(p)G(k')G(k' + q) \\
\times \Gamma_0(k'; q)f(k') \\
\times f^2(k' + p/2)\delta \tilde{f}(p) \]

\[ = +N \frac{\tilde{g}}{\chi_0(2\pi)^9} \int d^3k' d^3p D(p)G(k')G(k' + q) \\
\times \Gamma_0(k'; q)G(k' + p + q)G(k' + p)\mathcal{F}(k'; k' + p), \]

(E6)

where

\[ \mathcal{F}(k'; k' + p) = f(k')f^2(k' + p/2)\delta \tilde{f}(p), \]

(E7)

and

\[ \delta \tilde{f}(p) = \tilde{f}(k', p) - \tilde{f}(-k', -p) \]

(E8)

with

\[ \tilde{f}(p) = \frac{1}{2}[f(k' + p/2) + f(-k' - 3p/2)]. \]

(E9)

To derive Eq. (E8), we used the relationship \( \phi_p = \phi_p + \pi/2 + \phi/2 \), and reversed the symmetrizing shift. We see that Eq. (E6) is an analog of Eq. (E6), with a somewhat different angular component. For a purely even form factor, as for the nematic one, the contribution is zero within our approximations.

APPENDIX F: POLARIZATION OPERATOR \( \Pi(q - 0, q_0) \) BEYOND ELIASHBERG THEORY

In this final appendix, we compute the leading contribution to \( \Pi(q = 0, q_0) \) beyond Eliashberg theory. Within the Eliashberg treatment, we factorized the momentum integration, namely, we integrated transverse to the FS in fermionic propagators and neglected the transverse momentum component in the bosonic susceptibility, i.e., approximated \( D(k) \) by its value between the points on the FS. This approximation definitely works for the leading, frequency-independent term in Eq. (59) because it comes from parallel momenta of order \( k_F \) and transverse momenta of order \( q_0^{2/3} \) (this is the only option to avoid \( q_0 \) to a positive power in the overall factor). However, it is not a priori guaranteed that within this approximation one gets the leading frequency dependence of \( \Pi(q = 0, q_0) \).

To verify whether the factorization of momentum integration is justified for the frequency-dependent part of \( \Pi(q = 0, q_0) \), we again repeat the procedure used in Sec. VD. Namely, we select one segment from which we pick up the contribution with the gradient of the form factor. In all other segments, we neglect the variation of the form factor between incoming and outgoing momenta of the interaction terms. However, as opposed to the Eliashberg treatment, we do not factorize the momentum integration in the segment with the gradient of \( f(k) \)....
One may readily verify that beginning with Eq. (66), instead of Eq. (68) we end up with

\[ \Pi(q = 0, q_0) \approx \frac{\gamma}{(2\pi)^3} \int d\theta f_2(\theta) \int_{q_0<|k|} \frac{dk_0}{q_0} \times \int d^2k \frac{\bar{\Sigma}(k_0 + q_0) - \bar{\Sigma}(k_0)}{[i\bar{\Sigma}(k_0) + v_F k \cos \phi][i\bar{\Sigma}(k_0) - v_F k \cos \phi]} \times \frac{k^2 \sin^2 \phi / k^2 F}{k^2 + f^2(\theta + \phi) \gamma |k_0 + q_0| / v_F k_F}. \]  

(1)

If we factorize the momentum integration into integration over \( k_\perp = k \cos \phi \) in the fermionic propagators and over \( k_\parallel = k \sin \phi \) in the bosonic propagator, we reproduce Eq. (59).

If, instead, we subtract from the right-hand side of (1) the \( \bar{\Pi}(q = 0, q_0) \sim \frac{\delta q^0 \gamma \omega_0}{\varepsilon_F} \frac{q_0^2}{q_0^2} \frac{1}{D} \) term, which we label a \( \bar{\Pi} \),

\[
\bar{\Pi}(q = 0, q_0) \sim \frac{\delta q^0 \gamma \omega_0}{\varepsilon_F} \frac{q_0^2}{q_0^2} \frac{1}{D} \bar{\Pi}(q = 0, q_0) \bar{\Pi}(q, 0), \]

(2)

where \( D \sim \varepsilon_F n^2 / \bar{\delta} \gg \Lambda \). Hence, within low-energy theory (energies are smaller than \( \Lambda \)), the frequency dependence coming from the integration range where internal momenta along and transverse to the FS are of the same order, is much weaker than the one coming from the range where momenta transverse to the FS are much smaller than the ones along the Fermi surface.
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