Domain-wall topology induced by spontaneous symmetry breaking in polariton graphene
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We present a numerical study of exciton-polariton (polariton) condensation in a staggered polariton graphene showing a gapped s-band at the K and K’ valleys. The condensation occurs at K or K’, at the kinetically-favorable negative mass extrema of the valence band. Considering attractive polariton-polariton interaction allows to generate a spatially extended condensate. Spon-
taneous symmetry breaking occurring during the condensate build-up leads to the formation of valley-polarized domains following the Kibble-Zurek scenario. The selection of a single valley breaks time-reversal symmetry and the walls separating domains exhibit a topologically-protected chiral current. This current therefore emerges as a result of the interplay between the non-trivial valley topology and the condensation-induced symmetry breaking.

Topological physics is now a well-developed field taught in the Universities. It has changed our understanding of physical systems and brought new approaches to their description. It is now clear that topologically-nontrivial crystals actually represent a significant fraction [1], and not a rare delicate case in solid state physics. Besides the fundamental change of the paradigm, topological physics also brings new applications ranging from topologically-protected qubits [2, 3] to topological lasers [4, 5] and optical isolators [6, 7].

One peculiar type of lattice hosting topological phases are staggered honeycomb lattices, implemented naturally in boron nitrides [8], transitional metal dichalcogenides [9], but also in artificial optical lattices [10]. In general, honeycomb lattices show two Dirac valleys called K and K’ at the corner of their hexagonal Brillouin zone. The staggering opens a gap. Each valley can be approxi-
mately described by a 2D massive Dirac Hamiltonian. The corresponding states are characterized by non-zero angular momentum and Berry curvature, which can further be linked with a valley Chern number ±1/2 in both valleys respectively. The total Chern number including both valleys is zero and a staggered honeycomb lattice is topologically trivial as a whole, but it can still host a quantum pseudo-spin Hall phase called quantum valency Hall effect [11, 12]. Indeed, making a zigzag interface between two lattices with opposite staggering creates two interface states whose propagation direction is linked with the valley and related to the difference between valley Chern numbers [10, 13, 14].

On the other hand, the band structure of a solid, topological or not, is obtained in a single-particle approximation: the interactions between the particles and their nature are neglected. However, the description of a quantum fluid in a lattice is a many-body problem. For fermions, one is generally interested in the behavior of the Fermi surface, which gives rise to such effects as Fermi arcs in Weyl semi-metals [15]. In the simplest approximation, the Fermi surface is obtained by filling the single-particle states with electrons, neglecting their interactions, justified by the Pauli exclusion principle [16]. For bosons, the formation of a Bose-Einstein condensate in a lattice has also been shown to lead to spectacular topological effects [17]. Here, the basic case is the formation of a condensate in a particular single-particle state, with the possibility to calculate the topology of the condensate’s weak excitations (bogolons) [18, 20], where the interactions can lead to topological transitions [21, 22]. Other situations include the formation of purely non-linear solutions (e.g. solitons) [23, 25], often bifurcating from linear topological states [20, 28]. In these cases for bogolons and solitons, the topology of the lattice is inherited by the non-linear states [19, 26]. The influence of the lattice symmetry breaking by the laser phase on the non-linear topological gap solitons was shown quite recently [29]. It was also shown that the quantum fluid can bring in its own topology, which can reinforce the protection provided by the lattice [30].

The topology of the bosonic quantum fluid is due to the complex-numbered nature of the wave function, which can thus be decomposed into an amplitude and a phase. The phase winding number is a topological invariant [31] protecting the quantum vortices. Their topological protection plays an important role in the Kibble-Zurek mechanism [32, 34] (KZM), which consists in the formation of domains of the order parameter during second-order phase transitions, such as the Bose-Einstein condensation. These domains then decay into topologically-protected defects, whose density can be measured. The walls, separating these domains, can also behave as topo-
logical defects [35], lasting as long as the domains they surround.

In this work we study the dynamics of polariton condensation in a uniform staggered honeycomb lattice (without quantum valley Hall interface). We show that condensation is kinetically favored in the negative mass K and K’ states being at the top of the valence band. We consider attractive polariton-polariton interactions
allowing the formation of a spatially homogeneous condensate density. During the condensate formation, a spontaneous symmetry breaking by phase fluctuations forms valley-polarized spatial domains for the condensate wave function. The domain size is correctly described by a mean-field Kibble-Zurek scaling exponent. The domain walls, appearing as stable topological defects, separate areas where the condensate wave function shows opposite chirality, characterized by opposite valley Chern numbers. Contrary to the quantum valley Hall interfaces, these domain walls sustain a single unidirectional mode, because the condensate selects a single valley on each side of the wall. The non-linear wave function of the domain wall and the corresponding topological one-way currents are analytically described by a solution similar to a Jackiw-Rebbi soliton. At longer times, the system evolves towards the formation of a single valley-polarized domain, with a valley polarization chosen randomly in each experiment.

We consider a patterned microcavity under non-resonant pumping. The pattern forms a staggered honeycomb lattice with different localization energies on the A and B sites and a trivial gap at the Dirac point. The patterning of honeycomb and other lattices is now well-established \[37\]–\[40\]. The Dirac cones, both "straight" \[37\] and "tilted" \[41\], have been observed in polariton graphene, and the topological edge states based on the quantum anomalous Hall effect were evidenced experimentally \[42\]. Condensation has already been observed in polariton graphene at various points of the dispersion \[37\]–\[43\], depending on the experimental conditions which control the polariton relaxation and lifetime, ultimately determining the state for the condensation. In particular, condensation at the Dirac point, with a gap opened by an applied magnetic field, was observed in the work focused on the polariton topological insulator \[42\]. This is also supported by recent theoretical studies \[44\].

We simulate the polariton relaxation and condensation under non-resonant pumping using the Gross-Pitaevskii equation with lifetime, energy relaxation, and saturated gain

\[
\begin{align*}
\frac{i\hbar}{\partial t} \psi & = -\left(1 - i\Lambda\right) \frac{\hbar^2}{2m} \Delta \psi + g |\psi|^2 \psi \\
& \quad + \left(U_0 + U_R + i\gamma(n_{tot} - n_s) - i\Gamma\right) \psi + \chi 
\end{align*}
\]

Here, \(m\) is the polariton mass, \(g\) is the polariton-polariton interaction constant, \(U_0\) is the potential forming the staggered honeycomb lattice of polariton graphene with different site radii, \(U_R\) is the repulsive potential of the reservoir. \(\gamma(|\psi|^2) = \gamma_0(n_R)\exp(-n_{tot}/n_s)\) is the saturated gain term with \(n_{tot} = \int |\psi|^2 \, dx\,dy\) the total particle density, \(n_s\) the saturation density, and \(n_R\) the exciton reservoir density. \(\Gamma\) is the polariton decay time, \(\chi\) is the noise describing the spontaneous scattering from the excitonic reservoir, and \(\Lambda\) characterizes the efficiency of the energy relaxation \[45\]. We solve Eq. 1 numerically using the 3rd-order Adams method for the time derivative and a GPU-accelerated FFT for the Laplacian. We have chosen the parameters of a typical polariton graphene lattice \[37\]. This equation was already successfully used to describe polariton condensation at the \(\Gamma\) point at the top of the s-band \[37\] (negative mass states) and to study theoretically the KZM at the bottom of the band \[46\]. The state where the condensate forms depends on the condensation parameters such as the lifetime of the states and on the energy relaxation efficiency \[37\]–\[49\]. The latter can be controlled via the detuning (determining the excitonic fraction) and via the spot size \[50\]–\[51\].

We begin by examining the properties of the linear states of the lattice. We take \(\Lambda = g = \gamma = 0\) in Eq. 1. We consider a narrow (both in space and time) Gaussian wavepacket as an initial condition and apply Fourier transforms to the solution \(\psi(r, t)\) in order to obtain the dispersion \(|\psi(k, E)|^2\). Fig. 1(a) shows a cut of the dispersion centered at the \(M\) point, with a gap visible at the \(K\) points. The gap size is controlled by the difference of the radius of the sites A and B. Fig. 1(b) shows the real space image of the confinement potential contour (black lines) together with the particle density \(|\psi_R(x, y)|^2\) of the eigenstate at the \(K\) point at the top of the lowest energy band. The two sites A and B are marked with white lines. The central site has a higher intensity due to the way the Eq. (1) is solved numerically. For the valley extrema at the top of the valence band, the particle density on the B sites is much smaller than on the A sites because of the staggering.

We now study the polariton relaxation and condensation in this lattice. Figure 2(a) shows the decay rates calculated for the linear eigenstates of different energies (averaging over the iso-energy line in \(k\)-space). The radiative decay entering into Eq. 1 reads \(\Gamma = \Gamma_0 + \Gamma_E\) where \(\Gamma_0\) is approximately energy-independent and related to the losses through the cavity mirrors. \(\Gamma_E\) (black points) is energy dependent and is proportional to the
intensity of the field at the surfaces of the pillars:

\[ \Gamma_E = \alpha \int_{\text{surf}} |\psi_i(x, y)|^2 \, dl \quad (2) \]

where \( dl \) is a line element along the etched boundary representation in the 2D model. The related losses are due to the presence of disorder \[37, 52\] and the suppression of radiative emission by destructive interference \[53\]. The anti-symmetric states located at the top of bands have a smaller decay via these surface losses. The other sources of decay are scattering thermalization processes, taken into account by the \( \Lambda \) coefficient in Eq. (1) and which scale linearly with the energy of the states \[45, 46\] (red points). The sum of both rates is plotted in green: it exhibits a minimum at the top of the first band favoring condensation at the degenerate \( K \) and \( K' \) points.

To simulate condensation, we consider a stationary spatial exciton distribution \( n_R(x, y) = \text{const} \), creating both a gain \( \gamma_r \) and an interaction profile \( U_R \). We then solve Eq. (1) versus time. We consider a spatially homogeneous pumping and attractive polariton-polariton interactions \((g < 0)\) in order to create a spatially homogeneous condensate density. Because of the negative mass \( m_{\text{eff}} < 0 \), these attractive interactions become effectively repulsive. An attractive polariton-polariton interaction can show up as a result of the interplay between the reservoir and condensate dynamics \[54\]. Another possibility is the polariton analogue of the Feshbach resonance \[54, 56\] related to the presence of a bi-exciton resonance, which can be realized by changing the exciton-resonance \[55, 56\] related to the presence of disorder \[37, 52\] and the suppression of condensation at the top of bands favoring condensation at the degenerate \( K \) and \( K' \) points.

Condensation occurs in the \( K \) and \( K' \) states at the top of the valence band, because these states show the longest lifetime (see Fig. 2(a)). The momentum space distribution of the condensate immediately after its formation \((t \approx t_c)\) is shown in Fig. 2(b), confirming the condensation at the Dirac points. Phase fluctuations present during the dynamical condensation process provoke local symmetry breaking. This leads at short times \( t \approx t_c \) to the formation of valley-polarized domains separated by domain walls (Fig. 2(c)). At longer times \( t > t_c \), the valley-polarized domains change size (smaller domains shrink), to finally form a single valley-polarized domain. This is shown in Fig. 2(d), showing the time evolution of the mean condensate density and of the number of domains. The final valley polarization achieved \((K \text{ or } K')\) is randomly chosen for each experiment. This long-time result is similar to the one recently found in \[44\].

The formation of domains in second-order phase transitions is described by the Kibble-Zurek mechanism, where the quench time is controlled by the normalized pumping density \((\gamma_0 - \gamma_{\text{eff}})/\gamma_{\text{eff}}\), where \( \gamma_0 \) is the reservoir gain controlled by the pumping and \( \gamma_{\text{eff}} \) is its critical value, below which the condensation does not occur \[40, 53\].

\[ \eta = -(D - d) \frac{\nu}{1 + z
u} \quad (3) \]

where \( D = 2 \) and \( d = 1 \) are the space and domain wall dimensionalities. \( z \nu \) is the dynamical scaling exponent, given by the energy dependence of the total decay rate at the band edge (Fig. 2(a)). Figure 2(f) shows the decay rate as a function of energy, with the band edge taken as a zero reference. Indeed, in a stationary configuration this decay is exactly compensated by the gain, giving a zero net decay for the condensate. All other states exhibit a stronger decay rate. The energy is measured from the band edge towards the bottom (negative mass states). The scaling of the decay rate appears to be \( 2 \).

FIG. 2: a) Decay rates in polariton graphene (black - radiative, red - relaxation, green - total); b) Condensed state in the reciprocal space exhibiting high intensity at the \( K \) points of the Brillouin zone; c) Valley-polarized domains in real space; d) Number of domains and total particle density as functions of time; e) The domain size scaling with quench parameter (black dots with error bars) with a power law fit (red line); f) Scaling of the decay rate at the band edge (black dots) with a power law fit (red line).

The dependence of the size of KZM valley-polarized domains versus the quenching parameter \[34\] is shown in Fig. 2(c). It follows a power law decay with a scaling exponent \( \eta = -0.34 \pm 0.03 \). In the mean-field approximation the KZM scaling exponent for the domain size reads:

\[ \eta = -(D - d) \frac{\nu}{1 + z
u} \]

where \( D = 2 \) and \( d = 1 \) are the space and domain wall dimensionalities. \( z \nu \) is the dynamical scaling exponent, given by the energy dependence of the total decay rate at the band edge (Fig. 2(a)). Figure 2(f) shows the decay rate as a function of energy, with the band edge taken as a zero reference. Indeed, in a stationary configuration this decay is exactly compensated by the gain, giving a zero net decay for the condensate. All other states exhibit a stronger decay rate. The energy is measured from the band edge towards the bottom (negative mass states). The scaling of the decay rate appears to be \( 2.1 \pm 0.3 \), consistent with a dynamical scaling exponent \( z \nu = 2 \). Together with the critical exponent \( \nu = 1 \) found previously for a honeycomb lattice \[40\] and appearing due to the linear dispersion of the Dirac cone, this gives a
FIG. 3: (a) Two valley-polarized domains (false color shows the valley polarization) with a boundary (white dashed line) exhibiting a localized one-way current (black arrows). The effective fields of the two occupied valleys with opposite windings are shown with black arrows in the white rectangle. (b) The wave function components across the interface: numerics (dots) and analytical ansatz (lines).

mean-field KZM scaling exponent \(\eta = -1/3\), in excellent agreement with numerical simulations (Fig. 2(e)).

We now study the domain walls, where the continuity of the condensate wave function needs to be ensured. Figure 3(a) shows the quantum-mechanical current as a function of coordinate (arrows) together with valley polarization (false color). The domain wall is marked with a white dashed line. No net current is flowing through the sites within the valleys. On the contrary, the domain wall clearly carries a net current oriented upwards.

This one-way interface current has deep topological roots, being qualitatively similar to the well-known chiral Jackiw-Rebbi interface state between two regions described by Dirac equations with opposite masses [59]. However, there are important differences between the ideal Jackiw-Rebbi case and the present configuration. In our case the Hamiltonian on both sides of the domain wall is the same (and describes both valleys), it is the wave function, which is the solution of the nonlinear Dirac equation, which changes its valley polarization across the domain wall. The domains and the domain walls are therefore dynamical objects capable of evolution. However, the origin of chirality is the same in both cases: the opposite winding (Berry curvature) of the two valleys imposes the pseudospin texture and the group velocity near the interface. The spatial image in Fig. 3(a) shows the interface and the distribution of the effective field in the two valleys, exhibiting opposite windings (the arrows inside the white rectangle).

A system with two valleys can be described with a 4 × 4 block-diagonal Hamiltonian composed of two 2D Dirac Hamiltonians with opposite winding. Including the onsite interactions (valley-isotropic, but site-dependent), the explicit stationary non-linear Dirac equation reads:

\[
\begin{pmatrix}
\Delta + g|\psi_A|^2 + g|\psi_{K'}|^2 \\
\hbar c \left( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \right) - \Delta + g|\psi_B|^2 + g|\psi_{K'}|^2 \\
0 \\
\hbar c \left( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \right)
\end{pmatrix}
\begin{pmatrix}
\psi_A \\
\psi_B \\
\psi_{A,K'} \\
\psi_{B,K'}
\end{pmatrix}
= E
\begin{pmatrix}
\psi_A \\
\psi_B \\
\psi_{A,K'} \\
\psi_{B,K'}
\end{pmatrix}
\]

(4)

where \(\Delta\) is the mass term due to the graphene staggering, identical for both valleys, and \(g\) is the on-site interaction constant. Far from the interface, the valley-polarized condensate wave functions are given by \(\psi_{\pm \infty} = (1, 0, 0, 0)^T\) and \(\psi_{-\infty} = (0, 0, 1, 0)^T\). These boundary conditions are induced by the spontaneous symmetry breaking during the condensation. Exactly at the interface, all 4 components have to be non-zero in order to satisfy Eq. (4).

We find that the solution of the non-linear Dirac equation with two valley-polarized regions and a domain wall between them can be written as

\[
|\psi\rangle \approx \begin{pmatrix}
\frac{1}{2} + ax \\
\frac{1}{2} \\
\frac{1}{2} + ax \\
\frac{1}{2}
\end{pmatrix} e^{ik_y y}
\]

(5)

This expression is indeed a solution (see [57] for details) of the Dirac equation (4), valid to the first order in \(x\) and \(k_y\) near \(x = 0\), with \(a = \Delta/\hbar c\) (the inverse Compton wavelength, recently associated with the quantum metric [60]) and \(E = \Delta + g/2 + \hbar c k_y\) (with \(\Delta < 0\) and \(g < 0\)). This solution is shown in Fig. 3(b) with lines (whose color corresponds to the wave function components), together with the points, extracted from the wave function of the numerical experiment shown in Fig. 3(a). The good agreement of the analytical ansatz with the numerical solution confirms the validity of the former.

From \(E(k_y)\), we obtain the group velocity \(+c\) along the \(y\) axis. Its well-defined sign indicates a one-way state. The opposite direction is forbidden because of the pseudospin orientation at the interface. Any other pseudospin orientation is not a solution of (4) for this interface configuration, just as in the Jackiw-Rebbi model. The op-
posite behavior of the 1st and 3rd components across the domain wall is possible thanks to the opposite valleys winding (opposite sign of ∂/∂ρ in [4]). At the same time, the constant sign of ∂/∂y provides a single direction for the current along the interface. We thus conclude that the chiral localized current along the domain wall solution of the non-linear Dirac equation has the same origin as the chiral interface state in linear Dirac equation with inverted mass: the opposite topology on both sides of the interface. Its localization length is determined by the gap size $l = 1/\alpha = hc/\Delta$.

To conclude, we have shown that condensation can occur at the Dirac points in staggered polariton graphene. Under homogeneous pumping with repulsive effective interactions, valley-polarized domains form via the Kibble-Zurek mechanism. Stable domain walls between such domains are carrying topological one-way currents.
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SUPPLEMENTAL MATERIALS

In this Supplemental Material, we present additional results concerning the case of effectively attractive interactions. We also provide the details of the solution of the non-linear Dirac equation.

Effectively attractive interactions

In the main text, we have considered the case of effectively repulsive interactions ($g < 0$, $m < 0$). Here, we consider the case of effectively attractive interactions arising from the more usual polariton-polariton repulsion $g > 0$ because of the negative effective mass $m < 0$. It is known that effectively attractive interactions for a condensate of massive particles in 2D do not lead to a stationary solution in the continuous limit: the condensate either spreads to infinity or collapses to a single point, instead of forming a soliton. This does not prevent the observation of bright solitons in lattices [23], it only makes impossible to describe them in the continuous limit (with an effective mass).

To avoid the problem of condensate spreading or collapse, we consider a finite-size (40 μm) Gaussian reservoir, providing repulsive interactions $U_R \sim 1$ meV at its center, which are much larger than polariton-polariton interactions $g|\psi|^2$ and possible disorder effects. Finite spot size favors condensation in negative mass states by confining them under the spot [37, 61]. Indeed, a repulsive potential is in fact effectively attractive for negative mass particles. So condensation occurs in the K and K' points, at the top of the valence band, in the states showing both the longer lifetime and the best spatial overlap with the reservoir acting on them as an attractive potential.

Indeed, we observe the formation of a condensate projecting coherently on the six energy degenerate Dirac points with oscillations between the valleys $K$ and $K'$. Contrary to the configuration described in the main text, the relatively small size of the reservoir does not allow to observe multiple valley-polarized domains for this value of reservoir gain. The oscillations between valleys actually occur within the single spatial region. We have plotted the populations of the two valleys as a function of time in Fig. S1(a). At the moment of the formation, the populations of the two valleys are approximately equal (in this particular numerical experiment), and then they start to oscillate with a period of about 1 ns. These oscillations are due to the coupling of the two valleys induced by the breaking of the lattice symmetry by the pump, as already observed experimentally at the $Γ^*$ point in [52]. Even the slightest displacement or asymmetry of the pump couples the two valleys, and the splitting of the new eigenstates of the trap created by the pump determines the period of the oscillations. These coupled eigenstates are characterized by a pronounced maximum at one of the sites closest to the maximum of the pump (see below). The oscillations between the valleys with a period of the order of 1 ns are associated with the oscillations of the particle density in real space between the filled and empty $A$-sites (the $B$-sites always remain empty). This is illustrated by Fig. S1(b), showing an equal superposition of the two valleys, where the real space intensity distribution presents a honeycomb lattice with a larger period, meaning that one third of the $A$-sites (forming a "triangular" lattice) remain empty. The period of the oscillations depends on the pump position and on its size. These oscillations can be seen as nonlinear Josephson oscillations between the coupled valleys: stronger interactions between condensed particles block the tunneling from one valley to the other because their degeneracy is lifted. This is known as the self-trapping mechanism [52]. Oscillations are therefore blocked and condensed particles stay in one valley only.

In order to demonstrate that the oscillations are really due to the splitting of the linear eigenstate of the reservoir potential combined with the lattice, we solve the stationary linear Schrödinger equation $\hat{H}\psi_n = E_n\psi_n$, with a potential of 10 μm size and (for better visibility). This potential is also better centered at one of the lattice sites, so the resulting energy splitting is approximately the same as in Fig. S1. Interactions, lifetime, and pumping are neglected in this calculation. The results are shown in Fig. S2 panels (a,b) present the spatial...
distributions $|\psi(r)|^2$ of the two almost degenerate states that appear in the gap due to the potential of the pump (reservoir). The energies of some of the eigenstates are shown in panel (c), whose inset presents a zoom on the two localized states appearing in (a,b). From the inset, it is clear that while the states are almost degenerate, this degeneracy is actually removed by the symmetry breaking induced by the slightest shift of the pump with respect to the center of the hexagons. Such symmetry breaking has already been observed experimentally and discussed theoretically in [52], at the edge of the upper gap ($\Gamma^*$ point). We note that all states are also double polarization-degenerate in this calculation.

The symmetry breaking couples the two valleys. The main visible effect of such coupling is the redistribution of intensity $|\psi(r)|^2$ in real space. A single valley presents a homogeneous distribution over all sites of the same type $|\psi_K|_A^2 = \text{const.}$ A superposition of valleys leads to the redistribution of this density, with maxima on some particular sites, closest to the overall minimum of the shifted potential. In particular, the eigenstates shown in Fig. S2(a,b) correspond to a superposition $\psi^K + i\psi^{K'}$.

The splitting between the states is controlled by the size of the pump $w$ (it decreases with the increase of $w$) and by its displacement with respect to the center of the hexagon (it increases with the increase of the displacement). The imperfectness of the numerically simulated lattice potential does not allow to reduce this splitting to zero.

### Solution of the non-linear Dirac equation

In this section, we demonstrate that the solution (5) given in the main text is indeed the solution of the non-linear Dirac equation to the first order. First of all, let’s focus on the non-linear term which includes both intra- and inter-valley interaction, but only on the same site:

$$
\left( g \left| \psi_K^A \right|^2 + g \left| \psi_{K'}^A \right|^2 \right) \psi_K^A = \left( \frac{1}{2} + ax \right)^2 + \left( \frac{1}{2} - ax \right)^2 e^{ik_y y} \approx g^2 \psi_K^A
$$

(S1)

A similar result is obtained for the B sites:

$$
\left( g \left| \psi_K^B \right|^2 + g \left| \psi_{K'}^B \right|^2 \right) \psi_K^B = \frac{g^2}{2} \psi_K^B,
$$

because of the absence of a spatial dependence for $\psi_B$ in the first order. Inserting (4) into (5) gives therefore, for the first line:

$$
\left( \left( \Delta + \frac{g}{2} \right) + \hbar c k_y \right) \left( \frac{1}{2} + ax \right) e^{ik_y y} = E \left( \frac{1}{2} + ax \right) e^{ik_y y},
$$

(S2)

where we have used that the term $x k_y$ is of the second order. For the second line we obtain:

$$
\left( \hbar c k_y - 2\hbar c a - \Delta + \frac{g}{2} \right) \frac{1}{2} e^{ik_y y} = E \frac{1}{2} e^{ik_y y}
$$

(S3)

The 3rd and the 1st lines are the same, thanks to the mutual compensation of the changes of sign in the effective field ($-\partial/\partial x$ for $K$ and $+\partial/\partial x$ for $K'$) and of the spatial dependence in the solution (5), containing $+ax$ for $K$ and $-ax$ for $K'$. Similarly, the 4th line is the same as the 2nd one. The system of equations is verified if all 4 lines give the same equation for energy, which allows to determine the parameter $a$ of the solution (5) from the 1st and 2nd line (for example):

$$
\Delta + \frac{g}{2} + \hbar c k_y = -\Delta + 2\hbar c a + \frac{g}{2} + \hbar c k_y
$$

(S4)
which gives

$$a = \frac{\Delta}{\hbar c} \quad \text{(S5)}$$

mentioned in the main text.

If we instead insert the solution with an opposite pseudospin:

$$|\psi\rangle \approx \begin{pmatrix} 1/2 + ax \\ -1/2 \\ 1/2 - ax \\ -1/2 \end{pmatrix} e^{ik_y y} \quad \text{(S6)}$$

it will exhibit an opposite group velocity $v_y = -c$, but this solution requires an opposite sign of $a$:

$$a = -\frac{\Delta}{\hbar c} \quad \text{(S7)}$$

which means that the order of valleys is inverted with respect to the figure 3 of the main text. Indeed, if we imagine a domain of $K$ embedded in $K'$, a chiral current will flow upward on its right boundary and downwards on its left boundary.