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Abstract
We compute the Green’s function on the double cover of \( \mathbb{Z}^2 \), branched over a vertex or a face. We use this result to compute the local statistics of the “trunk” of the uniform spanning tree on the square lattice, i.e., the limiting probabilities of cylinder events conditional on the path connecting far away points passing through a specified edge. We also show how to compute the local statistics of large-scale triple points of the uniform spanning tree, where the trunk branches. The method reduces the problem to a dimer system with isolated monomers, and we compute the inverse Kasteleyn matrix using the Green’s function on the double cover of the square lattice. For the trunk, the probabilities of cylinder events are in \( \mathbb{Q}[\sqrt{2}] \), while for the triple points the probabilities are in \( \mathbb{Q}[1/\pi] \).
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1 Introduction

The Green’s function, or inverse Laplacian, on a graph is of fundamental importance in the study of random walks, potential theory, and statistical mechanics models on graphs. In its simplest probabilistic interpretation, the Green’s function with Dirichlet boundary conditions $G(v_1, v_2)$ is the expected time spent at a vertex $v_2$ before hitting the boundary, of a simple random walk started at $v_1$ run in continuous time.

The Green’s function on $\mathbb{Z}^2$ is of particular interest because that is a natural setting of simple random walk (SRW) and other statistical mechanics models where the Laplacian plays a role, like the uniform spanning tree (UST), the dimer model, and the Ising model.

We study here the Green’s function and a closely related operator, the inverse Kasteleyn matrix, on the double cover of $\mathbb{Z}^2$ branched over a face or a vertex. These operators are important in a number of different situations:

1. In properties of the loop-erased random walk, or the uniform spanning tree “centered on the trunk”.
2. In dimer covers of $\mathbb{Z}^2$ with holes at specified locations (see [FS63]).
3. Simple random walk (SRW) on $\mathbb{Z}^2$ with boundary consisting of a ray $\{(x, 0) : x \leq 0\}$ (see [BMS02, BM01])
4. SRW on $\mathbb{Z}^2$ with boundary consisting of a diagonal ray $\{(x, x) : \mid x \mid \leq 0\}$.
5. In the study of how the SRW winds around a face of $\mathbb{Z}^2$ [Bud17].
6. In the critical Ising model on $\mathbb{Z}^2$ with a “disorder insertion” (see [CCK17]).

We compute an exact expression for the Green’s functions for the double branched covers of $\mathbb{Z}^2$, branched over a vertex or a face. As shown below, these are closely related to the Green’s function for SRW on $\mathbb{Z}^2$ with boundary consisting of a ray $\{(x, 0) : x \leq 0\}$ or the diagonal ray $\{(x, x) : \mid x \mid \leq 0\}$.

As an application, we show that the spanning tree edge probabilities near the two-ended loop-erased random walk on $\mathbb{Z}^2$ (the trunk of the uniform spanning tree) form a determinantal process, with an explicit kernel. The local edge probabilities are shown in Figure 1.1. For
example we show that the probability that a vertex on the trunk has degree 2, 3 or 4 is respectively $\frac{1}{2}$, $\sqrt{2} - 1$ and $\frac{3}{2} - \sqrt{2}$. We also prove a surprising "geometric runs" property: the probability that the trunk goes straight at least $k$ times is $(\sqrt{2} - 1)^k$. This is a finite (in $k$) version of an earlier asymptotic (in $k$) result [Ken00a] (also proved in [LS03, ex. 5.5]).

For the spanning tree trunk on the triangular lattice we also prove a geometric runs property, where the probability that the trunk continues straight $k$ times is $(2 - \sqrt{3})^k$; however on this lattice, other local statistics such as degree probabilities seem to require more ideas to compute.

Lawler [Law18] also constructs the measure near the trunk on $\mathbb{Z}^2$ (and $\mathbb{Z}^3$), but without giving explicit values, or showing that it is determinantal for $\mathbb{Z}^2$.

As another application we compute the dimer edge probabilities for the dimer model on $\mathbb{Z}^2$ with a fixed monomer at the origin (with "flat" boundary conditions). Again these dimer probabilities are a determinantal process with an explicit kernel. See Figure 1.2.

A curious consequence of the calculation is that the edge probabilities of the above types (and indeed the relevant Green’s function) take values in $\mathbb{Q}[\sqrt{2}]$; recall that the values of the Green’s function on $\mathbb{Z}^2$ are in $\mathbb{Q} \oplus \mathbb{Q}[\sqrt{2}]$.

In the case that the origin is a triple point of the UST (there are three disjoint branches
from the origin to \( \infty \), the edge process is again determinantal; we compute its kernel explicitly. (This tripod computation uses the usual Green’s function rather than the branched double cover Green’s function.)

In Section 2 we give background information about the Laplacian, the Green’s function, their electrical interpretations, and their relation with spanning trees. In Section 3 we compute the Green’s function on the slit plane, that is with Dirichlet boundary conditions on the negative diagonal. This Green’s function is related to the Green’s function on the double branched cover of the plane in Section 4. In Section 5 we discuss the Kasteleyn matrix on regions with a hole (a monomer) at the origin, and how this relates to the UST trunk measure. In Section 6 we discuss several properties of the UST trunk measure. In Section 7 we prove that, conditional on the origin being a triple point of the whole-plane UST, the conditioned UST is again determinantal, and we give an explicit kernel. Our results are extended to the triangular lattice in Section 8.

**Acknowledgements:** The work of the first author was supported by the NSF grants DMS-1713033 and the Simons foundation grant 327929. The work of the second author was begun while at Microsoft Research.
2 Background

2.1 Laplacian and Green’s function

The Laplacian on a graph \( G \) is the operator \( \Delta : \mathbb{R}^G \to \mathbb{R}^G \) defined by

\[
\Delta f(v) = \sum_{v' \sim v} f(v') - f(v).
\]

If \( B \) is a subset of vertices of \( G \), called boundary vertices, we define the Laplacian with Dirichlet boundary conditions on \( B \), defined on functions which are zero on \( B \), by the same formula but restricted to \( v \in G \setminus B \) (but \( v' \) still varies over all neighbors of \( v \) in \( G \)). This is an operator from \( \mathbb{R}^{G\setminus B} \) to itself.

For a finite connected graph, if \( B \) is nonempty, \( \Delta \) is invertible and we define \( G \), the Green’s function with Dirichlet boundary conditions at \( B \), to be its inverse. If \( B \) is empty, \( \Delta \) has a kernel consisting of the constant functions. In this case we can define \( G \) on the orthocomplement of the constant functions (functions whose sum is zero), and \( G \) is only defined up to an additive constant. Often in this case this constant is chosen as a function of the first vertex so that \( G(v, v) = 0 \).

2.2 Electrical interpretation

When \( B \) is nonempty, the Green’s function \( G(u, v) \) with Dirichlet boundary conditions at \( B \) has the following interpretation in terms of a resistor network. For further background see for example Doyle and Snell [DS84]. Consider \( G \) to be a resistor network with a unit resistance on each edge. Boundary vertices are held at potential 0. Then \( G(u, v) \) is the potential at \( v \) when one unit of current enters the circuit at \( u \). Equivalently, hold the vertex \( u \) at potential \( f(u) \), where \( f(u) \) is the effective resistance between \( u \) and \( B \). Then one unit of current will enter the circuit at \( u \) and leave through \( B \); the potential values at the vertices \( v \) (including \( v = u \)) are \( G(u, v) \). The current exiting the circuit at a boundary vertex \( b \in B \) has the interpretation as the probability that a random walk started at \( u \) will first reach \( B \) at \( b \). For a continuous-time random walk started at \( u \), the voltage \( G(u, v) \) equals the expected time that the walk spends at \( v \) before reaching \( B \).

2.3 Planar graphs and duals

If a graph \( G \) is planar with Dirichlet boundary on its outer face, then associated to the Green’s function \( G(u, v) \) is a dual Green’s function \( G^* \) on the dual graph. It is the conjugate harmonic function for \( G(u, v) \), that is, if \( e = vv' \) is an edge of \( G \) then

\[
G^*(f_0, f) - G^*(f_0, f') = G(u, v) - G(u, v')
\]

where \( f_0 \) is a fixed face, and \( f, f' \) are the faces left and right of \( e \) when traversed from \( v \) to \( v' \). Note however that \( G^*(f_0, f) \) as a function of \( f \) is multivalued around \( u \), that is, on a path winding counterclockwise around \( u \) it increases by 1.

In the electrical interpretation, \( G^*(f_0, f) - G^*(f_0, f') \) is the signed amount of current flowing between faces \( f \) and \( f' \). We sometimes refer to \( G^* \) as the dual voltage.
2.4 Green’s function on $\mathbb{Z}^2$

On $\mathbb{Z}^2$ we define the Green’s function as a limit of the Green’s function $G_n$ on the graphs $G_n = \mathbb{Z}^2 \cap [-n,n] \times [-n,n]$ with Dirichlet boundary conditions as follows.

$$G(v,v') = \lim_{n \to \infty} [G_n(v,v') - G_n(v,v)].$$

(2.1)

$G_n(v,v')$ itself diverges as $n \to \infty$ since random walk on $\mathbb{Z}^2$ is recurrent. See [Spi76]. Since $G(v,v') < 0$ it is sometimes convenient to use its negative which is known as the potential kernel.

The Green’s function $G((x_1,y_1),(x_2,y_2))$ on $\mathbb{Z}^2$ only depends on $(x_2,y_2) - (x_1,y_1) = (x,y)$ and has the formula

$$G((x,y)) := G((0,0),(x,y)) = \frac{1}{(2\pi)^2} \iint \frac{z^x w^y - 1}{4 - z - 1/z - w - 1/w} \frac{dz}{iz} \frac{dw}{iw}.$$ (2.2)

Values of $G$ can be extracted by contour integration. The diagonal values are

$$-G((x,x)) = \frac{1}{\pi} \sum_{k=1}^{x} 1/k$$ (2.3)

for $x \geq 0$, and the remaining values $G((x,y))$ can be deduced by symmetry and harmonicity [MW40]; see Figure 2.1.

![Figure 2.1: The potential kernel $A((x,y)) = -G((x,y))$ of the square lattice.](image)

2.5 Uniform spanning trees

The Dirichlet Laplacian and Greens functions on a graph $\mathcal{G}$ with boundary $B$ are closely related to uniformly random spanning trees. $\det \Delta$ counts the number of spanning trees,
where the boundary is contracted to a single vertex. For two edges \( vw \) and \( xy \), the transfer impedance between them is defined to be \( T_{vw,xy} = G(v,x) - G(v,y) - G(w,x) + G(w,y) \). The probability that \( k \) edges \( e_1, \ldots, e_k \) are in a uniform spanning tree is given by the \( k \times k \) determinant

\[
\det [T_{e_i,e_j}]_{i=1,\ldots,k}^{j=1,\ldots,k}
\]  

[BP93], so the edge process of the UST is said to be determinantal with kernel \( T \). There are other natural determinantal processes; more generally a measure \( \mu \) on subsets of a set \( S \) is said to be determinantal with kernel \( T \) if for any finite collection of items \( e_1, \ldots, e_k \in S \), the event that \( e_1, \ldots, e_k \) are contained in a \( \mu \)-random subset occurs with probability given by (2.4).

The uniform spanning tree is also closely related to random walks. The UST path connecting two vertices \( u \) and \( v \) is distributed according to a loop-erased random walk (LERW) from \( u \) to \( v \) [Pem91]. Loop-erased random walk from \( u \) to \( v \) is a process that was first studied by Lawler, and is formed from simple random walk from \( u \) to \( v \) by erasing loops as they are formed (see [LL10]).

Pemantle constructed the uniform spanning tree on \( \mathbb{Z}^d \) by taking the UST on large boxes and showing that the finite-graph UST measures converge [Pem91]. This limiting measure is supported on spanning trees of \( \mathbb{Z}^d \) precisely when \( d \leq 4 \); it is supported on spanning forests (graphs with no cycles) with infinitely many trees when \( d > 4 \) [Pem91]. Almost surely every vertex of the UST has a unique path to \( \infty \) when \( d > 1 \) [BLPS01]. The local statistics of the UST on \( \mathbb{Z}^d \) can be computed from the Green’s function on \( \mathbb{Z}^d \).

For the UST on an \( n \times n \) box of \( \mathbb{Z}^2 \), a path within the tree that starts at a vertex \( v \) and travels distance order \( n \) from \( v \) is called an arm at \( v \). It is easy to see that there are vertices with 2 or 3 arms. Almost always (with probability tending to 1 as \( n \to \infty \)) there are no vertices with 4 arms [Sch00].

### 3 Green’s function on the slit plane

The computation in this section is similar to a calculation of Hongler, Gheissari, and Park in [GHP19], Appendix A.

Let \( D = \{(k,k) : k \leq -1\} \). We calculate the Green’s function with Dirichlet boundary conditions \( G_D \) on \( \mathbb{Z}^2 \setminus D \), which is zero on \( D \). The function \( G_D \) is closely related to another function, the Green’s function \( G_Z \) on \( \mathbb{Z}^2 \) with a zipper of minus signs starting at the face centered at \((-\frac{1}{2}, -\frac{1}{2})\), defined as follows. On \( \mathbb{Z}^2 \) take a dual path \( \gamma \) from \((-\frac{1}{2}, -\frac{1}{2})\) to \( \infty \) contained in the region \( x > y \), for example crossing the edges with one vertex on \( D \) and lying below \( D \), see Figure 3.1. Change edge conductances on the edges crossing \( \gamma \) to \( -1 \). Let \( \Delta_Z \) be the Laplacian for \( \mathbb{Z}^2 \) with these new conductances and \( G_Z \) its inverse (this inverse is essentially the antisymmetric Green’s function on the double cover, see Section 4 below). Even though \( G_Z((0,0),v) \) depends on the choice of \( \gamma \), moving \( \gamma \) past a vertex \( v \) has the effect of changing the sign of \( G_Z((0,0),v) \), but no other values of \( G_Z((0,0),\cdot) \) change. In particular if we move \( \gamma \) across all vertices of \( D \), a symmetry argument shows that \( G_Z((0,0),v) = 0 \) when \( v \in D \), and thus we have \( G_Z((0,0),v) = G_D((0,0),v) \) for all \( v \). (For a more general formula relating \( G_Z \) and \( G_D \), see equations (4.2) and (4.3).)
Since \( G_D((0,0),v) \) is symmetric about the diagonal, it is convenient to work in the half plane \( x \leq y \). We change coordinates, rotating by \(-45^\circ\) and scaling so that vertices are at \((x,y) \in \mathbb{Z}^2\) with \(x + y\) even and \(y \geq 0\), and dual vertices are at \((x,y) \in \mathbb{Z}^2\) with \(x + y\) odd and \(y \geq 0\). It is also convenient to scale current by 2, so that
\[
G_H(x,y) = 2G_D \left( (0,0), \left( \frac{x-y}{2}, \frac{x+y}{2} \right) \right) = 2G_Z \left( (0,0), \left( \frac{x-y}{2}, \frac{x+y}{2} \right) \right).
\]

The function \( G_H \) is shown in Figure 3.2; in the rest of this section we give an algorithm for computing \( G_H \) and a formula for its generating function. Once this is done, we shall see how to compute the values \( G_Z(u,v) \) (Corollary 3.3) and \( G_D(u,v) \) (equations (4.2) and (4.3)) at arbitrary pairs of vertices in terms of \( G_H \).

### 3.1 Boundary values

We compute the boundary voltages and currents of \( G_H \).

Let \( c_x \) denote the current that enters the network at \((x,0)\). Then \( c_0 = 1 \), and for \( x < 0 \) the \(-c_x\)'s give the exit probabilities of a simple random walk on the slit plane started at \((0,0)\). (Because we scaled voltages by 2, these same \( c_x \) are the exit probabilities for the simple random walk on the half-plane with reflecting boundary conditions on the nonnegative \( x \)-axis.) Define the associated generating function
\[
C(z) = \sum_{k=0}^{\infty} c_k z^k.
\]

Let
\[
V(z) = \sum_{k=0}^{\infty} G_H(2k,0) z^{2k}.
\]
The series of voltage drops for $G_H$ along the $x$-axis is defined on odd integers $\geq -1$, and is $(z - 1/z)V(z)$.

In the full plane $\mathbb{Z}^2$, when one unit of current is inserted at 0 and removed at infinity, using the diagonal values of the Green’s function on $\mathbb{Z}^2$ (see (2.3)), the voltage drop from $(2k, 0)$ to $(2k + 2, 0)$ is (for any $k \in \mathbb{Z}$)

$$\frac{2/\pi}{2k + 1}.$$  

Let $\delta^+(z)$, $\delta^-(z)$, and $\delta(z)$ be the generating functions for voltage drops on the positive-half, negative-half, and whole axis respectively:

$$\delta^+(z) = \frac{1}{\pi} \log \frac{1 + z}{1 - z},$$

$$\delta^-(z) = -\frac{1}{\pi} \log \frac{1 + z^{-1}}{1 - z^{-1}},$$

$$\delta(z) = \delta^+(z) + \delta^-(z) = \frac{1}{\pi} \log(-1) = \pm i.$$

More precisely, $\delta^+(z)$ is a formal power series in $z$ which converges for $|z| \leq 1$ except at $\pm 1$, $\delta^-(z)$ is a formal power series in $z^{-1}$ which converges for $|z| \geq 1$ except at $\pm 1$, and $\delta(z)$ is a formal Laurent series in $z$ which converges for $|z| = 1$ except at $z = \pm 1$. The value it converges to is

$$\delta(z) = \begin{cases} 
i & |z| = 1 \text{ and } \Re z > 0 \\ -i & |z| = 1 \text{ and } \Re z < 0 \end{cases} \quad (3.3)$$

For any resistor network, when one unit of current is inserted at a vertex and removed at another vertex, each edge carries at most one unit of current. Suppose we apply currents to the network at infinitely many vertices. If the applied currents are absolutely summable,
then the resulting current in any edge of the network converges unconditionally. Hence the resulting potential function makes sense (up to a global constant), and is harmonic off the vertices to which current is applied.

Because of the probabilistic interpretation of the coefficients of $C(z)$, its coefficients are absolutely summable, so we may apply currents according to $C(z)$ to obtain a well-defined set of voltages which is harmonic off the nonpositive axis. Recall that $\delta(z)$, when interpreted as a formal Laurent series, is the generating function for the voltage drops along the axis when one unit of current is inserted at the origin. When currents are inserted according to $C(z)$, by linearity of voltages, the resulting voltage drops are $C(z)\delta(z)$. The voltage drops can also be written $(z - 1/z)V(z)$ so we obtain

$$C(z)\delta(z) = (z - 1/z)V(z). \quad (3.4)$$

Define

$$C_\ast(z) = \sqrt{1 - 1/z^2} \quad \text{and} \quad D_\ast(z) = \frac{z - 1/z}{\sqrt{1 - z^2}},$$

where $C_\ast(z)$ has a branch cut from 1 to $-1$ in the unit disk and is 1 at $\infty$, and $D_\ast(z)$ has a branch cut from 1 to $-1$ outside the unit disk and the $\sqrt{1 - z^2}$ term is 1 at $z = 0$. Then $D_\ast(z) = \pm \sqrt{1/z^2 - 1}$, so $D_\ast(z)/C_\ast(z) = \pm i$, where the choice is $+i$ in the region containing $z = i$ and $-i$ in the region containing $z = -i$,

$$C_\ast(z)\delta(z) = D_\ast(z) \quad \text{when } |z| = 1 \text{ and } z \neq \pm 1.$$ 

Observe that $C_\ast(z)$ is a series with only nonpositive powers of $z$, and $C_\ast(1) = 0$, and except for the constant term, all remaining coefficients are negative, so the coefficients are absolutely summable. The equation $C_\ast(z)\delta(z) = D_\ast(z)$ implies $D_\ast(z)$ is the series of resulting voltage drops. Since $zD_\ast(z)$ is a series with only nonnegative powers of $z$, the resulting voltages are 0 on the negative axis. If we apply the currents $C - C_\ast$ (which we can do since the coefficients of $C$ and $C_\ast$ are both absolutely summable), currents are only applied on the negative axis (since the constant terms of $C$ and $C_\ast$ are the same), and the resulting voltages are all 0 on the negative axis. Since the resulting voltages are harmonic off the negative axis, they are zero everywhere. From this we deduce that $(z - 1/z)V(z) - D_\ast(z) = 0$ and $C(z) - C_\ast(z) = 0$, i.e.,

$$C(z) = \sqrt{1 - 1/z^2} \quad \text{and} \quad V(z) = \frac{1}{\sqrt{1 - z^2}}. \quad (3.5)$$

**Remark 3.1.** The form of equation (3.4) suggests that one might solve for $C(z)$ and $V(z)$ using Wiener–Hopf factorization, in which a function $h(z)$ is factored into $h(z) = f_+(z)f_-(z)$, where $f_+(z)$ is analytic in a neighborhood of the unit disk, and $f_-(z)$ is analytic in a neighborhood of the complement of the unit disk. When $h(z)$ is analytic in an annulus containing the unit circle, this factorization is unique up to a constant factor, which would allow one to “guess and verify” the factors $f_+$ and $f_-$. For our application, $h(z)$ is non-analytic on the unit circle, and we were unable to find a version of the unique factorization theorem applicable in this setting; indeed, when $f_+$ and $f_-$ are allowed to have non-analyticities on the unit circle, the factorization is not unique up to constants. For this reason we took a more “bare hands” approach to solving for the factors, where we made use of the extra information not encoded in (3.4), that is, information we have about the coefficients in the series expansions for $C(z)$ and $V(z)$. 
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3.2 The next row

Given all the values of $G_H(x,0)$ together with $G_H(1,1)$, harmonicity on the positive $x$-axis allows us to deduce all the remaining values $G_H(x,1)$. For $y \geq 0$ let

$$g^+_y(z) = \sum_{x \geq 0} G_H(x,y)z^x.$$ 

Then $g^+_y(z) = V(z) = 1/\sqrt{1-z^2}$. Since $G_H$ is harmonic on the positive axis, we have

$$2g^+_y(z) - (z + 1/z)g^+_1(z) = 2G_H(0,0) - G_H(1,1)$$

Thus

$$g^+_1(z) = \frac{2/\sqrt{1-z^2} - 2 + G_H(1,1)}{z + 1/z}.$$ 

Since $\lim_{x \to \infty} G_H(x,1) = 0$, this implicitly determines $G_H(1,1)$. If we guess a value $\tilde{G}_H(1,1)$ for $G_H(1,1)$ and solve for the rest of the first row using harmonicity, the resulting values $\tilde{G}_H(x,1)$ would converge to a sequence alternating between $\pm(\tilde{G}_H(1,1) - G_H(1,1))$, and $\sum_x \tilde{G}_H(x,1)i^x$ would diverge if $\tilde{G}_H(1,1) \neq G_H(1,1)$. From the above equation we see that $g^+_1(z)$ would not diverge as $z \to i$ only if $G_H(1,1) = 2 - \sqrt{2}$, so this must be the correct value of $G_H(1,1)$. Since $2G_H(0,0) - G_H(1,1) - G_H(-1,1) = 1$, we have

$$G_H(-1,1) = \sqrt{2} - 1. \quad (3.6)$$

In principle the same method can be used to find the other values of $G_H$ row by row, but we will instead derive a generating function for the values along the $y$-axis. For that calculation it is convenient to already have the value of $G_H(-1,1)$.

3.3 Self-duality in the half-plane

Consider the function $G_H(v)$ of Figure 3.2. Let $G^*_H$ denote the corresponding dual voltages. Since no current flows into the network along the positive $x$-axis, the dual voltages on the faces on the positive axis are all equal, so we take them to be 0 there. One unit of current flows into the network at 0, so $G^*_H(-1,0) = -1$. Since the voltages on the negative real axis are 0, the dual currents at $(-2k-1,0)$ for $k > 1$ are zero. The harmonic conjugate $G^*_H$ therefore satisfies (up to a scale factor) the same boundary conditions as $G_H$ but reflected, where $(x,y)$ gets mapped to $(-x-1,y)$. By taking the dual twice, we see that the scale factor must be $-1$. Thus

$$G^*_H(x,y) = -G_H(-x-1,y).$$

By combining the definition of the dual voltages with the reflection-self-duality, we have

$$G_H(x, y-1) - G_H(x-1, y) = G^*_H(x,y) - G^*_H(x-1,y-1)$$

$$= -G_H(-x-1,y) + G_H(-x,y-1)$$

and

$$G_H(x, y) - G_H(x-1, y-1) = G^*_H(x-1,y) - G^*_H(x,y-1)$$

$$= -G_H(-x,y) + G_H(-x-1,y-1)$$

which in the case $x = 0$ and $y > 0$ gives

$$G_H(0,y) = G_H(-1,y-1). \quad (3.7)$$
3.4 Moving the zipper

To compute $G_Z(u, v)$ for general $u$ and $v$, we can use the above computation for $G_Z((0, 0), v)$ and introduce new zipper edges. A similar approach was used in [KW15]. Let $\Delta^Z$ denote the Laplacian with the zipper, let $p$ and $q$ be adjacent vertices, and let $\Delta^Z'$ be the Laplacian with the zipper and one extra zipper edge $(p, q)$. Then for a function $f$,

$$(\Delta^Z f)(v) = (\Delta^Z f)(v) + 2f(p)1_{v=q} + 2f(q)1_{v=p}$$

Define

$$h(v) = G_Z(u, v) + aG_Z(p,v) + bG_Z(q,v)$$

Then

$$(\Delta^Z h)(v) = 1_{v=u} + (a + 2G_Z(u, q) + 2aG_Z(p,q) + 2bG_Z(q,q))1_{v=p} + (b + 2G_Z(u, p) + 2aG_Z(p,p) + 2bG_Z(q,p))1_{v=q}.$$ 

We choose the edge $(p, q)$ to be incident to the face containing the endpoint of the zipper, and we choose $a$ and $b$ so that the last two terms are zero:

$$a + 2G_Z(u, q) + 2aG_Z(p,q) + 2bG_Z(q,q) = 0$$
$$b + 2G_Z(u, p) + 2aG_Z(p,p) + 2bG_Z(q,p) = 0.$$ 

For the square lattice with zipper $\gamma$ of Figure 3.1 let $p = (0, 0)$ and $q = (−1, 0)$. Then $G_Z(p,p) = G_Z(q,q) = 1/2$, and $G_Z(p,q) = G_Z(q,p) = 1/\sqrt{2} − 1/2$, which gives

$$\sqrt{2}a + 2G_Z(u, q) + b = 0$$
$$\sqrt{2}b + 2G_Z(u, p) + a = 0$$

and hence

$$a = 2G_Z(u, p) − 2\sqrt{2}G_Z(u, q)$$
$$b = 2G_Z(u, q) − 2\sqrt{2}G_Z(u, p).$$

3.5 Vertical generating function

To obtain the “vertical generating function” $\sum_{k\geq 0} G_H((0, 0), (2k, 0)) w^k$ we work with the $G_V^Z$, which is the zipper Green’s function $G_V^Z$ on the whole lattice $\mathbb{Z}^2$ but with rotated and dilated coordinates, as we did for $G_Z$, that is,

$$G_V^Z((x, y), (x', y')) = G_Z((\frac{x-y}{2}, \frac{x+y}{2}), (\frac{x'-y'}{2}, \frac{x'+y'}{2})).$$

We let $u = (0, 0)$ and $v = (2k, 0)$ and adjoin the zipper edges $(p, q)$ with $p = (0, 0)$ and $q = (−1, 1)$. The zipper then starts in the face at $(0, 1)$, and we deform the zipper so that it goes up vertically from there. Then

$$G_V^Z((0, 0), (2k, 0)) = G_V^Z((0, 0), (0, 2k)) .$$
But by (3.4)
\[ G_Z^0((0, 0), v) = G_Z^0((0, 0), v)(1 + a) + bG_Z^0((-1, 1), v) \]
where
\[ a = 2G_Z^0((0, 0), (0, 0)) - 2\sqrt{2}G_Z^0((0, 0), (-1, 1)) = 1 - (2 - \sqrt{2}) = \sqrt{2} - 1 \]
and
\[ b = 2G_Z^0((0, 0), (-1, 1)) - 2\sqrt{2}G_Z^0((0, 0), (0, 0)) = \sqrt{2} - 1 - \sqrt{2} = -1 \]
But by deforming the zipper, we see that
\[ G_Z^0((0, 0), (0, 2k)) = \sqrt{2}G_Z^0((0, 0), (2k, 0)) - G_Z^0((0, 0), (-1, 2k + 1)) \]
For \( k \geq 0 \), by the reflection-duality, \( G_Z^0((0, 0), (-1, 2k + 1)) = G_Z^0((0, 0), (0, 2k + 2)) \), so
\[ G_H(0, 2k) + G_H(0, 2k + 2) = \sqrt{2}G_H(2k, 0) \quad k \geq 0 . \tag{3.8} \]
This gives a recurrence for the vertical values, which we can encode in the generating function
\[ \sum_{y \geq 2} G_H(0, y)w^y = \frac{\sqrt{2}}{1 - w^2} - 1 . \tag{3.9} \]

**Theorem 3.2.** We have an algorithm for computing \( G_H(x, y) \), which uses the values for \( G_H \) given by equations (3.2), (3.5), (3.8), and (3.7) together with the recurrence relation given by the harmonicity of \( G_H \). As a consequence of this algorithm we see that all values of \( G_H(x, y) \) are in \( \mathbb{Q}[\sqrt{2}] \), in fact they’re dyadic rationals with \( \sqrt{2} \) adjoined.

**Corollary 3.3.** We have an algorithm for computing \( G_Z \): \( G_Z(0, v) \) is determined by \( G_H \), and for \( u \neq 0 \), \( G_Z(u, v) \) can be recursively computed by moving the endpoint of the zipper as described in Section 3.4.

### 3.6 Generating function in quadrants

Let \( G_N(z, w) \) and \( G_W(z, w) \) be the formal power series for \( G_H \) in the first and second quadrants:
\[
G_N(w, z) = \sum_{\substack{x \geq 0 \\ y \geq 0}} G_H(x, y)z^xw^y \quad G_W(w, z) = \sum_{\substack{x < 0 \\ y \geq 0}} G_H(x, y)z^xw^y.
\]
Recall that
\[ V(z) = G_N(z, 0) = 1/\sqrt{1 - z^2} \]
is the generating function of voltages along the \( x \)-axis. Let \( B(w) = G_N(0, w) - 1 \) be the generating function of voltages along the positive \( y \)-axis. From the reflection duality (3.7), we had \( \sum_y G_H(-1, y)w^y = B(w)/w \).

Since the Green’s function in the quadrant is harmonic except along the boundary, we can compute
\[
(4 - (w + 1/w)(z + 1/z))G_N(z, w) =
(2 - (z+1/z)/w)V(z) - w/z - (w+1/w)/zB(w) + (1+1/w^2)B(w) + 2 - G_H(-1, 1) - G_H(1, 1)
\]
which we may rewrite as

\[
G_N(z, w) = \sum_{x \geq 0, y \geq 0} G_H(x, y) z^x w^y = \frac{\sqrt{2}(1-w/z) + 2-z/w-1/zw}{4 - w/z - z/w - zw - 1/zw}. \tag{3.10}
\]

By multiplying both numerator and denominator by \(wz\), we can extract all values in the quadrant via ordinary series expansion. Similarly,

\[
G_W(z, w) = \sum_{x < 0, y \geq 0} G_H(x, y) z^x w^y = \frac{\sqrt{2}(w/z-1)}{\sqrt{1-z^2}} + \sqrt{1-1/z^2} \frac{1}{4 - w/z - z/w - zw - 1/zw}. \tag{3.11}
\]

is a power series in \(1/z\) and \(w\).

Notice that \(G_N(z, w) + G_W(z, w)\) is a formal Laurent series in \(z\) and power series in \(w\), in which the \(\sqrt{2}\) terms can be recovered from \(G_N + G_W\) even though they do not appear explicitly, using the fact that the coefficients converge to 0 at infinity, but it is easier to work with \(G_N\) and \(G_W\) than \(G_N + G_W\).

Since the voltages are between 0 and 1, the generating function \(G_N(z, w)\) is convergent for \(|z| < 1\) and \(|w| < 1\), while \(G_W(z, w)\) is convergent for \(|z| > 1\) and \(|w| < 1\). There is a whole curve of \((z, w)\) values along which the denominator \(4 - w/z - z/w - zw - 1/zw\) vanishes, but the numerator also vanishes along that curve.

\section{Green’s function on the double cover of \(\mathbb{Z}^2\)}

In this section it is convenient to have \(D\) start at the origin; let \(D_0 = \{(k, k) : k \leq 0\}\) and \(G_{D_0}(v, w) = G_D(v - (1, 1), w - (1, 1))\) the shifted version of \(G_D\).

Let \(\Sigma\) be the double cover of the graph \(\mathbb{Z}^2\), branched over the origin. This is a graph with two vertices, edges and faces over every vertex, edge and face of \(\mathbb{Z}^2\) except for a single vertex over the origin (of degree 8). See Figure 4.1.

Let \(\Xi\) be the dual of \(\Sigma\). This is the double cover of the graph \((\mathbb{Z} + \frac{1}{2})^2\) branched over the face centered at the origin. See Figure 4.2.

Let \(\pi : \Sigma \to \mathbb{Z}^2\) and \(\pi : \Xi \to (\mathbb{Z} + \frac{1}{2})^2\) be the projection. Each vertex \(z \in \mathbb{Z}^2\) (except \(z = 0\)) has two pre-images in \(\Sigma\), and each vertex \(z \in (\mathbb{Z} + \frac{1}{2})^2\) has two pre-images in \(\Xi\). For \(z \in \mathbb{Z}^2 \cup (\mathbb{Z} + \frac{1}{2})^2\), we let \(z^\beta\) denote the principal branch in \(\Sigma\) or \(\Xi\), with a branch cut along but just below the negative diagonal, i.e., for adjacent vertices \(z_1, z_2 \in \mathbb{Z}^2\) or \(z_1, z_2 \in (\mathbb{Z} + \frac{1}{2})^2\), the vertices \(z_1^\beta, z_2^\beta \in \Sigma \cup \Xi\) are adjacent except for pairs of the form \{\((-k, -k), (-k + 1, -k)\) and \{\((-k, -k), (-k, -k - 1)\) \} with \(2k \geq 1\).

Let \(\sigma : z \mapsto z^\sigma\) be the map exchanging sheets of the cover \(\Sigma\) or \(\Xi\), and \(\tau : z \mapsto z^\tau\) the reflection of \(\Sigma\) or \(\Xi\) in the pre-image of \(D_0\). These operations commute.

The Green’s functions \(G_{\Sigma}, G_{\Xi}\) on \(\Sigma\) and \(\Xi\) respectively are defined as in (2.1), as a limit of the Green’s functions for the corresponding double branched covers of \(G_n\).

Since

\[
G_{\Sigma}(v, w) + G_{\Sigma}(v^\sigma, w) = G_{\Xi}(v^\sigma, w^\pi)
\]

\[
G_{\Xi}(v, w) + G_{\Xi}(v^\sigma, w) = G_{(\mathbb{Z} + \frac{1}{2})^2}(v^\sigma, w^\pi),
\]
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Figure 4.1: The antisymmetric Green's function $G^A_2((1,0)^\beta, \cdot)$. The source is at $(1,0)^\beta$ shown in red, and the sink is at $(1,0)^{3\beta}$, shown in blue.
Figure 4.2: The antisymmetric Green’s function $G_2^A((1, 1)^\beta, \cdot)$. The source is at $(1, 1)^\beta$ shown in red, and the sink is at $(1, 1)^{3\beta}$, shown in blue.
the Green’s function on either $\Sigma$ or $\Xi$ can be easily recovered from the “antisymmetric Green’s functions”, which are defined by

$$G^A_\Sigma(v, w) = G_\Sigma(v, w) - G_\Sigma(v^\sigma, w)$$
$$G^A_\Xi(v, w) = G_\Xi(v, w) - G_\Xi(v^\sigma, w).$$

The antisymmetric Green’s functions on $\Sigma$ and $\Xi$ turn out to be nicer than the usual Green’s functions. We can also interpret $G^A_\Sigma$ as being defined for $v, w \in \mathbb{Z}^2$ and $G^A_\Xi$ as being defined for $v, w \in (\mathbb{Z} + \frac{1}{2})^2$ by taking the principal branch.

$G^A_\Xi$ can be directly expressed in terms of the Green’s function with a zipper. For $v, w \in \Xi$ we have

$$G^A_\Xi(v, w) = G_Z(v^\pi - (\frac{1}{2}, \frac{1}{2}), w^\pi - (\frac{1}{2}, \frac{1}{2})) \times \begin{cases} +1 & v \text{ and } w \text{ on the same branch} \\ -1 & v \text{ and } w \text{ on opposite branches} \end{cases}$$

(4.1)

$G^A_\Sigma$ can also be expressed in terms of the Green’s function with a zipper, but now with Dirichlet boundary conditions at the origin: For $v, w \in \Sigma$ we have

$$G^A_\Sigma(v, w) = \left[ G_Z(v^\pi, w^\pi) - \frac{G_Z(v^\pi, 0)G_Z(0, w^\pi)}{G_Z(0, 0)} \right] \times \begin{cases} +1 & v \text{ and } w \text{ on the same branch} \\ -1 & v \text{ and } w \text{ on opposite branches} \end{cases}$$

(4.2)

![Figure 4.3: The method of images in the branched double cover. We pair $v$ with $v^\tau$ to make the preimage of $D_0$ zero and compute $G_{D_0}$. We pair $v^\sigma$ with $v^\tau$ to make the preimage of $-D_0$ zero and compute $G_{-D_0}$, but there are two cases depending on whether $w$ is on the same side of the preimage of $-D_0$ as $v^\tau$ or $v^\sigma$.](image-url)
For \( v, w \in \mathbb{Z}^2 \), we can use the method of images in \( \Sigma \) (Figure 4.3) to compute \( G_{D_0}(v, w) \):

\[
G_{D_0}(v, w) = G_\Sigma(v^\beta, w^\beta) - G_\Sigma(v^{\beta\tau}, w^\beta) \\
= \frac{1}{2}G^A_\Sigma(v^\beta, w^\beta) + \frac{1}{2}G_{\mathbb{Z}^2}(v, w) - \frac{1}{2}G^A_\Sigma(v^{\beta\tau}, w^\beta) - \frac{1}{2}G_{\mathbb{Z}^2}(v^{\beta\tau\pi}, w)
\]  

(4.3)

From this we see that values of \( G_{D_0} \) (and hence of \( G_D \)) take values in \( \mathbb{Q} \oplus \frac{1}{\sqrt{2}} \mathbb{Q} \oplus \frac{1}{\pi} \mathbb{Q} \).

5 Temperleyan regions with a hole

We explain here how to compute the inverse Kasteleyn matrix for Temperleyan regions with a hole in terms of Green’s functions. For background on the dimer model, the Kasteleyn matrix, and Temperleyan regions see [Ken09].

We first recall the Temperley’s bijection (see [Tem74] for the square grid and [KPW00] for general planar graphs), between spanning trees of a planar graph and dimer coverings of an associated graph, illustrated in Figure 5.1.

Let \( \mathcal{G} \) be a finite graph embedded in the plane with vertex set \( V \), face set \( F \), and edge set \( E \). Let \( \mathcal{G}^+ \) be the graph (embedded in the plane) whose vertices are \( V \cup F \cup E \), with an edge between \( e \in E \) and \( v \in V \) when \( v \) is an endpoint of \( e \) in \( \mathcal{G} \), with an edge between \( e \in E \) and \( f \in F \) when \( e \) bounds the face \( f \) in \( \mathcal{G} \), and no other edges (Figure 5.2). The graph \( \mathcal{G}^+ \) is bipartite, with parts \( V \cup F \) and \( E \). By Euler’s formula, \( |V| + |F| = |E| + 2 \). If \( v_0 \) and \( f_0 \) are a distinguished vertex and face of \( \mathcal{G} \), and \( v_0 \) is incident to \( f_0 \), then the spanning trees of \( \mathcal{G} \) are in bijective correspondence to the perfect matchings of \( \mathcal{G}^+ \setminus \{v_0, f_0\} \). If \( v_0 \) and \( f_0 \) are not incident, then there is still an injective map from spanning trees of \( \mathcal{G} \) to perfect matchings of \( \mathcal{G}^+ \setminus \{v_0, f_0\} \), but it is not surjective in general. For further background see [KPW00]. We will be interested in regions with holes, so we do not generally require \( v_0 \) and \( f_0 \) to be incident to each other.

Figure 5.1: Temperley’s bijection. The tree in green (oriented towards the root vertex in the lower left corner) gives rise to a dimer cover (blue) by laying dimers along the tree edges when oriented towards the root.
We can make a bipartite Kasteleyn matrix for $G^+ \setminus \{v_0, f_0\}$ as follows. Each edge-type vertex $e^+$ of $G^+$ is incident to four edges in $G^+$ which are cyclically ordered since they are embedded in the plane. For an arbitrary complex number $w_e \in \mathbb{C}$ of unit modulus $|w_e| = 1$, we assign the weights $w_e, iw_e, -w_e, -iw_e$ in cyclic order to the edges incident to $e^+$. (Weights of this type were used in [Ken00b] for the square grid.) Every face of $G^+$ has four sides, and it is easily verified that each face is “Kasteleyn-flat”. (In a signed bipartite graph, a face with $\delta$ edges is Kasteleyn-flat if the product of signs of every other edge on the boundary equals the product of the other signs times $-(-1)^{\delta/2}$.) If $v_0$ and $f_0$ are incident, we can simply delete them, and the resulting weighted graph remains Kasteleyn-flat, i.e., it gives a valid Kasteleyn matrix. If $v_0$ and $f_0$ are not incident, we connect them by a path that avoids vertices of $G^+$; each time the path crosses an edge of $G^+$, we change its sign. See Figure 5.3. Upon removing $v_0$ and $f_0$, the resulting weighted graph is Kasteleyn-flat, giving a valid Kasteleyn matrix $K$.

We think of the matrix $K$ as mapping functions on $(V \cup F) \setminus \{v_0, f_0\}$ to functions on $E$ ($K$ has rows indexed by $E$). Let $\tilde{K}$ be the conjugate of $K$, and let $K^* = \tilde{K}^T$ be the conjugate transpose of $K$.

Let $\Delta^v_{G,v_0\rightarrow f_0}$ be the Laplacian on $G$ with Dirichlet boundary at $v_0$ and a zipper on the path from $v_0$ to $f_0$, where edges on the zipper have a weight of $-1$, and similarly define $\Delta^v_{G^!, f_0 \rightarrow f_0}$ to be the Dirichlet Laplacian on the dual $G^!$ of $G$ with a zipper on the path from $v_0$ to $f_0$.

A key property of the above choice of weights is that $K^*K$, when restricted to functions on $V$, is just $\Delta^v_{G,v_0 \rightarrow f_0}$, and when $K^*K$ is restricted to functions on $F$, it is $\Delta^v_{G^!, f_0 \rightarrow f_0}$. In other words,

$$K^* K = K^T \tilde{K} = \Delta^v_{G,v_0 \rightarrow f_0} \oplus \Delta^v_{G^!, f_0 \rightarrow f_0}.$$

Let

$$G^v_{G,v_0 \rightarrow f_0} = \left( \Delta^v_{G,v_0 \rightarrow f_0} \right)^{-1}$$
Figure 5.3: The Kasteleyn signs of $G^+ \setminus \{v_0,f_0\}$ when $f_0$ and $v_0$ are not incident to each other.

be the Dirichlet Green’s function on $G$ with boundary at $v_0$ and the zipper $v_0 \leftrightarrow f_0$. Equivalently, this the antisymmetric Green’s function on the branched double cover of $G$, branched on the path $v_0 \leftrightarrow f_0$, with Dirichlet boundary at $v_0$. Define $G'_{v_0 \leftrightarrow f_0}$ similarly. Then

$$K^{-1} = \left( \bar{K}G'_{v_0 \leftrightarrow f_0} \right)^T \oplus \left( \bar{K}G^+_{v_0 \leftrightarrow f_0} \right)^T \quad (5.1)$$

In other words, $K^{-1}$ evaluated at $v \in V$ and edge $e \in E$ is (up to complex sign) the current flowing across edge $e$ in the branched double-cover of $G$ (with Dirichlet boundary at $v_0$) when current is inserted at $v$ in one branch and extracted at $v$ in the other branch, and $K^{-1}$ at $f \in F$ and $e \in E$ is interpreted similarly for the dual graph $G^\dagger$.

When $v_0$ and $f_0$ are incident to each other, as in the standard Temperley bijection, the zipper may be chosen to cross no edges at all, in which case (5.1) expresses $K^{-1}$ in terms of the Dirichlet Green’s function on $G$ itself. This relation was used in [Ken00b] to express $K^{-1}$ on $\mathbb{Z}^2$ (with Temperleyan boundary conditions) in terms of the Green’s function on $\mathbb{Z}^2$.

6 The uniform spanning tree trunk

6.1 From trees to dimers

Temperley’s bijection between trees and dimers was extended in [Ken00a, Lemma 17] to a bijection between dimer covers of regions in $\mathbb{Z}^2$ with a single hole, and spanning trees of associated regions in which a specified branch goes through the corresponding edge. See
Figure 6.1 for the case we are interested in here: Let $H$ be the $(2n - 1) \times (2n - 1)$ grid graph with a single hole at the center. Let $G$ be the $(n - 1) \times n$ grid graph (with $n - 1$ columns and $n$ rows) in which the left and right boundaries have been wired, in the sense that we add two more vertices $L$ and $R$, $L$ being connected to all vertices on $G$’s left boundary and $R$ being connected to all vertices on $G$ right boundary. Then dimer covers of $H$ correspond to spanning trees of $G$ in which the unique tree path connecting $L$ and $R$ passes through the horizontal edge at the center.

The dimer statistics on $H$ are determined by the inverse Kasteleyn matrix [Ken97], which is notoriously sensitive to boundary conditions [Ken09]. But here we can use a special feature of this set-up, that the graph $H$ of the dimer system in Figure 6.1 is identical to the graph in Figure 5.3. Using formula (5.1) we can compute the inverse Kasteleyn matrix of $H$ in terms of the Green’s functions for the graph and dual graph in Figures 5.2 and 5.3 with a zipper connecting the center to the boundary. These finite-graph Green’s functions with a zipper converge to the Green’s function on $\mathbb{Z}^2$ with a zipper as long as the distance between the boundary of the region and the origin tends to infinity.\(^1\) As a consequence the inverse Kasteleyn matrix for $H$ converges near the origin as $n \to \infty$, and therefore the local statistics near the origin for the “UST trunk” on $G$ converge.

Here by “local statistics” we mean the probabilities of cylinder events. A somewhat stronger statement holds, since the dimer local statistics determine the local statistics of the directed spanning tree (directed, say, from $L$ to $R$) and directed dual tree.

**Theorem 6.1.** Let $G_{M,N}$ be the $M \times N$ grid, containing a horizontal edge $e_0$. Wire the left and right sides of $G_{M,N}$ to vertices $L$ and $R$ respectively. Let $T$ be a uniform spanning tree, conditioned on the path within the tree from $L$ to $R$ to pass through $e_0$. From every vertex

\(^1\)This convergence follows from the convergence of $G_\Sigma$, the antisymmetric Green’s function on the double cover of $\mathbb{Z}^2$, which in turn follows from the recurrence of the random walk.
there is a unique path in $T$ leading to one of $\{L, R\}$ that avoids $e_0$; orient the tree edge in this direction, and similarly orient the dual tree edges towards the free boundary components while avoiding the dual of $e_0$. Then the measure on the directed tree and dual tree edges converges as the distance from $e_0$ to the boundaries of the box go to infinity. The limiting measure is determinantal with kernel given by (5.1) with $G_{v, v_0}^{e_0, f_0}, G_{v, v_0}^{e, f}$ there replaced by $G_{\Sigma}^A$ and $G_{\Sigma}^A$.

The existence of the limiting measure also follows from work of Lawler [Law14], and is made more explicit in [Law18]. Our techniques give more: there is an explicit formula for the spanning tree “trunk measure” on any graph approximating $\mathbb{Z}^2$, using the analogs of $G_{\Sigma}^A$ and $G_{\Sigma}^A$ for these finite graphs. Since these functions converge along any sequence of graphs exhausting $\mathbb{Z}^2$, this gives quick way to see the convergence to the full plane measure along any graph sequence.

6.2 Example calculations

We illustrate with an example calculation. We can for instance compute the probability that the trunk turns left at $(1,0)$ and has two subtrees attached to it. This event is equivalent to the existence of dimers at $(1,0)(1,1), (3,0)(2,0),$ and $(1,-2)(1,-1).$ The probability of this event is given by the following $3 \times 3$ subdeterminant of $K^{-1}$, where the rows are indexed by the even-index vertices within the three dimers and the columns are indexed by the odd-index vertices:

$$\det \begin{bmatrix}
K^{-1}_{(1,1),(1,0)} & K^{-1}_{(1,1),(3,0)} & K^{-1}_{(1,1),(1,-2)} \\
K^{-1}_{(2,0),(1,0)} & K^{-1}_{(2,0),(3,0)} & K^{-1}_{(2,0),(1,-2)} \\
K^{-1}_{(1,-1),(1,0)} & K^{-1}_{(1,-1),(3,0)} & K^{-1}_{(1,-1),(1,-2)}
\end{bmatrix} \times K_{(1,0),(1,1)} K_{(3,0),(2,0)} K_{(1,-2),(1,-1)}$$

Since $(1,1)$ and $(1,-1)$ are of type (odd, odd), their rows are obtained from differences of $G_{\Sigma}^A$, and since $(2,0)$ is of type (even, even), its row is obtained from differences in $G_{\Sigma}^A$. For instance, the $(1,1), (1,0)$ matrix entry is

$$K^{-1}_{(1,1),(1,0)} = -iG_{\Sigma}^A\left(\frac{(1,1)}{2}, \frac{(1,1)}{2}\right) + iG_{\Sigma}^A\left(\frac{(1,1)}{2}, \frac{(1,-1)}{2}\right) = -i \left(\frac{1}{2}\right) + i \left(\frac{1}{2} + \frac{1}{\sqrt{2}}\right) = -i + \frac{i}{\sqrt{2}},$$

and the $(2,0), (1,-2)$ entry is

$$K^{-1}_{(2,0),(1,-2)} = G_{\Sigma}^A\left(\frac{(2,0)}{2}, \frac{(2,-2)}{2}\right) - G_{\Sigma}^A\left(\frac{(2,0)}{2}, \frac{(0,-2)}{2}\right) = \left(-\frac{1}{2} + \frac{1}{\sqrt{2}}\right) - \left(\frac{3}{2} - \sqrt{2}\right) = -2 + \frac{3}{\sqrt{2}}.$$ 

The rest of the matrix is computed in the same fashion, and is

$$
\begin{pmatrix}
(1, 0) & (3, 0) & (1, -2) \\
(1, 1) & \frac{i}{\sqrt{2}} - i & i\sqrt{2} - \frac{3i}{2} & i\sqrt{2} - \frac{3i}{2} \\
(2, 0) & \sqrt{2} - 1 & 2\sqrt{2} - 3 & \frac{3}{\sqrt{2}} - 2 \\
(1, -1) & i - \frac{i}{\sqrt{2}} & \frac{3i}{2} - i\sqrt{2} & \frac{i}{2} - \frac{i}{\sqrt{2}}
\end{pmatrix}
$$

and upon taking the determinant, we find that the probability is

$$\frac{5}{2} - \frac{7}{2\sqrt{2}}.$$
Similarly, the probability that the trunk continues straight at (1, 0) and has two subtrees attached to it is given by

$$\det \begin{bmatrix} K_{-1}^{(1,0),(1,0)} & K_{-1}^{(2,0),(1,2)} & K_{-1}^{(2,0),(1,-2)} \\ K_{-1}^{(1,1),(1,0)} & K_{-1}^{(1,1),(1,2)} & K_{-1}^{(1,1),(1,-2)} \\ K_{-1}^{(1,-1),(1,0)} & K_{-1}^{(1,-1),(1,2)} & K_{-1}^{(1,-1),(1,-2)} \end{bmatrix} \times K_{(1,0),(2,0)}K_{(1,2),(1,1)}K_{(1,-2),(1,-1)} = \frac{5}{\sqrt{2}} - \frac{7}{2}.$$

By combining the last two probabilities, we see that the probability that vertex (1, 0) (i.e., a typical vertex on the trunk) has degree 4 is $3/2 - \sqrt{2}$. The probability that vertex (1, 0) has degree 2 or 3 can be computed in the same manner using a finite sum of dimer cylinder events, and these probabilities are $1/2$ and $\sqrt{2} - 1$ respectively. Another interesting event is the probability that the trunk continues straight at vertex (1, 0), which is $\sqrt{2} - 1$.

6.3 Geometric distribution for straight runs

Suppose that the spanning tree trunk contains a straight sequence of $k$ edges. The probability that the trunk continues straight for a $k + 1$-st edge is $\sqrt{2} - 1$. More formally,

**Theorem 6.2.** *In the spanning tree trunk measure for the square lattice, the probability that the trunk contains the path $(1, 0)(3, 0) \cdots (2k + 1, 0)$ is $(\sqrt{2} - 1)^k$.*

**Proof.** We use induction on $k$, with the case $k = 0$ being trivial. In the Temperleyan region associated with the box, we remove the $2k+1$ vertices $(0, 0), (1, 0), \ldots, (2k, 0)$ which correspond to the edges and interior vertices of a path of length $k + 1$, and let $R$ denote the resulting region. The conditional probability that $P$ also contains the next edge $(2k + 1, 0)(2k + 3, 0)$ is the probability that the dimer $(2k + 2, 0)(2k + 3, 0)$ is present in a random dimer covering of $R$. To compute this probability, we invert the Kasteleyn matrix with a zipper (illustrated

![Figure 6.2](image.png)

*Figure 6.2: On the left, the Kasteleyn matrix associated to a UST trunk of length 2. We relate $K^{-1}$ to the Green’s function with Dirichlet boundary conditions on the central black segment of the figure on the right.*
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in Figure 6.2). This in turn can be expressed in terms of the Green’s function \( G \) on type-(0,0) vertices within the box, with a zipper from the hole to the outer boundary, with Dirichlet boundary at \((0,0), (2,0), \ldots, (2k,0)\), and in particular it is \( G_{(2k+2,0),(2k+2,0)} \). We may deform the zipper so that it lies just below the negative \( x \)-axis, and see that \( G_{(2k+2,0),(2k+2,0)} \) is just the Green’s function with Dirichlet boundary at \( \{(x,0) : x \leq 2k\} \), evaluated at \((2k+2,0)\) and \( v \). With \( v = (2k+2,0) \), in the limit where the boundary of the box tends to infinity, this is \( \sqrt{2} - 1 \).

There is another argument for the geometric distribution for straight runs in the trunk. Lawler proved a combinatorial identity [Law14, Thm. 3.1] which he used to estimate the probability that an edge lies on the uniform spanning tree path connecting two sides of a box (see also [BLV16] for more precise results.) The focus of these works was scaling limit properties rather than the local measure around the trunk, but the proof of [Law14, Thm. 3.1] can be adapted to show that the local measure exists. The method of proof does not lend itself to explicit computations of probabilities in the trunk measure, with one exception: the argument in the proof can be extended to show that the probability that the trunk continues straight \( k \) times is the \( k \)th power of \( G_{(0,0),(0,0)} \) where \( G \) the Green’s function on \( \mathbb{Z}^2 \) with Dirichlet boundary conditions at \( \{(x,0) : x < 0\} \). We already have a short proof of this for the square lattice, but the proof of [Law14, Thm. 3.1] can also be adapted to work for the triangular lattice, since it has a reflection symmetry and other properties required by the proof. Rather than give a complete argument here for the geometric runs property for the triangular lattice, which would reproduce large portions of the proof of [Law14, Thm. 3.1], we direct the reader to read [Law14, Proof of Thm. 3.1] with this new claim in mind. We will see in Section 8 that the relevant constant is \( 2 - \sqrt{3} \).

7 Near a triple point of the UST

Consider the UST on an \( n \times n \) square grid, and consider the event \( A = A(v_t, v_1, v_2, v_3) \) that a nonboundary vertex \( v_t \) has three disjoint branches to three boundary vertices \( v_1, v_2, v_3 \). We call such a point \( v_t \) a triple point. We orient the edges of the tree towards \( v_1 \); the edges of the dual tree are naturally oriented towards the outer face. See Figure 5.1, with \( v_1 \) the lower left corner, \( v_2 \) the upper right corner, and \( v_3 \) the lower right corner.

We show that the oriented edges and dual edges of this UST conditioned on event \( A \) form a determinantal process, with kernel obtained from the inverse Kasteleyn matrix for an associated graph. The unoriented tree edges also form a determinantal process, with a kernel obtained from this one.

In the limit \( n \to \infty \) with the distance from \( v_t \) to the boundary also going to \( \infty \), the inverse Kasteleyn matrix converges near \( v_t \) and we find a limiting determinantal measure on the UST on \( \mathbb{Z}^2 \) conditioned to have a tripod point at a given point, for example the origin.

7.1 Temperley’s bijection

As before we take \( \mathcal{G} \) to be an \( n \times n \) grid and \( \mathcal{G}^+ \) to be a \((2n-1) \times (2n-1)\) grid obtained by taking the superposition of \( \mathcal{G} \) and its planar dual. We make another bipartite graph \( \mathcal{H}_{NE} \) from \( \mathcal{G}^+ \) by removing black vertices \( f_0, v_1, v_2, v_3 \) (where \( f_0 \) corresponds the outer face of \( \mathcal{G} \),
and \(v_1, v_2, v_3\) are on the boundary of \(G\) and removing white vertices \(w_1, w_2\) corresponding to edges \(e_1, e_2\) going \(E\) and \(N\) respectively from \(v_t\). Let \(A^{NE} \subset A\) be the event that the tree has a triple point at \(v_t\) and two of the three paths from \(v_t\) start in the \(N\) and \(E\) directions. Similarly define \(A^{NW}, A^{SW}, A^{SE}\). Let \(A^{NEW} \subset A\) be the event that the tree has a triple point at \(v_t\) and the three paths start in the \(N, E, W\) directions, and similarly define \(A^{SEW}, A^{NES}, A^{NWS}\). Let \(Z^{NE}, Z^{NEW}, \ldots\) denote the number of spanning trees of the above types.

Figure 7.1: The tripod version of Temperley’s bijection, with the spanning tree in green and dimer configuration in blue. Here the boundary vertices \(v_1, v_2, v_3\) are at the SW, SE, NE corners, and the tripod vertex \(v_t\) with its east and north neighbors are labeled.

**Lemma 7.1.** Temperley’s bijection extends to a bijection between dimer covers of \(\mathcal{H}_{NE}\) and spanning trees of \(G\) in \(A^{NE}\).

**Proof.** See Figure 7.1. Let \(b_1, b_2, b_3, b_4\) be the E,N,W,S (respectively) neighbors of \(v_t \in G\). When we apply Temperley’s bijection to a dimer cover of \(\mathcal{H}_{NE}\), the tree branches starting at \(v_t, b_1, b_2\) will necessarily be disjoint and land on \(v_1, v_2, v_3\). Indeed, if any two of these branches meet, the region enclosed between them will have an odd number of vertices of \(\mathcal{H}_{NE}\), contradicting the existence of a dimer cover.

Conversely, given a spanning tree of \(G\) in \(A^{NE}\), root the tree at \(v_1\) and orient all edges towards \(v_1\). Now change the orientation on the paths between \(v_2\) and \(v_t\) and between \(v_3\) and \(v_t\). When we the convert the tree to a dimer cover as per Temperley’s bijection, the dimer cover will leave \(w_1, w_2\) uncovered.

We also make use of another version of Temperley’s bijection. From \(G^\dagger\) remove \(f_0, v_1, v_2, v_3\) and contract \(w_1, w_2, w_3, w_4, v_t\) to a single white vertex \(w_0\), i.e., so \(w_0\) is attached to all of the neighbors of \(w_1, \ldots, w_4\) with multiplicity, and denote the resulting graph \(\mathcal{H}_{tr}\) (tr is short for “tripod”). We make a Kasteleyn matrix \(K_{tr}\) for \(\mathcal{H}_{tr}\) by keeping the Kasteleyn signs from the normal Kasteleyn matrix \(K_{NE}\) for \(\mathcal{H}_{NE}\) and choosing the signs for \(K_{tr}(w_0, b)\) as shown in Figure 7.2. (Since an even number of vertices are removed near the point of interest in the dimer graphs \(\mathcal{H}_{NE}\) and \(\mathcal{H}_{tr}\), there is no zipper of \(-1\)'s in the Kasteleyn matrix as there was in the trunk calculations. Consequently it is the Green’s function on \(\mathbb{Z}^2\) rather than the branched double-cover of \(\mathbb{Z}^2\) that will be relevant for the tripod calculations.)
The Kasteleyn matrix \( K \) in section 5. To obtain the Kasteleyn matrix \( K \) as discussed.

**Lemma 7.2** ([Ken00c]). Dimer covers of the graph \( \mathcal{H}_{tr} \) correspond through Temperley’s bijection to spanning trees of \( G \) in \( A(v_i, v_1, v_2, v_3) \). As a consequence, the edge process in \( A(v_i, v_1, v_2, v_3) \) is determinantal (with kernel determined by the inverse Kasteleyn matrix of \( \mathcal{H}_{tr} \)).

**Proof.** There are 12 edges (with multiplicity) connecting vertex \( w_0 \) to the rest of the graph, and each of these edges was originally connected to one of \( w_1, \ldots, w_4 \) before the contraction. Say that \( w_0 \) is paired via an edge originally connecting to \( w_i \). Then in the tree given by Temperley’s bijection, \( w_0 \) plays the role of \( w_i \), and the tree contains a tripod at \( w_i \) using the edges \( \{w_1, \ldots, w_4\} \setminus \{w_i\} \).

\[ \square \]

### 7.2 Computation

The Kasteleyn matrix \( K \) on \( G^+ \setminus \{f_0, v_1\} \) is related to the Green’s function on \( G \) as discussed in section 5. To obtain the Kasteleyn matrix \( K_{NE} \) for \( \mathcal{H}_{NE} \) from the Kasteleyn matrix \( K \) for \( G^+ \setminus \{f_0, v_1\} \), we simply delete rows \( w_1, w_2 \) and columns \( v_2, v_3 \).

Now

\[
K_{NE}^{-1}(b, w) = \frac{\det[K - \{\text{rows } w, w_1, w_2, \text{ columns } b, v_2, v_3\}]}{\det[K - \{\text{rows } w_1, w_2, \text{ columns } v_2, v_3\}],}
\]

or, using the Jacobi relation between minors of a matrix and minors of its inverse,

**Lemma 7.3.**

\[
K_{NE}^{-1}(b, w) = \frac{\det \begin{pmatrix} K^{-1}(b, w) & K^{-1}(b, w_1) & K^{-1}(b, w_2) \\ K^{-1}(v_2, w) & K^{-1}(v_2, w_1) & K^{-1}(v_2, w_2) \\ K^{-1}(v_3, w) & K^{-1}(v_3, w_1) & K^{-1}(v_3, w_2) \end{pmatrix}}{\det \begin{pmatrix} K^{-1}(v_2, w_1) & K^{-1}(v_2, w_2) \\ K^{-1}(v_3, w_1) & K^{-1}(v_3, w_2) \end{pmatrix}}, \tag{7.1}
\]
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The denominator in (7.1) is the probability that a random tree in the graph has a tripod at \( v_t \) connecting \( v_1, v_2, v_3 \) and in which two of the three initial directions are north and east, i.e., it is \( \text{Pr}[A^{NE}] \).

7.3 Limit

For simplicity we will take a specific limit as \( n \to \infty \); for the general case, one can use the estimates for \( K^{-1} \) for a general Temperleyan region in [Ken00b]. As \( n \) increases we center the \( n \times n \) box \( \mathcal{G}_n \) on the middle of its lower boundary, so that \( \mathcal{G}_n \) converges to the upper half plane. We also assume that the size of \( \mathcal{G}_n \) grows faster than the distances between the \( v_t \) and \( v_i \), and that these distances grow faster than the distances \( \|b - v_t\| \) and \( \|w - v_t\| \); let \( m = \sqrt{n} \), and suppose \( v_1, v_2, v_3 \) are on the lower boundary of \( \mathcal{G} \) and converge when rescaled by \( 1/m \) to distinct points \( z_1, z_2, z_3 \in \mathbb{R} \). Suppose further that \( v_t \) when rescaled by \( 1/m \) converges to a point \( u \in \mathbb{C} \) with \( \Im(u) > 0 \). (So \( b, w, w_1, w_2 \) when rescaled by \( 1/m \) all converge to \( u \).) Then for \( n \) large, the Green’s function \( G(b, v_t) \) approximates the Neumann Green’s function for the upper half plane, and in particular

\[
G(v_t, v_i) = \frac{\log m}{\pi} + \frac{1}{2\pi} \log[(z_i - u)(z_i - \bar{u})] + O(1/m^2)
\]

[St650]. Upon taking discrete derivatives we find

\[
K^{-1}(v_j, w_1) = -\frac{1}{\pi m} \left( \frac{1}{z_j - u} + \frac{1}{z_j - \bar{u}} \right) + O(1/m^2)
\]

and

\[
K^{-1}(v_j, w_2) = -\frac{i}{\pi m} \left( \frac{1}{z_j - u} - \frac{1}{z_j - \bar{u}} \right) + O(1/m^2).
\]

So the denominator of (7.1) is

\[
\frac{i}{\pi^2 m^2} \det \left( \begin{array}{cc} \frac{1}{z_2 - u} + \frac{1}{z_3 - \bar{u}} & \frac{1}{z_2 - \bar{u}} - \frac{1}{z_3 - u} \\ \frac{1}{z_3 - u} + \frac{1}{z_3 - \bar{u}} & \frac{1}{z_3 - \bar{u}} - \frac{1}{z_3 - u} \end{array} \right) + O(1/m^3) = \frac{i}{\pi^2 m^2} \frac{2(z_2 - z_3)(u - \bar{u})}{(z_2 - u)(z_3 - u)^2} + O(1/m^3).
\]

(7.2)

If \( w \) is horizontal, then the last two rows of the matrix in the numerator of (7.1), when multiplied by \( m \), have the form

\[
\begin{pmatrix} A + O(|w - w_1|/m) & A & C \\ B + O(|w - w_1|/m) & B & D \end{pmatrix}
\]

where \( AD - BC \) is bounded away from 0 by equation (7.2). Under this condition on \( AD - BC \), we have the identity

\[
\det \left( \begin{array}{cc} a & b \\ \bar{c} & d \end{array} \right) = \det \left( \begin{array}{cc} A + O(|w - w_1|/m) & A \\ B + O(|w - w_1|/m) & B \end{array} \right)
\]

and

\[
\det \left( \begin{array}{cc} A & C \\ B & D \end{array} \right) = a - b + O(c|w - w_1|/m) + O(b|w - w_1|/m) = a - b + o(1),
\]
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so (7.1) tends to $K^{-1}(b, w) - K^{-1}(b, w_1)$ as $n \to \infty$.

Similarly if $w$ is vertical then the ratio (7.1) takes the form

$$
\frac{\det \begin{pmatrix} a & b \\ C + O(|w - w_2|/m) & A \\ D + O(|w - w_2|/m) & B \\ \end{pmatrix} \begin{pmatrix} c \\ C \\ D \end{pmatrix}}{\det \begin{pmatrix} A & C \\ B & D \end{pmatrix}} = a - c + o(1).
$$

Thus

$$
K_{NE}^{-1}(b, w) \to \begin{cases}
K^{-1}(b, w) - K^{-1}(b, w_1) & \text{if } w \text{ is a horizontal edge,} \\
K^{-1}(b, w) - K^{-1}(b, w_2) & \text{if } w \text{ is a vertical edge.}
\end{cases}
$$

(7.3)

Similar considerations apply when the initial directions of two of the tripod edges from $v_t$ are any two adjacent directions among $N, E, S, W$.

If we wish to consider all possible sets of directions we need $K_{tr}^{-1}$. To compute $K_{tr}^{-1}(b, w)$ we can use Cramer’s rule and express it in terms of the values that we computed already. The denominator is $\det K_{tr} = Z^{NEW} + Z^{SEW} + Z^{NES} + Z^{NWS}$, which we also denote as $Z_{tr}$. The numerator can be expressed as a sum of four determinants (according to how $w_0$ is matched) in which vertices $b$ and $w$ are removed. We can denote the first such determinant by $Z_{NEW}^{b,w}$, which is a signed sum over dimer configurations with monomers at $b$ and $w$. Let $\sigma = \pm 1$ depending on whether or not row $w$ and column $b$ have the same parity position in $K_{tr}$. (Here we assume that the white vertices $w_0, w_1, w_2, w_3, w_4$ are listed last and that black vertex $v_t$ is listed last.) Then for $w \neq w_0$,

$$
K_{tr}^{-1}(b, w) = \frac{Z_{NEW}^{b,w} + Z_{SEW}^{b,w} + Z_{NES}^{b,w} + Z_{NWS}^{b,w}}{Z_{tr}} = \frac{Z_{NE}^{b,w} + Z_{NW}^{b,w} + Z_{SW}^{b,w} + Z_{SE}^{b,w}}{2Z_{tr}} = \frac{Z_{NE}^{b,w} K_{NE}^{-1}(b, w) + Z_{NW}^{b,w} K_{NW}^{-1}(b, w) + Z_{SW}^{b,w} K_{SW}^{-1}(b, w) + Z_{SE}^{b,w} K_{SE}^{-1}(b, w)}{2Z_{tr}}.
$$

Recall that the denominator in (7.1) gives $\Pr(A^{NE}) = Z^{NE}/(\text{total number of trees})$. We obtain the same limiting expression for each of $\Pr(A^{NEW}), \Pr(A^{NW}), \Pr(A^{SW}), \Pr(A^{SE}),$ so the coefficients $Z^{NE}, Z^{NW}, Z^{SW}, Z^{SE}$ are equal up to factors of $1 + o(1)$. Since $Z^{NE} + Z^{NW} + Z^{SW} + Z^{SE} = 2Z_{tr},$

$$
K_{tr}^{-1}(b, w) = \frac{K_{NE}^{-1}(b, w) + K_{NW}^{-1}(b, w) + K_{SW}^{-1}(b, w) + K_{SE}^{-1}(b, w)}{4} + o(1),
$$

and hence in the limit

$$
K_{tr}^{-1}(b, w) \to K^{-1}(b, w) - \begin{cases}
\frac{1}{2}(K^{-1}(b, w_1) + K^{-1}(b, w_3)) & \text{if } w \text{ is horizontal} \\
\frac{1}{2}(K^{-1}(b, w_2) + K^{-1}(b, w_4)) & \text{if } w \text{ is vertical.}
\end{cases}
$$

(7.4)
In this figure, the origin is at the lower left. Tripod are directed away from the tripod point. These probabilities are computed using $K_{tr}^{-1}$.

For large boxes ($n \to \infty$) the values of $K^{-1}(b, w)$ and $K^{-1}(b, w_i)$ converge to the differences of Green’s functions on $\mathbb{Z}^2$ [Ken00b] (see equation (5.1) and Figure 2.1).

### 7.4 Examples

For a spanning tree with a tripod vertex at $v_t = (0, 0)$, the probability that it has (directed) edge $e = (-1, 0)(0, 0)$ given that it is partially directed NE is $K_{NE}(w, b)K_{NE}^{-1}(b, w)$, where $b = (-2, 0), w = (-1, 0)$. Here $K_{NE}(w, b) = 1$, and $K_{NE}^{-1}(b, w)$ is given by the horizontal case

![Directed edge probabilities for the UST on $\mathbb{Z}^2$ conditioned on having a tripod point at the origin, where each edge is directed towards $\infty$, and the three branches of the tripod are directed away from the tripod point. These probabilities are computed using $K_{tr}^{-1}$. In this figure, the origin is at the lower left. ](image)
Figure 8.1: Triangular lattice Green's function $G((0,0), \cdot)$ branched around an edge incident to the origin.

of (7.3) (recall that $w_1 = (1,0)$). The inverse Kasteleyn matrix values converge to

$$K^{-1}(b,w) \to -G_{\mathbb{Z}^2}((1,0)) + G_{\mathbb{Z}^2}((0,0)) = \frac{1}{4}$$
$$K^{-1}(b,w_1) \to -G_{\mathbb{Z}^2}((2,0)) + G_{\mathbb{Z}^2}((1,0)) = (1 - \frac{2}{\pi}) - (\frac{1}{4})$$

so the conditional probability that the tree has edge $e$ is $\frac{2}{\pi} - \frac{1}{4}$. The probability that the tripod vertex $(0,0)$ has (directed) edge $e = (-1,0)(0,0)$, not conditioning on the NE direction, is then $\frac{1}{\pi} - \frac{1}{4}$.

The probability that a tripod vertex at $(0,0)$ has degree 4 is 4 times the probability of directed edge $e$, given a tripod at $(0,0)$, which is $\frac{4}{\pi} - 1$. Thus the expected degree of the tripod vertex is thus $2 + \frac{4}{\pi}$.

See Figure 7.3 for other directed edge values. Directed dual edge probabilities can be similarly computed.

8 Triangular lattice

Here we do similar calculations for the triangular lattice. (Additional ideas are required to get the full spanning tree trunk measure; however we do prove the geometric runs property.) While the values of the Green’s function on the triangular lattice are in $\mathbb{Q} \oplus \mathbb{Q} \sqrt{3}/\pi$, the values of the antisymmetric Green’s function for the triangular lattice on the branched double-cover of the plane turn out to be in $\mathbb{Q} \oplus \mathbb{Q} \sqrt{3}$ (see Figure 8.1).
8.1 Green’s function

For the triangular lattice we let $(x, y)$ denote the vertex at position $x + ye^{2\pi i/3}$. The Green’s function $G((x, y))$ on the triangular grid has the formula

$$-G((x, y)) = \frac{1}{4\pi^2} \oint\oint \frac{1 - zw}{6 - z - 1/z - w - 1/w - zw - 1/zw} \, dw \, dz.$$  

We evaluate this along the $x$ axis as follows. First perform the contour integral over $w$ to obtain

$$G((x, 0)) = \frac{1}{2\pi i} \oint \frac{1 - z^x}{(1 - z)\sqrt{1 - 14z} + z^2} \, dz.$$  

Here the choice of branch of the square root is determined so that $G((x, 0)) \leq 0$.

Taking differences we have

$$G((x, 0)) - G((x + 1, 0)) = \frac{1}{2\pi i} \oint \frac{z^x}{\sqrt{1 - 14z} + z^2} \, dz$$  

and substituting $z = e^{i\theta}$

$$= \frac{1}{2\pi i} \int_0^{2\pi} \frac{e^{i(x+1/2)\theta}}{\sqrt{14 - 2\cos \theta}} \, d\theta$$  

and using the $\theta-(2\pi - \theta)$ symmetry the imaginary part cancels

$$= \frac{1}{2\pi} \int_0^{2\pi} \frac{\sin((x + 1/2)\theta)}{\sqrt{14 - 2\cos \theta}} \, d\theta$$  

We collect these terms into a generating function

$$\delta_+(u) = \sum_{x=0}^{\infty} u^{2x+1}[G((x, 0)) - G((x + 1, 0))]$$  

and since

$$\sum_{x \geq 0} u^{2x+1} \sin((x + \frac{1}{2})\theta) = u \frac{(1 + u^2) \sin(\theta/2)}{1 + u^4 - 2u^2 \cos \theta},$$  

we arrive at

$$\delta_+(u) = \sum_{x \geq 0} (G((x, 0)) - G(x + 1, 0)) u^{x+1/2} = -\frac{1}{2\pi} \int_0^{2\pi} \frac{u(1 + u^2) \sin(\theta/2)}{(1 + u^4 - 2u^2 \cos \theta)\sqrt{14 - 2\cos \theta}} \, d\theta$$  

which has an explicit integral

$$\delta_+(u) = u \frac{\cot^{-1}\left(\frac{\sqrt{3}(1+u^2)}{\sqrt{1-14u^2+u^4}}\right)}{\pi \sqrt{1 - 14u^2 + u^4}}.$$  

The first few values are

$$\delta_+(u) = \frac{1}{6} u + \left(\frac{7}{6} - \frac{2\sqrt{3}}{\pi}\right) u^3 + \left(\frac{73}{6} - \frac{22\sqrt{3}}{\pi}\right) u^5 + \cdots.$$
Note that $\delta_+(z)$ converges for $|z| \leq 1$ except at $z = \pm 1$, and that since $\cot^{-1}$ is odd, we make same choice of sign both square roots. The choice of $\cot^{-1}$ is the one which gives $\pi/6$ when $u = 0$, so when $u \to \pm i$, the $\cot^{-1}$ converges to $\pi/2$, and $\delta_+(u)$ converges to $\pm i/8$. When $u = e^{i\theta}$ we have

$$\frac{\sqrt{3}(1 + u^2)}{\sqrt{u^4 - 14 + 1/u^2}} = -i \frac{2\sqrt{3}\cos(\theta)}{\sqrt{14 - 2\cos(2\theta)}}$$

which is pure imaginary with modulus less than 1. Using $\cot^{-1}(-ix) = i\frac{\log(x + 1)}{2}\frac{\log(x - 1)}{x}$, we have

$$\delta_+(u) = \frac{i\log\left(\frac{x + 1}{x - 1}\right)}{2\pi}\frac{\log\left(\frac{1 + x}{1 - x}\right)}{\sqrt{14 - 2\cos(2\theta)}}$$

where the sign is given by the sign of $\Im u$.

For $u \in S^1$, adding the negative powers of $u$ corresponds to taking $2i\times$ the imaginary part. Thus

$$\delta(e^{i\theta}) = \delta_-(e^{i\theta}) + \delta_+(e^{i\theta}) = \frac{i}{\sqrt{14 - 2\cos\theta}} \times \text{sign} \sin \theta$$

8.2 Triangular slit plane

Let $D = \{(k,0) : k < 0\}$ be the vertices on the negative real axis. As in the case of the square grid we compute the Green’s function $G_D$ for the triangular grid with Dirichlet boundary on $D$. As in that case, we need to find $C(u)$ analytic outside the disk so that $C(u)\delta(u) \times u$ is analytic in the unit disk. Notice that $14 - u^2 - 1/u^2$ has roots at $\pm 2 \pm \sqrt{3}$, so we let $\alpha = 2 - \sqrt{3}$, and factor

$$14 - u^2 - 1/u^2 = (1 - \alpha^2u^2)(1 - \alpha^2/u^2)/\alpha^2$$

which allows us to guess the generating functions

$$C_*(u) = \sqrt{(1 - 1/u^2)(1 - \alpha^2/u^2)} \quad \text{and} \quad D_*(u) = -\frac{\alpha}{u} \sqrt{\frac{1 - u^2}{1 - \alpha^2u^2}}.$$ 

Since $|\alpha| < 1$, $uD_*(u)$ is analytic inside the unit disk and $C_*(u)$ is analytic outside the unit disk. The power series coefficients for $\sqrt{1 - u^2}$ are all negative except for the constant term, and they sum to 0, so the coefficients are absolutely summable. The coefficients for $1/\sqrt{1 - \alpha^2u^2}$ are also absolutely summable, since the function is analytic in a larger disk. Thus the series for $D_*(u)$ converges absolutely when $|u| = 1$. Similarly, the series for $C_*(u)$ converges absolutely when $|u| = 1$.

Taking the ratio

$$\frac{D_*(u)}{C_*(u)} = \pm \frac{i}{(1 - \alpha^2/u^2)(1 - \alpha^2/u^2)/\alpha^2} = \pm \frac{i}{\sqrt{14 - u^2 - 1/u^2}}$$
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gives $\pm \delta(u)$ when $|u| = 1$. By moving $u$ from $\infty$ to $\pm i$ on the imaginary axis we see

$$\arg C_*(\pm i) = 0, \text{ and similarly } \arg D_*(\pm i) = \pm \pi/2,$$

so in fact

$$C_*(u)\delta(u) = D_*(u).$$

As in the square lattice case, we deduce that $C(u) = C_*(u)$ and $D(u) = D_*(u)$. Thus the voltage generating function $V(u) = -u/(1 - u^2)D_*(u)$ is given by

$$V(u) = \alpha \frac{1}{\sqrt{(1 - u^2)(1 - \alpha^2 u^2)}} = (2 - \sqrt{3}) + (14 - 8\sqrt{3})u^2 + \left(143 - \frac{165\sqrt{3}}{2}\right)u^4 + \cdots.$$ 

### 8.3 Branching around a face versus an edge

We obtained the values of the Green’s function along the real axis. We can use harmonicity to obtain the remaining values if there is another line along which we know already know the values. One way to obtain the values along another line is to deform the zipper so that to obtain the Green’s function $\tilde{G}$ for the double-cover branched around a face instead of an edge, and then use the symmetry of $\tilde{G}$.

Suppose we split the edge from $(-1,0)(0,0)$ into two edges with half the conductance, with a zipper originating in the face between these two edges, and proceeding left along the negative real axis but below the vertices on the axis. Let $G$ be the resulting Green’s function. If we deform the zipper to run above the axis, then the values at the on-axis vertices get negated, and then symmetry implies that the voltages along the negative real axis are 0. Thus $G$ coincides with the function that we were working on computing in the previous section.

Here for notational convenience we identify a vertex $v$ with its position $x + ye^{2\pi i/3}$ (with $x, y \in \mathbb{Z}$) in the complex plane using the natural embedding.

We move the endpoint of the zipper to the triangle below the edge(s) $(-1,0)(0,0)$.

$$\tilde{G}(u,v) = G(u,v) + aG(p,v) + bG(q,v)$$
where \( p = (0, 0) \) and \( q = (-1, 0) \). To find \( a \) and \( b \), we use the formulas from earlier with \( u = p \), but since we are moving the zipper across a split edge with only half the conductance, the 2’s in the formula are dropped. We have already \( G_{p,p} = 2 - \sqrt{3} \) and \( G_{p,q} = 0 \). By deforming the (original edge-branched) zipper to run below the positive real axis, we see that

\[
G_{q,v} = G_{p,-v-1} \times \begin{cases} 
1 & \Re v \geq 0 \\
-1 & \Re v < 0 .
\end{cases}
\]

In particular \( G_{q,q} = G_{p,p} \) (and of course \( G_{q,p} = G_{p,q} \)). Solving

\[
a + bG_{q,q} = 0 \\
b + (1 + a)G_{p,p} = 0
\]

we find \( a = -1/2 + 1/\sqrt{3} \) and \( b = -1/(2\sqrt{3}) \), so

\[
\tilde{G}(0, v) = \left( \frac{1}{2} + \frac{1}{\sqrt{3}} \right) G_D(0, v) - \frac{1}{2\sqrt{3}}G_D(0, -\bar{v} - 1) \times \begin{cases} 
1 & \Re v \geq 0 \\
-1 & \Re v < 0 .
\end{cases}
\]

For purposes of symmetry, we can deform the zipper 30° counterclockwise, so that 0 and the center of the triangle containing the zipper’s start are on the line of the zipper. Then by construction and by symmetry,

\[
\begin{align*}
\sum_{x \geq 0} \tilde{G}(x, 0)u^x &= \sum_{y \geq 0} \tilde{G}(0, y)u^y = \frac{1}{\sqrt{12(1-u)(1-\alpha u)}} \\
\sum_{x < 0} \tilde{G}(x, 0)u^x &= \sum_{y < 0} \tilde{G}(0, y)u^y = \frac{1/(\sqrt{3}) - 1/2}{u\sqrt{(1-1/u)(1-\alpha/u)}}
\end{align*}
\] (8.1)

Observe also that for \( k \geq 1 \), \( \tilde{G}(-k, k) = \tilde{G}(-k, k-1) \).

Equation (8.1) gives two lines along which we know \( \tilde{G}(0, v) \). Given \( \tilde{G} \) on these two lines, the Laplacian relation determines \( \tilde{G}(0, v) \) everywhere else (see Figure 8.3). We can then deform the zipper again to obtain the Green’s function \( G(0, v) \) with the zipper originating in the middle of an edge (Figure 8.2), or move the zipper to evaluate either \( G(u, v) \) or \( \tilde{G}(u, v) \) at arbitrary pairs of vertices.

**References**

[BLPS01] I. Benjamini, R. Lyons, Y. Peres, and O. Schramm. Uniform spanning forests. *Ann. Probab.* 29(1):1–65, 2001. MR1825141

[BLV16] C. Beneˇ s, G. F. Lawler, and F. Viklund. Scaling limit of the loop-erased random walk Green’s function. *Probab. Theory Related Fields* 166(1-2):271–319, 2016. arXiv:1402.7345. MR3547740

[BM01] M. Bousquet-Mélo. Walks on the slit plane: other approaches. *Adv. in Appl. Math.* 27(2-3):243–288, 2001. Special issue in honor of Dominique Foata’s 65th birthday. math/0104111. MR1868965
Figure 8.3: Green's function $\tilde{G}(0, v)$ on the triangular lattice with a zipper originating in a triangle incident to the origin.
[BMS02] M. Bousquet-Mélou and G. Schaeffer. Walks on the slit plane. *Probab. Theory Related Fields* 124(3):305–344, 2002. math/0012230. MR1939650

[BP93] R. Burton and R. Pemantle. Local characteristics, entropy and limit theorems for spanning trees and domino tilings via transfer-impedances. *Ann. Probab.* 21(3):1329–1371, 1993. MR1235419

[Bud17] T. Budd. Winding of simple walks on the square lattice, 2017. arXiv:1709.04042.

[CCK17] D. Chelkak, D. Cimasoni, and A. Kassel. Revisiting the combinatorics of the 2D Ising model. *Ann. Inst. Henri Poincaré D* 4(3):309–385, 2017. arXiv:1507.08242. MR3713019

[DS84] P. G. Doyle and J. L. Snell. *Random walks and electric networks*, volume 22 of *Carus Mathematical Monographs*. Mathematical Association of America, Washington, DC, 1984. MR920811

[FS63] M. E. Fisher and J. Stephenson. Statistical mechanics of dimers on a plane lattice. II. Dimer correlations and monomers. *Phys. Rev. (2)* 132:1411–1431, 1963. MR0158705

[GHP19] R. Gheissari, C. Hongler, and S. C. Park. Ising model: Local spin correlations and conformal invariance. *Communications in Mathematical Physics* 367(3):771–833, May 2019.

[Ken97] R. Kenyon. Local statistics of lattice dimers. *Ann. Inst. H. Poincaré Probab. Statist.* 33(5):591–618, 1997. math/0105054. MR1473567

[Ken00a] R. Kenyon. The asymptotic determinant of the discrete Laplacian. *Acta Math.* 185(2):239–286, 2000. math-ph/0011042. MR1819995

[Ken00b] R. Kenyon. Conformal invariance of domino tiling. *Ann. Probab.* 28(2):759–795, 2000. math-ph/9910002. MR1782431

[Ken00c] R. Kenyon. Long-range properties of spanning trees. *J. Math. Phys.* 41(3):1338–1363, 2000. Probabilistic techniques in equilibrium and nonequilibrium statistical physics. MR1757962

[Ken09] R. Kenyon. Lectures on dimers. In *Statistical mechanics, IAS/Park City Math. Ser.* #16, pages 191–230. Amer. Math. Soc., 2009. MR2523460

[KPW00] R. W. Kenyon, J. G. Propp, and D. B. Wilson. Trees and matchings. *Electron. J. Combin.* 7:Research Paper 25, 34 pp., 2000. MR1756162

[KW15] R. W. Kenyon and D. B. Wilson. Spanning trees of graphs on surfaces and the intensity of loop-erased random walk on planar graphs. *J. Amer. Math. Soc.* 28(4):985–1030, 2015. arXiv:1107.3377. MR3369907

[Law14] G. F. Lawler. The probability that planar loop-erased random walk uses a given edge. *Electron. Commun. Probab.* 19:no. 51, 13, 2014. arXiv:1301.5331. MR3246970
[Law18] G. F. Lawler. The infinite two-sided loop-erased random walk, 2018. arXiv:1802.06667.

[LL10] G. F. Lawler and V. Limic. Random walk: a modern introduction. Cambridge Studies in Advanced Mathematics #123. Cambridge University Press, 2010. MR2677157

[LS03] R. Lyons and J. E. Steif. Stationary determinantal processes: phase multiplicity, Bernoullicity, entropy, and domination. Duke Math. J. 120(3):515–575, 2003. MR2030095

[MW40] W. H. McCrea and F. J. W. Whipple. Random paths in two and three dimensions. Proc. Roy. Soc. Edinburgh 60:281–298, 1940. MR0002733

[Pem91] R. Pemantle. Choosing a spanning tree for the integer lattice uniformly. Ann. Probab. 19(4):1559–1574, 1991. MR1127715

[Sch00] O. Schramm. Scaling limits of loop-erased random walks and uniform spanning trees. Israel J. Math. 118:221–288, 2000. MR1776084

[Spi76] F. Spitzer. Principles of random walk. Springer-Verlag, second edition, 1976. Graduate Texts in Mathematics #34. MR0388547

[Stö50] A. Stöhr. Über einige lineare partielle Differenzengleichungen mit konstanten Koeffizienten. III. Zweites Beispiel: Der Operator $\nabla \Phi(y_1, y_2) = \Phi(y_1+1, y_2) + \Phi(y_1-1, y_2) + \Phi(y_1, y_2+1) + \Phi(y_1, y_2-1) - 4\Phi(y_1, y_2)$. Math. Nachr. 3:330–357, 1950. MR0040555

[Tem74] H. N. V. Temperley. In Combinatorics: Proceedings of the British Combinatorial Conference 1973, pages 202–204, 1974. London Mathematical Society Lecture Notes Series #13.