Multi-Relation Aware Temporal Interaction Network Embedding

Ling Chen*
College of Computer Science and Technology, Zhejiang University, Hangzhou 310027, China,
lingchen@cs.zju.edu.cn

Shanshan Yu
College of Computer Science and Technology, Zhejiang University, Hangzhou 310027, China,
shshyu@cs.zju.edu.cn

Dandan Lyu
College of Computer Science and Technology, Zhejiang University, Hangzhou 310027, China,
revaludo@cs.zju.edu.cn

Da Wang
College of Computer Science and Technology, Zhejiang University, Hangzhou 310027, China,
wangda9655@cs.zju.edu.cn

Temporal interaction networks are formed in many fields, e.g., e-commerce, online education, and social network service. Temporal interaction network embedding can effectively mine the information in temporal interaction networks, which is of great significance to the above fields. Usually, the occurrence of an interaction affects not only the nodes directly involved in the interaction (interacting nodes), but also the neighbor nodes of interacting nodes. However, existing temporal interaction network embedding methods only use historical interaction relations to mine neighbor nodes, ignoring other relation types. In this paper, we propose a multi-relation aware temporal interaction network embedding method (MRATE). Based on historical interactions, MRATE mines historical interaction relations, common interaction relations, and interaction sequence similarity relations to obtain the neighbor based embeddings of interacting nodes. The hierarchical multi-relation aware aggregation method in MRATE first employs graph attention networks (GATs) to aggregate the interaction impacts propagated through a same relation type and then combines the aggregated interaction impacts from multiple relation types through the self-attention mechanism. Experiments are conducted on three public temporal interaction network datasets, and the experimental results show the effectiveness of MRATE.
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1 INTRODUCTION

Users interact with different items at different time in many fields, e.g., e-commerce (customers purchase products) [1], online education (students participate in MOOC courses) [2], and social network service (users post in Reddit groups) [3, 4]. These interactions between users and items form a temporal interaction network,
which pays more attention to interaction time compared to a static interaction network. Figure 1 shows an example of a temporal interaction network consisting of 3 users and 4 items. Each edge in a temporal interaction network is marked with a time stamp, which indicates the time when the user and the item interacted with each other. Temporal interaction network embedding aims at learning the low-dimensional representations of users and items that can effectively capture their dynamics. The effective representations of users and items are of great significance for a variety of fundamental tasks [5-10], e.g., product recommendation in e-commerce, course recommendation in online education, and group recommendation in social network service.

Existing temporal interaction network embedding methods include non-graph structure based embedding methods and graph structure based embedding methods. The former use non-graph structures (e.g., matrices or sequences) to represent user-item interactions. Early studies introduce time slots into a user-item matrix and then utilize traditional latent factor models to embed users and items [11-13], which ignore the order of user-item interactions when forming matrices. With the development of recurrent neural networks (RNNs), the sequence information of temporal interaction networks is also exploited [14-17]. Most of these methods consider dynamic properties only for users, e.g., taking static item embeddings as inputs to update user embeddings, which ignore the dynamics of items.

Utilizing graph structures to represent user-item interactions is a promising way to mine richer information based on historical interactions. Early graph structure based embedding methods usually take time slots as nodes in a graph [18, 19], which essentially use a static graph and cannot effectively model the dynamics of users and items. Recently, some researchers directly embed nodes (users and items) in a temporal interaction network into a shared low-dimensional vector space [20-25]. In addition to updating the embeddings of interacting nodes at every interaction, these methods also consider the interaction impacts propagated by neighbor nodes. However, these methods only use historical interaction relations, ignoring other relation types.

To address the aforementioned problems, we propose a multi-relation aware temporal interaction network embedding method (MRATE). Based on historical interactions, MRATE mines the relations of multiple types between nodes to build local relation graphs for interacting nodes, which are then used for aggregating information from neighbors.

The main contributions of this paper are as follows:
1) Propose MRATE, which mines not only historical interaction relations, but also common interaction relations and interaction sequence similarity relations, from historical interactions to obtain the neighbor based embeddings of interacting nodes.

2) Introduce a hierarchical multi-relation aware aggregation method, which first employs graph attention networks (GATs) to aggregate the interaction impacts propagated through a same relation type and then combines the aggregated interaction impacts from multiple relation types through the self-attention mechanism.

3) Evaluate MRATE on three public temporal interaction network datasets and make comparisons with the state-of-the-art temporal interaction network embedding methods. Experimental results show that MRATE can achieve superior performance.

The rest of this paper is organized as follows. Section 2 reviews the related work. Section 3 gives the preliminaries of this paper and defines the research problem. Section 4 introduces the proposed method MRATE in detail. Section 5 presents the experimental settings and results. Finally, Section 6 concludes the paper and gives a brief discussion of the future work.

2 RELATED WORK
In this section, we review the previous works related to our work, including non-graph structure based embedding methods and graph structure based embedding methods.

2.1 Non-graph Structure Based Embedding Methods
Non-graph Structure based embedding methods use non-graph structures (e.g., matrices or sequences) to represent user-item interactions. In order to model the dynamics of users and items, early studies usually introduce time slots into a user-item matrix and then utilize traditional latent factor models to embed users and items. For instance, Koren et al. [11] extended SVD++ factor model [26] by incorporating time related user and item biases to get the representations of users and items. Yao et al. [12] proposed TenMF, a tensor-based factorization approach that first models the multi-dimensional contextual information of check-in data as a three-order tensor, which represents the relations across users, locations, and time slots, respectively, and then jointly embeds users and locations. Bhargava et al. [13] proposed a framework similar with TenMF, in which a user-location-activity-time tensor is constructed by fusing data from multiple heterogeneous data sources, and tensor factorization is used for embedding. However, these methods ignore the order of user-item interactions when forming matrices.

RNNs and variants, e.g., long short-term memory networks (LSTMs) and gated recurrent unit networks (GRUs), are a kind of machine learning models that specialize in processing sequence data, and have been applied in many applications, e.g., disease recognition [27], human activity recognition [28, 29], and crowd flow prediction [30, 31]. Nowadays, more and more researchers adopt RNNs for temporal network embedding to exploit sequential effects [14-17]. For example, Donkers et al. [14] proposed a novel GRU with additional user input layers to get the representations of users based on historical interactions, which are used to support personalized next item recommendation. Li et al. [15] proposed to obtain user embeddings by integrating both the historical preferences and present motivations, which are all learned from the interactions of users through two LSTMs. Zhu et al. [16] equipped a LSTM with time gates to model time intervals in users' interaction sequences, which can incorporate time information into user embeddings. Wu et al. [17] proposed RRN, a framework that utilizes RNNs to generate dynamic user and item embeddings from rating networks. However,
these methods consider dynamic properties only for users, e.g., taking static item embeddings as inputs to update user embeddings, which ignore the dynamics of items.

### 2.2 Graph Structure Based Embedding Methods

Considering the excellent ability of graph structures to describe complex data, researchers begin to utilize graph structures to represent user-item interactions [18-25]. Usually, time slots are regarded as nodes in graphs to model the dynamics of users and items. For example, Xie et al. [18] proposed a graph based embedding model, which captures sequential, geographical, temporal, and semantic effects in a unified way by embedding four corresponding graphs (POI-POI, POI-Region, POI-Time Slot, and POI-Word graphs) into a shared low-dimensional space. Yang et al. [19] first formed a hypergraph including both user-user edges and user-time-POI-semantic hyperedges and then proposed a random walk based method to learn embeddings by the skip-gram model. However, these methods essentially use a static graph and cannot effectively model the dynamics of users and items.

Recently, directly embedding nodes (users and items) in a temporal interaction network into a low-dimensional vector space has attracted more and more attention. These methods can make better use of time information for capturing the dynamic properties of users and items, which supports getting more effective node embeddings. For instance, Nguyen et al. [20] proposed to utilize random walks that obey interaction time to obtain node sequences and then get node embeddings by the skip-gram model. Trivedi et al. [21] described temporal evolution over graphs as association and communication events, and then proposed a two-time scale deep temporal point process approach to update the representations of nodes once they are involved in these events. Kumar et al. [22] proposed JODIE, a framework that adopts two RNNs to update the embeddings of the interacting user and item at every interaction, which can obtain the embedding trajectories of users and items.

Due to the interaction impacts propagated by neighbor nodes, most temporal interaction network embedding methods take neighbor information into consideration. For example, Zuo et al. [23] integrated the Hawkes process into network embedding so as to capture the influence of historical neighbors on current neighbors. Lu et al. [24] proposed to microscopically model the formation process of network structure with a temporal attention point process, which can measure the effects of different neighbor nodes on edge generation, and macroscopically constrain the network structure to obey a certain evolutionary pattern with a dynamic equation. Ma et al. [25] updated the information of a new interaction to the two interacting nodes and also propagated this information to the neighbor nodes through RNNs. Although the above methods have considered neighbor information, they only use historical interaction relations to define neighbor nodes, ignoring other relation types.

### 3 PRELIMINARIES

In this section, we first give the definitions of some basic concepts and terms, as shown in Table 1, and then formally define the problem.

**Definition 1:** (Temporal interaction network) A temporal interaction network is a sequence of interactions sorted by interaction time, and can be denoted as \( S = \{s_i\}_{i=1}^{N} \). An interaction indicating user \( u \in \mathcal{U} \) interacts with item \( v \in \mathcal{V} \) at time \( t \in \mathcal{T} \) can be denoted as \( s = (u, v, t) \), where \( \mathcal{U}, \mathcal{V}, \) and \( \mathcal{T} \) are the sets of users, items, and interaction time, respectively.

**Definition 2:** (Local relation graph) A local relation graph can be denoted as \( G_{n_i} = (V_{n_i}, E_{n_i}, R_{n_i}, Q_{n_i}) \), where \( V_{n_i}, E_{n_i}, R_{n_i}, \) and \( Q_{n_i} \) are the sets of nodes, edges, relation types, and relation attributes related to node \( n_i \).
Table 1: Notations used in this paper

| Notation | Description |
|----------|-------------|
| $\mathcal{U}, \mathcal{V}, \mathcal{T}$ | The sets of users, items, and interaction time. |
| $\mathcal{S}, s$ | Temporal interaction network and interaction. |
| $u_{i, aft}, v_{j, aft}$ | The embeddings of user $u_i$ and item $v_j$ after the current interaction. |
| $u_{i, prev}, v_{j, prev}$ | The embeddings of user $u_i$ and item $v_j$ after the previous interactions. |
| $\Delta u_i, \Delta v_j$ | The time intervals between the previous interactions of user $u_i$ and item $v_j$ and the current interaction. |
| $\mathcal{G}_{n_i}$ | The local relation graph of node $n_i$ (a user or an item). |
| $\mathcal{V}_{n_i}, \mathcal{E}_{n_i}, \mathcal{R}_{n_i}, \mathcal{Q}_{n_i}$ | The sets of nodes, edges, relation types, and relation attributes in $\mathcal{G}_{n_i}$. |
| $e, r, q$ | Edge, relation type, and relation attribute. |
| $t, w$ | Time attribute and weight attribute. |
| $s_{n_i}$ | The sequence based embedding of node $n_i$. |
| $h_{n_i}$ | The embedding of node $n_i$ after the previous interaction. |
| $h_{n_i}^{hit}, h_{n_i}^{com}, h_{n_i}^{seq}$ | The neighbor based embeddings of node $n_i$ based on historical interaction relations, common interaction relations, and interaction sequence similarity relations. |
| $\overline{v}_{j, pred}$ | The predicted embedding of item $v_j$. |

respectively. All nodes in local relation graph $\mathcal{G}_{n_i}$ are connected to node $n_i$, and an edge indicating a relation involving another node $n_j$ with relation type $r \in \mathcal{R}_{n_i}$ and relation attribute $q = (t, w) \in \mathcal{Q}_{n_i}$ can be denoted as $e = (n_j, r, q) \in \mathcal{E}_{n_i}$, where $t$ is the time attribute and $w$ is the weight attribute.

**Definition 3:** (Current interaction and previous interaction) When a new interaction occurs, this interaction is denoted as the current interaction, and the last interactions of the interacting user and item are denoted as the previous interactions.

Our goal is to learn node embeddings in a temporal interaction network by capturing the dynamics of users and items. We can formally define the problem as follows:

**Definition 4:** (Temporal interaction network embedding) Given a temporal interaction network $\mathcal{S} = \{s_i\}_{i=1}^N$, temporal interaction network embedding aims to learn a mapping function $f: \mathcal{U} \cup \mathcal{V} \rightarrow \mathbb{R}^d$, where $d$ is the number of embedding dimensions, $d \ll ||\mathcal{U}||$ and $d \ll ||\mathcal{V}||$.

## 4 METHODOLOGY

The framework of MRATE is shown in Figure 2. When an interaction occurs, we first mine historical interaction relations, common interaction relations, and interaction sequence similarity relations between nodes from historical interactions to build local relation graphs for interacting nodes. Then, in order to obtain the neighbor based embeddings of interacting nodes, we introduce a hierarchical multi-relation aware aggregation method to aggregate the interaction impacts propagated by related neighbor nodes in corresponding local relation graphs through different relation types. Finally, we employ two RNNs to update the representations of the interacting user and item based on the neighbor based embeddings, the embeddings after their previous interactions, and the time intervals between the previous interactions of interacting nodes and the current interaction.
4.1 Local Relation Graph Construction

Considering that the occurrence of an interaction also affects the neighbor nodes of interacting nodes, MRATE mines historical interaction relations, common interaction relations, and interaction sequence similarity relations from historical interactions to capture neighbor information. Here, we first define three kinds of relation types, and then describe the construction of local relation graphs.

4.1.1 Historical Interaction Relation.

Due to the phenomenon known as repeat consumption [32], the representations of interacting nodes are influenced not only by the current interaction, but also by historical interactions. Thus, we define historical interaction relations according to whether two nodes have interacted historically. Specifically, if two nodes have interacted in history, there is a historical interaction relation between them. The time attribute $t$ of the historical interaction relation is the last time the two nodes interacted, and the weight attribute $w$ is the number of historical interactions between them.

4.1.2 Common Interaction Relation.

Common interaction relations, which are widely used in recommendation systems, e.g., “People who like this movie also like” on Douban and “Customers who buy this product also buy” on Amazon [33], contain significant
information for modeling the interaction behaviors of users and items. If two users or two items have interacted with a same node within time slot $T$, there is a common interaction relation between them. Since the time when two nodes interacted with a same node is different, we choose the one closest to the current interaction time as the time attribute $t$ of the common interaction relation. The weight attribute $w$ is the number of historical common interactions between the two nodes.

**4.1.3 Interaction Sequence Similarity Relation.**

It is useful to consider the interaction sequence similarity relation, as it reflects the similarity of the properties of two nodes. We utilize the Doc2Vec model to get the sequence based embeddings of users and items. Doc2Vec [34] is an improvement of Word2Vec [35], which can embed sentences into a low-dimensional vector space and the distances of semantically similar sentences in the space are also close. In this work, the interaction sequences of all users and items are regarded as “documents”, and each interaction sequence (i.e., a sequence of users who interact with a same item or a sequence of items which interact with a same user) sorted by interaction time is regarded as a “sentence”. Note that, due to the constant occurrence of interactions, the Doc2Vec model is updated by using incremental training to obtain new sequence based embeddings.

Given two nodes of the same type (two users or two items), we calculate the cosine similarity based on their sequence based embeddings, which can be formulated by:

$$\cosSim(s_{n_i}, s_{n_j}) = s_{n_i} \cdot s_{n_j}$$

where $\cdot$ denotes dot product. $s_{n_i}$ and $s_{n_j}$ are the sequence based embeddings of node $n_i$ and node $n_j$, respectively. If the cosine similarity is larger than the threshold $\mu$, there is an interaction sequence similarity relation between the two nodes. The time attribute $t$ is the last interaction time in the interaction sequences, and the weight attribute $w$ is the cosine similarity.

To reduce computational time, MRATE only constructs the local relation graphs of interacting nodes instead of global relation graphs before an interaction occurs. According to the aforementioned definitions, we can mine nodes that have historical interaction relations, common interaction relations, or interaction sequence similarity relations with interacting nodes, and then construct corresponding local relation graphs.

**4.2 Hierarchical Multi-Relation Aware Aggregation**

Based on the local relation graph of an interacting node, the interaction impacts propagated by neighbor nodes through different relation types may have different impacts on the embedding of the interacting node. Thus, MRATE introduces a hierarchical multi-relation aware aggregation method to obtain the neighbor based embedding of an interacting node, which contains two major components: intra-relation aggregation and inter-relation aggregation, as shown in Figure 3.

Given local relation graph $\mathcal{G}_{n_i}$, the input of hierarchical multi-relation aware aggregation is the interaction impacts propagated by neighbor nodes within the time period between the previous interaction of $n_i$ and the current interaction. For simplicity, here we use the embedding of a node after the previous interaction as the interaction impact propagated by this node. Thus, the input can be defined as $\{h_{n_i}, h_{n_{i+1}}, \ldots, h_{n_M}\}$, where $h_{n_j} \in \mathbb{R}^d$ is the embedding of neighbor node $n_j$ after the previous interaction, and $M$ is the number of related neighbor nodes, which are the neighbor nodes that have interacted within the time period.
Figure 3: An illustration of hierarchical multi-relation aware aggregation. $h_n$ denotes the interaction impacts propagated by node $n$, $h_{\text{his}}$, $h_{\text{com}}$, and $h_{\text{seq}}$ represent the neighbor based embeddings of $n$ based on historical interaction relations, common interaction relations, and interaction sequence similarity relations, respectively. $h_n'$ is the neighbor based embedding of $n$.

4.2.1 Intra-Relation Aggregation.

In order to distinguish different relation types, three graph attention layers, which are inspired by GATs [36], are adopted to aggregate the interaction impacts propagated by neighbor nodes through historical interaction relations, common interaction relations, and interaction sequence similarity relations, respectively. The attention mechanism used in these layers is multi-head attention with $K$ heads, which helps to stabilize the learning process. After intra-relation aggregation, we can obtain three embeddings $h_{\text{his}}$, $h_{\text{com}}$, and $h_{\text{seq}}$, which represent the neighbor based embeddings of $n$ based on historical interaction relations, common interaction relations, and interaction sequence similarity relations, respectively.

The key idea of intra-relation aggregation is that even if the interaction impacts are propagated through a same relation type, different neighbor nodes may have different significance on the representation of the interacting node. We can model this by learning a normalized attention coefficient for each related neighbor node and then weighted summing all of them. Taking historical interaction relations as an example, the formulas of the $k$-th head for intra-relation aggregation are shown below:

$$\tilde{h}_{n_j}^k = W_{\text{in}}^k h_{n_j}$$

$$c_{n_j}^k = \text{LeakyReLU} \left( W_{\text{intra}}^T \tilde{h}_{n_j}^k \| \tilde{h}_n^k \right)$$

$$p_{n_j} = \text{softmax}(W_{\text{feat}}^T \|w| + b_{\text{feat}})$$

$$a_{n_j}^k = \frac{\exp \left( c_{n_j}^k \right)}{\sum_{n_j \in \mathcal{N}_n} \exp \left( c_{n_j}^k \right)}$$

$$h_{\text{his}}^n = \text{softmax} \left( \sum_{n_j \in \mathcal{N}_n} a_{n_j}^k \tilde{h}_{n_j}^k \right)$$

where $\tilde{h}_{n_j}^k$ is the input of the $k$-th head, $W_{\text{in}}^k$ is the input weight matrix of the $k$-th head and is shared by different relation types. $c_{n_j}^k$ indicates the importance of neighbor node $n_j$ to interacting node $n$, which is then normalized.
across all the choices of \( n_j \in \mathcal{N}_{n_i} \) by using the softmax function. \( \mathcal{N}_{n_i} \) is the set of related neighbor nodes of \( n_i \) in local relation graph \( g_{n_i} \) with historical interaction relations. \( ^T \) represents the transposition operation and \( \| \) denotes the vector concatenation operation. \( W_k^{\text{intra}} \) is the attention weight matrix of the \( k \)-th head and is specified for each relation type. A fully connected layer is used to learn \( p_{n_j} \), which is the weight related to relation attribute \( q = (t, w) \) and can be formulated by Equation (4). \( W_{\text{feat}} \) and \( b_{\text{feat}} \) are the parameters of the fully connected layer, which are shared by different relation types and different heads. Once the normalized attention coefficient \( \alpha_i^k \) is obtained for each \( n_j \in \mathcal{N}_{n_i} \), a weighted combination of the representations of these nodes is then calculated. Finally, the output \( h_{n_i}^{\text{his}} \in \mathbb{R}^d \), which is the neighbor based embedding of \( n_i \) based on historical interaction relations of the \( k \)-th head, is obtained through an activation function.

We execute \( K \) independent above processes and then average their outputs, obtaining the following output representation:

\[
h_{n_i}^{\text{his}} = \frac{1}{K} \sum_{k=1}^{K} h_{n_i}^{\text{his}_k}
\]

where \( h_{n_i}^{\text{his}} \in \mathbb{R}^d \) is the neighbor based embedding of \( n_i \) based on historical interaction relations.

### 4.2.2 Inter-Relation Aggregation.

After aggregating the interaction impacts propagated through each relation type, we utilize inter-relation aggregation to combine the neighbor information obtained by all relation types. Since relation types are not equally important in aggregation, we employ the self-attention mechanism [37] to assign different weights to different relation types.

Firstly, we concatenate three embeddings \( h_{n_i}^{\text{his}}, h_{n_i}^{\text{sm}}, \) and \( h_{n_i}^{\text{seq}} \) as the input of the self-attention mechanism, i.e., \( H \in \mathbb{R}^{3 \times d} \), whose query matrix \( Q \), key matrix \( K \), and value matrix \( V \) can be defined as:

\[
Q = HW_\text{Q} \\
K = HW_\text{K} \\
V = HW_\text{V}
\]

where \( W_\text{Q} \in \mathbb{R}^{d \times d_k}, W_\text{K} \in \mathbb{R}^{d \times d_k}, \) and \( W_\text{V} \in \mathbb{R}^{d \times d_v} \) are learnable parameter matrices.

Then, we aggregate the relation type-specific neighbor based embeddings of \( n_i \) using the self-attention function, and the output \( Z \in \mathbb{R}^{3 \times d_v} \) is calculated by:

\[
Z = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V
\]

where \( \sqrt{d_k} \) is the scaling factor and \( d_k = d_v \).

At last, an additional fully connected layer is adopted to project the embeddings to a vector space with the desired output dimensions:

\[
h_{n_i} = \text{softmax}(W_{\text{out}}Z + b_{\text{out}})
\]

where \( W_{\text{out}} \) and \( b_{\text{out}} \) are the parameter matrices. \( h_{n_i} \in \mathbb{R}^d \) is the neighbor based embedding of \( n_i \).

Note that, although the above hierarchical multi-relation aware aggregation only considers the interaction impacts propagated by first-order neighbors, it can be easily extended to consider higher-order neighbors by stacking graph attention layers.
4.3 Embedding Update Operation

Intuitively, as interactions occur and time elapses, the properties of users and items will change. In order to model these dynamics, MRATE adopts two RNNs to update the embeddings of interacting users and items, respectively, as shown in Figure 2.

Take interaction \( s = (u_i, v_j, t) \) as an example, which represents user \( u_i \) interacts with item \( v_j \) at time \( t \). After this interaction, the user RNN, which is denoted as RNN\(_u\), updates the embedding of user \( u_i \) after the current interaction, i.e., \( u_{i,t} \), by using the embedding of item \( v_j \) after the previous interaction, i.e., \( v_{j,t-1} \), as an input. Instead of using the one-hot vector of an item, we adopt the dynamic embedding, which can reflect the current state of the item and obtain more meaningful dynamic user embeddings.

Considering the propagation of interaction impacts and time decay, neighbor information and time interval are also incorporated in our update operation. We utilize the neighbor based embedding of \( u_i \), i.e., \( h_{u_i} \), and the time interval between the previous interaction of \( u_i \) and the current interaction, i.e., \( \Delta u_i \), as the inputs of RNN\(_u\), where \( h_{u_i} \) is obtained by using the aforementioned hierarchical multi-relation aware aggregation.

Similarly, RNN\(_v\) updates the embedding of item \( v_j \) after the current interaction, i.e., \( v_{j,t} \), by using the embedding of user \( u_i \) after the previous interaction, i.e., \( u_{i,t-1} \), the neighbor based embedding of \( v_j \), i.e., \( h_{v_j} \), and the time interval between the previous interaction of \( v_j \) and the current interaction, i.e., \( \Delta v_j \), as inputs.

Formally, the update operations are given by:

\[
\begin{align*}
\hat{u}_{i,t} &= \text{sigmoid} \left( W^u_1 u_{i,t-1} + W^u_2 v_{j,t-1} + W^u_3 h_{u_i} + W^u_4 t_{u_i} \right) \\
\hat{v}_{j,t} &= \text{sigmoid} \left( W^v_1 v_{j,t-1} + W^v_2 u_{i,t-1} + W^v_3 h_{v_j} + W^v_4 t_{v_j} \right)
\end{align*}
\]

where \( W^u_1, W^u_2, W^u_3, \) and \( W^u_4 \) are learnable parameters of RNN\(_u\), \( W^v_1, W^v_2, W^v_3, \) and \( W^v_4 \) are learnable parameters of RNN\(_v\). \( t_{u_i} \) and \( t_{v_j} \) are the representations of time intervals \( \Delta u_i \) and \( \Delta v_j \), which are obtained by a shared fully connected layer, respectively.

4.4 Training

4.4.1 Objective Function.

Let user \( u_i \) currently interact with item \( v_j \). We use the task of predicting which item \( u_i \) will interact with right before the current interaction time to train MRATE.

A fully connected layer is employed to calculate the predicted embedding of item \( v_j \), i.e., \( \hat{v}_{j,t} \), based on the embedding of \( u_i \) after the previous interaction, i.e., \( u_{i,t-1} \), and the neighbor based embedding of \( u_i \), i.e., \( h_{u_i} \), which can be formulated by:

\[
\hat{v}_{j,t} = \text{softmax} \left( W_1 u_{i,t-1} + W_2 h_{u_i} + b \right)
\]

where \( W_1, W_2, \) and \( b \) are the parameter matrices of the fully connected layer.

For simplicity, take the embedding of \( v_j \) after the previous interaction, i.e., \( v_{j,t-1} \), as the ground truth embedding. The prediction loss of MRATE is defined as the mean squared error (MSE) between the predicted embedding and the ground truth embedding, which can be calculated by:

\[
L = \sum_{(u_i, v_j, t) \in S} \left\| \hat{v}_{j,t} - v_{j,t-1} \right\|_2^2 + \lambda_0 \left\| u_{i,t-1} - u_{i,t-2} \right\|_2^2 + \lambda_1 \left\| v_{j,t-1} - v_{j,t-2} \right\|_2^2
\]
where the first loss term is the predicted loss, and the last two terms are regularized losses, which are used to avoid the dynamic user and item embeddings vary too much, respectively. \( \lambda_U \) and \( \lambda_I \) are scaling parameters and \( \| \cdot \|_2 \) denotes L2 distance. Note that, since MRATE directly outputs the predicted embeddings of items, it is not necessary to use negative sampling during training.

### 4.4.2 Batching Algorithm.

Since the order of interactions in temporal interaction networks is important, the temporal dependencies between interactions need to be maintained during training, i.e., interaction \( s_i \) is processed before \( s_j \) if \( i < j \). In addition, it is necessary to parallelize the training of MRATE, as a large number of interactions will lead to the slow training process. Thus, it is challenging to create the training batches because of two requirements [22]: (1) Interactions in a same batch should be processed in parallel; (2) Processing all batches in the increasing order of their indexes should maintain the time dependencies. Here, we propose a batching algorithm called t-n-Batch to meet the above two requirements, which extend t-batch [22] to take neighbor nodes into consideration.

The detailed batch splitting process is shown in Algorithm 1. Given temporal interaction network \( \mathcal{S} = (s_i)_{i=1}^N \), we first initialize \( N \) empty batches, and then add each interaction to the corresponding batch in the temporally order of interactions. Taking interaction \((u_i, v_j, t)\) as an example, \( lastU[u_i] \) and \( lastV[v_j] \) are last-batch indexes, which denote the maximum indexes of batches that have an interaction involving user \( u_i \) and item \( v_j \), respectively. \( idxN \) is the maximum one among the last-batch indexes of all neighbor nodes in local relation graphs of \( u_i \) and \( v_j \), which are constructed based on all historical interactions in advance. Note that, using all neighbor nodes will get the same embeddings as using related neighbor nodes. Considering the above two requirements, each node can only appear at most once in a batch, and the \( i \)-th and \( i+1 \)-th interactions of each

\[\text{Algorithm 1: T-n-Batch algorithm}\]

\begin{verbatim}
Input: Temporal interaction network \( \mathcal{S} = (s_i)_{i=1}^N \)
Output: Batch sequence \( B: B_k = \{s_{k,1}, ..., s_{k,m} \} \)
Initialize all users' last-batch index \( lastU[u] \leftarrow 0, \forall u \in \mathcal{U} \)
Initialize all items' last-batch index \( lastV[v] \leftarrow 0, \forall v \in \mathcal{V} \)
Initialize batches \( B_k \leftarrow \emptyset, \forall k \in [1, N] \)
Initialize non-empty batch count \( C \leftarrow 0 \)
For \( i = 1, 2, ..., N \) do:
  /*Taking interaction \((u_i, v_j, t)\) as an example */
  Extract neighbor node set \( \mathcal{N} \leftarrow \mathcal{N}_{u_i} \cup \mathcal{N}_{v_j} \)
  Find \( idxN \) among the last-batch indexes of all nodes in \( \mathcal{N} \)
  Find the \( i \)-th interaction's batch id \( idx \leftarrow \max( lastU[u_i], lastV[v_j], idxN ) + 1 \)
  Add the \( i \)-th interaction to correct batch \( B_{idx} \leftarrow B_{idx} \cup \{(u_i, v_j, t)\} \)
  Update user \( u_i \)'s last-batch index \( lastU[u_i] \leftarrow idx \)
  Update item \( v_j \)'s last-batch index \( lastV[v_j] \leftarrow idx \)
  Update batch count \( C \leftarrow \max(C, idx) \)
End for
Return \( \{B_1, ..., B_C\} \)
\end{verbatim}
**Algorithm 2**: The training process of MRATE

**Input**: Temporal interaction network $\mathcal{S} = (s_i)_{i=1}^N$, epoch number $R$

**Output**: User and item embeddings after all interactions, fine-tuned MRATE

Initialize MRATE with random network parameters

Get batches by the t-n-Batch algorithm

**For** $e_p = 1, 2, \ldots, R$ **do**:

- Initialize previous user embedding $u_{t \text{prev}}, \forall u \in \mathcal{U}$
- Initialize previous item embedding $v_{t \text{prev}}, \forall v \in \mathcal{V}$

**For** each interaction in the $i$-th batch **do in parallel**:  

/* Taking interaction $(u_i, v_j, t)$ as an example */

- Calculate neighbor based user embedding $h'_{u_i}$
- Calculate neighbor based item embedding $h'_{v_j}$
- Predict item embedding $\hat{v}_{j, t \text{bef}}$ using Equation (15)
- Get ground truth embedding $v_{j, t \text{prev}}$

- Calculate prediction loss $\text{loss} \leftarrow \text{loss} + \| \hat{v}_{j, t \text{bef}} - v_{j, t \text{prev}} \|_2$
- Update user embedding after the current interaction $u_{i, t \text{aft}} \leftarrow \text{RNN}_U(u_{i, t \text{prev}}, v_{j, t \text{prev}}, h'_{u_i}, \Delta u_i)$
- Update item embedding after the current interaction $v_{j, t \text{aft}} \leftarrow \text{RNN}_V(v_{j, t \text{prev}}, u_{i, t \text{prev}}, h'_{v_j}, \Delta v_j)$
- Add user and item embedding drifts to loss $\text{loss} \leftarrow \text{loss} + \lambda_U \| u_{i, t \text{aft}} - u_{i, t \text{prev}} \|_2 + \lambda_I \| v_{j, t \text{aft}} - v_{j, t \text{prev}} \|_2$
- Update previous user embedding $u_{i, t \text{prev}} \leftarrow u_{i, t \text{aft}}$
- Update previous item embedding $v_{j, t \text{prev}} \leftarrow v_{j, t \text{aft}}$

**End for**

Back-propagate loss and update model parameters

**End for**

**Return** $u_{t \text{aft}}, \forall u \in \mathcal{U}, v_{t \text{aft}}, \forall v \in \mathcal{V}$, fine-tuned MRATE

Node need to be assigned to batches $B_k$ and $B_l$, where $k < l$. Therefore, the interaction $(u_i, v_j, t)$ is assigned to the batch with index $\max(\text{last}U[u_i], \text{last}V[v_j], idxN) + 1$.

### 4.4.3 Training Algorithm

The detailed training process for MRATE is shown in Algorithm 2. Based on the t-n-Batch algorithm, the batches that meet the aforementioned requirements are created. Since the outputs of hierarchical multi-relation aware aggregation are a part of the inputs of the paired RNNs, all network parameters are updated by the loss defined in Equation (16) during training.
5 EXPERIMENTS

In this section, we present the experimental datasets, settings, and results to evaluate the proposed method MRATE. The task we used here is predicting which item a user will interact with given all previous interactions. Specifically, given a query with current time $t$ and user $u_i$, we first obtain the predicted embedding $\tilde{v}_{t_{\text{next}}}$ of the next interact item using Equation (15). Then, we calculate the L2 distances between $\tilde{v}_{t_{\text{next}}}$ and the true embeddings of all items, and finally recommend top $K$ items with small L2 distances to $u_i$.

5.1 Datasets

MRATE is evaluated on three public datasets, i.e., Reddit\(^1\), LastFM\(^2\), and Wikipedia\(^2\), all of which consist of a large number of interactions and are widely used for temporal interaction network embedding.

Reddit consists of one month of posts made by users on subreddits. We select 1,000 most active subreddits as items and 10,000 most active users from this dataset to avoid the influence of noise\(^2\)\(^\text{22}\), resulting in 672,447 interactions.

LastFM consists of one month of listening records made by users on the social music platform Last.fm. We select 1,000 most listened songs as items and 1,000 most active users\(^3\), resulting in 1,293,103 interactions.

Wikipedia consists of one month of edits made by users on Wikipedia pages. We select 1,000 most edited pages as items and editors who made at least 5 edits as users\(^2\), resulting in 8,227 users and 157,474 interactions.

5.2 Experimental Settings

MRATE is implemented based on PyTorch software library, and the training and testing are conducted on GPUs. The code is released on GitHub\(^3\). Adam algorithm\(^3\) is used to optimize model parameters, and the initial learning rate is set to 0.001. Through parameter tuning, the dimension of the sequence based embedding is set to 100, the length of sliding window of Doc2Vec is set to 5, the threshold $\mu$ is set to 0.5, the number of attention heads $K$ is set to 3, and the length of sliding window of RNN is set to 1. Other arguments are set by default.

In order to simulate the real situation, all temporal interaction network embedding models are trained by splitting the data by interaction time. Thus, we train all models on the first 80% interactions, validate on the next 10% interactions, and test on the remaining 10% interactions. Note that, the validating and testing processes of MRATE also need to update model parameters. Different from the training process, the parameters are updated whenever an interaction is processed. For a fair comparison, all models in the following experiments are run for 50 epochs and the dimension of dynamic user and item embeddings is set to 120.

Mean reciprocal rank (MRR) and recall@10 are adopted to measure the performance of a temporal interaction network embedding model. MRR is the average of the reciprocal ranks, which can be formulated by Equation (17), and recall@10 is the percentage of the ground truth items ranked in the top 10.

$$\text{MRR} = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{\text{rank}_i} \quad (17)$$

where $M$ denotes the number of samples in the test set, and $\text{rank}$ denotes the rank of the ground truth item.

---

1 http://files.pushshift.io/reddit
2 https://meta.wikimedia.org/wiki/Data_dumps
3 https://github.com/ShansYu/mrate
5.3 Parameter Evaluation

There is a key parameter when mining common interaction relations, i.e., time slot $T$. Here, we investigate how $T$ affects the performance of MRATE. We increase the value of $T$ from 1 day to 7 days with an incremental step of 1 day and record the performance on the validation set.

Figure 4 illustrates the MRRs on different values of $T$ on Reddit dataset. The performance of MRATE first increases along with the increasing value of $T$ and then decreases. It suggests that a larger value of $T$ can maintain more effective information for mining common interaction relations. But when $T$ is too large, it would introduce noise and show worse performance. Thus, we set $T$ to 3 days, which is fixed in the following experiments.

5.4 Ablation Experiments

MRATE mines the relations of three types between nodes from historical interactions. To investigate the effectiveness of each relation type and the components of MRATE, we compare MRATE with the following variants:

**MRATE-w/o-his**: MRATE-w/o-his only uses common interaction relations and interaction sequence similarity relations to construct local relation graphs, and the rest is consistent with MRATE.

**MRATE-w/o-com**: MRATE-w/o-com is similar with MRATE-w/o-his, but only uses historical interaction relations and interaction sequence similarity relations.

**MRATE-w/o-seq**: MRATE-w/o-seq is similar with MRATE-w/o-his, but only uses historical interaction relations and common interaction relations.

**MRATE-w/o-att**: MRATE-w/o-att removes hierarchical multi-relation aware aggregation from MRATE, which assigns the same weights to all neighbor nodes for neighbor information aggregation. Its other components are the same as MRATE.

**MRATE-w/o-pro**: MRATE-w/o-pro only uses paired RNNs to update the embeddings of interacting users and items, which ignores neighbor information.

For fairness, all variants are well-tuned and follow the same experimental settings as MRATE. The results of these methods are shown in Table 2, from which we can discern the following tendencies:

1) MRATE outperforms all variants on three datasets, which indicates that the relations of multiple types, hierarchical multi-relation aware aggregation, and neighbor information used in MRATE can improve the performance of temporal interaction network embedding.
### Table 2: The performance of MRATE and variants

|               | Reddit MRR | Reddit Recall@10 | LastFM MRR | LastFM Recall@10 | Wikipedia MRR | Wikipedia Recall@10 |
|---------------|------------|-----------------|------------|-----------------|--------------|-------------------|
| MRATE-w/o-his | 0.672      | 0.749           | 0.172      | 0.264           | 0.692        | 0.735             |
| MRATE-w/o-com | 0.617      | 0.728           | 0.159      | 0.258           | 0.638        | 0.674             |
| MRATE-w/o-seq | 0.695      | 0.803           | 0.183      | 0.279           | 0.718        | 0.782             |
| MRATE-w/o-att | 0.648      | 0.782           | 0.159      | 0.243           | 0.621        | 0.753             |
| MRATE-w/o-pro | 0.542      | 0.688           | 0.125      | 0.226           | 0.539        | 0.596             |
| MRATE        | **0.723**  | **0.821**       | **0.189**  | **0.297**       | **0.748**    | **0.792**         |

2) The performance of MRATE-w/o-pro and MRATE-w/o-att is obviously worse than MRATE, which demonstrates the effectiveness of considering neighbor information. In addition, using hierarchical multi-relation aware aggregation can capture the significances of different neighbor nodes and achieve better performance.

3) The impacts of three relation types can be ranked as follows: common interaction relations > historical interaction relations > interaction sequence similarity relations. The reason might be that common interaction relations model the interaction behaviors of users and items, which directly reflects the similarity of two nodes’ properties. Interaction sequence similarity relations have the least impact on temporal interaction network embedding. It might be because all interactions of two nodes are used to calculate the interaction sequence similarity between them, which cannot capture the short-term similarity and is not accurate enough.

#### 5.5 Comparison with the State-of-the-Art Methods

To show the competitive performance of MRATE, we compare it with the state-of-the-art methods.

**Time-LSTM:** Time-LSTM [16] equips a LSTM with time gates to model time intervals in users’ interaction sequences. Since Time-LSTM-3 cell performs best in the original paper, we use it to obtain the embeddings of users and items. Note that, we use the one-hot vectors of items as inputs.

**RRN:** RRN [17] adopts two LSTMs to model the dynamics of users and items, and the inputs of them are the one-hot vectors of items and users, respectively.

**CDTNE:** CDTNE [20] first constructs a graph based on historical interactions, in which a node denotes a user or an item, an edge indicates an interaction between two connected nodes, and the edge attribute is the interaction time. Random walks that obey interaction time are utilized to obtain node sequences and then node embeddings are obtained by the skip-gram model.

**JODIE:** JODIE [22] employs paired RNNs to update the embeddings of the interacting user and item when an interaction occurs. In addition to using the interaction data, this method also takes interaction features into consideration, e.g., the post text and the edit text. To ensure fairness, we use this method as a baseline without considering interaction features.

**DGNN:** DGNN [25] takes neighbor information into account. In addition to updating the embeddings of interacting nodes by two RNNs, this method also uses other two RNNs to update the embeddings of neighbor nodes, which have historical interaction relations with interacting nodes.

For fairness, all the above methods follow the same experimental settings as MRATE and the parameters of these methods are optimized.

The performance of these methods is shown in Table 3, and the following tendencies can be discerned:
Table 3: The performance of MRATE and the state-of-the-art methods

| Method      | Reddit MRR | Reddit Recall@10 | LastFM MRR | LastFM Recall@10 | Wikipedia MRR | Wikipedia Recall@10 |
|-------------|------------|-------------------|------------|------------------|---------------|---------------------|
| Time-LSTM   | 0.375      | 0.553             | 0.062      | 0.129            | 0.235         | 0.328               |
| RRN         | 0.453      | 0.607             | 0.086      | 0.178            | 0.412         | 0.587               |
| CTDNE       | 0.165      | 0.254             | 0.015      | 0.027            | 0.039         | 0.072               |
| JODIE       | 0.542      | 0.688             | 0.125      | 0.226            | 0.566         | 0.632               |
| DGNN        | 0.614      | 0.732             | 0.178      | 0.267            | 0.725         | 0.732               |
| MRATE       | 0.723      | 0.821             | 0.189      | 0.297            | 0.748         | 0.792               |

1) On three datasets, MRATE outperforms all compared methods. It demonstrates that constructing local relation graphs by defining three relation types can discover implicit relations between nodes and employing hierarchical multi-relation aware aggregation can fully utilize the relations.

2) Time-LSTM and RRN both perform worse than JODIE. The reason might be that using the dynamic embeddings instead of the static embeddings of items as the inputs of RNNs or LSTMs to update user embeddings can capture the current states of items and obtain more effective user embeddings. In addition, RRN has better performance than Time-LSTM. It might be because RRN updates not only user embeddings but also item embeddings by two LSTMs.

3) CTDNE performs the worst among all methods. The reason might be that CTDNE constructs a static graph and cannot effectively model the dynamics of users and items.

4) DGNN performs better than JODIE. The reason might be that DGNN takes neighbor information into consideration. Four RNNs are used to update the embeddings of interacting nodes and neighbor nodes, which can model the propagation of interaction impacts and obtain effective user and item embeddings.

6 CONCLUSIONS AND FUTURE WORK

In this paper, a multi-relation aware temporal interaction network embedding method (MRATE) is proposed. When an interaction occurs, MRATE first mines the relations of three types, i.e., historical interaction relations, common interaction relations, and interaction sequence similarity relations, to construct the local relation graphs of interacting nodes. Then, hierarchical multi-relation aware aggregation is introduced to obtain the neighbor based embeddings of interacting nodes. Finally, two RNNs are utilized to update the embeddings of the interacting user and item. We evaluate MRATE on three public datasets and the experimental results justify the advantage of this method.

In the future, we will extend our work in the following directions. First, we will mine more implicit relation types to obtain richer information from historical interactions. Second, we will introduce edge graphs to model the relations between edges and make full use of them.

ACKNOWLEDGEMENTS

This work is supported by the National Key Research and Development Program of China (No. 2018YFB0505000) and the Fundamental Research Funds for the Central Universities (No. 2020QNA5017).

REFERENCES

[1] Dietmar Jannach and Malte Ludewig. 2017. When recurrent neural networks meet the neighborhood for session-based recommendation. In Proceedings of the 11th ACM Conference on Recommender Systems. ACM, 306-310.

[2] Tharindu R Liyanagunawardena, Andrew Alexandar Adams, and Shirley Williams. 2013. Moocs: A systematic study of the published
literature 2008-2012. International Review of Research in Open and Distributed Learning 14, 3 (2013), 202-227.

[3] Takashi Iba, Keichi Nemoto, Bernd Peters, and Peter A Gloor. 2010. Analyzing the creative editing behavior of wikipedia editors: Through dynamic social network analysis. Procedia Social and Behavioral Sciences 2, 4 (2010), 6441-6456.

[4] Srijan Kumar, William L Hamilton, Jure Leskovec, and Dan Jurafsky. 2018. Community interaction and conflict on the web. In Proceedings of the 27th International Conference on World Wide Web. ACM, 933-943.

[5] Alex Beutel, Paul Covington, Sagar Jain, Gan Xu, Jia Li, Vince Gatto, and Ed H Chi. 2018. Latent cross: Making use of context in recurrent recommender systems. In Proceedings of the 11th ACM International Conference on Web Search and Data Mining. ACM, 46-54.

[6] Yi Ouyang, Bin Guo, Xing Tang, Xiuqiang He, Jian Xiong, and Zhiwen Yu. 2021. Mobile app cross-domain recommendation with multi-graph neural network. ACM Transactions on Knowledge Discovery from Data 15, 4 (2021), 1-21.

[7] Farajtabar, Yichen Wang, Manuel Gomez Rodriguez, Shuang Li, Hongyuan Zha, and Le Song. 2017. COEVOOLVE: A joint point process model for information diffusion and network evolution. Journal of Machine Learning Research 18, 1 (2017), 1-49.

[8] Palash Goyal and Emilio Ferrara. 2018. Graph embedding techniques, applications, and performance: A survey. Knowledge Based Systems 151, 6 (2018), 78-94.

[9] Yungang Ji, Mingyang Yin, Hongxia Yang, Jingren Zhou, Vincent W. Zheng, Chuan Shi, and Yuan Fang. 2020. Accelerating large-scale heterogeneous interaction graph embedding learning via importance sampling. ACM Transactions on Knowledge Discovery from Data 15, 1 (2020), 1-23.

[10] Chen Gao, Yong Li, Fuli Feng, Xianglei Chen, Kai Zhao, Xiangnan He, and Depeng Jin. 2021. Cross-domain recommendation with bridge-item embeddings. ACM Transactions on Knowledge Discovery from Data 16, 1 (2021), 1-23.

[11] Yehuda Koren. 2009. Collaborative filtering with temporal dynamics. In Proceedings of the 15th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 447-456.

[12] Lina Yao, Quan Z Sheng, Xianzhi Wang, Wei Emma Zhang, and Yongrui Qin. 2018. Collaborative location recommendation by integrating multi-dimensional contextual information. ACM Transactions on Internet Technology 18, 3 (2018), 1-24.

[13] Preei Bhargava, Thomas Pham, Jiayu Zhou, and Jia Guo. 2015. Who, what, when, and where: Multi-dimensional collaborative recommendations using tensor factorization on sparse user-generated data. In Proceedings of the 24th International Conference on World Wide Web. ACM, 130-140.

[14] Tim Donkers, Benedikt Loepp, and Jurgen Ziegler. 2017. Sequential user-based recurrent neural network recommendations. In Proceedings of the 11th ACM Conference on Recommender Systems. ACM, 152-160.

[15] Zhi Li, Hongke Zhao, Qi Liu, Zhenya Huang, Tao Mei, and Enhong Chen. 2018. Learning from history and present: Next-item recommendation via discriminatively exploiting user behaviors. In Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 1734-1743.

[16] Yu Zhu, Hao Li, Yikang Liao, Weidong Wang, Ziyu Guan, Haifeng Liu, and Deng Cai. 2017. What to do next: Modeling user behaviors by time-LSTM. In Proceedings of the 31st AAAI International Conference on Artificial Intelligence. AAAI, 3662-3668.

[17] Chaoyuan Wu, Amr Ahmed, Alex Beutel, Alexander J Smola, and How Jing. 2017. Recurrent recommender networks. In Proceedings of the 10th ACM International Conference on Web Search and Data Mining. ACM, 495-503.

[18] Min Xie, Hongzhi Yin, Hao Wang, Fanjiang Xu, Weitong Chen, and Sen Wang. 2016. Learning graph-based POI embedding for location-based recommendation. In Proceedings of the 25th ACM International on Conference on Information and Knowledge Management. ACM, 15-24.

[19] Dingyi Yang, Binqing Qu, Jie Yang, and Philippe Cudremauroux. 2019. Revisiting user mobility and social relationships in LBSNs: A hypergraph embedding approach. In Proceedings of the 28th International Conference on World Wide Web. ACM, 2147-2157.

[20] Giang Hoang Nguyen, John Boaz Lee, Ryan A Rossi, Nesreen K Ahmed, Eunyee Koh, and Sungchul Kim. 2018. Continuous-time dynamic network embeddings. In Proceedings of the 27th International Conference on World Wide Web. ACM, 969-976.

[21] Rakshit Trivedi, Mehrdad Farajtabar, Prasenjeet Biswal, and Hongyuan Zha. 2019. DyREP: Learning representations over dynamic graphs. In Proceedings of the 7th International Conference on Learning Representations. 1-25.

[22] Srijan Kumar, Xikun Zhang, and Jure Leskovec. 2019. Predicting dynamic embedding trajectory in temporal interaction networks. In Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 1269-1278.

[23] Yuan Zuo, Guannan Liu, Hao Lin, Jia Guo, Xiaojian Hu, and Junjie Wu. 2018. Embedding temporal network via neighborhood formation. In Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 2857-2866.

[24] Yuanlu Lu, Xiao Wang, Chuan Shi, Philip S Yu, and Yanfang Ye. 2019. Temporal network embedding with micro-and macro-dynamics. In Proceedings of the 28th ACM International on Conference on Information and Knowledge Management. ACM, 469-478.

[25] Yao Ma, Ziyi Guo, Zhaochun Ren, Eric Zhao, Jiliang Tang, and Dawei Yin. 2018. Streaming graph neural networks. arXiv preprint arXiv:1810.10627 (2018).

[26] Yehuda Koren. 2008. Factorization meets the neighborhood: A multifaceted collaborative filtering model. In Proceedings of the 14th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 426-434.

[27] Bo Lin, Wei Luo, Zhiling Luo, Bo Wang, Shuiguang Deng, Jianwei Yin, and Mengchu Zhou. 2020. Bradykinesia recognition in Parkinson’s disease via single RGB video. ACM Transactions on Knowledge Discovery from Data 14, 2 (2020), 1-19.

[28] Jin Zhang, Fuxiang Wu, Bo Wei, Qieshi Zhang, Hui Huang, Syed W. Shah, and Jun Cheng. 2020. Data augmentation and dense-LSTM for human activity recognition using WiFi signal. IEEE Internet of Things Journal 8, 6 (2020), 4629-4641.
[29] Chenglin Li, Carrie Lu Tong, Di Niu, Bei Jiang, Xiao Zuo, Lei Cheng, Jian Xiong, and Jianming Yang. 2021. Similarity embedding networks for robust human activity recognition. ACM Transactions on Knowledge Discovery from Data 15, 6 (2021), 1-17.

[30] Bowen Du, Hao Peng, Senzhang Wang, Md Zakirul Alam Bhuiyan, Lihong Wang, Qiran Gong, Lin Liu, and Jing Li. 2019. Deep irregular convolutional residual LSTM for urban traffic passenger flows prediction. IEEE Transactions on Intelligent Transportation Systems 21, 3 (2019), 972-985.

[31] Tianzi Zang, Yanmin Zhu, Yanan Xu, and Jiadi Yu. 2021. Jointly modeling spatio-temporal dependencies and daily flow correlations for crowd flow prediction. ACM Transactions on Knowledge Discovery from Data 15, 4 (2021), 1-20.

[32] Pengjie Ren, Zhumin Chen, Jing Li, Zhaochun Ren, Jun Ma, and Maarten De Rijke. 2019. RepeatNet: A repeat aware neural recommendation machine for session-based recommendation. In Proceedings of the 33rd AAAI Conference on Artificial Intelligence. AAAI, 4806-4813.

[33] Greg Linden, Brent R Smith, and Jeremy C York. 2003. Amazon.com recommendations: Item-to-item collaborative filtering. IEEE Internet Computing 7, 1 (2003), 76-80.

[34] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeffrey Dean. 2013. Distributed representations of words and phrases and their compositionality. In Proceedings of the 27th International Conference on Neural Information Processing Systems. ACM, 3111-3119.

[35] Tomas Mikolov, Kai Chen, Greg S Corrado, and Jeffrey Dean. 2013. Efficient estimation of word representations in vector space. In Proceedings of the 1st International Conference on Learning Representations.

[36] Petar Velickovic, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro Lio, and Yoshua Bengio. 2018. Graph attention networks. In Proceedings of the 6th International Conference on Learning Representations.

[37] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz Kaiser, and Illia Polosukhin. 2017. Attention is all you need. In Proceedings of the 31st International Conference on Neural Information Processing Systems. ACM, 5998-6008.

[38] Balazs Hidasi and Domonkos Tikk. 2012. Fast ALS-based tensor factorization for context-aware recommendation from implicit feedback. In Proceedings of the 23rd European Conference on Machine Learning. Springer, 67-82.

[39] Diederik P Kingma and Jimmy Ba. 2015. Adam: A method for stochastic optimization. In Proceedings of the 29th International Conference on Neural Information Processing Systems. ACM, 1-15.