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Abstract

Distributed optimization for resource allocation problems is investigated and a sub-optimal continuous-time algorithm is proposed. Our algorithm has lower order dynamics than others to reduce burdens of computation and communication, and is applicable to weight-balanced graphs. Moreover, it can deal with both local set constraints and coupled inequality constraints, and remove the requirement of twice differentiability of the cost function in comparison with the existing sub-optimal algorithm. However, this algorithm is not easy to be analyzed since it involves singular perturbation type dynamics with projected non-differentiable right-hand side. We overcome the encountered difficulties and obtain results including the existence of an equilibrium, the sub-optimality, and the convergence of the algorithm.
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1 Introduction

Recently, distributed multi-agent resource allocation optimization has received much attention from various fields such as control and optimization (Xiao & Boyd 2006, Lakshmanan & De Farias 2008, Nedić et al. 2018, Yuan et al. 2018, Zhu et al. 2019, Xu et al. 2019), communication (Halabian 2019), management (Bandi et al. 2018), and power system (Yang et al. 2017). Many continuous-time algorithms have been developed to solve these problems. For a brief review, a Laplacian-gradient dynamics has been presented in (Cherukuri & Cortés 2015), while initialization-free algorithms have been introduced in (Cherukuri & Cortés 2016, Yi et al. 2016, Yun et al. 2019). In particular, algorithms given in (Cherukuri & Cortés 2016, Yi et al. 2016) are based on primal-dual gradient flows, while the algorithm introduced in (Yun et al. 2019) is based on dual gradient. In addition, a distributed algorithm dealing with coupled inequality constraints has been proposed in (Liang et al. 2018a) via a modified Lagrangian function.

Network topology is an essential part in distributed algorithm design and analysis. Many distributed algorithms for resource allocation problems rely on undirected graphs, such as (Xiao & Boyd 2006, Lakshmanan & De Farias 2008, Yi et al. 2016, Liang et al. 2018a, Yun et al. 2019). It is well-known that balanced digraphs are less restrictive and more general than undirected graphs. A few works such as (Cherukuri & Cortés 2016, Kia 2017, Deng et al. 2018) have considered weight-balanced graphs for resource allocation problems, but their methods need additional computation for the spectral information of the Laplacians.

Sub-optimal solution is sometimes preferable because it may simplify algorithm design and reduce the cost of computation. For example, (Johansson et al. 2008) has developed a simple distributed algorithm to solve an optimal consensus problem and obtained an sub-optimal
solution. How can the sub-optimal concept further serve distributed optimization? It is known that distributed algorithms get involved with networks for information sharing, where local “uncoordinated” flows must be compensated for the desired optimality. It becomes much difficult for directed graphs, because an unidirectional flow can only be compensated by others in the network. With these observations, (Liang et al. 2018b) has presented a simple distributed algorithm for a special resource allocation problem via singular perturbation, which reduces computation and communication burdens and obtains a sub-optimal solution.

In this paper, we propose a projected singular perturbation dynamics for resource allocation problems with local set constraints and coupled inequality constraints. Although the idea originates from (Liang et al. 2018b), the previous analysis is not applicable to our new algorithm. One reason is that singular perturbation analysis provides first few terms in the Taylor expansion of the trajectory, which requires at least continuous differentiability on the right-hand side of the differential equation (Kokotovic et al. 1999). However, due to the presence of projection in both fast and slow dynamics, the differentiability does not hold. In fact, it is even difficult to ascertain the existence of an equilibrium and its stability and optimality. To overcome these, we employ theories from linear complementarity problems and variational inequalities, and treat the primal and dual parts as two interacted static systems: the former is a perturbed variational inequality problem and the latter is a perturbed complementarity problem. The main contributions of this work are summarized as follows.

1) A distributed singular perturbation type dynamics is developed to solve resource allocation problems with local set constraints and coupled inequality constraints over weight-balanced graphs, whereas (Liang et al. 2018b) deals with a special problem with coupled equality constraints only.

2) New analysis methods for the equilibrium, sub-optimality and convergence are provided, which deal with a challenging problem involving singular perturbation dynamics with non-differentiable right-hand side. In addition, the assumption on the twice continuous differentiability of the cost function is relaxed.

3) Our algorithm uses local primal and dual variables without any auxiliary variable. Therefore, it has lower order dynamics than those in (Cherukuri & Cortés 2016, Kia 2017, Deng et al. 2018), and reduces the computation and communication burden.

2 Preliminaries

In this section, we give the basic notations and introduce preliminary knowledge about convex analysis, variational inequalities, and graph theory.
of vertices, $G$ is said to be weight-balanced if for every $i \in V$, $\sum_{j=1}^{N} a_{ij} = \sum_{j=1}^{N} a_{ji} = d_i$. The Laplacian matrix of the weight-balanced $G$ is $L = D - A$, where $D = \text{diag}(d_1, \ldots, d_N) \in \mathbb{R}^{N \times N}$. If $G$ is strongly connected and weight-balanced, then $L + L^T$ is positive semidefinite and 0 is its simple eigenvalue.

## 3 Formulation and algorithm

In this section, we formulate the distributed resource allocation problem and present our distributed algorithm.

### 3.1 Problem formulation

Consider a multi-agent network with graph $G = \{V, E, A\}$. For each $i \in V$, the $i$th agent has a decision variable $x_i$ in a local feasible set $\Omega_i \subset \mathbb{R}^{n_i}$. Also, it has a cost function $f_i : \Omega_i \rightarrow \mathbb{R}$ and a resource map $g_i : \Omega_i \rightarrow \mathbb{R}^{p}$. Define

$$x \triangleq \text{col}(x_1, x_2, \ldots, x_N), \quad \Omega \triangleq \Omega_1 \times \Omega_2 \times \cdots \times \Omega_N,$$

and the total cost function and resource map

$$f(x) \triangleq f_1(x_1) + f_2(x_2) + \cdots + f_N(x_N),$$

$$g(x) \triangleq g_1(x_1) + g_2(x_2) + \cdots + g_N(x_N).$$

Then the resource allocation problem with coupled inequality constraints can be formulated as

$$\min_{x \in \Omega} f(x), \quad \text{s.t.} \quad g(x) \leq 0.$$  \hspace{1cm} (4)

Our goal is to design a distributed algorithm for problem (4) and find some sub-optimal solution. Of course, the design of sub-optimal algorithms should be simpler than those for optimal solutions. We introduce Assumption 1 for the considered distributed optimization problem.

### Assumption 1

- (Objective function) For each $i \in V$, $f_i$ is $\mu_f$-strongly convex over $\Omega_i$ for some constant $\mu_f > 0$, and $\nabla f_i$ is $\kappa_f$-Lipschitz continuous over $\Omega_i$ for some $\kappa_f > 0$.
- (Constraint set and function) For each $i \in V$, $\Omega_i$ is closed and convex, and $g_i$ is convex and $\kappa_g$-Lipschitz continuous over $\Omega_i$ for some constant $\kappa_g > 0$. Also, $\nabla g_i$ is locally Lipschitz continuous over $\Omega_i$.
- (Slater’s constraint qualification) There exists a vector $\bar{x}$ that belongs to the relative interior of $\Omega$ and satisfies $g(\bar{x}) < 0$.
- (Network topology) Graph $G$ is strongly connected and weight-balanced.

The convexity of the cost and constraint functions ensures that (4) is a convex optimization problem. The smoothness enables the use of gradient and the constraint qualification ensures first-order necessary conditions. These assumptions are basic and widely used for constrained convex optimizations (Luenberger & Ye 2016). The strong connectivity and weight-balance of the network are the same as those in (Cherukuri & Cortés 2016, Kia 2017, Liang et al. 2018b, Deng et al. 2018).

### 3.2 Distributed algorithm

Our algorithm for problem (4) is given as follows.

**Algorithm 1** (for each $i \in V$)

**Initialization:**

$$x_i(0) \in \Omega_i, \quad \lambda_i(0) \in \mathbb{R}_+^{p}.$$

**Update flows:**

$$\dot{x}_i = P_{\Omega_i}(x_i - \nabla f_i(x_i) - \nabla g_i(x_i)\lambda_i) - x_i$$

$$\varepsilon \dot{\lambda}_i = \max \{ -\varepsilon \lambda_i, \varepsilon g_i(x_i) - \sum_{j \in N_i} a_{ij}(\lambda_i - \lambda_j) \}$$

where $\varepsilon > 0$ is a small tunable parameter.

Algorithm 1 is distributed since the update flows of the $i$th agent need only $x_i$, $\lambda_i$, $\nabla f_i(x_i)$, $\nabla g_i(x_i)$ and the neighbors’ $\lambda_j$. The compact form of (5) can be written as

$$\begin{cases}
\dot{x} = P_{\Omega}(x - \nabla f(x) - v(x, \lambda)) - x \\
\varepsilon \dot{\lambda} = P_{\mathbb{R}_+^{p}}(\varepsilon \lambda + \varepsilon u(x) - L\lambda) - \varepsilon \lambda
\end{cases}$$  \hspace{1cm} (6)

where $\lambda \triangleq \text{col}(\lambda_1, \ldots, \lambda_N)$, $u(x) \triangleq \text{col}(g_1(x_1), \ldots, g_N(x_N))$, $v(x, \lambda) \triangleq \text{col}(\nabla g_1(x_1)\lambda_1, \ldots, \nabla g_N(x_N)\lambda_N)$, $L \triangleq L \otimes I_p$, and $L$ is the Laplacian matrix.

**Remark 1** The sub-optimal algorithm given in (Liang et al. 2018b) for coupled equality constraints is

$$\begin{cases}
\dot{x} = -\nabla f(x) - v(x, \lambda) \\
\varepsilon \dot{\lambda} = \varepsilon u(x) - L\lambda
\end{cases}$$

Our dynamics (6) uses projections to deal with local set constraints and coupled inequalities constraints. Since the projections are not differentiable, some technical difficulties occur in singular perturbation analysis.

**Remark 2** Alternative update flows over undirected graphs, referring to (Yi et al. 2016), can be used as follows.

$$\begin{cases}
\dot{x} = P_{\Omega}(x - \nabla f(x) - v(x, \lambda)) - x \\
\dot{\lambda} = P_{\mathbb{R}_+^{p}}(\lambda + u(x) - L\lambda - Lv) - \lambda \\
\dot{v} = L\lambda
\end{cases}$$  \hspace{1cm} (7)
Compared with (7), dynamics (6) does not employ the auxiliary variable \( v \) so that the computation and communication are simplified.

4 Algorithm analysis

In this section, we analyze the existence of an equilibrium, the sub-optimality, and the convergence.

4.1 Existence

An equilibrium \((x, \lambda)\) of Algorithm 1 is a solution to

\[
\begin{align*}
0 &= P_{\Omega}(x - \nabla f(x) - v(x, \lambda)) - x \quad (8a) \\
0 &= P_{\mathbb{R}_+^N}(\varepsilon \lambda + \varepsilon u(x) - L\lambda) - \varepsilon \lambda \quad (8b)
\end{align*}
\]

which involves projections and nonlinear maps. To show the existence, we first consider the following auxiliary equations

\[
\begin{align*}
0 &= P_{\mathcal{X}}(x - \nabla f(x) - v(x, \lambda)) - x \quad (9a) \\
0 &= P_{\mathbb{R}_+^N}(\varepsilon \lambda + \varepsilon u(x) - L\lambda) - \varepsilon \lambda \quad (9b)
\end{align*}
\]

where

\[
\mathcal{X} \triangleq \{ x \in \Omega \mid g(x) \leq 0 \}. 
\]

By (3), \( x \) satisfies (9a) if and only if it is a solution to \( \text{VI}(\mathcal{X}, \nabla f(\cdot) + v(\cdot, \lambda)) \), regarding \( \lambda \) as an external input. Also, \( \lambda \) is a solution to (9b) if and only if it is a solution to the generalized equation

\[
0 \in \varepsilon u(x) - L\lambda + N_{\mathbb{R}_+^N}(\varepsilon \lambda) = \varepsilon u(x) - L\lambda + N_{\mathbb{R}_+^N}(\lambda),
\]

which is also equivalent to LCP\((-\varepsilon u(x), L)\), regarding \( x \) as an external input. In this way, we can interpret (9) as two interacted static subsystems: One is VI, whose input is \( \lambda \) and output is

\[
x \in \text{SOL}(\mathcal{X}, \nabla f(\cdot) + v(\cdot, \lambda)) \triangleq G_1(\lambda).
\]

The other one is LCP, whose input is \( x \) and output is

\[
\lambda \in \text{SOL}\(-\varepsilon u(x), L) \triangleq G_2(x).
\]

The structure between \( G_1 \) and \( G_2 \) is shown in Fig. 1.

Consequently, \((x, \lambda)\) is a solution to (9) if \( x \in G_1(\lambda) \) and \( \lambda \in G_2(x) \), which leads to fixed-point equations

\[
x \in G_1(G_2(x)) \quad \text{and} \quad \lambda \in G_2(G_1(\lambda)). 
\]

Note that \( G_1 \) and \( G_2 \) depend on data of the optimization problem, and \( G_2 \) also depends on the parameter \( \varepsilon \).

**Lemma 1** Under Assumption 1, \( G_1(\lambda) \) is nonempty and contains only one element for any \( \lambda \geq 0 \). Moreover,

\[
\| G_1(\lambda') - G_1(\lambda) \| \leq \frac{\kappa_2}{\mu_f} \| \lambda' - \lambda \|, \quad \forall \lambda', \lambda \geq 0.
\]

**Proof.** The map \( v(\cdot, \lambda) \) with \( \lambda \geq 0 \) is monotone, since

\[
(x' - x)^T (v(x', \lambda) - v(x, \lambda)) = \sum_{i=1}^{N} (x'_i - x_i)^T (\nabla g_i(x') - \nabla g_i(x)) \lambda_i \geq 0.
\]

Thus, \( \nabla f(\cdot) + v(\cdot, \lambda) \) is \( \mu_f \)-strongly monotone. As a result, there exists a unique solution to \( \text{VI}(\mathcal{X}, \nabla f(\cdot) + v(\cdot, \lambda)) \), i.e., \( G_1(\lambda) \) is a single-valued map.

Let \( x' = G_1(\lambda') \) and \( x = G_1(\lambda) \) for any \( \lambda', \lambda \geq 0 \). By the definition of variational inequality,

\[
(x' - x)^T (\nabla f(x) + v(x, \lambda)) \geq 0,
\]

\[
(x - x')^T (\nabla f(x') + v(x', \lambda')) \geq 0.
\]

Therefore,

\[
(x' - x)^T (\nabla f(x') + v(x', \lambda') - \nabla f(x) - v(x, \lambda)) \leq 0.
\]

By the strongly convexity of \( \nabla f(\cdot) + v(\cdot, \lambda) \),

\[
\mu_f \| x' - x \|^2 \leq (x' - x)^T (v(x', \lambda) - v(x', \lambda')) \leq \kappa_g \| x' - x \| \cdot \| \lambda' - \lambda \|.
\]

This completes the proof. \( \square \)

**Lemma 2** Under Assumption 1, the following statements hold:

1) \( G_2(x) \) is nonempty for any \( x \in \mathcal{X} \).
2) \( G_2 \) has a unique single-valued continuous selection \( G_2^* \). That is, \( G_2^* \) is a continuous map and \( G_2^*(x) \in G_2(x) \) for any \( x \in \mathcal{X} \).
3) There is a constant \( \kappa_L > 0 \) such that

\[
\| G_2^*(x') - G_2^*(x) \| \leq \varepsilon \kappa_g \kappa_L \| x' - x \|, \quad \forall x', x \in \mathcal{X}.
\]
Proof. Consider LCP($-u, L$), where $L$ is the Laplacian matrix. A point $z \in \text{SOL}(-u, L)$ if and only if
\begin{align*}
z \geq 0 \\
Lz - u \geq 0 \\
z^T(Lz - u) = 0
\end{align*}

LCP($-u, L$) is said to be feasible if there exists a point $z \in \mathbb{R}^N$ satisfying (12a) and (12b), not necessarily satisfying (12c). It follows from (Cottle, Pang & Stone 2009, Theorem 3.1.2) that SOL($-u, L$) is nonempty if and only if LCP($-u, L$) is feasible.

Since $L$ has rank $N - 1$ and $1^T L = 0^T$, LCP($-u, L$) is feasible if and only if $u \in U \triangleq \{ u \in \mathbb{R}^N | 1^T u \leq 0 \}$. Therefore, $S(u) \triangleq \text{SOL}(-u, L)$ is nonempty for $u \in U$, which implies statement 1).

Let $z', z \in S(u)$. Then
\begin{align*}
(z' - z)^T(Lz - u) &\geq 0 \\
(z - z')^T(Lz' - u) &\geq 0,
\end{align*}

which implies
\[(z - z')^T L(z - z') = \frac{1}{2}(z - z')^T(L + L^T)(z - z') \leq 0.\]

Since $L + L^T$ is positive semidefinite, $(L + L^T)(z - z') = 0$, which implies $z' = z + 1s$ for some $s \in \mathbb{R}$. Also, it follows from (12c) that $s1^T u = 0$. Thus, $S(u)$ is a singleton for $u \in U^\circ \triangleq \{ u \in U | 1^T u < 0 \}$, and there is a unique selection map $S^u(u) \in S(u)$ for $u \in U^\circ$. By (Cottle et al. 2009, Theorem 7.2.1), there exists a constant $\kappa_L > 0$ depending on $L$ such that for any $u', u \in U$,
\[S(u') \subseteq S(u) + \kappa_L \|u' - u\| \mathbb{B}.\]

Therefore, $S^u$ is $\kappa_L$-Lipschitz continuous over $U^\circ$ and can be extended to $U$ by taking the limit
\[S^u(\bar{u}) = \lim_{u \to \bar{u}, u \in U^\circ} S^u(u), \quad \forall \bar{u} \in U.\]
Thus, statements 2) and 3) hold.

With Lemmas 1 and 2, we present the following theorem.

Theorem 1 Under Assumption 1, for any $\varepsilon \in (0, \varepsilon^*)$ with $\varepsilon^* \triangleq \frac{\mu_f}{\kappa_g \kappa_L}$, there exists an equilibrium $(x^*_\varepsilon, \lambda^*_\varepsilon)$.

Proof. Since $\varepsilon < \varepsilon^*$, there holds a small gain condition
\[\frac{\kappa_g}{\mu_f} \cdot \varepsilon \kappa_g \kappa_L < 1.\]

Then $G_1(G_2^\varepsilon(\cdot))$ is a contraction map from $\mathcal{X}$ to $\mathcal{X}$ and $G_2^\varepsilon(G_1(\cdot))$ is a contraction map from $\mathbb{R}^N_+$ to $\mathbb{R}^N_+$. Thus, there exists $(x^*_\varepsilon, \lambda^*_\varepsilon) \in \mathcal{X} \times \mathbb{R}^N_+$ as a solution to (9).

Next, we construct a solution to (8). Define
\[f^1(x, \lambda) \triangleq \sum_{i=1}^N f_i(x_i) + \lambda^T g_i(x_i).\]

Then $\nabla_x f^1(x, \lambda) = \nabla f(x) + v(x, \lambda)$. By (9), $x^*_\varepsilon$ is the optimal solution to
\[\min_{x \in \Omega} f^1(x, \lambda^*_\varepsilon), \quad \text{s.t.} \quad g(x) \leq 0.\]

Since the Slater’s constraint qualification holds, it follows from Karush-Kuhn-Tucker conditions that there exists a multiplier $\lambda^\varepsilon \in \mathbb{R}^p$ with $\lambda^\varepsilon \triangleq \text{col}(\lambda^1, \ldots, \lambda^l)$ such that
\begin{align*}
0 &\in \nabla f(x^*_\varepsilon) + v(x^*_\varepsilon, \lambda^*_\varepsilon) + \sum_{i=1}^l N_{\Omega}(x^*_\varepsilon) \quad (13a) \\
0 &\leq \lambda^\varepsilon \perp -g(x^*_\varepsilon) \geq 0. \quad (13b)
\end{align*}

Let $(x^*_\varepsilon, \lambda^*_\varepsilon) \triangleq (x^1, \lambda^1 + \lambda^\varepsilon)$). It follows from (13a) that $(x^*_\varepsilon, \lambda^*_\varepsilon)$ renders (8a). Also, it follows from (9b) and (13b) that $(x^*_\varepsilon, \lambda^*_\varepsilon)$ renders (8b). In other words, $(x^*_\varepsilon, \lambda^*_\varepsilon)$ is an equilibrium satisfying (8). This completes the proof.

Remark 3 We first give a solution to (9) and then a solution to (8), by repeatedly taking advantage of variational inequalities. The method is totally different from that given in (Liang et al. 2018b). In addition, $x^*_\varepsilon \in \mathcal{X}$ indicates that the solution satisfies the local and coupled constraints in problem (4).

4.2 Sub-optimality

The sub-optimality of Algorithm 1 is as follows.

Theorem 2 Let $\tilde{\varepsilon}^* \triangleq \frac{\varepsilon^*}{2} = \frac{\kappa_g}{\kappa_g \kappa_L}$ and $K \triangleq \frac{2\kappa_g \kappa_L \|u(x^\varepsilon)\|}{\mu_f}$. Then for any $\varepsilon \in (0, \tilde{\varepsilon}^*)$, there holds
\[\|x^*_\varepsilon - x^*\| \leq K \varepsilon. \quad (14)\]

where $x^*_\varepsilon$ is given in Theorem 1 and $x^*$ is the optimal solution to problem (4).

Proof. Since $x^*$ is the optimal solution to (4), it is also the solution to the variational inequality $\text{VI}(\mathcal{X}, \nabla f(\cdot))$. That is, $x^* \in G_1(0)$. Hence,
\[\|x^*_\varepsilon - x^*\| = \|G_1(\lambda^*_\varepsilon) - G_1(0)\| \leq \frac{K_g \kappa_L}{\mu_f} \|x^*_\varepsilon - 0\|.\]

Since $\lambda^*_\varepsilon \in \text{SOL}(-\varepsilon u(x^*_\varepsilon), L)$ and $0 \in \text{SOL}(0, L)$,
\[\|\lambda^*_\varepsilon - 0\| \leq \kappa_L \|\varepsilon u(x^*_\varepsilon) - 0\|.\]

By the $\kappa_L$-Lipschitz continuity of $u(\cdot)$,
\[\|u(x^*_\varepsilon)\| \leq \|u(x^*)\| + \kappa_g \|x^*_\varepsilon - x^*\|.\]
Therefore,
\[
\left(1 - \frac{\kappa^2}{\mu_f}L\varepsilon\right) \|x_c^* - x^*\| \leq \frac{\kappa^2}{\mu_f}L\varepsilon \|u(x^*)\|
\]
which implies (14). This completes the proof. \qed

**Remark 4** The expression of $K$ indicates two aspects. First, it shows that the error bound is proportional to $\varepsilon$, since $K$ does not depend on $\varepsilon$. Even the value of $K$ is unknown, one can evaluate that to what extent the accuracy is improved when $\varepsilon$ is reduced. Second, when the Laplacian matrix $L$ is known and the local constraints are bounded, $\kappa, \kappa_L$ and the upper bound of $\|u(x)\|$ can be estimated offline. In this case, the constant $K$ is available and one can determine the $\varepsilon$ to meet any accuracy of practical use by simple calculation.

### 4.3 Convergence

The update flows (6) can be written as
\[
\dot{z} = P_A(z - G(z)) - z, \quad (15)
\]
where $z \triangleq \text{col}(x, \lambda), \Lambda \triangleq \Omega \times \mathbb{R}^n_+$ and
\[
G(z) \triangleq \begin{bmatrix}
\nabla f(x) + v(\lambda, v) \\
\frac{\mu}{\varepsilon} L \lambda - u(x)
\end{bmatrix}.
\]
The map $G$ is monotone because
\[
(z' - z)^T(G(z') - G(z)) = (x' - x)^T(\nabla f(x') - \nabla f(x)) + v(x', \lambda') - v(x, \lambda) + (\lambda' - \lambda)^T(-u(x') + u(x)) + \frac{1}{\varepsilon}(\lambda' - \lambda)^T L(\lambda' - \lambda) \geq \mu_f \|x' - x\|^2 + \frac{1}{\varepsilon}(\lambda' - \lambda)^T L(\lambda' - \lambda), \quad \forall z', z \in \Lambda.
\]
In order to obtain the convergence, we employ a Lyapunov candidate function
\[
V(z) \triangleq (z - H(z))^T G(z) - \frac{1}{2} \|z - H(z)\|^2 + \frac{1}{2} \|z - z^*\|^2,
\]
where $H(z) \triangleq P_A(z - G(z))$, and
\[
z^* \in \Lambda^* \triangleq \{x_c^* \times \{\lambda | (x_c^*, \lambda) \text{ satisfies } (8)\}\}. \quad (16)
\]

**Lemma 3** Under Assumption 1, $V(z)$ is locally Lipschitz continuous in $\Lambda$ and is positive definite with respect to $z^*$, i.e.,
\[
V(z) \geq 0, \quad \forall z \in \Lambda \quad \text{and} \quad V(z) = 0 \iff z = z^*.
\]

**Proof.** By (2), $H$ is locally Lipschitz continuous, which indicates that $V$ is also locally Lipschitz continuous. By calculations, \[
(z - H(z))^T G(z) - \frac{1}{2} \|z - H(z)\|^2 = -\frac{1}{2} \|z - G(z) - H(z)\|^2 + \frac{1}{2} \|G(z)\|^2 = \max_{y \in \Lambda}\left\{-\frac{1}{2} \|z - G(z) - y\|^2 + \frac{1}{2} \|G(z)\|^2\right\} \geq 0,
\]
where the inequality is obtained by letting $y = z$. Therefore,
\[
V(z) \geq \frac{1}{2} \|z - z^*\|^2, \quad \forall z \in \Lambda.
\]
This completes the proof. \qed

**Lemma 4** Under Assumption 1, dynamics (15) has a unique trajectory $z(t) \in \Lambda, t \geq 0$. Moreover, the set of equilibria $\Lambda^*$ given in (16) is Lyapunov stable.

**Proof.** Since the right-hand side of (15) is locally Lipschitz continuous, there exists a unique trajectory $z(t)$. Also, since $\dot{z} \in T_{\Lambda}(z), z(t) \in \Lambda$ for all $t \geq 0$.

For the Lyapunov stability of (15), it suffices to prove that $V(z(t))$ is non-increasing with respect to $t$. Since $V(z)$ is locally Lipschitz continuous and $z(t)$ is continuously differentiable, $V(z(t))$ is differentiable for almost all $t > 0$ with
\[
\dot{V}(z(t)) = \dot{z}^T (G(z) + H(z) - z^*) - \lim_{\tau \to 0^+} \frac{\dot{z}^T (G(z + \tau \dot{z}) - G(z))}{\tau}.
\]
Since $G$ is monotone, $\dot{z}^T (G(z + \tau \dot{z}) - G(z)) \geq 0$. Also,
\[
\dot{z}^T (G(z) + H(z) - z^*) = -(W_1(z) + W_2(z) + W_3(z)),
\]
where
\[
W_1(z) = (z^* - H(z))^T (H(z) + G(z) - z),
W_2(z) = (z - z^*)^T G(z^*),
W_3(z) = (z - z^*)^T (G(z) - G(z^*)).
\]
It follows from (1) that $W_1(z) \geq 0$. Moreover, $W_2(z) \geq 0$ because $z^*$ is a solution to the variational inequality $VI(\Lambda, G)$. Furthermore, $W_3(z) \geq 0$ due to the monotonicity of $G$. As a result, $\dot{V}(z(t)) \leq 0$ for almost all $t > 0$. This completes the proof. \qed

The convergence analysis is given in the following result.

**Theorem 3** Under Assumption 1, for any $\varepsilon \in (0, \varepsilon^*)$, the trajectory of Algorithm 1 converges to an equilibrium point, i.e.,
\[
\lim_{t \to \infty} z(t) = \dot{z}^* \in \Lambda^*, \quad (17)
\]
where $\Lambda^*$ is given in (16).
Proof. Since $V(z(t))$ is continuous and non-increasing, it follows from the invariance principle that $z(t)$ converges to the largest invariant set $\mathcal{Z}_{\text{inv}} \subset \mathcal{Z}$, where

$$
\mathcal{Z} \triangleq \{ z \in \mathbb{R}^n | (z - z^*)^T (G(z) - G(z^*)) = 0, \\
\text{and } (z - z^*)^T G(z^*) = 0 \}.
$$

By the monotonicity of $G$, $z \in \mathcal{Z}$ implies $x = x^*$ and $L(\lambda - \lambda^*) = 0$. On the one hand, for $\{x^*_i \}$ being invariant, it is necessary that $\dot{x} = 0$ for any $(x, \lambda) \in \mathcal{Z}_{\text{inv}}$. Thus, $\lambda$ satisfies (8a). On the other hand, it follows from $(z - z^*)^T G(z^*) = 0$ that $(\lambda - \lambda^*)^T (L \lambda^* - \varepsilon u(x^*)) = 0$. Therefore,

$$
0 \leq \lambda \perp L \lambda - \varepsilon u(x^*) \succeq 0,
$$

which implies that $\lambda$ satisfies (9b). Thus, $\mathcal{Z}_{\text{inv}} \subset \Lambda^*$.

Let $\dot{z}^*$ be a cluster point of $z(t)$ as $t \rightarrow +\infty$, i.e., $\dot{z}^*$ is a positive limit point of $z(t)$. Then $\dot{z}^* \in \mathcal{Z}_{\text{inv}}$ because the positive limit set is invariant (Khalil 2002, Lemma 4.1). Redefine a Lyapunov function as

$$
\dot{V}(z) \triangleq (z - H(z))^T G(z) - \frac{1}{2} \| z - H(z) \|^2 + \frac{1}{2} \| z - z^* \|^2.
$$

Since $\dot{z}^* \in \mathcal{Z}_{\text{inv}} \subset \Lambda^*$, it follows from similar arguments in Lemmas 3 and 4 that $\dot{V}$ is non-increasing along the trajectory $z(t)$, and meanwhile, $\dot{V}(z(t)) \rightarrow 0$ as $t \rightarrow +\infty$. Thus, the conclusion follows. $\square$

Remark 5 The convergence analysis is based on Lyapunov functions $V$ and $\dot{V}$. Similar functions have also been considered in (Yi et al. 2016), where a derivative formula for $\nabla V$ is needed with the help of $\nabla^2 f$. Here, the convergence analysis does not require the twice differentiability of the cost function.

5 Numerical experiments

Consider a virtualized 5G system consisting of $N$ slices (Halabian 2019). Each slice shares $M$ virtual network functions (VNFs), which are being distributed over $K$ data centers (DCs). Each DC provides resources such as CPU, RAM, bandwidth, and storage. The amount of these $\ell$ types of resources are denoted by vectors $R_k \in \mathbb{R}^\ell$, $k \in \{1, 2, ..., K\}$. Also, each slice $i \in \{1, 2, ..., N\}$ is associated with a set of demand vectors denoted by $d_i^{\ell, m} \in \mathbb{R}^\ell$ for each DC $k$ and each VNF $m$. The optimization problem is to determine the amount of resources allocated to each of the VNFs in each DC by minimizing the sum of cost functions of slice thicknesses subjected to resource constraints, i.e.,

Minimize $\sum_{i=1}^{N} f_i(x_i)$, $f_i(x_i) = \frac{1}{2}(x_i - \alpha_i)^2$

Subject to $\sum_{i=1}^{N} \sum_{m=1}^{M} x_{i,m} \leq R_k$, $k = 1, 2, ..., K$

$x_i \succeq 0$, $i = 1, 2, ..., N$.

Set $\ell = K = M = 1$ and $N = 10, 50, 100, 500, 1000$ with directed circles, random digraphs, and complete graphs, respectively. Generate randomly $\alpha_i \in [0.5, 2]$, $d_i^{\ell, m} \in [0, 1]$, $R_i \in [0.5N, 2N]$ for $i = 1, 2, ..., N$. Set tolerance $\epsilon = 10^{-5}$ with the stopping criterion

$$
\| \dot{z}(t) \| \leq \epsilon,
$$

where $\dot{z}(t)$ was given in (15). Record the termination time, denoted by $t_{\text{ter}}$, and calculate the relative error

$$
e_{\text{rel}} = \frac{\| x(t_{\text{ter}}) - x^* \|}{\| x^* \|} \times 100\%.
$$

The instant communication burden of an agent can be characterized by the number of times that it sends and receives information in a unit running time, which equals the sum of its out-degree and in-degree. We record the mean and maximum of such degrees among all agents, denoted by $d_{\text{mean}}$ and $d_{\text{max}}$, respectively. The total amount of communication per agent can be evaluated by using $d_{\text{mean}} \cdot t_{\text{ter}}$ and $d_{\text{max}} \cdot t_{\text{ter}}$ for our algorithm, and $2d_{\text{mean}} \cdot t_{\text{ter}}$ and $2d_{\text{max}} \cdot t_{\text{ter}}$ for algorithm (7). Note that these two algorithms do not necessarily share the same termination time $t_{\text{ter}}$, because their convergence speed may be different. In the experiments, the Euler’s method is employed to discretize these algorithms with fixed stepsize 0.001, and the Laplacian matrices are normalized by scaling the balanced weights such that $\| L \| = 1$. Numerical results in Table 1 show that our algorithm achieves acceptable accuracy, fast convergence speed, and significant reduction of computation and communication burden.

6 Conclusions

A distributed continuous-time algorithm has been proposed for resource allocation optimization with local set constraints and coupled inequality constraints over weight-balanced graphs. Existence and sub-optimality of the equilibrium have been established with convergence analysis. Our algorithm and analysis approach have demonstrated the effectiveness of the singular perturbation based sub-optimal design even with non-differentiable right-hand side.
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