Strong disorder renormalization for the dynamics of many-body-localized systems: iterative elimination of the fastest degree of freedom via the Floquet expansion
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Abstract
The Vosk–Altman strong disorder renormalization for the unitary dynamics of various random quantum spin chains is reformulated as follows: the local degree of freedom characterized by the highest eigenfrequency $\Omega$ can be considered as a high-frequency-Floquet-periodic-driving for the neighboring slower degrees of freedom. Then the two first orders of the high-frequency expansion for the effective Floquet Hamiltonian can be used to generate the emergent local integrals of motion (LIOMs) and to derive the renormalization rules for the effective dynamics of the remaining degrees of freedom. The flow for this effective Floquet Hamiltonian is equivalent to the RSRG-X procedure to construct the whole set of eigenstates that generalizes the Fisher RSRG procedure constructing the ground state. This general framework is applied to the random-transverse-field XXZ spin chain in its many-body-localized phase, in order to derive the renormalization rules associated to the elimination of the biggest transverse field and to the elimination of the biggest coupling respectively.
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1. Introduction
In the field of many-body-localization, one is interested into the unitary dynamics of isolated quantum interacting models (see the recent reviews [1–8] and references therein). The many-body-localized phase is characterized by the emergence of an extensive number of local integrals of motion called LIOMs [9–24]. Among the various approaches to identify these
LIOMs, two closely-related generalizations of the strong disorder real-space RG approach developed by Fisher [25–27] to construct the ground states of random quantum spin chains (see the review [28]) have been proposed:

(i) The RSRG-X procedure has been formulated to construct the whole set of excited eigenstates [29–35].

(ii) The RSRG-t procedure has been developed by Vosk and Altman [36, 37] in order to construct the effective dynamics via the iterative elimination of the degree of freedom oscillating with the highest frequency.

In the present paper, we reformulate the Vosk–Altman RSRG-t procedure (ii) within the Floquet theory of periodically driven systems at high frequency (see the review [38]) in order to obtain a general recipe to compute the renormalization rules for more general models than the specific Hamiltonians and initial conditions considered in [36, 37]. This reformulation also allows to make a direct correspondence with the RSRG-X procedure (i) for the excited eigenstates. As an example of application, we consider the random-transverse-field XXZ spin chain, which is the standard model in the field of many-body-localization with many available numerical results [44–57].

The paper is organized as follows. In section 2, the Vosk–Altman RSRG-t procedure for the dynamics is reformulated using the Floquet theory of periodically driven systems at high frequency. The application to the random-transverse-field XXZ spin chain is described in the following sections: the renormalization rules for the elimination of the biggest transverse field is derived in section 3, while the renormalization rules for the elimination of the biggest coupling is derived in section 4. Our conclusions are summarized in section 5.

2. General principle of the renormalization procedure for the dynamics

2.1. Reminder on the high-frequency expansion for Floquet-periodically-driven systems

The Floquet theory of periodically driven quantum systems at high frequency (see the review [38] and references therein) yields in particular the following result: when a quantum system is driven with some periodic Hamiltonian of frequency $\Omega$ defined by its Fourier series

$$H(t) = \sum_{l=-\infty}^{+\infty} \mathcal{H}_l e^{i\Omega l t}$$

the effective Floquet Hamiltonian can be computed via the high-frequency expansion (see [39–43] and section 3.2 together with appendix A of the the review [38])

$$H'_{\text{eff}} = H^{(0)}_{\text{eff}} + H^{(1)}_{\text{eff}} + O\left(\frac{1}{\Omega^2}\right)$$

where the contribution of order $O(1)$ is simply the time-average of the Hamiltonian $H(t)$ as given by the Fourier coefficient $l = 0$ in equation (1)

$$H^{(0)}_{\text{eff}} = \frac{1}{T} \int_0^T dt H(t) = \mathcal{H}_0$$

while the contribution of order $\frac{1}{\Omega}$ involves commutators between Fourier coefficients of equation (1)
This high-frequency expansion makes sense if the frequency Ω of the driving is much bigger than all natural frequencies of the system.

Note that besides the high-frequency-expansion quoted in equations (2)–(4) for the effective Hamiltonian \( H_{\text{eff}} \), there also exists the corresponding high-frequency-expansion for the Kick operator (see section 3.2 and appendix A of the review [38]). However in the present paper, we will only consider the Floquet effective Hamiltonian \( H_{\text{eff}} \) in order to remain within the Vosk–Altman RSRG-t rules [36, 37]. The interesting issue raised by an anonymous referee as to whether the high-frequency-expansion of the Kick operator should be taken into account to obtain improved renormalization rules, goes beyond the scope of the present work and is left for future studies.

Let us finish with a small technical remark: in the following sections, it will be convenient to consider also the case of ‘negative frequency’ \( \Omega < 0 \). In the above formula, if \( \Omega > 0 \) is changed into

\[
\hat{\Omega} = -\Omega < 0
\]

then the Fourier components of equation (1) are changed into

\[
\tilde{\mathcal{H}}_l = \mathcal{H}_{(-l)}.
\]

As a consequence, equation (3) corresponding to the Fourier mode \( l = 0 \) is unchanged, while equation (4) is also unchanged because both the denominator \( \Omega \) and the commutator \( [\mathcal{H}_l, \mathcal{H}_{-l}] \) present a change of sign. In conclusion, the formula of equation (2) for the effective Floquet Hamiltonian can be applied both for positive or negative frequency \( \Omega \).

### 2.2. Application to the local degree of freedom having the highest eigenfrequency

The Vosk–Altman strong disorder renormalization [36, 37] for the unitary dynamics within the many-body-localized phase of interacting random systems can be reformulated as follows: when the distribution of eigenfrequencies of the local degrees of freedom is sufficiently broad, the local degree of freedom having the biggest eigenfrequency \( \Omega \) can be considered as a high-frequency-Floquet-driving for the neighboring slower degrees of freedom, so that one can apply the general Floquet theory recalled above.

In disordered models, each random coupling \( K_i \) is generically associated to a local degree of freedom with only two energy-levels \( e_1 \) and \( e_2 \) associated to two corresponding projectors \( P_1 \) and \( P_2 \)

\[
H_{K_i}^{\text{Two Levels}} = e_1 P_1 + e_2 P_2
\]

so that the difference between these two energies defines the eigenfrequency of the local degree of freedom associated to the random coupling \( K_i \)

\[
\Omega_{K_i} = e_2 - e_1.
\]

It turns out that in one example of application, we will also encounter a special case where the local Hamiltonian associated to some random coupling has instead three equally-spaced levels \( (e_1, e_2, e_3) \) so that the eigenfrequency corresponds to \( \Omega = e_3 - e_2 = e_2 - e_1 \). To consider these two cases within the same framework, it is thus convenient to parametrize the Hamiltonian \( H_0 \) of the local degree of freedom having the biggest eigenfrequency \( \Omega \) via the
following spectral decomposition into $M$ levels $m = 1, \ldots, M$ of energies $e_m = e_0 + m\Omega$ where $e_0$ is some constant

$$H_0 = \sum_{m=1}^{M} (e_0 + m\Omega) P_m$$

where the corresponding orthogonal projectors $P_m$ satisfy

$$P_m P_{m'} = P_m \delta_{m,m'}.$$  \hfill (10)

In the interaction picture (see your favorite quantum mechanics textbook), the rest of the Hamiltonian

$$V \equiv H - H_0$$

becomes the time-periodic Hamiltonian

$$V^{\text{inter}}(t) \equiv e^{iH_0 t} V e^{-iH_0 t} = \left( \sum_{m=1}^{M} e^{i(e_0 + m\Omega)t} P_m \right) V \left( \sum_{m'=1}^{M} e^{-i(e_0 + m'\Omega)t} P_{m'} \right)$$

$$\sum_{m=1}^{M} \sum_{m'=1}^{M} e^{i(m-m')\Omega t} P_m V P_{m'}$$

so that the Fourier decomposition of equation (1) contains only a small number of Fourier modes $l = m - m' = - (M - 1), \ldots, + M - 1$

$$V^{\text{inter}}(t) = \sum_{l=-M+1}^{M-1} \mathcal{V}_l e^{i\Omega t}$$

with the Fourier coefficients

$$\mathcal{V}_l = \sum_{m=1}^{M} \sum_{m'=1}^{M} P_m V P_{m'} \delta_{l,m-m'}.$$  \hfill (14)

In particular, the coefficient for $l = 0$ contains the operator $V$ sandwiched between two identical projectors $m = m'$

$$\mathcal{V}_l=0 = \sum_{m=1}^{M} P_m V P_m = P_1 V P_1 + \ldots + P_M V P_M$$

while the coefficients for positive $l = 1, \ldots, M - 1$ contains the operator $V$ sandwiched between two different projectors $m' = m - l < m$

$$\mathcal{V}_{l>0} = \sum_{m'=l+1}^{M} P_m V P_{m'-l} = P_{l+1} V P_1 + \ldots + P_M V P_{M-l}$$

and the coefficient for $(-l)$ corresponds to $m = m' - l < m'$

$$\mathcal{V}_{l<0} = \sum_{m'=l+1}^{M} P_{m'-l} V P_{m'} = P_{l+1} V P_{l+1} + \ldots + P_{M-l} V P_M = \mathcal{V}_{l}^\dagger.$$  \hfill (17)

The commutators needed in the Floquet effective Hamiltonian (equation (4)) read for $l = 1, \ldots, M - 1$ using the properties of the orthogonal projectors $P_m$ (equation (10))
\[ [V_l, V_{-l}] = \sum_{m=1}^{M-1} \sum_{m'=l}^{M-1} [P_m V P_{m-l}, P_{m'-l} V P_{m'}] \]
\[ \quad = \sum_{m=1}^{M-1} \sum_{m'=l}^{M-1} (P_m V P_{m-l} P_{m'-l} V P_{m'} - P_{m'-l} V P_{m'} P_m V P_{m-l}) \]
\[ \quad = \sum_{m=1}^{M-1} (P_m V P_{m-l} V P_{m} - P_{m-l} V P_{m} V P_{m-l}). \]  

(18)

The final result for the Floquet effective Hamiltonian \( V_{\text{eff}} \) of equations (2)–(4) thus reads using equations (15) and (18)

\[ V_{\text{eff}} = V_{\text{eff}}^{(0)} + V_{\text{eff}}^{(1)} + O \left( \frac{1}{\Omega^2} \right) \]
\[ = V_0 + \frac{1}{\Omega} \sum_{l=1}^{M-1} \sum_{m=1}^{M} [V_l, V_{-l}] + O \left( \frac{1}{\Omega^2} \right) \]
\[ = \sum_{m=1}^{M} P_m V P_m + \sum_{l=1}^{M-1} \sum_{m=1}^{M} \frac{1}{\Omega} \sum_{m'=l+1}^{M} (P_m V P_{m-l} V P_{m} - P_{m-l} V P_{m} V P_{m-l}) + O \left( \frac{1}{\Omega^2} \right). \]  

(19)

This equation is the central recipe that allows to obtain the renormalization rules for the dynamics of the slower degrees of freedom in various models. Before we turn to specific examples, it is useful to discuss first the general physical meaning of this effective Floquet Hamiltonian and the links with other approaches.

### 2.3. Emergent local integrals of motion (LIOMs)

The most important property of the effective Floquet Hamiltonian of equation (19) is that it commutes with the set of the orthogonal projectors \( P_m \) (equation (10))

\[ [V_{\text{eff}}, P_m] = 0. \]  

(20)

In the present framework, these projectors \( P_m \) onto the energy levels of the Hamiltonian \( H_0 \) (equation (9)) describing the degree of freedom having the biggest high-frequency are thus the emergent LIOMs mentioned in the introduction.

The physical meaning is that the neighboring slow degrees of freedom described by the Floquet effective Hamiltonian \( V_{\text{eff}} \) are not able to exchange energy with this high-frequency degree of freedom described by \( H_0 \). As a consequence, the energy levels of \( H_0 \) as described by the projectors \( P_m \) are effectively conserved by the dynamics. The first term of equation (19) associated to the Fourier mode \( l = 0 \) corresponds simply to the projection of \( V \) onto the energy levels of \( H_0 \). The second term of equation (19) associated to the Fourier modes \( l = 1, \ldots, M \) contains virtual processes between the different energy levels separated by the energy difference \( (l\Omega) \) that appear in the denominator: these new renormalized contributions will thus be small for large frequency \( \Omega \).

We should now discuss the dimensionality of the projectors \( P_m \): if the projector \( P_m \) is 1D, then this conserved degree of freedom simply disappears in the effective description of the slower degrees of freedom once its effects have been taken into account in \( V_{\text{eff}} \) (see the example in section 3); if the projector \( P_m \) is instead 2D or higher, then one needs to introduce a new renormalized degree of freedom to label the degenerate levels associated to the same projector \( P_m \) (see the example in section 4).
2.4. Physical meaning of the decomposition into fast and slow modes

In conclusion, the strong disorder RG approach for the dynamics can be summarized as follows. At some given time \( t \), the degrees of freedom are separated into two groups with respect to \( \Omega_t = \frac{1}{t} \).

(i) The degrees of freedom that would have had higher eigenfrequencies \( |\Omega| > \Omega_t \) have been converted into LIOMs via the projectors \( P_m \); in some sense, they have converged towards their asymptotic state described by the diagonal ensemble \( m = m' \) of their local Hamiltonian \( H_0 \), while the off-diagonal contributions \( m \neq m' \) have been time-averaged-out.

(ii) The remaining degrees of freedom that are characterized by renormalized eigenfrequencies \( |\Omega| < \Omega_t \) have not yet converged towards their asymptotic state, since they have not had enough time to oscillate with their eigenfrequency.

At a qualitative level, this dichotomy is reminiscent of the strong-disorder-RG procedures for thermally-activated-classical dynamics (see the review [28]) concerning either random classical spin chains [58, 59], or various random walks in random media [58, 60–67]. In these studies, the dynamics is also decomposed into two parts according to the time needed to overcome Arrhenius dynamical barriers: at some given time \( t \), the fast degrees of freedom have already converged towards their local equilibrium, while the slow degrees of freedom are still completely out-of-equilibrium.

2.5. Equivalence with the RSRG-X procedure to construct the eigenstates

The effective Floquet Hamiltonian of equation (19) can be decomposed into its contributions on the various energy-levels selected by the projectors \( P_m \) representing the LIOMs

\[
V_{\text{eff}} = \sum_{m=1}^{M} P_m V_{\text{eff}} P_m + O\left(\frac{1}{\Omega^2}\right). \tag{21}
\]

Using the energies of equation (9), the contribution in each energy-level can be rewritten using the energies of equation (9)

\[
P_m V_{\text{eff}} P_m = P_m V P_m + P_m V \left( \sum_{m' \neq m} \frac{P_{m'}}{E_m - E_m'} \right) V P_m
\]

\[
= P_m V P_m + P_m V (1 - P_m) \frac{1}{E_m - H_0} (1 - P_m) V P_m. \tag{22}
\]

One recognizes the two first orders of the standard perturbation theory for the energy-levels of \( H_0 \): the first order in the perturbation \( V \) is simply the projection \( P_m V P_m \) on the energy-level \( E_m \), while the second order in the perturbation \( V \) involves the virtual processes towards the other energy levels \( m' \neq m \), with the usual energy differences \( (E_m - E_m') \) in the denominators.

With this reformulation, the equivalence with the RSRG-X procedure introduced in [29] to construct the whole set of excited eigenstates is now obvious: at each step, one chooses the local degree of freedom described by the local Hamiltonian \( H_0 \) with the biggest gap, i.e. the biggest energy differences. The energy-levels of \( H_0 \) are then considered as LIOMs, and the effective Hamiltonian for the remaining degrees of freedom is computed via the second order perturbation formula in each level via equation (22). Here the link with the Fisher strong disorder real-space RG [25–27] to construct the ground states (see the review [28]) is also
extremely clear: to construct the ground-state, one projects only onto the lowest-energy-level of \( H_0 \) at each step with the same formula of equation (22), while in the RSRG-X, one considers in parallel all the energy-levels of \( H_0 \) with the same formula of equation (22).

In summary, the RSRG-t to construct the effective dynamics and the RSRG-X to construct the set of eigenstates are equivalent in practice to derive the renormalization rules via equations (19) and (22), but the two formulations are nevertheless both useful since they provide complementary points of view.

2.6. Application to the random transverse field XXZ chain

As an example of application of the general procedure described above, let us consider the XXZ chain involving Pauli matrices with random transverse fields \( h_j \), with couplings \( J_x = J_y = J \) (hopping in the Jordan–Wigner fermionic formulation) and \( J_z = \Delta \) (interaction in the Jordan–Wigner fermionic formulation)

\[
H = \sum_{j=1}^{N} \left[ h_j \sigma_j^z + \Delta_j \sigma_j^z \sigma_{j+1}^z + J \left( \sigma_j^x \sigma_{j+1}^x + \sigma_j^y \sigma_{j+1}^y \right) \right]
\]

\[
= \sum_{j=1}^{N} \left[ h_j \sigma_j^z + \Delta_j \sigma_j^z \sigma_{j+1}^z + 2J \left( \sigma_j^+ \sigma_{j+1}^- + \sigma_j^- \sigma_{j+1}^+ \right) \right].
\]

The standard model considered in most numerical studies [44–57] corresponds to homogeneous couplings \( J = J = 1 \) and interaction \( \Delta = 1 \), while the transverse fields \( h_j \) are random variables drawn uniformly on \([−h_0, h_0]\). Then the many-body-localized phase has been found to exist for sufficiently large disorder \( h_0 > h_c \approx 3.7 \) via various criteria.

Here we wish to analyze the dynamics in the many-body-localized phase far from the critical point \( h_0 \gg h_c \). It is then clear that the first renormalization steps will only concern the large transverse fields \( h_j \). The corresponding RG rules are analyzed in section 3 below and yield that the renormalized couplings \( J_j \) and interactions \( \Delta_j \) become different \( J_j \neq \Delta_j \) and depend on the position \( j \) along the chain, even if one starts from the usual homogeneous case \( J = \Delta = 1 \). Then the question arises as to what should be done if after these many field-decimations, the biggest remaining eigenfrequency is associated to some coupling \( J_j \) or to some interaction \( \Delta_j \). When the biggest eigenfrequency is associated to some coupling \( J_j \), the renormalization rules are analyzed in section 4. When the biggest eigenfrequency is associated to some interaction \( \Delta_j \), the renormalization rules can also be written, but they generate new terms with respect to the Hamiltonian of equation (23). The full analysis of the renormalization flow that would include all these new-generated terms clearly goes beyond the scope of the present work. To maintain a closed RG flow within the Hamiltonians of the form of equation (23), we will thus assume that the biggest eigenfrequency \( \Omega \) is associated either to a field \( h_j \) or to a coupling \( J_j \), but never to an interaction \( \Delta_j \). Since the case without interaction \( \Delta_j = 0 \) corresponds to a random free-fermion Hamiltonian that is always in the localized phase, the following RG procedure will allow to analyze the stability of this localized phase in the presence of small interactions \( \Delta_j \).

In summary, the renormalization procedure that we consider in the remainder of this paper can be summarized as follows. At some given stage of the RG procedure, the effective Floquet Hamiltonian has the form of equation (23) up to constant terms involving only the previously generated LIOMs:
(a) Each remaining transverse field \( h_j \) defines the natural eigenfrequency
\[
\Omega(h_j) = 2h_j
\]
that would govern the precessing of the single spin \( \sigma_j \) if it were only submitted to \( H_0 = h_j \sigma_j^z \).
(b) Each remaining coupling \( J_j \) defines the natural eigenfrequency
\[
\Omega(J_j) = 2J_j
\]
that would appear if the two spins \((\sigma_j, \sigma_{j+1})\) were only submitted to \( H_0 = 2J_j (\sigma_j^+ \sigma_{j+1}^- + \sigma_j^- \sigma_{j+1}^+) \).

One chooses the biggest eigenfrequency in absolute value \( |\Omega| \) remaining the chain: if this biggest frequency corresponds to a transverse-field (case (a) of equation (24)), one applies the RG rules derived in section 3; if this biggest frequency corresponds to a coupling (case (b) of equation (25)), one applies the RG rules derived in section 4.

As a final remark, let us mention that the two RSRG-t papers by Vosk and Altman concerns respectively the random XXZ without random fields (i.e. the special case \( h_j = 0 \) in equation (23)) [36] and the weakly-interacting transverse Ising model (i.e. \( J_{yy} = 0 \) and \( \Delta_j \ll J_{xx} \)) [37].

3. RG rules when the highest eigenfrequency is \( \Omega = 2h_n \)

In this section, we consider the case where the highest eigenfrequency remaining in the chain is associated to a transverse field (equation (24))
\[
\Omega = 2h_n.
\]

3.1. Properties of \( H_0 \)

The corresponding Hamiltonian of equation (9)
\[
H_0 = h_n \sigma_n^z
\]
is associated to the single spin \( \sigma_n \), so that the Hilbert space is 2D. In the notations of equation (9), \( H_0 \) has \( M = 2 \) non-degenerate levels \((\pm h_n)\) associated to the projectors
\[
P_1 = \frac{1 - \sigma_n^z}{2} = |\sigma_n^z = -> < \sigma_n^z = -|
\]
\[
P_2 = \frac{1 + \sigma_n^z}{2} = |\sigma_n^z = +> < \sigma_n^z = +|
\]
(28)

3.2. Effective Floquet Hamiltonian for the rest \( V = H - H_0 \)

The rest of the chain \( V = H - H_0 \) has for effective Floquet Hamiltonian (equation (19))
\[
V_{\text{eff}} = \sum_{m=1}^{2} P_m V P_m + \sum_{l=1}^{2} \frac{1}{\Omega} \sum_{m=2}^2 (P_m V P_{m-l} V P_{m-l} - P_{m-l} V P_m V P_{m-l}) + O\left(\frac{1}{\Omega^2}\right)
\]
\[
= p_1 V p_1 + p_2 V p_2 + \frac{1}{\Omega} (p_2 V p_1 V p_2 - p_1 V p_2 V p_1) + O\left(\frac{1}{\Omega^2}\right).
\]
(29)
It is thus convenient to decompose $V$ into the various contributions involving the spin $\sigma_n$

$$V \equiv H - H_0 = B_n^+ \sigma_n^+ + B_n^- \sigma_n^- + B_n^0$$  \hspace{1cm} (30)

with the operators depending on the neighboring spins

$$B_n^+ = \Delta_n \sigma_{n-1}^+ + \Delta_n \sigma_{n+1}^-$$
$$B_n^- = 2J_{n-1} \sigma_{n-1}^- + 2J_n \sigma_{n+1}^-$$
$$B_n^0 = 2J_{n-1} \sigma_{n-1}^- + 2J_n \sigma_{n+1}^-$$  \hspace{1cm} (31)

while $B_n^0$ contains all the terms of equation (23) that do not involve the spin $\sigma_n$.

Using the two projectors of equations (28) and (29) becomes

$$V_{\text{eff}} = B_n^0 + B_n^+(P_2 - P_1) + \frac{1}{\Omega}(P_2B_n^+P_2 - P_1B_n^-P_1)$$  \hspace{1cm} (32)

so we need to evaluate

$$B_n^+ B_n^- = (2J_{n-1} \sigma_{n-1}^- + 2J_n \sigma_{n+1}^-)(2J_{n-1} \sigma_{n-1}^- + 2J_n \sigma_{n+1}^-)$$
$$= 2J_{n-1}^2(1 - \sigma_{n-1}^+ + \sigma_{n-1}^-) + 4J_{n-1}J_n(\sigma_{n-1}^- \sigma_{n+1}^- + \sigma_{n-1}^+ \sigma_{n+1}^-)$$
$$B_n^+ B_n^- = (2J_{n-1} \sigma_{n-1}^+ + 2J_n \sigma_{n+1}^+)(2J_{n-1} \sigma_{n-1}^- + 2J_n \sigma_{n+1}^-)$$
$$= 2J_{n-1}^2(1 + \sigma_{n-1}^+ + \sigma_{n-1}^-) + 4J_{n-1}J_n(\sigma_{n-1}^- \sigma_{n+1}^- + \sigma_{n-1}^+ \sigma_{n+1}^-).$$  \hspace{1cm} (33)

As explained in section 2.3, the projectors $P_1$ and $P_2$ are the emergent LIOMs produced by this renormalization step. Putting everything together, one finally obtains that the effective Floquet Hamiltonian for the remaining degrees of freedom reads

$$V_{\text{eff}} = B_n^0 + (P_2 - P_1) \left( \frac{J_{n-1}^2 + J_n^2}{h_n} \right)$$
$$+ \left( (P_2 - P_1) \Delta_n - \frac{J_{n-1}^2}{h_n} \right) \sigma_{n-1}^- + \left( (P_2 - P_1) \Delta_n - \frac{J_n^2}{h_n} \right) \sigma_{n+1}^-$$
$$+ 2(P_2 - P_1) \frac{J_{n-1}J_n}{h_n} (\sigma_{n-1}^- \sigma_{n+1}^+ + \sigma_{n-1}^+ \sigma_{n+1}^-).$$  \hspace{1cm} (34)

### 3.3. Renormalization rules

The effective Floquet Hamiltonian of equation (34) means that the form of XXZ Hamiltonian of equation (23) is preserved, up to constant terms involving only the projectors, with the following renormalized parameters:

(i) the transverse fields on the two neighboring spins $\sigma_{n-1}^\perp$ and $\sigma_{n+1}^\perp$ are renormalized into

$$h_{n-1}^R = h_{n-1} + (P_2 - P_1) \Delta_{n-1} - \frac{J_{n-1}^2}{h_n}$$
$$h_{n+1}^R = h_{n+1} + (P_2 - P_1) \Delta_n - \frac{J_n^2}{h_n}$$  \hspace{1cm} (35)
(ii) the new renormalized hopping between these two spins

\[ J_{R,n-1,n+1}^R = \left( P_2 - P_1 \right) \frac{J_{n-1}h_n}{J_n} \]  \hspace{1cm} (36)

is expected to be small since the transverse-field \( h_n \) has been chosen as the biggest coupling remaining in the chain.

(iii) no interaction term is generated between these two spins

\[ \Delta_{R,n-1,n+1}^R = 0. \] \hspace{1cm} (37)

This largest-transverse-field decimation step has thus effects to generate small renormalized hopping \( J^R \) and vanishing interaction \( \Delta^R \). For large initial disorder where this renormalization step is chosen most often, it is clear that the renormalization flow is towards the many-body-localized phase. Nevertheless, it is interesting in the next section to consider the effects of the rare decimations concerning the couplings.

4. RG rules when the highest eigenfrequency is \( \Omega = 2J_n \)

In this section, we consider the case where the highest eigenfrequency remaining in the chain is associated to the coupling \( J_n \) (equation (25))

\[ \Omega = 2J_n. \] \hspace{1cm} (38)

4.1. Properties of \( H_0 \)

The corresponding Hamiltonian of equation (9)

\[ H_0 = 2J_n (\sigma_n^+ \sigma_{n+1}^- + \sigma_n^- \sigma_{n+1}^+) \] \hspace{1cm} (39)

is associated to the pair of spins \( (\sigma_n, \sigma_{n+1}) \), so that the Hilbert space is 4D. In the notations of equation (9), \( H_0 \) has \( M = 3 \) levels \((-2J_n, 0, +2J_n)\). The middle level of zero-energy is degenerate twice

\[ P_2 = | + + \rangle \langle + + | + | - - \rangle \langle - - | = \frac{1 + \sigma_n^z \sigma_{n+1}^z}{2} \] \hspace{1cm} (40)

while the two other energy levels are non-degenerate with the projectors

\[ P_1 = | \psi_1 \rangle \langle \psi_1 | = \frac{1 - \sigma_n^z \sigma_{n+1}^z}{2} - \frac{\sigma_n^+ \sigma_{n+1}^- + \sigma_n^- \sigma_{n+1}^+}{2} \]

\[ P_3 = | \psi_3 \rangle \langle \psi_3 | = \frac{1 - \sigma_n^z \sigma_{n+1}^z}{2} + \frac{\sigma_n^+ \sigma_{n+1}^- + \sigma_n^- \sigma_{n+1}^+}{2} \] \hspace{1cm} (41)

associated to the kets

\[ | \psi_1 \rangle = \frac{| + + \rangle - | - - \rangle}{\sqrt{2}} \]

\[ | \psi_3 \rangle = \frac{| + - \rangle + | - + \rangle}{\sqrt{2}}. \] \hspace{1cm} (42)

Since \( P_2 \) is degenerate, one needs to introduce a renormalized spin \( \sigma_R \) to take into account this degree of freedom within this energy level.
\[ |\sigma_R^+ = \pm \rangle = | \pm \pm \rangle \] (43)

4.2. Effective Floquet Hamiltonian for the rest \( V = H - H_0 \)

The rest of the chain \( V = H - H_0 \) has for effective Floquet Hamiltonian (equation (19))

\[
V_{\text{eff}} = \sum_{m=1}^{3} P_m V P_m + \sum_{l=1}^{2} \frac{1}{\Omega} \sum_{m=0}^{3} (P_m V P_{m-l} V P_m - P_m V P_{m-l}) + O \left( \frac{1}{\Omega^2} \right)
\]

\[
= (P_1 V P_1 + P_2 V P_2 + P_3 V P_3) + \frac{1}{\Omega} (P_2 V P_1 V P_2 - P_1 V P_2 V P_1 + P_3 V P_2 V P_3 - P_2 V P_3 V P_2) + \frac{1}{2\Omega} (P_3 V P_1 V P_3 - P_1 V P_3 V P_1) + O \left( \frac{1}{\Omega^2} \right). \tag{44}
\]

Here we need to decompose \( V \) into the various contributions involving the spins \( \sigma_n \) and \( \sigma_{n+1} \)

\[ V \equiv H - H_0 = B_e^0 + \Delta_n \sigma_n^+ \sigma_n^- + B_{n+1} \sigma_n^+ \sigma_{n+1}^- + B_n \sigma_n^- + B_n^+ \sigma_n^+ + B_{n+1}^- \sigma_{n+1}^- + B_{n+1} \sigma_{n+1}^+ \]

with the operators depending on the other spins

\[ B_n^0 = h_n + \Delta_{n-1} \sigma_{n-1}^- \]
\[ B_{n+1}^0 = h_{n+1} + \Delta_{n+1} \sigma_{n+2}^- \]
\[ B_n^- = 2J_{n-1} \sigma_{n-1}^+ \]
\[ B_n^+ = 2J_{n-1} \sigma_{n-1}^- \]
\[ B_{n+1}^- = 2J_{n+1} \sigma_{n+2}^+ \]
\[ B_{n+1}^+ = 2J_{n+1} \sigma_{n+2}^- \]

while \( B_e^0 \) contains all the terms of equation (23) that do not involve the spins \( \sigma_n \) and \( \sigma_{n+1} \).

Since the term involving the two spins can be rewritten in terms of the projectors

\[ \sigma_n^+ \sigma_{n+1}^- = P_2 - P_1 - P_3 \]

we only need to compute the matrix element of the terms of equation (45) involving a single spin operator

\[ V_{\text{single}} = B_n^0 \sigma_n^+ \sigma_{n+1}^- + B_n^+ \sigma_n^- + B_{n+1}^+ \sigma_{n+1}^- + B_{n+1} \sigma_{n+1}^+ \]

Using its action on the four vector basis

\[ V_{\text{single}} |\psi\rangle = (B_n^0 - B_{n+1}^0) |\psi\rangle + \left( \frac{B_n^- - B_{n+1}^+}{\sqrt{2}} \right) | - - \rangle + \left( \frac{B_{n+1}^+ - B_{n}^-}{\sqrt{2}} \right) | + + \rangle \]
\[ V_{\text{single}} |\psi\rangle = (B_n^- - B_{n+1}^-) |\psi\rangle + \left( \frac{B_n^+ + B_{n+1}^+}{\sqrt{2}} \right) | - - \rangle + \left( \frac{B_{n+1}^- + B_{n}^+}{\sqrt{2}} \right) | + + \rangle \]
\[ V_{\text{single}} | + + \rangle = (B_n^+ + B_{n+1}^+) | + + \rangle + \left( \frac{B_{n+1}^- - B_n^-}{\sqrt{2}} \right) |\psi\rangle + \left( \frac{B_{n+1}^+ + B_{n}^-}{\sqrt{2}} \right) |\psi\rangle \]
\[ V_{\text{single}} | - - \rangle = -(B_n^+ + B_{n+1}^+) | - - \rangle + \left( \frac{B_{n+1}^+ - B_n^-}{\sqrt{2}} \right) |\psi\rangle + \left( \frac{B_{n+1}^- + B_{n}^+}{\sqrt{2}} \right) |\psi\rangle \]

(49)
one finally obtains with $\Omega = 2J_n$ and the renormalized spin of equation (43)
\[
V_{\text{eff}} = E_0^n + \Delta_n(P_2 - P_1 - P_3) + \frac{(J_{n-1}^2 + J_{n+1}^2)}{J_n}(P_3 - P_1) + \frac{(h_n - h_{n+1})^2 + \Delta_{n-1}^2 + \Delta_{n+1}^2}{4J_n}(P_3 - P_1)
\]
\[+
(h_n + \Delta_n \sigma_{n-1}^z + h_{n+1} + \Delta_{n+1} \sigma_{n+2}^z)\sigma_R^n
\]
\[+
2\frac{J_{n-1}J_{n+1}}{J_n}(P_3 + P_1 - P_2)(\sigma_{n-1}^+ \sigma_{n+2}^- + \sigma_{n-1}^- \sigma_{n+2}^+)
\]
\[+
(h_n - h_{n+1})(\Delta_{n-1} \sigma_{n-1}^z - \Delta_{n+1} \sigma_{n+2}^z) - \Delta_{n-1} \Delta_{n+1} \sigma_{n-1}^z \sigma_{n+2}^z (P_3 - P_1) + O \left( \frac{1}{\Omega^2} \right) .
\]
(50)

Since the renormalized spin of equation (43) only appears via $\sigma_R^n$, it is actually also an emergent local integral of motion (LIOM)
\[
[V_{\text{eff}}, \sigma_R^n] = 0.
\]
(51)

It can be thus eliminated from the effective Floquet Hamiltonian $V_{\text{eff}}$ via the use of the projectors
\[
P_{2+} = |+ + \rangle \langle + + |
\]
\[
P_{2-} = |- - \rangle \langle - - |
\]
(52)

while it is useful to keep the notation
\[
P_2 = P_{2+} + P_{2-}.
\]
(53)

In summary, the two spins $\sigma_n$ and $\sigma_{n+1}$ are completely taken into account via the four 1D projectors $(P_1, P_{2+}, P_{2-}, P_2)$ that represent the LIOMs generated by this renormalization step. The effective Floquet Hamiltonian for the remaining spins of the chain reads
\[
V_{\text{eff}} = E_0^n + \Delta_n(P_2 - P_1 - P_3) + \frac{(J_{n-1}^2 + J_{n+1}^2)}{J_n}(P_3 - P_1) + \frac{(h_n - h_{n+1})^2 + \Delta_{n-1}^2 + \Delta_{n+1}^2}{4J_n}(P_3 - P_1)
\]
\[+
(h_n + \Delta_n \sigma_{n-1}^z + h_{n+1} + \Delta_{n+1} \sigma_{n+2}^z)(P_2 - P_2)
\]
\[+
2\frac{J_{n-1}J_{n+1}}{J_n}(P_3 + P_1 - P_2)(\sigma_{n-1}^+ \sigma_{n+2}^- + \sigma_{n-1}^- \sigma_{n+2}^+)
\]
\[+
(h_n - h_{n+1})(\Delta_{n-1} \sigma_{n-1}^z - \Delta_{n+1} \sigma_{n+2}^z) - \Delta_{n-1} \Delta_{n+1} \sigma_{n-1}^z \sigma_{n+2}^z (P_3 - P_1) + O \left( \frac{1}{\Omega^2} \right) .
\]
(54)

4.3. Renormalization rules

The effective Floquet Hamiltonian of equation (34) means that the form of XXZ Hamiltonian of equation (23) is preserved, up to constant terms involving only the projectors, with the following renormalized parameters:

(i) the transverse fields on the two neighboring spins $\sigma_{n-1}^z$ and $\sigma_{n+2}^z$ are renormalized into
\[
h_R^{n-1} = h_{n-1} + \Delta_{n-1} (P_{2+} - P_{2-}) + \frac{(h_n - h_{n+1}) \Delta_{n-1}}{2J_n} (P_3 - P_1)
\]
\[
h_R^{n+2} = h_{n+2} + \Delta_{n+1} (P_{2+} - P_{2-}) - \frac{(h_n - h_{n+1}) \Delta_{n+1}}{2J_n} (P_3 - P_1)
\]
(55)
(ii) the new renormalized coupling between these two spins reads
\[ J_{n-1,n+2}^{\text{R}} = \frac{J_{n-1}J_{n+1}}{J_n}(P_3 + P_1 - P_2) \]  
(56)

(iii) the new renormalized interaction between these two spins reads
\[ \Delta_{n-1,n+2}^{\text{R}} = -\frac{\Delta_{n-1} \Delta_{n+1}}{2J_n}(P_3 - P_1). \]  
(57)

This largest-coupling-\(J_n\) decimation step has thus for effects to generate smaller renormalized hopping \(J^{\text{R}}\) and smaller interaction \(\Delta^{\text{R}}\). The decimations of the transverse-fields \(h_j\) (equation (24)) and of the couplings \(J_j\) (equation (25)) will thus both drive the system towards the many-body-localized phase.

As a final remark, let us stress that the renormalization rules corresponding to transverse-field decimations (equations (35)–(37)) and to couplings decimations (equations (55)–(57)) depend on the values of the emergent LIOMs via the projectors \(P_m\), so that one needs to follow the different branches: the practical implementation of this type of renormalization rules is thus much more involved [29] than in the ground-state-studies where one focus only on a single branch at each step. More precisely, for a chain of \(N\) quantum spins like equation (23), with an Hilbert space of size \(2^N\), the construction of the ground state via the renormalization requires \(O(N)\) renormalization steps, where at each step one systematically chooses the projector associated to the lowest eigenstate of \(H_0\): the numerical implementation remains thus elementary and can be applied on very large systems as a consequence of the polynomial cost with respect to the system size \(N\). However if one wishes to construct the effective dynamics via the RSRG-t or equivalently to construct the whole set of the \(2^N\) eigenstates, one has to follow the whole tree of possibilities for the choice of the projectors at each renormalization step (see figure 2(a) of [29]): since this tree has \(2^N\) leaves corresponding to the \(2^N\) eigenstates, the exact numerical implementation of this procedure is limited to small systems as a consequence of the exponential cost with respect to the size \(N\). To overcome this limitation, the authors of [29] have thus proposed to replace the exact application of the renormalization rules on all branches by a Monte Carlo sampling of the typical branches of the tree (see [29] for more details and examples of results). It would be thus interesting to apply the same numerical procedure to the above RG rules to test their validity in the many-body-localized-phase by a direct comparison with the true dynamics as computed via other numerical methods.

5. Conclusion

In summary, the Vosk–Altman strong disorder renormalization for the unitary dynamics of random quantum models has been reformulated within the Floquet theory: the iterative elimination of the local degree of freedom characterized by the highest eigenfrequency \(\Omega\) can then be taken into account for the neighboring slower degrees of freedom via the two first orders of the high-frequency-expansion of the effective Floquet Hamiltonian. The output of this reformulation is the general recipe of equation (19) to derive RG rules. We have discussed the equivalence with the RSRG-X procedure to construct the whole set of eigenstates. We have then applied this general framework to the XXZ chain in its many-body-localized phase, by taking into account two possibilities: the highest eigenfrequency is set either by the biggest transverse field \(h_n\) or by the biggest coupling \(J_n\). More generally, we hope that the present framework will be helpful to analyze the dynamics of other random quantum models.
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