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Abstract—We present a semi-analytical formulation of the interaction between a given source field and a scalar Huygens metasurface (HMS), a recently introduced promising concept for wavefront manipulation based on a sheet of orthogonal electric and magnetic dipoles. Utilizing the equivalent surface impedance representation of these metasurfaces, we establish that an arbitrary source field can be converted into directive radiation via a passive lossless HMS if two physical conditions are met: local power conservation and local impedance equalization. Expressing the fields via their plane-wave spectrum and harnessing the slowly-varying envelope approximation we obtain semi-analytical formulae for the scattered fields, and prescribe the surface reactance required for the metasurface implementation. The resultant design procedure indicates that the local impedance equalization induces a Fresnel-like reflection, while local power conservation forms a radiating virtual aperture which follows the total excitation field magnitude. The semi-analytical predictions are verified by finite-element simulations of HMSs designed for different source configurations. Besides serving as a flexible design procedure for HMS radiators, the proposed formulation also provides a robust mechanism to incorporate a variety of source configurations into general HMS models, as well as physical insight on the conditions enabling purely reactive implementation of this novel type of metasurfaces.

Index Terms—metasurfaces, Huygens sources, wavefront manipulation, plane-wave spectrum.

I. INTRODUCTION

Electrically thin sheets with repetitive metallic inclusions or exclusions have been used extensively in the past in antenna applications to control the properties of reflected or transmitted power, e.g. its direction, phase, or polarization [1]–[6]. Such surfaces have received increasing attention lately, as part of the intensive research in the field of optical and microwave metamaterials, in an attempt to harness ideas from bulk metamaterial explorations to design low-profile components with extraordinary wavefront manipulation capabilities [7]–[10]. In contrast to bulk metamaterials, where subwavelength elements are combined to form a volumetric entity with prescribed local response to electromagnetic fields, in metamaterial sheets, or metasurfaces, these subwavelength atomic units are confined to a region with subwavelength thickness. This geometrical difference should decrease significantly fabrication complexity of metasurfaces and also loss-related problems; however, it requires development of new design methodologies, as the interaction of electromagnetic fields with metasurfaces is naturally described via effective boundary conditions [11]–[13], as opposed to effective permeabilities and permittivities (or effective wave equations), more suitable for modelling volumetric metamaterials [14]–[16].

In particular, it was recently recognized that as metasurfaces act as sources of tangential field discontinuities, they can be modelled by a distribution of electric and magnetic surface currents, prescribed by the equivalence principle [17]. Hence, in principle, for a given incident field, a desirable electromagnetic field distribution in space can be achieved by engineering the surface to induce currents that would produce the required tangential fields on both of its facets.

Approximating the required continuous surface currents by a dense distribution of electric and magnetic dipoles, passive surfaces implementing plane-wave refraction were demonstrated [18], [19]. The elementary sources were formed by subwavelength inductive and capacitive elements that produced the suitable magnitudes of the current in response to the exciting incident plane-wave. Simultaneously, it was demonstrated that also active elementary sources may be utilized to introduce desirable field discontinuities, e.g., to implement a cloaking device based on the same equivalence principle [19]–[21]. As these surfaces were composed of orthogonal electric and magnetic dipoles engineered to induce unidirectional radiation, i.e. acting as Huygens sources [17], pp. 653-660], [22], they were named Huygens metasurfaces (HMS) [18].

In addition to plane-wave refraction and cloaking, recent reports proposed designs of Huygens metasurfaces which implement beam shaping, transmission or reflection coefficient engineering and polarization manipulation (using tensor Huygens metasurfaces) [18], [23]–[25]. Although the design methodologies differ between the various authors, they all rely on the fact that if the dimensions of the unit cells and their spatial arrangement obey certain conditions, the metasurface can be modelled by effective electric and magnetic polarizability distributions, which are translated to position-dependent sheet boundary conditions [8], [11], [12], [26]. These, in turn, can be equivalently described as surface impedance and surface admittance matrices relating the electric and magnetic field components at the two facets of the metasurface [18], [19].

Following this approach greatly simplifies device design, as it facilitates the development of simple circuit models to Huygens metasurfaces [21]. Moreover, as the effective surface
impedance and admittance matrices are directly related to the *locally averaged* polarizabilities of the elementary scatterers, we may assess the local equivalent surface impedance of a unit cell by simulating or measuring the effective impedance of an infinite periodic array of such identical unit cells (local periodicity approximation) [7], [11], [12], [26]–[28].

Indeed, this modelling approach was used in recent demonstrations of HMSs: given the incident field and the desirable transmitted (or reflected) field, the required boundary conditions to support the field discontinuities can be formulated, resulting in the required surface impedance and admittance matrices (or electric and magnetic polarizability distributions).

However, for realizing the Huygens metasurfaces, it is desirable for the elements implementing the required polarization distributions to be passive and lossless, i.e. the surface impedance and admittance to possess pure imaginary values. Implementing impedance or admittance sheets with nonvanishing real parts requires engineering of gain or loss elements, thereby complicating greatly the design and realization. Nonetheless, following the simplistic methodology in which the discontinuities between the desirable and incident fields are directly translated into surface impedances and admittances by no means guarantees the passivity of the resultant metasurface (See, e.g., [18], [19]). In fact, in [18] the design procedure did not consider the passivity limitation, however the resultant complex surface impedance and admittance were such that they could be approximated by purely imaginary functions, leading to a well-functioning, passive and lossless, prototype. The reasons for that encouraging outcome were not analyzed therein, though.

In addition, almost all Huygens metasurfaces presented in the literature to date were designed to be excited by a plane-wave or a beam propagating towards the surface in homogeneous medium [18], [19], [23], [26]. Nevertheless, for realizing the Huygens metasurfaces, it is desirable for the elements implementing the required polarization distributions to be passive and lossless, i.e. the surface impedance and admittance to possess pure imaginary values. Implementing impedance or admittance sheets with nonvanishing real parts requires engineering of gain or loss elements, thereby complicating greatly the design and realization. Nonetheless, following the simplistic methodology in which the discontinuities between the desirable and incident fields are directly translated into surface impedances and admittances by no means guarantees the passivity of the resultant metasurface (See, e.g., [18], [19]). In fact, in [18] the design procedure did not consider the passivity limitation, however the resultant complex surface impedance and admittance were such that they could be approximated by purely imaginary functions, leading to a well-functioning, passive and lossless, prototype. The reasons for that encouraging outcome were not analyzed therein, though.

In this work, we derive from first principles simple rules for designing passive lossless Huygens metasurfaces producing directive radiation to a prescribed angle when excited by a given (arbitrary) source field. Decomposing the fields to their plane-wave spectrum and generalizing the approach presented in [19] for plane-wave excitation, we show that satisfying two physical conditions is sufficient to guarantee that the desirable functionality can be achieved by purely reactive surfaces: local power conservation across the surface, and local impedance equalization of the fields on both sides of the metasurface. Enforcing these conditions locally, i.e. at each point on the surface, leads to a complementary set of simple expressions for the surface impedance and surface admittance, as well as facilitates the semi-analytical evaluation of the reflected and transmitted fields. These results enable design of directive HMS radiators with a wide range of source excitations, thus extending significantly the possible applications. Moreover, the derivation provides clear physical interpretation of the conditions required to implement passive lossless HMSs, which may also be indicative to equivalent requirements in more generalized scenarios (e.g. HMSs which perform other functionalities). Altogether, this forms an efficient and powerful tool for HMS engineering, promoting design of novel antenna devices.

### II. Theory

#### A. Formulation

We consider a 2D configuration $\partial / \partial y = 0$ in which a Huygens metasurface situated at $x = 0$ is excited by an arbitrary current distribution limited to the half-space $x < 0$ (Fig. 1). The surrounding media is assumed to be homogeneous, with permittivity $\varepsilon$ and permeability $\mu$, defining the wave impedance $\eta = \sqrt{\mu / \varepsilon}$. Harmonic time dependency of $e^{j\omega t}$ is assumed (and suppressed), defining the wavenumber $k = \omega / \sqrt{\mu \varepsilon}$.

The metasurface is characterized by its surface impedance $Z_{sc} (z)$ and surface admittance $Y_{sm} (z)$, inducing discontinuities in tangential magnetic and electric field components, respectively, given by the generalized sheet transition conditions (GSTC) as formulated by Kuester et al. [11]

\[
\begin{align*}
Z_{sc} (z) \vec{J}_s &= Z_{sc} (z) \hat{x} \times \left[ \vec{H}_{x \rightarrow 0^+} - \vec{H}_{x \rightarrow 0^-} \right] = \\
&= \frac{1}{2} \left[ \vec{E}_{x \rightarrow 0^+} + \vec{E}_{x \rightarrow 0^-} \right] \\
Y_{sm} (z) \vec{M}_s &= -Y_{sm} (z) \hat{x} \times \left[ \vec{E}_{x \rightarrow 0^+} - \vec{E}_{x \rightarrow 0^-} \right] = \\
&= \frac{1}{2} \left[ \vec{H}_{x \rightarrow 0^+} + \vec{H}_{x \rightarrow 0^-} \right]
\end{align*}
\]

where $\vec{J}_s$ and $\vec{M}_s$ are the surface currents induced by the tangential electric and magnetic field components, respectively, and we assumed the impedance and admittance matrices can be described by scalar quantities. The half-spaces below and above the metasurface are referred to as region 1 and region 2, respectively, and we require the sources not to be
infinitesimally close to the HMS such that a source-free region \( x' < x < 0 \) can be defined just below it (Fig. [1]).

To ensure that we harness all possible degrees of freedom for the HMS design, we wish to analyze the most general field constellation admissible by Maxwell’s equations in our 2D scenario. This is achieved by considering both TE and TM polarized fields, by allowing reflections where applicable, and by utilizing the spectral representation of the fields for semi-analytical formulation. To facilitate the fluent reading of the rest of the paper, we include the basic field definitions in this Subsection. Starting with Maxwell’s equations, these definitions enable us to precisely point out the approximations made along the way, guaranteeing the consistency of the definitions.

In region 1, thus, we distinguish between the incident field and reflected field, while region 2 is populated only by the transmitted fields (denoted by \( \text{inc} \), \( \text{ref} \), and \( \text{trans} \) superscripts, respectively)

\[
\begin{align*}
\vec{E}(x,z) &= \begin{cases} 
\vec{E}^{\text{inc}}(x,z) + \vec{E}^{\text{ref}}(x,z) & x < 0 \\
\vec{E}^{\text{trans}}(x,z) & x > 0 
\end{cases} \\
\vec{H}(x,z) &= \begin{cases} 
\vec{H}^{\text{inc}}(x,z) + \vec{H}^{\text{ref}}(x,z) & x < 0 \\
\vec{H}^{\text{trans}}(x,z) & x > 0,
\end{cases}
\end{align*}
\]

and the incident fields are defined as the fields produced by the sources in the absence of the HMS.

In 2D configurations Maxwell’s equations can be separated to two decoupled sets of equations related to the transverse electric (TE) or transverse magnetic (TM) polarized field components. In source-free regions, the TE-polarized (\( E_z = 0 \)) nonvanishing field components are \( (E_y, H_x, H_z) \), and Maxwell’s equations can be reduced to a wave equation for \( E_y \) and curl equations relating the other components to it,

\[
(\nabla^2 + k^2) E_y = 0, \quad H_x = \frac{1}{j\varepsilon}\frac{\partial E_y}{\partial z}, \quad H_z = -\frac{1}{j\mu}\frac{\partial E_y}{\partial x}.
\]

Analogously, in source-free regions, the TM-polarized (\( H_z = 0 \)) nonvanishing field components are \( (H_y, E_x, E_z) \), and Maxwell’s equations can be reduced to

\[
(\nabla^2 + k^2) H_y = 0, \quad E_x = -\frac{\mu}{\varepsilon}\frac{\partial H_y}{\partial z}, \quad E_z = \frac{\mu}{\varepsilon}\frac{\partial H_y}{\partial x}.
\]

As this work does not deal with polarization manipulation of the source fields, we may design an HMS directive radiator for each polarization independently, namely a TE-HMS and a TM-HMS. The TE-HMS would interact only with \( E_y \) and \( H_z \), therefore the required surface impedance \( Z_{sc}(z) \) would be implemented using scatterers sensitive to electric field in the \( y \) direction (e.g. loaded wires parallel to the \( y \)-axis) and the surface admittance \( Y_{sm}(z) \) would be implemented using scatterers sensitive to magnetic field in the \( z \) direction (e.g. loaded loops whose axis is parallel to the \( z \)-axis) [19]. On the other hand, the TM-HMS would interact only with \( H_y \) and \( E_z \), therefore \( Z_{sc}(z) \) and \( Y_{sm}(z) \) would be composed by scatterers sensitive to electric field in the \( z \) direction and magnetic field in the \( y \) direction, respectively. As the elements implementing the TE-HMS and the TM-HMS are orthogonal,

\footnote{A formal definition of the incident fields, more suitable in cases the region \( x < x' \) includes scattering elements (e.g., as we allow in Subsection III-C), will be given in [3].}

there should be no coupling between them; thus, ideally, the two HMSs may be combined to a single metasurface without any changes to the independent designs. In view of this observation, we formulate the procedure to design an HMS assuming the incident field is TE-polarized; the design rules for TM-polarized excitation can be readily derived by duality (Appendix A). Extension of this work to polarization manipulating HMSs will be addressed in a separate report.

1) Spectral Decomposition: As denoted, when the excitation field is TE-polarized, the nonvanishing field components are \( E_y(x,z), H_z(x,z), \) and \( H_x(x,z) \); the scalar surface impedance only induces electric currents in the \( y \) direction; and the scalar surface admittance only induces magnetic currents in the \( z \) direction. In view of (3) a general solution for the fields in the source-free region \( x > x' \) can be formulated in the spectral domain as \([29]-[32]\)

\[
\begin{align*}
E^{\text{inc}}_y(x,z) &= \frac{i\eta}{2\pi} \int_{-\infty}^{\infty} dk t e^{jkzM} e^{-j\beta Mx} e^{j\delta \beta Mz} \\
E^{\text{ref}}_y(x,z) &= -\frac{i\eta}{2\pi} \int_{-\infty}^{\infty} dk t e^{jkzM} e^{-j\beta Mx} e^{j\delta \beta Mz} \\
E^{\text{trans}}_y(x,z) &= \frac{i\eta}{2\pi} \int_{-\infty}^{\infty} dk t e^{jkzM} e^{-j\beta Mx} e^{j\delta \beta Mz},
\end{align*}
\]

where \( k_t \) is the transverse wavenumber (associated with the propagation along \( z \)), and \( \beta = \sqrt{k_x^2 - k_t^2} \) is the longitudinal wavenumber (associated with the propagation along \( x \)); to satisfy the radiation condition we demand that \( \Re \{ \beta \} < 0 \). The \( e \) left superscript denotes TE-HMS related parameters throughout the paper, and \( I_0 \) is a unit current magnitude.

It can be readily verified that all three integrals in (5) satisfy the wave equation of (3), where \( e^{j\beta Mx} \) is the source-related plane-wave spectrum, \( T(k_t) \) is the reflection coefficient in the spectral domain, and \( e^{j\delta \beta Mz} \) corresponds to the spectral content of the transmitted fields. As the sources reside at \( x \leq x' \) in region 1, and the scattering metasurface is situated at \( x = 0 \), the general solution in \( x' < x < 0 \) must consider both upwards (incident) and downwards (reflected) propagating waves. In contrast, as neither sources nor scatterers exist in region 2, only upwards (transmitted) propagating waves are allowed for \( x > 0 \), to satisfy the radiation condition.

We emphasize that the formal solution presented in (5) is valid in general only for \( x > x' \) and that the presence of the sources at \( x \leq x' \) introduces a discontinuity in the fields, which should be accounted for in that region. Nonetheless, for designing the HMS only the tangential fields at \( x = 0 \) as formulated in (5) are required [29], and this formulation is valid regardless of the nature of the source distribution \( x < x' \). In fact, (5) applies without modification also to scenarios in which the region \( x \leq x' \) is occupied by an inhomogeneous medium, as long as its cross-section remains uniform with respect to the \( x \) axis, i.e. the permittivity, permeability and conductivity are a function of \( x \) coordinate only (e.g., plane-stratified media) [30], pp. 183-202]. As shall be demonstrated in Subsection III-C this allows for even a wider range of excitation schemes to be investigated using our model.
From (5) and the curl equations of (3) we derive the corresponding tangential component of the magnetic field at \( x > x' \),

\[
\begin{align*}
H^\text{inc}_{z}(x, z) &= \frac{I_0}{2\pi} \int_{-\infty}^{\infty} \frac{dk_t}{2} \varepsilon f(k_t) e^{-j\beta x} e^{jk_t z} \\
H^\text{ref}_{z}(x, z) &= \frac{I_0}{2\pi} \int_{-\infty}^{\infty} \frac{dk_t}{2} \varepsilon f(k_t) e^{j\beta x} e^{jk_t z} \\
H^\text{trans}_{z}(x, z) &= \frac{I_0}{2\pi} \int_{-\infty}^{\infty} \frac{dk_t}{2} \varepsilon \Gamma(k_t) e^{-j\beta x} e^{jk_t z},
\end{align*}
\]

and (1) can be rewritten as (19)

\[
\begin{align*}
\varepsilon Z_{se}(z) &= -\frac{1}{2} E^\text{trans}_y(0, z) + \frac{1}{2} H^\text{ref}_z(0, z) - \frac{1}{2} H^\text{trans}_z(0, z) + \frac{1}{2} H^\text{inc}_z(0, z) \\
\varepsilon Y_{sm}(z) &= -\frac{1}{2} E^\text{ref}_y(0, z) + \frac{1}{2} H^\text{inc}_z(0, z) + \frac{1}{2} H^\text{ref}_z(0, z).
\end{align*}
\] (6)

2) Statement of the Problem: Given an incident field, we would like to determine the required variation of the surface impedance and admittance along the metasurface such that

- Both the surface impedance and surface admittance are purely reactive (passive and lossless), namely \( \Re\{Z_{se}(z)\} = \Re\{Y_{sm}(z)\} = 0 \). For that we are willing to allow some reflections from the metasurface.
- The transmitted field \( E^\text{trans}_y(x, z) \), \( H^\text{trans}_z(x, z) \) will form a directional radiation to a specified angle \( \theta_0 \) with respect to the \( x \) axis (Fig.1). To this end we would like to form a virtual aperture on the surface with surface current having the suitable linear phase variation and as uniform as possible magnitude.

In order to satisfy the second demand, we require that the spectral content of the transmitted fields \( \varepsilon \Gamma(k_t) \) will be localized around \( k_t = k_{t,0} = -k \sin \theta_0 \). Ideally, \( \varepsilon \Gamma(k_t) \) would be a delta function; however, this can be obtained only for uniform excitation of an infinite HMS, i.e. for plane waves (e.g., as in [19]). When finite sources and metasurfaces are considered, the virtual aperture must have a compact support in space. To facilitate this, we introduce to our formulation a slowly-varying window function \( W(x, z) \), decaying towards the edges of the metasurface, which would serve as an envelope for the desirable linear phase function. If the envelope variation would be moderate with respect to the required phase variation, the resulting radiation would be directed as desired. Formally, we define this virtual aperture window function as

\[
E^\text{trans}_y(x, z) \doteq k\eta I_0 \varepsilon W(x, z)e^{-jkx \cos \theta_0} e^{-jkz \sin \theta_0} \tag{8}
\]

and demand that the HMS would be designed such that the resulting virtual aperture window would form a slowly-varying envelope as \( x \to 0^+ \), namely,

\[
\left. \frac{\partial}{\partial x} \varepsilon W(x, z) \right|_{x \to 0^+} \ll |k \cos \theta_0 \varepsilon W(x, z)|_{x \to 0^+}. \tag{9}
\]

Applying this constraint on (6) enables us to approximate the tangential magnetic field at \( x \to 0^+ \) as

\[
H^\text{trans}_z(x, z) \approx k \cos \theta_0 I_0 \varepsilon W(x, z)e^{-jkx \cos \theta_0} e^{-jkz \sin \theta_0}. \tag{10}
\]

The condition (9), thus, ensures the tangential fields on the virtual aperture locally resemble those of a plane-wave towards \( \theta_0 \), promoting directive radiation.

Substituting (6) and (10) into (7) yields

\[
\varepsilon Z_{se}(z) = -\frac{\eta}{2 \cos \theta_0} \varepsilon F^+ + \varepsilon F^R(z) \\
\varepsilon Y_{sm}(z) = -\frac{\cos \theta_0}{2 \eta} \varepsilon F^+ + \varepsilon F^R(z) - \varepsilon F^-(z), \tag{11}
\]

where we have defined dimensionless quantities, proportional to the fields on the lower (minus-sign superscript) and upper (plus-sign superscript) facets of the metasurface, as follows

\[
\varepsilon F^R(z) \doteq \frac{1}{I_0 k} \left[ E^\text{inc}_y(0, z) + E^\text{ref}_y(0, z) \right] \\
\varepsilon F^R(z) \doteq \frac{1}{I_0 k \cos \theta_0} \left[ H^\text{inc}_z(0, z) + H^\text{ref}_z(0, z) \right] \\
\varepsilon F^+(z) \doteq W(0, z)e^{-jkz \sin \theta_0} \tag{12}
\]

It should be noted that the fields in our formulation are "macroscopic" in the sense that they result from averaged boundary conditions, applicable for an infinitely-thin homogenized equivalent surface, exhibiting continuous sheet impedance and admittance profiles [8].

B. Sufficient Conditions for Passive Lossless HMS

1) Local Power Conservation: As we require the HMS to be purely reactive, the real power across the metasurface must be conserved. However, to obtain sufficient conditions for designing passive lossless HMSs we may require a stricter condition to be met, namely, that the real power impinging the metasurface from region 1 is equal locally to the real power transmitted to region 2, at each point \( z \) on the surface.

To assess the consequences of this local power conservation condition we utilize [12] to express the local power densities along the metasurface in region 1 and 2 using the dimensionless field quantities. These are given, respectively, by the projection of the Poynting vector on the \( x \) axis as \( x \to 0^- \)

\[
\varepsilon S^R_1(z) = \frac{k}{2} \varepsilon \left[ \vec{E}(x, z) \times \vec{H}^R(x, z) \right]_{x \to 0^-} \\
= \frac{1}{2} k \eta |I_0|^2 \varepsilon F^R(z) \varepsilon F^R(z) k \cos \theta_0. \tag{13}
\]
and as $x \to 0^+$

$$
\frac{e}{Z'(z)}(z) = \frac{1}{2} \hat{x} \cdot \left[ \vec{E}(x, z) \times \vec{H}^*(x, z) \right]_{x \to 0^+} = \frac{1}{2} k \eta |I_0|^2 |F^+(z)|^2 k \cos \theta_0,
$$

(14)

where the asterisk indicates the complex-conjugate operation.

The condition for local power conservation is

$$
\Re \left\{ e^{K_z} \right\} = \Re \left\{ e^{K_z} \right\} \text{ which reads, using (13)-(14),}
$$

$$
|F^+(z)|^2 = \Re \left\{ e^{F(E)(z)} e^{F(H)^*} \right\}.
$$

(15)

Multiplying the rational functions in (11) by the complex conjugate of their respective denominators and plugging in the local power conservation requirement (15) yields

$$
\begin{align*}
\mathcal{Z}_{sc}(z) &= -\frac{\eta}{2 \cos \theta_0} e^{F^+(z)} e^{F_H^*} - e^{F^+(z)} e^{F_H^*} e^{F_N^*} \\
\mathcal{Y}_{sm}(z) &= -\frac{\cos \theta_0}{2 \eta} e^{F^+(z)} e^{F_H^*} - e^{F^+(z)} e^{F_H^*} e^{F_N^*}
\end{align*}
$$

(16)

2) Local Impedance Equalization: In view of (16), a sufficient condition for the real part of both $\mathcal{Z}_{sc}$ and $\mathcal{Y}_{sm}$ to vanish is given by

$$
\mathcal{Z}_{sc}(z) = \mathcal{Y}_{sm}(z) \triangleq |F^-(z)|,
$$

(17)

resulting in a purely imaginary numerator for both fractions.

The physical meaning of the latter is revealed by rewriting (11) using (12); the condition locally equalizes the wave impedance of the fields on the two facets of the metasurface. Indeed, substituting (12) into (17) leads to the local impedance equalization condition

$$
\frac{E_{x}^{inc}(0, z) + E_{y}^{ref}(0, z)}{H_{z}^{inc}(0, z) + H_{z}^{ref}(0, z)} = \frac{E_{y}^{trans}(0, z)}{H_{z}^{trans}(0, z)} = \frac{\eta}{\cos \theta_0},
$$

(18)

and we stress that, for an arbitrary source, the existence of a reflected field is generally necessary to satisfy this condition.

When (17) is satisfied, the local power conservation condition (15) takes a simpler form, namely,

$$
|F^+(z)|^2 = |F^-(z)|^2 \triangleq |F(z)|^2.
$$

(19)

Subsequently, we may define the dimensionless field quantities above and below the metasurface as

$$
\begin{align*}
\mathcal{Z}_{sc}(z) &= -j e^{F_0(0, z)} e^{F_0(z)} \\
\mathcal{Y}_{sm}(z) &= -j e^{F_0(0, z)} e^{F_0(z)}
\end{align*}
$$

(20)

where $\varphi_{\pm}(z) \in \mathbb{R}$. Substituting these definitions into (16) leads to a complementary set of compact expressions for the desirable surface impedance and surface admittance

$$
\begin{align*}
\mathcal{Z}_{sc}(z) &= -j \frac{e^{Z_0}}{2} \cot \left[ \frac{\varphi_{-}(z) - \varphi_{+}(z)}{2} \right] \\
\mathcal{Y}_{sm}(z) &= -j \frac{e^{Y_0}}{2} \cot \left[ \frac{\varphi_{-}(z) - \varphi_{+}(z)}{2} \right]
\end{align*}
$$

(21)

where $e^{Z_0} = 1/e^{Y_0} = \eta/\cos \theta_0$ is the wave impedance of a TE-polarized plane-wave propagating in region 2 at an angle of $\theta_0$ with respect to the $x$ axis, given generally by [30]

$$
\vec{E}_i(0, z) \triangleq Z_0 \left[ \vec{H}_i(0, z) \times \hat{xz} \right],
$$

(22)

$\vec{E}_i$ and $\vec{H}_i$ being the tangential components of the fields. As $e^{Z_0}$, $Y_0$, and $\varphi_{\pm}(z)$ are all real, the HMS defined via (21) is indeed purely reactive, as required.

It is important to note that although it may appear that the required effect of the HMS is merely to introduce a local phase-shift to the incident field, seemingly allowing for a passive lossless implementation without any reflections, this is not the case, in general. In order to transform one valid electromagnetic field to another (both satisfying Maxwell’s equations), one has to consider also the variation of the local wave impedance at each point along the metasurface. As demonstrated, for example, in [18], transforming both the local phase and the local wave impedance of the incident fields without incurring reflections in (7) gives rise to surface impedance and admittance values with non-vanishing real parts, which should be somehow mitigated if lossless passive realization is desirable (See "Supplemental Material" of [18], pp. 3-6). Nonetheless, as suggested in [19] and generalized herein, introducing another degree of freedom in the form of the reflected fields to the design enables such a control, requiring neither active nor lossy elements.

Lastly, we emphasize that both local power conservation [15] and local impedance equalization [17] are required to establish sufficient conditions for a passive lossless HMS for our application. Moreover, our derivation results only in sufficient conditions, thus it does not invalidate the possibility that other passive lossless designs, not adhering to these conditions, may achieve similar functionality.

C. Explicit Evaluation of the Metasurface Reactance and Susceptance, and the Scattered Fields

Equation (21) prescribes the required variation of the surface reactance and susceptance to implement the desirable HMS. However, in order to use this formula, we should instruct how the phases of the fields at $x \to 0^+$, defined as $\varphi_{\pm}(z)$, are to be evaluated.

To that end, we first indicate how to find the reflected and transmitted fields from the given source field and the requirement that the power is locally conserved and the impedance is locally equalized. Local impedance equalization (18) requires

$$
E_{y}^{inc}(0, z) - \frac{\eta}{\cos \theta_0} H_{z}^{inc}(0, z) = -\left[ E_{y}^{ref}(0, z) - \frac{\eta}{\cos \theta_0} H_{z}^{ref}(0, z) \right],
$$

(23)

from which, using the spectral representation of the fields (5)-(6), the reflection coefficient can be evaluated as

$$
\Gamma(k_t) = \frac{k \cos \theta_0 - \beta}{k \cos \theta_0 + \beta}
$$

(24)

regardless of the source field. Equation (24) is merely a private case of the Fresnel reflection formula for an incident plane-wave at an angle $\arcsin(k_t/k)$ and a transmitted plane-wave at an angle of $\theta_0$, travelling in media with the same permittivity and permeability [31]. Actually, it is a generalization of the reflection coefficient derived in [19] for passive lossless HMSs excited by a plane-wave. However, in the general case considered herein, the source field consists of an infinite
number of plane-waves, propagating in different directions. Therefore, the reflection coefficient of (24) actually ensures individual impedance equalization of each of the plane-waves in the source field spectrum (5)-(6) to that of a plane-wave propagating in region 2 with an angle of $\theta_0$ with respect to the $x$ axis.

Equation (24) enables evaluation of the reflected fields (everywhere in region 1) via (5)-(6). Combined with the given incident field, we may then utilize (12) to evaluate $e^{f^{-}_E}(z) = F^{-}_H(z) = F^{-}(z)$. Explicitly, this is given by

$$
e^{f^{-}_E}(z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{dk_i}{k \cos \theta_0 + \beta} e^{j(k_i e^{j\xi_0})}, \quad (25)$$

from which the total dimensionless field magnitude $|e^{f}(z)|$ and phase $\varphi_{-}(z)$ on the lower facet of the HMS are assessed, following (20).

The local power conservation condition (19) indicates that the dimensionless field magnitudes must be continuous at each $z$ along the metasurface. This facilitates the evaluation of the virtual aperture window function $e^{W}(0, z)$ via (12), namely

$$e^{W}(0, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{dk_i}{k \cos \theta_0 + \beta} e^{f}(k_i) e^{j(k_i z)} e^{-j\xi_0}, \quad (26)$$

where $\xi_0$ is an arbitrary (constant) phase shift which may be introduced to the transmitted fields without affecting neither the radiation directivity nor the reflected fields (similarly to (25)).

From the definition (8) and the spectral representation (5), the spectral content of the transmitted field can be evaluated via the inverse Fourier transform,

$$e^{T}(k_i) = \frac{2\beta}{2\pi} \int_{-\infty}^{\infty} e^{W}(0, z) e^{-j(k_i + k \sin \theta_0)z} dz, \quad (27)$$

using which the transmitted fields everywhere in region 2 may be computed from (5)-(6).

Finally, the transmitted field phase variation on the HMS can be explicitly formulated using (26) and (12) as

$$\varphi_{+}(z) = -k z \sin \theta_0 - \xi_0 \quad (28)$$

regardless of the source fields, and (21) can be rewritten as

$$\left\{ \begin{array}{l}
e^{Z_{se}}(z) = -\frac{jZ_0}{2} \cot \left[ \frac{k z \sin \theta_0 + \xi_0 + \xi^+_{F^{-}}(z)}{2} \right] \\
e^{Y_{sm}}(z) = -\frac{jY_0}{2} \cot \left[ \frac{k z \sin \theta_0 + \xi_0 + \xi^+_{F^{-}}(z)}{2} \right] \end{array} \right. \quad (29)$$

where $\xi^{+}_{F^{-}}(z) = \varphi_{-}(z)$ is the phase of the dimensionless field parameter given by (25).

The design procedure described in this Section is summarized in Table I with references to relevant equation numbers in the text. It should be noted that the fields used to design the HMS are approximate, valid subject to the slowly-varying envelope condition (9); thus, after the design procedure is completed, and the predicted transmitted fields have been evaluated via (27), the satisfaction of (9) should be verified to assess the consistency of the theoretical derivation (See, e.g., Subsections III-A [III-B3]).

III. RESULTS AND DISCUSSION

To verify our theory, we follow the design procedure outlined in Section II and summarized in Table I to design passive lossless HMS directive radiators for three different (TE-polarized) source excitations: a plane-wave, an electric line source (ELS), and an electric line source positioned in front of a perfect electric conductor (PEC) infinite plane (Fig. 3). In the following Subsections we derive the expressions for the required surface impedance and surface admittance, and compare the performance of the HMS, predicted by semi-analytical means, to results of respective finite-element numerical simulations, in which the HMS is implemented using loaded loops and wires (similarly to [19]).

A. Excitation by a Plane-wave

We begin by verifying the consistency of our theory with previous HMS design formulae derived in [19] for the private case of plane-wave excitation. This would also serve as a simple demonstration of the proposed design procedure, with indication of the relevant steps in Table I.

In the configuration under consideration, the source field is produced by a TE-polarized plane-wave travelling at an angle $\theta_i$ with respect to the $x$-axis incident upon the HMS (Fig. 3(a)). The spectrum of the source field is thus given by

$$e^{f}(k_i) = 4\pi \delta(k_i - k_{t,i}), \quad (30)$$

where $k_{t,i} = -k \sin \theta_i$. To enforce local impedance equalization (Table I / Step 1), the reflection coefficient is defined according to (24), using which the incident and reflected fields (5)-(6) may be evaluated

$$\left\{ \begin{array}{l}
e^{Z_{inc}}(x, z) = k n_{0} e^{-j k x \cos \theta_i} e^{-j k z \sin \theta_i} \\
e^{E^{ref}_{y}}(x, z) = -\frac{\cos \theta_0 - \cos \theta_i}{\cos \theta_0 + \cos \theta_i} e^{E^{inc}_{y}}(x, z) \\
e^{H^{inc}_{z}}(x, z) = k n_{0} \cos \theta_i e^{-j k x \cos \theta_i} e^{-j k z \sin \theta_i} \\
e^{H^{ref}_{z}}(x, z) = \frac{\cos \theta_0 - \cos \theta_i}{\cos \theta_0 + \cos \theta_i} e^{H^{inc}_{z}}(x, z), \quad (31) \end{array} \right.$$ 

and it is readily verified that the fields indeed satisfy (23). The dimensionless total field at $x \rightarrow 0^-$ is thus given by (25)

$$e^{f^{-}_E}(z) = \frac{2 \cos \theta_i}{\cos \theta_0 + \cos \theta_i} e^{-j k z \sin \theta_i}, \quad (33)$$

from which we arrive at the desirable output of [Table II / Step 1], namely,

$$|e^{F^{-}}(z)| = \frac{2 \cos \theta_i}{\cos \theta_0 + \cos \theta_i}, \quad \varphi_{-}(z) = -k z \sin \theta_i, \quad (34)$$

and we note that $\theta_i, \theta_0 \in (-\pi/2, \pi/2)$. Local power conservation (Table I / Step 2) essentially requires that the magnitude of the virtual aperture window function on the upper facet of the HMS would follow the magnitude of the total fields (incident-reflected) on its lower facet. Hence, $W(0, z)$ is given by combining (26) with (34), yielding

$$e^{W}(0, z) = \frac{2 \cos \theta_i}{\cos \theta_0 + \cos \theta_i} e^{-j \xi_0}, \quad (35)$$
Step Metasurface Output
---
1 Local impedance equalization Incident fields: $H^\text{inc} (x, z)$, $E^\text{inc} (x, z)$ Transmission angle: $\theta_0$ Reflected fields: $H^\text{ref} (x, z)$, $E^\text{ref} (x, z)$ Total fields at $x \to 0^-$: $|F^- (z)| e^{-j\varphi_- (z)}$ Relevant Equations: (5)-(6), (8), (9)
2 Local power conservation Field magnitude at $x \to 0^-$: $|F^- (z)|$ Transmission angle: $\theta_0$ Field magnitude at $x \to 0^+$: $W (0, z)$ Transmitted fields: $H^\text{trans} (x, z)$, $E^\text{trans} (x, z)$ Relevant Equations: (23)-(25), (26)-(27), (28)-(29)
3 Metasurface reactance Field phase at $x \to 0^-$: $\varphi_- (z)$ Transmission angle: $\theta_0$ Surface impedance: $Z_{se} (z)$ Surface admittance: $Y_{sm} (z)$ Relevant Equations: (30)-(32), (33)-(34)

Table I

**Summary of Design Procedure for Passive Lossless Huygens Metasurface for Directive Radiation**

| No. | Step                  | Input                                                                 | Output                                                                 | Relevant Equations |
|-----|-----------------------|----------------------------------------------------------------------|------------------------------------------------------------------------|--------------------|
| 1   | Local impedance       | Incident fields: $H^\text{inc} (x, z)$, $E^\text{inc} (x, z)$       | Reflected fields: $H^\text{ref} (x, z)$, $E^\text{ref} (x, z)$         | (5)-(6), (8), (9)   |
|     | equalization          | Transmission angle: $\theta_0$                                       | Total fields at $x \to 0^-$: $|F^- (z)| e^{-j\varphi_- (z)}$           |                    |
| 2   | Local power           | Field magnitude at $x \to 0^-$: $|F^- (z)|$                           | Field magnitude at $x \to 0^+$: $W (0, z)$                              | (23)-(25)          |
|     | conservation          | Transmission angle: $\theta_0$                                       | Transmitted fields: $H^\text{trans} (x, z)$, $E^\text{trans} (x, z)$ |                    |
| 3   | Metasurface           | Field phase at $x \to 0^-$: $\varphi_- (z)$                          | Surface impedance: $Z_{se} (z)$                                       | (30)-(32)          |
|     | reactance             | Transmission angle: $\theta_0$                                       | Surface admittance: $Y_{sm} (z)$                                      | (33)-(34)          |

Fig. 2. Physical configurations of Huygens metasurfaces excited by (a) a plane wave forming an angle of $\theta_0$ with the $x$-axis (Subsection III-A); (b) an electric line source situated at $(x, z) = (x', 0)$ carrying a current of $J = I_0 \delta (x - x') \delta (z) \hat{y}$ (Subsection III-B); (c) the same electric line source positioned in front of a PEC, separated by $d$ from the HMS; $\theta_0$ is the angle of internal constructive interference between the source and its image (Subsection III-C). The transmitted field radiates towards the direction defined by $\theta_0$.

where $\xi_0$ is an arbitrary phase, in case any is desirable. Using the last result and (27), the plane-wave spectrum of the transmitted wave can be evaluated,

$$ e^T (k_1) = 4\pi \delta (k_1 - k_{1,0}) \frac{2 \cos \theta_i}{\cos \theta_0 + \cos \theta_i} e^{-j\xi_0}, \quad (36) $$

and subsequently, from (5)-(6), (8)-(10), also the transmitted fields,

$$ E_{x}^\text{trans} (x, z) = k \eta I_0 e^{-j\xi_0} \frac{2 \cos \theta_i}{\cos \theta_0 + \cos \theta_i} e^{-jkx \cos \theta_0} e^{-jkz \sin \theta_0} \delta (z), $$

$$ H_{y}^\text{trans} (x, z) = \frac{\cos \theta_0}{\eta} E_{y}^\text{trans} (x, z). \quad (37) $$

This completes Step 2 of the design procedure.

Finally, we may use (29) with the phase calculated in (34) to define the surface impedance and surface admittance required to implement the desirable HMS (Table I / Step 3). These are given by

$$\begin{aligned}
\varepsilon Z_{se} (z) &= -j \frac{\varepsilon Z_0}{2} \cot \left[ \frac{kz (\sin \theta_0 - \sin \theta_i)}{2} + \xi_0 \right], \\
\varepsilon Y_{sm} (z) &= -j \frac{\varepsilon Y_0}{2} \cot \left[ \frac{kz (\sin \theta_0 - \sin \theta_i)}{2} + \xi_0 \right],
\end{aligned} \quad (38)$$

which, when $\xi_0 = 0$, coincide with the results obtained in [19] for the same configuration (recall $\varepsilon Z_0 = 1/\varepsilon Y_0 = \eta / \cos \theta_0$).

As this type of HMS was thoroughly investigated in [19], [21], including demonstration of its performance using numerical simulation tools, we would not discuss it here further. It is, however, worthwhile to note that in the context of the design procedure formulated in Section I, the virtual aperture window function $W (x, z)$ formed by the HMS has infinite extent in this case. More precisely, from (37) and (8) it follows that $W (x, z)$ is constant. Therefore, the satisfaction of (9) is trivial for any transmission angle ($|\theta_0| < \pi/2$), indicating that the theoretical prediction of the HMS functionality is valid.

### B. Excitation by an Electric Line Source

Next, we consider the scenario in which the HMS is excited by an electric line source $J = I_0 \delta (x - x') \delta (z) \hat{y}$ situated in region 1, where according to our convention $x' < 0$ (Fig. 2(b)). This configuration is different from the plane-wave excitation discussed in Subsection III-A in three significant aspects, all originate from the localized nature of the source: first, the source introduces discontinuity to the fields at $x = x'$ (region 1); second, its spectral representation consists of a wide range of plane-waves; third, its illumination of the HMS is non-uniform, creating a localized spot on the virtual aperture. In the following Subsections, we will emphasize the effects of these differences on the design procedure.

1) **HMS Design:** As mentioned in the previous paragraph, the derivation of the source plane-wave spectrum $e^T (k_1)$ now involves a source condition requiring the discontinuity of the derivative of the characteristic Green’s function at $x = x'$ (29)-(32). Moreover, to satisfy the radiation condition at $x \to -\infty$ we should use a different $x$ dependency for the incident field in the region $x < x'$ than we used for the source-free region $x' < x < 0$, manifesting the fact that the plane-waves propagate away from the source at all regions.

2This would be a consequence of the introduction of a (singular) nonhomogeneous term to the Helmholtz (wave) equation of (3), required if the whole region 1 ($x < 0$) is to be described by this equation.
Considering these conditions, the incident and reflected fields in the whole region 1 \((x < 0)\) may be formulated as:

\[
\begin{align*}
E_{y}^{\text{inc}}(x, z) &= \frac{I_0}{2\pi} \int_{-\infty}^{\infty} \frac{dk_t}{2\beta} e^{-j|x-x'|} e^{jk_t z} \frac{dk_t}{2\beta} e^{j\beta'(x+x')e^{jk_t z} } \\
E_{y}^{\text{ref}}(x, z) &= -k_t \frac{I_0}{2\pi} \int_{-\infty}^{\infty} dk_t e^{j\beta'(x+x')e^{jk_t z} }, \\
H_{x}^{\text{inc}}(x, z) &= \pm \frac{I_0}{2\pi} \int_{-\infty}^{\infty} dk_t e^{-j|x-x'|} e^{jk_t z} \\
H_{x}^{\text{ref}}(x, z) &= \frac{I_0}{2\pi} \int_{-\infty}^{\infty} dk_t \Gamma(k_t) e^{j\beta'(x+x')e^{jk_t z} },
\end{align*}
\]

where the reflection coefficient remains a free parameter and the upper and lower signs in (40) should be used when \(x > x'\) or \(x < x'\), respectively; this change of signs establishes the required discontinuity in the magnetic field at the source position. Comparing (39)-(40) in the source-free region \(x' < x < 0\) with the general form (33)-(34) yields the expression for the source-related plane-wave spectrum, namely

\[
e f(k_t) = e^{j\beta x'},
\]

which forms the necessary input to begin our design procedure.

To enforce local impedance equalization (Table I / Step 1), we define the reflection coefficient according to (24), which is not trivial as it was for the plane-wave excitation scenario (See (33)). Nonetheless, as the integral of (42) consists of a slowly varying part (e.g., the steepest-descent-path method [30]) to evaluate it in (39), obtaining an analytical closed-form expression for \(e f(k_t)\) is not constant anymore, and is determined by the total field at \(x \rightarrow 0^-\) is thus given by

\[
\varphi(z) = -k_z \sin \theta_i(z)
\]

in analogy to (34). As in Subsection III-A upon evaluation of the transmitted fields, the satisfaction of the slowly-varying envelope condition (9) should be verified to ensure the consistency of the design procedure.

2) Virtual Aperture Engineering: Before we proceed to demonstrate the performance of several ELS-excited HMS designs, we refer to the last point mentioned in the opening paragraph of this Subsection. As part of the device engineering, it is important to control the shape of the virtual aperture, as it determines to a large extent the width and directivity of the transmitted radiation. However, as opposed to the case of plane-wave excitation, in which the metasurface was illuminated uniformly across the entire \(z\) axis, when finite-energy sources are used, the nature of the resultant virtual aperture is not as easily predicted. The reason for that is that the profile of the virtual aperture window function is not constant anymore, and is determined by the total field at \(x \rightarrow 0^-\), i.e. the sum of the incident and reflected fields; while the former is known, the latter is an outcome of the integration of the individually reflected source plane-waves (24).

Nevertheless, if the source is not illuminating the metasurface at a grazing angle, the reflection coefficient varies rather moderately with \(k_t\) in the spectral region contributing dominantly to the reflected field. In that case, a good zero-order approximation for the shape of the virtual aperture window would be given by the magnitude of the incident field, thus providing a starting point for selecting sources suitable for a desirable virtual aperture design. More than that, the phase of the incident field will be then a reasonable approximation to \(\varphi(z)\), providing an insight on the variation of \(Z_{se}\) and \(Y_{sm}\) along the HMS (29). If, in addition, the evaluation point on the metasurface is in the far-field of the source, the equivalent angle of incidence \(\theta_i(z)\) defined in (44) receives an elegant physical interpretation: this is the angle of incidence of the ray ("local" plane-wave) incident upon the metasurface in the neighbourhood of \(z\). Accordingly, (42) can be interpreted as a generalization of (38), where due to the localized source, different points along the metasurface interact with plane-waves having different angles of incidence.

3) Numerical and Semi-analytical Results: To verify our formulation, we have designed and simulated three Huygens
Fig. 3. Comparison between the theoretically (semi-analytical) predicted performance and the results of HFSS simulations of Huygens metasurfaces designed to convert the fields produced by an electric line source situated at \( x' = -\lambda \) to directive radiation towards (a,d,g,j) \( \theta_0 = 0^\circ \), (b,e,h,k) \( \theta_0 = 30^\circ \), and (c,f,i,l) \( \theta_0 = 60^\circ \). (a)-(c) Required surface reactance \( X_s(z) = \Im\{Z_{se}(z)\} \) (blue dashed line) and surface susceptance \( B_s(z) = \Im\{Y_{sm}(z)\} \) (red solid line) calculated from (43). (d)-(f) Theoretically predicted (blue dashed line) and HFSS-simulated (red solid lines) normalized radiation pattern (dB scale). (g)-(i) Real part of the electric field phasor \( |\Re\{E_y(x,z)\}| \) as simulated by HFSS. (j)-(l) Theoretical prediction of \( |\Re\{E_y(x,z)\}| \) (Appendix C).

metasurfaces according to the procedure described in this Subsection (with \( \xi_0 = 0 \)), designated to convert the fields produced by an electric line source at \( x = x' = -\lambda \) to directive radiation towards \( \theta_0 = 0^\circ \), \( \theta_0 = 30^\circ \), and \( \theta_0 = 60^\circ \) (Fig. 3).

For an HMS stretching from \( z = -5\lambda \) to \( z = 5\lambda \) (total length \( L = 10\lambda \)) the required variation of the surface reactance \( X_s(z) = \Im\{Z_{se}(z)\} \) and surface susceptance \( B_s(z) = \Im\{Y_{sm}(z)\} \) with \( z \) is presented in Fig. 3(a)-(c). For clarity, only values of \( |X_s| < 20\eta \) and \( |B_s| < 20/\eta \) are presented. Recalling the physical meaning of the equivalent angle of incidence (44) we can indeed observe a change of signs in the cotangent argument of (43) when the angles formed between
the source and the evaluation point approaches \( \theta_0 \), i.e. in the proximity of \( z / |x'| = \tan \theta_0 \). This would happen around \( z = 0 \) (Fig. 3(a)), \( z = 0.577\lambda \) (Fig. 3(b)), and \( z = 1.732\lambda \) (Fig. 3(c)), for \( \theta_0 = 0^\circ \), \( \theta_0 = 30^\circ \), and \( \theta_0 = 60^\circ \), respectively.

Moreover, as the difference between the equivalent angles and the transmission angle becomes larger, the effective period of the cotangent should become shorter \[43\]. Indeed, if we focus on the \( z < 0 \) region of the metasurface, where the equivalent angles of incidence are mostly negative, we observe that the effective period for \( \theta_0 = 0^\circ \) (Fig. 3(a)), is longer than that of \( \theta_0 = 30^\circ \) (Fig. 3(b)), which, in turn, longer than the one corresponding to \( \theta_0 = 60^\circ \) (Fig. 3(c)). The practical implication of this observation is that if we desire to harness those rays incident upon the metasurface at angles which differ significantly from the desirable transmission angle, we should anticipate a fast variation of the corresponding surface impedance and admittance, which, in turn, requires smaller distances between the elements implementing the metasurface.

We have implemented the designed HMSs in a commercially available finite-element solver (ANSYS HFSS) using one hundred \( \lambda /10 \)-long unit cells comprised of loaded wires and loops \[19\], \[21\], as described in Appendix B. The HMS was excited by an electric line source carrying \( I_0 = 1\lambda \) current oscillating at a frequency of \( f = 1.5\)GHz; the simulated electric field variation as a function of position, \( |\Re \{ E_y (x, z) \}| \), is presented in Fig. 3(a)-(i) for the three HMSs considered.

To compare these results with the theoretical predictions, we have calculated the spectral integrals \[5\]–\[9\] in conjunction with \[24\], \[26\], \[27\], and \[30\]–\[32\] (Appendix C), to evaluate the fields in the region \((x, z) \in (-10\lambda, 10\lambda) \times (-10\lambda, 10\lambda)\), as presented in Fig. 3(j)-(l). The theoretical plots rely on semi-analytical approximations (Appendix C), which assume the HMS is of infinite extent to calculate the fields in region 1 \((x < 0)\) and on the virtual aperture \( x \to 0^+ \). Then, to account for the finite HMS length when evaluating the fields in region 2, the virtual aperture window function \( W(0, z) \) is truncated at \( z = \pm L/2 \) before utilizing \[27\]. These approximations yield accurate results when most of the excitation power interacts with the HMS on its finite extent \((|z| < L/2)\).

In addition, the steepest-descent-path method is employed to evaluate the radiated power in the far-field regions \( x \to \pm \infty \) using the spectral integrals \[5\]–\[9\] and based on the same assumptions \[30\]–\[32\] (Appendix C). This allows us to compare in Fig. 3(d)-(f) the theoretically predicted far-field radiation patterns (dashed blue line) with the ones calculated by the HFSS simulation (solid red line); all radiation patterns are normalized to their maximum.

Although some discrepancies between the simulation results and the theoretical predictions are observed in Fig. 3(d)-(l), it is clear that the designed HMS successfully convert the line source fields to directive radiation toward the desirable angle. Both the beam-width and the immediate side lobe levels are in a good agreement with the semi-analytical theory. In all three cases, the simulated directivity values outside the main beam (in region 2) are at least 15dB below the peak directivity.

Importantly, the theoretical calculations indicate that the slowly-varying envelope condition \[9\] is indeed satisfied for all transmission angles considered, except at some points towards the edge of the metasurface, where the exclusion of diffraction effects introduce a discontinuity in the fields along the \( z \) axis (not shown). Another support for the validity of the theoretical results is provided by the fact that the absolute values of the fields as presented in Fig. 3(g)-(i) and Fig. 3(j)-(l) in \( \eta I_0 / \lambda \) units, are to scale.

Table II concentrates performance parameters calculated from the theoretical and simulated radiation patterns of Fig. 3(d)-(f). These include the transmission efficiency, i.e. the ratio between the power transmitted to region 2 and the total power radiated by the source; the half-power beamwidth (HPBW), i.e. the angular difference between the half-power points; the aperture efficiency, i.e. the ratio between the HPBW of the HMS radiation and the HPBW of a uniformly excited aperture with the same length \( L \) \[17\]; and the (2D) peak directivity \[33\]. For each parameter, Table II indicates its value as calculated from the simulation results and the theoretical predictions, and the respective relative performance, defined as the ratio between the two. In consistency with the results presented in Fig. 3(d)-(l), the performance parameters also indicate that the power radiated into region 2 is successfully funnelled into a directive beam, with performance comparable with the theoretical predictions, peak directivity excepted.

In view of the theoretically predicted values themselves, two comments are in place. First, we refer to the predicted transmission efficiencies, which are calculated to be around 42%. Due to the finite length \( L \) of the HMS, only \( \arctan(L/|x'|) / \pi \) of the line source power interacts with the HMS. If we assume minor reflections from the metasurface, and consider \( L/|x'| = 10 \) as in our case, this rough estimation leads to a transmission efficiency of 44%, very close to the values in Table II. Hence, these values indicate that if the HMS implementation would perfectly match its design, most of the power interacting with the metasurface is expected

| \( \theta_0 = 0^\circ \) | \( \theta_0 = 30^\circ \) | \( \theta_0 = 60^\circ \) |
|------------------|------------------|------------------|
| \begin{tabular}{c}
Transmission Efficiency \\
HFSS \\
Theory \\
Relative Performance
\end{tabular} | \begin{tabular}{c}
HFSS \\
Theory \\
Relative Performance
\end{tabular} | \begin{tabular}{c}
HFSS \\
Theory \\
Relative Performance
\end{tabular} |
| 33% | 42% | 79% |
| 36% | 43% | 84% |
| 39% | 42% | 93% |
| \begin{tabular}{c}
Half-Power Beam Width \\
HFSS \\
Theory \\
Relative Performance
\end{tabular} | \begin{tabular}{c}
HFSS \\
Theory \\
Relative Performance
\end{tabular} | \begin{tabular}{c}
HFSS \\
Theory \\
Relative Performance
\end{tabular} |
| 8.4° | 7.1° | 85% |
| 8.3° | 7.9° | 95% |
| 16.8° | 12° | 71% |
| Aperture Efficiency | 60% | 71% | 85% |
| 71% | 74% | 95% |
| 57% | 80% | 71% |
| Peak Directivity | 10.4 | 19.2 | 54% |
| 11.4 | 17.2 | 66% |
| 7.1 | 11.1 | 64% |
to be transmitted to region 2. In other words, the reflection coefficient resulting from the enforcement of local impedance equalization, of which we have little control, should not deteriorate significantly the HMS performance.

The second comment refers to the aperture efficiencies presented in Table II which do not exceed 80% for all transmission angles considered, even in the ideal theoretical scenario. The reason for these values is the utilization of local power conservation in the HMS design, that coerces the virtual aperture window function to follow the profile of the total (incident-reflected) fields at \( x \to 0^- \). As the line source is situated only \( \{x'\} = \lambda \) away from the metasurface in our configuration, most of the incident power is concentrated in a small region near \( z = 0 \). Thus, effectively, the full length of the HMS cannot be utilized for radiation, and, in turn, the theoretical limit for the aperture efficiency is below 100%.

To conclude this Subsection, we note that both the results presented in Table II and in Fig. 3(d)-(l) indicate that the main deviations from the theoretical predictions are the increased reflections from the metasurface in region 1 and the incomplete elimination of the incident field in region 2; both discrepancies contribute to a significant difference in peak directivity (Table II). We believe that these differences originate in the fact that the unit cells implementing the HMS have not yet been optimized to exhibit the prescribed surface admittance and impedance accurately over the entire required dynamical range. However, the optimization of the metasurface unit cells requires specialized treatment, including scattering element selection [11], [12], and is outside the scope of this paper.

### C. Excitation by an Electric Line Source in front of a PEC

To further illustrate the versatility of our formulation, we consider a third excitation configuration, that of an electric line source. The line source current is given by

\[
\vec{J} = J_0 \delta(x - x') \delta(z) \hat{y}.
\]

We present this configuration herein for two reasons: first, the tangential electric field vanishes on the PEC, i.e.

\[
E_y(-d, z) = 0 \quad \text{for each} \quad z.
\]

Combining this requirement with the source condition at \( x < x' \) yields the following expressions for the incident and reflected fields [5]-[7]

\[
\begin{align*}
F_{y}^{\text{inc}}(x, z) &= k \eta \frac{\Gamma(0)}{2\pi} \int_{-\infty}^{\infty} \frac{dk_i}{2\beta} \left[ e^{-j\beta(d + x')} - e^{j\beta(d + x')}ight] \\
F_{y}^{\text{ref}}(x, z) &= -k \eta \frac{\Gamma(0)}{2\pi} \int_{-\infty}^{\infty} \frac{dk_i}{2\beta} \\
H_{z}^{\text{inc}}(x, z) &= \frac{I_0}{2\pi} \int_{-\infty}^{\infty} \frac{dk_i}{2} \left[ e^{-j\beta(d + x')} + e^{j\beta(d + x')}ight] \\
H_{z}^{\text{ref}}(x, z) &= \frac{I_0}{2\pi} \int_{-\infty}^{\infty} \frac{dk_i}{2} \
\end{align*}
\]

where \( x_\text{inc} = \min\{x, x'\}, x_\text{ref} = \max\{x, x'\}, \) and the upper and lower signs in (46) should be used when \( x < x' \) or \( x < x' \), respectively. As in (40), this change of signs for the regions below and above the source provides the required discontinuity in the magnetic field at \( x = x' \) due to the electric current (source condition). We emphasize once more that the formulation of (45)-(46) is valid for any reflection coefficient dependence \( \Gamma(k_t) \), retaining this degree of freedom required to employ our design procedure.

The fraction in the braces of the integrands (45) accounts for the reflection from the PEC, and its numerator vanishes when \( x = x_\text{inc} = -d \) as required. Its denominator corresponds to the multiple reflections taking place between the HMS and the PEC [31], [32]; consequently, the poles of the integrands correspond to guided or leaky modes of this structure [29], [30]. Moreover, although the source-related spectrum is now dependent on the reflection coefficient, it can be readily verified that when \( \Gamma(k_t) = 0 \) the incident field in (45)-(46) is reduced to the field produced by a line source and its image, positioned symmetrically \( d + x' \) below the PEC (Fig. 2(c)), as in Subsection III-B.

To provide an example for virtual aperture engineering via careful selection of the source excitation.

1) **HMS Design:** When region 1 contains not only sources but also scatterers (e.g., abrupt interfaces) the field expressions must take into account the boundary conditions induced by these scatterers, on top of the source condition already encountered in Subsection III-B. The enforcement of these boundary conditions gives rise to multiple-reflection terms in the spectral response of the fields [30]-[32], which in turn form a dependency between the source-related spectrum \( \Gamma(k_t) \) of (5)-(6) and the reflection coefficient of the HMS.

In the configuration considered herein (Fig. 2(c)) the boundary conditions introduced by the scatterers at \( x < x' \) require that the tangential electric field vanishes on the PEC, i.e.

\[
E_y(-d, z) = 0 \quad \text{for each} \quad z.
\]

Utilizing this, the incident and reflected fields can be completely evaluated in region 1 \( (d < x < 0) \), and the dimensionless total field at \( x \to 0^- \) will thus be given by (25), reading

\[
F^{-}(z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dk_i \frac{\sin \left[ \beta \left( d + x' \right) \right]}{j\beta \cos(\beta d) - k \cos \theta_0 \sin(\beta d)} e^{jk_i z}.
\]
As the poles of \( \varphi_ - (z) \) and the integrand of \( \varphi_+ (z) \) coincide, the pole contributions to the integral \( (48) \) indicate the guided and leaky modal fields in region 1 \( [29], [30] \). However, as these poles are complex (3 \( \{ k_i, \text{pole} \} \neq 0 \)), their presence do not, in general, introduce significant difficulties to numerical evaluation of the integral. Hence, Step 1 of Table 1 may be completed by evaluating \( \varphi_+ (z) \) and \( \varphi_- (z) \) from \( (48) \).

As in Subsubsection III-B1 we follow \( (26) \) [Table 1 / Step 2] and \( (25) \) [Table 1 / Step 3] to establish the shape of the virtual aperture and the phase compensation of the HMS, respectively, leading to the formulation of the HMS surface impedance and surface admittance

\[
\begin{align*}
\varepsilon Z_{sc} (z) &= -j \frac{\varepsilon Z_0}{2} \cot \left[ \frac{k z (\sin \theta_0 - \sin \theta_i (z)) + \xi_0}{2} \right] \\
\varepsilon Y_{sm} (z) &= -j \frac{\varepsilon Y_0}{2} \cot \left[ \frac{k z (\sin \theta_0 - \sin \theta_i (z)) + \xi_0}{2} \right],
\end{align*}
\]

where we have used again the definition of the equivalent angle of incidence \( \xi_i \). Executing these steps enable the assessment of the transmitted fields as well.

2) Virtual Aperture Engineering: As the total field at \( x \to 0^- \) is now an outcome of multiply-reflected field interference, it seems that controlling the shape of the virtual aperture window function becomes an even more difficult task. However, the introduction of the PEC reflector actually enhances our ability to control this function. As discussed in Subsubsection III-B2 in many cases the total field on the lower facet of the HMS can be approximated by the incident field. When the PEC is present, the incident field is created by an interference between the source and its image. Therefore, by controlling the relative position of the source and the PEC, we may affect this interference pattern, and subsequently the variation of the total field magnitude at \( x \to 0^- \).

As an example, we may utilize the fact that in the absence of the HMS, the distance between the source and the PEC, \( (d + x') \), is related to the internal angle \( \theta_{int} \) in which constructive interference occurs in region 1 (Fig. 2(c)) via \( (32) \)

\[
(d + x') \cos \theta_{int} = (2n + 1) \frac{\lambda}{4}, \quad n \in \mathbb{Z}.
\]

Formation of two lobes travelling towards \( \pm \theta_{int} \), within region 1 should, in general, broaden the effective interaction length of the source field with the HMS on its lower facet, which, in turn, may enhance its aperture efficiency. As shall be demonstrated in the following Subsubsection, \( (50) \) can be used as an initial aperture engineering step, by which the suitable HMS-PEC distance \( d \) is determined for given source position \( x' \) and desirable constructive interference direction \( \theta_{int} \).

3) Numerical and Semi-analytical Results: To verify the design procedure for the configuration considered in this Subsection, we have designed and simulated a Huygens meta-surface according to the prescribed procedure (with \( \xi_0 = 0 \)), designated to convert the fields produced by an electric line source at \( x = x' = -\lambda \) in front of a PEC at \( x = -d = -1.5 \lambda \) to directive radiation towards \( \theta_0 = 0^\circ \) (Fig. 4).

Following the discussion in Subsubsection III-C2, we aimed at harnessing the PEC reflector to improve the theoretical limit for aperture efficiency for a line source \( |x'| = \lambda \) below the HMS, calculated in Subsubsection III-B3 to be 71% for
To that end we positioned the PEC such that constructive interference would take place at $\theta_{\text{int}} = 60^\circ$ in region 1, yielding, utilizing (50) with $n = 0$, an HMS-PEC distance of $d = 1.5\lambda$. Although other values of $\theta_{\text{int}}$ also broaden the effective interaction length of the incident field and the HMS, we have found using the semi-analytically estimated fields (Appendix B) that $\theta_{\text{int}} = 60^\circ$ yields an optimal result for the 10$\lambda$-long HMS under consideration.

Fig. 4(a) presents the surface reactance and surface susceptance required to implement the desirable HMS. As in Subsubsection III-B3, the design procedure output was used to implement the HMS in ANSYS HFSS (following the same procedure and unit cell structure, cf. Appendix D), as well as to assess the predicted reflected and transmitted fields (following the semi-analytical approach of Appendix C).

Fig. 4(b) compares between the normalized radiation patterns evaluated using the HFSS simulation (red solid line) and the semi-analytical theoretical calculations (blue dashed line), showing a very good agreement between the theory and simulation for the angular range $\theta \in (-30^\circ, 30^\circ)$. As implied by the simulated (Fig. 4(c)) and theoretical (Fig. 4(d)) field plots, most of the discrepancy at large angles ($\theta > 60^\circ$) originate from the fact that the semi-analytical approximations neglect the contribution of fields incident at the plane $x = 0$ outside the metasurface $|z| > L/2$ to the radiation in region 2 (Appendix C).

Fig. 4(c)-(d) highlight two additional properties of the line-source/PEC configuration. First, these two subfigures indicate in a clear manner that the profile of the virtual aperture $x \rightarrow 0^+$ indeed follows the total field magnitude at $x \rightarrow 0^-$. The two spots formed on the lower facet of the HMS due to the interference between the line source and its image to broaden the incident field profile. An enhanced directivity is also recorded, where we note that when the PEC is present no power is lost due to radiation to region 1. It should be also noted that the theoretically predicted directivity is clearly overestimated, as it does not account for the fraction of the source power reaching region 2 without interacting with the HMS (i.e., via $|z| > L/2$, cf. Appendix C), which has non-negligible contribution, as the numerical simulations reveal (Fig. 4(c)).

### IV. Conclusion

We have presented a detailed formulation of a design procedure for scalar Huygens metasurface directive radiators, applicable for an arbitrary 2D source excitation. Our derivation reveals that satisfaction of two physical conditions is sufficient to guarantee that the designed HMS is passive and lossless: local power conservation and local impedance equalization. By expressing the incident, reflected and transmitted fields via their plane-wave spectrum, and utilizing the slowly-varying envelope approximation, we have shown that enforcing local impedance equalization results in a Fresnel-like reflection for the various spectral components. Furthermore, enforcing local power conservation dictates that the profile of the virtual aperture forming the transmitted directive radiation follows the magnitude of the total (incident and reflected) excitation fields. At the end of the design procedure, the fields at all regions may be assessed semi-analytically, and the required variation of the surface impedance and surface admittance along the HMS is prescribed.

We have verified our formulation using three different source configurations, showing good agreement between the semi-analytical predictions and finite-element simulation results executed by implementing the HMS as consecutive unit cells in ANSYS HFSS, yet to be optimized in a dedicated future work. Means to control the virtual aperture via modification of the source excitation were discussed and demonstrated as well.

The proposed design procedure establishes a flexible and robust foundation for the design and verification of novel antennas, allowing exploration of a vast variety of excitation forms via a single uniform formalism. Moreover, the derivation provides insight regarding the physical requirements to achieve passive lossless Huygens metasurfaces with desirable functionality, shedding light on previously investigated HMSs as well as indicating possible directions for future HMS applications.

### Appendix A

**DERIVATION OF HMS SURFACE REACTANCE AND SUSCEPTANCE FOR TM-POLARIZED INCIDENT FIELDS**

For completeness, we provide here the final results of the derivation of the surface reactance required to implement the dual HMS, converting an arbitrary TM-polarized source field to directive radiation towards $\theta_0$ (derivable by duality [31]).
As denoted in Subsection II-A, when the excitation field is TM-polarized, the nonvanishing field components are \( H_y(x, z) \), \( E_z(x, z) \), and \( E_x(x, z) \); the scalar surface impedance only induces electric currents in the \( z \) direction; and the scalar surface admittance only induces magnetic currents in the \( y \) direction. Analogously to (5)-(6), the tangential magnetic fields in the source-free region \( x > x' \) can be generally formulated in the spectral domain as

\[
\begin{align*}
H^{\text{inc}}_y(x, z) &= -k I_0 \frac{2}{\sqrt{2j\beta}} \int \frac{dk e^{-j\beta x e^{jkz}}}{2j\beta} \\
H^{\text{ref}}_y(x, z) &= k I_0 \frac{2}{\sqrt{2j\beta}} \int \frac{dk e^{jkz} (k e^{jkz}) m f(k)}{2j\beta} \\
H^{\text{trans}}_y(x, z) &= -k I_0 \frac{2}{\sqrt{2j\beta}} \int \frac{dk e^{-jkz} (k e^{jkz}) m T(k)}{2j\beta},
\end{align*}
\]

and the respective tangential electric fields can be derived via

\[
\begin{align*}
E^{\text{inc}}_z(x, z) &= \frac{1}{2j\beta} \int \frac{dk e^{-j\beta x e^{jkz}}}{2j\beta} (k e^{jkz}) m f(k) \; e^{-j\beta x e^{jkz}} \\
E^{\text{ref}}_z(x, z) &= \frac{1}{2j\beta} \int \frac{dk e^{jkz} (k e^{jkz}) m f(k)}{2j\beta} \\
E^{\text{trans}}_z(x, z) &= \frac{1}{2j\beta} \int \frac{dk e^{-jkz} (k e^{jkz}) m T(k)}{2j\beta},
\end{align*}
\]

The transmitted tangential fields are defined as a virtual aperture window function \( m \mathcal{W}(x, z) \), similarly to (5),

\[
H^{\text{trans}}_y(x, z) = -k I_0 \frac{m}{\sqrt{2}} \mathcal{W}(x, z) e^{-j\beta x e^{jkz}} \sin\theta_0,
\]

which we assume to satisfy the slowly-varying envelope condition \( \Phi = \text{constant} \) as \( x \to 0^+ \) (with \( e \) superscript replaced by \( m \)).

The dimensionless field quantities are defined for TM-polarized source field as

\[
\begin{align*}
m F^+_{E} (z) &\triangleq \frac{1}{I_0 k_0} \cos\theta_0 \left[ E^{\text{inc}}_z(0, z) + E^{\text{ref}}_z(0, z) \right] \\
m F^-_{E} (z) &\triangleq -\frac{1}{I_0 k_0} \left[ H^{\text{inc}}_y(0, z) + H^{\text{ref}}_y(0, z) \right] \\
m F^+_{H} (z) &\triangleq m \mathcal{W}(0, z) e^{-jkz} \sin\theta_0
\end{align*}
\]

using which local impedance equalization and local power conservation conditions retain the same formulae as in (17) and (19), with the \( e \) superscript replaced by \( m \), likewise defining the analogue of (20).

Finally, the surface reactance for the TM case is given by

\[
\begin{align*}
m Z_{\text{sc}}(z) &= -j \frac{m Z_0}{2} \cot \left[ \frac{\Phi_-(z) - \Phi_+(z)}{2} \right] \\
m Y_{\text{sm}}(z) &= -j m Y_0 \frac{2}{2} \cot \left[ \frac{\Phi_-(z) - \Phi_+(z)}{2} \right],
\end{align*}
\]

where \( m Z_0 = 1/m Y_0 = \eta \cos\theta_0 \) is the wave impedance of a TM-polarized plane-wave propagating in region 2 at an angle of \( \theta_0 \) with respect to the \( x \) axis (See (23)). Despite the different wave impedances for TE and TM polarizations, the reflection coefficient arising from local impedance equalization remains the same. Consequently, explicit evaluation of the scattered fields and the phases \( \phi_{\pm}(z) \) may be obtained by using (24)-(29) with the \( e \) left superscript replaced by \( m \).

**APPENDIX B**

**IMPLEMENTATION AND SIMULATION OF THE HMSS IN ANSYS HFSS**

The Huygens metasurface designs investigated in Subsections III-B3 and III-C3 were simulated using a commercially available finite-element solver (ANSYS HFSS) to verify the theoretical predictions (calculated using the continuous equivalent surface impedance and admittance) via comparison to a more realistic implementation of the HMS.

The simulated 10\( \lambda \)-long HMSSs were implemented using one-hundred \( \lambda/10 \)-long unit cells, where the frequency of the time-harmonic excitations was \( f = 1.5\)GHz. Fig. 5 presents the physical configuration of a unit cell, along with its dimensions. Each unit cell is composed of two square PEC loops, loaded by identical lumped capacitors, and two PEC wires, loaded either by identical lumped capacitors or by identical lumped inductors, positioned symmetrically with respect to the center of the cell. The magnetic dipole formed by the loaded loops is oriented parallel to the \( z \)-axis while the electric dipole formed by the loaded wires is oriented parallel to the \( y \)-axis, indicating that the unit cell is only sensitive to TE-polarized fields (See Subsubsection II-A1). We simulate a 2D environment by placing two PEC surfaces at \( y = \pm \lambda/20 \).

The surface impedance and admittance of a unit cell for a given lumped loading is evaluated by simulating the response of an infinite periodic array of identical unit cells to a normally incident (TE-polarized) plane-wave excitation. Utilizing the impedance matrix calculated by HFSS for the scattering problem, and the circuit model introduced in (21), we extract the equivalent surface impedance and admittance of the cell. Variation of the lumped loading of the wires and loops induces, respectively, variation of the equivalent surface impedance and admittance of the cell (12). This facilitates the generation
of a lookup table, matching pairs of surface reactance and susceptance to sets of lumped capacitors or inductors. Invoking the principle of local periodicity, a required polarizability variation such as the ones in Fig. 3(a)-(c) and Fig. 4(a) can be sampled at a suitable unit-cell-length period ($\lambda/10$ in our case) and translated using the lookup table into a set of unit cells with prescribed lumped loadings [18], [19], [28].

Although the electric and magnetic dipoles are orthogonal, and ideally should exhibit decoupled responses to orthogonal electric and magnetic fields, we discovered that due to the finite size of the structures, some coupling does exist. This is especially pronounced when the lumped loading is such that the element is near resonance at the working frequency $f$. Thus, to enhance the accuracy of the lookup table, we have chosen to simulate the unit cell as a whole and to relate pairs of reactance/susceptance to pairs of lumped elements.

APPENDIX C

Semi-analytical Prediction of HMS Performance

To establish an effective engineering methodology based on the design procedure introduced in Section II it is desirable to develop computationally efficient tools to estimate the HMS performance before resorting to numerical simulation tools for final optimization. In Subsubsection III-B3 and Subsubsection III-C we have employed such tools, in the form of semi-analytical formulae, to assess the agreement between simulated results of detailed design and the predictions of the more idealized theory. In this Appendix we describe the details regarding the evaluation of these semi-analytical formulae, as well as the key approximations used.

Formally, the theoretical derivation of Section II is valid only for infinitely long HMSs. If the HMS is finite, the problem is no longer uniform (the configuration is not separable), thus no longer uniform ($\alpha g$ the configuration is not separable), and the spectral analysis employed herein cannot be carried out. Nevertheless, in practice, if an efficient conversion of the source power to directive radiation is to be achieved, the HMS length $L$ should be judiciously chosen such that most of the interaction between the source power and an infinitely long HMS takes place over a finite region $|z| < L/2$ of the $yz$ plane. Assuming this is indeed the case (Assumption 1), we may treat the HMS as infinite over the $z$ axis without introducing significant errors with respect to the realistic finite-length implementation. This, in turn, facilitates the utilization of (25) to evaluate the fields in region 1, disregarding any effects arising from the edges of the HMS, e.g. diffraction or a discontinuity in the reflection coefficient.

A second assumption essential for the validity of our derivation is that the magnitude of the total field impinging upon the HMS at $x \to 0^-$, including the reflection induced by local impedance equalization, varies moderately such that the slowly-varying envelope condition (6) is satisfied. Utilizing this assumption (Assumption 2), we may use (26)-(27) to evaluate the fields on the upper facet of the HMS ($x \to 0^+$). However, when evaluating the fields in region 2, we would like to account for the fact that the HMS is of finite length $L$, which may have significant effects on the radiated fields. Hence, we truncate the virtual aperture window function $W(0, z)$ at the edges of the implemented HMS; practically, the integral of (27) is executed with the infinite limits replaced by $\pm L/2$. This is equivalent to assuming that the fields at the HMS plane $x = 0$ vanish in the region where the HMS is absent $|z| > L/2$. Assumption 1 above facilitates this approximation.

These assumptions are used to evaluate the spectral content of the reflected and transmitted fields, and consequently, via the spectral integrals (5)-(6), the fields everywhere above and below the HMS (Fig. 3(b)-(d) and Fig. 3(d)).

Nonetheless, when far-field evaluation is required, such as for the assessment of the radiation pattern, straightforward spectral integration is problematic due to the highly oscillating nature of the radiation integrals as $x, z \to \pm \infty$. Hence, for the evaluation of far-field radiated power we apply the steepest-descent-path method, yielding closed-form asymptotic approximations for the spectral integrals. For the typical spectral integrals (5)-(6)

$$I_{\pm}(x, z) = \int_{-\infty}^{\infty} \frac{dk_{t}}{2\beta} g(k_{t}) e^{\pm j\beta z} e^{j k_{t} z} \quad (56)$$

the asymptotic evaluation at a point $(x = r \cos \theta, z = r \sin \theta)$ where $k r \to \infty$ and $\theta \in (-\pi, \pi)$ is given by (30), (32)

$$I_{\pm}(r, \theta) \sim \sqrt{\frac{\pi}{2kr}} g(k_{t} = k \sin \alpha_{\pm}) e^{-jk_{t}r e^{j\pi/4}} \quad (57)$$

where $\alpha_{-} = -\theta$ for $x > 0$ and $\alpha_{+} = \theta + \pi$ for $x < 0$, assuming the sign attached to $\beta$ in the exponent of (56) satisfies the radiation condition at the respective regions.
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