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One of the most popular approaches for indoor positioning is WiFi fingerprinting, which has been intrinsically tackled as a traditional machine learning problem since the beginning, to achieve a few metres of accuracy on average. In recent years, deep learning has emerged as an alternative approach, with a large number of publications reporting sub-metre positioning accuracy. Therefore, this survey presents a timely, comprehensive review of the most interesting deep learning methods being used for WiFi fingerprinting. In doing so, we aim to identify the most efficient neural networks, under a variety of positioning evaluation metrics for different readers. We will demonstrate that despite the new emerging WiFi signal measures (i.e. CSI and RTT), RSS produces competitive performances under deep learning. We will also show that simple neural networks outperform more complex ones in certain environments.

1. Introduction

In terms of the technologies applied in indoor positioning, one of the most popular methods is WiFi. Thanks to the ubiquity of smartphones, the past decade has witnessed the proliferation of WiFi devices including computers, smartphones, and multitudinous Access Points (APs). Offices, hospitals, shopping malls and factories are now densely populated with WiFi APs to provide the Internet services for the users. Therefore, it is convenient to take advantage of such technology for indoor positioning. Nevertheless, proposing a sub-metre level accuracy WiFi-based navigation system is still a research challenge.

The problem with this type of system is the high-dimensional data. To accurately locate the targeted person or object in the indoor environment, the system needs to analyse the signals from hundreds of nearby WiFi APs. Traditional machine learning methods are slow in dealing with such high-dimensional dataset. However, recent systems leverage these big data by applying deep learning, a relatively new machine learning approach to provide new representation of input data. The nature of deep learning makes it suitable to deal with massive amount of high-dimensional data. Other than its capability of
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extracting hierarchical information from discrete input data, deep learning could also
generate accurate position estimation directly. Similar to traditional machine learning
methods, deep learning could be modified as a regressor or a classifier to perform dis-
tinguishing positioning tasks. Thus, in current WiFi-based indoor positioning systems,
deep learning could be used as a feature extraction method, or, as a positioning predic-
tion method.

The authors have pooled over 1000 research papers on Google Scholar that satisfy the
following three conditions:

- Must contain the ‘indoor’ and ‘WiFi’ keywords.
- Contains at least one of the following keywords: ‘navigation’, ‘positioning’, ‘localiz-
ation’, ‘tracking’.
- Contains at least one of the following keywords: ‘deep learning’, ‘neural network’,
‘CNN’, ‘ANN’, ‘RNN’.

Then, each paper was carefully reviewed to ascertain its relevance and suitability for
this article. In the end, more than 150 research papers were chosen for further detailed
comparison and analysis. In doing so, we aim to answer the following research questions.

- What is the most accurate WiFi signal measure for indoor positioning systems? Received
signal strength, channel state information, and round-trip time, are the most popular
measures of the WiFi signal reported in the literature.
- What are the most efficient neural networks for WiFi-based indoor positioning systems?
The common perception was that neural networks with complex structures would
deliver better results (e.g. CNN with tens or hundreds of hidden layers), widely reported
for image classification. Does the same hypothesis hold for WiFi indoor positioning?

1.1. Review scope

Indoor positioning only focuses on predicting the user’s location in constrained environ-
ments (e.g. office buildings, hospitals, train stations, shopping malls, etc.). Such an
environment often contains multiple rooms, corridors and floors, and is crowded with fur-
niture, walls and people. Therefore, the electromagnetic signals are usually blocked, atten-
uated and reflected when travelling in an indoor environment. All systems covered in
this review perform their experiments in the indoor environments under the above
limited conditions.

Although WiFi indoor positioning and deep learning have been around independently,
it is not until recent years that researchers started to apply deep learning and neural net-
works into WiFi indoor positioning. Since the beginning, traditional machine learning
methods (i.e. shallow learning) have had a virtual monopoly in this area. However,
shallow learning was not able to effectively make use of the massive amount of high-
dimensional data, and could hardly reach sub-metre level accuracy. The advance of
deep learning enables the researchers to find valid representations of the WiFi data.
This trend motivates the composition of this review.

There have been several surveys in the intersection of deep learning, neural networks
and indoor positioning. However, most of them either focus on all related machine
learning approaches, or cover a wide range of indoor technologies. In contrast, this review emphasizes on just WiFi-based systems using deep learning and neural networks to provide the readers with a concise understanding of this emerging approach.

1.2. Article’s contributions

The contributions of this review article are as follows.

- We divide deep learning-based systems into two categories: those using deep learning as a feature extraction method and those employing it as a positioning prediction method. All comparisons are made individually within each category.
- We particularly analyse the effect of different WiFi signal measures as the input of deep learning-based systems.
- We thoroughly consider the results from various systems with different types of neural networks to find out the most accurate solution for WiFi indoor positioning systems.
- We derive a standard set of evaluation metrics to assess and compare the performance of over 150 deep learning-based indoor positioning systems.

The remaining of the article is organized as follows. Section 2 is concerned with the basic idea of WiFi fingerprinting. Section 3 introduces the main types of WiFi technologies and data measures used in indoor positioning systems. Section 4 focuses on the general concept of deep learning and neural networks and discusses further the main types of neural networks that are used in the covered papers. Section 5 overviews the common evaluation metrics adopted in this review. A taxonomy of positioning system categories will be presented in Section 6 and Section 7 where each category will be investigated thoroughly and separately in these two sections. Finally, Section 8 concludes the review and outlines the future perspectives.

2. WiFi fingerprinting

WiFi fingerprinting is the most popular approach in WiFi-based indoor positioning which starts with establishing a database containing WiFi signals collected at every reference point in the targeted indoor environment. The aim of WiFi fingerprinting is to match the real-time WiFi signals received by the user with those in the database, so that positioning estimation of the user’s current location could be generated based on their relevance. Since the propagation of the WiFi signal could be severely affected by the complex indoor environment, each location in the targeted area will have its own distinguishing WiFi signal pattern, or WiFi fingerprint. The more complicated the environment is, the more distinct this WiFi fingerprint will be. Thus, positioning systems could take advantage of such features of the WiFi fingerprint to accurately perform location estimation of the user.

Normally, there are two phases in the WiFi fingerprinting method, off-line phase and on-line phase. An example of the basic structure of WiFi indoor fingerprinting system is shown as Figure 1. The off-line phase is the preparation phase, in which the data is collected and preprocessed before being stored in the dataset. In an indoor positioning system, samples in the dataset are collected in a certain environment and labelled with their targets, either the buildings/floors/grids they belong to, or their exact ground
truth coordinates. To better extract the useful and meaningful information of the data, many researchers apply preprocessing methods including normalization, filling missing data, access points selection, augmentation, and calibration. Some practitioners even apply machine learning methods to extract the most powerful features of the data while reducing the dimension of the data and computational complexity of the prediction. Furthermore, in the off-line phase, the positioning prediction algorithms are pre-trained with the collected data to learn the relationship between the input data and the output prediction. In the on-line phase, a user or a receiver reports the detected WiFi signals at an unknown location to the positioning system, the system uses the same preprocessing method to filter the new data. Then, the data of the same format as in the off-line phase is fed to the positioning algorithm. Finally, the estimation of the user’s current location is predicted by the positioning algorithm.

3. WiFi signal measures

This section introduces the main types of technologies and signal measures for the WiFi indoor positioning systems covered in this review.

3.1. Received signal strength (RSS)

WiFi received signal strength (RSS) technology is the most popular one used in WiFi indoor positioning. This technology uses the signal strength received by the user to
estimate the user’s location. Generally, WiFi RSS database contains RSS values from different access points collected at each location and the labels of the data. An example of WiFi RSS data is shown in Table 1 where values in column WAP001 to column WAP520 represent the RSS signals received from the specific WiFi access point (e.g. the values below the heading WAP001 represent RSS signals from the No.1 access point). Each row represents a reference point where its RSS signals were collected. The unit of the RSS is dBm. The value of 100 means that the RSS from the specific access point could not be received at the reference point. The columns of FLOOR and BUILDINGID indicate the labels of the RSS data while the columns of LONGITUDE and LATITUDE represent the 2D coordinates of the location where RSS signals were collected.

| WAP001 | WAP002 | … | WAP520 | LONGITUDE | LATITUDE | FLOOR | BUILDINGID |
|--------|--------|---|--------|-----------|----------|--------|------------|
| 100    | 100    | … | 100    | −7536.62  | 4864934.23| 2      | 1          |
| −75    | −66    | … | −93    | −7510.44  | 4864949.25| 3      | 2          |
| 100    | 100    | … | −89    | −7564.20  | 4864887.19| 3      | 2          |
| −58    | 100    | … | 100    | −7336.70  | 4864764.48| 2      | 1          |
| 100    | −81    | … | 100    | −7406.06  | 4864788.22| 3      | 2          |
| −77    | 100    | … | −90    | −7385.37  | 4864776.74| 3      | 2          |
| 100    | 100    | … | −92    | −7391.08  | 4864779.91| 3      | 2          |
| −90    | 100    | … | 100    | −7349.28  | 4864758.81| 3      | 2          |
| −74    | −83    | … | 100    | −7502.45  | 4864884.18| 3      | 2          |
| 100    | 100    | … | 100    | −7474.58  | 4864866.87| 3      | 2          |

Notes: It consists of the RSS signals received from all nearby WiFi access points. The columns of FLOOR and BUILDINGID indicate the labels of the RSS data while the columns of LONGITUDE and LATITUDE represent the 2D coordinates of the reference points. Trilateration, approximate perception, and fingerprinting are possible approaches to utilizing WiFi RSS for indoor positioning. Trilateration, more like GPS, makes use of three or more access points and the distance between the receiver and transmitters to calculate the possible location of the user. Approximate perception is much simpler, it estimates the final location based on the access point that gives the strongest WiFi RSS. These two methods do not require machine learning methods, so they are not included in the scope of this review.

Fingerprinting technology is arguably the most popular of the three methods and is widely used in indoor positioning systems especially those using deep learning methods. Since WiFi signals are easily attenuated and reflected in complex indoor environments, different locations could receive largely distinct RSS from multiple access points. Such a particular distribution of the RSS signals in a specific location is regarded as the fingerprint of this location. Like identifying a person by his or her fingerprint, this technology utilizes the uniqueness of the RSS at a specific location as the estimation evidence to predict where the user is. Thus, the key task of the fingerprinting method is to match the RSS detected at a location with the RSS collected in the database.

### 3.2. Channel state information (CSI)

Channel state information (CSI) is another rich information that could be derived from WiFi signals through orthogonal frequency-division multiplexing (OFDM). CSI is the representation and description of the WiFi channel properties in a communication link...
between the access points and the receiver. This representation reveals the combined effect of multipath, scattering, fading, and power decay with distance during the propagation of the WiFi signal (Basri & El Khadimi, 2016; He & Chan, 2015). Due to its nature, the CSI is more stable than the RSS on a timescale but has strong specificity over space. In addition, a single antenna of the WiFi transmitter has many subcarriers and the features of the subcarriers are different in different antennas. So that is the reason why researchers aim to use CSI to achieve sub-metre level accuracy in indoor positioning systems. CSI signals could be divided further into two kinds: amplitude and phase. Both of them could be used as input for the indoor positioning system. However, the CSI data is rather harder to get than WiFi RSS. Unlike RSS that could be easily obtained from the receiver, the CSI data need to be derived from the driver of the WiFi receiver on a laptop. Therefore, implementing a CSI-based indoor positioning system on smartphones is more of a challenge.

3.3. Round-trip time (RTT)

WiFi round-trip time (RTT) information is the creation of the fine time measurement (FTM) protocol for ranging proposed by the IEEE 802.11-2016. It is a new protocol that could be used to directly calculate the time duration of a single WiFi signal to travel from the transmitter to the receiver. However, to the best of our knowledge, there is only one research paper in this area that uses both RTT and deep learning in the indoor positioning system.

4. Deep learning neural networks

Since all the papers covered in this survey are based on deep learning and neural networks, it is essential to first understand them both. This section introduces the concept of deep learning and the several main types of neural networks that are used in the scope of this survey.

4.1. Deep learning

Deep learning is considered as an evolution of machine learning. It is based on neural networks but more focused on deeper representation learning. Deep learning neural networks learn the increasingly meaningful representations from data via multiple layers to make predictions (Chollet, 2018). Layer is a processing stage or unit that uses a specific function to extract information from the input to this layer and then outputs the higher-level information to the next layer. Because a layer is the basic computing unit of deep learning, the number of layers could be used to describe the ‘depth’ of deep learning.

The models used to learn these representations are neural networks. A simple neural network consists of three types of layers: input layer, hidden layer, and output layer. Figure 2 shows a basic structure of a neural network. The input layer contains the input data of the neural network. The output layer is the exact layer that generates the output from the representations learned via previous layers. Hidden layers are the main computing part of the neural network where the meaningful higher-level representations of the input data are learned. The most obvious difference between deep learning and
simple neural networks is that the networks in deep learning usually have more layers and more complicated structures than simple neural networks. Recently, advanced neural networks can have tens or even hundreds of hidden layers.

In this review, the performance of more than 150 WiFi indoor positioning systems using neural networks, including deep neural networks and simple neural networks, will be compared. The effect of using different neural networks and their complexity on WiFi indoor positioning will be investigated. Thus, different types of neural networks will be covered briefly in the following subsections, while the number of hidden layers (i.e. the same concept of ‘depth’ for a neural network) will be used to compare the complexity of different deep learning methods in Sections 6 and 7.

4.2. Artificial neural network (ANN)

Artificial neural network (ANN) is a general and basic type of neural networks, see Figure 3. An ANN is based on a collection of connected units or nodes called neuron. The model of a single ANN neuron is shown on the right of Figure 3 where it stores the input data or information learned from previous layers and passes it through to the next layer. The

Figure 2. The structure of a deep neural network based on WiFi RSS for predicting the building where the user is in. In this structure, the input layer contains the original input. Layer 1 to layer 3 are the hidden layers. Layer 4, between hidden layers and the final output, is the output layer.

Figure 3. The basic architecture of ANN and its neuron.
output \( \hat{y} \) of the neuron is defined as

\[
\hat{y} = f \left( \sum_{i=1}^{N} \omega_i x^{(i)} + \omega_0 \right)
\]

(1)

where \( N \) represents the maximum number of the neurons in the previous layer, \( \hat{y} \) is the output of this neuron, \( x^{(i)} \) stands for the information stored in the \( i \)th neuron of the previous layer, \( x^{(0)} \) is the bias unit that is set to 1, \( \omega_i \) and \( \omega_0 \) are the weights learned by the neural network where \( \omega_0 \) is the weight of the bias unit, and \( f \) is the activation function that generates the output based on the input information and the weights from all connected neurons in the previous layer. In the output layer, such functions are responsible for performing different prediction tasks like regression or classification.

ANN was first used to describe the simply structured network that only has an input layer, one hidden layer and an output layer. Then several changes were made to ANN and named differently. They are multi-layer perceptron (MLP), deep neural network (DNN), back propagation neural network (BPNN), feed forward neural network (FFNN), extreme learning machine (ELM), parallel multilayer neural network (PMNN), etc. To be clear and specific when making comparisons in the following sections, all these neural networks that are similar to ANN will be included in the group of ANN. WiFi indoor positioning systems generally employ ANN directly on the preprocessed input data. Due to its simplicity, ANN only aims to find the mapping from the numerical WiFi data to the specific location.

### 4.3. Auto-encoder (AE)

Auto-encoder (AE) is an unsupervised learning neural network. The common structure of an AE is shown in Figure 4. This network has mainly two parts, the encoder part and the decoder part. The encoder part takes the input data into a neural network and uses an unsupervised method to learn the compact representation of the data. The decoder part decodes such compact representation so that the output is as similar to the original input as possible.
AE also has many variations such as denoising auto-encoder (DAE), stacked auto-encoder (SAE), and stacked denoising auto-encoder (SDAE). All these variations are included in the group of AE in the following sections. Like implementing traditional unsupervised machine learning method, indoor positioning systems utilizing AE are expecting a filtered and refined version of the input WiFi data and to see if there are hidden connections between the compressed input data and the positioning estimation. By doing so, both the complexity of such high-dimensional WiFi data and irrelevant information of the sparse data could be reduced.

4.4. Convolutional neural network (CNN)
Convolutional neural network (CNN) is a neural network famous for its ability to make image classifications. As shown in Figure 5, the main features of this network are that the input is mainly two-dimensional image data, and the layers of CNN use the convolution operations to summarize the presence of features in an input image. Such layers using convolution operations are called ‘convolutional layers’ which extract the higher-level information from its input image data. The convolutional layer utilizes a small filter that slides over the input at all possible locations while getting a specific value at every location. Then these values from all possible locations are transformed into a new ‘image’ of data which is then fed to the following layer.

Furthermore, CNN contains special layers like max pooling layer and flatten layer to better extract features from the input image data (see Figure 5). Note that the CNN dealing with 1D data is called 1D-CNN. Hierarchical features of the input are the main purpose of using CNN in WiFi indoor positioning. To imitate the way people detect certain semantic patterns in images, indoor positioning systems are trying to seek for such patterns in WiFi data with the help of CNN. Converting WiFi signals to 2D images, simply forming 2D vectors of WiFi data or implementing 1D CNN on WiFi data are the three most common ways of employing CNN in WiFi indoor positioning.

4.5. Recurrent neural network (RNN)
Recurrent neural network (RNN) utilizes the layer called ‘recurrent layer’ to process the sequence data. As a result, RNN is more likely used to perform tracking in WiFi indoor positioning.
positioning scenarios. The basic structure of RNN is presented in Figure 6. The way RNN learns the representations of the data is like how we read a sentence. It iterates all sequential elements in the data and learns the hidden correlations among them. The RNN cell in the recurrent layer takes advantage of the current input element $input_t$ and the state from the last RNN cell $state_t$ and then generates a temporary output $output_t$ and a new state $state_{t+1}$. The $state_{t+1}$ represents the information of what the RNN has seen so far.

However, the basic structure of RNN has many drawbacks such as gradient vanishing and exploding problems, which is to say that RNN is easy to forget the information at the beginning of the sequence data. Long-short term memory (LSTM), an extended version of RNN, is then introduced to solve this problem using the structures of forget gate, input gate and output gate. In the following sections, both RNN and LSTM will be included in the group of RNN. Due to RNN’s advantage of analysing time series data, systems utilizing such networks are focusing on collecting continuous WiFi data with time step in a certain period of time. Based on assessing the user’s motion in the time period, systems could better estimate the location than other networks under the same circumstances. Therefore, movement tracking or predicting the user’s walking trajectory are the main tasks of RNN in WiFi indoor positioning.

4.6. Other neural networks

There are several neural networks that are included but not widely used in the scope of this survey. They are deep belief network (DBN), generative adversarial network (GAN) and capsule neural network. DBN is formed by multiple stacked restricted Boltzmann machines (RBMs) and is using a greedy learning strategy to generate the probabilistic distribution among the input and hidden layers (Hinton, 2009; Kozma et al., 2018). GAN, as shown in Figure 7, is the type of neural network that learns to simulate data. It consists of two models: a generative model and a discriminative model. These two models are

Figure 6. The basic structure of RNN. The recurrent layer utilizes the current input element $input_t$, and the state from the last layer $state_t$, and then it generates a temporary output $output_t$ and a new state, $state_{t+1}$, which represents the information of what it has seen so far. Through the recurrent layers, RNN is able to extract features from time-series data or sequence data.
trained simultaneously while the generative one aims to generate data as similar to the real data as possible and the discriminative one outputs the similarity between the real data and the generated data. Capsule neural network could be regarded as a simpler version of CNN but only needs fewer computational costs.

5. Evaluation metric

The aim of the WiFi indoor positioning system is to accurately locate the user. Ideally, a positioning system predicts the user’s location in a 3D space giving the result of 3D coordinates. However, because of the challenge in the signal similarity across different floors, most people only consider the positioning in a 2D space. Even in the 2D space, some estimate the exact 2D coordinates of the location while others who divide the testbed into several grids only predict which grid the user is on. To cope with this situation, researchers will offer floor estimation and even building estimation at the same time. Combing the building and floor predictions with the 2D positioning estimation, the user’s accurate location in the 3D space could thus be deduced.

Among all the papers reviewed, there is no general set of evaluation metrics. This lack of a convincing general evaluation method is caused by several reasons. Firstly, though UJIIndoorLoc by Torres-Sospeda et al. (2014) is a commonly acknowledged public WiFi dataset in indoor positioning field, it only focuses on WiFi RSS signals. Many researchers developed their systems based on the CSI signals in order to achieve sub-metre level accuracy. As a result, there is no such public WiFi CSI dataset for indoor positioning.
which leads to a diversity of testbeds and datasets among all the CSI papers. Even systems based on WiFi RSS signals may not use the public data as the criterion to evaluate their performances. Secondly, practitioners in this area do not follow a general theme, they try to consider the positioning task differently which results in needs for distinct evaluation frameworks. In WiFi indoor positioning, according to different prediction aims, there are mainly two types of systems: one regards the indoor positioning problem as a classification problem, the other treats the problem as a regression one. Thus, for this oil and vinegar situation, several evaluation metrics are considered.

For the benefit of getting a comprehensive result, a standard set of metrics is used to evaluate and compare the performance of most deep learning based systems. This section will introduce six general evaluation frameworks for WiFi indoor positioning systems which are commonly used among the reviewed papers. These metrics are hitting rate, Mean Distance Error (MDE), Root Mean Squared Error (RMSE), Cumulative Distribution Function (CDF), Complexity (i.e. the number of hidden layers) and Testing Time. Sections 6 and 7 will include these metrics for the evaluation and comparisons of all covered systems. Specifically, hitting rate is the main evaluation criterion for classification systems, MDE and RMSE are quantitative criteria for regression systems. CDF is another evaluation method for regression systems. But due to the nature of CDF, systems using this as the performance evaluation method could not provide direct, valid and convincing results for comparisons. The evaluation metrics of complexity and testing time offer another perspective to assess the feasibility of the indoor positioning systems.

5.1. Hitting rate

For the WiFi indoor positioning classification systems, research papers could be divided into two major groups. The first group aims to achieve building-level accuracy or floor-level accuracy, thus their classification goals are to locate the objects or users to a specific building or floor. To enhance the accuracy, the other group further refines their classification output classes to smaller zones or grids in the testbeds. In this way, the indoor positioning problem turns to predicting which grid or zone the targeted object is in. But the main challenge here is that due to the difference in setting the size of the grids or zones, it could be hard to fairly compare the performances of all distinct classification systems. The major evaluation metric among all the covered papers is the hitting rate which represents the prediction accuracy in the classification problems.

The hitting rate is defined as

$$\text{Hitting rate} = \frac{\text{the number of correct predictions}}{\text{the number of all predictions}} \times 100\%$$

With such an evaluation method, a general expression of the performance of classification systems could be derived. To be fair, all floor-level classification systems will be compared first and then all zone/grid-targeted systems will be compared.

5.2. Mean distance error (MDE)

The most direct way to qualify a regression indoor positioning system is to judge it by its mean error. Most WiFi indoor positioning regression systems use a regression layer
as the output layer to predict the exact coordinates of the targeted users or objects. This prediction is commonly based on the prior assumption or confirmation of which floor the user or object is on. Therefore, the regression systems either test their performances on a single-floor testbed or use a floor-level classifier first and then form a regressor based on the classification results. There are 2 main evaluation metrics for regression systems, they are Mean Distance Error (MDE) and Root Mean Squared Error (RMSE). In Sections 6 and 7, the regression indoor positioning systems based on MDE and RMSE will be compared separately due to the evaluation method they used.

MDE is obtained from the mean value of all distance errors. The common distance error is the Euclidean distance between the predicted coordinates and the ground truth coordinates of a specific location. The MDE is defined as

\[ \text{MDE} = \frac{1}{N} \sum_{i=1}^{N} \text{Dist}_i, \]  

\[ \text{Dist}_i = \sqrt{[(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2]}, \]

where \( N \) is the total number of test samples, \( \text{Dist}_i \) is the Euclidean distance between the predicted coordinates \((\hat{x}_i, \hat{y}_i)\) and the ground truth coordinates of the \( i \)th sample \((x_i, y_i)\).

### 5.3. Root mean squared error (RMSE)

RMSE is another metric that is commonly employed to assess the performance of a regression system. RMSE is the standard deviation of the errors between the predictions and the true values, which is defined as

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} [(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2]} \]

where \( N \) is the total number of test samples, \((\hat{x}_i, \hat{y}_i)\) are the predicted coordinates of the \( i \)th sample and \((x_i, y_i)\) are the ground truth coordinates of the \( i \)th sample.

### 5.4. Cumulative distribution function

Cumulative distribution function \( F_X(x) \) shows the probability that \( X \) will have a value less than or equal to \( x \). Some regression systems use CDF other than MDE or RMSE as the evaluation metric to describe their performances. For instance, the result of a system using CDF would be that it could achieve a distance error of 2 m with the probability of 90%. Note that the ways researchers use CDF to evaluate their systems are different, i.e. they present their distance errors with distinguishing probabilities. So comparing systems using such evaluation metric will not be the main focus of this survey. Readers could find records of CDF in Tables 2 and 4.
Table 2. Comparison of the covered WiFi-based indoor positioning systems using Deep Learning as a feature extraction method.

| Research work            | Input                | Deep learning method | No. of hidden layers | MSE (m) | RMSE (m) | Hitting rate (%) | Data size | Test time (ms) |
|--------------------------|----------------------|----------------------|----------------------|---------|----------|------------------|-----------|----------------|
| M. Zhang et al. (2021)   | RSS PDR (pedestrian  | LSTM                 | 20                   | 0.42    | –        | –                | 24,280    | 309            |
| JunLin et al. (2020)     | RSS                  | SAE                  | 7                    | –       | –        | Floor: 95.139    | 19,937    | –              |
| C. Liu et al. (2020)     | RSS                  | DNN+SDE              | 2                    | 2, 80% chance | –       | –                | –         | –              |
| X. Wang et al. (2020)    | RSS                  | DGP                  | 1                    | 1.668   | –        | –                | –         | –              |
| Y. Wang et al. (2020)    | RSS                  | DNN + SDE            | 3                    | UJIIndoorloc: 5.29; real-dynamic: 1.72 real-static: 1.22 | –        | Floor: 94.60 UJIIndoorloc: 19,937/real scenario: 19,800 | –         | –              |
| Xue et al. (2020)        | RSS                  | BPNN                 | 1                    | 0.87    | –        | –                | –         | –              |
| L. Zhang et al. (2020)   | RSS                  | DNN                  | 4                    | –       | 1.79     | –                | 428,000   | –              |
| Abbas et al. (2019)      | RSS                  | SDAE                 | 4                    | larger testbed: 2.64; small testbed 1.21 | –        | –                | building 4320; office 1200 | –         |
| P. Dai et al. (2019)     | RSS                  | DNN                  | 2                    | 1.39    | –        | –                | 1000      | –              |
| Hoang et al. (2019)      | RSS                  | RNN+LSTM             | 2                    | 0.75    | –        | –                | 365,000   | –              |
| Hsu et al. (2019)        | RSS                  | DBN                  | 7                    | 265% chance | –        | –                | 4500      | –              |
| Ma et al. (2019)         | RSS ranking          | CNN                  | 4                    | 1.54    | –        | –                | 2260      | –              |
| Own et al. (2019)        | RSS                  | CNN Capsule Network  | 4                    | 0.99    | –        | –                | 850       | –              |
| Qian et al. (2019)       | RSS                  | CNN+RNN+MDN          | 5                    | –       | 6.25     | –                | –         | –              |
| Y. Shao et al. (2019)    | RSS                  | ANN                  | 1                    | –       | –        | Floor: 93.84     | 697       | –              |
| Soro and Lee (2019)      | RSS                  | DNN                  | 4                    | 0.68/0  | –        | –                | 2100/8460 | –              |
| P. Wu et al. (2019)      | RSS                  | MLP                  | 1                    | less than 2 | –        | –                | 1071      | –              |
| G. Zhang et al. (2019)   | RSS                  | CNN                  | 7                    | 0.9554  | –        | –                | –         | –              |
| Dou et al. (2018)        | RSS                  | deep Q               | 2                    | 0.55, 75% chance | –        | –                | 19,937    | –              |
| Elbakly et al. (2018)    | RSS                  | MLP                  | 1                    | –       | –        | Mall Floor: 91.8 UJIIndoorloc: 85 | –         | –              |
| Kim, Lee, et al. (2018)  | RSS                  | DNN+SDE              | 5                    | 9.29    | –        | building: 99.82 ; Floor: 91.27 | 13,981    | –              |
| Le et al. (2018)         | RSS                  | DBN                  | 2                    | –       | 6.2      | –                | 5249      | –              |
| Research work            | Input                | Deep learning method | No. of hidden layers | MSE(m)  | RMSE(m)  | Hitting rate (%) | Data size | Test time (ms) |
| J. Liu et al. (2018)     | RSS                  | MLP+AE               | 5                    | 1.29~1.30 | –        | –                | 9000      | –              |
| Research work | Input | Deep learning method | No. of hidden layers | MSE (m) | RMSE (m) | Hitting rate (%) | Data size | Test time (ms) |
|---------------|-------|----------------------|----------------------|---------|----------|------------------|-----------|----------------|
| D. V. Nguyen et al. (2018) | RSS | EBNN | – | 0.62 | – | – | – | – |
| Qi et al. (2018) | RSS | ensemble ELM | 10 | – | – | 96 | 350 | – |
| Soro and Lee (2018) | RSS | MNN | 15 | – | – | N/A, N/A, UJIIndoorloc: 19,937 | – | – |
| Zou et al. (2018) | RSS | DNN+CNN+AE | 13 | – | 1.48 | – | – | – |
| Dinh-Van et al. (2017) | RSS | EBNN | – | 2.25 | 2.8 | – | – | – |
| X. Wang (2019) | RSS | CNN | 34 | 0.98 | – | – | 15,000 | 587 |
| C. Zhou and Gu (2017) | RSS | AE+DNN | – | – | 1.73 | – | – | – |
| D. V. Nguyen et al. (2016) | RSS | DNN | – | 5.77 | 6.85 | – | – | – |
| W. Zhang et al. (2016) | RSS | DNN + SDAE | 3 | – | 0.34 | – | 7280 | 250 |
| Bernas and Placzek (2015) | RSS | ANN+FCNN | 1 | 1.08 | – | – | – | – |
| Campos et al. (2014) | RSS | ANN | 2 | 1.7 | – | 97 | 175,560 | – |
| W. Zhang et al. (2014) | RSS | DNN | 4 | – | – | 98.5 | 49,140 | – |
| Y. Xu and Sun (2012) | RSS | MLP | 1 | 1.26 | – | – | 54,600 | – |
| Laoudias et al. (2009) | RSS | RBFNN | 1 | 3.4 | – | – | 3210 | – |
| B. F. Wu et al. (2007) | RSS | ANFIS | 1 | 2 | – | – | 17,000 | – |
| Elbakly and Youssef (2007) | RSS | CNN(VGG19) | 24 | – | Floor: 92 | 28,150 | – | – |
| Haider et al. (2019) | RSS image | CNN | 4 | 4, 95.94% chance less than 1 m | – | 93.701 | – | – |
| W. Shao, Luo, Zhao, Wang, et al. (2018) | RSS + magnetic field | CNN+MLP | 18 | – | – | – | – | – |
| M. Liu et al. (2017) | RSS + magnetic field + heading | CNN | 10 | 1.32, 95% chance scene: 89.8 | – | – | – | – |
| Belmonte-Hernández et al. (2019) | RSS of WiFi+BLE +Xbee+IMU +magnetic | ANN | 2 | 0.45 | 93 | – | – | – |
| Y. Li et al. (2019) | RSS + IMU | MLP | 2 | 2.7 | 3.3 | – | 12867 | 0.75 |

(Continued)
| Research work | Input | Deep learning method | No. of hidden layers | MSE (m) | RMSE (m) | Hitting rate (%) | Data size | Test time (ms) |
|---------------|-------|----------------------|---------------------|---------|----------|------------------|-----------|----------------|
| Z. Zhou et al. (2020) | CSI | CNN | 106 | 1.5 | – | – | – | PC: 210; Phone: 1500 |
| G. S. Wu and Tseng (2018) | CSI | DNN+SAE | 4 | 1, 50% chance | – | – | – | 10,000 |
| T. Li et al. (2018) | CSI amplitude | DNN | 3 | 0.6-0.7 | – | – | – | 58,800 |
| X. Wang, Gao, Mao, and Pandey (2016) | CSI amplitude | SAE | 4 | living room: 0.95; lab: 1.8 | – | – | – | 50,000 |
| X. Wang, Gao, Mao, and Pandey (2015) | CSI amplitude | SAE | 4 | living room: 0.95; lab: 1.8 | – | – | – | living: 19,000 lab: 50,000 |
| H. Chen et al. (2017) | CSI amplitude image | CNN | 4 | 1.37 | – | 91.78 | – | 537,600 |
| X. Wang, Gao, and Mao (2017) | CSI amplitude & AOA | bi-modal AE | 3 | lab: 1.57; corridor: 2.15 | – | – | – | 15,000 |
| X. Wang, Gao, and Mao (2016) | CSI phase | SAE | 3 | living room: 1.08; lab: 2.01 | – | – | – | living: 15,200 lab: 40,000 |
| X. Wang, Gao, and Mao (2015) | CSI phase | SAE | 3 | living: 1.08; lab: 2.01 | – | – | – | living: 15,200 lab: 40,000 |
| X. Wang et al. (2018b) | CSI amplitude & phase | AE+Residual Neural Network | 0.86 | – | – | – | – | 380 |
| X. Wang, Wang, and Mao (2017b) | CSI amplitude & phase | CNN | 34 | 0.98 | – | – | – | 587 |
| J. Li et al. (2016) | CSI amplitude & phase | BPNN | 1 | 1.57 | – | – | – | 500,000 |
| H. Li et al. (2019) | CSI image | CNN | 7 | 1.58 | – | – | – | – |
| Zhao et al. (2019) | CSI image | CNN | 5 | NLoS: 1.11; LoS: 0.46 | – | – | – | 2,268,000 |
| X. Wang, Wang, and Mao (2017a) | CSI image | CNN | 8 | lab: 1, 40% chance; corridor: 3, 60% chance | – | – | – | lab: 14,400; corridor: 9600 |
| X. Wang et al. (2018a) | CSI AOA image | CNN | 8 | lab: 1.79; corridor: 2.29 | – | – | – | lab: 1500; corridor: 10,000 |
5.5. Complexity (i.e. the number of hidden layers)

To better investigate the effectiveness of the covered systems, the complexity of the neural networks will also be analysed. Though the complexity of a neural network includes the framework of the neural network model, the size of the model, optimization process and data complexity (Hu et al., 2021), few covered papers provide such detailed information which makes it hard to conduct a deeper analysis and comparison from this perspective. The number of hidden layers will be used as the metric to represent the complexity of the deep learning approaches employed by WiFi indoor positioning systems. Hidden layers are the layers between input layer and output layer in deep learning neural networks as shown in Figure 8. Since all these more than 150 covered papers are making use of deep learning methods, it is significant to bring out complexity as another dimension to compare all the systems with. And as users are relying more on their smartphones, it is within the near future that smartphone will be the top one device people use for indoor positioning. Thus, taking the complexity of the systems into consideration is urgent and necessary. Furthermore, the number of hidden layers is general information that most papers would offer to demonstrate the complexity and computational cost of their systems. Therefore, such a metric is introduced to make the comparison among WiFi indoor positioning systems using deep learning methods.

5.6. Testing time

Another important goal of all the indoor positioning systems is to locate the object or user quickly. Testing time is the amount of time required by the indoor positioning system to perform all necessary computation/prediction on a single testing sample. Either for tracking or navigation, it is essential to perform the indoor positioning instantly as the object or user is probably moving at a low but not neglected speed. Being slower means that the prediction is getting further away from the user’s exact current location. From the computational cost perspective, the testing time is also a conclusive metric to evaluate a certain system. While most papers use laptops as the receiver of their indoor positioning systems, some are implementing the positioning algorithms on the smartphones. This

![Figure 8. Hidden layers are the layers between input layer and output layer. The number of hidden layers could vary from only one to hundreds.](image-url)
trend indicates that researchers are focusing on using such portable device to perform the positioning. Thus, introducing testing time as an evaluation metric would help readers understand the potential of a system in the near future. All the testing time results from the covered papers are included to offer a new perspective to evaluate the feasibility of the indoor positioning systems.

6. Deep learning-based feature extraction methods for WiFi-based indoor positioning

This section overviews those WiFi indoor positioning systems that use deep learning merely as a feature extraction method. This means that deep learning methods are only used to find more effective representations of the input data. These systems may use probabilistic methods or traditional machine learning methods as the final prediction algorithms. Thus, to compare these indoor positioning systems, their positioning performances, computational complexity and costs are to be investigated. In other words, the number of hidden layers and testing time are included evaluation metrics other than hitting rate, MDE or RMSE.

The basic structure of the systems reviewed in this section are illustrated in Figure 9. Input data, including WiFi RSS, CSI and hybrid signals from other sensors, are preprocessed before being fed into the feature extraction methods. For the best performance of the deep learning feature extraction methods, the input data are to be normalized, calibrated, augmented, classified or preprocessed with dimensionality reduction using statistical methods or traditional machine learning algorithms like SVM and PCA during preprocessing. Deep learning neural networks are used to extract hierarchical features of the input data. And the types of neural networks included in this section could be classified as Artificial Neural Networks (ANN), Convolution Neural Network (CNN), Auto Encoder (AE), Deep Belief Network (DBN), Recurrent Neural Network (RNN) and other architectures (e.g. Deep Gaussian Process (DGP)).

To give a comprehensive view of the trends in deep learning-based feature extraction methods for WiFi indoor positioning systems, networks that are used less than 5 times will not be classified as a separate type in the comparison part. And networks that are simple variation of the ANN will be classified as ANN for the convenience of comparison. They include Multilayer Perceptron (MLP), Deep Neural Network (DNN), Back Propagation Neural Network (BPNN), Extreme Learning Machine (ELM), Feed-forward Neural Network (FFNN), Discriminant-Adaptive Neural Network (DANN). Also, Stacked Autoencoder (SAE) and Stacked Denoising Autoencoder (SADAE) are classified as AE while Long Short-Term Memory (LSTM) is classified as RNN.

Table 2 compares the WiFi indoor positioning systems that use deep learning as feature extraction methods. The evaluation metrics are the number of hidden layers, MDE, RMSE, hitting rate, data size and testing time. All the information about the systems is derived from the papers directly and the missing entries imply that the papers do not have the specific information. The positioning performance is clearly demonstrated by MDE, RMSE, hitting rate or CDF, while the feasibility and computational complexity could be deduced by the number of hidden layers, data size and testing time. A more detailed and refined comparison can be found in Section 6.5.
Qi et al. (2018) proposed a system that adopts several ELM (a variation of ANN) classifiers’ outputs to estimate the user’s location as shown in Figure 10. In the off-line phase, the system first utilizes principal component analysis (PCA) to perform dimension reduction on the RSS data to improve performance and filter out irrelevant information from the training data. The preprocessed data are then fed into the ensemble model. In the ensemble model, different ELM classifiers are trained for each floor to get individual floor-level classification results. After these classifications are performed, all the results from the ELMs are passed to the final classification algorithm which is majority voting. The final floor estimation results are derived from the voting strategy. In the on-line phase, real-time RSS data are filtered through PCA and passed to the ensemble model. The floor-level prediction is done by the final classification function. The testbed of this system is the student dormitory of Nanjing University of Posts and Telecommunications that has 7 floors and 95 APs. To verify the performance, they test the system on 700 test RSS measurement. The final floor-level prediction accuracy is more than 96%.

**Figure 9.** The general process of WiFi-based indoor positioning systems employing deep learning as a feature extraction method. Please note that the difference between deep learning and neural networks is identified in this figure. While in the comparisons, all the different neural networks adopted by covered systems will still be compared whether they are deep neural networks or simple neural networks.

### 6.1. ANN

Qi et al. (2018) proposed a system that adopts several ELM (a variation of ANN) classifiers’ outputs to estimate the user’s location as shown in Figure 10. In the off-line phase, the system first utilizes principal component analysis (PCA) to perform dimension reduction on the RSS data to improve performance and filter out irrelevant information from the training data. The preprocessed data are then fed into the ensemble model. In the ensemble model, different ELM classifiers are trained for each floor to get individual floor-level classification results. After these classifications are performed, all the results from the ELMs are passed to the final classification algorithm which is majority voting. The final floor estimation results are derived from the voting strategy. In the on-line phase, real-time RSS data are filtered through PCA and passed to the ensemble model. The floor-level prediction is done by the final classification function. The testbed of this system is the student dormitory of Nanjing University of Posts and Telecommunications that has 7 floors and 95 APs. To verify the performance, they test the system on 700 test RSS measurement. The final floor-level prediction accuracy is more than 96%.
Belmonte-Hernández et al. (2019) developed a WiFi indoor positioning system called SWiBluX based on the feature extraction method of ANN. The system of SWiBluX is a user tracking system. The novel parts of this system are its multi-source input data, the implementation of so-called multi-phase statistical fingerprint and deep learning disruptive approach and the use of Gaussian outlier filter for error reduction of the final estimation. As shown in the Figure 11, the input of the SWiBluX consists of the RSS of XBee, Bluetooth and WiFi. To deal with the instability of the RSS signals, the system adopts Step and Velocity Estimator and Yaw (i.e. the direction user is heading to) estimation. With the benefit of utilizing the information of user’s movement, this system is able to better track the user and prevent from the impossible location estimation that could be deduced by merely predicting user’s location based on the RSS signals. The multi-source data and the yaw information are transformed and stored in the feature vector. The ANN is then used to perform fingerprinting estimation and output the probabilities of user’s being at a specific location. The Gaussian filter detects the outliers from the ANN’s output and then passes the processed data to the particle filter. The particle filter estimates the user’s final location based on the realistic movement model. The testbed of this system is split into 70 cells ranging from 150 cm × 150 cm to 240 cm × 240 cm where 7500 feature vectors are collected at each cell. The MSE of this system is 0.4541 m and the improvement of the positioning results is up to 50% compared to related indoor positioning systems. It is also proved by Belmonte-Hernández et al. that yaw/heading information, the Gaussian outlier filter and the particle filter could all bring huge improvement to the system.

6.2. CNN

Elbakly and Youssef (2020) proposed a floor prediction system based on RSS called ‘Story-Teller’. The idea is to transform the RSS signals to the form of image and use CNN to perform basic predictions. One important theme of the system is that the system assumes the APs giving the strongest RSS are located on the floors near to the floor where the user is on. Thus, it narrows the candidate floors and only focuses on the targeted floor and the ones above or below it. The targeted floor, the floor above and the
The images of RSS signals are normalized and passed to the CNN. The CNN aims to generate a normalized floor estimation. Such estimation can then be denormalized to the range of candidate floors and be processed through weighted centroid method to get the final floor prediction.
The system proposed by Zhao et al. (2019) also transforms the input data into images. To cope with the time-varying measurement noise and the process noise in indoor positioning problems, this system utilizes convolutional neural network and dual factor enhanced variational Bayes adaptive Kalman filter (dual factor EVBAKF). The proposed dual factor EVBAKF makes adaptive estimation of measurement noise covariance matrix (MNCM) and process noise covariance matrix (PNCM). With the help of these two matrices, the system greatly reduces the error in WiFi indoor positioning. The system first derives the CSI information from OFDM which contains the spatial and temporal features hidden in WiFi signals. The preprocessing model then compresses such CSI information to the form of image which leads to the success implementation of CNN. The testing area is of 50 m² and is split into 42 reference points and 4 target positions where 54,000 CSI measurements are collected for each reference point. The researchers also measure 3600 CSI data groups for each target position. The images of the CSI data come from the 3 receiving antennas and one transmitting antenna. CSI space-time matrix of these $3 \times 1 = 3$ antenna links are formed with the number of data packets (i.e. time factor). Every image represents 90 packets of CSI data. Thus, 600 and 40 CSI fingerprint images are obtained for each reference point and each target position, respectively. The test results indicate that the proposed system has an improvement of 22% in Line-of-Sight (LoS) environment and 9.8% in None-Line-of-Sight (NLoS) environment, compared to traditional CNN models like ResNet18, ResNet34, ResNet50 and ResNet10. And the mean squared error of the system is 1.11 m in NLoS scenarios and 0.46 m in LoS scenarios.

6.3. AE

X. Wang, Gao, Mao, and Pandey (2015, 2016) and X. Wang, Gao, and Mao (2015, 2016, 2017) all proposed similar systems with different inputs and minor details. These systems are widely cited and commonly used as reference systems to compare with the newly proposed indoor positioning systems in this field. Their main idea is using Autoencoder to filter out meaningless information or noises in input data while performing
dimension reduction and then outputs the location weights of each position. In the prediction phase, the systems use probabilistic methods to get the final estimation.

Here, the classic DeepFi system (X. Wang, Gao, Mao, & Pandey, 2015, 2016) is considered. The DeepFi system is shown in Figure 13 and has main two phases: the off-line phase and the on-line phase. In the off-line phase, WiFi signals are received by a mobile device from APs and preprocessed before being passed to the deep learning methods. All the data are divided into several groups according to their location where the data were collected. The deep learning method (i.e. AE) detailed in Figure 14 generates the unique weight for each location as the position’s new fingerprint. In the on-line phase, real-time test data is compared with the new fingerprint of each location. Probabilistic methods are then used to estimate the user’s location. In the testbeds of a living room and a laboratory room, the MSEs of the DeepFi are 0.95 m and 1.8 m, respectively.

Figure 13. The DeepFi system. The normalized CSI data are separated according to their location. The deep learning method uses the CSI information to reconstruct the WiFi fingerprints with the weights of all the locations. Probabilistic methods are then used to estimate the user’s location given a test CSI.
In addition, X. Wang, Gao, and Mao (2015, 2016) adopt the CSI phase information as the input to the system. The CSI phase data is extracted by linear transformation. The weights of each position are trained by a greedy learning strategy. As introduced in these papers, the sub-network between two consecutive layers forms a restricted Boltzmann machine. X. Wang, Gao, and Mao (2017) proposes a system named Bi-loc which utilizes the bi-modal data (i.e. estimated angle of arrivals and average amplitudes derived from CSI data) to perform positioning estimation.

6.4. Positioning estimation algorithms

After hierarchical features are extracted and candidate positions are generated by neural networks, the final estimation of the user’s position need to be made. Since deep learning methods are a form of machine learning, the covered systems can carry on to perform the predictions.

**Figure 14.** The neural network structure in DeepFi. The encoder part of the neural network labelled as ‘Pre-training’ in the figure is used to perform noise reduction and dimension reduction of the input data. K1, K2, K3 and K4 denote the number of neurons in the first, second, third, and fourth hidden layer, respectively.

In addition, X. Wang, Gao, and Mao (2015, 2016) adopt the CSI phase information as the input to the system. The CSI phase data is extracted by linear transformation. The weights of each position are trained by a greedy learning strategy. As introduced in these papers, the sub-network between two consecutive layers forms a restricted Boltzmann machine. X. Wang, Gao, and Mao (2017) proposes a system named Bi-loc which utilizes the bi-modal data (i.e. estimated angle of arrivals and average amplitudes derived from CSI data) to perform positioning estimation.

6.4. Positioning estimation algorithms

After hierarchical features are extracted and candidate positions are generated by neural networks, the final estimation of the user’s position need to be made. Since deep learning methods are a form of machine learning, the covered systems can carry on to perform the predictions.
The statistical result of the covered systems shows that 13 papers in total perform classification tasks which is predicting the floor the user is on while all of them are using majority voting as their prediction algorithm. Majority voting takes the classification results from the neural networks and choose the class that receives the largest number of classifications (or votes) as the final result. It could be defined as

\[ C(X) = \text{mode}(h_1(X), h_2(X), \ldots, h_B(X)) \]  

where \(X\) is input WiFi data, \(C(X)\) is the classification result of the \(X\), \text{mode} represents the majority voting algorithm, \(h_1(X), h_2(X), \ldots, h_B(X)\) are the \(B\) number of classification results generated by the neural networks.

There are 56 systems that perform regression tasks in this section, 39.3% (22 out of 56) of them leverage probabilistic methods. They estimate the final position of the user by calculating the weighted centroid/weighted average of the candidate positions. And 12 of these systems adopt Bayes’ law to calculate the posterior probability which is used as the weight. Note that training positions are used as labels of the training WiFi data for final weighted average calculation and the predicted coordinates \(x\) and \(y\) are generated simultaneously under the regression circumstances. The final estimation of user’s coordinates is calculated by the weighted average. The basic calculation of the weighted average is defined as

\[ (\hat{x}, \hat{y}) = \frac{\sum_{i=1}^{N} \alpha_i(x_i, y_i)}{\sum_{i=1}^{N} \alpha_i} \]  

where \((\hat{x}, \hat{y})\) is the final estimated position, \(x_i\) and \(y_i\) are the coordinates of the \(i\)th candidate position, \(N\) represents the total number of the candidate positions, \(\alpha_i\) is the corresponding weight of the \(i\)th candidate position.

Furthermore, 12 systems utilize Bayes' law to calculate the posteriori probabilities of all candidate positions in the training data. The weighted average is computed as follows:

\[ (\hat{x}, \hat{y}) = \sum_{j=1}^{K} P((x_j, y_j) \mid D) \cdot (x_j, y_j) \]  

\[ P((x_j, y_j) \mid D) = \frac{P((x_j, y_j))P(D \mid (x_j, y_j))}{\sum_{k=1}^{K} P((x_k, y_k))P(D \mid (x_k, y_k))} \]  

where \((\hat{x}, \hat{y})\) is the final estimated position, \(K\) is the total number of training positions, \(P((x_j, y_j) \mid D)\) is the posteriori probability of \((x_j, y_j)\), \(D\) represents the training data, \((x_j, y_j)\) is the \(j\)th training position, \(P((x_j, y_j))\) and \(P((x_k, y_k))\) are the prior probabilities of the \(j\)th and \(k\)th training position, respectively, \(P(D \mid (x_j, y_j))\) and \(P(D \mid (x_k, y_k))\) are the likelihood functions.

In addition, 21.4% (12 out of 56) of the regression systems adopt the popular machine learning method K-Nearest Neighbours (KNN) to make the final positioning estimation. After generating the new features of a new position based on the WiFi data collected by the user, the KNN algorithm measures the distance from the features of this new position to all training positions. The distance measure used can be Euclidean, Manhattan,
Minkowski or Weighted distance. Then the KNN selects the top K training positions closest to the new position and calculates their average as the final position estimation. Weighted K-Nearest Neighbours (WKNN) is the weighted version of KNN and is able to be more robust against variations in distances of the KNN which may lead to wrong decisions. Especially, the weight in WKNN could be the prediction probability of each selected training position to be the exact position where the user is. Algorithms used by the covered systems also include Extended Kalman Filter (EKF), Maximum Likelihood Estimation (MLE), dynamic Markov Decision Process (MDP), and Support Vector Regression (SVR). The main trend here is to calculate the weighted average of the candidate positions generated by deep learning methods.

6.5. Performance comparisons of systems employing deep learning as a feature extraction method

In this sub-section, Cumulative Distribution Function (CDF) plots and boxplots will be used to illustrate the performance comparisons of WiFi indoor positioning systems using deep learning methods to extract features.

The indoor positioning systems will be divided into 2 groups, systems regarding the positioning problem as a classification problem and systems regarding it as a regression problem. In the classification groups, all systems will be compared based on floor hitting rate and zone hitting rate, while in the regression group, systems will be compared based on their MDE and RMSE. There are 12 classification systems and 49 regression systems covered in this section. Note that some systems perform both types of positioning tasks which will be included in both groups.

Firstly, a detailed comparison will be made among classification systems. Due to the lack of diversity in the covered papers, there are only 13 classification systems proposed by researchers and all of them reported floor-level accuracy. All of these papers are based on WiFi RSS signals. Among them, only one system uses CNN, one uses AE, two use hybrid methods combining ANN and AE while the remaining systems apply ANN to extract features from the input data. The mean floor hitting rate of these indoor positioning systems is 92.59% and goes up to 93.97% after filtering out the outliers. In particular, Qi et al. (2018) achieved the best performance of 98.69% (the exact accuracy of this system is derived from the chart in their paper but not directly provided by the researchers) while the second best is Campos et al. (2014) with the floor hitting rate of 97%. Both papers took advantage of ANN neural network as the feature extraction method while Qi et al. (2018) employed ensemble ELM and Campos et al. (2014) used ANN. These two papers utilized the majority voting strategy as the final prediction algorithm because several individual ANN networks were used and their results were combined.

For the proposed regression systems covered in this section, their performances will be investigated and comparisons will be made according to the different evaluation metrics they used.

Due to the same reason as in the classification group, the number of papers using RMSE in the regression group is comparatively small. All of them are only based on WiFi RSS signals except Y. Li et al. (2019) uses hybrid signals from multiple sensors other than RSS. Specifically, Y. Li et al. (2019) adopts RSS to estimate the position uncertainty and further combines these results and the dead-reckoning (DR) solutions from
Inertial sensors to estimate the user’s position via Extended Kalman Filter (EKF). A diversity of neural networks were tried, 8 out of the 15 systems use ANN, 2 use DBN and the others utilize hybrid deep learning methods including the combination of ANN and SDAE, CNN and RNN and MDN, ANN and CNN and AE, AE and ANN.

For the sake of comparison, the papers are divided into two groups: one using a single neural network and the other using hybrid deep learning methods and adopting more than 1 neural network for feature extraction. The boxplot of their performance measured in RMSE is depicted in Figure 15. W. Zhang et al. (2016) gives the best performance as its RMSE for positioning is 0.339 m. W. Zhang et al. (2016) uses the hybrid methods of combing DNN and SDAE where SDAE is for the pre-training of DNN and then utilizes coarse localizer and HMM-based fine localizer for final estimation. The deep learning method here is for feature extraction and feature classification. It is surprising that the RMSE of an RSS-based indoor positioning system could achieve sub-metre level accuracy. The second best is Soro and Lee (2018) which uses multiple ANNs to achieve RMSE of 1.39 m. The mean RMSE of all covered papers is 4.18 m. The number of papers using MDE as the evaluation metric reaches 50 which offers an opportunity to make a more comprehensive comparison. The performance of systems employing different deep learning feature extraction methods will be compared and the effect of using different WiFi signals as input will be investigated.

The general results are demonstrated by a CDF plot comparing the systems which have the top regression performances (see Figure 16). System 1 (proposed by T. Li et al., 2018) and system 2 (proposed by X. Wang, Gao, Mao, & Pandey, 2015) are based on CSI signals while system 3 (proposed by Hoang et al., 2019) and system 4 (proposed by Xue et al., 2020) are based on WiFi RSS. As illustrated in the CDF plot, systems based on CSI could produce less than 2 m distance error more than 98% of the time. On the other hand, systems utilizing RSS produce less than 3 m distance error more than 98% of the time. These results reveal that systems using CSI signals could achieve more stable and accurate positioning performances than those using RSS. Although RSS-based systems might get a distance error less than 0.5 m, 50% of
the time, their estimation deviations are comparatively large which leads to less reliable performances than those of CSI-based systems.

To investigate the positioning results further, a boxplot of MDE for different types of input is shown in Figure 17 where the CSI-based indoor positioning systems could have more stable predictions compared to the RSS-based systems. It is worth noticing that the median value of MDE for the RSS-based systems is lower than the CSI-based ones, the mean MDE of the RSS-based systems is 1.96 m while the CSI-based systems could achieve the mean MDE of 1.43 m. Furthermore, there are six positioning results generated by the systems based on CSI image and their mean value of MDE is also 1.43 m.

Next, the MDE performances of systems employing different neural networks are compared, see Figure 18. It is clear that both ANN and CNN perform generally better than other neural networks. The mean error of all indoor positioning systems using ANN is 1.607 m while that of CNN is 1.343 m. After filtering out the outliers, the mean MDE of

Figure 16. Comparison of the indoor positioning systems based on different WiFi signals. CSI-based systems could perform better, more stable and more accurate positioning estimation than RSS-based ones.

Figure 17. The boxplot of the MDE results for covered systems based on different inputs. Though WiFi RSS-based systems using deep learning as feature extraction methods could achieve generally better results than those based on CSI, the variation of their MDEs is larger. It is worth noticing that the best three RSS-based systems all utilize signals from other sensors (e.g. Inertial Measurement Unit (IMU)) to improve their positioning stability.
ANN could achieve 1.188 m. The average MDE of the group ‘Other Nets’ (i.e. systems using neural networks other than ANN, CNN and AE) is 1.555 m. Among these networks, systems using LSTM Hoang et al. (2019) and Capsule Network Own et al. (2019) both achieve sub-metre level accuracy. CNN and capsule network are the types of neural networks that extract information using a specific layer called the convolution layer from two-dimensional data such as images. Data transformed into two dimensions can also be fed into such networks. These networks are able to find higher-level information from the data since they convolute the 2D input data several times and use the condensed output as the evidence to perform location estimation.

Though it is not common for indoor positioning systems to achieve sub-metre level accuracy only using WiFi RSS, certain systems could still get very astonishing results by carefully modified models, for example Belmonte-Hernández et al. (2019), Own et al. (2019), G. Zhang et al. (2019), Xue et al. (2020), Hoang et al. (2019), Soro and Lee (2019) and D. V. Nguyen et al. (2018). The results of these systems are summarised in Table 3. In particular, it is not difficult to get sub-metre level accuracy for systems using information from multiple sensors other than RSS. For instance, Xingli et al. (2018) achieves the MDE of 0.29 m and Belmonte-Hernández et al. (2019) achieves 0.45 m. Using multiple sensors like iBeacon, Bluetooth Low Energy (BLE), Inertial Measurement Unit (IMU), and magnetometer can definitely enhance the performance. Detailed information about these sensors can be found in K. A. Nguyen et al. (2021) and therefore will not be included in this review. Furthermore, Zhao et al. (2019) and T. Li et al. (2018) which only use CSI as the input and achieve sub-metre level accuracy where Zhao et al. (2019) using CNN gets an MDE of 0.46 m and T. Li et al. (2018) using DNN gets an MDE of 0.6 m.

6.6. Trends and lessons learned in using deep learning as a feature extraction method

WiFi indoor positioning systems using deep learning as the feature extraction methods could produce stable prediction results. In this section, research papers tend to use RSS
more especially for floor prediction. And using multiple ANNs with the majority voting strategy could achieve the best floor prediction performance among all peer papers. For the regression indoor positioning systems, 32 out of 50 results are from RSS-based systems while there are only 18 CSI-based positioning results. It seems that RSS is still more popular in this area due to its easy accessibility. To achieve more stable and accurate positioning estimation, CSI is clearly the better choice. However, certain systems using RSS could also achieve sub-metre level accuracy if well modified deep learning methods were used to extract features. It is interesting to notice that RSS-based systems utilizing multiple sensors could achieve even better performances than CSI-based systems. Such results clearly imply that a combination of different signals from multiple sensors could greatly improve the performance of RSS-based indoor positioning systems. Considering that the sensors like IMU and magnetometre are common integrated sensors on smartphones, systems based on multi-sensors (e.g. Y. B. Bai et al., 2016; Xingli et al., 2018) could be easier to implement and popularize on smartphones in the near future. In terms of the neural network types, ANN is efficient enough for feature extraction. On the other hand, CNN is a better choice for WiFi indoor positioning systems aiming for more promising and accurate positioning estimation due to its convolution layer that could better extract hierarchical features from 2D data. If planning to use CNN as the extraction method, the input data needs to be modified as 2-dimensional data and the computation of CNN is more expensive than that of ANN. These facts make it harder to implement CNN than ANN.

7. Deep learning-based WiFi indoor positioning solutions

This section reviews those WiFi indoor positioning systems that use deep learning directly to predict the user’s or object’s location. Unlike the previous section, these systems will only be compared using positioning efficiency evaluation metrics including hitting rate, MDE, RMSE and CDF.

The basic structure of the systems reviewed in this section is illustrated in Figure 19. For any systems using deep learning directly as positioning solutions, the input data are also preprocessed before used by the positioning algorithms. The deep learning methods are utilized to perform location estimation which is the focus of this section. The deep learning neural networks included in this section could be classified as Artificial Neural Networks (ANN), Convolution Neural Network (CNN), Auto Encoder (AE), Deep Belief Network (DBN), Recurrent neural network (RNN) and other networks. Multilayer Perceptron (MLP), Deep Neural Network (DNN), Back Propagation Neural Network (BPNN), Extreme Learning Machine (ELM), Feed-forward Neural Network (FFNN), Discriminant-

| Research work       | Input | Network          | MDE (m) |
|---------------------|-------|------------------|---------|
| Own et al. (2019)   | RSS   | Capsule Network  | 0.99    |
| G. Zhang et al. (2019) | RSS | CNN              | 0.9554  |
| Xue et al. (2020)   | RSS   | ANN              | 0.87    |
| Hoang et al. (2019) | RSS   | LSTM             | 0.75    |
| Soro and Lee (2019) | RSS   | ANN              | 0.68    |
| D. V. Nguyen et al. (2018) | RSS | ANN              | 0.62    |
adaptive Neural Network (DANN), etc are all grouped as ANN. Stacked Autoencoder (SAE) and Stacked Denoising Autoencoder (SDAE) are classified as AE while Long Short-Term Memory (LSTM) is considered as RNN.

Table 4 compares the WiFi indoor positioning systems that use deep learning directly for the estimation about the user’s or object’s location where the evaluation metrics are the MDE, RMSE, hitting rate and CDF. All the information about the systems are derived from the papers directly and the missing entries indicate that the papers did not provide the specific information. A more detailed comparison will be discussed in Section 7.4.

### 7.1. ANN

Koike-Akino et al. (2020) presented a system using a comparatively different WiFi signal – spatial beam Signal-to-Noise Ratios (SNRs). It is a medium-grained measurement of WiFi compared to the fine-grained CSI and coarse-grained RSS. The system uses the beam SNRs to form the fingerprinting database and implements ANN (a modified ResNet) on the database as shown in Figure 20. The input is the beam SNRs containing enriched information about spatial propagation paths of millimetre wave (mmWave) WiFi signals used during beam training phase. The beam SNRs are then passed to 3 residual blocks where there are shortcuts from the input to the output to maintain the residual gradient. The combination of beam SNRs and residual blocks ensures the improvement in the stability and accuracy of the WiFi indoor positioning system. Three main tasks: location classification, location-and-orientation classification, and coordinates prediction. The testbed consists of 6 offices and 8 cubicles filled with furniture during busy hours. 3 APs are fixed in a specific direction at fixed positions along the aisle. The data collection was conducted in 7 locations. The system achieves 100% correct location predictions and 99% of simultaneous location-and-orientation classification accuracy. The mean RMSE of the system reaches 11.1 cm for a direct coordinates estimation.

Xingli et al. (2018) considered the indoor positioning task as a regression problem. To enhance the coordinates prediction accuracy, the fusion of multi-source data is taken into consideration. The authors used the geomagnetic data, iBeacon signals and WiFi RSS signals in their database. All the multi-source data are passed to an RBM-initialized ANN (DNN to be specific). Other than using cross validation and grid search to fine-tune the neural network, Kalman Filter (KF) is also utilized to smooth the preprocessed data to simplify the input and retain important information. The testbed is two connected rooms of 124 m². One clear trajectory of user’s movement is chosen with 15 reference points along the path and 1300 groups of data were collected in each position. As a result, the mean distance error of the system using both DNN and Kalman filter is 0.29 m, the maximum position error is 1.59 m, and the position error is within 1 m with the probability of 96.33%. As a comparison, the best MSE produced by other machine learning methods on the same testbed is 1.26 m by Quadratic Discriminant Analysis. It is astonishing for an RSS system to achieve such a small MDE. It seems that using multi-source data in some specific testbeds could largely enhance the regression accuracy of an indoor positioning system.
### Table 4. Comparison of the covered WiFi-based indoor positioning systems using Deep Learning as a prediction method.

| Research work | Input | Deep learning method | MSE (m) | RMSE (m) | Hitting rate (%) |
|---------------|-------|-----------------------|---------|----------|------------------|
| J. Bai et al. (2021) | RSS | RNN+AE | 1.6       | –        | –                |
| Khassanov et al. (2021) | RSS | RNN LSTM | 3.05       | –        | –                |
| Khatab et al. (2021) | RSS | AE ELM | –       | –        | Zone: 86.68      |
| Ssekidde et al. (2021) | RSS | CNN | –       | –        | Room: 97.3; Point: 94.93 |
| Alitalo et al. (2020) | RSS | ELM | –       | –        | Floor: 98.1343   |
| Careem et al. (2020) | RSS | MLP | –       | –        | Location: 94.38 |
| Guney et al. (2020) | RSS | DNN | –       | –        | Location: 96.36 |
| Nabati et al. (2020) | RSS | GAN MLP | – | – | Room: 97.2 |
| Rizk et al. (2020) | RSS | DNN | 2.62, 90% chance | – | – |
| Guney et al. (2020) | RSS | DNN | – | – | Location: 96.36 |
| Nabati et al. (2020) | RSS | GAN MLP | – | – | Room: 97.2 |
| Alam et al. (2021) | RSS | CNN | 3.95 | – | Location: 84.17 (15 days after) |
| Lian et al. (2019) | RSS | ELM | 1, 90% chance | – | – |
| Song, Fan, Xiang, et al. (2019) | RSS | CNN+SAE | 7.6 | – | Building: 100; Floor: 96.03 |
| Song, Fan, He, et al. (2019) | RSS | CNN+SAE | – | – | Building: 100; Floor: 95.92 |
| Turgut et al. (2019) | RSS | AE | – | – | Grid: 95.95 |
| R. Wang et al. (2019) | RSS | SDAE+MLP | 4.25 | – | – |
| H. Wang et al. (2019) | RSS | ELM | – | 2.93 | – |
| Adege, Yayeh, et al. (2018) | RSS | ANN | – | 0.56 | – |
| Adege, Yen, et al. (2018) | RSS | FFNN+MLP | – | 0.32 | Room: 100 |
| Aikawa et al. (2018) | RSS | ANN | 18 | – | Location: 87 |
| Anzum et al. (2018) | RSS | CPN | – | – | Zone: 91 |
| Cheerla and Ratnam (2018) | RSS | PMNN | – | – | – |
| De Vita and Bruneo (2018) | RSS | DNN | – | – | Room: dynamic 83.6; static 99.6 |
| H. Y. Hsieh et al. (2018) | RSS | RNN & LSTM | 2.482 | – | Floor: 99.7 |

### Research work Input Deep learning method MSE (m) RMSE (m) Hitting rate (%)

| Ibrahim et al. (2018) | RSS | CNN | 2.77 | – | Building and Floor: 100 |
| Jang and Hong (2018) | RSS | CNN | – | – | Building and Floor: 95.41 |
| Joseph and Sasi (2018) | RSS | DNN SAE | – | – | Floor: 93 |
| Research work                          | Input   | Deep learning method | MSE (m) | RMSE (m) | Hitting rate (%) |
|---------------------------------------|---------|----------------------|---------|----------|-------------------|
| Kim (2018)                            | RSS     | DNN SDAE             | 7.93    | –        | Floor: 94.15      |
| Kim, Wang, et al. (2018)              | RSS     | DNN SAE              | –       | –        |                   |
| Lin et al. (2018)                     | RSS     | CNN                  | 1.105   | –        |                   |
| Park et al. (2018)                    | RSS     | DNN                  | 6.943   | –        | Floor: 94.40      |
| T. Zhang and Yi (2018)                | RSS     | CNN                  | –       | –        | Location: 90.83   |
| Zhong et al. (2018)                   | RSS     | SAE                  | –       | –        | Floor/Area: 94    |
| Zhu et al. (2018)                     | RSS     | GAN                  | –       | 1, 80% chance | –               |
| Belay et al. (2017)                   | RSS     | FFNN                 | 0.4, 90% chance | –        |                   |
| Basiouny et al. (2017)                | RSS     | SMN                  | 1.85    | –        |                   |
| Lukito and Chrismanto (2017)          | RSS     | RNN                  | –       | –        | Room: 82.47       |
| Nowicki and Wietrzykowski (2017)      | RSS     | DNN SAE              | –       | –        | Building and Floor: 92 |
| Xiao et al. (2017)                    | RSS     | DNN                  | 7.6     | –        |                   |
| H. Dai et al. (2016)                  | RSS     | ANN AE               | 0.75    | –        |                   |
| Félix et al. (2016)                   | RSS     | DNN DBN              | 1.01    | –        |                   |
| He et al. (2016)                      | RSS     | DBN                  | –       | –        | Area: 96.5        |
| N. Li et al. (2016)                   | RSS     | ANN                  | 1.893   | –        |                   |
| C. Zhou and Wieser (2016)             | RSS     | BPNN ANN             | 4, 90% chance | –        |                   |
| Gu et al. (2015)                      | RSS     | ELM                  | 7.5     | –        | Grid: 34 40       |
| Lu et al. (2014)                      | RSS     | ELM                  | –       | 2.95     |                   |
| Fehad and Liu (2013)                  | RSS     | DNN                  | 1.895   | –        |                   |
| Mok and Cheung (2013)                 | RSS     | FFNN                 | 1 to 4  2.045 | –        |                   |
| Mehmood et al. (2010)                 | RSS     | ANN                  | 1.43    | –        |                   |
| Borenović and Nešković (2009)         | RSS     | ANN                  | 8.9     | –        |                   |
| Borenovic et al. (2008)               | RSS     | ANN                  | 9.58    | –        | Room type: 62.34; Room: 11.2 |
| Ding et al. (2008)                    | RSS     | BPNN/MLP             | 4.42    | –        | Floor: 98.15      |
| Fang and Lin (2008)                   | RSS     | DANN                 | <2      | –        |                   |
| Tsai et al. (2008)                    | RSS     | BPN                  | 2, 92% chance | –        |                   |
| Stella et al. (2007)                  | RSS     | MLP                  | 1.79    | –        |                   |
| Vilović and Zovko-Cihlar (2005)       | RSS     | MLP                  | 0.2     | –        |                   |
| Battiti et al. (2002)                 | RSS     | MLP                  | 2.3     | –        |                   |
| Research work                         | Input   | Deep learning method | MSE (m) | RMSE (m) | Hitting rate (%)  |
| Roy and Chowdhury (2021)              | RSS+WiFiID | Ensemble Learning   | 2.4     | –        | Zone: 94.21       |
| Adege, Lin, et al. (2018b)            | RSS+WiFiID | DNN                  | <0.97   | –        | Room: 100         |
7.2. CNN

Sinha and Hwang (2019) proposed a system based on CNN using the image representation of WiFi RSS signals to perform indoor positioning. The main idea is to convert the RSS signals to 2D images and process the images using the neural network. 74 reference points were set in the testbed where RSS signals from 256 APs were collected. These 256 RSS measurements collected in a single reference point are transformed to a $16 \times 16$ image as shown in Figure 21 where the light dots indicate that

| Research work                  | Input                        | Deep learning method | MSE (m) | RMSE (m) | Hitting rate (%) |
|--------------------------------|------------------------------|----------------------|---------|----------|------------------|
| Adege, Lin, et al. (2018a)     | RSS+WiFiID                   | DNN MLP              | –       | 0.69     | Zone: 96.64      |
| Gan et al. (2017)              | RSS+WiFiID                   | DBN                  | 0.52    | –        | –                |
| Jiang et al. (2018)            | RSS of WiFi & BLE            | ELM                  | 3, 95.5%| chance   | –                |
| Farid et al. (2016)            | RSS of WiFi & WSN            | ANN                  | 1.05    | –        | –                |
| Y. Liu et al. (2020)           | RSS image                    | CNN                  | 2, 46.76%| chance   | –                |
| Sinha and Hwang (2019)         | RSS image                    | CNN                  | 1.44    | –        | Location: 94.95  |
| W. Shao, Luo, Zhao, Ma, et al. (2018) | RSS image +magnetic filed         | CNN MLP              | 1, 90%  | chance   | –                |
| W. Zhang et al. (2017)         | RSS+magnetic filed           | DNN SAE              | 1.4551  | –        | –                |
| Y. B. Bai et al. (2016)        | RSS+magnetic filed           | ANN                  | –       | <2.6     | –                |
| Xingli et al. (2018)           | RSS+iBeacon +Geomagnetic     | DNN RBM              | 0.29    | –        | –                |
| H. Zhang et al. (2019)         | RSS CSI                      | DNN                  | 6.448   | –        | –                |
| C. H. Hsieh et al. (2019)      | RSS/CSI amplitude            | CNN                  | 0.92,   | 99.97%   | –                |
| W. Liu et al. (2020)           | CSI amplitude                | DNN                  | 0.78    | –        | –                |
| Z. Zhang et al. (2020)         | CSI amplitude                | 1D-CNN               | 1.2669  | –        | –                |
| F. Wang et al. (2019)          | CSI amplitude                | CNN                  | –       | –        | Location: 95.68  |
| Berruet et al. (2018)          | CSI amplitude                | CNN                  | 1.39, 50%| –        | –                |
| Cai et al. (2018)              | CSI amplitude                | CNN                  | 1.843   | –        | Location: office 94.55; corridor 96.40 |
| R. Zhou et al. (2018)          | CSI amplitude                | DNN                  | 1.29    | –        | –                |
| G. Wang et al. (2021b)         | CSI phase                    | 1D-CNN +LSTM         | 1.825   | –        | Location: 88     |
| G. Wang et al. (2021a)         | CSI phase                    | 1D+CNN +LSTM         | 1.33    | –        | Grid: 88.4      |
| Dang et al. (2020)             | CSI phase                    | DHNN                 | 1.6     | –        | –                |
| C. Xu et al. (2016)            | CSI phase                    | AE                   | 0.58, 80%| chance   | –                |
| Koike-Akino et al. (2020)      | beam SNR                     | DNN(ResNet)          | 0.111   | Location 100; Location +Orientations: 98.96 |
| Y. Xu et al. (2009)            | SNR                          | ANFIS                | 2.77    | –        | –                |
| Ohta et al. (2015)             | WiFiID                       | ANN                  | –       | –        | Location: 91.2   |
the RSS values from these APs can be received at the current reference point. During the preprocessing, the input RSS data are enriched by simply facilitating augmentation and utilizing mean values and uniform random numbers to add information into the dataset (see Sinha & Hwang, 2019). Then a six-layer neural network was proposed to predict which reference point the user is on as shown in Figure 22. Compared to the existing CNN models such as AlexNet, ResNet, ZFNet, Inception v3, and MobileNet v2, the proposed system achieves the better positioning accuracy of 94.45% and an MSE of 1.44 m.

C. H. Hsieh et al. (2019) compared several combinations of different neural networks (1D-CNN and MLP) and different input (CSI and RSS), and discussed the best system based on CSI while using 1D-CNN as prediction method. The architecture of the neural network is presented in Figure 23. This 1D-CNN is different from general CNN because the convolutional layers in 1D-CNN only have 1-dimensional small filters and deal with 1D data rather than 2D image data. Since the original CSI data is 1D data, it is appropriate to use such 1D-CNN which ensures the accuracy of the system and reduces high computational costs. The extracted information derived from CSI is utilized to determine the user location. The testbed is a room of $13.82 \times 8.58$ m filled with obstacles. A total of 251,388 CSI measurements were

Figure 19. The general process of WiFi indoor positioning systems employing deep learning as prediction methods. Please note that the difference between deep learning and neural networks is identified in this figure. While in the comparisons, all the different neural networks adopted by covered systems will still be compared whether they are deep neural networks or simple neural networks.
**Figure 20.** The architecture of the neural network proposed by Koike-Akino et al. (2020). 'BN' represents batch normalization which is a deep learning approach to normalize the data. This network utilizes the residual blocks to maintain the residual gradient from the input data and perform location-only classification, simultaneous location-and-orientation classification and direct coordinates estimation based on different output layers.

**Figure 21.** The transformation from the RSS signals to a 2D-image data. Each $16 \times 16$ greyscale image is converted from 256 RSS signals. The brightness of the pixel in the image represents how strong the corresponding RSS is. The black dots in the image indicate that RSS from the corresponding APs can not be received.
collected of which 90% were used for training and the rest for testing. The authors divided the room into 16 blocks and used the system to predict the exact block where the user is standing in. To study the robustness of the system, 3 testers of different body shapes were participating in the experiment. The results showed that the system based on 1D-CNN and CSI data reaches the maximum error of 0.92 m with the probability of 99.97%. However, further validation of the system using large public datasets is needed due to the small size of the testbed.

7.3. AE

Kim, Wang, et al. (2018) proposed a system based on stacked autoencoder (SAE) and ANN to estimate the building and floor the user is on. The system considers position estimation as multi-class classification ones. However, it does not predict a single sample’s targeted building and floor level at the same time. Instead, it estimates the building, floor and

Figure 22. The architecture of the CNN in Sinha and Hwang (2019). This neural network contains 4 convolutional layers and fully connected layers to perform classification.

Figure 23. The architecture of the 1D-CNN in C. H. Hsieh et al. (2019).
location separately as shown in Figure 24. Thus, multiple classifiers are adopted by the indoor positioning system. The input RSS data are processed by the SAE for dimension reduction and noise filtering. After preprocessing, the hierarchical features of the RSS data are fed into different classifiers for building, floor and location predictions. For the building and floor predictions, this system achieves 99% for building hitting rate and 93.429% for floor hitting rate. For the floor-level location estimation, the testbed is the fourth floor of the EE building in Xi’an Jiaotong-Liverpool University (XJTLU) campus. Around 200 APs were set in the environment where more than 4000 RSS fingerprints were collected. The floor-level location estimation accuracy reaches 97.198%. However, the floor-level location accuracy goes below 70% when applying the same system to the public WiFi dataset UJIIndoorLoc. The authors assumed this is due to the much larger number of locations and the closeness of the corresponding fingerprints in the public dataset. Since AE is mostly used to reduce the dimension complexity and noises of the data, it remains a challenge for researchers to improve the performance of AE for indoor positioning in a complex environment.

7.4. Performance comparisons of systems employing deep learning as a positioning estimation method

In this sub-section, performance comparisons are made among WiFi indoor positioning systems using deep learning methods directly to predict the user’s location. The indoor positioning systems will be divided into 2 groups, systems regarding the positioning problem as a regression problem and systems regarding it as a classification problem. In the regression group, all systems will be compared based on their MDE and RMSE, while in the classification group, floor hitting rate and zone hitting rate will be used. There are 42 classification systems and 58 regression systems considered here. It is worth noticing that there are some systems performing both types of positioning problems which will be compared in both groups. Classification algorithms will be analysed first and then a detailed comparison will be made among the regression algorithms.

Figure 24. The structure of the DNN proposed by Kim, Wang, et al. (2018). The system treats the multi-label classification questions as multi-class classification ones. Since it predicts the building, floor and location via different output layers, the system becomes scalable and flexible and could be implemented easily in different indoor positioning scenarios.
For floor-level indoor positioning systems, RSS is the common input type of all covered papers. Thus, the main focus will be on different neural networks. According to the main types of neural networks used, the systems are divided into 5 groups. They are systems using ANN, AE, Hybrid AE, DBN and other networks (i.e. CNN, RNN, LSTM), and their average floor hitting rates are 90.81%, 93.60%, 94.89%, 94.45% and 93.40%, respectively (see Figure 25). It can be seen from Figure 25 that ANN and DBN perform comparatively better in floor-level prediction though their variances are relatively higher. In fact, among the top 5 floor prediction systems with floor hitting rates above 98%, 3 of them apply ANN (Alitalo et al., 2020; Ding et al., 2008; He et al., 2016), one system (He et al., 2016) uses DBN, and one system (H. Y. Hsieh et al., 2018) uses LSTM.

A more accurate positioning method is to locate the user to a preset grid or position. As mentioned before, different researchers used different terms in their testbeds. In order to compare the systems fairly, the term ‘Zone’ is used to describe the targeted class or location of these systems whether it is a grid, a block or an area. However, the size of the zone used in different systems vary from 1 m × 1 m to a single room. Thus, the results represented in the boxplot may not be able to offer a comprehensive view of all zone-predicting systems. It can be seen from Figure 26 that CSI offers better and more stable performance than RSS signals or even hybrid RSS input signals (i.e. a combination of WiFi RSS and other sensor measurements) in the zone prediction setting. The overall mean zone hitting rate of all covered papers is 83.44%, while the mean zone hitting rate of the hybrid RSS-based systems is 77.89%, 82.59% for the RSS-based systems and 91.83% for the CSI-based systems.

The performance comparison of zone predicting systems using different neural networks is presented in Figure 27. The average zone hitting rate for ANN-based systems is 79.16%, for CNN-based systems is 83.43%, for systems using other neural networks (e.g. AE, RNN, and counter propagation network (CPN)) is 91.18% and for using hybrid networks (e.g. GAN+ANN, ANN+AE, or CNN+LSTM) is 89.19%. However, the average zone hitting rate will reach 93.26% if the outliers are filtered out for the CNN-based systems.

**Figure 25.** The boxplot shows the floor hitting rate results for systems using deep learning as a prediction method. The papers are grouped according to the main types of neural networks they use. It is illustrated in the boxplot that ANN and DBN are better in floor-level prediction while the variances in both groups are comparatively higher. Among the top 5 floor prediction systems with floor hitting rate above 98%, 3 of them apply ANN.
It can be seen from the boxplot that CNN is a generally better choice for the zone prediction task.

Among the top 3 systems with the zone hitting rate above 98% shown in Table 5, all of them apply ANN to perform zone prediction and use RSS or SNR as the input. Note that SNR is the signal-to-noise ratios of the WiFi signals. But only two papers use SNR (i.e. Koike-Akino et al., 2020; Y. Xu et al., 2009) which makes it hard to evaluate such signal measure as a separate input type and draw a convincing conclusion. The best results gained by using CNN is Ssekidde et al. (2021) with the zone hitting rate of 97.3%.

For regression systems, the first evaluation metric used is RMSE. The number of papers using RMSE is relatively small which leads to no further division of the covered papers. The mean RMSE of all 9 papers is 2.39 m while the best result is from Koike-Akino et al. (2020) with 0.095 m and 0.111 m RMSE using millimetre wave WiFi and a modified DNN based on the famous residual neural network ResNet, respectively. Interestingly, Koike-Akino et al. used CSI as an input, which is more stable than RSS signals or even hybrid RSS input signals. The hybrid RSS input signals are a combination of RSS and signals from other sensors (e.g. magnetometre, accelerometre, and Bluetooth).

**Figure 26.** The boxplot shows the zone hitting rate results for systems using deep learning as prediction method. This boxplot mainly compares the effect of using different WiFi signals as the input. CSI is more stable than RSS signals or even hybrid RSS input signals. The hybrid RSS input signals mean a combination of RSS and signals from other sensors (e.g. magnetometre, accelerometre, and Bluetooth).

**Figure 27.** The boxplot shows the zone hitting rate results for systems using deep learning as a prediction method. This boxplot mainly compares the effect of using different neural networks. Though some systems based on ANN could achieve the best result in the comparison, the variance of all ANN systems is astonishingly large which represents the instability of ANN systems. It could be deduced by the boxplot that CNN is generally better in zone predicting.
(2020) is the one using SNR as input data. The next 2 best systems (Adege, Lin, et al., 2018a, 2018b) have RMSE of 0.32 and 0.55 m. All these three papers use the ANN to perform regression. It could be concluded from such astonishing results that systems using ANN are able to produce very accurate positioning estimation. Moreover, systems using RSS could achieve sub-metre level RMSE. Given the surprising performance reported by Koike-Akino et al. (2020), it is worth considering SNR as the input, application of residual network or even utilizing mmWave WiFi device as APs.

As mentioned in the previous section, MDE is the most popular and most direct evaluation metric for WiFi-based regression indoor positioning systems. To give a detailed analysis of the results, all related systems will be compared based on different types of input and then a comparison will be made based on different neural networks adopted by the indoor positioning systems, see Figures 28–30.

It can be seen from Figure 28 that systems based on hybrid RSS signals achieve the best performance while systems based on CSI are the second best. The mean MDE of all related papers is 3.65 m and it goes down to 3.45 m after filtering out the outliers. The average MDE of all systems using RSS only as the input is 4.06 m. The average MDE of hybrid RSS-based systems is 4.03 m while that of the CSI-based systems is 1.85 m. After the removal of outliers, the mean MDE of hybrid RSS-based systems is reduced to 1.25 m and that of the CSI-based system group is 1.47 m. As a result, CSI could provide more accurate and stable prediction about the user’s location as expected and the hybrid signals could greatly improve the positioning accuracy of the RSS-based systems.

The large number of published CSI-based systems enables us to analyse the effect of utilizing CSI amplitude or phase as the input. As illustrated in Figure 29, CSI amplitude-based systems have better performances than CSI phase-based ones. The average MDE

| Research work                | Input | Network | Zone hitting rate (%) |
|------------------------------|-------|---------|-----------------------|
| Adege, Yen, et al. (2018)    | RSS   | ANN     | 100                   |
| Koike-Akino et al. (2020)    | SNR   | ANN     | 100                   |
| De Vita and Bruneo (2018)    | RSS   | ANN     | 99.6                  |

Figure 28. The boxplot of MDE results from systems using deep learning as the prediction method. This boxplot aims to compare the effect of using different WiFi signals as the input to the positioning system. CSI could provide more accurate and stable results about the user’s location, while hybrid RSS signals could largely improve the RSS-based positioning accuracy.
is 1.23 m for systems using CSI amplitude and 1.71 m for those using CSI phase. It is demonstrated in the comparison that among all CSI-based indoor positioning systems, those employing the CSI amplitude could get a more accurate position estimation.

The comparison of MDE from all related indoor positioning systems is illustrated in Figure 30 where the reviewed papers are classified into 4 groups based on the major types of neural networks they used. They are systems using ANN, hybrid Neural Networks (i.e. CNN+SAE, ANN+SDAE, RNN+AE, CNN+ANN and CNN+LSTM), RNN, and CNN. The boxplot shows that CNN-based indoor positioning systems are the best. The overall mean MDE of all systems is 3.242 m. The average MDE for the systems based on hybrid networks, RNN, CNN are 3.690, 2.674 and 1.871 m, respectively. The mean MDE for the systems using ANN is 4.73 and 4.34 m after filtering out the outliers. Note that the mean MDE for AE-based systems is only 0.92 m. However, these results are only from two research papers which means lack of representativeness. Thus, CNN is the best neural network for coordinates prediction (i.e. predicting the user’s exact position in a Cartesian coordinate system) because of its comparatively good performances and relatively higher number of reported systems.

**Figure 29.** The effect of using CSI amplitude or CSI phase as the input to the neural network. Either for the general performance or the variance in the results, CSI amplitude is a better choice for indoor positioning systems to get more accurate position estimation.

**Figure 30.** The boxplot compares the MDE from systems using different neural networks. Due to the comparatively good performance and relatively higher number of systems using CNN, it could be derived from the figure that CNN is the best neural network to perform coordinates prediction.
When looking at the best systems with sub-metre level MDE shown in Table 6, Vilović and Zovko-Cihlar (2005) has a mean absolute error of 0.2 m which is surprisingly good given it was published in 2005 and only using RSS as the input and MLP as the prediction algorithm. Among all indoor positioning systems that achieve sub-metre level MDE, there are mainly 3 types of input data which are hybrid RSS, RSS, and CSI amplitude. And for the neural networks, ANN, CNN, AE, DBN and RNN are the major types here. Due to that the testbeds used by these systems are different, the comparison result is less conclusive. In fact, there is no clear trend on how to get the best performance for the coordinates prediction, which signal type a system should use as the input and which neural network as the prediction algorithm. But it is clear that an RSS-based indoor positioning system could have a chance to achieve sub-metre level accuracy, either using a carefully modified neural network or utilizing hybrid signals from different sensors.

7.5. Trends and lessons learned in using deep learning as a positioning estimation method

Several trends can be identified from all WiFi indoor positioning systems using deep learning to estimate the user’s location. For the classification systems, ANN and DBN are comparatively better in floor-level prediction. Moreover, ANNs are the best neural networks among all the covered zone hitting classification systems because the best performance is achieved by ANN-based indoor positioning systems. But generally speaking, researchers may consider using CNN as the prediction method for the zone prediction problem. In terms of the input type, CSI is generally the best WiFi signal which a system can choose to get promising zone hitting accuracy. However, the performance of systems using SNR could not be ignored. Due to lack of conclusive evidence, the effectiveness of SNR is yet to be explored. RSS if used well with appropriately modified deep learning models or coupled with other sensor signals, can also serve as a good choice of input for zone prediction systems.

For regression systems, systems using ANN are able to get very good positioning results. And systems using RSS could also have sub-metre level RMSE with properly modified deep learning models. Given the surprising performance of Koike-Akino et al. (2020), it is worth considering SNR as the input or using residual network or even using mmWave WiFi device as the access point. Based on the evaluation metric of MDE, systems using CSI could get more accurate and stable estimation about the user’s location as expected. RSS-based systems using hybrid signals can greatly improve their positioning accuracy. Our comparison shows CNN is the best neural network to perform coordinates

| Research work                        | Input       | Network | MDE (m) |
|--------------------------------------|-------------|---------|---------|
| Vilović and Zovko-Cihlar (2005)      | RSS         | ANN     | 0.20    |
| H. Dai et al. (2016)                 | RSS         | AE      | 0.46    |
| Adege, Lin, et al. (2018b)           | hybrid RSS  | ANN     | 0.50    |
| H. Dai et al. (2016)                 | RSS         | AE      | 0.67    |
| W. Liu et al. (2020)                 | CSI amplitude | ANN   | 0.78    |
| C. H. Hsieh et al. (2019)            | CSI amplitude | CNN  | 0.92    |
| Lin et al. (2018)                    | RSS         | CNN     | 0.95    |

When looking at the best systems with sub-metre level MDE shown in Table 6, Vilović and Zovko-Cihlar (2005) has a mean absolute error of 0.2 m which is surprisingly good given it was published in 2005 and only using RSS as the input and MLP as the prediction algorithm. Among all indoor positioning systems that achieve sub-metre level MDE, there are mainly 3 types of input data which are hybrid RSS, RSS, and CSI amplitude. And for the neural networks, ANN, CNN, AE, DBN and RNN are the major types here. Due to that the testbeds used by these systems are different, the comparison result is less conclusive. In fact, there is no clear trend on how to get the best performance for the coordinates prediction, which signal type a system should use as the input and which neural network as the prediction algorithm. But it is clear that an RSS-based indoor positioning system could have a chance to achieve sub-metre level accuracy, either using a carefully modified neural network or utilizing hybrid signals from different sensors.
prediction. The large number of systems utilizing CNN in the reviewed papers support such trend. Moreover, the performances of systems employing AE are promising. There is no clear result to identify which neural network architecture or which input type shall be used by the positioning system to get the best performance. However, it could be concluded that RSS-based indoor positioning systems could have a chance to achieve sub-metre level accuracy by either using a carefully modified neural network or utilizing hybrid signals from different sensors.

8. Conclusion and future perspectives

This article has reviewed more than 150 related research papers employing deep learning for WiFi indoor systems. These papers have been divided into two different categories. The first one employs deep learning approaches as feature extraction methods for WiFi indoor positioning. The second one utilizes deep learning models as regressors or classifiers when dealing with WiFi signals. Within each category, the systems are compared individually and then the effect of applying different neural networks and inputs are analysed. A set of performance metrics are devised to evaluate such systems, including hitting rate, Mean Distance Error, Root Mean Squared Error, Cumulative Distribution Function, Complexity (i.e. the number of hidden layers) and testing time.

To answer the research question ‘What is the most accurate WiFi signal measure for indoor positioning systems?’, our review indicates that RSS is still a comparatively useful technology that could be employed as the system input to perform positioning estimation, while CSI achieved much more accurate estimation on average. Among all systems utilizing RSS, some could achieve sub-metre level accuracy while the majority of them reach metre-level accuracy. Using signals from other sensors like IMU and magnetometre could significantly improve the positioning performance of the RSS-based systems to sub-metre level. The CSI signals could provide more stable and abundant information for sub-metre level positioning, but the hardware limitation makes it more challenging to adopt. Thus, combining WiFi RSS signals and signals from multiple sensors could be a potential research direction in WiFi indoor positioning. The newly released WiFi RTT technology is an attractive option to achieve sub-metre level accuracy. However, there has not been sufficient results in the literature to draw a conclusion yet.

For the research question ‘What are the most efficient neural networks for WiFi-based indoor positioning systems?’, neural networks like ANN and DBN are simpler with acceptable performance accuracy, while CNN is much more complex with higher demand for computational resources but achieves better results. Considering the majority of future indoor positioning users rely more and more on smartphones, it is wise to seek for WiFi indoor positioning systems that could be easily implemented on such devices. It is worth noticing that although smartphones have an aggregation of multiple sensors, their computational ability is limited. Hence, proposing a system based on RSS and signals from multiple sensors while employing simple neural networks (e.g. ANN and DBN) could be a good option in the near future. If the system is going to perform the location estimation on-line with a remote server, then these limitations could be alleviated. In that case, CNN with its best feature extracting capability should be the optimal solution in future WiFi indoor positioning systems.
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