Extended degeneracy and order by disorder in the square lattice $J_1$-$J_2$-$J_3$ model
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The square lattice antiferromagnet with frustrating next-nearest neighbour coupling continues to generate tremendous interest, with an elusive quantum disordered phase in the vicinity of $J_2 = J_1/2$. At this precise value of frustration, the classical model has a very large degeneracy which makes the problem difficult to handle. We show that introducing a ferromagnetic $J_3$ coupling partially lifts this degeneracy. It gives rise to a four-site magnetic unit cell with the constraint that the spins on every square must add to zero. This leads to a two-parameter family of ground states and an emergent vector order parameter. We reinterpret this family of ground states as coexistence states of three spirals. Using spin wave analysis, we show that thermal and quantum fluctuations break this degeneracy differently. Thermal fluctuations break it down to a threelfold degeneracy with a Néel phase and two stripe phases. This threefold symmetry is restored via a $Z_3$ thermal transition, as we demonstrate using classical Monte Carlo simulations. On the other hand, quantum fluctuations select the Néel state. In the extreme quantum limit of spin-1/2, we use exact diagonalization to demonstrate Néel ordering beyond a critical $J_3$ coupling. For weak $J_3$, a variational approach suggests an $s$-wave plaquette-RVB state. Away from the $J_2 = J_1/2$ line, we show that quantum fluctuations favour Néel ordering strongly enough to stabilize it within the classical stripe region. Our results shed light on the origin of the quantum disordered phase in the $J_1$-$J_2$ model.

PACS numbers: 75.10.Hk,75.10.Jm,75.30.Kz

I. INTRODUCTION

The paradigmatic example of frustrated magnetism is the square lattice antiferromagnet with next-nearest neighbour coupling: the $J_1$-$J_2$ model. It is well known that it has Néel antiferromagnetic order when $J_2 < J_1$ and stripe order when $J_2 > J_1$. The effects of frustration become apparent in the intermediate regime when $J_2 \sim J_1/2$. The nature of the quantum ground state in this regime continues to be debated with several possibilities for plaquette order1–3, a valence bond crystal4–11, etc. Notably, there are several proposals for a spin liquid with topological order11–13.

The complex and rich behaviour that intervenes between the Néel and stripe ground states has its origin in the classical spin model. Precisely at $J_2 = J_1/2$, the classical phase boundary between Néel and stripe ground states, the classical problem has an extensively degenerate ground state manifold14. Quantum fluctuations can select correlations from within this manifold to form various ordered phases. Indeed, this is the underlying reason behind the many competing claims about the quantum $S = 1/2$ phase diagram. While this degeneracy gives rise to a rich phase diagram, it makes it extremely difficult to understand this parameter regime. In this paper, we make the problem tractable by introducing a suitable tuning knob – a ferromagnetic third-neighbour coupling. This $J_3$ coupling partially lifts the degeneracy of the $J_2 = J_1/2$ problem; it does so in an elegant and tunable manner that allows for an understanding of the classical and quantum phase diagrams.

The extended degeneracy in the problem at hand occurs at a classical phase boundary. It is well known that extended ground state degeneracies may occur at phase boundaries15–17. Here, the residual degeneracy after introducing $J_3$ is given by a local constraint that leads to a four-site magnetic unit cell. Equivalently, it can be understood in terms of coexisting spiral states. Similar physics has recently been seen in the honeycomb lattice $J_1$-$J_2$ problem, where a magnetic field is used to select different combinations of spirals15.

The rest of this paper is organized as follows. Section II describes the classical phase diagram of the $J_1$-$J_2$-$J_3$ problem, bringing out the special role of a ferromagnetic $J_3$ interaction. Section III A shows why coexisting spirals are allowed ground states for the parameters of interest, and how they give rise to an extensive degeneracy. Sections III B, III C present the ground state degeneracy as a local constraint on every square plaquette. Sections IV A and IV B describe the breaking of the classical degeneracy by weak quantum and thermal fluctuations respectively. Section V describes classical Monte Carlo results that establish a thermal $Z_3$ transition. Section VI addresses the $S = 1/2$ limit, with VIA discussing exact diagonalization results, VIB discussing the stabilization of Néel order into the stripe domain and VIC presenting a variational plaquette wavefunction. Finally, section VII summarizes our results and discusses consequences for the quantum disordered phase in the $J_1$-$J_2$ problem.

II. CLASSICAL PHASE DIAGRAM

The Heisenberg model on the square lattice is well known as the parent Hamiltonian of the undoped...
cuprates. We study an extended version of this Hamiltonian given by
\[ H = J_1 \sum_{\langle i,j \rangle} S_i S_j + J_2 \sum_{\langle\langle i,j \rangle\rangle} S_i S_j + J_3 \sum_{\langle\langle\langle i,j \rangle\rangle\rangle} S_i S_j, \]  
(1)
where \(\langle i,j \rangle\), \(\langle\langle i,j \rangle\rangle\), and \(\langle\langle\langle i,j \rangle\rangle\rangle\) refer to nearest neighbours, next-nearest neighbours, and third nearest neighbours, respectively. We take the couplings \(J_1\) and \(J_2\) to be antiferromagnetic. Choosing \(J_3\) to be ferromagnetic leads to interesting consequences as we argue below.

A. Method of spiral states

To find the classical ground state for given \(J_1\), \(J_2\), and \(J_3\), we use the method of spiral states. As a variational ansatz, we define a coplanar spiral characterized by a pitch vector \(Q\),
\[ S_i = S \{ \cos (Q \cdot r_i) \hat{x} + \sin (Q \cdot r_i) \hat{y} \}. \]  
(2)
This state breaks spin rotational symmetry spontaneously. We have chosen the XY plane for concreteness; the ordering could occur in any plane. The energy of this state is given by
\[ E_Q/N S^2 = J_1 \cos Q_x + \cos Q_y + 2J_2 \cos Q_x \cos Q_y + J_3 \cos 2Q_x + \cos 2Q_y, \]  
(3)
where \(N\) is the total number of spins. Minimizing with respect to \(Q\), we obtain the classical phase diagram shown in Fig. 1. There are three well-defined regions: Néel, stripe and incommensurate. In the Néel region, the ground state is the standard Néel antiferromagnet with \(Q = (\pi, \pi)\). The stripe phase breaks a \(Z_2\) symmetry corresponding to the choice between horizontal and vertical stripe order. The ordering wavevector is \(Q = (0, \pi)\) or \((\pi, 0)\). In both Néel and stripe phases, the wavevector \(Q\) is fixed at high-symmetry points on the Brillouin zone edge. In contrast, in the incommensurate phase, the value of \(Q\) changes with the coupling strengths. The incommensurate phase has been shown to give rise to a quantum non-magnetic phase along one particular line in the space of couplings. While this phase diagram has been extensively studied for antiferromagnetic \(J_3\), we focus on the case of ferromagnetic \(J_3\). A similar phase diagram has been found for ferromagnetic \(J_4\).

III. EXTENDED DEGENERACY ALONG THE \((J_2 = J_1/2, J_3 < 0)\) LINE

The line defined by \(J_3 < 0\) and \(J_2 = J_1/2\) is the phase boundary between Néel and stripe phases. Naively, we may expect that the classical ground state here to be three fold degenerate with Néel, horizontal stripe and vertical stripe ground states. However, the degeneracy is much larger as we show below.

A. Coexisting Spirals

At \((J_2 = J_1/2, J_3 = 0)\), the method of spirals gives an infinitely degenerate ground state. Minimizing the variational energy picks all \(Q\)'s that lie on the edge of the Brillouin zone, as shown in Fig. 2(left). A ferromagnetic \(J_3\) breaks this degeneracy and picks three wavevectors as shown in Fig. 2(right): \(Q_1 = (\pi, \pi)\) corresponding to Néel, \(Q_2 = (0, \pi)\) corresponding to horizontal stripe and \(Q_3 = (\pi, 0)\) corresponding to vertical stripe ordering. All three \(Q\)'s satisfy the special property of being half a reciprocal lattice vector, i.e., \(2Q \equiv 0\). As shown by Villain, this property allows the spirals to coexist. To show this, we first note that the three \(Q\)'s satisfy \(\sin (Q \cdot r_i) = 0\) at every lattice point. Therefore, in a spiral state as in Eq. 2, we may only retain the cosine terms. A coexisting spiral can be written as
\[ S_i = S \{ \cos (Q_1 \cdot r_i) \hat{u} + \cos (Q_2 \cdot r_i) \hat{v} + \cos (Q_3 \cdot r_i) \hat{w} \}, \]  
(4)
where \(\hat{u}, \hat{v}, \hat{w}\) are arbitrary vectors. This is an allowed spin configuration if the spin length is preserved at every site. This condition gives us the following constraints, upon using the properties of \(Q_{1,2,3}\):
\[ |\hat{u}|^2 + |\hat{v}|^2 + |\hat{w}|^2 = 1, \]

FIG. 1: Classical phase diagram with antiferromagnetic \(J_1\). Néel and stripe phases are separated by the line \(J_2 = J_1/2, J_3 \leq 0\). The incommensurate phase is bounded by the lines \(J_3 = 0.5 |J_2 - 0.5J_1|\).

FIG. 2: Left: Ground state spiral wavevectors for \((J_2 = J_1/2, J_3 = 0)\). Right: For \((J_2 = J_1/2, J_3 < 0)\).
\[ \hat{u} \cdot \hat{v} = \hat{v} \cdot \hat{w} = \hat{w} \cdot \hat{u} = 0. \]  

We note that the ability to form coexisting spirals is a special feature of the \((J_2 = J_1/2, J_3 < 0)\) line. For example, the incommensurate phase in Fig. 1 does have multiple \(Q\) solutions. However, they cannot be combined into a coexisting state with uniform spin length.

The state in Eq. 4 has nine independent parameters – three components each of \(\hat{u}, \hat{v}\) and \(\hat{w}\). After taking into account the four constraints in Eqs. 5, we have five degrees of freedom in choosing the ground state. From the three \(Q\)'s, it is easy to see that the coexistence state in Eq. 4 has a four-site unit cell. The allowed ground states and the unit cell can also be understood from a local constraint as we show below.

### B. Sum of squares argument with \(J_3 = 0\)

Let us first consider a single square. An allowed spin configuration is given by a choice of four vectors on the Bloch sphere which satisfy Eq. 7. Such a configuration can be described by two angles \(\theta\) and \(\varphi\), up to an overall spin rotation. As depicted in Fig. 4, \(S_1\) and \(S_2\) are initially chosen to make an angle \(2\varphi\) with each other. The spins \(S_3\) and \(S_4\) are chosen to lie on the same plane with \(S_3 = -S_2\) and \(S_4 = -S_1\), thereby satisfying the zero-total-spin condition. We have one more degree of freedom in rotating \(S_3\) and \(S_4\) about the \(S_1 + S_2\) axis by the angle \(\varphi\). With this parametrization, taking \(\hat{z}\) to be parallel to \(S_1 + S_2\), we arrive at

\[ [S_1, S_2, S_3, S_4] = S_3 \left[ \hat{n}(\theta,\varphi), \hat{n}(\theta,\pi), \hat{n}(\pi-\theta,\varphi), \hat{n}(\pi-\theta,\varphi+\pi) \right]. \]  

where \(\hat{n}(\alpha,\beta)\) denotes a unit vector with polar angle \(\alpha\) and azimuthal angle \(\beta\). We assert that any spin configuration on a square that satisfies Eq. 7 can be obtained by a suitable choice of \(\{\theta, \varphi\}\) followed by a global spin rotation.

On the full two-dimensional square lattice, the problem of enumerating all allowed ground states reduces to that of assigning \(\{\theta, \varphi\}\) to each square, keeping in mind that neighbouring squares are coupled. It is easy to see that this leads to an infinite number of ground state configurations. We note here that the domain of \(\theta\) is \([0, \pi]\), while that of \(\varphi\) is \([0, 2\pi]\); the parameters \(\{\theta, \varphi\}\) thus define an emergent vector field with unit length. An effective field theory for the \(J_3 = 0\) problem would involve a vector field with fixed length coupled to an \(SO(3)\) matrix field that encodes spin rotations.

### C. Sum of squares argument with \(J_3 < 0\)

Introducing a ferromagnetic \(J_3\) coupling leads to a drastic simplification. As shown in Fig. 3(right), the \(J_3\) term forces every alternating square to have the same spin configuration. The ground state is completely fixed once we fix \(S_1, S_2, S_3\) and \(S_4\) on one shaded square. Moreover, if the spins on the shaded square are chosen to satisfy Eq. 7, the unshaded squares automatically satisfy Eq. 7 as well. Such a spin configuration will minimize the \(J_1-J_2\) energy contribution, while maximally lowering its energy from the \(J_3\) bonds.

Thus, with a ferromagnetic \(J_3\) coupling, all possible ground states are obtained by constraining \(S_i\)'s on one square so as to satisfy Eq. 7. This gives us a two-parameter ground state manifold (upto global spin rotations) characterized by \(\{\theta, \varphi\}\) or equivalently by a vector of unit length. With three Euler angles required to define a global spin rotation matrix, we have five degrees of freedom in total – in agreement with the coexisting spirals argument in Section IIIA.
FIG. 4: Parametrizing the ground of a single square with a zero-total-sum constraint by two angles. We first take all spins to lie in one plane so that \( \mathbf{S}_1 \) and \( \mathbf{S}_2 \) make an angle \( 2\theta \). We choose \( \mathbf{S}_3 = -\mathbf{S}_2 \) and \( \mathbf{S}_4 = -\mathbf{S}_1 \) to satisfy the zero-total-spin constraint. We then rotate \( \mathbf{S}_3 \) and \( \mathbf{S}_4 \) about the \( \mathbf{S}_1 + \mathbf{S}_2 \) axis by an angle \( \varphi \).

### IV. SPIN WAVE ANALYSIS

We have established that the classical model with \( J_2 = J_1/2 \) and \( J_3 < 0 \) has a two parameter ground state manifold. This degeneracy can be broken by thermal/quantum fluctuations by the well-known ‘order by disorder’ mechanism.\(^{30}\) To demonstrate this, we consider spin wave fluctuations about a generic state in the ground state manifold.

As argued above, all the allowed ground states have a four-site magnetic unit cell. Performing the usual Holstein Primakov transformation and retaining \( \mathcal{O}(S) \) terms, we obtain a quadratic Hamiltonian of the form

\[
H_{\mathcal{O}(S)} = -8J_3N_{\xi 2}S^2 + \sum_k \left( \psi_k \psi_{-k} \right) H_{8 \times 8}(k) \left( \psi_k \psi_{-k} \right)^\dagger.
\]

The sum is over half the Brillouin zone and \( N_{\xi 2} \) is the number of unit cells in the system - shaded squares in Fig. 3(right). We have denoted \( \psi_k = \{ a_{1,k}^\dagger \ a_{2,k}^\dagger \ a_{3,k}^\dagger \ a_{4,k}^\dagger \} \), where \( a_{i,k}^\dagger \) creates a spin wave fluctuation with momentum \( k \) on the sublattice \( i \). The \( 8 \times 8 \) matrix with \( \mathcal{O}(S) \) terms can be diagonalized by a bosonic Bogoliubov transformation to give

\[
H_{\mathcal{O}(S)} = -8J_3N_{\xi 2}S^2 + \sum_{j=1}^4 \sum_k \delta_{j,k} \{ \gamma_{j,k}^\dagger \gamma_{j,k} + \gamma_{j,-k}^\dagger \gamma_{j,-k} \} + c_k \tag{10}
\]

where \( \delta_{j,k} \) are the spin wave energies, \( c_k \) is a \( k \)-dependent constant and \( \gamma_{j,k}^\dagger \) is the eigenmode creation operator. In Fig. 5, we illustrate the spin wave spectrum for four possible ground states. We have chosen four highly symmetric configurations for the purpose of illustration: Néel, stripe, coplanar and tetrahedral orders.

As in the four states in Fig. 5, we find two kinds of Goldstone modes in all allowed ground states: linear modes with \( \epsilon_{j,k} \sim k^2 \) as well as quadratic modes with \( \epsilon_{j,k} \sim k^2 \). Linear modes usually occur in antiferromagnets while quadratic modes occur in ferromagnets. Our system combines both these elements.

### A. Quantum order by disorder

At zero temperature, the spin wave Hamiltonian gives an \( \mathcal{O}(S) \) correction to the ground state energy: \( \Delta E = \sum_k \sum_{j=1}^4 \{ \epsilon_{j,k} + c_k \} \). This can be interpreted as a zero point energy due to spin wave fluctuations. In Fig. 6(left), the zero point energy is plotted as a function of \( J_3 \) for the four classical ground states shown in Fig. 5. The Néel state has the lowest energy as shown. Indeed, the Néel state has the lowest zero point energy among all ground states for any \( J_3 < 0 \). This is illustrated in Fig. 7(left) which plots \( \Delta E \) for a particular value of \( J_3 \) \((J_3 = -J_1)\) as a function of \( \theta \) and \( \varphi \) on the surface of the \( \hat{n}_{\{\theta,\varphi\}} \) Bloch sphere. Thus, with quantum spins at zero temperature, we expect the \( \langle J_2 = J_1/2, J_3 < 0 \rangle \) line to show Néel order. We confirm this expectation for the case of \( S = 1/2 \) in Sec. VI using exact diagonalization.

While the Néel state has the lowest energy, it may be destabilized for small \( S \) values by quantum fluctuations. The Néel ordered-moment has a \( 1/S \) correction given by \( \Delta m = \frac{1}{8S_3} \sum_k \sum_i \{ a_{i,k}^\dagger a_{4,k} \} \). When \( \Delta m \sim S \), we may surmise that Néel order becomes unstable. We plot \( \Delta m \) as a function of \( J_3 \) in Fig. 6(right). For the extreme quantum limit of \( S = 1/2 \), we see that the Néel state is stable for \( J_3 \lesssim -0.1J_1 \). For weaker \( J_3 \) couplings, quantum fluctuations destabilize the Néel state – this is consistent with the expectation of a quantum disordered state at \((J_2 = J_1/2, J_3 = 0)\).
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FIG. 6: Left: Zero point energy due to spin wave excitations as a function of \( J_3 \). Right: Correction to the Néel moment as a function of \( J_3 \).

B. Thermal order by disorder

At finite temperatures, low energy spin wave excitations will contribute to the entropy of the system. In the classical limit, it is the entropy that breaks the degeneracy of the ground state manifold. For classical spins at low temperatures, the free energy is given by

\[ F = \sum_k \sum_i \ln (e_{i,k}) \]

The spin wave energies \( e_{i,k} \) here are the same as those obtained by the Holstein Primakov method. Even though the Holstein Primakov method is designed for quantum spin-S spins, it gives the same spectrum as a purely classical derivation using equations of motion.

We plot the free energy as a function of \( \theta \) and \( \varphi \) in Fig. 7(right). The effect of thermal fluctuations is very different from that of quantum fluctuations. The lowest free energy occurs in three different states: Néel, vertical stripe and horizontal stripe states. Thus, the classical spin model, at zero temperature, breaks global spin rotational symmetry as well as a Z3 symmetry, corresponding to a choice among Néel, horizontal stripe and vertical stripe orders. At any non-zero temperature, spin rotational symmetry is restored, in line with the Mermin Wagner theorem. However, the discrete Z3 symmetry may survive up to some critical temperature. In section V, we confirm this picture using Monte Carlo simulations. Our study provides an interesting example where thermal fluctuations and quantum fluctuations give rise to different behaviours. While this is not surprising, there are very few such examples reported in literature17,31,32.

V. CLASSICAL MONTE CARLO

Spin wave theory suggests that the classical spin model should have a finite temperature phase transition above which \( Z_3 \) symmetry is restored. The \( Z_3 \) transition in two dimensions is known to be a continuous transition with well established critical exponents. To verify this, we have performed classical Monte Carlo simulations using standard single flip Metropolis and energy conserving microcanonical moves. The simulations were performed on \( L \times L \) lattices with periodic boundary conditions, with \( L \) up to 120. Focussing on the \( J_3 = J_1/2 \) line, we simulated many negative \( J_3 \) values. Starting from random initial configurations, we performed \( 5 \times 10^5 \) Metropolis moves, with each Metropolis move followed by 3-4 energy conserving microcanonical moves. The first \( 5 \times 10^4 \) moves were discarded for measurements to allow for equilibration. For each temperature value, we used 10-20 instances to average physical quantities.

We compute the specific heat defined by

\[ C_v = \frac{N}{L^2} \langle (E)^2 \rangle - \langle E \rangle^2 \]

where \( N = L^2 \). It shows a maximum which grows and shifts with increasing system size, as shown in Fig. 8(top-left). This clearly indicates a phase transition, most likely continuous21,33-35. The maximum of specific heat as a function of system size fits well to

\[ C_v^{max}(L) = c_0 + c_1 \log(L) + c_2/L^{13} \]

The specific heat maxima along with the fit line are shown in Fig. 8(top-right). This further supports a continuous phase transition.

We introduce a local complex order parameter in each square plaquette, following a similar definition on the honeycomb lattice21,

\[
\psi_n = (S_1S_3 + S_2S_4) + \omega(S_1S_2 + S_3S_4) + \omega^2(S_1S_4 + S_2S_3),
\]

where \( \omega = e^{i2\pi/3} \), and (1, 2, 3, 4) are labels for spins on a square plaquette with the diagonals being (1, 3) and (2, 4), see Fig. 3(left). The order parameter is designed to be proportional to 1, \( \omega \) and \( \omega^2 \) for Néel, horizontal stripe and vertical stripe, respectively. The average order parameter is defined as

\[ m = \frac{1}{N} \sum_n \psi_n \]

where \( n \) sums over all square plaquettes in the system.

Signatures of the phase transition are also seen in susceptibility and in the Binder cumulant, defined as

\[ \chi = \frac{1}{N} \langle |m|^2 \rangle - \langle |m| \rangle^2 \] and \( U_4 = \langle |m|^4 \rangle/\langle |m|^2 \rangle^2 \), respectively. The susceptibility shows a maximum which increases with system size, shown in Fig. 8(bottom-left).

Fig. 8(bottom-right) shows the Binder cumulant which exhibits a crossing, indicative of a continuous transition.

Near a \( Z_3 \) thermal transition in two dimensions, the specific heat, susceptibility and the order param-
VI. QUANTUM S=1/2 LIMIT AT J₂ = J₁/2, J₃ < 0

The J₁–J₂ has been extensively studied in the quantum S = 1/2 limit $^{37,38}$. We are interested in the regime $(J₂ = J₁/2, J₃ < 0)$. Our calculations establish the phase diagram with high certainty and highlight several interesting features. Hitherto, this regime has only been explored using self-consistent spin-spin Green’s functions $^{39}$ – our results show that the reported phase diagram misses several important qualitative features.

A. Exact diagonalization

To study the S = 1/2 limit, we use Lanczos numerical diagonalization in the $S_z = 0$ sector, making use of translational symmetries. We have performed the calculation on $L$=16, 20, 32 and 36 sites clusters with periodic boundary conditions. The quantity of interest is the magnetic order parameter in the ground state, defined as

$$ m_s^2(Q) = \frac{1}{L^2} \sum_i (S_i.S_j) e^{iQ.(r_i-r_j)}. $$  

For the Néel phase, we have $Q = (\pi, \pi)$. For the stripe phase, we may have $Q = (0, \pi)$ or $Q = (0, 0)$. If the computed order parameter extrapolates to a positive value in the thermodynamic limit, we infer that the ground state is ordered.

Lanczos results for $m_s^2(Q)$ at $Q = (\pi, \pi)$ with ferromagnetic $J₃$ are shown in Fig. 9(top). We clearly see that the Néel moment increases with increasing (negative) $J₃$. To see the phase boundary between the disordered quantum paramagnetic phase and the ordered Néel phase, we perform finite size scaling of the Lanczos results. Curiously, the 16 sites cluster does not allow for good finite size scaling, as can be seen in Fig. 9(top). This has also pointed out by Schulz et al for $J₂/J₁$ around 0.5 and $J₃/J₁ = 0^{37}$; a possible reason is that the 16-site cluster at $J₂ = 0$ corresponds to a hypercube in four dimensions. We have performed finite size scaling with data from $L$=20, 32 and 36 sites. The data for $m_s^2(\pi, \pi)$ scale as $^{37,40}

$$ M_s^2(Q) = m_s^2(Q) + \frac{\text{const}}{\sqrt{L}}. $$  

The Néel moment extrapolated to the thermodynamic limit is shown in Fig. 9(bottom). Our results suggest a non-magnetic quantum paramagnetic ground state for $J₃/J₁ \geq -0.2$ along the $J₂ = J₁/2$ line. We see clear evidence for Néel order for $J₃/J₁ < -0.2$.

B. Stabilization of Néel order in the classical stripe domain

Along the $(J₂ = J₁/2, J₃ < 0/J₁)$ line, the classical ground state is highly degenerate encompassing Néel and
stripe moments as a function of picture. Fig. 10 shows the obtained values of Néel and within a small window close to the fluctuations. By this reasoning, we expect that the Néel order may win over the stripe phase has a lower ground state energy than the away from this line, we enter the stripe domain in which the transition from Néel to stripe order; this may indeed hold true in the thermodynamic limit. It is also conceivable that a spin liquid phase may occur within a small window, intervening between the magnetically ordered phases. For $J_2/J_1 \geq 0.54$ and $J_2/J_1 < -0.2$, we find a clear first order transition from the quantum paramagnetic phase to the stripe phase.

![Diagram](attachment:image.png)

**FIG. 9:** Top: $m^2_s(\pi, \pi)$ plotted as a function of $J_3/J_1$ at $J_2/J_1 = 0.5$ for $L=16$, 20, 32 and 36. The extrapolated results are from $L=20$, 32 and 36 clusters. Bottom: Finite size scaling results for $m^2_s(\pi, \pi)$ as function of $1/\sqrt{L}$. The lines are least-squares fits for the data from $L=20$, 32 and 36 clusters with the Eq. 13.

stripe orders. However, as we have shown at large $S$ (Holstein Primakov spin wave theory) and at $S = 1/2$ (exact diagonalization), quantum fluctuations select Néel order. This indicates that the Néel state has maximal energy lowering from quantum fluctuations. If we increase $J_2$ away from this line, we enter the stripe domain in which the stripe phase has a lower ground state energy than the Néel state. However, when we take into account quantum fluctuations, Néel order may win over the stripe state as it has greater energy gain from quantum fluctuations. By this reasoning, we expect that the Néel state will be stabilized inside the stripe domain – at least within a small window close to the $(J_2 = J_1/2, J_3 < 0)$ line. Indeed, exact diagonalization results confirm this picture. Fig. 10 shows the obtained values of Néel and stripe moments as a function of $J_1$ for different values of $J_2$. We have plotted the magnetic moments for different system sizes along with the values extrapolated to the thermodynamic limit. Interestingly, we find that up to $J_2/J_1 \approx 0.53$, the line $J_3/J_1 \geq -0.2$ is a phase boundary between a disordered quantum paramagnetic phase and the ordered Néel phase. We also observe that for $0.5 < J_2/J_1 \leq 0.53$, the Néel phase vanishes for large negative $J_3$ depending upon the $J_2/J_1$ ratios. For instance, at $J_2/J_1 = 0.51$, we conclude that a paramagnetic phase exists for $0 > J_3/J_1 > -0.2$. Néel order exists for $-0.2 > J_3/J_1 > -2$ and stripe order occurs for $J_3/J_1 < -3.1$. However, for $0.5 < J_2/J_1 \leq 0.53$ with large negative $J_3$, we cannot discern the nature of the transition from Néel to stripe order from our finite size numerics. For example, for $L = 20$ and 32 in Fig. 10, there is no consistent pattern in the data points around the Néel to stripe transition. The 32 site cluster alone seems to indicate a direct first order transition from Néel to stripe order; this may indeed hold true in the thermodynamic limit. It is also conceivable that a spin liquid phase may occur within a small window, intervening between the magnetically ordered phases. For $J_2/J_1 \geq 0.54$ and $J_2/J_1 < -0.2$, we find a clear first order transition from the quantum paramagnetic phase to the stripe phase.
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**FIG. 10:** $m^2_s(Q)$ for $Q = (\pi, \pi)$ and $(\pi, 0)$ along with extrapolated results as a function of $J_3/J_1$ in the range $0.5 \leq J_2/J_1 \leq 0.55$. Néel order survives within the classical stripe region in a small window around $0.5 < J_2/J_1 \leq 0.53$.

Performing the same analysis at different $J_2$ values, we map out a quantum phase diagram in $J_2$-$J_3$ space as shown in Fig. 11. For $0.3 < J_2/J_1 < 0.68$ and $0 \geq J_3/J_1 \geq -0.2$ the ground state is a non magnetic quantum paramagnet (see the pink shaded region in Fig. 11) consistent with the $J_1$-$J_2$ model. We cannot conclusively determine the nature of the ground state within the blue shaded region shown in Fig. 11. The most exciting aspect of this phase diagram is the stabilization of Néel order within a small window in the classical stripe domain – between the dashed line and the blue shaded region in the figure.
Motivated by the elusive quantum disordered phase in the square lattice $J_1$-$J_3$ model, we have explored the origin of this phase by adding a tuning knob in the form of a $J_3$ coupling. In the classical model, \((J_2 = J_1/2, J_3 = 0)\)
is a special point at which the Hamiltonian can be written as a sum of squares. This leads to a local constraint wherein the spins on each square should sum to zero, giving rise to an infinite degeneracy. Introducing a ferromagnetic $J_3$ forces every alternate square to have the same spin configuration. This brings down the degeneracy to the number of configurations on a single square with zero total spin.

Equivalently, the ground state degeneracy can be understood from the point of view of spiral states. At $J_2 = J_1/2, J_3 = 0$, the usual spiral ansatz tells us that all wavevectors on the edges of the Brillouin zone minimize the energy. The resulting classical ground state manifold is composed of two sectors: (i) single spiral states with wavevector anywhere on the edge of the Brillouin zone, and (ii) coexisting spirals formed from $Q = (\pi, \pi), (\pi, 0)$ and $(0, \pi)$. These three spiral wavevectors have the special property that they can coexist to form a legitimate spin state with uniform spin length. Upon adding a ferromagnetic $J_3$, only the Brillouin zone corners survive as minimum energy wavevectors. Interestingly, this restricts the ground state manifold to sector (ii). The resulting ground state manifold is equivalent to a four site magnetic unit cell with repeating squares. With the $J_3$ coupling, we find that both classical and quantum fluctuations lead to ordered states. We thus surmise that the quantum disordered phase in the $S = 1/2$ limit is driven by the classical degeneracy of sector (i) alone. This indicates that the square $J_1$-$J_2$ XY model – which cannot support non-coplanar coexistence states of sector (ii) – must also have the same paramagnetic phase as the Heisenberg model. Similar equivalence between the Heisenberg and XY ground states has been recently argued for the Kagome lattice.

With the $J_3$ coupling, we have shown that classical fluctuations lead to a threefold degeneracy with Néel and two stripe orders. Classical Monte Carlo simulations reveal a clear thermal transition above which $Z_2$ symmetry is restored. Our results suggest an extremely interesting finite temperature phase diagram with two crossovers. In the stripe phase ($J_2 > J_1/2, J_3 < 0$), it is well known that a $Z_2$ transition occurs due to two-fold symmetric stripe order. As we approach the $J_2 = J_1/2$ line, Néel order becomes degenerate with the stripes, giving rise to a $Z_2$ transition. If we move into the Néel domain, ($J_2 < J_1/2, J_3 < 0$), we expect no thermal transition as spin rotational symmetry is restored at any infinitesimal temperature. Thus, as $J_2$ is decreased from large values, we expect crossovers from $Z_2$ to $Z_3$ transitions from $Z_3$ to no transition. This is an interesting direction for future research.

Quantum fluctuations also play an interesting role in this problem. Along $J_2 = J_1/2, J_3 < 0$ line, they select Néel order as we have shown using spin wave theory and exact diagonalization. Quantum fluctuations favour the Néel state so much that they stabilize Néel order inside the classical stripe region. The quantum phase diagram may also host a spin liquid phase that intervenes between Néel and stripe orders. Pursuing a four-site variational ansatz for the quantum $S = 1/2$ problem, we find a $s$-wave singlet phase stabilized for small $J_3$ values. The same state has been proposed for the $J_1$-$J_2$ problem. It is suggestive that we find this state when we add a $J_3$ coupling.

We have studied the fine-tuned parameter line of $J_2 = J_1/2$ in the square lattice antiferromagnet. However, our analysis may be of some relevance to materials such as the iron based superconductors, e.g., BaFe$_2$As$_2$, BaFe$_{1.9}$Ni$_{0.1}$As$_2$, etc. Similar spin models have been proposed for pnictides$^{42,43}$ as well as iron chalcogenides, e.g., FeSe$^{44}$, both of which are well known to have stripe order. A suitable perturbation, such as pressure, may push these materials towards the $J_2 = J_1/2$ limit, thereby bringing the Néel state into close competition with stripe order.
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