WELL-POSEDNESS OF THE DEAN–KAWASAKI AND THE NONLINEAR DAWSON–WATANABE EQUATION WITH CORRELATED NOISE
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ABSTRACT. In this paper we prove the well-posedness of the generalized Dean–Kawasaki equation driven by noise that is white in time and colored in space. The results treat diffusion coefficients that are only locally \(1/2\)-Hölder continuous, including the square root. This solves several open problems, including the well-posedness of the Dean–Kawasaki equation and the nonlinear Dawson–Watanabe equation with correlated noise.

1. INTRODUCTION

In this paper, we introduce a general framework to establish the well-posedness of nonnegative solutions to stochastic PDE of the type

\[
\partial_t \rho = \Delta \Phi(\rho) - \nabla \cdot \left( \sigma(\rho) \circ \dot{\xi}^F + \nu(\rho) \right) + \phi(\rho) \dot{\xi}^G + \lambda(\rho) \quad \text{in } \mathbb{T}^d \times (0, T),
\]

for Stratonovich-noise \(\circ \dot{\xi}^F\) and Itô-noise \(\dot{\xi}^G\) white in time and sufficiently regular in space. The assumptions on the nonlinearities \(\Phi, \sigma, \nu, \phi, \lambda\) are given in detail below and apply to the full range of fast diffusion and porous medium equations, that is, \(\Phi(\rho) = \rho^m\), for every \(m \in (0, \infty)\), to irregular \(\sigma\) including the square root, and to all locally \(1/2\)-Hölder continuous \(\phi\).

The results solve several previously open problems, including most notably the well-posedness of conservative stochastic PDE with correlated noise

\[
\partial_t \rho = \Delta \Phi(\rho) - \nabla \cdot \left( \sigma(\rho) \circ \dot{\xi}^F + \nu(\rho) \right) \quad \text{in } \mathbb{T}^d \times (0, T),
\]

such as the Dean–Kawasaki equation with correlated noise

\[
\partial_t \rho = \Delta \rho - \nabla \cdot (\rho^{1/2} \circ \dot{\xi}^F) \quad \text{in } \mathbb{T}^d \times (0, T).
\]

Equations like (1.2) arise as fluctuating continuum models for interacting particle systems, see, for instance, Giacomin, Lebowitz, and Presutti [43, Section 4], and have been used to describe the hydrodynamic large deviations of simple exclusion and zero range particle processes, see, for example, Dirr, Stamatakis, and Zimmer [28], Quastel, Rezakhanlou, and Varadhan [85], Benois, Kipnis, and Landim [11], and the authors and Dirr [26, 32]. Yet, despite their physical relevance, and despite that analogous versions of (1.3) were introduced nearly thirty years ago by Dean [22] and Kawasaki [49], both (1.2) and (1.3) have until now lacked a precise mathematical meaning, see, for example, Donev, Fai, and Vanden-Eijnden [29, Page 6] and Konarovskiy and von Renesse [55].

The primary contribution of this work is the development of a robust solution theory for equations like (1.2) and (1.3) with degenerate diffusions \(\Phi\), irregular noise coefficients \(\sigma\) including the square root, and locally Lipschitz continuous \(\nu\). In addition, the inclusion of nontrivial zeroth order terms

\[
\text{Date: November 11, 2022.}
\]

\text{2010 Mathematics Subject Classification.} 35Q84, 60F10, 60H15, 82B21, 82B31.

\text{Key words and phrases.} stochastic partial differential equation, macroscopic fluctuation theory, fluctuating hydrodynamics, Dean–Kawasaki equation, Dawson–Watanabe equation.

\footnote{In the introduction, we formally write \(\partial_t \rho\) and \(\dot{\xi}^F\) to denote the time-derivative of the stochastic processes \(\rho\) and \(\xi^F\). In the remainder of the paper, we will use the probabilistic notation \(d\rho\) and \(d\xi^F\).}
Furthermore, there exists
c\frac{\partial}{\partial t} \Phi(\rho, \lambda) = 0 \text{ to branching interacting}
diffusions and the nonlinear Dawson–Watanabe equation with correlated noise
\partial_t \rho = \Delta \Phi(\rho) + \rho^{\frac{1}{2}} \xi^G \text{ in } \mathbb{T}^d \times (0, T),
to interacting particle systems with common noise, and to stochastic geometric PDE in Section 1.2 below. The main result in this case is as follows.

\textbf{Theorem 1.2} (Theorems 6.7, 6.12 Corollaries 6.15, 6.16). Let \xi^F, \xi^G, \Phi, \sigma, \nu, \phi, and \lambda satisfy Assumptions 6.1, 6.3, and 6.8 for some p \in [2, \infty), and let \rho_0 \in L^p(\mathbb{T}^d) be nonnegative. Then there exists a unique stochastic kinetic solution of (1.1) in the sense of Definition 6.2 and the solution satisfies the estimates of Proposition 6.10.

In addition, if \rho^1 and \rho^2 are two stochastic kinetic solutions with initial data \rho^1_0 and \rho^2_0 then, for every t \in [0, T],
(1.4) \|\rho^1(\cdot, t) - \rho^2(\cdot, t)\|_{L^1(\mathbb{T}^d)} \leq \|\rho^1_0 - \rho^2_0\|_{L^1(\mathbb{T}^d)}.

The same results hold if \rho_0 is nonnegative with finite entropy in the sense of Definition 5.16 and Assumption 5.17 is satisfied, or if \rho_0 \in L^1(\mathbb{T}^d) and \sigma^2 and \nu grow at most linearly at infinity.

The pathwise contraction property (1.4) is a key observation that implies the pathwise continuity of solutions with respect to the initial condition, a property rarely known for solutions to stochastic PDE. In fact, this is a key obstacle in the development of a random dynamical systems (RDS) approach to stochastic PDEs, see Flandoli [37] for a detailed discussion. The results here, in particular (1.4), constitute the basis for the construction of RDS for conservative stochastic PDEs by the authors and Gvalani [35].

In addition to the applications to the non-equilibrium fluctuations of conservative systems, we detail further applications of (1.1) in the non-conservative case \((\sigma, \lambda \neq 0)\) to branching interacting diffusions and the nonlinear Dawson–Watanabe equation with correlated noise
\frac{\partial \rho}{\partial t} = \Delta \Phi(\rho) + \rho^{\frac{1}{2}} \xi^G \text{ in } \mathbb{T}^d \times (0, T),
to interacting particle systems with common noise, and to stochastic geometric PDE in Section 1.2 below. The main result in this case is as follows.

\textbf{Theorem 1.1} (Theorems 4.7, 5.29 Corollaries 5.31, 5.32). Let \xi^F, \Phi, \sigma, and \nu satisfy Assumptions 2.1, 4.1, and 5.2 for some p \in [2, \infty), and let \rho_0 \in L^p(\mathbb{T}^d) be nonnegative. Then, there exists a unique stochastic kinetic solution of (1.2) in the sense of Definition 3.4 and the solution satisfies the estimates of Proposition 5.9.

In addition, if \rho^1 and \rho^2 are two stochastic kinetic solutions with initial data \rho^1_0 and \rho^2_0 then, a.s. for every t \in [0, T],
(1.5) \|\rho^1(\cdot, t) - \rho^2(\cdot, t)\|_{L^1(\mathbb{T}^d)} \leq \|\rho^1_0 - \rho^2_0\|_{L^1(\mathbb{T}^d)}.

The same results hold if \rho_0 is nonnegative with finite entropy in the sense of Definition 5.16 and Assumption 5.17 is satisfied, or if \rho_0 \in L^1(\mathbb{T}^d) and \sigma^2 and \nu grow at most linearly at infinity.

The pathwise contraction property (1.4) is a key observation that implies the pathwise continuity of solutions with respect to the initial condition, a property rarely known for solutions to stochastic PDE. In fact, this is a key obstacle in the development of a random dynamical systems (RDS) approach to stochastic PDEs, see Flandoli [37] for a detailed discussion. The results here, in particular (1.4), constitute the basis for the construction of RDS for conservative stochastic PDEs by the authors and Gvalani [35].

In addition to the applications to the non-equilibrium fluctuations of conservative systems, we detail further applications of (1.1) in the non-conservative case \((\sigma, \lambda \neq 0)\) to branching interacting diffusions and the nonlinear Dawson–Watanabe equation with correlated noise
\frac{\partial \rho}{\partial t} = \Delta \Phi(\rho) + \rho^{\frac{1}{2}} \xi^G \text{ in } \mathbb{T}^d \times (0, T),
to interacting particle systems with common noise, and to stochastic geometric PDE in Section 1.2 below. The main result in this case is as follows.

\textbf{Theorem 1.2} (Theorems 6.7, 6.12 Corollaries 6.15, 6.16). Let \xi^F, \xi^G, \Phi, \sigma, \nu, \phi, and \lambda satisfy Assumptions 6.1, 6.3, and 6.8 for some p \in [2, \infty), and let \rho_0 \in L^p(\mathbb{T}^d) be nonnegative. Then there exists a unique stochastic kinetic solution of (1.1) in the sense of Definition 6.2 and the solution satisfies the estimates of Proposition 6.10.

In addition, if \rho^1 and \rho^2 are two stochastic kinetic solutions with initial data \rho^1_0 and \rho^2_0 then, for every t \in [0, T],
(1.6) \mathbb{E}\left[\|\rho^1(\cdot, t) - \rho^2(\cdot, t)\|_{L^1(\mathbb{T}^d)}\right] \leq c \exp(\|\rho^1_0 - \rho^2_0\|_{L^1(\mathbb{T}^d)}).

Furthermore, there exists \epsilon \in (0, \infty) such that
(1.7) \mathbb{E}\left[\sup_{t \in [0, T]} \|\rho^1(\cdot, t) - \rho^2(\cdot, t)\|_{L^1(\mathbb{T}^d)}\right] \leq c \exp(cT) \left(\|\rho^1_0 - \rho^2_0\|_{L^1(\mathbb{T}^d)}^\frac{1}{2} + \|\rho^1_0 - \rho^2_0\|_{L^1(\mathbb{T}^d)}\right).
The same results hold if $\rho_0$ is nonnegative with finite entropy in the sense of Definition 5.16 and Assumption 6.13 is satisfied, or if $\rho_0 \in L^1(\mathbb{T}^d)$ and $\sigma^2$, $\nu$, and $\phi^2$ grow at most linearly at infinity.

1.1. Elements of the proof. The Stratonovich equation (1.2) with $\nu = 0$ is formally equivalent to the Itô equation

$$\partial_t \rho = \Delta \Phi(\rho) - \nabla \cdot (\sigma(\rho)\xi F) + (1/2)\nabla \cdot (F_1[\sigma'(\rho)]^2\nabla \rho + \sigma(\rho)\sigma'(\rho)F_2),$$

for coefficients $F_1 = \sum_{k=1}^{\infty} f_k^2$ and $F_2 = \frac{1}{2}\nabla F_1 = \sum_{k=1}^{\infty} f_k \nabla f_k$ which, in the Dean–Kawasaki case, takes the form

$$\partial_t \rho = \Delta \rho - \nabla \cdot (\rho^{1/2} \xi F) + (1/8)\nabla \cdot (F_1 \rho^{-1} \nabla \rho) + (1/4)\nabla \cdot F_2.$$  

This illustrates two fundamental difficulties in treating (1.1)–(1.3) and which has remained a fundamental open problem despite much effort (see Section 1.4 below)—it is also necessary to treat the singular term

$$\nabla \cdot (F_1 \rho^{-1} \nabla \rho) = \nabla \cdot (F_1 \nabla \log(\rho))$$

arising from the Itô-correction. In fact, it is not even clear how to define a concept of weak solution to (1.7) since $\log(\rho)$ is not known to be locally integrable.

In the theory of renormalized solutions introduced by DiPerna and Lions [25] and extended to conservation laws by Bénilan, Carrillo, and Wittbold [10], the possible lack of local integrability of nonlinear terms is resolved by the notion of renormalized solutions, which, roughly speaking are required to satisfy the PDE only after cutting out large values, thereby enforcing local integrability. A key and fundamental idea in the treatment of equations like (1.6) developed in the present work is to introduce a concept of renormalized solutions, cutting out both large and small values of the solution, in order to avoid the possible lack of local integrability caused by the singular term (1.8) at small values. This concept of renormalized solutions is here derived from stochastic kinetic equations, see Definition 3.3 which is based on the kinetic formulation of scalar conservation laws introduced by Lions, Perthame, and Tadmor [67], Perthame [83], and Chen and Perthame [13] (see Section 3 below).

The renormalization away from large and small values causes substantial difficulties both in the proof of the uniqueness and the existence of solutions. We will comment on these next.

In the proof of uniqueness, the localization away from infinity and zero causes the necessity to introduce cutoff functions that create singularities near zero. These singularities have to be carefully controlled and compensated by properties of the entropy dissipation measure and nonlinearities. We develop a new and precise characterization of the behavior of the entropy dissipation measure, and therefore the entropy inequality, on the zero set of the solution in Proposition 4.6 below. It is this characterization that we use to treat the singularities appearing due to the compact support of the test functions.

The singularity appearing due to the Itô-correction (1.8) also significantly complicates the proof of a priori estimates on the time regularity of solutions and, thereby, the proof of the existence of solutions. Indeed, even if a solution $\rho$ to (1.7) is spatially regular, due to the possible divergence of $\log(\rho)$ at $\rho \approx 0$, this does not imply an estimate on the time regularity of $\rho$. To overcome this fact, also in the proof of existence we rely on cutting out small values of the solutions. Precisely, in Proposition 5.14 we prove stable estimates in time for nonlinear functions $\Psi_{\delta}(\rho)$ of the solution (see Definition 5.13) that localize the solutions away from zero. This implies the tightness in $L^1_t L^1_x$ for these cut-off solutions $\Psi_{\delta}(\rho)$. We then introduce a corresponding new metric on $L^1_t L^1_x$ (see Definition 5.39 below) whose topology coincides with the usual strong norm topology, and show that the tightness the $\Psi_{\delta}(\rho)$ implies the tightness in law of the approximating solutions $\rho$ themselves (see Proposition 5.26).
Finally, as a consequence of the lack of a stable $W^{3,1}_t H^{-s}_x$-estimate and the kinetic formulation, it is not clear that the laws of the approximating solutions are tight in a space of continuous in time, $H^{-s}_x$-valued functions. It is for this reason that we prove directly the tightness of the martingale terms of equation (1.6) in Proposition 5.27, which relies on the fact that the noise is sufficiently smooth in space. We prove the existence of a probabilistically strong solution to (1.2) in Theorem 5.29, and we extend these results to equation (1.1) in Section 6.

1.2. Applications.

Non-equilibrium fluctuations for symmetric systems. The framework of fluctuating hydrodynamics postulates conservative, singular stochastic PDEs of the type (1.2) as mesoscopic descriptions of microscopic dynamics and their fluctuations, far from equilibrium. As a particular example, Ferrari, Presutti, and Vares [36] studied the fluctuating hydrodynamics of the zero range process about its hydrodynamic limit, and these were informally shown (see, for example, Dirr, Stamatakis, and Zimmer [28]) to satisfy the equation

$$\partial_t \rho = \Delta \Phi(\rho) - \nabla \cdot \left( \Phi^\frac{1}{2}(\rho) \dot{\xi} \right)$$

for $\dot{\xi}$ a $d$-dimensional space-time white noise, and for $\Phi$ the mean-local jump rate (see, for example, Kipnis and Landim [52, Chapter 7]). Notably, (1.9) is an informal equation and giving rigorous meaning to it would require renormalization. This would include, in particular, a choice of renormalization constants, and, thereby, a choice of the interpretation of the stochastic integral (à la Stratonovich vs. Itô). The case $\Phi(\xi) = \xi$ corresponds to the Dean–Kawasaki equation (see Dean [22], Kawasaki [49], Marconi and Tarazona [73], and te Vrugt, Löwen and Wittkowski [93]). A rigorous justification of this ansatz, and of the choice of correlated Stratonovich noise, is given in [26, 32] through the analysis of the corresponding large deviations rate function of the symmetric simple exclusion and zero range particle processes, see, as well, [11, 85].

Notably, because of the irregularity of space-time white noise, the equation (1.9) is supercritical in the language of regularity structures [46]. However, it can be argued that the microscopic system comes with a typical de-correlation length for the noise, like the grid-size, which leads to (1.9) with spatially correlated noise (see Giacomin, Lebowitz, and Presutti [43, Section 4]). This viewpoint has also been taken in [32], where it has been shown that the small noise large deviations of

$$\partial_t \rho^\varepsilon = \frac{\varepsilon}{2} \Delta \Phi(\rho^\varepsilon) + \nabla \cdot \nu(\rho^\varepsilon) + \varepsilon \frac{1}{2} \nabla \cdot \left( \sqrt{a^2(\rho^\varepsilon)} \dot{\xi}^\varepsilon \right),$$

with $\dot{\xi}^\varepsilon$ being a spatially correlated noise converging, as $\varepsilon \to 0$, to space-time white noise correctly reproduce the large deviations of the zero range process. For the reasons mentioned above, the wellposedness of (1.10) had remained a long-standing open problem in the literature, which is solved in the present work.

Example 1.3. Let $\dot{\rho}^\varepsilon$, $\Phi$, and $\sigma = \Phi^\frac{1}{2}$ satisfy Assumptions 2.1, 4.1, and 5.2 for $p = 2$, and let $\rho_0 \in L^2(\mathbb{T}^d)$ be nonnegative. Then there is a unique kinetic solution to (1.10) and each two solutions satisfy (1.4). In particular, this includes the case of the Dean–Kawasaki equation with correlated Stratonovich noise, that is, $\Phi(\rho) = \rho$, and porous medium equation $\Phi(\rho) = \rho^m$, for all $m \in (1, \infty)$.

Non-equilibrium fluctuations for asymmetric systems. Along the motivation of the previous example, a continuum, “mesoscopic” description of asymmetric systems is, informally, given by (see [43, Section 4] and Mariani [74])

$$\partial_t \rho^\varepsilon = \frac{\varepsilon}{2} \Delta \Phi(\rho^\varepsilon) + \nabla \cdot \nu(\rho^\varepsilon) + \varepsilon \frac{1}{2} \nabla \cdot \left( \sqrt{a^2(\rho^\varepsilon)} \dot{\xi}^\varepsilon \right),$$

where the bulk diffusion $\Phi'(\rho^\varepsilon)$ and fluctuation intensity $\sqrt{a^2(\rho^\varepsilon)}$ satisfy a fluctuation-dissipation relation, $\nu(\rho)$ corresponds to the asymmetric, nonlinear transport and $\dot{\xi}^\varepsilon$ has spatial correlation.
length \( \varepsilon \). The asymmetric nature of the system in the Eulerian scaling is expressed by the coefficient \( \varepsilon \in (0, \infty) \) which, in the hydrodynamic limit, causes both the diffusion and fluctuations to vanish.

A concrete example is given by the asymmetric zero range process. In this case, we have that \( \Phi \) is the mean-local jump rate, \( \sqrt{a^2(\rho^\varepsilon)} = \sqrt{\Phi(\rho^\varepsilon)} \), and \( \nu(\rho^\varepsilon) = \Phi(\rho^\varepsilon) \), see, for example, Gonçalves [44]. That is,

\[
\partial_t \rho^\varepsilon = \frac{\varepsilon}{2} \Delta \Phi(\rho^\varepsilon) + \nabla \cdot \Phi(\rho^\varepsilon) + \epsilon^{\varepsilon \cdot \nabla} \cdot (\sqrt{\Phi(\rho^\varepsilon)} \xi),
\]

where we emphasize that, as in the case of (1.10), even in the case of correlated noise this equation had until now lacked a rigorous mathematical meaning. The well-posedness of this class of stochastic PDE, with the choice of spatially correlated Stratonovich noise, was an open problem in the literature that is solved by the results of the present work.

Example 1.4. Let \( \Phi^\varepsilon, \Phi, \) and \( \sigma \) satisfy Assumptions 2.1, 4.1, and 5.2 for \( p = 2 \), and let \( \rho_0 \in L^2(\mathbb{T}^d) \) be nonnegative. Then there is a unique kinetic solution to

\[
\partial_t \rho^\varepsilon = \frac{\varepsilon}{2} \Delta \Phi(\rho^\varepsilon) + \nabla \cdot \Phi(\rho^\varepsilon) + \epsilon^{\varepsilon \cdot \nabla} \cdot (\sqrt{\Phi(\rho^\varepsilon)} \xi),
\]

and each two solutions satisfy (1.14).

The asymmetric simple exclusion process corresponds to \( \Phi(\rho) = \rho, \nu(\rho) = a^2(\rho) = \rho(1 - \rho) \). In this case, the exclusion rule prevents concentration of mass, which allows a much simpler treatment of the stochastic PDE, see [74] and [26]. However, prior to this work, even for this case it remained necessary to introduce an approximation of the square root \( \sqrt{\rho(1 - \rho)} \) in order to obtain the well-posedness of the equation.

Nonlinear Dawson–Watanabe equation. The scaling limits of independent branching Brownian motions are known to converge to solutions of the Dawson–Watanabe stochastic PDE. In the case of mean-field interacting, branching processes, the analogous scaling limits are described in terms of (non-local) quasilinear stochastic PDE, see Méleard and Roelly [75]. The localized interaction limit then, informally, leads to solutions to the nonlinear Dawson–Watanabe equation

(1.11)

\[
\partial_t \rho = \Delta \Phi(\rho) dt + \phi(\rho) \xi^G,
\]

with \( \Phi(\rho) = \rho^2, \phi(\rho) = \rho^2 \), see Dareiotis, Gerencsér and Gess [19, Section 1.1]. Based on the work of Oelschläger [80], one may expect that moderate interaction regimes could produce other cases of nonlinearities \( \Phi \).

The well-posedness of (1.11) has been considered by Dareiotis, Gerencsér and Gess in [19, 20]. First, in [19], for spatially correlated noise \( \xi^G \) and assuming that \( \phi \) is \( C^{1/2+\varepsilon} \), for some \( \varepsilon \in (0, 1/2] \), the well-posedness of entropy solutions to (1.11) has been shown. This left the most relevant case \( \phi(\rho) = \rho^2 \) as an open problem, which is solved by the results of the present work.

Example 1.5. Let \( \rho_0 \in L^2(\mathbb{T}^d) \) be nonnegative and assume that the noise satisfies Assumption 6.1. Then there is a unique solution to (1.11), and the solutions satisfy, for some \( c \in (0, \infty) \),

\[
\mathbb{E} \sup_{t \in [0,T]} ||\rho^1(t) - \rho^2(t)||_{L^1(\mathbb{T}^d)} \leq c \exp(cT)(||\rho_0^1 - \rho_0^2||_{L^1(\mathbb{T}^d)}^{1/2} + ||\rho_0^1 - \rho_0^2||_{L^1(\mathbb{T}^d)}). \]

Interacting particle systems with common noise. In Kurtz, Xiong [60] and Coghi, Gess [14] it has been shown that the conditional empirical density measure \( \mu^N := \mathcal{L}(1_N \sum_{j=1}^N \delta_{X^j_t} \mid B) \) of a mean field interacting particle system

\[
X^j_t = \frac{1}{N} \sum_{j=1}^N \left( V_1(X^j_t - X^i_t) + V_2(X^j_t - X^i_t) \circ B_t + V_3(X^j_t - X^i_t) \beta^i_t \right)
\]
with sufficiently regular interaction kernels $V_i$ and with $B$ and $\beta^i$ independent Brownian motions, converges in the mean field limit $N \to \infty$ to the solution of a nonlinear, nonlocal, stochastic Fokker Planck equation

$$
\partial_t \rho = \Delta((V_3 \ast \rho) \rho) - \nabla \cdot ((V_1 \ast \rho) \rho) - \nabla \cdot ((V_2 \ast \rho) \rho \circ \dot{B}_t).
$$

See also Kotelenez \[56\] for a motivation of the same class of SPDE arising in statistical mechanics.

For simplicity we now restrict to the case $d = 1$. One may next consider the localized interaction limit, that is, when $V_i$ are replaced by Dirac sequences $V_{i,\epsilon}$ with corresponding solutions $\mu_{\epsilon}$ to (1.12). Then, informally, in the limit $\epsilon \to 0$, we obtain that $\mu_{\epsilon} \to \rho dx$ with $\rho$ being the solution to the nonlinear, stochastic Fokker Planck equation

$$
\partial_t \rho = \Delta \Phi(\rho) - \nabla \cdot \nu(\rho) - \nabla \cdot (\sigma(\rho) \circ \dot{B}_t),
$$

with $\Phi(\rho) = \nu(\rho) = \sigma(\rho) = \rho^2$. For a notable relation to the theory of mean field games with common noise we refer to Lasry and Lions \[61, 62, 63\].

Example 1.6. Let $\rho_0 \in L^3(T^1)$ be nonnegative. Then there is a unique solution to (1.13) and each two solutions satisfy (1.4).

Stochastic geometric PDE. In [50], Kawasaki and Ohta (see also Katsoulakis and Kho [48]) have derived the following informal stochastic PDE, describing the graph of the fluctuating interface, in the sharp interface limit of the fluctuating Ginzburg-Landau equation

$$
\partial_t u = \left(\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}\right) \cdot \nabla \left(\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}\right) + (1 + |\nabla u|^2)^{\frac{1}{4}} \dot{\xi},
$$

for $\dot{\xi}$ space-time white noise. In one spatial dimension and passing to the first derivative $\rho = \partial_x u$, this corresponds to

$$
\partial_t \rho = \Delta \Phi(\rho) + \nabla \cdot (\sigma(\rho) \dot{\xi})
$$

with $\Phi(\rho) = \arctan(\rho)$ and $\sigma(\rho) = (1 + |\rho|^2)^{\frac{1}{4}}$, see Es-Sarhir and von Renesse \[30\]. For further background on the fluctuating mean-curvature equation we refer to Souganidis and Yip \[92\] and Dirr, Luckhaus, and Novaga \[27\].

The well-posedness of the Kawasaki–Ohta equation (1.14) is a challenging problem due to the degeneracy of the diffusion $\Phi'(\rho) = \frac{1}{1+\rho^2}$ at large values of $\rho$, and due to the stochastic conservation law structure of the noise. Therefore, in \[30\] the analysis had to be restricted to spatially constant noise, which was first resolved in \[21\]. The general theory developed in the present paper contains this example with spatially correlated noise as a special case.

Example 1.7. Let $\rho_0 \in L^3(T^1)$ be nonnegative and assume that $\dot{\xi}^F$ satisfies Assumption 2.1. Then there is a unique solution to

$$
\partial_t \rho = \nabla \cdot \left(\frac{\nabla \rho}{1 + \rho^2}\right) + \nabla \cdot ((1 + \rho^2)^{\frac{1}{4}} \circ \dot{\xi}^F),
$$

and the solutions satisfy (1.4).

Extensions. Fluctuating branching interacting diffusion systems lead to a combination of the effects discussed above and, thereby, to stochastic PDE of the form (1.1), combining both conservative and non-conservative fluctuations and transport.

By a slight adaptation, see \[26\], the methods of this work can be extended to stochastic PDE with diffusion coefficients having multiple points of irregularity, as it is typical for Fleming–Viot type stochastic PDEs

$$
\partial_t \rho = \Delta \rho + \varepsilon \sqrt{\rho(1-\rho)} \dot{\xi}^G,
$$
the stochastic Fisher-Kolmogorov-Petrovsky-Piscounov (Fisher-KPP) equation

$$\partial_t \rho = \Delta \rho + \gamma \rho (1 - \rho) + \varepsilon \sqrt{\rho (1 - \rho)} \dot{\xi}^G,$$

assuming that $\dot{\xi}^G$ satisfies Assumption 6.1 and the asymmetric simple exclusion process

$$\partial_t \rho = \frac{\varepsilon}{2} \Delta \rho + \nabla \cdot (\rho (1 - \rho)) + \varepsilon \frac{\gamma}{\sqrt{\rho (1 - \rho)}} \cdot (\sqrt{\rho (1 - \rho)} \circ \dot{\xi}^F),$$

assuming that $\dot{\xi}^F$ satisfies Assumption 2.1.

1.3. Comments on the results and assumptions.

The initial datum. The above results are stated for deterministic initial data for simplicity. In Theorems 4.7 and 6.7 we treat random initial data in $L^p(\Omega; L^p(\mathbb{T}^d))$ for $p \in [2, \infty)$, Corollary 5.31 treats random initial data with finite entropy in the sense of Definition 5.16 below, and Corollary 5.32 treats random initial data that is only $L^1$-integrable.

Our assumptions require mild local regularity assumptions for $\sigma$ on $(0, \infty)$, which in the model case $\Phi(\xi) = \xi^m$ require that $\sigma^2$ grows at most like $\xi^{m+1}$ at infinity, and that $\sigma^2$ vanishes linearly at zero (see Assumption 4.1 Assumption 5.2 and Example 5.3 below). In the Dean–Kawasaki case $\sigma = \Phi^{1/2}$, the final of these assumptions requires $m \in [1, \infty)$, but notably we do not impose any further regularity of $\sigma$ at zero which allows to treat the square root. The general results for (1.1) are exactly analogous to those for (1.2) concerning the integrability of the data and regularity of the coefficients.

The noise. Concerning the noise $\dot{\xi}^F$, we require that the coefficients $F_1, F_2,$ and $F_3 = \sum_{k=1}^{\infty} |\nabla f_k|^2$ are continuous on $\mathbb{T}^d$ and that the divergence $\nabla \cdot F_2$ is bounded on $\mathbb{T}^d$. In the model Dean–Kawasaki case with $m = 1$, we assume further that $\nabla \cdot F_2 = 0$. This means that the noise is probabilistically stationary, a property satisfied by space-time white noise and all of its standard approximations (see Remarks 2.2 and 2.3 below). Concerning the noise $\dot{\xi}^G$, we require only that the sum $G_1 = \sum_{k=1}^{\infty} g_k^2$ is bounded and continuous on $\mathbb{T}^d$.

1.4. Overview of the literature. The methods of this paper are most closely related to the works of the two authors [33, 34], which develop a kinetic approach to prove the path-by-path well-posedness of equations like (1.2) and (1.1) with linear $\phi$. However, unlike the probabilistic approach taken in this paper, the methods of these works were motivated by the theory of stochastic viscosity solutions (see Lions and Souganidis [68, 69, 70, 71, 72], and the work on stochastic conservation laws of Lions, Perthame, and Souganidis [65, 66] and the second author and Souganidis [41, 42]. Furthermore, the pathwise well-posedness theory of [33, 34] is based on rough path techniques, which in the context of this paper would require the nonlinearity $\sigma$ to be six-times continuously differentiable.

In addition to [33] the only other approach to equations like (1.2) with spatially inhomogeneous noise was developed by the second author and Dareiotis [21], who construct probabilistic solutions to equations like (1.2) in a simpler context using the entropy formulation of the equation. The work [21] applied only to the conservative case $\phi, \lambda = 0$ and required the considerably stronger regularity assumption $\sigma \in C^{1,\beta}$ for some $\beta \in (0, \infty)$ sufficiently large, in addition to the other conditions of [21] Assumption 2.3. In particular, this excludes the important case of square root diffusion coefficients as in (1.3). Furthermore, in the conservative case (1.2), their main result [21, Theorem 2.7] obtains the $L^1$-contraction of solutions only in expectation, as opposed to the pathwise result of (1.4) above. Finally, a significant advantage of the kinetic formulation over the entropy formulation is that, due to the precise identification of the kinetic defect measures, in this work we treat $L^1$-integrable initial data, as opposed to $L^{m+1}$-integrable initial data in the porous media case $\Phi(\xi) = \xi^m$, and require only local as opposed to global regularity from the solution, see Definition 5.4 and specifically (3.5) below.
Equations of the form (1.1) with linear diffusions, $\sigma, \nu = 0$, and with a $\gamma$-Hölder continuous noise coefficient have received significant attention in the literature going back to Viot [91], due to their relevance to branching diffusion processes and population genetics. In particular, the strong uniqueness of solutions to semilinear stochastic heat equations with non-Lipschitz continuous coefficients and correlated noise has been shown by Mytnik, Perkins and Sturm in [79], relying on regularity estimates obtained by Sanz-Solé and Sarrà in [90]. We emphasize that [79] Theorem 1.4 treats noise that is less regular than that considered in this paper, and investigates the question of pathwise uniqueness in regimes relating the Hölder regularity of $\phi$ to the decay of the spatial correlations of the noise.

In contrast, still in the case $\sigma, \nu = 0$, the results of the present work treat nonlinear diffusions $\Phi$ and noise with bounded covariance. This solves a problem left open by the second author, Dareiotis, and Gerencsér [19], where nonlinearities $\phi$ which are $(1/2 + \delta)$-Hölder continuous for some $\delta \in (0, 1/2]$ could be handled, thus leaving open the most relevant case $\phi(\xi) = \xi^{1/2}$ treated in this work.

In the case of space-time white noise (now for $\sigma, \lambda, \nu = 0$) the weak uniqueness of non-negative solutions to the stochastic heat equation has been shown by Perkins in [82] Corollary III.4.3] and Mytnik [77] for noise coefficients of the form $\phi(\xi) = \xi^q$ for $q \in (1/2, 1)$. Pathwise uniqueness for $\gamma$-Hölder continuous $\phi$ for $\gamma \in (3/4, 1)$ was shown by Mytnik and Perkins in [78]. Counter-examples for pathwise uniqueness for signed solutions have been developed by Mueller, Mytnik, and Perkins [76] for noise coefficients with $\gamma < 3/4$. Pathwise uniqueness for non-negative solutions with $\gamma < 3/4$ and space-time white noise is an open problem.

The well-posedness of the Dean–Kawasaki equation has attracted considerable interest in the literature. The existence of solutions to corrected / modified Dean Kawasaki equations has been shown by Sturm, von Renesse in [95] by means of Dirichlet forms techniques. Subsequently, alternative constructions have been given in [1] and [55]. Negative results on the existence to the unmodified Dean–Kawasaki equation with space-time white Itô-noise have been recently obtained in [53, 54]. A regularized model replacing the Dean–Kawasaki equation was analyzed by Cornalba, Shardlow, and Zimmer in [15, 16], by means of smoothed particles with second order (underdamped) Langevin dynamics. The well-posedness of the Dean–Kawasaki equation with correlated noise was until now an open problem.

Previous works considering the kinetic formulation of scalar conservation laws in simpler settings include, for example, Debussche and Vovelle [24], Hofmanová [47], and Debussche, Hofmanová, and Vovelle [23]. Finally, there is an extensive additional literature on stochastic nonlinear diffusion equations with additive or multiplicative noise. See, for example, Barbu, Bogachev, Da Prato, and Röckner [3], Barbu, Da Prato, and Röckner [4, 5, 6, 7], Barbu and Röckner [8], Barbu, Röckner, and Russo [9], Da Prato and Röckner [17], Da Prato, Röckner, Rozovskii, and Wang [18], the second author [40], Kim [51], Krylov and Rozovski˘ı [58, 59], Pardoux [81], Prévôt and Röckner [84], Ren, Röckner, and Wang [86], Röckner and Wang [88], and Rozovskii [89].

1.5. Organization of the paper. Section 2 introduces the assumptions for the noise. Section 3 derives the kinetic formulation of (1.2) and defines in Definition 3.1 a stochastic kinetic solution. Section 4 proves the uniqueness of stochastic kinetic solutions. We construct the solution in Section 5, which is split into three subsections. Section 5.1 establishes a priori estimates and Section 5.2 proves the existence of solutions to approximating versions of (1.2) with a smooth and bounded nonlinearity $\sigma$. Section 5.3 proves the existence of stochastic kinetic solutions for general $\sigma$. Finally, Section 6 extends the results for (1.2) to equation (1.1).

2. The definition of the noise

In this section, we define the noise $\xi^F$. For a sequence of continuously differentiable functions $F = \{f_k\}_{k \in \mathbb{N}}$ on $\mathbb{T}^d$ and independent Brownian motions $\{B^k\}_{k \in \mathbb{N}}$, we define the noise $\xi^F = \sum_{k=1}^{\infty} f_k(x)B^k_t$. It then follows from the definition of $\xi^F$ that the Stratonovich equation (1.2) is...
Our methods apply to noise of this type provided
\[ \sum_{k=1}^{\infty} \nabla \cdot (f_k \sigma'(\rho) \nabla (f_k \sigma(\rho))) \, dt \text{ in } \mathbb{T}^d \times (0, T), \]
which can be written in the form
\[ \frac{1}{2} \nabla \cdot (F \nabla \rho) + \frac{1}{2} \nabla \cdot (F [\sigma'(\rho)]^2 \nabla \rho + \sigma'(\rho) \sigma(\rho) F_2) \, dt \text{ in } \mathbb{T}^d \times (0, T), \]
for \( F_1 : \mathbb{T}^d \to \mathbb{R} \) and \( F_2 : \mathbb{T}^d \to \mathbb{R}^d \) defined by
\[ F_1(x) = \sum_{k=1}^{\infty} f_k^2(x) \text{ and } F_2(x) = \sum_{k=1}^{\infty} f_k(x) \nabla f_k(x). \]

We will make the following assumptions on the randomness in the equation, which includes the initial condition.

**Assumption 2.1.** Let \( \{B^k\}_{k \in \mathbb{N}} \) be independent \( d \)-dimensional Brownian motions defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with respect to a filtration \( \{\mathcal{F}_t\}_{t \in [0, \infty)} \) and let \( \{f_k : \mathbb{T}^d \to \mathbb{R}\}_{k \in \mathbb{N}} \) be continuously differentiable functions. Assume that the sums \( \{F_i\}_{i \in \{1, 2, 3\}} \) defined by
\[ F_1 = \sum_{k=1}^{\infty} f_k^2 \text{ and } F_2 = \frac{1}{2} \sum_{k=1}^{\infty} \nabla f_k^2 \text{ and } F_3 = \sum_{k=1}^{\infty} |\nabla f_k|^2 \]
are continuous on \( \mathbb{T}^d \)—where the finiteness of \( F_1 \) and \( F_3 \) implies the absolute convergence of \( F_2 \)—and assume that the divergence
\[ \nabla \cdot F_2 = \frac{1}{2} \Delta F_1 \text{ is bounded on } \mathbb{T}^d. \]

We define \( \xi^F \) as above and we assume that the initial data \( \rho_0 \in L^1(\Omega; L^1(\mathbb{T}^d)) \) is nonnegative and \( \mathcal{F}_0 \)-measurable.

**Remark 2.2.** For some statements, and particularly in the Dean–Kawasaki case \((1.3)\), we will require that \( \nabla \cdot F_2 = \frac{1}{2} \Delta F_1 = 0 \) (in fact, we only require that \( \nabla \cdot F_2 \geq 0 \) but on the torus this is equivalent to \( \nabla \cdot F_2 = 0 \)). This amounts to \( F_1 \) being constant on the torus, which states that the noise is probabilistically stationary in the sense that it has the same law at every point in space. This is a property satisfied by space-time white noise \( \xi \) and all of its standard approximations, like every spatial convolution \( \xi^\varepsilon = (\xi \ast \kappa^\varepsilon) \) and the noise discussed in Remark 2.3 below.

**Remark 2.3.** Important examples falling into the framework of this paper are arbitrary spatial convolutions of space-time white noise \( \xi \) defined by \( \xi^\varepsilon = (\xi \ast \kappa^\varepsilon) \) for smooth kernels \( \kappa^\varepsilon \), and the noise \( \xi^a \) defined by
\[ \xi^a = \sum_{k \in \mathbb{Z}^d} a_k \left( \sin(k \cdot x) B^k_t + \cos(k \cdot x) W^k_t \right), \]
for \( \{B^k, W^k\}_{k \in \mathbb{Z}^d} \) independent Brownian motions defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with respect to a filtration \( \{\mathcal{F}_t\}_{t \in [0, \infty)} \) and coefficients \( a = (a_k)_{k \in \mathbb{Z}^d} \). This is the standard spectral approximation of space-time white noise, and an explicit computation proves that
\[ F_1 = \sum_{k \in \mathbb{Z}^d} a_k^2 \text{ and } F_2 = 0 \text{ and } F_3 = \sum_{k \in \mathbb{Z}^d} |k|^2 a_k^2. \]

Our methods apply to noise of this type provided \( \sum_{k \in \mathbb{Z}^d} |k|^2 a_k^2 < \infty. \)
3. The kinetic formulation of (1.2)

The following formal computations motivate the definition of a stochastic kinetic solution to the Itô equation

\[ d\rho = \Delta \Phi(\rho) \, dt - \nabla \cdot \left( \sigma(\rho) \, d\xi^F + \nu(\rho) \, dt \right) + \frac{1}{2} \nabla \cdot \left( F_1[\sigma'(\rho)]^2 \nabla \rho + \sigma(\rho)\sigma'(\rho) F_2 \right) \, dt, \]

for coefficients \( F_i \) defined in Assumption 2.2. The computations are based on the kinetic formulation of scalar conservation laws. If \( S : \mathbb{R} \to \mathbb{R} \) is a smooth function, then after applying Itô’s formula we have formally that (see the discussion following (3.2) below—in general this equation will only be satisfied with an inequality)

\[ dS(\rho) = \nabla \cdot \left( \Phi'(\rho) S'(\rho) \nabla \rho \right) \, dt + \frac{1}{2} \nabla \cdot \left( F_1[\sigma'(\rho)]^2 S'(\rho) \nabla \rho + \sigma(\rho)\sigma'(\rho) S'(\rho) F_2 \right) \, dt \]

\[ - \, S''(\rho) \left( \Phi'(\rho) |\nabla \rho|^2 - \frac{1}{2} F_1 |\nabla \sigma(\rho)|^2 - \frac{1}{2} \sigma(\rho) \nabla \sigma(\rho) \cdot F_2 \right) \, dt \]

\[ + \frac{1}{2} S''(\rho) \sum_{k=1}^{\infty} (\nabla (\sigma(\rho) f_k))^2 \, dt - S'(\rho) \nabla \cdot \nu(\rho) \, dt - S'(\rho) \nabla \cdot (\sigma(\rho) \, d\xi^F). \]

Since we have that

\[ \sum_{k=1}^{\infty} (\nabla (\sigma(\rho) f_k))^2 = F_1 |\nabla \sigma(\rho)|^2 + 2\sigma(\rho) \nabla \sigma(\rho) \cdot F_2 + \sigma(\rho)^2 F_3, \]

it follows that

\[ dS(\rho) = \nabla \cdot \left( \Phi'(\rho) S'(\rho) \nabla \rho \right) \, dt + \frac{1}{2} \nabla \cdot \left( F_1[\sigma'(\rho)]^2 S'(\rho) \nabla \rho + \sigma(\rho)\sigma'(\rho) S'(\rho) F_2 \right) \, dt \]

\[ - \, S''(\rho) \Phi'(\rho) |\nabla \rho|^2 \, dt + \frac{1}{2} S''(\rho) \left( \sigma(\rho)\sigma'(\rho) |\nabla \rho| \cdot F_2 + \sigma(\rho)^2 F_3 \right) \, dt \]

\[ - S'(\rho) \nabla \cdot \nu(\rho) \, dt - S'(\rho) \nabla \cdot (\sigma(\rho) \, d\xi^F). \]

Given a nonnegative solution \( \rho \) of (3.1), the kinetic function \( \chi : \mathbb{T}^d \times \mathbb{R} \times [0, T] \to \{0, 1\} \) of \( \rho \) is defined by

\[ \chi(\rho) = \chi(x, \xi, t) = 1_{\{0 < \xi < \rho(x, t)\}}. \]

Provided \( S(0) = 0 \) it follows from the identity

\[ S(\rho(x, t)) = \int_{\mathbb{R}} S'(\xi) \chi(x, \xi, t) \, d\xi, \]

and the density of linear combinations of functions of the type \( S'(\xi)\psi(x) \) in \( C^\infty_c (\mathbb{T}^d \times (0, \infty)) \) for \( \psi \in C^\infty_c (\mathbb{T}^d) \), that the kinetic function \( \chi \) solves

\[ d\chi = \nabla \cdot \left( \delta_0(\xi - \rho) \Phi'(\xi) \nabla \rho \right) \, dt + \frac{1}{2} \nabla \cdot \left( \delta_0(\xi - \rho) \left( F_1[\sigma'(\xi)]^2 \nabla \rho + \sigma(\xi)\sigma'(\xi) F_2 \right) \right) \, dt \]

\[ + \, \partial_\xi \left( \delta_0(\xi - \rho) \left( \Phi'(\xi) |\nabla \rho|^2 - \frac{1}{2} \sigma(\xi)\sigma'(\rho) \nabla \rho \cdot F_2 - \frac{1}{2} \sigma(\xi)^2 F_3 \right) \right) \, dt \]

\[ - \delta_0(\xi - \rho) \nabla \cdot \nu(\rho) \, dt - \delta_0(\xi - \rho) \nabla \cdot (\sigma(\rho) \, d\xi^F). \]

Equation (3.2) is the starting point for our solution theory. However, the kinetic function will not in general satisfy (3.2) exactly. On the level of an entropy solution this appears in terms of an entropy inequality, where for convex \( S \) the equation satisfied by \( S(\rho) \) is not satisfied with equality but with the inequality that \( dS(\rho) \) is less than or equal to the righthand side.
On the kinetic level the entropy inequality is quantified exactly by a kinetic measure. This is a nonnegative measure \( q \) on \( \mathbb{T}^d \times \mathbb{R} \times [0, T] \) such that, in the sense of measures,

\[
\delta_0(\xi - \rho) \Phi'(\xi) |\nabla \rho|^2 \leq q,
\]

and such that in the sense of distributions the kinetic function \( \chi \) solves the equation

\[
(3.3) \quad d\chi = \nabla \cdot (\delta_0(\xi - \rho) \Phi'(\xi) \nabla \rho) \ dt + \frac{1}{2} \nabla \cdot (\delta_0(\xi - \rho) (F_1[\varphi'(\xi)]^2 \nabla \rho + \sigma(\xi) \varphi'(\xi) F_2)) \ dt

+ \partial_{\xi} q \ dt - \frac{1}{2} \partial_{\xi} (\delta_0(\xi - \rho) (\varphi(\xi) \varphi'(\xi) \nabla \rho \cdot F_2 + \sigma(\xi)^2 F_3)) \ dt

- \delta_0(\xi - \rho) \nabla \cdot \nu(\rho) \ dt - \delta_0(\xi - \rho) \nabla \cdot (\sigma(\rho) \, d\xi^F).
\]

Motivated by (3.3), we define a kinetic measure in Definition 3.1 and we define a stochastic kinetic solution of (3.3) in Definition 3.4.

**Definition 3.1.** Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space with a filtration \( \mathcal{F}_t \) in \([0, \infty)\). A kinetic measure is a map \( q \) from \( \Omega \) to the space of nonnegative, locally finite measures on \( \mathbb{T}^d \times (0, \infty) \times [0, T] \) that satisfies the property that the process

\[
(\omega, t) \in \Omega \times [0, T] \rightarrow \int_0^t \int_\mathbb{T}^d \psi(x, \xi) \, dq(\omega) \quad \text{is} \quad \mathcal{F}_t \text{-predictable},
\]

for every \( \psi \in C^\infty(\mathbb{T}^d \times (0, \infty)) \).

**Remark 3.2.** In the kinetic formulation, we will frequently encounter derivatives of functions \( \psi \in C^\infty_c(\mathbb{T}^d \times \mathbb{R}) \) evaluated at the point \( \xi = \rho(x, t) \). We will write

\[
(\nabla \psi)(x, \rho(x, t)) = \nabla \psi(x, \xi)|_{\xi = \rho(x, t)}
\]

to mean the gradient of \( \nabla \psi \) evaluate at the point \( (x, \rho(x, t)) \) as opposed to the full gradient of the composition \( \psi(x, \rho(x, t)) \).

**Remark 3.3.** For \( \mathcal{F}_t \)-adapted processes \( g_t \in L^2(\Omega \times [0, T]; L^2(\mathbb{T}^d)) \) and \( h_t \in L^2(\Omega \times [0, T]; H^1(\mathbb{T}^d)) \) and for \( t \in [0, T] \), we will write

\[
\int_0^t \int_{\mathbb{T}^d} g_s \nabla \cdot (h_s \, d\xi^F) = \sum_{k=1}^\infty \left( \int_0^t \int_{\mathbb{T}^d} g_s f_k \nabla h_s \cdot dB_s^k + \int_0^t \int_{\mathbb{T}^d} g_s h_s \nabla f_k \cdot dB_t^k \right),
\]

where the integrals are interpreted in the Itô sense.

**Definition 3.4.** Let \( \rho_0 \in L^1(\Omega; L^1(\mathbb{T}^d)) \) be nonnegative and \( \mathcal{F}_0 \)-measurable. A stochastic kinetic solution of (3.3) is a nonnegative, almost surely continuous \( L^1(\mathbb{T}^d) \)-valued \( \mathcal{F}_t \)-predictable function \( \rho \in L^1(\Omega \times [0, T]; L^1(\mathbb{T}^d)) \) that satisfies the following three properties.

(i) **Preservation of mass:** almost surely for every \( t \in [0, T] \),

\[
(3.4) \quad \|\rho(\cdot, t)\|_{L^1(\mathbb{T}^d)} = \|\rho_0\|_{L^1(\mathbb{T}^d)}.
\]

(ii) **Integrability of the flux:** we have that

\[
\sigma(\rho) \in L^2(\Omega; L^2(\mathbb{T}^d \times [0, T])); \quad \nu(\rho) \in L^1(\Omega; L^1(\mathbb{T}^d \times [0, T]; \mathbb{R}^d)).
\]

(iii) **Local regularity:** for every \( K \in \mathbb{N} \),

\[
(3.5) \quad [(\rho \wedge K) \vee 1/K] \in L^2(\Omega; L^2([0, T]; H^1(\mathbb{T}^d))).
\]

Furthermore, there exists a kinetic measure \( q \) that satisfies the following three properties.

(iv) **Regularity:** almost surely as nonnegative measures,

\[
(3.6) \quad \delta_0(\xi - \rho) \Phi'(\xi) |\nabla \rho|^2 \leq q \quad \text{on} \quad \mathbb{T}^d \times (0, \infty) \times [0, T].
\]
(v) **Vanishing at infinity:** we have that
\[
\lim_{M \to \infty} \mathbb{E} \left[ q(T^d \times [M, M + 1] \times [0, T]) \right] = 0.
\]

(vi) **The equation:** for every \( \psi \in C_c^\infty (\mathbb{T}^d \times (0, \infty)) \), almost surely for every \( t \in [0, T] \),
\[
\int_{\mathbb{R} \times \mathbb{T}^d} \chi(x, \xi, t) \psi(x, \xi) = \int_{\mathbb{R} \times \mathbb{T}^d} \nabla (\rho_0) \psi(x, \xi) - \int_0^t \int_{\mathbb{T}^d} \Phi'(\rho) \nabla \rho \cdot (\nabla \psi)(x, \rho) \nonumber
\]
\[
- \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} F_1(x)[\sigma'(\rho)]^2 \nabla \rho \cdot (\nabla \psi)(x, \rho) - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \sigma'(\rho) F_2(x) \cdot (\nabla \psi)(x, \rho) \nonumber
\]
\[
- \int_0^t \int_{\mathbb{R} \times \mathbb{T}^d} \partial_t \psi(x, \xi) \, dq + \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} (\sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2(x) + F_3(x) \sigma^2(\rho)) (\partial_t \psi)(x, \rho) \nonumber
\]
\[
- \int_0^t \int_{\mathbb{T}^d} \psi(x, \rho) \nabla \cdot \nu(\rho) \, dt - \int_0^t \int_{\mathbb{T}^d} \psi(x, \rho) \nabla \cdot (\sigma(\rho) \, d\xi^F). \nonumber
\]

**Remark 3.5.** Since a stochastic kinetic solution is a continuous in time \( L^1 (\mathbb{T}^d) \)-valued process, any term of \( \text{(3.8)} \) is a priori continuous in time, except possibly the term involving the kinetic measure \( q \). As a consequence, also this term is continuous in time, which implies that the measure \( q \) has no atoms in time in the sense that \( q(\mathbb{T}^d \times \mathbb{R} \times \{t\}) = 0 \) for every \( t \in [0, T] \). This means that there is no ambiguity when interpreting the integral in the fourth term on the right-hand side of \( \text{(3.8)} \).

**Remark 3.6.** In Definition \( \text{(3.4)} \), it is essential that test functions \( \psi \) are restricted to be compactly supported in \( \mathbb{T}^d \times (0, \infty) \). This amounts to a renormalization of the equation that restricts the solution to be away from its zero set. As was shown in \( \text{(1.7)} \), the third term on the right-hand side of \( \text{(3.8)} \) is not in general integrable unless \( \psi \) is compactly supported away from zero in the \( \xi \)-variable, and the kinetic measure \( q \) is not finite unless the initial data is \( L^2 \)-integrable. Furthermore, in general, the solution \( \rho \) is only regular on sets compactly supported away from its zero set.

### 4. Uniqueness of Stochastic Kinetic Solutions to \( \text{(1.2)} \)

The proof of uniqueness is based on the following formal computation, which we will demonstrate for the particular choice of noise defined in Remark \( \text{(2.3)} \) and for \( \nu = 0 \). In this case, for the nonnegative real numbers \( N_a, M_a \in \mathbb{R} \) defined by
\[
N_a = \sum_{k=1}^{\infty} a_k^2 \text{ and } M_a = \sum_{k=1}^{\infty} |k|^2 a_k^2,
\]
equation \( \text{(3.3)} \) takes the simpler form
\[
dx = \nabla \cdot (\delta_0 (\xi - \rho) \Phi'(\xi) \nabla \rho) \, dt + \frac{N_a}{2} \nabla \cdot (\delta_0 (\xi - \rho)[\sigma'(\xi)]^2 \nabla \rho) \, dt \nonumber
\]
\[
+ \partial_\xi q \, dt - \frac{M_a}{2} \partial_\xi (\delta_0 (\xi - \rho) \sigma(\xi)^2) \, dt - \delta_0 (\xi - \rho) \nabla \cdot (\sigma(\rho) \, d\xi^F). \nonumber
\]

If \( \rho^1, \rho^2 \) are two stochastic kinetic solutions of \( \text{(4.1)} \) with initial data \( \rho_0^1, \rho_0^2 \), it follows from properties of the corresponding kinetic functions \( \chi^1, \chi^2 \) that
\[
\int_{\mathbb{R}} |\chi^1 - \chi^2|^2 \, d\xi = |\rho^1(x, t) - \rho^2(x, t)| \text{ and } |\chi^1 - \chi^2|^2 = \chi^1 + \chi^2 - 2\chi^1 \chi^2. \nonumber
\]

Therefore,
\[
d \int_{\mathbb{T}^d} |\rho^1 - \rho^2|^2 = d \int_{\mathbb{R} \times \mathbb{T}^d} \chi^1 \, dx \, d\xi + d \int_{\mathbb{R} \times \mathbb{T}^d} \chi^2 \, dx \, d\xi - 2 \, d \int_{\mathbb{R} \times \mathbb{T}^d} \chi^1 \chi^2 \, dx \, d\xi. \nonumber
\]
After choosing \( \psi = 1 \) in (3.8)—which is however not justified in view of Remark 3.6 and needs a careful rigorous analysis—it follows almost surely that, for every \( i \in \{1, 2\} \),
\[
(4.4) \quad d \int_{\mathbb{R}} \int_{\mathbb{T}^d} \chi^i \, dx \, d\xi = - \int_{\mathbb{T}^d} \nabla \cdot (\sigma(\rho^i) \, d\xi^a) = 0.
\]
The stochastic product rule and the distributional equalities \( \partial_t \chi^i = \delta_0(\xi) - \delta_0(\xi - \rho^i) \) and \( \nabla_x \chi^i = \delta_0(\xi - \rho^i) \nabla \rho^i \) prove that the mixed term almost surely satisfies
\[
(4.5) \quad d \int_{\mathbb{R}} \int_{\mathbb{T}^d} \chi^1 \chi^2 = dI^{\text{meas}} + dI^{\text{mart}} + dI^{\text{err}},
\]
for the measure term
\[
dI^{\text{meas}} = -2 \int_{\mathbb{R}} \int_{\mathbb{T}^d} \delta_0(\xi - \rho^1) \delta_0(\xi - \rho^2) [\Phi'(\rho^1)]^{\frac{1}{2}} [\Phi'(\rho^2)]^{\frac{1}{2}} \nabla \rho^1 \cdot \nabla \rho^2 \, dt
\]
\[- \int_{\mathbb{R}} \int_{\mathbb{T}^d} (\delta_0(\xi) - \delta_0(\xi - \rho^2)) \, dq^1 - \int_{\mathbb{R}} \int_{\mathbb{T}^d} (\delta_0(\xi) - \delta_0(\xi - \rho^1)) \, dq^2 \, dt,
\]
for the martingale term
\[
dI^{\text{mart}} = - \int_{\mathbb{T}^d} \chi^2(x, \rho^1, t) \nabla \cdot (\sigma(\rho^1) \, d\xi^a) + \chi^1(x, \rho^2, t) \nabla \cdot (\sigma(\rho^2) \, d\xi^a),
\]
and for the error term
\[
dI^{\text{err}} = -Na \int_{\mathbb{R}} \int_{\mathbb{T}^d} \delta_0(\xi - \rho^1) \delta_0(\xi - \rho^2) \sigma'(\rho^1) \sigma'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 \, dt
\]
\[+ \frac{Ma}{2} \int_{\mathbb{R}} \int_{\mathbb{T}^d} \delta_0(\xi - \rho^1)(\delta_0(\xi) - \delta_0(\xi - \rho^2)) \sigma(\rho^1)^2 + \delta_0(\xi - \rho^2)(\delta_0(\xi) - \delta_0(\xi - \rho^1)) \sigma(\rho^2)^2 \, dt
\]
\[+ d \int_{\mathbb{R}} \int_{\mathbb{T}^d} \langle \chi^1, \chi^2 \rangle \, dt.
\]
It follows formally from the definition of \( \xi^a \) and (3.3) that
\[
(4.6) \quad d \int_{\mathbb{T}^d} \langle \chi^1, \chi^2 \rangle \, dt = \int_{\mathbb{T}^d} \delta_0(\xi - \rho^1) \delta_0(\xi - \rho^2) \left( Na \sigma'(\rho^1) \sigma'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 + Ma \sigma(\rho^1) \sigma(\rho^2) \right) \, dt.
\]
Returning to (4.5), it follows from (3.6), (4.6), and Hölder’s inequality that the measure term is nonnegative, and it follows from (4.6) that the error term vanishes. For the martingale term, the formal identities \( \chi^2(x, \rho^1, t) = 1_{\{\rho^2 < \rho^1 \geq 0\}} \) and \( \chi^1(x, \rho^2, t) = 1_{\{\rho^1 < \rho^2 \geq 0\}} \) prove that
\[
dI^{\text{mart}} = \int_{\mathbb{T}^d} \delta_0(\rho^1 - \rho^2)(\nabla \rho^2 - \nabla \rho^1) \sigma(\rho^1) \, d\xi^a + \int_{\mathbb{T}^d} \delta_0(\rho^2 - \rho^1)(\nabla \rho^1 - \nabla \rho^2) \sigma(\rho^2) \, d\xi^a = 0.
\]
Returning to (4.3), it follows almost surely from (4.4), (4.5), and the \( L^1(\mathbb{T}^d) \)-continuity of stochastic kinetic solutions that, for every \( t \in [0, T] \),
\[
\int_{\mathbb{T}^d} |\rho^1(x, t) - \rho^2(x, t)| \, dx \leq \int_{\mathbb{T}^d} |\rho^1_0(x) - \rho^2_0(x)| \, dx.
\]
We make these computations rigorous in Theorem 4.7. In particular, the products of delta distributions are not defined and must be treated using commutator estimates. And in accordance with Remark 3.6 neither the function \( \psi = 1 \) nor the kinetic functions are admissible test functions. For this reason it is necessary to introduce cutoff functions that create a singularities at zero. These singularities are treated using Proposition 4.8.

The proof of uniqueness is presented in Theorem 4.7 under the assumptions on \( \Phi, \sigma, \) and \( \nu \) presented in Assumption 4.1. Lemma 4.4 proves an integration by parts formula for the kinetic function, Definition 4.5 introduces the convolution kernels and cutoff functions that will be used repeatedly in the proof, and Proposition 4.6 controls the kinetic measure at zero.
**Assumption 4.1.** Assume that \( \Phi, \sigma \in C([0, \infty)) \) and \( \nu \in C([0, \infty); \mathbb{R}^d) \) satisfy the following six assumptions.

(i) We have that \( \Phi, \sigma \in C^{1,1}_{\text{loc}}((0, \infty)) \) and \( \nu \in C^{1}_{\text{loc}}((0, \infty); \mathbb{R}^d) \).

(ii) We have that \( \Phi(0) = 0 \) and with \( \Phi' > 0 \) on \( (0, \infty) \).

(iii) There exists \( c \in (0, \infty) \) such that

\[
\limsup_{\xi \to 0^+} \frac{\sigma^2(\xi)}{\xi} \leq c,
\]

which implies that \( \sigma(0) = 0 \).

(iv) We have either that \( \sigma' \in C([0, \infty)) \) with \( (\sigma')'(0) = 0 \) or that \( \nabla \cdot F_2 = 0 \) for \( F_2 \) defined in Assumption 2.1.

(v) There exists \( c \in [1, \infty) \) such that

\[
\sup_{\xi' \in [0, \xi]} \sigma^2(\xi') \leq c(1 + \xi + \sigma^2(\xi)) \quad \text{for every } \xi \in [0, \infty).
\]

(vi) There exists \( c \in [1, \infty) \) such that

\[
\sup_{\xi' \in [0, \xi]} |\nu(\xi')| \leq c(1 + \xi + |\nu(\xi)|) \quad \text{for every } \xi \in [0, \infty).
\]

**Remark 4.2.** We observe that assumption (4.7) essentially amounts to a regularity assumption on the magnitude of the oscillations of \( \sigma \) at infinity. This is demonstrated by the following aspects:

1. Condition (4.7) is satisfied if \( \sigma^2 \) is monotone or if \( \sigma^2 \) grows linearly for large values of \( \xi \). Condition (4.7) is furthermore satisfied if \( \sigma^2 \) has locally uniformly bounded oscillations, in the sense that, for some \( c \in (0, \infty) \), for every \( M \in (0, \infty) \),

\[
\left( \sup_{\xi \in [M, M+1]} \sigma^2(\xi) - \inf_{\xi \in [M, M+1]} \sigma^2(\xi) \right) \leq c.
\]

To see this, we observe that in this case \( \sigma^2 \) grows linearly in the sense that

\[
\left( \sup_{\xi' \in [0, \xi]} \sigma^2(\xi') \right) \leq \sum_{k=0}^{\infty} \left( \sup_{\xi' \in [M \wedge k, M+1 \wedge k]} \sigma^2(\xi') - \inf_{\xi' \in [M \wedge k, M+1 \wedge k]} \sigma^2(\xi') \right) \leq c(1 + \xi).
\]

In particular, if \( \sigma^2 \) is uniformly continuous or if \( \sigma \) satisfies, for some \( c \in (0, \infty) \), for every \( M \in (0, \infty) \), and for every \( \xi \in [M, M+1] \),

\[
\left( \sup_{\xi' \in [M, M+1]} \sigma^2(\xi') \right) \leq c,
\]

then \( \sigma^2 \) has locally uniformly bounded oscillations and, thus, Condition (4.7) is satisfied.

2. Condition (4.7) is substantially more general than the above five conditions, and it allows for the oscillations of \( \sigma^2 \) to grow linearly at infinity. Precisely, it follows from (4.7) that, for every \( M \in (0, \infty) \),

\[
\left( \sup_{\xi \in [M, M+1]} \sigma^2(\xi) - \inf_{\xi \in [M, M+1]} \sigma^2(\xi) \right) \leq \left( \sup_{\xi \in [M, M+1]} \sigma^2(\xi) - c \sigma^2(M+1) \right) \leq c(1 + M).
\]

A model case satisfying all of the conditions of Assumption 4.1 is the function \( \sigma^2(\xi) = \xi^m + \xi \sin(p\xi) \) for every \( m, p \in [1, \infty) \)—that is, condition (4.7) imposes a condition on the growth of the magnitude of the oscillations of \( \sigma^2 \) but not on the growth of the frequency of the oscillations.
(3) Assumption (4.7) is satisfied by every model case, and it is used to guarantee the following condition: for every \( \rho \in L^\infty([0, T]; L^1(\mathbb{T}^d)) \) that satisfies \( \sigma(\rho) \in L^2([0, T]; L^2(\mathbb{T}^d)) \), we have that

\[
\lim_{M \to \infty} \left( \sup_{\xi \in [M, (M+1)\wedge \rho]} |\sigma(\xi)| 1_{\{\rho > M\}} \right) = 0 \text{ strongly in } L^2(\mathbb{T}^d \times [0, T]),
\]

which follows from (4.7) and an application of Chebyshev’s inequality. Assumption (4.8) could be replaced by the somewhat more general condition (4.9) with no change to the arguments.

**Remark 4.3.** Assumption (4.8) is used in the identical way for \( \nu \). Technically, it is used to guarantee that whenever \( \rho \in L^\infty([0, T]; L^1(\mathbb{T}^d)) \) with \( \nu(\rho) \in L^1([0, T]; L^1(\mathbb{T}^d)) \), we have that

\[
\lim_{M \to \infty} \left( \sup_{\xi \in [M, (M+1)\wedge \rho]} |\nu(\xi)| 1_{\{\rho > M\}} \right) = 0 \text{ strongly in } L^1(\mathbb{T}^d \times [0, T]).
\]

In this case the \( L^1 \)-integrability suffices, whereas in the case of \( \sigma \) the \( L^2 \)-integrability is used to treat certain stochastic integrals. Assumptions (4.8) could be replaced by the somewhat more general condition (4.10) with no change to the arguments.

**Lemma 4.4.** Let \( \rho \in H^1(\mathbb{T}^d) \) be a nonnegative measurable function, and let \( \chi = \nabla(\rho) \) be the kinetic function of \( \rho \). Then, for every \( \psi \in C^\infty_c(\mathbb{T}^d \times (0, \infty)) \),

\[
\int_\mathbb{R} \int_{\mathbb{T}^d} \nabla_x \psi(x, \xi) \chi(x, \xi, r) \, dx \, d\xi = - \int_{\mathbb{T}^d} \psi(x, \rho(x)) \nabla \rho \, dx.
\]

In particular, if \( \rho \) is a stochastic kinetic solution in the sense of Definition 3.4 then, almost surely for every \( \psi \in C^\infty_c(\mathbb{T}^d \times (0, \infty) \times [0, T]) \),

\[
\int_0^T \int_\mathbb{R} \int_{\mathbb{T}^d} \chi(x, \xi, s) \nabla_x \psi(x, \xi, s) \, dx \, d\xi \, ds = - \int_0^T \int_{\mathbb{T}^d} \nabla \rho(x, s) \psi(x, \rho(x, s), s) \, ds.
\]

**Proof.** The second statement is an immediate consequence of the local regularity property of Definition 3.4, the compact support of \( \psi \), and the first statement. The first statement is a consequence of the \( H^1 \)-regularity of \( \rho \), the distributional equality \( \nabla_x \chi = \delta_0(\xi - \rho) \nabla \rho \), and an approximation argument, which completes the proof. \( \square \)

**Definition 4.5.** For every \( \varepsilon, \delta \in (0, 1) \) let \( \kappa^\delta_\varepsilon : \mathbb{T}^d \to [0, \infty) \) and \( \kappa^\delta_\varepsilon : \mathbb{R} \to [0, \infty) \) be standard convolution kernels of scales \( \varepsilon \) and \( \delta \) on \( \mathbb{T}^d \) and \( \mathbb{R} \) respectively, and let \( \kappa^{\varepsilon, \delta} \) be defined by

\[
\kappa^{\varepsilon, \delta}(x, y, \xi, \eta) = \kappa^\delta_\varepsilon(x - y) \kappa^\delta_\varepsilon(\xi - \eta)
\]

for every \( (x, y, \xi, \eta) \in (\mathbb{T}^d)^2 \times \mathbb{R}^2 \).

For every \( \beta \in (0, 1) \) let \( \varphi_\beta : \mathbb{R} \to [0, 1] \) be the unique nondecreasing piecewise linear function that satisfies

\[
\varphi_\beta(\xi) = 1 \text{ if } \xi \geq \beta, \quad \varphi_\beta(\xi) = 0 \text{ if } \xi \leq \beta/2, \quad \text{and} \quad \varphi_\beta' = \frac{2}{\beta} 1_{\{\beta/2 < \xi < \beta\}},
\]

and for every \( M \in \mathbb{N} \) let \( \zeta_M : \mathbb{R} \to [0, 1] \) be the unique nonincreasing piecewise linear function that satisfies

\[
\zeta_M(\xi) = 0 \text{ if } \xi \geq M + 1, \quad \zeta_M(\xi) = 1 \text{ if } \xi \leq M, \quad \text{and} \quad \zeta'_M = -1_{\{M < \xi < M+1\}}.
\]

**Proposition 4.6.** Let \( \xi^F, \Phi, \sigma, \text{ and } \nu \) satisfy Assumptions 2.1 and 4.1 and let \( \rho_0 \in L^1(\Omega; L^1(\mathbb{T}^d)) \) be nonnegative and \( \mathcal{F}_0 \)-measurable. Then, if \( \rho \) is a stochastic kinetic solution of (3.1) in the sense of Definition 3.4 with initial data \( \rho_0 \), it follows almost surely that

\[
\liminf_{\beta \to 0} \left( \beta^{-1} q(\mathbb{T}^d \times [\beta/2, \beta] \times [0, T]) \right) = 0.
\]
Proof. For $M \in \mathbb{N}$ and $\beta \in (0, 1)$, after approximating $\zeta_M \varphi_\beta$ by smooth functions whose derivatives converge everywhere to the indicator functions $2\beta^{-1} 1_{[\beta/2, \beta]}$ and $1_{\{M \leq \xi \leq M+1\}}$ and testing equation (3.38) with these approximations, it follows using the dominated convergence theorem that, after passing to the limit with respect to these approximations,

$$
(4.12) \quad \mathbb{E} \left[ 2\beta^{-1} q(T^d \times [\beta/2, \beta] \times [0, T]) \right] = \mathbb{E} \left[ q(T^d \times [M, M+1] \times [0, T]) \right]
$$

and

$$
- \mathbb{E} \left[ \int_\mathbb{R} \int_{T^d} \chi(x, \xi, s) \varphi_\beta \xi_M \, dx \, d\xi \bigg| \frac{s}{T} \right]_{s=0}^{s=T}
$$

$$
- \frac{1}{2} \mathbb{E} \left[ \int_0^T \int_{T^d} 1_{\{M < \rho < M+1\}} \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 + \int_0^T \int_{T^d} 1_{\{M \leq \xi \leq M+1\}} F_3 \sigma^2(\rho) \right]

+ \beta^{-1} \mathbb{E} \left[ \int_0^T \int_{T^d} 1_{[\beta/2, \beta]} \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 + \int_0^T \int_{T^d} 1_{[\beta/2, \beta]} F_3 \sigma^2(\rho) \right] ,
$$

where it follows from Stampacchia’s lemma (see, for example, Evans [31, Chapter 5, Exercises 17,18]) and (3.5) that we could equally have taken indicator functions of the form $1_{\{M \leq \xi \leq M+1\}}$ and $1_{[\beta/2, \beta]}$ without changing the resulting integrals. We first observe by the $L^1$-integrability of $\rho$, the dominated convergence theorem, and Definition 4.5 that

$$
\lim_{M \to \infty} \mathbb{E} \left[ \int_\mathbb{R} \int_{T^d} \chi(x, \xi, s) \varphi_\beta \xi_M \, dx \, d\xi \bigg| \frac{s}{T} \right]_{s=0}^{s=T} = \mathbb{E} \left[ \int_\mathbb{R} \int_{T^d} \chi(x, \xi, s) \varphi_\beta \, dx \, d\xi \bigg| \frac{s}{T} \right]_{s=0}^{s=T} .
$$

After integrating by parts in the third term on the righthand side of (4.12), we have almost surely that

$$
\int_0^T \int_{T^d} 1_{\{M < \rho < M+1\}} \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 = -\frac{1}{2} \int_0^T \int_{T^d} (\sigma^2((\rho \wedge (M+1)) \vee M) - \sigma^2(M)) \nabla \cdot F_2.
$$

It then follows from the $L^2$-integrability of $\sigma(\rho)$ and (4.9), the $L^1$-integrability of $\rho$, the boundedness of $\nabla \cdot F_2$ and $F_3$, and the dominated convergence theorem that, almost surely,

$$
\lim_{M \to \infty} \mathbb{E} \left[ \int_0^T \int_{T^d} 1_{\{M < \rho < M+1\}} \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 + \int_0^T \int_{T^d} 1_{\{M \leq \xi \leq M+1\}} F_3 \sigma^2(\rho) \right] = 0,
$$

from which it follows from the $L^2$-integrability of $\sigma(\rho)$ and the dominated convergence theorem that

$$
\lim_{M \to \infty} \mathbb{E} \left[ \int_0^T \int_{T^d} 1_{\{M < \rho < M+1\}} \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 + \int_0^T \int_{T^d} 1_{\{M < \rho < M+1\}} F_3 \sigma^2(\rho) \right] = 0.
$$

Since it follows by Definition 3.4 that

$$
\lim_{M \to \infty} \mathbb{E} \left[ q(T^d \times [M, M+1] \times [0, T]) \right] = 0,
$$

returning to (4.12) we have, for every $\beta \in (0, 1)$,

$$
(4.13) \quad \mathbb{E} \left[ 2\beta^{-1} q(T^d \times [\beta/2, \beta] \times [0, T]) \right] = -\mathbb{E} \left[ \int_\mathbb{R} \int_{T^d} \chi(x, \xi, s) \varphi_\beta \, dx \, d\xi \bigg| \frac{s}{T} \right]_{s=0}^{s=T}

+ \beta^{-1} \mathbb{E} \left[ \int_0^T \int_{T^d} 1_{[\beta/2, \beta]} \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 + \int_0^T \int_{T^d} 1_{[\beta/2, \beta]} F_3 \sigma^2(\rho) \right] .
$$
For the second term on the righthand side of (4.13), it follows from (3.5) and Stampacchia’s lemma (see [31] Chapter 5, Exercises 17, 18) that, almost surely,
\begin{equation}
(4.14) \quad \int_0^T \int_{\mathbb{T}^d} 1_{\{\beta/2 < \rho < \beta\}} \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 = \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} \nabla \left( \sigma^2((\beta \wedge \rho) \lor \beta/2) - \sigma^2(\beta/2) \right) \cdot F_2
\end{equation}
\begin{align*}
&= - \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} \sigma(\rho) \sigma'(\rho) 1_{\{\rho > 0\}} \nabla \cdot F_2 = 0,
\end{align*}
where the final inequality follows from the assumption that \( \sigma'(0) = 0 \). Since it follows from Assumption [4.1] the boundedness of \( F_3 \), and the dominated convergence theorem that there exists \( c \in (0, \infty) \) such that, almost surely,
\begin{align*}
\lim_{\beta \to 0} \left( \beta^{-1} \int_0^T \int_{\mathbb{T}^d} 1_{\{\beta/2 < \rho < \beta\}} F_3 \sigma^2(\rho) \right) \leq \lim_{\beta \to 0} \left( c \int_0^T \int_{\mathbb{T}^d} 1_{\{\beta/2 < \rho < \beta\}} \right) = 0,
\end{align*}

it follows from the \( L^1 \)-integrability of \( \rho \), property (3.4) of Definition 3.4, Definition 4.5, and the dominated convergence theorem that, almost surely,
\begin{align*}
\lim_{\beta \to 0} \int_0^T \int_{\mathbb{T}^d} \chi(x, \xi, s) \sigma(\rho) \sigma'(\rho) \rho \cdot F_2 \, dx d\xi
\end{align*}

Returning to (4.13), we conclude that
\begin{align*}
\lim_{\beta \to 0} \mathbb{E} \left[ 2\beta^{-1} q(\mathbb{T}^d \times [\beta/2, \beta] \times [0, T]) \right] = 0,
\end{align*}
from which the claim follows by Fatou’s lemma. This completes the proof. \( \square \)

**Theorem 4.7.** Let \( \xi^F, \Phi, \sigma, \) and \( \nu \) satisfy Assumptions 2.1 and 4.1, let \( \rho_0^1, \rho_0^2 \in L^1(\Omega; L^1(\mathbb{T}^d)) \) be \( \mathcal{F}_0 \)-measurable and let \( \rho^1, \rho^2 \) be stochastic kinetic solutions of (3.1) in the sense of Definition 3.4 with initial data \( \rho_0^1, \rho_0^2 \). Then, almost surely,
\begin{align*}
\sup_{t \in [0, T]} \left\| \rho^1(\cdot, t) - \rho^2(\cdot, t) \right\|_{L^1(\mathbb{T}^d)} \leq \left\| \rho_0^1 - \rho_0^2 \right\|_{L^1(\mathbb{T}^d)}.
\end{align*}

**Proof.** Let \( \chi^1 \) and \( \chi^2 \) be the kinetic functions of \( \rho^1 \) and \( \rho^2 \) and for every \( \epsilon, \delta \in (0, 1) \) and \( i \in \{1, 2\} \) let \( \chi^i_{\epsilon, \delta}(y, \eta) = (\chi^i(\cdot, \cdot, t) \ast \kappa^{\epsilon, \delta})(y, \eta) \) for the convolution kernel \( \kappa^{\epsilon, \delta} \) defined in Definition 4.5. It follows from Definition 3.4 and the Kolmogorov continuity criterion (see, for example, Revuz and Yor [37] Chapter 1, Theorem 2.1) that for every \( \epsilon, \delta \in (0, 1) \) there exists a subset of full probability
such that, for every \( i \in \{1, 2\}, (y, \eta) \in \mathbb{T}^d \times (\delta/2, \infty), \) and \( t \in [0, T] \),

\[
\chi^{\varepsilon, \delta}_{s, i}(y, \eta)_{t}^{s = 0} = \nabla_y \cdot \left( \int_{0}^{t} \int_{\mathbb{T}^d} \Phi'( \rho^i ) \nabla \rho^i \chi^{\varepsilon, \delta}(x, y, \rho^i, \eta) \right) + \nabla_y \cdot \left( \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} (F_1(x) [\sigma'(\rho^i)]^2 \nabla \rho^i + \sigma(\rho^i) \sigma'(\rho^i) F_2(x)) \chi^{\varepsilon, \delta}(x, y, \rho^i, \eta) \right) + \partial_\eta \left( \int_{0}^{t} \int_{\mathbb{T}^d} \chi^{\varepsilon, \delta}(x, y, \xi, \eta) \, dq^i \right) - \partial_\eta \left( \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} (F_3(x) \sigma^2(\rho^i) + \sigma(\rho^i) \sigma'(\rho^i) \nabla \rho^i \cdot F_2(x)) \chi^{\varepsilon, \delta}(x, y, \rho^i, \eta) \right) - \int_{0}^{t} \int_{\mathbb{T}^d} \chi^{\varepsilon, \delta}(x, y, \rho^i, \eta) \nabla \cdot \nu(\rho) - \int_{0}^{t} \int_{\mathbb{T}^d} \chi^{\varepsilon, \delta}(x, y, \rho^i, \eta) \nabla \cdot (\sigma(\rho^i) \cdot d\xi^F) .
\]

We will first treat the analogues of the first two terms on the righthand side of (4.3). For the cutoff functions defined in Definition 4.5 it follows almost surely from (4.11) and (4.15) that, for every \( \varepsilon, \beta \in (0, 1), M \in \mathbb{N}, \) and \( \delta \in (0, \beta/4), \) for every \( t \in [0, T] \) and \( i \in \{1, 2\}, \)

\[
\int_{\mathbb{R}} \int_{\mathbb{T}^d} \chi^{\varepsilon, \delta}_{s, i}(y, \eta) \varphi_{\beta}(\eta) \zeta_M(\eta) \, dy \, d\eta \bigg|_{s = 0}^{t} = I_{t}^{i, \text{cut}} + I_{t}^{i, \text{mart}} + I_{t}^{i, \text{cons}}
\]

for the cutoff term defined by

\[
I_{t}^{i, \text{cut}} = - \int_{0}^{t} \int_{\mathbb{R}^2} \int_{(\mathbb{T}^d)^2} \kappa^{\varepsilon, \delta}(x, y, \xi, \eta) \partial_\eta(\varphi_{\beta}(\eta) \zeta_M(\eta)) \, dq^i(x, \xi, s) + \frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^2} \int_{(\mathbb{T}^d)^2} (F_3(x) \sigma^2(\rho^i(x, s)) + \sigma(\rho^i) \sigma'(\rho^i) \nabla \rho^i \cdot F_2(x)) \kappa^{\varepsilon, \delta}(x, y, \rho^i(x, s), \eta) \partial_\eta(\varphi_{\beta}(\eta) \zeta_M(\eta)),
\]

for the martingale term defined by

\[
I_{t}^{i, \text{mart}} = - \int_{0}^{t} \int_{\mathbb{R}^2} \int_{(\mathbb{T}^d)^2} \kappa^{\varepsilon, \delta}(x, y, \rho^i(x, s), \eta) \nabla \cdot (\sigma(\rho^i(x, s)) \, d\xi^F) \varphi_{\beta}(\eta) \zeta_M(\eta) \, dx \, dy \, d\eta,
\]

and for the conservative term defined by

\[
I_{t}^{i, \text{cons}} = - \int_{0}^{t} \int_{\mathbb{T}^d} \kappa^{\varepsilon, \delta}(x, y, \rho^i, \eta) \nabla \cdot \nu(\rho) \, dt,
\]

where we emphasize that the terms \( I_{t}^{i, \text{cut}}, I_{t}^{i, \text{mart}}, \) and \( I_{t}^{i, \text{cons}} \) depend on \( \varepsilon, \beta \in (0, 1) \) and \( M \in \mathbb{N} \).

We will now treat the analogue of the mixed term on the righthand side of (4.3). In the following, we will write \((x, \xi) \in \mathbb{T}^d \times \mathbb{R} \) for the arguments of \( \chi^1 \) and all related quantities, and we will write \((x', \xi') \in \mathbb{T}^d \times \mathbb{R} \) for the arguments of \( \chi^2 \) and all related quantities. Let

\[
\overline{\kappa}_{s, 1}(x, y, \eta) = \kappa^{\varepsilon, \delta}(x, y, \rho^1(x, s), \eta) \quad \kappa_{s, 2}(x', y, \eta) = \kappa^{\varepsilon, \delta}(x', y, \rho^2(x', s), \eta).
\]

From (4.11), (4.15), and the stochastic product rule we have almost surely that, for every \( \varepsilon, \beta \in (0, 1), M \in \mathbb{N}, \) and \( \delta \in (0, \beta/4), \) for every \( t \in [0, T] \),

\[
\int_{\mathbb{R}} \int_{\mathbb{T}^d} \chi^{\varepsilon, \delta}_{s, 1}(y, \eta) \chi^{\varepsilon, \delta}_{s, 2}(y, \eta) \varphi_{\beta}(\eta) \zeta_M(\eta) \, dy \, d\eta \bigg|_{s = 0}^{t} = \int_{0}^{t} \int_{\mathbb{R}} \int_{\mathbb{T}^d} (\chi^{\varepsilon, \delta}_{s, 2}(y, \eta) \, d\chi^{\varepsilon, \delta}_{s, 1}(y, \eta) + \chi^{\varepsilon, \delta}_{s, 1}(y, \eta) \, d\chi^{\varepsilon, \delta}_{s, 2}(y, \eta) + d\langle \chi^{\varepsilon, \delta}_{s, 2}, \chi^{\varepsilon, \delta}_{s, 1} \rangle_{s}(y, \eta)) \varphi_{\beta}(\eta) \zeta_M(\eta) \, dy \, d\eta.
\]
It follows from Lemma 4.4, (4.15), the definition of $\varphi_\beta$, $\delta \in (0, \beta/4)$, and the distributional equalities involving the kinetic function that

\begin{equation}
I_t^{2,1,\text{err}} = -\int_0^t \int_{\mathbb{R}^3} \Phi'(\rho^1) \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s,1} \kappa_{s,2} \varphi_\beta(\eta) \zeta_M(\eta) \, d\eta 
\end{equation}

where, after adding the second term of (4.19) below and subtracting it in (4.20) below, the error term is

\begin{equation}
I_t^{2,1,\text{err}} = -\int_0^t \int_{\mathbb{R}^3} \Phi'(\rho^1) \frac{1}{2} \Phi'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s,1} \kappa_{s,2} \varphi_\beta(\eta) \zeta_M(\eta) 
\end{equation}

the measure term is

\begin{equation}
I_t^{2,1,\text{meas}} = \int_0^t \int_{\mathbb{R}^3} \frac{1}{2} \Phi'(\rho^1) \frac{1}{2} \Phi'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s,1} \kappa_{s,2} \varphi_\beta(\eta) \zeta_M(\eta) \, d\eta 
\end{equation}

the cutoff term is

\begin{equation}
I_t^{2,1,\text{cut}} = -\int_0^t \int_{\mathbb{R}^3} \frac{1}{2} \Phi'(\rho^1) \frac{1}{2} \Phi'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s,1} \kappa_{s,2} \varphi_\beta(\eta) \zeta_M(\eta) 
\end{equation}

the martingale term is

\begin{equation}
I_t^{2,1,\text{mart}} = -\int_0^t \int_{\mathbb{R}^3} \frac{1}{2} \Phi'(\rho^1) \frac{1}{2} \Phi'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s,1} \kappa_{s,2} \varphi_\beta(\eta) \zeta_M(\eta) 
\end{equation}

and the conservative term is

\begin{equation}
I_t^{2,1,\text{cons}} = -\int_0^t \int_{\mathbb{R}^3} \frac{1}{2} \Phi'(\rho^1) \frac{1}{2} \Phi'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s,1} \kappa_{s,2} \varphi_\beta(\eta) \zeta_M(\eta) 
\end{equation}

The analogous formula holds for the second term on the righthand side of (4.17), with the decomposition $I_t^{2,1,\text{err}}$ and similarly for the remaining four parts. For the final term of (4.17), it follows
from \((4.15)\) and the definition of \(\xi^r\) that

\[
\int_0^t \int_{\mathbb{R}^d} \int_{(T^d)^3} f_k(x) f_k(x') \sigma'(\rho^1) \sigma'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s_1}^{\xi,\delta}(y, \eta) \varphi_\beta(\eta) \zeta_M(\eta) \, dx \, dy \, d\eta \, ds
\]

\[
= \sum_{k=1}^\infty \int_0^t \int_{\mathbb{R}^d} \int_{(T^d)^3} f_k(x) f_k(x') \sigma'(\rho^1) \sigma'(\rho^2) \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s_1}^{\xi,\delta}(y, \eta) \varphi_\beta(\eta) \zeta_M(\eta) \, dx \, dy \, d\eta \, ds
\]

It follows from \((4.17)\), \((4.18)\), and \((4.21)\) that

\[
I_t\text{err} = I_t\text{meas} + I_t\text{cut,mart} + I_t\text{mix,mart} + I_t\text{mix,cons},
\]

where the error terms \((4.19)\) and \((4.21)\) combine to form, using Einstein’s summation convention over repeated indices,

\[
I_t\text{mix,mart} = -\frac{1}{2} \int_0^t \int_{\mathbb{R}^d} \int_{(T^d)^3} \left( F_2(x) |\sigma'(\rho^1)|^2 + F_1(x') |\sigma'(\rho^2)|^2 \right) - 2 f_k(x) f_k(x') \sigma'(\rho^1) \sigma'(\rho^2) \kappa_{s_1}^{\xi,\delta}(y, \eta) \varphi_\beta(\eta) \zeta_M(\eta)
\]

and where the measure terms \((4.20)\) combine to form

\[
I_t\text{meas} = \int_0^t \int_{\mathbb{R}^d} \int_{(T^d)^3} \kappa_{s_1}^{\xi,\delta}(x, y, \xi, \eta) \kappa_{s_2}^{\xi,\delta}(y, \eta) \varphi_\beta(\eta) \zeta_M(\eta) \, dx \, dy \, d\eta
\]

For the cutoff, martingale, and conservative terms defined respectively by

\[
I_t\text{cut,mart,cons} = I_t^{1,\text{cut,mart,cons}} + I_t^{2,\text{cut,mart,cons}} - 2(I_t^{1,\text{cut,mart,cons}} + I_t^{2,\text{cut,mart,cons}}),
\]

we have from \((4.16)\) and \((4.18)\) that, almost surely for every \(t \in [0, T]\),

\[
\int_0^t \int_{\mathbb{R}^d} \left( \chi_{s_1}^{\xi,\delta} + \chi_{s_2}^{\xi,\delta} - 2 \chi_{s_1}^{\xi,\delta} \chi_{s_2}^{\xi,\delta} \right) \varphi_\beta(\eta) \zeta_M(\eta) \bigg|_{s=0}^t = -2I_t^{\text{err}} - I_t^{\text{meas}} - I_t^{\text{mart}} + I_t^{\text{cut}} + I_t^{\text{cons}}.
\]
The measure term. It follows from property (3.6) of the kinetic measure and Hölder’s inequality that the measure term almost surely satisfies, for every $t \in [0, T]$,

$$I_t^\text{meas} \geq 0. \tag{4.23}$$

The error term. For the error term, it follows from $\delta \in (0, \beta/4)$, the definition of the convolution kernel, the definitions of $\varphi_\beta$ and $\zeta_M$, the local $H^1$-regularity of the solutions $\rho^t$, the continuity of the $F_i$, and the dominated convergence theorem that, for $\pi_{i,s}^\delta(y, \eta) = \kappa^\delta_i(\rho^i(y, \eta) - \eta)$ for each $i \in \{1, 2\}$,

$$\lim_{\epsilon \to 0} I_t^{\text{err}} = - \int_0^t \int_{\mathbb{R}^d} \left( |\Phi'(\rho^1)|^{\frac{1}{2}} - |\Phi'(\rho^2)|^{\frac{1}{2}} \right)^2 \nabla \rho^1 \cdot \nabla \rho^2 \kappa_{s,1}^\delta \kappa_{s,2}^\delta \varphi_\beta \zeta_M \right) \right) \right)$$

$$- \frac{1}{2} \int_0^t \int_{\mathbb{R}^d} \left( F_1(y) \left( \sigma'(\rho^1) - \sigma'(\rho^2) \right)^2 + F_2(y) \left( \sigma^2 - \sigma^2 \right)^2 \right) \kappa_{s,1}^\delta \kappa_{s,2}^\delta \varphi_\beta \zeta_M \right) \right)$$

$$- \frac{1}{2} \int_0^t \int_{\mathbb{R}^d} \left( \sigma(\rho^1) \sigma'(\rho^1) + \sigma(\rho^2) \sigma'(\rho^2) - 2\sigma'(\rho^1) \sigma'(\rho^2) \right) F_2(y) \cdot \nabla \rho^1 \kappa_{s,1}^\delta \kappa_{s,2}^\delta \varphi_\beta \zeta_M \right) \right)$$

It follows from Assumption 4.1 and the definition of the convolution kernel that there exists $c \in (0, \infty)$ depending on $\beta$ and $M$ such that, for every $\delta \in (0, \beta/4)$, whenever $\kappa_{s,1}^\delta \kappa_{s,2}^\delta \varphi_\beta \zeta_M \neq 0$,

$$\left( |\Phi'(\rho^1)|^{\frac{1}{2}} - |\Phi'(\rho^2)|^{\frac{1}{2}} \right)^2 + \left( \left| \sigma(\rho^1) - \sigma(\rho^2) \right| \right)^2 + \left( \left| \sigma'(\rho^1) - \sigma'(\rho^2) \right| \right)^2 + \left( |\sigma'(\rho^1) - \sigma'(\rho^2)| \right)^2$$

$$+ \left( |\sigma(\rho^1) \sigma'(\rho^1) - \sigma(\rho^2) \sigma'(\rho^2)| \right) \leq c \mathbf{1}_{\{0 < |\rho^1(y, \eta) - \rho^2(y, \eta)| < \delta\}} \delta. \tag{4.25}$$

Here we are using the fact that the local Lipschitz regularity of $\Phi'$, that $\Phi' > 0$ on $(0, \infty)$, and $\delta \in (0, \beta/4)$ implies that the square root is $1/2$-Hölder continuous on the support of $\varphi_\beta \zeta_M$. The final two terms are bounded using the triangle inequality, the local boundedness of $\sigma$ and $\sigma'$, and the local Lipschitz regularity of $\sigma$ and $\sigma'$. Returning to (4.24), it follows from the boundedness of the $F_i$, Hölder’s inequality, and Young’s inequality that there exists $c \in (0, \infty)$ depending on $\beta$ and $M$ such that, almost surely for every $t \in [0, T]$,

$$\lim_{\epsilon \to 0} \sup_{\delta \to 0} \left| I_t^{\text{err}} \right| \leq c \int_0^T \int_{\mathbb{R}^d} \mathbf{1}_{\{0 < |\rho^1(y, \eta) - \rho^2(y, \eta)| < \delta\}} \left( |\nabla \rho^1|^2 + |\nabla \rho^2|^2 \right) (\kappa_{s,1}^\delta \kappa_{s,2}^\delta \varphi_\beta \zeta_M). \tag{4.26}$$

It follows from the uniform boundedness of $(\delta \kappa_{s,1}^\delta)$ in $\delta \in (0, \beta/4)$, the definitions of $\kappa_{s,2}^\delta$, $\varphi_\beta$, and $\zeta_M$, property (3.6) of the solutions, the dominated convergence theorem, and (4.25) that, almost surely for every $t \in [0, T]$,

$$\lim_{\delta \to 0} \left( \lim_{\epsilon \to 0} \sup_{\delta \to 0} \left| I_t^{\text{err}} \right| \right) = 0. \tag{4.26}$$

The martingale term. For the analysis of the martingale terms we will repeatedly use the fact that if $F_t^\epsilon, F \in L^2(\Omega \times [0, T])$ are $\mathcal{F}_t$-progressively measurable processes that satisfy $F_t^\epsilon \to F$ in $L^2(\Omega \times [0, T])$ as $\epsilon \to 0$ then, after passing to a subsequence, the Itô integrals satisfy, almost surely for every $t \in [0, T]$,

$$\lim_{\epsilon \to 0} \int_0^t F^\epsilon_s \, dB_s = \int_0^t F_s \, dB_s. \tag{4.27}$$

The proof is a consequence of the Burkholder-Davis-Gundy inequality (see, for example, [87, Chapter 4, Theorem 4.1]). It follows from property (3.5) of the solutions, the definition of $\kappa_{s,1}^\delta$, the
boundedness of the kinetic functions, the definition of $\xi^F$, and (4.27) that, after passing to a subsequence $\varepsilon \to 0$, almost surely for every $t \in [0, T]$,

$$
\lim_{\varepsilon \to 0} I_t^{\text{mart}} = \int_0^t \int_{\mathbb{R}^d} \nabla \cdot (\sigma(\rho^1) \xi^F) \, dy \, d\eta \\
+ \int_0^t \int_{\mathbb{R}^d} \nabla \cdot (\sigma(\rho^2) \xi^F) \, dy \, d\eta,
$$

(4.28)

for $\chi^\delta_s(y, \eta) = (\chi^\delta_s(y, \cdot) \ast \rho^1)(\eta)$. It follows from $\varphi, \zeta \in C^\infty_c((0, \infty))$, the definition of $\nabla \cdot$, the boundedness of the kinetic function, property (3.5) of the solutions, the definition of $\xi^F$, and the Burkholder-Davis-Gundy inequality (see, for example, [37, Chapter 4, Theorem 4.1]) that there exists $c \in (0, \infty)$ such that

$$
\mathbb{E} \left[ \sup_{t \in [0, T]} \left| \int_0^t \int_{\mathbb{R}^d} \nabla \cdot (\sigma(\rho^1) \xi^F) \, dy \, d\eta \right| \right] \\
\leq c\mathbb{E} \left[ \int_0^T \left( \int_{\mathbb{R}^d} \nabla \cdot (\sigma(\rho^1) \xi^F) \, dy \, d\eta \right)^2 \right]^{1/2}.
$$

It follows from the local regularity of $\rho^1$ and the dominated convergence theorem that, after passing to a subsequence $\delta \to 0$, almost surely for every $t \in [0, T]$,

$$
\lim_{\delta \to 0} \left| \int_0^t \int_{\mathbb{R}^d} \nabla \cdot (\sigma(\rho^1) \xi^F) \, dy \, d\eta \right| = 0,
$$

(4.29)

and similarly for the symmetric term coming from (4.28). An explicit calculation proves that the convolution $[(\kappa^\delta \ast (\kappa^\delta \ast \chi^\delta_s))] \leq 1$ and that, whenever $2\delta < \rho^2(y, s)$,

$$
\int_{\mathbb{R}^2} \kappa^\delta(\xi - \eta) \kappa^\delta(\eta - \xi') \chi^\delta_s(y, \xi') \, d\eta \, d\xi' = \begin{cases} 
0 & \text{if } \xi \leq -2\delta \text{ or } \xi \geq \rho^2(y, s) + 2\delta, \\
1/2 & \text{if } \xi = 0 \text{ or } \xi = \rho^2(y, s), \\
1 & \text{if } 2\delta < \xi < \rho^2(y, s) - 2\delta.
\end{cases}
$$

(4.30)

It follows from (4.30) and $\varphi(0) = 0$ that pointwise

$$
\lim_{\delta \to 0} \left( \int_{\mathbb{R}^d} \nabla \cdot (\sigma(\rho^1) \xi^F) \, dy \right) \varphi(\rho^1) = (1_{\{\rho^2 = \rho^2\}} + 21_{\{0 \leq \rho^1 < \rho^2\}} - 1) \varphi(\rho^1).
$$

In combination (4.28), (4.29), and (4.30) prove with (3.5), the definition of $\xi^F$, the fact that $\varphi(0) = 0$, and (4.27) that, after passing to a subsequence $\delta \to 0$, almost surely for every $t \in [0, T]$,

$$
\lim_{\delta \to 0} \left( \lim_{\varepsilon \to 0} I_t^{\text{mart}} \right) = \int_0^t \int_{\mathbb{R}^d} \nabla \cdot (\sigma(\rho^1) \xi^F) \, dy \, d\eta \\
+ \int_0^t \int_{\mathbb{R}^d} \nabla \cdot (\sigma(\rho^2) \xi^F) \, dy \, d\eta.
$$

Since $1_{\{\rho^2 > \rho^1\}} = 1 - 1_{\{\rho^1 = \rho^2\}} - 1_{\{\rho^1 < \rho^2\}}$ and since $\text{sgn}(\rho^2 - \rho^1) = 1_{\{\rho^1 = \rho^2\}} + 21_{\{\rho^1 < \rho^2\}} - 1$, along subsequences $\varepsilon, \delta \to 0$, almost surely for every $t \in [0, T]$,

$$
\lim_{\delta, \varepsilon \to 0} \left( I_t^{\text{mart}} \right) = \int_0^t \int_{\mathbb{R}^d} \text{sgn}(\rho^2 - \rho^1) \left( \varphi(\rho^1) \zeta \xi^F - \varphi(\rho^2) \zeta \xi^F \right) \, dy \, d\eta.
$$

(4.31)
where we observe that there is no ambiguity in interpreting the value of $\text{sgn}(0)$ since by Stampacchia’s lemma (see [31] Chapter 5, Exercises 17,18) we have that

$$
\int_0^T \int_{\mathbb{T}^d} 1_{\{\rho^1 = \rho^2\}} \left( \varphi_\beta(\rho^1) \zeta_M(\rho^1) \nabla \cdot (\sigma(\rho^1) \, d\xi^F) - \varphi_\beta(\rho^2) \zeta_M(\rho^2) \nabla \cdot (\sigma(\rho^2) \, d\xi^F) \right) \, dy = 0.
$$

For every $\beta \in (0,1)$ and $M \in \mathbb{N}$ let $\Theta_{\beta,M} : [0,\infty) \to [0,\infty)$ be the unique function that satisfies $\Theta_{\beta,M}(0) = 0$ and $\Theta'_{\beta,M}(\xi) = \varphi_\beta(\xi) \zeta_M(\xi) \sigma'(\xi)$. Returning to (4.31), it follows that, along subsequences,

$$
(4.32) \quad \lim_{\delta,\varepsilon \to 0} \left( I_{t\text{mart}} \right) = \int_0^t \int_{\mathbb{T}^d} \text{sgn}(\rho^2 - \rho^1) \nabla \cdot \left( (\Theta_{\beta,M}(\rho^1) - \Theta_{\beta,M}(\rho^2)) \, d\xi^F \right)
$$

+ \int_0^t \int_{\mathbb{T}^d} \text{sgn}(\rho^2 - \rho^1) \left( \varphi_\beta(\rho^1) \zeta_M(\rho^1) \sigma(\rho^1) - \Theta_{\beta,M}(\rho^1) \right) \nabla \cdot d\xi^F

- \int_0^t \int_{\mathbb{T}^d} \text{sgn}(\rho^2 - \rho^1) \left( \varphi_\beta(\rho^2) \zeta_M(\rho^2) \sigma(\rho^2) - \Theta_{\beta,M}(\rho^2) \right) \nabla \cdot d\xi^F.

For the first term on the right-hand side of (4.32), for $\text{sgn} = (\text{sgn} * \kappa_i^\delta)$ for every $\delta \in (0,1)$, it follows from (4.27) that, along a subsequence $\delta \to 0$ almost surely for every $t \in [0,T]$,

$$
(4.33) \quad \int_0^t \int_{\mathbb{T}^d} \text{sgn}(\rho^2 - \rho^1) \nabla \cdot \left( (\Theta_{\beta,M}(\rho^1) - \Theta_{\beta,M}(\rho^2)) \, d\xi^F \right)
$$

$$
= \lim_{\delta \to 0} \int_0^t \int_{\mathbb{T}^d} \text{sgn}(\rho^1 - \rho^2) \nabla \cdot \left( (\Theta_{\beta,M}(\rho^1) - \Theta_{\beta,M}(\rho^2)) \, d\xi^F \right)
$$

$$
= - \lim_{\delta \to 0} \int_0^T \int_{\mathbb{T}^d} (\text{sgn}^\delta)'(\rho^1 - \rho^2) \left( \Theta_{\beta,M}(\rho^1) - \Theta_{\beta,M}(\rho^2) \right) \nabla \rho^1 - \nabla \rho^2 \cdot d\xi^F.
$$

It follows from Assumption 4.1, Stampacchia’s lemma (see [31] Chapter 5, Exercises 17,18), and the definition on $\Theta_{\beta,M}$ that $\Theta_{\beta,M}$ is Lipschitz continuous on $\mathbb{R}$, and that there exists $c \in (0,\infty)$ independent of $\delta \in (0,1)$ but depending on the definition of the convolution kernel, $M \in \mathbb{N}$, and $\beta \in (0,1)$ such that, for all $\delta \in (0,\beta/4)$,

$$
\left| (\text{sgn}^\delta)'(\rho^1 - \rho^2) \left( \Theta_{\beta,M}(\rho^1) - \Theta_{\beta,M}(\rho^2) \right) \right| \leq c 1_{\{0 < |\rho^1 - \rho^2| < \delta \beta \text{ and } \beta \beta/4 < \rho^1 - \rho^2 < M + \delta \text{ for } i \in \{1,2\}}.
$$

It then follows from the local regularity of the solutions, the dominated convergence theorem, (4.27), and (4.33) that, almost surely for every $t \in [0,T]$,

$$
(4.34) \quad \int_0^t \int_{\mathbb{T}^d} \text{sgn}(\rho^2 - \rho^1) \nabla \cdot \left( (\Theta_{\beta,M}(\rho^1) - \Theta_{\beta,M}(\rho^2)) \, d\xi^F \right) = 0.
$$

For the second term on the right-hand side of (4.32), it follows from the $L^2$-integrability of the $\sigma(\rho^i)$ that

$$
\lim_{M \to \infty} \left( \lim_{\beta \to 0} \varphi_\beta(\rho^i) \zeta_M(\rho^i) \sigma(\rho^i) \right) = \sigma(\rho^i) \text{ strongly in } L^2(\mathbb{T}^d \times [0,T]).
$$

It follows from the definition of $\Theta_{\beta,M}$, from $\sigma(0) = 0$, and an explicit computation using the integration by parts formula and the definitions of $\varphi_\beta$ and $\zeta_M$ that there exists $c \in (0,\infty)$ such that, for every $M \in [1,\infty)$ and $\beta \in (0,1/2)$,

$$
|\sigma(\rho^i) - \Theta_{\beta,M}(\rho^i)| \leq c \left( \sup_{\xi \in [0,\beta]} |\sigma(\xi)| + \sup_{\xi \in [M(M+1)\rho^1]} |\sigma(\xi)| \right) 1_{\{\rho^1 > M\}}.
$$

The first term converges to zero as $\beta \to 0$ using the continuity of $\sigma$ and $\sigma(0) = 0$, the second term converges to zero strongly in $L^2(\Omega \times [0,T]; L^2(\mathbb{T}^d))$ as $M \to \infty$ using the $L^2$-integrability of $\sigma(\rho^i)$ and the $L^1$-integrability of $\rho^i$, and using (4.9) of Assumption 4.1 the final term converges strongly
to zero as \( M \to \infty \) in \( L^2(\Omega \times [0, T]; L^2(\mathbb{T}^d)) \). It then follows from (4.27) that, along subsequences \( \beta \to 0 \) and \( M \to \infty \), almost surely for every \( t \in [0, T] \),

\[
\lim_{M \to \infty} \left( \lim_{\beta \to 0} \left( \lim_{\delta \to 0} \left( \lim_{\epsilon \to 0} I^\text{mart}_t \right) \right) \right) = 0.
\]

and similarly for the analogous term defined by \( \rho^2 \). In combination (4.32), (4.34), and (4.35) prove that, along subsequences, almost surely for every \( t \in [0, T] \),

\[
\lim_{M \to \infty} \left( \lim_{\beta \to 0} \left( \lim_{\delta \to 0} \left( \lim_{\epsilon \to 0} I^\text{cons}_t \right) \right) \right) = 0.
\]

**The conservative term.** The conservative term is given for every \( t \in [0, T] \) by

\[
I^\text{cons}_t = \int_0^t \int_{\mathbb{R}} \int_{\mathbb{T}^d} \kappa \cdot \nu(\rho^1)(2\chi + 1) \partial_\eta(\varphi_\beta(\eta) \zeta_M(\eta)) \, dq^1(x, \xi, s) + \frac{1}{2} \int_0^t \int_{\mathbb{R}} \int_{\mathbb{T}^d} (F_3(x) \sigma^2(\rho^1(x, s)) + \sigma(\rho^1) \sigma'(\rho^1) \nabla \cdot F_2(x)) \, dq^2(x, \xi, s) + \frac{1}{2} \int_0^t \int_{\mathbb{R}} \int_{\mathbb{T}^d} (F_3(x) \sigma^2(\rho^1(x, s)) + \sigma(\rho^1) \sigma'(\rho^1) \nabla \cdot F_2(x)) \, dq^3(x, \xi, s).
\]

For the terms involving the kinetic measures, it follows from Definition 4.5 and the boundedness of the kinetic function that there exists \( c \in (0, \infty) \) such that

\[
\lim_{\epsilon, \delta \to 0} \left( \int_0^t \int_{\mathbb{R}} \int_{\mathbb{T}^d} \kappa \cdot \nu(\rho^1)(2\chi + 1) \partial_\eta(\varphi_\beta(\eta) \zeta_M(\eta)) \, dq^1(x, \xi, s) \right) \leq c \left( \beta^{-1} q^1(\mathbb{T}^d \times [\beta/2, \beta] \times [0, T]) + q^1(\mathbb{T}^d \times [M, M + 1] \times [0, T]) \right),
\]

and similarly for the term involving \( \rho^2 \). It then follows from property (8.7) of Definition 4.4, the nonnegativity of the measures, and Fatou’s lemma that there almost surely exist subsequences \( \beta \to 0 \) and \( M \to \infty \) such that

\[
\lim_{M \to \infty} \left( \lim_{\beta \to 0} \left( \beta^{-1} q^1(\mathbb{T}^d \times [\beta/2, \beta] \times [0, T]) + q^1(\mathbb{T}^d \times [M, M + 1] \times [0, T]) \right) \right) = 0,
\]

and similarly for the term involving \( \rho^2 \). The terms involving \( F_3 \) are treated identically to how they were treated in Proposition 4.6 using the \( L^2 \)-integrability of the \( \sigma(\rho^1) \), Assumption 4.1 and the boundedness of \( F_3 \). Finally, for the terms involving \( F_2 \), we pass to the limit \( \epsilon, \delta \to 0 \) exactly
as in the arguments leading from (4.28) to (4.31) using Stampacchia’s lemma (see [31], Chapter 5, Exercises 17,18), Definition 4.5, and property (3.5) of Definition 3.4 to see that these terms become

\[
\beta^{-1} \int_0^T \int_{\mathbb{T}^d} \text{sgn}(\rho^2 - \rho^1) \nabla \left( (\sigma^2((\rho^1 \wedge \beta) \vee \beta/2) - \sigma^2(\beta/2)) - (\sigma^2((\rho^2 \wedge \beta) \vee \beta/2) - \sigma^2(\beta/2)) \right) \cdot F_2
\]
\[+ \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} \text{sgn}(\rho^2 - \rho^1) \nabla \left( \sigma^2((\rho^1 \wedge (M + 1)) \vee M) - \sigma^2(M) \right) \cdot F_2
\]
\[- \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} \text{sgn}(\rho^2 - \rho^1) \nabla \left( \sigma^2((\rho^2 \wedge (M + 1)) \vee M) - \sigma^2(M) \right) \cdot F_2.
\]

We then pass to the limits \( \beta \to 0 \) and \( M \to \infty \) exactly as in Proposition 4.6 and (4.34), using the local regularity of \( \sigma \) and either that \( \nabla \cdot F = 0 \) or that \( (\sigma \sigma')(0) \in C([0, \infty)) \) with \( (\sigma \sigma')(0) = 0 \). In combination these estimates prove that there almost surely exist subsequences such that, for every \( t \in [0, T] \),

\[
(4.38) \quad \lim_{M \to \infty} \left( \lim_{\beta \to 0} \left( \lim_{\delta \to 0} \left( \lim_{\varepsilon \to 0} I_{t}^{\text{cut}} \right) \right) \right) = 0.
\]

**Conclusion.** Properties of the kinetic function (4.2) and estimates (4.22), (4.23), (4.26), (4.28), (4.37), and (4.38) prove that there almost surely exist random subsequences \( \varepsilon, \delta, \beta \to 0 \) and \( M \to \infty \) such that, for every \( t \in [0, T] \),

\[
\int_{\mathbb{R}} \int_{\mathbb{T}^d} |\chi^1_t - \chi^2_t|^2 \bigg|_{s=0}^{s=t} = \lim_{M \to \infty} \left( \lim_{\beta \to 0} \left( \lim_{\delta \to 0} \left( \lim_{\varepsilon \to 0} \int_{\mathbb{R}} \int_{\mathbb{T}^d} |\chi^{\varepsilon, \delta}_{t,1} - \chi^{\varepsilon, \delta}_{t,2}|^2 \varphi \beta \zeta_M \bigg|_{s=0}^{s=t} \right) \right) \right)
\]
\[\leq \lim_{M \to \infty} \left( \lim_{\beta \to 0} \left( \lim_{\delta \to 0} \left( \lim_{\varepsilon \to 0} \left( -2I_{t}^{\text{err}} - 2I_{t}^{\text{mart}} + I_{t}^{\text{cut}} + I_{t}^{\text{cons}} \right) \right) \right) \right) = 0.
\]

Properties of the kinetic function (4.2) then prove that

\[
\int_{\mathbb{T}^d} |\rho^1(\cdot, t) - \rho^2(\cdot, t)| = \int_{\mathbb{R}} \int_{\mathbb{T}^d} |\chi^1_t - \chi^2_t|^2 \leq \int_{\mathbb{R}} \int_{\mathbb{T}^d} |\nabla(\rho_0^1) - \nabla(\rho_0^2)|^2 = \int_{\mathbb{T}^d} |\rho_0^1 - \rho_0^2|,
\]

which completes the proof.

## 5. Existence of stochastic kinetic solutions

In this section, we construct a stochastic kinetic solution of (1.2) in the sense of Definition 3.4. The section is split into three subsections. In Section 5.1 we obtain stable priori estimates for solutions to a regularized version of (1.2), and in Section 5.2 we construct using these a priori estimates a solution to the regularization of (1.2). Finally, in Section 5.3 we pass to the limit with respect to these regularizations and construct a solution of (1.2).

### 5.1. A priori estimates for (1.2)

In this section, we establish a priori estimates for the approximate equation

(5.1)

\[
d\rho = \Delta \Phi(\rho) \, dt + \alpha \Delta \rho \, dt - \nabla \cdot (\sigma(\rho) \, d\xi^F + \nu(\rho) \, dt) + \frac{1}{2} \nabla \cdot (F_1[\sigma'(\rho)]^2 \nabla \rho + (\sigma(\rho) \sigma'(\rho) F_2) \, dt,
\]

for \( \alpha \in (0, \infty) \), and for nonlinearities \( \Phi, \sigma, \) and \( \nu \) satisfying Assumptions 5.2 and 5.6 below. These estimates provide the foundation for our existence theory.

The most important estimates of the section are proven in Proposition 5.9, which are based on the auxiliary function introduced in Lemma 5.1 and Assumptions 5.2 and 5.6. In Lemma 5.11 and Corollary 5.12 we show that the estimates of Proposition 5.9 imply fractional Sobolev regularity for the solution. In Proposition 5.14 we obtain stable \( W^{\beta, 1}_t H^{-s}_x \)-estimates for nonlinear functions.
Lemma 5.1. Let $Φ ∈ C([0, ∞)) \cap C^1_{\text{loc}}((0, ∞))$ be strictly increasing with $Φ(0) = 0$, let $p ∈ [2, ∞)$, and let $Θ_{Φ,p} ∈ C([0, ∞)) \cap C^1_{\text{loc}}((0, ∞))$ be the unique function satisfying $Θ_{Φ,p}(0) = 0$ and $Θ_{Φ,p}(ξ) = ξ^{(p−2)/2}|Φ′(ξ)|^{1/2}$. Assume that there exists $c ∈ (0, ∞)$ and $m ∈ \mathbb{N}$ such that $Φ(ξ) ≤ c(1 + ξ^m)$ for every $ξ ∈ [0, ∞)$. Then, for every $p ∈ [2, ∞)$ there exists $c ∈ (0, ∞)$ such that

$$0 ≤ Θ_{Φ,p}(ξ) ≤ c(1 + ξ^m)$$

for every $ξ ∈ [0, ∞)$.

Proof. Since $Φ$ is strictly increasing, it follows from the fundamental theorem of calculus, $Φ(0) = 0$, and Hölder’s inequality that

$$0 ≤ Θ_{Φ,p}(ξ) = \int_0^ξ (ξ')^{p−2/2}[Φ′(ξ')]^{1/2} dξ' ≤ \frac{1}{2}\xi^{p−1} \left(\int_0^ξ Φ′(ξ') dξ'\right)^{1/2} = \frac{1}{2}\xi^{p−1}Φ(ξ)^{1/2}.$$

The claim now follows from $Φ(ξ) ≤ c(1 + ξ^m)$ and Young’s inequality. □

Assumption 5.2. Let $Φ, σ ∈ C([0, ∞)) \cap C^1_{\text{loc}}((0, ∞))$, $ν ∈ C([0, ∞); \mathbb{R}^d) \cap C^1_{\text{loc}}((0, ∞); \mathbb{R}^d)$, and $p ∈ [2, ∞)$ satisfy the following seven assumptions.

(i) We have $Φ(0) = σ(0) = 0$ and $Φ' > 0$ on $(0, ∞)$.

(ii) There exists $m ∈ [1, ∞)$ and $c ∈ (0, ∞)$ such that

$$Φ(ξ) ≤ c(1 + ξ^m)$$

for every $ξ ∈ [0, ∞)$.

(iii) There exists $c ∈ (0, ∞)$ such that, for $Θ_{Φ,p}$ defined in Lemma 5.1

$$|ν(ξ)| + Φ′(ξ) ≤ c(1 + ξ + Θ_{Φ,p}(ξ))$$

for every $ξ ∈ (0, ∞)$.

(iv) Either there exists $c ∈ (0, ∞)$ and $θ ∈ [0, 1/2]$ such that

$$ξ^{−(\frac{4}{4−p})}[Φ′(ξ)]^{−1/2} ≤ cξ^q$$

for every $ξ ∈ (0, ∞)$, or for $Θ_{Φ,p}$ defined in Lemma 5.1 there exists $c ∈ (0, ∞)$ and $q ∈ [1, ∞)$ such that

$$|ξ − ξ'|^q ≤ c|Θ_{Φ,p}(ξ) − Θ_{Φ,p}(ξ')|^q$$

for every $ξ, ξ' ∈ [0, ∞)$.

(v) For $Θ_{Φ,2}$ and $Θ_{Φ,p}$ defined in Lemma 5.1 there exists $c ∈ (0, ∞)$ such that

$$σ^2(ξ) ≤ c(1 + ξ + Θ_{Φ,2}^2(ξ))$$

and $ξ^{p−2}σ^2(ξ) ≤ c(1 + ξ + Θ_{Φ,p}^2(ξ))$ for every $ξ ∈ [0, ∞)$.

(vi) Either $∇ · F_2 = 0$ or for the unique function $Ψ_{σ,p} ∈ C([0, ∞)) \cap C^1_{\text{loc}}((0, ∞))$ defined by

$$Ψ_{σ,p}(0) = 0$$

and $Ψ'_{σ,p}(ξ) = ξ^{p−2}σ(ξ)σ′(ξ)$ there exists $c ∈ (0, ∞)$ such that

$$|Ψ_{σ,p}(ξ)| ≤ c(1 + ξ + Θ_{Φ,p}^2(ξ))$$

for every $ξ ∈ [0, ∞)$.

(vii) For every $δ ∈ (0, 1)$ there exists $c_δ ∈ (0, ∞)$ such that, for every $ξ ∈ (δ, ∞)$,

$$|σ′(ξ)|^4 Φ′(ξ) + (σ(ξ)σ′(ξ))^2 + Φ′(ξ) ≤ c_δ(1 + ξ + Θ_{Φ,p}^2(ξ)).$$

Example 5.3. In the model case that $Ψ_{σ,p}(ξ) = ξ^m$ the function $Θ_{Φ,p}$ defined in Lemma 5.1 is given for a constant $c_{p,m} ∈ (0, ∞)$ by

$$Θ_{Φ,p}(ξ) = c_{p,m}ξ^{m+p−1}.$$
exists

It follows from (5.9) that there exists a solution of (5.1) with initial data (5.11) and let $\psi \in C(0, \infty)$ be measurable with $\Psi(z) \in H^1(\mathbb{T}^d)$. Then for every $\varepsilon \in (0, 1)$ there exists $c \in (0, \infty)$ depending on $\varepsilon$ such that

$$\|\Psi(z)\|_{L^2(\mathbb{T}^d)}^2 \leq c(1 + \|z\|^p_{L^1(\mathbb{T}^d)}) + \varepsilon \|\nabla \Psi(z)\|_{L^2(\mathbb{T}^d)}^2.$$  

**Proof.** It follows from (5.9) that there exists $c \in (0, \infty)$ such that

$$\|\Psi(z)\|_{L^2(\mathbb{T}^d)}^2 \leq c(1 + \|z\|^p_{L^1(\mathbb{T}^d)}).$$

Let $2^* = 6$ if $d \in \{1, 2, 3\}$ and let $\gamma_{2^*} = 1/2 - 1/d$ if $d \geq 3$. The triangle inequality, Hölder’s inequality, and the Sobolev inequality prove that there exists $c \in (0, \infty)$ such that

$$\|\Psi(z)\|_{L^2(\mathbb{T}^d)}^2 \leq c \left( (\langle \Psi(z) \rangle)^2 + \left( \int_{\mathbb{T}^d} (\Psi(z) - \langle \Psi(z) \rangle)^2 \right)^{\frac{p}{2}} \right) \leq c \left( \mathbb{E} \left[ \|\Psi(z)\|_{L^2(\mathbb{T}^d)}^2 \right] + \mathbb{E} \left[ \int_{\mathbb{T}^d} |\nabla \Psi(z)|^2 \right] \right),$$

for $\langle \Psi(z) \rangle = \int_{\mathbb{T}^d} \Psi(z)$. Since $1 \leq p \leq \frac{2^*}{2}$, interpolating between estimates (5.11) and (5.12) yields for $1/p = \theta + 2(1 - \gamma_{2^*})/2p$ that

$$\|\Psi(z)\|_{L^2(\mathbb{T}^d)}^2 = \left\|\Psi(z)\right\|_{L^p(\mathbb{T}^d)}^2 \leq \left\|\Psi(z)\right\|_{L^1(\mathbb{T}^d)}^\theta \left\|\Psi(z)\right\|_{L^2(\mathbb{T}^d)}^{(1 - \theta)p},$$

and hence by Hölder’s inequality, Young’s inequality, (5.11), and (5.12) for every $\delta \in (0, 1)$ there exists $c \in (0, \infty)$ such that

$$\|\Psi(z)\|_{L^2(\mathbb{T}^d)}^2 \leq \delta \|\Psi(z)\|_{L^2(\mathbb{T}^d)}^2 + \delta \int_{\mathbb{T}^d} |\nabla \Psi(z)|^2 + c \left( 1 + \|z\|^p_{L^1(\mathbb{T}^d)} \right).$$

After choosing $\delta(1 - \delta)^{-1} = \varepsilon$ this completes the proof.

**Remark 5.5.** The following assumption is only used to obtain the a priori estimates below and to construct solutions on an approximate level in Section 5.2, where the purpose of this assumption is to avoid singularities like (1.8) in the Itô-correction. We dispense with this assumption and treat general nonlinearities $\sigma$ in Section 5.3.

**Assumption 5.6.** Let $\sigma \in C((0, \infty)) \cap C^\infty((0, \infty))$ with $\sigma(0) = 0$ and with $\sigma' \in C^\infty_0((0, \infty))$.

**Definition 5.7.** Let $\xi^F$, $\Phi$, $\sigma$, and $\nu$ satisfy Assumptions 2.1, 5.2, and 5.6 for some $p \in [2, \infty)$, let $\alpha \in (0, 1)$, and let $\rho_0 \in L^{p+m-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $F_0$-measurable. A solution of (5.1) with initial data $\rho_0$ is a continuous $L^p(\mathbb{T}^d)$-valued, nonnegative, $F_t$-predictable process $\rho$ such that almost surely $\rho$ and $\Theta_{t, \rho}(\rho)$ are in $L^2([0, T]; H^1(\mathbb{T}^d))$ and such that for every $\psi \in C^\infty(\mathbb{T}^d)$, almost surely for every $t \in [0, T]$,

$$\int_{\mathbb{T}^d} \rho(x, t) \psi(x) \, dx = \int_{\mathbb{T}^d} \rho_0 \psi \, dx - \int_0^t \int_{\mathbb{T}^d} \Phi'(\rho) \nabla \rho \cdot \nabla \psi - \alpha \int_0^t \int_{\mathbb{T}^d} \nabla \rho \cdot \nabla \psi + \int_0^t \int_{\mathbb{T}^d} \nu(\rho) \cdot \nabla \psi$$

$$+ \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \nabla \psi \cdot d\xi^F - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} F_1(\sigma'(\rho))^2 \nabla \rho \cdot \nabla \psi - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \sigma'(\rho) F_2 \cdot \nabla \psi.$$
Remark 5.8. In Definition 5.7 the distributional equality $\Phi'(\rho) \nabla \rho = [\Phi'(\rho)]^{1/2} \nabla \Theta_{\Phi,2}(\rho)$, the assumption that $\Theta_{\Phi,2}(\rho)$ is an $L^2_\square H^1_\square$-function, (5.3), and Hölder's inequality prove that the term $\Phi'(\rho) \nabla \rho$ is integrable. The integrability of $\nu(\rho)$ follows from (5.3) and the estimates of Proposition 5.9 below.

Proposition 5.9. Let $\xi^F$, $\Phi$, $\sigma$, and $\nu$ satisfy Assumptions 2.1, 5.2, and 5.6 for some $p \in [2, \infty)$, let $\alpha \in (0, 1)$, let $T \in [1, \infty)$, let $\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; \mathcal{F}_T)$ be nonnegative and $\mathcal{F}_0$-measurable, and let $\rho$ be a solution of (5.1) in the sense of Definition 5.1. Then, almost surely for every $t \in [0, T]$,

$$\|\rho(\cdot, t)\|_{L^1(\mathbb{T}^d)} = \|\rho_0\|_{L^1(\mathbb{T}^d)}.$$  

For $\Theta_{\Phi, \rho}$ defined in Lemma 5.1 there exists $c \in (0, \infty)$ depending on $p$ but independent of $\alpha$ and $T$ such that

$$\sup_{t \in [0, T]} \mathbb{E} \left[ \int_{\mathbb{T}^d} \rho^p(x, t) \right] + \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} |\nabla \Theta_{\Phi, \rho}(\rho)|^2 \right] + \mathbb{E} \left[ \alpha \int_0^T \int_{\mathbb{T}^d} |\rho|^{p-2} |\nabla \rho|^2 \right]$$

$$\leq cT \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^{m+p-1} + \|\rho_0\|_{L^p(\mathbb{T}^d)}^p \right] \right).$$

For every $M_1 < M_2 \in (0, \infty)$ there exists $c \in (0, \infty)$ independent of $M_1$ and $M_2$ such that

$$\mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} \Phi'(\rho) |\nabla \rho|^2 + \alpha \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} |\nabla \rho|^2 \right]$$

$$\leq c \mathbb{E} \left[ \int_0^T (\rho_0 - M_1)_+ + \int_0^T \int_{\mathbb{T}^d} 1_{\{\rho \geq M_1\}} \sigma^2(\rho) \wedge M_2 \right].$$

Proof. The $L^1$-estimate follows from the nonnegativity of $\rho$, after choosing $\psi = 1$ in Definition 5.7. For the energy estimate (5.14), it follows from Assumption 5.2 and Itô’s formula—which is justified similarly to [32 Proposition 7.7] using the version of Itô’s formula proven in Krylov [57 Theorem 3.1]—that, for $\Theta_{\Phi, \rho}$ defined in Lemma 5.1 almost surely for every $t \in [0, T]$,

$$\frac{1}{p(p-1)} \int_{\mathbb{T}^d} \rho^2(x, s) \bigg|_{s=0}^{s=t} = - \int_0^t \int_{\mathbb{T}^d} |\nabla \Theta_{\Phi, \rho}(\rho)|^2 - \alpha \int_0^t \int_{\mathbb{T}^d} |\rho|^{p-2} |\nabla \rho|^2$$

$$+ \int_0^t \int_{\mathbb{T}^d} |\rho|^{p-2} \nu(\rho) \cdot \nabla \rho + \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) |\rho|^{p-2} \nabla \rho \cdot d\xi^F - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} F_1(\sigma(\rho))^2 |\rho|^{p-2} |\nabla \rho|^2$$

$$- \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \sigma'(\rho) |\rho|^{p-2} F_2 \cdot \nabla \rho + \frac{1}{2} \sum_{k=1}^\infty \int_0^t \int_{\mathbb{T}^d} |\rho|^{p-2} (\nabla \cdot (\sigma(\rho) f_k))^2.$$
For the third term on the righthand side of (5.18), it follows that

\begin{equation}
(5.19) \quad \left| \int_0^T \int_{\mathbb{T}^d} |\rho|^{p-2} \nabla \rho \cdot \nu(\rho) \right| = \left| \sum_{i=1}^d \int_0^T \int_{\mathbb{T}^d} \partial_i (\Theta_{\nu,p,i}(\rho)) \right| = 0,
\end{equation}

for \( \Theta_{\nu,p,i} \in C([0, \infty)) \cap C^1_{\text{loc}}((0, \infty)) \) the unique functions satisfying \( \Theta_{\nu,p,i}(0) = 0 \) and \( \Theta'_{\nu,p,i}(\xi) = |\xi|^{p-2} \nu_i(\xi) \). After integrating by parts in the final term of (5.18),

\[
\int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \sigma'(\rho) |\rho|^{p-2} F_2 \cdot \nabla \rho = -\int_0^t \int_{\mathbb{T}^d} \Psi_{\sigma,p}(\rho) \nabla \cdot F_2,
\]

for \( \Psi_{\sigma,p} \in C([0, \infty)) \cap C^1_{\text{loc}}((0, \infty)) \) defined in (5.7). It follows that this term is zero if \( \nabla \cdot F_2 = 0 \) or using the boundedness of \( \nabla \cdot F_2 \) that it is bounded by (5.7). After taking the expectation of (5.18), it follows from \( T \in [1, \infty) \), (5.6), (5.13), the boundedness of \( \nabla \cdot F_2 \) and \( F_3 \), Hölder’s inequality, and Young’s inequality that there exists \( c \in (0, \infty) \) such that

\[
\sup_{t \in [0, T]} \mathbb{E} \left[ \int_0^T \rho^p(x, t) \right] + \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} |\nabla \Theta_{\Phi,p}(\rho)|^2 \right] + \mathbb{E} \left[ \alpha \int_0^T \int_{\mathbb{T}^d} |\rho|^{p-2} |\nabla \rho|^2 \right] \\
\leq cT \mathbb{E} \left[ 1 + \|\rho_0\|_{L^1(\mathbb{T}^d)} + \int_0^T \rho_0^a + \int_0^T \Theta_{\Phi,p}(\rho) \right].
\]

Lemma 5.11, the interpolation estimate (5.10) with \( \Psi = \Theta_{\Phi,p} \) integrated in time, the \( L^1 \)-estimate (5.13), \( T \in [1, \infty) \), and Young’s inequality prove that there exists \( c \in (0, \infty) \) such that

\[
\sup_{t \in [0, T]} \mathbb{E} \left[ \int_0^T \rho^p(x, t) \right] + \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} |\nabla \Theta_{\Phi,p}(\rho)|^2 \right] + \mathbb{E} \left[ \alpha \int_0^T \int_{\mathbb{T}^d} |\rho|^{p-2} |\nabla \rho|^2 \right] \\
\leq cT \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^2(\mathbb{T}^d)}^{m+p-1} + \|\rho_0\|_{L^p(\mathbb{T}^d)}^{p} \right] \right),
\]

which completes the proof of (5.14).

To prove (5.15), following an approximation argument that justifies applying Itô’s formula [31, Theorem 3.1] as in [32, Proposition 7.7] to the unique function \( S_M : [0, \infty) \to [0, \infty) \) satisfying \( S_M''(\xi) = 1_{\{M_1 < \xi < M_2\}} \), after observing the cancellation between the Itô- and Itô-to-Stratonovich corrections as above, we have almost surely that

\[
\int_{\mathbb{T}^d} S_M(\rho(x, T)) = \int_{\mathbb{T}^d} S_M(\rho_0) - \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} \Phi'(\rho) |\nabla \rho|^2 - \alpha \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} |\nabla \rho|^2 \\
+ \int_0^T \int_{\mathbb{T}^d} S_M''(\rho) \nu(\rho) \cdot \nabla \rho + \int_0^T \int_{\mathbb{T}^d} S_M''(\rho) \sigma(\rho) \nabla \rho \cdot d\xi_F \\
+ \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} \left( \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 + F_3 \sigma^2(\rho) \right).
\]

The fourth term on the righthand side vanishes similarly to (5.19). Therefore, after taking the expectation and using the distributional equality

\[
1_{\{M_1 < \rho < M_2\}} \sigma(\rho) \sigma'(\rho) \nabla \rho = \frac{1}{2} \nabla \left[ \sigma^2((\rho \wedge M_2) \vee M_1) - \sigma^2(M_1) \right],
\]

we have using the definition of \( S_M \) that

\[
\mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} \Phi'(\rho) |\nabla \rho|^2 + \alpha \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} |\nabla \rho|^2 \right] \leq \mathbb{E} \left[ \int_{\mathbb{T}^d} (\rho_0 - M_1)_+ \right] \\
- \frac{1}{2} \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \left( \frac{1}{2} \left( \sigma^2((\rho \wedge M_2) \vee M_1) - \sigma^2(M_1) \right) \nabla \cdot F_2 - 1_{\{M_1 < \rho < M_2\}} F_3 \sigma^2(\rho) \right) \right].
\]}
The boundedness of $\nabla \cdot F_2$ and $F_3$ prove that there exists $c \in (0, \infty)$ such that
\[
\mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} \Phi'(\rho) |\nabla \rho|^2 + \alpha \int_0^T \int_{\mathbb{T}^d} 1_{\{M_1 < \rho < M_2\}} |\nabla \rho|^2 \right] 
\leq c \mathbb{E} \left[ \int_{\mathbb{T}^d} (\rho_0 - M_1)_+ + \int_0^T \int_{\mathbb{T}^d} 1_{\{\rho \geq M_1\}} \sigma^2(\rho \wedge M_2) \right],
\]
which completes the proof of (5.15) and the proof.

\[\square\]

**Remark 5.10.** Observe that Assumption 5.2 guarantees that the estimates of Proposition 5.9 are always satisfied in the case $p = 2$, even when $p \in (2, \infty)$. The case $p = 2$ appears in the definition of the approximate kinetic measures (5.31) below.

**Lemma 5.11.** Let $\Phi$ satisfy Assumption 5.2 for some $p \in [2, \infty)$ and let $z \in H^1(\mathbb{T}^d)$ be nonnegative. If $\Phi$ satisfies (5.4), then
\[
\|\nabla z\|_{L^1(\mathbb{T}^d, \mathbb{R}^d)} \leq \|z\|_{L^1(\mathbb{T}^d)}^\theta \|\nabla \Theta_{\Phi,p}(z)\|_{L^2(\mathbb{T}^d)}. \tag{5.20}
\]
If $\Phi$ satisfies (5.5), then for every $\beta \in (0, 2/q \wedge 1)$, for some $c \in (0, \infty)$ depending on $\beta$,
\[
\|z\|_{W^{\beta,1}(\mathbb{T}^d)} \leq c \left( \|z\|_{L^1(\mathbb{T}^d)} + \|\nabla \Theta_{\Phi,p}(z)\|_{L^2(\mathbb{T}^d)} \right).
\]

**Proof.** It follows from an approximation argument using (5.4), $\Phi \in C^1_{loc}(0, \infty)$, and the chain rule (see Chapter 5, Exercises 17, 18) that $\nabla z = |\rho|^{2-p} \Phi'(z)^{-1/2} \nabla \Theta_{\Phi,p}(z)$. It then follows from (5.4) and Hölder’s inequality that, for $\theta \in [0, 1/2]$ as in (5.4) and for some $c \in (0, \infty)$,
\[
\|\nabla z\|_{L^1(\mathbb{T}^d)} \leq c \|z^\theta \nabla \Theta_{\Phi,p}(z)\|_{L^2(\mathbb{T}^d)} \leq c \|z^{\theta/2} \Theta_{\Phi,p}(z)\|_{L^2(\mathbb{T}^d)} \leq c \|z\|_{L^1(\mathbb{T}^d)} \|\nabla \Theta_{\Phi,p}(z)\|_{L^2(\mathbb{T}^d)},
\]
which completes the proof of (5.20). If $\Phi$ satisfies (5.5), then for $q \in [1, \infty)$ as in (5.5) the fractional Sobolev semi-norm satisfies, for every $\beta \in (0, 2/q \wedge 1)$, for some $c \in (0, \infty)$ depending on $\beta$,
\[
\int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \frac{|z(x) - z(y)|}{|x - y|^{d+\beta}} \, dx \, dy \leq c \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \frac{|\Theta_{\Phi,p}(z)(x) - \Theta_{\Phi,p}(z)(y)|^{2/\beta}}{|x - y|^{d+\beta}} \, dx \, dy
\]
\[
\leq c \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \int_0^1 \frac{1}{|x - y|^{d+\beta}} \, ds \, dy = c \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \int_0^1 |\nabla \Theta_{\Phi,p}(z)(y + s(x - y))|^{2/\beta} \, ds \, dx \, dy.
\]
It then follows from Hölder’s inequality, $q \in [1, \infty)$, and $d + \beta - 2/q < d$ that there exists $c \in (0, \infty)$ depending on $\beta$ such that
\[
\int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \frac{|z(x) - z(y)|}{|x - y|^{d+\beta}} \, dx \, dy \leq c \left( \int_{\mathbb{T}^d} |\nabla \Theta_{\Phi,p}(z)|^{2} \, dx \right)^{1/\beta},
\]
which, together with the definition of the fractional Sobolev norm, completes the proof. \[\square\]

**Corollary 5.12.** Let $\xi^F$, $\Phi$, $\sigma$, and $\nu$ satisfy Assumptions 2.1, 5.2, and 5.6 for some $p \in \{2, \infty\}$, let $T \in [1, \infty)$, let $\alpha \in (0, 1)$, let $\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $F_0$-measurable, and let $\rho$ be a solution of (5.1) in the sense of Definition 5.7. Then, if $\Phi$ satisfies (5.4), for some $c \in (0, \infty)$ independent of $\alpha$ and $T$,
\[
\mathbb{E} \left[ \|\rho\|_{L^1([0,T]; W^{1,1}(\mathbb{T}^d))} \right] \leq cT \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^{m+p-1} + \int_{\mathbb{T}^d} \rho_0^p \right] \right).
\]
If $\Phi$ satisfies \eqref{5.5} then for every $\beta \in (0, 2/q \wedge 1)$ there exists $c \in (0, \infty)$ depending on $\beta$ but independent of $\alpha$ and $T$ such that

$$
\mathbb{E} \left[ \|\rho\|_{L^1([0,T]; W^{3,1}(\mathbb{T}^d))} \right] \leq cT \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^{m+p-1} + \int_{\mathbb{T}^d} \rho_0^p \right] \right).
$$

Proof. The proof is a consequence of Proposition \ref{prop5.9} and Lemma \ref{lemma5.11}. $T \in [1, \infty)$, $\theta \in [0, 1/2]$, $q \in (1, \infty)$, and Young’s inequality.

\textbf{Definition 5.13.} For every $\delta \in (0, 1)$ let $\psi_\delta \in C^\infty((0, \infty))$ be a smooth nondecreasing function satisfying $0 \leq \psi_\delta \leq 1$, $\psi_\delta(\xi) = 1$ if $\xi \geq \delta$, $\psi_\delta(\xi) = 0$ if $\xi \leq \delta/2$, and $|\psi_\delta'| \leq c/\delta$ for some $c \in (0, \infty)$ independent of $\delta$. For every $\delta \in (0, 1)$ let $\Psi_\delta \in C^\infty((0, \infty))$ be defined by

$$
\Psi_\delta(\xi) = \psi_\delta(\xi)\xi \text{ for every } \xi \in (0, \infty).
$$

\textbf{Proposition 5.14.} Let $\xi^F$, $\Phi$, $\sigma$, and $\nu$ satisfy Assumptions \ref{ass2.1}--\ref{ass5.6} for some $p \in [2, \infty)$, $T \in [1, \infty)$, $\alpha \in (0, 1)$, let $\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $\mathcal{F}_0$-measurable, and let $\rho$ be a solution of \eqref{5.1} in the sense of Definition \ref{def5.7}. Then, for every $\beta \in (0, 1/2)$ and $s > d/2 + 1$ there exists $c \in (0, \infty)$ depending on $\delta$, $\beta$, and $s$ but independent of $\alpha$ and $T$ such that

$$
\mathbb{E} \left[ \|\Psi_\delta(\rho(t))\|_{W^{3,1}([0,T]; H^{-s}(\mathbb{T}^d))} \right] \leq cT \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^{p+m-1} + \int_{\mathbb{T}^d} \rho_0^p \right] \right).
$$

Proof. It follows from Itô’s formula—which is justified similarly to \cite[Proposition 7.7]{32} using \cite[Theorem 3.1]{57}—the compact support of $\Psi_\delta$ in $(0, \infty)$, and the distributional equality \eqref{5,28} that, for every $\delta \in (0, 1)$, as distributions on $\mathbb{T}^d$, we have that $\Psi_\delta(\rho(x,t)) = \Psi_\delta(\rho_0) + I_{I^t}^v + I_{I^t}^{\text{mart}}$ for the finite variation part

$$
I_{I^t}^v = \int_0^t \nabla \cdot \left( \Psi_\delta'(\rho) \Phi'(\rho) \frac{\nabla \Theta_{\Phi,2}(\rho)}{|\Phi'(\rho)|^2} \nabla \Theta_{\Phi,2}(\rho) \right) - \int_0^t \Psi_\delta''(\rho) |\nabla \Theta_{\Phi,2}(\rho)|^2 + \alpha \int_0^t \nabla \cdot (\Psi_\delta'(\rho) \nabla \rho)
$$

$$
- \frac{1}{2} \int_0^t \Psi_\delta''(\rho) |\nabla \rho|^2 + \frac{1}{2} \int_0^t \nabla \cdot (\Psi_\delta'(\rho) F_1(x) \frac{\sigma'(\rho)^2}{|\Phi'(\rho)|^2} \nabla \Theta_{\Phi,2}(\rho)) \right)
$$

$$
+ \frac{1}{2} \int_0^t \nabla \cdot (\Psi_\delta'(\rho) \sigma(\rho) \sigma'(\rho) F_2) + \frac{1}{2} \int_0^t \Psi_\delta''(\rho) \frac{\sigma(\rho) \sigma'(\rho)}{|\Phi'(\rho)|^2} \nabla \Theta_{\Phi,2}(\rho) \cdot F_2 + \frac{1}{2} \int_0^t \Psi_\delta''(\rho) F_3(x) \sigma^2(\rho)
$$

$$
- \nabla \cdot \left( \int_0^t \Psi_\delta'(\rho) \rho(\rho) \right) + \int_0^t \Psi_\delta''(\rho) \rho(\rho) \cdot \nabla \rho,
$$

and for the martingale part

$$
I_{I^t}^{\text{mart}} = - \int_0^t \nabla \cdot (\Psi_\delta'(\rho) \sigma(\rho) \d \xi^F) + \int_0^t \Psi_\delta''(\rho) \Phi'(\rho) \nabla \Theta_{\Phi,2}(\rho) \cdot \d \xi^F.
$$

Since $s > \frac{d}{2} + 1$, it follows from the Sobolev embedding theorem that there exists $c \in (0, \infty)$ such that $\|f\|_{L^\infty(\mathbb{T}^d)} + \|\nabla f\|_{L^\infty(\mathbb{T}^d; \mathbb{R}^d)} \leq c \|f\|_{H^{s}(\mathbb{T}^d)}$. It then follows from the facts that $\Psi_\delta'$ is supported on $[\delta/2, \infty)$, that $\Psi_\delta''$ is supported on $[\delta/2, \delta]$, and that $\Phi' > 0$ on $(0, \infty)$, the facts that $\alpha \in (0, 1)$ and $T \in [1, \infty)$, and from Assumption \ref{ass5.2} and particularly \ref{ass5.8}, Hölder’s inequality, and Young’s inequality that there exists $c \in (0, \infty)$ depending on $\delta \in (0, 1)$ such that \eqref{5.21}

$$
\left\| I_{I^t}^v \right\|_{W^{1,1}([0,T]; H^{-s}(\mathbb{T}^d))} \leq cT \left( 1 + \|\rho_0\|_{L^1(\mathbb{T}^d)} + \|\Phi'(\rho) 1_{\{\rho \geq \delta/2\}}\|^2_{L^2(\mathbb{T}^d)} + \|\sigma(\rho) 1_{\{\rho \geq \delta/2\}}\|^2_{L^2(\mathbb{T}^d)} \right)
$$

$$
+ cT \left( \|\Theta_{\Phi,2}(\rho)\|^2_{L^2(\mathbb{T}^d \times [0,T])} + \|\nabla \Theta_{\Phi,2}(\rho)\|^2_{L^2(\mathbb{T}^d \times [0,T]; \mathbb{R}^d)} + \alpha \|\nabla \rho\|^2_{L^2(\mathbb{T}^d \times [0,T]; \mathbb{R}^d)} \right).
$$

It then follows from $\alpha \in (0, 1)$, $T \in [1, \infty)$, Remark \ref{rem5.10} the interpolation estimate \eqref{5.10} applied to $\Psi = \Theta_{\Phi,2}$, Proposition \ref{prop5.9} $p \in [2, \infty)$, Hölder’s inequality, Young’s inequality, and \eqref{5.21} that
there exists \( c \in (0, \infty) \) depending on \( \delta \) such that
\[
\mathbb{E} \left[ \left\| \mathcal{I}_t^{\text{mart}} - \mathcal{I}_s^{\text{mart}} \right\|^2_{H^{-s}(\mathbb{T}^d)} \right] \leq c T \left( 1 + \mathbb{E} \left[ \| \rho_0 \|^p + m^{-1} + \int_{\mathbb{T}^d} \rho_s^p \right] \right).
\]

It remains to treat the martingale part. Following a computation similar to Flandoli and Gatarek [38, Lemma 2.1], the Burkholder-Davis-Gundy inequality (see, for example, [87, Chapter 4, Theorem 4.1]), \( s > \frac{d}{2} + 1 \), the fact that \( \Psi^\rho_0 \) is supported on \( [\delta/2, \delta] \), Hölder’s inequality, Assumption 5.2 and particularly (5.6) and (5.8), and (5.13) prove that for any \( \beta \in (0, 1/2) \) there exists \( c \in (0, \infty) \) depending on \( \delta \) and \( \beta \) such that the fractional Sobolev seminorm satisfies
\[
\mathbb{E} \left[ \int_0^T \int_0^T |s-t|^{-(1+2\beta)} \| \mathcal{I}_t^{\text{mart}} - \mathcal{I}_s^{\text{mart}} \|^2_{H^{-s}(\mathbb{T}^d)} \, ds \, dt \right] \leq c \mathbb{E} \left[ T + T \| \rho_0 \|_{L^1(\mathbb{T}^d)} + \int_0^T \int_{\mathbb{T}^d} |\nabla \Theta_{\Phi,2}(\rho)|^2 + |\Theta_{\Phi,2}(\rho)|^2 \right].
\]

It follows similarly that there exists \( c \in (0, \infty) \) such that
\[
\mathbb{E} \left[ \| I_{t_{\phi}}^{\text{mart}} \|^2_{L^2([0,T];H^{-s}(\mathbb{T}^d))} \right] \leq c \mathbb{E} \left[ T + T \| \rho_0 \|_{L^1(\mathbb{T}^d)} + \int_0^T \int_{\mathbb{T}^d} |\nabla \Theta_{\Phi,2}(\rho)|^2 + |\Theta_{\Phi,2}(\rho)|^2 \right].
\]

The interpolation estimate (5.10), Proposition 5.9 (5.23), (5.24), \( p \in [2, \infty) \), Hölder’s inequality, Young’s inequality, and \( T \in [1, \infty) \) then prove that
\[
\mathbb{E} \left[ \| I_{t_{\phi}}^{\text{mart}} \|^2_{W^{\beta,2}([0,T];H^{-s}(\mathbb{T}^d))} \right] \leq c T \left( 1 + \mathbb{E} \left[ \| \rho_0 \|^p + m^{-1} + \int_{\mathbb{T}^d} \rho_s^p \right] \right). \tag{5.25}
\]

In combination (5.22), (5.25), and the embeddings \( W^{\beta,2} \hookrightarrow W^{\beta,1} \) for every \( \beta \in (0, 1/2) \) complete the proof.

**Remark 5.15.** The following definition and assumption are only used to treat initial data with finite entropy in the sense of Definition 5.16 below. In Definition 3.4 the role of these assumptions is to guarantee the integrability of the stochastic flux \( \sigma \). In the model case \( \sigma = \Phi^{1/2} \) for \( \Phi(\xi) = \xi^m \) this integrability amounts to \( L^p \hookrightarrow L^q \)-integrability for the solution, and in general a function with finite entropy is \( L^m \)-integrable only if \( m = 1 \). We emphasize that this assumption is satisfied by the model case \( \sigma = \Phi^{1/2} \) for \( \Phi(\xi) = \xi^m \) for every \( m \in [1, \infty) \).

**Definition 5.16.** The space of nonnegative, \( L^1(\mathbb{T}^d) \)-functions with finite entropy is the space
\[
\text{Ent}(\mathbb{T}^d) = \left\{ \rho \in L^1(\mathbb{T}^d) : \rho \geq 0 \text{ almost everywhere with } \int_{\mathbb{T}^d} \rho \log(\rho) < \infty \right\}.
\]

A function \( \rho \colon \Omega \to L^1(\mathbb{T}^d) \cap \text{Ent}(\mathbb{T}^d) \) satisfies \( \rho \in L^1(\Omega; \text{Ent}(\mathbb{T}^d)) \) if \( \rho \) is \( \mathcal{F}_0 \)-measurable with
\[
\mathbb{E} \left[ \| \rho \|_{L^1(\mathbb{T}^d)} \right] < \infty \text{ and } \mathbb{E} \left[ \int_{\mathbb{T}^d} \rho \log(\rho) \right] < \infty.
\]

**Assumption 5.17.** Let \( \Phi, \sigma \in C([0, \infty)) \) and \( \nu \in C([0, \infty); \mathbb{R}^d) \) satisfy the following four assumptions.

(i) There exists \( c \in (0, \infty) \) such that \( |\sigma(\xi)| \leq c \Phi^{1/2}(\xi) \) for every \( \xi \in [0, \infty) \).

(ii) There exists \( c \in (0, \infty) \) such that
\[
|\nu(\xi)| + \Phi^{1/2}(\xi) \leq c (1 + \xi + \Phi(\xi)) \text{ for every } \xi \in [0, \infty).
\]

(iii) We have \( \nabla \cdot F_2 = 0 \).

(iv) We have that \( \log(\Phi) \) is locally integrable on \( [0, \infty) \).
Proposition 5.18. Let \( \xi^F, \Phi, \sigma, \) and \( \nu \) satisfy Assumptions 2.1, 5.2, 5.6, and 5.17 for some \( p \in [2, \infty) \), let \( \alpha \in (0, 1) \), let \( T \in [1, \infty) \), let \( \rho_0 \in L^m(\Omega; L^1(T^d)) \cap L^1(\Omega; \text{Ent}(T^d)) \) be \( F_0 \)-measurable, and let \( \rho \) be a solution of (5.21) in the sense of Definition 5.7. Then there exists \( c \in (0, \infty) \) independent of \( \alpha \) and \( T \) such that, for \( \Psi_\Phi: [0, \infty) \to \mathbb{R} \) the unique function satisfying \( \Psi_\Phi(0) = 0 \) with \( \Psi'_\Phi(\xi) = \log(\Phi(\xi)) \),

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \int_{T^d} \Psi_\Phi(\rho(x, t)) dx \right] = \mathbb{E} \left[ \int_0^T \int_{T^d} |\nabla \Phi_\xi^2(\rho)|^2 \right] + \alpha \mathbb{E} \left[ \int_0^T \int_{T^d} \frac{\Phi'(\rho)}{\Phi(\rho)} |\nabla \rho|^2 \right] 
\leq cT \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(T^d)}^m + \int_{T^d} \Psi_\Phi(\rho_0) \right] \right).
\]

Proof. For every \( \delta \in (0, 1) \) let \( \Psi_{\Phi, \delta}: [0, \infty) \to \mathbb{R} \) be the unique smooth function satisfying \( \Psi_{\Phi, \delta}(0) = 0 \) and \( \Psi'_{\Phi, \delta}(\xi) = \log(\Phi(\xi) + \delta) \). It follows from Itô’s formula—which is justified similarly to \( \text{[32]} \) Proposition 7.7 using \( \text{[57]} \) Theorem 3.1)—the nonnegativity of \( \rho \), and the distributional equality

\[
\nabla \Phi_\xi^2(\rho) = \frac{\Phi'(\rho)}{2\Phi(\rho)} \nabla \rho \quad \text{on} \quad T^d \times (0, \infty) \times [0, T],
\]

that, almost surely for every \( t \in [0, T] \),

\[
\int_{T^d} \Psi_{\Phi, \delta}(\rho(x, s)) \bigg|_{s=0}^{s=t} = -\int_0^t \int_{T^d} \frac{4\Phi'(\rho)}{\Phi(\rho) + \delta} \left|\nabla \Phi_\xi^2(\rho)\right|^2 - \alpha \int_0^t \int_{T^d} \frac{\Phi'(\rho)}{\Phi(\rho) + \delta} |\nabla \rho|^2 
+ \int_0^t \int_{T^d} \frac{\Phi'(\rho)}{\Phi(\rho) + \delta} \nu(\rho) \cdot \nabla \rho + \int_0^t \int_{T^d} \frac{2\Phi_\xi^2(\rho)\sigma(\rho)}{\Phi(\rho) + \delta} \nabla \Phi_\xi^2(\rho) \cdot \mathrm{d}\xi^F 
+ \frac{1}{2} \int_0^t \int_{T^d} \frac{\Phi'(\rho)}{\Phi(\rho) + \delta} \left( \sigma(\rho)\sigma'(\rho) F_2 \cdot \nabla \rho + F_3 \sigma^2(\rho) \right). 
\]

The third term on the righthand side of (5.29) vanishes in exact analogy with (5.19). It follows from \( \sigma \leq c\Phi^{1/2} \), the Burkholder-Davis-Gundy inequality (see, for example, \( \text{[57]} \) Chapter 4, Theorem 4.1.), Hölder’s inequality, \( \xi^{1+\xi} \leq 1 \) for every \( \xi \in [0, \infty) \), and the definition of \( \xi^F \) that there exists \( c \in (0, \infty) \) such that

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left| \int_0^t \int_{T^d} \frac{2\Phi_\xi^2(\rho)\sigma(\rho)}{\Phi(\rho) + \delta} \nabla \Phi_\xi^2(\rho) \cdot \mathrm{d}\xi^F \right|^2 \right] \leq c\mathbb{E} \left[ \int_0^T \int_{T^d} \frac{4\Phi'(\rho)}{\Phi(\rho) + \delta} \left|\nabla \Phi_\xi^2(\rho)\right|^2 \right]^{1/2} 
\leq c\mathbb{E} \left[ \int_0^T \int_{T^d} \frac{4\Phi'(\rho)}{\Phi(\rho) + \delta} \left|\nabla \Phi_\xi^2(\rho)\right|^2 \right]^{1/2}.
\]

For the final two term on the righthand side of (5.29), it follows from \( \sigma \leq c\Phi^{1/2}, \text{[5.13]}, \text{[5.20]} \), and the boundedness of \( F_3 \) that there exists \( c \in (0, \infty) \) such that, for every \( \delta \in (0, 1), \)

\[
\int_0^T \int_{T^d} \frac{\Phi'(\rho)\sigma^2(\rho)}{\Phi(\rho) + \delta} + \frac{F_3}{\Phi(\rho)} \leq c \int_0^T \int_{T^d} \Phi'(\rho) \leq c \left( T + T \|\rho_0\|_{L^1(T^d)} + \int_0^T \int_{T^d} \Phi(\rho) \right),
\]

and for \( \Theta_{\sigma, \delta}: [0, \infty) \to [0, \infty) \) the unique function satisfying

\[
\Theta_{\sigma, \delta}(0) = 0 \quad \text{and} \quad \Theta'_{\sigma, \delta}(\xi) = \frac{\Phi(\xi)\sigma(\xi)\sigma'(\xi)}{\Phi(\xi) + \delta},
\]

it follows from \( \nabla \cdot F_2 = 0 \) that

\[
\int_0^T \int_{T^d} \frac{\Phi'(\rho)\sigma(\rho)\sigma'(\rho)}{\Phi(\rho) + \delta} F_2 \cdot \nabla \rho = -\int_0^T \int_{T^d} \Theta_{\sigma, \delta}(\rho) \nabla \cdot F_2 = 0.
\]
Returning to (5.29), it follows from (5.30), (5.31), (5.32), Young’s inequality, and \( T \in [1, \infty) \) that, for some \( c \in (0, \infty) \) independent of \( \delta \in (0, 1) \), \( \alpha \in (0, 1) \), and \( T \in [1, \infty) \),

\[
(5.33) \quad \mathbb{E} \left[ \sup_{t \in [0,T]} \int_{\mathbb{T}^d} \Psi_\delta (\rho(x,t)) \right] + \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \frac{4 \Phi'(\rho)}{\Phi(\rho) + \delta} \left| \nabla \Phi^{1/2} (\rho) \right|^2 \right] + \alpha \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \Phi'(\rho) \left| \nabla \rho \right|^2 \right] \\
\leq cT \left( 1 + \mathbb{E} \left[ \| \rho_0 \|_{L^1(\mathbb{T}^d)} \right] + \int_{\mathbb{T}^d} \Psi_\delta (\rho_0) + \int_0^T \int_{\mathbb{T}^d} \Phi (\rho) \right).
\]

Since \( \{ \Phi (\rho) = 0 \} = \{ \Phi^{1/2} (\rho) = 0 \} \), it follows from Stampacchia’s lemma (see [31] Chapter 5, Exercises 17, 18) that

\[
\int_0^T \int_{\mathbb{T}^d} 1_{\{ \Phi (\rho) = 0 \}} \left| \nabla \Phi^{1/2} (\rho) \right|^2 = 0.
\]

Fatou’s lemma proves that, after passing to the limit \( \delta \to 0 \) in (5.33), for some \( c \in (0, \infty) \),

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \int_{\mathbb{T}^d} \Psi (\rho(x,t)) \right] + \alpha \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \left| \nabla \Phi^{1/2} (\rho) \right|^2 \right] + \alpha \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \Phi'(\rho) \left| \nabla \rho \right|^2 \right] \\
\leq cT \left( 1 + \mathbb{E} \left[ \| \rho_0 \|_{L^1(\mathbb{T}^d)} \right] + \int_{\mathbb{T}^d} \Theta_\delta (\rho_0) + \int_0^T \int_{\mathbb{T}^d} \Phi (\rho) \right).
\]

The interpolation estimate (5.10) applied to \( \Psi = \Phi^{1/2} \) integrated in time, (5.2), and \( T \in [1, \infty) \) prove that there exists \( c \in (0, \infty) \) such that

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \int_{\mathbb{T}^d} \Theta_\delta (\rho(x,t)) \right] + \alpha \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \left| \nabla \Phi^{1/2} (\rho) \right|^2 \right] + \alpha \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \Phi'(\rho) \left| \nabla \rho \right|^2 \right] \\
\leq cT \left( 1 + \mathbb{E} \left[ \| \rho_0 \|_{L^1(\mathbb{T}^d)} + \| \rho_0 \|_{L^m(\mathbb{T}^d)}^m \right] + \int_{\mathbb{T}^d} \Theta (\rho_0) \right).
\]

Estimate (5.27) now follows from \( T \in [1, \infty) \), \( m \in [1, \infty) \), and Young’s inequality, which completes the proof.

\[\square\]

**Remark 5.19.** The condition that \( \nabla \cdot F_2 = 0 \) in Proposition 5.18 is not necessary. Returning to (5.32), it is only necessary that for all \( \delta \in (0, 1) \) sufficiently small the functions \( \Theta_{\sigma, \delta} \) satisfy, for every \( \delta \in (0, 1) \) sufficiently small, for some \( c \in (0, \infty) \),

\[
(5.34) \quad |\Theta_{\sigma, \delta} (\xi) \nabla \cdot F_2 (x)| \leq c(1 + \xi + \Phi (\xi)) \text{ for every } \xi \in [0, \infty) \text{ and } x \in \mathbb{T}^d.
\]

The term (5.32) can then be estimated identically to (5.31). However, in the model case that \( \Phi (\xi) = \xi^m \) and \( \sigma (\xi) = \Phi^{1/2} (\xi) \) condition (5.34) requires \( m \in (1, \infty) \), and therefore excludes the Dean–Kawasaki case unless \( \nabla \cdot F_2 = 0 \).

### 5.2. Existence of solutions to (1.2) for a smooth and bounded \( \sigma \).

In this section, we establish the existence of solutions to the equation

\[
(5.35) \quad d \rho = \Delta \Phi (\rho) \, dt - \nabla \cdot (\sigma (\rho) \, dF^\xi + \nu (\rho) \, dt) + \frac{1}{2} \nabla \cdot \left( F_1 (x) [\sigma' (\rho)]^2 \nabla \rho + \sigma (\rho) \sigma' (\rho) \nabla \rho \cdot F_2 \right) \, dt
\]

for nonnegative initial data in \( L^{m+p-1} (\Omega ; L^1 (\mathbb{T}^d)) \cap L^p (\Omega ; L^p (\mathbb{T}^d)) \) and for nonlinearities \( \Phi, \sigma, \) and \( \nu \) that satisfy Assumptions 5.2 and 5.6. We prove the existence in Proposition 5.20. In Proposition 5.21, we derive the kinetic formulation of (5.35), and we show that the solution constructed in Proposition 5.20 is a stochastic kinetic solution of (5.35) in the sense of Definition 3.4.
Proposition 5.20. Let $\xi^F$, $\Phi$, $\sigma$, and $\nu$ satisfy Assumptions 2.1, 5.2 and 5.6 for some $p \in [2, \infty)$, let $\alpha \in (0, 1)$, and let $p_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $\mathcal{F}_0$-measurable. Then there exists a solution of (5.1) in the sense of Definition 5.4. Furthermore, the solution satisfies the estimates of Proposition 5.3.

Proof. Let $\{\Phi_n\}_{n \in \mathbb{N}}$ be smooth, bounded, and nondecreasing with $\Phi_n(0) = 0$, and let $\Phi_n$ and $\Phi_n'$ converge locally uniformly as $n \to \infty$ to $\Phi$ and $\Phi'$ on $[0, \infty)$, and let $\{\nu_n\}_{n \in \mathbb{N}}$ be smooth approximations of $\nu$ that converge locally uniformly to $\nu$ as $n \to \infty$. Let $\{s_n\}_{n \in \mathbb{N}}$ be an orthonormal $L^2(\mathbb{T}^d)$-basis that is an orthogonal $H^1(\mathbb{T}^d)$-basis. For every $K \in \mathbb{N}$ let $\xi^{F,K}$ denote the finite-dimensional noise $\xi^{F,K} = \sum_{k=1}^K f_k(x)B^k_t$, and for every $M \in \mathbb{N}$ let $\Pi_M : L^2(\mathbb{T}^d \times [0, T]) \to L^2(\mathbb{T}^d \times [0, T])$ be the projection map defined by $\Pi_M g(x, t) = \sum_{k=1}^M g_k(t) e_k(x)$, and let $L^2_M = \Pi_M(L^2(\mathbb{T}^d \times [0, T]))$. Then, the projected equation

\[
\begin{align*}
d\rho &= \Pi_M \left( \Delta \Phi_n(\rho) dt + \alpha \Delta \rho dt - \nabla \cdot (\sigma(\rho) \Phi'(\rho) dt) \right) + \Pi_M \left( \frac{1}{2} \nabla \cdot (F_1^K [\sigma'(\rho)]^2 \nabla \rho + \sigma(\rho) \sigma'(\rho) \nabla \cdot F_2^K) dt \right),
\end{align*}
\]

posed in $L^2(\Omega; L^2_M)$ for $F_1^K = \sum_{k=1}^K f_k^2$ and $F_2^K = \sum_{k=1}^K f_k \nabla f_k$ is equivalent to a finite-dimensional system of Itô equations. Since the $\Phi_n$, $\sigma$, and $\nu_n$ are smooth, bounded functions, the system has a unique strong solution (see, for example, [87, Chapter 9, Theorem 2.1]). We then pass first to the limit $M \to \infty$, then $K \to \infty$, and then $n \to \infty$ using simplified version of Theorem 5.29 below, relying on simplified versions of Proposition 5.9, Proposition 5.14, and the Aubin-Lions-Simon Lemma [2, 64, 91]. The $L^p$-continuity is a consequence of Itô’s formula [57, Theorem 3.1], and the nonnegativity is a consequence of applying Itô’s formula to the negative part $\min(0, \rho)$ of the solution like was done for the positive part in Proposition 5.3. For a similar argument in this simplified setting see, for example, [21, Proposition 5.4].

Proposition 5.21. Let $\xi^F$, $\Phi$, $\sigma$, and $\nu$ satisfy Assumptions 2.1, 5.2 and 5.6 for some $p \in [2, \infty)$, let $\alpha \in (0, 1)$, and let $p_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $\mathcal{F}_0$-measurable. Let $\rho$ be a solution of (5.1) in the sense of Definition 5.4 and let $\chi : \mathbb{T}^d \times \mathbb{R} \times [0, T] \to \{0, 1\}$ be the kinetic function $\chi(x, \xi, t) = 1_{0 < \xi < \rho(x, t)}$. Then $\rho$ is a stochastic kinetic solution in the sense that, almost surely for every $\psi \in C^\infty(\mathbb{T}^d \times \mathbb{R})$ and $t \in [0, T]$,

\[
\begin{align*}
\int_{\mathbb{T}^d} \int_{\mathbb{R}} \chi(x, \xi, t) \psi(x, \xi, t) &= \int_{\mathbb{T}^d} \chi(x, \xi, 0) \psi(x, \xi, 0) - \int_0^t \int_{\mathbb{T}^d} \Phi'(\rho) \nabla \rho \cdot (\nabla \psi)(x, \rho) - \alpha \int_0^t \int_{\mathbb{T}^d} \nabla \rho \cdot (\nabla \psi)(x, \rho) \\
&- \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} F_1[\sigma'(\rho)]^2 \nabla \rho \cdot (\nabla \psi)(x, \rho) - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \sigma'(\rho) F_2 \cdot (\nabla \psi)(x, \rho) \\
&- \int_0^t \int_{\mathbb{T}^d} (\partial_t \psi)(x, \rho) \Phi'(\xi) |\nabla \rho|^2 - \alpha \int_0^t \int_{\mathbb{T}^d} (\partial_t \psi)(x, \rho) |\nabla \rho|^2 \\
&+ \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} (\partial_t \psi)(x, \rho) \sigma(\rho) \sigma'(\rho) \nabla \cdot F_2 + \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} (\partial_t \psi)(x, \rho) F_3 \sigma^2(\rho) \\
&- \int_0^t \int_{\mathbb{T}^d} \psi(x, \rho) \nabla \cdot \nu(\rho) - \int_0^t \int_{\mathbb{T}^d} \psi(x, \rho) \nabla \cdot (\sigma(\rho) d\xi^F),
\end{align*}
\]

where the derivatives are interpreted according to Remark 5.2 and where the kinetic measure is defined by (5.37) below.

Proof. Let $S : \mathbb{R} \to \mathbb{R}$ be a smooth, bounded function and let $\psi \in C^\infty(\mathbb{T}^d)$. Itô’s formula—which is justified similarly to [32, Proposition 7.7] using [57, Theorem 3.1]—applied to the composition
existence of stochastic kinetic solutions to the equation

\[ S(\rho) \text{ implies that, almost surely for every } t \in [0, T], \]

\[
\int_{T^d} S(\rho(x,t)) \psi(x) = \int_{T^d} S(\rho_0) \psi - \int_0^t \int_{T^d} S'(\rho)\Phi'(\rho) \nabla \rho \cdot \nabla \psi - \frac{1}{2} \int_0^t \int_{T^d} S'(\rho) [\sigma'(\rho)]^2 \nabla \rho \cdot \nabla \psi - \frac{1}{2} \int_0^t \int_{T^d} S'(\rho) \sigma(\rho) \sigma'(\rho) F_2 \cdot \nabla \psi
\]

\[ - \int_0^t \int_{T^d} S''(\rho) \Phi''(\rho) |\nabla \rho|^2 - \alpha \int_0^t \int_{T^d} S''(\rho) \psi |\nabla \rho|^2 - \int_0^t \int_{T^d} S'(\rho) \nabla \cdot \nu(\rho) \]

\[ - \int_0^t \int_{T^d} S'(\rho) \psi(x) \nabla \cdot (\sigma(\rho) \text{d} \xi^F) + \frac{1}{2} \int_0^t \int_{T^d} S''(\rho) \psi \sigma(\rho) |\nabla \rho|^2 + \frac{1}{2} \int_0^t \int_{T^d} S'(\rho) \nabla \cdot \nu(\rho) \]

After defining the smooth function \( \Psi_S(x, \xi) = \psi(x) S'(\xi) \), almost surely for every \( t \in [0, T] \),

\[
\int_{T^d} \chi(x, \xi, t) \Psi_S = \int_{T^d} \chi(\rho_0) \Psi_S - \int_0^t \int_{T^d} \Phi'(\rho) \nabla \rho \cdot (\nabla x \Psi_S)(x, \rho) - \alpha \int_0^t \int_{T^d} \nabla \rho \cdot (\nabla x \Psi_S)(x, \rho)
\]

\[ - \frac{1}{2} \int_0^t \int_{T^d} [\sigma'(\rho)]^2 \nabla \rho \cdot (\nabla x \Psi_S)(x, \rho) - \frac{1}{2} \int_0^t \int_{T^d} \sigma(\rho) \sigma'(\rho) F_2 \cdot (\nabla x \Psi_S)(x, \rho)
\]

\[ - \int_0^t \int_{T^d} (\tilde{\partial}_t \Psi_S)(x, \rho) \Phi'(\rho) |\nabla \rho|^2 - \alpha \int_0^t \int_{T^d} (\tilde{\partial}_t \Psi_S)(x, \rho) |\nabla \rho|^2 - \int_0^t \int_{T^d} \Psi_S(x, \rho) \nabla \cdot \nu(\rho)
\]

\[ - \int_0^t \int_{T^d} \Psi_S(x, \rho) \nabla \cdot (\sigma(\rho) \text{d} \xi^F) + \frac{1}{2} \int_0^t \int_{T^d} (\tilde{\partial}_t \Psi_S)(x, \rho) \sigma(\rho) \sigma'(\rho) \nabla \rho \cdot F_2 + \frac{1}{2} \int_0^t \int_{T^d} (\tilde{\partial}_t \Psi_S)(x, \rho) F_3 \sigma^2(\rho).
\]

Since linear combinations of functions of the type \( \Psi_S \) are dense in the space \( C^\infty_c(\mathbb{T}^d \times \mathbb{R}) \), this completes the proof that \( q \) satisfies (5.36). The kinetic measure corresponding to the solution \( \rho \) in Proposition 5.21 is the measure

\[ q = \delta_0(\xi - \rho) \Phi'(\xi) |\nabla \rho|^2 + \alpha \delta_0(\xi - \rho) |\nabla \rho|^2 = \delta_0(\xi - \rho) \left( |\nabla \Theta_{\Phi,2}(\rho)|^2 + \alpha |\nabla \rho|^2 \right).
\]

It follows from the definitions, Assumption 5.2, and Proposition 5.9 that \( q \) is a finite measure that satisfies the conditions of Definition 5.11 which completes the proof.

5.3. Existence of stochastic kinetic solutions to (1.2). In this section, we will prove the existence of stochastic kinetic solutions to the equation

\[ d\rho = \Delta \Phi(\rho) \, dt - \nabla \cdot (\sigma(\rho) \text{d} \xi^F + \nu(\rho) \, dt) + \frac{1}{2} \nabla \cdot (F_1[\sigma'(\rho)]^2 \nabla \rho + \sigma(\rho) \sigma'(\rho) F_2) \, dt,
\]

with initial data in the space \( L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d)) \) and nonlinearities \( \Phi, \sigma, \) and \( \nu \) satisfying Assumptions 4.4.1 and 5.2. The essential difficulty is that we do not have a stable \( W_t^{3,1} H_x^{-s} \)-estimate for the approximate solutions constructed in Proposition 5.20. We have only the stable \( W_t^{3,1} H_x^{-s} \)-estimate of Proposition 5.14 for the functions \( \Psi_\delta(\rho) \) defined in Definition 5.13. It is for this reason that we introduce in Definition 5.29 a new metric on \( L^1([0, T]; L^1(\mathbb{T}^d)) \) based on the nonlinear approximations \( \Psi_\delta \). The corresponding metric topology is equal to the usual strong norm topology on \( L^1([0, T]; L^1(\mathbb{T}^d)) \) (see Lemma 5.24), and with respect to this metric we prove that the tightness of the \( \Psi_\delta(\rho) \) in law implies the tightness of the approximate solutions \( \rho \) in law (see Definition 5.25 and Proposition 5.29). In Proposition 5.27 we prove the tightness of the martingale terms of the equation. In Theorem 5.29 we prove the existence of a probabilistically weak solution, and we then use the pathwise uniqueness of Theorem 4.1 and Lemma 5.28 to prove the existence of a probabilistically strong solution. Corollaries 5.31 and 5.32 extend these results to initial data with finite entropy and \( L^1 \)-initial data respectively.

**Lemma 5.22.** Let \( \sigma \) satisfy Assumption 5.2. Then there exists a sequence \( \{\sigma_n\}_{n \in \mathbb{N}} \) that satisfies Assumption 5.6 for every \( n \in \mathbb{N} \), that satisfies Assumption 5.2 uniformly in \( n \in \mathbb{N} \), and that satisfies \( \sigma_n \to \sigma \) in \( C^1_{\text{loc}}((0, \infty)) \) as \( n \to \infty \).
Proof. The proof follows by constructing smooth and bounded approximations by convolution using Assumption 5.22. □

Definition 5.23. For every \( \delta \in (0,1) \) let \( \Psi_\delta \) be as in Definition 5.13. Let \( D: L^1([0,T]; L^1(\mathbb{T}^d)) \times L^1([0,T]; L^1(\mathbb{T}^d)) \to [0,\infty) \) be defined by

\[
D(f,g) = \sum_{k=1}^{\infty} 2^{-k} \left( \frac{\|\Psi_{1/k}(f) - \Psi_{1/k}(g)\|_{L^1([0,T]; L^1(\mathbb{T}^d))}}{1 + \|\Psi_{1/k}(f) - \Psi_{1/k}(g)\|_{L^1([0,T]; L^1(\mathbb{T}^d))}} \right).
\]

Lemma 5.24. The function \( D \) defined by (5.39) is a metric on \( L^1([0,T]; L^1(\mathbb{T}^d)) \). Furthermore, the metric topology determined by \( D \) is equal to strong norm topology on \( L^1([0,T]; L^1(\mathbb{T}^d)) \).

Proof. The fact that \( D \) is a metric follows from the fact that \( \Psi_{1/k}(g) = \Psi_{1/k}(f) \) for every \( k \in \mathbb{N} \) if and only if \( f = g \), and from the fact that \( f(t) = t/1+t \) is concave. To see that the two topologies coincide, it is sufficient to prove that they determine the same convergent sequences. This follows from the fact that there exists \( c \in (0,\infty) \) such that, for every \( k \in \mathbb{N} \),

\[
\|\Psi_{1/k}(f) - \Psi_{1/k}(g)\|_{L^1([0,T]; L^1(\mathbb{T}^d))} \leq \|f - g\|_{L^1([0,T]; L^1(\mathbb{T}^d))}
\]

which completes the proof. □

Definition 5.25. Let \( \xi^F, \Phi, \sigma, \) and \( \nu \) satisfy Assumptions 2.1 and 5.2 for some \( p \in [2,\infty) \), let \( T \in [1,\infty) \), let \( \{\sigma_n\}_{n \in \mathbb{N}} \) be as in Lemma 5.22 and let \( \rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d)) \) be nonnegative and \( \mathcal{F}_0 \)-measurable. For every \( n \in \mathbb{N} \) and \( \alpha \in (0,1) \) let \( \rho^{\alpha,n} \) be the stochastic kinetic solution of

\[
d\rho^{\alpha,n} = \Delta \Phi(\rho^{\alpha,n}) \, dt + \alpha \Delta \rho^{\alpha,n} \, dt - \nabla \cdot (\sigma_n(\rho^{\alpha,n}) \, d\xi^F + \nu(\rho) \, dt)
\]

in \( \mathbb{T}^d \times (0,T) \) with initial data \( \rho_0 \) constructed in Proposition 5.21.

Proposition 5.26. Let \( \xi^F, \Phi, \sigma, \) and \( \nu \) satisfy Assumptions 2.1 and 5.2 for some \( p \in [2,\infty) \), let \( \{\sigma_n\}_{n \in \mathbb{N}} \) be as in Lemma 5.22 and let \( \rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d)) \) be nonnegative and \( \mathcal{F}_0 \)-measurable. Then the laws of the \( \{\rho^{\alpha,n}\}_{\alpha \in (0,1) \text{, } n \in \mathbb{N}} \) are tight on \( L^1([0,T]; L^1(\mathbb{T}^d)) \) in the strong norm topology.

Proof. According to Lemma 5.24, it is equivalent to prove that the laws are tight on the space \( L^1([0,T]; L^1(\mathbb{T}^d)) \) equipped with the metric \( D \) defined in (5.39). Since it follows from Definition 5.13 that there exists \( c \in (0,\infty) \) independent of \( k \in \mathbb{N} \) such that \( \Psi_{1/k}(\xi) \leq c \) for every \( \xi \in [0,\infty) \), it follows from Corollary 5.12 that if \( \Phi \) satisfies (5.4) then there exists \( c \in (0,\infty) \) such that, for every \( \alpha \in (0,1) \), \( n,k \in \mathbb{N} \),

\[
E \left[ \|\Psi_{1/k}(\rho^{\alpha,n})\|_{L^1([0,T]; W^{1,1}(\mathbb{T}^d))} \right] \leq cT \left( 1 + E \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^{p+m-1} + \int_{\mathbb{T}^d} \rho_0 \right] \right),
\]

and if \( \Phi \) satisfies (5.5) then for every \( \beta \in (0,2/q \wedge 1) \) there exists \( c \in (0,\infty) \) such that, for every \( \alpha \in (0,1) \), \( n,k \in \mathbb{N} \),

\[
E \left[ \|\Psi_{1/k}(\rho^{\alpha,n})\|_{L^1([0,T]; W^{\beta,1}(\mathbb{T}^d))} \right] \leq cT \left( 1 + E \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^{p+m-1} + \int_{\mathbb{T}^d} \rho_0 \right] \right).
\]

Finally, it follows from Proposition 5.9 and \( \Psi_{1/k}(\xi) \leq \xi \) for every \( \xi \in [0,\infty) \) and \( k \in \mathbb{N} \) that, for every \( \alpha \in (0,1) \) and \( n,k \in \mathbb{N} \),

\[
E \left[ \|\Psi_{1/k}(\rho^{\alpha,n})\|_{L^\infty([0,T]; L^1(\mathbb{T}^d))} \right] \leq \|\rho_0\|_{L^1(\mathbb{T}^d)}.
\]
Let $s > \frac{d}{2} + 1$. The compact embeddings of $W^{1,1}(\mathbb{T}^d), W^{\beta,1}(\mathbb{T}^d) \hookrightarrow L^1(\mathbb{T}^d)$, the continuous embedding of $L^1(\mathbb{T}^d) \hookrightarrow H^{-s}(\mathbb{T}^d)$, the Aubin-Lions-Simon lemma \cite{Aubin1963, Lions1969} and specifically Simon \cite{Simon1984} Corollary 5, and estimates \cite[(5.40), (5.41), and (5.42)]{Simon1984} and Proposition \ref{p514} prove that, for every $k \in \mathbb{N}$, the laws $\{\Psi_{1/k}(\rho^{\alpha,n})\}_{\alpha \in (0,1), n \in \mathbb{N}}$ are tight on $L^1([0,T]; L^1(\mathbb{T}^d))$ in the strong topology.

It follows from Definition \ref{d513} that the maps $F_k : L^1([0,T]; L^1(\mathbb{T}^d)) \to L^1([0,T]; L^1(\mathbb{T}^d))$ defined for every $k \in \mathbb{N}$ by $F_k(\rho) = \Psi_{1/k}(\rho)$ are continuous in the strong topology. Let $\varepsilon \in (0,1)$ and for every $k \in \mathbb{N}$ the tightness in law of the $\{\Psi_{1/k}(\rho^{\alpha,n})\}_{\alpha \in (0,1), n \in \mathbb{N}}$ proves that there exists a compact set $C_k \subseteq L^1([0,T]; L^1(\mathbb{T}^d))$ such that for every $\alpha \in (0,1)$ and $n \in \mathbb{N}$ we have $\mathbb{P}[\Psi_{1/k}(\rho^{\alpha,n}) \notin C_k] < \varepsilon/2k$. Let $D_k = F_k^{-1}(C_k)$ and let $K = \cap_{k=1}^{\infty} D_k$. Then for every $\alpha \in (0,1)$ and $n \in \mathbb{N}$ we have $\mathbb{P}[\rho^{\alpha,n} \notin K] < \varepsilon$, and it follows from Definition \ref{d523} that $K$ is sequentially compact and hence compact in $L^1([0,T]; L^1(\mathbb{T}^d))$ with respect to the topology determined by the metric $D$ defined in \cite[(5.49)]{Simon1984}. Lemma \ref{l524} completes the proof, since this topology is equivalent to the strong norm topology. \hfill $\square$

**Proposition 5.27.** Let $\xi^F, \Phi, \sigma$, and $\nu$ satisfy Assumptions \ref{a21} and \ref{a52} for some $p \in [2, \infty)$, let $\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^1(\mathbb{T}^d))$ be nonnegative and $\mathcal{F}_0$-measurable, and let the solutions $\{\rho^{\alpha,n}\}_{\alpha \in (0,1), n \in \mathbb{N}}$ be as in Definition \ref{d523}. Then for every $\psi \in C^\infty_c(\mathbb{T}^d \times (0, \infty))$ and $\gamma \in (0,1/2)$ the laws of the martingales

$$M_{t}^\alpha,n,\psi = \int_{0}^{t} \int_{\mathbb{T}^d} \psi(x, \rho^{\alpha,n}) \nabla \cdot (\sigma_n(\rho^{\alpha,n}) \, d\xi^F),$$

are tight on $C^\gamma((0,T])$.

**Proof.** For every $n \in \mathbb{N}$ let $\Psi_n$ be the unique smooth and bounded function on $\mathbb{T}^d \times (0, \infty)$ satisfying $\Psi_n(x,0) = 0$ for every $x \in \mathbb{T}^d$ and $(\partial_t \Psi_n)(x, \xi) = \psi(x, \xi) \sigma_n(\xi)$. We then observe using the definition of $M_t^\alpha,n,\psi$, the $H^1$-regularity of $\rho^{\alpha,n}$, and the chain rule that, almost surely for every $t \in [0,T]$,

$$M_t^\alpha,n,\psi = \int_{0}^{t} \int_{\mathbb{T}^d} \nabla (\Psi_n(x, \rho^{\alpha,n})) \cdot d\xi^F - \int_{0}^{t} \int_{\mathbb{T}^d} (\nabla_x \Psi_n)(x, \rho^{\alpha,n}) \cdot d\xi^F + \int_{0}^{t} \int_{\mathbb{T}^d} \psi(x, \rho^{\alpha,n}) \sigma_n(\rho^{\alpha,n}) \nabla \cdot d\xi^F.$$

After integrating by parts in the first term on the right-hand side of \cite[(5.43)]{Simon1984},

$$M_t^\alpha,n,\psi = -\int_{0}^{t} \int_{\mathbb{T}^d} \Psi_n(x, \rho^{\alpha,n}) \nabla \cdot d\xi^F - \int_{0}^{t} \int_{\mathbb{T}^d} (\nabla_x \Psi_n)(x, \rho^{\alpha,n}) \cdot d\xi^F$$

$$+ \int_{0}^{t} \int_{\mathbb{T}^d} \psi(x, \rho^{\alpha,n}) \sigma_n(\rho^{\alpha,n}) \nabla \cdot d\xi^F,$$

and it follows from Lemma \ref{l522} and $\psi \in C^\infty_c(\mathbb{T}^d \times (0, \infty))$ that the $\Psi_n$ and $(\nabla_x \Psi_n)$ are uniformly bounded in $n \in \mathbb{N}$. Furthermore, since Lemma \ref{l522} proves that the $\sigma_n$ are uniformly bounded on the support of $\psi$, it follows from the Burkholder-Davis-Gundy inequality (see, for example, \cite[Chapter 4, Theorem 4.1]{Friz2010}), Proposition \ref{p514} and Lemma \ref{l522} the definition of $\xi^F$, and \cite[(5.44)]{Simon1984} that for every $r \in (0, \infty)$ there exists $c \in (0, \infty)$ depending on $\psi$ and $r$ such that, for every $s \leq t \in [0,T]$, $\alpha \in (0,1)$, and $n \in \mathbb{N}$,

$$\mathbb{E} \left[ |M_t^\alpha,n,\psi - M_s^\alpha,n,\psi|^r \right] \leq c |s - t|^\gamma.$$

After choosing $r \in (2, \infty)$ such that $\gamma < 1/2 - 1/r$, the claim follows from the quantified version of Kolmogorov’s continuity criterion. See, for example, Friz and Victoir \cite[Corollary A.11]{Friz2010}. \hfill $\square$

**Lemma 5.28.** Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $\bar{X}$ be a complete separable metric space. Then a sequence $\{X_n : \Omega \to \bar{X}\}$ of $\bar{X}$-valued random variables on $\Omega$ converges in probability, as $n \to \infty$, if and only if for every pair of sequences $\{(n_k, m_k)\}_{k=1}^\infty$ satisfying $n_k, m_k \to \infty$ as $k \to \infty$ there exists a further subsequence $\{(n_{k'}, m_{k'})\}_{k'=1}^\infty$ satisfying $n_{k'}, m_{k'} \to \infty$ as $k' \to \infty$ such that the
joint laws of \((X_{m,k}, X_{m,k}'), k \in \mathbb{N}\) converge weakly, as \(k' \to \infty\), to a probability measure \(\mu\) on \(\mathbb{X} \times \mathbb{X}\) satisfying 
\[
\mu((x, y) \in \mathbb{X} \times \mathbb{X} : x = y)) = 1.
\]

Proof. The proof can be found in Gyöngy and Krylov [45 Lemma 1.1]. \(\square\)

**Theorem 5.29.** Let \(\xi, \Phi, \sigma, \) and \(\nu\) satisfy Assumptions 2.1 and 5.2 for some \(p \in [2, \infty)\) and let \(\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))\) be nonnegative and \(\mathcal{F}_0\)-measurable. Then there exists a stochastic kinetic solution of (5.38) in the sense of Definition 3.4. Furthermore, the solution satisfies the estimates of Proposition 5.9.

Proof. The proof is organized as follows. We will first use the tightness and Skorokhod representation theorem to extract an almost surely convergent subsequence of solutions on an auxiliary probability space. We will then characterize the martingale terms appearing in the limit as stochastic integrals, which will allow us to prove that the limiting function is a stochastic kinetic solution after we prove that the limit is strongly \(L^1\)-continuous in time. To conclude the existence of a probabilistically strong solution, we use the uniqueness of Theorem 4.7 and Lemma 5.28.

**Tightness and the Skorokhod representation theorem.** Let \(\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))\) be nonnegative and \(\mathcal{F}_0\)-measurable, let the solutions \(\{\rho_{\alpha,n}\}_{\alpha \in (0,1), n \in \mathbb{N}}\) be defined by Definition 5.25, for every \(\psi \in C_c^\infty(\mathbb{T}^d \times (0, \infty))\) let the martingales \(\{M_{\alpha,n}\psi\}_{\alpha \in (0,1), n \in \mathbb{N}}\) be defined in Proposition 5.27 and let the measures \(\{\rho_{\alpha,n}\}_{\alpha \in (0,1), n \in \mathbb{N}}\) be defined by
\[
\rho_{\alpha,n} = \delta_0(\xi - \rho_{\alpha,n}) \left(\|
abla \Phi_{\alpha,2}(\rho_{\alpha,n})\|^2 + \alpha \|
abla \rho_{\alpha,n}\|^2\right).
\]

It follows from Proposition 5.9, Remark 5.10 and Proposition 5.20 that the \(\{\rho_{\alpha,n}\}_{\alpha \in (0,1), n \in \mathbb{N}}\) are finite kinetic measures in the sense of Definition 3.1. It then follows from (3.8) that, for every \(\alpha \in (0,1), n \in \mathbb{N}, \psi \in C_c^\infty(\mathbb{T}^d \times (0, \infty))\), and \(t \in [0,T]\), for the kinetic function \(\chi_{\alpha,n}\) of \(\rho_{\alpha,n},\)

\[
(5.45) \quad M_{\alpha,n,n} = -\int_\mathbb{R} \int_{\mathbb{T}^d} \chi_{\alpha,n}(x, t, \xi, r) \psi(x, t) \left|\frac{\partial}{\partial t} \right|_{|t=0} - \int_0^t \int_{\mathbb{T}^d} \Phi'(\rho_{\alpha,n}) \nabla \rho_{\alpha,n} \cdot (\nabla \psi)(x, t, \rho_{\alpha,n}) \nabla \rho_{\alpha,n} \cdot (\nabla \psi)(x, \rho_{\alpha,n}) \\
\quad - \alpha \int_0^t \int_{\mathbb{T}^d} \nabla \rho_{\alpha,n} \cdot (\nabla \psi)(x, \rho_{\alpha,n}) - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \sigma'(\rho_{\alpha,n})^2 \nabla \rho_{\alpha,n} \cdot (\nabla \psi)(x, \rho_{\alpha,n}) \\
\quad - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \sigma_n(\rho_{\alpha,n}) \sigma_n'(\rho_{\alpha,n}) F_2 \cdot (\nabla \psi)(x, \rho_{\alpha,n}) + \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} (\nabla \psi)(x, \rho_{\alpha,n}) \sigma(\rho_{\alpha,n}) \sigma'(\rho_{\alpha,n}) \nabla \rho_{\alpha,n} \cdot F_2 \\
\quad + \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} F_3 \sigma_n^2(\rho_{\alpha,n}) (\nabla \psi)(x, \rho_{\alpha,n}) - \int_0^t \int_{\mathbb{T}^d} \partial \psi(x, t, \xi) d\rho_{\alpha,n} - \int_0^t \int_{\mathbb{T}^d} \Psi(x, \rho) \nabla \cdot \nu(\rho).
\]

Let \(s > \frac{d}{2} + 1\) and fix a countable sequence \(\{\psi_j\}_{j \in \mathbb{N}}\) that is dense in \(C_c^\infty(\mathbb{T}^d \times (0, \infty))\) in the strong \(H^s(\mathbb{T}^d \times (0, \infty))-\)topology.

For every \(\alpha \in (0,1)\) and \(n \in \mathbb{N}\) define the random variables

\[
X_{\alpha,n} = (\rho_{\alpha,n}, \nabla \Phi_{\alpha,2}(\rho_{\alpha,n}), \alpha \nabla \rho_{\alpha,n}, \rho_{\alpha,n}, (M_{\alpha,n,n})_{n \in \mathbb{N}}),
\]

taking values in the space

\[
\mathbb{X} = L^1(\mathbb{T}^d \times [0,T]) \times L^2(\mathbb{T}^d \times [0,T]; \mathbb{R}^d)^2 \times \mathcal{M}(\mathbb{T}^d \times \mathbb{R} \times [0,T]) \times C([0,T])^\mathbb{N},
\]

where \(\mathbb{X}\) is equipped with the product metric topology induced by the strong topology on \(L^1(\mathbb{T}^d \times [0,T]),\) the weak topology on \(L^2(\mathbb{T}^d \times [0,T]; \mathbb{R}^d),\) the weak topology on the space of nonnegative Borel measures \(\mathcal{M}(\mathbb{T}^d \times \mathbb{R} \times [0,T])\)—which is the dual space of the space of continuous functions on \(\mathbb{T}^d \times \mathbb{R} \times [0,T]\) that vanish at infinity in the supremum norm—and the topology of component-wise convergence in the strong norm on \(C([0,T])^\mathbb{N}\) induced by the metric

\[
D_C((f_k)_{k \in \mathbb{N}}, (g_k)_{k \in \mathbb{N}}) = \sum_{k=1}^\infty 2^{-k} \frac{\|f_k - g_k\|_{C([0,T])}}{1 + \|f_k - g_k\|_{C([0,T])}}.
\]
We aim to apply Lemma 5.28. Let \((\alpha_k, n_k)_{k \in \mathbb{N}}\) and \((\beta_k, m_k)_{k \in \mathbb{N}}\) be two subsequences satisfying \(\alpha_k, \beta_k \to 0\) and \(n_k, m_k \to \infty\) as \(k \to \infty\), and consider the laws of
\[
(X^{\alpha_k, n_k}, X^{\beta_k, m_k}, B) \text{ on } \mathcal{Y} = \mathcal{X} \times \mathcal{X} \times C([0, T])^N,
\]
for \(B = (B_t)_{t \in \mathbb{N}}\). It follows from Propositions 5.9, 5.26 and 5.27 that the laws of \((X^{\alpha_n})_{n \in \{0, 1\}, n \in \mathbb{N}}\) are tight on \(\mathcal{X}\) and therefore by Prokhorov’s theorem (see, for example, Billingsley [12, Chapter 1, Theorem 5.1]), after passing to a subsequence still denoted \(k \to \infty\), there exists probability measure \(\mu\) on \(\mathcal{Y}\) such that, as \(k \to \infty\), \((X^{\alpha_k, n_k}, X^{\beta_k, m_k}, B) \to \mu\) in law. Since the space \(\mathcal{X}\) is separable and hence so too is \(\mathcal{Y}\), it follows from the Skorokhod representation theorem (see, for example, Billingsley [12, Chapter 1, Theorem 6.7]) that there exists a probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\) and \(\mathcal{Y}\)-valued random variables \((\tilde{Y}^k, \tilde{Z}^k, \tilde{\beta}^k)_{k \in \mathbb{N}}\) and \((\tilde{Y}, \tilde{Z}, \tilde{\beta})\) on \(\tilde{\Omega}\) such that, for every \(k\),
\[
(\tilde{Y}^k, \tilde{Z}^k, \tilde{\beta}^k) = (X^{\alpha_k, n_k}, X^{\beta_k, m_k}, B) \text{ in law on } \mathcal{Y},
\]
such that
\[
(\tilde{Y}, \tilde{Z}, \tilde{\beta}) = \mu \text{ in law on } \mathcal{Y},
\]
and such that, as \(k \to \infty\),
\[
\tilde{Y}^k \to \tilde{Y}, \quad \tilde{Z}^k \to \tilde{Z}, \quad \text{and } \tilde{\beta}^k \to \tilde{\beta} \text{ almost surely in } \mathcal{X} \text{ and in } C([0, T]; \mathbb{R}^{2Nk^d}) \text{ respectively.}
\]
We will now show that \(\tilde{Y} = \tilde{Z}\) almost surely on \(\mathcal{X}\) with respect to \(\tilde{\mathbb{P}}\).

It follows from (5.46) that for every \(k\) there exists \(\tilde{\rho}^k \in L^\infty(\Omega \times [0, T] ; L^1(T^d)), \tilde{G}_1^k, \tilde{G}_2^k \in L^2(\Omega \times [0, T]; L^2(T^d; \mathbb{R}^d)), \tilde{q}^k \in L^1(\Omega; \mathcal{M}(T^d \times \mathbb{R} \times [0, T])), \) and \((\tilde{M}^{k, \psi})_{j \in \mathbb{N}}\) \(\in L^1(\Omega; C([0, T])^N)\) such that
\[
\tilde{Y}^k = (\tilde{\rho}^k, \tilde{G}_1^k, \tilde{G}_2^k, \tilde{q}^k, (\tilde{M}^{k, \psi})_{j \in \mathbb{N}}).
\]
We will first identify the vector fields \(\tilde{G}_1^k\). Since for every smooth and bounded function \(\varphi : \mathbb{R} \to \mathbb{R}\) the map that takes \(g \in L^1(T^d \times [0, T])\) to \(\varphi(g) \in L^1(T^d \times [0, T])\) is continuous, it follows from (5.46) that for every smooth and bounded function \(\varphi\) we have
\[
\tilde{\mathbb{E}} \left[ \int_0^T \int_{T^d} \varphi(\tilde{\rho}^k) \right] = \mathbb{E} \left[ \int_0^T \int_{T^d} \varphi(\rho^{\alpha_k, n_k}) \right].
\]
In analogy with Lemma 5.22, after choosing an increasing sequence \(\varphi_n\) that approximate \(\Theta_{\Phi, \rho}\), it follows that, uniformly in \(k\),
\[
\tilde{\mathbb{E}} \left[ \int_0^T \int_{T^d} \Theta_{\Phi, \rho}(\tilde{\rho}^k) \right] < \infty.
\]
It then follows from (5.46) and (5.49) that, for every \(\psi \in C^\infty(T^d)\), \(\tilde{A} \in \tilde{\mathcal{F}}\), and \(A \in \mathcal{F}\),
\[
\tilde{\mathbb{E}} \left[ \int_0^T \int_{T^d} (\Theta_{\Phi, \rho}(\tilde{\rho}^k) \nabla \psi + \psi \tilde{G}_1^k) \mathbb{1}_A \right] = \mathbb{E} \left[ \int_0^T \int_{T^d} (\Theta_{\Phi, \rho}(\rho^{\alpha_k, n_k}) \nabla \psi + \psi \Theta_{\Phi, \rho}(\rho^{\alpha_k, n_k}) \mathbb{1}_A \right] = 0,
\]
from which it follows \(\tilde{\mathbb{P}}\)-almost surely that \(\tilde{G}_1^k = \nabla \Theta_{\Phi, \rho}(\tilde{\rho}^k)\). In exact analogy with (5.50), it follows that \(\tilde{\mathbb{P}}\)-almost surely \(\tilde{G}_2^k = \alpha_k \nabla \tilde{\rho}^k\). A virtually identical argument proves that the continuous paths \((\tilde{M}^{k, \psi})_{j \in \mathbb{N}}\) are \(\tilde{\mathbb{P}}\)-almost surely defined by \(\tilde{\rho}^k\) as in (5.45). Finally, it follows from (5.46) that, for every \(\psi \in C_c^\infty(T^d \times [0, T])\) with
\[
\| \nabla \psi \|_{L^2([0, T]; L^2(T^d; \mathbb{R}^d))} \leq \| \nabla \Theta_{\Phi, \rho}(\tilde{\rho}^k) \|_{L^2([0, T]; L^2(T^d; \mathbb{R}^d))},
\]
and for every nonnegative \(\phi \in C_c^\infty(T^d \times [0, T] \times (0, \infty))\) and \(\tilde{A} \in \tilde{\mathcal{F}},\)
\[
\tilde{\mathbb{E}} \left[ \left( \int_0^T \int_{T^d} (\nabla \Theta_{\Phi, \rho}(\tilde{\rho}^k) \cdot \nabla \psi) \phi \ dx \ d\xi \ dt - \int_0^T \int_{T^d} \phi \ d\tilde{q}^k \right) \mathbb{1}_{\tilde{A}} \right] \leq 0,
\]
from which it follows that the measure \( \tilde{q}^k \) is \( \tilde{P} \)-almost surely is a kinetic measure for \( \tilde{\rho}^k \) in the sense of Definition 3.1 that satisfies (3.9). Since Proposition 5.9 and (5.46) prove that \( \tilde{P} \)-almost surely \( \alpha_k \nabla \tilde{\rho}^k \to 0 \) weakly in \( L^2([0,T]; L^2(\mathbb{T}^d; \mathbb{R}^d)) \) as \( k \to \infty \), it follows that there exists \( \tilde{\rho} \in L^1(\Omega \times [0,T]; L^1(\mathbb{T}^d)) \) such that

\[
\tilde{Y} = (\tilde{\rho}, \nabla \Theta_{\mathcal{F},p}(\tilde{\rho}), 0, \tilde{q}, (\tilde{M}^j)_{j \in \mathbb{N}}),
\]

where a repetition of the arguments leading to (5.51) proves that the measure \( \tilde{q} \) is a kinetic measure for \( \tilde{\rho} \) in the sense of Definition 3.1 that satisfies (3.6) (see (5.61) below). It remains to characterize the paths \( \tilde{M}^j \).

**The path \( \tilde{\beta} \) is a Brownian motion.** Let \( \tilde{\beta}^k = (\tilde{\beta}^{k,j})_{j \in \mathbb{N}} \) and let \( \tilde{\beta} = (\tilde{\beta}^j)_{j \in \mathbb{N}} \). Let \( F: \overline{Y} \to \mathbb{R} \) be a continuous function. It follows from (5.46) that, for every \( s \leq t \in [0,T] \), \( j \in \mathbb{N} \), and \( k \),

\[
(5.52) \quad \mathbb{E} \left[ F \left( \tilde{Y}^k_{[0,s]}, \tilde{Z}^k_{[0,s]}, \tilde{\beta}^k_{[0,s]} \right) \left( \tilde{\beta}^{k,j}_t - \tilde{\beta}^{k,j}_s \right) \right] = \mathbb{E} \left[ F \left( X^{\alpha_k, n_k}_{[0,s]}, X^{\beta_k, m_k}_{[0,s]}, B_{[0,s]} \right) \left( B^j_t - B^j_s \right) \right] = 0.
\]

After passing to the limit \( k \to \infty \) using the uniform integrability of the paths \( \tilde{\beta}^{k,j} - \tilde{\beta}^j \) implied by Proposition 5.27 and (5.46) in \( k \), it follows from (5.48) and (5.52) that, for every \( s \leq t \in [0,T] \) and \( j \in \mathbb{N} \),

\[
(5.53) \quad \mathbb{E} \left[ F \left( \tilde{Y}_{[0,s]}, \tilde{Z}_{[0,s]}, \tilde{\beta}_{[0,s]} \right) \left( \tilde{\beta}^j_t - \tilde{\beta}^j_s \right) \right] = 0.
\]

An identical argument proves that, for every \( i, j \in \mathbb{N} \) and \( s \leq t \in [0,T] \),

\[
(5.54) \quad \mathbb{E} \left[ F \left( \tilde{Y}_{[0,s]}, \tilde{Z}_{[0,s]}, \tilde{\beta}_{[0,s]} \right) \left( \tilde{\beta}^j_t - \tilde{\beta}^j_s - \delta_{ij}(t-s) \right) \right] = 0,
\]

for the Kronecker delta \( \delta_{ij} \) that is 1 if \( i = j \) and 0 otherwise. Since \( \tilde{P} \)-almost surely \( \tilde{\beta}^j \in C([0,T]) \) for every \( j \in \mathbb{N} \), it follows from (5.53), (5.54), and Levy’s characterization of Brownian motion (see, for example, [87], Chapter 4, Theorem 3.6) that \( \tilde{\beta}^j \) is for every \( j \in \mathbb{N} \) a one-dimensional Brownian motion with respect to the filtration \( \mathcal{G}_t = \sigma(\tilde{Y}_{[0,t]}, \tilde{Z}_{[0,t]}, \tilde{\beta}_{[0,t]}) \). It follows from the continuity and uniform integrability of the Brownian motion in time that \( \tilde{\beta} \) is a Brownian motion with respect to the augmented filtration \( (\overline{\mathcal{G}}_t)_{t \in [0,T]} \) of \( (\mathcal{G}_t)_{t \in [0,T]} \), by which we mean that \( (\overline{\mathcal{G}}_t)_{t \in [0,T]} \) is the smallest complete, right-continuous filtration containing \( (\mathcal{G}_t)_{t \in [0,T]} \).

**The paths \( (\tilde{M}^j)_{j \in \mathbb{N}} \) are \( \overline{\mathcal{G}}_t \)-martingales.** Let \( F: \overline{Y} \to \mathbb{R} \) be a continuous function and let \( j \in \mathbb{N} \). It follows from (5.46) that, for every \( s \leq t \in [0,T] \) and \( k \),

\[
(5.55) \quad \mathbb{E} \left[ F \left( \tilde{Y}^k_{[0,s]}, \tilde{Z}^k_{[0,s]}, \tilde{\beta}^k_{[0,s]} \right) \left( \tilde{M}^{k,\psi_j}_t - \tilde{M}^{k,\psi_j}_s \right) \right] = \mathbb{E} \left[ F \left( X^{\alpha_k, n_k}_{[0,s]}, X^{\beta_k, m_k}_{[0,s]}, B_{[0,s]} \right) \left( M^{n_k,\alpha_k,\psi_j}_t - M^{n_k,\alpha_k,\psi_j}_s \right) \right] = 0.
\]

After passing to the limit \( k \to \infty \), using that Proposition 5.27 and (5.46) prove that the \( M^{n_k,\alpha_k,\psi_j} \) are uniformly bounded in \( L^p(\Omega \times [0,T]) \) for every \( p \in [1,\infty) \) and hence uniformly integrable,
The \((\tilde{M}^j)_{j \in \mathbb{N}}\) are stochastic integrals with respect to \(\tilde{\beta}\). Let \(F : \mathcal{Y} \rightarrow \mathbb{R}\) be a continuous function. It follows from (5.46) that, for every \(s \leq t\), \(i \in \mathbb{N}\), and \(k\),

\[
\mathbb{E} \left[ F \left( \tilde{Y}^k_{[0,s]}, \tilde{Z}^k_{[0,s]}, \beta_{[0,s]} \right) \left( \tilde{M}_t^{k,\psi,j,k,i} - \tilde{M}_s^{\psi,j,k,i} - \int_s^t \mathbb{E} \left[ \int_{\mathcal{T}^d} \psi_j(x, \tilde{\rho}^k) \nabla \cdot (\sigma_{nk}(\tilde{\rho}^k) f_i) \right] \right) \right] = \mathbb{E} \left[ F \left( X^{\alpha_k,nk}_{[0,s]}, X^{\beta_k,mk}_{[0,s]}, B_{[0,s]} \right) \right].
\]

Since it follows from Proposition 5.27 and (5.46) that the \(\tilde{M}_t^{k,\psi,j}\) are uniformly integrable in \(k\) for every time \(t \in [0,T]\), after passing to the limit \(k \rightarrow \infty\),

\[
\mathbb{E} \left[ F \left( \tilde{Y}^j_{[0,s]}, \tilde{Z}^j_{[0,s]}, \beta_{[0,s]} \right) \left( \tilde{M}_t^j - \tilde{M}_s^j - \int_s^t \mathbb{E} \left[ \int_{\mathcal{T}^d} \psi_j(x, \tilde{\rho}) \nabla \cdot (\sigma(\tilde{\rho}) f_i) \right] \right) \right] = 0.
\]

We therefore conclude from (5.50) that, for every \(i \in \mathbb{N}\),

\[
\tilde{M}_t^j - \int_0^t \int_{\mathcal{T}^d} \psi_j(x, \tilde{\rho}) \nabla \cdot (\sigma(\tilde{\rho}) f_i) \text{ is a } \mathcal{G}_t\text{-martingale.}
\]

It then follows from the continuity of the process and the uniform integrability that the process (5.57) is also a continuous \(\mathcal{G}_t\)-martingale.

A virtually identical proof shows that for every \(j \in \mathbb{N}\) the process

\[
(\tilde{M}_t^j)^2 - \int_0^t \sum_{k=1}^\infty \left( \int_{\mathcal{T}^d} \psi_j(x, \tilde{\rho}) \nabla \cdot (\sigma(\tilde{\rho}) f_k) \right)^2,
\]

is a continuous \(\mathcal{G}_t\)-martingale. It then follows (5.57), (5.58), and an explicit calculation using the quadratic variation and covariation with the Brownian motion that, for every \(j \in \mathbb{N}\) and \(t \in [0,T]\),

\[
\mathbb{E} \left[ \left( \tilde{M}_t - \int_0^t \int_{\mathcal{T}^d} \psi_j(x, \tilde{\rho}) \nabla \cdot (\sigma(\tilde{\rho}) d\tilde{\xi}^F) \right)^2 \right] = 0,
\]

for the noise \(\tilde{\xi}^F\) defined analogously to Assumption 2.1 by the Brownian motion \(\tilde{\beta}\) on \(\hat{\Omega}\). It follows from Proposition 5.27 (5.55), and (5.59) that the quadratic variation of the difference between the continuous \(L^2\)-bounded martingales \(\tilde{M}^j\) and \(\int_0^t \int_{\mathcal{T}^d} \psi^j(x, \tilde{\rho}) \nabla \cdot (\sigma(\tilde{\rho}) d\tilde{\xi}^F)\) vanishes. Hence, almost surely for every \(j \in \mathbb{N}\) and \(t \in [0,T]\),

\[
\tilde{M}_t^j = \int_0^t \int_{\mathcal{T}^d} \psi_j(x, \tilde{\rho}) \nabla \cdot (\sigma(\tilde{\rho}) d\tilde{\xi}^F).
\]

The kinetic measure. We will now show that the limiting measure \(\tilde{\eta}\) is almost surely a kinetic measure for \(\tilde{\rho}\). It is a finite measure on \(\mathbb{T}^d \times \mathbb{R} \times [0,T]\), and therefore satisfies (5.7). In Definition 3.1 the measurability is a consequence of the convergence. The fact that almost surely

\[
d_0(\xi - \tilde{\rho})^2 \Phi(\xi) |\nabla \tilde{\rho}|^2 = d_0(\xi - \tilde{\rho})^2 |\nabla \Theta_{\Phi,2}(\tilde{\rho})|^2 \leq \tilde{q} \text{ on } \mathbb{T}^d \times (0,\infty) \times [0,T],
\]

follows from the definition of \(\tilde{q}\), weak lower-semicontinuity of the Sobolev norm, the strong convergence of the \(\tilde{\rho}^k\) to \(\tilde{\rho}\) in \(L^1([0,T]; L^1(\mathbb{T}^d))\), and the weak convergence of the \(\nabla \Theta_{\Phi,2}(\tilde{\rho}^k)\) to \(\nabla \Theta_{\Phi,2}(\tilde{\rho})\) in \(L^2([0,T]; L^2(\mathbb{T}^d, \mathbb{R}^d))\) from which it follows that the \(\nabla \Theta_{\Phi,2}(\tilde{\rho}^k)\) also converge weakly to \(\nabla \Theta_{\Phi,2}(\tilde{\rho})\) using Remark 5.10.

The integrability of \(\sigma(\tilde{\rho})\). The \(L^2\)-integrability of \(\sigma(\tilde{\rho})\) is a consequence of the \(L^2\)-integrability of \(\nabla \Theta_{\Phi,2}(\tilde{\rho})\), the \(L^1\)-integrability of \(\tilde{\rho}\) using the fact that the \(L^1\)-convergence and (5.13) imply that \(\|\tilde{\rho}(x,t)\|_{L^1(\mathbb{T}^d)} = \|\rho_0\|_{L^1(\mathbb{T}^d)}\) for almost every \(t \in [0,T]\), (5.6), and the interpolation estimate (5.10) applied to \(\Psi = \Theta_{\Phi,2}\) and integrated in time.
Recovering the equation almost everywhere in time. Let $\mathcal{A} \subseteq [0, T]$ denote the random set of atoms of the measure $\tilde{q}$ in time,

$$\mathcal{A} = \{ t \in [0, T] : \tilde{q}(\{ t \} \times \mathbb{T}^d \times \mathbb{R}) \neq 0 \}.$$  

Since the measure $\tilde{q}$ is almost surely finite, the set $\mathcal{A}$ is almost surely at most countable. It then follows from Lemmas [5.22, 5.45, 5.48, 5.60], the definition of the kinetic function and the kinetic function $\tilde{\chi}$ of $\rho$, and the compact support of $\tilde{\psi}_j$ on $\mathbb{T}^d \times (0, \infty)$ that there almost surely exists a random set of full measure $\mathcal{C} \subseteq [0, T] \setminus \mathcal{A}$ such that, for every $t \in \mathcal{C}$ and $j \in \mathbb{N}$,

(5.62)

$$\int_{\mathbb{T}^d} \int_{\mathbb{R}} \tilde{\chi}(x, \xi, r) \tilde{\psi}_j(x, \xi) \bigg|_{r=t}^{r=0} = -\int_{0}^{t} \int_{\mathbb{T}^d} \Phi'(\tilde{\rho}) \nabla \tilde{\rho} \cdot (\nabla \tilde{\psi}_j)(x, \tilde{\rho}) - \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} [\sigma'(\tilde{\rho})]^2 \nabla \tilde{\rho} \cdot (\nabla \tilde{\psi}_j)(x, \tilde{\rho})$$

$$- \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} \sigma(\tilde{\rho}) \sigma'(\tilde{\rho}) F_2 \cdot (\nabla \tilde{\psi}_j)(x, \tilde{\rho}) - \int_{0}^{t} \int_{\mathbb{T}^d} \tilde{\psi}_j(x, \tilde{\rho}) \tilde{\sigma}(\tilde{\rho}) \partial_q \tilde{\psi}_j(x, \xi) \, d\tilde{q} - \int_{0}^{t} \int_{\mathbb{T}^d} \psi_j(x, \tilde{\rho}) \nabla \cdot (\sigma(\tilde{\rho}) \, d\tilde{\xi} F)$$

$$- \int_{0}^{t} \int_{\mathbb{T}^d} \tilde{\psi}_j(x, \tilde{\rho}) \nabla \cdot \nu(\tilde{\rho}) + \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} (\partial_q \tilde{\psi}_j)(x, \tilde{\rho}) \sigma(\tilde{\rho}) \sigma'(\tilde{\rho}) \nabla \tilde{\rho} \cdot F_2 + \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} (\partial_q \tilde{\psi}_j)(x, \tilde{\rho}) F_3 \sigma^2(\tilde{\rho}),$$

where there is no ambiguity in interpreting the integral with respect $\tilde{q}$ since $t \notin \mathcal{A}$. We will now prove that the measure $\tilde{q}$ has no atoms in time, and that the function $\tilde{\rho}$ almost surely admits a representative taking values in $\mathcal{C}([0, T]; L^1(\mathbb{T}^d))$.

Right- and left-continuous representatives of $\tilde{\rho}$. For every $j \in \mathbb{N}$ let

$$\langle \tilde{\chi}, \tilde{\psi}_j \rangle_t = \int_{\mathbb{T}^d} \int_{\mathbb{R}} \tilde{\chi}(x, \xi, t) \tilde{\psi}_j(x, \xi).$$

It then follows from (5.62) that, almost surely for every $t \in \mathcal{C}$ and $j \in \mathbb{N}$,

(5.63)

$$\langle \tilde{\chi}, \tilde{\psi}_j \rangle_t = \int_{\mathbb{T}^d} \int_{\mathbb{R}} \tilde{\chi}(t, \rho_0) \tilde{\psi}_j - \int_{0}^{t} \int_{\mathbb{T}^d} \Phi'(\tilde{\rho}) \nabla \tilde{\rho} \cdot (\nabla \tilde{\psi}_j)(x, \tilde{\rho}) - \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} [\sigma'(\tilde{\rho})]^2 \nabla \tilde{\rho} \cdot (\nabla \tilde{\psi}_j)(x, \tilde{\rho})$$

$$- \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} \sigma(\tilde{\rho}) \sigma'(\tilde{\rho}) F_2 \cdot (\nabla \tilde{\psi}_j)(x, \tilde{\rho}) - \int_{0}^{t} \int_{\mathbb{T}^d} \tilde{\psi}_j(x, \tilde{\rho}) \tilde{\sigma}(\tilde{\rho}) \partial_q \tilde{\psi}_j(x, \xi) \, d\tilde{q} - \int_{0}^{t} \int_{\mathbb{T}^d} \psi_j(x, \tilde{\rho}) \nabla \cdot (\sigma(\tilde{\rho}) \, d\tilde{\xi} F)$$

$$- \int_{0}^{t} \int_{\mathbb{T}^d} \tilde{\psi}_j(x, \tilde{\rho}) \nabla \cdot \nu(\tilde{\rho}) + \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} (\partial_q \tilde{\psi}_j)(x, \tilde{\rho}) \sigma(\tilde{\rho}) \sigma'(\tilde{\rho}) \nabla \tilde{\rho} \cdot F_2 + \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^d} (\partial_q \tilde{\psi}_j)(x, \tilde{\rho}) F_3 \sigma^2(\tilde{\rho}).$$

Observe that every term on the righthand side of (5.63) is continuous in time except potentially the term involving the measure $\tilde{q}$, which may have discontinuities on the random set $\mathcal{A}$. For every $j \in \mathbb{N}$ let $\tilde{\psi}_j$ be the measure on $\mathbb{T}^d \times \mathbb{R} \times [0, T]$ defined by $d\tilde{q}_j = (\partial_q \tilde{\psi}_j)(x, \xi, t) \, d\tilde{q}$, and observe that by using standard properties of measures the functions $\tilde{Q}_j^\pm : [0, T] \to \mathbb{R}$ defined by

(5.64)

$$\tilde{Q}_j^+(t) = \tilde{q}_j(\mathbb{T}^d \times \mathbb{R} \times [0, t]) \quad \text{and} \quad \tilde{Q}_j^-(t) = \tilde{q}_j(\mathbb{T}^d \times \mathbb{R} \times [0, t]),$$

are almost surely right- and left-continuous and satisfy $\tilde{Q}_j^+(t) = \tilde{Q}_j^-(t)$ for every $t \in [0, T] \setminus \mathcal{A}$. As a consequence, it follows from (5.63) and (5.64) that for every $j \in \mathbb{N}$ the functions $t \in \mathcal{C} \to \langle \tilde{\chi}, \tilde{\psi}_j \rangle_t^\pm$ almost surely admit right- and left-continuous representatives $\tilde{\chi}_j \in \tilde{\psi}_j^\pm$ defined on $[0, T]$.

Since the $\{ \psi_j \}_{j \in \mathbb{N}}$ are dense on $L^2(\mathbb{T}^d \times [0, \infty))$, it follows from the nonnegativity of the solutions and the definition of the kinetic function $\tilde{\chi}$ of $\rho$ that the functions $\tilde{\chi}_j$ defined by

$$\int_{\mathbb{T}^d} \tilde{\chi}_j(x, \xi, t) \psi_j(x, \xi) = \langle \tilde{\chi}, \tilde{\psi}_j \rangle_t^\pm$$

are almost surely weakly right- and left-continuous in $L^2(\mathbb{T}^d \times \mathbb{R})$ in time, and satisfy $\tilde{\chi}_j(x, \xi, t) = \tilde{\chi}(x, \xi, t)$ for every $t \in \mathcal{C}$. Let $\tilde{Q}_j^\pm$ be defined analogously to (5.64) for every $\psi \in C^\infty_c(\mathbb{T}^d \times (0, \infty))$. It then follows from the density of the $\{ \psi_j \}_{j \in \mathbb{N}}$ in the $H^s$-norm, the Sobolev embedding theorem,
and \((5.63)\) that for every \(\psi \in C_c^\infty(\mathbb{T}^d \times (0, \infty))\) there exists a subset of full probability such that, for every \(t \in [0, T]\),

\[
(5.65) \quad \langle \chi^\pm, \psi \rangle_t = \int_{\mathbb{R}} \int_{\mathbb{T}^d} \overline{\chi}(\rho_0) \psi - \int_0^t \int_{\mathbb{T}^d} \Phi(\rho) \nabla \cdot (\nabla \psi)(x, \rho) - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} |\sigma'(\rho)|^2 \nabla \rho \cdot (\nabla \psi)(x, \rho) \, dx - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \sigma'(\rho) \rho^2 \cdot (\nabla \psi)(x, \rho) - \tilde{Q}_x^t(t) - \int_0^t \int_{\mathbb{T}^d} \psi_t(x, \rho) \nabla \cdot (\sigma(\rho) \rho \, dx) - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \psi_t(x, \rho) \nabla \cdot (\sigma(\rho) \rho \, dx) \, dt
\]

and such that for every \(t \in C\) with \(\chi^\pm\) right- and left-continuous versions of the kinetic functions and measures and using \([87, \text{Chapter 0, Proposition 4.5}]\) to justify differentiating the equality

\[
\int_{\mathbb{R}} \int_{\mathbb{T}^d} \chi^\pm + \tilde{\chi}^\pm - 2(\chi^\pm)^2 \, dx \, d\xi = 2 \int_{\mathbb{R}} \int_{\mathbb{T}^d} \chi^\pm(1 - \tilde{\chi}^\pm) \, dx \, d\xi
\]

after introducing the regularization used in the proof of Theorem \(4.7\) it follows from Theorem \(4.7\) the fact that \(\tilde{\chi}^\pm(x, \xi, t) = \chi(x, \xi, t)\) almost surely for almost every time in \([0, T]\), the fact that the right- and left-continuity prove that \(\tilde{\chi}^\pm\) preserve the \(L^1\)-norm, and \((5.61)\) that, almost surely for every \(t \in [0, T]\),

\[
\int_{\mathbb{R}} \int_{\mathbb{T}^d} \tilde{\chi}^\pm(x, \xi, t) - \chi^\pm(x, \xi, t) \, dx \, d\xi \leq \int_{\mathbb{R}} \int_{\mathbb{T}^d} \overline{\chi}(\rho_0)(1 - \overline{\chi}(\rho_0)) \, dx \, d\xi = 0.
\]

Since the weak convergence implies that \(0 \leq \tilde{\chi}^\pm \leq 1\) almost everywhere, it follows that

\[
\tilde{\chi}^\pm(x, \xi, t)(1 - \tilde{\chi}^\pm(x, \xi, t)) = 0 \quad \text{almost everywhere.}
\]

That is, almost surely,

\[
(5.66) \quad \tilde{\chi}^\pm \text{ are } \{0, 1\}-\text{valued on } \mathbb{T}^d \times \mathbb{R} \times [0, T].
\]

We will now show that as a distribution \(\partial_t \tilde{\chi}^\pm \leq 0\) on \(\mathbb{T}^d \times (0, \infty) \times [0, T]\), from which the claim follows. Since for all times \(t \in [0, T]\), with only a right or a left limit if \(t = 0\) or \(t = T\) respectively, the fact that almost surely \(\tilde{\chi}^\pm = \chi\) for almost every \(t \in [0, T]\) implies that almost surely exists a sequence \(\{t_k^+, t_k^-\}_{k \in \mathbb{N}}\) of positive and negative numbers satisfying \(t_k^+ - t_k^- \to 0\) as \(k \to \infty\) such that \(\tilde{\chi}^\pm(x, \xi, t + t_k^+) = \chi(x, \xi, t + t_k^-)\) for every \(k \in \mathbb{N}\). It then follows from the respective right- and left-continuity of \(\tilde{\chi}^\pm\) and properties of the kinetic function that, for all nonnegative \(\alpha \in C_c^\infty((0, \infty))\) and \(\psi \in C_c^\infty(\mathbb{T}^d)\),

\[
\int_{\mathbb{R}} \int_{\mathbb{T}^d} \tilde{\chi}^\pm(x, \xi, t) \psi(x) \alpha'(\xi) \geq \liminf_{k \to \infty} \int_{\mathbb{R}} \int_{\mathbb{T}^d} \chi(x, \xi, t + t_k^+) \psi(x) \alpha'(\xi) \geq \liminf_{k \to \infty} \int_{\mathbb{R}} \int_{\mathbb{T}^d} \psi(x) \alpha(\tilde{\rho}(x, t + t_k^+)) \geq 0,
\]

from which we conclude from the density of linear combinations of functions of the type \(\alpha(\xi) \psi(x)\) in \(C_c^\infty(\mathbb{T}^d \times (0, \infty))\) that, as distributions,

\[
(5.67) \quad \partial_t \tilde{\chi}(\xi, t) = 0 \quad \text{on } \mathbb{T}^d \times (0, \infty) \times [0, T].
\]

In combination \((5.66)\) and \((5.67)\) prove that the \(\tilde{\chi}^\pm\) are kinetic functions in the sense that there exist \(\tilde{\rho}^\pm \in L^1(\Omega \times [0, T]; L^1(\mathbb{T}^d))\) which almost surely satisfy \(\tilde{\rho}^\pm(x, t) = \tilde{\rho}(x, t)\) for almost every \(t \in [0, T]\) such that

\[
(5.68) \quad \tilde{\chi}^\pm(x, \xi, t) = 1_{\{0 < \xi < \tilde{\rho}^\pm(x, t)\}}.
\]
To conclude that $\tilde{\rho}$ has an $L^1$-continuous representative, we will prove that $\tilde{\rho}^+ = \tilde{\rho}^-$. Observe that it follows from (5.64) and (5.65) that, almost surely for every $\alpha \in C^\infty_c((0, \infty))$ and $\psi \in C^\infty(T^d)$,

\begin{equation}
(5.69) \quad \int_{\mathbb{R}} \int_{T^d} (x^+ - x^-)(x, t)\psi(x)\alpha(x) = \tilde{Q}_\alpha^-(t) - Q_\alpha^+(t) = -\int_{\{t\} \times T^d \times \mathbb{R}} \alpha'(x)\psi(x) \, dq.
\end{equation}

Fix a sequence of functions $\alpha_n \in C^\infty_c((0, \infty))$ such that $0 \leq \alpha_n \leq 1$, $\alpha_n(\xi) = 1$ if $\xi/n \leq \xi \leq n$, $\alpha_n(\xi) = 0$ if $\xi < 1/2n$ or if $\xi > n + 1$, and such that $\alpha'_n(\xi) \leq C/\xi$ if $1/2n < \xi < 1/n$ and $\alpha'_n(\xi) \leq C$ if $n \leq \xi < n + 1$ for some $C \in (0, \infty)$ independent of $n$. It follows from (5.68) and (5.69) that for every $\psi \in C^\infty(T^d)$ there exists $c \in (0, \infty)$ such that, almost surely for every $t \in [0, T]$,}

\begin{equation}
\left| \int_{T^d} (p^+(x, t) - p^-(x, t))\psi(x) \, dx \right| \leq c \liminf_{n \to \infty} \left( n\tilde{q}(\{t\} \times T^d \times [1/2n, 1/n]) + \tilde{q}(\{t\} \times T^d \times [n, n + 1]) \right),
\end{equation}

and therefore, using Proposition 4.6 and the finiteness of the measures $\tilde{q}$, almost surely for every $t \in [0, T]$ and $\psi \in C^\infty(T^d)$,

\begin{equation}
(5.70) \quad \left| \int_{T^d} (p^+(x, t) - p^-(x, t))\psi(x) \, dx \right| = 0.
\end{equation}

It follows from (5.70) that, for every $j \in \mathbb{N}$, there exists a subset of full probability such that, for every $t \in [0, T]$,

\begin{equation}
\int_{T^d} (p^+(x, t) - p^-(x, t))\psi_j(x) \, dx = 0.
\end{equation}

The density of the $\psi_j$ proves that almost surely $\tilde{\rho}^+ = \tilde{\rho}^-$ in $L^1([0, T]; L^1(T^d))$. From (5.68) it follows that almost surely $\tilde{\chi}^+ = \tilde{\chi}^-$ in $L^2(T^d \times \mathbb{R} \times [0, T])$, and we therefore conclude that $\tilde{\chi}^+ = \tilde{\chi}^-$ is almost surely weakly $L^2$-continuous in time.

It remains only to show that the weak continuity of $\tilde{\chi}^+$ implies the strong continuity of $\tilde{\rho}^+$. Let $t \in [0, T]$ and let $\{t_k\}_{k \in [0, \infty)}$ be a sequence in $[0, T]$ satisfying $t_k \to t$ as $k \to \infty$. Properties of the kinetic function and the weak $L^2$-continuity of $\tilde{\chi}^+$ prove that

\begin{equation}
\limsup_{k \to \infty} \int_{T^d} |\tilde{\rho}^+(x, t) - \tilde{\rho}^+(x, t_k)| \, dx = \limsup_{k \to \infty} \int_{T^d} \int_\mathbb{R} |\tilde{\chi}^+(x, \xi, t) - \tilde{\chi}^+(x, \xi, t_k)|^2 \, d\xi \, dx = 0,
\end{equation}

which completes the proof that $\tilde{\rho}^+$ is $L^1$-continuous in the strong topology, and therefore that $\tilde{\rho}$ has a representative taking values in $C([0, T]; L^1(T^d))$. Furthermore, it follows from the continuity and (5.65) that the measure $\tilde{q}$ almost surely has no atoms in time, so that there is no ambiguity, for example, in interpreting integrals of the form $\int_0^t \int_{T^d} (\partial_x \psi)(x, \xi) \, d\tilde{q}$.

**Conclusion.** It follows from (5.61), (5.65), the weak $L^2$-continuity of $\tilde{\chi}^+$ and the strong $L^1$-continuity of $\tilde{\rho}^+$ that $\tilde{\rho}$ has a representative in $L^1(\mathbb{R} \times [0, T]; L^1(T^d))$ that is a stochastic kinetic solution of (5.38) in the sense of Definition 3.1 with respect to the Brownian motion $\tilde{\beta}$ and the filtration $(\tilde{\mathcal{F}}_t)_{t \in [0, \infty)}$. That is, we have shown the existence of a probabilistically weak solution. It remains to show that there exists a probabilistically strong solution.

Returning to (5.46), (5.47), and (5.48), it follows that there exists $\tilde{\eta} \in L^\infty([0, T]; L^1(T^d))$ such that

\begin{equation}
\tilde{Z} = (\tilde{\eta}, \nabla \Theta_{\tilde{\eta}}(\tilde{\eta}), 0, \tilde{\eta}, (\tilde{\mathcal{F}}_t)_{t \in [0, T]}).
\end{equation}

A repetition of the above arguments proves that there almost surely exists a strongly $L^1$-continuous representative of $\tilde{\eta}$ that is a stochastic kinetic solution of (5.38) with respect to the Brownian motion $\tilde{\beta}$ and the filtration $(\tilde{\mathcal{F}}_t)_{t \in [0, \infty)}$ on $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ in the sense of Definition 3.1. The uniqueness of Theorem 4.7 proves that almost surely $\tilde{\eta} = \tilde{\rho}$ in $L^1([0, T]; L^1(T^d))$. Returning to (5.46), we conclude that along the subsequence $k \to \infty$ the joint laws of $(X_{t_k}^{\alpha_k, m_k}, X_{t_k}^{\beta_k, m_k})$ restricted to $L^1([0, T]; L^1(T^d))^2$ converge weakly to a measure $\mu$ on $L^1([0, T]; L^1(T^d))^2$ satisfying the conditions of Lemma 5.28.
Returning to the original solutions \( \{\rho^{\alpha,n}\}_{\alpha \in (0,1), n \in \mathbb{N}} \) defined on the original probability space \((\Omega, \mathcal{F}, \mathbb{P})\), it follows from Lemma \(5.29\) that, after passing to a subsequence \(\alpha_k \to 0, n_k \to \infty\), there exists a random variable \(\rho \in L^1(\Omega \times [0,T]; L^1(\mathbb{T}^d))\) such that the \(\{\rho^{\alpha_k,n_k}\}_{k \in \mathbb{N}}\) converge to \(\rho\) in probability. Passing to a further subsequence, it follows that \(\rho^{\alpha_k,n_k} \to \rho\) almost surely. A simplified version of the above argument then proves that \(\rho\) is a stochastic kinetic solution of \(5.38\) in the sense of Definition \(3.4\) on \((\Omega, \mathcal{F}, \mathbb{P})\). Furthermore, since the \(\{\rho^{\alpha,n}\}_{\alpha \in (0,1), n \in \mathbb{N}}\) are probabilistically strong solutions, it follows that \(\rho\) is a probabilistically strong solution. The estimates follow from the same argument and the weak lower semicontinuity of the Sobolev norm. This completes the proof.

\[\Box\]

**Remark 5.30.** For \(\mathcal{F}_0\)-measurable initial data \(\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^1(\mathbb{T}^d))\), as a consequence of Proposition \(5.9\) Remark \(5.10\) and Theorem \(5.29\) the resulting measure \(q\) is finite in the sense that
\[
\mathbb{E}\left[q(\mathbb{T}^d \times (0,\infty) \times [0,T])\right] < \infty.
\]
In this case, therefore, condition \(3.7\) can be replaced by the condition that the kinetic measure is a finite measure.

**Corollary 5.31.** Let \(\xi^F, \Phi, \sigma, \) and \(\nu\) satisfy Assumptions \(2.1\) \(5.2\) and \(5.17\) for some \(p \in [2, \infty)\) and assume that \(\rho_0 \in L^m(\Omega; L^1(\mathbb{T}^d)) \cap L^1(\Omega; \text{Ent}(\mathbb{T}^d))\) is \(\mathcal{F}_0\)-measurable. Then there exists a stochastic kinetic solution of \(5.38\) in the sense of Definition \(3.4\). Furthermore, the solution satisfies the estimates of Proposition \(5.18\).

**Proof.** Let \(\rho_0 \in L^m(\Omega; L^1(\mathbb{T}^d)) \cap L^1(\Omega; \text{Ent}(\mathbb{T}^d))\) and for every \(n \in \mathbb{N}\) let \(\rho_0^n = \rho \wedge n\). It then follows using the bounded entropy of \(\rho_0\) in expectation and the fact that \(\xi \log(\xi)\) is increasing on the set \([1/e, \infty)\) that
\[
(5.71) \quad \sup_n \mathbb{E}\left[\int_{\mathbb{T}^d} \rho_0^n \log(\rho_0^n)\right] + \sup_n \mathbb{E}\left[\|\rho_0^n\|_{L^1(\mathbb{T}^d)}\right] < \infty \quad \text{and} \quad \lim_{n \to \infty} \|\rho_0^n - \rho_0\|_{L^1(\mathbb{T}^d)} = 0.
\]
Using Theorem \(5.29\) let \(\{\rho^n\}_{n \in \mathbb{N}}\) be the unique stochastic kinetic solutions of \(5.38\) with initial data \(\{\rho_0^n\}_{n \in \mathbb{N}}\). The \(L^1\)-contraction of Theorem \(4.7\) proves that there exists a random variable \(\rho \in L^1(\Omega \times [0,T]; L^1(\mathbb{T}^d))\) such that \(\rho^n \to \rho\) strongly in \(L^1(\Omega \times [0,T]; L^1(\mathbb{T}^d))\). It follows from the \(L^1\)-estimate \(5.18\), Proposition \(5.18\) the interpolation estimate \(5.10\), and \(\rho_0 \in L^m(\Omega; L^1(\mathbb{T}^d)) \cap L^1(\Omega; \text{Ent}(\mathbb{T}^d))\) that \(\Phi^1(\rho) \in L^2(\Omega \times [0,T]; H^1(\mathbb{T}^d))\). It then follows from \(\sigma \leq c \Phi^\frac{1}{2}\) that \(\sigma(\rho) \in L^2(\Omega \times [0,T]; L^2(\mathbb{T}^d))\), and from \(|\nu| \leq (1 + \xi + \Phi)\) that \(\nu(\rho) \in L^1(\Omega; L^1(\mathbb{T}^d \times [0,T]))\). Finally, it follows from \(5.15\) that the resulting kinetic measure—which is no longer globally integrable—decays at infinity in the sense of \(3.7\), it follows from the uniform boundedness of \(\Phi^\frac{1}{2}\) away from zero on compact subsets of \((0, \infty)\) and \(5.15\) that \(\rho\) satisfies the local regularity property \(5.5\), and it follows from the weak continuity of the Sobolev norm that the kinetic measure satisfies \(3.6\). The proof that \(\rho\) is \(L^1\)-continuous and a stochastic kinetic solution of \(5.38\) with initial data \(\rho_0\) then follows from \(5.71\) and a simplified version of the above argument, since here everything is taking place on the original probability space. The estimates follow from the same argument and the weak lower semicontinuity of the Sobolev norm. This completes the proof.

\[\Box\]

**Corollary 5.32.** Let \(\xi^F, \Phi, \sigma, \) and \(\nu\) satisfy Assumptions \(2.1\) \(5.2\) for some \(p \in [2, \infty)\) and let \(\rho_0 \in L^1(\Omega; L^1(\mathbb{T}^d))\) be nonnegative and \(\mathcal{F}_0\)-measurable. Assume that, for some \(c \in (0, \infty)\),
\[
(5.72) \quad \sigma^2(\xi) + |\nu(\xi)| \leq c(1 + \xi) \quad \text{for every} \quad \xi \in [0, \infty).
\]
Then there exists a stochastic kinetic solution of \(5.38\) in the sense of Definition \(3.4\).

**Proof.** Let \(\rho_0 \in L^1(\Omega; L^1(\mathbb{T}^d))\) and for every \(n \in \mathbb{N}\) let \(\rho_0^n = \rho \wedge n\). Since it follows almost surely that
\[
\lim_{n \to \infty} \|\rho_0^n - \rho_0\|_{L^1(\mathbb{T}^d)} = 0,
\]
Furthermore, there exists a kinetic measure $q$ solution (6.2) \[
\|\sigma(\rho)\|^2_{L^2([0,T];L^2(\mathbb{T}^d))} + \|\nu(\rho)\|_{L^1(\mathbb{T}^d \times [0,T];\mathbb{R}^d)} \leq cT(1 + \|\rho_0\|_{L^1(\mathbb{T}^d)}).
\]
The local regularity property (3.3) and the vanishing of the kinetic measure at infinity (3.7) are a consequence of estimate (5.15), which only requires the $L^1$-integrability of $\rho$ and the $L^2$-integrability of $\sigma(\rho)$. This completes the proof. \hfill \Box

6. The well-posedness of (1.1)

In this section, we will extend the well-posedness theory to equations of the form (6.1) \[
d\rho = \Delta \Phi(\rho) \, dt - \nabla \cdot (\sigma(\rho) \circ d\xiF + \nu(\rho) \, dt) + \phi(\rho) \, d\xi^G + \lambda(\rho) \, dt \quad \text{in} \quad \mathbb{T}^d \times (0,T),
\]
where the noise $\xi^G$ is of the form $\xi^G = \sum_{k=1}^{\infty} g_k W^k_t$ for continuous functions $g_k$ on $\mathbb{T}^d$ and for independent Brownian motions $W^k_t$, and where the nonlinearities $\Phi$, $\sigma$, and $\nu$ satisfy Assumptions 4.1 and 5.2 above. The essential point in this section is that the pathwise (almost sure) contraction property of Theorem 4.7 will no longer be true if $\phi$ is nonzero or $\lambda$ is not monotone, and in general we only expect to obtain the $L^1$-contraction in expectation.

The uniqueness of stochastic kinetic solutions to (6.1). We define a stochastic kinetic solution of (6.1) in Definition 6.2. We introduce the assumptions on $\phi$ and $\lambda$ in Assumption 6.3 and we prove the uniqueness of stochastic kinetic solutions in Theorem 6.7. To do this, we control the kinetic measure at zero using Proposition 6.5 and control certain divergences at infinity using Lemma 6.6.

**Assumption 6.1.** Assume that the noise $\xiF$ and the initial data $\rho_0$ satisfy Assumption 2.1. Let $\{W^k\}_{k \in \mathbb{N}}$ be independent one-dimensional Brownian motions that are independent of the $\{B^k\}_{k \in \mathbb{N}}$ and that are defined on the same probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with respect to the same filtration $(\mathcal{F}_t)_{t \in [0,\infty)}$ and let $g_k \in C(\mathbb{T}^d)$ for every $k \in \mathbb{N}$. Assume that the sum $G_1 = \sum_{k=1}^{\infty} g_k^2$ is continuous on $\mathbb{T}^d$ and define $\xi^G = \sum_{k=1}^{\infty} g_k(x)W^k_t$.

**Definition 6.2.** Let $\rho_0 \in L^1(\Omega; L^1(\mathbb{T}^d))$ be nonnegative and $\mathcal{F}_0$-measurable. A stochastic kinetic solution of (6.1) is a nonnegative, almost surely continuous $L^1(\mathbb{T}^d)$-valued, $\mathcal{F}_t$-predictable function $\rho \in L^1(\Omega \times [0,T]; L^1(\mathbb{T}^d))$ that satisfies the following three properties.

(i) **Preservation of mass:** for every $t \in [0,T]$,
\[
\mathbb{E} \left[ \|\rho(\cdot,t)\|_{L^1(\mathbb{T}^d)} \right] = \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)} \right] + \mathbb{E} \left[ \int_0^t \int_{\mathbb{T}^d} \lambda(\rho) \, dx \, dt \right].
\]

(ii) **Integrability:** we have that
\[
\sigma(\rho), \phi(\rho) \in L^2(\Omega; L^2(\mathbb{T}^d \times [0,T])) \quad \text{and} \quad \nu(\rho), \lambda(\rho) \in L^1(\Omega; L^1(\mathbb{T}^d \times [0,T])).
\]

(iii) **Local regularity:** for every $K \in \mathbb{N},$
\[
[(\rho \wedge K) \vee 1/K] \in L^2(\Omega; L^2([0,T]; H^1(\mathbb{T}^d))).
\]
Furthermore, there exists a kinetic measure $q$ that satisfies the following three properties.

(iv) **Regularity:** almost surely as nonnegative measures,
\[
\delta_0(\xi - \rho) \Phi'(\xi) |\nabla \rho|^2 \leq q \quad \text{on} \quad \mathbb{T}^d \times (0,\infty) \times [0,T].
\]

(v) **Vanishing at infinity:** we have that
\[
\lim_{M \to \infty} \mathbb{E} \left[ q(\mathbb{T}^d \times [M, M+1] \times [0,T]) \right] = 0.
\]
Proof. Proceeding by contradiction, suppose that there exists $N \in \mathbb{N}$, such that, for every $n \geq N$,

$$n \sum_{k=1}^{K} \mu_k(B_{n,k}) \geq \frac{\varepsilon}{2}.$$
Theorem 6.7. Let $\xi^F$, $\xi^G$, $\Phi$, $\sigma$, $\nu$, $\phi$, and $\lambda$ satisfy Assumptions 6.1 and 6.3, let $\rho_0^1, \rho_0^2 \in L^1(\Omega; L^1(\mathbb{T}^d))$ be nonnegative and $\mathcal{F}_0$-measurable and let $\rho^1, \rho^2$ be stochastic kinetic solutions of (6.1) in the sense of Definition 6.2 with initial data $\rho_0^1, \rho_0^2$. Then there exists $c \in (0, \infty)$ such that, for every $t \in [0, T]$,

\[
E \left[ \left\| \rho^1(\cdot, t) - \rho^2(\cdot, t) \right\|_{L^1(\mathbb{T}^d)} \right] \leq c \exp(cT) E \left[ \left\| \rho_0^1 - \rho_0^2 \right\|_{L^1(\mathbb{T}^d)} \right].
\]

Furthermore, there exists $c \in (0, \infty)$ such that

\[
E \left[ \sup_{t \in [0, T]} \left\| \rho^1(\cdot, t) - \rho^2(\cdot, t) \right\|_{L^1(\mathbb{T}^d)} \right] \leq c \exp(cT) \left( \left(E \left[ \left\| \rho_0^1 - \rho_0^2 \right\|_{L^1(\mathbb{T}^d)} \right] \right)^{\frac{2}{3}} + E \left[ \left\| \rho_0^1 - \rho_0^2 \right\|_{L^1(\mathbb{T}^d)} \right] \right).
\]

Proof. In comparison to Theorem 5.29, since the expectation eliminates the martingale terms and since the noise terms $\xi^F$ and $\xi^G$ are independent, to obtain (6.7) it remains only to estimate the cutoff term

\[
E \left[ \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} G_1 \phi^2(\rho^1)(1 - 2\chi_{s,2}^\varepsilon \zeta M) d\eta \phi_{\beta}(\eta) \zeta M(\eta) d\eta ds \right],
\]

and the analogous term obtained by swapping the roles of $\rho^1$ and $\rho^2$, the error term (after passing $\varepsilon \to 0$ as in (4.24))

\[
E \left[ \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} G_1 (\phi(\rho^1) - \phi(\rho^2))^2 \zeta M(\eta) d\eta ds \right],
\]

and the error term

\[
E \left[ \int_0^T \int_{\mathbb{T}^d} \lambda(\rho^1) \chi_{s,1}^\varepsilon \zeta M(\eta) d\eta \phi_{\beta}(\eta) \zeta M(\eta) + \int_0^T \int_{\mathbb{T}^d} \lambda(\rho^2) \chi_{s,2}^\varepsilon \zeta M(\eta) d\eta \phi_{\beta}(\eta) \zeta M(\eta) \right].
\]

Term (6.9) is treated analogously to (4.20), where (6.5) and (6.6) are used to treat the limit $\beta \to 0$, and where the $L^1$-integrability of the $\rho^i$, Lemma 6.6 applied to the partitions $\Omega \times \{ M < \rho^i < M + 1 \} \times [0, T]$ for $M \in \mathbb{N}$ and the measures $(1 + \rho^i) dx d\eta d\xi$, and assumption (6.6) are used to treat the limit $M \to \infty$. The error term (6.11) is treated identically to (4.25) using the local $1/2$-Hölder continuity of $\phi$ on $(0, \infty)$. After passing to the limit $\varepsilon \to 0$ exactly as in (4.28), it follows that (6.11) becomes

\[
E \left[ \int_0^T \int_{\mathbb{T}^d} \lambda(\rho^1) \chi_{s,1}^\varepsilon \zeta M(\eta) d\eta \phi_{\beta}(\eta) \zeta M(\eta) + \int_0^T \int_{\mathbb{T}^d} \lambda(\rho^2) \chi_{s,2}^\varepsilon \zeta M(\eta) d\eta \phi_{\beta}(\eta) \zeta M(\eta) \right].
\]
After passing to the limit $\delta \to 0$ using (4.30) and the fact that $\lambda(0) = 0$, equation (6.12) becomes

$$
\mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \lambda(\rho^1)(1 - 1_{\rho^1 = \rho^2} - 21_{\rho^1 < \rho^2}) \varphi(\rho^1) \zeta_1(\rho^1) + \int_0^T \int_{\mathbb{T}^d} \lambda(\rho^2)(1 - 1_{\rho^1 = \rho^2} - 21_{\rho^2 < \rho^1}) \varphi(\rho^2) \zeta_1(\rho^2) \right].
$$

After passing to the limit $\beta \to 0$ using the dominated convergence theorem and $\lambda(0) = 0$ and to the limit $M \to \infty$ using the dominated convergence theorem, Assumption 6.3, and the $L^1$-integrability of the $\rho^1$, it follows from the equality $1_{\rho^1 < \rho^2} = 1 - 1_{\rho^1 = \rho^2} - 1_{\rho^2 < \rho^1}$ that (6.13) becomes

$$
\mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} (\lambda(\rho^1) - \lambda(\rho^2))(1 - 1_{\rho^1 = \rho^2} - 21_{\rho^1 < \rho^2}) \right] = \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} (\lambda(\rho^1) - \lambda(\rho^2)) \text{sgn}(\rho^1 - \rho^2) \right].
$$

It then follows from (6.14) and the Lipschitz continuity of $\lambda$ that there exists $c \in (0, \infty)$ such that

$$
\mathbb{E} \left[ \left\| \rho^1(\cdot, t) - \rho^2(\cdot, t) \right\|_{L^1(\mathbb{T}^d)} \right] \leq \mathbb{E} \left[ \left\| \rho_0^1 - \rho_0^2 \right\|_{L^1(\mathbb{T}^d)} \right] + c \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} |\rho^1 - \rho^2| \right].
$$

The proof of (6.7) follows from an application of Grönwall’s inequality. It remains to prove estimate (6.8), for which it is only necessary to consider the additional martingale term.

That is, in analogy with (4.28) in Theorem 4.7 it remains only to estimate the term

$$
\sup_{t \in [0, T]} \left\| \int_0^t \int_{\mathbb{T}^d} \left( (1 - 1_{\rho^1 = \rho^2} - 21_{\rho^1 < \rho^2}) \phi(\rho^1) + (1 - 1_{\rho^1 = \rho^2} - 21_{\rho^2 < \rho^1}) \phi(\rho^2) \right) d\xi \right\|.
$$

The identity $1_{\rho^1 < \rho^2} = 1 - 1_{\rho^1 = \rho^2} - 1_{\rho^2 < \rho^1}$ proves that (6.16) is equal to

$$
\sup_{t \in [0, T]} \left\| \int_0^t \int_{\mathbb{T}^d} \text{sgn}(\rho^1 - \rho^2)(\phi(\rho^1) - \phi(\rho^2)) d\xi \right\|.
$$

After taking the expectation of (6.17), the Burkholder-Davis-Gundy inequality (see, for example, [37] Chapter 4, Theorem 4.1) and Hölder’s inequality prove that there exists $c \in (0, \infty)$ such that

$$
\mathbb{E} \sup_{t \in [0, T]} \left\| \int_0^t \int_{\mathbb{T}^d} \text{sgn}(\rho^1 - \rho^2)(\phi(\rho^1) - \phi(\rho^2)) d\xi \right\|^2 \leq c \left( \mathbb{E} \left[ \int_0^T \left( \int_{\mathbb{T}^d} |\phi(\rho^1) - \phi(\rho^2)| \, dx \right)^2 ds \right] \right)^{1/2}.
$$

It then follows from Assumption 6.3 and specifically (6.4) and Hölder’s inequality that there exists $c \in (0, \infty)$ such that

$$
\left( \mathbb{E} \left[ \int_0^T \left( \int_{\mathbb{T}^d} |\phi(\rho^1) - \phi(\rho^2)| \, dx \right)^2 ds \right] \right)^{1/2} \leq c \left( \mathbb{E} \left[ \int_0^T \left( \int_{\mathbb{T}^d} |\rho^1 - \rho^2| \right)^2 \, dx \right] \right)^{1/2} + c \mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \rho^1(\cdot, t) - \rho^2(\cdot, t) \right\|_{L^1(\mathbb{T}^d)} \left( \int_0^T \int_{\mathbb{T}^d} |\rho^1 - \rho^2| \right)^{1/2} \right].
$$
Finally, it follows from (6.7) and (6.20) that there exists some nonnegative and Proposition 6.10. Where the final term on the righthand side of (6.21) is absorbed into the lefthand side of the estimate. This completes the proof of estimate (6.8), and therefore the proof.

Existence of solutions to (6.1). We will now construct a stochastic kinetic solution to (6.1). We introduce the assumptions on $\Phi$, $\sigma$, $\nu$, $\phi$, and $\lambda$ in Assumption 6.8. We define a solution of the regularized version of (6.1) with $\alpha \in (0, \infty)$ and for smooth and bounded $\sigma$ in Definition 6.9. In Propositions 6.10 and 6.11 we prove estimates analogous to Propositions 5.9 and 5.14. Finally, in Theorem 6.12 we construct a probabilistically strong solution to (6.1) in the sense of Definition 5.2. In Corollaries 6.15 and 6.16 we extend these results to initial data with finite entropy and $L^1$-initial data respectively.

Assumption 6.8. Let $\Phi$, $\sigma$, and $\nu$ satisfy Assumption 5.2 for some $p \in [2, \infty)$. Let $\phi, \lambda \in C([0, \infty))$ satisfy the following assumption.

(i) There exists $c \in (0, \infty)$ such that

$$|\phi(\xi)| \leq c(1 + \xi) \quad \text{and} \quad |\lambda(\xi)| \leq c\xi \quad \text{for every} \quad \xi \in [0, \infty).$$

Definition 6.9. Let $\xi^F, \xi^G, \Phi, \sigma, \nu, \phi,$ and $\lambda$ satisfy Assumptions 5.6, 6.1, and 6.8 for some $p \in [2, \infty)$, let $\alpha \in (0, 1)$, and let $\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $\mathcal{F}_0$-measurable. A solution of (6.1) with initial data $\rho_0$ is a continuous $L^p(\mathbb{T}^d)$-valued, nonnegative, $\mathcal{F}_t$-predictable process $\rho$ such that almost surely $\rho$ and $\Theta_{\Phi,2}(\rho)$ are in $L^2([0, T]; H^1(\mathbb{T}^d))$ and such that for every $\psi \in C^\infty(\mathbb{T}^d)$, almost surely for every $t \in [0, T]$,

$$\int_{\mathbb{T}^d} \rho(x, t)\psi(x) \, dx = \int_{\mathbb{T}^d} \rho_0 \psi \, dx - \int_0^t \int_{\mathbb{T}^d} \Phi'(\rho) \nabla \rho \cdot \nabla \psi - \alpha \int_0^t \int_{\mathbb{T}^d} \nabla \rho \cdot \nabla \psi$$
$$+ \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \nabla \psi \cdot \xi^F \, d\xi^F + \int_0^t \int_{\mathbb{T}^d} \nabla \psi \cdot \nu(\rho) + \int_0^t \int_{\mathbb{T}^d} \psi(\rho) \, d\xi^G + \int_0^t \int_{\mathbb{T}^d} \lambda(\rho) \psi$$
$$- \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} F_1(\sigma(\rho))^2 \nabla \rho \cdot \nabla \psi - \frac{1}{2} \int_0^t \int_{\mathbb{T}^d} \sigma(\rho) \sigma'(\rho) F_2 \cdot \nabla \psi.$$

Proposition 6.10. Let $\xi^F, \xi^G, \Phi, \sigma, \nu, \phi,$ and $\lambda$ satisfy Assumptions 5.6, 6.1, and 6.8 for some $p \in [2, \infty)$, let $T \in [1, \infty)$, let $\alpha \in (0, 1)$, let $\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $\mathcal{F}_0$-measurable, and let $\rho$ be a solution in the sense of Definition 6.9. Then there exists $c \in (0, \infty)$ such that

$$\mathbb{E} \left[ \sup_{t \in [0, T]} \|\rho(\cdot, t)\|_{L^1(\mathbb{T}^d)} \right] \leq c \exp(cT) \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)} \right].$$
For $\Theta_{\Phi,p}$ defined in Lemma 5.1 there exists $c \in (0, \infty)$ depending on $p$ but independent of $\alpha$ and $T$ such that

$$
\sup_{t \in [0,T]} \mathbb{E} \left[ \int_{\mathbb{T}^d} \rho^p(t, \cdot) \right] + \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} |\nabla \Theta_{\Phi,p}(\rho)|^2 \right] + \alpha \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} |\rho|^{p-2} |\nabla \rho|^2 \, dx \, ds \right] 
\leq c \exp(cT) \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^{m+p-1} + \int_{\mathbb{T}^d} \rho_0^p \right] \right).
$$

Proof. The proof of (6.22) follows by taking $\psi = 1$ in Definition 6.9 and applying the Burkholder-Davis-Gundy inequality (see, for example, [21, Chapter 4, Theorem 4.1]) in analogy with (6.18), (6.19), (6.20), and (6.21) above using Assumption 6.8 and Grönwall’s inequality. To prove (6.23), in comparison to Proposition 6.10, it remains to estimate the term.

Theorem 6.12. Let $\xi^F$, $\xi^G$, $\Phi$, $\sigma$, $\nu$, $\phi$, and $\lambda$ satisfy Assumptions 6.1 and 6.8 for some $p \in [2, \infty)$, for every $\delta \in (0, 1)$ let $\Psi_\delta$ be as in Definition 5.13, let $T \in [1, \infty)$, let $\alpha \in (0, 1)$, let $\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $F_0$-measurable, and let $\rho$ be a solution in the sense of Definition 6.9. Then, for every $\beta \in (0, 1/2)$ there exists $c \in (0, \infty)$ depending on $\delta$ and $\beta$ but independent of $\alpha$ and $T$ such that, for every $s > \frac{d}{2} + 1$,

$$
\mathbb{E} \left[ \|\Psi_\delta(\rho)\|_{W^{\beta,1}[0,T]; H^{-s}(\mathbb{T}^d)}^2 \right] \leq c \exp(cT) \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^{m+p-1} + \int_{\mathbb{T}^d} \rho_0^p \right] \right).
$$

Proof. In comparison to Proposition 6.14, it remains to estimate the $W^{\beta,1}[0,T]; H^{-s}(\mathbb{T}^d)$-norm of

$$
\frac{1}{2} \int_0^t \int_{\mathbb{T}^d} G_1 \Psi_\delta^\prime(\rho) \phi(\rho) + \int_0^t \int_{\mathbb{T}^d} \Psi_\delta^\prime(\rho) \lambda(\rho),
$$

and, for every $\beta \in (0, 1/2)$, the $W^{\beta,2}(0,T); H^{-s}(\mathbb{T}^d)$-norm of

$$
\int_0^t \Psi_\delta^\prime(\rho) \phi(\rho) \, d\xi^G.
$$

Since $s > \frac{d}{2} + 1$, similarly to (5.21) and (5.22), it follows from Assumption 6.8 that $G_1$ is bounded and $\Psi_\delta^\prime$ is supported on $[\delta/2, \delta]$, and (6.22) that there exists $c \in (0, \infty)$ such that

$$
\mathbb{E} \left[ \left\| \frac{1}{2} \int_0^t \Psi_\delta^\prime(\rho) \phi^2(\rho) + \int_0^t \Psi_\delta^\prime(\rho) \lambda(\rho) \right\|_{L^1(\mathbb{T}^d)}^{W^{\beta,1}[0,T]; H^{-s}(\mathbb{T}^d)} \right] \leq c \exp(cT) \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)} \right] \right).
$$

Since $s > d/2 + 1$, similarly to (5.23) and (5.24), it follows from Assumption 6.8 and (6.22) that there exists $c \in (0, \infty)$ such that

$$
\mathbb{E} \left[ \left\| \int_{\mathbb{T}^d} \Psi_\delta(\rho) \phi(\rho) \, d\xi^G \right\|_{W^{\beta,2}(0,T); H^{-s}(\mathbb{T}^d)}^2 \right] \leq c \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \phi^2(\rho) \right] \leq c \left( T + \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \rho^2 \right] \right).
$$

The claim now follows from the same argument as in Proposition 5.14 using $p \in [2, \infty)$, Hölder’s inequality, Young’s inequality, and the estimates of Proposition 6.10. This completes the proof.

Theorem 6.12. Let $\xi^F$, $\xi^G$, $\Phi$, $\sigma$, $\nu$, $\phi$, and $\lambda$ satisfy Assumptions 6.1 and 6.8 for some $p \in [2, \infty)$ and let $\rho_0 \in L^{m+p-1}(\Omega; L^1(\mathbb{T}^d)) \cap L^p(\Omega; L^p(\mathbb{T}^d))$ be nonnegative and $F_0$-measurable. Then there exists a stochastic kinetic solution of (6.1) in the sense of Definition 6.2. Furthermore, the solution satisfies the estimates of Proposition 6.10.
Proof. The proof is identical to the proof of Theorem 5.29 using Assumption 6.8 and the estimates of Propositions 6.10 and 6.11.

Assumption 6.13. Let $\Phi, \sigma, \nu, \phi, \lambda \in C([0, \infty))$ and $\nu \in C([0, \infty); \mathbb{R}^d)$ satisfy Assumption 5.17. Assume that $\phi, \lambda \in C([0, \infty))$ satisfy the following assumptions.

(i) There exists $c \in (0, \infty)$ such that
$$\phi^2(\xi) \left( 1 + \log^2(\Phi(\xi)) + \frac{\Phi'(\xi)}{\Phi(\xi)} \right) \leq c(1 + \xi + \Phi(\xi)) \text{ for every } \xi \in [0, \infty).$$

(ii) There exists $c \in (0, \infty)$ such that
$$|\lambda(\xi) \log(\Phi(\xi))| \leq c(1 + \xi + \Phi(\xi)).$$

Proposition 6.14. Let $\xi^F, \xi^G, \Phi, \sigma, \nu, \phi, \lambda$ satisfy Assumptions 5.6, 6.1, 6.8 and 6.13 for some $p \in [2, \infty)$, let $\alpha \in (0, 1)$, let $T \in [1, \infty)$, let $\rho_0 \in L^m(\Omega; L^1(\mathbb{R}^d)) \cap L^1(\Omega; \text{Ent}(\mathbb{R}^d))$ be $\mathcal{F}_0$-measurable, and let $\rho$ be a solution of (6.1) in the sense of Definition 6.9. Then there exists $c \in (0, \infty)$ independent of $\alpha$ and $T$ such that

$$\mathbb{E} \left[ \sup_{t \in [0, T]} \int_{\mathbb{T}^d} \Psi_P(\rho(x, t)) \right] + \mathbb{E} \left[ \int_0^T \int_{\mathbb{T}^d} \Phi(\rho(t)) \right] \leq c \text{exp}(cT) \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^m + \int_{\mathbb{T}^d} \Psi_P(\rho_0) \right] \right).$$

Proof. To prove (6.24), in comparison to Proposition 5.9 and (5.29), it is necessary to estimate the term

$$\mathbb{E} \left[ \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} G_1 \phi^2(\rho) \Phi(\rho) + \int_0^T \int_{\mathbb{T}^d} |\lambda(\rho) \log(\Phi(\rho))| \right] + \mathbb{E} \left[ \sup_{t \in [0, T]} \int_0^t \int_{\mathbb{T}^d} \phi(\rho) \log(\Phi(\rho)) d\xi^G \right].$$

It follows from the Assumption 6.13 $T \in [1, \infty)$, (6.22), the Burkholder-Davis-Gundy inequality (see, for example, [37, Chapter 4, Theorem 4.1]), and Young’s inequality that there exists $c \in (0, \infty)$ such that these terms are bounded by

$$c \text{exp}(cT) \left( 1 + \mathbb{E} \left[ \|\rho_0\|_{L^1(\mathbb{T}^d)}^m + \int_{\mathbb{T}^d} \Phi(\rho_0) \right] \right).$$

The claim now follows using the interpolation estimate (5.10) with $\Psi = \Phi^\frac{1}{2}$ and (6.22), which completes the proof.

Corollary 6.15. Let $\xi^F, \xi^G, \Phi, \sigma, \nu, \phi, \lambda$ satisfy Assumptions 5.6, 6.1, 6.8, and 6.13 for some $p \in [2, \infty)$ and let $\rho_0 \in L^m(\Omega; L^1(\mathbb{R}^d)) \cap L^1(\Omega; \text{Ent}(\mathbb{R}^d))$ be $\mathcal{F}_0$-measurable. Then there exists a stochastic kinetic solution of (6.1) in the sense of Definition 6.2. Furthermore, the solution satisfies the estimates of Proposition 6.14.

Proof. The proof is identical to Corollary 5.31 using Theorem 6.7, Theorem 6.12, and Proposition 6.14.

Corollary 6.16. Let $\xi^F, \xi^G, \Phi, \sigma, \nu, \phi, \lambda$ satisfy Assumptions 5.6, 6.1, and 6.8 for some $p \in [2, \infty)$, let $\rho_0 \in L^1(\Omega; L^1(\mathbb{R}^d))$ be nonnegative and $\mathcal{F}_0$-measurable, and assume that there exists $c \in (0, \infty)$ such that

$$\sigma^2(\xi) + |\nu(\xi)| + \phi^2(\xi) \leq c(1 + \xi) \text{ for every } \xi \in [0, \infty).$$

Then there exists a stochastic kinetic solution of (6.1) in the sense of Definition 6.2.

Proof. The proof is identical to Corollary 5.32 using Theorem 6.7 and Theorem 6.12.
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