Supernova feedback in a local vertically stratified medium: interstellar turbulence and galactic winds
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ABSTRACT
We use local Cartesian simulations with a vertical gravitational potential to study how supernova (SN) feedback in stratified galactic discs drives turbulence and launches galactic winds. Our analysis includes three disc models with gas surface densities ranging from Milky Way-like galaxies to gas-rich ultra-luminous infrared galaxies (ULIRGs), and two different SN driving schemes (random and correlated with local gas density). In order to isolate the physics of SN feedback, we do not include additional feedback processes. We find that, in these local box calculations, SN feedback excites relatively low mass-weighted gas turbulent velocity dispersions $\approx 3$–$7$ km s$^{-1}$ and low wind mass loading factors $\eta \lesssim 1$ in all the cases we study. The low turbulent velocities and wind mass loading factors predicted by our local box calculations are significantly below those suggested by observations of gas-rich and rapidly star-forming galaxies; they are also in tension with global simulations of disc galaxies regulated by stellar feedback. Using a combination of numerical tests and analytic arguments, we argue that local Cartesian boxes cannot predict the properties of galactic winds because they do not capture the correct global geometry and gravitational potential of galaxies. The wind mass loading factors are in fact not well-defined in local simulations because they decline significantly with increasing box height. More physically realistic calculations (e.g., including a global galactic potential and disc rotation) will likely be needed to fully understand disc turbulence and galactic outflows, even for the idealized case of feedback by SNe alone.
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1 INTRODUCTION
The evolution of galaxies is strongly influenced by stellar feedback processes, such as ionizing radiation from young massive stars, stellar winds, and supernovae (SNe). In many circumstances, SNe are believed to dominate the energy and momentum injection in the interstellar medium (ISM; e.g., McKee & Ostriker 1977; Dekel & Silk 1986; Silk 1997; Ostriker & Shetty 2013; Faucher-Giguère et al. 2013). As a result, SNe play a key role in exciting interstellar turbulence (e.g., Dib et al. 2006; Joung & Mac Low 2006; Joung et al. 2007) and in accelerating galactic winds from star-forming galaxies (e.g., Veilleux et al. 2003; Strickland & Heckman 2002; Hopkins et al. 2012a; Muratov et al. 2013). SNe also strongly influence the dynamics and phase structure of the ISM by inflating bubbles of hot, diffuse gas (e.g., McKee & Ostriker 1977) and by accelerating relativistic cosmic rays (e.g., Blandford & Ostriker 1978; Girichidis et al. 2016).

Galaxy formation models that do not include strong stellar feedback predict galaxies with star formation rates that are a factor $\sim 100$ too high (e.g., Hopkins et al. 2011; Agertz et al. 2013) relative to observations (Kennicutt 1998; Genzel et al. 2010). They also form too many stars overall by a factor $\sim 5$ to $>10^3$ (e.g., White & Frenk 1991; Kereš et al. 2009; Moster et al. 2010; Behroozi et al. 2010; Faucher-Giguère et al. 2014) and fail to explain the observed distribution of heavy elements in the intergalac-
tic medium (e.g., Aguirre et al. 2003; Oppenheimer & Davé 2006; Wiersma et al. 2010). While it is clear that stellar feedback is an essential ingredient of galaxy formation models (e.g., Somerville & Davé 2013), even modern cosmological simulations generally do not have sufficient resolution to self-consistently capture stellar feedback. To develop realistic subgrid prescriptions to model stellar feedback in cosmological simulations, it is necessary to develop a better understanding of how different feedback processes couple to the scales that are resolved in these simulations.

Over the past few years, cosmological hydrodynamic simulations have progressed to the point that the state-of-the-art simulations using the zoom-in method (Porter 1983; Katz & White 1993) can achieve mass and spatial resolutions better than $\sim 1000 \text{M}_\odot$ and $\sim 10 \text{pc}$, respectively, for Milky Way-mass galaxies evolved to the present time (e.g., Guedes et al. 2011; Stinson et al. 2013; Hopkins et al. 2014; Marinacci et al. 2014; Agertz & Kravtsov 2015; Wetzel et al., in prep.). Such simulations directly resolve some of the key processes in the ISM of individual galaxies, such as the formation of giant molecular clouds (GMCs). This is significant because the formation of GMCs is likely the rate limiting step for star formation in galaxies (e.g., Hopkins et al. 2011; Faucher-Giguère et al. 2013). However, cosmological simulations are not yet capable of directly resolving the formation of individual stars or the full details of how stellar feedback couples to the ISM. To fully take advantage of the resolution now afforded by cosmological simulations, it is thus critical to develop a subgrid model for SN feedback that accurately captures the effects of SNe on resolved scales.

In Martizzi et al. (2013), we performed high-resolution simulations of isolated supernova remnants (SNRs) in an inhomogeneous ISM and provided fitting formulae for the injection of momentum and thermal energy from individual SNe as a function of ISM density, metallicity, and the size of the SNR. These fits can be implemented by injecting both residual thermal energy and radial momentum at the resolution scale of cosmological simulations. Using periodic box simulations with randomly seeded SNe, Martizzi et al. (2013) verified that this subgrid prescription for SN feedback accurately predicts the thermal energy content and turbulent velocity dispersion of the gas for a given mean gas density and volumetric SN rate. A simple variant of this scheme has been used to model SN feedback in the FIRE (Feedback In Realistic Environments) cosmological simulations, which have proved successful at reproducing a range of observations for galaxies below $\sim L^*$ (e.g., Hopkins et al. 2012; Faucher-Giguère et al. 2013; Ma et al. 2013). Several recent studies by other groups performed similar high-resolution simulations of SNRs evolving in an inhomogeneous medium and reached broadly consistent conclusions regarding the momentum boost obtained at the end of the Sedov-Taylor phase (Kim & Ostriker 2015a; Walch & Naab 2017; Gatto et al. 2013; Li et al. 2017); subgrid SN schemes analogous to those developed in Martizzi et al. (2013) have also been contemporaneously developed by other groups (Simpson et al. 2015; Kimm et al. 2015).

Idealized simulations of isolated SNRs – or simulations of multiple SNe assuming periodic boundary conditions – have a number of limitations, which introduce significant uncertainties for understanding the impact of SN feedback on galaxies. In real galaxies, the energy and momentum returned by SNe contribute both to ISM turbulence and to driving galactic winds. Simulations with periodic boundary conditions clearly cannot address how efficiently winds are driven. In this paper, we thus extend the idealized inhomogeneous SN feedback study of Martizzi et al. (2013) to include the effects of vertical stratification in galactic discs by imposing a background gravitational potential as well as outflow boundary conditions in the vertical direction. We continue to adopt the local box approximation, focusing on $\sim 1 \text{kpc}^3$ patches of galactic discs.

Several previous SN feedback studies have included vertical stratification in local boxes (Dib et al. 2006; Joung & Mac Low 2006; Joung et al. 2009; Creasey et al. 2013; Kim et al. 2013; Kim & Ostriker 2015b; Girichidis et al. 2016). Our analysis complements various subsets of these previous studies in different ways. Our simulations implement the subgrid SN model developed in Martizzi et al. (2013), allowing us to compare in a well-controlled manner our new results with those obtained before in periodic boxes. We also systematically compare models with three different gas surface densities as a proxy for galaxies ranging from ones similar to the Milky Way to gas-rich ultra-luminous infrared galaxies (ULIRGs); and for each model, we study two different SN driving schemes (random and correlated with local gas density). Girichidis et al. (2016) recently published a closely related study, which explored a larger set of SN seeding models. Girichidis et al. (2016) included gas self-gravity and magnetic fields, which we neglect, but focused on a Milky Way-like disc. The biggest difference between this paper and previous work lies primarily, however, in how we design the simulation catalog and analyse the results. First, we quantitatively assess what fraction of the SN feedback energy goes into winds vs. turbulence. We also discuss the implications for analytic models of the Kennicutt-Schmidt (K-S) law based on a balance between SN feedback and gravity (Ostriker & Shetty 2011; Faucher-Giguère et al. 2013). Finally, we analyse the sensitivity of our results to vertical boundary conditions and identify limitations generic to local Cartesian box calculations, which appear to have been under-appreciated in the context of SN feedback studies. We argue that local Cartesian boxes (both ours and other ones in the literature) are inherently limited in their ability to quantitatively predict galactic wind properties. Evidence for this includes (i) the strong dependence of wind properties on box height and (ii) an analytic derivation showing that steady adiabatic SNe-heated winds do not undergo a standard subsonic to supersonic transition in plane-parallel geometry (Appendix C). These limitations of local Cartesian box calculations suggest that further increasing the physical realism of local calculations or moving to global galaxy models will be needed to properly understand how SN feedback generates galactic winds. In addition, our results strongly suggest that fits to wind properties derived from local simulations (e.g., Creasey et al. 2013) could produce misleading results if used as a basis for modeling SN feedback in cosmological simulations or semi-analytic models.

This paper is structured as follows. §2 describes our simulation methodology. §3 discusses the global dynamics and phase structure of the ISM in the simulations. §4 summarises
our main results concerning the energetics of SN feedback. In §5, we focus on turbulence in the disc and its relationship to analytic K-S law models. §6 discusses the effects of the box geometry and boundary conditions on our results. We conclude in §7. Appendices contain more details regarding the convergence with resolution and box height of our simulations, as well as an analytic treatment of steady winds in plane-parallel geometry.

2 SIMULATION SET-UP AND METHODOLOGY

Our main simulations use the RAMSES code (Teyssier 2002), an adaptive mesh refinement (AMR) code based on a second-order unsplit Godunov solver (Toro et al. 1994) (in Appendix B we compare our RAMSES results to tall boxes run with ATHENA). We evolve an ideal hydrodynamic fluid in 3D without self-gravity and we adopt the HLLC Riemann solver. We initialize the metal mass fraction of the gas to a thena run with a second-order unsplit Godunov solver (Toro et al. 1994). We initialize the metal mass fraction of the gas to a fixed value $\rho_{\text{metal}} = 0.02$ (the hydrogen and helium mass fractions are $X = 0.76$ and $Y = 1 - X - Z$, respectively). Metal line cooling at $T < 10^4$ K and photo-electric heating from dust grains are neglected. The box side length of our cubical RAMSES boxes is denoted by $L$. We use uniform grids (no mesh refinement) throughout.

2.1 Vertically stratified disc models

We model local patches of galactic discs by imposing a fixed vertical gravitational potential intended to approximate the effects of a stellar disc and a dark matter halo; the self-gravity of the gas is neglected. The specified gravitational potential depends only on the coordinate $z$ normal to the disc plane. The disc mid-plane is located at $z = 0$. The specific form of the gravitational potential we adopt is the same as in Kuijken & Gilmore (1989).

$$\phi(z) = a_1 \left[ \sqrt{z^2 + z_0^2} - z_0 \right] + \frac{a_2}{2} z^2,$$

where $a_1$ and $a_2$ are coefficients associated with the disc (stellar) and spheroidal (halo) components, respectively, and $z_0$ is the scale height of the stellar disc. This potential corresponds to an infinite thin disc of stellar surface density $\Sigma_*$ embedded in a halo of constant density $\rho_h$, such that

$$a_1 = 2\pi G \Sigma_*$$

and

$$a_2 = \frac{4\pi G}{3} \rho_h.$$  

We assume that the gas is initially isothermal with temperature $T_0$ and in hydrostatic equilibrium with the prescribed potential. We set the initial temperature to $T_0 = 1.32 \times 10^4$ K. Since the initial profile of the gas declines rapidly with increasing $z$, we impose a floor $\rho_{\text{gas}, \text{min}} = \rho_{\text{gas}}(z = 250 \text{pc})$ on the initial gas density distribution. We define an effective gaseous disc scale height $z_{\text{eff}}$ such that

$$\Sigma_{\text{gas}} = \int_{-L/2}^{+L/2} dz \rho_{\text{gas}}(z) = 2z_{\text{eff}} \rho_0,$$

where the $\rho_0$ is the initial mid-plane gas density. At later times the disc is supported in part by turbulent pressure, rather than thermal pressure. As a result, the true effective scale height can differ from the one defined using the initial conditions in equation (4). We nevertheless use $z_{\text{eff}}$ to define a characteristic height used to measure various quantities for each of our disc models; the true steady-state scale heights are somewhat smaller. Finally, for each disc model we define the gas mass fraction as

$$f_{\text{gas}} = \frac{\Sigma_{\text{gas}}}{\Sigma_*}.$$  

We simulate three disc models, corresponding to different galaxy types. The parameters for each disc model are given in Table 1. The Milky Way-like MW model has $\Sigma_{\text{gas}} = 5 M_\odot / \text{pc}^2$, $f_{\text{gas}} = 0.088$, and $z_0 = 180$ pc. These parameters are similar to those summarized by McKee et al. (2013) for the solar neighborhood. The ULTRA-MW model, with $\Sigma_{\text{gas}} = 50 M_\odot / \text{pc}^2$, is our reference configuration. To achieve a similar gas fraction as in the MW model, the parameters $a_1$ and $a_2$ are increased by a factor $\approx 10$, while $z_0$ is kept fixed at $180$ pc. The ULTRA-MW model is representative of a galaxy whose gas surface density and total mass are larger than the Milky Way. Finally, we investigate a gas-rich ULIRG model with gas surface density $\Sigma_{\text{gas}} = 500 M_\odot / \text{pc}^2$ representative of ultra-luminous infrared galaxies (though not as extreme as, e.g., the nucleus of Arp 220). The scale height of the gravitational potential in the ULIRG model, $z_0 = 300$ pc, is higher than for the MW and ULTRA-MW models, as is its gas fraction $f_{\text{gas}} = 0.496$. However, the ULIRG model has an initial hydrostatic gaseous disc slightly thinner than the ULTRA-MW model.

Our simulations use periodic boundary conditions on the sides (along the $x$ and $y$ axes) and outflow boundary conditions (gradients of density, velocity, pressure, metallicity, and gravitational potential set to zero) at the top and bottom of the domain. Mass flow into the box from the ghost zones at the $\pm z$ boundaries is not allowed ($v_z$ is prevented from becoming negative at the top boundary, or positive at the bottom boundary). In our fiducial simulations, we do not explicitly enforce hydrostatic balance at the top and bottom of the domain; we verified that this choice does not influence our results. To assess the convergence of our results with spatial resolution, we run simulations at three different resolutions. The lowest resolution, labeled `-L7` uses a Cartesian mesh with $(2^7)^3 = 128^3$ cells (cell size $\Delta x = 7.8$ pc). The fiducial resolution, labeled `-L8` uses a Cartesian mesh with $(2^8)^3 = 256^3$ cells ($\Delta x = 3.9$ pc). The highest resolution, labeled `-L9` uses a Cartesian mesh with $(2^9)^3 = 512^3$ cells ($\Delta x = 1.95$ pc). Appendix A summarises convergence tests and shows that for the global quantities we focus on in this paper, our results are well converged with respect to spatial resolution at the fiducial `-L8` resolution.

Our fiducial simulations use a box side length $L = 1$ kpc. To test the robustness of our results with respect to box size, we also ran cubical RAMSES simulations with $L = 2$ kpc (labeled `-LB`). In addition, we ran a `tall box` simulation of height 5 kpc with ATHENA, described in Appendix B. Overall, we find that the disc properties predicted by our simulations are robust to box size but that the detailed wind structure does depend on box size. In particular, the wind mass outflow rate decreases with increasing box height so there is no well defined mass outflow rate in local Cartesian simulations of SNe-driven galactic winds (see §6).
2.2 Supernova seeding schemes

To model SNe, we inject energy and momentum in spheres of fixed radius \( R_{\text{inj}} = 2 \times \Delta x \) for each SN following the subgrid model developed by Martizzi et al. (2015) based on high-resolution simulations of isolated SNRs. Specifically, we use the fits in equation (11) of Martizzi et al. (2015) as a function of ambient density \( n_0 \) and metallicity \( Z \) (evaluated as the means within \( R_{\text{inj}} \)) to determine the radial momentum and residual thermal energy deposition based on the isolated SNR fits. The radial momentum is injected in a way that enforces the radial momentum canceling along opposite directions. We fit the radial momentum is injected in a way that enforces the radial momentum canceling along opposite directions. We fit the radial momentum into the ambient medium for each SN explosion (a negligible effect on the total mass in the box).

Table 1. Symbols are defined in [21]. The last column indicates the escape speed needed to reach the box edge (\(|z| = 500 \text{ pc}\)) from the mid-plane in our fiducial simulations. All discs are initialized in hydrostatic equilibrium at an initial temperature \( T_0 = 1.92 \times 10^4 \text{ K} \).

| Disc model | \( \Sigma_{\text{gas}} [\text{pc}^{-1}] \) | \( f_{\text{gas}} \) | \( z_{\text{eff}} [\text{pc}] \) | \( n_1 [\text{kpc Myr}^{-2}] \) | \( n_2 [\text{Myr}^{-2}] \) | \( z_0 [\text{pc}] \) | \( \sqrt{20(z = 500 \text{ pc})} [\text{ km/s}] \) |
|------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| MW         | 5              | 0.088          | 165            | \( 1.42 \times 10^{-3} \) | \( 5.49 \times 10^{-4} \) | 180            | 33             |
| ULTRA-MW   | 50             | 0.100          | 99             | \( 1.26 \times 10^{-2} \) | \( 4.87 \times 10^{-3} \) | 180            | 100            |
| ULIRG      | 500            | 0.496          | 87             | \( 2.78 \times 10^{-2} \) | \( 9.89 \times 10^{-3} \) | 300            | 130            |

We do not explicitly model star formation but instead explore two different schemes for seeding SNe.

In the first scheme (‘FX’- suffix for “fixed”), SNe are randomly seeded in space and time within \(|z| \lesssim z_{\text{eff}}\) (defined in eq. [1]). The SN rate is set based on an observationally-inferred Kennicutt-Schmidt law \( \dot{\Sigma}_* \propto \Sigma_{\text{gas}}^{1.4} \) (Kennicutt et al. 2007), where \( \dot{\Sigma}_* \) is the star formation rate surface density. \( \dot{\Sigma}_* \) is converted to a volumetric SN rate via \( \dot{\rho}_{\text{SN}} = \dot{\rho}_{\text{gas}} / \dot{\Sigma}_* / m_* \), where \( m_* = 100 \, M_\odot \) (i.e., one SN per 100 M_\odot of newly formed stars). Since \( z_{\text{eff}} \) is typically larger than the steady-state gaseous disc scale height, a relatively large fraction of the SNe explode in regions of relatively low density above or below the disc. The fractions of SNe exploding at \( \rho < \rho_0 / 3 \) are \( \sim 10\% \), \( \sim 60\% \) and \( \sim 60\% \) for AFX-MW, FX-ULTRA-MW and FX-ULIRG, respectively. Such fractions could occur if a high fraction of SNe are produced by runaway OB stars (e.g., Conroy & Kratter 2012). Furthermore, radiative feedback from star formation can clear molecular clouds of their gas before all core collapse SNe have had time to explode (e.g., Hopkins et al. 2012b; Dib et al. 2013). We stress, however, that our FX model is primarily intended to test the random limit for SN feedback, rather than being motivated in detail by a particular physical model.

In the second scheme (‘SC’- suffix for “self-consistent”), we assume that star formation occurs on a time scale \( t_s \) that is a multiple of the local dynamical time, \( t_s = f_s t_{\text{dyn}} \). We adopt the value \( f_s = 100 \), corresponding to a star formation efficiency of one percent per dynamical time. The dynamical time is calculated using the mass density corresponding to the prescribed potential,

\[
t_{\text{dyn}}(z) = \sqrt{\frac{3\pi}{16G\rho(z)}}
\]

where

\[
\rho(z) = \frac{1}{4\pi G} \int z^2 \phi(z)
\]

(in the disc, the stellar component dominates the potential). For any given cell, the volumetric SN rate is then given by

\[
\dot{\rho}_{\text{SN,loc}} = \frac{\dot{\rho}_{\text{gas}}}{m_* t_s}
\]

As for the FX scheme, SNe are seeded randomly but with a probability per time step proportional to the local gas density. We do not allow more than one SN to explode in a single cell per time step. In the SC scheme, SNe preferentially explode where the gas density is high, such as near the mid-plane and around density peaks. We do not, however, enforce an explicit cut on the distance from the mid-plane at which SNe are allowed to occur. Note also that this scheme is not as extreme as the ‘peak driving’ scheme of Girichidis et al. (2016), in which SNe are seeded only at the highest density peaks.

The parameters of all the RAMSES simulations we analyse in this paper are summarised in Table 2.
are typically associated with gas that is cooling and falling back to the disc after being pushed out by the outflow.

The comparison of Figure 1 (FX-runs) and Figure 2 (SC-ULTRA-MW-L8) highlights the sensitivity of the corona dynamics to the SN seeding scheme, i.e. on the location of the SNe. In the FX case, SNe explode with uniform probability in a horizontal slab of fixed thickness (Table 2). The probability that a SN explodes in a low density region is relatively high. Since SNe that explode in low density regions are more efficient at heating the gas, the FX runs typically have a much hotter and more dynamic atmosphere. In the SC runs, by contrast, SNe preferentially explode in higher density regions close to the mid-plane; as a result, SNe heating is less efficient in the SC case and the atmosphere is colder than in the FX case. This translates into a much weaker outflow (§4).

### 3.2 Phase Structure of the Discs

In the density and temperature maps in Figures 1 and 2 one can identify regions where SNe recently exploded close to the disc mid-plane. SNRs can be observed in two different phases: (I) the hot energy conserving Sedov-Taylor phase (II) the momentum-conserving phase, after the SN remnant has cooled to low temperatures but has yet to mix into the ambient ISM. The hot phase of a SNR is comparatively much weaker outflow (§4).

---

| Simulation name | Disc model | \( L \) [kpc] | Number of cells | \( \Delta x \) [pc] | SN scheme | \( \langle \dot{n}_{SN} \rangle \) [Myr\(^{-1}\) kpc\(^{-2}\)] |
|----------------|------------|--------------|----------------|-------------|-----------|---------------------------|
| FX-MW-L8       | MW         | 1            | \( 256^3 \)    | 3.9         | Fixed for \( |z| \leq z_{\text{eff}} \) | 30                        |
| FX-ULTRA-MW-L7 | ULTRA-MW   | 1            | \( 128^3 \)    | 7.8         | Fixed for \( |z| \leq z_{\text{eff}} \) | 1,500                     |
| FX-ULTRA-MW-L8 | ULTRA-MW   | 1            | \( 256^3 \)    | 3.9         | Fixed for \( |z| \leq z_{\text{eff}} \) | 1,500                     |
| FX-ULTRA-MW-L9-LB | ULTRA-MW  | 2            | \( 512^3 \)    | 3.9         | Fixed for \( |z| \leq z_{\text{eff}} \) | 1,500                     |
| FX-ULTRA-MW-L9 | ULTRA-MW   | 1            | \( 512^3 \)    | 1.95        | Fixed for \( |z| \leq z_{\text{eff}} \) | 1,500                     |
| FX-ULIRG-L8    | ULIRG      | 1            | \( 256^3 \)    | 3.9         | Fixed for \( |z| \leq z_{\text{eff}} \) | 43,000                    |
| SC-MW-L8       | MW         | 1            | \( 256^3 \)    | 3.9         | \( \propto n_{\text{gas}} \) | 70                        |
| SC-ULTRA-MW-L8 | ULTRA-MW   | 1            | \( 256^3 \)    | 3.9         | \( \propto n_{\text{gas}} \) | 1,700                     |
| SC-ULTRA-MW-L9 | ULTRA-MW   | 1            | \( 512^3 \)    | 1.95        | \( \propto n_{\text{gas}} \) | 1,700                     |
| SC-ULIRG-L8    | ULIRG      | 1            | \( 256^3 \)    | 3.9         | \( \propto n_{\text{gas}} \) | 25,000                    |

Table 2. \( L \) is the box side length, \( \Delta x \) is the cell size, and \( \langle \dot{n}_{SN} \rangle \) is the time averaged SN rate per unit volume in the region \( |z| \leq z_{\text{eff}} \).
To understand this quantitatively, it is useful to recall that the cooling radius of a SNR at solar metallicity is \( R_c \approx 8(n/10 \text{ cm}^{-3})^{-0.42} \text{ pc} \) (e.g., Martizzi et al. 2015). Thus unless \( n \ll 10 \text{ cm}^{-3} \), the SNRs are relatively small in their energy conserving phase, and are only marginally resolved for the ULIRG densities. Despite this, we show in Appendix A that the global properties of the disc structure and outflows are converged with respect to numerical resolution.

To better quantify the phase structure of the disc produced by SNe, Figure 3 shows volume weighted probability distribution functions (PDFs) for the gas density and temperature in both the FX and SC simulations. The probability functions are measured in the regions \(|z| < 1.5z_{\text{eff}}\) (solid lines) and \(-50 \text{ pc} < z < 50 \text{ pc}\) (dashed lines), and are time averaged over \(30 \text{ Myr} < t < 40 \text{ Myr}\). Each row is a different configuration: MW (top), ULTRA-MW (middle) and ULIRG (bottom). SC runs are shown in black, FX runs in red. In all of the models, the bulk of the disc has a density of order the mean density of the disc and a temperature of \(\sim 10^4 \text{ K}\) but there is a significant tail to the PDFs associated with lower density gas in SNRs.
Supernova feedback in a local stratified medium

The volume filling fraction of low density gas in our simulations is of order that expected from analytical estimates. For example, McKee & Ostriker (1977) find that the volume filling fraction of SNRs when they reach pressure equilibrium with the external medium at the end of their evolution is

\[ f_V = 1 - \exp(-Q_{\text{SNR}}) \]  

where

\[ Q_{\text{SNR}} \approx 5 \left( \frac{\bar{n}_H}{10^3 \text{kpc}^{-3} \text{Myr}} \right)^{1.30} \bar{n}_H^{-0.14} \tilde{P}_{\text{SNR}}^{1.30} \]  

is the porosity of the ISM, \( \bar{n}_H \) is the mean hydrogen density, and \( \tilde{P}_{\text{SNR}} = P/(10^4 \text{ kB cm}^{-3} \text{ K}) \) is a rescaled ISM pressure. For example, for our ULTRA-MW run, \( \bar{n}_H \sim 10 \text{ cm}^{-3} \), \( \tilde{P}_{\text{SNR}} \sim 10 \), and so equations (9) & (10) imply \( f_V \sim 0.2 \). This is of order, though a bit larger than, what we find in the simulation for the volume filling fraction of low density gas.

3.3 The Global Dynamics of the Corona

Figure 4 compares vertical profiles of the volume averaged vertical \( \langle z \rangle \) component of the velocity to the sound speed for the FX (dashed lines) and SC (solid lines) simulations. The error bars represent 1-σ temporal variations. These profiles have been averaged over the interval 30 Myr < \( t < 40 \) Myr, when ULTRA-MW and ULTRG develop a quasi-steady wind. Figure 4 shows clearly the hot corona in all of the simulations: the mean temperature at high \( \langle z \rangle \) is a factor of \( \sim 100 \) larger than that in the midplane. In addition, all of our simulations show acceleration as the gas moves from the mid-plane towards the box boundary. However, all of the gas motions remain subsonic on the computational domain, with outflow velocities at most \( \sim 100 \text{ km s}^{-1} \). In detail, the velocity structure is sensitive to the SN seeding scheme, with the SC runs typically having slower winds. This is consistent with the results of the previous subsections, which showed that SNe in the SC model are more susceptible to radiative losses. The subsonic outflows seen here are, however, contrary to expectations for SNe-driven galactic winds (e.g., Chevalier & Clegg 1985). As we will emphasize in Sec 3.3.4, this result is a generic limitation of local Cartesian simulations.

\[ \text{Figure 2.} \text{ Density (top) and temperature (bottom) maps for the SC-ULTRA-MW-L8 simulation with a SN rate } \propto \rho. \text{ The maps are for a slice 2 cells thick passing through the centre of the simulation box. The wind and corona are noticeably cooler and less dense than in Figure 4. This is because the SN rate } \propto \rho \text{ used in the SC simulations leads to more radiative losses than the random driving in Figure 4.} \]

\[ \text{Figure 3.} \text{ shows that all of the models are dominated by cool gas } (T \sim 10^4 \text{ K}) \text{ with a density close to the mean density of the disc model. In the density probability distribution there is a low density tail associated with SNRs that experienced cooling losses and are in the momentum conserving phase. This tail to the PDF is also present at high temperatures, though it is somewhat less prominent.} \]

To further quantify the phase structure, Table 3 gives the volume and mass filling fractions for low density (\( n_H < 0.01\bar{n}_H \)) and high temperature (\( T > 10^5 \text{ K} \)) gas in the region \( |z| < 50 \text{ pc} \), i.e., the region dominated by the disc. Table 3 shows that the low density and/or hot gas always constitutes a negligible fraction of the total mass budget of the disc. However, this gas occupies a reasonable fraction of the volume (up to \( \sim 10\% \)), particularly for the higher surface density FX models. The volume filling fractions of hot gas are particularly low for the SC models because of the stronger radiative losses when SNe explode in dense gas. More generally, the volume filling fractions of low density gas are larger than those of hot gas, particularly for the SC simulations in which the SN rate is proportional to the local gas density. This again corresponds to the fact that SNRs spend more time in the momentum conserving phase, when radiative losses have sapped their thermal energy.

\[ \text{Figure 4.} \text{ compares vertical profiles of the volume filling fraction of low density gas in our simulations to that expected from analytical estimates. For example, McKee & Ostriker (1977) find that the volume filling fraction of SNRs when they reach pressure equilibrium with the external medium at the end of their evolution is}\]

\[ f_V = 1 - \exp(-Q_{\text{SNR}}) \]

where

\[ Q_{\text{SNR}} \approx 5 \left( \frac{\bar{n}_H}{10^3 \text{kpc}^{-3} \text{Myr}} \right)^{1.30} \bar{n}_H^{-0.14} \tilde{P}_{\text{SNR}}^{1.30} \]

is the porosity of the ISM, \( \bar{n}_H \) is the mean hydrogen density, and \( \tilde{P}_{\text{SNR}} = P/(10^4 \text{ kB cm}^{-3} \text{ K}) \) is a rescaled ISM pressure. For example, for our ULTRA-MW run, \( \bar{n}_H \sim 10 \text{ cm}^{-3} \), \( \tilde{P}_{\text{SNR}} \sim 10 \), and so equations (9) & (10) imply \( f_V \sim 0.2 \). This is of order, though a bit larger than, what we find in the simulation for the volume filling fraction of low density gas.

\[ \text{Figure 3.} \text{ shows that all of the models are dominated by cool gas } (T \sim 10^4 \text{ K}) \text{ with a density close to the mean density of the disc model. In the density probability distribution there is a low density tail associated with SNRs that experienced cooling losses and are in the momentum conserving phase. This tail to the PDF is also present at high temperatures, though it is somewhat less prominent.} \]

To further quantify the phase structure, Table 3 gives the volume and mass filling fractions for low density (\( n_H < 0.01\bar{n}_H \)) and high temperature (\( T > 10^5 \text{ K} \)) gas in the region \( |z| < 50 \text{ pc} \), i.e., the region dominated by the disc. Table 3 shows that the low density and/or hot gas always constitutes a negligible fraction of the total mass budget of the disc. However, this gas occupies a reasonable fraction of the volume (up to \( \sim 10\% \)), particularly for the higher surface density FX models. The volume filling fractions of hot gas are particularly low for the SC models because of the stronger radiative losses when SNe explode in dense gas. More generally, the volume filling fractions of low density gas are larger than those of hot gas, particularly for the SC simulations in which the SN rate is proportional to the local gas density. This again corresponds to the fact that SNRs spend more time in the momentum conserving phase, when radiative losses have sapped their thermal energy.

The volume filling fraction of low density gas in our simulations is of order that expected from analytical estimates. For example, McKee & Ostriker (1977) find that the volume filling fraction of SNRs when they reach pressure equilibrium with the external medium at the end of their evolution is

\[ f_V = 1 - \exp(-Q_{\text{SNR}}) \]  

where

\[ Q_{\text{SNR}} \approx 5 \left( \frac{\bar{n}_H}{10^3 \text{kpc}^{-3} \text{Myr}} \right)^{1.30} \bar{n}_H^{-0.14} \tilde{P}_{\text{SNR}}^{1.30} \]  

is the porosity of the ISM, \( \bar{n}_H \) is the mean hydrogen density, and \( \tilde{P}_{\text{SNR}} = P/(10^4 \text{ kB cm}^{-3} \text{ K}) \) is a rescaled ISM pressure. For example, for our ULTRA-MW run, \( \bar{n}_H \sim 10 \text{ cm}^{-3} \), \( \tilde{P}_{\text{SNR}} \sim 10 \), and so equations (9) & (10) imply \( f_V \sim 0.2 \). This is of order, though a bit larger than, what we find in the simulation for the volume filling fraction of low density gas.

\[ \text{Figure 4.} \text{ compares vertical profiles of the volume averaged vertical } \langle z \rangle \text{ component of the velocity to the sound speed for the FX (dashed lines) and SC (solid lines) simulations. The error bars represent 1-σ temporal variations. These profiles have been averaged over the interval 30 Myr < \( t < 40 \) Myr, when ULTRA-MW and ULTRG develop a quasi-steady wind. Figure 4 shows clearly the hot corona in all of the simulations: the mean temperature at high } \langle z \rangle \text{ is a factor of } \sim 100 \text{ larger than that in the midplane. In addition, all of our simulations show acceleration as the gas moves from the mid-plane towards the box boundary. However, all of the gas motions remain subsonic on the computational domain, with outflow velocities at most } \sim 100 \text{ km s}^{-1}. \text{ In detail, the velocity structure is sensitive to the SN seeding scheme, with the SC runs typically having slower winds. This is consistent with the results of the previous subsections, which showed that SNe in the SC model are more susceptible to radiative losses. The subsonic outflows seen here are, however, contrary to expectations for SNe-driven galactic winds (e.g., Chevalier & Clegg 1985). As we will emphasize in Sec 3.3.4, this result is a generic limitation of local Cartesian simulations.} \]
4 ENERGETICS & OUTFLOW PROPERTIES

In this section, we analyse the state of the stratified simulations in terms of the balance between the injection of energy by SNe and losses via cooling and outflows. In steady state, the equation for energy balance is

$$\dot{E}_{SN} = \dot{E}_{cool} + \dot{E}_{out},$$

where $\dot{E}_{SN} \geq 0$ is the energy injection rate due to SNe, $\dot{E}_{cool} \geq 0$ is the cooling rate, and $\dot{E}_{out} \geq 0$ is the rate at which the wind carries away energy. In addition to these sources and sinks, we also quantify $\dot{E}_{turb} \geq 0$, the rate at which turbulent energy cascades to small scales. This quantifies how efficient SNe are at driving turbulence, but does not show up as a separate term in equation 11 because the energy in turbulent motions ultimately goes into heat and thus radiation.

In many ways, it is more useful to analyze the properties of turbulence driven by stellar feedback in terms of the momentum supplied by SNe and other sources (see, e.g., Thompson et al. 2009; Ostriker & Shetty 2011). However, for the purposes of understanding SNe-driven galactic winds, it is particularly instructive to quantify the fraction of SNe energy that goes into the wind. This and the wind mass loading are in fact the two key parameters of SNe-driven galactic wind theory (e.g., Chevalier & Clegg 1985).

For this reason we focus in this section on analyzing the energetics and outflow mass loading in our local simulations.

4.1 Definitions

To quantify the cooling rate, we directly adopt the algorithm used in RAMSES to compute the cooling rate $\dot{E}_{cool}$ given the density and temperature distribution at a given time. We measure the cooling rate in the region $|z| < 1.5 \Delta z_{eff}$ which is larger than the steady state disc scale height and where most of the cooling losses are achieved.

We define two energy injection rates associated with SNe. The total SN energy injection rate in the case of infinite resolution is $\dot{E}_{SN, tot}(t) = n_{SN}(t) \times 10^{51}$ erg. In practice, however, our sub-grid model (22) takes into account that radiative losses on unresolved scales sap the SNR of energy. We thus separately define the energy injection rate using the sub-grid model as $\dot{E}_{SN}(t)$. The ratio $\dot{E}_{SN}/\dot{E}_{SN, tot}$ quantifies how well our simulations resolve the energy-conserving Sedov-Taylor phase of SNRs: a ratio near unity means that the SNe typically explode in regions where the density is low enough to allow the simulation to resolve the full SNR evolution. When the ratio is low, by contrast, the SNe seeding injects primarily the residual energy/momentum after cooling losses have already modified the evolution of the SNR.

The MW simulations naturally have low density (large cooling
radii) and $\dot{E}_{SN}/\dot{E}_{SN,tot} \approx 1$, consistent with fully resolved SNR, however the ratio is < 1 for ULTRA-MW and ULIRG where the typical densities are higher and the sub-grid approach is required.

To quantify the mass outflow rate $M_{\text{out}}$ from the domain, we compare it to the rate at which stars would be formed in the model disc. We do so by converting the SN rate $n_{SN}$ into a star formation rate SFR = $\int dz L^2 m_a n_{SN}$ with $m_a = 100 M_\odot$ and defining the mass loading factor of the wind as $\eta = M_{\text{out}}/\text{SFR}$. To quantify the outflow of energy from a given region, consider a slab with the mid-plane at its centre whose upper and lower boundaries are defined by $|z| = z_{\text{out}}$. We compute the outflow rate as the following sum:

$$\dot{E}_{\text{out}} = \sum_{i,z_{\text{out}}} \rho_i v_{z,i} \Delta x^2 \left( v_i^2 + \frac{\gamma}{\gamma-1} \frac{p_i}{\rho_i} \right),$$

where $\rho_i$ is the cell density, $v_{z,i}$ is the $z$-component of the velocity, $v_i$ is the magnitude of the velocity and $P_i$ is the pressure. Only cells with outflowing $z$-velocity are included in the sum. We return later to the fact that most of the outflowing material at a given height falls back eventually and only a small amount leaves the box. Equation (12) corresponds to the Bernoulli parameter of the outflow times the mass flux, except that we do not include a term with the gravitational potential energy. The reason is that the local boxes we consider do not have a well defined escape velocity. In fact, $v_{\text{esc}} \propto z$ for large $z$.

Finally, the rate at which SNe energy goes into turbulent motions can be estimated if some of the properties of turbulence are known. For the turbulence analysis we decompose the velocity field into a mean and fluctuating component

$$\mathbf{v}(x, y, z) = \mathbf{v}_{\text{bg}}(z) + \delta \mathbf{v}(x, y, z)$$

where $\mathbf{v}_{\text{bg}}(z)$ is the background value at height $z$ and $\delta \mathbf{v}$ is the velocity fluctuation defined such that $\langle \delta v_z \rangle = 0$ where $\langle \rangle_z$ denotes an average over $x,y$ at a given height $z$. Given the velocity fluctuations $\delta \mathbf{v}$, we calculate the 1D mass (volume) weighted velocity dispersion $\sigma_{v,M} = \langle \delta v^2/3 \rangle_M^{1/2}$ ($\sigma_{v,V} = \langle \delta v^2/3 \rangle_V^{1/2}$), and the turbulent kinetic energy density $\epsilon_{\text{kin}} = \langle \rho \delta v^2 \rangle / 2$ (where $\langle \rangle$ now denotes a full volume average). We also measure $E(k)$, the 1D power spectrum of the turbulent kinetic energy density; we first take the power spectra of the $x,y,z$-components of the kinetic energy density separately and then sum the contributions. We can then define an effective driving scale $L_{\text{drive}}$ for the turbulent motions:

$$L_{\text{drive}} = \frac{\int_{L_{\text{min}}}^{L_{\text{max}}} E(k) dk}{\int_{L_{\text{min}}}^{L_{\text{max}}} E(k) dk}.$$  

The minimum wave number $k_{\text{min}}$ is determined by the maximum wavelength that can be sampled $\lambda_{\text{max}} = L/2$, i.e. $k_{\text{min}} = 2\pi/\lambda_{\text{max}}$. The maximum wave number depends on the spatial resolution, $k_{\text{max}} = 2\pi/\Delta x$. Note that because the turbulent kinetic energy is highly concentrated in the disc, the exact value of $L_{\text{drive}}$ is insensitive to the details of the coronal dynamics, but is instead determined by the bulk of the mass, which resides in the disc.

In absence of continuous driving by SNe, turbulence is expected to decay on a time scale $t_{\text{decay}}$ that can be approximated by (e.g., Stone et al. 1998)

$$t_{\text{decay}} \approx \frac{L_{\text{drive}}}{\sigma_{v,M}}$$

In our simulations, we measure $\sigma_{v,M}$ by averaging over the region $|z| < 1.5z_{\text{eff}}$, which should include the contribution to the velocity dispersion from turbulent eddies of all scales relevant to disc turbulence since $3z_{\text{eff}} \approx 2L_{\text{drive}}$ for all our simulations (Table 4). We can thus estimate the rate of turbulence driving by the rate which the turbulent energy would decay absent driving:

$$\dot{E}_{\text{turb}} \approx \frac{\epsilon_{\text{kin}} L^3}{t_{\text{decay}}} = \left( \frac{1}{2} \rho v^2 \right) \frac{\sigma_{v,M}}{L_{\text{drive}}} L^3$$

Note that because of approximations inherent in deriving equation (14), $\dot{E}_{\text{turb}}$ is only accurate to multiplicative factors of order unity (in contrast to $\dot{E}_{\text{cool}}, \dot{E}_{\text{SN}}$, and $\dot{E}_{\text{out}}$).

4.2 Results of the Energetics Analysis

Figures 5 (FX-runs) and 6 (SC-runs) summarise the energetics and wind mass loading factors for our three different galaxy simulations. All of the $E$ values are normalized to the total SNe energy injection rate $\dot{E}_{SN,tot}$ for the given simulation. Appendix A shows that the global quantities in Figures 5 (FX-runs) and 6 (SC-runs) are well converged with respect to spatial resolution. The key results of Figures 5 (FX-runs) and 6 are as follows:

- $\dot{E}_{SN}/\dot{E}_{SN,tot}$ is highest in the MW case where the SNR evolution is easier to resolve and lowest in the ULIRG case. $\dot{E}_{SN}/\dot{E}_{SN,tot}$ is also systematically higher in the FX simulations relative to the SC simulations. This is because in the FX simulations the SN rate per unit volume is independent of height for $|z| < z_{\text{eff}}$; more SNe thus explode in low density material where SNRs easier to resolve.
- In all cases the vast majority of the energy supplied by SNe is radiated away. The turbulence driving rate is typically $\dot{E}_{\text{turb}} \lesssim 10^{-2} \dot{E}_{SN,tot}$; we derive this analytically in the next section. Outflows carry away at most $\sim 10\%$ of the total energy supplied by SNe. This high outflow rate of energy is achieved only in the FX simulations, because in that case SNe couple better to the low density material. By contrast, in the SC simulations the outflows carry away at least a factor of $\sim 10$ less energy, $\lesssim 1\%$ of the total energy supplied by SNe. This is consistent with the much cooler atmosphere in Figure 2 relative to Figure 7.
- In the FX simulations, the relative power in the outflows $\dot{E}_{out}/\dot{E}_{SN,tot}$ is nearly the same in ULTRA-MW and ULIRG (which have more clearly established steady outflows than the MW simulation). By contrast, in the SC simulations, the relative power in the outflows $\dot{E}_{out}/\dot{E}_{SN,tot}$ declines significantly with increasing surface density of the disc.
- The mass loading factor of the wind $\eta$ decreases with increasing gas surface density and with increasing height $z$. The dependence on height $z$ can be understood using Figure 7, which shows a histogram of $dn_j/d\log_{10} v_x$, the contribution to the mass loading at $|z| = 495$ pc (the edge of the domain) from different logarithmic bins in $\log_{10} v_x$. Figure 7 shows that the vast majority of the outflow is at a relatively low velocity that would not escape a realistic
and larger mass loading. The same results for the SC runs in which the SNe rate \( \propto \) outflow carries away at most 10% of the SN energy while the mass loading factor decreases with increasing height \( z \). Figure 6 shows the same results for the SC runs in which the SNe rate \( \propto \). The FX models shown here drive more powerful winds with more energy and larger mass loading.

**Figure 5.** Energetics and outflow mass loading for the simulations with SNe random in space (FX simulations). First row: SN energy injection rate given our subgrid SN model (black), cooling rate (red), outflow rate from the region near the disc, \( |z| < 1.5z_{\text{eff}} \) (blue), and turbulence driving rate in the disc (green). All \( \dot{E} \) are normalized by the total energy injection rate by SNe (10^{51} \text{ erg per SN}). Second row: wind mass loading factor \( \eta \) (ratio of outflow rate to star formation rate) at \( z = 1.5z_{\text{eff}} \) (blue) and at \( z = 495 \text{ pc} \) (magenta). The outflow carries away at most \( \sim 10\% \) of the SN energy while the mass loading factor decreases with increasing height \( z \). Figure 6 shows the same results for the SC runs in which the SNe rate \( \propto \). The FX models shown here drive more powerful winds with more energy and larger mass loading.

**Figure 6.** Energetics and outflow mass loading for the simulations with SNe random in space (FX simulations). First row: SN energy injection rate given our subgrid SN model (black), cooling rate (red), outflow rate from the region near the disc, \( |z| < 1.5z_{\text{eff}} \) (blue), and turbulence driving rate in the disc (green). All \( \dot{E} \) are normalized by the total energy injection rate by SNe (10^{51} \text{ erg per SN}). Second row: wind mass loading factor \( \eta \) (ratio of outflow rate to star formation rate) at \( z = 1.5z_{\text{eff}} \) (blue) and at \( z = 495 \text{ pc} \) (magenta). Figure 6 shows the same results for the FX runs in which the SNe are random in space. The SC model is significantly less efficient than the FX model at driving winds with \( \dot{E} \) and mass loading factors \( \eta \) smaller by a factor of \( \sim 10 \).
galactic potential appropriate to these high star formation rate surface densities. For example, \( \eta(v_{\infty} > 300 \text{ km/s}) = 0.02, 0.016 \) and 0.005 for FX-MW-L8, FX-ULTRA-MW-L8 and FX-ULIRG-L8, respectively. The low mass loading of high velocity gas explains why and FX-ULIRG-L8, respectively. The low mass loading of 0.02, 0.016 and 0.005 for FX-MW-L8, FX-ULTRA-MW-L8 sufficient energy to reach large increasing height, since much of the material does not have the mass and volume weighted turbulent velocity disper-

![Figure 7. Wind mass loading factor \( \eta \) (ratio of outflow rate to star formation rate) at the edge of the computational domain (\( |z| = 495 \) pc) as a function of \( \log_{10} v_{\infty} \) for the simulations with SNe random in space (FX simulations). These results are time averaged over 30 Myr < \( t < 40 \) Myr. The error bars represent the 1-σ time variation in the considered time interval. Outflow with \( |v_{\infty}| > 300 \) km/s is represented by the red vertical bars. Very little of the outflow is moving sufficiently fast to escape a galaxy with an escape velocity typical for galaxies with the star formation rate surface densities modeled here.](image)

Way, the driving scale can be probed by measuring the correlation scale of molecular clouds with similar inclinations with respect to the Galactic disc. Using this method, [Dib et al. (2009)](Dib2009) estimated a driving scale \( \gtrsim 100 \) pc comparable to that found in our simulations. In external galaxies, the driving scale can be estimated by measuring the ISM velocity power spectrum, for example using HII gas observations (e.g., [Chepurnov et al. (2015)](Chepurnov2015)).

Martizzi et al. (2013) derived a simple estimate of the turbulent velocity dispersion produced by SNe feedback as a function of mean ambient density and volumetric SN rate, and showed that it agreed with simulations of multiple SNe in a periodic box. Their result was

\[
\sigma_{\text{mod}} \approx 3 \left( \frac{32\pi^2}{9} \right)^{3/7} \left( \frac{P_{\text{fin}}(\bar{n}_H)}{\bar{\rho}} \right)^{1/7} (f \bar{n}_{\text{SN}})^{3/7}, \tag{17}
\]

where \( P_{\text{fin}}(\bar{n}_H) \) is the average momentum injected per SN in the momentum-driven snow-plough phase in a medium of mean density \( \bar{n}_H; \bar{\rho} \) is the corresponding mass density; and \( f \) is a factor that takes into account momentum cancellation when multiple blast-waves interact and order unity effects related to gradients in the density and pressure of the medium. Table 4 shows that equation (17) does a good job of reproducing the simulated values of \( \sigma_{\nu,M} \) in our stratified media simulations, over a wide range of surface densities. For this comparison, we used

\[
P_{\text{fin}} = 1,420 \text{ km s}^{-1} \left( \frac{n_H}{100 \text{ cm}^{-3}} \right)^{0.160} \text{ (18)}
\]

from Martizzi et al. (2015) and assumed \( f = 0.4 \) and \( f = 0.3 \) for FX and SC, respectively.

One of the results of the simulations (both ours and previous work) is that the mass-weighted turbulent velocity dispersion driven by SNe does not depend strongly on the surface density of the disc. To understand better why this is the case, and to see why this result is likely robustly applicable to a range of galaxy environments, it is helpful to recall that in feedback models, the vertical weight of the galactic disc is balanced by the turbulent pressure generated by stol-
stellar surface density in the disc, and self-regulated by SN-driven turbulence: Equations 19 and 20 yield the star formation law for discs where 

\[ \dot{\Sigma} \propto \dot{\Sigma}_{\text{mod}} \]

Equation 21 reduces to a Kennicutt-Schmidt law with respect to \( \Sigma_{\text{gas}} \). The dependence of \( \chi \) on \( \Sigma_{\text{gas}} \) thus quantifies the tilt in the Kennicutt-Schmidt law with respect to \( \Sigma_{\text{gas}} \). Table 3 summarises the values of \( \chi \) in our simulations (we calculate \( \chi \) directly using the first definition in equation 23). Table 4 shows that in our calculations, \( \chi \) does not strongly depend on the gas surface density. Our results are thus consistent with a Kennicutt-Schmidt law close to \( \Sigma_{\text{gas}} \) (as in previous numerical work in local simulations; Shetty & Ostriker 2012; Kim et al. 2013). We leave a detailed study of the star formation law to future work.

### 6 WIND DYNAMICS: EFFECTS OF BOX SIZE AND GEOMETRY

Appendix A shows that the main properties of the SN-driven turbulence and winds converge well with increasing resolution. Nonetheless, we believe that many aspects of realistic galactic wind dynamics are not well described by local simulations (ours and previous work) because of limitations of the Cartesian geometry and the lack of a well-defined escape velocity. We briefly enumerate these concerns here.

We compare our fiducial run FX-ULTRA-MW-L8 to FX-ULTRA-MW-L9-LB, which is the same simulation performed in a cubic box whose sides are larger by a factor 2. Figure 5 compares the density, pressure, temperature and velocity profiles time averaged within the time interval 30 Myr < t < 40 Myr. Figure 6 shows that the properties of the disc within ~200 pc < z < +200 pc are not influenced by the size of the domain. On the other hand, the structure of the wind/atmosphere is affected. In the large box the density profile declines to lower values and the pressure profile is much flatter; the temperature of the atmosphere is very similar, though the precise profiles differ. In both cases the velocity of the wind is subsonic throughout the box. However in the large box the velocity is significantly more subsonic such that wind velocity close to the box boundary is a factor ~ 2 smaller in the large box. These differences indicate that the detailed structure of the outflows in local Cartesian simulations of stratified discs depends on the

### Table 4. Properties of the turbulence in the statistical steady state in the region near the disc, |z| < 1.5z_{eff}. Columns are: simulation label, type of disc initial conditions, mean gas density, mass weighted 1D velocity dispersion, volume weighted 1D velocity dispersion, effective driving scale (eq. 13), velocity dispersion predicted by eq. 17. *χ* parameter defined in eq. 23 and used in eq. 22.

| Label         | Type     | \( n_H [\text{cm}^{-3}] \) | \( \sigma_{v,M} [\text{km/s}] \) | \( \sigma_{v,V} [\text{km/s}] \) | \( L_{\text{drive}} [\text{pc}] \) | \( \sigma_{\text{mod}} [\text{km/s}] \) | \( \chi [\text{km/s}] \) |
|---------------|----------|-----------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|-----------------------------|
| FX-MW-L8      | MW       | 0.7                         | 5.6                             | 11                              | 119                             | 5.4                             | 160                         |
| FX-ULTRA-MW-L8| ULTRA-MW | 5.3                         | 7.4                             | 140                             | 126                             | 7.5                             | 50                          |
| SC-MW-L8      | MW       | 0.7                         | 6.4                             | 14                              | 138                             | 6.8                             | 93                          |
| SC-ULTRA-MW-L8| ULTRA-MW | 5.4                         | 6.4                             | 33                              | 62                              | 6.9                             | 34                          |
| SC-ULTRA-L8   | ULIRG    | 63.1                        | 3.9                             | 30                              | 54                              | 4.2                             | 30                          |

Equation 21 provides a simple analytical estimate of the star formation law in gaseous discs. To test the assumptions of this model using our simulations, we use the parameter

\[ \chi = \frac{f_{\text{gas}} \rho \sigma_{v,M}^2}{\Sigma_{\text{gas}}} = F \left( \frac{P_{\text{in}}}{m_*} \right) f_{\text{gas}} \]

where the latter equality follows from equation 21. Alternatively, equation 21 can be rewritten as \( \Sigma_* \propto \pi G \rho \sigma_{v,M}^2 \). The dependence of \( \chi \) on \( \Sigma_{\text{gas}} \) thus quantifies the tilt in the Kennicutt-Schmidt law with respect to \( \Sigma_{\text{gas}} \). Table 3 summarises the values of \( \chi \) in our simulations (we calculate \( \chi \) directly using the first definition in equation 23). Table 4 shows that in our calculations, \( \chi \) does not strongly depend on the gas surface density. Our results are thus consistent with a Kennicutt-Schmidt law close to \( \Sigma_{\text{gas}} \) (as in previous numerical work in local simulations; Shetty & Ostriker 2012; Kim et al. 2013). We leave a detailed study of the star formation law to future work.
The two simulations agree near the disc midplane but the profiles differ in the profiles are only seen for one dynamical time of the disc. We find that significant dependence on the boundary conditions. However their tests different from Creasey et al. (2013), who found a weaker design significantly more subsonic in the larger box.

The absence of such wind solutions in Cartesian geometry is presumably why the time averaged velocity profiles in all of our simulations remain mildly subsonic. This also calls into question quantitative results on galactic winds derived from stratified Cartesian simulations. Such quantitative analyses likely require a more realistic cylindrical or spherical geometry. Local Cartesian simulations are nonetheless valuable for providing insight into the conditions under which multiple supernovae generate an energetically important hot ISM, and an associated hot galactic corona.

Figure 8. Effect of box size on the time averaged vertical profiles (over 30 Myr $< t < 40$ Myr) of various quantities, for the ULTRA-MW model. The solid line is the fiducial simulation with a 1 kpc$^3$ box (FX-ULTRA-MW-L8) while the dashed line is for a 8 kpc$^3$ box, i.e., each side is 2 kpc (FX-ULTRA-MW-L9-LB). Top left: density. Top-right: pressure. Bottom left: temperature. Bottom right: sound speed (red) and $z$-component of the velocity (black). The two simulations agree near the disc midplane but the profiles differ above $|z| \sim 200$ pc. Note, in particular, that the outflow is significantly more subsonic in the larger box.

Figure 9. Effect of box size on the wind mass loading factor $\eta$ (the ratio of outflow rate to star formation rate) at different heights, for the ULTRA-MW model. We compare the fiducial simulation with a 1 kpc$^3$ box (FX-ULTRA-MW-L8) to one with an 8 kpc$^3$ box, i.e., in which each side is 2 kpc (FX-ULTRA-MW-L9-LB). The two simulations agree reasonably well at $z = 1.5z_{\text{eff}} \approx 150$ pc. However, the mass outflow rate continues to decrease with increasing height $z$ in the larger box, indicating that there is no well-defined (i.e., independent of box properties) outflow rate in these local Cartesian simulations. We confirm this with even taller boxes in Appendix B and discuss the reasons for this in §6.

There are likely two reasons for the lack of a well defined outflow rate in the local simulations. The first is that the local simulations do not have a well defined escape velocity, since $v_{\text{esc}} \propto z$ at large heights. However, a more serious issue is that in a Cartesian geometry there are no adiabatic steady state winds that undergo a subsonic to supersonic transition. We discuss this explicitly in Appendix C and show that the standard supernovae driven winds of galactic wind theory (Chevalier & Clegg 1985) do not exist in Cartesian geometry. This is because of the lack of the $1/r^2$ spherical divergence that enables super-sonic winds in spherical geometry. The absence of such wind solutions in Cartesian geometry is presumably why the time averaged velocity profiles in all of our simulations remain mildly subsonic. This also calls into question quantitative results on galactic winds derived from stratified Cartesian simulations. Such quantitative analyses likely require a more realistic cylindrical or spherical geometry. Local Cartesian simulations are nonetheless valuable for providing insight into the conditions under which multiple supernovae generate an energetically important hot ISM, and an associated hot galactic corona.
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7 SUMMARY AND CONCLUSIONS

In this paper, we analysed a series of idealized simulations of SN feedback designed to model local Cartesian patches of vertically stratified galactic discs (∼ 1 kpc³ regions). We explored three different disc models of increasing gas surface density, from a Milky Way-like model to a ULIRG-like model. An intermediate model, ULTRA-MW, served as the pivot point for our analysis. For each disc model, we investigated two different SN seeding schemes (random in space [FX] and proportional to local gas density [SC]). Our primary goals were to understand how SN feedback drives turbulence in galactic discs and launches galactic winds. Our simulations build on our previous work [Martizzi et al. 2013] that focused on isolated SNRs and multiple SNe in periodic boxes. In particular, we implemented the subgrid model derived in that study to capture the momentum injection and thermal energy of individual SNe when the Sedov-Taylor phase of the remnants is not well resolved. A number of other papers have reported closely related local simulations of SN feedback in vertically stratified media, with varying degrees of complexity (e.g., Dib et al. 2006; Joung & Mac Low 2009; Joung et al. 2009; Shetty & Ostriker 2012; Creasey et al. 2013; Hennebelle & Hirsh 2014; Kim & Ostriker 2015; Girichidis et al. 2016). Our study adds to this body of work by providing a detailed analysis of the turbulence and wind properties as a function of gas surface density and SN seeding scheme, as well as an analysis of the limitations of local Cartesian box simulations for predicting the properties of galactic winds.

Our main results can be summarised as follows:

- When the locations of SNe correlate with density peaks, the typical cooling radius of SNRs is smaller and hence individual SNe undergo stronger radiative losses. As a result, the corona dynamics are sensitive to the SN seeding model, with the FX model in which more SNe explode in low-density regions above and below the mid-plane resulting in hotter galactic coronae and more powerful outflows.
- In all our simulations, hot (T > 10⁸ K) and/or low-density (nH < 0.01 nH) gas makes up a negligible (< 10⁻³) mass fraction of the disc (Table 3). Interestingly, the filling fraction of low density gas is generally larger than that of high temperature gas.
- In agreement with simulations of isolated SNRs, the vast majority of the energy supplied by SNe is radiated away. The rate at which SNe energy goes into driving turbulence is $E_{\text{turb}} \lesssim 0.01 E_{\text{SN,tot}}$, while outflows carry at most ∼10% of the total energy supplied by SNe (in the FX simulations; see Fig. 5). In the SC simulations, SNe couple less efficiently to the low-density material and ≤ 1% of the total energy supplied by SNe goes into the wind (Fig. 6).
- All of our simulations generate outflows from the computational domain. However, the mass loading factors (ratio of outflow rate to star formation rate) $\eta \lesssim 1$ are low and the outflows remain subsonic throughout the computational domain. While our fiducial simulations are well converged with respect to spatial resolution (Appendix A), the wind structure changes with increasing box height. In particular, the outflow rate from the computational domain decreases significantly with increasing box height (see, e.g., Fig. [B1]). These properties of the outflows in our simulations are contrary to the predictions of SNe-driven galactic winds (e.g., Chevalier & Clegg 1985). We argue that this is primarily because there are in fact no adiabatic, steady state, subsonic to supersonic winds – the standard SNe driven winds of galactic wind theory – in Cartesian geometry (see §5 & Appendix C).
- Most of the outflowing material at a given height eventually falls back onto the disc: even at ∼ 0.5 kpc above the mid-plane, only a very small fraction of the outflowing mass has sufficient velocity to potentially escape a realistic galaxy with escape velocity ∼300 km s⁻¹ (∼1% even in the FX simulations; see Fig. 7). These low mass loading factors are in tension with the larger wind mass loading predicted by global galaxy simulations with more realistic geometry (e.g., Hopkins et al. 2012; Muratov et al. 2013); larger mass loading factors are also required in models that explain the observed galaxy stellar mass function and the metal enrichment of the intergalactic medium (e.g., Oppenheimer & Davé 2006; Somerville & Davé 2013). Because of the limitations of local simulations for studying galactic winds it is, however, premature to conclude that this is a problem for SNe-driven galactic wind models.
- The properties of the disc turbulence in our simulations are well converged with respect to both spatial resolution and box size. The mass-weighted turbulent velocity dispersion in the discs depends very weakly on disc properties. As in previous work (e.g., Dib et al. 2006; Joung et al. 2009; Shetty & Ostriker 2012), we find low mass-weighted turbulent velocities $\sigma_{\nu,M} \approx 3 – 7$ km s⁻¹ in all cases. We explain this analytically in §5 (see eq. 22). The weak dependence of the mass-weighted turbulent velocity dispersion on $\Sigma$ is consistent with the quadratic Kennicutt-Schmidt law ($\Sigma \propto \Sigma_g^2$) predicted by models in which vertical gravity and stellar (SN) feedback roughly balance in galactic discs (Ostriker & Shetty 2011; Faucher-Giguère et al. 2013). Overall, we find that while local Cartesian box simulations are useful for studying how SNe excite turbulence and how whether SNRs break out of galactic discs, they are less useful for predicting realistic galactic wind mass and energy loss rates. These limitations are likely generic to all local simulations in Cartesian geometry, not only ours. In particular, fitting functions for wind mass loading factors as a function of disc properties derived from local calculations (e.g., Creasey et al. 2013) are unlikely to be robust.

Our simulations also do not include the effects of galactic rotation and self-gravity. In real galaxies, rotation defines the Toomre (1964) $Q$ parameter for gravitational stability of the disc. In many models of how star formation self-regulates (e.g., Silk 1997; Thompson et al. 2003; Krumholz & McKee 2005; Faucher-Giguère et al. 2013), it is assumed that discs reach a state of marginal stability, $Q \approx 1$. Regulation to $Q \approx 1$ is also supported by many global simulations of galactic discs (e.g., Dobbs et al. 2010; Hopkins et al. 2012; Torrey et al., in prep.) and by some observations (e.g., Genzel et al. 2011). In a disc with $Q \approx 1$, the turbulent velocity dispersion is directly related to the gas fraction and circular velocity $v_c$ of the disc via $\sigma_{\nu,M} \sim f_{\text{gas}} v_c$. For a mass-rich gas-disc with $f_{\text{gas}} \sim 0.5$ and $v_c \sim 250$ km s⁻¹, $Q \approx 1$ would thus predict a much higher turbulent velocity dispersion than the values $\sim 3 – 7$ km s⁻¹ we find in our ULIRG-motivated simulations. Actual local ULIRGs and gas-rich $z \approx 2$ star-forming galaxies are in fact observed to have elevated gas turbulent...
velocity dispersions $\sim 50 - 100 \text{ km s}^{-1}$ [Downes & Solomon 1998; Genzel et al. 2011] relative to more gas-poor local galaxies like the Milky Way. This suggests that galactic rotation and self-gravity, not just stellar feedback, may be important ingredients in determining the turbulent velocity dispersions of real galactic discs. It is not clear, however, whether these ingredients also influence how star formation self-regulates or whether the latter physics is relatively decoupled from the larger-scale rotational dynamics (see, e.g., Shetty & Ostriker 2012).

Finally, we note that including lower temperature cooling and heating processes will change the phase structure of the ISM for some galaxy models, and potentially how SNe vent into the corona to drive a wind (see, e.g., Walch et al. 2012; Girichidis et al. 2014). This may be important for quantitatively modeling galactic wind properties driven by SNe.

To make further progress towards understanding the properties of turbulence and galactic winds driven by SNe, it will likely be necessary to more realistically model the global geometry and gravitational potential of galaxies, including perhaps the effects of disc rotation and self-gravity. Of course, in real galaxies other stellar feedback mechanisms (photoionization, stellar winds, radiation pressure, cosmic rays, ...) and additional physical processes such as magnetic fields and interstellar chemistry can also be important, and may be critical for understanding the science questions highlighted in this paper. Isolating the effects of SNe alone is nonetheless important given their energetic importance for the ISM and galactic winds. Our calculations demonstrate that even the idealized problem of SN feedback alone still poses significant challenges.
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APPENDIX A: RESOLUTION TEST

Figures A1 & A2 compare 3 versions of the ULTRA-MW simulations with SC SN seeding: SC-ULTRA-MW-L7 (black), SC-ULTRA-MW-L8 (green) and SC-ULTRA-MW-L9 (red). The simulations show good convergence, both in the properties of the turbulence and in the outflow properties. Figure A1 shows that a resolution of at least 3.9 pc (-L8) is preferred for convergence in some of the volume weighted quantities.
Figure B1. Effect of box size on the wind mass loading factor η (the ratio of outflow rate to star formation rate) at different heights, for the ULTRA-MW model (as in Fig. 9 of the main text). These simulations are with athena. We compare a cubic box like that used in the main text (1 kpc in a side) and a tall box (1 kpc × 1 kpc × 5 kpc). The outflow rate is substantially lower at the boundary of the tall box, confirming the conclusion of §6 that there is not a well-defined outflow rate in these local Cartesian simulations.

APPENDIX B: DEPENDENCE OF OUTFLOW PROPERTIES ON VERTICAL HEIGHT

The comparison of our fiducial simulations to the large box simulations in 3D indicates that the location of the vertical boundary impacts the outflows’ properties. To test this in more detail it is useful to put this vertical boundary even farther from the disc midplane. Unfortunately, RAMSES requires that the computational domain be cubical, so to extend the vertical boundary we must also extend the horizontal boundaries, which increases the computational cost and is not necessarily equivalent to simply increasing the vertical size of the domain. To avoid this issue we implemented the exact same SN feedback in a stratified medium setup in athena (Stone et al. 2008), which has very similar capabilities, but for this problem has the benefit of being able to use arbitrary rectangular domains.

We ran two simulations with athena. In the first we exactly duplicate FX-ULTRA-MW-L8. It has a 2563 cubical domain, 1 kpc on a side, and we refer to it as A-FX-ULTRA-MW-L8. The second has the same fixed SN injection scheme, and the same initial conditions, but is elongated along the z-axis. This run, which we refer to as A-FX-ULTRA-MW-TALL, is 1 kpc × 1 kpc × 5 kpc in size and has 256 × 256 × 1,280 cells. Figure B1 shows the mass loading of the outflow for both of these simulations.

Reassuringly, the differences between the matching RAMSES and athena simulations, A-FX-ULTRA-MW-L8 and FX-ULTRA-MW-L8, are negligible. The minor differences arise due to slight differences in the numerical techniques used in the two codes and stochastic differences in SN seeding. The key point of Figure B1 is that the outflow rate continues to decrease significantly at large z, confirming our conclusion in §6 that there is not a well defined outflow rate for the local Cartesian simulations.

APPENDIX C: ANALYTICS OF WINDS IN STRATIFIED GEOMETRIES

The stratified Cartesian boxes utilized in this and previous studies allow one to study the dynamics of overlapping SNe at higher resolution than is possible with comparable computational time in fully global models of galactic discs. One downside, however, is that the absence of a realistic global geometry precludes standard steady subsonic to supersonic winds from developing (related concerns have been noted in the shearing box accretion disc literature; e.g., Fromang et al. 2013).

To see this consider a steady state wind in the spirit of Chevalier & Clegg (1985), in which SNe produce a mass per unit time per unit volume of q and an energy per unit mass of η. For a steady flow in the z direction in Cartesian geometry, the equations of conservation of mass, momentum, and entropy become

\[ \frac{d}{dz} (\rho v) = q, \]

\[ \rho v \frac{d}{dz} \frac{dv}{dz} = -\frac{dP}{dz} - \frac{\rho}{\rho} \frac{d\Phi}{dz} - qv = 0, \]

and

\[ \rho v T \frac{d}{dz} T = q \left( \frac{5}{2} \frac{v^2}{\rho^3} + \frac{5}{2} \epsilon \right) - \rho^2 \frac{\dot{\Lambda}}{\rho}. \]

where v is the vertical flow speed, we have assumed an ideal gas with an adiabatic index of γ = 5/3, and \( \dot{\Lambda} = \Lambda/(\mu m_p)^2 \).

Equations (C1)-(C3) can be combined using standard manipulations to yield a wind equation for the vertical velocity:

\[ \frac{d}{dz} \left( \frac{v^2}{3} - \frac{5}{3} \frac{P}{\rho} \right) = -\frac{d\Phi}{dz} - \frac{4}{3} qv - \frac{2}{3} \frac{\dot{\Lambda}}{v} + \frac{2}{3} \frac{\rho^2 \dot{\Lambda}}{v}. \]

A nominal sonic point is associated with \( v^2 = \frac{5}{3} (P/\rho) \) and so the right hand side of Equation (C4) must vanish at the sonic point. However, all of the terms on the right hand side of Equation (C4) are negative except the cooling term \( \propto \dot{\Lambda} \).

This implies that in Cartesian geometry there can only be a sonic point in the presence of strong cooling. Adiabatic steady state winds which undergo a subsonic to supersonic transition – the standard supernova driven winds of galactic wind theory (Chevalier & Clegg 1985) – do not exist in Cartesian geometry. This is simply because of the lack of the 1/r^2 spherical divergence term that usually appears on the right hand side of Equation (C4). As discussed in §3 the absence of such wind solutions in Cartesian geometry calls into question quantitative results on galactic winds derived from stratified Cartesian simulations.