Prostate-specific antigen dynamics predict individual responses to intermittent androgen deprivation
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Intermittent androgen deprivation therapy (IADT) is an attractive treatment for biochemically recurrent prostate cancer (PCa), whereby cycling treatment on and off can reduce cumulative dose and limit toxicities. We simulate prostate-specific antigen (PSA) dynamics, with enrichment of PCa stem-like cell (PCaSC) during treatment as a plausible mechanism of resistance evolution. Simulated PCaSC proliferation patterns correlate with longitudinal serum PSA measurements in 70 PCa patients. Learning dynamics from each treatment cycle in a leave-one-out study, model simulations predict patient-specific evolution of resistance with an overall accuracy of 89% (sensitivity = 73%, specificity = 91%). Previous studies have shown a benefit of concurrent therapies with ADT in both low- and high-volume metastatic hormone-sensitive PCa. Model simulations based on response dynamics from the first IADT cycle identify patients who would benefit from concurrent docetaxel, demonstrating the feasibility and potential value of adaptive clinical trials guided by patient-specific mathematical models of intratumoral evolutionary dynamics.
Prostate cancer (PCa) is the most common type of cancer in American men and the second leading cause of cancer mortality. Following surgery or radiation, the standard treatment for hormone-sensitive PCa is continuous androgen deprivation therapy (ADT) at the maximum tolerable dose (MTD) with or without continuous abiraterone acetate (AA) until the tumor becomes castration resistant. Importantly, advanced PCa is not curable because PCa routinely evolves resistance to all current treatment modalities. Continuous treatment approaches fail to consider the evolutionary dynamics of treatment response where competition, adaptation, and selection between treatment sensitive and resistant cells contribute to therapy failure. In fact, continuous treatment, by maximally selecting for resistant phenotypes and eliminating other competing populations, may actually accelerate the emergence of resistant populations—a well-studied evolutionary phenomenon termed competitive release.

In part to address this issue, prior trials have used intermittent ADT (IADT) to reduce toxicity and potentially delay time to progression (TTP). However, these trials were typically not designed with a detailed understanding of the underlying evolutionary dynamics. For example, a prospective Phase II trial of IADT for advanced PCa included an 9-month induction period in which patients were treated at MTD prior to beginning intermittent therapy. We have previously postulated that only a small number of ADT-sensitive cells would typically remain after the induction period, thereby significantly reducing the potential of intermittent treatment to take advantage of the evolutionary dynamics.

Fully harnessing the potential of intermittent PCa therapy requires identifying ADT resistance mechanisms, predicting individual responses, and determining potentially highly patient-specific, clinically actionable triggers for pausing and resuming IADT cycles. Progress in integrated mathematical oncology may make such analysis possible. Many mathematical models based on a variety of plausible resistance mechanisms have been proposed to simulate IADT responses. Although these models can fit clinical data, they often rely on numerous model variables and parameters that in combination fail to adequately predict responses and outcomes for individual patients. We hypothesize that PCa cells with stem-like properties (PCaSCs) may be, at least in part, responsible for tumor heterogeneity and treatment failure owing to their self-renewing, differentiating and quiescent nature. Here, we define PCaSCs to be a population of cells that are less sensitive to low testosterone environments but still somewhat dependent on androgen receptor pathways. Simulating longitudinal prostate-specific antigen (PSA) levels in early IADT treatment cycles could help identify patient-specific PCaSC dynamics to computationally forecast individual disease dynamics and reliably predict IADT response or resistance in subsequent treatment cycles.

The first evidence of stem cells in the prostate was provided by Isaacs and Coffey, who used androgen cycling experiments in rodents to show that castration resulted in involution of the prostate, whereas restored androgen levels resulted in complete regeneration of the prostate. These findings demonstrated that the normal prostate depends on androgens for maintenance. A small population of androgen-independent stem cells within the prostate epithelium divide to give rise to amplifying cells, which do not directly depend on androgen for their continuous maintenance, but respond to androgens by generating androgen-dependent transit cells. Approximately 0.1% of cells in prostate tumors express the stem cell markers CD44+/α2β1/CD133−. A pre-clinical study by Bruchovsky et al. showed ADT selects for murine PCaSCs. Analogously, Lee et al. demonstrated increased PCaSCs populations after ADT in patient-derived PCa cell lines, which can be reverted by the addition of functional AR. Combined, these results suggest evolution of or selection for pre-existing androgen-independent PCaSCs as a plausible explanation of the development of ADT resistance.

The purpose of this study is to evaluate individual PSA dynamics in early IADT treatment cycles as a predictive marker of response or resistance in subsequent treatment cycles. We hypothesize that patient-specific PCaSC division patterns underlie the measurable longitudinal PSA dynamics, and that a mathematical model of PCaSCs can be trained to predict treatment responses on a per-patient basis. Here, we present an innovative framework to simulate and predict the dynamics of PCaSCs, androgen-dependent non-stem PCa cells (PCaCs), and blood PSA concentrations during IADT. Our mathematical model of PCaSC enrichment is calibrated and validated with longitudinal PSA measurements in individual patients to identify model dynamics that correlate with treatment resistance. The model’s predictive power to accurately forecast individual patients’ responses to IADT cycles is evaluated in an independent patient cohort. These analyses suggest that PCaSC and PSA dynamics may potentially be used to personalize IADT, maximize TTP, and ultimately improve PCa outcomes. The calibrated and validated model is then used to generate testable hypotheses about patients that may benefit from concurrent chemotherapy.

Results
Model accurately simulates patient-specific response dynamics. The model was calibrated to and assessed for accuracy on longitudinal data from a prospective Phase II study trial conducted in 109 men with biochemically recurrent PCa treated with IADT (see Methods, Supplementary Fig. 1). Stratified random sampling was used to divide the data into training and testing cohorts. That is, the data were ordered according to number of cycles of treatment and then randomly sampled such that each cohort had a similar spread of number of cycles per patient. Assuming that uninhibited PCaSCs divide approximately once per day, the decay rate of PCaSCs was set to ln(2) and parameter estimation was used to find the remaining parameters. The model was calibrated to the training cohort data with two population uniform parameters (PSA production rate ρ = 1.87E-04 (µg/L day−1), decay rate of PCaSCs φ = 0.0856 (day−1)) and two patient-specific parameters (median PCaSC self-renewal rate r = 0.0278 (95% CI: [0.0265, 0.0611]) (non-dimensional), ADT cytotoxicity rate α = 0.0360 (95% CI: [0.0258, 0.1379]) (day−1)).

The model results captured clinically measured longitudinal PSA dynamics of individual responsive and resistant patients (Supplementary Fig. 2A–B) and the population as a whole (R2 = 0.74 Supplementary Fig. 2C). The corresponding PCaSC dynamics demonstrated a rapid increase in the PCaSC population in patients that became castration resistant compared with patients that remained sensitive throughout the trial. Simulations also showed that, in this model, the emergence of resistance is a result of selection for the PCaSCs during on-treatment phases. Coinciding with this transition to castration resistance, analysis of model parameters revealed that resistant patients had significantly higher PCaSC self-renewal rates than responsive patients (median r = 0.0249 for responsive patients vs. r = 0.0820 for resistant patients, p < 0.001, (95% CI: (0.0167, 0.0344) vs. (0.0472, 0.1460), respectively) Supplementary Fig. 2D). As such, we can conclude that those patients with a low r may be considered to be evolutionarily stable, whereas those with a higher r may be likely to develop resistance quicker. As shown in Supplementary Fig. 2D, analysis revealed that r and α may be functionally related. Supplementary Table 1 shows the mean squared error.
comparison for possible relationships between these parameters. This analysis showed that multiple relationships could provide similar fits to the data. From this, we chose the exponential relationship, allowing PCaSC self-renewal rate and resistance to be the single, identifiable, independent patient-specific parameter.

To assess the accuracy of our model, we set the PSA production rate $\rho$ and decay rate $\varphi$ to the values obtained from the training cohort and identified patient-specific values for $\rho_s$ and corresponding $\kappa$ in the testing cohort. With these, the model was able to fit the data ($R^2 = 0.63$) and the resulting parameter distributions and relationships were similar to those found in the training cohort (Fig. 1).

**PCaSC dynamics predict subsequent IADT cycle responses.** To predict the evolution of resistance in subsequent treatment cycles, we fit the model to single treatment cycles for patients in the training set, again setting the PSA production rate $\rho$ and decay rate $\varphi$ to the values previously found (Fig. 2a). The self-renewal and ADT cytotoxicity rates maintained the exponential relationship, previously obtained when optimizing over all IADT cycles. The distributions of the self-renewal rate $\rho_s$ and the corresponding ADT cytotoxicity rate $\alpha$, as well as their relative change from cycle to cycle, were used to predict responses in subsequent cycles of patients in the training cohort. To determine whether to categorize a patient as responsive or resistant based on our predictions, receiving operating characteristic curves from the results from the training cohort data were analyzed to find a threshold $\kappa_i$ for each cycle (Fig. 2d). If $P(\Omega) > \kappa_i$, then the patient was predicted as resistant in cycle $i$. For each cycle $i$, a value of $\kappa_i$ was chosen that would maximize the sensitivity (predicting resistance when a patient is actually resistant), and specificity (predicting resistance when a patient is actually responsive) of the training cohort.

Using these thresholds, model forecasting was completed on the testing set and the patient was classified as either responsive or resistant in the subsequent treatment cycle. Representative examples of second and third cycle predictions for one responsive and resistant patient are shown in Fig. 1. For patient 091, who was predicted as responsive in all treatments (Fig. 1a), the model was able to correctly predict resistance based on self-renewal rate and ADT cytotoxicity. Patient 033, who developed resistance during his third cycle of treatment, was predicted as resistant in cycle 3 and resistant in cycle 4 (Fig. 1b).

**Fig. 1 Model validation on testing patients.** a, b Model fits to PSA data and corresponding PCaSC dynamics for a a continuous responder and b a patient who developed resistance during his third cycle of treatment. PCaSC population is rapidly increasing in resistant patient and slowly in responsive patient owing to a significantly higher self-renewal rate ($\rho_s = 0.0201$ and 0.1118 for patients 091 and 033, respectively). c Simulated vs. measured PSA. Linear regression obtains an $R^2$ of 0.63. d Parameter distributions for the stem cell self-renewal $\rho_s$ and ADT cytotoxicity $\alpha$, comparing between responsive ($n = 28$) and resistance ($n = 7$) patients, with $\varphi$ and $\rho$ learned from training patients. Boxplots show median including the 25th and 75th percentiles. The two-sample t test was used to calculate the statistical significance of the difference between the two groups ($p = 0.016$ (left pane), $p = 2.54E^{-05}$ (right pane), significance level denoted by double and triple star, respectively). Exponential relationship between $\rho_s$ and $\alpha$. Blue dots and red triangles denote responsive and resistant patients, respectively.
patient and one resistant patient from the testing cohort are shown in Fig. 3. Patient 017 was a continuous responder who underwent three cycles of IADT before the end of the trial. The model correctly predicted responsiveness in cycles two and three based on the parameters fitted in cycles one and two, respectively. Patient 054 became resistant in the third IADT cycle and the model was able to correctly predict response in cycle two and resistance in the third cycle based on the thresholds learned in the training set. The model yielded a sensitivity of 57% and specificity of 94% over all subsequent IADT cycles for patients in the test cohort. The overall accuracy of the model was 90%.

To evaluate if the low sensitivity is an artifact of which resistant patients are stratified into the training cohort, we performed the parameter optimization as well as forecast analysis by re-randomizing the patients into training and testing cohorts five times. The 95% confidence intervals for the uniform parameters $\phi$ and $\rho$, the threshold values $k_2$, $k_3$, and $k_4$ (95% confidence intervals shown in Supplementary Table 3), yielding a sensitivity of 73%, specificity of 91%, and overall accuracy of 89% (mean AUC = 0.80 ± 0.06). The ROC curve for each individual patient, as well as the average ROC curve for cycles 2 through 4 are shown in Fig. 4.

**Fig. 2** Cycle to cycle parameter changes. 

- **a** Cycle to cycle parameter distributions for $p_s$ (changes between cycles is not significant ($p > 0.05$)) for $n = 35, n = 35, n = 33, n = 30$ patients in cycles 1 through 4, respectively. Boxplots show median including the 25th and 75th percentiles. The two-sample $t$ test was used to calculate the statistical significance of the difference between the groups. Blue dots and red triangles denote responsive and resistant patients, respectively. 

- **b** Cumulative probability of relative changes in $p_s$ between cycles. 

- **c** $\alpha$ vs. $p_s$ fit (black curve) and 95% confidence interval (gray). 

- **d** Receiver operating characteristic curves for training predictions for cycles two through four. The resistance threshold $\kappa$ that maximizes the accuracy and hence, predictive power, is shown in red.
IADT without induction period significantly increases TTP. In a study by Crook et al. continuous ADT was compared with IADT in localized PCa patients and they found that IADT was non-inferior to ADT using overall survival as the clinical end-point. A similar study by Hussain et al. conducted in metastatic, hormone-sensitive PCa patients found that neither regimen proved superior. These findings are likely the result of the 7–8 months induction period, which resulted in the competitive release of the resistant phenotype once the androgen sensitive subpopulation was eliminated. Administering IADT without such an induction period would allow sufficient time for the sensitive subpopulation to efficiently compete with the resistant subpopulation and prolong TTP and ultimately, overall survival.

To test these hypotheses, we simulated continuous ADT and IADT without the 36-week induction period and compared predicted TTP against the trial by Bruchovsky et al. For IADT simulations, treatment was administered until PSA fell below 4 µg/L and resumed again once it rose above 10 µg/L at simulated measurements every 4 weeks. Both protocols were simulated until PSA progression or for 10 years (end of simulation, EOS), with progression defined as three sequential increases in PSA during treatment. For the IADT protocol, progression was also defined as PSA > 4 µg/L at both 24 and 32 weeks on treatment, as used in the Bruchovsky trial. Figure 5a shows the treatment cycling times for the 70 patients included in our analysis. For those that did not progress or experience an adverse event/death before the end of the trial, we continued simulating IADT until progression for up to 10 years (Fig. 5b). Figure 5c–d shows the treatment cycling times from the model simulations of IADT without the induction period and continuous ADT. Without induction, the average cumulative dose is ~88% of that of the standard IADT and ~46% of continuous ADT. Comparing the TTP from the trial results against simulated continuous ADT showed that IADT with an induction period resulted in longer TTP (Fig. 5e), though not
significant. The average TTP was ~4 months longer for IADT without the induction period when compared with the IADT with induction simulations (Fig. 5f) and could be increased by more than 5 months in select patients (Fig. 5g).

Alternative treatment decision thresholds also increase TTP. In the protocol used in the Bruchovsky study, treatment was paused after 36 weeks if PSA fell below 4 µg/L after both 24 and 32 weeks of treatment. To investigate if a patient-specific approach that depends on individual pre-treatment PSA levels would be more effective, we simulated IADT using a 50% decline in PSA as a treatment cessation trigger, as well as 90% and 30% decline, and compared the results against those obtained in the Bruchovsky trial. Pausing treatment once PSA fell below 30% and 90% of the pre-treatment PSA, checking every two weeks, resulted in significantly longer TTP when compared with the IADT protocol.
Fig. 5 Administering IADT without induction period increases TTP when compared with IADT with induction and continuous ADT. **a–d** Treatment times for **a** Bruchovsky trial data and simulations of **b** extrapolated IADT with induction, **c** IADT without induction, and **d** continuous ADT. Red and black denote when treatment is on and off, respectively. **e** Kaplan–Meier estimates of progression comparing IADT with induction (black curve) against IADT without induction (blue) and continuous ADT (gray) (double S indicates predictive model simulation). With and without induction period, IADT TTP increases when compared with continuous therapy TTP. Red symbols denote patients who experienced an adverse event/death prior to the conclusion of the trial. Statistical significance was determined using logrank test (IADT w/o induction vs. continuous: \( p = 0.073 \), IADT w/induction vs. continuous: \( p = 0.129 \), IADT w/induction vs. w/o induction: \( p = 0.795 \)). **f** TTP comparison between IADT with induction (black), continuous therapy (gray), and IADT without induction (blue). Open circles denote end of simulation (EOS). Red dots denote patients who experienced an adverse event/death prior to the conclusion of the trial. Solid lines denote mean TTP (67.11, 57.25, and 71.87 months for IADT with induction, continuous therapy, and IADT without induction, respectively). The average TTP is longer with IADT without induction, compared with IADT with induction and continuous ADT. **g** Simulation results for Patient 054 (IADT with induction (black curve), without induction (blue curve), and continuous ADT (gray)). With IADT with induction, the patient became resistant after 49 months. Simulating continuous ADT would result in progression after 24 months. Simulating IADT without the induction would increase TTP by 5 months. PCaSC dynamics show that treatment selects for PCaSC population, accelerating resistance development. Dashed curve represents time when ADT is off.

Fig. 6 Alternative threshold therapy can significantly improve TTP. **a–c** Treatment times for IADT with pre-treatment PSA decline triggers. Red and black denote when treatment is on and off, respectively. **d** Kaplan–Meier estimates of progression comparing standard IADT (black curve) with alternative therapy protocol using a 90% (maroon), 50% (green), and 30% (blue) PSA decline trigger (double S indicates predictive model simulation). All threshold levels show a significant increase in TTP when compared with standard IADT. Red symbols denote patients who experienced an adverse event/death prior to the conclusion of the trial. Statistical significance was determined using logrank test (IADT vs. 30% decline, 50% decline, and 90% decline: \( p = 0.795 \), \( p = 0.004 \), \( p = 5.154E-06 \), \( p = 7.929E-08 \), respectively). Double and triple star denote \( p < 0.01 \) and \( p < 0.001 \), respectively. **e** TTP comparison between Bruchovsky IADT (black) and thresholds of 90%, 50%, and 30% PSA reduction. Open circles denote end of trial/simulation (EOS). Red dots denote patients who experienced an adverse event/death prior to the conclusion of the trial. Solid lines denote mean TTP (67.11, 66.79, 72.52, and 76.60 for standard IADT, 90%, 50%, and 30% PSA decline triggers, respectively). **f** Alternative threshold therapy simulations for Patient 054. With IADT, the patient became resistant after 49 months. Simulating continuous ADT would result in progression after 24 months. Simulating IADT without the induction would increase TTP by 5 months. PCaSC dynamics show that treatment selects for PCaSC population, accelerating resistance development. Dashed curve represents time when ADT is off.
In addition, the average cumulative dose could be significantly reduced depending on the threshold used as shown in Fig. 6a–c. With a 90% decline from pretreatment PSA, the average cumulative dose is ~64% of that of the standard IADT. A 50% decline results in ~30% of the cumulative dose used in standard IADT, whereas 30% results in ~27%. Controlling for the total time that each patient participated in the trial results in ~60%, 25%, and 22% of the cumulative dose used in standard IADT for thresholds of 90%, 50%, and 30%, respectively.

Concurrent docetaxel administration provides favorable TTP. As PCaSCs are resistant to ADT, it may be beneficial to administer alternative therapies that do not work directly via the AR pathway. AA, enzalutamide, apalutamide, and docetaxel (DOC) have shown benefit when used concurrently with ADT in various PCa settings, including both high- and low-volume disease in metastatic hormone-sensitive PCa. Thus, we sought to evaluate potential responses to combination therapy in the biochemically recurrent setting. We investigated the effect of concurrent DOC by simulating six cycles of DOC early during IADT (as defined in the Methods section). Model analysis showed that administering DOC early with concurrent ADT followed by IADT may be able to increase TTP (Fig. 7a, c). In particular, model simulations showed that the majority of patients may receive a benefit of >4.2 months (length of six cycles of DOC) when given induction DOC with IADT (Fig. 7b). Equally important, simulations can identify selected patients for whom early concurrent DOC may not provide gains in TTP (Fig. 7d).

First cycle PCaSC self-renewal rate stratifies patients who can benefit from DOC. As shown above, the stem cell self-renewal rate plays a significant role in IADT and could accurately predict used in the trial (Fig. 6d–f). In addition, the average cumulative dose could be significantly reduced depending on the threshold used as shown in Fig. 6a–c. With a 90% decline from pretreatment PSA, the average cumulative dose is ~64% of that of the standard IADT. A 50% decline results in ~30% of the cumulative dose used in standard IADT, whereas 30% results in ~27%. Controlling for the total time that each patient participated in the trial results in ~60%, 25%, and 22% of the cumulative dose used in standard IADT for thresholds of 90%, 50%, and 30%, respectively.
a patient’s response in subsequent cycles after just the first cycle. With this, we used the first cycle $p_1$ value to simulate six cycles of DOC with concurrent ADT followed by IADT and found that patients with $p_1 \geq \text{med}(p_1)$ could benefit from DOC after the first cycle of IADT (Fig. 8a). There was a significant difference in progression free survival between patients with a high $p_1$ and those with a low $p_1$ both when simulating IADT with and without DOC after the first cycle (Fig. 8b). Though the difference in TTP was not significantly higher with DOC given after the first cycle (Fig. 8c), median TTP increased from 35 to 45 months in those patients with $p_1 \geq \text{med}(p_1)$ (Fig. 8b, d, e).

**Discussion**

ADT is not curative for advanced PCa, as patients inevitably develop resistance. IADT is a promising approach to counteract evolutionary dynamics by reducing competitive release of the resistant subpopulation during treatment holidays. As IADT is highly dynamic, maximum efficacy requires continuous, accurate estimates of sensitive and resistant subpopulations.

Here, we present a simple mathematical model of evolutionary dynamics within biochemically recurrent PCa during IADT. The model has been trained with two parameters that are uniform across all patients and only two patient-specific parameters, which are interconnected, allowing us to further reduce them to a single, measurable parameter for each patient. Simulations suggest that, in this model, the evolution of PCaSCs is highly correlated with the development of resistance to IADT and may consequently be a plausible mechanism of resistance development. PSA dynamics suggest that resistant patients are likely to have higher PCaSC self-renewal rates than responsive patients, leading to increased production of PCaSCs and ultimately differentiated cells, thereby accelerating PSA dynamics with each
treatment cycle. Our results are similar to prior studies in glioblastoma that cancer stem cell self-renewal is likely to increase during prolonged treatment.

Using longitudinal PSA measurements and observed clinical outcomes from the IADT trial by Bruchovsky et al., the model was calibrated to clinical data and predicted the development of resistance with 89% accuracy. Study analysis produced four important clinical findings: (1) PSA dynamics provide actionable triggers for PCA treatment personalization, vis-à-vis static PSA values with highly debated clinical utility. (2) IADT outcomes in prior studies may be adversely affected by the long induction periods that accelerate selection for treatment-resistant subpopulations. (3) Patient-specific PSA treatment thresholds relative to pre-treatment burden rather than a fixed value for all patients could significantly improve IADT responses. (4) Early treatment response dynamics during IADT can identify patients that may benefit from concurrent docetaxel treatment and, maybe more importantly, identify patients who are adequately treated with IADT alone.

Our study demonstrated the value of ongoing model simulations in predicting outcomes from each treatment cycle throughout the course of therapy. By integrating data that becomes available with each additional treatment cycle to adaptively inform tumor population dynamics, model simulations predict the response to the next cycle with a sensitivity and specificity of 73% and 91%, respectively and an overall accuracy of 89%. This ability to learn from early treatment cycles and predict subsequent responses adds an essential degree of personalization and flexibility to a cancer treatment protocol—a game theoretic strategy termed Bellman’s Principle of Optimality that greatly increases the physician’s advantage.

For those patients predicted to become resistant in the next cycle of IADT, an actionable model would also predict alternative treatments that could produce better clinical outcomes. The role of docetaxel in metastatic, hormone-sensitive PCA has been investigated in three studies in the past five years. The GETUG-AFU15 study found a non-significant 20% increase in overall survival in high volume disease (HVD) patients who received DOC concurrently with continuous ADT, but no survival benefit in those with low volume disease (LVD). Subsequently, the results of the STAMPEDE trial found that DOC administration resulted in a >12 months overall survival benefit with a median follow-up of 43 months. Finally, the CHAARTED trial showed a statistically significant overall survival benefit from adding DOC in patients with HVD; however, no statistically significant survival benefit was found in LVD patients. Here we explored the option of adding docetaxel in the treatment of biochemically recurrent PCa. Coinciding with previous findings, we found that concurrent docetaxel did not provide a significant benefit for the entire patient cohort. However, we found that analyzing PSA dynamics from the first IADT cycle stratifies patients who may receive benefit from concurrent administration of docetaxel. More importantly, the model was able to identify patients who would not receive a significant benefit in TTP from concurrent DOC treatment. These results emphasize that heterogeneity in patient responses can be harnessed by quantitative models to personalize treatment protocols.

Model validation showed that with two uniform parameters learned from our training cohort, only 63% of the data were accurately captured in the testing cohort. Although this may be perceived as a limitation of the model, the primary objective of this study was not to fit data with highest accuracy but to develop a predictive model that could be clinically actionable. Allowing for more patient-specific parameters substantially increases data fit, but compromises the ability to predict cycle-by-cycle dynamics as insufficient data are collected to inform each model parameter on a per-patient basis.

Since only 21% of the 70 patients progressed before the conclusion of the trial (Supplementary Fig. 1), the clinical data included more responsive than resistant patients. This was overcome by bootstrapping the data, with more balanced data being poised to advance clinical utility. Of note, the presented model was calibrated and validated on patients with predominantly stage T2b and T3 disease, with Gleason scores ranging from 2 to 9. As additional data become available, the developed framework may be generalizable and able to predict how PCA patients of different stages will respond to IADT with comparable accuracy. Further work in patients with more advanced or metastatic PCa is needed.

The mathematical model was developed with the intent to make clinically actionable predictions. To balance model complexity and prediction accuracy, the presented simple model has been derived. Although numerous additional biological mechanisms are contributing to the observed PSA dynamics, it will become impossible to calibrate and validate their contributions from the measured clinical data. For reproducibility, we report the trained parameter values for the presented model. However, modification of the functional form of the developed model terms or inclusion of additional mechanisms will change each parameter. Therefore, herein estimated parameter values should not be taken as biological ground truth, nor are they translatable to different mathematical models.

A perceived limitation of the quantitative model may be the use of PSA dynamics as the sole biomarker of progression. PCa can become aggressive and metastatic despite low levels of serum PSA with development of androgen independence, most notably in neuroendocrine PCa. Additional serum biomarkers such as circulating tumor cells (CTCs) and cell-free DNA (cfDNA) may prove useful in estimating intratumoral evolutionary dynamics in subsequent trials. With the CellSearch platform, higher CTCs enumeration more than five cells per 7.5 mL of peripheral blood has been shown to be prognostic and portend worse overall survival in metastatic CRPC patients; however, detecting CTCs in biochemically recurrent patients has been labor-intensive with low yield.

In conclusion, our study demonstrates that a simple mathematical model based on cellular dynamics in PCa can have a high predictive power in a retrospective data set from patients with biochemically recurrent PCa undergoing IADT. In particular, we demonstrate the model can use data from each treatment cycle to estimate intratumoral subpopulations and accurately predict the outcomes in subsequent cycles. Furthermore, in patients who are predicted to fail therapy in the next cycle, alternative treatments for which a response is more likely can be predicted. We conclude that PSA dynamics can prospectively predict treatment response to IADT, suggesting ways to adapt treatment to delay TTP.

**Methods**

**IADT clinical trial data.** The Bruchovsky prospective Phase II study trial was conducted in 109 men with biochemically recurrent PCa. IADT consisted of 4 weeks of Androcur as lead-in therapy, followed by a combination of Lupron and Androcur, for a total of 36 weeks. Treatment was paused if PSA had normalized (< 4 µg/L) at both 24 and 32 weeks, and resumed when PSA increased above 10 µg/L. PSA was measured every 4 weeks. Patients whose PSA had not normalized after both 24 and 32 weeks of being on treatment were classified as resistant and taken off of the study. We analyzed the data of 79 patients who had completed more than one IADT cycle. One patient was omitted for inconsistent treatment, seven were omitted owing to the development of metastasis and/or local progression, and one was omitted due to taking multiple medications throughout the trial, resulting in 70 patients included in the analysis (Supplementary Fig. 1). To calibrate and assess the accuracy of our model, the data was divided into training ($n = 35$, 27 responsive, eight resistant) and testing ($n = 35$, 28 responsive, seven resistant) cohorts, respectively matched for clinical response to treatment.

**Mathematical model of IADT response.** We developed a mathematical model of PCA (S), non-stem (differentiated) PCA cells (D), and serum PSA concentration...
shown). In addition, the coefﬁcients could also be uniform between patients. Therefore, self-renewal rate $\phi$ could be uniform for all patients. Allowing the optimizer to learn the population uniform parameters were kept constant for all patients, and the mathematical model was assessed for accuracy in the validation cohort. The same sensitivity analysis was used to determine parameter identiﬁability. We computed by solving the sensitivity matrix $\chi = \frac{\partial f}{\partial \mu}$, where $P$ is PSA and $\theta = (\rho, \alpha, \lambda, \phi, \varphi)$. Cell division rate $\lambda$ was the least sensitive parameter, whereas $\rho$ was the most sensitive (Supplementary Figure 3A–B). Correlation analysis was used to determine parameter identiﬁability. Using the covariance matrix deﬁned as $C = (\chi^T \chi)^{-1}$, the correlation coefﬁcients were computed as $c_{ij} = \frac{\chi_{ij}}{\sqrt{c_{ii}c_{jj}}}$. If a parameter pair shows a strong correlation, that is if $|c_{ij}| > \xi$, then two parameters are correlated. In this case, we chose a correlation threshold of $\xi = 0.95$. Supplementary Figure 3C shows that $\lambda$ is highly correlated with $\rho$ and as the least sensitive parameter, we can conﬁdently set $\lambda$ to be patient uniform at its best estimate. The parameters were patient-speciﬁc, and as (1), that is $I_{ADT} = 1$ when $\text{docetaxel is on and } T_{iADT} = 0$ otherwise. Each cycle of docetaxel was simulated as a single dose on day $n$ ($T_{iADT} = 1$) followed by 3 weeks without docetaxel ($T_{iADT} = 0$). The parameters $\beta_1 = 0.0027$ and $\beta_2 = 0.0088$ were chosen such that approximately three times more non-stem cells died than PCaSCs. The data that support the ﬁndings of this study are available from the corresponding author upon reasonable request.

**Data availability**

The clinical data used to conduct this study are available in a public repository at http://www.nicholasbruchovsky.com/clinicalResearch.html. A reporting summary for this article is available as a Supplementary Information file.

**Code availability**

Code supporting the ﬁndings of this study are available at https://github.com/reneebrady/IADT_PCaSC. Received: 9 May 2019; Accepted: 9 March 2020; Published online: 09 April 2020
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