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Abstract

This paper introduces a visual-based localization method for autonomous vehicles (AVs) that operate in the absence of any complicated hardware system but a single camera. Visual localization refers to techniques that aim to find the location of an object based on visual information of its surrounding area. The problem of localization has been of interest for many years. However, visual localization is a relatively new subject in the literature of transportation. Moreover, the inevitable application of this type of localization in the context of autonomous vehicles demands special attention from the transportation community to this problem. This study proposes a two-step localization method that requires a database of geotagged images and a camera mounted on a vehicle that can take pictures while the car is moving. The first step which is image retrieval uses SIFT local feature descriptor to find an initial location for the vehicle using image matching. The next step is to utilize the Kalman filter to estimate a more accurate location for the vehicle as it is moving. All stages of the introduced method are implemented as a complete system using different Python libraries. The proposed system is tested on the KITTI dataset and has shown an average accuracy of 2 meters in finding the final location of the vehicle.
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1. INTRODUCTION

This paper introduces a visual localization method for autonomous vehicles AVs using input data from only one camera. Visual localization is studied for more than one decade, mostly in the fields of robotics and computer science (1). “Visual Localization” refers to finding the location by first taking pictures from the surrounding area (called query image), then, comparing those with a set of geotagged images (called database) to find the best matched images (2, 3), and finally, assigning a global location to the query images based on the location of their matches.

The ability to find the location is one of the basic requirements for any automated mobile robot. While the primary way for localization is to use Global Positioning System (GPS), introducing other methods seems necessary. This necessity arises from two main reasons. First, GPS may not work accurately in places like tunnels or among tall buildings where satellite signals cannot be received appropriately. Second, due to the probability of malfunctioning of the GPS-based navigation system, a backup method for localization must be developed if fully automated navigation is the ultimate goal.

The proposed method takes pictures of the surrounding area with a known frequency as the input and finds the location of the vehicle (camera) as accurately as possible as the output. The proposed method uses a feature-based algorithm to find the best match among a database of geotagged images. The geotag of the matched image serves as an approximate location for the query image. Besides, the displacement of the vehicle during a time interval can be computed given an estimate of vehicle speed. Combining this information using the Kalman filter, the location of the query images can be estimated more accurately.

The remainder of this paper is organized as follows. Section 2 presents the current literature. Section 3 provides an overview of the steps must be taken toward visual localization along with elaboration on specific algorithms that are used to solve the problem. The result of implementing the introduced method is presented in section 4. The paper ends with some final remarks in section 5.
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2. LITERATURE

As it is mentioned earlier, in the literature of mobile robot navigation, the problem of visual localization is studied for almost two decades (4). The first part of the problem is image retrieval, for which several algorithms have been developed (5, 6, 7). Generally, there are two categories of image retrieval methods. The first category, **2D image-based localization**, tries to find the location of the query image through finding its similar ones in the database (8, 9). The accuracy of these methods increases when more than one image is retrieved and used for localization (10, 11). The second category, **3D structure-based localization**, uses the 3D model of the scene obtained from SfM (Structure from Motion) as its database. Matching the 2D query image with the 3D model, the camera orientation and position can be computed (12, 13).

One of the approaches traditionally used to find correspondent images in either of the two image retrieval categories is using local feature matching algorithms. This type of algorithms tries to find essential points of an image (called keypoint) and describe them by a vector of features (called descriptor). SIFT (14), SURF (15), FAST (16) and their variants (17, 18) are the most popular algorithms of this kind each of which extracts the keypoints of the query image hence its descriptors. Comparing descriptors of the query image with those of database images based on a similarity measurement, images with the greatest number of correspondent keypoints are considered as best matches for the query image. Another approach to visual localization problem is to use Machine Learning (ML) which tries to find the location using global features of a scene (19, 20). One of the advantages of these methods is that they can find the location even when the photo belongs to an area off from city limits (20). Combining ML-based methods with local feature-based methods while searching for the best match has also revealed significant improvement in terms of efficiency (21, 22).

The output of the above methods is an approximate location for the query image which is not accurate enough for operation of AVs. Perspective-n-Points (PnP) algorithms are widely used to find the exact six degrees of freedom (6-DoF) query camera pose (23, 24). For PnP algorithms to obtain an exact camera pose, a 3D model of the scene is often required. A different approach to finding a more accurate location is to use statistical and filter-based methods. These types of methods aim to lower the cost of localization in terms of required hardware and time efficiency. In fact, instead of acquiring the exact solution, these methods try to estimate uncertainty while accepting such uncertainty up to a specific level to lower the costs associated with both implementation and application (25). In this regard, utilizing estimation methods such as Kalman Filter (26) has shown to provide acceptable results in real-time applications (27).

Studies who focus on AVs localization merely use a combination of methods introduced above to construct a complete system (28, 29, 30). The shortcoming of these systems is that they rely on advanced technologies or demand for complicated computational steps that increase the system run time. This paper introduces a system that requires the AV to be equipped with only one camera, rather than any complicated sensor. This system uses a statistical method of Kalman filter to improve the accuracy and decrease the uncertainty of the final localization.

3. METHODOLOGY

As it was mentioned before, this paper provides a step by step localization applicable for AVs. It assumes that a database of geotagged images extracted from a continuous video recording is available. Besides, it assumes that the AV is equipped with at least one camera that can take pictures of the surrounding area in predetermined time steps. Two major steps of the proposed localization method are image retrieval and location estimation using the Kalman filter. These two steps are explained with more details in the following subsections. To have a better understanding, the architecture of the proposed system is demonstrated in Figure 1.

3.1. Image retrieval from database of geotagged images

Image retrieval is comparing an image with a database to extract those images that plot almost the same scene. In this context, the image to be compared is the query image taken by a camera installed in a vehicle,
and the database contains images that are previously taken from urban areas and tagged with their location. Consequently, the retrieving query image from the database provides an approximate location for the vehicle. This section explains how we use image retrieval to find an initial vehicle location during predetermined time intervals.

Generally, each image is an $n$-dimensional vector of features represented by numbers. However, there are some points within an image that are locally distinctive. These points are suitable candidates for comparing two images. One of the most popular local feature extractor algorithms is the Scale-Invariant Feature Transform (SIFT) algorithm which finds locally distinctive points of an image (14). SIFT algorithm has two main outputs:

- Keypoints which contain the pixel coordinates of interest points.
- Descriptors which are 128-dimensional arrays describing the local surrounding of each keypoint.

After running the SIFT algorithm for each image, we have a list of keypoints and their descriptors. Since these points are selected in a way that they are invariant to scale, rotation, and illumination, they are good candidates for comparing two images taken from the same scene in different times with different cameras. This means that instead of saving an image, its keypoints and their associated descriptors can be saved. Besides, the SIFT algorithm can be applied to each query image to extract their keypoints as well. Now, for each query image, we should look for an image within the database that shares the most common keypoints, called correspondences.

Here, we need some objective criteria to determine when two keypoints can be considered as correspondences. When comparing two keypoints, we are indeed comparing their 128-dimensional descriptors. There are two measures of effectiveness that are proved to be useful for comparing two keypoints (10, 14). The first criterion is shown in equation (1) states that for a keypoint from query image to be matched with a keypoint in a database image, the ratio distance between its closest and second closest match must be less than a predetermined threshold $\tau_1$.

$$\frac{d^2(g, f_{1st})}{d^2(g, f_{2nd})} < \tau_1^2$$

where, $g$ is the descriptor of the query keypoint, and $f_{1st}$ and $f_{2nd}$ are descriptors of its closest and second
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**Figure 1 Architecture of the proposed visual localization system.**
closest matches (correspondences) within the database images. The second criterion is the well-known cosine similarity measurement. Equation (2) states that two keypoints can be considered as correspondences if their associated cosine similarity is more than some threshold $\tau_2$.

$$\cos(g, f) = \frac{f^T g}{\|f\|\|g\|} > \tau_2$$

where $\|f\|$ and $\|g\|$ are length of $f$ and $g$ in Euclidian space.

After finding the correspondences between the query image and each image of the database, the best match is merely the image that has the most number of correspondences. Although the process of finding the best match based on this method is straightforward and easy to implement, it can be inefficient if we loop through an extensive database. However, in the case of AVs, the database can be effectively diminished by taking advantage of the last available GPS location or utilizing Geolocalization methods (20). Besides, instead of simple looping through the database, one can use advanced search algorithms that have a shorter running time (31).

3.2. Utilizing Kalman filter to find a more accurate location

The result of the first step is the approximate location for the car during specific time intervals. Given that query images were taken during a short time, the vehicle can be considered as a moving object with constant speed during that time. The next step is combining this information to find a better estimation of vehicle location at the next time step.

Our method uses the Kalman Filter to increase the accuracy of localization over time. Kalman filter, also known as linear quadratic estimation (LQE), is a popular stochastic method with various applications in autonomous navigation (32). In general, Kalman filter is an optimal estimator that infers the state of interest of a system from indirect, uncertain and inaccurate observations using joint probability distributions. Given that a discrete-time system has a state of $X_k \in \mathbb{R}^n$ governed by the equation (3) and measurement of $y_k \in \mathbb{R}^m$ expressed by equation (4) at the time step $k$, Kalman filter estimates $X_k$ in a way that it minimizes the mean square error.

$$X_k = F_k X_{k-1} + B_k u_k + w_{k-1}$$

$$y_k = H_k X_k + v_k$$

where $F_k$ is the state transition model, $B_k$ is the control model applied to control vector $u_k$ (optional), $H_k$ is the observation model, and $w_k$ and $v_k$ are process and measurement noises, respectively. An underlying assumption of Kalman filter is that $w_k$ and $v_k$ are independent and white normally distributed variables, i.e., $w_k \sim \mathcal{N}(0, Q_k)$ and $v_k \sim \mathcal{N}(0, R_k)$. Kalman filter algorithm includes two steps of prediction and update. In a simple language, it uses the dynamic model at time $k - 1$ to predict the state at time $k$ and then uses the measurement at time $k$ to update the state.

In the case of our problem, where we aim to estimate the location of a vehicle by measuring its location in a relatively short distance, the model can be as easy as the model of a moving object with constant velocity. With this assumption, and in the absence of any measurement of the vehicle movement, system state vector, state transition, and observation models can be defined as equations (5) to (7).

$$X = \begin{bmatrix} X \\ y \\ \dot{x} \\ \dot{y} \end{bmatrix}$$
\[ F = \begin{bmatrix} 1 & 0 & \Delta t & 0 \\ 0 & 1 & 0 & \Delta t \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \] (6)

\[ H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \] (7)

where \( x, y \) are location coordinates, \( \dot{x} \) is velocity in \( x \) direction, and \( \dot{y} \) is velocity in \( y \) direction. \( \Delta t \) is time distance between consecutive measurements. This means that in each time step we only have a measurement of the vehicle location (obtained from image retrieval), and we assume that the vehicle is moving with the constant speed. Although we usually have more information about the vehicle state, the goal of this paper is to show how we can get acceptable accuracy in localization with the minimum available information. Next section aims to demonstrate this by applying the method to a dataset.

4. RESULTS

As it was described in the previous sections, our localization system includes two straightforward steps of image retrieval and location estimation using Kalman filter. This section provides results of applying the introduced localization procedure using dataset introduced in the previous section. Before presenting any visual or numerical results, it is necessary to define system parameters. Table 1 shows the value of essential parameters that are used in this example. Additionally, Figure 2 shows a sample database image in which keypoints are extracted.

In this study, we use KITTI dataset to test our proposed system. KITTI dataset that is prepared and designed for robotics and autonomous driving researches contains records of traffic through color, and grayscale cameras, a Velodyne 3D laser scanner and a high-precision GPS/IMU inertial navigation system all installed on the top of a Volks Wagon station wagon (33). In this paper, it is assumed that the only data available to the vehicle is a database of geotagged images. The dataset contains photos recorded by four cameras, two grayscale cameras, and two color cameras, two on each side. There exists a total of almost 8500 photos, ten photos per second, for each camera. To build the desired dataset for the use in this paper, we picked the images taken from the right grayscale camera and associated them with their timestamp and GPS location of that timestamp. Therefore, our database is geotagged images whose timestamps serve as their label. Another data preparation step that improves the image retrieval efficiency is to apply the SIFT algorithm to all database images and save each image keypoints and descriptors in advance. Since our image retrieval only needs keypoints’ information, there is no need to keep the pictures except their keypoints descriptors.

According to our data preparation steps, instead of images themselves, their keypoints and descriptors are saved. Thus, each image in the database is a \((k,128)\) array, where \( k \) is the number of keypoints in that image. Now that the database is ready, we can apply our method to find the location of the moving vehicle

| Parameter | Explanation | Value |
|-----------|-------------|-------|
| \( \tau_1 \) | Distance ratio threshold in keypoint matching | 0.8 |
| \( \tau_2 \) | Cosine similarity threshold in keypoint matching | 0.97 |
| \( R \) | Location measurement noise that is considered to be constant | 0.0001 (in decimal degree) |
| \( Q \) | Initial State prediction noise which is a \(4\times4\) matrix for our problem | \( I \times 1000 \) |
| \( \Delta t \) | Query images time interval | 1 sec |
at time $t$. To do that, we assume that the vehicle’s camera starts taking pictures at time $t - 5$ and takes six pictures, one each second. Here, we randomly choose time $t$, and it is easy to find desired query images taken from the left camera as timestamps of images are known.

The next step is to find the best match for each query image. To do so, we first apply the SIFT algorithm to all query images and find their keypoints. Then for the first query image, we loop through the whole database and by comparing descriptors and counting the number of correspondences according to the method explained in section 3.1, we find the best match for the first query image. For the following query images, instead of looking through the whole database, we look for the best match within a ±20 seconds time window around the best match of the first query image in the database. By doing so, image retrieval time reduces significantly. Figure 3 shows an example of two matched images with their corresponding keypoints connected with lines. To get a numerical sense, Table 2 shows the output of the image retrieval step for one series of query images. Note that in this table we also present the ground truth locations of the query images.

Geotags of the best matches are the input of the next step of the localization. In fact, these are the measurements of the vehicle’s location in each second. Kalman filter uses these inaccurate measurements and tries to provide a better estimation of the location assuming constant speed for the vehicle. Table 3 is presented to show the location estimation of the Kalman filter for the same query image used in Table 2. In this table measurement and estimation, inaccuracies are presented in meters (using Haversine formula (34)) to show how Kalman filter improves the estimate in each time step.

Table 3 provides useful information about both steps of our method. According to this table, measurement
noise tends to be around 18 meters which is roughly the distance that the database vehicle moves in 1 second with an average speed of 65 km/h. To reiterate for each query image while looking for the best match, we ignored images that are in one second distance from the query image. The reason for that was to simulate a more realistic situation. Therefore, the fact that the best matches are almost always in one second distance from their correspondence query image shows that image retrieval step can still find the best possible match even though an artificial restriction is imposed on the database.

This example illustrates how Kalman filter performance improves in each time step. In the first two steps, the estimation of the Kalman filter is worse than our measurement. For the first step, the estimate is too close to the measurement that is understandable as we initially set the estimation uncertainty to be much higher than measurement noise. In the second time-step, our measurement is not only inaccurate but also in the opposite direction of the vehicle movement. In fact, the best-matched image has been detected to be the image taken one second before. In this step, the Kalman filter still has an uncertain model, and its input measurement is also in the opposite direction. These together cause the estimation to be much worse than measurement. However, in the following steps, the Kalman filter can use speed information and improve its estimation to correct the measurement more accurately.

Figure 4 illustrates the average measurement and estimation error of applying the proposed framework on a variety of query images for each time steps. As it can be seen in this figure the average final location accuracy of 1.85 meters is achieved. Exploring different examples reveals that the Kalman filter estimation and thus ultimate localization accuracy can be improved by retrieving those database images that are in line with the moving direction of the vehicle.

5. SUMMARY AND CONCLUSION

In this paper, we introduced a visual-based localization method including two main steps to solve AVs

Table 2 An example of the output image retrieval step.

| Time      | $t-5$ | $t-4$ | $t-3$ | $t-2$ | $t-1$ | $t$   |
|-----------|-------|-------|-------|-------|-------|-------|
| Geotag of the best match |   |   |   |   |   |   |
| Longitude | 8.43413 | 8.43429 | 8.43413 | 8.43398 | 8.43384 | 8.43369 |
| Latitude  | 49.01494 | 49.01500 | 49.01494 | 49.01489 | 49.01484 | 49.01479 |
| Actual GPS coordinates |   |   |   |   |   |   |
| Longitude | 8.43429 | 8.43413 | 8.43398 | 8.43384 | 8.43369 | 8.43355 |
| Latitude  | 49.01500 | 49.01494 | 49.01489 | 49.01484 | 49.01479 | 49.01475 |

Table 3 Kalman filter estimation of vehicle location in each time step.

| Time      | $t-5$ | $t-4$ | $t-3$ | $t-2$ | $t-1$ | $t$   |
|-----------|-------|-------|-------|-------|-------|-------|
| Kalman filter estimates |   |   |   |   |   |   |
| Longitude | 8.43412 | 8.43445 | 8.43408 | 8.43387 | 8.43371 | 8.43355 |
| Latitude  | 49.01493 | 49.01506 | 49.01492 | 49.01485 | 49.01479 | 49.01474 |
| Measurement inaccuracy (in meters) | 18.99 | 18.99 | 17.57 | 16.52 | 17.57 | 16.19 |
| Estimation inaccuracy (in meters) | 19.81 | 38.77 | 11.52 | 3.28 | 2.31 | 0.94 |
Figure 4 Average measurement and estimation error of applying the framework on a variety of query images

locating problem where no accurate GPS signal is available. Assuming a situation where a vehicle loses its GPS connection, image-based localization helps it to stay on track. Intuitively, the first step in this procedure is to find an approximate location by gathering information about the surrounding area. To do so, we proposed an image retrieval algorithm that takes consecutive query images as input and tries to find the approximate location for each image by finding images in the database that resemble them the most. The image retrieval algorithm employed in this study uses SIFT local feature descriptors for image matching. Once approximate location of the vehicle in consecutive time steps are obtained, a statistical method like Kalman filter can be used to combine this information with the general information about the vehicle movement and estimate a more accurate location for the vehicle. Here, we used a basic Kalman filter that assumes constant speed for the car and estimates the location in each time step. Combining these two steps, a localization system is created that is implemented in Python to be tested on the KITTI dataset. This dataset includes photos taken by different cameras installed on the top of a moving vehicle along with various information about the vehicle movement and location.

Applying our method to a version of KITTI dataset designed in a way that applies to our problem, we observed that accuracy as high as 2 meters is achievable using the simple two-step method introduced here. Although the technique here is not practical in its current form, it is useful as it shows how much accuracy one can expect from visual localization in the absence of any equipment except a simple camera and connection to a database of the geotagged images. We believe that the proposed method while following its general idea, can be modified and be improved to provide a relatively accurate location for AVs in real time. In addition to the fact that these types of methods are a good alternative under the situation where GPS readings are not reliable, they can be used in parallel with GPS as they can provide a more accurate estimation of the vehicles’ location.

For future works, there are two types of improvements that can be added to the current basic method. Firstly, the accuracy of the final locating can be improved by considering the relative pose of the cameras of the database and query images. Having more information about the cameras and associating the database with the location of some points in the scene rather than the camera location, this relative pose can be easily obtained using spatial geometry. Secondly, one can assume there exist more information about the vehicle at each time, for example, its speed, acceleration, odometry and so on. This measurement may be used as
input to an Extended Kalman Filter (EKF) which can provide a more accurate estimation of location. For the whole system to be efficient and have a real-time application, more effort must be put on the image retrieval step. For instance, while preparing the dataset, instead of saving all the keypoints detected by the SIFT algorithm, only those keypoints that are more likely to be found in other images can be saved. Detecting these keypoints that can be considered as consistent inliers requires information from different matches for each database image. A practical way to do that is to match each database image with its neighbors in specific time distance and find inliers using a sampling algorithm. These inliers may be weighted based on their consistency in different matches.
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