Dynamic Equivalent Modeling for Wind Farms With DFIGs Using the Artificial Bee Colony With K-Means Algorithm
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ABSTRACT With the increasing penetration of wind power, it is recognized that wind power will have a greater and greater impact on the planning and operation of the original power system. And the detailed modeling of wind farm with doubly-fed induction wind generator (DFIG) will require large storage and computation resources, which poses technical challenges for equivalent modeling of wind farm. In this paper, a multi-machine dynamic equivalent modeling method for wind farms with DFIGs is proposed. First, the artificial bee colony with k-means (ABC-KM) algorithm is proposed to improve the effectiveness of wind farm clustering. Second, the operating data composed of wind speed, pitch angle, rotor angular velocity, rotor current, real-time active and reactive power are selected as clustering indicators. A wind farm with DFIGs is divided into several groups and DFIGs in the same group are clustered as one DFIG through equivalent parameter aggregation. The proposed wind farm modeling method consisting of clustering method and clustering indicators is verified by comparing the simulation results of equivalent and detailed models at steady-state and dynamic-state cases.

INDEX TERMS Dynamic equivalent model, wind farm with DFIG, clustering indicators, ABC-KM clustering algorithm, active prosumers.

I. INTRODUCTION

With the rapid development of wind power technology, the scale of grid-connected wind farms is gradually increasing. In 2019, 60.4 GW of wind energy capacity was installed globally with a growth of 19%, and the total capacity for wind energy globally has been over 651 GW by 2019. Wind energy, as a type of distributed energy resources (DERs), plays an important role in the energy transition from fossil fuels to renewable energy. And the growing penetration of DERs has made it possible for traditional passive consumers to evolve into active prosumers [1]. Therefore, the modeling methods, forecasting methods and related key technologies of DERs are still hot topics that require substantial scientific research [2]–[4]. And the modeling method for wind farms is mainly studied in this paper.

The existing methods on the modeling of wind farms with doubly-fed induction wind generator (DFIG) are divided into two categories of single-machine and multi-machine equivalent methods. The latter method represents wind farms by several equivalent DFIGs, which are obtained by clustering of indicators and equivalence of parameters [5]–[7]. In practice, the distribution of wind speed in large wind farms is not generally uniform, due to topography and wake effect issues, and DFIGs in the same wind farm often work at different operation states [8], [9]. Therefore, the multi-machine equivalent method can represent the more comprehensive dynamic characteristics of grid-connection wind farms.

Accordingly, the choice of clustering indicators is an important issue in the dynamic equivalent for wind farms. In [10], fault-front terminal voltage, fault-end terminal voltage, rotor speed, active power and reactive power were selected as clustering indicators. 13 variables were extracted as clustering indicators in [11] to describe the operation
characteristics of DFIGs based on the voltage and flux equation analyses. A linear dynamic equivalent model for a wind farm was developed using measured data in [12]. In [13], long-time scale measured data was used as clustering indicators considering changing wind speeds in wind farms. The rotor speed vectors of wind turbines were sampled as clustering indicators under the combined conditions of different operating conditions and fault types in [14]. A dynamic multi-turbine multi-state model of wind farms was proposed based on historical wind data in [15]. Nevertheless, the above literature does not prove the effectiveness of the selected clustering indicators by comparison.

The choice of clustering method is another important issue in the dynamic equivalent for wind farms. A probabilistic clustering approach was proposed that determines equivalent number of wind turbines and the corresponding parameters in [16]. A multi-machine representation dynamic equivalent method based on the fuzzy C-means was proposed considering the active power characteristics of DFIGs in [17]. In [18], an improved support vector clustering approach was proposed for the single-wind condition dynamic aggregation of large wind farms. The geometric template matching based time series clustering method was developed for wind turbines in [19]. A clustering method was presented according to the slip coherency of wind turbines in [20].

The existing k-means (KM) algorithm is commonly used in the clustering analysis. However, it is sensitive to initial conditions and may consume a lot of calculation time due to the lack of stability in clustering [21]. In this paper, we propose a multi-machine dynamic equivalent modeling method for wind farms with DFIGs. The paper is organized as follows. In Section II, the model of DFIG is introduced, the artificial bee colony with k-means (ABC-KM) algorithm is developed, and the comprehensive indicators consisting of wind speed, pitch angle, rotor angular velocity, rotor current, real-time active and reactive power are selected as clustering indicators. In Section III, the equivalent parameters are calculated. The effectiveness of the proposed equivalent modeling method is illustrated in Section IV by comparing the simulation results of equivalent and detailed models with different clustering methods and clustering indicators both for steady-state and dynamic-state cases. Finally, the conclusions are drawn in Section V.

II. DYNAMIC EQUIVALENT MODELING FOR WIND FARM WITH DFIG

A. MODELING OF DFIG

The DFIG model shown in Figure 1 is comprised of the wind turbine, the gearbox, the induction generator and the converter. The stator side of DFIG is directly connected to the grid, and the rotor side of DFIG is connected to the grid through a back-to-back converter that handles only the slip power. The mathematical models of mechanical and electric systems of DFIG can be found in [22]. In this section, the modeling of the back-to-back converter consisting of rotor-side converter (RSC) and grid-side converter (GSC) is the main focus.

1) ROTOR-SIDE CONVERTER

The rotor of induction generator can be excited by rotor-side converter for the decoupled control of active power and reactive power. The stator-flux orientation is used for the RSC control in which the stator flux is collinear with the d-axis.

2) GRID-SIDE CONVERTER

The direct-current capacitor’s voltage can be controlled by grid-side converter which allows the reactive power flow for voltage stability. Furthermore, the power grid voltage orientation is used for the GSC control in which the grid voltage is collinear with the d-axis.

B. ABC-KM CLUSTERING ALGORITHM

The existing KM clustering algorithm is sensitive to initial conditions, which consumes massive time and loses the stability of clustering. Therefore, in order to improve the stability and effectiveness of clustering, ABC-KM algorithm combined with artificial bee colony algorithm and k-means algorithm is proposed in this paper.

In the algorithm proposed in this paper, the initial location of the honey source can be expressed as follows:

\[ x_{ij} = x_{\text{min},j} + \text{rand}(0, 1)(x_{\text{max},j} - x_{\text{min},j}) \]  

where \( x_{\text{max},j} \) and \( x_{\text{min},j} \) are the maximum and minimum of the \( j \)th dimension, respectively.

The new location of the honey source during the search can be expressed as follows:

\[ v_{ij} = x_{ij} + \beta_{ij}(x_{ij} - x_{kj}) \]  

where \( \beta_{ij} \) represents the random number in the interval \([-1, 1]\).

The fitness of honey source is expressed as follows:

\[ f_{\text{fit}}(x_m) = \frac{1}{1 + f_m(x_m) + \text{abs}(f_m(x_m))} \]  

where \( f_m \) is the function value corresponding to the \( m \)-th employed bee.
The probability based on the fitness obtained by employed bees for an onlooker bee to select the honey source is expressed as follows [23]:

$$ P_i = \frac{\text{fit}(x_i)}{\sum_{n=1}^{N} \text{fit}(x_n)} \quad (4) $$

Based on the proposed improvements in the ABC algorithm, the clustering center that corresponds to each bee is determined at the beginning of iteration, which can improve the stability and the calculation speed in the KM algorithm. The flow diagram of ABC-KM algorithm is shown in Figure 2 with the detailed procedure described as follows:

1) Parameter initialization: Set the numbers for three kinds of bees, maximum iteration number M, control parameter L, and initial iteration number C = 1.
2) According to the fitness of bees, the bees are divided into two categories of employed and onlooker bees; a new honey source is generated according to (2).
3) Calculate the new honey source fitness and replace the original honey source if the new source has higher fitness.
4) Calculate $P_i$ according to (4).
5) Select employed bees based on the greedy principle; onlooker bees search for the new honey source near the corresponding honey source.
6) Cluster the honey source with KM algorithm and update the bee colony after the search is done.
7) If the location is not updated after M iterations, the employed bees will transform into scout bees.
8) If C > M, go to step 9, otherwise, go to step 2 for the next round of calculations; set C = C + 1.
9) Export the clustering results.

C. CLUSTERING INDICATORS OF DFIG

1) WIND SPEED

The wind speed is an important factor in determining the output power of wind turbines, which can reflect the location of the wind turbine and interactions among multiple DFIGs considering the wake effect. Therefore, wind speed is selected as a clustering indication to distinguish different operating characteristics of DFIGs. Based on aerodynamic principles, the output power of wind turbine is stated as follows:

$$ P_m = \frac{1}{2} \rho \pi R^2 C_p(\lambda, \beta) v_w^3 \quad (5) $$

where $\rho$ is the air density, $R$ is the wind turbine radius, $v_w$ is the wind speed, $C_p$ is the power coefficient with a set of nonlinear curves and the theoretical maximum is 0.593.

2) PITCH ANGLE

It can be seen from (5) that the power coefficient $C_p$ will change when the pitch angle $\beta$ changes, thereby affecting the output power of the wind turbine. The pitch angle also has a relationship with wind speed. When the wind speed is between cut-in and rated wind speeds, the blade pitch angle controller optimizes the pitch angle to capture the maximum wind power. When the wind speed is higher than its rated value, the pitch angle controller will be activated, and the output power of DFIG is kept at its rated value by adjusting the pitch angle. Therefore, the pitch angle is selected as a clustering indication.

3) ROTOR ANGULAR VELOCITY

According to the power characteristic curve of wind turbine, the relationship between the output power and the angular velocity of the wind turbine is expressed as follows:

$$ P_m \propto \omega_m^3 \quad (6) $$

The shaft model represented by a two-mass model is expressed as follows:

$$ \frac{d\theta_i}{dt} = \omega_m - \omega_g \quad (7) $$

where $\omega_m$ and $\omega_g$ are the angular velocity of wind turbine and generator, respectively, $\theta_i$ is the shaft torsion angle.

In (6) and (7), the output power of wind turbine also has a relationship with rotor angular velocity. Therefore, as a clustering indication, the rotor angular velocity of generator can reflect the operating characteristics of DFIGs.

4) ROTOR CURRENT

When the stator-flux orientation is used for the RSC control, the decoupling control of the active power and reactive power
will be realized, and they can be expressed as follows:

\[
\begin{align*}
    P_s &= u_s i_{qs} = \frac{L_m}{L_s} u_s i_{qr} \\
    Q_s &= -u_s i_{ds} = \frac{\psi_s}{L_s} u_s - \frac{L_m}{L_s} u_s i_{dr}
\end{align*}
\]  

(8)

where \(u_s\) is the stator voltage, \(i_{dr}\) and \(i_{qr}\) are rotor currents in d-axis and q-axis, respectively, \(L_s\) is the self-induction of stator, and \(L_m\) is the mutual induction of stator and rotor.

Accordingly, \(i_{dr}\) and \(i_{qr}\) can control the reactive and active power on the stator side, respectively, for the decoupling control of active and reactive power. Since the rotor side power on the stator side, respectively, is realized, and they can be expressed as follows:

\[
\begin{align*}
    P_e &= \sum_{i=1}^{n} (\theta_i Z_i) \\
    Q_e &= \sum_{i=1}^{n} (\theta_i H_i) \\
    D_e &= \sum_{i=1}^{n} (\theta_i D_i) \\
    K_e &= \sum_{i=1}^{n} (\theta_i K_i) \\
    Z_L_{eq} &= \sum_{i=1}^{n} (\theta_i Z_{L_{eq}}) \\
    S_e &= \sum_{i=1}^{n} S_i
\end{align*}
\]

(11)

where \(n\) is the number of DFIGs in the same group. \(f\) is the fitting function of the wind speed power curve.

B. EQUIVALENT PARAMETER OF WIND POWER SYSTEM

Equivalent system parameters are obtained by using the weighted average method. The weighted coefficients and equivalent system parameters are obtained in (10) and (11).

\[
\begin{align*}
    \theta_i &= \frac{S_i}{\sum_{i=1}^{m} S_i} \\
    Z_{eq} &= \sum_{i=1}^{n} (\theta_i Z_i) \\
    H_{eq} &= \sum_{i=1}^{n} (\theta_i H_i) \\
    D_{eq} &= \sum_{i=1}^{n} (\theta_i D_i) \\
    K_{eq} &= \sum_{i=1}^{n} (\theta_i K_i)
\end{align*}
\]

(10)

where \(m\) is the total number of DFIGs in the wind farm. \(Z\) and \(Z_T\) are the impedance parameter of generator and transformer, respectively. \(H, D, K\) are the inertia constant, damping coefficient and stiffness coefficient, respectively. \(S\) is the capacity of the DFIG.

C. EQUIVALENT PARAMETER OF COLLECTING LINE

The equivalent impedance parameter of collector line can be represented as follows:

\[
Z_{L_{eq}} = \frac{\sum_{i=1}^{m} \left( \sum_{k=1}^{i} \left( Z_{L_{eq}} \sum_{j=k}^{n} P_j \right) P_i \right)}{\left( \sum_{i=1}^{n} P_i \right)^2}
\]

(12)

where \(Z_L\) is the impedance parameter of the cable line.

Through the equivalence of impedance parameters, it can be ensured that the voltage loss on the collector line is consistent before and after the equivalence.

D. ERROR ANALYSIS OF EQUIVALENT MODEL

In order to compare the accuracy of different equivalent methods, the average power deviation is usually used as the evaluation index of the equivalent model, and the active average deviation amount \(E_P\) and the reactive average deviation amount \(E_Q\) are defined as follows:

\[
\begin{align*}
    E_P &= \frac{\int_{t_1}^{t_2} |P_{eq}(t) - P(t)| dt}{\int_{t_1}^{t_2} |P(t)| dt} \\
    E_Q &= \frac{\int_{t_1}^{t_2} |Q_{eq}(t) - Q(t)| dt}{\int_{t_1}^{t_2} |Q(t)| dt}
\end{align*}
\]

(13, 14)

where \(P\) and \(Q\) are active and reactive power of the detailed wind farm model, respectively.
IV. CASE STUDY
The detailed model of a wind farm consisting of $16 \times 5$ MW DFIGs is set up on the PSCAD/EMTDC simulation platform. Each DFIG is connected to the point of common coupling (PCC) through a 0.69kV/35kV step-up transformer, and the power output is delivered to the grid via a 35kV/230 kV step-up transformer. The main parameters of DFIG are shown in Table 1, and the input wind speeds of each DFIG are shown in Table 2. The clustering indicator data of DFIGs are shown in Table 3, which collected in the detailed model simulation.

### TABLE 1. Parameters of DFIG

| Parameters                  | Symbol | Value | Unit |
|-----------------------------|--------|-------|------|
| Rated power                 | $P_N$  | 5     | MW   |
| Rated frequency             | $f_r$  | 60    | Hz   |
| Rated PCC voltage           | $V_{PCC}$ | 33   | kV   |
| Rated stator voltage        | $V_s$  | 0.9   | kV   |
| Rated rotor voltage         | $V_r$  | 0.69  | kV   |
| Rated DC link voltage       | $V_{dc}$ | 1.45 | kV   |
| Rated rotating speed        | $\omega_R$ | 376.99 | rad/s |
| DC link capacitor           | $C_{dc}$ | 7500 | $\mu F$ |
| Maximum operating slip      | $s$    | 0.3   | /    |
| Stator leakage inductance   | $L_s$  | 0.100 | p.u. |
| Rotor leakage inductance    | $L_r$  | 0.110 | p.u. |
| Magnetizing inductance      | $L_m$  | 4.5   | p.u. |
| Stator resistance           | $R_s$  | 0.0054 | p.u. |
| Rotor resistance            | $R_r$  | 0.0607 | p.u. |
| Inertia constant            | $H$    | 6     | s    |

### TABLE 2. Input wind speeds of each DFIG

| Number | Wind speed | Number | Wind speed |
|--------|------------|--------|------------|
| 1      | 10.56      | 9      | 9.58       |
| 2      | 8.95       | 10     | 11.35      |
| 3      | 11.57      | 11     | 10.7       |
| 4      | 10.31      | 12     | 8.82       |
| 5      | 9.7        | 13     | 9.06       |
| 6      | 10.01      | 14     | 9.81       |
| 7      | 9.89       | 15     | 10.25      |
| 8      | 9.37       | 16     | 10.41      |

### TABLE 3. Clustering indicator data of DFIGs

| Wind speed | Pitch angle | Rotor angular velocity | Active power | Reactive power | Rotor current in d-axis | Rotor current in q-axis |
|------------|-------------|------------------------|--------------|----------------|------------------------|------------------------|
| 10.56      | 0           | 12.215                 | 4.9994       | -0.1224        | -0.0992                | 0.1937                 |
| 8.95       | 0           | 12.2046                | 3.3409       | -0.0859        | 0.0286                 | 0.1726                 |
| 11.57      | 4.3407      | 12.1711                | 4.9903       | -0.1232        | -0.1427                | 0.1870                 |
| 10.31      | 0           | 12.176                 | 4.9923       | -0.1252        | -0.1452                | 0.1865                 |
| 9.7        | 0           | 12.102                 | 4.2577       | -0.1034        | -0.0332                | 0.1857                 |
| 10.01      | 0           | 12.135                 | 4.6770       | -0.1141        | -0.0900                | 0.1868                 |
| 9.89       | 0           | 12.125                 | 4.5091       | -0.1107        | -0.0800                | 0.1840                 |
| 9.37       | 0           | 12.208                 | 3.8328       | -0.0962        | -0.0153                | 0.1773                 |
| 9.58       | 0           | 12.2091                | 4.1014       | -0.1002        | -0.0183                | 0.1843                 |
| 11.35      | 3.9134      | 12.154                 | 4.9921       | -0.1212        | -0.1205                | 0.1899                 |
| 10.7       | 0           | 12.247                 | 4.9968       | -0.1253        | -0.1095                | 0.1919                 |
| 8.82       | 0           | 12.237                 | 3.1949       | -0.0845        | 0.0487                 | 0.1718                 |
| 9.06       | 0           | 12.205                 | 3.4680       | -0.0877        | 0.0334                 | 0.1772                 |
| 9.81       | 0           | 12.2118                | 4.4016       | -0.1080        | -0.0807                | 0.1818                 |
| 10.25      | 0           | 12.2165                | 4.9926       | -0.1246        | -0.1492                | 0.1860                 |
| 10.41      | 0           | 12.2195                | 4.9930       | -0.1259        | -0.1468                | 0.1865                 |

A. VERIFICATION OF CLUSTERING METHODS
According to the input wind speeds shown in Table 2, the wind farm is grouped using the ABC-KM algorithm proposed in this paper and the existing KM algorithm, where the wind farm is equivalent to 4 DFIGs. The clustering results of the two algorithms are shown in Tables 4 and 5, respectively. In order to verify the effectiveness of the dynamic equivalence method proposed in this paper, we present the comparative analyses of dynamic response characteristics at the grid-connection point of detailed model, multi-machine equivalent model with existing KM algorithm, and multi-machine equivalent model with ABC-KM algorithm. We present the steady-state and dynamic-state results considering wind speed disturbances and short-circuit faults.

1) STEADY-STATE SIMULATION
The wind speed shown in Table 2 is adopted as the input wind speed of wind farm at steady state. The simulation results at the grid-connection point are shown in Figure 3.
TABLE 4. Clustering result with ABC-KM algorithm

| Number of clusters | Number of DFIGs       |
|--------------------|-----------------------|
| 1                  | 1, 4, 6, 11, 15, 16   |
| 2                  | 2, 12, 13             |
| 3                  | 3, 10                 |
| 4                  | 5, 7, 8, 9, 14        |

TABLE 5. Clustering result with existing KM algorithm

| Number of clusters | Number of DFIGs       |
|--------------------|-----------------------|
| 1                  | 1, 4, 11, 15, 16      |
| 2                  | 2, 8, 12, 13          |
| 3                  | 3, 10                 |
| 4                  | 5, 6, 7, 9, 14        |

2) WIND SPEED DISTURBANCE

Based on the basic wind speed, the wind gust disturbance is added starting at 0.8s, ending at 1.8s, and the peak velocity is 1m/s. The power simulation results at the grid-connection point are shown in Figure 4.

3) GRID FAULT

In order to compare the equivalent effects of different equivalent models under a short-circuit grid fault, we assume that the fault occurs at 1s, is cleared at 1.3s, and the voltage sag amplitude is 50%. The power simulation results at the grid-connection point are shown in Figure 5.

![Response curve of active power](image)

**FIGURE 5.** Response curves of wind farm in the grid fault.

It can be seen from Figures 3 to 5 that the power dynamic responses of the multi-machine equivalent model using the proposed method are much closer to those of the detailed model at the steady-state and dynamic-state cases, as compared with the equivalent model based on the KM algorithm.

In Table 6, we use the detailed model as the benchmark to analyze the errors in the two multi-machine equivalent models, and present the results for the proposed ABC-KM and existing KM algorithms. The results show that, compared with the existing KM algorithm, the power dynamic responses of multi-machine equivalent model with the ABC-KM algorithm are more consistent with those of the detailed model at steady-state and dynamic-state cases.

B. VERIFICATION OF CLUSTERING INDICATORS

In order to further prove the effectiveness of the clustering indicators, using the ABC-KM algorithm, the wind farm is grouped according to the wind speed and the proposed comprehensive indicators shown in Table 3. The clustering results of the comprehensive indicators and wind speed are shown in Tables 7 and 8.
TABLE 6. Error comparison for different equivalent methods

| System operation status | Active power error | Reactive power error | Active power error | Reactive power error |
|-------------------------|--------------------|----------------------|--------------------|----------------------|
| Steady state            | 0.49%              | 0.78%                | 0.70%              | 1.16%                |
| Wind speed disturbance  | 0.51%              | 1.12%                | 0.78%              | 1.32%                |
| Grid fault              | 0.55%              | 0.83%                | 0.84%              | 1.27%                |

1) STEADY-STATE SIMULATION
In order to verify the effectiveness of clustering indicators at steady state, the power simulation results at the grid-connection point are shown in Figure 6.

2) WIND SPEED DISTURBANCE
Based on the basic wind speed, the wind gust disturbance is added starting at 0.8s, ending at 1.8s, and the peak velocity is 1m/s. In this case, the power simulation results at the grid-connection point are shown in Figure 7.

3) GRID FAULT
We assume that a short-circuit grid fault occurs at 1s, is cleared at 1.3s, and the voltage sag amplitude is 50%. And the power simulation results at the grid-connection point are shown in Figure 8.

It can be seen from Figures 6 to 8 that the power dynamic responses of the multi-machine equivalent model based on the wind speed present a large error in comparison with those of the detailed model. The power dynamic responses of the multi-machine equivalent model based on the comprehensive indicators are consistent with those of the detailed model. To analyze the errors in the multi-machine equivalent model based on the comprehensive indicators and wind speed, we use the detailed model as the benchmark to analyze, and present the results in Table 9. Accordingly, the power dynamic responses of multi-machine equivalent model based on the comprehensive indicators are more closely related to those of the detailed model at steady-state and dynamic-state cases.

FIGURE 6. Response curves of wind farm in the steady state.

FIGURE 7. Response curves of wind farm in the wind speed disturbance.

FIGURE 8. Response curves of wind farm in the grid fault.

TABLE 7. Clustering result by comprehensive indicators

| Number of clusters | Number of DFIGs |
|--------------------|-----------------|
| 1                  | 1, 4, 6, 11, 15, 16 |
| 2                  | 2, 12, 13        |
| 3                  | 3, 10            |
| 4                  | 5, 7, 8, 9, 14   |

TABLE 8. Clustering result by wind speed

| Number of clusters | Number of DFIGs |
|--------------------|-----------------|
| 1                  | 1, 4, 11, 15, 16 |
| 2                  | 2, 12, 13        |
| 3                  | 3, 10            |
| 4                  | 5, 6, 7, 8, 9, 14 |
C. SIMULATION TIME COMPARISONS
The proposed simulations are carried out on a personal computer Intel (R) Core (TM), i7-6700HQ, Quad-core CPU @ 2.60 GHz, 16 GB of RAM. The simulation times for different equivalent methods are shown in Table 10. It can be seen from Table 10 that the simulation times corresponding to the two kinds of multi-machine equivalent models are very close. However, compared to the detailed model, the simulation time of the multi-machine equivalent model is reduced by about 98%.

In summary, considering the steady-state and dynamic-state, the power responses of the multi-machine equivalent model with ABC-KM algorithm are much closer to those of the detailed model as compared to those of the equivalent model based on the wind speed. Furthermore, compared with the detailed model, the dynamic equivalent model is simplified and the calculation time is reduced significantly.

V. CONCLUSION
In order to meet the practical engineering requirement, a multi-machine dynamic equivalence method for wind farm with DFIGs is proposed in this paper. First, the artificial bee colony with k-means (ABC-KM) algorithm is proposed to improve the effectiveness of clustering. Second, the comprehensive indicators composed of wind speed, pitch angle, rotor angular velocity, rotor current, real-time active and reactive power are selected as clustering indicators. The wind farm with DFIGs is divided into groups and DFIGs in which each group is represented by single DFIG using equivalent parameters. Finally, the multi-machine dynamic equivalent model of wind farm with DFIG is established and studied on the PSCAD/EMTDC simulation platform according to the aggregation of equivalent parameters.

The simulation results demonstrate that multi-machine equivalent model established in this paper can reflect dynamic response characteristics of wind farm with DFIG effectively. At the same time, compared with the detailed model, the multi-machine dynamic equivalent model is simplified and the calculation time is reduced significantly.
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