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Abstract

A translated point of a contactomorphism $\phi$ on a contact manifold with contact form $\alpha$ is a point $p$ where $\alpha$ is preserved under $\phi$ and whose image under $\phi$ lies in the same Reeb trajectory. They were introduced as a contact analogon for fixed points of Hamiltonian diffeomorphisms by Sheila Sandon in [San12] and can be understood as a special case of leafwise fixed points. A contact version of the non-degenerate Arnol’d conjecture on spheres was established in [San13] using a generating function approach. It turns out that Sandon’s proof only works under the assumption that there exists a generating function whose sublevel set at zero has nontrivial homology. This thesis proves the result under this additional assumption and fills gaps in other parts of Sandon’s argument.
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A critical development in 19th century theoretical physics was the reformulation of classical mechanics as Hamiltonian mechanics. This more abstract approach allows for a deeper structural understanding of physical systems and paved the way for most of modern physics. Here, a system is encoded in terms of two objects, a configuration space and an energy function. The configuration space $N$ contains all possible configurations the system can be in at any given instant in time. It gives rise to the larger phase space $M$ of all possible states: A point in phase space is a pair of a point in configuration space (generalized position) and the infinitesimal change of the position that is in progress at that time (generalized momentum). As an example, consider the pendulum depicted in Fig. 1, an energy function $H : M \times \mathbb{R} \to \mathbb{R}$ yields for every state $x$ at a given time $t$ the total energy $H_t(x)$. A crucial physical insight is that $H$ suffices to completely determine the dynamics of the system.

To understand how this works mathematically, we need the framework of symplectic geometry. Phase space is represented as a differentiable manifold $M$ that carries as additional structure a closed and non-degenerate 2-form $\omega$. This symplectic form allows a function $H : M \times \mathbb{R} \to \mathbb{R}$ to uniquely generate a time-dependent vector field $X_t$ via the Hamilton equations

$$\omega(X_t, \cdot) = -dH_t.$$ 

This vector field can be integrated to the Hamiltonian flow $\phi^H_t$ on the phase space $M$. In physics, this flow describes precisely how a system with the energy function $H$ will evolve over time. After starting in the state $x \in M$, it will be found in the state $\phi^H_t(x)$ once the time $t$ has passed.

If we start from a configuration space described as a manifold $N$, then phase space is just the cotangent bundle $M = T^*N$ together with the exterior derivative of the Liouville form $\lambda_p := p \circ d_p \pi$ as the canonical choice for the symplectic form, where $\pi : T^*N \to N$ is the canonical projection.

Consider now an energy function $H : T^*N \to \mathbb{R}$ that does not depend on time. It turns out that this symmetry under translation in time implies that energy is a conserved quantity over time. So if $E$ is a regular value of $H$, then $H^{-1}(E)$ is a hypersurface containing all states of a fixed energy $E$ that is preserved by the Hamiltonian flow. Contact geometry can be seen as the study of the naturally induced structure on such constant energy surfaces. In general, a contact form on a $2n - 1$ dimensional manifold is a 1-form $\alpha$ such that $\alpha \wedge (d\alpha)^{n-1} \neq 0$. This means geometrically that $d\alpha$ has a unique null direction that is transverse to the kernel of $\alpha$. Appropriately normalized, we call this direction the Reeb vector field, generating the Reeb flow. In the case of the constant energy surfaces, restricting the Liouville form $\lambda$ to them indeed yields such a contact form. The Reeb flow is then nothing but the Hamiltonian flow.

---

1. We only need to look at first-order derivatives here because Newton’s equations of motion are differential equations of second order. All higher derivatives are redundant since they are determined by the configuration itself and first derivatives.

2. Technically, $H^{-1}(E)$ needs to also be transverse to the Liouville vector field $X_{can}$, which in induced coordinates $(q_i, p_i)$ on $T^*N$ is $\sum_i p_i \frac{\partial}{\partial q_i}$. This is however a physically reasonable assumption: Otherwise, scaling the momentum of a state would not lead to a change in energy.
FIG. 1. Consider a pendulum of length $l$ and mass $m$ in a gravitational field $g$. Its configuration space is given by the set $N = S^1$ of all angles $q$ to the vertical. The phase space is $M = S^1 \times \mathbb{R} \cong T^*N$, and its elements $(q, p)$ completely determine the state by also specifying the momentum $p$ of the pendulum. The total energy $H(p, q) = p^2/2m - lg \sin q$ generates the Hamiltonian vector field depicted on the right. Following its flow gives exactly the trajectories of the system, which are indicated for some initial conditions.

flow restricted to the hypersurface.

In physics, one often considers systems that are described using a time-independent energy function together with a short time-dependent perturbation, say on the interval $[0, 1]$. For some states $x \in M$, we might observe what looks like a huge coincident: After the perturbation, the system might be in a state that is different from $x$ only by a shift in time in its original orbit instead of being fundamentally changed. Mathematically, this is an example of a leafwise fixed point of the Hamiltonian flow. A similar situation can occur when we limit our attention to a constant energy surface and perturb its dynamics for a short while. A translated point is a state that the perturbation affects only by shifting it in time.

Formally, a contactomorphism on a manifold $M$ with contact form $\alpha$ is a diffeomorphism $\phi : M \to M$ that preserves the contact form up to scaling with a positive function. A translated point $x \in M$ of $\phi$ is a point where $\alpha$ is preserved and whose image lies in the same orbit of the Reeb flow as $x$. Translated points can be seen as special cases either of leafwise fixed points or Reeb chords between Lagrangian submanifolds.

Translated points were introduced by Sheila Sandon in [San12] as contact analogues to fixed points of Hamiltonian diffeomorphisms. She gave the following existence theorem in [San13]:

1.1 Theorem. [San13]

(i) Every contactomorphism of $S^{2n-1}$ which is contact isotopic to the identity and generic in the sense that all its translated points are non-degenerate has at least two translated points.

(ii) Every contactomorphism of $\mathbb{R}P^{2n-1}$ which is contact isotopic to the identity has at least $2n$ translated points.

For a precise definition of non-degeneracy of translated points, see Section 2.4. This theorem can be seen as a contact version of the Arnol’d conjecture for the sphere and real projective space. In [San13], Sandon also gives proofs for the $C^0$ and $C^1$-small cases of this conjecture, and in [Gra+17] for contactomorphisms on lens spaces. The proof of this theorem essentially follows a path laid out by earlier work of Théret [Thé96, Thé98] and Givental [Giv90]. It proceeds by explicitly lifting the contactomorphism to a symplectic setting in $\mathbb{R}^{2n}$, constructing generating functions and then using Morse theoretic arguments. In the simplest case, a symplectomorphism on a manifold $M$ is said to be generated by a smooth function $f : M \to \mathbb{R}$ if there is an identification of the cotangent bundle $T^*M$ with $M \times M$ such that the 0-section coincides with the diagonal and the graph of the 1-form $df$ coincides with the graph of the symplectomorphism. The proof requires a more general notion due to Hörmander where the generating function is defined on a fiber bundle over $M$ [Hör71].
This thesis is meant to recap the proof of part (i) of Theorem 1.1 and to provide additional
detail beyond the original publication. In this process, I uncovered a gap in the proof that
Sandon and I have not been able to close so far (for details consider Remark 1.21). We will
consider the following statement instead:

1.2 Theorem. Let $\phi$ be a contactomorphism on $S^{2n-1}$ without degenerate translated points.
Assume that $\phi$ has a generating function $F : S^{2n+k-1} \to \mathbb{R}$ such that the sublevel set
$\{F \neq 0 \leq 0\}$ is either empty or an embedded submanifold with non-trivial homology.
Then $\phi$ has at least two translated points.

Here we have replaced the assumption that $\phi$ is contact isotopic to the identity with the
existence of a generating function with a particular associated sublevel set. While an exact
understanding of this new assumption requires the definitions of Chapter 3, note that the
critical difference here is the homological condition: It will turn out that if this was not required,
existence of a contact isotopy would suffice to satisfy the assumptions of Theorem 1.2.

This thesis adds to Sandon’s proof by providing more details throughout: It closes gaps and
fixes minor errors in the parametric Morse theory arguments, homological considerations, the
composition formula and existence of simple generating functions of lifts. More care is taken
to state and prove many results more generally than done in Sandon’s paper in order to make them
applicable as stated to lifts of contactomorphisms. This is strictly speaking not the case in the
original proof due to irregularity of the lift at the origin. We also modify the definition of non-
degenerate translated points to be more natural. While coinciding with Sandon’s definition in
the context of her theorem, our Definition 2.18 is more restrictive in general and motivated by
the connection to leafwise fixed-points (compare Remark 2.19). Finally, our Definition 3.22 of
generating functions on the sphere allows for a cleaner presentation of the proof.

The remainder of this thesis is divided into three chapters: The second chapter provides
background and context to the main result. In particular, we introduce basic symplectic and
contact geometry as well as translated points and the Arnol’d conjecture. The third chapter
explains the method of generating functions of contactomorphisms on the sphere in several
successive steps. Finally, we provide a form of parametric Morse theory and investigate the
homology of sublevel sets of generating functions in order to prove the main result in the fourth
chapter. The appendix lists all differences between this thesis and Sandon’s original paper and
discusses how contactomorphisms on real projective space can be lifted to Euclidean space.
The latter is necessary for a similar generating function approach of real projective space, e.g.
as in part (ii) of Theorem 1.1.

I would like to express deep gratitude to my advisor Fabian for his patience and countless
helpful discussions. I am also very grateful to Sheila Sandon and Alexander Givental for kindly
answering my questions on [San12] and [Giv90]. The support of my parents, my sister and
friends has been invaluable while writing this thesis.
In this chapter, we will recap essential concepts necessary to understand the statement of the main theorem and place it in a broader context. For the sake of brevity we will omit some proofs of standard results, instead referring to more thorough expositions in the literature.

The first two sections start by introducing basic notions of symplectic and contact geometry. In particular, we define symplectic reduction and the standard contact forms on spheres and real projective space that Sandon’s result assumes. In the third section, we define symplectization as a way to associate a symplectic manifold to a given contact structure. This allows us to introduce translated points and discuss their interpretations and known existence results in the fourth section. Finally, we discuss the main theorem from the perspective of a contact version of the Arnol’d conjecture.

2.1 Symplectic Geometry

Symplectic geometry concerns itself with \textit{symplectic manifolds}:

\begin{itemize}
  \item \textbf{2.1 Definition.} A \textbf{symplectic manifold} is a manifold $M$ together with a closed and non-degenerate 2-form $\omega$. A \textbf{symplectomorphism} between symplectic manifolds $(M, \omega)$ and $(M', \omega')$ is a diffeomorphism $\phi : M \to M'$ such that $\phi^*\omega' = \omega$.
\end{itemize}

Purely by linear algebra, the existence of a non-degenerate 2-form already implies that $M$ is even-dimensional. In fact, all symplectic manifolds locally look alike:

\begin{itemize}
  \item \textbf{2.2 (Standard symplectic structure on $\mathbb{R}^{2n}$ as a local model).} Using global coordinates $z_j = x_j + iy_j$ on $\mathbb{R}^{2n} \cong \mathbb{C}^n$, we can define a symplectic 2-form $\omega_{\text{std}} = \sum_{j=1}^{n} dx_j \wedge dy_j = \frac{1}{2i} \sum_{j=0}^{n} d\bar{z}_j \wedge dz_j$.
\end{itemize}

This is not just an example, but the unique local model: By a celebrated theorem due to Darboux (see e.g. Theorem 3.2.2 in [MS17]), around every point of any given symplectic manifold there exists a neighbourhood that is symplectomorphic to an open subset of $(\mathbb{R}^{2n}, \omega_{\text{std}})$. Note also that this standard symplectic structure generalizes to the cotangent bundles of arbitrary manifolds, which we will come back to in Remark 4.5.

A central phenomenon in symplectic geometry is that a time-dependent function on $M$ (e.g., the total energy of states of a mechanical system) induces a flow:

\begin{itemize}
  \item \textbf{2.3 Def. \& Prop.} Consider a symplectic manifold $(M, \omega)$. A \textbf{Hamiltonian function} is a smooth map $H : M \times \mathbb{R} \to \mathbb{R}, (x, t) \mapsto H_t(x)$. It generates a unique time-dependent vector field $X_t$ via the relation $\omega(X_t, \cdot) = -dH_t$. The flow $\phi^H_t$ of $X_t$ starting at the identity is called \textbf{Hamiltonian flow} and preserves $\omega$ at every time. If it is additionally always surjective, it is called a \textbf{Hamiltonian isotopy}. A symplectomorphism $\phi : M \to M$ is a \textbf{Hamiltonian
diffeomorphism if it is the time-1 map of a Hamiltonian isotopy, i.e. \( \phi = \phi_t^H \) for some \( H \).

**Proof.** The unique existence of \( X_t \) is an immediate consequence of non-degeneracy of \( \omega \) while the flow preserves it due to Cartan’s magic formula and closedness of \( \omega \). For more details see e.g. Section 3.1 of [MS17].

The symplectic structure on a manifold allows us to distinguish between different kinds of submanifolds:

**2.4 Definition.** Given a symplectic form \( \omega \) on a manifold \( M \) and a subspace \( W \) of the tangent space in \( p \in M \), we can define the \( \omega \)-orthogonal of \( W \) as

\[
W^\omega := \{ v \in T_p M \mid \forall w \in W : \omega(v, w) = 0 \}
\]

and say that the subspace \( W \) is

- **symplectic** if \( \omega_p|_W \) is non-degenerate,
- **isotropic** if \( W \subseteq W^\omega \),
- **coisotropic** if \( W^\omega \subseteq W \),
- **Lagrangian** if \( W^\omega = W \).

Applying the definition of \( \omega \)-orthogonal pointwise yields an operation on vector sub-bundles of \( TM \). We similarly say that a submanifold of \( M \) is symplectic, (co-)isotropic or Lagrangian if this holds for its tangent spaces in every point, respectively.

These definitions are clearly invariant under symplectomorphisms. The following properties and alternative characterizations are also often convenient:

**2.5 Lemma.** For a symplectic form \( \omega \) on a 2n-dimensional manifold \( M \), point \( p \in M \) and vector subspace \( W \subseteq T_p M \), the following hold:

(i) \( W = (W^\omega)^\omega \)

(ii) \( \dim W + \dim W^\omega = 2n \)

(iii) \( W \) symplectic \( \iff W^\omega \) symplectic \( \iff W \cap W^\omega = 0 \implies \dim W \) even

(iv) \( W \) isotropic \( \iff W^\omega \) coisotropic \( \iff \omega|_W = 0 \implies \dim W \leq n \)

(v) \( W \) Lagrangian \( \iff W \) isotropic and coisotropic \( \iff \dim W = n \) and \( W \) either isotropic or coisotropic

**Proof.** Follows immediately by linear algebra, for details see e.g. Section 2.1 of [MS17].

Weinstein’s approach [Wei81] to symplectic geometry focuses on the central role of Lagrangian submanifolds in particular. We will see one example of this in Proposition [3.12] which tells us that we can decide whether a diffeomorphism is a symplectomorphism by checking whether its graph is Lagrangian.

Weinstein established a crucial normal form theorem for Lagrangian submanifolds. Our main argument does not require it, but we will refer to it in contextual remarks:

**2.6 Theorem** (Weinstein Lagrangian neighbourhood theorem). Let \( M \) be a manifold with symplectic form \( \omega \) and a closed Lagrangian submanifold \( L \). Then there exists a neighbourhood of \( L \) that is symplectomorphic to a neighbourhood of the 0-section in \( T^*L \) via a symplectomorphism that extends the map \( L \ni x \mapsto (x, 0) \in T^*L \).
Proof. See e.g. Theorem 3.4.13 in \[MS17\].

Finally, we will require the notion of *symplectic reduction* of coisotropic submanifolds to define generating functions. Some of the directions tangent to the submanifold might need to be paired with transverse vectors in order for the symplectic form to not evaluate to zero. In the sense of Lemma 2.5 (iv), these directions can be considered isotropic. To make this notion precise, consider the following:

### 2.7 Proposition

For a symplectic manifold \((M, \omega)\) and a coisotropic submanifold \(N\), \(N^\omega := (TN)^\omega\) is an integrable distribution on \(N\). By Frobenius’ theorem, it determines a foliation \(\mathcal{F}_{N, \omega}\) of \(N\).

**Definition.** We call \(\mathcal{F}_{N, \omega}\) the *characteristic foliation* with the *isotropic leaves*.

**Proof.** Following a standard calculation (e.g. \[MS17\], Lemma 5.4.1) we check integrability by showing that \((TN)^\omega\) is closed under the Lie bracket. This means that for all vector fields \(X, Y\) with values in \((TN)^\omega\), \(p \in N\), and \(Z_p \in T_p N\) it must follow that

\[
\omega([X_p, Y_p], Z_p) = 0.
\]

To see this, continue \(Z_p\) to a vector field \(Z\) on \(N\) and compute

\[
0 = d\omega(X, Y, Z) = \mathcal{L}_X(\omega(Y, Z)) + \mathcal{L}_Y(\omega(X, Z)) + \mathcal{L}_Z(\omega(Y, X)) + \omega([Y, Z], X) + \omega([Y, X], Z) + \omega([X, Y], Z)
\]

\[
= \omega([X, Y], Z).
\]

Symplectic reduction is, philosophically speaking, a way to quotient out these directions that are unpaired within the submanifold \(N\). Under suitable assumptions, this reduces \(N\) to a manifold \(N_\omega\) with a canonical symplectic structure:

### 2.8 Definition

Let \(\iota : N \hookrightarrow M\) be a coisotropic submanifold of a symplectic manifold \((M, \omega)\). The *symplectic reduction* \(N_\omega\) of \(N\) in \(M\) is the topological space \(N/\sim\), where the quotient identifies points in \(N\) that lie in the same leaf of the foliation \(\mathcal{F}_{N, \omega}\). \(N\) is called *regular* if the following holds:

- For all \(p \in N\), there is a submanifold \(S \subseteq N\) containing \(p\) that intersects every isotropic leaf at most once and satisfies \(T_q N = T_q S \oplus T_q N^\omega\) for all \(q \in S\).
- \(N_\omega\) is a Hausdorff space.

**Proposition.** For a regular coisotropic submanifold \(N\), the symplectic reduction carries...

- a unique smooth manifold structure such that the projection \(\pi : N \rightarrow N_\omega\) is a submersion, and
- a unique symplectic form \(\bar{\omega}\) such that \(\pi^* \bar{\omega} = \iota^* \omega\).

**Proof.** See e.g. Proposition 5.4.5 of \[MS17\].

We again want to consider how Lagrangian submanifolds behave under this construction:
2.9 Lemma. Let \((M,\omega)\) be a symplectic manifold with a regular coisotropic submanifold \(N\) and Lagrangian submanifold \(L\). If \(L\) is transverse to \(N\), then \(\pi(L \cap N)\) is an immersed Lagrangian along the quotient map \(\pi\) of the symplectic reduction \(N_\omega\).

**Proof.** See e.g. Proposition 5.4.7 of [MS17].

2.2 Contact Geometry

Contact structures are defined as maximally non-integrable hyperplanes and are the natural odd-dimensional analogues to the even-dimensional symplectic structures. We will require the slightly stronger notion of a contact form:

2.10 Definition. A contact form on a manifold \(M\) of dimension \(2n-1\) is a 1-form \(\alpha\) such that \(\alpha \wedge (d\alpha)^{n-1} \neq 0\). A contactomorphism between manifolds with contact forms \((M_1,\alpha_1)\) is a diffeomorphism \(\phi : M_1 \to M_2\) such that \(\phi^*\alpha_2 = e^g\alpha_1\) for some \(g : M_1 \to \mathbb{R}\). If \(g\) vanishes, \(\phi\) is called strict. A contact isotopy on \((M,\alpha)\) is an isotopy \(\phi\) such that every \(\phi_t\) is a contactomorphism.

There are various ways to associate contact forms to some symplectic structures and vice versa, see for example the discussion in the introduction for constant energy surfaces or Section 3.5 of [MS17] for prequantization. We will consider symplectization in detail in the next section.

The contact condition on \(\alpha\) can geometrically be understood as a ’maximal’ amount of twisting of the hyperplanes \(\ker \alpha\) while moving along them, preventing the existence of integral submanifolds of dimension larger than \(n\) (see e.g. Section 5.1 of [Bla10]). In particular it implies that \(d\alpha\) has a unique null direction transverse to \(\ker \alpha\), which gives rise to a canonical flow associated with a contact form:

2.11 Def. & Prop. The exterior derivative \(d\alpha\) of a contact form has a unique null direction that is transverse to \(\ker \alpha\). The Reeb vector field of \(\alpha\) is the normalized vector field along this direction, i.e. the unique \(X^{\alpha} \in \mathfrak{X}(M)\) such that \(\iota_{X^{\alpha}} d\alpha = 0\) and \(\alpha(X^{\alpha}) = 1\). The Reeb flow \(R^{\alpha}\) generated by \(X^{\alpha}\) is a contact isotopy.

**Proof.** See e.g. 1.1.9 and 2.3.2 of [Gei08].

Similarly to the symplectic case, time-dependent functions on a contact manifold generate flows:

2.12 Def. & Prop. For every smooth time-dependent function \(H_t : M \to \mathbb{R}\), there exists a unique contact isotopy starting at the identity and generated by a vector field \(X_t\) that satisfies \(\alpha(X_t) = H_t\). The function \(H_t\) is then referred to as the (contact) Hamiltonian that generates the isotopy, and every contact isotopy starting at the identity arises this way. We can uniquely characterize the vector field \(X_t\) by \(\iota_{X_t} d\alpha = dH_t(R^a\alpha) - dH_t\) and \(\alpha(X_t) = H_t\).

**Proof.** See e.g. Section 2.3 of [Gei08].

We again have a standard contact form on Euclidean space as a local model:

2.13 (Standard contact structure on \(\mathbb{R}^{2n+1}\) as local model). Using global coordinates \(x_j, y_j\) and \(z\) on \(\mathbb{R}^{2n+1}\), we can define a contact form

\[
\alpha_{\text{std}} = dz - \sum_{j=1}^{n} y_j \wedge dx_j.
\]
It is straightforward to check that the unit vector field $\partial/\partial z$ is the Reeb vector field and translation in that direction is the Reeb flow. By a contact version of Darboux’ Theorem (e.g. 2.5.1 in [Gei08]), every point of any given contact manifold has a neighbourhood that is strictly contactomorphic to a subset of $(\mathbb{R}^{2n+1}, \alpha_{std})$.

This standard symplectic form furthermore induces contact forms on odd-dimensional spheres and real projective spaces that are the topic of Theorem 1.1.

2.14 (Contact form on $S^{2n-1}$). Note that the standard symplectic structure on $\mathbb{R}^{2n} \simeq \mathbb{C}^n$ from 2.2 can be written as $d\lambda$, where

$$\lambda = \sum_{j=1}^{n} (x_j dy_j - y_j dx_j) = \sum_{j=1}^{n} \frac{\bar{z}_j dz_j - z_j d\bar{z}_j}{2i}$$

is the Liouville form expressed in complex coordinates $z_j = x_j + iy_j$. Restricting $\lambda$ to the unit $(2n-1)$-sphere yields a contact form $\alpha_{std}$ on it. It is straightforward to verify that the Reeb vector field is given by $(-y_1, ..., -y_n, x_1, ..., x_n)$ and its flow is $z \mapsto \exp(it)z$, which in particular is $2\pi$-periodic.

2.15 (Contact form on $\mathbb{R}P^{2n-1}$). Note that $\mathbb{R}P^{2n-1}$ is the result of quotienting out the antipodal discrete $\mathbb{Z}_2$ action on the sphere, i.e. there is a double cover

$$\pi : S^{2n-1} \to S^{2n-1}/\mathbb{Z}_2 \simeq \mathbb{R}P^{2n-1}.$$  

The standard contact form $\tilde{\alpha}$ on $\mathbb{R}P^{2n-1}$ arises by pushing the standard contact form of $S^{2n-1}$ along this map, as the latter is invariant under the $\mathbb{Z}_2$ action. The Reeb vector field and flow are correspondingly also given by the pushforward along $\pi$ and the induced map on the quotient, respectively.

2.3 Symplectization of Manifolds with a Contact Form

Symplectization is a way to relate a symplectic manifold to any given manifold with contact form. This will allow us to use techniques of symplectic geometry in the search for translated points. The statements in this section are based on [MS17] and [San14], but reformulated here as a functor.

2.16 Definition (Symplectization functor). Let $(M, \alpha)$ and $(N, \beta)$ be manifolds with contact forms, and $\phi : (M, \alpha) \to (N, \beta)$ a contactomorphism such that $\phi^* \alpha = e^\theta \alpha$ for some $g : M \to \mathbb{R}$.

- The symplectization $\mathcal{S}(M, \alpha)$ of $(M, \alpha)$ is the manifold $M \times \mathbb{R}$ equipped with the 2-form $\omega_\alpha := d(e^\theta \alpha)$, where $\theta$ is the coordinate on $\mathbb{R}$.
- The symplectization of $\phi$ is the map $\mathcal{S}\phi : M \times \mathbb{R} \to N \times \mathbb{R}$ defined by

$$(p, \theta) \mapsto (\phi(p), \theta - g(p)).$$

Proposition. $\mathcal{S}$ forms a functor from the category of manifolds with contact forms and contactomorphisms to the category of symplectic manifolds with symplectomorphisms. This means that $\mathcal{S}(M, \alpha)$ is a symplectic manifold, $\mathcal{S}\phi$ is a symplectomorphism, symplectization of contactomorphisms and composition commute and $\mathcal{S}\text{Id}_{(M, \alpha)} = \text{Id}_{\mathcal{S}(M, \alpha)}$.

Proof. We first show that $\mathcal{S}(M, \alpha)$ is a symplectic manifold. Since $\omega_\alpha$ is clearly exact, we only need to show non-degeneracy. To this end, let $2n - 1 = \dim M$ and check that

$$(d(e^\theta \alpha))^n = (e^\theta d\theta \wedge \alpha + e^\theta d\alpha)^n = ne^n e^\theta d\theta \wedge \alpha \wedge (d\alpha)^{n-1}$$
does not vanish, which follows immediately by the contact condition.

To see that $S\phi$ is a symplectomorphism, we calculate

$$(S\phi)^*\omega = d ((S\phi)^* e^\theta \alpha) = d(e^{\theta - g} \phi^* \alpha) = d(e^{\theta - g} \alpha) = \omega.$$  

Symplectization and composition commute immediately by construction and the identity on $M$ is clearly mapped to the identity on $SM$.  

Note that one can already define a symplectization for the weaker contact structure, independently of a contact form. This is often referred to as intrinsic symplectization, see e.g. [MS17].

We can lift a contact Hamiltonian to obtain a symplectic Hamiltonian:

2.17 Definition. Let $(M, \alpha)$ be a manifold with contact form and $H_t \in C^\infty(M)$ a time-dependent function. We define its lift to the symplectization $S(M, \alpha)$ to be the function

$$S\phi_t : M \times \mathbb{R} \to \mathbb{R}$$

$$(p, \theta) \mapsto e^{\theta} H_t(p).$$

Proposition. Let $\phi_t$ be a contact isotopy generated by a contact Hamiltonian $H_t$. Then the symplectization $S\phi_t$ is generated by the symplectic Hamiltonian $S\phi_t$.

Proof. The fact that $H_t$ generates $\phi_t$ means that there is a unique vector field $X_t$ on $M$ generating $\phi_t$ such that $\alpha(X_t) = H_t$. If $g_t$ are chosen such that $\phi_t^* \alpha = e^{g_t} \alpha$, then the symplectizations of $\phi_t$ are given by

$$S\phi_t(p, \theta) = (\phi_t(p), \theta - g_t(p)).$$

Differentiating yields the vector field

$$\tilde{X}_t := \left( X_t, -\frac{d}{dt} g_t \right).$$

We are done if we show that this is the vector field generated by $SH_t$, i.e. $\omega(\tilde{X}_t, \cdot) = -d(SH_t)$. Using the definitions of $\omega$ and $SH_t$ and dividing by $e^\theta$, this is equivalent to

$$(d\theta \wedge \alpha + d\alpha)(\tilde{X}_t, \cdot) = -H_t d\theta - dH_t.$$

Evaluating the left hand vector field insertion and using $\alpha(X_t) = H_t$, we see that this is equivalent to

$$da(X_t, \cdot) - \frac{d}{dt} g_t \alpha = -dH_t. \quad (1)$$

To verify that this equation holds, we first compute:

$$\left( \frac{d}{dt} g_t \right) \phi_t^* \alpha = \frac{d}{dt} (e^{g_t} \alpha) = \frac{d}{dt} \phi_t^* \alpha$$

$$= \phi_t^* (\mathcal{L}_{X_t} \alpha)$$

$$= \phi_t^* (d\alpha(X_t)) + d\alpha(X_t, \cdot)$$

$$= \phi_t^* (dH_t + d\alpha(X_t, \cdot)).$$

For the first two equalities, we use $\phi_t^* \alpha = e^{g_t} \alpha$. The third equality follows from the following general expression for the time derivative of a pullback of a family of forms $\phi_t$ along a flow $\phi_t$:

$$\frac{d}{dt} \phi_t^* \beta_t = \phi_t^* \left( \mathcal{L}_{X_t} \beta_t + \frac{d}{dt} \beta_t \right). \quad (2)$$

Finally, we use Cartan’s magic formula and $\alpha(X_t) = H_t$ for the last two equalities.

Pushing forward and canceling the pull-back now yields Eq. 1.  

$\square$
2.4 Translated Points of Contactomorphisms

Sandon introduced a notion of translated points in $\text{San12}$ as a contact analogue for fixed points in the symplectic setting:

2.18 Definition (Discriminant and translated points). Consider a contactomorphism $\phi$ on a manifold $M$ with contact form $\alpha$ and a function $g$ such that $\phi^*\alpha = e^g \alpha$.

- A discriminant point of $\phi$ is a fixed point $p = \phi(p)$ for which $g(p) = 0$ holds. A discriminant point $p$ is non-degenerate if $\not\exists X \in T_p M : d\phi(X) = X$ and $X(g) = 0$.
- A translated point is a point $p$ such that there exists at least one $t \in \mathbb{R}$ such that $p$ is a discriminant point of $R^t_\alpha \phi$, where $R^t_\alpha$ is the Reeb flow on $M$. A translated point $p$ is non-degenerate if, for any $t$ such that $p$ is a discriminant point of $R^t_\alpha \phi$, $p$ is a non-degenerate discriminant point.

2.19 (Comparison to Sandon’s definition). Our definitions match those of Sandon except in one point: For non-degeneracy of a translated point, Sandon only requires non-degeneracy as a discriminant point of $R^{-t}_\alpha \phi$ for a single $t$, namely the smallest one such that $p$ is a discriminant point of $R^{-t}_\alpha \phi$. Our definition is stronger and assumes non-degeneracy for all such $t$. We consider our definition more natural and consistent with the notion of non-degeneracy of leafwise fixed points in $\text{Zil10}$ (compare Proposition 2.21).

For the purposes of our main result, this makes no difference: If $t_1$ and $t_2$ are two times where the definition for a translated point $p$ applies, then the maps under consideration differ by $\Phi := R_{(t_2-t_1)}^0 \phi$ and we must have $\Phi(p) = p$. It is clear that the differential of the Reeb flow on the sphere $z \mapsto \exp(it)z$ is the identity at all its fixed points $p$. For this reason, the degeneracy conditions at any suitable $t$ are equivalent. The same holds for real projective space, the other subject of $\text{San13}$.

Sandon also points out that we can view translated points as special cases of leafwise fixed points or interpret them in terms of Reeb chords:

2.20 Definition (Leafwise fixed points). Let $N$ be a coisotropic submanifold of a symplectic manifold $(M, \omega)$. For $x \in N$ write $N_x \subseteq N$ for the isotropic leaf through $x$. A leafwise fixed point of a symplectomorphism $\phi : M \to M$ is a point $x \in N$ such that $\phi(x) \in N_x$.

2.21 Proposition (Characterization of discriminant and translated points by symplectization). Let $\phi$ be a contactomorphism on a manifold $M$ with contact form $\alpha$.

(i) $p \in M$ is a discriminant point of $\phi$ if and only if $(p, \theta)$ is a fixed point of $S\phi$ for any (equivalently all) $\theta \in \mathbb{R}$. Non-degeneracy of the former corresponds to non-degeneracy of the latter in the directions tangent to $M$.

(ii) $p \in M$ is a translated point of $\phi$ if and only if $(p, \theta)$ is a leafwise fixed point of $S\phi$ with regard to the coisotropic submanifold $M \times \{\theta\}$ of $S(M, \alpha)$ for any (equivalently all) $\theta \in \mathbb{R}$. Non-degeneracy of the former corresponds to non-degeneracy of the latter in the directions tangent to $M$. 

Note that this analogy between symplectic and contact isotopies is not perfect: All contact isotopies are generated by Hamiltonians, while this is not true for all symplectic isotopies (see e.g. $\text{Gei08}$).
Proof. Recall that $S\psi : M \times \mathbb{R} \to M \times \mathbb{R}$ is defined by

$$S\psi(p, \theta) = (\psi(p), \theta - g(p)),$$

where $g : M \to \mathbb{R}$ is the map such that $\psi^*\alpha = e^\theta \alpha$. Compute the derivative for $X \in T_p M, Y \in T_p \mathbb{R}$:

$$d_{(p, \theta)}(S\psi)(X,Y) = (d_p\psi X, Y - d_p g X).$$

Regarding (i): By the definition of $S\psi$, $(p, \theta)$ is a fixed point if and only if $\psi(p) = p$ and $g(p) = 0$, irrespective of $\theta$. This is exactly the condition for $p$ to be a discriminant point. This is non-degenerate by definition if there exists no $X \in T_p M \setminus \{0\}$ such that $(d_p\psi, d_p g)(X) = (X, 0)$. By our computation of the derivative of $S\psi$, this is equivalent to

$$d_{(p, \theta)}(S\psi)(X, 0) = (X, 0)$$

or in other words that there is no eigenvector $(X, 0)$ of $d_{(p, \theta)}(S\psi)$ with eigenvalue one. This is nondegeneracy of $(p, \theta)$ along $M$. Note that every fixed point of $S\psi$ is automatically degenerate in the $\mathbb{R}$-direction.

Regarding (ii): For this part of the proof we will be working in the context of Section 2 of [Zil10]. Pick any $\theta \in \mathbb{R}$.

Note first that if $X$ is the Reeb vector field on $(M, \alpha)$, then the Reeb vector field on $(M \times \{\theta\}, e^\theta \alpha)$ is $(e^{-\theta}X, 0)$. Pairing this with any vector $(Y, 0)$ tangent to $M \times \{\theta\}$ pairs to zero under the symplectic form on $M \times \mathbb{R}$, i.e. $d(e^\theta \alpha)((X, 0), (Y, 0)) = 0$. It follows that $(X, 0)$ lies in the symplectic complement of the tangent space of the coisotropic submanifold. In other words, the characteristic foliation of the coisotropic submanifold $M \times \{\theta\}$ coincides with the Reeb foliation on the contact manifold $(M \times \{\theta\}, e^\theta \alpha)$.

Since $SR^\ast_r(p, \theta) = (R^\ast_r(p), \theta)$ for the Reeb flow $R^\ast_r$ on $M$, the last paragraph implies that two points $(p_1, \theta) \in M \times \{\theta\}$ lie in the same leaf of the characteristic foliation exactly when there exists a $t$ such that $(p, \theta)$ is a fixed point of $SR^\ast_r S\psi$. By the previous paragraph, this is the case if $S\psi(p, \theta)$ lies in the same isotropic leaf as $(p, \theta)$, i.e. if $(p, \theta)$ is a leafwise fixed point.

The only thing left to show is that the notions of non-degeneracy match. Note first that if $(p, \theta)$ is a non-degenerate fixed point of $\psi$ we mean a fixed point $x = \psi(x)$ such that the graph of $\psi$ intersects the diagonal transversally in $(x, \psi(x))$, or equivalently such that one is not an eigenvalue of $d_x \psi$.

4Refer to Section 2.4 of [Zil10] for the definition of non-degenerate leafwise fixed points based on the linear holonomy of a foliation. Note that part (ii) of this proposition has no bearing on the proof of our main result.
Now fix a contactomorphism $\phi$ on a manifold $M$ equipped with contact form $\alpha$ such that $\phi^*\alpha = e^{\phi}\alpha$. Following Sandon [San12], consider the contact product, i.e. the manifold $M \times M \times \mathbb{R}$ with contact form $\lambda = e^\theta \alpha_1 - \alpha_2$, where $\theta$ is the coordinate on $\mathbb{R}$ and $\alpha_i$ are $\alpha$ pulled back along the first and second projection, respectively. A translated point now corresponds to a Reeb chord between the diagonal $\Delta := \{(q, q, 0) \mid q \in M\}$ and the graph $\text{gr}_\phi := \{(q, \phi(q), \phi(q)) \mid q \in M\}$. To see this, note that a translated point corresponds precisely to a point $(q, R^n t, 0) \in \text{gr}_\phi$ for some time $t$, and the Reeb flow on $M \times M \times \mathbb{R}$ can be expressed by the flow $R^n t$ on $M$ as $R^n = (0, -R^n, 0)$.

We want to give a short overview of related existence results in the literature:

### 2.23 (Existence results of translated points)

We first consider a number of results known before the introduction of translated points that could be used to prove their existence due to their interpretation as either Reeb chords and leafwise fixed points:

While many theorems give existence of Reeb chords connecting a Legendrian submanifold with itself, for translated points we require a chord between a Legendrian submanifold and a contact deformation of it. One such theorem for the 0-section in the 1-jet bundle is due to Chekanov [Che96], on which some of Sandon’s results in [San12] build.

The problem of finding leafwise fixed points was introduced by Moser [Mos78]. The special case of translated points fixes the codimension of the coisotropic submanifold to one, so we will not consider the numerous results for minimal and maximal codimension here.

Moser’s original result was generalized by Banyaga [Mos78, Ban80] to show existence of leafwise fixed points for closed coisotropic submanifolds provided that the symplectomorphism is $C^1$-small. A decade later, a fruitful line of research was opened with Hofer’s introduction of his metric on the group of Hamiltonian symplectomorphisms [Hof90]. Assuming smallness of the symplectomorphism with regard to this metric instead, he originally showed existence for hypersurfaces of restricted contact type in $\mathbb{R}^{2n}$. This result was subsequently extended to hold under weaker assumptions on the manifolds [Gin+07, Dra08, Ker08, Gir10, Zil10, AF10a, AM10, Kan12], often giving a homological lower bound on the number of leafwise fixed points. Instead of $C^1$ or Hofer-smallness, [Zil17] considers Hamiltonian symplectomorphisms that are $C^0$-close to the identity for general closed coisotropic submanifolds. Some theorems consider very concrete manifolds [Mer11, AF12a, AF10b, AM+11] or use a symmetry of the Hamiltonian isotopy [EH89, AF12b].

Since they were introduced, a number of results have appeared that are specific to translated points. In her original paper [San12], Sandon uses [Che96] to establish existence of translated points for compactly supported contactomorphisms that are contact isotopic to the identity and defined on either $\mathbb{R}^{2n+1}$ or $\mathbb{R}^{2n} \times S^1$, and then shows a contact analogue of a result due to Viterbo [Vit92] for iterated translated points. Like the main theorem of this thesis, most existence results of translated points can be understood as contact versions of the Arnol’d conjecture in special cases (compare the next section and in particular Remark 2.29). [San13] also gives proofs of the contact Arnol’d conjecture for the $C^0$ and $C^1$ cases. A very similar approach to this paper is taken in [Gra+17], yielding the conjecture by defining an analogue to the non-linear Maslov index for lens spaces. In [AM13, AFM15, Ter18, MN18], bounds on the number of translated points are derived by making assumptions on the contact manifold. [She17] introduces a contact version of the Hofer metric and proves that contactomorphisms that are small with respect to this metric implies bounds on the number of translated points, given that some assumptions on the manifold are met.

### 2.5 The Symplectic and Contact Arnol’d Conjectures

For time-independent Hamiltonian functions, critical points correspond to fixed points of the generated Hamiltonian diffeomorphism. Arnol’d [Arn65] conjectured that this link between fixed points and functions on the underlying manifold holds more generally:
2.24 Conjecture (Arnol’d). Any Hamiltonian symplectomorphism $\phi : M \to M$ on a closed symplectic manifold $M$ has at least as many fixed points as the minimal number of critical points of smooth functions on it:

$$\#\text{Fix}(\phi) \geq \text{Crit}(M) := \min\{\#\text{Crit}(f) \mid f \in C^\infty(M, \mathbb{R})\}$$

Since its inception, this conjecture has been central to many developments in symplectic topology such as Floer homology. While significant progress has been made on it, in full generality it remains open.

2.25 (Versions of the Arnol’d conjecture). Note that using Lyusternik-Schnirelman theory, one can establish that $\text{Crit}(M)$ is larger than the cup length $\cup(M)$, i.e. the maximal number of cohomology classes of 1-forms on $M$ such that their cup product does not vanish (see e.g. [Cor+03]). So the Arnol’d conjecture in particular implies the weak Arnol’d conjecture that

$$\#\text{Fix}(\phi) \geq \cup(M).$$

Since the link between fixed points and critical points in the time-independent case preserves degeneracy, it is natural to also consider the non-degenerate Arnol’d conjecture. It states that if $\phi$ is generic in the sense that it has only non-degenerate fixed points, there exist at least as many of them as a Morse function on the manifold must have critical points:

$$\#\text{Fix}(\phi) \geq \tilde{\text{Crit}}(M) := \min\{\#\text{Crit}(f) \mid f \in C^\infty(M, \mathbb{R}), f \text{ is Morse}\}$$

Note that a Morse function is just a smooth map $M \to \mathbb{R}$ such that every critical point is non-degenerate. By the Morse inequality (see e.g. [Mil63]), this would in particular imply a version of the weak non-degenerate Arnol’d conjecture. This posits that, if $\phi$ has only non-degenerate fixed points, we have

$$\#\text{Fix}(\phi) \geq \sum_{k=0}^{\dim M} \beta_k(M, \mathbb{F}),$$

where the sum on the right side is taken over the $k$-th Betti numbers of the manifold with respect to some field $\mathbb{F}$.

Note that if we consider a non-compact manifold in the (strong) Arnol’d conjecture instead, it holds trivially: Every non-compact smooth manifold admits a smooth real-valued function without critical points, see e.g. Theorem 4.8 of [Hir61].

2.26 (Progress on the Arnol’d conjectures). A generating function approach implies the Arnol’d conjecture in the case that $\phi$ is sufficiently close to the identity in the $C^1$-topology (see e.g. Chapter 9 of [MS17]). After being proven by Eliashberg for Riemannian surfaces and by Conley and Zehnder for tori, the weak non-degenerate Arnol’d conjecture was established using Floer homology.

For overviews and references on these and more results, consider Chapter 11 of [MS17], page 153 of [AD14] and [Sal99].

Based on Section 2.4, translated points can be seen as an analogue to fixed points of Hamiltonian diffeomorphisms when moving from the symplectic to the contact setting. This prompted Sheila Sandon to formulate the following contact version of the Arnol’d conjecture [San12]:

2.27 Conjecture (Contact Arnol’d). The number of translated points of a contactomorphism on a compact manifold that is contact isotopic to the identity is at least the minimal number of critical points of functions on $M$. 
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2.28 (Relation to the main theorem). We will now argue that $\tilde{\text{Crit}}(S^n) = 2$ and $\text{Crit}(\mathbb{R}P^n) = n + 1$. It follows that Theorem 1.1 is just the non-degenerate contact Arnol’d conjecture for the sphere and the full contact Arnol’d conjecture for real projective space.

For the $n$-sphere with $n > 0$, we have $\text{Crit}(S^n) = \tilde{\text{Crit}}(S^n) = 2$: Any function on it must have at least a maximum and minimum by compactness, and the projection on any axis is a function with no more critical points than that.

For $\mathbb{R}P^n$, we need to put in slightly more work that we only outline here. The Lyusternik-Schnirelman category of real projective space is

$$LS(\mathbb{R}P^n) = n,$$

see e.g. Example 1.8(2) of [Cor+03]. Combining the Lyusternik-Schnirelman Theorem and Takens’ Theorem (Theorem 1.15 and Proposition 7.26 of [Cor+03], respectively) yields

$$1 + LS(M) \leq \text{Crit}(M) \leq 1 + \dim(M)$$

for a smooth connected manifold $M$. For $M = \mathbb{R}P^n$, this indeed implies $\tilde{\text{Crit}}(\mathbb{R}P^n) \geq \text{Crit}(\mathbb{R}P^n) = n + 1$. For the other direction in the non-degenerate case or to avoid Takens’ theorem altogether, we could also follow Example 3.8 in [Mat02]. It shows that for $a_i \in \mathbb{R}$ pairwise distinct but otherwise arbitrary,

$$(x_0 : ... : x_n) \mapsto \sum a_i x_i^2 \frac{|x|^2}{|x_i|^2}$$

is a Morse function on $\mathbb{R}P^n$ with exactly $n + 1$ critical points (the equivalence classes of the standard unit vectors).

2.29 (Progress on the contact Arnol’d conjecture). Completely analogously to the symplectic case, Sandon also proves the $C^0$ and $C^1$-small version of this conjecture in [San13] using simple generating functions. [Gra+17] builds on the methods of [San13] to show the conjecture for lens spaces. A Rabinowitz-Floer homology approach to translated points is taken in [AM13]. Building on this, [AFM15] shows a non-degenerate weak contact Arnol’d conjectures under the assumption that the contact manifold has no contractible closed Reeb orbits. This is generalized to all hypertight contact manifolds in [MN18]. [She17] establishes the weak Arnol’d conjecture given smallness under a Hofer-norm for contactomorphisms. [Ter18] shows cup-length estimates without non-degeneracy assumptions for certain prequantization spaces.
Generating Functions in Symplectic and Contact Geometry

This chapter introduces the theory of generating functions of contactomorphisms on the sphere. This notion is based on a generalization of classical generating functions of symplectic geometry to fiber bundles due to Hörmander [Hor71] which was subsequently applied to the contact setting among others by Sheila Sandon. In the generating function approach, some differentiable functions \( F : S^{2n+k-1} \rightarrow S^{2n-1} \) determine maps \( \phi : S^{2n-1} \rightarrow S^{2n-1} \). Philosophically, the idea is that the graph of the differential \( dF \) is a set that, after some identification and reduction steps, equals the graph of the map \( \phi \).

The four central features of this theory that we need for our proof can be summarized as follows:

(i) The Reeb flow on the sphere has a particularly nice family of generating functions that are restrictions of quadratic forms to the unit sphere.

(ii) For functions \( (F_j : S^{2n+k_j-1} \rightarrow \mathbb{R})_{j \in \{1,2\}} \) that generate \( \phi_j \), there is a composition operation \( \# \) such that \( F_1 \# F_2 : S^{2n+(4n+k_1+k_2)-1} \rightarrow \mathbb{R} \) generates \( \phi_1 \circ \phi_2 \).

(iii) If \( \phi \) is contact isotopic to the identity, then it has a generating function.

(iv) Critical points \( (\zeta, \nu) \in S^{2n+k-1} \subseteq \mathbb{R}^{2n+k} \) of \( F \) with value 0 correspond one-to-one to discriminant points \( \zeta/|\zeta| \in S^{2n-1} \) of \( \phi \).

We build up to a definition of generating functions of contactomorphisms in several steps throughout this chapter. We start by discussing exact symplectic structures due to their close connection to simple generating functions. In the second section, we introduce generating functions of subsets of cotangent bundles. An identification of \( T^*\mathbb{R}^{2n} \simeq \mathbb{R}^{2n} \times \mathbb{R}^{2n} \) then allows us to extend this notion to maps on \( \mathbb{R}^{2n} \) in the following section. Section 4 describes a method of lifting contactomorphisms on the sphere to symplectomorphisms in Euclidean space. We conclude by defining generating functions of contactomorphisms and proving the four key results.

3.1 Exact Symplectic Structures

We now introduce a stronger type of symplectic structure that assumes the existence of a primitive of the symplectic form, generalizing the Liouville 1-form on the cotangent bundle. Exact symplectic structures are of particular interest in the context of simple generating functions, which will be introduced in the next section. In the larger context of our proof of the main result, we will crucially need Lemma 3.2 to construct generating functions for small contact isotopies. This short exposition is based on [San14] and [MS17].

3.1 Definition. An exact symplectic manifold is a manifold \( M \) with a Liouville form \( \lambda \) such that \( \omega = -d\lambda \) is a symplectic form on \( M \). A symplectomorphism \( \phi \) between exact symplectic manifolds \( (M_1, \lambda_1) \) and \( (M_2, \lambda_2) \) is exact if \( (\phi^*\lambda_2 - \lambda_1) \) is exact.
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Note that for a symplectomorphism $\phi$ between exact symplectic manifolds, $(\phi^* \lambda_2 - \lambda_1)$ is already automatically closed.

On an exact symplectic manifold, symplectic isotopies are Hamiltonian precisely if the change in the pullback of the Liouville form is given by the exterior derivative of an action integral:

\[ \frac{d}{dt} (\phi_t^* \lambda - \lambda) = \frac{d}{dt} \phi_t^* (\mathcal{L}_{X_t} \lambda) \]

3.2 Lemma (Characterization of Hamiltonian isotopies on exact symplectic manifolds). Let $(M, \omega = -d\lambda)$ be an exact symplectic manifold. A symplectic isotopy $(\phi_t)_{t \in [0,1]}$ starting at the identity is a Hamiltonian isotopy if and only if there exists a smooth family of functions $S_t \in C^\infty(M)$ such that $\phi_t^* \lambda - \lambda = dS_t$. In this case, the $S_t$ are (up to a constant) given by

\[ S_t = \int_0^t (\lambda(X_s) + H_s) \circ \phi_s ds, \]

where $X_t$ and $H_t$ are the vector field and the Hamiltonian function that generate $\phi_t$, respectively.

**Proof.** We follow [San14 Lemma 2.5] and [MS17 Proposition 9.3.1]. Assume first that $\phi_t$ is a Hamiltonian isotopy generated by $X_t$, which is in turn generated by $H_t$ via $\omega(X_t, \cdot) = -dH_t$.

We calculate the change in $\phi_t^* \lambda - \lambda$:

\[ \frac{d}{dt} (\phi_t^* \lambda - \lambda) = \frac{d}{dt} \phi_t^* (\mathcal{L}_{X_t} \lambda) = \phi_t^* (d(\lambda(X_t)) + \iota_{X_t} d\lambda) = \phi_t^* (d(\lambda(X_t)) - \omega(X_t, \cdot)) = \frac{d}{dt} (\phi_t^* (\lambda(X_t)) + dH_t) = \frac{d}{dt} dS_t. \]

Here we have used the general expression for change in pullbacks along isotopies again (compare Eq. (2)), as well as Cartan’s magic formula, the definition of $\omega$, the fact that $H_t$ generates $X_t$ and the definition of $S_t$ from the statement of the lemma. Since $\phi_t^* \lambda - \lambda$ and $dS_t$ both vanish for $t = 0$, they must be equal at all times.

Now assume conversely that $\phi_t^* \lambda - \lambda = dS_t$ for a symplectic isotopy $\phi_t$ generated by the vector field $X_t$ and any smooth $S_t$. Define the map

\[ H_t := -\lambda(X_t) + (\frac{d}{dt} S_t) \circ \phi_t^{-1}. \]

We claim that this generates $X_t$ and thereby makes $\phi_t$ a Hamiltonian isotopy. Indeed

\[ -dH_t = d(\lambda(X_t)) - (\phi_t^{-1})^* \frac{d}{dt} dS_t = d(\lambda(X_t)) - (\phi_t^{-1})^* \frac{d}{dt} (\phi_t^* \lambda - \lambda) = -\iota_{X_t} d\lambda = \omega(X_t, \cdot), \]

where we just computed the exterior derivative, used the assumption, and then the formula for pullbacks along isotopies and Cartan’s magic formulas. We can then apply the argument of the first half of the proof to show that $S_t$ must be given by the action integral, up to a constant.

This means in particular:
3.3 Corollary. Every Hamiltonian symplectomorphism on an exact symplectic manifold is also an exact symplectomorphism.

The notion of exactness can also be extended to Lagrangian submanifolds:

3.4 Definition. A Lagrangian submanifold \( \iota : L \hookrightarrow M \) of an exact symplectic manifold \((M, \omega = -d\lambda)\) is **exact** if \( \iota^* \lambda \) is exact (it is always closed).

Proposition. Exactness of a Lagrangian submanifold is preserved under exact symplectomorphisms.

Proof. Assume \( \phi : (M_1, \lambda_1) \to (M_2, \lambda_2) \) is an exact symplectomorphism such that \( \phi^* \lambda_2 - \lambda_1 = d\eta \), and \( \iota : L \hookrightarrow M_1 \) is an exact Lagrangian submanifold. Its image is then embedded via \( \phi \iota : L \hookrightarrow M_2 \). Now

\[
(\phi \iota)^* \lambda_2 = \iota^* (\phi^* \lambda_2) = \iota^* (\lambda_1 + d\eta) = \iota^* \lambda_1 + d\eta,
\]

so \( \iota : L \hookrightarrow M_1 \) is exact if and only if \( \phi \iota : L \hookrightarrow M_2 \) is.

The canonical example of exact symplectic structures is the cotangent bundle with the Liouville form:

3.5 (Exact symplectic structure on the cotangent bundle). Given a smooth manifold \( M \), define on the cotangent bundle \( \pi : T^*M \to M \) the Liouville form

\[
\lambda_{can}(X) = \alpha(\pi_* X)
\]

for a tangent vector \( X \) based at \( \alpha \in T^*M \). This is the unique 1-form such that for all \( \alpha \in \Omega^1(M) \),

\[
\alpha^* \lambda_{can} = \alpha,
\]

where we regard \( \alpha \) as a map \( M \to T^*M \) when taking the pullback (see e.g. Lemma 1.4.1 of [Gei08]). This induces an exact symplectic structure \( \omega_{can} = -d\lambda_{can} \) on the cotangent bundle. Note that the zero section and fibers are exact Lagrangian submanifolds. Moreover, every deformation of the zero section by a Hamiltonian diffeomorphism is also an exact Lagrangian by 3.2 and 3.4. The converse of this statement is known as the Nearby Lagrangian Conjecture.

3.2 Generating Functions of Subsets of \( T^*M \)

Generally speaking, a generating function on some smooth manifold \( M \) is a function that characterizes a subset of the cotangent bundle \( T^*M \). Under sufficiently nice circumstances, this subset is automatically a Lagrangian submanifold. The aim is to have a correspondence of critical points of the generating function to intersections of the Lagrangian with the zero section, allowing us to study its geometry through Morse theory. Here, we will first consider simple generating functions defined on \( M \) itself, and then a more general framework due to Hörmander [Hör71] where the function is defined on a fiber bundle over \( M \).

This and the following section are mostly based on expositions in [San13, San14, Thé98, Gra+17]. However, definitions and propositions have been significantly reformulated for a careful separation of generating functions of subsets of \( T^*M \) and maps on \( \mathbb{R}^{2n} \), and much more care was taken to make the statements applicable as stated to where they are used. This is necessary since the lift of the contactomorphism to which this theory will be applied fails to be smooth at \( 0 \). We also add a number of proofs that were omitted in these sources.

The crucial observation to generate Lagrangian submanifolds from functions is that graphs of a closed differential form are Lagrangian. To be precise:

\[\text{Sandon acknowledges this, but only argues by analogy to the regular case.}\]
3.6 Definition (Simple generating forms and functions). We say a submanifold of \( T^*M \) arises from the **simple generating form** \( \alpha \) if it is given by the graph \( \Gamma_\alpha \) of \( \alpha \), and a submanifold arises from the **simple generating function** \( f \in C^\infty(M) \) if it is given by the graph \( \Gamma_{df} \) of \( df \).

**Proposition.** Consider the submanifolds \( \Gamma_\alpha \) generated by the 1-form \( \alpha \in \Omega^1(M) \) and \( \Gamma_{df} \) generated by \( f \in C^\infty(M) \) and equip \( T^*M \) with the canonical exact symplectic structure from Remark 3.5. Then the following holds:

(i) \( \Gamma_\alpha \) is Lagrangian if and only if \( \alpha \) is closed,

(ii) \( \Gamma_\alpha \) is exact Lagrangian if and only if \( \alpha \) is exact,

(iii) critical points \( x \) of \( f \) correspond precisely to intersections of \( \Gamma_{df} \) with the zero section in \( T^*M \). \( x \) is non-degenerate if and only if the intersection is transverse.

**Proof.** Regarding \( \alpha \) as an inclusion \( M \hookrightarrow T^*M \) with image \( \Gamma_\alpha \), we can use Eq. 3 to compute the pullback of the symplectic form along \( \alpha \):

\[
\alpha^*\omega = \alpha^*d\lambda = d(\alpha^*\lambda) = d\alpha
\]

Since the pullback of \( \omega \) along an immersion vanishes if and only if the restriction to its image is zero and since \( \dim \Gamma_\alpha = \frac{1}{2} \dim T^*M \), Lemma 2.5 (iv,v) allow us to conclude part (i) of the statement. Similarly, \( \alpha^*\lambda = \alpha \) immediately establishes part (ii).

To show (iii), assume \( f \in C^\infty(M) \) is a simple generating function, i.e. \( \alpha = df \). A critical point is a point \( x \in M \) where \( df \) does not have full rank, which is equivalent to \( d_x f = 0 \) since \( f \) is scalar. But this just means that \( \alpha \) and the zero section intersect at \( x \).

Consider local coordinates \( q \in \mathbb{R}^n \) around \( x \) and induced coordinates \( (q,p) \in \mathbb{R}^n \times (\mathbb{R}^n)^* \) of \( T^*M \). The graph \( \Gamma_{df} \) is given by \( (q,p) \) with \( p = \partial f/\partial q \) in these coordinates. The intersection with the zero section at \( x \) is transverse if the tangent directions \( \partial^2 f/\partial^2 q \in (\mathbb{R}^n)^* \times (\mathbb{R}^n)^* \) of the graph span all directions in \( (\mathbb{R}^n)^* \) when inserting arbitrary \( v \in \mathbb{R}^n \). This is exactly the same as the Hessian matrix of \( f \) having full rank, i.e. \( x \) being non-degenerate.

We want to consider a more general situation and enlarge the domain of our generating functions to a fiber bundle \( p : E \to M \). To relate this to the cotangent space of \( M \), we consider a submanifold \( N_E \) of \( T^*E \) that philosophically adds an artificial parameter to the bundle \( T^*M \):

3.7 Definition. Define for a fiber bundle \( p : E \to M \) the **fiber conormal bundle**

\[
N_E := \{(e, \alpha) \in T^*E \mid \alpha|_{ker dp_e} = 0\}.
\]

**Proposition.** \( N_E \) is a regular coisotropic submanifold of the cotangent bundle \( T^*E \) equipped with the canonical symplectic form. The symplectic reduction of \( N_E \) is symplectomorphic to the cotangent bundle \( T^*M \) of the base space via the map

\[
\Psi_E : T^*M \to (N_E)_\omega
\]

that is defined by \( \Psi_E(\beta) = [\beta(dp|_{TE})] \) for all \( \beta \in T^*M \).

**Definition.** Define the symplectic map

\[
\pi_E : N_E \to T^*M
\]

by setting \( \pi_E := \Psi^{-1}_E \circ \pi_0 \), where \( \pi_0 : N_E \to (N_E)_\omega \) is the quotient map of the symplectic reduction.
Proof. It is straightforward to check in canonical coordinates of $T^*E$ that $N_E$ is a coisotropic submanifold. In particular, the distribution $N^*_E$ is integrable. Note that two forms $\alpha_e \in (N_E)_e$ and $\alpha'_e \in (N_E)_{e'}$ lie in the same leaf if and only if $\phi(e) = \phi(e')$ and for all $X \in T_e E, X' \in T_{e'} E$ with $dpX = dpX'$ we have that $\alpha_e(X) = \alpha'_{e'}(X')$. This means leaves contain forms that differ only in their position along the artificial fiber but otherwise match each other on lifts of vectors from $TM$.

For regularity of $N_E$, we need to check the two conditions of Definition 2.11. Given any $\alpha_e \in (N_E)_e$, we can take for $S$ a section $\alpha$ of $N_E$ that extends $\alpha_e$. Transversality and the Hausdorff property of the quotient space follow in canonical coordinates by our characterization of the leaves.

By the Proposition in 2.8, we can conclude that $(N_E)_\omega$ carries a smooth manifold structure and symplectic form $\omega$ that is induced by the smooth quotient map. This also makes the map $\Psi_E$ smooth and symplectic. To see that it also is a diffeomorphism, one can check explicitly that it is a bijection and, in canonical coordinates, that it is a local diffeomorphism. 

3.8 Definition. Consider the fiber conormal bundle $N_E$ of $p : E \to M$ and let $F : E \to \mathbb{R}$ be differentiable. We define the set of **fiber critical points**

$$\Sigma_F := \{ e \in E \mid e \text{ critical point of } F|_{d^*F^{-1}(p(e))} \}$$

and the map

$$i_F : \Sigma_F \to T^*M \quad e \mapsto \pi_E(d_e F).$$

We now say that $F$ is a **(Hörmander) generating function** of the image $i_F(\Sigma_F)$.

3.9 (Relation to simple generating functions). Note that simple generating functions of Definition 3.6 are a special case of Hörmander generating functions: By setting $E = M$ and $p = \text{Id}_M$, we have that $N_E = T^*M, \Sigma_F = M, \pi_E = \text{Id}_{T^*M}$ such that $i_F(\Sigma_F)$ is the graph of $dF$.

Note that $\{d_e F \mid e \in \Sigma_F\} = dF \cap N_E$. If this intersection is transverse, this generalized setup still yields immersed Lagrangian submanifolds:

3.10 Lemma. Let $F : E \to M$ be a generating function on the fiber bundle $p : E \to M$. If $F$ is smooth and $dF$ is transverse to $N_E$ around a given point $e \in \Sigma_F$, then $i_F$ is a Lagrangian immersion around $e$.

Proof. By Proposition 3.6 part (i), $dF$ is a Lagrangian submanifold of $T^*E$. By assumption, a neighbourhood of $d_e F$ in $dF$ intersects $N_E$ transversally. By Lemma 3.9, the image of that neighbourhood intersected with $N_E$ under the quotient map $\pi_0 : N_E \to (N_E)_\omega$ is an immersed Lagrangian. Since $i_F$ is, up to identification of $e$ with $d_e F$, given by the composition of $\pi_0 |_{\Sigma_F}$ with the symplectomorphism $\Psi_E^{-1}$, we are done.

3.11 Proposition (Critical points correspond to intersections with the zero section). Let $F : E \to M$ be a generating function on the fiber bundle $p : E \to M$.

(i) $e \in E$ is a critical point of $F$ if and only if $e \in \Sigma_F$ and $i_F(e) = 0$, i.e. if $i_F(\Sigma_F)$ intersects the 0-section of $T^*M$ at $p(e)$. If $i_F$ is injective, every intersection at $x \in M$ corresponds to exactly one critical point of $F$ in $p^{-1}(x)$.

(ii) If $F$ is smooth around a critical point $e \in E$, $dF$ intersects $N_E$ transversally around $e$.

---

6This is a well-definition since $d_e F \in N_E$ by construction of $\Sigma_F$. 21
and $U \subseteq \Sigma_F$ is a neighbourhood of $e$ small enough such that $i_F(U) \subseteq T^* M$ is a submanifold, then the following holds: The corresponding intersection of $i_F(U)$ with the zero section in $T^*_{p(e)} M$ is transverse if and only if the critical point $e$ is non-degenerate. This equivalence also holds when considering transversality and non-degeneracy along any subspace of $T^*_{p(e)} M$.

Proof.
Regarding (i): Since we have $d_e F = 0$ by definition for a critical point $e \in E$, we immediately get $e \in \Sigma_F$ and $i_F(e) = 0$. If conversely $e \in \Sigma_F$ and $i_F(e) = 0$, the first condition implies that $d_e F$ vanishes in the fiber direction, while the second guarantees that $\pi_0 (d_e F) = 0$ for the quotient map $\pi_0 : N_E \to (N_E)_{\omega}$. This means $d_e F$ coincides with a zero form on lifts from the base space $M$, i.e. it vanishes horizontally too and $d_e F = 0$.

If $i_F$ is injective, then there can just be one $e \in \Sigma_F$ with $i_F(e) = 0$ for every intersection at $p(e) = x$.

Regarding (ii): Consider the case where $E = \mathbb{R}^a \times \mathbb{R}^b$ and write $(\zeta, \nu) \in \mathbb{R}^a \times \mathbb{R}^b$. This case implies (ii) by imitating the following argument in local coordinates induced by coordinates on $M$:

In this situation, we have
\[
\begin{align*}
dF &= \{ (\zeta, \nu, \partial_\zeta F(\zeta, \nu), \partial_\nu F(\zeta, \nu)) \in E \times E \mid (\zeta, \nu) \in E \}, \\
N_E &= \mathbb{R}^a \times \mathbb{R}^b \times \mathbb{R}^a \times \{0\} \subseteq E \times E, \\
\Sigma_F &= dF \cap N_E, \\
i_F(\Sigma_F) &= \{ (\zeta, \partial_\zeta F(\zeta, \nu)) \in \mathbb{R}^a \times \mathbb{R}^a \mid (\zeta, \nu) \in \Sigma_F \}.
\end{align*}
\]

At a critical point $(\zeta, \nu)$ of $F$, we have $\partial F/\partial (\zeta, \nu) = 0$ such that $i_F(\zeta, \nu, 0, 0) = (\zeta, 0)$. Note that this is consistent with part (i) of this proposition. The critical point is non-degenerate precisely if the maps
\[
\frac{\partial F}{\partial \zeta} : \mathbb{R}^a \times \mathbb{R}^b \to (\mathbb{R}^a)^* \quad \text{and} \quad \frac{\partial F}{\partial \nu} : \mathbb{R}^a \times \mathbb{R}^b \to (\mathbb{R}^b)^*
\]
are submersions at that point. In our concrete situation, the second of these being a submersion is exactly transversality of the intersection of $dF$ and $N_E$ (compare Lemma 3.17), which holds by assumption. The first being a submersion is precisely transversality of the intersection of $i_F(\Sigma_F)$ and the zero section. This argument also works when considering transversality and non-degeneracy along any subspace of $T^*_{p(e)} M$.

3.3 Generating Functions of Maps on $\mathbb{R}^{2n}$

In this section, we expand our discussion of generating functions to maps on Euclidean space. Under sufficiently nice circumstances, this map is automatically a symplectomorphism with regard to the standard symplectic structure. We will in particular see that we can relate critical points of the generating function to fixed points of the symplectomorphism and discuss a composition formula approach to proving the existence of generating functions for a given symplectomorphism.

Like the previous section, this is mostly based on expositions in $\text{San13; San14; Thé98; Gra+17}$, but definitions and propositions have been significantly reformulated and omitted proofs were added.

The central observation to extend our theory to symplectomorphisms is that some Lagrangian submanifolds of signed symplectic product spaces $M_1 \times M_2$ correspond to symplectomorphisms $\phi : M_1 \to M_2$:
3.12 Lemma (Symplectomorphisms as Lagrangian submanifolds). For two symplectic manifolds $(M_i, \omega_i), \ i \in \{1, 2\}$, let $M_1 \times M_2$ be the product space $M_1 \times M_2$ equipped with the 2-form
\[ \tilde{\omega} = -p_1^*\omega_1 + p_2^*\omega_2, \]
where $p_i : M_1 \times M_2 \to M_i$ are the projection maps.

(i) $\tilde{\omega}$ is a symplectic form.

(ii) The graph $\Gamma_\phi$ of a smooth map $\phi : M_1 \to M_2$ is an embedded submanifold of $M_1 \times M_2$.
It is a Lagrangian submanifold if and only if $\phi$ is a symplectomorphism.

(iii) If $\phi$ is a symplectomorphism on $(M_1, \omega_1) = (M_2, \omega_2)$, then the diagonal $\Delta$ in $M_1 \times M_2$ is another Lagrangian submanifold. Fixpoints of $\phi$ then correspond precisely to points of the Lagrangian intersection $\Gamma_\phi \cap \Delta$. This intersection is transverse exactly when the fixed point is non-degenerate.

Proof. We recall standard arguments, see e.g. Proposition 3.8 of [Can03].

Regarding (i): $\tilde{\omega}$ is a smooth 2-form by construction, closed by compatibility of pullback and exterior derivative, and non-degenerate by a straightforward computation.

Regarding (ii): A smooth submanifold embedding is given by the map $\iota : M_1 \to M_1 \times M_2$ defined as $p \mapsto (p, \phi(p))$. Note that since $p_1 \iota = \text{Id}_{M_1}$ and $p_2 \iota = \phi$, we have
\[ \iota^*\tilde{\omega} = -\omega_1 + \phi^*\omega_2. \]

Now $\Gamma_\phi$ is Lagrangian if and only if $\iota^*\tilde{\omega} = 0$, which by the above is exactly the case when $\omega_1 = \phi^*\omega_2$.

Regarding (iii): The diagonal is Lagrangian: For the smooth embedding $\iota' : M_1 \to M_1 \times M_1$ defined by $p \mapsto (p, p)$ we have $p_1 \iota' = p_2 \iota' = \text{Id}_{M_1}$, so in particular
\[ \iota'^*\tilde{\omega} = -\omega_1 + \omega_1 = 0. \]

The rest of the statement follows immediately by definition of (non-degenerate) fixed points.

 Say we have a symplectic identification of a neighbourhood of the graph of $\phi$ with an open set in the cotangent bundle in a way that maps the diagonal onto the zero section. If the image of the graph is a submanifold generated by some generating function $F$, then we can say that $F$ also generates $\phi$. In the compact case, the Weinstein Lagrangian neighbourhood Theorem 2.6 can provide such an identification for $\phi C^1$-small. We instead follow [Gra+17] and choose an explicit global identification specifically for Euclidean space:

3.13 (Symplectic identification for Euclidean space). We can define a symplectomorphism $\tau : \mathbb{R}^{2n} \times \mathbb{R}^{2n} \to T^*\mathbb{R}^{2n}$ from the signed symplectic product in the sense of Lemma 3.12 to the cotangent space of $\mathbb{R}^{2n}$ with the canonical symplectic form by setting
\[ \tau(x, y, X, Y) = \left( \frac{x + X}{2}, \frac{y + Y}{2}, Y - y, X - x \right). \]

In complex notation, this reads
\[ \tau(z, Z) = \left( \frac{z + Z}{2}, i(z - Z) \right). \]

The diagonal in $\mathbb{R}^{2n} \times \mathbb{R}^{2n}$ is mapped to the zero section in $T^*\mathbb{R}^{2n}$. 
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3.14 Definition. Let \( \phi \) be a map on \( \mathbb{R}^{2n} \). We say a differentiable function \( F : \mathbb{R}^{2n} \times \mathbb{R}^k \to \mathbb{R} \) defined on the trivial vector bundle \( p : \mathbb{R}^{2n} \times \mathbb{R}^k \to \mathbb{R}^{2n} \) is a (Hörmander) generating function of \( \phi \) if
\[
i_{F}(\Sigma_F) = \tau(\Gamma_\phi) \subseteq T^*\mathbb{R}^{2n},
\]
i.e. it generates the graph \( \Gamma_\phi \subseteq \mathbb{R}^{2n} \times \mathbb{R}^{2n} \) of \( \phi \) up to identification via \( \tau \). If \( k = 0 \), we say \( F \) is a simple generating function of \( \phi \).

3.15 (Relation to other definitions in the literature). Note that our simple generating functions are essentially a coordinate-free version of the generating functions of type V in [MS17]. They were used in Chaperon’s proof of the Conley-Zehnder theorem, and using a Weinstein neighbourhood instead of our identification \( \tau \) allows one to use analogous generating functions for the \( C^1 \)-small versions of the Arnol’d conjecture and its contact version (see e.g. [San13]).

Our definition of Hörmander generating functions is somewhat more general than those typically found in the literature (e.g. [Thé98], [San13], [Gra+17]). These also assume for generating functions of subsets of \( T^*M \) that \( F \) is smooth and \( dF \) intersects \( N_E \) transversally. We have seen in Lemma 3.10 that this turns \( i_F \) into a Lagrangian immersion. For generating functions of maps on Euclidean space, the literature commonly requires that \( i_F \) is even an embedding\(^7\). The reason for our more general definition is that we need to apply results to generating functions of lifted contactomorphisms, which do not satisfy any of these strong assumptions. We can therefore only speak of generated subsets and maps instead of Lagrangian submanifolds and symplectomorphisms, respectively. While [Thé98] and [San13] argue mostly by analogy that necessary results essentially continue to hold, we separate granularity which additional assumptions are needed for any given part of the argument.

In particular, we will see that injectivity of \( i_F \) is needed for a one-to-one correspondence of critical points of \( F \) to fixed points of \( \phi \) (Prop. 3.18(ii)). The transversality of \( dF \) and \( N_E \) is required both for notions of non-degeneracy to match under this correspondence (Prop. 3.18(iii)) and for the generated map to preserve the symplectic form (Lemma 3.16).

3.16 Lemma. Let \( F : \mathbb{R}^{2n} \times \mathbb{R}^k \to \mathbb{R} \) be a generating function of a map \( \phi : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \). If \( F \) is smooth and \( dF \) transverse to \( N_{\mathbb{R}^{2n} \times \mathbb{R}^k} \) around some point \( (\zeta, \nu) \in \mathbb{R}^{2n} \times \mathbb{R}^k \), then \( \phi \) is smooth and preserves the standard symplectic form around \( \zeta \).

Proof. By applying Lemma 3.12(ii) locally, we only need to show that the graph \( \zeta \mapsto (\zeta, \phi(\zeta)) \) is a Lagrangian immersion. Since \( \tau \) is a symplectomorphism and \( i_F(\Sigma_F) = \tau(\Gamma_\phi) \), this immediately follows from Lemma 3.10. \( \square \)

Now that we restrict ourselves to the Euclidean setting, we can write down concrete expressions for the objects used to define generating functions:

3.17 Lemma (Formulae for the Euclidean setting). Let \( F : \mathbb{R}^{2n} \times \mathbb{R}^k \to \mathbb{R} \) be a generating function of a map \( \phi \) on \( \mathbb{R}^{2n} \) with respect to the trivial fiber bundle \( p : \mathbb{R}^{2n} \times \mathbb{R}^k \to \mathbb{R}^{2n} \). We then have
\[
\Sigma_F = \{ (\zeta, \nu) \in \mathbb{R}^{2n} \times \mathbb{R}^k \mid \frac{\partial F}{\partial \nu}(\zeta, \nu) = 0 \},
\]
\[
i_F(\zeta, \nu) = \left( \zeta, \frac{\partial F}{\partial \nu}(\zeta, \nu) \right),
\]
and the intersection of \( dF \) and \( N_{\mathbb{R}^{2n} \times \mathbb{R}^k} \) at \( (\zeta, \nu) \in \Sigma_F \) is transverse if and only if \( \frac{\partial F}{\partial \nu} : \mathbb{R}^{2n} \times \mathbb{R}^k \to (\mathbb{R}^k)^* \) is a submersion at \( (\zeta, \nu) \).

\(^7\)Strictly speaking, [San13] only requires the image of \( i_F \) to be an embedded submanifold.
Proof. The first equation follows by the definition of $\Sigma_F$ since the total derivative of $F|_{p^{-1}(p(\zeta, \nu))}$ can be canonically identified with $\frac{\partial F}{\partial \zeta}$.  

By definition, $i_F(e) := \Psi_E^{-1} \pi_0(d_F)$, where $\pi_0 : N_E \to (N_E)_e$ is the quotient map of the symplectic reduction. For $E = \mathbb{R}^{2n} \times \mathbb{R}^k$ and $e = (\zeta, \nu) \in \Sigma_F$, it follows that $d_F = (\zeta, \nu, \frac{\partial F}{\partial \zeta}, 0) \in T^*E = \mathbb{R}^{2n} \times \mathbb{R}^k \times \mathbb{R}^{2n} \times \mathbb{R}^k$. The second equation of the lemma follows since $\pi_0$ projects out the last factor and $\Psi_E$ the second.

The intersection of $dF$ and $N_E = \mathbb{R}^{2n} \times \mathbb{R}^k \times \mathbb{R}^{2n} \times \{0\}$ at $e \in \Sigma_F$ is transverse iff these spaces together span all directions of $T^*E$. $N_E$ clearly spans all but the last factor. So we have transversality iff the tangent spaces of $dF$ restricted to that factor, i.e. the image of $d(dF)$, span all of $\mathbb{R}^k$. This is exactly regularity of $\frac{\partial F}{\partial \zeta}$.

\[\square\]

3.18 Proposition (Critical points correspond to fixed points). Let $F : \mathbb{R}^{2n} \times \mathbb{R}^k \to \mathbb{R}$ be a generating function of a map $\phi$ on $\mathbb{R}^{2n}$.

(i) $(\zeta, \nu)$ is a critical point of $F$ if and only if $\zeta$ is a fixed point of $\phi$. If $i_F$ is injective, then this is a one-to-one correspondence.

(ii) If $F$ is smooth around a critical point $(\zeta, \nu) \in \mathbb{R}^{2n} \times \mathbb{R}^k$ of $F$, and $dF$ intersects $N_{\mathbb{R}^{2n} \times \mathbb{R}^k}$ transversally at $d(\zeta, \nu)F$, then $(\zeta, \nu)$ is a non-degenerate critical point if and only if $\zeta$ is a non-degenerate fixed point of $\phi$. This equivalence also holds along any subspace of $T^*_p(e) M$.

Proof. Regarding (i): Fixed points $\zeta \in \mathbb{R}^{2n}$ of $\phi$ correspond one-to-one to points $(\zeta, \zeta)$ where the graph $\Gamma_\phi$ intersects the diagonal. Under the identification map $\tau$, this corresponds to points $(0, 0)$ in $T^*\mathbb{R}^{2n}$, i.e. intersections with the zero section. The statement now follows by Proposition 3.11 (i), which tells us that these intersections correspond to critical points of $F$ and that this correspondence is one-to-one if $i_F$ is injective.

Regarding (ii): Under the identifications via $\tau$ and $i_F$, transversality of an intersection is preserved. The statement follows by Proposition 3.11 (iii).

A central tool to construct generating functions is the following:

3.19 Proposition (Composition formula). Let $F_1 : \mathbb{R}^{2n} \times \mathbb{R}^{k_1} \to \mathbb{R}$ and $F_2 : \mathbb{R}^{2n} \times \mathbb{R}^{k_2} \to \mathbb{R}$ be generating functions of the maps $\phi_1$ and $\phi_2$ on $(\mathbb{R}^{2n}, \omega_{\text{std}})$ and define

$$F_1 \# F_2 : \mathbb{R}^{2n+2n+2n+k_1+k_2} \to \mathbb{R}$$

$$(q, \zeta_1, \zeta_2, \nu_1, \nu_2) \mapsto F_1(\zeta_1, \nu_1) + F_2(\zeta_2, \nu_2) - 2 \omega_{\text{std}}(\zeta_1 - q, \zeta_2 - q).$$

(i) $F_1 \# F_2$ is a generating function for the composition $\phi := \phi_2 \phi_1$.

(ii) If $i_{F_1}$ and $i_{F_2}$ are injective, then $i_{F_1 \# F_2}$ is as well.

(iii) Let $(q, \zeta_1, \zeta_2, \nu_1, \nu_2) \in \Sigma_{F_1 \# F_2}$ and assume for $j = 1, 2$ that around $(\zeta_j, \nu_j)$, $F_j$ is smooth, $dF_j$ intersects $N_{\mathbb{R}^{2n} \times \mathbb{R}^{k_j}}$ transversally. Then around $(q, \zeta_1, \zeta_2, \nu_1, \nu_2) \in \Sigma_{F_1 \# F_2}$, $F_1 \# F_2$ is smooth and $d(F_1 \# F_2)$ intersects $N_{\mathbb{R}^{2n} \times \mathbb{R}^{2n} \times \mathbb{R}^{2n} \times \mathbb{R}^{k_1+k_2}}$ transversally.

Proof. We roughly follow the proof of Proposition 2.2 in [Gra+17]. For brevity, we write $F := F_1 \# F_2$. Note that $F$ is differentiable since $F_1$ and $F_2$ are.

Before proving parts (i)-(iii), we first find more convenient characterizations of the elements in $\Sigma_F$ and the map $i_F$. Compute the components of the vertical derivative of $F$ at $(q, \zeta_1, \zeta_2, \nu_1, \nu_2)$:

$$\frac{\partial F}{\partial \zeta_1} = \frac{\partial F_1}{\partial \zeta_1} + 2i(\zeta_2 - q),$$

$$\frac{\partial F}{\partial \nu_1} = \frac{\partial F_1}{\partial \nu_1}.$$
We can also use Eq. (5) and eliminate $$z$$ generating functions.

Since the $$F_j$$ are generating functions of $$\phi_j$$, $$(\zeta_j, \nu_j) \in \Sigma_F$$ is equivalent to the existence of $$z_j \in \mathbb{R}^{2n}$$ such that $$(\zeta_j, \nu_j) \in i_{F_j}^{-1}(\tau(z_j, \phi_j(z_j)))$$. By Lemma 3.17 and definition of $$\tau$$, the latter is equivalent to

$$
(\zeta_j, \frac{\partial F_j}{\partial \zeta_j}(\zeta_j, \nu_j)) = \left(\frac{z_j + \phi_j(z_j)}{2}, i(z_j - \phi_j(z_j))\right). 
$$

Using this equation, we can reformulate the remaining conditions on the right hand side of Eq. (4) in a straightforward computation to get

$$
(q, \zeta_1, \zeta_2, \nu_1, \nu_2) \in \Sigma_F \iff \exists z_1, z_2 \in \mathbb{R}^{2n} : 
\begin{align*}
\forall j \in \{1, 2\} : (\zeta_j, \nu_j) &\in i_{F_j}^{-1}(\tau(z_j, \phi_j(z_j))) , \\
q &\equiv (z_1 + \phi(z_1))/2, \\
\z_2 &= \phi_1(z_1).
\end{align*}
$$

We can also use Eq. (5) and eliminate $$z_2$$ to restate this in a more convenient but less suggestive way:

$$
(q, \zeta_1, \zeta_2, \nu_1, \nu_2) \in \Sigma_F \iff \exists z_1 \in \mathbb{R}^{2n} : 
\begin{align*}
q &\equiv (z_1 + \phi(z_1))/2, \\
\zeta_1 &\equiv (z_1 + \phi_1(z_1))/2, \\
\zeta_2 &\equiv (\phi(z_1) + \phi(z_1))/2, \\
\frac{\partial F_1}{\partial \zeta_1}(\zeta_1, \nu_1) &\equiv i(z_1 - \phi(z_1)), \\
\frac{\partial F_2}{\partial \zeta_2}(\zeta_2, \nu_2) &\equiv i(\phi_1(z_1) - \phi(z_1)).
\end{align*}
$$

To express $$i_F$$ more conveniently, we first compute the horizontal derivative of $$F$$:

$$
\frac{\partial F}{\partial q}(q, \zeta_1, \zeta_2, \nu_1, \nu_2) = 2i(\zeta_1 - \zeta_2).
$$

For $$(q, \zeta_1, \zeta_2, \nu_1, \nu_2) \in \Sigma_F$$, Eq. (7) with $$z_1 := i_{F_1}(\zeta_1, \nu_1)$$ and Lemma 3.17 then give

$$
i_F(q, \zeta_1, \zeta_2, \nu_1, \nu_2) = \left(\frac{z_1 + \phi(z_1)}{2}, i(z_1 - \phi(z_1))\right) = \tau(z_1, \phi(z_1)).
$$

Regarding (i): We need to show that $$i_F(\Sigma_F) = \tau(\Gamma_\phi)$$. Eq. (8) gives $$i_F(\Sigma_F) \subseteq \tau(\Gamma_\phi)$$ immediately. In the opposite direction, we can write any element of $$\tau(\Gamma_\phi)$$ as $$\tau(z_1, \phi(z_1))$$ for some $$z_1$$ and set $$z_2 := \phi_1(z_1)$$. Since the $$F_j$$ are generating functions, we can then find $$(\zeta_j, \nu_j)$$ and $$q$$ that satisfy the right hand side of Eq. (6). Again by Eq. (8), this yields a preimage $$(q, \zeta_1, \zeta_2, \nu_1, \nu_2)$$ of $$\tau(z_1, \phi(z_1))$$ under $$i_F$$.

Regarding (ii): Assume $$i_F(q, \zeta_1, \zeta_2, \nu_1, \nu_2) = i_F(q', \zeta_1', \zeta_2', \nu_1', \nu_2')$$. $$i_F$$ preserves fibers by construction, so we have $$q = q'$$. Considering Eq. (8), injectivity of $$i_{F_1}$$ gives $$(\zeta_1, \nu_1) = (\zeta_1', \nu_1')$$. By Eq. (7),

$$
i_{F_2}(\zeta_2, \nu_2) = \tau(z_2, \phi_2(z_2)) = i_{F_2}(\zeta_2', \nu_2'),
$$

must then hold for $$z_2 = \phi_1(z_1)$$. Injectivity of $$i_{F_2}$$ thus yields $$(\zeta_2, \nu_2) = (\zeta_2', \nu_2')$$.

Note that in the original proof from [Gra+17], $$(\zeta_1, \nu_1)$$ and $$z_1$$ are related via a diffeomorphism. We have this weaker relationship because we do not require that $$i_F$$ has to be an embedding in the definition of generating functions.
Regarding (iii): Smoothness at \((q, \zeta_1, \zeta_2, \nu_1, \nu_2)\) follows immediately. To check the remaining properties, consider for \(j = 1, 2\) the map 

\[ H_j : \Sigma_{F_j} \overset{i_{F_j}}{\longrightarrow} i_{F_j}(\Sigma_{F_j}) \overset{\tau^{-1} i_{F_j}(\Sigma_{F_j})}{\longrightarrow} \Gamma_{\phi_j} \overset{(\tau, \nu') \mapsto z}{\longrightarrow} \mathbb{R}^{2n}. \]

Intuitively, it gives the point \(z_j\) whose image under \(\phi_j\) is determined by the fiber critical point \((\zeta_j, \nu_j)\). By Lemma 3.17 and the definition of \(\tau\), this map is given by

\[(\zeta_j, \nu_j) \mapsto \zeta_j + \frac{1}{2i} F_j \partial_{\nu_j}(\zeta_j, \nu_j).\]

The map \(H_j\) is a submersion for dimensional reasons as each of the maps we used to define it is an immersion (e.g. by Lemma 3.10 for \(i_{F_j}\)). It follows that the derivative of this map, defined on \(T((\zeta_j, \nu_j)) \Sigma_{F_j} = \text{ker}(d(\zeta_j, \nu_j)(\partial F_j/\partial \nu_j))\), is surjective. By transversality and Lemma 3.17 we furthermore have that the derivative of \(\partial F_j/\partial \nu_j\) is surjective.

Together, this implies that the matrices

\[ M_j := \begin{pmatrix} \frac{1}{2i} \partial F_1 + \text{Id}_{\mathbb{R}^{2n}} & \frac{1}{2i} \partial F_2 \\ \frac{\partial F_1}{\partial \nu_1} \partial \zeta_1 & \frac{\partial F_2}{\partial \nu_2} \partial \zeta_2 \end{pmatrix} \]

are surjective: The second row is surjective as the derivative of \(\partial F_2/\partial \nu_1\), and the first row is the derivative of \(H_j\) extended to all of \(\mathbb{R}^{2n+k_1}\), which we know to be surjective on the kernel of the second row.

To show that we have a transverse intersection of \(d(F_1 \# F_2)\) and \(N_{\mathbb{R}^{2n} \times \mathbb{R}^{2n} \times \mathbb{R}^{k_1} \times \mathbb{R}^{k_2}}\) at \((q, \zeta_1, \zeta_2, \nu_1, \nu_2)\), by Lemma 3.17 we need to show that the derivative

\[ \frac{\partial(F_1 \# F_2)}{\partial(q, \zeta_1, \zeta_2, \nu_1, \nu_2)} = \begin{pmatrix} \frac{\partial F_1}{\partial \zeta_1} + 2i(\zeta_2 - q) & \frac{\partial F_2}{\partial \zeta_2} - 2i(\zeta_1 - q) & \frac{\partial F_1}{\partial \nu_1} & \frac{\partial F_2}{\partial \nu_2} \end{pmatrix} \]

is a submersion, i.e.

\[
\begin{pmatrix}
-2 \text{Id}_{\mathbb{R}^{2n}} & \frac{\partial F_1}{\partial \nu_1} & 0 & 0 \\
2 \text{Id}_{\mathbb{R}^{2n}} & -2i \text{Id}_{\mathbb{R}^{2n}} & \frac{\partial F_2}{\partial \nu_1} & 0 \\
0 & \frac{\partial F_2}{\partial \nu_1} & \frac{\partial F_1}{\partial \nu_2} & 0 \\
0 & 0 & \frac{\partial F_2}{\partial \nu_2} & \frac{\partial F_1}{\partial \nu_2}
\end{pmatrix}
\]

is surjective. This now follows since we can use elementary row and column operations to bring it into the form

\[
\begin{pmatrix}
* & M_1 & 0 \\
* & * & M_2
\end{pmatrix}
\]

\[\square\]

3.20 (Other composition formulas). Note that other composition formulas can be obtained for different choices of the identification \(\tau\) and with different dimensions of the domain of \(F_1 \# F_2\), for example. \cite{The98, San13, San14}. The formula above, which was first introduced in \cite{Gra17}, has the advantage of being almost symmetric in \(F_1\) and \(F_2\) and not requiring one of the two to be a simple generating function in order for Proposition 3.19(iii) to hold. However, it does exhibit a faster growth of the dimension of the domain than other choices.
3.4 Lifting Contactomorphisms from $S^{2n-1}$ to $\mathbb{R}^{2n}$

We want to pull the notion of generating function on Euclidean space back to the sphere in order to detect translated points. To achieve this, we follow [San13] and consider a lift of contactomorphisms on the sphere. This essentially glues in one additional point into the symplectization of the sphere at the cost of smoothness in the origin:

3.21 Definition (Lifting contactomorphisms and contact isotopies from $S^{2n-1}$ to $\mathbb{R}^{2n}$). Let $\phi$ be a contactomorphism on $(S^{2n-1}, \alpha)$ and $\phi_t$ a contact isotopy generated by a Hamiltonian function $H: S^{2n-1} \times \mathbb{R} \to \mathbb{R}$. We define the lifts of $\phi$ and $H$, respectively, as

\begin{align*}
\tilde{\phi}: \mathbb{R}^{2n} &\to \mathbb{R}^{2n}, \\
(z) &\mapsto \begin{cases} 
|z| e^{-\frac{1}{2} g(z/|z|) \phi \left( \frac{z}{|z|} \right)} & \text{if } z \neq 0 \\
0 & \text{if } z = 0
\end{cases}
\end{align*}

\begin{align*}
\tilde{H}: \mathbb{R}^{2n} \times \mathbb{R} &\to \mathbb{R}, \\
(z, t) &\mapsto |z|^2 H_t(z/|z|)
\end{align*}

Proposition.

(i) $\tilde{\phi}$ is continuous and $\mathbb{R}_+$-equivariant. Outside of 0, it is a smooth symplectomorphism with respect to the standard symplectic structure $\omega_{\text{std}}$ on $\mathbb{R}^{2n}$.

(ii) $\tilde{H}_t(z)$ is homogeneous of degree 2 in $z$, i.e. $\tilde{H}_t(\lambda z) = \lambda^2 \tilde{H}_t(z)$ for $\lambda \geq 0$, and continuous everywhere. Outside of $z = 0$ it is smooth and generates the lifts of $\phi_t$, i.e.

$$
\omega_{\text{std}} \left( \frac{d}{dt} \tilde{\phi}_t \right) = -d(\tilde{H}_t).
$$

(iii) Discriminant points $q$ of $\phi$ correspond to radial lines $\mathbb{R}_+ q$ of fixed points of the lift $\tilde{\phi}$. $q$ is non-degenerate precisely when $p$ is non-degenerate in the directions tangent to the sphere of radius $|p|$ for any (equivalently all) points $p \in \mathbb{R}_+ q$.

Proof. We will show that outside of zero, these maps are the symplectization from (2.16) and (2.17) under the identification along

$$
\psi: S(S^{2n-1}, \alpha) \to (\mathbb{R}^{2n} \setminus \{0\}, \omega_{\text{std}}),
$$

$$(q, \theta) \mapsto \sqrt{2} e^{\theta/2} q.$$

This is clearly a diffeomorphism. To see that it is a symplectomorphism, we need to verify that

$$
\psi^* \omega_{\text{std}} = d(e^\theta \alpha).
$$

Since $\alpha$ is the restriction $\iota^* \lambda$ of the Liouville form $\lambda$ along $\iota: S^{2n-1} \hookrightarrow \mathbb{C}^n$ and $\omega_{\text{std}} = d\lambda$, it suffices to verify

$$
e^\theta \iota^* \lambda = \psi^* \lambda
$$

by inserting

$$
\lambda = -i |z| \left( \frac{zd\bar{z}}{|z|} - \frac{zd\bar{z}}{|z|} \right)
$$
in complex coordinates of $\mathbb{R}^{2n} \simeq \mathbb{C}^n$. We indeed have

$$
\psi(\tilde{\phi}(\psi^{-1}(z))) = \psi(\tilde{\phi}(z/|z|), 2 \ln |z|)) = \psi(\phi(z/|z|), \ln |z| - g(z/|z|)/2) = |z| e^{-g(z/|z|)/2} \phi(z/|z|) = \tilde{S}\phi(z)
$$

and

$$
\tilde{S}H_t(\psi(q, \theta)) = e^\theta H_t(q) = \tilde{S}H_t(\psi(q, \theta)).
$$
Regarding (i): $\mathbb{R}_+$-invariance is immediate by the definition. We only need to check continuity in $0$. Since $\phi$ and $g$ are defined on a compact set, they have a minimal and maximal value, so that $\tilde{S}\phi(z)$ tends to zero as $|z|$ does. Outside zero, it is a smooth symplectomorphism as it is a composition $\psi \circ \tilde{S}\phi \circ \psi^{-1}$ of symplectomorphisms.

Regarding (ii): Homogeneity is immediate, and continuity in zero again follows since $H_t$ is defined on a compact set. To conclude that $\tilde{S}H_t$ generates $\tilde{S}\phi_t$ outside zero, apply Def. & Prop. 2.17 after identifying the symplectization along $\psi$ as above.

Regarding (iii): Immediate by Proposition 2.21 (i) and the identification along $\psi$. \hfill \square

### 3.5 Generating Functions of Contactomorphisms on $S^{2n-1}$

We extend our notion of generating functions to contactomorphisms on spheres via the lifts from Section 3.4. The key observation is the following: As we will see in more detail in this section, applying a general approach to proving existence using the composition formula to lifts $\tilde{S}\phi$ of contactomorphisms $\phi$ always yields generating functions $G: \mathbb{R}^{2n+k} \to \mathbb{R}$ that are homogeneous of degree two, i.e. $G(\lambda z) = \lambda^2 G(z)$ for $\lambda \geq 0$. Such functions are in particular determined by their restriction to the unit sphere, so it stands to reason to call this restriction $F = G|_{S^{2n+k-1}}$ the generating function of the contactomorphism $\phi$ on the sphere.

#### 3.22 Definition (Generating functions on $S^{2n-1}$)

Let $\phi$ be a contactomorphism on $(S^{2n-1}, \alpha_{std})$. For every function $F: S^{2n+k-1} \to \mathbb{R}$, we define the extension $\tilde{F}: \mathbb{R}^{2n} \times \mathbb{R}^k \to \mathbb{R}$ by $\tilde{F}(\lambda x) = \lambda^2 F(x)$ for $\lambda > 0, x \in S^{2n+k-1}$ and $\tilde{F}(0) = 0$.

We say $\tilde{F}$ is a generating function of $\phi$ if

(i) $\tilde{F}$ is differentiable and a generating function of the lift $\tilde{S}\phi: \mathbb{R}^{2n} \to \mathbb{R}^{2n}$ of $\phi$,

(ii) $i_{\tilde{F}}$ is injective and $i_{\tilde{F}}(0) = 0$.

(iii) Around any point $(\zeta, \nu) \in \Sigma_{\tilde{F}} \setminus \{0\}$, $\tilde{F}$ is smooth and the intersection of $d\tilde{F}$ and $N_{\mathbb{R}^{2n} \times \mathbb{R}^k}$ is transverse.

(iv) $\tilde{F}$ has a Lipschitz differential everywhere.

$F$ is a simple generating function if additionally $k = 0$.

#### 3.23 (Remarks on Definition 3.22)

(i) The typical approach in the literature is to show that the lift of a contactomorphism on a sphere or lens space can be generated by an appropriate notion of conical generating function \cite{Th1998, Su2013, Gra+2017}. We instead put the focus on the restriction of this function to the sphere. We do not lose any information by this as it still determines the conical generating function of the lifted symplectomorphism by homogeneous extension. I prefer this approach as it allows for a simpler and more lucid formulation of the results leading up to the main theorem.

(ii) We took a bare-minimum approach in defining generating functions of maps on Euclidean space for the reasons outlined in Remark 3.15. Definition 3.22 on the other hand is fitted to our specific situation by incorporating the stronger assumptions 3.22(ii)-(iv). This allows for a simpler formulation of the upcoming propositions.

In order to show existence, we first translate the composition formula to the spherical setting and subsequently consider the $C^2$-small case:

#### 3.24 Proposition (Composition formula)

Let $F_1: S^{2n+k_1-1} \to \mathbb{R}$ and $F_2: S^{2n+k_2-1} \to \mathbb{R}$ be generating functions of the contactomorphisms $\phi_1$ and $\phi_2$ on $(S^{2n-1}, \alpha_{std})$. Then the
function \( F_1 \# F_2 : S^{6n+k_1+k_2-1} \to \mathbb{R} \) defined by
\[
F_1 \# F_2(x) := (\hat{F}_1 \# \hat{F}_2)|_{S^{6n+k_1+k_2-1}}(x),
\]
i.e. the restriction of the Euclidean composition formula from Proposition 3.19 applied to
the extensions \( \hat{F}_1 \) and \( \hat{F}_2 \), is a generating function for the composition \( \phi := \phi_2 \phi_1 \).

\textbf{Proof.} For brevity, we write \( F := F_1 \# F_2 \). First note that \( \hat{F} = \hat{F}_1 \# \hat{F}_2 \). This follows since both sides coincide on the unit sphere and are homogeneous functions of degree 2 for a positive
real factor: The former by construction, the latter since \( \hat{F}_1 \) and \( \hat{F}_2 \) are and the Euclidean composition formula preserves this property.

We now need to check each of the four conditions in Definition 3.22 for \( F \):

Regarding (i): \( \hat{F} = \hat{F}_1 \# \hat{F}_2 \) is a generating function of \( \tilde{S} \phi_2 \tilde{S} \phi_1 \) by part (i) of Proposition 3.19. By functoriality of the lift this is just \( \tilde{S}(\phi_2 \phi_1) = \tilde{S} \phi \).

Regarding (ii): In particular, \( \tilde{S} \phi \) is a bijection that preserves zero, this implies that both \( z_1 \) and \( z_2 \) are zero. Again by Eq. 8, this yields \( i_{\hat{F}}(0) = 0 \). The contradiction \( p = 0 \) follows by part (ii) of this proof.

Regarding (iv): The differential of \( \hat{F} \) is made up of the differentials of \( \hat{F}_1 \) and \( \hat{F}_2 \), which are Lipschitz by assumption, and that of the bilinear map \( \omega_{\text{std}}(\zeta_1 - q, \zeta_2 - q) \), so that it is Lipschitz itself.

\[ \square \]

3.25 Lemma. There is a neighbourhood \( U \) of the identity in the \( C^2 \)-topology on smooth
maps on \( S^{2n-1} \) such that any time-1 map \( \phi \) of a contact isotopy starting at the identity on
\( (S^{2n-1}, \omega_{\text{std}}) \) and remaining in \( U \) has a simple generating function
\( F : S^{2n-1} \to \mathbb{R} \).

\textbf{Proof.} Denote the contact isotopy \( \phi_t \). The graph \( \Gamma_{\tilde{S} \phi} \subseteq \mathbb{R}^{2n} \times \mathbb{R}^{2n} \) of the lift \( \tilde{S} \phi \) and the
diagonal in \( \mathbb{R}^{2n} \times \mathbb{R}^{2n} \) can both be canonically identified with \( \mathbb{R}^{2n} \). The projection of the graph
onto the diagonal is then the map on \( \mathbb{R}^{2n} \) defined by \( \Phi(0) = 0 \) and
\[
\Phi(z) := \frac{z + \tilde{S} \phi(z)}{2} = \frac{|z|}{2} \left( \frac{z}{|z|} + e^{-\frac{1}{2}g(|z|)} \phi \left( \frac{z}{|z|} \right) \right) \quad \text{for } z \neq 0. \tag{9}
\]

We first construct the neighbourhood \( U \) such that \( \Phi \) is a homeomorphism and outside of zero even a diffeomorphism. To do this, choose \( U \) small enough that the determinant of the differential of \( \Phi \) is positive everywhere and the term in parentheses on the right-hand side of Eq. 9 is bounded away from zero for all \( \frac{z}{|z|} \in S^{2n-1} \). Note that we need to choose a
The restriction $\Phi_M$ on $M := \mathbb{R}^{2n} \setminus \{0\}$ is a proper map: Using e.g. the Bolzano-Weierstrass Theorem, it is straightforward to see that the compact sets of $M$ are the closed sets bounded away from both zero and infinity. This boundedness is preserved by $\Phi$ in both directions by our choice of $U$, so that the preimage of a compact set is compact. This argument also works for the homotopy $(z, t) \mapsto (z + S\phi_t(z))/2$ connecting $\Phi_M$ to the identity. It follows that the mapping degree of $\Phi_M$ is one (see Chapter III of [OR09] and in particular Proposition III.2.5).

Since $\Phi_M$ is regular everywhere by our choice of $U$, we can now apply Theorem III.2.3 of [OR09] to conclude that $\Phi$ indeed is a bijection on $M$, and by $\Phi(0) = 0$ also on all of $\mathbb{R}^{2n}$. It follows by invariance of domain and the inverse function theorem that the graph of $S\phi$ projects homeomorphically onto the diagonal, and diffeomorphically outside of zero.

Applying the identification $\tau : \mathbb{R}^{2n} \times \mathbb{R}^{2n} \to T^*\mathbb{R}^{2n}$ from Remark 3.13 yields that $\tau(\Gamma_{\;\;S\phi}) \subseteq T^*\mathbb{R}^{2n}$ projects homeomorphically onto the zero section and thereby is the graph of some (not necessarily smooth at zero) 1-form $\alpha$.

Restricting $S\phi$ and $\alpha$ to $M = \mathbb{R}^{2n} \setminus \{0\}$, we see that $\tau(\Gamma_{\;\;S\phi})$ is the time-1 image of the zero section of $T^*M$ under the isotopy $\Psi_t := (\tau \circ (\text{Id},S\phi_t) \circ \tau^{-1})|_{T^*M}$. This isotopy is Hamiltonian since every contact isotopy is generated by a contact Hamiltonian that lifts to a symplectic Hamiltonian by Proposition 3.22(ii). It follows by Corollary 3.3 that the isotopy consists of exact symplectomorphisms. By Proposition 3.4 this means that $\tau(\Gamma_{\;\;S\phi})$ is an exact Lagrangian submanifold. $\alpha|_M$ is then an exact form $dS_1$ for the smooth $S_1 : M \to \mathbb{R}$ of Proposition 3.2(iii).

The lift is homogeneous of degree 2 by construction. As $S_1$ arises from the formula for $S_t$ in Proposition 3.2 it is homogeneous of degree 2 as well. This means its first derivatives are homogeneous of degree one and thereby extend continuously from $M$ to $\mathbb{R}^{2n}$. The second derivatives are $\mathbb{R}_{>0}$-invariant, so that this extension is Lipschitz. By continuity of the first derivatives and $\alpha$, we have $\alpha = dS_1$ on all of $\mathbb{R}^{2n}$ for this extension $S_1$ of $S_t$.

A (simple) generating function of $\phi$ on the sphere is now given by $F := S_1|_{S^{2n-1}}$. We have just seen that $F = S_1$ is $C^1$ with Lipschitz differential, generates the lift $S\phi$ and is smooth outside of zero. The remaining conditions for generating functions on a sphere from Definition 3.22 are all satisfied trivially since we have constructed a simple generating function.

We are now ready to show the existence of generating functions of all time-1 maps of contact isotopies on the sphere:

**3.26 Proposition.** Let $\phi$ be the time-1 map of a contact isotopy starting at the identity on $(S^{2n-1}, \alpha_{std})$. Then there exists a generating function $F : S^{2n+k-1} \to \mathbb{R}$ of $\phi$.

**Proof.** For the contact isotopy $\phi_t$, we can always choose a sufficiently large $N$ and numbers

$$0 = t_0 < t_1 < \ldots < t_N = 1$$

such that each $\psi_j,t := \phi_{t_j-1+\epsilon(t_j-t_{j-1})} \circ \phi_{t_{j-1}}^{-1}$ for $j = 1, \ldots, N, t \in [0, 1]$ is a contact isotopy starting at the identity that satisfies the $C^2$-smallness assumption of Lemma 3.25. Thereby each $\psi_{j,1}$ is generated by some simple generating function $F_j$. Inductively applying the composition formula then yields

$$F = F_N \# (\ldots \# (F_1 \# F_0) \ldots)$$

as a generating function of

$$\phi_1 = (\phi_{t_N} \circ \phi_{t_{N-1}}^{-1}) \circ \ldots \circ (\phi_{t_1} \circ \phi_{t_0}^{-1})$$
We have a correspondence of critical points and discriminant points:

**3.27 Proposition.** Let $\phi$ be a contactomorphism on $(S^{2n-1}, \alpha_{std})$ with a generating function $F : S^{2n+k-1} \to \mathbb{R}$.

For every critical point $(\zeta, \nu) \in S^{2n+k-1} \subseteq \mathbb{R}^{2n+k}$ of $F$ with value zero, $\zeta/||\zeta|| \in S^{2n-1}$ is a discriminant point of $\phi$. This correspondence is one-to-one and the notions of degeneracy match.

**Proof.** By construction of $\hat{F}$, each critical point $(\zeta, \nu) \in S^{2n+k-1}$ of $F$ with value zero corresponds one-to-one to a radial ray of critical points of $\hat{F}$ starting at zero and passing $(\zeta, \nu)$. Since $F$ is a generating function on the sphere, $i_{\phi}$ is injective so that according to Proposition 3.18 (i), these rays correspond one-to-one to rays of fixed points of $\tilde{S}_\phi$ starting at 0 and passing $\zeta$. By part (iii) of Proposition 3.21 each of these corresponds one-to-one to a discriminant point $\zeta/||\zeta||$ of $\phi$.

By part (iii) of Definition 3.22 we can also apply part (ii) of Proposition 3.18 along the subspace perpendicular to the radial direction. It follows that each of the steps above preserves (non-)degeneracy of critical points, fixed points and discriminant points (outside of the radial direction, where applicable).

For the Reeb flow, we will require generating functions with a number of particularly nice properties:

**3.28 Proposition.** Consider the negative Reeb flow $a_t(z) := e^{-2\pi it}z$ on $S^{2n-1}$. Then there is an $m \in \mathbb{N}$ and a smooth family of generating functions $(A_t : S^{2n+m-1} \to \mathbb{R})_{t \in [0,1]}$ of $a_t$ such that:

(i) The extensions $\hat{A}_t : \mathbb{R}^{2n+m} \to \mathbb{R}$ form a smooth family of quadratic forms.

(ii) $\partial \hat{A}_t / \partial t < 0$ on $\Sigma_{\hat{A}_t} \setminus \{0\} \subseteq \mathbb{R}^{2n+m}$.

(iii) $\text{ind}(\hat{A}_1) - \text{ind}(\hat{A}_0) = 2n$ holds\(^{10}\).\(^{9}\)

**Proof.** This proposition and its proof are based on Lemma 4.4 of [Thé98], augmented with an additional computation for (iii).

We first show that the quadratic form

$$Q_t(z) := -\tan(\pi t)||z||^2$$

on $\mathbb{C}^n \simeq \mathbb{R}^{2n}$ generates $\hat{S}_a_t$ for $t \in [0,1/2)$. The graph of $\hat{S}_a_t(z) = e^{-2\pi it}z$ is given by \{$(z, e^{-2\pi it}z) \mid z \in \mathbb{C}^n$\}, which under the identification $\tau$ gets mapped to

$$\tau(\Gamma_{\hat{S}_a_t}) = \{((1 + e^{-2\pi it})z/2, iz(1 - e^{-2\pi it})) \mid z \in \mathbb{C}^n\}.$$

Reparametrizing this in terms of the first variable via $z \mapsto 2iz(1 - e^{-2\pi it})^{-1}$ (this is a diffeomorphism since $t < 1/2$) yields

$$\tau(\Gamma_{\hat{S}_a_t}) = \{(z, -2\tan(\pi t)z) \mid z \in \mathbb{C}^n\},$$

Any other critical points of $F$ fail to be a critical point of $\hat{F}$ due to homogeneity of degree 2 in the radial direction.

\(^{9}\)The index $\text{ind}(Q)$ of a quadratic form $Q$ is the number of negative eigenvalues of the coefficient matrix.
i.e. the graph of the 1-form \(-2 \tan(\pi t)z = dz\). Thus \(Q_t\) is even a \textit{simple} generating function of \(\mathcal{S}a_t\) for \(t < 1/2\). As it also is smooth everywhere, all conditions for the restriction to the sphere being a generating function of \(a_t\) are met automatically.

Regarding construction of \(A_t\) and (i): We now set \(m = 8n\) and

\[
\hat{A}_t := Q_{t/3}#(Q_{t/3}#Q_{t/3}).
\]

This is a smooth family of quadratic forms because each \(Q_t\) is. For the same reason, it satisfies \(\hat{A}_t(\lambda x) = \lambda^2 A_t(x)\) for \(\lambda \in \mathbb{R}_{\geq 0}\) and thereby is the extension of the restriction \(A_t := \hat{A}_t|_{S^{2n+m-1}}\), as our notation suggests. Per Proposition 3.24, \(A_t\) is a generating function of \(a_t\).

Regarding (ii): By definition of \(\hat{A}_t\) and the composition formula (Proposition 3.19),

\[
\hat{A}_t(q, \zeta_1, \zeta_2, \zeta_a, \zeta_b) = Q_{t/3}(\zeta_1) + Q_{t/3}(\zeta_a) + Q_{t/3}(\zeta_b) - 2\omega_{\text{std}}(\zeta_a - \zeta_2, \zeta_b - \zeta_2) - 2\omega_{\text{std}}(\zeta_1 - q, \zeta_2 - q).
\]

The time derivative of \(\hat{A}_t\) fails to be strictly negative exactly at points where \(\zeta_1 = \zeta_a = \zeta_b = 0\). So we are done if \((q, \zeta_1, \zeta_2, \zeta_a, \zeta_b) \in \Sigma_{\hat{A}_t}\) and \(\zeta_1 = \zeta_a = \zeta_b = 0\) already imply that \(\zeta_2\) and \(q\) vanish, too. By Lemma 3.17,

\[
\Sigma_{\hat{A}_t} = \{(q, \zeta_1, \zeta_2, \zeta_a, \zeta_b) \in \mathbb{R}^{10n} \mid \partial \hat{A}_t/\partial(\zeta_1, \zeta_2, \zeta_a, \zeta_b) = 0\}.
\]

After evaluating the derivative, \(\partial \hat{A}_t/\partial \zeta_a = 0\) and \(\zeta_a = \zeta_b = 0\) indeed yield \(\zeta_2 = 0\), and \(\partial \hat{A}_t/\partial \zeta_1 = 0\) and \(\zeta_1 = \zeta_2 = 0\) yield \(q = 0\).

Regarding (iii): In a lengthy but mindless computation, we can evaluate Eq. \(10\) at \(t = 0, 1\) and calculate the eigenvalues of the coefficient matrices to verify that

\[
\text{ind}(\hat{A}_0) = 5n \quad \text{and} \quad \text{ind}(\hat{A}_1) = 7n.
\]
In this chapter, we follow Sandon’s proof \[\text{San13}\] of the special case of the contact Arnol’d conjecture \[\text{2.27}\] where the underlying manifold is a sphere: Every generic contactomorphism \(\phi\) of \(S^{2n-1}\) which is contact isotopic to the identity has at least two translated points. However, due to a gap in Sandon’s argument, we need to replace the condition that \(\phi\) is contact isotopic. Instead, we assume that \(\phi\) has a generating function \(F: S^{2n+k-1} \to \mathbb{R}\) such that the sublevel set \(\{F \neq 0 \leq 0\}\) is either empty or an embedded submanifold with non-trivial homology.

In the first section of this chapter, we will introduce cell attachments and a parametric Morse theory that will relate discriminant points of contactomorphisms to the homology of a sublevel set of their generating function. In the second section, we investigate the homology of the sublevel sets \(\{A_t \# F \leq 0\}\), where \(A_t\) generates the Reeb flow. We can then combine these findings to prove the main result in the last section. Here, we also discuss the impact of the gap in Sandon’s argument.

4.1 Cell Attachments and Parametric Morse Theory

Our goal is to detect the presence of translated points, which the generating function approach relates to critical points. In turn, Morse theory provides a connection to topology, allowing us to detect translated points using topological invariants. This essentially builds on the insight that the sublevel sets \(f^{-1}((-\infty,a])\) of a function \(f: M \to \mathbb{R}\) change by attaching cells when passing non-degenerate critical points.

In this chapter, we will first discuss cell attachments and how we can detect them by their effect on the Betti numbers of the space. We then fill out the details of a parametric Morse theory that Sandon outlines in \[\text{San13; Gra+17}\]. In this part, we will crucially draw from Milnor’s \[\text{Mil63}\].

4.1 Definition (Cell attachment and CW complexes).

(i) An \(n\)-cell is the topological space \(D^n := \{x \in \mathbb{R}^n \mid ||x|| \leq 1\}\).

(ii) A topological space arises from a topological space \(Y\) by attachment of an \(n\)-cell along an attachment map \(\phi: \partial D^n \to Y\) if it is given by the quotient space

\[Y \cup_\phi D^n := (Y \cup D^n)/\sim,\]

where \(\sim\) is the equivalence relation that identifies every \(x \in \partial D^n\) with \(\phi(x) \in Y\). Note that for \(n = 0\), this is a disjoint union with a point since \(\partial D^0 = \emptyset\).

(iii) We say a space \(X\) is a CW complex if it arises by the following process: We start with a discrete set \(X^0\), construct \(X^n\) from every \(X^{n-1}\) by attaching an arbitrary number of \(n\)-cells and finally take the union \(X = \bigcup_n X^n\) equipped with the weak topology. We regard the decomposition of \(X\) into cells as part of the CW structure. For more details, see e.g. Chapter 0 of \[\text{Hat02}\].
It is a well-established fact that every manifold is a CW complex:

\[ 4.2 \textbf{Theorem} \text{(Triangulation).} \text{ Every smooth manifold } M \text{ admits a triangulation, i.e. a homeomorphism to a simplicial complex. In particular, this induces a CW complex structure on the manifold } M. \]

\[ \text{Proof. See e.g. } [\text{Whi40}]. \]

We will use the following proposition in the proof of the main theorem to detect cell attachments through homology:

\[ 4.3 \textbf{Proposition.} \text{ Let } X \text{ be a CW complex and } \phi : \partial D^n \to X \text{ an attachment map of an } n\text{-cell into } X. \text{ Then exactly one Betti number of } X \text{ changes when attaching the cell.} \]

\[ \text{Proof. This argument is adapted from } [\text{RV06}], \text{ where it is given in the context of simplicial homology.} \]

Write \( Y := X \cup_\phi D^n \). Recall that the \( j\)-th Betti number is the rank of the \( j\)-th integral singular homology group. As such, they are invariant under homotopy equivalences. Following the arguments in the second paragraph of the proof of Theorem 3.5 in [Mil63], we can find a CW complex \( Y' \) that is homotopy equivalent to \( Y \) and carries the same CW structure as \( X \), except for one additional \( n\)-cell. We will denote this additional cell by \( \sigma \).

We can now calculate the Betti numbers of the CW complexes \( X \) and \( Y' \) with cellular homology. For a precise definition and a proof that it coincides with singular homology, see e.g. Chapter 2.2 of [Hat02]. The \( j\)-th element \( C_j \) in the cellular chain complex can be seen as the group of integral linear combinations of \( j\)-cells, linked together by the natural boundary homomorphism \( d_j : C_j \to C_{j-1} \). By rank-nullity we have

\[ \text{rk} C_j = \text{rk ker } d_j + \text{rk im } d_j. \]  

As usual, the homology groups and the Betti numbers can be calculated as

\[ H_j := \frac{\text{ker } d_j}{\text{im } d_{j+1}}, \quad \text{and} \quad \beta_j := \text{rk } H_j = \text{rk ker } d_j - \text{rk im } d_{j+1}. \]

Turning back to our specific cellular complexes \( Y' \) and \( X \), it follows by their construction that

\[ C_j(Y') = \begin{cases} C_j(X) \oplus \mathbb{Z}[\sigma] & \text{for } j = n, \\ C_j(X) & \text{otherwise.} \end{cases} \]

Since only \( C_n(X) \) and \( C_n(Y') \) differ, \( H_j(X) \) and \( H_j(Y') \) as well as the \( j\)-th Betti numbers must coincide for all \( j \notin \{n-1, n\} \). We now distinguish two cases based on whether \( d_n \sigma \in \text{im } d_n^{Y'} \) also lies in \( \text{im } d_n^X \):

If \( d_n \sigma \notin \text{im } d_n^X \), we intuitively have that the attachment of \( \sigma \) closes up an \( n\)-dimensional 'hole' in \( X \). Clearly

\[ \text{rk } \text{im } d_j^{Y'} = \begin{cases} \text{rk } \text{im } d_j^X + 1 & \text{for } j = n, \\ \text{rk } \text{im } d_j^X & \text{otherwise.} \end{cases} \]

\[ ^{11}\text{It is not true that we can just take the CW structure of } X \text{ and add in the additional } n\text{-cell to obtain a CW structure of } Y'. \text{ It is not clear that the cell gets attached only to cells of lower dimension, which the definition of a CW structure requires. However, Milnor uses cellular approximation of the attachment map to find a homotopic map } \phi' \text{ that attaches to sufficiently low dimensional cells. His Lemma 3.6, a compatibility result about cell attachments, homotopies and homotopy equivalences, then gives the desired homotopy equivalence between } Y \text{ and } Y' := X \cup_{\phi'} D^n. \]
such that
\[
\text{rk ker } d_j^{Y'} = \begin{cases} C_j(X) + 1 - \text{rk im } d_j^X & \text{for } j = n, \\ C_j(X) - \text{rk im } d_j^X & \text{otherwise,} \end{cases}
\]
\text{rk ker } d_j^X.

It follows with Eq. (12) that
\[
\beta_j(Y') = \begin{cases} \beta_j(X) - 1 & \text{for } j = n - 1, \\ \beta_j(X) & \text{otherwise.} \end{cases}
\]

If \( d_n \sigma \in d_n(C_n(X)) \), the attachment of \( \sigma \) instead creates a new \((n + 1)\)-dimensional 'hole'. In this situation, we immediately have \( \text{rk im } d_j^{Y'} = \text{rk im } d_j^X \) such that
\[
\text{rk ker } d_j^{Y'} = \begin{cases} C_j(X) + 1 & \text{for } j = n, \\ C_j(X) - \text{rk im } d_j^X & \text{otherwise,} \end{cases}
\]
\text{rk ker } d_j^X.

It follows with Eq. (12) that
\[
\beta_j(Y') = \begin{cases} \beta_j(X) + 1 & \text{for } j = n, \\ \beta_j(X) & \text{otherwise.} \end{cases}
\]

In both cases we see that exactly one Betti number changed. \( \square \)

We recap some basic definitions of Morse theory:

\textbf{4.4 Definition} (Critical points). Let \( M \) be a manifold and \( f : M \to \mathbb{R} \) differentiable.

(i) A \textit{critical point} of \( f \) is a point \( p \in M \) such that \( df_p = 0 \). A \textit{critical value} is a number \( c \in \mathbb{R} \) such that \( f^{-1}(c) \) contains at least one critical point.

(ii) A \textit{non-degenerate} critical point of \textit{index} \( \lambda \) is a critical point \( p \in M \) such that
- \( f \) is smooth around \( p \),
- there is a coordinate chart around \( p \) in which the Hessian matrix \( H_p f \) of \( f \) is non-singular and
- the dimension of the largest subspace on which \( H_p f \) is negative definite equals \( \lambda \).

Note that the notion of non-degeneracy of critical points and their index is independent of the choice of coordinate system by Sylvester’s law of inertia. While it would be sufficient for the results of this section to require \( f \) to be only \( C^2 \) around critical points, we assume smoothness here and in later statements for simplicity.

The following normal form Lemma is the corner stone of Morse theory:

\textbf{4.5 Lemma} (Morse). Let \( M \) be a manifold and \( f : M \to \mathbb{R} \) differentiable. Around any non-degenerate critical point \( p \) of index \( \lambda \), there exists a chart \((u_i)_{i=1}^n\) in which the function \( f : M \to \mathbb{R} \) can be written as
\[
f(u) = f(p) - u_1^2 - \ldots - u_{\lambda}^2 + u_{\lambda+1}^2 + \ldots + u_n^2.
\]

In particular, non-degenerate critical points are isolated.

\textit{Proof.} See e.g. Lemma 2.2 in [Mil63]. \( \square \)
The fundamental theorems of Morse theory establish that sublevel sets of a function on a compact manifold with only non-degenerate critical points change up to homotopy equivalence only by attaching cells when passing critical values. We will mimic this approach for parametric sublevel sets: For some fixed value $a$ and family $f$ of functions, we investigate how the sublevel sets $\{f_t \leq a\}$ change when varying $t$.

If $a$ is a regular value of $f_t$ for all times $t$ we pass, nothing happens up to homotopy:

4.6 Lemma (Relation of parametric sublevel sets without passing a critical point). Let $M$ be a compact manifold and $f : M \times [0, 1] \to \mathbb{R}$, $(x, t) \mapsto f_t(x)$ a $C^1$-map such that each $f_t$ has a Lipschitz differential. Assume that $a \in \mathbb{R}$ is a regular value of $f_t$ for every $t \in [0, 1]$. Then there exists an isotopy $\theta_t$ of $M$ such that $\theta_t(\{f_t \leq a\}) = \{f_t \leq a\}$.

**Proof.** We mostly reproduce the proof of Lemma 4.14 from [Gra+17] for the reader’s convenience.

Pick a Riemannian metric on $M$. Note that the open subset
\[ U := \{(x, t) \mid df_t|_x \neq 0\} \subseteq M \times [0, 1] \]
is exactly the set of $(x, t)$ such that the gradient $\nabla f_t|_x$ is non-zero. Define a vector field
\[ u_t := \frac{\nabla f_t}{|\nabla f_t|^2} \text{ on } U_t := \{x \in M \mid df_t|_x \neq 0\} \]
for each $t \in [0, 1]$ and note that $df_t(u_t) = 1$ by construction.

Pick $\epsilon > 0$ small enough such that the closed neighbourhood
\[ W := \{(x, t) \in M \times [0, 1] \mid |f_t(x) - a| \leq \epsilon\} \]
of $\{(x, t) \in M \times [0, 1] \mid f_t(x) = a\}$ is contained in $U$. Pick a smooth function
\[ \rho : M \times [0, 1] \to \mathbb{R} \]
with supp $\rho \subseteq U$ and $\rho(x) = 1$ for $x \in W$. Define a time-dependent vector field $X_t \in \mathfrak{X}_{U\times[0,1]}$ by
\[ X_t(x) = -\rho(x, t) (\partial_t f_t(x)) u_t(x) \quad \text{for } (x, t) \in U \]
and $X_t(x) = 0$ otherwise. It is Lipschitz by assumption so that its flow $\theta_t$ is well-defined on the compact $M$.

We now claim that $\theta_t$ is the isotopy that we are looking for. We can check
\[ \frac{d}{dt} f_t(\theta_t(x)) = (\partial_t f_t)(\theta_t(x)) + df_t(X_t)(\theta_t(x)) = (1 - \rho(\theta_t(x), t)) (\partial_t f_t)(\theta_t(x)). \]
In particular, $\frac{d}{dt} f_t(\theta_t(x)) = 0$ for $(\theta_t(x), t) \in W$, so $\theta_t(\{f_0 = a\}) = \{f_t = a\}$. As $\theta_0 = \text{Id}_M$, $\theta_t(\{f_0 \leq a\}) = \{f_t \leq a\}$ follows by continuity of the isotopy.

If we do pass a time $t$ where $a$ is a critical value, sublevel sets essentially change by cell attachment:

4.7 Lemma (Relation of parametric sublevel sets passing a single critical point). Let $M$ be a compact manifold and $f : M \times [0, 1] \to \mathbb{R}$, $(x, t) \mapsto f_t(x)$ a $C^1$-map such that each $f_t$ has a Lipschitz differential and $\partial_t f \leq 0$. Assume there are $(x_0, t_0) \in M \times (0, 1)$ and $\epsilon > 0$ such that $x_0$ is a non-degenerate critical point of $f_{t_0}$ with value $a$ and index $\lambda$, that $\partial_t f < 0$ and $f$ smooth in a neighbourhood of $(x_0, t_0)$ and that for all $t \in [t_0 - \epsilon, t_0 + \epsilon]$ there are no other critical points of $f_t$ with value $a$. Then $\{f_{t_0 + \epsilon} \leq a\}$ is homotopy equivalent to $\{f_{t_0 - \epsilon} \leq a\}$ with a $\lambda$-cell attached.
Proof. This proof closely mirrors the proof of Theorem 3.2 in [Mil63]. The crucial difference is that we use the implicit function theorem to locally construct a map $h$ whose sublevel sets $\{h \leq t\}$ relate to the parametric sublevel sets $\{f_t \leq a\}$. The proof then proceeds by bringing the problem into a normal form with the Morse Lemma and constructing perturbed functions $\tilde{f}_t$ and $\tilde{h}$ around the critical point.

Choose a neighbourhood $U$ of $x_0$ and $\delta \in (0, \epsilon)$ small enough such that $\partial_t f$ is bounded away from zero on the closure of $U \times (t_0 - \delta, t_0 + \delta)$. It follows that $f_{t_0 - \delta}(x_0) > a$ and $f_{t_0 + \delta}(x_0) < a$. By shrinking $U$ we may assume that $f_{t_0 - \delta} > a$ and $f_{t_0 + \delta} < a$ holds on all of $U$. By monotonicity and the intermediate value theorem, we get that for all $x \in U$ there is exactly one $t \in (t_0 - \delta, t_0 + \delta)$ such that $f_t(x) = a$. In other words, we can define a unique map $h : U \to \mathbb{R}$ such that $f_{h(x)}(x) = a$ for all $x \in U$.

Further shrink $U$ and $\delta$ until $f$ is smooth on the closure of $U \times (t_0 - \delta, t_0 + \delta)$. Since $\partial_t f$ is bounded away from zero, the implicit function theorem implies that $h$ is smooth with

$$D_x h = -(\partial_t f_{h(x)}(x))^{-1} \partial_x f_{h(x)}(x),$$

so that critical points of $h$ with value $t$ correspond to critical points of $f_t$ with value $a$. Taking the second derivative at such a critical point shows that

$$D^2_x h = -(\partial_t f_{h(x)}(x))^{-1} \partial^2_x f_{h(x)}(x).$$

This means for any choice of metric that the Hessian matrices of $h$ and $f_{t_0}$ in $x_0$ are a positive multiple of each other, so degeneracy and index are preserved under the correspondence of critical points. In particular, $x_0$ is a non-degenerate critical point of $h$ with index $\lambda$.

By the Morse Lemma [4.5] we can further restrict $U$ to find coordinates $u = (u_1, \ldots, u_n)$ on it such that

$$h = t_0 - u_1^2 - \ldots - u_\lambda^2 + u_{\lambda+1}^2 + \ldots + u_n^2$$

and the critical point has coordinates $u(x_0) = 0$. For later convenience, define

$$\xi(x) = u_1^2 - \ldots + u_\lambda^2$$
$$\eta(x) = u_{\lambda+1}^2 + \ldots + u_n^2$$
on $U$ such that $h = t_0 - \xi + \eta$.

Further shrink $\delta$ until the closed ball with radius $\sqrt{2\delta}$ around the origin is contained in the image of the chart $u : U \to \mathbb{R}^n$ and define the $\lambda$-cell

$$D := \{ p \in U \mid u_1^2(p) + ... + u_\lambda^2(p) \leq \delta \text{ and } u_{\lambda+1}(p) + ... + u_n(p) = 0 \}$$

$$= \{ p \in U \mid \xi(p) \leq \delta \text{ and } \eta(p) = 0 \}.$$

We find ourselves in the situation sketched by the following figure if we collapse each of $(u_1, ..., u_\lambda)$ and $(u_{\lambda+1}, ..., u_n)$ into a line:

The circle represents the boundary of the ball with radius $\sqrt{2\delta}$. The heavily shaded region is the region where $h \leq t_0 - \delta$, or equivalently $f_{t_0-\delta} \leq a$. In the green region we have $t_0 - \delta < h < t_0 + \delta$. The red line is the $\lambda$-cell $D$ and the level sets of $h$ are labeled.

Pick a smooth function $\mu : \mathbb{R} \to \mathbb{R}$ such that

$$\mu(0) > \delta, \quad \mu(r) = 0 \quad \forall r \geq 2\delta,$$

$$\mu'(r) \in (-1, 0] \quad \forall r \in \mathbb{R}.$$

Now define the map $\tilde{f} : M \times [0, 1] \to \mathbb{R}$ to coincide with $f$ outside of $U \times [0, 1]$, and set

$$\tilde{f}(x) = f_{t+\mu(\xi(x) + 2\eta(x))}(x)$$

for $(x, t) \in U \times [0, 1]$.

Just like $f$ induced $h$, the map $\tilde{f}$ now corresponds to a smooth $\tilde{h} : U \to \mathbb{R}$ given by

$$\tilde{h} := t_0 - \xi + \eta - \mu(\xi + 2\eta)$$

such that $\tilde{f}_{\tilde{h}(x)}(x) = a \quad \forall x \in U$.

By definition of $\mu$, the functions $f_{t+\delta}$ and $\tilde{f}_{t+\delta}$ coincide outside of the ellipsoid $\{ \xi + 2\eta \leq 2\delta \} \subseteq U$. For any $x \in U$ contained in this ellipsoid,

$$\tilde{h}(x) \leq h(x) = t_0 - \xi(x) + \eta(x) \leq t_0 + \frac{1}{2}(\xi(x) + 2\eta(x)) = t_0 + \delta,$$

so that $\tilde{f}_{t_0+\delta}(x) \leq a$ and $f_{t_0+\delta}(x) \leq a$ both hold. It follows that

$$\{ f_{t_0+\delta} \leq a \} = \{ \tilde{f}_{t_0+\delta} \leq a \}.$$

(16)
We have constructed $\mu$ in a way such that $h'$ has the same unique critical point within $U$:

We have

$$\frac{\partial \tilde{h}}{\partial \xi} = -1 - \mu'(\xi + 2\eta) < 0 \quad \text{and} \quad \frac{\partial \tilde{h}}{\partial \eta} = 1 - 2\mu'(\xi + 2\eta) \geq 1,$$

so that

$$\dot{\tilde{h}} = \frac{\partial \tilde{h}}{\partial \xi} d\xi + \frac{\partial \tilde{h}}{\partial \eta} d\eta$$

vanishes only where $d\xi$ and $d\eta$ do, i.e. at $x_0 = u(0)$. Evaluating $\tilde{h}$ at the critical point gives

$$\tilde{h}(x_0) = t_0 - \mu(0) < t_0 - \delta.$$

Due to the correspondence of critical points of $\tilde{h}$ with those of $\tilde{f}$, we can apply Lemma 4.6 to conclude the homotopy equivalence

$$\{ \tilde{f}_{t_0 - \delta} \leq a \} \simeq \{ \tilde{f}_{t_0 + \delta} \leq a \} \quad (17)$$

Define $H$ to be the closure of $\{ \tilde{f}_{t_0 - \delta} \leq a \} \setminus \{ f_{t_0 - \delta} \leq a \}$ such that

$$\{ \tilde{f}_{t_0 - \delta} \leq a \} = \{ f_{t_0 - \delta} \leq a \} \cup H. \quad (18)$$

The $\lambda$-cell $D$ is contained in $H$: For $x \in D$, $\partial \tilde{h}/\partial \xi < 0$ implies

$$\tilde{h}(x) \leq \tilde{h}(x_0) < t_0 - \delta \quad \Rightarrow \quad \tilde{f}_{t_0 - \delta}(x) < a,$$

while also $f_{t_0 - \delta}(x) \geq a$.

The set $H$ is now given by the region covered with arrows in the following sketch, while the region with $t_0 - \delta < \tilde{h} < t_0 + \delta$ is colored green:

Note that the space $\{ f_{t_0 - \delta} \leq a \} \cup D$ is a cell attachment of $D$ onto $\{ f_{t_0 - \delta} \leq a \}$. As the figure suggests, we can find a homotopy equivalence that is trivial outside of $U$ such that

$$\{ f_{t_0 - \delta} \leq a \} \cup H \simeq \{ f_{t_0 - \delta} \leq a \} \cup D. \quad (19)$$

An explicit construction of such a homotopy equivalence is given in Assertion 4 in the proof of Theorem 3.2 of [Mil63].

We are now ready to put everything together:

$$\{ f_{t_0 + \epsilon} \leq a \} \simeq \{ f_{t_0 + \delta} \leq a \}$$

$$\{ f_{t_0 + \delta} \leq a \}$$

$$\{ f_{t_0 - \delta} \leq a \}$$

$$\{ f_{t_0 - \delta} \leq a \} \cup H$$
Apart from the previously established equivalences, we have used Lemma 4.6 in the first and last step to cover the remaining distance from \(x_0 - \epsilon\) to \(x_0 - \delta\) and \(x_0 + \delta\) to \(x_0 + \epsilon\). In the last step, we additionally used that a homotopy equivalence between topological spaces induces a homotopy equivalence between the spaces with an attached cell for a suitable attachment map \(\psi\) (see Lemma 3.7 of [Mil63] for a proof due to P. Hilton). This completes our proof.

4.8 (Generalization of Lemma 4.7 to multiple critical points). Note that the proof of Lemma 4.7 can easily be modified to allow for multiple non-degenerate critical points with value \(a\): Since the Morse Lemma guarantees that these lie isolated, we can construct a perturbed \(f\) and \(h\) with minimal modifications. This results in a cell attachment for each of the critical points.

Putting the last two lemmata together, we get:

4.9 Proposition (Parametric Morse Theorem). Let \(M\) be a compact manifold and \(f : M \times [0,1] \rightarrow \mathbb{R}, (x,t) \mapsto f_t(x)\) a \(C^1\)-map such that each \(f_t\) has a Lipschitz differential and \(\partial_t f \leq 0\).

Let \(a \in \mathbb{R}\) and define

\[
\text{Crit}_{f,a} := \{(x,t) \in M \times [0,1] \mid x \text{ is a critical point of } f_t \text{ with value } a\}.
\]

Assume that for each \((x,t) \in \text{Crit}_{f,a}\), \(x\) is a non-degenerate critical point of \(f_t\) with index \(\lambda_{x,t}\) and that around \((x,t)\), \(f\) is smooth with \(\partial_t f < 0\).

Then \(\{f_t \leq a\}\) is homotopy equivalent to \(\{f_0 \leq a\}\) with a cell of dimension \(\lambda_{x,t}\) attached for each \((x,t) \in \text{Crit}_{f,a}\).

Proof. By the Morse Lemma and the fact that \(\partial_t f_k < 0\) around each \((x,t) \in \text{Crit}_{f,a}\), we have that the points in \(\text{Crit}_{f,a}\) are isolated. It follows that there is a finite number \(N\) of times \(t_1 < \ldots < t_N\) such that \(a\) is not a regular value of \(f_{t_j}\). Pick \(\epsilon > 0\) smaller than any \(|t_j - t_k|\) for \(j \neq k\). Lemma 4.7 and Remark 4.8 then give homotopy equivalences between each \(\{f_{t_j+\epsilon} \leq a\}\) and \(\{f_{t_j-\epsilon} \leq a\}\) with cells attached. Lemma 4.6 provides homotopy equivalences between each \(\{f_{t_j+\epsilon} \leq a\}\) and \(\{f_{t_j-\epsilon} \leq a\}\). These also induce homotopy equivalences between the spaces with attached cells by Lemma 3.7 of [Mil63].

4.2 Sublevel Sets of Composed Generating Functions

This section is largely based on [San13], but fixes various omissions and inaccuracies. We will provide a number of lemmata concerning sublevel sets of generating functions of contactomorphisms on the sphere. All of these culminate in Proposition 4.17, which will essentially allow us to detect differences in the reduced homology groups

\[
\tilde{H}_k(\{A_t \# F \leq 0\})
\]

of sublevel sets for \(t = 0\) and \(t = 1\). This will be based on an argument that, for sufficiently nice \(G\), the sublevel sets of composed generating functions at least philosophically are given by the join

\[
\{G \# F \leq 0\} \simeq \{G \leq 0\} \ast \{F \# 0 \leq 0\}
\]

of their individual sublevel sets.

The join can be viewed as the union of all line segments connecting \(X\) and \(Y\) when these are placed in general position relative to each other:
4.10 Definition. Let $X$ and $Y$ be topological spaces. We define the join $X * Y$ as the quotient space obtained from $X \cup X \times [0, 1] \cup Y$ by identifying for all $x \in X, y \in Y$ the points $(x, y, 0)$ with $x$ as well as the points $(x, y, 1)$ with $y$.

4.11 (Alternative definition of the join). We follow the definition of the join from [Whi56]. Note that it is frequently defined as an analogous quotient space of only $X \times Y \times [0, 1]$ instead. These definitions only differ if exactly one of $X$ and $Y$ is the empty set: For us, $M * \emptyset = M$ holds, which would otherwise be the empty set as well.

Sandon does not use our definition in Section 4 of [San13]. Strictly speaking, this leads to an error since she does not specifically exclude the case that $F$ is positive in the last part of her argument.

As a step towards sublevel sets of composed generating functions, we can now consider those of the direct sum:

4.12 Lemma (Sublevel set of direct sum). Let $F_1 : S^{n_1-1} \to \mathbb{R}$ and $F_2 : S^{n_2-1} \to \mathbb{R}$ be smooth functions on the sphere such that \{\{F_1 \leq 0\}\} are deformation retractions of neighbourhoods in $S^{n_1-1}$. Write $\tilde{F}_1 : \mathbb{R}^{n_1} \to \mathbb{R}, \tilde{F}_2 : \mathbb{R}^{n_2} \to \mathbb{R}$ for the extensions defined as in Definition 3.22 and $F_1 \oplus F_2$ for the restriction of the direct sum $\tilde{F}_1 \oplus \tilde{F}_2$ to the unit sphere $S^{n_1+n_2-1}$. Then there is a homotopy equivalence

$$\{F_1 \leq 0\} * \{F_2 \leq 0\} \simeq \{F_1 \oplus F_2 \leq 0\}.$$

Proof. We follow, in part, the proofs of Proposition 3.12 in [Gra+17] and Proposition B.1 in [Giv90] and incorporate part of an argument provided by A. Givental in correspondence regarding the latter.

Note first that there is an inclusion

$$\iota : \{F_1 \leq 0\} * \{F_2 \leq 0\} \hookrightarrow \{F_1 \oplus F_2 \leq 0\} \subseteq S^{n_1+n_2-1}$$

that can be defined on the join by sending equivalence classes of $x_1 \in \{F_1 \leq 0\}$ to $(x_1, 0)$, $x_2 \in \{F_2 \leq 0\}$ to $(0, x_2)$, and $(x_1, x_2, s) \in \{F_1 \leq 0\} \times \{F_2 \leq 0\} \times [0, 1]$ to $(\sqrt{s}x_1, \sqrt{1-s}x_2)$. For brevity, we will write

$$X := \{F_1 \oplus F_2 \leq 0\} \subseteq S^{n_1+n_2-1},$$

$$A := \iota (\{F_1 \leq 0\} * \{F_2 \leq 0\})$$

$$= \{(x_1, x_2) \in X \mid F_1(x_1) \leq 0 \text{ and } F_2(x_2) \leq 0\} \subseteq X.$$  

Our strategy will be to find a deformation retraction from $X$ to $A$.

First combine the deformation retractions of neighbourhoods $U_j \subseteq S^{n_j-1}$ to \{\{F_j \leq 0\}\} to obtain a deformation retraction

$$r : B \times [0, 1] \to B$$

from a neighbourhood $B$ of $A$ in $X$.

We now want to find a homotopy

$$r' : X \times [0, 1] \to X,$$

such that $r'_0 = \text{Id}_X$, $r'_1|_B = \text{Id}_B$ and $r'_1(X) \subseteq B$. To do this, we need to continuously interpolate between the identity on $B$ and homotopies that move points outside $B$ into it. For a $\delta > 0$
that we will fix later, define
\[
\begin{align*}
    r'_t(\sqrt{s}x_1, \sqrt{1-s}x_2) &= \begin{cases} \\
    (\sqrt{1-t}s x_1, \sqrt{1-t}(1-s)+t x_2) & \text{for } F_1(x_1) \geq \delta, \\
    (\sqrt{1-tq_j(x_j)} s x_1, \sqrt{(1-tq_j(x_j))(1-s)} + tq_j(x_j) x_2) & \text{for } 0 \leq F_1(x_1) \leq \delta, \\
    (\sqrt{s} x_1, \sqrt{1-s} x_2) & \text{for } F_1(x_1) \leq 0 \text{ and } F_2(x_2) \leq 0, \\
    (\sqrt{1-tq_j(x_j)} s + tq_j(x_j) x_1, \sqrt{(1-tq_j(x_j))(1-s)} x_2) & \text{for } 0 \leq F_2(x_2) \leq \delta, \\
    (\sqrt{1-t} s + t x_1, \sqrt{(1-t)(1-s)} x_2) & \text{for } F_2(x_2) \geq \delta,
    \end{cases}
\end{align*}
\]

where \( q_j(x_j) = F_j(x_j) / \delta, s \in [0, 1], x_1 \in S^{n_1-1} \) and \( x_2 \in S^{n_2-1} \). We can check that the wanted properties hold if we choose any \( \delta \) small enough so that the domains of the second and fourth case of the definition are contained within the neighbourhood \( B \) of \( A \).

We can combine \( r \) and \( r' \) to define the homotopy
\[
R_t := \begin{cases} \\
    r_{2t}^2 & \text{for } t \in [0, 1/2], \\
    r_{2t-1} \circ r'_1 & \text{for } t \in (1/2, 1]
    \end{cases}
\]
on \( X \). By the properties of \( r \) and \( r' \), this is continuous, \( R_0 = \text{Id}_X, R_1(X) = A \) and \( R_1|_A = \text{Id}_A \).

In other words, this is a deformation retraction of \( X \) onto \( A \). \( \square \)

We will be considering sublevel sets of compositions with quadratic generating forms in particular, which the next three lemmata will allow us to simplify:

\[4.13 \textbf{Lemma.} \] Consider a quadratic form \( A: \mathbb{R}^n \to \mathbb{R} \) and the sublevel set
\[
X := \{ x \in S^{n-1} \mid A(x) \leq 0 \}
\]
of its restriction to the unit sphere.

(i) The space \( S^{\text{ind}(A)-1} \) is a strong deformation retract of \( X \).

(ii) \( X \) is a deformation retract of a neighbourhood of itself in \( S^{n-1} \).

\[ \textit{Proof.} \] Set \( \lambda := \text{ind}(A) \) for the (negative) index, i.e. the number of negative eigenvalues of the coefficient matrix of \( A \). By Sylvester’s law of inertia for quadratic forms, we can assume without loss of generality that there exists a \( k \leq n \) such that \( A \) takes the form
\[
A(x) = -x_1^2 - \ldots - x_k^2 + x_{k+1}^2 + \ldots + x_n^2.
\]

Regarding (i): For convenience, we write \( x_- := (x_1, \ldots, x_\lambda), x_+ := (x_{\lambda+1}, \ldots, x_k) \) and \( x_0 := (x_{k+1}, \ldots, x_n) \) such that \( A(x) = -x_+^2 + x_+^2 \). It follows that we can write the sublevel set as
\[
X = \{ x \in S^{n-1} \mid x_+^2 \leq x_-^2 \}.
\]

Consider the subset
\[
S := \{ x \in S^{n-1} \mid x_+ = 0 = x_0, \text{ and } |x_-| = 1 \} \simeq S^{\lambda-1}.
\]

We define a strong deformation retract \( F: X \times [0, 1] \to X \) by
\[
(x_-, x_+, x_0, t) \mapsto \left( t \frac{x_-}{|x_-|} + (1-t)x_-, (1-t)x_+, (1-t)x_0 \right).
\]

This map is indeed well-defined and continuous, equals the identity for \( t = 0 \) and on \( S \) for all \( t \), and \( F(x, 1) \in S \) for all \( x \in X \).
Regarding (ii): Consider the restriction $B$ of $A$ to its non-null directions. Zero is a regular value of this restriction so that $\{B \leq 0\}$ is a submanifold and thereby a deformation retract of a neighbourhood. Extending the deformation retraction by acting trivially on the null directions then also gives that $\{A \leq 0\}$ is a deformation retract of a neighbourhood.

4.14 Lemma. Let $Q : \mathbb{R}^{2n} \times \mathbb{R}^k \to \mathbb{R}$ be a quadratic form that generates the identity on $\mathbb{R}^{2n}$. Then there is an isotopy $(\Psi_s)_{s \in [0, 1]}$ of fibre preserving\footnote{I.e., $\Psi_s(\zeta, \nu) \in \{\zeta\} \times \mathbb{R}^k$ for all $(\zeta, \nu) \in \mathbb{R}^{2n} \times \mathbb{R}^k$.} linear diffeomorphisms of $\mathbb{R}^{2n} \times \mathbb{R}^k$ such that $\Psi_0 = \text{Id}_{\mathbb{R}^{2n} \times \mathbb{R}^k}$ and $Q \circ \Psi_1$ is a quadratic form that only depends on the fiber variable.

Proof. We give additional details of the proof of Lemma 4.10 from [Gra+17]. Write the quadratic form at $(\zeta, \nu) \in \mathbb{R}^{2n} \times \mathbb{R}^k$ as

$$Q(\zeta, \nu) = \frac{1}{2} \begin{pmatrix} \zeta^T & \nu^T \end{pmatrix} \begin{pmatrix} A & B \\ B^T & C \end{pmatrix} \begin{pmatrix} \zeta \\ \nu \end{pmatrix},$$

where $A$ and $C$ are symmetric matrices. By Lemma 3.17, $\Sigma_Q$ consists of those $(\zeta, \nu)$ such that

$$\frac{\partial Q}{\partial \nu} = C\nu + B^T \zeta = 0,$$

and we can write

$$i_Q(\zeta, \nu) = (\zeta, A\zeta + B\nu).$$

(20)

Since $Q$ generates the identity, the image $i_Q(\Sigma_Q)$ must equal the zero section of $T^*\mathbb{R}^{2n}$, so by the first component of Eq. (20), for every $\zeta$ there must be at least one $\nu$ such that $(\zeta, \nu) \in \Sigma_Q$, i.e. $C\nu + B^T \zeta = 0$. Making such a choice for every vector of a basis of $\mathbb{R}^{2n}$ thus gives us a matrix $D$ such that

$$CD + B^T = 0.$$  

(21)

Again since $i_Q(\Sigma_Q)$ is the zero section, we must have

$$i_Q(\zeta, D\zeta) = (\zeta, 0),$$

which by the second component of Eq. (20) implies

$$A + BD = 0.$$  

(22)

Now define the smooth isotopy $(\Psi_s)_{s \in [0, 1]}$ of fibre preserving linear diffeomorphisms via

$$\Psi_s(\zeta, \nu) = (\zeta, \nu + sD\zeta).$$

The coefficient matrix of $Q \circ \Psi_1$ is given by

$$\begin{pmatrix} 1 & DT \\ 0 & 1 \end{pmatrix} \begin{pmatrix} A & B \\ B^T & C \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} A + BD + CD + B^T & CD + B^T \\ B + D^T C & C \end{pmatrix},$$

which evaluates to $\begin{pmatrix} 0 & 0 \\ 0 & C \end{pmatrix}$ using Eqs. (21) and (22). This means that $Q \circ \Psi_1$ only depends on the fiber variables. \qed
4.15 Lemma. Let $F, F': S^{2n+N-1} \rightarrow \mathbb{R}$ and $G : S^{2n+M-1}$ be three generating functions on the sphere and assume there is a diffeomorphism $\Psi : \mathbb{R}^{2n} \times \mathbb{R}^N \rightarrow \mathbb{R}^{2n} \times \mathbb{R}^N$ that preserves the fibers over $\mathbb{R}^{2n}$, is homogeneous of degree one and satisfies $\tilde{F}' = F \Psi$. Then there exists a canonical diffeomorphism

$$\tilde{\Psi} : \{F#G \leq 0\} \rightarrow \{F'#G \leq 0\}.$$ 

Proof. Since $\Psi$ preserves fibers, we can write $\Psi(y_1, y_2)$ for the component $\Psi_2$ of $\Psi$ on $\mathbb{R}^N$. Define $\Phi : \mathbb{R}^{2n+2n+N+M} \rightarrow \mathbb{R}^{2n+2n+N+M}$ by setting

$$\Phi(q, \zeta, \zeta', \nu_1, \nu_2) := (q, \zeta, \zeta', \Psi_2(\zeta, \nu_1), \nu_2).$$

This is a diffeomorphism such that $\tilde{F}' \Phi = (\tilde{F} \Phi) \Psi$. It follows that $\Phi$ restricts to a diffeomorphism of the sublevel sets of the functions $F#G$ and $F'#G$ on $\mathbb{R}^{6n+N+M}$. Like $\Psi$, $\Phi$ is homogeneous of degree one.

Both $\tilde{F}' \Phi$ and $\tilde{F}' \Phi$ are homogeneous of degree 2, so every open ray starting at zero lies either entirely within their respective 0-sublevel sets or outside of it. Such rays can be identified with points on the unit sphere and are preserved under $\Phi$ since it is homogeneous of degree one. Under this identification, $\Phi$ gives a diffeomorphism $\tilde{\Psi}$ of sublevel sets on the sphere.

Write $\tilde{H}_j(X)$ for the $j$-th reduced integer homology group of a compact space $X$. We have a Kuenneth formula for the join of a CW complex with a sphere:

4.16 Lemma. Let $X \neq \emptyset$ be a CW complex and $d \in \mathbb{N}$. It follows that

$$\tilde{H}_k(S^d \ast X) = \tilde{H}_{k-d-1}(X),$$

where we use the convention that all negative-dimensional reduced homology groups are trivial.

Proof. We follow an argument from Section 4 of [San13]. The smash product $A \ast B$ of two pointed topological spaces $(A, a_0)$ and $(B, b_0)$ arises from $A \times B$ by identifying all $(a, b_0)$ and $(a_0, b)$ for all $a \in A, b \in B$. The reduced suspension $\Sigma Y$ of a pointed topological space $(Y, y_0)$ is the space

$$\Sigma Y := \frac{Y \times [0, 1]}{Y \times \{0\} \cup Y \times \{1\} \cup \{y_0\} \times [0, 1]}.$$ 

It is generally true that the join of two non-empty spaces is homotopy equivalent to the suspension of their smash product for any choice of basepoints, see e.g. 0.24 in [Hat02]. Moreover, it is straightforward to see that the reduced suspension $\Sigma Y$ of a pointed topological space $Y$ is the same as $S^1 \wedge Y$.

We have so far established that

$$S^d \ast X \simeq S^1 \wedge (S^d \wedge X).$$

By the Kuenneth formula, a smash product of a CW complex with a sphere shifts the homology groups of the resulting space by the dimension of the sphere (see e.g. page 276 of [Hat02]). The statement of the Lemma follows by invariance of homology under homotopy equivalences.

We are now ready to combine the previous lemmata into the main result of this section.

4.17 Proposition (Homology of $\{A_t \# F \leq 0\}$). Let $F : S^{2n+k-1} \rightarrow \mathbb{R}$ be a generating function of a contactomorphism $\phi$ on $S^{2n+k-1}$ and $A_t$ the family of generating functions of the Reeb flow from Proposition 3.28. Assume that $\{F \# 0 \leq 0\}$ is an embedded submanifold
of $S^{6n+k-1}$ and let $t \in \{0, 1\}$.

(i) If $\{F\#0 \leq 0\}$ is empty, then

$$\tilde{H}_j(\{A_t\#F \leq 0\}) = \begin{cases} \mathbb{Z} & \text{if } j = \text{ind}(\hat{A}_t), \\ 0 & \text{else.} \end{cases}$$

(ii) If $\{F\#0 \leq 0\}$ is non-empty, then

$$\tilde{H}_j(\{A_t\#F \leq 0\}) = \tilde{H}_{j-\text{ind}(\hat{A}_t)}(\{F\#0 \leq 0\}),$$

where we use the convention that all negative-dimensional reduced homology groups are trivial.

(iii) If $\{F\#0 \leq 0\}$ is either empty or has non-trivial homology, at least two Betti numbers of $\{A_0\#F \leq 0\}$ and $\{A_1\#F \leq 0\}$ differ. Otherwise, they both have trivial homology.

**Proof.**

Regarding (i) and (ii): By Lemma 4.14, for each $t \in \{1, 2\}$ there exists a quadratic form $\hat{A}'_t : \mathbb{R}^{2n+m} \to \mathbb{R}$ that only depends on the fiber variables and equals the quadratic forms $A_t : \mathbb{R}^{2n+m} \to \mathbb{R}$ up to a fiber preserving linear diffeomorphism $\Psi_t$ on the domain, i.e. $\hat{A}'_t = A_t \Psi_t$. Write $A'_t := \hat{A}'_t|_{S^{2n+m-1}}$ for the restrictions to the sphere, in line with our notation $\hat{\cdot}$ for extensions of maps on the sphere.

We will soon show for $t \in \{1, 2\}$ that the following series of homotopy equivalences holds:

$$\{A_t\#F \leq 0\} \simeq \{A'_t\#F \leq 0\} \simeq \{A'_t \oplus (F\#0) \leq 0\} \simeq \{A'_t \leq 0\} \ast \{F\#0 \leq 0\} \simeq S^{\text{ind}(\hat{A}_t)-1} \ast \{F\#0 \leq 0\}$$

Assume for now that the equivalences hold. If $\{F\#0 \leq 0\}$ is empty, the join operation yields a sphere again and (i) follows. If $\{F\#0 \leq 0\}$ is non-empty, (ii) follows immediately with Lemma 4.16. We can apply this Lemma since every manifold is a CW complex by Theorem 4.2.

Regarding the first homotopy equivalence: By Proposition 3.15, the linear and fiber preserving diffeomorphisms $\Psi_t$ even induce a canonical diffeomorphism between the sublevel sets.

Regarding the second homotopy equivalence: This follows immediately from $A'_t \# \hat{F} = \hat{A}'_t \oplus (\hat{F}\#0)$, which holds by the structure of the composition formula and the fact that $\hat{A}'_t$ only depends on fiber variables.

Regarding the third homotopy equivalence: This follows from Lemma 4.12 if we can show that $\{A'_t \leq 0\}$ and $\{F\#0 \leq 0\}$ are deformation retracts of neighbourhoods in $S^{2n+m-1}$ and $S^{6n+k-1}$, respectively. For the former, we have seen that this holds in Lemma 4.13 (i). The latter is an embedded submanifold by assumption and thereby has a tubular neighbourhood that deformation retracts onto it.

The fourth homotopy equivalence follows from Lemma 4.13 (ii) since the indices of $\hat{A}'_t$ and $\hat{A}_t$ are equal.

Regarding (iii): Note that by Proposition 3.28 (iii), we have

$$\text{ind}(\hat{A}_1) - \text{ind}(\hat{A}_0) = 2n > 0.$$
In particular, the homology groups of \( \{A_0 \# F \leq 0\} \) and \( \{A_1 \# F \leq 0\} \) are not all trivial and shifted by a positive number. Since this means that the minimal and maximal non-trivial groups are shifted, it implies that two Betti numbers differ.

If \( \{F \# 0 \leq 0\} \) is non-empty with trivial homology, then applying Lemma 4.16 to the series of homotopy equivalences from the proof of part (i) and (ii) implies that \( \text{ind}(A_t) \) has trivial homology for \( t = 0, 1 \) as well.

One way to satisfy the requirement that \( \{F \# 0 \leq 0\} \) is an embedded submanifold is assuming that 0 is a regular value of \( F \):

**4.18 Lemma.** Let \( F : S^{2n+k-1} \to \mathbb{R} \) be a generating function on the sphere such that 0 is a regular value of \( F \). Then 0 is also a regular value of \( F : S^{6n+k-1} \to \mathbb{R} \), the composition of \( F \) with the zero function on \( S^{2n-1} \).

**Proof.** Note first that 0 is a regular value of \( F \) on the sphere exactly if it is a regular value of its homogeneous extension as defined in Definition 3.22. It follows that we need to show that 0 is a regular value of \( \hat{F} \) assuming it is one of \( F \).

Per Definitions 3.19 and 3.24, \( \hat{F} \# 0 \) is the restriction to the sphere of \( \hat{F} \# 0 : \mathbb{R}^{2n+2n+2n+k} \to \mathbb{R} \),

\[
(q, \zeta_1, \zeta_2, \nu) \mapsto \hat{F}(\zeta_1, \nu_1) - 2\omega_{\text{std}}(\zeta_1 - q, \zeta_2 - 1).
\]

Now pick any \( x = (q, \zeta_1, \zeta_2, \nu_1) \in \mathbb{R}^{2n+2n+2n+k} \) such that \( (\hat{F} \# 0)(x) = 0 \), i.e.

\[
\hat{F}(\zeta_1, \nu_1) = 2\omega_{\text{std}}(\zeta_1 - q, \zeta_2 - q).
\]

We need to find a tangent vector \( \Delta x = (\Delta q, \Delta \zeta_1, \Delta \zeta_2, \Delta \nu_1) \in T_x \mathbb{R}^{2n+k} \) such that \( d(\hat{F} \# 0) \Delta x \neq 0 \). Compute

\[
d(\hat{F} \# 0) \Delta x = d\hat{F}(\Delta \zeta_1, \Delta \nu_1) - 2\omega_{\text{std}}(\Delta \zeta_1 - \Delta q, \Delta \zeta_2 - q) - 2\omega_{\text{std}}(\zeta_1 - q, \Delta \zeta_2 - \Delta q).
\]

We consider two cases: First assume \( F_1(\zeta_1, \nu_1) \neq 0 \), set \( \Delta \zeta_2 = \zeta_2 - q \) and all other components of \( \Delta x \) to zero. It follows by Eqs. (23) and (24) that

\[
d(\hat{F} \# 0) \Delta x = -2\omega_{\text{std}}(\zeta_1 - q, \zeta_2 - 1) = -\hat{F}(\zeta_1, \nu_1) \neq 0.
\]

Now assume instead that \( F_1(\zeta_1, \nu_1) = 0 \). Since 0 is a regular value of \( F_1 \), there exist \( (\Delta \zeta_1, \Delta \nu_1) \) such that \( h := d\hat{F}(\Delta \zeta_1, \Delta \nu_1) \neq 0 \). We again consider two cases: Assume first that \( \omega_{\text{std}}(\Delta \zeta_1, \zeta_2 - q) \neq h/2 \). Then we immediately get \( d(\hat{F} \# 0) \Delta x \neq 0 \) from Eq. (24) by setting \( \Delta x = (0, \Delta \zeta_1, 0, \Delta \nu_1) \). Assume instead that \( \omega_{\text{std}}(\Delta \zeta_1, \zeta_2 - q) = h/2 \). In particular, \( \zeta_2 - q \neq 0 \) and we can pick a \( \Delta q \) such that \( \omega_{\text{std}}(\Delta q, \zeta_2 - q) \neq 0 \). Now setting \( \Delta \zeta_2 = \Delta q \) in Eq. (24) yields

\[
d(\hat{F} \# 0) \Delta x = h - 2\omega_{\text{std}}(-\Delta q, \zeta_2 - q) - 2\omega_{\text{std}}(\zeta_1 - q, 0) = \omega_{\text{std}}(\Delta q, \zeta_2 - q) \neq 0,
\]

and we are done.

**4.3 Existence of Translated Points on \( S^{2n-1} \)**

We are now ready to prove the main theorem and discuss the difference to Sandon’s original statement:

**4.19 Theorem.** Let \( \phi \) be a contactomorphism on \( S^{2n-1} \) without degenerate translated points. Assume that \( \phi \) has a generating function \( F : S^{2n+k-1} \to \mathbb{R} \) such that the sublevel set \( \{F \# 0 \leq 0\} \) is either empty or an embedded submanifold with non-trivial homology.
Then $\phi$ has at least two translated points.

**Proof.** Let $A_t : S^{2n+m-1} \to \mathbb{R}$ be the smooth family of generating functions of the Reeb negative flow $a_t$ from Proposition 3.28 and define the function

$$G_t := A_t \# F,$$

which generates $a_t \circ \phi$ by Proposition 3.24.

By Definition 2.18 each translated point of $\phi$ corresponds to a discriminant point of $a_t \circ \phi$ for some $t$. Due to periodicity of $a_t$, we can make this correspondence one-to-one by restricting $t$ to $[0, 1)$. Per Proposition 3.27 each of those corresponds one-to-one to a critical point of $G_t$ with value zero and by assumption all these critical points are non-degenerate.

To detect critical points, we consider the homology of the sublevel sets

$$N_t := \{ G_t(x) \leq 0 \} \quad \text{for } t \in [0, 1].$$

If the points in time $t \in [0, 1]$ where $G_t$ has a critical point with value zero were not isolated, we would clearly have more than two translated points and we would be done. Assuming instead that they are isolated, we want to show that $\partial_t G_t < 0$ around every critical point of $G_t$ with value zero in order to apply Proposition 4.19. By homogeneity, this is equivalent to showing that $\partial_t \tilde{A}_t < 0$ around every non-zero critical point of $\tilde{A}_t$. Recall that

$$\tilde{G}_t(q, \zeta_1, \zeta_2, \nu_1, \nu_2) = \tilde{A}_t(\zeta_1, \nu_1) + \tilde{F}(\zeta_2, \nu_2) - 2\omega_{\text{std}}(\zeta_1 - q, \zeta_2 - q).$$

If $(q, \zeta_1, \zeta_2, \nu_1, \nu_2)$ is a non-zero critical point then it lies in $\Sigma_{\tilde{A}_t, \# F} \setminus \{0\}$. By the same argument as in part (iii) of the proof of Proposition 3.24 we have $(\zeta_1, \nu_1) \in \Sigma_{\tilde{A}_t} \setminus \{0\}$. With Proposition 3.28(ii) and continuity, it follows that $\partial_t \tilde{A}_t = \partial_t \tilde{A}_t < 0$ in a neighbourhood of each such critical point.

Proposition 4.19 now yields that $N_1$ arises from $N_0$ by attaching a cell whenever $t \in [0, 1]$ passes a critical point of $G_t$ with value zero. Note that the sublevel sets $\{ G_t \leq 0 \}$ away from these $t$ with critical points are manifolds and by Theorem 4.12 in particular CW complexes. It follows by Proposition 4.13 that exactly one Betti number changes whenever attaching a cell. By Proposition 4.17(iii), we know that at least two Betti numbers of $N_0$ and $N_1$ differ. It follows that we must attach at least two cells in this process, corresponding to at least two critical points of $G_t$ with value zero, i.e. translated points of $\phi$. \hfill $\square$

The following proposition covers some of the distance between Theorem 4.19 and Sandon’s statement:

**4.20 Proposition.** Let $\phi$ be a contactomorphism on $S^{2n-1}$ that is contact isotopic to the identity. Then either $\phi$ has an infinite number of translated points, or there is some $t \in [0, 1]$ such that $a_t \circ \phi$ has a generating function $F : S^{2n+k-1} \to \mathbb{R}$ whose sublevel set $\{ F \# 0 \leq 0 \}$ is an embedded submanifold.

**Proof.** Pick some strictly increasing series $(t_i)_{i \in \mathbb{N}}$ of points in $(0, 1)$. By Proposition 3.26 each of the contactomorphisms $a_{t_i} \circ \phi$ has a generating function $F_i : S^{2n+k-1} \to \mathbb{R}$. Assume first that $0$ is a regular value of one of these, then Lemma 4.15 gives that it is also a regular value of $F_i \# 0$. It follows that $\{ F_i \# 0 \leq 0 \}$ is an embedded submanifold, and we would be done. Now assume instead that $0$ is a singular value of all $F_i$. By the same arguments as in the first two paragraphs of the proof of Theorem 4.19 this implies the existence of a translated point of $\phi$ for each $i \in \mathbb{N}$. \hfill $\square$
4.21 (Comparison to Sandon’s original statement of the theorem). In light of Proposition 4.20, the critical assumption of Theorem 4.19 that we cannot yet guarantee is the homological condition on \( \{ F\#0 \leq 0 \} \). The problem is exemplified by the following situation: Say for the sake of argument that \( \{ F\#0 \leq 0 \} \) was a contractible space. The proof of Theorem 4.19 then fails at the step where we try to apply Proposition 4.17 (iii). It still follows by the proof of this proposition that

\[
N_t = \{ A_t \# F \leq 0 \} \simeq S^{\text{ind}(A_t)-1} \ast \{ F\#0 \leq 0 \}.
\]

Since \( \{ F\#0 \leq 0 \} \) is homotopy equivalent to a point, it follows that \( N_t \) is homotopy equivalent to a point as well, for both \( t \in \{ 0, 1 \} \). The proof of Theorem 4.19 is built around the idea of finding translated points by detecting differences in the homology of \( N_0 \) and \( N_1 \), so there is a considerable problem in this situation.

Based on a suggestion by Sandon, one approach to fixing this is the following: By using the Hamilton-Jacobi equation and composing a general generating function with the Reeb flow sufficiently many times, one can replace it with a generating function \( F \) that is positive on its set of fiber-critical points. Since only that set determines what contactomorphism is generated, one can then attempt modifying \( F \) on the complement to construct a positive generating function \( F' = F + h \). However, in order to have \( \Sigma_{F'} = \Sigma_F \), the function \( h \) must satisfy \( \partial h / \partial \nu \neq -\partial F / \partial \nu \) wherever it doesn’t vanish. So far, any attempt to construct such an \( h \) large enough to make \( F' \) positive seems to force passing through this derivative.

Following this, I have also attempted a simpler approach of constructing an \( F' = F + h \) yielding a non-trivial homology of the sublevel set at zero through a local modification. This showed the same problem, however: To create a non-triviality in the sublevel set, one has to create a critical point of \( F' \) restricted to the sphere. This should essentially force the derivative of \( h \) to be that of \( -F \), breaking the inequality above. (Strictly speaking, it is more complicated since the inequality is about all of \( F \) and \( h \) instead of the restrictions to the sphere, but this should only shift the problematic point due to homogeneity.)

Another way to address this problem could be to modify the generating function \( F \) we get from Proposition 4.20 by composing it with some appropriate generating function \( G \) of the identity such that \( \{ (F \# G) \# 0 \leq 0 \} \) satisfies the assumptions. Failing that, one could make a genericity argument by considering a carefully chosen series of functions \( G_i \) whose generated contactomorphisms tend toward the identity. Assuming one can show that the assumptions are met for them, one can argue that this also yields at least one translated point for the original contactomorphism.
Appendix

A.1 Notes on [San13]

This appendix gives an itemized summary of all the differences between this thesis and Sheila Sandon’s *A Morse estimate for translated points of contactomorphisms of spheres and projective spaces* [San13]. We consider in particular Sandon’s section two (Preliminaries), three (Homogeneous generating functions) and four (Translated points for contactomorphisms of $S^{2n-1}$). I am deeply grateful to Sandon for her help in understanding these points.

A.1.1 Preliminaries

(i) Our Definition 2.18 of non-degenerate translated points is more restrictive that Sandon’s. While they coincide in the context of the main result, ours seems more natural and fits in better to with non-degeneracy of leafwise fixed-points (compare Remark 2.19).

A.1.2 Homogeneous generating functions

(i) Sandon acknowledges that her definition of generating functions does not literally apply to lifts of contactomorphisms in her Remark 3.4. This is essentially a consequence of the lift failing to be smooth at the origin. In this thesis, we took great care to make the propositions applicable to the situation we use them in. This forced us to state and prove slightly more general statements throughout chapter three (compare Remark 3.15) and in particular led to the complicated statement of Definition 3.22.

(ii) In her definition of a generating function $F$ for a symplectomorphism $\Phi$, Sandon only demands that the set $i_F(\Sigma_F)$ generated by it gets identified with the graph of $\Phi$, a Lagrangian submanifold. However, we must demand at least that $i_F$ must be injective for the correspondence of critical points to be one-to-one. Indeed, if $F(x)$ is a generating function of $\Phi$, then $F'(x,\theta) := F(x) + \sin(\theta)$ can be seen to generate $\Phi$ as well since $i_F'(\Sigma_F) = i_F(\Sigma_F)$ by Lemma 3.17. But $F'$ has an infinite number of critical points for each critical point of $F$.

(iii) Sandon’s Proposition 3.1 was likely meant to be formulated for symplectomorphisms that were lifted from a contactomorphism, not general Hamiltonian symplectomorphisms $\Phi$ on $\mathbb{R}^{2n}$: The Hamiltonian isotopy $\Phi_t$ associated with the latter can not generally be subdivided into $C^1$-small pieces on its non-compact domain. Instead we require the arguments of our Lemma 3.25. Note also that the isotopy needs to be split into $C^2$-small pieces instead of $C^1$-small pieces as the derivative of the function $g$ in the lift incorporates second derivatives of the contactomorphism $\phi$.

(iv) The inequality in Sandon’s Lemma 3.6 should not be strict: At the coordinate origin, homogeneity of the family $F_t$ forces a vanishing time derivative. It does not suffice to only exclude this origin: While her argument in the $C^1$—small case would hold, the composition formula carries this problem away from the origin. This assessment seems
consistent with the fact that Sandon and her coauthors formulate a weaker statement in Proposition 2.22 of the later [Gra+17]. In the larger context of the main result, this weaker statement required us to state the assumptions of the parametric Morse theory approach more carefully and derive that the inequality holds strictly for the Reeb flow at least on $\Sigma_{\hat{A}} \setminus \{0\}$ (see Proposition 3.28 (iii)). This approach is adapted from The98.

(v) Instead of Sandon’s Proposition 3.8, we give an explicit proof of the difference of indices based on our concrete choice of $A_t$ in Proposition 3.28 (iv).

A.1.3 Translated points for contactomorphisms of $S^{2n-1}$

(i) All sublevel sets of functions on Euclidean space should refer to their restrictions to the unit sphere instead. Similarly, the distinction between cases where $F$ is positive everywhere or not should refer to the restriction of $F$ to the unit sphere. Otherwise, $F$ is never strictly positive as it must vanish in the origin by homogeneity.

(ii) $\bar{A}_0$ should be defined on $\mathbb{R}^{2N'}$ instead of $\mathbb{R}^{2M}$, since $A_t$ is defined on $\mathbb{R}^{2n} \times \mathbb{R}^{2N'}$.

(iii) Strictly speaking, the equalities $A_0 \circ \Psi_0^1 = \bar{A}_0$ and $A_1 \circ \Psi_1^1 = \bar{A}_1$ are missing projection maps.

(iv) Sandon suggests that equivalent generating functions have homotopy equivalent sublevel sets. Care should be taken here since she does not define equivalence of generating functions. Common definitions from the literature allow for the addition of constants, which would make this statement false. Here, she likely only allows for the application of a diffeomorphism in the domain and stabilization. Lemma 4.8 from The98 provides a stronger statement than she quotes, however, and immediately gives homotopy equivalence of sublevel sets in this situation.

(v) Sandon does not give any justification for the formula $\{\bar{A}_0 \# F \leq 0\} \simeq \{\bar{A}_0 \leq 0\}$ for the case $F$ positive, and $\{A_0 \# F \leq 0\} \simeq \{A_0 \leq 0\} \ast \{F \leq 0\}$ for $F$ general. The later preprint [Gra+17] gives some context to these formulae with their Proposition 3.14 and the arguments at the end of page 31. These establish only an equality of their Maslov index on lens spaces of the involved sublevel sets. We derived the stronger statements applicable to our situation mostly in Lemma 4.12 which crucially builds on communication with Alexander Givental on his Proposition B.1 in Giv90.

(vi) Sandon’s definition of the join strictly speaking leads to an error: She does not exclude the case $F$ strictly positive for the general case, which would imply $\{F \leq 0\} = \emptyset$ and $\{\bar{A}_0 \# F \leq 0\} \simeq \{\bar{A}_0 \leq 0\} \ast \{F \leq 0\} = \emptyset$. This leads to problems as the rest of the argument assumes non-empty spaces in order to use constructions of pointed spaces. This is easy to fix, however: Either one can explicitly exclude the case that $F$ is strictly positive as it was already considered separately, or one can choose a more natural definition of the join as we do (compare our Remark 4.11).

(vii) Sandon hints at the required parametric Morse theory statements, but gives very little details. In the later preprint [Gra+17], she and her coauthors only give an argument for the case that $a$ is a regular value for all times with her Lemma 4.14. We provide the singular case in our Lemma 4.7 by adapting a proof due to Milnor Mil63.

(viii) Similarly, Sandon only provides the idea of how to use a Kuenneth formula to detect cell attachments through homology. We filled out the details by considering specifically the change in Betti numbers by our Propositions 4.3 and 4.17. This gap is what allowed the assumption on non-trivial homology of $\{F \# 0 \leq 0\}$ to go unnoticed (see Remark 4.2 for details).
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A.2 Lifting Contactomorphisms from $\mathbb{R}P^{2n-1}$ to $\mathbb{R}^{2n}$

Sandon also gives a proof of the contact Arnol'd conjecture for real projective space in $\text{San13}$ with a very similar approach, where $\mathbb{R}P^{2n-1}$ is equipped with the standard contact form $\alpha$ from Remark $2.15$. Analogously to Section $3.4$ for the sphere, this appendix provides the foundation for Sandon’s proof with a way to lift contactomorphisms from real projective space to Euclidean space.

It is based on the discussion of lifting in $\text{San13}$, but spells out the details of the proof.

A.1 Proposition (Lifting contactomorphisms and contact isotopies from $\mathbb{R}P^{2n-1}$ to $S^{2n-1}$).

Let $\phi$ be a contactomorphism and $\phi_t$ a contact isotopy on $(\mathbb{R}P^{2n-1}, \alpha)$.

(i) We can lift $\phi$ to a contactomorphism $\hat{\phi}$ on $(S^{2n-1}, \alpha)$ such that $\pi \hat{\phi} = \phi \pi$, where $\pi$ is the canonical projection from the sphere to projective space.

(ii) We can lift $\phi_t$ to a unique contact isotopy $\hat{\phi}_t$ on $(S^{2n-1}, \alpha)$ by requiring in addition to $\pi \hat{\phi}_t = \phi_t \pi$ that the lift starts at the identity. If $\phi_t$ is generated by the Hamiltonian function $H_t$, then $\hat{\phi}_t$ is generated by $\hat{H}_t := H_t \circ \pi$.

(iii) Each (non-degenerate) translated point of $\phi$ corresponds precisely to two (non-degenerate) translated points of $\phi_t$, namely those which project to it under $\pi$.

Note that the lift $\hat{\phi}$ from part (i) is not unique since its composition with the antipodal map descends to the same $\phi$. Part (iii) does not hold for discriminant points, i.e. their preimages are not necessarily discriminant points themselves: The lift of $\phi$ may permute them so that they fail to be fixed points.

Proof. Regarding (i): Note that $S^{2n-1}$ is a double cover of $\mathbb{R}P^{2n-1}$. We can then apply a smooth version of the lifting Theorem 3.5.2 in $\text{Die08}$ to the composition $f = \phi \pi$ since $\phi$ is a diffeomorphism and the push-forwards of the fundamental groups are therefore the same. Since the contact form of $\mathbb{R}P^{2n-1}$ is defined as the pushforward along the covering map, this lift preserves it. Similarly lifting the inverse of $\phi$ must, up to applying the antipodal map, yield the inverse of $\phi$ such that it is a contactomorphism.

Regarding (ii): Since $\pi : S^{2n-1} \to \mathbb{R}P^{2n-1}$ is a smooth fibration, it satisfies a homotopy lifting property (see e.g. Section 5.5 of $\text{Die08}$). The lifted homotopy is smooth and unique since $\pi$ is even a smooth covering space. We can apply this to the homotopy $\phi_t \pi$ to get $\hat{\phi}_t \pi$, requiring the lifted homotopy to start at the identity. By the same arguments of part (i), each $\phi_t$ is a contactomorphism.

We still need to show that the isotopy $\hat{\phi}_t$ is generated by the contact Hamiltonian $\hat{H}_t$. To see this, note that differentiating $\pi \hat{\phi}_t = \phi \pi_t \pi$ shows that $\hat{\phi}_t$ is generated by the vector field 

$$\hat{X}_t := d\pi^{-1} X_t \circ \pi,$$

where $X_t$ is the generating field of $\phi_t$ and we used that $\pi$ is a local diffeomorphism. Using the equations from Def. & Prop. 2.12 that characterize $X_t$ as generated by $H_t$ and inserting the definitions of $\hat{X}_t$, $\hat{H}_t$ and $\alpha = \pi^* \hat{\alpha}$ yields that $\hat{H}_t$ indeed generates $\hat{X}_t$.

Regarding (iii): By part (ii), the Reeb flow $R_t^\alpha$ on $S^{2n-1}$ is a lift of the Reeb flow $R_t^\phi$ on $\mathbb{R}P^{2n-1}$, i.e.

$$\pi R_t^\alpha = R_t^\phi \pi.$$

If $p$ is a translated point of $\hat{\phi}$, we can apply $\pi$ to $R_t^\phi \hat{\phi}(p) = p$ to get

$$\pi(p) = \pi R_t^\phi \hat{\phi}(p) = R_t^\phi \pi \hat{\phi}(p) = R_t^\phi \phi(\pi(p)).$$

If conversely we have a translated point $\pi(p)$, we can run the same argument backwards to see that $\hat{\phi}(p)$ is in the same Reeb orbit as either $p$ or $-p$. But since the Reeb flow on
$S^{2n-1} \subseteq \mathbb{C}^n$ is given by $z \mapsto \exp(it)z$, we can conclude that there exists some $t$ such that $R_t \hat{\phi}(p) = p$. The same argument applies to $-p$, giving two candidates for translated points corresponding to $\pi(p)$.

The remaining criteria for translated points and their degeneracy are all local and thus the proof is completed in both directions by the fact that $\pi$ is a local diffeomorphism.

Subsequently applying Proposition 3.21 to the contactomorphism on the sphere yields symplectomorphisms on $\mathbb{R}^{2n-1}$. 
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