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Abstract

In this note, we revisit the recursive random contraction algorithm of Karger and Stein [4] for finding a minimum cut in a graph. Our revisit is occasioned by a paper of Fox, Panigrahi, and Zhang [1] which gives an extension of the Karger-Stein algorithm to minimum cuts and minimum \(k\)-cuts in hypergraphs.

When specialized to the case of graphs, the algorithm is somewhat different than the original Karger-Stein algorithm. We show that the analysis becomes particularly clean in this case: we can prove that the probability that a fixed minimum cut in an \(n\) node graph is returned by the algorithm is bounded below by \(1/(2H_n - 2)\), where \(H_n\) is the \(n\)th harmonic number. We also consider other similar variants of the algorithm, and show that no such algorithm can achieve an asymptotically better probability of finding a fixed minimum cut.

1 Introduction

In the global minimum cut problem (or simply the minimum cut problem), we are given an undirected graph \(G = (V, E)\), with a capacity \(u(i, j) \geq 0\) for each edge \((i, j) \in E\). The goal is to find a nontrivial set \(S \subset V\), \(S \neq \emptyset\), that minimizes the capacity of the cut \(S\): the capacity is the sum of the capacities of the edges with exactly one endpoint in \(S\). Let \(\delta(S)\) be the set of edges with exactly one endpoint in \(S\). We denote the capacity of the cut \(S\) by \(u(\delta(S))\). We wish to find a nontrivial \(S\) that minimizes \(u(\delta(S))\).

It has long been known that it is possible to find a minimum cut via \(n - 1\) maximum flow computations (pick an arbitrary source \(s\), replace each undirected edge \((i, j)\) with two arcs \((i, j)\) and \((j, i)\) of capacity \(u(i, j)\), for all other \(t \neq s\) find the minimum \(s-t\) cut, and return the smallest cut found). In the 1990s, a number of different, non-flow-based algorithms were proposed to find the minimum cut, including ones proposed by Gabow [2] and Nagamochi and Ibaraki [5]. Karger [3] proposed a particularly simple randomized algorithm: pick a random edge with probability proportional to its capacity, and contract the edge; that is, identify its two endpoints. The basic idea is that an edge chosen with probability proportional to its capacity is unlikely to be in \(\delta(S^*)\) for a given minimum cut \(S^*\). We say that the cut \(S^*\) survives the contraction if the contracted edge is not in \(\delta(S^*)\). In particular, Karger shows that the probability that a given minimum cut \(S^*\) survives the contraction for an edge chosen with probability proportional to its capacity is at least \(1 - 2/n\) for an \(n\)-node graph. The run time of Karger’s algorithm is \(O(m)\); it finds a given minimum cut with probability at least \(1/(\binom{n}{2})\). By running the algorithm many times, the algorithm can find a given minimum cut with high probability in \(O(n^4 \log n)\) time.

Karger and Stein [4] improve Karger’s original contraction algorithm by showing that if one contracts an \(n\) node graph to have \(n/\sqrt{2}\) nodes, the probability that a given minimum cut survives is at least 1/2.
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Thus they do this twice, call their algorithm recursively, and return the better of the two cuts found. Then we expect in at least one of the two recursive calls, the given minimum cut survives. They prove that the probability that this algorithm returns a given minimum cut is $\Omega(1/\log n)$, much better than the original algorithm. The algorithm runs in $O(n^2 \log n)$ time. By running the algorithm $O(\log^2 n)$ times, it can return a given minimum cut with high probability.

Recently, Fox, Panigrahi, and Zhang [1] proposed an extension of the Karger-Stein recursive contraction algorithm to finding minimum cuts in hypergraphs. When viewed as a recursive contraction algorithm on graphs, the Fox, Panigrahi, and Zhang version of the algorithm is somewhat different than the original Karger-Stein algorithm. One can give two different perspectives on the algorithm. The first is that on an $n$ node graph the algorithm draws a number of recursive calls $k$ from a geometric distribution with probability $p_n = 1 - \frac{2}{n}$, so that the probability of $k$ recursive calls is $p_n(1 - p_n)^{k-1}$. For each call, the algorithm picks a random edge to contract, contracts it, then recursively calls itself on the contracted graph. Alternatively, the algorithm picks a random edge, contracts it, and calls itself on the smaller graph; let $S_1$ be the minimum cut found on this call. With probability $1 - p_n$ it additionally calls itself on the same graph, resulting in cut $S_2$, and returns the smaller of cuts $S_1$ and $S_2$; otherwise it returns $S_1$. We can view this second algorithm as flipping a coin repeatedly until we obtain a heads, with the probability of heads being $p_n$: for each coin flip we contract an edge and perform a recursive call. We will perform $k$ calls with probability $(1 - p_n)^{k-1}p_n$, just as in the first version of the algorithm. We present the two different perspectives in Algorithms 1 and 2. We call this algorithm the FPZ recursive contraction algorithm, or just the FPZ algorithm, and we summarize the two variants in Algorithm 1 and Algorithm 2.

---

**Algorithm 1:** The Fox-Panigrahi-Zhang recursive contraction algorithm.

```plaintext
Algorithm: FPZRecursiveContraction(G,n)
if n = 2 then
    return one of the two nodes
else
    Pick k with probability $p_n(1 - p_n)^{k-1}$
    for i ← 1 to k do
        Let $G_i$ be result of contracting one edge chosen with probability proportional to capacity
        $S_i \leftarrow$ FPZRecursiveContraction($G_i$, n − 1)
    j ← argmin $j = 1, \ldots, k$ $u(\delta(S_j))$
    return ($S_j$)
```

**Algorithm 2:** The Fox-Panigrahi-Zhang recursive contraction algorithm (version 2).

```plaintext
Algorithm: FPZRecursiveContraction(G,n)
if n = 2 then
    return one of the two nodes
else
    Pick random number $r$ uniformly in [0, 1]
    Let $G'$ be result of contracting one edge chosen with probability proportional to capacity
    $S_1 \leftarrow$ FPZRecursiveContraction($G'$, n − 1)
    if $r \leq p_n$ then
        return ($S_1$)
    else
        $S_2 \leftarrow$ FPZRecursiveContraction($G$, n)
        j ← argmin $j = 1, 2$ $u(\delta(S_j))$
        return ($S_j$)
```

---

2
We show that the analysis becomes particularly clean for the FPZ algorithm applied to graphs: we can provide an exact expression that lower bounds the probability that a given minimum cut is returned. In particular, we show that the probability that a given minimum cut is returned for an \( n \)-node graph is bounded below by \( \frac{1}{2H_n - 2} \), where \( H_n \) is the \( n \)th harmonic number; that is, \( H_n = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n} \). The lower bound given by FPZ \[1, \text{Theorem 2.1}\] for finding a minimum cut in hypergraphs reduces to this quantity, and they note that the bound is tight in the case of cycles in graphs.\

\[ H_n \] is approximately \( \ln n \), so that the probability of the algorithm returning a given minimum cut is \( \Omega\left(\frac{1}{\log n}\right) \), the same as that of the original Karger-Stein algorithm. Fox et al. show that the running time of the algorithm for graphs is \( O(n^2 \log n) \), and we give a different (and perhaps simpler) proof. We note that unlike the Karger-Stein analysis, we do not need to analyze the probability that a given minimum cut survives multiple contractions; it is sufficient to know that the probability that it survives a single contraction is at least \( 1 - \frac{2}{n} \) for an \( n \)-node graph.

We then take the occasion to consider other variants of the recursive contraction algorithm. In particular, we show that for a class of recursive contraction algorithms, we may as well assume that the algorithm performs just one contraction and then makes one recursive call with probability \( \frac{n-4}{n-2} \) and two recursive calls with probability \( \frac{2}{n-2} \). This algorithm also succeeds in finding a given minimum cut with probability \( \Omega(1/\log n) \) and has running time \( O(n^2 \log n) \). In fact, we show that any algorithm from this class that runs in \( O(n^2 \log n) \) time has success probability \( \Theta(1/\log n) \), so that no such algorithm can achieve an asymptotically better probability of finding a fixed minimum cut.

### 2 The FPZ Algorithm

In order to make our presentation self-contained, we show the lemma from Karger \[3\] that the probability of a given minimum cut surviving a random contraction is at least \( p_n = 1 - \frac{2}{n} \).

**Lemma 1 (Karger \[3\])** Let \( S^* \) be a given minimum cut, and let \( \lambda^* = \delta(S^*) \) be the capacity of the cut. If we choose an edge \( (i, j) \) at random with probability proportional to its capacity \( u(i, j) \), then the probability that \( (i, j) \notin \delta(S^*) \) is at least \( p_n \).

**Proof:** Let \( U \) be the total capacity of all edges in the graph, so that \( U = \sum_{(i, j) \in E} u(i, j) \). The probability we choose a given edge \( (i, j) \) is \( u(i, j)/U \), and the probability edge \( (i, j) \notin \delta(S^*) \) is

\[
\frac{U - \lambda^*}{U} = 1 - \frac{\lambda^*}{U}.
\]

We observe that \( u(\delta(i)) \geq \lambda^* \) for any \( i \in V \) since \( \lambda^* \) is the capacity of the minimum cut. Then

\[
U = \frac{1}{2} \sum_{i \in V} u(\delta(i)) \geq \frac{n}{2} \lambda^*.
\]

Thus the probability is at least

\[
1 - \frac{\lambda^*}{n \lambda^* / 2} = 1 - \frac{2}{n} = p_n.
\]

---

Initially, the choice of recursive calls for the FPZ algorithm seems perplexing. We show below that the expected number of calls in which a given minimum cut survives is one. We justify why we need the algorithm to have at least one recursive call in which the given minimum cut survives via branching processes. This is a model of a tree in which each parent node gives birth some number of child nodes, where the number is drawn from some distribution. A key theorem is that when the expected number of child nodes is less than
1, then the branching process rapidly goes extinct; that is, at some depth of the tree there are no more child nodes. Conversely, if the expected number of children exceeds 1, then there is a good chance for the tree to have infinite depth and to have a number of children at depth \(d\) that is exponential in \(d\).

We can consider our recursive process as a branching process where the children of a node are those in which the given minimum cut survives. If this expected number is below 1, then the recursive calls in which the given cut survives die out quickly, so we have little chance of finding the cut at one of the leaves of the recursion. So we want the expectation to be at least one. Similarly (and perhaps a bit surprisingly), we also do not want the expected number of recursive calls in which the given minimum cut survives to be too large. If it is larger than 1, then at depth \(n-1\) (after \(n-1\) contractions), the recursion tree will have a number of leaves in which the given cut survives that is exponential in \(n\), and thus a total number of leaves in which is exponential in \(n\). This leads to a running time exponential in \(n\).

In summary, to achieve a good success probability along with a good running time, we want the expected number of children to be equal to 1, and this is what the FPZ algorithm does. (This is observed in \([1]\) as well, for instance, just before Lemma 2.1).

**Lemma 2** The expected number of recursive calls of the FPZ algorithm that returns a given minimum cut is at least one.

**Proof:** To show this, it helps to use the first perspective on the algorithm. For a geometric distribution, the expected number of calls is 
\[
\sum_{k=1}^{\infty} p_n (1 - p_n)^{k-1} k = \frac{1}{p_n}.
\]
Then we have that the expected number of recursive calls such that the given minimum cut survives is at least
\[
\frac{1}{p_n} \sum_{k=1}^{\infty} p_n (1 - p_n)^{k-1} k = \frac{1}{p_n}.
\]

We now prove our main theorem. We fix a particular global minimum cut \(S^*\). This result is implied by FPZ \([1\) Theorem 2.1].

**Theorem 3** The probability that the given global minimum cut \(S^*\) is returned by the FPZ algorithm is bounded below by
\[
\frac{1}{2H_n - 2}.
\]

**Proof:** Let \(Q(n)\) denote the probability that \(S^*\) is returned by the algorithm, given that it has survived contractions to \(n\) nodes, and given that the probability \(S^*\) survives a contraction from \(k\) nodes to \(k-1\) nodes is exactly \(p_k\). Then \(Q(n)\) gives a lower bound on the probability that \(S^*\) will survive.

We now give a recursive equation for \(Q(n)\), using the second perspective on the FPZ algorithm (Algorithm \([2]\). We have \(Q(2) = 1\), and we set \(Q(n)\) as follows:
\[
Q(n) = p_n^2 Q(n - 1) + (1 - p_n) (1 - (1 - Q(n)) (1 - p_n \cdot Q(n - 1))).
\]
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This equation follows since with probability \( p_n \) we perform a random contraction and a recursive call on a graph of size \( n - 1 \), and the probability the cut survives is \( p_n Q(n - 1) \). With probability \( 1 - p_n \) we perform two calls, one on the original graph of size \( n \) and one on a graph of size \( n - 1 \) with a single edge contracted and the probability that the cut does not survive in either call is \( (1 - Q(n)) (1 - p_n Q(n - 1)) \), so the probability it survives at least one of the two calls is

\[
1 - (1 - Q(n)) (1 - p_n Q(n - 1))
\]

Rewriting, we have that

\[
Q(n) = p_n^2 Q(n - 1) + (1 - p_n) (1 - (1 - Q(n)) (1 - p_n Q(n - 1)))
\]

\[
= p_n^2 Q(n - 1) + (1 - p_n) (Q(n) + p_n Q(n - 1) - p_n Q(n - 1) Q(n))
\]

\[
= p_n^2 Q(n - 1) + p_n Q(n - 1) - p_n^2 Q(n - 1) + (1 - p_n) Q(n) - p_n (1 - p_n) Q(n - 1) Q(n)
\]

\[
= p_n Q(n - 1) + ((1 - p_n) - p_n (1 - p_n) Q(n - 1)) Q(n).
\]

Then we have that

\[
p_n Q(n) = p_n Q(n - 1) - p_n (1 - p_n) Q(n - 1) Q(n),
\]

or

\[
Q(n) = Q(n - 1) - (1 - p_n) Q(n - 1) Q(n),
\]

or, dividing by \( Q(n) Q(n - 1) \), and recalling that \( 1 - p_n = \frac{2}{n} \),

\[
\frac{1}{Q(n)} = \frac{1}{Q(n - 1)} + \frac{2}{n} = \frac{1}{Q(n - 2)} + \frac{2}{n - 1} + \frac{2}{n} = \cdots = 2 H_n - 3 + \frac{1}{Q(2)}
\]

Using that \( Q(2) = 1 \), we get that

\[
\frac{1}{Q(n)} = 2 H_n - 2,
\]

or

\[
Q(n) = \frac{1}{2 H_n - 2}.
\]

Theorem 4

The expected running time of the algorithm is \( O(n^2 \log n) \).

Proof: Let \( T(n) \) be the expected running time of the algorithm on an \( n \) node graph. Karger and Stein have shown that the time to perform a single random contraction is \( O(n) \). Then using the second perspective on the algorithm (Algorithm 2), we have that

\[
T(n) = T(n - 1) + (1 - p_n) T(n) + O(n),
\]

or

\[
p_n T(n) = T(n - 1) + O(n),
\]

or, since \( p_n = \frac{n - 2}{n} \),

\[
\frac{1}{n} T(n) = \frac{1}{n - 2} T(n - 1) + O \left( \frac{n}{n - 2} \right),
\]

or

\[
\frac{1}{n(n - 1)} T(n) = \frac{1}{(n - 1)(n - 2)} T(n - 1) + O \left( \frac{n}{(n - 1)(n - 2)} \right).
\]

Substituting \( R(n) = \frac{1}{n(n - 1)} T(n) \), we get

\[
R(n) = R(n - 1) + O \left( \frac{1}{n} \right),
\]

so that \( R(n) = O(H_n) \), and thus \( T(n) = O(n^2 \log n) \).


3 Limits on Our Approach

In this section, we consider whether a similar version of the recursive contraction algorithm could achieve either a higher probability of success or an asymptotically faster running time, and we show, under some assumptions, that the answer is no.

We assume that in each step the algorithm draws a positive integer $k$ from a distribution with probability $a_k$ (so that $\sum_{k=1}^{\infty} a_k = 1$), and $k$ times it picks a single edge randomly, contracts it, and calls itself on the contracted graph. We assume that the expected number of calls in which a given minimum cut survives is one, as we justified earlier.

We let $T$ be the time that the algorithm takes to contract the randomly chosen edge and call itself recursively on the smaller graph, so that the expected running time of the algorithm is $\hat{T} \equiv \sum_{k=1}^{\infty} a_k \cdot k \cdot T$.

Furthermore, let $f$ be the probability that the algorithm fails to return the given minimum cut in the process of contracting a single random edge and calling itself recursively on the smaller graph. Thus the probability that the algorithm fails to return the given minimum cut when it calls itself recursively $k$ times is $f^k$, and the probability that the algorithm fails to return the given minimum cut overall is $\hat{F} \equiv \sum_{k=1}^{\infty} a_k \cdot f^k$.

If we consider the points $(kT, f^k)$ for $k = 1, \ldots, \infty$, the lower envelope of these points is a piecewise linear curve joining the points. Then $(\hat{T}, \hat{F})$ can be expressed as a convex combination of the points on the curve, and must lie on or above the lower envelope. Thus there exist some $k$ and some $0 \leq \lambda \leq 1$ such that

$$\hat{T} = \lambda kT + (1 - \lambda)(k + 1)T$$

and such that $\hat{F} \geq \lambda f^k + (1 - \lambda)f^{k+1}$. In other words, we can obtain the same expected running time and no greater of a failure probability if we change the probability distribution to perform $k$ recursive calls with probability $\lambda$ and $k + 1$ recursive calls with probability $1 - \lambda$.

We now use the fact that we want the given minimum cut to survive exactly one of the recursive calls in order to determine $\lambda$ and $k$. The given cut survives the random contraction of one edge with probability $p_n$, so the expected number of calls in which it survives when we make $k$ calls with probability $\lambda$ and $k + 1$ calls with probability $1 - \lambda$ is

$$\lambda \cdot k \cdot p_n + (1 - \lambda) \cdot (k + 1) \cdot p_n.$$

Setting this quantity equal to one, we get that

$$\lambda \cdot k \cdot p_n + (1 - \lambda) \cdot (k + 1) \cdot p_n = 1,$$

or

$$1 + \lambda \cdot p_n = (k + 1) \cdot p_n,$$

or

$$\lambda = (k + 1) - \frac{1}{p_n} = k + 1 - \frac{n}{n - 2}.$$  

Note then that for $n \geq 5$ that $0 \leq \lambda \leq 1$ only if $k = 1$. Then for $k = 1$,

$$\lambda = 2 - \frac{1}{p_n} = 2 - \frac{n}{n - 2} = \frac{n - 4}{(n - 2)}.$$

Thus we have shown that the optimal choice is that the algorithm makes one recursive call with probability $(n - 4)/(n - 2)$ and two recursive calls with probability $1 - \frac{n - 4}{n - 2} = 2/(n - 2)$.

We can now bound the probability that the algorithm successfully returns a given minimum cut. As in the previous section, let $Q(n)$ denote the probability that $S^*$ is returned by the algorithm, given that it has survived contractions to $n$ nodes, and given that the probability $S^*$ survives a contraction from $k$ nodes to $k - 1$ nodes is exactly $p_k$.

**Theorem 5** $Q(n) = \Theta(1/\log n)$. 


Proof: We have that
\[
Q(n) = \frac{n - 4}{n - 2} \cdot p_n \cdot Q(n - 1) + \frac{2}{n - 2} \cdot (1 - (1 - p_n Q(n - 1))^2)
\]
\[
= \frac{n - 4}{n - 2} \cdot p_n \cdot Q(n - 1) + \frac{2}{n - 2} (2p_n Q(n - 1) - p_n^2 Q(n - 1)^2)
\]
\[
= \frac{n}{n - 2} \cdot p_n \cdot Q(n - 1) - \frac{2}{n - 2} p_n^2 Q(n - 1)^2
\]
\[
= \frac{n}{n - 2} \cdot \frac{n - 2}{n} Q(n - 1) - \frac{2}{n - 2} \frac{n - 2}{n} Q(n - 1)^2
\]
\[
= Q(n - 1) - \frac{2(n - 2)}{n^2} Q(n - 1)^2.
\]

We substitute \(S(n) = 1/Q(n)\), so that we have
\[
\frac{1}{S(n)} = \frac{1}{S(n - 1)} - \frac{2(n - 2)}{n^2} \frac{1}{S(n - 1)^2}.
\]

Multiplying by \(S(n)S(n - 1)\) and rearranging, we get
\[
S(n) - S(n - 1) = \frac{2(n - 2)}{n^2} \frac{S(n)}{S(n - 1)}.
\]

Since \(Q(n) \leq Q(n - 1), S(n) \geq S(n - 1)\), so that
\[
S(n) - S(n - 1) \geq \frac{2(n - 2)}{n^2} = \frac{2}{n} - \frac{4}{n^2} \geq \frac{1}{n}
\]
for \(n \geq 4\), and we have that
\[
S(n) \geq H_n,
\]
and \(Q(n) \leq \frac{1}{H_n}\).

To get a lower bound on \(Q(n)\), we claim that \(Q(n) \geq \frac{1}{2} Q(n - 1)\); we prove this claim momentarily. Then \(S(n) \leq 2S(n - 1)\). Plugging this into the equation above, we get that
\[
S(n) - S(n - 1) = \frac{2(n - 2)}{n^2} \frac{S(n)}{S(n - 1)} \leq \frac{4(n - 2)}{n^2} = \frac{4}{n} - \frac{8}{n^2} \leq \frac{4}{n}.
\]

Then \(S(n) \leq 4H_n\), so that \(Q(n) \geq 1/4H_n\). We conclude that \(Q(n) = \Theta(1/H_n) = \Theta(1/\log n)\).

To prove the claim, suppose \(Q(n) < \frac{1}{2} Q(n - 1)\). Then we have that
\[
Q(n - 1) - \frac{2(n - 2)}{n^2} Q(n - 1)^2 < \frac{1}{2} Q(n - 1),
\]
which implies that
\[
Q(n - 1) < \frac{4(n - 2)}{n^2} Q(n - 1)^2,
\]
or
\[
Q(n - 1) > \frac{n^2}{4(n - 2)},
\]
which cannot hold since \(Q(n) \leq 1\) for all \(n \geq 2\). ■

**Theorem 6** The expected running time of the algorithm is \(O(n^2 \log n)\).
Proof: Let $T(n)$ be the expected running time of the algorithm on an $n$ node graph. Then

$$T(n) = \frac{n - 4}{n - 2}T(n - 1) + \frac{2}{n - 2} \cdot 2T(n - 1) + O(n)$$

$$= \frac{1}{p}T(n - 1) + O(n),$$

and the analysis is essentially the same as that in Theorem 4. ■
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