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Abstract

We show that the number of unit-area triangles determined by a set \( S \) of \( n \) points in the plane is \( O(n^{20/9}) \), improving the earlier bound \( O(n^{9/4}) \) of Apfelbaum and Sharir [2]. We also consider two special cases of this problem: (i) We show, using a somewhat subtle construction, that if \( S \) consists of points on three lines, the number of unit-area triangles that \( S \) spans, with one vertex on each of the lines, can be \( \Omega(n^2) \), for any triple of lines (this number is always \( O(n^2) \) in this case). (ii) We show that if \( S \) is a convex grid of the form \( A \times B \), where \( A, B \) are convex sets of \( n^{1/2} \) real numbers each (i.e., the sequences of differences of consecutive elements of \( A \) and of \( B \) are both strictly increasing), then \( S \) determines \( O(n^{31/14}) \) unit-area triangles.

1 Introduction

In 1967, Oppenheim (see [10]) asked the following question: Given \( n \) points in the plane and \( A > 0 \), how many triangles spanned by the points can have area \( A \)? By applying a scaling transformation, one may assume \( A = 1 \) and count the triangles of unit area. Erdős and Purdy [9] showed that a \( \sqrt{\log n} \times (n/\sqrt{\log n}) \) section of the integer lattice determines \( \Omega(n^2 \log \log n) \) triangles of the same area. They also showed that the maximum number of such triangles is at most \( O(n^{5/2}) \). In 1992, Pach and Sharir [11] improved the bound to \( O(n^{7/3}) \), using the Szemerédi-Trotter theorem [18] (see below) on the number of point-line incidences. More recently, Dumitrescu et al. [4] have further improved the upper bound to \( O(n^{44/19}) = O(n^{2.3158}) \), by estimating the number of incidences between the given points and a 4-parameter family of quadratic curves. In a subsequent improvement, Apfelbaum and Sharir [2] have obtained the upper bound \( O(n^{9/4+\varepsilon}) \), for any \( \varepsilon > 0 \), which has been slightly improved to \( O(n^{9/4}) \) in Apfelbaum [1]. This has been the best known upper bound so far.
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In this paper we further improve the bound to $O(n^{20/9})$. Our proof uses a different reduction of the problem to an incidence problem, this time to incidences between points and two-dimensional algebraic surfaces in $\mathbb{R}^4$. A very recent result of Solymosi and De Zeeuw [17] provides a sharp upper bound for the number of such incidences, similar to the Szemerédi–Trotter bound, provided that the points, surfaces, and incidences satisfy certain fairly restrictive assumptions. The main novel features of our analysis are thus (a) the reduction of the problem to this specific type of incidence counting, and (b) showing that the assumptions of [17] are satisfied in our setup.

After establishing this main result, we consider two variations, in which better bounds can be obtained.

We first consider the case where the input points lie on three arbitrary lines, and we are interested only in triangles that have one vertex on each of the lines. It is easily checked that in this case there are at most $O(n^2)$ unit-area triangles. We show, in Section 3, that this bound is tight, and can be attained for any triple of lines. Rather than just presenting the construction, we spend some time showing its connection to a more general problem studied by Elekes and Rónyai [6] (see also the recent developments in [7, 13, 14]), involving the zero set of a trivariate polynomial within a triple Cartesian product. Skipping over the details, which are spelled out in Section 3, it turns out that the case of unit-area triangles determined by points lying on three lines is an exceptional case in the theory of Elekes and Rónyai [6], which then leads to a construction with $\Theta(n^2)$ unit-area triangles. In contrast, if the input points lie on a general algebraic curve of constant degree then the number of unit-area triangles that they determine drops to $O(n^{11/6})$, as follows from the recent result of Raz et al. [14].

Another variation that we consider in Section 4 concerns unit-area triangles spanned by points in a convex grid. That is, the input set is of the form $A \times B$, where $A$ and $B$ are convex sets of $n^{1/2}$ real numbers each; a set of real numbers is called convex if the differences between consecutive elements form a strictly increasing sequence. We show that in this case $A \times B$ determine $O(n^{31/14})$ unit-area triangles. The main technical tool used in our analysis is a result of Schoen and Shkredov [15] on difference sets involving convex sets.

2 Unit-area triangles in the plane: The general case

In this section we establish our main result — an improved upper bound on the maximum number of unit-area triangles determined by an arbitrary set of $n$ points in the plane. For the analysis, we first recall the Szemerédi–Trotter theorem [18] on point-line incidences in the plane.

**Theorem 1 (Szemerédi and Trotter [18]).** (i) The number of incidences between $M$ distinct points and $N$ distinct lines in the plane is $O(M^{2/3}N^{2/3} + M + N)$. (ii) Given $M$ distinct points in the plane and a parameter $k \leq M$, the number of lines incident to at least $k$ of the points is $O(M^2/k^3 + M/k)$. Both bounds are tight in the worst case.

The main result of this section is the following.

**Theorem 2.** The number of unit-area triangles spanned by $n$ points in the plane is $O(n^{20/9})$.

**Proof.** Let $S$ be a set of $n$ points in the plane, and let $U$ denote the set of unit-area triangles spanned by $S$. For any pair of distinct points, $p \neq q \in S$, let $\ell_{pq}$ denote the line through $p$ and
q. We regard $\ell_{pq}$ as oriented from $p$ to $q$. The points $r$ for which the triangle $pqr$ has unit-area lie on two lines $\ell_{pq}^-, \ell_{pq}^+$ parallel to $\ell_{pq}$ and at distance $2/|pq|$ from $\ell_{pq}$ on either side. We let $\ell_{pq}' \in \{\ell_{pq}^-, \ell_{pq}^+\}$ be the line that lies to the left of the line $\ell_{pq}$. We then have

$$|U| = \frac{1}{3} \sum_{(p,q) \in S \times S} |\ell_{pq}' \cap S|.$$ 

It suffices to consider only triangles $pqr$ of $U$ that have the property that at least one of the three lines $\ell_{pq}$, $\ell_{pr}$, $\ell_{qr}$ is incident to at most $n^{1/2}$ points of $S$, because the number of triangles in $U$ that do not have this property is $O(n^{3/2})$. Indeed, by Theorem 1(ii), there exist at most $O(n^{1/2})$ lines in $\mathbb{R}^2$, such that each contains at least $n^{1/2}$ points of $S$. Since every triple of those lines supports (the edges of) at most one triangle (some of the lines might be mutually parallel, and some triples might intersect at points that do not belong to $S$), these lines support in total at most $O(n^{3/2})$ triangles, and, in particular, at most $O(n^{3/2})$ triangles of $U$. Since this number is subsumed in the asserted bound on $|U|$, we can therefore ignore such triangles in our analysis. In what follows, $U$ denotes the set of the remaining unit-area triangles.

We charge each of the surviving unit-area triangles $pqr$ to one of its sides, say $pq$, such that $\ell_{pq}$ contains at most $n^{1/2}$ points of $S$. That is, we have

$$|U| \leq \sum_{(p,q) \in (S \times S)^*} |\ell_{pq}' \cap S|,$$

where $(S \times S)^*$ denotes the subset of pairs $(p, q) \in S \times S$, such that $p \neq q$, and the line $\ell_{pq}$ is incident to at most $n^{1/2}$ points of $S$.

A major problem in estimating $|U|$, that also arises in the previous studies of the problem, is that the lines $\ell_{pq}'$, for $p, q \in S$, are not necessarily distinct, and the analysis has to take into account the (possibly large) multiplicity of these lines. (If the lines were distinct then $|U|$ would be bounded by the number of incidences between $n(n - 1)$ lines and $n$ points, which is $O(n^2)$ — see Theorem 1(i).) Let $L$ denote the collection of lines $\{\ell_{pq}' \mid (p, q) \in (S \times S)^*\}$ (without multiplicity). For $\ell \in L$, we define $(S \times S)_{\ell}$ to be the set of all pairs $(p, q) \in (S \times S)^*$, for which $\ell_{pq}' = \ell$. We then have

$$|U| \leq \sum_{\ell \in L} |\ell \cap S||(S \times S)_{\ell}|.$$ 

Fix some integer parameter $k \leq n^{1/2}$, whose value will be set later, and partition $L$ into the sets

$$L^- := \{\ell \in L \mid |\ell \cap S| < k\},$$

$$L^+ := \{\ell \in L \mid k \leq |\ell \cap S| \leq n/k\},$$

$$L^{++} := \{\ell \in L \mid |\ell \cap S| > n/k\}.$$ 

We have

$$|U| \leq \sum_{\ell \in L^-} |\ell \cap S||(S \times S)_{\ell}| + \sum_{\ell \in L^+} |\ell \cap S||(S \times S)_{\ell}| + \sum_{\ell \in L^{++}} |\ell \cap S||(S \times S)_{\ell}|.$$ 

\(^1\)In this sum, as well as in similar sums in the sequel, we only consider pairs of distinct points in $S \times S$. 
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The first sum is at most $k\sum_{\ell \in L^-} |(S \times S)_\ell| \leq kn^2$, because $\sum_{\ell \in L^-} |(S \times S)_\ell|$ is at most $|(S \times S)| \leq |S \times S| = n^2$. The same (asymptotic) bound also holds for the the third sum. Indeed, since $n/k \geq n^{1/2}$, the number of lines in $L^{++}$ is at most $O(k)$, as follows from Theorem 1(ii), and, for each $\ell \in L^{++}$, we have $|\ell \cap S| \leq n$ and $|(S \times S)_\ell| \leq n$ (for any $p \in S$, $\ell \in L$, there exists at most one point $q \in S$, such that $\ell'_p = \ell$). This yields a total of at most $O(n^2k)$ unit-area triangles. It therefore remains to bound the second sum, over $L^+$.

Applying the Cauchy-Schwarz inequality to the second sum, it follows that

$$|U| \leq O(n^2k) + \left(\sum_{\ell \in L^+} |\ell \cap S|^2\right)^{1/2} \left(\sum_{\ell \in L^+} |(S \times S)_\ell|^2\right)^{1/2}.$$ 

Let $N_j$ (resp., $N_{\geq j}$), for $k \leq j \leq n/k$, denote the number of lines $\ell \in L^+$ for which $|\ell \cap S| = j$ (resp., $|\ell \cap S| \geq j$). We then have

$$\sum_{\ell \in L^+} |\ell \cap S|^2 = \sum_{j=k}^{n/k} j^2 N_j \leq k^2 N_{\geq k} + \sum_{j=k+1}^{n/k} (2j-1)N_{\geq j}.$$ 

By Theorem 1(ii), $N_{\geq j} = O\left(\frac{n^2}{j^3} + \frac{n}{j}\right)$, so we have

$$\sum_{\ell \in L^+} |\ell \cap S|^2 = O\left(\frac{n^2}{k} + nk + \sum_{j=k+1}^{n/k} \left(\frac{n^2}{j^2} + n\right)\right) = O\left(\frac{n^2}{k}\right)$$

(where we used the fact that $k \leq n^{1/2}$). It follows that

$$|U| = O\left(n^2k + \frac{n}{k^{1/2}} \left(\sum_{\ell \in L^+} |(S \times S)_\ell|^2\right)^{1/2}\right).$$

To estimate the remaining sum, put

$$Q := \{(p, u, q, v) \in S^4 \mid (p, u), (q, v) \in (S \times S)_\ell, \text{ for some } \ell \in L^+\}.$$ 

That is, $Q$ consists of all quadruples $(p, u, q, v)$ such that $\ell'_p = \ell'_q \in L^+$, and each of $\ell_{pu}, \ell_{qv}$ contains at most $n^{1/2}$ points of $S$. See Figure 1(a) for an illustration. The above bound on $|U|$ can then be written as

$$|U| = O\left(n^2k + \frac{n|Q|^{1/2}}{k^{1/2}}\right). \quad (1)$$

The main step of the analysis is to establish the following upper bound on $|Q|$.

**Proposition 3.** Let $Q$ be as above. Then $|Q| = O\left(n^{8/3}\right)$.

Assuming that the proposition is true, the overall bound on $|U|$ is then

$$|U| = O\left(n^2k + \frac{n^{7/3}}{k^{1/2}}\right),$$
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Figure 1: (a) A quadruple \((p, u, q, v)\) in \(Q\). (b) If \(p_1, q_1, p_2, q_2\) are collinear and \(|p_1 p_2| = |q_1 q_2|\) then \(\ell_{p_2 u}, \ell_{q_2 v}\) are not parallel to one another, for every \((u, v) \in \sigma_{p_1 q_1} \setminus \ell_{p_1 q_1}\). Thus, in particular, \((u, v) \notin \sigma_{p_2 q_2}\).

which, if we choose \(k = n^{2/9}\), becomes \(|U| = O(n^{20/9})\). Since the number of triangles that we have discarded is only \(O(n^{3/2})\), Theorem 2 follows.

Proof of Proposition 3. Consider first quadruples \((p, u, q, v) \in Q\), with all four points \(p, u, q, v\) collinear. As is easily checked, in this case \((p, u, q, v)\) must also satisfy \(|pu| = |qv|\). It follows that a line \(\ell\) in the plane, which is incident to at most \(j\) points of \(S\), can support at most \(j^3\) such quadruples. By definition, \((S \times S)_\ell \subset (S \times S)^*\) for each \(\ell \in L^+\), so the line \(\ell_{pu} = \ell_{qv}\) is incident to at most \(n^{1/2}\) points of \(S\), and it suffices to consider only lines \(\ell\) with this property.

Using the preceding notations \(N_j, N_{\geq j}\), the number of quadruples under consideration is

\[
O \left( \sum_{j \leq n^{1/2}} j^3 N_j \right) = O \left( \sum_{j \leq n^{1/2}} j^2 N_{\geq j} \right) = O \left( \sum_{j \leq n^{1/2}} j^2 \cdot \frac{n^2}{j^3} \right) = O \left( n^2 \log n \right).
\]

This is subsumed by the asserted bound on \(|Q|\), so, in what follows we only consider quadruples \((p, u, q, v) \in Q\), such that \(p, u, q, v\) are not collinear.

For convenience, we assume that no pair of points of \(S\) share the same \(x\)- or \(y\)-coordinate; this can always be enforced by a suitable rotation of the coordinate frame. The property that two pairs of \(S \times S\) are associated with a common line of \(L\) can then be expressed in the following algebraic manner.

**Lemma 4.** Let \((p, u, q, v) \in S^4\), and represent \(p = (a, b), u = (x, y), q = (c, d),\) and \(v = (z, w),\) by their coordinates in \(\mathbb{R}^2\). Then \(\ell'_{pu} = \ell'_{qv}\) if and only if

\[
\begin{align*}
\frac{y - b}{x - a} &= \frac{w - d}{z - c} \\
\frac{bx - ay + 2}{x - a} &= \frac{dz - cw + 2}{z - c}.
\end{align*}
\]

**Proof.** Let \(\alpha, \beta \in \mathbb{R}\) be such that \(\ell'_{(a, b)(x, y)} = \{(t, \alpha t + \beta) \mid t \in \mathbb{R}\}\). Then, by the definition of \(\ell'_{(a, b)(x, y)}\), we have

\[
\frac{1}{2} \begin{vmatrix}
a & x & t \\
b & y & \alpha t + \beta \\
1 & 1 & 1
\end{vmatrix} = 1,
\]
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or

\[(b - y - \alpha(a - x))t - \beta(a - x) + ay - bx = 2,\]

for all \(t \in \mathbb{R}\). Thus,

\[
\alpha = \alpha(a, b, x, y) = \frac{y - b}{x - a},
\]

\[
\beta = \beta(a, b, x, y) = \frac{bx - ay + 2}{x - a}.
\]

Then the constraint \(\ell'_{(a, b)(x, y)} = \ell'_{(c, d)(z, w)}\) can be written as

\[
\alpha(a, b, x, y) = \alpha(c, d, z, w),
\]

\[
\beta(a, b, x, y) = \beta(c, d, z, w),
\]

which is (2).

We next transform the problem of estimating \(|Q|\) into an incidence problem. With each pair \((p = (a, b), q = (c, d)) \in S \times S\), we associate the two-dimensional surface \(\sigma_{pq} \subset \mathbb{R}^4\) which is the locus of all points \((x, y, z, w) \in \mathbb{R}^4\) that satisfy the system (2). Technically, \(\sigma_{pq}\) is not well-defined when \(x = a\) and \(z = c\), but we remove this artificial constraint by clearing the denominators in (2), so the actual equations defining \(\sigma_{pq}\) are

\[
(y - b)(z - c) = (x - a)(w - d)
\]

\[
(z - c)(bx - ay + 2) = (x - a)(dz - cw + 2).
\]

The degree of \(\sigma_{pq}\) is at most 4, being the intersection of two quadratic hypersurfaces.

We let \(\Sigma\) denote the set of surfaces

\[
\Sigma := \{\sigma_{pq} \mid (p, q) \in S \times S, p \neq q\}.
\]

For \((p_1, q_1) \neq (p_2, q_2)\), the corresponding surfaces \(\sigma_{p_1q_1}, \sigma_{p_2q_2}\) are distinct; this will follow from the proof of Proposition 7 below. We also consider the set \(\Pi := S \times S\), regarded as a point set in \(\mathbb{R}^4\) (identifying \(\mathbb{R}^2 \times \mathbb{R}^2 \simeq \mathbb{R}^4\)). We have \(|\Pi| = |\Sigma| = O(n^2)\). The set \(I(\Pi, \Sigma)\), the set of incidences between \(\Pi\) and \(\Sigma\), is naturally defined as

\[
I(\Pi, \Sigma) := \{(\pi, \sigma) \in \Pi \times \Sigma \mid \pi \in \sigma\}.
\]

By Lemma 4, we have

\[
(x, y, z, w) \in \sigma_{pq} \text{ if and only if } \ell'_{pu} = \ell'_{qv},
\]

where \(u := (x, y)\) and \(v := (z, w)\). This implies that

\[
|Q| \leq |I(\Pi, \Sigma)|.
\]

Consider the subcollection \(I\) of incidences \(((x, y, z, w), \sigma_{pq}) \in I(\Pi, \Sigma)\), such that \(p, q, u := (x, y), v := (z, w)\) are non-collinear (as points in \(\mathbb{R}^2\)). As already argued, the number of collinear quadruples in \(Q\) is \(O(n^2 \log n)\), and hence

\[
|Q| \leq |I| + O(n^2 \log n).
\]

So to bound \(|Q|\) it suffices to obtain an upper bound on \(|I|\).

For this we use the following (special case of a) recent result of Solymosi and De Zeeuw [17] (see also the related results in [16, 19]). To state it we need the following definition.
Definition 5. A two-dimensional constant-degree surface $\sigma$ in $\mathbb{R}^4$ is said to be slanted (the original term used in [17] is good), if, for every $p \in \mathbb{R}^2$, $\rho_i^{-1}(p) \cap \sigma$ is finite, for $i = 1, 2$, where $\rho_1$ and $\rho_2$ are the projections of $\mathbb{R}^4$ onto its first and last two coordinates, respectively.

Theorem 6 (Solymosi and De Zeeuw [17]). Let $S$ be a subset of $\mathbb{R}^2$, and let $\Gamma$ be a finite set of slanted surfaces. Set $\Pi := S \times S$, and let $I \subset \Pi \times \Gamma$. Assume that for every pair of distinct points $\pi_1, \pi_2 \in \Pi$ there are at most four surfaces $\sigma \in \Sigma$ such that both pairs $(\pi_1, \sigma), (\pi_2, \sigma)$ are in $I$. Then
\[ |I| = O\left(\frac{|\Pi|^2}{3}|\sigma|^2 + |\Pi| + |\Sigma|\right). \]

To apply Theorem 6, we need the following key technical proposition, whose proof is given in the next subsection.

Proposition 7. Let $\Pi$, $\Sigma$, and $I$ be as above. Then, (a) the surfaces of $\sigma$ are all slanted, and (b) for every pair of distinct points $\pi_1, \pi_2 \in \Pi$ there are at most four surfaces $\sigma \in \Sigma$ such that both pairs $(\pi_1, \sigma), (\pi_2, \sigma)$ are in $I$.

We have $|\Pi|, |\Sigma| = O(n^2)$. Therefore, Theorem 6 implies that $|I| = O(n^{8/3})$, which completes the proof of Proposition 3 (and, consequently, of Theorem 2).

2.1 Proof of Proposition 7

By the symmetry of the setup, it is equivalent to prove the following dual statement of Proposition 7(b); part (a) is proved in Lemma 9 below.

Proposition 8. For any $p_1 \neq q_1, p_2 \neq q_2 \in S$, such that $(p_1, q_1) \neq (p_2, q_2)$, either
\[ |\sigma_{p_1q_1} \cap \sigma_{p_2q_2}| \leq 4, \]
or all four points $p_1, q_1, p_2, q_2$ are collinear.

For the proof, we first observe several useful properties of the surfaces. Consider a surface $\sigma_{pq} \in \Sigma$, where $p = (a, b)$ and $q = (c, d)$. Let us use the shorthand notation
\[ X = x - a, \quad Y = y - b, \quad Z = z - c, \quad \text{and} \quad W = w - d \]
(so the coordinate shifts in this notation depend on the surface). Continuing to assume, for convenience, that $X, Z \neq 0$, the equations of $\sigma_{pq}$ are thus
\[ \frac{Y}{X} = \frac{W}{Z}, \quad \frac{bX - aY + 2}{X} = \frac{dZ - cW + 2}{Z}. \]

Eliminating $Z$ and $W$, we get, by an easy calculation,
\[ Z = \frac{2X}{(b - d)X + (c - a)Y + 2}, \]
\[ W = \frac{2Y}{(b - d)X + (c - a)Y + 2}. \]
Note that the system (6) defines the same zero set as
\[
Z((b - d)X + (c - a)Y + 2) = 2X, \tag{7}
\]
\[
W((b - d)X + (c - a)Y + 2) = 2Y,
\]
so we can (and will) think of (6) as the algebraic variety defined by these two polynomials. To see that the zero set does not change, note that even after clearing the denominators, \(\sigma_{pq}\) is still undefined when \((b - d)X + (c - a)Y + 2 = 0\) (and only then), because then (7) would imply that \(X = Y = 0\), which is impossible. Because of this observation, we can use (6) or (7) interchangeably to represent \(\sigma_{pq}\). Note also that a pair \((x, y)\) in the plane \(\{x, y, z, w\}\) satisfies the equation \((b - d)X + (c - a)Y + 2 = 0\) if and only if the line \(\ell'_{pa}\), where \(u := (x, y)\), passes through the point \(q\). In this case there is indeed no point \(v\) in the affine plane satisfying \(\ell'_{pa} = \ell'_{qv}\).

The equations (6) imply several useful properties of the surfaces \(\sigma_{pq}\).

**Lemma 9.** For any \(p \neq q \in \mathbb{R}^2\), the surface \(\sigma_{pq}\) is slanted.

**Proof.** The representation (6) implies that every \((x, y)\) defines at most one pair \((z, w)\) such that \((x, y, z, w) \in \sigma_{pq}\). By the symmetry of the definition of \(\sigma_{pq}\), every pair \((z, w)\) also determines at most one pair \((x, y)\) such that \((x, y, z, w) \in \sigma_{pq}\).

**Lemma 10.** For any \(p \neq q \in \mathbb{R}^2\), \(\sigma_{pq}\) is a ruled surface.

**Proof.** Consider the line
\[
(b - d)X + (c - a)Y + 2 = s
\]
in the \(xy\)-plane, where \(s \in \mathbb{R} \setminus \{0\}\) is arbitrary. (These lines are parallel to, and distinct from, \(\ell_{pq}\).) Substituting this into (6), we get
\[
Z = (2/s)X \quad \text{and} \quad W = (2/s)Y.
\]
That is, we have shown that \(\sigma_{pq}\) contains the line
\[
\ell_s : \quad (b - d)X + (c - a)Y + 2 = s, \quad Z = (2/s)X, \quad W = (2/s)Y.
\]
Since we can pass such a line through each point on \(\sigma_{pq}\), it follows that \(\sigma_{pq}\) is a ruled surface.

**Lemma 11.** Let \(p = (a, b), q = (c, d) \in S\). Each line \(\ell\) in the \(xy\)-plane, other than the line \((b - d)X + (c - a)Y + 2 = 0\), is mapped by lifting it vertically to \(\sigma_{pq}\) and then by projecting the image onto the \(zw\)-plane, to a line \(\ell^*\) in this latter plane.

(Note that the “intermediate” curve \(\gamma(\ell)\) obtained by lifting \(\ell\) to \(\sigma_{pq}\) is in general not a line. Lemma 10 is a special case in which, for the special lines \(\ell_s\) considered there, \(\gamma(\ell_s)\) is a line. Also, for any line \(\ell\) not of this form, the intersection point of \(\ell\) with \((b - d)X + (c - a)Y + 2 = 0\), cannot be lifted to \(\sigma_{pq}\), and the assertion in Lemma 11 applies to all the other points on \(\ell\).)

**Proof.** Let \(\ell\) be any line in the \(xy\)-plane, other than \((b - d)X + (c - a)Y + 2 = 0\). If \(\ell\) is parallel to \(\ell_{pq}\), the assertion follows from Lemma 10, so we may assume that this is not the case. Assume next that \(\ell\) passes through the point \(p\). Let \(\theta\) be the normal vector of \(\ell\) in

\(^2\)We use the definition that a surface \(\sigma\) is ruled if every point of \(\sigma\) is incident to a straight line that is fully contained in \(\sigma\).
the original plane. Then \((X,Y), \theta = 0\), for every \((x,y) \in \ell\). We claim that in this case \(\ell^*\) is the line that passes through \(q\) and is parallel to \(\ell\). Indeed, the inner product \(\langle (Z,W), \theta \rangle\) is again zero by the representation \(6\) (for every \((x,y) \in \ell\), except for its intersection with \((b-d)X + (c-a)Y + 2 = 0\)).

We may therefore assume that \(\ell\) is not parallel to \(\ell_{pq}\) and does not pass through \(p\). Assume further that \(\ell\) is not parallel to the \(x\)-axis; this assumption can be made without loss of generality since the setup is symmetric in \(x,y\). Let \(x = uy + v\) be the equation of \(\ell\); rewrite it as \(X = uY + v_0\), where \(v_0 = ub + v - a \neq 0\), by assumption, and then as

\[
1 = \frac{uY}{X} + \frac{v_0}{X},
\]

or

\[
\frac{2}{X} = \frac{2}{v_0} - \frac{(2u/v_0)Y}{X}.
\]

We now rewrite \(5\) as

\[
d - cW + \frac{2}{Z} = b - \frac{aW}{Z} - \frac{2}{v_0} - \frac{(2u/v_0)Y}{X} = b - \frac{aW}{Z} + \frac{2}{v_0} - \frac{(2u/v_0)W}{Z}.
\]

Getting rid of the denominator \(Z\), we get

\[
(d - b - 2/v_0)Z - (c - a - 2u/v_0)W + 2 = 0.
\]

In other words, the lifting and projection prescribed in the lemma map each line \(\ell\) in the \(xy\)-plane that satisfies the assumptions in the last part of the proof to the line \(\ell^*\) in the \(zw\)-plane, given by \(9\). (Note that the equation \(9\) indeed represents a line, using the assumption that \(\ell\) is not parallel to \(\ell_{pq}\). That is, both coefficients of \(z,w\) in \(9\) can vanish only when \(u = (c - a)/(d - b)\), i.e., when \(\ell\) is parallel to \(\ell_{pq}\).)

Proof of Proposition 8. Consider the two distinct surfaces \(\sigma_{p_1q_1}\) and \(\sigma_{p_2q_2}\), and represent \(p_1 = (a,b), q_1 = (c,d), p_2 = (a',b'),\) and \(q_2 = (c',d')\) by their coordinates in \(\mathbb{R}^2\). (Here “distinct” means that the pairs of points defining the surfaces are distinct. That the surfaces themselves are distinct will follow from the forthcoming analysis.) We can find the locus of intersection \(\sigma_{p_1q_1} \cap \sigma_{p_2q_2}\) by combining the equations in \(6\) for both surfaces, which yields

\[
z - c = \frac{2(x - a)}{(b-d)(x-a) + (c-a)(y-b) + 2}
\]

\[
w - d = \frac{2(y - b)}{(b-d)(x-a) + (c-a)(y-b) + 2}
\]

\[
z - c' = \frac{2(x - a')}{(b'-d')(x-a') + (c'-a')(y-b') + 2}
\]

\[
w - d' = \frac{2(y - b')}{(b'-d')(x-a') + (c'-a')(y-b') + 2},
\]

\[
8
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or

$$c' - c = \frac{2(x - a)}{D} - \frac{2(x - a')}{D'},$$

$$d' - d = \frac{2(y - b)}{D} - \frac{2(y - b')}{D'},$$

where

$$D := (b - d)(x - a) + (c - a)(y - b) + 2,$$
and $$D' := (b' - d')(x - a') + (c' - a')(y - b') + 2.$$

(Note that $$D = 0$$ is just the equation defining the line $$\ell'_{p_1q_1}$$ and $$D' = 0$$ is the equation defining the line $$\ell'_{p_2q_2}$$.) Clearing the denominators, we get two quadratic equations, which represent two conic sections that we denote as $$\delta_z$$ and $$\delta_w$$, respectively.

We first claim that the zero set of (10) is at most one-dimensional. We establish the stronger claim that it is impossible for neither of the equations in (10) to be an identity. Suppose to the contrary that this indeed happens, and that, say, the first equation in (10) is an identity. Fixing the contrary that this indeed happens, and that, say, the first equation in (10) is an identity. Fixing $$x = x_0$$ and letting $$y \to \infty$$, we see that the right-hand side of the equation goes to 0, and therefore we must have $$c = c'$$.(Recall that we assume that $$p_1 \neq q_1$$ and $$p_2 \neq q_2$$, so, by our coordinate uniqueness assumption, the coefficient of $$y$$ in each of the expressions $$D$$ and $$D'$$ is nonzero.) The equation in (10) then becomes

$$\frac{x - a}{D} = \frac{x - a'}{D'}.$$

Substituting $$x = a$$, $$y = b$$, the left-hand side of this equation is zero. So the right-hand side must also be zero, which yields $$a = a'$$. Our assumption on the genericity of the coordinate frame then implies that $$d = d'$$ and $$b = b'$$, because no distinct pair of points in $$S$$ share the same $$x$$-coordinate. That is, we have $$p_1 = p_2$$ and $$q_1 = q_2$$. But then $$(p_1, q_1) = (p_2, q_2)$$, a contradiction that establishes the claim.

Note that this argument implies that the surfaces $$\sigma_{p_1q_1}$$ and $$\sigma_{p_2q_2}$$ are indeed distinct, as claimed.

If $$\delta_z$$ and $$\delta_w$$ intersect in a finite number of points then this number is at most 4, and then, in this case, these points are the $$xy$$-projections of the at most four points of intersection of $$\sigma_{p_1q_1}$$ and $$\sigma_{p_2q_2}$$. It thus remains to consider the cases where $$\delta_z$$ and $$\delta_w$$ either coincide or have a common irreducible component, which must be a line.

**Case 1: The curves $$\delta_z$$ and $$\delta_w$$ coincide.** Denote this common curve as $$\delta$$ (which we may assume not to be a double line, as this is a special instance of Case 2, discussed below). Draw an arbitrary line $$\ell$$ in the $$xy$$-plane that is not parallel to the $$x$$-axis, does not pass through $$p_1$$ or through $$p_2$$, is different from the lines $$\ell'_{p_1q_1}$$ and $$\ell'_{p_2q_2}$$, and intersects $$\delta$$ at two distinct points $$s_1 = (x_1, y_1)$$, $$s_2 = (x_2, y_2)$$, neither of which lies on $$\ell'_{p_1q_1}$$ or on $$\ell'_{p_2q_2}$$. Since these points lie on $$\delta$$, their respective liftings to $$\sigma_{p_1q_1}$$ coincide, as do the liftings to $$\sigma_{p_2q_2}$$, and we denote them as $$\tilde{s}_1$$ and $$\tilde{s}_2$$, respectively. Let $$s_1^*, s_2^*$$ denote the respective $$p_2$$-projections of $$\tilde{s}_1$$ and $$\tilde{s}_2$$. Each of the lines $$\ell^*$$ obtained in Lemma 11, one for each of the surfaces $$\sigma_{p_1q_1}$$, $$\sigma_{p_2q_2}$$, must pass through both $$s_1^*$$ and $$s_2^*$$, and thus these lines must coincide. (By Lemma 9 the projection of each of $$\sigma_{p_1q_1}$$, $$\sigma_{p_2q_2}$$ onto the $$zw$$-plane is injective, and so the points $$s_1^*, s_2^*$$ are necessarily distinct.)
Denote the equation of $\ell$ as $x = uy + v$. Using (9), $\ell^*$ satisfies both equations

$$
(d - b - 2/(ub + v - a))(z - c) - (c - a - 2u/(ub + v - a))(w - d) + 2 = 0
$$
$$
(d' - b' - 2/(ub' + v - a'))(z - c') - (c' - a' - 2u/(ub' + v - a'))(w - d') + 2 = 0,
$$
where both expressions $ub + v - a$, $ub' + v - a'$ are nonzero, or

$$
((d - b)(ub + v - a) - 2)(z - c) - ((c - a)(ub + v - a) - 2u)(w - d) + 2(ub + v - a) = 0
$$
$$
((d' - b')(ub' + v - a') - 2)(z - c') - ((c' - a')(ub' + v - a') - 2u)(w - d') + 2(ub' + v - a') = 0.
$$

Moreover, the choice of $\ell$ is rather arbitrary, and there is a nonempty open region in the $uv$-plane consisting of pairs $(u, v)$ for which the corresponding line $\ell$ satisfies the assumptions made above and meets $\delta$ at two points, which also satisfy the above requirements. It follows that the coincidence (up to a scalar multiple) of the two equations in (11) holds for every choice of $u$ and $v$.

Focusing on the coefficients of $z$ and $w$ in (11), the coincidence implies, for every $u, v,$

$$
\frac{(d - b)(ub + v - a) - 2}{(c - a)(ub + v - a) - 2u} = \frac{(d' - b')(ub' + v - a') - 2}{(c' - a')(ub' + v - a') - 2u},
$$

(12)

Fix $u \neq 0$, and choose $v$ so that $ub + v - a = 0$. (Although the corresponding line $\ell$ does not satisfy the above assumptions, as it passes through $p_1$, (12) holds for $\ell$ too by a continuity argument.) Then, putting

$$
\Delta := ub' + v - a' = u(b' - b) - (a' - a),
$$

(12) becomes

$$
\frac{1}{u} = \frac{(d' - b')\Delta - 2}{(c' - a')\Delta - 2u},
$$

or

$$
(c' - a')\Delta - 2u = u((d' - b')\Delta - 2),
$$

or

$$
(c' - a')\Delta = u(d' - b')\Delta.
$$

Since $p_2 \neq q_2$, and since this equation holds for every choice of $u$, we must have

$$
\Delta = u(b' - b) - (a' - a) = 0,
$$

and again, since this holds for every $u$, we must have $p_1 = p_2$. A symmetric argument yields that $q_1 = q_2$ too, contradicting the assumption that $(p_1, q_1)$ and $(p_2, q_2)$ are distinct. That is, we have shown that Case 1 is impossible under our assumptions.

**Case 2: The curves $\delta_z$ and $\delta_w$ have a common line $\lambda$.** We first observe that

$$
\lambda \cap \ell'_{p_1 q_1} = \lambda \cap \ell'_{p_2 q_2}.
$$
Indeed, recall that the lines $\ell'_{p_{1}q_{1}}$ and $\ell'_{p_{2}q_{2}}$ are given by the equations $D = 0$ and $d' = 0$, respectively. Then, substituting $D = 0$ in (10) for a point $u = (x, y)$ on $\lambda$, we get $(x - a)D' = (y - b)D' = 0$, so either $D' = 0$ or $u = p_{1}$. Since $p_{1} \notin \ell'_{p_{1}q_{1}}$, we must have $D' = 0$, and the claim follows. In particular, we have that if one of the lines $\ell'_{p_{1}q_{1}}, \ell'_{p_{2}q_{2}}$ is parallel to $\lambda$, then both lines must be parallel to $\lambda$. Moreover, this latter case occurs only when $\ell'_{p_{1}q_{1}} \parallel \ell'_{p_{2}q_{2}}$, because these lines are parallel to $\ell'_{p_{1}q_{1}}$ and to $\ell'_{p_{2}q_{2}}$, respectively. Note that if $\lambda = \ell'_{p_{1}q_{1}} = \ell'_{p_{2}q_{2}}$ then each of $\sigma_{p_{1}q_{1}}$ and $\sigma_{p_{2}q_{2}}$ is undefined over $\lambda$, and we can safely ignore this possibility. It is therefore sufficient to consider only the following two subcases.

**Case 2.1: The three lines $\lambda, \ell'_{p_{1}q_{1}},$ and $\ell'_{p_{2}q_{2}}$ intersect in exactly one common point.**

Let $\xi$ (resp., $\xi'$) denote the unique intersection point of $\lambda$ with $\ell'_{p_{1}q_{1}}$ (resp., $\ell'_{p_{2}q_{2}}$); it is easily checked, using the previous observations, that these points exist. Clearly, by construction, $\xi$ does not lie on $\ell'_{p_{1}q_{1}}$, and, similarly, $\xi'$ does not lie on the line $\ell'_{p_{2}q_{2}}$. Let $\eta$ (resp., $\eta'$) denote the point that satisfies $(\xi, \eta) \in \sigma_{p_{1}q_{1}} \cap \sigma_{p_{2}q_{2}}$ (resp., $(\xi', \eta') \in \sigma_{p_{1}q_{1}} \cap \sigma_{p_{2}q_{2}}$); these points exist since $\xi, \xi' \in \lambda$, and they do not lie on the respective lines $\ell'_{p_{1}q_{1}}, \ell'_{p_{2}q_{2}}$. See Figure 2 for an illustration.

Assume first that $\xi \neq p_{1}, \xi' \neq p_{2}, \eta \neq q_{1},$ and $\eta' \neq q_{2}$; see Figure 2. By construction,

$$\ell'_{p_{1}x} = \ell'_{q_{1}y}, \quad \ell'_{p_{1}x'} = \ell'_{q_{1}y'}, \quad \ell'_{p_{2}x} = \ell'_{q_{2}y}, \quad \ell'_{p_{2}x'} = \ell'_{q_{2}y'}.$$  

In particular, we have

$$\ell_{p_{1}x} \parallel \ell_{q_{1}y}, \quad \ell_{p_{1}x'} \parallel \ell_{q_{1}y'}, \quad \ell_{p_{2}x} \parallel \ell_{q_{2}y}, \quad \ell_{p_{2}x'} \parallel \ell_{q_{2}y'}.$$  

It follows that $p_{1}, \xi, \eta,$ and $\xi' \neq q_{2}$, and then we must also have $|p_{1}x| = |q_{1}y|$. Similarly, we have that $p_{2}, \xi', \eta', \eta'$ are also collinear, and $|p_{2}x'| = |q_{2}y'|$.

In addition, the lines $\ell_{p_{1}x}$ and $\ell_{q_{1}y}$ are parallel, and so are the lines $\ell_{p_{2}x}$ and $\ell_{q_{2}y}$. All this is easily seen to imply that the two quadrilaterals $p_{1}p_{2}x\xi$ and $q_{1}q_{2}y\eta$ are congruent, from which we conclude that $p_{1}p_{2}$ is parallel to $q_{1}q_{2}$ and they both have the same length. Moreover, we have $|p_{1}x'| = |q_{1}y'|$. But then, to have $\ell'_{p_{1}x} = \ell'_{q_{1}y}$, the points $p_{1}, \xi', q_{1}, \eta'$ must be collinear, which is easily seen to imply that $p_{1}, p_{2}, q_{1}, q_{2}$ are collinear too.

It is easy to verify that similar arguments apply also for the cases where (exactly) one of $\xi = p_{1}, \xi' = p_{2}$ holds, and they yield the same conclusion, that $p_{1}, p_{2}, q_{1}, q_{2}$ are collinear.
with the assumption in this subcase, we get that $p_1$, $q_1$, $p_2$, $q_2$ are collinear. Indeed, assume that they are not, and suppose, without loss of generality, that $|p_1p_2| \leq |q_1q_2|$. Let $\ell \in \{\ell^+_{p_1q_2}, \ell^-_{p_1q_2}\}$ be the line that is farther from $\ell_{q_1q_2}$; say it is $\ell^+_{p_1q_2}$ (otherwise, it is $\ell^-_{p_1q_2}$). Note that, unless $p_1, q_1, p_2, q_2$ are collinear, $\ell$ is well defined. Then, for any point $v \in \ell$, the triangle $q_1q_2v$ is of area strictly larger than the area of $p_1p_2v$. Since the latter is of unit area, this contradicts $\ell^+_{p_1q_2} = \ell^+_{q_1q_2}$, a contradiction the implies the collinearity of $p_1, p_2, q_1, q_2$.

**Case 2.2: $\lambda$ is parallel to both lines $\ell^+_{p_1q_1}$ and $\ell^+_{p_2q_2}$, and does not coincide with either of them.** In this case we have $\ell_{p_1q_1} \parallel \ell_{p_2q_2}$ (since they are parallel to $\ell^+_{p_1q_1}$ and $\ell^+_{p_2q_2}$, respectively, and thus to $\lambda$). If in addition $\lambda$ is parallel to either of $\ell_{p_1p_2}, \ell_{q_1q_2}$, then, together with the assumption in this subcase, we get that $p_1, p_2, q_1, q_2$ are collinear, and we are done.

Otherwise, let $\xi$ denote the unique point in the intersection $\ell_{p_1p_2} \cap \lambda$. Let $\eta$ be the point such that $(\xi, \eta)$ satisfies \(\text{[6]}\) with respect to both surfaces $\sigma_{p_1q_1}$, $\sigma_{p_2q_2}$ (the same point arises for both surfaces because $\xi \in \delta_2 \cap \delta_w$). That is, $\ell^+_{p_1\xi} = \ell^+_{q_1\eta}$, and $\ell^+_{p_2\xi} = \ell^+_{q_2\eta}$. In particular, $\ell^+_{p_2\xi} \parallel \ell^+_{q_1\eta}$ and $\ell^+_{p_2\xi} \parallel \ell^+_{q_2\eta}$. Since, by construction, $\xi \in \ell_{p_1p_2}$, we have $\ell^+_{p_2\xi} = \ell_{p_2\xi}$, which yields that also $\ell_{q_1\eta} \parallel \ell_{q_2\eta}$. Thus necessarily $q_1, q_2, \eta$ are collinear, and $\ell_{q_1q_2} \parallel \ell_{p_1p_2}$. Thus $p_1q_1q_2p_2$ is a parallelogram. See Figure 3 for an illustration.

Now pick any other point $\xi' \in \lambda$ and let $\eta'$ be the corresponding such that $(\xi', \eta')$ satisfies \(\text{[6]}\) with respect to both surfaces $\sigma_{p_1q_1}, \sigma_{p_2q_2}$. Since $\ell^+_{p_2\xi'} \parallel \ell^+_{q_1\eta'}$ and $\ell^+_{p_2\xi'} \parallel \ell^+_{q_2\eta'}$, it follows that the triangles $p_1p_2\xi'$ and $q_1q_2\eta'$ are congruent. In particular, $|p_1\xi'| = |q_1\eta'|$ and $|p_2\xi'| = |q_2\eta'|$. However, in this case, similar to the argument used in Case 2.1, we can have $\ell^+_{p_1\xi'} = \ell^+_{q_1\eta'}$ and $\ell^+_{p_2\xi'} \parallel \ell_{q_2\eta'}$ only when $p_1, q_1, p_2, q_2$ are collinear, as is easily checked. This concludes the proof of the proposition for this subcase.

As we have exhausted all possible cases, Proposition \[\text{[8]}\] is now established. \(\square\)
3 Unit-area triangles spanned by points on three lines

In this section we consider the special case where $S$ is contained in the union of three pairwise distinct lines $l_1, l_2, l_3$. More precisely, we write $S = S_1 \cup S_2 \cup S_3$, with $S_i \subset l_i$, for $i = 1, 2, 3$, and we are only interested in the number of unit-area triangles spanned by triples of points in $S_1 \times S_2 \times S_3$. It is easy to see that in this case the number of unit-area triangles spanned by $S_1 \times S_2 \times S_3$ is $O(n^2)$. Indeed, for any pair of points $p, q \in S_1 \times S_2$, the line $l_{pq}'$ intersects $l_3$ in at most one point, unless $l_{pq}'$ coincides with $l_3$. The number of unit-area triangles for which the latter situation does not arise is thus $O(n^2)$. If no two lines among $l_1, l_2, l_3$ are parallel to one another, it can be checked that the number of pairs $(p, q)$ such that $l_{pq}' = l_3$ is at most a constant, thus contributing a total of at most $O(n)$ unit-area triangles. For the case where two (or more) lines among $l_1, l_2, l_3$ are parallel, the number of unit-area triangles is easily seen to be $O(n^2)$.

In this section we present a rather subtle construction that shows that this bound is tight in the worst case, for any triple of distinct lines. Instead of just presenting the construction, we spend some time showing its connection to a more general setup considered by Elekes and Rónyai [6] (and also, in more generality, by Elekes and Szabó [7]).

Specifically, the main result of this section is the following.

**Theorem 12.** For any triple of distinct lines $l_1, l_2, l_3$ in $\mathbb{R}^2$, and for any integer $n$, there exist subsets $S_1 \subset l_1, S_2 \subset l_2, S_3 \subset l_3$, each of cardinality $\Theta(n)$, such that $S_1 \times S_2 \times S_3$ spans $\Theta(n^2)$ unit-area triangles.

**Proof.** The upper bound has already been established (for any choice of sets $S_1, S_2, S_3$ and of lines $\ell_1, \ell_2, \ell_3$), so we focus on the lower bound.

We recall that by the area formula for triangles in the plane, if

$$\frac{1}{2} \begin{vmatrix} p_x & q_x & r_x \\ p_y & q_y & r_y \\ 1 & 1 & 1 \end{vmatrix} = 1,$$  \hspace{1cm} (13)$$

then the points $p = (p_x, p_y), q = (q_x, q_y)$ and $r = (r_x, r_y)$ form the vertices of a positively oriented unit-area triangle in $\mathbb{R}^2$. (Conversely, if $\Delta pqr$ has area 1 then the left-hand side of (13) has value ±1, depending on the orientation of $(p, q, r)$.)

To establish the lower bound, we distinguish between three cases, depending on the number of pairs of parallel lines among $l_1, l_2, l_3$.

The three lines $l_1, l_2, l_3$ are mutually parallel. In this case we may assume without loss of generality that they are of the form

$$l_1 = \{(t, 0) \mid t \in \mathbb{R}\},$$
$$l_2 = \{(t, 1) \mid t \in \mathbb{R}\},$$
$$l_3 = \{(t, \alpha) \mid t \in \mathbb{R}\},$$

for some $1 < \alpha \in \mathbb{R}$. (We translate and rotate the coordinate frame so as to place $\ell_1$ at the $x$-axis and then apply an area-preserving linear transformation that scales the $x$- and $y$-axes by reciprocal values.)
We set

\[ S_1 := \{ (x_i := \frac{i}{1-\alpha}, 0) \mid i = 1, \ldots, n \} \subset l_1, \]
\[ S_2 := \{ (y_j := \frac{j}{\alpha}, 1) \mid j = 1, \ldots, n \} \subset l_2, \]
\[ S_3 := \{ (z_{ij} := i + j - 2, \alpha) \mid i, j = 1, \ldots, n \} \subset l_3. \]

Clearly each of the sets \( S_i, i = 1, 2, 3, \) is of cardinality \( \Theta(n) \). Note that for every pair of indices \( 1 \leq i, j \leq n \), we have \( (1 - \alpha)x_i + \alpha y_j - z_{ij} = 2 \). By (13), every such pair \( i, j \) corresponds to a unit-area triangle with vertices \( (x_i, 0) \in S_1, (y_j, 1) \in S_2 \) and \( (z_{ij}, \alpha) \in S_3 \). That is, \( S_1 \times S_2 \times S_3 \) spans \( \Omega(n^2) \) unit-area triangles.

**There is exactly one pair of parallel lines among** \( l_1, l_2, l_3 \). Using an area-preserving affine transformation\(^3\) of \( \mathbb{R}^2 \) (and possibly re-indexing the lines), we may assume that

\[ l_1 = \{ (t, 0) \mid t \in \mathbb{R} \}, \]
\[ l_2 = \{ (t, 1) \mid t \in \mathbb{R} \}, \]
\[ l_3 = \{ (0, t) \mid t \in \mathbb{R} \}. \]

We claim that in this case the sets

\[ S_1 := \{ (x_i := 2^i + 2, 0) \mid i = 1, \ldots, n \} \subset l_1, \]
\[ S_2 := \{ (y_j := 2^j + 1, 1) \mid j = 1, \ldots, n \} \subset l_2, \]
\[ S_3 := \{ (0, z_{ij} := \frac{1}{1-2^{j-i}}) \mid i, j = 1, \ldots, n, \ i \neq j \} \subset l_3, \]

span \( \Omega(n^2) \) unit-area triangles. As before, \( S_1, S_2 \) and \( S_3 \) are each of cardinality \( \Theta(n) \).

Using (13), the triangle spanned by \( (x_i, 0) \), \( (y_j, 1) \), and \( (0, z_{ij}) \) has unit area if

\[
\begin{vmatrix}
1 & x_i & y_j & 0 \\
2 & 0 & 1 & z_{ij} \\
1 & 1 & 1 & 1
\end{vmatrix} = \frac{x_i - z_{ij}(x_i - y_j)}{2} = 1,
\]

or

\[ z_{ij} = \frac{x_i - 2}{x_i - y_j} = \frac{1}{1 - \frac{y_j - 2}{x_i - 2}} = \frac{1}{1 - 2^{j-i}}. \]

Since the latter equality holds for every pair \( 1 \leq i \neq j \leq n \), we get \( \Omega(n^2) \) unit-area triangles, as claimed.

**No pair of lines among** \( l_1, l_2, l_3 \) **are parallel**. Using an area-preserving affine transformation of \( \mathbb{R}^2 \), we may assume that the lines are given by

\[ l_1 = \{ (t, 0) \mid t \in \mathbb{R} \}, \]
\[ l_2 = \{ (0, t) \mid t \in \mathbb{R} \}, \]
\[ l_3 = \{ (t, -t + \alpha) \mid t \in \mathbb{R} \}, \]

\(^3\)In more generality than the transformation used in the first case, these are linear transformations with determinant \( \pm 1 \).
for some \( \alpha \in \mathbb{R} \). By (13) once again, , the points \((x,0) \in l_1, (0,y) \in l_2, \) and \((z,-z+\alpha) \in l_3\) span a unit-area triangle if

\[
\frac{1}{2} \begin{vmatrix}
  x & 0 & z \\
  0 & y & -z + \alpha \\
  1 & 1 & 1
\end{vmatrix} = 1,
\]

or

\[
z = f(x,y) := \frac{xy - \alpha x - 2}{y - x}.
\]

Thus it suffices to find sets \(X,Y,Z \subset \mathbb{R}\), each of cardinality \(\Theta(n)\), such that

\[
|\{(x,y,z) \in X \times Y \times Z \mid z = f(x,y)\}| = \Omega(n^2);
\]

then the sets

\[
S_1 := \{(x,0) \mid x \in X\} \subset l_1,
S_2 := \{(0,y) \mid y \in Y\} \subset l_2,
S_3 := \{(z,-z+\alpha) \mid z \in Z\} \subset l_3,
\]

are such that \(S_1 \times S_2 \times S_3\) spans \(\Omega(n^2)\) unit-area triangles.

**The construction of \(S_1, S_2, S_3\): General context.** As mentioned at the beginning of this section, rather than stating what \(S_1, S_2, S_3\) are, we present the machinery that we have used for their construction, thereby demonstrating that this problem is a special case of the theory of Elekes and Rónyai [6]; we also refer the reader to the more recent related studies [7, 13, 14].

One of the main results of Elekes and Rónyai is the following. (Note that the bound in (i) has recently been improved to \(O(n^{11/6})\) in [13, 14].)

**Theorem 13 (Elekes and Rónyai [6]).** Let \(f(x,y)\) be a bivariate real rational function. Then one of the following holds.

(i) For any triple of sets \(A,B,C \subset \mathbb{R}\), each of size \(n\),

\[
|\{(x,y,z) \in A \times B \times C \mid z = f(x,y)\}| = o(n^2).
\]

(ii) There exist univariate real rational functions \(h, \varphi, \psi\), such that \(f\) has one of the forms

\[
f(x,y) = h(\varphi(x) + \psi(y)),
\]
\[
f(x,y) = h(\varphi(x)\psi(y)),
\]
\[
f(x,y) = h \left( \frac{\varphi(x) + \psi(y)}{1 - \varphi(x)\psi(y)} \right).
\]

Note that if one does not insist on \(\varphi, \psi\) being rational functions, then in all three cases specified in (ii) \(f\) can be written as \(f(x,y) = h(\varphi(x) + \psi(y))\), for suitable \(h, \varphi, \psi\) (not necessarily rational functions).

Our problem is thus a special instance of the context in Theorem [13]. Specifically, we claim that

\[
f(x,y) = \frac{xy - \alpha x - 2}{y - x}
\]

satisfies condition (ii) of the theorem, which in turn will lead to the (natural) construction of the desired sets \(S_1, S_2, S_3\) (see below for details). Again, we could just state this special
representation of \( f \), but we use this opportunity to show the derivation of this representation, using the machinery sketched in Elekes and Rónyai \([6]\).

So we set the task of describing a necessary and sufficient condition that a real bivariate (twice differentiable) function \( F(x,y) \) is locally of the form \( F(x,y) = h(\varphi(x) + \psi(y)) \), for suitable univariate twice differentiable functions \( h, \varphi, \psi \) (not necessarily rational functions). This condition is presented in \([6]\) where its (rather straightforward) necessity is argued. It is mentioned in \([6]\) that the sufficiency of this test was observed by A. Jarai Jr. (apparently in an unpublished communication). Since no proof is provided in \([6]\), we present here a proof, for the sake of completeness.

**Lemma 14.** Let \( F(x,y) \) be a bivariate twice-differentiable real function, and assume that neither of \( F_x, F_y \) is identically zero. Let \( D(F) \subset \mathbb{R}^2 \) denote the domain of definition of \( F \), and let \( U \) be a connected component of the relatively open set \( D(F) \setminus (\{F_y = 0\} \cup \{F_x = 0\}) \subset \mathbb{R}^2 \). We let \( q(x,y) := F_x/F_y \), which is defined, with a constant sign, over \( U \). Then

\[
\frac{\partial^2 (\log |q(x,y)|)}{\partial x \partial y} \equiv 0
\]

over \( U \) if and only if \( F \), restricted to \( U \), is of the form

\[
F(x,y) = h(\varphi(x) + \psi(y)),
\]

for some (twice-differentiable) univariate real functions \( \varphi, \psi, \) and \( h \).

**Proof.** We show only sufficiency of the condition (14), as its necessity can easily be verified (as argued in \([6]\)). Setting \( g(x,y) := \log |q(x,y)| \), equation (14) becomes

\[
\frac{\partial^2 g}{\partial x \partial y} \equiv 0,
\]

and then clearly \( g \) must have the form

\[
g(x,y) = g_1(x) - g_2(y),
\]

for suitable differentiable univariate functions \( g_1, g_2 \). That is

\[
\log |q(x,y)| = g_1(x) - g_2(y),
\]

or

\[
q(x,y) = \pm e^{g_1(x)/g_2(y)}.
\]

That is,

\[
F_x/F_y = \varphi'(x)/\psi'(y),
\]

where \( \varphi(x) := \pm \int e^{g_1(x)} dx \) and \( \psi(y) := \int e^{g_2(y)} dy \) (the arbitrary constants in these indefinite integrals clearly do not matter). Note that \( \varphi \) and \( \psi \) are twice differentiable strictly monotone functions, and are thus injective.

\[\text{Note that such a local representation of } F \text{ allows one to construct sets } A, B, C \text{ showing that property (i) of Theorem 13 does not hold for } F, \text{ i.e., sets such that there are } \Theta(n^2) \text{ solutions of } z = F(x,y) \text{ in } A \times B \times C. \text{ This, using Theorem 13, implies the validity of property (ii) (globally, and with rational functions).}\]
Next, we express the function $F$ in terms of new coordinates $(u, v)$, given by
\[ u = \varphi(x) + \psi(y), \]
\[ v = \varphi(x) - \psi(y), \]
where $(u, v)$ range over the image of $U$ under this transformation; since $\varphi$ and $\psi$ are injections, the above system is invertible. Then by the chain rule we have
\[ F_x = F_u u_x + F_v v_x = \varphi'(x)(F_u + F_v), \]
\[ F_y = F_u u_y + F_v v_y = \psi'(y)(F_u - F_v), \]
or
\[ \frac{F_x}{\varphi'(x)} = F_u + F_v, \]
\[ \frac{F_y}{\psi'(y)} = F_u - F_v, \]
and thus
\[ \frac{F_x}{\varphi'(x)} - \frac{F_y}{\psi'(y)} \equiv 2F_v. \]
Using \eqref{eq:16}, the last equation is
\[ F_v \equiv 0. \]
This means that $F$ depends only on the variable $u$, so it has the form
\[ F(x, y) = h(\varphi(x) + \psi(y)), \]
as claimed.

**The construction of $S_1, S_2, S_3$: Specifics.** We next apply Lemma \[\text{[14]}\] to our specific function $f(x, y) = \frac{xy - \alpha x - 2}{y - x}$. In what follows we fix a connected open set $U \subset D(f) \setminus \{\{f_x = 0\} \cup \{f_y = 0\}\}$, and restrict the analysis only to points $(x, y) \in U$. We have
\[ f_x = \frac{y^2 - \alpha y - 2}{(y - x)^2}, \quad \text{and} \quad f_y = \frac{-x^2 + \alpha x + 2}{(y - x)^2}. \]
By assumption, the numerators are nonzero and of constant signs, and the denominator is nonzero, over $U$. In particular, we have
\[ \frac{f_x}{f_y} = \frac{(-x^2 + \alpha x + 2)^{-1}}{(y^2 - \alpha y - 2)^{-1}}. \]
That is, without explicitly testing that \[\text{[14]}\] holds, we see that $f_x/f_y$ has the form in \[\text{[16]}\]. Hence Lemma \[\text{[14]}\] implies that $f(x, y)$ can be written as
\[ f(x, y) = h(\varphi(x) + \psi(y)), \]
for suitable twice-differentiable univariate functions $\varphi$, $\psi$, and $h$, where $\varphi$ and $\psi$ are given (up to additive constants) by
\[ \varphi'(x) = \frac{1}{x^2 - \alpha x - 2}, \quad \psi'(y) = \frac{1}{y^2 - \alpha y - 2}. \]
As explained above, this already implies that $f$ satisfies property (ii) of Theorem 13.

Straightforward integration of these expressions yields that, up to a common multiplicative factor, which can be dropped, we have:

$$\varphi(x) = \ln \left| \frac{x-s_2}{x-s_1} \right|, \quad \psi(y) = \ln \left| \frac{y-s_1}{y-s_2} \right|,$$

where $s_1, s_2$ are the two real roots of $s^2 - \alpha s - 2 = 0$.

We conclude that $f(x,y) = \frac{xy - \alpha x - 2}{y - x}$ is a function of

$$\varphi(x) + \psi(y) = \ln \left| \frac{x-s_2}{x-s_1} \right| + \ln \left| \frac{y-s_1}{y-s_2} \right| = \ln \left| \frac{x-s_2}{x-s_1} \right| \cdot \left| \frac{y-s_1}{y-s_2} \right|,$$

or, rather, a function of

$$u = \frac{x-s_2}{x-s_1} \cdot \frac{y-s_1}{y-s_2}.$$

A tedious calculation, which we omit, shows that

$$f(x,y) = \frac{s_2 - s_1 u}{1 - u},$$

confirming that $f$ does indeed have one of the special forms in Theorem 13 above. That is,

$$f(x,y) = h(\varphi(x)\psi(y)),$$

where $h, \varphi, \psi$ are the rational functions

$$h(u) = \frac{s_2 - s_1 u}{1 - u}, \quad \varphi(x) = \frac{x-s_2}{x-s_1}, \quad \psi(y) = \frac{y-s_1}{y-s_2}$$

(these are not the $\varphi, \psi$ in the derivation above).

We then choose points $x_1, \ldots, x_n, y_1, \ldots, y_n \in \mathbb{R}$ such that

$$\frac{x_i - s_2}{x_i - s_1} = \frac{y_i - s_2}{y_i - s_1} = 2^i,$$

or

$$x_i = y_i = \frac{2^i s_1 - s_2}{2^i - 1},$$

for $i = 1, \ldots, n$, and let $X := \{x_1, \ldots, x_n\}$ and $Y := \{y_1, \ldots, y_n\}$. For $x = x_i$, $y = y_j$, the corresponding value of $u$ is $2^{i-j}$. Hence, setting

$$Z := \{f(x_i, y_j) \mid 1 \leq i, j \leq n\} = \left\{ \frac{s_2 - s_1 \cdot 2^{i-j}}{1 - 2^{i-j}} \mid 1 \leq i, j \leq n \right\},$$

which is clearly also of size $\Theta(n)$, completes the proof. □

---

5Note also that $f$ is defined over $y \neq x$, whereas in our derivation we also had to exclude $\{f_x = 0\} \cup \{f_y = 0\}$, i.e. $\{x = s_1\} \cup \{x = s_2\} \cup \{y = s_1\} \cup \{y = s_2\}$. Nevertheless, the final expression coincides with $f$ also over these excluded lines.
4 Unit-area triangles in convex grids

A set $X = \{x_1, \ldots, x_n\}$, with $x_1 < x_2 < \cdots < x_n$, of real numbers is said to be convex if
$$x_{i+1} - x_i > x_i - x_{i-1},$$
for every $i = 2, \ldots, n - 1$. See [15][15] for more details and properties of convex sets.

In this section we establish the following improvement of Theorem 2 for convex grids.

**Theorem 15.** Let $S = A \times B$, where $A, B \subset \mathbb{R}$ are convex sets of size $n^{1/2}$ each. Then the number of unit-area triangles spanned by the points of $S$ is $O(n^{31/14})$.

**Proof.** With each point $p = (a, b, c) \in A^3$ we associate a plane $h(p)$ in $\mathbb{R}^3$, given by
\[
\begin{array}{c|ccc}
1 & a & b & c \\
\frac{1}{2} & x & y & z \\
1 & 1 & 1 & 1
\end{array} = 1,
\]
(18)
or equivalently by
$$(c - b)x + (a - c)y + (b - a)z = 2. $$

We put
$$H := \{h(p) \mid p \in A^3\}. $$

A triangle with vertices $(a_1, x_1), (a_2, x_2), (a_3, x_3)$ has unit area if and only if the left-hand side of (18) has absolute value 1, so for half of the permutations $(i_1, i_2, i_3)$ (i.e., three permutations) of $(1, 2, 3)$, we have $(x_{i_1}, x_{i_2}, x_{i_3}) \in h(a_{i_1}, a_{i_2}, a_{i_3})$. In other words, the number of unit-area triangles is at most one third of the number of incidences between the points of $B^3$ and the planes of $H$. In addition to the usual problematic issue that arise in point-plane incidence problems, where many planes pass through a line that contains many points (see, e.g., [3]), we need to face here the issue that the planes of $H$ are in general not distinct, and may arise with large multiplicity. Denote by $w(h)$ the multiplicity of a plane $h \in H$, that is, $w(h)$ is the number of points $p \in A^3$ for which $h(p) = h$. Observe that, for $p, p' \in A^3$,
$$h(p) \equiv h(p') \quad \text{if and only if} \quad p' \in p + (1, 1, 1)\mathbb{R}. $$
(19)

We can transport this notion to points of $A^3$, by defining the multiplicity $w(p)$ of a point $p \in A^3$ by
$$w(p) := (p + (1, 1, 1)\mathbb{R}) \cap A^3. $$
Then we clearly have $w(h(p)) = w(p)$ for each $p \in A^3$. Similarly, for $q \in B^3$, we put, by a slight abuse of notation,
$$w(q) := (q + (1, 1, 1)\mathbb{R}) \cap B^3, $$
and refer to it as the multiplicity of $q$. (Clearly, the points of $B^3$ are all distinct, but the notion of their “multiplicity” will become handy in one of the steps of the analysis — see below.)

Fix a parameter $k \in \mathbb{N}$, whose specific value will be chosen later. We say that $h \in H$ (resp., $p \in A^3$, $q \in B^3$) is $k$-rich, if its multiplicity is at least $k$; otherwise we say that it is $k$-poor. For a unit-area triangle $T$, with vertices $(a, x), (b, y), (c, z)$, we say that $T$ is rich-rich (resp., rich-poor, poor-rich, poor-poor) if $(a, b, c) \in A^3$ is $k$-rich (resp., rich, poor, poor), and
poor-rich (resp., poor, rich, poor). (These notions depend on the parameter \( k \), which is fixed throughout the rest of the analysis.)

Next, we show that our assumption that \( A \) and \( B \) are convex allows us to have some control on the multiplicity of the points and the planes, which we need for the proof.

For two given subsets \( X,Y \subset \mathbb{R} \), and for any \( s \in \mathbb{R} \), denote by \( \delta_{X,Y}(s) \) the number of representations of \( s \) in the form \( x - y \), with \( x \in X \), \( y \in Y \). We order the elements of \( X - Y = \{s_1, \ldots, s_{|X - Y|}\} \), so that

\[
\delta_{X,Y}(s_1) \geq \delta_{X,Y}(s_2) \geq \cdots
\]

The following lemma is taken from Schoen and Shkredov.

**Lemma 16 (Schoen and Shkredov [15]).** Let \( X,Y \subset \mathbb{R} \), with \( X \) convex. Then, for any \( \tau \geq 1 \), we have

\[
\left| \{s \in X - Y \mid \delta_{X,Y}(s) \geq \tau \} \right| = O\left( \frac{|X||Y|^2}{\tau^3} \right).
\]

Lemma 16 implies that the number of points \((a, b) \in A^2\), for which the line \((a, b) + (1, 1)\mathbb{R}\) contains at least \( k \) points of \( A^2 \), is \( O(n^{3/2}/k^2) \). Indeed, the number of differences \( s \in A - A \) with \( \delta_{A,A}(s) \geq \tau \) is \( O(n^{3/2}/\tau^3) \). Each difference \( s \) determines, in a 1-1 manner, a line in \( \mathbb{R}^2 \) with orientation \((1, 1)\) that contains the \( \delta_{A,A}(s) \) pairs \((a, b) \in A^2 \) with \( b - a = s \). Let \( M_\tau \) (resp., \( M_{\geq \tau} \)) denote the number of differences \( s \in A - A \) with \( \delta_{A-A}(s) = \tau \) (resp., \( \delta_{A-A}(s) \geq \tau \)). Then the desired number of points is

\[
\sum_{\tau \geq k} \tau M_\tau = k M_{\geq k} + \sum_{\tau > k} M_{\geq \tau} = O(n^{3/2}/k^2) + \sum_{\tau > k} O(n^{3/2}/\tau^3) = O(n^{3/2}/k^2).
\]

We next establish the following simple claim.

**Lemma 17.** The number of \( k \)-rich points in \( A^3 \) and in \( B^3 \) is \( O(n^2/k^2) \).

**Proof.** Let \((a, b, c) \in A^3\) be \( k \)-rich. Then, by definition, the line \( l := (a, b, c) + (1, 1, 1)\mathbb{R}\) contains at least \( k \) points of \( A^3 \). We consider the line \( l' := (a, b) + (1, 1)\mathbb{R} \), which is the (orthogonal) projection of \( l \) onto the \( xy \)-plane, which we identify with \( \mathbb{R}^2 \). Note that the projection of the points of \( l \cap A^3 \) onto \( \mathbb{R}^2 \) is injective and its image is equal to \( l' \cap A^2 \). In particular, \( l' \) contains at least \( k \) points of \( A^2 \). As just argued, the total number of such points in \( A^2 \) (lying on some line of the form \( l' \), that contains at least \( k \) points of \( A^2 \)) is \( O(n^{3/2}/k^2) \). Each such point is the projection of at most \( n^{1/2} \) \( k \)-rich points of \( A^3 \) (this is the maximum number of lines of the form \((a, b, c) + (1, 1, 1)\mathbb{R}\) that project onto the same line \( l' \)). Thus, the number of \( k \)-rich points in \( A^3 \) is \( O\left( \frac{n^{3/2} \cdot n^{1/2}}{k^2} \right) = O(n^2/k^2) \). The same bound applies to the number of \( k \)-rich points in \( B^3 \), by a symmetric argument. \qed

**Remark.** The proof of Lemma 17 shows, in particular, that the images of the sets of \( k \)-rich points of \( A^3 \) and of \( B^3 \), under the projection map onto the \( xy \)-plane, are of cardinality \( O(n^{3/2}/k^2) \).

In what follows, we bound separately the number of unit-area triangles that are rich-rich, poor-rich (and, symmetrically, rich-poor), and poor-poor.
**Rich-rich triangles.** Note that for \(((a, b, c), (\xi, \eta)) \in A^3 \times B^2\), with \(a \neq b\), there exists at most one point \(\zeta \in B\) such that \(T((a, \xi), (b, \eta), (c, \zeta))\) has unit area. Indeed, the point \((c, \zeta)\) must lie on a certain line \(l((a, \xi), (b, \eta))\) parallel to \((a, \xi) - (b, \eta)\). This line intersects \(x = c\) in exactly one point (because \(a \neq b\)), which determines the potential value of \(\zeta\). Thus, since we are now concerned with the number of rich-rich triangles (and focusing at the moment on the case where \(a \neq b\)), it suffices to bound the number of such pairs \(((a, b, c), (\xi, \eta))\), with \((a, b, c) \in A^3\) being rich, and \((\xi, \eta) \in B^2\) being the projection of a rich point of \(B^3\), which is \(O((n^2/k^2) \cdot (n^{3/2}/k^2)) = O(n^{7/2}/k^4)\), using Lemma 17 and the Remark following it.

It is easy to check that the number of unit-area triangles \(T(p, q, r)\), where \(p, q, r \in P\) and \(p, q\) share the same abscissa (i.e., \(A\)-component), is \(O(n^2)\). Indeed, there are \(\Theta(n^{3/2})\) such pairs \((p, q)\), and for each of them there exist at most \(n^{1/2}\) points \(r \in P\), such that \(T(p, q, r)\) has unit area (because the third vertex \(r\) must lie on a certain line \(l(p, q)\), which passes through at most this number of points of \(P\)); here we do not use the fact that we are interested only in rich-rich triangles.

We thus obtain the following lemma.

**Lemma 18.** The number of rich-rich triangles spanned by \(P\) is \(O\left(\frac{n^{7/2}}{k^4} + n^2\right)\).

**Poor-rich and rich-poor triangles.** Without loss of generality, it suffices to consider only poor-rich triangles.

We put

\[ H_i := \{h \in H \mid 2^{i-1} \leq w(h) < 2^i\}, \]

for \(i = 1, \ldots, \log k\), and

\[ S_{\geq k} := \{q \in B^3 \mid w(q) \geq k\}. \]

That is, by definition, \(\bigcup_i H_i\) is the collection of \(k\)-poor planes of \(H\), and \(S_{\geq k}\) is the set of \(k\)-rich points of \(B^3\). Since each element of \(H_i\) has multiplicity at least \(2^{i-1}\), we have the trivial bound \(|H_i| \leq n^{3/2}/2^{i-1}\).

Consider the family of horizontal planes \(F := \{\xi_z\}_{z \in B}\), where \(\xi_{z_0} := \{z = z_0\}\). Our strategy is to restrict \(S_{\geq k}\) and \(H_i\), for \(i = 1, \ldots, \log k\), to the planes \(\xi \in F\), and apply the Szemerédi–Trotter incidence bound (see Theorem 1) to the resulting collections of points and intersection lines, on each such \(\xi\). Note that two distinct planes \(h_1, h_2 \in H\) restricted to \(\xi\), become two distinct lines in \(\xi\). Indeed, each plane of \(H\) contains a line parallel to \((1, 1, 1)\), and two such planes, that additionally share a horizontal line within \(\xi\), must be identical. Similarly to the argument in the Remark following Lemma 17, we have that the number of rich points \((x, y, z_0) \in S_{\geq k}\), with \(z_0\) fixed, is \(O\left(n^{3/2}/k^2\right)\); that is, \(|S_{\geq k} \cap \xi_{z_0}| = O\left(n^{3/2}/k^2\right)\) for every fixed \(z_0\).

The number of incidences between the points of \(S_{\geq k}\) and the poor planes of \(H\), counted with multiplicity (of the planes) is at most

\[ \sum_{z \in B} \sum_{i=1}^{\log k} 2^i \cdot I(S_{\geq k} \cap \xi_z, H_{i_z}), \]
where $H_{iz} := \{ h \cap \xi_z \mid h \in H_i \}$. By Theorem 1, this is at most
\[
\sum_{z \in B} \sum_{i=1}^{\log k} 2^i \cdot O \left( \left( \frac{n^{3/2}}{k^2} \right)^{2/3} \left( \frac{n^{3/2}}{2^{i-1}} \right)^{2/3} + \frac{n^{3/2}}{k^2} + \frac{n^{3/2}}{2^{i-1}} \right)
\]
\[
= \sum_{z \in B} O \left( \frac{n^2}{k^{4/3}} \sum_{i=1}^{\log k} 2^{i/3} + \frac{n^{3/2}}{k^2} \sum_{i=1}^{\log k} 2^i + n^{3/2} \log k \right)
\]
\[
= \sum_{z \in B} O \left( \frac{n^2}{k} + \frac{n^{3/2}}{k} + n^{3/2} \log k \right)
\]
\[
= O \left( \frac{n^{5/2}}{k} + n^2 \log k \right).
\]

This bounds the number of poor-rich triangles spanned by $P$. Clearly, using a symmetric argument, this bound also applies to the number of rich-poor triangles spanned by $P$. We thus obtain the following lemma.

**Lemma 19.** The number of poor-rich triangles and of rich-poor triangles spanned by $P$ is $O \left( \frac{n^{5/2}}{k} + n^2 \log k \right)$.

**Poor-poor triangles.** Again we are going to use Theorem 1. For $i = 1, \ldots, \log k$, put
\[
S_i := \{ q \in B^3 \mid 2^{i-1} \leq w(q) < 2^i \},
\]
and let $S'_i, H'_i$ be the respective (orthogonal) projections of $S_i, H_i$ to the plane $\eta := \{ x + y + z = 1 \}$. Note that $H'_i$ is a collection of lines in $\eta$. Moreover, arguing as above, two distinct planes of $H_i$ project to two distinct lines of $H'_i$, and thus the multiplicity of the lines is the same as the multiplicity of the original planes of $H_i$. Similarly, a point $q \in S_i$ with multiplicity $t$ projects to a point $q' \in S'_i$ with multiplicity $t$ (by construction, there are exactly $t$ points of $S_i$ that project to $q'$). These observations allow us to use here, as before, the trivial bounds $|S'_i| \leq n^{3/2}/2^{i-1}$, $|H'_i| \leq n^{3/2}/2^{i-1}$, for $i = 1, \ldots, \log k$.

Applying Theorem 1 to the collections $S'_i, H'_j$ in $\eta$, for $i, j = 1, \ldots, \log k$, taking into account the multiplicity of the points and of the lines in these collections, we obtain that the number of incidences between the poor points and the poor planes, counted with the appropriate multiplicity, is at most
\[
\sum_{i,j=1}^{\log k} 2^{i+j} \cdot I(S'_i, H'_j) = \sum_{i,j=1}^{\log k} 2^{i+j} \cdot O \left( \left( \frac{n^{3/2}}{2^{i-1}} \right)^{2/3} \left( \frac{n^{3/2}}{2^{j-1}} \right)^{2/3} + \frac{n^{3/2}}{2^{i-1}} + \frac{n^{3/2}}{2^{j-1}} \right)
\]
\[
= O \left( n^2 \sum_{i,j=1}^{\log k} 2^{(i+j)/3} + n^{3/2} \sum_{i,j=1}^{\log k} (2^i + 2^j) \right)
\]
\[
= O \left( n^2 k^{2/3} + n^{3/2} k \log k \right).
\]

Thus, we obtain the following lemma.


Lemma 20. The number of poor-poor triangles spanned by $P$ is $O\left(n^2k^{2/3} + n^{3/2}k \log k\right)$.

In summary, the number of unit-area triangles spanned by $P$ is

$$O\left(\frac{n^{7/2}}{k^4} + \frac{n^{5/2}}{k} + n^2k^{2/3} + n^{3/2}k \log k\right).$$ (20)

Setting $k = n^{9/28}$ makes this bound $O(n^{31/14})$, and Theorem 15 follows. □

5 Discussion

The results obtained in this paper raise several interesting open problems.

Theorem 2 constitutes a significant improvement over the previous bounds, but it still leaves a substantial gap from the near-quadratic lower bound. One key feature in our analysis is the incidence bound between points and 2-surfaces in $\mathbb{R}^4$. Although this bound is known to be tight for the general case, one could hope that it is potentially much smaller for the special instance under consideration.

In Section 3 we have considered unit-area triangles spanned by points on three (arbitrary) lines, and have shown that, perhaps somewhat surprisingly, this becomes an instance of the special case in the Elekes–Rónyai theory, leading to the quadratic lower bound that we have derived. If instead the points lie on some general constant-degree algebraic curve, one would expect that this special case does not arise, and consequently the points of $S$ would span only $O(n^{11/6})$ unit-area triangles. It would be interesting to characterize those curves for which the special case does arise.

Finally, it would be interesting to extend the analysis to other properties of triangles, such as bounding the number of unit-perimeter triangles spanned by $n$ arbitrary points in the plane, or by $n$ points lying on an algebraic curve, and so on.
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