Abstract. Background: Patients with major adverse cardiovascular events (MACE) such as myocardial infarction or stroke suffer from frequent hospitalizations and have high mortality rates. By identifying patients at risk at an early stage, MACE can be prevented with the right interventions. Objectives: The aim of this study was to develop machine learning-based models for the 5-year risk prediction of MACE. Methods: The data used for modelling included electronic medical records of more than 128,000 patients including 29,262 patients with MACE. A feature selection based on filter and embedded methods resulted in 826 features for modelling. Different machine learning methods were used for modelling on the training data. Results: A random forest model achieved the best calibration and discriminative performance on a separate test data set with an AUROC of 0.88. Conclusion: The developed risk prediction models achieved an excellent performance in the test data. Future research is needed to determine the performance of these models and their clinical benefit in prospective settings.
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1. Introduction

1.1. Problem Statement

Cardiovascular diseases are one of the major death causes. In Austria, almost 40% of deaths are due to major adverse cardiovascular event (MACE) such as myocardial infarction or stroke [1]. During their lifetime, patients with cardiovascular diseases suffer from frequent hospitalizations and treatments, and their outcome depends often on 24-hour care after a severe cardiovascular event [2]. By identifying the risk at an early stage, many of these cases could have been prevented [3].

In many cases, a MACE is caused by advanced atherosclerotic vascular diseases. Atherosclerosis is strongly influenced by smoking, poor diet and lack of exercise. Since atherosclerotic vascular diseases develop over a long period of time, an early risk identification and preventive actions can decrease the risk of MACE [3].

1 Corresponding Author: Michael Schrempf, Steiermärkische Krankenanstaltengesellschaft m.b.H., Graz, Austria, E-Mail: michael.schrempf@kages.at
One way of identifying patients at risk is the use of clinical prediction models. Common risk scores for cardiovascular diseases are the Framingham Risk Score [4], QRISK3 [5], SCORE [6] or ACC/AHA Risk Score [7].

The advantage of these scores is the use of a few predictors for the risk estimation. QRISK3 uses 22 predictors including age, smoking and prevalent diseases to predict the 10-year risk of a cardiovascular event. In a validation cohort, the score achieved a high discriminative performance with a C-statistic of 0.88 [5].

Compared to this, the Framingham Risk Score achieved an Area Under the Receiver Operating Characteristic (AUROC) of 0.79 in women. However, the Framingham Risk Score is using seven parameters to calculate the 10-year risk of cardiovascular disease. Furthermore, it should not applied to patients with diabetes.

The ACC/AHA Risk Score achieved an AUROC of 0.818 for African-American women. The poorest AUROC performance for non-Hispanic white men was 0.713.

Similar to the before mentioned score, the SCORE AUROC ranged from 0.71 to 0.84. It is using similar feature as the Framingham Risk Score and ACC/AHA Risk Score and was developed for European clinical practice.

However, all of the mentioned scores require manual input for risk assessment. The manual scoring often presents an additional burden for healthcare professionals instead of optimizing care. In addition, most risk scores are based on linear methods which are not able to account for non-linear relationships in highly complex data [8].

Therefore, the use of machine learning (ML) techniques is an alternative. ML algorithms can be trained on already available electronic medical records (EMRs) and account for numerous predictions in order to achieve high predictive performance.

Weng et al. [9] demonstrated that machine learning based approaches are able to predict cardiovascular events. However, their best performing model, a neural network, achieved only a performance of an AUROC of 0.764, which was comparable to the ACC/AHA score. Krittanawong et al. [10] demonstrated that the performances of the risk score could be outperformed by machine learning. This meta-analysis of prediction models for cardiovascular diseases showed that machine learning models can achieve AUROCs between 0.88 and 0.93.

1.2. Objectives

The aim of this study was to develop a prediction model based on electronic medical records to predict the 5-year risk of MACE. A machine learning approach was used in order to estimate the risk for each patient without additional efforts by clinicians and to account for various predictors available in the EMR system.

2. Methods

2.1. Data Overview

Data for modelling was provided by the public hospital provider Steiermärkische Krankenanstaltengesellschaft m.b.H. (KAGes). KAGes covers approximately 90% of acute care beds in the province of Styria, Austria, and provides ambulatory care services. Therefore, longitudinal health records of 2.4 million patients in Styria are available starting from 2006. The extracted EMR data included among others demographic data, ICD-10 coded diagnoses, nursing assessment, LOINC codes for laboratory data,
procedures, transfer data and ATC classes for medication. Available EMR data was included within the time span of 01/01/2009 and 12/31/2019. All patients under the age of 18 were excluded from modeling.

2.2. Label Definition

In order to identify patients with the prediction outcome MACE, transfer data, diagnoses and procedures were used. First, all patients with a coded diagnosis of angina pectoris (ICD-10 code I20) with a manual description associated to an acute coronary syndrome were included. In addition patients with one ICD-10 code of the diagnoses shown in Table 1 were included, if a matching procedure or transfer to a coronary catheterization laboratory was recorded for the hospital stay.

All patients with the following procedures were included in the cohort of MACE patients: coronary bypass surgeries, percutaneous coronary catheterization and systemic thrombolysis for myocardial infarction or stroke. In addition, magnetic resonance and computed imaging procedures for cerebrovascular diseases were used.

In case of a MACE, there is a high probability that the patient will receive cardiovascular associated procedures in one of three coronary catheterization facilities in the State of Styria. Thus, patients with transfers to the coronary catheterization laboratories in combination with a defined diagnosis or procedure were included as MACE patients.

Furthermore, the death data from Austria's Federal Statistical Office (Statistik Austria) enriched the definition of MACE patients: KAGes patients with death due to myocardial infarction (I21), cerebral infarction (I63) or stroke (I64) were included as MACE patients. Patients with the following ICD 10 codes were excluded, because these disease are mostly not caused by atherosclerosis [11]: intracerebral haemorrhage (I61, I62), aneurysm and dissection (I72).

After applying all inclusion and exclusion criteria, 86,365 admissions of 29,262 patients were included in the MACE group. The overlap of the identification of MACE patients using the four data modalities is shown in Fig. 1.
Finally, 181,150 admissions of 98,405 patients without MACE identification within 5 years after admission were extracted. For patients with multiple stays in the specified time period, all stays were treated separately. This resulted in 267,515 admissions for modeling.

2.3. Feature Extraction & Modelling

As a reference date for risk prediction, the discharge date of the admission included in the data set was set. Until this reference date, various features were created using already available data from the patient. Out of the data modalities described in section 2.1, 9,270 features were created.

Following, all constant features were deleted, before feature selection was applied. As a method of univariate feature selection, Chi-squared tests and ANOVA were applied, which removed 2,425 features from the data set. For further selection, a Generalized Linear Model with Lasso regularization and a Random Forest model were trained with the remaining features. Using only features with its coefficients greater than zero in or greater than the average feature importance in Random Forest, a feature size of 826 was achieved.

The final data of 267,515 admissions and 826 features was split into a 70% training and 30% test data set. Model training was performed only on the training data using a 5-fold cross-validation. Four different methods were used for training: Generalized Linear Model with Elastic Net regularization (GLM), Random Forest (RF), Gradient Boosting Machines (GBM) and Linear Discriminant Analysis (LDA).

To optimize the hyper-parameters of each method, the GridSearchCV function from scikit-learn [12] was used. GridSearchCV performs a 5-fold cross-validation for every hyper-parameter combination.

Finally, the performances of the models were evaluated on the separate test data set. The discriminative performance was measured using the AUROC value with 95% confidence intervals and ROC plots. The confidence intervals were calculated using the DeLong method [13]. Based on the closest topleft threshold, sensitivity, specificity, and precision were calculated. In order to analyse the calibration of the models, calibration plots were used showing the percentiles of risk probabilities in the x-axis and relative frequency of MACE on the y-axis. Additionally, an ethical vote was issued by the

![Figure 1. Venn diagram of the final selection of MACE patients using four modalities of identification: Diagnosis (ICD), procedures (LEI), death data (STA), and transfer data (BEW).](image-url)
Medical University of Graz for the development of these predictive models (30-146 ex 17/18). Furthermore, the TRIPOD statement [14] was used for model development, validation and reporting.

3. Results

In Table 2, the results of the evaluation on the test data are presented. Although the discriminative performance of all methods was excellent with AUROC above 0.86, the Gradient Boosting Machines achieved a slightly better performance than the others. Furthermore, a plot with the ROC curves of all models is shown in Fig. 2.

| Method | AUROC [95%-CI]  | Sensitivity | Specificity | Precision |
|--------|----------------|-------------|-------------|-----------|
| GLM    | 0.867 (0.848 - 0.886) | 0.798       | 0.767       | 0.619     |
| RF     | 0.879 (0.860 - 0.897) | 0.808       | 0.776       | 0.632     |
| GBM    | 0.896 (0.879 - 0.913) | 0.808       | 0.820       | 0.681     |
| LDA    | 0.867 (0.848 - 0.886) | 0.785       | 0.780       | 0.630     |

Fig. 3 presents the calibration plots of the models. Results of Gradient Boosting Machines showed the poorest performance among the models, with an underestimation of the risk for MACE at the lower percentiles and an overestimation of the risk for higher percentiles. Random forest and Generalized Linear Model showed a good calibration for all risk percentiles.

**Figure 2.** ROC curves for the trained models when applied on the test data (Generalized Linear Model (GLM), Random Forest (RF), Gradient Boosting Machines (GBM), Linear Discriminant Analysis (LDA))
In addition, the 17 most important features of the Random Forest were investigated (see Fig. 4). Similar to QRISK3 or the other cardiovascular diseases related risk scores, age had a very large impact on risk prediction. An increased value for urea in serum or plasma, and potassium in serum or plasma were features with the highest influence, among the others. These features are associated with renal disorders, leading to an increased risk for cardiovascular diseases [5] [15] [16].

Figure 3. Calibration plots of the models when applied on the test data.

Figure 4. Gini Importance based Feature Importance of the Random Forest model.
4. Discussion

Our study presents the development of various machine learning models predicting the 5-year risk of a major cardiovascular event (MACE) of in-patients. EMRs of more than 127,667 patients were used to train the risk prediction models using different methods. Although GBM proved to be the best discriminator, the results of calibration curve were not satisfying. The three remaining models showed equally good results when considering both discrimination and calibration. This could be due to a comprehensive and effective feature selection.

With an AUROC of 0.879, the Random Forest model outperforms established cardiovascular risk scores such as QRISK3 or the ACC/AHA. However, the comparison has to be considered with care, as the models developed in our study predict the 5-year risk of MACE, while the published scores mostly predict a 10-year risk.

Further limitations need to be discussed. A main advantage of clinical scores over machine learning models is their generalizability. The use of few predictors for a risk prediction is independent of the availability of EMRs. As EMR systems and their records vary between hospitals, machine learning models developed in one hospital might not be applicable to other hospitals. External validation of machine learning-based models is crucial for a broad deployment.

KAGes covers almost 90% of the in-hospital stays in the region, and thus the EMR system provides a comprehensive population-based view of patient histories. However, the identification of patients with MACE can be biased if the event was recorded in another hospital outside the KAGes network. Using different modalities for labelling, including death records from the official Austrian statistical office, presents a major advantage of this study.

Although risk prediction by machine learning models might be highly accurate, more actions are needed in order to achieve a clinical benefit. In a first step, clinicians need to be informed about patient’s individual risk factors using transparent visualization methods embedded in the hospital information systems. In a second step, it is essential to inform patients about preventive measures to modify the risk. Thus, future work should focus on how a predicted risk can be changed by staging preventive actions or treatment for patients with high risk of MACE.

The prediction models achieved an excellent performance in this study. In previous work, we demonstrated the high performance of machine learning model predicting delirium in a clinical setting [17]. Future work needs to focus on the prospective evaluation of the risk prediction models for MACE and determine the overall clinical benefit for patients.
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