Bipartitioning of directed and mixed random graphs
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We show that an intricate relation of cluster properties and optimal bipartitions, which takes place in undirected random graphs, extends to directed and mixed random graphs. In particular, the satisfiability threshold coincides with the relative size of the giant OUT component reaching 1/2. Moreover, when counting undirected links as two directed ones, the partition cost, and cluster properties, as well as location of the replica symmetry breaking transition for these random graphs depend primarily on the total number of directed links and not on their specific distribution.

I. INTRODUCTION

Statistical mechanics methodology is frequently used in the studies of various optimization problems [1]. Presence of quenched disorder, energy barriers, or various phase transitions in such problems implies interesting analogies to some glassy or magnetic systems and the usage of methods developed in the physical sciences turns out to be remarkably successful [2].

A graph bipartitioning is an optimization problem that appears in various contexts such as VLSI circuit design [3], parallel computing [4] or computer vision [5]. Statistical mechanics approaches are particularly fruitful in the undirected random graph version of this problem. Such a version was studied numerically using a simulated annealing [6, 7] or an extremal optimization [8] but important analytical results were also obtained using a replica method [9–11], the technique that was primarily developed for studying disordered systems. In a more recent work, in which the structure of nearly optimal partitions was analyzed, some predictions concerning the replica symmetry breaking in this problem were made [12] that were subsequently verified using the belief propagation method [13].

In contrast to undirected random graphs, bipartitioning problem in other classes of graphs is less understood. Taking into account that in most of systems links are only approximately symmetric, it would be desirable to examine partitioning problem on random graphs with directed links, and that was our main motivation. Let us notice that despite an apparently simple modification, which exploit the above analogy with the Ising model. In the present paper, we examine an extension of this problem to directed or mixed Erdős-Rényi graphs [16], where both directed and undirected links are present. To construct such graphs, we place \( pN \) links among randomly selected pairs of vertices. With probabilities \( p_u \) and \( 1-p_u \), the link is undirected or directed, respectively, and in the latter case its orientation is chosen randomly. As limiting cases, in such a way we can generate undirected \( (p_u = 1) \) or directed \( (p_u = 0) \) random graphs.

Bipartitioning of undirected graphs bears some analogy to the Ising model, in which on each vertex \( i \), there is a spin variable \( S_i = \pm 1 \), and the system is described with the following Hamiltonian

\[
H = -\sum_{(i,j)} S_i S_j, \tag{1}
\]

In the above equation, summation is over pairs of vertices connected by a link, and the system is subject to the constraint that the numbers of \( \oplus \) and \( \ominus \) are equal, namely \( \sum_{i=1}^{N} S_i = 0 \). In terms of spin variables, the normalized partition cost can be written as

\[
b = \frac{1}{2N} \sum_{(i,j)} (1 - S_i S_j), \tag{2}
\]

Finding an optimal partition becomes thus equivalent to finding the lowest energy of the Ising model subject to the constraint of zero magnetization. A number of approaches to the graph bipartitioning were developed, which exploit the above analogy with the Ising model. However, for directed or mixed graphs, the analogy becomes more intricate. One can retain spin variables \( S_i \), but the spin dynamics looses a detailed balance and a description in terms of the Hamiltonian like \( \text{(1)} \) is less obvious [17, 18]. Neglecting the fact that partitioning of directed graphs involves a number of mathematical subtleties [19, 20], we use the partition cost that counts only links of which the origin is \( \oplus \) and the end is \( \ominus \) (Fig. 1b). With such a definition, the partition cost for directed graphs in terms of spin variables might be written as

\[
b = \frac{1}{N} \sum_{(i,j)} \delta_{S_i,1} \delta_{S_j,-1}, \tag{3}
\]
where summation is over directed links that originate at \(i\) and end at \(j\). Actually, definition (3) can be applied also for undirected graphs and is equivalent to (2) since an undirected link could be considered as composed of two directed and opposite links, and if it joins vertices of different signs, it will be counted but only once.

### III. CLUSTER PROPERTIES

Partition of random graphs relates to their percolative behavior. In particular, for undirected random graphs, it is known that as long as the size of the giant cluster is smaller than \(N/2\), one typically finds partitions with \(b = 0\) \([11, 21]\). Indeed, if the entire giant cluster is set as (for example) \(\oplus\), then the remaining \(\ominus\) and \(N/2 \ominus\) most likely can be distributed among small isolated clusters, so that the partition cost is zero. Since the relative size of the giant cluster \(g\) for random undirected graphs \((p_u = 1)\) obeys the equation

\[
g = 1 - \exp(-2pg), \tag{4}
\]

the satisfiability regime with \(b = 0\) persists in undirected graphs up to \(p = p_c^u = \ln 2\). Let us note that distributing \(pN\) links among \(N\) vertices, we generate a random graph of the average vertex degree \(2p\) and hence \(p = p_c^u = 1/2\) marks the percolation threshold in undirected graphs.

For \(p > p_c^u = \ln 2\), the giant cluster is greater than \(N/2\) and some of its vertices must be \(\ominus\), which implies a positive partition cost: \(b > 0\). When \(p\) is not much greater than \(1/2\), optimal or nearly optimal partitions might be constructed based on the cluster structure. In particular, an efficient strategy is to turn into \(\oplus\) some tree-like decorations of the giant component \([12, 22]\).

Such a behavior of undirected graphs prompts to search for a similar scenario in directed and mixed graphs. Let us notice, however, that percolative properties of such graphs are more subtle. Directness of links implies that clusters are now defined as collections of vertices that might be reached from a given vertex (OUT components) or of those from which a given vertex can be reached (IN components). One can also distinguish strongly connected components, of which each vertex can be reached from any other vertex that belongs to the component, as well as the so-called tendrils or tubes \([23, 24]\). The satisfiability threshold for undirected graphs \(p_c^u = \ln 2\) results from the condition that the largest cluster that can be uniformly magnetized reaches \(N/2\). It seems that in the presence of directed links, the largest OUT component magnetized as \(\oplus\) might play such role. Indeed, any vertex that does not belong to the OUT component might be connected to it but only via incoming (to the OUT component) link. It will not increase the partition cost even if such vertex is \(\ominus\). The above strategy would require some modifications when the average sizes of IN and OUT components are different, but for random graphs analyzed in the present paper, this is not the case. Moreover, since the partition cost (4) is invariant with respect to simultaneous flipping of spins and link directions, we can equally well expect that the satisfiability threshold appears when the IN component that is magnetized as \(\ominus\) reaches \(N/2\).

For directed graphs \((p_u = 0)\), the size of OUT and IN components can be calculated using generating function approach \([25]\). Placing \(pN\) directed links is then equivalent to the following method: for each directed pair of vertices \((i, j)\), place a link from \(i\) to \(j\) with probability \(p/N\). For such a case, an explicit calculation of generating function is straightforward \([26]\) and one obtains that the average relative size of the largest OUT component \(g_O\) satisfies the equation

\[
g_O = 1 - \exp(-pg_O). \tag{5}\]

Let us notice that the above equation, except for the factor 2, is the same as Eq. (1), which implies that for directed graphs the percolation transition takes place at \(p = p_c^d = 1\) and \(g_0 = 1/2\) at \(p = p_c^d = 2\ln 2\). More generally, the size of the largest OUT component for a directed graph at a given \(p\) (above a percolation threshold \(p_c^d\)) is exactly the same as the size of the giant cluster for undirected graph at twice smaller \(p\).

For mixed graphs, analytical calculations seem to be less straightforward and we resort to numerical calculations. We calculated the largest OUT component for mixed graphs with \(p_u = 0.5\), but in Fig. 2 we present also the results for undirected and directed graphs (for undirected graphs, the OUT component is the same as the giant cluster). Numerical results agree with the expectation that for undirected graphs, the percolation transition takes place at \(p_c^u = 1/2\) and for directed ones at \(p_c^d = 1\). For mixed random graphs, some heuristic arguments suggest that two vertices connected with a directed link with probabilities 1/2 might be considered as connected via an undirected link or as disconnected \([27]\).
means that a mixed random graph having \( pN \) links, with \( (1 - p_u)N \) of them directed, is equivalent to the random graph with \( pp_uN + p(1 - p_u)N/2 = p(1 + p_u)N/2 \) undirected links. One can thus expect a percolation transition taking place at \( p = p_c^m \) that obeys the equation

\[
p_c^m (1 + p_u) = 1,
\]

which for \( p_u = 0.5 \) gives \( p_c^m = 2/3 \), a value which is consistent with numerical simulations (Fig. 2).

It follows from Eq. (6) that when plotted as a function of \( p(1 + p_u) \) rather than \( p \), our numerical results should all exhibit a percolation transition at the same point. Moreover, according to Eqs. (4) and (5), the size of OUT components for directed and undirected graphs should be the same for any \( p(1 + p_u) \). In Fig. 3 we present the size of OUT components as a function of \( p(1 + p_u) \). As expected, the three kinds of graphs have the percolation transition at \( p(1 + p_u) = 1 \), but what is more, not only the data for directed and undirected graphs collapse on a single curve but also the data for mixed graphs collapse onto this curve as well. It suggests that the OUT component satisfies (or nearly satisfies) an equation similar to Eq. (5) also for mixed graphs, with \( p \) replaced by \( p(1 + p_u) \). We will not analyze this issue further but we hope that a suitable extension of the generating function approach could explain these numerical findings.

### IV. SIMULATED ANNEALING

Having examined the percolative behavior of directed and mixed random graphs, we can develop a method of their partitioning. Similarly to the undirected graphs, we expect that as long as the relative size of the OUT component \( g_O \) is smaller than 1/2, we may set it as \( \ominus \) and hope that the rest of vertices will be arranged with a zero partition cost. More challenging is the case of \( g_O > 1/2 \). In such a case, a uniform magnetization of the OUT component is excluded and some of its vertices must be set as \( \ominus \), which will inevitably generate a partition cost. To make it optimal for undirected graphs, Percus et al. [12] developed a combinatorial analysis of some outer tree-like decorations of a giant component.

Taking into account more complex structure of directed and mixed graphs, we gave up analytical manipulations and resort to a simulated annealing, which takes into account the structure of a cluster. More precisely, for a given graph, we find the largest OUT component, set it as \( \ominus \), and classify its vertices according to the distance from its boundary. Then, depending on the size of the OUT component (we assume that \( g_O > 1/2 \)), we set the required number of vertices as \( \ominus \). We choose them taking into account their distance from the boundary, namely, vertices close to the boundary are preferably set as \( \ominus \)—similarly as decorations of undirected graphs of Percus et al. [12]. Thus we expect that such a procedure will allow for an insertion of a relatively large number of \( \ominus \) at low cost. The configuration determined in this way becomes the initial one, for which the simulated annealing is used to reshuffle \( \ominus \) in the OUT component so that the minimal cost is reached. The annealing algorithm selects a pair of oppositely magnetized vertices and exchanges them according to the Metropolis update that accepts the partition-cost increase \( \Delta b \) with probability \( \exp(-\Delta b/T) \). During the run, the temperature \( T \) is reduced as \( T = T_0 \exp(-rt) \), where \( r \) is the cooling rate and \( t \) is the simulation time (unit of time is defined as an update of \( N \) pairs of vertices). Because we expect that the optimal configuration to some extent will resemble the initial one, we do not want to destroy its structure during the run especially at the high-temperature regime. That is why the high-temperature regime should not last too long nor the initial temperature should not be too large. We found that the initial temperature \( T_0 = 100 \), and the cooling rate \( r = 10^{-5} \) usually lead to satisfactory partitions and numerical results presented in the follow-
In the regime with \( g_0 < 1/2 \), a slightly different simulations were made. We find the OUT component, set it as \( \oplus \) and the rest of \( \oplus \) as well as \( N/2 \) of \( \oplus \) are distributed randomly. Then we run the simulated annealing that reshuffles spins only on vertices that do not belong to the OUT component (which is kept unchanged). As expected, in the regime \( g_0 < 1/2 \) with \( b = 0 \) (or with very small \( b \)) are easily found.

### A. partition cost

For undirected graphs, our numerical results (Fig. 4) reproduce the already known results and show that the partition cost becomes positive for \( p > p_u^d \ln 2 \approx 0.693 \). Analogous results are obtained for directed and mixed graphs, and the emergence of a positive partition cost coincides with \( g_0 = 1/2 \), namely, it takes place at \( p = p_u^d = 2 \ln 2 \approx 1.386 \) for directed graphs and \( p = p_u^m = 1.5 \ln 2 \approx 1.039 \) for mixed graphs. What is rather surprising for us is the overlap of the cost-function data when plotted as a function of \( p(1 + p_u) \) (Fig. 5). Similarly to the behavior of the size of the OUT component, such a collapse indicates that the partition cost depends solely on the total number of directed bonds in the system and not on their specific distribution.

### B. replica symmetry

An interesting aspect of graph partitioning is related to the nature of the solution space and a possible breakdown of the so-called replica symmetry. A prediction was made by Percus et al. that in the partitioning problem of undirected random graphs, the replica symmetry breaking should occur inside the \( b > 0 \) regime, while in most other optimization problems it takes place inside the costless phase \([12]\). Recently, using a belief propagation method, it was shown that the replica symmetry breaking occurs for \( p > p^u \approx 0.736 \), in agreement with the Percus et al. conjecture \([13]\).

The replica symmetry is related to the similarity of different ground state configurations. In a replica symmetric phase, such configurations are to a large extent similar, while in a replica symmetry-broken phase, they are much different. Such a symmetry was intensively studied in the hope to clarify the nature of ordering in spin glasses \([28, 29]\) as well as in various optimization contexts \([31, 31]\). To examine this symmetry, we generate a graph and run the simulated annealing for two different replicas A and B. Assuming that at the end of the run these replicas are specified by their spin configurations \( \{S^A_i\} \) and \( \{S^B_i\} \), respectively, we calculate the overlap \( q \) defined as follows

\[
q = 1/N \sum_{i=1}^{N} S^A_i S^B_i.
\]  

Actually, since a graph structure to some extent determines the initial configuration, the replicas differ only in the distribution of \( \ominus \) that have to be placed in the OUT component. For a given graph, specified by \( p \) and \( p_u \), to calculate \( q \) we average over \( 10^2 \) pairs of replicas and we also average over \( 10^2 \) different graphs.

On general grounds, one expects that in the replica symmetric phase, the distribution of \( q \) is strongly peaked at a value close to \( q = 1 \), which corresponds to a single-valley structure of the ground state. In the replica broken-symmetry phase, much broader distribution is expected, which in some systems even at \( q = 0 \) remains positive.

![FIG. 4. The average partition cost \( b \) as a function of the link probability \( p \) for undirected, directed and mixed (\( p_u = 0.5 \)) random graphs (\( N = 3000 \)). Results are obtained using simulated annealing with an initial configuration taking into account the cluster structure. For undirected graphs, the simulated annealing that neglects the cluster structure and uses random initial configurations (random i.c.) gives noticeably worse results.](image1)

![FIG. 5. The average partition cost \( b \) as a function of the rescaled link probability \( p(1 + p_u) \). Considering an undirected link as two directed ones, such a collapse shows that it is the total number of directed links that determines the cost.](image2)
FIG. 6. The overlap probability distribution $P(q)$ calculated for undirected random graphs ($N = 500$).

FIG. 7. The overlap probability distribution $P(q)$ calculated for directed random graphs ($N = 500$).

FIG. 8. The overlap probability distribution $P(q)$ calculated for mixed random graphs ($N = 500$).

The distribution of $q$ in our simulations for undirected random graphs (Fig. 6) clearly shows two regimes: for $p = 0.71$ and $0.72$, the distribution is strongly peaked around $q = 1$, while for larger values $p = 0.76$ and $0.8$, the peak is smaller and tails at small $q$ are much heavier. Let us notice that our algorithm starts from configurations that are only partially random and thus even in the replica broken-symmetry phase, the replicas are not independent. Consequently, we cannot expect that $P(q)$ will remain positive at $q = 0$. In our opinion, the numerical results support, albeit with a smaller precision, the previous estimation $p^u_r = 0.736$ as a replica symmetry breaking transition [13].

A similar behavior is observed for directed graphs (Fig. 7) and we estimate that the transition takes place at $1.43 < p^d_r < 1.6$, and this is nearly twice the value of $p^u_r$ for undirected graphs. Less convincing are the results for mixed graphs but the regime with a fast decay at small $q$ ($p = 1.06, 1.08$) and a slow decay ($p = 1.15, 1.2$) can be also distinguished. Rescaling the undirected graph transition at $p = 0.736$ [13] with the factor $(1 + p_n) = 1.5$, we obtain $p^m_r = 1.5p^u_r = 1.104$, which clearly falls within the range $(1.08, 1.15)$. It indicates that when expressed in terms of $p(1 + p_n)$, replica symmetry breaking transitions for undirected, directed, and mixed random graphs take place at (nearly) the same value. Similarly to the percolation transitions, in the examined class of random graphs, replica symmetry breaking transitions seem to depend only on the total number of directed links in the graph.

V. CONCLUSIONS

In undirected random graphs when the size of the giant cluster is smaller than half of the system, the zero-cost bipartitions usually could be found. The idea is to keep the giant cluster uniformly magnetized and then the rest of vertices can usually be marked without any partition cost. When the number of links increases and the size of the giant cluster exceeds, but not much, half of the system, the partition cost is unavoidable, however, the optimal partitions still contain the footprint of the cluster structure. It means that for a given graph, they are all similar or, in other words, the system preserves the replica symmetry. Upon a further increase in the number of links, the relation of optimal partitions to the giant cluster weakens and the replica symmetry gets broken.

As our main result, we show that to a large extent the above scenario takes place also in directed and mixed random graphs with a giant component replaced by the giant OUT component. What is more, however, the partition cost, the satisfiability threshold, and the replica symmetry breaking transition in undirected, directed, and mixed random graphs seem to depend only on the total number of directed links in the graph (counting undirected link as two directed ones). Our simulations show a similar behavior of cluster properties of these graphs, where the percolation threshold and the size of the giant component exhibit analogous dependence on the total
number of directed links. A simple idea that in percolation problems, an undirected link might be equivalent to two directed links finds a strong support in some models on regular lattices. Our work shows that it extends also to some partitioning problems.

Acknowledgements: This work was partially funded by FEDER funds through the COMPETE 2020 Programme and National Funds through FCT - Portuguese Foundation for Science and Technology under the project UID/CTM/50025/2013.

[1] A. K. Hartmann and M. Weigt, *Phase Transitions in Combinatorial Optimization Problems: Basics, Algorithms and Statistical Mechanics* (John Wiley & Sons, 2006).
[2] F. Krzakala, F. Ricci-Tersenghi, L. Zdeborova, R. Zecchina, E. W. Tramel, and L. F. Cugliandolo (Eds.), *Statistical Physics, Optimization, Inference, and Message-Passing Algorithms: Lecture Notes of the Les Houches School of Physics-Special Issue, October 2013 (No. 2013)* (Oxford University Press, 2016).
[3] G. Karypis, R. Aggarwal, V. Kumar, and S. Shekhar, Multilevel hypergraph partitioning: applications in vlsi domain. IEEE Transactions on Very Large Scale Integration (VLSI) Systems 7(1), 6979 (1999).
[4] A. Pothen, Graph partitioning algorithms with applications to scientific computing, Technical Report, Norfolk, VA, USA (1997).
[5] V. Kolmogorov and R. Zabih, What energy functions can be minimized via graph cuts? IEEE Trans. Pattern Anal. Mach. Intell. 26, 147 (2004).
[6] J. R. Banavar, D. Sherrington, and N. Sourlas, Graph bipartitioning and statistical mechanics. J. Phys. A Lett. 20, L1 (1987).
[7] G. R. Schreiber and O. C. Martin, Cut size statistics of graph bisection heuristics, SIAM J. Optim. 10, 231 (1999).
[8] S. Boettcher and A. G. Percus, Extremal optimization for graph partitioning, Phys. Rev. E 64, 026114 (2001).
[9] Y. Fu and P. Anderson, Application of statistical mechanics to NP-complete problems in combinatorial optimisation, J. Phys. A 19, 1605 (1986).
[10] W. Liao, Graph bipartitioning problem, Phys. Rev. Lett. 59, 1625 (1987).
[11] M. Mézard and G. Parisi, Mean-field theory of randomly frustrated systems with finite connectivity, EPL 3(10), 1067 (1987).
[12] A. G. Percus et al., The peculiar phase structure of random graph bisection, J. Math. Phys. 49, 12, 125219 (2008).
[13] P. Šulc and L. Zdeborová, Belief propagation for graph partitioning, J. Phys. A 43, 28, 285003 (2010).
[14] F. Chung, Laplacians and the Cheeger inequality for directed graphs, Annals of Combinatorics 9(1), 1 (2005).
[15] F. D. Malliaros and M. Vazirgiannis, Clustering and community detection in directed networks: A survey. Phys. Rep. 533(4), 95 (2013).
[16] P. Erdős and A. Rényi, On random graphs, Publ. Math. Inst. Hungar. Acad. Sci. (1959).
[17] C. Godrèche and A. J. Bray, Nonequilibrium stationary states and phase transitions in directed Ising models, J. Stat. Mech. 2009, P12016 (2009).
[18] A. D. Sánchez, J. M. López, and M. A. Rodríguez, Nonequilibrium phase transitions in directed small-world networks, Phys. Rev. Lett. 88, 048701 (2002).
[19] M. Charikar, K. Makarychev, and Y. Makarychev, Directed metrics and directed graph partitioning problems, in *Proceedings of the seventeenth annual ACM-SIAM symposium on Discrete algorithm*. Society for Industrial and Applied Mathematics (2006).
[20] U. Feige and O. Yahalom, On the complexity of finding balanced oneway cuts, Inf. Proc. Lett 87, 1 (2003).
[21] M. J. Luczak and C. McDiarmid, Bisection sparse random graphs, Random Structures and Algorithms 18, 31 (2001).
[22] I. Benjamini, G. Kozma, and N. Wormald, The mixing time of the giant component of a random graph, Rand. Struct. Alg. 45, 383 (2014).
[23] A. Broder, R. Kumar, F. Maghoul, P. Raghavan, S. Rajagopalan, R. Stata, A. Tomkins, and J. Wiener, Graph structure in the web, Comput. Networks 33(1-6), 309 (2000).
[24] G. Timár, A. V. Goltsev, S. N. Dorogovtsev, and J. F. F. Mendes, Mapping the structure of directed networks: Beyond the bow-tie diagram, Phys. Rev. Lett. 118, 078301 (2017).
[25] S. N. Dorogovtsev, J. F. F. Mendes, and A. N. Samukhin, Giant strongly connected component of directed networks, Phys. Rev. E 64, 025101(R) (2001); M. E. J. Newman, S.H. Strogatz, and D. J. Watts, Random graphs with arbitrary degree distributions and their applications, Phys. Rev. E 64, 026118 (2001).
[26] A. Lipowski, A. L. Ferreira, D. Lipowska, and K. Gontarek, Phase transitions in Ising models on directed networks, Phys. Rev. E 92, 5, 052811 (2015).
[27] A. W. De Noronha, A. A. Moreira, A. P. Vieira, H. J. Herrmann, J. S. Andrade Jr, and H. A. Carmona, Percolation on an isotropically directed lattice, Phys. Rev E 98(6), 062116 (2018).
[28] E. Marinari, G. Parisi, F. Ricci-Tersenghi, J. J. Ruiz-Lorenzo, and F. Zuliani, Replica symmetry breaking in short-range spin glasses: Theoretical foundations and numerical evidences. J. Stat. Phys. 98, 973 (2000).
[29] H. G. Katzgraber, M. Palassini, and A. P. Young, Monte Carlo simulations of spin glasses at low temperatures. Phys. Rev. B, 63(18), 184422 (2001).
[30] F. Krzakala, A. Montanari, F. Ricci-Tersenghi, G. Semerjian, and L. Zdeborová, Glasses states and the set of solutions of random constraint satisfaction problems, PNAS 104, 10318 (2007).
[31] R. Monasson, Optimization problems and replica symmetry breaking in finite connectivity spin glasses, J. Phys. A 31, 513 (1998).