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Abstract

A Cramér-Rao bound (CRB) for semi-blind channel estimators in redundant block transmission systems is derived. The derived CRB is valid for any system adopting a full-rank linear redundant precoder, including the popular cyclic-prefixed orthogonal frequency-division multiplexing system. Simple forms of CRBs for multiple complex parameters, either unconstrained or constrained by a holomorphic function, are also derived, which facilitate the CRB derivation of the problem of interest. The derived CRB is a lower bound on the variance of any unbiased semi-blind channel estimator, and can serve as a tractable performance metric for system design.
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I. INTRODUCTION

We derive a variance lower bound for unbiased semi-blind channel estimators in redundant block transmission systems, practical designs of which can be found in [1]–[11]. We formulate the semi-blind channel estimation problem as a non-Bayesian parametric estimation problem with constrained parameter space, and derive the constrained Cramér-Rao bound (CRB) for unbiased channel estimators explicitly. The derived bound is valid for any full-rank linear redundant precoder, including the popular cyclic-prefixed orthogonal frequency-division multiplexing (CP-OFDM) system adopted in IEEE 802.11n [12], IEEE 802.16e [13] and 3GPP-LTE [14].

The derived CRB can be used as a tractable performance metric in communication system design as in [15, 16], where pilot symbols are designed with respect to the resulted CRBs. Note that the problem settings in [15, 16] are different from ours. In [16] the authors consider the non-blind approach instead of the semi-blind one. The authors of [15] also focus on the semi-blind approach, but their definition of pilot symbols is not as general as ours (cf. (3)), so they do not need to derive a constrained CRB for complex parameters (see Theorem II.2 in this paper). Furthermore, they adopt the Bayesian approach and model the channel as a random vector of certain probability distribution, while in this paper we adopt a non-Bayesian approach, and the information of channel distribution is not required.
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A CRB is usually viewed as a lower bound of the optimal mean square error (MSE) performance, but this is not the case if we do not specify the bias function of estimators. Most of the existing channel estimators, such as those proposed in [1]–[11], are possibly biased with unknown bias functions. Since MSE is the sum of the variance and the square of the bias of an estimator, an appropriately designed biased estimator may outperform all unbiased estimators, and any CRB for unbiased estimators, in terms of MSE [17]–[19]. This is why we focus more on the role of CRB as a tractable performance metric rather than a performance lower bound in terms of MSE.

To calculate the CRB for unbiased semi-blind channel estimators in a wireless communication system, which is usually modeled by complex numbers in a discrete-time baseband representation, we need to extend the existing results of CRBs for unconstrained and constrained parameters, originally for real parameters [20]–[24], to the case of multiple complex parameters. There has been some literature focusing on this topic [25]–[29]. In [25]–[28], the derived CRBs for unconstrained and constrained complex parameters, unlike the corresponding CRBs for real parameters, are variance lower bounds for any unbiased estimator for a \((2n)\)-dimensional complex parameter \([\theta^T \theta^H]^T\), instead of the original \(n\)-dimensional complex parameter \(\theta\) of interest. Computational complexity of calculating the CRB is increased, and additional calculation is required to extract the CRB of any unbiased estimator of \(\theta\), which hinders us from obtaining a closed-form or insights when deriving the bounds. In [29], a variance lower bound is derived directly for unbiased estimators of \(\theta\) for the first time, but the result is in a complicated form compared with the well-known CRB for real parameters [20, 21].

An additional contribution of this paper is a simplification of CRB formulae for multiple complex parameters. Two cases are considered here. In the first case the parameter space is unconstrained; that is, the parameter space is the set of all \(n\)-dimensional complex vectors. In the second case the parameter space is constrained by some holomorphic function. The derived results are simple for two reasons. First, they share exactly the same forms with their real counterparts, and thus avoid the use of a double-sized parameter. Second, since the derivation procedure is valid for both real and complex parameters, the simple forms enables us to extend existing CRBs in various situations, originally for real parameters, to the case of complex parameters without modifying the forms.

The rest of the paper is organized as follows. In Section II, we derive simple CRBs for unconstrained and constrained complex parameters. In Section III, we describe the discrete-time baseband system model of a redundant block transmission system, and formulate the semi-blind channel estimation problem as a non-Bayesian parametric estimation problem with a constrained parameter space. We then derive the CRB for semi-blind channel estimators in Section IV, applying results obtained in Section II. Conclusions are presented in Section V.

**Notation**

Bold-faced lower case letters represent column vectors, and bold-faced upper case letters are matrices. Superscripts such as in \(v^*, v^T, v^H, M^{-1}\), and \(M^+\) denote the conjugate, transpose, conjugate transpose (Hermitian), inverse, and Moore-Penrose generalized inverse of the corresponding vector or matrix. The Kronecker product of \(A\) and \(B\) is denoted by \(A \otimes B\). Matrices \(I_n\) and \(0_{m \times n}\) denote the \(n \times n\) identity matrix and the \(m \times n\) zero matrix,
respectively. Notation $T_v$ denotes a Toeplitz matrix

$$
\begin{bmatrix}
v_0 & 0 & \cdots & 0 \\
v_1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
v_L & \ddots & v_0 & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & v_L
\end{bmatrix},
$$

where $v_i$ is the $i$th element of the $L$-dimensional vector $v$. The notation $A \geq B$ means that $A - B$ is a nonnegative-definite matrix. The vector $E[v]$ denotes the expectation of $v$, and the matrix $E[M]$ denotes the expectation of $M$. The matrix $\text{cov}(u, v)$ is defined as $E[(u - E[u])(v - E[v])^H]$, and $\text{cov}(v, v)$ is denoted by $\text{cov}(v)$ for brevity.

II. SIMPLE FORMS OF CRBS FOR COMPLEX PARAMETERS

A. Introduction

Let $y$ be a sample from some probability density function (pdf) $p(y; \theta)$, which belongs to a family of pdf’s $\{p(y; \theta), \theta \in \Theta\}$, parametrized by a parameter space $\Theta$. The CRB shows that if both $y$ and $\theta$ are real vectors, the variance of any unbiased estimator $\hat{\theta}(y)$ of $\theta$ must follow the following inequality.

$$
\text{cov}(\hat{\theta}) \geq J^{-1} := (E[vv^T])^{-1},
$$

where the random vector $v(y; \theta) := \partial \ln p(y; \theta)/\partial \theta$ is called the score, and the matrix $J := E[vv^T]$ is called the Fisher information matrix (FIM) \cite{20, 21}. Sometimes additional deterministic a priori information is available, which indicates that $\Theta$ is constrained to some proper subset of the set of all $n$-dimensional complex vectors. The CRB for such cases are derived in \cite{22}–\cite{24}. Note this deterministic a priori information does not result in a Bayesian setting.

Throughout the paper the complex derivative operation is defined as follows.

Definition II.1 (Complex derivative).

$$
\frac{\partial f}{\partial z} := \frac{1}{2} \left( \frac{\partial f}{\partial \alpha} - j \frac{\partial f}{\partial \beta} \right), \quad \frac{\partial f}{\partial z^*} := \frac{1}{2} \left( \frac{\partial f}{\partial \alpha} + j \frac{\partial f}{\partial \beta} \right)
$$

for any complex function $f$ and complex variable $z := \alpha + j \beta$, $\alpha, \beta \in \mathbb{R}$.

Remark. The definition is sometimes referred to as Wirtinger’s calculus in literature \cite{30}, and is widely adapted in the fields of complex analysis \cite{30, 31} and matrix analysis \cite{32}.

We define the complex score and the complex FIM based on Definition II.1.

Definition II.2 (Complex score and complex Fisher information matrix). The complex score is defined as $v(y; \theta) := \partial \ln p(y; \theta)/\partial \theta^*$. The complex Fisher information matrix is defined as $J := E[vv^H]$. 
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We assume the regularity condition holds:

\[ E[v] := E[\partial \ln p(y; \theta)/\partial \theta^*] = 0. \]

The condition is obtained by differentiating both sides of the equation \( \int p(y; \theta)dy = 1 \) by \( \theta^* \).

**B. CRB for Unconstrained Complex Parameters**

The CRB for unconstrained complex parameters is a natural consequence of the above definitions.

**Theorem II.1** (CRB for unconstrained complex parameters). For any unbiased estimator \( \hat{\theta}(y) \) for the parameter \( \theta \),

\[ \text{cov}(\hat{\theta}) \geq J^{-1}. \]

The equality holds if and only if \( \hat{\theta} - \theta = J^{-1}v \) in the mean square sense.

**Proof:** We make use of the generalized Cauchy-Schwartz inequality in [33], which says

\[ \text{cov}(y, y) \geq \text{cov}(y, x)\text{cov}(x, x)^{-1}\text{cov}(x, y), \]  \hspace{1cm} (1)

and the equality holds if and only if

\[ y = \text{cov}(y, x)\text{cov}(x, x)^{-1}x \]

in the mean square sense. The theorem follows by substituting \( x \) and \( y \) by the score \( v \) and the estimator \( \hat{\theta} \), respectively.

**C. CRB for Complex Parameters Constrained by a Holomorphic Function**

First we review the definition of holomorphic functions.

**Definition II.3** (Holomorphic function). If a complex function \( f : \mathbb{C}^n \rightarrow \mathbb{C}^m \) satisfies the condition

\[ \frac{\partial f}{\partial \bar{z}^H} = 0, \]

we call the function a holomorphic function.

**Remark.** A holomorphic function is also called an analytic function in complex analysis, because a complex function is holomorphic if and only if it is analytic, although the two terms have different definitions [34].

In this subsection we consider the case where the parameter space \( \Theta \) is already known to be constrained by a holomorphic function \( f \). That is,

\[ \Theta := \{ \theta : f(\theta) = 0 \}. \]

The estimator \( \hat{\theta}(y) \) is unbiased if \( E[\hat{\theta}(y)] = \theta \) for all \( \theta \in \Theta \).

The CRB for complex parameters constrained by a holomorphic function is stated as follows.
**Theorem II.2** (CRB for complex parameters constrained by a holomorphic function). *Let the constraint function* \( f \) *be a holomorphic function that maps from* \( \mathbb{C}^n \) *to* \( \mathbb{C}^m \), *n ≥ m. Assume that* \( \partial f / \partial \theta^T \) *has full rank. Choose* \( U \) *as a matrix with* \( (n - m) \) *orthonormal columns that satisfies* \( (\partial f / \partial \theta^T) U = 0 \). *Then for any unbiased estimator* \( \hat{\theta} \) *for the parameter* \( \theta \),

\[
\text{cov}(\hat{\theta}) \geq U (U^H J U)^{-1} U^H.
\]

*The equality holds if and only if* \( \hat{\theta} - \theta = U (U^H J U)^{-1} U^H v \) *in the mean square sense.*

*Proof:* Since the implicit function theorem and the chain rule hold for holomorphic functions, following the derivation of [23, Theorem I], we have \( E[(\hat{\theta} - \theta) v^* U] = U \). The theorem follows by substitute \( x \) and \( y \) by \( U^H v \) and \( \hat{\theta} \), respectively, into the generalized Cauchy-Schwartz inequality (1).

**Remark.** This bound is valid only for parameter spaces constrained by holomorphic functions. Interested reader shall refer to [26] for the general case.

**Remark.** We call the matrix \( U \) the orthonormal complement matrix for convenience in the following sections.

### III. System Model and Problem Formulation

#### A. System Model

A discrete-time baseband model of block redundant communications through a wireless multipath channel is presented in this section [35].

We model the wireless multipath channel as a finite impulse response (FIR) filter with order \( L \), and the noise process as complex additive white Gaussian noise (AWGN) with zero mean and unit variance. We define an \( (L+1) \)-dimensional complex channel vector \( h := [h_0 \ldots h_L] \) to represent the channel impulse response.

At the transmitter side, the source modulation symbols are divided into blocks of \( M \) symbols. Each of the block is precoded by a \( P \)-by-\( M \) precoding matrix \( F \). In general \( P \) is larger than \( M \) in order to mitigate the inter-block interference; in this way redundancy is introduced. We set \( P := M + L \) throughout this paper.

**Example III.1.** In a CP-OFDM system, the \( P \)-by-\( M \) precoding matrix \( F \) is defined as

\[
F := \begin{bmatrix} 0_{L \times (M-L)} & I_L \\ I_M \end{bmatrix} W,
\]

where the \( M \)-by-\( M \) matrix \( W \) is the normalized inverse discrete Fourier transform (IDFT) matrix.

We assume the receiver collects \( N \) blocks for each time of channel estimation, so it is more convenient to discuss \( N \) blocks of modulation symbols in a whole. Denote the source modulation symbols by an \( (MN) \)-dimensional complex vector \( \sqrt{\gamma} s \), the precoder output, or the channel input, is a \( (PN) \)-dimensional complex vector \( x := \sqrt{\gamma} (I_N \otimes F) s \). The positive constant \( \gamma \) is to normalize the complex random vector \( s \) such that \( \mathbb{E}[|s_i|^2] = 1 \) for all \( i \). However, we do not assume any *a priori* information about the probability distribution of source modulation symbols at the estimator.
We denote the signal that the receiver observes as a \((PN + L)\)-dimensional complex vector \(y\), which, according to the channel model, is defined as

\[
y := \sqrt{\gamma} T_h (I_N \otimes F) s + n.
\]  

(2)

The noise vector \(n\) is a circularly-symmetric complex Gaussian distributed random vector with mean \(0_{(PN+L)\times1}\) and covariance matrix \(I_{PN+L}\).

### B. Problem Formulation

We show that the parameter to be estimated must satisfy a holomorphic constraint function, which is determined by

1) the choice of the redundant precoding matrix, and
2) the assignment of pilot symbols.

We will derive the holomorphic constraint function explicitly.

The \((NP + L + 1)\)-dimensional complex parameter \(\theta\) is defined as

\[
\theta := [h^H x^H]^H,
\]

where the vectors \(h\) and \(x\) are the channel vector and the channel input, respectively. Since our focus is on the variance of channel estimators, the channel input \(x\) is treated as a nuisance parameter [20].

We first focus on the constraint imposed by the choice of redundant precoding matrix. We can see from the system model that the channel input \(x\) must lie in the column space of the matrix \((I \otimes F)\); equivalently, selecting an orthonormal matrix \(U_n\) spanning the null space of the matrix \((I \otimes F)\), the channel input \(x\) must satisfy

\[
U_n^H x = 0,
\]

which is the constraint function due to redundant precoding.

Then we turn to the constraint due to the assignment of pilot symbols. Here we adopt a general expression that by saying there are some pilot symbols in the message vector \(s\), we mean that

\[
As = c
\]  

(3)

for some constant matrix \(A\) and constant vector \(c\).

**Example III.2.** When the matrix \(A\) is obtained by eliminating some rows of an identity matrix, the constraint reduces to the ordinary case where some of the source modulation symbols \(s\) are assigned some pre-determined values.

By the definition of the channel input \(x\), we have

\[
A (I \otimes F)^\dagger x = c,
\]

which is the constraint function due to the assignment of pilot symbols.
In conclusion, the task of a semi-blind channel estimator \( \hat{h}(y) \) is to estimate the channel coefficient vector \( h \) with deterministic \textit{a priori} information that the true parameter \( \theta \) is in a set \( \Theta \) defined as

\[
\Theta := \{ \theta : \theta \in \mathbb{C}^{NP+L+1}, f(\theta) = 0 \},
\]

where the constraint function \( f \) is

\[
f(\theta) := \begin{bmatrix} 0 & 0 \\ 0 & U_n^H \\ & A(I \otimes F)^\dagger \end{bmatrix} \theta - \begin{bmatrix} 0 \\ c \end{bmatrix}.
\]

(4)

Note that we do not put any constraint on the channel vector \( h \). Since the constraint function \( f \) is holomorphic, the simple CRB derived in Theorem II.2 is valid in the following derivations.

IV. CRB FOR SEMI-BLIND CHANNEL ESTIMATORS

We first derive the CRB for unbiased estimators of the parameter vector \( \theta \). Since we are interested in the performances of semi-blind channel estimators, we then refine the CRB for the channel coefficients \( h \) from the CRB for unbiased semi-blind channel estimators of \( \theta \).

By the assumption of AWGN, we obtain the complex score as

\[
v := \frac{\partial \ln p(y; \theta)}{\partial \theta^*} = \gamma \begin{bmatrix} T_x^H n \\ T_h^H n \end{bmatrix},
\]

and the complex FIM as

\[
J := \mathbb{E}[vv^H] = \gamma \begin{bmatrix} T_x^H & T_h^H \\ T_x & T_h \end{bmatrix}.
\]

(5)

Now we turn to the derivation of the orthonormal complement matrix in Theorem II.2. Taking derivative on the overall constraint function (4), we have

\[
\frac{\partial f}{\partial \theta^T} = \begin{bmatrix} 0 & 0 \\ 0 & U_n^H \\ & A(I \otimes F)^\dagger \end{bmatrix} \theta - \begin{bmatrix} 0 \\ c \end{bmatrix}.
\]

The orthonormal complement matrix, which we denote by \( E \), can be chosen to be a block-diagonal matrix

\[
E = \begin{bmatrix} I & 0 \\ 0 & \hat{E} \end{bmatrix},
\]

(6)

where \( \hat{E} \) is some orthonormal matrix that satisfies

\[
\begin{bmatrix} U_n^H \\ A(I \otimes F)^\dagger \end{bmatrix} \hat{E} = 0.
\]

According to Theorem II.2, we have the following CRB for the entire parameter vector \( \theta \).
Theorem IV.1 (CRB for the unbiased estimators of entire parameter $\theta$). For any unbiased estimator $\hat{\theta}(y)$ for the parameter vector $\theta$,

$$\text{cov}(\hat{\theta}) \geq E (E^H J E)^{-1} E^H,$$

with the FIM defined as in (5), and the orthonormal complement matrix $E$ defined as in (6).

We then proceed to derive the CRB for unbiased channel estimators. The bound can be obtained as the upper-left $L$-by-$L$ sub-matrix of both sides of the CRB derived above, because if a matrix $(A - B)$ is nonnegative-definite, so are its principal submatrices.

By the fact that the orthonormal complement matrix is block diagonal and its upper-left sub-matrix is the identity matrix, we can see that the upper-left $L$-by-$L$ sub-matrix of the right side of the overall CRB is exactly the same as that of the matrix

$$\left( E^H J E \right)^{-1} = \frac{1}{\gamma} \left( \begin{bmatrix} T_x^H & \bar{E}^H T_h^H \end{bmatrix} \begin{bmatrix} T_x & \bar{T}_h \end{bmatrix} \right)^{-1}.$$

Therefore, the upper-left $L$-by-$L$ sub-matrix of the above matrix is the Schur complement of the upper-left $L$-by-$L$ sub-matrix of the matrix $(E^H J E)$. By the definition of Schur complement, we have the CRB for any unbiased estimator for the channel coefficient vector $h$:

$$\text{cov}(\hat{h}) \geq \frac{1}{\gamma} \left( T_x^H \left[ I - \bar{T}_h \tilde{E} \left( \tilde{E}^H T_h^H T_h \tilde{E} \right)^\dagger \tilde{E}^H T_h^H \right] T_x \right)^{-1}.$$  \hspace{1cm} (7)

We can further simplify the derived CRB in (7). Note that for any matrix $A$, the matrix $[A (AH)^\dagger A^H]$ is a projector to the column space of the matrix $A$. Let $\tilde{U}$ be a matrix with orthonormal columns that satisfies $\tilde{U}^H (T_h \tilde{E}) = 0$. We have the following CRB for unbiased semi-blind channel estimators.

Theorem IV.2 (CRB for unbiased semi-blind channel estimators). For any unbiased semi-blind channel estimator $\hat{h}(y)$,

$$\text{cov}(\hat{h}) \geq \frac{1}{\gamma} \left( T_x^H \bar{U} \bar{U}^H T_x \right)^{-1},$$  \hspace{1cm} (8)

where $\bar{U}$ is a matrix with orthonormal columns that spans the null space of the matrix $(T(h)\tilde{E})$.

The following corollary is obtained by taking traces of both sides of equation (8).

Corollary (Variance lower bound for semi-blind channel estimators). For any unbiased semi-blind channel estimator $\hat{h}(y)$,

$$E \left[ \| \hat{h} - h \|^2 \right] \geq \frac{1}{\gamma} \sum_{\ell=0}^{L} \sigma_{\ell}^{-2},$$  \hspace{1cm} (9)

where $\sigma_{\ell}$ is the $\ell$-th largest singular value of the matrix $(T_{(I \otimes F)\sigma} \bar{U})$.

Remark. The channel input $x$ has been substituted by the vector $(I \otimes F)s$ in order to explicitly show the effect of the choice of precoding matrix to the value of CRB.
V. Conclusions

We have extended conventional CRBs, originally for real unconstrained and constrained parameters [21, 22, 24], to the case of multiple complex parameters, with simple forms. The results not only facilitate the derivation of CRB for the semi-blind channel estimation problem of interest, but also are expected to be useful for other complex CRB derivations.

Applying the simple complex CRBs, we have derived the CRB for semi-blind channel estimators in redundant block transmission systems. The derived CRB is valid for any full-rank linear redundant precoder (LRP), including the popular CP-OFDM system. The derived CRB is a lower bound on the variance of any unbiased semi-blind channel estimator, and can serve as a tractable performance metric for system design.

REFERENCES

[1] S. Zhou and G. B. Giannakis, “Finite-alphabet based channel estimation for OFDM and related multicarrier systems,” IEEE Trans. Commun., vol. 49, pp. 1402–1414, Aug. 2001.
[2] B. Muquet, M. de Courville, and P. Duhamel, “Subspace-based blind and semi-blind channel estimation for OFDM systems,” IEEE Trans. Signal Process., vol. 50, pp. 1699–1712, Jul. 2002.
[3] M.-X. Chang and Y. T. Su, “Blind and semiblind detections of OFDM signals in fading channels,” IEEE Trans. Commun., vol. 52, pp. 744–754, May 2004.
[4] Y. Zeng and T.-S. Ng, “A semi-blind channel estimation method for multuser multiantenna OFDM systems,” IEEE Trans. Signal Process., vol. 52, pp. 1419–1429, May 2004.
[5] B. Su and P. P. Vaidyanathan, “A semi-blind pilot-assisted channel estimation algorithm in OFDM systems,” in Conf. Rec. 41st Asilomar Conf. Signals, Systems and Computers, 2007, pp. 1763–1767.
[6] C. Shin, R. W. Heath, Jr., and E. J. Powers, “Non-redundant precoding-based blind and semi-blind channel estimation for MIMO block transmission with a cyclic prefix,” IEEE Trans. Signal Process., vol. 56, pp. 2509–2523, Jun. 2008.
[7] F. Wan, W.-P. Zhu, and M. N. S. Swamy, “A semiblind channel estimation approach for MIMO-OFDM systems,” IEEE Trans. Signal Process., vol. 56, pp. 2821–2834, Jul. 2008.
[8] N. Sarmadi, S. Shahbazpanahi, and A. B. Gershman, “Blind channel estimation in orthogonally coded MIMO-OFDM systems: A semidefinite relaxation approach,” IEEE Trans. Signal Process., vol. 57, pp. 2354–2364, Jun. 2009.
[9] J.-L. Yu and Y.-C. Lin, “Space-time-coded MIMO ZP-OFDM systems: Semiblind channel estimation and equalization,” IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 56, pp. 1360–1372, Jul. 2009.
[10] J.-G. Kim and J.-T. Lim, “Subspace-based iterative semiblind channel estimation for MIMO-OFDM considering residual error,” IEEE Trans. Veh. Technol., vol. 58, pp. 4660–4665, Oct. 2009.
[11] F. Wan, W.-P. Zhu, and M. N. S. Swamy, “Semiblind sparse channel estimation for MIMO-OFDM systems,” IEEE Trans. Veh. Technol., vol. 60, pp. 2569–2582, Jul. 2011.
[12] IEEE Standard for Information technology—Telecommunications and Information Exchange Between Systems—Local and Metropolitan Area Networks—Specific Requirements Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications Amendment 5: Enhancements for Higher Throughput, IEEE Std 802.11n-2009, 2009.
[13] IEEE Standard for Local and Metropolitan Area Networks Part 16: Air Interface for Fixed and Mobile Broadband Wireless Access Systems Amendment 2: Physical and Medium Access Control Layers for Combined Fixed and Mobile Operation in Licensed Bands and Corrigendum 1, IEEE Std 802.16e-2005 and IEEE Std 802.16-2004/Cor1-2005, 2005.
[14] Universal Mobile Telecommunications System (UMTS); Technical Specifications and Technical Reports for a UTRAN-based 3GPP system, ETSI TS 121 101 v.8.0.0, 2009.
[15] M. Dong and L. Tong, “Optimal design and placement of pilot symbols for channel estimation,” IEEE Trans. Signal Process., vol. 50, pp. 3055–3069, Dec. 2002.
[16] P. Stoica and O. Besson, “Training sequence design for frequency offset and frequency-selective channel estimation,” IEEE Trans. Commun., vol. 51, pp. 1910–1917, Nov. 2003.
[17] P. Stoica and R. L. Moses, “On biased estimators and the unbiased Cramér-Rao lower bound,” Signal Process., vol. 21, pp. 349–350, 1990.
[18] Y. C. Eldar, “Rethinking biased estimation: Improving maximum likelihood and the Cramér-Rao bound,” Found. Trends Signal Process., vol. 1, no. 4, pp. 305–449, 2008.
[19] K. Todros and J. Tabrikan, “Uniformly best biased estimators in non-Bayesian parameter estimation,” IEEE Trans. Inf. Theory, vol. 57, pp. 7635–7647, Nov. 2011.
[20] S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation Theory. Upper Saddle River, NJ: Prentice Hall PTR, 1993.
[21] H. L. Van Trees, Detection, Estimation, and Modulation Theory: Part I. New York, NY: Wiley-Intersci., 2001.
[22] J. D. Gorman and A. O. Hero, “Lower bounds for parametric estimation with constraints,” IEEE Trans. Inf. Theory, vol. 26, pp. 1285–1301, Nov. 1990.
[23] T. L. Marzetta, “A simple derivation of the constrained multiple parameter Cramer-Rao bound,” IEEE Trans. Signal Process., vol. 41, pp. 2247–2249, Jun. 1993.
[24] P. Stoica and B. C. Ng, “On the Cramér-Rao bound under parametric constraints,” IEEE Signal Process. Lett., vol. 5, pp. 177–179, Jul. 1998.
[25] A. van den Bos, “A Cramér-Rao lower bound for complex parameters,” IEEE Trans. Signal Process., vol. 42, p. 2859, Oct. 1994.
[26] A. K. Jagannatham and B. D. Rao, “Cramér-Rao lower bound for constrained complex parameters,” IEEE Signal Process. Lett., vol. 11, pp. 875–878, Nov. 2004.
[27] E. Ollila, V. Koivunen, and J. Eriksson, “On the Cramér-Rao bound for the constrained and unconstrained complex parameters,” in 5th IEEE Sensor Array and Multichannel Signal Processing Workshop, 2008, pp. 414–418.
[28] P. J. Schreier and L. L. Scharf, Statistical Signal Processing of Complex-Valued Data: The Theory of Improper and Noncircular Signals. Cambridge, UK: Cambridge Univ. Press, 2010.
[29] S. T. Smith, “Statistical resolution limits and the complex Cramér-Rao bound,” IEEE Trans. Signal Process., vol. 53, pp. 1597–1609, May 2005.
[30] K. Fritzschke and H. Grauer, From Holomorphic Functions to Complex Manifolds. New York, NY: Springer-Verlag, 2002.
[31] L. Hörmander, An Introduction to Complex Analysis in Several Variables. Amsterdam: North Holl., 1990.
[32] R. A. Horn and C. R. Johnson, Topics in Matrix Analysis. Cambridge, UK: Cambridge Univ. Press, 1994.
[33] C. R. Rao, “Statistical proofs of some matrix inequalities,” Linear Algebr. Appl., vol. 321, pp. 307–320, Dec. 2000.
[34] E. M. Stein and R. Shakarchi, Complex Analysis. Princeton, NJ: Princeton Univ. Press, 2003.
[35] P. P. Vaidyanathan, S.-M. Phoong, and Y.-P. Lin, Signal Processing and Optimization for Transceiver Systems. Cambridge, UK: Cambridge Univ. Press, 2010.