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Networked dynamical systems are common throughout science in engineering; e.g., biological networks, reaction networks, power systems, and the like. For many such systems, nonlinearity drives populations of identical (or near-identical) units to exhibit a wide range of nontrivial behaviors, such as the emergence of coherent structures (e.g., waves and patterns) or otherwise notable dynamics (e.g., synchrony and chaos). In this work, we seek to infer (i) the intrinsic physics of a base unit of a population, (ii) the underlying graphical structure shared between units, and (iii) the coupling physics of a given networked dynamical system given observations of nodal states. These tasks are formulated around the notion of the Universal Differential Equation, whereby unknown dynamical systems can be approximated with neural networks, mathematical terms known a priori (albeit with unknown parameterizations), or combinations of the two. We demonstrate the value of these inference tasks by investigating not only future state predictions but also the inference of system behavior on varied network topologies. The effectiveness and utility of these methods is shown with their application to canonical networked nonlinear coupled oscillators.

I. INTRODUCTION

Networked dynamical systems, i.e., those described by the evolution of differential equations on a graph, are ubiquitous in science and engineering. When applied in the context of modeling dynamics of a population of units (e.g., a collection of fireflies or neural field activity), such systems exhibit a wide variety of population-wide complex behaviors including synchrony, pattern formation, chaos, and characteristic transitions between these states.

Presently, we are concerned with the task of inferring (i) the physics of the individual units that make up the broader population, (ii) the underlying graphical structure of the units, and (iii) the coupling physics of a given networked dynamical system given nodal observations. Knowledge of these physics can allow for inference of system properties beyond future state predictions, including system-level stability and the emergence of coherent structures. Furthermore, in disambiguating between unit physics, coupling physics, and graphical interactions, one can project learned physics onto new, previously unexplored settings. For example, such tasks might include investigating system stability with respect to node deletions or other topological changes to the underlying graph.

In Section II, a brief overview of networked dynamical systems is presented in the context of state-of-the-art data-driven modeling efforts. In Section III, the methodology for the present work is laid out. Numerical experiments are presented in Section IV and is followed by discussion in Section V.

II. BACKGROUND

Networked dynamical systems is an area of intense research in engineering and the sciences. Many physical systems feature a collection of individual units, or nodes, possessing common intrinsic physics. The manner in which these nodes communicate - both how nodes communicate and with whom information is shared or directed - is of great interest, as these physics can inform system design and control.

Examples in the physical sciences and engineering range from biological networks and pattern formation in neuroscience to chemical reaction networks to thermoacoustics of combustors. Coupled dynamical systems have also been used successfully to model social and epidemiological networks. Despite existing in disparate domains with distinct physics, these systems all can exhibit common qualitative behaviors like synchrony, pattern formation, and characteristic bifurcations between these states.

The Kuramoto family of coupled oscillators are the simplest nonlinear oscillators exhibiting many of these qualitative behaviors of physical systems. The generic Kuramoto oscillator possesses an assumed natural frequency $\omega$ and an all-to-all sinusoidal coupling:

$$\frac{d\theta_i}{dt} = \omega + \frac{K}{N} \sum_{j=1}^{N} \sin(\theta_i - \theta_j).$$  \hspace{1cm} (1)$$

The utility of the Kuramoto model is enshrined in its sim-
In (a), a small network of unknown oscillators interact according to an adjacency matrix shown in (b). In this pictorial example, the nodes are assumed to be second-order oscillators with a directed graph structure, \( A_{i,j} \). \( NN_1 \) approximates the intrinsic nodal physics and \( NN_2 \) approximates the coupling physics. The adjacency matrix in (b) is used in Section IV B.

### A. Related Work

Many methods exist in data science and engineering to model nonlinear dynamical systems directly from observations. These methods range from so-called “black-box” approaches, where interpretability and/or physicality are not of concern, to physics-informed methods, where one uses prior knowledge of a system to construct, constrain, or otherwise regularize an optimization or regression task. Specifically for modeling dynamical systems, such methods include black-box neural networks for time-stepping (e.g., a multi-layer perceptron or recurrent neural network), symbolic regression via a sparse selection of candidate functions, or Neural Ordinary Differential Equations (NODEs). In the latter, unknown dynamical systems can be approximated with neural networks, mathematical terms known \( a \) priori - potentially parameterized, or combinations of the two. Incorporating prior knowledge in NODEs – e.g., a known term in the right-hand side (RHS) of the differential equation – can bridge the gap between “black-box” modeling paradigms and from-first-principles forward modeling.

In the broader context of learning dynamics on graphs, Graph Neural Networks (GNNs) aim to relate node features to those of their adjoining neighbors through diffusive processes (e.g., message passing) in an end-to-end differentiable algorithm. GNNs can process graph-structured data of arbitrary size and shape, making them very attractive for applications in physical chemistry and related fields. Although GNNs typically operate over static graphs, nodal hidden states are dynamic. These dynamics can be captured with traditional time-stepping models leading to natural extension of continuous graph neural networks (CGNNs) also referred to as graph neural ordinary differential equations (GDEs). Additionally, inference of a system’s underlying graph can be accomplished within the GNN framework through generative models, i.e., graph variational autoencoders.

The evolution of dynamics on graphs is intimately related to space-time dynamics governed by Partial Differential Equations (PDEs). Considering the discretization of space in a continuously varying spatial field, the states associated with the discrete nodes evolve according to some intrinsic physics subject to spatial interaction. In the case of a PDE, the spatial interaction follows the application (and truncation) of the Taylor series approximation for the differential operators on the discretized domain, resulting in sparse (and often symmetric) adjacency matrices. The corresponding data-driven method for approximating PDEs in a consistent manner is Neural PDEs – a method-of-lines technique where the spatial interaction (stencil of the discretization) is learned through a
Networked dynamical systems do not necessarily exist over an explicit spatial domain and instead have a sparse node-to-node coupling through fundamentally different physics (e.g., resistive coupling, pulse coupling). In such systems, learning the underlying graph is difficult. If a neural network is trained on a large number of samples (10^6) to output an adjacency matrix directly from observations of standard Kuramoto oscillators. Other network reconstruction tasks have been attempted with sparse regression techniques, or by leveraging community structure. Compressive sensing techniques have been successfully used to identify and place missing nodes. More recently, methods using the Gumbel Softmax technique have been used to propose adjacency matrices from data, where jointly trained network proposal models and dynamics models work together to produce a candidate model for observed dynamics on a graph.

B. Contributions

In this work, we are motivated by modeling tasks in which network connectivity strongly influences qualitative behavior (i.e., limit cycling and bifurcation structure). To that end, we emphasize learning physically-consistent models that are interpretable and extensible. Our main contribution to this field is the construction and demonstration of a modeling framework in which one can recover system attributes required for informed modeling and control, namely (i) the intrinsic nodal physics, (ii) the coupling physics, and (iii) the underlying adjacency matrix. Our method utilizes universal differential equations to construct a unified approach for cooperatively learning the adjacency and physics components. We also show this method’s generalization value by extending learned models to never-before-seen networks.

III. METHODOLOGY

Our goal is to identify a networked nonlinear dynamical system from measurements of nodal states over time. We begin by defining N assumed-identical nodes with states x_i(t) ∈ R^d where i = {1, 2, ..., N}, d is the state dimension of the i-th node, and N⋅d is the system state dimension. The connectivity of the nodes is prescribed by an assumed time-invariant adjacency matrix A ∈ R^{N×N}, where entry A_{ij} prescribes the learnable (parameterized by θ_g) interaction g(x_i,x_j; θ_g) : R^{2d} → R between nodes i and j. This interaction is assumed to be directed (A not necessarily symmetric), unweighted (meaning our final adjacency during deployment should have binary elements), and sparse.

Thus, we define an expected dynamical system (Figure 1) of the form:

$$\frac{dx_i}{dt} = f(x_i; \theta_f) + \sum_{j \neq i} A_{ij} g(x_i,x_j; \theta_g) = F(x; \Theta),$$

where f(x_i, θ_f) : R^d → R^d is the learnable intrinsic physics of the nodes parameterized by θ_f and Θ is the concatenated vector of model parameters. In general, f and g can be any differentiable surrogate model (e.g. a neural network) mapping to the full nodal state dimension d. However, these can be constructed to satisfy a priori knowledge of a system; e.g. a parameterized equation, composite function, or other closure-type model.

A Neural ODE evolve states x through time t according to the transition dynamics specified by the RHS of Eq. 3. The evolution of x corresponds to the initial value problem:

$$x(t_{end}) = x(t_0) + \int_{t_0}^{t_{end}} F(x; \Theta) dt.$$  

Equation 4 can be solved with standard numerical ODE solvers,

$$x(t_{end}) = \text{ODESolve}(F(x; \Theta), x_0, t_0, t_{end}).$$

Equation 5 can be made fully differentiable one of two ways: (i) via the adjoint sensitivity method, whereby a second differential equation is formulated and solved for the evolution of

FIG. 3. Single node data (i = 1) for t ∈ [0, 50] for position x and velocity v. The vertical dashed lines indicate intervals for data splits into thirds for train-development-test sets.
FIG. 4. Sweep of sparsity promotion penalty weight, $\alpha$, over several orders of magnitude. The top row is the visualization of the learned adjacency matrix ($\hat{A}$) for the different values of $\alpha$. The middle row corresponds to the element-wise squared error between the actual and learned matrices. The last row shows the thresholding step, i.e., rounding to the nearest integer.

| $\alpha$ | $||A||_1$ | Train | Dev. | Test |
|----------|-----------|-------|------|------|
| $0$      | 24.59     | 0.00789 | 0.01019 | 0.01002 |
| $1 \cdot 10^{-7}$ | 24.58 | 0.01108 | 0.01442 | 0.01415 |
| $1 \cdot 10^{-6}$ | 24.46 | 0.00761 | 0.00968 | 0.00951 |
| $1 \cdot 10^{-5}$ | 23.82 | 0.00837 | 0.01153 | 0.01148 |
| $1 \cdot 10^{-4}$ | 22.16 | 0.01392 | 0.01790 | 0.01757 |
| $1 \cdot 10^{-3}$ | 26.74 | 0.01392 | 0.01790 | 0.01757 |
| $1 \cdot 10^{-2}$ | 26.74 | 0.01392 | 0.01790 | 0.01757 |

**TABLE I. Model selection metrics.** Boldface represents the best (lowest) value among the candidate models.

FIG. 5. L2 error between learned and actual adjacency matrix over sweep of sparsity promotion penalty weight, $\alpha$. The lowest error occurs at $\alpha = 1 \cdot 10^{-6}$, although the error is insensitive to error until several orders of magnitude higher $\alpha$.

A necessary output of the training routine is a adjacency matrix with connections between nodes chosen to fit the data. Assumed is that the network to be modeled is unweighted, i.e., nodes $i$ and $j$ are either “connected” with $A_{i,j} = 1$ or “disconnected” with $A_{i,j} = 0$. Several methods exist for making such a selection task differentiable (e.g. the Gumbel-Softmax trick). In this work, to begin training, we instead assume all-to-all coupling activated with a sigmoid:

$$A = \sigma([0] - I/\varepsilon),$$ \hspace{1cm} (6)

with small number $\varepsilon$, such that the off-diagonal entries of $A$ default to a value of one-half and are bounded to $A_{i,j} \in [0, 1)$. After training is complete, the entries of $A$ are thresholded to either 0 or 1 based on some criteria; for the present study, this is simply a rounding operation on the elements of $A$ post-training.

The training data is formatted in a batched tuple with $N_f$-step moving-window forecasting horizon

$$\mathcal{D} = \{X^{(k)}(t), X^{(k)}(t+\Delta), \ldots, X^{(k)}(t+N_f\Delta)\},$$ \hspace{1cm} (7)

where $X = \{x_1, \ldots, x_N\}$; $k$ is the $k$-th batch ($k = 1, \ldots, N_b$); $\Delta$ is the size of discrete timesteps. During training, the surrogate
model with parameters $\Theta$ is asked to predict the following $N_f - 1$ timesteps provided $X^{(k)}(t)$ for each batch $k$. Therefore, the loss function to be minimized could be constructed as the mean squared error between predictions and measurements, given as

$$
\mathcal{L}(\Theta, A) = \frac{1}{N_b \cdot N_f \cdot N \cdot d} ||\hat{X}^{(k)}(t; \Theta) - X^{(k)}(t)||_2^2 + \alpha ||A||_1,
$$

where $\hat{X}^{(k)}(t; \Theta)$ is prediction for all system states at time $t$ in batch $k$; $||A||_1$ is a $\ell_1$ penalty intended to promote sparse connections in the adjacency matrix; and $\alpha$ is the weighting coefficient for this $\ell_1$ penalty.

IV. NUMERICAL EXPERIMENTS

Presented are two numerical experiments designed to show the utility of the presented methods. First, in Section IV.A we perform the data-driven modeling of a coupled oscillator system with unknown adjacency, node physics, and coupling physics. Once these physics are learned, we shift our attention to inferring system behavior on a never-before-seen network in Section IV.B.

A. Modeling Coupled Nonlinear Oscillators

Consider a canonical nonlinear oscillator:

$$
\frac{d^2 x_i}{dt^2} = -x_i - a_1 \frac{dx_i}{dt} (a_2 x_i^4 - a_3 x_i + a_4)
$$

$$
+ \sum_{j=1}^{N} A_{i,j} \left( \frac{d^2 x_i}{dt^2} - \frac{d^2 x_j}{dt^2} \right),
$$

or, written as a system of first-order ordinary differential equations:

$$
\frac{dx_i}{dt} = v_i
$$

$$
\frac{dv_i}{dt} = -x_i - a_1 v_i (a_2 v_i^4 - a_3 x_i + a_4)
$$

$$
+ \sum_{j=1}^{N} A_{i,j} (v_i - v_j),
$$

with $N = 11$, $a_{1,...,4} = \{0.2, 11.0, 11.0, 1.0\}$, $\mu = 0.2$, and adjacency matrix specified by that of Fig. 2.

Depending on parameter values ($a_{1,...,4}$ and $\mu$), the system detailed in Eq. 10 exhibits unique behaviors; for the specific parameter values and network detailed, this system shows limit cycle behavior, as seen in the data generated for this study and shown in Fig. 3. For demonstration of our methodology, the system in Eq. 10 was simulated from a random initial condition for 500 timesteps with temporal resolution $\Delta t = 0.1$. This constitutes our dataset for this task.
We aim to fit the notional coupled dynamical system (Eq. 3) to this dataset. The trainable surrogate for nodal intrinsic physics is $\text{NN}_1(x_i, v_i; \theta_1) : \mathbb{R}^2 \rightarrow \mathbb{R}^1$, and similarly for the interaction physics: $\text{NN}_2(x_i, x_j; \theta_2) : \mathbb{R}^4 \rightarrow \mathbb{R}^1$. Thus, by assuming second-order physics, our model takes the form:

$$\frac{d x_i}{d t} = v_i$$
$$\frac{d v_i}{d t} = \text{NN}_1(x_i, v_i; \theta_1) + \sum_{j \in N_i} A_{i,j} \text{NN}_2(x_i, x_j; \theta_2)$$

where $\text{vec}^{-1}(\cdot)$ operator reshapes the vector $\theta_i \in \mathbb{R}^{N^2}$ to $\mathbb{R}^{N \times N}$. The network $\text{NN}_1$ is chosen to be a feed-forward network with two hidden layers of 50 nodes each with Leaky ReLU activation functions. $\text{NN}_2$ has a single hidden layer of size 4 with Leaky ReLU activation applied.

The integration scheme for solving Eq. 11 is a straightforward fourth-order Runge-Kutta integrator. The forecast horizon is set to $N_f = 5$ during training. The optimizer used is Adam with a fixed learning rate of 0.02. First, the model parameters are optimized for 1000 epochs to minimize the loss as specified by Eq. 8 with $\alpha = 0$; that is, without penalizing adjacency sparsity. After 1000 epochs, the sparsity penalty weight $\alpha$ is increased to a fixed value and the optimization continues with another 1000 epochs.

Table 1 summarizes the error metrics across the training, development, and test data splits (Figure 3) through a sweep of values for $\alpha$ (log-10 scale). For the purposes of this work, the model selection criteria is the trained model with the lowest Mean-Squared-Error (MSE) on the development data split. For this set of experiments, a value of $\alpha = 1 \cdot 10^{-3}$ resulted in the lowest error for this metric. As shown in Fig. 5, the corresponding learned adjacency matrix identically matches the ground-truth adjacency matrix after a thresholding operation. In general, as the sparsity promotion penalty increases, several elements in the adjacency matrix do not meet the threshold and are set to zero. Note, however, that the error between the learned and true adjacency matrices is relatively insensitive to $\alpha$ for low values of $\alpha$ (less than $\alpha = 1 \cdot 10^{-3}$) for our chosen training procedure.

### B. Inference

The trained model of Section IV contains neural network approximations for the intrinsic nodal physics ($\text{NN}_1$) and nodal coupling physics ($\text{NN}_2$). By virtue of the construction of our model as a system of ODEs, these approximations should hold regardless of the underlying graph structure of the system. To test this, these physics approximations are deployed on a small, never-before-seen three-node network whose adjacency matrix is given by Fig. 1.

Figure 6 shows phase portraits and time series for the three nodes of the new network. In the top row, position $x_i$ and velocity $v_i$ show the clear limit cycle behavior for both a ground-truth simulation and the roll-out of the learned model. In the second row, the time series reconstruction (displayed is $x_i$) from a random initial condition for each node is shown. Although this network was not included in the training data, the learned nodal and coupling physics approximations perform well in reproducing the major qualitative behavior of the system, including limit cycling and following transient behavior of the nodal states as they approach the limit cycle (e.g. for time $0 < t < 20$ for each of the nodes).

### V. DISCUSSION

Although an exhaustive set of numerical experiments was not presented, we have shown the general application and utility of universal differential equations for structural inference of networked dynamical systems. Specifically, we have shown that one can approximate (i) nodal physics, (ii) coupling physics, and (iii) the underlying graphical structure of such systems directly from data. Furthermore, we have demonstrated that these learned physics can be successfully applied to never-before-seen networks and capture the general qualitative behavior of these systems.

Several modeling choices were made to deliver the results contained within this work; examples include the neural network architecture(s), the network characteristics (weighted vs. unweighted, directed vs. undirected, etc.), and the neural ODE model structure and integration scheme, among many others. While each of these aspects of the modeling process can have large impacts on model quality and performance, in this section detailed are those deserving of extra attention. Specifically we focus on (i) potential shortcomings of the framework and avoidance strategies and (ii) applications and future development work.

### Shortcomings

The model form of Eq. 11 is generic in that assumed is second-order dynamics with additive coupling - no other structure or physical prior is enforced in the model construction. This contrasts so-called “gray” or “white”-box models in which known terms are inserted into the model as a priori knowledge. In this context, such prior knowledge can take the form of known nodal physics, coupling physics, and/or adjacency matrix. The class of models presented in this work fall into the category of “black”-box models, which are prone to overfitting, especially in the context of neural ODEs. Model performance will likely suffer for systems with (i) weakly nonlinear dynamics (e.g. a Kuramoto oscillator network with small coupling coefficient) or (ii) data existing solely on the system’s attractor. In the case of the former, disambiguation of distinct signals from time series data may be difficult or impossible, especially in the situation of global synchrony (a population of homogeneous Kuramoto oscillators). Likewise, should observations of a system exist exclusively on that system’s attractor, it is likely that a neural ODE-based model may learn exclusively the shape of the attractor in phase space - learned models are unlikely to generalize well off of the at-
better model than the black-box counterpart. For example, reformulating the learning task to learn exclusively the adjacency matrix of a networked dynamical system given known nodal and coupling physics will generally produce a better model than the black-box counterpart.

Similarly, the networks presented in this work have $N = 11$ for Section IV.A and $N = 3$ for IV.B with uniform nodal physics. These are small networks with sparse connections, though for the presented training routine, assumed is all-to-all coupling meaning that the number of trainable parameters (for $A$) exhibits quadratic growth with the number of nodes, underscoring the need for regularization during training (e.g. $\ell_1$ penalty for $A$).

Applications and Future Work

This work was motivated by the open problem of inferring the graphical structure of networked dynamical systems from data. Following the layout of the presented results, this modeling framework can be directly applied to (i) separate nodal and coupling physics from nodal interactions and (ii) estimate the stability properties of an observed system with respect to perturbations in the underlying network.

The class of physical systems amenable to the presented techniques is wide-ranging. In closed combustion systems, thermoacoustic instabilities can arise from coupling of injectors with fluid dynamic processes of the combustor-injector placement and control is an area of intense study, which amounts to perturbations of an adjacency matrix of the coupled injectors. In power system network dynamics, nodes obey the so-called swing equations for synchronous operation of equipment. Such physics can be approximated by a network of coupled oscillators, from which one can estimate stability properties of the system directly from data. Extending the method further, time-varying adjacency matrices can be incorporated to model molecular dynamics, whereby the underlying graphical structure evolves with the nodes. In general, broad applicability can be had by encoding physical priors. For example, one could specify a known energy input/output balance in a model for a dissipative system (e.g. building thermal dynamics and other lumped capacitance-type models) such that the model can be readily constructed and analyzed in the context of a particular graph structure. Our modeling framework can inform system design and control in these contexts from a purely data-driven perspective, e.g., the modification or evolution of the graph structure and system control, among other tasks.

VI. CONCLUSION

We have demonstrated the use of universal differential equations for the data-driven modeling of networked dynamical systems. Specifically, we have demonstrated the capability to extract (i) intrinsic nodal physics, (ii) coupling physics, and (iii) the underlying graphical structure of the system. This is accomplished by assuming a generic differential equation form that can be applied to a wide variety of networked dynamical systems. The modeling framework was demonstrated on an 11-node-directed network of nonlinear oscillators. The utility of this framework lies in the disambiguation of the physics from network structure. In doing so, the physics can be applied to a network of arbitrary topology, allowing one to investigate system properties with respect to perturbations in the underlying network.
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