Robustness of Strong Stability of Semigroups

Lassi Paunonen

Abstract

In this paper we study the preservation of strong stability of strongly continuous semigroups on Hilbert spaces. In particular, we study a situation where the generator of the semigroup has a finite number of spectral points on the imaginary axis and the norm of its resolvent operator is polynomially bounded near these points. We characterize classes of finite rank perturbations preserving the strong stability of the semigroup. In addition, we improve recent results on preservation of polynomial stability of a semigroup under finite rank perturbations of its generator. Theoretic results are illustrated with an example where we consider the preservation of the strong stability of a multiplication semigroup.
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1 Introduction

It is a well-known fact that the exponential stability of a strongly continuous semigroup $T(t)$ is preserved under all sufficiently small perturbations of its infinitesimal generator $A$. However, in a situation where $T(t)$ is not exponentially stable, but merely strongly stable, i.e.,

$$\lim_{t \to \infty} \|T(t)x\| = 0, \quad \forall x \in X,$$

no general conditions for the preservation the stability of $T(t)$ are known. On the contrary, it is acknowledged that strong stability may be extremely sensitive to even arbitrarily small perturbations of its infinitesimal generator.

Recently in [9, 10] it was shown that a subclass of strongly stable semigroups, the so-called polynomially stable semigroups, do indeed possess good robustness properties. The key observation was that in the case of polynomial stability, the size of the perturbation $A + BC$ should not be measured using the regular operator norms $\|B\|$ and $\|C\|$, but instead using graph norms $\|(-A)^\beta B\|$ and $\|(-A^*)^\gamma C^*\|$ for suitable exponents $\beta$ and $\gamma$. The polynomially stable semigroups have a characteristic property that their generators have no spectrum on the imaginary axis $i\mathbb{R}$. Therefore, many of the strongly stable semigroups encountered in applications are beyond the scope of the perturbation results in [9, 10]. In this paper we study the robustness properties of semigroups whose generators do have spectrum on the imaginary axis. In particular, we consider a situation where
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A has a finite number of spectral points on the imaginary axis, and the norm of the 
resolvent operator of $A$ is polynomially bounded near these points. We show that the 
semigroups of this type have surprising robustness properties.

The results presented in this paper again demonstrate that for a strongly stable semi-
group $T(t)$, the size of the perturbation should not be measured using the regular op-
erator norm, but instead using suitable graph norms related to the generator $A$. Our 
main results reveal large and easily characterizable classes of finite rank perturbations 
that preserve the strong stability of $T(t)$. The results can be applied, for example, in the 
study of linear partial differential equations, and in the control of infinite-dimensional 
linear systems.

To the author’s knowledge, robustness properties of strong stability of semigroups 
with spectrum on the imaginary axis have not been studied previously in the literature. 
Some results on preservation of strong stability of compact semigroups can be found in [4]. 
However, any strongly stable compact semigroup is actually exponentially stable [5, Ex. 
V.1.6(4)].

To illustrate our conditions for the preservation of stability, we begin by stating our 
main result in a situation where $A$ has a single imaginary spectral point $\sigma(A) \cap i\mathbb{R} = \{0\}$ 
belonging to the continuous spectrum of $A$. We further assume that there exists $\alpha \geq 1$ 
such that

$$\sup_{0 < |\omega| \leq 1} |\omega|^\alpha \|R(i\omega, A)\| < \infty$$

and $\sup_{|\omega| > 1} \|R(i\omega, A)\| < \infty$. These assumptions are satisfied, for example, if $A$ generates 
a strongly stable analytic semigroup with $0 \in \sigma_+(A)$, and $|\lambda\| \|R(\lambda, A)\| \leq M$ outside some sector in $\mathbb{C}^-$. Since $A$ is injective and $\mathcal{R}(A)$ is dense, the operator $-A$ has a densely 
defined inverse $(-A)^{-1}$. Furthermore, $(-A)^{-1}$ and $(-A^*)^{-1}$ are sectorial operators, 
and thus for $\beta, \gamma \geq 0$ the fractional powers $(-A)^{-\beta} : \mathcal{R}((-A)^\beta) \subset X \to X$ and $(-A^*)^{-\gamma} : \mathcal{R}((-A^*)^\gamma) \subset X \to X$ are well-defined. We consider finite rank perturbations of the form 
$A + BC$, where $B \in \mathcal{L}(\mathbb{C}^p, X)$, and $C \in \mathcal{L}(X, \mathbb{C}^p)$ satisfy

$$\mathcal{R}(B) \subset \mathcal{R}((-A)^{\beta}), \quad \mathcal{R}(C^*) \subset \mathcal{R}((-A^*)^{\gamma}) \quad (1)$$

for some $\beta, \gamma \geq 0$. We choose to measure the size of the perturbation $BC$ using the graph 
norms $\|B\| + \|(A)^{-\beta}B\|$ and $\|C\| + \|(A^*)^{-\gamma}C^*\|$. Theorem 1 shows that this is exactly the right choice for the purposes of studying the preservation of the strong stability of 
$T(t)$.

**Theorem 1.** Let $\beta + \gamma = \alpha$. There exists $\delta > 0$ such that if $B$ and $C$ satisfy (1) and 

$$\|B\| + \|(A)^{-\beta}B\| < \delta, \quad \text{and} \quad \|C\| + \|(A^*)^{-\gamma}C^*\| < \delta,$$

then the semigroup generated by $A + BC$ is strongly stable.

In Section 2 we state Theorem 1 in a more general situation where $\sigma(A) \cap i\mathbb{R} = \{i\omega_k\}_{k \in I_A}$ for a finite set $I_A$ of indices. In this case, the preservation of stability requires 
that for all $k \in I_A$ the graph norms $\|B\| + \|(i\omega_k - A)^{-\beta}B\|$ and $\|C\| + \|(-i\omega_k - A^*)^{-\gamma}C^*\|$ 
are sufficiently small.
In addition to studying the preservation of strong stability, we also improve the results concerning robustness of polynomial stability presented in [9, 10]. In these references it was shown that the polynomial stability of a semigroup generated by $A$ is preserved under a finite rank perturbation $A + BC$ if for some $\beta, \gamma \geq 0$ satisfying $\beta + \gamma \geq \alpha$ we have

$$\mathcal{R}(B) \subset \mathcal{D}((-A)^\beta), \quad \text{and} \quad \mathcal{R}(C^*) \subset \mathcal{D}((-A^*)^\gamma),$$

and if the graph norms $\|(−A)^\beta B\|$ and $\|(−A^*)^\gamma C^*\|$ are small enough. However, in these results one of the associated exponents $\beta, \gamma \geq 0$ was required to an integer, or alternatively, larger than or equal to $\alpha$. The techniques used in this paper allow us to remove these restrictions on the exponents. In particular, we show that for arbitrary exponents $\beta, \gamma \geq 0$ satisfying $\beta + \gamma \geq \alpha$ the polynomial stability of a semigroup generated by $A$ is preserved provided that the perturbation satisfies (2) and the corresponding graph norms are small enough.

The paper is organized as follows. In Section 2 we state our main results on the preservation of strong and polynomial stability. The result on robustness of strong stability is proved in parts throughout Sections 3 and 4. Section 5 contains the proof of the result on the preservation of polynomial stability. In Section 6 we illustrate the theoretic results with an example. In particular, we study the robustness properties of a strongly stable multiplication semigroup. Section 7 contains concluding remarks.

We conclude this section by applying Theorem 1 to study the preservation of the strong stability of a semigroup generated by a bounded diagonal operator.

**Example 2.** Let $X = \ell^2(\mathbb{C})$ and define $A \in \mathcal{L}(X)$ by

$$A = \sum_{k=1}^{\infty} -\frac{1}{k} \langle \cdot, e_k \rangle e_k$$

where $e_k$ are the natural basis vectors. The operator generates a strongly stable semigroup $T(t)$ and satisfies $\sigma(A) \cap i\mathbb{R} = \{0\} \subset \sigma_c(A)$. Since for $\omega \neq 0$ we have $\|R(i\omega, A)\| = \text{dist}(i\omega, \sigma(A))^{-1} = |\omega|^{-1}$, the assumptions of Theorem 1 are satisfied for $\alpha = 1$. The operator $−A$ has an unbounded self-adjoint inverse, and for $\beta \geq 0$ its fractional powers are given by

$$(-A)^{-\beta}x = \sum_{k=1}^{\infty} k^\beta \langle x, e_k \rangle e_k, \quad x \in \mathcal{R}((-A)^\beta) = \left\{ x \in X \left| \sum_{k=1}^{\infty} k^{2\beta}\langle x, e_k \rangle^2 < \infty \right. \right\}.$$
bounded linear operators from $X$ to $Y$ is denoted by $L(X, Y)$. If $A : \mathcal{D}(A) \subset X \to X$, then $\sigma(A)$, $\sigma_p(A)$, $\sigma_c(A)$ and $\rho(A)$ denote the spectrum, the point spectrum, the continuous spectrum and the resolvent set of $A$, respectively. For $\lambda \in \rho(A)$ the resolvent operator is given by $R(\lambda, A) = (\lambda - A)^{-1}$. The inner product on a Hilbert space is denoted by $\langle \cdot, \cdot \rangle$.

For a function $f : \mathbb{R} \to \mathbb{R}$ and for $\alpha \geq 0$ we use the notation $f(\omega) = O(|\omega|^\alpha)$ if there exist constants $M > 0$ and $\omega_0 \geq 0$ such that $|f(\omega)| \leq M|\omega|^\alpha$ for all $\omega \in \mathbb{R}$ with $|\omega| \geq \omega_0$.

2 Main Results

In this section we present our main results. It is well-known that if the semigroup generated by $A$ is strongly stable, then $A$ may have no eigenvalues on the imaginary axis, and therefore operators $A - i\omega$ are injective for all $\omega \in \mathbb{R}$. Moreover, since $X$ is a Hilbert space, the Mean Ergodic Theorem applied to operators $A - i\omega$ shows that $X = \mathcal{N}(A - i\omega) \oplus \mathcal{R}(A - i\omega) = \mathcal{R}(A - i\omega)$.

Therefore, the part of the spectrum of $A$ that is on the imaginary axis belongs to the continuous spectrum.

In the following we formulate our assumptions on the unperturbed operator $A$ as well as on the components $B$ and $C$ of the perturbing operator. The main assumption is that the intersection $\sigma(A) \cap i\mathbb{R} = \{i\omega_k\}_{k \in I_A}$ is finite, and the norm of the resolvent operator is polynomially bounded near the points $i\omega_k$.

Assumption 3. Let $X$ be a Hilbert space. Assume that the operators $A : \mathcal{D}(A) \subset X \to X$, $B \in \mathcal{L}(\mathbb{C}^p, X)$, and $C \in \mathcal{L}(X, \mathbb{C}^p)$ satisfy the following for some $\alpha \geq 1$, $\beta, \gamma \geq 0$, and $M_A > 0$.

1. The operator $A$ generates a strongly stable semigroup, and $\sigma(A) \cap i\mathbb{R} = \{i\omega_k\}_{k \in I_A}$ for a finite set $I_A$ of indices and $d_A = \min_{k \neq l}|\omega_k - \omega_l| > 0$. Moreover, there exists $0 < \varepsilon_A \leq \max\{1, d_A/3\}$ such that

$$\sup_{0 < |\omega - \omega_k| \leq \varepsilon_A} |\omega - \omega_k|^{\alpha}\|R(i\omega, A)\| \leq M_A,$$

for all $k \in I_A$ and $\|R(i\omega, A)\| \leq M_A$ whenever $|\omega - \omega_k| > \varepsilon_A$ for all $k \in I_A$.

2. We have $\mathcal{R}(B) \subset \mathcal{R}(i(\omega_k - A)\beta)$ and $\mathcal{R}(C^*) \subset \mathcal{R}((-i\omega_k - A^*)\gamma)$ for every $k \in I_A$.

The Riesz Representation Theorem implies that there exists $\{b_j\}_{j=1}^p \subset X$ and $\{c_j\}_{j=1}^p \subset X$ such that

$$BC = \sum_{j=1}^p \langle \cdot, c_j \rangle b_j.$$
The second part of Assumption 3 is therefore equivalent to requiring \( \{b_j\}_{j=1}^p \subset \mathcal{R}((i\omega_k - A)^\beta) \) and \( \{c_j\}_{j=1}^q \subset \mathcal{R}((i\omega_k - A)^\gamma) \) for every \( k \in I_A \). This immediately implies that \( (i\omega_k - A)^{-\beta}B \) and \( (-i\omega_k - A)^{-\gamma}C^* \) are bounded operators.

Our first main result concerns the preservation of strong stability.

**Theorem 4.** Let Assumption 3 be satisfied with \( \alpha = \beta + \gamma \). There exists \( \delta > 0 \) such that if \( \|B\| < \delta, \|C\| < \delta \) and
\[
\| (i\omega_k - A)^{-\beta}B \| < \delta, \quad \| (-i\omega_k - A)^{-\gamma}C^* \| < \delta
\]
for all \( k \in I_A \), then the semigroup generated by \( A + BC \) is strongly stable.

In particular, the spectrum of \( A + BC \) satisfies \( \sigma(A + BC) \cap i\mathbb{R} = \sigma_c(A + BC) \cap i\mathbb{R} \subset \{i\omega_k\}_{k \in I_A} \), and for all \( k \in I_A \)
\[
\sup_{0 < |\omega - \omega_k| \leq \varepsilon_k} |\omega - \omega_k|^\alpha \| R(i\omega, A + BC) \| < \infty.
\]

The proof of Theorem 4 is divided into two parts. In Section 3 we study the change of the spectrum of \( A \). In Section 4 we complete the proof of Theorem 4 by showing that the uniform boundedness of \( T(t) \) is preserved under the perturbations.

We remark that the polynomial growth condition for the resolvent was assumed to be satisfied for \( \alpha \geq 1 \). The following lemma shows that this assumption does not result in any loss of generality.

**Lemma 5.** If \( \sigma(A) \cap i\mathbb{R} \neq \emptyset \), then \( \alpha \geq 1 \) in the condition 3.

**Proof.** Let \( k \in I_A \). Since \( i\omega_k \in \sigma(A) \), for \( i\omega \) near \( i\omega_k \) we have \( \text{dist}(i\omega, \sigma(A)) \leq |\omega - \omega_k| \). Thus for all such \( \omega \) satisfying \( 0 < |\omega - \omega_k| \leq \varepsilon_k \) the standard estimate [4, Cor. IV.1.14] \( \| R(\omega, A) \| \geq \text{dist}(\lambda, \sigma(A))^{-1} \) implies
\[
\frac{1}{|\omega - \omega_k|} \leq \frac{1}{\text{dist}(i\omega, \sigma(A))} \leq \| R(i\omega, A) \| \leq \frac{M_A}{|\omega - \omega_k|^\alpha},
\]
which further implies \( |\omega - \omega_k|^\alpha - 1 \leq M_A \). However, for small \( |\omega - \omega_k| \) this is only possible if \( \alpha \geq 1 \).

Our second main result concerns the preservation of polynomial stability of a semigroup. The semigroup \( T(t) \) generated by \( A \) on the Hilbert space \( X \) is called *polynomially stable* if \( T(t) \) is uniformly bounded, if \( \sigma(A) \cap i\mathbb{R} = \emptyset \), and if there exists \( \alpha > 0 \) and \( M \geq 1 \) such that
\[
\| T(t)A^{-1} \| \leq \frac{M}{t^{1/\alpha}}, \quad \forall t > 0.
\]
The following theorem gives conditions for the preservation of the polynomial stability under bounded finite rank perturbations. The theorem extends the results in [3,10] by allowing the exponents \( \beta \geq 0 \) and \( \gamma \geq 0 \) to be real numbers.

**Theorem 6.** Assume \( T(t) \) generated by \( A \) is polynomially stable with exponent \( \alpha > 0 \), and \( \beta, \gamma \geq 0 \) are such that \( \beta + \gamma \geq \alpha \). There exists \( \delta > 0 \) such that if \( B \in \mathcal{L}(\mathbb{C}^p, X) \) and \( C \in \mathcal{L}(X, \mathbb{C}^p) \) satisfy
\[
\mathcal{R}(B) \subset \mathcal{D}((-A)^\beta), \quad \text{and} \quad \mathcal{R}(C^*) \subset \mathcal{D}((-A)^\gamma)
\]
and \( \| (-A)^\beta B \| < \delta \) and \( \| (-A)^\gamma C^* \| < \delta \), then the semigroup generated by \( A + BC \) is polynomially stable with the same exponent \( \alpha \).
3 Perturbation of the Spectrum

In this section we show that under the conditions of Theorem 4 the spectrum of the perturbed operator satisfies \( \sigma(A + BC) \subset \mathbb{C}^+ \) and \( \sigma(A + BC) \cap i\mathbb{R} \subset \{ i\omega_k \}_{k \in I_A} \) are not eigenvalues of \( A + BC \). On its own, this result is valid under weaker assumptions than those in Theorem 4. In particular, we can assume \( \sigma(A) \cap i\mathbb{R} = \{ i\omega_k \}_{k \in I_A} \) for a countable set \( I_A \) of indices if the points \( \omega_k \) have a finite gap \( d_A = \inf_{k \neq l} |\omega_k - \omega_l| > 0 \). Moreover, the perturbation \( BC \) does not need to be of finite rank. Instead, for some Banach space \( Y \) we can consider \( B \in \mathcal{L}(Y, X) \) and \( C \in \mathcal{L}(X, Y) \) such that \( (i\omega_k - A)^{-\beta} B \) and \( (-i\omega_k - A^*)^{-\gamma} C^* \) are bounded operators for all \( k \in I_A \).

**Theorem 7.** Let Assumption 3 be satisfied with \( \alpha = \beta + \gamma \). There exists \( \delta > 0 \) such that if \( \|B\| < \delta \), \( \|C\| < \delta \), and

\[
\| (i\omega_k - A)^{-\beta} B \| < \delta, \quad \| (-i\omega_k - A^*)^{-\gamma} C^* \| < \delta,
\]

for all \( k \in I_A \), then \( \overline{\mathbb{C}^+} \setminus \{ i\omega_k \}_{k \in I_A} \subset \rho(A + BC) \) and \( i\omega_k \notin \sigma_p(A + BC) \) for all \( k \in I_A \). In particular, under the above conditions we have

\[
\sup_{\lambda \in \mathbb{C}^+ \setminus \{ i\omega_k \}_{k}} \| (I - CR(\lambda, A)B)^{-1} \| < \infty.
\]

We prove the theorem in parts. For the study of the change of the spectrum of \( A \) we use the Shermann–Morrison–Woodbury formula given in the following lemma.

**Lemma 8.** Let \( \lambda \in \rho(A), B \in \mathcal{L}(Y, X), C \in \mathcal{L}(X, Y) \). If \( 1 \in \rho(CR(\lambda, A)B) \), then \( \lambda \in \rho(A + BC) \) and

\[
R(\lambda, A + BC) = R(\lambda, A) + R(\lambda, A)B(I - CR(\lambda, A)B)^{-1} CR(\lambda, A).
\]

The Moment Inequality [7, Prop. 6.6.4] is one of our most important tools in dealing with non-integer exponents \( \alpha, \beta, \) and \( \gamma \). The following lemma collects the most frequently used estimates of this type.

**Lemma 9.** Assume \( A \) generates a uniformly bounded semigroup and \( \sigma_p(A) \cap i\mathbb{R} = \emptyset \). Let \( 0 < \tilde{\alpha} < \alpha, 0 < \tilde{\beta} < \beta, \) and \( 0 < \tilde{\gamma} < \gamma \). Then there exists \( M_{\tilde{\alpha}/\alpha}, M_{\tilde{\beta}/\beta}, M_{\tilde{\gamma}/\gamma} \geq 1 \) such that for all \( \omega \in \mathbb{R} \) we have

\[
\| (i\omega - A)^{\tilde{\alpha}} x \| \leq M_{\tilde{\alpha}/\alpha} \| x \|^{1 - \tilde{\alpha}/\alpha} \| (i\omega - A)^{\alpha} x \|^{\tilde{\alpha}/\alpha} \quad \forall x \in D((i\omega - A)^{\alpha}),
\]

\[
\| (i\omega - A)^{-\tilde{\beta}} x \| \leq M_{\tilde{\beta}/\beta} \| x \|^{1 - \tilde{\beta}/\beta} \| (i\omega - A)^{-\beta} x \|^{\tilde{\beta}/\beta} \quad \forall x \in D((i\omega - A)^{-\beta}),
\]

\[
\| (-i\omega - A^*)^{-\tilde{\gamma}} x \| \leq M_{\tilde{\gamma}/\gamma} \| x \|^{1 - \tilde{\gamma}/\gamma} \| (-i\omega - A^*)^{-\gamma} x \|^{\tilde{\gamma}/\gamma} \quad \forall x \in D((-i\omega - A^*)^{-\gamma}).
\]

If \( B \) and \( C \) satisfy the conditions of Assumption 3, then \( (i\omega_k - A)^{-\tilde{\beta}} B \) and \( (-i\omega_k - A^*)^{-\tilde{\gamma}} C^* \) are bounded operators and their norms satisfy

\[
\| (i\omega_k - A)^{-\tilde{\beta}} B \| \leq M_{\tilde{\beta}/\beta} \| B \|^{1 - \tilde{\beta}/\beta} \| (i\omega_k - A)^{-\beta} B \|^{\tilde{\beta}/\beta},
\]

\[
\| (-i\omega_k - A^*)^{-\tilde{\gamma}} C^* \| \leq M_{\tilde{\gamma}/\gamma} \| C \|^{1 - \tilde{\gamma}/\gamma} \| (-i\omega_k - A^*)^{-\gamma} C^* \|^{\tilde{\gamma}/\gamma}.
\]
3. Perturbation of the Spectrum

Proof. Let $M \leq 1$ be such that $\|T(t)\| \leq M$ for all $t \geq 0$. Now $\text{Re} \lambda \|R(\lambda, i \omega - A)\| \leq M$ for all $\lambda \in \mathbb{C}^+$ by the Hille–Yosida Theorem. Using this it is easy to show that the families $(i \omega - A)_{\omega \in \mathbb{R}}$ and $(-i \omega - A^*)_{\omega \in \mathbb{R}}$ of operators are uniformly sectorial of angle $\pi/2$ [7, Sec. 2.1]. Since $i \omega - A$ is injective, also $((i \omega - A)^{-1})_{\omega \in \mathbb{R}}$ and $((-i \omega - A^*)^{-1})_{\omega \in \mathbb{R}}$ are uniformly sectorial of angle $\pi/2$ by [7, Prop. 2.1.1].

For a fixed $\omega \in \mathbb{R}$ the first inequalities now follow from [7, Prop. 6.6.4]. However, by [7, Prop. 2.6.11] and the uniform sectoriality of the operator families it is possible to choose $M_{\tilde{\alpha}/\alpha}$, $M_{\tilde{\beta}/\beta}$, and $M_{\tilde{\gamma}/\gamma}$ to be independent of $\omega \in \mathbb{R}$.

The boundedness of the operators $(i \omega_k - A)^{-\tilde{\beta}}B$ and $(-i \omega_k - A^*)^{-\tilde{\gamma}}C^*$ and the remaining inequalities follow directly from applying the first inequalities to $x = By \in \mathcal{D}((-i \omega_k - A^*)^{-\gamma})$, respectively.

The last two inequalities in Lemma 9 give us a way of estimating the graph norms for exponents $0 < \tilde{\beta} < \beta$ and $0 < \tilde{\gamma} < \gamma$. In particular, the following corollary shows that the norm $\|(i \omega_k - A)^{-\tilde{\beta}}B\|$ can be made arbitrarily small if $\|B\|$ and $\|(i \omega_k - A)^{-\beta}B\|$ are small enough, and analogously for the operator $C$.

**Corollary 10.** Let Assumption 3 be satisfied, and let $0 < \tilde{\beta} < \beta$, $0 < \tilde{\gamma} < \gamma$, and $k \in I_A$. If for some $\delta > 0$ the operators $B$ and $C$ satisfy $\|B\| < \delta$, $\|(i \omega_k - A)^{-\tilde{\beta}}B\| < \delta$, $\|C\| < \delta$, and $\|(i \omega_k - A^*)^{-\tilde{\gamma}}C^*\| < \delta$, then

$$\|(i \omega_k - A)^{-\tilde{\beta}}B\| < M_{\tilde{\beta}/\beta} \delta,$$

$$\|(i \omega_k - A^*)^{-\tilde{\gamma}}C^*\| < M_{\tilde{\gamma}/\gamma} \delta.$$

We begin the proof of Theorem 7 by showing that we can choose $\delta > 0$ in such a way that $\|CR(\lambda, A)B\| \leq c < 1$ for all $\lambda \in \bigcup_k \Omega_k$, where $\Omega_k = \{ \lambda \in \mathbb{C} \mid \text{Re} \lambda \geq 0, 0 < |\lambda - i \omega_k| \leq \varepsilon_A \}$ (see Figure 1).

![Figure 1: The domains $\Omega_k$.](image)

**Lemma 11.** If Assumption 3 is satisfied, then there exists $M_0 \geq 1$ such that

$$\sup_{\lambda \in \Omega_k} |\lambda - i \omega_k|^\alpha \|R(\lambda, A)\| \leq M_0$$

for every $k \in I_A$. 

3. Perturbation of the Spectrum

\textbf{Proof.} Let \( M > 0 \) be such that \( \|T(t)\| \leq M \). From Assumption 3 we have

\[
\sup_{0 < |\omega - \omega_k| \leq \varepsilon_A} |\omega - \omega_k|^\alpha \|R(i\omega, A)\| \leq M_A.
\]

The Hille–Yosida Theorem [3, Thm. II.3.8] implies that \( \text{Re} \lambda \|R(\lambda, A)\| \leq M \) whenever \( \text{Re} \lambda > 0 \).

Let \( \lambda = \mu + i\omega \in \Omega_k \). For \( \mu = 0 \) the bound \( |\lambda - i\omega_k|^\alpha \|R(\lambda, A)\| = |\omega - \omega_k|^\alpha \|R(i\omega, A)\| \leq M_A \) follows directly from [3]. On the other hand, if \( \omega = \omega_k \) and \( \lambda = \mu > 0 \), then the Hille–Yosida Theorem implies

\[
|\lambda - i\omega_k|^\alpha \|R(\lambda, A)\| = \mu^\alpha \|R(\lambda, A)\| \leq \mu \|R(\lambda, A)\| \leq M
\]

since \( \mu^\alpha \leq \mu \) due to the fact that \( \alpha \geq 1 \) and \( 0 < \mu \leq \varepsilon_A \) \( \leq 1 \). It remains to consider the case \( \lambda = \mu + i\omega \in \Omega_k \) with \( \mu > 0 \) and \( \omega \neq \omega_k \). In particular, we then have \( 0 < |\omega - \omega_k| \leq \varepsilon_A \) and \( 0 < \mu \leq \varepsilon_k \leq 1 \). Since \( \alpha \geq 1 \) and \( 0 < \mu \leq 1 \), we have \( \mu^\alpha \leq \mu \) and

\[
|\lambda - i\omega_k|^\alpha = (\mu^2 + (\omega - \omega_k)^2)^{\alpha/2} \leq (2 \max \left\{ \mu^2, (\omega - \omega_k)^2 \right\})^{\alpha/2} = 2^{\alpha/2} \max \left\{ \mu^\alpha, |\omega - \omega_k|^\alpha \right\}
\]

and thus using the resolvent identity \( R(\lambda, A) = R(i\omega, A) + \mu R(\lambda, A) R(i\omega, A) \) we get

\[
|\lambda - i\omega_k|^\alpha \|R(\lambda, A)\| \leq 2^{\alpha/2} (\mu + |\omega - \omega_k|^\alpha) \|R(\lambda, A)\|
\]

\[
= 2^{\alpha/2} \mu \|R(\lambda, A)\| + 2^{\alpha/2} |\omega - \omega_k|^\alpha \|R(i\omega, A) + \mu R(\lambda, A) R(i\omega, A)\|
\]

\[
\leq 2^{\alpha/2} M + 2^{\alpha/2} |\omega - \omega_k|^\alpha \|R(i\omega, A)\| (1 + \mu \|R(\lambda, A)\|)
\]

\[
\leq 2^{\alpha/2} (M + M_A (1 + M)).
\]

Since in each of the situations the bound for \( |\lambda - i\omega_k|^\alpha \|R(\lambda, A)\| \) is independent of \( k \in I_A \), this concludes the proof. \( \square \)

\textbf{Lemma 12.} Let Assumption 3 be satisfied and denote \( \alpha = n + \bar{\alpha} \) with \( n \in \mathbb{N} \) and \( 0 \leq \bar{\alpha} < 1 \). There exists \( M_1 \geq 1 \) (not depending on \( k \in I_A \)) such that

\[
\sup_{\lambda \in \Omega_k} |\lambda - i\omega_k|^\alpha \|(i\omega_k - A)^\bar{\alpha} R(\lambda, A)\| \leq M_1
\]

for all \( k \in I_A \).

\textbf{Proof.} By Lemma 11 there exists \( M_0 \geq 1 \) such that \( |\lambda - i\omega_k|^\alpha \|R(\lambda, A)\| \leq M_0 \) for all \( k \in I_A \). Let \( k \in I_A, \lambda \in \Omega_k \), and denote \( R_\lambda = R(\lambda, A), A_k = A - i\omega_k \), and \( \lambda_k = \lambda - i\omega_k \) for brevity.

If \( \alpha = n \) and \( \bar{\alpha} = 0 \), we have

\[
|\lambda_k|^\alpha \|(-A_k)^\bar{\alpha} R_\lambda\| = |\lambda_k|^\alpha \|R_\lambda\| \leq M_0.
\]

Thus the claim is satisfied with \( M_1 = M_0 \), which is independent of \( k \in I_A \).
If $0 < \tilde{\alpha} < 1$, then by Lemma 13 there exists a constant $M_\tilde{\alpha}$ independent of $k \in I_A$ such that \(|\langle -(A_k)^\alpha x \rangle \leq M_\tilde{\alpha}|x|^\tilde{\alpha}\langle -(A_k)x \rangle^\alpha\) for all $x \in D(A)$. This further implies $\|(A_k)^\tilde{\alpha} R_\lambda\| \leq M_\tilde{\alpha}\|R_\lambda\|^\tilde{\alpha}\|(A_k)R_\lambda\|$. Using
\[
(A_k)R_\lambda = (i\omega_k - A)R_\lambda = (i\omega_k - \lambda + \lambda - A)R_\lambda = (i\omega_k - \lambda)R_\lambda + I = -\lambda k R_\lambda + I
\]
and the scalar inequality $(a + b)^\alpha \leq 2^{\tilde{\alpha}}(a^{\tilde{\alpha}} + b^{\tilde{\alpha}})$ we get
\[
|\lambda_k|^n\|(A_k)^\tilde{\alpha} R_\lambda\| \leq M_\tilde{\alpha}|\lambda_k|^n\|R_\lambda\|^\tilde{\alpha}\|(A_k)R_\lambda\|^\tilde{\alpha} \leq M_\tilde{\alpha}|\lambda_k|^n\|R_\lambda\|^\tilde{\alpha}(1 + |\lambda_k||R_\lambda|)^\tilde{\alpha} \\
\leq 2^{\tilde{\alpha}} M_\tilde{\alpha}|\lambda_k|^n\|R_\lambda\|^\tilde{\alpha}(1 + |\lambda_k|^\tilde{\alpha}|R_\lambda|) \leq 2^{\tilde{\alpha}} M_\tilde{\alpha}\left[|\lambda_k|^\frac{\tilde{\alpha}}{\alpha\alpha}\|R_\lambda\|\right]^\tilde{\alpha} + |\lambda_k|^n|\lambda_k|^\tilde{\alpha}|R_\lambda|.
\]
Since $n = |\alpha| \geq 1$ we have
\[
\frac{n}{1 - \tilde{\alpha}} = \frac{n(n + \tilde{\alpha})}{(1 - \tilde{\alpha})(n + \tilde{\alpha})} = \frac{n(n + \tilde{\alpha})}{n - \tilde{\alpha}(n - 1) - \tilde{\alpha}^2} \geq \frac{n(n + \tilde{\alpha})}{n} = n + \tilde{\alpha} = \alpha.
\]
Since $\lambda \in \Omega_k$, we have $|\lambda_k| \leq \varepsilon_A \leq 1$, and thus $|\lambda_k|^\frac{\tilde{\alpha}}{\alpha\alpha} \leq |\lambda_k|^\alpha$, and
\[
|\lambda_k|^n\|(A_k)^\tilde{\alpha} R_\lambda\| \leq 2^{\tilde{\alpha}} M_\tilde{\alpha}\left[|\lambda_k|^\frac{\tilde{\alpha}}{\alpha\alpha}\|R_\lambda\|\right]^\tilde{\alpha} + |\lambda_k|^n|\lambda_k|^\tilde{\alpha}|R_\lambda| \\
\leq 2^{\tilde{\alpha}} M_\tilde{\alpha}\left[|\lambda_k|^\alpha|\lambda_k|^\tilde{\alpha}|R_\lambda|\right]^\tilde{\alpha} + |\lambda_k|^n|\lambda_k|^\tilde{\alpha}|R_\lambda| \leq 2^{\tilde{\alpha}} M_\tilde{\alpha}\left[M_0^{1-\tilde{\alpha}} + M_0\right] \leq 2^{\tilde{\alpha} + 1} M_\tilde{\alpha} M_0
\]
since it was assumed that $M_0 \geq 1$. Therefore the claim holds with $M_1 = 2^{\tilde{\alpha} + 1} M_\tilde{\alpha} M_0$, which is independent of $k \in I_A$.

**Lemma 13.** Let Assumption 8 be satisfied with $\alpha = \beta + \gamma$ and let $0 < c < 1$. There exists $\delta > 0$ such that if $\|B\| < \delta$, $\|C\| < \delta$,
\[
\|(i\omega_k - A)^{-\beta} B\| < \delta, \quad \text{and} \quad \|(i\omega_k - A^*)^{-\gamma} C^*\| < \delta,
\]
for all $k \in I_A$, then $\|CR(\lambda, A)B\| \leq c < 1$ for all $\lambda \in \bigcup_{k \in I_A} \Omega_k$.

**Proof.** By Lemma 11 there exists $M_0 \geq 1$ such that $|\lambda - i\omega_k|\alpha\|R(\lambda, A)\| \leq M_0$ for all $k \in I_A$ and $\lambda \in \Omega_k$. Let $k \in I_A$ be fixed.

Choose $m, n \in \mathbb{N}_0$ and $\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma} \in [0, 1]$ such that $\alpha = |\alpha| + \tilde{\alpha}$, $\beta = m + \tilde{\beta}$ and $\gamma = n + \tilde{\gamma}$. Since $\beta + \gamma = \alpha$, we have either $m + n = |\alpha|$ and $\tilde{\beta} + \tilde{\gamma} = \tilde{\alpha}$, or alternatively, $m + n + 1 = |\alpha|$ and $\tilde{\beta} + \tilde{\gamma} = \tilde{\alpha} + 1$.

For $0 < r \leq \beta$ denote $B_r = (i\omega_k - A)^{-r}B$, and for $0 < r \leq \gamma$ denote $C_r = (-i\omega_k - A^*)^{-r}C^*$.

In order to show the existence of an appropriate bound $\delta > 0$, we begin by showing that the norms $\|CR(\lambda, A)B\|$ for $\lambda \in \Omega_k$ can be estimated using the norms $\|B\|$, $\|C\|$, $\|(i\omega_k - A)^{-\beta}B\|$ and $\|(i\omega_k - A^*)^{-\gamma}C^*\|$.

Let $x, y \in C^p$ be such that $\|x\| = \|y\| = 1$. For brevity, denote $R_\lambda = R(\lambda, A)$, $A_k = A - i\omega_k$, and $\lambda_k = \lambda - i\omega_k$. We have $(-A_k)R_\lambda = (i\omega_k - A)R_\lambda = (i\omega_k - \lambda + \lambda - A)R_\lambda = \lambda_k R_\lambda$.
We have from Lemma 9 that for all \( l < \gamma \) separately.

\[
|\langle CR_\lambda B m, x, y \rangle| \leq |\langle R_\lambda B_m, x, C_\gamma y \rangle| = |\langle (A_k - \lambda A_\gamma)^{-1} C* y \rangle| = |\langle (A_k - \lambda A_\gamma + I) B_m x, \tilde{C}_\gamma y \rangle| \leq |\lambda_k| |\langle R_\lambda B_m x, \tilde{C}_\gamma y \rangle| + \|B_m\| \|\tilde{C}_\gamma\|
\]

\[
\leq |\lambda_k|^2 |\langle R_\lambda B_m x, \tilde{C}_\gamma y \rangle| + |\lambda_k| \|\tilde{C}_\gamma\| \|\tilde{C}_\gamma\| + \|B_m\| \|\tilde{C}_\gamma\|
\]

\[
\leq \cdots \leq |\lambda_k|^n |\langle R_\lambda B_m x, \tilde{C}_\gamma y \rangle| + \sum_{l=1}^{n} |\lambda_k|^{l-1} \|B_m\| \|\tilde{C}_\gamma\|
\]

Combining these estimates we get

\[
|\langle CR_\lambda B x, y \rangle| \leq |\lambda_k|^{|m+n|} |\langle R_\lambda B_m x, \tilde{C}_n y \rangle| + \sum_{l=1}^{n} \|B_m\| \|\tilde{C}_\gamma\| + \sum_{l=1}^{m} \|B_l\| \|\tilde{C}_\gamma\|. \tag{5}
\]

We have from Lemma \( \Box \) that for all \( l \) the norms \( \|B_l\| \) and \( \|\tilde{C}_\gamma\| \) can estimated using the norms \( \|B\| \), \( \|C\| \), \( \|i\omega_k - A^{-\alpha} B\| \), and \( \|(i\omega_k - A^{-\alpha})^{-1} C^*\| \), and these estimates do not depend on \( k \in I_A \). However, we need to consider the term \( |\lambda_k|^{|m+n|} |\langle R_\lambda B_m x, \tilde{C}_n y \rangle| \) separately.

If \( \tilde{\alpha} + \tilde{\gamma} = \tilde{\alpha} < 1 \), then we have from Lemma \( \Box \) that there exists \( M_1 \geq 1 \) (independent of \( k \in I_A \)) such that \( |\lambda_k|^{|m+n|} |\langle A_k - \lambda A_\gamma \rangle| \leq M_1 \) for all \( \lambda \in \Omega_k \), and thus

\[
|\lambda_k|^{|m+n|} |\langle R_\lambda B_m x, \tilde{C}_n y \rangle| = |\lambda_k|^{|m+n|} |\langle (A_k)^{\tilde{\alpha}} R_\lambda B_\beta x, \tilde{C}_\gamma y \rangle| \leq |\lambda_k|^{|m+n|} |\langle (A_k)^{\tilde{\alpha}} R_\lambda B_{\beta + \gamma} \tilde{C}_\gamma y \rangle| \leq M_1 |\lambda_k|^{|m+n|} \|\tilde{C}_\gamma\|. \tag{5}
\]

Alternatively, if \( \tilde{\beta} + \tilde{\gamma} = \tilde{\alpha} + 1 \geq 1 \), then \( |\alpha| = m + n + 1 \) and we necessarily have \( 0 < \tilde{\beta}, \tilde{\gamma} < 1 \). We can choose \( \beta_1 = \beta/\tilde{\alpha} + 1 \) and \( \gamma_1 = \gamma/\tilde{\alpha} + 1 \), which satisfy \( 0 < \beta_1 \leq \tilde{\beta}, \gamma_1 \leq \tilde{\gamma}, \) and \( \beta_1 + \gamma_1 = 1 \). Now we can use \( (\beta - \beta_1) + (\gamma - \gamma_1) = \tilde{\beta} + \tilde{\gamma} - 1 = \tilde{\alpha} < 1 \) and estimate

\[
|\lambda_k|^{|m+n|} |\langle R_\lambda B_m x, \tilde{C}_n y \rangle| = |\lambda_k|^{|m+n|} |\langle (A_k)^{\tilde{\alpha}} R_\lambda B_{\beta + \gamma} x, \tilde{C}_\gamma y \rangle| \leq |\lambda_k|^{|m+n|} \|\tilde{C}_\gamma\| + |\lambda_k|^{|m+n|} \|B_{\beta + \gamma}\| \|\tilde{C}_\gamma\| \leq M_1 |\lambda_k|^{|m+n|} \|\tilde{C}_\gamma\| + |\lambda_k|^{|m+n|} \|B_{\beta + \gamma}\| \|\tilde{C}_\gamma\| \leq M_1 |\lambda_k|^{|m+n|} \|\tilde{C}_\gamma\| + |\lambda_k|^{|m+n|} \|B_{\beta + \gamma}\| \|\tilde{C}_\gamma\| \leq M_1 |\lambda_k|^{|m+n|} \|\tilde{C}_\gamma\| + |\lambda_k|^{|m+n|} \|B_{\beta + \gamma}\| \|\tilde{C}_\gamma\|.
\]
We have
\[\|CR(\lambda, A)B\| = \sup_{\|x\| = \|y\| = 1} |\langle CR(\lambda, A)Bx, y\rangle|,\]
and thus (5) together with the subsequent estimates shows that for \(\lambda \in \Omega_k\) the norm \(\|CR(\lambda, A)B\|\) can be estimated independently of \(\lambda\). Moreover, it is clear that the bound can be made arbitrarily small (in particular, to be smaller than \(c < 1\) if \(\|B\|, \|C\|, \|B_j\|, \|\tilde{C}_l\|\) for all \(j \in \{1, \ldots, m\}, l \in \{1, \ldots, n\}\) (plus \(\|B_{m+\beta}\|, \|\bar{C}_{n+\gamma}\|\) if \(\beta + \gamma > 1\) are small enough. However, by Corollary 10 we can see that each of these norms for \(0 < \beta_0 < \beta\) and \(0 < \gamma_0 < \gamma\) can be estimated as
\[\|B_{\beta_0}\| \leq M_{\beta_0/\beta}\|B\|^{1-\beta_0/\beta}\|B_{\beta}\|^{\beta_0/\beta}, \quad \text{and} \quad \|\tilde{C}_{\gamma_0}\| \leq M_{\gamma_0/\gamma}\|B\|^{1-\gamma_0/\gamma}\|\tilde{C}_{\gamma}\|^{\gamma_0/\gamma},\]
where the constants \(M_{\beta_0/\beta}\) and \(M_{\gamma_0/\gamma}\) only depend on the exponents, and not on \(k \in I_A\).
This finally implies that for \(0 < c < 1\) there exists \(\delta > 0\) in such a way that
\[\sup_{\lambda \in \Omega_k} \|CR(\lambda, A)B\| \leq c\]
whenever \(\|B\| < \delta, \|C\| < \delta, \|(i\omega_k - A)^{-\beta}B\| < \delta,\) and \(\|(-i\omega_k - A^*)^{-\gamma}C^*\| < \delta\).

Due to the fact that none of the used estimates depend on \(k \in I_A\), the same bound \(\delta > 0\) works for all indices \(k \in I_A\). This concludes the proof. \(\square\)

**Lemma 14.** Let Assumption 3 be satisfied. There exists \(M_2 \geq 1\) such that
\[\sup_{\lambda \in \overline{C^+} \setminus (\bigcup_k \Omega_k)} \|R(\lambda, A)\| \leq M_2.\]

**Proof.** Let \(\lambda \in \overline{C^+} \setminus (\bigcup_k \Omega_k)\) and let \(\lambda_0\) be such that \(0 \leq \Re \lambda_0 \leq \Re \lambda, \Im \lambda_0 = \Im \lambda\) and \(\lambda_0\) lies on the boundary of \(\overline{C^+} \setminus (\bigcup_k \Omega_k)\). Then either \(\lambda_0 \in i\mathbb{R}\), which implies \(\|R(\lambda_0, A)\| \leq M_A\) by Assumption 3 or otherwise \(\lambda_0 \in \Omega_k\) and \(|\lambda_0 - i\omega_k| = \varepsilon_A\) for some \(k \in I_A\). By Lemma 11 we have that there exists \(M_0\) (independent of \(k\)) such that in this case we have
\[|\lambda_0 - i\omega_k|^n \|R(\lambda_0, A)\| \leq M_0 \quad \Leftrightarrow \quad \|R(\lambda_0, A)\| \leq \frac{M_0}{\varepsilon_A^n}.\]

Finally, if \(M \geq 1\) is such that \(\|T(t)\| \leq M\), then \(\Re \lambda \|R(\lambda, A)\| \leq M\) by the Hille–Yosida Theorem. Using the resolvent identity \(R(\lambda, A) = R(\lambda_0, A) + (\lambda - \lambda_0)R(\lambda_0, A)R(\lambda, A)\) we get
\[\|R(\lambda, A)\| \leq \|R(\lambda_0, A)\|(1 + |\lambda - \lambda_0| \|R(\lambda, A)\|) \leq \max\{M_A, M_0/\varepsilon_A^n\}(1 + (\Re \lambda - \Re \lambda_0) \|R(\lambda, A)\|) \leq \max\{M_A, M_0/\varepsilon_A^n\}(1 + \Re \lambda \|R(\lambda, A)\|) \leq \max\{M_A, M_0/\varepsilon_A^n\}(1 + M) =: M_2.\]
\(\square\)
Lemma 15. Let Assumption 3 be satisfied with $\beta + \gamma = \alpha$. There exists $\delta > 0$ such that if $\|B\| < \delta$, $\|C\| < \delta$, and

$$\|(i\omega_k - A)^{-\beta}B\| < \delta, \quad \|(-i\omega_k - A^*)^{-\gamma}C^*\| < \delta,$$

for all $k \in \mathbb{Z}$, then $i\omega_k \notin \sigma_p(A + BC)$.

Proof. Choose $0 \leq \beta_1 < \beta$ and $0 \leq \gamma_1 < \gamma$ in such a way that $\beta_1 + \gamma_1 = 1$. Assume $\|(i\omega_k - A)^{-\beta_1}B\| < 1$ and $\|(-i\omega_k - A^*)^{-\gamma_1}C^*\| < 1$. Since $0 \leq \gamma_1 \leq 1$, we have $\mathcal{R}(i\omega_k - A) \subset \mathcal{R}((i\omega_k - A)^{-\gamma_1}) \subset X$, which implies $\mathcal{D}((i\omega_k - A)^{-\gamma_1}) = X$ due to the fact that $i\omega_k \in \sigma_c(A)$. Because of this, the operator $C(i\omega_k - A)^{-\gamma_1}$ has a unique bounded extension $C_{\gamma_1} \in \mathcal{L}(X, \mathbb{C}^p)$ with norm $\|C_{\gamma_1}\| = \|(-i\omega_k - A^*)^{-\gamma_1}C^*\| < 1$.

Let $\phi \in \mathcal{N}(i\omega_k - A - BC)$. Because we have $\|(i\omega_k - A)^{-\beta_1}BC_{\gamma_1}\| < 1$, the operator $I - (i\omega_k - A)^{-\beta_1}BC_{\gamma_1}$ is boundedly invertible, and since $(i\omega_k - A)^{\beta_1}$ and $(i\omega_k - A)^{\gamma_1}$ are injective, we have

$$\begin{align*}
(i\omega_k - A - BC)\phi &= 0 \\
\Rightarrow (i\omega_k - A)^{\beta_1}(I - (i\omega_k - A)^{-\beta_1}BC(i\omega_k - A)^{-\gamma_1})(i\omega_k - A)^{\gamma_1}\phi &= 0 \\
\Rightarrow (I - (i\omega_k - A)^{-\beta_1}BC_{\gamma_1})(i\omega_k - A)^{\gamma_1}\phi &= 0 \\
\Rightarrow (i\omega_k - A)^{\gamma_1}\phi &= 0 \\
\Rightarrow \phi &= 0.
\end{align*}$$

Since $\phi \in \mathcal{N}(i\omega_k - A - BC)$ was arbitrary, this concludes that $i\omega_k \notin \sigma_p(A + BC)$.

Finally, Lemma 14 can be used to conclude that there exists $\delta > 0$ such that the condition $\|(i\omega_k - A)^{-\beta_1}B\| < 1$ and $\|(-i\omega_k - A^*)^{-\gamma_1}C^*\| < 1$ is satisfied for all $k \in I_A$ whenever $\|B\| < \delta$, $\|C\| < \delta$, $\|(i\omega_k - A)^{-\beta}B\| < \delta$, and $\|(-i\omega_k - A^*)^{-\gamma}C^*\| < \delta$ for all $k \in I_A$.

Proof of Theorem 7. Let $0 < c < 1$ and let $M_2 \geq 1$ be as in Lemma 14. Choose $\delta_1 > 0$ as in Lemma 13, and $\delta_2 > 0$ as in Lemma 15. We will show that the claims of the theorem are satisfied with the choice $\delta = \min\{\delta_1, \delta_2, \sqrt{c}/M_2\}$. To this end, for the rest of the proof, we assume that the operators $B$ and $C$ satisfy $\|B\| < \delta$, $\|C\| < \delta$, $\|(i\omega_k - A)^{-\beta}B\| < \delta$, and $\|(-i\omega_k - A^*)^{-\gamma}C^*\| < \delta$ for all $k \in I_A$.

Since $\|B\|, \|C\| < \delta \leq \sqrt{c}/M_2$, for all $\lambda \in \mathbb{C}^+ \setminus (\cup_k \Omega_k)$ we have

$$
\|CR(\lambda, A)B\| \leq \|C\|\|B\|\|R(\lambda, A)\| \leq \frac{\sqrt{c}}{M_2} \cdot \frac{\sqrt{c}}{M_2} \cdot M_2 = c < 1.
$$

Furthermore, since $\delta \leq \delta_1$, we have from Lemma 13 that $\|CR(\lambda, A)B\| \leq c < 1$ also for $\lambda \in \cup_k \Omega_k$. Combining these estimates, we can see that $\|CR(\lambda, A)B\| \leq c < 1$ and $1 \in \rho(CR(\lambda, A)B)$ for all $\lambda \in \mathbb{C}^+ \setminus \{i\omega_k\}_{k \in I_A}$. The Shermann–Morrison–Woodbury formula in Lemma 8 therefore implies that $\mathbb{C}^+ \setminus \{i\omega_k\}_{k \in I_A} \subset \rho(A + BC)$. Finally, since $\delta \leq \delta_2$, we have from Lemma 15 that $i\omega_k \notin \sigma_p(A + BC)$ for all $k \in I_A$.

If $\lambda \in \mathbb{C}^+ \setminus \{i\omega_k\}$, then $\|CR(\lambda, A)B\| \leq c < 1$ implies

$$
\|(I - CR(\lambda, A)B)^{-1}\| = \left\| \sum_{k=0}^{\infty} (CR(\lambda, A)B)^n \right\| \leq \sum_{k=0}^{\infty} \|CR(\lambda, A)B\|^n \leq \sum_{k=0}^{\infty} c^n = \frac{1}{1 - c},
$$

which concludes the final claim of the lemma. \qed
4 Preservation of Strong Stability

In this section we complete the proof of Theorem 4. In particular, this requires showing that under the stated conditions the perturbed semigroup is uniformly bounded. For this we use the following condition using the resolvent operators. The proof of the theorem can be found in [6, Thm. 2].

**Theorem 16.** Let \( A \) generate a semigroup \( T_A(t) \) on a Hilbert space \( X \) and let \( \sigma(A) \subset \mathbb{C}^- \). The semigroup \( T_A(t) \) is uniformly bounded if and only if for all \( x, y \in X \) we have

\[
\sup_{\xi > 0} \int_{-\infty}^{\infty} \| R(\xi, A)x \|^2 + \| R(\xi, A)^*y \|^2 \, d\eta < \infty.
\]

We begin by proving two auxiliary lemmata used in proving the uniform boundedness of the perturbed semigroup, as well as in showing the polynomial growth of the perturbed resolvent operator near the points \( i\omega_k \).

**Lemma 17.** If \( \tilde{B} \in \mathcal{L}(\mathbb{C}^p, X) \) and \( \tilde{C} \in \mathcal{L}(X, \mathbb{C}^p) \), then

\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A)\tilde{B}\|^2 \, d\eta < \infty, \quad \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| \tilde{C}R(\xi + i\eta, A)\|^2 \, d\eta < \infty.
\]

**Proof.** Let \( \{b_j\}_{j=1}^p \subset X \) and \( \{c_j\}_{j=1}^p \subset X \) be such that \( \tilde{B}u = \sum_{j=1}^p u_j b_j \) for \( u \in \mathbb{C}^p \) and \( \tilde{C} = (\langle \cdot, c_1 \rangle, \ldots, \langle \cdot, c_p \rangle)^T \). A straightforward estimate can be used to show that (see [6, Lem. 3] for the proof).

\[
\| R(\lambda, A)\tilde{B} \|^2 \leq \sum_{j=1}^p \| R(\lambda, A)b_j \|^2, \quad \| \tilde{C}R(\lambda, A)\|^2 \leq \sum_{j=1}^p \| R(\lambda, A)*c_j \|^2.
\]

Together with Theorem 16 these estimates conclude

\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A)\tilde{B}\|^2 \, d\eta \leq \sum_{j=1}^p \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A)b_j \|^2 \, d\eta < \infty
\]

\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| \tilde{C}R(\xi + i\eta, A)\|^2 \, d\eta \leq \sum_{j=1}^p \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A)*c_j \|^2 \, d\eta < \infty.
\]

\(\square\)

The following lemma contains the most technically demanding estimates used in the proof of Theorem 4.

**Lemma 18.** Let \( \delta > 0 \) be chosen as in Theorem 4 and let \( k \in I_A \). There exists a function \( f_k : \mathbb{C}^+ \setminus \{i\omega_k\}_{j \in I_A} \to \mathbb{R}^+ \) such that if \( \| B \| < \delta \), \( \| C \| < \delta \), \( \| (i\omega_k - A)^{-\beta} B \| < \delta \), and \( \| (-i\omega_k - A^*)^{-\gamma} C^* \| < \delta \) we have

\[
\| R(\lambda, A)B\| \| CR(\lambda, A)\| \leq f_k(\lambda) \quad \forall \lambda \in \Omega_k,
\]

and \( f_k(\cdot) \) has properties \( \sup_{0 < |\omega - \omega_k| \leq \varepsilon, \lambda} |\omega - \omega_k| \alpha f_k(\omega) < \infty \) and

\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} f_k(\xi + i\eta)^2 \, d\eta < \infty.
\]
Proof. Choose \( m, n \in \mathbb{N}_0 \) and \( \tilde{\alpha}, \tilde{\beta}, \tilde{\gamma} \in [0, 1) \) such that \( \alpha = \lfloor \alpha \rfloor + \tilde{\alpha}, \beta = m + \tilde{\beta} \) and \( \gamma = n + \tilde{\gamma} \). Since \( \beta + \gamma = \alpha \), we have either \( m + n = \lfloor \alpha \rfloor \) and \( \tilde{\beta} + \tilde{\gamma} = \tilde{\alpha} \), or alternatively, \( m + n = \lfloor \alpha \rfloor \) and \( \tilde{\beta} + \tilde{\gamma} - 1 = \tilde{\alpha} \).

Let \( k \in I_A \) and \( \lambda \in \Omega_k \). For brevity, denote \( R_{\lambda} = R(\lambda, A), A_k = A - i\omega_k, \) and \( \lambda_k = \lambda - i\omega_k \). Moreover, for \( 0 < r \leq \beta \) denote \( B_r = (i\omega_k - A)^{-r}B \), and for \( 0 < r \leq \gamma \) denote \( C_r = (-i\omega_k - A^*)^{-r}C^* \).

Repeatedly applying \( (-A_k)R_{\lambda} = (i\omega_k - \lambda + \lambda - A)R_{\lambda} + I = -\lambda_k R_{\lambda} + I \) and using \( |\lambda_k| = |\lambda - i\omega_k| \leq \varepsilon_A \leq 1 \) and Corollary \ref{corollary} we can see that

\[
\|R_{\lambda}B\| = \|(-A_k)R_{\lambda}B_1\| \leq |\lambda_k|\|R_{\lambda}B_1\| + \|B_1\| = |\lambda_k|\|(-A_k)R_{\lambda}B_2\| + \|B_1\|
\leq |\lambda_k|^2\|R_{\lambda}B_2\| + |\lambda_k|\|B_2\| + \|B_1\| \leq \cdots \leq |\lambda_k|^m\|R_{\lambda}B_m\| + \sum_{l=1}^m |\lambda_k|^{l-1}\|B_l\|
\leq |\lambda_k|^m\|R_{\lambda}B_m\| + \sum_{l=1}^m M_{l/\beta}\|B\|^{1-l/\beta}\|B_\beta\|^{l/\beta} \leq |\lambda_k|^m\|R_{\lambda}B_m\| + \delta \sum_{l=1}^m M_{l/\beta},
\]

since \( \|B_1\| \leq M_{l/\beta}\|B\|^{1-l/\beta}\|B_\beta\|^{l/\beta} \) and \( \|B\|, \|B_\beta\| < \delta \).

Similarly using \( (-A_k^*)R_{\lambda}^* = -\lambda_k^* R_{\lambda}^* + I \) we can estimate

\[
\|CR_{\lambda}\| = \|R_{\lambda}^*C^*\| = \|(-A_k^*)R_{\lambda}^*C_k\| \leq |\lambda_k|\|R_{\lambda}^*\tilde{C}_k\| + \|\tilde{C}_k\|
\leq |\lambda_k|^2\|R_{\lambda}^*\tilde{C}_2\| + |\lambda_k|\|\tilde{C}_2\| + \|\tilde{C}_1\| \leq \cdots \leq |\lambda_k|^n\|R_{\lambda}^*\tilde{C}_n\| + \sum_{l=1}^n \|\tilde{C}_l\|
\leq |\lambda_k|^n\|R_{\lambda}^*\tilde{C}_n\| + \delta \sum_{l=1}^n M_{l/\gamma}.
\]

We thus have

\[
\|R_{\lambda}B\|\|CR_{\lambda}\| \leq \left( |\lambda_k|^m\|R_{\lambda}B_m\| + \delta \sum_{l=1}^m M_{l/\beta} \right) \|CR_{\lambda}\|
\leq |\lambda_k|^m\|R_{\lambda}B_m\|\|CR_{\lambda}\| + \delta \|CR_{\lambda}\| \sum_{l=1}^m M_{l/\beta}
\leq |\lambda_k|^m\|R_{\lambda}B_m\| \left( |\lambda_k|^n\|R_{\lambda}^*\tilde{C}_n\| + \delta \sum_{l=1}^n M_{l/\gamma} \right) + \delta \|CR_{\lambda}\| \sum_{l=1}^m M_{l/\beta}
\leq |\lambda_k|^{m+n}\|R_{\lambda}B_m\|\|R_{\lambda}^*\tilde{C}_n\| + \delta \|R_{\lambda}B_m\| \sum_{l=1}^m M_{l/\gamma} \|CR_{\lambda}\| \sum_{l=1}^m M_{l/\beta}
\|
\]

If we denote \( f_k^\theta(\lambda) = \delta \|R_{\lambda}B_m\| \sum_{i=1}^m M_{l/\gamma} + \delta \|CR_{\lambda}\| \sum_{l=1}^m M_{l/\beta} \), then \( \sup_{\xi > 0} \int_{-\infty}^{\infty} f_k^\theta(\xi + \| \rangle \leq (\xi + \| \rangle^2d\eta < \infty \) by the scalar inequality \( (a + b)^2 \leq 2(a^2 + b^2) \) and Lemma \ref{lemma}. Moreover, for any \( \omega \in \mathbb{R} \) with \( 0 < |\omega - \omega_k| \leq \varepsilon_A \)

\[
|\omega - \omega_k|^\alpha f_k^0(i\omega) \leq |\omega - \omega_k|^\alpha \|R(i\omega, A)\| \left( \delta \|B_m\| \sum_{l=1}^m M_{l/\gamma} + \|C\| \sum_{l=1}^m M_{l/\beta} \right)
\leq M_A \delta \left( \|B_m\| \sum_{l=1}^m M_{l/\gamma} + \|C\| \sum_{l=1}^m M_{l/\beta} \right)
\]
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by Assumption 3. Thus if we can find \( f_k^1(\cdot) \) in such a way that \( |\lambda_k|^{m+n} \| R_\lambda B_m \| R_\lambda^* \tilde{C}_n \| \leq f_k^1(\lambda) \) for all \( \lambda \in \Omega_k \) and

\[
\sup_{0 < |\omega - \omega_k| \leq \varepsilon} |\omega - \omega_k|^\alpha f_k^1(i\omega) < \infty, \quad \text{and} \quad \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} f_k^1(\xi + i\eta)^2 d\eta < \infty, \tag{6}
\]

then the claim of the lemma is clearly satisfied with \( f_k(\lambda) = f_k^1(\lambda) + f_k^0(\lambda) \).

We need to consider several different situations corresponding to different values of the exponents \( \alpha, \beta, \) and \( \gamma \). We have from Lemmas 11 and 12 that there exist \( M_0, M_1 \geq 1 \) such that \( \sup_{\lambda \in \Omega_k} \| |k| \| R(\lambda, A) \| \| \leq M_0 \) and \( \sup_{\lambda \in \Omega_k} \| |k| \| R(\lambda, A) \| \| \leq M_1 \).

**Case 1:** If \( \tilde{\alpha} = 0 \), then the different possibilities are:

1.1. If \( \tilde{\beta} = \tilde{\gamma} = 0 \), then

\[
|\lambda_k|^{m+n} \| R_\lambda B_m \| R_\lambda^* \tilde{C}_n \| \leq |\lambda_k|^{\alpha} \| R_\lambda \| |B_\beta| \| R_\lambda^* \tilde{C}_\gamma \| \leq M_0 \delta \| R_\lambda^* \tilde{C}_\gamma \| =: f_k^1(\lambda)
\]

and \( f_k^1(\cdot) \) satisfies (6) due to Lemma 17 and Assumption 3 (since we in particular have \( f_k^1(\omega) \leq M_0 \delta \| \tilde{C}_\gamma \| \| R(i\omega, A) \| \| )

1.2. If \( \tilde{\beta} + \tilde{\gamma} = 1 \), and \( \tilde{\beta} = 1, \tilde{\gamma} = 0 \), then

\[
|\lambda_k|^{m+n} \| R_\lambda B_m \| R_\lambda^* \tilde{C}_n \| = |\lambda_k|^{\alpha} \| R_\lambda \| |B_\beta| \| R_\lambda^* \tilde{C}_\gamma \| \leq |\lambda_k|^{\alpha} \| R_\lambda \| |B_\beta| \| R_\lambda^* \tilde{C}_\gamma \| \leq (M_0 + 1) \delta \| R_\lambda^* \tilde{C}_\gamma \| =: f_k^1(\lambda)
\]

and \( f_k^1(\cdot) \) satisfies (6) due to Lemma 17 and Assumption 3.

1.3. If \( \tilde{\beta} + \tilde{\gamma} = 1 \), and \( \tilde{\beta} = 0, \tilde{\gamma} = 1 \), then the situation can be handled analogously to the case 1.2. We get

\[
|\lambda_k|^{m+n} \| R_\lambda B_m \| R_\lambda^* \tilde{C}_n \| \leq (M_0 + 1) \delta \| R_\lambda B_\beta \| =: f_k^1(\lambda)
\]

and \( f_k^1(\cdot) \) satisfies (6) due to Lemma 17 and Assumption 3.

1.4. If \( \tilde{\beta} + \tilde{\gamma} = 1 \), and \( 0 < \tilde{\beta}, \tilde{\gamma} < 1 \), then the moment inequality in Lemma 9 implies

\[
|\lambda_k|^{m+n} \| R_\lambda B_m \| R_\lambda^* \tilde{C}_n \| = |\lambda_k|^{m+n} \| (A_k)^{\tilde{\beta}} R_\lambda B_\beta \| R_\lambda^* \tilde{C}_\gamma \| \leq |\lambda_k|^{m+n} \| (A_k)^{\tilde{\beta}} R_\lambda B_\beta \| R_\lambda^* \tilde{C}_\gamma \| \leq (M_0 + 1) \delta M_\beta M_\gamma \| R_\lambda B_\beta \| R_\lambda^* \tilde{C}_\gamma \| \leq (M_0 + 1) \delta M_\beta M_\gamma \| R_\lambda B_\beta \| R_\lambda^* \tilde{C}_\gamma \| =: f_k^1(\lambda),
\]

since \( \tilde{\beta} + \tilde{\gamma} = 1 \) and \( |\lambda_k| \leq 1 \). If \( \lambda = i\omega \) with \( 0 < |\omega - \omega_k| \leq \varepsilon_A, \) then

\[
|\omega - \omega_k|^{\alpha} \| R_\lambda B_\beta \| R_\lambda^* \tilde{C}_\gamma \| \leq \| B_\beta \| R_\lambda^* \tilde{C}_\gamma \| |\omega - \omega_k|^{\beta + 1 - \tilde{\gamma}} M_A \]

\[
\leq \| B_\beta \| R_\lambda^* \tilde{C}_\gamma \| |\omega - \omega_k|^{\beta + 1 - \tilde{\gamma}} M_A
\]
and thus \( f_k^1(\cdot) \) satisfies the first part of (3). Moreover, if we denote \( q = 1/(1 - \tilde{\beta}) \), \( r = 1/(1 - \tilde{\gamma}) \), then \( 1/q + 1/r = 1 \) and the Hölder inequality implies
\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A) B_{\tilde{\beta}} \|^2 (1 - \tilde{\beta}) \| R(\xi + i\eta, A)^* \tilde{C}_{\tilde{\gamma}} \|^2 (1 - \tilde{\gamma}) d\eta \\
\leq \left( \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A) B_{\tilde{\beta}} \|^2 d\eta \right)^{\frac{1}{1 - \tilde{\beta}}} \left( \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A)^* \tilde{C}_{\tilde{\gamma}} \|^2 d\eta \right)^{\frac{1}{1 - \tilde{\gamma}}} < \infty
\]
by Lemma [17]. This concludes that \( f_k^1(\cdot) \) satisfies (3).

**Case 2:** If \( \tilde{\gamma} > 0 \) and \( \tilde{\beta} + \tilde{\gamma} = \tilde{\alpha} < 1 \), then the different possibilities are:

2.1. If \( \tilde{\beta} = \tilde{\alpha} \) and \( \tilde{\gamma} = 0 \), then \( |\alpha| = m + n \), and
\[
|\lambda_k|^{m+n} \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| = |\lambda_k|^{m+n} \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| \\
\leq M_1 \delta \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| =: f_k^1(\lambda)
\]
and \( f_k^1(\cdot) \) satisfies (3) due to Lemma [17] and Assumption [3].

2.2. If \( \tilde{\beta} = 0 \) and \( \tilde{\gamma} = \tilde{\alpha} \), can be handled analogously to the case 2.1.

2.3. If \( 0 < \tilde{\beta}, \tilde{\gamma} < \tilde{\alpha} \), then \( \tilde{\beta}/\tilde{\alpha} + \tilde{\gamma}/\tilde{\alpha} = 1 \). The Moment Inequality in Lemma [9] implies that there exists constants \( M_{\beta/\tilde{\alpha}}, M_{\gamma/\tilde{\alpha}} \) not depending on \( k \in I_A \) such that
\[
|\lambda_k|^{m+n} \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| = |\lambda_k|^{m+n} \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| \\
\leq |\lambda_k|^{m+n} \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| \\
\leq M_1 \delta \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| =: f_k^1(\lambda).
\]
If we denote \( q = 1/(1 - \tilde{\beta}/\tilde{\alpha}) \) and \( r = 1/(1 - \tilde{\gamma}/\tilde{\alpha}) \), then \( 1/q + 1/r = 1 \) and we can show that \( f_k^1(\cdot) \) satisfies (3) exactly as in the case 1.4.

**Case 3:** If \( \tilde{\alpha} > 0 \) and \( \tilde{\beta} + \tilde{\gamma} = \tilde{\alpha} + 1 > 1 \), then necessarily \( 0 < \tilde{\beta}, \tilde{\gamma} < 1 \), and we can choose \( \beta_1 = \tilde{\beta}/(\tilde{\alpha} + 1) \) and \( \gamma_1 = \tilde{\gamma}/(\tilde{\alpha} + 1) \). Then \( 0 < \beta_1 < \tilde{\beta} \) and \( 0 < \gamma_1 < \tilde{\gamma} \), and \( \beta_1 + \gamma_1 = 1 \). Using the Moment Inequality in Lemma [9] we get
\[
|\lambda_k|^{m+n} \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| = |\lambda_k|^{m+n} \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| \\
\leq |\lambda_k|^{m+n} \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| \\
\leq M_1 \delta \| R_{\lambda} B_m \| \| R_{\lambda}^* \tilde{C}_n \| =: f_k^1(\lambda)
\]
and thus \( f_k^1(\cdot) \) satisfies (3).
Now
\[
|\lambda_k|^{\beta_1(m+n)}\|R_{\lambda}B_{m+\beta_1}\|^{1-\beta_1}\|(-A_k)R_{\lambda}B_{m+\beta_1}\|^{\beta_1} \\
\leq |\lambda_k|^{\beta_1(m+n)}\|R_{\lambda}B_{m+\beta_1}\|^{1-\beta_1}(\|\lambda_k\|\|R_{\lambda}B_{m+\beta_1}\| + \|B_{m+\beta_1}\|)^{\beta_1} \\
\leq 2^{\beta_1}(\|\lambda_k\|^{\beta_1}\|R_{\lambda}B_{m+\beta_1}\| + \|R_{\lambda}B_{m+\beta_1}\|^{1-\beta_1}\|B_{m+\beta_1}\|^{\beta_1})
\]

since \([\alpha] = m + n + 1\) and \(|\lambda_k| \leq 1\). Using the Moment Inequality and the fact that \((\beta - \beta_1)/\alpha = \beta(1 - 1/(\alpha + 1))/\alpha = \beta_1\) we get
\[
|\lambda_k|^{\beta_1(\alpha)}\|R_{\lambda}B_{m+\beta_1}\| = |\lambda_k|^{\beta_1(\alpha)}\|(-A_k)^{\beta - \beta_1}R_{\lambda}B_{\beta}\| \\
\leq |\lambda_k|^{\beta_1(\alpha)}M_{\beta_1}\|R_{\lambda}B_{\beta}\|^{1-\beta_1}\|(-A_k)^{\alpha}R_{\lambda}B_{\beta}\|^{\beta_1} \\
\leq M_{\beta_1}\|B_{\beta}\|^{\beta_1}\|R_{\lambda}B_{\beta}\|^{1-\beta_1}(\|\lambda_k\|^{\alpha}\|(-A_k)^{\alpha}R_{\lambda}B_{\beta}\|)^{\beta_1} \leq M_{\beta_1}M_{\beta_1}^{\beta_1}\|\|R_{\lambda}B_{\beta}\|^{1-\beta_1}.
\]

Analogously for the terms with \(\tilde{C}_{n+\gamma_1}\) we have
\[
|\lambda_k|^{\gamma_1(m+n)}\|R_{\lambda}^*\tilde{C}_{n+\gamma_1}\|^{1-\gamma_1}\|(-A_k)^\gamma R_{\lambda}^*\tilde{C}_{n+\gamma_1}\|^{\gamma_1} \\
\leq 2^{\gamma_1}(\|\lambda_k\|^{\gamma_1}\|R_{\lambda}^*\tilde{C}_{n+\gamma_1}\| + \|\lambda_k\|^{\gamma_1(m+n)}\|R_{\lambda}^*\tilde{C}_{n+\gamma_1}\|^{1-\gamma_1}\|\tilde{C}_{n+\gamma_1}\|^{\gamma_1}) \\
\leq 2^{\gamma_1}(M_{\gamma_1}M_{\gamma_1}^{\gamma_1}\|R_{\lambda}^*\tilde{C}_{n+\gamma_1}\|^{1-\gamma_1} + \|R_{\lambda}^*\tilde{C}_{n+\gamma_1}\|^{1-\gamma_1}\|\tilde{C}_{n+\gamma_1}\|^{\gamma_1}).
\]

Combining these estimates we can see that if we choose
\[
\tilde{M} = 2M_{\beta_1}M_{\gamma_1}\max\{M_{\beta_1}M_{\gamma_1}^{\beta_1}\|B_{m+\beta_1}\|^{\beta_1}\} \cdot \max\{M_{\gamma_1}M_{\gamma_1}^{\gamma_1}\|B_{m+\gamma_1}\|^{\gamma_1}\},
\]
then (using \(\beta_1 + \gamma_1 = 1\))
\[
|\lambda_k|^{m+n}\|R_{\lambda}B_{m}\|\|R_{\lambda}^*\tilde{C}_{n}\| \\
\leq 2^{\beta_1+\gamma_1}M_{\beta_1}M_{\gamma_1}\left(M_{\beta_1}M_{\gamma_1}^{\beta_1}\|R_{\lambda}B_{\beta}\|^{1-\beta_1} + \|R_{\lambda}B_{m+\beta_1}\|^{1-\beta_1}\|B_{m+\beta_1}\|^{\beta_1}\right) \\
\times \left(M_{\gamma_1}M_{\gamma_1}^{\gamma_1}\|R_{\lambda}^*\tilde{C}_{n+\gamma_1}\|^{1-\gamma_1} + \|R_{\lambda}^*\tilde{C}_{m+\gamma_1}\|^{1-\gamma_1}\|\tilde{C}_{m+\gamma_1}\|^{\gamma_1}\right) \\
\leq \tilde{M}\left(\|R_{\lambda}B_{\beta}\|^{1-\beta_1} + \|R_{\lambda}B_{m+\beta_1}\|^{1-\beta_1}\right)\left(\|R_{\lambda}^*\tilde{C}_{n+\gamma_1}\|^{1-\gamma_1} + \|R_{\lambda}^*\tilde{C}_{m+\gamma_1}\|^{1-\gamma_1}\right) \\
= \tilde{M}\left(\|R_{\lambda}B_{\beta}\|^{1-\beta_1}\|R_{\lambda}^*\tilde{C}_{n+\gamma_1}\|^{1-\gamma_1} + \|R_{\lambda}B_{m+\beta_1}\|^{1-\beta_1}\|R_{\lambda}^*\tilde{C}_{m+\gamma_1}\|^{1-\gamma_1}\right) =: f_k^1(\lambda).
\]

Denoting \(q = 1/(1 - \beta_1)\) and \(r = 1/(1 - \gamma_1)\), we have \(1/q + 1/r = 1\), and we can use the scalar inequality \((\sum_{j=1}^4 a_j)^2 \leq 4 \sum_{j=1}^4 a_j^2\) for \(a_j \geq 0\) to show that \(f_k^1(\lambda)\) satisfies (5) similarly as in the case 1.4.

**Proof of Theorem 4.** Let \(\delta > 0\) be chosen as in Theorem 7 and assume \(\|B\| < \delta, \|C\| < \delta, \) and \(\|(i\omega_k - A)^{-\beta}B\| < \delta, \) and \(\|(-i\omega_k - A^*)^{-\gamma}C^*\| < \delta\) for all \(k \in I_A\). By Theorem 7 there exists \(M_D \geq 1\) such that \(\|(I - CR(\lambda, A)B)^{-1}\| \leq M_D\) for all \(\lambda \in \mathbb{C}^+ \setminus \{i\omega_k\}_{k \in I_A}\).

We begin the proof by showing that the semigroup generated by \(A + BC\) is uniformly bounded.
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Let \( x \in X \) and for brevity denote \( R_\lambda = R(\xi + i\eta, A) \) and \( D_\lambda = I - CR(\xi + i\eta, A)B \). Using Shermann–Morrison–Woodbury formula in Lemma \textcircled{5} and the scalar inequality \((a + b)^2 \leq 2(a^2 + b^2)\) for \( a, b \geq 0 \) we get

\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A + BC)x \|^2 d\eta = \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R_\lambda x + R_\lambda BD_\lambda^{-1}CR_\lambda x \|^2 d\eta \\
\leq 2 \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R_\lambda x \|^2 + \| R_\lambda B \|^2 \| D_\lambda^{-1} \| \| CR_\lambda \| \| x \|^2 d\eta \\
\leq 2 \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R_\lambda x \|^2 d\eta + 2M_2^2 \| x \|^2 \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R_\lambda B \|^2 \| CR_\lambda \| d\eta.
\]

Similarly, using \( \| (R_\lambda BD_\lambda^{-1}CR_\lambda)^* \| = \| R_\lambda BD_\lambda^{-1}CR_\lambda \| \leq M_2 \| R_\lambda B \| \| CR_\lambda \| \) we get

\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R(\xi + i\eta, A + BC)^*_x \|^2 d\eta = \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R_\lambda^* x + (R_\lambda BD_\lambda^{-1}CR_\lambda)^* x \|^2 d\eta \\
\leq 2 \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R_\lambda^* x \|^2 d\eta + 2M_2^2 \| x \|^2 \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R_\lambda B \|^2 \| CR_\lambda \|^2 d\eta.
\]

In both cases the first supremums are finite by Theorem \textcircled{16}. Therefore, Theorem \textcircled{16} implies that the semigroup generated by \( A + BC \) is uniformly bounded if

\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \| R_\lambda B \|^2 \| CR_\lambda \|^2 d\eta < \infty. \tag{7}
\]

For all \( k \in I_A \) let \( f_k(\cdot) \) be the functions in Lemma \textcircled{18}. By Lemma \textcircled{14} we can choose \( M_2 \geq 1 \) such that \( \| R(\lambda, A) \| \leq M_2 \) for all \( \lambda \in \mathbb{C}^+ \setminus (\bigcup_k \Omega_k) \).

Let \( \xi > 0 \). For each \( k \in I_A \) denote by \( E_k^\xi \subset \mathbb{R} \) the interval such that \( \xi + i\eta \in \Omega_k \) if and only if \( \eta \in E_k^\xi \). Finally, denote \( E^\xi = \mathbb{R} \setminus \left( \bigcup_k E_k^\xi \right) \). Now, since the set \( I_A \) of indices is finite, we have

\[
\xi \int_{-\infty}^{\infty} \| R_\lambda B \|^2 \| CR_\lambda \|^2 d\eta = \xi \int_{E^\xi} \| R_\lambda B \|^2 \| CR_\lambda \|^2 d\eta + \sum_{k \in I_A} \xi \int_{E_k^\xi} \| R_\lambda B \|^2 \| CR_\lambda \|^2 d\eta
\]

\[
\leq \xi \int_{E^\xi} M_2^2 \| B \|^2 \| CR_\lambda \|^2 d\eta + \sum_{k \in I_A} \xi \int_{E_k^\xi} f_k(\xi + i\eta)^2 d\eta
\]

\[
\leq M_2^2 \| B \|^2 \xi \int_{-\infty}^{\infty} \| CR_\lambda \|^2 d\eta + \sum_{k \in I_A} \xi \int_{-\infty}^{\infty} f_k(\xi + i\eta)^2 d\eta
\]

\[
\leq M_2^2 \| B \|^2 \sum_{\xi > 0} \xi \int_{-\infty}^{\infty} \| CR_\lambda \|^2 d\eta + \sum_{k \in I_A} \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} f_k(\xi + i\eta)^2 d\eta < \infty
\]

by Lemmas \textcircled{17} and \textcircled{18}. Since the bound is independent of \( \xi > 0 \), this shows that (7) is satisfied, and thus concludes that the semigroup generated by \( A + BC \) is uniformly bounded.

Since the perturbed semigroup is uniformly bounded and \( X \) is a Hilbert space, the Mean Ergodic Theorem \textcircled{2} implies that \( \sigma(A + BC) \cap i\mathbb{R} \subset \sigma_p(A + BC) \cup \sigma_c(A + BC) \). However, by Theorem \textcircled{7} we have that \( i\omega_k \notin \sigma_p(A + BC) \) for all \( k \in I_A \). This concludes that \( i\omega_k \in \sigma_c(A + BC) \cup \rho(A + BC) \) for all \( k \in I_A \).
Theorem \[7\] shows that $\sigma(A + BC) \cap i\mathbb{R} \subset \{i\omega_k\}_{k \in I_A}$ is countable and $\sigma_p(A + BC) \cap i\mathbb{R} = \emptyset$. The Arent–Batty–Lyubich–Vu Theorem \[1, 8\] therefore concludes that the semigroup generated by $A + BC$ is strongly stable.

It remains to show that for all $k \in I_A$ the resolvent operator $R(\lambda, A + BC)$ satisfies

$$\sup_{0 < |\omega - \omega_k| \leq \varepsilon_A} |\omega - \omega_k|^a \|R(i \omega, A + BC)\| < \infty. \quad (8)$$

To this end, let $k \in I_A$ be arbitrary. By Lemma \[3\] there exists $M_k \geq 1$ such that $|\omega - \omega_k|^a f_k(i \omega) \leq M_k$ whenever $0 < |\omega - \omega_k| \leq \varepsilon_A$. The Sherman–Morrison–Woodbury formula in Lemma \[8\] implies that for all $\omega \in \mathbb{R}$ satisfying $0 < |\omega - \omega_k| \leq \varepsilon_A$ we have

$$\|R(i \omega, A + BC)\| = \|R(i \omega, A) + R(i \omega, A)B(I - CR(i \omega, A)B)^{-1}CR(i \omega, A)\|$$

$$\leq \|R(i \omega, A)\| + \|R(i \omega, A)B\||I - CR(i \omega, A)B)^{-1}\|CR(i \omega, A)\|$$

$$\leq \|R(i \omega, A)\| + M_D f_k(i \omega),$$

and thus

$$|\omega - \omega_k|^a \|R(i \omega, A + BC)\| \leq |\omega - \omega_k|^a \|R(i \omega, A)\| + M_D |\omega - \omega_k|^a f_k(i \omega) \leq M_A + M_D M_k.$$ 

This concludes that (8) is satisfied. On the other hand, if $|\omega - \omega_k| > \varepsilon_A$ for all $k \in I_A$, then

$$\|R(i \omega, A + BC)\| \leq \|R(i \omega, A)\| + \|R(i \omega, A)B\||(I - CR(i \omega, A)B)^{-1}\|CR(i \omega, A)\|$$

$$\leq \|R(i \omega, A)\| + M_D \|B\| \|CR(i \omega, A)\| \leq M_A + M_D \|B\| \|C\| M_A^2,$$ 

and thus $\|R(i \omega, A + BC)\|$ is uniformly bounded for $\omega \in \mathbb{R}$ satisfying $|\omega - \omega_k| > \varepsilon_A$ for all $k \in I_A$. This concludes the proof. \[\Box\]

5 Preservation of Polynomial Stability

In this section we prove Theorem \[4\] which gives conditions for the preservation of polynomial stability of a semigroup under finite rank perturbations.

**Proof of Theorem \[4\]** If $\beta = 0$ or $\gamma = 0$, the claim follows directly from \[9, Thm. 5\]. We can therefore assume $\beta, \gamma > 0$.

Choose $\delta = \sqrt{\delta_1} > 0$, where $\delta_1 > 0$ is chosen as in \[10, Cor. 7\]. Assume $B \in \mathcal{L}(\mathbb{C}^p, X)$ and $C \in \mathcal{L}(X, \mathbb{C}^p)$ satisfy (4) and $\|(-A)^\beta B\| < \delta$ and $\|(-A)^\gamma C\| < \delta$. Since $\|(-A)^\beta B\| \|(-A)^\gamma C\| < \delta_1$, we have from \[11, Cor. 7\] that $\sigma(A + BC) \subset \mathbb{C}^-$, $1 \in \rho(CR(\lambda, A)B)$ for all $\lambda \in \mathbb{C}^+$, and if we denote $D_\lambda = I - CR(\lambda, A)B$, then there exists $M_D \geq 1$ such that

$$\sup_{\lambda \in \mathbb{C}^+} \|D_\lambda^{-1}\| \leq M_D < \infty.$$ 

Since $A$ generates a polynomially stable semigroup, Theorem 2.4 and Lemma 2.3 in \[8\] show that we can choose $M_R \geq 1$ in such a way that $\|R(\lambda, A)(-A)^{-a}\| \leq M_R$ for all $\lambda \in \mathbb{C}^+$. 

\[\Box\]
We begin by showing that
\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \|R(\xi + i\eta, A)B\|^2 \|CR(\xi + i\eta, A)\|^2 d\eta < \infty \tag{9}
\]
and
\[
\|R(i\omega, A)B\|\|CR(i\omega, A)\| = \mathcal{O}(|\omega|^\alpha). \tag{10}
\]
To this end, choose \(0 < \beta_1 \leq \beta\) and \(0 < \gamma_1 \leq \gamma\) such that \(\beta_1 + \gamma_1 = \alpha\). Let \(\lambda \in \mathbb{C}^+\) and denote \(R_\lambda = R(\lambda, A), B_{\beta_1} = (-A)^{\beta_1} B,\) and \(\tilde{C}_{\gamma_1} = (-A^*)^{\gamma_1} C^*\). The Moment Inequality [2, Prop. 6.6.4] implies that there exist constants \(M_{\beta_1/\alpha}\) and \(M_{\gamma_1/\alpha}\) such that
\[
\|R_\lambda B\| = \|R_\lambda (-A)^{-\beta_1}(-A)^{\beta_1} B\| = \|(-A)^{-\beta_1} R_\lambda B_{\beta_1}\|
\leq M_{\beta_1/\alpha} \|R_\lambda B_{\beta_1}\|^{-\beta_1/\alpha} (-A)^{-\alpha} R_\lambda B_{\beta_1}\|_{\beta_1/\alpha} \leq M_{\beta_1/\alpha} \|R_\lambda B_{\beta_1}\|^{-\beta_1/\alpha} R(\lambda, A)\|_{\beta_1/\alpha} \|B_{\beta_1}\|_{\beta_1/\alpha}
\leq M_{\beta_1/\alpha} \|R_\lambda B_{\beta_1}\|^{-\beta_1/\alpha} M_{R}^{\beta_1/\alpha} \|B_{\beta_1}\|_{\beta_1/\alpha}
\]
and
\[
\|CR_\lambda\| = \|R_\lambda ^* C^*\| = \|R_\lambda ^* (-A^*)^{-\gamma_1}(-A^*)^{\gamma_1} C^*\| = \|(-A^*)^{-\gamma_1} R_\lambda ^* \tilde{C}_{\gamma_1}\|
\leq M_{\gamma_1/\alpha} \|R_\lambda ^* \tilde{C}_{\gamma_1}\|^{-\gamma_1/\alpha} (-A^*)^{-\alpha} R_\lambda ^* \tilde{C}_{\gamma_1}\|_{\gamma_1/\alpha} \leq M_{\gamma_1/\alpha} \|R_\lambda ^* \tilde{C}_{\gamma_1}\|^{-\gamma_1/\alpha} R(\lambda, A)\|_{\gamma_1/\alpha} \|\tilde{C}_{\gamma_1}\|_{\gamma_1/\alpha} \leq M_{\gamma_1/\alpha} \|R_\lambda ^* \tilde{C}_{\gamma_1}\|^{-\gamma_1/\alpha} M_{R}^{\gamma_1/\alpha} \|\tilde{C}_{\gamma_1}\|_{\gamma_1/\alpha}.
\]
If we choose \(\tilde{M} = M_{\beta_1/\alpha} M_{\gamma_1/\alpha} M_{R}^{\beta_1+\gamma_1/\alpha} \|B_{\beta_1}\|_{\beta_1/\alpha} \|\tilde{C}_{\gamma_1}\|_{\gamma_1/\alpha}\), then
\[
\|R_\lambda B\|\|CR_\lambda\| \leq \tilde{M} \|R_\lambda B_{\beta_1}\|^{-\beta_1/\alpha} \|R_\lambda ^* \tilde{C}_{\gamma_1}\|_{\gamma_1/\alpha}^{-1}.
\]
Choose \(q = 1/(1 - \beta_1/\alpha)\) and \(r = 1/(1 - \gamma_1/\alpha)\). Then \(1/q + 1/r = 2 - (\beta_1 + \gamma_1)/\alpha = 1\), and using the H"older inequality we get
\[
\sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \|R(\xi + i\eta, A)B\|^2 \|CR(\xi + i\eta, A)\|^2 d\eta
\leq \tilde{M}^2 \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \|R(\xi + i\eta, A)B_{\beta_1}\|^2 \|R(\xi + i\eta, A)\| \tilde{C}_{\gamma_1}\|^2 \|R(\xi + i\eta, A)\| \|\tilde{C}_{\gamma_1}\|^{2(1 - \gamma_1/\alpha)} d\eta
\leq \tilde{M}^2 \left( \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \|R(\xi + i\eta, A)B_{\beta_1}\|^2 d\eta \right)^q \times \left( \sup_{\xi > 0} \xi \int_{-\infty}^{\infty} \|R(\xi + i\eta, A)\| \tilde{C}_{\gamma_1}\|^2 d\eta \right)^r < \infty
\]
by Lemma [17]. This concludes (9). Moreover, for \(\omega \in \mathbb{R}\) with large \(|\omega|\) we have
\[
\|R(i\omega, A)B\|\|CR(i\omega, A)\| \leq \tilde{M} \|R(i\omega, A)B_{\beta_1}\|^{-\beta_1/\alpha} \|R(i\omega, A)\| \tilde{C}_{\gamma_1}\|^1 \|\tilde{C}_{\gamma_1}\|^{-1 - \gamma_1/\alpha}
\leq \tilde{M} \|R(i\omega, A)\|^{-\beta_1/\alpha} \|B_{\beta_1}\|^{-\beta_1/\alpha} \|R(i\omega, A)\| \tilde{C}_{\gamma_1}\|^1 \|\tilde{C}_{\gamma_1}\|^{-1 - \gamma_1/\alpha}
\leq \tilde{M} \|B_{\beta_1}\|^{-\beta_1/\alpha} \tilde{C}_{\gamma_1}\|^{-1 - \gamma_1/\alpha} \|R(\omega, A)\|^{-\beta_1/\alpha} = \mathcal{O}(|\omega|^{\alpha}),
\]
since $1 - \beta_1/\alpha + 1 - \gamma_1/\alpha = 2 - (\beta_1 + \gamma_1)/\alpha = 1$ and $\|R(i\omega, A)\| = \mathcal{O}(|\omega|^\alpha)$ by [3, Thm. 2.4]. This concludes (10).

We can now show that the semigroup generated by $A + BC$ is uniformly bounded. Let $x \in X$. Using the Shermann–Morrison–Woodbury formula in Lemma 8 together with (10) we can estimate (exactly as in the proof of Theorem 1)

$$
\sup_{\xi > 0} \int_{-\infty}^{\infty} \|R(\xi + i\eta, A + BC)x\|^2 d\eta = \sup_{\xi > 0} \int_{-\infty}^{\infty} \|R_\lambda x + R_\lambda B D^{-1}_\lambda CR_\lambda x\|^2 d\eta
$$

$$
\leq 2 \sup_{\xi > 0} \int_{-\infty}^{\infty} \|R_\lambda x\|^2 + \|R_\lambda B\|^2 \|D^{-1}_\lambda\|^2 \|CR_\lambda\|^2 \|x\|^2 d\eta
$$

$$
\leq 2 \sup_{\xi > 0} \int_{-\infty}^{\infty} \|R_\lambda x\|^2 d\eta + 2M^2_\lambda \|x\|^2 \sup_{\xi > 0} \int_{-\infty}^{\infty} \|R_\lambda B\|^2 \|CR_\lambda\|^2 d\eta < \infty
$$
due to Theorem 16 and [3]. Analogously, we have

$$
\sup_{\xi > 0} \int_{-\infty}^{\infty} \|R(\xi + i\eta, A + BC)^* x\|^2 d\eta
$$

$$
\leq 2 \sup_{\xi > 0} \int_{-\infty}^{\infty} \|R_\lambda x\|^2 d\eta + 2M^2_\lambda \|x\|^2 \sup_{\xi > 0} \int_{-\infty}^{\infty} \|R_\lambda B\|^2 \|CR_\lambda\|^2 d\eta < \infty
$$
again due to Theorem 16 and [3]. Since $x \in X$ was arbitrary, Theorem 16 concludes that the semigroup generated by $A + BC$ is uniformly bounded.

Finally, the Shermann-Morrison–Woodbury formula in Lemma 8 together with (10) implies that for $\omega \in \mathbb{R}$ with large $|\omega|$ we have

$$
\|R(i\omega, A + BC)\| = \|R(i\omega, A) + R(i\omega, A)B(I - CR(i\omega, A)B)^{-1}CR(i\omega, A)\|
$$

$$
\leq \|R(i\omega, A)\| + \|R(i\omega, A)B\||(I - CR(i\omega, A)B)^{-1}\| \|CR(i\omega, A)\|
$$

$$
\leq \|R(i\omega, A)\| + M_\lambda \|R(i\omega, A)B\| \|CR(i\omega, A)\| = \mathcal{O}(|\omega|^\alpha).
$$

By Theorem 2.4 in [3] this concludes that the semigroup generated by $A + BC$ is polynomially stable with exponent $\alpha$.

6 Perturbation of a Strongly Stable Multiplication Semigroup

In this section we apply our theoretic results in considering the preservation of strong stability of a multiplication semigroup [3, Par. II.2.9]

$$(T_A(t)f)(\mu) = e^{t\mu}f(\mu)$$
on $X = L^2(\Omega)$, where $\Omega = \{ \lambda \mid |\lambda + 1| \leq 1 \}$ is a disk centered at $-1$ and with radius 1 (see Figure 2). The generator $A$ of the semigroup $T_A(t)$ is a bounded multiplication operator $(Af)(\mu) = \mu f(\mu)$.

The spectrum of $A$ is given by $\sigma(A) = \sigma_c(A) = \Omega$, $\sigma(A) \cap i\mathbb{R} = \{0\} \subset \sigma_c(A)$, and the semigroup is uniformly bounded. Due to the Arendt–Batty–Lyubich–Vũ Theorem 1 the
semigroup $T_A(t)$ is strongly stable. The operator $-A$ has an unbounded inverse $(-A)^{-1}$ with domain

$$\mathcal{D}((-A)^{-1}) = \left\{ f \in L^2(\Omega) \left| \int_{\Omega} |\mu|^{-2} |f(\mu)|^2 d\mu < \infty \right. \right\}. $$

We begin by finding a suitable value for $\alpha \geq 1$ in Assumption 3. Due to the geometry, for all $\omega \in \mathbb{R}$ with $0 < |\omega| \leq 1 =: \varepsilon_A$ we have

$$|\omega|^\alpha \left\| R(i\omega, A) \right\| = \frac{|\omega|^\alpha}{\text{dist}(i\omega, \Omega)} = \frac{|\omega|^\alpha}{\text{dist}(i\omega, -1) - 1} = \frac{|\omega|^\alpha}{\sqrt{\omega^2 + 1} - 1} = \frac{|\omega|^\alpha (\sqrt{\omega^2 + 1} + 1)}{\omega^2 + 1 - 1}$$

if and only if $\alpha \geq 2$. Thus we can choose $\alpha = 2$ in Assumption 3.

For $\beta \geq 0$ the domains of the operators $(-A)^{-\beta}$ and $(-A^*)^{-\beta}$ are given by

$$\mathcal{D}((-A)^{-\beta}) = \mathcal{D}((-A^*)^{-\beta}) = \left\{ f \in L^2(\Omega) \left| \int_{\Omega} |\mu|^{-2\beta} |f(\mu)|^2 d\mu < \infty \right. \right\}. $$

If $0 < \tilde{\beta} < \beta$ and $f \in \mathcal{D}((-A)^{-\beta})$, then the Hölder inequality with exponents $q = 1/(1 - \tilde{\beta}/\beta)$ and $r = 1/(\tilde{\beta}/\beta)$ implies

$$\|(-A)^{-\tilde{\beta}} f\|^2 = \int_{\Omega} |\mu|^{-2\tilde{\beta}} |f(\mu)|^2 d\mu = \int_{\Omega} |f(\mu)|^{2(1-\tilde{\beta}/\beta)} : (|\mu|^{-2\beta} |f(\mu)|^{2})^{\tilde{\beta}/\beta} d\mu$$

or equivalently $\|(-A)^{-\tilde{\beta}} f\| \leq \|f\|^{1-\tilde{\beta}/\beta} \|(-A)^{-\beta} f\|^\beta/\beta$. In particular, this shows that if $\|B\| < \delta$ and $\|(-A)^{-\beta} B\| < \delta$, then for all $0 < \tilde{\beta} < \beta$ we have

$$\|(-A)^{-\tilde{\beta}} B\| \leq \|B\|^{1-\tilde{\beta}/\beta} \|(-A)^{-\beta} B\|^\beta/\beta < \delta^{1-\beta/\beta} \delta^{\beta/\beta} = \delta, $$

and similarly for $\|(-A^*)^{-\gamma} C^*\|$ with $0 < \tilde{\gamma} < \gamma$. 
where then 

\[ \|CR(\lambda, A)B\| \leq c < 1 \]

for all \( \lambda \in \mathbb{C}^+ \setminus \{0\} \). In particular, if \( \beta, \gamma \geq 0 \) are such that \( \beta + \gamma = 2 \) and Assumption 3 is satisfied, then

\[
\|CR(\lambda, A)B\| = \sup_{\|x\| = \|y\| = 1} |\langle (R(\lambda, A)Bx, C^*y)\rangle|
= \sup_{\|x\| = \|y\| = 1} |\langle (-A)^2R(\lambda, A)(-A)^{-\beta}Bx, (-A^*)^{-\gamma}C^*y\rangle|
\leq \|(-A)^2R(\lambda, A)\|\|(-A)^{-\beta}B\|\|(-A^*)^{-\gamma}C^*\| \leq c < 1
\]

if \( \|(-A)^{-\beta}B\| < \sqrt{c/M_1} \) and \( \|(-A^*)^{-\gamma}C^*\| < \sqrt{c/M_1} \) where \( M_1 \geq 1 \) is such that \( \|(-A)^2R(\lambda, A)\| \leq M_1 \) for all \( \lambda \in \mathbb{C}^+ \setminus \{0\} \). In the following we will search for a suitable constant \( M_1 \geq 1 \).

If \( \lambda \in \mathbb{C}^+ \setminus \{0\} \) is such that \( |\lambda| \geq 2 \), then for all \( f \in X \) with \( \|f\| = 1 \) we have

\[
\|(-A)^2R(\lambda, A)f\| = \left( \int_\Omega \frac{\|\mu\|^2|f(\mu)|^2d\mu}{|\lambda - \mu|^2} \right)^{1/2} \leq \sup_{\mu \in \Omega} \frac{|\mu|^2}{|\lambda - \mu|} \left( \int_\Omega |f(\mu)|^2d\mu \right)^{1/2}
= \sup_{\mu \in \Omega} \frac{|\mu|^2}{|\lambda - \mu|} \leq \sup_{\mu \in \Omega} \frac{4}{|\lambda - \mu|} = \frac{4}{\text{dist}(\lambda, \Omega)} = \frac{4}{|\lambda + 1| - 1} \leq 4,
\]

since \( |\lambda + 1| - 1 \geq |\lambda| - 1 \geq 2 - 1 = 1 \). On the other hand, if \( \lambda \in \mathbb{C}^+ \setminus \{0\} \) and \( |\lambda| < 2 \), then

\[
\|(-A)^2R(\lambda, A)f\| = \|(-A)(I - \lambda R(\lambda, A))\| \leq \|A\| + |\lambda|\|(-A)R(\lambda, A)\|
\leq \|A\| + |\lambda| + |\lambda|^2\|R(\lambda, A)\| \leq 2 + 2 + |\lambda|^2\text{dist}(\lambda, \Omega)^{-1}
\]

where

\[
\frac{|\lambda|^2}{\text{dist}(\lambda, \Omega)} = \frac{|\lambda|^2}{|\lambda + 1| - 1} = \frac{|\lambda|^2(|\lambda + 1| + 1)}{|\lambda + 1|^2 - 1} \leq \frac{|\lambda|^2(|\lambda + 2)}{(\Re \lambda + 1)^2 + (\Im \lambda)^2 - 1}
\leq \frac{4|\lambda|^2}{(\Re \lambda)^2 + \Re \lambda + (\Im \lambda)^2} \leq \frac{4|\lambda|^2}{(\Re \lambda)^2 + (\Im \lambda)^2} = 4.
\]

Together these estimates imply that if we choose \( M_1 = 8 \), then \( \|(-A)^2R(\lambda, A)\| \leq M_1 \) for all \( \lambda \in \mathbb{C}^+ \setminus \{0\} \).

In order to guarantee \( 0 \notin \sigma_p(A + BC) \), the choice for \( \delta > 0 \) must satisfy the conditions of Lemma 15. The proof of the lemma shows that the appropriate condition for \( B \) and \( C \) is that \( \|(-A)^{-\beta_1}B\| \cdot \|(-A^*)^{-\gamma_1}C^*\| < 1 \) for some \( 0 \leq \beta_1 \leq \beta \) and \( 0 \leq \gamma_1 \leq \gamma \) satisfying \( \beta_1 + \gamma_1 = 1 \). Due to the property (11), this is true whenever \( \delta \leq 1 \) and the perturbation satisfies \( \|B\| < \delta, \|C\| < \delta, \|(-A)^{-\beta}B\| < \delta \), and \( \|(-A^*)^{-\gamma}C^*\| < \delta \).
Together the above properties conclude that we can choose, for example, \( c = 4/5 < 1 \) and \( \delta = \sqrt{c/M_1} = 1/\sqrt{10} \). In particular, the bound is independent of the values of \( \beta \) and \( \gamma \), as long as they satisfy \( \beta + \gamma = 2 \). As in Theorem 4 we can now conclude that if \( B \) and \( C \) are such that for \( \beta + \gamma = 2 \) we have \( \|B\| < \delta \), \( \|C\| < \delta \), \( \|(-A)^{-\beta}B\| < \delta \), and \( \|(-A)^{-\gamma}C^*\| < \delta \), then the semigroup generated by \( A + BC \) is strongly stable. In particular, \( \|CR(\lambda, A)B\| \leq 4/5 < 1 \) for all \( \lambda \in \mathbb{C}^+ \setminus \{0\} \) and \( \sup_{|\omega| \leq 1} |\omega|^a \|R(i\omega, A + BC)\| < \infty \).

For rank one perturbations we have \( Cf = \langle f, c \rangle_{L^2} \) for a function \( c \in L^2(\Omega) \) and \( B = b(\cdot) \in L^2(\Omega) \). The perturbed semigroup is strongly stable if \( \|b\|_{L^2} < 1/\sqrt{10} \), \( \|c\|_{L^2} < 1/\sqrt{10} \),

\[
\int_{\Omega} |\mu|^{-2\beta} |b(\mu)|^2 d\mu < \frac{1}{10}, \quad \text{and} \quad \int_{\Omega} |\mu|^{-2\gamma} |c(\mu)|^2 d\mu < \frac{1}{10},
\]

for some \( \beta, \gamma \geq 0 \) satisfying \( \beta + \gamma = 2 \).

7 Conclusions

In this paper we have studied the preservation of strong stability of a semigroup whose generator has spectrum on the imaginary axis. We have shown that if the growth of the resolvent operator is polynomial near the spectral points \( i\omega_k \), then the stability of the semigroup is indeed robust with respect to classes of finite rank perturbations.

The results concerning the change of the spectrum of \( A \) are also valid in the case where the operator \( A \) has an infinite number of uniformly separated spectral points on the imaginary axis, and they can also be applied for perturbations that are not of finite rank. However, the additional standing assumptions were required to show the preservation of the uniform boundedness of the semigroup. Therefore, generalizing the conditions on the preservation of uniform boundedness would also immediately improve the results on the preservation of strong stability.
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