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Abstract

We study small perturbations around an arbitrary static kink solution of a two-dimensional (2D) gravity-scalar system, where the gravity part is described by a subclass of 2D dilaton gravity theory, and the scalar matter field has generalized dynamics. We expand the action around an arbitrary static solution and keep terms up to the second order of the perturbations. After variation the linear-order action leads to background field equations, as expected. The quadratic action of the normal modes are obtained after fixing the gauge and using the constraint equation. The linear perturbation equations obtained from the quadratic action are consistent with those obtained by linearizing the field equations under the dilaton gauge. All the calculations are assisted by a Mathematica code, which is also provided as a supplementary material.
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1. Introduction

Two-dimensional (2D) gravity theories are simpler mathematically, but still reflect part of the features of their higher-dimensional counterparts \[1, 2\]. For this reason, 2D gravity theories have been applied to discuss quantization of gravity \[3, 4\], gravitational collapse \[5, 6\], black hole evaporation \[7, 8\], \[3, 10, 11\], and many other difficult issues, see \[12, 13, 14, 15\] for comprehensive reviews on early works. Recently, the study of the Sachdev-Ye-Kitaev (SYK) model \[16, 17\] displays a potential application of 2D gravity in the study of gauge/gravity duality \[18, 19, 20, 21\], see \[22, 23, 24\] for pedagogical introductions.

In parallel to the study of 2D black holes, it is natural to consider 2D gravity models with nonlinear scalar fields, and regarding smooth gravitating kink solutions as 2D versions of some 5D thick brane solutions. The latter have been extensively studied in the past two decades \[25, 26, 27, 28, 29\] as they offer some regular extensions of the Randall-Sundrum thin brane world models \[30, 31, 32, 33\]. Although the study of 2D self-gravitating kinks can be traced back to 1995 \[34, 35, 36, 37, 38\], most of these solutions contain some space-time singularities. To describe 2D thick brane, we require some gravitating kink solutions without any singularity.

To the author’s knowledge, the first solution of this type was reported by Stötzel \[35\], who considered the 2D gravity model of Mann, Morsink, Sikkema and Steele (MMSS) \[39\]. Stötzel’s solution has no singularity, and the corresponding metric is asymptotic AdS\(_2\), and therefore, is an excellent example of 2D thick brane.

In a recent work \[40\], the present author pointed out that the procedure used by Stötzel for deriving his solution is nothing but the superpotential method, which has been used repeatedly in the study of 5D thick branes \[25, 26, 41, 42, 43, 44, 45, 46\]. This observation makes it an easy task to construct analytical solutions of 2D gravitating kink, some examples can be found in Ref. \[40\] for the case with canonical scalar field, and \[47\] for the case with noncanonical scalar field. All these solutions are regular, and can be regarded as 2D thick branes.

Before using these solutions for further explorations, one should carefully discuss the stability of these solutions under small field perturbations. This issue was first analyzed in Ref. \[40\], where the author conducted a direct linearization of the field equations. After gauging out the perturbation of the dilaton field, and using the constraint equations, a Schrödinger-like equation is obtained for the physical perturbation. In particular, the Hamiltonian operator of the Schrödinger-like equation can be factorized as the form \(\hat{H} = \hat{A}\hat{A}^\dagger\), which indicates that the eigenvalues are positive-semidefinite, and therefore, the solutions are stable. Similar results were also obtained for the case with noncanonical scalar field \[47\]. Remarkably, the perturbation equations derived in Refs. \[40, 47\] take similar form as the scalar perturbation equations of some 5D thick brane model with Einstein gravity \[48, 49, 50\]. This verified the conjecture that the MMSS model may be the closest thing there is to general relativity in two dimensions \[51\].

In the present work, we notice that there are two different approaches for deriving the linear perturbation equations. In the first approach, one directly linearizes the
field equations, as has been done in Refs. [44, 47]. In the other, one first expands the action around a background solution, and keep only the quadratic terms of the perturbations. After canonicalizing this quadratic action, one can easily read out the master equations for the normal modes of the perturbations. Naively, one may expect that these two approaches leads to equivalent results. However, counterexamples have already been reported in some 5D thick brane models [48, 49, 50].

In brief, Refs. [44, 48, 49, 50] tell us that one must fix the gauge properly if he adopt the equation of motion approach. Otherwise, the Schrödinger-like equation might be different from the one obtained from the quadratic approach. For example, if one starts with the widely used longitude gauge, he would obtain a factorizable Hamiltonian operator $H_\perp = A_+ A_-$ for the physical perturbation modes. While the Hamiltonian operator derived from the quadratic action approach is $H = A A$. One may recognize that $H$ and $H_\perp$ are a pair of superpartners in the sense of supersymmetric quantum mechanics [52, 53].

Usually, a pair of superpartner Hamiltonians share the same spectra, except their zero modes [53]. So the properties of $H$ can be learnt from $H_\perp$, and vice versa. The situation changes, however, if the potential term of either $H$ or $H_\perp$ diverges. In this case, the supersymmetry might be explicitly broken, and the eigenvalues of $H$ or $H_\perp$ are only partial degenerated, if the potential is symmetric, or completely non-degenerated, if the potential is asymmetric [53, 54, 55, 56, 57]. Even worse, one of the superpartner Hamiltonians might have a eigenstate with negative eigenvalue, a sign for instability! Therefore, when singular potential appears, one must adopt the quadratic approach, as it gives the correct Hamiltonian for the normal perturbation modes.

Unfortunately, for 2D gravitating kink solutions considered in Refs. [40, 47], singular potentials in the Schrödinger-like equation seems unavoidable within some parameter ranges. For this reason, it is necessary to conduct an independent derivation of the linear perturbation equations from the quadratic action approach, and see if they are equivalent with those obtained in Refs. [40, 47].

In the next section, we briefly review the main results of gravitational perturbation theory for an arbitrary background metric solution of the following model [47]:

$$S = \frac{1}{\kappa} \int d^4x \sqrt{-g} \left[X + \varphi R + \kappa L(\phi, X)\right],$$

where $\kappa$ is the gravitational coupling constant, $\varphi$ is the determinant of the metric, $X \equiv -\frac{1}{2}g^{\mu\nu} \nabla_\mu \phi \nabla_\nu \phi$ and $X \equiv -\frac{1}{2}g^{\mu\nu} \nabla_\mu \phi \nabla_\nu \phi$ are the kinetic terms of the dilaton field and the scalar field, respectively. In Sec. 3 we come back to the case with static solutions. After taking the dilaton gauge, we derive the quadratic action of the normal perturbation modes. All our calculations are conducted with a Mathematica code, which can be found in the supplementary material. The results are summarized in Sec. 4.

2. Gravitational perturbation theory: a brief review

Consider a small perturbation $\delta g_{\mu\nu}$ around an arbitrary background metric solution $g_{\mu\nu}$. If we denote the perturbation of the inverse metric as $\delta g^{\sigma\rho}$, and require the orthogonal relation

$$(g_{\mu\nu} + \delta g_{\mu\nu})(g^{\sigma\rho} + \delta g^{\sigma\rho}) = \delta_{\mu}^{\sigma},$$

then we would obtain the following equation:

$$g_{\mu\nu} \delta g^{\sigma\rho} + g^{\sigma\rho} \delta g_{\mu\nu} + \delta g_{\mu\nu} \delta g^{\sigma\rho} = 0.$$ (3)

Obviously, the last two terms are not of the same order, therefore, this equation can only be satisfied order by order, which means that $\delta g^{\sigma\rho} = \delta(1)g^{\sigma\rho} + \delta(2)g^{\sigma\rho} + \cdots$ is a summation of perturbations with different orders.

To the first and second orders, one obtains

$$\delta(1)g^{\mu\nu} = -g^{\sigma\rho} \delta g_{\sigma\rho},$$

$$\delta(2)g^{\mu\nu} = -g^{\sigma\rho} \delta g_{\sigma\rho} \delta(1)g^{\sigma\rho},$$

respectively. The Christoffel symbol is completely defined by the metric, and its first and second-order perturbations take the following forms:

$$\delta(1)\Gamma^{\lambda}_{\mu\nu} = \frac{1}{2} \delta(1)g^{\lambda\rho} \left(\partial_\mu g_{\nu\rho} + \partial_\nu g_{\mu\rho} - \partial_\rho g_{\mu\nu}\right),$$

$$\delta(2)\Gamma^{\lambda}_{\mu\nu} = \frac{1}{2} \delta(2)g^{\lambda\rho} \left(\partial_\mu g_{\nu\rho} + \partial_\nu g_{\mu\rho} - \partial_\rho g_{\mu\nu}\right) + \frac{1}{2} \delta(1)g^{\lambda\rho} \left(\partial_\mu g_{\nu\rho} + \partial_\nu g_{\mu\rho} - \partial_\rho g_{\mu\nu}\right).$$ (7)

Similarly, one can write out the perturbations of the Ricci tensor

$$\delta(1)R_{\mu\nu} = \partial_\rho \delta(1)\Gamma^{\lambda}_{\mu\nu} - \partial_\nu \delta(1)\Gamma^{\lambda}_{\mu\rho} + \delta(1)\Gamma^{\lambda}_{\rho\lambda} \Gamma^{\rho}_{\mu\nu} + \Gamma^{\rho}_{\nu\lambda} \delta(1)\Gamma^{\lambda}_{\mu\rho} + \Gamma^{\rho}_{\mu\lambda} \delta(1)\Gamma^{\lambda}_{\rho\nu} + \Gamma^{\rho}_{\rho\lambda} \delta(1)\Gamma^{\lambda}_{\nu\mu} - \delta(1)\Gamma^{\lambda}_{\nu\lambda} \Gamma^{\rho}_{\mu\rho} - \delta(1)\Gamma^{\lambda}_{\rho\lambda} \Gamma^{\rho}_{\mu\nu} - \delta(1)\Gamma^{\lambda}_{\nu\rho} \Gamma^{\rho}_{\mu\lambda} - \delta(1)\Gamma^{\lambda}_{\mu\rho} \Gamma^{\rho}_{\nu\lambda}$$

$$\delta(2)R_{\mu\nu} = \partial_\rho \delta(2)\Gamma^{\lambda}_{\mu\nu} - \partial_\nu \delta(2)\Gamma^{\lambda}_{\mu\rho} + \delta(2)\Gamma^{\lambda}_{\rho\lambda} \Gamma^{\rho}_{\mu\nu} + \delta(2)\Gamma^{\lambda}_{\nu\lambda} \Gamma^{\rho}_{\mu\rho} + \delta(2)\Gamma^{\lambda}_{\rho\lambda} \Gamma^{\rho}_{\mu\nu} + \delta(2)\Gamma^{\lambda}_{\nu\rho} \Gamma^{\rho}_{\mu\lambda} - \delta(2)\Gamma^{\lambda}_{\mu\rho} \Gamma^{\rho}_{\nu\lambda} - \delta(2)\Gamma^{\lambda}_{\nu\lambda} \Gamma^{\rho}_{\mu\rho} - \delta(2)\Gamma^{\lambda}_{\rho\lambda} \Gamma^{\rho}_{\mu\nu} - \delta(2)\Gamma^{\lambda}_{\nu\rho} \Gamma^{\rho}_{\mu\lambda} - \delta(2)\Gamma^{\lambda}_{\mu\rho} \Gamma^{\rho}_{\nu\lambda}$$

and the scalar curvature

$$\delta(1)R = \delta(1)g^{\mu\nu} R_{\mu\nu} + g^{\mu\nu} \delta(1)R_{\mu\nu},$$

$$\delta(2)R = \delta(2)g^{\mu\nu} R_{\mu\nu} + \delta(1)g^{\mu\nu} \delta(1)R_{\mu\nu} + g^{\mu\nu} \delta(2)R_{\mu\nu}.$$ (11)

The perturbations of $\sqrt{-g}$ are also useful

$$\delta(1)\sqrt{-g} = \frac{1}{2} \sqrt{-g} g^{\mu\nu} \delta g_{\mu\nu} + \frac{1}{2} g^{\mu\nu} \delta g_{\mu\nu} + \frac{1}{2} g^{\mu\nu} \delta g_{\mu\nu},$$

$$\delta(2)\sqrt{-g} = \frac{1}{2} \sqrt{-g} \left[(g^{\mu\nu} \delta g_{\mu\nu})^2 + 2 \delta g_{\mu\nu} \delta(1)g^{\mu\nu}\right].$$ (13)
In addition to the metric perturbation, we also have perturbations of the dilaton and the scalar fields, which are denoted as \( \delta \varphi \) and \( \delta \phi \), respectively. One can testifies that the perturbations of the dilaton kinetic term are

\[
\delta^{(1)} \mathcal{X} = -\frac{1}{2} \delta^{(1)} g^{\mu \nu} \nabla_\mu \varphi \nabla_\nu \varphi - g^{\mu \nu} \nabla_\mu \delta \varphi \nabla_\nu \varphi, \tag{14}
\]

\[
\delta^{(2)} \mathcal{X} = -\frac{1}{2} \delta^{(2)} g^{\mu \nu} \nabla_\mu \varphi \nabla_\nu \varphi - \delta^{(1)} g^{\mu \nu} \nabla_\mu \delta \varphi \nabla_\nu \varphi
\]

\[ - \frac{1}{2} g^{\mu \nu} \nabla_\mu \delta \varphi \nabla_\nu \delta \varphi, \tag{15}
\]

which after replacing \( \varphi \to \phi \) give us the expressions of \( \delta^{(1)} \mathcal{X} \) and \( \delta^{(2)} \mathcal{X} \).

Finally, the perturbations of the scalar Lagrangian density are

\[
\delta^{(1)} \mathcal{L} = \mathcal{L}_\phi \delta \phi + \mathcal{L}_X \delta^{(1)} \mathcal{X}, \tag{16}
\]

\[
\delta^{(2)} \mathcal{L} = \mathcal{L}_X \delta \phi \delta^{(1)} \mathcal{X} + \frac{1}{2} \mathcal{L}_{\phi \phi} (\delta \phi)^2
\]

\[ + \frac{1}{2} \mathcal{L}_{XX} (\delta^{(1)} \mathcal{X})^2 + \mathcal{L}_X \delta^{(2)} \mathcal{X}. \tag{17}
\]

In this work, we defined \( \mathcal{L}_\phi \equiv \frac{\partial S}{\partial \delta \phi}, \mathcal{L}_X \equiv \frac{\partial S}{\partial \delta \phi} \), and so on.

With all these preparation, we can now write out the perturbations of the action (1):

\[
\delta^{(1)} S = \frac{1}{\kappa} \int d^2 x \{ \mathcal{L}_\phi \delta \phi + \mathcal{L}_X \delta^{(1)} \mathcal{X} \}
\]

\[ + \sqrt{-g} \delta^{(1)} \mathcal{X} + \delta \phi R + \varphi \delta^{(1)} R + \kappa \delta^{(1)} \mathcal{L}, \tag{18}
\]

and

\[
\delta^{(2)} S = \frac{1}{\kappa} \int d^2 x \{ \mathcal{L}_X \delta \phi \delta^{(1)} \mathcal{X} \}
\]

\[ + \sqrt{-g} \delta^{(2)} \mathcal{X} + \delta \phi R + \varphi \delta^{(1)} R + \kappa \delta^{(1)} \mathcal{L}
\]

\[ + \sqrt{-g} \delta^{(2)} \mathcal{X} + \delta \phi R + \varphi \delta^{(1)} R + \kappa \delta^{(1)} \mathcal{L}. \tag{19}
\]

No doubt, it would be very complicate to calculate the perturbations of the action manually. Fortunately, in two dimension these calculations can be accomplished by writing Mathematica codes, see the supplementary material.

3. The case of static solution

Now, let us turn to the special case with static solutions, where \( g_{\mu \nu} = g_{\mu \nu}(x), \varphi = \varphi(x), \phi = \phi(x) \). In two dimensions one can always express a static metric into the following form:

\[
ds^2 = -e^{2A(x)} dt^2 + dx^2. \tag{20}
\]

This coordinate system is very convenient for constructing first-order formalism, from which analytical gravitating kinks can be derived, see Refs. \[40 \cdot 47\] for details.

However, to discuss the perturbation issue, it is more convenient to introduce a spatial transformation

\[
r \equiv \int e^{-A(x)} dx, \tag{21}
\]

with which the metric can be written as a conformally flat form

\[
g_{\mu \nu}(r) = e^{2A(r)} \eta_{\mu \nu}. \tag{22}
\]

Following Refs. \[40 \cdot 47\], we define the metric perturbation as

\[
\delta g_{\mu \nu}(t, r) \equiv e^{2A(r)} h_{\mu \nu}(t, r)
\]

\[ = e^{2A(r)} \left( \begin{array}{cc} h_{00}(t, r) & \Phi(t, r) \\ \Phi(t, r) & h_{rr}(t, r) \end{array} \right). \tag{23}
\]

Note that although the background solution is static, the field perturbations \( \delta g_{\mu \nu}(t, r), \delta \varphi(t, r), \delta \phi(t, r) \) are all functions of both \( t \) and \( r \).

Using Eqs. \[22 \cdot 28\], one can prove that

\[
\delta^{(1)} S = \frac{1}{\kappa} \int d^2 x \{ -2 \varphi' A' \Phi' - 2 \varphi \Phi' - \Phi' \}
\]

\[ - \varphi' \delta \varphi' - 2 A' \delta \varphi + \kappa e^{2A} \mathcal{L}_\phi \delta \phi - \kappa \mathcal{L}_X \varphi \delta \Phi
\]

\[ + \frac{1}{4} h_{00} \left( 4 \varphi A' - 2 e^{2A} \kappa \mathcal{L} + \varphi^{2} \right)
\]

\[ + \varphi A' h_{00} + \varphi h_{00}' + \varphi' A' h_{rr} + \varphi h_{rr}'
\]

\[ + \frac{1}{4} h_{rr} \left( 4 \varphi A'' + 2 e^{2A} \kappa \mathcal{L} + 2 \kappa \mathcal{L}_X \varphi' + \varphi^{2} + \varphi' \right) \}. \tag{24}
\]

Here we used over dots and primes to denote the derivatives with respect to \( t \) and \( r \), respectively. Obviously, the \( \Phi \) terms can be written as a total derivative term (as \( A = 0 = \varphi \)), and does not lead to field equation.

After partial integrations and deminding the coefficient of \( \delta \varphi \) equals to zero, one immediately obtains the dilaton equation

\[
\varphi = 2A. \tag{25}
\]

Similarly, for \( \delta \phi, h_{00} \) and \( h_{rr} \) terms, the corresponding field equations are:

\[
(\mathcal{L}_X \varphi')' + e^{2A} \mathcal{L}_\varphi = 0, \tag{26}
\]

\[
4A'' - 2A'^2 = \kappa e^{2A} \mathcal{L}, \tag{27}
\]

and

\[
2A'^2 = \kappa e^{2A} \mathcal{L} + \kappa \mathcal{L}_X \varphi'^2, \tag{28}
\]

where we have used the dilaton equation (25). The combination of Eqs. \[27 \cdot 28\] also gives another useful equation

\[
-4A'' + 4A'^2 = \kappa \mathcal{L}_X \varphi'^2. \tag{29}
\]

The above field equations are consistent with those obtained in Ref. \[47\].

The quadratic action of the perturbations are much more complicated. To simplify the calculation, we first note that the general invariance of action (1) under the general coordinate transformation

\[
x^\mu \rightarrow \tilde{x}^\mu = x^\mu + \xi^\mu(t, r), \tag{30}
\]
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induces an invariance of \( \delta^{(2)} S \) under the following gauge transformations \([10]\):

\[
\begin{align*}
\Delta h_{00} &= 2\partial_0 \xi^0 + 2 \frac{d^0}{a} \xi^1, \\
\Delta \Phi &= -\partial_i \xi^0 + \partial_i \xi^0, \\
\Delta h_{11} &= -2\partial_i \xi^1 - 2 \frac{d^1}{a} \xi^1, \\
\Delta \delta \phi &= -\phi' \xi^1, \\
\Delta \phi &\equiv -\phi' \xi^1, \\
\end{align*}
\]

where \( \Delta h_{00} \equiv \delta h_{00} - h_{00} \), and so on.

To fix the gauge degrees of freedom, we first define a new variable \( \Xi \equiv 2\Phi - h_{00}' \), whose gauge transformation only depends on \( \xi^1 \):

\[
\Delta \Xi = -2 \left[ \delta^1 + (A' \xi^1)_1 \right].
\]

Thus, the introducing of \( \Xi \) eliminates the degree of freedom of \( \xi^0 \). To fix the other, we simply chose the gauge condition such that \( \delta \varphi = 0 \) \([10]\).

After this gauge fixing process, we can separate \( \delta^{(2)} S \) into three parts

\[
\delta^{(2)} S = \delta^{(2)} S_\Xi + \delta^{(2)} S_{h_{rr}} + \delta^{(2)} S_{\delta \phi},
\]

where

- \( \delta^{(2)} S_\Xi \equiv \) all the terms with \( \Xi \) and its derivatives.
- \( \delta^{(2)} S_{h_{rr}} \equiv \) all the terms with \( h_{rr} \) and its derivatives, but without \( \Xi \) and its derivatives.
- \( \delta^{(2)} S_{\delta \phi} \equiv \) all the terms with only \( \delta \phi \) and its derivatives, in other words, the quadratic terms of \( \delta \phi \).

The above definitions prevent us from overcounting the cross terms.

By conducting partial integrations many times and discarding all the boundary terms, we obtain

\[
\begin{align*}
\delta^{(2)} S_\Xi &= \frac{1}{\kappa} \int d^2 x \left\{ \frac{1}{2} \kappa \phi' \mathcal{L}_X \delta \phi - A' h_{rr} \right\} \Xi, \\
\delta^{(2)} S_{h_{rr}} &= \frac{1}{\kappa} \int d^2 x \left\{ \frac{1}{2} \gamma (A'' - A^2) h^2_{rr} \\
&+ \frac{1}{2} A^2 h^2_{rr} + 2 \gamma (A^2 - A') \frac{d \phi'}{d \phi} h_{rr} \\
&+ 2A' (A'' - A^2) \frac{d \phi'}{d \phi} h_{rr} \\
&+ \gamma (A'' - A^2) \frac{X'}{X} \frac{d \phi'}{d \phi} h_{rr} \right\},
\end{align*}
\]

where

\[
\gamma \equiv 1 + 2 \frac{\mathcal{L}_X X}{\mathcal{L}_X},
\]

and

\[
\begin{align*}
\delta^{(2)} S_{\delta \phi} &= \frac{1}{\kappa} \int d^2 x \left\{ \frac{1}{2} \kappa \mathcal{L}_X \phi'^2 \delta \phi'^2 \\
&+ \frac{1}{2} \kappa \mathcal{L}_X \phi'^2 \phi'^2 - \frac{1}{2} \kappa \mathcal{L}_X \phi'^2 \\
&+ \frac{1}{2} \kappa \mathcal{L}_X \phi'^2 - \kappa \mathcal{L}_X \phi' \frac{d \phi}{d \phi} \right\}.
\end{align*}
\]

Obviously, \( \Xi \) is a Lagrangian multiplier, whose variation leads to a constraint equation:

\[
2A' h_{rr} = \kappa \mathcal{L}_X \phi' \delta \phi.
\]

The same equation was also derived in Ref. [47] from the equation of motion approach.

After eliminating \( h_{rr} \), \( \delta^{(2)} S \) becomes a quadratic action of \( \delta \phi \). The simplification of \( \delta^{(2)} S \) is the most intricate part of the present work. A key observation is that all the coefficients of can be rearranged as functions of only \( A', \phi' \), \( \gamma \) (or equivalently \( \mathcal{L}_X \)), \( X \), \( \mathcal{L}_X \), and the derivatives of \( \gamma \), \( X \), and \( \mathcal{L}_X \).

To see this clearly, we first note that Eq. (29) allows us to express \( A'' \) as a function of \( A', \phi' \), and \( \mathcal{L}_X \):

\[
A'' = A^2 - \frac{1}{4} \kappa \mathcal{L}_X \phi'^2.
\]

Similarly, by taking the derivative of \( X \), we can express \( \phi'' \) in terms of \( A', \phi', X \) and \( X' \):

\[
\phi'' = A' \phi' + \frac{1}{2} X' \phi'.
\]

Then, by taking the derivative of \( \mathcal{L}_X \) we obtain

\[
\mathcal{L}_{X,\phi} = \frac{1}{\phi'} (\mathcal{L}_{X} - \mathcal{L}_{X,XX})'.
\]

Finally, by taking the derivative of Eq. (29), and using Eqs. (43)- (45), we get

\[
\begin{align*}
\mathcal{L}_{\phi'} &= \frac{\mathcal{L}_X X' \phi'^2}{\phi'^2} + \frac{X^2 \mathcal{L}_X X}{\phi'^2} - \frac{\mathcal{L}_X X'^2}{\phi'^2} \\
&+ \frac{X' \mathcal{L}_X}{\phi'^2} - \frac{1}{2} \kappa \mathcal{L}_X^2 + \frac{2X \mathcal{L}_X}{\phi'^2}.
\end{align*}
\]

With Eqs. (43)-(46), a direct calculation shows that \( \delta^{(2)} S \) takes the following form:

\[
\begin{align*}
\delta^{(2)} S &= \frac{1}{2} \int d^2 x \mathcal{L}_X \left\{ \gamma \phi' - \frac{\gamma' \phi'}{X} + U \phi' \right\},
\end{align*}
\]

where

\[
\begin{align*}
U &= -\frac{\kappa \mathcal{L}_X X' \phi'^2}{2X A'} - \frac{\gamma \mathcal{L}_X \phi'^2}{2X A'} - \frac{\kappa \mathcal{L}_X^2 \phi'^4}{8A'^2} \\
&- \frac{\kappa \phi'^2 \mathcal{L}_X^2}{2} \gamma'' - \frac{\gamma' \mathcal{L}_X}{2X} + \frac{\gamma X'^2}{2X} - \frac{X^2}{2X} + \frac{\gamma' X'}{2X} + \frac{\mathcal{L}_X^2}{2X}.
\end{align*}
\]
To canonicalize the quadratic action, we conduct a field transformation
\[ G(t, r) = L_X^{1/2} \gamma^{1/4} \delta \phi, \] (49)
as well as a spatial coordinated transformation
\[ r \rightarrow y \equiv \int dr \gamma^{-1/2}, \] (50)
after simplification, we obtain
\[ \delta^{(2)} S = \frac{1}{2} \int dt dy \{ - \partial_y^2 G + \partial_y^G - V_{\text{eff}}(y) G \} G, \] (51)
where
\[ V_{\text{eff}}(y) \equiv \frac{\partial_y^2 f}{f}, \quad f \equiv L_X^{1/2} \gamma^{1/4} \frac{\partial_y \phi}{\partial_y A}. \] (52)
Note that in order the definitions in Eqs. (49) and (50) are meaningful, we demand \( L_X > 0 \) and \( \gamma > 0 \).

Obviously, the equation for the normal mode \( G \) is
\[ - \partial_y^2 G + \partial_y^G - V_{\text{eff}}(y) G = 0. \] (53)
After conducting the mode expansion
\[ G(t, y) = \sum_n e^{i \omega_n t} \psi_n(y), \] (54)
one immediately sees that \( \psi_n(y) \) satisfy a Schrödinger-like equation:
\[ \hat{H} \psi_n = - \frac{d^2 \psi_n}{dy^2} + V_{\text{eff}}(y) \psi_n = \omega_n^2 \psi_n. \] (55)
This equation is exactly the same one derived in Ref. [47].

One can check that the Hamiltonian operator in Eq. (55) can be factorized as follows:
\[ \hat{H} = \hat{A} \hat{A}^\dagger, \] (56)
where
\[ \hat{A} = \frac{d}{dy} + \frac{\partial_y f}{f}, \quad \hat{A}^\dagger = - \frac{d}{dy} + \frac{\partial_y f}{f}. \] (57)

Usually, the factorization of the Hamiltonian operator indicate the spectrum is positive-semidefinite [58], and therefore the background kink solution is stable. The ground state is the zero mode with the following wave function:
\[ \psi_0 \propto f. \] (58)

Factorizable Hamiltonian operators are also closely related to the study of supersymmetric quantum mechanics [52, 53]. For example, the superpotential is simply
\[ W(y) = \frac{\partial_y f}{f}, \] (59)
in terms of which, the effective potential \( V_{\text{eff}} \) can be written as
\[ V_{\text{eff}}(y) = W^2 + \partial_y W. \] (60)
Also, one can define a superpartner Hamiltonian for \( \hat{H} \):
\[ \hat{H}_- = \hat{A}^\dagger \hat{A}, \] (61)
the corresponding potential is
\[ V_-(y) = f \partial_y^2 (f^{-1}) = W^2 - \partial_y W. \] (62)
When both \( V_{\text{eff}} \) and \( V_- \) are nonsingular, the spectra of \( \hat{H} \) and \( \hat{H}_- \) are identical, except their zero modes. But if any one of the potentials is singular at some points, the supersymmetry might be broken, and the spectra are at most partially identical [53, 54, 55, 56, 57]. Even worse, bound states with negative eigenvalues might appear in the spectrum of \( \hat{H}_- \).

As shown in Refs. [40, 47], the effective potential \( V_{\text{eff}} \) for 2D symmetric gravitating kinks are typically divergent at \( x = 0 = y \) (because \( \partial_y A = 0 = \partial_x A \) here), and one must be careful with the stability issue.

4. Conclusions

In this work, we noticed the fact that the effective potentials \( V_{\text{eff}} \) for symmetric gravitating kinks are typically divergent at the origin, which means that the supersymmetry between \( \hat{H} \) and \( \hat{H}_- \) might be explicitly broken. If this is the case, then not just the symmetry between the spectra of \( \hat{H} \) and \( \hat{H}_- \) are broken, the spectrum of \( \hat{H}_- \) are not positive-semidefinite any more. On the other hand, the study of 5D thick branes has shown that if one starts with the equation of motion approach, but chooses an improper gauge condition (the longitude gauge, for instance), he might obtain \( \hat{H}_- \) rather than \( \hat{H} \). Only by starting with the quadratic action approach, could one obtain the correct Hamiltonian for the normal modes of perturbation.

For this reason, we reconsidered the stability issue of 2D gravitating kink solutions of Refs. [40, 47] from the quadratic action approach. Our results indicate that \( \delta \varphi = 0 \) is a proper gauge condition for the present 2D gravitating kink model, in the sense that the Schrödinger-like equations obtained from the equation of motion approach and from the quadratic action approach are equivalent. We also showed that the present 2D model is so simple that all the calculations can be conducted with the help of some Mathematica codes. The result of the present work can also be applied to other static solutions.
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