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Abstract: We consider a family of initial boundary value problems governed by a fractional diffusion equation with Caputo derivative in time, where the parameter is the Newton heat transfer coefficient linked to the Robin condition on the boundary. For each problem we prove existence and uniqueness of solution by a Fourier approach. This will enable us to also prove the convergence of the family of solutions to the solution of the limit problem, which is obtained by replacing the Robin boundary condition with a Dirichlet boundary condition.
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1 Introduction

Initial Boundary Value Problems (IBVPs) for the Fractional Diffusion Equation (FDE) have been profusely studied in the last years [11, 13, 17, 18, 22]. It is well known that the FDEs describe subdiffusion processes. That is, diffusion phenomena where the mean squared displacement of the particle is proportional to $t^{\alpha/2}$ instead of being proportional to $t^{1/2}$, as occurs when diffusion processes take place (see [10, 14] and references therein).

Let $\Omega$ be a bounded domain in $\mathbb{R}^d$ with sufficiently smooth boundary $\partial\Omega$ and let $T > 0$. Let $\Delta$ denote the usual Laplacian operator on $\mathbb{R}^d$. In this work we will study the IBVP associated to the FDE with the Caputo Derivative given by

$$\frac{C_0 D_\alpha}{D_t} u(x, t) = \Delta u(x, t), \quad (x, t) \in \Omega \times (0, T), \quad \text{(1)}$$

where $\alpha \in (0, 1)$ and $\frac{C_0 D_\alpha}{D_t}$ denotes the Caputo fractional derivative of order $\alpha$ in the $t$ variable. This is defined for every absolutely continuous function $f \in AC[0, T]$ by

$$\frac{C_0 D_\alpha}{D_t} f(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t (t - \tau)^{-\alpha} f'(\tau) d\tau. \quad \text{(2)}$$

We will adress the problem with a convective condition, that is, a boundary condition where the incoming flux is proportional to the temperature difference between the surface of the material and an imposed ambient temperature. They are also called Robin conditions, and they involve a linear combination of Dirichlet and Neumann conditions:

$$- \frac{\partial u}{\partial n}(x, t) = \beta [u(x, t) - u_\infty], \quad x \in \partial\Omega, \quad 0 < t < T, \quad \text{(3)}$$

where $\frac{\partial}{\partial n}$ denotes the unitary exterior normal derivative on $\partial\Omega$, $u_\infty$ is the external imposed temperature and the parameter $\beta$ is the Newton coefficient of heat transfer, which is a positive constant that will play an important role in later analysis.

More precisely, the IBVP for FDE in time and Robin condition with parameter $\beta \in \mathbb{R}^+$ and initial data $u_0 \in C(\Omega)$ that we will consider is the following

$$(i) \quad \frac{C_0 D_\alpha}{D_t} u(x, t) = \Delta u(x, t), \quad x \in \Omega, \quad 0 < t < T,$$
$$(ii) \quad u(x, 0) = u_0(x), \quad x \in \Omega,$$
$$(iii) \quad \frac{\partial u}{\partial n}(x, t) + \beta u(x, t) = 0, \quad x \in \partial\Omega, \quad 0 < t < T. \quad \text{(4)}$$

Notice that all the physical parameters involved in heat transfer, such as density, thermal conductivity or specific heat are considered constant equal one for the sake of simplicity, and the imposed temperature $u_\infty = 0$. We will refer to problem (4) as the $\beta-$IBVP.
Second-order parabolic equations in multidimensional domains, are usually treated by using variational calculus techniques (see for example [11, 3, 12] among several others), and one of the key tools used in the proofs (for example, proofs for existence and uniqueness) is the application of the following property

\[
\frac{d}{dt} |f(t)|^2 = 2 \left( \frac{d}{dt} f(t), f(t) \right)
\]

where the notation on the right hand side denotes an inner product and the left hand side has the derivative of the squared of the norm, in an appointed Hilbert space. The validity of property (5) follows from the Chain Rule. However, when working with fractional derivatives in time, we cannot deduce the same rule. Indeed, an analogous version of expression (5) for Caputo derivatives is the given in [21, Theorem 2.1] but in contrast to the simplicity of (5), the left hand side contains, besides the fractional derivative term, other terms involving integrals depending on time with singular kernels. We will, however, use some variational techniques throughout the process related to the spacial variable. Let us also recall that in [8] a unique existence result of strong solution as the linear combination of the single-layer potential, the volume potential, and the Poisson integral, is given for the same problem with Robin conditions. We will also not choose this path.

In our work, we will obtain existence and uniqueness of solution for each \( \beta \)-IBVP by a Fourier approach. Luchko in [13] and Sakamoto and Yamamoto in [13] took this approach for a more general operator than the Laplacian. They established the existence of a unique weak solution of an IBVP for the FDE (1) with Dirichlet boundary conditions in a bounded domain in \( \mathbb{R}^d \). In doing this, we will make use of the variational techniques we slighted before, and recall the works of Filinovsky in [4] and [5]. The main theorems we will prove are the following:

**Theorem 1.** Let \( \beta > 0 \). If \( u_0 \in L^2(\Omega) \) then there exists a unique weak solution \( u_\beta \in C((0,T]; L^2(\Omega)) \cap C((0,T]; H^1(\Omega)) \) to the \( \beta \)-IBVP (4) such that \( \frac{D_t^\beta}{\beta} u_\beta \in C((0,T]; L^2(\Omega)) \). Moreover,

\[
||u_\beta||_{C((0,T];L^2(\Omega))} \leq C||u_0||_{L^2(\Omega)},
\]

and we have

\[
u_\beta(x,t) = \sum_{n=1}^{\infty} (u_0, \psi_n(\beta; \cdot)) E_{\alpha,1}(-\lambda_n(\beta)t^\alpha) \psi_n(\beta; x)
\]

in \( C([0,T]; L^2(\Omega)) \cap C((0,T]; H^2(\Omega) \cap H^1(\Omega)) \).

**Theorem 2.** The family of solutions \( \{u_\beta\} \) of the \( \beta \)-IBVP (4), converges in \( L^2(\Omega) \) strong to the solution \( u_D \) to the \( D \)-IBVP when \( \beta \to \infty \), for every \( t \in (0,T) \).

The rest of this manuscript is structured as follows. In Section 2 some basics on fractional calculus and Sturm-Liouville theory related to the temporal and spacial variables respectively are given, as well as the definition of weak solution related to the Fourier approach. In Section 3 we study the \( \beta \)-IBVP by using the Fourier approach and Theorem 2 is proved. Finally, the convergence of the eigenvalues and the eigenfunctions of the \( u_\beta \) solutions are given in Section 4, leading to convergence in \( L^2(\Omega) \), for every \( t \in (0,T) \), of the \( u_\beta \) solutions to the \( u_D \) solution when \( \beta \to \infty \) as stated in Theorem 2. Finally, in order to illustrate the convergence result given in Section 4, we aboard the one-dimensional case and give some examples using SageMath software in Section 5.

## 2 Preliminaries

### 2.1 Temporal variable: Fractional Calculus and functions involved

**Definition 1.** Let \( 0 < \alpha < 1 \) be. For \( f \in L^1(0,T) \), we define the fractional Riemann–Liouville integral of order \( \alpha \) as

\[
_{0}I^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-\tau)^{\alpha-1} f(\tau) d\tau.
\]
Note 1. The Caputo derivative of order $\alpha$ defined in (2) can be expressed in terms of the fractional integral of Riemann-Liouville of order $1-\alpha$ by

$$C_0^\alpha D^\alpha f(t) = \left[ 0I^{1-\alpha}(f') \right](t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-\tau)^{-\alpha} f'(\tau) d\tau,$$

for every $t \in (0,T)$.

When dealing with fractional derivatives, it is widely known the importance of the Mittag-Leffler functions and its properties. We recall them now.

Definition 2. For every $t \in \mathbb{R}^+_0$ and $\alpha > 0$, the Mittag-Leffler function is defined by

$$E_\alpha(t) = \sum_{k=0}^{\infty} t^k \frac{1}{\Gamma(\frac{k}{\alpha})}.$$  

(9)

Proposition 1. For $\alpha \in (0,1)$ and $\lambda \in \mathbb{R}$ the next assertions follow:

1. If $\lambda > 0$, then $E_\alpha(-\lambda t^\alpha)$ is a positive decreasing function for $t \in \mathbb{R}^+_0$ such that

$$E_\alpha(-\lambda t^\alpha) \leq 1.$$  

(10)

Moreover, there exists a constant $C > 0$ such that for every $t \in \mathbb{R}^+_0$,

$$E_\alpha(-\lambda t^\alpha) \leq \frac{C}{1 + \lambda t^\alpha}.$$  

(11)

2. For every $t \in \mathbb{R}^+_0$ and $\lambda > 0$,

$$C_0^\alpha D^\alpha E_\alpha(-\lambda t^\alpha) = -\lambda E_\alpha(-\lambda t^\alpha).$$  

(12)

Proof. The first part easily follows from the definition. See [6, Corollary 3.7] for the estimate (11) and [2, Theorem 4.3] for item 2.

2.2 Space variable: Sobolev spaces, variational formulation

Let us denote the usual $L^2(\Omega)$ inner product and the usual associated norm by $(u,v)$ and $||u||_{L^2(\Omega)}$, respectively. For the standard Sobolev spaces $H^m(\Omega)$ we consider the inner product

$$(u,v)_{H^m(\Omega)} = \sum_{0 \leq |\sigma| \leq m} (D^\sigma u, D^\sigma v)$$

and the respective associated norm

$$||u||_{H^m(\Omega)} = \left( \sum_{0 \leq |\sigma| \leq m} ||D^\sigma u||_{L^2(\Omega)}^2 \right)^{1/2}.$$  

Also, the space $H_0^1(\Omega)$ denotes the closure of $C_0^\infty(\Omega)$ in $H^1(\Omega)$.

We will work with some other bilinear forms, inner products and norms, let us describe them below and give some references.

In $H_0^1(\Omega)$ we have the bilinear form defined by

$$a: H_0^1(\Omega) \times H_0^1(\Omega) \rightarrow \mathbb{R}$$

$$(u,v) \rightarrow a(u,v) = \int_\Omega \nabla u \nabla v dx$$  

(13)

and in $H^1(\Omega)$ we have the bilinear form defined by

$$a_\beta: H^1(\Omega) \times H^1(\Omega) \rightarrow \mathbb{R}$$

$$(u,v) \rightarrow a_\beta(u,v) = \int_\Omega \nabla u \nabla v dx + \beta \int_{\partial\Omega} uv d\gamma.$$  

(14)

Note that in $H^1(\Omega)$ we have that $||v||_{H^1(\Omega)} = [a(v,v) + (v,v)]^{1/2}$. The next Lemma was proved in [19, 20] and it is a very useful tool.
**Lemma 1.** There exists a constant $\eta_1 > 0$ such that

$$a(v, v) + \int_{\partial \Omega} v^2 \, d\gamma \geq \eta_1 \|v\|^2_{H^1(\Omega)} \quad \forall v \in H^1(\Omega).$$

(15)

Moreover, the induced norm $\sqrt{a_\beta(\cdot, \cdot)}$ in $H^1(\Omega)$ is equivalent to the classical norm in $H^1(\Omega)$ and there exists a constant $\eta_\beta = \eta_1 \cdot \min \{1, \beta\}$ such that

$$a_\beta(v, v) \geq \eta_\beta \|v\|^2_{H^1(\Omega)} \quad \forall v \in H^1(\Omega).$$

(16)

The next theorem is well known (see [1] Theorem 9.31), and we present it for the benefit of the reader.

**Theorem 3.** There is a Hilbert basis $\{\varphi_n(\cdot)\}_{n \geq 1}$ of $L^2(\Omega)$ and a sequence of real positive numbers $\{\lambda_n^D\}_{n \geq 1}$, $0 < \lambda_1^D < \lambda_2^D \leq \ldots$ enumerated according to their multiplicities, with $\lambda_n^D \rightarrow \infty$ such that

(i) $\varphi_n(\cdot) \in H^1(\Omega) \cap C^\infty(\Omega)$ and

(ii) $\Delta \varphi_n(x) + \lambda_n^D \varphi_n(x) = 0$, $x \in \Omega$.

The $\lambda_n^D$’s are the eigenvalues of $-\Delta$ with Dirichlet boundary condition, and the $\varphi_n$’s are the associated eigenfunctions.

Following the same variational techniques and compact operators arguments, it is straightforward to derive the next result which is analogous to Theorem 3 for the $\beta - IBVP$:

**Theorem 4.** For every $\beta > 0$, there is a Hilbert basis $\{\psi_n(\beta, \cdot)\}_{n \geq 1}$ of $L^2(\Omega)$ and a sequence of real positive numbers $\{\lambda_n(\beta)\}_{n \geq 1}$, $0 < \lambda_1(\beta) < \lambda_2(\beta) \leq \ldots$ enumerated according to their multiplicities, with $\lambda_n(\beta) \rightarrow \infty$ such that

(i) $\psi_n(\beta, \cdot) \in H^1(\Omega) \cap C^\infty(\Omega)$,

(ii) $\Delta \psi_n(\beta, x) + \lambda_n(\beta) \psi_n(\beta, x) = 0$, $x \in \Omega$, and

(iii) $\frac{\partial}{\partial n} \psi_n(\beta, x) + \beta \psi_n(\beta, x) = 0$ for every $x \in \partial \Omega$.

The $\lambda_n(\beta)$’s are the eigenvalues of $-\Delta$ with Robin boundary condition of parameter $\beta$, and the $\psi_n(\beta, \cdot)$’s are the associated eigenfunctions.

### 2.3 Weak solutions.

Following the work of [18], we define now the idea of weak solution related to problems (6), (4) and the Fourier approach proposed. These are somewhat technical definitions but we need them for the sake of rigourosity. Let us consider the space

$$W^1_1(\Omega \times [0, T]) = \{w : w(x, \cdot) \in AC[0, T]\}. \quad (17)$$

For the Fractional Diffusion Equation we have:

**Definition 3.** We say that a function $w : [0, T] \rightarrow L^2(\Omega)$ is a weak solution to the FDE (1) if there exists a sequence $(w_n)_{n \in \mathbb{N}}$ of smooth functions in $C(\Omega \times [0, T]) \cap C^\infty(\Omega \times (0, T)) \cap W^1_1(\Omega \times [0, T])$ such that $w_n$ verifies the FDE (1) in the classical sense for every $n \in \mathbb{N}$, and:

(i) $w_n \rightarrow w$ in $L^2(\Omega)$, a.e. in $(0, T)$.

(ii) There exists $v \in C((0, T); L^2(\Omega))$ such that $\lim_{n \rightarrow \infty} \|\mathcal{D}^\alpha_0 w_n(\cdot, t) - v(\cdot, t)\|_{L^2(\Omega)} = 0$ a.e. in $(0, T)$. In such a case we will write $v = \mathcal{D}^\alpha_0 w$.

(iii) $\Delta w \in C((0, T); L^2(\Omega))$ and $\mathcal{D}^\alpha_0 w = \Delta w$ in $L^2(\Omega)$, a.e. $(0, T)$.

Next, for the Dirichlet Initial Boundary Value Problem we have:

**Definition 4.** We say that $u$ is a weak solution to problem (6) if there exists a sequence $(u_n)_{n \in \mathbb{N}}$ of functions in $C(\Omega \times [0, T]) \cap C^\infty(\Omega \times (0, T)) \cap W^1_1(\Omega \times [0, T])$ such that
3 The Fourier Approach

Following the lines of the works [13] and [18], we look for a solution to problem (1) constructed analytically by using the Fourier method of variable separation. Thus, let us recall first Theorem 2.1 of [18].

The first one is regarding the spatial variable by considering the spatial equation in (23) together with the initial condition (4) (ii). More precisely, we have problems:

(i) There exist a sequence \( (u_n)_{n \in \mathbb{N}} \) in \( C(\Omega) \) such that \( u_{n0} \to u_0 \in L^2(\Omega) \) and for every \( n \in \mathbb{N} \), \( u_n \) is a classical solution to the approximate problem

\[
\begin{align*}
(i) & \quad \frac{\partial}{\partial t} D^{\alpha}_n u_n(x, t) = \Delta u_n(x, t), \quad x \in \Omega, \; 0 < t < T, \\
(ii) & \quad u_n(x, 0) = u_{n0}(x), \quad x \in \Omega \\
(iii) & \quad u_n(x, t) = 0, \quad x \in \partial \Omega, \; 0 < t < T. 
\end{align*}
\]  

(ii) \( \frac{\partial}{\partial t} D^{\alpha}_n u \) exists in the sense defined in Definition 3 and \( u \) is a weak solution to (1).

(iii) \( u \in C([0, T]; L^2(\Omega)) \) and \( \lim_{t \to 0} \| u(\cdot, t) - u_0 \|_{L^2(\Omega)} = 0. \)

And finally, for the Robin Initial Boundary Value Problem we have:

Definition 5. We say that \( u \) is a weak solution to problem (1) if there exists a sequence \( (u_n)_{n \in \mathbb{N}} \) of functions in \( C(\Omega \times [0, T]) \cap C^2_\alpha(\Omega \times (0, T)) \cap W^1_2(\Omega \times [0, T]) \) such that

(i) There exist a sequence \( (u_n)_{n \in \mathbb{N}} \) in \( C(\Omega) \) such that \( u_{n0} \to u_0 \in L^2(\Omega) \) and for every \( n \in \mathbb{N} \), \( u_n \) is a classical solution to the approximate problem

\[
\begin{align*}
(i) & \quad \frac{\partial}{\partial t} D^{\alpha}_n u_n(x, t) = \Delta u_n(x, t), \quad x \in \Omega, \; 0 < t < T, \\
(ii) & \quad u_n(x, 0) = u_{n0}(x), \quad x \in \Omega \\
(iii) & \quad \frac{\partial}{\partial \nu} u_n(x, t) + \beta u_n(x, t) = 0, \quad x \in \partial \Omega, \; 0 < t < T. 
\end{align*}
\]  

(ii) \( \frac{\partial}{\partial t} D^{\alpha}_n u \) exists in the sense defined in Definition 3 and \( u \) is a weak solution to (1).

(iii) \( u \in C([0, T]; L^2(\Omega)) \) and \( \lim_{t \to 0} \| u(\cdot, t) - u_0 \|_{L^2(\Omega)} = 0. \)
and

\begin{align}
(i) & \quad \frac{C}{0} D_t^\alpha t \eta(t) = -\lambda \eta(t), \quad t \in (0, T), \\
(ii) & \quad \eta(0) = 1.
\end{align}

According to Theorem 4 and Proposition 1 item 3, it is natural to consider function \( u_\beta : [0, T] \to L^2(\Omega) \) defined as a series

\[ u_\beta(x, t) = \sum_{n=1}^{\infty} (u_0, \psi_n(\beta; \cdot)) E_\alpha(-\lambda_n(\beta)t^\alpha) \psi_n(\beta; x) \]

as a desired solution to problem (4), where \( (\psi_n(\beta), \lambda_n(\beta)) \) are the eigenfunctions and eigenvalues given in Theorem 4.

It is easy to prove that \( u_\beta \) is well defined. Let us see that \( u_\beta \) is a weak solution to equation (11) in the sense of Definition 3. For that purpose let \( w : (0, T) \to L^2(\Omega) \) be the function defined by

\[ w(x, t) = \sum_{n=1}^{\infty} (u_0, \psi_n(\beta; \cdot)) E_\alpha(-\lambda_n(\beta)t^\alpha)(-\lambda_n(\beta)) \psi_n(\beta; x) \]

which is well defined. Indeed, by applying inequality (11) we get

\[
||w(\cdot, t)||^2_{L^2(\Omega)} = \sum_{n=1}^{\infty} |(u_0, \psi_n(\beta; \cdot))|^2 |E_\alpha(-\lambda_n(\beta)t^\alpha)|^2 \lambda_n^2(\beta) \\
\leq C \sum_{n=1}^{\infty} |(u_0, \psi_n(\beta; \cdot))|^2 \left( \frac{\lambda_n(\beta)}{1 + \lambda_n(\beta)t^\alpha} \right)^2 \leq C ||u_0||_{L^2(\Omega)}^2 t^{-2\alpha}.
\]

By the other side, let the sequence \((w_n)_{n \in \mathbb{N}}\) be, where for every \( n \in \mathbb{N} \) the function \( w_n : (\Omega \times [0, T]) \to \mathbb{R} \) is given by the finite sum

\[ w_n(x, t) = \sum_{k=1}^{n} (u_0, \psi_k(\beta)) E_\alpha(-\lambda_k(\beta)t^\alpha)(-\lambda_k(\beta)) \psi_k(\beta; x). \]

Clearly, if we define the functions \( u_{\beta n} = \sum_{k=1}^{n} (u_0, \psi_k(\beta)) E_\alpha(-\lambda_k(\beta)t^\alpha)(-\lambda_k(\beta)) \psi_k(\beta; x) \) for every natural \( n \), we have that \( \frac{C}{0} D_t^\alpha u_{\beta n}(x, t) = w_n \).

Now, for every \( t > 0 \) we have

\[
||w(\cdot, t) - \frac{C}{0} D_t^\alpha u_{\beta n}(\cdot, t)||^2_{L^2(\Omega)} = \sum_{k=n+1}^{\infty} |(u_0, \psi_k(\beta; \cdot))|^2 |E_\alpha(-\lambda_k(\beta)t^\alpha)|^2 \lambda_k^2(\beta) \\
\leq Ct^{-2\alpha} \sum_{k=n+1}^{\infty} |(u_0, \varphi_k(\cdot))|^2 \to 0, \text{ if } n \to \infty
\]

from where we conclude that \( w = \frac{C}{0} D_t^\alpha u_\beta \) in the sense of Definition 3.

Analogously, we deduce that \( \Delta u = w \) and we conclude that

\[ \frac{C}{0} D_t^\alpha u_\beta = \Delta u_\beta \text{ in } L^2(\Omega), \text{ a.e. } (0, T), \text{ for every } \beta > 0, \]

that is, \( u_\beta \) is a weak solution to the FDE (11).

**Remark 1.** It is straightforward that (26) is a weak solution to problem (4) according to Definition 3. Note that the boundary conditions are verified from Theorem 4.

From the previous reasoning we state the following Lemma.

**Lemma 2.** The function (26) belongs to \( C([0, T]; L^2(\Omega)) \) and it is a weak solution to the FDE (11) in the sense of Definition 3.

The proof of the next theorem is obtained by mimicking the steps of the proof of Theorem 5 given in 18 and we are lead to a similar result for the \( \beta \)-IBVP. The difference is on the Robin conditions and the spaces of functions involved. However, we include it for the sake of completeness. Thus, with the notation from Theorem 4 we have the following.
Theorem 6. Let $\beta > 0$. If $u_0 \in L^2(\Omega)$ then there exists a unique weak solution $u_\beta \in C([0, T]; L^2(\Omega)) \cap C((0, T]; H^1(\Omega))$ to the $\beta$-IBVP (1) such that $C^2 \Delta^{\alpha} u_\beta \in C((0, T]; L^2(\Omega))$. Moreover, $u_\beta$ is given by the series

$$||u_\beta||_{C([0, T]; L^2(\Omega))} \leq ||u_0||_{L^2(\Omega)}, \quad (29)$$

Proof. We first prove that, if $u$ is a formal solution to (1)(i), (ii) and (iii), then $u$ is the weak solution given by (27).

Let $t \in [0, T]$. If $u(\cdot, t) \in L^2(\Omega)$, then from Theorem 4 we have the following expansion. For $x \in \Omega$, $u(\cdot, t) = \sum_{n=1}^{\infty} (u(\cdot, t), \psi_n(\beta; \cdot)) \psi_n(\beta; x)$, where we defined $u_n(\beta; t) := (u(\cdot, t), \psi_n(\beta; \cdot))$.

Since $\Delta^{\alpha} u(x, t) = \Delta u(x, t)$ for $x \in \Omega$, it follows that also we have for each $n \in \mathbb{N}$,

$$\Delta u(x, t) = (\Delta u(x, t), \psi_n(\beta; \cdot)) = -\lambda_n(\beta) u_n(\beta; t). \quad \text{(28)}$$

To extract some information on $u$ from the above equation let us compute both sides and then compare them.

For the left side we recall the definition for the Caputo derivative, namely formula (2). By applying Fubini’s Theorem and the derivation under the integral sign Theorem we end up with

$$\Delta u(x, t) = \frac{d}{dt} |_0^t \Delta^{\alpha} u(x, t), \psi_n(\beta; \cdot)) = \frac{d}{dt} \Delta^{\alpha} u(x, t), \psi_n(\beta; \cdot)) = (\Delta u(x, t), \psi_n(\beta; \cdot)). \quad \text{(29)}$$

Thus for each $n \in \mathbb{N}$ we are left with an ordinary fractional differential equation together with the initial condition (2)(ii), that is to say, the following initial value problem,

$$\frac{d}{dt} \Delta^{\alpha} u_n(\beta; t) = -\lambda_n(\beta) u_n(\beta; t), \quad \text{for } t > 0 \quad \text{(30)}$$

The well known theory (see for example [15], or [9], among others) provides us with a unique solution for this problem by means of the Mittag-Leffler functions that we defined in Section 2. More precisely,

$$u_n(\beta; t) = (u_0, \psi_n(\beta; \cdot)) E_\alpha (-\lambda_n(\beta) t^\alpha). \quad \text{(31)}$$

Replacing the above solution in (30) gives us the desired expression for $u$ which coincide with the function given in (26) and then the formal solution constructed is a weak solution to problem (1) according to Lemma 2.

Now, from

$$||u_\beta(\cdot, t)||_{L^2(\Omega)}^2 = \sum_{n=1}^{\infty} |(u_0, \psi_n(\beta; \cdot))|^2 |E_\alpha (-\lambda_n(\beta) t^\alpha)|^2 \leq ||u_0||_{L^2(\Omega)}^2 \quad \text{(32)}$$

we deduce that $u_\beta \in L^2(\Omega)$ for every $t \in [0, T]$; moreover we have that $\psi_n(\cdot, \cdot) \in C([0, T]; L^2(\Omega))$ and $||u_\beta||_{C([0, T]; L^2(\Omega))} \leq ||u_0||_{L^2(\Omega)}$.

Let us show next that $u_\beta \in C((0, T]; H^1(\Omega))$. In order to do this, let us note that the family $\{\psi_n(\beta; \cdot)\}_{n \in \mathbb{N}}$ is orthogonal with respect to the norm $\sqrt{a_\beta(\cdot, \cdot)}$, which is equivalent to the $||\cdot||_{H^1}$ norm as was stated in Lemma 4. Indeed, for every $k, l \in \mathbb{N}$,

$$a_\beta(\psi_k(\beta; \cdot), \psi_l(\beta; \cdot)) = \int_{\Omega} \nabla \psi_k(\beta) \nabla \psi_l(\beta) \, dx + \beta \int_{\partial \Omega} \psi_k(\beta) \psi_l(\beta) \, d\gamma = \int_{\Omega} \Delta \psi_k(\beta) \psi_l(\beta) \, dx + \beta \int_{\partial \Omega} \psi_k(\beta) \psi_l(\beta) \, d\gamma = \int_{\Omega} \lambda_n(\beta) \psi_k(\beta) \psi_l(\beta) \, dx + \beta \int_{\partial \Omega} \psi_k(\beta) \psi_l(\beta) \, d\gamma = \int_{\Omega} \lambda_n(\beta) \delta_{kl} \psi_k(\beta) \psi_l(\beta) \, dx = \lambda_n(\beta) \delta_{kl}$$
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where $\delta_{kl}$ denotes the Kronecker's delta and we have applied Green's theorem, then the fact that every $\psi_k$ verifies (ii) and (iii) in Theorem 3 and finally that $\{\psi(\beta)_k\}$ is an orthonormal basis in $L^2(\Omega)$.

Hence, for every $t > 0$ we have

$$a_\beta(u_\beta(\cdot,t), u_\beta(\cdot,t)) = \sum_{n=1}^{\infty} \frac{|(u_0, \psi_n(\beta; \cdot))|^2 E_\alpha(-\lambda_n(\beta)t_\alpha)^2 \lambda_n(\beta)}{\lambda_1(\beta)} \leq \frac{C}{\lambda_1(\beta)t_\alpha^{2\alpha}} ||u_0||^2_{L^2(\Omega)}$$

from where we conclude that $u_\beta \in C((0,T]; H^1(\Omega))$.

Now, for the series

$$\Delta u_\beta(x, t) = \sum_{n=1}^{\infty} (u_0, \psi_n(\beta; \cdot)) E_\alpha(-\lambda_n(\beta)t_\alpha)(-\lambda_n(\beta))\psi_n(\beta; x, t)$$

it holds that

$$||\Delta u_\beta(\cdot, t)||^2_{L^2(\Omega)} = \sum_{n=1}^{\infty} ||(u_0, \psi_n(\beta; \cdot))|^2 E_\alpha(-\lambda_n(\beta)t_\alpha)^2 \lambda_n^2(\beta) \leq \frac{C}{t_\alpha^{2\alpha}} ||u_0||^2_{L^2(\Omega)},$$

which shows that the series is uniformly convergent in $t \in [\delta, T]$ for any given $\delta > 0$ and thus, $\Delta u_\beta \in C((0,T]; L^2(\Omega))$. Taking into account that $\frac{\partial}{\partial t} D^n u_\beta = \Delta u_\beta$ in $L^2(\Omega)$ we also have that $\frac{\partial}{\partial t} D^n u_\beta \in C((0,T]; L^2(\Omega))$.

To finally see that we have constructed a weak solution, let us check that

$$\lim_{t \to 0} ||u_\beta(\cdot, t) - u_0||_{L^2(\Omega)} = 0. \quad (32)$$

Again we use the series expansions in $L^2(\Omega)$ and the properties of the Mittag-Leffler functions:

$$||u_\beta(\cdot, t) - u_0||^2_{L^2(\Omega)} \leq \sum_{n=1}^{\infty} ||(u_0, \psi_n(\beta; \cdot))|^2 |E_\alpha(-\lambda_n(\beta)t_\alpha) - 1|^2 \leq \sum_{n=1}^{\infty} ||(u_0, \psi_n(\beta; \cdot))|^2 \left[ \left( \frac{C}{1 + \lambda_n(\beta)t_\alpha} \right)^2 + 1 \right],$$

which is convergent for every $t \in [0,T]$. Hence we can interchange the sum and the limit, and observing that $\lim_{t \to 0} E_\alpha(-\lambda_n t_\alpha) = 1$, the desired limit (32) holds.

The last step is to prove uniqueness. Let us consider $u_0 \equiv 0$, we will show that the only solution to the IBVP $\beta$ is the trivial one. Indeed, for each $n \in \mathbb{N}$ the problem [34] has unique trivial solution $u_n(\beta, t) = 0$ for $t \in [0,T]$. Hence the series that defines $u$ must be the zero function.

\[ \square \]

### 4 Convergences

In this section we analyze the convergence of the solution $u_\beta$ of the $\beta$–IBVP [4], to the solution $u_D$ of the $D$–IBVP [24].

Let us now study the very interesting relation between the eigenvalues and the eigenfunctions given in Theorems 3 and Theorem 4. In a recent work of Filinovsky, namely [4], the following theorem is proved through variational techniques.

**Theorem 7.** For $k \in \mathbb{N}$ and $\beta > 0$ the eigenvalues given in Theorems 3 and 4 enumerated according to their multiplicities, satisfies the following estimate

$$0 \leq \lambda_k^D - \lambda_k(\beta) \leq C_1 \beta^{-\frac{1}{2}} (\lambda_k^D)^2,$$  \quad (33)

where the constant $C_1$ does not depend on $k$. 
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From (33) it is obvious that
\[ \lim_{\beta \to \infty} \lambda_k(\beta) = \lambda_k^D, \text{ for every } k \in \mathbb{N}. \] (34)

The next Theorem deals with the weak convergence related to the eigenfunctions.

Let us observe that a similar result is given in an even more recent work [5] of Filinovsky, but we present a different proof according to our problems.

**Theorem 8.** Let \( \{ \varphi_k \}_k \) and \( \{ \lambda_k^D \}_k \) be the sequence of eigenfunctions and eigenvalues of the Dirichlet problem given in Theorem 3, where \( \lambda_1^D < \lambda_2^D \leq \ldots \to \infty \). And let \( \{ \psi_k(\beta) \}_k \) and \( \{ \lambda_k(\beta) \}_k \) be the sequence of eigenfunctions and eigenvalues of the Robin eigenvalue problem given in (4), where \( \lambda_1(\beta) < \lambda_2(\beta) \leq \ldots \to \infty \). Then for each \( k = 1, 2, \ldots \)
\[ \psi_k(\beta) \to \varphi_k \text{ weak in } H^1(\Omega), \text{ when } \beta \to \infty. \] (35)

**Proof.** For each fixed \( k \in \mathbb{N} \) let \( \lambda_k(\beta) \) and \( \lambda_k^D \) be the eigenvalues given in Theorems 4 and 3 respectively. Being \( \varphi_k \) a function that verifies (i) and (ii) of Theorem 3 and \( \psi_k(\beta) \) a function that verifies (ii) and (iii) of Theorem 4 we can consider the bilinear forms given in (13) and (14) and affirm that:

i) The eigenfunction \( \varphi_k \) is the unique solution to the variational problem: Find the function \( u \in H_0^1(\Omega) \) such that
\[ a(u, v) = \lambda_k^D(u, v) \text{ for every } v \in H_0^1(\Omega). \] (36)

ii) The eigenfunction \( \psi_k(\beta) \) is the unique solution to the problem: Find the function \( u \in H^1(\Omega) \) such that
\[ a_\beta(u, v) = \lambda_k(\beta)(u, v) \text{ for every } v \in H^1(\Omega). \] (37)

Replacing \( v = \psi_k(\beta) - \varphi_k \in H^1(\Omega) \) in (37), subtracting \( a(\varphi_k, \psi_k(\beta) - \varphi_k) \) to both members we get
\[ a(\psi_k(\beta) - \varphi_k, \psi_k(\beta) - \varphi_k) + \int_{\partial \Omega} (\psi_k(\beta) - \varphi_k)^2 \, d\gamma + (\beta - 1) \int_{\partial \Omega} (\psi_k(\beta) - \varphi_k)^2 \, d\gamma = \lambda_k(\beta)(\psi_k(\beta), \psi_k(\beta) - \varphi_k) - a(\varphi_k, \psi_k(\beta) - \varphi_k). \] (38)

From the continuity of the bilinear form \( a \), the inequality (15), being \( \varphi_k = 0 \) in \( \partial \Omega \), splitting \( \beta = (\beta - 1) + 1 \) for \( \beta > 1 \) as in [20], and applying Theorem 7 we obtain
\[ \eta_1||\psi_k(\beta) - \varphi_k||_{H^1(\Omega)}^2 + (\beta - 1) \int_{\partial \Omega} (\psi_k(\beta))^2 \, d\gamma \leq \]
\[ \leq M_k||\psi_k(\beta)||_{L^2(\Omega)}||\psi_k(\beta) - \varphi_k||_{L^2(\Omega)} + C||\varphi_k||_{H^1(\Omega)}||\psi_k(\beta) - \varphi_k||_{H^1(\Omega)}. \] (39)

Naming \( C_k := M_k + C||\varphi_k||_{H^1(\Omega)} \) we get
\[ \eta_1||\psi_k(\beta) - \varphi_k||_{H^1(\Omega)}^2 + (\beta - 1) \int_{\partial \Omega} \psi_k(\beta)^2 \, d\gamma \leq C_k||\psi_k(\beta) - \varphi_k||_{H^1(\Omega)}. \] (40)

From (40) we can state that
\[ ||\psi_k(\beta) - \varphi_k||_{H^1(\Omega)} \leq \frac{C_k}{\eta_1}, \] (41)
and from (40) and (41)
\[ (\beta - 1) \int_{\partial \Omega} \psi_k(\beta)^2 \, d\gamma \leq \frac{C_k^2}{\eta_1}. \] (42)

Inequality (41) implies that \( \{ \psi_k(\beta) \}_\beta \) is bounded in \( H^1(\Omega) \), then there exists \( \xi_k \in H^1(\Omega) \) such that
\[ \psi_k(\beta) \to \xi_k \text{ in } H^1(\Omega) \text{ weak }, \text{ when } \beta \to \infty. \] (43)

By taking the limit when \( \beta \to \infty \) in (12) and by using the lower semicontinuity of \( v \to \int_{\partial \Omega} v^2 \, d\gamma \), it holds that \( \xi_k|_{\partial \Omega} = 0. \) Then
\[ \xi \in H_0^1(\Omega). \] (44)
Finally, note that from (37) we have that
\[ a(\psi_k(\beta), w) = \lambda_k(\beta)(\psi_k(\beta), w) \quad \text{for every } w \in H^1_0(\Omega), \tag{45} \]

Taking the limit when \( \beta \to \infty \) in (45) and using (44) and Theorem [7] we obtain
\[ a(\xi_k, w) = \lambda_k^D(\xi_k, w) \quad \text{for every } w \in H^1_0(\Omega), \tag{46} \]

Then, from (46) and the uniqueness of (36) we conclude that \( \xi_k = \varphi_k \) and the thesis holds. \( \square \)

**Theorem 9.** The family of solutions \( \{u_\beta\} \) of the \( \beta - \text{IBVP} \) [4], converges to the solution \( u_D \) to the \( D - \text{IBVP} \) in \( L^2(\Omega) \) when \( \beta \to \infty \), for every \( t \in (0, T) \).

**Proof.** Fix \( t > 0 \). From (20) and (29) we can choose a natural number \( N \) such that
\[ \sum_{k=N+1}^{\infty} ||(u_0, \varphi_k)||^2 |E_\alpha(-\lambda_k^D t^\alpha)|^2 < \varepsilon^2 \tag{47} \]

and
\[ \sum_{k=N+1}^{\infty} ||(u_0, \psi_k(\beta))||^2 |E_\alpha(-\lambda_k(\beta)t^\alpha)|^2 < \varepsilon^2. \tag{48} \]

Therefore, we have:
\[ \|u_D(\cdot, t) - u_\beta(\cdot, t)\|_{L^2(\Omega)} \leq \left( \|A_N\|_{L^2(\Omega)} + \|B_N\|_{L^2(\Omega)} + \|C_N\|_{L^2(\Omega)} \right) \]
\[ \leq \|A_N\|_{L^2(\Omega)} + 2\varepsilon, \tag{49} \]

where
\[ A_N := \sum_{k=1}^{N} [(u_0, \varphi_k)E_\alpha(-\lambda_k^D t^\alpha)\varphi_k - (u_0, \psi_k(\beta))E_\alpha(-\lambda_k(\beta)t^\alpha)\psi_k(\beta)], \tag{50} \]
\[ B_N := \sum_{k=N+1}^{\infty} (u_0, \varphi_k)E_\alpha(-\lambda_k^D t^\alpha)\varphi_k, \tag{51} \]
\[ C_N := \sum_{k=N+1}^{\infty} (u_0, \psi_k(\beta))E_\alpha(-\lambda_k(\beta)t^\alpha)\psi_k(\beta), \tag{52} \]

and we have applied inequalities (47) and (48). Now
\[ \|A_N\|_{L^2(\Omega)} \leq \sum_{k=1}^{N} \left[ \|(u_0, \varphi_k)E_\alpha(-\lambda_k^D t^\alpha)\varphi_k - (u_0, \psi_k(\beta))E_\alpha(-\lambda_k(\beta)t^\alpha)\varphi_k\|_{L^2(\Omega)} \right. \]
\[ + \left. \|(u_0, \psi_k(\beta))E_\alpha(-\lambda_k^D t^\alpha)\varphi_k - (u_0, \psi_k(\beta))E_\alpha(-\lambda_k(\beta)t^\alpha)\varphi_k\|_{L^2(\Omega)} \right. \]
\[ + \left. \|(u_0, \psi_k(\beta))E_\alpha(-\lambda_k(\beta)t^\alpha)\psi_k(\beta) - (u_0, \psi_k(\beta))E_\alpha(-\lambda_k(\beta)t^\alpha)\psi_k(\beta)\|_{L^2(\Omega)} \right]. \tag{53} \]

Now, for each \( k \in \{1, \ldots, N\} \) we have:
(I) From Theorem [8] there exists \( \beta_{I,N}^k > 0 \) such that if \( \beta > \beta_{I,N}^k \), then
\[ ||(u_0, \varphi_k) - (u_0, \psi_k(\beta)|| < \frac{\varepsilon}{N}. \]

(II) Using again Theorem [8] we have that the real values \( ||(u_0, \psi_k(\beta)|| \) are bounded for \( \beta \) big enough, that is, there exist \( \beta_{I,N}^k > 0 \) and \( M_k > 0 \) such that if \( \beta > \beta_{I,N}^k \), then
\[ ||(u_0, \psi_k(\beta)|| < M_k. \]
Here, we have that the boundary of the domain consists of two points, namely
\[ \beta \]
the Mittag-Leffler function:
\[ \eta \]
will write
\[ E_\alpha(-\lambda_k t^\alpha) - E_\alpha(-\lambda_k(\beta) t^\alpha) \leq \frac{\varepsilon}{N}. \]

(III) From the continuity of the Mittag-Leffler functions and Theorem 7, there exists \( \beta_{III,N} > 0 \) such that if
\[ \beta > \beta_{III,N}, \]
then
\[ |E_\alpha(-\lambda_k t^\alpha) - E_\alpha(-\lambda_k(\beta) t^\alpha)| < \frac{\varepsilon}{N}. \]

(IV) From Theorem 8, since weak convergence in \( H^1 \) gives strong convergence in \( L^2 \), there exists \( \beta_{IV,N} > 0 \) such that if \( \beta > \beta_{IV,N} \), then
\[ \|\varphi_k - \psi_k(\beta)\|_{L^2(\Omega)} < \frac{\varepsilon}{N}. \]

Finally, taking \( M = \max_{1 \leq k \leq N} M_k \) and \( \bar{\beta} = \max\{ \beta_k^l; l = I, II, III, IV; k = 1, \ldots, N \} \) we deduce that for \( \beta > \bar{\beta} \),
\[ \|A_N\|_2 < (2M + 1)\varepsilon. \] (54)

From (49) and (54) we conclude that, for every \( t \in (0,T) \) it holds that
\[ \lim_{\beta \to \infty} \|u_D(.,t) - u_\beta(.,t)\|_{L^2(\Omega)} = 0, \] as desired. \( \square \)

5 The one-dimensional case

In order to illustrate the convergence result by the aid of some software, we set ourselves in the following one-dimensional setting: let the domain be the real unit interval \( \Omega = [0,1] \), and let \( T > 0 \) to be fixed, say \( T = 1 \). Here, we have that the boundary of the domain consists of two points, namely \( \partial \Omega = \{0,1\} \). For simplicity we will write \( x \in \mathbb{R} \) instead of \( x, \Delta u(x,t) = u_{xx}(x,t), \) etc. For fixed \( 0 < \alpha < 1 \) and each \( \beta > 0 \), the initial-boundary value problems to be considered are the following

- The one dimensional Dirichlet problem, which we call D-IVBP-1d:
\[ (i) \quad \mathcal{D}_t^\alpha u(x,t) = u_{xx}(x,t), \quad x \in [0,1], \quad 0 < t < T, \]
\[ (ii) \quad u(x,0) = u_0(x), \quad x \in [0,1], \]
\[ (iii) \quad u(0,t) = u(1,t) = 0, \quad 0 < t < T. \] (55)

- The one dimensional Robin problem, which we call \( \beta \)-IBVP-1d
\[ (i) \quad \mathcal{D}_t^\alpha u(x,t) = u_{xx}(x,t), \quad x \in [0,1], \quad 0 < t < T, \]
\[ (ii) \quad u(x,0) = u_0(x), \quad x \in [0,1], \]
\[ (iii) \quad -u_x(0,t) + \beta u(0,t) = 0, \quad 0 < t < T, \]
\[ u_x(1,t) + \beta u(1,t) = 0, \quad 0 < t < T. \] (56)

Finally, taking \( M = \max_{1 \leq k \leq N} M_k \) and \( \bar{\beta} = \max\{ \beta_k^l; l = I, II, III, IV; k = 1, \ldots, N \} \) we deduce that for \( \beta > \bar{\beta} \),
\[ \|A_N\|_2 < (2M + 1)\varepsilon. \] (54)

From (49) and (54) we conclude that, for every \( t \in (0,T) \) it holds that
\[ \lim_{\beta \to \infty} \|u_D(.,t) - u_\beta(.,t)\|_{L^2(\Omega)} = 0, \] as desired. \( \square \)

Let us construct the solutions to both problems by proceding like in Section 3.

For the D-IVBP-1d problem we have the next Sturm-Liouville type problem with Dirichlet condition:
\[ D - SL \left\{ \begin{array}{l}
\psi''(x) + \lambda \psi(x) = 0, \quad 0 < x < 1, \\
\psi(0) = \psi(1) = 0.
\end{array} \right. \] (57)

The solutions to this problems are, for \( k \in \mathbb{N}, \) the pairs of eigenvalues and eigenfunctions \( (\lambda_k, \psi_k) \) given by
\[ \lambda_k = k^2 \pi^2 \] and \( \psi_k(x) = \sqrt{2} \sin(k \pi x). \) The solution to the ordinary FDE linked to the time variable is given by the Mittag-Leffler function:
\[ \eta(t) = E_\alpha(-k^2 \pi t^\alpha). \] Finally, we couple this solutions to get that the formal solution to the D-IVBP-1d is given by
\[ u(x,t) = \sum_{k=1}^{\infty} \left( u_0, \sqrt{2} \sin(k \pi \cdot) \right) \sqrt{2} \sin(k \pi x) E_\alpha(-k^2 \pi t^\alpha). \]

For problem \( \beta \)-IVBP-1d, the Sturm-Liouville type problem with Robin condition is
\[ R - SL \left\{ \begin{array}{l}
\psi''(x) + \lambda \psi(x) = 0, \quad 0 < x < 1 \\
-\psi(0) + \beta \psi(0) = 0, \\
\psi(1) + \beta \psi(1) = 0.
\end{array} \right. \] (58)

Working with the general solutions to the second order differential equation above
\[ \psi(x) = A \sin(\sqrt{\lambda} x) + B \cos(\sqrt{\lambda} x), \]
and with the Robin conditions we get the following system:

\[
\begin{align*}
-A\sqrt{\lambda} + \beta B &= 0, \\
(A\sqrt{\lambda} + \beta B) \cos(\sqrt{\lambda}) + (\beta A - B\sqrt{\lambda}) \sin(\sqrt{\lambda}) &= 0,
\end{align*}
\]

or equivalently

\[
\begin{align*}
B &= A\sqrt{\lambda} \\
2\sqrt{\lambda}\cos(\sqrt{\lambda}) + (\beta - \frac{\lambda}{\beta}) \sin(\sqrt{\lambda}) &= 0.
\end{align*}
\]

Note that from the last equation we get an implicit formula for \(\lambda\), namely

\[
tan(\sqrt{\lambda}) = \frac{2\sqrt{\lambda}\beta}{\lambda - \beta^2},
\]

from where it can be observed that the equation becomes \(\sin(\sqrt{\lambda}) = 0\), when \(\beta\) approaches infinity. This is precisely the equation that defines the eigenvalues for the Dirichlet case.

Now, let us consider the functions

\[
h_\beta(\lambda) := 2\sqrt{\lambda}\cos(\sqrt{\lambda}) + \left(\beta - \frac{\lambda}{\beta}\right) \sin(\sqrt{\lambda}).
\]

We know from Theorems 4 and 7 that for fixed \(\beta\), the values of \(\lambda\) that satisfy \(h_\beta(\lambda) = 0\) are countable, say \(\{\lambda_k(\beta)\}\) and moreover, they converge to \(k^2\pi^2\) when \(\beta\) goes to infinity. Hence we can isolate the roots of the functions \(h_\beta\) around \(k^2\pi^2\) and approximate them numerically using some software. We used SageMath to compile the following Table:

| \(\lambda_k(\beta)\) | \(\beta = 10^2\) | \(\beta = 10^3\) | \(\beta = 10^4\) | \(\beta = 10^5\) | \(\beta = 10^6\) |
|---------------------|-----------------|------------------|------------------|-----------------|------------------|
| k=1                | 9.86964401080359 | 9.86964401080359 | 9.86964401080359 | 9.86964401080359 | 9.86964401080359 |
| k=2                | 157.913704174297 | 157.913704174297 | 157.913704174297 | 157.913704174297 | 157.913704174297 |
| k=3                | 39.478417643574  | 39.478417643574  | 39.478417643574  | 39.478417643574  | 39.478417643574  |
| k=4                | 88.826439069824  | 88.826439069824  | 88.826439069824  | 88.826439069824  | 88.826439069824  |
| k=5                | 246.746011027234 | 246.746011027234 | 246.746011027234 | 246.746011027234 | 246.746011027234 |
| k=6                | 631.654816697189 | 631.654816697189 | 631.654816697189 | 631.654816697189 | 631.654816697189 |
| k=7                | 1263.305758492169 | 1263.305758492169 | 1263.305758492169 | 1263.305758492169 | 1263.305758492169 |
| k=8                | 2526.610516395588 | 2526.610516395588 | 2526.610516395588 | 2526.610516395588 | 2526.610516395588 |
| k=9                | 4953.221032791178 | 4953.221032791178 | 4953.221032791178 | 4953.221032791178 | 4953.221032791178 |
| k=10               | 9869.69422079021 | 9869.69422079021 | 9869.69422079021 | 9869.69422079021 | 9869.69422079021 |

Table 1: Values for \(\lambda_k(\beta)\) found as roots of function \(59\).
Also by the aid of SageMath we were able to visualize the functions $h_\beta$ and its roots in Figure 1. A zoomed version around $\pi^2$ can also be seen in Figure 2.

Figure 1: Functions $h_\beta$ and roots for different values of $\beta$.

Figure 2: Close up of functions for different values of $\beta$ around $\pi^2$.

For the entries in the above table, we have that

$$\psi_k(\beta; x) = A_k(\beta) \left( \sin(\sqrt{\lambda_k(\beta)}x) + \frac{\sqrt{\lambda_k(\beta)}}{\beta} \cos(\sqrt{\lambda_k(\beta)}x) \right),$$

where the coefficients $A_k(\beta)$ are such that the $\psi_k(\beta; \cdot)$'s are orthonormal in $L^2([0,1])$. By performing some straightforward calculations keeping in mind that (59) holds, we get that

$$A_k(\beta) = \frac{\sqrt{2\beta}}{\sqrt{\beta^2 + \beta + \lambda_k(\beta)}},$$
which, as expected, converges to $\sqrt{2}$ when $\beta$ goes to infinity.

Last but not least, for finding the appropriate coefficients $(u_0, \psi_k(\beta; \cdot))$ we resort to the initial value. Again, coupling these solutions provides us with the formal solutions

$$u_\beta(x, t) = \sum_{k=1}^{\infty} (u_0, \psi_k(\beta; \cdot)) \times$$

$$\times A_k(\beta) \left( \sin \sqrt{\lambda_k(\beta)x} + \frac{\sqrt{\lambda_k(\beta)}}{\beta} \cos \sqrt{\lambda_k(\beta)x} \right) E_\alpha(-\lambda_k(\beta)t^\alpha),$$

and, if we observe the explicit formulation for $u_\beta(x, t)$ when $\beta$ goes to infinity, it is clear that we obtain $u(x, t)$.

If we fix some more values and functions we will be able to have an idea of what these solutions look like. For the software implementation we will be considering $\alpha = 0.8$, $u_0 = \sin(\pi x)$ and $\beta = 10^l$ for $l = 1, 2, 3, 4, 5$. Of course, all of these values could be changed at will. We chose this initial data in order to have the solution to the D-IVBP-1d consisting of only one term, and the values of $\beta$ bigger than $10^4$ provided us with no visible changes on the outcome. The solution to the D-IVBP-1d problem is then

$$u(x, t) = \sin(\pi x) E_\alpha(-\pi^2 t^\alpha).$$

Let us remark that in order to plot this function for fixed time $t = 1$, we had to use the integral expression for the Mittag-Leffler functions given in Theorem 2.1 from [7], since from the definition only it seemed that the software brought precision loss due to numeric issues. Also, as it is expected, only the first term of the Fourier series defining $u_\beta$ has a visual impact, from the second one on it really doesn’t affect the visualization. Figure 3 shows how the solutions of the $\beta$-IVBP-1d approaches the solution of the D-IVBP-1d.

![Solutions of the Dirichlet and Robin problems with t=1](image)

Figure 3: Solutions for the $\beta$-IVBP-1d problems vs. the solution for the D-IVBP-1d problem at time $t = 1$.

## 6 Conclusion

We have proved existence and uniqueness of solutions to a family of initial boundary value problems with Robin condition for the FDE where the parameter of the family was the Newton heat transfer coefficient linked to the Robin condition on the boundary. The proofs were done following the Fourier approach and the convergence result lead us to a limit problem which is the initial boundary value problem for the FDE with an homogeneous Dirichlet condition. Finally we have visualized the previous results by considering a one-dimensional case with the aid of SageMath software.
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