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Abstract

We provide an annotated bibliography for the study of Hamilton cycles in random graphs and hypergraphs.

1 Introduction

As is well-known, the study of the structure of random graphs began in earnest with two seminal papers by Erdős and Rényi [102], [103]. At the end of the [103] the authors pose the question: “for what order of magnitude of \( N(n) \) has \( \Gamma_{n,N(n)} \) with probability tending to 1 a Hamilton-line (i.e. a path which passes through all vertices)”. Thus began the study of Hamilton cycles in random graphs. By now there is an extensive literature on this and related problems and the aim of this paper to summarise what we know and what we would like to know about these questions.

**Notation:** Our notation for random graphs is standard and can be found in any of Bollobás [50], Frieze and Karoński [137] or Janson, Łuczak and Rucinski [169].
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2 The random graphs $G_{n,m}$ and $G_{n,p}$

2.1 Existence

In this section we consider the random graphs $G_{n,m}$, $G_{n,p}$ and the random process $G_{m,m}$. The first paper to make significant progress on the threshold for Hamilton cycles was by Komlós and Szemerédi [182] who proved that $m = n^{1+\varepsilon}$ is sufficient for any positive constant $\varepsilon > 0$. A breakthrough came when Posá [223] showed that $m = O(n \log n)$ is sufficient and introduced the idea of using rotations. Given a longest path $P = (x_1, x_2, \ldots, x_s)$ in a graph $G$ and an edge $\{x_s, x_j\}, 1 < j < s - 1$ we can create another longest path $P' = (x_1, x_2, \ldots, x_j, x_s, x_{s-1}, \ldots, x_{j+1})$ with a new endpoint $x_{j+1}$. We call this a rotation.

Posá then argues that the set $X$ of end-points created by a sequence of rotations has less than $2|X|$ neighbors. Then w.h.p. every set with fewer than $2|X|$ neighbors has size $\Omega(n)$ and from there he argued that $G_{n,Kn\log n}$ is Hamiltonian w.h.p. Several researchers realised that Posá’s argument could be tightened. Komlós and Szemerédi [183] proved that if $m = n(\log n + \log \log n + c_n)/2$ then

$$\lim_{n \to \infty} \Pr(G_{n,m} \text{ is Hamiltonian}) = \begin{cases} 0 & c_n \to -\infty. \\ e^{-e^{-c}} & c_n \to c. \\ 1 & c_n \to \infty. \end{cases}$$ (1)

Korsunov [184] proved this for the case $c_n \to \infty$. Bollobás [52] proved the somewhat stronger hitting time result, as did Ajtai, Komlós and Szemerédi [3]. By this we mean that w.h.p. $m_2 = m_H$ where $m_k = \min \{m : \delta(G_M) \geq k\}$ and for a graph property $\mathcal{P}$, $m_P = \min \{m : G_m \text{ has property } \mathcal{P}\}$ and $\mathcal{H} = \{\text{Hamiltonicity}\}$.

Equation (1) can be expressed as that for all $m$,

$$\lim_{n \to \infty} \Pr(G_{n,m} \text{ is Hamiltonian}) \approx \lim_{n \to \infty} \Pr(\delta(G_{n,m}) \geq 2).$$

Alon and Krivelevich [8] proved a sort of converse, i.e.

$$\frac{\Pr(G_{n,m} \text{ is not Hamiltonian})}{\Pr(\delta(G_{n,m}) < 2)} = 1 - o(1).$$
2.2 Counting and packing

With the existence question out of the way, other questions arise. The first concerns the number of distinct Hamilton cycles. Consider first the case of edge-disjoint Hamilton cycles. Bollobás and Frieze [55] proved the following. Let property $A_k$ be the existence of $\lfloor k/2 \rfloor$ edge-disjoint Hamilton cycles plus a disjoint matching of size $\lfloor n/2 \rfloor$ if $k$ is odd. They proved that if $k = O(1)$ then

$$m_{A_k} = m_k \text{ w.h.p.}$$  \hspace{1cm} (2)

It took some time to solve the question of dealing with the case of growing $k$. It is marginally weaker to say that w.h.p. $G_{n,p}$ has property $A_\delta$ where here $\delta = \delta(G_{n,p})$. Frieze and Krivelevich [139] proved this is true as long as $np = (1 + o(1)) \log n$ and Ben-Shimon, Krivelevich and Sudakov [15] extended the range to $np \leq (1.02) \log n$. And then the dam broke and Krivelevich and Samotij [195] proved that w.h.p. $G_{n,p}$ has property $H_\delta$ for $p = O(n^{-\alpha})$ where $\alpha < 1$ is a positive constant and Knox, while Kühn and Osthus [181] proved that $G_{n,p}$ has property $H_\delta$ w.h.p. for $\log^{50} n/n \leq p \leq 1 - n^{-1/4} \log^9 n$.

**Problem 1.** Is it true that w.h.p. $m_{A_k} = m_k$ holds true throughout the whole of the graph process?

Briggs, Frieze, Krivelevich, Loh and Sudakov [62] showed that the $k$ disjoint Hamilton cycles can be found on-line. Let $\tau_{2k}$ be the hitting time for minimum degree at least $2k$. In [62] it is shown that w.h.p. the first $\tau_{2k}$ edges can be partitioned on-line into $k$ subsets, so that each subset contains a Hamilton cycle.

The above results concern packing Hamilton cycles. In the dual problem, we wish to cover all the edges by a small collection of Hamilton cycles. A trivial lower bound for the number of cycles needed to cover the edges of a graph $G$ is $\lceil \Delta(G)/2 \rceil$, where $\Delta$ denotes maximum degree. Glebov, Krivelevich and Szabó [158] studied expander graphs and proved that w.h.p. $(1 + o(1))\Delta/2$ are sufficient for $G_{n,p}$, $p \geq n^{-1+\varepsilon}$. Hefetz, Kühn, Lapinskas and Osthus [162] proved the tight result, i.e. $[\Delta(G)/2]$ are sufficient, for $\frac{\log^{117} n}{n} \leq p \leq 1 - n^{-1/8}$. Draganić, Glock, Corriea and Sudakov [91] extended this result to all $p \geq C\log n/n$ for large enough $C$.

We next consider the question of the number of distinct Hamilton cycles in a random graph. Let $X_H = X_H(G)$ denote the number of Hamilton cycles in the graph $G$. Janson [168] proved that if $m \gg n^{3/2}$ and $N - m \gg n$ then $(X_H - \mathbb{E}(X_H))/\mathbb{V}(X_H)^{1/2}$ converges in distribution to the standard normal distribution. He also proved that $G_{n,p}$ behaves differently, in the sense that the number of Hamilton cycles converges in distribution to a log-normal distribution when $np \gg n^{1/2}$, but $p < \alpha < 1$ for some constant $\alpha > 0$. Normality for $G_{n,p}$ only happens for $p \to 1$.

There is still the question of how large is $X_H$ at the hitting time $m_H$ for Hamilton cycles. Cooper and Frieze [76] showed that w.h.p. $G_{m_H}$ contains $(\log n)^{n-o(n)}$ Hamilton cycles, which is best possible up to the value of the $o(n)$ term. Glebov and Krivelevich [157] proved that $(\log n)^{n-o(n)}$ can be improved to $(\log n/e)^n(1 - o(1))^n$. On the other hand, if we want
the expected number of Hamilton cycles at time $m_H$ then McDiarmid [206] proved that $E(X_H) \approx 8(n - 1)!(\pi n)^{1/2}4^{-n}$. The discrepancy between this and previous results stems from the fact that the expectation is dominated by the likely number of Hamilton cycles when the hitting time is $\Omega(n^2)$. This number compensates for the unlikely hitting time of $\Omega(n^2)$.

**Problem 2.** W.h.p., at time $m_H$, there are $n!p^n\epsilon o(n)$ Hamilton cycles. Determine $o(n)$ as accurately as possible.

### 2.3 Lower bounds on the minimum degree

We have seen that the threshold for Hamilton cycles is intimately connected to the threshold for minimum degree at least two. More generally, the threshold for the property $A_k$ is connected to the threshold for minimum degree at least $k$. So, if we condition our graphs to have minimum degree $k$ then we should have a lower threshold. Bollobás, Fenner and Frieze [58] considered the random graph $G_{n,m}^{(k)}$. This being a random graph selected uniformly from the set $G_{n,m}^{(k)}$ of graphs with vertex set $[n]$, $m$ edges and minimum degree at least $k$. They proved that if $m = \frac{n}{2(k+1)} (\log n + k(k+1) \log \log n + cn)$ then

$$\lim_{n \to \infty} \Pr(G_{n,m}^{(k)} \in A_k) = \begin{cases} 0 & c_n \to -\infty \text{ slowly.} \\ e^{-\theta_k} & c_n \to c. \\ 1 & c_n \to \infty. \end{cases} \quad (3)$$

Here $\theta_k = \frac{e^{-c}}{(k+1)!(k-1)!(k+1)^k(k+1)!}$. The main obstruction to $A_k$ is the existence of $k+1$ vertices of degree $k$, sharing a common neighbor. Also, the restriction $c_n \to -\infty$ slowly in (3) is a limitation of the model being used in that paper. It can be (almost) eliminated by a better choice of model as used in the following papers. The main obstruction to being Hamiltonian for random graphs is either having minimum degree at most one or having two many vertices of degree two. When we condition on having minimum degree three, there is no natural obstruction. Bollobás, Cooper, Fenner and Frieze [58] showed that w.h.p. the random graph $G_{n,c_k,n}^{(k)}$, $c_k = (k+1)^3, k \geq 3$ has property $A_k$. In particular, $G_{n,64n}^{3}$ is Hamiltonian w.h.p. The value of 64 was recently reduced to 10 in Frieze [131] and then to 2.66... by Anastos and Frieze [28].

**Problem 3.** Is $G_{n,c_n,n}^{(3)}, c > 3/2$ Hamiltonian w.h.p.? More generally, does $G_{n,d_k/n, d_k}^{(k)}$ have property $cA_k$?

The paper [188] by Krivelevich, Lubetzky and Sudakov proves that in the random graph process, the $k$-core, $k \geq 15$ has Property $A_{k-1}$ w.h.p., as soon as it is non-empty. Thus we immediately get the problem:

**Problem 4.** Replace $k \geq 15$ by $k \geq 3$ and $A_{k-1}$ by $A_k$ in the result of [188].

Anastos [21] replaced $k \geq 15$ by $k \geq 4$. 
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2.4 Resilience

Sudakov and Vu \[237\] introduced the notion of (local) resilience. In our context, the local resilience of the Hamiltonicity property is the maximum value $\Delta_{\text{ham}}$ so that w.h.p. $G_{n,p}$ is Hamiltonian for all $H \subseteq G$ with maximum degree $\Delta(H) \leq \Delta_{\text{ham}}$. The aim now is to prove resilience for $\Delta_{\text{ham}}$ as large as possible and $p$ as small as possible. We let $\mathcal{L}(p, \Delta)$ denote that $G_{n,p}$ has local resilience of hamiltonicity for $\Delta_{\text{ham}} \leq \Delta$. Sudakov and Vu proved local resilience for $p \geq \log^{4/3} n$ and $\Delta_{\text{ham}} = \frac{(1-o(1))np}{2}$. The expression for $\Delta_{\text{ham}}$ is best possible, but the needed value for $p$ has been lowered. Frieze and Krivelevich \[139\] showed that there exist constants $K, \alpha$ such that $\mathcal{L} \left( \frac{K\log n}{n}, \alpha np \right)$ holds w.h.p. Ben-Shimon, Krivelevich and Sudakov \[15\] improved this to $\mathcal{L} \left( \frac{K\log n}{n}, \frac{(1-\epsilon)np}{6} \right)$ holds w.h.p. and then in \[46\] they obtained a result on resilience for $np - (\log n + \log \log n) \rightarrow \infty$, but with $K$ close to $\frac{1}{3}$. (Vertices of degree less than $\frac{np}{100}$ can lose all but two incident edges.) Lee and Sudakov \[199\] proved the sought after result that for every positive $\epsilon$ there exists $C = C(\epsilon)$ such that w.h.p. $\mathcal{L} \left( \frac{C\log n}{n}, \frac{(1-\epsilon)np}{2} \right)$ holds. Condon, Espuny Díaz, Kim, Kühn and Osthus \[70\] refined \[199\]. Let $H$ be a graph with degree sequence $d_1 \geq d_2 \geq \cdots \geq d_n$ where $d_i \leq (\bar{n} - i)p - \varepsilon np$ for $i < n/2$. They say that $G$ is $\varepsilon$-Pósa-resilient if $G - H$ is Hamiltonian for all such $H$. Given $\varepsilon > 0$ there is a constant $C = C(\varepsilon)$ such that if $p \geq \frac{C\log n}{n}$ then $G_{n,p}$ is $\varepsilon$-Pósa-resilient w.h.p.

The result in \[199\] has now been improved to give a hitting time result, see Montgomery \[209\] and Nenadov, Steger and Trujic \[216\]. The latter paper also proves the optimal resilience of the 2-core when $p = \frac{\left(1+\varepsilon\right)\log n}{3n}$. It would seem that the Hamiltonicity resilience problem is completely resolved, but one can still ask the following:

**Problem 5.** Assuming that $G_{n,cn}^{(3)}$ is Hamiltonian w.h.p., what can one say about its resilience?

Alon \[6\] studied global resilience and showed that if $p$ is above the threshold for Hamiltonicity in $G = G_{n,p}$ then one has to remove at least $(\bar{G}) - 1$ edges to destroy Hamiltonicity.

**Problem 6.** How many edges must be deleted so that the fewest number of vertex disjoint paths covering $[n]$ is equal to $k$. Is it $k(\bar{G}) - 1$?

2.5 Powers of Hamilton cycles

The $k$th power of a Hamilton cycle in a graph $G = (V, E)$ is a permutation $x_1, x_2, \ldots, x_n$ of the vertices $V$ such that $\{x_i, x_{i+j}\}$ is an edge of $G$ for all $i \in [n], j \in [k]$. Kühn and Osthus \[197\] studied the existence of $k$th powers in $G_{n,p}$. They showed that for $k \geq 3$ one could use Riordan’s Theorem \[224\] to show that if $np^k \rightarrow \infty$ then $G_{n,p}$ contains the $k$th power of a Hamilton cycle w.h.p. For $k = 2$ they only showed that $np^{2+\varepsilon} \rightarrow \infty$ was sufficient. Subsequently Nenadov and Škorić \[214\] showed that if $np^2 \geq C\log^8 n$ for sufficiently large $C$ then $G_{n,p}$ contains the square ($k = 2$) of a Hamilton cycle w.h.p. Fischer, Škorić, Steger
and Trujić [120] have shown that there exists $C > 0$ such that if $p \geq \frac{C \log^2 n}{n^{1/2}}$ then not only is there the square of a Hamilton cycle w.h.p., but containing a square is resilient to the deletion of not too many triangles incident with each vertex. Montgomery [210] improved the bound to $p \gg \frac{\log^2 n}{n^{1/2}}$.

It is interesting that Pósa rotations have played a significant role in everything mentioned so far, except for [214]. They used the absorbing method, and this plays a role in other recent papers. As discussed in [214], we can demonstrate the basic idea in the simpler case of Hamilton cycles in graphs. Let $A$ be a graph and $a, b \in V(A)$ two distinct vertices. Given a subset $X \subseteq V(A)$, we say that $A$ is an $(a, b, X)$-absorber if for every subset $X' \subseteq X$ there exists a path $P_{X'} \subseteq A$ from $a$ to $b$ such $V(P) = V(A) \setminus X'$. Let $G = (V,E)$ be a graph in which we want to find a Hamilton cycle and suppose there exists a large subset $X \subseteq V$ and an $(a, b, X)$-absorber $A \subseteq G$, for some vertices $a, b \in V(A)$. An important observation is that if $G$ contains a path from $a$ to $b$ such that $P$ uses all the vertices in $V \setminus V(A)$ and no vertex from $V(A) \setminus X$ (except $\{a, b\}$), we are done. Indeed, if $X'$ is the subset of $X$ used by $P$ then by the definition of absorber, there is a path $P_{X'} \in A$ which together with $P$ gives a Hamilton cycle.

It takes work to show the existence of $P$ and absorbers, but it is definitely introduces a new idea to Hamilton cycle problems in random structures.

More recently, a general result on thresholds by Frankston, Kahn, Narayanan and Park [122] improves the bound to $p \geq \frac{K \log n}{n^{1/2}}$ for sufficiently large $K$. A refinement of this approach in Kahn, Narayanan and Park [171] finally improves the bound to $p \geq \frac{K}{n^{1/2}}$ for sufficiently large $K$. It is conjectured in [171] that $K \approx e^{-1/2}$.

Problem 7. Does $G_{n,p}$, $p = (1 + \varepsilon)(e/n)^{1/2}$ contain the square of a Hamilton cycle w.h.p.

2.6 Edge-colored Random Graphs

Many nice problems arise from considering random graphs with colored edges.

2.6.1 Rainbow Hamilton Cycles

A set of colored edges $E$ is called rainbow if every edge has a different color. Cooper and Frieze [80] proved that if $m \geq 21n \log n$ and each edge of $G_{n,m}$ is randomly given one of at least $q \geq 21n$ random colors then w.h.p. there is a rainbow Hamilton cycle. Frieze and Loh [142] improved this result to show that if $m \geq \frac{1}{2}(n + o(n)) \log n$ and $q \geq (1 + o(1))n$ then w.h.p. there is a rainbow Hamilton cycle. This was further improved by Ferber and Krivelevich [113] to $m = n(\log n + \log \log n + \omega)/2$ and $q \geq (1 + o(1))n$, where $\omega \to \infty$ with $n$. This is best possible in terms of the number of edges.

Problem 8. Suppose that $q = cn, c > 1$ and that we consider the graph process $G_0, G_1, \ldots, G_m$. 
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Let
\[\tau_c = \min \{ t : G_t \text{ contains } n \text{ distinct edge colors} \} \quad \text{and} \quad \tau_2 = \min \{ t : \delta(G_t) \geq 2 \} . \]

Is it true that w.h.p. there is a rainbow Hamilton cycle at time \(\max \{\tau_c, \tau_2\}\)?

Frieze and McKay \[144\] proved the equivalent of (4) when Hamilton cycle is replaced by spanning tree. (Here we required \(\delta(G_t) \geq 1\).)

The case \(q = n\) was considered by Bal and Frieze \[40\]. They showed that \(O(n \log n)\) random edges suffice.

**Problem 9.** Discuss the problem of packing rainbow Hamilton cycles in \(G_{n,m}\). Are there rainbow colored versions of \[55\], \[195\] and \[197\]? Ferber and Krivelevich \[113\] give asymptotic results along this line.

**Problem 10.** Typically, how many rainbow Hamilton cycles are there in \(G_{n,p}\) for a given number of colors \(q\)?

Ferber, Han and Mao \[117\] used a different definition of rainbow cycles. Here \(G_1, G_2, \ldots, G_n\) are independent copies of \(G_{n,p}\). A rainbow Hamilton cycle is one made up of \(n\) edges, one from each \(G_i\). They prove a Dirac type result. They show that if \(H_i \subseteq G_i\) and \(\delta(H_i) \geq (\frac{1}{2} + \varepsilon)np\) for \(i = 1, 2, \ldots, n\) and that if \(p \gg (\log n) / n\) then w.h.p. the family \(H_1, H_2, \ldots, H_n\) admits a rainbow Hamilton cycle.

Anastos and Chakraborti \[25\] considered two similar scenarios. In the first we have a set of graphs \(G_i \cap G_{n,p}\) where \(G_i\) is Dirac graph, i.e. \((G_i) \geq n/2\) for \(i = 1, 2, \ldots, n\) and \(p \geq c \log n / n\). In the second, \(G\) is a fixed Dirac graph and \(G_i\) is an independent copy of \(G \cap G_{n,p}, p \geq c \log n / n^2\). In both cases there is a rainbow hamilton cycle w.h.p.

### 2.7 Anti-Ramsey property

The rainbow concept is closely related to the Anti-Ramsey concept. Introduced by Erdős, Simonovits and Sós \[104\]. Cooper and Frieze \[81\] considered the following. Suppose we are allowed to color the edges of \(G_{n,p}\), but we can only use any color \(k = O(1)\) times, a \(k\)-bounded coloring. They determined the threshold for every \(k\)-bounded coloring of \(G_{n,p}\) to have a rainbow Hamilton cycle.

**Problem 11.** Remove the upper of \(O(1)\) in \[81\]. Consider the case where the bound only applies to the edges incident with the same vertex. Consider the case where the coloring is proper.

### 2.8 Pattern Colorings

Given a coloring of the edges of a graph, there are other patterns that one can search for with respect to Hamilton cycles. For example Espig, Frieze and Krivelevich \[105\] considered...
zebraic Hamilton cycles. Here the edges of $G_{n,p}$ are randomly colored black and white. A Hamilton cycle is zebraic if its edges alternate in color. They showed that the hitting time for the existence of a zebraic Hamilton cycle coincides with the hitting time for every vertex to be incident with an edge of both colors. They related this to the question of how many random edges must be added to a fixed perfect matching $M$ of $K_n$ so that there exists a Hamilton cycle $H$ that contains $M$. This turns out to coincide with the number of edges needed for minimum degree one.

Suppose next that we have used $r$ colors to randomly color edges and we have a fixed pattern $\Pi$ of length $\ell$ in mind. We say that a Hamilton cycle with edges $e_1, e_2, \ldots, e_n$ is $\Pi$-colored if $e_j$ has color $\Pi_t$, where $t = j \mod \ell$. It is shown by Anastos and Frieze [26] that w.h.p. the hitting time for the existence of a $\Pi$-colored Hamilton cycle coincides with the hitting time for every vertex to fit $\Pi$. We say that vertex $v$ fits $\Pi$ if there exists $1 \leq j \leq \ell$ and edges $f_1, f_2$ incident with $v$ such that $f_1$ has color $\Pi_j$ and $f_2$ has color $\Pi_{j+1}$.

**Problem 12.** Find thresholds for rainbow colored powers of Hamilton cycles or pattern colored Hamilton cycles.

In problems 8 and 12 we have assumed that colors are chosen uniformly.

**Problem 13.** Modify problems 8 and 12 by assuming that color $c$ is chosen with probability $p_c$, for $c \in C$, the set of available colors.

Frieze and Pegden [147] consider more general patterns. A color pattern will be a sequence $c = (c_1, c_2, \ldots, c_n)$. Given a sequence $c$ we say that the Hamilton cycle $H = (x_1, x_2, \ldots, x_n, x_1)$ (as a sequence of vertices) is $c$-colored if $c(\{x_i, x_{i+1}\}) = c_i$ for $i = 1, 2, \ldots, n$.

Suppose that $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_k)$ where $\alpha_1, \ldots, \alpha_k$ are constants and $\alpha_1 + \cdots + \alpha_k = 1$ and $\alpha_i > 0$, $i = 1, 2, \ldots, k$. Let $\beta = \min \{\alpha_i : i \in [k]\}^{-1}$ and let $G_{n, p; \alpha}$ denote the random graph $G_{n,p}$ where each edge is independently given a random color $i$ from the palette $[k]$ with probability $\alpha_i$. They show that w.h.p. if $p = (\log n + \omega)/n$ where $\omega \to \infty$ then w.h.p. $G_{n, \beta p; \alpha}$ contains a $c$-colored Hamilton cycle.

**Problem 14.** Is the same probability $p$ sufficient to imply that $G_{n, \beta p; \alpha}$ simultaneously contains $c$-colored Hamilton cycles for all possible $c$.

The paper [147] also considers the case where the vertices are colored. Replacing edges by vertices in $c$-colored they show that $p = K \log n/n$ is sufficient for the existence of a $c$-colored Hamilton cycle w.h.p.

**Problem 15.** Can $K$ be replaced by $\beta$ as in the edge case?

### 2.9 A Ramsey type question

Gishboliner, Krivelevich and Michaeli [155] considered the following problem. Given an $r$ coloring of $G_{n,p}$ what is the maximum number of same colored edges can we find in a Hamilton
cycle. They prove that with \( p \) above the Hamiltonicity threshold, in any \( r \)-colouring of the edges there exists a Hamilton cycle with at least \((2 - o(1))/(r + 1)\) edges of the same colour. This estimate is asymptotically optimal.

**Problem 16.** What can be said about the colorings of edge disjoint Hamilton cycles in this framework?

### 2.10 Color profile

Chakraborty, Frieze and Hasabanis [64] considered the following problem. For a fixed \( r \geq 1 \) let \( M \) denote the set \( \{ \mathbf{m} = (m_1, m_2, \ldots, m_r) \in [0, n]^r : m_1 + \cdots + m_r = n \} \). For a graph \( G \) with \( n \) vertices and edges colored with \( r \) colors, let \( \text{hcp}(G) \) denote the set of \( \mathbf{m} \in M \) such that \( G \) contains a Hamilton cycle that is the concatenation of paths \( P_1, P_2, \ldots, P_r \) such that \( P_i \) contains \( m_i \) edges colored \( i \), for \( i = 1, 2, \ldots, r \). The paper [64] considers \( \text{hcp}(G_{n,p}) \) when the coloring is random and either (i) \( p = \frac{\log n + \log \log n + \omega}{n} \) or (ii) \( p = \frac{\alpha_{\min} n}{n} \). Here we use color \( i \) with probability \( \alpha_i \). In case (i) they get a good estimate of \( \text{hcp}(G_{n,p}) \) close to the Hamiltonicity threshold and in (ii) they show that \( \text{hcp}(G_{n,p}) = M \) w.h.p.

**Problem 17.** (a) Determine \( \text{hcp}(G_{n,p}) \) w.h.p. for all \( p \leq \frac{\log n + \log \log n + \omega}{\alpha_{\min} n} \).
(b) Determine \( \text{hcp}(G) \) for other models of a random graph e.g. random regular graphs, or random geometric graphs.
(c) Extend the notion to random hypergraphs.

### 2.11 Perturbations of dense graphs

Spielman and Teng [236] introduced the notion of *smoothed analysis* in the context of Linear Programming. This inspires the following sort of question. Suppose that \( H \) is an arbitrary graph and we add some random edges \( X \), when can we assert that the graph \( G = H + X \) has some particular property? The first paper to tackle this question was by Bohman, Frieze and Martin [48] in the context of Hamiltonicity. They show that if \( H \) has \( n \) vertices and its minimum degree is at least \( dn \) for some positive constant \( d \leq 1/2 \) and \( |X| \geq 100 n \log d^{-1} \) then \( G \) is Hamiltonian w.h.p. This is best possible in the sense that there are bipartite graphs with minimum degree \( dn \) such that adding less than \( \frac{1}{3} n \log d^{-1} \) edges leaves a non-Hamiltonian graph w.h.p. Further, with an upper bond on the size of an independent set, we only need \( |X| \to \infty \) when \( d \) is constant.

Dudek, Reiher, Ruciński and Schacht [98] proved that if the minimum degree of \( H \) is at least \( \alpha > k/(k+1) \) then w.h.p. \( H \) plus \( O(n) \) random edges yields a graph containing the \((k+1)\)th power of a Hamilton cycle. Nenadov and Trujić [217] improved this by showing that under the same conditions there is also a \((2k+1)\)th power. Antoniuk, Dudek and Ruciński [33] considered the case where \( H \) has minimum degree at least \((1/2 + \epsilon)n\).

**Problem 18.** Can the constructions in [98] or [33] be done in polynomial time?
Böttcher, Montgomery, Parczyk and Person [61] show that for each \( k \geq 2 \) there is some \( \eta = \eta(k, \alpha) > 0 \) such that if \( H \) has minimum degree at least \( \alpha n \) and \(|X| \geq n^{2-1/k-\eta} \) then w.h.p. \( H + X \) contains a copy of the \( k \)-th power of a Hamilton cycle. Note that \( m = n^{2-1/k} \) is the threshold number of edges that \( G_{n,m} \) needs for the \( k \)-th power of a Hamilton cycle. At least for \( k \geq 3 \). For \( k = 2 \) there is still a \( \log n^{O(1)} \) factor to be removed. Antoniuk, Dudek, Reiher, Ruciński and Schacht [34] show that that adding \( O(n^2 - 2/\ell) \) random edges to an \( n \)-vertex graph \( G \) with minimum degree at least \( \alpha n \) yields the existence of the \( (k\ell + t) \)-th power of a Hamiltonian cycle w.h.p.

**Problem 19.** Determine the best possible value of \( \eta \) in [61].

Anastos and Frieze [27] considered the addition of \( m \) randomly colored edges \( X \) to a randomly edge colored dense graph \( H \) with with minimum degree at least \( \delta n \). The colors are chosen randomly from \([r]\) and \( \theta = -\log \delta \). They show that if \( m \geq \min \left\{ \left(435 + 75\theta\right)n, \left(\left\lfloor n \right\rfloor \right) / \left| E(H) \right| \right\} \) and \( r \geq (120 + 20\theta)n \) then, w.h.p. \( H + X \) contains \( t \) edge disjoint rainbow Hamilton cycles. Aigner-Horev and Hefetz [1] showed that adding \( r = n + o(n) \) random colors are sufficient for Rainbow Hamiltonian. Kasamaktsis and Letzter [178] proved the same result for the case of \( r = n \) colors.

**Problem 20.** Determine the exact relationship between the various parameters \( \delta, C, r \) that ensure the existence of a rainbow Hamilton cycle w.h.p.

Espuny Díaz and Girão [108] consider the effect of adding a random \( r \)-regular graph \( H \) to a dense graph \( G \), \( r \in \{1, 2\} \). When \( r = 2 \) they show that \( G \cup H \) is pancyclic w.h.p. for any \( d > 0 \). When \( r = 1 \) they show that \( \left| \sqrt{2} - 1 \right| \) is necessary and sufficient. Espuny Díaz [106] studied the effect of adding a random geometric graph to a dense graph. He showed that w.h.p. adding random geometric graph with radius \((C/n)^{1/d}\) to a graph with minimum degree at least \( \alpha n \) is sufficient to get a hamilton cycle w.h.p. Espuny Díaz and Hyde [107] consider powers of Hamilton cycles in this model.

Katsamaktis, Lezter and Sgueglia [179] prove a general theorem relating the existence of rainbow copies in randomly colored perturbations of dense graphs to the existence of uncolored copies in randomly perturbed dense graphs.

### 2.12 Compatible Cycles

Given a graph \( G = (V, E) \), a compatibility system is a family \( \mathcal{F} = \{F_v : v \in V\} \) of sets of edges. Each \( F_v \) consists only of edges incident with \( v \). The incompatibility system is \( \mu n \) bounded if \( |F_v| \leq \mu n \) for all \( v \in V \). A Hamilton cycle is compatible with \( \mathcal{F} \) if it uses at most one edge from each \( F_v, v \in V \). Krivelevich, Lee and Sudakov [189] proved that there exists \( \mu > 0 \) such that if \( p \gg \frac{\log n}{n} \) then w.h.p. \( G_{n,p} \) contains a compatible Hamilton cycle for every \( \mu n \) bounded compatibility system.
Problem 21. Determine the maximum value of $\mu > 0$ for which $G_{n,p}$ contains a compatible Hamilton cycle for every $\mu n$ bounded compatibility system w.h.p. (The bound in [189] is small, but increases to $1 - \frac{1}{\sqrt{2}}$ for $p \gg \frac{\log^3 n}{n}$.)

2.13 Algorithms

Finding a Hamilton cycle in a graph is an NP-hard problem. On average, however, things are not so bleak. Angluin and Valiant [32] gave a polynomial time randomised algorithm that finds a Hamilton cycle w.h.p. in $G_{n,p}$ for $p \geq K \frac{\log n}{n}$ when $K$ is sufficiently large. Shamir [234] gave a polynomial time randomised algorithm that finds a Hamilton cycle w.h.p. if $p \geq \frac{\log n + (3+\epsilon) \log \log n}{n}$. Bollobás, Fenner and Frieze [57] gave a deterministic $O(n^{3+o(1)})$ time algorithm $HAM$ with the property

$$\lim_{n \to \infty} \Pr(HAM \text{ finds a Hamilton cycle in } G_{n,m}) = \lim_{n \to \infty} \Pr(G_{n,m} \text{ contains a Hamilton cycle.})$$

Nenadov, Steger and Su [215] gave an $O(n)$ time randomised algorithm that succeeds w.h.p. when $m \geq Cn \log n$ for $C$ sufficiently large. They pose the following question: Is there an $O(n)$ time algorithm that succeeds w.h.p. at the threshold for Hamiltonicity? This was answered in the affirmative by Anastos [20].

The above algorithms used extensions and rotations. For dense random graphs Gurevich and Shelah [160] gave a simpler randomised algorithm that determines the Hamiltonicity of $G_{n,p}$ in $O(n^2)$ expected time for $p$ constant. Here the algorithm resorts to using the Dynamic Programming algorithm of Held and Karp [165] if it fails to find a Hamilton cycle quickly in $G_{n,1/2}$. This results was strengthened to work in $G_{n,p}, p \geq Kn^{-1/3}$ by Thomason [240] and more recently to $p \geq 70n^{-1/2}$ by Alon and Krivelevich [9].

Problem 22. Can the Hamiltonicity of $G_{n,m}$ be determined in polynomial expected time for all $0 \leq m \leq \binom{n}{2}$?

Anastos [19] gives a deterministic algorithm for solving the Hamilton cycle problem in $G_{n,m}$. It runs in polynomial expected time provided $m \geq Kn$ for $K$ sufficiently large. Of course for $m = O(n)$ it provides a certificate of non-Hamiltonicity.

Frieze and Haber [133] studied the algorithmic question in relation to $G_{n,cn}^{(3)}$ and showed that w.h.p. a Hamilton cycle can be found in $O(n^{1+o(1)})$ time if $c$ is a sufficiently large constant.

Problem 23. Is there an $O(n \log n)$ time algorithm that w.h.p. finds a Hamilton cycle in $G_{n,cn}^{(3)}$?

One can also attack the algorithmic problem from a parallel perspective. Frieze [128] gave a parallel algorithm that uses a PRAM with $O(n \log^2 n)$ processors and takes $O(\log \log n)^2$ rounds w.h.p. to find a Hamilton cycle in $G_{n,p}, p$ constant. MacKenzie and Stout [208] reduced the number of processors needed to $n/\log^* n$ and the number of rounds to $O(\log^* n)$. 
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Problem 24. Is there a PRAM algorithm that uses a polynomial number of processors and polyloglog (or better) rounds and finds a Hamilton cycle in $G_{n,p}$ at the threshold for Hamiltonicity?

In the case of Distributed Algorithms, Levy, Louchard and Petit [201] gave an algorithm that finds a Hamilton cycle w.h.p. provided $p \gg \log^{1/2} n/n^{1/4}$. This algorithm only requires $n^{3/4+\omega}$ rounds. This was recently improved to $p \gg \log^{3/2} / n^{1/2}$ in $O(\log n)$ rounds by Tureau [242].

Problem 25. Reduce the requirements on $p$ for the existence of a distributed algorithm for finding a Hamilton cycle in $G_{n,p}$ in a sub-linear number of rounds w.h.p.

Ferber, Krivelevich, Sudakov and Vieira [114] considered how many edge queries one needs to find a Hamilton cycle in $G_{n,p}$. They showed that if $p \geq \frac{\log n + \log \log n + \omega}{n}$ then w.h.p. one only needs to query $n + o(n)$ edges.

2.14 $G_p$

Given a graph $G$ and a probability $p$, the random subgraph $G_p$ is obtained by including each edge of $G$ independently with probability $p$. A Dirac graph is a graph on $n$ vertices that has minimum degree $\delta(G) \geq n/2$. Krivelevich, Lee and Sudakov [191] showed that if $G$ is a Dirac graph and $p \geq \frac{C \log n}{n}$ then $G_p$ is Hamiltonian w.h.p. Given a graph $G$ we can define a graph process $G_0, G_1, \ldots$, where $G_{m+1}$ is obtained from $G_m$ by adding a random edge from $E(G) \setminus E(G_m)$. Johansson [174] showed that if $G$ has minimum degree at least $(1/2 + \varepsilon)n$ for some positive constant $\varepsilon$ then w.h.p. the hitting time for Hamiltonicity coincides with the hitting time for minimum degree at least two. Alon and Krivelevich [10] showed that w.h.p. the hitting time for $A_{2k}$ the same as the hitting time for minimum degree $2k$ for $k = O(1)$. They also showed this for two classes of pseudo-random graphs. Glebov, Naves and Sudakov [159] proved that if $\delta(G) \geq k$ and $p \geq \frac{\log k + \log k + \omega}{k}$ then w.h.p. (as $k$ grows) $G_p$ has a cycle of length $k + 1$. When $G = K_n$ this gives part of equation (1).

Problem 26. In [10], is the hitting time for $A_k$ the same as the hitting time for minimum degree $k$ w.h.p. when $k = k(n) \to \infty$?

3 Random Regular Graphs

Let $G_{n,r}$ denote a random simple regular graph with vertex set $[n]$ and degree $r$. Some of the results for $G_{n,m}, G_{n,p}$ have been extended to this model.
3.1 Existence

Bollobás [53] and Fenner and Frieze [111] used extensions and rotations to prove that w.h.p. \( G_{n,r} \) is Hamiltonian for \( r_0 \leq r = O(1) \). The smaller value of \( r_0 \) here was 796. At around the same time Robinson and Wormald [231] showed that random cubic bipartite graphs are Hamiltonian w.h.p. The gap for \( 3 \leq r = O(1) \) was filled by Robinson and Wormald [228], [230]. They introduced an ingenious variation on the second moment method that is now referred to as small subgraph conditioning. Basically, it says, in some sense, that if we condition on the number of small odd cycles then the second moment method will prove that \( G_{n,r} \) is Hamiltonian w.h.p.

This leaves the case for \( r \to \infty \). In unpublished work, Frieze [124] proved that \( G_{n,r} \) is Hamiltonian w.h.p. for \( 3 \leq r \leq n^{1/5} \). This was improved to \( r \leq c_0 n \) for some constant \( c_0 > 0 \) by Cooper, Frieze and Reed [86]. At the same time Krivelevich, Sudakov, Vu and Wormald [196] proved the same result for \( r \geq n^{1/2} \log n \).

Frieze [130] proved that w.h.p. the union of two random permutation graphs on \([n]\) contains a Hamilton cycle. Here we ignore orientation. This has some relation to Theorem 4.15 of [244].

Robinson and Wormald [229] show that we can specify \( o(n^{1/2}) \) edges of a matching \( M \), with an orientation, and w.h.p. find a Hamilton cycle \( H \) in \( G_{n,r}, r \geq 3 \) that contains \( M \). Here \( H \) the edges of \( M \) appear on \( H \) with the correct orientation. This implies that a random claw-free cubic graph is Hamiltonian w.h.p. The same paper also shows that if \( |M| = o(n^{2/5}) \) then we can impose an ordering of the edges around the cycle.

Kim and Wormald [172] showed that w.h.p. \( G_{n,r}, r \geq 3 \) satisfies property \( \mathcal{A}_r \). Thus w.h.p. \( G_{n,r} \) is the union of edge disjoint Hamilton cycles and a perfect matching if \( r \) is odd.

3.2 Algorithms

Frieze [129] showed that the extension-rotation approach gives rise to an \( O(n^{3+o(1)}) \) time algorithm that finds a Hamilton cycle in \( G_{n,r}, 85 \leq r = O(1) \) w.h.p. Frieze, Jerrum, Molloy, Robinson and Wormald [135] found an approach that works for \( r \geq 3 \). It follows from the work of Robinson and Wormald [228], [230] that w.h.p. the number of 2-factors of \( G_{n,r} \) is at most \( n \) times the number of Hamilton cycles in \( G_{n,r} \). So, if we generate a near uniform 2-factor, it has probability of at least \( n^{-1} \) of being a Hamilton cycle. If we generate \( n \log n \) random 2-factors, then w.h.p. one of them will be a Hamilton cycle. To generate a random 2-factor, we use the Markov chain approach of Jerrum and Sinclair [167].

**Problem 27.** Construct a near linear time algorithm for finding a Hamilton cycle in \( G_{n,r}, r \geq 3 \).
3.3 Rainbow Hamilton Cycles

Janson and Wormald [166] proved the following: Suppose that the edges of the random $2r$-regular graph $G_{n,2r}$ are randomly colored with $n$ colors so that each color is used exactly $r$ times. Then w.h.p. there is a rainbow Hamilton cycle if $r \geq 4$ and there isn’t if $r \leq 3$.

**Problem 28.** Discuss the problem of packing rainbow Hamilton cycles in the context of random regular graphs.

3.4 Resilience

Condon, Espuny Díaz, Girão, Kühn and Osthus [69] proved that given $\varepsilon > 0$, $\Delta_{ham} \leq (\frac{1}{2} - \varepsilon)d$ for $d_e \leq d \leq \log^2 n$, and the lower bound is necessary. The result for larger values of $d$ follows by combining results from several papers. Sudakov and Vu [237] showed that for any fixed $\varepsilon > 0$, and for any $(n,d,\lambda)$-graph $G$ with $d/\lambda > \log^2 n$, we have that $\Delta_{ham} \leq (\frac{1}{2} - \varepsilon)d$. This, together with a result of Krivelevich, Sudakov, Vu and Wormald [196] and recent results of Cook, Goldstein and Johnson [72] and Tikhomirov and Youssef [241] about the spectral gap of random regular graphs implies that $\Delta_{ham} \leq (\frac{1}{2} - \varepsilon)d$ for $\log^4 n \leq d \leq n - 1$ w.h.p. One can extend this to $d \gg \log n$ by combining the coupling result of Kim and Vu [170] with that of Lee and Sudakov [199].

3.5 Fixed Degree Sequence

Regularity is a simple example of a fixed degree sequence. Let $d = (d_1, d_2, \ldots, d_n)$ be a degree sequence. We let $G_{n,d}$ denote a random graph chosen uniformly from all graphs with vertex set $[n]$ and with degree sequence $d$. Cooper, Frieze and Krivelevich [84] gave some rather complicated conditions on $d$ under which $G_{n,d}$ is Hamiltonian w.h.p. Gao, Isaev and McKay [152] proved Hamiltonicity w.h.p. under the assumption that $d$ is near-regular viz. $\max d_i - \min d_i = o(\max d_i, n - \max d_i)$. Johansson [175] related Hamiltonicity to a notion of balancedness.

**Problem 29.** Study the Hamiltonicity of $G_{n,d}$. Is there some simple function $\phi$ such that $G_{n,d}$ is Hamiltonian w.h.p. if and only if $\phi(d) > 0$? (Part of the problem is to make this statement precise.)

3.6 Sequentially Constrained Cycles

Robinson and Wormald [231] considered random regular graphs and ask for Hamilton cycles that contain a prescribed number of $o(n^{2/5})$ edges must be contained in order in the cycle. Espig, Frieze and Krivelevich [105] proved that if $M$ denotes some fixed perfect matching of $K_n$ then w.h.p. at the hitting time for Hamiltonicity, there is a Hamilton cycle containing
Problem 30. Can $\log \log \log n$ be replaced by $\log \log n$ in the constraint on $\omega$.

For a Hamilton cycle $H$ treated as a sequence of vertices $\sigma = (i_1 = 1, i_2, \ldots, i_n)$ let $\iota(H) = |\{k < \ell : i_k > i_\ell\}|$ be the number of transpositions. Suppose that $M = \Omega(n \log n)$. Frieze and Pegden show that there is a constant $K$ such that if $p \geq K \frac{n \log n}{M}$ then w.h.p. $G_{n,p}$ contains a Hamilton cycle $H$ with $\iota(H) \leq M$. Furthermore, if $p \leq (1 - \varepsilon) \min \left\{ \frac{\log n}{n}, \frac{n}{eM} \right\}$ then w.h.p. $G_{n,p}$ contains no such Hamilton cycle. Here $\varepsilon$ is an arbitrary positive constant.

4 Other Models of Random Graphs

4.1 Random Bipartite and multi-partite Graphs

In the random bipartite graph $G_{n,n,p}$ we have two disjoint sets $A, B$ of size $n$ and each of the $n^2$ possible edges is included with probability $p$. Frieze [125] proved that if $p = \frac{\log n + \log \log n + \omega}{n}$ then

$$
\lim_{n \to \infty} \Pr(G_{n,n,p} \text{ is Hamiltonian}) = \begin{cases} 
0 & c_n \rightarrow -\infty, \\
\frac{e^{-2e^{-c}}}{c} & c_n \rightarrow c, \\
1 & c_n \rightarrow \infty.
\end{cases}
$$

Bollobás and Kohayakawa [60] proved a hitting time version and sketched a proof of the extension to $A_k$.

Problem 31. Discuss the number of Hamilton cycles at the hitting time for minimum degree at least two in $G_{n,n,p}$.

Problem 32. Discuss the resilience of Hamiltonicity in the context of random bipartite graphs.

Anastos, Frieze and Gao [31] consider the Stochastic Block Model where the vertex set $[n]$ is partitioned into disjoint blocks $B_1, B_2, \ldots, B_k, k = O(1)$. The edge probabilities are $p$ within blocks and $q$ between blocks. They show that under some fairly general conditions on block sizes that Hamiltonicity and minimum degree two are intimately related.

Problem 33. Consider the random block model where the edge probabilities are $p_{i,j}$ between blocks $i, j$ for $1 \leq i \leq j \leq k = O(1)$.

In the vein of this problem, Johansson [177] considered the case where the probability of an edge between vertices $u, v$ is given by a symmetric matrix $P$. Denote this model by
This is the ultimate version of the block model where the blocks have size one. Usually referred to as the Inhomogeneous model. He gives conditions on $P$ and shows under these conditions that w.h.p. $G_{n,P}$ has property $A_k$ for $k \geq 1$. He also proves hitting time results.

4.2 $G_{k-out}$

The random graph $G_{k-out}$ is a simple model of a sparse graph that has a guaranteed minimum degree. Each vertex $v \in [n]$ independently chooses $k$ random neighbors. Fenner and Frieze [110] showed that $G_{23-out}$ is Hamiltonian w.h.p. Then Frieze [129] gave a constructive proof that $G_{10-out}$ is Hamiltonian. This was followed by Frieze and Luczak [143] who showed that $G_{5-out}$ is Hamiltonian. It follows from Cooper and Frieze [83] that $G_{4-out}$ is Hamiltonian and then finally Bohman and Frieze [47] showed that $G_{3-out}$ is Hamiltonian. It is easy to see that $G_{2-out}$ is non-Hamiltonian w.h.p. There must be three vertices of degree two with a common neighbor.

Problem 34. Give a constructive proof that $G_{3-out}$ is Hamiltonian w.h.p.

Problem 35. Does $G_{k-out}, k \geq 2$ have property $A_{k-1}$ w.h.p. (The answer is yes, for $k = 2, 3$.)

There is a refinement of $G_{k-out}$ that we believe is interesting. We will call it $H_{k-out}$ where $H$ is any graph with minimum degree $k$. We use the same construction, each $v \in V(H)$ independently chooses $k$ random $H$-neighbors to be placed in $H_{k-out}$. Thus if $H = K_n$ then $H_{k-out} = G_{k-out}$. Frieze and Johansson [136] proved that if $H$ has $n$ vertices and minimum degree at least $(1/2 + \varepsilon)n$ then $H_{k-out}$ is Hamiltonian w.h.p. for $k \geq k_\varepsilon$. If $\varepsilon = 0$ then two cliques of size $m$ intersecting in two vertices, shows that $k_0$ is not bounded as a function of $n$.

Problem 36. Determine the growth rate of $k_0$. Suppose we assume also that $G$ has connectivity $\kappa \to \infty$. How fast should $\kappa$ grow so that $k_0 = O(1)$.

Frieze, Karonski and Thoma [138] considered the graphs induced by the unions of random spanning trees. They showed that 5 random trees are enough to guarantee Hamiltonicity w.h.p.

Problem 37. Show that the union of 3 random spanning trees is enough to guarantee Hamiltonicity w.h.p.

Gao, Kamiński, MacRury and Pralat [153] consider the following model of a semi-random version of $G_{k-out}$. We start initially with the empty graph $G_0$. $G_m$ is obtained from $G_{m-1}$ as follows: $v_m \in [n]$ is chosen uniformly at random. Then a vertex $w_m$ is deterministically chosen and the edge $\{v_m, w_m\}$ is added to create $G_m$. In the paper they give a choice rule for $w_m$ that shows that w.h.p. $G_{2,61...n}$ is Hamiltonian. The paper [47] has shown that $G_{3m}$ is Hamiltonian for a random choice of $w_m$. The results of [153] were improved by Gao,
MacRury and Pralat [153] to $\approx 2.01n$. They also prove a lower bound of $\approx 1.26n$ for this problem. Frieze and Sorkin [150] reduced the upper bound to $\approx 1.85n$.

**Problem 38.** Close the gap between the upper and lower bounds for this problem.

Frieze, Krivelevich and Michaeli [141] consider an on-line process for constructing various objects, Hamilton cycles in particular. They observe the graph process for up to $t$ steps and at each step they are required to decide irrevocably to accept or reject the next edge. There is a bound of $b$ on the number edges that can be accepted. A strategy for building an object in this model is called a $(t, b)$ strategy. They proved

**Theorem 4.1.** For every $\varepsilon > 0$ there exists $C > 1$ such that the following hold.

1. If $t \geq (1 + \varepsilon)n \log n/2$ and $b \geq Cn$ then there exists a $(t, b)$-strategy $B$ of Builder such that
   $$\lim_{n \to \infty} \Pr(B_t \text{ is Hamiltonian}) = 1.$$

2. If $t \geq Cn \log n/2$ and $b \geq (1 + \varepsilon)n$ then there exists a $(t, b)$-strategy $B$ of Builder such that
   $$\lim_{n \to \infty} \Pr(B_t \text{ is Hamiltonian}) = 1.$$

3. Let $\tau_2$ denote the hitting time for minimum degree two. There exists $C > 1$ for which there exists a $(\tau_2, Cn)$-strategy $B$ of Builder with
   $$\lim_{n \to \infty} \Pr(B_{\tau_2} \text{ is Hamiltonian}) = 1.$$

Anastos [22] showed that we can replace $C$ by $1 + \varepsilon$ in 1,2. of the above theorem.

**Problem 39.** If $b = n + \omega$, where $\omega \to \infty$, how large should $t$ be in a $(t, b)$ strategy that constructs a Hamilton cycle w.h.p.

### 4.3 The $n$-cube

The graph $Q_n$ has been widely studied. Here $V(Q_n) = \{0, 1\}^n$ and two vertices are adjacent if their Hamming distance is one. There are various models of random subgraphs of $Q_n$ and we mention two: in $Q_{n,p}^{(e)}$ we keep all the vertices of $Q_n$ and the edges of $Q_n$ independently with probability $p$. In $Q_{n,p}^{(v)}$ we choose a random subset of $V(Q_n)$, where each vertex is included independently with probability $p$. After this we take the subgraph induced by the chosen set of vertices. It is known for example that $Q_{n,p}^{(e)}$ becomes connected at around $p = 1/2$. Also, Bollobás [54] determined the value of $p$ for there to be a perfect matching in $Q_{n,p}^{(e)}$ w.h.p., again at around $p = 1/2$. Condon, Espunya Díaz, Girão, Kühn and Osthus [71] proved that the threshold for the existence of a Hamilton cycle in $Q_{n,p}^{(e)}$ is $p = 1/2$. They verified property $A_k$, $k \geq 2$ and proved a perturbation result as in Section 2.11.
Problem 40. Determine the minimum value of $p$ for there to be a Hamilton cycle in $Q_{n,p}^{(v)}$, conditional on $Q_{n,p}^{(v)}$ containing as many odd as even vertices. Perhaps consider resilience and color the edges.

4.4 Random Lifts

Amit and Linial [16] introduced the notion of a random lift of a fixed graph $H$. We let $A_v, v \in V(H)$ be a collection of sets of size $n$. Then for every $e = \{x, y\} \in E(H)$ we construct a random perfect matching $M_e$ between $A_x$ and $A_y$. The graph with vertex set $\bigcup_{v \in V(H)} A_v$ and edge set $\bigcup_{e \in E(H)} M_e$ is a random lift of $H$.

Burgin, Chebolu, Cooper and Frieze [63] proved that if $s$ is sufficiently large then a random lift of $K_s$ is Hamiltonian w.h.p. Luczak, Witkowski and Witkowski [202] improved this and showed that if $H$ has minimum degree at least 5 and contains two edge disjoint Hamilton cycles then a random lift of $H$ is Hamiltonian w.h.p. This implies that a random lift of $K_5$ is Hamiltonian w.h.p. A random lift of $K_3$ consists of a set of vertex disjoint cycles.

Problem 41. Is a random lift of $K_4$ Hamiltonian w.h.p.?

4.5 Random Graphs from Random Walks

Given a graph $G$, one can obtain a random set of edges by constructing a random walk. This was the view taken in Frieze, Krivelevich, Michaeli and Peled [140]. So, given $G$, we let $G_m$ denote the random subgraph of $G$ induced by the first $m$ steps of a simple random walk on $G$. The considered the case where $G = G_{n,p}, p = \frac{C \log n}{n}$ and they showed that for every $\varepsilon > 0$, there exists $C_\varepsilon$ such that $C \geq C_\varepsilon$ and $m \geq (1 + \varepsilon)n \log n$ then w.h.p. $G_m$ is Hamiltonian. When $G = K_n$ they showed that w.h.p. $G_m$ is Hamiltonian for $m$ equal to one more than the number of steps needed to visit every vertex.

Problem 42. Determine $C(\varepsilon)$ up to an $(1 + o(1))$ factor.

4.6 Random Geometric Graphs

Let $X_1, X_2, \ldots, X_n$ be chosen independently and uniformly at random from the unit square $[0, 1]^2$ and let $r$ be given. Let $X = \{X_1, X_2, \ldots, X_n\}$. The random geometric graph $G_{X,r}$ has vertex set $X$ and an edge $X_iX_j$ whenever $|X_i - X_j| \leq r$. See Penrose [220] for more details or Chapter 11.2 of [137] for a gentle introduction. Diáez, Mitsche and Pérez-Giménez [88] showed that if $r \geq (1 + \varepsilon) \left( \frac{\log n}{\pi n} \right)^{1/2}$ then $G_{X,r}$ is Hamiltonian w.h.p. Balogh, Bollobás, Krivelevich, Müller and Walters [42] proved that if we grow $r$ from zero then w.h.p. the “hitting time” for minimum degree at least two coincides with the hitting time for Hamiltonicity. Müller, Pérez-Giménez and Wormald [204] proved that as $r$ grows, the hitting time for minimum
degree \( k \) coincides with the hitting time for property \( \mathcal{A}_k \), w.h.p. The papers \cite{42} and \cite{204} both deal with dimensions \( d \geq 2 \). The paper \cite{42} also deals with the nearest neighbor graph.

**Problem 43.** Discuss resilience in the context of \( G_{X,r} \).

Bal, Bennett, Pérez-Giménez and Pralat \cite{37} considered the problem of the existence of a rainbow Hamilton cycle. They show that for \( r \) at the threshold for Hamiltonicity, \( O(n) \) random colors are sufficient to have a rainbow Hamilton cycle w.h.p. Frieze and Pérez-Giménez \cite{145} reduced the number of colors to \( n + o(n) \).

**Problem 44.** Consider the problem where there are exactly \( n \) colors available.

Fountoulakis, Mitsche, Müller and Schepers \cite{121} considered the KPKVB model. The points are chosen from a disk in the hyperbolic plane. The definition is somewhat complicated and can of course be found in \cite{121}. There is a parameters \( \alpha, \nu \) and they prove that given \( \alpha < 1/2 \) there are values \( \nu_0(\alpha), \nu_1(\alpha) \) such that w.h.p. there is no Hamilton cycle if \( \nu < \nu_0 \) and there is a Hamilton cycle if \( \nu > \nu_1 \).

**Problem 45.** Prove that \( \nu_0(\alpha) = \nu_1(\alpha) \), as conjectured in \cite{121}.

Ganeson \cite{151} considered random geometric graphs with \( r \) just below the Hamiltonicity threshold and discussed the minimum number of edges needed to make the graph Hamiltonian.

### 4.7 Random Intersection Graphs

The random intersection graph \( G_{n,m,p} \) is the intersection graph of \( S_1, S_2, \ldots, S_n \) where each \( S_i \) is independently chosen as a subset of \([m]\) where an element is independently included with probability \( p \). Hamiltonicity of \( G_{n,m,p} \) and the related uniform model has been considered by Efthymiou and Spirakis \cite{99}, Bloznelis and Radavičius \cite{49} and by Rybarczyk \cite{232,233}. In particular, \cite{232} proves

**Theorem 4.2.** Let \( \alpha > 1 \) be constant and \( m = n^\alpha \). Let \( p_{\pm} = \sqrt{\frac{\log n + \log \log n \pm \omega}{mn}} \) where \( \omega \to \infty \). Then w.h.p. \( G_{n,m,p_-} \) is not Hamiltonian and w.h.p. \( G_{n,m,p_+} \) is Hamiltonian.

Furthermore, in \cite{233} it is shown that w.h.p. the polynomial time algorithm HAM of \cite{57} is successful w.h.p. on \( G_{n,m,p} \) whenever \( m \gg \log n \) and \( mp^2 \leq 1 \).

**Problem 46.** Discuss resilience and other questions in relation to \( G_{n,m,p} \).
4.8 Preferential Attachment Graph

The *Preferential Attachment Graph* (PAM) is a random graph sequence \( G_0, G_1, \ldots, G_n, \ldots \), that bears some relation to networks found in the real world. Its main characteristic is having a heavy tail distribution for degrees. \( G_{n+1} \) is obtained from \( G_n \) by adding a new vertex \( v_{n+1} \) and \( m \) (a parameter) random edges. The distinguishing feature is that the \( m \) neighbors of \( v_{n+1} \) in \( V(G_n) \) are chosen with probability proportional to their current degree. Frieze, Pralat, Pérez-Giménez and Reiniger [148] showed that if \( m \geq 29500 \) then \( G_n \) is Hamiltonian w.h.p.

**Problem 47.** Find the smallest \( m \) such \( G_m \) is Hamiltonian w.h.p.

4.9 Nearest neighbor Graphs

Given a graph \( G = (V, E) \) we let \( \sigma = (e_1, e_2, \ldots, e_m) \) be a random permutation of its edges. We think of the permutation being derived by giving each edge an independent random weight and then ordering the edges in increasing order of weight. The random graph \( G_{k-NN} \) is obtained as follows. For each \( v \in V \) let \( F_v = \{ f_1, f_2, \ldots, f_k \} \) be the first \( k \) edges in the sequence \( \sigma \) that contain \( v \). Let \( F = \bigcup_v F_v \) and then \( G_{k-NN} = (V, F) \). When \( G = K_n \), Cooper and Frieze [78] determined the connectivity and when \( G \) is a random geometric graph, Balister, Bollobás, Sarkar and Walters [41] determined the connectivity approximately. (Exact determination in this case is a nice open problem.)

**Problem 48.** Determine, for various \( G \), the minimum \( k \) for which \( G_{k-NN} \) is Hamiltonian. When \( G = K_n \) this should be 3 or 4. When \( G \) is a random geometric graph, this should be \( c \log n \). (This is likely to be very difficult, seeing as the connectivity threshold is still open.)

We note that [141] shows that the minimum is \( O(1) \) for the case \( G = K_n \).

4.10 Achlioptas Process

In this model, sets of \( K \) random edges are presented sequentially and one is allowed to choose one in order to fulfill some purpose. Call each choice a round. Krivelevich, Lubetzky and Sudakov [193] considered the problem of optimizing the selection so that one can obtain a Hamilton cycle as quickly as possible. They show (i) if \( K \gg \log n \) then \( n + o(n) \) rounds are sufficient w.h.p. and (ii) if \( K = \gamma \log n \) then w.h.p. the number of rounds \( \tau_H \) satisfies

\[
1 + \frac{1}{2\gamma} + o(1) \leq \frac{\tau_H}{n} \leq 3 + \frac{1}{\gamma} + o(1).
\]

(5)

Anastos [22] showed that \( \tau_H/n \sim 1 + 1/2\gamma \) w.h.p.
4.11 Maximum degree process

In the maximum degree \( d \) process, edges are added to the empty graph on vertex set \([n]\), avoiding adding edges that make the maximum degree more than \( d \). For \( d = 2 \), Telcs, Wormald and Zhou [239] showed that the probability the process terminates with a hamilton cycle is asymptotically equal to \( c_1 n^{-1/2} \) for an explicitly defined \( c_1 \).

4.12 Pancyclicity

A graph with \( n \) vertices is *pancyclic* if it contains cycles of lengths \( 3 \leq k \leq n \). Cooper and Frieze [82] showed that the limiting probability for \( G_m \) to be pancyclic is the same as the limiting for minimum degree at least two. This was refined by Cooper [73]. He showed that w.h.p. there is a Hamilton cycle \( H \) such that cycles of every length can be constructed out of the edges of \( H \) and at most two other edges per cycle. Then in [74] Cooper showed that one edge per cycle is sufficient. Lee and Samotij [200] determined the resilience of pancyclicity. They show that if \( p \geq n^{-1/2} \) then w.h.p. every Hamiltonian subgraph \( G' \subseteq G_{n,p} \) with more than \( (1/2 + o(1))n^2p/2 \) edges is pancyclic.

**Problem 49.** Determine the threshold for \( G_{n,p} \) to contain the \( r \)th power, \((r \geq 2)\), of a cycle of length \( k \) for all \( 2 \leq k \leq n \).

Krivelevich, Lee and Sudakov [190] proved that \( G = G_{n,p}, p \gg n^{-1/2} \) remains pancyclic w.h.p. if a subgraph \( H \) of maximum degree \((\frac{1}{2} - \varepsilon)n)p \) is deleted, i.e. pancyclicity is locally resilient. The same is true for random regular graphs when \( r \gg n^{1/2} \).

Alon and Krivelevich [12] proved that if \( p \geq (1 + o(1)) \log n/n \) then w.h.p. \( G_{n,p} \) contains a pancyclic subgraph with \( n + (1 + o(1)) \log n \) edges. In [13] they prove that w.h.p. \( \mu(G_{n,p}) = \hat{\mu}(G_{n,p}) = \frac{\mu(G_{n,p})}{\mu(G_{n,p})} \) if \( np \geq 20 \). Here \( \mu(G) \) is the minimum number of edges additional edges needed to make \( G \) Hamiltonian and \( \hat{\mu} \) is the corresponding number to make \( G \) pancyclic. They also show that if \( np = d \), \( \mu(G_{n,p}) \sim f(d)n \) where \( f(d) = de^{-d}/2 + \cdots \).

4.13 Hamilton Game

There is a striking and mysterious relationship between the existence of Hamilton cycles and the Hamilton Maker-Breaker game. In this game played on some Hamiltonian graph \( G \), two players Maker and Breaker take turns in selecting (sets of) edges. Maker tries to obtain the edges of a Hamiltonian subgraph and Breaker tries to prevent this. There is a bias \( b \) for breaker, if Breaker is allowed to choose \( b \) edges for every choice by Maker. Ben-Shimon, Ferber, Hefetz and Krivelevich [44] prove a hitting time result for the \( b = 1 \) Hamilton cycle game on the graph process. Assuming that Breaker starts first, Maker will have a winning strategy in \( G_m \) iff \( m \geq m_4 \), the hitting time for minimum degree 4. This is best possible. Biased Hamiltonicity games on \( G = G_{n,p} \) were considered in Ferber, Glebov, Krivelevich
and Naor [112], where it was shown that for $p \gg \log n$, the threshold bias $b_{HAM}$ satisfies $b_{HAM} \approx \frac{np \log n}{n}$ w.h.p.

Hefetz, Krivelevich and Tan [164] considered a variant on this game. In the $(1 : q)$ Waiter-Client version, in each round, Waiter offers Client $q + 1$ previously unoffered edges and Clint chooses one. Waiter wins if he can force Client to choose a Hamiltonian graph. Let $W_q$ denote the property that there is a winning strategy for waiter. This is a monotone property and they show that $\frac{\log n}{n}$ is a sharp threshold for this property when the game is played on $G_{n,p}$. In the Client-Waiter game, Client wins if he can claim a Hamilton cycle. In this game $\frac{(q + 1) \log n}{n}$ is a sharp threshold.

5 Random Digraphs $D_{n,m}$ and $D_{n,p}$

The random graphs $D_{n,m}$ and $D_{n,p}$ are as one might expect, directed versions of $G_{n,m}, G_{n,p}$ respectively. For $D_{n,m}$ we choose $m$ random edges from the complete digraph $\vec{K}_n$ and for $D_{n,p}$ we include each of the $n(n - 1)$ edges of $\vec{K}_n$ independently with probability $p$.

5.1 Existence

The existence question was first addressed by Angluin and Valiant [32]. They showed that if $p \geq \frac{K \log n}{n}$ for sufficiently large $K$ then $D_{n,p}$ is Hamiltonian w.h.p. Using an elegant interpolation between $D_{n,p}$ and $G_{n,p}$, McDiarmid [205] proved that for any $0 \leq p \leq 1$, $\Pr(D_{n,p} \text{ is Hamiltonian}) \geq \Pr(G_{n,p} \text{ is Hamiltonian}).$

This shows that if $p = \frac{\log n + \log \log n}{n}$ then $D_{n,p}$ is Hamiltonian w.h.p. Frieze [127] proved a hitting time result. Consider the directed graph process $D_0, D_1, \ldots, D_{n(n-1)}$ where $D_{m+1}$ is obtained from $D_m$ by adding a random directed edge. Let $m_H$ be the minimum $m$ such that $D_m$ is Hamiltonian and let $m_k$ be the minimum $m$ such that $\delta^+(D_m) \geq k$ where $\delta^+$ and $\delta^-$ denote minimum out- and in-degree respectively. Then [127] shows that w.h.p. $m_H = m_1$ w.h.p. This removes a log log $n$ term from McDiarmid’s result.

Cooper and Frieze [87] proved that if $D_{n,m}^{(\delta \geq 1)}$ denotes the set of digraphs with vertex set $[n]$ and $m$ edges such that $\min \{\delta^-, \delta^+\} \geq 1$. Then let $D_{n,m}^{(\delta \geq 1)}$ be sampled uniformly from $D_{n,m}^{(\delta \geq 1)}$.

**Theorem 5.1.** Let $m = \frac{n}{2}(\log n + 2 \log \log n + c_n)$ then

$$\lim_{n \to \infty} \Pr(D_{n,m}^{(\delta \geq 1)} \text{ is Hamiltonian}) = \begin{cases} 0 & c_n \to -\infty, \\ e^{-e^{-c/4}} & c_n \to c, \\ 1 & c_n \to \infty. \end{cases}$$

The R.H.S. of (6) is the limiting probability that $D_{n,m}^{(\delta \geq 1)}$ contains two vertices of in-degree one (resp. out-degree one) that share a common in-neighbour (resp. common out-neighbour).
5.2 Packing, Covering and Counting

The paper [127] shows that w.h.p. at time $m_k$, $D_m$ contains $k$ edge disjoint Hamilton cycles. Ferber, Kronenberg and Long [115] proved that if $np/\log^4 n \to \infty$ then w.h.p. $D_{n,p}$ contains $(1 - o(1))np$ edge disjoint Hamilton cycles. This was improved by Ferber and Long [118], see below.

**Problem 50.** Let $\delta = \min \{\delta^+, \delta^-\}$. Is it true that throughout the directed random graph process $D_m$, $m \geq 0$ that w.h.p. $D_m$ contains $\delta$ edge disjoint Hamilton cycles?

The paper [115] also considered covering the edges of $D_{n,p}$ by Hamilton cycles. They show that if $p \gg \log^2 n$ then the edges of $D_{n,p}$ can be covered by $(1 + o(1))np$ Hamilton cycles.

**Problem 51.** Is it true that if $p \gg \log n$ then the edges of $D_{n,p}$ can be covered by $(1 + o(1))np$ Hamilton cycles.

Finally, consider the number of Hamilton cycles in $D_{n,p}$. The paper [115] shows that if $p \gg \log^2 n$ then w.h.p. $D_{n,p}$ contains $(1 + o(1))n!p^n$ Hamilton cycles. Ferber, Kwan and Sudakov [116] improved this to show that w.h.p. at the hitting time for the existence of a directed Hamilton cycle, there are w.h.p. $(1 + o(1))n!p^n$ distinct Hamilton cycles.

**Problem 52.** At the hitting time for the existence of a Hamilton cycle, $D_m$ w.h.p. contains $\alpha n!p^n$ Hamilton cycles. Determine $\alpha_n$ as accurately as possible.

Ferber and Long [118] considered Hamilton cycles with arbitrary orientations of the edges. They showed that if $C_1, C_2, \ldots, C_t, t \leq (1 - \varepsilon)np$ are arbitrarily oriented Hamilton cycles and if $np/\log^3 n \to \infty$ then w.h.p. $D_{n,p}$ contains edges disjoint copies of these cycles. They also show that w.h.p. $D_{n,p}$ contains $(1 + o(1))n!p^n$ copies of any arbitrarily oriented cycle. They conjectured the truth of the following: if $np - \log n \to \infty$ and $C$ is some arbitrarily oriented Hamilton cycle, then $D_{n,p}$ contains a copy of $C$ w.h.p. Frieze, Pralat and Pérez-Giménez [149] studied the existence of Hamilton cycles where the orientation of edges follows a repeating pattern. They proved hitting time versions. In particular, for the pattern where the orientations alternate, they show that approximately $\frac{1}{2} n \log n$ random edges are needed.

Montgomery [212] strengthened [149] considerably and proved the conjecture of [118]. In addition he showed that w.h.p. the last pattern to appear is that of a properly oriented cycle i.e. one in which every vertex has in- and out-degree one. Araujo, Balogh, Krueger, Piga and Treglown [35] considered the following model: start with a digraph $D_0$ that is an orientation of an $n$ vertex simple graph $G$ such that the minimum in- and out-degree is at least $\alpha n$ and add $C(\alpha)n$ random directed edges to create a digraph $D$. They show that w.h.p. $D$ has a Hamilton cycle of every possible orientation.

Gishboliner, Krivelevich and P. Michaeli [156] study a form of discrepancy related to Hamilton cycles. In particular they proved that if $p$ is above that Hamiltonicity threshold then
w.h.p. in any orientation of $G_{n,p}$ there is a Hamilton cycle with almost all edges oriented in the same direction.

One can also consider cores in the context of digraphs. The $k$-core of a digraph $D$ will be the largest subgraph with in- and out-degree at least $k$.

**Problem 53.** For which values of $k$ are the cores of $D_m$ born Hamiltonian.

### 5.3 Resilience

Hefetz, Steger and Sudakov [163] began the study of the resilience of Hamiltonicity for random digraphs. They showed that if $p \gg \frac{\log n}{n^{3/2}}$ then w.h.p. the Hamiltonicity of $D_{n,p}$ is resilient to the deletion of up to $(\frac{1}{2} - o(1))np$ edges incident with each vertex. The value of $p$ was reduced to $p \gg \frac{\log^8 n}{n}$ by Ferber, Nenadov, Noever, Peter and Škorić [119]. Finally, Montgomery [211] proved that in the random digraph process, at the hitting time for Hamiltonicity, the property is resilient w.h.p.

### 6 Other models of Random Digraphs

#### 6.1 $k$-in, $k$-out

The random graph $D_{k-in,\ell-out}$ is generated as follows. Each $v \in [n]$ independently chooses $k$ in-neighbors and $\ell$ out-neighbors. It is a directed version of the model $G_{k-out}$ considered in Section 4.2. Cooper and Frieze [77] showed that $D_{3-in,3-out}$ is Hamiltonian w.h.p. And then in [79] they showed that $D_{2-in,2-out}$ is Hamiltonian w.h.p. This is best possible, since w.h.p. $D_{1-in,1-out}$ is not Hamiltonian.

**Problem 54.** The proofs in [77], [79] can be seen as the analysis of an $n^{O(\log n)}$ time algorithm. Is there a polynomial time algorithmic proof?

The related directed nearest-neighbor digraph is relatively unexplored, although [41] does consider a directed version).

#### 6.2 Random Regular Digraphs

Cooper, Frieze and Molloy [85] proved that w.h.p. the random regular digraph $D_{n,r}$ is hamiltonian for every fixed $r \geq 3$. In $D_{n,r}$ each vertex $v \in [n]$ has in-degree and out-degree $r$.

**Problem 55.** Discuss the Hamiltonicity of $D_{n,r}$ for $r \to \infty$ with $n$. 
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Problem 56. Discuss the query complexity, (in the context of [114]), of finding Hamilton cycles in the random digraph $D_{n,p}$. Is it $n + o(n)$?

Another way to generate random regular digraphs, is to take the union of $r$ random permutation digraphs. [130] shows that the union of 3 directed permutation digraphs is Hamiltonian. Cooper [75] showed that 2 is not enough.

6.3 $D_p$

In the same way that we defined $G_p$ a a random subgraph of an arbitrary graph $G$, we can define $D_p$ as a random subgraph of an arbitrary digraph $D$. In particular, similarly to Problem 26, we can pose

Problem 57. Let $D$ be a digraph with vertex set $[n]$ and minimum out- and in-degree at least $\left(\frac{1}{2} + \varepsilon\right)n$. Now consider the random digraph process restricted to the edges of $D$. Is the hitting time for Hamiltonicity equal to the hitting time for out- and in-degree at least one, w.h.p.?

6.4 Hamilton Game

Frieze and Pegden [146] considered the Maker-Breaker game on the complete digraph $\vec{K}_n$. They showed that if $b \geq \frac{(1+\varepsilon)\log n}{n}$ then Breaker wins and that if $b \leq \frac{\varepsilon \log n}{n}$ then Maker wins, $\varepsilon$ sufficiently small.

Problem 58. Show that Maker wins if $b \leq \frac{(1-\varepsilon)\log n}{n}$

6.5 Random Lifts

Given a digraph $D = (V,E)$ we can construct a random lift as follows: We let $A_v, v \in V$ be a collection of sets of size $n$. Then for every oriented edge $e = (x, y) \in E(H)$ we construct a random perfect matching $M_e$ between $A_x$ and $A_y$. The edges of this matching are oriented from $A_x$ to $A_y$. Chebolu and Frieze [67] proved that if $H = \vec{K}_h$ for a sufficiently large $h$, then a random lift of $H$ is Hamiltonian w.h.p.

Problem 59. Show that a random lift of $\vec{K}_3$ is Hamiltonian w.h.p.

6.6 Random Tournaments

Kühn and Osthus [198] showed a random tournament contains $\delta$ edge disjoint Hamilton cycles, where $\delta = \min \{\delta^+, \delta^-\}$ and $\delta^+$ denotes the minimum out- and $\delta^-$ denotes the minimum in-degree.
6.7 Perturbations of Dense Digraphs

Krivelevich, Kwan and Sudakov [187] show that if $D$ is a digraph with vertex set $[n]$ and minimum in- and out-degree at least $\alpha n$ and $R$ is a set of $c = c(\alpha)$ random directed edges, then w.h.p. $D + R$ is Hamiltonian, indeed, pancyclic. They also consider random perturbations of a tournament. Suppose that $T$ is a tournament on vertex set $[n]$ in which each in- and out-degree is at least $d$. Now independently choose $m \gg \frac{n}{d+1}$ random edges of $T$ and then orient them uniformly at random. Then w.h.p. the resulting perturbed tournament has at least $q$-edge disjoint Hamilton cycles, for any fixed $q$.

Araujo, Balogh, Krueger, Piga and Treglown [36] proved that in the same model as [187], the digraph $D + R$ simultaneously contains Hamilton cycles of every orientation. In addition they prove the same for cycles of length $k \in [2, (1 - \eta)n]$.

7 Edge-colored digraphs

Anastos and Briggs [24] extended the result of [62] to $D_{n,p}$. i.e. they give an on-line algorithm for constructing $k$ edges disjoint Hamilton cycles in the random digraph process at the point where the minimum in- and out-degrees are both first at least $k$.

Katsamaktis, Lezter and Sgueglia [180] proved that if $D$ is an edge-colored random permutation of a dense digraph then $D$ contains a directed rainbow Hamilton cycle w.h.p.

Problem 60. When do random digraphs contain rainbow copies of Hamilton cycles with arbitrary given orientations?

8 The random hypergraphs $H_{n,m;k}$ and $H_{n,p;k}$

In the main when considering hypergraphs, we will consider random $k$-uniform hypergraphs where each edge has size $k \geq 3$. The random hypergraph $H_{n,m;k}$ has vertex set $[n]$ and $m$ randomly chosen edges from $\binom{[n]}{k}$. Similarly, the random hypergraph $H_{n,p;k}$ has vertex set $[n]$ and each element of $\binom{[n]}{k}$ is included independently as an edge with probability $p$. When $m = \binom{n}{k}p$, the two models behave similarly.

Suppose that $1 \leq \ell < k$. An $\ell$-overlapping Hamilton cycle $C$ in a $k$-uniform hypergraph $H = (V,E)$ on $n$ vertices is a collection of $m_\ell = n/(k-\ell)$ edges of $H$ such that for some cyclic order of $[n]$ every edge consists of $k$ consecutive vertices and for every pair of consecutive edges $E_{i-1}, E_i$ in $C$ (in the natural ordering of the edges) we have $|E_{i-1} \cap E_i| = \ell$. Thus, in every $\ell$-overlapping Hamilton cycle the sets $C_i = E_i \setminus E_{i-1}$, $i = 1, 2, \ldots, m_\ell$, are a partition of $V$ into sets of size $k - \ell$. Hence, $m_\ell = n/(k-\ell)$. We thus always assume, when discussing $\ell$-overlapping Hamilton cycles, that this necessary condition, $k - \ell$ divides $n$, is fulfilled. In
the literature, when \(\ell = k - 1\) we have a *tight* Hamilton cycle and when \(\ell = 1\) we have a *loose* Hamilton cycle.

### 8.1 Existence

Frieze [132] showed that if \(K\) is sufficiently large and \(4|n\) then w.h.p. \(H_n, Kn, \log n: 3\) contains a loose Hamilton cycle. Dudek and Frieze [93] generalised the argument of [132] and showed that if \(K\) is sufficiently large and \(2(k - 1)|n\) then w.h.p. \(H_n, Kn, \log n: k\) contains a loose Hamilton cycle. The divisibility conditions in these papers are not optimal and Dudek, Frieze, Loh and Speiss [95] relaxed these conditions to \((k - 1)|n\).

Dudek and Frieze [94] found the existence thresholds for all integers \(k > \ell \geq 2\) up to a constant factor (except for \(\ell = 2\)). Narayanan and Schacht [213] tightened these results further and proved the following: let \(k > \ell > 1\) and \(s = k - \ell\) and \(t = k - \ell \mod s\) and \(\lambda(k, \ell) = t!(s - t)!\). Let

\[
p^*_k,n; \ell(n) = \frac{\lambda(k, \ell)e^n}{n^s}.
\]

Then, for any fixed \(\varepsilon > 0\),

\[
\Pr(H_n, p, k; \ell\text{-overlapping Hamilton cycle}) \rightarrow \begin{cases} 1 & p \geq (1 + \varepsilon)p^*_k,n; \ell(n). \\ 0 & p \leq (1 - \varepsilon)p^*_k,n; \ell(n). \end{cases}
\]

The lower bound is proved by the first moment method and the upper bound is via a clever refinement of the second moment method.

**Problem 61.** *Tighten the statements on the existence of Hamilton cycles, particularly for the case \(\ell = 1\).*

**Problem 62.** *Determine the resilience of Hamiltonicity in random hypergraphs.*

The minimum \(d\)-degree \(\delta_d(H)\) of a hypergraph \(H\) is equal to

\[
\min_{S \subseteq V(H), |S| = d} \left| \{e \in E(H) : e \supseteq S\} \right|.
\]

The minimum \(d\)-degree threshold for loose Hamilton cycles \(\mu_d(k)\) is defined as the least \(\mu \in [0, 1]\) such that for every \(\gamma > 0\) and large enough \(n\) divisible by \(k - 1\), every \(n\)-vertex \(k\)-uniform hypergraph \(G\) with \(\delta_d(G) \geq (\mu + \gamma)(n - d)/k\) contains a loose Hamilton cycle. Alvarado, Kohayakawa, Lang, Mota and Stagni [17] proved that or every \(1 \leq d < k\) and \(\gamma > 0\) there is a \(C > 0\) such that the following holds. If \(p \geq \max\{n^{-(k-1)/2+\gamma}, Cn^{-(k-d)\log n}\}\) and \(n\) is divisible by \(k - 1\), then w.h.p. \(G = H_n, p, k\) has the property that every spanning subgraph \(G' \subseteq G\) with \(\delta_d(G') \geq (\mu_d(k) + \gamma)p^{(n - d)/k}\) contains a loose Hamilton cycle.

Let \(H^{(\ell)}_{p,m,n; k}\) denote a random \(k\)-uniform hypergraph with vertex set \([n]\), \(m\) edges and minimum degree at least \(\ell\).

**Problem 63.** *Show that \(H^{(3)}_{p,m,n; k}\) is Hamiltonian w.h.p. for large enough \(c\).*
Parczyk and Person [219] proved an extension of Riordan’s spanning subgraph result [224] to hypergraphs. Among other things this gives a slightly weaker version of the known results on the thresholds for Hamilton cycles (except for loose) in random uniform hypergraphs and also applies to powers of tight Hamilton cycles. Chang, Han and Sun [65] improved a result in [219] by showing that if 
\[ p \geq Cn^{-1/(k^r-2)} \] 
for some constant \( C > 0 \), then w.h.p. \( H_{n,p,k} \) contains the \( r \)th power of a tight Hamilton cycle.

Petrova and Trujić [221] proved the following for \( d \in \{1, 2\} \). For every \( \gamma > 0 \) there is a \( C > 0 \) such that the following holds: Suppose that \( p \geq C \log n \cdot \max \{n^{-3/2}, n^{-3+d}\} \) and \( n \) is even. Then w.h.p. \( H = H_{n,p,3} \) has the property that every spanning subgraph \( G \) of \( H \) with minimum \( d \)-degree \( \delta_d(G) \geq (\delta_d(H) + \gamma)p(n^{-d}) \) contains a loose Hamilton cycle. Here \( \delta_d(H) \) is the minimum over sets \( S \) of size \( d \) of the number of edges containing \( S \).

8.2 Algorithms

Allen, Böttcher, Kohayakawa and Person [4] gave a randomised polynomial time algorithm for finding a tight Hamilton cycle in \( H_{n,p,k} \) provided \( p \geq n^{-1+\varepsilon} \) for any fixed \( \varepsilon > 0 \). Allen, Koch, Parczyk and Person [5] gave a deterministic polynomial time algorithm for finding a tight Hamilton cycle provided \( p \geq C \frac{\log^3 n}{n} \) for sufficiently large \( C \).

Problem 64. Construct a polynomial time algorithm for finding Hamilton cycles in random hypergraphs, for all relevant \( \ell \) and \( p \).

8.3 Random regular Hypergraphs

Altman, Greenhill, Isaev and Ramadurai [15] determined the threshold degree for a random \( r \)-regular \( k \)-uniform hypergraph \( H_{n,r,k} \) to have a loose Hamilton cycle. In this paper, \( r = O(1) \) and they prove

\[
\lim_{n \to \infty} \Pr(H_{n,r,k} \text{ contains a loose Hamilton cycle}) = \begin{cases} 
1 & r > \rho(k), \\
0 & r \leq \rho(k). 
\end{cases}
\]

Here \( \rho = \rho(k) \) is the unique real in \((2, \infty)\) such that

\[
(\rho - 1)(k - 1) \left( \frac{\rho k - r - k}{\rho k - \rho} \right)^{k-1}(\rho k - \rho - k)/k = 1.
\]

Dudek, Frieze, Ruciński and Šileikis [96] show that if \( n \log n \ll m \ll n^k \) and \( r \approx km/n \) then there is an embedding of \( G_{n,m,k} \) into \( H_{n,r,k} \) showing the existence of Hamilton cycles in \( G_{n,r,k} \) w.h.p. whenever there is one w.h.p. for the corresponding \( G_{n,m,k} \). Espuny Díaz, Joos, Kühn and Osthus [109] proved that if \( 2 \leq \ell < k \) and \( r \ll n^{\ell-1} \) then w.h.p. \( H_{n,r,k} \) does not contain an \( \ell \)-overlapping Hamilton cycle.
Let $H_{n,p;k}^{(r)}$ be $H_{n,pk}$ with its edges randomly colored from $[r], r = cn \geq 1/(k - \ell)$. Ferber and Krivelevich [113] proved the following: Let $k > \ell \geq 1$ be integers. Suppose that $n$ is a multiple of $k - \ell$. Let $p \in [0, 1]$ be such that w.h.p. $H_{n,pk}$ contains an $\ell$-overlapping Hamilton cycle. Then, for every $\varepsilon = \varepsilon(n) \geq 0$, letting $r = (1 + \varepsilon)m_\ell$ and $q = rp/(\varepsilon m_\ell + 1)$ we have that w.h.p. $H_{n,p;k}^{(cn)}$ contains a rainbow $\ell$-overlapping Hamilton cycle.

This was improved by Dudek, English and Frieze [92] to the following:

(i) Let $k > \ell \geq 2$ and $\varepsilon > 0$ be fixed: (i) for all integers $k > \ell \geq 2$, if

$$p \leq \begin{cases} (1 - \varepsilon)e^{k-\ell+1/n^{k-\ell}} & \text{if } c = 1/(k - \ell) \\ (1 - \varepsilon)\left(\frac{c-1/(k-\ell)}{c}\right)^{(k-\ell)c-1}e^{k-\ell+1/n^{k-\ell}} & \text{if } c > 1/(k - \ell), \end{cases}$$

then w.h.p. $H_{n,p;k}^{(cn)}$ is not rainbow $\ell$-Hamiltonian.

(ii) For all integers $k > \ell \geq 3$, there exists a constant $K = K(k)$ such that if $p \geq K/n^{k-\ell}$ and $n$ is a multiple of $k - \ell$ then $H_{n,p;k}^{(cn)}$ is rainbow $\ell$-Hamiltonian w.h.p.

(iii) If $k > \ell = 2$ and $n^{k-1}p \to \infty$ and $n$ is a multiple of $k - 2$, then $H_{n,p;k}^{(cn)}$ is rainbow 2-Hamiltonian w.h.p.

(iv) For all $k \geq 4$, if

$$p \geq \begin{cases} (1 + \varepsilon)c^2/n & \text{if } c = 1 \\ (1 + \varepsilon)\left(\frac{c-1}{c}\right)c^{-1}e^2/n & \text{if } c > 1, \end{cases}$$

then w.h.p. $H_{n,p;k}^{(cn)}$ is rainbow $(k - 1)$-Hamiltonian, i.e. it contains a rainbow tight Hamilton cycle.

(v) Fix $k \geq 3$ and suppose that $(k - 1)|n$. Let $r = n/(k - 1)$ and $n^{k-1}p/\log n \to \infty$. Then, w.h.p. $H_{n,p;k}^{(cn)}$ contains a rainbow loose Hamilton cycle.

**Problem 65.** How large should $p$ be, so that w.h.p. $H_{n,p;k}^{(cn)}$ contains an $\ell$-overlapping Hamilton cycle.

### 8.5 Perturbations of dense hypergraphs

In this section we consider adding random edges to suitably dense hypergraphs. McDowell and Mycroft [207] proved that for integers $2 \leq \ell < k$ and a small constant $c$, the union of a $k$-uniform hypergraph with linear minimum codegree and $H_{n,p,k}, p \geq n^{-(k-\ell-c)}$ contains an $\ell$-overlapping Hamilton cycle w.h.p. Bedenknecht, Han, Kohayakawa and Mota [43] proved the following: For $k \geq 2$ and $r \geq 1$ such that $k + r \geq 4$, and for any $\alpha > 0$, there exists $\varepsilon > 0$ such that the union of an $n$-vertex $k$-uniform hypergraph with minimum codegree $(1 - (k + r - 2k - 1) - 1 + \alpha)n$ and $G_{n,p,k}$ with $p \geq n - (k + r - 2k - 1) - 1 - \varepsilon$ on the same vertex set contains the $r$th power of a tight Hamilton cycle w.h.p. Chang, Han and Thoma [60] extended the result of [43] and proved that for $k \geq 3, r \geq 2$ and $\alpha > 0$ there exists $\varepsilon$
such that the following holds: suppose that $H$ is a $k$-uniform hypergraph on $n$ vertices such that every set of $(k-1)$ vertices is contained in at least $\alpha n$ edges and $p \geq n^{-\left(\frac{k+r-2}{k-1}\right)-\varepsilon}$ then w.h.p. $H + H_{n,p,k}$ contains the $r$th power of a tight Hamilton cycle.

Krivelevich, Kwan and Sudakov \cite{187} proved that if the $k$-uniform hypergraph $H$ is such that every set of $(k-1)$ vertices is contained in at least $\alpha n$ edges then there exists $c_k = c_k(\alpha)$ such that if $R$ consists of $c_k n$ random edges, then w.h.p. $H + R$ contains a loose Hamilton cycle.

8.6 Other types of Hamilton cycle

A weak Berge Hamilton cycle is a sequence $v_1, e_1, v_2, \ldots, v_n, e_n$ of vertices $v_1, v_2, \ldots, v_n$ where $v_1, v_2, \ldots, v_n$ is a permutation of $[n]$ and $e_1, e_2, \ldots, e_n$ are edges such that $e_i$ contains $\{v_i, v_{i+1}\}$. We drop “weak” if the edges are distinct. Poole \cite{222} proved that if $p = (k-1)! \log \frac{n}{\min\{\alpha, c\}} + c n$ then

$$\lim_{n \to \infty} \Pr(H_{n,p,k} \text{ contains a weak Berge Hamilton cycle}) = \begin{cases} 0 & c_n \to -\infty, \\ e^{-e^{-c}} & c_n \to c, \\ 1 & c_n \to \infty. \end{cases}$$

Bal and Devlin \cite{38} were off by a factor of $k$ for the threshold for Berge Hamilton cycles and the exact threshold was settled by Bal, Berkowitz, Devlin and Schacht \cite{39} who proved a hitting version for both Berge Hamilton cycles and weak Berge Hamilton cycles.

Bal and Devlin and Bal, Berkowitz, Devlin and Schacht also considered the random hypergraph $H_{r-out}$. Here each vertex $v$ randomly chooses $r$ edges containing $v$. They showed that if $k \geq 4$ then $H_{r-out}$ contains a Berge Hamilton cycle w.h.p. if and only if $r \geq 2$. They also show that if $k \geq 3$ then $H_{r-out}$ contains a weak Berge Hamilton cycle w.h.p. if and only if $r \geq 2$.

Problem 66. Prove algorithmic versions of the results in \cite{39}.

Problem 67. Answer resilience questions relating to the results of \cite{39}.

Clemens, Ehrenmüller and Person \cite{68} proved a Dirac type of result. Suppose that $k \geq 3$, $\gamma > 0$ and $p \geq \frac{\log^{1+r} n}{n^{1+r} + \gamma}$. Let $H$ be a spanning subgraph of $H_{n,p,k}$ with minimum vertex degree at least $(\frac{1}{2^{k-1}} + \gamma) \binom{n}{k-1} p$. Then w.h.p. $H$ contains a Berge hamilton cycle. The minimum degree is tight in the sense that one cannot replace the $+\gamma$ by $-\gamma$ for some small $\gamma$.

Problem 68. Optimize the $\log^{O(1)} n$ factor in \cite{68}.

Dudek and Helenius \cite{97} considered offset Hamilton cycles. An $\ell$-offset hamilton cycle in a $k$-uniform hypergraph is a sequence of edges $E_1, E_2, \ldots, E_m$ such that for some cyclic
order of \([n]\), such for every even \(i\), \(|E_{i-1} \cap E_i| = \ell\) and \(|E_i \cap E_{i+1}| = k - \ell\). Every \(\ell\)-offset Hamilton cycle consists of two perfect matchings of size \(n/k\) and so \(m = 2n/k\). Dudek and Helenius proved: (i) if \(k \geq 3\) and \(1 \leq \ell \leq k/2\) and \(p \leq (1 - \varepsilon)(e^k!((k-1)n^{-k})^{1/2}\) then \(H_{n,p,k}\) does not contain an \(\ell\)-offset hamilton cycle; (ii) if \(k \geq 3\) and \(1 \leq \ell \leq k/2\) and \(p \geq (1 + \varepsilon)(e^k!((k-1)n^{-k})^{1/2}\) then \(H_{n,p,k}\) contains an \(\ell\)-offset hamilton cycle; (iii) if \(k \geq 4\) and \(\ell = 2\) and \(n^{k/2}p \to \infty\) then \(H_{n,p,k}\) contains an \((2\ell)\)-offset hamilton cycle.

9 A related topic: long paths and cycles

Erdős conjectured that if \(c > 1\) then w.h.p. \(G_{n,c/n}\) contains a path of length \(f(c)n\) where \(f(c) > 0\). This was proved by Ajtai, Komlós and Szemerédi [2] and in a slightly weaker form by de la Vega [243] who proved that if \(c > 4\log 2\) then \(f(c) = 1 - O(c^{-1})\). See also Suen [238].

**Problem 69.** Determine the precise form of \(f(c)\) for \(c\) close to one.

In particular, consider the case where \(p = (1 + \varepsilon)/n\) and where \(\varepsilon^3 n \to \infty\). Luczak [203] proved that w.h.p. the length of a longest path in \(G_{n,p}\) lies in \((1 + o(1))\varepsilon^3 n[4/3, 2]\). Anastos [23] increased the lower bound to \(\geq 1.581\varepsilon^2 n\).

Bollobás [51] realised that for large \(c\) one could find a large cycle w.h.p. by concentrating on a large subgraph with large minimum degree. In this way he showed that \(f(c) \geq 1 - e^{-24}c/2\). This was then improved by Bollobás, Fenner and Frieze [59] to \(f(c) \geq 1 - e^8c^{-c}\) and then by Frieze [126] to \(f(c) \geq 1 - (1 + \varepsilon_c)(1 + c)e^{-c}\) where \(\varepsilon_c \to 0\) as \(c \to \infty\). This last result is optimal up to the value of \(\varepsilon_c\), as there are w.h.p. \(\approx (1 + c)e^{-cn}\) vertices of degree 0 or 1. The paper [126] actually shows that for large \(c\) there is w.h.p. a subgraph with property \(A_k\) that contains most of the vertices of degree \(k\) or more. Anastos and Frieze [29] proved that the length of the longest cycle is w.h.p. \(\approx f(c)n\) for some rather complicated definition of \(f\). In particular \(f(c) = 1 - (c + 1)e^{-c} - c^2e^{-2c} + O(c^3e^{-3c})\). They also showed that if \(L_{c,n}\) is the length of the longest cycle in \(G_{n,c/n}\), then \(E(L_{c,n}/n)\) tends to a limit. Using McDiarmid’s coupling [205] we see that a sparse random digraph has a path of length \(\approx f(c)n\) w.h.p.

**Problem 70.** Explicitly determine \(f(c)\) in the form \(1 - \sum_{k=1}^{\infty} p_k(c)e^{-c}\) where \(p_k(c)\) is a polynomial in \(c\).

Krivelevich, Lubetzky and Sudakov [194] proved that w.h.p. the random digraph \(D_{n,c/n}, c > 1\) contains a cycle of length \(n(1 - (2 + \varepsilon_n)e^{-c})\) vertices, where \(\varepsilon_n \to 0\) as \(c \to \infty\). This is optimal up to the value of \(\varepsilon_n\). Anastos and Frieze [30] extended the result of [29] to digraphs. They show that \(D_{n,c/n}, c > 1\) contains a cycle of length \(n\vec{f}\) where \(\vec{f}(c) = 1 - 2e^{-c} - (c^2 + 2c - 1)e^{-2c} - O(c^3e^{-3c})\).

**Problem 71.** Determine the precise form of \(\vec{f}(c)\) for \(c\) close to one.
Problem 72. Explicitly determine $\vec{f}(c)$ in the form $1 - \sum_{k=1}^{\infty} \vec{p}_k(c)e^{-c}$ where $\vec{p}_k(c)$ is a polynomial in $c$.

Problem 73. Show that for large $c$, w.h.p. $D_{n,c/n}$ contains a subgraph containing most of the vertices with in- and out-degree $k$ and $k$ edge-disjoint Hamilton cycles.

Krivelevich, Kronenburg and Mond [186] discuss the following Turán question: given a random (or pseudo-random) graph $G$ with $m$ edges and $t \in [n]$, what is the small value of $\alpha \in [0,1]$ such that every subgraph of $G$ with at least $\alpha m$ edges contains a cycle of length $t$? Krivelevich, Lee and Sudakov [192] proved that if the graph $G$ has minimum degree $k$ and $kp \gg 1$ then $G_p$ contains a cycle of length $(1-o(1))k$ with probability $1-o(1)$, (here $o(1) \to 0$ as $k \to \infty$.) Furthermore, if $kp \geq (1+o(1)) \log k$ then $G_p$ contains a cycle of length $k$ with probability $1-o(1)$. Riordan [225] gave a shorter proof of the first result of [192].

Problem 74. Determine the size of the largest hole in $G_{n,r}$.

Draganić, Glock and Krivelevich [89] showed that w.h.p. $G_{n,c/n}$ contains a hole of size $\approx 2 \log c n$, which is asymptotically optimal.

Problem 75. What is the threshold for $G_{n,p}$ to simultaneously contain for all partitions $k_1, k_2, \ldots, k_m$ of the integer $n$, vertex disjoint cycles $C_1, C_1, \ldots, C_m$ such that $|C_i| = k_i, i = 1, 2, \ldots, m$. 

Draganić, Glock and Krivelevich [90] give a short proof that w.h.p. $G_{n,p} = (1+\varepsilon)/n$ contains an induced path of length $\Theta(\varepsilon^2 n)$. Enriquez, Farad, Ménard and Noiry [100] gave an improved lower bound on the length of the longest induced cycle by giving an asymptotically sharp estimate of the length of the cycle constructed by the algorithm described in [134].

Noever and Steger [218] showed that if $p = n^{-1/2+\varepsilon}$ then w.h.p. every subgraph of $G_{n,p}$ with minimum degree $(2/3 + \varepsilon)np$ contains the square of a Hamilton cycle. Škorić, Steger and Trujić [235] improved this to show that if $p \geq C \left( \frac{\log n}{n} \right)^{1/k}, C = C(\alpha, \varepsilon)$, then w.h.p. every subgraph of $G_{n,p}$ with minimum degree at least $\left( \frac{\alpha}{k+1} + \alpha \right)np$ contains the $k$th power of a cycle on at least $(1-\varepsilon)n$ vertices.

Frieze [123] showed that if $k|n$, $k = O(1)$ then w.h.p. a random graph with minimum degree at least contains $k$ vertex disjoint cycles of size $n/k$ that cover $[n]$. The works of Johansson, Kahn, Vu [173], Kahn [176] and Hecke [161] and Riordan [226] give the threshold for the existence of a partition of $[n]$ into $n/3$ vertex disjoint triangles, assuming $3|n$. 
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Alon, Krivelevich and Lubetzky [14] study the set \( \mathcal{L}(G) \) of cycle lengths in sparse random graphs. They study random regular graphs as well as \( G_{n,p} \). In the case of random regular graphs they establish the limiting probability that \( \mathcal{L}(G) \supseteq [\ell, n] \) for every \( \ell \geq 3 \). The results for \( G_{n,p} \) are naturally slightly weaker, as the maximum of \( \mathcal{L}(G_{n,p}) \) is more complicated. They show that w.h.p. \( \mathcal{L}(G_{n,p}) \supseteq [\omega(1), (1 - \varepsilon)L_{c,n}] \) and the result of Anastos [18] shows that w.h.p. \( \mathcal{L}(G_{n,p}) \supseteq [(1 - \varepsilon)L_{c,n}, L_{c,n}] \) completing the picture.

**Problem 76.** Discuss this problem in the context of other models of random graphs and hypergraphs.

Alon and Krivelevich [11] discuss the path cover number \( \mu(G) \) of \( G = G_{n,p} \). By this we mean the minimum number of vertex disjoint paths needed to cover all vertices. They prove that for every \( \varepsilon > 0 \) there exists \( c_\varepsilon \) such if \( c \geq c_\varepsilon \) and \( p = c/n \) then w.h.p. \( \mu(G_{n,p}) \in (1 \pm \varepsilon)ce^{-c}n/2 \). Alon and Anastos [7] sharpened the estimate of \( \mu(G_{n,p}) \) quite considerably. They show that there is a function \( f(c) \) such that \( \mu(G_{n,p=ce/n}) \approx f(c)n \) w.h.p. They show that \( f(c) = \frac{1}{2}ce^{-c} + e^{-c} + \cdots \). They also show that adding \( \mu \) edges will w.h.p. make the graph pancyclic.

Kozhevnikov, Raigorodskii and Zhukovskii [185] discussed the existence of long cycles in random subgraphs of Johnson graphs. Erde, Kang and Krivelevich [101] proved that w.h.p. the random subgraph \( Q_{n,p}, p = c/n, c > 1 \) of the \( n \)-cube \( Q_n \) contains a path of length \( \Omega(2^{n/3} \log^3 n) \).

**Problem 77.** Show that w.h.p. \( Q_{n,p}, p = c/n, c > 1 \) contains a path of length \( \Omega(2^n) \).

## 10 Summary

We have given a hopefully up to date description of what is known about Hamilton cycles in random graphs and hypergraphs. We have omitted extensions to pseudo-random graphs and other related topics. We have given 76 problems, some of which are a bit contrived. Here is a list of 10 which seem most interesting to me: 2, 3, 7, 8, 9, 27, 41, 47, 63, 70.
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