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Abstract—In this paper, we propose a new framework to detect adversarial examples motivated by the observations that random components can improve the smoothness of predictors and make it easier to simulate the output distribution of a deep neural network. With these observations, we propose a novel Bayesian adversarial example detector, short for BATER, to improve the performance of adversarial example detection. Specifically, we study the distributional difference of hidden layer output between natural and adversarial examples, and propose to use the randomness of the Bayesian neural network to simulate hidden layer output distribution and leverage the distribution dispersion to detect adversarial examples. The advantage of a Bayesian neural network is that the output is stochastic while a deep neural network without random components does not have such characteristics. Empirical results on several benchmark datasets against popular attacks show that the proposed BATER outperforms the state-of-the-art detectors in adversarial example detection.

Index Terms—Adversarial example, Bayesian neural network, deep neural network, detection.

I. INTRODUCTION

Despite achieving tremendous successes, Deep Neural Networks (DNNs) have been shown to be vulnerable against adversarial attacks [1], [2], [3], [4], [5], [6]. By adding imperceptible perturbations to the original inputs, the attackers can craft adversarial examples to fool a trained classifier. Adversarial examples are indistinguishable from the original inputs to humans but are mis-classified by the classifier. The wide application of machine learning models causes concerns about the reliability and safety of machine learning systems in security-sensitive areas, such as self-driving, financial systems, and healthcare.
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There has been extensive research on improving the robustness of deep neural networks against adversarial examples [7], [8], [9], [10]. In [11], the authors showed that many defense methods [12], [13], [14], [15], [16] can be circumvented by strong attacks except Madry’s adversarial training [17], in which adversarial examples are generated during training and added back to the training set. Since then, adversarial training-based algorithms have become state-of-the-art methods for defending against adversarial examples. However, despite being able to improve robustness under strong attacks, adversarial training-based algorithms are time-consuming due to the cost of generating adversarial examples on-the-fly. Improving the robustness of deep neural networks remains an open question.

Due to the difficulty of defense, recent work has turned to attempting to detect adversarial examples as an alternative solution. The main assumption made by the detectors is that adversarial samples come from a distribution that is different from the natural data distribution, that is, adversarial samples do not lie on the data manifold, and DNNs perform correctly only near the manifold of the training data [18]. Many works have been done to study the characteristics of adversarial examples and leverage the characteristics to detect adversarial examples instead of trying to classify them correctly [13], [19], [20], [21], [22], [23], [24], [25].

Despite many algorithms that have been proposed for adversarial detection, most of them are deterministic, which means they can only use the information from one single forward pass to detect adversarial examples. This makes it easier for an attacker to break those models, especially when the attacker knows the neural network architecture and weights. In this paper, we propose a novel algorithm to detect adversarial examples based on randomized neural networks. Intuitively, incorporating randomness in neural networks can improve the smoothness of predictors, thus enabling stronger robustness guarantees (see randomized-based defense methods in [16], [26], [27]). Further, instead of observing only one hidden feature for each layer, a randomized network can lead to a distribution of hidden features, making it easier to detect an out-of-manifold example.

a) Contribution and Novelty: We propose a detection method based on Bayesian Neural Network (BNN), leveraging the randomness of BNN to improve detection performance (see the framework in Fig. 1). BNN and some other random components have been used to improve robust classification accuracy [16], [26], [27], [28], [29], [30], [31], but they were not used to improve adversarial detection performance. The proposed method BATER is motivated by the following observations: 1) the hidden
layer output generated from adversarial examples demonstrates different characteristics from that generated from natural data and this phenomenon is more obvious in BNN than in deterministic deep neural networks; 2) randomness of BNN makes it easier to simulate the characteristics of hidden layer output. Training BNN is not very time-consuming as it only doubles the number of parameters of the deep neural network with the same structure [32]. However, BNN can achieve comparable classification accuracy and improve the smoothness of the classifier. A theoretical analysis is provided to show the advantage of BNN over DNN in adversarial detection.

In numerical experiments, our method achieves better performance in detecting adversarial examples generated from popular attack methods on MNIST, CIFAR10 and ImageNet-Sub among state-of-the-art detection methods. Ablation experiments show that BNN performs better than deterministic neural networks under the same detection scheme. Besides, the proposed method is also tested against attacks with different parameters, transfer attacks, and an adaptive attack. In all the tested scenarios, the proposed method can achieve reasonable performance.

b) Notation: In this paper, all the vectors are represented as bold symbols. The input to the classifier is represented by $x$ and the label associated with the input is represented by $y$. Thus, one observation is a pair $(x, y)$. The classifier is denoted as $f(\cdot)$ and $f(x)$ represents the output vector of the classifier. $f(x)$ is the score of predicting $x$ with label $i$. The prediction of the classifier is denoted as $c(x) = \arg \max_i f(x)_i$; that is, the predicted label is the one with the highest prediction score. We use the $\ell_\infty$ and $\ell_2$ distortion metrics to measure similarity and report the $\ell_\infty$ distance in the normalized $[0, 1]$ space (e.g., a distortion of 0.031 corresponds to $5/256$), and the $\ell_2$ distance as the total root-mean-square distortion normalized by the total number of pixels [6].

II. RELATED WORK

a) Adversarial attack: Multiple attack methods have been introduced for crafting adversarial examples to attack deep neural networks [11], [33], [34], [35], [36], [37], [38], [39], [40]. Depending on the information available to the adversary, attack methods can be divided into white-box attacks and black-box attacks. Under the white-box setting, the adversary is allowed to analytically compute the model’s gradients/parameters, and has full access to the model architecture. Most white-box attacks generate adversarial examples based on the gradient of the loss function with respect to the input [17], [35], [41], [42], [43]. Among them FGSM [11], C & W [35] and PGD [17] attacks have been widely used to test the robustness of machine learning models. In reality, the detailed model information, such as the gradient, may not be available to the attackers [6]. Some attack methods are more agnostic and only rely on the predicted labels or scores [44], [45], [46], [47], [48]. In [44], the authors proposed a method to estimate the gradient based on the score information and craft adversarial examples with the estimated gradient. Some other works [45], [46], [47], [48], [49], [50] introduced methods that also only rely on the final decision of the model.

b) Adversarial defense: To defend against adversarial examples, many studies have been done to improve the robustness of deep neural networks, including adversarial training [17], [51], [52], [53], [54], generative models [14], [55], [56], [57], [58], verifiable defense [59], [60] and other techniques [25], [61], [62], [63], [64], [65]. The authors of [11] showed that many defense methods [12], [13], [14], [15], [16] could be circumvented by strong attacks except Madry’s adversarial training [17]. Since then, adversarial training-based algorithms have become state-of-the-art methods in defending against adversarial examples. However, adversarial training is computationally expensive and time-consuming due to the cost of generating adversarial examples on-the-fly, thus adversarial defense is still an open problem to solve.

c) Adversarial detection: Another popular line of research focuses on screening out adversarial examples [25], [66], [67], [68], [69]. A straightforward way towards adversarial example detection is to build a simple binary classifier separating the
adversarial apart from the clean data based on the characteristics of adversarial examples [19], [23], [66], [70], [71], [72], [73]. In [25], a detection method is implemented based on the consensus of the classifications of the augmented examples, which are generated based on an individually implemented intensity exchange on the red, green, and blue components of the input image. In [19], the author proposed to perform kernel density estimation on the training data in the feature space of the last hidden layer to help detect adversarial examples (KD). The authors of [13] observed that the Local Intrinsic Dimensions (LID) of hidden-layer outputs differ between the original inputs and adversarial examples, and leveraged these findings to detect adversarial examples. In [23], an adversarial detection method based on Mahalanobis distance (MAHA) is proposed. Class conditional Gaussian distributions are first fitted based on the hidden layer output features of the deep neural network, then confidence scores are calculated to compute Mahalanobis distance. In [24], the author studied the feature attributions of adversarial examples and proposed a detection method (ML-LOO) based on feature attribution scores. The author of [74] showed that adversarial examples exist in cone-like regions in very specific directions from their corresponding natural inputs and proposed a new test statistic to detect adversarial examples (JTNA). Recently, a joint statistical test pooling from multiple layers is proposed in [75] to detect adversarial examples (JTLA). We show that BATER performs comparable or superior to these detection methods across multiple benchmark datasets.

Recently, there has been a shift in focus towards detecting adversarial examples that are generated using black-box methods [76], which are recognized as more realistic threats. Despite being well explored in the vision domain, adversarial example detection started to get attention in the field of natural language processing (NLP) recently [77], [78], [79], [80]. In addition to the domain of NLP, adversarial detection has been extended to the physical world, aiming to identify adversarial examples in real-world scenarios [81].

d) Bayesian neural network: The idea of BNN is illustrated in Fig. 2. In [32], the author introduced an efficient algorithm to learn the parameters of BNN. Given the observable random variables \((x, y)\), BNN aims to estimate the distributions of hidden variables \(w\), instead of estimating the maximum likelihood value \(w_{\text{MLE}}\) for the weights. Since, in the Bayesian perspective, each parameter is now a random variable measuring the uncertainty of the estimation, the model can potentially extract more information to support a better prediction (in terms of precision, robustness, etc.).

Given the input \(x\) and label \(y\), a BNN aims to estimate the posterior over the weights \(p(w|x, y)\) given the prior \(p(w)\). The true posterior can be approximated by a parametric distribution \(q_θ(w)\), where the unknown parameter \(θ\) is estimated by minimizing the KL divergence

\[
KL(q_θ(w) \| p(w|x, y))
\]

over \(θ\). For simplicity, \(q_θ\) is often assumed to be a fully factorized Gaussian distribution:

\[
q_θ(w) = \prod_{i=1}^{d} q_i(w_i), \quad q_i(w_i) = \mathcal{N}(w_i; μ_i, \exp(s_i)^2),
\]

where \(μ\) and \(s\) are parameters of the Gaussian distributions of weight. The objective function for training BNN is reformulated from expression (1) and is shown in expression (3), which is a sum of a data-dependent part and a regularization part:

\[
\arg \max_{μ, s} \left\{ \sum_{(x_i, y_i) \in D} \mathbb{E}_{w \sim q_{μ, s}} \log p(y_i|x_i, w) - KL(q_{μ, s}(w) \| p(w)) \right\},
\]

where \(D\) represents the data distribution. In the first term of objective (3), the probability of \(y_i\) given \(x_i\) and weights is the output of the model. This part represents the classification loss. The second term of objective (3) is trying to minimize the divergence between the prior and the parametric distribution, which can be viewed as regularization [32]. The author of [30] showed that the posterior average of the gradients of BNN makes it more robust than DNN against gradient-based adversarial attacks. Though the idea of using BNN to improve robustness against adversarial examples is not new [28], [29], the previous works did not leverage BNN to help detect adversarial examples. In [28], [29], BNN was combined with adversarial training [17] to improve robust classification accuracy.

III. PROPOSED METHOD

We first discuss the motivation behind the proposed method: 1) the distributions of the hidden layer neurons of a deep neural network can be different when based on adversarial examples versus natural images; 2) this dispersion is more obvious in BNN than DNN; 3) it is easier to simulate hidden layer output distribution with random components. Then, we introduce the specific metric used to measure this distributional difference and extend the detection method to multiple layers to make it more resistant to adversarial attacks.

![Fig. 2. Illustration of Bayesian Neural Network. All weights in a BNN are represented by probability distributions over possible values, rather than having a single fixed value. The red curves in the graph represent distributions. We view a BNN as a probabilistic model: given an input \(x\), a BNN assigns a probability to each possible output \(y\), using the set of parameters \(w\) sampled from the learned distributions.](image)
A. Motivation: Distributional Difference of Natural and Adversarial Hidden Layer Outputs

Given input $x$ and a classifier $f(\cdot)$, the prediction of the classifier is denoted as $c(x) = \text{argmax}_i f(x)_i$; that is, the predicted label is the one with the highest prediction score. The adversary aims to perturb the original input to change the predicted label:

$$c(x) \neq \text{argmax}_i f(x + \delta)_i,$$

where $\delta$ denotes the perturbation added to the original input. The attacker aims to find a small $\delta$ (usually lies within a small $\ell_p$ norm ball) to successfully change the prediction of the model. Thus, given the same predicted label, there could be a distributional difference in hidden layer outputs between adversarial examples and natural data. For example, adversarial examples mis-classified as airplanes could have hidden layer output distributions different from those of natural airplane images. Here, we define a hidden layer output distribution in DNN as the empirical distribution of all the neuron values of that layer, which means all output values of that layer will be used to draw an one-dimensional histogram to simulate the hidden layer distribution. Meanwhile, in BNN, the same input will be forwarded multiple times as the weights of BNN follow Gaussian distributions. Both networks are trained on CIFAR10 train set.

In Fig. 3, we can see that for all three hidden layers, there are differences between distributions based on natural and adversarial images. In BNN, the hidden layer output distributions of the natural images (train or test) are clearly different from those of adversarial examples (adv), while the pattern is not that obvious in DNN. Even though hidden layer output distributions of only three layers are shown here, similar patterns are observed in some other layers in BNN. This phenomenon is not a special case with PGD adversarial examples on CIFAR10. Such characteristics are also found in adversarial examples generated by different attack methods on other datasets.

A) Why BNN not DNN?: Differences between distributions based on natural and adversarial examples can be observed in both DNN and BNN. However, the distributional difference is more obvious in BNN than in neural networks without random components (see Fig. 3). Therefore, more information can be extracted from BNN than from deterministic neural networks. Furthermore, random components of BNN make it easier to simulate the hidden layer output distributions. Our experimental results also show that the proposed detection method works.
better with BNN than with deterministic neural networks on multiple datasets (see Section IV-B for more details).

Fig. 3 empirically shows the intuition behind the proposed framework. The following theoretical analysis shows that randomness can help enlarge the distributional differences between natural and adversarial hidden layer outputs.

**Proposition 1:** Let \( f(x, w) \) be a model with \( x \sim D_x \) and \( w \sim D_w \), where \( D_w \) is any distribution that satisfies \( w \) is symmetric about \( w_0 = \mathbb{E}[w] \), such as \( N(w_0, I) \). If \( \nabla_x f(x, w) \) can be approximated by the first order Taylor expansion at \( w_0 \), we have
\[
D(f(x + \delta, w), f(x, w)) \geq D(f(x + \delta, w_0), f(x, w_0)),
\]
where \( \delta \) represents adversarial perturbation and \( D \) represents a translation-invariant distance measuring distribution dispersion (See proof of the inequality in Appendix F).

The inequality shows that randomness involved in parameters will enlarge the distributional differences between natural and adversarial outputs. Therefore, leveraging the hidden layer output distributional differences of BNN to detect adversarial examples is a sensible choice.

### B. Detect Adversarial Examples by Distribution Distance

We propose to measure the dispersion between the hidden layer output distributions of adversarial examples and natural inputs and use this characteristic to detect adversarial examples. In particular, given an input \( x \) and its predicted label \( c \), we measure the distribution distance between the hidden layer output distribution of \( x \) and the corresponding hidden layer output distribution of training samples from class \( c \):
\[
d_j(x) = D(h_j(x), h_j(\{x^{n_c}_{i=1}\})),
\]
where \( h_j(x) \) represents the hidden layer output distribution of the \( j \)-th layer based on testing sample \( x \), \( h_j(\{x^{n_c}_{i=1}\}) \) represents the hidden layer output distribution of the \( j \)-th layer based on training samples from class \( c \), \( n_c \) is the number of training samples in class \( c \), and \( D \) can be arbitrary divergence. For simplicity, \( h_j(\{x^{n_c}_{i=1}\}) \) is replaced by \( h_j^c \) in the rest part of the paper. Besides, \( n_c \) does not have to be the total number of training samples in class \( c \). In our experiments, \( n_c \) is just a small amount sampled from the training samples of class \( c \).

As for the measure of divergence, we estimate the divergence with 1-Wasserstein distance in our experiments. However, other divergence measures can also be used, such as the Kullback–Leibler divergence.

The hidden layer output distribution is estimated by a one-dimensional empirical distribution of all the output values of that layer. The hidden layer output distribution \( h_j^c \) estimated with training samples of each class can be easily simulated since there are multiple samples in each class. However, at the testing stage, only one testing sample \( x \) is available for the simulation of \( h_j(x) \).

For a deep neural network without random components, the hidden layer output is deterministic, thus the simulation result depends on a single forward pass. For BNN, the hidden layer output is stochastic, thus we can simulate the distribution with multiple passes.

To pool the information from different levels, the dispersion is measured at multiple hidden layers to generate a set of dispersion scores \( \{d_j \}_{j \in S} \), where \( S \) is the index set of selected hidden layers (see details of layer selection in Section III-C). It is expected that natural inputs will have small dispersion scores while adversarial examples will have relatively large dispersion scores. A binary classifier is trained on the dispersion scores to detect adversarial examples. In the paper, we fit a binomial logistic regression model to do the binary classification. An overview of the detection framework at testing time is shown in Fig. 1. Details of the method are included in Algorithm 1.

### C. Implementation Details

**a) Layer Selection:** For adversarial examples generated with different attacks on different datasets, the pattern of distributional differences can be different. For example, adversarial examples generated by PGD on CIFAR10 show larger distributional dispersion in deeper layers (layers closer to the final layer). However, such characteristic does not appear in adversarial examples generated by C & W on CIFAR10. Instead, the distributional dispersion is more obvious in some front layers (layers closer to the input layer). Therefore, we develop an automated hidden layer selection scheme to find the layers with large deviations between natural data and adversarial examples. Cross-validation is performed to do layer selection by fitting a binary classifier (logistic regression) with a single layer’s dispersion score. Layers with top-ranked performance measured by AUC (Area Under the receiver operating characteristic Curve) scores are selected, and information from those layers is pooled for ultimate detection (See details of selected layers in Appendix C).

**b) Distance Calculation:** To measure the dispersion between hidden layer output distributions of natural and adversarial samples, we treat the output of a hidden layer as a realization of a one-dimensional random variable. The dispersion between two distributions is estimated by 1-Wasserstein distance between their empirical distributions. In BNN, the empirical distribution of a testing sample can be simulated by multiple forward passes. Whereas, in DNN, a single forward pass is
done to simulate the empirical distribution as the output is deterministic. Training samples from the same class can be used to simulate empirical hidden layer output distributions of natural data of that class. Given a testing sample and its predicted label, calculating the dispersion score with all training samples in the predicted class is expensive, so we sample some natural images in the predicted class as representatives to speed up the process. c) Dimension Reduction: To further improve computational efficiency, we apply dimension reduction on the hidden layer output. PCA (Principal Component Analysis) is applied to the hidden layer output of training samples to do dimension reduction before the testing stage. At the testing stage, hidden layer output is projected to a lower dimension before calculating dispersion scores, which speeds up the dispersion score calculation with high-dimensional output.

IV. EXPERIMENTAL RESULTS

We evaluate BATEr on the following well-known image classification datasets: MNIST [83], CIFAR10 [84] and Imagenet-sub [85]. The training sets provided by the datasets are used to train BNN and DNN. The BNN and DNN architectures are the same, except that the weights of BNN follow Gaussian distributions. We train BNN with Gaussian variational inference because it is straightforward to implement. We have also tried to train BNN with other techniques, such as K-FAC [86], but they all generate similar results.

The test sets are split into 20% in training folds and 80% in test folds. The detection models (binary classifiers) of KD, LID and BATEr are trained on the training folds and the test folds are used to evaluate the performance of different detection methods. Foolbox [87] is used to generate adversarial examples with the following attack methods: FGSM [1] with \( \ell_\infty \) norm, PGD [17] with \( \ell_\infty \) norm and C \& W [35] with \( \ell_2 \) norm. Since BNN is stochastic, original PGD and C \& W attacks without considering randomness are not strong enough against it. For fair comparison, we update PGD and C \& W with stochastic optimization methods (multiple forward passes are used to estimate gradient not just one pass).

Experiments in Sections IV-A to IV-E are done in a gray-box setting, in which we assume the adversary has access to the classifier model but does not know the detector. An adaptive attack is proposed in Section IV-F to attack BATEr in a white-box setting, in which we assume the adversary has access to both the classifier and the detector. Details of parameter selection, neural network architectures, implementation, code github and examples of detected adversarial examples are provided in the Appendix.

A. Comparison With State-of-the-Art Methods

We compare the performance of BATEr with the following state-of-the-art detection methods for adversarial detection: 1) Kernel Density Detection (KD) [19], 2) Local Intrinsic Dimensionality detection (LID) [13], 3) Odds are Odd Detection (OOD) [74], 4) Joint statistical Testing across DNN Layers for Anomalies (JTLA) [75]. In [75], JTLA outperforms deep Mahalanobis detection [23], deep KNN [88], and trust score [89], so we do not include the performance of the three here. Details of implementation and parameters can be found in the Appendix. All the detection methods are tested by the following attacks: 1) FGSM [1] with \( \ell_\infty \) norm bounded by 0.3, 0.03 and 0.01 for MNIST, CIFAR10 and Imagenet-sub respectively; 2) PGD [17] with \( \ell_\infty \) norm bounded by 0.3, 0.03 and 0.01 for MNIST, CIFAR10 and Imagenet-sub respectively; C \& W [35] with confidence of 0 for all three datasets.

We report the AUC (Area Under the receiver operating characteristic Curve) score as the performance evaluation criterion as well as the True Positive Rates (TPR) by thresholding False Positive Rates (FPR) at 0.01, 0.05 and 0.1, as it is practical to keep mis-classified natural data at a low proportion. TPR represents the proportion of adversarial examples classified as adversarial, and FPR represents the proportion of natural data mis-classified as adversarial. Before calculating performance metrics, all the adversarial examples that can be classified correctly by the model are removed. The results are reported in Table I and ROC curves are shown in Fig. 4. BATEr shows superior or comparable performance over the other four detection methods across three datasets against three attacks.

B. Ablation Study: BNN versus DNN

In this section, we compare the performance of BATEr using different structures (BNN versus DNN) against PGD across three datasets. The \( \ell_\infty \) norm is bounded by 0.3, 0.03 and 0.01 for MNIST, CIFAR10 and Imagenet-sub respectively. The detection methods are the same (as described in Algorithm 1) and the differences are: 1) BATEr with DNN uses a pre-trained deep neural network of the same structure without random components; 2) The number of passes is one as DNN does not produce different outputs with the same input. We report the class conditional AUC of the two different structures across three datasets.

The comparison results on CIFAR10 and MNIST are shown in Table II and the results on Imagenet-sub are shown in Fig. 5. Since there are 143 classes in Imagenet-sub, it is not reasonable to show the results in a table. Instead, we show the AUC histograms of BATEr with different structures in Fig. 5. Comparing the AUCs of applying BATEr with BNN and DNN on CIFAR10 and MNIST, it is obvious that the BNN structure demonstrates superior performance all the time. On Imagenet-sub, the AUC histogram of BATEr with BNN ranges from 0.90 to 1.00 and is left-tailed, while the AUC histogram of BATEr with DNN ranges from 0.10 to 0.85 and centers around 0.40, so the BNN structure clearly outperforms on Imagenet-sub. The experimental results show that random components can help improve detection results.

C. Transfer Attack

In this section, we study the performance of BATEr under transfer attack setting. In practice, the defense method does not know what attack methods will be used. Therefore, defense methods trained with adversarial examples generated from one attack method may be attacked by adversarial examples generated by another attack method. When generating adversarial examples, we employ the same attack parameters as outlined in
TABLE I
PERFORMANCE OF DETECTION METHODS AGAINST ADVERSARIAL ATTACKS

| Data       | Metric | C&W | PGSM | C&W | PGSM |
|------------|--------|-----|------|-----|------|
| CIFAR10    | AUC    | 0.953 | 0.947 | 0.955 | 0.948 | 0.980 | 0.873 | 0.927 | 0.968 | 0.920 | 0.925 | 0.727 | 0.777 | 0.935 | 0.855 | 0.871 |
|            | JED    | 0.964 | 0.925 | 0.931 | 0.929 | 0.956 | 0.936 | 0.965 | 0.924 | 0.964 | 0.958 | 0.959 | 0.959 | 0.959 | 0.959 | 0.959 |
|            | DQD    | 0.844 | 0.872 | 0.847 | 0.846 | 0.831 | 0.861 | 0.873 | 0.874 | 0.874 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 |
|            | JELA   | 0.945 | 0.937 | 0.948 | 0.949 | 0.954 | 0.962 | 0.976 | 0.979 | 0.979 | 0.979 | 0.979 | 0.979 | 0.979 | 0.979 | 0.979 |
|            | BAT+    | 0.993 | 0.992 | 0.993 | 0.993 | 0.999 | 0.996 | 0.997 | 0.997 | 0.997 | 0.999 | 0.999 | 0.999 | 0.999 | 0.999 | 0.999 |
|           |        | 0.993 | 0.992 | 0.993 | 0.993 | 0.999 | 0.996 | 0.997 | 0.997 | 0.997 | 0.999 | 0.999 | 0.999 | 0.999 | 0.999 | 0.999 |
| MNIST      | AUC    | 0.912 | 0.785 | 0.968 | 0.980 | 0.999 | 0.931 | 0.952 | 0.999 | 0.999 | 0.996 | 0.996 | 0.996 | 0.996 | 0.996 | 0.996 |
|            | JED    | 0.847 | 0.799 | 0.211 | 0.670 | 0.941 | 0.831 | 0.851 | 0.851 | 0.851 | 0.851 | 0.851 | 0.851 | 0.851 | 0.851 | 0.851 |
|            | DQD    | 0.466 | 0.463 | 0.911 | 0.800 | 0.997 | 0.693 | 0.505 | 0.908 | 0.920 | 0.928 | 0.928 | 0.928 | 0.928 | 0.928 | 0.928 |
|            | JELA   | 0.772 | 0.736 | 0.713 | 0.713 | 0.771 | 0.736 | 0.713 | 0.713 | 0.713 | 0.713 | 0.713 | 0.713 | 0.713 | 0.713 | 0.713 |
|            | BAT+    | 0.912 | 0.910 | 0.900 | 0.900 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|           |        | 0.912 | 0.910 | 0.900 | 0.900 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| Imagenet   | AUC    | 0.811 | 0.880 | 0.914 | 0.914 | 0.941 | 0.931 | 0.944 | 0.944 | 0.944 | 0.944 | 0.944 | 0.944 | 0.944 | 0.944 | 0.944 |
|            | JED    | 0.937 | 0.848 | 0.185 | 0.305 | 0.146 | 0.460 | 0.714 | 0.004 | 0.004 | 0.004 | 0.004 | 0.004 | 0.004 | 0.004 | 0.004 |
|            | DQD    | 0.653 | 0.452 | 0.140 | 0.556 | 0.272 | 0.952 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 |
|            | JELA   | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 | 0.894 |
|            | BAT+    | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 | 0.891 |

The best performance among the five detection methods is marked in bold. In general, BAT+ performs the best or comparable to the best in most cases.

Fig. 4. ROC Curves of experiments in Section IV-A on MNIST and CIFAR10. The curves show that BAT+ outperforms other detection methods or perform comparably to the best method in all the cases.

TABLE II
AUCs of BAT+ WITH DIFFERENT STRUCTURES (BNN VS. DNN) ON CIFAR10 AND MNIST OF DIFFERENT CLASSES. SINCE IN ALL THE CASES, BNN GIVES BETTER RESULTS, IT IS CLEAR THAT BNN IS A BETTER CHOICE THAN DNN, WHICH SHOWS THAT RANDOM COMPONENTS CAN HELP IMPROVE DETECTION PERFORMANCE

| Class | CIFAR10 | MNIST |
|-------|---------|-------|
|       | BNN     | DNN   |
| class1 | 0.978 | 0.489 | 0.929 | 0.901 |
| class2 | 0.972 | 0.410 | 1.000 | 0.967 |
| class3 | 0.973 | 0.501 | 0.993 | 0.892 |
| class4 | 0.994 | 0.594 | 0.991 | 0.958 |
| class5 | 0.955 | 0.477 | 1.000 | 0.883 |
| class6 | 0.995 | 0.729 | 0.999 | 0.937 |
| class7 | 0.976 | 0.584 | 0.989 | 0.878 |
| class8 | 0.973 | 0.537 | 1.000 | 0.941 |
| class9 | 0.915 | 0.493 | 0.959 | 0.874 |
| class10 | 0.949 | 0.567 | 0.982 | 0.917 |

(a) AUC of BNN (b) AUC of DNN

Fig. 5. AUC Histograms of BAT+ with different structures (BNN vs. DNN) on Imagenet-sub. It is obvious that BNN results in better AUCs.

Section IV-A. The performance of BAT+ in the transfer attack setting are shown in Table III. The results show that BAT+ trained on one type of adversarial examples can generalize to other types.

D. Effect of Number of Forward Pass

The proposed method is based on two blocks: 1) The first part is that the distributional difference between natural/adversarial images of BNN is larger compared to that of DNN. Unfortunately, we cannot prove this part theoretically, but observe the phenomenon empirically (e.g., Fig. 3). 2) Proposition 1 shows that this distributional difference can be enlarged by leveraging the randomness of the BNN model (through multiple passes). Ideally, we need to generate distributions from an infinite number of passes, which is impossible in real practice. Therefore, we
conducted experiments to study the effect of the number of forward passes on MNIST against PGD attack. The $\ell_\infty$ norm of PGD attack is bounded by $0.3$ in the experiments.

As shown in Table IV, a few passes can recover this property. Comparing the performance of 4 passes and 1 pass, we see that increasing the number of passes helps improve performance. However, after a certain point, this increase does not improve the performance much. Therefore, we do not need to worry that too many forward passes will be required for the distribution simulation.

**E. Defense Against Attack With Different Parameters**

Some previous works [11] pointed out that detection methods can fail when the adversarial attacks are strong, such as C & W attack with high confidence. Therefore, we test BATeR against adversarial attacks of different strengths across three datasets. For PGD and FGSM attacks, the parameter $\epsilon$ represents the strength of the attack with larger $\epsilon$ representing a stronger attack. For C & W, we try different confidence levels. The performance of BATeR is reported in Table V. Out of 27 AUC values, 24 of them are above 0.980 and all the AUCs are above 0.920. BATeR performs well against various adversarial attacks with different strengths.

**F. Adaptive Attack**

All the previous experiments are carried out in a gray-box setting, where we assume the adversary has access to the classifier model but does not know the details of the detector. The white-box setting assumes that the adversary has access to both the classifier and the detector. Therefore, an adaptive attack method can be built to attack both the classifier and the detector. This is worth studying as it can reveal possible drawbacks of the method and promote future research direction.

To develop an adaptive attack against BATeR, we propose the following objective:

$$\arg\min \ -L_1(\mathbf{x}, y_0) - \lambda L_2(\mathbf{x}, z_0),$$

where $L_1$ and $L_2$ represent the classification loss and detection loss respectively, $\lambda$ controls the trade-off between the two, $y_0$ is the label of original input, $z_0$ is the detection label, and $x$ and $x_0$ represent adversarial example and original input. The loss function aims to fool the classifier and the detector at the same time. In the experiment, we set $\lambda = 1$. To optimize over the loss function, we build a torch version of the Wasserstein distance function based on the one from the scipy package, making it possible to get the gradient of the second part of the loss function. Due to the sorting operations in the Wasserstein distance calculation, the function is non-differentiable at some points. However, if we are not at those points we can assume the permutation won’t change within a small region, so it becomes differentiable using the same permutation forward and backward. So, the gradient is still an approximation but very close.

The performance of BATeR against the adaptive attack on 1000 randomly selected images of each dataset is shown in Table VI. We employ the same attack parameters as outlined in Section IV-A. Compared to the gray-box setting, the performance drops, but still reasonable and better than without the detection system. The task of fooling the detection part makes the robust accuracy increase. On MNIST, the robust accuracy increases to 20.3% and the AUC drops to 0.644. Taking both robust accuracy and detection AUC into consideration, the framework can still handle a reasonable portion of adversarial examples correctly. On CIFAR10, though the robust accuracy only increases to 11.2%, the detection AUC is 0.801. On ImageNet-sub, the performance is similar to that on MNIST.

**V. Conclusion**

In this paper, we introduce a new framework to detect adversarial examples with Bayesian Neural Network, by capturing the distributional differences of multiple hidden layer outputs between the natural and adversarial examples. We show that our detection framework outperforms other state-of-the-art methods in detecting adversarial examples generated by various kinds of attacks. It also displays strong performance in detecting adversarial examples generated by various attack methods with different strengths and adversarial examples generated by an adaptive attack method.
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