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THE SCALING LIMIT OF THE DIRECTED POLYMER WITH POWER-LAW TAIL DISORDER

QUENTIN BERGER AND HUBERT LACOIN

Abstract. In this paper, we study the so-called intermediate disorder regime for a directed polymer in a random environment with heavy-tail. Consider a simple symmetric random walk \( p_{S_n} \) on \( \mathbb{Z}^d \), with \( d \geq 1 \), and modify its law using Gibbs weights in the product form \( \prod_{n=1}^N (1 + \beta \eta_n \cdot S_n) \), where \( \eta_{n,x} \) is a field of i.i.d. random variables whose distribution satisfies \( \mathbb{P}(\eta > z) \sim z^{-\alpha} \) as \( z \to \infty \), for some \( \alpha \in (0, 2) \). We prove that if \( \alpha < \min(1 + \frac{d}{2}, 2) \), when sending \( N \) to infinity and rescaling the disorder intensity by taking \( \beta = \beta_N \sim N^{-\gamma} \) with \( \gamma = \frac{d}{2\alpha} (1 + \frac{d}{2} - \alpha) \), the distribution of the trajectory under diffusive scaling converges in law towards a random limit, which is the continuum polymer with Lévy \( \alpha \)-stable noise constructed in the companion paper [8].

1. Introduction

We consider in this article the directed polymer model, which has been introduced by Huse and Henley [29] as an effective model for a \((1 + 1)\)-dimensional interface in the Ising model with impurities. It has then been generalized and used as a model for a \((1 + d)\)-dimensional stretched polymer placed in a heterogeneous solvant and has received a lot of attention over the past decades: we refer to [21] for an overview. The main achievement of the present paper is to identify, in the case of a power-law tail environment, a continuum limit for the model when:

- The size of the system \( N \) tends to infinity;
- Space and time are rescaled diffusively;
- The intensity of the disorder \( \beta = \beta_N \) is sent to zero at an appropriate rate.

1.1. The directed polymer model. Let \((S_n)_{n \geq 0}\) be a simple symmetric random walk on \( \mathbb{Z}^d \) with \( d \geq 1 \), starting from the origin. Its law is denoted \( \mathbb{P} \). Let also \((\eta_{n,x})_{(n,x) \in \mathbb{N} \times \mathbb{Z}^d}\) be a \((1 + d)\)-dimensional field of i.i.d. random variables, whose law is denoted \( \mathbb{P} \). We will denote by \( \eta \) a generic random variable with the same law as \( \eta_{n,x} \). We make the assumption that

\[
\mathbb{P}(\eta > -1) = 1 \quad \text{and either } \mathbb{E}[\eta] = 0 \text{ or } \mathbb{E}[\eta] = \infty.
\]  

(1.1)

Now, for a fixed realization of the environment \((\eta_{n,x})_{(n,x) \in \mathbb{N} \times \mathbb{Z}^d}\) and given a parameter \( \beta \in (0, 1) \) which tunes the disorder’s strength, we define for \( N \in \mathbb{N} \) the Gibbs measure \( \mathbb{P}_{N,\beta}^\eta \) by

\[
\frac{d\mathbb{P}_{N,\beta}^\eta}{d\mathbb{P}}(S) := \frac{1}{Z_{N,\beta}^\eta} \prod_{n=1}^N (1 + \beta \eta_{n,S_n}) ,
\]  

(1.2)
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where $Z_{N,\beta}^\eta$ is the partition function that normalizes $P_{N,\beta}^\eta$ to a probability measure, i.e.

$$Z_{N,\beta}^\eta := \mathbf{E}\left[\prod_{n=1}^{N} (1 + \beta \eta_{n,S_n})\right]. \quad (1.3)$$

The graph of $(S_n)_n$ models the spatial configuration of the random polymer, and the field $(\eta_{n,x})_{(n,x)\in\mathbb{N} \times \mathbb{Z}^d}$ accounts for the heterogeneous environment. The probability measure $P_{N,\beta}^\eta$ then favors trajectories of the random walk that visit space-time points in the environment with a large value of $\eta$. Let us stress that the assumptions in (1.1) are merely practical. The first one ensures that $1 + \beta \eta_{n,S_n}$ is always positive (which is required for our density (1.2) to be positive), the second assumption is present for the sake of normalization so that $\mathbf{E}[Z_{N,\beta}^\eta] = 1$ when the expectation is finite.

In the present paper, we focus on the case of a disordered field whose tail distribution has a power-law decay. More precisely, we are going to assume that there exists $\alpha \in (0, 2)$ and $\varphi$ a slowly varying function (see [11] for a definition) such that for every $z \geq 0$ we have

$$\mathbb{P}(1 + \eta > z) = \varphi(z)z^{-\alpha}, \quad (1.4)$$

We investigate here the existence of a non-trivial scaling limit of the model in a so-called intermediate disorder regime, where the intensity of the disorder is also rescaled with the size of the system.

To motivate this research, let us provide a short and necessarily incomplete review of results that can be found in the literature concerning the localization transition for directed polymer, and convergence towards a continuum model after rescaling. For a complement we refer to [21] for an introduction to the directed polymer model, with an extensive list of references. Before we start, let us mention that the bulk of the literature on directed polymer (including [21]) uses a different formalism and writes the Gibbs weight in the exponential form $\exp\left(\sum_{n=1}^{N} \beta \eta_{n,S_n}\right)$, rather than $\prod_{n=1}^{N} (1 + \beta \eta_{n,S_n})$, and assumes that the variable $\eta$ have finite exponential moments of all orders; most of the results remain valid in our setup under the assumption $\mathbb{E}[\eta^2] < \infty$. We will later comment on the necessity to adopt the product form in this work, see Remark 1.2.

The localization transition. The typical behavior of $(S_n)_n$ under $P_{N,\beta}^\eta$ in the large $N$ limit depends on the asymptotic behavior of the partition function. Under the assumption $\mathbb{E}[\eta] = 0$, the sequence $(Z_{N,\beta}^\eta)_N$ is a martingale for the natural filtration associated with $\eta$, see [12], and thus converges almost surely towards a limit $Z_{\infty,\beta}^\eta$. A simple tail sigma-algebra argument yields the following dichotomy

$$\mathbb{P}[Z_{\infty,\beta}^\eta = 0] \in \{0, 1\}. \quad (1.5)$$

Whether $Z_{\infty,\beta}^\eta > 0$ or $Z_{\infty,\beta}^\eta = 0$ holds almost surely depends on the dimension, on $\beta$ and on the distribution of $\eta$. The regime where $Z_{\infty,\beta}^\eta > 0$ is called weak disorder regime and the one where $Z_{\infty,\beta}^\eta = 0$ is referred to as strong disorder regime. In the weak disorder regime, the influence of the environment is not noticeable on large scale. It has been proved that under weak disorder, the distribution of $(S_n)_n$ rescaled diffusively converged to that of a Brownian Motion (see [25] and references therein).

---

1 The choice to consider $1 + \eta$ rather than $\eta$ in (1.4) is for convenience, because it is a non-negative quantity, but this detail is of no importance for this introduction.
Under the strong disorder assumption, it is believed that the environment has an influence on the trajectories behavior noticeable even on large scale. So far, this phenomenon has been better understood in the sub-regime of very strong disorder which corresponds to exponential decay to zero of the partition function, or more precisely when

\[ p(\beta) := \lim_{N \to \infty} -\frac{1}{N} \log Z_{N,\beta}^N > 0, \]  

where the limit is in the almost sure sense (the existence of \( p(\beta) \) is proved in \[23\]). In the very strong disorder regime, trajectories are believed to localize around favorite corridors of the environment. Rigorous localization results for the end point of the trajectories have proved in \[19, 22\] and recently refined in \[6\].

It has been proved in \[25\] that the quantity \( p(\beta) \) is increasing in \( \beta \) (in the case of exponential Gibbs weight, see in \[38, App. A\] how the proof adapts to the present setup), meaning that there exists \( \beta_c \in [0,1] \) such that very strong disorder holds if and only if \( \beta > \beta_c \). The critical intensity \( \beta_c \) (when positive) should mark the transition from a diffusive to a localized regime: it is believed that weak disorder holds as long as \( \beta < \beta_c \) (see \[39\] for a recent development on this conjecture).

**Remark 1.1.** The weak/strong disorder terminology has been defined in the case where \( Z_{N,\beta}^N \) has finite expectation, that is \( \mathbb{E}[\eta] = 0 \). When \( \mathbb{E}[\eta] = \infty \) we say by convention that very strong disorder holds for every \( \beta > 0 \) (strong localization properties have been proved in that case, see \[37\]).

This phase transition has been studied, mostly under the assumption that \( \mathbb{E}[\eta^2] < \infty \) (the common assumption in the exponential setup is that \( \mathbb{E}[e^{\beta \eta}] < \infty \) for all \( \beta \)). Under this assumption, it has been showed that a diffusive phase exists in dimension \( d \geq 3 \) for sufficiently small \( \beta \), i.e. \( \beta_c > 0 \), see \[12, 30\]. On the other hand, in dimension \( d = 1, 2 \) there is no phase transition and the polymer is localized for all \( \beta > 0 \), i.e. \( \beta_c = 0 \), see \[24\] for \( d = 1 \) and \[31\] for \( d = 2 \) (see also \[19, 22\] for earlier result in this direction).

The intermediate disorder regime. Under the assumption \( \mathbb{E}[\eta^2] < \infty \), dimensions \( d = 1 \) and \( d = 2 \) are the only dimensions where the value of \( \beta_c \) is known. Hence they are the ideal setup in which one can study the crossover regime between a diffusive behavior (at \( \beta = 0 \)) and localized behavior (for \( \beta > 0 \)). The idea is tune the disorder intensity \( \beta_N \) to zero as \( N \) tends to infinity so that the probability \( \mathbb{P}^\eta_{N,\beta_N}\left((S_{\lfloor Nt\rfloor}/\sqrt{N})_{t\in[0,1]} \in \cdot\right) \) converges (in distribution) to a random continuum distribution (which is not the Wiener measure, obtained when \( \beta = 0 \)).

This has been called the intermediate disorder regime in the litterature, and has been sucessfully studied in the case \( d = 1 \) \[1, 2, 3\]. In this case the approach is simply to find \( \beta_N \) such that \( Z_{N,\beta_N}^N \) converges in distribution to a non-degenerate limit. For the directed polymer model in dimension \( d = 1 \), when \( \mathbb{E}[\eta^2] < \infty \), the correct scaling turns out to be \( \beta_N \sim \beta N^{-1/4} \); note that it makes the length \( N \) of the system proportional to the correlation length \( |p(\beta)|^{-1} \sim \beta^{-1/4} \), see \[4, 35\].

The scaling limit which is obtained, called the continuum directed polymer, is the analog of the discrete model where the random walk \( S \) and the environment \( \eta \) are replaced by their respective scaling limit: Brownian Motion and the space time Gaussian white noise (see below for more details on this construction). This continuum model is intimately related to the Stochastic Heat Equation (SHE) with multiplicative white noise.
In dimension $d = 2$, the situation is more complicated. The description of the crossover regime in that case is far from complete but has witnessed important progress in recent years. One of the reasons why this case is more delicate is that the SHE with multiplicative white-noise is ill-defined (see [10]) so that the limit must be of a different nature. We assume in the following discussion that $E[\eta^2] = 1$ for normalization purpose. In [16] the scaling under which $Z_{N,\beta_N}^\eta$ admits a non-trivial limit has been identified ($\beta_N \sim 3/(2\sqrt{\pi})$ with $\hat{\beta} < \sqrt{\pi}$), but has been later shown that in that regime, disorder disappears in the scaling limit of $P_{N,\beta_N}^\eta(\{S_{Nt}/\sqrt{N}\}_{t \in [0,1]} \in \cdot)$, see [18]. In order to obtain a disordered scaling limit one needs to take $\beta_N = \sqrt{\pi}(\log N)^{-1/2}(1 + b(\log N)^{-1})$, with $b \in \mathbb{R}$ as a variable parameter (note that this choice for $\beta_N$ also makes the length $N$ of the system proportional to the correlation length $|p(\beta)|^{-1} \sim e^{\kappa/\beta^2}$, see [7]). More precisely it has been shown in this regime that the distribution of the partition function is tight and that its subsequential limits are non-trivial, but uniqueness and the description of the limit remain challenging open problems. Progresses have been made recently in this direction see [17] 28, and the existence of a scaling limit for the polymer measure has been derived for the related hierarchical model [20].

**Power-law disorder and crossover regime.** The case $E[\eta^2] = \infty$ has been investigated more recently in [28], where the author studied the localization transition under the assumption that $P(\eta > z) \sim z^{-\alpha}$ as $z$ tends to infinity, for some $\alpha \in (1,2)$ (When $\alpha \in (0,1]$ according to Remark 1.1 we necessarily have very strong disorder for every $\beta$ when $\alpha \in (0,1]$, and the case $E[\eta^2] < \infty$ covers the case $\alpha > 2$.) In that case the presence of a phase transition depends on the dimension but also on the value of $\alpha$. If $d > \frac{2}{\alpha - 1}$ a weak disorder phase exists (i.e. $\beta_c > 0$), and if $d \leq \frac{2}{\alpha - 1}$ there is no phase transition (i.e. $\beta_c = 0$). Additionally, when $d < \frac{2}{\alpha - 1}$, then the behavior of the free energy close to criticality is given by $|p(\beta)| = \beta^{\nu + o(1)}$ as $\beta \downarrow 0$, with $\nu = \frac{2\alpha}{2 - \alpha(d - 1)}$.

The main goal of this article is to study the intermediate disorder regime when $\eta$ is in the domain of attraction of an $\alpha$-stable law for some $\alpha \in (0,2)$ that is assuming that (1.4) holds. The continuum object towards which $P_{N,\beta_N}^\eta(\{S_{Nt}/\sqrt{N}\}_{t \in [0,1]} \in \cdot)$ should converge has been constructed in the companion paper [3] and is the (stable) Lévy noise counterpart of the Gaussian continuum polymer considered in [2], that we mentioned above. Contrary to the Gaussian model which only exists in dimension 1, the Lévy continuum polymer can be constructed in arbitrary dimension provided that the Lévy measure associated with the noise satisfies some requirement, which depends on the dimension and includes the $\alpha$-stable noise when $\alpha < \min(1 + \frac{d}{2}, 2)$.

The main achievement of this paper is to prove that the convergence hold if $\beta_N$ is scaled correctly. The correct scaling is given by taking $\beta_N$ proportional to $N^{-\gamma + o(1)}$ with $\gamma = \frac{d}{\alpha}(1 + \frac{d}{2} - \alpha)$; the $o(1)$ correction depends on the slowly varying function considered in (1.4). Note that this makes $N$ roughly proportional to $|p(\beta)|^{-1}$, see above.

**Remark 1.2.** Let us mention that the directed polymer model with a heavy-tail environment has already been considered, for instance in [3] 9 26, but in the setup where the Gibbs weights are in the exponential form $\exp(\sum_{n=1}^{N} \hat{\beta}_{n,S_n})$. Let us simply stress that in this setup, when the distribution of $\hat{\eta}$ has power-law decay, polymer trajectories localize very strongly close to a single trajectory which gets its energy mostly from high energy sites (in fact this is the case even with a tail exponent $\alpha \geq 2$ since, also in that case, $e^{\hat{\beta}_{n,S_n}}$ has infinite expectation). Additionally, the intermediate disorder regime is degenerate: if
$\beta_N$ is sent to zero the partition function either goes to 1 or to $\infty$, see [9] [26]. Our framework (1.3) allows for the appearance non-trivial intermediate disorder regime even when $\eta$ has a heavy tail. This is essentially due to the fact that after rescaling $(\eta_{t,x})_{t,x} \in \mathbb{N} \times \mathbb{Z}^d$ possesses a scaling limit as a distribution, whereas $(e^{\beta \eta_{n+1}})_{n} \in \mathbb{N} \times \mathbb{Z}^d$ never does for heavy tail environments, even after recentering.

1.2. The continuum directed polymer with Lévy $\alpha$-stable noise. Let us now describe briefly how the continuum model is constructed. In doing so, we introduce some important notation and results that will be useful in the rest of the paper. For more details on the construction and the main properties of the continuum model we refer to the introduction of [8]. Formally the model is obtained by replacing the random walk $(S_n)_{n \geq 1}$ and the field $(\eta_{t,x})_{t,x} \in \mathbb{N} \times \mathbb{Z}^d$ in (1.2) by their corresponding scaling limits. A rigorous presentation of this object requires the introduction of a few definitions and notation.

Let us fix some finite time horizon $T = 1$ for simplicity and let $(B_t)_{t \in [0,1]}$ be a $d$-dimensional standard Brownian motion. We denote $Q$ its law and $\rho_t(x)$ its transition kernel, that is

$$\rho_t(x) = \frac{1}{(2\pi t)^{d/2}} e^{-\frac{|x|^2}{2t}}. \quad (1.7)$$

Let us also introduce, for $0 < t_1 < \ldots < t_k$ and $x_1, \ldots, x_k \in \mathbb{R}^d$ the multi-steps kernel

$$\rho(t,x) = \prod_{i=1}^{k} \rho_{t_i-t_{i-1}}(x_i-x_{i-1}), \quad (1.8)$$

with the convention $t_0 = 0$ and $x_0 = 0$. The scaling limit of the field $(\eta_{t,x})_{t,x} \in \mathbb{N} \times \mathbb{Z}^d$ is a one-sided Lévy $\alpha$-stable noise on $\mathbb{R} \times \mathbb{R}^d$. Let us briefly introduce this object. Consider $\omega$ a Poisson point process on $\mathbb{R} \times \mathbb{R}^d \times (0, \infty)$ with intensity

$$dt \otimes dx \otimes \alpha \nu^{-(1+\alpha)} dv, \quad (1.9)$$

whose law we also denote $\mathbb{P}$ (it will draw no confusion). Then formally, in the case $\alpha \in (1, 2)$, the $\alpha$-stable noise $\xi_{\omega}$ is a random measure obtained by summing weighted dirac masses $\nu \delta(t,x)$ on points $(t,x,v) \in \omega$ and subtracting a non-random quantity so that it is centered in expectation. The main difficulty is that when $\alpha \in (1, 2)$ the centering term is infinite, so we need an approximation procedure. For $a \in (0,1]$, interpreting $\omega$ as a set of points, we introduce the random measure

$$\xi_{\omega}^{(a)} := \left( \sum_{(t,x,v) \in \omega} \nu \mathbf{1}_{v \geq a} \delta(t,x) \right) - \kappa_a \mathcal{L}, \quad (1.10)$$

where $\mathcal{L}$ is the Lebesgue measure on $\mathbb{R} \times \mathbb{R}^d$ and

$$\kappa_a := \begin{cases} 0 & \text{if } \alpha \in (0,1), \\ \log(1/a) & \text{if } \alpha = 1, \\ \frac{\alpha}{a^{1-\alpha}} & \text{if } \alpha \in (1,2). \end{cases} \quad (1.11)$$

The Lévy $\alpha$-stable noise $\xi_{\omega}$ is then defined as the distributional limit of $\xi_{\omega}^{(a)}$. Let us stress that when $\alpha \in (0,1)$ the sum (1.10) yields a locally finite Borel measure $\xi_{\omega} := \xi_{\omega}^{(0)}$ so the approximation procedure is not needed. When $\alpha \in [1,2)$, the total variation $|\xi_{\omega}^{(a)}|$ diverges when $a \downarrow 0$, but $\xi_{\omega}^{(a)}$ converges to a limiting distribution in the local Sobolev space $H^{s^{-1}}_{\text{loc}}(\mathbb{R}^{d+1})$ for $s > \frac{d+1}{2}$. (The definition of this functional space is recalled in Appendix B.)
Once we have defined the continuum counterparts of \((S_n)_{n \geq 0}\) and \((\eta_{a,x})_{(a,x) \in \mathbb{N} \times \mathbb{Z}^d}\) (namely \((B_t)_{t \geq 0}\) and \(\xi_\omega\)), then formally the partition function of the continuum polymer in Lévy \(\alpha\)-stable noise is defined as

\[
\mathcal{Z}_\beta^\omega = \sum_{k=0}^{\infty} \beta^k \int_{\mathbb{R}^d \times \mathbb{R}^d} \varrho(t,x) \prod_{i=1}^{k} \xi_\omega(dt_i, dx_i),
\]

where \(\mathcal{X}^k := \{(t_1, \ldots, t_k) \in (\mathbb{R}^d)^k : 0 < t_1 < \cdots < t_k < 1\}\). This formally corresponds to the Wick expansion of \(\mathbb{E}[\exp(\beta H_\omega(B))]:\), where the energy functional is \(H_\omega(B) = \xi_\omega \left( \int_0^1 \delta(t, B_t) dt \right)\), i.e. \(\xi_\omega\) integrated against the Brownian trajectory \((B_t)_{t \in [0,1]}\). The main result of \([S]\) is to give a mathematical interpretation for the formal integral (1.12) and of the corresponding probability measure \(\mathbb{Q}_\beta^\omega\) on the Wiener space

\[
\mathcal{C}_0([0,1]) := \{ \varphi : [0,1] \to \mathbb{R}^d : \varphi \text{ is continuous and } \varphi(0) = 0 \},
\]

endowed with the topology of uniform convergence. This mathematical construction relies on an approximation procedure which we now outline. Let us introduce two families of functions on \(\mathcal{C}_0([0,1])\)

\[
\mathcal{B} := \{ f : \mathcal{C}_0([0,1]) \to \mathbb{R} : f \text{ measurable and bounded } \}, \\
\mathcal{C} := \{ f : \mathcal{C}_0([0,1]) \to \mathbb{R} : f \text{ continuous and bounded } \}.
\]

We also denote \(\mathcal{B}_b\) (resp. \(\mathcal{C}_b\)) the set of functions \(f \in \mathcal{B}\) (resp. \(f \in \mathcal{C}\)) with bounded support. For \(a > 0\), we define for any \(f \in \mathcal{B}\)

\[
\mathcal{Z}_{\beta}^{\omega,a}(f) = \varrho(f, x) \mathcal{Q} \left[ f((B_t)_{t \in [0,1]}) \mid B_t = x_i \forall i \in [1,k] \right].
\]

The notation \(\mathcal{Q} \left[ f((B_t)_{t \in [0,1]}) \mid B_t = x_i \forall i \in [1,k] \right]\) is a shortcut to designate the law of the concatenation of \(k\) independent Brownian bridges connecting \((t_{i-1}, x_{i-1})\) to \((t_i, x_i)\) for \(i \in [1,k]\). To see that (1.12) makes sense requires some work, and is ensured by \([S]\) Prop. 2.5 & Prop. 3.1. Let us now state another result of \([S]\), which gives a representation of the partition function \(\mathcal{Z}_{\beta}^{\omega,a}(f)\) as a sum that will be useful in what follows, and ensures in particular the positivity of \(\mathcal{Z}_{\beta}^{\omega,a}(f)\) for positive \(f\).

**Lemma 1.3.**\([S]\) Lem. 3.3] We have, for any \(f \in \mathcal{B}\)

\[
\mathcal{Z}_{\beta}^{\omega,a}(f) := \sum_{\sigma \in \mathcal{P}(\omega)} w_{\alpha,\beta}(\sigma, f)
\]

where \(\mathcal{P}(\omega)\) is the set of finite subsets of \(\omega\), and if \(\sigma := \{(t_i, x_i, u_i), i = 1, \ldots, k\}\) with \(0 \leq t_1 < \cdots < t_k \leq 1\), we define \(w_{\alpha,\beta}(\sigma, f)\) as

\[
w_{\alpha,\beta}(\sigma, f) := e^{-\beta \kappa_{a,\beta} |\sigma|} \varrho(t,x,f) \prod_{i=1}^{k} u_i 1_{\{u_i \geq a\}}.
\]

Note that \(f \mapsto \varrho(t,x,f)\) is linear and so is \(f \mapsto \mathcal{Z}_{\beta}^{\omega,a}(f)\). The above result ensures that that \(\mathcal{Z}_{\beta}^{\omega,a}(f) > 0\) if \(f > 0\) and that \(\mathcal{Z}_{\beta}^{\omega,a} := \mathcal{Z}_{\beta}^{\omega,a}(1)\) is positive and finite. Therefore, for
\( a > 0 \), we can define the polymer measure with truncated noise \( Q^{\omega,a}_\beta \) on \( C_0([0,1]) \) by
\[
Q^{\omega,a}_\beta(A) := \frac{1}{Z^{\omega,a}_\beta} Z^{\omega,a}_\beta(1_A),
\]
for any Borel set \( A \subset C_0([0,1]) \). The main result of [8] shows that if \( \alpha \) is smaller than a critical threshold, then \( Q^{\omega,a}_\beta \) converges almost surely for the weak topology on probability measures, to a non-trivial (i.e. disordered) probability measure \( Q^\omega_\beta \), referred to as the continuum polymer with stable noise. Let us define
\[
\alpha_c = \alpha_c(d) = \min \left( 1 + \frac{2}{d}, 2 \right).
\]

**Theorem A** (see [8]). Assume \( \alpha \in (0, \alpha_c) \) with \( \alpha_c \) defined in (1.17). Then there exists a random probability on \( \mathbb{Q}^\omega_\beta \) on \( C_0([0,1]) \) such that almost surely we have \( \lim_{a \to 0} Q^{\omega,a}_\beta = Q^\omega_\beta \). More precisely we have almost surely
\[
\lim_{a \to 0} Z^{\omega,a}_\beta = Z^\omega_\beta \in (0, \infty),
\]
and there exists a linear form \( Z^{\omega}_\beta(\cdot) \) on \( C \) such that \( \mathbb{P} \)-almost surely,
\[
\forall f \in C, \lim_{a \to 0} Z^{\omega,a}_\beta(f) = Z^\omega_\beta(f).
\]

**Remark 1.4.** We stress that in the case \( \alpha \geq \alpha_c \), Proposition 2.9 in [8] shows that \( \lim_{a \to 0} Z^{\omega,a}_\beta = 0 \) a.s., so the limiting partition function is degenerate. Hence, the continuum polymer model is ill-defined in that case.

**Remark 1.5.** Let us mention that for practical reason the centering term \( \kappa'_a \) for the noise considered in (1.11) differs from the one adopted in [8] when \( \alpha \neq 1 \). More precisely, in [8] we use the centering
\[
\kappa'_a := \frac{\alpha}{\alpha - 1} (a^{1-\alpha} - 1) \quad \text{if} \ \alpha \in (0, 1) \cup (1, 2).
\]

This only changes the definition of \( Z^{\omega,a}_\beta(f) \) and thus that of \( Z^\omega_\beta(f) \) by a multiplicative factor \( e^{\beta(\kappa'_a - \kappa'_a)} = e^{\frac{\alpha a}{a-1}} \), and thus does not affect the definition of \( Q^{\omega,a}_\beta \) and of \( Q^\omega_\beta \).

### 2. Main results

#### 2.1. Convergence to the continuum polymer in \( \alpha \)-stable noise.

Our main result shows that the martingale limit \( Z^\beta \) corresponds to the scaling limit of the partition function of the directed polymer with heavy tail disorder, when \( \beta_N \) is sent to 0 with the appropriate rate. We first state the convergence of the partition function, which is simpler but instructive, before we turn to the convergence of the probability measure \( P^\eta_{\beta_N,\beta_N} \). In order to describe the scaling regime that we are considering for the intensity \( \beta_N \), we need to introduce a couple of notation.

Let \( \hat{\varphi} \) be a slowly varying function such that \( u \mapsto \hat{\varphi}(1/u) \) is a generalized inverse of \( z \mapsto \mathbb{P}(\eta \geq z) \), meaning that \( \mathbb{P}(\eta \geq \hat{\varphi}(1/u) \) \( u^{-1/\alpha} \) \( u \downarrow 0 \); recall (1.4). We define
\[
V_N := (2d^{d/2})^{-1/\alpha} N^{\frac{1}{\alpha} + \frac{d}{2}} \hat{\varphi}(N^{1 + \frac{d}{2}})
\]
(2.1)
Note that we have \( \mathbb{P}[\eta > V_N] \sim 2d^{d/2} N^{-(1+\frac{d}{2})} \) as \( N \to \infty \), so that \( V_N \) is the order of magnitude of the maximal value of the field \( (\eta_{n,x})_{(n,x) \in \mathbb{N} \times \mathbb{Z}^d} \) inside the region \( [0,N] \times [-\sqrt{N}, \sqrt{N}]^d \).
Theorem 2.1. Let us assume that the distribution of the environment $\eta$ satisfies \eqref{eq:1.4} for some $\alpha \in (0, \alpha_c)$, with $\alpha_c = \min(1 + \frac{2}{d}, 2)$ as in \eqref{eq:1.17}. Setting
\[
\beta_N := \frac{1}{2} \beta \left( \frac{N}{d} \right)^{d-2},
\]
then when $\alpha \in (0, 1) \cup (1, \alpha_c)$ we have the following convergence in distribution
\[
Z_{N, \beta_N}^\eta \xrightarrow{N \to \infty} \mathcal{Z}_\beta^\omega.
\]
When $\alpha = 1$, if one sets $\gamma_N := \frac{1}{2d\beta^2} N^{1+\frac{d}{2}} V_N^{-1} \mathbb{E}[\eta 1_{\{1+\eta \leq V_N\}}]$, then we have
\[
e^{-\gamma_N \beta} Z_{N, \beta_N}^\eta \xrightarrow{N \to \infty} \mathcal{Z}_\beta^\omega.
\]
Let us stress that our choice (2.2) gives $\beta_N = N^{-\nu + o(1)}$ with $\nu = \frac{d}{2\alpha}(1 + \frac{d}{2} - \alpha)$. Our assumption that $\alpha < \alpha_c$ ensures in particular that $\lim_{N \to \infty} \beta_N = 0$.

Remark 2.2. Let us stress that in the case $\alpha = 1$, we have $\gamma_N \leq 0$ if $\mathbb{E}[\eta] = 0$ and $\gamma_N \geq 0$ if $\mathbb{E}[\eta] = \infty$ (at least for $N$ large). Note also that by definition of $V_N$, we have $V_N^{-1} \varphi(V_N) \sim 2d^{d/2} N^{(1+\frac{d}{2})}$, so that
\[
\gamma_N \sim \varphi(V_N)^{-1} \mathbb{E}[\eta 1_{\{1+\eta \leq V_N\}}] \quad \text{as } N \to \infty.
\]

Setting $L(t) := \mathbb{E}[\eta 1_{\{\eta \leq t\}}]$, we get from \cite[Prop. 1.5.9.a.]{ref} that $L(\cdot)$ is a slowly varying function, with $|L(t)|/\varphi(t) \to \infty$ as $t \to \infty$. This proves in particular that $\gamma_N$ is slowly varying, with $\lim_{N \to \infty} \gamma_N = +\infty$.

Our convergence result is in fact much richer than Theorem 2.1 in various ways. First we do not prove the convergence of the partition function alone, but also that of the measure $P_{N, \beta N}^\eta$ towards $\mathcal{Q}_\beta^\omega$. Additionally, we show that the continuous environment $\omega$ appearing in the limit corresponds to the scaling limit of $\eta$ as a distribution. Let us introduce $\xi_{N, \eta}$ the measure on $\mathbb{R}^{1+d}$ obtained by rescaling the discrete environment (on a diffusive scale)
\[
\xi_{N, \eta} := \frac{1}{V_N} \sum_{(n,x) \in \mathbb{H}_d} \left( \eta_{n,x} - \mathbb{E}[\eta 1_{\{\eta \leq V_N\}}]1_{(\alpha=1)} \right) \delta_{\left( \frac{n}{\sqrt{N}}, \frac{x}{\sqrt{N}} \right)},
\]
where $\mathbb{H}_d$ denotes the set of time-space lattice points that can be reached by a random walk starting from 0, that is the set of points $(n, x)$ in $\mathbb{N} \times \mathbb{Z}^d$ such that $n$ and $\|x\|_1$ have the same parity.

We let $\mathcal{M}_1$ denote the space of probability distributions on $C_0([0, 1])$ equipped with the topology of weak convergence. Finally, let $S_t^{(N)}$ be the linear interpolation of a random walk trajectory, rescaled diffusively:
\[
S_t^{(N)} := \sqrt{\frac{d}{N}} \left( (1 - \alpha_t) S_{[Nt]} + \alpha_t S_{[Nt]+1} \right), \quad \text{with } \alpha_t = Nt - [Nt].
\]
The definition of the local Sobolev space $H_{loc}^s$ is recalled in Appendix B.

Theorem 2.3. With the same assumption as for Theorem 2.1, we have the following convergence in distribution in $H_{loc}^s \times \mathcal{M}_1$, $s > d$
\[
\left( \xi_{N, \eta}, P_{N, \beta_N}^\eta \left( (S_t^{(N)})_{t \in [0, 1]} \in \cdot \right) \right) \xrightarrow{N \to \infty} (\xi_\omega, \mathcal{Q}_\beta^\omega).
\]
Remark 2.4. The powers of 2 in the definition of $V_n$ (and $\beta_n$) just comes from the fact that our random walk can only visit half of the lattice sites (just like the $\sqrt{2}$ factor appearing in $[3]$). They would not appear if one considered a lazy random walk, adjusting the diffusion coefficient in the definition of $p_t(x)$ accordingly. The powers of $d$ in $V_n$ (and in $\beta_n$ and (2.6)) comes from the adjustment of the diffusion coefficient of the simple random walk.

Remark 2.5. Let us mention that the joint convergence of the environment and of the partition function is not specific to the case of heavy-tailed environments. It also holds for systems with disorder in the Gaussian universality class $[3, 14, 15]$, in which case the environment converges to the Gaussian white noise that appears in the construction of the limiting partition function. This fact is however usually not mentioned in the literature on the subject (a notable exception is the recent contribution $[13]$ on the random field Ising model), even though it can be deduced almost directly from the proofs presented in $[3, 14, 15]$ (according to personal communication with Caravenna, Sun and Zygouras). The situation of systems with marginal disorder such as the two dimension directed polymer, discussed in $[16, 17, 20, 28]$ is very different: in that case, the randomness appearing in the limit is expected to be independent of the distributional limit of the environment.

2.2. Possible extensions of the result. We now comment on some directions in which our result could be extended.

**Point-to-point partition functions.** In the above, we only treat the case of a point-to-line partition function, but we could also consider the point-to-point partition functions: for integers $n_1 \leq n_2$ and $x_1, x_2 \in \mathbb{Z}^d$ such that $\|x_2 - x_1\|_1$ has the same parity as $n_2 - n_1$, define

$$Z_{\beta N}^q[(n_1, x_1), (n_2, x_2)] := \mathbb{E} \left[ \prod_{n=n_1+1}^{n_2} (1 + \beta \eta_n s_n) \mathbf{1}_{\{n_2 = x_2\}} \mid S_{n_1} = x_1 \right].$$

Then, choosing $\beta_N$ as in (2.2) and taking $n_1, n_2 \in \mathbb{N}$ and $x_1, x_2 \in \mathbb{Z}^d$ (with $\|x_2 - x_1\|_1$ having the same parity as $n_2 - n_1$), such that $\lim_{N \to \infty} N^{-1} n_1 = t \in \mathbb{R}^+$, $\lim_{N \to \infty} N^{-1} n_2 = t' \in \mathbb{R}^+$ and also $\lim_{N \to \infty} (N/d)^{-1/2} x_1 = x \in \mathbb{R}^d$, $\lim_{N \to \infty} (N/d)^{-1/2} x_2 = x' \in \mathbb{R}^d$, one should obtain the following convergence in distribution, in the case $\alpha \in (0, \alpha_c)$

$$\frac{1}{2} \left( \frac{1}{\sqrt{2}} N^{d/2} e^{-\beta_N \lambda_1} \right) Z_{\beta N}^q[(n_1, x_1), (n_2, x_2)] \xrightarrow{N \to \infty} \mathcal{Z}_\beta^q[(t, x), (t', x')]. \tag{2.8}$$

The limit $\mathcal{Z}_\beta^q[(t, x), (t', x')]$ is the continuum point-to-point partition function introduced in [8] Section 2.2. The convergence (2.8) could also be extended to the joint distribution of finitely many point-to-point partition functions. We choose not to present the proof of such a result in order to keep the paper lighter and because it does not bring much more insight than Theorem 2.3.

**Random walks in the Gaussian domain of attraction.** In this paper, we only consider the model based on the nearest neighbor symmetric simple random walk. The main reason for it is that it is the most frequent setup in which directed polymer is presented. However, our proofs are quite flexible and other types of random walks may be considered provided that they remain within the Gaussian universality class. Indeed, we only make use of the local central limit theorem to establish our result (and a little bit more when $\alpha \leq 1$).

Let us assume that the walk (starting from the origin) has i.i.d. increments with finite second moment, mean $m$ and invertible covariance matrix $\Sigma^2$, meaning that for any $i, j$

$$\mathbb{E}[S_1^{(i)}] = m_i \quad \text{and} \quad \text{Cov}(S_1^{(i)}, S_1^{(j)}) = \Sigma^2(i, j), \tag{2.9}$$
where $S_1^{(i)}$ is the $i$-th coordinate of $S_1$. Our matrix $\Sigma$ is implicitly defined as the positive definite matrix whose square is the covariance matrix. For the commodity of exposition, let us also assume that our walk is irreducible and aperiodic, that is for every $x$ there exists some $n_0(x)$ such that $P(S_n = x) > 0$ for $n \geq n_0$ (doing without these assumptions only entails additional constants in the normalization).

In the case $\alpha \leq 1$, we must have an additional assumption on the tail of the increments which guaranties that the walk does not reach for atypically attractive sites beyond the scale $\sqrt{N}$. We assume that

$$E[|S_1|^\gamma] < \infty \quad \text{for some } \gamma > \frac{d(1-\alpha)}{\alpha}. \quad (2.10)$$

(This ensures that the bound (4.23) holds for all $n \geq 1$, for some $\theta < \alpha$). Note that the condition (2.10) is stronger than the finite variance assumption only when $\alpha < \frac{d}{d+2}$. Let us also stress that this restriction is by no mean due to technical limitation: indeed, if for instance $P(S_n = x) = (1 + o(1))\|x\|^{-d-\gamma}$ for some $2 < \gamma < \frac{d(1-\alpha)}{\alpha}$, then the directed polymer itself is not well defined, in the sense that $Z_\omega^{N,\beta} = \infty$ a.s. for every $\beta > 0$ (and in particular Theorem 2.6 below fails to hold). Before stating the extension of our result, let us redefine the scaling parameters: we set

$$S_t^{(N)} := \frac{1}{\sqrt{N}} \Sigma^{-1} \left( (1 - \alpha_t) S_{[Nt]} + \alpha_t S_{[Nt]+1} - mNt \right),$$

$$V_N := \text{Det}(\Sigma)^{1/\alpha} N^{\frac{1}{\alpha}(1 + \frac{d}{2})} \tilde{\varphi}(N^{1 + \frac{d}{2}}),$$

$$\xi_{N,\eta} := \frac{1}{V_N} \sum_{(n,x) \in \mathbb{Z}^d} \left( \eta_{n,x} - E[\eta|\eta \leq V_N] \right) 1_{\{\eta = V_N\}} 1_{\{\alpha = 1\}} \delta_{\left( \frac{\eta_{n,x} - E[\eta]}{V_N^{1/\alpha}}, -mN \right)}.$$

One can extend the proof of Theorem 2.3 to prove the following.

**Theorem 2.6.** Assume that the distribution of the environment $\eta$ satisfies (1.4) for some $\alpha \in (0, \alpha_c)$, with $\alpha_c = \min(1 + \frac{d}{2}, 2)$ as in (1.17). Under the assumption (2.9) and (2.10), then setting

$$\beta_N = \text{Det}(\Sigma) N^{\frac{d}{2} - \frac{d}{\alpha}} (V_N)^{-1},$$

we have the following convergence in distribution in $H_{s}^{\alpha} \times M_1$, $s > d$

$$\left( \xi_{N,\eta}, P_{N,\beta_N}^\eta \left( (S_t^{(N)})_{t \in [0,1]} \in \cdot \right) \right) \xrightarrow{N \to \infty} (\xi_\omega, Q_\beta^\omega).$$

**Extension to $\gamma$-stable walks.** A natural question that now comes to mind is whether the system admits a similar scaling limit when $S$ is in the domain of attraction of a stable process with exponent $\gamma \in (0,2)$. For the simplicity of exposition, let us assume that $P(S_n = x) = (1 + o(1))\|x\|^{-d-\gamma}$ as $\|x\| \to \infty$.

In that case we strongly believe that our proof techniques can be adapted without major changes. The procedure starts with defining the continuum model, replacing the Brownian kernel by that of an isotropic $\gamma$-stable kernel — this part is discussed in [3] Section 2.4. Then the proof in the present paper, which mostly relies on the local limit theorem, should go through. Note that in that case our requirement on $\alpha$ becomes

$$\frac{d}{d + \gamma} < \alpha < \left( 1 + \frac{\gamma}{d} \right) \wedge 2. \quad (2.13)$$

For a description of the scaling limit, we refer to [3] Section 2.4.
Extension to the disordered pinning model. Since most of the techniques used in the proof do not rely on the specificity of the directed polymer model, we believe that similar results can be derived for other disordered model. One specific model for which we are confident that our techniques could adapt is the disordered pinning mode (see \[27\] for a general introduction): we refer to \[14\] for a study of the scaling limit when the environment has a finite second moment and to \[32\] for a study of the model with power-tail disorder.

Consider a sequence \((\eta_n)_{n \in \mathbb{N}}\) of i.i.d. random variables with a distribution satisfying \((1.4)\) and a recurrent renewal process \(\tau = \{\tau_0 = 0, \tau_1, \tau_2, \ldots\}\) on \(\mathbb{N}\) whose inter-arrival law satisfies \(P[\tau_1 = n] \sim n^{-\gamma} n^{-(1+\gamma)},\) \(\gamma \in (0,1)\). The disordered pinning model is then defined as the modification of the renewal distribution defined by
\[
\frac{dP^\eta_{N,\beta,h}}{d\mathbb{P}} := \frac{1}{Z^\eta_{N,\beta,h}} E^\eta_{N,\beta,h} \left[ \prod_{n=1}^{N} e^{\beta \eta_n h_{\{n \in \tau\}}} \right].
\]
\[(2.14)\]
with
\[
Z^\eta_{N,\beta,h} := E^\eta_{N,\beta,h} \left[ \prod_{n=1}^{N} e^{\beta \eta_n h_{\{n \in \tau\}}} \right].
\]

We believe that the approach used in the present paper could be used to prove the existence of a non trivial limit for the distribution of the rescaled renewal set \(\frac{1}{N} Z^\eta_{N,\beta,h} ([0,N] \cap \tau)\) (considering the Hausdorff topology for subsets of \([0,1]\)) when \(\alpha < \min(\frac{1}{1-\gamma}, 2)\), if \(\beta_N\) and \(h_N\) are scaled as \(\beta_N^{-1-\gamma-\frac{1}{\alpha}+o(1)}\) and \(h_N^{-\gamma+o(1)}\). The \(o(1)\) in the exponent accounts for a slowly varying correction which is absent if \(\varphi\) in \((1.4)\) is asymptotically equivalent to a constant. For a description of the scaling limit, we refer again to \[8\], Section 2.4.

3. Main steps of the proof of Theorem 2.3

In this section, we outline our proof strategy, and highlight the main steps needed to obtain our main theorem. Some important notation are introduced.

3.1. Convergence of marginals and tightness. Recall here that \(\mathcal{C}\) denote the set of real valued continuous and bounded functions on \(C_0([0,1])\). Recalling the definition \((2.6)\) and writing \(S^{(N)}\) for \((S^{(N)}_t)_{t \in [0,1]}\) we define for any \(f \in \mathcal{C}\)
\[
Z^\eta_{N,\beta,N}(f) := E^\eta_{N,\beta,N}(f(S^{(N)}_t) \prod_{n=1}^{N} (1 + \beta_N \eta_n s_n)).
\]
\[(3.1)\]

Our main task in the proof of Theorem 2.3 is to prove the convergence of finite dimensional marginals. Since both \(\hat{\xi}_{\eta,\gamma}\) and \(Z^\eta_{N,\beta,N}(\cdot)\) are linear forms, it is in fact sufficient to prove the convergence for one-dimensional marginals.

Proposition 3.1. Given \(\psi\) a smooth compactly supported function on \(\mathbb{R}^{d+1}\) and \(f \in \mathcal{C}\), we have the following joint convergence in distribution, under the assumptions of Theorem 2.1,
\[
\left(\langle \xi_{\eta,\gamma}, \psi \rangle, e^{-\beta \gamma_N (1-\alpha-1)} Z^\eta_{N,\beta,N}(f)\right) \xrightarrow{N \to \infty} \left(\langle \xi_\omega, \psi \rangle, Z^\omega_{\beta,N}(f)\right).
\]
\[(3.2)\]

The proof of Proposition 3.1 is the core of the paper and its steps are outlined in Section 3.2 below; the actual proof is carried out in Sections 7 and 8. Once we have Proposition 3.1 it only remains to prove tightness of \(\xi_{\eta,\gamma}\) and \(P^\eta_{N,\beta}\). The first result is standard; a proof is included in Appendix 3 for completeness.

Lemma 3.2. The sequence of distributions of \((\xi_{\eta,\gamma})_{N \geq 1}\) under \(\mathbb{P}\) is tight in \(H_{\text{loc}}^s\) for \(s > d\).
For the second tightness result, proven in Section \ref{sec:second-tightness} below, recall that $\mathcal{M}_1$ denotes the set of probability distributions on $C_0([0,1])$ equipped with the weak convergence topology.

**Proposition 3.3.** The sequence of distributions of random probabilities $P^n_{\eta, \beta N}(S^{(N)} \in \cdot)$ under $\mathbb{P}$ is tight in $\mathcal{M}_1$.

Our main results then follows readily from the above statements, as we now show.

**Proof of Theorem 2.3 using Propositions 3.1 and 3.3.** Since tightness is already proven, one only needs to prove the convergence for the marginals of the type

$$\left(\langle \xi_{N, \eta}, \psi \rangle, E_{\eta, \beta N}^\eta \left( f(S^{(N)}) \right) \right) = \left( \langle \xi_{N, \eta}, \psi \rangle, \frac{Z_{\eta, \beta N}^\eta}{Z_{\eta, \beta N}^\eta} \right).$$

But this follows immediately from the almost-sure positivity of $Z^\omega_{\beta}$ (cf. \eqref{eq:positivity}) and from Proposition 3.1 which yields as a corollary

$$\left(\langle \xi_{N, \eta}, \psi \rangle, e^{-\beta \gamma N_{1(\alpha = 1)}} Z_{\eta, \beta N}^\eta(f), e^{-\beta \gamma N_{1(\alpha = 1)}} Z_{\eta, \beta N}^\eta \right) \xrightarrow{N \to \infty} \left(\langle \xi_{\omega}, \psi \rangle, Z^\omega_{\beta}(f), Z^\omega_{\beta} \right).$$

This concludes the proof of Theorem 2.1. \hfill \Box

**3.2. Proposition 3.1 via cutoff approximation.** Let us now describe the main ingredients in the proof of Proposition 3.1. Firstly, we replace $(Z_{\eta, \beta N}^\eta(f))$ by a cutoff approximation, analogous to the one used in the continuous case, see \eqref{eq:cutoff}. This martingale approximation is obtained by keeping the environment only at sites where $\eta$ is larger than a certain threshold. We fix the threshold to be equal to $a V_N$, recall \eqref{eq:threshold}. The scaling $V_N$ is chosen so that the region typically visited by the polymer, i.e. a cylinder of length $N$ and width $\sqrt{N}$ according to the diffusive scaling of the random walk, contains only finitely many points above the threshold. These points, in the limit, correspond to the points in the Poisson point process $\omega$ (defined in \eqref{eq:poisson}) for which $u \geq a$. When $\eta_{n,x}$ is smaller than this value we replace it by its conditional average. Given $a \in (0, 1]$, we set

$$\eta^{(a)}_{n,x} := \begin{cases} 
\eta_{n,x} & \text{if } 1 + \eta_{n,x} \geq a V_N, \\
-\kappa_N^{(a)} & \text{if } 1 + \eta_{n,x} < a V_N, 
\end{cases}$$

with

$$\kappa_N^{(a)} := \begin{cases} 
-\mathbb{E} [\eta_{n,x} \mid 1 + \eta_{n,x} < a V_N] & \text{if } \alpha \in [1, 2), \\
0 & \text{if } \alpha \in (0, 1). 
\end{cases}$$

The assumption $\mathbb{P}(\eta > -1) = 1$ ensures that $\eta^{(0)} = \eta$ almost surely. Note that $\kappa_N^{(a)}$ is positive for large $N$ when $\alpha \neq 1$ but it is negative when $\alpha = 1$ and $\mathbb{E}[\eta] = \infty$. When $\mathbb{E}[\eta] = 0$ (this implies $\alpha \geq 1$), note that $\eta_{n,x}^{(a)}$ is still a centered variable, and that $(\eta_{n,x}^{(a)})_{a \in (0, 1]}$ is a càdlàg time-reversed martingale for the filtration

$$\mathcal{G}_a = \mathcal{G}_a^{(N)} := \sigma \{ \eta_{n,x} 1 \{ 1 + \eta_{n,x} \geq a V_N \}, (n, x) \in \mathbb{N} \times \mathbb{Z}^d \}. \quad \text{(3.7)}$$

We also set for $b > a$ a truncated version of $\eta^{(a)}$

$$\eta_{n,x}^{(a,b)} := \begin{cases} 
-\kappa_N^{(a)} & \text{if } 1 + \eta_{n,x} < a V_N, \\
\eta_{n,x} & \text{if } 1 + \eta_{n,x} \in [a V_N, b V_N), \\
0 & \text{if } 1 + \eta_{n,x} \geq b V_N. 
\end{cases} \quad \text{(3.8)}$$

With some abuse of notation, we will denote $\eta^{(a)}$ (resp. $\eta^{(a,b)}$) a generic random variable with the same law as $\eta_{n,x}^{(a)}$ (resp. $\eta_{n,x}^{(a,b)}$).
We now define, for \( f \in \mathcal{C} \), the approximation \( Z_{N,\beta N}^\eta(a) \) of \( Z_N^\eta \) using the above cutoff:

\[
Z_{N,\beta N}^\eta(a) := \mathbb{E} \left[ f(S^{(N)}) \prod_{i=1}^N (1 + \beta_N \eta_{n,S_i}) \right],
\]

\[
Z_{N,\beta N}^\eta[a,b) := \mathbb{E} \left[ f(S^{(N)}) \prod_{i=1}^N (1 + \beta_N \eta_{n,S_i}) \right].
\]

Let us stress that if \( f \geq 0 \) we have \( Z_{N,\beta N}^\eta(a) \leq Z_{N,\beta N}^\eta(a) \). Note that when \( \mathbb{E}[\eta] = 0 \) (which implies \( \alpha = 1 \)) we have

\[
Z_{N,\beta N}^\eta(a) = \mathbb{E} \left[ Z_{N,\beta N}^\eta(f) \mid \mathcal{G}_a \right] \quad \text{and} \quad Z_{N,\beta N}^\eta[a,b) := \mathbb{E} \left[ Z_{N,\beta N}^\eta(f) \mid \mathcal{G}_a \right].
\]

These identities are also valid when \( \mathbb{E}[\eta] = \infty \) (which implies \( \alpha = 1 \)) but only in the case \( f \geq 0 \) for which the conditional expectations are unambiguously defined.

To prove Theorem \ref{thm:main}, we are first going to prove that \( Z_{N,\beta N}^\eta(a) \) converges to the corresponding continuum (truncated) partition function \( Z_{\beta}^\omega(a) \) defined in (1.14). In fact we even prove a joint convergence with the cutoff approximation of the environment.

**Proposition 3.4.** For any \( \alpha > 0 \), given \( \psi \) a smooth compactly supported function on \( \mathbb{R}^{d+1} \) and \( f \in \mathcal{C} \), we have the following joint convergence in distribution

\[
\left( \langle \xi_{N,\eta}^{(a)}, \psi \rangle, e^{-\beta_N \eta \mathbb{1}_{(a=1)}} Z_{N,\beta N}^\eta(a) \right) \underset{N \to \infty}{\longrightarrow} \left( \langle \xi_{\omega}^{(a)}, \psi \rangle, Z_{\beta}^\omega(a) \right),
\]

where \( \xi_{N,\eta}^{(a)} \) is the cutoff approximation of \( \xi_{N,\eta} \).

\[
\xi_{N,\eta}^{(a)} := \frac{1}{V_N} \sum_{(n,x) \in \mathbb{H}_d} \left( \eta_{n,x} - \mathbb{E}[\eta \mathbb{1}_{(\eta \leq V_N)}] \right) \mathbb{1}_{(a=1)} \delta_{(\frac{n}{N}, \frac{x}{\sqrt{N}d})}.
\]

While the proof of Proposition 3.4 requires some care, it follows a quite standard roadmap. The proof is carried out in Section 6.

To complete the proof of Theorem \ref{thm:main}, we need to show that when \( a \) is close to 0, then \( Z_{N,\beta N}^\eta(a) \) and \( \langle \xi_{N,\eta}^{(a)}, \psi \rangle \) are close to \( Z_{N,\beta N}^\eta(0) \) and \( \langle \xi_{N,\eta}, \psi \rangle \) respectively, uniformly in \( N \).

Recall that from Theorem A (more precisely (1.18)), we already know that \( Z_{\beta}^\omega(a) \) is close to \( Z_{\beta}^\omega(f) \); similarly, \( \langle \xi_{\omega}^{(a)}, \psi \rangle \) is close to \( \langle \xi_{\omega}, \psi \rangle \) as a result of convergence of \( \xi_{\omega}^{(a)} \) in \( H_{\text{loc}}^{-s} \), \( s > (d + 1)/2 \).

**Proposition 3.5.** If \( \alpha \in (0, 2) \), we have for any \( f \in \mathcal{C} \)

\[
\lim_{a \to 0} \sup_{N \geq 1} \mathbb{E}\left[ \left( e^{-\beta_N \eta \mathbb{1}_{(a=1)}} \right) \left| Z_{N,\beta N}^\eta(a) - Z_{N,\beta N}^\eta(0) \right| \right] = 0.
\]

**Remark 3.6.** When \( \alpha \in (1, 2) \), we can in fact prove uniform convergence in \( L_1 \) instead of convergence in probability, that is

\[
\lim_{a \to 0} \sup_{N \geq 1} \mathbb{E}\left[ \left| Z_{N,\beta N}^\eta(a) - Z_{N,\beta N}^\eta(0) \right| \right] = 0.
\]

Let us also state the analogous result for \( \langle \xi_{N,\eta}, \psi \rangle \), whose proof is easy (and postponed to Appendix B).
Lemma 3.7. If \( \alpha \in (0, 2) \), then for any smooth and compactly supported \( \psi \) we have
\[
\limsup_{\alpha \to 0} \sup_{N \geq 1} \mathbb{E} \left[ \langle \psi, \xi_{N, \eta} - \xi_{N, \eta}^{(a)} \rangle^2 \right] = 0. \tag{3.13}
\]

We stress that the core of the proof actually lies in Proposition 3.5. Its proof is carried out in Section \( \mathbb{S} \) and follows some of the ideas developed in \([8, \text{Sec. 4}]\) for the construction of the continuum partition function, but present additional technical challenges.

Proof of Proposition 3.4 from Propositions 3.4 and 3.5. Given an arbitrary \( \delta \), a compactly supported smooth function \( \psi \) and \( f \in C \), we are going to show that there is some \( N_0 = N_0(\delta, \psi) \) such that for every \( N \geq N_0 \), we can find a coupling between \( \eta \) and \( \omega \) (with some abuse of notation we use \( \mathbb{P} \) for the law of the coupling) such that
\[
\mathbb{P} \left( \left| Z_{N, \beta}^\eta(f) - Z_{\beta}^\omega(f) \right| > \delta \right) \leq \delta \quad \text{and} \quad \mathbb{P} \left( \left| \langle \psi, \xi_{N, \eta} - \xi_{\omega} \rangle \right| > \delta \right) \leq \delta. \tag{3.14}
\]

First we want to approximate the two partition functions by their counterparts with truncated environment. Using Proposition 3.5 and Theorem 1.18, we can choose \( a_0 = a_0(\delta) \) small enough such that for every value of \( N \) we have for all \( a \leq a_0(\delta) \)
\[
\mathbb{P} \left( e^{-\beta N_1(\alpha-1)} \left| Z_{N, \beta}^{\eta, a}(f) - Z_{\beta}^{\eta}(f) \right| > \delta/3 \right) \leq \delta/3, \tag{3.15}
\]
\[
\mathbb{P} \left( \left| Z_{\beta}^{\omega}(f) - Z_{\beta}^{\eta, a}(f) \right| > \delta/3 \right) \leq \delta/3.
\]

Similarly, thanks to Lemma 3.7 and since \( \xi_{\omega}^{(a)} \) converges to \( \xi_{\omega} \) in \( H_{-s}^{\infty}(\mathbb{R}^{d+1}) \), have for \( a \leq a_0(\delta) \) (lowering the value of \( a_0 \) if necessary) and every value of \( N \)
\[
\mathbb{P} \left( \left| \langle \psi, \xi_{N, \eta} - \xi_{\omega}^{(a)} \rangle \right| > \delta/3 \right) \leq \delta/3, \tag{3.16}
\]
\[
\mathbb{P} \left( \left| \langle \psi, \xi_{N, \eta} - \xi_{\omega} \rangle \right| > \delta/3 \right) \leq \delta/3.
\]

Now we can conclude by observing that from Proposition 3.4, for \( N \geq N_0 \) sufficiently large one can find a coupling of \( \eta \) and \( \omega \) (depending of course on \( N \)) which is such that with probability larger than \( 1 - \delta/3 \) one has
\[
\mathbb{P} \left[ e^{-\beta N_1(\alpha-1)} \left| Z_{N, \beta}^{\eta, a}(f) - Z_{\beta}^{\eta, a}(f) \right| > \delta/3 \right] \leq \delta/3, \tag{3.17}
\]
\[
\mathbb{P} \left[ \left| \langle \psi, \xi_{N, \eta} - \xi_{\omega}^{(a)} \rangle \rangle \right| > \delta/3 \right] \leq \delta/3.
\]

which combined with (3.15)-(3.16) implies (3.14). \( \square \)

3.3. Organization of the rest of the paper. Now that we have outlined the main steps of the proof, let us briefly describe how the different parts of the proof are articulated.

- In Section 4.1 some technical preliminaries are presented; in particular we describe an expansion of the partition function analogous to (1.15) and give some comparison estimates between \( Z_{N, \beta}^{\eta, a}(f) \) and \( Z_{N, \beta}^{\eta, a}(f) \).
- In Section 5 we prove the tightness of \( P_{N, \beta}^{\eta}(S(N)) \), i.e. Proposition 3.3. Note that the tightness of \( \{\xi_{N, \eta}\} \) is proven in Appendix B.
- In Section 6 we carry out the proof of Proposition 3.4, i.e. of the convergence of the partition function with cutoff environment.
- Section 7 contains the proof of Proposition 3.5, i.e. of the uniformity (in \( N \)) of the martingale convergence of \( Z_{N, \beta}^{\eta, a}(f) \) as \( a \downarrow 0 \). This is the most technical part of the paper and adapts ideas developed in \([8]\) in the continuum setting.
• In the Appendix, some further technical estimates are collected: in Appendix A we prove an estimate that allows us to control different expectations with respect to \( \eta \); in Appendix B we collect results on the measure \( \xi_{N, \eta} \) and in particular we prove Lemma 3.7.

4. Technical preliminaries

4.1. A collection of useful estimates. Let us collect here a few identities and asymptotic equivalents that will be useful in the computations in the rest of the paper. By definition (2.1) of \( V_N \), we have

\[
V_N^{-\alpha} \varphi(V_N) \sim N^{-(1 + \frac{d}{4})} \text{ as } N \to \infty.
\]

Also, by definition \( \beta_N := \frac{1}{2} \tilde{\beta}(\frac{N}{q})^{d/2} V_N^{-1} \), see (2.2), so it verifies

\[
\begin{align*}
\beta_N V_N &= \frac{1}{2} \tilde{\beta} \left( \frac{N}{q} \right)^{\frac{d}{2}}, \\
\beta_N V_N^{1-\alpha} \varphi(V_N) &= N^{-\infty} \tilde{\beta} N^{-1}, \\
\beta_N^2 V_N^{2-\alpha} \varphi(V_N) &= N^{-\infty} \frac{1}{2} d^{-d/2} \beta N^{d/2 - 1}.
\end{align*}
\]

(4.1)

In the case \( \alpha = 1 \), we will also use that by definition of \( \gamma_N \),

\[
\beta_N \mathbb{E}[\eta 1_{\{1 + \eta < V_N\}}] = \tilde{\beta} N^{-1} \gamma_N.
\]

(4.2)

As far as truncated first and second moment of \( \eta \) are concerned, we have asymptotically for large \( u \)

\[
\begin{align*}
\mathbb{E}[\eta 1_{\{(1 + \eta < u)\}}] &= \frac{\alpha}{1 - \alpha} u^{1-\alpha} \varphi(u)(1 + o(1)), \text{ for } \alpha \in (0, 1) \cup (1, 2) \\
\mathbb{E}[\eta^2 1_{\{(1 + \eta < u)\}}] &= \frac{\alpha}{2 - \alpha} u^{2-\alpha} \varphi(u)(1 + o(1)).
\end{align*}
\]

(4.3)

We therefore find that when \( \alpha \in (1, 2) \), \( \kappa_N^{(a)} \) defined in (3.6) satisfies, as \( N \to \infty \)

\[
\beta_N \kappa_N^{(a)} = -\beta_N \mathbb{E}[\eta \mid (1 + \eta) < a V_N] = \tilde{\beta} \kappa_a N^{-1} (1 + o(1)),
\]

(4.4)

where we used (4.3) and the second relation in (4.1). Note that when \( \alpha \in (0, 1) \) we have set \( \kappa_N^{(a)} = 0 \) and \( \kappa_a = 0 \), so that we can formally use \( \beta_N \kappa_N^{(a)} = \tilde{\beta} \kappa_a N^{-1} (1 + o(1)) \) also in that case. When \( \alpha = 1 \), after a straightforward computation (and using (4.2)), we have

\[
\beta_N \kappa_N^{(a)} = -\tilde{\beta} N^{-1} \gamma_N + \tilde{\beta} \kappa_a N^{-1} (1 + o(1)).
\]

(4.5)

All together, in view of the definition of \( \beta_N \) and \( \gamma_N \), we can rewrite (4.4)-(4.5) as

\[
\beta_N \kappa_N^{(a)} = -\tilde{\beta} N^{-1} \gamma_N 1_{\{\alpha = 1\}} + \tilde{\beta} \kappa_a N^{-1} (1 + o(1)).
\]

(4.6)

In particular, we see that for any \( \alpha \in (0, 1) \)

\[
\lim_{N \to \infty} e^{-\tilde{\beta} \gamma_N 1_{\{\alpha = 1\}} (1 - \beta_N \kappa_N^{(a)}) N} = e^{-\tilde{\beta} \kappa_a}.
\]

(4.6)
4.2. Expansion of the partition function. In order to prove the convergence of the truncated partition function, we are going to rewrite it as a sum, which is the discrete equivalent of (1.15). Then the convergence of the partition function is going to follow from the convergence of each individual term. Let us define, for \( a \in [0, 1] \) and \( b \in (1, \infty) \),

\[
\Omega_{N}^{[a,b]}(\eta) := \{ (n, x) \in [1, N] \times \mathbb{Z}^d : 1 + \eta_{n,x} \in [aV_N, bV_N] \},
\]

and let \( \mathcal{P}(\Omega_{N}^{[a,b]}) \) denote the set of finite sequences \((n_i, x_i)_{i=1}^{k} \) taking value of \( \Omega_{N}^{[a,b]} \) and satisfying \( n_1 < n_2 < \cdots < n_k \). We let \((n, x) = (x_1, n_i)_{i=1}^{[n,x]} \) denote a generic element of \( \mathcal{P}(\Omega_{N}^{[a,b]}) \) where \([n, x] \geq 0 \) is the length of the sequence (a length zero corresponds to the empty sequence). We set \( p_n(x) = \mathbb{P}(S_n = x) \), and using the convention \( n_0 = 0, x_0 = 0 \) we define

\[
p(n, x, f) = \mathbb{E}[f(S^{(N)}) \mathbb{1}_{\{\forall i \in [1, [n,x]], S_n = x_i\}}] \quad \text{and} \quad \eta_{n,x} = \prod_{i=1}^{[n,x]} \eta_{n_i, x_i}
\]

Let us set for \( a \in (0, 1] \)

\[
Z_{N, \beta N}^{[a,b]}(f) := \mathbb{E}\left[f(S^{(N)}) \prod_{n=1}^{N} \left( 1 + \beta N \eta_{n,S_n} \mathbb{1}_{\{(1+\eta_{n,S_n}) \in [aV_N, bV_N]\}} \right) \right] = \sum_{(n,x) \in \mathcal{P}(\Omega_{N}^{[a,b]})} \beta_{N}^{[n,x]} p(n, x, f) \eta_{n,x},
\]

where the second expression is simply obtained by performing an expansion of the product and taking the expectation of each term. We write \( \Omega_{N}^{(a)}(\eta) \) and \( Z_{N, \beta}^{[a,b]} \) when \( q = \infty \). Recall that \( \mathcal{B}_b \) designates the set of bounded functions with bounded support on \( C_0([0, 1]) \).

**Proposition 4.1.** For any non-negative function \( f \in \mathcal{B}_b \), and any \( a \in (0, 1] \) and \( q \in (1, \infty] \) we have the following convergence in probability

\[
\lim_{N \to \infty} e^{-\hat{\beta} \gamma N^{(a-1)}} Z_{N, \beta N}^{[a,b]}(f) \leq e^{-\hat{\beta} \kappa_a} Z_{N, \beta N}^{[a,b]}(f).
\]

Furthermore, any non-negative function \( g, a \in (0, 1] \) and \( q \in (1, \infty] \) for any \( N \geq N_0(a) \) sufficiently large we have

\[
e^{-\hat{\beta} \gamma N^{(a-1)}} Z_{N, \beta N}^{[a,b]}(g) \leq 2e^{-\hat{\beta} \kappa_a} Z_{N, \beta N}^{[a,b]}(g).
\]

**Proof.** For notational simplicity we prove the result only for \( b = \infty \). We are going to control the quotient for the contribution of every single trajectory. We have for any nearest neighbor trajectory

\[
\frac{\prod_{n=1}^{N} \left( 1 + \beta N \eta_{n,S_n} \right)}{\prod_{n=1}^{N} \left( 1 + \beta N \eta_{n,S_n} \mathbb{1}_{\{(1+\eta_{n,S_n}) > aV_N\}} \right)} = \left( 1 - \kappa_N^{(a)} \beta_N \right)^{N - \# \{ n \in [1, N], (1+\eta_{n,S_n}) > aV_N \}},
\]

Recalling (4.6), we just have to verify that the term \( (1 - \kappa_N^{(a)} \beta_N)^{-\# \{ n \in [1, N], (1+\eta_{n,S_n}) > aV_N \}} \), can be controlled uniformly over the set of trajectory which are contributing to the partition function.
Recall that we assumed that $f$ has bounded support: we let $A = A_f$ be such that $f(\varphi) = 0$ if $\|\varphi\|_x \geq A$. For any realization of $S$ such that $f(S^{(N)}) > 0$ we have

$$\#\{n \in [1, N], (1 + \eta_{n,S_n}) > aV_N\} \leq \#\{(n, x) \in [1, N] \times [-A \sqrt{N/d}, A \sqrt{N/d}]^d, (1 + \eta_{n,x}) > aV_N\}. \quad (4.13)$$

Now, with our definition of $V_N$, the r.h.s. in (4.13) has an expectation which uniformly bounded in $N$. Since $\beta_N \kappa_N^{(a)}$ tends to $0$, this implies in particular that

$$\lim_{N \to \infty} (1 - \beta_N \kappa_N^{(a)}) \#\{(n, x) \in [1, N] \times [-A \sqrt{N/d}, A \sqrt{N/d}]^d, (1 + \eta_{n,x}) > aV_N\} = 1 \quad (4.14)$$

in probability, from which we can conclude that (4.10) holds.

For (4.11), we simply note that we have

$$\frac{\prod_{n=1}^N (1 + \beta_N \eta_{n,S_n})}{\prod_{n=1}^N (1 + 2\beta_N \eta_{n,S_n} I_{\{(1 + \eta_{n,S_n}) > aV_N\}})} = (1 - \beta_N \kappa_N^{(a)})^N \prod_{n=1}^N \frac{1 + \beta_N \eta_{n,S_n} I_{\{(1 + \eta_{n,S_n}) > aV_N\}}}{(1 - \beta_N \kappa_N^{(a)}) I_{\{(1 + \eta_{n,S_n}) > aV_N\}}} \cdot \quad (4.15)$$

Now, this is bounded by $(1 - \beta_N \kappa_N^{(a)})^N$ since for $N$ sufficiently large all terms in the last product are smaller than one. Then one concludes thanks to (4.6).

4.3. **Truncating large weights.** We prove here the following proposition, which allows us to truncate large weights in the partition function (this is especially needed when $\alpha \in (0, 1]$).

**Proposition 4.2.** We have for any $\alpha \in (0, 2)$,

$$\lim_{b \to \infty} \sup_{N \geq 1} \alpha \in [0, 1] E\left[ (e^{-\beta N 1_{\alpha=1}} (\zeta_{N,\beta N}^{a,a} - \zeta_{N,\beta N}^{a,b}) ) \wedge 1 \right] = 0. \quad (4.16)$$

**Proof.** First, let us get rid of the small jumps in the noise. We observe that by using conditional Jensen’s inequality (recall (3.7)) the quantity we have to bound is smaller than

$$E\left[ (e^{-\beta N 1_{\alpha=1}} (\zeta_{N,\beta N}^{a,a} - \zeta_{N,\beta N}^{a,b}) ) \wedge 1 \right]. \quad (4.17)$$

Now we have $E[\zeta_{N,\beta N}^{a,a} - \zeta_{N,\beta N}^{a,b} | \mathcal{G}_1] = (\zeta_{N,\beta N}^{a,a} - \zeta_{N,\beta N}^{a,b})$ for $\alpha \geq 1$ (recall (3.10)). For $\alpha \in (0, 1)$ (this distinction is necessary because of our choice $\kappa_N^{(a)} = 0$ in that case) we have for every $a \geq 0$

$$E[\zeta_{N,\beta N}^{a,a} - \zeta_{N,\beta N}^{a,b} | \mathcal{G}_1] \leq (1 + \beta N E[\eta | \eta \leq V_N])^N (\zeta_{N,\beta N}^{a,a} - \zeta_{N,\beta N}^{a,b}) \leq C_\beta (\zeta_{N,\beta N}^{a,a} - \zeta_{N,\beta N}^{a,b}). \quad (4.18)$$

Therefore, it is sufficient to prove that $e^{-\beta N 1_{\alpha=1}} (\zeta_{N,\beta N}^{a,a} - \zeta_{N,\beta N}^{a,b})$ converges to 0 in probability as $b \to \infty$, uniformly in $N$. Using Proposition (4.11), it is sufficient to show that for some $\theta \in (0, 1 \wedge \alpha)$ we have

$$\lim_{b \to \infty} \sup_{N \geq 1} \alpha \in [0, 1] E\left[ \left( \zeta_{N,2\beta N}^{a,a} - \zeta_{N,2\beta N}^{a,b} \right)^\theta \right] = 0. \quad (4.19)$$
Now, using the representation (4.9) and since \( \theta < 1 \) we have
\[
\left( Z^1_{\eta_1, \eta_1} - Z^1_{\eta_2, \eta_2} \right)^\theta \leq \sum_{(n, x) \in \mathcal{P}(\Omega_1)} \left( (2\beta_N)^n \right)^{\eta_n} \eta_n \eta_n = \eta_n \eta_n \right)^\theta.
\] (4.20)

Note that since \((n, x) \in \mathcal{P}(\Omega_1)\) we have \(1 + \eta_n x_i \geq V_N\) for all \(i \in [1, n, x]\); in particular we have \(\eta_n \eta_n \geq 0\). Taking the expectation with respect to the \(\eta_n\)'s and recalling the definition of \(\mathcal{P}(\Omega_1), \mathcal{P}(\Omega_{1, \theta})\), we obtain that
\[
E \left[ \left( \prod_{i=1}^k \eta_i \right)^\theta \right] \leq \sum_{k=1}^\infty (2\beta_N)^k E \left[ \left( \prod_{i=1}^k \eta_i \right)^\theta \sum_{n_1 < n_2 < \ldots < n_k} \frac{p(n, x)^\theta}{n_{x(\mathbb{Z}^d)^k}} \right].
\] (4.21)

One can then easily check (using Potter’s bound) that there is a constant \(C\) such that and such that for any \(c \geq 1\) (we will use it with \(c = 1\) or \(c = b\), for all \(N\) sufficiently large,
\[
E \left[ \eta_n \eta_n \right] \leq C \frac{1}{c} \left( \frac{\beta}{N} \right)^{\theta - \alpha} \left( \left( V^N_{\beta} \right)^{\theta - \alpha} \right). (4.22)
\]

Now let us observe that as a consequence of (a sharp version of) the local central limit theorem, see [33 Thm. 2.3.11], there exists a constant \(C' = C'_{\theta}\) such that
\[
\sum_{x \in \mathbb{Z}^d} p_n(x)^\theta \leq C' \left( \frac{N}{k} \right)^{\theta - \alpha} \left( N^{-\frac{\theta}{2}} \right)^{1 + \frac{\theta}{2}} N^{-k(1 + \frac{\theta}{2})}. (4.23)
\]

and hence
\[
\sum_{(n_1, x) \in \mathcal{P}(\Omega_1)} p(n_1, x)^\theta \leq \left( C' \right)^k \left( \frac{N}{k} \right)^{\theta - \alpha} N^{-k(1 + \frac{\theta}{2})} \leq \left( C' \right)^k \left( \frac{N}{k} \right)^{\theta - \alpha} N^{-k(1 + \frac{\theta}{2})}. (4.24)
\]

Combining these bounds and replacing \(\beta_N\) by its value (recall (4.1)), we obtain that
\[
E \left[ \left( \prod_{i=1}^k \eta_i \right)^\theta \sum_{n_1 < n_2 < \ldots < n_k} \frac{p(n_1, x)^\theta}{n_{x(\mathbb{Z}^d)^k}} \right] \leq \sum_{k=1}^\infty k \left( \frac{\beta C'}{k!} \right)^{\theta - \alpha} \left( \frac{1}{k^2} \right)^{\theta - \alpha} \leq C \beta \frac{1}{k^2} \left( \theta - \alpha \right), (4.25)
\]

which proves (4.19). \(\square\)
5. Proof of Proposition 3.3

In this section we prove Proposition 3.3 assuming that Proposition 3.1 holds. We start
with the easier case \( \alpha \in (1, 2) \). We wish to find an increasing sequence of compact sets
\( K_n \subset M_1 \) which are such that for all \( n \) and \( N \) we have
\[
\mathbb{P}\left[ P_{N, \beta N}^\eta (S^{(N)} \in \cdot) \notin K_n \right] \leq 2^{-n}.
\] (5.1)

Using the tightness of \( (Z_{N, \beta N}^\eta)^{-1} \), which is ensured by Proposition 3.1 and the positivity
of the limit \( Z_{\beta}^\omega \) (recall (1.18)), we consider a sequence \( \delta_m \) going to zero such that for all
\( N \) and \( m \)
\[
\mathbb{P}(Z_{N, \beta N}^\eta \leq \delta_m) \leq 2^{-m-2}.
\] (5.2)

Then, we consider \( K_m \) a sequence of compact subsets of \( C_0([0, 1]) \) such that
\[
\mathbb{P}(S^{(N)} \notin K_m) \leq 4^{-m}\delta_m.
\] (5.3)

Note that such a sequence exists simply by the fact that \( \mathbb{P}[S^{(N)} \in \cdot] \) is a convergent sequence (and hence is tight). Finally, we set
\[
K_n := \{ \mu \in M_1 : \forall m \geq n, \mu(K_m^c) \leq 2^{-m} \}.
\] (5.4)

The set \( K_n \) is closed and any sequence in \( K_n \) is tight and thus \( K_n \) is compact. Now, we have by a union bound
\[
\mathbb{P}\left[ P_{N, \beta N}^\eta (S^{(N)} \in \cdot) \notin K_n \right] \leq \sum_{m=n}^{\infty} \mathbb{P}\left[ P_{N, \beta N}^\eta (S^{(N)} \notin K_m) \geq 2^{-m} \right],
\] (5.5)

and finally
\[
\mathbb{P}\left[ P_{N, \beta N}^\eta (S^{(N)} \notin K_m) \geq 2^{-m} \right] \leq \mathbb{P}\left( Z_{N, \beta N}^\eta (1_{K_m^c}) \geq 2^{-m}\delta_m \right) + \mathbb{P}\left( Z_{N, \beta N}^\eta \leq \delta_m \right)
\leq 2^{-m-2}(\delta_m)^{-1}\mathbb{P}(S^{(N)} \notin K_m) + 2^{-m-2} \leq 2^{-m-1},
\] (5.6)

where we used Markov’s inequality and the fact that \( E[Z_{N, \beta N}^\eta (1_{K_m^c})] = \mathbb{P}(S^{(N)} \notin K_m) \)
since \( E[\eta] = 0 \). Combined with (5.5), this gives (5.1).

For the case \( \alpha \in (0, 1) \), we need to use the truncated version of the partition function
(recall (3.9)). We start with the same sequence \( \delta_m \) as above (see (5.2)), then thanks to
Proposition 4.2 we can fix \( b_m \) such that
\[
\mathbb{P}\left( Z_{N, \beta N}^\eta - Z_{N, \beta N}^\eta_{[0,b_m]} \geq 2^{1-m}\delta_m \right) \leq 2^{-m-3}.
\] (5.7)

Then we choose \( K_m \) a sequence of compacts such that
\[
\mathbb{P}(S^{(N)} \notin K_m) \leq 4^{-m-2}\delta_m e^{-\frac{2\beta}{\alpha} b_m^{1-\alpha}},
\] (5.8)

and we define \( K_n \) as in (5.4). Then,
\[
\mathbb{P}\left[ P_{N, \beta N}^\eta (S^{(N)} \notin K_m) \geq 2^{-m} \right] \leq \mathbb{P}\left( Z_{N, \beta N}^\eta (1_{K_m^c}) \geq 2^{-m}\delta_m \right) + \mathbb{P}\left( Z_{N, \beta N}^\eta \leq \delta_m \right)
\leq \mathbb{P}\left( Z_{N, \beta N}^\eta - Z_{N, \beta N}^\eta_{[0,b_m]} \geq 2^{1-m}\delta_m \right) + \mathbb{P}\left( Z_{N, \beta N}^\eta_{[0,b_m]} (1_{K_m^c}) \geq 2^{1-m}\delta_m \right) + 2^{-m-2}
\leq 2^{-m-3} + E\left[ Z_{N, \beta N}^\eta_{[0,b_m]} (1_{K_m^c}) \right] 2^{m-1}(\delta_m)^{-1} + 2^{-m-2} \leq 2^{-m-1}.
\]

In the last inequality we used the fact that for sufficiently large \( m \)
\[
E\left[ Z_{N, \beta N}^\eta_{[0,b_m]} (1_{K_m^c}) \right] = (1 + \beta_n E[\eta_{[0,b_m]}])^N \mathbb{P}(S^{(N)} \notin K_m) \leq 4^{-m-2}\delta_m,
\] (5.9)
using also (4.1)-(4.3) for the last inequality. Finally for \( \alpha = 1 \) we repeat exactly the same procedure but considering rather the normalized partition functions
\[
e^{-\beta \gamma N} Z_{N,\beta N}^\eta \quad \text{and} \quad e^{-\beta \gamma N} Z_{N,\beta N}^{[0,b_m]},
\]
and with \( \frac{\alpha}{1-\alpha} h_m^{1-\alpha} \) replaced by \( \log b_m \) (using also (4.6) in the analogous of (5.9)).

6. PROOF OF PROPOSITION 3.4

6.1. Convergence of \( Z_{N,\beta N}^{\eta,a}(f) \). We are going to assume (without loss of generality) that \( 0 \leq f \leq 1 \).

Step 1: Reduction to functions \( f \) with bounded support. As a first step, we reduce to proving a statement for a function \( f \) with bounded support. For \( A > 0 \), let \( h_A(\varphi) = 1 \wedge (\|\varphi\|_\infty - A)_+ \), and for \( f \in \mathcal{C} \) define \( f_A = f h_A \in \mathcal{C} \). In particular, \( f_A = f \) on \( A := \{ \varphi \in \mathcal{C}_0([0,1]), \|\varphi\|_\infty \leq A \} \).

Lemma 6.1. We have, for any \( a > 0 \),
\[
\lim_{A \to \infty} \sup_{N \geq 1} \mathbb{E} \left[ e^{-\beta \gamma N} \left( Z_{N,\beta N}^{\eta,a}(f) - Z_{N,\beta N}^{\eta,a}(f_A) \right) \wedge 1 \right] = 0. \tag{6.1}
\]

Proof. In the case \( \alpha \in (1,2) \), recalling that \( \mathbb{E}[\eta] = 0 \) we have
\[
\mathbb{E} \left[ Z_{N,\beta N}^{\eta,a}(f) - Z_{N,\beta N}^{\eta,a}(f_A) \right] \leq \mathbb{P}(S^{(N)} \in \mathcal{A}^C) = \mathbb{P} \left( \sup_{t \in [0,1]} S_t^{(N)} \geq A \right), \tag{6.2}
\]
which can be made arbitrarily small by choosing \( A \) large (uniformly in \( N \)). In the case \( \alpha \in (0,1) \) (and similarly for \( \alpha = 1 \) with the \( e^{-\beta \gamma N} \) prefactor) we observe that the quantity we have to bound is smaller than
\[
\mathbb{E} \left[ \left( Z_{N,\beta N}^{\eta,a}(f) - Z_{N,\beta N}^{\eta,a}(f_A) \right) \wedge 1 \right] \leq \mathbb{E} \left[ \left( Z_{N,\beta N}^{\eta,a}(f) - Z_{N,\beta N}^{\eta,a}(f) \right) \wedge 1 \right] + \mathbb{E} \left[ Z_{N,\beta N}^{\eta,a}(1_{\mathcal{A}^C}) \right]. \tag{6.3}
\]
The first term can be made arbitrarily small by taking \( q \) large by Proposition 4.1. The second term is equal to
\[
(1 + \beta N \mathbb{E}[\eta 1_{(1+\eta) < b\mathcal{N}}])^N \mathbb{P}(S^{(N)} \in \mathcal{A}^C) \leq C_N \mathbb{P}(S^{(N)} \in \mathcal{A}^C),
\]
thanks to (4.1)-(4.3). This can be made arbitrarily small by choosing \( A \) large (the case \( \alpha = 1 \) is similar).  \( \square \)

Step 2: convergence for \( f \in \mathcal{C}_0 \). We now show the convergence of the partition function in Proposition 3.4 with \( f \in \mathcal{C}_0 \) instead of \( f \in \mathcal{C} \). Also, thanks to Proposition 4.1 we prove the convergence of \( Z_{N,\beta N}^{\eta,a}(f) \) rather than \( e^{-\beta \gamma N} 1_{(a-1)} Z_{N,\beta N}^{\eta,a}(f) \).

Lemma 6.2. For any \( f \in \mathcal{C}_0 \), we have the following convergence in distribution
\[
\overline{Z}_{N,\beta N}^{\eta,a}(f) \overset{N \to \infty}{\to} e^{\beta \epsilon_a} \bar{Z}_{\beta}^{\omega,a}(f).
\]

Proof. Let us define \( \eta^{(N)} := V_N^{-1} \eta \) the rescaled environment, and notice that thanks to (1.4) we get that for any \( t > a \),
\[
\mathbb{P}(1 + \eta^{(N)}_{t,x} > t) \overset{N \to \infty}{\to} 2d t^{-\alpha} N^{-(1+\frac{d}{2})}.
\]
We want to show that the point process \( (\frac{n}{N}, \frac{x}{\sqrt{N/d}}, \eta_x^{(N)}(1_{\{(1+\eta\geq a)\}}))_{(n,x)\in \mathbb{R}_d} \) converges in distribution towards the Poisson point process \( \omega \) (recall (1.9)) restricted to weights larger than or equal to \( a \). Let us specify here a topology. We consider

\[ \mathcal{W} := \{ w \in \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}_+, \#\{w \cap A\} < \infty \text{ when } A \text{ is bounded} \}, \]

equipped with the smallest topology which makes

\[ \varphi_g : w \mapsto \sum_{(t,x,u)\in w} g(t,x,u) \]

continuous for every continuous function \( g \) with bounded support. As a consequence of the convergence of binomials to Poisson variables we have the following convergence in \( \mathcal{W} \)

\[ \left\{ \left( \frac{n}{N}, \frac{x}{\sqrt{N/d}}, \eta_x^{(N)} \right), (n,x) \in \Omega_N^a \right\}_{N \to \infty} \overset{\omega(a)}{\longrightarrow} \left\{ (t,x,u) \in \omega \cap (\mathbb{Q} \times \mathbb{R}^d \times [a, \infty)) \right\}. \]

Now, defining \( \mathcal{P}(w) \) like in Proposition 1.3 notice that the function

\[ w \mapsto \sum_{\sigma \in \mathcal{P}(w)} \tilde{\beta}^{|\sigma|} g(t,x,f) \prod_{i=1}^{|\sigma|} u_i \]

is continuous in \( \mathcal{W} \) (this is not a difficult statement but the proof requires some care). As a consequence we have the following convergence

\[ \sum_{(n,x)\in \Omega_N^a} \tilde{\beta}^{|n,x|} g\left( \frac{n}{N}, \frac{x}{\sqrt{N/d}}, f \right) \prod_{i=1}^{|n,x|} \eta_x^{(N)} \overset{N \to \infty}{\longrightarrow} \sum_{\sigma \in \mathcal{P}(\omega(a))} \tilde{\beta}^{|\sigma|} g(t,x,f) \prod_{i=1}^{|\sigma|} u_i = e^{\tilde{\beta}a} Z_{\tilde{\beta}}^{\omega,a}(f). \]

Now, to conclude from this that \( Z_{N,\beta_N}^{\eta,a}(f) \) converges, using the definition (4.9) and our choice for \( \beta_N \), we simply need to show that one can replace \( g\left( \frac{n}{N}, \frac{x}{\sqrt{N/d}}, f \right) \) in the l.h.s. by \( N^{\lceil n,x \rceil} \frac{1}{Z} p(n,x,f) \). This is a consequence of the local central limit theorem for the simple random walk [33] and of the invariance principle for random walk bridges [34].

Step 3: conclusion. Now, to conclude the proof of Proposition 3.4, we simply need to let \( A \to \infty \), and check that \( Z_{\beta}^{\omega,a}(f) \) converges to \( Z_{\tilde{\beta}}^{\omega,a}(f) \) in probability. But this is simply a consequence of monotone convergence, recalling the representation (1.15). Combined with Lemma 6.1 and Lemma 6.2 this concludes the proof that for any \( f \in \mathcal{C} \), we have the convergence \( e^{-\beta_N^2} Z_{N,\beta}^{\eta,a}(f) \Rightarrow Z_{\tilde{\beta}}^{\omega,a}(f) \).

6.2. Joint convergence with \( \langle \psi, \xi_{N,a} \rangle \). To prove the joint convergence of the environment and the partition function, we simply need to adapt slightly the proof above: in particular, we only need to adapt the proof of the second step.

Lemma 6.3. For any \( a > 0 \), given \( \psi \) a smooth compactly supported function on \( \mathbb{R}^{d+1} \) and \( f \in \mathcal{C}_b \) we have the following joint convergence in distribution

\[ \left( \langle \psi, \xi_{N,a} \rangle, Z_{N,\beta_N}^{\eta,a}(f) \right) \Rightarrow \left( \langle \psi, \xi_{\omega} \rangle, e^{\tilde{\beta}a} Z_{\tilde{\beta}}^{\omega,a}(f) \right). \]
Proof. Notice that in view of (3.11), for any fixed $a > 0$, we can rewrite
\[
\xi^{(a)}_{N, \eta} := V_N^{-1} \sum_{(n,x) \in \mathbb{Z}^d} \left( (\eta_{n,x} + \kappa^{(a)}_N) 1_{\{1 + \eta_{n,x} \geq a V_N \}} - \left( \kappa^{(a)}_N + \mathbb{E}[\eta 1_{\{\eta \leq V_N \}}] 1_{\{a = 1 \}} \right) \right) \delta \left( \frac{n}{N}, \frac{x}{N^{d/2}} \right) \delta \left( \frac{\eta}{N} \right)
\]
\[
= (1 + o(1)) \left( \sum_{(n,x) \in \mathbb{Z}^d} \eta_{n,x} 1_{\{1 + \eta_{n,x} \geq a V_N \}} \delta \left( \frac{n}{N}, \frac{x}{N^{d/2}} \right) - \kappa_N a V_N^{-1} \right) \frac{1}{2d^{d/2}} \sum_{(n,x) \in \mathbb{Z}^d} \delta \left( \frac{n}{N}, \frac{x}{N^{d/2}} \right),
\]
(6.7)
where the $o(1)$ is a quantity that goes to 0 as $N \to \infty$ (and does not depend on the realization uniformly in $\eta$), see the calculations in Section 4.1; recall that $\eta^{(N)} := V_N^{-1} \eta$.

Now, we observe that
\[
w \to \left( \langle \psi, \sum_{(t,x,u) \in w} u \delta(t,x) \rangle, \sum_{\sigma \in \mathcal{P}(w)} \beta^{\left| \sigma \right|} g(t, x, f) \prod_{i=1}^{\left| \sigma \right|} u_i \right)
\]
is continuous on $\mathcal{W}$. From the Poisson convergence (6.4) in $\mathcal{W}$, using (6.7) above and the definition 4.9 of $Z^{\eta, a}_{N, \beta N}(f)$ (together with the local limit theorem analogously to (6.6)), we deduce that
\[
\left( \langle \psi, \xi^{(a)}_{N, \eta} \rangle, Z^{\eta, a}_{N, \beta N}(f) \right) \underset{N \to \infty}{\longrightarrow} \left( \langle \psi, \sum_{(t,x,u) \in \omega^{(a)}} u \delta(t,x) \rangle - \kappa a \langle \psi, \mathcal{L} \rangle, \sum_{\sigma \in \mathcal{P}(\omega^{(a)})} \beta^{\left| \sigma \right|} g(t, x, f) \prod_{i=1}^{\left| \sigma \right|} u_i \right).
\]
Recalling the definitions (3.11) and (1.15), we see that the r.h.s. is equal to $(\langle \psi, \xi^{(a)} \rangle, e^{\beta \kappa a \mathcal{Z}^{\omega, a}_\beta (f)})$, which concludes the proof.

7. Proof of Proposition 3.5: The easy cases

Proposition 3.5 is the main technical difficulty of the paper. Its proof is considerably simpler in special cases $\alpha \in (0, 1)$ (for any $d$) and $d = 1$ (for any $\alpha$). These cases are treated in the present section.

When $\alpha \in (0, 1)$, the convergence can be deduced from a first moment computation, after using the truncation argument from Proposition 4.2. The details are carried in Section 7.1.

When $\alpha \in [1, 2)$, second moment computations are necessary. Since the variables $\eta$ themselves do not have a second moment, a truncation procedure is needed. A general result which describes the requirement we have for our truncated partition function is given in Section 7.2. Like for the proof of Theorem A in [8], the truncation procedure that needs to be applied is considerably simpler for $d = 1$ than for $d \geq 2$.

When $d = 1$, only the large values of $\eta$ are a problem so that, after using Proposition 4.2, we only need to perform a relatively simple second moment. This is done in Section 7.3.

When $d \geq 2$ (and $\alpha \in [1, 2)$) a simple truncation is not sufficient: before applying the second moment method, the partition function must undergo a more advanced surgery. These details of the procedure and the computations are postponed to Section 8.

7.1. The case $\alpha \in (0, 1)$. We assume without loss of generality that $0 \leq f \leq 1$. Note that with our choice $\kappa_N^{(a)} = 0$, $Z^{\eta, a}_{N, \beta N}(f)$ is a decreasing function of $a$. Thus we want to show that for $a \in (0, 1]$ sufficiently small we have
\[
\sup_{N \geq 1} \mathbb{E} \left[ \left( Z^{\eta, 0}_{N, \beta N}(f) - Z^{\eta, a}_{N, \beta N}(f) \right) \wedge 1 \right] \leq \varepsilon.
\]
(7.1)
For this we observe that the quantity we have to bound is smaller than
\[
\sup_{N \geq 1} \mathbb{E} \left[ Z_{N, \beta_N}^{\eta_0, \eta_0} (f) - Z_{N, \beta_N}^{\eta_1, \eta_1} (f) \right] + \sup_{N \geq 1} \mathbb{E} \left[ (Z_{N, \beta_N}^{\eta_0, \eta_0} - Z_{N, \beta_N}^{\eta_1, \eta_1}) \wedge 1 \right].
\] (7.2)
From Proposition 4.2, the second term can be made smaller than \( \varepsilon/2 \) by choosing \( b = b(\varepsilon) \) large. Concerning the first one, note that we have
\[
\mathbb{E} \left[ Z_{N, \beta_N}^{\eta_0, \eta_0} (f) - Z_{N, \beta_N}^{\eta_1, \eta_1} (f) \right] \leq \mathbb{E} [f(S(N))] \left( \mathbb{E} \left[ 1 + \beta_N \eta_0^{0, b} \right]^N - \mathbb{E} \left[ 1 + \beta_N \eta_1^{0, b} \right]^N \right).
\]
Now, thanks to calculations done in Section 4.1, there are constants \( C_b \) and \( C_\beta \) such that
\[
\mathbb{E} \left[ \beta_N \eta_0^{0, b} \right] \leq \mathbb{E} \left[ \beta_N \eta_1^{0, b} \right] \leq C_b N^{-1} \quad \text{and} \quad \mathbb{E} \left[ \beta_N (\eta_0^{0, b} - \eta_1^{0, b}) \right] \leq C_\beta N^{-1} a^{1-\alpha}.
\] (7.3)
Hence we have for a sufficiently small (depending on \( \varepsilon \) and \( b \))
\[
\mathbb{E} \left[ Z_{N, \beta_N}^{\eta_0, \eta_0} (f) - Z_{N, \beta_N}^{\eta_1, \eta_1} (f) \right] \leq e^{C_b \left( e^{C_\beta a^{1-\alpha}} - 1 \right)} \leq \varepsilon/2,
\] (7.4)
uniformly in \( N \). This concludes the proof. \( \square \)

7.2. The case \( \alpha \in [1, 2) \): a uniformity criterion. The task is more delicate in the case \( \alpha \in [1, 2) \). We are going to prove some uniform \( \mathbb{L}_2 \) convergence. The following statement, that we are going to apply to our partition function, may help to understand this difference.

**Proposition 7.1.** Consider \( (X, a)_{a \in [0, 1], N \geq 1} \) a collection of positive random variables. Assume that there exists \( X^{(q)}_{N,a} \) a sequence of approximation of \( X_{N,a} \), indexed by \( q \geq 1 \), which satisfies
\[
(A) \quad \lim_{q \to \infty} \sup_{N \geq 1} \mathbb{E} \left[ |X_{N,a}^{(q)} - X_{N,a}| \right] = 0;
\]
\[
(B) \quad \lim_{a \to 0^+} \sup_{N \geq 1} \mathbb{E} \left[ (X_{N,a}^{(q)} - X_{N,0}^{(q)})^2 \right] = 0 \quad \text{for every } q \geq 1.
\]
Then we have
\[
\lim_{a \to 0^+} \sup_{N \geq 1} \mathbb{E} \left[ |X_{N,a} - X_{N,0}| \right] = 0.
\] (7.5)
If we replace \( (A) \) by
\[
(A') \quad \lim_{q \to \infty} \sup_{N \geq 1} \mathbb{E} \left[ |X_{N,a}^{(q)} - X_{N,a}| \wedge 1 \right] = 0
\]
then we have
\[
\lim_{a \to 0^+} \sup_{N \geq 1} \mathbb{E} \left[ |X_{N,a} - X_{N,0}| \wedge 1 \right] = 0.
\] (7.6)
The assumption \( (A') \) allows to treat the case \( \alpha = 1 \) for which the \( \mathbb{L}_1 \) convergence of the partition function does not hold.

**Proof.** This simply comes from the fact that
\[
\mathbb{E} \left[ |X_{N,a} - X_{N,0}| \right] \leq \mathbb{E} \left[ (X_{N,a}^{(q)} - X_{N,0}^{(q)})^2 \right]^{1/2} + \mathbb{E} \left[ |X_{N,a}^{(q)} - X_{N,a}| \right] + \mathbb{E} \left[ |X_{N,0}^{(q)} - X_{N,0}| \right],
\]
and the right-hand side can be made arbitrary small uniformly in \( N \), by taking first \( q \) large and then taking \( a \to 0 \). A similar reasoning holds for \( (A') \). \( \square \)
7.3. The case of dimension $d = 1$. For notational simplicity we will write the proof for the case $f \equiv 1$, the modification to treat the case $f \in C$ are straightforward. Let us set
\[
X^{(q)}_{N,\alpha} := e^{-\bar{\beta} \gamma N} 1_{(\alpha-1)} Z^{\eta,\alpha}_{N,\beta N}.
\]
(7.7)
We now only need to check that the assumptions of Proposition 7.1 are satisfied.

When $\alpha > 1$ since $Z^{\eta,\alpha}_{N,\beta N} \leq Z^{\eta,\alpha}_{N,\beta N}$ and $\mathbb{E}[Z^{\eta,\alpha}_{N,\beta N}] = 1$, Assumption $(A)$ in Proposition 7.1 is equivalent to the uniform convergence to 1 of the first moment. When $\alpha = 1$, Assumption $(A')$ has been already checked in Proposition 4.2.

Lemma 7.2. In dimension $d = 1$ (note that $\alpha_c = 2$ in that case), we have

\[
\begin{align*}
(\bar{A}) & \quad \lim_{q \to \infty} \inf_{N \geq 1} \inf_{a \in [0,1]} \mathbb{E} \left[ Z^{\eta,\alpha}_{N,\beta N} \right] = 1 \quad \text{for } \alpha \in (1,2); \\
(B) & \quad \lim_{q \to \infty} \sup_{N \geq 1} \mathbb{E} \left[ e^{-2\bar{\beta} \gamma N} 1_{(\alpha-1)} (Z^{\eta,\alpha}_{N,\beta N} - Z^{\eta,\alpha}_{N,\beta N})^2 \right] = 0 \quad \text{for every } q \geq 1 \text{ and } \alpha \in [1,2].
\end{align*}
\]
Proof. The proof of $(\bar{A})$ is straightforward. We have
\[
\mathbb{E} \left[ Z^{\eta,\alpha}_{N,\beta N} \right] = \mathbb{E} \left[ 1 + \beta_N \eta^{\alpha,\alpha} \right] = \left( 1 + \beta_N \mathbb{E} \left[ \eta 1_{(1+\eta<qV_N)} \right] \right)^N.
\]
(7.8)
From (4.3) and the second relation in (4.1), we have for every $N, q \geq 1$ (recall $\mathbb{E}[\eta] = 0$)
\[
\beta_N \mathbb{E} \left[ \eta 1_{(1+\eta<qV_N)} \right] \geq -\bar{\beta} C_{\alpha} \varphi(qN) \varphi(N)^{1-\alpha} N^{-1} \geq -C' q^{1-\alpha} N^{-1},
\]
(7.9)
where we used Potter’s bound for the last inequality. Using that $(1-x)^N \geq 1 - N x$ for all $x \geq 0$, we get from (7.8) that for all $N \geq 1$
\[
1 \geq \inf_{a \in [0,1]} \mathbb{E} \left[ Z^{\eta,\alpha}_{N,\beta N} \right] \geq 1 - C' q^{1-\alpha} N^{-1},
\]
(7.10)
which concludes the proof of item $(\bar{A})$.

For the second moment estimate $(B)$, let us notice that $Z^{\eta,\alpha}_{N,\beta N}$ is a (time-reversed) martingale for the filtration $\mathcal{G}_a$ (recall (3.7)) in particular we have
\[
\mathbb{E} \left[ (Z^{\eta,\alpha}_{N,\beta N} - Z^{\eta,\alpha}_{N,\beta N})^2 \right] = \mathbb{E} \left[ (Z^{\eta,\alpha}_{N,\beta N})^2 \right] - \mathbb{E} \left[ Z^{\eta,\alpha}_{N,\beta N} \right].
\]
(7.11)
Hence to show that the convergence in $L^2$ is uniform in $N$, it is sufficient to show that the convergence
\[
\lim_{a \to 0} e^{-2\bar{\beta} \gamma N} 1_{(\alpha-1)} \mathbb{E} \left[ (Z^{\eta,\alpha}_{N,\beta N})^2 \right] = e^{-2\bar{\beta} \gamma N} 1_{(\alpha-1)} \mathbb{E} \left[ (Z^{\eta,\alpha}_{N,\beta N})^2 \right]
\]
is uniform in $N$. Note that $e^{-2\bar{\beta} \gamma N} 1_{(\alpha-1)} \mathbb{E} \left[ Z^{\eta,\alpha}_{N,\beta N} \right]$ does not depend on $a$. In the case $\alpha > 1$, thanks to (7.8) and (7.9), we find that it is bounded away from 0 uniformly in $q \geq 0$ and $N \geq 1$. In the case $\alpha = 1$, a straightforward calculation (recall (4.2)) gives that (7.9) is replaced with
\[
\beta_N \mathbb{E} \left[ \eta 1_{(1+\eta<qV_N)} \right] = \bar{\beta} \gamma N^{-1} + \bar{\beta} (\log q) N^{-1} (1 + o(1)),
\]
(7.12)
so we get that $e^{-2\bar{\beta} \gamma N} \mathbb{E} \left[ Z^{\eta,\alpha}_{N,\beta N} \right]$ is bounded away from 0 uniformly in $q \geq 0$ and $N \geq 1$. All together, what we need to show is equivalent to
\[
\lim_{a \to 0} \sup_{N \geq 1} \left( \frac{\mathbb{E} \left[ (Z^{\eta,\alpha}_{N,\beta N})^2 \right] \mathbb{E} \left[ Z^{\eta,\alpha}_{N,\beta N} \right]}{\mathbb{E} \left[ Z^{\eta,\alpha}_{N,\beta N} \right]^2} - \mathbb{E} \left[ (Z^{\eta,\alpha}_{N,\beta N})^2 \right] \right) = 0.
\]
(7.13)
Let us set
\[ r^{a,q}_{N} := \frac{\mathbb{E}\left[ (1 + \beta_N \eta^{[a,q]})^2 \right] - 1}{\mathbb{E}\left[ (1 + \beta_N \eta^{[a,q]})^2 \right]} = \frac{\beta_N^2 \text{Var}(\eta^{[a,q]})}{\mathbb{E}\left[ (1 + \beta_N \eta^{[a,q]})^2 \right]}, \tag{7.14} \]
and let us stress that \( r^{a,q}_{N} \) is non-increasing in \( a \). A direct computation yields
\[ \frac{\mathbb{E}\left[ (Z_{N,\beta_N}^{[a,q]})^2 \right]}{\mathbb{E}\left[ Z_{N,\beta_N}^{[a,q]} \right]^2} = \mathbb{E}^{\otimes 2}\left[ (1 + r^{a,q}_{N})^{L_N} \right], \tag{7.15} \]
where \( \mathbb{E}^{\otimes 2} \) is the expectation with respect to two independent walks \( S^{(1)} \) and \( S^{(2)} \) and \( L_N := \sum_{n=1}^{N} \mathbf{1}_{\left\{ S^{(1)}_n - S^{(2)}_n \right\}} \) is the replica overlap. By convexity of \( x \mapsto (1 + x)^{L_n} \), we therefore get
\[ \frac{\mathbb{E}\left[ (Z_{N,\beta_N}^{[0,q]})^2 \right]}{\mathbb{E}\left[ Z_{N,\beta_N}^{[0,q]} \right]^2} - \frac{\mathbb{E}\left[ (Z_{N,\beta_N}^{[a,q]})^2 \right]}{\mathbb{E}\left[ Z_{N,\beta_N}^{[a,q]} \right]^2} \leq (r_{N}^{0,q} - r_{N}^{a,q}) \mathbb{E}^{\otimes 2}\left[ L_N (1 + r_{N}^{0,q})^{L_N} \right] \leq \frac{r_{N}^{0,q} - r_{N}^{a,q}}{r_{N}^{0,q}} \mathbb{E}^{\otimes 2}\left[ (r_{N}^{0,q} L_N) e^{q L_N} \right]. \tag{7.16} \]

Now in order to conclude, it is sufficient to show that
\[ \lim_{a \to 0^+, N \to \infty} \frac{r_{N}^{0,q} - r_{N}^{a,q}}{r_{N}^{0,q}} = 0 \quad \text{and} \quad r_{N}^{0,q} \leq C q N^{-1/2}. \tag{7.17} \]
Indeed using the second statement in (7.14), we get that
\[ \mathbb{E}^{\otimes 2}\left[ (r_{N}^{0,q} L_N) e^{q L_N} \right] \leq \mathbb{E}^{\otimes 2}\left[ e^{2 q L_N} \right] \leq \mathbb{E}^{\otimes 2}\left[ e^{2 C q N^{-1/2} L_N} \right], \tag{7.18} \]
which is uniformly bounded in \( N \), as it is standard for the intersection time of independent random walks, see e.g. [36, Lemma 4.2] for a general version (with renewal processes).

Let us now prove the two estimates in (7.17). We have
\[ \beta_N^2 \mathbb{E}\left[ (\eta^{[a,q]})^2 \right] = \left( \beta_N \mathbb{E}_{V_N}^{(a)} \right)^2 \mathbb{P}(1 + \eta < a V_N) + \beta_N^2 \mathbb{E}\left[ \eta^2 \mathbf{1}_{\{1 + \eta \in [a V_N, q V_N]\}} \right]. \tag{7.19} \]
Using (1.4) together with (4.3) and the third part of (4.1), after simplifications (in particular, the first term is negligible), we find that for any fixed \( a \in [0, 1) \) and \( q > 1 \), we have asymptotically for large \( N \)
\[ \beta_N^2 \mathbb{E}\left[ (\eta^{[a,q]})^2 \right] \approx (1 + o(1)) \frac{\alpha \beta^2 d^{-d/2}}{2(2 - \alpha)} N^{d-2} \left( q^{2-\alpha} - a^{2-\alpha} \right). \tag{7.20} \]
On the other hand (7.9) and (7.12) ensures that \( \mathbb{E}[\eta^{[a,q]}]^2 \) is always negligible w.r.t. \( \mathbb{E}[\eta^{[a,q]}] \) which is thus asymptotically equivalent to the variance. Note that we have \( \mathbb{E}[\eta^{[a,q]}] = \mathbb{E}[\eta^{[0,q]}] = \mathbb{E}[\eta \mathbf{1}_{\{1 + \eta \in [q V_N]\}}] \) for any \( a \in (0, 1) \) and any \( q \geq 1 \), and from (7.12) we get that \( \mathbb{E}[1 + \beta_N \eta^{[0,q]}] \) tends to one, so that \( r^{a,q}_{N} \approx \beta_N^2 \mathbb{E}[\eta^{[a,q]}]^2 \). We therefore obtain that for any fixed \( a \in [0, 1) \) and \( q > 1 \) (recall (4.11))
\[ r^{a,q}_{N} \approx \frac{\alpha \beta^2 d^{-d/2}}{2(2 - \alpha)} N^{d-2} \left( q^{2-\alpha} - a^{2-\alpha} \right). \tag{7.21} \]
This, together with the monotonicity in \( a \) of \( r^{a,q}_{N} \), allows us to deduce both statements in (7.17) and therefore concludes the proof of part (B) of Lemma 7.2 \( \square \)
To conclude this section let us stress that this strategy cannot be applied in dimension $d \geq 2$ because we still have in that case $I_N^{a,q} \sim N^{\frac{d-2}{2}}$, and the second moment $\mathbb{E}[(Z^{\eta,a}_N)^2]$ diverges with $N$ for any value of $a$ and $q$ (recall (7.15)). We need a finer restriction on the set of trajectories, analogously to what is done in [8, Section 4.4].

8. Proof of Proposition 3.5: the hard case

In this Section we prove Proposition 3.5 when $\alpha \in (1, \alpha_c)$ and $d \geq 2$. We rely again on Proposition 7.1 but with a more sophisticated truncation procedure detailed in Section 8.1 below. We consider for notational simplicity only the case $f \equiv 1$. The modification which are required to treat the general case $f \in \mathcal{C}$ are provided at the end of the section (in Section 8.5).

8.1. The truncation procedure. Instead of simply capping the value of $\eta$ at level $q$, we impose a restriction on the set of paths, to avoid counting atypical paths with high value of $\eta$ which give an important contribution to the second moment of $Z^{\eta,a}_N$. Let $\alpha \in (1, \alpha_c)$ and let us fix $\gamma$ satisfying

\[
\frac{d-2}{2(2-\alpha)} < \gamma < \frac{1}{\alpha-1} \quad \text{(i.e. } \gamma(\alpha-1) < 1 \text{ and } \frac{d}{2} - \gamma(2-\alpha) < 1) \quad \text{(8.1)}
\]

and also $\gamma < \frac{d}{2}$, which is compatible with (8.1) when $\alpha < \alpha_c = 1 + \frac{2}{d}$. We define

\[
B_{N,q}(S) := \left\{ \forall I \subset [1, N] : \prod_{i \in I} \left( 1 + \eta_i S_i \right) < q^{\mid I \mid} V_N^{\mid I \mid} \left( N^{-\mid I \mid} \Pi I \right)^{\gamma} \right\}, \quad \text{(8.2)}
\]

where $\Pi I := \prod_{j=1}^{\mid I \mid} (i_j - i_{j-1})$, with $i_1 < \cdots < i_{\mid I \mid}$ the ordered elements of $I$, and $i_0 = 0$. Notice in particular that on the event $B_{N,q}(S)$ we have $1 + \eta_i S_i < q V_N$ for all $1 \leq i \leq N$. We then set

\[
W_N^{a,q} := \mathbb{E} \left[ \prod_{n=1}^{N} \left( 1 + \beta N \eta_n^{(a)} \right) 1_{B_{N,q}(S)} \right] = \mathbb{E} \left[ \prod_{n=1}^{N} \left( 1 + \beta N \eta_n^{(a)} \right) 1_{B_{N,q}(S)} \right]. \quad \text{(8.3)}
\]

We apply Proposition 7.1 to $W_N^{a,q}$ which reduces the proof of Proposition 3.5 to that of the following statements.

Lemma 8.1. When $\alpha \in (1, \alpha_c)$ we have

\[
\lim_{q \to \infty} \inf_{a \in [0,1]} \inf_{N \geq 1} \mathbb{E} \left[ W_N^{a,q} \right] = 1 \quad \text{(8.4)}
\]

Lemma 8.2. When $\alpha = 1$ we have

\[
\lim_{q \to \infty} \sup_{a \in [0,1]} \sup_{N \geq 1} \mathbb{E} \left[ \left( e^{-\beta N} \left( Z_N^{\eta,a} - W_N^{a,q} \right) \right) \land 1 \right] = 0. \quad \text{(8.5)}
\]

Proposition 8.3. We have for every $q > 0$

\[
\lim_{a \to 0} \sup_{N \geq 1} \mathbb{E} \left[ (W_N^{a,q} - W_N^{0,q})^2 \right] = 0. \quad \text{(8.6)}
\]

These three results are similar to Lemma 7.2 (and Proposition 4.2 in the case $\alpha = 1$), but the required computation to prove them are considerably more involved. We prove each one separately in Sections 8.2\,8.3 and 8.4 respectively.
8.2. Proof of Lemma 8.1. Let \( \tilde{\mathbb{P}}_S^a \) be the probability measure whose density with respect to \( \mathbb{P} \) is
\[
\frac{d\tilde{\mathbb{P}}_S^a}{d\mathbb{P}} = \prod_{n=1}^N (1 + \beta_N \eta_n^{(a)} S_n).
\] (8.7)

We stress here that since \( E[\eta] = 0 \) we have \( E\left[\prod_{n=1}^N (1 + \beta_N \eta_n^{(a)} S_n)\right] = 1 \). By Fubini, we have
\[
E[W_N^{a,q}] = E\left[\tilde{\mathbb{E}}_S[1_{B_N,q}(S)]\right]
\] and hence we simply need to prove that
\[
\lim_{q \to \infty} \sup_{a \geq 0} \sup_{N \geq 1} \tilde{\mathbb{P}}_S^a(B_{N,q}^{c}(S)) = 0.
\] (8.8)

Let us make two important observations:

(i) In view of the definition (8.2) of the event \( B_{N,q} \), the above probability does not depend on the specific trajectory \( S \): indeed \( B_{N,q}(S) \) is a function of the random sequence \((\eta_n,S_n)_{n \geq 1}\) which is i.i.d. distributed, and in particular has the same distribution for every \( S \).

(ii) The event \( B_{N,q}^{c}(S) \) is increasing in \( \eta \), and the measures \( \tilde{\mathbb{P}}_S^a \) are stochastically decreasing: the supremum in \( a \) is thus attained for \( a = 0 \).

To check point (ii), since we are dealing with product measures it is sufficient to check the domination for one dimensional marginal. Recall the continuous version of Chebychev’s sum inequality: for any probability measure \( \nu \) on \( \mathbb{R} \) and \( f \) and \( g \) non-decreasing functions, we have
\[
\int f(x)g(x)\nu(dx) \geq \int f(x)\nu(dx)\int g(x)\nu(dx).
\] (8.9)

This implies that for any non-decreasing \( f \) we have
\[
E[(1 + \beta_N \eta)f(\eta)] - E[(1 + \beta_N \eta^{(a)})f(\eta)] = \beta_N \mathbb{P}(1 + \eta < a V_N) E[f(\eta) - E[\eta | 1 + \eta < a V_N]] \geq 0,
\] (8.10)
which proves that \( \tilde{\mathbb{P}}_S^{[0]} \) stochastically dominates \( \tilde{\mathbb{P}}_S^{(a)} \) for \( a \in (0,1) \).

We therefore only have to prove that
\[
\lim_{q \to \infty} \sup_{N \geq 1} \tilde{\mathbb{P}}_N(B_{N,q}^{c}) = 0,
\] (8.11)
where
\[
B_{N,q} := \left\{ \forall I \subset [1,N], \prod_{i \in I} (1 + \eta_i) \leq q |I| V_N |N-|I|I\gamma \right\},
\] (8.12)
with \((\eta_i)_{1 \leq i \leq N}\) i.i.d. random variables distributed as \( \eta \) under \( \mathbb{P} \) and \( \tilde{\mathbb{P}}_N \) the probability measure with density \( \prod_{n=1}^N (1 + \beta_N \eta_n) \) with respect to \( \mathbb{P} \). First of all, by a union bound, we have
\[
\tilde{\mathbb{P}}_N(B_{N,q}^{c}) \leq \sum_{n=1}^N \tilde{\mathbb{P}}_N(1 + \eta_n \geq q V_N) + \tilde{\mathbb{P}}_N(B_{N,q}^{c}; \forall i \in [1,N], 1 + \eta_i \leq q V_N).
\] (8.13)

Now, thanks to (4.3) and the second relation in (4.1), we get
\[
\tilde{\mathbb{P}}_N(1 + \eta_n \geq q V_N) = E[(1 + \beta_N \eta)1_{(1+\eta \geq q V_N)}] \xrightarrow{N \to \infty} \frac{\alpha \beta}{\alpha - 1} q^{1-\alpha} N^{-1}.
\] (8.14)

This proves that the first sum in \( \tilde{\mathbb{P}}_N^{(a)} \) is bounded by \( C q^{1-\alpha} \) uniformly in \( N \geq 1 \), and this upper bound vanishes as \( q \to \infty \). To estimate the remaining probability in (8.13), we
are going to perform another union bound. The following claim will allow us to reduce the amount of error produced by this bound.

Claim 1. If \( q \geq 2^\gamma \) and \( B_{N,q} \) is not satisfied, then there exists some non-empty set of indices \( I \subset [1, N] \) such that both the following conditions are satisfied

\[
\prod_{i \in I} (1 + \eta_i) \geq q^{|I|} V_N^{|I|} (N^{-|I|} \Pi_I)^\gamma \quad \text{and} \quad \forall i \in I, \ 1 + \eta_i \geq N^{-\gamma} V_N.
\]  

(8.15)

Proof. Note that the existence of a set of indices \( I_0 \) satisfying the first condition in (8.15) simply comes from the definition of \( B_{N,q} \).

Now, if a set \( I \) satisfies the first condition in (8.15) and if there exists some \( j_0 \) with \( 1 + \eta_{j_0} < N^{-\gamma} V_N \) (where \( j_0 \) is the \( j_0 \)-th element of \( I \)), we necessarily have that \( I \) is not reduced to \( i_{j_0} \), and

\[
\prod_{i \in I'} (1 + \eta_i) \geq \left( q^{|I'|} V_N^{|I'|} (N^{-|I'|} \Pi_{I'})^\gamma \right) \times q \left( \Pi_{I'} / \Pi_I \right)^\gamma.
\]  

(8.16)

Recalling the definition of \( \Pi_I \), we have that \( \Pi_{I'} / \Pi_I = (i_{j_0} - i_{j_0 - 1}) (i_{j_0 + 1} - i_{j_0}) / (i_{j_0 + 1} - i_{j_0 - 1}) \geq 1/2 \): the second factor in (8.16) is thus larger than \( q 2^{-\gamma} \geq 1 \); the same reasoning applies if \( j_0 = |I| \). Hence, the set \( I' = I \setminus \{i_{j_0}\} \) is non-empty and also satisfies the first condition in (8.15). Starting from \( I_0 \) and proceeding by induction, we therefore end up with a non-empty set verifying both conditions in (8.15).

Thanks to Claim 1, we apply a union bound over the possible choices for the set of indices \( I \) satisfying both conditions in (8.15). Recalling also the definition (8.12) of \( B_{N,q} \), we obtain that the last term in (8.13) is bounded by

\[
\sum_{I \subset [1, N]} \tilde{P}_N \left( \prod_{i \in I} (1 + \eta_i) 1_{\{N^{-\gamma} V_N \leq 1 + \eta_i < q V_N \}} \geq q^{|I|} V_N^{|I|} (N^{-|I|} \Pi_I)^\gamma \right). \tag{8.17}
\]

To conclude, we estimate the probabilities in the sum thanks to the following lemma, whose proof is postponed.

Lemma 8.4. There is some \( N_0 \geq 1 \) such that for all \( N \geq N_0 \), for any \( k \geq 1 \), any \( t \in (0, 1) \) and any \( \varepsilon \in (0, 1) \) there is a constant \( C \) (allowed to depend on \( \varphi, \hat{\beta} \) and \( \varepsilon \)) such that

\[
\tilde{P}_N \left( \prod_{i=1}^k (1 + \eta_i) 1_{\{N^{-\gamma} V_N \leq 1 + \eta_i < q V_N \}} \geq t(q V_N)^k \right) \leq (C q^{\varepsilon + 1 - \alpha} t^{-1 - \varepsilon} N^{-k})^\gamma. \tag{8.18}
\]

Now, applying Lemma 8.4 to the probabilities in (8.17) with

\[
t = (N^{-|I|} \Pi_I)^\gamma = \prod_{j=1}^{|I|} \left( \frac{i_j - i_{j-1}}{N} \right)^\gamma,
\]

we obtain that (8.17) is smaller than

\[
\sum_{k=1}^N (C q^{\varepsilon + 1 - \alpha})^k \sum_{1 \leq i_1 < \cdots < i_k \leq N} N^{-k} \prod_{j=1}^k \left( \frac{i_j - i_{j-1}}{N} \right)^{(1-\alpha-\varepsilon)\gamma} 
\]

\[
\leq \sum_{k=1}^N (C q^{\varepsilon + 1 - \alpha})^{2k} (\alpha + \varepsilon - 1) \int_0 < s_1 < \cdots < s_k < 1 \prod_{i=1}^k (s_i - s_{i-1})^{(1-\alpha-\varepsilon)\gamma} ds_i, \tag{8.19}
\]
where we used a standard comparison argument for the last inequality. The last integral is easily computed. Provided that \( \varepsilon \) has been fixed small enough so that \( \vartheta := \gamma (\alpha + \varepsilon - 1) < 1 \), it is equal to \( \frac{\Gamma(1 - \vartheta)^k}{\Gamma(k(1 - \vartheta) + 1)} \). All together, we obtain that (8.17) is bounded by

\[
\sum_{k=1}^{N} \left( C'_\alpha, \beta, \varepsilon \right)^k \frac{\Gamma(1 - \vartheta)^k}{\Gamma(k(1 - \vartheta) + 1)}.
\]

This series converges, and can be made arbitrarily small by choosing \( p \) large, provided that \( \varepsilon \) is small enough so that \( \varepsilon + 1 - \alpha < 0 \). Together with (8.13) and (8.14), this concludes the proof of (8.11) and hence the proof of Lemma 8.1. \( \square \)

**Proof of Lemma 8.2.** First of all, recalling that \( \beta_N V_N N^{-\gamma} = \frac{1}{2} d - d/2 \beta N^{d-\gamma} \) (see (4.1)) and the fact that we chose \( \gamma < \frac{d}{2} \), we have that \( \beta_N \eta_r \geq 1 \) if \( \eta_r \geq N^{-\gamma} V_N \), at least for large \( N \). Hence, recalling the definition of \( \tilde{\mathbb{P}}_N \), the probability we want to bound is

\[
\mathbb{E} \left[ \left( \prod_{i=1}^{k} \left( 1 + \beta_N \eta_i \right) \mathbb{1}_{\left\{ (1 + \eta_i) \in [N^{-\gamma} \pi N, \pi N] \right\}} \right) \mathbb{1}_{\left\{ \prod_{i=1}^{k} \left( 1 + \eta_i \right) \geq t(q V_N)^k \right\}} \right] 
\leq (2\beta_N)^k \mathbb{E} \left[ \left( \prod_{i=1}^{k} \left( 1 + \eta_i \right) \mathbb{1}_{\left\{ (1 + \eta_i) \in [N^{-\gamma} \pi N, \pi N] \right\}} \right) \mathbb{1}_{\left\{ \prod_{i=1}^{k} \left( 1 + \eta_i \right) \geq t(q V_N)^k \right\}} \right].
\]

Then, Proposition [A.1] in the Appendix allows us to compare this expectation to an integral with respect to the measure \( u^{-(1 + \alpha)} \mathbb{1}(u) du \) (which is not a probability measure). Applying Proposition [A.1], we get that there is a constant \( C \) (that depends on \( \alpha \)) such that for \( N \) large enough the right-hand side of (8.20) is bounded by

\[
C^k \beta_N^k \int_{[0, 2q V_N)^k} \mathbb{1}_{\left\{ \prod_{i=1}^{k} \left( 1 + u_i \right) \geq t(q V_N)^k \right\}} \prod_{i=1}^{k} \varphi(u_i) u_i^{-\alpha} du_i.
\]

With a change of variable \( u_i = V_N v_i \), and using that \( \beta_N V_N^{1 - \alpha} = \beta N^{-1} \varphi(V_N)^{-1} \), we get that this is bounded by

\[
(C_{\alpha, \beta})^k N^{-k} \int_{[0, 2q)^k} \mathbb{1}_{\left\{ \prod_{i=1}^{k} v_i \geq t(q V_N)^k \right\}} \prod_{i=1}^{k} \varphi(V_N v_i) \varphi(V_N) v_i^{-\alpha} dv_i 
\leq \left( C_{\alpha, \beta, \varepsilon} q \right)^k N^{-k} \int_{[0, 2q)^k} \mathbb{1}_{\left\{ \prod_{i=1}^{k} v_i \geq t(q V_N)^k \right\}} \prod_{i=1}^{k} v_i^{-\alpha - \frac{\varepsilon}{2}} dv_i.
\]

where we used Potter’s bound to get that \( \varphi(V_N v) \leq C_\varepsilon v^{-\varepsilon/2} \varphi(V_N) \) if \( v \leq 1 \) and that \( \varphi(V_N v) \leq C_\varepsilon v^{\varepsilon/2} \varphi(V_N) \) if \( v \in [1, 2q] \), with \( v^{\varepsilon/2} \leq (2q)^{\varepsilon - \varepsilon/2} \) for \( v \in [1, 2q] \). An estimate for the integral in the r.h.s. of (8.22) has been proved in [S]: we apply [S] Equation (4.32) to conclude the proof. \( \square \)

**8.3. Proof of Lemma 8.2.** Let us consider \( b > 1 \). We have

\[
Z^\eta_{N, \beta_N} - W^\eta_{N} = \mathbb{E} \left[ \prod_{n=1}^{N} \left( 1 + \beta_N \eta_n^{(a)} \right) \mathbb{1}_{B_{N, q}^\eta(S)} \right] 
\leq \left( Z^\eta_{N, \beta_N} - Z^\eta_{N, \beta_N}^{(a, b)} \right) + \mathbb{E} \left[ \prod_{n=1}^{N} \left( 1 + \beta_N \eta_n^{(a)} \right) \mathbb{1}_{\left\{ (1 + \eta_n) \leq b V_N \right\}} \mathbb{1}_{B_{N, q}^\eta(S)} \right].
\]
Proposition 4.2 establishes that $e^{-\tilde{\gamma}N}(Z^{\eta,a}_{N;\beta N} - Z^{\eta,[a,b]}_{N;\beta N})$ converges to zero in probability when $b \to \infty$. To conclude we thus only have to show that the second term also converges to zero in probability, or using first moment estimates, that for every $b > 1$, 

$$
\lim_{q \to \infty} \sup_{N \geq 1} e^{-\tilde{\gamma}N} \mathbb{E}\left[ \prod_{n=1}^{N} \left( 1 + \beta N \eta_n, \mathbb{1}_{\{(1+n, s_n) < bV_N\}} \right) B^{(b)}_{V_{N,q}}(S) \right] = 0. \quad (8.24)
$$

Like for the proof of Lemma 8.1 (note that (8.10) remains valid when adding the restriction $\mathbb{1}_{\{q < bV_N\}}$), we consider the probability measure $\tilde{\mathbb{P}}_{N}^{(b)}$ defined by 

$$
\frac{d\tilde{\mathbb{P}}_{N}^{(b)}}{d\mathbb{P}} = \frac{\prod_{n=1}^{N} \left( 1 + \beta N \eta_n, \mathbb{1}_{\{(1+n, s_n) < bV_N\}} \right)}{\mathbb{E}\left[ \prod_{n=1}^{N} \left( 1 + \beta N \eta_n \right) \right]^{N}}. \quad (8.25)
$$

and we obtain that 

$$
e^{-\tilde{\gamma}N} \mathbb{E}\left[ \prod_{n=1}^{N} \left( 1 + \beta N \eta_n, \mathbb{1}_{\{(1+n, s_n) < bV_N\}} \right) B^{(b)}_{V_{N,q}}(S) \right] \leq e^{-\tilde{\gamma}N} \tilde{\mathbb{P}}_{N}^{(b)} \left[ B^{(b)}_{V_{N,q}} \right] \mathbb{E}\left[ \prod_{n=1}^{N} \left( 1 + \beta N \eta_n \right) \right]^{N}. \quad (8.26)
$$

From (7.12), there exists a constant $C_{b,\tilde{\beta}}$ such that for every $N \geq 1$

$$
e^{-\tilde{\gamma}N} \mathbb{E}\left[ \prod_{n=1}^{N} \left( 1 + \beta N \eta_n \right) \right]^{-N} \leq C_{b,\tilde{\beta}}
$$

so that we only need to bound $\tilde{\mathbb{P}}_{N}^{(b)} \left[ B^{(b)}_{V_{N,q}} \right]$. Using Claim 1 and a union bound, we can conclude the proof as in the previous section, replacing Lemma 8.4 with the following: there exists a constant $C_b$ such that the following holds for all large $N$

$$
\tilde{\mathbb{P}}_{N} \left( \prod_{i=1}^{k} \left( 1 + \eta_i \right) \mathbb{1}_{\{N-\gamma V_N \leq 1 + \eta_i < qV_N\}} \right) \leq (C_{b,\tilde{\beta}})^k q^{-\varepsilon k} t^{-\varepsilon} N^{-k}. \quad (8.27)
$$

To prove (8.27), we observe that similarly to (8.20), for large values of $N$ the l.h.s. of (8.27) is bounded by

$$
\mathbb{E}\left[ \prod_{n=1}^{N} \left( 1 + \beta N \eta_n \right) \right]^{-k} \left( 2(\beta N)^k \mathbb{E}\left[ \prod_{i=1}^{k} \left( 1 + \eta_i \right) \mathbb{1}_{\{(1+\eta_i) < bV_N\}} \right] \mathbb{1}_{\{\prod_{i=1}^{k} (1+\eta_i) \geq (qV_N)^k\}} \right]. \quad (8.28)
$$

Similarly to (8.21) we then have that it is bounded by 

$$
(C\beta N)^k \mathbb{E}\left[ \prod_{i=1}^{k} \left( 1 + \eta_i \right) \mathbb{1}_{\{(1+\eta_i) < bV_N\}} \right] \mathbb{1}_{\{\prod_{i=1}^{k} (1+\eta_i) \geq (qV_N)^k\}} 
\leq (C'\beta N)^k \int_{(0,2bV_N)^k} \mathbb{1}_{\{\prod_{i=1}^{k} (1+\eta_i) \geq (qV_N)^k\}} \prod_{i=1}^{k} \frac{\varphi(u_i)}{u_i} u_i^k du_i.
\leq (C'_{b,\tilde{\beta}}N^{-k}) \int_{(0,2b)^k} \mathbb{1}_{\{\prod_{i=1}^{k} (1+\eta_i) \geq (qV_N)^k\}} \prod_{i=1}^{k} u_i^{1-\varepsilon / 2} du_i, \quad (8.29)
$$

where we used a change of variable and the fact that $\varphi(V_N u_i) \leq C_b \varphi(V_N) u_i^{-\varepsilon / 2}$ uniformly for $u_i \in (0,2b)$, by Potter’s bound. Then, (8.27) finally follows from [8, Equation (4.32)] applied to $h = t(q/b)^k$ (note that when $h = 1$ then (8.28) is equal to 0). $\square$
8.4. Proof of Proposition 8.3. We need to control the value of
\[ \mathbb{E}[(W_{N}^{q,a} - W_{N}^{q,0})^2] = \mathbb{E}[(W_{N}^{q,a})^2] - 2\mathbb{E}[W_{N}^{q,a}W_{N}^{q,0}] + \mathbb{E}[(W_{N}^{q,0})^2]. \] (8.30)
and prove that it converges to 0 when \( a \) tends to 0, uniformly in \( N \) (when \( \alpha = 1 \) we must multiply this by \( e^{-2\gamma N} \)). This is the most delicate part of the proof. For didactical purpose and for the sake of making computations more readable, we first show that \( \mathbb{E}[(W_{N}^{q,a})^2] \) is uniformly bounded in \( a \) and \( N \) when \( \alpha \in (1, \alpha_c) \); in the case \( \alpha = 1 \) we bound \( e^{-\gamma N} \mathbb{E}[(W_{N}^{q,a})^2] \). While this is not a required intermediate step, most of the computation made to prove this are going to be recycled for the actual proof of the Proposition 8.3.

8.4.1. The second moment is uniformly bounded. Let us prove the following estimate.

Lemma 8.5. We have for any \( q \geq 1 \)
\[ \sup_{a \in [0,1]} \sup_{N \geq 1} e^{-2\gamma N} 1_{(a-1)} \mathbb{E}[(W_{N}^{q,a})^2] < \infty. \] (8.31)

Proof. Let us first treat the case \( \alpha \in (1, \alpha_c) \); we deal with the case \( \alpha = 1 \) at the end of the proof. First of all, notice that by definition (8.3) of \( W_{N}^{a,q} \) we have
\[ \mathbb{E}[(W_{N}^{a,q})^2] = \mathbb{E}^{\otimes 2} \left[ \prod_{n=1}^{N} (1 + \beta_N \eta_{n,S_n}^{(a)}) (1 + \beta_N \eta_{n,S_n}^{(a)}(2)) 1_{B_{N,q}(S^{(1)}) \cap B_{N,q}(S^{(2)})} \right], \] (8.32)
where \( \mathbb{E}^{\otimes 2} \) is the expectation with respect to two independent walks \( S^{(1)} \) and \( S^{(2)} \). Now we can consider the set \( I_N(S^{(1)}, S^{(2)}) := \{ n \in [1, N], S_n^{(1)} = S_n^{(2)} \} \). As we are interested in an upper bound we can replace \( B_{N,q}(S^{(1)}) \cap B_{N,q}(S^{(2)}) \) by the larger event
\[ \left\{ \forall I \subset I_N(S^{(1)}, S^{(2)}), \prod_{i \in I} (1 + \eta_{i,S_i}) \leq q |I| V_N^{I}(N^{-1}|I| \Pi_I)^{\gamma} \right\}. \] (8.33)
The expectation with respect to \( \eta_{n,S_n^{(1)}}, \eta_{n,S_n^{(2)}} \) then simplifies for \( n \notin I_N(S^{(1)}, S^{(2)}) \), and we obtain
\[ \mathbb{E}[(W_{N}^{q,a})^2] \leq \mathbb{E}^{\otimes 2} \left[ H(I_N(S^{(1)}, S^{(2)})) \right], \] (8.34)
where for \( I \subset [1, N] \) we defined
\[ H(I) := \mathbb{E} \left[ \prod_{i \in I} (1 + \beta_N \eta_i^{(a)})^2 1_{B_{N,q}(I)} \right], \] (8.35)
with \( \tilde{B}_{N,q}(I) \) defined by
\[ \tilde{B}_{N,q}(I) := \left\{ \forall I' \subset I, \prod_{i \in I'} (1 + \eta_i) < q |I'| V_N^{I'}(N^{-1}|I'| \Pi_{I'})^{\gamma} \right\}. \] (8.36)
In (8.35), the \( \eta_i \) are i.i.d. random variables with the same distribution as \( \eta_{n,x} \). Writing
\[ (1 + \beta_N \eta_i^{(a)})^2 = (1 + 2\beta_N (1 - \beta_N) \eta_i^{(a)} - \beta_N^2) + \beta_N^2 (1 + \eta_i^{(a)})^2 \]
and expanding the product in \( H(I) \), we obtain \( H(I) = \sum_{J \subset I} \beta_N^{|J|} H(I, J) \) with
\[ H(I, J) := \mathbb{E} \left[ \prod_{i \in I \setminus J} (1 + 2\beta_N (1 - \beta_N) \eta_i^{(a)} - \beta_N^2) \prod_{j \in J} (1 + \eta_j^{(a)})^2 1_{\tilde{B}_{N,q}(I)} \right]. \] (8.37)
Denoting \( p_I := \mathbb{P}^{(2)}(I_N(S^{(1)}, S^{(2)}) = I) \), we therefore get that
\[
\mathbb{E}[(W_N^{a,q})^2] \leq \sum_{I \subset [1,N]} p_I \sum_{J \subset I} \beta_N^{2|J|} H(I,J). \tag{8.38}
\]

Now, for \( J \subset I \), we define
\[
\hat{B}_{N,q}(J) = \left\{ \prod_{i \in J} (1 + \eta_i) < (qV_N)^{|J|}(N^{-|J|}\Pi_J)^\gamma \right\} \cap \{ \forall i \in J, (1 + \eta_i) < qV_N \}. \tag{8.39}
\]

Of course \( \hat{B}_{N,q}(I) \subset \hat{B}_{N,q}(J) \) since the bound on \( \eta_i \) is obtained when considering \( I' = \{i\} \) in \(8.36\). We therefore get
\[
H(I,J) \leq \mathbb{E}\left[ \prod_{i \in I \setminus J} (1 + 2\beta_N (1 - \beta_N) \eta_i^{(a)} - \beta_N^2) \prod_{j \in J} (1 + \eta_j^{(a)})^2 \mathbf{1}_{\hat{B}_{N,q}(J)} \right] \quad \leq (1 - \beta_N^2)|I|\gamma|J| \mathbb{E}\left[ \prod_{i \in J} (1 + \eta_i^{(a)})^2 \mathbf{1}_{\hat{B}_{N,q}(J)} \right], \tag{8.40}
\]

Overall, using that for any fixed \( J \) we have that \( \sum_{I \supset J} p_I = \mathbb{P}^{(2)}(\forall n \in J, S_n^{(1)} = S_n^{(2)}) \), we obtain that
\[
\mathbb{E}[(W_N^{a,q})^2] \leq \sum_{J \subset [1,N]} \beta_N^{2|J|} \mathbb{E}\left[ \prod_{i \in J} (1 + \eta_i^{(a)})^2 \mathbf{1}_{\hat{B}_{N,q}(J)} \right] \mathbb{P}^{(2)}(\forall n \in J, S_n^{(1)} = S_n^{(2)}), \leq \sum_{J \subset [1,N]} \beta_N^{2|J|} \mathbb{E}\left[ \prod_{i \in J} (1 + \eta_i^{(a)})^2 \mathbf{1}_{\hat{B}_{N,q}(J)} \right] C^{1|J|}_0 (\Pi_J)^{-\frac{d}{2}}, \tag{8.41}
\]

the last line being a simple application of the local central limit theorem. Now we use of the following estimate which will allow us to conclude (its proof is postponed).

**Lemma 8.6.** Fix \( 0 < \varepsilon < 2 - \alpha \). Then for any \( k \geq 1 \) and any \( t \in (0,1) \), there exists some \( C_1 = C_{\alpha,\beta,\varepsilon,\varepsilon} \) such that
\[
\beta_N^{2k} \mathbb{E}\left[ \prod_{i=1}^k (1 + \eta_i^{(a)})^2 \mathbf{1}_{\{ \prod_{i=1}^k \eta_i \leq t(qV_N)^k \}} \mathbf{1}_{\{ \forall j \in [1,k], (1 + \eta_j) \leq qV_N \}} \right] \leq C_1 N^{k\frac{d}{2} - 1} t^{2-\alpha-\varepsilon}. \tag{8.42}
\]

Now, using **Lemma 8.6** with \( t = (N^{-|J|}\Pi_J)^\gamma = \prod_{i=1}^{|J|} (\frac{1 - j_i - 1}{N})^\gamma \) (recall the definition \(8.39\) of \( \hat{B}_{N,q}(J) \)), we finally obtain in \(8.41\)
\[
\mathbb{E}[(W_N^{q,a})^2] \leq \sum_{k \geq 0} \frac{(C_0 C_1)^k}{N^k} \sum_{1 \leq j_1 < \ldots < j_k \leq N} \prod_{i=1}^k \left( \frac{j_i - j_{i-1}}{N} \right)^{\gamma(2-\alpha-\varepsilon) - \frac{d}{2}} \tag{8.43}
\]
\[
\leq \sum_{k \geq 0} (C')^k \int_{0 < t_1 < \ldots < t_k \leq 1} \prod_{j=1}^k (t_j - t_{j-1})^{\gamma(2-\alpha-\varepsilon) - \frac{d}{2}} dt_j.
\]

We conclude by noticing that, provided that \( \varepsilon \) has been fixed small enough so that \( \tau := d/2 - (2 - \alpha - \varepsilon)\gamma < 1 \), the last integral is equal to \( \frac{\Gamma(1-\tau)^k}{\Gamma(k(1-\tau)+1)} \). Hence, the sum in \(8.43\) is finite.

**The case \( \alpha = 1 \).** We can proceed exactly in the same way, except that instead of \(8.32\) we start with
\[
\mathbb{E}[(W_N^{q,a})^2] = \mathbb{E}^{(2)} \mathbb{E}\left[ \prod_{n=1}^N (1 + \beta_N \eta_n^{[a,q]}(S^{(1)})) (1 + \beta_N \eta_n^{[a,q]}(S^{(2)})) \mathbf{1}_{\{ B_{N,q}(S^{(1)}) \cap B_{N,q}(S^{(2)}) \}} \right]. \tag{8.44}
\]
Then we replace $B_{N,q}(S^{(1)}) \cap B_{N,q}(S^{(2)})$ by the larger event in Equation (8.33): when integrating over $\eta_{n,S^{(i)}}$ for $n \notin I = I_N(S^{(1)}, S^{(2)})$, this adds a factor

$$\mathbb{E}\left[1 + \beta_N \eta^{(a,q)}_I\right]^{2(N-I)}.$$  

(8.45)

Using (7.12), we therefore can replace (8.38) with

$$e^{-2\gamma_N} \mathbb{E}\left[(W_{N,q}^2)^2\right] \leq C_q \sum_{I \subset [1,N]} p e^{-2\gamma_N |I|/N} \sum_{J \subset I} \beta_N^{2|J|} H(I, J).$$

Using again (7.12) to bound above $\mathbb{E}\left[1 + 2\beta_N (1 - \beta_N) \eta^{(a,q)} - \beta_N^2\right]$, we may replace (8.40) with

$$H(I, J) \leq C'_q e^{2\gamma_N N^{-1}(|I| - |J|)} \mathbb{E}\left[\prod_{i \in J} (1 + \eta^{(a)}_i)^2 1_{B_{N,q}(J)}\right].$$

(8.46)

We finally end up with the following inequality in place of (8.41):

$$e^{-2\gamma_N} \mathbb{E}\left[(W_{N,q}^2)^2\right] \leq C''_q \sum_{J \subset [1,N]} (C_0 e^{-2\gamma_N N^{-1}})^{|J|} \beta_N^{2|J|} (\Pi_J)^{-\frac{q}{2}} \mathbb{E}\left[\prod_{i \in J} (1 + \eta^{(a)}_i)^2 1_{B_{N,q}(J)}\right].$$

Since $e^{-2\gamma_N N^{-1}}$ is bounded above by a constant (recall that $\gamma_N$ is slowly varying), it can be omitted if one changes the value of $C_0$. We can then conclude similarly using Lemma 8.6 and the following computations: we get that $\sup_{N \in \mathbb{N}} e^{-2\gamma_N N^{-1}} (W_{N,q}^2)^2 \leq C_q$ for a constant $C_q$ that depends only on $q$. 

\[
\textbf{Proof of Lemma 8.6.} \quad \text{Note that there exists a constant } C \text{ such that for every } a \in [0, 1) \text{ and any } t \geq 0, \text{ we have } \\
\mathbb{P}(1 + \eta^{(a)}_i \geq t) \leq C \varphi(t) t^{-a}.
\]

Hence we can apply Proposition A.2 with $\mu$ the distribution of $1 + \eta^{(a)}$, with a constant $C$ that does not depend on $a$. After applying Proposition A.2 the l.h.s. of (8.42) is thus bounded by

$$\int_{\mathbb{R}^k} 1_{\{\Pi_{i=1}^k u_i \leq (qV_N)^k\}} 1_{\{\forall i \in [1,k], u_i < qV_N\}} \prod_{i=1}^k u_i^{1-a} \varphi(u_i) du_i$$

$$\leq (c_q)^k V_N^{k(2-a)} \varphi(V_N)^k \int_{(0,q)^k} 1_{\{\Pi_{i=1}^k v_i \leq tq^k\}} \prod_{i=1}^k v_i^{1-a - \frac{q}{2}} dv_i.$$

where we used a change of variable, together with the fact that $\varphi(V_N)/\varphi(V_N) \leq c_q q^{1-\epsilon/2}$ for all $N$ and $v \in (0, q)$, by Potter’s bound. The last integral has been studied in [8]: from Equations (4.34)-(4.35), we get that it is bounded above by $(C_{\alpha,\epsilon,q})^k t^{2-a-\epsilon}$. We therefore end up with a constant $C'_{\alpha,\epsilon,q}$ such that the l.h.s. of (8.42) is bounded by

$$\beta_N^{2k} \mathbb{E}\left[\prod_{i=1}^k (1 + \eta^{(a)}_i)^2 1_{\{\Pi_{i=1}^k \eta_i \leq t(qV_N)^k\}} 1_{\{\forall i \in [1,k], \eta_i < qV_N\}}\right]$$

$$\leq (C'_{\alpha,\epsilon,q})^k \beta_N^{2k} V_N^{(2-a)\epsilon} \varphi(V_N) t^{2-a-\epsilon}.$$

Together with (4.1), this yields the conclusion.
8.4.2. Convergence of the second moment. Building on the techniques that we used to prove Lemma 8.5, we are going to prove Proposition 8.3. It follows from the following convergence results

\[
\limsup_{a \to 0} e^{-2\beta \gamma N} 1_{\{a-1\}} |E[(W_N^{q,a})^2] - E[(W_N^{q,0})^2]| = 0,
\]

\[
\limsup_{a \to 0} e^{-2\beta \gamma N} 1_{\{a-1\}} |E[W_N^{q,a}W_N^{q,0}] - E[(W_N^{q,0})^2]| = 0.
\]

(8.47)

Again, we focus the exposition on the case \( \alpha \in (1, \alpha_c) \) and we comment on the case \( \alpha = 1 \) along the proof. Also, we focus on estimating \( E[(W_N^{q,a})^2] - E[(W_N^{q,0})^2] \) since the other convergence is proved similarly — notice however that unlike in Section 7.3 we do not in general have \( E[W_N^{q,a}W_N^{q,0}] = E[(W_N^{q,a})^2] \), since \( W_N^{q,a} \) is not a martingale in \( a \). We want to bound

\[
E^{\otimes 2} \left[ \prod_{n=1}^{N} \left( 1 + \beta_N \eta_{n,S_n}^{(a)} \right) \left( 1 + \beta_N \eta_{n,S_n}^{(a)} \right) 1_{\{B_{N,q}(S(1)) \cap B_{N,q}(S(2))\}} \right] - E^{\otimes 2} \left[ \prod_{n=1}^{N} \left( 1 + \beta_N \eta_{n,S_n}^{(a)} \right) \left( 1 + \beta_N \eta_{n,S_n}^{(a)} \right) 1_{\{B_{N,q}(S(1)) \cap B_{N,q}(S(2))\}} \right].
\]

Let us stress that from the definition of \( B_{N,q}(S) \), we can replace \( \eta^{(a)} \) with \( \eta^{[a,q]} \) (and \( \eta = \eta^{(0)} \) with \( \eta^{[0,q]} \)). Note that the expectations with respect to \( \eta \) and \( \eta^{(a)} \) depend on \( S(1), S(2) \) only via the set \( I_N(S(1), S(2)) = \{ n \in [1, N] : S_n^{(1)} = S_n^{(2)} \} \). We use this fact to simplify the expression. Let \( (\eta_n)_{n \geq 0}, (\eta_{n,a})_{n \geq 0} \) and \( (\eta_{n,2})_{n \geq 0} \) be i.i.d. random variables with the same distribution as \( \eta \), and let \( p_I := E^{\otimes 2}(I_N(S(1), S(2)) = I) \). Then, denoting \( I^c = [1, N] \setminus I \), we can rewrite the above quantity as

\[
\sum_{I \subseteq [1, N]} p_I \left( E \left[ \prod_{n \in I^c} \left( 1 + \beta_N \eta_{n,1}^{(a)} \right) \left( 1 + \beta_N \eta_{n,2}^{(a)} \right) \prod_{n \in I} \left( 1 + \beta_N \eta_{n}^{(a)} \right)^2 1_{\overline{B}_{N,q}(I)} \right] - E \left[ \prod_{n \in I^c} \left( 1 + \beta_N \eta_{n,1}^{(a)} \right) \left( 1 + \beta_N \eta_{n,2}^{(a)} \right) \prod_{n \in I} \left( 1 + \beta_N \eta_{n}^{(a)} \right)^2 1_{\overline{B}_{N,q}(I)} \right] \right),
\]

(8.48)

where \( \overline{B}_{N,q}(I) \) is defined as

\[
\left\{ \forall K \subseteq [1, N], \forall r \in \{1, 2\}, \prod_{i \in I \cap K} (1 + \eta_{i,r}) \prod_{i \in I^c \cap K} (1 + \eta_i) < (qV_N)^{|K|} (N^{-|K|} \Pi_K)^{\gamma} \right\}.
\]

We can perform a second decomposition of (8.48) by expanding the squares and developing the products, as in (8.37)-(8.38). We obtain the following upper bound

\[
\left| E[(W_N^{q,a})^2] - E[(W_N^{q,0})^2] \right| \leq \sum_{I \subseteq [1, N]} \sum_{J \subseteq I} p_I \beta_N^2 |J| \left| \tilde{H}^{(a)}(I, J) - \tilde{H}(I, J) \right|,
\]

(8.50)

where for \( J \subseteq I \) we have defined \( \tilde{H}^{(a)}(I, J) \) to be equal to

\[
E \left[ \prod_{n \in I^c} \left( 1 + \beta_N \eta_{n,1}^{(a)} \right) \left( 1 + \beta_N \eta_{n,2}^{(a)} \right) \prod_{n \in I \setminus J} \left( 1 + 2\beta_N (1 - \beta_N) \eta_{n}^{(a)} - \beta_N^2 \right) \prod_{n \in J} \left( 1 + \eta_{n}^{(a)} \right)^2 1_{\overline{B}_{N,q}(I)} \right],
\]

(8.51)

and \( \tilde{H}(I, J) = \tilde{H}^{(0)}(I, J) \) (recall that \( \eta^{(0)} = \eta \)). In the case \( \alpha = 1 \), we define similarly \( \tilde{H}^{(a)}(I, J) \) using \( \eta^{[a,q]} \) in place of \( \eta^{(a)} \) (and \( \eta^{[0,q]} \) in place of \( \eta \) in \( \tilde{H}(I, J) \)).
We are now going to prove upper bounds for every term in the r.h.s. of (8.50). Let us fix some \( \delta > 0 \) small. We will use different estimates for the sets \( J \) whose points are macroscopically \( \delta \)-spaced, that is sets \( J \) belonging to

\[
\Xi(\delta, N) := \{ J \subset \{1, N\} : \text{for all } \{j, j'\} \subset J \cup \{0, N\} \text{ we have } |j' - j| \geq \delta N \},
\]

and for the sets \( J \) with at least a pair of points at distance smaller than \( \delta N \). The most difficult part will consist in estimating the contribution of sets \( J \in \Xi(\delta, N) \). By convention, the empty set \( J = \emptyset \) belongs to \( \Xi(\delta, N) \). Also, we denote \( (j_i)_{i=1}^{|J|} \) the ordered points of \( J \), with by convention \( j_0 = 0 \).

(a) Estimate for sets \( J \notin \Xi(\delta, N) \). For sets \( J \) that are not macroscopically \( \delta \)-spaced, we can use the computations made in the previous section to prove that their contribution to the sum in (8.50) is negligible.

**Lemma 8.7.** For every \( q \geq 1 \) and \( 0 < \epsilon < 2 - \alpha \) (with \( d/2 - \gamma(2 - \alpha - \epsilon) < 1 \)), there exists a constant \( C = C_{\alpha, \beta, q, \epsilon} > 0 \) such that for all \( N \geq 1 \), \( a \in [0, 1) \) we have for all set \( J \subset \{1, N\} \)

\[
e^{-2\tilde{\beta}N(1-a)} \sum_{I \subset [1, N] \atop I \supset J} p_I \beta_N^{|I|} \tilde{H}^{(a)}(I, J) \leq \left( C \frac{\gamma^{(2-\alpha-\epsilon)-\frac{1}{2}}}{\gamma^{(2-\alpha-\epsilon)-\frac{1}{2}}} \right).
\]

(8.52)

As a consequence, for all \( \zeta > 0 \) and any \( q \geq 1 \), there exists \( \delta = \delta(\epsilon, q) \) such that

\[
\sup_{a \in [0, 1)} \sup_{N \in \mathbb{N}} e^{-2\tilde{\beta}N(1-a)} \sum_{I \subset [1, N] \atop I \supset J} p_I \beta_N^{|I|} \tilde{H}^{(a)}(I, J) \leq \zeta.
\]

(8.53)

**Proof.** For the inequality (8.52), recalling the definition (8.39) of \( \tilde{B}_{N,q}(J) \) and observing that \( \overline{B}_{N,q}(I) \subset \tilde{B}_{N,q}(J) \), we get as in (8.40) that for \( \alpha > 1 \) we have

\[
\tilde{H}^{(a)}(I, J) \leq E \left[ \prod_{n \in J} (1 + \eta_n^{(a)})^2 \tilde{1}_{\tilde{B}_{N,q}(J)} \right].
\]

(8.54)

In the case \( \alpha = 1 \), integrating over \( \eta_n^{(a, q)} \) for \( n \notin I \) and \( \eta_n^{(a)} \) for \( n \in I \setminus J \) in analogy with (8.45) - (8.46), and using that \( e^{-2\tilde{\beta}N(1-q)} \) is bounded by a constant \( C \), this is replaced with

\[
e^{-2\tilde{\beta}N} \tilde{H}^{(a)}(I, J) \leq C_q \left[ \prod_{n \in J} (1 + \eta_n^{(a)})^2 \tilde{1}_{\tilde{B}_{N,q}(J)} \right].
\]

Summing over sets \( I \) containing \( J \) and using that \( \sum_{I \supset J} p_I = P \supseteq (\forall n \in J, S_n^{(1)} = S_n^{(2)}) \), we therefore get, analogously to (8.41),

\[
e^{-2\tilde{\beta}N(1-a)} \sum_{I \supset J} p_I \beta_N^{|I|} \tilde{H}^{(a)}(I, J) \leq C_q^\prime (C_q^\prime)^{|I|} \gamma^{(2-\alpha-\epsilon)-\frac{1}{2}}.
\]

(8.55)

where we used Lemma (8.6) for the second inequality with \( t = (N^{-|J|} \Pi J)^{\gamma} \). This proves (8.53).
By symmetry, we can assume that the minimum \( \min_{J \in \mathbb{Z}(\delta, N)} \) for all \( a \in [0, 1) \)
\[
eq 2 \sum_{k=1}^{\infty} (C')^k \int_{0 < t_1 < \ldots < t_k < 1} \mathbf{1}_{\{\min_i (t_i - t_{i-1}) \leq \delta\}} \prod_{i=1}^{k} (t_i - t_{i-1})^{-\alpha} \ dt_i. \quad (8.55)
\]
By symmetry, we can assume that the minimum \( \min_i (t_i - t_{i-1}) \) is attained for \( i = 1 \), i.e. \( t_1 \leq \delta \), loosing only a factor \( k \). We therefore get that the l.h.s. of (8.53) is bounded by
\[
2 \left( \int_0^\delta t_1^{2(\alpha - \epsilon) - \frac{d}{2}} \ dt_1 \right) \times \sum_{k=1}^{\infty} k (C')^k \int_{0 < t_2 < \ldots < t_k < 1} \prod_{i=2}^{k} (t_i - t_{i-1})^{2(\alpha - \epsilon) - \frac{d}{2}} \ dt_i,
\]
where by convention we set the integral inside the sum is equal to 1 for \( k = 1 \). As for (8.43),
the last integral is equal to \( \frac{\Gamma(1-\gamma)^k}{\Gamma(1-\gamma + 1)} \) with \( \tau = d/2 - \gamma(2 - \alpha - \epsilon) < 1 \), and the series converges. Then, the first integral can be made arbitrarily small by taking \( \delta \) small. □

(b) Estimate for sets \( J \in \mathbb{Z}(\delta, N) \). We now turn to the case of sets \( J \) that are macroscopically \( \delta \)-spaced: we give an estimate on the contribution to the r.h.s. of (8.50) of the sets \( J \in \mathbb{Z}(\delta, N) \) that enables us to conclude the proof of Proposition 8.3.

**Lemma 8.8.** For any \( \zeta > 0 \), for all \( \delta > 0 \), \( q \geq 1 \), there exists \( a_0 = a_0(\zeta, \delta, q) \) such that for any \( N \geq 1 \) and every \( J \in \mathbb{Z}(\delta, N) \) we have, for all \( a \leq a_0 \)
\[
eq e^{-2\hat{\beta}N} \sum_{I \subset [1, N]} \sum_{J \in \mathbb{Z}(\delta, N)} p_I \beta_N^{2|J|} |\tilde{H}^{(a)}(I, J) - \tilde{H}(I, J)| \leq \zeta N^{-|J|}. \quad (8.56)
\]
As a consequence we obtain that, for all \( N \geq 1 \), for all \( a \leq a_0 \),
\[
eq e^{-2\hat{\beta}N} \sum_{I \subset [1, N]} \sum_{J \in \mathbb{Z}(\delta, N)} p_I \beta_N^{2|J|} |\tilde{H}^{(a)}(I, J) - \tilde{H}(I, J)| \leq e \zeta. \quad (8.57)
\]
Combining this lemma with Lemma 8.7 shows that for any fixed \( q \), (8.50) can be made arbitrarily small uniformly in \( N \) by choosing first \( \delta \) small (so that (8.53) holds) and then \( a \) small (so that (8.57) holds). This therefore shows the first part in (8.47).

**Proof of Lemma 8.8.** Of course, (8.57) follows easily from (8.56). Indeed from (8.56) the sum in the r.h.s. of (8.57) is smaller than (using the binomial expansion)
\[
\zeta \sum_{J \subset [1, N]} N^{-|J|} = \zeta (1 + N^{-1})^N. \quad (8.58)
\]
Let us warn the reader that the proof of (8.56) is quite lengthy and technical. We are going to use another representation for \( \tilde{H}^{(a)}(I, J) \) and \( \tilde{H}(I, J) \) as probabilities. Define, for \( J \subset I \subset [1, N] \),
\[
Y^{(a)}(I, J) = \prod_{n \in I^c} (1 + \beta_N \eta_n^{(a)}) (1 + \beta_N \eta_n^{(a)}) \prod_{n \in I \setminus J} (1 + 2 \beta_N (1 - \beta_N) \eta_n^{(a)} - \beta_N^2) \prod_{n \in J} (1 + \eta_n^{(a)})^2 \times 1_{\{\forall i \in I, 1 + \eta_i < q \sqrt{N}\}} \cap \{\forall i \in I^c, \forall r \in \{1, 2\}, 1 + \eta_{i,r} < q \sqrt{N}\} \quad (8.59)
\]
and $Y(I, J) = Y^{(a)}(I, J)$; we omit the dependence in $(\eta_{n, 1}, \eta_{n, 2}, \eta_n)$ in the notation for simplicity. This way, we have $\tilde{H}^{(a)}(I, J) = \mathbb{E}[Y^{(a)}(I, J) 1_{B_{N,q}(I)}]$. We now interpret $Y^{(a)}(I, J)$ and $Y(I, J)$ as probability densities for $(\eta_n, \eta_{n, 1}, \eta_{n, 2})_{n=1}^{N}$. We define for $J \subset I \subset [1, N]$

$$\frac{d\tilde{\mathbb{P}}^{(a)}_{I,J}}{d\mathbb{P}} := \mathbb{E}\left[Y^{(a)}(I, J) \middle| Y(I, J)\right], \quad (8.60)$$

and $\tilde{\mathbb{P}}_{I,J} = \tilde{\mathbb{P}}^{(0)}_{I,J}$. We have therefore reduced the problem to comparing the probability of the event $B_{N,q}(I)$ under $\tilde{\mathbb{P}}_{I,J}$ and $\mathbb{P}_{I,J}$. By the triangle inequality, the left-hand side of (8.56) is smaller than

$$\sum_{I \subset [1, N]} p_I \beta_N^{2|J|} \mathbb{E}[Y(I, J)] \left| \mathbb{E}\left[Y^{(a)}(I, J) \middle| Y(I, J)\right] \mathbb{P}^{(a)}_{I,J}(B_{N,q}(I)) - \mathbb{P}_{I,J}(B_{N,q}(I)) \right|. \quad (8.61)$$

The expectation of $Y^{(a)}$ and $Y$ can be expressed as follows

$$\mathbb{E}[Y^{(a)}(I, J)] = \left(1 + \beta_N \mathbb{E}[\eta 1_{\{1+\eta qV_N\}}]\right)^{2(N-|J|)} \times \left(1 - \beta_N^2 + 2\beta_N(1 - \beta_N)\mathbb{E}[\eta 1_{\{1+\eta qV_N\}}]\right)^{|J|} \mathbb{E}[(1 + \eta^{(a)}) 2 1_{\{1+\eta qV_N\}}]^{|J|}. \quad (8.62)$$

In particular, when $\alpha > 1$, using that $\mathbb{E}[\eta] = 0$ we get that $\mathbb{E}[\eta 1_{\{1+\eta qV_N\}}] \leq 0$, so

$$\mathbb{E}[Y^{(a)}(I, J)] \leq \mathbb{E}[(1 + \eta^{(a)}) 2 1_{\{1+\eta qV_N\}}]^{|J|}.$$  

When $\alpha = 1$, using again (7.12) (or see (8.45)-(8.46)) and the fact that $e^{-2\beta qN^{-1}}$ is bounded by a constant, we get that

$$e^{-2\tilde{\gamma}N} \mathbb{E}[Y^{(a)}(I, J)] \leq C_q C^{|J|} \mathbb{E}[(1 + \eta^{(a)}) 2 1_{\{1+\eta qV_N\}}]^{|J|}. \quad (8.63)$$

In particular, we obtain that

$$e^{-2\tilde{\gamma}N} 1_{\{\alpha = 1\}} \sum_{I \subset [1, N]} p_I \beta_N^{2|J|} \mathbb{E}[Y(I, J)] \leq C_q C^{|J|} \mathbb{E}[(1 + \eta)^2 1_{\{1+\eta qV_N\}}]^{|J|} \mathbb{P}^{\otimes 2}(\forall n \in J, S_n^{(1)} = S_n^{(2)}). \quad (8.64)$$

Now, we can use that we are working with $J \in \Xi(\delta, N)$, for which we have

$$\mathbb{P}^{\otimes 2}(\forall n \in J, S_n^{(1)} = S_n^{(2)}) \leq \left(\frac{C_0}{\delta N^{d/2}}\right)^{|J|} \leq C_{\delta} N^{-\frac{d}{2}|J|},$$

where $C_{\delta} = (C_0 \delta^{-d/2})^{1/\delta}$, using that $|J| \leq 1/\delta$ for $J \in \Xi(\delta, N)$. From the calculations of Section 4.1 (or from (7.20)), we have $\beta_N^2 \mathbb{E}[(1 + \eta)^2 1_{\{1+\eta qV_N\}}] \leq C_{\beta,q} N^{-d-1}$, so that

$$e^{-2\tilde{\gamma}N} 1_{\{\alpha = 1\}} \sum_{I \subset [1, N]} p_I \beta_N^{2|J|} \mathbb{E}[Y(I, J)] \leq C_{\beta,q,\delta} N^{-|J|}, \quad (8.64)$$
with \( C_{\delta,q}^* = C_{\delta,q}^{1/\delta} \) (using again that \(|J| \leq 1/\delta\)). Hence to prove that (8.61) converges indeed to 0 uniformly in \( N \), we need to prove that for a fixed value of \( q \) and \( \delta \) we have

\[
\limsup_{a \to 0} \sup_{N \geq 1} \sup_{J \leq \lfloor 1, N \rfloor} \left| \frac{\mathbb{E}[Y^{(a)}(I, J)]}{\mathbb{E}[Y(I, J)]} \right| \leq C_{\delta,q} \, a^{2-\alpha}. \tag{8.67}
\]

Now, recalling the expression (8.62), we get that

\[
\frac{\mathbb{E}[Y^{(a)}(I, J)]}{\mathbb{E}[Y(I, J)]} = \frac{\mathbb{E}[(1 + \eta^{(a)})^2 1_{1 + \eta < qV_N}]}{\mathbb{E}[(1 + \eta)^2 1_{1 + \eta < qV_N}]}.
\]

Analogously to the calculation done in (7.19), thanks to (4.3) we find that for any fixed \( q \geq 1 \) and \( a \in [0, 1] \) we have, as \( N \to \infty \),

\[
\mathbb{E}[(1 + \eta^{(a)})^2 1_{1 + \eta < qV_N}] = (1 + o(1)) \frac{\alpha}{\beta - \alpha} \left( q^{2-\alpha} - a^{2-\alpha} \right) V_N^{2-\alpha} \varphi(V_N). \tag{8.66}
\]

where the \( o(1) \) term is uniform in \( a \). Using the fact that \(|J| \leq 1/\delta\) for any \( J \in \Xi(\delta, N) \), we therefore get that for every \( N \geq 1 \)

\[
\left| \frac{\mathbb{E}[Y^{(a)}(I, J)]}{\mathbb{E}[Y(I, J)]} - 1 \right| \leq \left( \frac{\mathbb{E}[(1 + \eta^{(a)})^2 1_{1 + \eta < qV_N}]}{\mathbb{E}[(1 + \eta)^2 1_{1 + \eta < qV_N}]} \right)^{|J|} - 1 \leq C_{\delta,q} \, a^{2-\alpha}. \tag{8.68}
\]

Hence to prove (8.65), we only need to check that (changing both events by their complement has no effect)

\[
\limsup_{a \to 0} \sup_{N \geq 1} \sup_{J \leq \lfloor 1, N \rfloor} \left| \tilde{\mathbb{P}}_{I,J}^{(a)}(\overline{B}_{N,q}^c(I)) - \tilde{\mathbb{P}}_{I,J}^{(a)}(\overline{B}_{N,q}^c(I)) \right| = 0. \tag{8.68}
\]

Now recalling the definition (8.49) of \( \overline{B}_{N,q}^c \), we have that \( \overline{B}_{N,q}^c(I) \) does not occur if the product of the variables \( \eta \) for some subset \( K \subset [1, N] \) assumes a high value. We are going to split this event according to whether the points in \( K \) are well spaced or not. Given \( \delta' > 0 \) (which we are going to choose small and depending on \( \delta \)) we have

\[
\overline{B}_{N,q}^c(I) = C_{q,\delta'}^{(1)}(I) \cup C_{q,\delta'}^{(2)}(I), \tag{8.69}
\]

where

\[
C_{q,\delta'}^{(1)}(I) := \bigcup_{r=1,2} \left\{ \exists K \in \Xi(\delta', N), \prod_{i \in K \cap I} (1 + \eta_{i}) \prod_{i \in K \cap I^c} (1 + \eta_{i,r}) \geq (qV_N)^{|K|}(N-|K|\Pi_K)^\gamma \right\},
\]

\[
C_{q,\delta'}^{(2)}(I) := \bigcup_{r=1,2} \left\{ \exists K \notin \Xi(\delta', N), \prod_{i \in K \cap I} (1 + \eta_{i}) \prod_{i \in K \cap I^c} (1 + \eta_{i,r}) \geq (qV_N)^{|K|}(N-|K|\Pi_K)^\gamma \right\}.
\]

Hence we have

\[
\left| \tilde{\mathbb{P}}_{I,J}^{(a)}(\overline{B}_{N,q}^c(I)) - \tilde{\mathbb{P}}_{I,J}^{(a)}(\overline{B}_{N,q}^c(I)) \right| \leq \left| \tilde{\mathbb{P}}_{I,J}^{(a)}(C_{q,\delta'}^{(1)}(I)) - \tilde{\mathbb{P}}_{I,J}^{(a)}(C_{q,\delta'}^{(1)}(I)) \right|
\]

\[
+ \left| \tilde{\mathbb{P}}_{I,J}^{(a)}(C_{q,\delta'}^{(2)}(I)) \right| + \left| \tilde{\mathbb{P}}_{I,J}^{(a)}(C_{q,\delta'}^{(2)}(I)) \right|,
\]

and we need to show that all three terms are small. To estimate the probability of \( C_{q,\delta'}^{(2)}(I) \) under \( \tilde{\mathbb{P}}_{I,J}^{(a)} \) (and \( \tilde{\mathbb{P}}_{I,J}^{(a)} \)), we use a union bound and estimates which are similar to the ones
previously used in Lemma 8.7. The calculations are heavy and we postpone the details to the end of the section: the conclusion is summarized by the following lemma.

**Lemma 8.9.** For any $\zeta > 0$ and any fixed $\delta, q$, there exists $\delta' = \delta'(\delta, q, \zeta)$ such that for all $J \in \Xi(\delta, N)$ and $a \in [0, 1)$ we have

$$
\tilde{P}^{(a)}_{I,J}(C_{q,\delta'}^{(1)}(I)) \leq \zeta. 
$$

To conclude the proof of (8.68) (and thus of Lemma 8.8) we therefore need to show that for fixed $\zeta, \delta', \delta, q$, if $a$ is sufficiently small, i.e. if $a \leq a_0(\zeta, \delta', \delta, q)$, then we have for all $J \in \Xi(\delta, N)$

$$
\left| \tilde{P}^{(a)}_{I,J}(C_{q,\delta'}^{(1)}(I)) - \tilde{P}_{I,J}(C_{q,\delta'}^{(1)}(I)) \right| \leq \zeta. 
$$

To show this we are going to prove that:

(*) If $a$ is sufficiently small, then for all values of $N$, the event $C_{q,\delta'}^{(1)}(I)$ is measurable with respect to the $\sigma$-field

$$
\sigma\left((\eta_n^{(a)}, \eta_{n,1}^{(a)}, \eta_{n,2}^{(a)})_{n=1}^{N}\right).
$$

(**) The two distributions

$$
\tilde{P}^{(a)}_{I,J}\left((\eta_n^{(a)}, \eta_{n,1}^{(a)}, \eta_{n,2}^{(a)})_{n=1}^{N}\right) \quad \text{and} \quad \tilde{P}_{I,J}\left((\eta_n^{(a)}, \eta_{n,1}^{(a)}, \eta_{n,2}^{(a)})_{n=1}^{N}\right)
$$

are close in total variation.

(*). Note that we have, by definition of $\Xi(\delta', N)$ and $\Pi_{K}$

$$
\forall K \in \Xi(\delta', N), \quad \left(N^{-|K|}\Pi_{K}\right) \geq (\delta')^{|K|} \geq (\delta')^{1/\delta'}.
$$

Also, recalling the definition (8.59) of $Y^{(a)}(I, J)$, we notice that under both $\tilde{P}^{(a)}_{I,J}$ and $\tilde{P}_{I,J}$ all the environment variables $1 + \eta_i, 1 + \eta_{i,r}$ are capped by $q V_N$. Hence, in order to have

$$
\prod_{i \in K \cap I} (1 + \eta_i) \prod_{i \in K \cap I^c} (1 + \eta_{i,r}) \geq (q V_N)^{|K|}(N^{-|K|}\Pi_{K})^\gamma, \quad \text{for some } K \in \Xi(\delta', N),
$$

it is necessary that all of the variables $1 + \eta_i, 1 + \eta_{i,r}$ involved are larger than $q(\delta')^\gamma/\delta' V_N$ and thus part (*) of the statement holds for $a \leq (\delta')^\gamma/\delta'$.

(**). Let us prove the following lemma, corresponding to our claim (**).

**Lemma 8.10.** There exists a coupling $Q$ between $\tilde{P}_{I,J}$ and $\tilde{P}^{(a)}_{I,J}$ (the marginals of $Q$ are denoted $(\eta_n, \eta_{n,1}, \eta_{n,2})_{n=1}^{N}$, $(\hat{\eta}_n, \hat{\eta}_{n,1}, \hat{\eta}_{n,2})_{n=1}^{N}$) which is such that $Q$-a.s.

$$
\begin{cases}
\eta_n^{(a)} = \hat{\eta}_n^{(a)} & \text{for } r \in 1, 2, \forall n \in I^c, \\
\eta_n^{(a)} = \hat{\eta}_n^{(a)} & \text{for } n \in I \setminus J,
\end{cases}
$$

and

$$
Q(\exists n \in J, \eta_n \neq \hat{\eta}_n) \leq C |J|^a 2^{-\alpha}. 
$$

**Proof.** Recalling the definition (8.59) of $Y^{(a)}(I, J)$, we observe that both $\tilde{P}_{I,J}$ and $\tilde{P}^{(a)}_{I,J}$ are product measures. We then use three independent couplings for the marginals of both measures, i.e. we couple $\eta_n$ with $\hat{\eta}_n$, $\eta_{n,1}$ with $\hat{\eta}_{n,1}$ and $\eta_{n,2}$ with $\hat{\eta}_{n,2}$, independently. To obtain a coupling such that (8.72) holds, it is only sufficient to observe that the density of the distributions of $\eta_{n,r}$ and $\eta_{n,r}$ coincide on $[a V_N, \infty)$ for $r = 1, 2$ and $n \in I^c$, and similarly for $\eta_n$ and $\hat{\eta}_n$ for $n \in I \setminus J$. For (8.73), we only need to check that the total
variation between the two marginal distributions of \( \eta_n \) and \( \hat{\eta}_n \) is small (for \( n \in J \)): it is sufficient to prove that

\[
\mathbb{E} \left[ \frac{(1 + \eta)^2 \mathbf{1}_{\{1 + \eta < qV_N \}}}{(1 + \eta)^2 \mathbf{1}_{\{\eta < qV_N \}}} \right] \leq \mathbb{E} \left[ \frac{(1 + \eta^{(a)})^2 \mathbf{1}_{\{1 + \eta^{(a)} < qV_N \}}}{(1 + \eta^{(a)})^2 \mathbf{1}_{\{\eta^{(a)} < qV_N \}}} \right] \leq C_{q,a,\beta}a^{2-\alpha}. \tag{8.74}
\]

The above inequality can be checked using the the computation in (8.66).

We can now conclude the proof of (8.71). Using the coupling \( \mathcal{Q} \) of Lemma 8.10 and using that \( C_{q,\delta'}(I) \) is measurable with respect to \( (\eta^{(a)}, \eta_1^{(a)}, \eta_2^{(a)}) \) for \( a \leq (\delta')^{\gamma/\delta'} \), we therefore get for \( a \leq (\delta')^{\gamma/\delta'} \)

\[
\left| \tilde{\mathbb{P}}_{I,J}(C_{q,\delta}(I)) - \tilde{\mathbb{P}}_{I,J}(C_{q,\delta'}(I)) \right| \leq \mathbb{Q} \left( (\eta^{(a)}, \eta_1^{(a)}, \eta_2^{(a)}) \neq (\hat{\eta}^{(a)}, \hat{\eta}_1^{(a)}, \hat{\eta}_2^{(a)}) \right) \leq C|J|a^{2-\alpha},
\]

which can be made arbitrarily small by taking a small (recall that \( |J| \leq 1/\delta \) for \( J \in \Xi(\delta, n) \)). Hence, we have established (8.71) and we are only left with proving Lemma 8.9.

**Proof of Lemma 8.9.** First of all, notice that instead of considering the event \( C_{q,\delta}(I) \), we may by symmetry consider only the event corresponding to \( r = 1 \). To simplify notation, we may also consider only one sequence \( (\eta_n)_{n=1}^\infty \). We let \( \tilde{\mathbb{P}}_{I,J}^{(a)} \) denote the corresponding reduced version of \( \tilde{\mathbb{P}}_{I,J}^{(a)} \), defined by

\[
\frac{d\tilde{\mathbb{P}}_{I,J}^{(a)}}{d\mathbb{P}} := \frac{\hat{Y}^{(a)}(I,J)}{\mathbb{E}[\hat{Y}^{(a)}(I,J)]},
\]

where \( \hat{Y}^{(a)}(I,J) \) is the reduced version of \( Y^{(a)}(I,J) \), i.e.

\[
\hat{Y}^{(a)}(I,J) := \prod_{n \in I} (1 + \beta_N \eta_n^{(a)}) \prod_{n \in J} (1 + 2\beta_N (1 - \beta_N) \eta_n^{(a)} - \beta_N^2) \prod_{n \in J} (1 + \eta_n^{(a)})^2 
\times \mathbf{1}_{\{\eta_n^{(a)} \leq 1 + \eta_n qV_N \}}.
\]

Recalling the definition of the event \( C_{q,\delta}(I) \), we also define its reduced version

\[
D_{q,\delta'} := \left\{ \exists K \notin \Xi(\delta', N), \prod_{n \in K} (1 + \eta_n) \geq (qV_N)^{|K|}(N^{-|K|}\Pi_K)^{\gamma} \right\}. \tag{8.75}
\]

We therefore need to prove that if \( \delta' \) is fixed sufficiently small (depending on \( \delta, q \) and \( \zeta \) but not on \( a \)), we have \( \tilde{\mathbb{P}}_{I,J}^{(a)}(D_{q,\delta'}) \leq \zeta/2 \) for any \( J \in \Xi(\delta, N) \) and \( I \supset J \) (uniformly in \( N \)).

Here, one difficulty is that the set \( K \) in the event \( D_{q,\delta'} \) may have non-empty intersection with \( J \) and \( J^c \), on which the densities of \( \eta_n \) are very different. We are hence going to simplify once more the problem, to reduce the event \( D_{q,\delta'} \) to sets \( K \subset J^c \). Since \( D_{q,\delta'} \) is an increasing event, it is sufficient to bound the probability of \( D_{q,\delta'} \) for a probability that stochastically dominates \( \tilde{\mathbb{P}}_{I,J}^{(a)} \). For instance we can consider a (product) measure \( \hat{\mathbb{P}}_{J}^{(a)} \) under which \( 1 + \eta_n^{(a)} = qV_N \) for \( n \in J \) and for which all the other coordinates have density \( 1 + 2\beta_N \eta_n^{(a)} \) (instead of \( 1 + \beta_N \eta_n^{(a)} \) or \( 1 + 2\beta_N (1 - \beta_N) \eta_n^{(a)} - \beta_N^2 \)). The stochastic domination follows from the fact that the functions

\[
\eta \mapsto \frac{1 + 2\beta_N \eta^{(a)}}{1 + \beta_N \eta^{(a)}} \quad \text{and} \quad \eta \mapsto \frac{1 + 2\beta_N \eta^{(a)}}{1 - \beta_N^2 + 2\beta_N (1 - \beta_N) \eta^{(a)}}
\]
are non-decreasing and \( (8.9) \). Then we can observe repeating the computation \( (8.10) \) that \( \bar{\pi}_J^{(a)} \) is stochastically dominated by \( \bar{\pi}_J^{(0)} = \bar{\pi}_J \).

Under \( \bar{\pi}_J \), since 1 + \( \eta_n = qV_N \) for \( n \in J \), the description of the event \( D_{q,\varsigma'} \) may be simplified. In fact, we can observe that if \( K \notin \Xi(\varsigma', N) \) satisfies the condition in \( D_{q,\varsigma'} \) then \( K \cup J \) also does. Indeed, setting \( K' = J \setminus K \) we have

\[
\prod_{i \in K \cup J} (1 + \eta_i) = \prod_{i \in K} (1 + \eta_i) (qV_N)^{|K'|} \geq (qV_N)^{-|K\cup J|} (N^{-|K|} \Pi_K)^\gamma
\]

\[
\geq (qV_N)^{-|K\cup J|} (N^{-|K\cup J|} \Pi_{K\cup J})^\gamma, \tag{8.76}
\]

the last inequality follows from the fact that \( (N^{-|K|} \Pi_K) \) decreases when points are added. We have thus \( \bar{\pi}_J(D_{q,\varsigma'}) = \bar{\pi}_J(\tilde{D}_{q,\varsigma'}(J)) \), where we define

\[
\tilde{D}_{q,\varsigma'}(J) := \left\{ \exists K \subset J^c, K \cup J \notin \Xi(\varsigma', N), \prod_{i \in K} (1 + \eta_i) \geq (qV_N)^{|K|} (N^{-|K\cup J|} \Pi_{K\cup J})^\gamma \right\}.
\]

Noticing now that \( \tilde{D}_{q,\varsigma'}(J) \) does not depend on \( \eta_n \) for \( n \in J \), we may change the distribution of \( \eta_n \) for \( n \in J \). In other words, we have \( \bar{\pi}_J(\tilde{D}_{q,\varsigma'}(J)) = \bar{\pi}_N(\tilde{D}_{q,\varsigma'}(J)) \) where \( \bar{\pi}_N \) is the measure defined by

\[
\frac{d\bar{\pi}_N}{d\bar{\pi}} := \frac{1}{\mathbb{E}[(1 + 2\beta N\eta)1_{\{1 + \eta < qV_N\}}]} \prod_{n=1}^N (1 + 2\beta N\eta_n) \mathbb{1}_{\{\eta_n \in [1, N]|, 1 + \eta_n < qV_N\}}. \tag{8.77}
\]

For this, we will use some of the computations made in the proof of Lemma \( 8.1 \). Then, recalling Claim \( 1 \) (in particular \( (8.15) \)), we can add the condition that for all \( n \in K \) one has \( 1 + \eta_n^{(a)} \geq N^{-\gamma} V_N \), without modifying the event \( \tilde{D}_{q,\varsigma'}(J) \). Hence using a union bound like in \( (8.17) \) we simply need to show that when \( \varsigma' \) is small the following sum is small

\[
e^{-2\beta N \eta} 1_{\{-1\}} \sum_{K \subset J^c, K \cup J \notin \Xi(\varsigma', N)} \bar{\pi}_N(\prod_{i \in K} (1 + \eta_i) 1_{\{1 + \eta_i \geq N^{-\gamma} V_N\}} \geq (qV_N)^{|K|} (N^{-|K\cup J|} \Pi_{K\cup J})^\gamma)
\]

uniformly in \( N \) and \( J \in \Xi(\delta, N) \). We can use Lemma \( 8.4 \) with \( \tilde{\bar{\pi}}_N \) instead of \( \bar{\pi}_N \) to bound the above sum. We can easily reduce to \( (8.20) \), replacing the factor 2 in the upper bound by some larger constant —there is a factor 2 in front of \( \beta N \) in the l.h.s., using also that \( \mathbb{E}[(1 + 2\beta N\eta)1_{\{1 + \eta < qV_N\}}] \) is bounded below by a positive constant. We stress that the rest of the proof of Lemma \( 8.4 \) is also valid when \( \alpha = 1 \), since we only need that \( \alpha + \frac{\varsigma}{2} > 1 \) in \( (8.22) \). Therefore, applying the conclusion of Lemma \( 8.4 \) with \( t = (N^{-|K\cup J|} \Pi_{K\cup J})^\gamma \) we obtain for any arbitrary \( \varepsilon > 0 \)

\[
\bar{\pi}_N(\tilde{D}_{q,\varsigma'}(J)) \leq \sum_{K \subset J^c, K \cup J \notin \Xi(\varsigma', N)} C^{\gamma(1-\alpha-\varepsilon)} N^{-K} (N^{-|K\cup J|} \Pi_{K\cup J})^{\gamma(1-\alpha-\varepsilon)}. \tag{8.78}
\]

We assume for the rest of the proof that \( \theta := \gamma(\alpha - 1 + \varepsilon) \in (0, 1) \). Let \( s_1 < \cdots < s_m \) denote the position of the points of \( J \) divided by \( N \) (we work with fixed values of \( (s_i)^N \)); recall that by assumption we have \( J \in \Xi(\delta, N) \) so that \( s_i - s_{i-1} \geq \delta \). By a sum/integral comparison, we therefore get that

\[
\bar{\pi}_N(\tilde{D}_{q,\varsigma'}(J)) \leq \sum_{k=1}^\infty (C')^{k} \int_{\Delta_k(s, \delta')} \pi_\theta(t)^{-\theta} dt_1 \cdots dt_k, \tag{8.79}
\]
where the set $\Delta_k(s, \delta')$ is defined by (we set $s_0 = 0$ and $s_{m+1} = 1$ by convention)

$$\Delta_k(s, \delta') := \bigg\{ 0 < t_1 < \ldots < t_k < 1 : \min_{i \in [1, k-1]} (t_{i+1} - t_i) \wedge \min_{j \in [0, m+1]} |t_i - s_j| \leq \delta' \bigg\},$$

and the function $\pi_s(t)$ is defined by

$$\pi_s(t) := \prod_{i=0}^{k+m} (u_{i+1} - u_i),$$

where the $(u_i)_{i=1}^{k+m}$ are the ordered elements of $(t_i)_{i=1}^k \cup \{s_j\}_{j=1}^m$, $u_0 = 0$, $u_{k+m+1} = 1$. Note that we have added a last factor in the product $\pi_s(t)$ compared to $\Pi_k \cup J$, but it is smaller than one and the exponent is $-q < 0$. Now we have to bound (8.79) uniformly over all sets $s$ that are $\delta$-spaced, which still requires some work. Let us define, for $j \in [0, m]$, the following subset of $\Delta_k(s, \delta')$:

$$\Delta^j_k(s, \delta') = \{ 0 < t_1 < \ldots < t_k < 1 : \exists i \in [1, k],
\text{ } s_j \leq t_i < s_{j+1}, \text{ and } \min(t_i - s_j, t_i - t_{i-1}, s_{j+1} - t_i) \leq \delta' \bigg\}, \quad (8.80)$$

with by convention $s_{m+1} = 1, s_0 = t_0 = 0$. From (8.79), and using that $\Delta_k(s, \delta') = \bigcup_{j=0}^m \Delta^j_k(s, \delta')$, we therefore get that

$$\hat{P}_N(D_{q, \delta'}(J)) \leq \sum_{j=0}^m \sum_{k=1}^\infty (C_\beta^{q, \delta})^k \int_{\Delta^j_k(s, \delta')} \pi(t, s)^{-q} \, dt_1 \ldots dt_k,\quad (8.81)$$

and we control each integral in the last sum. Decomposing over the number $\ell_i$ of points $t_r$ falling in $(s_i, s_{i+1})$ (which may be equal to 0 except for $i = j$), we have after scaling on each interval $(s_i, s_{i+1})$

$$\int_{\Delta^j_k(s, \delta')} \pi(t, s)^{-q} \, dt_1 \ldots dt_k$$

$$= \sum_{\ell_0, \ldots, \ell_m, \ell_j \geq 1 \atop \ell_0 + \ldots + \ell_m = k} \prod_{i \in [0, m] \setminus \{j\}} (s_{i+1} - s_i)^{(1-q)\ell_i - q} \frac{\Gamma(1-q)\ell_{i+1}}{\Gamma((\ell_i + 1)(1-q))} \times (s_{j+1} - s_j)^{(1-q)\ell_j - q} \prod_{r=0}^{\ell_j} (t_{r+1} - t_r)^{-q} \, dt_1 \ldots dt_k.$$

In the last integral, we can use that $s_{j+1} - s_j \geq \delta$. By symmetry, we can assume that the minimum $\min_0 \leq r \leq \ell_j(t_{r+1} - t_r)$ is attained for $r = 1$, losing a factor $\ell_j$. This allows to bound the integral in the last line by

$$\ell_j \int_{0 < t_1 < \ldots < t_{\ell_j} < 1} \prod_{r=0}^{\ell_j} (t_{r+1} - t_r)^{-q} 1_{\{t_1 \leq \delta/\beta\}} \, dt_1 \ldots dt_k$$

$$= \ell_j \frac{\Gamma(1-q)\ell_{j}}{\Gamma(\ell_j(1-q))} \int_0^{\delta/\beta} t_1^{-q} (1-t_1)^{(1-q)(\ell_j-1)-q} \, dt_1. \quad (8.82)$$
All together, bounding all the other \((s_{i+1}-s_i)\) by either 1 or \(\delta\) and using that \(\ell_j \geq 1\), we get that
\[
\int_{\Delta_+(s,\delta')} \pi(t, s)^{1-\theta} dt_1 \ldots dt_k \leq \sum_{\ell_0,\ldots,\ell_m, \ell_j \geq 1 \atop \ell_1+\ldots+\ell_m = k} \left( \prod_{i \in [0,m]} \frac{\delta^{-\theta} \Gamma(1-\theta) \ell_i}{\Gamma((\ell_i + 1)(1-\theta))} \right) \times \delta^{-\theta} \ell_j \Gamma(1-\theta) \delta' \Gamma(\ell_j(1-\theta)) \frac{(1-\delta'/\delta)^{1-\theta}}{(1-\theta)^{1-\theta}}.
\]

Note that by symmetry the upper bound does not depend on \(j\). Going back to (8.81), summing of all values for \(j\) and \(k\) and factorizing the sum we get that
\[
\hat{P}_N(\hat{D}_{\delta',\delta}(J)) \leq (m+1) \left( \sum_{\ell=0}^\infty (C'_{\beta,q,\varepsilon})^{\ell} \frac{\delta^{-\theta} \Gamma(1-\theta)^{\ell}}{\Gamma((\ell + 1)(1-\theta) + 1)} \right)^{m-1} \times \frac{(1-\delta'/\delta)^{-\theta}}{(1-\theta)^{-\theta}} \left( \sum_{\ell=1}^\infty (C'_{\beta,q,\varepsilon})^{\ell} \frac{\Gamma(1-\theta)^{\ell}}{\Gamma(\ell(1-\theta))} \right).
\]

All the sums are finite, and using that \(m = |J| \leq 1/\delta\) (recall that \(J \in \Xi(\delta, N)\)), we can therefore choose \(\delta'\) small enough (how small depends only on \(\delta\)) so that \(\hat{P}_N(\hat{D}_{\delta',\delta}(J)) \leq \zeta/2\).

### 8.5. Adapting the proof to the case of general bounded \(f\)

Let us focus on the proof developed for \(d \geq 2\), since it also works in dimension 1. For simplicity of notation, we assume here that \(\alpha \in (1, \alpha_c)\) but the case \(\alpha = 1\) is exactly the same. We define
\[
W_{N,q}^{a,q}(f) := \mathbb{E} \left[ f(S^{(N)}) \prod_{n=1}^N \left( 1 + \beta_N \eta^{(a)}_{n,S_n} \right) 1_{B_{N,q}(S)} \right].
\]

Similarly to Lemma 8.1 and Proposition 8.3, we need to prove
\[
\lim_{q \to \infty} \sup_{a \in [0,1]} \sup_{N \geq 1} \mathbb{E} \left[ (W_{N,q}^{a,q}(f) - Z_N^a(f))^2 \right] = 0.
\]

For the first line, recalling (8.7), we have
\[
\mathbb{E} \left[ (W_{N,q}^{a,q}(f) - W_{N}^{a,q}(f))^2 \right] \leq \mathbb{E} \left[ (f(S^{(N)}) \prod_{S} [B_{N,q}^c(S)]) \right] \leq \|f\|_2 \mathbb{E} \left[ \prod_{S} [B_{N,q}^c(S)] \right],
\]

and we can conclude using the proof of Lemma 8.1 (recall we proved (8.8)). Now for the second line of (8.84), we need to prove the analog of (8.47). As in the case \(f \equiv 1\) we focus on
\[
\lim_{a \to 0} \sup_{N \geq 1} \mathbb{E} \left[ (W_{N,q}^{a,q}(f))^2 - W_{N}^{a,q}(f))^2 \right] = 0.
\]

We can follow the computation of Section 8.4.2. We can rewrite the above quantity as in (8.48) but replacing \(p_1\) by
\[
p_1(f) := \mathbb{E} \left[ f(S^{(N,1)}) f(S^{(N,2)}) 1_{I_N(S^{(1)},S^{(2)})=1} \right]
\]

where, with some abuse of notation \(S^{(N,1)}\) and \(S^{(N,2)}\) denote the rescaled version of the two independent random walks \(S^{(1)}\) and \(S^{(2)}\). One can then proceed with the proof exactly
as above, observing that since \( p_I(f) \leq \|f\|^2_{\mathcal{A}} p_I \), Lemma 8.7 and Lemma 8.8 remain valid when \( p_I \) is replaced by \( p_I(f) \).

**Appendix A. Stochastic comparison: expectation vs. integrals**

We introduce here a technical result which allows to replace some expectations with respect to a random variable whose law \( \mu \) satisfies \( \mu([u, +\infty)) = \varphi(u)u^{-\alpha} \) by integrals with respect to the measure with density \( \alpha u^{-(1+\alpha)} \varphi(u)du \) (which is not necessarily a probability).

**Proposition A.1.** Let \( \mu \) be a probability measure on \( \mathbb{R}_+ \) that satisfies \( \mu([t, +\infty)) = \varphi(t)t^{-\alpha} \) for some slowly varying \( \varphi \). There exist constants \( C \) and \( B_0 \) (depending on \( \varphi \) and \( \alpha \)) such that for all \( k \in \mathbb{N} \) and for all non-decreasing function \( f : \mathbb{R}_+^k \to \mathbb{R}_+ \) with \( f(0) = 0 \), and all \( B \geq B_0 \), we have

\[
\int_{[0,B]^k} f(u_1, \ldots, u_k) \prod_{i=1}^{k} \mu(du_i) \leq C^k \int_{[0,2B]^k} f(u_1, \ldots, u_k) \prod_{i=1}^{k} u_i^{-(1+\alpha)} \varphi(u_i)du_i.
\]

**Proof.** The first remark is that we need to show the result only in the case \( k = 1 \). Integrating successively the functions \( u_i \mapsto f(u_1, \ldots, u_k) \) then yields the result. Also, it is sufficient to check the result for a function \( f \) that is differentiable and bounded (the other cases can be obtained by monotone convergence). We set \( \overline{f}(u) = \mu([u, \infty)) \). Using an integration by part, and applying these inequalities (recall that \( f'(u) \geq 0 \)) we get

\[
\int_{[0,B]} f(u) \mu(du) = \int_{[0,B]} f'(u) \overline{f}(u)du - f(B) \overline{f}(B)
\]

(A.1)

Now we set

\[
\overline{\varphi}(u) := u^{\alpha} \int_u^\infty \alpha v^{-(1+\alpha)} \varphi(v)dv.
\]

Since \( \overline{\varphi} \) is asymptotically equivalent to \( \varphi \) at \( \infty \), and to \( \alpha u^{\alpha} \log u \) at 0, we have \( \varphi \leq C\overline{\varphi} \).

\[
\int_{[0,B]} f'(u) \overline{f}(u)du \leq C \int_{[0,B]} f'(u)u^{-\alpha} \overline{\varphi}(u)du = C\alpha \left( \int_{[0,B]} f(u)u^{-(1-\alpha)} \varphi(u)du + f(B)B^{-\alpha} \overline{\varphi}(B) \right). \]

(A.2)

where we used another integration by part for the last identity. Hence we obtain that

\[
\int_{[0,B]} f(u) \mu(du) \leq C\alpha \int_{[0,B]} f(u)u^{-(1-\alpha)} \varphi(u)du + (C\alpha - 1)f(B)B^{-\alpha} \overline{\varphi}(B).
\]

(A.3)

Now, to conclude with use that \( f \) is non-decreasing and that \( \overline{\varphi} \) and \( \varphi \) are asymptotically equivalent to obtain that for \( B \) sufficiently large

\[
f(B)B^{-\alpha} \overline{\varphi}(B) \leq C' \int_{[B,2B]} f(u)u^{-(1+\alpha)} \varphi(u)du,
\]

so that the second term in (A.3) can be absorbed into the first one. \( \square \)
Proposition A.2. Let $\mu$ be a probability measure on $\mathbb{R}_+$ such that $\mu([t, \infty)) \leq t^{-\alpha} \varphi(t)$ for all $t \geq 0$, for some constant $C$, with $\alpha \in [1, 2)$. Then for all $k \in \mathbb{N}$ and for all non-increasing function $f : \mathbb{R}_+^k \to \mathbb{R}_+$ with bounded support, we have
\[
\int_{\mathbb{R}_+^k} f(u_1, \ldots, u_k) \prod_{i=1}^k u_i^2 \mu(du_i) \leq C^k \int_{\mathbb{R}_+^k} f(u_1, \ldots, u_k) \prod_{i=1}^k u_i^{1-\alpha} \varphi(u_i) du.
\] (A.4)

Proof. As for Proposition A.1, we only need to prove the result in the case $k = 1$, for a differentiable function $f$. Let $T$ be such that the support of $f$ is included in $[0, T)$ and that of $f'$ is included in $(0, T)$. We define $\tilde{\varphi}$ by
\[
\tilde{\varphi}(u) = (2 - \alpha)u^{\alpha-2} \int_0^t \varphi(u)u^{1-\alpha} du.
\] (A.5)

We also let $\tilde{\mu}$ denote the measure on $[0, T]$ defined by $\tilde{\mu}(dt) = t^2 \mu(dt)$. By an integration by parts, we get that our assumption implies that for $t$ sufficiently large
\[
\tilde{\mu}([0, t]) = \int_0^t s^2 \mu(ds) = -t^{2-\alpha} \varphi(t) + \int_0^t 2s^{1-\alpha} \varphi(s) ds \leq \frac{2\alpha}{2-\alpha} t^{2-\alpha} \tilde{\varphi}(t).
\]

Note that the inequality is also valid for small $t$ (using $u^{-\alpha} \varphi(u) \leq 1$ which implies that $\tilde{\varphi}(t) \leq C t^\alpha$) with some different constant. Therefore, thanks to an integration by parts (using that $f(T) = 0$), we get that
\[
\int_{[0,T]} f(u)u^2 \mu(du) = -\int_{[0,T]} f'(u) \tilde{\mu}([0, u]) du \leq C \int_{[0,T]} (-f'(u))u^{2-\alpha} \tilde{\varphi}(u) du,
\]
where we have used that $-f'(u) \geq 0$ so the inequality goes in the right direction. We conclude the proof by another integration by parts. \qed

APPENDIX B. Tightness for $\xi_N$

First of all, let us recall the definition of the functional space $H^s_{\text{loc}}(\mathbb{R}^{d+1})$. Given $s \in \mathbb{R}$, let $H^s(\mathbb{R}^{d+1})$ be the space defined as the topological closure of the space of smooth and compactly supported function, with respect to the norm
\[
\|f\|_{H^s} = \left( \int_{\mathbb{R}^{d+1}} (1 + |z|^2)^s |\hat{f}(z)|^2 dz \right)^{1/2},
\]
where $\hat{f}(z) = \int_{\mathbb{R}^{d+1}} f(x)e^{-ix \cdot z} dx$ is the Fourier transform of $f$. The associated local Sobolev space is given by
\[
H^s_{\text{loc}}(\mathbb{R}^{d+1}) := \{ f : f \psi \in H^s \text{ for every compactly supported } \psi \in C^\infty \}
\]
with the topology induced by the family of semi-norms $\|f\psi\|_{H^s}$.

Proof of Lemma 3.7. First of all, let us notice that with
\[
\xi_{N,\eta} - \xi_{N,\eta}^{(b)} := \frac{1}{N} \sum_{(n,x) \in \mathbb{Z}^d} \eta_{n,x}^{(b)} \delta_{\left( \frac{n}{N}, \frac{x}{\sqrt{N} \eta} \right)},
\] (B.1)
where
\[
\eta_{n,x}^{(b)} := (\eta_{n,x} - \mathbb{E}[\eta | \eta < bV_N]) 1_{\{\eta_{n,x} < bV_N\}}.
\] (B.2)
Notice that $E[\xi_{N,\eta}^{(b)}] = 0$ and $V_N^{-2}E[|\xi_{N,\eta}^{(b)}|^2] \leq Cb^{2-\alpha}N^{-(d+1)/4}$ for $N \geq N_0(b)$ sufficiently large thanks to (4.3). Hence we have
\[
E \left[ (\xi_{N,\eta} - \xi_{N,\eta',\psi})^2 \right] \leq Cb^{2-\alpha}N^{-(d+1)/4} \sum_{(n,x) \in \mathbb{H}^d} \psi \left( \frac{n}{N}, \frac{x}{\sqrt{N/d}} \right)^2.
\] (B.3)

Since the Riemann sum in the r.h.s. converges, this is sufficient to conclude the proof. \(\square\)

**Proof of Proposition 3.2.** We have to show that for every smooth $\psi$ with compact support, the sequence $\xi_{N,\eta}^{\eta,\psi} := \psi \times \xi_{N,\eta}^\xi$ is tight in $H^s(\mathbb{R}^{d+1})$. This corresponds to showing that $\hat{\xi}_{N,\eta}^{\eta,\psi}$ is tight in $L^2(\mu^s)$ for $\mu^s = (1 + |z|^2)^{-s}dz$.

We are going to show that with large probability $\hat{\xi}_{N,\eta}^{\eta,\psi} \in K_R$ where $K_R$ is defined (for a fixed $s' > s$)
\[
K_R := \left\{ f : \int |f(z)|^2 (1 + |z|^2)^{-s'} \, dz \leq R \right. \\
\left. \quad \text{and } \forall a \in \mathbb{R}^{d+1}, \int |f(z + a) - f(z)|^2 (1 + |z|^2)^{-s} \, dz \leq R|a| \right\}. \tag{B.4}
\]

Since $K_R$ is compact (by Frechet-Kolmogorov criterion) this is sufficient to conclude that the distribution of $\hat{\xi}_{N,\eta}^{\eta,\psi}$ is tight.

To see that $\hat{\xi}_{N,\eta}^{\eta,\psi} \in K_R$ with large probability, we first observe that $\hat{\xi}_{N,\eta}^{\eta,\psi}$ coincides with large probability with $\hat{\xi}_{N,\eta}^{\eta,\psi,0,b}$ (constructed from the environment $\eta^{0,b}$, recall (3.8)). Then we have by a computation similar to (B.3), for all $N$ sufficiently large
\[
E \left[ |\hat{\xi}_{N,\eta}^{\eta,\psi,0,b}(z)|^2 \right] \leq C_b \left( \int |\psi|^2 \right)^2 \tag{B.5}
\]
so that
\[
\mathbb{P} \left[ \int |\hat{\xi}_{N,\eta}^{\eta,\psi,0,b}(z)|^2 (1 + |z|^2)^{-s'} \, ds' \geq R \right] \leq \frac{1}{R} C_{b,\psi}. \tag{B.6}
\]

For the second point we observe that
\[
E \left[ |\hat{\xi}_{N,\eta}^{\eta,\psi,0,b}(z + a) - \hat{\xi}_{N,\eta}^{\eta,\psi,0,b}(a)|^2 \right] \leq C_{b,\psi}' |a|^2 \int |x|^2 |\psi(x)|^2 \, dx. \tag{B.7}
\]
(Note that $\hat{\xi}_{N,\eta}^{\eta,\psi,0,b}(z + a) - \hat{\xi}_{N,\eta}^{\eta,\psi,0,b}(a)$ is the Fourier transform of $(e^{ia \cdot} - 1)\psi \times \xi_{N,\eta}^{\eta,\psi,0,b}$, so we are simply bounding the first factor by $|a||x|$.) We therefore have that
\[
\mathbb{P} \left( \int |\xi_{N,\eta}^{\eta,\psi,0,b}(z + a) - \hat{\xi}_{N,\eta}^{\eta,\psi,0,b}(a)|^2 (1 + |z|^2)^{-s} \, ds \geq |a| \right) \leq C_{b,\psi}' |a|. \tag{B.8}
\]
Hence, using a union bound, we obtain that
\[
\mathbb{P} \left( \exists k \geq k_0, \exists i \in [1,d] \int |\xi_{N,\eta}^{\eta,\psi,0,b}(z + 2^{-k} e_i) - \hat{\xi}_{N,\eta}^{\eta,\psi,0,b}(a)|^2 (1 + |z|^2)^{-s} \, ds \geq 2^{-k} \right) \leq \varepsilon(k_0),
\]
with $\lim_{k_0 \to \infty} \varepsilon(k_0) = 0$. This is sufficient to conclude that $\hat{\xi}_{N,\eta}^{\eta,\psi,0,b} \in K_R$ with probability close to one, and thus so is $\hat{\xi}_{N,\eta}^{\eta,\psi}$. \(\square\)
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