Using the redshift evolution of the Lyman-\(\alpha\) effective opacity as a probe of dark matter models
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Abstract. Lyman-\(\alpha\) forest data are known to be a good probe of the small scale matter power. In this paper, we explore the redshift evolution of the observable effective optical depth \(\tau_{\text{eff}}(z)\) from the Lyman-\(\alpha\) data as a discriminator between dark matter models that differ from the \(\Lambda\)CDM model on small scales. We consider the thermal warm dark matter (WDM) and the ultra-light axion (ULA) models for the following set of parameters: the mass of ULA, \(m_a \simeq 10^{-24} – 5 \times 10^{-22}\) eV and WDM mass, \(m_{\text{wdm}} = 0.1 – 4.6\) keV. We simulate the line-of-sight HI density and velocity fields using semi-analytic methods. The simulated effective optical depth for the alternative dark matter models diverges from the \(\Lambda\)CDM model for \(z \gtrsim 3\), which provides a meaningful probe of the matter power at small scales. Using likelihood analysis, we compare the simulated data with the high-resolution Lyman-\(\alpha\) forest data in the redshift range \(2 < z < 4.2\). The analysis yields the following 1\(\sigma\) bounds on dark matter masses: \(m_{\text{wdm}} > 0.7\) keV and \(m_a > 2 \times 10^{-23}\) eV. To further test the efficacy of our proposed method, we simulate synthetic data sets compatible with the \(\Lambda\)CDM model in the redshift range \(2 \leq z \leq 6.5\) and compare with theory. The 1\(\sigma\) bounds obtained are significantly tighter: \(m_{\text{wdm}} > 1.5\) keV and \(m_a > 7 \times 10^{-23}\) eV. Although our method provides an alternative way of constraining dark matter models, we note that these bounds are weaker than those obtained by high-resolution hydrodynamical simulations.
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1 Introduction

The standard cosmological model has proved to be spectacularly successful during the past three decades. Among other probes, the measurement of CMB temperature and polarization anisotropies, galaxy clustering as revealed by large surveys, and the detection of high-redshift supernova 1a have been key to this success [1–7]. An important ingredient of the concordance ΛCDM model is the cold dark matter. However, even after extensive laboratory and astronomical searches, the nature of dark matter is yet to be directly determined. Its properties are indirectly inferred based on many observations covering a wide range of length scales and epochs of the universe (e.g. [2–4, 8]).

In the ΛCDM model, the cold dark matter particle corresponds to the Weakly Interacting Massive Particle (WIMP), which in turn is inspired by the well-known WIMP miracle [9]. The supersymmetric extension of the standard model of particle physics is consistent with a particle with self-annihilation cross-section \( \langle \sigma v \rangle \sim 3 \times 10^{-26} \text{cm}^3\text{s}^{-1} \) and mass in the range 100–1000 GeV. This theory correctly predicts the dark matter abundance inferred by the cosmological observations. This coincidence has spurred many direct [10–13], indirect [14–16] and collider [17, 18] searches of the WIMP worldwide. However, none of these experiments have yet succeeded in providing consistent information about the particle nature of the dark matter.

While CMB and galaxy clustering observations show that the CDM is a good candidate of dark matter for scales \( k < 0.1 \text{Mpc}^{-1} \), there exist long-standing astrophysical issue with the model at smaller scales. N-body simulations based on the CDM model predict an order of magnitude larger number of satellite galaxy of the Milky way as compared to the observations [19–22]. CDM N-body simulations predict a cuspy profile at the center of galaxies but the observed profile is flat [23, 24]. Another issue to emerge from the comparison of N-body simulation with observations is the “too big to fail” problem [25, 26]. All these issues provide a motivation to go beyond the standard CDM paradigm and to consider alternatives, which differ from the CDM on galactic scales but reproduce its success on the cosmological scales.
The Lyman-α forest are the observed absorption features along the directions of QSOs owing to the fluctuations in the neutral hydrogen (HI) density of the predominantly ionized diffuse IGM in the post-reionization era \((z \leq 6)\). Hydrodynamical simulations have shown these fluctuations correspond to mildly non-linear density contrast \((\delta < 10)\) of the underlying density field (e.g. [27–31] and references therein). As this allows one to probe the fluctuations of the density field at scales comparable to the Jeans’ scale of the IGM \((k \approx 5–7\text{Mpc}^{-1})\) in the redshift range \(2 < z < 5\), the Lyman-α forest provide a suitable setting for the measurement of the matter power spectrum for a vast range of scales including small scales not accessible to other probes such as the galaxy surveys [27–31]. These data have found widespread applications in cosmology, e.g. the measurement of bispectrum [32, 33], the estimation of the cosmological parameters [34–36], obtaining constraints on the neutrino mass [37, 38], dark energy [39], and the detection of the baryon Acoustic Oscillations (BAO) [40–42].

In this paper we propose a novel method to investigate alternative dark matter models using Lyman-α forest data. These data allow us to measure the flux decrement as a function of redshift, which can be quantified in terms of the Lyman-α effective optical depth \(\tau_{\text{eff}}(z)\). The observational data have determined \(\tau_{\text{eff}}\) over the redshift range \(2 \leq z \leq 5\) for a range of spectral resolutions [43–46]. For comparison with the data, we simulate the one-dimensional HI density and velocity fields using semi-analytic methods (e.g. [47]) to compute the effective optical depth in the redshift range of interest. The redshift evolution of the theoretically estimated effective optical depth is compared with the Lyman-α data. We explore whether this method can be used to discriminate between dark matter models with different small-scale matter power (e.g. [48]). We also compare theoretical predictions with simulated data.

We study two alternative dark matter models for comparison with the Lyman-α data. One of these models is the warm dark matter (WDM) model, which has been extensively studied for cosmological applications [49–53]. In the model we consider, the dark matter particle is coupled to the thermal bath in the early universe and its mass lies in the range from a few hundred eVs to 10keV. Thermally-produced gravitinos and the sterile neutrino are the few possible candidates for the WDM particles [54, 55]. The ultra-light axions (ULA) arise naturally within the framework of axiverse [56]. The ULA have masses in the range \(10^{-33} < m_a < 10^{-20}\text{eV}\) and behave like a coherent scalar field. For both the WDM and the ULA models, the matter power is suppressed at small scales and these models have been studied for various astrophysical and cosmological applications ([53, 57–76]). These models have also been studied using Lyman-α forest data for constraining small-scale power ([62, 63, 77–79]). We also discuss how our results compare with these findings.

In the following section, we briefly discuss the two alternative dark matter models we study. In section 3, the semi-analytic simulations are described in detail. In section 4 we discuss the observables and the data. In section 5, we present our main results. In section 6, we summarize the main findings and conclude.

Throughout this paper, we use the following cosmological parameters: \(\Omega_c0 = 0.2285, \Omega_b0 = 0.046, \Omega_\nu0 = 0.0013, \Omega_k0 = 0, \Omega_\Lambda0 = 0.7242\) and \(h = 0.7\) [3].

## 2 Alternative dark matter models: warm dark matter and ultra-light axions

In this section, we briefly discuss the two alternative dark matter models we consider in our study. They are both motivated by the observational evidence that while the usual \(\Lambda\)CDM model is in excellent agreement with CMB and galaxy clustering at \(k \lesssim 0.2\text{Mpc}^{-1}\), it
overpredicts the matter power at smaller scales. Both the warm dark matter (WDM) the ultra-light axion (ULA) models yield diminished matter power at small scales.

In the WDM scenario we consider, the dark matter particles are lighter than the cold dark matter particles and are coupled to the thermal bath at early times. When the temperature of the universe is much larger than the mass of the dark matter particle, \( T \gg m_{\text{wdm}} \), the particles are relativistic and free-stream, which causes suppression of the matter power at scale smaller than horizon size corresponding to the time at which \( T \approx m_{\text{wdm}} \) (e.g. \[80–83\]). At later times, the dark matter particles become non-relativistic and their velocity dispersion falls as \( 1/a \), which causes them to behave as the CDM particles at late times. The free-streaming length scale \( k_{fs} \) is given by \[84, 85\]:

\[
k_{fs} \approx \left( \frac{0.3}{\Omega_{\text{wdm}}} \right)^{0.15} \left( \frac{m_{\text{wdm}}}{\text{keV}} \right)^{1.15} \text{Mpc}^{-1}
\]

(2.1)

where \( \Omega_{\text{wdm}} \) gives the WDM matter density expressed in the units of the critical mass density of the universe. For \( m_{\text{wdm}} = 0.3 \text{ keV} \), the free-streaming length scale, \( k_{fs} \approx 0.3 \text{ Mpc}^{-1} \).

The impact of the free-streaming of the WDM particles on the matter power spectrum can be quantified through the transfer function \( T(k) \) \[85, 86\]:

\[
T(k) = \left[ \frac{P_{\text{WDM}}(k)}{P_{\text{CDM}}(k)} \right]^{1/2} = \left[ 1 + (\alpha k)^2 \mu \right]^{-5/\mu}.
\]

(2.2)

Here \( P_{\text{WDM}}(k) \) and \( P_{\text{CDM}}(k) \) give the linear matter power spectrum for the WDM and CDM model, respectively and \( \alpha, \mu \) are the parameters that are used to model the transfer function \( T(k) \) for the WDM model. We use the following fit for the parameters of the transfer function \( \mu \) and \( \alpha \) \[81\]:\( \mu = 1.12 \) and

\[
\alpha = 0.049 \left( \frac{m_{\text{wdm}}}{\text{keV}} \right)^{-1.11} \left( \frac{\Omega_{\text{wdm}}}{0.25} \right)^{0.11} \left( \frac{h}{0.7} \right)^{1.22} \text{Mpc}^{-1}
\]

(2.3)

It follows from eqs. (2.2) and (2.3) that as the \( m_{\text{wdm}} \) is decreased, the matter power is erased at progressively larger scales. In this work we consider WDM particles in the mass range: \( 0.1 \text{ keV} < m_{\text{wdm}} < 4.6 \text{ keV} \).

Another well-studied alternative dark matter model arises from ultra light axion (ULA) fields in the context of string axiverse \[56, 59, 60, 71, 87\]. The mass of ULA particles lie in the range \( m_a \simeq 10^{-33}–10^{-20} \text{ eV} \). The ULA field obtains its initial condition after the spontaneous symmetry breaking in the early universe and behaves like a coherent scalar field. At an early time when the expansion rate \( H \gg m_a \), the ULA behaves like a cosmological constant. At redshifts when \( m_a < H \), the field rolls off and starts oscillating coherently around the nearest minima of the periodic potential. During this period, the average energy density of the field falls as \( 1/a^3 \) and therefore the background density acquires the characteristics of a CDM particle.

The adiabatic perturbations in the scalar field have a scale-dependent effective sound speed. At late times and sub-horizon scales, the effective sound speed is:

\[
c_s^2 = \frac{k^2}{4m_a^2a^2} \left( 1 + \frac{k^2}{4m_a^2a^2} \right)
\]

(2.4)

At scales \( k \gg m_a a \), the sound speed approaches the speed of light which prevents clustering at these scales. At late times, the sound speed approaches zero which causes the ULA density perturbation to behave as the cold dark matter perturbation.
Figure 1. The figure displays the small-scale normalized matter power spectrum for the three models considered in this paper. The choice of parameters for the different models is listed in the inset.

The scale below which the matter perturbations are suppressed can be approximated as [71]:

\[ k_m \simeq \left( \frac{m}{10^{-33} \text{eV}} \right)^{1/3} \left( \frac{100 \text{ km s}^{-1}}{c} \right) h \text{ Mpc}^{-1}. \]  

(2.5)

A smaller \( m_a \) yields a larger scale of matter suppression. The cosmologically relevant mass range of ULA is \( 10^{-25} - 10^{-20} \) eV, which we consider here.

We compute the ULA matter power spectra using the code AxionCAMB which is the modified version of the publicly-available code CAMB.\footnote{Available at https://github.com/dgrin1/axionCAMB.}

In figure 1, we show the small-scale matter power spectra for many WDM and ULA models which are of interest to us in this paper. To motivate our discussion in the later sections, we note that for the ULA models corresponding to: \( m_a = \{ 10^{-20}, 10^{-21}, 10^{-22}, 5 \times 10^{-23}, 10^{-23} \} \) eV, the matter power is 10% lower than the \( \Lambda \text{CDM} \) model for \( k \simeq \{ 30, 10, 4, 3, 1.5 \} h \text{ Mpc}^{-1} \), respectively. The corresponding numbers for the WDM models are: \( m_{\text{wdm}} = \{ 0.3, 1, 1.5, 2, 3 \} \) keV and \( k \simeq \{ 0.3, 2, 3, 4, 9 \} h \text{ Mpc}^{-1} \), respectively.

3 Simulating line-of-sight HI density fluctuations: Lyman-\( \alpha \) clouds

Hydrodynamical simulations show that the Lyman-\( \alpha \) clouds are mildly non-linear regions in the IGM with density contrast \( \delta \leq 10 \) at high redshifts. This allows one to capture the ionization, thermal, and dynamical state of Lyman-\( \alpha \) clouds using semi-analytic models.

In this paper, we have followed the semi-analytic approach given in [47]. We briefly outline different steps in this process. The first step is the computation of the three-dimensional baryonic matter power spectrum \( P_{b}^{(3)}(k,z) \) from the three-dimensional matter power spectrum
All the parameters that appears in eq. (3.2) have their usual meanings with \( \mu = 0.6 \). For the parameters we use, \( k_J \simeq 8.5 \, h \, \text{Mpc}^{-1} \) at \( z = 3 \).\(^2\)

The relevant one-dimensional baryonic power spectra can be computed from the three-dimensional baryonic power spectrum (eq. (3.1)):

\[
P_b^{(1)}(k_1, z) = \frac{1}{2\pi} \int_{|k_1|}^{\infty} dk' k' P_b^{(3)}(k', z)
\]

\[
P_v^{(1)}(k_1, z) = \dot{a}^2 k^2 \frac{1}{2\pi} \int_{|k_1|}^{\infty} \frac{dk'}{k'} P_b^{(3)}(k', z)
\]

\[
P_{bv}^{(1)}(k_1, z) = i\dot{a}k \frac{1}{2\pi} \int_{|k_1|}^{\infty} \frac{dk'}{k} P_b^{(3)}(k', z)
\]

Here \( k_1 \) denotes the Fourier mode along the line of sight. \( P_b^{(1)}(k, z), P_v^{(1)}(k, z) \) and \( P_{bv}^{(1)}(k, z) \) denote the line-of-sight density, velocity, and the cross power spectra of the density and the velocity fields, respectively.

Given the one-dimensional power spectra (eq. (3.3)), the correlated density and velocity fields are simulated by applying the Gram-Schmidt procedure on two independent Gaussian random fields (for details see e.g. [48] and references therein).

This process yields the correlated density and velocity fields in the Fourier space. We then apply inverse Fourier transform on these fields to obtain the corresponding real-space density and velocity fields, \( \delta_b(x, z) \) and \( v(x, z) \), respectively. The main aim of this paper is to study the redshift evolution of observables derived from Lyman-\( \alpha \) data. Therefore, we simulate the density and the velocity fields for 40 different redshift bins each of width \( \Delta z = 0.1 \) over the redshift range \( 2 \leq z \leq 6 \). In each of these bins, there are \( 2^{14} \) points that resolve the Jeans scale \( \lambda_b \) by at least a factor of 4. The simulated fields are then smoothed to the instrumental resolution (discussed in detail later).

In the semi-analytic approach, the non-linearity of the density perturbations in the IGM is incorporated by assuming the density field to follow the lognormal distribution [47]. This allows us to relate the simulated baryonic density contrast, \( \delta_b(x, z) \) to the baryon number density \( n_b(x, z) \) as,

\[
n_b(x, z) = A e^{\delta_b(x, z)}
\]
A is a normalization constant that can be determined by averaging the baryon number density:

\[ \langle n_b(x, z) \rangle \equiv n_0(x, z) = A \langle e^{\delta_b(x, z)} \rangle \tag{3.5} \]

Since the density perturbation \( \delta_b(x, z) \) is assumed to be Gaussian, we can write \( \langle e^{\delta_b(x, z)} \rangle \) as,

\[ \langle e^{\delta_b(x, z)} \rangle = e^{(\delta_b^2(x, z))/2} \tag{3.6} \]

Using eqs. (3.5) and (3.6) in eq. (3.4), the baryon number density \( n_b(x, z) \) can be expressed as:

\[ n_b(x, z) = n_0(z) e^{(\delta_b(x, z) - (\delta_b^2(x, z))/2)} \tag{3.7} \]

where \( n_0(z) \) gives the background number density of the baryons at a redshift \( z \):

\[ n_0(z) = \frac{\Omega_b \rho_c}{\mu_b m_p} (1 + z)^3 \tag{3.8} \]

Here \( \mu_b = 1.2 \).

4 Neutral hydrogen and the Lyman-\( \alpha \) optical depth

For comparison with Lyman-\( \alpha \) data, we need the fluctuating component of the neutral hydrogen field along the line of sight, \( n_{\text{HI}}(x, z) \). The relation between the baryonic field (eq. (3.5)) and the neutral hydrogen field can be computed by assuming ionization equilibrium in the IGM and the Lyman-\( \alpha \) clouds, which are optically thin to the ionizing radiation. This gives us:

\[ n_{\text{HI}}(x, z) \simeq \frac{\alpha[T(x, z)] n_b(x, z)}{\Gamma_{\text{ci}}(x, z) + J(z)/[\mu_e n_b(x, z)]} \tag{4.1} \]

In writing eq. (4.1), it has been implicitly assumed that the gas is highly ionized, as is expected for the physical parameters of the IGM. The temperature field, \( T(x, z) = T_0(z) [n_B(x, z)/n_0(z)]^{\gamma - 1} \), where \( T_0 \) gives the mean IGM temperature and \( \gamma \) is the polytropic index of the gas. The variation of \( \gamma \) provides information about the dynamical state of the Lyman-\( \alpha \) clouds. \( \alpha[T(x, z)] \) is the recombination coefficient and its value is determined by the temperature field at a given location. \( \Gamma_{\text{ci}}(x, z) \) is the coefficient of collisional ionization (in cm\(^3\) sec\(^{-1}\)) and \( J(z) \) denotes the rate of photoionization (in sec\(^{-1}\)). For a fully ionized gas, \( \mu_e = 1.07 \) (see eq. (25) in [88]). To model Lyman-\( \alpha \) clouds, the free parameters have values in the ranges: \( 7000 \leq T_0 \leq 15000 \) K and \( 1.3 \leq \gamma \leq 1.6 \) [89].

To compare the simulated data set against the observed flux decrement in the Lyman-\( \alpha \) clouds, we need the optical depth \( \tau(\nu) \) of the clouds for Lyman-\( \alpha \) scattering as a function of frequency, which is given by:

\[ \tau(\nu) = \int n_{\text{HI}}(x, z) \sigma_a \left( \frac{\nu}{a} \right) dl. \tag{4.2} \]

Here \( n_{\text{HI}}(x, z) \) gives the number density of the HI and \( \nu \) is the observed frequency. The absorption cross section \( \sigma_a \) is given by:

\[ \sigma_a = \frac{I_a}{b \sqrt{\pi}} V \left( \alpha, \frac{\nu - \nu_a}{b \nu_a} + \frac{\nu}{b} \right), \tag{4.3} \]
where the parameter $b = (2k_B T/m_p)^{1/2}$ gives the velocity dispersion of the HI atoms, $v(x)$ is HI velocity field, $a = 2\pi e^2 \nu_a/3m_e c^2 b = 4.8548 \times 10^{-8}/b$, $I_a = 4.45 \times 10^{-18} \text{ cm}^{-2}$, and $V$ denotes the Voigt function.

For a temperature $T \approx 10^4 \text{ K}$, these effects combine to yield us the optical depth $\tau$ as a function of redshift, which can be approximated as (e.g. [27]):

$$\tau(z) = A(n_B/n_0)^{2-0.7(\gamma-1)}$$  \hspace{1cm} (4.4)

where

$$A = 0.946 \left( \frac{1+z}{4} \right)^6 \left( \frac{\Omega_{b}h^2}{0.0125} \right)^2 \left( \frac{T_0}{10^4 \text{K}} \right)^{-0.7} \left( \frac{J}{10^{12} \text{s}^{-1}} \right)^{-1} \left( \frac{H(z)}{H_0} \right)^{-1}$$  \hspace{1cm} (4.5)

For the purpose of comparison with the data, we compute the Lyman-$\alpha$ effective optical depth $\tau_{\text{eff}}(z)$ as,

$$\tau_{\text{eff}}(z) = -\log\langle e^{-\tau} \rangle,$$  \hspace{1cm} (4.6)

which is the observable that quantifies the decrease in the observed flux ($F \propto e^{-\tau}$) as a function of redshift. The closed angular bracket $\langle \ldots \rangle$ in the above equation refers to the average of $e^{-\tau}$ over all possible realizations of the optical depth $\tau = \tau(z)$ for a given redshift bin.

### 4.1 Data for $\tau_{\text{eff}}$

The aim of this paper is to constrain certain dark matter models in which the small scale power ($\lesssim$ a few Mpc) is suppressed in comparison with the usual $\Lambda$CDM model. This motivates us to analyze high-resolution observations of the Lyman-$\alpha$ forest. We therefore consider the data compiled by [43]. This data measures of the Lyman-$\alpha$ optical depth $\tau_{\text{eff}}$ over a redshift range $2 \leq z \leq 4.2$ at an interval $\Delta z = 0.2$ using a sample of 86 high-resolution, high S/N (Signal-to-Noise) quasar spectra. The data set consists of 16 (44) quasar spectra observed using HIRES (ESI) spectrographs with the Keck telescope, while the remaining 26 quasar spectra were obtained from with the MIKE instrument on Magellan. The HIRES and ESI spectrographs yield velocity resolutions $\Delta v \simeq 6$–$8 \text{ km/s}$ and $\Delta v \simeq 33$–$44 \text{ km/s}$, respectively, and the MIKE spectrograph operates at $\Delta v \simeq 11$–$14 \text{ km/s}$. Most of the quasar spectra obtained using HIRES and ESI spectrographs are used to study the Damped Lyman Alpha (DLA) systems [90, 91] and have S/N $\geq 15 \text{ pixel}^{-1}$, whereas the spectra obtained using MIKE spectrograph were analyzed for the Super Lyman Limit (SLL) systems given in [92] and has S/N $\geq 10 \text{ pixel}^{-1}$.

For an expanding universe, the velocity resolution width $\Delta v$ corresponds to a line-of-sight comoving length: $\Delta r = \Delta v (1+z)/H(z)$. This gives $\Delta r \simeq 0.01 \text{ Mpc}$ for $\Delta v = 1 \text{ km/s}$ at $z = 3$. This allows us to express the observed velocity resolution in terms of the largest line-of-sight Fourier mode that the data can probe (eq. (3.3)). One can readily show that the lowest resolution of the data we use ($\Delta v \simeq 40 \text{ km/s}$) is comparable to the Jeans’ scale (eq. (3.2)). In our theoretical model, the baryonic power spectrum is sharply cut off at the Jeans’ scale (eq. (3.1)), which means that even though the data resolves the Jeans’ scale we do not expect the data to contain information on scales $k > k_J$. In our analysis, we first obtain the optical depth for individual clouds (eq. (4.2)), which is followed by the computation of the transmitted flux $\propto e^{-\tau_i(\nu)}$ as a function of frequency. The simulated transmitted fluxes are then smoothed with a velocity resolution $\Delta v = 7.5 \text{ km/s}$ for comparison with data. We note that our results are insensitive to the choice of the velocity resolution if the length
scale corresponding to the velocity resolution is smaller or comparable to the thermal Jeans’ scale (eq. (3.2)), which is the smallest scale we can probe in our study.

More Recently, [45] have estimated $\tau_{\text{eff}}$ over a larger redshift range $2 \leq z \leq 5$ using a sample of 6065 moderate-resolution quasar spectra drawn from SDSS DR7 [93]. However, the velocity resolutions of the quasar spectra are in the range $\Delta v \simeq 143-167 \text{km/s}$, which correspond to length scales considerably larger than the Jeans’ scale and therefore are not suitable for our analysis.\(^3\)

5 Results

Our analysis is based on comparing the measured effective optical depth against the simulated optical depth as a function of redshift. We compute the effective optical depth $\tau_{\text{eff}}(z)$ from the simulated line-of-sight HI field for three different cosmological models — $\Lambda$CDM, WDM and ULA models. The dark matter model is constrained from comparing the slope of the redshift dependence of the effective optical depth for different models.

We simulate the Lyman-α effective optical depth $\tau_{\text{eff}}(z)$ over the redshift range $2 \leq z \leq 6$ at a redshift interval of $\Delta z = 0.1$ using the method detailed in the last section. Throughout this section, the following parameters, unless otherwise specified, are used for computing $\tau_{\text{eff}}(z)$: $J = 1.5 \times 10^{-12} \text{s}^{-1}$, $T_0 = 1.3 \times 10^4 \text{K}$, $\gamma = 1.4$, and $\Delta v = 7.5 \text{km/s}$.

The Lyman-α effective optical depth $\tau_{\text{eff}}(z)$ at a given redshift $z$ can be calculated by replacing the ensemble average defined in eq. (4.6) by an average over optical depths of individual clouds in the simulated HI field: $\tau_{\text{eff}}(z) = -\log[\sum_i \exp(-\tau_i)/N]$ where $N$ and $\tau_i$ denote the number of the Lyman-α clouds and the optical depth of the $i$-th Lyman-α cloud at that redshift, respectively. The HI column density of a Lyman-α cloud at a given redshift depends on both the baryonic density perturbation $\delta$ and the background baryon density at that redshift. In a matter-dominated universe, a reasonable assumption for the standard $\Lambda$CDM model at $z > 2$, the matter density contrast, $\delta \propto (1 + z)^{-1}$ while the background density $n_{\text{HII}} \propto (1 + z)^3$. This gives: $\tau_i \propto n_{\text{HII}}^2 H^{-1}(z)(1 + \delta)^{\beta}$ where $\beta = 2 - 0.7(\gamma - 1)$. Using $\delta \gg 1$, we get, $\tau_i \propto (1 + z)^{1.5-\beta}$. Here $H(z) \propto \Omega_{m}^{0.5}(1 + z)^{1.5}$ is the Hubble parameter. The optical depth of an individual Lyman-α cloud, $\tau_i$, evolves sharply with the redshift. A part of this change arises from the evolution of background quantities (Hubble’s parameter and background density) but an additional change comes from the density contrast and equation of state $\gamma$ of the clouds.

At any given redshift, the range of optical depths of clouds is governed by the log-normal density distribution (eq. (3.4)). To understand the redshift evolution of this distribution, we note that the line-center cross-section for Lyman-α scattering for a non-expanding region of temperature $T \simeq 10^4 \text{K}$ is $\simeq 5 \times 10^{-14} \text{cm}^2$. As the column densities of most clouds lie in the range $10^{13-10^{15}} \text{cm}^2$, many clouds are optically thick at any redshift and a larger fraction of clouds is optically thick at higher redshifts.

To further analyze the implication of this dynamics, we compare the redshift evolution of $\tau_{\text{avg}}(z) \equiv \sum_i \tau_i/N$ with the observationally determined effective optical depth, $\tau_{\text{eff}}(z)$. If optical depths of all the Lyman-α clouds are small, $\tau_i \ll 1$, then $\tau_{\text{avg}} \simeq \tau_{\text{eff}}$ at all redshifts. In

\(^3\)We note the mean flux decrement is independent of spectral resolution and therefore in principle our proposed method should work with low-resolution data sets also. However, continuum subtraction does depend on spectral resolution and it impacts the mean flux decrement. Hence, we prefer to work with the highest spectral resolution data set.
the other limit, if all the clouds are optically thick $\tau_i > 1$, the redshift evolution of $\tau_{\text{avg}}$ is the same as in the first case, but the $\tau_{\text{eff}}$ doesn’t change with the redshift. In the intermediate situation which is suitable for the allowed cosmological models, a fraction of clouds are optically thick at any redshift and this fraction increases at larger redshifts. This implies that the redshift evolution of $\tau_{\text{eff}}$ is always flatter than the redshift dependence of $\tau_{\text{avg}}$.

In figure 2, we show the redshift dependence of Lyman-\(\alpha\) effective optical depth $\tau_{\text{eff}}(z)$ and the average Lyman-\(\alpha\) optical depth $\tau_{\text{avg}}(z)$ for the $\Lambda$CDM model. We notice that $\tau_{\text{eff}}(z) \simeq \tau_{\text{avg}}(z)$ at $z \simeq 2$ but $\tau_{\text{avg}}(z)$ diverges from $\tau_{\text{eff}}(z)$ at high redshifts. As anticipated, the slope of $\tau_{\text{eff}}(z)$ is smaller than that of $\tau_{\text{avg}}(z)$.

5.1 Effective optical depth and dark matter models

The main aim of this paper is to constrain dark matter models using the redshift evolution of $\tau_{\text{eff}}$. The alternative dark matter models we consider are described in detail in section 2. The discussion in the foregoing provides motivation of this aim and we elaborate it further here.

Both the alternative models we consider yield a suppression of matter power at small scales as compared to the usual $\Lambda$CDM model (figure 1). The scales at which the power is suppressed is determined by the mass of particles in both cases. As discussed above, the optical depth of an individual cloud depends on both the background density and the density contrast, $\delta$. While the background density is left unchanged in alternative dark matter models we consider, the density contrast decreases owing to the decrement in matter power at small scales.

We next study the evolution of $\tau_{\text{eff}}(z)$ and $\tau_{\text{avg}}(z)$ in these models relative to the $\Lambda$CDM model, which is shown in figure 2. In figure 3 the relevant plots are displayed. As expected $\tau_{\text{avg}}(z)$ is smaller in alternative dark matter models because of the decrement of density contrast in these models. The difference between the average optical depth $\tau_{\text{avg}}(z)$ for these models and that for the $\Lambda$CDM model is seen to be negative in the redshift range $2 \leq z \leq 6$.
This also allows us to understand the difference of the average optical depth between the two alternative dark matter models. The scales at which the suppression of the matter power occurs in the WDM model for $m_{\text{wdm}} = 0.3 \text{ keV}$ are larger as compared to the ULA model for $m_a = 10^{-23} \text{ eV}$. The matter power gets suppressed roughly by a factor $\approx 10$ in the range $k \approx 0.3 - 0.5 \text{ h Mpc}^{-1}$ for $m_{\text{wdm}} = 0.3 \text{ keV}$, whereas, for $m_a = 10^{-23} \text{ eV}$, the matter power decreases by a factor $\approx 3$ for the range $k \approx 0.3 - 1.0 \text{ h Mpc}^{-1}$. This explains the smaller values of $\tau_{\text{avg}}(z)$ for the WDM model for $m_{\text{wdm}} = 0.3 \text{ keV}$ as compared to the ULA models for $m_a = 10^{-23} \text{ eV}$ over the entire redshift range.

Figure 3 also shows the effective optical depth for different models. However, unlike the monotonic behavior of average optical depth, we notice a transition at $z \approx 3$. The discussion in the foregoing allows us to understand this transition. At small redshifts, the $\Lambda$CDM model has higher effective optical depth for the following reasons: (a) the optical depth for an individual cloud, $\tau_i < 1$, for most clouds for all the models and (b) the optical depth of individual clouds $\tau_i$ is higher for the $\Lambda$CDM model owing to a larger density contrast. So the effective optical depth converges to the average optical depth at small redshifts (figure 2), which is higher for the $\Lambda$CDM models as compared to the alternative dark matter models. This also means that at higher redshifts a larger number of clouds become optically thick for the $\Lambda$CDM which causes the effective optical depth to partially saturate and consequently the redshift evolution of the effective optical depth has a smaller slope. On the other hand, for the alternative dark matter models, the effective optical depth tracks the average optical depth up to a much higher redshifts and therefore has a sharper slope in the redshift space. This explains the transition from a positive difference to a negative difference in the effective optical depth between the $\Lambda$CDM and the alternative dark matter models. This also explains the evolution of the difference between the two alternative dark matter models.

To illustrate this aspect further, we show the relative difference of the average and effective optical depths between the $\Lambda$CDM model and the alternative dark matter models in figure 4. We define the relative difference $\Delta \tau(z)$ as, $\Delta \tau(z) = \left[ \tau_{\text{model}}(z)/\tau_{\text{CDM}}(z) - 1 \right] \times 100\%$ for a given model where $\tau_{\text{CDM}}$ and $\tau_{\text{model}}$ refer to corresponding quantities for the $\Lambda$CDM model and one of the alternative dark matter models considered in our analysis. As expected,
the relative differences $\Delta \tau_{\text{avg}}(z)$ are negative throughout the redshift range $2 \leq z \leq 6$ (see the left panel of figure 4). For the ULA model with $m_a = 10^{-23} \, \text{eV}$, the relative difference varies in the range $\Delta \tau_{\text{avg}}(z) \approx 3\% \text{–} 6\%$ over the redshift range $2 \leq z \leq 6$. For the WDM model with $m_{\text{wdm}} = 0.3 \, \text{keV}$, the difference increase by factors $\sim 1.3\text{–}1.6$ over the redshift range.

We further see that the relative differences $\Delta \tau_{\text{eff}}$ are negative at redshifts $z < 3$ and positive at redshifts $z > 3$ (see the right panel of figure 4). For $m_a = 10^{-23} \, \text{eV}$, the relative difference varies from $\Delta \tau_{\text{eff}}(z) \sim -4\%$ to $\Delta \tau_{\text{eff}}(z) \sim 12\%$ over the redshift range $2 \leq z \leq 6$. The WDM models show similar cross-over from negative to positive difference as is seen in the figure 4 (right panel). We note that for the WDM model with $m_{\text{wdm}} = 0.3 \, \text{keV}$, the difference increases by a factor $\sim 1.5$ over the redshift range.

5.2 Comparison with data

In figure 5 we display the redshift evolution of $\tau_{\text{eff}}(z)$ for a few dark matter models along with the high-resolution Lyman-$\alpha$ data ([43]).

For a detailed statistical analysis, we carry out a likelihood analysis that compares the simulated effective optical depths with the data.

In addition to the masses: $m_{\text{wdm}}$ and $m_a$, we consider the following four parameters related to the ionization, thermal and dynamical state of Lyman-$\alpha$ clouds in our analysis: $J(z)$, $\alpha$, $T_0$ and $\gamma$.

The ionization and thermal history in the redshift range $2 \lesssim z \lesssim 5$ is known from the observation of Lyman-$\alpha$ clouds (for a comprehensive review see e.g. [94] and references therein). The temperature of the IGM $T_0 \approx 10^4 \, \text{K}$ with no discernible redshift evolution for $z > 3.5$. The reionization of singly-ionized helium raises the temperature by approximately a factor of 1.5 for $z < 3.5$ [95]. This is consistent with the fact that the temperature of optically-thin photoionized hydrogen gas is nearly independent of the magnitude of the ionizing flux with a weak dependence on the spectral index [94, 96]. We therefore expect $T_0$ to be nearly independent at higher redshifts if the gas is photoionized and the spectral index of the ionizing sources doesn’t change appreciably. The equation of state parameter $\gamma$ has been extensively studied using hydrodynamical simulations and its acceptable range has been determined by comparison with Lyman-$\alpha$ forest data [89, 97]. The Lyman-$\alpha$ forest data suggests that the ionizing intensity $J(z)$ doesn’t evolve in the redshift range $2 < z < 4.2$ [98]. However, its
redshift evolution at higher redshifts remains uncertain. We account for the redshift evolution of the ionizing intensity $J(z)$ by assuming: $J(z) = J_0(1 + z)^\alpha$; here $J_0$ and $\alpha$ are constants.

Based on these considerations, we vary $J_0$, $\alpha$, $T_0$ and $\gamma$ over the following ranges (with a flat prior) in the likelihood analysis: $0.7 \times 10^{-12} \leq J_0 \leq 4 \times 10^{-12}$, $-1.2 \leq \alpha \leq 1$, $0.7 \times 10^4 \leq T_0 \leq 2.3 \times 10^4$ and $1.4 \leq \gamma \leq 2.2$. For the WDM and ULA models, the masses $m_{\text{wdm}}$ and $m_a$ are varied over the ranges: $0.1 \text{ keV} \leq m_{\text{wdm}} \leq 4.6 \text{ keV}$ and $10^{-24} \text{ eV} \leq m_a \leq 5 \times 10^{-22} \text{ eV}$.

Before embarking on the details of likelihood analysis, we discern the structure of degeneracy of the proposed five parameter likelihood function. Eqs. (4.4)–(4.6) show the dependence of effective optical depth on all the parameters. The alternative dark matter impacts the effective optical depth through the baryon density $n_b \equiv n_0(1 + \delta_B)$ in eq. (4.4). For mildly non-linear regions, $\delta_B \simeq 10$, $n_b \simeq n_0\delta_B$. For alternative dark matter models, $\delta_B$ is obtained by simulating the density and velocity fields from a different matter power spectrum. So if a combination of the other modelling parameters/functions, needed to infer the density field from the observed flux decrement ($\gamma$, $T_0$, and $J(z)$), can entirely compensate for the change in $\delta_B$ over the redshift range of interest, the proposed impact of the change in the cosmological model would be unobservable. Eqs. (4.4)–(4.6) also allow us to compare the efficacy of our approach with the more direct method, which is normally based on the simulation of the three-dimensional density field using hydrodynamical simulations. This allows one to draw the density field along many line-of-sights. Eqs. (4.4)–(4.6) yield the line-of-sight transmitted flux field as a function of frequency, which is then used to compute transmitted flux correlation function. The correlation function from the simulated data can then be compared to the Lyman-\(\alpha\) data. As eqs. (4.4)–(4.6) are needed to compare the theoretical predictions with the data for this method also, it also partly shares the degeneracy structure of our proposed method.

However, while our method is based on using just one quantity, average overdensity, at a given redshift, the other method computes flux correlation function at any redshift and
therefore is also sensitive to the spatial variation of the density field at any given redshift, while it can also use information from different redshifts. This method, therefore, retains more information than our approach. And, given the uncertainty in modelling parameters, it is expected to yield better constraints on the dark matter masses.

It is difficult to quantify the nature of the degeneracy analytically as the average overdensity is computed from a simulation and \( \tau_{\text{eff}} \) is a highly non-linear function of modelling parameters. Eq. (4.4) only partially captures the nature of this effect as the Lyman-\( \alpha \) clouds that most impact the redshift evolution of \( \tau_{\text{eff}} \) are the ones with \( \tau \approx 1 \) (figure 4). However, Eq. (4.4) strongly suggests that the only models that can be constrained using our method are the ones for which the change in overdensity is larger than obtained by changing the modelling parameters within the prior range. This also means that we expect the bound on dark matter mass to weaken as the prior range is expanded. To study this further, we explored the dependence of the dark matter posterior probability on the modelling parameters by expanding the range of priors for each parameter. We found that the dependence on the prior is negligible if the maximum of the posterior probability of the relevant parameter lies in the prior range. For \( \gamma \) the maximum of the posterior probability is around 1.1 which is outside the original range (1.4 \( \leq \gamma \leq 2.2 \)). We extended the prior range to encompass the maximum (0.5 \( \leq \gamma \leq 2.2 \)) and find a discernible but small weakening of the bound on dark matter masses. This also means that a better understanding of priors from complementary data might allow better determination of dark matter masses using our method.

Our analysis yields likelihood function as a function of the parameters, \( J_0, \alpha, T_0, \gamma \), and either of the two masses, \( m_{\text{wdm}} \) or \( m_a \). As our method of constraining the alternative dark matter models relies upon the redshift evolution of \( \tau_{\text{eff}} \), we first investigate the possible degeneracy between the masses of alternative dark matter particles and \( \alpha \), which gives the redshift evolution of the ionizing radiation. We marginalize over the parameters \( J_0, T_0, \gamma \) to obtain the marginalized joint likelihood of \( \alpha \) and the masses: \( m_{\text{wdm}} \) and \( m_a \), for the WDM and the ULA models respectively. We find that the parameters: \( \alpha \) and the masses: \( m_{\text{wdm}} \) and \( m_a \) are weakly anti-correlated. We marginalize the joint likelihood over the masses: \( m_{\text{wdm}} \) and \( m_a \) to get the marginalized posterior likelihood of the parameter: \( \alpha \) for the WDM and the ULA models, respectively. The posterior probability of \( \alpha \) is displayed in figure 6. We notice that the marginalized posterior likelihood of the parameter \( \alpha \) peaks at \( \alpha = -0.1 \) (left panel) and \( \alpha = -0.05 \) (right panel), respectively, for the WDM and the ULA models.

![Figure 6](image)

Figure 6. The figure shows the posterior probabilities of \( \alpha \) (see text for details) for the WDM (left panel) and the ULA (right panel) models.
peak values of the parameter $\alpha$ for both the WDM and the ULA models are consistent with $\alpha = 0$ i.e. a redshift-independent background hydrogen-ionizing intensity, in agreement with the findings of [98]. In figure 7 we show contour plots in the spectral index $\alpha$ and dark matter masses plane, which allows a further assessment of the dependence of dark matter mass on modelling parameters. In particular, the contour plots capture the degeneracy between dark matter masses and the evolution of ionizing radiation, which is difficult to determine from theoretical considerations.

To get the posterior likelihoods of the masses for the WDM and the ULA models, we further marginalize the joint likelihood of $\alpha$ and the masses over the parameter $\alpha$. In figure 8, we show the posterior probabilities of the WDM mass $m_{\text{wdm}}$ (left panel) and the ULA mass $m_a$ (right panel). The posterior probabilities peak at $m_{\text{wdm}} \simeq$ a few keV for the WDM model and at $m_a \simeq 5 \times 10^{-22}$ eV for the ULA model and are flat for larger masses. As the $\Lambda$CDM model is a limit of these models for large masses, the data are seen to be consistent with the $\Lambda$CDM model. The posterior probabilities fall for smaller masses which shows that the data are sensitive to the change in the matter power at small scales. Figure 8 shows that $1\sigma$ (defined as the value at which the posterior probability is nearly 0.68) bounds from our analysis are: $m_{\text{wdm}} \gtrsim 0.7$ keV and $m_a \gtrsim 2 \times 10^{-23}$ eV.
The discussion in section 2 allows us to understand these results. For \( m_{\text{wdm}} \simeq 3 \text{ keV} \), the matter power is smaller than the \( \Lambda \text{CDM} \) model by around 10% at \( k \simeq 9 \text{ hMpc}^{-1} \). The corresponding scale for \( m_{a} = 2 \times 10^{-22} \text{ eV} \) is \( k \simeq 4 \text{ hMpc}^{-1} \). For the 1\( \sigma \) bounds on the dark matter masses, the matter power is smaller than that for the \( \Lambda \text{CDM} \) model by approximately 10% at scales \( k \simeq 2 \text{ hMpc}^{-1} \). This suggests that our proposed probe is sensitive to scales comparable to or larger than the Jeans’ scale by a factor of 2. The posterior probability doesn’t fall sharply for smaller masses which suggests that a range of even larger scales impact the observable. Figure 4 shows that the redshift coverage of the data is partly responsible for this behavior, as the deviation of the models corresponding to the peak of the posterior probability is less than 3% at \( z \simeq 4.2 \), which is the largest redshift in the data. This difference triples for \( z \simeq 6 \) which means the higher redshift data is a better discriminator between the different models. In the following subsection, we shall compare our theoretical predictions with a simulated data set that spans a redshift range: \( 2 \leq z \leq 6.5 \).

The Lyman-\( \alpha \) data can be analyzed in many different ways to probe the matter power spectrum at small scales. One way is to model the one-dimensional power spectrum of the observed flux field along the line of sight using three-dimensional power spectra at any given redshift (eq. (3.3)). Such modelling requires high-resolution hydrodynamical simulations. This method has been successfully applied to probe the matter power spectrum for over two decades now (e.g. [62, 63, 77–79, 99, 100]). Both the WDM and ULA models have been constrained using this approach ([62, 63, 76]). The resultant upper bounds on the masses are: \( m_{\text{wdm}} \gtrsim 3 \text{ keV} \) and \( m_{a} \gtrsim 10^{-21} \text{ eV} \), which are significantly stronger than our results. These bounds suggest that such probes are sensitive to \( k \simeq 10 \text{ hMpc}^{-1} \), while, as discussed above, our analysis can only probe scales larger than \( k \simeq 2 \text{ hMpc}^{-1} \) (see the discussion in section 2). As this is partly owing to the redshift coverage of the high-resolution Lyman-\( \alpha \) data, we next assess the efficacy of our proposed method using simulated data.

### 5.3 Comparison with simulated data

We simulate synthetic data sets for the \( \Lambda \text{CDM} \) model in the redshift range \( 2 < z < 6.5 \) and at redshift intervals \( \Delta z = 0.1 \). The following parameters are used for computing \( \tau_{\text{eff}} \): \( J = 1.5 \times 10^{-12} \text{ s}^{-1} \), \( T_{0} = 1.3 \times 10^{4} \text{ K} \), \( \gamma = 1.4 \), and \( \Delta v = 7.5 \text{ km/s} \). The error at each data point is obtained by drawing from a Gaussian random variable of standard deviation \( \sigma = p \tau_{\text{eff}} \). Here \( p \) is chosen in the range 0.1 and 0.05.

We use the same priors on the parameters: \( J, T_{0} \) and \( \gamma \), as in the previous section. The parameters \( J_{0}, \alpha, T_{0} \) and \( \gamma \) are marginalized to obtain the posterior probability of masses \( m_{\text{wdm}} \) and \( m_{a} \) for the WDM and the ULA models respectively. In figure 9, we show the posterior probabilities of the masses for \( p = 0.05 \). For comparison, the posterior probabilities from figure 8 are also shown.

From figure 9, the 1\( \sigma \) forecasts on dark matter masses are: \( m_{\text{wdm}} \gtrsim 1.5 \text{ keV} \) and \( m_{a} \gtrsim 7 \times 10^{-23} \text{ eV} \). This is significant improvement over the constraints obtained from the data set of [43]. This result satisfies our theoretical expectation (figure 4) that the higher redshift data should provide better constraints. We also assess the impact of the error bar (given by the choice of \( p \)) in the simulated data points on the posterior probability. For \( p = 0.1 \), we still find substantial improvement but the constraints on WDM mass are found to be less sensitive to the choice of \( p \).

---

\(^{5}\text{For comparison, } p \text{ varies in the following range for the existing data sets: } p = 0.15-0.03 \text{ ([43]) and } p = 0.1-0.02 \text{ ([45])}.\)
Figure 9. The figure shows posterior probabilities of dark matter masses by comparing the theory with simulated data compatible with the $\Lambda$CDM model. The posterior probabilities from figure 8 are also shown (magenta curves) for comparison.

While the comparison of the simulated data sets with the theory bears out the efficacy of our proposed method, the forecast bounds are still weaker than those obtained from hydrodynamical simulations. As already noted (see footnote 2), our prescription of implementing the physics close to the Jeans’ scale results in a sharp cut off in the matter power for scales corresponding to $k_J \simeq 5 \text{ Mpc}^{-1}$, which is probably a factor of a few larger than the scales accessible to hydrodynamical simulations.

6 Summary and conclusions

It is well known that the Lyman-$\alpha$ forest in the redshift range $2 < z < 5$ are an excellent probe of the matter power spectrum for scales as small as the Jeans’ scale of the IGM, $k_J \simeq 5-7 \text{ Mpc}^{-1}$.

In this work, we use semi-analytic modelling of Lyman-$\alpha$ clouds and the redshift evolution of the effective optical depth to distinguish between dark matter models whose matter power spectra differ from the $\Lambda$CDM model at small scales. This approach has been shown to be sensitive to the small scale matter power ([48]). We consider two alternative dark matter models: ULA and WDM. Both these models yield lower matter power at small scales as compared to the $\Lambda$CDM model.

We simulate the line-of-sight HI density field corresponding to Lyman-$\alpha$ forest and as our focus is the probe of small scales, the simulations resolve the Jeans’ scale. Figure 4 allows us to gauge the impact of the alternative dark matter models of the evolution of effective optical depth. The effective optical depth for these model diverges from the prediction of the $\Lambda$CDM model at higher redshifts. The percentage difference of these models from the $\Lambda$CDM model nearly triples in the redshift range $4 < z < 6$. Therefore, data at higher redshifts is expected to be the principle discriminator between different dark matter models.

Using Likelihood analysis, we compare the evolution of the effective optical depth from the simulations with the high-resolution Lyman-$\alpha$ data [43] that spans a redshift range: $2 \leq z \leq 4.2$. The posterior probabilities of the dark matter masses are shown in figure 8. These results yield the following 1-$\sigma$ bounds on the dark matter masses: $m_{\text{wdm}} > 0.7 \text{ keV}$ and $m_a > 2 \times 10^{-23} \text{ eV}$ respectively for the WDM and the ULA models.
We next compare our theoretical predictions against simulated ΛCDM effective optical depth data sets over a larger redshift range: $2 \leq z \leq 6.5$. This allows us to assess the efficacy of high-redshift data as a discriminator between the different dark matter models (figure 4). The resulting posterior probabilities are shown in figure 9). The 1-σ forecasts on the dark matter masses are more stringent in this case, as expected from the theory, and are given by: $m_{\text{wdm}} > 1.5$ keV and $m_a > 7 \times 10^{-23}$ eV.

The nature of dark matter remains a mystery. One possible way to understand its nature is to probe cosmological matter power spectrum at progressively smaller scales. The future detection of the 21-cm forest holds the promise of probing even smaller scales ([101]).

Acknowledgments

AKS would like to thank RRI for allowing the access to the in-house cluster computing facility that was used for the computation needed for the analysis in this paper. AKS would also like to thank the anonymous referee(s) for useful suggestions and critical comments on our paper. KLP acknowledges the support of the Department of Atomic Energy, Government of India, under project no. RTI4001.

References

[1] WMAP collaboration, Nine-Year Wilkinson Microwave Anisotropy Probe (WMAP) Observations: Cosmological Parameter Results, Astrophys. J. Suppl. 208 (2013) 19 [arXiv:1212.5226] [inSPIRE].
[2] Atacama Cosmology Telescope collaboration, The Atacama Cosmology Telescope: Cosmological parameters from three seasons of data, JCAP 10 (2013) 060 [arXiv:1301.0824] [inSPIRE].
[3] Planck collaboration, Planck 2018 results. VI. Cosmological parameters, Astron. Astrophys. 641 (2020) A6 [Erratum ibid. 652 (2021) C4] [arXiv:1807.06209] [inSPIRE].
[4] SDSS collaboration, The Fourteenth Data Release of the Sloan Digital Sky Survey: First Spectroscopic Data from the Extended Baryon Oscillation Spectroscopic Survey and from the Second Phase of the Apache Point Observatory Galactic Evolution Experiment, Astrophys. J. Suppl. 235 (2018) 42 [arXiv:1707.09322] [inSPIRE].
[5] M. Hicken et al., Improved Dark Energy Constraints from ∼ 100 New CfA Supernova Type Ia Light Curves, Astrophys. J. 700 (2009) 1097 [arXiv:0901.4804] [inSPIRE].
[6] SNLS collaboration, Supernova Constraints and Systematic Uncertainties from the First 3 Years of the Supernova Legacy Survey, Astrophys. J. Suppl. 192 (2011) 1 [arXiv:1104.1443] [inSPIRE].
[7] S. Ho et al., Clustering of Sloan Digital Sky Survey III Photometric Luminous Galaxies: The Measurement, Systematics and Cosmological Implications, Astrophys. J. 761 (2012) 14 [arXiv:1201.2137] [inSPIRE].
[8] M. Bartelmann and P. Schneider, Weak gravitational lensing, Phys. Rept. 340 (2001) 291.
[9] N. Craig and A. Katz, The Fraternal WIMP Miracle, JCAP 10 (2015) 054 [arXiv:1505.07113] [inSPIRE].
[10] G. Angloher et al., Results from 730 kg days of the CRESST-II Dark Matter Search, Eur. Phys. J. C 72 (2012) 1971 [arXiv:1109.0702] [inSPIRE].
[11] XENON100 collaboration, First Dark Matter Results from the XENON100 Experiment, Phys. Rev. Lett. 105 (2010) 131302 [arXiv:1005.0380] [inSPIRE].

– 17 –
[12] CDMS-II collaboration, Results from a Low-Energy Analysis of the CDMS II Germanium Data, Phys. Rev. Lett. 106 (2011) 131302 [arXiv:1011.2482] [inSPIRE].

[13] LUX collaboration, First results from the LUX dark matter experiment at the Sanford Underground Research Facility, Phys. Rev. Lett. 112 (2014) 091303 [arXiv:1310.8214] [inSPIRE].

[14] PAMELA collaboration, PAMELA results on the cosmic-ray antiproton flux from 60 MeV to 180 GeV in kinetic energy, Phys. Rev. Lett. 105 (2010) 121101 [arXiv:1007.0821] [inSPIRE].

[15] Fermi-LAT collaboration, Measurement of separate cosmic-ray electron and positron spectra with the Fermi Large Area Telescope, Phys. Rev. Lett. 108 (2012) 011103 [arXiv:1109.0521] [inSPIRE].

[16] AMS 01 collaboration, Cosmic-ray positron fraction measurement from 1 to 30-GeV with AMS-01, Phys. Lett. B 646 (2007) 145 [astro-ph/0703154] [inSPIRE].

[17] J. Goodman, M. Ibe, A. Rajaraman, W. Shepherd, T.M.P. Tait and H.-B. Yu, Constraints on Light Majorana dark Matter from Colliders, Phys. Lett. B 695 (2011) 185 [arXiv:1005.1286] [inSPIRE].

[18] P.J. Fox, R. Harnik, J. Kopp and Y. Tsai, Missing Energy Signatures of Dark Matter at the LHC, Phys. Rev. D 85 (2012) 056011 [arXiv:1109.4398] [inSPIRE].

[19] B. Moore et al., Dark matter substructure within galactic halos, Astrophys. J. Lett. 524 (1999) L19 [astro-ph/9907411] [inSPIRE].

[20] A.A. Klypin, A.V. Kravtsov, O. Valenzuela and F. Prada, Where are the missing Galactic satellites?, Astrophys. J. 522 (1999) 82 [astro-ph/9901240] [inSPIRE].

[21] P.J.E. Peebles and A. Nusser, Clues from nearby galaxies to a better theory of cosmic evolution, Nature 465 (2010) 565 [arXiv:1001.1484] [inSPIRE].

[22] J. Diemand, M. Kuhlen and P. Madau, Formation and evolution of galaxy dark matter halos and their substructure, Astrophys. J. 667 (2007) 859 [astro-ph/0703337] [inSPIRE].

[23] J.F. Navarro, C.S. Frenk and S.D.M. White, A Universal density profile from hierarchical clustering, Astrophys. J. 490 (1997) 493 [astro-ph/9611107] [inSPIRE].

[24] J. Stadel et al., Quantifying the heart of darkness with GHALO — a multi-billion particle simulation of our galactic halo, Mon. Not. Roy. Astron. Soc. 398 (2009) L21 [arXiv:0808.2981] [inSPIRE].

[25] S. Garrison-Kimmel, M. Boylan-Kolchin, J.S. Bullock and E.N. Kirby, Too Big to Fail in the Local Group, Mon. Not. Roy. Astron. Soc. 444 (2014) 222 [arXiv:1404.5313] [inSPIRE].

[26] M. Boylan-Kolchin, J.S. Bullock and M. Kaplinghat, Too big to fail? The puzzling darkness of massive Milky Way subhaloes, Mon. Not. Roy. Astron. Soc. 415 (2011) L40 [arXiv:1103.0007] [inSPIRE].

[27] R.A.C. Croft, D.H. Weinberg, N. Katz and L. Hernquist, Recovery of the power spectrum of mass fluctuations from observations of the Lyman alpha forest, Astrophys. J. 495 (1998) 44 [astro-ph/9708018] [inSPIRE].

[28] R.A.C. Croft, D.H. Weinberg, M. Pettini, L. Hernquist and N. Katz, The Power Spectrum of Mass Fluctuations Measured from the Ly$\alpha$ Forest at Redshift $z = 2.5$, Astrophys. J. 520 (1999) 1 [astro-ph/9809401] [inSPIRE].

[29] R.A.C. Croft et al., Towards a precise measurement of matter clustering: Ly$\alpha$ forest data at redshifts 2-4, Astrophys. J. 581 (2002) 20 [astro-ph/0012324] [inSPIRE].

[30] SDSS collaboration, The Linear theory power spectrum from the Lyman-$\alpha$ forest in the Sloan Digital Sky Survey, Astrophys. J. 635 (2005) 761 [astro-ph/0407377] [inSPIRE].
[31] M. Rauch, *The lyman alpha forest in the spectra of quasistellar objects*, *Ann. Rev. Astron. Astrophys.* **36** (1998) 267 [astro-ph/9806286] [SPIRE].

[32] R. Mandelbaum, P. McDonald, U. Seljak and R. Cen, *Precision cosmology from the Lyman-alpha forest: Power spectrum and bispersion*, *Mon. Not. Roy. Astron. Soc.* **344** (2003) 776 [astro-ph/0302112] [SPIRE].

[33] M. Viel et al., *The bispectrum of the Lyman alpha forest at z < 2–2.4 from a large sample of UVES QSO absorption spectra (LUQAS)*, *Mon. Not. Roy. Astron. Soc.* **347** (2004) L26 [astro-ph/0308151] [SPIRE].

[34] L. Hernquist, N. Katz, D.H. Weinberg and J. Miralda-Escude, *The Lyman-alpha forest in the cold dark matter model*, *Astrophys. J. Lett.* **457** (1996) L51 [astro-ph/9509105] [SPIRE].

[35] P. McDonald and J. Miralda-Escude, *Measuring the cosmological geometry from the lyman alpha forest along parallel lines of sight*, *Astrophys. J.* **518** (1999) 24 [astro-ph/9807137] [SPIRE].

[36] J. Lesgourgues, M. Viel, M.G. Haehnelt and R. Massey, *A Combined analysis of Lyman-alpha forest, 3D Weak Lensing and WMAP year three data*, *JCAP* **11** (2007) 008 [arXiv:0705.0533] [SPIRE].

[37] R.A.C. Croft, W. Hu and R. Dave, *Cosmological Limits on the Neutrino Mass from the Ly-Alpha Forest*, *Phys. Rev. Lett.* **83** (1999) 1092 [astro-ph/9903335] [SPIRE].

[38] C. Yèche, N. Palanque-Delabrouille, J. Baur and H. du Mas des Bourboux, *Constraints on neutrino masses from Lyman-alpha forest power spectrum with BOSS and XQ-100*, *JCAP* **06** (2017) 047 [arXiv:1702.03314] [SPIRE].

[39] P. McDonald and D. Eisenstein, *Dark energy and curvature from a future baryonic acoustic oscillation survey using the Lyman-alpha forest*, *Phys. Rev. D* **76** (2007) 063009 [astro-ph/0607122] [SPIRE].

[40] A. Slosar et al., *Measurement of Baryon Acoustic Oscillations in the Lyman-α Forest Fluctuations in BOSS Data Release 9*, *JCAP* **04** (2013) 026 [arXiv:1301.3459] [SPIRE].

[41] N.G. Busca et al., *Baryon Acoustic Oscillations in the Ly-α forest of BOSS quasars*, *Astron. Astrophys.* **552** (2013) A96 [arXiv:1211.2616] [SPIRE].

[42] BOSS collaboration, *Baryon acoustic oscillations in the Lyα forest of BOSS DR11 quasars*, *Astron. Astrophys.* **574** (2015) A59 [arXiv:1404.1801] [SPIRE].

[43] C.A. Faucher-Giguere, J.X. Prochaska, A. Lidz, L. Hernquist and M. Zaldarriaga, *A Direct Precision Measurement of the Intergalactic Lyα Opacity at 2 < z < 4.2*, *Astrophys. J.* **681** (2008) 831 [arXiv:0709.2382] [SPIRE].

[44] J.S. Bolton, S.P. Oh and S.R. Furlanetto, *The evolution of the Lyman-alpha forest effective optical depth following HeII reionisation*, *Mon. Not. Roy. Astron. Soc.* **396** (2009) 2405 [arXiv:0901.3966] [SPIRE].

[45] G.D. Becker, P.C. Hewett, G. Worseck and J.X. Prochaska, *A Refined Measurement of the Mean Transmitted Flux in the Ly-α Forest over 2 < z < 5 Using Composite Quasar Spectra*, *Mon. Not. Roy. Astron. Soc.* **430** (2013) 2067 [arXiv:1208.2584] [SPIRE].

[46] V. Kamble, K. Dawson, H. du Mas des Bourboux, J. Bautista and D.P. Schneider, *Measurements of effective optical depth in the Lyα forest from the BOSS DR12 Quasar sample*, *Astrophys. J.* **892** (2020) 70 [arXiv:1904.01110] [SPIRE].

[47] H. Bi and A.F. Davidsen, *Evolution of structure in the intergalactic medium and the nature of the ly-alpha forest*, *Astrophys. J.* **479** (1997) 523 [astro-ph/9611062] [SPIRE].

[48] K.L. Pandey and S.K. Sethi, *Probing Primordial Magnetic Fields Using Ly-alpha Clouds*, *Astrophys. J.* **762** (2013) 15 [arXiv:1210.3298] [SPIRE].
[50] A. Boyarsky, D. Iakubovskyi, O. Ruchayskiy and V. Savchenko, Constraints on decaying Dark Matter from XMM-Newton observations of M31, *Mon. Not. Roy. Astron. Soc.* 387 (2008) 1361 [arXiv:0709.2301] [SPIRE].

[51] A. Boyarsky, J. Lesgourgues, O. Ruchayskiy and M. Viel, Realistic sterile neutrino dark matter with keV mass does not contradict cosmological bounds, *Phys. Rev. Lett.* 102 (2009) 201304 [arXiv:0812.3256] [SPIRE].

[52] U. Seljak, A. Makarov, P. McDonald and H. Trac, Can sterile neutrinos be the dark matter?, *Phys. Rev. Lett.* 97 (2006) 191303 [astro-ph/0602430] [SPIRE].

[53] R.E. Smith and K. Markovic, Testing the Warm Dark Matter paradigm with large-scale structures, *Phys. Rev. D* 84 (2011) 063507 [arXiv:1103.2134] [SPIRE].

[54] J.R. Ellis, J.S. Hagelin, D.V. Nanopoulos, K.A. Olive and M. Srednicki, Supersymmetric Relics from the Big Bang, *Nucl. Phys. B* 238 (1984) 453 [SPIRE].

[55] S. Dodelson and L.M. Widrow, Sterile-neutrinos as dark matter, *Phys. Rev. Lett.* 72 (1994) 17 [hep-ph/9303287] [SPIRE].

[56] A. Arvanitaki, S. Dimopoulos, S. Dubovsky, N. Kaloper and J. March-Russell, String Axiverse, *Phys. Rev. D* 81 (2010) 123530 [arXiv:0905.4720] [SPIRE].

[57] J.A. Frieman, C.T. Hill, A. Stebbins and I. Waga, Cosmology with ultralight pseudo Nambu-Goldstone bosons, *Phys. Rev. Lett.* 75 (1995) 2077 [astro-ph/9505060] [SPIRE].

[58] K. Coble, S. Dodelson and J.A. Frieman, Dynamical Lambda models of structure formation, *Phys. Rev. D* 55 (1997) 1851 [astro-ph/9608122] [SPIRE].

[59] W. Hu, R. Barkana and A. Gruzinov, Cold and fuzzy dark matter, *Phys. Rev. Lett.* 85 (2000) 1158 [astro-ph/0003365] [SPIRE].

[60] D.J.E. Marsh and P.G. Ferreira, Ultra-Light Scalar Fields and the Growth of Structure in the Universe, *Phys. Rev. D* 82 (2010) 103528 [arXiv:1009.3501] [SPIRE].

[61] C.-G. Park, J.-c. Hwang and H. Noh, Axion as a cold dark matter candidate: low-mass case, *Phys. Rev. D* 86 (2012) 083535 [arXiv:1207.3124] [SPIRE].

[62] T. Kobayashi, R. Murgia, A. De Simone, V. Iršič and M. Viel, Lyman-α constraints on ultralight scalar dark matter: Implications for the early and late universe, *Phys. Rev. D* 96 (2017) 123514 [arXiv:1708.00015] [SPIRE].

[63] M. Viel, G.D. Becker, J.S. Bolton and M.G. Haehnelt, Warm dark matter as a solution to the small scale crisis: New constraints from high redshift Lyman-α forest data, *Phys. Rev. D* 88 (2013) 043502 [arXiv:1306.2314] [SPIRE].

[64] E. Polisensky and M. Ricotti, Constraints on the Dark Matter Particle Mass from the Number of Milky Way Satellites, *Phys. Rev. D* 83 (2011) 043506 [arXiv:1004.1459] [SPIRE].

[65] D. Anderhalden, J. Diemand, G. Bertone, A.V. Maccio and A. Schneider, The Galactic Halo in Mixed Dark Matter Cosmologies, *JCAP* 10 (2012) 047 [arXiv:1206.3788] [SPIRE].

[66] M.R. Lovell et al., The Haloes of Bright Satellite Galaxies in a Warm Dark Matter Universe, *Mon. Not. Roy. Astron. Soc.* 420 (2012) 2318 [arXiv:1104.2929] [SPIRE].

[67] A.V. Maccio, S. Paduroiu, D. Anderhalden, A. Schneider and B. Moore, Cores in warm dark matter haloes: a Catch 22 problem, *Mon. Not. Roy. Astron. Soc.* 424 (2012) 1105 [arXiv:1202.1282] [SPIRE].

[68] A. Schneider, R.E. Smith, A.V. Maccio and B. Moore, Nonlinear Evolution of Cosmological Structures in Warm Dark Matter Models, *Mon. Not. Roy. Astron. Soc.* 424 (2012) 684 [arXiv:1112.0330] [SPIRE].
A. Sarkar, S.K. Sethi and S. Das, *Lyman-alpha Forests cool Warm Dark Matter*, JCAP **08** (2016) 012 [arXiv:1512.01981] [inSPIRE].

D.J.E. Marsh and A.-R. Pop, *Axion dark matter, solitons and the cusp-core problem*, Mon. Not. Roy. Astron. Soc. **451** (2015) 2479 [arXiv:1502.03456] [inSPIRE].

D.J.E. Marsh, *Axion Cosmology*, Phys. Rept. **643** (2016) 1 [arXiv:1510.07633] [inSPIRE].

S. Bridle et al., *Axion dark matter, solitons and the cusp-core problem*, Phys. Rev. D **95** (2017) 043541 [arXiv:1610.08297] [inSPIRE].

A.R. Zentner and J.S. Bullock, *Dark matter from an ultra-light pseudo-Goldsone-boson*, Phys. Lett. B **642** (2006) 192 [hep-ph/0509257] [inSPIRE].

T.R. Choudhury, R. Srianand and T. Padmanabhan, *Semi analytic approach to understanding the distribution of neutral hydrogen in the universe: comparison of simulations with observations*, Astrophys. J. **559** (2001) 29 [astro-ph/0012498] [inSPIRE].

L. Hui and N.Y. Gnedin, *Equation of state of the photoionized intergalactic medium*, Mon. Not. Roy. Astron. Soc. **292** (1997) 27 [astro-ph/9612232] [inSPIRE].

---

[60] J. Baur, N. Palanque-Delabrouille, C. Yèche, C. Magneville and M. Viel, *Lyman-alpha Forests cool Warm Dark Matter*, JCAP **08** (2016) 012 [arXiv:1512.01981] [inSPIRE].

[61] A. Sarkar, S.K. Sethi and S. Das, *Lyman-alpha Forests cool Warm Dark Matter*, JCAP **08** (2016) 012 [arXiv:1512.01981] [inSPIRE].

[62] D.J.E. Marsh and A.-R. Pop, *Axion dark matter, solitons and the cusp-core problem*, Mon. Not. Roy. Astron. Soc. **451** (2015) 2479 [arXiv:1502.03456] [inSPIRE].

[63] D.J.E. Marsh, *Axion Cosmology*, Phys. Rept. **643** (2016) 1 [arXiv:1510.07633] [inSPIRE].

[64] S. Bridle et al., *Axion dark matter, solitons and the cusp-core problem*, Phys. Rev. D **95** (2017) 043541 [arXiv:1610.08297] [inSPIRE].

[65] A.R. Zentner and J.S. Bullock, *Dark matter from an ultra-light pseudo-Goldsone-boson*, Phys. Lett. B **642** (2006) 192 [hep-ph/0509257] [inSPIRE].

[66] T.R. Choudhury, R. Srianand and T. Padmanabhan, *Semi analytic approach to understanding the distribution of neutral hydrogen in the universe: comparison of simulations with observations*, Astrophys. J. **559** (2001) 29 [astro-ph/0012498] [inSPIRE].

[67] L. Hui and N.Y. Gnedin, *Equation of state of the photoionized intergalactic medium*, Mon. Not. Roy. Astron. Soc. **292** (1997) 27 [astro-ph/9612232] [inSPIRE].
[90] J.X. Prochaska and A.M. Wolfe, *Chemical abundances of the damped LYALPHA systems at z > 1.5*, *Astrophys. J. Suppl. 121* (1999) 369 [astro-ph/9810381] [inSPIRE].

[91] J.X. Prochaska, A.M. Wolfe, J.C. Howk, E. Gawiser, S.M. Burles and J. Cooke, *The UCSD/Keck Damped Ly-alpha Abundance Database: A Decade of High Resolution Spectroscopy*, *Astrophys. J. Suppl. 171* (2007) 29 [astro-ph/0702325] [inSPIRE].

[92] J.M. O’Meara, J.X. Prochaska, S. Burles, G. Prochter, R.A. Bernstein and K.M. Burgess, *The Keck + Magellan Survey for Lyman Limit Absorption. 1. The Frequency Distribution of Super Lyman Limit Systems*, *Astrophys. J. 656* (2007) 666 [astro-ph/0610726] [inSPIRE].

[93] SDSS collaboration, *The Sloan Digital Sky Survey Quasar Catalog V. Seventh Data Release*, *Astron. J. 139* (2010) 2360 [arXiv:1004.1167] [inSPIRE].

[94] M. McQuinn, *The Evolution of the Intergalactic Medium*, *Ann. Rev. Astron. Astrophys. 54* (2016) 313 [arXiv:1512.00086] [inSPIRE].

[95] P. La Plante, H. Trac, R. Croft and R. Cen, *Helium Reionization Simulations. III. The Helium Lyα Forest*, *Astrophys. J. 868* (2018) 106 [arXiv:1710.03286] [inSPIRE].

[96] B.T. Draine, *Physics of the interstellar and intergalactic medium*, vol. 19, Princeton University Press (2010).

[97] Z. Lukić, C.W. Stark, P. Nugent, M. White, A.A. Meiksin and A. Almgren, *The Lyman-α forest in optically thin hydrodynamical simulations*, *Mon. Not. Roy. Astron. Soc. 446* (2015) 3697 [arXiv:1406.6361] [inSPIRE].

[98] C.A. Faucher-Giguere, A. Lidz, L. Hernquist and M. Zaldarriaga, *A Flat Photoionization Rate at 2 ≤ z ≤ 4.2: Evidence for a Stellar-Dominated UV Background and Against a Decline of Cosmic Star Formation Beyond z ∼ 3*, *Astrophys. J. Lett. 682* (2008) L9 [arXiv:0806.0372] [inSPIRE].

[99] M. Viel, M.G. Haehnelt and V. Springel, *Inferring the dark matter power spectrum from the Lyman-alpha forest in high-resolution QSO absorption spectra*, *Mon. Not. Roy. Astron. Soc. 354* (2004) 684 [astro-ph/0404600] [inSPIRE].

[100] M. Viel, *The Lyman-α forest as a probe of the coldness of dark matter*, in *IFAE 2007*, pp. 255–260, Springer (2008) [DOI].

[101] H. Shimabukuro, K. Ichiki and K. Kadota, *Constraining the nature of ultra light dark matter particles with the 21 cm forest*, *Phys. Rev. D 101* (2020) 043516 [arXiv:1910.06011] [inSPIRE].