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Abstract

We deduce the eigenvalues and the eigenvectors of a parameter-dependent Hamiltonian $H_\theta$ which is closely related to the Swanson Hamiltonian, and we construct bi-coherent states for it. After that, we show how and in which sense the eigensystem of the Hamiltonian $H$ of the inverted quantum harmonic oscillator can be deduced from that of $H_\theta$. We show that there is no need to introduce a different scalar product using some ad hoc metric operator, as suggested by other authors. Indeed we prove that a distributional approach is sufficient to deal with the Hamiltonian $H$ of the inverted oscillator.
Introduction

In the past years we have observed an always increasing interest for non-Hermitian Hamiltonians in quantum mechanics. This is because, even for quite non trivial systems like the cubic oscillator, it become evident that strange Hamiltonians may have real eigenvalues, even in presence of purely imaginary potentials, [1]. Since then, a lot of work was done to achieve a deeper comprehension of this kind of operators, both for their physical relevance, and for their interesting mathematical properties. Some relevant monographs and edited books are [2]-[7].

Several Hamiltonians have been proposed by many authors along the years, some defined on finite-dimensional Hilbert spaces and some other in $L^2(\mathbb{R})$, or in similar spaces. Quite often, an Hamiltonian $H$ which is not (Dirac-) self-adjoint, $H \neq H^\dagger$, but which has all its eigenvalues real, turns out to be self-adjoint with respect to a different conjugation map, defined by means of a different scalar product which is not, for instance, the natural one in $L^2(\mathbb{R})$. In this case, some metric operator can be introduced in the game. This is essentially an invertible operator $S$ which is the key ingredient to define a new scalar product in the Hilbert space $\mathcal{H}$ starting from its natural one, $\langle,\rangle: \langle f,g \rangle_S = \langle Sf,g \rangle$. Of course, $S$ cannot be completely arbitrary. First of all, it must be positive, in order to ensure that $\langle f,f \rangle_S \geq 0$ for all $f \in D(S)$, the domain of $S$. Moreover, the simplest situation is when both $S$ and $S^{-1}$ are bounded. In this case we can always assume that $D(S) = D(S^{-1}) = \mathcal{H}$. However, this is not always guaranteed if $\dim(\mathcal{H}) = \infty$. Actually, most of the times, in concrete examples, the opposite is true. This is the case of the cubic oscillator mentioned above, [8], but also of many other systems which have been considered by many authors. We refer to [9] for an analysis of some of these systems from this point of view.

Two operators which have been considered in this context in many details by several authors are the Swanson and the inverted quantum oscillator Hamiltonians, see, e.g., [10]-[14] for the first and [15]-[18] for the latter. In our knowledge the link between these Hamiltonians is not considered in the literature. This is possibly because the Swanson Hamiltonian $h_\theta$, which depends on the parameter $\theta \in ]-\frac{\pi}{4}, \frac{\pi}{4}[$ becomes singular in the limit $\theta \to \pm \frac{\pi}{4}$. In this paper we propose a new approach to the inverted quantum harmonic oscillator (IQHO) based on a Swanson-like Hamiltonian $H_\theta$ which does not become singular for any value of $\theta$. The analysis of the eigenvalues and the eigenvectors of $H_\theta$ is based on the construction of pseudo-bosonic ladder operators. The eigenvectors turn out to be in $L^2(\mathbb{R})$, but only for some range of values of $\theta$. For these values we also construct bi-coherent states for the annihilation operators. Then we show that, taking a suitable limit on $\theta$, the IQHO can be recovered, together with its
eigenvalues, eigenvectors and bi-coherent states. However, in this case, we have to leave $L^2(\mathbb{R})$ and go to a suitable space of continuous functionals which, we believe, is the natural habitat for these states, and for the physical system.

The paper is organized as follows:

In the next section we propose our slightly modified version of the Swanson Hamiltonian, $H_\theta$, which can be rewritten in terms of pseudo-bosonic ladder operators, and we compute its eigenvalues and eigenvectors, imposing the constraint that these latter should be square-integrable. The same construction is repeated for $H_\theta^\dagger$. The properties of these eigenvectors are discussed, and the bi-coherent states for the system are defined and studied.

Then, in Section III we introduce the Hamiltonian $H$ of the IQHO and we show that $L^2(\mathbb{R})$ is not the proper space to work with. Indeed we show that a distributional approach is more convenient, since the eigenvectors of $H$ can be found as weak limits of those of $H_\theta$, and that they are tempered distributions. We also show that a second space of continuous functionals can be constructed, which also contains the eigenvectors of $H$ and their associated bi-coherent states. It can be useful to stress that, with respect to other approaches proposed in the literature on the IQHO, we work here with the natural scalar product in $L^2(\mathbb{R})$ and with the sesquilinear form which extends it. In other words, we do not introduce any unessential metric operator.

Section IV contains our conclusions, while some technical aspects are discussed in the Appendixes at the end of the paper. A third Appendix is devoted to the main definitions of $\mathcal{D}$-pseudo-bosons, useful for make the paper more readable.

II The Swanson-like Hamiltonian

Let us consider the following Hamiltonian in $L^2(\mathbb{R})$:

$$H_\theta = \frac{1}{2} \left(p^2 + e^{2i\theta} \Omega^2 x^2\right),$$

for $\theta \in [-\pi, \pi]$, for the moment, and $\Omega > 0$. Here, as usual, $[x, p] = i\mathbb{1}$, $x = x^\dagger$ and $p = p^\dagger$. It is clear that, if $\theta = \pm \frac{\pi}{2}$, $H_\theta$ becomes the Hamiltonian of the IQHO, $H_\pm = \frac{1}{2} (p^2 - \Omega^2 x^2)$.

Before starting our analysis of $H_\theta$, it is interesting to sketch briefly its relation with the Hamiltonian of the Swanson model, [9],

$$h_\varphi = \frac{1}{2} \left(p^2 + x^2\right) - \frac{i}{2} \tan(2\varphi) \left(p^2 - x^2\right) = \frac{e^{-2i\varphi}}{2 \cos(2\varphi)} \left(p^2 + x^2 e^{4i\varphi}\right).$$

Apart from the obvious differences ($\Omega = 1$ and $\varphi = 2\theta$), what makes $h_\varphi$ not so relevant for us, in view of our interest for the IQHO, is the fact that when $\varphi \rightarrow \frac{\pi}{4}$, which would correspond
to $p^2 - x^2$, $\cos(2\varphi) \to 0$, and $h_\varphi$ is no longer defined. For this reason, accordingly with [19], we prefer to exclude the $\varphi$-dependent quantity in the definition of the Hamiltonian, and work directly with $H_\theta$ in (2.1).

Let us introduce the operators

$$A_\theta = \frac{1}{\sqrt{2\Omega}} \left( e^{i\theta/2} \Omega x + i e^{-i\theta/2} p \right), \quad B_\theta = \frac{1}{\sqrt{2\Omega}} \left( e^{i\theta/2} \Omega x - i e^{-i\theta/2} p \right),$$

(2.2)

for all possible $\theta$. It is clear that $A_\theta$ and $B_\theta$ are densely defined in $L^2(\mathbb{R})$, since in particular any test function $f(x) \in S(\mathbb{R})$, the Schwartz space, belongs to the domains of both these operators: $S(\mathbb{R}) \subseteq D(A_\theta)$ and $S(\mathbb{R}) \subseteq D(B_\theta)$, for all $\theta$. It is also clear that $A_\theta^\dagger \neq B_\theta$. Indeed we can check that, for instance on $S(\mathbb{R})$,

$$A_\theta^\dagger = \frac{1}{\sqrt{2\Omega}} \left( e^{-i\theta/2} \Omega x - i e^{i\theta/2} p \right), \quad B_\theta^\dagger = \frac{1}{\sqrt{2\Omega}} \left( e^{-i\theta/2} \Omega x + i e^{i\theta/2} p \right).$$

(2.3)

The set $S(\mathbb{R})$ is stable under the action of all these operators. Formulas (2.3) show that

$$A_\theta^\dagger = B_{-\theta}, \quad B_\theta^\dagger = A_{-\theta}. \quad (2.4)$$

Moreover, it is easy to see that these operators obey pseudo-bosonic commutation rules, [9]:

$$[A_\theta, B_\theta] f(x) = f(x) \quad (2.5)$$

for all $f(x) \in S(\mathbb{R})$, and for all values of $\theta$. This is in agreement with the fact that, if $\theta = 0$, we go back to the ordinary bosonic operators $c = \frac{\Omega x + i p}{\sqrt{2\Omega}}$ and $c^\dagger = \frac{\Omega x - i p}{\sqrt{2\Omega}}$, $[c, c^\dagger] = \mathbb{1}$. Indeed we have

$$A_0 = B_0^\dagger = c, \quad B_0 = A_0^\dagger = c^\dagger.$$

In terms of the operators in (2.2) $H_\theta$ can be rewritten as

$$H_\theta = \Omega e^{i\theta} \left( B_\theta A_\theta + \frac{1}{2} \mathbb{1} \right).$$

(2.6)

Then, because of (2.4), we have that

$$H_\theta^\dagger = \Omega e^{-i\theta} \left( A_\theta^\dagger B_\theta^\dagger + \frac{1}{2} \mathbb{1} \right) = H_{-\theta},$$

(2.7)

on $S(\mathbb{R})$. To deduce the eigensystems of $H_\theta$ and $H_\theta^\dagger$, following the usual strategy adopted for ladder operators and for pseudo-bosons in particular, see the Appendix IV or [9], we should look now for the ground state of the two annihilation operators $A_\theta$ and $B_\theta$. But, since $B_\theta^\dagger = A_{-\theta}$, it
is sufficient to solve the differential equation $A_\theta \varphi_0^{(\theta)}(x) = 0$, since the solution of $B_\theta^0 \psi_0^{(\theta)}(x) = 0$ can be deduced as $\psi_0^{(\theta)}(x) = \varphi_0^{(-\theta)}(x)$. Hence, recalling that $p = -i \frac{d}{dx}$, we find:

$$\varphi_0^{(\theta)}(x) = N^{(\theta)} e^{-\frac{1}{2} \Omega e^{i\theta} x^2}, \quad \psi_0^{(\theta)}(x) = N^{(-\theta)} e^{-\frac{1}{2} \Omega e^{-i\theta} x^2},$$

where $N^{(\pm \theta)}$ are normalization constants which will be fixed later. All along this section we will work with functions in $L^2(\mathbb{R})$. This requirement will be relaxed when dealing with the IQHO, since square integrability is lost, in that case. From (2.8) we see that the vacua are in $L^2(\mathbb{R})$ identity for the Hermite polynomials:

$$\varphi_0^{(\theta)}(x) = \psi_0^{(\theta)}(x) = 0. \quad \text{for } \varphi_0^{(\theta)}(x), \psi_0^{(\theta)}(x) \in L^2(\mathbb{R}).$$

This constraint reminds very much the similar one for the Swanson model, where it was needed both for keeping square-integrability of the eigenstates of the Hamiltonian, and to work with a well defined Hamiltonian$^1$.

With this in mind, and using again the usual pseudo-bosonic approach, we can construct two families of square-integrable functions, $\mathcal{F}_\varphi^{(\theta)} = \{\varphi_n^{(\theta)}(x), n = 0, 1, 2, \ldots\}$ and $\mathcal{F}_\psi^{(\theta)} = \{\psi_n^{(\theta)}(x), n = 0, 1, 2, \ldots\}$, where

$$\varphi_n^{(\theta)}(x) = \frac{B_\theta^n}{\sqrt{n!}} \varphi_0^{(\theta)}(x) = \frac{N^{(\theta)}}{\sqrt{2^n n!}} H_n \left( e^{i\theta/2} \sqrt{\Omega} x \right) e^{-\frac{1}{2} \Omega e^{i\theta} x^2},$$

and

$$\psi_n^{(\theta)}(x) = \frac{A_\theta^n}{\sqrt{n!}} \psi_0^{(\theta)}(x) = \frac{N^{(-\theta)}}{\sqrt{2^n n!}} H_n \left( e^{-i\theta/2} \sqrt{\Omega} x \right) e^{-\frac{1}{2} \Omega e^{-i\theta} x^2}.$$

Here $H_n(x)$ is the $n$-th Hermite polynomial. The proof of these formulas, and in particular of (2.9), is a consequence of the definition $\varphi_n^{(\theta)}(x) = \frac{1}{\sqrt{n!}} B_\theta^n \varphi_0^{(\theta)}(x)$, together with the following identity for the Hermite polynomials: $H_n(y) = 2yH_{n-1}(y) - H'_{n-1}(y)$, $n \geq 1$. Since it does not differ much from other similar derivations, it will not be given here.

It is clear that, for $\theta \in I$, $\varphi_n^{(\theta)}(x), \psi_n^{(\theta)}(x) \in L^2(\mathbb{R})$, for all $n \geq 0$. Also, these functions belong to the domain of $A_\theta, B_\theta$ and of their adjoints, and, as for all pseudo-bosonic operators, we have, as in (A.4),

$$\begin{cases}
B_\theta \varphi_n^{(\theta)}(x) = \sqrt{n + 1} \varphi_n^{(\theta)}(x), & n \geq 0, \\
A_\theta \varphi_n^{(\theta)}(x) = 0, \quad A_\theta \varphi_n^{(\theta)}(x) = \sqrt{n} \varphi_{n-1}^{(\theta)}(x), & n \geq 1, \\
A^*_\theta \psi_n^{(\theta)}(x) = \sqrt{n + 1} \psi_{n+1}^{(\theta)}(x), & n \geq 0, \\
B^*_\theta \psi_n^{(\theta)}(x) = 0, \quad B^*_\theta \psi_n^{(\theta)}(x) = \sqrt{n} \psi_{n-1}^{(\theta)}(x), & n \geq 1, \\
N^{(\theta)} \varphi_n^{(\theta)}(x) = n \varphi_n^{(\theta)}(x), & n \geq 0, \\
N^{(\theta)} \psi_n^{(\theta)}(x) = n \psi_n^{(\theta)}(x), & n \geq 0,
\end{cases}$$

$^1$Here this last problem is solved ab initio. But the problem with the square-integrability is still there, and requires $\theta \in I$. 


where \( N(\theta) = B_\theta A_\theta \) and \( N(\theta)^\dagger \) is its adjoint. Then, using (2.6) and (2.7), we conclude that
\[
H_\theta \varphi_n^{(\theta)}(x) = E_n^{(\theta)} \varphi_n^{(\theta)}(x), \quad H_\theta^\dagger \psi_n^{(\theta)}(x) = E_n^{(-\theta)} \psi_n^{(\theta)}(x),
\]
where \( E_n^{(\theta)} = \omega e^{i\theta} (n + \frac{1}{2}) \). Notice that \( E_n^{(-\theta)} = \overline{E_n^{(\theta)}} \). Hence the eigenvalues of \( H_\theta \) and \( H_\theta^\dagger \) have, for generic \( \theta \in I \), a non zero real and a non zero imaginary part.

**Remark:** If \( \theta = 0 \) everything collapses to the usual quantum harmonic oscillator, as it is clear from (2.1). In this case, if we take \( N(0) = (\frac{\Omega}{\pi})^{1/4} \),
\[
\varphi_n^{(0)}(x) = \psi_n^{(0)}(x) = e_n(x) = \frac{1}{\sqrt{2^nn!}} \left( \frac{\Omega}{\pi} \right)^{1/4} H_n \left( \sqrt{\Omega} x \right) e^{-\frac{1}{2} \Omega x^2},
\]
which is the well known \( n \)-th eigenstate of the quantum harmonic oscillator, as expected.

Another, also expected, feature of the families \( \mathcal{F}_\varphi^{(\theta)} \) and \( \mathcal{F}_\psi^{(\theta)} \) is that, with a proper choice of normalization, their vectors are mutually biorthonormal. Indeed if we fix
\[
N^{(\theta)} = \left( \frac{\Omega}{\pi} \right)^{1/4} e^{i\theta/4},
\]
we can check that
\[
\langle \varphi_n^{(\theta)}, \psi_m^{(\theta)} \rangle = \delta_{n,m},
\]
for all \( n, m \geq 0 \) and for all \( \theta \in I \). Incidentally we observe that (2.14) gives back the right normalization when \( \theta = 0 \). Formula (2.15) is a consequence of our algebraic settings, [9], but can also be deduced explicitly, by using some properties of the contour integration in the complex plane, see Appendix A.

It is interesting to observe that the functions \( \varphi_n^{(\theta)}(x) \) and \( \psi_n^{(\theta)}(x) \) are essentially the rotated versions of the eigenstates \( e_n(x) \) in (2.13):
\[
\varphi_n^{(\theta)}(x) = e^{i\theta/4} e_n(e^{i\theta/2} x), \quad \psi_n^{(\theta)}(x) = e^{-i\theta/4} e_n(e^{-i\theta/2} x),
\]
for all \( n \geq 0 \). This is in agreement with (2.15):
\[
\langle \varphi_n^{(\theta)}, \psi_m^{(\theta)} \rangle = \int_\mathbb{R} \varphi_n^{(\theta)}(x) \overline{\psi_m^{(\theta)}(x)} dx = \int_{\Gamma_\theta} e_n(z) e_m(z) dz = \int_\mathbb{R} e_n(x) e_m(x) dx = \langle e_n, e_m \rangle = \delta_{n,m},
\]
where we have used the results in Appendix A, to which we refer, and the reality of the functions \( e_n(x) \).

The next step in our analysis is to check if the sets \( \mathcal{F}_\varphi^{(\theta)} \) and \( \mathcal{F}_\psi^{(\theta)} \) are both complete in \( \mathcal{L}^2(\mathbb{R}) \) and if they produce some resolution of the identity. Indeed, the answer to the first question is
affirmative: $\mathcal{F}_\varphi^{(\theta)}$ and $\mathcal{F}_\psi^{(\theta)}$ are both complete in $\mathcal{L}^2(\mathbb{R})$. This follows from a standard argument adopted in several papers, see [9] for instance, and originally proposed, in our knowledge, in [20]: if $\rho(x)$ is a Lebesgue-measurable function which is different from zero almost everywhere (a.e.) in $\mathbb{R}$, and if there exist two positive constants $\delta, C$ such that $|\rho(x)| \leq C e^{-\delta|x|}$ a.e. in $\mathbb{R}$, then the set $\{x^n \rho(x)\}$ is complete in $\mathcal{L}^2(\mathbb{R})$. We refer to [9] for some physical applications of this result. Because of these completeness, the sets $\mathcal{L}_\varphi^{(\theta)} = l.s. \{\varphi_n^{(\theta)}(x)\}$ and $\mathcal{L}_\psi^{(\theta)} = l.s. \{\psi_n^{(\theta)}(x)\}$, i.e. the linear spans of the functions in $\mathcal{F}_\varphi^{(\theta)}$ and in $\mathcal{F}_\psi^{(\theta)}$, are both dense in $\mathcal{L}^2(\mathbb{R})$. Now, (2.15) implies that

$$\sum_{n=0}^{\infty} \langle f, \varphi_n^{(\theta)} \rangle \langle \psi_n^{(\theta)}, g \rangle = \langle f, g \rangle,$$

∀$f(x) \in \mathcal{L}_\varphi^{(\theta)}$ and ∀$g(x) \in \mathcal{L}_\psi^{(\theta)}$, which is a sort of weak resolution of the identity, or some extended version of the Parseval identity.

### II.1 A similarity operator

What we have done so far can be restated in terms of a similarity operator, $V_{\theta}$, unbounded with unbounded inverse. We put

$$V_\theta e_n(x) = e^{i\theta/4} e_n(e^{i\theta/2}x) = \varphi_n^{(\theta)}(x),$$

∀$n \geq 0$. This action can be extended by linearity to $\mathcal{L}_e$, the linear span of the $e_n(x)$’s. Hence $V_\theta$ is densely defined. Its inverse can be again defined on $\mathcal{L}_e$. In particular we have

$$V_\theta^{-1} e_n(x) = e^{-i\theta/4} e_n(e^{-i\theta/2}x) = \psi_n^{(\theta)}(x).$$

Of course $V_\theta^{-1} = V_{-\theta}$. These two formulas imply that $\varphi_n^{(\theta)}(x) \in D(V_\theta^{-1})$ and $\psi_n^{(\theta)}(x) \in D(V_\theta)$ and that

$$V_\theta^{-1} \varphi_n^{(\theta)}(x) = V_{-\theta} \psi_n^{(\theta)}(x) = e_n(x),$$

∀$n \geq 0$. Furthermore, it is possible to check that $\psi_n^{(\theta)}(x) \in D(V_\theta^\dagger)$, $\varphi_n^{(\theta)}(x) \in D(V_{-\theta}^\dagger)$, and that

$$V_{-\theta}^\dagger \varphi_n^{(\theta)}(x) = V_\theta^\dagger \psi_n^{(\theta)}(x) = e_n(x),$$

∀$n \geq 0$. Indeed we have, for instance

$$\langle e_n, e_m \rangle = \langle \varphi_n^{(\theta)}, \psi_m^{(\theta)} \rangle = \langle V_\theta e_n, \psi_m^{(\theta)} \rangle = \langle e_n, V_\theta^\dagger \psi_m^{(\theta)} \rangle,$$

so that $\langle e_n, e_m - V_\theta^\dagger \psi_m^{(\theta)} \rangle = 0$ for all $n$, which implies that $e_m - V_\theta^\dagger \psi_m^{(\theta)} = 0$, in view of the completeness of the set $\mathcal{F}_e = \{e_n(x)\}$. The other equality in (2.21) can be proved similarly. We will show later that $V_\theta$ and its inverse are unbounded.
Remark:– In [11] the operator 
\[ T_\theta = e^{i\theta/2(a^2-a^1^2)} \]
was introduced (formally). It rotates the
functions as follows: \( T_\theta f(x) = e^{i\theta/2}f(x) \) and it is (again, formally) self-adjoint and unbounded. It is clear that \( V_\theta = T_\theta/2 \).

To move from formal to rigorous statements, it is possible to show that
\[ \langle V_\theta f, g \rangle = \langle f, V_\theta g \rangle, \tag{2.22} \]
\( \forall f(x), g(x) \in \mathcal{L}_e \) and \( \forall \theta \in I \). To check this, it is sufficient to prove that \( \langle V_\theta e_n, e_m \rangle = \langle e_n, V_\theta e_m \rangle \), \( \forall n, m \geq 0 \). We first rewrite
\[ \langle V_\theta e_n, e_m \rangle = \langle \varphi_n^{(\theta)}, e_m \rangle = \int_\mathbb{R} \varphi_n^{(\theta)}(x) e_m(x) \, dx = e^{i\theta/4} \int_{\Gamma_\theta} e_n(z) e_m(e^{i\theta/2}z) \, dz, \]
while
\[ \langle e_n, V_\theta e_m \rangle = \int_\mathbb{R} e_n(x) \varphi_m^{(\theta)}(x) \, dx = e^{i\theta/4} \int_{\mathbb{R}} e_n(x) e_m(e^{i\theta/2}x) \, dx. \]
Hence (2.22) follows if
\[ \int_{\Gamma_\theta} e_n(z) e_m(e^{i\theta/2}z) \, dz = \int_{\mathbb{R}} e_n(x) e_m(e^{i\theta/2}x) \, dx, \]
i.e. if we can rotate the path of integration. This is possible and can be checked as in Appendix A, using similar strategies and estimates. This check will not be repeated here.

The equality in (2.22) allows us to prove a resolution of the identity not only on the sets \((\mathcal{L}_{\psi}, \mathcal{L}_{\psi}^{(\theta)})\), but also to \((\mathcal{L}_{\psi}, \mathcal{L}_e)\). In other words, we can check that
\[ \sum_{n=0}^{\infty} \langle f, \varphi_n^{(\theta)} \rangle \langle \psi_n^{(\theta)}, g \rangle = \langle f, g \rangle, \tag{2.23} \]
\( \forall f(x) \in \mathcal{L}_{\psi}^{(\theta)} \) and \( \forall g(x) \in \mathcal{L}_e \). To prove this equality, we observe that for any \( f(x) \in \mathcal{L}_{\psi}^{(\theta)} \) we have
\[ f(x) = \sum_n c_n \psi_n^{(\theta)}(x) = V_{-\theta} \left( \sum_n c_n e_n(x) \right), \]
where we use the prime in \( \sum_n' \) to stress that this is a finite sum. Then \( f(x) \in D(V_\theta) \), and \( V_\theta f(x) = \sum_n' c_n e_n(x) \in \mathcal{L}_e \). Moreover, \( V_{-\theta} V_\theta f(x) = f(x) \). Now, since \( V_\theta f(x), g(x) \in \mathcal{L}_e \), using (2.22) we get
\[ \langle f, g \rangle = \langle V_{-\theta} V_\theta f, g \rangle = \langle V_\theta f, V_{-\theta} g \rangle = \sum_k \langle V_\theta f, e_k \rangle \langle e_k, V_{-\theta} g \rangle. \]
using the Parseval identity for $\mathcal{F}_e$. Now, using (2.22) again, we have $\langle e_k, V_\theta g \rangle = \langle V_\theta e_k, g \rangle = \langle \psi_k^{(\theta)}, g \rangle$. To conclude the proof of (2.23) we need to check that $\langle V_\theta f, e_k \rangle = \langle f, \varphi_k^{(\theta)} \rangle$. This equality does not follow directly from (2.22), since $f(x) \in \mathcal{L}_\psi^{(\theta)}$, so that $f(x) \notin \mathcal{L}_e$, in general, but can be easily checked directly, using (2.15):

$$\langle V_\theta f, e_k \rangle = \sum_n \bar{c}_n \langle e_n, e_k \rangle = \sum_n \bar{c}_n \delta_{k,n},$$

which can be different from zero if $k$ appears in $\sum_n'$. Otherwise is zero. On the other hand

$$\langle f, \varphi_k^{(\theta)} \rangle = \sum_n \bar{c}_n \langle \psi_n^{(\theta)}, \varphi_k^{(\theta)} \rangle = \sum_n \bar{c}_n \delta_{k,n},$$

which produces the same result.

We conclude this list of resolutions of the identity adding to (2.17) and (2.23) the following one

$$\sum_{n=0}^{\infty} \langle f, \psi_n^{(\theta)} \rangle \langle \varphi_n^{(\theta)}, g \rangle = \langle f, g \rangle,$$

(2.24)

$\forall f(x) \in \mathcal{L}_\psi^{(\theta)}$ and $\forall g(x) \in \mathcal{L}_e$, which can be proved with similar a strategy.

II.2 Bi-coherent states in $\mathcal{L}^2(\mathbb{R})$

In this section we will briefly analyse bi-coherent states associated to our lowering operators $A_\theta$ and $B_\theta^\dagger$ in an Hilbert space context. We will show that this is possible here but not, as we will discuss later, for the IQHO.

In what follows we will consider two alternative approaches. The first is based on a general theorem which has been proven in [21] and then applied in many situations, [7]. The second produces our states as solutions of some differential equations.

Let us first recall the theorem in [21], adapted to the present situation.

**Theorem 1** Assume that four strictly positive constants $K_\varphi$, $K_\psi$, $r_\varphi$, and $r_\psi$ exist, together with two strictly positive sequences $M_n(\varphi)$ and $M_n(\psi)$, for which

$$\lim_{n \to \infty} \frac{M_n(\varphi)}{M_{n+1}(\varphi)} = M(\varphi), \quad \lim_{n \to \infty} \frac{M_n(\psi)}{M_{n+1}(\psi)} = M(\psi),$$

(2.25)

where $M(\varphi)$ and $M(\psi)$ could be infinity, and such that, for all $n \geq 0$,

$$\|\varphi_n^{(\theta)}\| \leq K_\varphi r_\varphi^n M_n(\varphi), \quad \|\psi_n^{(\theta)}\| \leq K_\psi r_\psi^n M_n(\psi).$$

(2.26)
Then the series
\[ \varphi(\theta; z; x) = e^{-\frac{1}{2}|z|^2} \sum_{k=0}^{\infty} \frac{z^k}{\sqrt{k!}} \varphi_k(\theta)(x), \quad \psi(\theta; z; x) = e^{-\frac{1}{2}|z|^2} \sum_{k=0}^{\infty} \frac{z^k}{\sqrt{k!}} \psi_k(\theta)(x), \] (2.27)
are convergent in \( \mathbb{C} \). Moreover, for all \( z \in \mathbb{C} \),
\[ A_\theta \varphi(\theta; z; x) = z \varphi(\theta; z; x), \quad B_\theta^\dagger \psi(\theta; z; x) = z \psi(\theta; z; x). \] (2.28)
Finally we have
\[ \frac{1}{\pi} \int_\mathbb{C} \langle f, \varphi(\theta; z; x) \rangle \langle \psi(\theta; z; x), g \rangle \, dz = \langle f, g \rangle, \] (2.29)
for all \( f(x) \in L^{(\theta)}_\psi \) and \( g(x) \in L^{(\theta)}_\varphi \cup L_e \).

We only need to prove here that some bounds like those in (2.26) are satisfied by our functions. Of course, these bounds can only make sense for square-integrable functions. Then they can be satisfied only if we restrict to \( \theta \in I \), as we are doing here. Leaving \( I \) changes drastically the situation. This case will be discussed in Section III. As an important side result of our estimates we will be able soon to conclude that the operators \( V_\theta \) and \( V_\theta^{-1} \) are unbounded, as already stated in Section II.1.

Let us compute now \( ||\varphi_n(\theta)|| \), assuming that \( \theta \in I \) but \( \theta \neq 0 \). Indeed, the case \( \theta = 0 \) is trivial, since \( ||\varphi_n(0)|| = ||e_n|| = 1 \). Otherwise we have
\[ ||\varphi_n(\theta)||^2 = \int_{\mathbb{R}} |\varphi_n(\theta)(x)|^2 \, dx = \frac{1}{2n!} \left( \frac{\Omega}{\pi} \right)^{1/2} \int_{\mathbb{R}} H_n(e^{-i\theta/2}\sqrt{\Omega} x) H_n(e^{i\theta/2}\sqrt{\Omega} x) e^{-\Omega \cos(\theta) x^2} \, dx, \]
which returns, using the integral 2.20.16.2, page 502, in [22]
\[ ||\varphi_n(\theta)||^2 = \frac{1}{\sqrt{\cos(\theta)}} P_n \left( \frac{1}{\cos(\theta)} \right). \] (2.30)
Here \( P_n(x) \) is the \( n \)-th Legendre polynomial. Now, using [23], Theorem 8.21.1, we know that the asymptotic behaviour (in \( n \)) of \( P_n(x) \), for \( x \notin [-1, 1] \), is
\[ P_n(x) \simeq (2\pi n)^{-1/2}(x^2 - 1)^{-1/4} \left( x + \sqrt{x^2 - 1} \right)^{n+1/2}. \] (2.31)
Putting all together we find that, \( \forall \theta \in I \setminus \{0\} \),
\[ ||\varphi_n(\theta)||^2 \leq k(\theta) \frac{1}{\sqrt{n}} \left( \frac{2}{\cos(\theta)} \right)^n, \quad ||\psi_n(\theta)||^2 \leq k(-\theta) \frac{1}{\sqrt{n}} \left( \frac{2}{\cos(\theta)} \right)^n \] (2.32)
where \( k(\theta) \) is a not-so-relevant positive quantity, depending on \( \theta \), and the second inequality follows from the identity \( \psi_n^{(-\theta)}(x) = \varphi_n^{(-\theta)}(x) \). Now, identifying the quantities in (2.26) is straightforward. We have, for instance \( K_\varphi = \sqrt{k(\theta)} \), \( r_\varphi = \sqrt{\frac{2}{\cos(\theta)}} \) and \( M_n(\varphi) = n^{-1/4} \), so that \( M(\varphi) = 1 \).

We conclude that the series in (2.27) converge uniformly for all \( z \in \mathbb{C} \), \( x \in \mathbb{R} \) and \( \theta \in I \) and define square-integrable functions which are eigenstates of \( A_\theta \) and \( B_\theta^\dagger \). They also resolve the identity on suitable sets, dense in \( \mathcal{L}^2(\mathbb{R}) \).

**Remark:**– What we have deduced here show that \( V_\theta \) and \( V_\theta^{-1} \) are unbounded. This is due to the result in (2.30), and to the asymptotic behaviour of \( P_n(x) \), (2.31). This last formula shows that, for all \( x > 1 \) (which is our case), \( P_n(x) \) diverges with \( n \). Hence \( V_\theta \) must necessarily be unbounded. Indeed, suppose this is not so and let us call \( M_\theta \) the norm of \( V_\theta \): \( \|V_\theta\| = M_\theta < \infty \). Hence we should have, using (2.18), \( \|\varphi_n^{(\theta)}\| = \|V_\theta e_n\| \leq \|V_\theta\| e_n\| = M_\theta \), which is finite independently of \( n \), which is impossible, as we have seen. Hence \( V_\theta \) is unbounded, for all \( \theta \in I \setminus \{0\} \). Of course, since \( V_\theta^{-1} = V_{-\theta} \), we conclude that \( V_\theta^{-1} \) is unbounded as well.

For our specific annihilation operators it is easy to find a simple explicit form for \( \varphi^{(\theta)}(z; x) \) and \( \psi^{(\theta)}(z; x) \). We are using explicitly the variable \( x \) in these states to stress the fact that we are working in the coordinate space. Solving the differential equation for \( A_\theta \varphi^{(\theta)}(z; x) = z\varphi^{(\theta)}(z; x) \), using the differential expression for \( A_\theta \), we find

\[
\varphi^{(\theta)}(z; x) = p^{(\theta)} \exp \left\{ \sqrt{2\Omega} e^{i\theta/2} z x - \frac{1}{2} e^{i\theta} \Omega x^2 \right\},
\]

with \( p^{(\theta)} \) a suitable normalization, still to be fixed. Moreover, since \( \psi^{(\theta)}(z; x) \) is the solution of \( B_\theta^\dagger \psi^{(\theta)}(z; x) = z \psi^{(\theta)}(z; x) \), and since \( B_\theta^\dagger = A_{-\theta} \), we have

\[
\psi^{(\theta)}(z; x) = \varphi^{(-\theta)}(z; x) = p^{(-\theta)} \exp \left\{ \sqrt{2\Omega} e^{-i\theta/2} z x - \frac{1}{2} e^{-i\theta} \Omega x^2 \right\}.
\]

We can further fix \( p^{(\theta)} \) by requiring that \( \langle \varphi^{(\theta)}, \psi^{(\theta)} \rangle = 1 \). This condition produces a simple gaussian integral, and a possible choice is \( p^{(\theta)} = (\frac{\Omega}{\pi})^{1/4} e^{i\theta/4} e^{-z^2} \), where \( z_r = \Re(z) \), the real part of \( z \). Summarizing we have

\[
\varphi^{(\theta)}(z; x) = \left(\frac{\Omega}{\pi}\right)^{1/4} \exp \left\{ \frac{i}{4} \theta - z_r^2 + \sqrt{2\Omega} e^{i\theta/2} z x - \frac{1}{2} e^{i\theta} \Omega x^2 \right\} \tag{2.33}
\]

and

\[
\psi^{(\theta)}(z; x) = \left(\frac{\Omega}{\pi}\right)^{1/4} \exp \left\{ -\frac{i}{4} \theta - z_r^2 + \sqrt{2\Omega} e^{-i\theta/2} z x - \frac{1}{2} e^{-i\theta} \Omega x^2 \right\}, \tag{2.34}
\]
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which can be seen as the explicit analytic expressions for the vectors in (2.27). It is evident
that, for the allowed values of \( \theta \), these functions are both square integrable. It is also clear
that, sending \( \theta \) to zero, we get
\[
\lim_{\theta \to 0} \varphi(\theta)(z; x) = \lim_{\theta \to 0} \psi(\theta)(z; x) = \left( \frac{\Omega}{\pi} \right)^{1/4} \exp \left\{ -z^2 + \sqrt{2\Omega} z x - \frac{1}{2} \Omega x^2 \right\} = \Phi(z; x),
\]
the standard coherent state for the bosonic annihilation operator, with the usual normalization.

### III The inverted quantum oscillator

The Hamiltonian we want to consider in this section is the following:
\[
H = \frac{1}{2} \left( p^2 - \Omega^2 x^2 \right),
\]
where, as in (2.1), \( \Omega > 0 \). We have already seen that \( H \) can be formally deduced by \( H_\theta \) fixing
\( \theta \) either to \( \frac{\pi}{2} \) or to \( -\frac{\pi}{2} \). For this reason it is natural to define
\[
\varphi_n^{(\pm)}(x) = \varphi_n^{(\pm \frac{\pi}{2})}(x) = \frac{e^{\pm i\pi/8}}{\sqrt{2^n n!}} \left( \frac{\Omega}{\pi} \right)^{1/4} H_n \left( e^{\pm i\pi/4 \sqrt{\Omega} x} \right) e^{\mp \frac{i}{2} \Omega x^2},
\]
and
\[
\psi_n^{(\pm)}(x) = \psi_n^{(\pm \frac{\pi}{2})}(x) = \frac{e^{\mp i\pi/8}}{\sqrt{2^n n!}} \left( \frac{\Omega}{\pi} \right)^{1/4} H_n \left( e^{\mp i\pi/4 \sqrt{\Omega} x} \right) e^{\pm \frac{i}{2} \Omega x^2}.
\]
It is clear that
\[
\|\varphi_n^{(\pm)}\| = \|\psi_n^{(\pm)}\| = \infty,
\]
so that none of these functions is square-integrable, of course. However, even if they are not in
\( L^2(\mathbb{R}) \), they are connected to the operators \( A_\pm, B_\pm \) and their adjoints, where
\[
A_\pm = A_{\pm \frac{\pi}{2}} = \frac{1}{\sqrt{2\Omega}} \left( e^{\pm i\pi/4 \Omega x} + i e^{\mp i\pi/4 p} \right), \quad B_\pm = B_{\pm \frac{\pi}{2}} = \frac{1}{\sqrt{2\Omega}} \left( e^{\mp i\pi/4 \Omega x} - i e^{\pm i\pi/4 p} \right),
\]
and
\[
B^\dagger_\pm = A_\pm, \quad A^\dagger_\pm = B_\pm.
\]
These operators can all be written in terms of the ordinary bosonic operators \( c \) and \( c^\dagger \) introduced
in Section II as follows:
\[
A_\pm = \frac{c \pm ic^\dagger}{\sqrt{2}}, \quad B_\pm = \frac{c^\dagger \pm ic}{\sqrt{2}},
\]
with $A_\pm^\dagger$ and $B_\pm^\dagger$ deduced as in (3.5). All these operators leave $S(\mathbb{R})$ stable. Then we have

$$[A_\pm, B_\pm]f(x) = f(x),$$

(3.7)

for all $f(x) \in S(\mathbb{R})$. However, it is clear that these operators can also be applied to functions which are outside $S(\mathbb{R})$, and even outside $L^2(\mathbb{R})$. In fact, these operators can also act on $\varphi_n^{(\pm)}(x)$ and $\psi_n^{(\pm)}(x)$ and satisfy similar ladder equations as those given in (2.11):

$$\begin{cases}
A_\pm \varphi_0^{(\pm)}(x) = 0, & A_\pm \varphi_n^{(\pm)}(x) = \sqrt{n} \varphi_{n-1}^{(\pm)}(x), \\
B_\pm \varphi_n^{(\pm)}(x) = \sqrt{n+1} \varphi_{n+1}^{(\pm)}(x),
\end{cases}$$

(3.8)

and

$$\begin{cases}
B_\pm^\dagger \psi_0^{(\pm)}(x) = 0, & B_\pm^\dagger \psi_n^{(\pm)}(x) = \sqrt{n} \psi_{n-1}^{(\pm)}(x), \\
A_\pm^\dagger \psi_n^{(\pm)}(x) = \sqrt{n+1} \psi_{n+1}^{(\pm)}(x),
\end{cases}$$

(3.9)

Some easy computations show that $H$ in (3.1) can be written in terms of these ladder operators. To simplify the notation we give the results in an operatorial form\(^2\). Specializing $H_\theta$ in (2.1) by taking $\theta = \pm \frac{\pi}{2}$ we put

$$H_\pm = \pm i\Omega \left( B_\pm A_\pm + \frac{1}{2} \mathbb{1} \right).$$

(3.10)

We have, as expected

$$H = H_+ = H_-.$$

(3.11)

Just as a check we observe that

$$H_+^\dagger = \left( i\Omega \left( B_+ A_+ + \frac{1}{2} \mathbb{1} \right) \right)^\dagger = -i\Omega \left( A_+^\dagger B_+ + \frac{1}{2} \mathbb{1} \right) = -i\Omega \left( B_- A_- + \frac{1}{2} \mathbb{1} \right) = H_-,$$

using (3.5). Of course, since $H_- = H_+$, we conclude that $H_+ = H_+^\dagger$, at least formally. Of course we have

$$H_\pm \varphi_n^{(\pm)}(x) = \pm i\Omega \left( n + \frac{1}{2} \right) \varphi_n^{(\pm)}(x),$$

(3.12)

$\forall n \geq 0$. Hence the eigenvalues of the IQHO are purely imaginary with both a positive and a negative imaginary part. Of course the functions $\psi_n^{(\pm)}(x)$, which are usually the eigenstates of the adjoint of the original Hamiltonian, see (2.12), are not so relevant here since the adjoint of $H_+$ is $H_+$ itself. This is in agreement with the fact that, see (3.3), $\psi_n^{(\pm)}(x) = \varphi_n^{(\pm)}(x)$.

\(^2\)All the operators we are considering in this section can be applied to functions of $S(\mathbb{R})$, but not necessarily: they can also act on $\varphi_n^{(\pm)}(x)$ and $\psi_n^{(\pm)}(x)$, and to their linear combinations. The main difference, in this case, is that we are loosing interest to the standard Hilbert space settings usually adopted in quantum mechanics.
To put the eigenfunctions of $H$ in a more interesting mathematical settings we start defining the following quantities:

\[ \Phi_n^{(\pm)}[f] = \langle \varphi_n^{(\pm)}, f \rangle, \quad \Psi_n^{(\pm)}[g] = \langle \psi_n^{(\pm)}, g \rangle, \tag{3.13} \]

$\forall f(x), g(x) \in \mathcal{S}(\mathbb{R})$ and $\forall n \geq 0$. Here $\langle . , . \rangle$ is the form with extend the ordinary scalar product to compatible pairs, i.e. to pairs of functions with are, when multiplied together, integrable, but separately they are not (or, at least, one is not). Compatible pairs have been considered in several contributions in the literature. We refer to [24, 25] for their appearance in partial inner product spaces, and to [7] for some consideration closer (in spirit) to what we are doing here.

The next steps consist in showing that $\Phi_n^{(\pm)}[f]$ and $\Psi_n^{(\pm)}[g]$ are well defined, linear, and continuous in the natural topology $\tau_S$ in $\mathcal{S}(\mathbb{R})$. In few words, they are tempered distributions, $\Phi_n^{(\pm)}, \Psi_n^{(\pm)} \in \mathcal{S}'(\mathbb{R})$. In the following we will concentrate on $\Phi_n^{(+)}$ since $\Phi_n^{(-)}$ can be treated in the same way, and since the properties of $\Psi_n^{(\pm)}$ follow from those of $\Phi_n^{(\pm)}$ because of the identity $\psi_n^{(+)}(x) = \varphi_n^{(\mp)}(x)$ and of the definition (3.13).

To check that $\Phi_n^{(+)}[f]$ is well defined, we observe that

\[ |\Phi_n^{(+)}[f]| \leq \frac{\left( \frac{\Omega}{\pi} \right)^{1/4}}{\sqrt{2^n}} \int_{\mathbb{R}} \left| H_n \left( e^{i\pi/4\sqrt{\Omega}x} \right) f(x) \right| dx \leq M_n \sup_{x \in \mathbb{R}} (1 + |x|)^n |f(x)|. \tag{3.14} \]

Here we have defined

\[ M_n = \frac{\left( \frac{\Omega}{\pi} \right)^{1/4}}{\sqrt{2^n}} \int_{\mathbb{R}} \left| H_n \left( e^{i\pi/4\sqrt{\Omega}x} \right) \right| (1 + |x|)^n dx. \]

As we see, in this computation we have multiplied and divided the original integrand function $\left| H_n \left( e^{i\pi/4\sqrt{\Omega}x} \right) f(x) \right|$ for $(1 + |x|)^n$. In this way, since the ratio $\frac{|H_n(e^{i\pi/4\sqrt{\Omega}x})|}{(1 + |x|)^n}$ has no singularity and decreases to zero for $|x|$ divergent as $|x|^{-2}$, we can conclude that $M_n$ is finite (and positive). Before going back to (3.14), we also observe that

\[ \sup_{x \in \mathbb{R}} (1 + |x|)^n |f(x)| = \sup_{x \in \mathbb{R}} \sum_{k=0}^{n+2} \binom{n+2}{k} |x|^k |f(x)| = \sum_{k=0}^{n+2} \binom{n+2}{k} p_{k,0}(f), \]

where $p_{k,0}(.)$ is one of the seminorms defining the topology $\tau_S$, see [26] for instance: $p_{k,l}(f) = \sup_{x \in \mathbb{R}} |x|^k |f^{(l)}(x)|$, $k, l = 0, 1, 2, \ldots$. Of course, all these seminorms are finite for all $f(x) \in \mathcal{S}(\mathbb{R})$, and $\mathcal{S}(\mathbb{R})$ is complete with respect to $\tau_S$.

Summarizing we have

\[ |\Phi_n^{(+)}[f]| \leq M_n \sum_{k=0}^{n+2} \binom{n+2}{k} p_{k,0}(f), \]
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which allows us to conclude that $\Phi_n^{(+)}[f]$ is well defined for all $f(x) \in S(\mathbb{R})$, as we had to check.

The linearity of $\Phi_n^{(+)}$ is clear: $\Phi_n^{(+)}[\alpha f + \beta g] = \alpha \Phi_n^{(+)}[f] + \beta \Phi_n^{(+)}[g]$, for all $f(x), g(x) \in S(\mathbb{R})$ and $\alpha, \beta \in \mathbb{C}$.

We are left with the proof that $\Phi_n^{(+)}$ is continuous. For that we have to consider a sequence of functions $\{f_k(x) \in S(\mathbb{R})\}$, $\tau_S$-convergent to $f(x) \in S(\mathbb{R})$, and check that $\Phi_n^{(+)}[f_k] \to \Phi_n^{(+)}[f]$ for $k \to \infty$ in $\mathbb{C}$, for all fixed $n$. The proof of this fact is based on the lemma below, whose proof (quite probably well known) is not easy to find and it is given in Appendix B for completeness.

**Lemma 2** Given a sequence of functions $\{f_k(x) \in S(\mathbb{R})\}$, $\tau_S$-convergent to $f(x) \in S(\mathbb{R})$, it follows that $|x| |f_k(x)|$ converges, in the norm $\| \cdot \|$ of $L^2(\mathbb{R})$, to $|x| |f(x)|$, $\forall l \geq 0$.

We have

$$|\Phi_n^{(+)}[f_k - f]| = \left| \langle \varphi_n^{(+)}, f_k - f \rangle \right| = \left| \left\langle \frac{\varphi_n^{(+)}}{1 + |x|}n+1, (1 + |x|)n+1(f_k - f) \right\rangle \right|,$$

with an obvious manipulation. Now, since $\frac{\varphi_n^{(+)}(x)}{1 + |x|}n+1$ and $(1 + |x|)n+1(f_k(x) - f(x))$ are both in $L^2(\mathbb{R})$, for all $n, k$, we can use the Schwarz inequality and we get

$$|\Phi_n^{(+)}[f_k - f]| \leq \left\| \frac{\varphi_n^{(+)}}{1 + |x|}n+1 \right\| \left\| (1 + |x|)n+1(f_k - f) \right\| \to 0$$

when $k \to \infty$, for all fixed $n \geq 0$ because of Lemma 2.

In the same way, we can prove that $\Phi_n^{(-)}$ is continuous. Hence, as already observed, $\Psi_n^{(\pm)}$ are continuous, too. Then $\Phi_n^{(\pm)}, \Psi_n^{(\pm)} \in S'(\mathbb{R})$.

The role of tempered distributions in the context of the IQHO is further clarified by the following result.

**Theorem 3** For each fixed $n \geq 0$ the vector $\varphi_n^{(\pm)}(x)$ is a weak limit of $\varphi_n^{(\theta)}(x)$, for $\theta \to \pm \frac{\pi}{2}$:

$$\varphi_n^{(\pm)}(x) = w - \lim_{\theta \to \pm \frac{\pi}{2}} \varphi_n^{(\theta)}(x). \quad (3.15)$$

Analogously,

$$\psi_n^{(\pm)}(x) = w - \lim_{\theta \to \pm \frac{\pi}{2}} \psi_n^{(\theta)}(x). \quad (3.16)$$

**Proof** – It is sufficient to prove that $\varphi_n^{(+)}(x) = w - \lim_{\theta \to \pm \frac{\pi}{2}} \varphi_n^{(\theta)}(x)$, i.e. that

$$\langle \varphi_n^{(+)} - \varphi_n^{(\theta)}, f \rangle \to 0 \quad (3.17)$$
for $\theta \to \frac{\pi}{2}$ for all fixed $n \geq 0$ and for $f(x) \in \mathcal{S}(\mathbb{R})$. The proof follows a similar strategy as that of Lemma 2. First of all we observe that,

$$|\varphi_n^{(+)}(x) - \varphi_n^{(\theta)}(x)| \leq \frac{(\Omega/\pi)^{1/4}}{\sqrt{2^n}n!} \left( |H_n(e^{i\pi/4}\sqrt{\Omega}x)| + |H_n(e^{i\theta/2}\sqrt{\Omega}x)| \right) \leq \frac{(\Omega/\pi)^{1/4}}{\sqrt{2^n}n!} p_n(x),$$

where $p_n(x)$ is a suitable polynomial in $|x|$ of degree $n$, independent of $\theta$, whose expression is not particularly relevant\(^3\). This estimate implies that the function

$$\chi_n^{(\theta)}(x) = \frac{\varphi_n^{(+)}(x) - \varphi_n^{(\theta)}(x)}{(1 + |x|)^{n+1}}$$

is square integrable for all fixed $n$ and for all $\theta \in I$. Therefore, since $(1 + |x|)^{n+1} f(x) \in \mathcal{L}^2(\mathbb{R})$ as well, due to the fact that $f(x) \in \mathcal{S}(\mathbb{R})$, we have

$$\left| \langle \varphi_n^{(+)} - \varphi_n^{(\theta)}, f \rangle \right| = \left| \left\langle \frac{\varphi_n^{(+)}(x) - \varphi_n^{(\theta)}(x)}{(1 + |x|)^{n+1}}, (1 + |x|)^{n+1} f \right\rangle \right| \leq \|\chi_n^{(\theta)}\| \|(1 + |x|)^{n+1} f\|,$$

using the Schwarz inequality. Now, to conclude as in (3.17), it is sufficient to show that $\|\chi_n^{(\theta)}\| \to 0$ when $\theta \to \frac{\pi}{2}$, i.e. that

$$\lim_{\theta \to \frac{\pi}{2}} \int_{\mathbb{R}} |\chi_n^{(\theta)}(x)|^2 \, dx = 0.$$

This is a consequence of the Lebesgue dominated convergence theorem, since it is clear first that $\lim_{\theta \to \frac{\pi}{2}} \chi_n^{(\theta)}(x) = 0$ a.e. in $x$ and since $|\chi_n^{(\theta)}(x)|^2$ is bounded by an $\mathcal{L}^1(\mathbb{R})$ function, in view of what we have shown before. Indeed we have

$$|\chi_n^{(\theta)}(x)|^2 = \frac{|\varphi_n^{(+)}(x) - \varphi_n^{(\theta)}(x)|^2}{(1 + |x|)^{2n+2}} \leq \frac{(\Omega/\pi)^{1/2}}{2^n n!} \frac{p_n^2(x)}{(1 + |x|)^{2n+2}},$$

which goes to zero for $|x|$ divergent as $|x|^{-2}$.

\[\square\]

Summarizing the results proved so far we can write that the eigenstates of the IQHO are not square integrable. They define tempered distributions and can be obtained as weak limits of the eigenstates of the Swanson-like Hamiltonian introduced in (2.1). Hence, the IQHO provides an interesting example of what we have called weak pseudo-bosons in some recent works, [27, 7], i.e., essentially, ladder operators obeying a deformed version of the CCR, see (3.7), which produce an interesting functional structure outside $\mathcal{L}^2(\mathbb{R})$.

\(^3\)To clarify this aspect of the proof, let us consider, for instance $H_3(x) = 8x^3 - 12x$. Hence $|H_3(x)| \leq 8|x|^3 + 12|x|$ and, therefore $|H_3(e^{i\theta/2}\sqrt{\Omega}x)| \leq 8(\Omega)^{3/2}|x|^3 + 12\sqrt{\Omega}|x|$, for instance.
III.1 Bi-coherent states for the IQHO

Since we have, for the IQHO, weak pseudo-bosonic operators, and annihilation operators in particular, we can think to construct coherent states of some kind for them. Of course, Theorem 1 is no longer available, since the estimates in (2.26) make no sense, here. This is because, as we have already stressed, \( \| \varphi_n^{(\pm)} \| = \| \psi_n^{(\pm)} \| = \infty \). However, as discussed in connection with other systems, it is still possible to give a slightly different version of this theorem, requiring some bounds not on the norms of \( \varphi_n^{(\pm)}(x) \) and \( \psi_n^{(\pm)}(x) \), but on some scalar product related to these functions. For instance, if an inequality like the following, analogous to the one in (2.26) holds,

\[
|\langle \varphi_n^{(+)}, f \rangle| \leq A_{\varphi, f} r_{\varphi, f} M_n(\varphi, f),
\]

for all \( f(x) \) in a sufficiently large set of functions, \( \mathcal{E} \subset L^2(\mathbb{R}) \), we can still check that the series

\[
e^{-\frac{1}{2}|z|^2} \sum_{k=0}^{\infty} \frac{z^k}{\sqrt{k!}} \langle \varphi_k^{(+)}, f \rangle
\]

converges for all \( z \in \mathbb{C} \) and for all \( f(x) \in \mathcal{E} \). A similar estimate could be used for \( \varphi_k^{(-)} \), of course, producing similar results. In other words, Theorem 1 could be extended to our situation. However, we prefer to adopt a different, and possibly more direct, strategy. In particular, once we have seen that the eigenstates of \( H = H_\pm \) can be found as weak limit of the eigenstates of \( H_\theta \), see Theorem 3, it is natural to check if the weak limit of the bicoherent states in (2.33) and (2.34) produces, or not, some interesting state. In particular, for instance, does \( w - \lim_{\theta \to \pi/2} \varphi(\theta)(z; x) \) exist? and is it an eigenstate of \( A_+ \) with eigenvalue \( z \)? Is it a tempered distributions? Does any resolution of the identity holds, in this case?

These are the main questions we want to answer. But first of all, it is convenient to start with an useful remark. We put, in analogy with (3.2) and (3.3),

\[
\varphi^{(\pm)}(z; x) = \varphi^{(\pm \pi/2)}(z; x) = \left( \frac{\Omega}{\pi} \right)^{1/4} \exp \left\{ \pm i \frac{\pi}{8} - z_r^2 + \sqrt{2\Omega} e^{\pm i\pi/4} z x \mp \frac{i}{2} \Omega x^2 \right\}
\]

and

\[
\psi^{(\pm)}(z; x) = \psi^{(\pm \pi/2)}(z; x) = \left( \frac{\Omega}{\pi} \right)^{1/4} \exp \left\{ \mp i \frac{\pi}{8} - z_r^2 + \sqrt{2\Omega} e^{\mp i\pi/4} z x \pm \frac{i}{2} \Omega x^2 \right\},
\]

so that, not surprisingly,

\[
\varphi^{(\pm)}(z; x) = \psi^{(\mp)}(z; x).
\]
It is clear from these formulas that $|\varphi^{(\pm)}(z; x)|$ and $|\psi^{(\pm)}(z; x)|$ are not polynomials in $|x|$, contrarily to $|\varphi_n^{(\pm)}(x)|$ and $|\psi_n^{(\pm)}(x)|$. For this reason, $\varphi^{(\pm)}(z; x)$ and $\psi^{(\pm)}(z; x)$ cannot give rise to tempered distributions. Still, how we will show now, they produce certain continuous linear functionals on a rather large set of functions of generalized test functions, $\mathcal{V}_\rho$. This will be done, at a certain general level, in the next section. After giving some general definitions and results on $\mathcal{V}_\rho$ and its dual, we will come back to the states in (3.18) and (3.19) and to their features in Section III.3.

### III.2 Generalized test functions: general results

Let $\rho(x)$ be a strictly positive, $L$-measurable, function, and let us introduce the set

$$
\mathcal{V}_\rho = \left\{ f(x) \in \mathcal{L}^2(\mathbb{R}) : \rho(x)f(x) \in \mathcal{L}^2(\mathbb{R}) \right\}. 
$$

First of all we observe that, if $\rho(x) \in \mathcal{L}^\infty(\mathbb{R})$, then $\mathcal{V}_\rho = \mathcal{L}^2(\mathbb{R})$. Indeed, in this case, if we take any $g(x) \in \mathcal{L}^2(\mathbb{R})$, then $\rho(x)g(x) \in \mathcal{L}^2(\mathbb{R})$ as well:

$$
\int_\mathbb{R} |\rho(x)g(x)|^2 dx \leq (\sup_{x \in \mathbb{R}} |\rho(x)|)^2 \int_\mathbb{R} |g(x)|^2 dx = ||\rho||^2_\infty ||g||^2 < \infty.
$$

Hence $g(x) \in \mathcal{V}_\rho$: $\mathcal{L}^2(\mathbb{R}) \subseteq \mathcal{V}_\rho$. Vice-versa, if $g(x) \in \mathcal{V}_\rho$, $g(x) \in \mathcal{L}^2(\mathbb{R})$ by definition. Hence $\mathcal{V}_\rho \subseteq \mathcal{L}^2(\mathbb{R})$, and our claim follows.

Second, if $\rho(x)$ is continuous, not necessarily bounded, $\mathcal{V}_\rho$ is dense in $\mathcal{L}^2(\mathbb{R})$. This is because, for any such $\rho(x)$, we have the following inclusion: $D(\mathbb{R}) \subseteq \mathcal{V}_\rho$, where $D(\mathbb{R})$ is the set of all compactly-supported $C^\infty$ functions, which is dense in $\mathcal{L}^2(\mathbb{R})$. Hence $\mathcal{V}_\rho$ is also dense. To check this, we take $h(x) \in D(\mathbb{R})$. Hence $h(x) \in \mathcal{L}^2(\mathbb{R})$, clearly. But now, since $\rho(x)$ is continuous by assumption, $\rho(x)h(x)$ is continuous with bounded support, so that it has a maximum. This implies that $||\rho h|| < \infty$.

Already these cases show that $\mathcal{V}_\rho$ is a significantly large set, in many interesting situations. We can endow $\mathcal{V}_\rho$ with a topology, $\tau_\rho$, as follows:

**Definition 4** Given a sequence $\{f_n(x) \in \mathcal{V}_\rho\}$, we say that this is $\tau_\rho$-convergent if (i) $\{f_n(x) \in \mathcal{V}_\rho\}$ is $||.||$-Cauchy and if (ii) $\{\rho(x)f_n(x) \in \mathcal{V}_\rho\}$ is $||.||$-Cauchy.

We can prove the following result, suggesting that $\tau_\rho$ is a good topology for us.

**Lemma 5** Suppose that $\rho^{-1}(x) \in \mathcal{L}^\infty(\mathbb{R})$. Then $\mathcal{V}_\rho$ is closed with respect to $\tau_\rho$. 
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**Proof** – Because of the definition of $\tau_\rho$, given a sequence \( \{f_n(x) \in \mathcal{V}_\rho\} \) which is $\tau_\rho$-convergent, there exist two functions in $L^2(\mathbb{R})$, \( f(x) \) and \( g(x) \), such that
\[
 f(x) = \|\cdot\| - \lim_{n,\to\infty} f_n(x), \quad g(x) = \|\cdot\| - \lim_{n,\to\infty} \rho(x)f_n(x).
\]
We only need to check that \( g(x) = \rho(x)f(x) \). For that we start noticing that
\[
 \|f_n - \rho^{-1}g\| \leq \|\rho^{-1}\|_\infty \|\rho f_n - g\| \to 0,
\]
when \( n \to \infty \), because of our assumption on \( \rho^{-1}(x) \) and of the definition of \( g(x) \). Then we have
\[
 \|f - \rho^{-1}g\| \leq \|f - f_n\| + \|f_n - \rho^{-1}g\| \to 0,
\]
when \( n \to \infty \). Hence \( f(x) = \rho^{-1}(x)g(x) \), so that \( g(x) = \rho(x)f(x) \).

\[\square\]

**Remark:** – This Lemma shows also that, if \( \{f_n(x) \in \mathcal{V}_\rho\} \) is $\tau_\rho$-convergent to \( f(x) \), then \( \{f_n(x) \in \mathcal{V}_\rho\} \) is also norm convergent to \( f(x) \). However, the opposite implication does not hold, without further assumptions on \( \rho(x) \). For instance, if \( \rho(x) \in L^\infty(\mathbb{R}) \), then using the same estimate we deduced before, \( \|\rho g\| \leq \|\rho\|_\infty \|g\| \), \( g(x) \in L^2(\mathbb{R}) \), it is clear that if \( \{f_n(x) \in \mathcal{V}_\rho\} \) is norm convergent to \( f(x) \), it also converges to \( f(x) \) in $\tau_\rho$. But, if \( \rho(x) \notin L^\infty(\mathbb{R}) \), this implication is not automatic.

From now on we restrict to real \( \rho(x) \) satisfying the assumption of Lemma 5. This is indeed enough for our application. We can now introduce a sort of dual space of \( \mathcal{V}_\rho \), \( \Theta_\rho \), as follows:
\[
 \Theta_\rho = \{\Phi(x), \text{L-measurable; } \Phi(x)\rho^{-1}(x) \in L^2(\mathbb{R})\}. \tag{3.22}
\]
It is possible to show that every element of \( \Theta_\rho \) defines a continuous linear functional on \( \mathcal{V}_\rho \), that is, an element of \( \mathcal{V}_\rho' \). Stated differently, \( \Theta_\rho \subseteq \mathcal{V}_\rho' \).

The proof of this claim is easy. Indeed, since
\[
 F_\Phi[f] = \langle \Phi, f \rangle = \langle \Phi \rho^{-1}, \rho f \rangle, \tag{3.23}
\]
and since, \( \forall \Phi(x) \in \Theta_\rho \) and \( f(x) \in \mathcal{V}_\rho \) we have \( \Phi(x)\rho^{-1}(x), f(x)\rho(x) \in L^2(\mathbb{R}) \), \( F_\Phi[f] \) is well defined and
\[
 |F_\Phi[f]| \leq \|\Phi\rho^{-1}\| \|f\rho\|.
\]
Linearity of \( F_\Phi \) is clear. As for its continuity, let \( \{f_n(x) \in \mathcal{V}_\rho\} \) be a sequence $\tau_\rho$ convergent to \( f(x) \in \mathcal{V}_\rho \). To show that \( F_\Phi[f_k] \to F_\Phi[f] \) we observe that
\[
 |F_\Phi[f_k - f]| = |\langle \Phi \rho^{-1}, \rho (f_k - f) \rangle| \leq \|\Phi\rho^{-1}\| \|\rho (f_k - f)\| \to 0
\]
for \( k \to \infty \).
III.3 Back to the IQHO

In the last part of Section III, we fix $\rho(x) = e^{\Omega \frac{x^2}{2}}$. This function is clearly continuous, and therefore $\mathcal{V}_\rho$ is dense in $L^2(\mathbb{R})$, and strictly included in $L^2(\mathbb{R})$. Moreover, it is real and invertible, and its inverse $\rho^{-1}(x) = e^{-\Omega \frac{x^2}{2}}$ is in $L^\infty(\mathbb{R})$.

With this choice we see that $\varphi^{(\pm)}(z; x), \psi^{(\pm)}(z; x) \in \Theta_\rho$. Hence they belong to $\mathcal{V}_\rho'$.

The resolution of the identity for these states is the following:

$$\int_{\mathbb{C}} \langle f, \varphi^{(\pm)} \rangle \langle \varphi^{(\pm)}, g \rangle \frac{dz}{\pi} = \int_{\mathbb{C}} \langle f, \psi^{(\pm)} \rangle \langle \psi^{(\pm)}, g \rangle \frac{dz}{\pi} = \langle f, g \rangle,$$

(3.24)

$\forall f(x), g(x) \in \mathcal{V}_\rho$. We only check the equality

$$\int_{\mathbb{C}} \langle f, \varphi^{(+)} \rangle \langle \psi^{(+)}, g \rangle \frac{dz}{\pi} = \langle f, g \rangle,$$

since the other can be proved in a similar way. We start noticing that

$$\varphi^{(+)}(z; x)\rho^{-1}(x) = \left(\frac{\Omega}{\pi}\right)^{1/4} \exp \left\{ i \frac{\pi}{8} - z^2 \right\} + \sqrt{2\Omega} e^{i\pi/4} z x - \frac{1}{\sqrt{2}} \Omega e^{i\pi/4} x^2 \right\},$$

and

$$\psi^{(+)}(z; x)\rho^{-1}(x) = \left(\frac{\Omega}{\pi}\right)^{1/4} \exp \left\{ -i \frac{\pi}{8} - z^2 \right\} + \sqrt{2\Omega} e^{-i\pi/4} z x - \frac{1}{\sqrt{2}} \Omega e^{-i\pi/4} x^2 \right\}.$$ Then we have

$$\langle f, \varphi^{(+)} \rangle = \langle f \rho, \varphi^{(+)} \rho^{-1} \rangle = \left(\frac{\pi}{\Omega}\right)^{1/4} \int_{\Gamma} f \rho \left(\frac{se^{-i\pi/4}}{\sqrt{\Omega}}\right) e^{\sqrt{2}z s - \frac{1}{\sqrt{2}} \Omega e^{i\pi/4} s^2} ds,$$

where we have introduced the simplifying notation $f_\rho(x) = f(x)\rho(x)$ and where $\Gamma$ is the line which is obtained from the real axis after the change of variable $s = \sqrt{\Omega} e^{i\pi/4} x$, i.e. the first bisector of the complex plane. In a similar way, calling $g_\rho(x) = g(x)\rho(x)$, we find also

$$\langle \psi^{(+)}, g \rangle = \left(\frac{2\pi}{\Omega}\right)^{1/4} \int_{\Gamma} e^{\sqrt{2}z t - \frac{1}{\sqrt{2}} \Omega e^{-i\pi/4} t^2} g_\rho \left(\frac{t e^{-i\pi/4}}{\sqrt{\Omega}}\right) dt,$$

where again $t = \sqrt{\Omega} e^{i\pi/4} x$. Now, if we put these results in $\int_{\mathbb{C}} \langle f, \varphi^{(+)} \rangle \langle \psi^{(+)}, g \rangle \frac{dz}{\pi}$ and we first integrate in $dz = dz_r dz_i, z = z_r + iz_i$, we find

$$\int_{\mathbb{C}} \langle f, \varphi^{(+)} \rangle \langle \psi^{(+)}, g \rangle \frac{dz}{\pi} = \left(\frac{\pi}{\Omega}\right)^{1/4} \int_{\Gamma} f \rho \left(\frac{se^{-i\pi/4}}{\sqrt{\Omega}}\right) g_\rho \left(\frac{se^{-i\pi/4}}{\sqrt{\Omega}}\right) e^{i s^2} ds,$$
which can be further simplified by changing the integration variable as in \( w = \frac{\text{se}^{-i\pi/4}}{\sqrt{\Omega}} \). In this way \( \hat{\Gamma} \) is mapped back to the real axis, and, recalling the definitions of \( f_\rho(x) \) and \( g_\rho(x) \), we find the expected result:

\[
\int_C \langle f, \varphi^{(+)} \rangle \langle \psi^{(+)}, g \rangle \frac{dz}{\pi} = \int_\mathbb{R} \overline{f(w)} g(w) dw = \langle f, g \rangle.
\]

**Remark:** It might be interesting to notice that what we have done for the bicoherent states of the IQHO could be done also for the eigenstates of its Hamiltonian \( H \). In other words we could check that the states \( \varphi_n^{(\pm)}(x) \) and \( \psi_n^{(\pm)}(x) \) in (3.2) and (3.3) are not only tempered distributions, but also elements of \( V'_\rho \). Checking this is much simpler, but maybe less interesting (once we have proved the stronger result!). For this reason we will not give the details of this result here.

### IV Conclusions

We have shown how the IQHO can be studied adopting ideas coming from distribution theory, and how the eigenfunctions and the bi-coherent states can be recovered as a weak limit of the analogous objects of a Swanson-like Hamiltonian. Several mathematical properties of these states have been studied, from the point of view of tempered distribution and from that of continuous functional on a certain space of functions, introduced for the IQHO but discussed here in some generality. Our approach produces an alternative way to deal with a system which has attracted very much the attention of many scientists in recent years, putting the IQHO, we believe, on a mathematically firm ground.
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Appendix A: proof of the biorthonormality

This appendix is devoted to the proof of formula (2.15), \( \langle \varphi_n^{(\theta)}, \psi_m^{(\theta)} \rangle = \delta_{n,m} \). We start rewriting, using (2.9) and (2.10),

\[
\langle \varphi_n^{(\theta)}, \psi_m^{(\theta)} \rangle = \frac{N^{(-\theta)} N^{(\theta)}}{\sqrt{2^{n+m} n! m!}} \int_{\mathbb{R}} H_n \left( e^{-i\theta/2} \sqrt{\Omega} x \right) H_m \left( e^{-i\theta/2} \sqrt{\Omega} x \right) e^{-\Omega e^{-i\theta} x^2} dx = \\
= \frac{N^{(\theta)} N^{(-\theta)} e^{i\theta/2}}{\sqrt{2^{n+m} n! m! \Omega}} \int_{\Gamma_\theta} H_n (z) H_m (z) e^{-z^2} dz,
\]

where we have introduced the complex variable \( z = e^{-i\theta/2} \sqrt{\Omega} x \) and the straight line \( \Gamma_\theta \), which is what should replace \( \mathbb{R} \) because of this change of variable: \( \Gamma_\theta = \{ z = (\cos(\theta/2) - i \sin(\theta/2))x, x \in \mathbb{R} \} \), see the figure. Using some trick in complex integration it is possible to show that we can rotate back \( \Gamma_\theta \), getting

\[
\int_{\Gamma_\theta} H_n (z) H_m (z) e^{-z^2} dz = \int_{\mathbb{R}} H_n (x) H_m (x) e^{-x^2} dx = 2^n n! \sqrt{\pi} \delta_{n,m}.
\]

Hence we get

\[
\langle \varphi_n^{(\theta)}, \psi_m^{(\theta)} \rangle = \frac{N^{(\theta)} N^{(-\theta)} e^{i\theta/2}}{\sqrt{\Omega}} \sqrt{\pi} \delta_{n,m},
\]

which returns (2.15) if \( N^{(\theta)} \) is chosen as in (2.14). To prove (A.1) we start constructing the curve \( \Sigma(R) \) in figure, \( R \) finite, in the complex plane.

These are the coordinates of the points in figure: \( A = -B = -R(1, -\tan(\theta/2)) \), \( D = -C = -R(1, 0) \). The real axis can be recovered by the horizontal line \( \gamma_{[C,D]}(R) \) in figure for
Notice that, going from $C$ to $D$, we are moving in the opposite direction with respect to positive direction of the real axis. The limit $R \to \infty$ of the oblique line $\gamma_{[A,B]}(R)$ returns $\Gamma_\theta$. The vertical segments $\gamma_{[B,C]}(R)$ and $\gamma_{[D,A]}(R)$, with their arrows, close the circuit $\Sigma(R)$ given in the picture.

Now, since the function $H_{n,m}(z) = H_n(z)H_m(z)e^{-z^2}$ is analytical and has no singularity inside $\Sigma(R)$, it follows that

$$0 = \int_{\Sigma(R)} H_{n,m}(z) \, dz = \int_{\gamma_{[A,B]}(R)} H_{n,m}(z) \, dz + \int_{\gamma_{[B,C]}(R)} H_{n,m}(z) \, dz + \int_{\gamma_{[C,D]}(R)} H_{n,m}(z) \, dz + \int_{\gamma_{[D,A]}(R)} H_{n,m}(z) \, dz.$$  

The two integrals along the vertical lines are related. Indeed we have, using the parity of the Hermite polynomials, $H_n(-x) = (-1)^n H_n(x)$ and the parametric expressions for $\gamma_{[B,C]}(R)$ and $\gamma_{[D,A]}(R)$, $z = R + iy$ with $y_B \leq y < 0$ and $z = -R + iy$ with $0 \leq y < y_A = -y_B$ respectively, that

$$\int_{\gamma_{[D,A]}(R)} H_{n,m}(z) \, dz = (-1)^{n+m} \int_{\gamma_{[B,C]}(R)} H_{n,m}(z) \, dz.$$  

Hence, it is sufficient to check that one of these integral goes to zero for $R \to \infty$ to conclude that the same is true for the other. In particular, after some minor manipulations, we deduce that

$$\left| \int_{\gamma_{[B,C]}(R)} H_{n,m}(z) \, dz \right| \leq \frac{1}{eR^2} \int_0^{R\tan(|\theta|/2)} |H_n(R - iy)H_m(R - iy)|e^{y^2} \, dy,$$

which, for our values of $\theta$, is of the form $\frac{\infty}{\infty}$ for $R$ diverging. If we then use the de l’Hopital theorem, we see that, since $0 < \tan(|\theta|/2) < 1$, the right-hand side above goes to zero. This means that, taking the limit for $R \to \infty$ of $\int_{\Sigma(R)} H_{n,m}(z) \, dz$, we have

$$0 = \lim_{R,\infty} \int_{\gamma_{[A,B]}(R)} H_{n,m}(z) \, dz + \lim_{R,\infty} \int_{\gamma_{[C,D]}(R)} H_{n,m}(z) \, dz,$$

which implies (A.1).

**Appendix B: proof of Lemma 2**

To prove the assertion we need to check that

$$I_k^{(t)} = \int_{\mathbb{R}} \left| x^t f_k(x) - x^t f(x) \right|^2 dx \to 0,$$
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when $k \to \infty$, $\forall l \geq 0$.

Indeed, since $1 + |x| > |x|$ and $1 + |x| \geq 1$, we have

$$|x^l f_k(x) - x^l f(x)| \leq (1 + |x|)^l |f_k(x) - f(x)| \leq \frac{1}{1 + |x|} \sup_{x \in \mathbb{R}} (1 + |x|)^{l+1} |f_k(x) - f(x)| \leq \frac{1}{1 + |x|} \sum_{n=0}^{l+1} \left( \frac{l + 1}{n} \right) p_{n,0}(f_k - f),$$

where $p_{n,0}(.)$ is, as in Section III, one of the seminorms defining the topology $\tau_S$. Since, by assumption, $f_k(x)$ is $\tau_S$-convergent to $f(x)$, $p_{n,0}(f_k - f) \to 0$ when $k \to \infty$, $\forall n \geq 0$. Then, calling

$$D_{l+1}(f_k - f) = \sum_{k=0}^{l+1} \left( \frac{l + 1}{n} \right) p_{n,0}(f_k - f),$$

we have that $D_{l+1}(f_k - f) \to 0$, $\forall l \geq 0$, when $k \to \infty$. Hence,

$$I_k^{(l)} \leq [D_{l+1}(f_k - f)]^2 \int_{\mathbb{R}} \frac{dx}{(1 + |x|)^2} = 2 [D_{l+1}(f_k - f)]^2 \to 0,$$

as we had to check.

**Appendix C: definition of $\mathcal{D}$ pseudo-bosons**

Let $\mathcal{H}$ be a given Hilbert space with scalar product $\langle ., . \rangle$ and related norm $\| . \|$.

Let $a$ and $b$ be two operators on $\mathcal{H}$, with domains $D(a)$ and $D(b)$ respectively, $a^\dagger$ and $b^\dagger$ their adjoint, and let $\mathcal{D}$ be a dense subspace of $\mathcal{H}$ such that $a^2 \mathcal{D} \subseteq \mathcal{D}$ and $b^\dagger \mathcal{D} \subseteq \mathcal{D}$, where with $x^\dagger$ we indicate $x$ or $x^\dagger$. Of course, $\mathcal{D} \subseteq D(a^2)$ and $\mathcal{D} \subseteq D(b^\dagger)$.

**Definition 6** The operators $(a, b)$ are $\mathcal{D}$-pseudo bosonic if, for all $f \in \mathcal{D}$, we have

$$a b f - b a f = f. \quad (A.2)$$

When CCR are replaced by (A.2), it is necessary to impose some reasonable conditions which are verified in explicit models. In particular, our starting assumptions are the following:

**Assumption $\mathcal{D}$-pb 1.** there exists a non-zero $\varphi_0 \in \mathcal{D}$ such that $a \varphi_0 = 0$.

**Assumption $\mathcal{D}$-pb 2.** there exists a non-zero $\Psi_0 \in \mathcal{D}$ such that $b^\dagger \Psi_0 = 0$.  
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It is obvious that, since $D$ is stable under the action of the operators introduced above, $\varphi_0 \in D^\infty(b) := \cap_{k \geq 0} D(b^k)$ and $\Psi_0 \in D^\infty(a^\dagger)$, so that the vectors

$$\varphi_n := \frac{1}{\sqrt{n!}} b^n \varphi_0, \quad \Psi_n := \frac{1}{\sqrt{n!}} a^n \Psi_0,$$  \hspace{1cm} (A.3)$$

$n \geq 0$, can be defined and they all belong to $D$. Then, they also belong to the domains of $a^\sharp$, $b^\sharp$ and $N^\sharp$, where $N = ba$. We see that, from a practical point of view, $D$ is the natural space to work with and, in this sense, it is even more relevant than $H$. Let’s put $\mathcal{F}_\Psi = \{ \Psi_n, n \geq 0 \}$ and $\mathcal{F}_\varphi = \{ \varphi_n, n \geq 0 \}$. It is simple to deduce the following lowering and raising relations:

$$\begin{cases}
    b \varphi_n = \sqrt{n+1} \varphi_{n+1}, & n \geq 0, \\
    a \varphi_0 = 0, & a \varphi_n = \sqrt{n} \varphi_{n-1}, & n \geq 1, \\
    a^\dagger \Psi_n = \sqrt{n+1} \Psi_{n+1}, & n \geq 0, \\
    b^\dagger \Psi_0 = 0, & b^\dagger \Psi_n = \sqrt{n} \Psi_{n-1}, & n \geq 1,
\end{cases}$$  \hspace{1cm} (A.4)$$
as well as the eigenvalue equations $N \varphi_n = n \varphi_n$ and $N^\dagger \Psi_n = n \Psi_n$, $n \geq 0$. In particular, as a consequence of these last two equations, if we choose the normalization of $\varphi_0$ and $\Psi_0$ in such a way $\langle \varphi_0, \Psi_0 \rangle = 1$, we deduce that

$$\langle \varphi_n, \Psi_m \rangle = \delta_{n,m},$$  \hspace{1cm} (A.5)$$

for all $n, m \geq 0$. Hence $\mathcal{F}_\Psi$ and $\mathcal{F}_\varphi$ are biorthogonal.

The analogy with ordinary bosons suggests us to consider the following:

**Assumption D-pb 3.–** $\mathcal{F}_\varphi$ is a basis for $H$.

This is equivalent to requiring that $\mathcal{F}_\varphi$ is a basis for $H$ as well. However, several physical models show that $\mathcal{F}_\varphi$ is not a basis for $H$, but it is still complete in $H$. This suggests to adopt the following weaker version of Assumption D-pb 3, [9]:

**Assumption D-pbw 3.–** For some subspace $\mathcal{G}$ dense in $H$, $\mathcal{F}_\varphi$ and $\mathcal{F}_\Psi$ are $\mathcal{G}$-quasi bases.

This means that, for all $f$ and $g$ in $\mathcal{G}$,

$$\langle f, g \rangle = \sum_{n \geq 0} \langle f, \varphi_n \rangle \langle \Psi_n, g \rangle = \sum_{n \geq 0} \langle f, \Psi_n \rangle \langle \varphi_n, g \rangle,$$  \hspace{1cm} (A.6)$$

which can be seen as a weak form of the resolution of the identity, restricted to $\mathcal{G}$. Of course, if $f \in \mathcal{G}$ is orthogonal to all the $\varphi_n$’s, or to all the $\Psi_n$’s, then (A.6) implies that $f = 0$. Hence $\mathcal{F}_\varphi$ and $\mathcal{F}_\Psi$ are complete in $\mathcal{G}$.

We refer to [6, 7] for more details.
References

[1] C. M. Bender, S. Boettcher, *Real Spectra in Non-Hermitian Hamiltonians Having PT-Symmetry*, Phys. Rev. Lett. **80**, 5243-5246, (1998)

[2] C.M. Bender, *PT Symmetry in Quantum and Classical Physics*, World Scientific, Singapore, 2019

[3] C. M. Bender, A. Fring, U. Güther, H. Jones Eds, *Special issue on quantum physics with non-Hermitian operators*, J. Phys. A: Math. and Ther., **45** (2012)

[4] F. Bagarello, R. Passante, C. Trapani, *Non-Hermitian Hamiltonians in Quantum Physics; Selected Contributions from the 15th International Conference on Non-Hermitian Hamiltonians in Quantum Physics, Palermo, Italy, 18-23 May 2015*, Springer (2016)

[5] C. M. Bender, A. Fring, F. Correa Eds, *Proceedings for ”Pseudo-Hermitian Hamiltonians in Quantum Physics”,* Journal of Physics: Conference series, C. M. Bender, F. Correa and A. Fring Eds., **2038**, 012001, (2021)

[6] F. Bagarello, J. P. Gazeau, F. H. Szafraniec e M. Znojil Eds., *Nonselfadjoint operators in quantum physics: Mathematical aspects*, John Wiley and Sons (2015)

[7] F. Bagarello, *Pseudo-bosons and their coherent states*, Springer (2022)

[8] D. Krejcirik and P. Siegl, *On the metric operator for the imaginary cubic oscillator*, Phys. Rev. D, **86**, 121702(R) (2012)

[9] F. Bagarello, *Deformed canonical (anti-)commutation relations and non hermitian Hamiltonians*, in [6]

[10] M. S. Swanson, *Transition elements for a non-Hermitian quadratic hamiltonian*, J. Math. Phys., **45**, 585 (2004)

[11] J. da Providência, N. Bebiano, J. P. da Providência, *Non hermitian operators with real spectrum in quantum mechanics*, ELA **21**, 98 (2010)

[12] F. Bagarello, *Examples of pseudo-bosons in quantum mechanics*, Phys. Lett. A, **374**, 3823 (2010)
[13] F. Bagarello, J. Feinberg, Bicoherent-state path integral quantization of a non-Hermitian Hamiltonian, Ann. of Phys., 422, 168313 (2020)

[14] V. Fernandez, R. Ramirez, M. Reboiro, Swanson Hamiltonian: non-PT-symmetry phase, J. Phys. A, 55, 15303 (2022)

[15] G. Barton, Quantum mechanics of the inverted oscillator potential, Ann. of Phys., 166, 322-363 (1986)

[16] P. Krason, J. Milewski, On eigenproblem for inverted harmonic oscillators, Banach Center Publications, 124, 61-73 (2021)

[17] V. Subramanyan, S. S. Hegde, S. Vishveshwara, B. Bradlyn, Physics of the inverted harmonic oscillator: from the lowest Landau level to event horizons, Ann. of Phys., 435, 168470 (2021)

[18] G. Marcucci, C. Conti, Irreversible evolution of a wave packet in the rigged Hilbert space quantum mechanics, Phys. Rev. A, 94, 052136 (2016)

[19] E. B. Davies, B. J. Kuijlaars, Spectral asymptotics of the non-self-adjoint harmonic oscillator, J. London Math. Soc., 70, 420-426, (2004)

[20] A. Kolmogorov and S. Fomine, Eléments de la théorie des fonctions et de l’analyse fonctionnelle, Mir (1973)

[21] F. Bagarello, F. Gargano, S. Spagnolo, Two-dimensional non commutative Swanson model and its bicoherent states, in Geometric Methods in Physics, XXXVI, P. Kielanowski, A. Odzijewicz, E. Previato eds., Trends in Mathematics, pg. 9-19, Birkhäuser, 2019

[22] A. P. Prudnikov, Yu. A. Bryehkov, O.I. Marichev, Integrals and series, vol. 2, Special functions, Opa, Amsterdam, (1986)

[23] G. Szegö, Orthogonal Polynomials, AMS, Providence, (1939)

[24] J.-P. Antoine, C. Trapani, Partial Inner Product Spaces: Theory and Applications, Lecture Notes in Mathematics, Springer (2010)

[25] J.-P. Antoine, C. Trapani, Reproducing pairs of measurable functions and partial inner product spaces, Adv. in Op. Th., 2, 126-146 (2017)
[26] S. Reed, B. Simon, *Methods of modern mathematical physics, Vol I: Functional analysis*, Academic, New York (1975)

[27] F. Bagarello, *Weak pseudo-bosons*, J. Phys. A, **53**, 135201 (2020)