Rethinking Recurrent Neural Networks and other Improvements for Image Classification
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Abstract—For a long history of Machine Learning which dates back to several decades, Recurrent Neural Networks (RNNs) have been mainly used for sequential data and time series or generally 1D information. Even in some rare researches on 2D images, the networks merely learn and generate data sequentially rather than for recognition of images. In this research, we propose to integrate RNN as an additional layer in designing image recognition’s models. Moreover, we develop End-to-End Ensemble Multi-models that are able to learn experts’ predictions from several models. Besides, we extend training strategy and softmax pruning which overall leads our designs to perform comparably to top models on several datasets. The source code of the methods provided in this article is available in https://github.com/leonlha/e2e-3m and http://nguyenhuuphong.me.

1. Introduction

In recent days, Image Recognition has been transformed into a new stage, thanks to the availability of high performance computing hardware, specially modern graphical processing units (GPUs) and large-scale datasets. Early design of Convolutional Neural Networks (ConvNets) in the nineties had only a few layers of depth, however, as more and more data with higher resolutions require much more computing power, the field has evolved to deeper/wider layers with more efficiency and accuracy [1], [2], [3], [4], [5], [6], [7]. Later developments involved balancing between number of networks’ depth, width and image resolution [3] or augmentation policies [9].

During the same time, Recurrent Neural Networks have been succeeded in various applications from Natural Language Processing [10], [11], Machine Translation [12], Speech Recognition [13], [14] to Weather Forecasting [15], Human Action Recognition [16], [17], [18], Drug Discovery [19] etc. However, in Image Recognition, RNN are merely used for generating sequences of image pixels [20], [21] instead of recognition of the whole image.

As architecture of RNN has been evolved and optimized via several revolutions, this could be interesting to research on weather these spectacular advances have a direct effect on image classification. Therefore, we take a distinct approach where RNN is integrated as an essential layer in designing image recognition models.

Besides, we propose an End-to-End (E2E) Ensemble Multiple Models that can learn expertise from various models. This results from our critical observation, when training models for specific datasets, oftentimes, we select the most accuracy models or ensemble some of them. However, we argue a merged predictions could provide a better solution than just one single model. Moreover, since ensembling essentially breaks the process (from getting input data until final predictions) into separated stages and may perform each step on different platforms, this causes a serious issue or even impossible to integrate the procedure into one place e.g. on Real-time systems [22], [23] or next platform - System on a Chip (SoC) [24], [25].

The rest of this article is organized as follows. Our main contributions are discussed in Section 2. RNN formulations including a typical RNN and more advanced RNNs will be focused in subsection 3.1. Besides, our essential idea of designing ConvNets models that can learn experiences from expert models are highlighted in subsection 3.2. Subsection 4.1 is where we initiate our design on iNaturalist’19 Dataset and in subsection 4.2 performance of various Image Recognition models integration with RNNs are thoroughly analysed. In subsection 4.3 we challenge our design on iCassava’19 Dataset. In subsection 4.4 and 4.5 we extend our discuss on learning rate strategy and softmax pruning technology. We conclude our research in Section 5.

2. Contributions

Our research differs from previous works in several ways. First, most of researches utilize RNNs for sequential data and time series. Even in rare cases, RNNs are just for generating sequences of image’s pixels. We propose to integrate RNNs as an essential layer of ConvNets. For evaluation, we perform our experiments on a virtual environment and a dedicated server using variety of latest fine-tuned models including InceptionV3, Xception, SEResNeXt101, EfficientNetB5, just to name a few.
Second, we present our vital idea for designing ConvNet in which the model is able to learn decisions from expert models. Typically, we just choose predictions from one single model or ensemble from some models. We improve our design after one challenge to the others.

Other main contributions of this work are a training strategy and an extension of softmax layer that allows our models to perform comparably to top models on several datasets.

Our source codes will be made available for other researchers to extend this work in any desirable directions. The programs are written in Jupyter Notebook environment using a web-based interface with a few extra libraries for facilitate reproduction process.

3. Methodologies

Our key idea is to integrate RNN as a layer in ConvNets models. Several RNNs are proposed and we present formulations for computations. The concept of training a model to learn the predictions from each individual model and its design is also discussed.

3.1. Recurrent Neural Networks

For the purpose of performance analysis and comparison, we choose a typical RNN along with more advanced ones i.e. Long Short Term Memory (LSTM) and Gated Recurrent Unit (GRU) as well as Bi-direction RNN (BRNN). Formulations of respective RNNs are presented as follows.

Considering a standard RNN with a given input sequence $x_1, x_2, ..., x_T$, a hidden state of cell is updated at a time step $t$ as

$$h_t = \sigma(W_h h_{t-1} + W_x x_t + b) \quad (1)$$

where $W_h$, $W_x$ variables denote weight matrices and $b$ variable represents the bias, $\sigma$ is a sigmoid function which outputs values between 0 and 1.

The output of a cell, for easy of notation, is defined by

$$y_t = h_t \quad (2)$$

but also can be shown using softmax function in which $\hat{y}_t$ is the output and $y_t$ is the target instead.

$$\hat{y}_t = \text{softmax}(Wy_t + b_y) \quad (3)$$

A more sophisticated RNN or LSTM with introduction of forget gate can be expressed as in these equations:

$$f_t = \sigma(W_{fh} h_{t-1} + W_{fx} x_t + b_f) \quad (4)$$

$$i_t = \sigma(W_{ih} h_{t-1} + W_{ix} x_t + b_i) \quad (5)$$

$$c_t' = \tanh(W_{ch} h_{t-1} + W_{cx} x_t + b_c) \quad (6)$$

$$c_t = f_t \odot c_{t-1} + i_t \odot c_t' \quad (7)$$

$$o_t = \sigma(W_{oh} h_{t-1} + W_{ox} x_t + b_o) \quad (8)$$

$$h_t = o_t \odot \tanh(c_t) \quad (9)$$

where operation $\odot$ represents the element-wise vector product; $f$, $i$, $o$ and $c$ are forget gate, input gate, output gate and cell state. Information is kept when the forget gate $f_t$ becomes 1 and is eliminated when $f_t$ is set to 0.

Since LSTM takes a huge resource for computing, another variation i.e. GRU is used for optimization by combining the input gate and forget gate into just one gate namely update gate. The mathematical formulas are expressed as follows:

$$r_t = \sigma(W_{rh} h_{t-1} + W_{rx} x_t + b_r) \quad (10)$$

$$z_t = \sigma(W_{zh} h_{t-1} + W_{zx} x_t + b_z) \quad (11)$$

$$h_t' = \tanh(W_{zh}(r_t \odot h_{t-1}) + W_{xh} x_t + b_z) \quad (12)$$

$$h_t = (1 - z_t) \odot h_{t-1} + z_t \odot h_t' \quad (13)$$

Lastly, when a typical RNN essentially takes only previous information, Bi-direction RNNs integrate not only past but also future information

$$h_t = \sigma(W_{hx} x_t + W_{hh} h_{t-1} + b_h) \quad (14)$$

$$z_t = \sigma(W_{xh} x_t + W_{hh} h_{t+1} + b_z) \quad (15)$$

$$\hat{y}_t = \text{softmax}(Wy_h h_t + W_y z_t + b_y) \quad (16)$$

where $h_{t-1}$ and $h_{t+1}$ indicate cell hidden states at previous time step $t-1$ and future time step $t+1$.

For more detail of RNN, LSTM, GRU and BRNN please refer to articles [26], [27], [28], [29], [30], [26], [31] and [32], [33] respectively.

3.2. End-to-End Ensemble Multiple Models

Our main idea for this design is that, when we have several models trained on a certain dataset, typically we will choose the model that yields the best accuracy. However, we could build a model that can learn to combine expertise from all individual models. We illustrate this idea in Figure 1.

As shown in the upper part, each actor represents a trained single model. Every time, a sample is presented, each of these actors will predict how certain the sample falls into each category. These probabilities will be combined and utilized to train our model.

The bottom part of the Figure represents our ConvNets design for this idea. We essentially select three models for predictions instead of two. Since using only two models may result in the situation where one model dominates the other. Or in another word, we would have predictions mostly from only one model. Just, an additional model provides a balance between the two (we also limit our design to just three models because of resource limitation i.e. GPU memory). We name this model the E2E-3M. As the name suggests, E2E denotes the abbreviation of End-two-end learning process [34], [35], [36] where the model performs all phases from training until final prediction and 3M simply exhibits the combination of three models.

Each individual model (Net 1, Net 2 and Net 3) composes mainly a fine-tuned model where the last layer is removed and replaced by a more subtle layers e.g. a Global Pooling for reducing the size of the networks and RNN module (including a Reshape layer and an RNN layer). The
model also comprises a Gaussian Noise for preventing overfitting, a Fully Connected layer and their own Softmax layer. The outputs from the three models then are concatenated and utilized for training the following Neural Networks module which consist of a Fully Connected layer, a LeakyReLU layer, a Dropout layer and lastly a Softmax layer for classification.

Ensemble learning is one of key techniques in this design. Ensemble refers to aggregating weaker models (based learners) and construct a more efficient performance model (a stronger learner) [39]. The technique thrives better in Machine Learning than Deep Learning specially in Image Recognition since convolution requires a lot of computation power. Most recent and related researches focus on the use of a simple averaging or voting mechanism [40], [41], [42], [43], [44] and fewer investigate on integrating a trainable
Neural Networks [45], [46]. Our research differs from the others as we study the design on a much larger scale using a great number of up-to-date ConvNets.

Supposing that our ConvNets design have $n$ fine-tuned models or classifiers and $c$ classes for the dataset. The output of each classifier can be represented as a distribution vector:

$$\Delta_j = [\delta_{1j} \ \delta_{2j} \ \ldots \ \delta_{cj}] \quad (17)$$

where

$$1 \leq j \leq n$$

$$0 \leq \delta_{ij} \leq 1 \ \ \forall 1 \leq i \leq c$$

$$\sum_{i=1}^{c} \delta_{ij} = 1$$

After concatenation of $n$ classifiers, the distribution vector becomes:

$$\Delta = [\Delta_1 \ \Delta_2 \ \ldots \ \Delta_n] \quad (18)$$

For convenience of formulation, assuming that the Neural Networks has only one layer with number of neurons equals to the number of classes. As usual, the networks’ weights $\Theta$ are initiated randomly and the vector of distribution can be computed as:

$$\Delta' = \Theta \cdot \Delta = [\delta_{1}' \ \delta_{2}' \ \ldots \ \delta_{c}'] \quad (19)$$

where

$$1 \leq j \leq c$$

$$\delta_{j}' = \sum_{i=1}^{nc} \delta_{i}w_{ij}$$

Finally, the output after softmax activation:

$$\eta_{j}' = \frac{e^{\delta_{j}'}}{\sum_{i=1}^{c} e^{\delta_{i}'}} \quad (20)$$

4. Experiments

In this section, we will discuss experiments to evaluate our initial design without RNN, and analyse performance when RNNs are integrated. We also show our End-to-End Ensemble Multiple Models besides training strategy and extension of softmax layer. These experiments were performed on iNaturalist’19 [47] and iCassava’19 Challenges [48], Cifar-10 [49] and Fashion-MNIST [50] datasets.

4.1. Experiment 1

Deep Learning [51] and Convolutional Neural Networks (ConvNets) have shown notable successes in the field of Image Recognition. From LeNet [52], in several decades ago, until recently AlexNet [53], Inception [2], [3], [54], ResNet [4], SENet [7] and EfficientNet [8], these ConvNets leveraged automate classifications to exceed human’s performance in several applications. This efficiency is due to the highly availability of powerful computer hardware, specifically GPUs, and the Big Data.

In this subsection, we examine the significant of our design utilizing several ConvNets built based on leading architectures such as InceptionV3, ResNet50, InceptionResNetV2, Xception, MobileNetV1 and SEResNeXt101. We set InceptionV3 as a baseline model since the ConvNets has gained popularity among researchers in Deep Learning and can often be used as a standard testbed. Besides, InceptionV3 is known for employing sliding kernels e.g. $1 \times 1$, $3 \times 3$ or $5 \times 5$ in parallel which essentially reduces computation and increases accuracy. We also use a simplest version of Residual Networks i.e. ResNet50 where the brand (ResNet has several versions including ResNet50, ResNet101 and ResNet152 according to the numbers of depth layer) composes short circuits through each networks’ layer that reduces training time greatly. In addition, other ConvNets are explored for facilitating comparison and evaluation.

Our initial design is illustrated in Figure [2]. The center of this process implements one of models from above mentioned ConvNets. The architectures of these ConvNets differ from one to the other, but usually the top layers function as classifiers and can be replaced to adapt with different datasets. For example, Xception and ResNet50 comprise a Global Pooling and a Fully Connected in the top layers. On the other hand, VGG19 [55] constructs a Flatten and two Fully Connected layers (a Max Pooling in the original article but for some reasons Keras implements a Flatten layer).

In the design, we add a Global Pooling to decrease the output size of the networks (this is in line with most of ConvNets but contrasts to VGGs where exhausted Flatten layers are utilized). Importantly, we insert an RNN module for evaluation of our proposed approach. The module composes a Reshape layer and an RNN layer as described in subsection [3.1]. Moreover, a Gaussian noise layer is added to increase variation of samples for preventing overfitting. In the Fully Connected layer, the number of neurons e.g. 256, 512, 1024 or 2048 are varied which are driven mainly based on our experiments. The Softmax layer has a number of output according to the number of iNaturalist’19 categories.

All networks’ layers from the ConvNets are defrozen, so that we reuse only the models’ architectures and trained weights (these ConvNets are pre-trained on ImageNet dataset [56], [57]). Reusing trained weights offers several advantages since retraining or fine-tuning can increase accuracy. To distinguish these ConvNets with the original ones, we refer each model as a fine-tuned model.

Our experiments are performed on iNaturalist’19 dataset which is originally from iNaturalist Challenge conducted in Fine-Grained Visual Categorization 6th (FGVC6) workshop at CVPR 2019. In Computer Vision area, FGVC has attracted interest from researchers since around 2011 [58].
Figure 2. Single Model of E2E-3M. Fine-Tuned Model denotes a ConvNets (e.g. InceptionV3) with top layers are excluded and weights are retrained. The model is pre-loaded with ImageNet weights. The original images are rescaled to fit with a required input size of the Fine-tuned Model or for analysis of image resolution. Global Pooling layer reduces networks’ size. Reshaping converts data to a standard input for the RNN layer. Gaussian Noise layer expands variation of samples for preventing overfitting. Fully Connected layer aims to improve classification. Softmax layer is another Fully Connected layer which has a number of neurons as the number of dataset’s category and utilizes softmax activation.

[59], [60], though, researches on similar topics appeared long before [61], [62]. FGVC or subordinate categorization aims to classify visual objects at a more subtle detail level than basic level categories [63], for example, species of birds [58], dogs [60] and brands of cars [64], aircrafts [65]. In line with this development, iNaturalist dataset was created [47]. Besides, the dataset is comparable to ImageNet regarding size and category variation. The dataset used in this research - iNaturalist’19, focuses on more similar categories than previous versions and composed by 1010 species collected from approximately two hundred thousands of real plants and animals. Figure 3 shows random images from this dataset indicating species belonging to respective classes and sub-categories.

The dataset is split into training and test sets randomly with a ratio of 80/20. In addition, images are resized to several resolutions e.g. for InceptionV3 standard, rescaled images have a size of 299 × 299. The resolution is also increased to 401 × 401 or even 421 × 421. In Gaussian Noise layer, we set amount of noise at 0.1 and in Fully Connected layer, we choose 1024 neurons based on our experience since this is impractical to evaluate all layers with every settings.

We setup a Jupyter Notebook server which runs on a Linux Operation System (OS) using 4 GPUs (GeForce® GTX 1080 Ti Graphical Card) - 12 GB of RAM each. For coding, we use Keras with TensorFlow backend [66] as our platform. Keras was written in Python programming language and developed as an independent wrapper on top of other backends including TensorFlow. The project was acquired by Google Inc. and became one part of TensorFlow recently.

Figure 4 shows results for this experiment in which Top-1 Accuracy is plotted against Floating Point Operations Per Second (FLOPS). The size of each model or the total number of parameters are also displayed. The Top-1 Accuracy was obtained by submitting predictions to the Challenge website, obtaining Top-1 Error from private leader-board and subtracting the result by 1. During tournament, public leader-board is computed based on 51% of official test data. Aftermath, private leader-board is summarized with all data.

As we expected, a higher image resolution yields more accuracy but also uses more computing power for the same model (InceptionV3). As a side note, our benchmark has achieved an accuracy of 0.7097 with a small gap from the benchmark in Challenge website (0.7139). Since we are unaware of organizers’ ConvNets design, settings and working environment, we have no clue for the difference. Later on, we increase image’s resolutions from 299 × 299 to 401 × 401 and 421 × 421 and switch fine-tuned models. With Xception-421, our model has obtained the result of approximately 0.7347.

Since our server is shared, the training takes about one week each time. For this reason, the image size can be increased to only 421 × 421. Besides, results for SEResNeXt110-421, InceptionResNetV2-421 and ResNet50-299 are not obtained but the approximated accuracy are projected instead as we will be using these models in later experiments. Also, because adding an RNN module would increase the training time significantly, the module is not analyzed with this iNaturalist’19 dataset.

4.2. Experiment 2

As mentioned in the previous section, most of all researches regarding RNNs has focused on sequential data
or time series. Even with little attentions on images, the main purpose is to generate sequences of pixels rather than recognition of images. Our approach differs from the latter significantly where all image’s pixels are presented at once rather than at several time steps.

We will systematically evaluate our proposed design utilizing distinct Recurrent Neural Networks. These models include a typical RNN, an advanced GRU and a Bi-Directional RNN - BiLSTM, against a standard (STD) model where an RNN module is excluded. In addition, we select representative fine-tuned models namely InceptionV3, Xception, ResNet50, InceptionResNetV2, MobileNetV1, VGG19 and SEResNeXt101 for comparison and analysis.

In this experiment, we employ Fashion-MNIST dataset which is newly created by Zalando SE with the intention to serve as a direct replacement for MNIST dataset as a Machine Learning benchmark since MNIST has been achieved an almost perfect result of 100% accuracy. The Fashion-MNIST dataset has the same amount of data as MNIST including 50000 samples of training and 10000
samples of testing and also divided into 10 categories. Figure 5 visualizes how the dataset looks where each sample is a $28 \times 28$ grayscale image.

Our initial design (as discussed previously) is reused with a highlight note that RNN module has been incorporated. The number of unit for each RNN is set at 2048 (in BiLSTM, the number is 1024); the time step number is simply one for showing the whole image each time. In addition, because Fashion-MNIST dataset has the image size smaller than desired resolutions (e.g.: $244 \times 244$ or $299 \times 299$ for MobileNetV1 and InceptionV3), so all images are up-sampled.

We perform these experiments on Google Colab even though, our server runs faster. The primary reason is due to Jupyter Notebook occupies all GPUs for the first login section. In other words, only one program executes with full capability. This opposes to the Colab where multiple environments are able to run in parallel. The second reason is the virtual environment allows rapid developments i.e. installation of additional libraries and run programs instantly. All experiments are set for 12 hours duration since some take less time before overfitting but few others take more than the maximum time allotted. We repeat each experiment 3 times. Moreover, in this research, we often submit results to challenge websites, we record only the highest accuracy rather than using other measurements. The accuracy measurement is defined as follows:

$$\text{Accuracy} = \frac{\text{Number of correct predictions}}{\text{Total numbers of predictions made}}$$  \hspace{1cm} (21)

Table 1 shows comparisons of models using different RNN modules on InceptionV3 and MobileNetV1. The former is often chosen as a baseline model whereas the latter is the lightest model in terms of parameters and computation. The results are shown on Figure 6 for convenient observation. As we can see, models with the additional RNN modules can surprisingly achieve higher accuracy than STD models.

We extend this experiment and include more models including Xception, ResNet50, InceptionResNetV2, VGG19 and SEResNeXt101. Table 2 shows comparisons of models

---

1. https://colab.research.google.com/. Google Colab was started as an internal project built based on Jupyter Notebook and was provided to public in 2018. At the time this article is written, the virtual environment supports a single 12GB NVIDIA Tesla K80 GPU.

TABLE 1. ACCURACY COMPARISON OF MODELS USING DISTINCT RECURRENT NEURAL NETWORKS ON INCEPTIONV3 AND MOBILENETV1

| Fine-tuned Models   | STD  | RNN  | GRU  | BiLSTM |
|---------------------|------|------|------|--------|
| InceptionV3         | 0.9434 | 0.9453 | 0.9430 | 0.9445 |
| MobileNetV1         | 0.9404 | 0.9438 | 0.9439 | 0.9410 |

Figure 4. iNaturalist'19 Accuracy of Models. Benchmark denotes the result for InceptionV3 with the default setting (image resolution $299 \times 299$). In addition, the sizes of input image in other models are indicated along with respective names. For example, Xception-421 indicates the input image for the model which has been rescaled to $421 \times 421$. 

TABLE 2.
integrated with BiLSTM module versus standard models. In most of all models, BiLSTMs significantly outperform STDs, except InceptionResNetV2. Please note that, VGG19 took a tremendous training time, eventually, the model has not reached the accuracy as other models after 12 hours of training. In the same manner, we could not obtain a result for VGG19-BiLSTM as well as results for SEResNeXt101. Figure 7 shows only the results for InceptionV3, Xception, ResNet50, InceptionResNetV2 and MobileNetV1.

4.3. Experiment 3

Often times, when training a model, we randomly split a dataset into train and test sets with a desired ratio. Then we repeat our evaluation several times and finally obtaining results from one of measurement methods e.g. mean or standard deviation accuracy. However, in competitions like
Figure 6. Accuracy Comparison of Models Integrated with Recurrent Neural Networks vs Standard Model. Integration models significantly outperform STD models.

TABLE 2. COMPARISON OF BiLSTM AND STD ON DIFFERENT FINE-TUNED MODELS INCLUDING InceptionV3, Xception, ResNet50, InceptionResNetV2, MobileNetV1, VGG19 AND SEResNeXt101.

| Fine-tuned Models | InceptionV3 | Xception | ResNet50 | InceptionResNetV2 |
|-------------------|-------------|-----------|----------|-------------------|
| STD               | 0.9434      | 0.9374    | 0.9375   | 0.9364            |
| BiLSTM            | 0.9445      | 0.9385    | 0.9377   | 0.9360            |
| MobileNetV1       | 0.9404      | 0.9075    | N/A      | N/A               |
| VGG19             | 0.9410      | N/A       | N/A      |                   |
| SEResNeXt101      |             |           |          |                   |

the ones on Kaggle, a test set is completely separated from a train set. If we naively divide the train set into another train and a valid set, we will face a loophole that all samples of the original train set may not be used for training since a portion of dataset is always needed for validating. To solve this problem, we apply k-folds validation procedure on the train set by dividing the dataset into k subsets and one subset is taken out for validation. We expand this process and make predictions also on the official test set. This way allows our models (one model for each set) to learn from all images in the official train set.

We also attempt to increase robustness performance of models via the use of data augmentation. The technique aims to transform the original training dataset, create an expanded dataset whose true labels are knew [67], [68], [69]. Importantly, this teaches the model invariant or irrelevant of input variations [70]. For example, flipping an image of a car horizontally does not change the corresponding category. We apply an augmentation approach from [53] on test set in which a sample is cropped multiple times and predictions are made for each instance. The procedure lately becomes a standard practice in image recognition and referred as Test Time Augmentation. In our research, we crop images at random locations instead of at only four corners and the center. Besides, the most prevalent augmentation techniques for geometric and texture transformations such as rotation, width/height shifts, shear and zoom, horizontal/vertical flips and channel shift are utilized.

In addition, we apply state-of-the-art ensemble learning since the technique is generally more accuracy than prediction from a single model. We use a simple averaging approach for aggregation of all models a.k.a AVG-3M. Also, this is important to ensure a variety of fine-tuned models to increase the diversity of classifiers as combining multiple redundant classifiers would be meaningless. We finally choose SEResNeXt101, Xception and InceptionResNetV2 fine-tuned models as these ConvNets yield higher results than others. Please note the RNN module (including Reshape and BiLSTM layers) is excluded.

One more crucial technique is our training strategy that helps to reduce lost and increase accuracy by searching for a better global minimum (more details will be analyzed in next subsection).

We evaluate our approach using iCassava Challenge’s dataset which was also organized by FGVC6 workshop at CVPR19. In iCassava dataset, leaf images of cassava plants are divided into 4 categories of diseases namely
Cassava Mosaic Disease, Cassava Green Mite disease, Cassava Bacterial Blight, Cassava Brown Streak Disease and 1 category of healthy plant with total 9,436 images labeled. The challenge was organized on Kaggle website \(^2\) run from 26th April to 2nd June 2019 and attracted nearly 100 teams around the world. Proposed models are evaluated on 3,774 official test data and the results were submitted to the website. Public leader-board is summarized based on 40% of test data whereas private leader-board is computed with all test data. Figure 8 shows random samples of this dataset.

The iCassava official train set is splitted into 5 subsets for k-fold cross validation in which one subset is held out for testing and the others for training in turn. We perform these experiments on a server using GeForce\textsuperscript{\textregistered} GTX 1080 Ti graphical card with 4 GPUs - 12 GB of RAM each.

When evaluating on the test set, images are up-sampled to a higher resolution (540 \times 540) and randomly cropped to the input size (501 \times 501). We vary numbers of crops including 1, 3, 5, 7 and 9. We finally select just 3 crops as this choice yields higher accuracy than other cropping choices in most of subsets. We obtain the results using two methods, one without cropping and the other with 3 crops and select the one with higher accuracy for each set. Then results for all sets are averaged to provide a result for the whole dataset. To this step, the result has achieved 0.928.

Furthermore, we apply AVG-3M design on Set number 3, 4 and 5; and average each of these results with all other sets. Table 3 shows results for this experiment. As we can glean from the table, using our AVG-3M for these sets improves accuracy. The combination of AVG-3M from Set 4 with remaining sets yields the highest result 0.9368. This is critical to notice that, even though the public leader-board result for all sets with AVG-3M of Set 3 yields a higher result than that of Set 4, but eventually, the latter has achieved a better result. Therefore, choosing submissions for final evaluation is efficient and essential. Figure 9 shows our results for comparison with other top-10 teams.

4.4. Experiment 4

In this sub-section, we deal with overall improvement of our model using learning rate strategy. We apply Adam optimizer \(^7\) as one of advanced optimizers in Deep Learning area. The computations are as follows:
Figure 8. Random Samples from iCassava Dataset. CMD, CGM, CBB and CBSD denotes Cassava Mosaic Disease, Cassava Green Mite disease, Cassava Bacterial Blight, Cassava Brown Streak Disease, respectively.

\[ w_t = w_{t-1} - \eta_t \cdot \frac{m_t}{\sqrt{v_t + \epsilon}} \]  
\[ \eta_t = \eta \cdot \sqrt{1 - \beta_2^t} \]  
\[ m_t = \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot g_t \]  
\[ v_t = \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot g_t^2 \]

where \( w \) and \( \eta \) is weight and learning rate of the Neural Networks; \( m \), \( v \) and \( g \) are moving averages and gradient of current mini-batch; betas \( (\beta_1, \beta_2) \) and epsilon \( \epsilon \) are set at 0.9, 0.999 and \( 10^{-8} \), respectively.

We use Keras to implement the models and, in the platform, a formula for computing the learning rate with decay is:

\[ \eta = \eta \cdot \frac{1}{1 + \text{decay} \cdot \text{iterations}} \]
Choosing learning rate is essential and critical as training time often is reduced greatly with a correct learning rate. However, selecting an appropriate learning rate is difficult as if the step is very big then the global minimum might be ignored. On the other hand, a very small step could cause an extremely long training time. In our experiments, we started with a moderate learning rate and train until accuracy stops to improve, then we reduce the learning rate, reload ConvNets’ weights with the highest accuracy and repeat this process for the second and third time. Figure 10 illustrates our proposed training direction.

We evaluate these experiments on Cifar-10 and Fashion-MNIST datasets. Initially, the learning rate is set at $1 \times 10^{-4}$ and then changed to $1 \times 10^{-5}$ and $1 \times 10^{-6}$ sequentially. The decay is derived by dividing the learning rate by the number of epochs.

Figure 11 shows the performances of top-3 models on Fashion-MNIST using SEResNeXt101 STD, Xception LSTM and InceptionResNetV2 STD and excludes other ConvNets discussed in previous Sections. The three variations of RNN also analyzed against STD models and only the model with highest accuracy is shown on the figure. As we can see, these accuracy are effectively increased after the transition. SEResNeXt101 has achieved a result of 0.9541 in STD setting.

This result is further extended to 0.9585 using E2E-3M model as the design is shown in Figure 3.2 and steps are detailed in Algorithm 1 with settings as follows. The Fully Connected layer (after the Concatenate layer) has 4096 neurons where as the LeakyReLU has a slope of 0.2 and Dropout is set at 0.5. Please note that for reloading weights, sometimes we need to convert these weights to Pickle format rather than Keras’ standard HDF5 since networks’ weights are too large.

In the same manner, we perform experiments on Cifar-10 dataset and results are shown on Figure 12. Please note that, EfficientNetB5 is also added as the ConvNets is one of the latest models in the field. Using EfficientNetB5, we achieve a result of 0.9788 on STD setting.

### 4.5. Experiment 5

In this subsection, our setup include a variation of softmax layer where only outputs of the most active neurons are used for prediction. We observe, in multi-categories prediction, often, a few or even only one confidence on a category is large enough to be meaningful while others are very small i.e. nearly zero percent of confidence. For this reason, we propose to eliminate these meaningless confidences by zeroing them before using for ensembling. We compare this approach (namely EXT-Softmax) with a typical method where multiple predictions are averaged for a final prediction (AVG-Softmax). The essential steps are illustrated in Algorithm 2.

Results on Fashion-MNIST are 0.9592 and 0.9591 without improvement on the proposed approach. However on Cifar-10, the accuracy is higher from 0.9833 to 0.9836. Table 4 and 5 show latest achievements on these datasets. Please note that the results on Fashion-MNIST were voluntarily submitted and were not officially verified. Though,
we went through each profile and selected only results that are supported by publications. Importantly, the dataset was changed recently because of duplication, therefore, our result could be higher if the previous version was used.

5. Conclusions

In this research, we present our vital ideas for improvements of ConvNets from integration of RNN as an essential layer in ConvNets, the design of End-to-End Ensemble Multiple Models for learning expertise from each individual ConvNets to the training strategy and the concept for extension of Softmax layer.

First, we propose the integration of RNN into ConvNets even though RNNs are mainly optimized for 1D sequential data rather than 2D images. Our results on Fashion-MNIST shows that ConvNets with RNN, GRU and BiLSTM modules can outperform standard ConvNets using variety of fine-tuned Models including InceptionV3, Xception, ResNet50, InceptionResNetV2 and MobileNetV1 on a limited virtual environment. Similar results can be obtained on a dedicated server for SEResNeXt101 and EfficientNetB5 using Cifar-10 and Fashion-MNIST datasets. Though, adding RNN modules requires more computing power, this can be a trade of between accuracy and running time.

Second, we design the E2E-3M ConvNets that is able to learn predictions from several models. The design is built along with this research by aggregating and analysing each module step by step. We initially test the model on iNaturalist’19 dataset using only one single model of E2E-3M. Various models and image resolutions are evaluated and compared with the Inception Benchmark model from the challenge. The model then is added with RNNs and the performance is analyzed on Fashion-MNIST dataset. This is also interesting when we joined iCassava’19 challenge where our model is further extended. In addition, our E2E-3M model outperforms a standard single model by a large margin. Using End-two-end design also allows the model to run instantly on Real-time or System-on-a-Chip platforms.

Finally, we propose the training strategy and the pruning for softmax layer which yields comparable accuracy on Cifar-10 and Fashion-MNIST.
In the future, we plan to extend our models to more variety of settings. For example, we would evaluate BiRNN and BiGRU modules. In addition, we eager to analyze optimizers e.g. AdaDelta, AdaGrad, RMSprop or even a simple version SGD.
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**TABLE 3.** ICASSAVA Result. The dataset is divided into 5 subsets in which 4 subsets are combined as a train set and the other subset is used as a valid set. Each of these combinations (including the train and valid set) comprises a dataset namely from Set 1 to Set 5. Valid denotes results obtained using valid data. Private and Public represent results obtained from corresponding categories on the challenge website. Test - 0 Crop means the test results without cropping whereas Test - 3 Crop implies the test results using 3 crops method. Best results for each subset are summarized on the table at bottom left including Private and Public results. The table on bottom right represents the results obtained using AVG-3M for each individual set and when combines each result with all the other.

| Models                  | Set 1        | Set 2        | Set 3        | Set 4        | Set 5        |
|-------------------------|--------------|--------------|--------------|--------------|--------------|
| **SEResNeXt 101**       | Valid        | Set 1        | Set 2        | Set 3        | Set 4        | Set 5        |
|                         | 0.9043       | 0.9105       | 0.8963       | 0.9025       | 0.9061       |
|                         | Private      | Public       | Private      | Public       | Private      | Public       |
|                         | 0.9019       | 0.8874       | 0.9129       | 0.8947       | 0.9041       | 0.8874       |
| Test - 0 Crop           | 0.9023       | 0.8887       | 0.9143       | 0.9026       | 0.9015       | 0.888        |
| Test - 3 Crop           |              |              |              |              |              |              |
|                         |              |              |              |              |              |              |
| **Xception**            | Valid        | Test - 3 Crop| Private      | Public       | Private      | Public       |
|                         |              |              | 0.9025       | 0.914        | 0.9158       |
|                         | Private      | Public       | Private      | Public       | Private      | Public       |
|                         |              |              |              |              |              |              |
| Test - 0 Crop           |              |              |              |              |              |              |
| Test - 3 Crop           |              |              |              |              |              |              |
| **InceptionResNet V2**  | Valid        | Test - 3 Crop| Private      | Public       | Private      | Public       |
|                         |              |              | 0.9043       | 0.9078       | 0.9114       |
|                         | Private      | Public       | Private      | Public       | Private      | Public       |
|                         |              |              |              |              |              |              |
| Test - 0 Crop           |              |              |              |              |              |              |
| Test - 3 Crop           |              |              |              |              |              |              |

**Algorithm 1 E2E-3M**

1. **Input:** A training set with c categories D.
2. Select top 3 models.
3. Step 2: Train m fine-tuned networks.
4. Step 3: Select top-3 models.
5. Step 4: Reload weights of the three models.
6. Step 5: Construct a new dataset of predictions.
7. Step 6: Learn. (Algorithm 1)
8. Step 7: Apply LeakyReLU activation (slope = k).
9. Step 8: Regularize using Dropout (rate = p).
10. Step 9: Learn Final Fully Connected Neural Networks.
11. Step 10: Apply Softmax.
12. Step 11: Return A.

where:

- \( z_i \) is a gating variable 0-1 follows Bernoulli distribution with \( \beta_i = \{ \mu_1, \gamma \} \).
- \( \gamma = \{ \Delta_1 \} \).
- \( \Delta_1 = \sum_{i=0}^{1} \delta_{w_i} \).
- \( \delta_{w_i} \leq \lambda \).
- \( \delta_{w_i} \geq \lambda \).
- \( \Delta_1 = \{ 0 \} \).
- \( M_i = \{ \mu_1, \gamma \} \).
- \( \mu_1 = \{ \Delta_1 \} \).
- \( \gamma = \{ \Delta_1 \} \).
- \( \Delta_1 = \sum_{i=0}^{1} \delta_{w_i} \).

**Algorithm 2 Pruning Output: Pruned A**

1. **Function PruneNet(A):**
2. \( A = \text{PruneNet}(A) \).
3. \( N = \text{length}(A) \).
4. \( \text{for} \ i = 1 \text{ to } N \text{ do} \)
5. \( \text{if } A_i = \text{indexMax} \text{ then} \)
6. \( \text{indexMax} = \text{indexMax}(A) \).
7. \( \text{end if} \)
8. \( \text{end for} \)
9. \( \text{return } A \).

where:

- \( \mu_1 \) is the pruned output.
- \( \gamma = \{ \Delta_1 \} \).
- \( \Delta_1 = \sum_{i=0}^{1} \delta_{w_i} \).
- \( \delta_{w_i} \leq \lambda \).
- \( \delta_{w_i} \geq \lambda \).
- \( \Delta_1 = \{ 0 \} \).
- \( M_i = \{ \mu_1, \gamma \} \).
- \( \mu_1 = \{ \Delta_1 \} \).
- \( \gamma = \{ \Delta_1 \} \).
- \( \Delta_1 = \sum_{i=0}^{1} \delta_{w_i} \).

**Algorithm 3 SoftMax:**

1. **Step 1:** Learn Level-1 classifiers.
2. **Step 2:** Train m fine-tuned models.
3. **Step 3:** Select top-3 models.
4. **Step 4:** Reload weights of the three models.
5. **Step 5:** Construct a new dataset of predictions.
6. **Step 6:** Learn. (Algorithm 1)
7. **Step 7:** Apply LeakyReLU activation (slope = k).
8. **Step 8:** Regularize using Dropout (rate = p).
9. **Step 9:** Learn Final Fully Connected Neural Networks.
10. **Step 10:** Apply Softmax.

where:

- \( z_i \) is a gating variable 0-1 follows Bernoulli distribution with \( \beta_i = \{ \mu_1, \gamma \} \).
- \( \gamma = \{ \Delta_1 \} \).
- \( \Delta_1 = \sum_{i=0}^{1} \delta_{w_i} \).
- \( \delta_{w_i} \leq \lambda \).
- \( \delta_{w_i} \geq \lambda \).
- \( \Delta_1 = \{ 0 \} \).
- \( M_i = \{ \mu_1, \gamma \} \).
- \( \mu_1 = \{ \Delta_1 \} \).
- \( \gamma = \{ \Delta_1 \} \).
- \( \Delta_1 = \sum_{i=0}^{1} \delta_{w_i} \).
TABLE 4. LIST OF LATEST ACHIEVEMENTS ON FASHION-MNIST. THE RESULTS WERE SUBMITTED TO OFFICIAL WEBSITE OF FASHION-MNIST DATASET. CLASSIFIER INDICATES THE MAIN METHOD THAT WAS USED TO ACHIEVE THE RESULT.

| Classifier                  | Accuracy | Submitter       |
|-----------------------------|----------|-----------------|
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| E2E-3M                      | 0.9585   | N/A             |
| SeResNeXt101-STD            | 0.9541   | N/A             |

TABLE 5. LIST OF RECENT ACHIEVEMENTS ON CIFAR-10 ALONG WITH RESULTS FROM OUR MODELS. THE PROPOSED APPROACH PERFORMS COMPARABLY TO THE TOP MODELS.

| Authors                     | Accuracy (%) |
|-----------------------------|--------------|
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| Ke Zhang et al.              | 96.23        |
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