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Abstract

We study the problem of distributed hypothesis testing with a network of agents where some agents repeatedly gain access to information about the correct hypothesis. The group objective is to globally agree on a joint hypothesis that best describes the observed data at all the nodes. We assume that the agents can interact with their neighbors in an unknown sequence of time-varying directed graphs. Following the pioneering work of Jadbabaie, Molavi, Sandroni, and Tahbaz-Salehi, we propose local learning dynamics which combine Bayesian updates at each node with a local aggregation rule of private agent signals. We show that these learning dynamics drive all agents to the set of hypotheses which best explain the data collected at all nodes as long as the sequence of interconnection graphs is uniformly strongly connected. Our main result establishes a non-asymptotic, explicit, geometric convergence rate for the learning dynamic.

I. INTRODUCTION

Recent years have seen a considerable amount of work on the analysis of distributed algorithms, which have found applications in opinion dynamics, network learning and inference, cooperative robotics, communication networks, and social as well as sensor networks. It is the latter settings of social and sensor networks which is the focus of the current paper. Interactions among people produce exchange of ideas, opinions, observations and experiences, on which new ideas, opinions, and observations are generated. Analyzing the dynamics which model such processes has the potential both to gain insight into human behavior as well as to produce algorithms which will be useful in the sensor networking context. Although many results on these themes have appeared in recent years, the study of distributed decision making and computation can be traced back to the classic papers [1], [2], [3] from the 70s and 80s.
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Here we consider an agent network where agents repeatedly receive information from their neighbors and private signals from an external source, which provide noisy information about a hypothesis of interest. The agents would like to collectively agree on a hypothesis that best explains the data. In a centralized setup, this can be achieved by the repeated applications of Bayes’ rule. In a distributed setting, decentralized protocols for learning and hypothesis testing problems have been proposed relatively recently.

Initial results on Bayesian learning for social networks are described in [4], wherea local update rule is designed such that it matches the Bayes’ Theorem. That is, given a prior and new observations, the agent is able to compute likelihood functions in order to generate a new posterior, see [5]. Nevertheless, a fully Bayesian approach might not be possible in general since full knowledge of neither the network structure nor other agents likelihood functions might be available [6]. Fortunately, non-Bayesian methods have been shown to be successful in learning as well. For example, in [7], the authors propose a modification of Bayes’ rule that accounts for over-reactions or under-reactions to new information.

In a distributed setting, the groundbreaking paper of [8] describes a way for agents in a network to repeatedly aggregate local Bayes estimates via arithmetic averages to result in global learning. Following [8], other methods to aggregate Bayes estimates in a network have been explored, for example via geometric averages in [9], [10]. Other extensions explore the same results for time-varying topologies [11], [12], [13]. In [8], the almost sure convergence of a non-Bayesian rule based on arithmetic mean is shown for a fixed topology graph. In [9], geometric means are used for fixed topologies as well, however the consensus and learning steps are separated. The work in [11] extends the results of [8] to time-varying undirected graphs. In [14], local exponential rates of convergence for undirected gossip-like graphs are studied. In [10], a non-Bayesian learning algorithm is proposed where a local Bayes update is followed by a consensus step. It is shown that asymptotically the process converges at a geometric rate and an upper bound for the exponent is provided.

In this paper we propose a new non-Bayesian learning rule. Our first result shows consistency: we show that over time, the protocol learns the hypothesis or set of hypotheses which explain the data collected by all the nodes best. Our main result provides a geometric, non-asymptotic, and explicit characterization of the rate of convergence which immediately leads to finite-time bounds which scale intelligibly with the number of nodes.

This paper is organized as follows. In Section II we describe the model that we study and the proposed update rule. In Section III we analyze the consistency of the information aggregation and estimation models, while in Section IV we establish non-asymptotic convergence rates of the agent
beliefs. Conclusions and future work are given in Section VI.

Notation: We use the upper case letters to represent random variables (e.g. $X_k$), and the corresponding lower case letters for their realizations (e.g. $x_k$). We write $[A_k]_{ij}$ to denote the entry of the matrix $A_k$ in the $i$-th row and $j$-th column. We write $A'$ for the transpose of a matrix $A$ and $x'$ for the transpose of a vector $x$. We use $I$ for the identity matrix. Bold letters represent vectors which are assumed to be column vectors unless specified otherwise. The $i$'th entry of a vector will be denoted by a superscript $i$, i.e., $x_k = [x_k^1, \ldots, x_k^n]^T$. We write $1_n$ to denote the all-ones vector of size $n$. For a sequence of matrices $\{A_i\}$, we let $A_{t_f:t_i} \triangleq A_{t_f} \cdots A_{t_i+1} A_{t_i}$ for all $t_f \geq t_i \geq 0$. We abbreviate terminology "almost surely" by a.s. and "independent identically distributed" by i.i.d.

II. Problem Setup and Main Results

We consider a group of $n$ agents each of which observes a random variable at each time step $k = 1, 2, 3, \ldots$. We will use $S_k^i$ to denote the random variable observed by agent $i$ at time step $k$. We denote the set of outcomes of the random variable $S_k^i$ by $S^i$, and we assume that this set is finite, i.e., $S^i = \{s^i_1, s^i_2, \ldots, s^i_m\}$ for all $i = 1, \ldots, n$. Furthermore, we assume that all $S_k^i$ are i.i.d. and drawn according to some probability distribution $f^i(\cdot)$. For convenience, we stack up all the $S_k^i$ into a vector $S_k$. Then, $S_k$ is an i.i.d. vector taking values in $\mathcal{S} = \prod_{i=1}^n S^i$. We denote the distribution of $S_k$ by $f(\cdot)$. We assume there is a finite set $\Theta = \{\theta_1, \theta_2, \ldots, \theta_m\}$ with $m$ elements, and for each agent $i$ and each $\theta \in \Theta$, there is a probability distribution $l_i(\cdot|\theta) : S^i \rightarrow [0, 1]$. Intuitively, we think of $\Theta$ as a set of hypotheses and $l_i(\cdot|\theta)$ as the probability distribution seen by agent $i$ if hypothesis $\theta$ were true. The goal of the agents is to agree on an element of $\Theta$ that fits all the observations in the network best (in a technical sense to be described soon).

Agents communicate with their neighbors in some communication network. At each time instant $k$, we denote the graph as $G_k = \{V, E_k\}$ composed of a node set $V = \{1, 2, \ldots, n\}$ and a set of directional links $E_k$. i.e., each graph $G_k$ is directed. We assume that the agents can send messages to their out-neighbors in $G_k$ at time $k$.

We will refer to probability distributions over $\Theta$ as beliefs. We assume that agent $i$ begins with an initial belief $\mu^i_0$, which we also refer to as its prior distribution or prior belief. We will study dynamics wherein, at time $k$, each agent $i$ updates its previous belief $\mu^i_k$ to a new belief $\mu^i_{k+1}$ as follows:

$$\mu^i_{k+1}(\theta) = \frac{\prod_{j=1}^n \mu^j_k(\theta)^{[A_k]_{ij}} \cdot l_i(s^i_{k+1}|\theta)}{\sum_{p=1}^m \prod_{j=1}^n \mu^j_k(\theta_p)^{[A_k]_{ij}} \cdot l_i(s^i_{k+1}|\theta_p)},$$
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with \([A_k]_{ij} > 0\) when \(i\) receives information from \(j\) at time \(k\), and else \([A_k]_{ij} = 0\). The “weight matrices” \(A_k\) satisfy some technical connectivity conditions which have been previously used in convergence analysis of distributed averaging and other consensus algorithms [15], [16], [17].

**Assumption 1** The graph sequence \(\{G_k\}\) and a matrix sequence \(\{A_k\}\) are such that:

1. \(A_k\) is row-stochastic with \([A_k]_{ij} > 0\) if \((j, i) \in E_k\).
2. \(A_k\) has positive diagonal entries, \([A_k]_{ii} > 0\).
3. If \([A_k]_{ij} > 0\) then \([A_k]_{ij} > \eta\) for some positive constant \(\eta\).
4. \(\{G_k\}\) is \(B\)-strongly connected, i.e., there is an integer \(B \geq 1\) such that the graph \(\{V, \bigcup_{i=kB}^{(k+1)B-1} E_i\}\) is strongly connected for all \(k \geq 0\).

Assumption 1 corresponds to information exchange which occurs when nodes broadcast their beliefs to out-neighbors: if \((j, i)\) belongs to the graph at time \(k\), then node \(i\) uses \(j\)’s belief in its update, but not necessarily vice versa.

As a measure for the explanatory quality of the hypotheses in the set \(\Theta\) we use the Kullback-Leibler divergence between two discrete probability distributions \(p\) and \(q\):

\[
D_{KL}(p\|q) = \sum_{i=1}^{n} p_i \log \left( \frac{p_i}{q_i} \right).
\]

Concretely, the quality of hypothesis \(\theta_j\) for agent \(i\) is measured by the Kullback-Leibler divergence \(D_{KL}(f^i(\cdot)\|l^i(\cdot|\theta_j))\) between the true distribution of the signals \(S^i_k\) and the probability distribution \(l_i(\cdot|\theta_j)\) as seen by agent \(i\) if hypothesis \(\theta_j\) were correct. We use the following assumption on the agents’ best hypotheses.

**Assumption 2** Define \(\Theta_i = \arg\min_{\theta \in \Theta} D_{KL}(f^i(\cdot)\|l^i(\cdot|\theta))\) for each \(i\), and let \(\Theta^* = \bigcap_{i=1}^{n} \Theta_i\), then \(\Theta^* \neq \emptyset\).

Assumption 2 is satisfied if there is some “true state of the world” \(\hat{\theta} \in \Theta\) such that each agent \(i\) sees distributions generated according to \(\hat{\theta}\), i.e., \(f^i(\cdot) = l_i(\cdot|\hat{\theta})\). However, this need not be the case for Assumption 2 to hold. Indeed, the assumption is considerably weaker as it merely requires that the set of hypotheses, which provide the “best fits” for each agent, have at least a single element in common.

We will further require the following assumptions on the initial distribution and the likelihood functions. The first of these is sometimes referred to as the Zero Probability Property [18].

**Assumption 3** For all agents \(i = 1, \ldots, n\),
1) The prior beliefs on all \( \theta^* \in \Theta^* \) are positive, i.e. \( \mu_i^0(\theta^*) > 0 \) for all \( \theta^* \in \Theta^* \).

2) There exists an \( \alpha > 0 \) such that \( l_i(s^i|\theta) > \alpha \) for all \( s^i \in S^i \) and \( \theta \in \Theta \).

Assumption 3.1 can be relaxed to a requirement that all prior beliefs are positive for some \( \theta^* \in \Theta^* \). Both of these conditions are equally complex to be satisfied. They can be satisfied by letting each agent have a uniform prior belief, which is reasonable in the absence of any initial information about the goodness of the hypotheses.

We can now state our first result, which asserts that the dynamics in (1) succeed in driving all agents to believe the hypotheses in the optimal set \( \Theta^* \).

**Theorem 1** Under Assumptions 1, 2, and 3, the update rule of Eq. (1) has the following properties:

\[
\lim_{k \to \infty} \mu_i^k(\theta) = 0 \quad \forall \theta \notin \Theta^*, \ i = 1, \ldots, n.
\]

The result states that the agents’ beliefs will concentrate on the set \( \Theta^* \) asymptotically as \( k \to \infty \).

Our main result is a non-asymptotic explicit convergence rate, given in the following theorem.

**Theorem 2** Let Assumptions 1, 2, and 3 hold. Also, let \( \rho \in (0, 1) \) be a given error percentile (or confidence value). Then, the update rule of Eq. (1) has the following property: for any \( \theta \notin \Theta^* \), there is an integer \( N(\rho) \) such that, with probability \( 1 - \rho \), for all \( k \geq N(\rho) \) there holds

\[
\mu_i^k(\theta) \leq \exp \left( -\frac{k}{2} \gamma_2 + \gamma_1 \right) \quad \forall i = 1, \ldots, n,
\]

where

\[
N(\rho) \triangleq \left\lceil \frac{8 (\log(\alpha))^2 \log \left( \frac{1}{\rho} \right)}{\gamma_2^2} + 1 \right\rceil,
\]

\[
\gamma_1 \triangleq \max_{\theta^* \in \Theta^*} \left\{ \max_{1 \leq i \leq n} \log \frac{\mu_i^0(\theta^*)}{\mu_i^0(\theta^*)} + \frac{C}{1 - \lambda} \|H(\theta, \theta^*)\|_1 \right\},
\]

\[
\gamma_2 \triangleq \frac{\delta}{n} \min_{\theta^* \in \Theta^*} \|H(\theta, \theta^*)\|_1.
\]

\[
[H(\theta, \theta^*)]_i = D_{KL}(f^i(\cdot) || l_i(\cdot | \theta)) - D_{KL}(f^i(\cdot) || l_i(\cdot | \theta^*))
\]

with \( \alpha \) from Assumption 3.2. The constants \( C, \delta \) and \( \lambda \) satisfy the following relations:

(1) For general \( B \)-connected graph sequences \( \{G_k\} \),

\[
C = 2, \quad \lambda \leq \left( 1 - \eta^{nB} \right)^{\frac{1}{n}}, \quad \delta \geq \frac{1}{\eta^{nB}}.
\]
(2) If every matrix $A_k$ is doubly stochastic,

$$C = \sqrt{2}, \quad \lambda = \left(1 - \frac{\eta}{n^2}\right)^{\frac{1}{2}}, \quad \delta = 1.$$ 

(3) If each $G_k$ is an undirected graph and each $A_k$ is the lazy Metropolis matrix, i.e. the stochastic matrix which satisfies

$$[A_k]_{ij} = \frac{1}{2 \max(d(i), d(j))} \quad \text{for all } \{i, j\} \in G_k,$$

then

$$C = \sqrt{2}, \quad \lambda = 1 - \frac{1}{\Theta(n^2)}, \quad \delta = 1.$$ 

In contrast to the previous literature, these convergence rates are not only geometric but also non-asymptotic and explicit in the sense of immediately leading to bounds which scale intelligible in terms of the number of nodes. For example, in the case of doubly stochastic matrices, Theorem 2 immediately implies that, after a transient time, which scales cubically in the number $n$ of nodes, the network will achieve exponential decay to the correct answer with the exponent $-\frac{1}{2} \min_{\theta^* \in \Theta^*} \| H(\theta, \theta^*) \|_1/n$.

Now, consider the case when Assumption 3.1 is relaxed to the following requirement: The prior beliefs on some $\theta^* \in \Theta^*$ are positive (i.e. $\mu^0_i(\theta^*) > 0$ for some $\theta^* \in \Theta^*$ and all $i$). Then, it can be seen that the Theorem 2 is valid with $\max_{\theta^* \in \Theta^*}$ and $\min_{\theta^* \in \Theta^*}$ replaced, respectively, by $\max_{\theta^* \in \tilde{\Theta}^*}$ and $\max_{\theta^* \in \tilde{\Theta}^*}$, where $\tilde{\Theta}^* \subseteq \Theta^*$ is the set of all $\theta^* \in \Theta^*$ for which all the agents priors $\mu^i_0$ are positive.

A. Motivation

We now describe the motivation for the update rule of Eq. (1). Standard Bayes’ rule can be described as the solution of a constrained optimization problem [19], [20], [21]. The cost function to be minimized is composed of two terms: one being the Maximum Likelihood Estimation (MLE) of a state given the observed data and the other being a regularization function minimized by the current prior [20], i.e.,

$$\mu_{k+1}(\theta) = \arg \min_{\pi \in \mathcal{P}(\Theta)} \left\{ D_{KL}(\pi, \mu_k) - \mathbb{E}_\pi \left[ \log (l(s_{k+1}|\theta)) \right] \right\}$$

$$= \frac{\mu_k(\theta) l(s_{k+1}|\theta)}{\sum_{p=1}^m \mu_k(\theta_p) l(s_{k+1}|\theta_p)},$$

where $s_{k+1}$ is the most recent observation, $l(\cdot|\theta)$ is the likelihood function for hypothesis $\theta$, $\mathbb{E}_\pi$ is the expected value with respect to the probability distribution $\pi$, and $\mathcal{P}(\Theta)$ is the set of all probability distributions on the set $\Theta$.

One can modify the optimization problem associated with a Bayesian update to take into account the network structure. This is done by changing the KL divergence term from a single prior belief to a convex
The solution for the new optimization problem is precisely given by the proposed update rule (1). This update rule can be seen as a two step procedure. First, prior beliefs of the neighbor set are combined according to an opinion aggregation function. Second, the resulting aggregate distribution is updated using Bayes’ rule.

B. Generalized Distributed non-Bayesian Learning

Opinion pooling or opinion aggregation has been studied before in [18], [22], [23], [24]. It is considered a traditional problem in economics, where several experts have beliefs about a hypothesis and one needs to aggregate their beliefs into a single probability distribution. Different opinion aggregation functions result from using different divergence metric for probability distributions (see [25]). In the same way, different opinion pool operators define different non-Bayesian distributed learning rules. A general form of opinion pooling was introduced in [22], termed \textit{g-Quasi-Linear Opinion pools} (g-QLOP), defined as follows:

$$\tau_g(\ldots, \mu_{jk}^l(\theta), \ldots) = \frac{g^{-1}\left(\sum_{j=1}^{n} a_{ij} g(\mu_k^i(\theta))\right)}{\sum_{p=1}^{m} g^{-1}\left(\sum_{j=1}^{n} a_{ij} g(\mu_k^j(\theta_p))\right)}.$$ 

with \(\tau : \prod_{i=1}^{n} \mathbb{P}(\Theta) \rightarrow \mathbb{P}(\Theta)\). The g-QLOP produces the same results as \textit{LinPool} when \(g(x) = x\) and \textit{LogPool} when \(g(x) = \log x\). Note that consensus will be reached if and only if \(g(x) = x\) or \(g(x) = \log x\), see Theorem 4 in [22].

The proposed update rule (1) uses the Logarithmic Opinion Pool, where

$$\tau(\ldots, \mu_k^j(\theta), \ldots) = \frac{\prod_{j=1}^{n} \mu_k^j(\theta)[A_k]_{ij}}{\sum_{p=1}^{m} \prod_{j=1}^{n} \mu_k^j(\theta_p)[A_k]_{ij}}.$$ 

Logarithmic Pools are Externally Bayesian [18], [26], so the order in which the new evidence is included does not influence the consensus. That is, from a learning point of view, if the function is Externally Bayesian, the innovation and diffusion parts can be interchanged. Therefore, the order in which the opinion aggregation and the Bayesian update are performed does not change the update rule.

Consider now a Linear Opinion pool, where

$$\tau(\ldots, \mu_k^j(\theta), \ldots) = \sum_{j=1}^{n} [A_k]_{ij} \mu_k^j(\theta).$$
If the opinion aggregation is done first, then the resulting update rule is

$$\mu_{k+1}^i(\theta) = \frac{\sum_{j=1}^{n} [A_k]_{ij} \mu_k^j(\theta) l_i (s_{k+1}^i | \theta)}{\sum_{p=1}^{m} \sum_{j=1}^{n} [A_k]_{ij} \mu_k^j(\theta) l_i (s_{k+1}^i | \theta_p)}.$$ 

On the other hand if the Bayesian Update is done first, then the resulting update rule is

$$\mu_{k+1}^i(\theta) = \frac{\sum_{j=1}^{n} [A_k]_{ij} \mu_k^j(\theta) l_j (s_{k+1}^j | \theta)}{\sum_{p=1}^{m} \mu_k^j(\theta) l_j (s_{k+1}^j | \theta_p)}.$$ (2)

The Linear Pool-based update rule is similar to the update rule proposed in [8]. The main difference is in the fact that in (2), a convex combination of the posteriors received from the neighbor set is used to generate the new individual posterior, while in [8], the update rule is a convex combination of the individual posterior and the neighbors’ priors. Our update rule (1) is a Logarithmic-Pool analog of the rule in [8].

III. CONSISTENCY

This section provides the proof for Theorem 1 which provides a statement about the consistency of the consensus-like distributed estimator of Eq. (1) (see [27], [28]). Our analysis will require some auxiliary results. First, we will recall some results from [29] about the convergence of a product of row stochastic matrices.

**Lemma 1** [29], [30] Under Assumption 1 for a graph sequence \(\{G_k\}\) and each \(t \geq 0\), there is a stochastic vector \(\phi_t\) (meaning its entries are nonnegative and sum to one) such that for all \(i, j\) and \(k \geq t\),

$$| [A_{k:t}]_{ij} - \phi_t^i | \leq C \lambda^{k-t} \quad \forall k \geq t \geq 0$$

where \(C > 0\) and \(\lambda \in (0, 1)\) satisfy the relations described in Theorem 2.

**Proof:** The proof may be found in [29], with the exception of the bounds on \(C, \lambda\) for the lazy Metropolis chains which we omit here due to space constraints.

**Lemma 2** [29] Let the graph sequence \(\{G_k\}\) satisfy Assumption 1. Define

$$\delta \triangleq \inf_{k \geq 0} \left( \min_{1 \leq i \leq n} \left[ 1 - \frac{1}{n} A_{k:0} \right]_{ii} \right).$$ (3)

Then, \(\delta \geq \eta n B\), and if all \(A_k\) are doubly stochastic, then \(\delta = 1\). Furthermore, the sequence \(\phi_t\) from Lemma 1 satisfies \(\phi_t^i \geq \delta / n\) for all \(t \geq 0, j = 1, \ldots, n\).
Next, we need a technical lemma regarding the weighted average of random variables with a finite variance.

**Lemma 3** Assume that the graph sequence \( \{G_k\} \) satisfies Assumption \[.\] Also, let Assumptions \[2\] and \[\] hold. Then, we have for any \( \theta \notin \Theta^* \) and \( \theta^* \in \Theta^* \),

\[
\lim_{k \to \infty} \frac{1}{k} \sum_{t=1}^{k} A_{k:t} \mathcal{L}_t^\theta + \frac{1}{k} \sum_{t=1}^{k} \mathbb{1}_n \phi'_t \mathbf{H} (\theta, \theta^*) = 0 \quad \text{a.s.}
\]

where \( \mathcal{L}_t^\theta \) is the random vector with coordinates given by

\[
\left[ \mathcal{L}_t^\theta \right]_i = \log \frac{l_i(S_i^t | \theta)}{l_i(S_i^t | \theta^*)} \quad \forall i = 1, \ldots, n,
\]

while the vector \( \mathbf{H} (\theta, \theta^*) \) has coordinates given by \( \left[ \mathbf{H} (\theta, \theta^*) \right]_i = D_{KL}(f^i(\cdot) || l_i(\cdot | \theta)) - D_{KL}(f^i(\cdot) || l_i(\cdot | \theta^*)) \).

**Proof:** Adding and subtracting \( \frac{1}{k} \sum_{t=1}^{k} \mathbb{1}_n \phi'_t \mathbf{L}_t^\theta \) yields

\[
\frac{1}{k} \sum_{t=1}^{k} A_{k:t} \mathcal{L}_t^\theta + \frac{1}{k} \sum_{t=1}^{k} \mathbb{1}_n \phi'_t \mathbf{H} (\theta, \theta^*) = \frac{1}{k} \sum_{t=1}^{k} (A_{k:t} - \mathbb{1}_n \phi'_t) \mathcal{L}_t^\theta + \frac{1}{k} \sum_{t=1}^{k} \mathbb{1}_n \phi'_t \left( \mathcal{L}_t^\theta + \mathbf{H} (\theta, \theta^*) \right). \tag{4}
\]

By Lemma \[1\] \( \lim_{k \to \infty} A_{k:t} = \mathbb{1} \phi'_t \) for all \( t \geq 0 \). Moreover, each of the entries of \( \mathcal{L}_t^\theta \) are upper bounded by Assumption \[2\] Thus, the first term on the right hand side of (4) goes to zero as we take the limit over \( k \to \infty \). Regarding the second term in (4), by the definition of the KL divergence measure, we have that

\[
\mathbb{E} \left[ \log \frac{l_i(S_i^t | \theta)}{l_i(S_i^t | \theta^*)} \right] = \sum_{j=1}^{m_i} f^i(s_j^i) \log \frac{l_i(s_j^i | \theta)}{l_i(s_j^i | \theta^*)}
\]

\[
= \sum_{j=1}^{m_i} f^i(s_j^i) \log \left( \frac{l_i(s_j^i | \theta)}{l_i(s_j^i | \theta^*)} \frac{f^i(s_j^i | \theta)}{f^i(s_j^i | \theta^*)} \right)
\]

\[
= D_{KL}(f^i(\cdot) || l_i(\cdot | \theta^*)) - D_{KL}(f^i(\cdot) || l_i(\cdot | \theta)),
\]

or equivalently

\[
\mathbb{E} \left[ \mathcal{L}_t^\theta \right] = -\mathbf{H} (\theta, \theta^*).
\]

Kolmogorov’s strong law of large numbers states that if \( \{X_t\} \) is a sequence of independent random variables with variances such that \( \sum_{k=1}^{\infty} \frac{\text{Var}(X_k)}{k^2} < \infty \), then \( \frac{1}{n} \sum_{k=1}^{n} X_k - \frac{1}{n} \sum_{k=1}^{n} \mathbb{E} [X_k] \to 0 \) a.s. Let \( X_t = \phi'_t \mathcal{L}_t^\theta \). Then, by using Assumptions \[1\] and \[2\], it can be seen that \( \sup_{t \geq 0} \text{Var} (X_t) < \infty \).

The result follows by Lemma \[1\] and Kolmogorov’s strong law of large numbers. \( \blacksquare \)

With Lemma \[3\] in place, we are ready to prove Theorem \[1\]. The proof of Theorem \[1\] (and also Theorem \[2\]) makes use of the following quantities: for all \( i = 1, \ldots, n \) and \( k \geq 0 \),

\[
\varphi_k^i (\theta) \triangleq \log \frac{\mu_k^i (\theta)}{\mu_k^i (\theta^*)} \quad \text{for all } \theta \in \Theta,
\]
defined for any $\theta^* \in \Theta^*$ (dependence on $\theta^*$ is suppressed).

**Proof:** (Theorem 2) Dividing both sides of (1) by $\mu_{k+1}^\theta (\theta^*)$ and by taking logs we obtain:

$$\log \frac{\mu_{k+1}^\theta (\theta)}{\mu_{k+1}^\theta (\theta^*)} = \log \frac{\prod_{j=1}^n \mu_j^i (\theta)[\delta_{k+1}], l_i (s_{k+1}^i | \theta)}{\prod_{j=1}^n \mu_j^i (\theta^*)[\delta_{k+1}], l_i (s_{k+1}^i | \theta^*)}.$$ 

Using the definition of $\varphi_{k+1}^i (\theta)$, we can write the preceding relation equivalently:

$$\varphi_{k+1}^i (\theta) = \sum_{j=1}^n [A_{kj}]_{ij} \varphi_j^i (\theta) + \log \frac{l_i (s_{k+1}^i | \theta)}{l_i (s_{k+1}^i | \theta^*)}.$$ 

Stacking up the values $\varphi_{k+1}^i (\theta)$ over agents $i = 1, \ldots, n$, into a single vector $\varphi_{k+1} (\theta)$, we can compactly write the preceding relations, as follows:

$$\varphi_{k+1} (\theta) = A_k \varphi_k (\theta) + L_{k+1}^\theta,$$

which implant that for all $k \geq 0$,

$$\varphi_{k+1} (\theta) = A_{k:0} \varphi_0 (\theta) + \sum_{t=1}^k A_{k:t} L_t^\theta + L_{k+1}^\theta.$$ 

We add and subtract $\sum_{t=1}^k 1_n \phi^t_i H (\theta, \theta^*)$ in (7) to obtain

$$\varphi_{k+1} (\theta) = A_{k:0} \varphi_0 (\theta) + \sum_{t=1}^k \left( A_{k:t} L_t^\theta + 1_n \phi^t_i H (\theta, \theta^*) \right) + L_{k+1}^\theta - \sum_{t=1}^k 1_n \phi^t_i H (\theta, \theta^*).$$ 

By using the lower bounds on $\phi_i$ described in Lemma 2 and the fact that $H(\theta, \theta^*) \geq 0$, we obtain

$$\varphi_{k+1} (\theta) \leq A_{k:0} \varphi_0 (\theta) + \sum_{t=1}^k \left( A_{k:t} L_t^\theta + 1_n \phi^t_i H (\theta, \theta^*) \right) + L_{k+1}^\theta - \frac{\delta}{n} ||H(\theta, \theta^*)||_1 1_n.$$ 

Therefore, we have

$$\lim_{k \to \infty} \frac{1}{k} \varphi_{k+1} (\theta) \leq \lim_{k \to \infty} \frac{1}{k} A_{k:0} \varphi_0 (\theta) - \frac{\delta}{n} ||H(\theta, \theta^*)||_1 1_n + \lim_{k \to \infty} \frac{1}{k} L_{k+1}^\theta + \lim_{k \to \infty} \frac{1}{k} \sum_{t=1}^k \left( A_{k:t} L_t^\theta + 1_n \phi^t_i H (\theta, \theta^*) \right).$$ 

The first term of the right hand side of the preceding relation converges to zero deterministically. The third term goes to zero as well since $L_t^\theta$ is bounded, and the fourth term converges to zero almost surely by Lemma 3. Consequently,

$$\lim_{k \to \infty} \frac{1}{k} \varphi_{k+1} (\theta) \leq - \frac{\delta}{n} ||H(\theta, \theta^*)||_1 1_n \quad a.s.$$ 

Now if $\theta \notin \Theta^*$, then $H(\theta, \theta^*) > 0$ and, thus, $\varphi_k (\theta) \to -\infty$ almost surely. This implies $\mu_k (\theta) \to 0$ almost surely. 

IV. Rates of Convergence

In this section, we prove Theorem 2 which states an explicit rate of convergence for cooperative agent learning process. Before proving the theorem, we will estate an auxiliary lemma that provides a bound for the expectation of the random variables \( \varphi_k^i(\theta) \) as defined in (5).

**Lemma 4** Let \( \theta^* \in \Theta^* \) be arbitrary, and consider \( \varphi_k^i(\theta) \) as defined in (5). Then, for any \( \theta \notin \Theta^* \) we have

\[
\mathbb{E} [\varphi_{k+1}^i(\theta)] \leq \gamma_1 - k\gamma_2 \quad \text{for all } i \text{ and } k \geq 0,
\]

where

\[
\gamma_1 \triangleq \max_{\theta^* \in \Theta^*} \left\{ \| \varphi_0(\theta) \|_\infty + \frac{C}{1 - \lambda} \| H(\theta, \theta^*) \|_1 \right\},
\]

\[
\gamma_2 \triangleq \frac{\delta}{n} \min_{\theta^* \in \Theta^*} \| H(\theta, \theta^*) \|_1.
\]

**Proof:** Grouping \( \varphi_{k+1}^i(\theta) \) for all agents into a single vector \( \varphi_{k+1}(\theta) \), we obtain equation (6), from which by taking the expected values and using \( \mathbb{E} [\mathcal{L}^\theta_{k+1}] = -H(\theta, \theta^*) \), we obtain

\[
\mathbb{E} [\varphi_{k+1}(\theta)] = A_k \mathbb{E} [\varphi_k(\theta)] - H(\theta, \theta^*).
\]

Therefore, by recursion we can see that for all \( k \geq 0 \),

\[
\mathbb{E} [\varphi_{k+1}(\theta)] = A_{k:0} \varphi_0(\theta) - \sum_{t=1}^k A_{k:t} H(\theta, \theta^*) - H(\theta, \theta^*).
\]

By adding and subtracting \( \sum_{t=1}^k I_n \phi_t^j H(\theta, \theta^*) \), we obtain

\[
\mathbb{E} [\varphi_{k+1}(\theta)] = A_{k:0} \varphi_0(\theta) + \sum_{t=1}^k (I_n \phi_t^j - A_{k:t}) H(\theta, \theta^*) - \sum_{t=1}^k I_n \phi_t^j H(\theta, \theta^*) - H(\theta, \theta^*).
\]

By bounding the entries for the first two terms on the right hand side of the preceding relation, and using the fact that \( A_{k:0} \) is stochastic matrix, we find that

\[
\mathbb{E} [\varphi_{k+1}(\theta)] \leq \| \varphi_0(\theta) \|_\infty I_n + \sum_{t=1}^k \max_{1 \leq i,j \leq n} | \phi_t^j - [A_{k:t}]_{ij} | \| H(\theta, \theta^*) \|_1 I_n - \sum_{t=1}^k I_n \phi_t^j H(\theta, \theta^*) - H(\theta, \theta^*).
\]

Next, we use the upper bound on terms \( | \phi_t^j - [A_{k:t}]_{ij} | \) from Lemma 1 and the lower bound for the entries in \( \phi_t \) as given in Lemma 2 and we arrive at the following relation:

\[
\mathbb{E} [\varphi_{k+1}(\theta)] \leq \| \varphi_0(\theta) \|_\infty I_n + \sum_{t=1}^k C \lambda^{k-t} \| H(\theta, \theta^*) \|_1 I_n - \frac{k\delta}{n} H(\theta, \theta^*) - H(\theta, \theta^*).
\]
In view of $H(\theta, \theta^*) > 0$, we can remove the last term of the right hand side in the preceding relation. Therefore, for all $k \geq 0$,
\[
\mathbb{E} \left[ \varphi_{k+1}(\theta) \right] \leq \|\varphi_0(\theta)\|_\infty 1_n + C \left( \sum_{t=1}^{k} \lambda^{k-t} \right) \|H(\theta, \theta^*)\|_1 1_n - k \frac{\delta}{n} \|H(\theta, \theta^*)\|_1 1_n
\]
\[
\leq \|\varphi_0(\theta)\|_\infty 1_n + \frac{C}{1 - \lambda} \|H(\theta, \theta^*)\|_1 1_n - k \frac{\delta}{n} \|H(\theta, \theta^*)\|_1 1_n.
\]

The result follows by letting
\[
\gamma_1 = \max_{\theta^* \in \Theta_*} \left\{ \|\varphi_0(\theta)\|_\infty + \frac{C}{1 - \lambda} \|H(\theta, \theta^*)\|_1 \right\},
\]
\[
\gamma_2 = \delta \min_{\theta^* \in \Theta_*} \|H(\theta, \theta^*)\|_1,
\]
and recalling the definition of $\varphi_0(\theta)$.

In the proof of Theorem 2 we will make use of McDiarmid’s inequality [31], which provides some bounds for concentration of probabilities. This inequality will allow us to establish bounds on the probability that the beliefs exceed a given value $\epsilon$. McDiarmid’s inequality is provided below.

**Theorem 3 (McDiarmid’s inequality [31])** Let $\{X_t\}_{t=1}^k = (X_1, \ldots, X_k)$ be a sequence of independent random variables with $X_t \in \mathcal{X}$. If a function $g : \{X_t\}_{t=1}^k \rightarrow \mathbb{R}$ has bounded differences, i.e., for all $t$,
\[
\sup_{X_t \in \mathcal{X}} g(\ldots, X_t, \ldots) - \inf_{Y_t \in \mathcal{X}} g(\ldots, Y_t, \ldots) \leq c_t
\]
then for any $\epsilon > 0$ and all $k \geq 1$,
\[
\mathbb{P} \left( g \left( \{X_t\}_{t=1}^k \right) - \mathbb{E} \left[ g \left( \{X_t\}_{t=1}^k \right) \right] \geq \epsilon \right) \leq \exp \left( -\frac{2\epsilon^2}{\sum_{t=1}^{k} c_t^2} \right)
\]

(9)

Now, we are ready to prove Theorem 2.

**Proof: (Theorem 2)** First we will express the belief $\mu_{k+1}^i(\theta)$ in terms of the variable $\varphi_{k+1}^i(\theta)$. This will allow us to use the McDiarmid’s inequality to obtain the concentration bounds. By the dynamics of the beliefs expressed in Eq. (1) and Assumption 3.1, since $\mu_{k+1}^i(\theta^*) \in (0, 1]$ for any $\theta^* \in \Theta^*$, we have
\[
\mu_{k+1}^i(\theta) \leq \frac{\mu_{k+1}^i(\theta)}{\mu_{k+1}^i(\theta^*)} = \exp \varphi_{k+1}^i(\theta).
\]

Therefore,
\[
\mathbb{P} \left( \mu_{k+1}^i(\theta) \geq \exp \left( -\frac{k}{2} \gamma_2 + \gamma_1 \right) \right) \leq \mathbb{P} \left( \exp \left( \varphi_{k+1}^i(\theta) \right) \right) \geq \exp \left( -\frac{k}{2} \gamma_2 + \gamma_1 \right)
\]
\[= \mathbb{P}\left( \varphi_{k+1}^i(\theta) \geq -\frac{k}{2}\gamma_2 + \gamma_1 \right)\]

\[= \mathbb{P}\left( \varphi_{k+1}^i(\theta) - \mathbb{E}\left[ \varphi_{k+1}^i(\theta) \right] \geq -\frac{k}{2}\gamma_2 + \gamma_1 - \mathbb{E}\left[ \varphi_{k+1}^i(\theta) \right] \right)\]

\[= \mathbb{P}\left( \varphi_{k+1}^i(\theta) - \mathbb{E}\left[ \varphi_{k+1}^i(\theta) \right] \geq \frac{k}{2}\gamma_2 \right),\]

where the last equality follows from Lemma 4.

We now view \( \varphi_{k+1}^i(\theta) \) a function of the random vectors \( s_1, \ldots, s_k, s_{k+1} \) (see Eq. (7)), where \( s_t = (s_1^t, \ldots, s_n^t) \in S \) for all \( t \). Thus, for all \( t \) with \( 1 \leq t \leq k \), we have

\[
\max_{s_t \in S} \varphi_{k+1}^i(\theta) - \min_{s_t \in S} \varphi_{k+1}^i(\theta) = \max_{s_t \in S} \sum_{j=1}^n [A_{k:t}]_{ij} \mathcal{L}_j^0 - \min_{s_t \in S} \sum_{j=1}^n [A_{k:t}]_{ij} \mathcal{L}_j^0
\]

\[
= \max_{s_t \in S} \sum_{j=1}^n [A_{k:t}]_{ij} \log \frac{l_j(s_t^j|\theta)}{l_j(s_t^j|\theta^*)} - \min_{s_t \in S} \sum_{j=1}^n [A_{k:t}]_{ij} \log \frac{l_j(s_t^j|\theta)}{l_j(s_t^j|\theta^*)}
\]

\[
\leq \log \frac{1}{\alpha} + \log \frac{1}{\alpha}
\]

\[
= 2 \log \frac{1}{\alpha}.
\]

Similarly, from Eq. (7) we can see that

\[
\max_{s_{k+1} \in S} \varphi_{k+1}^i(\theta) - \min_{s_{k+1} \in S} \varphi_{k+1}^i(\theta) \leq 2 \log \frac{1}{\alpha}.
\]

It follows that \( \varphi_{k+1}^i(\theta) \) has bounded variations and by McDiarmid’s inequality \( \Phi \) we obtain the following concentration inequality,

\[
\mathbb{P}\left( \varphi_{k+1}^i(\theta) - \mathbb{E}\left[ \varphi_{k+1}^i(\theta) \right] \geq \frac{k}{2}\gamma_2 \right) \leq \exp\left( \frac{-\frac{1}{2}(k\gamma_2)^2}{\sum_{t=1}^{k+1} (2 \log \frac{1}{\alpha})^2} \right)
\]

\[
= \exp\left( \frac{-\frac{1}{8}(k\gamma_2)^2}{(k+1) (\log \frac{1}{\alpha})^2} \right)
\]

\[
\leq \exp\left( \frac{-\frac{1}{8}(k-1)\gamma_2^2}{(\log \alpha)^2} \right)
\]

Therefore, for a given confidence level \( \rho \), in order to have \( \mathbb{P}\left( \mu_k^i(\theta) \geq \exp\left( -\frac{1}{2}k\gamma_2 + \gamma_1 \right) \right) \leq \rho \) we require that

\[
k \geq \frac{8 (\log (\alpha))^2 \log \frac{1}{\rho}}{\gamma_2^2} + 1
\]
V. Simulation Results

In this section we will show the simulation results for a group of agents connected over the time-varying directed graph depicted in Figure 1.

with the weighting matrices,

\[
A_{2k} = \begin{bmatrix}
0.2 & 0.8 & 0 & 0 & 0 & 0 \\
The rest of the matrix components are as follows:
0.7 & 0.1 & 0.1 & 0 & 0 & 0.1 \\
0 & 0.1 & 0.1 & 0.8 & 0 & 0 \\
0 & 0 & 0.8 & 0.1 & 0.1 & 0 \\
0 & 0 & 0.1 & 0.1 & 0.8 & 0 \\
0 & 0.1 & 0 & 0.8 & 0.1 & .
\end{bmatrix}
\] (10)

\[
A_{2k+1} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.8 & 0.1 & 0 & 0 & 0.1 \\
0 & 0.1 & 0.1 & 0.8 & 0 & 0 \\
0 & 0 & 0.8 & 0.1 & 0.1 & 0 \\
0 & 0 & 0 & 0.1 & 0.1 & 0.8 \\
0 & 0.1 & 0 & 0.8 & 0.1 & .
\end{bmatrix}
\] (11)

Note that the graph is designed such that the edge connecting agent 1 and agent 2 is switching on and off at each time step. Agents 2-6 connecting edges are changing at each time step as well.

Every agent \(i\) receives information from a binary random variable \(S^i_k : \Omega \rightarrow \{0, 1\}\) with probability distribution \(f^i(0) = 0.1\) and \(f^i(1) = 0.9\) for all \(i\)'s. Each agent updates its beliefs according to
Eq. (1). Moreover, every agent has two possible models $\theta_1$ and $\theta_2$. Nevertheless, agents 2 to 6 have uniformly distributed observationally equivalent hypothesis for both $\theta_1$ and $\theta_2$, that is, they are not able to differentiate between the hypothesis individually. Thus $l_i(s|\theta) = 0.5$ for $i = \{2, \ldots, 6\}$, $s = \{0, 1\}$ and $\theta = \{\theta_1, \theta_2\}$. On the other hand, agent 1 has two hypothesis with the following likelihood functions: $l_1(0|\theta_1) = 0.2$ and $l_1(1|\theta_1) = 0.8$ for hypothesis $\theta_1$; and $l_1(0|\theta_2) = 0.9$ and $l_1(1|\theta_2) = 0.1$ for hypothesis $\theta_2$. This indicates that the likelihood functions have been selected such that hypothesis corresponding to $\theta_1$ will describe the data best.

Figure 2 and Figure 3 show the empirical mean over 5000 Monte Carlo simulations of the beliefs of agents 1, 2 and 3 and agents 1, 4, 5 and 6 respectively. The beliefs of agents 1 has been included in Figure 3 for comparison purposes. Results show that agent 1 is the fastest learning agent, since is the one with the correct model. Nevertheless, all other agents are converging to the correct parameter model as well, even if they do not have differentiable models.

VI. CONCLUSIONS AND FUTURE WORK

We have studied the convergence and the rate of convergence for a distributed non-Bayesian learning system. We have shown almost sure consistency and have provided bounds on the global exponential rate of convergence. The novelty of our results is in the establishment of convergence rate estimates that are non-asymptotic, geometric, and explicit, in the sense that the bounds capture the quantities characterizing the graph sequence properties as well as the agent learning capabilities.
Our work suggests a number of open questions. It is natural to attempt to extend the results here to continuous spaces, for example. Another problem is to explore the situation when the distribution of observations is time-varying; ideas from social sampling can also be incorporated in this framework [32]. Moreover, the possibility of corrupted measurements or conflicting models between the agents are also of interest, especially in the setting of social networks.
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