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Abstract

In this work, we consider the problem of computing optimal actions for Reinforcement Learning (RL) agents in a co-operative setting, where the objective is to optimize a common goal. However, in many real-life applications, in addition to optimizing the goal, the agents are required to satisfy certain constraints specified on their actions. Under this setting, the objective of the agents is to not only learn the actions that optimize the common objective but also meet the specified constraints. In recent times, the Actor-Critic algorithm with an attention mechanism has been successfully applied to obtain optimal actions for RL agents in multi-agent environments. In this work, we extend this algorithm to the constrained multi-agent RL setting. The idea here is that optimizing the common goal and satisfying the constraints may require different modes of attention. By incorporating different attention modes, the agents can select useful information required for optimizing the objective and satisfying the constraints separately, thereby yielding better actions. Through experiments on benchmark multi-agent environments, we show the effectiveness of our proposed algorithm.

Equal contribution by the first three authors. A version of this paper has been accepted for publication as an extended abstract in the Proceedings of the 20th International Conference on Autonomous Agents and Multiagent Systems (AAMAS 2021).
I. INTRODUCTION

In a multi-agent co-operative RL setting \[1\], multiple agents are working towards a common goal in a common environment. All the agents receive the same cost (or reward) depending on the actions of all the agents and the objective is to minimize (or maximize) the expected total discounted cost (or reward) \[30\]. However in many practical situations, one often encounters constraints that restrict the choice of actions that can be taken by these agents. In the constrained RL setting \[3\], these constraints can also be specified via certain expected total discounted costs. In such scenarios, the agents have to learn actions that not only minimize the expected total discounted cost but also respect the constraints.

One approach to satisfy the constraints is to construct a modified cost as a linear combination of the original cost and the constraint costs. However, the weights to be associated with the costs are not known upfront and need to be learned in a trial-and-error fashion. This problem becomes compounded when multiple constraints are specified. We alleviate this problem by considering the Lagrangian formulation of the problem and training dual Lagrange parameters that act as weights for the constraint costs.

| References | Features |
|------------|----------|
| \[12\], \[16\], \[23\], \[25\], \[26\] | Deep RL algorithms for multi-agent setting. Attention mechanism not considered. |
| \[20\], \[21\], \[24\] | Deep RL algorithms with Attention for multi-agent setting. Constrained setting not considered. |
| \[4\], \[5\], \[7\] | RL algorithms for single-agent constrained setting. Multi-agent constrained setting not considered. |
| \[1\], \[22\], \[32\] | Deep RL algorithms for single-agent constrained setting. Multi-agent constrained setting not considered. |
| \[2\], \[9\], \[14\], \[15\], \[17\], \[27\], \[29\], \[34\] | RL algorithms for multi-agent constrained setting. Attention mechanism not considered. |

Our Work

Deep RL algorithm with Attention mechanism for multi-agent Constrained setting.

Table I: Comparison with other works in the Literature

Single-agent RL algorithms for the constrained RL settings have been proposed under various cost criteria like average cost in \[5\], \[7\] and discounted costs in \[1\], \[4\], \[22\], \[32\]. Constraints in a multi-agent setting can appear in multiple ways. Under budget constraints \[9\], every joint policy
Figure 1: Evolution of paradigms in literature

is associated with a cost. The objective of the agents here is to compute a joint optimal policy that maximizes the value, respecting the budget constraints. Under resource/task constraints [2], [15], [17], the optimal policy is the one that not only maximizes the value but also optimally allocates the resources to the agents. Under safety constraints [27], [29], [34], each policy is associated with a safety value, and the objective of the agents is to compute optimal policies that meet the safety constraints. Finally, in [14], similar to the model we consider in this paper, the constraints are specified as expected discounted cost which are required to be less than a prescribed threshold value.

Actor-Critic algorithms [30] are a popular class of RL algorithms that are used by an agent to obtain an optimal policy. In this paradigm, ‘Actor’ computes the policy and ‘Critic’ provides feedback on the policy computed by the ‘Actor’. Based on this feedback, ‘Actor’ improves the policy. This process is repeated until an optimal policy is obtained. The Actor-Critic paradigm for multi-agent settings can be extended in three ways [26]. All the agents can independently (without co-operation and communication) run the Actor-Critic algorithm. This setting of agents is known as ‘Independent Learners’ [31] and it suffers from the problem of non-stationarity [11]. Another setting known as ‘Joint Action Learners’ assumes the existence of a central controller which computes the optimal policy of all the agents and communicates the actions to the agents. This setting suffers from scalability problems as the state and action spaces for the central controller increase exponentially as the number of the agents increases. Finally, a paradigm that mitigates the problem of scalability and non-stationarity known as ‘centralized learning and decentralized execution’ has become popular in recent times [12], [16], [23], [25]. The main idea here is to use a centralized critic during the training and decentralized actors that learn actions independently. In these algorithms, however, information of all the agents are given equal importance (or weights) while computing the optimal policy.
The attention mechanism allows an agent to selectively pay attention to those agents whose information is crucial in the computation of its policy. In [20], attention actor-critic algorithms have been proposed that make use of the attention mechanism in the learning of ‘critic’. In [24], attention mechanism has been used to model the policies of teammates. The attention mechanism for learning communication among the agents has been proposed in [21]. In this work, the authors propose an attentional communication model ATOC that provides an effective mechanism for communication among agents resulting in better decision making. We illustrate the advantages of the attention mechanism through the following example. Consider a Smart Grid setup [28] where a network of microgrids are employed, whose objective is to provide power to its dedicated customers. These microgrids are equipped with renewable energy generation sources (like solar panels, wind turbines) and limited storage battery device to store their power. At every time instant, each microgrid has to make intelligent decisions like the number of units of power to store in its battery, the number of units of power to buy (or sell) from (to) other microgrids to maximize its profits. For any given microgrid, the state information of its neighboring microgrids is more important than those at a far distance from it. Through the attention mechanism, a microgrid can dynamically select these neighboring microgrids, instead of attending to all the microgrids equally. This results in better decision making and hence better profits for the microgrids.

We believe that the attention mechanism is particularly important in the constrained multi-agent setting. We explain its importance through the two following examples.

1) Consider a warehouse where multiple robots are deployed. The objective of the robots is to pick up the goods from a target position with a constraint that the expected number of collisions among the robots is less than a predefined threshold. The important information for a robot for collecting goods is the position of goods whereas the relative distance between the robots is crucial information to avoid collisions. Hence having attention mechanisms separately for learning optimal actions to collect the goods and avoid collisions will be natural in this setting.

2) In the smart grid setting considered, let’s say that we impose a constraint that the expected demand-supply deficit should be maintained at a certain level (to ensure the stability of the grid). The relevant information for maximizing the profits and maintaining the stability for a microgrid can be different. The attention mechanism enables the microgrid to attend to the relevant information for these two tasks separately.
Moreover, the attention mechanism for multi-agent constrained setting finds its applications in numerous settings like self-driving cars [29] to ensure safety constraints, supply chain optimization [18] to ensure the resource constraints. In our work, we propose an attention-based Actor-Critic algorithm for solving the problem of multi-agent constrained Reinforcement Learning (RL). While the attention mechanism and constrained RL settings have been studied extensively in the literature, the use of two separate attention mechanisms for computing the policy and satisfying the constraints has not been considered previously. We believe that this architecture is very important as optimizing the common goal and satisfying the constraints require different modes of attention. We show through our analysis of attention weights that using multiple attentive critics can benefit and yield much better results on complicated real-world applications. A brief overview of the comparison of our work with other works in the literature is provided in Table I and the evolution diagram of these paradigms/themes is shown in Figure I. The main contributions of our work are the following:

- We propose an Actor-Critic algorithm for computing the optimal actions for agents in a constrained co-operative multi-agent setting that makes use of the attention mechanism.
- We analyze and discuss the performance of our algorithm on constrained versions of standard multi-agent RL environments.
- We provide a detailed analysis of the attention mechanism learned by the agents in our experiments (Section IV-B3).

The rest of the paper is organized as follows. In Section II, we describe the multi-agent constrained co-operative multi-agent setting considered in the paper. In Section III, we propose our multi-agent attention mechanism-based constrained Actor-Critic algorithm. In Sections IV and V we present the performance of our algorithm on multi-agent environments and discuss the results. Concluding remarks are given in Section VI.

II. MODEL

We now discuss the constrained co-operative multi-agent setting described in [13]. It is described by tuple \( < n, S, A, T, k, c_1, \ldots, c_m, \gamma > \). Here, \( n \) denotes the number of agents in the environment. \( S = S_1 \times S_2 \times \ldots S_n \) is the joint state space and \( s \in S = (s_1 \ldots s_n) \) is the joint state with \( s_i \in S_i \) being the state of the agent \( i \). Similarly, \( A = A_1 \times \ldots A_n \) denotes the joint action space where \( a \in A = (a_1, \ldots, a_n) \) is the joint action and \( a_i \in A_i \) being the action of agent \( i \). Each agent only observes its own state and chooses its action based on it.
Let $T$ be the probability transition matrix where $T(s'|s,a)$ denotes the probability of next state being $s'$ when joint action $a$ is taken in joint state $s$. Single-stage cost function ($k$) is the cost incurred when joint action $a$ is taken in state $s$. Moreover, $c_1, \ldots, c_m$ denote the single-stage cost functions for the constraints. Note that both the main cost function ($k$) and constraint costs ($c_1, \ldots, c_m$) depend on the joint action of the agents. Finally, $\gamma$ denotes the discount factor. Let $\pi_i : S_i \rightarrow \Delta(A_i)$ denote the policy of agent $i$, where for a given state of agent $i$, $\pi_i(s_i)$ is a probability distribution over its actions. We now define the total discounted cost ($J$) for a joint policy $\pi = (\pi_1, \ldots, \pi_n)$ as follows:

$$J(\pi) = E\left[\sum_{t=0}^{\tau} \gamma^t k(s_t, \pi(s_t))\right],$$  \hspace{1cm} (1)

where $E(.)$ is the expectation over entire trajectory of states with initial state $s_0 \sim d_0$, where $d_0$ is a probability distribution over states, $\tau$ is a finite stopping time and $s_t$ is the joint state at time $t$. The $m$ constraints on the system are defined as follows:

$$E\left[\sum_{t=0}^{\tau} \gamma^t c_j(s_t, \pi(s_t))\right] \leq \alpha_j, \ \forall j \in 1, \ldots, m, \hspace{1cm} (2)$$

where $\alpha_1, \ldots, \alpha_m$ are pre-specified thresholds.

The objective of the agents in the multi-agent constrained co-operative RL setting is to compute a joint policy $\pi^* = (\pi_1^*, \ldots, \pi_n^*)$ that

$$\min_{\pi \in \Pi} J(\pi) = E\left[\sum_{t=0}^{\tau} \gamma^t k(s_t, \pi(s_t))\right]$$ \hspace{1cm} (3)

subject to

$$E\left[\sum_{t=0}^{\tau} \gamma^t c_j(s_t, \pi(s_t))\right] \leq \alpha_j, \ \forall j \in 1, \ldots, m,$$

where $\Pi$ is set of all joint policies. The constrained problem (3) can be relaxed using the Lagrangian formulation [4], [7] as follows:

$$L(\pi, \lambda) = E\left[\sum_{t=0}^{\tau} \gamma^t k(s_t, \pi(s_t)) + \sum_{j=1}^{m} \lambda_j c_j(s_t, \pi(s_t))\right] - \sum_{j=1}^{m} \lambda_j \alpha_j, \hspace{1cm} (4)$$

where $\lambda = (\lambda_1, \ldots, \lambda_m)$ is the vector of Lagrange parameters associated with the $m$ constraints.

From the theory of duality in optimisation (Chapter 5 of [10]), it is clear that the optimal policy $\pi^*$ and Lagrange parameters $\lambda^*$ satisfy the following:

$$L(\pi^*, \lambda^*) = \max_{\lambda > 0} \min_{\pi \in \Pi} L(\pi, \lambda). \hspace{1cm} (5)$$
The theory of two time-scale stochastic approximation [6] allows us to iteratively learn the Lagrange parameters and policy. The main idea is to perform gradient descent on the objective (4) in the space of policy parameters on the faster timescale and gradient ascent on (4) in the Lagrange parameters on the slower timescale [8]. The complete details of how we achieve this is described in the next section.

III. PROPOSED ALGORITHM

Attention mechanism [24], [33]: In general, the attention mechanism works as follows. It takes source vectors \( v = (v_1, \ldots, v_n) \) and a target vector \( T \) as inputs and outputs a context vector \( C \). The attention mechanism first computes attention weights \( (w_1, \ldots, w_n) \), where \( w_i, 1 \leq i \leq n \) represents the importance of \( v_i \). The attention weight \( w_i \) is computed from a given function \( f(T, v) \) as follows:

\[
    w_i = \text{softmax}(f(T, v)) = \frac{\exp(f(T, v_i))}{\sum_{j=1}^{n} \exp(f(T, v_j))}. \tag{6}
\]

Finally, the context vector is computed as:

\[
    C = \sum_{j=1}^{n} w_j v_j. \tag{7}
\]

As it can be seen from (6) that \( \sum_{j=1}^{n} w_j = 1 \), the attention mechanism can thought of a computation that adaptively learns the distribution over input vector that accurately represent the context of the problem.

We extend the attention mechanism proposed in the context of the multi-agent RL setting [20] to the constrained setting. The details of the proposed attention mechanism are as follows. Each agent \( i \) maintains a total of \( m + 1 \) critics which use attention. Let’s denote these as the cost critic \( Q_\psi \) (associated with the main cost function) and \( m \) penalty critics \( Q_{\eta 1}, \ldots, Q_{\eta m} \) (associated with the \( m \) constraints). The intuition here is, by having multiple critics with different attentions, each critic is especially able to attend to that information which is crucial in solving its objective. The way this information is utilized for attention is by encoding state and state-action information of all agents where the embedding function is a single layer perceptron.

These encodings are passed to another embedding function, also a single layer perceptron, to create keys \( (K) \), values \( (V) \), and selectors/queries \( (q) \) [20]. The keys \( K_j \) and values \( V_j \) represent
state-action encodings of all agents \( j \neq i \) while queries \( q_i \) are state encodings of the agent \( i \). Now, the attention weights \( w_j \) are computed as a function of queries and keys as follows:

\[
w_j = \text{softmax} \left( \frac{q_i K_j^T}{\sqrt{d_k}} \right),
\]

(8)

where \( d_k \) is the size of the keys. Finally, critic \( Q \) of agent \( i \) (denoted by \( Q^i \)) is obtained as follows (for notation convenience, we drop the subscripts from the critics of agent \( i \) as all \( m + 1 \) critics use similar architecture):

\[
Q^i = f_i(g_i(o_i, a_i), x_i),
\]

(9)

where \( f_i \) is a multi-layer perceptron with two layers, \( g_i \) is an embedding function for agent \( i \), and \( x_i = \sum_{j \neq i} w_j V_j \) is the contribution of other agents to agent \( i \).

We now discuss our proposed algorithm ‘MACAAC’ (Algorithm 1). We train the algorithm in \( \mu \) parallel environments to improve the sample efficiency and reduce the variance of updates. At each time step of an episode, every agent samples an action from its current policy based on its observations \( o_i \) and obtains common single-stage cost \( k \), single-stage penalties \( c_1, \ldots, c_m \) and next state as shown in steps 19 of Algorithm 1. The Lagrangian cost is calculated as shown in the step 20. This information is then stored in the replay buffer \( D \). The ‘Critic’ and ‘Actor’ parameters are updated after every \( U \) steps. This is done as follows. First a minibatch ‘B’ is sampled independently from the replay buffer. For each sample from the minibatch ‘B’, the critic parameters are updated (Step 27 of Algorithm 1) by performing gradient descent on the MSE loss given by [20]:

\[
\sum_{i=1}^{n} E[(Q^i(o, a) - y_i)^2],
\]

(10)

where \( y_i = r + \gamma E[Q^i(o^*, a^*) - \alpha \log(\pi_{\theta}(a_i^* | o_i^*))], \) \( o^*, a^* \) are the joint next state and actions of agents and \( \alpha \) is known as the temperature coefficient [20] that is used to control the stochastic nature of the policy. The parameters of cost critic \( \psi \) are updated by performing gradient descent on (10) with \( r \) defined as in Line 20 of Algorithm 1 (Lagrangian cost) and the parameters of penalty critic \( j, \eta_j \), are updated by performing gradient descent on (10) with \( r \) as \( c_j \) (constraint cost). Moreover, all the agents \( i \) share the same parameters (\( \psi, \eta_1, \ldots, \eta_m \) of critics.

The ‘UpdateActors’ step is performed as follows. The policy parameters of each agent (\( \theta_i \)) are updated by performing gradient descent using the gradient function given by [20]:

\[
E[\nabla_{\theta_i} \log(\pi_{\theta_i}(a_i | o_i))(-\alpha \log(\pi_{\theta_i}(a_i | o_i)) + Q^i_{\psi}(o, a) - b(o, a_{-i}))],
\]

(11)
where \( b \) is a baseline function that is independent of actions of agent \( i \) (\( a_{-i} \) represents the actions of all agents except \( i \)). Note that in equations (10) and (11), an entropy term is added that facilitates stochastic policies [19].

Finally, the Lagrange parameters \( \lambda_j, j = 1, \ldots, m \) are updated by performing gradient ascent on the Lagrangian \( L \) (eq. 4) as shown in the step 30. An important point to note here is that the critic and actor updates (steps 27 and 28) are performed on a faster time-scale compared to the Lagrange parameter updates (steps 29-30). As a result, the critic and actor perceive Lagrange parameters as constants in their updates, thereby ensuring the convergence of the algorithm [8, Chapter 6].

IV. Experiments and Results

In this section, we describe the performance of our proposed Algorithm ‘MACAAC’ on two multi-agent environments and analyze the results. The first environment is the constrained version of Cooperative Navigation [23] followed by the constrained version of Cooperative Treasure Collection [20]. The constraint considered in the experiments is the collision between the multiple agents. The agents incur a penalty whenever there is a collision and their objective is to make sure that the expected total penalty is less than a prescribed penalty threshold. To avoid confusion, we refer to the main cost that the agents are minimizing as ‘cost’ and the constrained cost as the ‘penalty’. For comparison purposes, we also implement the constrained version of MADDPG [23] algorithm, which we refer to as ‘MADDPG-C’. Moreover, to better analyze the results, we also report the results on an un-constrained version of Multi-agent Attention Actor-Critic [20] where there is no penalty incurred for collisions among the agents, which we simply refer to as ‘Unconstrained’. Finally, in section V, we evaluate the performance of ‘MACAAC’ with fixed weights. The neural network architecture and hyper-parameters are kept the same for all three algorithms.

A. Constrained Cooperative Navigation

1) Description of the experiment: In this experiment, there are 5 agents and 5 targets that are randomly generated in a continuous environment at the beginning of each episode as shown in the Figure 2. The objective of the agents is to navigate towards the targets in a co-operative

\[1\text{The source codes of our experiments are available at: https://github.com/parnika31/MACAAC} \]
Algorithm 1 Multi-Agent Constrained Attention Actor-Critic (MACAAC)

1: $E \leftarrow$ Maximum number of episodes.
2: $L \leftarrow$ Length of an episode.
3: $U \leftarrow$ Steps per update.
4: $\theta_i \leftarrow$ policy parameters of the agent $i$, $i = 1, \ldots, n$.
5: **UpdateCritic**: Subroutine to update the critic parameters.
6: **UpdateActors**: Subroutine to update the policy parameters of all the agents.
7: $Q_{\eta_j} \leftarrow$ Q-value of constrained cost associated with constraint $j$, $j = 1, \ldots, m$.
8: $\beta_t \leftarrow$ Slower timescale step-size at time step $t$.
9: Initialize Lagrange parameters $\lambda_1, \ldots, \lambda_m$.
10: Create $\mu$ parallel environments.
11: Initialise replay buffer, $D$.
12: $u \leftarrow 0$
13: **for** $ep = 1, 2, \ldots, E$ **do**
14: Obtain initial observations $o_e^i$ for all agents $i$ in each environment $e$
15: **for** $t = 1, 2, \ldots, L$ **do**
16: Obtain actions $a_e^i \sim \pi_{\theta_i}(\cdot | o_e^i)$, $\forall i = 1, \ldots, n$,
17: $\forall e = 1, \ldots, \mu$
18: Execute actions and get $(o_e^{*e}, k^e, c_1^e, c_2^e, \ldots, c_m^e)$ $\forall i, e$
19: Let $r^e = k^e + \sum_{j=1}^{m} \lambda_j c_j^e$, $\forall e$
20: Store $(o_e^i, a_e^i, r^e, c_1^e, c_2^e, \ldots, c_m^e, o_i^{*e})$, $\forall i, e$ in $D$
21: $o_e^i = o_i^{*e}$, $\forall i, e$
22: $u+ = \mu$
23: **if** $(u \% U) \neq \mu$ **then**
24: Sample minibatch (B) from $D$
25: Get next actions $a_1', \ldots, a_n'$
26: **UpdateCritic**(B, $a_1', \ldots, a_n'$)
27: **UpdateActors**(B)
28: **for** $j = 1, \ldots, m$ **do**
29: $\lambda_j \leftarrow \max(0, \lambda_j + \beta_t(Q_{\eta_j} - \alpha_j))$
manner such that all targets are covered. The length of each episode is 25 time steps and the single-stage cost at each time step is the sum of the distance to the nearest agent, over all the targets. Therefore, the agents have to learn to navigate towards the targets in such a way that all target positions are covered. However, we include a single-stage penalty of 1 when there is a collision between the agents (and 0 otherwise). The penalty threshold ($\alpha$) is set to 3 in our experiments. This means that the expected total penalty over all the episodes must be less than or equal to 3. The discount factor is set to 0.99. In Figure 4, we show the performance of algorithms during the training phase, and in Table II, we report the performance of algorithms during the testing.

2) Discussion:

- In Figure 4a, we observe that the total cost approaches convergence for all the three algorithms. The ‘Unconstrained’ algorithm achieves the smallest average cost as there is no penalty for collisions in this case. Therefore, the agents can move freely in the continuous space and navigate quickly towards the targets. This can also be observed in Figure 4b, where we see that the average penalty of the ‘Unconstrained’ algorithm is the highest.
- In Figure 4b, we see that the average penalty comes down as the training progresses for the constrained algorithms (MADDPG-C and our proposed MACAAC), while for the ‘unconstrained’ algorithm it almost remains constant. This is the effect of Lagrange parameters.
that are learnt in the constrained setting.

- From Table II, we can see that both our proposed algorithm ‘MACAAC’ and ‘MADDPG-C’ satisfies the penalty constraint. However, our algorithm ‘MACAAC’ achieves this average penalty at a lower cost than the ‘MADDPG-C’ algorithm.

![Figure 3: Constrained Cooperative Treasure Collection](image)

Figure 3: Constrained Cooperative Treasure Collection. The big blue and brown balls are ‘depositors’. The dark orange and blue colored balls are ‘treasures’ which will be re-spawned after every capture. The rest of the balls are ‘collectors’. In this figure, the collector agents changed color after capturing the treasures and are moving towards depositors (or banks) of same color to deposit them without collisions.

B. Constrained Cooperative Treasure Collection

1) Description of the experiment: In this experiment, we have a total of 8 agents, out of which 6 agents are ‘collectors’ (Agents 1, . . . , 6, and the other two are ‘deposits (or banks)’ (Agents 7 and 8). The role of collectors is to collect the ‘treasures’ that are randomly generated in the environment and deposit them into the ‘banks’ of the same color as the treasure. New treasures will be re-generated once the existing treasures are collected. The role of the ‘depositors’ is to stay close to the collectors carrying their treasures. The length of each episode is 100 time-steps where all agents receive the shared single-stage cost associated with the total distances from their goals. Moreover, a cost of $-5$ (a positive reinforcement) is added every time a treasure is
The average total cost and penalty at each episode $i$ are calculated, by taking mean of total costs and total penalties over 1024 runs, using the policies trained until $i$ episodes.

Table II: Performance comparison of algorithms in testing phase on Constrained Cooperative Navigation with penalty threshold $\alpha = 3$. The average total cost and penalty are calculated by taking mean of total costs and penalties, respectively, over 10,000 runs using the policies of agents obtained at the end of training.

| Name of the Algorithm          | Average total cost over 10,000 episodes | Average total penalty over 10,000 episodes |
|--------------------------------|----------------------------------------|------------------------------------------|
| MACAAC                         | 45.79                                  | 1.87                                     |
| MADDGP-C                       | 60.33                                  | 2.52                                     |
| Unconstrained                  | 37.50                                  | 7.02                                     |
| MACAAC with Fixed Weights      | 38.73                                  | 1.25                                     |

Table II: Performance comparison of algorithms in testing phase on Constrained Cooperative Navigation with penalty threshold $\alpha = 3$. The average total cost and penalty are calculated by taking mean of total costs and penalties, respectively, over 10,000 runs using the policies of agents obtained at the end of training.

collected and deposited. We consider two penalty constraints in this experiment for collectors and depositors separately to demonstrate the effect of attention weights (discussed in Section IV-B3). The penalty threshold for collectors ($\alpha_1$) is set to 12 and depositors ($\alpha_2$) is set to 0.2 and the discount factor is 0.99.

2This is the reason the costs in Table III are negative, as the agents learn to collect and deposit treasures.
Figure 5: Performance of Algorithms on Constrained Cooperative Treasure Collection during the training.

| Name of the Algorithm | Average total cost over 10,000 iterations | Average total penalty of collectors over 10,000 iterations | Average total penalty of depositors over 10,000 iterations |
|-----------------------|------------------------------------------|----------------------------------------------------------|----------------------------------------------------------|
| MACAAC                | -76.21                                   | 4.70                                                     | 0.15                                                     |
| MADDPG-C              | -22.20                                   | 7.59                                                     | 0.76                                                     |
| Unconstrained         | -88.41                                   | 13.99                                                    | 0.35                                                     |
| MACAAC with Fixed Weights | -54.68                                 | 2.63                                                     | 0.18                                                     |

Table III: Performance comparison of algorithms in testing phase on Constrained Cooperative Treasure Collection with penalty threshold for collectors ($\alpha_1$) set to 12 and that of the depositors ($\alpha_2$) set to 0.2.

2) Discussion:
- As in our previous experiment, we can observe from Figure 5a that the average total cost converges for all three algorithms.
- From Table III, we can see that our proposed ‘MACAAC’ satisfies the penalty constraints of both ‘collectors’ and ‘depositors’. Moreover, the average cost obtained by ‘MACAAC’ is lower compared to the ‘MADDPG-C’ algorithm. As the agents do not incur a penalty in ‘Unconstrained’, its average cost is least among three algorithms.

3) Discussion of Attention graphs: We now discuss the attention weights learned by the agents during the training. We present the attention weights learnt by the agent 1, which is a ‘collector’ in Figure 6 and agent 8, which is a ‘depositor’ in Figure 7. Recall that, there are six collectors
Figure 6: Attention weights of Agent 1. These plots indicate the attention weights assigned to other agents by Agent 1.

Figure 7: Attention weights of Agent 8. These plots indicate the attention weights assigned to other agents by Agent 8.

(agents 1-6) and two depositors (agents 7 and 8). In this experiment, there are three critics that use attention. Two penalty critics, which we refer to as penalty_1 and penalty_2 critics, compute the expected penalty costs of collectors and depositors respectively. The feedback from these critics is used in improving the Lagrange parameters (Step 30 of Algorithm 1). Then, there is the main critic whose feedback is used to improve the policy parameters (Step 28 of Algorithm 1). Note that the penalty critics make use of only the penalty costs whereas the main critic (Lagrangian critic) makes use of Lagrangian cost that involves both main cost and penalty costs (Step 20 of Algorithm 1).
In Figure 6a, we observe that the Lagrangian Critic of agent 1 focuses more on the depositors throughout its training. The agent 1 required to deposit its collected treasures into depositors, to minimize its cost, and hence the Lagrangian critic attends more to information of the depositors. The attention graph of Penalty_1 critic of agent 1 in Figure 6b is very interesting. At the beginning of training, agent 1, to avoid collisions, focuses more on the information of other collectors and less on the depositors. However, as the training progresses, all the agents learn to move towards the depositors to deposit their treasures. Hence, the information of the depositors becomes very relevant for agent 1 to avoid collisions. This can also be confirmed from Figure 5b where the constraint ($\alpha = 12$) is being satisfied, towards the end, after $80k$ iterations. Therefore, we observe that, towards the end of the training, agent 1 attends to information of all the other agents equally. In this way, the attention mechanism enables the agents to dynamically select relevant information during the training.

In Figure 7, we report the attention graphs of agent 8, which is a depositor. In Figure 7a, we observe that agent 8 attends more to the information of other depositors, i.e., agent 7. We have seen earlier that the collectors attend more to the information of the depositors to deposit their treasures. Moreover, the Lagrangian cost is a combination of the main cost and penalty costs. Therefore, agent 8 has to move in directions that don’t overlap with agent 7, thereby providing collectors enough space to safely (avoiding collisions) deposit their treasures. Finally, in Figure 7b, we see that penalty_2 critic of agent 8 attends to information of all the agents uniformly throughout its training. Similar to the penalty_1 critic of agent 1, information of all the agents is equally important for the agent 8 to avoid collisions.

In this way, our proposed algorithm provides a framework for multi-agents to learn suitable attentions for various sub-tasks. The advantage of this paradigm can be seen from our results, where our proposed algorithm ‘MACAAC’ performs well while satisfying the specified penalty constraints.

V. Effect of Fixed weights for Constrained Costs

As discussed in the introduction section, a constrained problem could be solved by adding the constrained costs to the main cost. However, the weights to be associated with the constrained costs to satisfy the specified constraints are not known. Therefore, in our proposed algorithm, on

\[ \text{as higher attention weights are assigned to agents 7 and 8} \]
a slower time-scale, Lagrangian parameters are iteratively learnt, which act as weights for the constrained costs. In this section, we investigate the effect of using constant and fixed weights for the constrained costs during the training. That is, we construct a cost function as

\[ k + \sum_{j=1}^{m} w_j c_j, \]

where \( k \) is the main cost function, \( c_j \), \( 1 \leq j \leq m \) are \( m \) constrained costs and \( w_j \) is the weight associated with constraint \( j \). The weights we use in the experiments are the converged Lagrange parameters from the “MACAAC” algorithm. We call this experiment “MACAAC with Fixed Weights”.

In “Constrained Cooperative Navigation,” there is one constraint and the weight assigned to this constraint is \( w_1 = 5.534 \). We observe from Table II that, this value of \( w_1 \) satisfies the penalty constraint \( \alpha = 3 \). Moreover, the average cost obtained is slightly less than that of the standard “MACAAC”.

In Table III, we run the “MACAAC with Fixed Weights” for the “Constrained Treasure Collection” experiment. The weights assigned to two penalty constraints in this experiment are \( w_1 = 3.47 \) and \( w_2 = 0.83 \). Similar to our earlier experiment, we observe that these weights satisfy the penalty constraints of both collectors and depositors. However, the average cost obtained is higher than the standard “MACAAC” algorithm as these fixed weights may be too restrictive in this experiment. On the other hand, our proposed algorithm adaptively trains (increases or decreases) the Lagrange parameters during the training, leading to a better policy.

From this study, we conclude the following:

1) Our proposed “MACAAC” adaptively computes the Lagrange parameters that satisfy the penalty constraints.
2) Our proposed “MACAAC” algorithm computes a near-optimal solution using a two-time scale approach, where policy is updated on a faster timescale and Lagrange parameters are updated on a slower timescale.

VI. CONCLUSIONS

We have considered a constrained multi-agent RL setting where the agents need to learn optimal actions that satisfy the constraints specified on their actions. We have proposed an attention mechanism based constrained Actor-Critic algorithm that computes the Lagrange parameters on a slower time-scale and optimal policy on a faster time-scale. The attention mechanism enables the agents to select relevant information during the training, for computing the policy and satisfying
the constraints. Through experiments on two benchmark multi-agent settings, we have shown that our proposed algorithm computes a near-optimal solution satisfying the penalty constraints.
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