Spin exchange rates in electron-hydrogen collisions

Steven R. Furlanetto\textsuperscript{1}\textsuperscript{?} & Michael R. Furlanetto \textsuperscript{2}y
\textsuperscript{1}Yale Center for Astronomy and Astrophysics, Yale University, PO Box 208121, New Haven, CT 06520-8121
\textsuperscript{2}Physics Division, Los Alamos National Laboratory, MS H803, P.O. Box 1663, Los Alamos NM 87545

10 March 2022

ABSTRACT
The spin temperature of neutral hydrogen, which determines the 21 cm optical depth and brightness temperature, is set by the competition between radiative and collisional processes. In the high-redshift intergalactic medium, the dominant collisions are typically those between hydrogen atoms. However, collisions with electrons couple much more efficiently to the spin state of hydrogen than do collisions with other hydrogen atoms and thus become important once the ionized fraction exceeds \(1\%). Here we compute the rate at which electron-hydrogen collisions change the hydrogen spin. Previous calculations included only S-wave scattering and ignored resonances near the \(n = 2\) threshold. We provide accurate results, including all partial wave terms through the \(F\)-wave, for the de-excitation rate at temperatures \(T_K < 1.5 \times 10^4\) K; beyond that point, excitation to \(n = 2\) hydrogen levels becomes significant. Accurate electron-hydrogen collision rates at higher temperatures are not necessary, because collisional excitation in this regime inevitably produces Ly \(\alpha\) photons, which in turn dominate spin exchange when \(T_K > 6200\) K even in the absence of radiative sources. Our rates differ from previous calculations by several percent over the temperature range of interest. We also consider some simple astrophysical examples where our spin de-excitation rates are useful.
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1 INTRODUCTION
The 21 cm transition is potentially a powerful probe of the pre-reionization intergalactic medium (IGM) because of the enormous amount of neutral hydrogen in the Universe at that time (Field et al. 1958; Scott & Reed 1990; Madau et al. 1997). It can teach us about reionization, the formation of the first structures and the first galaxies, and even the “dark ages” before these objects formed (Furlanetto et al. 2006, and references therein). It is therefore crucial to understand the fundamental physics underlying the 21 cm transition. One critical aspect is the spin temperature, which is determined by the competition between the scattering of cosmic microwave background (CMB) photons, the scattering of Ly \(\alpha\) photons (Wouthuysen 1952; Field 1958), and collisions. When CMB scattering dominates, the IGM remains invisible because the spin temperature approaches that of the CMB (which is used as a backlight). Before star formation commences, collisions are the only way to break this degeneracy. The total coupling rate is determined by collisions both with other hydrogen atoms and with electrons. At the low residual electron fraction expected after cosmological recombination (Seager et al. 1995), H–H collisions dominate. Spin exchange in such interactions has received a great deal of attention over the years (Purcell & Field 1956; Smith 1966).
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and the dominant mechanism of spin de-excitation is electron-electron spin exchange. Although this regime has been particularly well-studied, it has only been solved in full nonrelativistic detail relatively recently. The latest spin exchange calculation (Smith 1961) used the scattering phase shifts computed numerically by Schwartz (1961). While accurate, these included only $S$-wave scattering and neglected both higher-order partial waves and $H$ resonances near the $n = 2$ threshold (which were not resolved by the numerical algorithm). Both of these issues have been solved over the intervening four decades (see, e.g., Wang & Callaway 1993, 1994 for a recent calculation). Our goal is to recalculate in light of these newer phase shifts.

Higher-order partial waves become significant at $T_x > 1000$ K; if X-ray heating in the early Universe is strong, then these temperatures can be achieved easily (Furlanetto 2006). We therefore examine the high-temperature limit in some detail. Our calculation breaks down once collisional electronic excitation (and ionization) become important. We will show that, above $T_x \geq 10^8$ K, direct spin de-excitation by scattering above the $n = 2$ threshold cannot be ignored. Although such interactions are difficult to model – because of the wide array of possible transitions – in practice this regime is relatively unimportant. In the low-density IGM, collisional excitation to the $2p$ and higher levels is followed rapidly by radiative de-excitation, producing a Ly background. We show that this background inevitably dominates the spin temperature coupling at $T_x > 6200$ K (assuming a thermal distribution of electrons). The crossover can occur at smaller temperatures if a non-thermal population of fast electrons exists (produced, for example, by X-rays: Chen & Miralda-Escude 2004; Chen & Miralda-Escude-Gonzalez 2004; Furlanetto & Pritchard 2006).

The remainder of this paper is organized as follows. In §2 we briefly review the 21 cm transition. Our main results are contained in §3 where we examine various mechanisms for spin de-excitation, consider the high-temperature limit, and calculate the spin de-excitation rates for $H-e$ collisions. We present some simple astrophysical applications in §4 and we conclude in §5.

In our numerical calculations, we assume a cosmology with $\Omega_m = 0.26$, $\Omega_b = 0.044$, $\Omega_{\Lambda} = 0.74$, $\Omega = 1\Omega_m$, $\Omega = 0.26$, $\Omega_{\Lambda} = 0.5$, and $\Omega = 0.8$, consistent with the most recent measurements (Spergel et al. 2007), although we have increased $\Omega_{\Lambda}$ from the best-fit WMAP value in order to improve agreement with weak-lensing data.

### 2 THE 21 CM TRANSITION

We review the relevant characteristics of the 21 cm transition here; we refer the interested reader to Furlanetto et al. (2004) for a more comprehensive discussion. The 21 cm brightness temperature (relative to the CMB) of a patch of the IGM is

$$T_b = 27x_{\text{HI}}(1 + I) \times \frac{h^2}{0.023} \frac{0.15}{n} \frac{1 + z}{10} \frac{1 + 2}{1}$$

where $I$ is the fractional overdensity, $x_{\text{HI}}$ is the neutral fraction, $I$ is the ionized fraction, $T$ is the spin temperature, $T$ is the CMB temperature, and $dv_k = dr_k$ is the gradient of the proper velocity along the line of sight. The last factor accounts for redshift-space distortions (Bharadwaj & All 2004; Barkana & Loeb 2005).

The spin temperature $T_b$ is determined by competition between scattering of CMB photons, scattering of UV photons (Wouthuysen 1952; Field 1958), and collisions (Parcell & Field 1956). In equilibrium,

$$T_b = \frac{T - T_{\text{CMB}} + x_{\text{HI}}T_{\text{CMB}} + x}{1 + x_{\text{HI}} + x}.$$  

(2)

Here $x_{\text{HI}}$ is the total collisional coupling coefficient, including both $H-H$ and $H-e$ collisions. We will break the total coupling into two components, $x_{\text{HI}}^e$ and $x_{\text{HI}}^m$ with obvious meanings. The coefficient from $H-e$ collisions is

$$x_{\text{e}}^m = \frac{n_e 10^2 T_{/7}}{A_{\text{eH}}}$$

(3)

where $n_e$ is the local electron density, $T_{/7} = h_{\text{v}21} = 0.068$ K, $h_{\text{v}21}$ is the frequency of the 21 cm line, and $A_{\text{eH}}$ is the Einstein-$A$ coefficient for that transition. The last part of equation describes the Wouthuysen-Field effect, by which the absorption and re-emission of Ly photons mixes the hyperfine states. The coupling coefficient is (Chen & Miralda-Escude 2004)

$$x = 1 \times 10^{11} (1 + z) \frac{1}{S} \frac{J}{7};$$

(4)

where $S$ describes the detailed atomic physics of the scattering process and $J$ is the background flux at the Ly frequency (ignoring scattering) in units of $cm^{-2} s^{-1} Hz^{-1} sr^{-1}$; the Wouthuysen-Field effect becomes efficient when there is $0$ photon per baryon near this frequency. It couples $T_b$ to an effective color temperature $T_c$ (in most circumstances, $T_b = T_c$; Field 1958). Several estimates of $S$ and $T_c$ exist in the literature (Chen & Miralda-Escude 2004; Hirata 2004; Chuzhoy & Shapiro 2005; Furlanetto & Pritchard 2006).

### 3 ELECTRON-HYDROGEN COLLISIONS

#### 3.1 Mechanisms of collisional spin de-excitation

In principle there are five distinct collisional mechanisms that can cause spin de-excitation. The existing literature has addressed only one of these, electron spin exchange. As we intend to increase the magnitudes of each mechanism. We will then calculate spin de-excitation cross sections and compare them to previous results.

#### 3.1.1 Electron-electron spin exchange

Electron-electron spin exchange refers to the process by which the spin of the incoming electron is exchanged with that of the atomic electron. One such collision could be represented schematically by $(s) + (a) (\uparrow) \leftrightarrow (s) + (a) (\downarrow),$ where $s$ and $a$ refer to the Pauli spin states of spin-$\frac{1}{2}$ particles, $s$ and $a$ refer to the scattering and atomic electrons, respectively, and $p$ refers to the photon. In this collision, a singlet hydrogen atom is 1

\[ 1 \text{ This is an excellent approximation throughout cosmic history. The worst case occurs when interactions with CMB photons dominate; the relevant timescale is then } t = B_{10}^{-1} 10^{-1} \text{ Myr, where } B_{10} \text{ is the Einstein absorption coefficient and } T \text{ is the CMB intensity at the 21 cm transition. This yields } t = B_{10}^{-1} 10^{-1} (1 + z)^{1.2} \text{, where } B_{10} \text{ is the Hubble time. If collisions or Ly } \alpha \text{ absorption dominate, the timescale will obviously be even smaller.} \]
converted into a triplet hydrogen atom by spin exchange. Including all possible spin permutations of this collision leads to an expression for the spin de-excitation cross section. (For a more detailed discussion of spin exchange see Mott & Massey 1965 and Condon & Shortley 1963.)

Ignoring all relativistic interactions and non-central forces, the spin-exchange-mediated spin de-excitation cross section can be calculated relatively simply. (Interactions which violate these assumptions will be discussed below in 3.1.2 and 3.1.3.) We begin with the time-independent Schrödinger equation, which may be written

\[ \psi(\mathbf{x},t) = E \psi(\mathbf{x},t) \]

where, in atomic units,

\[ \psi(\mathbf{x},t) = \psi_k(\mathbf{r}) \]

is the total wavefunction, and \( x \) and \( y \) label the positions of the two electrons. The Pauli exclusion principle demands that

\[ \left( \mathbf{x}_1 \right) \neq \left( \mathbf{x}_2 \right) \]

where \( \mathbf{x}_1 \) is the direction of the incoming electron, \( k \) is its momentum, \( r \) is the magnitude of the vector \( r \) separating the two electrons, and \( \epsilon_k \) is the scattering amplitude at angle \( \theta \). Thus, the differential scattering cross section into solid angle \( d \) is \( d = \left| \mathbf{f}_k \left( \mathbf{r} \right) \right|^2 \).

We solve for the elastic scattering amplitude by expanding the incoming electron into partial waves of different orbital angular momentum (e.g. Mott & Massey 1965), yielding

\[ f_k(\mathbf{r}) = \frac{1}{k} \sum_{L=0}^{\infty} (2L + 1) \sin^2 L \mathbf{P}_L(\cos \theta) \]

where \( \mathbf{P}_L \) is a Legendre polynomial of order \( L \), \( \frac{2}{L} \) is the phase shift for angular momentum \( L \) in the singlet (s) and triplet (t) spin states, and \( k \) is in units of the Bohr radius \( a_0 \) (in this system energies are naturally expressed in Rydbergs). To obtain the total cross section, we simply average over the initial spin states of the hydrogen atom, so (in units of \( a_0^2 \))

\[ t_{\text{elas}}(k) = \sum_{L=0}^{\infty} \frac{1}{k} (2L + 1) \sin^2 L \mathbf{P}_L(\cos \theta) \]

The spin exchange cross section \( \sigma_{\text{se}} \) is more complicated, because it is a coherent sum of the scattering amplitudes (Field 1958: Burke & Schey 1962b):

\[ \sigma_{\text{elas}}(\mathbf{r}) = \sum_{L=0}^{\infty} \frac{1}{k} (2L + 1) \sin^2 L \mathbf{P}_L(\cos \theta) \]

so that (again in units of \( a_0^2 \))

\[ \sigma_{\text{elas}}(\mathbf{r}) = \sum_{L=0}^{\infty} \frac{1}{k} (2L + 1) \sin^2 L \mathbf{P}_L(\cos \theta) \]

As a three-body interaction, no analytic solution exists, although one can be found in the restricted problem of zero total and orbital angular momentum \( \text{[Temkin 1962, Poe 1978]}. \) It has been solved through variational principles (Schwartz 1961, Shimamura 1971, Das & Rudge 1976, Register & Poe 1973, Callaway 1978), the close coupling formalism (in which the total wavefunction is expanded in a basis constructed from hydrogen eigenstates; Burke & Schey 1962b), the related convergent close coupling formalism (Bray et al. 2002), and through fully numeric techniques (Wang & Callaway 1993, 1994, Shertzer & Betera 1994). All methods now agree on \( \sigma_{\text{elas}} \) to several significant figures in the range \( 0 \leq \theta \leq 0 \). Furthermore, these results agree with laboratory experiments on spin-exchange effects in higher-energy H–e collisions (Fletcher et al. 1983). We will use the results of Wang & Callaway (1994), who present the \( \sigma_{\text{elas}} \) in units of \( a_0^2 \), so truncating the sum at \( L = 3 \) is sufficient for our purposes.

The cross section at zero energy requires more subtle analysis, especially because the behavior at \( k \to 0 \) (or \( E < 0.01 \) Ry) is crucial for \( T < 1000 \) K. In the low-energy limit, centrifugal barriers make the \( L > 0 \) terms vanish, but the \( S \)-wave scattering term remains finite. The solution is typically presented in terms of the scattering lengths \( a_{\text{se}} \), defined so that \( \tan \frac{\pi}{2} L a_{\text{se}} \). Then, again in units of \( a_0 \) (Seaton 1957)

\[ \lim_{k \to 0} \sigma_{\text{se}} = 4 \frac{a}{a_0} \]

Scattering lengths are difficult to compute because the effective potential seen by the electron at zero energy dies off rather slowly. The most recent calculations appear to be by Schwartz (1961), who found that \( a_s = 5.665 \) and \( a_t = 1.7686 \) (Thouvenot 1978). We present detailed numerical results for the spin-exchange-mediated spin de-excitation cross section in 3.3 below. For comparison with other mechanisms, the magnitude of these cross sections in atomic units is of order unity.

3.1.2 Electron-electron interactions

In addition to spin exchange, the incoming electron can interact with the inherent magnetic dipole moment of the atomic electron. (Note that spin–\( \frac{1}{2} \) systems have only monopole and dipole moments, so higher order multipoles need not be considered; Bethe & Bacher 1936.)

The interaction Hamiltonian, \( \hat{H}_{\text{int}} \), is given by

\[ \hat{H}_{\text{int}} = \frac{8}{3} \left( \frac{r}{r^3} \right) + \frac{1}{r^2} - \frac{3}{2} \left( \frac{r}{r^2} \right)^2 \]

where \( L \) is the orbital angular momentum of the incoming electron, \( \mathbf{a} \) is the magnetic moment of the electron, given by

\[ a = \frac{\mu_B m}{4 \pi c} \]

\( \mu_B \) is the Landé factor for the electron, the other symbols have their usual meanings, and we have ignored any effect of the atomic nucleus (Jackson 1999). The first three terms arise from the intrinsic magnetic moment of the incoming electron, while the final term is generated by the motion of the incoming electron and its associated charge. A full solution of this interaction would require relativistic quantum scattering theory with non-central forces and is beyond the scope of this study.
Fortunately, relativistic effects such as spin-spin and spin-orbit coupling scale as $\nu^2 = c^2$ (Berestetskii et al. 1982; Gol’dmann & Krivchenkov 1993). As an upper limit, an electron with sufficient energy to ionize the hydrogen atom (1 Ry) has velocity $v = 2 \times 10^8$ cm s$^{-1}$, so $v^2 = c^2 = 5 \times 10^8$. (We will show below that this velocity corresponds to a temperature above those at which our model is valid, so it suffices for a worst-case estimate.) Compared with the cross section of order unity due to the spin-exchange mechanism, this is negligible. The good agreement between the experimental results of Fletcher et al. (1985) and the cross sections calculated from spin-exchange alone further supports our subsequent neglect of these interactions.

3.1.3 Electron-proton interactions

The incoming electron can also interact with the spin of the atomic proton. Again, this can occur in two different ways – through the spin of the electron and through the magnetic field generated by its motion. The interaction Hamiltonian, $\hat{H}_{\text{int},p}$, is given by

$$\hat{H}_{\text{int},p} = \frac{8}{3} \left(\frac{\hbar}{m_p c}\right)^2 \left(\sigma_{p} \cdot r\right)\left(\frac{L\cdot p}{c^2}\right) \L_p \L_p \tag{17}$$

where $p$ is the magnetic moment of the proton, given by

$$p = \frac{g_p e \hbar}{4m_p c}; \tag{18}$$

$m_p$ is the mass of the proton, $g_p$ is the Landé factor for the proton, and the other symbols are defined as in equation (15).

The same arguments used above for the electron-electron interaction apply to the electron-proton interaction. In this case, however, the magnetic moment of the nucleus is smaller than that of the electron by the ratio of their masses, $1 \approx 1836$, so the cross section is further suppressed to order $10^{-8}$, and neglecting this interaction will not alter our results.

3.1.4 Transient complex formation

In the region $k > 0 \Omega$, a series of resonances corresponding to quasistable doubly excited states of H occur. These resonances have two effects on our calculations. First, the elastic scattering phase shift undergoes an abrupt change by at a resonance. The resonant phase shift can be fit to the usual Breit-Wigner form

$$\tan \left(\delta_b\right) = \frac{2}{E_R \Omega}; \tag{19}$$

where $\delta_b$ is the smoothly varying background phase shift, $E_R$ is the center of the resonance, and $\Omega$ is its width. In order to estimate the effects of this structure on the spin-exchange-mediated spin de-excitation cross section, we include the lowest order $^1S$, $^1P$, and $^3D$ resonances according to the fits of Wang & Callaway (1994).

Second, as the system passes through these resonances, it transiently becomes $H$. For a full treatment, we would need to consider the evolution of the spin states during the time spent as $H$ and the subsequent autodetachment reaction. Two facts lead us to ignore this possibility. First, the resonances are broad. The narrowest is the $^3P$ state, with a width of $2 \times 10^4$ Ry (Wang & Callaway 1994), the corresponding natural lifetime of 12 fs is much shorter than typical nuclear spin relaxation times. Second, the resonances cover less than half of a percent of the energy range considered. To the level of accuracy we seek, even complete spin de-excitation at these resonances will not change our results.

3.1.5 Electronic excitation of hydrogen

At the low temperatures relevant to the high-redshift IGM, nearly all collisions occur below the $n = 2$ excitation threshold. However, once this threshold is reached, excitation to higher-$n$ levels quickly becomes energetically feasible. Past this point, the plethora of possible transitions makes it difficult to compute the H–e collisional spin-exchange rates from first principles. We can, however, estimate the temperatures at which such excitations can affect the de-excitation rate significantly. Detailed numerical results are given in Section 3.3; the conclusion is that a one percent effect is reached at $T_K \approx 1 \approx 10^5$ K.

In practice, $^2S$ quickly becomes irrelevant once the $n = 2$ excitation threshold is reached, because the Ly$\beta$ background generated by collisional excitations and subsequent radiative de-excitations will then dominate the spin de-excitation process. The production rate of Ly$\alpha$ photons (in units of photons per volume per second) is $r_n = n_{\text{H}} n_\alpha$, where $r_n$ is the rate coefficient for excitations that eventually produce Ly$\alpha$ photons and $n_\alpha$ is the density of hydrogen atoms. For a simple estimate, we set $r_n = 2p$, the rate of direct excitations to the $2p$ level. This is a lower limit because of cascades from higher levels: note that although roughly one-third of excitations to higher-$p$ states produce Ly$\beta$ photons (Hirata et al. 2006; Pritchard & Furlanetto 2006a), the cross sections for these excitations are significantly smaller than the cross section for the $1s$–$2p$ transition, so the approximation is justified. (For example, $3p$ is nearly fifty times smaller than $2p$.) Under this approximation, the background flux at the Ly$\alpha$ resonance (assuming neutral helium) is

![Figure 1. Spin-exchange cross section (in units of $a_e^2$) for H–e collisions, as a function of the energy of the incident electron. The solid curve shows including partial waves with $L \leq 3$, while the dashed curve includes only the $L = 0$ term. We include the three lowest energy H resonances.](image-url)
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\[ J = \frac{c}{4} x_\text{Hi} (L \times \text{Hi}) \left( \frac{2p}{H} \right) \frac{2p}{2p} \left( \frac{1 + z}{10} \right)^{1+2} \]

where \( z \) is the frequency of the Ly \( \alpha \) transition. In our cosmology, the coupling coefficient is then

\[ \kappa = \frac{2p}{2p} \left( \frac{1 + z}{10} \right)^{1+2} \]

Using the cross sections calculated below, we find that \( 2p \) is sufficiently large for Ly \( \alpha \) scattering to dominate at \( T_K \approx 6200 \) K; see 3.2 for a more detailed discussion.

Overall, then, the effect of electronic excitations of hydrogen is to limit the applicability of the present calculations at high temperatures (above \( T_K \approx 10^8 \) K). Between that limit and \( T_K \approx 6200 \) K, the effects of Ly \( \alpha \) photons must also be included.

### 3.2 The cross section

Having considered all the possible mechanisms for spin de-excitation, we have found that the spin-exchange mechanism does indeed dominate under astrophysical conditions, at least to the fraction of a percent level. There are possibly some effects of H \( \text{I} \) resonances in the region around \( k \approx 0 \) Ry, but otherwise our results are valid to better than the percent level up to \( T_K \approx 10^8 \) K.

In this section we proceed to calculate actual spin de-excitation cross sections from the spin exchange rates. Our inclusion of higher-order partial waves is the principal improvement over previous calculations. Field (1958) used the approximate S-wave phase shifts of Massey & Moiseiwitsch (1951), which differ from the true values by several percent over this energy range. Most significantly, their scattering lengths differ by 25\% from the correct values. Smith (1966) used the (near-exact) S-wave phase shifts of Schwartz (1966) but did not include the \( L > 0 \) terms.

![Figure 2](image_url) (a): Rate coefficients. The thick solid line shows the de-excitation rate from elastic collisions below the \( n = 2 \) threshold. The thin solid line shows the same quantity if we only include the \( L = 0 \) partial wave. The long-dashed and dot-dashed curves show \( n < 2 \) and \( n \geq 2 \), respectively. The short-dashed curve shows \( 2p \). For comparison, the dotted curve shows the ultra-relativistic approximation of a percent level. There are possibly some effects of H \( \text{I} \) excitations, we have found that the spin-exchange mechanism does indeed dominate under astrophysical conditions, at least to the fraction of a percent level. There are possibly some effects of H \( \text{I} \) resonances in the region around \( k \approx 0 \) Ry, but otherwise our results are valid to better than the percent level up to \( T_K \approx 10^8 \) K.

![Figure 3](image_url) (b): The solid curve shows the ratio of the integral in eq. (23) at 10.2 eV; this restriction causes the decline at \( T_K \approx 40,000 \) K. At low temperatures, it is nearly proportional to \( T_K \); the solid curve would appear the same except for the highest-energy resonance. Note the resonance structure at \( k > 0 \); fortunately, although \( \omega_{\text{e}} \) changes rapidly in this regime, the resonances constitute only a small part \(( < 3 \times 10^{-3} \) Ry) of the energy range.

### 3.3 The rate coefficient

The H–e collisional spin de-excitation rate coefficient is

\[ \kappa_{10} = \frac{8k_B T_K}{M} \omega_{\text{e}} \]

where the prefactor is the mean collision velocity, \( M \) is the reduced mass of the H–e system, and the thermally-averaged cross section is

\[ \omega_{\text{e}} = \frac{1}{(6k_B T_K)^2} \int_0^\infty dE \omega_{\text{e}}(E) E e^{-k_B T_K} \]

Similarly, we can define \( n < 2 \), the rate coefficient for all collisions below the \( n = 2 \) threshold, with the replacement \( \omega_{\text{e}} \) with \( \omega_{\text{e}} \) in eq. (23). The heavy solid line in Figure 2 shows \( \omega_{\text{e}} \) if we include only collisions below the \( n = 2 \) threshold. (In other words, we truncate the integral in eq. (24) at 10.2 eV; this restriction causes the decline at \( T_K > 40,000 \) K.) At low temperatures, it is nearly proportional to \( T_K \); the solid curve would appear the same except for the highest-energy resonance. Note the resonance structure at \( k > 0 \); fortunately, although \( \omega_{\text{e}} \) changes rapidly in this regime, the resonances constitute only a small part \(( < 3 \times 10^{-3} \) Ry) of the energy range.

\[ \omega_{\text{e}} = \frac{1}{(6k_B T_K)^2} \int_0^\infty dE \omega_{\text{e}}(E) E e^{-k_B T_K} \]

We note
that the resonances in Figure 1 are so narrow that they never affect \( \frac{1}{10} \) by more than \( \frac{1}{10} \). In contrast, the dashed curve shows the total rate \( n < 2 \) for all collisions below the \( n = 2 \) threshold. Only \( \frac{1}{10} \% \) of collisions actually result in a net change of hydrogen spin.

For comparison, the dotted curve in Figure 2 shows the corresponding de-excitation rate coefficient for H-H collisions. The data at \( T_K < 300 \) K are taken from \( \text{Zygelman} 2005 \). At higher temperatures, we use cross sections from K. Sigurdson (private communication, also tabulated in \( \text{Furlanetto et al. 2006} \)). We do not show \( \frac{1}{10} \) at \( T_K < 10^4 \) K because Sigurdson did not include excitations to \( n = 7, 9 \) states in H-H collisions. At high temperatures, \( \frac{1}{10} = \frac{1}{10} \) m, \( \mu \) (comparable to the relative velocities of the scattering species). The hydrogen cross section is much smaller at \( T_K < 100 \) K because of an accidental cancellation in the S-wave cross sections \( \text{Zygelman 2005; Sigurdson & Furlanetto 2006} \).

The thin solid curve shows the cross section if we include only the \( L = 0 \) term (this is essentially identical to the result of \( \text{Smith 1966} \)); we also show the ratio between this version and our result by the dashed curve in Figure 1. As expected, higher-order partial waves only affect \( \frac{1}{10} \) at \( T_K > 1000 \) K, where a substantial fraction of the electrons have large enough momenta for the \( S \) waves only affect \( \frac{1}{10} \). The solid line in Figure 2 compares this function to the exact value. At low temperatures, it exceeds our results by several percent, and it systematically underestimates \( \frac{1}{10} \) at \( T > 3000 \) K. We therefore recommend interpolating the exact rate coefficients; to this end, Table 1 presents our results in numerical form.

Unfortunately, there are no accurate calculations of \( \frac{1}{10} \) above the \( n = 2 \) threshold; typically only the total cross sections for elastic scattering, excitation, and ionization are presented (from which the spin-exchange cross section – a coherent sum of the singlet and triplet scattering amplitudes – cannot readily be extracted). However, we can at least estimate the total rate (including elastic scattering, excitation, and ionization) for interactions above threshold (which we will call \( \text{total} \); comparing that to \( n < 2 \) provides an estimate of the temperature at which our calculation breaks down. To compute \( \text{total} \), we interpolate the cross sections given by \( \text{Wang & Callaway 1994} \) for energies between the \( n = 2 \) and \( n = 3 \) thresholds (which include elastic collisions as well as excitations to the \( 2 \) and \( 2 \) levels) and the total cross sections for \( E > 130 \) eV from the Convergent Close Coupling online database\(^2\) (see \( \text{Bray et al. 2002} \) and references therein), which includes elastic scattering, excitation to all levels through \( 4 \) and ionization.

The short-dashed curve in Figure 2 shows \( \frac{1}{2} \) (computed in the same way as the total cross section), which we used in \( \text{3.1} \) above to calculate the temperature at which \( \gamma \) scattering becomes important; \( \frac{1}{2} \) is typically several percent of \( \frac{1}{2} \). Obviously it is an extremely steep function of temperature, so we show a closeup of the regime of interest in Figure 3. We find that \( \frac{1}{2} \) reaches the level required by equation (21) at \( T_K > 6000 \) K. At \( T_K < 5000 \) K, the \( \gamma \) background can be neglected in most applications; on the other hand, by \( T_K > 8000 \) K, it will entirely dominate. In detail, the total \( \gamma \) production rate will be slightly larger than shown here because of radiative cascades from higher levels (\( \text{Pritchard & Furlanetto 2006} \)). However, the extremely steep dependence of this rate coefficient on temperature suggests that in practice such minor corrections will not be very important. We also note again that Figure 4 assumes a thermal distribution of electrons; if a nonthermal population of fast electrons exists (as is the case if X-rays permeate the IGM; \( \text{Chen & Miralda-Escudé 2001; Chuzhov et al. 2006} \)), they can collisionally excite higher levels and so produce \( \gamma \) photons even if the mean IGM temperature is much smaller. Thus \( \gamma \) production is probably always somewhat important, but its details depend on the extremely uncertain radiation backgrounds \( \text{Seth 2005; Furlanetto 2006} \). We will therefore not address this possibility here.

\(^{2}\) See \( \text{http://atom.murdoch.edu.au/CCC-WWW/index.html} \)

### Table 1. Electron-hydrogen spin de-excitation rates

| \( T_K (K) \) | \( 10^8 \left( \frac{\text{cm}^3}{\text{s} \cdot \text{cm}^2} \right) \text{ at } T_K \) | \( 10^8 \left( \frac{\text{cm}^3}{\text{s} \cdot \text{cm}^2} \right) \text{ at } T_K \) |
|-------------|-------------------------------|-------------------------------|
| 1           | 0.239                         | 1000                          |
| 2           | 0.337                         | 2000                          |
| 5           | 0.530                         | 3000                          |
| 10          | 0.746                         | 5000                          |
| 20          | 1.05                          | 7000                          |
| 50          | 1.63                          | 10,000                        |
| 100         | 2.26                          | 15,000                        |
| 200         | 3.11                          | 20,000                        |
| 500         | 4.59                          |                                |

Figure 3. Rate coefficient for H-e\(^2\) collisional excitation to the \( 2 \) level.
4 ASTROPHysical applications

Although $x_{H}^{I}$ is much larger than the corresponding quantity for H–H collisions, H–e collisions are often ignored in calculating the spin temperature of the 21 cm line in the high-redshift IGM. At the small residual ionized fractions ($x_{H}^{I} \leq 10^{-4}$) expected following standard cosmological recombination (Seager et al. 1999), this is a reasonable assumption. However, once $x_{H}^{I} > 0.01$, electron collisions become quite important (e.g., Nusser 2005; Kuhlen et al. 2006). In this section, we will apply our improved calculation of $x_{H}^{I}$ to some simple cosmological examples. We will only consider the regime $T_{K} < 3000$ K, where the effects of electronic excitations of hydrogen are much less than one percent and the Ly background from collisional excitations can be ignored (assuming a Maxwell-Boltzmann electron distribution and hence neglecting any X-ray background). These examples are therefore not particularly realistic, but they isolate the major effects of electron collisions and so are useful model problems.

Equation (24) shows that perturbations in the density, temperature, ionized fraction, and velocity all source fluctuations in the brightness temperature. Because, to linear order in k-space, velocity perturbations are simply proportional to density perturbations, we can write the Fourier transform of the fractional 21 cm brightness temperature perturbation as (Furlanetto et al. 2006)

$$\Delta_{b11}(k) = (\gamma_{i} + x_{H}^{I} + x_{e}^{I}) \gamma_{i}$$

(24)

where $\gamma_{i}$, $x_{H}^{I}$, and $x_{e}^{I}$ are the Fourier-space fractional perturbations in density, neutral fraction, and $T_{K}$, respectively, and $\gamma_{i}$ is the cosine of the angle between the line of sight and the wavevector $k$. The $\gamma_{i}$ factors are linear expansion coefficients. For simplicity, we will assume that $\gamma_{i} = 0$ (see Pritchard & Furlanetto 2006a for a detailed discussion of temperature fluctuations). The relevant expansion coefficients are then (Furlanetto et al. 2006)

$$\Delta_{b11}(k) = 1 + \frac{1}{1 + x_{e}^{I}}$$

(25)

$$x_{H}^{I} = 1 + \frac{x_{H}^{I}}{1 + x_{H}^{I}}$$

(26)

We assume that $x_{H}^{I}$ is determined by photoionization equilibrium,

$$x_{H}^{I} = \frac{1}{1 + x_{H}^{I}}$$

(27)

where $x_{H}^{I}$ is the global mean neutral fraction. This is not a particularly good assumption during reionization (again, see Pritchard & Furlanetto 2006a for a more careful treatment), but it allows us to compare our work with previous results (Nusser 2005). In any case, $x_{H}^{I}$ generally makes only a small contribution to the fluctuations.

From equation (24), it then follows that the spherically-averaged power spectrum of 21 cm fluctuations can be written

$$P_{21}(k) = \frac{T_{b}}{T_{b}^{H}} (1 + 2 \phi_{e}^{H} + 1 = 5)\Gamma(k)$$

(28)

where $T_{b}$ is the mean brightness temperature, $P_{e} (k)$ is the matter power spectrum, and $\phi_{e}^{H} = \phi_{e}(x_{e}^{I})$. We will quote our results in terms of the mean temperature fluctuation as a function of scale, $\phi_{e}^{H} = \phi_{e}^{H} = 2^{1/2} P_{21}(k)$.

Figure 5 shows the brightness temperature fluctuations in some example scenarios at $z = 12$. The lower thick solid curve shows $P_{21}$ for the standard calculation, in which the only heat source is Compton scattering of CMB photons (computed with
The upper thick solid curve shows a contrasting case in which while spin exchange does dominate spin de-excitation, higher par-tering was the only relevant mechanism. Our analysis showed that for the
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