Abstract

The ability to distinguish between the self and the background is of paramount importance for robotic tasks. The particular case of hands, as the end effectors of a robotic system that more often enter into contact with other elements of the environment, must be perceived and tracked with precision to execute the intended tasks with dexterity and without colliding with obstacles. They are fundamental for several applications, from Human-Robot Interaction tasks to object manipulation. Modern humanoid robots are characterized by high number of degrees of freedom which makes their forward kinematics models very sensitive to uncertainty. Thus, resorting to vision sensing can be the only solution to endow these robots with a good perception of the self, being able to localize their body parts with precision. In this paper, we propose the use of a Convolution Neural Network (CNN) to segment the robot hand from an image in an egocentric view. It is known that CNNs require a huge amount of data to be trained. To overcome the challenge of labeling real-world images, we propose the use of simulated datasets exploiting domain randomization techniques. We fine-tuned the Mask-RCNN network for the specific task of segmenting the hand of the humanoid robot Vizzy. We focus our attention on developing a methodology that requires low amounts of data to achieve reasonable performance while giving detailed insight on how to properly generate variability in the training dataset. Moreover, we analyze the fine-tuning process within the complex model of Mask-RCNN, understanding which weights should be transferred to the new task of segmenting robot hands. Our final model was trained solely on synthetic images and achieves an average IoU of 82% on synthetic validation data and 56.3% on real test data. These results were achieved with only 1000 training images and 3 hours of training time using a single GPU.
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1. Introduction

The ability to recognize themselves and distinguish between self and background using visual sensing is an important skill for intelligent agents. Indeed, the perception of the self, i.e., the ability of detecting and identifying its own body (limbs position and physical boundaries), is beneficial not only for self-centered-actions (e.g., pick, place or pushing) but also for interaction with other agents (e.g., hand-shaking or collaborative tasks). In humanoid agents (humans and humanoid robots), the hands are an important part of the body for tasks like grasping, reaching and environment exploration, hence having a precise localization of the own hands with respect to the other items of the environment is of paramount importance. Moreover, hand self-recognition per se can be also exploited as a pre-processing step for features extraction (e.g., for learning hand affordances, in [1]) or to use it on calibration procedures (e.g., as proposed in [2]). Visual self-recognition of the robot hands can be perform using several strategies. For instance, 2D hand keypoints can be used as self-recognition. However, they only provide information of part of the hand (usually the phalanx locations). While that can be enough for some tasks, e.g., hand gestures recognition, it might not be enough for other tasks that require full knowledge about the spatial layout of the hand, e.g., object grasping. For this reason, we want to explore hand segmentation as a way of visual self recognition. Figure 1 illustrated the purpose of our work: to segment all the pixels belonging from a real robot hand (in our case the Vizzy Humanoid robot), using single RGB images extracted from the robot cameras. We adopt a supervised learning approach using training data acquired solely from graphical simulations.

In the literature, some works exploit motions generated by issuing suitable motor commands to perform hand segmentation in robots ([3] [4]). In [3], the authors propose to learn the body image of the robot Pepper by segmenting the robot body from the background. A neural network is trained receiving a motor input (four joints of the arm) and outputs the estimated body image and body segmentation. However, it is assumed that the kinematics and appearance models of the robot are accurate and do not change over time. In another work [4], it is employed a self-perception scheme, where the combination of motor commands and visual perception is used to perform self-detection. Lanillos et al. [4] propose to explore motor contingencies to segment the robot hand. However, the robot should move to perform a good body segmentation/detection.
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They also propose two approaches for detection: (i) a genetic algorithm to detect the hands of two different humanoid robotic hands in egocentric view. As far as we know, there are not many works performing robotic hand segmentation exploiting vision only. A notable exception is [14], where J. Leitner et al. propose a genetic algorithm to detect the hands of two different humanoid robotic models. They also propose two approaches for detection: (i) detect the fingertips of the robots’ hands, and (ii) detect the full hand. The second task is more desirable since it provides more information, but it is described as a more complicated task, requiring ten times more training time than the first approach. However promising, that work does not present numerical results due to the lack of suitable datasets, making it hard to compare it with our work.

CNNs (Convolutional Neural Networks) recently started to solve many problems in computer vision, due to their high efficiency in extracting features from images. These features can be used to classify objects and make bounding box predictions for each object. A recent work in this area, Mask RCNN [15], achieved great accuracy at these two tasks, while also retrieving a binary mask pixel-wise segmentation for each object. The advantage of using this type of network is that no feature engineering is required (feature extraction is part of the deep learning process). Recent improvements in parallel programming with GPUs (e.g., CUDA) make deep learning algorithms a good choice for many computer vision problems. Moreover, the weights trained on large datasets (e.g., COCO [16], ImageNet [17], etc) are often made available to the research community and can be used to initialize the weights of networks to be trained for different tasks. This often leads to improvements in training times and generalization when compared to methods that initialize weights randomly. Our goal with is to propose a deep learning method to segment the hand of a robot from the background. To achieve this task, we have to overcome two major challenges, namely: (i) how to collect large amounts of training data, given the absence of any pre-existent datasets, and (ii) how to fit a model, pre-trained on a general purpose dataset, to our specific domain (indoor cluttered domain, with robotic hands). In order to address (i), we propose to use and explore domain randomization [18], a method that relies on training a model with exclusively simulated data aiming to retain most of the performance, in real data. With this method we do not need to collect and annotate images manually. To address (ii), we propose to fine-tune the pre-trained weights and the hyperparameters of a State-of-the-art CNN, in particular, the Mask RCNN network.

The rest of the article is organized as follows. In Section 2 we will revise the background on deep learning approaches for image segmentation. In Section 3 we will present our methodology to solve the problem of visual self recognition via hand segmentation. Then, in Section 4 the implementation details, the datasets and the evaluation metrics are presented. In Section 5 we present our experimental results on simulation and on the real robot - Vizzy. Finally, in Section 6 we draw our conclusions and sketch future work directions.

In a real-world scenario, humanoid robots are, usually, not perfectly calibrated since their structure suffers from wear and tear, flexibility of materials, and accumulation of errors due to long kinematic chains. Therefore, it is crucial to exploit the robot’s perception and avoid relying entirely on open-loop motor commands to perform tasks. Indeed, vision or tactile perception was used in [8, 9, 10], to correct the kinematics models and improve precision in task execution. Other approaches propose to guide the robotic arm through visual feedback control ([8, 9, 10]). In both cases, self-perception of the robot end-effectors (e.g., using vision or tactile sensing) is essential to provide good accuracy in the given task.

The problem of segmenting humanoid robot hands can gain inspiration in the problem of segmenting a human hand. The main differences between these two problems are: (i) many human hand segmentation methods rely on skin-color information [11, 12], which perform poorly on cluttered domains with different lighting effects, and (ii) there is a wide variety of human hand datasets available and already annotated [13] whilst, to our knowledge, there is no pre-existent annotated dataset of humanoid robotic hands in egocentric view.

As far as we know, there are not many works performing robotic hand segmentation exploiting vision only. A notable exception is [14], where J. Leitner et al. propose a genetic algorithm to detect the hands of two different humanoid robotic models. They also propose two approaches for detection: (i)
2. Overview of Image Segmentation using Deep Learning

Fully Convolutional Network (FCN) [19] is a state-of-the-art CNN for pixel-wise classification tasks (i.e., segmentation), without the need for any pre or post-processing (e.g., superpixels, bounding box proposals, like in [20, 21]). This method extends previous classification networks to the task of semantic segmentation by up-sampling final layers to match the input image size, using deconvolutional layers [22]. These layers do not need to be fixed to perform bilinear interpolation, instead, they can learn how to up-sample optimally.

U-Net [23] builds on the FCN [19]. It takes an image as input, down-samples it to lower dimensions through convolution and max pooling operations in order to convert the original image into feature vectors. This step is followed by up-sampling paths that apply transpose convolutions [22] to recover and map the results back to the dimensions of the original image. However, differently from FCN [19], the authors propose a modification in the up-sampling part. They propagate context information to higher resolution layers through concatenating feature maps from the corresponding contracting path. This type of network was designed for biomedical applications (e.g., segmentation of cells), making it an ideal choice to segment images with low background clutter and clear boundaries between different objects (no overlapping).

RefineNet [24] is a multi-path network, i.e., it exploits features at multiple resolutions to achieve high-resolution segmentation. Also, this network uses ResNet [25] models, pre-trained on ImageNet [17], for feature extraction.

Other deep learning approaches to the segmentation problem rely on making candidate object proposals and then classify each proposal separately [26, 27, 15] (instead of classifying the whole image at once). In the methods proposed in [26, 27], segmentation precedes recognition, which is slower and less accurate, according to more recent studies [15]. Instead, He et al. propose Mask R-CNN which is divided into two stages. The first stage is called the Region Proposal Network (RPN) [28] to generate candidate object proposals. It generates anchors of different sizes and ratios, centered in every pixel of the feature map and classify each anchor as background or foreground. Each anchor classified as foreground is accepted for the second stage, which consists in assigning each anchor to its final class. A bounding box regression step predicts an adjustment to the anchor (for the bounding box prediction) and retrieves a binary mask of the object present in the anchor. These three tasks (i.e., bounding box regression, classification and segmentation) are done in parallel, in order to increase speed.

To our knowledge, Mask R-CNN [15] is, overall, the most successful state-of-the-art deep learning architecture for tasks of both object recognition and segmentation, showing clear improvements over previous methods, both in terms of speed and accuracy. Moreover, Mask R-CNN models pre-trained on COCO dataset [16] are available online, making this the architecture upon which we build our work.

We propose to extract the bounding box and a binary mask of the instances of humanoid robotic hands, present in an input image. For the neural network architecture, we use Mask R-CNN [15] with the ResNet-101-FPN [25, 29] backbone, for the feature extraction process.

Our methodology can be divided into three main blocks (see Figure 2). The scene generator block generates the training and validation (simulated) data. We generate an RGB image and a training set of the instances of humanoid robotic hands, present in an input image. For the neural network architecture, we use Mask R-CNN [15] with the ResNet-101-FPN [25, 29] backbone, for the feature extraction process.

3. Methodology

We propose to extract the bounding box and a binary mask of the instances of humanoid robotic hands, present in an input image. For the neural network architecture, we use Mask R-CNN [15] with the ResNet-101-FPN [25, 29] backbone, for the feature extraction process.

Our methodology can be divided into three main blocks (see Figure 3). The scene generator block generates the training and validation (simulated) data. We generate an RGB image and the corresponding ground-truth bounding box and mask. This data is used to feed the network during training. The learning process block encapsulates the strategies to adapt to a different classification task a model that was pre-trained on a dataset of a significantly different domain. The last block is the evaluation, where we evaluate the loss and accuracy of trained models, using appropriate metrics and real validation datasets that will be defined in Section 4.

3.1. Mask R-CNN architecture

In Figure 3, we provide an overview of the architecture that was used for this work. We divided it into three main stages and will give a brief explanation on each of them.

The first stage is called the backbone, where we feed the input images into a residual neural network (the ResNet-101-FPN [25, 29]). This stage has the task of learning to extract
the most relevant features from the input image and aggregate this information into feature maps, that will be used for classification. Furthermore, the backbone is divided into four blocks of layers (called levels), where the last layer of each block is the feed-forward connection to a different level of the Feature Pyramid Network (FPN). More in detail, a $1 \times 1$ convolutional layer is applied to the output of each block of the backbone and the result is added to the feature map of the upper layer (except for the layer of the last block). Finally, a $3 \times 3$ convolutional layer is applied to each level, resulting in four different feature map levels.

The proposal stage (the second stage) has the task of learning to propose regions of interest from different levels of the FPN. For each pixel of the feature maps, a total of 15 anchors, of different scales and ratios, are centered in that pixel. Each anchor is classified as background or foreground and a bounding box regression is made to adjust the positive anchors to their respective groundtruth bounding boxes. From all the positive regions of interest, the network chooses $N$ regions to be passed into the next stage, where $N$ is a hyperparameter. Out of these $N$ regions of interest, there is a fixed ratio of negatives (i.e., regions of interest with a score lower than 0.3) and positives (i.e., regions of interest with a score greater than 0.7), also set as hyperparameters. This means that all images implicitly have negative samples, so there is no need for purely negative images, during training. This stage has 2 loss functions, (i) $\text{rpm\_class\_loss}$ accounts for the error in predicting the class labels of each anchor, and (ii) $\text{rpm\_bbox\_loss}$ accounts for the error in predicting the deltas that best adjust the anchor to its corresponding groundtruth bounding box. For the $\text{rpm\_class\_loss}$, the cross-entropy loss is used (Equation 1), where $K$ represents the total number of classes (in our case $K = 2$), $y_i \in \{0, 1\}$ the true value of class $i$ and $\hat{y}_i \in \{0, 1\}$ the predicted value of class $i$. For the $\text{rpm\_bbox\_loss}$ the Huber loss is used (Equation 2), where $z \in \mathbb{R}^3$ represents the true deltas’ vector and $\hat{z} \in \mathbb{R}^3$ the predicted deltas’ vector.

\[
\begin{align*}
\text{CE}(y, \hat{y}) &= -\sum_{i=1}^{K} y_i \log(\hat{y}_i) \\
\text{Huber}(z, \hat{z}) &= \begin{cases} 
\frac{1}{2} \cdot \|z - \hat{z}\|^2, & \text{if } |z - \hat{z}| < 1 \\
|z - \hat{z}| - \frac{1}{2}, & \text{if otherwise }
\end{cases}
\end{align*}
\]

Finally, for the classification stage, all the proposed regions of interest are picked and down-sampled to a fixed dimension ($7 \times 7$ for the classification and bounding box regression branches and $14 \times 14$ for the mask branch). This stage predicts 3 outputs, (i) the final bounding box deltas, with dimension $4 \times K$, (ii) the final class labels $1 \times K$ vector, and (iii) a $28 \times 28 \times K$ binary mask. Each output has a loss function associated; output (i) uses the Huber loss (Equation 2), output (ii) uses the cross-entropy function (Equation 1), and output (iii) also uses the cross-entropy to compute a per-pixel loss. Since we are changing the classification task to a binary classification, the output layers of this stage were changed and cannot be initialized with the weights of the pre-trained model. Therefore, these layers must be trained from scratch.

3.2. Data generation

To our knowledge, at the beginning of this work there was no dataset of humanoid robotic hands with annotated ground-truth masks, available for research. Given the considerable amount of time required to collect and annotate enough training and validation images, we propose to build our own custom dataset in simulation, using a 3D model of a humanoid robotic hand (see Figure 1 for an example of the simulated and real hand). We apply domain randomization [18] to generate a dataset with enough variability to overcome the reality gap, i.e., to achieve reasonable performance when validating in a real scenario a model that was trained only with simulated images.

In the simulation domain, we randomize properties of the scene related to the background, foreground and lighting effects. In this work, we will focus largely on randomizing properties related to the two former components, since they show greater improvements for the overall accuracy, in the real domain.

To provide variability in the background, we consider two components, distractor objects, and background wall. As distractor objects, we consider four types of 3D parametric shapes (ellipsoids, parallelepipsed, elliptic cylinders, and spherocylinders) with randomized shapes, sizes, and colors (solid colors only). For the background wall, we generate three types of textures: solid random colors, Perlin noise [30], and real backgrounds.

In the foreground, we randomize the properties of the 3D hand model. This includes the position and orientation of the arm (which contains the hand and wrist), and the orientation of the hand relative to the arm. In Figure 4, we show the reference frame of the wrist joint. The initial configuration for the orientation of the hand, relative to the arm, is $\gamma_{x,y,z} = [0, 0, 0]$, in angular units, which means the hand starts aligned with the reference frame of the wrist.

In the context of this work, the real robot has physical limitations that restrict the relative orientation of its own hand with respect to its arm. If we consider the orientation of the hand
as 3 separated randomization parameters (one parameter for each axis), the possible configurations for these parameters are bounded by the limits of the real robot. In other words, \([y_{\text{lower}}, y_{\text{lower}}, y_{\text{lower}}]\) and \([y_{\text{upper}}, y_{\text{upper}}, y_{\text{upper}}]\) are the lower and upper bounds for the angles of these 3 degrees of freedom. For this reason, we can define ranges for the values of each orientation parameter that avoid unfeasible configurations in the target domain. Indeed, configurations unfeasible in the real domain would not bring relevant data to the learning process. Thus, we can increase variability on the hand orientation without decreasing the performance of the model, since we have access to prior knowledge about the domain.

As for the lighting effects, we generate 3 spotlights and randomize the position and orientation of each one. Note that, in our implementation, we do not randomize the camera properties but, since the position and orientation of all objects are randomized, we capture different perspectives of the scene.

The target domain (real domain) of our work may contain high clutter, i.e., a high amount of different colors, overlapping objects, and different lighting effects, around the objects of interests (the hands). Even using the domain randomization technique, some aspects of the real-world are difficult to generate and to overcome using only simulation environments. This condition can generate a lower accuracy when evaluating the model. To help address this problem, we also use real backgrounds in our training and validation simulated datasets. To do this, we use a number of images belonging to the subcategory indoor of the COCO dataset and overlap on top of each image a randomized instance of the 3D robot hand model. In Figure 5, we provide 3 examples of images with real backgrounds.

To generate the ground-truth synthetic data, we automatically extract a binary mask of each synthetic image (where 1 corresponds to hand pixels and 0 to background pixels), from the simulator. The bounding box coordinates can be extracted from the mask. Regarding real data for the evaluation, we collected images from different real scenarios (described further in Section 4.2) and extracted the ground-truth data from each real image manually, using an annotation tool\(^7\) developed from scratch.

### 3.3. Learning

During training, the weights are adjusted using only data generated in simulation. According to J. Yosinski et al. [31], it is possible to retain the generalization ability of models trained in large scale datasets, even after fine-tuning the weights to perform different classification tasks, in different domains. This can be achieved by adopting a good training strategy, i.e., choosing the correct layers to freeze and to fine-tune, during the learning process.

It is commonly accepted that initial layers extract features that represent more general aspects of the dataset thus, the weights tend to not change much in these layers, even when the dataset or the classification task are changed. Therefore, initializing these weights from already learned values, will improve the convergence. Following this principle, we initialize the network with weights pre-trained in the COCO [16] dataset, except for the output layers that predict the classes, bounding boxes and masks, because we change the number of output classes to 2. The training and validation datasets used are generated in simulation, following the process explained in Section 3.2. We sample, approximately, a total of 1000 images from the simulator, in which 80% are used for training and the remaining 20% are used for validation.

In the Mask R-CNN [15] architecture, the total loss is divided into five losses. Two are to account for the loss when proposing a region of interest that contains an object, in the RPN [32] stage. The rpn_class_loss is for the predicted binary class, object/not object, and the rpn_box_loss is for the predicted bounding box that contains the object. The three remaining losses account for the predictions of the final class of the object (mrcnn_class loss), hand or background, the final predicted offsets for the bounding box (mrcnn_bbox_loss) and the predicted binary mask (mrcnn_mask loss). The training loss is defined as the sum of the five losses (with equal contribution to the total loss) and, for each learning process, we also monitor the sum of the five losses on the validation set. We apply early stopping, to avoid overfitting in the training process, by monitoring the total validation loss, with a threshold of 15 epochs. Then, the final model is chosen based on the lowest validation loss, during that training episode. We also set a maximum of 150 training epochs, in case the loss does not stop decreasing.

---

\(^7\) Custom annotation tool GitHub [https://github.com/slexalm4190/Mask_RCNN-Vizzy_Hand/blob/master/utils/annotate_masks.py](https://github.com/slexalm4190/Mask_RCNN-Vizzy_Hand/blob/master/utils/annotate_masks.py)
4. Experimental setup

In this section, we will give some details on the platforms used to implement our processes. We also present the datasets produced to train, validate and test our method as well as the evaluation metrics.

4.1. Implementation details

To implement the data generation process, we use Unity, a game development platform. Unity has a higher graphics quality, compared with the usual robotic simulators (e.g., Gazebo), since it was devised to develop games. In our case, we do not care about physics or good simulation in terms of robot motion control. Thus, Unity is suitable for this project since we will be able to produce better quality images. Moreover, it also allows to generate images at a higher rate, compared with other 3D simulation platforms. To render the robotic hand in the images, we import a 3D model of Vizzy, a humanoid robot designed for assistive robotics. Some of the physical restrictions of the robot are also implemented in Unity, like the ranges of angular movements in some joints (forearm pronation, wrist abduction, and wrist flexion, as specified in [33]). This is done to avoid unfeasible hand poses that are not coherent with the ranges of the real robot.

We noticed that only using the hand (without a visible arm attached) leads to poor results in segmentation in the real domain (check Section 5.1 for more details). So, to improve the results, we also attached the 3D model of the arm to the hand, in Unity. Since the rest of the body is usually not visible in the real domain, we do not use it in simulation.

For the learning process, we exploit an open-source implementation of Mask R-CNN that follows the architecture of the original work [15].

We have a public GitHub repository with the changes made to the original Mask R-CNN repository and all the code used and created to implement our methods and experiments.

4.2. Datasets

In this section, we will present the datasets used to train, validate, and test our method. The data was divided into two parts: the Simulated Dataset composed of synthetic images generated using Unity, and Real-World Dataset composed of images acquired with the real robot. We exploit the simulated datasets for training and validation of our method and the real-world datasets for validation and test.

4.2.1. Simulated Datasets

We consider 6 dataset partitions that incrementally add the features under analysis, i.e., each dataset includes images from the previous described dataset. Set A (SolidBg hand) is the baseline, having solid colors and only the hand in the foreground. Set B (SolidBg arm) adds the arm attached to the hand. Set C (Perlin noise) adds Perlin noise to create backgrounds with texture diversity. Set D (Distractor objects) adds distractor objects to the foreground. Set E (Lighting effects) adds lighting effects. Finally, Set F (Real backgrounds) replaces some of the synthetic backgrounds with real ones. Each simulated datasets has, approximately, 1000 images. By training the network with the different sets we can analyze the influence of the different features in the data generation process. In particular, we are interested in understanding the influence of: i) the attached arm, ii) randomization of the background texture and color - by using solid, Perlin noise or real backgrounds, iii) partial occlusion of the hand by using distractor objects and iv) light in the image generation process.

In Figure 6, we show images from each of the six datasets, generated in Unity. Note that each different feature (except for the arm attachment) is added to the others and does not replace previous features, e.g. in the Perlin noise dataset we have images with Perlin noise backgrounds and other images with solid colored backgrounds (each taking up, approximately, half the dataset).

The simulated datasets are divided into 80% training and 20% validation.

4.2.2. Real-World Datasets

To validate and test the accuracy of the models in the real domain, we collected and annotated images of the real robot’s hands in four different scenarios: (i) low clutter background, (ii) medium clutter background, (iii) high clutter background and (iv) test set scenario.

The low cluttered background dataset (i) is composed of a
simple solid background with different hand positions and orientations, with the purpose of validating the ability of the model to detect the hand, without much interference from background textures. This allows us to evaluate how similar the real robot’s hand is to the 3D model, that is used in Unity to generate the positive instances of the training data. If the model learns to detect almost as accurately in this dataset as in the simulated dataset, it means the 3D model has the appropriate textures, colors, size and shape to represent the hand of the real robot, in simulation.

For the medium cluttered background dataset (ii) we setup a scene with a relatively simple background, but with multiple distractor objects that, sometimes, occlude part of the hand. We vary the configuration of the objects, in a tabletop scenario and the pose of the robot’s hand and arm.

For the high cluttered dataset (iii) we take the images in an office-like environment, with high amounts of clutter in the background and different lighting effects. We vary the orientation of the cameras (to capture different parts of the environment) and the pose of the hand and arm of the robot. This dataset allows us to evaluate how the model performs in extreme situations, with real textures very different from the textures generated in the simulator.

Finally, the test set scenario (iv) was collected in a scenario with the same level of difficulty of (iii) - the high clutter validation dataset. With this dataset, we are able to test our final model’s capacity to generalize to data that was neither used to fine-tune the network’s weights and biases, during training, nor the model’s hyperparameters, during validation.

For a better understanding of the Real-World environments, we provide two images of each dataset. Examples of the validation sets can be seen in Figure 7 (a). In the left column is the low cluttered dataset (i). In the center of Figure 7 (a), is the medium cluttered dataset (ii) and in right side of Figure 7 (a) is the higher clutter dataset (iii). Finally, examples of the test set (iv) are given in Figure 7 (b).

It is important to emphasize, that the Real-World datasets are smaller than the simulated ones (around 20 to 30 images each), since it is more difficult to generate the hand segmentation in the real images (it is usually a manual and long process).

Figure 7: Real Datasets. Validation Sets in (a): Low cluttered (left), medium cluttered (center) and high cluttered (right) backgrounds. And the test set in (b).

4.3. Evaluation metrics

We use three main metrics, IoU (Intersection over Union), precision, and recall. Each metric is calculated for each image and averaged across all the images in the dataset. Given a predicted mask and its corresponding ground-truth mask, these metrics can be calculated as follows:

\[
\text{IoU} = \frac{TP}{TP + FP + FN} \tag{3}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{4}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}, \tag{5}
\]

where \(TP\), \(FP\), and \(FN\) are pixels of the masks corresponding to the true positives, false positives, and false negatives, respectively, as shown in Figure 8.

The evaluation metric used in the original work of Mask R-CNN [15] is the mean Average Precision (mAP). This metric is widely used for tasks where we have multiple positive instances on the same image. These instances can belong to the same or to different classes, but the goal is to detect as many positive instances as possible while maintaining a reasonable accuracy in the masks and bounding box predictions. In the context of our work, this metric does not translate our goal and our specific problem since we typically have only 1 positive instance in each image and we want to have the highest accuracy possible when predicting its mask and bounding box.

Figure 8: Visualization of the true positives, false positives and false negatives, given a predicted mask and its groundtruth mask.
5. Experiments and results

In this section, a series of experiments are conducted to produce both numerical (quantitative) and visual (qualitative) results, in order to test our hypotheses and compare different approaches. Our experiments aim to explore, in an empirical way, the effects of different training strategies and domain randomization parameters. In Section 5.1, we start by evaluate the effects of each randomization aspect presented in the simulated dataset generation (see Section 3.2). Then, in Section 5.2, we will analyze what is the best solution for transferring the learned parameters on a generic dataset to our humanoid robotic hand segmentation task. In particular, which layers should be fine-tuned or frozen during training. Lastly, we will show the segmentation results on the simulated datasets and on the real-world datasets, showing quantitative and qualitative results.

5.1. Domain Randomization results

In this section, we show the results of training the model with different datasets generated in Unity. We train the model on six different datasets, to measure the impact that some of the randomized aspects of the scene have on the accuracy of the model when validated with real images. Then, we can chose the best model to use on test time. Moreover, the simulated validation datasets were used to chose when to stop the training process (early stop) and to be a base-line to the real validation set (i.e., how much performance are we losing by using domain randomization).

In Figure 9, we present the results when validating the models on each real validation dataset (Low, Medium and High Clutter), training the network using one of the six datasets generated in Unity (SolidBg Hand, SolidBg Arm, Perlin Noise, Distractor Objects, Lighting Effects, and Real Backgrounds, see Section 4.2.1 for a description of the datasets).

The hand and arm of the robot are very similar in color and texture when the back of the hand is turned to the camera. By training Mask R-CNN with a 3D model of the hand only (SolidBg Hand dataset - dark blue in Figure 9), we can achieve a very high recall (0.94, 0.95 and 0.86, on Low, Medium and High clutter datasets, respectively), but the precision is very low (0.33, 0.12 and 0.10, respectively) due to parts of the arm visible in the image being detected as part of the hand.

To avoid these false positives, the 3D model of the arm must be attached to the hand, in simulation, leading to a substantial improvement in precision, with the dataset SolidBg arm (orange in Figure 9), on all real validation datasets. The precision using the SolidBg arm dataset is 0.97, 0.24 and 0.22, on the three validation datasets. However, this improvement comes with a small cost in recall, making it harder for the model to detect the entirety of the hand. In general, adding the arm to the model is good since the average IoU, which increased in all real validation datasets. From 0.32 to 0.72 on the Low Clutter dataset, from 0.12 to 0.19 on the Medium and from 0.10 to 0.19 on the High Clutter dataset.

The Perlin noise effect (using Perlin Noise dataset on training) gives the model a capability of separating cluttered backgrounds from the hand. In Figure 9, and in grey color, we can see this effect improves the average IoU in all real validation datasets, especially in the most cluttered ones. The IoU on this new training dataset is 0.75, 0.43 and 0.25, on the three validation datasets, respectively. This can be explained by the addition of randomness on the background which leads the model to reduce the detection of ‘hands’ on the background, i.e., False Positives (FP). Indeed, the precision increased by 0.25 on the Medium Clutter and 0.09 on the High Clutter datasets, only decreasing on the Low Cutter dataset by 0.06.

This capability can also be extended by two important features. First, the addition of Distractor Objects using the Distractor Objects dataset (yellow in Figure 9) provides the training set with images where the hand is occluded by other objects. This also affects mostly the medium and high cluttered datasets which have images with different objects (in size, shape, and color) around and in front of the hand. This training set produces and average IoU on the validation datasets of 0.71, 0.58 and 0.36.

Secondly, by adding images with real backgrounds in the train set (Real Background dataset, in green in Figure 9), we achieve the greatest performance in IoU for the High cluttered dataset, i.e., 0.55. The IoU on the Low and Medium Clutter also increase compared to the previous training sets. This can be explained with the realistic negative examples on the background which reduce the False Negatives thus increasing the precision of the model.

However, when changing the lighting effects (using Lighting Effects dataset, in light blue in Figure 9), we do not have significant differences in performance. We did not, however, explored many strategies in this regard. Future works could further explore this feature by introducing different types of lights with, for example, spotlight effects and place a different number of lights in different areas of the scene.

5.2. Transfer learning results

In this Section 5.2 we will analyze what is the best solution for transferring the weights learned in a generic task (COCO) to our humanoid robotic hand segmentation task.

In order to conduct this experiment, we divide the network into 3 stages, as explained earlier in Section 3.1. The first stage is the Backbone, the second is the Proposal Stage, and finally, the Classification Stage (see Section 3.1 for more details on the network architecture and division).

For training and validation, we use the dataset with real backgrounds generated in Unity (see Section 4.2.1 for a description of the datasets). For validation on real data, we merge our 3 real validation datasets into a single set and apply the evaluation metrics on it.

We train 4 models, each initialized in a different way. The goal is to evaluate different combinations of initializations, by transferring weights, pre-trained on COCO [16], to the given stage(s) and training the remaining stage(s) from scratch. The results of inferring the real and simulated validation datasets on these 4 models are shown in Table 1.

Furthermore, we divide the backbone into 4 blocks of layers called levels, where the last layer of each block is the feed-forward connection to a different level of the FPN [29] which,
Figure 9: Results when validating models in different real validation datasets (namely, Low Clutter, Medium Clutter, and High Clutter), trained with different simulated datasets (namely, SolidBg Hand, SolidBg Arm, Perlin Noise, Distractor Objects, Lighting Effects, and Real Backgrounds). (Best seen in color)

Figure 10: Results (average IoU) of inferring the real and simulated validation sets on 5 different models, each trained with a number of backbone levels frozen.
Table 1: Results of inferring 4 models, each trained from different initialization points, on the real and simulated validation datasets. The simulation datasets (training and validation) were the ones containing real backgrounds along with the other randomizations proposed. The transferred weights were fine-tuned during the training process and the remaining were learned from scratch using a suitable initialization. Note that on the Classification stage the output layer is always learned from scratch since the number of classes changed.

| Transferred weights | Validation Sets | Simulation | Real |
|---------------------|----------------|-----------|------|
|                     | Rec  | Pre | IoU | Rec  | Pre | IoU  |
| Backbone             | 85.8 | 88.4 | 77.5 | 64.3 | 71.8 | 54.4 |
| Backbone and proposal stage | 90.0 | 93.5 | 84.8 | 62.5 | 86.9 | 58.2 |
| Backbone and classification stage | 89.3 | 93.5 | 84.5 | 55.2 | 68.1 | 50.8 |
| All stages.          | 87.2 | 92.8 | 82.0 | 72.2 | 79.5 | 63.4 |

5.3. Segmentation results

We train a model with the configurations that yielded the best results, i.e., we use the Real Background for training dataset - green dataset on Figure[2]. We initialize all the stages of Mask-RCNN, except the output layers, with a model pre-trained on COCO and we fine-tune the network using a learning rate of 0.00025. The learning rate was chosen by performing a line search within the range of values $[10^{-5}, 10^{-3}]$ and choosing the value that brings the best average accuracy, in the Real-World validation datasets. We only performed this search for the learning rate, due to the high computational cost of performing a grid search. Moreover, the learning rate is, usually, the hyperparameter that brings the most variance to the results. We created a visualization of some results achieved by this model, on real and synthetic validation images, by overlapping the predicted masks, bounding boxes and class scores on these images.

We show visual results on the simulated validation (see Figure[11a]), Low Clutter (see Figure[11b]), Medium Clutter (see Figure[11c]) and High Clutter (see Figure[11d]) datasets. The overall visual results are good, where most of the examples the hand are well detected and segmented, only missing some of the pixels on the boundaries. However, the model is far from perfect. Looking at the bad results, where the model fails the most, we can try to understand the reasons and sketch some future work. In Figure[11a] bottom left, the model’s prediction is poor due to the hand being in an unusual pose (i.e., a pose that was not sufficiently represented in the training set). Moreover, in Figure[11c] top middle, the model also shows poor accuracy when dealing with a partial occlusion of the hand. Another example of poor predictions is in Figure[11a] top right. Although the recall value of the predicted mask is very high (i.e., most of the hand’s pixels were correctly predicted) the model also predicts a large portion of the background. All these results may be improved by introducing more balance in the training data, i.e., representing hand poses and background configurations more uniformly. Also, since the image view is egocentric, the hand of the robot cannot physically be positioned further than a certain distance from the camera. Therefore, we can also limit the position of the hand in the training set.

In order to test our final model’s capacity to generalize to data that was neither used in training nor validation, we have used the real test set dataset. As explain before, it was collected with the real robot in a scenario with the same level of difficulty of the High Clutter dataset. We inferred this dataset on our final model, yielding an average IoU of 0.563. When comparing these results to the High Clutter dataset, where this model yield an average IoU of 0.554, we can conclude that our model has the capacity of generalizing to unseen data. The visual results can be seen in Figure[12]. On the bottom right image it is possible to observe that the bounding box prediction does not contain the robot fingers. This is one of the problems that can arise from the proposed approach, i.e., first detecting the hand and then only run the segmentation process inside the detected bounding box.

The results achieved by Lanillos et al. [4] are not directly comparable to ours since they explore robot motor commands to segment the robot body. However, it gives us an insight into the quality of our work which uses only vision perception, i.e., without any motor information. Comparing our results with the ones on Table IV on [4], we can see that for a moving arm, the authors report an IoU of 0.615. If the robot arm was static, they report a segmentation result of 0.513. We can state that our results, even without any motor information, are better in IoU accuracy.

6. Conclusions and Future Work

We aimed at giving a real robot the ability to perceive all the points of an image belonging to its own hand. This is done by fine-tuning a pre-trained CNN to extract binary masks of the robot’s hand, from RGB images. To do this, we had to face two main challenges: (i) collect and annotate enough images, to train a deep CNN, and (ii) overcome the differences in the domains and tasks between the pre-trained model and our target model.

First, we developed a process for generating training and validation images, using Unity game engine and domain randomization concepts. Second, we applied transfer learning methods to the complex architecture of Mask R-CNN, in order to find a good strategy that fine-tunes the model to the new task.

With our approach, we were able to create a simple process for fine-tuning the weights of a complex model using only,
Figure 11: Visualization of the predicted masks, bounding boxes and class scores on the validation datasets. (a) the simulated validation set, (b) the low clutter real validation set, (c) medium clutter real validation set and (d) the high clutter real validation set. (Best seen in color)

Figure 12: Visualization of the predicted masks, bounding boxes and class scores, for 6 images of the real test dataset. (Best seen in color)
approximately, 1000 images for training and validation. The scene generation process is straightforward where each image contains a robotic hand, a background plane and, in some cases, distractor objects. Indeed, there is no need for data augmentation or other pre-processing methods. When evaluating our models in real environments we can retain most of the performance we get from evaluating in simulated environments. However, high cluttered environments can still significantly affect performance.

Overall, we gave a detailed insight on different learning strategies and data generation methods, which can be used to train a state-of-the-art network (Mask R-CNN) and achieve the objective of this work, with a good performance. Moreover, we exploit vision sensing only to perform hand segmentation. Our proposed solution achieves an IoU accuracy better than the state-of-the-art, which explores motor commands as well. However, it is a very time-consuming task to collect and annotate real images. For this reason, we were not able to create a real dataset large enough to make strong conclusions and evaluate the performance in many types of environments and with high variability in all environments’ components.

Concerning the learning process, although the implementation of Mask R-CNN used allows for a large number of hyperparameters to be tuned, we only tune the learning rate. If any future work has the possibility of training the network with several GPUs, at the same time, we recommend that a more detailed hyperparameter search is made. Finally, another important addition to this work would be to include the information of the robot’s kinematics, in the region proposal stage, in order to relieve the burden of generating proposals, from the network. With respect to the data generation process, future work can explore more randomization parameters and more suitable configurations for each parameter. Moreover, another possible direction to eliminate some background noise and to increase accuracy is to use depth information in order to not allow predictions detected further than a given distance from the camera view since the position of the robot hand is limited by its kinematics.
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