Controlled tunneling induced dephasing of Rabi rotations for ultra-high fidelity hole spin initialization
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We report the sub-picosecond initialization of a single heavy hole spin in a self-assembled quantum dot with > 98.5% fidelity and without external magnetic field. Using an optically adressable charge and spin storage device we tailor the relative electron and hole tunneling escape timescales from the dot and simultaneously achieve high-fidelity initialization, long hole storage times and high efficiency readout via a photocurrent signal. We measure electric field-dependent Rabi oscillations of the neutral and charged exciton transitions in the ultrafast tunneling regime and demonstrate that tunneling induced dephasing (TID) of excitonic Rabi rotations is the major source for the intensity damping of Rabi oscillations in the low Rabi frequency, low temperature regime. Our results are in very good quantitative agreement with quantum-optical simulations revealing that TID can be used to precisely measure tunneling escape times and extract changes in the Coulomb binding energies for different charge configurations of the quantum dot. Finally, we demonstrate that for sub-picosecond electron tunneling escape TID of a coherently driven exciton transition facilitates ultrafast hole spin initialization with near-unity fidelity.

INTRODUCTION

The spin degree of freedom of charge carriers in semiconductor nanostructures is promising for the realization of quantum information technologies [1, 2]. In particular, spins locally trapped in optically active semiconductor quantum dots (QDs) have recently attracted strong interest, since their efficient coupling to light enables ultrafast spin control [3-6], single shot read out of spin states [7, 8] and, more recently, the entanglement of stationary spins and photons [9,10] as the first building block for the realization of a quantum repeater [12]. For all associated quantum protocols the high fidelity initialization of single spins on ultra short timescales [13,15] and the reliable storage of the spin state is crucial [16,17]. The initialization of single spins can either be performed by spin-pumping of a charged QD [18] or by tunneling ionization of photo-generated excitons [19, 20]. While spin pumping is very convenient since it requires only a single continuous wave laser, it is rather slow with reported initialization fidelities of > 90% after ~ 1ns. On the other hand, tunneling ionization of photo-generated excitons without magnetic fields has been achieved with > 96% preparation fidelities over picosecond timescales by exploiting ultrafast intra-molecular tunneling in quantum dot molecules [13] or shallow QDs [22]. In both cases, the high fidelity is only achieved for specific experimental conditions that limit the hole lifetime. Moreover, the experiments presented in [22] were performed with continuous wave excitation where the dynamics of the system can only be inferred with indirect techniques such as linewidth broadening [23] due to the incoherent nature of the continuous wave - quantum dot interaction. Here, we demonstrate the spin initialization of a single heavy hole spin with a preparation fidelity > 98.5% on subpicosecond timescales without applying a magnetic field. The heavy hole spin is initialized by partial tunneling ionization of excitons prepared using ultrafast optical methods in an InGaAs QD embedded in a Schottky diode structure [13, 24]. In order to maximize the spin initialization fidelity, (i) we engineer the bandstructure to tailor the electron and hole tunneling times from the QD by optimizing the Al content in an AlGaAs blocking barrier adjacent to the QD and (ii) we operate the Schottky diode structure in the ultrafast tunneling regime, where electron tunneling occurs on timescales similar to the pulsed coherent excitation of an exciton. Accordingly, we experimentally record and theoretically model an intensity damping of excitonic Rabi oscillations due to tunneling induced dephasing (TID). By investigating electron tunneling from a charged exciton state, we demonstrate that TID can vice versa be used to determine electron tunneling times on timescales difficult to access by conventional pump-probe spectroscopy. Finally, we show, that in the TID-regime a single heavy hole spin can be initialized with fidelities exceeding > 98.5%, overcoming prior limitations of the spin initialization fidelity due to the fine structure precession of the electron-hole pairs prior to ionization and making the initialization insensitive to errors in the excitation pulse intensity.

EXPERIMENTAL METHODS

The sample consists of single layer of self assembled InGaAs QDs embedded in a n-i Schottky diode [25]. The
FIG. 1. (a) PC absorption spectra for one (blue) and two pulse (red) excitation probing absorption the neutral exciton transition $X_0$ and positive trion transition $X_+$ respectively. (b) Difference of PC spectra $\Delta PC = PC_{pump-probe} - PC_{pump}$ for one and two pulse excitation. (c) Schematic illustration of the charge carrier dynamics probed in (b): the second excitation pulse at a delay time $\Delta t$ probes the positive trion $X_+$ as the electron tunnels out of the QD faster than the hole $\tau_e < \tau_h$. (d) PC amplitude of the trion transition $X_+$ as a function of the probe-pulse delay $\Delta t$. With increasing field the tunneling rate of the hole increases. Fits using a rate equation model are presented as solid lines.

QDs are placed 125nm above a heavily n-doped back contact and covered with a further 125nm thick layer of GaAs. For hole storage samples, we integrate an additional 20nm thick Al$_{0.1}$Ga$_{0.9}$As barrier 10nm above the QDs into the GaAs layer as schematically illustrated on the right most panel of Figure 2a and b. The Schottky diode is formed by a 3nm semi-transparent Ti layer covered with a shadow mask of Au with circular 1 – 2\mu m diameter apertures to ensure that we optically address only single QDs. Most importantly, applying a bias between the Au top contact and the n-doped back contact facilitates control of the local electric field $F$ in growth direction at the QDs and thus control the electron and hole tunneling times $\tau_e$ and $\tau_{hh}$ from the QDs. For $\tau_e$ shorter than the radiative recombination time $\tau_{rad} > \tau_e$ of the electron-hole pairs, the Schottky diode structure is operated in the photocurrent (PC) regime. There, resonant absorption of the excitation laser leads to a measurable change of current in the external measurement circuit [27].

Typical raw data obtained in such a PC experiment is presented in figure 2. The figure shows the PC induced in the sample when exciting a single QD in the PC-regime with a train of 5ps laser pulses (pump). To achieve continuous tuning of the laser wavelength the pulses are derived from a 150fs broadband Ti:sapphire laser source (repetition rate 79MHz) by using a 4f-pluse shaping geometry [3, 28, 29]. A clear peak is observed at $E = 1311.0 \text{meV}$ arising from resonantly driving the neutral exciton transition $X_0$ in the QD. In order to investigate the dynamics of charge carriers excited by the pump pulse train, we add a second train of laser pulses delayed by a time $\Delta t$ as schematically illustrated in figure 2b. A typical PC-absorption spectrum for two-pulse excitation with the first pulse fixed to the cgs $\rightarrow X_0$ transition and the second pulse (probe), delayed by $\Delta t = 25 \text{ps}$ and tunable in energy, is presented in figure 2a in red. Comparing the one and two pulse PC absorption spectra in figure 2a, shows that the amplitude of the neutral exciton transition $X_0$ is strongly suppressed, while an additional peak emerges at $E = 1312.3 \text{meV}$, detuned by $1.3 \text{meV}$ from the neutral exciton transition. This additional peak results from the single hole $h^+$ to positively charged trion transition $X_+$ as will be discussed below. The change of the absorption spectrum becomes even clearer by plotting the change of PC, namely $\Delta PC = PC_{pump-probe} - PC_{pump}$ as presented in figure 1b. Dips correspond to PC absorption for excitation with a single laser pulse (pump) and peaks to conditional PC absorption for excitation with a second laser pulse (probe).

The conditional bleaching of the $X_0$ amplitude and emergence of the $X_+$ absorption by a second excitation pulse can be understood from the dynamics illustrated in Figure [1]: The population of the QD, initially in the crystal ground state cgs, is transferred to the neutral exciton $cgs \rightarrow X_0$ with a Rabi rotation around $\pi$ by the pump-pulse (blue arrow in Figure [1]) and decays by subsequent tunneling of the electron and the heavy hole. This occurs with characteristic timescales $\tau_e$ for the electron tunneling $X_0 \leftrightarrow h^+$ and $\tau_{hh}$ for the hole tunneling $h^+ \leftrightarrow cgs$ back to the cgs [20, 30], where dashed arrows indicate transitions due to tunneling in contrast to full arrows indicating optically driven transitions. Primarily due to the lighter electron effective mass of $m_e^* = 0.05 m_0$ compared to the hole $m_{hh}^* = 0.34 m_0$ ($m_0$ denotes the free electron mass) [31], the electron tunneling time is typically shorter than the heavy hole tunneling time $\tau_e < \tau_{hh}$ [13]. When the second pulse arrives with a time delay
\( \tau_e < \Delta t < \tau_h \), the neutral exciton transition \( cgs \rightarrow X_0 \) can not be driven as the QD is occupied with a single hole \( h^+ \). However, the probe pulse can excite the single hole to positive trion transition \( h^+ \rightarrow X_+ \), that is positively detuned by an energy \( \Delta E = 1.3 \text{meV} \) from the neutral exciton \( X_0 \) (c.f. red arrow in figure 1c). The difference in energy results from the Coulomb and exchange interaction with the additional hole \( h^- \). Thus, monitoring the amplitude of the \( X_+ \) transition as a function of the probe laser delay \( \Delta t \) allows us to extract: (i) the electron tunneling time \( \tau_e \) from the rise time of the \( X_+ \) amplitude as electron tunneling from the neutral exciton state \( X_0 \) enables the \( h^+ \rightarrow X_+ \) transition and (ii) the heavy hole tunneling time \( \tau_h \) from the decay time of the \( X_+ \) amplitude.

In figure 1b, we present the time evolution of the amplitude of the trion transition \( h^+ \rightarrow X_+ \) as a function of the time delay \( \Delta t \) between the pump and probe pulse at three different electric fields \( F \). The amplitude of the \( X_+ \) transition in figure 1b rises immediately corresponding to a very fast electron tunneling time \( (\tau_e < 5 \text{ps}) \). The decay time due to hole tunneling is much longer and decreases from \( \tau_h = 9.8 \text{ns} \) to \( \tau_h = 322 \text{ps} \) when increasing the internal electric field across the Schottky diode from \( F = 67.3 \text{keV/cm} \) up to \( F = 86.5 \text{keV/cm} \). Note however, that quantitative access to the electron tunneling times \( \tau_e < \tau_{\text{pulse}} = 5 \text{ps} \) is impossible, since the time resolution of pump probe experiments is inherently limited by the pulse length \( \tau_{\text{pulse}} \). In order to extract the tunneling times \( \tau_e \) and \( \tau_h \), we model the time evolution of the \( X_+ \) transition amplitude with a rate equation model incorporating the populations of neutral exciton \( X_0 \), the positively charged trion \( X_+ \) and the crystal ground state \( cgs \) (see supplementary material) [30].

**OPTIMIZED SPIN STORAGE DEVICE FOR PHOTOCURRENT READ OUT**

In order to use the Schottky diode structure as a spin storage device, independent engineering of the tunneling times \( \tau_e \) and \( \tau_h \) is crucial. Ideally, for a hole spin storage device, we aim for two properties: (i) An ultrafast electron tunneling time \( \tau_e \) by the pulse length \( \tau_{\text{pulse}} \) and (ii) the crystal ground state \( cgs \) (see supplementary material) [30].

In figure 2a and 2b, we present the electron and hole tunneling times \( \tau_e \) and \( \tau_h \) for two devices: One n-i Schottky diode with 125nm GaAs below and above the QD layer respectively (results shown as squares) and a second diode, where a 20nm thick tunneling barrier with 10% Al concentration was inserted 10nm above the QD layer (results shown as circles). To be able to compare the tunneling times, the two QDs compared have similar transition energies of the neutral exciton \( X_0 \).

The electron tunneling times \( \tau_e \) presented in figure 2a extracted from the rise time of the \( X_+ \) amplitude and cw-PC measurements of the linewidth of \( X_0 \) (see supplementary material), exhibit a similar electric field dependence, demonstrating that electron tunneling is not affected by barriers above the QDs. In contrast, the heavy hole tunneling time \( \tau_h \) in figure 2b shows an approximately three orders of magnitude increase due to the \( A_{0.1}Ga_{0.9}As \) barrier. To quantitatively analyse the data we calculate the tunneling times using a WKB model [32, 33]:

\[
\tau_{e(h)}(F) = \frac{2m_{e(h)}^* L^2}{h \pi} \exp \left[ \frac{4}{3h \epsilon F} \sqrt{2m_e^* E_i} \right]
\]  

where \( m_{e(h)}^* \) denotes the effective mass of electrons (heavy holes), \( L \) the effective width of the QD potential in z-direction, \( F \) the electric field and \( E_i \) the height of the triangular barrier in the conduction (valence) band. Fits
to the data are presented as dashed lines and produce good overall agreement with our experimental data.

Modeling the effect of the \( A_{0.1}Ga_{0.9}As \) barrier on the hole tunneling time, we obtain an effective mass of \( m^*_h = 0.34m_0 \) for the heavy holes and an effective width for the QD potential of \( L = 5.1nm \) \cite{33}, when increasing the height of the triangular barrier in the valence band from \( E_{i,10\%} = 39.8meV \) to \( E_{i,10\%} = 73.0meV \). The increase of the triangular barrier height \( \Delta E_i = 33.2meV \) qualitatively agrees with the valence band offset \( \Delta E_v = 40meV \) due the 10% Al-concentration in the barrier, while the effective width \( L \) and effective mass are in good agreement with previously reported values for quantum dots with a similar material composition \cite{30}.

**TUNNELLING INDUCED DEPHASING OF RABI ROTATIONS**

To minimize the hole spin initialization time, we operate the Schottky diode in the electric field regime \( F > 50kV/cm \), where the electron tunneling time \( \tau_e \) corresponding to the ionization time of the neutral exciton \( X_0 \), is shorter than the pulse length of the excitation laser \( \tau_{pulse} \). However, when the interaction time between QD and laser becomes comparable to the lifetime of the driven state (which is given by \( \tau_e \)), this can no longer be neglected as a source of dephasing \cite{33,34}. The blue data points in figure 3a show the photocurrent as a function of the pulse area \( \Omega \) of the driving laser in resonance with the neutral exciton \( X_0 \) and electric fields in the range \( F = 59.6kV/cm \) to \( F = 71.2kV/cm \); an electric field region where the electron tunneling time \( \tau_e \) is clearly shorter than the excitation laser pulse lengths of \( \tau_{pulse} \approx 5ps \). While for an electric field of \( F = 59.6kV/cm \) in Figure 3b, a damped 2\( \pi \) Rabi rotation indicated by the black arrow can still be resolved \cite{34,35}, increasing the electric field to 71.2kV/cm leads to a complete dephasing of the Rabi rotations. Importantly, the current does not converge towards a value that is lower than the maximum of the oscillations but instead converges towards the maximum given by the repetition rate of the laser. Also note that the photocurrent readout does not correspond to the probability of the exciton occupation after the interaction with this pulse but rather of the probability of not being in the ground state (i.e. in the exciton or single hole state).

We continue to show that the damping of the observed oscillations, as well as convergence to the maximum value results exclusively from the fast electron tunneling. Typically the major source of dephasing for excitonic Rabi rotations is coupling to LA-phonons leading to an amplitude damping of the Rabi oscillations in the frequency domain \cite{31,35}. However, as we operate the QD at a low temperature of \( T = 4.2K \) and for pulse areas up to 3\( \pi \), corresponding to the low Rabi frequency limit \cite{36}, the exciting excitation induced dephasing time due to LA-phonon coupling is weak. The corresponding dephasing time can be calculated to be smaller than \( \Gamma_{phonons}^{-1} = K_2(T = 4.2K)\Omega_{\pi} = 35.3ps \) for the peak Rabi frequency \( \Omega = 3\pi \) of a 5ps long excitation pulse and a material dephasing time constant \( K_2(T = 4.2K) \approx 0.1ps \) for InGaAs QDs at \( T = 4.2K \) \cite{34}. Comparing this excitation induced dephasing time \( \Gamma_{phonons}^{-1} = 35.3ps \) to the electron tunneling times of \( \tau_e < 5ps \) clearly identifies TID as the major source of dephasing for the neutral exciton Rabi rotations presented in figure 3a. To model the TID quantitatively, we performed quantum optical simulations using the Quantum Optical Toolbox in Python (Qutip) \cite{37}. We utilized the Lindblad form of the quantum optical master equation to simulate Rabi oscillations of the charge carrier dynamics described in figure 1. TID was taken as a phenomenological dephasing rate and was extracted at different field strength through fits to the experimental data in figure 3b. Due to the extremely long hole tunneling time and high fidelity of initialization, each simulation was reduced to a three level subsystem. The result of these simulations is presented as black lines on top of the data in Figure 3a and produces excellent agreement. The tunneling
ing times extracted from the simulations are presented in Figure 3 as blue datapoints and range from $\tau_e = 1.60\text{ps}$ at $F = 59.6\text{kV/cm}$ to $\tau_e = 0.60\text{ps}$ at $F = 71.2\text{kV/cm}$. The WKB fit from Figure 2 is reproduced in this figure as well and produces very good quantitative agreement.

We proceed by utilizing the TID of the Rabi rotations to precisely measure the electron tunneling times $\tau_{e,X^+}$ from the positively charged trion state $X^+$ (schematically shown in Figure 1). Therefore, we present the Rabi rotations of the positively charged exciton state $X^+$ as a function of pulse area of the probe pulse in red in Figure 3a. Similar to the neutral exciton $X_0$, the intensity of the Rabi oscillations is progressively damped when increasing the electric field from $F = 59.6\text{kV/cm}$ to $F = 72.2\text{kV/cm}$. However, comparing the damping of the neutral exciton $X_0$ and charged state $X^+$ Rabi oscillations in Figure 3b, we clearly observe a stronger TID for the neutral exciton $X_0$. This indicates that electron tunneling from $X^+$ occurs significantly more slowly than from $X_0$. In order to extract these electron tunneling times $\tau_{e,X^+}$ from the charged exciton state $X^+$, we fit the data with the model described above. The fits are presented as black lines on top of the experimental data in Figure 3a and produce excellent agreement, as for the neutral exciton $X_0$.

The extracted tunneling times from the charged exciton $X_+^+$ state, are presented in Figure 3b as red data points. Comparing them to the values obtained for electron tunnelling from $X_0$ (Figure 3a, blue) shows that for the same electric field tunnelling from $X^+$ occurs significantly more slowly than from $X_0$. The increased electron tunneling times $\tau_{e,X^+}$ from the charged exciton state $X^+$ can be understood in the following way: For tunnelling from the charged state $X^+ \rightarrow \hbar^\uparrow 2h$ illustrated in Figure 1b, an additional Coulomb attraction from the second heavy hole in the QD has to be overcome by the electron. We calculate the additional Coulomb attraction by fitting the electron tunneling times $\tau_{e,X^+}$ presented in Figure 3a, with a WKB fit where the barrier height $E_0$, corresponding to an additional ionization energy here, is varied while all other parameters are kept from the fit presented above (Figure 3a). This results in an additional ionization energy $\Delta E_i = 11.2\text{meV}$ which is in agreement with prior calculations of the additional exciton binding energy of second heavy hole $2h$ present in the QD including spatial rearrangement of the electron and hole wave functions [35]. Note that due to the spatial rearrangement of the strongly localized hole wavefunctions in the QD, the energy reduction due the Coulomb attraction between $1e$ and the second heavy hole $2h$ exceeds the energy increase due to the Coulomb repulsion between the two heavy holes $2h$ leading to the observed increase in ionization energy $\Delta E_i$.

Closer inspection of figure 3a also reveals that the maxima of the oscillations shift to higher powers for larger electric fields. To analyse this in more detail, we present in Figure 3b the pulse area of a $\pi$ pulse for the $X^+$ transition as a function of the tunnelling time normalized to the pulse area of a $\pi$ pulse obtained at $F = 59.6\text{kV/cm}$. The reduction of Rabi frequency results from a renormalization due to dephasing, similar to renormalization resulting from strong dephasing due to LA-phonons at elevated temperatures [36].

**SUBPICOSECOND HIGH FIDELITY HOLE SPIN INITIALISATION**

Finally, we demonstrate high fidelity hole spin initialization in the TID regime $\tau_e < \tau_{pulse}$. Thereby, we excite the QD with $\sigma_+\downarrow$ polarized excitation pulse to create a neutral exciton $X_0$ with a spin configuration $\downarrow\uparrow\uparrow\uparrow\downarrow\uparrow\downarrow\uparrow\downarrow\downarrow\uparrow\downarrow\downarrow\downarrow\uparrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarr...
circularly polarized pump-probe measurements on the positively charged trion transition $X_\pm$. A typical spectrum recorded at an electric field $F = 71.7 \text{kV/cm}$ is shown in Figure 3. While for the cross-polarized PC trace $(\sigma_+ / \sigma_-)$ in black a clear peak from the $X+$ transition is resolved, for the co-polarized PC trace $(\sigma_+ / \sigma_-)$ the amplitude of the $X_+$ transition in Figure 4 is completely suppressed due to Pauli blocking. We estimate the initialization fidelity of the heavy hole spin to be $F_\theta > 98.5\%$ by extracting the integrated area $A$ of the PC absorption peaks of the positive trion $X_+$ for co- and cross-polarized excitation presented in Figure 3 and define the hole spin initialization fidelity as $F_\theta = 1 - \frac{A_{\sigma_+/\sigma_-} - A_{\sigma_+/\sigma_-}}{A_{\sigma_+/\sigma_-} + A_{\sigma_+/\sigma_-}}$. Note, that the fidelity of the hole spin is mainly limited by the accuracy of fitting the area and the measurement noise and thus, we only give a lower bound for $F_\theta$. Since the projection of the heavy hole spin on the z-axis scales with the cosine of the exchange interaction precession angle, for spin initialization times $\tau_\sigma = 0.6\text{ps}$ is expected to exceed $F_\theta > 98.5\%$.

To validate the ultrafast spin initialization time and demonstrate that the spin state $\uparrow$ is stored with high fidelities, we present in Figure 4 the time dependence of the positively charged trion $X_+$ at $F = 71.7 \text{kV/cm}$ for time delays between $\Delta t = 0\text{ns}$ and $\Delta t = 0.5\text{ns}$. The rise time $\tau_\sigma$ of the cross-polarized amplitude encoded in black in Figure 4 directly corresponds to the heavy hole spin initialization time and confirms the ultrafast initialization of the spin state $\uparrow$. The constant suppression of the amplitude of the $X_+$ initialized and probed with $\sigma_+ / \sigma_+$ polarized light presented in red in Figure 4 confirms that the heavy hole spin $\uparrow$ is stored with a very high fidelity over the entire time range probed. In principle, by locking the excitation laser pulse to an electric field modulation, the Schottky diode structure can be switched to low electric field values after the heavy spin initialization allowing for arbitrarily long storage times. For the current device, we measure a voltage response rise time $\tau_e = 5\text{ns}$ for RC circuit model, that confirms that electric field switching within the hole storage time can easily be implemented (see supplementary material).

CONCLUSION

In summary, we demonstrated the sub-picosecond initialization of a single heavy hole spin without the need for a supporting external magnetic field with a fidelity of $F_\theta > 98.5\%$. Thereby, the heavy hole spin was initialized by tunnelling ionization of a coherently driven neutral exciton $X_0$. Using an $\text{Al}_{0.15}\text{Ga}_{0.85}\text{As}$ barrier adjacent to the QD we seperately control tunneling times of holes and electrons for (i) sub-picosecond hole spin initialization and (ii) simultaneous high-efficiency photocurrent read out of the QD charge and spin state. Embedding the QD layer in a Schottky diode structure allows for additional tuning of the charge carrier tunneling times by changing the applied electric field in growth direction. By mapping out field-dependent Rabi oscillations of the neutral $X_0$ and positively charged exciton $X_+$ transitions, we identified tunnelling induced dephasing of Rabi rotations as the major source for a strong intensity damping in this regime. Quantum optical simulations are in excellent agreement with the measurements and revealed that tunneling induced dephasing of Rabi oscillations can be used to extract the electron tunneling times from the excited state. This allowed to infer the change of Coulomb binding energy for having two holes in the QD. Most strikingly, strong tunneling induced dephasing of a neutral exciton transition results in the high-fidelity initialization of single hole states that is insensitive to errors in the excitation pulse intensity. In polarization resolved pump-probe measurements we demonstrated sub-picosecond hole spin initialization with near-unity fidelity and long hole storage times. The very fast and high fidelity initialization of single heavy hole spins makes the presented Schottky diode structure an ideal candidate for the realization of qubits and quantum protocols demanding high fidelity gate operations especially an ultra-high fidelity qubit initialization.
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SUPPLEMENTARY: CONTROLLED TUNNELING INDUCED DEPHASING OF RABI ROTATIONS FOR ULTRA-HIGH FIDELITY HOLE SPIN INITIALIZATION

The supplementary material is organized as follows. In the first section, we present CW photocurrent absorption spectra of the QD, that allow to extract the electron tunneling times from the QD for high electric fields. The second section will briefly explain the rate equation model used to describe the population dynamics of the crystal ground state, the neutral exciton and the heavy hole state of the QD. In the third section, we will demonstrate ultrafast gating of the Schottky diode and in section four we use this gating technique to measure the fine structure precession of the neutral exciton.

CW PHOTOCURRENT ABSORPTION MEASUREMENTS

![Graph showing CW-PC absorption spectra](image)

FIG. 5. CW-PC absorption spectra of the neutral exciton transition $X_0$ for electric fields of $F = 92.0\, kV/cm$ in (a) and $F = 80.3\, kV/cm$ in (b). Due to ultrafast electron tunneling from the neutral exciton state $X_0$, the PC absorption spectrum experiences homogenous linewidth broadening. Lorentzian fits of the absorption spectrum with homogeneously broadened linewidth $\Delta E$ are presented in solid lines. In (c) the electron tunneling times calculated from the linewidth broadening as a function of electric field are presented.

In order to extract the tunneling times $\tau_e$ of the electron from the neutral exciton state $X_0$ at electric fields larger than $F = 50kV/cm$, we recorded CW photocurrent (PC) absorption spectra of the neutral exciton transition $cgs \rightarrow X_0$. For electric fields above $\sim 50kV/cm$, electron tunneling occurs on timescales of less than $\tau_e < 5ps$ (see main section Figure 2), i.e. the electron tunneling time $\tau_e$ becomes approximately two orders of magnitude shorter than the neutral exciton radiative recombination time $\tau_{rec} \sim 400 - 800ps$ [39] and more than one order of magnitude shorter than the neutral exciton coherence time $\tau_{coh}$ [39, 40]. Thus, the electron tunneling time $\tau_e$ can be treated as the main source of linewidth broadening [41]. Consequently, in this regime where $\tau_e << \tau_{rec}, \tau_{coh}$, an observed homogenous linewidth broadening of the neutral exciton transition $X_0$ is directly linked to the reduced electron tunneling time $\tau_e$.

In Figure 5a and b, we present the measured CW-PC absorption spectra at electric fields of $F = 80.3kV/cm$ and $F = 90.0kV/cm$ for the neutral exciton transition $X_0$, respectively. Note, that the spectra have been corrected for a linear PC background due to leakage current across the Schottky diode structure at high electric fields. While both spectra of the neutral exciton transition $X_0$ in Figure 5a and b exhibit a clear Lorentzian absorption line shape as indicated by the fit, the linewidth of the absorption peak in an electric field $F = 92.0kV/cm$ is broadened compared to the linewidth at an electric field of $F = 82.3kV/cm$ [5].

Assuming that the electron tunneling is the main source of linewidth broadening [41], we calculate the electron tunneling times $\tau_e$ from the extracted linewidth $\Delta E$ via the Heisenberg uncertainty relation $\Delta E \cdot \tau_e = \frac{\hbar}{2}$. In Figure 4, we present the electric field dependence of the extracted electron tunneling times $\tau_e$. We neglected further sources of linewidth broadening e.g. electric noise [42] and power broadening [43] as they are much smaller than the homogenous broadening. This justification is consistent with the monotonic decrease of the tunneling time $\tau_e$ with increasing electric field $F$ and in good agreement with the WKB approximations and the pump-probe data presented in Figure 2 of the main section of the manuscript.

RATE EQUATION MODEL FOR THE CHARGE OCCUPATION OF THE QD

To quantitatively analyze the rise time and decay time of the PC amplitude of the $X_+$ transition presented in Figure 1c of the main section, we use a rate equation model for the population of the QD. The QD states involved are the $cgs$, $X_0$ and $h^+$ as schematically presented in the main section of the manuscript. Since electron tunneling occurs on more than three orders of magnitude faster timescales than hole tunneling $\tau_e << \tau_h$, we neglect the occupation of the QD with a single electron $e$ (that in principle could be created by hole tunneling $\tau_h$ from the neutral exciton $X_0$). The set of differential equation describing the population dynamics of the QD then reads [43, 44]:

\[
\]
where the rates are related to the tunneling times of electrons and holes by $\Gamma_e = \frac{1}{\tau_e}$ and $\Gamma_h = \frac{1}{\tau_h}$. Furthermore, we implemented the radiative recombination of the neutral exciton $X_0$ with the rate $\Gamma_{rec} = 800\text{ps}^{-1}$. For initial occupations of the $X_0$ and $cgs$ level of $N_{X_0}(t = 0) = N_0$ and $N_{cgs}(t = 0) = 1 - N_0$ created by the first excitation pulse, this set of differential equations can be solved analytically to obtain the following fitting functions for the PC-absorption amplitude [33, 44]:

\[
\begin{align*}
I_{X^0 \rightarrow 2X}(t) &= I_0 + \Delta I_0 \cdot \exp(-\Gamma_e + \Gamma_{rec})t \\
I_{h^+ \rightarrow X^+}(t) &= I_0 + \Delta I_0 \cdot \alpha \cdot \left[\exp(-\Gamma_e + \Gamma_{rec})t - \exp(-\Gamma_h t)\right] \\
I_{cgs \rightarrow X^0}(t) &= I_0 - \Delta I_0 \cdot \left[\alpha + 1\right] \cdot \exp(-\Gamma_e + \Gamma_{rec})t - \alpha \cdot \exp(-\Gamma_h t) \\
&\quad - \Delta I_0 \cdot \exp(-\Gamma_e + \Gamma_{rec})t
\end{align*}
\]

with $\alpha = \frac{\Gamma_e}{\Gamma_e - \Gamma_{rec}}$ and $\Delta I_0 \propto N_0$. Note, that we added an offset $I_0$ to describe the experimentally observed background in the PC due to leakage currents across the Schottky diode structure. By fitting the temporal decay of the $X_+^+$ transition as presented in Figure 1d in the main section, we extract the hole tunneling time $\tau_h$ for each electric field $F$.

**EFFECTIVE SCHOTTKY DIODE SWITCHING TIME**

In order to access the effective switching time of the Schottky diode, we modulate the electric field across the QD layer using a pulse pattern generator which creates a square wave bias modulation, that is added to the DC bias applied to the Schottky diode. The modulation bias is synchronized to the pulsed laser excitation. As illustrated in figure 6a, we extract the diode response by measuring the resonance energy of the neutral exciton transition $cgs \rightarrow X_0$ as a function of the time delay $\Delta t$ between a single excitation pulse (pump) and the square wave modulation from the pulse pattern generator.

The electric field at the QD is calculated from the resonance energy of the neutral exciton $X_0$ using the Quantum confined Stark effect [26]. In figure 6b, we present the extracted electric fields for square wave modulation of $V_{AC} = 2.0V, 0.5V, 0.2V$ on top of a DC bias of $V_{DC} = -1.5V$. The data is fitted using the response function of an RC-circuit. Due to imperfect impedance matching of the electronic circuit, only 1/2 of the modulation amplitude of the square wave bias is transferred to the QD. However, the electronic circuit displays an RC constant of $1.87\text{ns}$; well below the hole tunneling time $\tau_h$ in the corresponding electric field region. Thus, switching the diode structure to e.g. electric field regions with increased hole storage times after the hole spin initialization or applying a reset pulse that empties the QD from charge carriers during every cycle [45] is easily feasible.

Note here, that although in general long hole storage times $\tau_h$ are desirable, we tailored the Al-concentration of the hole tunnelling barrier to be $10\%$ for a device with PC read out. Thus for electric fields $F > 50kV/cm$ in Figure

\[\begin{array}{c}
\frac{d}{dt} \begin{pmatrix}
N_{X_0}(t) \\
N_{h^+}(t) \\
N_{cgs}(t)
\end{pmatrix}
= \begin{pmatrix}
-(\Gamma_e + \Gamma_{rec}) & \Gamma_e & \Gamma_e \\
\Gamma_e & -\Gamma_h & 0 \\
\Gamma_{rec} & \Gamma_h & 0
\end{pmatrix}
\begin{pmatrix}
N_{X_0}(t) \\
N_{h^+}(t) \\
N_{cgs}(t)
\end{pmatrix}
\end{array}\]

\(2\)
2a of the main section of the article, the electron tunnelling time $\tau_e$ is on the timescale of the excitation laser pulse length $\tau_{\text{pulse}}$, while the hole storage time $\tau_h$ matches the repetition time of the excitation laser pulse of 12.6ns. Since the PC read-out signal is proportional to the number of optically generated charge carriers per time, a hole storage time $\tau_h$ longer than the laser pulse repetition rate diminishes the PC signal as not every pulse would optically generate new charge carriers.

**MEASUREMENTS OF THE FINE STRUCTURE PRECESSION OF THE NEUTRAL EXCITON $X_0$**

In order to determine the finestructure precession period $\tau_{\text{fss}}$, limiting the hole spin initialization fidelity at zero magnetic field, we perform pump-probe measurements at an electric field $F = 30.9kV/cm$. At this electric field the hole tunnelling time is much longer than the repetition rate of the laser, suppressing PC read out. We add a voltage modulation locked to the repetition rate of the laser pulse with an amplitude of 1.5V to the DC voltage across the Schottky diode structure. The electric field across the diode is increased during the second half of the 12.6ns cycle to $F > 90kV/cm$ such that remaining holes are "kicked out", after the exciton dynamics have been probed with a pump and probe pulse during the first half of the 12.6ns cycle at an electric field of $F = 30.9kV/cm$. Note, that at $F = 90.9kV/cm$ the hole tunnelling time $\tau_h$ exceeds the laser pulse repetition rate of 79MHz.

The scheme used to determine the finestructure precession period $\tau_{\text{fss}}$ is illustrated in Figure 7. We excite the QD, initially in the $cgs$ with two laser pulses indicated as blue and red arrows in Figure 7, delayed by $\Delta t$ with respect to each other. Note, that here $\Delta t$ is shorter than the electron tunneling time $\tau_e$. The first pump pulse (blue) transfers the population of the QD from the $cgs$ to the neutral exciton $X_0$. While the second laser pulse consequently probes the occupation of the QD. If the second laser pulse is energetically in resonance with the neutral exciton, stimulated emission can occur if the polarization of the laser pulse matches the exciton spin state. The probe pulse is energetically tuned into resonance with the red detuned biexciton transition $X_0 \rightarrow 2X$, the population of the QD will similarly be driven to the biexciton state $2X$ depending on the polarization of the probe pulse.

In Figure 7c and d, we present the temporal evolution of the amplitudes of the neutral exciton transition $cgs \rightarrow X_0$ and biexciton transition $X_0 \rightarrow 2X$ (plotted as the change of PC $\Delta PC = PC_{\text{pump}} - PC_{\text{probe}}$). While for excitation with two co-linearly polarized pulses $H/H$ in Figure 7c, we observe an exponentially decaying amplitude of the $X_0$ and $2X$ transition, for cross-linear polarized excitation with $H/V$, the amplitude of both transitions is supressed.

The suppression of the transition amplitudes can be understood as follows: The pump pulse with a polarization $H$ creates an exciton in one of the eigenstates of finestructure split energy level $X_0$ that reads $\frac{1}{\sqrt{2}} (\downarrow \uparrow + \uparrow \downarrow)$. Here, $\downarrow (\uparrow)$ denotes the electron spin and $\uparrow (\downarrow)$ the hole spin. In order to generate a biexciton in the only allowed Pauli spin configuration $\downarrow \uparrow \uparrow \downarrow$, the pump pulse has to be polarized along $H$. Thus, the absorption of a $V$ polarized probe pulse is blocked due to the Pauli exclusion principle and the amplitude of the $X_0 \rightarrow 2X$ transition in Figure 7c is supressed.

In analogy to the optical selection rules for the $X_0 \rightarrow 2X$ transition, the second laser pulse can only transfer population from the $X_0$ to the crystal ground state $cgs$ via stimulated emission, if it has the same polarization.
as the first pulse. Consequently, the amplitude of the bleaching at the $X_0$ transition in Figure 7c, is reduced for cross-linearly polarized excitation with $H/V$.

In Figure 7d, we present the time dependence of the neutral exciton transition amplitude $X_0$ and biexciton transition amplitude $2X$ excited with diagonally polarized light $D = \frac{1}{\sqrt{2}}(H + V)$ and $A = \frac{1}{\sqrt{2}}(H - V)$. Additionally to the exponential decay of the amplitudes observed in Figure 7c, we observe an antiphased oscillation for excitations with $D/D$ and $D/A$. As we excite the $cgs \to X_0$ transition with a D-polarized pump pulse, the pump pulse creates a coherent superposition of the neutral exciton spin eigentstates $H = \frac{1}{\sqrt{2}}(\uparrow\downarrow + \uparrow\downarrow)$ and $V = \frac{1}{\sqrt{2}}(\downarrow\uparrow - \uparrow\downarrow)$ namely $D = \frac{1-i}{\sqrt{2}}(\uparrow\downarrow + i \downarrow\uparrow)$.

Due to the electron hole exchange interaction, the exciton spin superposition state will start to precess from $D = \frac{1-i}{\sqrt{2}}(\uparrow\downarrow + i \downarrow\uparrow) \to L = \uparrow\downarrow \to A = \frac{1+i}{\sqrt{2}}(\uparrow\downarrow - i \downarrow\uparrow) \to R = \downarrow\uparrow \to D = \frac{1-i}{\sqrt{2}}(\uparrow\downarrow + i \downarrow\uparrow)$ as illustrated in Figure 7b. However, as the optical selection rules only allow the generation of the biexciton $2X$ (stimulated emission of the $X_0$) for co-linearly polarized pump-probe pulses $D/A$ ($D/D$), the finestructure precession of the exciton spin states translates into an oscillation of the corresponding PC amplitude. Thus, by probing the biexciton transition $X_0 \to 2X$ with polarizations $D$ and $A$ (or the stimulated emission the transition $X_0 \to cgs$), we observe an antiphased oscillation in Figure 7d. From the oscillation period, we extract a finestructure precession time of $\tau_{fss} = 175 \pm 3\text{ps}$ that corresponds to a finestructure energy splitting of $\hbar \delta_{fss} = 23.6 \pm 0.4 \mu eV$. 