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We obtain the fields and electromagnetic self-force of a charge distributed on the surface of a sphere undergoing rigid motion at constant proper acceleration, where the charge distribution has axial symmetry about the direction of motion. A closed-form expression for the self-force is given in terms of the multipole moments of the charge distribution. Applications to the electrodynamics of a dipole, and to electromagnetic self-force near a horizon (in spacetime) are discussed.

I. INTRODUCTION

This work has two main themes: the understanding of self-force, and the discovery of exact analytical results in classical electromagnetism.

The study of self-force and radiation reaction in classical electromagnetism has a long history ([1–11]). The subject is important to learning how concepts as basic as mass, momentum and energy are to be understood when fields and continuous media are involved and an exact relativistic formulation is sought. This in turn feeds into the understanding of renormalization and radiation reaction in quantum physics and general relativity. Also, high-precision mass measurements are now reaching the precision where the electromagnetic contribution to the mass of atoms and molecules can in principle be detected [12]. Electromagnetic self-force is also of practical relevance in experiments involving high acceleration in the fields of high-power laser pulses [13].

Concerning exact analytical results, Heaviside remarked, in connection with the calculation of fields in electromagnetism (and one could extend the remark to theoretical physics more generally), “for it is very exceptional to arrive at simple results.” There are only a few cases where the electromagnetic field of a physical system can be calculated exactly, and these mostly involve only inertial motion. When charged bodies accelerate, their associated field cannot be calculated until the motion is specified sufficiently fully. When self-force is non-negligible this motion itself depends on the fields one wishes to obtain, so that typically one has a non-linear problem and there is no route to a full analytical solution in closed form. Indeed, no problem in classical electromagnetism has ever been analysed in full, when accelerated motion is involved, because the equations are too difficult to solve. In this sense, within the assumptions of classical physics, we know the differential equations that describe how charged things behave, but we do not know (exactly) how any charged thing behaves, unless it is moving inertially!

For a long time an equation of motion for a point-like charged body was sought (that is to say, an equation which took self-force into account and would be valid in the limit $R \rightarrow 0$ where $R$ is the size of the body). This quest turned on a misunderstanding, however. One cannot treat the accelerating body as point-like, because this is unphysical if the mass and charge are finite [8, 9, 14, 16]. Any exact calculation of self-force, for a body of non-vanishing charge, must therefore treat a body of non-infinitesimal size. One is then dealing with a worldtube as opposed to a world-line, and in most cases the calculation is not tractable.

In order to solve the problem of motion under a force in general, one would specify the applied force, and the equation for the internal dynamics of the body in question (an equation of state), and set out a set of integrals such as those presented by Harte [17]. The sequence of calculations involves both finding the world-tube of the body, and hence its fields, and feeding this information back into the integrals. It has not proved possible yet to find an exact solution in closed form when the problem is set out this way.

In order to simplify the calculation, one may adopt the strategy of specifying the world-tube at the outset. One simply assumes that a charged body is moving in some specified way, and calculates the self-force that results. A suitable strategy, for example, is to assume that the body in question is moving rigidly [18–20]. By rigid motion here we mean that the response of the body to the forces on it is such that its size and shape is constant. That is to say, one may pick a worldline to serve as reference, and at each moment of proper time $\tau$ evaluated along the reference worldline, there exists an inertial reference frame $S(\tau)$ in which all parts of the body are at rest, and the distance between any two parts of the body, evaluated in $S(\tau)$, is independent of $\tau$. As Nodvik puts it, “the non-electromagnetic forces necessary for stability are taken into account implicitly by requiring that the charge distribution retain a given shape throughout the course of its motion.” By assuming rigid motion so defined, one is assuming a somewhat artificial situation, in which the net result of the initial conditions and the internal and external forces is this kind of motion, but this is a physically possible case and it is, arguably, the simplest type of accelerated motion. It merits consideration as a canonical case that we do well to understand, if we can.

Rigid motion is also interesting because rigid motion at constant proper acceleration corresponds to a static situation in the Rindler frame of general relativity [20, 21]. This frame plays an important role in the consideration of such concepts as horizons, the equivalence principle,
Unruh radiation and vacuum entanglement.

Nodvik presented a tour-de-force calculation which treated rigid motion of a spherically symmetric charge distribution undergoing otherwise arbitrary motion. \[18\] The proper acceleration, for example, was not assumed to be constant. He obtained the lowest four terms in an expansion of the self-force in integrals related to radial moments of the charge distribution. Previous authors had obtained only the lowest two terms. In the case of a charged sphere of radius \( R \) and proper acceleration \( g \), the series expansion converges rapidly when \( gR \ll c^2 \).

The present work provides exact results in the case of rigid motion at constant proper acceleration, for a charge distribution which is confined to the surface of a shell of given radius, and has axial symmetry about the line along which the shell is accelerating. Thus we have a more restrictive assumption about the motion than the one adopted by Nodvik, but we do not require spherical symmetry of the charge distribution, and we obtain exact results—that is, expressions that include all orders in an expansion parameter. This builds on studies described in \[22, 23\].

In \[22\] and \[23\] the electromagnetic self-force was calculated exactly for the case of a uniform spherical shell undergoing rigid motion at constant proper acceleration. Until now, this is the only case for which an exact result is known for self-force in electromagnetism (except the trivial case of zero for a body moving inertially). To be precise, the analysis in \[22, 23\] furnishes a power series whose sum is the self-force. An explicit expression for a general coefficient in the series is furnished, and the sum can be obtained in terms of the inverse hyperbolic tangent and Lerch transcendent functions (see the appendix to this paper). This expression has been checked to high order in the expansion parameter \( (gR/c^2) \), and it is reasonable to conjecture that it is valid at all orders, but the method of calculation did not furnish a proof of this. If one accepts the conjecture then one may say that up till now the electromagnetic self-force, in classical electromagnetism, has been obtained for one physical system: the constantly accelerating rigid spherical shell with uniformly distributed charge. The present work generalizes this to such a shell with an axially symmetric but otherwise arbitrary distribution of charge. Among other things, this enables one to treat, exactly, a shell with a non-zero electric dipole moment. This is a case having further interest because it is associated with two paradoxes outlined in section \[VIII\].

The result of the present type of study is an explicit formula for one of the significant items (the self-force owing to the field sourced by the body’s electric charge), but it does not on its own solve the dynamics in full, because it leaves unspecified the stress in the body which must be present in order for the shell to undergo the assumed motion. However, a further useful property was shown in \[23\], namely that when the net force on the extended body is suitably defined, the internal pressure (or tension) makes zero contribution to the total force after it has been summed over the surface of the body. Only the shear stress contributes.

The text is laid out as follows. Sections \[III, IV\] introduce terminology and outline the method of calculation. Section \[V\] presents the calculation of the electric potential, and hence the field, throughout the interior of the spherical shell, through the use of an expansion in a set of basis potentials which satisfy a suitable differential equation. Section \[VI\] uses this to obtain the self-force in the case of a charge distribution having only one non-zero multipole moment. The self-force is found by summing an infinite series of contributions, each of which can be obtained exactly, as can the coefficients of the terms in the series. Section \[VII\] compares these analytical results to some examples of numerical integration, and to a lowest-order result obtained by Nodvik. Section \[VII\] then presents the generalization to any charge distribution having axial symmetry. Section \[VIII\] comments on applications to study of the self-force of a dipole and the dependence of self-force on the charge distribution. The paper concludes with some brief pointers towards the treatment of a completely general charge distribution.

\[\text{II. TERMINOLOGY}\]

We treat a spherical shell of proper radius \( R \), undergoing rigid motion (as defined above) with constant proper acceleration (also known as hyperbolic motion) along the \( x \) axis. We calculate the fields and force in the instantaneous rest frame. In this frame, the centre of the shell comes momentarily to rest at \( x = L \) and the proper acceleration of the centre of the shell is \( g = c^2/L \). See figure \[\text{I}\].

The surface charge density is expressed

\[
\sigma(\theta) = \sum_{l=0}^{\infty} s_l \sigma_l(\theta) \tag{1}
\]

where \( \theta \) is the polar angle in a system of spherical polar coordinates centred at the sphere’s centre, with axis along the direction of constant proper acceleration, \( s_l \) are constants which describe the distribution, and

\[
\sigma_l = \sigma_0 P_l(\cos \theta) \tag{2}
\]
FIG. 2: The electric field of a spherical shell with charge density \( \sigma = \sigma_0 \cos \theta \) undergoing rigid hyperbolic motion. Such a shell has non-zero dipole moment and zero total charge. The field is shown in the instantaneous rest frame, for the case of a sphere with radius \( R = (1/2)c^2/g \) where \( g \) is the proper acceleration of the centre of the sphere.

FIG. 3: The electric field of the sphere shown in figure 2 for points on the \( x \) axis. The dashed line shows the result for a non-accelerating sphere, for comparison.

FIG. 4: The magnitude of the electric field of the sphere shown in figure 2 for points on the outside surface (full line) and inside surface (dashed line) of the shell.

III. OUTLINE OF THE METHOD

We here outline the method that is discussed more fully in \[22]\ and \[23]. We wish to calculate, first of all, the electric field, in the instantaneous rest frame, of a body undergoing rigid motion at constant proper acceleration. Choose the coordinate axes so that the \( x \) axis is parallel to the motion, and \( x = 0 \) is the plane at which the acceleration tends to infinity. It is shown in \[22]\ that, at the moment in question (i.e. at \( t = 0 \) in the inertial frame whose clock is set to zero when the body is momentarily at rest in the frame), the vector potential satisfies \( \partial A/\partial t = (\phi/x, 0, 0) \) where \( \phi \) is the scalar potential, and therefore the electric field can be obtained from \( E = -\nabla \phi - (\phi/x) \hat{x} \). It is further shown that \( \phi \) satisfies

\[
x^2 \nabla^2 \phi + x \frac{\partial \phi}{\partial x} - \phi = 0.
\]

The method consists of first finding an infinite set of solutions to this equation, and then expressing the scalar potential for the specific physical situation as a linear combination of these solutions. The coefficients in the sum are obtained by calculating \( \phi \) along a line (the \( x \) axis) by integration over the body, and matching the sum to this. Here, the value of \( \phi(x,0,0) \) is acting as a boundary condition for the solution of the differential equation. A line rather than a closed surface is sufficient in the case of axial symmetry, because then the problem reduces to two dimensions. Finally, the self-force is obtained from an integral expressing the force on the charge distribution owing to the electric field so calculated.

The solutions of (3) to be employed are

\[
\phi_n(x, \rho) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m+1} \binom{n}{m}^2 x^{2m+1} \rho^{2(n-m)}
\]

\[
= x \rho^{2n} F_1(-n, -n, 2, -x^2/\rho^2)
\]

where \( \sigma_0 \) is a constant and \( P_l \) is a Legendre polynomial. Thus we assume an axially symmetric but otherwise arbitrary distribution of charge on the surface of the shell.

If only one term in the series \( \phi \) is non-zero then we shall describe the charged object as a ‘multipolar sphere’. If such a multipolar sphere were at rest and not accelerating, then the electric scalar potential outside it would be \( \phi(r, \theta) = \alpha r^{-(l+1)} P_l(\cos \theta) \) where \( \alpha = R^{l+2}\sigma_0/(2l+1)c_0 \), in the gauge where the vector potential is zero. In other words, the exterior field of the multipolar sphere is that of a multipole moment of order \( l \) (c.f. figures 2–4).
where \( \rho \) is the radial coordinate in a cylindrical system of coordinates with axis \( x \), \( {m \choose n} = n!/m!(n - m)! \) is a binomial coefficient and \( _2F_1 \) is the hypergeometric function. The electric field given by these solutions is

\[
E_{x,n} = -2\rho^{2n+1} _2F_1\left(-n,-n,1,-x^2/\rho^2\right),
\]

\[
E_{\rho,n} = -2n\rho^{2n} _2F_1\left(1-n,-n,2,-x^2/\rho^2\right).
\]

The importance of the above method is two-fold. First, equation 3 plays the role, for the fields we wish to calculate, that Laplace’s equation serves in electrostatics, and the solutions 4 play the role equivalent to that of the spherical harmonics in treatments of Laplace’s equation. That is to say, this approach yields a powerful and insightful general approach to studying the fields of a body undergoing rigid hyperbolic motion, and consequently it yields a powerful general method for treating electromagnetism in the Rindler frame.

The second importance of the method is that it is tractable. For the case under study, it leads to tractable integrals, and thus simplifies the calculation in a significant way. The ‘brute force’ method to find self-force is to write down the integrals describing the force on each element of charge owing to the field sourced by each other element of charge. Such integrals are set out in section VI we do not need them here except as a way to use numerical integration to provide a consistency check on our results.

### IV. INTERIOR FIELD

The scalar potential per unit charge, owing to a point charge undergoing hyperbolic motion along the \( x \) axis with proper acceleration \( c^2/L \), at the moment when it comes to rest at \( x = L \), is given by 21, 24

\[
\tilde{\phi}(L; x, y, z) = \frac{(4\pi\epsilon_0)^{-1} (L^2 + x^2 + y^2 + z^2)}{x[(L^2 + x^2 + y^2 + z^2)^2 - 4L^2x^2]^{1/2}},
\]

where we have adopted SI units.

The scalar potential owing to a distribution of charge, moving rigidly with constant proper acceleration in the \( x \) direction, is given by

\[
\phi(x, y, z) = \int \int dx_0 dy_0 dz_0 \rho(x_0, y_0, z_0) \tilde{\phi}(x_0; x, y - y_0, z - z_0)
\]

at the moment when it comes to rest, where \( \rho \) is the charge density. The form of this result, especially the dependence on \( x \) and \( x_s \), is explained in 22. Hence, in the case of a spherical shell with surface charge density \( \sigma_l(\theta) \), the scalar potential on the \( x \) axis is

\[
\phi(l; x, 0, 0) = \frac{R}{2\epsilon_0} \int_{L-R}^{L+R} \sigma_l(\theta) \frac{R^2 + 2Lx_s + x^2 - L^2}{x\sqrt{(R^2 + 2Lx_s + x^2 - L^2)^2 - 4x^2x_s^2}} dx_s
\]

where \( \theta \) and \( L \) are as defined in figure 4 so that \( x_s = L + R \cos \theta \).

Evaluating the integral, one finds

\[
\phi(l; x, 0, 0) = \frac{L^2(s + r^2)\sigma_0/\epsilon_0}{2^{l+2}s^{l+1}r^{l-1}} \left[ p_l(s, r) + q_l(s, r) \left( \frac{s + 1}{s} \right) \tan^{-1} \left( \frac{-2\sqrt{s}}{s - 1} \right) \right]
\]

where \( r = R/L, s = (x/L)^2 - 1 \), and \( p_l, q_l \) are polynomial functions of \( s \) and \( r \), such that

\[
p_0(s, r) = 2\frac{s - r^2}{s + r^2}, \quad q_0(s, r) = 1,
\]

and for higher \( l \) the polynomial is of higher order. The expressions for \( l \) in the range \( 1 \leq l \leq 4 \) are furnished in table 4. The value of the inverse tangent function in 10 must be taken so as to obtain smooth behaviour when \( s \) passes through 1.

We now wish to write this potential in terms of the set of functions given in 4. To this end a set of coefficients \( a_{l,n} \) is defined implicitly by

\[
\phi(l; x, 0, 0) = \sum_{n=0}^{\infty} a_{l,n} \phi_n(x, 0),
\]

\[
L - R \leq x \leq L + R.
\]

The solution to the full problem (i.e. the potential off as well as on the axis) is then

\[
\phi(l; x, y, z) = \sum_{n=0}^{\infty} a_{l,n} \phi_n(x, y \sqrt{y^2 + z^2})
\]

for points inside the sphere. This is the scalar potential for a multipolar sphere. When the surface charge
For $1 \leq l \leq 4$, the functions $p_l$ and $q_l$ introduced in (10) are given by:

$$p_l(s, r) = \frac{4s}{3} q_l(s, r) - 2q_l(s, r),$$

$$q_l(s, r) = 4 \sum_{m=0}^{l} (-1)^{m+l} r^{2m} s^{l-m} c_{l,m} \left[ a s^\alpha + b s + (c s + d)(1 + 2m) \right]$$

where for $l = \{1, 2, 3, 4\}$, the coefficients $\alpha, a, b, c, d$ are given by

$$\alpha = 2$$

$$a = \{0, 0, 0, 3\}$$

$$b = \{0, 1, 8, 15\}$$

$$c = \{0, 0, 1, 3\}$$

$$d = \{1/2, 1, 1, 5, 7\}$$

and for $m = \{0, 1, 2, \cdots, l\}$ the coefficients $c_{l,m}$ are given by

$$c_{1,m} = \{1, 1\}$$

$$c_{2,m} = \{3, 2, 3\}$$

$$c_{3,m} = \{5, 3, 3, 5\}$$

$$c_{4,m} = \{35, 20, 18, 20, 35\}$$

and $\tilde{q}_l(s, R)$ is a function of the same form as eqn (13), but with

$$\alpha = 0$$

$$a = \{3/2, 0, 0, 0\}$$

$$b = \{0, 0, 8, 15\}$$

$$c = \{0, 0, 0, 8/5\}$$

$$d = \{0, 1, 5, 7\}.$$  

Define coefficients $a_{l,n}^{(N)}$ by

$$\sum_{p=0}^{N} c_{l,p}(x - L)^p = \sum_{n=0}^{N} a_{l,n}^{(N)} \sum_{p=0}^{N} b_{n,p}(x - L)^p.$$  

Thus the left hand side will reproduce $\phi$ when $N \to \infty$, and for any given $N$ we can obtain $a_{l,n}^{(N)}$ by solving the $(N + 1)$ equations

$$c_{l,p} = \sum_{n=0}^{N} a_{l,n}^{(N)} b_{n,p}$$

where $0 \leq p \leq N$.

### V. SELF FORCE

The total momentum of an extended entity is defined as the sum of the momenta of its parts, but the question arises, at what set of events is the sum to be evaluated? This impacts on the definition of the total force on an extended body, as discussed in the appendix. We adopt the
The electromagnetic self-force of the spherical shell is then given by

$$ f_{\text{self}} = -\frac{1}{2} \int \frac{x}{\ell^2} \rho \frac{E_+ + E_-}{2} \, dS = f_\sigma + \int \frac{g x}{c^2} \sigma E_- \, dS$$

where $g = c^2/L$ is the proper acceleration of the centre of the sphere, $E_\pm$ are the fields owing to the sphere at its exterior and interior surfaces, the integral is over the surface of the sphere, and

$$ f_\sigma = \int \frac{x}{L} \frac{\sigma^2 r}{2 \epsilon_0 R} \, dS = \frac{\dot{x}}{2 \epsilon_0 RL} \int \sigma^2 x(x - L) \, dS$$

where $r$ is the vector $(x - L, y, z)$. (The second equality in (25), where $f_\sigma$ is introduced, follows from using the Maxwell equations to relate $E_\pm$ to $E_-$.)

In the case of the multipolar sphere, i.e. $\sigma = \sigma_l$ for some $l$, one finds

$$ f_\sigma = \frac{2 \pi R^3 \sigma^2}{\epsilon_0 L} \frac{(2l^2 + 2l - 1)}{(2l - 1)(2l + 1)(2l + 3)}$$

We postpone to section VII the more general charge distribution.

The second term in (25) is evaluated using the series expansion described in the previous section. One has

$$ f_\sigma = \int \frac{g x}{c^2} \sigma_l E_- \, dS = \frac{\dot{x}}{2 \epsilon_0 RL} \sum_{n=0}^{\infty} a_l n f_{n,l} \,

where

$$ f_{n,l} = \frac{2 \pi R}{L} \int_{L-R}^{L+R} x \sigma_l(\theta) E_{x,n}(x, \rho(x)) \, dx$$

where $\rho(x) = \sqrt{R^2 - (x - L)^2}$ and $E_{x,n}$ is given by eqn 9. This expression can be interpreted as the contribution of the self-force owing to the order-$n$ contribution to the electric field acting on a charge distribution $\sigma_l$. It is a central feature of the calculation that the functions $f_{n,l}$ can be obtained in closed form. The evaluation of the integral in (29) is discussed in the appendix. Some example cases are tabulated in table III.

As a consistency check, and for the avoidance of confusion over physical dimensions, note that in eqn (17) the function $\phi$ on the left is the complete potential, whereas the functions $\phi_n$ on the right are simply polynomials in $x$ and $\rho$, therefore the coefficients $a_{l,n}$ are not dimensionless. Each $a_{l,n}$ is proportional to $\sigma_0$, therefore the self-force given by (28), (29) is proportional to $\sigma_0^2$ as expected. More generally, the quantities $E_{x,n}$ have the dimensions $L^{2n}$ and $a_{l,n}$ have the dimensions $\sigma_0/\epsilon_0 L^{2n}$ if we adopt $L$ as the length scale. In practice it is convenient to adopt distance units such that $L = 1$.

In order to present the results, we shall introduce the following (non-standard) notation:

$$ (\langle p \rangle)_k \equiv p(p + 2)(p + 4) \cdots (p + 2k - 2).$$

In terms of the Pochhammer symbol $(p)_k \equiv p(p + 1) \cdots (p + k - 1) = \Gamma(p+k)/\Gamma(p)$, this can be written

$$ (\langle p \rangle)_k \equiv 2^k (p/2)_k. \quad (31) $$

For the case of a multipolar sphere, the final result, after including both terms in (29), is

$$ f_{\text{self}} = \frac{4 \pi R^3 \sigma_0^2}{\epsilon_0 L} S_{l,1}(R/L) $$

where

$$ S_{0,0} = -\frac{1}{2} - 2 \sum_{n=1}^{\infty} \frac{1}{((t - 3)_3(t + 1)} \frac{R^t}{L^t} \quad (33) $$

$$ S_{1,1} = -\frac{1}{18} - 2 \sum_{n=1}^{\infty} \frac{(t - 1)(t^2 + t + 3)}{((t - 5)_5((t + 1))_2} \frac{R^t}{L^t} \quad (34) $$

$$ S_{2,2} = -\frac{1}{50} - 2 \sum_{n=1}^{\infty} \frac{t^6 + t^5 - 3t^4 + 14t^3 - 217t^2 - 111t + 855}{((t - 7)_7((t + 1))_3} \frac{R^t}{L^t} \quad (35) $$

$$ S_{3,3} = -\frac{1}{98} - 2 \sum_{n=1}^{\infty} \frac{(t - 1)\text{poly}(cf; t)}{((t - 9)_9((t + 1))_4} \frac{R^t}{L^t}, \quad (36) $$

$$ S_{4,4} = -\frac{1}{162} - 2 \sum_{n=1}^{\infty} \frac{\text{poly}(cf; t)}{((t - 11)_{11}(t + 1))_5} \frac{R^t}{L^t}, \quad (37) $$

$$ \text{cf} = \{ 1, 4, 28, -8, -3164, -2372, 46884, 13590, -137025 \} $$

$$ \text{cf} = \{ 1, 4, 28, -8, -3164, -2372, 46884, 13590, -137025 \} $$
where \( t = 2n \) and the polynomials in equations (36), (37) have been indicated by listing the coefficients of powers of \( t \) in the order highest to lowest power. \( S_{0,0} \) was already calculated in (23); the other results are new.

The method of calculation involves a certain limitation on what has been proved, as opposed to what can reasonably be conjectured. If one trusts computer algebra, then I claim to know that the sums given in (36), (37) give the terms correctly up to the highest order that was obtained in a symbolic calculation with the aid of the Mathematica software package. I conjecture that the expressions then give all the terms correctly. To prove this conjecture, it would suffice to show that the coefficients of powers of \( R \) in the expression for \( S_{l,\ell} \) are indeed polynomials in \( t \) of the stated order; the computer algebra was sufficient to obtain the correct polynomials under that condition.

The lowest order terms in these series are displayed in Table I and further information is provided in the appendix.

VI. CHECKS

The results given above were subjected to two checks for consistency and correctness. First, we calculate the leading term in \( S_{l,\ell}(R) \) by analysis, then we calculate the whole force approximately by numerical integration.

Nodvik showed that the lowest order contribution to the self-force, in the case of a spherically symmetric charge distribution, is given by

\[
\frac{-1}{2} \frac{q e^2}{c^2} \left\langle \frac{1}{|\mathbf{r} - \mathbf{r}'|} \right\rangle
\]  

(38)

where \( e^2 = q^2/4\pi\epsilon_0 \) for a total charge \( q \) and

\[
\left\langle \frac{1}{|\mathbf{r} - \mathbf{r}'|} \right\rangle = \int_{-\infty}^{\infty} d^3 r' \int_{-\infty}^{\infty} d^3 r \frac{f(|\mathbf{r}'|)}{|\mathbf{r} - \mathbf{r}'|}.
\]  

(39)

where \( f(|\mathbf{r}|) \) is the form factor describing the charge distribution. From the studies in (24)–(28), one expects that this result also applies to a non-spherically symmetric distribution, since the effect of departures from spherical symmetry come in at higher order in \( R \). Therefore we can use (38) to calculate the leading term in \( S_{l,\ell}(R) \) for the multipolar sphere, as long as we understand the normalization of the form factor correctly. We replace \( f(|\mathbf{r}|)d\mathbf{r} \) by \( \sigma(\theta)/\sigma_0 \) and \( q \) by \( 4\pi R^2\sigma_0 \). Then using (2) in (39), we find

\[
\left\langle \frac{1}{|\mathbf{r} - \mathbf{r}'|} \right\rangle = \frac{1}{(2l + 1)^2 R^2}.
\]  

(40)

The prefactor in (32) can be expressed \( g(4\pi R^2\sigma_0)^2/4\pi\epsilon_0 c^2 R \), so this implies that \( S_{l,\ell}(R/L) \) will be given to first approximation by

\[
S_{l,\ell}(R) = \frac{-1}{2(2l + 1)^2} + O(R/L).
\]  

(41)

This agrees with the first term in the expressions given in (33)–(37). This constitutes our first check.

The self-force can be obtained by numerical integration as follows. From (25) we have

\[
f_{\text{self}} = f_{\sigma} + 2\pi\frac{q R^2}{c^2} \int_0^{\pi} d\theta (L + R \cos \theta)\sigma_l(\theta) E_{x,-}^{\text{shell}}(L, R, l; \mathbf{x}) \sin \theta
\]  

(42)

where the vector \( \mathbf{x} \) is given by

\[
\mathbf{x} = (L + R \cos \theta, R \sin \theta, 0)
\]  

(43)

and \( E_{x,-}^{\text{shell}} \) is the \( x \)-component of the interior electric field of the shell, at location \( \mathbf{x} \). This is given by

\[
E_{x,-}^{\text{shell}}(L, R, l; \mathbf{x}) = \lim_{h \to 0} 2\pi R^2 \int_0^{\pi} d\theta \sigma_l(\theta) E^{\text{ring}}(L + R_h \cos \theta, R_h \sin \theta; \mathbf{x}) \sin \theta
\]  

(44)

where \( R_h = R + h \) and \( E^{\text{ring}}(L, R; \mathbf{x}) \) is the \( x \)-component of the electric field of a ring of unit charge, centre \((L, 0, 0)\) and radius \( R \). This is given by

\[
E^{\text{ring}}(L, R; \mathbf{x}) = \frac{1}{2\pi} \int_0^{2\pi} d\phi E^q_x(L; \mathbf{x} - (0, R \sin \phi, R \cos \phi))
\]  

(45)

where \( E^q_x(L; \mathbf{x}) = \frac{4L^2(x_1^2 - L^2 - \rho^2)}{(4\pi\epsilon_0)[(L^2 + x \cdot x)^2 - 4L^2x_1^2]^{3/2}} \)

(46)

with \( \mathbf{x} = (x_1, y, z) \) and \( \rho^2 = y^2 + z^2 \). Here \( E^q_x(L; \mathbf{x}) \)
\[
S_{0,0} = \frac{1}{2} + \frac{2R^2}{9} - \frac{2R^4}{75} + \frac{2R^6}{735} - \frac{2R^8}{2835} - \cdots
\]
\[
S_{1,1} = \frac{1}{18} + \frac{2R^2}{225} + \frac{34R^4}{1225} + \frac{26R^6}{3969} - \frac{46R^8}{49005} - \cdots
\]
\[
S_{2,2} = -\frac{1}{50} + \frac{2R^2}{2205} + \frac{6R^4}{1225} + \frac{2042R^6}{160083} - \frac{183914R^8}{57972915} - \cdots
\]
\[
S_{3,3} = -\frac{1}{98} + \frac{22R^2}{99225} - \frac{2522R^4}{4002075} - \frac{2386R^6}{819819} + \frac{2760615R^8}{21796675} - \cdots
\]
\[
S_{4,4} = \frac{1}{162} - \frac{38R^2}{480249} - \frac{42206R^4}{225450225} - \frac{57802R^6}{135270135} - \frac{10823374R^8}{5584724145} + \cdots
\]

TABLE II: Low-order terms in the expressions for \(S_{l,j}\) as given by eqs (39)–(47) at \(L = 1\).

is the \(x\)-component of the electric field at \(x\) of a unit charge undergoing hyperbolic motion along the \(x\) axis, at the moment when it comes to rest at \((L, 0, 0)\). \[21-24\]

The combination of \[12, 16\] yields a triple integral and a limit extraction. The integration was performed numerically using standard quadrature methods provided by the Matlab software package. Care is needed owing to near-singular behaviour in the integrand for \(P_{\pm \pm}\) when \(h\) is small. The limit process was calculated by carrying out the integration at values of \(h\) equal to \((1, 2, 3, 4, 5) \times 10^{-3} R\), and fitting a quartic function to the result, so that the extrapolation to \(h = 0\) can be carried out. It was difficult to get the overall relative precision below \(10^{-7}\) for the integrals. The cpu time was in the range a few minutes to one hour (depending on the value of \(R\) and \(l\)) to complete the calculation for each value of \(R\), when the tolerance on the relative value of the integrals was \(10^{-7}\). The integration was carried out at 100 values of \(R\) in the range \(0.05L–0.95L\). The results matched those of \[32–36\] to within numerical precision; see figure \[6\].

A further application of these numerical results is to construct a polynomial curve of best fit to the values of \(f_{\text{self}}\) obtained by numerical integration, in which it is assumed that the coefficients in the polynomial series for \(S_{l,j}\) are rational numbers with denominators below some maximum dictated by the expected numerical precision, and we assume that only non-negative even powers of \(R\) are involved. Under these assumptions one can confirm the leading terms in the series given in eqs \[39–47\]. However, only a few terms can be checked this way. The requirements on numerical precision are too demanding to allow the overall pattern in the series to be obtained.

VII. GENERAL CHARGE DISTRIBUTION WITH AXIAL SYMMETRY

We now treat a charged spherical shell whose charge distribution is of any form having axial symmetry about the line of acceleration. The electromagnetic self-force is given by \[26\] where now

\[
f_\sigma = \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} s_l s_k f_\sigma(l, k),
\]

\[
f_\sigma(l, k) = \frac{1}{2\epsilon_0 RL} \oint s_l s_k x(x - L) dS
\]

and by using

\[
\mathbf{E}_- = \sum_n a_n \mathbf{E}_n
\]

where \(\mathbf{E}_n\) is given by \[37\], \[40\], we obtain

\[
\oint \frac{x}{L} \sigma \mathbf{E}_- dS = \hat{x} \sum_n \sum_l s_l a_n f_{n,l}
\]

Since we already know \(f_{n,l}\) the problem has thus been reduced to finding the coefficients \(s_l\) and \(a_n\), and performing the integral in \[18\]. One finds

\[
f_\sigma(l, k) = \frac{2\pi R^3 \sigma_0^2}{\epsilon_0 L (2l + 1)(2l + 3)} \begin{cases} 
(2l^2 + 2l - 1)/(2l - 1) & \text{for } k = l, \\
(l + 1)L/R & \text{for } k = l \pm 1, \\
(l + 1)(l + 2)/(2l + 5) & \text{for } k = l \pm 2, \\
0 & \text{otherwise}.
\end{cases}
\]

Using the superposition principle (i.e. the linearity of Maxwell’s equations), we have \(\mathbf{E}_- = \sum_k s_k \mathbf{E}_{k,-}\) where
$E_{k,n}$ is the interior field owing to the $k$'th contribution to the charge. Therefore

$$a_n = \sum_k s_k a_{k,n}$$  \hspace{1cm} (52)$$

where $a_{k,n}$ is the same coefficient as defined in (17) and can be obtained as discussed in section [IV]. Using this in (50), we have

$$f_{\text{self}} = \frac{4\pi R^3 \sigma_0^2}{\epsilon_0 L} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} s_l s_k S_{k,l}$$ \hspace{1cm} (53)$$

where

$$S_{k,l} = \left( \frac{4\pi R^3 \sigma_0^2}{\epsilon_0 L} \right)^{-1} \left( f_\sigma(k,l) + \sum_n a_{k,n} f_{n,l} \right)$$ \hspace{1cm} (54)$$

The method has handled the non-linearity of the problem by regarding the charge distribution $\sigma$ as a sum of distributions $\sigma_l$; one calculates the force on each contribution $\sigma_l$ owing to the field sourced by each other (or the same) contribution $\sigma_k$, and sums the results.

Using (54) each $S_{k,l}$ is obtained from (51) and (77) and the coefficients $a_{k,n}$. To be precise, one uses not $a_{k,n}$ but...
multipole moments of the charge distribution. Coefficients

The self-force of the charged shell to that of obtaining the rest of the algebra required to obtain not found an explicit general form for the outcome. The hypothesis that the patterns thus obtained persist to all orders, one finds

\[ S_{0,1} + S_{1,0} = \sum_{n=1}^{\infty} \frac{2t(2t+3)}{(t-3)_4((t+1)_2) R^{l+1}} L^{l+1} \]  

Expressions for higher \( k, l \) can be obtained as needed. The only integral to be performed is \((R/L)^k\). This integral is straightforward, if laborious, at any given \( l \), but we have not found an explicit general form for the outcome. The rest of the algebra required to obtain \( S_{l,k} \) is laborious, but each step is simple and can be automated. Since this calculation only needs to be done once for each \( k, l \), it supplies, in principle, the means to treat a general \( \sigma(\theta) \). One thus reduces the whole problem of finding the self-force of the charged shell to that of obtaining the coefficients \( s_l \), which is to say, the weights of the various multipole moments of the charge distribution.

\[ S_{0,2} + S_{2,0} = \sum_{n=1}^{\infty} \frac{-2(2t^3 - t^2 - 9) R^t}{((t-5)_5((t+1)_2) L^{l+1}} \]  

\[ S_{0,3} + S_{3,0} = \sum_{n=1}^{\infty} \frac{4t^2 (t^3 + 4t^2 + 5t - 25) R^{l+1}}{((t-5)_6((t+1)_3) L^{l+1}} \]  

\[ S_{0,4} + S_{4,0} = \sum_{n=1}^{\infty} \frac{-4(t - 2) t^2 (t^3 + 3t^2 - 85) R^t}{((t-7)_7((t+1)_3) L^{l+1}} \]  

VIII. APPLICATIONS

A. The dipole

In the history of the subject, both the monopole and the dipole have yielded important insight into the physics of self-force. In particular, a physical object consisting of two small oppositely charged spheres separated by a short rod was discussed. \( [26, 29, 32] \) This proved important because it led to two paradoxes. One paradox is owing to the fact that, in such a case, when the whole system is accelerating in the direction orthogonal to the line between the spheres, the force exerted by each sphere on the other is directed somewhat in the forward direction (i.e. the same direction as the acceleration), and this led to the suggestion that the system can accelerate even in the absence of any externally applied force. \( [30, 31] \) If such self-acceleration were possible then it would violate energy and momentum conservation. The second
paradox is owing to the fact that the electromagnetic self-force, and consequently the contribution to inertia, can depend on the orientation of the dipole relative to its acceleration at lowest order, if it is calculated a certain way, whereas the field energy does not, which suggests that the momentum and energy of the dipole plus its field cannot respect the principle of relativity. \[31, 32\]

The first paradox is resolved by noting that each sphere also exerts a self-force on itself, and this self-force is larger than that owing to the other sphere, and in the opposite direction. This was shown by analysis in the limit where the spheres are small compared to their separation, and by numerical integration in some other cases. \[28\] This simple resolution had previously been ignored owing to the practice of absorbing the lowest-order term in the self-force into the definition of the body’s mass. Such a practice is not in itself inappropriate but it can result in one failing to notice when an unphysical assumption has been made about the relation of the mass to the size of the body \[3].

The second paradox is resolved by remembering to include the effect of stress in the material of the rod: this contributes to the inertia. \[28\] (This is the effect that can also be described through the concept of ‘hidden momentum’.) A misunderstanding very closely related to this one has been treated by Barnett and resolved in the same way \[33\]. A related issue is the force on an inertially moving magnetic dipole; this too can be calculated and hence interpreted in more than one way. The contribution of hidden momentum must be included either explicitly or implicitly, for example by using the correct Lagrangian; see \[34\] and works cited therein.

In view of the fact that the dipole has served this instructive role, and in view of the fact that it is a simple case that one would naturally like to understand, there is interest in calculating—exactly if possible—the self-force of a dipole-like distribution of charge. Equation \[33\] gives the result of such a calculation. It only treats one orientation of the dipole relative to its direction of acceleration, but it furnishes an exact closed expression. This has not previously been achieved.

**B. Minimum self-force for a given charge**

With closed expressions in our possession, we are well-placed to explore further questions about the physics of self-force. For example, for a spherical shell carrying a given net charge, one may ask: how does the self-force depend on the way the charge is distributed? If the charge is concentrated into a small region of the shell, the self-force will increase. Conversely, if the charge is spread out then there will exist a distribution which minimises the self-force. One might suppose that a uniform distribution would minimize the electromagnetic self-force. This is not always so, as we now show.

Consider the charge distribution \( \sigma = \sigma_0 (1 + \mu \cos \theta) \) where \( \sigma_0 \) is fixed and \( \mu \) is allowed to vary. The total charge is then \( q = 4\pi R^2 \sigma_0 \) and the self-force is proportional to \( S_{0,0} + \mu^2 S_{1,1} + \mu (S_{0,1} + S_{1,0}) \). The limit of small acceleration is the limit \( L \to \infty \). In this limit the term proportional to \( \mu \) vanishes in comparison with the others, and therefore in this case the magnitude of the self-force is smallest for the uniform distribution \( (\mu = 0) \). It follows that the observed mass of the charged spherical shell is smallest for a uniform distribution of charge, if we define the observed mass as the ratio of applied force to acceleration in the limit of small acceleration, and we assume a possible contribution from shear stress in the material of the shell does not overturn this conclusion.

At larger acceleration, on the other hand, the term linear in \( \mu \) is non-negligible, and consequently the self-force reaches its smallest magnitude for some non-zero value of \( \mu \) which depends on \( R/L \). The minimum is at

\[
\mu = -\frac{S_{0,1} + S_{1,0}}{2S_{1,1}}. \tag{65}
\]

For given \( R \), the largest acceleration possible yields \( L = R \), because at higher acceleration the body cannot remain rigid (it would extend over the horizon in Rindler space). In this case (c.f. the appendix)

\[
\mu = -\frac{6 (x^2 - 16)}{3x^2 - 64} \simeq -1.07. \tag{66}
\]

This represents a charge distribution with the charge slewed towards low \( x \), which is the region where the acceleration is highest—a counter-intuitive result. It suggests, for example, that the weight of a charged object centred at a given location near the horizon of a black hole is smaller when the charge is distributed nearer to the horizon, which seems to contradict the general observation that the electromagnetic self-force, and hence the weight, increases when the gravitational field strength increases, for a charged body at rest in a gravitational field.

There is no contradiction in fact. The intuitive sense of surprise results from the ambiguity produced when any non-invariant quantity is discussed without noting its dependence on the choice of reference frame (inertial or otherwise). In the present context, the self-force is not a property of the body alone, but is a statement about momentum changes between chosen hypersurfaces, and consequently references to ‘the weight’ of a body are ambiguous until the reference worldline and hypersurfaces have been specified. The counter-intuitive result given by \( 66 \) is owing to the scaling factor \( x/L \) in \( 24 \), which comes from \( 28 \). For a given increment of proper time at the centre of the sphere, the increment in proper time at low \( x \) is smaller than at high \( x \), for the set of hypersurfaces used to calculate the force, and consequently the region at small \( x \) gets a lower weighting in the calculation of the total force. This is why the total force, as we have defined it, goes down when the charge is displaced somewhat towards low \( x \). However, this does not necessarily imply that the body then becomes easier to
support, because the calculation of the force provided by whatever system is used to support the body would be subject to the same scaling.

More generally, as one approaches a horizon, contributions to the sum in \( \text{(69)} \) that are nearer the horizon have a smaller value of \( d\tau_i/d\tau_c \) and thus have a lower weighting in the sum, but this statement applies equally to all (non-gravitational) forces acting on the body. Such considerations bear on the study of forces and energy movements when an object is lowered gradually into a black hole. \[26\] \[21\]

### IX. CONCLUSION

This paper solves the problem of electromagnetic self-force for the axially symmetric charged spherical shell. The method can in principle be generalised to an arbitrary charge distribution. An axially symmetric charge distributed over a three-dimensional region (i.e. not confined to a shell) can be broken down into a set of concentric shells in an obvious manner. To find the self-force, one would then require the field exterior to, as well as interior to, each shell. These can be found by a modest extension of the methods of this paper. Avoiding the restriction to axial symmetry is more difficult. It would require a more general set of basis functions, and the integrals required in order to express the scalar potential in terms of these functions would be much more difficult.

The paper has treated rigid motion at constant proper acceleration, without specifying how the forces giving rise to that motion might arise. This is somewhat artificial, since it would require a very particular set of stresses in the surface of the shell, combined with whatever is the externally applied force, to ensure that each part of the shell gets the acceleration that has been assumed. If would be useful to determine precisely what those stresses are, for an example case such as motion in a constant uniform applied electric field.

### X. APPENDIX A

#### A. Defining total force on an extended body

Let \( \chi \) be a spacelike hypersurface, and model an extended body as a set of small parts \( i \). The total 4-momentum of the body is defined to be

\[
p_{\text{tot}}^\mu(\tau_c, \chi) = \sum_i p_i^\mu(\tau_{i, \chi}). \tag{67}
\]

where \( \tau_{i, \chi} \) is the proper time on the \( i \)'th worldline when that worldline intersects \( \chi \), and \( \tau_c \) is the proper time on some reference worldline (e.g. the worldline of the centroid). When the body is isolated, the conservation of energy and momentum has the result that \( p_{\text{tot}}^\mu(\tau_c, \chi) \) is independent of \( \chi \). More generally this is not guaranteed and therefore one must specify \( \chi \) when referring to the total momentum of an extended system. Typically, one picks a spacelike hyperplane (so that the events \( \{i\}_\chi \) are simultaneous in some frame).

The total 4-force is given by \[17\] \[18\] \[26\] \[28\] \[35\] \[36\],

\[
dp_{\text{tot}}^\mu/d\tau_c = \sum_i dp_i^\mu/d\tau_i d\tau_i/d\tau_c \tag{68}
\]

where each \( d\tau_i \) is the proper time elapsed on the \( i \)'th worldline between the intersections of that worldline with \( \chi \) and \( \chi + d\chi \), and the quantities \( dp_i^\mu/d\tau_i \) and \( d\tau_i/d\tau_c \) are evaluated on the hyperplane \( \chi \).

For an object undergoing rigid motion there is a natural choice of \( \chi \), namely the hypersurface orthogonal to all the worldlines at \( \tau_c \). This is the choice we shall make here. For the hyperplane \( \chi + d\chi \) one may choose the plane parallel to \( \chi \) and intersecting the reference worldline at \( \tau_c + d\tau_c \), or one may choose the plane orthogonal to the worldlines (among other possible choices). In the first case, \( d\tau_i/d\tau_c = 1 \), and in the second

\[
d\tau_i/d\tau_c = x/x_c \tag{69}
\]

for the motion under consideration here (rigid motion at constant proper acceleration). A suitable reference point is the centre of the sphere, giving \( x_c = L = c^2/g \) where \( g \) is the proper acceleration of the centre of the sphere.

The treatments given in \[18\] \[26\] \[35\] all adopt the second choice (i.e. eqn \[69\]) for the purpose of defining and calculating self-force for a charge distribution undergoing rigid motion. Ori showed that, with this choice of \( \chi + d\chi \), the self-force has the following desirable feature: for a pair of charges at opposite ends of a straight rod of fixed proper length and centred at \( x_c \), the contribution to the total self-force owing to the field of each charge at the other is independent of the orientation of the rod, to lowest order in the length of the rod. If one defines the self-force through some other choice of hypersurface, this feature will not in general hold, and then in order to make sense of the dependence on orientation one must take into account the internal stress in the body supporting the charges \[28\]. In this connection, Steane \[22\] showed a further desirable property of \[69\]: with this choice, the contribution to the self-force owing to internal pressure is independent of the orientation of the body, if the equation of state of the interior of the body is that of an ideal fluid (that is, one exhibiting tension or pressure but not shear stress).

#### B. Evaluating \( f_{n,l} \)

We present the calculation of \( f_{n,l} \) (eqn \[29\]).

Using

\[
E_{x,0} = -2, \tag{70}
\]

\[
E_{x,1} = -2(\rho^2 - x^2), \tag{71}
\]

\[
E_{x,2} = -2(\rho^4 - 4x^2\rho^2 + x^4), \tag{72}
\]
it is straightforward to obtain the values of \( f_{n,l} \) for the lowest values of \( n \) and \( l \) by performing the integral in eqn (20). They are

\[
\begin{align*}
  f_{0,0} &= (4\pi R^2 \sigma_0)2(-1), \\
  f_{0,1} &= (4\pi R^2 \sigma_0)2(-1/3)R/L, \\
  f_{1,0} &= (4\pi R^2 \sigma_0)2(L^2 + R^2/3), \\
  f_{1,1} &= (4\pi R^2 \sigma_0)2(L^2 + R^2/15)R/L.
\end{align*}
\] (73) (74) (75) (76)

When the factor \((4\pi R^2 \sigma_0)\) is thus taken to the front of the expression, the rest of the expression gives the dependence on \( R \) and \( L \) in the case of a sphere carrying a fixed amount of charge in each fraction of its surface as \( R \) varies.

More generally, by substituting (3) into (29), we obtain

\[ f_{n,l} = -8\pi R^2 \sigma_0 L^{2n} \sum_{k=0}^{n} (-1)^{n+k} \left( \frac{n}{k} \right)^2 \left( \frac{R}{L} \right)^{2k} J_{n,k,l} \] (77)

where

\[ J_{n,k,l} = \frac{1}{2} \int_{-1}^{1} \left( R u + 1 \right)^{2(n-k)+1} (1 - u^2)^k P_l(u) \, du. \] (78)

The values of \( f_{n,l} \) for \( n \) in the range 0–4 and \( l \) in the range 0–5 are shown in table (3). The following general observations may be made. One finds \( f_{n,l} = 0 \) for \( n < (l-1)/2 \). For even(odd) \( l \), only even(odd) powers of \((Ru)\) in the integrand contribute to the answer. When \( L = 1 \), \( f_{n,l} \) is a polynomial in \( R \), with lowest order term of order \((4\pi R^2 \sigma_0)R^l \). After dividing \( f_{n,l} \) by this, the expression that remains is a polynomial in \( R^2 \) of order \( n - [l/2] \).

By expanding both brackets in the integrand in (78) using the binomial theorem, we have

\[ J_{n,k,l} = \sum_{p=0}^{p_{\text{max}}} \sum_{q=0}^{k} (-1)^q \binom{p_{\text{max}}}{p} \binom{k}{q} \left( \frac{R}{L} \right)^p I_{p+2q,l} \] (79)

where \( p_{\text{max}} = 2(n-k) + 1 \) and

\[ I_{p,l} = \frac{1}{2} \int_{-1}^{1} u^p P_l(u) \, du. \] (80)

This integral is presented in Gradsteyn and Ryzhik [37], eq 7.126(1), EH I 171(23) (p.771), which states that, for \( p > 0 \),

\[
\int_0^1 P_{p}(x)x^\sigma \, dx = \frac{\sqrt{\pi} 2^{-\sigma - 1} \Gamma(1 + \sigma)}{\Gamma(1 + (\sigma - \nu)/2) \Gamma((\sigma + \nu + 3)/2)}
\] (81)

I have confirmed this for a large range of values of \( \nu \) and \( \sigma \). The result for \( I_{p,l} \) is

\[ I_{p,l} = \begin{cases} 0, & p < l \\ 0, & p + l \text{ is odd} \\ \frac{(-1)^{p-l+2}/2 (p-l-3)!}{2^{(3p-l)/2}((p-l)/2)!} \frac{(3l+\nu)}{p} & \text{otherwise} \end{cases} \] (82)

where the two subscripted brackets are Pochhammer symbols.

C. Further information

The value of the electric field at the centre of the sphere, obtained from (30), is

\[
E_x(L, 0, 0) = \frac{(-1)^{l} \sigma_0 (2l - 3)!}{2^l \epsilon_0 (2l + 3)!} \left( \frac{R}{L} \right)^{l-1} \left[ \frac{-2(2l+3)}{2l-3} - 2(l^2 + l - 1) \frac{R^2}{L^2} + \frac{(l+1)(l+2)^2(2l-1)}{2(2l+5)} \frac{R^4}{L^4} \right].
\] (83)

For the \( l = 0, 1, 2 \) the expression evaluates to

\[
\frac{2r}{3} + \frac{2r^3}{15} - \frac{1}{3} + \frac{r^3}{15} - \frac{r^4}{70}, \frac{r}{15} - \frac{r^3}{42} + \frac{2r^5}{105}, \ldots
\] (84)

after omitting a factor \( \sigma_0/\epsilon_0 \) and using \( r = R/L \). The limit where the acceleration goes to zero is the limit \( L \to \infty \) and therefore \( r \to 0 \) in these expressions. The dipole case \( (l = 1) \) then gives \( E = (-1/3)\sigma_0/\epsilon_0 \) which is the familiar electric field inside a spherical shell carrying a dipolar distribution of surface charge. For higher \( l \) there is a value of \( R/L \) where \( E_x(L, 0, 0) \) passes through zero.

In the main text, the results for \( S_{k,l} \) are given as infinite series. These series can in principle be summed. One finds, for example,

\[
S_{0,0} = \frac{1}{16} \left[ (r^2 - 5) - r^2 \Phi_2 \left( r^2, \frac{3}{2} \right) - (r^4 - 4r^2 + 3) \frac{\tanh^{-1}(r)}{r} \right]
\] (85)

\[
S_{1,1} = -\frac{1}{256\pi r^2} \left[ 3(r^2 - 1) (r^4 + 1) - 2r^4 \left( \Phi_2 \left( r^2, \frac{5}{2} \right) - 2\Phi_2 \left( r^2, \frac{3}{2} \right) \right) - (3r^8 - 4r^6 + 4r^2 - 3) \frac{\tanh^{-1}(r)}{r} \right]
\] (86)

\[
S_{0,1} + S_{1,0} = -\frac{(3r^4 + 5)r - (r^2 - 3) r^3 \Phi_2 \left( r^2, \frac{3}{2} \right) + (3r^6 - 5r^4 - 3r^2 + 5) \tanh^{-1}(r)}{64r^2}
\] (87)
TABLE III: The value of \( f_{n,l}/(8\pi R^2\sigma_0) \) when \( L = 1 \), for \( n = 0, 1, \cdots 4 \) and \( l = 0, 1, \cdots 5 \).

where \( r = R/L \) and \( \Phi \) is the Lerch transcendental

\[
\Phi_s(z, a) = \sum_{n=0}^{\infty} \frac{z^n}{(n+a)^s}.
\]

At \( r = 1 \) these expressions give \( S_{0,0} = -\pi^2/32 \), \( S_{1,1} = (3\pi^2 - 64)/768 \), \( S_{0,1} + S_{1,0} = (\pi^2 - 16)/64 \).
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