Reentrant phase transitions involving glassy and superfluid orders in the random hopping Bose-Hubbard model
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Abstract

We study a system of strongly correlated bosons with off-diagonal disorder, i.e., randomness in the kinetic energy, and find a family of reentrant phase transitions that occur as a function of the on-site interaction. We model the system using the paradigmatic Bose-Hubbard Hamiltonian with a random hopping term and solve it employing the replica trick and Trotter-Suzuki expansion known from quantum spin-glasses. From subsequent numerical calculations, we find three distinct phase boundaries at which the reentrant transitions occur: between glass and disordered phase, between superglass and superfluid ones, and between superfluid and disordered phases. All three happen at temperatures slightly above critical temperatures of corresponding non-interacting systems. When the emerging and disappearing order is glassy, this corresponds to the interplay of the thermal energy and the spread of hoppings. When superfluidity is involved, thermal fluctuations must slightly overcome the mean hopping in turn for the reentrance to occur.
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1. Introduction

Reentrant phase transitions are indeclinably arousing interest and are found across a wide range of fields of study not limited to physics [1, 2, 3]. They occur when a particular phase, characterized by a specific order found in the state of the system, disappears and later reappears as a single system parameter is changed. Such behavior is counter-intuitive, as temperature and other system parameters typically act one-sidedly, building up or destroying a given type of order. Observations of reentrant transitions date back to the 19th century [4], but new instances keep being discovered [5] and are no less intriguing.

In physics, notably rich phase diagrams are found in highly correlated spin [6, 7] and many-body [8, 9] systems, in which the incorporated disorder adds another level of complexity to the observed phenomena [10]. Among these, strongly correlated disordered bosonic systems are of particular interest [11]. Next to the widely studied diagonally-disordered ones [12, 13, 14, 9], the off-diagonal disorder class offers a connection to the spin-glass [15, 16] realm — the paradigmatic foundation for understanding disordered systems. While the diagonal disorder, i.e., the one present in the potential energy, leads to the emergence of the amorphic Bose glass (BG) phase [14], the off-diagonal one, meaning randomness of the kinetic energy, has been recently shown [17, 18, 19] to result in a different kind of glassiness involving complex phases of bosons in analogy to spin orientation in spin-glass systems.

The topic of reentrant phase transitions has been explored up to some degree in the context of both strongly correlated bosons and disordered systems. The most basic example is the reentrance of the superfluid (SF) phase from the Mott insulator (MI) one when changing the chemical potential (affecting the mean number of particles) in a system of lattice bosons. However, it is easily understandable due to the specific character of the chemical potential and the resulting quasi-periodicity of system properties as its
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function. Other examples include the reentrance of MI from SF as the hopping integral [20], or the on-site interaction [21, 22, 23] is varied. In the latter case, it has been shown that the intermediate values of the on-site interaction lead to the increase of the critical temperature.

In the diagonally-disordered interacting boson systems, a reentrant behavior of the Bose glass was found with the inclusion of the superfluid phase [24, 9]. There, changing the value of the on-site interaction moved the system from BG to SF and then to BG again. In these systems, a notion of a reentrant superfluid is also in use [25, 26], but with a different meaning – there, it denotes a superfluid phase that emerges due to the disorder when the clean system is insulating. The same feature of the phase diagram contains also a reentrance (of BG as a function of disorder) in the meaning used here, but it was not analyzed by the authors. Note that these phenomena are qualitatively different from those studied here, as different types of glasses are involved.

In the random spin systems, a spin-glass phase occurring at temperatures lower than the ferromagnetic one is usually called reentrant [27]. It is, however, not a typical reentrant phase, as it does not exist at higher temperatures. The reason for using the term is that the high-temperature paramagnetic phase also lacks the ferromagnetic order. Nevertheless, a genuine reentrant transition from the ferromagnetic to the paramagnetic phase was eventually found in random spin systems [28].

Here, we report a family of reentrant phase transitions as a function of the on-site interaction in an off-diagonally-disordered system of interacting bosons. We find that the reentrant transitions between various phases occur at temperatures slightly above the critical temperatures of corresponding non-interacting systems. For the glassy ordering, this happens when the thermal energy is comparable to the disorder, while for the superfluid one — when it is comparable to the mean hopping. The reentrant behavior can be found on three different phase boundaries: between the glass (GL) and disordered (DI) phases, between the superglass (SG) and SF phases, and on the SF-DI boundary. The last one is analogous to the one known from the non-disordered system of interacting bosons [21], yet we show its existence also in the presence of the disorder. The other two have no analogues in the literature. We present the phase diagrams showing the reentrant behavior and characterize the phases using values of the order parameters along adequate cross-sections.

2. Model

We describe the system using the Bose-Hubbard Hamiltonian [12]

\[ H = -\sum_{i<j} J_{ij} (a_i^\dagger a_j + a_j^\dagger a_i) + \frac{U}{2} \sum_i \hat{n}_i (\hat{n}_i - 1) - \mu \sum_i \hat{n}_i, \]

where \( a_i \) (\( a_i^\dagger \)) annihilates (creates) a boson at site \( i \), and \( \hat{n}_i = a_i^\dagger a_i \) are the corresponding particle number operators. In this Hamiltonian, \( \mu \) denotes the chemical potential, \( U \) is the on-site interaction, while \( J_{ij} \) are hopping integrals defined as independent Gaussian-distributed random variables with the mean \( J_0/N \) and variance \( J_2/N \), as has been used in the field of spin glasses [15]. Also in agreement with spin-glass models, the hopping is active between each pair of sites, which makes it effectively long-range. The experimental realization of such a setting has been suggested in Ref. [17], and we believe it can be feasible with currently available optical-lattice quantum simulators [29].

In the following, before discussing the results, we briefly outline the derivation, which follows the scheme of the Sherrington-Kirkpatrick model of spin glasses [15] while the full derivation and description of the current case can be found in Ref. [19].

3. Methods

We start from the free energy, \( F = -(1/\beta) \ln Z \), where \( Z = \text{Tr} \exp(-\beta H) \) is the partition function, \( \beta = 1/(k_B T) \), and we work with \( k_B = 1 \). We average it over the disorder analytically and apply the
replica [15] and Trotter-Suzuki methods [30]. In the replica trick, one replaces the logarithm according to
\[
\ln Z = \lim_{n \to 0} \frac{1}{n} (Z^n - 1),
\]
which makes the averaging over the disorder possible, but at the cost of introducing the replica space. Next, the Trotter-Suzuki method allows one to deal with an expression of the form \( e^{\hat{H}_A + \hat{H}_B} \), where \( \hat{H}_A \) and \( \hat{H}_B \) are operators that do not commute. One does so by introducing a new time-like dimension \( M \),
\[
\exp(-\beta (\hat{H}_A + \hat{H}_B)) = \lim_{M \to \infty} [\exp(-\beta \hat{H}_A) \exp(-\beta \hat{H}_B)]^M.
\]
This is followed by inserting a summation over projectors onto a complete set of eigenstates that allow replacing the operators with corresponding eigenvalues. Such a procedure maps a quantum model onto a corresponding classical one with an additional dimension. At this point, we integrate over the distributions of the variables \( J_{ij} \) and arrive at the effective replicated partition function
\[
[Z^n]_j = \text{Tr}_{pq} \mathcal{M}_{pq} \prod_{i < j} \exp \left[ \frac{J^2 \beta^2}{2M^2N} \left( \sum_{k \alpha} (p_i^{(k)} p_j^{(k)} + q_i^{(k)} q_j^{(k)}) \right)^2 \right. \\
+ \left. \frac{\beta J_0}{MN} \sum_{k \alpha} (p_i^{(k)} p_j^{(k)} + q_i^{(k)} q_j^{(k)}) \right],
\]
where \([\cdot]_j\) denotes the average over the distribution describing the disorder, \( \alpha = 1, \ldots, n \) are the replica indices, and \( k = 1, \ldots, M \) are the Trotter indices of time-like character. Moreover, variables \( p_i^{(k)} \) and \( q_i^{(k)} \) are the eigenvalues of the \( \hat{P} = i (a^\dagger - a)/\sqrt{2} \) and \( \hat{Q} = (a^\dagger + a)/\sqrt{2} \) operators, corresponding to eigenvectors \( |p_i^{(k)}\rangle \) and \( |q_i^{(k)}\rangle \), accordingly. The trace runs over all possible values of \( p_i^{(k)} \) and \( q_i^{(k)} \), and \( \mathcal{M}_{pq} \) is a product of matrix elements given by
\[
\mathcal{M}_{pq} = \prod_i M_{pq}^{(i)} = \prod_{i k \alpha} \langle p_i^{(k)} | e^{-\frac{\beta H_0}{2M^2N}} | q_i^{(k)} \rangle \langle q_i^{(k)} | e^{-\frac{\beta H_0}{2M^2N}} | p_i^{(k+1)} \rangle.
\]
Here,
\[
H_n = \frac{U}{2} \sum_{i \alpha} \hat{n}_{i \alpha}^2 - \left( \mu + \frac{U}{2} \right) \sum_{i \alpha} \hat{n}_{i \alpha}
\]
is the last indication of the quantum nature of the system in an otherwise classical effective problem.

We use the Hubbard-Stratonovich transformation to decouple site-mixing terms in Eq. 4. This yields a new set of fields, \( R_{kk'}, \hat{U}_{kk'}, \Delta, q, \) and \( u \), which couple to the decoupled terms. Next, in the thermodynamic limit we use the saddle point method. In order to take the limit \( n \to 0 \), we apply the Hubbard-Stratonovich transformation again, this time decoupling the replica-mixing terms and introducing auxiliary integration variables \( x_P, x_Q \) and \( x_B \). After additionally assuming symmetry in the replica space, we finally take the \( n \to 0 \) limit to arrive at the effective free energy and a system of self-consistent equations. The free energy reads
\[
\mathcal{F} = 2 \left( \frac{J \beta}{M} \right)^2 \sum_{kk'} (R_{kk'}^2 + \hat{U}_{kk'}^2) + J_0 \beta \Delta^2 - 2 \left( \frac{J \beta}{M} \right)^2 (q^2 + u^2) \\
- \int \int \int \int D x_P D x_Q D x_B \ln \text{Tr}_{pq} \exp(-\beta \mathcal{H}),
\]
where we have defined $Dx \equiv dx \exp(-x^2)$ and the corresponding effective Hamiltonian is

$$-\beta H = 2\left(\frac{J\beta}{M}\right)^2 \sum_{kk'} \left[(R_{kk'} - q)(pk + qk') + 2(U_{kk'} - u)p_k q_k'\right] + \Delta \frac{J\beta}{M} \sum_k (p_k + q_k) +$$

$$+ \frac{2J\beta}{M} \sum_k \left(x_B \sqrt{\frac{u}{2}} (p_k + q_k) + \sqrt{\frac{q - u}{2}} (xp_k + xqk')\right) + \ln M_{pq}. \quad (8)$$

The self-consistent equations are

\[ q = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} DpDqDxB \langle p_k \rangle^2, \quad (9a) \]

\[ \Delta = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} DpDqDxB \langle p_k \rangle, \quad (9b) \]

\[ u = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} DpDqDxB \langle p_k q_k' \rangle, \quad (9c) \]

\[ R_{kk'} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} DpDqDxB \langle p_k p_{k'} \rangle, \quad (9d) \]

\[ U_{kk'} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} DpDqDxB \langle p_k q_{k'} \rangle, \quad (9e) \]

where

\[ \langle A \rangle = \frac{\text{Tr}_{pq} A \exp(-\beta H)}{\text{Tr}_{pq} \exp(-\beta H)}, \quad (10) \]

are thermal averages taken with the effective Hamiltonian (8). The first two quantities, $q$ and $\Delta$, coincide with the order parameters for the glassy (Edwards-Anderson order parameter, see Ref. [31]) and superfluid [12] orders, respectively. The third value, $u$, is secondary to $\Delta$ and, as has been shown in Ref. [19], is equal to $q$ in the superfluid phase, while its value is $0 < u < q$ in the superglass phase, which combines both kinds of order. Finally, $R_{kk'}$ and $U_{kk'}$ are dynamic self-correlations discussed in Ref. [18].

4. Recognizing the phases

In the system, we expect two kinds of ordering — glassy and superfluid, characterized by the order parameters $q$ and $\Delta$, respectively. Their presence and interplay result in the emergence of four phases: disordered, containing neither of these orderings, glass and superfluid phases containing glass and superfluid orders, respectively, as well as the superglass phase, containing both orders simultaneously. To distinguish the phases, we derive and then numerically evaluate Landau-theory conditions, which allows us to differentiate between DI, GL, and SF+SG phases. In order to detect the glassy order on top of the superfluid one, and thus identify the SG phase from the SF one, we use the instability of the replica-symmetric solution as a signature of glassiness. The appropriate condition can be found in Ref. [32]. These conditions give us a clear distinction between the phases, nevertheless, we can also characterize the phases by directly checking the values of order parameters.
Figure 1: Phase diagram in variables $T/J-U/J$ at constant $\mu/U = 0.4$ and $J_0/J = 0.8$. The DI-GL critical lines obtained with finite values of $M = 4-9$ (yellow-purple points) as well as their $M \to \infty$ extrapolation (black points) are shown. The vertical line marks the location of the cross-section used in the subsequent figure. The inset contains the zoomed out phase diagram at $M = 5$ with the area of the main plot marked with a green rectangle. On both plots, the phases are marked.

Figure 2: Phase diagram in variables $T/J-U/J$ at constant $\mu/U = 0.4$ and $J_0/J = 1.2$. The DI-SF and SF-SG critical lines obtained with finite values of $M = 4-9$ (yellow-purple points) as well as their $M \to \infty$ extrapolation (black points) are shown. The vertical lines mark the locations of the cross-sections used in a subsequent figure. The inset contains the zoomed out phase diagram at $M = 5$ with the area of the main plot marked with a green rectangle. On both plots, the phases are marked.
5. Results and discussion

We find that there are multiple kinds of reentrant phase transitions along the $U/J$ axis, meaning that there is a range of values of $U/J$, i.e., interaction strengths, for which the critical temperature of various transitions is higher than the one from the noninteracting, $U = 0$, system. The first one, shown in Fig. 1, occurs at $J_0 < J$, where the glass phase intervenes between two areas of the disordered one. In the figure, we plot the finite-$M$ DI-GL critical lines as well as their $M \to \infty$ extrapolation [30]. As the main plot covers narrow ranges of the parameters, in the inset, we present the phase diagram in their broader range (at $M = 5$) to place the reentrant part in the bigger picture. One may compare this result to quantum spin glass systems [33, 34], where a very similar phase boundary between the paramagnetic and glassy regions was found, but this kind of reentrant behavior was not seen. As the used model is equivalent to the one used for spin glass systems, we establish that the on-site repulsion $U$ acts in a qualitatively distinct way from the transverse field in spin glasses. While the field works one-sidedly and only destroys the order, there is a specific range of temperatures in which the interactions turn out to be necessary to stabilize the ordered phase. Only after reaching some higher critical value do the interactions destroy the order. One might notice that the transition occurs around the value of $T/J \approx 1.0$. This is not a coincidence and we have confirmed that the $U = 0$ DI-GL transition happens at $T \approx J$ for other valid values of $J_0/J$ as well (the transition exists only at $J_0 < J$).

The other two kinds of reentrant phase transitions occur at $J_0 > J$ and are presented using the value of $J_0/J = 1.2$ in Fig. 2. The first one takes place at $T/J \approx 1.2$, where the SF phase appears between two areas of the disordered one. This kind of reentrant behavior has been seen in a non-disordered bosonic model in Ref. [21]. Here we confirm its occurrence also in a system that is additionally disturbed by the disorder. The other reentrant behavior takes place at $T/J \approx 1.0$, where we observe a SF phase both above and below the SG one. As in the case of the previous figure, we plot the finite-$M$ critical lines and their $M \to \infty$ extrapolation. Again, we accompany the plot with one with a broader range of parameters. Similarly as in the previous case, the DI-SF transition takes place at thermal energies comparable to $J$. The critical value of $T/J \approx 1.2$ for the SF-SG line is not a coincidence either — from the analysis of the phase transition at other values of $J_0/J$ (the transitions exist at $J_0 > J$), we have established that it always happens at $T \approx J_0$, thus when thermal fluctuations are comparable to the mean hopping.

Reentrant behavior on the DI-SF critical line has been seen in non-disordered systems. Since this field is more explored, the transition has been found using various methods and with very high precision. Most of the analyses have been performed on finite-dimensional systems, which can not be directly compared to our results quantitatively, but nevertheless, a qualitative comparison is possible. In Fig. 3, we present the temperature-dependent critical lines obtained from the current formalism (black circles) along with those obtained through other methods for the clean system: quantum Monte Carlo simulations in 2D [23] and 3D [22]; analytical solution obtained through the hopping expansion [21]; self-consistent standard basis operator approach in which the random phase approximation for the 3D Bose-Hubbard Hamiltonian is used [35]; as well as the experimental data from a 3D system of ultracold bosons in an optical lattice [36]. All these lines are qualitatively similar — there is a reentrant phase transition at temperatures slightly above the critical temperature of the non-interacting system.

We now turn our attention to the cross-section of the phase diagram across which the reentrant behavior happens. In Fig. 4, we present three such cross-sections corresponding to three distinct critical lines presented above. The exact positions of the cross-sections are marked in Fig. 1 and Fig. 2 by dashed vertical lines. Along these cross-sections, we present the values of the order parameters $q$ and $\Delta$, as well as the auxiliary variable $u$. The curves are obtained with a finite value of $M = 5$, but their qualitative behavior should stay the same with $M \to \infty$, what is, however, not feasible to obtain numerically. On all three cross-sections, we observe a qualitative change of behavior twice — first, from a less ordered phase to a more ordered one, and the opposite transition later. In the panel (a), we deal with the appearance of a non-zero value of the

---

1At the lowest temperatures this phase is the MI phase, at higher ones it may be a normal liquid. However, we do not aim to distinguish the phases within this class here.
Figure 3: Phase diagram in variables $T/T_c$–$U/U_c$: a comparison between the current formalism (with disorder) and analogous results for the clean system. The value $T_c$ denotes the critical temperature of the non-interacting system, while the value $U_c$ corresponds to the critical value of the on-site interaction at $T = 0$. The line from the current formalism (at $M \to \infty$) is drawn with filled black circles. The currently calculated points are accompanied by our previous results [19] in the low-temperature regime. The critical lines drawn with squares were obtained from quantum Monte Carlo (QMC) simulations in 2D (full blue squares, Ref [23]) and 3D (empty green squares, Ref [22]). The purple dashed line is an analytical solution obtained through the Bogoliubov approximation and evaluated using the hopping expansion [21]. The red dotted line was obtained through self-consistent standard basis operator (SC-SBO) approach [35]. The orange triangles correspond to experimentally obtained phase boundaries [36]. Note that since we do not know the exact value of $U_c$ or $T_c$ in some cases, the quantitative relative scaling between the curves may not be accurate.

Figure 4: Values of the order parameters obtained with $M = 5$ along the vertical cross-sections marked on (a) Fig. 1 and (b,c) Fig. 2, i.e., obtained at constant $\mu/U = 0.4$ and (a) $T/J = 1.0$, $J_0/J = 0.8$, (b) $T/J = 0.985$, $J_0/J = 1.2$ and (c) $T/J = 1.21$, $J_0/J = 1.2$. $q$ and $\Delta$ are glass and superfluid order parameters, respectively, while $u$ is a value secondary to $\Delta$. 
glass order parameter $q$ at around the value $U/J \approx 2.7$ and then its disappearance at $U/J \approx 0.7$. In the panel (b), at $U/J \approx 3.4$, both $q$ and $\Delta$ become non-zero, signaling the presence of the superfluid phase to later vanish around $U/J \approx 0.8$. Finally, in panel (c), the values of $q$ and $u$ become distinct at $U/J \approx 2.9$, which we mentioned earlier as the signature of the superglass phase, and become equal again at $U/J \approx 0.4$.

6. Conclusions and outlook

We have presented a family of reentrant phase transitions occurring along the $U/J$ axis in a Bose-Hubbard model with random hopping integrals. These transitions take place on three distinct phase boundaries: glassy to disordered, superfluid to disordered, and superglass to superfluid. We have found that at intermediate values of the on-site repulsion, the critical temperatures are slightly higher than those of either their non-interacting or strongly interacting counterparts. This suggests that the on-site repulsion can stabilize the ordered phase above the non-interacting temperature threshold. However, the question of why it happens remains open. Providing an unambiguous answer can be difficult. In many cases, one usually limits the study to establishing the presence of reentrant behavior. It is possible that numerical studies in finite dimensional systems, providing insight into the microscopic properties of the phases, could bring us closer to understanding the observed behavior.
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