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Abstract

Techniques of matrix completion aim to impute a large portion of missing entries in a data matrix through a small portion of observed ones. In practice including collaborative filtering, prior information and special structures are usually employed in order to improve the accuracy of matrix completion. In this paper, we propose a unified nonconvex optimization framework for matrix completion with linearly parameterized factors. In particular, by introducing a condition referred to as Correlated Parametric Factorization, we can conduct a unified geometric analysis for the nonconvex objective by establishing uniform upper bounds for low-rank estimation resulting from any local minimum. Perhaps surprisingly, the condition of Correlated Parametric Factorization holds for important examples including subspace-constrained matrix completion and skew-symmetric matrix completion. The effectiveness of our unified nonconvex optimization method is also empirically illustrated by extensive numerical simulations.

1 Introduction

Matrix completion techniques predict missing entries in a data matrix from partially observed ones. Their most successful application includes collaborative filtering [Rennie and Srebro, 2005, Candès and Recht, 2009] in which unobserved user-item ratings are predicted with the available ones. To put the problem in mathematical terms: Let $M^\star$ be an $n_1 \times n_2$ matrix whose rank is $r \ll \min(n_1,n_2)$, and we aim to estimate the whole matrix from a small proportion of noisy observed entries. To be specific, let $\Omega \subset [n_1] \times [n_2]$ be the index set that supports all observed entries. The observation is represented by

$$P_\Omega(M) = P_\Omega(M^\star + N),$$ \hspace{1cm} (1.1)

where $N$ is a matrix consisting of noise, and the operator $P_\Omega(\cdot)$ preserves the entries on $\Omega$ while zeros the entries on $\Omega^c$.

Note that any rank-$r$ matrix can be parameterized through the factorization $XY^T$, where both $X$ and $Y$ have $r$ columns. With this parameterization, the regularized least squares objective proposed in Ge et al. [2016, 2017] is

$$f(X,Y) := \frac{1}{2p} \|P_\Omega(XY^T - M)\|^2_F + \frac{1}{8} \|X^T X - Y^T Y\|^2_F + \lambda(G_\alpha(X) + G_\alpha(Y)), \hspace{1cm} (1.2)$$

where

$$G_\alpha(X) := \sum_{i=1}^n [(\|X_i\|_2 - \alpha)_+]^4 \hspace{1cm} (1.3)$$
and $p$ denotes the sampling rate, while both $\alpha$ and $\lambda$ can be viewed as tuning parameters.

Due to nonconvexity, standard methods such as gradient descent may converge to a local minimum of the above objective function. A series of papers in the literature including Ge et al. [2016, 2017] and Chen and Li [2019] intend to understand the nonconvex geometry of (1.2). In particular, they focus on figuring out sufficient conditions for the ground-truth low rank matrix $M^*$ as well as its geometric analysis to cases in which prior information on the low-rank matrix is known.

$M^*$ is a rank-$r$ well-conditioned positive semidefinite matrix and its eigenspace incoherence parameter defined in Candès and Recht [2009] is well-bounded, then it has been shown in Chen and Li [2019] that with high probability, any local minimum of the PSD analog of (1.2) yields exact low-rank recovery, i.e., there is no spurious local minimum, provided that the sampling pattern is i.i.d. and the sampling rate satisfies $p \gtrsim (r^2 \log n)/n$.

The goal of the present paper is to extend the nonconvex matrix completion objective (1.2) as well as its geometric analysis to cases in which prior information on the low-rank matrix is known and explored. Two examples are subspace-constrained and skew-symmetric matrix completions. We also have the factorization

$$M^* = \Theta_1 \Theta_2 \in R^{n_1 \times r} \text{ with } \Theta_1 \text{ and } \Theta_2 \text{ in the lexicographic order},$$

Denote by $\theta = \text{vec}(\Theta_1, \Theta_2)$ an $((s_1 + s_2) r)$-dimensional vector that contains all entries in $\Theta_1$ and $\Theta_2$ (e.g., in the lexicographic order), and define the two linear mappings:

$$X(\theta) = \tilde{U} \Theta_1 \in R^{n_1 \times r} \quad \text{and} \quad Y(\theta) = \tilde{V} \Theta_2 \in R^{n_2 \times r}. \quad (1.4)$$

Without loss of generality, assume that both $\tilde{U}$ and $\tilde{V}$ consist of orthonormal basis, i.e., $\tilde{U}^\top \tilde{U} = I_{s_1}$ and $\tilde{V}^\top \tilde{V} = I_{s_2}$. Then the above parameterized factorization becomes $M^* = X(\xi) Y(\xi)^\top$ with $\xi = \text{vec}(\Xi_A, \Xi_B)$.

If $M^*$ is an $n \times n$ rank-$r$ skew-symmetric matrix (which implies that $r$ is even), by the Youla decomposition [Youla, 1961], it can be represented (not uniquely) as

$$M^* = \Xi_A \Xi_B^\top - \Xi_B \Xi_A^\top,$$

where $\Xi_A, \Xi_B \in R^{n \times \frac{r}{2}}$. Again, denote by $\theta = \text{vec}(\Theta_A, \Theta_B)$ an $(nr)$-dimensional vector that contains all entries in $\Theta_A$ and $\Theta_B$, and define the linear and homogeneous mappings

$$X(\theta) = [\Theta_A, -\Theta_B] \in R^{n \times r} \quad \text{and} \quad Y(\theta) = [\Theta_B, \Theta_A] \in R^{n \times r}. \quad (1.5)$$

We also have the factorization $M^* = X(\xi) Y(\xi)^\top$ with $\xi = \text{vec}(\Xi_A, \Xi_B)$.
Therefore, both subspace-constrained matrix completion and skew-symmetric matrix completion are special cases of the following parameterized matrix completion problem: If both factors for the low-rank matrix $M^* = XY^\top$ can be parameterized by linear mappings $X(\xi)$ and $Y(\xi)$, how can we estimate $M^*$ from the partial and noisy observation $P_\Omega(M) = P_\Omega(M^* + N)$?

Naturally, by substituting the parametric forms $X = X(\theta)$ and $Y = Y(\theta)$ into the nonconvex optimization (1.2), we obtain the following optimization with the argument $\theta$:

$$
\tilde{f}(\theta) := f(X(\theta), Y(\theta)) = \frac{1}{2p} \|P_\Omega(X(\theta)Y(\theta)^\top - M)\|_F^2 + \frac{1}{8} \|X(\theta)^\top X(\theta) - Y(\theta)^\top Y(\theta)\|_F^2
+ \lambda(G_\alpha(X(\theta)) + G_\alpha(Y(\theta))).
$$

The nonconvex objective (1.6) can be applied to various specific parameterized matrix completion problems. For example, we can substitute the parametric forms (1.4) into (1.6) to derive a nonconvex objective for skew-symmetric matrix completion, and substitute the parameterizations (1.4) into (1.6) to derive a nonconvex objective for subspace-constrained matrix completion. Details are elaborated on as follows:

- For subspace-constrained matrix completion, the parametric forms $X(\theta)$ and $Y(\theta)$ are defined in (1.4) with $\theta = \text{vec}(\Theta_A, \Theta_B)$. Recall that we have assumed $\tilde{U}^\top \tilde{U} = I_{s_1}$ and $\tilde{V}^\top \tilde{V} = I_{s_2}$. Then the parameterization (1.4) implies the following

$$
\begin{align*}
X(\theta)Y(\theta)^\top &= \tilde{U} \Theta_A \Theta_B^\top \tilde{V}^\top, \\
X(\theta)^\top X(\theta) &= \Theta_A^\top \tilde{U}^\top \tilde{U} \Theta_A = \Theta_A^\top \Theta_A, \\
Y(\theta)^\top Y(\theta) &= \Theta_B^\top \tilde{V}^\top \tilde{V} \Theta_B = \Theta_B^\top \Theta_B.
\end{align*}
$$

Substituting them into (1.6), we have the objective function:

$$
\tilde{f}_{\text{subspace}}(\Theta_A, \Theta_B) := \frac{1}{2p} \|P_\Omega(\tilde{U} \Theta_A \Theta_B^\top \tilde{V}^\top - M)\|_F^2 + \frac{1}{8} \|\Theta_A^\top \Theta_A - \Theta_B^\top \Theta_B\|_F^2
+ \lambda(G_\alpha(\tilde{U} \Theta_A) + G_\alpha(\tilde{V} \Theta_B)).
$$

- For skew-symmetric matrix completion, the parametric forms $X(\theta)$ and $Y(\theta)$ are defined in (1.5) with $\theta = \text{vec}(\Theta_A, \Theta_B)$. Straightforward calculation gives

$$
\begin{align*}
X(\theta)Y(\theta)^\top &= \Theta_A \Theta_B^\top - \Theta_B \Theta_A^\top, \\
X(\theta)^\top X(\theta) &= \begin{bmatrix}
\Theta_A^\top \Theta_A & -\Theta_A^\top \Theta_B \\
-\Theta_B^\top \Theta_A & \Theta_B^\top \Theta_B
\end{bmatrix}, \\
Y(\theta)^\top Y(\theta) &= \begin{bmatrix}
\Theta_B^\top \Theta_B & \Theta_B^\top \Theta_A \\
\Theta_A^\top \Theta_B & \Theta_A^\top \Theta_A
\end{bmatrix}.
\end{align*}
$$
Substituting them into (1.6), we have the objective function
\[ f_{\text{skew}}(\Theta_A, \Theta_B) = \frac{1}{2p} \| p \Omega (\Theta_A \Theta_B^\top - \Theta_B \Theta_A^\top - M) \|_F^2 + \frac{1}{4} \| \Theta_A^\top \Theta_A - \Theta_B^\top \Theta_B \|_F^2 \]
\[ + \frac{1}{4} \| \Theta_A^\top \Theta_B + \Theta_B^\top \Theta_A \|_F^2 + 2 \lambda G_\alpha((\Theta_B, \Theta_A)). \]  

(1.8)

Here we use the fact \( G_\alpha((\Theta_B, \Theta_A)) = G_\alpha((\Theta_A, -\Theta_B)). \)

Inspired by the previous studies in Ge et al. [2016, 2017] and Chen and Li [2019] regarding standard matrix completion, we are interested in a unified geometric analysis for the generic non-convex objective (1.6) for parameterized matrix completion. The crux for such extension hinges on two key assumptions on the parametric forms \((X(\theta), Y(\theta))\) and the ground truth \(M^\star\). As suggested by the examples of subspace-constrained and skew-symmetric matrix completions, we first assume that both \(X(\theta)\) and \(Y(\theta)\) are linear mappings of \(\theta\). The second assumption regarding the relationship between \((X(\theta), Y(\theta))\) and the ground truth \(M^\star\), referred to as \textit{correlated parametric factorization}, is novel in the literature of matrix completion, and plays the most essential role in our unified geometric analysis. Though this assumption has a neat mathematical form, it cannot be easily explained by non-mathematical intuitions. We defer its formal definition to Section 2.1.

The most intriguing part in this work is that the non-intuitive assumption of \textit{correlated parametric factorization} holds for various examples including the aforementioned subspace-constrained factorization (1.4) and skew-symmetric factorization (1.5). In fact, bringing both examples into a unified framework by this neat assumption is unexpected to us, and it is still unclear whether there is some geometrical explanation for such unification. Nevertheless, we verify the assumption of correlated parametric factorization for those two examples in Sections 4.3.1 and 4.4.1 respectively with very different algebraic arguments.

1.1 Related Work

As with most high-dimensional problems where low-complexity structures need to be explored and exploited for statistical learning and inferences, low-rank structures are a common assumption for deriving and justifying matrix completion algorithms. By imposing nuclear norm regularization to recover low-rank structures [Recht et al., 2010], convex optimization methods have been widely used in the literature of matrix completion, and their theoretical properties have been well studied; see, e.g., Candès and Recht [2009], Candès and Tao [2010], Candès et al. [2011], Recht [2011], Gross [2011], Negahban and Wainwright [2012], Hsu et al. [2011], Sun and Zhang [2012], Koltchinskii et al. [2011], Li [2013].

Though convex optimization methods could have near-optimal theoretical guarantees for matrix completion under certain incoherence conditions, they could be unscaleable to large data matrices whose dimensions are in hundreds of thousands. In contrast, nonconvex optimization methods for low-rank recovery have been proposed and analyzed in the literature due to computational convenience. Examples include optimization over Grassmann manifolds [Keshavan et al., 2010a,b], singular value projections (SVP) [Jain et al., 2010, Ding and Chen, 2020], alternating minimization [Jain et al., 2013], penalized, projected, or thresholded gradient descent [Sun and Luo, 2016, Chen and Wainwright, 2015, Cai et al., 2016, Zheng and Lafferty, 2016, Yi et al., 2016], vanilla gradient descent [Candes et al., 2015, Ma et al., 2020, Chen et al., 2020], etc. From geometric perspective, “no spurious local minimum” results have been established in Sun et al. [2018], Ge et al. [2016, 2017], Chen and Li [2019], and the present work belongs to this line of studies.
Prior information and special structures have also been explored and employed in the literature of matrix completion. Subspace-constrained matrix completion has been shown to be effective in improving the performances of collaborative filtering, and has various methodological and theoretical developments [Jain and Dhillon, 2013, Xu et al., 2013, Yi et al., 2013, Natarajan and Dhillon, 2014, Chen, 2015, Si et al., 2016, Eftekhari et al., 2018]. In fact, without the penalization terms, the least squares term in (1.7) can be represented in form of the nonconvex objective studied in Jain and Dhillon [2013], though their distributional assumptions on rank-one sampling do not apply to our settings. Motivated by applications such as pairwise ranking, skew-symmetric structures have also been exploited for matrix completion in the literature. See, e.g., Jiang et al. [2011], Gleich and Lim [2011], and Chatterjee [2015]. For example, it has been shown in Gleich and Lim [2011, Theorem 3] that if the initial input is skew-symmetric, singular value projection (SVP) [Jain et al., 2010] maintains the skew-symmetry in all iterations.

1.2 Notation

Throughout this paper, bold uppercase/lowercase characters denote matrices/vectors, respectively. For a given matrix \( A \), its \((i,j)\)-th entry, \( i \)-th row, and \( j \)-th column are denoted by \( A_{i,j} \), \( A_{i,\cdot} \), and \( A_{\cdot,j} \), respectively. Its spectral, Frobenius, and \( \ell_{2,\infty} \) norms are denoted by \( \| A \| \), \( \| A \|_F \) and \( \| A \|_{2,\infty} := \max_i \| A_{i,\cdot} \|_2^2 \), respectively. Denote by \( \text{colspan}(A)/\text{rowspan}(A) \) the column/row space of \( A \). Denote by \( P_A \) the Euclidean projector onto \( \text{colspan}(A) \). Denote \( A \succeq 0 \) if \( A \) is a symmetric or Hermitian positive semidefinite matrix. For any two matrices \( A \) and \( B \) of the same dimensions, their matrix inner product is denoted by \( \langle A, B \rangle = \text{trace}(A^\top B) = \sum_i \sum_j A_{i,j} B_{i,j} \), and their Hadamard/entrywise product is denoted by \( A \odot B \) with entries \( [A \odot B]_{i,j} = A_{i,j} B_{i,j} \). For any two matrices \( A \) and \( B \), \( \text{vec}(A,B) \) denotes a vector consisting of all entries in \( A \) and \( B \) in some fixed order. Denote by \( J_{n_1 \times n_2} \) (or \( J \) when the dimensions are clear in the context) the \( n_1 \times n_2 \) matrix with all entries equal to one. Denote by \( O(r) \) the set of \( r \times r \) orthogonal matrices. Let \( n_{\min} := \min\{n_1, n_2\} \) and \( n_{\max} := \max\{n_1, n_2\} \). Finally, denote by \( C_0, C_1, \ldots \) and \( C_v, C_c, \ldots \) some fixed positive absolute constants.

1.3 Organization of the Paper

The rest of the paper is organized as follows: In Section 2, we first introduce the key assumptions regarding the parameterized factorization formally, and then introduce our main results on the low-rank estimation with any local minimum, followed by corollaries for subspace-constrained and skew-symmetric matrix completions. Some results of numerical simulations are presented in Section 3 so as to illustrate our theoretical findings. We give a summary of our contributions and propose some open questions for future research in Section 5. All proofs can be found in Sections 4 with technical details deferred to the appendices.

2 Main Results

The major contribution of this paper is on deriving theoretical properties of parameterized matrix completion with nonconvex optimization (1.6). We first introduce key assumptions on the low-rank matrix \( M^* \), the parameterized factors \( (X(\theta), Y(\theta)) \), and the observation support \( \Omega \). Under these assumptions, we show in Section 2.2 that the geometric analysis in Chen and Li [2019] for PSD matrix completion can be extended to parameterized matrix completion. In particular, we give a
uniform upper bound for the estimation error \( \| X(\hat{\xi})Y(\hat{\xi})^\top - M^* \|^2 \), with any local minimum \( \hat{\xi} \) of the nonconvex objective (1.6). Corollaries of our meta-theorem give conditions for consistent subspace-constrained and skew-symmetric matrix completions via nonconvex optimization.

2.1 Assumptions

Let us now introduce the key assumptions on the parameterized factors \((X(\theta), Y(\theta))\) mentioned earlier. We first assume that both factors are linear mappings in \( \theta \).

Assumption 1 (Linearity). Both \( X(\theta) \in \mathbb{R}^{n_1 \times r} \) and \( Y(\theta) \in \mathbb{R}^{n_2 \times r} \) are linear mappings in \( \theta \), i.e. \( X(t_1 \theta_1 + t_2 \theta_2) = t_1 X(\theta_1) + t_2 X(\theta_2) \) and \( Y(t_1 \theta_1 + t_2 \theta_2) = t_1 Y(\theta_1) + t_2 Y(\theta_2) \) for all \( \theta_1, \theta_2 \in \mathbb{R}^d \) and \( t_1, t_2 \in \mathbb{R} \). Here \( d \) is the intrinsic dimension of \( \theta \).

The next assumption, referred to as the Correlated Parametric Factorization, plays an essential role in the geometric analysis of the nonconvex objective (1.6), verification of which for subspace-constrained factorization (1.4) and skew-symmetric factorization (1.5) will be stated in later subsections.

Assumption 2 (Correlated Parametric Factorization of \( M^* \)). The rank-\( r \) matrix \( M^* \) and the parameterized factors \((X(\theta), Y(\theta))\) defined in Assumption 1 are said to satisfy the correlated parameterized factorization, if for any \( \theta \in \mathbb{R}^d \), there exists \( \xi \in \mathbb{R}^d \) (not necessarily unique), such that

\[
\begin{align*}
    M^* &= X(\xi)Y(\xi)^\top, \\
    X(\xi)^\top X(\xi) &= Y(\xi)^\top Y(\xi), \\
    X(\theta)^\top X(\xi) + Y(\theta)^\top Y(\xi) &\succeq 0.
\end{align*}
\]

Let us now introduce models of observation patterns \( \Omega \subset [n_1] \times [n_2] \). We assume that the entries are observed independently with certain probability \( p \) for the following two scenarios of rectangular and square matrices, respectively.

Model 1. For rectangular matrix completion, the index set \( \Omega \) is assumed to follow the independent Ber(\( p \)) model, i.e., each entry is sampled independently with probability \( p \).

Model 2. For square matrix completion \((n_1 = n_2 := n)\), the index set \( \Omega \) is assumed to follow the off-diagonal symmetric independent Ber(\( p \)) model, i.e., \( \Omega \) is the support of symmetric off-diagonal entries that are sampled independently with probability \( p \). No diagonal entries are included in \( \Omega \).

2.2 A Meta-Theorem

Our main theorem is concerned with the conditions for accurate parametric matrix completion via the nonconvex objective (1.6).

Theorem 2.1. Assume that \( M^* \) has rank \( r \) and its reduced singular value decomposition (SVD) is \( M^* = U^* \Lambda V^* \), where \( U^* \in \mathbb{R}^{n_1 \times r} \), \( V^* \in \mathbb{R}^{n_2 \times r} \) and \( \Lambda = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_r) \) with \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0 \).\footnote{In this paper, (reduced) SVD of matrices is repeatedly used. Note that (reduced) SVD may not be unique due to possible multiplicity in singular values. In that case, we simply choose one (reduced) SVD and keep it fixed throughout the discussion.} The condition number of \( \Lambda \) is denoted by \( \kappa = \sigma_1/\sigma_r \). Moreover, following Candès
and Recht [2009], the incoherence parameter \( \mu \) for \( M^* \) determined by its row and column spaces is defined as
\[
\mu = \max \left\{ \frac{n_1}{r} \left\| U^* \right\|_{2,\infty}^2, \frac{n_2}{r} \left\| V^* \right\|_{2,\infty}^2 \right\}.
\]  

(2.2)

Suppose that \( M^*, X(\theta) \) and \( Y(\theta) \) satisfy Assumptions 1 and 2, and that \( \Omega \), the support of observed entries, follows either Model 1 or 2. Moreover, let the sampling rate \( p \) and the tuning parameters \( \alpha \) and \( \lambda \) in (1.2) satisfy the following inequalities:
\[
\begin{cases}
  p \geq C_1 \max \left\{ \frac{1}{n_{\min}} \mu r \log n_{\max}, \frac{n_{\max}}{n_{\min}} \mu^2 r^2 \kappa^2 \right\}, \\
  C_2 \sqrt{n_{\max}/p} \leq \lambda \leq 10 C_2 \sqrt{n_{\max}/p}, \\
  C_2 \sqrt{\mu r \sigma_1 / n_{\min}} \leq \alpha \leq 10 C_2 \sqrt{\mu r \sigma_1 / n_{\min}},
\end{cases}
\]  

(2.3)

where \( n_{\max} := \max(n_1, n_2) \) and \( n_{\min} := \min(n_1, n_2) \). Then, on an event \( E \) with probability \( P[E] \geq 1 - (n_1 + n_2)^{-3} \), any local minimum \( \hat{\xi} \) of (1.6) satisfies
\[
\left\| M^* - \hat{M} \right\|_F^2 \leq \frac{C_3 r}{p^2} \psi^2,
\]

where
\[
\psi := \max_{\theta_1, \theta_2 \in \mathbb{R}^d} \left\| P_X(\theta_1) P_\Omega(N) P_Y(\theta_2) \right\|.
\]  

(2.4)

Here \( C_1, C_2, C_3 \) are fixed absolute constants. Recall that \( P_A \) is the Euclidean projection matrix onto \( \text{colspan}(A) \). In particular, if there is no noise, i.e., \( N = 0 \), then on the same event any local minimum \( \hat{\xi} \) gives exact low-rank recovery \( \hat{M} = M \), that is, there is no spurious local minimum.

2.3 Implication for PSD Matrix Completion

Besides applications in some specific parametric matrix completion problems, existing geometric analysis for nonconvex matrix completion for more standard cases like general rectangular or positive semidefinite (PSD) matrices, can be implied by our meta-theorem.

Consider, for example, PSD matrix completion where we have \( n_1 = n_2 = n \), and the underlying rank-\( r \) matrix can be decomposed as \( M^* = \Xi_0 \Xi_0^\top \) for some \( \Xi_0 \in \mathbb{R}^{n \times r} \). For any \( \Theta \in \mathbb{R}^{n \times r} \), denote \( \Theta := \text{vec}(\Theta) \) and define the linear mappings \( X(\Theta) = Y(\Theta) = \Theta \). The parameterized factorization for rank-\( r \) PSD matrices becomes \( X(\Theta)Y(\Theta)^\top = \Theta \Theta^\top \), and the corresponding parameterized factorization for the ground truth is \( M^* = X(\xi_0)Y(\xi_0)^\top \) for \( \xi_0 := \text{vec}(\Xi_0) \).

It is obvious that \( X(\Theta) = Y(\Theta) = \Theta \) are linear mappings in \( \theta \), and so Assumption 1 holds. Let us now see how to construct \( \Xi \) based on any given \( \Theta \), such that the requirements in Assumption 2 can hold simultaneously. The second equality in (2.1) holds since \( X(\xi) = Y(\xi) = \Xi \). To ensure the first equality, we let \( \Xi = \Xi_0 R \) for some underdetermined orthogonal matrix \( R \), which gives \( \Xi \Xi^\top = \Xi_0 \Xi_0^\top = M^* \). The remaining question is how to choose \( R \) such that \( \Theta^\top \Xi \) is PSD. This can be easily obtained by considering the SVD of \( \Theta^\top \Xi_0 \). It is interesting that the construction of such \( R \) plays an important role in the literature of PSD matrix completion. See, e.g., Chen and Wainwright [2015, Lemma 1].
The nonconvex objective (1.6) for PSD matrix completion takes the form

\[ f_{\text{psd}}(\Theta) := \frac{1}{2p} \left\| P_\Omega(\Theta\Theta^\top - M) \right\|_F^2 + 2\lambda G_\alpha(\Theta), \]

which is exactly the objective studied in Ge et al. [2016, 2017] and Chen and Li [2019]. Implied by Theorem 2.1, with high probability, there is no spurious local minimum of (2.5), provided that the tuning parameters are suitably chosen and the sampling rate satisfies \( p \geq C_1 n \max \{ \mu r \log n, \nu r^2 \kappa^2 \} \), which is exactly the same as the state-of-the-art result in Chen and Li [2019]. Furthermore, consider the special noisy case in which the entries of noise matrix \( N \) are i.i.d. Gaussian random variables with mean 0 and variance \( \sigma^2 \). Then \( \| P_\Omega(N) \|_2^2 = O((np + \log n)\sigma^2) \) (see, e.g., Chen and Wainwright [2015, Lemma 11]). Theorem 2.1 implies the estimation error bound \( \| M^* - \hat{\Theta}\hat{\Theta}^\top \|_F^2 = O((\frac{nr}{p} + \frac{r \log^2 n}{p^2})\sigma^2) \), which matches the state-of-the-art results in the literature of noisy matrix completion. See, e.g., Keshavan et al. [2010b], Chen and Wainwright [2015] and Ma et al. [2018].

In the next two subsections, we apply Theorem 2.1 to subspace-constrained matrix completion (1.7) and skew-symmetric matrix completion (1.8), respectively.

### 2.4 Nonconvex Subspace-Constrained Matrix Completion

For subspace-constrained matrix completion, the parametric factors have the form (1.4), i.e. \( X(\theta) = \tilde{U}\Theta_A \) and \( Y(\theta) = \tilde{V}\Theta_B \), where \( \theta = \text{vec}(\Theta_A, \Theta_B) \). Recall that we always assume \( \tilde{U}^\top \tilde{U} = I_{s_1} \) and \( \tilde{V}^\top \tilde{V} = I_{s_2} \). Here \( X(\theta) \) and \( Y(\theta) \) are linear mappings, thereby satisfying Assumption 1. The verification of Assumption 2 is summarized as the following lemma, the proof of which is deferred to Section 4.3.1.

**Lemma 2.2.** Let \( M^* \in \mathbb{R}^{n_1 \times n_2} \) be a rank-\( r \) matrix whose column space and row space are constrained in \( \text{colspan}(\tilde{U}) \) and \( \text{colspan}(\tilde{V}) \), where \( \tilde{U}^\top \tilde{U} = I_{s_1} \) and \( \tilde{V}^\top \tilde{V} = I_{s_2} \). Then the parameterized factors \( X(\theta), Y(\theta) \) defined in (1.4) satisfy Assumption 2 with \( M^* \in \mathbb{R}^{n_1 \times n_2} \).

Theorem 2.1 implies the following corollary for nonconvex subspace-constrained matrix completion with objective (1.7).

**Corollary 2.3.** Let \( M^* \in \mathbb{R}^{n_1 \times n_2} \) be a rank-\( r \) matrix. The incoherence parameter \( \mu \) and condition number \( \kappa \) are defined in Theorem 2.1. Assume that the columns of \( \tilde{U} \in \mathbb{R}^{n_1 \times s_1} \) constitute an orthonormal basis of the column space constraint for \( M^* \), while the columns of \( \tilde{V} \in \mathbb{R}^{n_2 \times s_2} \) constitute an orthonormal basis of the row space constraint. The support of observation, \( \Omega \), is assumed to follow Model 1. The entries of the noise matrix \( N \) are i.i.d. centered sub-exponential random variables satisfying the Bernstein condition [Wainwright, 2019, (2.15)] with parameter \( b \) and variance \( \nu^2 \).

If the sampling rate \( p \) and the tuning parameters \( \alpha, \lambda \) satisfy (2.3). Then, uniformly on an event \( E_{\text{subspace}} \) with probability \( \mathbb{P}[E_{\text{subspace}}] \geq 1 - 2(n_1 + n_2)^{-3} \), any local minimum \( (\tilde{\Xi}_A, \tilde{\Xi}_B) \) of \( f_{\text{subspace}}(\Theta_A, \Theta_B) \) in (1.7) satisfies:

\[ \| \tilde{U}\tilde{\Xi}_A\tilde{\Xi}_B^\top \tilde{V}^\top - M^* \|_F^2 \leq \frac{C_4 r}{p^2} \left( \nu^2 p(s_1 + s_2) \log(n_1 + n_2) + b^2 \frac{\mu_\ell \mu_{\ell^2} s_1 s_2}{n_1 n_2} \log^2(n_1 + n_2) \right). \]

Here \( \mu_\ell = \frac{n_1}{s_1} \| \tilde{U} \|_{2,\infty}^2 \), \( \mu_{\ell^2} = \frac{n_2}{s_2} \| \tilde{V} \|_{2,\infty}^2 \), and \( C_4 \) is some fixed positive absolute constant.
To the best of our knowledge, existing investigations in the literature on matrix completion with subspace constraints are majorly focused on the noiseless case [Yi et al., 2013, Xu et al., 2013, Chen, 2015, Jain and Dhillon, 2013, Eftekhar et al., 2018], while error rates for noisy recovery are little-studied. Consider the scenario in which the noise matrix \( \mathbf{N} \) consists of i.i.d. \( \mathcal{N}(0, \sigma^2) \) entries. This gives \( b = \sigma \) and variance \( \nu^2 = \sigma^2 \). For simplicity of discussion, assume \( s_1 = s_2 = s, \ n_1 = n_2 = n, \ \mu = O(1), \ \mu_U = O(1), \ \mu_V = O(1) \) and \( \kappa = O(1) \). Then Corollary 2.3 implies that as long as \( p \gtrsim \frac{1}{n} \max \{ r \log n, r^2 \} \), with high probability, \( \| \tilde{U} \hat{X}_A \tilde{B}_B^\top \mathbf{V} - \mathbf{M}^* \|_F^2 \lesssim \sigma^2 s r (\log n)/p \) holds uniformly for any local minimum. As explained in the previous subsection, the error rates for standard matrix completion are \( O(\sigma^2 nr/p) \). Therefore, Corollary 2.3 indicates that the estimation error can be significantly reduced by exploring and employing subspace constraints.

In the noiseless case, we should admit that the sufficient condition on the sampling rate for exact matrix completion, \( p \gtrsim \frac{1}{n} \max \{ r \log n, r^2 \} \), may be suboptimal. In fact, fewer samples are sufficient for exact low-rank recovery for convex optimization methods [Yi et al., 2013, Xu et al., 2013, Chen, 2015] as well as alternating minimization [Jain and Dhillon, 2013]. Given our aim is to establish a unified methodological and theoretical framework for parameterized matrix completion via nonconvex optimization, improving sample size conditions for special cases is beyond the scope of the paper, but we are interested in studying this issue in future work.

\section{Nonconvex Skew-Symmetric Matrix Completion}

For skew-symmetric matrix completion, the parameterized factors are defined in (1.5), which are \( \mathbf{X}(\theta) = [\Theta_A, \Theta_B, \Theta_A] \) and \( \mathbf{Y}(\theta) = [\Theta_B, \Theta_A] \) with \( \theta = \text{vec}(\Theta_A, \Theta_B) \). The factors \( \mathbf{X}(\theta) \) and \( \mathbf{Y}(\theta) \) are linear mappings and thereby satisfying Assumption 1. Assumption 2 is verified through the following result with the proof deferred to Section 4.4.1.

\textbf{Lemma 2.4.} Let \( \mathbf{M}^* \) be a rank-\( r \) skew-symmetric matrix. Then, the parameterization \( (\mathbf{X}(\theta), \mathbf{Y}(\theta)) \) defined in (1.5) and \( \mathbf{M}^* \) satisfy Assumption 2.

Theorem 2.1 implies the following noisy low-rank recovery result for skew-symmetric matrix completion via nonconvex objective (1.8).

\textbf{Theorem 2.5.} Let \( \mathbf{M}^* \in \mathbb{R}^{n \times n} \) be a rank-\( r \) skew-symmetric matrix. The incoherence parameter \( \mu \) and the condition number \( \kappa \) are defined in Theorem 2.1. The support of the observed entries \( \Omega \) is assumed to follow from Model 2. The skew-symmetric noise matrix \( \mathbf{N} \) consists of i.i.d. upper triangular entries, which are centered sub-exponential random variables satisfying the Bernstein condition with parameter \( b \) and variance \( \nu^2 \). Suppose that the sampling rate \( p \) and the tuning parameters \( \alpha \) and \( \lambda \) satisfy (2.3). Then, uniformly on an event \( \mathcal{E}_{skew} \) with probability \( \mathbb{P}[\mathcal{E}_{skew}] \geq 1 - 2n^{-3} \), any local minimum \( (\tilde{\Theta}_A, \tilde{\Theta}_B) \) of \( f_{skew}(\Theta_A, \Theta_B) \) defined in (1.8) satisfies \( \| \tilde{\Theta}_A \tilde{\Theta}_B^\top - \tilde{\Theta}_B \tilde{\Theta}_A^\top - \mathbf{M}^* \|_F^2 \leq \frac{C_5 r}{p^2} (\nu^2 p n \log n + b^2 \log^2 n) \). Where \( C_5 \) is a fixed positive absolute constant.

As with the discussion in Section 2.4, if the upper triangular part of noise matrix \( \mathbf{N} \) consists of i.i.d. Gaussian random variables with mean 0 and variance \( \sigma^2 \), and the sampling rate satisfies \( p \gtrsim \frac{1}{n} \max \{ r \log n, r^2 \} \), then the estimation error satisfies \( \| \tilde{\Theta}_A \tilde{\Theta}_B^\top - \tilde{\Theta}_B \tilde{\Theta}_A^\top - \mathbf{M}^* \|_F^2 = O(\sigma^2 nr(\log n)/p) \), which is comparable to the aforementioned error rate \( O(\sigma^2 nr/p) \) for PSD matrix completion up to a logarithmic factor.

9
3 Experiments

In this section, some numerical results are shown to demonstrate the performance of the proposed nonconvex optimization for subspace-constrained matrix completion (1.7) and skew-symmetric matrix completion (1.8).

In all simulations, the sampling rate \( p \) is replaced with the empirical analog \( \hat{p} := \frac{|\Omega|}{n_1 n_2} \). The hyperparameters are set as \( \lambda = 100\sqrt{(n_1 + n_2)\hat{p}} \) and \( \alpha = 100 \). In both examples, the nonconvex objective (1.6) is minimized by gradient descent, with initialization for \( \theta \) consisting with i.i.d. standard normal entries. At each step of the gradient descent, the step size is selected through line search. To be specific, at each update of \( \theta \), the step size is set to be max\(\{2^{-k}, 10^{-10}\}\) for \( k := \min\{t \mid t = 0, 1, 2, 3, \cdots, \hat{f}(\theta - 2^{-t}\nabla \hat{f}(\theta)) \leq \hat{f}(\theta)\} \). The gradient descent iteration is terminated either after 500 iterations or as soon as the update on \( \theta \) satisfied \( \|\nabla \hat{f}(\theta)\|_2^2 \leq 10^{-10} \).

3.1 Subspace-Constrained Matrix Completion

For simulation of nonconvex optimization for subspace-constrained matrix completion (1.7), the dimensions of \( M^\star \) are set to be \( n_1 = n_2 = 500 \) and its rank is set as \( r = 2 \). We also set the dimensions of the prior column and row subspaces as \( s_1 = s_2 := s \leq 40 \). In preparation for the construction of the column and row subspace constraints with various dimensions, we generate \([u_1, \ldots, u_{40}]\) and \([v_1, \ldots, v_{40}]\) according to the Haar measure on the manifold of \( 500 \times 40 \) orthonormal basis matrices. The matrix to recover is fixed as \( M^\star = u_1 v_1^\top + u_2 v_2^\top \), which gives \( \|M^\star\|_F^2 = 2 \). In the case of noisy matrix completion, the noise matrix \( N \) consists of i.i.d. \( \mathcal{N}(0, \sigma^2) \) entries with \( \sigma^2 = 1/500^2 \), which gives \( \mathbb{E}\|N\|_F^2 = 1 \), and hence the SNR is \( \|M^\star\|_F^2/\mathbb{E}\|N\|_F^2 = 2 \). In the noiseless case we set \( N = 0 \).

In the noisy case, to implement gradient descent for solving the optimization (1.7), we consider different scenarios in terms of sampling rates and dimensions of subspace constraints: \( p = 0.005, 0.010, 0.015, \ldots, 0.1 \) and \( s = 10, 20, 30, 40 \). For each fixed pair of \((p, s)\), the sampling support is generated from Model 1, and the subspace constraints are set by \( U = [u_1, \ldots, u_s] \) and \( V = [v_1, \ldots, v_s] \). Then, gradient descent is implemented to solve (1.7) with the input \( P_{\Omega}(M^\star + N) \).

Logarithmic relative estimation errors \( \log_{10} \frac{\|\hat{M} - M^\star\|_F^2}{\|M^\star\|_F^2} \) are averaged over 10 independent generations of the support of observations \( \Omega \) and the noise \( N \), which are shown in Figure 1a. The results indicate that estimation errors are reduced when the the constraining subspaces have lower dimensions. This dependency illustrates our theoretical result Theorem (2.6).

Our experiments for the noiseless case are conducted in a similar manner, but here the sampling rate is chosen as \( p = 0.0001, 0.0002, \ldots, 0.0020 \). Rather than recording the relative errors for low-rank recovery, each experiment is viewed to be “successful” if and only if \( \frac{\|\hat{M} - M^\star\|_F}{\|M^\star\|_F} \leq 10^{-3} \), and average rates of success are plotted in Figure 1b. The results clearly show that with more restrictive subspace constraints, the required sample size for exact matrix completion is smaller. We admit that this phenomenon is not explained by Theorem 2.6, in which the sampling size requirement is implied by the meta-theorem and hence not sufficiently adaptive to subspace-constrained models. As noted earlier, we intend to improve the sample size condition results in future work.
(a) Logarithm of relative estimation error $\log_{10} \frac{\|\hat{M} - M^*\|_F^2}{\|M^*\|_F^2}$ of nonconvex subspace constrained matrix completion. Each dot in the plot represents one trial of the numerical experiment, and the curves represent the mean of 10 independent trials for given $s$.

(b) Rates of success for noiseless nonconvex subspace constrained matrix completion. Here we set the dimension of ground truth $M^* \in \mathbb{R}^{n_1 \times n_2}$ as $n_1 = n_2 = 500$, rank of $M^*$ as $r = 2$, dimension of the column/row subspace constraint as $s_1 = s_2 = s$.

Figure 1: Numerical results for nonconvex subspace-constrained matrix completion in both noisy and noiseless cases.

### 3.2 Skew-Symmetric Matrix Completion

For skew-symmetric matrix completion, we can either seek to recover the low-rank matrix by exploiting the skew-symmetric structures and solving the nonconvex optimization (1.8), or ignoring this structure and directly solving the standard matrix completion nonconvex objective (1.2). We are interested in understanding whether there is any empirical advantage to exploit the skew-
symmetric structures.

For simplicity, our experiments focused on the noiseless case. The matrix size is fixed as $n = 500$ and the rank is chosen to be $r = 4, 10, 20$. For each $r$, $[u_1, \ldots, u_{r/2}, v_1, \ldots, v_{r/2}]$ is generated according to the Haar measure on the manifold of $500 \times r$ orthonormal basis matrices. The low-rank matrix is then constructed as $M^* = u_1 v_1^T - v_1 u_1^T + \ldots + u_{r/2} v_{r/2}^T - v_{r/2} u_{r/2}^T$. The sampling rate was fixed at $p = 0.01, 0.02, \ldots, 0.20$. For each fixed pair $(r, p)$, 10 independent copies of $\Omega \in [500] \times [500]$ are generated from Model 2. Figure 2 plots the relative estimation errors as well as the corresponding medians in logarithmic scale by implementing (1.8) and (1.2) with gradient descent, respectively. The comparison indicates that when the rank $r$ is not too small, exploiting skew-symmetric structures in nonconvex optimization is helpful in reducing the required sample size for low-rank recovery.

![Figure 2: Logarithm of relative estimation error $\log_{10}(\frac{\| \hat{M} - M^* \|^2_F}{\| M^* \|^2_F})$. In this plot, skew-symmetric matrix completion and regular rectangular matrix completion are used to complete noiseless skew-symmetric matrices with rank $r = 4, 10, 20$. Here we set the dimension of ground truth $M^* \in \mathbb{R}^{n \times n}$ as $n = 500$. Each dot in the plot represents one trial of the numerical experiment, and the curves represent the median of 10 independent trials.](image)

4 Proofs

In this section, we give a proof of Theorem 2.1, followed by proofs of the two corollaries on subspace-constrained and skew-symmetric matrix completion by verifying the assumption of correlated parametric factorization in respective settings.

In the proof of Theorem 2.1, for any local minimum $\hat{\xi}$ of (1.6), we aim to control the estimation error $\| M^* - X(\hat{\xi})Y(\hat{\xi})^\top \|^2_F$. Given $\tilde{f}(\theta)$ is smooth, it is natural to study the first and second order optimality conditions, i.e., $\nabla \tilde{f}(\theta) = 0$ and $\nabla^2 \tilde{f}(\theta) \succeq 0_{d \times d}$. The strategy on employing these two conditions in the control of estimation error is key. To this end, we start with introducing an auxiliary function that connects the optimality conditions and the estimation error.
4.1 An Auxiliary Function

We first recall a key component in geometric analysis for nonconvex matrix completion: the auxiliary function associated to the gradient and Hessian of \( f(X, Y) \) defined in (1.2), which has been used in Ge et al. [2017], Jin et al. [2017], Chen and Li [2019]. For any \( X \in \mathbb{R}^{n_1 \times r}, \ Y \in \mathbb{R}^{n_2 \times r}, \ D_X \in \mathbb{R}^{n_1 \times r} \) and \( D_Y \in \mathbb{R}^{n_2 \times r} \), the auxiliary function associated to \( f(X, Y) \) is defined as

\[
K_f(X, Y; D_X, D_Y) := \text{vec}(D_X, D_Y)^\top \nabla^2 f(X, Y) \text{vec}(D_X, D_Y) - 4\langle \nabla f(X, Y), \text{vec}(D_X, D_Y) \rangle.
\] (4.1)

Because any local minimum \((\hat{X}, \hat{Y})\) of \( f(X, Y) \) satisfies the first and second order conditions, i.e., \( \nabla f(\hat{X}, \hat{Y}) = 0 \) and \( \nabla^2 f(\hat{X}, \hat{Y}) \succeq 0 \), we have

\[
K_f(\hat{X}, \hat{Y}; D_X, D_Y) \geq 0, \quad \forall D_X \in \mathbb{R}^{n_1 \times r}, D_Y \in \mathbb{R}^{n_2 \times r}.
\]

The ratio of coefficients \( 1 : (-4) \) for the two terms on the right hand side of (4.1) turns out to be essential for the nonconvex geometric analysis; see Jin et al. [2017], Ge et al. [2017], Chen and Li [2019].

Following this idea, we define an analogous auxiliary function associated to \( \tilde{f}(\theta) \) in general parametric matrix completion (1.6). For any \( \theta, \delta_\theta \in \mathbb{R}^d \), define the auxiliary function associated with \( \tilde{f} \) as

\[
K_{\tilde{f}}(\theta; \delta_\theta) := \delta_\theta^\top \nabla^2 \tilde{f}(\theta) \delta_\theta - 4\delta_\theta^\top \nabla \tilde{f}(\theta).
\] (4.2)

Again, any minimum \( \hat{\xi} \) of \( \tilde{f} \) satisfies \( \nabla \tilde{f}(\hat{\xi}) = 0 \) and \( \nabla^2 \tilde{f}(\hat{\xi}) \succeq 0 \), which gives

\[
K_{\tilde{f}}(\hat{\xi}; \delta_\theta) \geq 0, \quad \forall \delta_\theta \in \mathbb{R}^d.
\]

Control of estimation error \( \|M^* - X(\hat{\xi})Y(\hat{\xi})^\top\|_F^2 \) relies on controlling \( K_{\tilde{f}}(\theta; \delta_\theta) \), which in turn depends crucially on a careful choice of \( \delta_\theta \). To this end, Assumption 2 plays the key role and serves as the guiding principle.

We first give a lemma that characterizes the relationship between \( K_{\tilde{f}}(\theta; \delta_\theta) \) and \( K_f(X, Y; D_X, D_Y) \):

**Lemma 4.1.** For any \( \theta, \delta_\theta \in \mathbb{R}^p \), it holds that

\[
K_{\tilde{f}}(\theta; \delta_\theta) = K_f(X(\theta), Y(\theta); X(\delta_\theta), Y(\delta_\theta)).
\] (4.3)

**Proof.** Assumption 1 implies

\[
\tilde{f}(\theta + \delta_\theta) = f(X(\theta + \delta_\theta), Y(\theta + \delta_\theta)) = f(X(\theta) + X(\delta_\theta), Y(\theta) + Y(\delta_\theta)).
\] (4.4)

Due to the linearity and homogeneity of \( X(\theta) \) and \( Y(\theta) \), considering the Taylor expansions of both sides in (4.4) at \( \theta \), we get

\[
\delta_\theta^\top \nabla \tilde{f}(\theta) = \text{vec}(X(\delta_\theta), Y(\delta_\theta))^\top \nabla f(X(\theta), Y(\theta))
\] (4.5)

and

\[
\delta_\theta^\top \nabla^2 \tilde{f}(\theta) \delta_\theta = \text{vec}(X(\delta_\theta), Y(\delta_\theta))^\top \nabla^2 f(X(\theta), Y(\theta)) \text{vec}(X(\delta_\theta), Y(\delta_\theta)).
\] (4.6)

By combining (4.1), (4.2), (4.5) and (4.6), the equality (4.3) is obtained.

\[\square\]
Our choice of $\delta_{\theta}$ is inspired by the choices of $D_X$ and $D_Y$ for $K_f$ in Jin et al. [2017], Ge et al. [2017], Chen and Li [2019]. For any $\theta \in \mathbb{R}^d$, let $\xi \in \mathbb{R}^d$ be selected (not necessarily uniquely) such that Assumption 2 is satisfied. Then let
\[
\delta_{\theta} := \theta - \xi.
\]

In the rest of this subsection, we will explain why our choice of $\delta_{\theta}$ is helpful in controlling the auxiliary function. For simplicity, we introduce the following abbreviations and notations:
\[
X = X(\theta) \in \mathbb{R}^{n_1 \times r}, \quad U = X(\xi) \in \mathbb{R}^{n_1 \times r}, \quad \Delta_X = X(\delta_{\theta}) = X - U \in \mathbb{R}^{n_1 \times r},
\]
\[
Y = Y(\theta) \in \mathbb{R}^{n_2 \times r}, \quad V = Y(\xi) \in \mathbb{R}^{n_2 \times r}, \quad \Delta_Y = Y(\delta_{\theta}) = Y - V \in \mathbb{R}^{n_2 \times r}.
\]
(4.7)
Throughout our proof, $X, U, \Delta_X, Y, V, \Delta_Y$ will refer to the matrices defined in (4.7) if not specified otherwise. Now Lemma 4.1 gives
\[
K_f(\theta; \delta_{\theta}) = K_f(X, Y; \Delta_X, \Delta_Y).
\]

Note that Assumption 2 implies
\[
M^* = UV^T, \quad U^TU = V^TV, \quad \text{and} \quad X^TU + Y^TV \succeq 0.
\]
(4.8)
The following lemma gives an explicit upper bound for $K_f(\theta; \delta_{\theta})$.

**Lemma 4.2.** For any $\theta \in \mathbb{R}^d$, with $\delta_{\theta} = \theta - \xi$ where $\xi$ satisfies the conditions in (2.1), and $X, U, \Delta_X, Y, V, \Delta_Y$ defined as in (4.7), denote
\[
Z = \begin{bmatrix} X \\ Y \end{bmatrix}, \quad W = \begin{bmatrix} U \\ V \end{bmatrix}, \quad \text{and} \quad \Delta_Z = \begin{bmatrix} \Delta_X \\ \Delta_Y \end{bmatrix} = Z - W.
\]

Then the auxiliary function $K_f(\theta; \delta_{\theta})$ defined in (4.2) can be upper bounded as following:
\[
K_f(\theta; \delta_{\theta}) \leq K_1 + K_2 + K_3 + K_4,
\]
(4.9)
where
\[
K_1 := \frac{1}{4} \left( \| \Delta_Z \Delta_Z^T \|_F^2 - 3 \| ZZ^T - WW^T \|_F^2 \right),
\]
\[
K_2 := \left( \frac{1}{p} \| P_\Omega (\Delta_X \Delta_X^T) \|_F^2 - \| \Delta_X \Delta_Y^T \|_F^2 \right)
\]
\[
- \left( \frac{3}{p} \| P_\Omega (XY^T - UV^T) \|_F^2 - 3 \| XY^T - UV^T \|_F^2 \right),
\]
(4.10)
\[
K_3 := \lambda \left[ \text{vec}(\Delta_X)^\top \nabla^2 G_\alpha(X) \text{vec}(\Delta_X) - 4 \langle \nabla G_\alpha(X), \Delta_X \rangle \right]
\]
\[
+ \lambda \left[ \text{vec}(\Delta_Y)^\top \nabla^2 G_\alpha(Y) \text{vec}(\Delta_Y) - 4 \langle \nabla G_\alpha(Y), \Delta_Y \rangle \right],
\]
\[
K_4 := \frac{6}{p} \left\langle \Delta_X \Delta_X^T, P_\Omega(N) \right\rangle + \frac{4}{p} \left\langle U \Delta_Y^\top + \Delta_X V^\top, P_\Omega(N) \right\rangle.
\]

The proof of Lemma 4.2 follows closely that of Ge et al. [2017, Lemma 16]. We give a complete proof in Appendix A.2 for being self-contained.
4.2 Proof of Theorem 2.1

Given the decomposition in Lemma 4.2, the proof of Theorem 2.1 depends on the following two auxiliary lemmas. Note that all results are established on the event $E$ defined in Lemma A.4.

**Lemma 4.3.** Let the quantities $K_2$ and $K_3$ be defined as in Lemma 4.2. Then the sum $K_2 + K_3$ is bounded as

$$K_2 + K_3 \leq 0.001 \left( \| \Delta_X V^\top \|^2_F + \| U \Delta_Y^\top \|^2_F \right).$$

**Proof.** See Section A.3.

**Lemma 4.4.** Let the quantity $K_4$ be defined as in Lemma 4.2. If $K_1 + K_2 + K_3 + K_4 \geq 0$, the following upper bounds hold

1. $\| \Delta_Z \Delta_Z^\top \|_F = \| \Delta_Z^\top \Delta_Z \|_F \leq 3\sqrt{|K_4|}$, $\| \Delta_Z^\top \Delta_W \|_F \leq 2\sqrt{|K_4|}$.

2. $\| \Delta_X V^\top \|^2_F + \| U \Delta_Y^\top \|^2_F \leq 13|K_4|$.

**Proof.** See Section A.4.

By the definition of $X, Y, U$ and $V$ in (4.7), we note that the difference between any local minimizer $\hat{M}$ and the matrix $M^\star$ can be written as

$$\| \hat{M} - M^\star \|_F^2 = \| XY^\top - UV^\top \|^2_F. \tag{4.11}$$

Next, by the definition of $Z$ and $W$ in Lemma 4.2, we expand $ZZ^\top - WW^\top$ to obtain the inequality

$$\| XY^\top - UV^\top \|^2_F \leq \| ZZ^\top - WW^\top \|^2_F. \tag{4.12}$$

Since $\hat{M} = X(\hat{\xi})Y(\hat{\xi})^\top$ is a local minimizer, $\hat{\xi}$ is a local minimum of $\hat{f}$ and so it holds that $K_\hat{f}(\hat{\xi}; \delta_{\hat{\xi}}) \geq 0$. By Lemma 4.2, it holds that

$$K_1 + K_2 + K_3 + K_4 \geq 0. \tag{4.13}$$

By Lemma 4.3 and the second claim of Lemma 4.4, $K_2 + K_3 + K_4 \leq 2|K_4|$. Together with the definition of $K_1$ in (4.10), (4.13) and the first claim of Lemma 4.4, this leads to

$$\frac{3}{4} \| ZZ^\top - WW^\top \|^2_F \leq \frac{1}{4} \| \Delta_Z \Delta_Z^\top \|^2_F + K_2 + K_3 + K_4 \leq \frac{17}{4} |K_4|. \tag{4.14}$$

If we can show that

$$|K_4| \leq \frac{10^4 r}{p^2 \psi^2}, \tag{4.15}$$

then the desired conclusion of Theorem 2.1 is a direct consequence of (4.11), (4.12), (4.14), and (4.15). It remains only to prove (4.15), to which we now turn.
Proof of (4.15) Recall the fact that \( \Delta_Z = [\Delta_X^T \quad \Delta_Y^T]^T \), then \( \|\Delta_X \Delta_Y^T\|_F \leq \|\Delta_Z \Delta_X^T\|_F \).

Therefore, by Lemma 4.4, and the definition of \( K_4 \) in (4.10), we have

\[
|K_4| \leq \frac{6}{p} \|\Delta_X \Delta_Y^T\|_F \|P_{\Delta_X} P_\Omega(N) P_{\Delta_Y}\|_F + \frac{4}{p} \|U \Delta_Y^T\|_F \|P_U P_\Omega(N) P_{\Delta_Y}\|_F \\
+ \frac{4}{p} \|\Delta_X V^T\|_F \|P_{\Delta_X} P_\Omega(N) P_V\|_F
\]

(4.16)

Due to the fact that \( U, \Delta_X \in \mathbb{R}^{n_1 \times p} \) and \( V, \Delta_Y \in \mathbb{R}^{n_2 \times p} \), \( P_{\Delta_X} P_\Omega(N) P_{\Delta_Y} \) and \( P_{\Delta_X} P_\Omega(N) P_V \) are matrices with rank at most \( r \). Therefore,

\[
\max\{\|P_{\Delta_X} P_\Omega(N) P_{\Delta_Y}\|_F, \|P_U P_\Omega(N) P_{\Delta_Y}\|_F, \|P_{\Delta_X} P_\Omega(N) P_V\|_F\}
\]

\[
\leq \sqrt{r} \max\{\|P_{\Delta_X} P_\Omega(N)\|_F, \|P_U P_\Omega(N)\|_F, \|P_{\Delta_X} P_\Omega(N)\|_F\}
\]

\[
= \sqrt{r} \psi.
\]

Where the last line follows from (4.7) and (2.4). Therefore, (4.16) gives

\[
|K_4| \leq \frac{100 \sqrt{|K_4| r}}{p} \psi.
\]

Rearranging terms in the last display yields (4.15).

4.3 Analysis for Subspace-Constrained Matrix Completion

We give a proof of Lemma 2.2 followed by that of Corollary 2.3.

4.3.1 Proof of Lemma 2.2

**Proof.** In order to show the parameterization (1.4) satisfies Assumption 2, we want to show that for any \( \theta = \text{vec}(\Theta_A, \Theta_B) \in \mathbb{R}^{r(s_1 + s_2)} \), there exits a \( \xi = \text{vec}(\Xi_A, \Xi_B) \in \mathbb{R}^{r(s_1 + s_2)} \) that satisfies (2.1). Let \( S := \widetilde{U}^T M^* V \in \mathbb{R}^{s_1 \times s_2} \). Recall that \( \widetilde{U} \) consists of an orthonormal basis of the column space constraint, and \( V \) consists of an orthonormal basis of the column row constraint of \( M^* \). Therefore, \( \widetilde{P}_U = \widetilde{U} \widetilde{U}^T \), \( \widetilde{P}_V = \widetilde{V} \widetilde{V}^T \) and \( M^* \) can be represented as \( M^* = \widetilde{U} S \widetilde{V}^T \). Since \( M^* \) is of rank \( r \), by the orthogonality of \( \widetilde{U} \) and \( \widetilde{V} \), \( \text{rank}(S) = r \). Let the reduced SVD of \( S \) be

\[
S = S_L \Lambda S_R^T,
\]

(4.17)

where \( S_L \in \mathbb{R}^{s_1 \times r} \), \( S_R \in \mathbb{R}^{s_2 \times r} \), \( S_L S_L^T = I_{s_1}, S_R S_R^T = I_{s_2} \) and \( \Lambda = \text{diag}(\sigma_1, \ldots, \sigma_r) \) is a \( r \times r \) diagonal matrix with \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r \). Moreover, by letting \( U^* := \widetilde{U} S_L \in \mathbb{R}^{n_1 \times r}, V^* := \widetilde{V} S_R \in \mathbb{R}^{n_2 \times r} \), we can verify that \( M^* = U^* \Lambda V^* \) is a reduced SVD of \( M^* \).

Define

\[
\Xi_A := S_L \Lambda^{1/2} \in \mathbb{R}^{s_1 \times r}, \quad \Xi_B := S_R \Lambda^{1/2} \in \mathbb{R}^{s_2 \times r}.
\]

For any \( \Theta_A \in \mathbb{R}^{s_1 \times r} \) and \( \Theta_B \in \mathbb{R}^{s_2 \times r} \), by considering the SVD of \((\Theta_A^T \Xi_A + \Theta_B^T \Xi_B)^T\), we know there exits an \( r \times r \) orthogonal matrix \( T \in O(r) \) [Chen and Wainwright, 2015, Lemma 1], such that

\[
(\Theta_A^T \Xi_A + \Theta_B^T \Xi_B) T \succeq 0.
\]
Let $\xi = \text{vec}(\Xi_A^* T, \Xi_B^* T)$, then
\[X(\xi) = \tilde{U} \Xi_A^* T \in \mathbb{R}^{p_1 \times r} \quad \text{and} \quad Y(\xi) = \tilde{V} \Xi_B^* T \in \mathbb{R}^{p_2 \times r}.
\]
Keeping in mind that both $\tilde{U}$ and $\tilde{V}$ are orthonormal basis matrices, the conditions in (2.1) can be verified one by one:
\[
X(\xi) Y(\xi)^\top = \tilde{U} \Xi_A^* T (\tilde{V} \Xi_B^* T)^\top = \tilde{U} \Xi_A^* \Xi_B^* \tilde{V}^\top = \tilde{U} S_L \Lambda S_R^\top \tilde{V}^\top = M^*.
\]
The last equality is by (4.17).
\[
X(\xi)^\top X(\xi) = (\tilde{U} \Xi_A^* T)^\top \tilde{U} \Xi_A^* T = T^\top \Xi_A^* \Xi_A T = T^\top \Lambda^{1/2} S_L^\top S_L \Lambda^{1/2} T = T^\top \Lambda T.
\]
Here we use the fact $S_L^\top S_L = S_R^\top S_R = I_r$. Moreover,
\[
X(\theta)^\top X(\xi) + Y(\theta)^\top Y(\xi) = (\tilde{U} \Theta_A)^\top \tilde{U} \Xi_A^* T + (\tilde{V} \Theta_B)^\top \tilde{V} \Xi_B^* T = (\Theta_A^* \Xi_A + \Theta_B^* \Xi_B) T \succeq 0.
\]
Therefore, the parameterization $(X(\theta), Y(\theta))$ satisfies Assumption 2. \hfill \Box

### 4.3.2 Proof of Corollary 2.3

Since the assumptions of Theorem 2.1 are satisfied, therefore, in the event $E$ defined in Theorem 2.1,
\[
\|M^* - \tilde{M}\|_F^2 \leq \frac{C_3 r}{p^2} \nu^2.
\]
Therefore, it suffices to show that
\[
\psi^2 \leq \frac{C_4}{C_3} \left(p s_{\max} \log n_{\max} \nu^2 + b^2 \frac{\mu_{\tilde{U}} \mu_{\tilde{V}} s_1 s_2}{n_1 n_2} \log^2 n_{\max}\right).
\]
By (4.7) and (1.4), we have for any $\theta \in \mathbb{R}^d$,
\[
\text{colspan}(X(\theta)) \subset \text{colspan}(\tilde{U}), \quad \text{colspan}(Y(\theta)) \subset \text{colspan}(\tilde{V}).
\]
Therefore, for any $\theta_1, \theta_2 \in \mathbb{R}^d$,
\[
\|P_{X(\theta_1)} P_{\Omega}(N) P_{Y(\theta_2)}\| = \|P_{X(\theta_1)} P_{\tilde{U}} P_{\Omega}(N) P_{\tilde{V}} P_{Y(\theta_2)}\| \leq \|P_{\tilde{U}} P_{\Omega}(N) P_{\tilde{V}}\|.
\]
So we have
\[
\psi \leq \|P_{\tilde{U}} P_{\Omega}(N) P_{\tilde{V}}\|.
\]
Therefore, (4.18) can be proved by the following lemma.

**Lemma 4.5.** Assume that the support of observation $\Omega$ follows from Model 1. We assume that the entries of the noise matrix $N$ are i.i.d. centered sub-exponential random variables satisfying the Bernstein condition with parameter $b$ and variance $\nu^2$. $\tilde{U}$ and $\tilde{V}$ are defined in Corollary 2.3. Then in an event $E_{\text{subspace}_\text{noise}}$ with probability $P(E_{\text{subspace}_\text{noise}}) \geq 1 - (n_1 + n_2)^{-3}$, we have
\[
\|P_{\tilde{U}} P_{\Omega}(N) P_{\tilde{V}}\| \leq C_w \left(\sqrt{p(s_1 + s_2) \log(n_1 + n_2) \nu} + b \frac{\mu_{\tilde{U}} \mu_{\tilde{V}} s_1 s_2}{n_1 n_2} \log(n_1 + n_2)\right).
\]
for some absolute constant $C_w$ defined in the proof.

The proof of Lemma 4.5 is mainly following the discussion in Wainwright [2019, Example 6.18] as well as Wainwright [2019, Example 6.14] and is deferred to Appendix B.

Letting $E_{\text{subspace}} = E \cap E_{\text{subspace}_\text{noise}}$, and $C_4 = 2C_3 C_w^2$ finishes the proof.
4.4 Analysis for Skew-Symmetric Matrix Completion

In this section, we first give a proof of Lemma 2.4. Then we give a proof of Theorem 2.5.

4.4.1 Proof of Lemma 2.4

Proof. Recall that $M^*$ is a rank-$r$ skew-symmetric matrix, where $r$ is even. Then its Youla decomposition [Youla, 1961] can be written as

$$M^* := \lambda_1 \psi_1^T - \lambda_1 \psi_1^\dagger + \lambda_2 \psi_2^T - \lambda_2 \psi_2^\dagger + \ldots + \lambda_{r/2} \psi_{r/2}^T - \lambda_{r/2} \psi_{r/2}^\dagger,$$

where $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{r/2} > 0$ and $\psi_1, \ldots, \psi_{r/2}$ are unit vectors in $\mathbb{R}^n$. Moreover, $\psi_i$’s and $\psi_j$’s are pairwise perpendicular to each other, i.e., for any $i, j \in [r/2]$, $\psi_i^\dagger \psi_j = 0$, $\psi_i^\dagger \psi_j = 0$ if $i \neq j$, and $\psi_i^\dagger \psi_j = 0$ if $i \neq j$.

Let

$$\Xi_A = [\sqrt{\lambda_1} \psi_1, \ldots, \sqrt{\lambda_{r/2}} \psi_{r/2}] \in \mathbb{R}^{n \times \frac{r}{2}} \quad \text{and} \quad \Xi_B = [\sqrt{\lambda_1} \psi_1, \ldots, \sqrt{\lambda_{r/2}} \psi_{r/2}] \in \mathbb{R}^{n \times \frac{r}{2}}.$$

It is straightforward to verify that

$$M^* = \Xi_A^* \Xi_B^\dagger - \Xi_B^* \Xi_A^\dagger.$$

Recall the fact that for any $i, j \in [r/2]$, $\psi_i^\dagger \psi_j = 0$; $\psi_i^\dagger \psi_j = 0$ if $i \neq j$ and $\psi_i^\dagger \psi_j = 1$ if $i = j$; $\psi_i^\dagger \psi_j = 0$ if $i \neq j$ and $\psi_i^\dagger \psi_j = 1$ if $i = j$. Therefore,

$$\Xi_A^\dagger \Xi_B^* = 0 \quad \text{and} \quad \Xi_A^\dagger \Xi_A^* = \Xi_B^\dagger \Xi_B^* = \text{diag}(\lambda_1, \ldots, \lambda_{r/2}). \tag{4.19}$$

For any $\theta = \text{vec}(\Theta_A, \Theta_B)$ with $\Theta_A, \Theta_B \in \mathbb{R}^{n \times \frac{r}{2}}$, consider the singular value decomposition of the complex matrix $(\Theta_A + \sqrt{-1} \Theta_B)^H (\Xi_A^* + \sqrt{-1} \Xi_B^*)$ ($A^H$ is conjugate transpose of complex matrix $A$),

$$(\Theta_A + \sqrt{-1} \Theta_B)^H (\Xi_A^* + \sqrt{-1} \Xi_B^*) = ADB^H,$$

where $A, B \in \mathbb{C}^{\frac{r}{2} \times \frac{r}{2}}$ are complex unitary matrices and $D \in \mathbb{R}^{\frac{r}{2} \times \frac{r}{2}}$ is a real diagonal matrix. Therefore, $BA^H$ is also a complex unitary matrix, decompose it as

$$BA^H = R_1 + \sqrt{-1} R_2$$

with $R_1, R_2 \in \mathbb{R}^{\frac{r}{2} \times \frac{r}{2}}$. Therefore,

$$(\Theta_A + \sqrt{-1} \Theta_B)^H (\Xi_A^* + \sqrt{-1} \Xi_B^*)(R_1 + \sqrt{-1} R_2) = ADB^H BA^H = ADA^H \succeq 0,$$

that is, it is a Hermitian positive semidefinite matrix. Let

$$\Xi_A = \Xi_A^* R_1 - \Xi_B^* R_2 \quad \text{and} \quad \Xi_B = \Xi_A^* R_2 + \Xi_B^* R_1.$$

Then it holds that

$$(\Xi_A + \sqrt{-1} \Xi_B^*)(R_1 + \sqrt{-1} R_2) = \Xi_A + \sqrt{-1} \Xi_B$$

and

$$(\Theta_A + \sqrt{-1} \Theta_B)^H (\Xi_A + \sqrt{-1} \Xi_B) \succeq 0,$$
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which is equivalent to the following $r$-by-$r$ real matrix is positive semidefinite:

\[
\begin{bmatrix}
\Theta_A^T \Xi_A + \Theta_B^T \Xi_B & \Theta_B^T \Xi_A - \Theta_A^T \Xi_B \\
\Theta_A^T \Xi_B - \Theta_B^T \Xi_A & \Theta_A^T \Xi_A + \Theta_B^T \Xi_B
\end{bmatrix} \succeq 0.
\]

Also, since $R_1 + \sqrt{-1} R_2$ is unitary, we have

\[
R := \begin{bmatrix} R_1 & -R_2 \\ R_2 & R_1 \end{bmatrix} \in O(r).
\]

Let $\xi = \text{vec}(\Xi_A, \Xi_B)$. Then we have

\[
\begin{aligned}
X(\xi) &= [\Xi_A, -\Xi_B] = [\Xi_A^* R_1 - \Xi_B^* R_2, -\Xi_A^* R_2 - \Xi_B^* R_1] \\
&= [\Xi_A^* - \Xi_B^*] \begin{bmatrix} R_1 & -R_2 \\ R_2 & R_1 \end{bmatrix} = [\Xi_A^*, -\Xi_B^*] R,
\end{aligned}
\]

and similarly

\[
Y(\xi) = [\Xi_B, \Xi_A] = [\Xi_A^* R_2 + \Xi_B^* R_1, \Xi_A^* R_1 - \Xi_B^* R_2] = [\Xi_B^*, \Xi_A^*] \begin{bmatrix} R_1 & -R_2 \\ R_2 & R_1 \end{bmatrix} = [\Xi_B^*, \Xi_A^*] R.
\]

It is then straightforward to verify that

\[
X(\xi) Y(\xi)^\top = [\Xi_A, -\Xi_B] [\Xi_B, \Xi_A]^\top = [\Xi_A^*, -\Xi_B^*] [\Xi_B^*, \Xi_A^*]^\top = M^*.
\]

In order to further verify $X(\xi)^\top X(\xi) = Y(\xi)^\top Y(\xi)$, it suffices to prove

\[
[\Xi_A^*, -\Xi_B^*] [\Xi_A^*, -\Xi_B^*]^\top = [\Xi_B^*, \Xi_A^*]^\top [\Xi_B^*, \Xi_A^*],
\]

which is guaranteed by $\Xi_A^T \Xi_B = 0$ and $\Xi_A^T \Xi_A = \Xi_B^T \Xi_B$ as was shown in (4.19).

Finally, straightforward calculation gives

\[
X(\theta)^\top X(\xi) + Y(\theta)^\top Y(\xi) = [\Theta_A, -\Theta_B]^\top [\Xi_A, -\Xi_B] + [\Theta_B, \Theta_A]^\top [\Xi_B, \Xi_A]
\]

\[
= \begin{bmatrix}
\Theta_A^T \Xi_A + \Theta_B^T \Xi_B & \Theta_B^T \Xi_A - \Theta_A^T \Xi_B \\
\Theta_A^T \Xi_B - \Theta_B^T \Xi_A & \Theta_A^T \Xi_A + \Theta_B^T \Xi_B
\end{bmatrix} \succeq 0.
\]

\[
\square
\]

4.4.2 Proof of Theorem 2.5

Following the lines in Section 4.3.2, it suffices to show that

\[
\psi^2 \leq \frac{C_5}{C_3} \left( pn \log \nu^2 + b^2 \log^2 n \right).
\]

Recall the fact that $\psi \leq \|P_{\Omega}(N)\|$, then the proof can be done by employing the following Lemma.

**Lemma 4.6.** Let the support of the observed entries $\Omega$ satisfy Model 2. We assume that the noise matrix $N$ is a skew-symmetric matrix, and upper triangular part of $N$ consists of i.i.d. centered sub-exponential random variables satisfying the Bernstein condition with parameter $b$ and variance $\nu^2$. Then in an event $E_{\text{skew_noise}}$ with probability $\mathbb{P}[E_{\text{skew_noise}}] \geq 1 - n^{-3}$, we have

\[
\|P_{\Omega}(N)\| \leq C_{w'} \left( \sqrt{pn \log \nu + b \log n} \right),
\]

for some absolute constant $C_{w'}$.

The proof is almost exactly the same with proof of Lemma 4.5, thus omitted here. We can finish the proof of Theorem 2.5 by letting $E_{\text{skew_noise}} = E \cap E_{\text{skew_noise}}$ and $C_5 = 2C_3C_{w'}^2$. 
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5 Discussion

This paper proposes a unified nonconvex optimization framework for matrix completion with linearly parameterized factors. Examples include subspace-constrained and skew-symmetric matrix completion, with applications in collaborative filtering with side information and pairwise comparisons. We also conduct a unified geometric analysis for this nonconvex optimization framework, where a novel assumption referred to as correlated parametric factorization plays a key role. In particular, for the noiseless case, we give a sufficient condition on the sampling rate to guarantee that with high probability no spurious local minimum exists. Our meta-theorem is applicable to examples including subspace-constrained and skew-symmetric matrix completion, given in either case the assumption of correlated parametric factorization is verified.

For future work, we are particularly interested in extending the current framework to more general parameterized factorization, such as extension from linear mappings to affine mappings or even nonlinear mappings. The geometrical interpretation of the assumption of correlated parametric factorization is still intriguing. Its verification for subspace-constrained matrix completion and skew-symmetric matrix completion relies on very different algebraic arguments. Are there any underlying geometric reasons behind such coincidence? Due to its applications in practice, we are particularly interested in the geometric analysis for nonconvex subspace-constrained matrix completion. As explained in Section 2.4 and illustrated in our simulations, our current sampling rate result is suboptimal and we are interested in improving upon it in future.
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A Proofs of Auxiliary Results used in the Proof of Theorem 2.1

A.1 Preliminaries

First, we list two useful lemmas controlling the difference between the random sampled matrix inner product (or Frobenius norm) and its expectation.

**Lemma A.1** (Chen and Li 2019). It holds that uniformly for all $A, B \in \mathbb{R}^{n_1 \times r}$, $C, D \in \mathbb{R}^{n_2 \times r}$

$$|\langle P_\Omega(AC^\top), P_\Omega(BD^\top) \rangle - p\langle AC^\top, BD^\top \rangle| \leq \|\Omega - pJ\| \left(\sum_{k=1}^{n_1} \|A_{k,\cdot}\|_2^2 \|B_{k,\cdot}\|_2^2 \right) \left(\sum_{k=1}^{n_2} \|C_{k,\cdot}\|_2^2 \|D_{k,\cdot}\|_2^2 \right)^{\frac{1}{2}} \left(\sum_{k=1}^{n_1} \|A_{k,\cdot}\|_2^2 \|B_{k,\cdot}\|_2^2 \right)^{\frac{1}{2}}$$

(A.1)

Here $J$ denotes the matrix with all entries equal to one.

**Lemma A.2** (Candès and Recht 2009). Denote

$$\mathcal{T} := \left\{ M \in \mathbb{R}^{n_1 \times n_2} \mid M = U^*A^\top + BV^* \right\}.$$

If $p \geq C_c \frac{\mu r \log n_{\max}}{n_{\min}}$ for some absolute constant $C_c$, then in an event $E_c$ with probability $P[E_c] \geq 1 - (n_1 + n_2)^{-3}$,

$$\left\| \frac{1}{p} P_T P_\Omega P_T - P_T \right\| \leq 10^{-4}.$$

Here $P_\Omega$ is determined as in Models 1 and 2, where $P_T$ is the orthogonal projector on $T$ with the Euclidean spaced defined by the standard matrix inner product. In other words, uniformly for all $M \in \mathcal{T}$,

$$\left\| \frac{1}{p} P_\Omega(M) \right\|_F^2 - \|M\|_F^2 \leq 10^{-4} \|M\|_F^2.$$ (A.2)

The following lemma on $\|\Omega - pJ\|$ is well known in the literature, see, e.g., Vu [2018] and Bandeira and Van Handel [2016]:

**Lemma A.3.** There is an absolute constant $C_v > 0$, such that if $p \geq C_v \frac{\log n_{\max}}{n_{\min}}$, on an event with probability at least $1 - (n_1 + n_2)^{-5}$, there holds

$$\|\Omega - pJ\| < C_v \sqrt{n_{\max}}p.$$ (A.3)

We use the following lemma to specify the event $E$ in Theorem 2.1.

**Lemma A.4.** Under the assumptions in Theorem 2.1, in an event $E$ with probability $P[E] \geq 1 - (n_1 + n_2)^{-3}$,

$$\left\{ \begin{array}{l}
p \geq C_0 \frac{\mu r \log n_{\max}}{n_{\min}}, \\
\alpha \geq 100 \sqrt{\frac{\mu r \sigma_1}{n_{\min}}}, \\
\sigma_r \geq C_0 \left( \frac{\mu r \sigma_1 \|\Omega - pJ\|}{p n_{\min}} + \lambda \alpha^2 \right), \\
p \lambda \geq C_0 \|\Omega - pJ\| \end{array} \right.$$ (A.4)

as well as (A.2) in Lemma A.2 and (A.3) in Lemma A.3 hold. Here $C_0 = 5 \times 10^5$. 
Finally, we collect some useful properties of \( U = X(\xi) \) and \( V = Y(\xi) \). The proof is left to Section A.6.

**Proposition A.5.** For any \( \theta \), the matrices \( U = X(\xi) \) and \( V = Y(\xi) \) defined in (4.7) satisfy the following basic properties:

- \( \text{colspan}(U) = \text{colspan}(U^*) \) and \( \text{colspan}(V) = \text{colspan}(V^*) \);
- The largest singular values of both \( U \) and \( V \) are \( \sqrt{\sigma_1} \);
- The \( r \)-th singular values of both \( U \) and \( V \) are \( \sqrt{\sigma_r} \).
- \( \|U\|_{2,\infty}^2 \leq \frac{\mu_r}{\mu_1} \sigma_1 \) and \( \|V\|_{2,\infty}^2 \leq \frac{\mu_r}{\mu_2} \sigma_1 \).

### A.2 Proof of Lemma 4.2

**Proof.** Lemma 4.2 is essentially Ge et al. [2017, Lemma 16] (with noise). Here we give a sketch of the proof for the purpose of being self-contained.

First, denote \( f_{\text{clean}}(X(\theta), Y(\theta)) \) as

\[
f_{\text{clean}}(X(\theta), Y(\theta)) = \frac{1}{2p} \|P_\Omega (X(\theta)Y(\theta)^\top - M^*)\|_F^2 + \frac{1}{8} \|X(\theta)^\top X(\theta) - Y(\theta)^\top Y(\theta)\|_F^2 + \lambda (G_\alpha(X(\theta)) + G_\alpha(Y(\theta))).
\]

Compare with (1.6), and use the simplified notations introduced in (4.7). We can see

\[
f(X, Y) = f_{\text{clean}}(X, Y) - \frac{1}{p} \langle P_\Omega (XY^\top - M^*), P_\Omega (N) \rangle + \frac{1}{2p} \|P_\Omega (N)\|_F^2.
\]

Therefore,

\[
\langle \nabla f(X, Y), \text{vec}(\Delta X, \Delta Y) \rangle = \langle \nabla f_{\text{clean}}(X, Y), \text{vec}(\Delta X, \Delta Y) \rangle - \frac{1}{p} \langle P_\Omega (\Delta X Y^\top + X \Delta Y^\top), P_\Omega (N) \rangle
\]

and

\[
\text{vec}(\Delta X, \Delta Y)^\top \nabla^2 f_{\text{clean}}(X, Y) \text{vec}(\Delta X, \Delta Y) = \text{vec}(\Delta X, \Delta Y)^\top \nabla^2 f(X, Y) \text{vec}(\Delta X, \Delta Y) - \frac{2}{p} \langle P_\Omega (\Delta X \Delta Y^\top), P_\Omega (N) \rangle.
\]

Therefore, we only need to concern about \( f_{\text{clean}}(X, Y) \) now, which has already been discussed in Ge et al. [2017]. Interested readers can refer to Ge et al. [2017] for the detail.

By Ge et al. [2017, Lemma 16], we have

\[
\text{vec}(\Delta X, \Delta Y)^\top \nabla^2 f_{\text{clean}}(X, Y) \text{vec}(\Delta X, \Delta Y) - 4 \langle \nabla f_{\text{clean}}(X, Y), \text{vec}(\Delta X, \Delta Y) \rangle 
\]

\[
\leq \frac{1}{4} \left\{ \|\Delta Z \Delta Z^\top\|_F^2 - 3 \|ZZ^\top - WW^\top\|_F^2 \right\} + \left( \frac{1}{p} \|P_\Omega (\Delta X \Delta Y^\top)\|_F^2 - \|\Delta X \Delta Y^\top\|_F^2 \right)
\]

\[
- \left( \frac{3}{p} \|P_\Omega (XY^\top - UV^\top)\|_F^2 - 3 \|XY^\top - UV^\top\|_F^2 \right)
\]

\[
+ \lambda \left[ \text{vec}(\Delta X)^\top \nabla^2 G_\alpha(X) \text{vec}(\Delta X) - 4 \langle \nabla G_\alpha(X), \Delta X \rangle \right]
\]

\[
+ \lambda \left[ \text{vec}(\Delta Y)^\top \nabla^2 G_\alpha(Y) \text{vec}(\Delta Y) - 4 \langle \nabla G_\alpha(Y), \Delta Y \rangle \right].
\]
Therefore,

\[
\begin{align*}
\text{vec}(\Delta_X, \Delta_Y)^\top \nabla^2 f(X, Y) \text{vec}(\Delta_X, \Delta_Y) &- 4 \langle \nabla f(X, Y), \text{vec}(\Delta_X, \Delta_Y) \rangle \\
= \text{vec}(\Delta_X, \Delta_Y)^\top \nabla^2 f_{\text{clean}}(X, Y) \text{vec}(\Delta_X, \Delta_Y) &- \frac{2}{p} \langle P_\Omega(\Delta_X \Delta_Y^\top), P_\Omega(N) \rangle \\
&- 4 \langle \nabla f_{\text{clean}}(X, Y), \text{vec}(\Delta_X, \Delta_Y) \rangle + \frac{4}{p} \langle P_\Omega(\Delta_X \Delta_Y^\top), P_\Omega(N) \rangle \\
&\leq \frac{4}{p} \langle P_\Omega(\Delta_X V^\top + U \Delta_Y^\top), P_\Omega(N) \rangle + \frac{6}{p} \langle P_\Omega(\Delta_X \Delta_Y^\top), P_\Omega(N) \rangle \\
&+ \frac{1}{4} \left\{ \| \Delta Z \Delta Z^\top \|_F^2 - 3 \| ZZ^\top - WW^\top \|_F^2 \right\} + \left( \frac{1}{p} \| P_\Omega(\Delta_X \Delta_Y^\top) \|_F^2 - \| \Delta_X \Delta_Y^\top \|_F^2 \right) \\
&- \left( \frac{3}{p} \| P_\Omega(X Y^\top - U V^\top) \|_F^2 - 3 \| X Y^\top - U V^\top \|_F^2 \right) \\
&+ \lambda \left[ \begin{array}{c} \text{vec}(\Delta_X)^\top \nabla^2 G_\alpha(X) \text{vec}(\Delta_X) - 4 \langle \nabla G_\alpha(X), \Delta_X \rangle \\ \text{vec}(\Delta_Y)^\top \nabla^2 G_\alpha(Y) \text{vec}(\Delta_Y) - 4 \langle \nabla G_\alpha(Y), \Delta_Y \rangle \end{array} \right].
\end{align*}
\]

Combining with (4.1) and Lemma 4.1 finishes the proof.

\[
\begin{align*}
\text{A.3 Proof of Lemma 4.3}
\end{align*}
\]

This section is meant to control $K_2 + K_3$. The arguments follow closely those used in Chen and Li [2019] with modifications pertinent to the correlated parametric factorization structure in Assumption 2. Recall that we assume event $E$ defined in Lemma A.4 holds, so that (A.1), (A.2), (A.3) and (A.4) hold simultaneously. In what follows, we shall control $K_2$ and $K_3$ respectively first before piecing the bounds together.

\[
\begin{align*}
\text{A.3.1 Control of } K_2
\end{align*}
\]

By the way we define $\Delta_X, \Delta_Y$ in (4.7),

\[
XY^\top -UV^\top = (U + \Delta_X)(V + \Delta_Y)^\top - UV^\top = \Delta_X V^\top + U \Delta_Y^\top + \Delta_X \Delta_Y^\top.
\]

Therefore,

\[
\begin{align*}
&\left\| \frac{1}{p} \| P_\Omega(X Y^\top - U V^\top) \|_F^2 - \| X Y^\top - U V^\top \|_F^2 \right\| \\
= &\frac{1}{p} \left\| P_\Omega(\Delta_X V^\top + U \Delta_Y^\top + \Delta_X \Delta_Y^\top) \|_F^2 - \| \Delta_X V^\top + U \Delta_Y^\top + \Delta_X \Delta_Y^\top \|_F^2 \right\| \\
\leq & 1 + 2 + 3 + 4.
\end{align*}
\]
Where

\begin{align*}
1 & := \frac{1}{p} \| P_\Omega (\Delta_x V^T + U \Delta_Y^T) \|_F^2 - \| \Delta_x V^T + U \Delta_Y^T \|_F^2, \\
2 & := \frac{1}{p} \| P_\Omega (\Delta_x \Delta_Y^T) \|_F^2 - \| \Delta_x \Delta_Y^T \|_F^2, \\
3 & := \frac{2}{p} \langle P_\Omega (\Delta_x V^T), P_\Omega (\Delta_x \Delta_Y^T) \rangle - 2 \langle \Delta_x V^T, \Delta_x \Delta_Y^T \rangle, \quad \text{and} \\
4 & := \frac{2}{p} \langle P_\Omega (U \Delta_Y^T), P_\Omega (\Delta_x \Delta_Y^T) \rangle - 2 \langle U \Delta_Y^T, \Delta_x \Delta_Y^T \rangle.
\end{align*}

By Proposition A.5, the matrix \( \Delta_x V^T + U \Delta_Y^T \) belongs to the subspace \( \mathcal{T} \) defined in Lemma A.2. Therefore, Lemma A.2 implies

\[
\frac{1}{p} \leq 0.0001 \| \Delta_x V^T + U \Delta_Y^T \|_F^2 \leq 0.0002 \left( \| \Delta_x V^T \|_F^2 + \| U \Delta_Y^T \|_F^2 \right).
\]

Applying Lemma A.1, we further have

\begin{align*}
2 & \leq \frac{\| \Omega - pJ \|}{2p} \left( \sum_{k=1}^{n_1} \| (\Delta_x)_k, \|_2^2 + \sum_{k=1}^{n_2} \| (\Delta_Y)_k, \|_2^2 \right), \\
3 & \leq \frac{\| \Omega - pJ \|}{p} \left( \sum_{k=1}^{n_1} \| (\Delta_x)_k, \|_2^2 + \sum_{k=1}^{n_2} \| (\Delta_Y)_k, \|_2^2 \right), \\
4 & \leq \frac{\| \Omega - pJ \|}{p} \left( \sum_{k=1}^{n_2} \| (\Delta_Y)_k, \|_2^2 + \sum_{k=1}^{n_1} \| (\Delta_x)_k, \|_2^2 \right).
\end{align*}

By using Proposition A.5, \( \| U \|_{2,\infty}^2 \leq \frac{\mu r}{n_1} \sigma_1 \) and \( \| V \|_{2,\infty}^2 \leq \frac{\mu r}{n_2} \sigma_1 \). Hence, we further bound \( 3 \) and \( 4 \) as

\begin{align*}
3 & \leq \frac{\| \Omega - pJ \|}{p} \left( \sum_{k=1}^{n_1} \| (\Delta_x)_k, \|_2^2 + \frac{\mu r}{n_2} \sigma_1 \| \Delta_Y \|_F^2 \right), \\
4 & \leq \frac{\| \Omega - pJ \|}{p} \left( \sum_{k=1}^{n_2} \| (\Delta_Y)_k, \|_2^2 + \frac{\mu r}{n_1} \sigma_1 \| \Delta_X \|_F^2 \right).
\end{align*}

We combine the foregoing inequalities to obtain

\[
K_2 \leq \frac{1}{p} \| P_\Omega (\Delta_x \Delta_Y^T) \|_F^2 - \| \Delta_x \Delta_Y^T \|_F^2 \\
+ \frac{3}{p} \| P_\Omega (XY^T - UV^T) \|_F^2 - 3 \| XY^T - UV^T \|_F^2 \\
\leq 2 + 3(1 + 2 + 3 + 4) \\
\leq 0.0006 \left( \| \Delta_x V^T \|_F^2 + \| U \Delta_Y^T \|_F^2 \right)
\]

\begin{align*}
& + \frac{\| \Omega - pJ \|}{p} \left( 5 \sum_{k=1}^{n_1} \| (\Delta_x)_k, \|_2^2 + 5 \sum_{k=1}^{n_2} \| (\Delta_Y)_k, \|_2^2 + 3 \frac{\mu r}{n_1} \sigma_1 \| \Delta_X \|_F^2 + 3 \frac{\mu r}{n_2} \sigma_1 \| \Delta_Y \|_F^2 \right).
\end{align*}
A.3.2 Control of $K_3$

For $K_3$, when $\alpha \geq 100 \sqrt{\frac{\mu r \sigma_1}{n_{\min}}}$, we have

$$K_3 \leq 200 \lambda_0^2 (\|\Delta X\|_F^2 + \|\Delta Y\|_F^2) - 0.3 \lambda \left( \sum_{k=1}^{n_1} (\|\Delta X_k\|_2 + \sum_{k=1}^{n_2} (\|\Delta Y_k\|_2) \right).$$

The remaining argument is the same as that in Ge et al. [2017, Lemma 11], which has also been employed in Chen and Li [2019, Lemma 14].

A.3.3 Putting $K_2$ and $K_3$ together

Combining the upper bounds on $K_2$ and $K_3$, we obtain that

$$K_2 + K_3 \leq 0.0006 \left( \|\Delta X V^\top\|_F^2 + \|U \Delta Y^\top\|_F^2 \right) + \frac{3 \mu r \sigma_1 \|\Omega - p J\|}{p n_{\min}} + 200 \lambda_0^2 \left( \|\Delta X\|_F^2 + \|\Delta Y\|_F^2 \right)$$

$$+ \left( \frac{5 \|\Omega - p J\|}{p} - 0.3 \lambda \right) \left( \sum_{k=1}^{n_1} (\|\Delta X_k\|_2 + \sum_{k=1}^{n_2} (\|\Delta Y_k\|_2) \right).$$

By the third inequality in (A.4),

$$\left( \frac{3 \mu r \sigma_1 \|\Omega - p J\|}{p n_{\min}} + 200 \lambda_0^2 \right) \leq \frac{200 \sigma_r}{C_0}.$$  

In addition, by the fourth inequality in (A.4),

$$\left( \frac{5 \|\Omega - p J\|}{p} - 0.3 \lambda \right) \leq \left( \frac{5}{C_0} - 0.3 \right) \lambda.$$ 

Therefore, with sufficiently large $C_0$ (e.g., $C_0 = 200/0.0004 = 5 \times 10^5$),

$$K_2 + K_3 \leq 0.0006 \left( \|\Delta X V^\top\|_F^2 + \|U \Delta Y^\top\|_F^2 \right) + 0.0004 \sigma_r \left( \|\Delta X\|_F^2 + \|\Delta Y\|_F^2 \right)$$

$$+ (10^{-5} - 0.3) \lambda \left( \sum_{k=1}^{n_1} (\|\Delta X_k\|_2 + \sum_{k=1}^{n_2} (\|\Delta Y_k\|_2) \right)$$

$$\leq 0.0006 \left( \|\Delta X V^\top\|_F^2 + \|U \Delta Y^\top\|_F^2 \right) + 0.0004 \sigma_r \left( \|\Delta X\|_F^2 + \|\Delta Y\|_F^2 \right),$$

where the last inequality uses the facts that $\lambda \geq 0$ and that $\sum_{k=1}^{n_1} (\|\Delta X_k\|_2 + \sum_{k=1}^{n_2} (\|\Delta Y_k\|_2) \geq 0$. By Proposition A.5, we have $\|U \Delta Y^\top\|_F^2 \geq \sigma_r^2(U) \|\Delta Y\|_F^2 = \sigma_r \|\Delta Y\|_F^2$ and $\|V \Delta X^\top\|_F^2 \geq \sigma_r^2(V) \|\Delta X\|_F^2 = \sigma_r \|\Delta X\|_F^2$. Together with the last display, they lead to

$$K_2 + K_3 \leq 0.001 \left( \|\Delta X V^\top\|_F^2 + \|U \Delta Y^\top\|_F^2 \right).$$  

(A.5)

This completes the proof of Lemma 4.3.
A.4 Proof of Lemma 4.4

Proof. By the way we define $\Delta_Z$,

$$
\|ZZ^T - WW^T\|_F^2
= \|\Delta_Z W^T + W \Delta_Z^T + \Delta_Z \Delta_Z^T\|_F^2
\begin{align*}
&= \|\Delta_Z \Delta_Z^T\|_F^2 + 2\|\Delta_Z W^T\|_F^2 + 2\langle\Delta_Z W^T, W \Delta_Z^T\rangle + 4\langle\Delta_Z W^T, \Delta_Z \Delta_Z^T\rangle \\
&= \|\Delta_Z \Delta_Z^T\|_F^2 + 2\langle\Delta_Z \Delta_Z, W^T W\rangle + 2\langle\Delta_Z W, W^T \Delta_Z\rangle + 4\langle\Delta_Z \Delta_Z, \Delta_Z^T W\rangle.
\end{align*}
$$

(A.6)

Here we have used the facts that $\langle A, B \rangle = \text{trace}(A^T B)$ and $\langle A, B \rangle = \langle B, A \rangle$. By the definition of $K_1$ in (4.10), (A.6) further implies

$$
K_1 = -\frac{1}{2} \|\Delta_Z \Delta_Z\|_F^2 - \frac{3}{2} \langle\Delta_Z \Delta_Z, W^T W\rangle - \frac{3}{2} \langle\Delta_Z W, W^T \Delta_Z\rangle
- 3\langle\Delta_Z \Delta_Z, \Delta_Z^T W\rangle.
$$

(A.7)

Moreover, condition (4.8) leads to

$$
Z^T W = X^T U + Y^T V \succeq 0,
$$

(A.8)

which implies the symmetricity of $W^T \Delta_Z = W^T Z - Z^T Z$ (this is a crucial step for the analysis in Jin et al. [2017] and Ge et al. [2017]). Hence,

$$
\langle\Delta_Z W, W^T \Delta_Z\rangle = \|\Delta_Z W\|_F^2.
$$

(A.9)

Combining (A.9) with (A.7) we have

$$
K_1 = -0.5 \|\Delta_Z \Delta_Z\|_F^2 - 1.5 \langle\Delta_Z \Delta_Z, W^T W\rangle - 1.5 \|\Delta_Z W\|_F^2 - 3\langle\Delta_Z \Delta_Z, \Delta_Z^T W\rangle.
$$

Therefore, based on (A.5), we are able to upper bound the righthand side of (4.9) as

$$
K_1 + K_2 + K_3 + K_4
\leq -0.5 \|\Delta_Z \Delta_Z\|_F^2 - 1.5 \langle\Delta_Z \Delta_Z, W^T W\rangle - 1.5 \|\Delta_Z W\|_F^2 - 3\langle\Delta_Z \Delta_Z, \Delta_Z^T W\rangle
+ 0.001 \left(\|\Delta x V^T\|_F^2 + \|U \Delta y\|_F^2\right) + |K_4|.
$$

Furthermore, due to cyclic property of trace,

$$
\langle\Delta_Z \Delta_Z, W^T W\rangle = \text{trace}(\Delta_Z \Delta_Z W^T W) = \|W \Delta_Z\|_F^2
\quad \geq \|\Delta x V^T\|_F^2 + \|U \Delta y\|_F^2.
$$

(A.10)

Together with the second last display, (A.10), we further have

$$
K_1 + K_2 + K_3 + K_4
\leq -0.5 \|\Delta_Z \Delta_Z\|_F^2 - 1.499 \langle\Delta_Z \Delta_Z, W^T W\rangle - 1.5 \|\Delta_Z W\|_F^2
- 3\langle\Delta_Z \Delta_Z, \Delta_Z^T W\rangle + |K_4|.
$$

(A.11)
Now (A.8) further implies that
\[
\langle \Delta_Z^T \Delta_Z, W^T W \rangle + \langle \Delta_Z^T \Delta_Z, \Delta_Z^T W \rangle = \langle \Delta_Z^T \Delta_Z, Z^T W \rangle \geq 0,
\]
in which we use the fact that the inner product of two PSD matrices is nonnegative. Thus,
\[
K_1 + K_2 + K_3 + K_4
\]
\[
\leq -0.5 \| \Delta_Z^T \Delta_Z \|_F^2 - 1.499 \left( \langle \Delta_Z^T \Delta_Z, W^T W \rangle + \langle \Delta_Z^T \Delta_Z, \Delta_Z^T W \rangle \right) - 1.5 \| \Delta_Z^T W \|_F^2
\]
\[
- 1.501 \langle \Delta_Z^T \Delta_Z, \Delta_Z^T W \rangle + |K_4|
\]
\[
\leq -0.5 \| \Delta_Z^T \Delta_Z \|_F^2 - 1.5 \| \Delta_Z^T W \|_F^2 - 1.501 \langle \Delta_Z^T \Delta_Z, \Delta_Z^T W \rangle + |K_4|
\]
\[
\leq -0.5 \| \Delta_Z^T \Delta_Z \|_F^2 - 1.5 \| \Delta_Z^T W \|_F^2 + 1.501 \| \Delta_Z^T \Delta_Z \|_F \| \Delta_Z^T W \|_F + |K_4|. \quad (A.12)
\]
Note that (A.12) implies
\[
0.5 \| \Delta_Z^T \Delta_Z \|_F^2 + 1.5 \| \Delta_Z^T W \|_F^2 - 1.501 \| \Delta_Z^T \Delta_Z \|_F \| \Delta_Z^T W \|_F \leq |K_4|.
\]
We apply Young’s inequality to the LHS of the inequality and subsequently deduce the upper bounds
\[
\| \Delta_Z^T \Delta_Z \|_F = \| \Delta_Z^T \Delta_Z \|_F \leq 3 \sqrt{|K_4|}, \quad \| \Delta_Z^T W \|_F \leq 2 \sqrt{|K_4|}. \quad (A.13)
\]
By (A.11) as well as (4.13), we have
\[
1.499 \langle \Delta_Z^T \Delta_Z, W^T W \rangle
\]
\[
\leq -0.5 \| \Delta_Z^T \Delta_Z \|_F^2 - 1.5 \| \Delta_Z^T W \|_F^2 - 3 \langle \Delta_Z^T \Delta_Z, \Delta_Z^T W \rangle + |K_4|
\]
\[
\leq 3 \| \Delta_Z^T \Delta_Z \|_F \| \Delta_Z^T W \|_F + |K_4|
\]
\[
\leq 19 |K_4|.
\]
Combining with (A.10) we have claim 2:
\[
\| \Delta_X V^T \|_F^2 + \| U \Delta_Y \|_F^2 \leq 13 |K_4|. \quad (A.14)
\]
This concludes the proof of Lemma 4.4.
\[\square\]

### A.5 Proof of Lemma A.4

**Proof.** First of all, for the first line and second line of (A.4), by first line and third line of assumption (2.3), we have
\[
p \geq C_1 \frac{\mu r \log n_{\max}}{n_{\min}}
\]
and
\[
\alpha \geq C_2 \sqrt{\frac{\mu r \sigma_1}{n_{\min}}.}
\]
Furthermore, for the fourth line of (A.4), by second line of (2.3), \( p \lambda \geq C_2 \sqrt{n_{\max} p} \). From Lemma A.3, if \( p \geq C_3 \frac{\log n_{\max}}{n_{\min}} \), in an event \( E_v \) with probability \( \mathbb{P}[E_v] \geq 1 - (n_1 + n_2)^{-5} \), \( \| \Omega - p J \| \leq C_v \sqrt{n_{\max} p} \), where \( C_v \) is defined in Lemma A.3. Therefore, in the event \( E_v \), \( p \lambda \geq C_4 \| \Omega - p J \|. \)
Finally, by the fact that \( \lambda \leq 10C_2\sqrt{\frac{n_{\max}}{p}} \), \( \alpha \leq 10C_2\sqrt{\frac{\mu r \sigma_1}{n_{\min}}} \) and \( p \lambda \geq \frac{C_2}{C_0}\|\Omega - pJ\| \), we have

\[
\frac{\mu r \sigma_1\|\Omega - pJ\|}{p n_{\min}} \leq \frac{C_1\mu r \sigma_1 p \lambda}{C_2 p n_{\min}} \leq \frac{C_1}{C_2} 10C_2\sqrt{\frac{n_{\max}}{p}} = 10C_1\sigma_r\sqrt{\frac{\mu^2 r^2 \kappa^2 n_{\max}}{n_{\min}^2 p}}
\]

and

\[
\lambda \alpha^2 \leq 10^3 C_3^2 \sigma_r \sqrt{\frac{\mu^2 r^2 \kappa^2 n_{\max}}{n_{\min}^2}}.
\]

By the first line of (2.3),

\[
p \geq \frac{C_1}{n_{\min}^2} n_{\max} \mu^2 r^2 \kappa^2.
\]

Therefore,

\[
\frac{\mu r \sigma_1\|\Omega - pJ\|}{p n_{\min}} + \lambda \alpha^2 \leq \frac{10C_1 + 10^3 C_3^2}{\sqrt{C_1}} \sigma_r.
\]

In other words,

\[
\sigma_r \geq \frac{\sqrt{C_1}}{10C_1 + 10^3 C_3^2} \left( \frac{\mu r \sigma_1\|\Omega - pJ\|}{p n_{\min}} + \lambda \alpha^2 \right).
\]

Therefore, by choosing

\[
C_1 = \max\{C_0, C_c, C_0^2(10C_1 + 10^3 C_3^2)^2\}
\]

and

\[
C_2 = \max\{100, C_0 C_v\}
\]

finishes the proof of the first part of the Lemma.

Recall by the way we define \( C_1 \), if (2.3) is satisfied, by Lemma A.2, in an event \( E_c \) with probability \( P[E_c] \geq 1 - (n_1 + n_2)^{-5} \), (A.2) holds. Therefore, let \( E = E_v \cap E_c \), then by union bound, \( P[E] \geq 1 - (n_1 + n_2)^{-3} \).

\[ \square \]

A.6 Proof of Proposition A.5

**Proof.** First, since \( M^* \) has SVD \( M^* = U^* \Lambda V^{*\top} \), we have

\[
\text{colspan}(U^*) = \text{colspan}(M^*) \quad \text{and} \quad \text{colspan}(V^*) = \text{rowspan}(M^*)
\]

as well as

\[
\dim(\text{colspan}(M^*)) = \dim(\text{rowspan}(M^*)) = r.
\]

From (2.1), we also have

\[
\text{colspan}(M^*) \subseteq \text{colspan}(U) \quad \text{and} \quad \text{rowspan}(M^*) \subseteq \text{colspan}(V).
\]

By the way we define \( U \) and \( V \), we have \( \dim(\text{colspan}(U)) \leq r \) and \( \dim(\text{colspan}(V)) \leq r \). Therefore, \( \text{colspan}(U) = \text{colspan}(U^*) \) and \( \text{colspan}(V) = \text{colspan}(V^*) \).

From second equation in (2.1), \( U^\top U = V^\top V \), therefore,

\[
\sigma_i(U) = \sqrt{\lambda_i(U^\top U)} = \sqrt{\lambda_i(V^\top V)} = \sigma_i(V), \quad i = 1, 2, \ldots, r.
\]
Moreover, suppose $U^T U = V^T V = BD^2B^T$ be a fixed eigenvalue decomposition of $U^T U$, with $B \in O(r)$ and $D \in \mathbb{R}^{r \times r}$ diagonal matrix. Then the reduced SVD of $U$ and $V$ can be written as

$$U = A_U DB^T, \quad V = A_V DB^T$$

with $A_U \in \mathbb{R}^{n \times r}, A_V \in \mathbb{R}^{n \times r}$ satisfying $A_U^T A_U = I$ and $A_V^T A_V = I$. Therefore, $M^* = UV^T = A_U D^2 A_V^T$. It is a reduced SVD of $M^*$ by the way we define $A_U, A_V$ and $D$. Therefore, $\sigma_1(U) = \sigma_1(V) = \sqrt{\sigma_1}$ and $\sigma_r(U) = \sigma_r(V) = \sqrt{\sigma_r}$.

Moreover, suppose $\tilde{U}$ and $\tilde{V}$ be a fixed eigenvalue decomposition of $\tilde{U}$ and $\tilde{V}$. Therefore,

$$||U||_{2,\infty}^2 = ||A_U DB^T||_{2,\infty}^2 = ||A_U D||_{2,\infty}^2$$

$$\leq ||A_U||_{2,\infty}^2 ||D||_{2,\infty}^2 = \sigma_1 ||U^* R_U||_{2,\infty}^2 = \sigma_1 ||U||_{2,\infty}^2 \leq \frac{\mu r}{n_1} \sigma_1.$$

Similarly, we also have $||V||_{2,\infty}^2 \leq \frac{\mu r}{n_2} \sigma_1$.

\[ \square \]

**B Proof of Lemma 4.5**

Proof. Recall $\tilde{U}$ and $\tilde{V}$ are orthonormal basis matrices, $P_{\tilde{U}} = \tilde{U} \tilde{U}^T, P_{\tilde{V}} = \tilde{V} \tilde{V}^T$. Therefore,

$$\|P_{\tilde{U}} P_{\Omega(N)} P_{\tilde{V}}\| = \|\tilde{U} \tilde{U}^T P_{\Omega(N)} \tilde{V} \tilde{V}^T\| = \|\tilde{U}^T P_{\Omega(N)} \tilde{V}\|.$$

The last equality uses the fact that $\tilde{U}$ and $\tilde{V}$ are orthonormal basis matrices, therefore

$$\|\tilde{U} A\| = \|A\|, \quad \|B \tilde{V}^T\| = \|B\|$$

for any $A, B$ with suitable size.

Due to the fact that $\Omega$ follows from Model 1, entries of $P_{\Omega(N)}$ can be written as $[P_{\Omega(N)}]_{i,j} = \delta_{i,j} N_{i,j},$ where $\delta_{i,j}$’s are i.i.d. Bernoulli random variables such that

$$\delta_{i,j} = \begin{cases} 1 \text{ with probability } p \\ 0 \text{ with probability } 1 - p. \end{cases}$$

And $N_{i,j}$’s are i.i.d. centered sub-exponential random variables. Moreover, $\delta_{i,j}$’s and $N_{i,j}$’s are mutually independent. Therefore,

$$\|P_{\tilde{U}} P_{\Omega(N)} P_{\tilde{V}}\| = \|\tilde{U}^T P_{\Omega(N)} \tilde{V}\| = \|\tilde{U}^T \left( \sum_{i,j} \delta_{i,j} N_{i,j} e_i e_j^T \right) \tilde{V}\| = \left\| \sum_{i,j} \delta_{i,j} N_{i,j} \tilde{U}_i \tilde{V}_{j,i}^T \right\|.$$

Now let

$$Q_{i,j} := \delta_{i,j} N_{i,j} \begin{bmatrix} 0 \\ \tilde{V}_{j,i} \tilde{U}_{i,i}^T \end{bmatrix}.$$

Therefore,

$$\|P_{\tilde{U}} P_{\Omega(N)} P_{\tilde{V}}\| = \|\tilde{U}^T P_{\Omega(N)} \tilde{V}\| = \left\| \sum_{i,j} Q_{i,j} \right\|$$
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and \( E[Q_{i,j}] = 0 \). By following the symmetrization argument in Wainwright [2019, Example 6.14], without loss of generality, we can assume that \( N_{i,j} \)'s are symmetric random variable, i.e., \( N_{i,j} \overset{d}{=} -N_{i,j} \). Now we want to verify the Bernstein’s condition [Wainwright, 2019, Definition 6.10] for \( Q_{i,j} \)'s. For \( k \geq 3 \),

\[
E \left[ Q_{i,j}^k \right] = E \left[ \delta_{i,j} N_{i,j}^k \begin{bmatrix} 0 & \tilde{U}_j, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top & 0 \end{bmatrix} \right] = p E[N_{i,j}^k] \begin{bmatrix} 0 & \tilde{U}_i, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top & 0 \end{bmatrix}^k.
\]

Due to the symmetry of \( N_{i,j} \), \( E[N_{i,j}^k] = 0 \) when \( k \geq 3 \) is odd, therefore, \( E[Q_{i,j}^k] = 0 \). For \( k \geq 2 \) even, we have

\[
\begin{bmatrix} 0 & \tilde{U}_i, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top & 0 \end{bmatrix}^k = \left( \begin{bmatrix} \tilde{U}_i, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top \end{bmatrix} \right)^{k/2} \begin{bmatrix} 0 & \tilde{U}_i, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top & 0 \end{bmatrix} \left( \begin{bmatrix} \tilde{U}_i, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top \end{bmatrix} \right)^{k/2} = \frac{1}{\|\tilde{U}_i, \tilde{V}_j^\top\|_2^2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 0 & \tilde{U}_i, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top & 0 \end{bmatrix} \left( \begin{bmatrix} \tilde{U}_i, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top \end{bmatrix} \right)^{k/2},
\]

which is a positive semidefinite matrix. And due to the fact that \( N_{i,j} \)'s satisfy the Bernstein condition, for \( k \geq 2 \),

\[
E[N_{i,j}^k] \leq \frac{1}{2} k! b^2 k^{-2}.
\]

Therefore, for \( k \geq 3 \) even,

\[
E \left[ Q_{i,j}^k \right] \leq \frac{1}{2} k! b^2 k^{-2} p \|\tilde{U}_i, \tilde{V}_j^\top\|_2^k \|\tilde{V}_j, \tilde{U}_i^\top\|_2^k = \frac{1}{2} k! b^2 k^{-2} p \|\tilde{U}_i, \tilde{V}_j^\top\|_2^k \|\tilde{V}_j, \tilde{U}_i^\top\|_2^k
\]

And we also have

\[
V[Q_{i,j}] = E \left[ Q_{i,j}^2 \right] = p E[N_{i,j}^2] = p \begin{bmatrix} 0 & \tilde{U}_i, \tilde{V}_j^\top \\ \tilde{V}_j, \tilde{U}_i^\top & 0 \end{bmatrix}^2 = \frac{1}{2} b^2 \|\tilde{U}_i, \tilde{V}_j^\top\|_2^2 \|\tilde{V}_j, \tilde{U}_i^\top\|_2^2
\]

Therefore, for \( k \geq 3 \),

\[
E \left[ Q_{i,j}^k \right] \leq \frac{1}{2} k! b^2 k^{-2} \|\tilde{U}_i, \tilde{V}_j^\top\|_2^k \|\tilde{V}_j, \tilde{U}_i^\top\|_2^k V[Q_{i,j}].
\]

Therefore, \( Q_{i,j} \) satisfies Bernstein condition with parameter \( b \|\tilde{U}_i, \tilde{V}_j^\top\|_2 \|\tilde{V}_j, \tilde{U}_i^\top\|_2 \leq b \sqrt{\frac{\|\tilde{U}_i, \tilde{V}_j^\top\|_2^2 \|\tilde{V}_j, \tilde{U}_i^\top\|_2^2}{n_1 n_2}} \). Furthermore,

\[
\frac{1}{n_1 n_2} \sqrt{\sum_{(i,j) \in [n_1] \times [n_2]} V[Q_{i,j}]} = \frac{1}{n_1 n_2} p \frac{b^2}{2} \left[ \sum_{(i,j) \in [n_1] \times [n_2]} \left[ \|\tilde{V}_j, \tilde{U}_i^\top\|_2^2 \|\tilde{U}_i, \tilde{V}_j^\top\|_2^2 \right] \right] \leq \frac{1}{n_1 n_2} p \frac{b^2}{2} (s_1 + s_2).
\]
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Where the last equality uses the fact that $\tilde{U}^\top \tilde{U} = I$, $\tilde{V}^\top \tilde{V} = I$. Then by Wainwright [2019, Theorem 6.17], for all $t > 0,$

$$\Pr \left[ \frac{1}{n_1 n_2} \left\| \sum_{i,j} Q_{i,j} \right\| \geq t \right] \leq 2(n_1 + n_2) \exp \left( -\frac{n_1 n_2 t^2}{2 \left( \frac{1}{n_1 n_2} p \nu^2 (s_1 + s_2) + b \sqrt{\frac{\mu_{\tilde{U}} \mu_{\tilde{V}} s_1 s_2}{n_1 n_2}} \right)} \right).$$

Therefore, by choosing $t$ as

$$t = C_w \frac{1}{n_1 n_2} \left( \sqrt{p \nu^2 (s_1 + s_2) \log(n_1 + n_2)} + b \sqrt{\frac{\mu_{\tilde{U}} \mu_{\tilde{V}} s_1 s_2}{n_1 n_2} \log(n_1 + n_2)} \right)$$

with absolute constant $C_w$ sufficiently large, say $C_w = 10,$ then

$$\Pr \left[ \left\| \tilde{U} \tilde{\Omega}(N) \tilde{V} \right\| \geq C_w \left( \sqrt{p \nu^2 (s_1 + s_2) \log(n_1 + n_2)} + b \sqrt{\frac{\mu_{\tilde{U}} \mu_{\tilde{V}} s_1 s_2}{n_1 n_2} \log(n_1 + n_2)} \right) \right]$$

$$= \Pr \left[ \left\| \sum_{i,j} Q_{i,j} \right\| \geq C_w \left( \sqrt{p \nu^2 (s_1 + s_2) \log(n_1 + n_2)} + b \sqrt{\frac{\mu_{\tilde{U}} \mu_{\tilde{V}} s_1 s_2}{n_1 n_2} \log(n_1 + n_2)} \right) \right]$$

$$\leq (n_1 + n_2)^{-3}.$$