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Abstract
Porous electrodes are an integral part of many electrochemical devices since they have high porosity to maximize electrochemical transport and high surface area to maximize activity. Traditional porous electrode materials are typically homogeneous, stochastic collections of small-scale particles and offer few opportunities to engineer higher performance. Fortunately, recent breakthroughs in advanced and additive manufacturing are yielding new methods to structure and pattern porous electrodes across length scales. These architected electrodes are emerging as a promising new technology to continue to drive improvement; however, it is still unclear which structures to employ and few tools are available to guide their design. In this work we address this gap by applying topology optimization to the design of porous electrodes. We demonstrate our framework on two applications: a porous electrode driving a steady Faradaic reaction and a transiently operated electrode in a supercapacitor. We present computationally designed electrodes that minimize energy losses in a half-cell. For low-conductivity materials, the optimization algorithm creates electrode designs with a hierarchy of length scales. Further, the designed electrodes are found to outperform undesigned, homogeneous electrodes. Finally, we present three-dimensional porous electrode designs. We thus establish a topology optimization framework for designing porous electrodes.
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1 Introduction
Electrochemical devices are ubiquitous across society and play an increasingly critical role in addressing our global energy storage and conversion challenges. Beyond the more familiar applications like primary and secondary (rechargeable) batteries, these devices are enabling many of the novel, large-scale electrical energy storage (EES) technologies critical for driving the adoption of renewable electricity (Gür 2018). Large-scale integration is crucial, as renewable energies are the key for a sustainable and carbon-free future (Chu and Majumdar 2012; Chu et al. 2016).

Secondary batteries, flow batteries, and supercapacitors can be employed to directly store and dispatch electrical energy and provide a buffer between the intermittency of electricity supply and demand (Gür 2018; Sawant et al. 2021). Alternatively, electrochemical reactors and electrolyzers provide a pathway for converting electrical energy into chemical potential energy in the form of carbon and hydrogen fuels (Ager and Lapkin 2018; Stöckl et al. 2021). In addition to providing a useful conduit for otherwise wasted excess electricity, for many of these reactors the feedstock is carbon dioxide, leading additionally to a reduction in greenhouse gases (O’Brien et al. 2021; Lamaison et al. 2021). More broadly, electrochemical devices employed as reactors are driving the electrification of industrial chemical manufacturing, further reducing or eliminating emissions (Schiffer and Manthiram 2017; Yan et al. 2017; Shatskiy et al. 2019; Stankiewicz and Nigar 2020; Barton 2020). Nevertheless, significant research, engineering and design effort is required to realize the benefits that these technologies offer, ensuring economic viability and guaranteeing widespread deployment (Chen et al. 2018; Gür 2018).
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Electrochemical devices include galvanic cells, which output energy, electrolytic cells, which require energy to perform a chemical transformation, and supercapacitors, which can dispatch energy through stored charge (Fuller and Harb 2018). Examples of galvanic cells include fuel cells and discharging batteries. Electrolytic cells include charging batteries, electrochemical reactors and electrolyzers. All of these devices share a common, core architecture typically composed of two porous electrodes immersed in an electrolyte and separated by a membrane or separator, as shown schematically in Fig. 1.

The electrochemical processes driving performance occur at the electrode–electrolyte interface, and generally the higher the surface area, the higher the currents, power outputs, and energy storage. The porous electrode is often a coherent, stochastic collection of conductive micron-scale particles, and is principally engineered to yield the highest surface area per volume possible while minimizing electrical, fluid flow, and diffusive resistances as required by the specific application (Wang et al. 2008; Weber et al. 2011). The result is a monolith that can be characterized by a single porosity and single length scale for the constituent particles, leaving few opportunities for further engineering of the structure.

An emerging alternative to further increase electrochemical device performance is to employ architected electrodes (Forner-Cuenca and Brushett 2019; Park et al. 2020; Zhang and Ran 2021). Instead of a simple, single-porosity monolith, the electrode can be composed of multiple materials, and shaped and patterned at multiple length scales. The concepts have been applied to generate high-performance, dual-scale lithium-ion batteries composed of energy-dense regions accessed by tailored, high-mobility channels (Bae et al. 2013; Cobb and Blanco 2014; Nemani et al. 2015; Zhang et al. 2021). Similar ideas have also been used to improve redox flow battery performance (Zhou et al. 2016). Spurred by advances in additive manufacturing and 3D printing (Ambrosi et al. 2020), these efforts have been further extended to create patterned supercapacitors with superior energy density (Zhu et al. 2016) and electrochemical flow reactors with improved productivity and mass transfer (Beck et al. 2021a). These new manufacturing techniques are especially exciting, as they offer the promise of near arbitrary control over the porous electrode structure.

Advanced design tools are required to fully exploit these new manufacturing techniques and further improve electrochemical device performance. Topology optimization offers a novel opportunity to automatically design the multiscale, porous electrodes. The first application of these techniques focused on addressing design challenges in structural mechanics. In the pioneering work of Bendsøe (1989), the optimal design geometry was first formulated as a material distribution problem wherein a volume fraction field models the solid, void and intermediate material phases and incorporated the solid isotropic material with penalization (SIMP) method to penalize the intermediate phase and recover a discrete design. An alternative approach based on the level-set method (Wang et al. 2003; Allaire et al. 2002; Sethian and Wiegmann 2000) uses the zero isocontour of a level-set function to define the solid–void interface, thereby avoiding the intermediate phase.

Topology optimization techniques continue to be extended to more physically complex system including thermal, fluid, and coupled systems (Alexandersen and Andreasen 2020), but there have been limited applications of the ideas to electrochemical devices. Early work used level-set approaches to design electrodes for solid oxide fuel cells (Iwai et al. 2011) and lithium-ion batteries (Zadin et al. 2013). Topology optimization was also used to design a porous ionic-conducting scaffold for solid oxide fuel cell.
cathodes (Song et al. 2013). More recent efforts have generally focused on the design of flow fields, which deliver fluids to porous electrodes, in the context of redox flow batteries (Yaji et al. 2018; Chen et al. 2019; Lin et al. 2022) and fuel cells (Behrou et al. 2019). While porous electrodes are part of these models, flow field architectures are the goal of the design problems. Other work on optimizing electrode structure has been limited to considering a smooth variation of the porosity field applied to the design of lithium-ion batteries (Ramadesigan et al. 2010; Golmon et al. 2012, 2014; Xue et al. 2015) and redox flow batteries (Beck et al. 2021b). In both cases, computational design and optimization lead to significant performance improvements over conventional, homogeneous-porosity electrodes. Performance improvements using graded porosity have also recently been experimentally demonstrated (Lu et al. 2020). To the authors’ knowledge density-based topology optimization has not yet been applied to the design of the porous electrode itself, nor have these techniques been extended to transient and three-dimensional systems.

In this manuscript, we introduce the application of topology optimization to design porous electrodes for use in electrochemical devices. As shown in Fig. 1, we separately consider the design of porous electrodes for steady-state and transient operation. Flow batteries, fuel cells and electrochemical reactors are ideally operated at steady-state and thus require constant fluid flow to supply and remove material, while batteries and supercapacitors transform material in situ and thus inherently operate transiently. We focus on simulation and optimization of the secondary current distribution, which provides a description of electrode performance when concentration polarization effects are unimportant (Haverkort 2019). In brief, the optimization algorithm is used to sculpt a porous material, here labeled ‘microporous’ to distinguish it from the larger pores generated by the optimization process and to emphasize the multiscale nature of the design, into an optimal architecture as shown in Fig. 2.

In Sect. 2, we give a brief introduction of topology optimization applied to the design of porous electrodes. Then, in Sect. 3, we define the systems of partial differential equations (PDEs) for the ionic and electronic potentials describing the secondary current distribution in the porous electrodes. We then specialize these equations to describe model steady and transient applications, a porous electrode driving a reduction–oxidation Faradaic reaction (i.e., a ‘redox electrode’) and a charging supercapacitor, respectively. The equations are nondimensionalized in the context of seminal work on porous electrode theory to yield familiar dimensionless groups and provide generality (Newman and TieDEMANN 1975). Implementation details and solution techniques are given in Sect. 4. Specifically, we include preconditioning techniques to accelerate the solution of the PDEs. In Sect. 5, we show various two-dimensional designs optimized for power efficiency, in the case of the redox electrode and for ohmic losses and stored energy in the supercapacitor electrode. We discuss the impact of the different dimensionless parameters and compare our designs with monolithic, homogeneous electrodes. Finally, we present examples of designed three-dimensional electrodes for each system.

### 2 Topology optimization

The porous electrode design problem is to find the optimal distribution of material $\chi$ in a design domain $\Omega$, i.e.

$$\min_{\chi \in \{0,1\}} \theta_0(\chi) = \int_{\Omega} \pi(\chi, \Phi_1, \Phi_2) \, dV$$

subject to $\Phi_1, \Phi_2$ satisfies $F(\chi, \Phi_1, \Phi_2) = 0$

$$\theta_i(\chi) = \int_{\Omega} g_i(\chi, \Phi_1, \Phi_2) \, dV \leq 0 \quad i = 1, 2, \ldots, n_i,$$

where $\theta_0$ is the cost function to be minimized and $\theta_i$ are the $n_i$ design constraints. The design variable $\chi$ defines the presence of a two porosity electrode ($\chi = 0$ for material $M$ with porosity $\epsilon_M$ and $\chi = 1$ for material $N$ with porosity $\epsilon_N$). Note that this definition includes the extreme cases of the materials being pure electrolyte, $\epsilon_i = 1$, or pure solid, $\epsilon_i = 0$. The response functions $\Phi_1$ and $\Phi_2$ model the electronic and ionic potentials, respectively, according to the system of
equations $F(\chi, \Phi_1, \Phi_2) = 0$, whose details we explain in the next section.

In the context of density-based optimization (Bendsøe 1989), the discrete nature of the design variable $\chi$ prevents using gradient-based algorithms. We therefore make the set of optimization variables convex by replacing $\chi \in \{0, 1\}$ with the continuous volume fraction variable $\gamma \in [0, 1]$. As explained in Sect. 3, the constitutive equations modeling the conductivities inherently penalize intermediate values of $\gamma$. We, therefore, do not use a penalization scheme such as SIMP (Bendsøe 1989).

Design problems in topology optimization are commonly ill-posed. Optimal designs consist of a non-converging sequence of highly oscillatory structures that maximize the surface area ad infinitum. To obtain a well-posed problem, several techniques impose a minimum length scale in the design. Chief among them is the diffusion–reaction PDE (Lazarov and Sigmund 2011)

$$-r^2 \nabla^2 \tilde{\gamma} + \tilde{\gamma} = \gamma, \quad \text{in } \Omega,$$

$$r^2 \nabla \tilde{\gamma} \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega, \quad (2)$$

where we solve for the filtered volume fraction $\tilde{\gamma}$ given the design volume fraction $\gamma$. The filter radius $r$ controls the minimum length scale of the designs, $\partial \Omega$ denotes the boundary of $\Omega$, and $\mathbf{n}$, the outward pointing unit normal.

Since filtering inherently produces gray transition regions of intermediate material, projection of the filtered volume fraction $\tilde{\gamma}$ to 0–1 values is often used to obtain sharper designs (Guest et al. 2004; Wang et al. 2011). However, continuation strategies are required to avoid convergence to low quality local minima. In this work, we obtain designs that are mostly discrete without projecting $\tilde{\gamma}$, so we leave out projection for simplicity. Future work could apply a projection method to obtain a sharper geometry.

### 3 Governing equations

In this section, we first describe a generic model that is applicable to most porous electrodes. We then apply it to the specific cases of a porous electrode driving a Faradaic reduction-oxidation reaction (i.e., a porous redox electrode) and a porous electrode used as an electrical double layer capacitor (EDLC) or supercapacitor.

Porous electrodes consist of a porous solid matrix of an electrically conductive material immersed in an electrolyte solution (cf. Fig. 2). Their modeling is determined by the conservation of the ionic and electronic current densities, on the assumption of constant concentration of chemical species and no charge separation (Newman and Tiedemann 1975). The current density transfer between the ionic and electronic current densities occurs at the interface, and it can be caused by either Faradaic, electrochemical reactions or charge storage at the electrical double layer.

High-fidelity models of porous electrodes are computationally expensive due to their complex geometry and length scale disparity. Reduced-order models that capture essential quantities of interest without the costly modeling of the geometry are therefore desired. Most notably, the large-scale separation between the small pore structure (i.e., microporosity) and the electrode’s dimension permits the use of inexpensive models based on averaging techniques. These models resolve the potential fields at the electrode scale using effective material properties that capture the pore-scale effects (Newman and Tiedemann 1975; Newman and Thomas-Alyea 2012). Indeed, these effective properties are averages over representative elementary volumes containing both the solid matrix and the electrolyte phases. The Bruggeman correlation (1935) is one such model in which the porosity $\epsilon$ and the tortuosity factor $\eta = \frac{1}{2}$ characterize the effective ionic conductivity

$$\kappa = \epsilon \kappa_0, \quad (3)$$

where $\kappa_0$ is the conductivity of the electrolyte phase and the effective electronic conductivity

$$\sigma = (1 - \epsilon)^\eta \sigma_0, \quad (4)$$

where $\sigma_0$ is the conductivity of the solid phase. We remark here that the exponent $\eta = \frac{1}{2}$ penalizes the conductivity of intermediate densities as in SIMP (Bendsøe 1989). The current density transfer at the electrode-electrolyte interface is interpreted as an effective current per unit volume $a_i \mathbb{I}(\Phi_1, \Phi_2)$, where $a$ is the surface area of the interface between the microporous structure and the electrolyte per unit volume of the total electrode.

With the effective properties, we can model the porous electrode as a continuum, and we, therefore, solve for the electronic potential $\Phi_1$ and ionic potential $\Phi_2$ in the entire domain.

$$-\nabla \cdot (\sigma \nabla \Phi_1) = -a_i \mathbb{I}(\Phi_1, \Phi_2) \quad \text{in } \Omega, \quad (5a)$$

$$-\nabla \cdot (\kappa \nabla \Phi_2) = a_i \mathbb{I}(\Phi_1, \Phi_2) \quad \text{in } \Omega, \quad (5b)$$

$$\Phi_1 = 0 \quad \text{on } \Gamma_1, \quad (5c)$$

$$\sigma \nabla \Phi_1 \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega \setminus \Gamma_1, \quad (5d)$$

$$B_p \Phi_2 + B_c \kappa \nabla \Phi_2 \cdot \mathbf{n} = g \quad \text{on } \Gamma_2, \quad (5e)$$

$$\kappa \nabla \Phi_2 \cdot \mathbf{n} = 0 \quad \text{on } \partial \Omega \setminus \Gamma_2. \quad (5f)$$
The domain boundary \( \partial \Omega \) consists of two complementary regions for \( \Phi_1 \): \( \Gamma_1 \), and \( \partial \Omega \setminus \Gamma_1 \) over which, Dirichlet and homogeneous Neumann boundary conditions are applied, respectively. Similarly, \( \partial \Omega \) is split for \( \Phi_2 \) in \( \Gamma_2 \) and \( \partial \Omega \setminus \Gamma_2 \) over which Robin and homogeneous Neumann boundary conditions are applied, respectively. The Robin boundary condition coefficients allows us to choose between applying only a potential, i.e. \( B_p = 1 \) and \( B_c = 0 \), or only a current density \( B_p = 0 \) and \( B_c = 1 \). We do not consider other options in this manuscript. These boundary conditions are respectively. Similarly, homogeneous Neumann boundary conditions are applied, and the effective specific area per volume \( \rho \) is split for \( \gamma = \) \( \epsilon M \) and \( \epsilon N \), respectively. Similarly, \( \epsilon M \) is the exchange current density, or just “exchange current,” corresponding to the reference concentration \( \epsilon_{\text{ref}} \) (Newman and Tiedemann 1975; Newman and Thomas-Alyea 2012). This is common in most porous electrodes operated at steady-state and constant concentration and often requires flowing electrolyte as shown in Fig. 1b. To distinguish this example we specify the model name as a “porous redox electrode.” Depending on the direction of the current and reaction term, this model could be used for devices such as discharging flow batteries, where a chemical reaction spontaneously generates current, or electrolyzers and charging batteries, where energy is inputted to activate the reaction.

The current generated due to the simple one electron transfer redox reaction \( \text{Ox} + e^- \rightarrow \text{Red} \), is described by the Butler–Volmer relationship (Fuller and Harb 2018)

\[
i_\text{v}(\Phi_1, \Phi_2) = \frac{i_0}{C_{\text{ref}}} \left[ C_R \exp \left( \frac{\alpha_F}{RT} \Delta \Phi \right) - C_O \exp \left( -\frac{\alpha_F}{RT} \Delta \Phi \right) \right].
\]

where \( i_0 \) is the exchange current density, or just “exchange current,” corresponding to the reference concentration \( C_{\text{ref}} \) (Newman and Tiedemann 1975), and \( C_R \) and \( C_O \) are the concentration of reductant, \( \text{Red} \), and oxidant, \( \text{Ox} \), respectively. The anodic and cathodic charge transfer (dimensionless) coefficients are \( \alpha_a \) and \( \alpha_c \), respectively. For simplicity, we assume \( C = C_R = C_O \) and \( \alpha = \alpha_a = \alpha_c \). \( T \) is the absolute

**3.1 Porous redox electrode**

We consider the case of a porous electrode where a reduction–oxidation (redox) reaction occurs inside the porous electrode (Newman and Tiedemann 1975; Newman and Thomas-Alyea 2012). This is common in most porous electrodes where energy is inputted to activate the reaction. The current generated due to the simple one electron transfer redox reaction \( \text{Ox} + e^- \rightarrow \text{Red} \), is described by the Butler–Volmer relationship (Fuller and Harb 2018)

\[
i_\text{v}(\Phi_1, \Phi_2) = \frac{i_0}{C_{\text{ref}}} \left[ C_R \exp \left( \frac{\alpha_F}{RT} \Delta \Phi \right) - C_O \exp \left( -\frac{\alpha_F}{RT} \Delta \Phi \right) \right].
\]

where \( i_0 \) is the exchange current density, or just “exchange current,” corresponding to the reference concentration \( C_{\text{ref}} \) (Newman and Tiedemann 1975), and \( C_R \) and \( C_O \) are the concentration of reductant, \( \text{Red} \), and oxidant, \( \text{Ox} \), respectively. The anodic and cathodic charge transfer (dimensionless) coefficients are \( \alpha_a \) and \( \alpha_c \), respectively. For simplicity, we assume \( C = C_R = C_O \) and \( \alpha = \alpha_a = \alpha_c \). \( T \) is the absolute.
temperature, $F$ is Faraday’s constant, and $R$ is the universal gas constant. Finally, $\Delta \Phi = \Phi_1 - \Phi_2 - U_0$ is defined as the potential difference and $U_0$ is the standard potential for this reaction.

We supply the system with only an ionic current density $g = I/A$, (11)
on $I_2$, i.e. $B_p = 0$ and $B_c = 1$ in (5e), and ground the electronic potential at $I_1$, cf. (5c). The rest of the boundary is electrically insulated, cf. (5d) and (5f). The total current supplied to the system, $I$, is specified over the membrane area, $A$. A positive current $I$ drives a chemical reaction and induces the porous redox electrode to act as an electrolyzer or charging battery.

Let $L$ be the thickness of the electrode, as illustrated in Fig. 3. We replace the expressions (10), (11), and the nondimensional variables:

$$\hat{\Phi}_1 = \frac{\kappa_0 A}{L} \Phi_1, \quad \hat{\Phi}_2 = \frac{\kappa_0 A}{L} (\Phi_2 + U_0),$$

$$\hat{x} = \frac{1}{L} x,$$

in the porous electrode system (5) to obtain the nondimensional equations of the porous redox electrode:

$$\nabla \cdot \left( \left( 1 - e \right)^{\frac{1}{3}} \nabla \hat{\Phi}_1 \right) = -\frac{\delta}{\mu} \frac{\tau}{1+\tau} \left[ \varepsilon \hat{i} \right] \text{in} \hat{\Omega},$$

$$\nabla \cdot \left( e \frac{1}{3} \nabla \hat{\Phi}_2 \right) = \frac{\delta}{\mu} \frac{1}{1+\tau} \left[ \varepsilon \hat{i} \right] \text{in} \hat{\Omega},$$

$$\hat{\Phi}_1 = 0 \text{ on } \hat{\Gamma}_1,$$

$$\left( 1 - e \right)^{\frac{1}{3}} \nabla \hat{\Phi}_1 \cdot \mathbf{n} = 0 \text{ on } \partial \hat{\Omega} \setminus \hat{\Gamma}_1,$$

$$e^{\frac{1}{3}} \nabla \hat{\Phi}_2 \cdot \mathbf{n} = 1 \text{ on } \hat{\Gamma}_2,$$

$$e^{\frac{1}{3}} \nabla \hat{\Phi}_2 \cdot \mathbf{n} = 0 \text{ on } \partial \hat{\Omega} \setminus \hat{\Gamma}_2,$$

where

$$\delta = \frac{\alpha FL^2 \sigma_0 \Delta}{RTC_{\text{ref}}} \left( \frac{1}{\sigma_0} + \frac{1}{\kappa_0} \right),$$

is the ratio of ohmic and kinetic resistances (it is an inverse Wagner number Fuller and Harb 2018),

$$\tau = \frac{\kappa_0}{\sigma_0},$$

is the ratio of liquid and solid conductivities and

$$\mu = \frac{\alpha FL}{RT \kappa_0 A},$$

is the dimensionless applied current density. Finally, the nondimensionalized Butler–Volmer term is

$$\hat{i} = \tilde{\gamma} [\exp (\mu \Delta \Phi) - \exp (-\mu \Delta \Phi)],$$

with $\Delta \Phi = \hat{\Phi}_1 - \hat{\Phi}_2$. Note that in the linear regime of Butler–Volmer, $\mu$ cancels in the right-hand sides of (15a) and (15b).

### 3.2 Supercapacitor electrode

We also model a porous electrode operating under transient conditions. We again focus on a half-cell and specifically consider a single porous electrode of an EDLC, also commonly referred to as a supercapacitor (Fuller and Harb 2018). This serves as a model, transiently operated electrochemical device and can be extended to battery simulation. The latter involves added complexity in the governing equations, but the methodology for applying topology optimization to a transient electrochemical system is nevertheless well illustrated using an EDLC as a model. The supercapacitor behavior is governed by (5) and a time-dependent current transfer at the electrode–electrolyte interface

$$i_n = C_d \frac{\partial (\Phi_1 - \Phi_2)}{\partial t},$$

due to charge accumulation at the electrical double layer, where $C_d$ is the double layer capacitance (Newman and Tiedemann 1975).

We apply a charging current to the electrode by specifying a time-dependent ionic potential

$$g = v t \quad \text{for } t \in [0, \Phi_{\text{max}}/v],$$

on $I_2$, i.e. $B_p = 1$ and $B_c = 0$ in (5e), and ground the electronic potential at $I_1$, cf. (5c). The rest of the boundary is electrically insulated, cf. (5d) and (5f). The charging rate $v$ and the maximum potential $\Phi_{\text{max}}$ modulate the input power and energy into the system. The timescales in the system are the characteristic charging time $\frac{\alpha FL^2}{\kappa_0}$ and the input charging time $\Phi_{\text{max}}$.

Replacing the expressions (20), (21) and the nondimensional variables

$$\hat{\Phi}_1 = \frac{\Phi_1}{\Phi_{\text{max}}},$$

we get the following equations for the supercapacitor electrode:
\begin{align}
\hat{\Phi}_2 &= \frac{\Phi_2}{\Phi_{\text{max}}}, \\
\hat{t} &= \frac{t}{a_n C_{\text{d}} L^2 / \kappa_0}, \\
\hat{x} &= \frac{x}{L},
\end{align}

in (5), we obtain the problem: Find \( \hat{\Phi}_1 \) and \( \hat{\Phi}_2 \) such that

\begin{align}
-\nabla \cdot \left((1 - e^{3/2} \hat{\Phi}_1) \right) &= -r_y \frac{\partial (\hat{\Phi}_1 - \hat{\Phi}_2)}{\partial \hat{t}} \quad \text{in } \Omega, \\
-\nabla \cdot \left(e^{3/2} \hat{\Phi}_2 \right) &= \gamma \frac{\partial (\hat{\Phi}_1 - \hat{\Phi}_2)}{\partial \hat{t}} \quad \text{in } \hat{\Omega}, \\
\hat{\Phi}_1 &= 0 \quad \text{on } \hat{\Gamma}_1, \\
(1 - e^{3/2} \hat{\Phi}_1) \cdot n &= 0 \quad \text{on } \partial \Omega \setminus \hat{\Gamma}_1, \\
\hat{\Phi}_2 &= \xi \hat{t} \quad \text{on } \hat{\Gamma}_2, \\
e^{3/2} \hat{\Phi}_2 \cdot n &= 0 \quad \text{on } \partial \Omega \setminus \hat{\Gamma}_2,
\end{align}

for \( \hat{t} \in [0, 1/\xi] \) and \( \hat{\Phi}_1 = \hat{\Phi}_2 = 0 \) as initial conditions. Only two nondimensional parameters determine \( \hat{\Phi}_1 \) and \( \hat{\Phi}_2 \): \( \xi \) as in (17), the ratio of electrolyte conductivity to electrode conductivities, and

\[ \xi = \frac{a_n C_{\text{d}} L^2 / \kappa_0}{\Phi_{\text{max}} / \nu}, \]

the ratio of the characteristic time for charging to the total charging time.

### 4 Implementation

The two potential equations for both the porous redox electrode and the supercapacitor are solved using the finite element library Firedrake (Rathgeber et al. 2016), which uses PETSc (Balay et al. 2020) as the backend for the linear algebra. The sensitivities are automatically derived by pyadjoint (Mitusch et al. 2019). The results of this paper can be reproduced using TOPE (Roy et al. 2022). The MMA algorithm (Svanberg 1987) solves the optimization problems via the Python implementation pymMAopt (Salazar de Troya 2021; Salazar de Troya et al. 2021). We consider the optimized designs to have converged at three hundred iterations, as shown in Sect. 5.1.3.

Both problems are discretized using piecewise linear finite elements on triangular (2D) or tetrahedral (3D) meshes. The porous redox electrode problem is linearized using Newton’s method with an \( L^2 \) norm linesearch. The supercapacitor equation is integrated in time using a backward Euler scheme, and the cost function \( \theta^p \) from (31), with a trapezoidal scheme. We integrate in time using 200 time steps for all simulations. An adaptive scheme is more efficient, but we leave it for future work. The calculation of sensitivities for large-scale transient problems can run into memory bottlenecks when using the adjoint method. Indeed, the method requires saving the entire state of the forward problem, i.e. the potentials at each time step, to calculate the adjoint variable. We did not encounter this problem, but future research with larger problems can use checkpointing schemes such as in Griewank and Walther (2000) or Zhang et al. (2022) to overcome it.

For both the porous redox electrode and the supercapacitor, the linear system of equations resulting from the finite element discretization is of the form

\[
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix}
= \begin{bmatrix}
r_1 \\
r_2
\end{bmatrix},
\]

where \( A_{11} \) is the electronic potential coefficients, \( A_{22} \), the ionic potential coefficients, and \( A_{12} \) and \( A_{21} \), their respective couplings. Correspondingly, we denote the electronic potential unknowns and residual by \( \phi_1 \) and \( r_1 \), respectively, and the ionic potential unknowns and residual by \( \phi_2 \) and \( r_2 \).

Instead of solving this linear system using a direct method, we consider a preconditioned iterative method (Wathen 2015) to improve scalability and solution time, especially for 3D simulations. The structure of the system enables preconditioning approaches where iterative methods are used for the different blocks.

First, the system (28) can easily be made symmetric for both the redox and supercapacitor problems by multiplying the electronic potential equations (15b) and (26b) by \( r \), respectively. Second, the diagonal blocks \( A_{11} \) and \( A_{22} \) result from the discretization of elliptic operators, making them ideal candidates for multigrid methods (Brandt 1977). We thus use the conjugate gradient method with a blockwise symmetric Gauss–Seidel preconditioner of the form

\[
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
A_{11}^{-1} & 0 \\
0 & A_{22}^{-1}
\end{bmatrix}
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}^T.
\]

The diagonal blocks \( A_{11} \) and \( A_{22} \) are approximately inverted using a single AMG V-cycle (Ruge and Stüben 1987) (BoomerAMG Henson and Yang 2002 from the hypre library Falgout and Yang 2002).

The PDE filter (2) is solved using a two-point flux approximation scheme described in “Appendix 2”. For
the linear system resulting from the discretization of the PDE filter, we use the conjugate gradient method preconditioned with an AMG V-cycle.

All PETSc solver options are given in “Appendix 3”.

5 Optimal designs

We now present optimal designs for both the porous redox and supercapacitor/EDLC electrodes. The design domain in 2D and 3D, Fig. 3a and b, respectively, receive the current or are subjected to an applied potential on \( I_2 \) and collect the current (ground the electronic potential) on \( I_1 \). The computational domains are chosen such that the electrodes are twice as wide as they are thick i.e. \( W = 2L \), while the membrane and current collector have lengths 75% of the electrode width, i.e. \( w = 1.5L \).

In 2D, we simulate half of the total domain with a mesh of approximately 15,000 triangular elements and use the usual symmetry boundary conditions over the cut edges. We use a similar approach in 3D to only simulate a quarter of the domain with a mesh of approximately 6,000,000 tetrahedral elements, and symmetry boundary conditions over the cut surfaces.

The first examples in both following subsections consider the original Bruggeman correlation in the effective ionic conductivity, cf. (3). The second set of examples uses the modified Bruggeman correlation in (8) with \( f_p = 0.02^{2/3} \), which corresponds to the lowest factor in Madabattula and Kumar (2020). The filtered density \( \tilde{\gamma} \) is obtained using the PDE filter (2) with a filter radius of \( r = 0.01 \).

5.1 Porous redox electrode

We first design a porous redox electrode to minimize the ionic potential at the membrane for a fixed current density, i.e.

\[
\min_{\gamma \in [0,1]} \int_{F_2} \phi_2 \, ds,
\]

\[
\text{s.t.} \phi_1, \phi_2 \text{ satisfy (xm15)},
\]

which is equivalent to driving the overpotential to zero, defined as the excess necessary potential to drive the Faradaic reaction, \( \eta = \phi_1|_{F_2} - \phi_2|_{F_2} - U_0 \). Regardless of the application, the most power efficient operation of this half-cell occurs when the cell operates as closely as possible to the thermodynamic potential. As evident in the expression, as \( \eta \rightarrow 0 \), the potential difference in the half-cell approaches its thermodynamic limit. This minimization problem is therefore assumed to have little effect over the optimal design. In the linear regime, however, increasing it results in a greater reaction rate at a fixed potential difference in the electrode. Equivalently, at fixed currents the potential drop will be lower. We can investigate the nonlinearity of the Butler–Volmer equation (19), \( \mu \) can be cancelled and is there -

Optimized designs are shown for various values of the conductivity ratio \( \tau \) (17), the inverse Wagner number \( \delta \) (16), and the dimensionless current density \( \mu \) (18). The optimized designs start with an initial uniform \( \gamma = 0.5 \) everywhere in the domain.

Running on one core of an Intel Xeon E5-2695 v4 CPU, each optimization iteration (forward and adjoint problem) took between 0.9 and 1.5 s, depending on required the number of Newton iterations (1 to 5).

5.1.1 Original Bruggeman correlation

The optimized designs with the original Bruggeman correlation (3) in Figs. 4 and 5 present a sharp teeth-like pattern. These teeth facilitate ionic transport since the effective ionic conductivity is higher in the electrolyte-only phase.

We note that for \( \varepsilon_{\text{sk}} = 0.5 \), the effective ionic conductivity \( \kappa \) (3) in the electrolyte-only phase (\( \tilde{\gamma} = 0 \)) is greater than the effective electronic conductivity \( \sigma \) (4) in the porous phase \( (\tilde{\gamma} = 1) \) when \( \tau > 0.5^{1/1.5} \). This implies that, with respect to reducing ohmic losses, the electrolyte-only phase is preferred over the porous phase when \( \tau > 0.5^{1/1.5} \). Manifestly, \( \tau \) increases the proportion of the domain occupied by the porous phase. A further reduction of \( \tau \) naturally results in a greater dominance of the porous phase.

On a similar note, increasing \( \delta \) augments the relative importance of ohmic losses. Consequently, an increase in \( \delta \) corresponds with a preference for the material with less ohmic resistance. For \( \tau = 0.5 \), this means an increase in electrolyte-only phase, and for \( \tau = 0.1 \), an increase in the porous phase.

The parameter \( \delta \) also relates to electrode penetration depth (Fuller and Harb 2018). A small \( \delta \) means that the reaction happens throughout the electrode, while a large \( \delta \) means that the reaction happens closer to the membrane (or here closer to the electrolyte-only phase), due to increased ohmic resistance. In the absence of reactant consumption, a significant portion of the electrode is essentially unused for larger \( \delta \) as observed in Fig. 5b, d. In that case, a thinner electrode would be more efficient, although here the electrode is forced to fill the domain to retain electrical contact.

The parameter \( \mu \) represents the nondimensional current density at the membrane. In the linear regime of the Butler–Volmer equation (19), \( \mu \) can be cancelled and is therefore assumed to have little effect over the optimal design. In the nonlinear regime, however, increasing it results in a greater reaction rate at a fixed potential difference in the electrode. Equivalently, at fixed currents the potential drop will be lower. We can investigate the nonlinearity of the Butler–Volmer equation by looking at the magnitude of the factor in (19): a larger value, say greater than 2, indicates that we are in the nonlinear regime. For the chosen parameters, the cases with \( \mu = 0.1 \) are in the linear regime, while
for $\mu = 5$, the $\delta = 25$ cases are slightly nonlinear and the $\delta = 1$ cases are very nonlinear. It is clear that increasing $\mu$ increases the nonlinearity of $\hat{\gamma}$. As for $\delta$, reducing it leads to a decreased ohmic resistance. We thus observe larger potential differences and move further towards the nonlinear regime. As another indication of nonlinearity, we can look at the number of Newton iterations. The numbers of iterations required for solving the system for the initial design ($\hat{\gamma} = 0.5$ everywhere) are given in Table 1. We observe that increasing $\mu$ and decreasing $\delta$ increases the number of Newton iterations.

### Table 1

| $\mu$ | $\delta = 0.5$ | $\delta = 0.1$ |
|-------|----------------|----------------|
| $\delta$ | $\delta$ | $\delta$ |
| 1 | 25 | 25 |
| 0.1 | 2 | 1 |
| 5 | 3 | 4 |

Fig. 4 Optimized porous redox electrode designs considering the original Bruggeman correlation and $\tau = 0.5$. Black is $\hat{\gamma} = 1$; white is $\hat{\gamma} = 0$

Fig. 5 Optimized porous redox electrode designs considering the original Bruggeman correlation and $\tau = 0.1$. Black is $\hat{\gamma} = 1$; white is $\hat{\gamma} = 0$
In the $\tau = 0.5$ cases, an increase in $\mu$ results in a slight increase in the electrolyte-only phase, the favored phase in terms of effective ionic conductivity. This increase is more pronounced for the $\delta = 1$ case. On the other hand, there is little change for $\tau = 0.1$, especially for $\delta = 25$. Overall, the effect of $\mu$ is more significant for $\delta = 1$, where the Butler–Volmer is more nonlinear.

Fig. 6 Optimized porous redox electrode designs considering the modified Bruggeman correlation and $\tau = 0.5$. Black is $\tilde{\gamma} = 1$; white is $\tilde{\gamma} = 0$.

Fig. 7 Optimized porous redox electrode designs considering the modified Bruggeman correlation and $\tau = 0.005$. Black is $\tilde{\gamma} = 1$; white is $\tilde{\gamma} = 0$. 

| $\delta$ | $\mu$ | $\theta_0^{pe}$ |
|----------|-------|-----------------|
| 1        | 0.1   | 3.2818          |
| 1        | 5     | 2.3973          |
| 25       | 0.1   | 1.9665          |
| 25       | 5     | 1.1844          |
| 25       | 0.1   | 1.6348          |
| 25       | 5     | 1.6263          |
| 25       | 0.1   | 1.6263          |
| 25       | 5     | 1.6263          |

| $\delta$ | $\mu$ | $\theta_0^{pe}$ |
|----------|-------|-----------------|
| 1        | 0.1   | 1.9665          |
| 1        | 5     | 1.1844          |
| 25       | 0.1   | 0.4580          |
| 25       | 5     | 0.4289          |
| 25       | 0.1   | 0.4289          |
| 25       | 5     | 0.4289          |

$\theta_0^{pe}$ represents the effective ionic conductivity.
5.1.2 Modified Bruggeman correlation

Using the modified Bruggeman correlation (9), the designs in Figs. 6 and 7 exhibit hierarchical root-like patterns, maintaining the teeth-like structure. The smaller, root-like channels or macropores facilitate ionic transport deeper inside the porous phase to compensate for the lower ionic conductivity. Interestingly, the optimization algorithm converged to a multiscale solution to improve the objective, corroborating experimental efforts suggesting this same strategy (Wang et al. 2008).

Reducing $\tau$ has a different effect in this case. The effective ionic conductivity in the porous phase is less than 1% of its value in the electrolyte-only phase. Reducing $\tau$ only favors the porous phase for $\delta = 25$, i.e. when ohmic resistance is higher. Additionally, a reduction of $\tau$ by a factor of 100 appears to increase the prevalence of root-like structures to facilitate ion transport.

As observed for the original Bruggeman correlation, an increase in $\delta$ corresponds with an increase in the phase that reduces ohmic losses, i.e. the electrolyte-only phase for $\tau = 0.5$, and the porous phase for $\tau = 0.005$.

Increasing $\mu$ also expands the electrolyte-only phase for $\tau = 0.5$, especially for $\delta = 1$ due to the nonlinearity of Butler–Volmer as discussed in Sect. 5.1.1. However, there is little effect for smaller $\tau$.

5.1.3 Convergence history

We briefly investigate the convergence of the optimization algorithm.

Considering the case with $\delta = 1, \mu = 0.1, \tau = 0.005$, and the modified Bruggeman correlation, we plot the cost function evolution in Fig. 8. The four insets in Fig. 8 represent the evolution of the optimized design. We observe that most of the cost function reduction happens within the first 50 iterations. The design at 200 iterations is almost identical to the one obtained after 300 iterations as illustrated in Fig. 7a, a sign of convergence.

![Cost function history for the redox electrode with $\delta = 1, \mu = 0.1, \tau = 0.005$, and the lower effective conductivity. The snapshots are the design geometry at a 15, b 30, c 50, and d 200 iterations. Only the symmetric half of the designs are represented to save space in the figure](image)

**Fig. 8** Cost function history for the redox electrode with $\delta = 1, \mu = 0.1, \tau = 0.005$, and the lower effective conductivity. The snapshots are the design geometry at a 15, b 30, c 50, and d 200 iterations. Only the symmetric half of the designs are represented to save space in the figure.

**Fig. 9** Comparison of performance between monolithic and designed porous redox electrodes. Using $\mu = 0.1, \delta = 1$, as well as $\tau = 0.5$ and $\tau = 0.005$ for the original and modified Bruggeman correlation, respectively.
5.1.4 Comparison to a monolithic electrode

We compare the optimized electrodes to monolithic electrodes, i.e. an electrode consisting solely of the porous phase ($\gamma = 1$). For each electrode, we plot the nondimensional ionic potential $\Phi_2$ as well as the nondimensional volumetric charge transfer current density $i$ from (19), or current density for short.

In Fig. 9a, b, we compare the design for $\delta = 1$, $\mu = 0.1$ and $\tau = 0.5$ in Fig. 4a to a monolithic electrode, both using the original Bruggeman correlation. We first observe that the distribution of the ionic potential is very similar, with only slightly higher potential values at the membrane for the monolithic electrode, corresponding to a slightly higher cost function $\theta^w_0$. Indeed, the designed electrode leads to a 5.5% decrease in the average overpotential. The current density distribution is also similar, but appears more concentrated for the monolithic electrode. This indicates that spreading the reaction throughout the electrode is more efficient.

Now considering the modified Bruggeman correlation, we compare the designed electrode for $\delta = 1$, $\mu = 0.1$ and $\tau = 0.005$ in Fig. 7a to a monolithic electrode. Due to the very small effective ionic conductivity in the monolithic electrode, the ionic potential and current density are highly concentrated at the top boundary, cf. Fig. 9c, d. In contrast, the ionic potential in the designed electrode spreads through the electrolyte-only channels, leading to a better distribution of the current density. This leads to an 84% reduction in the average overpotential. Again there is an apparent benefit to spreading the reaction across the electrode.

In brief, to reduce the overpotential, the optimizer favors designs that spread the current density throughout the electrode. When using the original Bruggeman correlation, teeth-like designs achieve this goal with a small increase in power efficiency. On the other hand, the modified correlation with lower effective ionic conductivity leads to root-like designs that are significantly more power efficient. This suggests that designing electrodes at multiple length scales is especially important in the case of lower effective ionic conductivity.

5.2 Supercapacitor electrode

We next pose the EDLC/supercapacitor electrode design problem as

$$\min_{\gamma \in [0,1]} \theta^p_0(\gamma) = \int_0^{1/\xi} \int_\Omega \left( e \nabla \Phi_2 \cdot \nabla \Phi_2 + \frac{e}{\epsilon} \nabla \Phi_1 \cdot \nabla \Phi_1 \right) dV d\tau$$

s.t. $\Phi_1, \Phi_2$ satisfy Eq. (26)

$$\theta^p_1(\gamma) = \int_\Omega \frac{\Phi_1 - \Phi_2}{2} dV \geq \Sigma E_{\text{max}}.$$ (31)

This minimizes the ohmic losses in the electrode, i.e. $\theta^p_0$, subject to a constraint to ensure a minimum amount of stored energy, i.e. $\theta^p_1$, at the end of the dimensionless charging time, $1/\xi$. Equivalently, this minimizes the energy loss during the charge cycle of the system.

The stored energy is constrained to be greater than a factor $\Sigma$ of the maximum possible stored energy in the system

$$E_{\text{max}} = \int_\Omega \frac{1}{2} dV.$$ (32)

This corresponds to the domain being filled with porous material (i.e., $\gamma = 1$ and the domain is filled with only Material N) and the electrode being completely charged such that, $\Phi_1 - \Phi_2 = 1$ at all points in the domain.

The penalization schemes for the nondimensional ionic conductivity

$$\epsilon = \gamma \left( (f_p \epsilon_N)^\frac{1}{2} - 1 \right) + 1,$$ (33)

and the electronic conductivity

$$\hat{\epsilon} = \gamma \left( 1 - \epsilon_N^\frac{1}{2} \right),$$ (34)

result in intermediate volume fraction values with higher current density than in (26). Similarly, these values have a lower contribution to the energy stored calculation due to the penalization $\gamma$. This strategy leaves intermediate values undesirable, and they are thus removed by the optimizer. An ultimate value of $\rho = 3$ is desired for proper penalization. However, starting the optimization process with this value can cause convergence to unfavorable local minima. To circumvent this, a continuation strategy can be used: starting the optimizer with $p = 1$ and changing to $p = 3$ after 100 iterations. This continuation strategy leads to better optimized designs for the higher energy storage cases, but can create undesirable features for the lower energy storage cases. Therefore, we only use the continuation strategy for $\Sigma = 0.5$.

For the optimization study, we perform a parameter sweep on the conductivity ratio $\tau$ (17), the timescale ratio $\xi$ (27), and the constraint factor $\Sigma$ (31). The optimized designs start with an initial uniform $\gamma = 0.6$ everywhere.
in the domain, except the design in Fig. 12c for which \( \gamma = 0.5 \) was used because it provided a better-connected design than \( \gamma = 0.6 \). Running on one core of an Intel Xeon E5-2695 v4 CPU, each optimization iteration (forward and adjoint problem) took around 180 s.

### 5.2.1 Original Bruggeman correlation

The first set of optimized designs in Figs. 10 and 11 uses the original Bruggeman correlation (3). The high ionic conductivity within the porous material (\( \tilde{\gamma} = 1 \)) facilitates ion transport. As a consequence, the ions can penetrate deeper into the microporous network to access the high surface area within it, and thus the boundaries between the electrolyte and the porous material are generally smooth and have few

---

**Fig. 10** Optimized supercapacitor designs considering the original Bruggeman correlation and \( \Sigma = 0.2 \). Black is \( \tilde{\gamma} = 1 \); white is \( \tilde{\gamma} = 0 \)

---

**Fig. 11** Optimized supercapacitor designs considering the original Bruggeman correlation and \( \Sigma = 0.5 \). Black is \( \tilde{\gamma} = 1 \); white is \( \tilde{\gamma} = 0 \)
protuberant, bulbous or jagged features to expose more of the microporous electrode. Additionally, the ion transport is efficient enough that the design is not substantially affected by lower charging times with respect to the ion transport timescale, i.e. higher $\xi$. However, at lower $\tau$, ionic current transport is less efficient with respect to electronic current transport. As such, the optimized designs have more mass closer to the top boundary, where the current enters the domain. Lastly, designs with higher energy stored requirements, cf. Fig. 11, take more of the design domain to store more energy.

The cost function values of all optimized designs in Figs. 10 and 11 show lower energy losses for lower values of $\xi$ (longer charging times). As expected, for the same maximum potential, longer charging times allow for a more gradual application of the potential field allowing the electrode to absorb the charge while minimizing irreversible, ohmic losses. In the limit of infinite charge times, the losses would further decay as the system approaches the reversible, thermodynamic limit. A higher energy constraint factor $\Sigma$ yields higher ohmic losses since currents are generally higher and more ions need to travel through the electrode. On the other hand, decreasing $\tau$ helps to alleviate these losses, especially for lower energy requirements and lower $\xi$.

### 5.2.2 Modified Bruggeman correlation

The next set of examples uses the modified Bruggeman correlation for the effective ion conductivity, cf. (8). A lower effective ionic conductivity translates into worse ion transport within the electrode and lower ion penetration, forcing the design to increase the surface area exposed to the electrolyte to maximize the energy stored. As a result, and in contrast to the smooth designs described in the previous subsection, the optimization algorithm creates a hierarchical porous network with macropores for efficient ion transport, and smaller pores for greater energy storage, cf. the multiscale structure in Figs. 12 and 13. This multiscale nature of the designs has been previously highlighted as an important route for attaining improved performance, and we emphasize that here the optimization algorithm automatically converged to a hierarchical design (Wang et al. 2008).

Varying $\xi$ does not noticeably affect the design for $\Sigma = 0.2$, cf. Fig. 12, but it does for $\Sigma = 0.5$, cf. Fig. 13. The greater energy requirement for larger $\xi$, i.e. faster charging times, requires more porous electrode to store more energy, at the cost of greater ohmic losses. The influence of the conductivity ratio $\tau$ is negligible for the nondimensional values tested here. Unlike for the original Bruggeman correlation, placing more porous electrode adjacent to the top boundary carries higher ohmic losses due to the lower ionic conductivity. Increasing the energy stored constraint factor $\Sigma$ did also translate into a growth of the electrode mass within the design domain.

The cost function values in Figs. 12 and 13 follow a similar pattern to those in Figs. 10 and 11 but with overall higher energy losses due to the reduced ionic conductivity. Importantly, the optimization algorithm again converged to a hierarchical structure to decrease energy loss and improve performance.

---

**Fig. 12** Optimized supercapacitor designs considering the lower effective ionic conductivity and $\Sigma = 0.2$. Black is $\tilde{\gamma} = 1$; white is $\tilde{\gamma} = 0$. The figures show optimized designs with different values of $\tau$ and $\xi$.
5.2.3 Comparison to a monolithic electrode

Our optimized designs for $\xi = 0.01$, $\tau = 0.05$ and $\Sigma = 0.5$ are now compared with a monolithic porous electrode, i.e. $\tilde{\gamma} = 1.0$ everywhere. We consider both the original and modified Bruggeman correlations and run simulations to compare the energy loss and the energy stored. We do not use the expressions in (31), i.e. $\theta^0_{sp}$ and $\theta^1_{sp}$ because they penalize intermediate volume fraction values, cf. (33), (34) in $\theta^0_{sp}$ and $\gamma^3$ in $\theta^1_{sp}$, and thus, do not reflect the real energy loss and energy stored. Instead, we express the energy loss as

$$E_{\text{loss}} = \frac{1}{\tau} \int_0^\tau (e^{3/2} + (1 - e) \nabla \cdot \nabla \hat{\tau}) \, dV \, d\tau,$$

and the energy stored as

$$E_{\text{stored}} = \frac{1}{2} (\hat{\phi}_1 - \hat{\phi}_2)^2 \, dV,$$

which are both derived from (26) and together they add up to the total energy inputted to the half-cell. For the designed electrode with the original Bruggeman correlation, $E_{\text{loss}} = 0.004196$ is slightly lower than $\theta^0_{sp} = 0.00425$ in Fig. 11 and $E_{\text{stored}} = 0.54947$ is slightly larger than 0.5 (0.5 $\times$ $E_{\text{max}}$). These differences are expected given the residual presence of the intermediate material, which overestimates the energy losses and underestimates the energy stored due to the penalization schemes.

The monolithic electrode simulations were performed for two different scenarios. First, the monolithic electrode was charged until the energy stored was equivalent to the energy stored in the designed electrode, and, second, the monolith was charged for the same amount of time for which the designed electrode was optimized.

When employing the original Bruggeman correlation, the designed electrode incurs 0.76% of the total energy input as ohmic losses, whereas the monolith incurs 2.9%, cf. Table 2. The designed electrode, however, is charged more slowly. Alternatively, when the monolithic electrode is charged for the same amount of time as the designed electrode, a larger amount of energy is stored, but 2.2% of the inputted energy is lost to ohmic heating, rendering the designed electrode more energy efficient. Figure 14a, c, e compare the energy density field $\tilde{\gamma} (\hat{\phi}_1 - \hat{\phi}_2)^2$ for the monolithic electrode operated at fixed charging time, fixed energy stored, and the optimized electrode. For these parameters the monolithic electrode charges evenly and shows a uniform stored energy density.
energy density. For the designed electrode, the introduction of structure leads to non-uniform energy storage distribution but nevertheless leads to improved performance. The open channels lower the ohmic losses.

The impact of optimized structure is even more dramatic when using the modified Bruggeman correlation. Indeed, as seen in Table 3, the energy stored in the monolithic electrode charged for the same amount of time is only 60% of the optimized design while the ohmic losses are 48% of the input energy in the monolith and only 0.71% in the designed electrode. To attain the same amount of stored energy, the monolithic electrode incurs ohmic losses that are 114 times higher with a charging time 21% greater. As seen in Fig. 14b, d the energy is accumulated mostly near the charging boundary because the ions cannot penetrate further into the monolithic electrode. On the other hand, the hierarchical structure of the optimized design facilitates ion transport to permit an efficient distribution of the energy density in the porous electrode, as observed in Fig. 14f.

5.3 Three-dimensional optimized designs

We further demonstrate the design of porous electrodes for the three-dimensional domain in Fig. 3b. Due to the computational cost of each three-dimensional simulation, we present a single optimized design for each problem. First, we present a 3D optimized porous redox electrode in Fig. 15a, and its cross-section in Fig. 15b. For better contrast, the front slice of the cross-section is colored in black. To aid visualization on the unstructured grid, a smoothing filter is applied. We use the modified Bruggeman correlation and the parameter values $\tau = 0.005$, $\mu = 5$ and $\delta = 25$. In 3D, a valley-like design is observed. Taking a cross-section reveals a root-like pattern similar to the 2D counterpart in Fig. 6d.

Next, we design a supercapacitor electrode using the parameters $\xi = 0.01$, $\tau = 0.05$ and $E_{\text{stored}} \geq 0.5$ and the modified Bruggeman correlation as shown in Fig. 15c. In a similar fashion to the two-dimensional designs in Fig. 13, the optimization algorithm creates a network with hierarchical porosity. Wide channels connect the top boundary

| Table 3 | Quantitative comparison of the monolithic and designed electrodes with the effective Bruggeman correlation for $\xi = 0.01$ and $\tau = 0.05$ |
|---------|---------------------------------------------------------------|
| $E_{\text{stored}}$ | 0.58426 | 0.34786 | 0.58426 |
| $E_{\text{loss}}$ | 0.47853 | 0.32528 | 0.00419 |
| Charging time factor $1/\xi$ | 1.21 | 1.0 | 1.0 |
to the bottom of the electrode and a series of more narrow channels that spring from them to increase the surface area. Most notably, a series of holes are carved on the exterior wall. The cross-section along the $XY$ plane in Fig. 15d resembles the designs in Fig. 13.

6 Conclusion

In this work, we have introduced the use of density-based topology optimization for the design of porous electrodes. We have demonstrated the generality of this approach by posing and solving optimization problems for two different electrochemical applications: a porous electrode driving a Faradaic reaction and an EDLC/supercapacitor electrode. These serve as model steady and transient systems, respectively. We presented the governing equations for the secondary current distribution of the two systems and identified the key nondimensional groups informing electrode design. The physical parameter inputs to the governing equations were interpolated using a design field representing two different microporous materials. This ensured an inherently multiscale design where the aim of the optimization problem was thus to pattern the two different materials at scales larger than their microporous lengthscale. The approach is general, but we set the porosity of one the microporous materials to 1, effectively modeling it as a pure electrolyte.

For both electrochemical examples, the topology optimization algorithm provides non-trivial optimized electrode designs. In all cases, the optimized design showed improved performance over an undesigned, monolithic single porosity electrode. This was additionally verified for two different Bruggeman correlations for the effective conductivity. For the porous redox electrode, this led to overpotentials that were up to 84% lower, while the supercapacitor electrode showed energy losses that were up to 98% lower. All the designs showed that introducing new length scales improved
performance, but the resultant designs corresponding to the modified Bruggeman correlation showed the emergence of hierarchical structures, consistent with recent literature (Liu et al. 2017; Zhou et al. 2016; Wu et al. 2019; Cobb and Blanco 2014; Nemani et al. 2015; Zhu et al. 2016; Wang et al. 2008). Finally, we further demonstrated the utility of these techniques by demonstrating three-dimensional electrode design, thus providing a potential pathway for manufacture and testing of high performance architected electrodes. This work thus provides a new design tool for the computational design of multiscale, architected porous electrodes.

Appendix 1: Variational formulation

Here, we provide the variational formulation of the system (5). It is necessary for the finite element method, which is used in our numerical experiments. Let the bilinear forms

\[ a_1(\Phi_1, p_1) = \int_{\Omega} \sigma \nabla \Phi_1 \cdot \nabla p_1 \, dV, \]

\[ a_2(\Phi_2, p_2) = \int_{\Omega} \kappa \nabla \Phi_2 \cdot \nabla p_2 \, dV, \]

and the nonlinear mapping

\[ b(\Phi_1, \Phi_2; p) = \int_{\Omega} a_i(\Phi_1, \Phi_2)p \, dV, \]

be the piecewise constant function on our partition of \( \Omega \). The variational problem is given by: find \( \tilde{\gamma} \in P_0^{DG} \) such that

\[ \int_{\Gamma_{in}} r^2[v] \frac{[\tilde{\gamma}]}{\|\tilde{\gamma}\|} \, ds + \int_{\Omega} \tilde{\gamma} v \, dV = \int_{\Omega} \gamma v \, dV, \]

for all \( v \in P_0^{DG} \).

It is known that in order for TPFA to converge, the jump of the cell centers must be orthogonal to the facet between the cells. This is not in general satisfied by unstructured meshes. We employ the Frontal-Delaunay algorithm in Gmsh (Geuzaine and Remacle 2009) that ensures most of the mesh elements are equilateral triangles/tetrahedra and therefore, their centroids are connected with lines orthogonal to the facets. One could also instead use a mixed formulation where piecewise constant elements are used for \( \tilde{\gamma} \) and lowest-order Raviart-Thomas elements are used for the flux \( \psi = -\nabla \tilde{\gamma} \).

Appendix 2: Two-point flux approximation for the PDE filter

The PDE filter (2) is solved using a two-point flux approximation (TPFA) finite volume method that preserves the minimum principle: if \( \gamma(x) \geq 0 \) for all \( x \in \Omega \), then \( \tilde{\gamma} \) attains its minimum on \( \partial \Omega \) and its minimum value is \( \gamma \geq 0 \). This principle is important to comply because negatives values of \( \tilde{\gamma} \) result in non-positive matrices and affect the iterative solver. Using Lagrange finite elements to discretize (2) does not ensure satisfaction of the minimum principle. Indeed, for a sufficiently small \( r/h \) where \( h \) is the mesh element size, the reaction term \( \tilde{\gamma} \) in (2) dominates the diffusion term. As such, \( \tilde{\gamma} \) effectively becomes the \( L^2 \)-orthogonal projection of \( \gamma \) onto \( H^1 \), which necessitates oscillations to minimize the \( L^2 \)-distance (Salazar de Troya and Tortorelli 2020).

Given a partition on \( \Omega \), let \( \Gamma_{in} \) denote the union of all interior facets. We define the jump at a facet by \( [v] = v^+ - v^- \), where \( v^+ \) and \( v^- \) are the limit values of \( v \) on either side of the facet. Let \( c \) be the piecewise constant function of cell-centered coordinates. Let \( P_0^{DG} \) be the space of piecewise constant functions on our partition of \( \Omega \). The variational problem is given by: find \( \tilde{\gamma} \in P_0^{DG} \) such that

\[ \int_{\Gamma_{in}} r^2[v] \frac{[\tilde{\gamma}]}{\|\tilde{\gamma}\|} \, ds + \int_{\Omega} \tilde{\gamma} v \, dV = \int_{\Omega} \gamma v \, dV, \]

for all \( v \in P_0^{DG} \).

Appendix 3: PETSc solver options

For the redox electrode, the PETSc nonlinear solver options are:
The preconditioner (29) is specially suited for block preconditioning using Firedrake’s solver interface with PETSc. The solver options are given by:

```
"snes_type": "newtonls",
"snes_linesearch_type": "l2",
"snes_rtol": 1e-4,
```

We use the following PETSc solver options for the PDE filter:

```
"mat_type": "aij",
"ksp_rtol": 1e-4,
"ksp_type": "cg",
"pc_type": "fieldsplit",
"pc_fieldsplit_type": "symmetric_multiplicative",
"fieldsplit_1_ksp_type": "preonly",
"fieldsplit_1_pc_type": "hypre",
"fieldsplit_0_ksp_type": "preonly",
"fieldsplit_0_pc_type": "hypre",
```
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