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Summary

The area under a receiver operating characteristic curve (AUC) is a useful tool to assess the performance of continuous-scale diagnostic tests on binary classification. In this article, we propose an empirical likelihood (EL) method to construct confidence intervals for the AUC from data collected by ranked set sampling (RSS). The proposed EL-based method enables inferences without assumptions required in existing nonparametric methods and takes advantage of the sampling efficiency of RSS. We show that for both balanced and unbalanced RSS, the EL-based point estimate is the Mann-Whitney statistic, and confidence intervals can be obtained from a scaled chi-square distribution. Simulation studies and two case studies on diabetes and chronic kidney disease data suggest that using the proposed method and RSS enables more efficient inference on the AUC.
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1 | INTRODUCTION

A receiver operating characteristic (ROC) curve is used to evaluate the performance of a diagnostic test with binary outcomes. Let $X$ and $Y$ denote continuous measurements of non-diseased and diseased subjects with distribution functions $F$ and $G$, respectively. The diagnostic test classifies a subject as having the disease if the measurement is greater than the threshold $c$. The ROC curve plots the sensitivity (the true positive rate, $p = P(Y \geq c) = 1 - G(c)$) versus 1—specificity (the false positive rate, $q = 1 - P(X \leq c) = F(c)$) of the diagnostic test for all possible threshold values. The ROC curve can be expressed as a function $R(p) = 1 - G(F^{-1}(p))$, for $0 \leq p \leq 1$. The area under the ROC curve (AUC), denoted $\delta$, is an effective summary measure of the test’s overall accuracy. Bamber\(^4\) shows that $\delta = P(Y \geq X)$, which can be interpreted as the probability that the measurement of a randomly selected diseased subject is higher than that of a randomly selected non-diseased subject.

Many nonparametric approaches have been widely used to estimate the AUC from simple random samples, including the Mann-Whitney (MW) statistic, the kernel method, and the empirical likelihood (EL) approach. First, the MW statistic is an unbiased estimator of the AUC, and the confidence interval can be obtained using its asymptotic normality\(^1,2\). However, the normal approximation often requires a large number of samples or leads to low coverage for high values of the AUC in finite samples\(^3\). Second, the kernel method estimates the continuous ROC curve by replacing the indicator function of the empirical cumulative distribution with kernels\(^4,5\). The AUC can be obtained by computing the area under the kernel smoothed ROC curve. The kernel method usually requires optimal bandwidth to minimize the estimation error. Although optimal bandwidth selection is well studied for the estimation of the density itself, it has not been extensively studied for the estimation of the AUC. Lastly, the EL approach for the AUC is proposed by Qin and Zhou\(^3\) to build confidence intervals for the MW estimator.
EL is a nonparametric method of inference introduced by Owen. EL enables a distribution-free inference while carrying nice properties of the conventional likelihood such as Wilk’s theorem and Bartlett correction. Regarding the inference on the AUC, Qin and Zhou show that their EL approach provides a better interval estimation in view of the coverage probability and the length of the interval.

Ranked set sampling (RSS), firstly proposed by McIntyre, is a cost-effective sampling method compared to simple random sampling (SRS). RSS is especially useful when precise measurement of primary outcomes is expensive but assessment of their relative ranks is feasible. Various topics have been studied on RSS such as distribution functions, nonparametric two-sample tests, and rank regression. In the past decade, RSS has been applied to diverse areas including agriculture, education, engineering, environment, public health, and medicine.

The main theme of this paper is the inference on the AUC based on EL when data are obtained from RSS. In RSS, the estimation and testing of the AUC have been of great interest. Bohn and Wolfe show the asymptotic normality of the MW statistic of RSS under the location shift distributional assumption $G(x) = F(x - \Delta)$, where $-\infty < \Delta < \infty$. Sengupta and Mukhuti show the efficiency of the MW statistic of RSS over SRS. The kernel methods for RSS also have been introduced. On the other hand, the EL approach for estimating AUC in RSS has not been much studied. Only a few EL methods have been proposed for some specific topics in RSS. First, Baklizi proposes EL methods to construct confidence intervals for population mean and quantiles from one-sample (balanced and unbalanced) RSS data. Thus, these methods cannot be applied to AUC inferences involving two populations. Second, Liu et al. study EL-based hypothesis testing and interval estimation for one- and two-sample RSS data that mainly focus on mean and mean difference, with extension to general estimating equations. However, their approach is only developed for BRSS. It also does not take full advantage of information obtained from RSS as it assigns equal weight to all measured units in the same cycle of BRSS. To overcome these limitations, we propose EL-based methods for the AUC interval estimation that may better utilize the information obtained from balanced and unbalanced ranked set samples. Like other EL-based methods, our method does not make any distributional assumptions and does not have an additional parameter to be tuned, such as bandwidth. We illustrate the performance of the proposed EL-method via simulation using purely synthetic data and data re-sampled from two case studies, one involving diabetes data and the other involving chronic kidney disease data.

The rest of the paper is organized as follows. In Section 2, we introduce RSS and basic notations needed for our study, and propose the EL methods to estimate the AUC for balanced and unbalanced RSS. In Section 3, we conduct simulation studies under various settings to compare the performance of the proposed EL-based methods for RSS with the existing EL-based method for SRS and kernel-based method for RSS. In Section 4, we apply the proposed method to two case studies of diabetes and chronic kidney disease data and compare it with the other known methods. Discussion and conclusion are given in Section 5.

2 | METHODS

2.1 | Ranked Set Sampling

Let $Y$ be the variable of interest. The RSS scheme can be described as follows. First, the SRS sample of size $n$ is generated from the population of $Y$. Then the $n$ sample units are ranked by judgment without actually measuring $Y$. If there is an easily available concomitant variable, then it can be used to rank the units approximately. From the $n$ ranked sample units, the $r$th smallest one is chosen for actual quantification and is denoted $Y_{[r]}$; all the other $n - 1$ units are discarded. Note that this single RSS observation is obtained using auxiliary ranking information from the $n - 1$ observations that are only used for ranking. This procedure continues until $l$ observations $\{Y_{[r]} \mid Y_{[r+1]}, \ldots, Y_{[l]}\}$, all with rank $r$, are obtained and the set of these observations is called the $r$th rank stratum. The similar process is repeated for $r = 1, \ldots, n$ so that $n$ strata are obtained. The ranked set sample of $Y$ can be represented as

$$
Y_{[1]}, Y_{[2]}, \ldots, Y_{[n]};
$$

where $Y_{[r]}$ is the $r$th smallest observation among the $n$ observations.

```latex
Y_{[1]}, Y_{[2]}, \ldots, Y_{[n]};
```
where the \( r \)th row is the \( r \)th rank stratum. As a result, it takes \( n \sum r=1^n l_r \) number of sample units to obtain \( \sum r=1^n l_r \) number of RSS observations. In the above RSS sample, \( n \) is referred to as the set size and the total sample size is the total number of units formally quantified, given by \( \sum r=1^n l_r \).

In balanced RSS (BRSS), the same number of sample units is assigned to all \( n \) strata \( (l = l_1 = l_2 = \ldots = l_n) \), where the \( s \)th column \( \{Y_{[1],r}, Y_{[2],r}, \ldots, Y_{[n],r}\} \) is called the \( s \)th cycle with set size \( n \). On the other hand, unbalanced RSS (URSS) quantifies different number of observations in each rank stratum so that at least one \( l_r \) is not equal to the others.

RSS provides more efficient inference compared to SRS. For example, let \( \{Y_{[1]}, Y_{[2]}, \ldots, Y_{[n]}\} \) be the BRSS samples of size \( n \) from a single cycle and \( \{Y_1, Y_2, \ldots, Y_n\} \) be the SRS samples of size \( n \). The BRSS and SRS estimators for population mean are \( \bar{Y}_{BRSS} = \frac{1}{n} \sum r=1^n Y_{[r]} \) and \( \bar{Y}_{SRS} = \frac{1}{n} \sum r=1^n Y_r \), respectively. Both estimators are unbiased \( E[Y] = E[\bar{Y}_{BRSS}] = E[\bar{Y}_{SRS}] \), but the variance of the BRSS estimator is always smaller than or equal to that of the SRS estimator \( \text{Var}(\bar{Y}_{BRSS}) \leq \text{Var}(\bar{Y}_{SRS}) \).

RSS can improve the efficiency of comparisons regardless of the set size. The set size and the ranking quality play an important role in determining sampling efficiency in RSS. In practice, small set sizes are preferred because ranking a large number of units by judgment may be difficult and there is no way to guarantee the ranking quality. In our numerical study, we use small set sizes in the set \( \{2, 4, 5\} \).

### 2.2 Empirical Likelihood Method for AUC with Balanced RSS

Let samples of \( X \) and \( Y \) be obtained by BRSS. Also, let \( Y_{[r]} \) be the observation of a diseased subject in the \( r \)th sample of the \( s \)th cycle, which is judged to be the \( r \)th smallest. We assume that the diseased observations are obtained from \( l > 1 \) cycles, each containing \( n \) quantified units with ranks from 1 to \( n \), so that \( r = 1, \ldots, n \) and \( s = 1, \ldots, l \). Similarly, the non-diseased observations \( X_{[r]} \)'s are obtained by BRSS of \( k > 1 \) cycles with size \( m, i = 1, \ldots, m \) and \( j = 1, \ldots, l \).

Let us write

\[
\phi(X_{[s]}, Y_{[r]}) = \begin{cases} \frac{1}{n} \sum r=1^n \phi(X_{[r]}, Y_{[s]}) = 1, & \text{if } X_{[s]} < Y_{[r]} \cr 0, & \text{otherwise}. \end{cases}
\]

The MW statistic of the AUC based on BRSS is

\[
\hat{\delta}_{BRSS} = U_{BRSS}\{Y_{[1]}, \ldots, Y_{[n]}; X_{[1]}, \ldots, X_{[m]}\} = \frac{1}{mn} \sum r=1^m \sum s=1^n \phi(X_{[s]}, Y_{[r]}).
\]

We can define the placement value of \( Y_{[r]} \) similar to Pepe and Cai\[38\] as

\[
U_{rs} = 1 - F(Y_{[r]}).
\]

Here, \( U_{rs} \) can be seen as a proportion of non-diseased subjects whose measurements are greater than \( Y_{[r]} \). By treating \( Y_{[r]} \)'s as independent and identically distributed (i.i.d.) random variables from the distribution function \( G(\cdot) \), the AUC \( \hat{\delta} \) can be obtained by using \( U_{rs} \),

\[
E \left[ \sum r=1^n \sum s=1^n \frac{1}{n_l} (1 - U_{rs}) \right] = E[F(Y)] = \delta.
\]

Here, the stratification is not considered by treating the RSS data as if they were i.i.d. However, this has often been a beneficial approach in BRSS\[14\].

We can derive an EL procedure using the relationship between \( U_{rs} \) and \( \delta \) given in \[1\]. Let \( \mathbf{p} = (p_{11}, \ldots, p_{rs}, \ldots, p_{nl}) \) be a probability vector such that \( \sum r=1^n \sum s=1^n p_{rs} = 1 \) and \( p_{rs} \geq 0 \) for all \( r = 1, \ldots, n \) and \( s = 1, \ldots, l \). The profile EL for the AUC using balanced ranked set samples evaluated at the true AUC value \( \delta_0 \) is

\[
L_{BRSS}(\delta_0) = \sup \left\{ \prod r=1^n \prod s=1^n p_{rs} : \sum r=1^n \sum s=1^n p_{rs} = 1, \sum r=1^n \sum s=1^n p_{rs} (1 - U_{rs} - \delta_0) = 0 \right\}.
\]

Because \( U_{rs} \) depends on the unknown non-disease population distribution function \( F \), following Qin and Zhou\[12\], we estimate it using the empirical distribution of \( \hat{F} \) as defined in Stokes and Sager\[11\]. By replacing \( U_{rs} \) with \( \hat{U}_{rs} = 1 - \hat{F}(Y_{[rs]}) = 1 -
\[ \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{k} \phi \left( X_{[ij]}, Y_{[r]} \right) \] in (2) and solving the Lagrange multiplier, we get

\[ p_{rs} = \frac{1}{nl} \left( 1 + \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^{-1}, \]

where \( \lambda \) is the solution to

\[ 0 = \frac{1}{nl} \sum_{r=1}^{n} \sum_{s=1}^{l} \left( 1 - \hat{U}_{rs} - \delta_0 \right) \left( 1 + \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right). \]  \hspace{1cm} (3)

The empirical log-likelihood ratio is

\[ l_{BRSS}(\delta_0) = 2 \sum_{r=1}^{n} \sum_{s=1}^{l} \log \left( 1 + \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right). \]  \hspace{1cm} (4)

The maximum empirical likelihood estimator (MELE) \( \hat{\delta}_{BRSS} \) can be obtained by

\[ \hat{\delta}_{BRSS} = \arg \min_{\delta} l_{BRSS}(\delta). \]

In our setting, \( \hat{\delta}_{BRSS} = \hat{\delta}_{BRSS} \) because the dimension of \( \delta \) and the constraint is the same and \( \hat{\delta}_{BRSS} \) is the solution of

\[ \sum_{r=1}^{n} \sum_{s=1}^{l} \left( 1 - \hat{U}_{rs} - \delta \right) = 0. \]

The standard EL theory cannot be applied to equation (4) because \( \hat{U}_{rs} \) are not independent. Instead, we study the limiting distribution of the scaled EL. The following theorem shows that the asymptotic distribution of \( l_{BRSS}(\delta_0) \) follows the scaled chi-square distribution with one degree of freedom. The proof is given in Appendix A.

**Theorem 1.** Assume that rankings of BRSS are consistent and the true value of the AUC is \( \delta_0 \). For fixed \( m \) and \( n \) as \( k \to \infty \) and \( l \to \infty \),

\[ r_{BRSS}(\delta_0)l_{BRSS}(\delta_0) \to \chi^2_1, \]

where

\[ r_{BRSS}(\delta_0) = \frac{mk}{mk + nl} S^2_{BRSS}, \]

\[ S^2_{BRSS} = \frac{nl \left( S^0_{BRSS} \right)^2 + mk \left( S^{10}_{BRSS} \right)^2}{mk + nl}, \]

\[ \left( S^0_{BRSS} \right)^2 = \sum_{i=1}^{m} \sum_{j=1}^{k} \frac{1}{m(k-1)} \left( V^{10}_{BRSS}(X_{[ij]}) - V^{01}_{BRSS}(X_{[ij]}) \right)^2, \]

\[ \left( S^{10}_{BRSS} \right)^2 = \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{n(l-1)} \left( V^{01}_{BRSS}(Y_{[r]} - V^{10}_{BRSS}(Y_{[r]}) \right)^2, \]

\[ V^{10}_{BRSS}(X_{[ij]}) = \frac{1}{nl} \sum_{r=1}^{n} \sum_{s=1}^{l} \phi(X_{[ij]}, Y_{[r]}), \quad V^{01}_{BRSS}(Y_{[r]}) = \frac{1}{mk} \sum_{i=1}^{m} \sum_{j=1}^{k} \phi(X_{[ij]}, Y_{[r]}), \]

\[ V^{01}_{BRSS}(Y_{[r]}) = \frac{1}{l} \sum_{s=1}^{l} V^{01}_{BRSS}(Y_{[r]}). \]

We can use Theorem 1 to find an interval estimate for \( \delta \). An EL 100(1 - \( \alpha \))% confidence interval for the AUC based on BRSS samples can be found as

\[ CI_{\alpha}(\delta) = \left\{ \delta : r_{BRSS}(\delta)l_{BRSS}(\delta) \leq \chi^2_{1,1-\alpha} \right\}, \]  \hspace{1cm} (5)

where \( \chi^2_{1,1-\alpha} \) is the \( (1 - \alpha) \) quantile of \( \chi^2_1 \) distribution. By Theorem 1, the confidence interval (5) asymptotically achieves the correct coverage probability \( 1 - \alpha \). For simplicity, we approximate \( r_{BRSS}(\delta) \) with \( r_{BRSS}(\hat{\delta}_{BRSS}) \) in (5).
2.3 Empirical Likelihood Method for AUC with Unbalanced RSS

We extend the proposed EL method to URSS with equal set sizes. In URSS, the number of observations in each rank stratum is not equal. For the measurements of diseased subjects $Y$, the number of observations of the $r$th rank stratum is $l_r$ for $r = 1, \ldots, n$, and the total number of ranked set samples becomes $n_y = \sum_{r=1}^{n} l_r$. Similarly, the measurements of non-diseased subjects $X$ are obtained $k_i$ times in the rank $i$ stratum for $i = 1, \ldots, m$, and the total number of observations is $n_x = \sum_{i=1}^{m} k_i$. We assume $l_r > 1$ for $r = 1, \ldots, n$ and $k_i > 1$ for $i = 1, \ldots, m$.

The MW statistic of the AUC based on URSS is

$$\hat{\delta}_{URSS} = U_{URSS}(Y_{[1]}, \ldots, Y_{[1]}, \ldots, Y_{[n]}, \ldots, Y_{[n]}, X_{[1]}, \ldots, X_{[1]}, \ldots, X_{[m]}, \ldots, X_{[m]},)$$

$$= \sum_{i=1}^{m} \sum_{j=1}^{k_i} \sum_{r=1}^{l_r} \frac{1}{mk_i l_r} \phi(X_{[i]}, Y_{[r]}).$$

Using the relationship between $U_{rs}$ and the AUC $\delta$ and treating the data as i.i.d., we can show that $E \left[ \sum_{r=1}^{n} \sum_{s=1}^{l_r} \frac{1}{w_s} (1 - U_{rs}) \right] = \delta$. Let $w = (w_1, \ldots, w_{l_1}, \ldots, w_{l_r}, \ldots, w_{nl})$ be a weight vector such that $\sum_{r=1}^{n} \sum_{s=1}^{l_r} \frac{w_s}{nl} = 1$ where $w_{rs} \geq 0$ for all $r = 1, \ldots, n$ and $s = 1, \ldots, \max\{l_1, \ldots, l_n\}$. The profile EL for the AUC of URSS evaluated at the true value $\delta_0$ can be defined as

$$L_{URSS}(\delta_0) = \sup \left\{ \prod_{r=1}^{n} \prod_{s=1}^{l_r} w_{rs} : \sum_{r=1}^{n} \sum_{s=1}^{l_r} \frac{w_{rs}}{nl_r} = 1, \sum_{r=1}^{n} \sum_{s=1}^{l_r} \frac{w_{rs}}{nl_r} (1 - U_{rs} - \delta_0) = 0 \right\}.$$ (6)

The first constraint in equation (6) implies that $w_{rs}$ is weighted by the number of measurements in the $r$th rank stratum $l_r$. By replacing $U_{rs}$ with $\tilde{U}_{rs} = 1 - \tilde{F}(Y_{[r]}),$ $\delta_0 = 1 - \sum_{i=1}^{m} \sum_{j=1}^{k_i} \frac{1}{mk_i} \phi(X_{[i]}, Y_{[r]}),$ and solving (6),

$$w_{rs} = \frac{1}{n_y} \left( 1 + \frac{1}{nl_r} \left( 1 - \tilde{U}_{rs} - \delta_0 \right) \right)^{-1}.$$ (7)

The empirical log-likelihood ratio becomes

$$l_{URSS}(\delta_0) = 2 \sum_{r=1}^{n} \sum_{s=1}^{l_r} \log \left( 1 + \frac{1}{nl_r} \left( 1 - \tilde{U}_{rs} - \delta_0 \right) \right).$$ (7)

It can be easily shown that the MELE of (7) $\hat{\delta}_{URSS} = \hat{\delta}_{URSS}$ for the same reason explained in Section 2.2.

The proposed EL-based method for BRSS can be easily extended to URSS. Theorem 2 shows the asymptotic result of the empirical log-likelihood ratio for URSS. The proof is given in Appendix A. We can obtain an $100(1 - \alpha)$% EL confidence interval for the AUC with URSS by

$$CI_\alpha(\delta) = \left\{ \delta : r_{URSS}(\delta)l_{URSS}(\delta) \leq \chi^2_{1,1-\alpha} \right\}.$$ (8)

Similarly, we use $r_{URSS}(\hat{\delta}_{URSS})$ to approximate $r_{URSS}(\delta)$ in (8).

Theorem 2. Assume that rankings of URSS are consistent and the true value of the AUC is $\delta_0$. For fixed $m$ and $n$, as $\min_i l_i \to \infty$ and $\min_k k_i \to \infty$,

$$r_{URSS}(\delta_0)l_{URSS}(\delta_0) \to \chi^2_1.$$
where

\[ r_{URSS}(\delta_0) = \frac{n_x}{n_x + n_y} \sum_{r=1}^{n} \sum_{l=1}^{l_r} \frac{1}{n_l} \left( 1 - \hat{U}_{rs} - \delta_0 \right)^2, \]

\[ S_{URSS}^2 = \frac{n_y \left( S_{URSS}^{10} \right)^2 + n_x \left( S_{URSS}^{01} \right)^2}{n_x + n_y}, \]

\[ \left( S_{URSS}^{10} \right)^2 = \sum_{r=1}^{m} \sum_{j=1}^{k_r} \frac{1}{m(k_r - 1)} \left( V_{URSS}^{10}(X_{[ij]}(r_s)) - V_{URSS}^{10}(URSS_{[r_t]}(r_s)) \right)^2, \]

\[ \left( S_{URSS}^{01} \right)^2 = \sum_{r=1}^{n} \sum_{l=1}^{l_r} \frac{1}{n(l_r - 1)} \left( V_{URSS}^{01}(Y_{[rl]}(r_s)) - V_{URSS}^{01}(URSS_{[r_t]}(r_s)) \right)^2, \]

\[ V_{URSS}^{10}(X_{[ij]}(r_s)) = \sum_{r=1}^{n} \sum_{l=1}^{l_r} \frac{1}{n_l} \phi(X_{[ij]}(r_s), Y_{[rl]}(r_s)), \]

\[ V_{URSS}^{01}(Y_{[rl]}(r_s)) = \sum_{r=1}^{n} \sum_{l=1}^{l_r} \frac{1}{n_l} \phi(X_{[ij]}(r_s), Y_{[rl]}(r_s)), \]

\[ \bar{V}_{URSS}^{10}(URSS_{[r_s]}(r_s)) = \frac{1}{l_r} \sum_{j=1}^{l_r} V_{URSS}^{10}(X_{[ij]}(r_s)), \]

\[ \bar{V}_{URSS}^{01}(URSS_{[r_s]}(r_s)) = \frac{1}{l_r} \sum_{j=1}^{l_r} V_{URSS}^{01}(Y_{[rl]}(r_s)). \]

### 3 | SIMULATION STUDIES

#### 3.1 | Balanced RSS

In this section, we compare simulation results of our proposed EL intervals of BRSS (BRSS-EL) to the two existing methods mentioned in the introduction: EL intervals of simple random sampling (SRS-EL) of Qin and Zhou and kernel-estimation intervals of BRSS (BRSS-KER) of Yin et al.\(^\text{(2)}\) We use SRS-EL as a reference simple random sampling method because it outperforms the other SRS-based methods for inference of the AUC\(^\text{(3)}\). For BRSS-KER, the Gaussian kernel is used and the bandwidths are selected as \(h_x = 0.9 \min(s_x, iqr_x/1.34)n_x^{-0.2}\) and \(h_y = 0.9 \min(s_y, iqr_y/1.34)n_y^{-0.2}\), where \(s\) is the standard deviation and \(iqr\) is the interquartile range, suggested by Silverman\(^\text{(4)}\). We evaluate performances of these methods using coverage probabilities and average lengths of confidence intervals.

We sample the measurements of non-diseased subjects \(X\) and diseased subjects \(Y\) from three sets of distributions: normal, log-normal, and uniform. In the first simulation, \(X\) follows the standard normal \(N(\mu = 0, \sigma^2 = 1)\), and \(Y\) follows \(N\left(\sqrt{5}\Phi^{-1}(\delta), 4\right)\), where \(\Phi\) is cdf of the standard normal distribution. The second simulation generates samples of \(X\) from the standard log-normal \(LN(\mu = 0, \sigma^2 = 1)\) and \(Y\) from \(LN\left(\sqrt{5}\Phi^{-1}(\delta), 4\right)\). In the third simulation, we sample \(X\) from the standard uniform \(U(0, 1)\) and \(Y\) from \(U\left(0, (2(1 - \delta))^{-1}\right)\). In all simulation studies, we use four AUC values \(\delta \in \{0.6, 0.8, 0.9, 0.95\}\).

For each simulation setting, we generate BRSS samples 5,000 times with sample sizes \(n_x = n_y \in \{20, 40, 80\}\) from non-diseased and diseased groups. For BRSS, we use the set sizes \(m = n \in \{2, 4\}\) and the number of cycles are determined by \(k = n_x/m\) and \(l = n_y/n\). The judgment ranking is done by concomitant variables

\[ C_X = \rho_X \left( \frac{X - \mu_X}{\sigma_X} \right) + (1 - \rho_X^2)Z_X, \]

\[ C_Y = \rho_Y \left( \frac{Y - \mu_Y}{\sigma_Y} \right) + (1 - \rho_Y^2)Z_Y, \]

where \((\mu_X, \sigma_X)\) and \((\mu_Y, \sigma_Y)\) are the means and standard deviations of \(X\) and \(Y\), \(Z_X\) and \(Z_Y\) follow the independent standard normal distribution, and \(\rho_X\) and \(\rho_Y\) are the Pearson correlations that control the quality of judgment rankings. We set \(\rho_X = \rho_Y \in \{0.7, 0.9, 1\}\) that represent poor, good, and perfect judgment rankings, respectively.

The simulation results indicate that the proposed BRSS-EL outperforms the other methods. Figures\(\text{4}\) and \(\text{5}\) present the coverage probabilities and the average lengths for 95% confidence intervals of three methods: SRS-EL, BRSS-EL with \(m = 2\), and BRSS-EL with \(m = 4\). Except for small sample sizes and high AUC cases where efficient AUC estimation is difficult, the
FIGURE 1 Estimated coverage probabilities and average lengths for 95% confidence intervals of the AUC for the normal distributions: (A) coverage probabilities, (B) average lengths. Three lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with $m = 2$ as long-dashed lines with circle markers (○), and BRSS-EL with $m = 4$ as dotted lines with triangle markers (△).
FIGURE 2 Estimated coverage probabilities and average lengths for 95% confidence intervals of the AUC for the log-normal distributions: (A) coverage probabilities, (B) average lengths. Three lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with $m = 2$ as long-dashed lines with circle markers (○), and BRSS-EL with $m = 4$ as dotted lines with triangle markers (△).
FIGURE 3 Estimated coverage probabilities and average lengths for 95% confidence intervals of the AUC for the uniform distributions: (A) coverage probabilities, (B) average lengths. Three lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with $m = 2$ as long-dashed lines with circle markers (○), and BRSS-EL with $m = 4$ as dotted lines with triangle markers (△).
coverage probabilities of all three methods are close to the nominal level. BRSS-EL achieves shorter intervals in most cases while achieving similar coverage compared to SRS-EL.

The quality of judgment ranking affects the average length of RSS intervals. As \( \rho \) gets smaller so that the quality of the judgment gets poorer, the BRSS-EL intervals get wider and become closer to SRS-EL. However, even with poor judgement ranking quality with \( \rho = 0.7 \), the proposed method has a shorter interval than SRS-EL.

The EL-based methods show higher coverage than BRSS-KER, particularly when the AUC is close to one. The results of BRSS-KER are reported in Figures [B1, B2, and B3] in Appendix [B] because their coverage probabilities are low compared to the EL-based methods. Especially when the observations are sampled from the log-normal distributions with large AUC values, BRSS-KER performs poorly. The kernel estimates of the AUC are underestimated, so BRSS-KER intervals usually do not include the true AUC value.

We also compare the computation time of BRSS-EL, SRS-EL, and BRSS-KER. We measure the time to run the simulations under three set sizes \( m = n \in \{2, 4, 5\} \) with sample sizes \( n_x = n_y = 20 \), \( \rho = 1 \), \( \delta = 0.6 \), and \( X \sim N(0, 1) \), and \( Y \sim N\left(\sqrt{5}\Phi^{-1}(0.6), 4\right) \). The SRS and BRSS samples are generated 5,000 times for each simulation setting and Intel Xeon E5-2695v4 2.1 GHz processors are used for computations. The total execution time for 5,000 replicates in each setting is reported in Table [B1] in Appendix [B]. The EL-based methods (BRSS-EL and SRS-EL) take longer time than the kernel-based method (BRSS-KER) due to the computation of EL. The computation time of BRSS-EL is similar to that of SRS-EL, but it tends to decrease as the set size increases with fixed sample sizes.

### 3.2 Unbalanced RSS

We compare the EL-based methods using samples obtained by URSS (URSS-EL) and SRS (SRS-EL). For simplicity, only \( Y \) is sampled by URSS whereas \( X \) is obtained by BRSS with set sizes \( m = n = 2 \). The number of the first and the second ranked sets of \( Y \) is determined by the proportion \( p_y \) such that \( l_1 = n_y p_y \) and \( l_2 = n_y (1 - p_y) \). When \( p_y = 0.5 \), \( Y \) is sampled by BRSS. We set \( p_y \in \{0.3, 0.4, 0.5, 0.6, 0.7\} \) and assume perfect judgement ranking \( \rho_X = \rho_Y = 1 \). The other simulation settings are the same as Section [3.1] URSS samples are generated 5,000 times for two sub-populations, \( X \) and \( Y \) are sampled from the three sets of distributions (normal, log-normal, and uniform), four AUC values are used \( \delta \in \{0.6, 0.8, 0.9, 0.95\} \), and sample sizes are \( n_x = n_y \in \{20, 40, 80\} \). We also randomly generate SRS samples with the same AUC and sample size settings and compute SRS-EL results. The simulation results of BRSS-KER are not reported because it is proposed only for BRSS.

URSS-EL performs better than BRSS-EL and SRS-EL under the well-designed URSS scheme. Figure [4] shows results of URSS-EL and SRS-EL simulations. When the AUC is close to one, taking a larger number of the first-ranked set samples of \( Y \) (i.e., larger \( p_y \) values) leads to coverage probabilities close to the nominal level and shorter intervals. In this case, the first-ranked set samples of \( Y \) provide more information than the second-ranked set samples for the AUC estimation. Under the high AUC, the second-ranked set sample of \( Y \) is most likely to be greater than the sample of \( X \), so it is less informative. Therefore, obtaining a larger number of the first-ranked set samples of \( Y \) enables better comparison of \( F \) and \( G \) for the high AUC. On the other hand, when the AUC is relatively low, the shortest interval of URSS-EL is achieved when samples are obtained by BRSS.

### 4 CASE STUDIES

### 4.1 Application to Diabetes Data

We compare the AUC estimation methods using the US National Health and Nutrition Examination Survey (NHANES) collected from 2009 to 2010, available in the R package “NHANES”[4]. The NHANES dataset includes demographic, physical, and health information of 10,000 individuals. Although the NHANES data were obtained under complex survey design, we only consider two sub-populations: subjects who do not have diabetes (\( X \)) and have diabetes (\( Y \)). One of the best predictors for diabetes available in the NHANES dataset is the body mass index (BMI). The AUC value estimated using BMI is 0.73.

To generate SRS/BRSS samples, we treat the entire dataset of the 10,000 individuals as the “true” population, which is divided into two sub-populations, individuals with and without diabetes. In this simulation, we first set \( n_x = n \) and let the sample sizes vary in the set \( \{20, 40, 60, 80\} \). For BRSS samples, we set \( m = n \) and let the set sizes vary in the set \( \{2, 4\} \), and the numbers of cycles are determined by \( k = n_x / m \) and \( l = n_y / n \). In each simulation setting, we repeat the sampling procedure 5,000 times.

We use two concomitant variables, weight and total High-density lipoprotein cholesterol (TotChol), to illustrate how the results are affected by the quality of ranking. The weight has high Pearson correlations with BMI (\( \rho_X = 0.897 \) and \( \rho_Y = 0.881 \))
FIGURE 4 Coverage probabilities and average lengths for 95% confidence intervals of the AUC: (A) normal distribution, (B) log-normal distribution, (C) uniform distribution. Each plot presents six lines: SRS-EL of $n_y = 20$ as solid lines with square markers (□), URSS-EL of $n_y = 20$ as dashed lines with cross markers (+), SRS-EL of $n_y = 40$ as long-dashed lines with circle markers (○), URSS-EL of $n_y = 40$ as dot-dashed lines with times markers (×), SRS-EL of $n_y = 80$ as dotted lines with triangle markers (△), and URSS-EL of $n_y = 80$ as two-dashed lines with diamond markers (⋄).
thus it makes the high quality rankings. One the other hand, the TotChol has small negative Pearson correlations with BMI ($\rho_X = -0.294$ and $\rho_Y = -0.274$), which makes the poor quality rankings.

**Figure 5** Coverage probabilities and average lengths for 95% confidence intervals of the AUC for the diabetes data: (A) weight is used as concomitant variable, (B) TotChol is used as concomitant variable. Three lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with $m = 2$ as long-dashed lines with circle markers (○), and BRSS-EL with $m = 4$ as dotted lines with triangle markers (△).

Figure 5 shows coverage probabilities and average lengths for 95% confidence intervals of SRS-EL, BRSS-EL with $m = 2$, and BRSS-EL with $m = 4$. When the weight is used for judgement ranking, BRSS-EL has shorter intervals than SRS-EL while maintaining similar coverage probabilities. On the other hand, when the TotChol is used as the concomitant variable, the BRSS-EL intervals are still slightly shorter than the SRS-EL intervals despite the lower ranking quality. In both cases, coverage probabilities of BRSS-EL are closer to 0.95 than that of SRS-EL. The complete results that include BRSS-KER are given in Figure B4 in Appendix B. BRSS-KER has the shortest intervals, but its coverage probabilities are the lowest.

The result suggests that BRSS-EL yields better inferences over SRS-EL regardless of the quality of the rankings. If the concomitant variable is informative, such as the weight in this application, the proposed method gives more efficient inference than the other methods. Even in the worst case when the concomitant variable is not informative, such as the TotChol, BRSS-EL achieves results similar to SRS-EL. As a result, our method gives better or at least as good results as SRS-EL.

### 4.2 Application to Chronic Kidney Disease Data

Chronic kidney disease (CKD) refers to a condition that the kidneys are gradually damaged and cannot filter blood as needed. Diabetes is a major cause of CKD. In 2008, about 44% of new kidney failure was due to diabetes[^6]. An early diagnosis of CKD is important because early treatment may prevent the kidney from being further damaged. Therefore, it is suggested that a person with diabetes monitors the signs of CKD.

There are two common markers that evaluate kidney functions: 1) a blood test that estimates glomerular filtration rate (GFR), and 2) a urine test that measures albumin to creatinine ratio (ACR). GFR estimates how much blood is flowing each minute and it indicates how well a kidney is working. GFR is estimated using multiple factors such as serum creatinine level, age, gender, and ethnicity. ACR is used to estimate the excretion of urinary albumin. The damaged kidney does not filter proteins well, and
it leads to a high level of urinary albumin, one of the proteins that can be found in urine. If people have GFR less than 60 ml/min/1.73m² or ACR greater than 30 mg/g for three months, then they are at risk of decreased kidney function[46].

We use 3,051 subjects with diabetes ages 21 to 79 in the NHANES datasets from 2009 to 2018. We consider two sub-populations that do not have CKD (X) and has CKD (Y). The subjects are classified to have CKD if their GFR<60 or ACR>30. We want to note that three months of GFR and ACR information is needed to diagnose CKD. However, we only use one-time GFR and ACR records for simplicity. We estimate GFR using the chronic kidney disease epidemiology collaboration equation[37], which is recommended for reporting GFR in adults[38].

We estimate the AUC for CKD among subjects with diabetes using GFR. The estimated AUC calculated by the negative GFR is 0.757. The negative GFR is used here because low GFR indicates poor kidney function. One of the key factors in estimating GFR is the serum creatinine level, which should be obtained through a blood test. In some cases, blood tests and serum creatinine measurements may not be readily available. On the other hand, age is another important variable in GFR estimation and is easier to obtain. It is known that GFR tends to decrease with age[49]. In this study, age is used as the concomitant variable for GFR. In our dataset, the correlations between age and the negative GFR for non-CKD and CKD populations are $\rho_X = 0.633$ and $\rho_Y = 0.510$, respectively.

We sample under the same setting of Section 4.1: randomly generate samples 5,000 times from two sub-populations with sample sizes $n_x = n_y \in \{20, 40, 60, 80\}$, $m = n \in \{2, 4\}$, and $k = n_x/m$ and $l = n_y/n$. Figure 6 presents coverage probabilities and average lengths for 95% confidence intervals of the AUC for SRS-EL, BRSS-EL with $m = 2$, and BRSS-EL with $m = 4$.

Using age as the concomitant variable in BRSS-EL leads to more efficient inference on the AUC than the other methods. BRSS-EL and SRS-EL achieve similar coverage probabilities close to 0.95, while BRSS-EL has coverage probabilities closer to the nominal level. Also, the average lengths of the confidence intervals of BRSS-EL are shorter than SRS-EL regardless of the sample size. The BRSS-KER results are presented in Figure B5 in Appendix B. Although BRSS-KER has the shortest average lengths of the confidence intervals, its coverage probabilities are lower than the others.

FIGURE 6 Coverage probabilities and average lengths for 95% confidence intervals of the AUC for the CKD data when age is used as the concomitant variable. Three lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with $m = 2$ as long-dashed lines with circle markers (○), and BRSS-EL with $m = 4$ as dotted lines with triangle markers (△).

5 DISCUSSION

We propose the EL method that finds the confidence interval of the AUC using data obtained from balanced and unbalanced RSS. We show that the EL-based confidence intervals can be found by the scaled chi-square distributions. The proposed method performs the best in the sense that its confidence interval achieves the coverage probability close to the nominal level with the shorter length. Simulation studies show that the proposed method performs well regardless of distributions of diseased and non-diseased subjects and AUC values. We apply the proposed approach to diabetes and CKD data and show it outperforms the other methods.
Our study suggests that the well-designed RSS may lead to more efficient inference on the AUC. First, the proposed method shows improvement over SRS-EL regardless of the quality of ranking. Therefore, implementing RSS and estimating the confidence interval of the AUC using EL is a better strategy than SRS-EL. Second, one can obtain improved results by carefully assigning the number of ranked sets in URSS. For example, simulation studies show that when the AUC is close to one, the impact of imperfect rankings, and cost of sampling is expected to be more significant than that from the other. Thus, it might be worth a formal investigation in the future.
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APPENDIX

A PROOF OF THEOREMS

Lemma 1. Under the assumptions of Theorem 1,

(i) \( \left( \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left( 1 - \hat{U}_{rs} - \delta_0 \right)^2 \right) \overset{P}{\to} \frac{1}{n} \left( \sum_{r=1}^{n} \left( \sigma^Y_{0[r]} \right)^2 + \sum_{r=1}^{n} \left( \delta^Y_{0[r]} - \delta_0 \right)^2 \right), \)

where \( \sigma^Y_{0[r]} = \text{E} \left( \left( F(Y_{r[c]}) - \delta^Y_{0[r]} \right)^2 \right), \)

and \( \delta^Y_{0[r]} \) is the true AUC when the \( r \)th order statistic from a SRS of size \( n \) of diseased subjects is used.

(ii) \( \left( \frac{mknl}{mk + nl} \right)^{1/2} \left( \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right) \overset{D}{\to} N(0, 1). \)

Proof. (i) Using the uniform consistency of the empirical distribution \( \hat{F} \) we have,

\[
\sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left( 1 - \hat{U}_{rs} - \delta_0 \right)^2 = \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left( \hat{F}(Y_{r[c]}) - \delta_0 \right)^2
\]

\[
= \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left( \hat{F}(Y_{r[c]}) - \delta^Y_{0[r]} + \delta^Y_{0[r]} - \delta_0 \right)^2
\]

\[
= \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left( \hat{F}(Y_{r[c]}) - \delta^Y_{0[r]} \right)^2 + \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left( \delta^Y_{0[r]} - \delta_0 \right)^2
\]

\[
\overset{P}{\to} \frac{1}{n} \left( \sum_{r=1}^{n} \left( \sigma^Y_{0[r]} \right)^2 + \sum_{r=1}^{n} \left( \delta^Y_{0[r]} - \delta_0 \right)^2 \right).
\]

(ii) For RSS, the distribution functions of diseased and non-diseased subjects can be written as \( G(x) = \frac{1}{n} \sum_{r=1}^{n} G_{[r]}(x) \) and \( F(x) = \frac{1}{m} \sum_{i=1}^{m} F_{[i]}(x) \), respectively, regardless of the quality of the judgement ranking. By simple calculations,

\[
\text{Var}(\delta_{BRSS}) = \frac{1}{mknl} \left\{ nl \left( \beta - \frac{1}{m} \sum_{i=1}^{m} \left( \delta^X_{[i]} \right)^2 \right) + mk \left( \alpha - \frac{1}{n} \sum_{r=1}^{n} \left( \delta^Y_{[r]} \right)^2 \right) \right\}
\]

where \( \beta = \int_{0}^{1} (1 - G(x))^2 \, dF(x), \) \( \bar{\beta} = \int_{0}^{1} \frac{1}{n} \sum_{r=1}^{n} \left( 1 - G_{[r]}(x) \right)^2 \, dF(x), \)

\( \alpha = \int_{0}^{1} F^2(x) \, dG(x), \) \( \bar{\alpha} = \int_{0}^{1} \frac{1}{m} \sum_{i=1}^{m} F^2_{[i]}(x) \, dG(x), \)

\( \delta^X_{[i]} = P(X \leq Y_{[i]}), \delta^Y_{[r]} = P(X_{[r]} \leq Y_{[r]}), \) and \( \bar{\delta}_0 = \frac{1}{mn} \sum_{i=1}^{m} \sum_{r=1}^{n} \left( P(X_{[i]} < Y_{[r]}) \right)^2. \)
Then,
\[
nl E \left[ \left( S_{BRSS}^{10} \right)^2 \right] = \sum_{i=1}^{m} \sum_{j=1}^{k} \sum_{l=1}^{n} \frac{nl}{m(k-1)} E \left[ V_{BRSS}^{10}(X_{[ij]})V_{BRSS}^{10}(X_{[ij]}) \right] - \sum_{i=1}^{m} \frac{knl}{m(k-1)} E \left[ \bar{V}_{BRSS}^{10}(X_{[i]}) \bar{V}_{BRSS}^{10}(X_{[i]}) \right]
\]
\[
= nl \left( \beta - \frac{1}{m} \sum_{i=1}^{m} \left( \delta_{[i]} \right)^2 \right) - \bar{\beta} - \bar{\alpha} + \delta_0 - \delta_0^2,
\]
\[
mk E \left[ \left( S_{BRSS}^{01} \right)^2 \right] = \sum_{i=1}^{m} \sum_{j=1}^{k} \sum_{l=1}^{n} \frac{mk}{n(l-1)} E \left[ V_{BRSS}^{01}(Y_{[ir]})V_{BRSS}^{01}(Y_{[ir]}) \right] - \sum_{i=1}^{m} \frac{mk}{n(l-1)} E \left[ \bar{V}_{BRSS}^{01}(Y_{[i]}) \bar{V}_{BRSS}^{01}(Y_{[i]}) \right]
\]
\[
= mk \left( \alpha - \frac{1}{n} \sum_{i=1}^{n} \left( \delta_{[i]} \right)^2 \right) - \bar{\alpha} - \bar{\beta} + \delta_0 - \delta_0^2.
\]
Therefore,
\[
E \left[ S_{BRSS}^2 \right] = E \left[ \frac{nl \left( S_{BRSS}^{10} \right)^2 + mk \left( S_{BRSS}^{01} \right)^2}{mk + nl} \right]
\]
\[
= \text{Var} \left( \frac{\left( \frac{mknl}{mk + nl} \right)^{1/2}}{\hat{\delta}_{BRSS}} - \delta_0 \right) + \frac{\delta_0 - \delta_0^2 - (\bar{\beta} - \delta_0^2) - (\bar{\alpha} - \delta_0^2)}{mk + nl}. \tag{A1}
\]
Now, we will show that the bias of $S_{BRSS}^2$ is less than $\frac{\delta_0 - \delta_0^2}{mk + nl}$. Let the counter function be
\[
\bar{\phi}(X_{[ij]}, Y_{[ir]}) = \phi(X_{[ij]}, Y_{[ir]}) - \bar{\delta}_r - \left( \phi_{10}(X_{[ij]}) - \bar{\delta}_r \right) - \left( \phi_{01}(Y_{[ir]}) - \bar{\delta}_r \right),
\]
where $\phi_{10}(X_{[ij]}) = \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{m} E \left[ \phi(X_{[ij]}, Y_{[is]}) \right]$, $\phi_{01}(Y_{[ir]}) = \sum_{i=1}^{m} \sum_{j=1}^{k} \frac{1}{mk} E \left[ \phi(X_{[ij]}, Y_{[ir]}) \right]$ and $\bar{\delta}_r = P(X_{[i]} < Y_{[r]})$.
Then,
\[
\frac{1}{mknl} \sum_{i=1}^{m} \sum_{j=1}^{k} \sum_{l=1}^{n} \sum_{s=1}^{l} E \left[ \bar{\phi}^2(X_{[ij]}, Y_{[is]}) \right]
\]
\[
= \frac{1}{mknl} \sum_{i=1}^{m} \sum_{j=1}^{k} \sum_{l=1}^{n} \sum_{s=1}^{l} E \left[ \left( \phi(X_{[ij]}, Y_{[is]}) - \bar{\delta}_r - \left( \phi_{10}(X_{[ij]}) - \bar{\delta}_r \right) - \left( \phi_{01}(Y_{[ir]}) - \bar{\delta}_r \right) \right)^2 \right]
\]
\[
= \delta_0 - \delta_0^2 - (\bar{\alpha} - \delta_0^2) - (\bar{\beta} - \delta_0^2) \geq 0.
\]
Because
\[
\frac{1}{mknl} \sum_{i=1}^{m} \sum_{j=1}^{k} \sum_{l=1}^{n} \sum_{s=1}^{l} E \left[ \left( \phi_{10}(X_{[ij]}) - \bar{\delta}_r \right)^2 \right] = \bar{\alpha} - \delta_0^2 \geq 0,
\]
\[
\frac{1}{mknl} \sum_{i=1}^{m} \sum_{j=1}^{k} \sum_{l=1}^{n} \sum_{s=1}^{l} E \left[ \left( \phi_{01}(Y_{[ir]}) - \bar{\delta}_r \right)^2 \right] = \bar{\beta} - \delta_0^2 \geq 0,
\]
it implies
\[
0 \leq \left( \bar{\alpha} - \delta_0^2 \right) + \left( \bar{\beta} - \delta_0^2 \right) \leq \delta_0 - \delta_0^2.
\]
By (A1), we get the upper bound of the bias of $S^2$.
Let
\[
T(X_{[1]}, \ldots, X_{[mk]}, Y_{[1]}, \ldots, Y_{[nl]}) = \frac{1}{mk} \sum_{i=1}^{m} \sum_{j=1}^{k} \left( \phi_{10}(X_{[ij]}) - \delta_{[i]} \right) + \frac{1}{nl} \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \phi_{01}(Y_{[ir]}) - \delta_{[r]} \right),
\]

Then,
\[
\frac{mknl}{mk+nl} E \left[ \left\{ T(X_{[1]}, \ldots, X_{[m]k}, Y_{[1]}, \ldots, Y_{[n]l}) - (\hat{\delta}_{\text{BRESS}} - \delta_0) \right\}^2 \right]
\]
\[
= \frac{\delta_0 - \delta_0^2}{mk + nl}
\]
\[
\leq \frac{\delta_0 - \delta_0^2}{mk + nl}
\]
\[
= O(\max(k, l)^{-1}).
\]

By Chebyshev’s inequality,
\[
\frac{mknl}{mk+nl} \left( \hat{\delta}_{\text{BRESS}} - \delta_0 \right) \xrightarrow{p} \frac{mknl}{mk+nl} T \left( X_{[1]}, \ldots, X_{[m]k}, Y_{[1]}, \ldots, Y_{[n]l} \right).
\] (A2)

As \( k \to \infty \) and \( l \to \infty \), by the central limit theorem,
\[
\frac{1}{\sqrt{mk}} \sum_{i=1}^{m} \sum_{j=1}^{k} \phi_{10}(X_{[i]j}) \xrightarrow{D} N(0, \overline{\beta} - \overline{\delta_0}^2)
\] (A3)
\[
\frac{1}{\sqrt{nl}} \sum_{r=1}^{n} \sum_{s=1}^{l} \phi_{01}(Y_{[r]s}) \xrightarrow{D} N(0, \overline{\alpha} - \overline{\delta_0}^2).
\] (A4)

Thus from (A2), (A3), (A4), and \( \overline{\delta}_{\text{BRESS}}^2 \rightarrow \text{Var} \left( \frac{mknl}{mk+nl} \left( \hat{\delta}_{\text{BRESS}} - \delta_0 \right) \right) \), Lemma 1(ii) is proved. □

**Proof of Theorem 1.** Using Lemma 1 and the similar arguments of Owen, we can show that \( |\lambda| = O_p(n^{-1/2}) \) and
\[
\lambda = \sum_{r=1}^{n} \sum_{s=1}^{l} \left( 1 - \hat{U}_{rs} - \delta_0 \right) + O_p(n^{-1/2}).
\] (A5)

By applying Taylor expansion to equation (4) in Section 2.2,
\[
I(\hat{\delta}_0) = 2 \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) - \frac{1}{2} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^2 \right) + R_{n_y},
\]
where \( R_{n_y} \leq C \sum_{r=1}^{n} \sum_{s=1}^{l} \left| \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right|^3 \) for some constant \( C \). Because \( F \in [0, 1] \) and so the third moment of \( F(Y_{[r]s}) \) is finite, and \( |\lambda| = O_p(n^{-1/2}) \),
\[
\left| R_{n_y} \right| \leq C \sum_{r=1}^{n} \sum_{s=1}^{l} \left| \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right|^3 = C \sum_{r=1}^{n} \sum_{s=1}^{l} \left| \lambda \left( \hat{F}(Y_{[r]s}) - \delta_0 \right) \right|^3 \leq C |\lambda|^3 n_y = O_p(n^{-1/2}).
\]
Also, equation (3) in Section 2.2 can be expressed as,

\[
0 \equiv \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \frac{1 - \hat{U}_{rs} - \delta_0}{1 + \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right)} \right)
\]

\[
= \sum_{r=1}^{n} \sum_{s=1}^{l} \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \left( 1 - \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) + \frac{\left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^2}{1 + \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right)} \right)
\]

\[
= \sum_{r=1}^{n} \sum_{s=1}^{l} \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) - \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^2 + \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^3
\]

\[
= \sum_{r=1}^{n} \sum_{s=1}^{l} \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) - \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^2 + O_p(n^{-1/2}). \quad \text{(A6)}
\]

Therefore,

\[
r(\delta_0) = 2r(\delta_0) \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) - \frac{1}{2} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^2 \right) + R_n
\]

\[
= r(\delta_0) \left( 2 \sum_{r=1}^{n} \sum_{s=1}^{l} \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) - \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^2 \right) + O_p(n^{-1/2})
\]

\[
= r(\delta_0) \left( \sum_{r=1}^{n} \sum_{s=1}^{l} \left( \lambda \left( 1 - \hat{U}_{rs} - \delta_0 \right) \right)^2 \right) + O_p(n^{-1/2}) \text{, using (A6)}
\]

\[
= r(\delta_0) \frac{\left( \sum_{r=1}^{n} \sum_{s=1}^{l} \left(1 - \hat{U}_{rs} - \delta_0 \right) \right)^2}{\sum_{r=1}^{n} \sum_{s=1}^{l} \left(1 - \hat{U}_{rs} - \delta_0 \right)^2} + O_p(n^{-1/2}) \text{, by plugging (A5)}
\]

\[
= \frac{mkn}{mk + nl} \frac{\left( \sum_{r=1}^{n} \sum_{s=1}^{l} \left(1 - \hat{U}_{rs} - \delta_0 \right) \right)^2}{S^2} + O_p(n^{-1/2})
\]

\[
\rightarrow \frac{D}{\chi_1^2}.
\]

**Lemma 2.** Under the assumptions of Theorem 2,

(i) \[ \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left(1 - \hat{U}_{rs} - \delta_0 \right)^2 \overset{p}{\rightarrow} \frac{1}{n} \left( \sum_{r=1}^{n} \left( \sigma_{Y_{(r)}}^Y \right)^2 \right) + \sum_{r=1}^{n} \left( \delta_{Y_{(r)}}^Y - \delta_0 \right)^2 \],

where \( \sigma_{Y_{(r)}}^Y = E \left( \left( F(Y_{(r)}) - \delta_{Y_{(r)}}^Y \right)^2 \right) \),

and \( \delta_{Y_{(r)}}^Y \) is the true AUC when the \( r \)th order statistic from a SRS of size \( n \) of diseased subjects is used.

(ii) \[ \left( \frac{mkn}{mk + nl} \right)^{1/2} \sum_{r=1}^{n} \sum_{s=1}^{l} \frac{1}{nl} \left(1 - \hat{U}_{rs} - \delta_0 \right) \overset{D}{\rightarrow} N(0, 1) \].
**Proof.** The proof is a simple modification of Lemma 1. By replacing $l$ with $l_i$, $k$ with $k_i$, $nl$ with $n_y$, $mk$ with $n_x$ and following the similar steps, Lemma 2 can be proved.

**Proof of Theorem 2.** Using Lemma 2 and similar steps used in Theorem 1, Theorem 2 can be proved.

**B TABLES AND FIGURES**

**TABLE B1** Comparison of the computation time. The total execution time for 5,000 replicates in each setting is reported.

| Methods   | $m = n = 2$ | $m = n = 4$ | $m = n = 5$ |
|-----------|-------------|-------------|-------------|
| SRS-EL    | 531         | 532         | 532         |
| BRSS-EL   | 577         | 480         | 453         |
| BRSS-KER  | 135         | 140         | 144         |

**TABLE B2** Coverage probabilities and average lengths for 95% confidence intervals of the AUC for two approaches: 1) using $F$ as the reference ($P(X \leq Y)$) and 2) using $G$ as the reference ($1 - P(Y < X)$). The BRSS samples are generated 1,000 times for $X$ and $Y$, respectively.

| Sample size | Reference distribution | Length (standard deviation) | Coverage probability |
|-------------|------------------------|----------------------------|----------------------|
| $n_x = 40$, $n_y = 40$ | Non-diseased, $F$ | 0.176 (0.018) | 0.942 |
|              | Diseased, $G$         | 0.187 (0.027) | 0.948 |
| $n_x = 100$, $n_y = 40$ | Non-diseased, $F$ | 0.168 (0.017) | 0.950 |
|              | Diseased, $G$         | 0.187 (0.032) | 0.966 |
| $n_x = 200$, $n_y = 40$ | Non-diseased, $F$ | 0.164 (0.018) | 0.945 |
|              | Diseased, $G$         | 0.186 (0.034) | 0.963 |
FIGURE B1 Estimated 95% confidence intervals of the AUC for normal distributions: (A) coverage probabilities, (B) average lengths. Five lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with $m = 2$ as long-dashed lines with circle markers (○), BRSS-EL with $m = 4$ as dotted lines with triangle markers (△), BRSS-KER with $m = 2$ as dashed lines with plus markers (+), and BRSS-KER with $m = 4$ as dash-dot lines with cross markers (×).
FIGURE B2 Estimated 95% confidence intervals of the AUC for log-normal distributions: (A) coverage probabilities, (B) average lengths. Five lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with $m = 2$ as long-dashed lines with circle markers (○), BRSS-EL with $m = 4$ as dotted lines with triangle markers (△), BRSS-KER with $m = 2$ as dashed lines with plus markers (+), and BRSS-KER with $m = 4$ as dash-dot lines with cross markers (×).
FIGURE B3 Estimated 95% confidence intervals of the AUC for uniform distributions: (A) coverage probabilities, (B) average lengths. Five lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with \( m = 2 \) as long-dashed lines with circle markers (○), BRSS-EL with \( m = 4 \) as dotted lines with triangle markers (△), BRSS-KER with \( m = 2 \) as dashed lines with plus markers (+), and BRSS-KER with \( m = 4 \) as dash-dot lines with cross markers (×).
FIGURE B4 Coverage probabilities and average lengths for 95% confidence intervals of the AUC for the diabetes data: (A) weight is used as concomitant variable, (B) TotChol is used as concomitant variable. Five lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with \( m = 2 \) as long-dashed lines with circle markers (○), BRSS-EL with \( m = 4 \) as dotted lines with triangle markers (△), BRSS-KER with \( m = 2 \) as dashed lines with plus markers (+), and BRSS-KER with \( m = 4 \) as dash-dot lines with cross markers (×).

FIGURE B5 Coverage probabilities and average lengths for 95% confidence intervals of the AUC for the CKD data when age is used as the concomitant variable. Five lines are shown: SRS-EL as solid lines with square markers (□), BRSS-EL with \( m = 2 \) as long-dashed lines with circle markers (○), BRSS-EL with \( m = 4 \) as dotted lines with triangle markers (△), BRSS-KER with \( m = 2 \) as dashed lines with plus markers (+), and BRSS-KER with \( m = 4 \) as dash-dot lines with cross markers (×).
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