GRADIENT ESTIMATE FOR SOLUTIONS OF SECOND-ORDER ELLIPTIC EQUATIONS
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Abstract. We obtain a local estimate for the gradient of solutions to a second-order elliptic equation in divergence form with bounded measurable coefficients that are square-Dini continuous at the single point \( x = 0 \). In particular, we treat the case of solutions that are not Lipschitz continuous at \( x = 0 \). We show that our estimate is sharp.

1. Introduction

We consider a uniformly elliptic equation in divergence form:

\[ \partial_j (a_{ij}(x) \partial_i u) = 0 \quad \text{for} \quad x \in B_1, \]

where we have used the summation convention and the coefficients \( a_{ij} = a_{ji} \) are real-valued bounded measurable functions in the ball \( B_1 := \{ x \in \mathbb{R}^n : |x| < 1 \}, \ n \geq 2 \). A weak solution \( u \in H^{1,2}(B_1) \), i.e. \( u, \nabla u \in L^2(B_1) \), is known to be Hölder continuous by De Giorgi [4] and Nash [12], but may have unbounded gradient. Under additional regularity of the \( a_{ij} \) such as Dini continuity or Dini mean oscillation in a domain, weak solutions are known to be \( C^1 \); cf. [7] and [5]. Gradient bounds in a domain have also been obtained for nonlinear problems, including minimal regularity on the data: cf. [11], [8], [1], [2], and [3]. In [9] we obtained conditions on the coefficients \( a_{ij} \) just at \( x = 0 \) which imply that all weak solutions of (1) are Lipschitz continuous at \( x = 0 \). In this paper we allow the possibility of weak solutions that are not Lipschitz continuous at \( x = 0 \), but obtain bounds on the growth of their gradient in mean value. We are not aware of any previous results in the literature of this type.

Let us describe our assumptions on the coefficients \( a_{ij}(x) \). These are most conveniently stated when \( a_{ij}(0) = \delta_{ij} \), which can be achieved by a change of coordinates. We want the \( a_{ij}(x) \) to be square-Dini continuous at \( x = 0 \), which means

\[ \sup_{|x|=r} |a_{ij}(x) - \delta_{ij}| \leq \omega(r) \quad \text{as} \quad r = |x| \to 0, \]

where the modulus of continuity \( \omega(r) \) is a nondecreasing, positive, continuous function for \( r > 0 \) satisfying

\[ \int_0^1 \frac{\omega^2(r)}{r} \, dr < \infty. \]

Since \( \omega(r) \) does not vanish rapidly as \( r \to 0 \), it is natural and often convenient to assume

\[ \text{for some} \ k > 0, \ \omega(r) r^{-1+k} \text{ is nonincreasing for} \ 0 < r < 1. \]
As seen in [9], the conditions (2)-(3) allow the regularity of solutions of (11) at \( x = 0 \) to be determined by the asymptotic behavior of solutions of the \( n \)-dimensional dynamical system
\[
\frac{d\phi}{dt} + R(e^{-t})\phi = 0 \quad \text{for } 0 < t < \infty,
\]
where \( R(r) \) is the matrix function
\[
R(r) := \int_{S^{n-1}} (A(r\theta) - nA(r\theta)\theta) \, d\theta \quad \text{for } 0 < r < 1.
\]
Here \( A = (a_{ij}) \), \( A\theta \otimes \theta \) is the outer product of the vectors \( A\theta \) and \( \theta \), and \( d\theta \) denotes standard surface measure on \( S^{n-1} \); the slashed integral in \( (6) \) and throughout this paper denotes mean value. We note that \[ |R(r)| \leq c \omega(r), \] but the matrix \( R \) need not be symmetric. In [9] we found that, if the dynamical system \( (5) \) is uniformly stable as \( t \to \infty \), then a weak solution of \( (1) \) must be Lipschitz continuous at \( x = 0 \). In this paper, we do not assume \( (5) \) is uniformly stable, but seek an estimate on the growth of the gradient of a weak solution.

To formulate our main result, for a square matrix \( M \) let \( \mu[M] \) denote the largest eigenvalue of the symmetric matrix \( (M + M^*)/2 \), where \( M^* \) denotes the adjoint (i.e. transpose) of \( M \).

**Theorem 1.** Under the above conditions on \( a_{ij} \), if \( u \in H^{1,2}(B_1) \) is a weak solution of \( (1) \), then
\[
\left( \int_{r < |x| < 2r} |\nabla u(x)|^2 \, dx \right)^{1/2} \leq c \|u\|_{L^2(B_1)} \exp \left( \int_r^1 \mu[-R(\rho)] \frac{d\rho}{\rho} \right) \quad \text{for } 0 < r < 1/2.
\]

We will give an example in Section 6 that shows the estimate \( (7) \) is sharp. The proof of \( (7) \) will only concern \( 0 < r < r_0 \) for \( r_0 \) sufficiently small, since \( (7) \) is clearly true for \( r_0 < r < 1 \). Under additional assumptions on the \( a_{ij}(x) \) for \( x \neq 0 \), it is possible to replace the left hand side of \( (7) \) by a local pointwise estimate; see, for example, Theorem 2 in [10]. While our motivation for this study was to estimate the growth of the gradient of solutions, Theorem 1 also applies to decay. In particular, if
\[
\int_r^1 \mu[-R(\rho)] \frac{d\rho}{\rho} \to -\infty \quad \text{as } r \to 0,
\]
then the \( L^2 \)-mean of the gradient of solutions must vanish as \( r \to 0 \). In fact, in [9] it was shown that \( (8) \) implies the stronger conclusion that \( u \) is differentiable at \( x = 0 \) and \( \nabla u(0) = 0 \).

Let us make some additional comments. First of all, let us denote our estimator by
\[
E(r) := \exp \left[ \int_r^1 \mu[-R(\rho)] \frac{d\rho}{\rho} \right].
\]
If \( \mu[-R(r)] \geq 0 \), then \( E(r) \) is nonincreasing in \( r \), and we may have \( E(r) \to \infty \) as \( r \to 0 \), but not quickly since \( \mu[-R(r)] \to 0 \) as \( r \to 0 \). Similarly, if \( \mu[-R(r)] \leq 0 \), then \( E(r) \) is nondecreasing in \( r \), and when \( (8) \) occurs we have \( E(r) \to 0 \) as \( r \to 0 \), but not quickly. In fact, for any \( 0 < \lambda < 1 \), we can check that \( E(r)r^{-\lambda} \) is decreasing and \( E(r)r^{-\lambda} \) is increasing on \( 0 < r < r_0 \) for \( r_0 \) sufficiently small. Since we could replace \( B_1 \) in \( (11) \) by \( B_{r_0} \), we will simply assume
\[
E(r)r^{-\lambda} \quad \text{is decreasing and } E(r)r^{\lambda} \quad \text{is increasing for } 0 < r < 1.
\]

Secondly, regarding the proof, we will write the weak solution \( u \) in the following form:
\[
u(x) = u_0(|x|) + \tilde{v}(|x|) \cdot x + w(x) \quad \text{for } 0 < |x| < 1,
\]

\(^3\)Throughout this paper we use \( c \) to denote a constant that does not depend upon the solution \( u \) but whose value may change with each occurrence.
where
\[ u_0(r) := \int_{S^{n-1}} u(r\theta) \, d\theta, \quad v_k(r) = \frac{n}{r} \int_{S^{n-1}} u(r\theta) \theta_k \, d\theta, \quad \theta_k = x_k/|x|, \]
and
\[ \int_{S^{n-1}} w(r\theta) \, d\theta = 0 = \int_{S^{n-1}} u(r\theta) \theta_k \, d\theta \quad \text{for } k = 1, \ldots, n. \]

We shall show that the functions \( \bar{v} \) and \( \bar{v}' \) satisfy a 2n-dimensional dynamical system that depends on \( w \), and that \( w \) satisfies a Poisson equation that depends on \( \bar{v}, \bar{v}' \); this enables us to obtain estimates on \( \bar{v}, \bar{v}' \), and \( \nabla w \), and then we are able to estimate \( u' \). In the estimates for \( w \), we will use \( L^p \)-means over annuli: for \( f \in H^{1,p}_{\text{loc}}(\mathbb{R}^n\backslash\{0\}) \) where \( 1 \leq p < \infty \), let us define
\[ M_p(f, r) := \left( \int_{A_r} |f(x)|^p \, dx \right)^{1/p}, \quad \text{where } A_r = \{ x \in \mathbb{R}^n : r < |x| < 2r \}. \]
The \( f \) in (12) may be scalar or vector-valued. Using this notation, (7) may be written
\[ M_2(\nabla u, r) \leq c E(r) \| u \|_{L^2(B_1)} \quad \text{for } 0 < r < 1/2. \]

2. Estimates for an n-Dimensional Dynamical System

If we let \( R_1(t) = R(e^{-t}) \) for \( R(t) \) as in (10) and \( \omega(t) = \omega(e^{-t}) \), then we can write the dynamical system (5) as
\[ \frac{d\phi}{dt} = -R_1(t)\phi \quad \text{for } t > 0, \]
where \( |R_1(t)| \leq c \omega(t) \) for \( t > 0 \). If we take scalar product with \( \phi \) on both sides of (14), we obtain
\[ \frac{1}{2} \frac{d}{dt} |\phi|^2 = -(R_1, \phi) = -\frac{1}{2} (|R_1(t)|^2 + R_1^*(t)|\phi|^2). \]
Using the variational characterization of the largest eigenvalue of a symmetric matrix, we have
\[ \frac{1}{2} \frac{d}{dt} |\phi|^2 \leq \mu(-R_1(t)) |\phi|^2, \]
and we can integrate this differential inequality to obtain
\[ |\phi(t)| \leq |\phi(0)| \exp \left( \int_0^t \mu(-R_1(s)) \, ds \right). \]
If we define
\[ \mathcal{E}(t) := E(e^{-t}) = \exp \left( \int_0^t \mu(-R_1(s)) \, ds \right), \]
then we have proved the following:

**Proposition 1.** The fundamental matrix \( \Phi \) for (14) with \( \Phi(0) = I \) satisfies the following:
\[ |\Phi(t)| \leq \mathcal{E}(t) \quad \text{for } t > 0 \]
and
\[ |\Phi(t)\Phi^{-1}(s)| \leq \exp \left( \int_s^t \mu(-R_1(v)) \, dv \right) = \frac{\mathcal{E}(t)}{\mathcal{E}(s)}, \quad \text{for } 0 < s < t. \]

Of course, the fundamental matrix \( \Phi \) is useful in solving the nonhomogeneous equation
\[ \frac{d\phi}{dt} + R_1(t)\phi = f(t). \]
Corollary 1. If $E^{-1}(t)f(t) \in L^1(0, \infty)$ then the solution $\phi$ of (18) satisfies
\[ |\phi(t)| \leq E(t) \left( |\phi(0)| + \|E^{-1}f\|_{L^1} \right). \]

Proof. This follows immediately from (17) and the variation of constants formula:
\[ \phi(t) = \Phi(t) \left( \phi(0) + \int_0^t \Phi^{-1}(s)f(s)\,ds \right). \]

\[ \square \]

3. Estimates for a $2n$-dimensional Dynamical System

In this section we consider the $2n \times 2n$ system on $(0, \infty)$

\[
\begin{align*}
\frac{d}{dt} \begin{pmatrix} \phi \\ \psi \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ 0 & -nI \end{pmatrix} \begin{pmatrix} \phi \\ \psi \end{pmatrix} + R(t) \begin{pmatrix} \phi \\ \psi \end{pmatrix} &= F(t), \\
R(t) &= \begin{pmatrix} R_1(t) & R_2(t) \\ R_3(t) & R_4(t) \end{pmatrix}
\end{align*}
\]

where i) $R$ is a $2n \times 2n$ matrix of the form
\[
\begin{align*}
\begin{pmatrix} R_1(t) & R_2(t) \\ R_3(t) & R_4(t) \end{pmatrix} & \quad \text{with } |R_j(t)| \leq \varpi(t) \text{ on } 0 < t < \infty, \\
& \quad \text{and ii) } F = (F_1, F_2) \text{ satisfies}
\end{align*}
\]

\[
\begin{align*}
E^{-1}F_1 & \in L^1(0, \infty), \\
\text{and there exists } \delta > 0 \text{ so that for any choice of } \alpha &\in [n - \delta, n) \text{ there is a constant } c_\alpha \text{ so that}
\end{align*}
\]

\[
e^{\alpha t} \int_t^\infty |F_2(s)| e^{-\alpha s}\,ds \leq c_\alpha \varpi(t)E(t) \quad \text{for } 0 < t < \infty.
\]

We want $\psi$ to satisfy the “finite energy condition”
\[
\int_0^\infty (|\psi|^2 + |\psi_t|^2)e^{-nt}\,dt < \infty.
\]

Proposition 2. Under the above hypotheses, all solutions $(\phi, \psi)$ of (19) that satisfy (20) must satisfy the following estimates:

\[
\begin{align*}
|\phi(t)| &\leq cE(t)(c_\alpha + |\phi(0)| + \|E^{-1}F_1\|_{L^1}) \\
|\psi(t)| &\leq c\varpi(t)E(t)(c_\alpha + |\phi(0)| + \|E^{-1}F_1\|_{L^1}).
\end{align*}
\]

Proof. As in the previous section, we let $\Phi$ denote the fundamental solution for $\dot{\phi} + R_1\phi = 0$ on $[0, \infty)$ with $\Phi(0) = I$. We need to estimate the fundamental solution $\Psi(t)$ for $\dot{\psi} + R_4\psi = 0$ with $\Psi(0) = I$. Since $\varpi(t) \to 0$ as $t \to \infty$ and $\int_0^\infty \varpi^2(t)\,dt < \infty$, for any $\delta \in (0, 1)$ we have $\varpi(t) < \delta$ and $\int_{t_0}^\infty < \delta$ for $t_0$ sufficiently large. Without loss of generality, we will assume that
\[
\varpi(t) < \delta \quad \text{and} \quad \int_0^\infty \varpi^2(t)\,dt < \delta.
\]

Note that this $\delta$ can be made small independent of other constants that may appear. We can now use Gronwall’s inequality to conclude
\[
|\Psi(t)\Psi^{-1}(s)| \leq e^{\delta|t-s|} \quad \text{for } t, s > 0.
\]

Applying variation of constants in the first equation in (19a), we can write
\[
\begin{align*}
\phi(t) &= \Phi(t)\phi(0) + \Phi(t) \int_0^t \Phi^{-1}(s)(F_1(s) - R_2(s)\psi(s))\,ds.
\end{align*}
\]
Regarding the last integral, we can use integration by parts to obtain

\[ \psi(t) = e^{nt} \Psi(t) \int_t^\infty \Psi^{-1}(s) (R_3(s) \phi(s) - F_2(s)) e^{-ns} \, ds. \]  

(24b)

If we plug (24b) into (24a) we obtain the following equation for \( \phi \):

\[ \phi(t) + S \phi(t) = \eta_0(t) + \eta_1(t) + \eta_2(t), \]

where

\[ S \phi(t) = -\Phi(t) \int_0^t \Phi^{-1}(s) R_2(s) e^{ns} \Psi(s) \int_s^\infty \Psi^{-1}(v) R_3(v) \phi(v) e^{-nu} \, dv \, ds, \]

(25b)

\[ \eta_0(t) = \Phi(t) \phi(0), \quad \eta_1(t) = \Phi(t) \int_0^t \Phi^{-1}(s) F_1(s) \, ds, \]

\[ \eta_2(t) = \Phi(t) \int_0^t \Phi^{-1}(s) R_2(s) e^{ns} \Psi(s) \int_s^\infty \Psi^{-1}(v) F_2(v) e^{-nu} \, dv \, ds. \]

We want to show (25) has a solution \( \phi \) and estimate it in terms of \( \varpi, \mathcal{E}, \) and \( F \).

Let \( X = C([0, \infty), \mathbb{R}^n) \) with the norm

\[ \| \phi \|_X := \sup \left\{ \frac{|\phi(t)|}{\mathcal{E}(t)} : 0 < t < \infty \right\}. \]

Assume \( \| \phi \|_X = 1 \), so \( |\phi(t)| \leq \mathcal{E}(t) \). Using this, (17), and (23), we obtain the estimate

\[ |S \phi(t)| \leq \int_0^t |\Phi(t) \Phi^{-1}(s)| R_2(s) e^{(n-\delta)s} \int_s^\infty e^{(\delta-\nu)v} |R_3(v)| \mathcal{E}(v) \, dv \, ds \]

(27)

\[ \leq c \mathcal{E}(t) \int_0^t (\mathcal{E}(s))^{-1} \varpi^2(s) e^{(n-\delta)s} \int_s^\infty e^{(\delta-\nu)v} \mathcal{E}(v) \, dv \, ds. \]

Regarding the last integral, we can use integration by parts to obtain

\[ \int_s^\infty e^{(\delta-\nu)v} \mathcal{E}(v) \, dv = \frac{e^{(\delta-\nu)s} \mathcal{E}(s)}{n-\delta} + \frac{1}{n-\delta} \int_s^\infty e^{(\delta-\nu)v} \mathcal{E}(v) \mu[-R_1(v)] \, dv. \]

But, using \( \mu[-R_1(t)] \leq c \varpi(t) \) and (22), we can take \( \delta \) small enough that

\[ \int_s^\infty e^{(\delta-\nu)v} \mathcal{E}(v) \, dv \leq \frac{e^{(\delta-\nu)s} \mathcal{E}(s)}{n-\delta} + \frac{1}{n-\delta} \int_s^\infty e^{(\delta-\nu)v} \mathcal{E}(v) \, dv. \]

By iterating this, we obtain

\[ \int_s^\infty e^{(\delta-\nu)v} \mathcal{E}(v) \, dv \leq c e^{(\delta-\nu)s} \mathcal{E}(s). \]

Using this in (27) we obtain

\[ |S \phi(t)| \leq c \mathcal{E}(t) \int_0^t \varpi^2(s) \, ds \leq c \mathcal{E}(t) \delta. \]

Taking \( \delta < c^{-1} \), we indeed have \( \|S\|_{X \rightarrow X} < 1 \). To verify that \( \eta_0, \eta_1 \in X \) we use Proposition 1 and Corollary 1 to conclude

\[ |\eta_0(t) + \eta_1(t)| \leq \mathcal{E}(t) \left( |\phi(0)| + \| \mathcal{E}^{-1} F_1 \|_{L^1} \right). \]
To show \( \eta_2 \in X \), we use [17], [28], and [19d] with \( \alpha = n - \delta \) to estimate

\[
|\eta_2(t)| \leq c E(t) \int_0^t (E(s))^{-1} \varpi(s) e^{(n-\delta)s} \int_s^\infty e^{(\delta-n)v} F_2(v) \, dv \, ds
\]

\[
\leq c E(t) \int_0^t (E(s))^{-1} c_\alpha \varpi^2(s) \, ds < c c_\alpha E(t).
\]

We conclude that there is a solution \( \phi \in X \) of (25) satisfying (21a). Using (24b) we find \( \psi \) and hence the solution \( (\phi, \psi) \) of (19). To estimate \( \psi \) we use [19c], [23b], and (21a) to obtain

\[
|\psi(t)| \leq e^{(n-\delta)t} \int_t^\infty e^{(\delta-n)s} (\varpi(s)|\phi(s)| + |F_2(s)|) \, ds
\]

\[
\leq c \varpi(t) E(t) \left( c_\alpha + |\phi(0)| + \|E^{-1}F_1\|_{L^1} \right),
\]

which is (21b). \( \square \)

4. Potential Theory Estimates

In the proof of Theorem 11 we will encounter the equation \( -\Delta w = g \) in \( \mathbb{R}^n \setminus \{0\} \), where \( g \) is a distribution with certain orthogonality properties that we will now describe. For \( f \in L^1_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) \), let us define

\[
Pf(r\theta) := \int_{S^{n-1}} f(r\phi) \, d\phi + n\theta_k \int_{S^{n-1}} \phi_k f(r\phi) \, d\phi.
\]

Using

\[
\int_{S^{n-1}} \theta_k \theta_\ell \, d\theta = \frac{1}{n} \delta_{k\ell} \quad \text{for} \ k, \ell = 1, \ldots, n,
\]

we see that \( P^2 f = Pf \), and \( Pf \) is the projection of \( f \) onto the functions on \( S^{n-1} \) spanned by \( 1, \theta_1, \ldots, \theta_n \). Let us define

\[
f(r\theta) \perp := f(r\theta) - Pf(r\theta).
\]

To control the growth of solutions near \( x = 0 \) we will not only use the \( L^p \)-mean over annuli as defined in (12), but the following to control first and second derivatives:

\[
M_{1,p}(f, r) := r M_p(\nabla w, r) + M_p(w, r)
\]

\[
M_{2,p}(f, r) := r^2 M_p(D^2 w, r) + M_{1,p}(w, r).
\]

The two equations that we want to solve are

\[
-\Delta w = f \perp \quad \text{in} \ \mathbb{R}^n \setminus \{0\}
\]

and

\[
-\Delta w = [\text{div} f] \perp \quad \text{in} \ \mathbb{R}^n \setminus \{0\}.
\]

In both cases, we will obtain \( w \) through convolution with the fundamental solution \( \Gamma(|x|) \) for \( -\Delta \). The following was proved in [9] (see Propositions 1 and 2).

**Proposition 3.** Let \( n \geq 2 \) and \( 1 < p < \infty \).

a) If \( f \in L^p_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) \) satisfies

\[
\int_{|x| < 1} |f(x)||x|^2 \, dx < \infty \quad \text{and} \quad \int_{|x| > 1} |f(x)||x|^{-n} \, dx < \infty,
\]

...
We want (35c) where we have also used the Cacciopolli inequality. Moreover, as observed above, we have (35b)

\[ f(x) = \int_{-\infty}^{\infty} \chi(x) \, dx \quad \text{for} \quad x \in \mathbb{R}^n. \]

Now let us consider the problem (33) \( \Gamma(\mathcal{H}(k)) = \{x \mid r \leq |x| \leq 1\} \) for \( k,m \) where \( \varphi_{k,m}(\hat{x}) \) is an orthonormal basis for the space \( \mathcal{H}(k) \) of spherical harmonics of degree \( k \), \( N(k) = \dim(\mathcal{H}(k)) \), \( \ddot{x} = x/|x| \), and \( a_{k,m} \) are certain coefficients.

5. Proof of Theorem 1

We assume that \( u \in H^{1,2}(B_1) \) is a weak solution of (31). If we introduce a smooth function \( \chi(r) \) satisfying \( \chi(r) = 1 \) for \( 0 \leq r \leq 1/4 \) and \( \chi(r) = 0 \) for \( r \geq 1/2 \), then

\[ \partial_j \left( a_{ij} \partial_i \chi u \right) = \partial_j \left( a_{ij} \chi' \theta_j u \right) + \chi' \theta_j a_{ij} \partial_i u, \]

where (using the definition of weak solution)

\[ \int_{B_1} \chi' \theta_j a_{ij} \partial_i u \, dx = \int_{B_1} a_{ij} \partial_i u \partial_j \chi \, dx = 0. \]

To use the results of the previous section, we need a problem defined on \( \mathbb{R}^n \), so let us extend \( a_{ij} \) and \( \omega(r) \) to \( \mathbb{R}^n \) by defining

\[ a_{ij}(x) = \delta_{ij} \quad \text{for} \quad |x| > 1 \quad \text{and} \quad \omega(r) = \omega(1) \quad \text{for} \quad r > 1. \]

Now let us consider the problem

\[ \partial_j \left( a_{ij} \delta_j u \right) = \div \bar{f} + f_0, \quad \text{for} \quad x \in \mathbb{R}^n, \]

where

\[ f_j := a_{ij} \chi' \theta_j u \quad \text{and} \quad f_0 := \chi' \theta_j a_{ij} \partial_i u \]

are supported in \( 1/4 < |x| < 1/2 \) and satisfy

\[ \| \bar{f} \|_{L^2} + \| f_0 \|_{L^2} \leq c \| u \|_{H^{1,2}(B_{1/2})} \leq c \| u \|_{L^2(B_1)}, \]

where we have also used the Cacciopolli inequality. Moreover, as observed above, we have

\[ \int_{\mathbb{R}^n} f_0(x) \, dx = 0. \]

We want \( \bar{u} \in H^{1,2}(\mathbb{R}^n) \) to be a weak solution of (35a) in the form

\[ \bar{u}(x) = u_0(|x|) + \bar{v}(|x|) \cdot x + w(x) \quad \text{for} \quad x \in \mathbb{R}^n \setminus \{0\}, \]

\[ \bar{u}(x) = u_0(|x|) + \bar{v}(|x|) \cdot x + w(x) \quad \text{for} \quad x \in \mathbb{R}^n \setminus \{0\}, \]

\[ \text{where} \quad \bar{v}(x) = \bar{v}(|x|) \quad \text{and} \quad w(x) = w(|x|). \]

\[ \text{We note that the coefficients} \quad a_{k,m} \quad \text{were unfortunately omitted in the corresponding formula (29) in [9].} \]
where the $u_0$, $\vec{v}$ and $w$ still satisfy the conditions (11a) and (11b). In particular, if we let $C_0^\infty(\mathbb{R}^n)$ denote the smooth functions with compact support, we have

$$
\int_{\mathbb{R}^n} a_{ij}(x) \partial_i \tilde{u} \partial_j \eta \, dx = \int_{\mathbb{R}^n} f_i \partial_i \eta \, dx - \int_{\mathbb{R}^n} f_0 \eta \, dx \quad \text{for all } \eta \in C_0^\infty(\mathbb{R}^n).
$$

After we find $\tilde{u}$ and estimates on $u_0$, $\vec{v}$, and $w$, we will show $\tilde{u} = \chi u$.

If we plug (11a) into (37) and take $\eta = \eta(r)$, we obtain (cf. (55a) in [9]):

$$
(38a) \quad \alpha(r) u'_0(r) + r \beta(r) \cdot \vec{v}'(r) + \gamma(r) \cdot \vec{v}(r) + p(\nabla w)(r) = \tilde{f}(r) + r^{1-n} \int_0^r \rho^{-1} \, d\rho,
$$

where

$$
\alpha(r) = \int_{S^{n-1}} a_{ij}(r \theta) \theta_i \theta_j \, d\theta,
$$

$$
\beta_k(r) = \int_{S^{n-1}} a_{ij}(r \theta) \theta_i \theta_j \theta_k \, d\theta,
$$

$$
\gamma_j(r) = \int_{S^{n-1}} a_{ij}(r \theta) \theta_i d\theta,
$$

$$
p(\nabla w)(r) = \int_{S^{n-1}} a_{ij}(r \theta) \partial_j w(r \theta) \theta_i \, d\theta,
$$

$$
\tilde{f}(r) = \int_{S^{n-1}} f_i(r \theta) \theta_i \, d\theta.
$$

Using (2), for $0 < r < 1$ we see that these coefficients satisfy

$$
|\alpha(r) - 1|, |\beta(r)|, |\gamma(r)| \leq \omega(r)
$$

$$
|p(\nabla w)(r)| \leq \omega(r) \int_{S^{n-1}} |\nabla w| \, d\theta,
$$

while for $r > 1$ we have $\alpha(r) = 1$ and $\beta_k(r) = \gamma_k(r) = p(\nabla w)(r) = 0$. Without loss of generality, we may assume $\alpha(r) > 0$ for all $r > 0$.

Similarly, we can take $\eta = \eta(x) \chi_t$ in (37) and obtain a second-order linear system of ODEs. But we can use (38a) to eliminate $u_0$ and then reduce the second-order system for $\vec{v}$ to a first-order system for $(\vec{v}, \vec{v}_r)$; of course these systems also depend on $w$. The first-order system is simplified if we change the independent variable to $t = -\log r \in (-\infty, \infty)$. This brings the dynamical system (19a) into play. If we follow the calculations in [9], we find that the first-order system for $(\vec{v}, \vec{v}_r)$ that depends on $w$ may be converted to the form

$$
\frac{d}{dt} \begin{pmatrix} \phi \\ \psi \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ -nI & 0 \end{pmatrix} \begin{pmatrix} \phi \\ \psi \end{pmatrix} + R(t) \begin{pmatrix} \phi \\ \psi \end{pmatrix} = F(t, \nabla w) + G(t),
$$

where $R(t) = 0$ for $t < 0$, but for $t > 0$ it is of the form (19b) with

$$
R_1(t) = \int_{S^{n-1}} (A(\theta r) - n A(\theta r) \otimes \theta) \, d\theta \left(1 + O(\omega^2(t))\right) \quad \text{as } t \to \infty.
$$

The term $F(t, \nabla w)$ vanishes for $t < 0$, but

$$
|F(t, \nabla w)| \leq c \omega(t) \int_{S^{n-1}} |\nabla w| \, d\theta \quad \text{for } t > 0,
$$

and the term $G(t)$ comes from $\tilde{f}$ and $f_0$, so is supported in log 2 $\leq t \leq 2 \log 2$ and we can estimate

$$
|E^{-1} G|_{L^1} \leq c (\|\tilde{f}\|_{L^2} + \|f_0\|_{L^2}).
$$

Moreover, the relationship between $(\phi, \psi)$ and $(\vec{v}, \vec{v}_r)$ satisfies:

$$
(\frac{\phi}{\psi} - 1) \frac{n \vec{v} - \vec{v}_r}{\vec{v}_r} \leq c \omega(t) \left( |\vec{v}(t)| + |\vec{v}_r(t)| + \int_{S^{n-1}} |\nabla w| \, d\theta \right)
$$

Now, given $w$ with certain properties, we solve (39) with initial conditions $\phi(0) = 0 = \psi(0)$ to find $\phi, \psi$ and hence $\vec{v}, \vec{v}_r$. However, we need to separately control the dependence of $\vec{v}$ on $w$, so
let us write \( \tilde{v} = \tilde{v}^w + \tilde{v}^o \) where \( \tilde{v}^w \) is the solution with \( G = 0 \) and \( \tilde{v}^o \) is the solution with \( F = 0 \). Similarly, when we use (38a) to solve for \( u_2 \) in terms of \( \tilde{v} \) and \( w \), we want to write \( u_0 = u_0^w + u_0^o \) where \( u_0^w \) depends on \( w \) (including \( \tilde{v}^w \)), while \( u_0^o \) is independent of \( w \):

\[
\begin{align*}
u_0' &= (u_0^w)' + (u_0^o)' = \alpha^{-1} \left( -r\beta \cdot (\tilde{v}^w)' - \gamma \cdot \tilde{v}^w - p(\nabla w) \right) \\
&\quad + \alpha^{-1} \left( \tilde{f}(r) + r^{1-n} \int_0^r \int_0^\rho \rho^{n-1} d\rho - r\beta \cdot (\tilde{v}^o)' - \gamma \cdot \tilde{v}^o \right)
\end{align*}
\]

Finally, let us find the PDE that \( w \) must satisfy. As in [9], let us introduce the matrix

\[
\Omega_{ij}(x) = a_{ij}(x) - \delta_{ij},
\]
which satisfies \( |\Omega_{ij}(x)| \leq \omega(|x|) \) for \( |x| < 1 \) and \( \Omega(x) = 0 \) for \( |x| > 1 \). Recalling that \( Pw = 0 \) and the notation [30], we find that \( w \) satisfies

\[
\Delta w + [\text{div}(\Omega \nabla w)]^+ + [\text{div}(\Omega \nabla (\tilde{v}^w \cdot x))]^+ + [\text{div}(\Omega \nabla (u_0^w))]^+ = [\partial_i f_i + f_0]^+.
\]

But we want to write this as

\[
\Delta w + [\text{div}(\Omega \nabla w)]^+ + [\text{div}(\Omega \nabla (\tilde{v}^w \cdot x))]^+ + [\text{div}(\Omega \nabla (u_0^w))]^+ =
\]

\[\partial_i f_i + f_0 - \text{div}(\Omega \nabla (\tilde{v}^o \cdot x)) - \text{div}(\Omega \nabla (u_0^o))^+.
\]

If we apply \( \Delta^{-1} \) (i.e. convolution by the fundamental solution) to both sides of (44), we obtain

\[
\begin{align*}
w + T_1(w) + T_2(w) + T_3(w) &= \xi,
\end{align*}
\]

where

\[
\begin{align*}
T_1(w) &= \Delta^{-1} [\text{div}(\Omega \nabla w)]^+
\end{align*}
\]

\[
\begin{align*}
T_2(w) &= \Delta^{-1} [\text{div}(\Omega \nabla (\tilde{v}^w \cdot x))]^+
\end{align*}
\]

\[
\begin{align*}
T_3(w) &= \Delta^{-1} [\text{div}(\Omega \nabla (u_0^w))]^+
\end{align*}
\]

\[
\begin{align*}
\xi &= \Delta^{-1} [\partial_i f_i + f_0 - \text{div}(\Omega \nabla (\tilde{v}^o \cdot x)) - \text{div}(\Omega \nabla (u_0^o))^+].
\end{align*}
\]

We want to show that \( \Delta \xi \) admits a solution \( w \in Y \), where \( Y \) denotes those functions in \( y \in H^{1,2}(\mathbb{R}^n \setminus \{0\}) \) for which the following norm is finite:

\[
\|y\|_Y = \sup_{0 < r < 1} M_{1,2}(y, r) \frac{\omega(r) E(r)}{r} + \sup_{r > 1} \frac{M_{1,2}(y, r)}{r^{n-1}},
\]

Here \( \delta > 0 \) will be small, but we may still assume \( \omega(t) \) satisfies (22). For \( \omega(r) \) this means \( \omega(r) < \delta \) and \( \int_0^1 \omega^2(r) r^{-1} dr < \delta \) for \( 0 < r < 1 \).

We need to show \( \xi \in Y \) and that each of the mappings \( T_j : Y \rightarrow Y \) is small. For future reference, we note that \( y \in Y \) implies

\[
M_2(\nabla y, r) \leq \begin{cases} \omega(r) E(r) \|y\|_Y & 0 < r < 1 \\ \delta r^{-n-1} \|y\|_Y & r > 1. \end{cases}
\]

First let us confirm that \( T_1 : Y \rightarrow Y \) with small norm. Let \( y \in Y \) with \( \|y\|_Y \leq 1 \). Use Proposition [8] with \( f = \Omega \nabla y \) to conclude

\[
M_{1,2}(T_1(y), r) \leq c \left( r^{-n} \int_0^r M_2(\Omega \nabla y, \rho) \rho^n d\rho + r^2 \int_r^\infty M_2(\Omega \nabla y, \rho) \rho^{-2} d\rho \right).
\]
For any function $y \in H^{2,1}_0(\mathbb{R}^n \setminus \{0\})$, note that $M_2(\Omega \nabla y, r) = 0$ for $r > 1$ and $M_2(\Omega \nabla y, r) \leq \omega(r) M_2(\nabla y, r)$ for $0 < r < 1$; but for $y \in Y$ with $\|y\|_Y \leq 1$ this last estimate becomes $M_2(\Omega \nabla y, r) \leq \omega^2(r) E(r)$. Consequently, for $0 < r < 1$ we have

$$M_{1,2}(T_1(y), r) \leq c r^{-n} \int_0^r \omega^2(\rho) E(\rho) \rho^n d\rho + r^2 \int_r^1 \omega^2(\rho) E(\rho) \rho^{-2} d\rho.$$  \hspace{1cm} (48)

Similar to (28), we can integrate by parts to show

$$r^{-n} \int_0^r \omega^2(\rho) E(\rho) \rho^n d\rho \leq c \delta \omega(r) r E(r).$$  \hspace{1cm} (49)

We can use this, the monotonicity of $\omega$, and (22) to estimate the first integral in (48):

$$r^{-n} \int_0^r \omega^2(\rho) E(\rho) \rho^n d\rho \leq c \delta \omega(r) r E(r).$$

We can also use (4) and (10) to estimate the second integral in (48):

$$r^2 \int_r^1 \omega^2(\rho) E(\rho) \rho^{-2} d\rho \leq \delta r^2 \omega(r) r^{1+\kappa} E(r) r^{-\lambda} \int_r^1 \rho^{-1-\kappa-\lambda} d\rho,$$

where we have chosen $0 < \lambda < \kappa$. We can evaluate this last integral to obtain

$$r^2 \int_r^1 \omega^2(\rho) E(\rho) \rho^{-2} d\rho \leq \frac{\delta}{\kappa - \lambda} \omega(r) r E(r)(1 + r^{\kappa-\lambda}) \leq c \delta \omega(r) r E(r).$$

Meanwhile for $r > 1$, we have

$$M_{1,2}(T_1(y), r) \leq c r^{-n} \int_0^1 M_2(\Omega \nabla y, \rho) \rho^n d\rho \leq c \delta^2 r^{-n} \int_0^1 E(\rho) \rho^n d\rho \leq c \delta^2 r^{-n}.$$

These estimates together show $\|T_1(y)\|_Y \leq c \delta$. Taking $\delta$ small enough, we have $\|T_1\|_{Y \to Y} < 1/3$.

For $T_2$ we need to use Proposition 2 to obtain estimates on $\overline{v} y$ for $y \in Y$, so let us first confirm that $F(t, \nabla y)$ in (39) satisfies the conditions (19c) and (19d). For (19c) we use (40), to compute

$$\int_0^\infty \mathcal{E}^{-1}(t) |F_1(t, \nabla y)| dt \leq \int_0^\infty \mathcal{E}^{-1}(t) \omega(t) \int |\nabla y| d\theta dt$$

$$= c \int_0^1 E^{-1}(r) \omega(r) \int |\nabla y| d\theta dr$$

$$= c \sum_{j=0}^\infty \int_{2^{-j-1}}^{2^{-j}} E^{-1}(r) \omega(r) \int |\nabla y| d\theta dr$$

But (4) and (10) imply that for $2^{-j-1} < r < 2^{-j}$ we have $E^{-1}(r) < 2^j E^{-1}(2^{-j-1})$ and $\omega(r) < 2^j \omega(2^{-j-1})$, so

$$\int_0^\infty \mathcal{E}^{-1}(t) |F_1(t, \nabla y)| dt \leq c \sum_{j=0}^\infty E^{-1}(2^{-j-1}) \omega(2^{-j-1}) M_1(\nabla y, 2^{-j-1})$$

$$\leq c \sum_{j=0}^\infty E^{-1}(2^{-j-1}) \omega(2^{-j-1}) M_2(\nabla y, 2^{-j-1})$$

$$\leq c \sum_{j=0}^\infty \omega^2(2^{-j-1}) \|y\|_Y \leq c \left( \int_0^1 \frac{\omega^2(r)}{r} dr \right) \|y\|_Y.$$

Hence we have confirmed (19c) with

$$\|\mathcal{E}^{-1}(t) F_1(t, \nabla y)\|_{L^1(0,\infty)} \leq c \delta \|y\|_Y.$$  \hspace{1cm} (50)
To confirm (19d) and estimate $c_\alpha$ for $\alpha \in [\delta, n)$, we use the same tools to compute
\[
e^{\alpha t} \int_0^\infty |F(t, \nabla y)| e^{-\alpha s} \, ds = r^{-\alpha} \int_0^r \omega(\rho) \int_0^\infty |\nabla y| \, d\rho \, \frac{d\rho}{\rho}
\leq cr^{-\alpha} \omega(r) \sum_{j=0}^\infty \int_{2^{j-1}r}^{2^j r} |\nabla y| \, d\rho \, \frac{d\rho}{\rho}
\leq cr^{-\alpha} \omega(r) \sum_{j=0}^\infty M_1(\nabla y, 2^{j-1}r) (2^{-j} r)^\alpha
\leq cr^{-\alpha} \omega(r) \sum_{j=0}^\infty M_2(\nabla y, 2^{j-1}r) (2^{-j} r)^\alpha
\leq cr^{-\alpha} \omega(r) \|y\|_Y \sum_{j=0}^\infty \omega(2^{j-1}r) E(2^{-j-1}r) (2^{-j-1} r)^\alpha
\leq cr^{-\alpha} \omega^2(r) E(r) r^{\alpha/2} \|y\|_Y \int_0^r \rho^{\alpha/2-1} \, d\rho
= c\omega^2(r) E(r) \|y\|_Y = c \omega^2(t) \mathcal{E}(t) \|y\|_Y.\]

We conclude that (19d) holds with
\[
(51)\quad c_\alpha = c \delta \|y\|_Y.
\]

Now let us confirm $T_2 : Y \to Y$ with small norm. We want to use Proposition 3 with \( \tilde{f} = \Omega \nabla (\tilde{v}^y \cdot x) \), so we need to estimate $M_2(\nabla (\tilde{v}^y \cdot x))$ for $|x| < 1$. Using (42) and then Proposition 2 with (50) and (51) we have
\[
|\nabla (\tilde{v}^y \cdot x)| \leq c(r(|\tilde{v}^y| + |\tilde{v}^y|)) \leq c(1 + \omega(t)) (|\phi^y(t)| + |\psi^y(t)|) + c \omega(t) \int |\nabla y| \, d\theta
\leq c \delta \mathcal{E}(t) \|y\|_Y = c \delta \mathcal{E}(r) \|y\|_Y.
\]
Assuming $\|y\|_Y \leq 1$ and applying Proposition 3 we have for $0 < r < 1$
\[
M_{1,2}(T_2[y], r) \leq c \delta \left( r^{-n} \int_0^r \omega(\rho) E(\rho) \rho^n \, d\rho + r^2 \int_0^1 \omega(\rho) E(\rho) \rho^n \, d\rho \right)
\leq c \delta \omega(r) r E(r)
\]
where we have used (49), (1), and (10) as we did for $T_1$. Meanwhile, for $r > 1$ we have
\[
M_{1,2}(T_2[y], r) \leq c \delta^2 r^{-n} \int_0^1 E(\rho) \rho^n \, d\rho \leq c \delta^2 r^{-n}.
\]
So $\|T_2[y]\|_Y < c \delta$ and by taking $\delta$ small enough we can arrange $\|T_2\|_Y \to Y < 1/3$.

The last map to consider is $T_3$, so we need to estimate $M_2(\nabla u_0^y, r)$ for $0 < r < 1$. Recall that $u_0^y$ comes from (38a) without $\tilde{f}$ and $f_0$, so
\[
|\nabla u_0^y(r)| \leq c (\omega(r) r |(\tilde{v}^y)'(r)| + \omega(r) |\tilde{v}^y(r)| + p|\nabla w|(r)) \leq c \delta \omega(r) E(r) \|y\|_Y.
\]
The rest of the proof that $\|T_3\|_Y \to Y < 1/3$ is the same as for $T_2$. 
Finally we need to confirm that \( \xi \in Y \). We take the terms one at a time. For \( \xi_1 = \Delta^{-1}[\text{div}\bar{f}] \) where \( \bar{f} \in L^2(\mathbb{R}^n) \) has support in \( 1/4 < |x| < 1/2 \), we apply Proposition 3b to conclude
\[
M_{1,2}(\xi_1, r) \leq \begin{cases} 
\frac{c}{r} \|f\|_{L^2} r^2 & 0 < r < 1 \\
\frac{c}{r} \|f\|_{L^2} r^{-n} & r > 1.
\end{cases}
\]

Similarly, for \( \xi_2 = \Delta^{-1}[f_0] \) where \( f_0 \in L^2(\mathbb{R}^n) \) has support in \( 1/4 < |x| < 1/2 \), we apply Proposition 3a to conclude
\[
M_{1,2}(\xi_2, r) \leq M_{2,2}(\xi_2, r) \leq \begin{cases} 
\frac{c}{r} \|f_0\|_{L^2} r^2 & 0 < r < 1 \\
\frac{c}{r} \|f_0\|_{L^2} r^{-n} & r > 1.
\end{cases}
\]

For \( \xi_3 = \Delta^{-1}[\text{div}(\Omega \nabla \bar{v} \cdot x)] \), we need to estimate \( M_2(\nabla(\bar{v} \cdot x), r) \) for \( 0 < r < 1 \). But by Proposition 2 applied to (39) with \( F = 0 \) and \( G \) satisfying (41), we know that
\[
|\nabla(\bar{v} \cdot x)| \leq c(|\phi(t)| + |\psi(t)|) \leq c(\|\bar{f}\|_{L^2} + \|f_0\|_{L^2}).
\]

This enables us to estimate (using tricks as above)
\[
M_{1,2}(\xi_3, r) \leq c(\|\bar{f}\|_{L^2} + \|f_0\|_{L^2}) \left( r^{-n} \int_0^r \omega(\rho) E(\rho) \rho^n d\rho + r^2 \int_r^1 \omega(\rho) E(\rho) \rho^{-2} d\rho \right)
\]
\[
\leq c \left( \left\|\bar{f}\right\|_{L^2} \|f_0\|_{L^2} \omega(r) r E(r) \right) \begin{cases} 
0 < r < 1, \\
\|f_0\|_{L^2} r^{-n} & r > 1.
\end{cases}
\]

Finally, for \( \xi_4 = \Delta^{-1}[\text{div}(\Omega \nabla u_0^\varepsilon)] \) we need to estimate \( M_2(\nabla(u_0^\varepsilon), r) \) for \( 0 < r < 1 \). But from (38a) we know
\[
(u_0^\varepsilon)'(r) = \alpha^{-1}(r) \left[ \bar{f}(r) + r^{1-n} \int_0^r f_0(\rho) d\rho \right],
\]
which has support in \( 1/4 < r < 1/2 \), so \( M_{1,2}(\xi_4, r) \) satisfies the same estimates as for \( M_{1,2}(\xi_1, r) \) and \( M_{1,2}(\xi_1, r) \). We summarize this by
\[
\|\xi\| Y \leq c(\|\bar{f}\|_{L^2} + \|f_0\|_{L^2}) \leq c\|u\|_{L^2(B_1)}.
\]

We have shown that there exists \( w \in Y \) with \( \|w\| Y \leq c\| u \|_{L^2(B_1)} \) such that the function \( \bar{u}(x) \) as in (39) is a weak solution of (38a). Moreover, \( \bar{u} \) satisfies the desired estimate (7) since \( M_2(u_0^\varepsilon, r), M_2(\nabla w, r) \leq cE(r) \|u\|_{L^2(B_1)} \) and \( M_2(\bar{v}, r) \leq cE(r) \|u\|_{L^2(B_1)} \). It only remains to show that \( \bar{u} = \chi u \). But \( z = \bar{u} - \chi u \) is a solution of \( \partial_t (a_{ij} \partial_i u) = 0 \) in \( \mathbb{R}^n \) that vanishes at infinity, so \( z = 0 \) by the maximum principle. \( \square \)

6. The Gilbarg-Serrin Example

In [9], Gilbarg and Serrin considered coefficients of the form
\[
a_{ij}(r, \theta) = \delta_{ij} + g(r) \theta_i \theta_j, \quad \text{where } r = |x| \text{ and } \theta_i = x_i / r.
\]

They assumed \( g(r) \) is a bounded function satisfying \( g(r) > -1 + \varepsilon \), which guarantees uniform ellipticity. In [11] it was shown that the system (11) reduces to the scalar equation
\[
\frac{d\phi}{dt} = \frac{n-1}{n} g(t) \phi.
\]

There is no matrix, so the unique “eigenvalue” of \( -R(r) \) is \( \frac{n-1}{n} g(r) \) and
\[
E(r) = \exp \left[ \frac{n-1}{n} \int_r^1 \frac{g(\rho)}{\rho} d\rho \right].
\]
In [10] it was shown that, provided \( g(r) \) has finite variation on \((0, 1)\), then there is a solution of (1) of the form (11a) with \( u_0 = 0 \),

\[
\tilde{v}(r) = c \bar{e}_j \exp \left[ \frac{n-1}{n} \int_r^1 \frac{g(\rho)}{\rho} \, d\rho \right] (1 + o(1)) \quad \text{as } r \to 0,
\]

and \( w \) satisfying \( M_2(\nabla w, r) \leq c \omega(r) E(r) \). Here \( \bar{e}_j \) is any one of the \( n \) coordinate unit vectors, so we have \( |\tilde{v}| = c E(r)(1 + o(1)) \) and we see that the estimate (7) in Theorem 1 is sharp in this case.
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