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Abstract

Collective electronic excitations at metal surfaces are well known to play a key role in a wide spectrum of science, ranging from physics and materials science to biology. Here we focus on a theoretical description of the many-body dynamical electronic response of solids, which underlines the existence of various collective electronic excitations at metal surfaces, such as the conventional surface plasmon, multipole plasmons and the recently predicted acoustic surface plasmon. We also review existing calculations, experimental measurements and applications.
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1. Introduction

In his pioneering treatment of characteristic energy losses of fast electrons passing through thin metal films, Ritchie predicted the existence of self-sustained collective excitations at metal surfaces [1]. It had already been pointed out by Pines and Bohm [2, 3] that the long-range nature of the Coulomb interaction between valence electrons in metals yields collective plasma oscillations similar to the electron-density oscillations observed by Tonks and Langmuir in electrical discharges in gases [4], thereby explaining early experiments by Ruthemann [5] and Lang [6] on the bombardment of thin metallic films by fast electrons. Ritchie investigated the impact of the film boundaries on the production of collective excitations and found that the boundary effect is to cause the appearance of a new lowered loss due to the excitation of surface collective oscillations [1]. Two years later, in a series of electron energy-loss experiments Powell and Swan [7] demonstrated the existence of these collective excitations, the quanta of which Stern and Ferrell called the surface plasmon [8].

Since then, there has been a significant advance in both theoretical and experimental investigations of surface plasmons, which for researches in the field of condensed matter and surface physics have played a key role in the interpretation of a great variety of experiments and the understanding of various fundamental properties of solids. These include the nature of Van der Waals forces [9–11], the classical image potential acting between a point classical charge and a metal surface [12–15], the energy transfer in gas–surface interactions [16], surface energies [17–19], the damping of surface vibrational modes [20, 21], the energy loss of charged particles moving outside a metal surface [22, 23] and the de-excitation of adsorbed molecules [24]. Surface plasmons have also been employed in a wide spectrum of studies ranging from electrochemistry [25], wetting [26] and biosensing [27–29] to scanning tunnelling microscopy [30], the ejection of ions from surfaces [31], nanoparticle growth [32, 33], surface-plasmon microscopy [34, 35] and surface-plasmon resonance technology [36–42]. Renewed interest in surface plasmons has come from recent advances in the investigation of the electromagnetic properties of nanostructured materials [43, 44], one of the most attractive aspects of these collective excitations now being their use to concentrate light in subwavelength structures and to enhance transmission through periodic arrays of subwavelength holes in optically thick metallic films [45, 46].

The so-called field of plasmonics represents an exciting new area for the application of surface and interface plasmons, an area in which surface-plasmon based circuits merge the fields of photonics and electronics at the nanoscale [47]. Indeed, surface-plasmon polaritons can serve as a basis for constructing nanoscale photonic circuits that will be able to carry optical signals and electric currents [48, 49]. Surface plasmons can also serve as a basis for the design, fabrication and characterization of subwavelength waveguide components [50–64]. In the framework of plasmonics, modulators and switches have also been investigated [65, 66], as well as the use of surface plasmons as mediators in the transfer of energy from donor to acceptors molecules on opposite sides of metal films [67].

According to the work of Pines and Bohm, the quantum energy collective plasma oscillations in a free electron gas with equilibrium density $n$ is $\hbar \omega_p = \hbar (4\pi ne^2/m_0)^{1/2}$, $\omega_p$ being the so-called plasmon frequency$^4$. In the presence of a planar boundary, there is a new mode (the surface plasmon), the frequency of which equals in the nonretarded region (where the speed of light can be taken to be infinitely large) Ritchie’s frequency $\omega_s = \omega_p/\sqrt{2}$ at wave vectors $\mathbf{q}$ in the range $\omega_s/c \ll \mathbf{q} \ll q_F$ ($q_F$ being the magnitude of the Fermi wave vector). The electron density $n$ is usually characterized by the density parameter $r_e = (3/4\pi n)^{1/3}/a_0$, $a_0$ being the Bohr radius, $a_0 = 0.529 \, \text{Å}$. In metals the electron-density parameter of valence electrons is typically in the range $2 < r_e < 6$, which corresponds to plasmon energies on the order of 10 eV and frequencies that lie in the optical regime.

$^4$ The electron density $n$ is usually characterized by the density parameter $r_e = (3/4\pi n)^{1/3}/a_0$, $a_0$ being the Bohr radius, $a_0 = 0.529 \, \text{Å}$. In metals the electron-density parameter of valence electrons is typically in the range $2 < r_e < 6$, which corresponds to plasmon energies on the order of 10 eV and frequencies that lie in the optical regime.
vector) and exhibits some dispersion as the wave vector is increased. In the retarded region, where the phase velocity $\omega_s/q$ of the surface plasmon is comparable to the velocity of light, surface plasmons couple with the free electromagnetic field. These surface-plasmon polaritons propagate along the metal surface with frequencies ranging from zero (at $q = 0$) towards the asymptotic value $\omega_s = \omega_p/\sqrt{2}$, the dispersion relation $\omega(q)$ lying to the right of the light line and the propagating vector being, therefore, larger than that of bare light waves of the same energy. Hence, surface-plasmon polaritons in an ideal semi-infinite medium are nonradiative in nature, i.e. cannot decay by emitting a photon and, conversely, light incident on an ideal surface cannot excite surface plasmons.

In the case of thin films, the electric fields of both surfaces interact. As a result, there are (i) tangential oscillations characterized by a symmetric disposition of charge deficiency or excess at opposing points on the two surfaces and (ii) normal oscillations in which an excess of charge density at a point on one surface is accompanied by a deficiency at the point directly across the thin film. The phase velocity of the tangential surface plasmon is always less than the speed of light, as it occurs in the case of a semi-infinite electron system. However, the phase velocity of normal oscillations may surpass that of light, thereby becoming a radiative surface plasmon that should be responsible for the emission of light [68]. This radiation was detected using electron beam bombardment of thin films of Ag, Mg and Al with thicknesses ranging between 500 and 1000 Å [69, 70]. More recently, light emission was observed in the ultraviolet from a metal–oxide–metal tunnel diode and was attributed to the excitation of the radiative surface plasmon [71].

Nonradiative surface plasmons in both thin and thick films can couple to electromagnetic radiation in the presence of surface roughness or a grating, as suggested by Teng and Stern [72]. Alternatively, prism coupling can be used to enhance the momentum of incident light, as demonstrated by Otto [73] and by Kretchmann and Raether [74]. Since then, this so-called attenuated reflection (ATR) method and variations upon it have been used by several workers in a large variety of applications [75–81].

During the last decades, there has also been a significant advance in our understanding of surface plasmons in the nonretarded regime. Ritchie [82] and Kanazawa [83] were the first to attack the problem of determining the dispersion $\omega(q)$ of the nonretarded surface plasmon. Bennett [84] used a hydrodynamical model with a continuous decrease of the electron density at the metal surface and found that a continuous electron-density variation yields two collective electronic excitations: Ritchie’s surface plasmon at $\omega \sim \omega_s$, with a negative energy dispersion at low wave vectors, and an upper surface plasmon at higher energies. In the direction normal to the surface, the distribution of Ritchie’s surface plasmon consists of a single peak, i.e. it has a monopole character; however, the charge distribution of the upper mode has a node, i.e. it has a dipole character and is usually called multipole surface plasmon.

Bennett’s qualitative conclusions were generally confirmed by microscopic descriptions of the electron gas. On the one hand, Feibelman showed that in the long-wavelength limit the classical result $\omega_s = \omega_p/\sqrt{2}$ is correct for a semi-infinite plane-bounded electron gas, irrespective of the exact variation of the electron density in the neighbourhood of the surface [85]. On the other hand, explicit expressions for the linear momentum dispersion of the conventional monopole surface plasmon that are sensitive to the actual form of the electron-density fluctuation at the surface were derived by Harris and Griffin [86] using the equation of motion for the Wigner distribution function in the random-phase approximation (RPA) and by Flores and García-Moliner [87] solving Maxwell’s equations in combination with an integration of the field components over the surface region. Quantitative RPA calculations of the linear dispersion of the monopole surface plasmon were carried out by several authors using the infinite-barrier model (IBM) of the surface [88], a step potential [89, 90], and the
more realistic Lang–Kohn [91] self-consistent surface potential [92]. Feibelman’s calculations showed that for the typical electron densities in metals ($2 < r_s < 6$) the initial slope of the momentum dispersion of monopole surface plasmons of jellium surfaces is negative [92], as anticipated by Bennett [84].

Negative values of the momentum dispersion had been observed by high-energy electron transmission on uncharacterized Mg surfaces [93] and later by inelastic low-energy electron diffraction on the (100) and (111) surfaces of Al [94,95]. Nevertheless, Klos and Raether [96] and Krane and Raether [97] did not observe a negative dispersion for Mg and Al films. Conclusive experimental confirmation of the negative surface plasmon dispersion of a variety of simple metals (Li, Na, K, Cs, Al and Mg) did not come about until several years later [98–101], in a series of experiments based on angle-resolved low-energy inelastic electron scattering5. These experiments showed good agreement with self-consistent dynamical-response calculations carried out for a jellium surface6 in a time-dependent adiabatic extension of the density-functional theory (DFT) of Hohenberg, Kohn and Sham [102]. Furthermore, these experiments also showed that the multipole surface plasmon was observable, its energy and dispersion being in quantitative agreement with the self-consistent jellium calculations that had been reported by Liebsch [103].

Significant deviations from the dispersion of surface plasmons at jellium surfaces occur on Ag [104–107] and Hg [108], due to the presence of filled 4d and 5d bands, respectively, which in the case of Ag yields an anomalous positive dispersion. In order to describe the observed features of Ag surface plasmons, various simplified models for the screening of d electrons have been developed [109–113]. Most recently, calculations have been found to yield a qualitative understanding of the existing electron energy-loss measurements by combining a self-consistent jellium model for valence 5s electrons with a so-called dipolium model in which the occupied 4d bands are represented in terms of polarizable spheres located at the sites of a semi-infinite face-cubic-centred (fcc) lattice [114].

Ab initio bulk calculations of the dynamical response and plasmon dispersions of noble metals with occupied d bands have been carried out recently [115–117]. However, first-principles calculations of the surface-plasmon energy and linewidth dispersion of real solids have been carried out only in the case of the simple-metal prototype surfaces Mg(0001) and Al(111) [118,119]. These calculations lead to an accurate description of the measured surface-plasmon energy dispersion that is superior to that obtained in the jellium model, and they show that the band structure is of paramount importance for a correct description of the surface-plasmon linewidth.

The multipole surface plasmon, which is originated in the selvage electronic structure at the surface, has been observed in a variety of simple metals at $\omega \sim 0.8\omega_p$ [98–101], in agreement with theoretical predictions. Nevertheless, electron energy-loss spectroscopy (EELS) measurements of Ag, Hg and Li revealed no clear evidence of the multipole surface plasmon. In the case of Ag, high-resolution energy-loss spectroscopy low-energy electron diffraction (ELS-LEED) measurements indicated that a peak was obtained at 3.72 eV by subtracting the data for two different impact energies [120], which was interpreted to be the Ag multipole plasmon. However, Liebsch argued that the frequency of the Ag multipole surface plasmon should be in the 6–8 eV range above rather than below the bulk plasma frequency and suggested that the observed peak at 3.72 eV might not be associated with a multipole surface plasmon [121].

5 Since the finite angular acceptance of typical energy-loss spectrometers guarantees that the momentum transfer is associated with a plasmon wavelength larger than the wavelength of light at $\omega = \omega_p (2\pi c/\omega_p \sim 10^3 \text{Å})$, only the nonretarded region is observed in these experiments.

6 A jellium surface consists of a fixed uniform positive background occupying a halfspace plus a neutralizing cloud of interacting electrons.
An alternative spectroscopy technique to investigate multipole surface plasmons is provided by angle- and energy-resolved photoyield experiments (AERPY) [122]. In fact, AERPY is more suitable than electron energy-loss spectroscopy to identify the multipole surface plasmon, since the monopole surface plasmon of clean flat surfaces (which is the dominant feature in electron energy-loss spectra) is not excited by photons and thus the weaker multipole surface mode (which intersects the radiation line in the retardation regime) can be observed. A large increase in the surface photoyield was observed at $\omega = 0.8\omega_p$ from Al(100) [122] and Al(111) [123]. Recently, the surface electronic structure and optical response of Ag has been studied using this technique [124]. In these experiments, the Ag multipole surface plasmon is observed at 3.7 eV, while no signature of the multipole surface plasmon is observed above the plasma frequency ($\omega_p = 3.8$ eV) in disagreement with the existing theoretical prediction [121]. Hence, further theoretical work is needed on the surface electronic response of Ag that go beyond the s–d polarization model described in [121].

Another collective electronic excitation at metal surfaces is the so-called acoustic surface plasmon that has been predicted to exist at solid surfaces where a partially occupied quasi-two-dimensional surface-state band coexists with the underlying three-dimensional continuum [125, 126]. This new low-energy collective excitation exhibits linear dispersion at low wave vectors and might therefore affect electron–hole (e–h) and phonon dynamics near the Fermi level\(^7\). It has been demonstrated that it is a combination of the nonlocality of the 3D dynamical screening and the spill out of the 3D electron density into the vacuum which allows the formation of 2D electron-density acoustic oscillations at metal surfaces, since these oscillations would otherwise be completely screened by the surrounding 3D substrate [127]. This novel surface-plasmon mode has been observed recently at the (0001) surface of Be, showing a linear energy dispersion that is in very good agreement with first-principles calculations [128].

Finally, we note that metal–dielectric interfaces of arbitrary geometries also support charge density oscillations similar to the surface plasmons characteristic of planar interfaces. These are localized Mie plasmons occurring at frequencies which are characteristic of the interface geometry [129]. The excitation of localized plasmons on small particles has attracted great interest over the years in scanning transmission electron microscopy [130–135] and near-field optical spectroscopy [136]. Recently, new advances in structuring and manipulating on the nanometre scale have rekindled interest in this field [137]. In nanostructured metals and carbon-based structures, such as fullerenes and carbon nanotubes, localized plasmons can be excited by light and can therefore be easily detected as pronounced optical resonances [138–140]. Furthermore, very localized dipole and multipole modes in the vicinity of highly coupled structures are responsible for surface-enhanced Raman scattering [141, 142] and other striking properties like, for example, the blackness of colloidal silver [143].

Collective electronic excitations in thin adsorbed overlayers, semiconductor heterostructures, and parabolic quantum wells have also attracted attention over the last years. The adsorption of thin films is important, because of the drastic changes that they produce in the electronic properties of the substrate and also because of related phenomena such as catalytic promotion [144]; however, the understanding of adsorbate-induced collective excitations is still incomplete [145–152]. The excitation spectrum of collective modes in semiconductor quantum wells has been described by several authors [153–157]. These systems, which have been grown in semiconductor heterostructures with the aid of molecular beam epitaxy [158],

\(^7\) The sound velocity of this acoustic mode is, however, close to the Fermi velocity of the 2D surface-state band, which is typically a few orders of magnitude larger than the sound velocity of acoustic phonons in metals but still about three orders of magnitude smaller than the velocity of light.
form a nearly ideal free-electron gas and have been, therefore, a playground on which to test existing many-body theories [159, 160].

Major reviews on the theory of collective electronic excitations at metal surfaces have been given by Ritchie [161], Feibelman [162] and Liebsch [163]. Experimental reviews are also available, which focus on high-energy EELS experiments [164], surface plasmons on smooth and rough surfaces and on gratings [165] and angle-resolved low-energy EELS investigations [166, 167]. An extensive review on plasmons and magnetoplasmons in semiconductor heterostructures has been given recently given by Kushwaha [168].

This review will focus on a unified theoretical description of the many-body dynamical electronic response of solids, which underlines the existence of various collective electronic excitations at metal surfaces, such as the conventional surface plasmon, multipole plasmons and the acoustic surface plasmon. We also review existing calculations, experimental measurements and some of the most recent applications including particle–solid interactions, scanning transmission electron microscopy and surface-plasmon based photonics, i.e. plasmonics.

2. Surface-plasmon polariton: classical approach

2.1. Semi-infinite system

2.1.1. The surface-plasmon condition. We consider a classical model consisting of two semi-infinite nonmagnetic media with local (frequency-dependent) dielectric functions \( \epsilon_1 \) and \( \epsilon_2 \) separated by a planar interface at \( z = 0 \) (see figure 1). The full set of Maxwell’s equations in the absence of external sources can be expressed as follows [169]:

\[
\nabla \times H_i = \epsilon_i \frac{1}{c} \frac{\partial}{\partial t} E_i, \tag{2.1}
\]

\[
\nabla \times E_i = -\frac{1}{c} \frac{\partial}{\partial t} H_i, \tag{2.2}
\]

\[
\nabla \cdot (\epsilon_i E_i) = 0 \tag{2.3}
\]
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\[ \nabla \cdot \mathbf{H}_i = 0, \quad (2.4) \]

where the index \( i \) describes the media: \( i = 1 \) at \( z < 0 \), and \( i = 2 \) at \( z > 0 \).

Solutions of equations (2.1)–(2.4) can generally be classified into s-polarized and p-polarized electromagnetic modes, the electric field \( \mathbf{E} \) and the magnetic field \( \mathbf{H} \) being parallel to the interface, respectively. For an ideal surface, if waves are to be formed that propagate along the interface there must necessarily be a component of the electric field normal to the surface. Hence, s-polarized surface oscillations (whose electric field \( \mathbf{E} \) is parallel to the interface) do not exist; instead, we seek conditions under which a travelling wave with the magnetic field \( \mathbf{H} \) parallel to the interface (p-polarized wave) may propagate along the surface \( (z = 0) \), with the fields tailing off into the positive \( (z > 0) \) and negative \( (z < 0) \) directions. Choosing the \( x \)-axis along the propagating direction, we write

\[ \mathbf{E}_i = (E_{ix}, 0, E_{iz}) e^{-\kappa_i |z|} e^{i(q_ix - \omega t)} \quad (2.5) \]

and

\[ \mathbf{H}_i = (0, E_{iy}, 0) e^{-\kappa_i |z|} e^{i(q_ix - \omega t)}, \quad (2.6) \]

where \( q_i \) represents the magnitude of a wave vector that is parallel to the surface. Introducing equations (2.5) and (2.6) into equations (2.1)–(2.4), one finds

\[ i \kappa_1 H_{1y} = \frac{\omega}{c} \epsilon_1 E_{1x}, \quad (2.7) \]

\[ i \kappa_2 H_{2y} = -\frac{\omega}{c} \epsilon_2 E_{2x} \quad (2.8) \]

and

\[ \kappa_i = \sqrt{q_i^2 - \epsilon_i \omega^2/c^2}. \quad (2.9) \]

The boundary conditions imply that the component of the electric and magnetic fields parallel to the surface must be continuous. Using equations (2.7) and (2.8), one writes the following system of equations:

\[ \frac{\kappa_1}{\epsilon_1} H_{1y} + \frac{\kappa_2}{\epsilon_2} H_{2y} = 0 \quad (2.10) \]

and

\[ H_{1y} - H_{2y} = 0 \quad (2.11) \]

which has a solution only if the determinant is zero, i.e.

\[ \frac{\epsilon_1}{\kappa_1} + \frac{\epsilon_2}{\kappa_2} = 0 \quad (2.12) \]

This is the surface-plasmon condition.

From the boundary conditions also follows the continuity of the 2D wave vector \( \mathbf{q} \) entering equation (2.9), i.e. \( q_1 = q_2 = q \). Hence, the surface-plasmon condition (equation (2.12)) can also be expressed as follows [170]:

\[ q(\omega) = \frac{\omega}{c} \sqrt{\frac{\epsilon_1 \epsilon_2}{\epsilon_1 + \epsilon_2}} \quad (2.13) \]

where \( \omega/c \) represents the magnitude of the light wave vector. For a metal–dielectric interface with the dielectric characterized by \( \epsilon_2 \), the solution \( \omega(q) \) of equation (2.13) has slope equal to \( c/\sqrt{\epsilon_2} \) at the point \( q = 0 \) and is a monotonic increasing function of \( q \), which is always smaller than \( c q/\sqrt{\epsilon_2} \) and for large \( q \) is asymptotic to the value given by the solution of

\[ \epsilon_1 + \epsilon_2 = 0 \quad (2.14) \]

This is the nonretarded surface-plasmon condition (equation (2.12) with \( \kappa_1 = \kappa_2 = q \)), which is valid as long as the phase velocity \( \omega/q \) is much smaller than the speed of light.
2.1.2. Energy dispersion. In the case of a Drude semi-infinite metal in vacuum, one has\[ \epsilon_1 = 1 - \frac{\omega_p^2}{\omega(\omega + i\eta)}, \] where \( \eta \) is a positive infinitesimal. Hence, in this case equation (2.13) yields\[ q(\omega) = \frac{\omega}{c} \sqrt{\frac{\omega^2 - \omega_p^2}{2\omega^2 - \omega_p^2}}. \] We have represented in figure 2 by solid lines the dispersion relation of equation (2.15), together with the light line \( \omega = cq \) (dotted line). The upper solid line represents the dispersion of light in the solid. The lower solid line is the surface-plasmon polariton\[ \omega^2(q) = \frac{\omega_p^2}{2} + c^2q^2 - \sqrt{\frac{\omega_p^4}{4} + c^4q^4}, \] which in the retarded region (where \( q < \omega_s/c \)) couples with the free electromagnetic field and in the nonretarded limit (\( q \gg \omega_s/c \)) yields the classical nondispersive surface-plasmon frequency \( \omega_0 = \omega_p/\sqrt{2} \).

We note that the wave vector \( q \) entering the dispersion relation of equation (2.17) (lower solid line of figure 2) is a 2D wave vector in the plane of the surface. Hence, if light hits the surface in an arbitrary direction the external radiation dispersion line will always lie somewhere between the light line \( cq \) and the vertical line, in such a way that it will not intersect the surface-plasmon polariton line, i.e., light incident on an ideal surface cannot excite surface plasmons. Nevertheless, there are two mechanisms that allow external radiation to be coupled to surface-plasmon polaritons: surface roughness or gratings, which can provide the requisite momentum via umklapp processes [72], and attenuated total reflection (ATR) which provides the external radiation with an imaginary wave vector in the direction perpendicular to the surface [73,74].
Figure 3. Schematic representation of the electromagnetic field associated with a surface-plasmon polariton propagating along a metal–dielectric interface. The field strength $E_i$ (see equation (2.5)) decreases exponentially with the distance $|z|$ from the surface, the decay constant $\kappa_i$ being given by equation (2.18). $+$ and $-$ represent the regions with lower and higher electron density, respectively.

Figure 4. Attenuation length $l_i = 1/\kappa_i$, versus $q$, as obtained from equation (2.18) at the surface-plasmon polariton condition (equation (2.17)) for a Drude metal in vacuum. $\epsilon_1$ has been taken to be of the form of equation (2.15) with $\omega_p = 15$ eV and $\epsilon_2$ has been set up to unity. The dotted line represents the large-$q$ limit of both $l_1$ and $l_2$, i.e. $1/q$.

2.1.3. Skin depth. Finally, we look at the spatial extension of the electromagnetic field associated with the surface-plasmon polariton (see figure 3). Introducing the surface-plasmon condition of equation (2.13) into equation (2.9) (with $q_1 = q_2 = q$), one finds the following expression for the surface-plasmon decay constant $\kappa_i$ perpendicular to the interface:

$$\kappa_i = \frac{\omega}{c} \sqrt{-\frac{\epsilon_2^2}{\epsilon_1 + \epsilon_2}},$$  \hspace{1cm} (2.18)

which allows to define the attenuation length $l_i = 1/\kappa_i$ at which the electromagnetic field falls to $1/e$. Figure 4 shows $l_i$ as a function of the magnitude $q$ of the surface-plasmon polariton wave vector for a Drude metal [$\epsilon_1$ of equation (2.15)] in vacuum ($\epsilon_2 = 1$). In the vacuum side of the interface, the attenuation length is over the wavelength involved ($l_2 > 1/q$), whereas the attenuation length into the metal is determined at long-wavelengths ($q \to 0$) by the so-called skin depth. At large $q$ (where the nonretarded surface-plasmon condition of equation (2.14) is fulfilled), the skin depth is $l_i \sim 1/q$ thereby leading to a strong concentration of the electromagnetic surface-plasmon field near the interface.
2.2. Thin films

Thin films are also known to support surface collective oscillations. For this geometry, the electromagnetic fields of both surfaces interact in such a way that the retarded surface-plasmon condition of equation (2.12) splits into two new conditions (we only consider nonradiative surface plasmons), depending on whether electrons in the two surfaces oscillate in phase or not. In the case of a thin film of thickness $a$ and dielectric function $\epsilon_1$ in a medium of dielectric function $\epsilon_2$ one finds [165]:

$$\frac{\epsilon_1}{\kappa_1 \tanh(\kappa_1 a/2)} + \frac{\epsilon_2}{\kappa_2} = 0$$

(2.19)

and

$$\frac{\epsilon_1}{\kappa_1 \coth(\kappa_1 a/2)} + \frac{\epsilon_2}{\kappa_2} = 0.$$  

(2.20)

Instead, if the film is surrounded by dielectric layers of dielectric constant $\epsilon_0$ and equal thickness $t$ on either side, one finds

$$\frac{\epsilon_1}{\kappa_1 v \tanh(\kappa_1 a/2)} + \frac{\epsilon_0}{\kappa_0} = 0$$

(2.21)

and

$$\frac{\epsilon_1}{\kappa_1 v \coth(\kappa_1 a/2)} + \frac{\epsilon_0}{\kappa_0} = 0,$$

(2.22)

where

$$v = \frac{1 - \Delta e^{-2\kappa_1 t}}{1 + \Delta e^{-2\kappa_1 t}}$$

(2.23)

with

$$\Delta = \frac{\kappa_2 \epsilon_0 - \kappa_0 \epsilon_2}{\kappa_2 \epsilon_0 + \kappa_0 \epsilon_2}$$

(2.24)

and

$$\kappa_0 = \sqrt{q^2 - \epsilon_0 \frac{\omega_p^2}{c^2}}.$$  

(2.25)

Electron spectrometry measurements of the dispersion of the surface-plasmon polariton in oxidized Al films were reported by Pettit et al [172], spanning the energy range from the short-wavelength limit where $\omega \sim \omega_p/\sqrt{2}$ all the way to the long-wavelength limit where $\omega \sim c q$. The agreement between the experimental measurements and the prediction of equations (2.21)–(2.25) (with a Drude dielectric function for the Al film and a dielectric constant $\epsilon_0 = 4$ for the surrounding oxide) is found to be very good, as shown in figure 5.

In the nonretarded regime ($q \gg \omega_s/c$), where $\kappa_1 = \kappa_2 = q$, equations (2.19) and (2.20) take the form

$$\frac{\epsilon_1 + \epsilon_2}{\epsilon_1 - \epsilon_2} = \mp e^{-qa},$$

(2.26)

which for a Drude thin slab ($\epsilon_1$ of equation (2.15)) in vacuum ($\epsilon_2 = 1$) yields [1]

$$\omega = \frac{\omega_p}{\sqrt{2}} (1 \pm e^{-qa})^{1/2}.$$  

(2.27)

This equation has two limiting cases, as discussed by Ferrell [68]. At short wavelengths ($qa \gg 1$), the surface waves become decoupled and each surface sustains independent oscillations at the reduced frequency $\omega_s = \omega_p/\sqrt{2}$ characteristic of a semi-infinite electron gas.
Figure 5. Dispersion $\omega(q)$ of the surface-plasmon polariton of an Al film of thickness $a = 120 \text{ Å}$ surrounded by dielectric layers of equal thickness $t = 40 \text{ Å}$. The solid lines represent the result obtained from equations (2.21)–(2.25) with $\epsilon_2 = 1$, $\epsilon_0 = 4$ and a frequency-dependent Drude dielectric function $\epsilon_1$ (see equation (2.15)) with $\omega_p = 15 \text{ eV}$ and $\eta = 0.75 \text{ eV}$. The solid circles represent the electron spectrometry measurements reported by Petit et al [172]. The dashed line represents the nonretarded surface-plasmon frequency $\omega_p/\sqrt{5}$, which is the solution of equation (2.14) with $\epsilon_2 = 4$ and a Drude dielectric function $\epsilon_1$. The dotted line represents the light line $\omega = cq$.

with a single plane boundary. At long wavelengths ($qa \ll 1$), there are normal oscillations at $\omega_p$ and tangential 2D oscillations at

$$\omega_{2D} = (2\pi naq)^{1/2},$$

(2.28)

which were later discussed by Stern [173] and observed in artificially structured semiconductors [174] and more recently in a metallic surface-state band on a silicon surface [175].

3. Nonretarded surface plasmon: simplified models

The classical picture leading to the retarded equation (2.12) and nonretarded equation (2.14) ignores both the nonlocality of the electronic response of the system and the microscopic spatial distribution of the electron density near the surface. This microscopic effects can generally be ignored at long wavelengths where $q \ll q_F$; however, as the excitation wavelength approaches atomic dimensions nonlocal effects can be important.

As nonlocal effects can generally be ignored in the retarded region where $q < \omega_s/c$ (since $\omega_s/c \ll q_F$), here we focus our attention on the nonretarded regime where $\omega_s/c < q$. In this regime and in the absence of external sources, the $\omega$-components of the time-dependent electric and displacement fields associated with collective oscillations at a metal surface satisfy

Although in the case of an ideal damping-free electron gas the quantity $\eta$ entering the Drude dielectric function of equation (2.15) should be a positive infinitesimal, a phenomenological finite parameter $\eta$ is usually introduced in order to account for the actual electron damping occurring in real solids.
the quasi-static Maxwell’s equations
\[ \nabla \cdot \mathbf{E}(r, \omega) = -4\pi \delta n(r, \omega), \tag{3.1} \]
or, equivalently,
\[ \nabla^2 \phi(r, \omega) = 4\pi \delta n(r, \omega) \tag{3.2} \]
and
\[ \nabla \cdot \mathbf{D}(r, \omega) = 0 \tag{3.3} \]
\(\delta n(r, \omega)\) being the fluctuating electron density associated with the surface plasmon and \(\phi(r, \omega)\) being the \(\omega\) component of the time-dependent scalar potential.

3.1. Planar surface plasmon

3.1.1. Classical model. In the classical limit, we consider two semi-infinite media with local (frequency-dependent) dielectric functions \(\varepsilon_1\) and \(\varepsilon_2\) separated by a planar interface at \(z = 0\), as in section 2.1 (see figure 1). In this case, the fluctuating electron density \(\delta n(r, \omega)\) corresponds to a delta-function sheet at \(z = 0\):
\[ \delta n(r, \omega) = \delta n(r_\parallel, \omega) \delta(z), \tag{3.4} \]
where \(r_\parallel\) defines the position vector in the surface plane, and the displacement field \(\mathbf{D}(r, \omega)\) takes the following form:
\[ \mathbf{D}(r, \omega) = \begin{cases} \varepsilon_1 \mathbf{E}(r, \omega), & z < 0, \\ \varepsilon_2 \mathbf{E}(r, \omega), & z > 0. \end{cases} \tag{3.5} \]
Introducing equation (3.4) into equation (3.2), one finds that self-sustained solutions of Poisson’s equation take the form
\[ \phi(r, \omega) = \phi_0 e^{q_\parallel \cdot r} e^{-|q||z|}, \tag{3.6} \]
where \(q_\parallel\) is a 2D wave vector in the plane of the surface, and \(q = |q|\). A combination of equations (3.3), (3.5) and (3.6) with \(\mathbf{E}(r, \omega) = -\nabla \phi(r, \omega)\) yields the nonretarded surface-plasmon condition of equation (2.14), i.e.
\[ \varepsilon_1 + \varepsilon_2 = 0. \tag{3.7} \]

3.1.2. Nonlocal corrections. Now we consider a more realistic jellium model of the solid surface consisting of a fixed semi-infinite uniform positive background at \(z \leq 0\) plus a neutralizing nonuniform cloud of interacting electrons. Within this model, there is translational invariance in the plane of the surface; hence, we can define 2D Fourier transforms \(\mathbf{E}(z; q, \omega)\) and \(\mathbf{D}(z; q, \omega)\), the most general linear relation between them being
\[ \mathbf{D}(z; q, \omega) = \int \! d\mathbf{z}' \varepsilon(z, z'; q, \omega) \cdot \mathbf{E}(z'; q, \omega), \tag{3.8} \]
where the tensor \(\varepsilon(z, z'; q, \omega)\) represents the dielectric function of the medium.
In order to avoid an explicit calculation of \(\varepsilon(z, z'; q, \omega)\), one can assume that far from the surface and at low wave vectors (but still in the nonretarded regime, i.e. \(\omega_s/c < q < q_F\)) equation (3.8) reduces to an expression of the form of equation (3.5):
\[ \mathbf{D}(z; q, \omega) = \begin{cases} \varepsilon_1 \mathbf{E}(z; q, \omega), & z < z_1, \\ \varepsilon_2 \mathbf{E}(z; q, \omega), & z > z_2. \end{cases} \tag{3.9} \]
where \( z_1 \ll 0 \) and \( z_2 \gg 0 \). Equations (3.2) and (3.3) with \( E(r, \omega) = -\nabla \phi(r, \omega) \) then yield the following integration of the field components \( E_z \) and \( D_x \) in terms of the potential \( \phi(z) \) at \( z_1 \) and \( z_2 \) [where it reduces to the classical potential of equation (3.6)]:

\[
\int_{z_1}^{z_2} dz E_z(z; q, \omega) = \phi(z_2; q, \omega) - \phi(z_1; q, \omega)
\]

(3.10)

and

\[
-i \int_{z_1}^{z_2} dz D_z(z; q, \omega) = \varepsilon_2 \phi(z_2; q, \omega) - \varepsilon_1 \phi(z_1; q, \omega).
\]

(3.11)

Neglecting quadratic and higher-order terms in the wave vector, equations (3.10) and (3.11) are found to be compatible under the surface-plasmon condition [87]

\[
\frac{\varepsilon_1 + \varepsilon_2}{\varepsilon_1 - \varepsilon_2} = q\left[d_\perp(\omega) - d_\parallel(\omega)\right],
\]

(3.12)

d_\perp(\omega) and \( d_\parallel(\omega) \) being the so-called d-parameters introduced by Feibelman [162]:

\[
d_\perp(\omega) = \int dz z \frac{d}{dz} E_z(z, \omega) / \int dz \frac{d}{dz} E_z(z, \omega) = \int dz \delta n(z, \omega) / \int dz \delta n(z, \omega)
\]

(3.13)

and

\[
d_\parallel(\omega) = \int dz z \frac{d}{dz} D_z(z, \omega) / \int dz \frac{d}{dz} D_z(z, \omega),
\]

(3.14)

where \( E_z(z, \omega) \), \( D_z(z, \omega) \) and \( \delta n(z, \omega) \) represent the fields and the induced density evaluated in the \( q \to 0 \) limit.

For a Drude semi-infinite metal in vacuum \( \varepsilon_2 = 1 \) and equation (2.15) for \( \varepsilon_1 \), the nonretarded surface-plasmon condition of equation (3.12) yields the nonretarded dispersion relation

\[
\omega = \omega_s \left\{ 1 - q \text{Re}[d_\perp(\omega) - d_\parallel(\omega)]/2 + \ldots \right\},
\]

(3.15)

where \( \omega_s \) is Ritchie’s frequency: \( \omega_s = \omega_p/\sqrt{2} \). For neutral jellium surfaces, \( d_\parallel(\omega) \) coincides with the jellium edge and the linear coefficient of the surface-plasmon dispersion \( \omega(q) \), therefore, only depends on the position \( d_\perp(\omega_s) \) of the centroid of the induced electron density at \( \omega_s \) (see equation (3.13)) with respect to the jellium edge.

3.1.3. Hydrodynamic approximation. In a hydrodynamic model, the collective motion of electrons in an arbitrary inhomogeneous system is expressed in terms of the electron density \( n(r, t) \) and the hydrodynamical velocity \( v(r, t) \), which assuming irrotational flow we express as the gradient of a velocity potential \( \psi(r, t) \) such that \( v(r, t) = -\nabla \psi(r, t) \). First of all, one writes the basic hydrodynamic Bloch’s equations (the continuity equation and the Bernoulli’s equation) in the absence of external sources [176]:

\[
\frac{d}{dt} n(r, t) = \nabla \cdot [n(r, t) \nabla \psi(r, t)]
\]

(3.16)

and

\[
\frac{d}{dt} \psi(r, t) = \frac{1}{2} |\nabla \psi(r, t)|^2 + \frac{\delta G[n]}{\delta n} + \phi(r, t).
\]

(3.17)

and Poisson’s equation:

\[
\nabla^2 \phi(r, t) = 4\pi n(r, t),
\]

(3.18)
where $G[n]$ is the internal kinetic energy, which is typically approximated by the Thomas–Fermi functional
\[
G[n] = \frac{3}{10} (3\pi^2)^{2/3} \left[ n(r, t) \right]^{5/3}. \tag{3.19}
\]

The hydrodynamic equations (equations (3.16)–(3.18)) are nonlinear equations, difficult to solve. Therefore, one typically uses perturbation theory to expand the electron density and the velocity potential as follows:
\[
n(r, t) = n_0(r) + n_1(r, t) + \ldots \tag{3.20}
\]
and
\[
\psi(r, t) = 0 + \psi_1(r, t) + \ldots, \tag{3.21}
\]
so that equations (3.16)–(3.18) yield the linearized hydrodynamic equations
\[
\frac{d}{dt} n_1(r, t) = \nabla \cdot \left[ n_0(r) \nabla \psi_1(r, t) \right], \tag{3.22}
\]
\[
\frac{d}{dt} \psi_1(r, t) = \left[ \beta(r) \right]^2 \frac{n_1(r, t)}{n_0(r)} + \phi_1(r, t), \tag{3.23}
\]
and
\[
\nabla^2 \phi_1(r, t) = 4\pi n_1(r, t), \tag{3.24}
\]
where $n_0(r)$ is the unperturbed electron density and $\beta(r) = \sqrt{1/3 \left[ 3\pi^2 n_0(r) \right]^{1/3}}$ represents the speed of propagation of hydrodynamic disturbances in the electron system.\(^9\)

We now consider a semi-infinite metal in vacuum consisting of an abrupt step of the unperturbed electron density at the interface, which we choose to be located at $z = 0$:
\[
n_0(z) = \begin{cases} \bar{n}, & z \leq 0, \\ 0, & z > 0. \end{cases} \tag{3.25}
\]
Hence, within this model $n_0(r)$ and $\beta(r)$ are constant at $z \leq 0$ and vanish at $z > 0$.

Introducing Fourier transforms, equations (3.22)–(3.25) yield the basic differential equation for the plasma normal modes at $z \leq 0$:
\[
\nabla^2 (\omega^2 - \omega_p^2 + \beta^2 \nabla^2) \psi_1(r, \omega) = 0 \quad (z \leq 0) \tag{3.26}
\]
and Laplace’s equation at $z > 0$:
\[
\nabla^2 \phi_1(r, \omega) = 0 \quad (z > 0), \tag{3.27}
\]
where both $n_1(r, \omega)$ and $\psi_1(r, \omega)$ vanish. Furthermore, translational invariance in the plane of the surface allows to introduce the 2D Fourier transform $\psi_1(z; \mathbf{q}, \omega)$, which according to equation (3.26) must satisfy the following equation at $z \leq 0$:
\[
(-q^2 + d^2/dz^2)(\omega^2 - \omega_p^2 - \beta(-q^2 + d^2/dz^2))\psi_1(z; \mathbf{q}, \omega) = 0, \tag{3.28}
\]
where $\mathbf{q}$ represents a 2D wave vector in the plane of the surface.

Now we need to specify the boundary conditions. Ruling out exponential increase at $z \to \infty$ and noting that the normal component of the hydrodynamical velocity should
\(^9\) While the use of the Thomas–Fermi functional $G[n]$ of equation (3.19), which assumes static screening, predicts $\beta = \sqrt{1/3 \left[ 3\pi^2 n_0 \right]^{1/3}}$, the value $\beta = \sqrt{3\pi/5 \left[ 3\pi n_0 \right]^{1/3}}$ should be more appropriate when high-frequencies of the order of the plasma frequency are involved; see, e.g. [176].
vanish at the interface, for each value of \( q \) one finds solutions to equation (3.28) with frequencies [177, 178]
\[
\omega^2 \geq \omega_p^2 + \beta^2 q^2
\]
(3.29)
and
\[
\omega^2 = \frac{1}{2} \left[ \omega_p^2 + \beta^2 q^2 + \beta q \sqrt{2(\omega_p^2 + \beta^2 q^2)} \right].
\]
(3.30)
Equations (3.29) and (3.30) represent a continuum of bulk normal modes and a surface normal mode, respectively. At long wavelengths, where \( \beta q / \omega_p \ll 1 \) (but still in the nonretarded regime where \( \omega_s/c < q \)), equation (3.30) yields the surface-plasmon dispersion relation
\[
\omega = \omega_p / \sqrt{2 + \beta q / 2},
\]
(3.31)
which was first derived by Ritchie [82] using Bloch’s equations, and later by Wagner [179] and by Ritchie and Marusak [180] by assuming, within a Boltzmann transport-equation approach, specular reflection at the surface.

### 3.2. Localized surface plasmons: classical approach

Metal–dielectric interfaces of arbitrary geometries also support charge density oscillations similar to the surface plasmons characteristic of planar interfaces. In the long-wavelength (or classical) limit, in which the interface separates two media with local (frequency-dependent) dielectric functions \( \epsilon_1 \) and \( \epsilon_2 \), one writes
\[
D_i(\mathbf{r},\omega) = \epsilon_i \mathbf{E}_i(\mathbf{r},\omega),
\]
(3.32)
where the index \( i \) refers to the media 1 and 2 separated by the interface. In the case of simple geometries, such as spherical and cylindrical interfaces, equations (3.1)–(3.3) can be solved explicitly with the aid of equation (3.32) to find explicit expressions for the nonretarded surface-plasmon condition.

#### 3.2.1. Simple geometries.

**Spherical interface.** In the case of a sphere of dielectric function \( \epsilon_1 \) in a host medium of dielectric function \( \epsilon_2 \), the classical (long-wavelength) planar surface-plasmon condition of equation (3.7) is easily found to be replaced by [129]
\[
l \epsilon_1 + (l + 1) \epsilon_2 = 0, \quad l = 1, 2, \ldots,
\]
(3.33)
which in the case of a Drude metal sphere (\( \epsilon_1 \) of equation (2.15)) in vacuum (\( \epsilon_2 = 1 \)) yields the Mie plasmons at frequencies
\[
\omega_l = \omega_p \sqrt{\frac{l}{2l + 1}}.
\]
(3.34)

**Cylindrical interface.** In the case of an infinitely long cylinder of dielectric function \( \epsilon_1 \) in a host medium of dielectric function \( \epsilon_2 \), the classical (long-wavelength) surface-plasmon condition depends on the direction of the electric field. For electromagnetic waves with the electric field normal to the interface (p-polarization), the corresponding long-wavelength (and nonretarded) surface-plasmon condition coincides with that of a planar surface, i.e. [181, 182, 183]
\[
\epsilon_1 + \epsilon_2 = 0,
\]
(3.35)
which for Drude cylinders ($\epsilon_1$ of equation (2.15)) in vacuum ($\epsilon_2 = 1$) yields the planar surface-plasmon frequency $\omega_s = \omega_p/\sqrt{2}$.

For electromagnetic waves with the electric field parallel to the axis of the cylinder (s-polarization), the presence of the interface does not modify the electric field and one easily finds that only the bulk mode of the host medium is present, i.e. one finds the plasmon condition

$$\epsilon_2 = 0.$$  \hspace{1cm} (3.36)

In some situations, instead of having one single cylinder in a host medium, an array of parallel cylinders may be present with a filling fraction $f$. In this case and for electromagnetic waves polarized along the cylinders (s-polarization), the plasmon condition of equation (3.36) must be replaced by [184]$^{10}$

$$f \epsilon_1 + (1-f) \epsilon_2 = 0,$$  \hspace{1cm} (3.37)

which for Drude cylinders ($\epsilon_1$ of equation (2.15)) in vacuum ($\epsilon_2 = 1$) yields the reduced plasmon frequency $\omega = \sqrt{f} \omega_p$.

3.2.2. Boundary-charge method. In the case of more complex interfaces, a so-called boundary-charge method (BCM) has been used by several authors to determine numerically the classical (long-wavelength) frequencies of localized surface plasmons. In this approach, one first considers the $\omega$-component of the time-dependent surface charge density arising from the difference between the normal components of the electric fields inside and outside the surface:

$$\sigma_s(r, \omega) = \frac{1}{4\pi} \left[ E(r, \omega) \cdot n|_{r^+} + E(r, \omega) \cdot n|_{r^-} \right],$$  \hspace{1cm} (3.38)

which noting that the normal component of the displacement vector (see equation (3.32)) must be continuous yields the following expression:

$$\sigma_s(r, \omega) = \frac{1}{4\pi} \frac{\epsilon_1 - \epsilon_2}{\epsilon_1} E(r, \omega) \cdot n|_{r^+},$$  \hspace{1cm} (3.39)

where $n$ represents a unit vector in the direction perpendicular to the interface.

An explicit expression for the normal component of the electric field at a point of medium 2 that is infinitely close to the interface ($r = r^+$) can be obtained with the use of Gauss’ theorem. One finds

$$E(r, \omega) \cdot n|_{r^+} = -n \cdot \nabla \phi(r, \omega) + 2\pi \sigma_s(r, \omega),$$  \hspace{1cm} (3.40)

where $\phi(r, \omega)$ represents the scalar potential. In the absence of external sources, this potential is entirely due to the surface charge density itself:

$$\phi(r, \omega) = \int d^2r' \frac{\sigma_s(r', \omega)}{|r-r'|}.$$  \hspace{1cm} (3.41)

Combining equations (3.39)–(3.41), one finds the following integral equation:

$$2\pi \frac{\epsilon_1 + \epsilon_2}{\epsilon_1 - \epsilon_2} \sigma_s(r, \omega) - \int d^2r' \frac{r - r'}{|r-r'|^3} \cdot n \sigma_s(r', \omega) = 0,$$  \hspace{1cm} (3.42)

which describes the self-sustained oscillations of the system.

The boundary-charge method has been used by several authors to determine the normal-mode frequencies of a cube [185, 186] and of bodies of arbitrary shape [187, 188]. More recent applications of this method include investigations of the surface modes of channels cut on planar surfaces [189], the surface modes of coupled parallel wires [190] and the electron energy loss near inhomogeneous dielectrics [191, 192]. A generalization of this procedure that includes relativistic corrections has been reported as well [193].

$^{10}$It is not necessary that the cylinders are circular and the same result is found in the case of plane parallel layers aligned along the electric field.
3.2.3. Composite systems: effective-medium approach. Composite systems with a large number of interfaces can often be replaced by an effective homogeneous medium that in the long-wavelength limit is characterized by a local effective dielectric function $\varepsilon_{\text{eff}}(\omega)$. Bergman [194] and Milton [195] showed that in the case of a two-component system with local (frequency-dependent) dielectric functions $\varepsilon_1$ and $\varepsilon_2$ and volume fractions $f$ and $1-f$, respectively, the long-wavelength effective dielectric function of the system can be expressed as a sum of simple poles that only depend on the microgeometry of the composite material and not on the dielectric functions of the components:

$$\varepsilon_{\text{eff}}(\omega) = \varepsilon_2 \left[ 1 - f \sum_{\nu} \frac{B_{\nu}}{u - m_{\nu}} \right], \quad (3.43)$$

where $u$ is the spectral variable

$$u = [1 - \varepsilon_1/\varepsilon_2]^{-1}, \quad (3.44)$$

$m_{\nu}$ are depolarization factors and $B_{\nu}$ are the strengths of the corresponding normal modes, which all add up to unity:

$$\sum_{\nu} B_{\nu} = 1. \quad (3.45)$$

Similarly,

$$\varepsilon_{\text{eff}}^{-1}(\omega) = \varepsilon_2^{-1} \left[ 1 + f \sum_{\nu} \frac{C_{\nu}}{u - n_{\nu}} \right], \quad (3.46)$$

with

$$\sum_{\nu} C_{\nu} = 1. \quad (3.47)$$

The optical absorption and the long-wavelength energy loss of moving charged particles are known to be dictated by the poles of the *local* effective dielectric function $\varepsilon_{\text{eff}}(\omega)$ and inverse dielectric function $\varepsilon_{\text{eff}}^{-1}(\omega)$, respectively. If there is one single interface, these poles are known to coincide.

In particular, in the case of a two-component isotropic system composed of identical inclusions of dielectric function $\varepsilon_1$ in a host medium of dielectric function $\varepsilon_2$, the effective dielectric function $\varepsilon_{\text{eff}}(\omega)$ can be obtained from the following relation:

$$(\varepsilon_{\text{eff}} - \varepsilon_2) E = f (\varepsilon_1 - \varepsilon_2) E_{\text{in}}, \quad (3.48)$$

where $E$ is the macroscopic electric field averaged over the composite:

$$E = f E_{\text{in}} + (1 - f) E_{\text{out}}, \quad (3.49)$$

$E_{\text{in}}$ and $E_{\text{out}}$ representing the average electric field inside and outside the inclusions, respectively.\footnote{In the case of identical inclusions composed of an anisotropic material, as occurs in the case of an array of fullerenes or carbon nanotubes, equation (3.48) still holds, as long as the scalar dielectric function $\varepsilon_1$ is replaced by its tensorial counterpart. In this case, the electric fields $E$ and $E_{\text{in}}$ would have, in general, different directions.}

**Simple geometries.** If there is only one mode with strength different from zero, as occurs (in the long-wavelength limit) in the case of one single sphere or cylinder in a host medium, equations (3.43) and (3.46) yield

$$\varepsilon_{\text{eff}}(\omega) = \varepsilon_2 \left[ 1 - f \frac{1}{u - m} \right] \quad (3.50)$$
and
\begin{equation}
\epsilon^{-1}_{\text{eff}}(\omega) = \epsilon_2^{-1} \left[ 1 + f \frac{1}{u - n} \right],
\end{equation}

(3.51)

normal modes occurring, therefore, at the frequencies dictated by the following conditions:
\begin{equation}
m \epsilon_1 + (1 - m) \epsilon_2 = 0
\end{equation}

(3.52)

and
\begin{equation}
n \epsilon_1 + (1 - n) \epsilon_2 = 0.
\end{equation}

(3.53)

For Drude particles ($\epsilon_1$ of equation (2.15)) in vacuum ($\epsilon_2 = 1$), these frequencies are easily found to be $\omega = \sqrt{m} \omega_p$ and $\omega = \sqrt{n} \omega_p$, respectively.

Indeed, for a single 3D spherical or 2D circular$^{12}$ inclusion in a host medium, an elementary analysis shows that the electric field $E_{\text{in}}$ in the interior of the inclusion is
\begin{equation}
E_{\text{in}} = \frac{u}{u - m} E,
\end{equation}

(3.54)

where $m = 1/D$, $D$ representing the dimensionality of the inclusions, i.e. $D = 3$ for spheres and $D = 2$ for cylinders. Introduction of equation (3.54) into equation (3.48) leads to an effective dielectric function of the form of equation (3.50) with $m = 1/D$, which yields (see equation (3.52)) the surface-plasmon condition dictated by equation (3.33) with $l = 1$ in the case of spheres ($D = 3$) and the surface-plasmon condition of equation (3.35) in the case of cylinders ($D = 2$). This result indicates that in the nonretarded long-wavelength limit (which holds for wave vectors $q$ such that $\omega a/c < q a \ll 1$, $a$ being the radius of the inclusions) both the absorption of light and the energy-loss spectrum of a single 3D spherical or 2D circular inclusion exhibit one single strong maximum at the dipole resonance where $\epsilon_1 + 2\epsilon_2 = 0$ and $\epsilon_1 + \epsilon_2 = 0$, respectively, which for a Drude sphere and cylinder ($\epsilon_1$ of equation (2.15)) in vacuum ($\epsilon_2 = 1$) yield $\omega = \omega_p/\sqrt{3}$ and $\omega = \omega_p/\sqrt{2}$.

In the case of electromagnetic waves polarized along one single cylinder or array of parallel cylinders (s-polarization), the effective dielectric function of the composite is simply the average of the dielectric functions of its constituents, i.e.
\begin{equation}
\epsilon_{\text{eff}} = f \epsilon_1 + (1 - f) \epsilon_2,
\end{equation}

(3.55)

which can also be written in the form of equations (3.50) and (3.51), but now with $m = 0$ and $n = f$, respectively. Hence, for this polarization the absorption of light exhibits no maxima (in the case of a dielectric host medium with constant dielectric function $\epsilon_2$) and the long-wavelength energy-loss spectrum exhibits a strong maximum at frequencies dictated by the plasmon condition of equation (3.37), which in the case of Drude cylinders ($\epsilon_1$ of equation (2.15)) in vacuum ($\epsilon_2 = 1$) yields the reduced plasmon frequency $\omega = \sqrt{f} \omega_p$.

**Maxwell–Garnett approximation.** The interaction among spherical (or circular) inclusions in a host medium can be introduced approximately in the framework of the well-known Maxwell–Garnett (MG) approximation [129].

The basic assumption of this approach is that the average electric field $E_{\text{in}}$ within a particle located in a system of identical particles is related to the average field $E_{\text{out}}$ in the medium outside as in the case of a single isolated (noninteracting) particle, thereby only dipole interactions being taken into account. Hence, in this approach the electric field $E_{\text{in}}$ is taken to be of the form of equation (3.54) but with the macroscopic electric field $E$ replaced by the electric field $E_{\text{out}}$.
Figure 6. Complementary systems in which the regions of plasma and vacuum are interchanged. The top panel represents the general situation. The bottom panel represents a half-space filled with metal and interfaced with vacuum. The surface-mode frequencies $\omega_{s1}$ and $\omega_{s2}$ of these systems fulfil the sum rule of equation (3.58).

outside, which together with equations (3.48) and (3.49) yields the effective dielectric function and effective inverse dielectric function of equations (3.50) and (3.51) with the depolarization factors $m = n = 1/D$ (corresponding to the dilute limit, where $f \to 0$) replaced by

$$m = \frac{1}{D} (1 - f)$$  

and

$$n = \frac{1}{D} \left[ 1 + (D - 1) f \right].$$  

3.2.4. Periodic structures. Over the years, theoretical studies of the normal modes of complex composite systems had been generally restricted to mean-field theories of the Maxwell–Garnett type, which approximately account for the behaviour of localized dipole plasmons [129]. Nevertheless, a number of methods have been developed recently for a full solution of Maxwell’s equations in periodic structures [196–201]. The transfer matrix method has been used to determine the normal-mode frequencies of a lattice of metallic cylinders [202] and rods [203], a so-called on-shell method has been employed by Yannopapas et al to investigate the plasmon modes of a lattice of metallic spheres in the low filling fraction regime [204] and a finite difference time domain (FDTD) scheme has been adapted to extract the effective response of metallic structures [201].

Most recently, an embedding method [199] has been employed to solve Maxwell’s equations, which has allowed to calculate the photonic band structure of three- and two-dimensional lattices of nanoscale metal spheres and cylinders in the frequency range of the Mie plasmons [143]. For small filling fractions, there is a surface-plasmon polariton which in the nonretarded region yields the nondispersive Mie plasmon with frequency $\omega_p/\sqrt{D}$. As the filling fraction increases, a continuum of plasmon modes is found to exist between zero frequency and the bulk metal plasmon frequency [143], which yield strong absorption of incident light and whose energies can be tuned according to the particle–particle separation [205].

3.2.5. Sum rules. Sum rules have played a key role in providing insight in the investigation of a variety of physical situations. A useful sum rule for the surface modes in complementary
media with arbitrary geometry was introduced by Apell et al [206], which in the special case of a metal/vacuum interface implies that [207]

$$\omega^2_{s_1} + \omega^2_{s_2} = \omega^2_p,$$

(3.58)

where $$\omega_{s_i}$$ is the surface-mode frequency of a given system and $$\omega_{s_2}$$ represents the surface mode of a second complementary system in which the regions of plasma and vacuum are interchanged (see figure 6).

For example, a half-space filled with a metal of bulk plasma frequency $$\omega_p$$ and interfaced with vacuum maps into itself (see bottom panel of figure 6), and therefore equation (3.58) yields

$$\omega_{s_1} = \omega_{s_2} = \omega_p/\sqrt{2},$$

(3.59)

which is Ritchie’s frequency of plasma oscillations at a metal/vacuum planar interface.

Other examples are a Drude metal sphere in vacuum, which sustains localized Mie plasmons at frequencies given by equation (3.34), and a spherical void in a Drude metal, which shows Mie plasmons at frequencies

$$\omega_{l} = \omega_p \sqrt{\frac{I+1}{2l+1}}.$$  

(3.60)

The squared surface-mode frequencies of the sphere (equation (3.34)) and the void (equation (3.60)) add up to $$\omega^2_p$$ for all $$I$$, as required by equation (3.58).

The splitting of surface modes that occurs in thin films due to the coupling of the electromagnetic fields in the two surfaces (see equation (2.26)) also occurs in the case of localized modes. Apell et al [206] proved a second sum rule, which relates the surface modes corresponding to the in-phase and out-of-phase linear combinations of the screening charge densities at the interfaces. In the case of metal/vacuum interfaces this sum rule takes the form of equation (3.58) but now $$\omega_{s_1}$$ and $$\omega_{s_2}$$ being in-phase and out-of-phase modes of the same system.

For a Drude metal film with equal and abrupt planar surfaces, the actual values of the nonretarded $$\omega_{s_1}$$ and $$\omega_{s_2}$$ are those given by equation (2.27), which fulfil the sum rule dictated by equation (3.58). For a spherical fullerene molecule described by assigning a Drude dielectric function to every point between the inner and outer surfaces of radii $$r_1$$ and $$r_2$$, one finds the following frequencies for the in-phase and out-of-phase surface modes [208]:

$$\omega^2_{s_1} = \frac{\omega^2_p}{2} \left[ 1 \pm \frac{1}{2l+1} \sqrt{1 + 4l(l+1)(r_1/r_2)^{2l+1}} \right],$$

(3.61)

also fulfilling the sum rule of equation (3.58).

Another sum rule has been reported recently [202, 203], which relates the frequencies of the modes that can be excited by light (as dictated by the poles of the effective dielectric function of equation (3.43)) and those modes that can be excited by moving charged particles (as dictated by the poles of the effective inverse dielectric function of equation (3.46)). Numerical calculations for various geometries have shown that the depolarization factors $$m_\nu$$ and $$n_\nu$$ entering equations (3.43) and (3.46) satisfy the relation [202, 203]

$$n_\nu = 1 - (D - 1) m_\nu,$$

(3.62)

where $$D$$ represents the dimensionality of the inclusions.

Furthermore, combining equations (3.50) and (3.51) (and assuming, therefore, that only dipole interactions are present) with the sum rule of equation (3.62) yields equations (3.56) and (3.57), i.e. the MG approximation. Conversely, as long as multipolar modes contribute to the spectral representation of the effective response (see equations (3.43) and (3.46)), the
strength of the dipolar modes decreases (see equations (3.45) and (3.47)) and a combination of equations (3.43) and (3.46) with equation (3.62) leads to the conclusion that the dipolar resonances must necessarily deviate from their MG counterparts dictated by equations (3.56) and (3.57). That a nonvanishing contribution from multipolar modes appears together with a deviation of the frequencies of the dipolar modes with respect to their MG counterparts was shown explicitly in [202].

4. Dynamical structure factor

The dynamical structure factor $S(r, r'; \omega)$ represents a key quantity in the description of both single-particle and collective electronic excitations in a many-electron system [209]. The rate for the generation of electronic excitations by an external potential, the inelastic differential cross section for external particles to scatter in a given direction, the inelastic lifetime of excited hot electrons, the so-called stopping power of a many-electron system for moving charged particles and the ground-state energy of an arbitrary many-electron system (which is involved in, for example the surface energy and the understanding of Van der Waals interactions) are all related to the dynamical structure factor of the system.

The dynamical structure factor, which accounts for the particle-density fluctuations of the system, is defined as follows:

$$S(r, r'; \omega) = \sum_{\alpha} \delta \hat{\rho}_\alpha(r_1) \delta \hat{\rho}_\alpha(r_2) \delta (\omega - E_\alpha + E_0).$$

(4.1)

Here, $\delta \hat{\rho}_\alpha(r)$ represent matrix elements, taken between the many-particle ground state $|\Psi_0\rangle$ of energy $E_0$ and the many-particle excited state $|\Psi_n\rangle$ of energy $E_n$, of the operator $\hat{\rho}(r) - n_0(r)$, where $\hat{\rho}(r)$ is the electron-density operator [210]:

$$\hat{\rho}(r) = \sum_{i=1}^{N} \hat{\delta}(r - r_i).$$

(4.2)

with $\hat{\delta}$ and $r_i$ describing the Dirac-delta operator and electron coordinates, respectively, and $n_0(r)$ represents the ground-state electron density, i.e.

$$n_0(r) = <\Psi_0|\hat{\rho}(r)|\Psi_0>.$$  

(4.3)

The many-body ground and excited states of a many-electron system are unknown and the dynamical structure factor is, therefore, difficult to calculate. Nevertheless, one can use the zero-temperature limit of the fluctuation–dissipation theorem [211], which relates the dynamical structure factor $S(r, r'; \omega)$ to the dynamical density-response function $\chi(r, r'; \omega)$ of linear-response theory. One writes,

$$S(r, r'; \omega) = -\frac{\Omega}{\pi} \Im \chi(r, r'; \omega) \theta(\omega),$$

(4.4)

where $\Omega$ represents the normalization volume and $\theta(x)$ is the Heaviside step function.

5. Density-response function

Take a system of $N$ interacting electrons exposed to a frequency-dependent external potential $\phi^{\text{ext}}(r, \omega)$. Keeping terms of first order in the external perturbation and neglecting retardation effects, time-dependent perturbation theory yields the following expression for the induced electron density [210]:

$$\delta n(r, \omega) = \int dr' \chi(r, r'; \omega) \phi^{\text{ext}}(r', \omega),$$

(5.1)
where $\chi(\mathbf{r}, \mathbf{r}'; \omega)$ represents the so-called density-response function of the many-electron system:

$$\chi(\mathbf{r}, \mathbf{r}'; \omega) = \sum_n \rho_n^*(\mathbf{r}) \rho_n(\mathbf{r}') \left[ \frac{1}{E_0 - E_n + \hbar(\omega + i\eta)} - \frac{1}{E_0 + E_n + \hbar(\omega + i\eta)} \right], \quad (5.2)$$

$\eta$ being a positive infinitesimal.

The imaginary part of the true density-response function of equation (5.2), which accounts for the creation of both collective and single-particle excitations in the many-electron system, is known to satisfy the so-called $f$-sum rule:

$$\int_{-\infty}^{\infty} d\omega \omega \text{Im} \chi(\mathbf{r}, \mathbf{r}'; \omega) = -\pi \nabla \cdot \nabla' \left[ n_0(\mathbf{r}) \delta(\mathbf{r}, \mathbf{r}') \right], \quad (5.3)$$

with $n_0(\mathbf{r})$ being the unperturbed ground-state electron density of equation (4.3).

### 5.1. Random-phase approximation (RPA)

In the so-called random-phase or, equivalently, time-dependent Hartree approximation, the electron density $\delta n(\mathbf{r}, \omega)$ induced in an interacting electron system by a small external potential $\phi^{\text{ext}}(\mathbf{r}, \omega)$ is obtained as the electron density induced in a noninteracting Hartree system (of electrons moving in a self-consistent Hartree potential) by both the external potential $\phi^{\text{ext}}(\mathbf{r}, \omega)$ and the induced potential

$$\delta \phi^\text{H}(\mathbf{r}, \omega) = \int d\mathbf{r}' v(\mathbf{r}, \mathbf{r}') \delta n(\mathbf{r}', \omega), \quad (5.4)$$

with $v(\mathbf{r}, \mathbf{r}')$ representing the bare Coulomb interaction. Hence, in this approximation one writes

$$\delta n(\mathbf{r}, \omega) = \int d\mathbf{r}' \chi^0(\mathbf{r}, \mathbf{r}'; \omega)$$

$$\times \left[ \phi^{\text{ext}}(\mathbf{r}', \omega) + \int d\mathbf{r}'' v(\mathbf{r}', \mathbf{r}'') \delta n(\mathbf{r}'', \omega) \right], \quad (5.5)$$

which together with equation (5.1) yields the following Dyson-type equation for the interacting density-response function:

$$\chi(\mathbf{r}, \mathbf{r}'; \omega) = \chi^0(\mathbf{r}, \mathbf{r}'; \omega) + \int d\mathbf{r}_1 \int d\mathbf{r}_2 \chi^0(\mathbf{r}, \mathbf{r}_1; \omega) v(\mathbf{r}_1, \mathbf{r}_2) \chi(\mathbf{r}_2, \mathbf{r}'; \omega), \quad (5.6)$$

where $\chi^0(\mathbf{r}, \mathbf{r}'; \omega)$ denotes the density-response function of noninteracting Hartree electrons:

$$\chi^0(\mathbf{r}, \mathbf{r}'; \omega) = \frac{2}{\Omega} \sum_{i,j} (f_i - f_j) \frac{\psi_i(\mathbf{r}) \psi_j^*(\mathbf{r}) \psi_j(\mathbf{r}') \psi_i^*(\mathbf{r}')} {\omega - \varepsilon_j + \varepsilon_i + i\eta}. \quad (5.7)$$

Here, $f_i$ are Fermi–Dirac occupation factors, which at zero temperature take the form $f_i = \theta(\varepsilon_F - \varepsilon_i)$, $\varepsilon_F$ being the Fermi energy and the single-particle states and energies $\psi_i(\mathbf{r})$ and $\varepsilon_i$ are the eigenfunctions and eigenvalues of a Hartree Hamiltonian, i.e.

$$\left[ -\frac{1}{2} \nabla^2 + v_{\text{H}}[n_0](\mathbf{r}) \right] \psi_i(\mathbf{r}) = \varepsilon_i \psi_i(\mathbf{r}), \quad (5.8)$$
where
\[ v_H[n_0](r) = v_0(r) + \int dr' v(r, r') n_0(r'), \tag{5.9} \]
with \( v_0(r) \) denoting a static external potential and \( n_0(r) \) being the unperturbed Hartree electron density:
\[ n_0(r) = \sum_{i=1}^{N} |\psi_i(r)|^2. \tag{5.10} \]

5.2. Time-dependent density-functional theory

In the framework of time-dependent density-functional theory (TDDFT) \cite{212}, the exact density-response function of an interacting many-electron system is found to obey the following Dyson-type equation:
\[ \chi(r, r'; \omega) = \chi_0(r, r'; \omega) + \int dr_1 \int dr_2 \chi_0(r, r_1; \omega) \times \left\{ v(r_1, r_2) + f_{xc}[n_0](r_1, r_2; \omega) \right\} \chi(r_2, r'; \omega). \tag{5.11} \]

Here, the noninteracting density-response function \( \chi_0(r, r'; \omega) \) is of the form of equation (5.7) but with the single-particle states and energies \( \psi_i(r) \) and \( \epsilon_i \) being now the eigenfunctions and eigenvalues of the Kohn–Sham DFT, i.e:
\[ \left[ -\frac{1}{2} \nabla^2 + v_{KS}[n_0](r) \right] \psi_i(r) = \epsilon_i \psi_i(r), \tag{5.12} \]

where
\[ v_{KS}[n_0](r) = v_H[n_0](r) + v_{xc}[n_0](r) \tag{5.13} \]
with
\[ v_{xc}[n_0](r) = \left. \frac{\delta E_{xc}[n]}{\delta n(r)} \right|_{n=n_0}. \tag{5.14} \]

\( E_{xc}[n] \) represents the unknown XC energy functional and \( n_0(r) \) denotes the exact unperturbed electron density of equation (4.3), which the DFT shows to coincide with that of equation (5.10) but with the Hartree eigenfunctions \( \psi_i(r) \) of equation (5.8) being replaced by their Kohn–Sham counterparts of equation (5.12). The XC kernel \( f_{xc}[n_0](r, r'; \omega) \) denotes the Fourier transform of
\[ f_{xc}[n_0](r, t; r', t') = \left. \frac{\delta v_{xc}[n](r, t)}{\delta n(r', t')} \right|_{n=n_0}, \tag{5.15} \]
with \( v_{xc}[n](r, t) \) being the exact time-dependent XC potential of TDDFT.

If short-range XC effects are ignored altogether by setting the unknown XC potential \( v_{xc}[n_0](r) \) and XC kernel \( f_{xc}[n_0](r, r'; \omega) \) equal to zero, the TDDFT density-response function of equation (5.11) reduces to the RPA equation (5.6).

5.2.1. The XC kernel. Along the years, several approximations have been used to evaluate the unknown XC kernel of equation (5.15).
Random-phase approximation (RPA). Nowadays, one usually refers to the RPA as the result of simply setting the XC kernel \( f_{xc}[n_0](r, r'; \omega) \) equal to zero:
\[
f^{RPA}_{xc}[n_0](r, r'; \omega) = 0,
\]
but still using in equations (5.7) and (5.10) the full single-particle states and energies \( \psi_i(r) \) and \( \varepsilon_i \) of DFT (i.e. the solutions of equation (5.12)) with \( v_{xc}[n_0](r) \) set different from zero. This is sometimes called the DFT-based RPA.

Adiabatic local-density approximation (ALDA). In this approximation, also called time-dependent local-density approximation (TDLDA) [213], one assumes that both the unperturbed \( n_0(r) \) and the induced \( \delta n(r, \omega) \) electron densities vary slowly in space and time and, therefore, one replaces the dynamical XC kernel by the long-wavelength \((Q \rightarrow 0)\) limit of the static XC kernel of a homogeneous electron gas at the local density:
\[
f^{ALDA}_{xc}[n_0](r, r'; \omega) = \frac{d^2[n\varepsilon_{xc}(n)]}{dn^2} \bigg|_{n=n_0(r)} \delta(r-r'),
\]
where \( \varepsilon_{xc}(n) \) is the XC energy per particle of a homogeneous electron gas of density \( n \).

PGG and BPG. In the spirit of the optimized effective-potential method [214], Petersilka, Gossmann and Gross (PGG) [215] derived the following frequency-independent exchange-only approximation for inhomogeneous systems:
\[
f^{PGG}_{xc}[n_0](r, r'; \omega) = -\frac{2}{|r-r'|} \left| \sum_i f_i \psi_i(r) \psi_i^*(r') \right|^2,
\]
where \( \psi_i(r) \) denote the solutions of the Kohn–Sham equation (5.12).

More recently, Burke, Petersilka, and Gross (BPG) [216] devised a hybrid formula for the XC kernel, which combines expressions for symmetric and antisymmetric spin orientations from the exchange-only PGG scheme and the ALDA. For an unpolarized many-electron system, one writes [216]
\[
f^{BPG}_{xc}[n_0](r, r'; \omega) = \frac{1}{2} \left[ f^{1+,PGG}_{xc} + f^{1+,ALDA}_{xc} \right],
\]
where \( f^{1+}_{xc} \) and \( f^{1+}_{xc} \) represent the XC kernel for electrons with parallel and antiparallel spin, respectively.

Average approximation. The investigation of short-range XC effects in solids has been focused to a great extent onto the simplest possible many-electron system, which is the homogeneous electron gas. Hence, recent attempts to account for XC effects in inhomogeneous systems have adopted the following approximation [217, 218]:
\[
f^{xc}_{sc}[n_0](r, r'; \omega) = f^{hom}_{sc}(\bar{n}; |r-r'|; \omega),
\]
where \( \bar{n} \) represents a function of the electron densities at points \( r \) and \( r' \); typically the arithmetical average
\[
\bar{n} = \frac{1}{2} \left[ n_0(r) + n_0(r') \right],
\]
and \( f^{hom}_{sc}(\bar{n}; |r-r'|; \omega) \) denotes the XC kernel of a homogeneous electron gas of density \( \bar{n} \), whose 3D Fourier transform \( f^{hom}_{sc}(\bar{n}; Q, \omega) \) is directly connected to the so-called local-field factor \( G(\bar{n}; Q, \omega) \):
\[
f^{hom}_{sc}(\bar{n}; Q, \omega) = -\frac{4\pi}{Q^2} G(\bar{n}; Q, \omega).
\]
In the ALDA, one writes

\[
G_{\text{ALDA}}(\tilde{n}; Q, \omega) = G(\tilde{n}; Q \to 0, \omega = 0) = -\frac{Q^2}{4\pi} \left[ \frac{d^2 n_{xc}(n)}{dn^2} \right]_{n=\tilde{n}},
\]

which in combination with equations (5.20)–(5.22) yields the ALDA XC kernel of equation (5.17). However, more accurate nonlocal dynamical expressions for the local-field factor \(G(\tilde{n}; Q, \omega)\) are available nowadays, which together with equations (5.20)–(5.22) should yield an accurate (beyond the ALDA) representation of the XC kernel of inhomogeneous systems.

During the last decades, much effort has gone into the determination of the static local-field factor \(G_{\text{static}}(\tilde{n}; Q) = G(\tilde{n}; Q, \omega = 0)\) [219–226], the most recent works including diffusion Monte Carlo (DMC) calculations [227,228] and the parametrization of the DMC data of [228] given by Corradini et al [229]:

\[
G_{\text{static}}(\tilde{n}; Q) = C \hat{Q}^2 + B \hat{Q}^2/(g + \hat{Q}^2) + \alpha \hat{Q}^4 e^{-\beta \hat{Q}^2},
\]

where \(\hat{Q} = Q/q_F\), and the parameters \(B, C, g, \alpha\) and \(\beta\) are the dimensionless functions of \(\tilde{n}\) listed in [229].

Calculations of the frequency dependence of the local-field factor \(G(\tilde{n}; Q, \omega)\) have been carried out mainly in the limit of long wavelengths \((Q \to 0)\) [230–235], but work has also been done for finite wave vectors [236–239].

6. Inverse dielectric function

In the presence of a many-electron system, the total potential \(\phi(r, \omega)\) of a unit test charge at point \(r\) that is exposed to the external potential \(\phi^{\text{ext}}(r, \omega)\) can be expressed in the following form:

\[
\phi(r, \omega) = \phi^{\text{ext}}(r, \omega) + \delta\phi^I(r, \omega),
\]

where \(\delta\phi^I(r, \omega)\) represents the induced potential of equation (5.4). Using equations (5.1) and (5.4), the total potential \(\phi(r, \omega)\) of equation (6.1) is easily found to take the following form:

\[
\phi(r, \omega) = \int dr' \epsilon^{-1}(r, r'; \omega) \phi^{\text{ext}}(r', \omega),
\]

where

\[
\epsilon^{-1}(r, r'; \omega) = \delta(r - r') + \int dr'' v(r - r'') \chi(r'', r'; \omega).
\]

This is the so-called inverse longitudinal dielectric function of the many-electron system, whose poles dictate the occurrence of collective electronic excitations and which can be evaluated in the RPA or in the framework of TDDFT from the knowledge of the density-response function of equations (5.6) and (5.11), respectively.

Some quantities, such as the optical absorption and the electron energy loss of charged particles moving in arbitrary inhomogeneous media, can be described by the so-called effective inverse dielectric function \(\epsilon_{\text{eff}}^{-1}(Q, \omega)\), which is defined as a 3D Fourier transform of the inverse dielectric function \(\epsilon^{-1}(r, r'; \omega)\):

\[
\epsilon_{\text{eff}}^{-1}(Q, \omega) = \frac{1}{\Omega} \int dr \int dr' e^{-iQ(r-r')} \epsilon^{-1}(r, r'; \omega)
\]

(6.4)
and which at long wavelengths ($Q \rightarrow 0$) should take the form of equation (3.46)\(^{13}\).

In particular, in the case of a homogeneous system and in the \textit{classical} long-wavelength limit, where the total potential $\phi(r, \omega)$ of a unit test charge at point $r$ only depends on the external potential $\phi^{\text{ext}}(r, \omega)$ at that point, the inverse dielectric function takes the following form:

$$\epsilon^{-1}(r, r'; \omega) = \epsilon^{-1}(\omega) \delta(r - r'), \quad (6.5)$$

which in combination with equation (6.2) yields the classical formula

$$\phi(r, \omega) = \phi^{\text{ext}}(r, \omega)/\epsilon(\omega), \quad (6.6)$$

$\epsilon(\omega)$ representing the so-called \textit{local} dielectric function of the medium.

7. Screened interaction

Another key quantity in the description of electronic excitations in a many-electron system, which also dictates the occurrence of collective electronic excitations, is the frequency-dependent complex screened interaction $W(r, r'; \omega)$. This quantity yields the total potential $\phi(r, \omega)$ of a unit test charge at point $r$ in the presence of an external test charge of density $n^{\text{ext}}(r', \omega)$ at point $r'$:

$$\phi(r, \omega) = \int dr' W(r, r'; \omega) n^{\text{ext}}(r', \omega). \quad (7.1)$$

The potential $\phi^{\text{ext}}(r, \omega)$ due to the external test charge density $n^{\text{ext}}(r, \omega)$ is simply

$$\phi^{\text{ext}}(r, \omega) = \int dr' v(r, r') n^{\text{ext}}(r', \omega). \quad (7.2)$$

Hence, a comparison of equations (6.2) and (7.1) yields

$$W(r, r'; \omega) = \int \int dr'' \epsilon^{-1}(r, r''; \omega) v(r'', r'), \quad (7.3)$$

and using equation (6.3):

$$W(r, r'; \omega) = v(r, r') + \int dr_1 \int dr_2 v(r, r_1) \chi(r_1, r_2; \omega) v(r_2, r'). \quad (7.4)$$

From equations (6.4) and (7.3) one easily finds the following representation of the effective inverse dielectric function:

$$\epsilon^{-1}_{\text{eff}}(Q, \omega) = \frac{1}{\Omega v_Q} \int dr \int dr' e^{-iQ \cdot (r - r')} W(r, r'; \omega), \quad (7.5)$$

where $v_Q = 4\pi / Q^2$ denotes the 3D Fourier transform of the bare Coulomb interaction $v(r, r')$.

7.1. Classical model

In a classical model consisting of two homogeneous media characterized by local (frequency-dependent) dielectric functions $\epsilon_1$ and $\epsilon_2$ and separated by an interface of arbitrary geometry, the total potential at each medium is simply given by equation (6.6) and is, therefore, a solution of Poisson’s equation

$$\nabla^2 \phi(r, \omega) = -\frac{4\pi}{\epsilon(\omega)} n^{\text{ext}}(r, \omega), \quad (7.6)$$

\(^{13}\)In the long-wavelength ($Q \rightarrow 0$) limit, longitudinal and transverse dielectric functions with the same polarization coincide.
\( \varepsilon_i(\omega) \) being \( \varepsilon_1 \) or \( \varepsilon_2 \) depending on whether the point \( \mathbf{r} \) is located in medium 1 or in medium 2, respectively. Hence, the screened interaction \( W(\mathbf{r}, \mathbf{r}'; \omega) \) entering equation (7.1) is a solution of the following equation:

\[
\nabla^2 W(\mathbf{r}, \mathbf{r}'; \omega) = -\frac{4\pi}{\varepsilon_i(\omega)} \delta(\mathbf{r} - \mathbf{r}').
\]

(7.7)

For simple geometries, such as the planar, spherical and cylindrical interfaces, equation (7.7) can be solved explicitly by imposing the ordinary boundary conditions of continuity of the potential and the normal component of the displacement vector at the interface.

**7.1.1. Planar surface.** In the case of two semi-infinite media with local (frequency-dependent) dielectric functions \( \varepsilon_1 \) (at \( z < 0 \)) and \( \varepsilon_2 \) (at \( z > 0 \)) separated by a planar interface at \( z = 0 \) (see figure 1), there is translational invariance in two directions, which we take to be normal to the \( z \) axis. Hence, one can define the Fourier transform \( W(z, z'; q, \omega) \), \( q \) being the magnitude of a 2D wave vector in the plane of the interface, and imposing the ordinary boundary conditions of continuity of the potential and the normal component of the displacement vector at the interface, one finds:

\[
W(z, z'; q, \omega) = \frac{2\pi}{q} \left\{ \begin{array}{ll}
\left[ e^{-q|z-z'|} + g e^{-q(|z|+|z'|)} \right] / \varepsilon_1, & z < 0, z' < 0, \\
2g e^{-q|z-z'|} / (\varepsilon_1 - \varepsilon_2), & z < 0, z' > 0, \\
\left[ e^{-q|z-z'|} - g e^{-q(|z|+|z'|)} \right] / \varepsilon_2, & z > 0, z' > 0,
\end{array} \right.
\]

(7.8)

where \( z^- (z^+) \) is the smallest (largest) of \( z \) and \( z' \), and \( g \) is the classical surface-response function:

\[
g(\omega) = \frac{\varepsilon_1(\omega) - \varepsilon_2(\omega)}{\varepsilon_1(\omega) + \varepsilon_2(\omega)},
\]

(7.9)

or, equivalently,

\[
g(\omega) = -\frac{n}{u - n},
\]

(7.10)

where \( u \) is the spectral variable of equation (3.44) and \( n = 1/2 \).

An inspection of equations (7.8) and (7.9) shows that the screened interaction \( W(z, z'; q, \omega) \) has poles at the *classical* bulk- and surface-plasmon conditions dictated by \( \varepsilon_i = 0 \) and by equation (3.7), respectively.

**7.1.2. Spheres.** In the case of a sphere of radius \( a \) and local (frequency-dependent) dielectric function \( \varepsilon_1 \) embedded in a host medium of local (frequency-dependent) dielectric function \( \varepsilon_2 \), we first expand the screened interaction \( W(\mathbf{r}, \mathbf{r}'; \omega) \) in spherical harmonics:

\[
W(\mathbf{r}, \mathbf{r}'; \omega) = \sum_{l,m} \frac{4\pi}{2l + 1} W_l(r, r'; \omega) Y_{l,m}(\Omega) Y_{l,m}^*(\Omega'),
\]

(7.11)
and we then derive the coefficients of this expansion by imposing the boundary conditions. One finds

$$\left\{ \begin{array}{ll} \frac{(r^<)^l}{(r^>)^l} + (l + 1) g_l \frac{(r^<)^l}{a^{2l+1}} / \varepsilon_1, & r, r' < a, \\ (l + 1) g_l \frac{(r^<)^l}{(r^>)^l} / (\varepsilon_1 - \varepsilon_2), & r^< < a, r^> > a, \\ \frac{(r^<)^l}{(r^>)^l} - l g_l \frac{a^{2l+1}}{(r^>)^l} / \varepsilon_2, & r, r' > a, \end{array} \right.$$  \hspace{1cm} (7.12)

where \( r^< (r^>) \) is the smallest (largest) of \( r \) and \( r' \), and

$$g_l(\omega) = \frac{\varepsilon_1(\omega) - \varepsilon_2(\omega)}{l \varepsilon_1(\omega) + (l + 1) \varepsilon_2(\omega)}.$$  \hspace{1cm} (7.13)

or, equivalently,

$$g_l(\omega) = -\frac{n_l}{u - n_l},$$  \hspace{1cm} (7.14)

with \( u \) being the spectral variable of equation (3.44) and

$$n_l = \frac{l}{2l + 1}.$$  \hspace{1cm} (7.15)

As in the case of the planar surface, the screened interaction of equations (7.11)–(7.13) has poles at the *classical* bulk- and surface-plasmon conditions, which in the case of a single sphere in a host medium are dictated by \( \varepsilon_i = 0 \) and by equation (3.33), respectively.

Introducing equations (7.11)–(7.13) into equation (7.5), one finds the following expression for the effective inverse dielectric function [182]:

$$\varepsilon_{1\text{eff}}^{-1}(Q, \omega) = \varepsilon_2^{-1} + f(\varepsilon_1^{-1} - \varepsilon_2^{-1}) \left[ 1 + \frac{3}{x} \sum_{l=0}^{\infty} (2l + 1) g_l j_l(x) \Theta_l(x) \right],$$  \hspace{1cm} (7.16)

where

$$\Theta_l(x) = \frac{l j_{l-1}(x) \varepsilon_1 - (l + 1) j_{l+1}(x) \varepsilon_2}{\varepsilon_1 - \varepsilon_2}.$$  \hspace{1cm} (7.17)

and \( x = Qa \). Here, \( f \) represents the volume fraction filled by the sphere and \( j_l(x) \) are spherical Bessel functions of the first kind [241]. This equation represents the dilute (\( f \to 0 \)) limit of the effective inverse dielectric function derived by Barrera and Fuchs for a system composed of identical interacting spheres in a host medium [242].

In the limit as \( Qa \ll 1 \), an expansion of equation (7.16) yields

$$\varepsilon_{1\text{eff}}^{-1}(Q, \omega) = \varepsilon_2^{-1} \left[ 1 - 3f \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} \right],$$  \hspace{1cm} (7.18)

which is precisely the long-wavelength effective inverse dielectric function obtained in section 3.2.3 from equations (3.48) and (3.54) with \( D = 3 \) and which admits the spectral representation of equation (3.51) with \( n = 1/3 \). This result demonstrates the expected result

\[14\] The direct contribution to the screened interaction is missing in the first line of equation (5) of this reference, as pointed out in [182]. This contribution, together with part of the term represented in the second line of equation (5), would give the bulk contribution \( \varepsilon^{-1} - 1 \) to equation (7) of the same reference. Hence, equation (5) of this reference must be replaced by equations (7.11)–(7.13) of the present manuscript with \( \varepsilon_2 = 1 \).
that in the limit as $Qa \ll 1$ a broad beam of charged particles interacting with a single sphere of dielectric function $\varepsilon_1$ in a host medium of dielectric function $\varepsilon_2$ can only create collective excitations at the dipole resonance where $\varepsilon_1 + 2\varepsilon_2 = 0$ (equation (3.33) with $l = 1$), which for a Drude sphere in vacuum yields $\omega = \omega_p/\sqrt{3}$.

7.1.3. Cylinders. In the case of an infinitely long cylinder of radius $a$ and local (frequency-dependent) dielectric function $\varepsilon_1$ embedded in a host medium of local (frequency-dependent) dielectric function $\varepsilon_2$, we expand the screened interaction $W(r, r'; \omega)$ in terms of the modified Bessel functions $I_m(x)$ and $K_m(x)$ [241], as follows:

$$W(r, r'; \omega) = \frac{2}{\pi} \int_0^\infty dq z \cos \left[ q_z (z - z') \right] \times \sum_{m=0}^{\infty} \mu_m W_m(\rho, \rho'; \omega) \cos \left[ m(\phi - \phi') \right],$$

where $z$ and $\rho$ represent the projections of the position vector along the axis of the cylinder and in a plane perpendicular to the cylinder, respectively, $q_z$ denotes the magnitude of a wave vector along the axis of the cylinder and $m_m$ are Neumann numbers

$$\mu_m = \begin{cases} 1, & m = 0, \\ 2, & m \geq 1. \end{cases}$$

The coefficients $W_m(\rho, \rho'; \omega)$ are then derived by imposing the boundary conditions, i.e. by requiring that the total scalar potential and the normal component of the displacement vectors be continuous at the interface. One finds:

$$W_m(\rho, \rho'; \omega) = \begin{cases} I_m(q_z \rho^-) \left[ K_m(q_z \rho^+) - K'_m(x) \right] g_m I_m(q_z \rho^-) / \varepsilon_1, & \rho, \rho' < a, \\ \left[ x I_m(x) K_m(x) \right]^{-1} g_m I_m(q_z \rho^-) K_m(q_z \rho^+)/\varepsilon_1 - \varepsilon_2, & \rho^- < a, \rho^+ > a, \\ I_m(q_z \rho^-) - I_m(x) g_m K_m(q_z \rho^+)/\varepsilon_2, & \rho, \rho' > a, \end{cases}$$

where $x = q_z a$ and

$$g_m(x, \omega) = \frac{I'_m(x) K_m(x) [\varepsilon_1(\omega) - \varepsilon_2(\omega)]}{I'_m(x) K_m(x) \varepsilon_1(\omega) - I_m(x) K'_m(x) \varepsilon_2(\omega)},$$

or, equivalently,

$$g_m(x, \omega) = -\frac{n_m}{u - n_m},$$

with $u$ being the spectral variable of equation (3.44) and

$$n_m = x I'_m(x) K_m(x).$$

In the limit as $x \to 0$ (p-polarization)\(^{15}\), the depolarization factors of equation (7.24) are easily found to be $n_0 = 0$ (corresponding to the plasmon condition $\varepsilon_2 = 0$)\(^{16}\) and $n_m = 1/2$

\(^{15}\) As we are considering longitudinal fields, where the electric field $\mathbf{E}$ and the wave vector $\mathbf{q}$ have the same direction, in the limit as $x = q_z a \to 0$ the electric field lies in the plane perpendicular to the axis of the cylinder.

\(^{16}\) This mode, however, does not contribute to the effective inverse dielectric function and, therefore, to the energy loss of moving charged particles, since when $x = q_z a = 0$ (p-polarization) the strength of this mode is equal to zero for all values of the total wave vector $Qa$ (see [183]).
Figure 7. Depolarization factors $n_m = x I_m'(x) K_m(x)$, as a function of $x = qz/a$, for $m = 0, 1, 2, 3, 4, 5$ (thin solid lines), and $m = 10$ (thick solid line). As $m \to \infty$, the depolarization factor $n_m$ equals the planar surface-plasmon value $n_m = 1/2$ for all values of $x = qz/a$.

(corresponding to the planar surface-plasmon condition $\epsilon_1 + \epsilon_2 = 0$) for all $m \neq 0$; in the limit as $x \to \infty$, equation (7.24) yields $n_m = 1/2$ for all $m$. For the behaviour of the depolarization factors $n_m$ of equation (7.24) as a function of $x$ see figure 7. This figure shows that the energies of all modes are rather close to the planar surface-plasmon energy (corresponding to $n_0 = 1/2$), except for $m = 0$. The $m = 0$ mode, which corresponds to a homogeneous charge distribution around the cylindrical surface, shifts downwards from the planar surface-plasmon energy ($n_0 = 1/2$) as the adimensional quantity $x = qz/a$ decreases, as occurs with the symmetric low-energy mode in thin films (see equations (2.26) and (2.27)).

Introducing equations (7.19)–(7.22) into equation (7.5), one finds the following expression for the effective inverse dielectric function [182]:

$$
\epsilon_{\text{eff}}^{-1}(Q, \omega) = \epsilon_2^{-1} + f (\epsilon_1^{-1} - \epsilon_2^{-1}) \left[ 1 + \frac{2}{x^2 + y^2} \sum_{m=0}^{\infty} \mu_m J_m(\gamma) g_m \Theta_m(x, y) \right],
$$

(7.25)

where

$$
\Theta_m(x, y) = \frac{I_m'(x) f_m^{(1)}(x, y) \epsilon_1 + K_m'(x) f_m^{(2)}(x, y) \epsilon_2}{I_m'(x) K_m(x) [\epsilon_1 - \epsilon_2]},
$$

(7.26)

$$
f_m^{(1)}(x, y) = x J_m(y) K_{m-1}(x) + y J_{m-1}(y) K_m(x),
$$

(7.27)

$$
f_m^{(2)}(x, y) = x J_m(y) I_{m-1}(x) - y J_{m-1}(y) I_m(x),
$$

(7.28)

$x = qz/a$, and $y = qa$, $q_z$ and $q$ representing the components of the total wave vector $Q$ along the axis of the cylinder and in a plane perpendicular to the cylinder, respectively. The volume fraction filled by the cylinder is denoted by $f$, and $J_m(x)$ are cylindrical Bessel functions of the first kind [241]. A spectral representation of the effective inverse dielectric function of equations (7.25)–(7.28) was reported in [183].
In the limit as $Q a \ll 1$, an expansion of equations (7.25)–(7.28) yields
\begin{equation}
\varepsilon_{\text{eff}}^{-1}(Q, \omega) = \varepsilon_{2}^{-1} \left\{ 1 - f \frac{\varepsilon_{1} - \varepsilon_{2}}{\varepsilon_{1} + \varepsilon_{2}} \left[ \frac{x^2}{\varepsilon_{1}} + 2 \frac{y^2}{\varepsilon_{1} + \varepsilon_{2}} \right] \right\}, \tag{7.29}
\end{equation}
which admits the spectral representation of equation (3.46) with two nonvanishing spectra strengths: $C_{0} = x^2/(x^2 + y^2)$ and $C_{1} = y^2/(x^2 + y^2)$, the corresponding depolarization factors being $n_{0} = 0$ and $n_{1} = 1/2$, respectively.

Equation (7.29) demonstrates that in the limit as $Q a \ll 1$ and for a wave vector normal to the cylinder ($x = 0$), moving charged particles can only create collective excitations at the dipole resonance where $n_{1} = 1/2$, i.e. $\varepsilon_{1} + \varepsilon_{2} = 0$, which for a Drude cylinder in vacuum yields Ritchie’s frequency $\omega_{s} = \omega_{p}/\sqrt{2}$. Conversely, still in the limit as $Q a \ll 1$ but for a wave vector along the axis of the cylinder ($y = 0$), moving charged particles can only excite the bulk mode of the host medium dictated by the condition $u = 0$ (corresponding to $n_{0} = 0$), i.e. $\varepsilon_{2} = 0$, in agreement with the discussion of section 3.2.3 (Simple geometries).

7.2. Nonlocal models: planar surface

Nonlocal effects that are absent in the classical model described above can be incorporated in a variety of semiclassical and quantal approaches, which we here only describe for a planar surface.

7.2.1. Hydrodynamic model.

Semiclassical hydrodynamic approach. Within a semiclassical hydrodynamic approach, the screened interaction $W(r, r'; \omega)$ (as defined in equation (7.1)) can be obtained from the linearized hydrodynamic equations (3.22)–(3.24). For a semi-infinite metal in vacuum consisting of an abrupt step of the unperturbed electron density $n_{0}(z)$ (see equation (3.25)), we can assume translational invariance in the plane of the surface, and noting that the normal component of the hydrodynamical velocity should vanish at the interface equations (3.22)–(3.24) yield the following expression for the 2D Fourier transform $W(z, z'; q, \omega)$:
\begin{equation}
W(z, z'; q, \omega) = \frac{2\pi}{q} \left\{ \begin{array}{ll}
\varepsilon_{s}(z - z') + \varepsilon_{s}(z + z') - 2g \frac{\varepsilon_{s}(z) \varepsilon_{s}(z')}{1 - \varepsilon_{s}}, & z < 0, z' < 0, \\
2g \frac{\varepsilon_{s}(z')}{1 - \varepsilon_{s}^{2}} e^{-qz'}, & z' < 0, z > 0, \\
e^{-q|z - z'|} - g e^{-q(z + z')}, & z > 0, z' > 0,
\end{array} \right. 
\tag{7.30}
\end{equation}
where $z^{-}$ ($z^{+}$) is the smallest (largest) of $z$ and $z'$,
\begin{equation}
\varepsilon_{s}(z, q, \omega) = \frac{\Lambda \omega (\omega + i\eta) e^{-q|z| - q a_{p}^{2} e^{-\Lambda|z|}}}{\Lambda [\omega(\omega + i\eta) - \omega_{p}^{2}]}, 
\end{equation}
\begin{equation}
g(q, \omega) = \frac{\omega_{p}^{2}}{2\beta^{2} \Lambda (\Lambda + q) - \omega_{p}^{2}}, 
\end{equation}
\begin{equation}
\Lambda = \frac{1}{\beta} \sqrt{a_{p}^{2} + \beta^{2} q^{2} - \omega(\omega + i\eta)}. 
\end{equation}
\[ \beta = \sqrt[3]{\frac{1}{3}(3\pi^2 n_0)^{1/3}} \text{ (as in equations (3.29) and (3.30))} \]

\[ \epsilon_i^0(q, \omega) = \epsilon_i(z = 0; q, \omega). \] (7.34)

An inspection of equations (7.30)–(7.34) shows that the hydrodynamic surface-response function \( g(q, \omega) \) and, therefore, the hydrodynamic screened interaction \( W(z, z'; q, \omega) \) become singular at the hydrodynamic surface-plasmon condition dictated by equation (3.30). We also note that the second moment of the imaginary part of the hydrodynamic surface-response function \( g(q, \omega) \) is found to be

\[ \int_{-\infty}^{\infty} d\omega \omega \text{Im} g(q, \omega) = 2\pi^2 \bar{n}, \] (7.35)

where \( \bar{n} \) represents the electron density: \( \bar{n} = \omega_p^2 / 4\pi \).

Finally, we note that in the long-wavelength \( (q \to 0) \) limit the hydrodynamic screened interaction of equations (7.30)–(7.34) reduces to the classical screened interaction of equations (7.8) and (7.9) with the dielectric functions \( \epsilon_1 \) and \( \epsilon_2 \) being replaced by the Drude dielectric function (equation (2.15)) and unity, respectively. The same result is also obtained by simply assuming that the electron gas is nondispersive, i.e., by taking the hydrodynamic speed \( \beta \) equal to zero.

**Quantum hydrodynamic approach.** Within a quantized hydrodynamic model of a many-electron system, one first linearizes the hydrodynamic Hamiltonian with respect to the induced electron density and then quantizes this Hamiltonian on the basis of the normal modes of oscillation (bulk and surface plasmons) corresponding to equations (3.29) and (3.30). One finds

\[ H = H_G + H_B^0 + H_S^0, \] (7.36)

where \( H_G \) represents the Thomas–Fermi ground state of the static unperturbed electron system \([176]\), and \( H_B^0 \) and \( H_S^0 \) are free bulk and surface plasmon Hamiltonians, respectively:

\[ H_B^0 = \frac{1}{\Omega} \sum_{Q, \omega} \left[ \frac{1}{2} + \omega_Q^B \right] a_Q^\dagger(t)a_Q(t) \] (7.37)

and

\[ H_S^0 = \frac{1}{A} \sum_q \left[ \frac{1}{2} + \omega_q^S \right] b_q^\dagger(t)b_q(t). \] (7.38)

Here, \( \Omega \) and \( A \) represent the normalization volume and the normalization area of the surface, respectively, \( a_Q(t) \) and \( b_q(t) \) are Bose–Einstein operators that annihilate bulk and surface plasmons with wave vectors \( Q = (q, q_z) \) and \( q \), respectively, and \( \omega_Q^B \) and \( \omega_q^S \) represent the dispersion of bulk and surface plasmons:

\[ \left( \omega_Q^B \right)^2 = \omega_p^2 + \beta^2 Q^2 \] (7.39)

and

\[ \left( \omega_q^S \right)^2 = \frac{1}{2} \left[ \omega_p^2 + \beta^2 q^2 + \beta q \sqrt{2\omega_p^2 + \beta^2 q^2} \right]. \] (7.40)

Hence, within this approach one can distinguish the separate contributions to the imaginary part of the hydrodynamic surface-response function \( g(q, \omega) \) of equation (7.32) coming from the excitation of either bulk or surface plasmons. One finds \([243]\)

\[ \text{Im} g(q, \omega) = \text{Im} g^B(q, \omega) + \text{Im} g^S(q, \omega), \] (7.41)
where

\[
\text{Im} g^B(q, \omega) = \frac{1}{2} q \int_0^\infty dq \, \delta(\omega - \omega^B_q) \frac{(\omega^2_q/\omega^B_q) q^2}{q^2 + q^2 (q^2 + \omega^2_p/\beta^2) + \omega^4_p/(4\beta^4)} \tag{7.42}
\]

and

\[
\text{Im} g^S(q, \omega) = \frac{\pi}{2} \frac{\gamma_q}{q + 2\gamma_q} \frac{\omega^2_p}{\omega^S_q} \delta(\omega - \omega^S_q) \tag{7.43}
\]

with \( Q = \sqrt{q^2 + q^2} \) and

\[
\gamma_q = \frac{1}{2\beta} \left( -\beta q + \sqrt{2\omega^2_p + \beta^2 q^2} \right). \tag{7.44}
\]

For the second moments of \( \text{Im} g^B(q, \omega) \) and \( \text{Im} g^S(q, \omega) \), one finds

\[
\int_0^\infty d\omega \omega \text{Im} g^B(q, \omega) = \frac{\pi}{4} \frac{q}{q + 2\gamma_q} \omega^2_p \tag{7.45}
\]

and

\[
\int_0^\infty d\omega \omega \text{Im} g^S(q, \omega) = \frac{\pi}{4} \frac{2\gamma_q}{q + 2\gamma_q} \omega^2_p \tag{7.46}
\]

which add up to the second moment of equation (7.35).

In the limit as \( q \rightarrow 0 \) the bulk contribution to the so-called energy-loss function \( \text{Im} g(q, \omega) \) (see equations (7.41)–(7.44)) vanishes, and the imaginary part of both equations (7.32) and (7.43) yields the classical result:

\[
\text{Im} g(q, \omega) \rightarrow \frac{\pi}{2} \omega_s \delta(\omega - \omega_s), \tag{7.47}
\]

which can also be obtained from equation (7.9) with \( \epsilon_1 \) replaced by the Drude dielectric function of equation (2.15) and \( \epsilon_2 \) set equal to unity. Equation (7.47) shows that in the classical (long-wavelength) limit the energy loss is dominated by the excitation of surface plasmons of energy \( \omega_s = \omega_p/\sqrt{2} \), as predicted by Ritchie.

7.2.2. Specular-reflection model (SRM). An alternative scheme to incorporate nonlocal effects, which has the virtue of expressing the screened interaction \( W(z, z'; q, \omega) \) in terms of the dielectric function \( \epsilon(Q, \omega) \) of a homogeneous electron gas representing the bulk material, is the so-called specular-reflection model reported independently by Wagner [179] and by Ritchie and Marusak [180]. In this model, the medium is described by an electron gas in which all electrons are considered to be specularly reflected at the surface, thereby the electron density vanishing outside.

For a semi-infinite metal in vacuum, the unperturbed electron density \( n_0(z) \) is taken to be of the form of equation (3.25), and the SRM yields a screened interaction of the form of equation (7.30) but with the quantities \( \epsilon_s(z; q, \omega) \) and \( g(q, \omega) \) being replaced by the more general expressions:

\[
\epsilon_s(z; q, \omega) = \frac{q}{\pi} \int_{-\infty}^{+\infty} dq \omega z \frac{e^{i\omega z}}{Q^2} \epsilon^{-1}(Q, \omega) \tag{7.48}
\]
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\[ g(q, \omega) = \frac{1 - \epsilon^0(q, \omega)}{1 + \epsilon^0(q, \omega)}, \]  
(7.49)

with \( \epsilon^0(q, \omega) \) defined as in equation (7.34), and \( Q = \sqrt{q^2 + q_z^2} \).

The inverse dielectric function \( \epsilon^{-1}(Q, \omega) \) entering equation (7.48) represents the 3D Fourier transform of the inverse dielectric function \( \epsilon^{-1}(r, r'; \omega) \) of a homogeneous electron gas. From equation (6.3), one finds

\[ \epsilon^{-1}(Q, \omega) = 1 + v_Q \chi(Q, \omega), \]  
(7.50)

where \( \chi(Q, \omega) \) represents the 3D Fourier transform of the density-response function \( \chi(r, r'; \omega) \).

In the framework of TDDFT, one uses equation (5.11) to find

\[ \chi(Q, \omega) = \chi^0(Q, \omega) + \chi^0(Q, \omega) \times \left\{ v_Q + f_{\text{xc}}(\bar{n}; Q, \omega) \right\} \chi(Q, \omega), \]  
(7.51)

with \( \chi^0(Q, \omega) \) and \( f_{\text{xc}}(\bar{n}; Q, \omega) \) being the 3D Fourier transforms of the noninteracting density-response function and the XC kernel of equations (5.7) and (5.15), respectively. For a homogeneous electron gas, the eigenfunctions \( \psi_i(r) \) entering equation (5.7) are all plane waves; thus, the integrations can be carried out analytically to yield the well-known Lindhard function \( \chi^0(Q, \omega) \) \cite{244}. If one sets the XC kernel \( f_{\text{xc}}(\bar{n}; Q, \omega) \) equal to zero, introduction of equation (7.51) into equation (7.50) yields the RPA dielectric function

\[ \epsilon^{\text{RPA}}(Q, \omega) = 1 - v_Q \chi^0(Q, \omega), \]  
(7.52)

which is easy to evaluate.

The RPA dielectric function \( \epsilon^{\text{RPA}}(Q, \omega) \) of a homogeneous electron gas can be further approximated in the framework of the hydrodynamic scheme described in section 3.1.3. One finds

\[ \epsilon^{\text{hydro}}(Q, \omega) = 1 + \frac{\omega_p^2}{\beta^2 Q^2 - \omega(\omega + i\eta)}, \]  
(7.53)

which in the classical (long-wavelength) limit yields the local Drude dielectric function of equation (2.15). Introduction of equation (7.53) into equation (7.48) yields the hydrodynamic screened interaction of equations (7.30)–(7.34).

We know from equation (7.1) that collective excitations are dictated by singularities in the screened interaction or, equivalently, maxima in the imaginary part of this quantity. For \( z \) and \( z' \) coordinates well inside the solid \( (z, z' \rightarrow -\infty) \), one finds

\[ W_{\text{in}}(z, z'; q, \omega) = \int_{-\infty}^{\infty} \frac{dq_z}{2\pi} e^{i q_z (z - z')} v_Q \epsilon^{-1}(Q, \omega), \]  
(7.54)

which in the case of the Drude dielectric function \( \epsilon(Q, \omega) \) of equation (2.15) and for positive frequencies \( (\omega > 0) \) yields

\[ \text{Im} W_{\text{in}}(z, z'; q, \omega) \rightarrow -\frac{\pi^2}{q} \omega_p \delta(\omega - \omega_p) e^{-q|z-z'|}. \]  
(7.55)

For \( z \) and \( z' \) coordinates both outside the solid \( (z, z' > 0) \), one finds

\[ W_{\text{out}}(z, z'; q, \omega) = \frac{2\pi}{q} \left[ e^{-q|z-z'|} - g(q, \omega) e^{-q(z+z')} \right], \]  
(7.56)

which in the classical \( (q \rightarrow 0) \) limit and for positive frequencies \( (\omega > 0) \) yields

\[ \text{Im} W_{\text{out}}(z, z'; q, \omega) \rightarrow -\frac{\pi^2}{q} \omega_p \delta(\omega - \omega_p) e^{-q(z+z')} \]  
(7.57)
Figure 8. The solid line represents the energy-loss function, $\text{Im}[-W(z, z'; q, \omega)]$, versus $\omega$, as obtained at $z = z'$, $q = 0.4q_F$, and $r_s = 2.07$ from equation (7.54) by using the full RPA dielectric function $\epsilon_{\text{RPA}}(Q, \omega)$. The thick dashed and dotted lines represent separate contributions from the excitation of bulk collective modes and e–h pairs occurring at energies $\omega_{BQ}^B < \omega < \omega_{BQ}^c$ and $\omega \leq qq_F + q^2/2$, respectively. The vertical dotted line represents the energy $\omega_p = 15.8$ eV at which collective oscillations would occur in a Drude metal.

Figures 8 and 9 show the energy-loss function $\text{Im}[-W(z, z'; q, \omega)]$ that we have obtained at $z = z'$, $q = 0.4q_F$ and $r_s = 2.07$ from equations (7.54) and (7.56), respectively, by using the full RPA dielectric function $\epsilon_{\text{RPA}}(Q, \omega)$. For $z$ coordinates well inside the solid (figure 8), instead of the single classical collective excitation at $\omega_p$ (dotted vertical line) predicted by equation (7.55) the RPA energy-loss spectrum (solid line) is composed of (i) a continuum of bulk collective excitations (dashed line) occurring at energies $\omega_{BQ}^B < \omega < \omega_{BQ}^c$ and (ii) the excitation of electron–hole (e–h) pairs represented by a thick dotted line.

For $z$ coordinates that are outside the surface, it had been generally believed that only surface plasmons and e–h pairs can be excited. However, it was shown explicitly in [243,245] that the continuum of bulk-plasmon excitations dominating the energy-loss spectrum inside the solid (see figure 8) is still present for $z$ coordinates outside, as shown in figure 9 for $z = z' = \lambda_F$. This continuum, which covers the excitation spectrum at energies $\omega \geq \omega_{BQ}^B$ and is well separated from the lower-energy spectrum arising from the excitation of surface plasmons and e–h pairs, is accurately described by using the quantal hydrodynamic surface energy-loss function of equation (7.42), which has been represented in figure 9 by a thick dotted line.

Nonetheless, the main contribution to the energy-loss spectrum outside the solid comes from the excitation of surface plasmons, which are damped by the presence of e–h pairs. These e–h pair excitations are not present in the classical and hydrodynamic schemes described above, which predict the existence of long-lived surface plasmons at the energies represented in figure 9 by thin dotted vertical lines: $\omega_{s} = \omega_p/\sqrt{2}$ (see equation (7.57)) and $\omega_{s}^B$ of equation (7.40) (see equations (7.43)–(7.44)), respectively.

$\omega_{BQ}^B$ denotes the energy of bulk plasmons with momentum $Q$, and $Q_c$ denotes the critical momentum for which the bulk-plasmon dispersion $\omega_{BQ}^B$ enters the electron–hole pair excitation spectrum. For $r_s = 2.07$ and $Q = 0.4q_F$, the RPA values of $\omega_{BQ}^B$ and $\omega_{BQ}^c$ are 17.6 eV and 23.6 eV, respectively.

The Fermi wavelength $\lambda_F$ is defined as follows: $\lambda_F = 2\pi/q_F$, $q_F$ being the magnitude of the Fermi wave vector.
Figure 9. The solid line represents the energy-loss function, $\text{Im}[-W(z, z'; q, \omega)]$, versus $\omega$, as obtained at $z = z' = \lambda_F$, $q = 0.4q_F$, and $r_s = 2.07$ from equation (7.56) by using the full RPA dielectric function $\varepsilon_{\text{RPA}}(Q, \omega)$. The thick dotted line, which is nearly indistinguishable from the solid line covering the same part of the spectrum, represents the hydrodynamic prediction from equation (7.42). The thin dotted vertical lines represent the energies $\omega_S = 11.2$ eV and $\omega_{SQ} = 15.4$ eV of equation (7.40) at which long-lived surface plasmons would occur in a semi-infinite metal described by a Drude and a hydrodynamic model, respectively. Introduction of the full RPA dielectric function $\varepsilon_{\text{RPA}}(Q, \omega)$ into equation (7.49) yields a maximum of the surface-loss function $\text{Im}\{g(q, \omega)\}$ (and, therefore, $\text{Im}[-W(z, z'; q, \omega)]$) at the surface-plasmon energy $\omega_{SQ} = 16.0$ eV, which is slightly larger than its hydrodynamic counterpart.

7.2.3. Self-consistent scheme. For an accurate quantal description of the electronic excitations that can occur in a semi-infinite metal, we need to consider the true density-response function $\chi(r, r'; \omega)$ entering equation (7.4), which is known to fulfil the $f$-sum rule of equation (5.3).

Jellium surface. In the case of a free-electron gas bounded by a semi-infinite positive background of density

$$n_+(z) = \begin{cases} \bar{n}, & z \leq 0, \\ 0, & z > 0, \end{cases}$$

(7.58)

translationally invariance in the plane of the surface allows one to define the 2D Fourier transform $W(z, z'; q, \omega)$, which according to equation (7.4) can be obtained as follows:

$$W(z, z'; q, \omega) = v(z, z'; q) + \int dz_1 \int dz_2 v(z, z_1; q) \chi(z_1, z_2; q, \omega) v(z_2, z'; q),$$

(7.59)

where $v(z, z'; q)$ is the 2D Fourier transform of the bare Coulomb interaction $v(r, r')$:

$$v(z, z'; q) = \frac{2\pi}{q} e^{-q|z-z'|},$$

(7.60)

and $\chi(z, z'; q, \omega)$ denotes the 2D Fourier transform of the interacting density-response function $\chi(r, r'; \omega)$. In the framework of TDDFT, one uses equation (5.11) to find

$$\chi(z, z'; q, \omega) = \chi^0(z, z'; q, \omega) + \int dz_1 \int dz_2 \chi^0(z, z_1; q, \omega) \times \{v(z_1, z_2; q) + f_{xc}[n_0](z_1, z_2; q, \omega)\} \chi(z_2, z'; q, \omega),$$

(7.61)
where $\chi^0(z, z'; q, \omega)$ and $f_{xc}[n_0](z, z'; q, \omega)$ denote the 2D Fourier transforms of the noninteracting density-response function $\chi^0(r, r'; \omega)$ and the XC kernel $f_{xc}[n_0](r, r'; \omega)$, respectively. Using equation (5.7), and noting that the single-particle orbitals $\psi_i(r)$ now take the form

$$\psi_{k,i}(r) = e^{ik \cdot r} \psi_i(z),$$  

one finds

$$\chi^0(z, z'; q, \omega) = \frac{2}{A} \sum_{i,j} \psi_i(z) \psi_j^*(z') \psi_j(z') \frac{f_{k,i} - f_{kq,j}}{E_{k,i} - E_{kq,j} + \omega + i\eta}.$$  

where

$$E_{k,i} = \epsilon_i + \frac{k^2}{2},$$  

the single-particle orbitals $\psi_i(z)$ and energies $\epsilon_i$ now being the solutions of the one-dimensional Kohn–Sham equation

$$\left[ -\frac{1}{2} \frac{d^2}{dz^2} + v_{KS}[n_0](z) \right] \psi_i(z) = \epsilon_i \psi_i(z),$$  

with

$$v_{KS}[n_0](z) = v_H[n_0](z) + v_{xc}[n_0](z),$$  

$$v_H(z) = -2\pi \int_{-\infty}^{\infty} dz' |z - z'| \left[ n_0(z') - n_+(z') \right],$$  

$$v_{xc}[n_0](z) = \frac{\delta E_{xc}[n]}{\delta n(z)} \bigg|_{n=n_0},$$  

and

$$n_0(z) = \frac{1}{\pi} \sum_i (\epsilon_F - \epsilon_i) \psi_i^2(z) \theta(\epsilon_F - \epsilon_i).$$  

From equation (5.3), the imaginary part of the density-response function $\chi(z, z'; q, \omega)$ is easily found to fulfill the following sum rule:

$$\int_{-\infty}^{\infty} d\omega \omega \text{Im} \chi(z, z'; q, \omega) = -\pi \left[ q^2 + \frac{d^2}{dz dz'} \right] n_0(z) \delta(z - z').$$  

Within this scheme, the simplest possible approximation is to neglect XC effects altogether and set the XC potential $v_{xc}[n_0](z)$ and kernel $f_{xc}[n_0](z, z'; q, \omega)$ equal to zero. In this case, the one-dimensional single-particle wave functions $\psi_i(z)$ and energies $\epsilon_i$ are the self-consistent eigenfunctions and eigenvalues of a one-dimensional Hartree Hamiltonian. The calculation of the density-response function is further simplified if the Hartree potential $v_H[n_0](z)$ of equation (7.67) is replaced by

$$v_{IBM}(z) = \begin{cases} v_0, & z \leq z_0, \\ \infty, & z > z_0, \end{cases}$$  

where the value $z_0 = (3/16)\lambda_F$ is chosen so as to ensure charge neutrality. This is the so-called infinite-barrier model (IBM) [246], in which the single-particle orbitals $\psi_i(z)$ are simply sines. If one further neglects interference between incident and scattered electrons at the surface, this model yields the classical IBM (CIBM) [247] which can be shown to be equivalent to the SRM described in section 7.2.2.
Alternatively, and with the aim of incorporating band-structure effects (such as the presence of energy gaps and surface states) approximately, the self-consistent jellium-like Kohn–Sham potential of equation \( \text{(7.66)} \) can be replaced by a physically motivated model potential \( v_{\text{MP}}(z) \). Examples are the parametrized model potential reported by Chulkov et al \[248\], which was successful in the description of the lifetimes of image and Shockley states in a variety of metal surfaces \[249–255\], and the \( q \)-dependent model potential that has been reported recently to investigate the momentum-resolved lifetimes of Shockley states at the Cu(111) surface \[256\].

At this point, we note that for \( z \) and \( z' \) coordinates that are far from the surface into the vacuum, where the electron density vanishes, equation \( \text{(7.59)} \) takes the form of equation \( \text{(7.56)} \) (which within the SRM is true for all \( z, z' > 0 \)), i.e.

\[
W(z, z'; q, \omega) = v(z, z'; q) - \frac{2\pi}{q} e^{-q(z+z')} g(q, \omega),
\]

but with the surface-response function \( g(q, \omega) \) now being given by the general expression \[257\]:

\[
g(q, \omega) = -\frac{2\pi}{q} \int dz_1 \int dz_2 e^{iq(z_1+z_2)} \chi(z_1, z_2; q, \omega),
\]

which according to equation \( \text{(5.1)} \) can be expressed as follows

\[
g(q, \omega) = \int dz \ e^{iqz} \delta n(z; q, \omega),
\]

with \( \delta n(z; q, \omega) \) being the electron density induced by an external potential of the form

\[
\phi^{\text{ext}}(z; q, \omega) = -\frac{2\pi}{q} e^{iqz}.
\]

In the framework of TDDFT, the induced electron density is obtained as in the RPA (see equation \( \text{(5.5)} \)), but with the XC kernel \( f_{\text{xc}}[n_0] (r, r'; q, \omega) \) added to the bare Coulomb interaction \( v(r, r') \). Hence, after Fourier transforming one writes

\[
\delta n(z; q, \omega) = \int dz' \chi^0(z, z'; q, \omega)[\phi^{\text{ext}}(z'; q, \omega) + \int dz''
\times \left[ v(z', z''; q) + f_{\text{xc}}[n_0](z', z''; q, \omega) \right] \delta n(z''; q, \omega)].
\]

Using equations \( \text{(7.70)} \) and \( \text{(7.73)} \), the surface loss function \( \text{Im} g(q, \omega) \) is easily found to fulfill the following sum rule:

\[
\int_0^\infty d\omega \omega \text{Im} g(q, \omega) = 2\pi^2 q \int dz \ e^{iqz} n_0(z),
\]

which for a step-like electron density \( n_0(z) \) of the form of equation \( \text{(3.25)} \) reduces to equation \( \text{(7.35)} \), as expected.

**Periodic surface.** For a periodic surface, single-particle wave functions are of the form

\[
\psi_{k,n}(r) = \psi_{k,n}(r_1) \psi_1(z),
\]

where \( \psi_{k,n}(r_1) \) are Bloch states:

\[
\psi_{k,n}(r_1) = \frac{1}{\sqrt{A}} e^{ik_1 r_1} u_{k,n}(r_1),
\]
under such conditions the Fourier coefficients \( \chi \) with the noninteracting density-response function \( \rho_0 \) and \( \chi \) where \( \psi_0 \) is a 2D wave vector in the surface Brillouin zone (SBZ), and \( g \) and \( g' \) denote 2D reciprocal-lattice vectors. According to equation (7.4), the 2D Fourier coefficients \( W_{g,g'}(z, z'; q, \omega) \) are given by the following expression:

\[
W_{g,g'}(z, z'; q, \omega) = \frac{1}{A} \sum_{q} \int_{SBZ} \sum_{q} e^{i(qg)\cdot r} e^{-i(qg')\cdot r'} W_{g,g'}(z, z'; q, \omega), \tag{7.80}
\]

where \( q \) is a 2D wave vector in the surface Brillouin zone (SBZ), and \( g \) and \( g' \) denote 2D reciprocal-lattice vectors. According to equation (7.4), the 2D Fourier coefficients \( W_{g,g'}(z, z'; q, \omega) \) are given by the following expression:

\[
W_{g,g'}(z, z'; q, \omega) = \frac{1}{A} \sum_{q} \int_{SBZ} \sum_{q} e^{i(qg)\cdot r} e^{-i(qg')\cdot r'} W_{g,g'}(z, z'; q, \omega), \tag{7.80}
\]

where \( v_q(z, z'; q) \) denote the 2D Fourier coefficients of the bare Coulomb interaction \( v(r, r') \):

\[
v_q(z, z'; q) = \frac{2\pi}{|q + g|} e^{-i(qg)|z - z'|}, \tag{7.82}
\]

and \( \chi_{g,g'}(z, z'; q, \omega) \) are the Fourier coefficients of the interacting density-response function \( \chi(r, r'; \omega) \). In the framework of TDDFT, one uses equation (5.11) to find:

\[
\chi_{g,g'}(z, z'; q, \omega) = \chi^0_{g,g'}(z, z'; q, \omega) + \int dz_1 \int dz_2 \times \chi^0_{g,g'}(z_1, z_2; q) \delta_{g,g'} + f_{g,g'}^\chi(n_0)(z_1, z_2; q, \omega) \chi_{g,g'}(z_2, z'; q, \omega), \tag{7.83}
\]

where \( \chi^0_{g,g'}(z, z'; q, \omega) \) and \( f_{g,g'}^\chi[n_0](z, z'; q, \omega) \) denote the Fourier coefficients of the noninteracting density-response function \( \chi^0(r, r'; \omega) \) and the XC kernel \( f_{g,g'}^\chi[n_0](r, r'; \omega) \), respectively. Using equation (5.7), one finds:

\[
\chi^0_{g,g'}(z, z'; q, \omega) = \frac{2}{A} \sum_{i,j} \psi_i(z) \psi_j^\ast(z) \psi_j(z') \psi_j^\ast(z') \sum_{k,n,i} \frac{f_{k,n,i} - f_{k+q,n',j}}{\delta_{k,n,i} - \delta_{k+q,n',j} + \hbar(\omega + i\eta)}
\times \langle \psi_{k,n} | e^{-i(qg)\cdot r} | \psi_{k+q,n'} \rangle \langle \psi_{k+q,n'} | e^{i(qg')\cdot r'} | \psi_{k,n'} \rangle, \tag{7.84}
\]

the single-particle orbitals \( \psi_{k,n}(r) = \psi_{k,n}(r_1) \) \( \psi_i(z) \) and energies \( \delta_{k,n,i} \) being the eigenfunctions and eigenvalues of a 3D Kohn–Sham Hamiltonian with an effective potential that is periodic in the plane of the surface.

As in the case of the jellium surface, we can focus on the special situation where both \( z \) and \( z' \) coordinates are located far from the surface into the vacuum. Equation (7.4) shows that under such conditions the Fourier coefficients \( W_{g,g'}(z, z'; q, \omega) \) take the following form:

\[
W_{g,g'}(z, z'; q, \omega) = v_q(z, z'; q) \delta_{g,g'} - \frac{2\pi q}{|q + g||q' + g'|} S_{g,g'}(q, \omega) e^{-i(qg)|z - z'|}. \tag{7.85}
\]

where

\[
S_{g,g'}(q, \omega) = -\frac{2\pi q}{q} \int dz_1 \int dz_2 e^{i(q(g_1 + g_2))} \chi_{g,g'}(z_1, z_2; q, \omega). \tag{7.86}
\]
In particular, 
\[ g_{g=0,g=0}(q, \omega) = \int dz e^{iqz} \delta n_{g=0}(z; q, \omega), \] (7.87)

with \( \delta n_g(z; q, \omega) \) being the Fourier coefficients of the electron density induced by an external potential of the form
\[ \phi_{\text{ext}}^g(z; q, \omega) = -\frac{2\pi}{q} e^{iqz} \delta g \]. (7.88)

Finally, one finds from equation (5.3) that the Fourier coefficients \( \chi_{g,g'}(z, z'; q, \omega) \) fulfil the following sum rule:
\[ \int_{-\infty}^{\infty} d\omega \text{Im} \chi_{g,g'}(z, z'; q, \omega) = -\pi \left[ q^2 + \frac{d^2}{dz^2} \right] n_{g-g'}^0(z; q) \delta (z - z'), \] (7.89)

where the coefficients \( n_{g-g'}^0(z; q) \) denote the 2D Fourier components of the ground-state electron density \( n_0^g(r) \). Furthermore, combining equations (7.86) and (7.89), one writes
\[ \int_{0}^{\infty} d\omega \text{Im} g_{g,g'}(q, \omega) = \frac{2\pi}{q} \int dz e^{iqz} n_{g-g'}(z; q), \] (7.90)

which is a generalization of the sum rule of equation (7.35) to the more general case of a real solid in which the crystal structure parallel to the surface is taken into account.

8. Surface-response function

The central quantity that is involved in a description of surface collective excitations is the surface-response function introduced in the preceding section: \( g(q, \omega) \) for a jellium surface (see equation (7.73)) and \( g_{g,g'}(q, \omega) \) for a periodic surface (see equation (7.86)).

8.1. Generation-rate of electronic excitations

In the framework of TDDFT, an interacting many-electron system exposed to a frequency-dependent external potential \( \phi_{\text{ext}}(r, \omega) \) is replaced by a fictitious system of noninteracting electrons exposed to an effective self-consistent potential \( \phi_{\text{sc}}(r, \omega) \) of the form
\[ \phi_{\text{sc}}(r, \omega) = \phi_{\text{ext}}(r, \omega) + \delta \phi(r, \omega), \] (8.1)

where
\[ \delta \phi(r, \omega) = \int d r' \left[ v(r, r') + f_{\text{xc}}[n_0](r, r'; \omega) \right] \delta n(r', \omega). \] (8.2)

Hence, the rate at which a frequency-dependent external potential \( \phi_{\text{ext}}(r, \omega) \) generates electronic excitations in the many-electron system can be obtained, within lowest-order perturbation theory, as follows
\[ w(\omega) = 2\pi \sum_{i,j} f_i (1 - f_j) \left| \langle \psi_j(r) | \phi_{\text{sc}}^* (r, \omega) | \psi_i (r) \rangle \right|^2 \delta (\epsilon_i - \epsilon_j), \] (8.3)

with \( \psi_i(r) \) and \( \epsilon_i \) being the eigenfunctions and eigenvalues of a 3D Kohn–Sham Hamiltonian. In terms of the induced electron density \( \delta n(r, \omega) \) of equation (5.1), one finds \[ w(\omega) = -2 \text{Im} \int d r |\phi_{\text{sc}}^* (r, \omega)|^2 \delta n(r, \omega), \] (8.4)
which in the case of a periodic surface takes the following form:

\[ w(\omega) = \sum_g \sum_q w_g(q, \omega), \]  

(8.5)

where \( w_g(q, \omega) \) denotes the rate at which the external potential generates electronic excitations of frequency \( \omega \) and parallel wave vector \( q + g \):

\[ w_g(q, \omega) = -\frac{2}{A} \text{Im} \int dz \phi_g^{\text{ext}}(z, q) \delta n_g(z, q), \]  

(8.6)

\( \phi_g^{\text{ext}}(z, q) \) and \( \delta n_g(z, q) \) being the Fourier coefficients of the external potential and the induced electron density, respectively.

In particular, if the external potential is of the form of equation (7.88), the rate \( w_g(q, \omega) \) can be expressed in terms of the surface-response function \( g_g(q, \omega) \) of equation (7.86), as follows

\[ w_g(q, \omega) = \frac{4\pi}{qA} \text{Im} g_g(q, \omega) \delta_g,0, \]  

(8.7)

which for a jellium surface reduces to

\[ w(q, \omega) = \frac{4\pi}{qA} \text{Im} g(q, \omega), \]  

(8.8)

with \( g(q, \omega) \) being the surface-response function of equation (7.73). We note that although only the coefficient \( \chi_g=0, g=0(z, z'; q, \omega) \) enters into the evaluation of the more realistic equation (8.7), the full \( \chi_g^0(z, z'; q, \omega) \) matrix is implicitly included through equation (7.83).

### 8.2. Inelastic electron scattering

The most commonly used experimental arrangement for the detection of surface collective excitations by the fields of moving charged particles is based on angle-resolved inelastic electron scattering [258]. Figure 10 shows a schematic drawing of the scattering geometry.

A monochromatic beam of electrons of energy \( \epsilon_i \), incident on a flat surface at an angle \( \theta_i \), is...
back scattered and detected by an angle-resolved energy analyzer positioned at an angle $\theta_i$ and energy $\varepsilon_i$. Inelastic events can occur, either before or after the elastic event, on exciting a surface mode of frequency $\omega(q) = \varepsilon_i - \varepsilon_f$. The energy and lifetime of this mode are determined by the corresponding energy-loss peak in the spectra, and the momentum $q$ parallel to the surface is obtained from the measured angles $\theta_i$ and $\theta_f$, as follows:

$$q = \sqrt{2} \left[ \sqrt{\varepsilon_i} \sin \theta_i - \sqrt{\varepsilon_f} \sin \theta_f \right].$$  \hfill (8.9)

The inelastic scattering cross section corresponding to a process in which an electronic excitation of energy $\omega$ and parallel wave vector $q$ is created at a semi-infinite solid surface can be found to be proportional to the rate given by equation (8.7) [or equation (8.8) if the medium is represented by a jellium surface] and is, therefore, proportional to the imaginary part of the surface-response function, i.e. the so-called surface-loss function. Hence, apart from kinematic factors (which can indeed vary with energy and momentum \cite{259,260}), the inelastic scattering cross section is dictated by the rate $w(q, \omega)$ if the medium is represented by a jellium surface at which an external potential of the form of equation (7.88) generates electronic excitations of frequency $\omega$ and parallel wave vector $q$.

In the following sections, we focus on the behaviour of the energy-loss function $\text{Im}g_{\omega=0, q=0}(q, \omega)$ [or $\text{Im}g(q, \omega)$] and its maxima, which account for the presence and momentum-dispersion of surface collective excitations.

### 8.3. Surface plasmons: jellium surface

#### 8.3.1. Simple models.
In the simplest possible model of a jellium surface in vacuum, in which a semi-infinite medium with local dielectric function $\varepsilon(\omega)$ at $z \leq 0$ is terminated at $z = 0$, the surface-response function $g(q, \omega)$ is obtained from equation (7.9) with $\epsilon_2 = 1$, or, equivalently, from equation (7.49) with $q = 0$, i.e.

$$g(q, \omega) = \frac{\varepsilon(\omega) - 1}{\varepsilon(\omega) + 1},$$  \hfill (8.10)

which for a Drude dielectric function (see equation (2.15)) leads to the surface-loss function

$$\text{Im}g(q, \omega) = \frac{\pi}{2} \omega_p \delta(\omega - \omega_p)$$  \hfill (8.11)

peaked at the surface-plasmon energy $\omega_p = \omega_p \sqrt{2}$.

The classical energy-loss function of equation (8.10) represents indeed the true long-wavelength ($q \rightarrow 0$) limit of the actual self-consistent surface-loss function of a jellium surface. Nevertheless, the classical picture leading to equation (8.10) ignores both the nonlocality of the electronic response of the system and the microscopic spatial distribution of the electron density near the surface. Nonlocal effects can be incorporated within the hydrodynamic and specular-reflection models described in sections 7.2.1 and 7.2.2.

Within a one-step hydrodynamic approach, the surface-loss function is also dominated by a delta function (see equation (7.43)) but peaked at the momentum-dependent surface-plasmon energy of equation (7.40) (see also equation (3.30)):

$$\omega^2 = \frac{1}{2} \left[ \omega_p^2 + \beta^2 q^2 + \beta q \sqrt{2\omega_p^2 + \beta^2 q^2} \right],$$  \hfill (8.12)

which at long wavelengths yields

$$\omega = \omega_p / \sqrt{2 + \beta q / 2},$$  \hfill (8.13)

$\beta$ representing the speed of propagation of hydrodynamic disturbances in the electron system\cite{9}.
In the SRM (with the bulk dielectric function being described within the RPA),
surface plasmons, which occur at a momentum-dependent energy slightly different from its
hydrodynamic counterpart, are damped by the presence of e–h pair excitations, as shown in
figure 9\textsuperscript{19}.

The one-step hydrodynamic equations (8.12) and (8.13) and a numerical evaluation of the
imaginary part of the SRM surface-response function of equation (7.49) (see figure 9) both
yield a positive surface-plasmon energy dispersion at all wave vectors. Nonetheless, Bennett
used a hydrodynamic model with a continuum decrease of the electron density at the metal
surface, and found that a continuous electron-density variation yields a monopole surface
plasmon with a negative dispersion at low wave vectors [84].

8.3.2. Self-consistent calculations: long wavelengths. Within a self-consistent long-
wave length description of the jellium-surface electronic response, Feibelman showed that
up to first order in an expansion in powers of the magnitude $q$ of the wave vector, the surface-
response function of equation (7.73) can be written as [162]

$$g(q, \omega) = \frac{[\epsilon(\omega) - 1][1 + q d_\perp(\omega)]}{\epsilon(\omega) + 1 - [\epsilon(\omega) - 1] q d_\perp(\omega)},$$ (8.14)

where $\epsilon(\omega)$ represents the long-wavelength limit of the dielectric function of the bulk material\textsuperscript{20} and $d_\perp(\omega)$ denotes the centroid of the induced electron density (see equation (3.13)) with
respect to the jellium edge\textsuperscript{21}. Equation (8.14) shows that at long wavelengths the poles of the surface-response function $g(q, \omega)$ are determined by the non-retarded surface-plasmon condition of equation (3.12) with $\epsilon_2 = 1$, which for a semi-infinite free-electron metal in vacuum yields the surface-plasmon dispersion relation of equation (3.15), i.e.

$$\omega = \omega_s (1 + \alpha q),$$ (8.15)

with

$$\alpha = -\text{Re} [d_\perp(\omega_s)] / 2.$$ (8.16)

Equations (8.15)–(8.16) show that the long-wavelength surface-plasmon energy dispersion
is dictated by the position of the centroid of the induced electron density with respect to the
jellium edge. This can be understood by noting that the potential associated with the surface-
plasmon charge attenuates on either side of $\text{Re}[d_\perp(\omega_s)]$ with the attenuation constant $q$. If
the fluctuating charge lies inside the jellium edge ($\text{Re}[d_\perp(\omega_s)] < 0$), as $q$ increases (thus the surface-plasmon potential attenuating faster) more of the field overlaps the metal giving rise to more interchange of energy between the electric field and the metal and resulting in a positive energy dispersion. However, if the fluctuating charge lies outside the jellium edge ($\text{Re}[d_\perp(\omega_s)] > 0$), as $q$ increases less of the metal is subject to the plasmon’s electric field (i.e. there is a decreasing overlap of the fluctuating potential and the unperturbed electron density) which results in less interchange of energy between the electric field and the metal and a negative dispersion coefficient [261, 262].

Quantitative RPA calculations of the surface-plasmon linear-dispersion coefficient $\alpha$
entering equation (8.15) were carried out by several authors by using the specular-reflection
and infinite-barrier models of the surface [82, 83, 88], a step potential [89, 90], and the more

\textsuperscript{19} The quantity $\text{Im}[W(z, z; q, \omega)]$ represented in figure 9 (see equation (7.56)) coincides, apart from the factor $2\pi \exp(-2qz)/q$, with the energy-loss function $\text{Im}g(q, \omega)$.

\textsuperscript{20} For an ideal free-electron gas, $\epsilon(\omega)$ is given by the Drude dielectric function of equation (2.15).

\textsuperscript{21} In general, the $d$-parameter $d_\perp(\omega)$ entering equation (8.14) should be replaced by $d_\perp(\omega) - d_\parallel(\omega)$. However, as for neutral jellium surfaces $d_\perp(\omega)$ coincides with the jellium edge, $d_\perp(\omega) - d_\parallel(\omega)$ reduces to the centroid $d_\perp(\omega)$ of the induced electron density with respect to the jellium edge.
realistic Lang–Kohn self-consistent surface potential [92, 103, 263]. Both Feibelman’s RPA self-consistent calculations [92] and the ALDA calculations carried out later by Liebsch [103] and by Kempa and Schaich [263] demonstrated that in the range of typical bulk densities ($r_s = 2–6$) the centroid $d_\perp$ of the induced electron density at $\omega_s$ lies outside the jellium edge, which leads to a negative long-wavelength dispersion of the surface plasmon. These calculations, which corroborated Bennett’s prediction [84], also demonstrated that the long-wavelength surface-plasmon dispersion is markedly sensitive to the shape of the barrier and to the presence of short-range XC effects.

Existing calculations of the long-wavelength dispersion coefficient $\alpha$ entering equation (3.15) are shown in figure 11 and summarized in table 1. At one extreme, the dotted line of figure 11 gives the single-step hydrodynamic coefficient $\alpha^{\text{HD}}$ obtained from equation (3.31), i.e.

$$\alpha^{\text{HD}} = \frac{\beta}{2 \omega_s},$$

(8.17)

with $\beta = \sqrt{3/5(3\pi^2 n_0)^{1/3}}$; within this model, the long-wavelength surface-plasmon dispersion is always positive. As in the single-step hydrodynamic approach, the SRM equilibrium density profile is of the form of equation (3.25), and in the IBM the electron density still varies too rapidly; as a result, the corresponding SRM and IBM $\alpha$ coefficients (represented by thick and thin dashed lines, respectively) are both positive. At the other extreme are the more realistic self-consistent RPA and ALDA calculations, represented by thin and thick solid lines, respectively, which yield a linear-dispersion coefficient $\alpha$ that is negative in the whole metallic density range.

Conclusive experimental confirmation that the original Bennett’s prediction [84] was correct came with a series of measurements based on angle-resolved low-energy inelastic electron scattering [98–101, 264]. It has been demonstrated that the surface-plasmon energy of simple metals disperses downward in energy at small momentum $q$ parallel to the surface, the
Table 1. Long-wavelength surface-plasmon dispersion coefficient \( \alpha \) in Å for various simple metal surfaces, as obtained from equation (8.17) (HD) and from SRM, IBM, and self-consistent RPA and ALDA calculations of the centroid of the induced electron density at \( \omega = \omega_s \) (see equation (8.16)), and from angle-resolved low-energy inelastic electron scattering measurements reported in [98] for Na and K, in [100] for Cs, in [101] for Li and Mg, and in [264] for Al. As in figure 11, the IBM and self-consistent (RPA and ALDA) calculations have been taken from [88] and [103], respectively.

| \( r_s \) | \( \omega_s \) | HD | SRM | IBM | RPA | ALDA | Exp. |
|---------|------------|----|-----|-----|-----|------|------|
| Al      | 2.07       | 10.86 | 0.46 | 0.50 | 0.36 | −0.21 | −0.32 | −0.32 |
| Mg      | 2.66       | 7.38  | 0.52 | 0.57 | −0.30 | −0.50 | −0.41 |
| Li      | 3.25       | 4.28  | 0.58 | 0.63 | 0.33 | −0.40 | −0.70 | −0.24 |
| Na      | 3.93       | 3.99  | 0.64 | 0.70 | −0.45 | −0.85 | −0.39 |
| K       | 4.86       | 2.74  | 0.71 | 0.78 | −0.35 | −1.10 | −0.39 |
| Cs      | 5.62       | 1.99  | 0.76 | 0.84 | 0.33 | −0.26 | −1.14 | −0.44 |

8.3.3. Self-consistent calculations: arbitrary wavelengths. At arbitrary wavelengths, surface-plasmon energies can be derived from the maxima of the surface loss function \( \text{Im}(q, \omega) \) and compared with the peak positions observed in experimental electron energy-loss spectra. Figure 12 shows the self-consistent calculations of \( \text{Im}(q, \omega) \) that we have obtained in the RPA for a semi-infinite free-electron gas (jellium surface) with the electron density equal to that of valence electrons in Al \( (r_s = 2.07) \) and for various magnitudes of the 2D wave vector \( q \). The thick solid line represents the SRM surface loss function for \( r_s = 2.07 \) and \( q = 0.5 \text{ Å}^{-1} \).

Figure 12. Self-consistent RPA calculations (thin solid lines) of the surface loss function \( \text{Im}(q, \omega) \), as obtained from equation (7.73), versus the energy \( \omega \) for a semi-infinite free-electron gas with the electron density equal to that of valence electrons in Al \( (r_s = 2.07) \) and for various magnitudes of the 2D wave vector \( q \). The thick solid line represents the SRM surface loss function for \( r_s = 2.07 \) and \( q = 0.5 \text{ Å}^{-1} \).

dispersion coefficients (represented in figure 11 by solid circles) being in reasonable agreement with self-consistent jellium calculations, as shown in figure 11 and table 1.
and then, from about $q = 0.15 \text{ Å}^{-1}$ on, towards higher frequencies.

For the numerical evaluation of the spectra shown in figure 12 we have first computed the interacting density-response function $\chi(z, z'; q, \omega)$ of a sufficiently thick jellium slab by following the method described in [265], and we have then derived the surface-loss function from equation (7.73). Alternatively, the self-consistent energy-loss spectra reported in [100] (see also [163]) were obtained by first computing the noninteracting density-response function $\chi^0(z, z'; q, \omega)$ of a semi-infinite electron system in terms of Green’s functions, then performing a matrix inversion of equation (7.76) with the external potential $\phi^{\text{ext}}(z; q, \omega)$ of equation (7.75), and finally deriving the surface-loss function from equation (7.74). As expected, both approaches yield the same results.

Figure 13 shows the calculated and measured dispersion of surface plasmons in Al, Mg, Li, Na, K, and Cs. The jellium calculations presented here do not include effects due to band-structure effects; thus, all frequencies have been normalized to the measured value $\omega_s$ of the $q = 0$ surface-plasmon energy (see table 1). This figure shows that the single-step HD and SRM surface-plasmon dispersions (thin and thick dashed lines, respectively) are always upward and nearly linear. However, self-consistent RPA and ALDA calculations (thin and thick solid lines, respectively), which are based on a self-consistent treatment of the surface density profile, show that the surface-plasmon dispersion is initially downward (as also shown in figure 11 and table 1), then flattens out, and rises thereafter, in agreement with experiment (solid circles). A comparison between self-consistent RPA and ALDA calculations shows that although there is no qualitative difference between them XC effects tend to reduce the surface-plasmon energy, thereby improving the agreement with the measured plasmon frequencies. This lowering of the surface-plasmon energies shows that dynamic XC effects combine to lower the energy of the electron system, which is due to the weakening of the Coulomb e–e interaction by these effects.

Recently, XC effects on the surface-plasmon dispersion of Mg and Al were introduced still in the framework of TDDFT (but beyond the ALDA) by using the nonlocal (momentum-dependent) static XC local-field factor of equation (5.24) [118, 119]. At low wave vectors, this calculation (thick solid line with open circles) nearly coincides with the ALDA calculation (thick solid line), as expected. At larger wave vectors, however, the nonlocal calculation begins to deviate from the ALDA, bringing the surface-plasmon dispersion to nearly perfect agreement with the data for all values of the 2D wave vector. Ab initio calculations of the surface-plasmon dispersion of real Al and Mg were also reported in [118, 119]. For plasmon frequencies that are normalized to the measured value $\omega_s$ at $q = 0$ (as in figure 13), ab initio and jellium calculations are found to be nearly indistinguishable; however, only the ab initio calculations account for an overall lowering of the surface-plasmon dispersion that is due to core polarization.

In the case of the alkali metals Li, Na, K and Cs, there is a mismatch in the linear (low $q$) region of the surface-plasmon dispersion curve between jellium ALDA calculations and the experiment. The theoretical challenges for the future are therefore to understand the impact of band-structure and many-body effects on the energy of surface plasmons in these materials, which will require to pursue complete first-principles calculations of the surface electronic response at the level of those reported in [118, 119] for Mg and Al, respectively.

Thin films of jellium have been considered recently, in order to investigate the influence of the slab thickness on the excitation spectra and the surface-plasmon energy dispersion [266]. Oscillatory structures were found, corresponding to electronic interband transitions, and it was concluded that in the case of a slab thickness larger than $\sim 100 \text{ a.u.}$ surface plasmons behave like the surface plasmon of a semi-infinite system.
8.3.4. Surface-plasmon linewidth. At jellium surfaces, the actual self-consistent surface response function $\text{Im}(q, \omega)$ reduces in the long-wavelength ($q \to 0$) limit to equation (8.11), so that long-wavelength surface plasmons are expected to be infinitely long-lived excitations. At finite wave vectors, however, surface plasmons are damped (even at a jellium surface) by the presence of $e^{-h}$ pair excitations [267].

Figure 14 shows the results that we have obtained from SRM (dashed lines) and self-consistent (solid lines) RPA calculations of the full width at half maximum (FWHM), $\Delta \omega$, of the surface loss function $\text{Im}(q, \omega)$. Also shown in this figure are the corresponding linewidths that have been reported in [98, 100, 101, 264] from experimental electron energy-loss spectra.
Figure 14. Surface-plasmon full width at half maximum (FWHM), $\Delta\omega$, for the simple metals Al, Mg, Li, Na, K, and Cs, as obtained from SRM (thick dashed lines) and self-consistent RPA (thin solid lines) calculations of the surface loss function $\text{Im}(q, \omega)$, and from the experimental electron energy-loss spectra at different scattering angles (solid circles) reported in [98] for Na and K, in [100] for Cs, in [101] for Li and Mg, and in [124] for Al. In the case of Mg, the thick solid line with open circles represents the jellium TDDFT calculations reported in [118] and obtained with the use of the nonlocal (momentum-dependent) static XC local-field factor of equation (5.24).

at different scattering angles. This figure clearly shows that at real surfaces the surface-plasmon peak is considerably wider than predicted by self-consistent RPA jellium calculations, especially at low wave vectors. This additional broadening should be expected to be mainly caused by the presence of short-range many-body XC effects and interband transitions, but also by scattering from defects and phonons.

Many-body XC effects on the surface-plasmon linewidth of Mg and Al were incorporated in [118, 119] in the framework of TDDFT with the use of the nonlocal (momentum-dependent) static XC local-field factor of equation (5.24). These TDDFT calculations have been plotted in figure 14 by solid lines with circles; a comparison of these results with the corresponding RPA calculations (solid lines without circles) shows that short-range XC effects tend to increase the finite-$q$ surface-plasmon linewidth, bringing the jellium calculations into nice agreement
Table 2. Relative widths $\Delta \omega/\omega$ of surface plasmons, as derived from the imaginary part of the surface-response function of equation (8.10) with measured values of the bulk dielectric function $\varepsilon(\omega)$ (theory) [163] and from the surface-loss measurements at $q = 0$ reported in [98,100,101,264] (experiment).

|        | Al  | Mg  | Li  | Na  | K   | Cs  | Ag  | Hg  |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| Theory | 0.035 | 0.16 | 0.33 | 0.035 | 0.027 | 0.18 |
| Experiment | 0.22 | 0.19 | 0.35 | 0.07  | 0.027 | 0.16 |

with experiment at the largest values of $q$. Nevertheless, jellium calculations cannot possibly account for the measured surface-plasmon linewidth at small $q$, which deviates from zero even at $q = 0$.

In the long-wavelength ($q \to 0$) limit, surface plasmons are known to be dictated by bulk properties through a long-wavelength bulk dielectric function $\epsilon(\omega)$, as in equation (8.10). Hence, the experimental surface-plasmon widths $\Delta \omega$ at $q = 0$ should be approximately described by using in equation (8.10) the measured bulk dielectric function $\epsilon(\omega)$. Table 2 exhibits the relative widths $\Delta \omega/\omega$ derived in this way [163], together with available surface-loss measurements at $q = 0$. Since silver (Ag) and mercury (Hg) have partially occupied d-bands, a jellium model, like the one leading to equation (8.10), is not, in principle, appropriate to describe these surfaces. However, table 2 shows that the surface-plasmon width of these solid surfaces is very well described by introducing the measured bulk dielectric function (which includes band-structure effects due to the presence of d-electrons) into equation (8.10). Nevertheless, the surface-plasmon widths of simple metals like K and Al, with no d-electrons, are considerably larger than predicted in this simple way. This shows that an understanding of surface-plasmon broadening mechanisms requires a careful analysis of the actual band structure of the solid.

Approximate treatments of the impact of the band structure on the surface-plasmon energy dispersion have been developed by several authors, but a first-principles description of the surface-plasmon energy dispersion and linewidth has been reported only in the case of the simple-metal prototype surfaces Mg(0001) [118] and Al(111) [119]; these calculations will be discussed in section 8.4.3.

8.3.5. Multipole surface plasmons. In his attempt to incorporate the smoothly decreasing electron density profile at the surface, Bennett [84] solved the equations of a simple hydrodynamic model with a density profile which decreases linearly through the surface region and found that in addition to Ritchie’s surface plasmon at $\omega \sim \omega_s$, with a negative energy dispersion at low $q$ wave vectors, there is an upper surface plasmon at higher energies. This is the so-called multipole surface plasmon, which shows a positive wave vector dispersion even at small $q$.

The possible existence and properties of multipole surface plasmons was later investigated in the framework of hydrodynamical models for various choices of the electron-density profile at the surface [269–271]. According to these calculations, higher multipole excitations could indeed exist, for a sufficiently diffuse surface, in addition to the usual surface plasmon at $\omega \sim \omega_s$. However, approximate quantum-mechanical RPA calculations gave no evidence for the existence of multipole surface plasmons [9,89], thereby leading to the speculation that multipole surface plasmons might be an artifact of the hydrodynamic approximation [271,272].

Beck and Dasgupta [268] reported a two-band model calculation of the surface-plasmon linewidth of Al, but they found $\Delta \omega/\omega_s \approx 0.07$ which is also too small.
Figure 15. Angle-resolved high-resolution electron energy-loss spectra of the Al(111) surface at various scattering angles $\theta_s$. The primary beam energy is 50 eV and the incident angle is $\theta_i = 45^\circ$ (from [264], used with permission).

The first experimental sign for the existence of multipole surface modes was established by Schwartz and Schaich [273] in their theoretical analysis of the photoemission yield spectra that had been reported by Levinson et al. [122]. Later on, Dobson and Harris [274] used a DFT scheme to describe realistically the electron-density response at a jellium surface, to conclude that multipole surface plasmons should be expected to exist even for a high-density metal such as Al (which presents a considerably abrupt electron density profile at the surface). Two years later, direct experimental evidence of the existence of multipole surface plasmons was presented in inelastic reflection electron scattering experiments on smooth films of the low-density metals Na, K and Cs [99], the intensity of these multipole surface plasmons being in agreement with the DFT calculations reported later by Nazarov and Nishigaki [275]. The Al multipole surface plasmon has been detected only recently by means of angle-resolved high-resolution electron-energy-loss spectroscopy (HREELS) [264].

Figure 15 shows the loss spectra of the Al(111) surface, as obtained by Chiarello et al. [264] with an incident electron energy of 50 eV and an incident angle of 45° with respect to the surface normal. The loss spectrum obtained in the specular geometry ($\theta_s = 45^\circ$) is characterized mainly by a single peak at the conventional surface-plasmon energy $\omega_s = 10.55$ eV. For off-specular scattering angles ($\theta_s \neq 45^\circ$), the conventional surface plasmon exhibits a clear energy dispersion and two other features arise in the loss spectra: the multipole surface plasmon and the bulk plasmon. The loss spectrum obtained at $\theta_s = 53^\circ$, which corresponds to $q = 0$ (see equation (8.9)) is represented again in figure 16, but now together with the background substraction and Gaussian-fitting procedure reported in [264]. The peak at $\omega_p = 15.34$ corresponds to the excitation of the Al bulk plasmon, and the multipole surface plasmon is located at 13.20 eV.

The calculated and measured energies and linewidths of long-wavelength ($q \to 0$) multipole surface plasmons in simple metals are given in table 3. On the whole, the ratio $\omega_m/\omega_p$ agrees with ALDA calculations. Good agreement between ALDA calculations and experiment is also obtained for the entire dispersion of multipole surface plasmons, which is
Figure 16. Angle-resolved high-resolution electron energy-loss spectra of the Al(111) surface at $\theta_s = 53^\circ$, for $\theta_i = 45^\circ$ and $E_i = 50$ eV (as in figure 15) but now together with the deconvolution into contributions corresponding to the excitation of the conventional surface plasmon at $\omega_s = 10.55$ eV, multipole surface plasmon at 13.20 eV, and bulk plasmon at $\omega_p = 15.34$ eV (from [264], used with permission).

Table 3. Angle-resolved low-energy inelastic electron scattering measurements of the energy $\omega_{m}$ and width $\Delta\omega$ of multipole surface plasmons at $q = 0$, as reported in [99] for Na and K, in [100] for Cs, in [101] for Li and Mg, and in [264] for Al. Also shown is the ratio $\omega_{m}/\omega_{p}$ calculated in the RPA and ALDA and reported in [100].

| $r_s$ | $\omega_{m}$ (eV) | $\omega_{m}/\omega_{p}$ | RPA | ALDA | $\Delta\omega$ (eV) | $\Delta\omega/\omega_{p}$ |
|------|------------------|-------------------------|-----|------|-------------------|------------------------|
| Al   | 2.07             | 13.20                   | 0.86| 0.821| 0.782             | 2.1                    | 0.14                   |
| Mg   | 2.66             |                         | 0.825| 0.784|                   |                        |                        |
| Li   | 3.25             |                         | 0.833| 0.789|                   |                        |                        |
| Na   | 3.93             | 4.67                    | 0.81| 0.849| 0.798             | 1.23                   | 0.21                   |
| K    | 4.86             | 3.20                    | 0.84| 0.883| 0.814             | 0.68                   | 0.18                   |
| Cs   | 5.62             | 2.40                    | 0.83| 0.914| 0.837             | 0.64                   | 0.22                   |

found to be approximately linear and positive. This positive dispersion is originated in the fact that the centroid of the induced electron density, which at $\omega \sim \omega_s$ is located outside the jellium edge, is shifted into the metal at the multipole resonance frequency $\omega_m$. We also note that multipole surface plasmons have only been observed at wave vectors well below the cutoff value for Landau damping, which has been argued to be due to an interplay between Coulomb and kinetic energies [276].

In a semi-infinite metal consisting of an abrupt step of the unperturbed electron density at the surface (as in the hydrodynamic and specular-reflection models described above), surface plasmons would be localized at the surface and would propagate like plane waves, as shown in figure 3, with positive and negative surface charge regions alternating periodically. In the real situation in which the electron density decays smoothly at the surface, surface plasmons also propagate along the surface as illustrated in figure 3, but the finite width of the electron-density profile yields fluctuating densities with finite widths, as illustrated in figure 17 for a model surface electron density profile with linear decay over a finite region.

Figure 17 qualitatively represents the real situation in which apart from small Friedel oscillations the distribution of the conventional surface plasmon at $\omega_s$ consists in the direction normal to the surface of a single peak (i.e. it has a monopole character), while the charge
distribution of the upper mode at $\omega_m$ has decreasing oscillating amplitude towards the interior of the metal, i.e. it has a multipole character. Along the direction normal to the surface, the electronic density associated with this multipole surface plasmon integrates to zero.

In the retarded region, where $q < \omega_s/c$, the surface-plasmon dispersion curve deviates from the non-retarded limit (where $q \gg \omega_s/c$) and approaches the light line $\omega = cq$, as shown by the lower solid line of figure 2, thus going to zero at $q = 0$; hence, in a light experiment the external radiation dispersion line will never intersect the surface-plasmon line, i.e. in an ideal flat surface the conventional monopole surface plasmon cannot be excited in a photoyield experiment. However, the multipole surface plasmon dispersion curve crosses the light line at $q \sim \omega_m/c$ and goes to $\omega_m$ at $q = 0$. Consequently, angle- and energy-resolved photoyield experiments are suitable to identify the multipole surface plasmon. A large increase in the surface photoyield was observed from K and Rb at $\omega_m = 3.15$ eV and 2.84 eV, respectively [277], from Al(100) at $\omega_m = 12.5$ eV [122], and from Al(111) at $\omega_m = 13$ eV [123], in nice agreement with the multipole-plasmon energy observed with the HREELS technique by Chiarello et al [264]. HREELS measurements yield, however, a FWHM of 2.1 eV for the $q = 0$ multipole surface plasmon in Al(111) [264], which is considerably smaller than the FWHM of 3 eV measured by photoyield experiments [123].

8.4. Surface plasmons: real surfaces

8.4.1. Stabilized jellium model. A simple way of including approximately the lattice potential that is absent in the jellium model is the so-called stabilized jellium or structureless pseudopotential model [278, 279], which yields energy stability against changes in the background density.

In this model, a solid surface is assumed to be translationally invariant in the plane of the surface, as in the jellium model. Hence, single-particle wave functions can be separated as in equation (7.62) into a plane wave along the surface and a component $\psi_i(z)$ describing motion normal to the surface. In the framework of DFT and TDDFT, this component is obtained by solving self-consistently a Kohn–Sham equation of the form of equation (7.65) but with the
Table 4. Measured values of the surface-plasmon energy $\omega_s$ at $q = 0$ and the long-wavelength surface-plasmon dispersion coefficient $\alpha$ of equation (8.16) for the noble metal Ag and the transition metals Hg and Pd. Also shown in this table is the coefficient $\alpha$ obtained from RPA and ALDA calculations of the centroid of the electron density induced at $\omega = \omega_s$ (see equation (8.16)) in a homogeneous electron gas with the electron density equal to that of valence sp electrons in Ag and Hg. Note that the measured values of the surface-plasmon energy $\omega_s$ at $q = 0$ are considerably below the jellium prediction: $\omega_p/\sqrt{2} = \sqrt{3/2r_s^3e^2/a_0}$, mainly due to the presence of d electrons. $\omega_s$ and $\alpha$ are given in eV and Å, respectively.

| Direction | $r_s$ | $\omega_s$ | $\alpha^{\text{exp}}$ | $\alpha^{\text{RPA}}$ | $\alpha^{\text{ALDA}}$ |
|-----------|------|----------|----------------|----------------|----------------|
| Ag(100)   | 3.02 | 3.7      | 0.377           | −0.370         | −0.609         |
| Ag(111)   | 3.02 | 3.7      | 0.162           | −0.370         | −0.609         |
| Ag(110)   | 3.02 | 3.7      | (100)           | 0.305          | −0.370         | −0.609         |
|           | (1T0)|         | 0.114           | −0.370         | −0.609         |
| Hg        | 2.65 | 6.9      | −0.167          | −0.32          | −0.50          |
| Pd        | 7.4  |         | −1.02           |                |                |

The stabilized jellium model was used by Ishida and Liebsch [280] to carry out RPA and ALDA calculations of the dispersion of the energy and linewidth of surface plasmons in Mg and Li. It is well known that the stabilized jellium model gives considerably better work functions and surface energies than the standard jellium model; however, the impact of a structureless pseudopotential on the properties of surface plasmons is found to be very small. In particular, this simple pseudopotential cannot explain the presence of core polarization lowering the surface-plasmon frequency for all wave vectors and does not account for the fact that the measured $q$ dependence of the Li surface-plasmon energy is very much flatter than calculated within the jellium model (see figure 13). This discrepancy (not present in the case of Al and Mg) is attributed to the presence of an interband transition in Li at 3.2 eV, which is only slightly below the measured surface-plasmon energy at $q = 0$ ($\omega_s = 4.28$ eV) and allows, therefore, for interference between bulk single-particle and surface collective modes, as discussed in [280].

8.4.2. Occupied d-bands: simple models. Significant deviations from the dispersion of surface plasmons at jellium surfaces occur on the noble metal Ag [104–107], and the transition metals Hg [108] and Pd [281] (see table 4). These deviations are mainly due to the presence in these metals of filled 4d and 5d bands, which in the case of Ag yields an anomalous positive and strongly crystal-face dependent dispersion.

Ag. In order to describe the observed features of Ag surface plasmons, Liebsch [111] considered a self-consistent jellium model for valence 5s electrons and accounted for the presence of occupied 4d and 5d bands via a polarizable background of d electrons characterized by a local dielectric function $\varepsilon_d(\omega)$ that can be taken from bulk optical data (see figure 18) [282].
Figure 18. The thin solid line represents the real part of the d band contribution $\epsilon_d(\omega)$ to the measured optical dielectric function of Ag [282]. The thick solid line represents $\epsilon(q, \omega) + \epsilon_d(\omega) - 1$ at $q = 0$, i.e. $\epsilon(q, \omega) = \omega_p^2/\omega^2$. The vertical dotted lines represent the energies at which the plasmon conditions of equations (8.22) and (8.29) are fulfilled: $\omega_p' = 3.78$ eV and $\omega_p = 3.62$ eV, respectively. At these frequencies: $\epsilon_d(\omega_p') = 5.65$ and $\epsilon_d(\omega_p) = 5.15$.

For a homogeneous electron gas, one simply replaces in this model the bare Coulomb interaction $v(r, r')$ by

$$v'(r, r'; \omega) = v(r, r') \epsilon_d^{-1} \omega,$$  

(8.20)

which due to translational invariance yields the following expression for the Fourier transform $W'(q, \omega)$ of the screened interaction $W'(r, r'; \omega)$ of the form of equation (7.3):

$$W'(q, \omega) = \frac{v(q)}{\epsilon(q, \omega) + \epsilon_d(\omega) - 1},$$  

(8.21)

with $\epsilon(q, \omega)$ being the dielectric function of a homogeneous system of sp valence electrons (5s electrons in the case of Ag). Hence, the screened interaction $W'(q, \omega)$ has poles at the bulk-plasmon condition

$$\epsilon(q, \omega) + \epsilon_d(\omega) - 1 = 0,$$  

(8.22)

which in the case of Ag ($r_s = 2.02$) and in the absence of d electrons ($\epsilon_d = 1$) yields the long-wavelength ($q \to 0$) bulk plasmon energy $\omega_p = 8.98$ eV. Instead, if d electrons are characterized by the frequency-dependent dielectric function $\epsilon_d(\omega)$ represented by a thin solid line in figure 18, equation (8.22) yields the observed long-wavelength bulk plasmon at

$$\omega_p' = \frac{\omega_p}{\sqrt{\epsilon_d(\omega_p')}} = 3.78 \text{ eV}. $$  

(8.23)

In the case of a solid surface, one still uses a modified (d-screened) Coulomb interaction $v'(r, r'; \omega)$ of the form of equation (8.20), but with $\epsilon_d(\omega)$ being replaced by

$$\epsilon_d(z, \omega) = \begin{cases} 
\epsilon_d(\omega), & z \leq z_d \\
1, & z > z_d. 
\end{cases}$$  

(8.24)
which represents a polarizable background of d electrons that extends up to a certain plane at \( z = z_d \). Using equation (8.24), the 2D Fourier transform of \( \psi(r, r'; \omega) \) yields [283]:

\[
\psi'(z, z'; q_1, \omega) = \frac{2\pi}{q_1 \epsilon_d(z', \omega)} \left[ e^{-q_1|z - z'|} + \text{sgn}(z_d - z') \sigma_d(\omega) e^{-q_1|z - z'|} \right],
\]  

(8.25)

where

\[
\sigma_d = \frac{[\epsilon_d(\omega) - 1]/[\epsilon_d(\omega) + 1]}{\epsilon_d(\omega)}.
\]  

(8.26)

Introduction of equations (8.25) and (8.26) into an equation of the form of equation (7.59) yields the following expression for the modified RPA surface-response function:

\[
g'(q, \omega) = \int dz e^{qz} \frac{\delta n(z; q, \omega)}{\epsilon_d(z, \omega)} + a(q, \omega),
\]  

(8.27)

where \( \delta n(z; q, \omega) \) represents the RPA induced density of sp valence electrons which is given by equation (7.76) with \( f_{\text{xc}}[n_0](z, z'; q, \omega) = 0 \), and

\[
a(q, \omega) = \sigma_d(\omega) \left[ e^{qz} + \int dz e^{-q|z - z'|} \text{sgn}(z_d - z) \frac{\delta n(z; q, \omega)}{\epsilon_d(z, \omega)} \right].
\]  

(8.28)

In the long-wavelength (\( q \to 0 \)) limit, equation (8.27) takes the form of equation (8.10) but with \( \epsilon(\omega) \) replaced by \( \epsilon(\omega) + \epsilon_d(\omega) - 1 \), which leads to the surface-plasmon condition:

\[
\epsilon(\omega) + \epsilon_d(\omega) = 0.
\]  

(8.29)

For a Drude dielectric function \( \epsilon(\omega) \) with \( \omega_p = 8.98 \text{ eV} \) \( (r_s = 3.02) \) and in the absence of d electrons \( (\epsilon_d = 1) \), the surface-plasmon condition of equation (8.29) yields the surface-plasmon energy \( \omega_s = 6.35 \text{ eV} \). However, in the presence of d electrons characterized by the frequency-dependent dielectric function \( \epsilon_d(\omega) \), equation (8.29) leads to a modified (d-screened) surface plasmon at

\[
\omega'_s = \frac{\omega_p}{\sqrt{1 + \epsilon_d(\omega'_s)}} = 3.62 \text{ eV},
\]  

(8.30)

which for \( \omega_p = 8.98 \text{ eV} \) and the dielectric function \( \epsilon_d(\omega) \) represented by a thin solid line in figure 18 yields \( \omega'_s = 3.62 \text{ eV} \), only slightly below the energy 3.7 eV of the measured Ag surface plasmon [106].

At finite wavelengths, the surface-plasmon dispersion was derived by Liebsch from the peak positions of the imaginary part of the surface-response function of equation (8.27), as obtained with a self-consistent RPA calculation of the induced density \( \delta n(z; q, \omega) \) of 5s\(^1\) valence electrons. The surface-plasmon dispersion was found to be positive for \( z_d \leq 0 \) and to best reproduce the observed linear dispersion of Ag surface plasmons for \( z_d = -0.8 \text{ Å} \). Hence, one finds that (i) the s–d screened interaction is responsible for the lowering of the surface-plasmon energy at \( q = 0 \) from the free-electron value of 6.35 eV to 3.62 eV, and (ii) the observed blueshift of the surface-plasmon frequency at increasing \( q \) can be interpreted as a reduction of the s–d screened interaction in the ‘selvedge’ region that is due to a decreasing penetration depth of the induced electric field.

With the aim of describing the strongly crystal-face dependence of the surface-plasmon energy dispersion in Ag, Feibelman [110] thought of the Ag surface plasmon as a collective mode that is split off the bottom of the 4d-to-5s electron–hole excitation band, and considered the relation between the surface-plasmon dispersion and the 4d-to-5s excitations induced by the surface-plasmon’s field. He calculated the s–d matrix elements using a one-dimensional surface perturbation of the jellium Lang–Kohn potential, and he argued that for Ag(100) the
dispersion coefficient is increased relative to Ag(111) because in the case of Ag(100) the 4d electrons lie closer to the centroid of the oscillating free-electron charge, and the probability of 4d-to-5s excitation is, therefore, enhanced.

Most recently, a self-consistent jellium model for valence 5s electrons in Ag was combined with a so-called dipolium model in which the occupied 4d bands are represented in terms of polarizable spheres located at the sites of a semi-infinite fcc lattice [114] to calculate electron energy-loss spectra for all three low-index faces of Ag. The surface-plasmon energy dispersions obtained from these spectra are exhibited in figure 19 together with the experimental measurements [106]. This figure shows that the trend obtained for the different crystal orientations is in qualitative agreement with the data. On the one hand, the surface-plasmon dispersion of Ag(100) lies above that of the (111) surface; on the other hand, the slope for Ag(110) is larger for wave vectors along the [001] direction than when the wave vector is taken to have the [110] direction, illustrating the effect of the interplanar geometry on the effective local fields. The observed overall variation of the measured positive slope with crystal orientation is, however, considerably larger than predicted by the jellium–dipolium model. This must be a signature of genuine band structure effects not captured in the present model, which calls for a first-principles \textit{ab initio} description of the electronic response of real Ag surfaces.

The impact of the band structure on the surface-plasmon energy dispersion in Ag was addressed by Moresco \textit{et al} [284] and by Savio \textit{et al} [285]. These authors performed test experiments with the K/Ag(110) and O/Ag(001) systems and concluded that (i) the surface-plasmon dispersion can be modified at will by manipulating the surface electronic structure near $\omega_s$ and (ii) surface interband transitions between Shockley states should be responsible for the anomalous linear behaviour of the surface-plasmon dispersion in Ag(100). Furthermore, HREELS experiments on sputtered and nanostructured Ag(100) have shown that the anomaly exhibited by surface plasmons on Ag(100) can indeed be eliminated by modifying the surface structure [286].

\textit{Hg.} The s–d polarization model devised and used by Liebsch to describe the positive energy dispersion of surface plasmons in Ag [111] was also employed for a description of surface plasmons in Hg [108].

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure19.png}
\caption{Surface-plasmon energy dispersion for the low-index faces (100), (111), and (110) of Ag. In the case of Ag (110), the exhibited surface-plasmon energy dispersions correspond to wave vectors along the [001] and [110] directions. (a) Experimental data from [106]. (b) The results obtained within the jellium–dipolium model (from [114], used with permission).}
\end{figure}
At \( q = 0 \), the measured surface-plasmon energy of this transition metal (\( \sim 6.9 \) eV) lies about 1 eV below the value expected for a bounded electron gas with the density equal to the average density of 6s\(^2\) valence electrons in Hg (\( r_s = 2.65 \)). This can be explained along the lines described above for Ag (see equation (8.30)), with the use of a polarizable background with \( \varepsilon_d(\omega_s') = 1.6 \).

At finite wave vectors, the s–d screening in Hg is found to considerably distort the surface-plasmon dispersion, as in the case of Ag, but now the linear coefficient of the low-\( q \) dispersion being still negative though much smaller than in the absence of d electrons. This is illustrated in figure 20, where the calculated (RPA and ALDA) and measured energy dispersions of the Hg surface plasmon are compared with the corresponding dispersions obtained within a standard jellium model (with \( r_s = 2.65 \)) in the absence of a polarizable medium. This figure clearly shows that in addition to the overall lowering of the surface-plasma frequencies by about 12% relative to the jellium calculations (with no d electrons) the s–d screening leads to a significant flattening of the energy dispersion, thereby bringing the jellium calculations into nice agreement with experiment.

Simple calculations have also allowed to describe correctly the measured broadening of the Hg surface plasmon. As shown in table 2, the Hg surface-plasmon width at \( q = 0 \) is very well described by simply introducing the measured bulk dielectric function into equation (8.10). For a description of the surface-plasmon broadening at finite \( q \), Kim at [108] introduced into equation (8.10) a Drude dielectric function of the form of equation (2.15), but with a \( q \)-dependent finite \( \eta \) defined as

\[
\eta(q) = \eta(0) e^{-qa},
\]

with \( a = 3 \) Å and \( \eta(0) = \Delta \omega_s/\omega_s \) being the measured relative width at \( q = 0 \). This procedure gives a surface-plasmon linewidth of about 1 eV for all values of \( q \), in reasonable agreement with experiment.

**Pd.** Collective excitations on transition metals with both sp and d-bands crossing the Fermi level are typically strongly damped by the presence of interband transitions. Pd, however, is known to support collective excitations that are relatively well defined.
Surface plasmons in Pd(110) were investigated with angle-resolved electron-energy-loss spectroscopy by Rocca et al [281]. These authors observed a prominent loss feature with a strongly negative linear initial dispersion, which they attributed to a surface-plasmon excitation. At $q = 0$, they found $\omega_s = 7.37$ eV and $\Delta \omega_s \sim 2$ eV, in agreement with optical data [287]. At low wave vectors from $q = 0$ up to $q = 0.2$ Å$^{-1}$, they found a linear surface-plasmon dispersion of the form of equation (8.15) with $a = 1$ Å. This linear dispersion is considerably stronger than in the case of simple metals (see table 1), and calls for a first-principles description of this material where both occupied and unoccupied sp and d states be treated on an equal footing.

**Multipole surface plasmons.** Among the noble and transition metals with occupied d bands, multipole surface plasmons have only been observed recently in the case of Ag. In an improvement over previous HREELS experiments, Moresco et al [120] performed ELS-LEED experiments with both high-momentum and high-energy resolution, and by subtracting the data for two different impact energies they found a peak at 3.72 eV, which was interpreted to be the Ag multipole plasmon. However, Liebsch argued that the frequency of the Ag multipole surface plasmon should be in the 6–8 eV range above rather than below the bulk plasma frequency, and suggested that the observed peak at 3.72 eV might not be associated with a multipole surface plasmon [121].

Recently, the surface electronic structure and optical response of Ag have been studied on the basis of angle- and energy-resolved photoyield experiments [124]. In these experiments, the Ag multipole surface plasmon is observed at 3.7 eV, but no signature of the multipole surface plasmon is observed above the plasma frequency ($\omega_p = 3.8$ eV) in disagreement with the existing theoretical prediction [121].

**8.4.3. First-principles calculations.** First-principles calculations of the surface-plasmon energy and linewidth dispersion of real solids have been carried out only in the case of the simple-metal prototype surfaces Mg(0001) [118] and Al(111) [119]. These calculations were performed by employing a supercell geometry with slabs containing 16(27) atomic layers of Mg(Al) separated by vacuum intervals. The matrix $\chi^0_g(z, z'; q, \omega)$ was calculated from equation (7.84), with the sum over $n$ and $n'$ running over bands up to energies of 30 eV above the Fermi level, the sum over $k$ including 7812 points, and the single-particle orbitals $\psi_{k,n}(r) = \psi_{k,n}(r_\parallel)\psi_i(z)$ being expanded in a plane-wave basis set with a kinetic-energy cutoff of 12 Ry. The surface-response function $g_{z=0, z'=0}(q, \omega)$ was then calculated from equation (7.86) including $\sim$ 300 3D reciprocal-lattice vectors in the evaluation of the RPA or TDDFT Fourier coefficients $\chi^g_{\xi,\xi'}(z, z'; q, \omega)$ of equation (7.83). Finally, the dispersion of the energy and linewidth of surface plasmons was calculated from the maxima of the imaginary part of $g_{z=0, z'=0}(q, \omega)$ for various values of the magnitude and the direction of the 2D wave vector $q$.

The *ab initio* calculations reported in [118,119] for the surface-plasmon energy dispersion of Mg(0001) and Al(111) with the 2D wave vector along various symmetry directions show that (i) there is almost perfect isotropy of the surface-plasmon energy dispersion, (ii) there is excellent agreement with experiment (thereby accurately accounting for core polarization not presented in jellium models), as long as the nonlocal (momentum-dependent) static XC local-field factor of equation (5.24) is employed in the evaluation of the interacting density-response function, and (iii) if the corresponding jellium calculations are normalized to the measured value $\omega_s$ at $q = 0$ (as shown in figure 13 by the thick solid line with open circles) *ab initio* and jellium calculations are found to be nearly indistinguishable.
Ab initio calculations also show that the band structure is of paramount importance for a correct description of the surface-plasmon linewidth. First-principles TDDFT calculations of the Mg(0001) and Al(111) surface-plasmon linewidth dispersions along various symmetry directions are shown in figures 21 and 22, respectively. Also shown in this figures are the experimental measurements reported in [95, 101] (stars) and the corresponding jellium calculations (dashed lines). For small 2D wave vectors, the agreement between theory and experiment is not as good as in the case of the surface-plasmon energy dispersion (which can be attributed to finite-size effects of the supercell geometry). Nevertheless, ab initio calculations for Mg(0001) (see figure 21) yield a negative slope for the linewidth dispersion at small $q$, in agreement with experiment, and properly account for the experimental linewidth dispersion at intermediate and large wave vectors. Figure 21 also shows that the Mg(0001) surface-plasmon linewidth dispersion depends considerably on the direction of the 2D wave vector, and that the use of the parametrized one-dimensional model potential reported in [248] (dotted line) does not improve the jellium calculations. As for Al(111), we note that band-structure effects bring the jellium calculations closer to experiment; however, ab initio calculations are still in considerable disagreement with the measurements reported in [95, 264], especially at the lowest wave vectors. At the moment it is not clear the origin of such a large discrepancy between theory and experiment. On the other hand, considerable disagreement is also found between the measured surface-plasmon linewidth at $q \sim 0$ reported in [95] ($\Delta\omega_s \sim 1.9$ eV) and [264] ($\Delta\omega_s \sim 2.3$ eV) and the value derived (see table 2) from the imaginary part of the surface-response function of equation (8.10) with measured values of the bulk dielectric function ($\Delta\omega_b = 0.38$ eV).
Figure 22. Linewidth of surface plasmons in Al(111), as a function of the magnitude of the 2D wave vectors \( q \). The filled (open) diamonds represent \textit{ab initio} ALDA calculations, as obtained with \( q \) along the \( \bar{\Gamma}M \) (\( \bar{\Gamma}K \)) [119]. The thin solid line represents the best fit of the \textit{ab initio} calculations. The dashed (solid) line represents the jellium model (1D model potential) dispersion. Long dashed and dotted lines are the experimental data of [95] for Al(111) and (100) respectively. The open circle at \( q = 0 \) is the linewidth derived from optical measurements of the Al bulk dielectric function [163]. The open square at \( q = 0 \) shows the linewidth obtained from surface-loss measurements [163]. The measured values from [264] are represented by dots with error bars.

Figure 23. Schematic representation of the surface band structure on Cu(111) near the \( \bar{\Gamma} \) point. The shaded region represents the projection of the bulk bands.
Table 5. 2D Fermi energy ($\varepsilon_{2D}^F$) of surface states at the $\bar{\Gamma}$ point of Be(0001) and the (111) surfaces of the noble metals Cu, Ag, and Au. $v_{2D}^F$ and $m^{2D}$ represent the corresponding 2D Fermi velocity and effective mass, respectively. $v_{F}^{2D}$ is expressed in units of the Bohr velocity $v_{0} = e^{2}/\hbar$.

| Surface   | $\varepsilon_{2D}^F$(eV) | $v_{2D}^F/v_{0}$ | $m^{2D}$ |
|-----------|---------------------------|------------------|-----------|
| Be(0001)  | 2.75                      | 0.41             | 1.18      |
| Cu(111)   | 0.44                      | 0.28             | 0.42      |
| Ag(111)   | 0.065                     | 0.11             | 0.44      |
| Au(111)   | 0.48                      | 0.35             | 0.28      |

8.5. Acoustic surface plasmons

A variety of metal surfaces, such as Be(0001) and the (111) surfaces of the noble metals Cu, Ag, and Au, are known to support a partially occupied band of Shockley surface states within a wide energy gap around the Fermi level (see figure 23) [288, 289]. Since these states are strongly localized near the surface and disperse with momentum parallel to the surface, they can be considered to form a quasi 2D surface-state band with a 2D Fermi energy $\varepsilon_{2D}^F$ equal to the surface-state binding energy at the $\bar{\Gamma}$ point (see table 5).

In the absence of the 3D substrate, a Shockley surface state would support a 2D collective oscillation, the energy of the corresponding plasmon being given by [173]

$$\omega_{2D} = \left(2\pi n_{2D}^{2D}q\right)^{1/2},$$  \hspace{1cm} (8.32)

with $n_{2D}^{2D}$ being the 2D density of occupied surface states, i.e,

$$n_{2D}^{2D} = \frac{\varepsilon_{F}^{2D}}{\pi}.$$  \hspace{1cm} (8.33)

Equation (8.32) shows that at very long wavelengths plasmons in a 2D electron gas have low energies; however, they do not affect e–ph interaction and phonon dynamics near the Fermi level, due to their square-root dependence on the wave vector. Much more effective than ordinary 2D plasmons in mediating, e.g. superconductivity would be the so-called acoustic plasmons with sound-like long-wavelength dispersion.

Recently, it has been shown that in the presence of the 3D substrate the dynamical screening at the surface provides a mechanism for the existence of a new acoustic collective mode, the so-called acoustic surface plasmon, whose energy exhibits a linear dependence on the 2D wave number [125–127]. This novel surface-plasmon mode has been observed at the (0001) surface of Be, showing a linear energy dispersion that is in very good agreement with first-principles calculations [128].

8.5.1. A simple model.  First of all, we consider a simplified model in which surface-state electrons comprise a 2D electron gas at $z = z_{d}$ (see figure 24), while all other states of the semi-infinite metal comprise a 3D substrate at $z \leq 0$ represented by the Drude dielectric function of equation (2.15). Within this model, one finds that both e–h and collective excitations occurring within the 2D gas can be described with the use of an effective 2D dielectric function, which in the RPA takes the form [127]

$$\epsilon_{2D}^{\text{eff}}(q, \omega) = 1 - W(z_{d}, z_{d}; q, \omega) \chi_{2D}^{0}(q, \omega),$$  \hspace{1cm} (8.34)

$W(z, z'; q, \omega)$ being the screened interaction of equation (7.59), and $\chi_{2D}^{0}(q, \omega)$ being the noninteracting density-response function of a homogeneous 2D electron gas [173].

In the absence of the 3D substrate, $W(z, z'; q, \omega)$ reduces to the bare Coulomb interaction $v(z, z'; q)$, and $\epsilon_{2D}^{\text{eff}}(q, \omega)$ coincides, therefore, with the RPA dielectric function of a 2D electron
Surface-state electrons comprise a 2D sheet of interacting free electrons at \( z = z_d \). All other states of the semi-infinite metal comprise a plane-bounded 3D electron gas at \( z \leq 0 \). The metal surface is located at \( z = 0 \).

gas, which in the long-wavelength \((q \to 0)\) limit has one single zero corresponding to collective excitations at \( \omega = \omega_{2D} \).

In the presence of a 3D substrate, the long-wavelength limit of \( \epsilon_{2D}^\text{eff}(q, \omega) \) is found to have two zeros. One zero corresponds to a high-frequency \((\omega \gg v_F q)\) oscillation of energy

\[
\omega^2 = \omega_e^2 + \omega_{2D}^2,
\]

in which 2D and 3D electrons oscillate in phase with one another. The other zero corresponds to a low-frequency acoustic oscillation in which both 2D and 3D electrons oscillate out of phase; for this zero to be present, the long-wavelength \((q \to 0)\) limit of the low-frequency \((\omega \to 0)\) screened interaction \( I(z_d) \) must be different from zero. The energy of this low-frequency mode is then found to be of the form \([127]\)

\[
\omega = \alpha v_F^3 q,
\]

where

\[
\alpha = \sqrt{1 + \frac{(I(z_d))^2}{\pi [\pi + 2I(z_d)]}},
\]

Local 3D response. If one characterizes the 3D substrate by a Drude dielectric function of the form of equation (2.15), the 3D screened interaction \( W(z_d, z_d; q, \alpha v_F q) \) is easily found to be

\[
W(z_d, z_d; q, \alpha v_F q) = \begin{cases} 
0 & z_d \leq 0 \\
4\pi z_d & z_d > 0
\end{cases}
\]

(8.39)

Hence, in the presence of a 3D substrate that is spatially separated from the 2D sheet \((z_d > 0)\), introduction of \( I(z_d) = 4\pi z_d \) into equation (8.38) yields at \( z_d \gg 1 \):

\[
\alpha = \sqrt{2z_d}.
\]

(8.40)
which is the result first obtained by Chaplik in his study of charge-carrier crystallization in low-density inversion layers [290].

If the 2D sheet is located inside the 3D substrate \( z_d \leq 0 \), \( I(z_d) = 0 \), which means that the effective dielectric function of equation (8.34) has no zero at low energies \( \omega < \omega_s \). Hence, in a local picture of the 3D response the characteristic collective oscillations of the 2D electron gas would be completely screened by the surrounding 3D substrate, and no low-energy acoustic mode would exist. This result had suggested over the years that acoustic plasmons should only exist in the case of spatially separated plasmas, as pointed out by Das Sarma and Madhukar [291].

Nevertheless, Silkin et al [125] have demonstrated that metal surfaces where a partially occupied quasi-2D surface-state band coexists in the same region of space with the underlying 3D continuum can indeed support a well-defined acoustic surface plasmon. This acoustic collective oscillation has been found to appear as the result of a combination of the nonlocality of the 3D dynamical screening and the spill out of the 3D electron density into the vacuum [127].

**Self-consistent 3D response.** Figures 25(a) and 25(b) exhibit self-consistent RPA calculations of the effective dielectric function of equation (8.34) corresponding to the (0001) surface of Be, with \( q = 0.01 a_0^{-1} \) (figure 25a) and \( q = 0.1 a_0^{-1} \) (figure 25b). The real and imaginary parts of the effective dielectric function (thick and thin solid lines, respectively) have been displayed for \( z_d = 0 \), as approximately occurs with the quasi-2D surface-state band in Be(0001). Also shown in these figures (dotted lines) is the energy-loss function \( \text{Im} \left[ -1/\epsilon_{\text{eff}}(q, \omega) \right] \) for the 2D sheet located inside the metal at \( z_d = -\lambda_F \), at the jellium edge \( (z_d = 0) \), and outside the metal at \( z_d = \lambda_F/2 \) and \( z_d = \lambda_F \).

Collective excitations are related to a zero of \( \text{Re} \epsilon_{\text{eff}}^{2D}(q, \omega) \) in a region where \( \text{Im} \epsilon_{\text{eff}}^{2D}(q, \omega) \) is small, which yields a maximum in the energy-loss function \( \text{Im} \left[ -1/\epsilon_{\text{eff}}^{2D}(q, \omega) \right] \). For the 2D electron density under study \( \epsilon_{\text{eff}}^{2D} = 3.12 \), in the absence of the 3D substrate a 2D plasmon would occur at \( \omega_{2D} = 1.22 \text{ eV} \) for \( q = 0.01 a_0^{-1} \) and \( \omega_{2D} = 3.99 \text{ eV} \) for \( q = 0.1 a_0^{-1} \). However, in the presence of the 3D substrate (see figure 25) a well-defined low-energy acoustic plasmon occurs at energies (above the upper edge \( \omega_0 = v_F q + q^2/2 \) of the 2D e–h pair continuum) dictated by equation (8.37) with the sound velocity \( \alpha v_F \) being just over the 2D Fermi velocity \( v_F \) (\( \alpha > 1 \)). When the 2D sheet is located far inside the metal surface, the sound velocity is found to approach the Fermi velocity (\( \alpha \to 1 \)). When the 2D sheet is located far outside the metal surface, the coefficient \( \alpha \) approaches the classical limit (\( \alpha \to \sqrt{2z_d} \)) of equation (8.40).

Finally, we note that apart from the limiting case \( z_d = \lambda_F \) and \( q = 0.01 a_0^{-1} \) (which yields a plasmon linewidth negligibly small) the small width of the plasmon peak exhibited in figure 25 is entirely due to plasmon decay into e–h pairs of the 3D substrate.

8.5.2. 1D model calculations. For a more realistic (but still simplified) description of electronic excitations at the (0001) surface of Be and the (111) surface of the noble metals Cu, Ag, and Au, the 1D model potential \( v_{\text{MP}}(z) \) of [248] was employed in [125, 126]. The use of this model potential allows to assume translational invariance in the plane of the surface and to trace, therefore, the presence of collective excitations to the peaks of the imaginary part of the jellium-like surface response function of equation (7.73). The important difference between the screened interaction \( W \) used here to evaluate \( g(q, \omega) \) and the screened interaction used in equation (8.34) in the framework of the simple model described above lies in the fact that the single-particle orbitals \( \psi_i(z) \) and energies \( \epsilon_i \) are now obtained by solving equation (7.65) with the jellium Kohn–Sham potential \( v_{\text{KS}}(n_0)(z) \) replaced by the
Figure 25. Effective dielectric function of a 2D sheet that is located at the jellium edge ($z_d = 0$), as obtained from equation (8.34) and self-consistent RPA calculations of the 3D screened interaction $W(z_d, z_d; q, \omega)$ and the 2D density-response function $\chi^{2D}(q, \omega)$ with (a) $q = 0.01$ and (b) $q = 0.1$ [127]. The real and imaginary parts of $\epsilon_{\text{eff}}(q, \omega)$ are represented by thick and thin solid lines, respectively. The dotted lines represent the effective 2D energy-loss function $\text{Im}[-\epsilon_{\text{eff}}^{-1}(q, \omega)]$ for $z_d = -\lambda_F$, $z_d = \lambda_F/2$ and $z_d = \lambda_F$. The vertical dashed line represents the upper edge $\omega_u = v_Fq + q^2/2m$ of the 2D e–h pair continuum, where 2D e–h pairs can be excited. The calculations presented here for $z_d = \lambda_F$ and $q = 0.01 a_0^{-1}$ have been carried out by replacing the energy $\omega$ by a complex quantity $\omega + i\eta$ with $\eta = 0.05$ eV. All remaining calculations have been carried out for real frequencies, i.e. with $\eta = 0$. The 2D and 3D electron-density parameters have been taken to be $r_{2D} = 3.14$ and $r_s = 1.87$, corresponding to Be(0001).

model potential $v_{\text{MP}}(z)$. Since this model potential has been shown to reproduce the key features of the surface band structure and, in particular, the presence of a Shockley surface state within an energy gap around the Fermi level of the materials under study, it provides a realistic description of surface-state electrons moving in the presence of the 3D substrate.

Figure 26 shows the imaginary part of the surface-response function of equation (7.73), as obtained for Be(0001) and for increasing values of $q$ by using the 1D model potential $v_{\text{MP}}(z)$.
Figure 26. Energy loss function $\text{Im}[g(q, \omega)]/\omega$ of Be(0001) versus the excitation energy $\omega$, obtained from equation (7.73) with the use of the 1D model potential of [248], as reported in [125]. The magnitude of the wave vector $q$ has been taken to be 0.05 (top panel), 0.1 (middle panel), and 0.15 (bottom panel), in units of the inverse Bohr radius $a_0^{-1}$. In the long-wavelength limit ($q \to 0$), $g(q, \omega)$ is simply the total electron density induced by the potential of equation (7.75).

Figure 27. Energy loss function $\text{Im}[g(q, \omega)]/\omega$ of Be(0001) versus the excitation energy $\omega$ obtained from equation (7.73) with the use of the 1D model potential of [248] and for various values of $q$.[293]. As follows from the figure, the excitation spectra is clearly dominated by two distinct features: (i) the conventional surface plasmon at $\hbar \omega_s \sim 13 \text{ eV}$, which can be traced to the characteristic pole that the surface-response function $g(q, \omega)$ of a bounded 3D free electron gas with $r_{3D} = 1.87$ exhibits at this energy$^{23}$, and (ii) a well-defined low-energy peak with linear dispersion.

That the low-frequency mode that is visible in figure 26 has linear dispersion is clearly shown in figure 27, where the imaginary part of the surface-response function $g(q, \omega)$ of Be(0001) is displayed at low energies for increasing values of the magnitude of the wave vector in the range $q = 0.01 - 0.12 a_0^{-1}$. The excitation spectra is indeed dominated at low energies by a well-defined acoustic peak at energies of the form of equation (8.37) with an $\alpha$ coefficient that is close to unity, i.e. the sound velocity being at long wavelengths very close to the 2D Fermi velocity $v_{2D}$ (see table 5).

The energy-loss function $\text{Im} g(q, \omega)$ of the (111) surfaces of the noble metals Cu, Ag, $^{23}$This surface plasmon would also be present in the absence of surface states, i.e. if the 1D model potential $\nu_{\text{MP}}$ of [248] were replaced by the jellium Kohn–Sham potential of equation (5.13).
Figure 28. Energy-loss function $\text{Im}[g(q, \omega)]/\omega$ of the (111) surfaces of the noble metals Cu, Ag and Au [126], shown by solid, dashed, and dashed-dotted lines, respectively, versus the excitation energy $\omega$, as obtained from equation (7.73) with the use of the 1D model potential of [248] and for $q = 0.01 a_0^{-1}$ and $\eta = 1$ meV. The vertical solid lines are located at the energies $\omega = v_{2D}^2 q$, which would correspond to equation (8.37) with $\alpha = 1$.

Figure 29. The solid line shows the energy of the acoustic surface plasmon of Be(0001) [125], as obtained from the maxima of the calculated surface-loss function $\text{Im} g(q, \omega)$ shown in figure 27. The thick dotted line and the open circles represent the maxima of the energy-loss function $\text{Im}[−1/\epsilon_{eff}(q, \omega)]$ obtained from equation (8.34) with $z_d$ far inside the solid (thick dotted line) and with $z_d = 0$ (open circles). The dashed line is the plasmon dispersion of a 2D electron gas in the absence of the 3D system. The grey area indicates the region of the $(q, \omega)$ plane (with the upper limit at $\omega_{2D}^\text{up} = v_{2D}^2 q + q^2/2m_{2D}$) where $e$–$h$ pairs can be created within the 2D Shockley band of Be(0001). The area below the thick solid line corresponds to the region of momentum space where transitions between 3D and 2D states cannot occur. The quantities $\omega_{\text{max}}^\text{2D}$ and $q_{\text{min}}^\text{2D}$ are determined from the surface band structure of Be(0001). 2D and 3D electron densities have been taken to be those corresponding to the Wigner radii $r_{2D}^{\text{W}} = 3.14$ and $r_{3D}^{\text{W}} = 1.87$, respectively.

and Au is displayed in figure 28 for $q = 0.01 a_0^{-1}$. This figure shows again the presence of a well-defined low-energy collective excitation whose energy is of the form of equation (8.37) with $\alpha \sim 1$.

Figure 29 shows the energy of the acoustic surface plasmon of Be(0001) versus $q$ (solid line), as derived from the maxima of the calculated $\text{Im} g(q, \omega)$ of figure 27 (solid line) and
from the maxima of the effective energy-loss function \( \text{Im}[-1/\varepsilon_{\text{eff}}(q, \omega)] \) (see figure 25) obtained from equation (8.34) for \( z_d = 0 \) (dashed line). Little discrepancies between these two calculations should be originated in (i) the absence in the simplified model leading to equation (8.34) of transitions between 2D and 3D states, and (ii) the nature of the decay and penetration of the surface-state orbitals, which in the framework of the model leading to equation (8.34) are assumed to be fully localized in a 2D sheet at \( z = z_d \).

8.5.3. First-principles calculations. First-principles calculations of the imaginary part of the surface-response function \( g_{q=0, \omega}(q, \omega) \) of Be(0001) have been carried out recently [128], and it has been found that this metal surface is indeed expected to support an acoustic surface plasmon whose energy dispersion agrees with the solid line represented in figure 29 (if the dispersion of figure 29 calculated for surface state effective mass \( m = 1 \) is scaled according to the \( \text{ab initio} \) value \( m = 1.2 \) [292]). Furthermore, these calculations have been found to agree closely with recent high-resolution EELS measurements on the (0001) surface of Be [128] (under grazing incidence), which represent the first evidence of the existence of acoustic surface plasmons.

8.5.4. Excitation of acoustic surface plasmons. As in the case of the conventional surface plasmon at the Ritchie’s frequency \( \omega_s \), acoustic surface plasmons should be expected to be excited not only by moving electrons (as occurs in the EELS experiments reported recently [128]) but also by light. Now we focus on a possible mechanism that would lead to the excitation of acoustic surface plasmons by light in, e.g. vicinal surfaces with high indices [293].

At long wavelengths (\( q \to 0 \)), the acoustic surface-plasmon dispersion curve is of the form of equation (8.37) with \( \alpha \sim 1 \). As the 2D Fermi velocity \( v_{2D} \) is typically about three orders of magnitude smaller than the velocity of light, there is, in principle, no way that incident light can provide an ideal surface with the correct amount of momentum and energy for the excitation of an acoustic surface plasmon to occur. As in the case of conventional surface plasmons, however, a periodic corrugation or grating in the metal surface should be able to provide the missing momentum.

Let us consider a periodic grating of constant \( L \) (see figure 30). If light hits such a surface, the grating periodic structure can provide the impinging free electromagnetic waves with additional momentum arising from the grating periodic structure. If free electromagnetic radiation hits the grating at an angle \( \theta \), its wave vector along the grating surface has magnitude

\[
q = \frac{\omega}{c} \sin \theta \pm \frac{2\pi}{L} n, \tag{8.41}
\]

where \( L \) represents the grating constant, and \( n = 1, 2, \ldots \). Hence, the linear (nearly vertical) dispersion relation of free light changes into a set of parallel straight lines, which can match the acoustic–plasmon dispersion relation as shown in figure 31.

For a well-defined acoustic surface plasmon in Be(0001) to be observed, the wave number \( q \) needs to be smaller than \( q \sim 0.06 a_0^{-1} \) (see figure 29)\(^{24} \). For \( q = 0.05 a_0^{-1} \), equation (8.41) with

---

\(^{24}\)Acoustic surface plasmons in Be(0001) have been observed for energies up to 2 eV [128].
Figure 31. A schematic representation of the dispersion relation of acoustic surface plasmons (solid line) and free light impinging on a periodic grating of constant \( L \) (essentially vertical dotted lines).

\[ n = 1 \] yields a grating constant \( L = 66 \, \text{Å} \). Acoustic surface plasmons of energy \( \omega \sim 0.6 \, \text{eV} \) could be excited in this way. Although a grating period of a few nanometres sounds unrealistic with present technology, the possible control of vicinal surfaces with high indices could provide appropriate grating periods in the near future.

9. Applications

Surface plasmons have been employed over the years in a wide spectrum of studies ranging from condensed matter and surface physics \([9–24]\) to electrochemistry \([25]\), wetting \([26]\), biosensing \([27, 28, 29]\), scanning tunnelling microscopy \([30]\), the ejection of ions from surfaces \([31]\), nanoparticle growth \([32, 33]\), surface-plasmon microscopy \([34, 35]\) and surface-plasmon resonance technology \([36–42]\). Renewed interest in surface plasmons has come from recent advances in the investigation of the optical properties of nanostructured materials \([43, 44]\), one of the most attractive aspects of these collective excitations now being their use to concentrate light in subwavelength structures and to enhance transmission through periodic arrays of subwavelength holes in optically thick metallic films \([45, 46]\), as well as the possible fabrication of nanoscale photonic circuits operating at optical frequencies \([48]\) and their use as mediators in the transfer of energy from donor to acceptor molecules on opposite sides of metal films \([67]\).

Here we focus on two distinct applications of collective electronic excitations at metal surfaces: the role that surface plasmons play in particle–surface interactions and the new emerging field called plasmonics.

9.1. Particle–surface interactions: energy loss

Let us consider a recoilless fast point particle of charge \( Z_1 \) moving in an arbitrary inhomogeneous many-electron system at a given impact vector \( b \) with nonrelativistic velocity \( \nu \), for which retardation effects and radiation losses can be neglected\(^{25}\). Using Fermi’s golden rule of time-dependent perturbation theory, the lowest-order probability for the probe particle

\(^{25}\) This approximation is valid for heavy charged particles, e.g. ions and also for swift electrons moving with nonrelativistic velocities that are large compared to the velocity of target electrons. In the case of electrons, \( Z_1 = -1 \).
The transfer of momentum \( q \) to the medium is given by the following expression [294]:

\[
P_q = -\frac{4\pi}{L A} Z_1^2 \int_0^\infty d\omega \int \frac{dq}{(2\pi)^3} e^{i q \cdot b} \times \text{Im} W(q, q'; \omega) \delta(\omega - q \cdot v) \delta(\omega + q' \cdot v),
\]

(9.1)

where \( L \) and \( A \) represent the normalization length and area, respectively, and \( W(q, q'; \omega) \) is the double Fourier transform of the screened interaction \( W(r, r'; \omega) \) of equation (7.4):

\[
W(q, q'; \omega) = \int dr \int dr' e^{-i q \cdot r' + q' \cdot r'} W(r, r'; \omega).
\]

(9.2)

Alternatively, the total decay rate \( \tau^{-1} \) of the probe particle can be obtained from the knowledge of the imaginary part of the self-energy. In the \( GW \) approximation of many-body theory [295], and replacing the probe-particle Green function by that of a non-interacting recoilless particle, one finds [250]:

\[
\tau^{-1} = -2 Z_1^2 \sum_q \int dr \int dr' \phi^*_i(r) \phi^*_f(r') \text{Im} W(r, r'; \epsilon_i - \epsilon_f) \phi_i(r') \phi_f(r),
\]

(9.3)

where \( \phi_i(r) \) represents the probe-particle initial state of energy \( \epsilon_i \), and the sum is extended over a complete set of final states \( \phi_f(r) \) of energy \( \epsilon_f \). Describing the probe-particle initial and final states by plane waves in the direction of motion and a Dirac \( \delta \) function in the transverse direction, i.e.

\[
\phi(r) = \frac{1}{\sqrt{A}} e^{iv \cdot r} \delta(r - b),
\]

(9.4)

one finds that the decay rate of equation (9.3) reduces indeed to a sum over the probability \( P_q \) of equation (9.1), i.e.

\[
\tau^{-1} = \frac{1}{T} \sum_q P_q,
\]

(9.5)

\( T \) being a normalization time.

For a description of the total energy \( \Delta E \) that the moving probe particle loses due to electronic excitations in the medium, one can first define the time-dependent probe-particle charge density

\[
\rho^{\text{ext}}(r, t) = Z_1 \delta(r - b - v t),
\]

(9.6)

and one then obtains the energy that this classical particle loses per unit time as follows [87]

\[
-\frac{dE}{dt} = -\int dr \rho^{\text{ext}}(r, t) \frac{\partial V^{\text{ind}}(r, t)}{\partial t},
\]

(9.7)

where \( V^{\text{ind}}(r, t) \) is the potential induced by the probe particle at position \( r \) and time \( t \), which to first order in the external perturbation yields (see equation (7.1)):

\[
V^{\text{ind}}(r, t) = \int dr' \int_{-\infty}^{+\infty} dt' \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} e^{-i\omega(t-t')} \hat{W}^{\text{ind}}(r, r'; \omega) \rho^{\text{ext}}(r', t')
\]

with

\[
\hat{W}(r, r'; \omega) = W(r, r'; \omega) - v(r, r'),
\]

(9.8)
Figure 32. Particle of charge $Z_1$ moving with constant velocity at a fixed distance $z$ from the surface of a plane-bounded electron gas. Inside the solid, the presence of the surface causes (i) a decrease of loss at the bulk-plasmon frequency $\omega_p$ varying with $z$ as $\sim K_0(2\omega_p z/v)$ and (ii) an additional loss at the surface-plasmon frequency $\omega_s$ varying with $z$ as $\sim K_0(2\omega_s z/v)$. Outside the solid, energy losses are dominated by a surface-plasmon excitation at $\omega_s$.

Finally, one writes:

$$-\Delta E = \int_{-\infty}^{+\infty} dt \left( -\frac{dE}{dt} \right).$$  \hspace{1cm} (9.10)

Introducing equations (9.6) and (9.8) into equation (9.7), and equation (9.7) into equation (9.10), one finds that the total energy loss $\Delta E$ can indeed be written as a sum over the probability $P_q$ of equation (9.1), i.e.

$$-\Delta E = \sum_q (q \cdot v) P_q,$$  \hspace{1cm} (9.11)

where $q \cdot v$ is simply the energy transferred by our recoilless probe particle to the medium.

9.1.1. Planar surface. In the case of a plane-bounded electron gas that is translationally invariant in two directions, which we take to be normal to the $z$ axis, equations (9.6)–(9.8) yield the following expression for the energy that the probe particle loses per unit time:

$$-\frac{dE}{dr} = i \frac{Z_1^2}{\pi} \int \frac{d^2q}{(2\pi)^2} \int_{-\infty}^{+\infty} dt' \int_0^{+\infty} d\omega \omega e^{-i(\omega-q \cdot v)(t-t')} \tilde{W}(z(t), z(t'); q, \omega),$$  \hspace{1cm} (9.12)

where $q$ is a 2D wave vector in the plane of the surface, $v_j$ represents the component of the velocity that is parallel to the surface, $z(t)$ represents the position of the projectile relative to the surface, and $\tilde{W}(z, z'; q, \omega)$ is the 2D Fourier transform of $W(r, r'; \omega)$.

In the simplest possible model of a bounded semi-infinite electron gas in vacuum, in which the screened interaction $W(z, z'; q, \omega)$ is given by the classical expression equation (7.8) with $\epsilon_1$ being the Drude dielectric function of equation (2.15) and $\epsilon_2 = 1$, explicit expressions can be found for the energy lost per unit path length by probe particles that move along a trajectory that is either parallel or normal to the surface.

Parallel trajectory. In the case of a probe particle moving with constant velocity at a fixed distance $z$ from the surface (see figure 32), introduction of equation (7.8) into equation (9.12)
yields \[293\]
\[
\frac{dE}{dx} = \begin{cases} 
Z^2 & \frac{\alpha_p^2}{v^2} \ln(k_cv/\omega_p) + \alpha_s^2 K_0(2\omega_s z/v), 
\end{cases} 
z < 0,
\]
\[
\frac{dE}{dx} = \begin{cases} 
Z^2 & \frac{\alpha_p^2}{v^2} K_0(2\omega_p z/v), 
\end{cases} 
z > 0,
\]
where \(K_0(\alpha)\) is the zero-order modified Bessel function \([241]\), and \(k_c\) denotes the magnitude of a wave vector above which long-lived bulk plasmons are not sustainable.

For particle trajectories outside the solid \((z > 0)\), equation \((9.13)\) reproduces the classical expression of Echenique and Pendry \([22]\), which was found to describe correctly EELS experiments \([131]\) and which was extended to include relativistic corrections \([296]\). For particle trajectories inside the solid \((z > 0)\), equation \((9.13)\) reproduces the result first obtained by Nuñez et al \([297]\). Outside the solid, the energy loss is dominated by the excitation of surface plasmons at \(\omega_s\). When the particle moves inside the solid, the effect of the boundary is to cause (i) a decrease in loss at the bulk plasma frequency \(\omega_p\), which in an infinite electron gas would be \(-dE/dx = Z^2 \frac{\alpha_p^2}{v^2} \ln(k_cv/\omega_p)/v^2\) and (ii) an additional loss at the surface-plasma frequency \(\omega_s\).

Nonlocal effects that are absent in the classical equation \((9.13)\) were incorporated approximately by several authors in the framework of the hydrodynamic approach and the specular-reflection model described in sections \(7.2.1\) and \(7.2.2\) \([298–303]\). More recently, extensive RPA and ALDA calculations of the energy-loss spectra of charged particles moving near a jellium surface were carried out \([245]\) within the self-consistent scheme described in section \(7.2.3\). At high velocities (of a few Bohr units) and for charged particles moving far from the surface into the vacuum, the actual energy loss was found to converge with the classical limit dictated by the first line of equation \((9.13)\). However, at low and intermediate velocities substantial changes in the energy loss were observed as a realistic description of the surface response was considered.

Corrections to the energy loss of charged particles (moving far from the surface into the vacuum) due to the finite width of the surface-plasmon resonance that is not present, in principle, in jellium self-consistent calculations, have been discussed recently \([304]\). These corrections have been included to investigate the energy loss of highly charged ions undergoing distant collisions at grazing incidence angles with the internal surface of microcapillary materials, and it has been suggested that the correlation between the angular distribution and the energy loss of transmitted ions can be used to probe the dielectric properties of the capillary material.

For a more realistic description of the energy loss of charged particles moving near a Cu(111) surface, the Kohn–Sham potential \(v_{KS}(z)\) used in the self-consistent jellium calculations of \([245]\) was replaced in \([305]\) by the 1D model potential \(v_{MP}\) of \([248]\). It was shown, however, that although the Cu(111) surface exhibits a wide band gap around the Fermi level and a well-defined Shockley surface state the energy loss expected from this model does not differ significantly from its jellium counterpart. This is due to the fact that the presence of the surface state compensates the reduction of the energy loss due to the band gap.

Existing first-principles calculations of the interaction of charged particles with solids invoke periodicity of the solid in all directions and neglect, therefore, surface effects and, in particular, the excitation of surfaces plasmons \([306, 307]\). An exception is a recent first-principles calculation of the energy loss of ions moving parallel with a Mg(0001) surface \([308]\), which accounts naturally for the finite width of the surface-plasmon resonance that is present neither in the self-consistent jellium calculations of \([245]\) nor in the 1D model calculations of \([305]\).

A typical situation in which charged particles can be approximately assumed to move along a trajectory that is parallel to a solid surface occurs in the glancing-incidence geometry, where
ions penetrate into the solid, they skim the outermost layer of the solid, and are then specularly repelled by a repulsive, screened Coulomb potential, as discussed by Gemell [309]. By first calculating the ion trajectory under the combined influence of the repulsive planar potential and the attractive image potential, the total energy loss can be obtained approximately as follows:

\[
\Delta E = 2v \int_{z_{tp}}^{\infty} \frac{dE}{dz}(z) \left[ v(z) \right]^{-1} \, dz,
\]

(9.14)

\(z_{tp}\) and \(v(z)\) denoting the turning point and the value of the component of the velocity normal to the surface, respectively, which both depend on the angle of incidence.

Accurate measurements of the energy loss of ions being reflected from a variety of solid surfaces at grazing incidence have been reported by several authors [310–314]. In particular, Winter et al [312] carried out measurements of the energy loss \(dE/dx(z)\) and found that at large distances from the surface the energy loss follows closely the energy loss expected from the excitation of surface plasmons. Later on, RPA jellium calculations of the energy loss from the excitation of valence electrons were combined with a first-Born calculation of the energy loss due to the excitation of the inner shells and reasonably good agreement with the experimental data was obtained for all angles of incidence [315].

**Normal trajectory.** Let us now consider a situation in which the probe particle moves along a normal trajectory from the vacuum side of the surface \((z > 0)\) and enters the solid at \(z = t = 0\). The position of the projectile relative to the surface is then \(z(t) = vt\). Assuming that the electron gas at \(z \leq 0\) can be described by the Drude dielectric function of equation (2.15) and introducing equation (7.8) into equation (3.8) yields [293]:

\[
\frac{dE}{dz} = \frac{Z^2}{v^2} \left\{ \begin{array}{ll}
\alpha_p^2 \left[ \ln(k_c v/\omega_p) - h(\omega_p z/v) \right] + \frac{\omega_s^2}{\omega_p} h(\omega_s z/v), & z < 0 \\
\frac{\omega_s^2}{\omega_p} f(2\omega_s |z|/v), & z > 0,
\end{array} \right.
\]

(9.15)

where

\[
h(\alpha) = 2 \cos(\alpha) f(\alpha) - f(2\alpha),
\]

(9.16)

with \(f(\alpha)\) being given by the following expression:

\[
f(\alpha) = \int_0^{\infty} x e^{-\alpha x} \frac{1}{1 + x^2} \, dx.
\]

(9.17)

Equation (9.15) shows that (i) when the probe particle is moving outside the solid the effect of the boundary is to cause energy loss at the surface-plasmon energy \(\omega_s\), and (ii) when the probe particle is moving inside the solid the effect of the boundary is to cause both a decrease in loss at the bulk-plasmon energy \(\omega_p\) and an additional loss at the surface-plasmon energy \(\omega_s\), as predicted by Ritchie [1].

Now we consider the real situation in which a fast charged particle passes through a finite foil of thickness \(a\) (see figure 33). Assuming that the foil is thick enough for the effect of each boundary to be the same as in the case of a semi-infinite medium, and integrating along the whole trajectory from minus to plus infinity, one finds the total energy that the probe particle loses to collective excitations:

\[
-\Delta E = \frac{Z^2}{v^2} \left[ a \alpha_p^2 \ln \frac{k_c v}{\omega_p} - \frac{\pi}{2} \omega_p + \pi \omega_s \right].
\]

(9.18)

This is the result first derived by Ritchie in a different way [1], which brought him to the realization that surface collective excitations exist at the lowered frequency \(\omega_s\). The first
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Figure 33. Particle of charge $Z_1$ passing perpendicularly through a finite foil of thickness $a$. The presence of the boundaries leads to a decrease in the energy loss at the bulk-plasmon frequency $\omega_p$ and an additional loss at the surface-plasmon frequency $\omega_s$, the net boundary effect being an increase in the total energy loss in comparison to the case of a particle moving in an infinite medium with no boundaries.

term of equation (9.18), which is proportional to the thickness of the film represents the bulk contribution, which would also be present in the absence of the boundaries. The second and third terms, which are both due to the presence of the boundaries and become more important as the foil thickness decreases, represent the decrease in the energy loss at the plasma frequency $\omega_p$ and the energy loss at the lowered frequency $\omega_s$, respectively. Equation (9.18) also shows that the net boundary effect is an increase in the total energy loss above the value which would exist in its absence, as noted by Ritchie [1]. A more accurate jellium self-consistent description of the energy loss of charged particles passing through thin foils has been performed recently in the RPA and ALDA [316].

9.2. STEM: valence EELS

The excitation of both surface plasmons on solid surfaces and localized Mie plasmons on small particles has attracted great interest over the years in the fields of scanning transmission electron microscopy [130–135] and near-field optical spectroscopy [136].

EELS of fast electrons in STEM shows two types of losses, depending on the nature of the excitations that are produced in the sample: atomically defined core-electron excitations at energies $\omega > 100$ eV and valence-electron (mainly collective) excitations at energies up to $\sim 50$ eV. Core-electron excitations occur when the probe moves across the target, and provide chemical information about atomic-size regions of the target [317]. Conversely, valence-electron excitations provide information about the surface structure with a resolution of the order of several nanometres. One advantage of valence EELS is that it provides a strong signal, even for non-penetrating trajectories (the so-called aloof beam energy loss spectroscopy [318,319]), and generates less specimen damage [131].

The central quantity in the interpretation of valence EELS experiments is the total probability $P(\omega)$ for the STEM beam to exchange energy $\omega$ with the sample. In terms of the screened interaction $W(r, r'; \omega)$ and for a probe electron in the state $\phi_0(r)$ with energy $\epsilon_0$, first-order perturbation theory yields:

$$P(\omega) = -2 \sum_f \int dr \int dr' \phi_0^*(r) \phi_f^*(r') \phi_f(r) \phi_0(r) \text{Im} W(r, r'; \omega) \delta[\omega - \epsilon_0 - \epsilon_f], \quad (9.19)$$

where the sum is extended over a complete set of final states $\phi_f(r)$ of energy $\epsilon_f$. For probe electrons moving on a definite trajectory (and having, therefore, a charge density of the form
of equation (9.6) with no beam recoil), the total energy loss $\Delta E$ of equations (9.10) and (9.11) can be expressed in the expected form

$$\Delta E = \int_0^\infty d\omega \omega P(\omega).$$

(9.20)

Ritchie and Howie [320] showed that, in EELS experiments where all the inelastic scattering is collected, treating the fast electrons as a classical charge of the form of equation (9.6) is indeed adequate. Nonetheless, quantal effects due to the spatial extension of the beam have been addressed by several authors [133, 321, 322].

9.2.1. Planar surface. In the case of a classical beam of electrons moving with constant velocity at a fixed distance $z$ from a planar surface (see figure 32), the initial and final states can be described by taking a $\delta$ function in the transverse direction and plane waves in the direction of motion. Neglecting recoil, the probability $P(\omega)$ of equation (9.19) then takes the following form:

$$P(\omega) = -\frac{1}{\pi v} \int_0^\infty dq_q x \operatorname{Im} W(z, z; q, \omega),$$

(9.21)

with $q = \sqrt{q^2 + (\omega/v)^2}$.

In a classical model in which the screened interaction $W(z, z'; q, \omega)$ is given by the classical expression equation (7.8), the probability $P(\omega)$ is easy to calculate. In particular, if the beam of electrons is moving outside the sample, one finds:

$$W(z, z'; q, \omega) = \frac{2\pi}{q} \left[ 1 - g e^{-2qz/\epsilon_2} \right],$$

(9.22)

with the surface-response function $g$ given by equation (7.9). Introduction of equation (9.22) into equation (9.21) yields the classical probability

$$P(\omega) = \frac{2L}{\pi v} K_0(2\omega z/v) \operatorname{Im} g(\omega),$$

(9.23)

which in the case of a Drude metal in vacuum yields

$$P(\omega) = L \frac{\omega_s}{v} \delta(\omega - \omega_s),$$

(9.24)

and, therefore (see equation (9.20)), the energy loss per unit path length given by equation (9.13) with $Z_1 = -1$ and $z > 0$.

The classical equation (9.22) can be easily extended to the case in which the sample is formed by a semi-infinite medium characterized by $\epsilon_1$ and covered by a layer of dielectric function $\epsilon_3$ and thickness $a$. One finds:

$$W(z, z'; q, \omega) = \frac{2\pi}{q} \left[ 1 - e^{-2qa/\epsilon_3} \frac{\xi_{32}}{\xi_{32} + \xi_{13}} e^{2qa/\epsilon_3} \right],$$

(9.25)

where

$$\xi_{32} = \frac{\epsilon_3 - \epsilon_2}{\epsilon_3 + \epsilon_2}$$

(9.26)

and

$$\xi_{13} = \frac{\epsilon_1 - \epsilon_3}{\epsilon_1 + \epsilon_3}.$$

(9.27)

Equations (9.25)–(9.27) show that while for a clean surface ($a = 0$) the energy-loss function $P(\omega)$ is dominated by the excitation of surface plasmons at $\omega = \omega_s$ (see equation (9.24)), EELS should be sensitive to the presence of sub-surface structures. This effect was observed by Batson [130] in the energy-loss spectra corresponding to an Al surface coated with an Al$_2$O$_3$ layer of increasing thickness.
9.2.2. Spheres.

Definite trajectories. In the case of a classical beam of electrons moving with constant velocity at a fixed distance \( b \) from the centre of a single sphere of radius \( a \) and dielectric function \( \varepsilon_1(\omega) \) that is immersed in a host medium of dielectric function \( \varepsilon_2(\omega) \), the initial and final states can be described (as in the case of the planar surface) by taking a \( \delta \) function in the transverse direction and plane waves in the direction of motion. If recoil is neglected and the classical screened interaction of equations (7.11)–(7.13) is used, then equation (9.19) yields the following expression for the energy-loss probability \( P(\omega) \):

\[
P(\omega) = \frac{4a}{\pi v^2} \sum_{l=1}^{\infty} \sum_{m=0}^{l} \frac{\mu_m}{(l-m)(l+m)} \left[ \frac{\omega a}{v} \right]^{2l} K_m^2(\omega b/v) \text{Im} g_l(\omega) ,
\]

(9.28)

for outside trajectories \( (a \leq b) \), and

\[
P(\omega) = \frac{4a}{\pi v^2} \sum_{l=1}^{\infty} \sum_{m=0}^{l} \frac{\mu_m}{(l-m)(l+m)} \left[ (A_{lm}^0 + A_{im}^i) \right]^2 \text{Im} g_l(\omega) + A_{lm}^0 \left[ A_{lm}^0 + A_{lm}^i \right] \text{Im} \left[ \varepsilon^{-1}(\omega) \right] ,
\]

(9.29)

for inside trajectories \( (a \geq b) \), with

\[
A_{lm}^0(\omega) = \frac{1}{a} \int_{c}^{\infty} dx \left[ \sqrt{b^2 + x^2} \right]^{l+1} P_l^m \left[ \frac{x}{\sqrt{b^2 + x^2}} \right] c_{lm}(\omega x/v)
\]

(9.30)

and

\[
A_{lm}^i(\omega) = \frac{1}{a} \int_{0}^{c} dx \left[ \sqrt{b^2 + x^2} \right]^{l+1} P_l^m \left[ \frac{x}{\sqrt{b^2 + x^2}} \right] c_{lm}(\omega x/v)
\]

(9.31)

Here, \( c = \sqrt{a^2 - b^2} \), \( P_l^m(x) \) denote Legendre functions, \( c_{lm}(x) = \cos(x) \), if \( (l + m) \) is even, \( \sin(x) \), if \( (l + m) \) is odd, and \( g_l(\omega) \) denotes the classical function of equation (7.13), which has poles at the classical surface-plasmon condition of equation (3.33).

Equations (9.28) and (9.29) show that an infinite number of multipolar modes can be excited, in general, which contribute to the energy loss of moving electrons. It is known, however, that for small spheres with \( a \ll v/\omega_s \) the dipolar mode \( (l = 1) \) dominates, which in the case of a Drude sphere in vacuum occurs at \( \omega_1 = \omega_p/\sqrt{3} \). For spheres with \( a \sim v/\omega_s \), many multipoles contribute with similar weight. For very large spheres \( (a \gg v/\omega_s) \) and \( a < b \), the main contribution arises from high multipolar modes occurring approximately at the planar surface plasmon energy \( \omega_s \), since in the limit of large \( l \) \( g_l(\omega) \) of equation (7.13) reduces to the energy-loss function of equation (7.9). Indeed, this is an expected result, due to the fact that for very large spheres the probe electron effectively interacts with an almost planar surface.

Broad beam. We now consider a broad beam geometry, and we therefore describe the probe electron states by plane waves of the form:

\[
\phi_0(r) = \frac{1}{\sqrt{\Omega}} e^{i k_0 x}
\]

(9.32)

and

\[
\phi_1(r) = \frac{1}{\sqrt{\Omega}} e^{i k_1 r}
\]

(9.33)
where $\Omega$ represents the normalization volume. Then, introducing equations (9.32), (9.33) and (7.11)–(7.13) into equation (9.19), and neglecting recoil, one finds

$$P(\omega) = \frac{1}{\pi^2} \int \frac{dQ}{Q^2} \text{Im} \left[ -\epsilon^{-1}_{\text{eff}}(Q, \omega) \right] \delta(\omega - Q \cdot v).$$

This is precisely the energy-loss probability corresponding to a probe electron moving in a 3D homogeneous electron gas but with the inverse dielectric function $\epsilon^{-1}(Q, \omega)$ replaced by the effective inverse dielectric function $\epsilon^{-1}_{\text{eff}}(Q, \omega)$ of equation (7.16).

9.2.3. Cylinders.

*Definite trajectory.* In the case of a classical beam of electrons moving with constant velocity at a fixed distance $b$ from the axis of a single cylinder of radius $a$ and dielectric function $\epsilon_1(\omega)$ that is immersed in a host medium of dielectric function $\epsilon_2(\omega)$, the initial and final states can be described (as in the case of the planar surface) by taking a $\delta$ function in the transverse direction and plane waves in the direction of motion. If recoil is neglected and the classical screened interaction of equations (7.19)–(7.22) is used, then equation (9.19) yields the following expression for the energy-loss probability [135]:

$$P(\omega) = -\frac{2}{\pi v} \text{Im} \left\{ (\epsilon_1^{-1} - \epsilon_2^{-1}) \sum_{m=0}^{\infty} \mu_m \left[ I_m \left( \frac{ob}{v} \right) K_m \left( \frac{ob}{v} \right) + \frac{\epsilon_2 K_m (\omega a) K_m'(\omega b) I_m^2 (\frac{\omega b}{v})}{\epsilon_1 I_m (\frac{\omega a}{v}) K_m (\frac{\omega a}{v}) - \epsilon_2 I_m (\frac{\omega b}{v}) K_m'(\frac{\omega b}{v})} \right] \right\},$$

(9.35)

for inside trajectories ($a \leq b$), and

$$P(\omega) = -\frac{2}{\pi v} \text{Im} \left\{ (\epsilon_1^{-1} - \epsilon_2^{-1}) \sum_{m=0}^{\infty} \mu_m \frac{\epsilon_1 I_m (\frac{\omega a}{v}) I_m' (\frac{\omega a}{v}) K_m^2 (\frac{\omega a}{v})}{\epsilon_1 I_m (\frac{\omega a}{v}) K_m (\frac{\omega a}{v}) - \epsilon_2 I_m (\frac{\omega b}{v}) K_m'(\frac{\omega b}{v})} \right\},$$

(9.36)

for outside trajectories ($a \geq b$). In particular, for axial trajectories ($b = 0$), the energy-loss probability $P(\omega)$ is due exclusively to the $m = 0$ mode.

*Broad beam.* For a broad beam geometry the probe electron states can be described by plane waves of the form of equations (9.32) and (9.33), which after introduction into equation (9.19), neglecting recoil, and using the classical screened interaction of equations (7.19)–(7.22) yield an energy-loss probability of the form of equation (9.34) but now with the inverse dielectric function $\epsilon^{-1}(Q, \omega)$ replaced by the effective inverse dielectric function $\epsilon^{-1}_{\text{eff}}(Q, \omega)$ of equation (7.25).

9.3. Plasmonics

Renewed interest in surface plasmons has come from recent advances in the investigation of the electromagnetic properties of nanostructured materials [43, 44], one of the most attractive aspects of these collective excitations now being their use to concentrate light in subwavelength structures and to enhance transmission through periodic arrays of subwavelength holes in optically thick metallic films [45, 46]. Surface-plasmon polaritons are tightly bound to metal–dielectric interfaces penetrating around 10 nm into the metal (the so-called skin-depth) and typically more than 100 nm into the dielectric (depending on the wavelength), as shown in figure 4. Indeed, surface plasmons of an optical wavelength concentrate light in a region that is considerably smaller than their wavelength, a feature that suggests the possibility of
using surface-plasmon polaritons for the fabrication of nanoscale photonic circuits operating at optical frequencies [47,48].

Here we discuss only a few aspects of the most recent research that has been carried out in the so-called field of plasmonics. This constitutes an important area of research, since surface-plasmon based circuits are known to merge the fields of photonics and electronics at the nanoscale, thereby enabling to overcome the existing difficulties related to the large size mismatch between the micrometre-scale bulky components of photonics and the nanometre-scale electronic chips. Indeed, the surface-plasmon polariton described in section 2 can serve as a base for constructing nano-circuits that will be able to carry optical signals and electric currents. These optoelectronic circuits would consist of various components such as couples, waveguides, switches, and modulators.

In order to transmit optical signals to nanophotonic devices and to efficiently increase the optical far-field to near-field conversion, a nanodot coupler (fabricated from a linear array of closely spaced metallic nanoparticles) has been combined recently with a surface-plasmon polariton condenser (working as a phase array) fabricated from hemispherical metallic nanoparticles [49]. By focusing surface-plasmon polaritons with a spot size as small as 400 nm at \( \lambda = 785 \) nm, their transmission length through the nanodot coupler was confirmed to be three times longer than that of a metallic-core waveguide, owing to the efficient near-field coupling between the localized surface plasmon of neighboring nanoparticles.

Achieving control of the light–solid interactions involved in nanophotonic devices requires structures that guide electromagnetic energy with a lateral mode confinement below the diffraction limit of light. It was suggested that this so-called subwavelength-sized wave guiding can occur along chains of closely spaced metal nanoparticles that convert the optical mode into surface (Mie) plasmons [50]. The existence of guided long-range surface-plasmon waves was observed experimentally by using thin metal films [51–53], nanowires [54,55], closely spaced silver rods [56] and metal nanoparticles [57].

The propagation of guided surface plasmons is subject to significant ohmic losses that limit the maximum propagation length. In order to avoid these losses, various geometries have been devised using arrays of features of nanosize dimensions [58,59]. The longest propagation length (13.6 mm) has been achieved with a structure consisting of a thin lossy metal film lying on a dielectric substrate and covered by a different dielectric superstrate [60]. The main issue in this context is to strongly confine the surface-plasmon field in the cross section perpendicular to the surface-plasmon propagation direction, while keeping relatively low propagation losses. Recently, it has been pointed out that strongly localized channel plasmon polaritons (radiation waves guided by a channel cut into a planar surface of a solid characterized by a negative dielectric function [61]) exhibit relatively low propagation losses [62]. The first realization and characterization of the propagation of channel plasmon polaritons along straight subwavelength metal grooves was reported by Bozhevolnyi et al [63]. More recently, the design, fabrication, and characterization of channel plasmon polariton based subwavelength waveguide components have been reported; these are Y-splitters, Mach-Zehnder interferometers and waveguide-ring resonators operating at telecom wavelengths [64].

In the framework of plasmonics, modulators and switches have also been investigated. Switches should serve as an active element to control surface-plasmon polariton waves [65,66]. This approach takes advantage of the strong dependence of the propagation of surface-plasmon polaritons on the dielectric properties of the metal in a thin surface layer that may be manipulated using light. This idea was realized introducing a few-micron long gallium switching section to a gold-on-silica waveguide [66]. An example of an active plasmonic device has been demonstrated by using a thin silver film covered from both sides by thin
polymer films with molecular chromophores [67]. In this case, coupled surface-plasmon polaritons provide an effective transfer of excitation energy from donor molecules to acceptor molecules on the opposite sides of a metal film up to 120 nm thick.

Another emerging area of active research in the field of plasmonics is based on the generation and manipulation of electromagnetic radiation of various wavelengths from microwave to optical frequencies. For instance, the coating of semiconductor quantum wells by nanometre metal films results in an increased spontaneous emission rate in the semiconductor that leads to the enhancement of light emission. This enhancement is due to an efficient energy transfer from electron–hole pair recombination in the quantum well to surface-plasmon polaritons at the surface of semiconductor heterostructures coated by metal. Recently, a 32-fold increase in the spontaneous emission rate at 440 nm in an InGaN/GaN quantum well has been probed by time-resolved photoluminescence spectroscopy [324]. Also probed has been the enhancement of photoluminescence up to an order of magnitude through a thin metal film from organic light emitting diodes, by removing the surface-plasmon polariton quenching with the use of a periodic nanostructure [325].

Recent theoretical and experimental work also suggest that surface-plasmon polaritons play a key role both in the transmission of electromagnetic waves through a single aperture and the enhanced transmission of light through subwavelength hole arrays [45,326–328]. This enhanced transmission has also been observed at millimetre-waves and micro-waves [329,330] and at THz-waves [331].

Finally, we note that surface-plasmon polaritons have been used in the field of nanolithography. This surface-plasmon based nanolithography can produce subwavelength structures at surfaces, such as sub100 nm lines with visible light [332–335]. On the other hand, the enhancement of evanescent waves through the excitation of surface plasmons led Pendry [336] to the concept of the so-called superlens [337].
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