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Abstract—Though learning has become a core component of modern information processing, there is now ample evidence that it can lead to biased, unsafe, and prejudiced systems. The need to impose requirements on learning is therefore paramount, especially as it reaches critical applications in social, industrial, and medical domains. However, the non-convexity of most modern statistical problems is only exacerbated by the introduction of constraints. Whereas good unconstrained solutions can often be learned using empirical risk minimization, even obtaining a model that satisfies statistical constraints can be challenging. All the more so, a good one. In this paper, we overcome this issue by learning in the empirical dual domain, where constrained statistical learning problems become unconstrained and deterministic. We analyze the generalization properties of this approach by bounding the empirical duality gap—i.e., the difference between our approximate, tractable solution and the solution of the original (non-convex) statistical problem—and provide a practical constrained learning algorithm. These results establish a constrained counterpart to classical learning theory, enabling the explicit use of constraints in learning. We illustrate this theory and algorithm in rate-constrained learning applications arising in fairness and adversarial robustness.
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I. INTRODUCTION

LEARNING is at the core of modern information systems upon which we increasingly rely to select job candidates, analyze medical data, and control “smart” applications (home, grid, city). Central to this approach is the concept of empirical risk minimization (ERM), in which a statistical (expected value) optimization problem is replaced by its empirical (sample average) counterpart, thus allowing it to be solved directly from data, without knowledge of the underlying distributions [3]–[5]. This approach is grounded on celebrated generalization results from learning [3]–[5] and stochastic optimization theory [6], [7] showing that under mild conditions, the ERM solutions are close to their statistical analog for large enough sample sizes.

As these systems become ubiquitous, however, so does the need to constrain their behavior to tackle fairness [8]–[14], robustness [15]–[17], and safety [18]–[20] problems. Left untethered, learning can lead to biased, prejudiced models prone to tampering (e.g., adversarial examples) and unsafe behaviors [21]–[23]. Such constraints can also be used to incorporate prior knowledge, such as smoothness or sparsity [24]–[26], and tackle semi-supervised problems [27], [28].

In learning, requirements are often imposed using penalties, i.e., by integrating constraint violation costs in the ERM objective (see, e.g., [16], [29]–[32]). Yet, while it is straightforward to find penalties leading to feasible, optimal solutions when the ERM problem is convex, most modern parametrizations (e.g., neural networks, NNs) lead to non-convex optimization problems. Designing good penalties then becomes a time-consuming trial-and-error process based on domain-expert knowledge that need not yield feasible solutions, all the more so good ones [33]. While algorithms inspired by primal-dual methods have been applied in practice [15], [17], [34], they are not supported by generalization guarantees. What is more, classical learning theory guarantees generalization with respect to the overall objective (cost + penalty) and not with respect to the requirements it describes [3]–[5]. This issue is sometimes addressed by constructing models that explicitly embed the desired properties (e.g., [35]–[37]), although the scale and opacity of modern machine learning systems typically render this approach impractical.

Since learning is often synonymous with ERM, a natural solution is to explicitly add constraints to these optimization problems. Given that requirements are often expressed as constraints in the first place, this approach guarantees that any solution satisfies the requirements without the need to tune penalty parameters. While constraints have been deployed in statistics since at least Neyman-Pearson [38], two roadblocks hinder their use in modern learning problems. First, typical parametrizations lead to non-convex constrained optimization problems that are often computationally harder than their unconstrained counterparts. While gradient descent can sometimes be used to approximately minimize a loss function even if it is non-convex [39]–[41], it does not guarantee feasibility.

Second, even if we could solve this constrained ERM problem, generalization guarantees exist only in specific contexts, e.g., for coherence constraints or rate-constrained...
learning [8]–[10], [14], [42]–[44]. And even then, results often hold for specific models, algorithms, and/or randomized solutions, e.g., [8]–[10], [12], [14], [45]. Indeed, classical learning theory is concerned with unconstrained learning problems [3]–[5] and results for general constrained stochastic programs are often asymptotic, involving a myriad of distributional assumptions [43], [44], [46]–[50]. More recent guarantees rely on particular algorithms and hold only for randomized solutions.

This paper builds off the constrained statistical learning theory from [2] to provide generalization guarantees for a large class of constrained learning problems, even those involving non-convex losses. Its main contribution is a generalization bound on the empirical duality gap of constrained learning, i.e., the difference between the optimal value of the constrained, statistical problem and that of an unconstrained, deterministic problem. This result implies a practical dual ascent algorithm that we show yields near-optimal and near-feasible solutions.

We approach these results in three steps. First, we show that, under mild conditions, functional constrained learning has zero duality gap (Section III-A). In contrast to [1], [2] that considered only convex losses, we make use of recent results from non-convex functional optimization to account for the non-convex case [51]. We then proceed to bound the parameterization gap, i.e., the loss of optimality due to approximating the functional learning problem using a finite dimensional parameterization (Section III-B). Finally, we analyze the empirical gap, i.e., the error due to the use of samples instead of the unknown data distributions (Section III-C). The final bound (Theorem 1) depends not only on the number of samples, but also on the difficulty of the learning task both in terms of the parameterization used and how hard the constraints are to satisfy. We then show that the dual ascent method suggested by these results enables us to explicitly constrain models during training. We conclude by showcasing practical applications of constrained learning.

II. A (CONSTRAINED) LEARNING PRIMER

Let $\mathcal{D}_i$, $i = 0, \ldots, m$, denote probability distributions over data pairs $(x, y)$, with $x \in \mathcal{X} \subseteq \mathbb{R}^d$ and $y \in \mathcal{Y} \subseteq \mathbb{R}$, and $f_\theta : \mathcal{X} \to \mathbb{R}^k$ be a function associated with the parameter vector $\theta \in \Theta \subseteq \mathbb{R}^p$. We denote the hypothesis class induced by these functions $\mathcal{H} = \{f_\theta \mid \theta \in \Theta\}$. For convenience, we can interpret $x$ as a feature vector or a system input, $y$ as a label or a measurement, $f_\theta$ as a parametrized classifier or estimator, $\mathcal{D}_0$ as a nominal joint distribution, and the other $\mathcal{D}_i$ as conditional distributions over which requirements are imposed. For instance, the $\mathcal{D}_i$ can be used to represent adversarial input perturbations for robust learning (as in Section V-A) or subgroups of the population in fair learning applications (as in Section V-B). For classification problems, $\mathcal{Y}$ is finite, typically a subset of $\mathbb{N}$.

The constrained learning problem is defined as

$$
P^* = \min_{\theta \in \Theta} \mathbb{E}_{(x, y) \sim \mathcal{D}_0} \left[ \ell_0(f_\theta(x), y) \right]$$

subject to $\mathbb{E}_{(x, y) \sim \mathcal{D}_i} \left[ \ell_i(f_\theta(x), y) \right] \leq c_i,$ \hspace{1cm} (P-CSL)

where $\ell_i : \mathbb{R}^k \times \mathcal{Y} \to [0, B], i = 0, \ldots, m$, together with the $c_i$, encode the performance metric and the desired statistical properties of the solution. The value $P^*$ of (P-CSL) belongs to the extended real line, i.e., $\mathbb{R} \cup \{\infty\}$. In particular, $P^* = \infty$ whenever the constrained learning problem is infeasible, i.e., for all $\theta \in \Theta$ there exists $i$ such that $\mathbb{E}_{\mathcal{D}_i} \left[ \ell_i(f_\theta(x), y) \right] > c_i$. We omit the random variables over which expectations are taken whenever they are clear from the context. Since $\infty$ is used only as a symbol to denote infeasibility, we let $\infty - \infty = 0$.

Observe that (P-CSL) explicitly considers statistical constraints rather than parameter constraints, such as quadratic regularization ($\|\theta\|_2 \leq c$) or sparsity ($\|\theta\|_1 \leq c$). The latter, embedded in $\Theta$, are deterministic and can be directly imposed using projections. In contrast, the constraints in (P-CSL) cannot even be evaluated as they depend on unknown distributions $\mathcal{D}_i$. The goal of constrained learning theory is to establish when and how (P-CSL) can be solved using only samples from the $\mathcal{D}_i$ as classical learning theory does for unconstrained learning.

A. PAC Learning

The unconstrained version of (P-CSL), namely,

$$
Q^* = \min_{\theta \in \Theta} \mathbb{E}_{(x, y) \sim \mathcal{D}_0} \left[ \ell_0(f_\theta(x), y) \right], \hspace{1cm} (\text{PI})
$$

is at the core of celebrated Bayesian estimators, such as Kalman filters, and virtually every modern learning algorithm [4], [52], [53]. Classical learning theory studies the conditions under which (PI) can be solved based only on samples from $\mathcal{D}_0$, i.e., without the knowledge of the distribution itself. When the hypothesis class $\mathcal{H}$ induced by the parameterization allows $Q^*$ to be approximated arbitrarily well and with arbitrarily high probability, it is said to be probably approximately correct (PAC) learnable [3], [4], [54], [55].

Definition 1 (PAC Learnability): A hypothesis class $\mathcal{H}$ is (agnostic)\(^1\) probably approximately correct (PAC) learnable with respect to the loss $\ell_0$ if there exists an algorithm $\mathcal{F}$ for every $\epsilon, \delta \in (0, 1)$ and every distribution $\mathcal{D}_0$, can obtain $f_\theta \in \mathcal{H}$ based on $N_{\mathcal{H}}(\epsilon, \delta)$ samples from $\mathcal{D}_0$ such that

$$
\mathbb{E}_{(x, y) \sim \mathcal{D}_0} \left[ \ell_0(f_\theta(x), y) \right] \leq Q^* + \epsilon \text{ with probability } 1 - \delta. \hspace{1cm} (1)
$$

While the original definition in [54] also requires the sample complexity $N_{\mathcal{H}}$ to be polynomial in $1/\epsilon$ and $1/\delta$, this distinction will not be important to us.

PAC learnability limits the complexity of a hypothesis class: the richer $\mathcal{H}$ is, the more samples are required to pinpoint a hypothesis that has small error on the entire distribution. Different complexity measures exist that allow us to determine whether a hypothesis class is learnable or not. Though our derivations do not rely on a specific one, we introduce two well-known measures below to illustrate our results.

\(^1\)Throughout this work, we consider only the agnostic setting (as opposed to the realizable one [4, Def. 3.1]). For conciseness, we therefore omit the qualifier “agnostic” from now on.
Consider the sample set $S = \{(x_n, y_i) \in X \times Y\}$, $|S| = N$, and the set $F$ of functions $f : X \times Y \to \mathbb{R}$. Denote by $\mathcal{F} \circ S$ the set of vectors in $\mathbb{R}^{|S|}$ achievable by applying the functions in $\mathcal{F}$ to the samples in $S$, namely, 

$$\mathcal{F} \circ S = \{[f(x_1, y_1), \ldots, f(x_N, y_N)] \mid f \in \mathcal{F}\}. \quad (2)$$

Both the VC dimension (Definition 2) and the Rademacher complexity (Definition 3) characterize the learning complexity of $\mathcal{H}$ in terms of the size of the set $(\ell \circ \mathcal{H}) \circ S$, where $\ell \circ \mathcal{H}$ is used to denote the set of functions $\{\ell(h(\cdot, \cdot)) \mid h \in \mathcal{H}\}$. The former does so in a combinatorial, worst-case sense, whereas the latter does so on average.

**Definition 2 (VC Dimension [3, Section 3.6]):** The VC dimension of a hypothesis class $\mathcal{H}$ with respect to the loss $\ell$ is defined as

$$d_{\mathcal{V}} = \max \{m \mid \Pi(m) = 2^n\} \quad (3)$$

for the growth function $\Pi(m) = \max_{|S| = m} |(T \circ \ell \circ \mathcal{H}) \circ S|$, where $T = \{\{i(-b) > 0 \mid b \in (0, B)\}$ is a set of threshold functions and $[\ell]$ denotes the indicator function that is one over the event $E$ and zero otherwise. To be more specific, the set $(T \circ \ell \circ \mathcal{H}) \circ S$ contains all vectors of the form $[\ell(f_\theta(x_n), y_n) - b]$, i.e., all possible binary sequences obtained by thresholding the losses. Note that $T$ has no effect for the 0-1 loss, in which case Definition 2 reduces to the typical one found in, e.g., [4, Def. 6.5] or [5, Def. 3.10].

**Definition 3 (Rademacher Complexity [56] [5, Def. 3.1–3.2]):** The Rademacher complexity of a hypothesis class $\mathcal{H}$ with respect to the loss $\ell$ and the distribution $D$ is defined as

$$R_N = \mathbb{E}_{S \sim D^N} \left[\hat{R}(\ell \circ \mathcal{H} \circ S)\right] \quad (4)$$

for the empirical Rademacher complexity $\hat{R}$ defined for any set of vectors $A \subset \mathbb{R}^N$ as

$$\hat{R}(A) = \mathbb{E}_\sigma \left[\sup_{a \in A} \frac{1}{N} \sum_{n=1}^{N} \sigma_n a_n\right], \quad (5)$$

where $\sigma \in \mathbb{R}^N$ is a random vector whose elements $\sigma_n$ are drawn i.i.d. according to $\mathbb{P}(\sigma_n = +1) = \mathbb{P}(\sigma_n = -1) = 1/2$.

A fundamental result in learning theory states that for binary classification problems, $\mathcal{H}$ is PAC learnable with respect to the 0/1-loss $\mathbb{I}(f_\theta(x) \neq y)$ if and only if it has finite VC dimension. In this case, ERM is a PAC learner, i.e.,

$$\hat{Q}^* = \min_{\theta \in \Theta} \frac{1}{N} \sum_{n=1}^{N} \ell_0(f_\theta(x_n), y_n) \quad \text{(P-ERM)}$$

for independent samples $(x_n, y_n) \sim D_0$ yields a PAC solution of (PI) (see, e.g., [4, Thm. 6.7]). Though this equivalence does not hold in general, Definitions 2 and 3 can still be used to bound the sample complexity $N_{\mathcal{H}}$ of other learning tasks (e.g., see Proposition 3.1). Note that the Rademacher complexity depends on the distribution of the data while PAC learnability does not. Still, it is often the case that distribution-independent upper bounds can be found for $R_N$ [4], [5].

In constrained learning, however, it is not enough to approximate the value $P^*$ of (P-CSL), since a solution must also satisfy its constraints. In fact, feasibility often takes priority over performance in constrained problems: regardless of how accurate a *fair* classifier is, it serves no practical purpose unless it meets the fairness requirements (see Section V for an example). Hence, PAC learning is not sufficiently strict to address the problem of learning under requirements. In the sequel, we summarize the constrained learning framework introduced in [2].

**B. Probably Approximately Correct Constrained Learning**

Since we do not have access to the distributions $D$, required to evaluate (P-CSL), we cannot expect to obtain an exact solution and must settle for one that is *good enough*. Similar to classical learning theory, we next establish what is considered “good enough” for a constrained learning problem.

**Definition 4 (Near-PACC Learnability [2, Def. 2]):** A hypothesis class $\mathcal{H}$ is nearly probably approximately correct constrained (near-PACC) learnable with respect to $(\ell_0, (c_i))$, if there exists $\epsilon_0 \geq 0$ and an algorithm that, for every $\epsilon, \delta \in (0, 1)$ and every distribution $D_i$, $i = 0, \ldots, m$, can obtain $f_\theta \in \mathcal{H}$ using $N_{\mathcal{H}}(\epsilon, \delta, m)$ samples from each $D_i$ that is, with probability $1 - \delta$,

1) probably approximately optimal, i.e.,

$$\mathbb{E}_{(x,y) \sim D_0} \left[|\ell_0(f_\theta(x), y)| - P^*\right] \leq \epsilon_0 + \epsilon, \quad (6)$$

2) probably approximately feasible, i.e.,

$$\mathbb{E}_{(x,y) \sim D_i} \left[|\ell_i(f_\theta(x), y)|\right] \leq c_i + \epsilon, \quad \text{for all } i \geq 1. \quad (7)$$

Definition 4 is an extension of the PAC framework from classical learning theory to the problem of learning under requirements. Indeed, for $\epsilon_0 = 0$, (6) is the classical definition of PAC learnability (see Definition 1). In fact, PACC learnability implies PAC learnability (Remark 1). This is, however, not enough to enable constrained learning since a PAC $f_\theta$ may not be feasible for (P-CSL). Hence, a PACC learner must also satisfy the approximate feasibility condition (7). The additional “C” in PACC serves to remind ourselves of this fact.

Another important distinction with PAC learning is the presence of a fixed tolerance $\epsilon_0$. Notice that this tolerance is independent of the distributions and affects only the value of the problem, i.e., it does not interfere with either the sample complexity $N_{\mathcal{H}}$ or the constraint satisfaction (7). Instead, it characterizes an intrinsic limitation of the learning task related to the approximation error found in classical (unconstrained) learning [4]. However, it is now coupled to the learning problem by the constraints and can no longer be treated as a separate source of error. Hence, near-PACC learnability is in fact a hierarchy: when $\epsilon_0 \geq B$, (6) holds trivially and near-PACC reduces to a feasibility learning problem. We are therefore interested in the smallest $\epsilon_0$ for which Definition 4 holds and when it occurs for $\epsilon_0 = 0$, we simply say that $\mathcal{H}$ is *PACC learnable*. Finally, observe that the sample complexity $N_{\mathcal{H}}$ may now depend on the number of constraints $m$. In fact, it often
does (Theorem 1). This dependency precludes the formulation of pathological learning problems that could be described using an exponential number of constraints.

Remark 1: It is easy to see that if the hypothesis class \( \mathcal{H} \) is PAC learnable with respect to \( \{ \ell_0, (\ell, B) \} \), then it is PAC learnable with respect to \( \ell_0 \). Indeed, consider the constrained learning problem

\[
P^*_c = \min_{\theta \in \Theta} \mathbb{E}_{D_0} [\ell_0(f_\theta(x), y)]
\]

subject to \( \mathbb{E}_{D_0} [\ell_i(f_\theta(x), y)] \leq B \). (PII)

Since the losses are \( B \)-bounded, the feasibility set of (PII) is \( \Theta \). Hence, (PII) has the same value as the unconstrained learning problem (PI), i.e., \( P^*_c = Q^* \). Given the hypothesis class \( \mathcal{H} \) is PAC learnable (\( \epsilon_0 = 0 \)) with respect to \( \{ \ell_0, (\ell, B) \} \), there exists an algorithm that can obtain \( f_\theta \in \mathcal{H} \) such that \( \mathbb{E}_{D_0} [\ell_0(f_\theta(x), y)] - Q^* \leq \epsilon \) from \( N(\epsilon, \delta, m) \) samples for any \( \epsilon, \delta \in (0, 1) \). Hence, \( \mathcal{H} \) is also PAC learnable (Definition 1).

C. Empirical Constrained Risk Minimization

Despite its similarities to PAC learning (e.g., see Remark 1), PAC learning has strikingly different behaviors. In particular, while PAC learnability is often equivalent to ERM learnability [4, Thm. 6.7], this is not the case for constrained learning. Said otherwise, while (P-ERM) is typically a PAC learner, its constrained counterpart is generally not.

Indeed, consider the empirical constrained risk minimization (ECRM) problem

\[
\hat{P}^*_c = \min_{\theta \in \Theta} \frac{1}{N_0} \sum_{m=1}^{N_0} \ell_0(f_\theta(x_{nm}), y_{nm})
\]

subject to \( \frac{1}{N} \sum_{n=1}^{N} \ell_i(f_\theta(x_{ni}), y_{ni}) \leq c_i \). (P-ECRM)

which approximates the expectations in (P-CSL) using \( N_0 \) samples \( (x_{ni}, y_{ni}) \sim D_i \). The following example shows that (P-ECRM) can be almost surely wrong, even for a PAC learnable hypothesis class.

Example 1: Consider the learning problem

\[
P^*_c = \min_{\theta \in \Theta} J(\theta) := \mathbb{E}_{D_0} [\|y\theta^\top x\|]
\]

subject to \( \mathbb{E}_{D_1}[\|y\theta^\top x\|] \leq -1, \mathbb{E}_{D_2}[\|y\theta^\top x\|] \leq 1 \), (PIII)

where \( D_0 \) is the distribution of

\[
(x, y) = \begin{cases} (\lceil \tau, -\tau \rceil, -1), & \text{with prob. } 1/2 \\
(0, \alpha, 1), & \text{with prob. } 1/2, \end{cases}
\]

\( D_1 \) is such that \( (x, y) = ([-1], 1) \), and \( D_2 \) is such that \( (x, y) = ([\tau], 1) \), where \( \alpha \) is drawn uniformly at random from \([0, 1/4]\) and \( \tau \) is drawn uniformly at random from \([-1/2, 1/2]\). Notice that the \( D_i \) are therefore correlated through the random variable \( \tau \). The hypothesis class is induced by the finite set \( \Theta = \{ [1, 1]; [1, 0] \} \). Notice that under these distributions, the constraints in (PIII) reduce to \(-\theta_1 \leq -1 \) and \( \theta_2 \leq 1 \). Hence, the statistical (PIII) is effectively unconstrained and its optimal value is \( P^*_c = 1/16 \) since

\[
J(\theta) = \begin{cases} 1/16, & \theta = [1, 1] \\
1/8, & \theta = [1, 0]. \end{cases}
\]

For its empirical version, however, the constraints can be written as

\[
\theta_1 \geq 1 + \bar{\tau} \theta_2 \quad \text{and} \quad \theta_2 \leq 1 + \bar{\tau} \theta_1,
\]

where \( \bar{\tau} = \frac{1}{N} \sum_{n=1}^{N} \tau_n \) is the empirical average of i.i.d. samples \( \tau_n \) drawn uniformly at random from \([-1/2, 1/2]\). Whenever \( \bar{\tau} > 0 \), the first constraint implies \( \theta_2 \geq 0 \). Hence, from (8), the statistical objective evaluates to \( J(\hat{\theta}^*) = 1/8 \).

Similarly, if \( \bar{\tau} < 0 \), then the second constraint implies \( \theta_2 = 0 \), which again yields a population value of \( J(\hat{\theta}^*) = 1/8 \). Given that \( \bar{\tau} \) is a continuous distribution, we immediately obtain that

\[
\Pr\left[ J(\hat{\theta}^*) - P^*_c \right] \leq 1/32 = \Pr[\bar{\tau} = 0] = 0.
\]

On the other hand, the unconstrained learning problem \( Q^*_c = \min_{\theta \in \Theta} \mathbb{E}_{D_0} [\|y\theta^\top x\|] \) can be solved using ERM and \( \Pr[ J(\tilde{\theta}^*) \leq Q^*_c + \epsilon ] \to 0 \) as \( N \to \infty \) for all \( \epsilon > 0 \) by the law of large numbers.

Example 1 shows that (P-ECRM) may not be a PACC learner even when the hypothesis class is PAC/ERM learnable. This occurs because the requirements in (PIII) are so sensitive that they modify the feasibility set for almost every realization of its empirical version. For (PIII), ECRM turns out to be a near-PACC, although with \( \epsilon_0 = 3/8 \gg P^*_c \). This again reinforces the importance of \( \epsilon_0 \) to be small for a near-PACC learner to be useful. Additionally, if the requirements are stringent, the empirical (P-ECRM) may be infeasible even though the original (P-CSL) has a feasible solution, in which case the difference between their values is unbounded.

Example 1 suggests that we may overcome these issues by relaxing (P-ECRM), i.e., by replace its constraints with

\[
\frac{1}{N_0} \sum_{m=1}^{N_0} \ell_0(f_\theta(x_{nm}), y_{nm}) \leq c_1 + \xi,
\]

where \( \xi > 0 \) is an estimate of the empirical approximation error that guarantees the feasibility set of (P-CSL) is included in that of (P-ECRM) with high probability. Yet, while (9) addresses the issue of feasibility in Definition 4, it is not clear how this relaxation affects the value the ECRM solution. Indeed, the feasibility set of the relaxed (P-ECRM) is likely larger than that of (P-CSL), allowing hypotheses with potentially lower objective value that are excluded by the original problem. This can lead to estimates of \( P^* \) that violate the two-sided bound in (6). For convex problems, perturbation results can be used to connect the value of \( \xi \) to the magnitude of the deviation from \( P^* \) [33], [57]. For most modern machine learning models, however, (P-CSL) is non-convex even if the losses themselves are convex. These issues are only exacerbated by the fact that it is rarely possible to obtain tight estimates for \( \xi \).
The non-convexity of (P-ECRM) also raises computational concerns. While unconstrained learning faces a similar issue, it is exacerbated here by the presence of constraints. Indeed, though it may be possible to find good approximate minimizers of \( \ell_0 \) using, e.g., gradient descent [39]–[41], [58], even obtaining a feasible \( \theta \) for (P-ECRM) may be challenging. Penalty-based formulations that incorporate a fixed linear combination of the constraints the objective of an unconstrained problem are often used to sidestep these issues [16], [29]–[32]. However, classical learning theory only guarantees generalization for the overall value of the objective and not for requirements it describes. In fact, there may not even be a set of weights (regularization parameters) that yields a solution of (P-ECRM), leading to infeasible results or unacceptably poor performance [33].

In the sequel, we put forward an alternative learning rule based on empirical duality and show that it is a (near-)PACC learner, despite the non-convexity of (P-CSL). Doing so, we derive mild conditions under which PACC learning is not constrained, statistical problem (P-CSL) by an unconstrained, empirical one.

Explicitly, define the empirical Lagrangian of (P-CSL) as

\[
\hat{L}(\theta, \mu) = \frac{1}{N_0} \sum_{n_0=1}^{N_0} \ell_0(f_0(x_{n_0}), y_{n_0}) + \sum_{i=1}^{m} \mu_i \left[ \frac{1}{N_i} \sum_{n_i=1}^{N_i} \ell_i(f_0(x_{n_i}), y_{n_i}) - c_i \right],
\]

(10)
based on \( N_i \) samples \( (x_{n_i}, y_{n_i}) \) \( \sim \mathcal{D}_i \), where \( \mu \in \mathbb{R}^m_+ \) collects the dual variables \( \mu_i \) relative to each constraint and \( \mathbb{R}_+ \) denotes the set of non-negative real numbers. Defining the empirical dual function associated with (10) as

\[
\hat{d}(\mu) = \min_{\theta \in \Theta} \hat{L}(\theta, \mu),
\]

(11)
the empirical dual problem of (P-CSL) is written as

\[
\hat{D}^* = \max_{\mu \in \mathcal{M}} \hat{d}(\mu),
\]

(\hat{D}-CSL)
where \( \mathcal{M} = \{ \mu \in \mathbb{R}^m_+ \mid \hat{d}(\mu) > -\infty \} \) is the domain of \( \hat{d} \). As with (P-CSL), \( \hat{D}^* \) takes values on the extended real line \( \mathbb{R} \cup \{\infty\} \) and \( \hat{D}^* = \infty \) whenever (P-ECRM) is infeasible, i.e., for all \( \theta \in \Theta \) there exists \( i \) such that \( \frac{1}{N_i} \sum_{n_i=1}^{N_i} \ell_i(f_0(x_{n_i}), y_{n_i}) > c_i \).

There are two ways of viewing (\hat{D}-CSL). The first is to consider it as the dual problem of (P-ECRM) (see Figure 1). In other words, to consider the dual of the empirical counterpart of (P-CSL). However, due to the non-convex nature of these problems, it is hard to relate their value beyond the fact that (11) is a relaxation of (P-ECRM), so that \( \hat{D}^* \leq \hat{P}^* \). An alternative view that will turn out to be more fruitful is to consider (\hat{D}-CSL) as the empirical counterpart of the dual problem of (P-CSL), namely,

\[
D^* = \max_{\mu \in \mathcal{M}} d(\mu),
\]

(\hat{D}-CSL)
solved over the domain \( \mathcal{M} \) of the dual function

\[
d(\mu) = \min_{\theta \in \Theta} L(\theta, \mu)
\]

(12)
for the Lagrangian

\[
L(\theta, \mu) = E_{(x,y) \sim \mathcal{D}_0} \left[ \ell_0(f_0(x), y) \right]
+ \sum_{i=1}^{m} \mu_i \left( E_{(x,y) \sim \mathcal{D}_i} \left[ \ell_i(f_0(x), y) \right] - c_i \right).
\]

(13)
Figure 1 provides an overview of the optimization problems defined in this paper and their relation.

Observe that while the empirical Lagrangian (10) has a form reminiscent of the regularized formulations often used to tackle learning under requirements, the weights (dual variables) \( \mu \) are optimization variables in (\hat{D}-CSL) rather than constants (adjusted by trial and error or cross-validation). Also note that while (\hat{D}-CSL) is exactly the dual problem of (P-ECRM), their non-convex nature implies that \( \hat{D}^* \) is a lower bound on \( \hat{P}^* \) (weak duality [33]), but not necessarily a tight one. This is therefore not enough to establish the near-optimality (6) required by PACC learnability.

Nevertheless, the main result of this section (Theorem 1) establishes that (\hat{D}-CSL) is indeed a near-PACC learner under the following assumptions:

\textbf{Assumption 1:} The losses \( \ell_i(\cdot,y), i = 0, \ldots, m \), are \( M \)-Lipschitz continuous functions for all \( y \in \mathcal{Y} \).

\textbf{Assumption 2:} For \( i = 0, \ldots, m \), there exists \( \zeta_i(N, \delta) \geq 0 \) monotonically decreasing with \( N \) such that

\[
\left| E_{\mathcal{D}_i}[\ell_i(f_0(x), y)] - \frac{1}{N} \sum_{n=1}^{N} \ell_i(f_0(x_n), y_n) \right| \leq \zeta_i(N, \delta),
\]

(14)
for all \( \theta \in \Theta \), with probability \( 1 - \delta \) over independent draws \( (x_n, y_n) \sim \mathcal{D}_i \).

\textbf{Assumption 3:} There exists \( \nu \geq 0 \) such that for each \( \phi \in \mathcal{H} = \text{conv}(\mathcal{H}) \), the closed convex hull of \( \mathcal{H} \), there exists a \( \theta \in \Theta \) for which

\[
E_{\mathcal{D}_i}[|f_\phi(x) - f_\theta(x)|] \leq \nu.
\]

(15)
The closure is taken with respect to the total variation measures (15) induced by the distributions \( \mathcal{D}_i \).

**Assumption 4:** There exist \( \theta^*, \theta' \in \Theta \) such that \( f_{\theta^*} \) and \( f_{\theta'} \) are strictly feasible for (P-CSL) and (P-ECRM) respectively, i.e., such that, for all \( i = 1, \ldots, m \),

\[
\mathbb{E}_{\mathcal{D}_i} \left[ \ell_i (f_{\theta^*}(x), y) \right] \leq c_i - M \nu - \xi, \quad \mathbb{E}_{\mathcal{D}_i} \left[ \ell_i (f_{\theta'}(x_n), y_n) \right] \leq c_i - \xi,
\]

with \( M \) as in Assumption 1, \( \nu \) as in (15), and \( \xi > 0 \).

Assumption 2 is known in learning theory as \textit{uniform convergence}. It is often used to prove PAC learnability, though they are not equivalent: (14) is sufficient, but in general not necessary, for PAC learnability [4]. While it may appear strict, it can be replaced by, e.g., a bound on the VC dimension or Rademacher complexity (Definitions 2–3).

**Proposition 3.1:** Let \( d_{VC} \) and \( R_N \) be upper bounds on the VC dimension and Rademacher complexity of \( \mathcal{H} \) with respect to \( \ell_i \) respectively. Then, (14) holds with

\[
\zeta_i(N, \delta) = B \sqrt{N} \left[ 1 + \log \left( \frac{4(2N)^{d_{vc}}}{\delta} \right) \right] \quad \text{or} \quad (16a)
\]

\[
\zeta_i(N, \delta) = 2BR_N + B \sqrt{\frac{\log(1/\delta)}{2N}}. \quad (16b)
\]

**Proof:** See [3, eq. (3.26)] for (16a) using the fact that \( \log(x) \geq 1 - 1/x \). While guarantees based on Rademacher complexity are typically stated as one-sided bounds [5, Thm. 3.3], their proof are based on symmetrization arguments and can therefore be extended to yield the two-sided bound obtained from (14) and (16b).

Whereas Assumption 2 limits the complexity of the parametrization, Assumption 3 requires that it still be sufficiently rich, in the sense that it is a fine cover of its convex hull or equivalently, of the underlying function space it parametrizes. This occurs, for instance, when \( f_{\theta} \) is a neural network (parametrizing the space of continuous functions, see, e.g., [59]) or a finite linear combinations of kernels (parametrizing a reproducing kernel Hilbert space, RKHS [25]). In both cases, the parametrizations satisfy a uniform approximation condition that is stronger than the total variation requirement in (15). Assumption 4 guarantees that the constrained problems (P-CSL) and (P-ECRM) are feasible and that their dual problems are well-posed. Observe, once again, that the losses \( \ell_i \) need not be convex.

The main result of this section is collected in Theorem 1. For clarity, it focuses on the classification setting, i.e., finite \( \mathcal{Y} \).

**Theorem 1:** Let either

(a) \( \ell_i \) be convex for \( i = 0, \ldots, m \); or

(b) \( \mathcal{Y} \) be finite, the conditional random variables \( x, y \) induced by the \( \mathcal{D}_i \) be non-atomic, and \( \text{conv}(\mathcal{H}) \), the closed convex hull of \( \mathcal{H} \), be decomposable.

Let \( \hat{\mu}^* \) be a solution of the dual problem (\( \hat{D} \)-CSL) with finite \( \hat{D}^* \). Under Assumptions 1–4, there exists \( \hat{\theta}^* \in \arg\min_{\theta \in \Theta} L(\theta, \hat{\mu}^*) \) such that, with probability \( 1 - (3m + 2)\delta \),

\[
\left| P^* - \hat{D}^* \right| \leq (1 + \Delta)(M \nu + \zeta) \quad \text{and} \quad (18a)
\]

\[
\mathbb{E}_{\mathcal{D}_i} \left[ \ell_i (f_{\hat{\theta}^*}(x), y) \right] \leq c_i + \zeta_i(N_i, \delta), \quad \text{for all} \ i, \quad (18b)
\]

where \( P^* \) is the value of (P-CSL), \( \zeta = \max_i \zeta_i(N_i, \delta) \), and \( \Delta = \max(\|\mu^*\|_1, \|\hat{\mu}^*\|_1, \|\hat{\mu}_{\nu}^*\|_1) \leq C \) for some constant \( C < \infty \), where \( \mu^* \) is a solution of (D-CSL) and \( \hat{\mu}_{\nu}^* \in \mathbb{R}^m_{\nu} \) maximizes \( \hat{d}_{\nu}(\mu) = \hat{d}(\mu) + M \nu \|\mu\|_1 \) for \( \hat{d}(\mu) \) as in (D-CSL).

We postpone the proof of Theorem 1 to the next sections (Sections III-A–III-C) to discuss its results. Theorem 1 provides joint optimality–feasibility generalization guarantees for solutions of the empirical dual problem (\( \hat{D} \)-CSL) (as long as they exist). In particular, it implies that near-PACC solutions of the constrained learning problem (P-CSL) can be obtained using (D-CSL), an unconstrained optimization program.

**Corollary 1:** Let the VC dimension or Rademacher complexity of \( \mathcal{H} \) with respect to the losses \( \ell_i \) finite for all distributions \( \mathcal{D}_i \). Then, \( \mathcal{H} \) is near-PACC learnable with respect to \( \{\ell_0, (\ell_i, c_i)\} \) for \( \epsilon_0 = O(M \nu) \).

Note that these results hold even for non-convex losses under some mild conditions on the distributions and the hypothesis
class. Theorem 1, however, does not show how to obtain solutions of (D-CSL). We address this point in Section IV.

The guarantees in Theorem 1 are dictated by three factors: (a) the sample size, (b) the difficulty of the learning problem, and (c) the richness of the parametrization.

(a) Sample size. The estimation errors $\zeta_i$ decrease as the sample size $N$ increases (Assumption 2). In fact, if the complexity of the hypothesis class is bounded in the sense of Proposition 3.1, then they decrease at the classical $1/\sqrt{N}$ rate. This has a direct impact on both the near-optimality and approximate feasibility of the problem. In fact, note that if the $D_i$ are conditional distributions of $D_0$, $N_i$ can be considerably smaller than $N_0$, jeopardizing our ability to impose requirements. This is particularly critical for classes that are minority in the sample set (see, e.g., the fairness example in Section V). The estimation errors also depend on the probability of success, which decreases with the number of constraints $m$. This effect is often negligible since generalization bounds are typically logarithmic in $\delta$ (see Proposition 3.1).

(b) Difficulty of the learning problem. By difficulty, we mean the sensitivity of the learning problem to its constraints. This is embodied by the well-known sensitivity interpretation of the dual variables [57], which can be formalized here due to the lack of duality gap of $P-CSL$ (see Proposition 3.2). Thus, $\Delta$ in (18a) effectively quantifies how stringent the constraints are for the learning problem in terms of how much performance could be gained by relaxing them. Notice that it only affects the value of the problem, illustrating the priority of requirements over cost in constrained learning.

(c) Richness of the parametrization. The remaining source of error is the approximation capability $\nu$ of the parametrization. It is worth noting that richer parametrizations (smaller $\nu$) typically involve more parameters, which in turn increases the complexity (e.g., VC dimension, Rademacher complexity) of their hypothesis class and, consequently, $\zeta_i$ (see Proposition 3.1). This leads to the classical bias–variance trade-off from unconstrained learning. In constrained learning, however, we find a three-way trade-off that also involves the requirement difficulty. Scarce data therefore motivate not only the use of lower complexity parametrizations, but also constraint relaxations, both of which would lead to solutions that generalize better.

The proof of Theorem 1 is carried out in three steps mapped in Figure 1. First, we analyze the duality gap of the functional problem ($P-CSL$) (Section III-A, Proposition III.2), showing that strong duality holds even when the $\ell_i$ are non-convex. The motivation for using this functional problem lies in the observation that if the parametrization is rich enough, i.e., if $H$ is similar to $\tilde{H}$, then we expect the solution of ($P-CSL$) to be close to that of ($P-CSL$). Our second step quantifies this statement by bounding the error due to the use of a non-convex hypothesis class (the approximation gap, Section III-B, Proposition 3.3). Finally, we study the effect of approximating expectations by sample averages (the empirical gap, Section III-C, Proposition 3.4). Since some of these results may be of independent interest, we briefly discuss each of them in the sequel.

A. The Duality Gap

When the $\ell_i$ are convex, it is well-known that the value of the dual problem ($D-CSL$) attains the value of the primal ($P-CSL$), i.e., $D^* = P^*$, under some constraint qualification (e.g., Assumption 4) [33]. The next result shows that under mild condition on the distributions $D_i$, this equality holds even if the $\ell_i$ are non-convex. We note that, besides being the first step in the construction of Theorem 1, this result has also been used in other contexts (see, e.g., [51], [61], [62]).

**Proposition 3.2.** Suppose there exists $\phi' \in \tilde{H}$ such that $E_{(x,y) \sim D_i} \left[ \ell_i(\phi'(x), y) \right] < c_i$ for $i = 1, \ldots, m$. Under conditions (a)–(b) of Theorem 1, ($P-CSL$) is strongly dual, i.e., $P^* = D^*$.

**Proof:** See Appendix A.

Hence, even if ($P-CSL$) is a non-convex program (e.g., in the rate-constrained learning example of Section V), it remains strongly dual under mild conditions. In particular, if the conditional $x|y$ induced by the distributions $D_i$ are non-atomic, i.e., do not contain Dirac deltas (see, e.g., the distributions in Example 1), and $\tilde{H}$ is decomposable (e.g., some convex subset of $L_2$ or $L_\infty$).

Condition (b) from Theorem 1 requires $\mathcal{Y}$ be finite, i.e., this result holds for classification problems. We address the regression case, i.e., continuous output $y$, in Appendix B using a stronger uniform continuity assumption on the losses. The regression case can then be approximated arbitrarily well by a sequence of ever finer classification problems yielding the required strong duality result (Proposition B.1). A similar approach is used in the construction of regression trees [53].

B. The Approximation Gap

Whereas Proposition 3.2 shows there is no duality gap between ($P-CSL$) and ($D-CSL$), we are interested in the parametrized problem ($P-CSL$) rather than these infinite dimensional ones. The next step towards the empirical dual ($D-CSL$) is therefore to determine the error incurred from using $\tilde{H}$ instead $\tilde{H}^*$, i.e., $D^* - \tilde{D}$. Notice that ($D-CSL$) is both the dual problem of ($P-CSL$) and a parametrized version of ($D-CSL$), so that the approximation gap between $D^* - \tilde{D}$ also informs the duality gap between $P^* - \tilde{P}$ (Figure 1). As long as the parametrization is rich enough, we should expect both to be small. This intuition is formalized in the following proposition.

**Proposition 3.3.** Let $\mu^*$ be a solution of ($D-CSL$). Under the conditions of Theorem 1, there exists a feasible $\bar{\theta} \in \arg\min_\theta \ell(\theta, \mu^*)$ and the value $D^*$ of ($D-CSL$) obeys

$$P^* - (1 + \|\tilde{\mu}_c\|_1)M\nu \leq D^* \leq P^*, \quad (19)$$

for $P^*$ as in ($P-CSL$) and $\tilde{\mu}_c \in R^m_+$ maximizing $\tilde{d}_c(\mu) = \tilde{d}(\mu) + M\nu \|\mu\|_1$ for $d(\mu)$ as in ($D-CSL$).

**Proof:** See Appendix C.

Despite being finite dimensional, ($D-CSL$) remains a statistical problem. Hence, though Proposition 3.3 establishes
that its solutions are (P-CSL)-feasible and near-optimal, they remain uncomputable without explicit knowledge of the distributions $\mathcal{D}_i$. Observe, however, that the objective function $d$ of (D-CSL) involves an unconstrained statistical problem. We have therefore done most of the heavy lifting and can now rely on the uniform bounds in Assumption 2 (or Proposition 3.1).

C. The Empirical Gap

The final step to transform (D-CSL) into the empirical dual problem ($\hat{\mathcal{D}}$-CSL) is to turn the statistical Lagrangian (17) into the empirical (10). The estimation error incurred in this step is detailed in the next proposition.

Proposition 3.4: Let $\hat{\mu}^*$ be a solution of ($\hat{\mathcal{D}}$-CSL) with finite $\hat{D}^*$. Under the conditions of Theorem 1, there exists $\hat{\theta}^\ast \in \text{argmin}_{\theta \in \Theta} \hat{L}(\theta, \hat{\mu}^*)$ that is probably approximately feasible and near-optimal for (P-CSL). Explicitly, it holds with probability $1 - (3m + 2)\delta$ over the samples drawn from the distributions $\mathcal{D}_i$ that

$$
|D^* - \hat{D}^*| \leq (1 + \frac{\gamma}{\zeta}) \text{ and }
$$

$$
\mathbb{E}_{\mathcal{D}_i} [\tilde{\ell}_i(f_{\hat{\theta}^*}(x), y)] \leq c_i + \zeta_i(N_i),
$$

where $\gamma = \max_i \zeta_i(N_i)$ and $\gamma = \max(\|\mu^*\|_1, \|\hat{\mu}^*\|_1)$ for $\mu^*$ and $\hat{\mu}^*$ solutions of (D-CSL) and ($\hat{\mathcal{D}}$-CSL) that achieve $D^*$ and $\hat{D}^*$, respectively.

Proof: See Appendix D.

Theorem 1 is obtained directly from Propositions 3.2–3.4 using the triangle inequality. Observe that the order in which these transformations are applied to (P-CSL) is crucial (Figure 1). If we were to begin by replacing the expectations in (P-CSL) with sample averages, we would obtain a functional version of (P-ECRM). However, generalization guarantee would then require $H$ to be PAC learnable, which is considerably stricter than for $\mathcal{H}$. In particular, while $H$ may have finite VC dimension, $\mathcal{H}$ generally does not. We could try to overcome this issue by parametrizing (P-CSL) first, but that would simply lead us back to (P-CSL) for which strong duality does not typically hold since it is a non-convex optimization problem.

One concern that may arise is that the upper bound in (20) depends on the Lagrange multipliers $\mu^*$ and $\hat{\mu}^*$, whose values are not known a priori. In particular, the value of $\hat{\mu}^*$ could depend on $N_i$ in such a way that (20) does not vanish as the number of samples grows. In that case, the empirical dual problem would not be a near-PACC learner (Definition 4). This is, however, not the case. Indeed, the existence of strictly feasible solutions (Assumption 4) implies an upper bound on the size of the Lagrange multipliers. We collect this classic result from the optimization literature in the following lemma.

Lemma 3.1: Let $\mu^*$, $\hat{\mu}^*$, and $\hat{\mu}_l^*$ be optimal solutions of (D-CSL), ($\hat{\mathcal{D}}$-CSL), and $\max_{\mu \in \mathbb{R}^n} \hat{d}(\mu) + M\mu \|\mu\|_1$ respectively. Then, $\Delta = \max(\|\mu^*\|_1, \|\hat{\mu}^*\|_1, \|\hat{\mu}_l^*\|_1) \leq B/\xi$, for $\xi$ as in Assumption 4.

Proof: We prove the bound for the empirical case since the same argument follows for $\mu^*$ and $\hat{\mu}^*$. By definition of the empirical dual function (11), it holds that

$$
\hat{D}^* = \hat{d}(\hat{\mu}^*) \leq \frac{1}{N_0} \sum_{n_0=1}^{N_0} \ell_0(f_0(x_{n_0}), y_{n_0})
$$

$$
+ \sum_{i=1}^{m} \tilde{\mu}_i \left( \frac{1}{N_i} \sum_{n_i=1}^{N_i} \ell_i(f_0(x_{n_i}), y_{n_i}) - c_i \right),
$$

for all $\theta \in \Theta$. Using the strictly feasible point $\hat{\theta}^*$ from Assumption 4 and the fact that $\hat{\mu}^* \in \mathbb{R}^m_+$, we further obtain

$$
\hat{D}^* \leq \frac{1}{N_0} \sum_{n_0=1}^{N_0} \ell_0(f_\theta(x_{n_0}), y_{n_0}) - \|\hat{\mu}^*\|_1 \zeta.
$$

To conclude, notice that

$$
\hat{D}^* \geq \hat{d}(0) = \min_{\theta \in \Theta} \frac{1}{N_0} \sum_{n_0=1}^{N_0} \ell_0(f_\theta(x_{n_0}), y_{n_0}).
$$

and use the fact that $\ell_0$ is $[0, B]$-valued.

IV. A CONSTRAINED LEARNING ALGORITHM

We have argued that ($\hat{\mathcal{D}}$-CSL) is preferable to (P-ECRM) for learning under requirements because it is unconstrained. That is not to say that ($\hat{\mathcal{D}}$-CSL) is easy to solve. But it is certainly not harder than classical ERM. In this section, we show that this is the case by describing a practical algorithm to (approximately) solve ($\hat{\mathcal{D}}$-CSL) that only requires (approximately) solving unconstrained learning problems.

Start by noticing that the outer maximization is a convex optimization program. Indeed, the empirical dual function defined in (11) is the pointwise minimum of a set of affine functions and is therefore concave [33]. Additionally, its (sub)gradients can be easily computed by evaluating the constraint slacks at the minimizer of empirical Lagrangian $\hat{L}$ [63, Ch. 3]. The main challenge in (D-CSL) is therefore solving the inner minimization in (11).

Note, however, that this minimization is a classical, unconstrained ERM problem. In fact, it is equivalent to solving an instance of a regularized learning problem. Hence, despite the (possible) non-convexity of the Lagrangian (10), local minimizers can be found using, e.g., gradient descent, when the losses and parametrizations are differentiable (i.e., most common machine learning models). In fact, there is ample empirical and theoretical evidence that stochastic gradient descent can find good local minimizers for deep learning models such as (convolutional) NNs [39]–[41], [58]. This is in contrast to (P-ECRM) for which even obtaining a feasible $\theta$ can be intricate.

Algorithm 1 takes advantage of this fact to approximate the solution of the constrained learning problem (P-CSL) by alternating between minimizing the empirical Lagrangian $\hat{L}$ from (10) with respect to $\theta$ for fixed dual variables $\mu$ and updating the dual variable using the resulting minimizer. Observe that step 3 requires that we obtain a $\rho$-approximate minimizer of the empirical Lagrangian. The following theorem shows that, if this is possible, then Algorithm 1 yields a near-optimal solution of (P-CSL).
Algorithm 1: Primal-Dual Constrained Learning

1: **Inputs:** number of iterations \( T \in \mathbb{N} \), step size \( \eta > 0 \), and \( N_i \) samples \((x_{ni}, y_{ni}) \sim \mathcal{D}_i\), for \( i = 0, \ldots, m \).
2: **Initialize:** \( \mu(0) = 0 \)
3: for \( t = 1, \ldots, T \),
4: Obtain \( \theta(t-1) \) such that
   \[ \hat{L}(\theta(t-1), \mu(t-1)) \leq \min_{\theta \in \mathbb{R}^p} \hat{L}(\theta, \mu(t-1)) + \rho \]
5: Evaluate constraint slacks
   \[ s_i^{(t-1)} = \frac{1}{N_i} \sum_{n_i=1}^{N_i} \ell_i(f_{\theta(t-1)}(x_{ni}), y_{ni}) - c_i \]
6: Update dual variables
   \[ \mu_i^{(t)} = \left[ \mu_i^{(t-1)} + \eta s_i^{(t-1)} \right] + \]
7: **end**

**Theorem 2:** Let \( \mathcal{M}^* = \arg \max_{\mu \in \mathbb{R}^T} \hat{d}(\mu) \) be the set of Lagrange multipliers of \((\hat{D} \text{-CSL})\) and define \( U_0 = \inf_{\mu \in \mathcal{M}^*} \| \mu \|^2 \). Under the conditions of Theorem 1, \( U_0 \) is finite and the primal-dual pair \((\theta^{(T-1)}, \mu^{(T-1)})\) obtained after running Algorithm 1 for

\[ T = \left[ \frac{U_0}{2\eta M \nu} \right] + 1 \text{ steps} \]

with step-size

\[ \eta \leq \frac{2\zeta^2}{mB^2} \quad (23) \]

satisfies

\[ \left| P^* - \hat{L}(\theta^{(T-1)}, \mu^{(T-1)}) \right| \leq \rho + (2 + \Delta) (M \nu + \tilde{\zeta}) \quad (24) \]

with probability \( 1 - (3m^2 + 2)\delta \) over sample sets, for \( \Delta \) and \( \tilde{\zeta} \) defined as in Theorem 1.

**Proof:** The proof is follow similarly to [2, Thm. 3]. Though [2] assumes convexity of the \( \ell_i \), the proof itself relies only on strong duality, which holds here due to Proposition 3.2. For completeness, a revised argument is provided in Appendix E.

Theorem 2 bounds the error of Algorithm 1 in estimating \( P^* \), the value of the learning problem (P-CSL). In Theorem 2, the number of iterations \( T \) and the step size \( \eta \) are chosen so as to converge to a neighborhood of size \( O(\Delta' (\zeta + M \nu)) \), since this is the statistical error incurred by the dual learner (Theorem 1). Solving the empirical dual problem beyond that point would not improve the quality of the estimate. Naturally, while Theorem 2 can be used to guide the choice of these parameters, their values are typically determined in practice by trial-and-error and cross-validation. Indeed, (2) and (23) depend on parameters of the learning task that are often hard to estimate, such as the Lipschitz constant \( M \) (Assumption 1), the empirical errors \( \zeta_i \) (Assumption 2), and the approximation quality \( \nu \) (Assumption 3).

It is worth noting that (24) is a guarantee on the deterministic primal-dual pair \((\theta^{(T-1)}, \mu^{(T-1)})\) as opposed to the randomized guarantees typically provided, e.g., in fair learning [10], [12], [14]. Still, Theorem 2 only provides guarantees on approximating the value \( P^* \), which is typically not the goal in learning. It does not state that \( \theta^{(T-1)} \) is near-optimal or even approximately feasible. This issue, known as primal recovery, is not specific to constrained learning and is a fundamental limitation of duality in general [33], [64].

While the experiments in Section V suggest this is not a major issue in particular learning problems, we next provide optimality and feasibility guarantees when randomizing over the iterates Algorithm 1.

**Theorem 3:** Let \( \epsilon_i \) denote the empirical distribution over \( \{\theta^{(t)}\} \) generated by Algorithm 1 for \( t = 0, \ldots, T-1 \), i.e., \( \epsilon_i \) is obtained by sampling from \( \{\theta^{(0)}, \ldots, \theta^{(T)}\} \) uniformly at random. Under Assumptions 2 and 4, it holds with probability at least \( 1 - 3(m + 1)\delta \) that

\[ \mathbb{E}_{\mathcal{D}_0, \theta \sim \epsilon_T} \left[ \ell_i(f_{\theta}(x), y) \right] \leq c_i + \zeta_i(N_i) + \frac{2C}{\eta T} \quad (25a) \]

for all \( i = 1, \ldots, m \). If all conditions of Theorem 1 are met and the step size is chosen as in (23), then we simultaneously have

\[ \mathbb{E}_{\mathcal{D}_0, \theta \sim \epsilon_T} \left[ \ell_0(f_{\theta}(x), y) \right] \leq P^* + \rho + (2 + \Delta) (M \nu + \tilde{\zeta}) \quad (25b) \]

**Proof:** See Appendix F.

Whereas Theorem 2 only dealt with the value of (D-CSL), Theorem 3 provides guarantees simultaneously on the value and feasibility of a randomized solution obtained by sampling the iterates \( \theta^{(t)} \) uniformly at random. It is worth contrasting this result with those obtained in the context of rate-constrained learning. In particular, [10], [12] obtain randomized solutions by directly optimizing a distribution over \( \Theta \). Doing so lifts (P-CSL) to a linear program for which strong duality holds [33]. We showed in Theorem 1 (more precisely, Proposition 3.2) that this is, in fact, not necessary in the context of constrained learning (see Section V-B for more details on the rate-constrained case).

In fact, this is not necessary in general when considering randomized solutions. This is the approach taken by [14]. However, [14] does not consider the issue of generalization, tackling (P-ECRM) directly. Here, however, we are interested in solving (P-CSL), i.e., obtain a solution that generalizes to the population in the PACC sense (Definition 4). Thus, we need only solve the dual to within the statistical error described in Theorem 1, which allows us to use a fixed step size and obtain faster rates.

A common point between these previous works and Algorithm 1 is the use of an (approximate) oracle (step 3). It is often the case that an iterative procedure, such as gradient descent, underlies this oracle and the cost of running this procedure until convergence (or even until a good solution is obtained) can be prohibitive. A common alternative is to adopt an Arrow-Hurwicz-style approach in which the primal variable \( \theta^{(t)} \) and the dual variables \( \mu^{(t)} \) are updated iteratively [65]. While the convergence guarantee of Theorems 2–3...
no longer holds in this case, good results are observed in practice by performing the primal and dual updates at different timescales, e.g., by performing step 3 once per epoch. We showcase these results next.

V. APPLICATIONS

This section illustrates how constrained learning can be used to formulate and tackle two learning problems: robust and fair learning. The first example (Section V-A) showcases how (P-CSL) can be used to address the nominal accuracy vs. adversarial robustness trade-off. While the losses used in this example are convex (cross-entropy loss), the parametrization is nonlinear (convolutional NN, CNN), rendering (P-CSL) non-convex. The second example (Section V-B) tackles a rate constrained problem from fairness. In this case, we use a logistic model so that the objective is convex, but the constraints involve a non-convex indicator function (0/1 loss). The discontinuous nature of this function poses additional issues that we address in under a margin assumption using a smooth surrogate (sigmoidal function).

A. Constrained Learning With Convex Losses: Robust Learning

Robustness is a well-known issue affecting modern machine learning models, especially CNNs. It is in fact straightforward to construct small input perturbations that drastically change the model output. Indeed, even perturbations as small as 1% of the pixel range can drop the accuracy of a trained model from above 85% to below 15% (see “Classical training” in Figure 2). To this end, numerous approaches have been proposed based on robust optimization [16] and statistical smoothing [66], [67]. Yet, a growing body of empirical evidence has shown adversarial training to be the most effective way to obtain robust classifiers, essentially by training models on perturbed data rather than directly using the sample set [15], [16], [29], [34], [68]. Namely,

\[
\min_{\phi \in \mathcal{P}} \mathbb{E}_{(x, y) \sim \mathcal{A}} \left[ \ell_0 \left( \phi(x), y \right) \right], \quad \text{(PIV)}
\]

for some adversarial distribution \( \mathcal{A} \) induced by taking \( x = x + \delta \) for some \( \| \delta \|_\infty \leq \varepsilon \). While this approach is now ubiquitous, it often results in classifiers with poor nominal performance [69], [70] (Figure 2).

In practice, penalty-based methods combining both clean and perturbed data, i.e., the objectives of (PI) and (PIV), into a single loss function are often used to overcome this issue [17], [71], [72]. However, while empirically successful, these methods cannot guarantee nominal or adversarial performance outside of the training samples. As we have mentioned before, classical learning theory [3]–[5] provides generalization bounds only for the aggregated objective and not each individual penalty term. Additionally, the choice of the penalty parameter is not straightforward and depends on the underlying learning task, making it difficult to transfer across instances and highly dependent on domain expert knowledge. To complicate things further, it may even be necessary for this parameter to evolve during training, as we illustrate next.

Similar to [2], we can use constrained learning to tackle this problem by using (P-CSL) to write

\[
\min_{\theta} \mathbb{E}_{(x, y) \sim \mathcal{D}} \left[ \ell_0 \left( f_\theta(x), y \right) \right]
\]

subject to \( \mathbb{E}_{(x, y) \sim \mathcal{A}} \left[ \ell_0 \left( f_\theta(x), y \right) \right] \leq c. \) \quad \text{(PV)}

In words, (PV) seeks a model with the best possible performance on nominal data (distribution \( \mathcal{D} \)) among those models that have good performance under corrupted data (distribution \( \mathcal{A} \)). When the distribution \( \mathcal{A} \) is fixed a priori, (PV) formulates a problem of out-of-distribution generalization. For adversarial learning, \( \mathcal{A} \) depends on the model \( f_\theta \) and can be quite intricate to determine or even sample from [73]. While constrained learning can also be used to tackle this issue, this is beyond the scope of this work (see [74]). Still, though we may not be able to sample from the worst-case \( \mathcal{A} \), we can sample from distributions induced by different attacks developed in the literature, such as FGSM [29] or PGD [15], and use the theory and algorithm developed in this work to obtain robustness guarantees against these distributions \( \mathcal{A} \), regardless of whether they are adversarial.

We begin by training a ResNet18 [75] to classify images from the CIFAR-10 dataset using ADAM with the same settings as [76] and batch size 128. We reserved 100 randomly sampled images from each class for validation. The unconstrained classifier trained over 100 epochs reached its best accuracy over the validation set after 82 epochs, which corresponds to a nominal test accuracy of 85.4% (Figure 2). However, when the input is attacked using PGD [15], the accuracy falls below 15% already for \( \varepsilon = 0.01 \). In all tests below, we apply PGD for 50 iterations with a step size of \( \varepsilon/30 \) and display the worst result over 10 restarts. Although adversarial training is able to achieve adversarial accuracy up to four times better (after 300 training epochs), it does so at the expense of nominal performance.
cost of deteriorating the nominal performance (Figure 2). Next, we use (PV) to illustrate that better trade-offs are possible.

To do so, we use Algorithm 1 to solve (PV) sampling from \( \mathfrak{A} \) using \textit{PGD} with \( \varepsilon = \{0.01, 0.02\} \), ADAM with step sizes \( \{10^{-2}, 10^{-3}\} \) (all other settings as in [76]) for step 3, and updating the dual variables (step 5) once per epoch, using ADAM with a step sizes of \( \{10^{-3}, 10^{-4}\} \) (all other settings as in [76]) and \( c = \{0.1, 0.4\} \). These constraint values \( c \) were chosen by trial-and-error to achieve specific values of adversarial accuracy. Different values would lead to different compromises between nominal and adversarial accuracy that may be more appropriate for different applications. To accelerate training, we use a much weaker attack running \textit{PGD} without restarts for only 5 steps with step size \( \epsilon/3 \). The result is a considerably more robust classifier that has better nominal performance than the classifier obtained using adversarial training, i.e., (PIV). Due to the interactive dynamics of the primal-dual, however, training these classifiers can require 2 to 5 times the number of epochs needed to perform adversarial training, depending on how hard the constraints are to satisfy (Figure 3). This gap can be reduced by tuning the parameters of the algorithm and/or using faster optimization methods. Such improvements are left for future work.

Note that, despite the similarities between Algorithm 1 (step 3) and penalty-based methods, a key distinction is the fact that the dual variable \( \mu \) is adaptive as opposed to a fixed parameter. This distinction is at the core of the generalization results in Section III and leads to learning dynamics with more flexibility to explore the optimization landscape. Figure 3 illustrates this observation by displaying the evolution of the dual variable \( \mu^{(t)} \).

Figure 3b shows that, while the value of \( \mu \) is small at the end of training (between 0 and 0.5), i.e., that the adversary has almost no influence on the training objective by the end of the learning process, its value rises above 200 in the first phase of training in order to meet the robustness constraint (Figure 3a). It has in fact been observed empirically that restricting adversarial training to the early stages of learning can lead to more robust models [77], [78]. Here, however, this behavior is not heuristic and arises naturally from solving the constrained problem using Algorithm 1.

Finally, the fact that the dual variable grows only to then approach zero suggests that the adversarial constraint is used to initially guide the model to a favorable region of the optimization landscape, where little to no input from the constraint is required. Figure 4 showcases this effect by using the constrained solution as a warm start and training using only the nominal loss, i.e., (PI) using ADAM with the same settings as [76]). The resulting model (\textit{Warm start}), while less robust than the constrained solution, is stronger than a model trained from a random initialization (\textit{Random initialization}). This shows that, in this particular example, there exist minima of the nominal loss that are more robust to adversarial attacks, though they may not be easy to access by local search from a random initialization.

B. Rate-Constrained Learning: Fair Classification

Rate constraints, or more precisely probability or chance constraints, have been used in statistics at least since Neyman-Pearson [38]. In learning, they have garnered attention due to their central role in fairness, although they have also been used to control classifier performance, such as its coverage, precision, or accuracy [8], [10], [12], [14]. Explicitly, a rate-constrained learning problems is written as

\[
P_H^\varepsilon = \min_{\theta \in \Theta} \mathbb{E}_{D_0} \left[ \ell_0(f_\theta(x), y) \right]
\]

subject to \( \mathbb{E}_{D_1} \left[ \mathbb{I} \left( g_i(f_\theta(x), y) \geq 0 \right) \right] \leq c_i \). (P-RCL)

Recall that \( \mathbb{I}(\mathcal{E}) \) denotes the indicator of the event \( \mathcal{E} \), i.e., \( \mathbb{I}(\mathcal{E}) = 1 \) if \( \mathcal{E} \) and zero otherwise. The constraint in (P-RCL) is therefore equivalent to \( \mathbb{P}_{D_1} \left[ g_i(f_\theta(x), y) \geq 0 \right] \leq c_i \).

Rate constraints are challenging due to their non-convexity and non-differentiability. Hence, generalization guarantees are often obtained by modifying (P-RCL) to optimize for a distributions over \( \Theta \) (e.g., [10], [12]). The resulting problem is a linear program that lends itself to convex analysis tools. In contrast, the theory and algorithms from Sections III and IV can be applied to (P-RCL) directly, despite its non-convexity, as long as the hypothesis class \( \mathcal{H} \) obeys the uniform convergence property from Assumption 2. In the case of binary classification problems, i.e., when \( g_i(z, y) = zy \) or simply \( g_i(z, y) = z \), this is equivalent to having finite VC dimension or being PAC learnable [4, Thm. 6.7].

The main obstacle to applying Algorithm 1 to (P-RCL) is that the Lagrangian of (P-RCL) is not differentiable. Indeed, the dual variables updates (steps 4 and 5 in Algorithm 1)
use an approximate Lagrangian minimizer (step 3), which can be hard to obtain without differentiability. Additionally, while Theorem 3 ensures near-feasibility for Algorithm 1 even for non-smooth losses, our near-optimality results rely on smoothness. To overcome this issue, we obtain the approximate minimizer in step 3 by using a smooth surrogate of the indicator function, e.g., a sigmoid. Explicitly, consider the empirical dual problem of (P-RCL)

$$\hat{D}_R^* = \max_{\mu \in \mathbb{R}_+^m} \hat{d}_R(\mu),$$  \hspace{1cm} (D-RCL)

where $$\hat{d}_R(\mu) = \min_{\theta \in \Theta} L_R(\theta, \mu)$$ for the empirical Lagrangian

$$\hat{L}_R(\theta, \mu) = \frac{1}{N_0} \sum_{n_0=1}^{N_0} \ell_0(f_\theta(x_{n_0}), y_{n_0})$$

$$+ \frac{m}{N_0} \sum_{i=1}^{m} \mu_i \left[ \frac{1}{N_i} \sum_{n_i=1}^{N_i} \mathbb{I}(g_i(f_\theta(x_{n_i}), y_{n_i})) - c_i \right].$$

(26)

To overcome the discontinuous nature of the indicator in (26), we replace it in step 3 of Algorithm 1 by

$$\hat{L}_R(\theta, \mu) = \frac{1}{N_0} \sum_{n_0=1}^{N_0} \ell_0(f_\theta(x_{n_0}), y_{n_0})$$

$$+ \frac{m}{N_0} \sum_{i=1}^{m} \mu_i \left[ \frac{1}{N_i} \sum_{n_i=1}^{N_i} \sigma(g_i(f_\theta(x_{n_i}), y_{n_i})) - c_i \right],$$

(27)

for some surrogate $$\sigma$$, such as the sigmoid

$$\sigma(x) = \left[1 + e^{-ax}\right]^{-1}, \quad a \geq 1.$$  \hspace{1cm} (28)

This is a typical approach in the statistics (e.g., logistic models) and learning literature [8], [14], [79], [80]. In particular, it was applied to rate-constrained learning in [14]. In contrast to Algorithm 1, their algorithm is based on Fritz-John conditions [81] and a more complicated no-swap-regret dual update (replacing steps 4 and 5). They obtain feasibility results similar to those in (25a) (Theorem 3), but prove near-optimality only with respect to the value of the surrogate Lagrangian (27). Under a margin assumption, it is possible to derive a guarantee directly with respect to the value of (P-RCL).

Assumption 5: For all $$n_i = 1, \ldots, N_i$$, $$i = 1, \ldots, m$$, and $$\mu \in \mathbb{R}_+^m$$, it holds that

$$\max \left\{ \|g_i(f^*_{\theta^*_R}(\mu)(x_{n_i}), y_{n_i})\|, \|g_i(f^*_{\theta^*_L}(\mu)(x_{n_i}), y_{n_i})\| \right\} \geq \tau.$$  \hspace{1cm} (29)

for the Lagrangian minimizers $$\theta^*_R(\mu) \in \arg\min_{\theta \in \Theta} \hat{L}_R(\theta, \mu)$$ and $$\theta^*_L(\mu) \in \arg\min_{\theta \in \Theta} \hat{L}_R(\theta, \mu)$$.

The following proposition shows that minimizing the surrogate Lagrangian (27) yields an approximate minimizer of the Lagrangian (26).

\begin{proof}
Let $$\theta^*_R(\mu) \in \arg\min_{\theta \in \Theta} \hat{L}_R(\theta, \mu)$$.

$$\hat{L}_R(\theta^*_R(\mu), \mu) \leq \min_{\theta} \hat{L}_R(\theta, \mu) - \hat{L}_R(\theta^*_R, \mu) + \sum_{i=1}^{m} \mu_i \left[ \sigma(g_i(f^*_{\theta^*_R}(\mu)(x_{n_i}), y_{n_i})) - \frac{1}{m} \right] \left[ \sigma(g_i(f^*_{\theta^*_L}(\mu)(x_{n_i}), y_{n_i})) - \frac{1}{m} \right]$$.

Using (29) yields the desired bound.
\end{proof}

To illustrate the use of rate constraints in learning, we consider a fair classification application around the COMPAS dataset [82] (data preprocessing details can be found in [2]). The goal is to predict recidivism based on a person’s characteristics and past offenses. Yet, while the overall recidivism rate in the dataset is 45.5%, this rate is 52.3% for African-Americans, which compose more than half the sample set (Figure 5). Considering how this data was collected (based on arrests), we may expect this disparity to be due to sampling bias. Unconstrained, a logistic classifier exacerbates this skewness. While its test accuracy is 68.5%, it predicts an overall recidivism rate of 38.4% (the actual rate on the test set is 45.7%) while maintaining the African-American group rate at 52.2% (Figure 5). This classifier was trained over a random sample containing 80% of the dataset using ADAM [76] for 1000 epochs with batch size of 128 samples, learning rate 0.2, and all other parameters as in the original paper.
implicitly is their distribution of false negatives (Figure 6). Indeed, the difference between the constrained and unconstrained models explicitly negative rate for Caucasians, the constrained model predicts recidivism for Caucasians at a higher rate, from 24.07% in the unconstrained model to 39.8%, closer to the actual rate in the data set (39.1%). In fact, the main difference between the constrained and unconstrained models is their distribution of false negatives (Figure 6). Indeed, while the unconstrained model implicitly inflates the false negative rate for Caucasians, the constrained model explicitly does so for African-Americans instead. Doing so balances the predicted recidivism rates while maintaining essentially the same overall accuracy (Figure 5).

Using a logistic classifier allows us to interpret its coefficients as odds ratio and analyze the difference in predictive behavior between the constrained and unconstrained models. The coefficients with largest changes are displayed in Figure 7. Note that while the original model estimates that being African-American increases your chances of recidivism by almost 30%, the constrained model compensates for the dataset biases by instead decreasing the probability by 40%. The opposite effect occurs in the Caucasian group (leading to the difference in false positives displayed in Figure 6). The model also compensates for the individual having a large number of priors, a group composed mostly of African-Americans in the sample (69%).

VI. CONCLUSION

This work developed a constrained counterpart of classical learning theory and showed that statistical requirements can be explicitly imposed on learning problems by means of empirical dual learning. In doing so, it reduced the original constrained, statistical problem (the one we want to solve) into an unconstrained, deterministic problem (one we can solve). In contrast to penalty-based approaches, it proves that this method yields near-optimal, near-feasible solutions by bounding the duality, parametrization, and empirical errors under mild conditions. Based on this result, it then proposed a primal-dual algorithm to tackle the empirical dual problem. Robust and fair learning applications are used to showcase the usefulness of these developments. We believe this work provides a principled, practical framework for tackling learning under requirements, crucial for critical applications in the social, industrial, and medical fields. Some of its theoretical results may also be useful in the analysis of other forms of learning (see [83] for examples in reinforcement learning).

APPENDIX A

PROOF OF PROPOSITION 3.2: THE DUALITY GAP

When the function $\ell_i, i = 0, \ldots, m$, are convex [(a)], (P-CSL) is a convex optimization problem. Under Assumption 4, known in this context as Slater’s condition, its strong
duality is a classical result from convex optimization theory [33, Prop. 5.3.1]. The following therefore focuses on the proof for the case in which these functions are not convex ([b]).

Start by recalling that the dual problem \( \tilde{D}(\text{CSL}) \) is a relaxation of its primal \((P(\text{CSL}))\) and therefore provides a lower bound on its optimal value. Explicitly, \( \tilde{D}^* \leq \hat{D}^* \) [33, Chap. 5]. Hence, it suffices to prove that \( \tilde{D}^* \geq \hat{D}^* \).

We do so by showing that even though \((P(\text{CSL}))\) is a non-convex program, the range of its cost and constraints forms a convex set under the hypotheses of the proposition. Explicitly, define the cost-constraints epigraph as

\[
C = \left\{(s_0, s) \in \mathbb{R}^{m+1} \mid \exists \phi \in \mathcal{H} \text{ such that } \mathbb{E}[f_0(\phi(x), y)] \leq s_0 \text{ and } \mathbb{E}[\ell_i(\phi(x), y)] \leq s_i \right\},
\]

(31)

where the vector \( s \in \mathbb{R}^m \) collects the \( s_i, i = 1, \ldots, m \).

For conciseness, we omit the distributions over which the \( \tilde{\phi} \).

Since \( \hat{D}^* \geq \hat{\phi}^* \), for all \( (s_0, s) \in C \),

where \( \mu = \mu/\mu_0 \), which from the definition of \( C \) in (31) implies that

\[
\mathbb{E}[f_0(\phi(x), y)] + \sum_{i=1}^{m} \mu_i (\mathbb{E}[\ell_i(\phi(x), y)] - c_i) \geq \hat{D}^*.
\]

(34)

for all \( \phi \in \mathcal{H} \). Note, however, that the left-hand side of (34) is the Lagrangian (17), i.e., (34) implies that \( L(\phi, \mu) \geq \hat{D}^* \). In particular, this hold for the minimum of \( L(\phi, \mu) \), implying that \( \hat{D}^* \geq \hat{\phi}^* \) and therefore, that strong duality holds for \((P(\text{CSL}))\).

All that remains now is proving that the cost-constraint set \( C \) in (31) is convex.

Proof of Lemma A.1:

This proof follows along the lines of [51]. Let \( (s_0, s), (s_0', s') \in C \) be arbitrary points and such that \( \ell_i(\phi(x), y) \leq s_i \) and \( \ell_i(\phi'(x), y) \leq s_i' \).

(35)

for all \( 0 \leq \lambda \leq 1 \). To do so, we rely on the following classical theorem about the range of non-atomic vector measures:

Theorem 4 (Lyaupinov’s Convexity Theorem [84, Chap. IX, Cor. 5]): Let \( q : B \to \mathbb{R}^m \) be a finite dimensional vector measure over the measurable space \((\Omega, \mathcal{B})\). If \( q \) is non-atomic, then its range is convex, i.e., the set \( \{q(Z) : Z \in \mathcal{B}\} \) is a convex set.

To see how Theorem 4 allows us to construct the desired \( \phi\), let \( \Omega = \mathcal{X} \), a subset of \( \mathbb{R}^d \), and \( B \) be its Borel \( \sigma \)-algebra. Define the \( 2\mathcal{Y} \times (m + 1) \times 1 \) vector measure \( p \) such that for every set \( Z \in \mathcal{B} \) we have

\[
p(Z) = \begin{bmatrix}
\int_Z \ell_i(\phi(x), y) f_i(x, y) dx \\
\int_Z \ell_i(\phi'(x), y) f_i(x, y) dx
\end{bmatrix}_{i=0, \ldots, m; y \in \mathcal{Y}},
\]

(37)

where \( f_i(x, y) \) denotes the conditional density of \( x \) given \( y \) induced by the joint distributions \( \mathcal{D}_i \). Hence, each entry of \( p \) is an integral of the losses \( \ell_i \) or \( \ell_i' \) with respect to a value of \( y \in \mathcal{Y} \). Immediately, we note that \( p(\emptyset) = 0 \) and

\[
p(\Omega) = \begin{bmatrix}
\mathbb{E}[\ell_i(\phi(x), y) | y] \\
\mathbb{E}[\ell_i(\phi'(x), y) | y]
\end{bmatrix}_{i=0, \ldots, m; y \in \mathcal{Y}}.
\]

(38)

Due to the additive property of the Lebesgue integral, \( p \) in (37) is a proper vector measure. What is more, the \( \ell_i \) are bounded functions, so the fact that \( x|y \) is non-atomic implies that \( p \) is also non-atomic. Hence, from Theorem 4, there exists a set \( T_\lambda \in B \) such that

\[
p(T_\lambda) = \lambda p(\Omega) + (1-\lambda)p(\emptyset) = \lambda p(\Omega),
\]

(39)
for \( \lambda \in [0, 1] \). Since \( \mathcal{B} \) is a \( \sigma \)-algebra, it holds that \( \Omega \setminus T_\lambda \in \mathcal{B} \) and by additivity we obtain
\[
p(\Omega \setminus T_\lambda) = (1 - \lambda)p(\Omega).
\]
From (39) and (40), we then construct \( \phi_\lambda \) as
\[
\phi_\lambda(x) = \begin{cases} 
\phi(x), & \text{for } x \in T_\lambda \\
\phi'(x), & \text{for } x \in \Omega \setminus T_\lambda.
\end{cases}
\]
It is straightforward from the decomposability of \( \mathcal{H} \), that \( \phi_\lambda \in \mathcal{H} \). We claim that it also satisfies (36).

To see this is the case, use the construction in (41) to obtain
\[
E[\ell_i(\phi_\lambda(x), y) | y] = \int_{T_\lambda} \ell_i(\phi(x), y)f_i(x|y)dx + \int_{\Omega \setminus T_\lambda} \ell_i(\phi'(x), y)f_i(x|y)dx.
\]
Note from (37), that these integral can be written as entries of the vector measure \( p \), namely
\[
E[\ell_i(\phi_\lambda(x), y) | y] = [p(T_\lambda)]_{\phi; i; y} + [p(\Omega \setminus T_\lambda)]_{\phi'; i; y}.
\]
In (42), we use \([p]_{\phi; i; y}\) to denote the entry of \( p \) relative to the function \( \phi \), the \( i \)-th loss, and the label \( y \in \mathcal{Y} \). From (39) and (40), we know that (42) evaluates to
\[
E[\ell_i(\phi_\lambda(x), y) | y] = \lambda p(\Omega)_{\phi; i; y} + [(1 - \lambda)p(\Omega)]_{\phi'; i; y} = \lambda E[\ell_i(\phi(x), y) | y] + (1 - \lambda) E[\ell_i(\phi'(x), y) | y],
\]
for all \( i = 0, \ldots, m \) and \( y \in \mathcal{Y} \). Using the total (expectation) property, we immediately conclude that for \( i = 0, \ldots, m \),
\[
E[\ell_i(\phi_\lambda(x), y)] = E_y \left[ \lambda E[\ell_i(\phi(x), y) | y] + (1 - \lambda) E[\ell_i(\phi'(x), y) | y] \right] = \lambda E[\ell_i(\phi(x), y)] + (1 - \lambda) E[\ell_i(\phi'(x), y)],
\]
which from (35) yields
\[
E[\ell_i(\phi_\lambda(x), y)] \leq \lambda s_i + (1 - \lambda)s'_i,
\]
Hence, there exists \( \phi_\lambda \in \mathcal{H} \) such that (36) holds for all \( \lambda \in [0, 1] \) and \((s_0, s), (s'_0, s') \in C \). The set \( C \) is therefore convex. Moreover, the strictly feasible \( \phi' \) from the hypotheses of the proposition implies that \( C \) is not empty.

**Appendix B**

**Duality Gap for Regression**

The Lyapunov convexity theorem (Theorem 4) turns out to be quite sensitive to the hypothesis that the vector measure takes values in a finite dimensional Banach space [84, Ch. IX]. Yet, for compact \( \mathcal{Y} \), we can overcome this issue without resorting to super-atomless (saturated) spaces by assuming the losses are uniformly continuous in \( y \) and slicing \( \mathcal{Y} \) to approximate the regression problem by a sequence of increasingly finer classification problems. Explicitly, we use the following assumption:

**Assumption 6:** The functions \( y \to \ell_i(\phi(\cdot), y)f_i(\cdot|y), i = 1, \ldots, m \), are uniformly continuous in the total variation topology for each \( \phi \in \mathcal{H} \), where \( f_i(x|y) \) denotes the density of the conditional random variable induced by \( \mathcal{D}_i \). Explicitly, for each \( \phi \in \mathcal{H} \) and every \( \epsilon > 0 \) there exists \( \delta_{\phi, i} > 0 \) such that for all \( |y - \bar{y}| \leq \delta_{\phi, i} \) it holds
\[
\sup_{z \in \Omega \setminus T_\lambda} \int \ell_i(\phi(x), y)f_i(x|y)dx - \ell_i(\phi(\cdot), \bar{y})f_i(\cdot|\bar{y})dx \leq \epsilon,
\]
Once again, we consider the measurable space \((\Omega, B)\) where \( \Omega = \mathbb{R}^d \) and \( B \) is a Borel \( \sigma \)-algebra.

**Proposition B.1:** Consider the dual problem \((\mathcal{D}, \mathcal{CSL})\) and let \( \mathcal{Y} \) be bounded and the conditional distributions \( x|y \) induced by the \( \mathcal{D}_i \) are non-atomic. Under assumptions 1, 4, and 6, \((\mathcal{P}, \mathcal{CSL})\) is strongly dual, i.e., \( P^* = D^* \).

The proof of Proposition B.1 follows that of the finite \( \mathcal{Y} \) case in Appendix A by replacing Lemma A.1 by the following result.

**Lemma B.2:** Under the assumptions of Proposition B.1, the cost-constraints set \( C \) in (31) is a non-empty convex set.

**Proof of Lemma B.2:** Without loss of generality, assume \( \mathcal{Y} = [0, 1] \). Once again, let \((s_0, s), (s'_0, s') \in C \) be achieved by \( \phi, \phi' \in \mathcal{H} \). Our goal, as before, is to construct \( \phi_\lambda \) such that
\[
E[\ell_i(\phi_\lambda(x), y)] \leq \lambda s_i + (1 - \lambda) s'_i, \quad i = 0, \ldots, m,
\]
holds for all \( \lambda \in [0, 1] \).

To do so, fix \( \epsilon > 0 \) and let \( \delta > 0 \) be such that
\[
\sup_{z \in \mathcal{B}} \int \ell_i(\phi(x), y)f_i(x|y)dy - \ell_i(\phi(x), \bar{y})f_i(x|\bar{y})dy \leq \frac{\epsilon}{3}
\]
and
\[
\sup_{z \in \mathcal{B}} \int \ell_i(\phi'(x), y)f_i(x|y)dy - \ell_i(\phi(x), \bar{y})f_i(x|\bar{y})dy \leq \frac{\epsilon}{3}
\]
for all \( |y - \bar{y}| \leq \delta \) and all \( i = 1, \ldots, m \). Assumption 6 guarantees such a \( \delta \) exists since we can take it to be the minimum of the \( 2m \) positive \( \delta_{\phi, i} \) and \( \delta_{\phi', i} \). Then, partition \( \mathcal{Y} \) into the intervals
\[
\mathcal{T}_k = [(k - 1)\epsilon, k\epsilon],
\]
with midpoint \( \tilde{y}_k \equiv (k - 1/2)\epsilon \) and let \( \hat{\mathcal{Y}} \equiv \{\tilde{y}_k\} \). Since \( \mathcal{Y} \) is bounded, \( |\hat{\mathcal{Y}}| < \infty \).

To proceed, construct the \( 2\hat{\mathcal{Y}}(m + 1) \times 1 \) vector measure
\[
p_\epsilon(z) = \left[ \int z \ell_i(\phi(x), \tilde{y})f_i(x|\tilde{y})dx \right]_{i = 0, \ldots, m; \tilde{y} \in \hat{\mathcal{Y}}}
\]
and, using the non-atomicity of \( p_\epsilon \), obtain from Theorem 4 a set \( T_\lambda, \epsilon \in B \) such that
\[
p(T_\lambda, \epsilon) = \lambda p_\epsilon(\Omega) \quad \text{and} \quad p(\Omega \setminus T_\lambda, \epsilon) = (1 - \lambda)p_\epsilon(\Omega).
\]
From (46), construct \( \phi_{\lambda, \epsilon} \) as
\[
\phi_{\lambda, \epsilon}(x) = \begin{cases} 
\phi(x), & \text{for } x \in T_\lambda, \\
\phi'(x), & \text{for } x \in \Omega \setminus T_\lambda.
\end{cases}
\]
Since \( \mathcal{H} \) is decomposable, we again have \( \phi_{\lambda, \varepsilon} \in \mathcal{H} \). Let us show that it satisfies (43) up to an additive error \( \varepsilon \).

Indeed, notice from (47) that
\[
E_y \left[ \int_{T_{\lambda, \varepsilon}} \ell_i(\phi(x), y) f_i(x | y) dx \right] = E_y \left[ \mathbb{E} \left[ \ell_i(\phi_{\lambda, \varepsilon}(x), y) | y \right] \right] + e \leq E_y \left[ \int_{T_{\lambda, \varepsilon}} \ell_i(\phi(x), y) f_i(x | y) dx \right] + \frac{\varepsilon}{3} + \frac{\varepsilon}{3} = E_y \left[ \mathbb{E} \left[ \ell_i(\phi(x), y) | y \right] \right] + \frac{(1 + \lambda)\varepsilon}{3}.
\]

Using Assumption 6 once again, together with the fact that \( \mathcal{D}_i \) is a probability measure, i.e., \( \sum_{k=0}^{\mid \mathcal{Y} \mid} E_y \left[ \mathbb{I}[y \in I_k] \right] = 1 \), yields
\[
E_y \left[ \int_{T_{\lambda, \varepsilon}} \ell_i(\phi(x), y) f_i(x | y) dx \right] \leq \lambda \mathbb{E} \left[ \ell_i(\phi(x), y) | y \right] + \frac{\varepsilon}{3} + \frac{\varepsilon}{3} = \lambda \mathbb{E} \left[ \ell_i(\phi(x), y) \right] + \frac{(1 + \lambda)\varepsilon}{3}.
\]

A similar argument yields
\[
E_y \left[ \int_{0 \setminus T_{\lambda, \varepsilon}} \ell_i(\phi'(x), y) f_i(x | y) dx \right] \leq (1 - \lambda) \mathbb{E} \left[ \ell_i(\phi'(x), y) \right] + \frac{(2 - \lambda)\varepsilon}{3}.
\]

Using (51) and (52) in (48), we obtain that for all \( \varepsilon > 0 \) and \( \lambda \in [0, 1] \), there exists \( \phi_{\lambda, \varepsilon} \in \mathcal{H} \) such that
\[
\mathbb{E} \left[ \ell_i(\phi_{\lambda, \varepsilon}(x), y) \right] \leq \lambda s_i + (1 - \lambda)s_i' + \varepsilon,
\]
for all \( i = 0, \ldots, m \).

Suppose now that there is no \( \phi_{\lambda} \in \mathcal{H} \) such that \( \mathbb{E} \left[ \ell_i(\phi_{\lambda}(x), y) \right] \leq \lambda s_i + (1 - \lambda)s_i' \). Then, there exists \( \tau > 0 \) such that
\[
\mathbb{E} \left[ \ell_i(\phi(x), y) \right] > \lambda s_i + (1 - \lambda)s_i' + \tau
\]
for \( \phi \in \mathcal{H} \). For instance, if \( \mathbb{E} \left[ \ell_i(\phi(x), y) \right] \geq \lambda s_i + (1 - \lambda)s_i' + \tau \), let \( \tau = \gamma/2 \). However, this violates (53) for \( \varepsilon = \tau \) leading to a contradiction. Since \( \mathcal{H} \) is closed, we therefore obtain that for all \( (s_0, s_1), (s_0', s_1') \in C \) and \( \lambda \in [0, 1] \), there exists \( \phi_{\lambda} \in \mathcal{H} \) such that (43), showing that \( C \) is convex. The strictly feasible \( \phi' \) from Assumption 4 implies that \( C \) is not empty.

**APPENDIX C**

**PROOF OF PROPOSITION 3.3: THE APPROXIMATION GAP**

We first prove that there exists a \( f_{\theta'} \) feasible for (P-CSL) and then bound the gap between \( D^* \) and \( P^* \) using the functional problems (P-CSL) and (D-CSL).

**Feasibility:** The proof relies on the following lemma characterizing the superdifferential of the dual function (12). Explicitly, we say \( p \in \mathbb{R}^m \) is a supergradient of \( d \in \mu \) if
\[
d(\mu') \leq d(\mu) + p^T (\mu' - \mu), \quad \text{for all } \mu' \in \mathbb{R}^m_+.
\]

The set of all supergradients of \( d \) at \( \mu \) is called the superdifferential of \( d \) at \( \mu \in \mathbb{R}^m_+ \) and is denoted \( \partial d(\mu) \). Additionally, let
\[
\Theta^\dagger(\mu) = \arg \min_{\theta \in \Theta} L(\theta, \mu)
\]
for the Lagrangian defined in (12) and define the constraint slack vector \( s \in \mathbb{R}^m \) with entries
\[
s_i(\theta) = \left[ \max \left\{ 0, \ell_i(\theta(x), y) - c_i \right\} \right]_+.
\]

where \( [z]^+ = \max(0, z) \) denotes the projection onto \( \mathbb{R}_+ \). For clarity, we now omit the distribution \( \mathcal{D}_i \) over which the expected value is taken. The following is sometimes known as Danskin’s theorem.

**Lemma C.1:** Under Assumption 1, it holds that
\[
\partial d(\mu) = \text{conv} \left( \bigcup_{\theta \in \Theta^\dagger(\mu)} s(\theta) \right).
\]

**Proof:** See, e.g., [85, Thm. 2.87], noting that \( L(\theta, \cdot) \) is affine for all \( \theta \in \Theta \), \( L(\cdot, \mu) \) is continuous for all \( \mu \in \mathbb{R}^m_+ \) (Assumption 1), and \( \Theta \) is compact. Hence, we meet conditions (i)-(iii) of the theorem. Considering that \( d(\mu) = \min_{\theta \in \Theta} L(\theta, \mu) = - \max_{\theta \in \Theta} - L(\theta, \mu) \) yields the desired result.

The proof then follows by contradiction. Indeed, suppose that all elements of \( \Theta^\dagger(\mu') \) are infeasible for (P-CSL). Then, for all \( \theta^1 \in \Theta^\dagger(\mu') \) there exists \( i(\theta^1) \) such that \( E \left[ \ell_i(\theta^1(x), y) \right] - c_i(\theta^1) > 0 \). From Lemma C.1, \( \theta \notin \partial d(\mu') \). However, this contradicts the optimality of \( \mu^* \). Hence, there must be \( \theta^1 \in \Theta^\dagger(\mu') \) feasible for (P-CSL).

**Near-Optimality:** The upper bound is trivial from weak duality [33]. For the lower bound, consider the functional problem
\[
\tilde{P}_\nu^* = \min_{\phi \in \mathcal{H}} E \left[ \ell_0(\phi(x), y) \right] \quad \text{subject to } E \left[ \ell_i(\phi(x), y) \right] \leq c_i - M\nu,
\]
for \( i = 1, \ldots, m \).
and let \( \hat{\phi}^\ast \in \tilde{H} \) be a solution. Such a solution exists by Assumption 4. Notice that strong duality holds for (PVII) (by Proposition 3.2 and Assumption 4), so that\[ \hat{P}_\nu = \max_{\mu \in \mathbb{R}_+^m} \min_{\phi \in \mathcal{H}} \tilde{L}_\nu(\phi, \mu) = \tilde{L}_\nu(\hat{\phi}^\ast, \hat{\mu}^\ast), \] (58)
where \( \hat{\mu}^\ast \) achieves the maximum in (58) for the Lagrangian\[ \tilde{L}_\nu(\phi, \mu) = \mathbb{E} \left[ \ell_0(f_0(x), y) \right] + \sum_{i=1}^m \mu_i \left[ \mathbb{E}[\ell_i(\phi(x), y)] - c_i + M\nu \right]. \] (59)

To proceed, note from (D-CSL) that
\[ D^\ast \geq \min_{\theta \in \Theta} L(\theta, \mu), \] for all \( \mu \in \mathbb{R}_+^m. \)

Immediately, we obtain that
\[ D^\ast \geq \min_{\theta \in \Theta} L(\theta, \hat{\mu}^\ast) \geq \min_{\phi \in \mathcal{H}} \tilde{L}_\nu(\phi, \hat{\mu}^\ast), \] (60)
where the second inequality comes from the fact that \( \mathcal{H} \subseteq \tilde{H} \). Then, note that \( \tilde{L}_\nu \) in (59) is related to \( \tilde{L} \) in (17) by
\[ \tilde{L}_\nu(\phi, \mu) = \tilde{L}(\phi, \mu) + M\nu \| \mu \|_1, \]
where we used the fact that \( \mu \in \mathbb{R}_+^m \) to write that \( \sum_i \mu_i = \| \mu \|_1 \). From (60) we then get
\[ D^\ast \geq \min_{\phi \in \mathcal{H}} \tilde{L}(\phi, \hat{\mu}^\ast) = \min_{\phi \in \mathcal{H}} \tilde{L}_\nu(\phi, \hat{\mu}^\ast) - M\nu \| \hat{\mu}^\ast \|_1, \]
which using the strong duality of (PVII) yields
\[ D^\ast \geq \hat{P}_\nu^\ast = \mathbb{E} \left[ \ell_0(\hat{\phi}^\ast(x), y) \right] - M\nu \| \hat{\mu}^\ast \|_1. \] (61)

To obtain the lower bound in (19), suffice it to show that \( \mathbb{E}[\ell_0(\hat{\phi}^\ast(x), y)] \geq P^\ast - M\nu \).

Explicitly, it holds from Assumptions 1 and 3 that there exists \( \hat{\theta}^\ast \in \Theta \) such that
\[
\left| \mathbb{E}[\ell_i(\hat{\phi}^\ast(x), y)] - \mathbb{E}[\ell_i(f_{\hat{\theta}^\ast}(x), y)] \right| \\
\leq \mathbb{E} \left[ |\ell_i(\hat{\phi}^\ast(x), y) - \ell_i(f_{\hat{\theta}^\ast}(x), y)| \right] \\
\leq M \mathbb{E} \left[ |f_{\hat{\theta}^\ast}(x) - \hat{\phi}^\ast(x)| \right] \leq M\nu.
\] (62)

Since \( \hat{\phi}^\ast(x) \) is feasible for the perturbed (PVII), (62) implies that \( \hat{\theta}^\ast \) is feasible for (P-CSL). By optimality, \( \bar{P}^\ast \leq \mathbb{E}[\ell_0(f_{\hat{\theta}^\ast}(x), y)] \). Going back to (61), we conclude that
\[
D^\ast \geq \mathbb{E} \left[ \ell_0(\hat{\phi}^\ast(x), y) \right] - M\nu \| \hat{\mu}^\ast \|_1 \\
\geq \bar{P}^\ast + \mathbb{E} \left[ \ell_0(\hat{\phi}^\ast(x), y) - \ell_0(f_{\hat{\theta}^\ast}(x), y) \right] - M\nu \| \hat{\mu}^\ast \|_1 \\
\geq \bar{P}^\ast - (1 + \| \hat{\mu}^\ast \|_1)M\nu,
\]
where the last inequality stems from (62).

**APPENDIX D**

**PROOF OF PROPOSITION 3.4: THE ESTIMATION GAP**

**Feasibility:** The proof follows by first showing that \( \hat{\theta}^\ast \) must be feasible for (P-ECRM) using the same argument as in Appendix C. Then, leveraging the fact that \( \mathcal{H} \) is PAC learnable (Assumption 3), we can apply generalization bounds from classical learning theory.

Again by contradiction, suppose that all elements of \( \hat{\Theta}^\dagger(\hat{\mu}^\ast) \) are infeasible for (P-ECRM). Then, for all \( \hat{\theta}^\dagger \in \hat{\Theta}^\dagger(\hat{\mu}^\ast) \) there exists \( i \) such that
\[
\frac{1}{N_i} \sum_{n_i=1}^{N_i} \ell_i(f_{\hat{\theta}^\dagger}(x_{n_i}), y_{n_i}) > c_i,
\]
for \( (x_{n_i}, y_{n_i}) \sim D_i \). Then, from Lemma C.1, \( \emptyset \notin \partial d(\hat{\mu}^\ast) \), which contradicts the optimality of \( \hat{\mu}^\ast \). Hence, there must be \( \hat{\theta}^\dagger \in \hat{\Theta}^\dagger(\hat{\mu}^\ast) \) feasible for (P-ECRM).

From the uniform bound in Assumption 2, it holds with probability \( 1 - \delta \) over the data that
\[
\mathbb{E} \left[ \ell_i(f_0(x), y) \right] \leq \frac{1}{N_i} \sum_{n_i=1}^{N_i} \ell_i(f_0(x_{n_i}), y_{n_i}) + \zeta_i(N_i)
\]
(63)
for each \( i = 1, \ldots, m \).

**Near-Optimality:** Let \( \mu^\ast \) and \( \hat{\mu}^\ast \) be solutions of (D-CSL) and (D-CSL) respectively and consider the set of dual minimizers
\[
\hat{\Theta}^\dagger(\mu) = \arg\min_{\theta \in \Theta} L(\theta, \mu) \quad \text{and} \quad \hat{\Theta}^\dagger(\hat{\mu}) = \arg\min_{\theta \in \Theta} \hat{L}(\theta, \hat{\mu})
\]
for the Lagrangians defined in (12) and (10) respectively. Using the optimality \( \mu^\ast \), it holds that
\[
D^\ast - \hat{D}^\ast = \min_{\theta \in \Theta} L(\theta, \mu^\ast) - \min_{\theta \in \Theta} \hat{L}(\theta, \hat{\mu}^\ast) \\
\leq \min_{\theta \in \Theta} L(\theta, \mu^\ast) - \min_{\theta \in \Theta} \hat{L}(\theta, \mu^\ast).
\]
Since \( \theta^\dagger \in \hat{\Theta}^\dagger(\mu^\ast) \) is suboptimal for \( L(\theta, \mu^\ast) \), we get
\[
D^\ast - \hat{D}^\ast \leq L(\theta^\dagger, \mu^\ast) - \hat{L}(\theta^\dagger, \hat{\mu}^\ast).
\] (64)

Using a similar argument yields
\[
D^\ast - \bar{D}^\ast \geq L(\theta^\dagger, \hat{\mu}^\ast) - \hat{L}(\theta^\dagger, \hat{\mu}^\ast)
\] (65)
for \( \bar{\theta}^\dagger \in \hat{\Theta}^\dagger(\hat{\mu}^\ast) \). Thus, we obtain that
\[
|D^\ast - \bar{D}^\ast| \leq \max \left\{ \left| L(\theta^\dagger, \mu^\ast) - L(\theta^\dagger, \hat{\mu}^\ast) \right|, \left| L(\theta^\dagger, \hat{\mu}^\ast) - \hat{L}(\theta^\dagger, \hat{\mu}^\ast) \right| \right\}
\] (66)

Using the empirical bound from Assumption 2, we obtain that
\[
\left| L(\theta, \mu) - \hat{L}(\theta, \hat{\mu}) \right| \leq \zeta_0(N_0) + \sum_{i=1}^m \mu_i \zeta_i(N_i)
\]
(67)
holds uniformly over \( \theta \) with probability \( 1 - (m+1)\delta \). We omit the dependency of \( \zeta_i \) on \( \delta \) for conciseness.
Union Bound: To conclude, we use the union bound to combine (63) for \( i = 1, \ldots, m \) with (66) and (67). Doing so, we obtain that

\[
\mathbb{E}(x,y) \sim D, \quad \mathcal{L}(f_{D^*}(x), y) \leq c_i + \zeta(N_i)
\]

occur simultaneously with probability at least \( 1 - (3m + 2)\delta \) for \( \zeta = \max_i \zeta_i(N_i) \) and \( \Delta = \max(\|\mu^*\|_1, \|\tilde{\mu}^*\|_1) \).

\[\Box\]

APPENDIX E

PROOF OF THEOREM 2

Deterministic Duality Gap: We proceed by proving that, for all \( \beta > 0 \),

\[
\hat{D}^* - \rho - \eta \frac{mB^2}{2} - \beta \leq \hat{L}(\theta(t), \mu(t)) \leq \hat{D}^* + \rho,
\]

from which we obtain (24) by using the near-PACC bound on \( \hat{D}^* \) from Theorem 1 and choosing \( \beta = M \nu \) and \( \eta \) as in the statement of the theorem. Start by noticing from the definition of the empirical dual function \( \hat{d} \) in (11), that the upper bound in (68) holds trivially from the fact that \( \hat{d}(\mu) \leq \hat{D}^* \) for all \( \mu \in \mathbb{R}_+^n \). Thus, from the fact that \( \theta(t) \) is an approximate minimizer of the empirical Lagrangian \( \hat{L} \) (step 3 of Algorithm 1), we obtain that

\[
\hat{L}(\theta(t), \mu(t)) \leq \hat{D}^* + \rho, \quad \text{for all } t \geq 0.
\]

(69)

For the lower bound, we rely on the following relaxation of Danskin’s classical theorem [63, Ch. 3]:

Lemma E.1: Let \( \theta^\dagger \) be a \( \rho \)-approximate minimizer of the empirical Lagrangian (10) at \( \mu \), i.e.,

\[
\hat{L}(\theta^\dagger, \mu) \leq \min_{\theta \in \mathbb{R}^p} \hat{L}(\theta, \mu) + \rho,
\]

(70)

for \( \rho \geq 0 \). Then, the constraint slacks evaluate at \( \theta^\dagger \)

\[
s_i(\theta^\dagger) = \frac{1}{N_i} \sum_{n_i=1}^{N_i} \ell_i(f_{\theta^\dagger}(x_{n_i}, y_{n_i}) - c_i, \ i = 1, \ldots, m),
\]

(71)

are approximate supergradients of the dual function (11). Explicitly,

\[
\hat{d}(\mu) \geq \hat{d}(\mu') + \sum_{i=1}^m (\mu_i - \mu_i')s_i(\theta^\dagger) - \rho
\]

(72)

for all \( \mu' \in \mathbb{R}_+^n \).

Proof: Recalling from (11) that \( \hat{d}(\mu) = \min_{\theta \in \mathbb{R}^p} \hat{L}(\theta, \mu) \), we obtain from (70) that

\[
\hat{d}(\mu') \leq \hat{d}(\mu') + \hat{d}(\mu) - \hat{L}(\theta(t), \mu) + \rho.
\]

(73)

Additionally, we can upper bound (73) by noticing that \( \hat{d}(\mu') \leq \hat{L}(\theta^\dagger, \mu') \) for the suboptimal \( \theta^\dagger \), yielding

\[
\hat{d}(\mu') \leq \hat{L}(\theta^\dagger, \mu') + \hat{d}(\mu) - \hat{L}(\theta^\dagger, \mu) + \rho.
\]

(74)

From (10), notice that the first term of the Lagrangians in (74) are identical and cancel out, leading to (72).

To proceed, let \( \mathcal{M}^* \) be the set of solutions of the dual problem (D-CSL), i.e.,

\[
\mathcal{M}^* = \arg\max_{\mu \in \mathbb{R}_+^n} \hat{d}(\mu).
\]

(75)

We show next that for at least \( O(1/\beta) \) steps, the distance

\[
U_t = \inf_{\mu \in \mathcal{M}^*} \|\mu(t) - \mu^*\|^2
\]

(76)

decreases by more than \( O(\beta) \). To do so, it is convenient to collect the constraint slacks from step 4 of Algorithm 1 into a vector \( s(t) = [s_i(t)]_{i=1,\ldots,m} \). Then, using the update in Algorithm 1 (step 5), we write (76) as

\[
U_t = \inf_{\mu^* \in \mathcal{M}^*} \left\| \mu(t-1) + \eta s(t-1) - \mu^* \right\|^2.
\]

(77)

To proceed, expand the norms in (77) to get

\[
U_t \leq \inf_{\mu^* \in \mathcal{M}^*} \left[ \|\mu(t-1) - \mu^*\|^2 + 2\eta \left(\mu(t-1) - \mu^*\right)^T s(t-1) \right] + \eta^2 \|s(t-1)\|^2.
\]

(78)

Using Lemma E.1 and the fact that the \( \ell_i \) are bounded, we then obtain

\[
U_t \leq U_{t-1} + 2\eta \left[ \hat{d}(\mu(t-1)) - \hat{D}^* + \rho \right] + mnB^2.
\]

(79)

Since \( \hat{D}^* = \hat{d}(\mu^*) \) for all \( \mu^* \in \mathcal{M}^* \), the second term no longer depends on the choice of \( \mu^* \), so that the infimum applies only to the distance between \( \mu(t-1) \) and \( \mu^* \), which we write as \( U_{t-1} \) using the definition in (76). Solving this recursion yields

\[
U_t \leq U_0 + 2\eta \sum_{t=0}^{t-1} \Delta_t,
\]

(80)

for

\[
\Delta_t = \hat{d}(\mu(t)) - \hat{D}^* + \rho + \eta \frac{mB^2}{2}.
\]

(81)

To conclude, notice that \( \hat{d}(\mu) \leq \hat{D}^* \) for all \( \mu \in \mathbb{R}_+^n \). Hence, when \( \mu(t) \) is sufficiently far from the optimum and the step size \( \eta \) is sufficiently small, we have \( \Delta_t < 0 \) and (78) shows that the distance to the optimum \( U_t \) decreases. Formally, fix a precision \( \beta > 0 \) and let \( (T-1) = \min \{ t \mid \Delta_t > -\beta \} \). Then, from the definition of \( \Delta_t \) we obtain the desired lower bound in (68) by noting that

\[
\Delta_{T-1} < -\beta \iff \hat{d}(\mu(T-1)) > \hat{D}^* - \rho - \eta \frac{mB^2}{2} - \beta
\]

and that \( \hat{d}(\mu(T-1)) \leq \hat{L}(\theta, \mu(T-1)) \). What is more, (78) yields

\[
T \leq \frac{U_0}{2\eta\beta} + 1 = O(\beta^{-1}).
\]
Proof of Theorem 3

We will proceed by showing that the randomized solution is feasible and near-optimal for the empirical problem (P-ECRM). We can then leverage Assumption 2 and Propositions 3.3 and 3.4 and apply the union bound to obtain the result with respect to the statistical losses in (25). We start by proving (25a) and then proceed with (25b).

Randomized Feasibility: We begin with a technical lemma showing that the $\mu^{(0)}$ generated by Algorithm 1 do not move too far away from the set of Lagrange multipliers.

**Lemma F.1:** Let $\mathcal{M}^*$ denote the set of solutions of the dual problem (D-CSR), i.e., $\mathcal{M}^*=\arg\max_{\mu\in\mathbb{R}^n}d(\mu)$, and $\{\mu^{(t)}\}$ denote the sequence of dual variables generated by Algorithm 1. Then, under Assumption 4, there exists a constant $C<\infty$ such that

$$\inf_{\mu^*\in\mathcal{M}^*}\|\mu^{(t)}-\mu^*\|\leq C. \quad (80)$$

**Proof:** Start by defining the set of approximate Lagrange multipliers

$$\mathcal{D} \triangleq \left\{ \mu \in \mathbb{R}^n \mid \tilde{D}^* - \tilde{d}(\mu) \leq \rho + \frac{\eta_{\mu} m B^2}{2} \right\}. \quad (81)$$

This set is not empty since there exists at least one $\mu$ that achieves $\tilde{D}^*$. Indeed, while (D-CSR) optimizes over the open set $\mathbb{R}^n$, Lemma 3.1 shows that the existence of a strictly feasible point means it is equivalent to a problem over a compact set ($\|\mu^*\|$ is bounded). The remainder of the proof is separated in the cases $\mu \in \mathcal{D}$ and $\mu \notin \mathcal{D}$.

For $\mu \in \mathcal{D}$, note that the same argument used to prove Lemma 3.1 yields $\|\mu\|_1 \leq (B^* - D^*)/\xi \triangleq C$. Since $\mathcal{M}^* \subseteq \mathcal{D}$, it holds that

$$\inf_{\mu^*\in\mathcal{M}^*}\|\mu - \mu^*\| \leq C. \quad (82)$$

For the $\mu \notin \mathcal{D}$ case, denote by $B_{\|B\|}$ the $l_2$-ball centered at the origin with radius $\|B\|$ and by $\oplus$ the Minkowski sum. Observe that if $\mu^{(t-1)} \in \mathcal{D}$, then $\mu^{(t)} \in \mathcal{D} \oplus B_{\|B\|}$. This is due to the fact that, since the losses are bounded, $s^{(t-1)} \leq B$ in step 5 of Algorithm 1. This means that once the iterates step into $\mathcal{D}$, they must have bounded norm once they step outside. Hence, we can consider without loss of generality the case in which $\mu^{(0)} \notin \mathcal{D}$. Indeed, after $T_0 = \min\{t \mid \mu^{(t)} \in \mathcal{D}\}$, the first iterate outside $\mathcal{D}$ will have bounded norm and the study of the sequence reduces to the case in which $\mu^{(0)} \notin \mathcal{D}$.

To proceed, let us therefore study the sequence $\mu^{(t)}$, where $a \land b$ denotes the minimum between $a$ and $b$. Notice from (79) that $\Delta_0<0$ for any $\mu \notin \mathcal{D}$, so that (78) implies

$$\inf_{\mu^*\in\mathcal{M}^*}\|\mu^{(t)} - \mu^*\| < \inf_{\mu^*\in\mathcal{M}^*}\|\mu^{(0)} - \mu^*\|. \quad (83)$$

Given that $\mu^{(0)} = 0$ in Algorithm 1, the right-hand side reduces to $\inf_{\mu^*\in\mathcal{M}^*}\|\mu^*\| \leq C$, since $\mathcal{M}^* \subseteq \mathcal{D}$. Combining (82) with (83) yields the desired result.

Let us now show that for $i=1,\ldots,m$ it holds that

$$\mathbb{E}_{\theta \sim \mathcal{F}} \left[ \frac{1}{N_i} \sum_{n_i=1}^{N_i} \ell_i(f_{\theta}(x_{n_i}), y_{n_i}) - c_i \right] \leq \frac{2C}{\eta T}. \quad (84)$$

which reduces to

$$\frac{1}{T} \sum_{t=0}^{T-1} s_i^{(t)} \leq \frac{2C}{\eta T}, \quad i = 1,\ldots,m, \quad (85)$$

for $s_i^{(t)}$ defined in step 4 of Algorithm 1 and the constant $C$ from Lemma F.1. To do so, start by noticing from step 5 of Algorithm 1 that for $i=1,\ldots,m$ it holds that

$$\mu_i^{(t)} \geq \mu_i^{(t-1)} + \eta s_i^{(t-1)}, \quad \text{for all } t. \quad (86)$$

Solving the recursion and recalling that $\mu^{(0)} = 0$ then yields

$$\mu_i^{(t)} \geq \eta \sum_{j=0}^{t-1} s_i^{(j)}, \quad i = 1,\ldots,m. \quad (87)$$

Hence,

$$\frac{1}{T} \sum_{t=0}^{T-1} s_i^{(t)} \leq \frac{\mu_i^{(t)}}{\eta T}, \quad i = 1,\ldots,m. \quad (88)$$

Since $\mu_i^{(t)} \geq 0$, it holds for any $\mu^* \in \mathcal{M}^*$ that

$$\frac{1}{T} \sum_{t=0}^{T-1} s_i^{(t)} \leq \frac{\mu_i^{(T)} - \mu_i^{*} + \mu_i^{*}}{\eta T} \leq \frac{\|\mu^{(T)} - \mu^{*}\| + \|\mu^{*}\|}{\eta T}. \quad (89)$$

Applying Lemma F.1 yields (84). Applying the uniform empirical bound from Assumption 2 yields that for each $i=1,\ldots,m$, with probability at least $1-\delta$,

$$\mathbb{E}_{(x,y) \sim \mathcal{D}}[\ell_i(f_\theta(x), y)] \leq c_i + \frac{2C}{\eta T} + \zeta_i(N_t). \quad (90)$$

Randomized Optimality: As in the feasibility proof, we begin with a lemma bounding the ergodic complementary slackness for the joint sequence $\{(s_i^{(t)}, \mu_i^{(t)})\}$.

**Lemma F.2:** Consider sequence $\{(s_i^{(t)}, \mu_i^{(t)})\}$ for $t = 0,\ldots,T-1$ obtained from Algorithm 1. It holds that

$$\frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{m} \mu_i^{(t)} s_i^{(t)} \geq -\eta m B^2 \quad (91)$$

**Proof:** To simplify the notation, define the vector $s^{(t)} = (s_i^{(t)})$ that collects the slacks from step 4 of Algorithm 1. Then, the complementary slackness can be written as

$$\sum_{i=1}^{m} \mu_i^{(t)} s_i^{(t)} = \mu^{(t)}^T s^{(t)},$$

where $^T$ denotes the transposition operation. To bound (91), we once again use the update in step 5 of Algorithm 1 together with the non-expansiveness of the projection to obtain

$$\|\mu^{(t)}\|^2 \leq \|\mu^{(t-1)} + \eta s_i^{(t-1)}\|^2 = \|\mu^{(t-1)}\|^2 + \eta^2 \|s_i^{(t-1)}\|^2 + 2\eta\mu^{(t-1)}^T s^{(t-1)}$$

Applying this relation recursively from $T$ and using the fact that the losses are bounded (and, thus, so are the constraint slacks $s_i$) and $\mu^{(0)} = 0$, we obtain

$$\|\mu^{(T)}\|^2 \leq T\eta^2 (m B^2) + 2\eta \sum_{j=0}^{T-1} \mu^{(j)}^T s^{(j)} \quad (92)$$
Noticing that \(\|\mu(T)\|^2 \geq 0\) and dividing (88) by \(T\) yields the desired result.

With Lemma F.2 in hand, we can now proceed with bounding the suboptimality of the randomized solution. To do so, we once again start by bounding the empirical objective. Explicitly, let \(\hat{F}_i(\theta) \triangleq \frac{1}{N}\sum_{n=1}^{N_i} \ell_{\theta}(f_\theta(x_{n}), y_{n})\) and notice that

\[
\mathbb{E}_{\mathcal{F}_T} \left[ \hat{F}_i(\theta) \right] = \frac{1}{T} \sum_{t=0}^{T-1} \hat{F}_i(\theta).
\]

By adding and subtracting \(\sum_{t=1}^{T} \mu_i(t) s_i(t)\) and recognizing the expression for the empirical Lagrangian (10), we then obtain

\[
\mathbb{E}_{\mathcal{F}_T} \left[ \hat{F}_i(\theta) \right] = \frac{1}{T} \sum_{t=0}^{T-1} \hat{L}(\theta(t), \mu(t)) - \frac{1}{T} \sum_{t=1}^{T} \mu_i(t) s_i(t).
\]

Using Lemma F.2 and the approximate minimizer property of \(\theta(t)\) (step 3 of Algorithm 1), we then obtain the inequality

\[
\mathbb{E}_{\mathcal{F}_T} \left[ \hat{F}_i(\theta) \right] \leq \frac{1}{T} \sum_{t=0}^{T-1} \min_{\theta_{\Theta}} \hat{L}(\theta, \mu(t)) + p + \frac{m B^2}{2}. \tag{89}
\]

Observe that the minimum in (89) is the empirical dual function (11) and by the definition of the empirical dual problem (D-CSL) it holds that

\[
\mathbb{E}_{\mathcal{F}_T} \left[ \hat{F}_i(\theta) \right] \leq \hat{D}^* + p + \frac{m B^2}{2}. \tag{90}
\]

To conclude the proof, use Propositions 3.3 and 3.4 to bound \(D^*\) in (90) and get that with probability \(1 - 2(2m + 1)\delta\)

\[
\mathbb{E}_{\mathcal{F}_T} \left[ \hat{F}_i(\theta) \right] \leq P^* + p + \frac{m B^2}{2} + (1 + \Delta)(\nu + \zeta). \tag{91}
\]

Once again using the uniform empirical bound from Assumption 2 yields that, with probability at least \(1 - (2m + 3)\delta\),

\[
\mathbb{E}_{(x,y) \sim \mathcal{D}, \theta \sim S_T} \left[ \ell_{\theta}(f_\theta(x), y) \right] \leq P^* + p + \frac{m B^2}{2} + (1 + \Delta)(\nu + (2 + \Delta)\zeta). \tag{92}
\]

**Union Bound**: Using the union bound to combine (86) and (92) and the choice of step size in (23) concludes the proof.
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