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Abstract

It has long been recognized that suffixing is more common than prefixing in the languages of the world. More detailed statistics on this tendency are needed to sharpen proposed explanations for this tendency. The classic approach to gathering data on the prefix/suffix preference is for a human to read grammatical descriptions (948 languages), which is time-consuming and involves discretization judgments. In this paper we explore two machine-driven approaches for prefix and suffix statistics which are crude approximations, but have advantages in terms of time and replicability. The first simply searches a large collection of grammatical descriptions for occurrences of the terms ’prefix’ and ’suffix’ (4287 languages). The second counts substrings from raw text data in a way indirectly reflecting prefixation and suffixation (1030 languages, using New Testament translations). The three approaches largely agree in their measurements but there are important theoretical and practical differences. In all measurements, there is an overall preference for suffixation, albeit only slightly, at ratios ranging between 0.51 and 0.68.

1 Introduction

It has long been recognized that suffixing is more common than prefixing in the languages of the world (see Himmelmann 2014, 927 and references therein). More detailed statistics on this tendency are needed to sharpen and evaluate proposed explanations for this tendency. In particular, dense data is needed to properly account for genealogical and areal effects (cf. Murawaki and Yamauchi 2018). With some 7000 languages in the world, gathering these data is a gargantuan task. In this paper, we investigate three approaches that span the range from minimal to maximal curation.

Motivated by potential functional explanations (Himmelmann, 2014), the ideal measure for prefixing/suffixing would be to count the proportion of prefixes/suffixes per phonological word in a morphologically segmented corpus (cf. Greenberg 1954, 1957). It is believed that such ratios converge as the corpus grows towards infinite amounts of sampled data produced by the speakers of a language, and as such the ratios constitute properties of the language. The ideal measure would range from 0 to (potentially) infinity but, in practice, ratios beyond 5 are unheard of. An alternative equivalent characterization is to have an affixation score (AS) from 0 to (potentially) infinity comprising both prefixes and suffixes, along with a ratio — called the suffix ratio (SR) — from 0.0 to 1.0 of the division of labour between suffixes and prefixes ($\frac{S}{S+P}$). We use this characterization here, remembering that it is only defined for languages which have at least some affixation.

Since large morphologically segmented corpora are not available for a wide range of languages of the world, the ideal token count measure must be approximated. The classic approach, which we may call Humans read grammars (HRG), is for a human to extract the relevant information from grammatical descriptions of the languages of the world. This approach is ideal in many ways, but requires a large amount of manual labour and requires a certain amount of judiciousness on behalf of the curator. While grammars are systematizations of raw text/spoken data, they rarely contain token counts, so this approach can only reflect any specific ratios indirectly. At the other end of the spectrum, a quick-and-dirty approach where Machines read grammars (MRG) is possible now that large collections of digitized grammatical descriptions are available and practical to use. We may obtain a crude approximation of the functional load of prefixes/suffixes by simply counting the occurrences of the terms prefix and suffix of the same grammatical descriptions that were written for a human audience. While there are obvious drawbacks to such a “naive” measure, it has obvi-
ous advantages in terms of speed, replicability and transparency. A similar crude measure may also be obtained by Machines Read Raw Text (MRT) given that a large collection of (not infinite-size, but comparable) raw text collection of New Testaments are available electronically (McCarthy et al., 2020). Correct automatic morphological segmentation and labeling of such a large array languages is not possible at present. Nevertheless, measures inspired by work in Unsupervised Learning of Morphology (Hammarström and Borin, 2011) may be enough to gauge the amount and ratio of affixation even if the tokens cannot be accurately segmented.

2 Related Work

Currently the largest available humanly curated database on prefixation/suffixation in the languages of the world is the WALS chapter 26A by Dryer (2005) featuring 948 languages. It continues a long tradition of growing databases of similar kinds (see, e.g., Himmelmann 2014, 927). We use the Dryer (2005) database here as it represents the culmination of these efforts and is available and methodologically explicit.

Information Extraction from grammatical descriptions has only recently become possible in practice, with the advent of a large collection of digitized grammars (Virk et al., 2020). Given its novelty, only a few embryonic approaches (Virk et al., 2019; Wichmann and Rama, 2019; Macklin-Cordes et al., 2017; Virk et al., 2017; Hammarström et al., 2021) have addressed the task so far. Arguably, the task in the present study is keyword-associated (of the simplest kind) wherefore we follow the method of Hammarström et al. (2021) which requires no tuning of parameters and estimates a noise-level for each source in addition to the simple counts.

While there are no comparable morphologically segmented corpora for a wide range of languages, it should be noted that there is a growing body of scattered resources in the NLP world (e.g., Mott et al., 2020), morphologically segmented texts in the DOBeS and ELAR archives (e.g., Paschen et al., 2020), and Interlinear Glossed Text extracted from miscellaneous publications (see references cited in Round et al. 2020 and Howell 2020). These resources do not yet have the breadth and comparability required for the present study, but the large raw text parallel Bible corpus of McCarthy et al. (2020) does — the culmination of a several decades long tradition of amassing Bible corpora for NLP. Combined with unsupervised morphological segmentation they could provide an excellent resource for direct measurements of affixation. A very large body of work in Unsupervised Learning of Morphology (see Hammarström and Borin 2011 for an overview up to 2010 and, e.g., Eskander et al. 2020 for an overview of more recent work) seeks to do segmentation of raw text. However, despite some progress to date, no off-the-shelf method exists that will segment a very broad range of languages accurately without a large amount of manual tuning of parameters, if even then. Fortunately, for the present task, we only need a score reflecting affixation, not necessarily an accurate segmentation itself. We have thus chosen one of the simplest counting techniques for overrepresentation of initial/terminal string segments (cf. Hammarström and Borin 2011, 322-326) explained in Section 3.3, thought to reflect actual segmentation proportionately. Many other choices would have been possible, with, we suspect, largely equivalent outcomes.

3 Methods

3.1 Humans Read Grammars

Dryer (2005)’s database, reflected in WALS Feature 26A Prefixing vs. Suffixing in Inflectional Morphology, proceeds by calculating a prefix/suffix index for a given language by considering inflectional endings of ten different types, shown in Table 1 (top) along with four example languages. The relative proportion of suffixes versus prefixes (\(S/P\)), called the affixing index (AI), is discretized into five categories along with one category for languages with little or no affixation, as shown in Table 1 (bottom). We only have access to the languages labeled with the discretized labels, not the underlying counts, which would have been a richer rendering (cf. Gerdes et al. 2021). The scope of Dryer (2005) excludes non-inflectional, i.e., derivational prefixes/affixes, pre-/postclitics, intercalated fixes (also known as templatic morphology), tonal changes, preverbs, etc.

3.2 Machines Read Grammars

The data for the experiments in this paper consists of a collection of over 10 000 raw text grammatical descriptions digitally available for computational processing (Virk et al., 2020). A listing of the

\footnote{Available at online at https://wals.info/feature/26A.}
Table 1: Top: Calculating the affixing index (AI) as per Dryer (2005) given the existence of different types of inflectional prefixes (P) and suffixes (S). The three boldfaced types are considered important enough to count double, hence the 2 points in the respective cells. Bottom: Labels used in Dryer (2005) for different types of prefix/suffix languages given the Affixing index (AI).

| Label                                | # lgs | Examples                                                                 |
|--------------------------------------|-------|--------------------------------------------------------------------------|
| Little or no inflectional morphology | 141   | Thai [tha] (0+0), Vai [vai] (0+2), …                                    |
| Strongly suffixing                   | 406   | Swedish [swe] (3/3), Turkish [tur] (11/11), …                           |
| Weakly suffixing                     | 123   | Beja [bej] (10/13), Mokilese [mkj] (2/3), …                             |
| Equal prefixing and suffixing        | 147   | Ubykh [uby] (5/10), Kiribati [gil] (2/4), …                             |
| Weakly prefixing                     | 94    | Mohawk [moh] (3/9), Au [avt] (1/3), …                                   |
| Strongly Prefixed                    | 58    | Hunde [hke] (0.5/10), Sango [sag] (0/3), …                             |

For Chinese, the Jieba tokenizer was employed.

The suffix ratio for Machines Read Grammars is $SR_{MRG} = \frac{S}{S+P}$ if $S+P > 0$ and conventionally set to 0.5 otherwise.

2For Chinese, the Jieba https://github.com/fxsjy/jieba tokenizer was employed.
Figure 1: Example output of the Machines Read Grammars approach.

| Meta-language       | # lgs | # docs |
|---------------------|-------|-------|
| English             | 3 345 | 7 451 |
| French              | 792   | 1 323 |
| German              | 561   | 815   |
| Spanish             | 388   | 849   |
| Russian             | 288   | 537   |
| Mandarin Chinese    | 166   | 249   |
| Portuguese          | 136   | 285   |
| Indonesian          | 131   | 217   |
| Dutch               | 88    | 165   |
| Italian             | 81    | 139   |
| **Total**           |       | **12 032** |

Table 2: Meta-languages of the grammatical descriptions for the present study. The total number of distinct languages covered is 4 287.

3.3 Machines Read Raw Text

New Testament translations for over 1 000 languages are available in the Bible corpus collection of McCarthy et al. (2020). For the purpose of the present study, we assume that whitespace-indicated boundaries correspond to phonological words of the language in question. Languages written in a script that does not indicate word boundaries are excluded from computation. For comparability, we selected only the New Testament and excluded languages which had less than 7 000 verses thereof\(^3\). The longest text was selected when different versions were available for the same language. A total of 1 030 languages remained.

The type/token ratio is widely taken to be proportionate to the amount of affixation of a language. To measure the division between prefixing and suffixing, we adopt the RA measure of Hammarström (2009, 25-30). As noted above, the technique is one of many variations of the essentially the same theme (Hammarström and Borin, 2011, 322-326). Given any string \(x\) and a set \(W\) of word types of a corpus, we may calculate the probability of \(x\) as final occurrence and the probability of \(x\) as a non-final occurrence. \(RA(−x)\) is simply the ratio between final and non-final probability, and \(RA(x−)\), analogously, the ratio between initial and non-initial probability. For example, \(RA(−ing) \approx 35.1\) and \(RA(ing−) \approx 0.01\) in the English New Testament. Each segment \(x\) may thus be ranked according to prefixhood and suffixhood.

From the entire set of attested segments, we keep only the set of suffixes \(S\) which are the best suffix-parse (= highest \(RA\)) for some word in \(W\) and only the set of prefixes \(P\) which are the best prefix-parse for some word in \(W\). This makes the very long lists of potential affixes less unwieldy, and the length of the resulting list is believed to be proportionate to the actual number of affixes of each kind. However, it is known that resulting lists of this kind contain segments that are too long compared the actual segmentation, i.e., that contain the true affix plus one or more common characters of the stem or affix of an inner layer. Since we are only interested in the relative amount of prefixation/suffixation here — not the actual segmentation — we may hy-
Table 3: Regular expressions for various meta-languages used in the Machines Read Grammar search.

| Heading | Chinese [cmn] | German [deu] | English [eng] | French [fra] |
|---------|--------------|--------------|--------------|--------------|
| Prefix  | 字首/词头     | \W[Ps][r\(e\)]fix | \W[Ps][r\(e\)]fix | \W[Ps][r\(e\)]fix |
| Suffix  | 后缀/字尾/词尾  | \W[Ps][u]fix   | \W[Ps][u]fix   | \W[Ps][u]fix   |
| Heading | Italian [ita] | \W[p]
| Prefix  | \W[p]
| Suffix  | \W[p]

| Heading | Indonesian [ind] | Dutch [nld] |
|---------|-----------------|-------------|
| Prefix  | \W[Ps]
| Suffix  | \W[Ps]

Table 4: Examples of top RA scoring affixes in three languages.

| Swedish [swe] | English [eng] | Swahili [swh] |
|--------------|--------------|--------------|
| x RA(x)      | x RA(x)      | x RA(x)      |
| 1             | -igt         | 814.7        |
| 2             | -ned         | 556.3        |
| 3             | 407.9        |
| 4             | -teth        | 475.9        |
| 5             | -amas        | 1140.8       |
| 6             | -erad        | 290.5        |
| 7             | -en          | 1124.8       |
| 8             | -ted         | 284.3        |
| 9             | -nina        | 1100.7       |
| 10            | -ram         | 153.4        |

Table 4: Examples of top RA scoring affixes in three languages.

pothesize that the erroneous “prolongation” affects prefix and suffix extraction uniformly. Examples of the top RA affixes are shown shown in Table 4 for three languages. The suffix ratio for Machines Read Raw Text is defined to be $SR_{MRT} = \frac{|S|}{S+|P|}$.

For example $SR_{MRT} (\text{Swedish}) = \frac{3629}{2629+3629} \approx 0.58$, $SR_{MRT} (\text{English}) = \frac{2930}{2539+2930} \approx 0.5$, $SR_{MRT} (\text{Swahili}) = \frac{1102.3}{3109+1102.3} \approx 0.37$.

The amount of raw text data needed to reach a stable $SR_{MRT}$ is shown in Figure 2 for some example languages including the most isolating Tok Pisin [tpi] and the record polysynthetic Northwest Alaska Inupiatun [esk]. As expected, all languages show diminishing variation with increased corpus size, but they differ as to how quickly the global value is approximated. Some languages with less morphology appear to reach it with only 10% (or less) of the New Testament, i.e., 700 verses, which corresponds to 15 691 tokens / 2095 types / 63 857 characters in English, 25 239 tokens / 767 types / 95 700 characters in Tok Pisin and 15 792 tokens / 2771 types / 67 745 characters in Swedish. But the more morphologically rich languages appear to require almost the entire text. For the purposes of the present paper, we will assume that the entire New Testament is enough to approximate the true $SR_{MRT}$ of the languages involved.

4 Experiments

4.1 The Individual Measures

For the Humans Read Grammars (HRG) approach, there are no experiments to report, but we may note that the average suffix ratio is $SR_{HRG} = 0.67$ (using the midpoint of the range associated with each label, i.e., 0.1, 0.3, 0.5, 0.7, 0.9) or $SR_{HRG} = 0.65$ if the languages with little affixation are conven-
tionally said to have a ratio of 0.5.

For the Machines Read Grammars (MRG) approach, there is some latitude in how to treat different sources for the same language. More than half of the languages (2,516 of 4,287) have more than one source and the average number of sources per language is 2.81. Surprisingly, sources for the same language differ quite a lot in their suffix ratio, on average $|SR_{MRG}(s_1) - SR_{MRG}(s_2)| \approx 0.24$ (see Figure 3 for a histogram). This discrepancy is likely not driven by any effects related to different meta-languages as it is $\approx 0.24$ when the sources have the same meta-language, only slightly lower than $\approx 0.26$ when they do not. Different sources agree on whether $SR_{MRG} > 0.5$ only 68.6% of the time (70.2% if the same meta-language versus 66.3% if different). Manual inspection suggests that the discrepancies are mainly due to differences in scope and attention to functional load across descriptions of the same language, but also relate to differences in author style. For example, Lazard (1981)’s description frequently uses the term ‘préfix’ along with a hyphenated form $x-$, as expected, but does not use the term suffix when discussing suffixes (that the language does have) which are introduced as $-x$ without any explicit accompanying term. The differences notwithstanding, if the suffix ratio of a language is understood as the average suffix ratio of its sources, the average suffix ratio across all 4,287 in MRG is 0.59. It is only a little different, 0.61, if instead we take the source with the most hits (suffix + prefix) per language.

For the Machines Read Raw Text (MRT) approach, the average $SR_{MRT} \approx 0.51$ — only a minimal suffix preference.

4.2 Comparison Between the Three Measures

Table 5 shows a comparison between the three dataset in terms of number of languages in common, average $SR$ for the languages in common, Pearson’s $r$ and agreement on whether $SR > 0.5$. HRG and MRG agree on a $SR$ of over 0.6 while MRT exhibits only a small suffix preference. All three measures are correlated with an $r > 0.5$. A scatter plot for $MRG \cap MRT$ — the two continuous measures — is shown in Figure 4. The agreement between all three measures increases to around 0.7 if we only consider the polarity of $SR$.

We should not expect these measures to fully agree given the significant theoretical differences. HRG has been forcibly discretized, considers only inflectional morphology and has an opaque link to the token ratio. MRG is quite sensitive to the descriptive aims (and whims) of particular authors and is unable to discern the type and context of affixes. Some authors discuss more comparative aspects, some include detailed discussions of morphophonology, some describe subordinate clauses in more detail than others and so on. It is telling that MRG agrees with the other measures roughly as much as MRG for different sources of the same language. It thus seems that this accuracy is a natural limit to what naive keyword counting can achieve on this (and similar) tasks. Similarly, MRT can not differentiate between derivational, inflectional or fossilized/productive affixation and it is not known how close the HRT measure is to the ideal token count and/or if there is a simple improvement.

To exemplify these differences, consider the comparison of $SR$-measurements for ten randomly
chosen languages in Table 6. We have not been able to investigate in depth the judgment of \( MRT \) of Alekano as a prefix-dominant language. A possibility informally observed in some other cases is that frequent stems are judged as prefixes. Indeed the \( MRT \) method lacks any information needed to distinguish stems from affixes if not for their frequency distributions. Amharic is written in an abugida script which should theoretically make the \( MRT \) estimate more coarse grained, and this is possibly reflected in its comparatively lower \( SR_{MRT} \). Burarra is judged by \( MRT \) as a suffixing language, but here the explanation may be related to the orthography. The Burarra words as rendered in the Bible corpus contain a lot of dashes, likely indicating (some? all?) affix boundaries, possibly interfering with the \( MRT \) method (but this has not been investigated in depth). The two grammars used in \( MRG \) for Wubuy (one of which, Heath 1984, also underlies the HRG value) do discuss the prefixes much more than the suffixes since the prefix system indicating noun classes in this language is quite complicated.

Judging from the three-way comparison, the \( MRT \) measure is more often deviant from the other two. A closer look is needed to determine the source(s) of discrepancy more systematically. More research is needed into the robustness of the \( MRT \)-measure and related techniques, especially as it concerns the influence of orthography/writing system.

While the above discussion concerns the division of labour between suffixes and prefixes, we should also note how well the amount of affixation can be measured. In HRG, 141 of 948 languages are said to have “Little Affixation”. Simple logistic regression gives an accuracy of 86% in predicting this class from the type/token ratio of \( MRT \) and 85% in predicting the class from the suffix, prefix, purity level and token count of the grammar with the most hits for each language. But these numbers do not improve on the baseline, and so add no actual information as to this class. Furthermore, there is only a weak correlation \( (r \approx 0.15) \) between the type-token ratio of \( MRT \) and the ratio of affixation hits to tokens times purity level. Clearly, predicting the amount of affixation is not as simple as it appears at first glance (cf. Bentz et al. 2016).

### 5 Conclusion

We have compared three ways to obtain data on the amount of prefixes/suffixes in the languages of the world. The three measures, correlate to a high degree but none can be said to reflect an ideal measure. At the same time, there are considerable differences in the measurements of individual languages. These differences reflect differences in aim and scope as well as sketchy measurements. The
Humans Read Grammars method only focusses on inflectional morphology with only weak integration of functional load. The Machines Read Grammars approach is vulnerable to differences in scope of description and individual styles, of which there is plenty of variation for the same language. More research is needed in to see to what extent these dimensions of variation can somehow be normalized automatically. The Machines Read Raw Text method reads a very noisy reflection of prefixation/suffixing from the raw data and cannot differentiate between derivational, inflectional or fossilized/productive affixation. The simple measure used here should be abandoned in favour of a more complicated, but less noisy measure. The resulting database, in total spanning the tremendous 4 437 languages, is freely available for future research at Zenodo [http://doi.org/10.5281/zenodo.4731249](http://doi.org/10.5281/zenodo.4731249) on a Creative Commons Attribution 4.0 International license.
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