ON THE WELL-POSEDNESS OF HIGHER ORDER VISCOUS BURGERS’ EQUATIONS

XAVIER CARVAJAL, MAHENDRA PANTHEE

Abstract. We consider higher order viscous Burgers’ equations with generalized nonlinearity and study the associated initial value problems for given data in the $L^2$-based Sobolev spaces. We introduce appropriate time weighted spaces to derive multilinear estimates and use them in the contraction mapping principle argument to prove local well-posedness for data with Sobolev regularity below $L^2$. We also prove ill-posedness for this type of models and show that the local well-posedness results are sharp in some particular cases viz., when the orders of dissipation $p$, and nonlinearity $k + 1$, satisfy a relation $p = 2k + 1$.

1. Introduction

In continuation to our recent works [3, 4], here we consider higher order viscous Burgers’ equations with generalized nonlinearity which are also known as generalized Korteweg-de Vries (KdV) type equations with dissipative perturbation. These sort of models are well studied in the recent literature, see for example [6, 13, 20, 23] and references therein. The authors in [13, 23] considered generalization in the dissipative part, while the authors in [6, 20] studied generalization in the nonlinearity. In this work, we are interested in considering generalization in both dissipative as well as nonlinear parts and address the well-posedness issues for the initial value problems (IVPs),

\[
\begin{align*}
  v_t + v_{xxx} + \eta Lv + (v^{k+1})_x &= 0, \quad x \in \mathbb{R}, \; t \geq 0, \; k \in \mathbb{N}, \; k > 1, \\
  v(x, 0) &= v_0(x),
\end{align*}
\]

(1.1)

and

\[
\begin{align*}
  u_t + u_{xxx} + \eta Lu + (u_x)^{k+1} &= 0, \quad x \in \mathbb{R}, \; t \geq 0, \; k \in \mathbb{N}, \; k > 1, \\
  u(x, 0) &= u_0(x),
\end{align*}
\]

(1.2)

where $\eta > 0$ is a constant; $u = u(x, t)$, $v = v(x, t)$ are real valued functions and the linear operator $L$ is defined via the Fourier transform by \( \hat{L}f(\xi) = -\Phi(\xi)\hat{f}(\xi) \).

The Fourier symbol $\Phi(\xi)$ is of the form

\[
\Phi(\xi) = -|\xi|^p + \Phi_1(\xi),
\]

(1.3)

where $p \in \mathbb{R}^+$ and $|\Phi_1(\xi)| \leq C(1 + |\xi|^q)$ with $0 \leq q < p$. The symbol $\Phi(\xi)$ is a real valued function which is bounded above; i.e., there is a constant $C$ such that $\Phi(\xi) < C$ (see Lemma 2.2 below). We note that, a particular case of $\Phi(\xi)$ in the form

\[
\Phi(\xi) = \sum_{j=0}^{n} \sum_{i=0}^{2m} c_{i,j} \xi^i |\xi|^j, \quad c_{i,j} \in \mathbb{R}, \; c_{2m,n} = -1,
\]

(1.4)

with $p := 2m + n$, has been considered in our earlier work [5].
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We observe that, if \( u \) is a solution of (1.2) then \( v = u_x \) is a solution of (1.1) with initial data \( v_0 = (u_0)_x \). For this reason the equation (1.1) is called the derivative equation of (1.2).

As mentioned above, we are interested in studying the well-posedness issues to the IVPs (1.1) and (1.2) for given data in the low regularity Sobolev spaces \( H^s(\mathbb{R}) \). Recall that, for \( s \in \mathbb{R} \), the \( L^2 \)-based Sobolev spaces \( H^s(\mathbb{R}) \) are defined by

\[
H^s(\mathbb{R}) := \{ f \in S'(\mathbb{R}) : \| f \|_{H^s} < \infty \},
\]

where

\[
\| f \|_{H^s} := \| \langle \xi \rangle^s \hat{f} \|_{L^2},
\]

with \( \langle \cdot \rangle = 1 + | \cdot | \), and \( \hat{f}(\xi) \) is the usual Fourier transform given by

\[
\hat{f}(\xi) \equiv \mathcal{F}(f)(\xi) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ix\xi} f(x) \, dx.
\]

The factor \( \frac{1}{\sqrt{2\pi}} \) in the definition of the Fourier transform does not alter our analysis, so we will omit it.

We use the standard notion of well-posedness. More precisely, we say that an IVP for given data in a Banach space \( X \) is locally well-posed, if there exist a certain time interval \([0, T]\) and a unique solution depending continuously upon the initial data, and the solution satisfies the persistence property; i.e., the solution describes a continuous curve in \( X \) in the time interval \([0, T]\). If the above properties are true for any time interval, we say that the IVP is globally well-posed, and if any one of the above properties fails to hold, we say that the IVP is ill-posed.

In our recent work [3], we considered dissipative perturbation of KdV type equations (i.e., (1.1) and (1.2) with \( k = 1 \)) and proved sharp local well-posedness results for given data with Sobolev regularity below \( L^2 \). The IVPs (1.1) and (1.2) with general nonlinearity \( k > 0 \) are considered in [4] to obtain local well-posedness in \( H^s \), \( s \geq -1 \) and \( s \geq 0 \) respectively.

The sharp local well-posedness results in [3] were obtained by using the contraction mapping principle in suitably defined time weighted function spaces. The motivation behind the introduction of time weighted function spaces is the work of Dix in [11], where the author proved sharp local well-posedness for the Burgers’ equation in \( H^s \), \( s > -\frac{1}{2} \) by showing that uniqueness fails whenever \( s < -\frac{1}{2} \). We could not handle the higher order nonlinearity in the time weighted function spaces introduced in [3]. In this work, we suitably modify the spaces introduced in [3] to deal higher order nonlinearity. More precisely, for \( s \in \mathbb{R}, p \geq 2k + 1 \) and \( t \in [0, T] \) with \( 0 < T \leq 1 \), we define \( \delta_k := \frac{k-1}{2(k+1)} \), \( \alpha_k := \frac{\delta_k + |s|}{p} \), \( \beta_k := \frac{\delta_k + |s| + 1}{p} \), and introduce two Banach spaces \( X_T^s \) and \( Y_T^s \) as follows

\[
X_T^s := \{ f \in C([0, T]; H^s(\mathbb{R})) : \| f \|_{X_T^s} < \infty \},
\]

\[
Y_T^s := \{ f \in C([0, T]; H^s(\mathbb{R})) : \| f \|_{Y_T^s} < \infty \},
\]

where

\[
\| f \|_{X_T^s} := \sup_{t \in [0, T]} \left\{ \| f(t) \|_{H^s} + t^{\alpha_k} \| \hat{f}(t) \|_{L^2}^{\frac{p+1}{p}} \right\},
\]

and

\[
\| f \|_{Y_T^s} := \sup_{t \in [0, T]} \left\{ \| f(t) \|_{H^s} + t^{\beta_k} \| \partial_x f(t) \|_{L^2}^{\frac{p+1}{p}} \right\}.
\]

Our plan is to derive some multilinear estimates in the spaces \( X_T^s \) and \( Y_T^s \) and use them to apply the contraction mapping argument so as to prove the local well-posedness results for the IVPs (1.1) and (1.2) respectively.

In sequel, we state the main results of this work. The first result deals with the local well-posedness for the IVP (1.1).
Theorem 1.1. Let $\eta > 0$ be fixed, $k > 1$ and $\Phi(\xi)$ be as given by (1.3) with $p \geq 2k + 1$ as the order of the leading term, then for any data $v_0 \in H^s(\mathbb{R})$ there exist a time $T = (T(||v_0||_{H^s}; \eta))$ and a unique solution $v$ to the IVP (1.1) in $C([0, T], H^s(\mathbb{R}))$, whenever $s > \frac{3}{2} - \frac{k}{k+1}$. Moreover, the map $v_0 \mapsto v(t)$ is smooth from $H^s(\mathbb{R})$ to $C([0, T]; H^s(\mathbb{R})) \cap X_T^2$.

The second result deals the same for the IVP (1.2).

Theorem 1.2. Let $\eta > 0$ be fixed, $k > 1$ and $\Phi(\xi)$ be as given by (1.3) with $p \geq 2k + 1$ as the order of the leading term, then for any data $u_0 \in H^s(\mathbb{R})$, there exist a time $T = (T(||u_0||_{H^s}; \eta))$ and a unique solution $u$ to the IVP (1.2) in $C([0, T], H^s(\mathbb{R}))$, whenever $s > \frac{3}{2} - \frac{k+1}{k+2}$. Moreover, the map $u_0 \mapsto u(t)$ is smooth from $H^s(\mathbb{R})$ to $C([0, T]; H^s(\mathbb{R})) \cap Y_T^2$.

The method of proof of these theorems is very simple, and does not depend on the dispersive term. This method can be applied to address the model obtained from (1.1) by replacing $v_{xxx}$ by more general dispersive term $L_1v$, where $L_1v = i\sigma(\xi)v(\xi)$ with $\sigma$ real. However, if the order of dissipation is lower than that of dispersion ($p < 2k + 1$), then there is a role of dispersive part and this method does not work. In this situation, Bourgain’s approach can be applied to get better well-posedness results, see for example and references therein. When $p = 2k + 1$, there is a balance between dispersive and dissipative effects and local well-posedness result holds up to scaling critical regularity $s_c = -\frac{3}{2}$, see below. We observe that, in the proof of ill-posedness result, presence of dispersive term $v_{xxx}$ is relevant, as can be seen in proofs of Theorems and The same analysis is true in the case of the IVP (1.2) as well.

We note that, the above results improve the ones obtained in where the IVPs (1.1) and (1.2) are respectively proved to be locally well-posed in $H^s$ for $s > -1$ and $s > 0$. However, as can be seen in the proofs of Propositions and (see below), the method we developed here only holds for $s \leq 0$. On the other hand, the order of dissipation considered in (1.1) ($p \geq \frac{3}{2}k + 1$) is lower than the one considered here. Therefore, in some sense, the main well-posedness results of this article and complement each other.

At this point, it is natural to ask whether the local well-posedness results given by Theorems and are optimal in the sense that if one lowers the Sobolev regularity of the given data below the one given by these theorems, the IVPs (1.1) and (1.2) are ill-posed. In recent literature, these sort of questions are addressed by proving that the application data-solution is not smooth in certain range of Sobolev regularity $s$. This notion of ill-posedness makes sense because if one proves local well-posedness by using the contraction mapping principle, the application data-solution is always smooth. To have more insight about the well-posedness and the ill-posedness issues, we make an analysis by using scaling argument. Talking heuristically, semilinear evolution equations like viscou Burgers, Korteweg-de Vries (KdV), nonlinear Schrödinger (NLS) and wave equations are usually expected to be well-posed for given data with Sobolev regularity up to scaling and ill-posed below scaling. However, this is not always true, as can be seen in the generalized KdV (gKdV) case. For $\eta = 0$, the IVP (1.1) turns out to be the gKdV equation

\begin{align*}
  v_t + v_{xxx} + (v^{k+1})_x &= 0, \quad x \in \mathbb{R}, \ t \geq 0, \ k \in \mathbb{R}, \ k > 1, \\
  v(x, 0) &= v_0(x),
\end{align*}

which satisfies the scaling property. Talking more precisely, if $v(x, t)$ is a solution of the gKdV with initial data $v_0(x)$ then for $\lambda > 0$, so is $v^{\lambda}(x, t) = \lambda \hat{v}(\lambda x, \lambda^3 t)$ with initial data $v^{\lambda}(x, 0) = \lambda \hat{v}(\lambda x, 0)$. Note that, the homogeneous Sobolev norm of the initial data remains invariant if $s - \frac{3}{2} + \frac{k}{k+1} = 0$. This suggests that the scaling Sobolev regularity is $\frac{1}{2} - \frac{k}{k+1}$. For the gKdV equation, the following table shows the known well-posedness results and their relation to scaling index.
The best well-posedness results for the IVP (1.9) shown in the Table 1 are obtained by Kenig et al. [14, 15] (for $k = 1, 2$ and $k \geq 4$) and Grunrock [12] (for $k = 3$). These results are sharp since the flow-map $v_0 \rightarrow v(t)$ is not locally uniformly continuous from $H^s(\mathbb{R})$ to $H^s(\mathbb{R})$, for $s < s_k$ with $s_1 = -\frac{5}{4}, s_2 = \frac{1}{4}, s_3 = -\frac{1}{4}$, and for $k \geq 4$, $s_k = \frac{1}{2} - \frac{k}{8}$ (see [10, 17]).

Generally, for dissipative problem, the scaling index is better in the sense that one can lower the regularity requirement on the data to get well-posedness. As can be seen in the proofs of the Theorems 1.1 and 1.2 (below), our method depends on the leading order of the regularity requirement on the data to get well-posedness. As can be seen in the proofs of the Theorems 1.1 and 1.2, our method depends on the leading order of the regularity requirement on the data to get well-posedness. As can be seen in the proofs of the Theorems 1.1 and 1.2, our method depends on the leading order of the regularity requirement on the data to get well-posedness. As can be seen in the proofs of the Theorems 1.1 and 1.2, our method depends on the leading order of the regularity requirement on the data to get well-posedness.

Table 1. Well-posedness results for the gKdV

| $k$ | Scaling | Well-posedness result |
|-----|---------|-----------------------|
| 1   | $-3/2$  | $s \geq -3/4$         |
| 2   | $-1/2$  | $s \geq 1/4$          |
| 3   | $-1/6$  | $s \geq -1/6$         |
| $\geq 4$ | $1/2 - 2/k$ | $s \geq 1/2 - 2/k$ |

Theorem 1.3. Let $s < \frac{1}{2} - \frac{1}{4k+1}$, then there does not exist any $T > 0$ such that the IVP (1.11) admits a unique local solution defined in the interval $[0, T]$ such that the flow-map

\[ v_0 \mapsto v(t), \quad t \in [0, T], \]

is $C^{k+1}$-differentiable at the origin from $H^s(\mathbb{R})$ to $C([0, T]; H^s(\mathbb{R}))$. 
Theorem 1.4. Let \( s < \frac{3}{2} - p \cdot \frac{1}{k+1} \), then there does not exist any \( T > 0 \) such that the IVP (1.2) admits a unique local solution defined in the interval \([0, T]\) such that the flow-map

\[
    u_0 \mapsto u(t), \quad t \in [0, T],
\]

is \( C^{k+1} \)-differentiable at the origin from \( H^s(\mathbb{R}) \) to \( C([0, T]; H^s(\mathbb{R})) \).

Remark 1.5. We observe that, if \( p = 2k + 1 \), one has

\[
    \frac{1}{2} - p \cdot \frac{1}{k+1} = -\frac{3}{2} = \frac{1}{2} - \frac{1}{2} - p \cdot \frac{1}{k+1} = -\frac{1}{2} = \frac{1}{2} - \frac{1}{2} - \frac{1}{2}.
\]

In view of this observation and the results of Theorems 1.3 and 1.4, the local well-posedness results given by Theorems 1.1 and 1.2 are sharp for \( p = 2k + 1 \). However, for \( p > 2k + 1 \) one has that \( \frac{1}{2} - p \cdot \frac{1}{k+1} > s_c \) and \( \frac{1}{2} - \frac{p+1}{k+1} > s_c + 1 \). Therefore, the well-posedness or ill-posedness issue of the IVPs (1.1) and (1.2) for values of \( s \) respectively in \( \left[s_c, \frac{1}{2} - \frac{p+1}{k+1}\right] \) and \( \left[s_c + 1, \frac{3}{2} - \frac{p+1}{k+1}\right] \) is an open problem.

A detailed explanation about the particular examples that belong to the classes considered in (1.1) and (1.2) and the known well-posedness results about them are presented in our earlier works [4, 5] and references therein.

Now, we comment about the global well-posedness. In [4], the IVP (1.1) is proved to be globally well-posed for given data in \( H^s(\mathbb{R}) \), \( s \geq 1 \), \( k = 1, 2, 3 \). As the models under consideration do not have conserved quantities, the global well-posedness results have been proved by constructing appropriate \textit{a priori} estimates. However, for given data in \( H^s(\mathbb{R}) \), \( s < 1 \) no \textit{a priori} estimates are available. Also, the lack of conserved quantities prevent us to use the recently introduced \textit{I-method} in [7, 8], to obtain global solution for the low regularity data. It would be interesting to develop some new method to address global well-posedness issues.

This paper is organized as follows: In Section 2, we prove some preliminary estimates. Section 3 is dedicated to prove the local well-posedness results. Finally, we prove ill-posedness results in Section 4.

2. Linear and nonlinear estimates

This section is devoted to obtain linear and nonlinear estimates that are essential in the proof of the main results. We start with following estimate that the Fourier symbol defined in (1.3) satisfies.

Lemma 2.1. There exists \( M > 0 \) large such that for all \( |\xi| \geq M \), one has that

\[
    \Phi(\xi) = -|\xi|^p + \Phi_1(\xi) < -1, \tag{2.1}
\]

\[
    \frac{|\Phi_1(\xi)|}{|\xi|^p} \leq \frac{1}{2}, \tag{2.2}
\]

and

\[
    |\Phi(\xi)| \geq \frac{|\xi|^p}{2}. \tag{2.3}
\]

Proof. The inequalities (2.1) and (2.2) are direct consequences of

\[
    \lim_{\xi \to \infty} \frac{\Phi_1(\xi)}{|\xi|^p} = 0 \quad \text{and} \quad \lim_{\xi \to \infty} \frac{|\Phi_1(\xi)|}{|\xi|^p} = 0,
\]

respectively.

The estimate (2.3) follows from (2.1) and (2.2). In fact, for \( |\xi| > M \)

\[
    |\Phi(\xi)| = |\xi|^p - \Phi_1(\xi) \geq \frac{|\xi|^p}{2}, \tag{2.4}
\]

and this concludes the proof of the (2.3). \( \square \)
Lemma 2.2. The Fourier symbol $\Phi(\xi)$ given by (1.3) is bounded from above and the following estimate holds true
\[\|e^{i\Phi(\xi)}\|_{L^\infty} \leq e^{TC_M}.\] (2.5)

Proof. From Lemma 2.1 there is $M > 1$ large enough such that for $|\xi| \geq M$ one has $\Phi(\xi) < -1$. Consequently, $e^{i\Phi(\xi)} \leq e^{-t} \leq 1$. Now for $|\xi| < M$, it is easy to get $\Phi(\xi) < C_M$, so that $e^{i\Phi(\xi)} \leq e^{TC_M}$. Therefore, in any case
\[\|e^{i\Phi(\xi)}\|_{L^\infty} \leq e^{TC_M}.\]
\[\square\]

The following result is an elementary fact from calculus.

Lemma 2.3. Let $f(t) = t^a e^{tb}$ with $a > 0$ and $b < 0$, then for all $t \geq 0$ one has
\[f(t) \leq \left(\frac{a}{|b|}\right)^a e^{-a}.\] (2.6)

Lemma 2.4 (Generalized Young’s Inequality). Let $n \geq 1$, $1 < r \leq \infty$, and $r_i > 1$ such that
\[\frac{1}{r} + n = \sum_{i=1}^{n+1} \frac{1}{r_i}.\]
Then there exists a constant $c_n$ such that for any $u_1, u_2, \ldots, u_{n+1} \in S(\mathbb{R})$, we have
\[\|u_1 * u_2 * \cdots * u_{n+1}\|_{L^r} \leq c_n \|u_1\|_{L^{r_1}} \|u_2\|_{L^{r_2}} \cdots \|u_{n+1}\|_{L^{r_{n+1}}}.\] (2.7)

Proof. This inequality is obtained immediately, using the classical Young’s inequality and induction argument. \[\square\]

Now we consider the IVP associated to the linear parts of (1.1) and (1.2),
\[
\begin{cases}
w_t + w_{xxx} + \eta Lw = 0, & x, t \geq 0, \\
w(0) = w_0.
\end{cases}
\] (2.8)
The solution to (2.8) is given by $w(x, t) = V(t)w_0(x)$ where the semigroup $V(t)$ is defined as
\[V(t)w_0(\xi) = e^{i\xi^3 + \eta \Phi(\xi)}\hat{w}_0(\xi).\] (2.9)

In what follows we prove some estimates satisfied by the group defined in (2.9).

Lemma 2.5. Let $0 < T \leq 1$, $k > 1$ and $t \in [0, T]$. Then for all $s \in \mathbb{R}$, we have
\[\|V(t)w_0\|_{X^s_T} \lesssim \|w_0\|_{H^s},\] (2.10)
where the implicit constant depends on $M$ with $M$ as in Lemma 2.7, $k$ and $p$.

Proof. For $s > 0$ the proof is easy, we give details only for $s \leq 0$. We start by estimating the first component of the $X^s_T$-norm. We have that
\[\|V(t)w_0\|_{H^s} = \|\xi^s e^{i\Phi(\xi)}\hat{w}_0(\xi)\|_{L^2} \leq \|e^{i\Phi(\xi)}\|_{L^\infty} \|w_0\|_{H^s}.\] (2.11)
Using (2.5) in (2.11), we get
\[\|V(t)w_0\|_{H^s} \leq e^{TC_M} \|w_0\|_{H^s}.\] (2.12)
Now, we move to estimate the second component of the $X^s_T$-norm. We have
\[t^\alpha \|V(t)w_0\|_{L^{\frac{k+1}{k-1}}} = t^\alpha \|e^{i\Phi(\xi)}\hat{w}_0\|_{L^{\frac{k+1}{k-1}}} = t^\alpha \|\xi^{-s} e^{i\Phi(\xi)}\xi^s \hat{w}_0\|_{L^{\frac{k+1}{k-1}}} \leq t^\alpha \|\xi^{-s} e^{i\Phi(\xi)}\|_{L^{\frac{k+1}{k-1}}} \|\xi^s \hat{w}_0\|_{L^2} \leq t^\alpha \|\xi^{\alpha(1-s)} e^{i\Phi(\xi)}\|_{L^{\frac{k+1}{k-1}}} \|w_0\|_{H^s}.\] (2.13)
To obtain an estimate for \( \|\xi|^{s}e^{t\Phi(\xi)}\|_{L^{2(k+1)}} \) we consider \( M \) as in Lemma 2.1 and write it as
\[
\|\xi|^{s}e^{t\Phi(\xi)}\|_{L^{2(k+1)}} \leq \|\xi|^{s}e^{t\Phi(\xi)}\chi_{|\xi| \leq M}\|_{L^{2(k+1)}} + \|\xi|^{s}e^{t\Phi(\xi)}\chi_{|\xi| > M}\|_{L^{2(k+1)}}. \tag{2.14}
\]

The low frequency part in (2.14) is bounded by some constant \( C_{M} \). For the high frequency part we use the estimate (2.3) from Lemma 2.1 to get \( \Phi(\xi) \leq \frac{|\xi|^{p}}{2} \) and the estimate \( |\xi|^{s} \lesssim |\xi|^{s} \), to write it as
\[
\|\xi|^{s}e^{t\Phi(\xi)}\chi_{|\xi| > M}\|_{L^{2(k+1)}} = \left( \int_{\{\xi(\xi) > M\}} \xi^{-2(k+1)}e^{t\Phi(\xi)}2(k+1)} d\xi \right)^{\frac{1}{2(k+1)}} \leq \left( \int_{\{\xi(\xi) > M\}} |\xi|^{-2(k+1)}e^{-t|\xi|^{p}(k+1)^{2}} d\xi \right)^{\frac{1}{k+1}} \leq \left( \int_{\mathbb{R}} |\xi|^{-s}2(k+1)}e^{-t|\xi|^{p}(k+1)^{2}} d\xi \right)^{\frac{1}{k+1}} . \tag{2.15}
\]

Now, making change of variable \( x = \xi t^{\frac{1}{p(k+1)}} \), we get from (2.16)
\[
\|\xi|^{s}e^{t\Phi(\xi)}\chi_{|\xi| > M}\|_{L^{2(k+1)}} \leq \left( \int_{\mathbb{R}} |\xi|^{-s}2(k+1)}e^{-t|\xi|^{p}(k+1)^{2}} d\xi \right)^{\frac{1}{k+1}} = t^{\frac{k-1}{p(k+1)}} \left( \int_{\mathbb{R}} |x|^{-s}2(k+1)}e^{-t|x|^{p}(k+1)^{2}} d\xi \right)^{\frac{1}{k+1}} . \tag{2.16}
\]

Since \( t \in [0, T] \) with \( T \leq 1 \), \( s \leq 0 \) and
\[
\alpha_{k} + \frac{s}{p} = \frac{k-1}{2p(k+1)} = 0, \tag{2.17}
\]
we get from (2.14) and (2.16) that
\[
t^{\alpha_{s}}\|\xi|^{s}e^{t\Phi(\xi)}\|_{L^{2(k+1)}} \leq C_{M,k,p}. \tag{2.18}
\]
Inserting (2.18) in (2.12) we obtain the required estimate (2.10).

Lemma 2.6. Let \( 0 < T \leq 1 \) and \( t \in [0, T] \). Then for all \( s \in \mathbb{R} \), we have
\[
\|V(t)w_{0}\|_{Y_{T}^{r}} \lesssim \|w_{0}\|_{H^{s}}, \tag{2.19}
\]
where the implicit constant depends on \( k, p \) and \( M \) with \( M \) as in Lemma 2.1.

Proof. The estimate for the first component of the \( Y_{T}^{r} \)-norm has already been obtained in (2.12). In what follows, we estimate the second component of the \( Y_{T}^{r} \)-norm. We only consider the case when \( s < 0 \). In the case when \( s \geq 0 \) the estimates follow easily. We have
\[
\|V(t)w_{0}\|_{L^{2(k+1)}} = t^{\beta_{k}}\|\xi e^{t\Phi(\xi)}w_{0}\|_{L^{2(k+1)}} = t^{\beta_{k}}\|\xi\xi^{-\kappa}e^{t\Phi(\xi)}\xi^{-\kappa}w_{0}\|_{L^{2(k+1)}} \leq t^{\beta_{s}}\|\xi|^{s}e^{t\Phi(\xi)}\xi^{-\kappa}w_{0}\|_{L^{2(k+1)}} \leq t^{\beta_{k}}\|\xi|^{s}e^{t\Phi(\xi)}\xi^{-\kappa}w_{0}\|_{H^{s}}, \tag{2.20}
\]
where \( r_{k} = 1/\delta_{k} \). Now, let \( M \) large as in Lemma 2.1 we obtain
\[
t^{\beta_{k}}\|\xi|^{s}e^{t\Phi(\xi)}\|_{L^{2(k+1)}} \leq t^{\beta_{k}}\|\xi|^{s}e^{t\Phi(\xi)}\chi_{|\xi| \leq M}\|_{L^{2(k+1)}} + t^{\beta_{k}}\|\xi|^{s}e^{t\Phi(\xi)}\chi_{|\xi| > M}\|_{L^{2(k+1)}} = J_{1} + J_{2}. \tag{2.21}
\]
Since \( 0 \leq t \leq T \leq 1 \), we have
\[
J_{1} \leq C_{M,p}t^{\beta_{k}} \leq C_{M,p}. \tag{2.22}
\]
Now, we move to estimate the high-frequency part $J_2$. For this, we use the Lemma 2.3 thus 
\[ \Phi(\xi) < -|\xi|^p/2 \text{ if } |\xi| > M, \]
and consequently
\[ \Phi(\xi) < -|\xi|^p/2 \text{ if } |\xi| > M, \]

\[ J_2 = \int_{|\xi| > M} |\xi|^s e^{\phi(\xi)} \chi_{|\xi| > M} \| L^\alpha \leq \int_{|\xi| > M} |\xi|^s e^{-|\xi|^p/2} \chi_{|\xi| > M} \| L^\alpha. \] \hspace{1cm} (2.23)

Since $M > 1$ is large, $|\xi|^s \lesssim |\xi|^s$, a change of the variables $x = i^{1/2} \xi$, yields
\[ J_2 \leq \int_{|\xi| > M} |\xi|^s e^{-|\xi|^p/2} \| L^\alpha \leq i^{1/2} |\xi|^s e^{-|\xi|^p/2} \| L^\alpha, \] \hspace{1cm} (2.24)

and consequently
\[ J_2 \leq C. \] \hspace{1cm} (2.25)

The conclusion of the Lemma follows from (2.20), (2.21), (2.22) and (2.25).

In what follows we present two technical lemmas.

**Lemma 2.7.** Let $k > 1$, $p \geq 2k + 1$ and $\frac{1}{2} - \frac{p+1}{k} < s \leq 0$, then there exists a number $a_0 > 0$ such that
\[ \frac{1 + 2s}{p} < a_0 < 2(1 - (k + 1)\beta_k). \] \hspace{1cm} (2.26)

**Proof.** In order to prove (2.26), it suffices to prove that
\[ \frac{1 + 2s}{p} < 2 - \frac{2(k + 1)(1 + \delta_k - s)}{p}, \] \hspace{1cm} (2.27)

this inequality is equivalent with
\[ s > \frac{3}{2} - \frac{p - 1}{k}, \]
which is true because
\[ s > \frac{3}{2} - \frac{p + 1}{k + 1} \geq \frac{3}{2} - \frac{p - 1}{k}, \]
where the last inequality is equivalent with $p \geq 2k + 1$.

Now, to show that $a_0$ can be chosen positive, we observe that
\[ \frac{2(k + 1)(1 + \delta_k - s)}{p} > 0 \iff s > \frac{3}{2} - \frac{p + 1}{k + 1}, \]
which is true by hypothesis of the lemma. \hfill \Box

Now we state another technical result whose proof is very similar to that of Lemma 2.7.

**Lemma 2.8.** Let $k > 1$, $p \geq 2k + 1$ and $\frac{1}{2} - \frac{p+1}{k} < s \leq 0$, then there exists a number $a_1 > 0$ such that
\[ \frac{3 + 2s}{p} < a_1 < 2(1 - (k + 1)\alpha_k). \] \hspace{1cm} (2.28)

**Lemma 2.9.** Let $k > 1$, $p \geq 2k + 1$ and $\frac{1}{2} - \frac{p+1}{k} < s \leq 0$ and $a_1$ as in Lemma 2.8 then for $0 < T \leq 1$ and $\tau \in (0, T]$, we have
\[ \| |\xi|^s e^{\tau \Phi(\xi)} \| L^2_T \lesssim \frac{1}{\tau^2}. \] \hspace{1cm} (2.29)

**Proof.** Let $M$ be as in Lemma 2.1. We decompose the integral as
\[ \| |\xi|^s e^{\tau \Phi(\xi)} \| L^2_T = \int_{|\xi| \leq M} \xi^2 e^{2s e^{2\tau \Phi(\xi)}} d\xi + \int_{|\xi| > M} \xi^2 e^{2s e^{2\tau \Phi(\xi)}} d\xi =: I_1 + I_2. \] \hspace{1cm} (2.30)

In the first integral, since $a_1 > 0$ and $\tau \in [0, 1]$ we have
\[ I_1 \leq \int_{|\xi| \leq M} M^2 (M^{2s} e^{2\tau C_{M,p}}) d\xi \leq 2M^3 (M^{2s} e^{2C_{M,p}}) \leq C_{M,p} \frac{1}{\tau^{a_1}}. \] \hspace{1cm} (2.31)
Now, we consider the second integral in (2.30). We have $\langle \xi \rangle^s \lesssim |\xi|^s$. For sufficiently large $M$, considering $b = 2\Phi(\xi) < 0$ (see Lemma 2.1), and $a = a_0 > 0$, one can get, using the estimate (2.6) that

\[ I_2 \leq \int_{|\xi| > M} |\xi|^{2\gamma + 2} \phi(\xi) d\xi \lesssim \int_{|\xi| > M} \frac{1}{|\xi|^{2s - 2 - \frac{a_0}{\delta}}} d\xi. \tag{2.32} \]

Using (2.33) in (2.32), one obtains

\[ I_2 \lesssim \frac{1}{\tau^{a_0}} \int_{|\xi| > M} \frac{1}{|\xi|^{2s - 2 - \frac{a_0}{\delta}}} d\xi \lesssim \frac{1}{\tau^{a_0}}, \tag{2.33} \]

where in the last inequality the fact that $-2s - 2 + \frac{a_0}{\delta} > 1$ has been used. Inserting (2.31) and (2.33) in (2.30) we obtain the required estimate (2.29).

**Lemma 2.10.** Let $k > 1$, $p \geq 2k + 1$ and $\frac{3d}{2} - \frac{p - 1}{p + 1} < s \leq 0$ and $a_0$ as in Lemma 2.7 then

\[ \| \langle \xi \rangle^s e^{\tau \Phi(\xi)} \|_{L^2} \lesssim \frac{1}{\tau^{s/2}}, \tag{2.34} \]

and

\[ \| \xi e^{\tau \Phi(\xi)} \|_{\dot{B}^{s \mp 1}} \lesssim \frac{1}{\tau^{s + 1/2}}, \tag{2.35} \]

where $0 < \tau \leq T \leq 1$.

**Proof.** For $M$ large as in Lemma 2.7 we have

\[ \| \langle \xi \rangle^s e^{\tau \Phi(\xi)} \|_{L^2}^2 = \int_{|\xi| \leq M} \langle \xi \rangle^{2s} e^{2\tau \Phi(\xi)} d\xi + \int_{|\xi| > M} \langle \xi \rangle^{2s} e^{2\tau \Phi(\xi)} d\xi =: A + B. \]

Now, for $\tau \in (0, T]$ and $a_0$ as in Lemma 2.7 one has

\[ A \leq C_M e^{T C_M, p} \lesssim \frac{C_M e^{TC_M, p}}{\tau^{a_0}}. \tag{2.36} \]

To obtain an estimate for the high frequency part $B$, we use estimate (2.6) with $a = a_0 > 0$ and $b = 2\Phi(\xi) < 0$, to obtain

\[ B \lesssim \int_{|\xi| > M} \frac{(|\xi|^{2s} (a_0 e^{-1} a_0^2) e^{\tau \Phi(\xi)} d\xi}{\Phi(\xi)^{a_0}} d\xi \lesssim \int_{|\xi| > M} \frac{1}{|\xi|^{p_0 - 2s}} \frac{1}{\tau^{a_0}} \frac{1}{\tau^{a_0}} d\xi \lesssim \frac{1}{\tau^{a_0}}, \tag{2.37} \]

where Lemma 2.1 and $p_0 - 2s > 1$ has been used. This concludes the proof of (2.34).

In order to prove (2.35) we proceed as above. For $M$ large as in Lemma 2.1 we obtain

\[ \| \xi e^{\tau \Phi(\xi)} \|_{\dot{B}^{s \mp 1}} \lesssim \left( \int_{|\xi| \leq M} \frac{\left| \frac{k}{\beta} \right|^{2s} e^{\tau \Phi(\xi)} d\xi} {\tau^{2s - 1}} \right)^{\frac{1}{2s - 1}} + \left( \int_{|\xi| > M} \frac{\left| \frac{k}{\beta} \right|^{2s} e^{\tau \Phi(\xi)} d\xi} {\tau^{2s - 1}} \right)^{\frac{1}{2s - 1}} := D + E. \tag{2.38} \]

Considering $0 < \tau \leq T \leq 1$ in the low frequency part $D$ we have

\[ D \leq C_{k, M} \lesssim \frac{1}{\tau^{s + 1/2}}. \tag{2.39} \]

Using Lemma 2.7 in the high frequency part $D$ ($\Phi(\xi) \leq -|\xi|^p/2$ if $|\xi| > M$) we arrive to

\[ E \leq \left( \int_{|\xi| > M} \frac{\left| \frac{k}{\beta} \right|^{2s} e^{-\frac{\tau (k + 1)|\xi|^p}{2}} d\xi} {\tau^{a_0}} \right)^{\frac{1}{2s - 1}} \leq \left( \int_{|\xi| > M} \frac{\left| \frac{k}{\beta} \right|^{2s} e^{-\frac{\tau (k + 1)|\xi|^p}{2}} d\xi} {\tau^{a_0}} \right)^{\frac{1}{2s - 1}}. \tag{2.40} \]

A change of variables $x = \tau^{1/p} \xi$ in the RHS of (2.30), gives

\[ E \lesssim \frac{1}{\tau^{s + 1/2}}. \tag{2.41} \]

Now, plugging (2.39) and (2.41) in (2.38) we get the desired estimate (2.35). \qed
Proposition 2.11. Let \( k \in \mathbb{R}, k > 1, \frac{1}{2} - \frac{k+1}{p+1} < s \leq 0, p \geq 2k+1, 0 < T \leq 1 \) and \( t \in [0, T] \). Then we have
\[
\left\| \int_0^t V(t-t') \partial_x (u^{k+1})(t') dt' \right\|_{X_T^s} \lesssim T^\alpha \| u \|_{X_T^1}^{k+1},
\] (2.42)
where \( \alpha > 0 \).

Proof. Using the definition of \( V(t) \) and Minkowski's inequality, we have
\[
\left\| \int_0^t V(t-t') \partial_x (u^{k+1})(t') dt' \right\|_{H^s} \leq \int_0^t \left\| \xi (\xi^s e^{(t-t')\phi(\xi)} ) u^{k+1}(t') dt' \right\|_{L_t^2} \leq \int_0^t \left\| \xi (\xi^s e^{(t-t')\phi(\xi)} ) u^{k+1}(t') \right\|_{L_t^2} dt'.
\] (2.43)
The generalized Young's inequality from Lemma 2.4 and the definition of \( X_T^s \) norm yield
\[
\left\| u^{k+1}(t') \right\|_{L_t^\infty} \leq C_k \| u(t') \|_{L_t^{k+1}}^{k+1} \leq C_k t^{-(k+1)\alpha_k} \| u \|_{X_T^s}^{k+1}.
\] (2.44)

Now, using estimate (2.29) we obtain, that
\[
\left\| \xi (\xi^s e^{(t-t')\phi(\xi)} ) \right\|_{L_t^2} \lesssim \frac{1}{(t-t')^{\frac{1}{2}}}.
\] (2.45)

Inserting (2.45) and (2.44) in (2.43), we get
\[
\left\| \int_0^t V(t-t') \partial_x (u^{k+1})(t') dt' \right\|_{H^s} \lesssim \| u \|_{X_T^1} \int_0^t \frac{1}{(t-t')^{\frac{1}{2}}} \frac{1}{(1-\tau)^{\frac{1}{2}}} \frac{1}{\tau^{(k+1)\alpha_k}} d\tau \lesssim \| u \|_{X_T^1} \int_0^t \frac{1}{(1-\tau)^{\frac{1}{2}}} \frac{1}{\tau^{(k+1)\alpha_k}} d\tau.
\] (2.46)

Making a change of variables \( t' = t\tau \), we get
\[
\left\| \int_0^t V(t-t') \partial_x (u^{k+1})(t') dt' \right\|_{H^s} \lesssim t^{1-\frac{1}{2} - \alpha_k(k+1)} \| u \|_{X_T^1} \int_0^1 \frac{1}{(1-\tau)^{\frac{1}{2}}} \frac{1}{\tau^{(k+1)\alpha_k}} d\tau
\] (2.47)
where in the last inequality \( a_1 < 2 \) and \( \alpha_k(k+1) < 1 \) have been used.

Similarly
\[
t^{\alpha_k} \left\| F_x \left( \int_0^t V(t-t') \partial_x (u^{k+1})(t') dt' \right) \right\|_{L_t^{k+1}} \lesssim t^{\alpha_k} \int_0^t \left\| e^{(t-t')\phi(\xi)} u^{k+1}(t') \right\|_{L_t^{k+1}} dt' \lesssim \| u \|_{X_T^1} t^{\alpha_k} \int_0^t \frac{1}{\tau^{(k+1)\alpha_k}} \left\| e^{(t-t')\phi(\xi)} \right\|_{L_t^{k+1}} dt'.
\] (2.48)
From (2.35), we have
\[
\left\| e^{(t-t')\phi(\xi)} \right\|_{L_t^{k+1}} \lesssim (t-t')^{-\frac{2k+1}{2k+1}}.
\] (2.49)

Inserting (2.49) in (2.48), we obtain
\[
t^{\alpha_k} \left\| F_x \left( \int_0^t V(t-t') \partial_x (u^{k+1})(t') dt' \right) \right\|_{L_t^{k+1}} \lesssim t^{\alpha_k} \int_0^t \frac{1}{(t-t')^{\frac{2k+1}{2k+1}}} \frac{1}{\tau^{(k+1)\alpha_k}} dt'.
\] (2.50)

Again, making a change of variables \( t' = \tau \), one has
\[
t^{\alpha_k} \left\| F_x \int_0^t V(t-t') \partial_x (u^{k+1})(t') dt' \right\|_{L_t^{k+1}} \lesssim t^{1+\alpha_k \frac{2k+1}{2k+1} - \alpha_k(k+1)} \int_0^1 \frac{1}{(1-\tau)^{\frac{2k+1}{2k+1}}} \frac{1}{\tau^{(k+1)\alpha_k}} d\tau
\] (2.51)
We notice that
\[ 1 - k\alpha_k - \frac{2k + 1}{p(k + 1)} > 0 \iff \frac{1}{2} - \frac{p - 1}{k} > 0. \quad (2.52) \]

The second inequality in (2.52) holds true, since \( p \geq 2k + 1 \), implies that
\[ s > \frac{1}{2} - \frac{p + 1}{k + 1} - \frac{1}{2} - \frac{p}{k}, \]
and this completes the proof. \( \square \)

**Proposition 2.12.** Let \( k > 1, p \geq 2k + 1, \frac{3}{2} - \frac{p + 1}{k + 1} < s \leq 0 \), \( 0 < T \leq 1 \) and \( t \in [0, T] \). Then we have
\[ \left\| \int_0^t V(t - t')(u_x)^{k+1}(t')dt' \right\|_{Y^s_T} \leq T^\theta \|u\|_{Y^s_T}^{k+1}, \quad (2.53) \]
where \( \theta > 0 \).

**Proof.** The proof of this proposition is analogous to that of Proposition 2.11. So we only give a sketch. As in the proof of Proposition 2.11 using (2.34) one gets
\[ \left\| \int_0^t V(t - t')(u_x)^{k+1}(t')dt' \right\|_{H^s} \leq t^{1 - \frac{3}{2} - (k + 1)\beta_k} \|u\|_{Y^s_T}^{k+1} \int_0^t \frac{1}{|1 - \tau|^{\frac{3}{2}} |\tau|^{(k + 1)\beta_k}} d\tau. \quad (2.54) \]

For our choice of \( a_0 \) as in Lemma 2.7, \( p \geq 2k + 1 \) and \( s > \frac{3}{2} - \frac{p + 1}{k + 1} \) one has \( a_0 < 2 \) and \((k + 1)\beta_k < 1\). Therefore the integral in the RHS of (2.54) is finite. Also we have
\[ 1 - \frac{a_0}{2} - (k + 1)\beta_k > 0, \quad (2.55) \]
so it is easy to deduce that
\[ \left\| \int_0^t V(t - t')(u_x)^{k+1}(t')dt' \right\|_{H^s} \leq t^{1 - \frac{3}{2} - (k + 1)\beta_k} \|u\|_{Y^s_T}^{k+1}. \quad (2.56) \]

To estimate the second part of the \( Y^s_T \)-norm, we use Minkowski inequality, Young’s inequality and (2.35), to get
\[ t^{\beta_k} \left\| \xi \mathcal{F} \left( \int_0^t \partial_x V(t - t')(u_x)^{k+1}(t')dt' \right) (\xi) \right\|_{L^\frac{2k+1}{k+1}} \leq t^{1 - k\beta_k - \gamma} \|u\|_{Y^s_T}^{k+1} \int_0^t \frac{1}{|1 - \tau|^{\gamma} |\tau|^{(k + 1)\beta_k}} d\tau, \quad (2.57) \]
where \( \gamma = \frac{2k + 1}{(k + 1)p} \).

For our choice of \( k \geq 1, p \geq 2k + 1 \) and \( s > \frac{3}{2} - \frac{p + 1}{k + 1} \), the integral in the RHS of (2.57) is finite. Therefore, from (2.57), we obtain
\[ t^{\beta_k} \left\| \xi \mathcal{F} \left( \int_0^t \partial_x V(t - t')(u_x)^{k+1}(t')dt' \right) (\xi) \right\|_{L^\frac{2k+1}{k+1}} \leq t^{1 - k\beta_k - \gamma} \|u\|_{Y^s_T}^{k+1}. \quad (2.58) \]

Combining (2.56) and (2.58) we get the required estimate (2.53). Observe that
\[ 1 - k\beta_k - \gamma > 0 \iff s > \frac{3}{2} - \frac{p - 1}{k}, \]
and the second inequality holds true, since \( p \geq 2k + 1 \), implies that
\[ s > \frac{3}{2} - \frac{p + 1}{k + 1} \geq \frac{3}{2} - \frac{p}{k}. \]
\( \square \)
3. PROOF OF THE WELL-POSEDNESS RESULTS

This section we will use the linear and nonlinear estimates to provide proofs of the local well-posedness results stated in Theorems 1.1 and 1.2.

Proof of Theorem 1.1. The case $s \geq 0$, was considered in our earlier work [4]. Thus, from here onwards, we only consider the case when $\frac{1}{2} - \frac{p+1}{k+1} < s \leq 0$.

Now consider the IVP (1.1) in its equivalent integral form

$$v(t) = V(t)v_0 - \int_0^t V(t-t')(v^{k+1})_x(t')dt',$$

(3.1)

where $V(t)$ is the semigroup associated with the linear part given by (2.9).

We define an application

$$\Psi(v)(t) = V(t)v_0 - \int_0^t V(t-t')(v^{k+1})_x(t')dt'.$$

(3.2)

For $s > \frac{1}{2} - \frac{p+1}{k+1}$, $r > 0$ and $0 < T \leq 1$, let us define a ball

$$B^T_r = \{ f \in X^s_T; \|f\|_{X^s_T} \leq r \}.$$

We will prove that there exists $r > 0$ and $0 < T \leq 1$ such that the application $\Psi$ maps $B^T_r$ into $B^T_r$ and is a contraction. Let $v \in B^T_r$. By using Lemma 2.5 and Proposition 2.11 we get

$$\|\Psi(v)\|_{X^s_T} \leq c\|v_0\|_{H^s} + cT^\alpha\|v\|^{k+1}_{X^s_T},$$

(3.3)

where $\alpha > 0$.

Now, using the definition of $B^T_r$, one obtains

$$\|\Psi(v)\|_{X^s_T} \leq \frac{r}{4} + cT^\alpha r^{k+1} \leq \frac{r}{2},$$

(3.4)

where we have chosen $r = 4c\|v_0\|_{H^s}$ and $cT^\alpha r^k = 1/4$. Therefore, from (3.3) we see that the application $\Psi$ maps $B^T_r$ into itself. A similar argument proves that $\Psi$ is a contraction. Hence $\Psi$ has a fixed point $v$ which is a solution of the IVP (1.1) such that $v \in C([0,T], H^s(\mathbb{R}))$. The rest of the proof follows standard argument, see for example [14]. □

Proof of Theorem 1.2 The proof of this theorem is similar to the one presented for Theorem 1.1. Here, we will use the estimates from Lemma 2.6 and Proposition 2.12. So, we omit the details. □

4. ILL-POSEDNESS RESULT

In this section we will use the ideas presented in [19] and [20] to prove the ill-posedness results stated in Theorem 1.3 and 1.4. The idea is to prove that there are no spaces $X^s_T$ and $Y^s_T$ that are continuously embedded in $C([0,T]; H^s(\mathbb{R}))$ on which a contraction mapping argument can be applied.

We start with a lemma of elementary calculus which serve as important tools in the proof of Propositions 4.3 and 4.4.

Lemma 4.1. Let $g : \mathbb{R}^n \rightarrow \mathbb{R}$ be a continuous function and $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be a positive function. If for any $x \in \mathbb{R}^n$, $|g(x)| \geq c_0 > 0$, then

$$\left| \int_{\mathbb{R}^n} f(x)g(x) \, dx \right| \geq c_0 \int_{\mathbb{R}^n} f(x) \, dx.$$

(4.1)

Remark 4.2. Observe that the estimate (4.1) in Lemma 4.1 is false if $g$ is a complex valued function. In fact, if we consider $n = 1$, $g(x) = e^{ix}$ and $f(x) = \chi_{[-\pi,\pi]}(x)$, the hypotheses of Lemma 4.1 are satisfied but the estimate (4.1) does not hold.
The following proposition plays a central role in the proof of the ill-posedness result stated in Theorem 1.3.

**Proposition 4.3.** Let $k \in \mathbb{Z}^+, k > 1$, $s < \frac{1}{2} - \frac{p-1}{2}$ and $T > 0$. Then there does not exist a space $X_T^s$ continuously embedded in $C([0, T]; H^s(\mathbb{R}))$ such that

\[
\|V(t)v_0\|_{X_T^s} \lesssim \|v_0\|_{H^s}, \tag{4.2}
\]

\[
\|\int_0^t V(t-t')\partial_x(v(t'))^{k+1} dt'\|_{X_T^s} \lesssim \|v\|^{k+1}. \tag{4.3}
\]

**Proof.** The proof follows a contradiction argument. If possible, suppose that there exists a space $X_T^s$ that is continuously embedded in $C([0, T]; H^s(\mathbb{R}))$ such that the estimates (4.2) and (4.3) hold true. If we consider $v = V(t)v_0$ then from (4.2) and (4.3), we get

\[
\|\int_0^t V(t-t')\partial_x[V(t')v_0]^{k+1} dt'\|_{H^s} \lesssim \|v_0\|^{k+1}. \tag{4.4}
\]

The main idea to complete the proof is to find appropriate initial data $v_0$ for which the estimate (4.4) fails to hold whenever $s < \frac{1}{2} - \frac{p-1}{2}$.

Let $N \gg 1$, and $A$ and $B$, $A < B$ be two positive numbers to be chosen later (see (4.16)). Define an initial data via Fourier Transform

\[
\hat{v}_0(\xi) := N^{-\frac{2A+1}{2}}\chi_{[A,B]}(\xi/N), \tag{4.5}
\]

a simple calculation shows that, for all $s \in \mathbb{R}$, one has $\|v_0\|_{H^s} \sim 1$.

Now, we move to calculate the $H^s$ norm of $f(x,t)$, where

\[
f(x,t) := \int_0^t V(t-t')\partial_x[V(t')v_0]^{k+1} dt'. \tag{4.6}
\]

Taking the Fourier transform in the space variable $x$, we get

\[
\hat{f}(t)(\xi) = \int_0^t e^{i(t-t')\xi^2 + (t-t')\varphi(\xi)}i\xi\mathcal{F}_x[V(t')v_0]^{k+1}(\xi) dt' = e^{it\xi^2 + \varphi(\xi)}i\xi \int_0^t e^{-it\xi^2 - \varphi(\xi)}i\xi\mathcal{F}_x[V(t')v_0]^{k+1}(\xi) dt'. \tag{4.7}
\]

Defining

\[
\varphi_1 := \varphi_1(\xi, \xi_1, \cdots, \xi_k) = (\xi - \xi_1 - \cdots - \xi_k)^3 + \sum_{j=1}^k \xi_j^3 \tag{4.8}
\]

and

\[
\varphi_2 := \varphi_2(\xi, \xi_1, \cdots, \xi_k) = \Phi(\xi - \xi_1 - \cdots - \xi_k) + \sum_{j=1}^k \Phi(\xi_j), \tag{4.9}
\]

one can obtain

\[
\mathcal{F}_x[V(t')v_0]^{k+1}(\xi) = N^{-(k+1)\frac{2A+1}{2}} \int_{\mathbb{R}^k} e^{it'\varphi_1 + \varphi_2} \chi_{[A,B]} \left( \frac{\xi - \xi_1 - \cdots - \xi_k}{N} \right) \times \Pi_{j=1}^k \chi_{[A,B]} \left( \frac{\xi_j}{N} \right) d\xi_1 \cdots d\xi_k. \tag{4.10}
\]
Let $M_{N, \xi}(t) = N^{-(k+1)} \sum_{j=1}^{k+1} e^{-it\xi^2 + \Phi(\xi)}i\xi$. Inserting (4.10) in (4.7), and using Fubini's Theorem, we have

$$f(t)(\xi) = M_{N, \xi}(t) \int_{R^k} \chi_{[A,B]}(\xi_1 - \xi, \ldots, \xi_k) \Pi_{j=1}^{k} \chi_{[A,B]}(\xi_j) \int_{0}^{t} e^{-i(t^2-\Phi(\xi))e^{i[\varphi_1+\varphi_2]}dt'}d\xi_1 \ldots d\xi_k$$

$$= M_{N, \xi}(t) \int_{R^k} \chi_{[A,B]}(\xi_1 - \xi, \ldots, \xi_k) \Pi_{j=1}^{k} \chi_{[A,B]}(\xi_j) \int_{0}^{t} e^{i[\varphi_1-\xi^3]+\varphi_2-\Phi(\xi)}dt'd\xi_1 \ldots d\xi_k$$

Observe that

$$\left| \int_{R^k} \chi_{[A,B]}(\xi_1 - \xi, \ldots, \xi_k) \Pi_{j=1}^{k} \chi_{[A,B]}(\xi_j) \int_{0}^{t} e^{i[\varphi_1-\xi^3]+\varphi_2-\Phi(\xi)}dt'd\xi_1 \ldots d\xi_k \right| \geq \int_{R^k} \chi_{[A,B]}(\xi_1 - \xi, \ldots, \xi_k) \Pi_{j=1}^{k} \chi_{[A,B]}(\xi_j) \Re \left\{ e^{i[\varphi_1-\xi^3]+\varphi_2-\Phi(\xi)} - 1 \right\} d\xi_1 \ldots d\xi_k .$$

Now, in order to apply Lemma 4.1 (see Remark 4.2), we need to estimate the term

$$\Re \left\{ e^{i[\varphi_1-\xi^3]+\varphi_2-\Phi(\xi)} - 1 \right\} = \frac{\omega_2 (\cos(\omega_2)e^{i\omega_2} - 1) + \omega_1 \sin(\omega_1)e^{i\omega_2}}{\omega_1^2 + \omega_2^2},$$

where $\omega_1 := \varphi_1 - \xi^3$ and $\omega_2 := \varphi_2 - \Phi(\xi)$. We consider $N > \frac{M}{A(k+1)}$, where $M$ is as in Lemma 4.1 and use (4.1) and (4.3), to obtain

$$\omega_2 = \varphi_2 - \Phi(\xi) = \Phi(\xi - \xi_1 \ldots - \xi_k) + \sum_{j=1}^{k} \Phi(\xi_j) - \Phi(\xi)$$

$$\geq -|\xi - \xi_1 \ldots - \xi_k|^p + \Phi_1(\xi - \xi_1 \ldots - \xi_k) - \sum_{j=1}^{k} (|\xi_j|^p - \Phi_1(\xi_j)) + \frac{|\xi|^p}{2}$$

$$\geq -(k+1)(BN)^p + \Phi_1(\xi - \xi_1 \ldots - \xi_k) + \sum_{j=1}^{k} \Phi_4(\xi_j) + \frac{(k+1)^p(AN)^p}{2}. $$

Since $\Phi_1$ is a polynomial of degree $q$, with $q < p$, we obtain from (4.14) that

$$\omega_2 = \varphi_2 - \Phi(\xi) \geq N^p,$$

provided

$$\frac{(k+1)^p(AN)^p}{2} - (k+1)(BN)^p > \frac{(k+1)^p(AN)^p}{4} \iff A > \frac{4^{1/p}}{(k+1)^{1-1/p}B}.$$

We also have $|\omega_1| \lesssim N^2$. So, considering

$$t := t_0 = C N^{-p}, \quad C > 1,$$

where $p \geq 2k + 1$, $k > 1$ and $N$ large, one obtains

$$\cos(t_0\omega_1)e^{t_0\omega_2} - 1 \geq \frac{e^{t_0\omega_2}}{4}.$$
In this way, using triangular inequality and (4.15), (4.17) and (4.18) we have for \( N \) large
\[
\left| \text{Re} \left\{ e^{i\epsilon[(\varphi_1 - \xi^3) + \varphi_2 - \Phi(\xi)]} - 1 \right\} \right| \\
\geq \frac{|\omega_2(\cos(t_0\omega_1)e^{t_0\omega_2} - 1) + \omega_1 \sin(t_0\omega_1)e^{t_0\omega_2}|}{\omega_1^2 + \omega_2^2} \\
\geq \frac{|\omega_2(\cos(t_0\omega_1)e^{t_0\omega_2} - 1) - |\omega_1 \sin(t_0\omega_1)e^{t_0\omega_2}|}{\omega_1^2 + \omega_2^2} \\
\geq \frac{|\omega_2(\cos(t_0\omega_1)e^{t_0\omega_2} - 1)|}{2(\omega_1^2 + \omega_2^2)}
\]
(4.19)

where in the last inequality, we used the fact \( \omega_1 < \omega_2 \), for \( p \geq 2k + 1 > 3 \).

Now using Lemma 4.1 and combining (4.11), (4.12) and (4.19), one gets
\[
|f(t_0)(\xi)| \geq t_0|\mathcal{M}_N(\xi)(t_0)| \int_{\mathbb{R}^k} \chi_{[A,B]} \left( \frac{\xi - \xi_1 - \cdots - \xi_k}{N} \right) \Pi_{j=1}^k \chi_{[A,B]} \left( \frac{\xi_j}{N} \right) d\xi_1 \cdots d\xi_k \\
= t_0|\mathcal{M}_N(\xi)(t_0)|N^k \int_{\mathbb{R}^k} \chi_{[A,B]} \left( \frac{\xi - x_1 - \cdots - x_k}{N} \right) \Pi_{j=1}^k \chi_{[A,B]}(x_j) dx_1 \cdots dx_k
\]
(4.20)

Let
\[
h(\xi) := \chi_{[A,B]} * \cdots * \chi_{[A,B]}(\xi),
\]
and consider \( N \) very large (in order to apply Lemma 2.1) to get
\[
\|f(t_0)\|_{H^s}^2 \geq C N^{-(k+1)(2s+1)} N^{2k} \int_{\mathbb{R}} |\xi|^{2s} t_0^2 e^{-2t_0|\xi|} \xi^2 \left| h \left( \frac{\xi}{N} \right) \right|^2 d\xi \\
= C N^{-(k+1)(2s+1)} N^{2k} \int_{A(k+1)}^{B(k+1)} |\xi|^{2s} t_0^2 e^{-2t_0|\xi|^p} \xi^2 \left| h \left( \frac{\xi}{N} \right) \right|^2 d\xi \\
\geq C N^{-(k+1)(2s+1)} N^{2k} \int_{A(k+1)}^{B(k+1)} |t_0|^{2s} e^{-2t_0|\xi|^p} |\xi|^{2s+2-2p} \left| h \left( \frac{\xi}{N} \right) \right|^2 d\xi \\
= C N^{-(k+1)(2s+1)} N^{2k} N^{2s+3} \int_{A(k+1)}^{B(k+1)} \left( t_0^2 |\xi|^2 \right)e^{-2t_0|\xi|^p} |\xi|^{2s+2-2p} \left| h(\xi) \right|^2 d\xi.
\]
(4.22)

Now, recalling that \( t_0 \sim N^{-p} \), we obtain,
\[
\sup_{t \in [0,T]} \|f(t)\|_{H^s}^2 \geq \|f(t_0)\|_{H^s}^2 \geq C N^{-(k+1)(2s+1)+2k+2s+3}.
\]
(4.23)

Since \( \|v_0\|_{H^s} \sim 1 \), in view of (4.3), the estimate (4.23) provides a contradiction if \( -(k+1)(2s+1)+2k+2s+3 > 0 \), i.e., if \( s < \frac{k}{2} - \frac{1}{2k} \), and this concludes the proof. \( \square \)

**Proof of Theorem 7.3** For \( v_0 \in H^s(\mathbb{R}) \), consider the Cauchy problem
\[
\begin{cases}
v_t + v_{xxx} + \eta Lv + (v^{k+1})_x = 0, & x \in \mathbb{R}, \ t \geq 0, \\
v(x, 0) = v_0(x),
\end{cases}
\]
(4.24)

where \( \epsilon > 0 \) is a parameter. The solution \( v(t, x) \) of (4.24) depends on the parameter \( \epsilon \). We can write (4.24) in the equivalent integral equation form as
\[
v(t) = eV(t)v_0 - \int_0^t V(t - t') (v^{k+1})_x(t') dt',
\]
(4.25)
where, \( V(t) \) is the unitary group describing the solution of the linear part of the IVP (4.24).

Differentiating \( v^\epsilon(x,t) \) in (4.25) with respect \( \epsilon \) and evaluating at \( \epsilon = 0 \) we get

\[
\frac{\partial v^\epsilon(x,t)}{\partial \epsilon} \bigg|_{\epsilon=0} = V(t)v_0(x) =: v_1(x)
\]

(4.26)

and

\[
\frac{\partial^{k+1}v^\epsilon(x,t)}{\partial \epsilon^{k+1}} \bigg|_{\epsilon=0} = C_k \int_0^t V(t-t') \partial_x(v^{k+1}_1(x,t')) dt' =: v_2(x).
\]

(4.27)

If the flow-map is \( C^{k+1} \) at the origin from \( H^s(\mathbb{R}) \) to \( C([-T,T]; H^s(\mathbb{R})) \), we must have

\[
\|v_2\|_{L^\infty_t H^s(\mathbb{R})} \lesssim \|v_0\|_{H^{k+1}(\mathbb{R})}^{k+1}.
\]

(4.28)

But from Proposition 4.3 we have seen that the estimate (4.28) fails to hold for \( s < \frac{3}{2} \), by Proposition 4.4 if we consider \( v_0 \) given by (4.9) and this completes the proof of the Theorem. \( \Box \)

The following result will be fundamental in the proof of Theorem 1.1.

**Proposition 4.4.** Let \( k \in \mathbb{Z}^+, k > 1, s < \frac{3}{2} - \frac{k+1}{k} \), and \( T > 0 \). Then there does not exist a space \( X_T^k \) continuously embedded in \( C([0,T]; H^s(\mathbb{R})) \) such that

\[
\|V(t)v_0\|_{X_T^k} \lesssim \|v_0\|_{H^s},
\]

(4.29)

\[
\left\| \int_0^t V(t-t')(\partial_x V(t'))^{k+1} dt' \right\|_{X_T^k} \lesssim \|v_0\|_{H^{k+1}}.
\]

(4.30)

**Proof.** The proof follows a contradiction argument. If possible, suppose that there exists a space \( X_T^k \) that is continuously embedded in \( C([0,T]; H^s(\mathbb{R})) \) such that the estimates (4.29) and (4.30) hold true. If we consider \( u = V(t)u_0 \) then from (4.29) and (4.30), we get

\[
\left\| \int_0^t V(t-t')[\partial_x V(t')u_0]^{k+1} dt' \right\|_{H^s} \lesssim \|u_0\|_{H^{k+1}}.
\]

(4.31)

The main idea to complete the proof is to find an appropriate initial data \( u_0 \) for which the estimate (4.31) fails to hold whenever \( s < \frac{3}{2} - \frac{k+1}{k} \). We will consider \( u_0 := v_0 \) with \( v_0 \) defined in (4.9).

We define

\[
g(x,t) := \int_0^t V(t-t')[\partial_x V(t')u_0]^{k+1} dt',
\]

(4.32)

and calculate its \( H^s \) norm.

Taking the Fourier transform in the space variable \( x \), we get

\[
\widehat{g(t)}(\xi) = \int_0^t e^{it-t')\xi^+ + (t-t')\Phi(\xi)} \mathcal{F}_x \left[ \partial_x V(t')u_0 \right]^{k+1}(\xi) dt'.
\]

(4.33)

Considering the same functions \( \varphi_1 \) and \( \varphi_2 \) defined in (1.8) and (1.9), one can obtain

\[
\mathcal{F}_x \left[ \partial_x V(t')u_0 \right]^{k+1}(\xi) = N^{-(k+1)} \int_{\mathbb{R}^k} e^{i\xi_{r_1}t + \varphi_2} \mathcal{F}_x \left[ \partial_x V(t')u_0 \right]^{k+1}(\xi) d\xi_1 \cdots d\xi_k.
\]

(4.34)
Let \( \tilde{M}_{N,\xi}(t) = N^{-(k+1)} \frac{2j_j}{h} e^{it\xi^2 + t\Phi(\xi)} \). Inserting (4.33) in (4.32), and using Fubini’s Theorem, we have

\[
\tilde{g}(t)(\xi) = \tilde{M}_{N,\xi}(t) \int_{\mathbb{R}^k} i(\xi - \xi_1 - \cdots - \xi_k) \chi_{[A,B]}(\frac{\xi - \xi_1 - \cdots - \xi_k}{N}) \Pi_{j=1}^k i\xi_j \chi_{[A,B]}(\frac{\xi_j}{N}) \times
\]

\[
\times \int_0^t e^{-it\xi^2 - t\Phi(\xi)} e^{i\theta_{\xi_1 + \xi_2}^2} dt' \xi_1 \cdots \xi_k
\]

\[
= \tilde{M}_{N,\xi}(t) \xi^{k+1} \int_0^t (\xi - \xi_1 - \cdots - \xi_k) \chi_{[A,B]}(\frac{\xi - \xi_1 - \cdots - \xi_k}{N}) \Pi_{j=1}^k i\xi_j \chi_{[A,B]}(\frac{\xi_j}{N}) \times
\]

\[
\times e^{i(\theta_{\xi_1 - \xi^2}^2 + \varphi_2 - \Phi(\xi))} \xi_1 \cdots \xi_k.
\]  

(4.35)

We consider \( N, A, B \) and \( t := t_0 \sim N^{-p} \) as in proof of Proposition 4.3 and with a similar argument as in (4.20), one can easily obtain

\[
|\tilde{g}(t_0)(\xi)| \gtrsim t_0 N^{k+1} |\tilde{M}_{N,\xi}(t_0)| \int_{\mathbb{R}^k} \chi_{[A,B]}(\frac{\xi - \xi_1 - \cdots - \xi_k}{N}) \Pi_{j=1}^k i\xi_j \chi_{[A,B]}(\frac{\xi_j}{N}) d\xi_1 \cdots d\xi_k
\]

(4.36)

\[
= t_0 N^{k+1} |\tilde{M}_{N,\xi}(t_0)| N^k \int_{\mathbb{R}^k} \chi_{[A,B]}(\frac{\xi}{N} - x_1 - \cdots - x_k) \Pi_{j=1}^k i\xi_j \chi_{[A,B]}(x_j) dx_1 \cdots dx_k
\]

\[
\gtrsim t_0 N^{k+1} N^k |\tilde{M}_{N,\xi}(t_0)| \chi_{[A,B]}(\frac{\xi}{N})* \cdots * \chi_{[A,B]}(\frac{\xi}{N}).
\]

In this way, we get

\[
|\tilde{g}(t_0)(\xi)| \gtrsim C_\varepsilon |\tilde{M}_{N,\xi}(t_0)| t_0 N^{2k+1} h\left(\frac{\xi}{N}\right),
\]  

(4.37)

where \( h \) is as in (4.21). Thus, for \( N \) very large, we have

\[
|\tilde{g}(t_0)(\xi)| \gtrsim C t_0 N^{-(k+1)\frac{2j_j}{h}} e^{-4t_0|\xi|^p} N^{2k+1} h\left(\frac{\xi}{N}\right),
\]  

(4.38)

and

\[
\|g(t_0)\|_{H^s}^2 \gtrsim C N^{-(k+1)(2s+1)} N^{2(2k+1)} \int_\mathbb{R} (\xi)^{2s} t_0^2 e^{-4t_0|\xi|^p} \left|h\left(\frac{\xi}{N}\right)\right|^2 d\xi
\]

\[
\gtrsim C N^{-(k+1)(2s+1)} N^{2(2k+1)} \int_{\mathbb{R}^k} (t_0^2|\xi|^2)^2 e^{-4t_0|\xi|^p} |\xi|^{2s-2p} \left|h\left(\frac{\xi}{N}\right)\right|^2 d\xi.
\]  

(4.39)

As in (4.22), taking \( t_0 \sim N^{-p} \), we obtain that

\[
\sup_{t\in[0,T]} \|g(t)\|_{H^s}^2 \gtrsim \|g(t_0)\|_{H^s}^2 \gtrsim C N^{-(k+1)(2s+1) + 2(2k+1) + 2s-2p},
\]  

(4.40)

In view of (4.31), the estimate (4.40) is a contradiction if \(- (k+1)(2s+1) + 2(2k+1) + 2s-2p > 0 \), i.e., if \( s < \frac{1}{2} - \frac{k+1}{2} \), and this completes the proof of the proposition. \( \square \)

Proof of Theorem 4.4 Proof of this theorem is very similar to that of Theorem 4.3 and follows by using Proposition 4.3. So, we omit the details. \( \square \)
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