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Abstract

Recent work in machine learning has shown that optimization algorithms such as Nesterov’s accelerated gradient can be obtained as the discretization of a continuous dynamical system. Since different discretizations can lead to different algorithms, it is important to choose the ones that preserve certain structural properties of the dynamical system, such as critical points, stability and convergence rates. In this paper we study structure-preserving discretizations for certain classes of dissipative systems, which allow us to analyze properties of existing accelerated algorithms as well as introduce new ones. In particular, we consider two classes of conformal Hamiltonian systems whose trajectories lie on a symplectic manifold, namely a classical mechanical system with linear dissipation and its relativistic extension, and propose discretizations based on conformal symplectic integrators which preserve this underlying symplectic geometry. We argue that conformal symplectic integrators can preserve convergence rates of the continuous system up to a negligible error. As a surprising consequence of our construction, we show that the well-known and widely used classical momentum method is a symplectic integrator, while the popular Nesterov’s accelerated gradient is not. Moreover, we introduce a relativistic generalization of classical momentum, called relativistic gradient descent, which is symplectic, includes normalization of the momentum, and may result in more stable/faster optimization for some problems.
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1 Introduction

Gradient descent based methods are ubiquitous in machine learning because they only require first-order information about the objective function which makes them computationally efficient. However, vanilla gradient descent can be slow. Alternatively, accelerated gradient methods, whose basic construction can be traced back to Polyak [1] and Nesterov [2], became popular due to their ability to achieve best worst-case complexity bounds. Gradient descent with momentum, or simply classical momentum (CM) for short, is often found as [3]

\begin{align}
  v_{k+1} &= \mu v_k - \epsilon \nabla f(q_k), \\
  q_{k+1} &= q_k + v_{k+1},
\end{align}

where \( \mu \in (0, 1) \) is the momentum factor, \( \epsilon > 0 \) the stepsize or learning rate, and \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) the function being minimized. Nesterov’s accelerated gradient (NAG) can also be found in
a similar form [3], namely
\[ v_{k+1} = \mu v_k - \epsilon \nabla f(q_k + \mu v_k), \]  \hspace{1cm} \text{(2a)}
\[ q_{k+1} = q_k + v_{k+1}. \]  \hspace{1cm} \text{(2b)}

Both algorithms have a long history in optimization and have been extensively applied in deep learning [3]. They are also the basic prototype for other methods such as RMSprop [4], Adam [5] and AdaGrad [6], which in addition include different normalizations of the gradient. Despite their increasing popularity, a complete understanding of these adaptive methods is still lacking and their benefits remain unclear [7].

A promising direction for understanding accelerated methods has been emerging by making connections between optimization and continuous dynamical systems [8–18]. From this perspective, both CM and NAG correspond to different discretizations of the same continuous system, namely (6). Moreover, starting from this differential equation one is free to choose a gamut of discretization techniques, each leading to a different algorithm that simulates the continuous dynamics to some degree of approximation. It is important to note that when describing natural phenomena, the continuous dynamical system is the fundamental object of study. The main goal of a discretization is thus to numerically reproduce the system’s behavior as close as possible. Unfortunately, typical discretization introduce spurious artifacts and may not preserve the most important properties of the continuous system [19]. Therefore, given a continuous dynamical system with desirable properties for optimization, a reasonable approach to constructing optimization algorithms is to look for discretizations that:

- Preserve the most important properties of the system and reproduce the qualitative behavior of its trajectories.
- Preserve the system’s phase portrait, i.e. critical points together with their stability.
- Preserve the rates of convergence of trajectories to critical points, at least to some degree of accuracy.

In the case of Hamiltonian systems there exists a class of discretizations that satisfy these conditions, known as symplectic integrators [19,20]. These methods were originally developed for conservative systems and date back to the 50’s [21], but mostly went unnoticed. Only later in the 80’s was this approach rediscovered and gained interest [22–27]. (See [28,29] for a historical account.) Nowadays, symplectic integrators have been widely used across many areas of physics such as statistical mechanics, nonlinear and molecular dynamics, complex systems, Monte Carlo methods, particle physics, and astrophysics. Nevertheless, only recently have they started to be considered in optimization [30]. More relevant for optimization purposes
are Hamiltonian systems with a linear dissipation, the so-called *conformal Hamiltonian systems* [31]. The main results from symplectic integrators can be naturally extended to this class of dissipative systems. Such methods are referred to as *conformal symplectic integrators* and have been recently explored [32]. This is the discretization technique that will be considered in this paper.

**Outline and Contributions** We begin in Section 2 with an overview of the basics about conformal Hamiltonian systems, highlighting some important consequences of their intrinsic symplectic geometry. In Section 3, we construct a conformal symplectic integrator for a generic Hamiltonian system, which leads to a large family of optimization algorithms parameterized by different choices of the kinetic energy. In Section 4, we apply this proposed approach to the classical Hamiltonian (5) and use it to analyze the CM and NAG algorithms given by (1) and (2), respectively. Specifically, we show that CM is a conformal symplectic integrator (Corollary 4) while NAG is not (Theorem 5). Both are surprising new results for the optimization literature. In Section 5, we provide general arguments supporting why conformal symplectic integrators preserve convergence rates of the continuous system up to a negligible error. In Section 6, we apply our general symplectic integrator to a relativistic system with linear dissipation. As a consequence, we derive the following new *relativistic gradient descent* (RGD) algorithm:

\[
v_{k+1} = \mu v_k - \epsilon \nabla f(q_k), \tag{3a}
\]

\[
q_{k+1} = q_k + \frac{v_{k+1}}{\sqrt{1 + \|v_{k+1}\|^2/v_c^2}}, \tag{3b}
\]

where \(v_c > 0\) is a constant playing the role of the speed of light. Note that in the limit \(\|v\| \ll v_c\), RGD recovers CM. Thus, RGD has at least the same performance as CM but also the potential for improvement. We illustrate numerically that RGD is more stable and significantly faster for some problems. Importantly, RGD resembles the popular Adam, AdaGrad, and RMSprop, but employs a different type of normalization. However, unlike these alternatives, RGD enjoys an elegant theoretical justification in terms of relativistic mechanics and conformal symplectic integrators.

**Related Work** There are only a couple of papers related to this work. [30] is the first to consider symplectic integrators in optimization. However, *conformal* Hamiltonian systems—which we believe are the natural way to approach the problem—were not considered. Instead, a standard leapfrog integrator, for conservative systems, was applied to a nonautonomous system written in the extended phase space. The authors also modified the leapfrog method

---

1 We actually prefer the updates (37) because they have a more physical interpretation of parameters. We simply mention (3) for purposes of comparison with (1) at this stage.
by adding a gradient flow, which ultimately breaks the symplectic structure. [33] is the first to introduce relativistic mechanics in a machine learning context, i.e. in Monte Carlo methods, but without relationship to either conformal Hamiltonian systems or (conformal) symplectic integrators. Also, their starting point is not our conformal relativistic system described by the differential equations (36). Explicit and implicit Euler discretizations of a conformal Hamiltonian system were considered in [34], but without connections to (conformal) symplectic integrators. They focus on generalized kinetic energies allowing linear convergence without strong convexity assumption. Although the relativistic kinetic energy is considered, the role of the speed of light is completely absent, which is an essential feature of relativistic discretizations as we explain in Section 6. Generalized kinetic energies were also previously considered in Monte Carlo methods [35].

2 Conformal Hamiltonian Systems

We start by introducing the basics of conformal Hamiltonian systems and focus on their intrinsic symplectic geometry (we refer the reader to [31] for more details). The state of the system is described by a point on phase space \((q, p) \in \mathbb{R}^{2n}\), where \(q = q(t) \in \mathbb{R}^n\) is the generalized coordinates, \(p = p(t) \in \mathbb{R}^n\) the conjugate momentum associated to \(q\), and trajectories are parametrized by time \(t \in \mathbb{R}\). The system is completely specified by a Hamiltonian \(H : \mathbb{R}^{2n} \to \mathbb{R}\). Thus, a conformal vector field is required to obey the modified version of Hamilton’s equations given by

\[
\dot{q} = \nabla_p H(q, p), \quad \dot{p} = -\nabla_q H(q, p) - \gamma p, \tag{4}
\]

where \(\dot{q} \equiv \frac{dq}{dt}\), \(\dot{p} \equiv \frac{dp}{dt}\), and \(\gamma > 0\) is a damping constant responsible for dissipating the energy of the system. A classical example is given by

\[
H(q, p) = \frac{\|p\|^2}{2m} + f(q) \tag{5}
\]

where \(m\) is the mass of a particle subject to the potential \(f\). From (4) we obtain the equations of motion

\[
\dot{q} = \frac{p}{m}, \quad \dot{p} = -\nabla f(q) - \gamma p. \tag{6}
\]

The Hamiltonian is the energy of the system. Taking its total time derivative along trajectories one finds \(\dot{H} = -\gamma \|p\|^2 \leq 0\). Therefore, \(H\) is a Lyapunov function and all orbits tend to fixed points, which in this case must satisfy \(\nabla f(q) = 0\) and \(p = 0\). Note that (6) is a standard system in classical mechanics, being a nonlinear generalization of the harmonic oscillator with friction.
The most important property of conformal Hamiltonian systems is their underlying symplectic geometry. Let us define

\[ z \equiv \begin{bmatrix} q \\ p \end{bmatrix}, \quad \Omega \equiv \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix}, \quad D = \begin{bmatrix} 0 & 0 \\ 0 & I \end{bmatrix}, \]

where \( I \) is the \( n \times n \) identity matrix. The system (4) can thus be concisely written as

\[ \dot{z} = \Omega \nabla H(z) - \gamma Dz. \]

Note that \( \Omega \Omega^T = \Omega^T \Omega = I \) and \( \Omega^2 = -I \), so that \( \Omega \) is real, orthogonal and antisymmetric. Let \( \xi, \eta \in \mathbb{R}^{2n} \) and define the symplectic 2-form

\[ \omega(\xi, \eta) \equiv \xi^T \Omega \eta. \]

A transformation \( G : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n} \) is said to be *symplectic* if \( \omega(G\xi, G\eta) = \omega(\xi, \eta) \), which is equivalent to \( G^T \Omega G = \Omega \). The equations of motion define a flow \( \Phi_t : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n} \) according to \( \Phi_t(z_0) \equiv z(t) \), where \( z(t) \) is the trajectory at time \( t \) with initial condition \( z(0) = z_0 \). Let \( J_t(z) \) denote the Jacobian matrix of \( \Phi_t(z) \). From (8) it is possible to show that \[ J_T \Omega J_t = e^{-\gamma t} \Omega = \Rightarrow \omega_t = e^{-\gamma t} \omega_0. \]

Therefore, a conformal Hamiltonian flow \( \Phi_t \) contracts the symplectic form exponentially. Moreover, it follows from (10) that volumes on phase space shrink at a rate given by

\[ \text{vol}(\Phi_t(\mathcal{R})) = \int_{\mathcal{R}} |\det J_t(z)|dz = e^{-\gamma t} \text{vol}(\mathcal{R}) \]

where \( \mathcal{R} \subset \mathbb{R}^{2n} \). This contraction is stronger as dimension increases. In the conservative case \( (\gamma = 0) \) the symplectic form is preserved and volumes are left invariant. It can also be shown that any first integral \( Q \) of a conservative system, i.e. one such that \( \dot{Q} = 0 \), obeys \( \dot{Q} = -\gamma Q \), or equivalently \( Q_t = e^{-\gamma t} Q_0 \), in the conformal case \( (\gamma \neq 0) \) [36]. Another known property of conformal Hamiltonian systems is that their Lyapunov exponents sum in pairs to \( \gamma \) [37]. This imposes constraints on the admissible dynamics and controls the phase portrait near fixed points. For other properties of attractor sets we refer to [38]. Finally, conformal symplectic transformations can be composed and form the so-called *conformal group*.

2 In the language of differential geometry, we have a 2-form \( \omega_i(\xi, \eta) = (dq_i \wedge dp_i)(\xi, \eta) \), where \( \wedge \) is the wedge product. For any 1-forms \( \alpha, \beta : \mathbb{R}^{2n} \rightarrow \mathbb{R} \) we have \( \alpha \wedge \beta(\xi, \eta) \equiv \alpha(\xi)\beta(\eta) - \alpha(\eta)\beta(\xi) \). Also, \( dg(\eta)(\xi) \equiv (\nabla g(\eta), \xi) \) defines a 1-form for any differentiable function \( g : \mathbb{R}^{2n} \rightarrow \mathbb{R} \). Therefore, \( \omega_i = dq_i \wedge dp_i \) and summing over all these area elements we have \( \omega = \sum_i dq_i \wedge dp_i \), which is (9).

3 Here we mean that \( \omega_t = \sum_i dq_i(t) \wedge dp_i(t) \), whereas \( \omega_0 = \sum_i dq_i(0) \wedge dp_i(0) \), and the states at different times are related through the flow mapping \( z(t) = \Phi_t(z(0)) \), where \( z(t) = \begin{bmatrix} q(t) \\ p(t) \end{bmatrix} \).
3 Conformal Symplectic Optimization

In this section, we derive a family of optimization algorithms through a discretization of the general conformal Hamiltonian system (4). Such construction will be employed later to obtain properties of known optimization algorithms, and also to introduce a new method.

Consider the Hamiltonian system written in the form (8), i.e.

$$\dot{z} = \Omega \nabla H(z) - \gamma Dz$$

where we associate flow maps $\Phi^C_t$ and $\Phi^D_t$ to the respective vector fields $C(z)$ and $D(z)$. Symplectic integrators are splitting methods that approximate the true flow of the system, $\Phi_t$, by composing the individual flows $\Phi^C_t$ and $\Phi^D_t$ [39]. The procedure to construct a numerical integrator, with a fixed stepsize $h > 0$, is to first obtain a numerical approximation to the conservative part of the system, $\dot{z} = \Omega \nabla H(z)$. This yields a numerical map $\hat{\Phi}^C_h$ that approximates $\Phi^C_h$ for small intervals of time $[t, t+h]$. One can choose any standard symplectic integrator for this task. We pick the simplest one which is a version of the symplectic Euler method [39]. We thus have $\hat{\Phi}^C_h: (q,p) \mapsto (Q,P)$ where

$$Q = q + h\nabla_p H(q,P), \quad P = p - h\nabla_q H(q,P).$$

(13)

Note that in general this method is implicit on $P$, however it will become explicit for separable Hamiltonians (this will be clear shortly). Now, the dissipative part of the system, $\dot{z} = -\gamma Dz$, can actually be integrated exactly. Indeed, we have the two equations $\dot{q} = 0$ and $\dot{p} = -\gamma p$ thus the mapping $\hat{\Phi}^D_h = (q,p) \mapsto (Q,P)$ is given by

$$Q = q, \quad P = e^{-\gamma h}p.$$
such states by $q_k$ and $p_k$, we can write (15) in the more familiar algorithmic form

\begin{align}
  p_{k+1} &= e^{-\gamma h} p_k - h \nabla f(q_k), \\
  q_{k+1} &= q_k + h \nabla T(p_{k+1}).
\end{align}

(16a)

(16b)

Note the these updates became explicit under a separable Hamiltonian. Moreover, only one gradient computation $\nabla f$ per iteration is required, so this method is computationally cheap. The updates (16) consists of a family of algorithms parametrized by the choice of kinetic energy $T$. When $\gamma = 0$ these updates reduce to the standard symplectic Euler method.

Before showing important properties of (16), or more generally (15), let us define precisely what we mean by a conformal symplectic integrator.

**Definition 1.** A numerical one-step map $\hat{\Phi}_h$, where $h$ is a stepsize, is said to be conformal symplectic if $z_{k+1} = \hat{\Phi}_h(z_k)$ is conformal symplectic, i.e. $\omega_{k+1} = e^{-\gamma h} \omega_k$, whenever $\hat{\Phi}_h$ is applied to a smooth Hamiltonian. Iterating such a map $k$ times yields $\omega_k = e^{-\gamma tk} \omega_0$, so that the contraction of the symplectic form (10) is preserved.

Therefore, a conformal symplectic integrator is designed to preserve the contraction of the symplectic form. This automatically allows the numerical method to reproduce the qualitative behaviour of the continuous system, since all properties arising from the symplectic structure are preserved.\(^4\)

**Theorem 2.** The general mapping (15) is a conformal symplectic integrator. Thus, the method (16) is also conformal symplectic since it is a particular case.

**Proof.** The variational form of (15) can be written as

\begin{align}
  (I + h H_{qp}) dP &= e^{-\gamma h} dp - hH_{qq} dq, \\
  dQ - hH_{pp} dP &= dq + hH_{qp} dq,
\end{align}

(17a)

(17b)

where $H_{qp} = \frac{\partial^2}{\partial q \partial p} H(q, P)$ denotes a matrix of second-order partial derivatives, i.e. a block of the Hessian of $H$. It is implicit that all the above derivatives are computed at the point $(q, P)$, which we omit for the sake of simplicity. Taking the wedge product between both equations in (17), upon using the basic properties of the wedge product\(^5\) and symmetry of the Hessian, one obtains

\begin{align}
  (I + h H_{qp}) dQ \wedge dP &= e^{-\gamma h} (I + h H_{qp}) dq \wedge dp.
\end{align}

(18)

\(^4\) For the reader unfamiliar with these concepts, a nice and short introduction is [40].

\(^5\) We recall that such basic properties are (1) antisymmetry: $x \wedge y = -y \wedge x$; (2) bilinearity: $x \wedge (c_1 y + c_2 z) = c_1 x \wedge y + c_2 x \wedge z$; and (3) matrix multiplication: $x \wedge (My) = (M^T x) \wedge y$. Here $x, y, z$ are vectors, $c_1, c_2$ are constants, and $M$ is a matrix.
Since $H$ is arbitrary and $I + h H_{qp}$ invertible, this implies that
\[ dQ \wedge dP = e^{-\gamma h} dq \wedge dp \] (19)
as desired. Therefore, by Definition 1 we conclude that (15) is conformal symplectic. 

We now address the question of how accurate (15) approximates a true trajectory of the continuous dynamical system.

**Theorem 3.** The numerical scheme (15) is first-order accurate, namely
\[ \Phi_h(z) - \Phi_h(z) = O(h^2). \] (20)

**Proof.** From the equations of motion (4) and a Taylor expansion we have
\[ q(t_{k+1}) = q(t_k + h) = q + h \nabla_p H(q, p) + O(h^2), \] (21a)
\[ p(t_{k+1}) = p(t_k + h) = p - h \nabla_q H(q, p) - \gamma h p + O(h^2), \] (21b)
where we denote $q \equiv q(t_k)$ and $p = p(t_k)$ for simplicity. Under one step of the mapping (15), starting from the point $(q, p) = (q(t_k), p(t_k))$, we thus have
\[ q_{k+1} = q + h \nabla_p H(q, p + O(h)) = q + h \nabla_p H(q, p) + O(h^2), \] (22a)
\[ p_{k+1} = e^{-\gamma h} p - h \nabla_q H(q, p + O(h)) = p - \gamma h p - h \nabla_q H(q, p) + O(h^2). \] (22b)
Comparing (22) with (21) yields
\[ q_{k+1} = q(t_{k+1}) + O(h^2), \quad p_{k+1} = p(t_{k+1}) + O(h^2), \] (23)
which is just another way of writting (20).

Therefore, the generic method (15) is a conformal symplectic integrator and reproduces the trajectories of the continuous system (4) up to first-order of accuracy. The relations (20) provide a local error, i.e. the error in only one step of the method. By iterating such a map from $t = 0$ up to a finite time $t_k = kh$, it is possible to show that the global error is given by $\Phi_k^h(z_0) - \Phi_k^h(z_0) = O(h)$ [39].

### 4 Relationship to Classical Momentum and Nesterov

The conformal symplectic integrator (16) is completely general, allowing one to use any—meaningful—kinetic energy $T$ and potential function $f$. Restricting to the case of the classical Hamiltonian (5) such updates become
\[ p_{k+1} = e^{-\gamma h} p_k - h \nabla f(q_k), \] (24a)
\[ q_{k+1} = q_k + (h/m) p_{k+1}. \] (24b)
The reader may recognize that this is precisely the CM method (1) under the particular choice
\[ m = h = \epsilon, \quad \mu = e^{-\gamma h}. \] (25)

Therefore, the well-known CM algorithm (1)—which has been extensively employed in machine learning and optimization—is nothing but a dissipative version of the symplectic Euler method! The algorithm (24) generalizes CM by incorporating a mass parameter \( m \). The relation (25) also explains why the momentum factor must be in the range \( 0 < \mu < 1 \), and is related to the amount of friction imposed on the system. As a direct consequence of Theorems 2 and 3, the method (24) is a first-order conformal symplectic integrator for the Hamiltonian system (6). We state this surprising result explicitly.

**Corollary 4.** The classical momentum method (1) is a conformal symplectic integrator for the Hamiltonian system (6). Moreover, it is a first-order integrator.

Due to the close relationship between CM and NAG one might wonder if the latter is also conformal symplectic. The following result answers this question negatively.

**Theorem 5.** Nesterov’s accelerated gradient (2) is not a conformal symplectic integrator for the Hamiltonian system (6).

**Proof.** Consider the mapping \((q, p) \mapsto (Q, P)\) given by
\[
\begin{align*}
\tilde{Q} &= q + \frac{h}{2m} e^{-\gamma h} p, \quad (26a) \\
P &= e^{-\gamma h} p - h \nabla f(\tilde{Q}), \quad (26b) \\
Q &= q + \frac{h}{2m} P, \quad (26c)
\end{align*}
\]

which consist of a discretization of the Hamiltonian system (6). Note that with the choice
\[ m = h/2 = \epsilon/2, \quad \mu = e^{-\gamma h}, \] (27)

this is precisely NAG (2). Therefore, it suffices to show that (26) is not conformal symplectic. The variational form of these updates are given by
\[
\begin{align*}
d\tilde{Q} &= dq + \frac{h}{2m} e^{-\gamma h} dp, \quad (28a) \\
dP &= e^{-\gamma h} dp - h \nabla^2 f(\tilde{Q}) d\tilde{Q}, \quad (28b) \\
dQ &= dq + \frac{h}{2m} dP. \quad (28c)
\end{align*}
\]

Using the antisymmetry of the wedge product we conclude that
\[ dQ \wedge dP = dq \wedge dP = e^{-\gamma h} dq \wedge dp - hdq \wedge \nabla^2 f(\tilde{Q}) d\tilde{Q}. \] (29)
Moreover,
\[ dq \wedge \nabla^2 f(\bar{Q}) d\bar{Q} = \frac{h e^{-\gamma h}}{2m} dq \wedge \nabla^2 f(q) dp + O(h^2) \] (30)
which in general does not vanish. Therefore, \(dQ \wedge dP \neq e^{-\gamma h} dq \wedge dp\) implying that (26) is not conformal symplectic.

It is perhaps more common to find Nesterov’s method written as
\[
\begin{align*}
q_{k+1} &= y_k - \epsilon \nabla f(y_k), \quad (31a) \\
y_{k+1} &= q_{k+1} + \mu_{k+1}(q_{k+1} - q_k), \quad (31b)
\end{align*}
\]
where \(\mu_{k+1} = \frac{k}{k+r}\) with \(r \geq 3\). This system can also be written in the exact same form as (2), but now with an adaptive \(\mu_k\). This can be seen by introducing the variable \(v_k \equiv q_k - q_{k-1}\) and writing the updates in terms of \(q\) and \(v\). Thus, when \(\mu_k\) is constant we already showed in Theorem 5 that (31) is not conformal symplectic. In the case \(\mu_k = \frac{k}{k+r}\), the differential equation associated to (31) is equivalent to (4) after the substitution \(\gamma \rightarrow r/t\) [8]. Since \(\gamma\) is now time dependent, the system is no longer conformal [31]. Therefore, also in its instantiation (31), NAG cannot be a conformal symplectic integrator.

From a purely optimization perspective, the implications of Theorem 5, in contrast with Corollary 4, does not imply that NAG is inferior nor superior to CM. Such results simply state that NAG is not a geometric integrator, as opposed to CM. These are interesting and important results in their own right. However, from the perspective of being a discretization of a continuous system, NAG indeed does not respect the most important property of the underlying dynamical system, contrary to CM. In this sense, NAG introduces spurious ingredients not truly present in the continuous dynamics and its stability properties might be different compared to the continuous system. Whether NAG’s discretization is beneficial or not for optimization is an interesting open question whose answer could bring insights into the construction of accelerated methods.

5 Continuous versus Discrete Convergence Rates

The dynamical system (6) is interesting for optimization because the energy is being dissipated at a constant rate\(^6\) thus trajectories converge asymptotically to a state \(q^*\) that corresponds to a minimum of \(f\). Under certain assumptions on \(f\), it is possible to compute convergence rates for this process. For instance, the recent results of [18] immediately apply to system (6) as a particular case, from which one concludes the following:

\(^6\) The linear dissipation of the energy holds in general provided \(H\) is a convex function of \(p\).
If \( f \) is convex then for all \( t_k \geq 1/\gamma \), where \( t_k = kh \), it holds that

\[
f(q(t_k)) - f(q^*) = O(\gamma m/(hk)).
\]

(32)

If \( f \) is \( M \)-strongly convex then for all \( t_k \geq 0 \), and with \( \gamma < \frac{3}{2} \sqrt{M/m} \), it holds that

\[
f(q(t_k)) - f(q^*) = O(\gamma^2 me^{-2\gamma hk/3}).
\]

(33)

What can be said about these rates for discretizations of the system? Suppose we have a numerical integrator of order \( r \geq 1 \), which means that over a finite interval \( t_k \) we have the global error \( \|q_k - q(t_k)\| \leq C_k h^r \), where \( q_k \) denotes the numerical estimate to the true trajectory \( q(t_k) \). The constant \( C_k \) is independent on the stepsize \( h \), but depends on \( t_k \) [39,41].

Assuming that \( f \) has a bounded gradient \( \|\nabla f\| \leq L \), this implies \( |f(q_k) - f(q(t_k))| \leq L C_k h^r \).

Therefore,

\[
f(q_k) - f(q^*) \leq f(q(t_k)) - f(q^*) + L C_k h^r.
\]

(34)

This shows that any rate of the continuous system, such as (32) and (33), holds for the discretization up to an error that depends on the stepsize \( h \) and on the time interval \( t_k \), through the constant \( C_k \).

For typical discretizations one has \( C_k = c_1(e^{c_2 t_k} - 1) \).\(^7\) Since \( C_k \) grows exponentially with \( t_k \), the estimate (34) becomes completely useless if \( t_k \) is large and \( h \) not sufficiently small, i.e. for a fixed stepsize \( h \) this estimate is valid up to \( t_k \ll c_2^{-1} \log \left( 1 + \frac{1}{c_1 L h^r} \right) \). However, for symplectic integrators this is not the case. Indeed, the constant \( C_k \) can actually be made \textit{exponentially small}. For instance, \( C_k = c_1(e^{c_2 t_k} - 1)e^{-c_3/h} \) holds for time intervals \( t_k \ll c_3/(hc_2) \) [41,42]. It is also possible to extend this to exponentially large time intervals \( t_k = he^{c_4/h} \) [42,43]. Unfortunately, elaborating more on these ideas, which involve backward error analysis and sophisticated construction of the so-called shadow Hamiltonians, are beyond the scope of this paper. The main reason behind this unique property of symplectic integrators is that they can be seen as an \textit{exact} integrator of another Hamiltonian system, which is a very small perturbation of the original Hamiltonian system. Therefore, if the original Hamiltonian system is stable under small perturbations, a symplectic integrator will reproduce its qualitative behaviour. This is one of the reasons why symplectic integrators are extensively used in molecular dynamics and astrophysics, which require extremely large simulation intervals \( t_k \). In optimization the situation is even better since time intervals of this order of magnitude are unlikely to occur because the dissipation brings the system to small regions around fixed points quite fast. Thus, for (conformal) symplectic integrators there are strong arguments assuring that continuous-time rates are preserved in discrete-time, up to a negligible error that can be controlled with the stepsize.

\(^7\) Here, \( c_1, c_2, \ldots > 0 \) are all constants that are independent of the stepsize \( h \) or time interval \( t_k \).
Figure 1: (a) Newtonian versus (b) Minkowski space. (a) The worldline of a particle lies on $\mathbb{R}^n$ and time is just a parametrization of the curve. (b) In Minkowski space the worldline is confined to lie inside the cone whose boundary correspond to the maximum speed of light. A slice of time corresponds to an $n$-dimensional hypersphere $S^n$ of light frontwaves. In this geometry, velocities are bounded. When $c \to \infty$ one recovers the classical Newtonian space.

6 Relativistic Optimization

For the reader unfamiliar with special relativity, let us just briefly touch on some of its simple but fundamental concepts to motivate our approach. The previous algorithms are based on (6) which is a classical Newtonian system, where time is just a parameter that is independent of the Euclidean space $\mathbb{R}^n$. This implies that there is no restriction on the speed $\|v\| = \|dx/dt\|$ that a particle can attain. This translates to a discretization such as (24) where large gradients $\nabla f$ give rise to a large momentum $p$, implying that the position updates $q$ can diverge. On the other hand, in special relativity the space and time form a unified geometric entity, the $(n+1)$-dimensional Minkowski space $\mathcal{M}$ with coordinates $X = (ct; x)$, where $c$ is the speed of light in vacuum—which is a unified constant of nature. An infinitesimal distance on this manifold is given by $ds^2 = -(cdt)^2 + \|dx\|^2$. Null geodesics correspond to $ds^2 = 0$, implying that $\|v\|^2 = \|dx/dt\|^2 = c^2$, i.e. no particle can travel faster than $c$. This imposes constraints on the geometry where trajectories take place, as illustrated in Fig. 1. With that being said, the basic idea is that through discretizing a relativistic system we can incorporate these features into an optimization algorithm, which hopefully can bring some benefits such as an improved stability.

A relativistic particle subject to a potential $f$ is described by the Hamiltonian [44]

$$H(q, p) = c\sqrt{\|p\|^2 + (mc)^2} + f(q).$$  \hspace{1cm} (35)

In the classical limit, $\|p\| \ll mc$, one obtains $H = mc^2 + \|p\|^2/(2m) + f(q) + O(1/c^2)$, recovering (5) up to a constant $E_0 = mc^2$ which has no effect in deriving the equations of
motion (6)—this constant is precisely the famous Einstein’s equivalence between mass and energy. Replacing (35) into (4) we thus obtain the dissipative relativistic system

\[
\dot{q} = \frac{cp}{\sqrt{\|p\|^2 + (mc)^2}}, \quad \dot{p} = -\nabla f - \gamma p. \tag{36}
\]

Note that in the classical limit the equations (36) recover (6). Importantly, in the dynamical system (36) the momentum is normalized by the \(\sqrt{\cdot}\) factor, so that \(\dot{q}\) remains bounded even if \(p\) was to go unbounded. Now, applying our general conformal symplectic integrator (16) to this case, which simply amounts to replacing the kinetic energy \(T\) of (35), we obtain

\[
p_{k+1} = e^{-\gamma h} p_k - h \nabla f(q_k), \tag{37a}
\]

\[
q_{k+1} = q_k + h \frac{cp_{k+1}}{\sqrt{\|p_{k+1}\|^2 + (mc)^2}}. \tag{37b}
\]

We call this method relativistic gradient descent (RGD).\(^8\) Note that RGD recovers the classical algorithm (24) in the limit \(c \to \infty\), which is closely related to the CM method (1).\(^9\)

It is worth stressing that, as a consequence of Theorem 2 and Theorem 3, we immediately conclude the following.

**Corollary 6.** The relativistic gradient descent method (37) is first-order accurate. More importantly, it is a conformal symplectic integrator for the dynamical system (36).

In special relativity \(c\) is a universal constant, but in RGD it is a free parameter that implies a cutoff to the \(q\) update and can prevent divergences, assuring at least \(\|q_{k+1} - q_k\| \leq hc\). Thus, RGD can be more stable and has at least the same performance as CM, since the latter is obtained as a particular case, namely \(m = h\) and \(c \to \infty\). We emphasize that relativistic effects are only noticeable when particles have a velocity comparable to \(c\). For \(\|p\| \ll mc\), classical and relativistic mechanics coincide and there should be no significant difference between RGD and the classical method (24). In practice, it is important to choose the speed of light \(c\) carefully. If \(c\) is too large we recover (24), but if \(c\) is too small the system can have very slow convergence or not even update the \(q\) variable enough. The optimal choice of \(c\) naturally depends on the problem, i.e. on the objective function \(f\). Moreover, from physics we know that particles that travel close to the speed of light must be massless. Therefore, when tuning RGD, we should aim at making \(m\) as small as possible while allowing the algorithm to converge by controlling \(c\).

\(^8\) The updates (3) are obtained from (37) under the choice \(h = m = \epsilon\) and \(v_c = hc\). Although (3) looks closer to (1), the algorithm (37) have a more intuitive physical interpretation and is preferred.

\(^9\) The reader more familiar with momentum based optimization methods may wonder why we choose “relativistic gradient descent” instead of “relativistic momentum”. This is because any relativistic mechanical system is a second-order differential equation and therefore always has momentum, i.e. relativistic momentum is redundant from a physics point of view.
Figure 2: (a) Random quadratic function (38) where we perform 50 trials, sampling $A$, and $q_0 = (1, \ldots, 1)^T$, $p_0 = 0$ is the initial state. In each case we tune every algorithm. Solid lines are the mean and shaded areas ± standard deviation. (b) Correlated quadratic (39) over 200 experiments where $-1 \leq q_{0,i} \leq 1$ is chosen uniformly at random. In both cases we see a significant faster convergence of RGD.

7 Numerical Experiments

We now compare RGD against the well-known CM and NAG algorithms on some test problems. Some physical intuition on parameter tuning is discussed in Appendix A. The reader can also find details about the tuning procedure for each experiment in Appendix B. In all cases, we set the initial momentum to $p_0 = 0$. We note that each algorithm was tuned independently through an exhaustive random search on its parameter space.

Quadratic Functions Let us start with a simple quadratic function

$$f(q) = \frac{1}{2} q^T A q, \quad \lambda(A) \sim \mathcal{U}(10^{-3}, 1),$$

(38)

where $A \in \mathbb{R}^{500 \times 500}$ is a positive definite random matrix with eigenvalues uniformly distributed on the range $[10^{-3}, 1]$. In Fig. 2a we show the convergence rate of each algorithm when minimizing such a function over 50 Monte Carlo runs.

Next, we consider the correlated quadratic function

$$f(q) = \frac{1}{2} q^T A q, \quad A_{ij} = \frac{\sqrt{i \cdot j}}{2|i \cdot j|},$$

(39)

for $i, j = 1, \ldots, 50$. We perform 200 Monte Carlo runs where on each trial we sample the initial position uniformly at random in the range $-1 \leq q_{0,i} \leq +1$. The results are in Fig. 2b.
Figure 3: (a) Contour plot of the Camelback function (40). Note the global minimum at the center and the two other local minima. (b) Convergence rate starting at $q_0 = (5, 5)^T$. (c) We initialize close to a local minima, $q_0 = (1.8, -0.9)^T$. (d) We perform 500 experiments where $-5 \leq q_{0,i} \leq 5$ is chosen uniformly at random. We show convergence to the global minimum where solid lines are the mean and shaded area ± standard deviation.

**Camelback Function** We now consider the nonconvex Camelback function with three humps [45]:

$$f(q) \equiv 2q_1^2 - 1.05q_1^4 + \frac{1}{6}q_1^6 + q_1q_2 + q_2^2.$$

A contour plot is shown in Fig. 3a. The global minimum is $f(0) = 0$ and there are two local minima at $x \approx \pm(-1.75, 0.87)^T$ where $f \approx 0.30$. In Fig. 3b we minimize (40) with the initial state $q_0 = (5, 5)^T$ and $p_0 = 0$. Note that RGD has a much faster convergence. It is interesting that in this example RGD uses a much smaller momentum factor, e.g. $\mu \approx 0.4$ whereas for CM and NAG $\mu \approx 0.92$.\(^{10}\) In Fig. 3c we repeat the same experiment but

\(^{10}\) The improvement of RGD by reducing $\mu$ was noticeable in this example, but did not always happen for other problems. In this example we verified that CM and NAG cannot improve their performance with such a small $\mu$. Thus, RGD allows for a wider range of $\mu$ compared to CM and NAG.
initializing very close to one of the local minimizers. CM and NAG were unable to escape the local minimum, as opposed to RGD. In Fig. 3d we perform 500 experiments where the initial position is sampled uniformly in the range $-5 \leq q_{0,i} \leq 5$. Every algorithm converged sometimes to one of the local minima (not shown) and other times to the global minimum (shown in the plot). In all these cases, the convergence of RGD was drastically superior. Before running these 500 trials, we tuned each algorithm over this region (see the Appendix for details).

**Rosenbrock Function** To consider a challenging problem in higher dimensions we minimize the nonconvex Rosenbrock function $[46,47]$

$$f(q) \equiv \sum_{i=1}^{n-1} \left( 100(q_{i+1} - q_i^2)^2 + (1 - q_i)^2 \right). \tag{41}$$

We consider the $n = 100$ dimensional case since this was already studied in detail $[48]$. An illustration of this function is provided in Fig. 4a. Its landscape can be quite involved, for instance there are only two local minimizers, one global at $q^* = (1, \ldots, 1)^T$ where $f(q^*) = 0$, and one local near $q \approx (-1, 1, \ldots, 1)^T$ where $f \approx 3.99$. Moreover, there are (exponentially) many saddle points $[48]$. However, only two of these saddle points are hard to escape since they have a single negative eigenvalue of the Hessian with a magnitude quite small compared to the positive eigenvalues. These four stationary points account for 99.9% of the solutions found by Newton’s method with random initializations $[48]$. Note that both minimizers lie on a flat, deep and narrow valley, which makes the optimization problem challenging. In Fig. 4b we show the convergence rate of the objective function when initializing close to the local minimum, which is already in the flat valley. This test was suggested by $[49]$. In Fig. 4c we initialize far away from this valley. In this case the improvement of RGD is even more prominent. In Fig. 4d we perform 200 Monte Carlo runs where the initial position is sampled uniformly at random in the range $-2.048 \leq q_{0,i} \leq +2.048$, which is the standard region where (41) is studied. We show the mean ($\pm$ standard deviation) of the states that converged to the global minimum. In other fewer instantiations the algorithms also converged to the local minimum (not shown). We note that NAG could be slightly faster than CM, but it proved to be more unstable. We tuned each algorithm over the entire region before running these experiments. In all cases, RGD always had a much faster convergence rate than the alternatives.

**Deep Learning** We now explore RGD on a nonconvex and high dimensional problem, namely an image classification problem with the MNIST dataset. We employ a standard LeNET-style convolutional neural network with 3 layers. Due to the large amount of training samples, an online optimization approach is used, essentially applying RGD to mini-batches
Figure 4: Rosenbrock function (41) in $\mathbb{R}^{100}$. (a) Contour plot where $q = (q_1, q_2, 1, \ldots, 1)^T$. Note the local and global minima (see text). (b) Minimization where $q_{0,2i} = 1$ and $q_{0,2i-1} = -1.2$, which is close to the local minimum. (c) Initial condition far from the minima, $q_{0,2i} = 5$ and $q_{0,2i-1} = -5$. (d) 200 experiments where $-2.048 \leq q_{0,i} \leq 2.048$ is chosen uniformly at random. Solid line is the mean, shaded region $\pm$ standard deviation.

and turning gradients into their stochastic counterparts. In this case, we refer to RGD as SRGD, which amounts to replacing the gradient in (37) by a stochastic gradient. In light of the adaptive normalization provided by popular methods in deep learning, we wish to verify whether SRGD has a similar behaviour. We thus compare SRGD to Adam [5] as a representative candidate. The parameters for all methods were tuned with a grid search (see Appendix B). Note that in this case we consider a fixed $\mu = 0.9$ for all methods. Also, due to the expensive computational time, we were only able to run these methods a couple of times. For this reason, it may be the case that the tuning procedure for SRGD is suboptimal since it has two extra parameters compared to the other methods. The results are shown in Fig. 5. Here momentum SGD is really the stochastic version of CM. We also used the stochastic counterpart of NAG, however its performance was nearly the same as SGD and
Figure 5: Feed forward CNN trained on MNIST. We use SGD with momentum, which the stochastic counterpart of (1). We also employed NAG, given by (2), but its performance was nearly the same as SGD and SRGD thus we omit these results. We mostly want to compare SRGD, the stochastic counterpart of (37), with Adam [5]. The plots show the mean over 6 random initializations (the standard deviation is very small thus we omit for a better visualization). The solid lines indicate results for the training set, while dashed lines are for the testing set. Note that SRGD starts as fast as Adam (faster than SGD in the beginning), however it does converge nearly to the same point as SGD towards the end.

SRGD, therefore we omit these results. It is important to note that in this example SRGD has nearly the same performance as SGD with momentum, and both outperform Adam. Recently, it was observed that adaptive methods such as Adam or RMSProp often find very different solutions compared with SGD, and with worse generalization error [7]. This interesting observation might point to the fact that RGD, being a natural generalization of CM, may not suffer from such limitations of ad-hoc adaptive gradient methods such as Adam, RMSProp and AdaGrad. One should keep in mind that in the worst case, RGD can always recover CM.

8 Discussion

We showed that well-known, and more importantly new, accelerated optimization methods can be obtained by appropriate discretizations of dissipative physical systems. Our approach focus on discretizations that preserve the intrinsic symplectic geometry of Hamiltonian systems, which is their most important property. We considered the classical mechanical system (6) whereby two interesting results were revealed. First, the classical momentum method (CM) is conformal symplectic (Corollary 4). Second, Nesterov’s accelerated gradient (NAG) is not conformal symplectic (Theorem 5). These are interesting results that provide
a deeper understanding about well-known optimization methods from the perspective of continuous dynamical systems. We gave strong and general arguments that conformal symplectic integrators can preserve the rates of the associated continuous dynamical system up to a negligible error (see Section 5). Moreover, by considering a relativistic extension of the classical system we obtained a principled generalization of CM, that we call relativistic gradient descent (RGD) and is given by the simple updates (37). RGD automatically includes normalization of the momentum, is conformal symplectic, and may provide improvements regarding convergence rates and stability, as illustrated in our numerical experiments.

Being a simulation of a relativistic system, RGD operates on a different space compared to its classical predecessor (Fig. 1) where there exists a maximum speed limit $c$. In practice, it is important to tune the mass $m$ and $c$ to be able to incorporate relativistic effects into the dynamics; otherwise RGD works in a classical regime and is essentially equivalent to CM. We expect RGD to improve over CM on difficult optimization problems having regions with high curvature, so that instabilities can be controlled by tuning $c$ while allowing $m$ to decrease. A more complete study about its convergence rates and stability is a challenging, and interesting, open problem that we leave for future work.
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A Physical Intuition on Parameter Tuning

Here we provide some intuition on parameter tuning for CM (1), NAG (2) and RGD (37). The following observations are based on the connections between CM and NAG with the classical system (6). Moreover, RGD is related to the relativistic system (36) which is a generalization of this classical system. We thus make the following observations:

- The parameter $\gamma$ controls the amount of dissipation. Note that we automatically have the momentum factor $\mu = e^{-\gamma h} \in (0, 1)$. Large $\gamma$, i.e. small $\mu$, brings more friction which tends to make the system slower. Thus, if the objective function $f$ is “flat” in some given region, a small $\gamma$ (large $\mu$) is desirable. However, in a region where $f$ has high curvature the system can exhibit strong oscillations, which can be controlled by a larger $\gamma$ and improve convergence. Thus, in this case a large $\gamma$ (small $\mu$) is advantageous. A good empirical guideline for the classical methods, i.e. CM and NAG, is to look for $\mu \in [0.9, 1)$. In most examples we observed that this also holds
for RGD, however we did find cases where RGD had a considerable improvement with a much smaller \( \mu \), e.g. \( \mu \approx 0.5 \). Thus, RGD may benefit from overdamping in some problems.

- The mass \( m \) controls the inertia of the system, i.e. how sensitive the system responds to the external force \( F = -\nabla f \). Light particles tend to gain more acceleration and travel faster. Thus, in general we expect that small \( m \) will speedup the algorithm. One should be careful, however, since when \( m \) is too small, updates such as (24b) may become unstable and diverge. Also, in special relativity only massless particles can travel at the speed \( c \). Thus, it is desirable to make \( m \) as small as possible in RGD (37).

- Naturally, by increasing the discretization stepsize \( h > 0 \) the algorithm gives “larger strides”, i.e. it simulates the continuous time \( t_k = kh \) with fewer iterations. However, the stability of the algorithm strongly rely on \( h \) and it may become unstable, especially in regions of high curvature of the function \( f \), so \( h \) must be small in these cases. On the other hand, when \( f \) is nearly flat, a large \( h \) might work fine and speedup the algorithm.

- Note that the above physical intuition is consistent with the formulas (32) and (33).

- Finally, since RGD is an extension of CM, where the latter is recovered in the limit \( c \to \infty \), we expect improvements only when relativistic effects are into play. Therefore, after tuning CM (which has \( m = h \)) to gain improvements with RGD one should look for smaller values of \( m \) and potentially larger values of the stepsize \( h \). Under these conditions, the classical algorithm would break down, however with RGD such instabilities may be controlled by tuning \( c \). Thus, a good rule of thumb is to first tune CM to obtain intuition on \( \mu \) and \( h \), and then starts RGD with these parameters and a large enough \( c \). Then one progressively decreases \( m < h \) and also \( c \). Ideally, all four parameters must be tuned together because the value of the momentum \( \mu \) might also be quite different for RGD in comparison to CM and NAG.

### B  Numerical Details

Except for the deep learning experiment of Fig. 5, in the other experiments we use an exhaustive random search on parameter space. We use the same number of Monte Carlo runs for each algorithm, even though RGD has two extra parameters compared to CM and NAG. Also, we always set the initial momentum to zero, \( p_0 = 0 \).

**Quadratic Functions**  For the experiment in Fig. 2a we performed 50 Monte Carlo runs, where for each sample of \( A \) we tune each algorithm through a random search on parameter
Camelback Function For the experiment in Fig. 3b we use a random search on the ranges indicated in Table 3. We perform 1500 Monte Carlo runs for each method. We follow the same procedure for Fig. 3c. For the experiment in Fig. 3d we tune each algorithm for the entire region. We do this by tuning each algorithm over 100 sampled points $q_0$. We perform 100 trials for each algorithm with 100 iterations. The final parameters are the mean of these parameters. We then perform 500 Monte Carlo runs to obtain the results of Fig. 3d.

| algorithm | stepsize        | momentum $\mu$ | mass $m$     | speed of light $c$ |
|-----------|----------------|----------------|--------------|--------------------|
| CM        | $[10^{-2}, 0.8]$ | $[0.8, 0.999]$ |              |                    |
| NAG       | $[10^{-3}, 0.5]$ | $[0.8, 0.999]$ |              |                    |
| RGD       | $[10^{-3}, 0.5]$ | $[0.6, 0.95]$  | $[10^{-4}, 10^{-2}]$ | $[10^3, 10^6]$    |

Table 3: Range for parameters search in the experiments of Fig. 3b and Fig. 3c.
Rosenbrock Function  For the experiments in Figs. 4b/4c we use mostly the same range as in Table 3, except for the momentum factor which is searched in the range $\mu \in [0.9, 0.98]$. We perform 500 Monte Carlo runs with each algorithm running for 1200 iterations. To tune over the region of Fig. 4d we perform 20 trials, sampling the initial state uniformly in the range $-2.048 \leq q_{0,i} \leq +2.048$, and tuning each algorithm where we look for parameters in the range

$$
\epsilon \in [2 \times 10^{-4}, 4 \times 10^{-4}], \quad \mu \in [0.94, 0.98],
$$

(42)

for CM and NAG, while

$$
h \in [10^{-5}, 10^{-4}], \quad \mu \in [0.93, 0.97], \quad m \in [4 \times 10^{-7}, 10^{-6}], \quad c \in [1 \times 10^{4}, 9 \times 10^{4}],
$$

(43)

for RGD. After tuning over this region we fix the parameters to be the mean of the obtained results. Then, with these final parameters, we run 200 experiments with different initial states to obtain the results in Fig. 4d.

Deep Learning  For the experiment of Fig. 5 we consider the standard stochastic gradient descent (SGD) with momentum, which is the stochastic counterpart of CM (1). Analogously, we consider a stochastic version of NAG (2), referred to as SNAG. For SRGD, the stochastic version of (37), we optimize over $h, m$ and $c$. The momentum factor $\mu = 0.9$ is kept fixed for all methods. We tune the parameters through a grid search. The results are shown in Table 4.

| Algorithm   | Stepsize          | Momentum $\mu$ | Mass $m$       | Speed of light $c$ |
|-------------|-------------------|----------------|----------------|--------------------|
| Momentum SGD| $8 \times 10^{-2}$ | 0.9            |                |                    |
| SNAG        | $1.53 \times 10^{-2}$ | 0.9            |                |                    |
| SRGD        | $2 \times 10^{-3}$ | 0.9            | $1.170 \times 10^{-1}$ | $10^9$            |

Table 4: Parameters for the deep learning experiment of Fig. 5.

For Adam [5] we use the following parameters:

$$
\epsilon = 1.6 \times 10^{-3}, \quad \beta_1 = 0.90, \quad \beta_2 = 0.999.
$$

(44)

In this experiment, we use a standard LeNET convolutional neural network with 3 layers.
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