Emergence of nonlinear friction from quantum fluctuations
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Nonlinear damping, a force of friction that depends on the amplitude of motion, plays an important role in many electrical [1], mechanical [2] and even biological [3] oscillators. In novel technologies such as carbon nanotubes, graphene membranes [4] or superconducting resonators [5], the origin of nonlinear damping is sometimes unclear. This presents a problem, as the damping rate is a key figure of merit in the application of these systems to extremely precise sensors [6, 7] or quantum computers [8]. Through measurements of a superconducting circuit, we show that nonlinear damping can emerge as a direct consequence of quantum fluctuations and the conservative nonlinearity of a Josephson junction. The phenomenon can be understood and visualized through the flow of quasi-probability in phase space, and accurately describes our experimental observations. Crucially, the effect is not restricted to superconducting circuits: we expect that quantum fluctuations or other sources of noise give rise to nonlinear damping in other systems with a similar conservative nonlinearity, such as nano-mechanical oscillators or even macroscopic systems.

Nonlinear damping, the change in damping rate with the amplitude of oscillations, is ubiquitous in nature. It was famously described mathematically by van der Pol [1] in the context of his work on vacuum tube circuits [9]. Now, it is used to describe the physics of a diverse set of systems, such as the rolling of ships in waves [2] or the nervous system [3]. It has attracted recent interest due to its appearance in novel experimental platforms such as nanoscale ferromagnets [10], superconducting circuits [5, 11–13] and nanoelectromechanical systems (NEMS) [14–16] made for example from carbon nanotubes, graphene [4, 17] or superconducting metal [18]. In some of these systems the nonlinearity is well explained [19–22]. Most notably the saturation of two-level systems in the environment can cause the damping rate to decrease, as the power injected into the system increases [11–13, 18]. But the origin of an increase in damping in certain NEMS [4, 14–16] or superconducting resonators [5] remains speculative. Understanding the origin of nonlinear damping in some of these systems is critical due to the importance of their energy damping rates in applications such as NEMS based mass sensing [6] or spectrometry [7], as well as quantum-limited amplification [23, 24] in superconducting quantum computers [8].

We study nonlinear damping through the experimental platform of superconducting circuits [25]. Central to the observed physics is the conservative nonlinearity induced by a Josephson junction: that the resonance frequency varies with the oscillation amplitude, which can be further approximated as a Duffing or Kerr nonlinearity [26]. For this reason, the phenomena discussed here are applicable to all systems featuring a similar nonlinearity in their resonance frequency, ranging from the carbon-nanotubes mentioned above, to the simple mechanical pendulum. We focus on the regime where this nonlinearity is small, as in Josephson parametric amplifiers [24], rather than the single-photon nonlinear regime used to construct artificial atoms in circuit quantum electronics [26]. Because of their small nonlinearity, such systems are often thought to be completely described by the classical Kerr oscillator [5, 27].

Here however, we report on a novel form of nonlinear damping originating purely from the quantum noise of a Kerr oscillator. The nonlinearity is experimentally characterized by probing the oscillator’s frequency response. Our observations are accurately described by a model devoid of ad-hoc nonlinear damping, but which take into account the effect of quantum noise. Perturbative calculations based on this model demonstrate that the expected amplitude of oscillations obeys a classical Kerr equation with nonlinear damping. Finally, we provide an intuitive picture in which the phenomenon can be understood as the oscillator experiencing dephasing induced by its own photon shot noise.

The circuit used in this experiment (Fig. 1) is constructed
The Kerr oscillator is constructed from an inductor, capacitor, and Josephson junction, and is side-coupled to a transmission line with a coupling rate \( \kappa_{\text{int}} \). The circuit undergoes internal damping at a rate \( \kappa_{\text{int}} \). Optical micrograph of the device, where light gray corresponds to superconducting molybdenum-rhenium, and dark gray to the insulating silicon substrate. An interdigitated capacitor on the right is connected to a meandering inductor on the left. The circuit couples to a transmission line (coplanar waveguide) at the top. Scanning electron micrograph of the SQUID: two aluminum/aluminum-oxide Josephson junctions connected in parallel. As the flux threading the SQUID is fixed, it behaves in this context as a single junction.

from an inductor, capacitor and superconducting quantum interference device, or SQUID. The SQUID is flux-biased to its sweet spot (integer flux quantum), and behaves as a single Josephson junction [26]. The junction induces an anharmonicity \( K = 2\pi \times 76 \) kHz five orders of magnitude smaller than the resonance frequency \( \omega_0 = 2\pi \times 5.17 \) GHz. The cosine potential of the junction is accurately described in this limit \( K \ll \omega_0 \) by the Kerr effect in the Hamiltonian [26]

\[
\hat{H} = \hbar \left( \omega_0 - \frac{K}{\kappa_{\text{Kerr}}^2} \hat{a} \hat{a}^\dagger - \frac{K}{\pi} \right) \hat{a} \hat{a} ,
\]

where \( \hat{a} \) is the annihilation operator for photons in the circuit. Intuitively, the junction is acting as an inductor, with an inductance which increases with the number of photons \( \hat{a}^\dagger \hat{a} \) in the circuit. As a consequence, the resonance frequency of the circuit is lowered with each added photon, labeled as the Kerr term in Eq. (1).

The circuit undergoes internal damping, losing energy at a rate \( \kappa_{\text{int}} = 2\pi \times 190 \) kHz. This is typically due to losses in the different dielectric materials traversed by the electric fields [30]. Additionally, the circuit is coupled to a transmission line, through which we drive the circuit with a microwave signal. Conversely, the transmission line leads to energy leaking out of the circuit, which is characterized by an external damping rate \( \kappa_{\text{ext}} = 2\pi \times 2.1 \) MHz. As a consequence, the total damping rate and spectral linewidth \( \kappa = \kappa_{\text{int}} + \kappa_{\text{ext}} \) is much larger than the shift in resonance frequency \( K \) due to an added photon: \( \kappa \gg K \). The circuit is thus far from the regime of superconducting qubits [26]. We will call it a Kerr oscillator and first attempt to describe its behavior following the classical equation for the steady-state amplitude of its oscillations \( a \)

\[
\left( i\Delta - iK|a|^2 + \frac{\kappa}{2} \right) a = \epsilon .
\]

Here \( \Delta = \omega_0 - \omega_4 \) is the detuning of the driving frequency \( \omega_4 \) to the resonance frequency \( \omega_0 \), and the strength of the drive \( \epsilon = \sqrt{\kappa_{\text{ext}} P_{\text{in}} / 2\hbar \omega_0} \) is given by \( P_{\text{in}} \) the power of the drive impinging on the device.

The circuit is made by patterning a thin film of sputtered molybdenum-rhenium alloy on silicon, and subsequently
We note an increase in both the detuning $\Delta_{\text{min}}$ which minimizes transmission, and the value of the minimum $\text{Min}|S_{21}|$. The classical prediction $\Delta_{\text{min}} = K\alpha^2$ resulting from Eq. (2) – where $\alpha = 2\epsilon / \kappa$ is the expected maximum amplitude – accurately matches the shift of the resonance. However, by plugging the maximum amplitude $\alpha$ into the expression for $S_{21}$, we obtain a constant value for $\text{Min}|S_{21}| = |1 - \kappa_{\text{ext}} / \kappa|$ (dashed line in Fig. 2(a)), which disagrees with the measurement.

In a classical approach to the problem, a power-dependence of the internal damping rate therefore has to create this change. Since $\kappa_{\text{ext}}$ is determined by the geometry of the circuit, it should remain unchanged by the power of the drive. For $\kappa_{\text{ext}} / \kappa$ to vary and produce the observed change in $\text{Min}|S_{21}| = |1 - \kappa_{\text{ext}} / (\kappa_{\text{ext}} + \kappa_{\text{int}})|$, the internal damping should increase to $2\epsilon \times 295$ kHz as the power increases. Such nonlinear damping can be included in the model of Eq. (2) through $\kappa_{\text{int}} \rightarrow \kappa_{\text{int}}^{\text{nl}} = \kappa_{\text{int}} + \gamma |a|^2$.

We fit a solution of the resulting equation to the data (see Supplementary Information), observing good agreement (Fig. 2).

Whilst providing an accurate model for our observations, adding ad-hoc nonlinear damping offers no explanation as to the physical mechanism underlying the effect. Usually, the most prominent source of nonlinear damping in superconducting circuits is the saturation of two-level systems (TLSs) in the environment [11–13]. However, with increasing driving power, the saturation of TLSs will result in a decrease the internal damping rate, whilst we observe the opposite. Here, we show that in our system nonlinear damping emerges purely from the internal quantum noise of the oscillator.

We first show that approaching the problem quantum mechanically, without adding nonlinear damping, perfectly describes our measurements. The effect of quantum noise is included in the model through the steady-state Lindblad equation

$$i \left[ \frac{\hat{H}}{\hbar} - \omega_0 \hat{a}^\dagger \hat{a} + i \epsilon (\hat{a}^\dagger - \hat{a}) \right] = \kappa (\hat{a} \hat{\rho}^\dagger \hat{a}^\dagger - \hat{a}^\dagger \hat{\rho} \hat{a} - \frac{1}{2} \hat{a}^\dagger \hat{a} \hat{\rho}^\dagger) \tag{3}$$

where $\hat{\rho}$ is the density matrix describing the steady-state of the oscillator. By solving this equation for varying drive strengths and frequencies, the resulting amplitude $\langle \hat{a} \rangle = \text{Tr}(\hat{\rho} \hat{a})$ is used to obtain $S_{21}$. With only the circuit parameters as free variables, and notably a constant value for the internal damping, this model is fitted to all $S_{21}$ traces (see Supplementary Information), revealing excellent agreement to the data (Fig. 3).

In Fig. 3, we compare this quantum model to the classical model: the solution to Eq. (2), which features neither nonlinear damping or quantum noise. The only difference between the quantum model – which predicts the increase in $\text{Min}|S_{21}|$ – and that of Eq. (2) – which predicts a constant $\text{Min}|S_{21}|$ – lies in the value of the commutator $[\hat{a}, \hat{a}^\dagger]$. In fact, by taking the trace $\text{Tr}(\hat{a} \cdot)$ of Eq. (3), and assuming the amplitude to be a complex number $\hat{a} \rightarrow a$ such that $[a, a^\ast] = 0$, we arrive at Eq. (2). Quantum noise, or the commutation relations of $\hat{a}, \hat{a}^\dagger$, are thus responsible for the change in $\text{Min}|S_{21}|$.

Beyond describing the data, this model analytically leads to a nonlinear damping equation for the expectation value $\langle \hat{a} \rangle$. As detailed in the Supplementary Information, we determine a perturbative solution to the quantum model. We find that when the drive detuning, Kerr effect and thermal noise have only a perturbative effect on the system, quantum and thermal noise lead to a nonlinear damping coefficient

$$\gamma = \frac{2K^2}{\kappa} (|\langle \hat{a}, \hat{a}^\dagger \rangle| + 2n_{\text{th}}) \tag{4}$$

in an equation for $\langle \hat{a} \rangle$ where the damping is given by $\kappa + \gamma |\langle \hat{a} \rangle|^2$. The term $|\langle \hat{a}, \hat{a}^\dagger \rangle| = 1$ is the contribution of quantum noise and notably has the same effect as half a quantum of thermal noise $n_{\text{th}} = 1/2$. The fact that the nonlinear damping model and the quantum model are...
Since the Wigner current of the Kerr grows with the amplitude squared origin (compared to panel the drive now opposes both damping and Kerr, it is less effective at opposing the damping and driving the state away from the S (at minimum the first contribution (case being a ring around the origin), the closer the center of mass of the distribution gets to the origin (i.e. c is to increase the uncertainty in phase (this is the frame adopted in panel c). The larger the uncertainty in phase (the extreme case being a ring around the origin), the closer the center of mass of the distribution gets to the origin (i.e. |⟨a⟩| → 0). This is the first contribution (effect A) to a reduced amplitude |⟨a⟩|. c, Wigner distribution of the steady-state with Kerr nonlinearity (at minimum S21 with P0 = −122 dBm). The Kerr effect is eventually balanced by the damping, quantum noise and drive. Since the drive now opposes both damping and Kerr, it is less effective at opposing the damping and driving the state away from the origin (compared to panel a). This brings the distribution closer to the origin, and constitutes the second contribution (effect B) to a reduced amplitude |⟨a⟩|. The center of mass (⟨a⟩) (white dot) is compared to the classical steady-state (white cross). Since the Wigner current of the Kerr grows with the amplitude squared |⟨a⟩|2 ∝ ϵ2 and the drive and dissipation currents grow with |⟨a⟩| and ϵ respectively, the reduction in |⟨a⟩| does not linearly follow the driving strength ϵ (see Supplementary Information).

This interpretation can be more thoroughly explored in phase space, by making use of the Wigner distribution and Wigner current [33–36]. We introduce \( \vec{x} = (\hat{a} + \hat{a}^\dagger)/\sqrt{2} \) and \( \vec{p} = -i (\hat{a} - \hat{a}^\dagger)/\sqrt{2} \), such that the amplitude ⟨a⟩ is given by the center of mass of the distribution through \( \langle \hat{a} \rangle = \sqrt{2} \int dx dp (x + ip) W \). The Wigner current \( \vec{J} \), governs the dynamics of the Wigner function W through the continuity equation \( \partial_t W + \nabla \cdot \vec{J} = 0 \). It provides an intuitive visualization of the flow of quasi-probability in phase space.

As a pedagogical starting point, we show in Fig. 4(a) the distribution and different contributions to the current for a coherent state of amplitude α. This state corresponds to the steady-state that would be reached in our resonantly driven system without Kerr nonlinearity. The damping tends to bring each point of the distribution back to the origin. The drive however, is sensitive to phase and acts in a single direction. These two currents are balanced by the quantum noise, which creates a diffusion of the quasi-probability.
In Fig. 4(b), we look at how the Kerr effect deforms the same coherent state, with the damping, driving, and noise temporarily inactive. We see the consequence of the amplitude-dependent resonance frequency of a Kerr oscillator. In phase space, the resonance frequency sets the rate at which a point rotates around the origin. And the amplitude is given by the distance to the origin. The resulting deformation of the coherent state does not bring any point in phase space closer to the origin (total energy, or photon number, remains constant). The center of mass, however, will move closer to the origin. To be convinced of the latter, one can imagine the extreme case of the Kerr deforming the coherent state into a ring circling the origin, so that center of mass would be the origin, and $\langle \hat{a} \rangle = 0$. This mechanism for reducing $\langle \hat{a} \rangle$ corresponds to effect A previously discussed.

In the steady-state of our experiment, simulated in Fig. 4(c), the Kerr evolution is eventually balanced by the other currents. Due to the large spread of the state in phase, the diffusion induced by quantum noise is weaker, and the damping current further mis-aligned with the drive compared to Fig. 4(a). Since the drive is not parallel to the combined currents of damping and noise, it is less effective at countering them, so less effective at driving the system. Or in other words, in addition to countering the damping, the drive also has to counter the Kerr evolution. As a consequence, the average photon-number tends to decrease, which is the second contribution to a lower amplitude (effect B). In the Supplementary information, we elaborate on why this decrease in amplitude is nonlinear with driving power.

Using a perturbative approach to the quantum model (see Supplementary Information) , we are able to weigh the influence of the two effects A and B in reducing the amplitude $\langle \hat{a} \rangle$. We rely on an analytical comparison of the amplitude $|\langle \hat{a} \rangle|$ and photon number $\langle \hat{a}^\dagger \hat{a} \rangle$. For a coherent state, we always have $|\langle \hat{a} \rangle| = \sqrt{\langle \hat{a}^\dagger \hat{a} \rangle}$. With respect to a coherent state of amplitude $\alpha$, the reduction in $\sqrt{\langle \hat{a}^\dagger \hat{a} \rangle}$ corresponds to half the reduction in $|\langle \hat{a} \rangle|$ in our system (without thermal noise). This means that a loss of photon number is responsible for only half of the observed effect, indicating that half of the increase in $|S_{21}|$ can be attributed to effect A, and half to effect B. The same conclusions can be drawn with thermal noise (assuming $n_{\text{th}} \ll \alpha^2$).

Finally, we note that for all driving strengths featured in our measurements, quadrature squeezing occurs along an axis $u = \cos(\theta) x + \sin(\theta) p$, rotated by an angle $\theta$ with respect the the $x$–axis. At the highest driving power (Figs. 3.4), the most highly squeezed quadrature is characterized by $\theta \simeq -\pi/10$, where the uncertainty $\Delta u$ is 86% of $\Delta x$ for a coherent state.

In conclusion, we have shown how the combination of Kerr nonlinearity and noise, and in particular quantum noise, can lead to observations of nonlinear damping. Crucially, our findings are not limited to the case of superconducting resonators. Indeed, preliminary calculations based on our analytical model indicate that this effect has the correct order of magnitude to play a role in the nonlinear damping observed in NEMS systems [4] – however driven by thermal rather than quantum noise. We are therefore confident that this phenomenon can play a valuable role in identifying the origin of nonlinear damping in a broader class of systems, such as NEMS or other Josephson circuits, which will be critical to their use in emerging technologies ranging from carbon nanotube sensors to superconducting quantum computing.
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S1. DEVICE FABRICATION AND SETUP

The device shown in Fig. 1 is fabricated in two steps [37]. First, we fabricate the input/output waveguide structures, meandering inductor and capacitor. On a chip of high-resistivity silicon, cleaned in solutions of RCA-1, Piranha, and buffered hydrofluoric acid (BHF), we sputter 60 nm of molybdenum-rhenium (MoRe). A three layer mask (S1813/W(tungsten)/PMMA-950) is then patterned using electron-beam lithography, and is used in etching the MoRe by SF6/He plasma. The mask is finally stripped using PRS 3000.

Secondly, we fabricate the Josephson junctions using the Dolan bridge technique [38]. We first pattern a Methyl-methacrylate (MMA)/Polymethyl-methacrylate (PMMA) resist stack with e-beam lithography. After development of the resist, and to ensure a good contact between the aluminum of the junctions and the MoRe, we clean the sample with an oxygen plasma and BHF. Evaporation of two aluminum layers (30 nm and then 50 nm thick) under two angles (± 11 degrees), interposed by an oxidisation of the first aluminum layer, forms the junctions. Removal of the resist mask in N-Methyl-2-pyrrolidone (NMP) at 80 degrees Celsius completes the sample fabrication.

The edges of the chip are wire-bonded to a printed circuit board (PCB) and the chip is placed in a copper box thermally anchored to the 20 milliKelvin stage of a dilution refrigerator. The input to the device is wired through the PCB to the output of a room-temperature vector network analyzer (VNA) and the outputted signal is attenuated at each plate of the dilution refrigerator. The output of the device is wired to the input of the VNA after being amplified with a high-electron-mobility transistor (HEMT) amplifier at ~4 Kelvin, and a room-temperature amplifier.

S2. THEORETICAL DESCRIPTION

A Hamiltonian describing the series assembly of a inductor $L$, capacitor $C$ and junction with Josephson inductance $L_J$ can be entirely determined with only the knowledge of the admittance $Y(\omega) = 1/Z(\omega)$ across the Josephson junction, if we replace the latter by a linear inductor $L_J$. This approach assumes weak anharmonicity and damping of the circuit, and is often referred to as black-box quantization [29, 39]. The Hamiltonian writes

$$\hat{H}_{\text{bare}}/\hbar = (\omega_r - K) a^\dagger a - \frac{K}{2} a^\dagger a a a ,$$  \hspace{1cm} (S1)

where $\omega_r$ satisfies $Y(\omega_r) = 0$

$$\omega_r = \frac{1}{\sqrt{(L + L_J)C}} ,$$ \hspace{1cm} (S2)

and the anharmonicity is given by

$$\hbar K = \frac{2e^2}{L_J \omega_r^2 (\text{Im}Y'(\omega_r))^2} = \frac{e^2}{2C} \left( \frac{L_J}{L + L_J} \right)^3 .$$ \hspace{1cm} (S3)

The weak anharmonicity assumption which leads to this Hamiltonian writes $K \ll \omega_r$.

This circuit loses energy through resistive losses at a rate $\kappa_{\text{int}}$, and can exchange energy with a transmission line at a rate $\kappa_{\text{ext}}$. The total rate at which the circuit loses energy is then $\kappa = \kappa_{\text{int}} + \kappa_{\text{ext}}$. On one end of the transmission line, we feed a coherent signal with power $P_{\text{in}}$ oscillating at $\omega_d$. Following quantum input-output theory [25], the dynamics of $\hat{a}(t)$, in a frame rotating at $\omega_d$, is given by

$$\frac{d}{dt} \hat{a}(t) = -i (\Delta - K \hat{a}(t)^\dagger \hat{a}(t)) \hat{a}(t) - \frac{\kappa}{2} \hat{a}(t) + \epsilon - \sqrt{\kappa} \hat{s} ,$$ \hspace{1cm} (S4)

where $\Delta = \omega_r - K - \omega_d$, and the strength of the drive is characterized by $\epsilon = \sqrt{\kappa_{\text{ext}} P_{\text{in}}/2 \hbar \omega_r}$. Note the factor 2 in the denominator which corresponds to the fact that there are two directions of propagation in the feedline and that only one is occupied by the driving signal. The term $\hat{s}$ corresponds to both thermal noise and quantum vacuum noise. We
assume it to be well described by quantum white noise, a stationary random process which is characterized by its 0 mean $\langle \hat{s} \rangle = 0$ and the correlation functions

$$\langle \hat{s}(t)\hat{s}^\dagger(t') \rangle = \langle \hat{s}^\dagger(t')\hat{s}(t) \rangle + \delta(t - t') = [n_{th} + 1]\delta(t - t')$$

$$\langle \hat{s}(t)\hat{s}(t') \rangle = \langle \hat{s}^\dagger(t')\hat{s}^\dagger(t) \rangle = 0 .$$

(S5)

Here $n_{th}$ corresponds to the average number of excitations induced by the thermal environment at a temperature $T$

$$n_{th} = \frac{1}{e^{\frac{\hbar \omega}{k_B T}} - 1} ,$$

(S6)

with $k_B$ corresponding to Boltzmann’s constant, to which is added “+1” corresponding to the quantum vacuum fluctuations. Thermalized at 20 mK, and with a frequency $\omega_r \simeq 2\pi \times 5.172$ GHz, the experimental device has a thermal occupation $n_{th} = 4 \times 10^{-6}$. We may thus safely make the approximation $n_{th} \simeq 0$ when describing the experiment. The $S_{21}$ parameter is obtained from $\langle \hat{a}(t) \rangle$ as

$$S_{21} = 1 - \frac{\kappa_{ext}}{2e}\langle \hat{a} \rangle ,$$

(S7)

the factor 2 again reflecting that only half of the signal emitted by the circuit will travel towards the receiver of the VNA. As an alternative to the Langevin equation, one may also formulate the problem as a Lindblad master equation [40]

$$\frac{\partial \hat{\rho}}{\partial t} = -i \left[ \Delta \hat{a} \hat{a}^\dagger - \frac{K}{2} \hat{a}^\dagger \hat{a} \hat{a} \hat{a}^\dagger + i\epsilon(\hat{a}^\dagger - \hat{a}), \hat{\rho} \right]$$



$$+ \kappa(n_{th} + 1)D(\hat{a})\hat{\rho} + \kappa n_{th}D(\hat{a}^\dagger)\hat{\rho} ,$$

(S8)

governing the density matrix of the system $\hat{\rho}$, where

$$D(\hat{L})\hat{\rho} = \hat{L}\hat{\rho}\hat{L}^\dagger - \{\hat{L}\hat{L}^\dagger, \hat{\rho}\}/2 .$$

(S9)

### S3. DATA PROCESSING AND FITTING

Even at lowest driving power, the response of the device does not perfectly fit to a Lorentzian curve, indicating the presence of additional resonances in the measurement chain which could not be calibrated out experimentally. To eliminate these, as well as the change in phase length of the cabling with frequency, we subtract (divide) an affine presence of additional resonances in the measurement chain which could not be calibrated out experimentally. To

We then reduce the amount of noise as well as the superfluous number of frequency points in the data-set by replacing blocks of 10 successive frequency data-points by their average. The treated data is notably used in the construction of Figs. 2,3. The reduction in number of data-points also facilitates the fitting. We were able to numerically compute $S_{21}$ over the 500 frequency points of the data-set in a minimization routine. For each driving power of the data-set, the Python library QuTiP [41, 42] was used to solve the Lindblad equation of Eq. (S8). For each power, the absolute difference between the 500 (complex) numerical and experimental points constitutes a first contribution to the minimized cost function. The difference in the minimum amplitude of $S_{21}$, and the frequency at which $S_{21}$ is minimized, are also added to the cost-function each with a weight of 200 points. The function is minimized using a modified Powell algorithm [43, 44], with five free-parameters: $\omega_r$, $\kappa_{int}$, $\kappa_{ext}$, $K$, and the attenuation that the signal
FIG. S1. Fitted transmission data. The data $|S_{21}|e^{i\phi_{S_{21}}}$, processed following Sec. S3, is compared to a diagonalization of the quantum Lindblad equation of Eq. (S8) (solid line), a solution to the classical steady-state equation with nonlinear damping of Eq. (S14) (dashed line) and with linear damping Eq. (S13) (dotted line). Panels (a,b), (c,d) and (e,f) correspond to powers -135 dBm, -125 dBm and -122 dBm respectively.

The fitted parameters are confirmed by the measurement of a reference oscillator [37], built using the same geometry as the device in Fig. 1 (and in the same fabrication run) but where the SQUID is replaced by a short circuit. We simulate the resonance frequency of the reference oscillator using the finite-element software Sonnet, and compare it to the experimentally measured value. The discrepancy between these allows us to determine the kinetic inductance of the 60 nm sheet of MoRe. Using a sheet inductance of 1.575 pH/sq in Sonnet, the simulated resonance frequency matches the measured value. We then add a lumped element inductor $L_J$ at the location of the SQUID in the simulation, and vary it to determine the value of the lumped element inductor $L$ and capacitor $C$, by fitting simulated resonance frequencies to $1/\sqrt{(L+L_J)C}$. The Josephson inductance $L_J$ is found when this simulated resonance matches the low-
FIG. S2. Fit of the minimum of $|S_{21}|$. a, The minimum of transmission $|S_{21}|$ and b, the frequency $\omega_{\text{min}}$ which minimizes it, are plotted as a function of the drive power. We obtain excellent agreement between experimental data (dots), the numerical solution of the quantum Lindblad equation (solid line) and the classical nonlinear damping model (dotted line). Since the latter two overlap in panel b, in the inset we plot their difference as a function of power.

power resonance frequency measured in Fig. 2. The circuit parameters which emerge from this analysis are $L = 2.93$ nH, $C = 288$ fF and $L_J = 0.35$ nH. This closely matches the Hamiltonian parameters independently fitted to the transmission data, with only a slight shift in Josephson inductance required $L_J = 0.341$ nH, to exactly match the fitted anharmonicity of $2\pi \times 76$ kHz.

S4. CLASSICAL, NOISE-LESS SOLUTION AND BIFURCATION POINT

Taking the expectation value of Eq. (S4), in the steady-state ($d\langle \hat{a} \rangle/dt = 0$), yields

$$i\Delta \langle \hat{a} \rangle - iK \langle \hat{a}^\dagger \hat{a}^\dagger \hat{a}^\dagger \hat{a} \rangle + \frac{\kappa}{2} \langle \hat{a} \rangle = \epsilon .$$  \hspace{1cm} (S12)

In the absence of (thermal and quantum) noise $\dot{\hat{s}} = 0$, using the notation $\langle \hat{a} \rangle = a$, one can simply write $\langle \hat{a}^\dagger \hat{a} \rangle = |a|^2 a$. This yields the classical steady-state equation

$$\left( i\Delta - iK |a|^2 + \frac{\kappa}{2} \right) a = \epsilon .$$  \hspace{1cm} (S13)

Note that $\Delta = \omega_r - \omega_d$ in the classical case, as the extra $-K$ in the definition of $\Delta$ in the quantum Langevin equation (Eq. (S4)) is a consequence of the quantum fluctuations similar to the Lamb shift [45]. One can see this by rewriting the Kerr term $\hat{a}^\dagger \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a}^\dagger$ using the commutation relations, which would yield a different expression for $\Delta$ in the quantum equation, but would not yield a different Kerr term in the classical steady-state equation.

To simulate nonlinear damping, we consider that the internal damping rate can depend on power $\kappa_{\text{int}} \rightarrow \kappa_{\text{int}} + \gamma |a|^2$ yielding

$$\left( i\Delta - iK |a|^2 + \frac{\kappa + \gamma |a|^2}{2} \right) a = \epsilon .$$  \hspace{1cm} (S14)

We solve this equation by computing the magnitude $|a|$ and phase $\varphi$ of the amplitude $a = |a|e^{i\varphi}$ separately. An equation for $|a|$ is obtained by multiplying Eq. (S13) by its conjugate, yielding

$$\left( \frac{\gamma^2}{4} + K^2 \right) |a|^6 + \left( \frac{\gamma \kappa}{2} - 2 \Delta K \right) |a|^4 + \left( \frac{\kappa^2}{4} + \Delta^2 \right) |a|^2 = \epsilon^2 .$$  \hspace{1cm} (S15)

We solve this equation by computing the eigenvalues of the polynomial’s companion matrix [46] using Python [43]. The phase is then given by

$$\varphi = \arctan \left( \frac{2(\Delta - K|a|^2)}{\kappa + \gamma |a|^2} \right) .$$  \hspace{1cm} (S16)
Beyond a threshold driving strength $\epsilon$, Eq. (S15) exhibits more than one real solution (bifurcating regime). All the data and analysis presented in this work concerns driving powers lower than this bifurcating point. We define the bifurcation power as the first power for which a drive frequency used in the experimental dataset yields more than one real solution to Eq. (S15) with $\gamma = 0$.

We may search for the largest attainable amplitude for a given driving strength in Eq. (S15) by assuming a small deviation from the largest attainable amplitude without nonlinearities

$$|a| = \alpha (1 + \delta) ,$$

$$|a|^n \simeq \alpha^n (1 + n\delta)$$

(S17)

with $\delta \ll 1$. The amplitude $\alpha$ is the solution to

$$-\frac{\kappa}{2} a + \epsilon = 0 ,$$

(S18)

the resonantly driven system, without nonlinearities. Assuming a small deviation from $\alpha$ means we are considering the nonlinearities $K, \gamma$ as well as the detuning $\Delta$ to be perturbations, such that

$$K, \gamma, \Delta \ll \kappa .$$

(S19)

Since $\Delta \simeq K\alpha^2$, we note that these approximations are only valid at the lower powers of our experimental data. Injecting the perturbed expression for $|a|$ into Eq. (S15), we obtain an equation for $\delta$

$$(\gamma^2/4 + K^2) \alpha^6 (1 + 6\delta) + (\gamma\kappa/2 - 2\Delta K) \alpha^4 (1 + 4\delta) + (\kappa^2/4 + \Delta^2) \alpha^2 (1 + 2\delta) = \epsilon^2 .$$

(S20)

Expanding the solution

$$\delta = \epsilon^2 - (\gamma^2/4 + K^2) \alpha^6 - (\gamma\kappa/2 - 2\Delta K) \alpha^4 - (\kappa^2/4 + \Delta^2) \alpha^2 ,$$

(S21)

to second order in $K, \gamma, \Delta$ through the approximation of Eq. (S19) yields

$$\delta \simeq -\frac{\alpha^2 \gamma}{\kappa} - \frac{4K^2 \alpha^4 - 7\alpha^4 \gamma^2 - 8K\alpha^2 \Delta + 4\Delta^2}{2\kappa^2} ,$$

(S22)

which is minimized for

$$\Delta = K\alpha^2$$

(S23)

with a maximum (to leading order in $K, \gamma$)

$$\delta = -\frac{\alpha^2 \gamma}{\kappa} .$$

(S24)

In order to demonstrate that a classical nonlinear damping model also provides an adequate description of the data, we fit the data to a solution to Eq. (S14). The data processing, and the construction of the cost function, is identical to that described in Sec. S3. The free-parameters, however, are different: we fix the internal and external damping, the oscillator frequency to $\omega_r - K$ and the attenuation to the values fitted with the quantum model. The remaining free parameters of the fit are the nonlinear damping rate $\gamma$, and the Kerr nonlinearity $K$. After convergence of the same modified Powell algorithm [43, 44], and slight manual adjustment, we obtain $\gamma = 2\pi \times 4.58$ kHz and $K = 2\pi \times 78.3$ kHz (2 kHz higher than the value obtained by fitting the quantum model). In Figs. S2,S1(e,f), we show that this model provides a reasonable fit to the data.

**S5. QUANTUM AND NOISY SOLUTION (PERTURBATION)**

Here we derive a perturbative solution to the Langevin equation of Eq. (S4) in the presence of quantum and/or thermal noise. The aim is to solve the equation for $\langle \hat{a} \rangle$

$$\frac{d}{dt} \langle \hat{a} \rangle = -i\Delta + \frac{\kappa}{2} \langle \hat{a} \rangle + iK \langle \hat{a} \hat{a}^\dagger \rangle + \epsilon ,$$

(S25)

in the steady-state. Contrary to the noise-less case studied in the previous section, $\langle \hat{a} \hat{a} \rangle \neq |a|^2 a$. 
A. Assumptions and small quantities

We assume that the thermal fluctuations, as well as the nonlinearity, slightly move the quantum state away from a coherent state of amplitude $\langle \hat{a} \rangle$. This approximation comes in two forms. First we will assume the thermal fluctuations entering through the noise term $\hat{s}$ to be small through the condition

$$ n_{\text{th}} \ll |\langle \hat{a} \rangle|^2 . $$

(S26)

Secondly, we will assume the anharmonicity to be small, through the condition

$$ K \ll \kappa . $$

(S27)

In this regime, it is practical to express the equations using the deviation $\hat{d}$ from the steady-state expectation values of the operators involved in the dynamics. For $\hat{a}$, this means we will write

$$ \hat{a} = \langle \hat{a} \rangle + \hat{d} . $$

(S28)

We will take $\hat{d}$ to be a small quantity through the assumption

$$ |\langle \hat{d}^n \hat{d}^m \rangle| \ll |\langle \hat{a} \rangle|^n |\langle \hat{a} \rangle|^m . $$

(S29)

and we will neglect $\langle \hat{d}^n \hat{d}^m \rangle$ with respect to $|\langle \hat{a} \rangle|^n |\langle \hat{a} \rangle|^m$ when $n + m > 2$. Note that for $K = 0$, the steady-state would be a displaced thermal state, and $\hat{d}$ would correspond to thermal and quantum noise with $\langle (\hat{d}^\dagger \hat{d})^m \rangle$ scaling with $n_{\text{th}}^m$. Assuming that the thermal fluctuations are small $n_{\text{th}} \ll |\langle \hat{a} \rangle|^2$ is therefore a necessary condition to assume $\hat{d}$ to be small.

B. Preliminary results

We first derive expressions for useful expectation values. Injecting Eq. (S28) in $\langle \hat{a}^\dagger \hat{a} \rangle$ for example yields

$$ \langle \hat{a}^\dagger \hat{a} \rangle = \langle (\hat{a}^\dagger)^* + \hat{d}^\dagger)(\hat{a}) + \hat{d} \rangle \rangle $$

(S30)

$$ = \langle \hat{a}^\dagger \rangle^* \langle \hat{a} \rangle + \langle \hat{a}^\dagger \rangle^* \langle \hat{d} \rangle + \langle \hat{a} \rangle \langle \hat{d}^\dagger \rangle + \langle \hat{d}^\dagger \hat{d} \rangle $$

(S31)

$$ = \langle \hat{a}^\dagger \rangle^* \langle \hat{a} \rangle + \langle \hat{d}^\dagger \hat{d} \rangle , $$

(S32)

where we have used the definition of $\hat{d}$ to obtain $\langle \hat{d} \rangle = \langle \hat{d}^\dagger \rangle = 0$. We proceed similarly to obtain

$$ \langle \hat{a}^2 \rangle = \langle \hat{a} \rangle^2 + \langle \hat{d}^2 \rangle , $$

(S33)

and by invoking the approximation of Eq. (S29), we also have

$$ \langle \hat{a}^\dagger \hat{a}^2 \rangle \simeq 2 \langle \hat{d}^\dagger \hat{d} \rangle \langle \hat{a} \rangle + \langle \hat{a}^\dagger \rangle \langle \hat{d}^2 \rangle + |\langle \hat{a} \rangle|^2 \langle \hat{a} \rangle , $$

(S34)

$$ \langle \hat{a}^\dagger \hat{a}^3 \rangle \simeq |\langle \hat{a} \rangle|^2 \langle \hat{d}^2 \rangle + 3 |\langle \hat{a} \rangle|^2 \langle \hat{d}^2 \rangle + 3 \langle \hat{a} \rangle^2 \langle \hat{d}^\dagger \hat{d} \rangle . $$

(S35)

C. Reformulation of the problem

By injecting Eq. (S34) in Eq. (S25), we rewrite the equation for $\langle \hat{a} \rangle$ as

$$ \frac{d}{dt} \langle \hat{a} \rangle \simeq - [i(\Delta - 2K\langle \hat{d}^\dagger \hat{d} \rangle - K|\langle \hat{a} \rangle|^2) + \kappa /2] \langle \hat{a} \rangle + iK|\langle \hat{a} \rangle|^2 \langle \hat{d}^2 \rangle + \epsilon . $$

(S36)

A steady state solution for $\langle \hat{a} \rangle$ thus requires knowledge of $\langle \hat{d}^\dagger \hat{d} \rangle$ and $\langle \hat{d}^2 \rangle$. These expectation values will be determined by deriving the equation of motion of $\hat{d}^\dagger \hat{d}$ and $\hat{d}^2$. 
D. Equation of motion for $\langle \hat{d}^\dagger \hat{d} \rangle$

From Eq. (S32), we have $\langle \hat{d}^\dagger \hat{d} \rangle = \langle \hat{a}^\dagger \hat{a} \rangle - \langle \hat{a} \rangle ^* \langle \hat{\alpha} \rangle$ such that

$$\frac{d}{dt} \langle \hat{d}^\dagger \hat{d} \rangle = \frac{d}{dt} \langle \hat{a}^\dagger \hat{a} \rangle - \langle \hat{a} \rangle ^* \frac{d}{dt} \langle \hat{\alpha} \rangle - \langle \hat{\alpha} \rangle \left( \frac{d}{dt} \langle \hat{\alpha} \rangle \right)^*.$$  \hspace{1cm} (S37)

We should thus search for the equation of motion for $\langle \hat{a}^\dagger \hat{a} \rangle$. Utilizing the Langevin equation of Eq. (S4), we first obtain an equation for $\hat{a}^\dagger \hat{a}$

$$\frac{d}{dt} \langle \hat{a}^\dagger \hat{a} \rangle = \frac{d}{dt} \langle \hat{\alpha} \rangle + \frac{d}{dt} \langle \hat{\alpha} \rangle ^* - \kappa \hat{a}^\dagger \hat{a} + \epsilon (\hat{a}^\dagger + \hat{a}) - \sqrt{\kappa} (\hat{a}^\dagger \hat{s} + \hat{s}^\dagger \hat{a}) . \hspace{1cm} (S38)$$

When taking the expectation value of this equation, we follow Ref. [47] to treat the noise terms. For $\hat{s}$ given by quantum noise, with $\langle \hat{s} \rangle = 0$ and Eqs. (S5), then given $\hat{A}$ an arbitrary system operator, we have

$$\langle \hat{A}(t) \hat{\bar{s}}(t) \rangle = n_{th} \frac{\sqrt{\kappa}}{2} \langle [\hat{A}(t), \hat{\bar{s}}(t)] \rangle , \hspace{1cm} (S40)$$

$$\langle \hat{\bar{s}}(t) \hat{A}(t) \rangle = n_{th} \frac{\sqrt{\kappa}}{2} \langle [\hat{\bar{s}}(t), \hat{A}(t)] \rangle , \hspace{1cm} (S41)$$
such that $\langle \hat{a}^\dagger \hat{s} + \hat{s}^\dagger \hat{a} \rangle = -\sqrt{\kappa} n_{th}$. Using Eq. (S32) again to rewrite $\langle \hat{a}^\dagger \hat{a} \rangle$ we have

$$\frac{d}{dt} \langle \hat{a}^\dagger \hat{a} \rangle = -\kappa (\langle \hat{\alpha} \rangle ^2 + \langle \hat{d}^\dagger \hat{d} \rangle) + \epsilon (\langle \hat{\alpha} \rangle + \langle \hat{\alpha}^\dagger \rangle) + \kappa n_{th} . \hspace{1cm} (S42)$$

Using the equation of motion for $\langle \hat{\alpha} \rangle$ of Eq. (S36), we finally obtain

$$\frac{d}{dt} \langle \hat{d}^\dagger \hat{d} \rangle = \frac{d}{dt} \langle \hat{a}^\dagger \hat{a} \rangle - \langle \hat{\alpha} \rangle ^* \frac{d}{dt} \langle \hat{\alpha} \rangle - \langle \hat{\alpha} \rangle \left( \frac{d}{dt} \langle \hat{\alpha} \rangle \right)^* = -\kappa \langle \hat{d}^\dagger \hat{d} \rangle + \kappa n_{th} + iK \left( \langle \hat{d}^\dagger \rangle^2 \langle \hat{\alpha} \rangle^2 - \langle \hat{\alpha} \rangle^2 \langle \hat{d}^\dagger \rangle^2 \right) . \hspace{1cm} (S43)$$

E. Equation of motion for $\langle \hat{d}^2 \rangle$

From Eq. (S33) we have $\langle \hat{d}^2 \rangle = \langle \hat{a}^2 \rangle - \langle \hat{\alpha} \rangle ^2$, such that the equation of motion for $\langle \hat{d}^2 \rangle$ writes

$$\frac{d}{dt} \langle \hat{d}^2 \rangle = \frac{d}{dt} \langle \hat{a}^2 \rangle - 2 \langle \hat{\alpha} \rangle \left( \frac{d}{dt} \langle \hat{\alpha} \rangle \right) . \hspace{1cm} (S45)$$

We should thus search for the equation of motion for $\langle \hat{\alpha} \rangle^2$. We start by writing the equation of motion for $\hat{\alpha}^2$ as

$$\frac{d}{dt} \hat{\alpha}^2 = \hat{\alpha} \left( \frac{d}{dt} \hat{\alpha} \right) + \left( \frac{d}{dt} \hat{\alpha} \right) \hat{\alpha} = -i \left( 2\Delta - K \{ \hat{\alpha}^\dagger, \hat{\alpha} \} \right) \hat{a}^2 - \kappa \hat{a}^2 + 2\epsilon \hat{\alpha} - \sqrt{\kappa} (\hat{s} \hat{\alpha} + \hat{\alpha} \hat{s}) . \hspace{1cm} (S46)$$

If quantum noise is taken into account, then we have $\{ \hat{\alpha}^\dagger, \hat{\alpha} \} = 1 + 2\hat{a}^\dagger \hat{a}$ rather than $\{ \hat{a}^* , \hat{a} \} = 2\hat{a}^* \hat{a}$ without. To keep track of the quantum noise, we have colored this term in blue throughout the rest of the derivation. When taking the expectation values, we treat the noise terms in $\hat{s}$ following Eq. (S40), and an additional result from Ref. [47]

$$\langle \hat{s}(t) \hat{A}(t) \rangle = (n_{th} + 1) \frac{\sqrt{\kappa}}{2} \langle [\hat{A}(t), \hat{\bar{s}}(t)] \rangle , \hspace{1cm} (S47)$$
resulting in $\langle s\dot{a} + \dot{s}\rangle = 0$. By rewriting $\langle \dot{a}^2 \rangle$ using Eq. (S33) and $\langle a\dot{a} + a\dot{a}^\dagger \rangle$ using Eq. (S35), we get

$$\frac{d}{dt} \langle \dot{a}^2 \rangle = 2iK \left( |\langle \hat{a} \rangle|^2 \langle \dot{\hat{a}} \rangle^2 + 3|\langle \hat{a} \rangle|^2 \langle \dot{\hat{d}} \rangle^2 + 3|\langle \hat{a} \rangle|^2 \langle \dot{\hat{d}}^\dagger \hat{d} \rangle \right) - (2i\Delta - iK + \kappa) \left( \langle \hat{a} \rangle^2 + \langle \dot{\hat{a}} \rangle^2 \right) + 2\epsilon \langle \hat{a} \rangle. \tag{S48}$$

Using this equation as well as the equation of motion for $\langle \hat{a} \rangle$ of Eq. (S36), we finally obtain

$$\frac{d}{dt} \langle \dot{d}^2 \rangle = \frac{d}{dt} \langle \dot{a}^2 \rangle - 2\langle \dot{a} \rangle \left( \frac{d}{dt} \langle \hat{a} \rangle \right)$$

$$= -2 \left( i \left( \Delta - 2K|\langle \hat{a} \rangle|^2 + \frac{1}{4} \right) + \kappa/2 \right) \langle \dot{\hat{d}} \rangle^2 + i2K \langle \hat{a} \rangle^2 \left( \langle \hat{d}^\dagger \hat{d} \rangle + \frac{1}{2} \right). \tag{S50}$$

### F. Steady-state solution

We obtain a steady state solution for the equations of motion (S36,S44,S50) by equating all time derivatives to zero. We first have

$$\langle \dot{d}^2 \rangle = i \frac{K \langle \hat{a} \rangle^2}{\Omega + \kappa/2} \left( \langle \hat{d}^\dagger \hat{d} \rangle + \frac{1}{2} \right), \tag{S51}$$

where $\Omega = \Delta - 2K|\langle \hat{a} \rangle|^2 + 1/4$. Re-inserted into Eq. (S44), we get

$$\langle \dot{d}^\dagger \dot{d} \rangle = \frac{n_{\text{th}} + 2K^2|\langle \hat{a} \rangle|^4}{4\Omega^2 + \kappa^2}. \tag{S52}$$

We now invoke the approximations of small anharmonicity $K \ll \kappa$ Eq. (S27) and small thermal population $n_{\text{th}} \ll |\langle \hat{a} \rangle|^2$ Eq. (S26), and assume the detuning to be close to satisfying the resonance condition derived classically in Eq. (S23)

$$\Delta - K|\langle \hat{a} \rangle|^2 \ll \kappa, \tag{S53}$$

to write $\Omega \simeq -K|\langle \hat{a} \rangle|^2$. This yields

$$\langle \dot{d}^\dagger \dot{d} \rangle \simeq n_{\text{th}} + 4 \frac{K^2|\langle \hat{a} \rangle|^4}{\kappa^2} \left( n_{\text{th}} + \frac{1}{2} \right), \tag{S54}$$

and

$$\langle \dot{d}^2 \rangle \simeq \left( n_{\text{th}} + \frac{1}{2} \right) \left( 2\frac{K^2|\langle \hat{a} \rangle|^2}{\kappa} - 4 \frac{K^2|\langle \hat{a} \rangle|^4}{\kappa^2} \right). \tag{S55}$$

---

**FIG. S3. Validity of the analytical model for $|\langle \hat{a} \rangle|$.** Numerical calculations of $|\langle \hat{a} \rangle|$ (full curves) are compared to the analytical expressions of Eq. (S58) (dashed curves). In panel a we use the same regime of parameters as the measured device, notably the same anharmonicity $K$, with both no thermal population $n_{\text{th}} = 0$ and half a quantum of thermal population $n_{\text{th}} = 1/2$. In panel b, we show that the accuracy of the analytical model increases as we decrease $K$ by a factor 10. For the calculations with thermal population, good agreement is found in the regime $n_{\text{th}} \ll |\langle \hat{a} \rangle|^2$ covered by our assumptions.
By injecting our expressions for $\langle \hat{d}^\dagger \hat{d} \rangle$, $\langle \hat{d}^2 \rangle$ in Eq. (S36), we find that in the steady-state, the amplitude is nonlinearly damped, following

$$i \left[ \Delta' - K \left( |\langle \hat{a} \rangle|^2 + 4 \frac{K^2 |\langle \hat{a} \rangle|^4}{\kappa^2} \left( n_{th} + \frac{1}{2} \right) \right) \right] |\langle \hat{a} \rangle| + \frac{\kappa + \gamma |\langle \hat{a} \rangle|^2}{2} |\langle \hat{a} \rangle| = \epsilon \ , \quad (S56)$$

where $\Delta' = (\Delta - 2Kn_{th})$ and the nonlinear damping, induced by both thermal and quantum noise, is given by

$$\gamma = \frac{4K^2}{\kappa} \left( n_{th} + \frac{1}{2} \right) . \quad (S57)$$

At the detuning $\Delta$ which cancels the imaginary part of this equation, Cardano’s formula provides a solution for $|\langle \hat{a} \rangle|$ given by

$$|\langle \hat{a} \rangle| = \sqrt{\frac{\alpha}{2b} + \sqrt{\frac{\alpha^2}{4b^2} + \frac{1}{27b^3}}} + \sqrt{\frac{\alpha}{2b} - \sqrt{\frac{\alpha^2}{4b^2} + \frac{1}{27b^3}}} , \quad (S58)$$

in good agreement with the data (see Fig. S3)

By making a final approximation $K|\langle \hat{a} \rangle|^2 \ll \kappa$ (which is only valid at lower driving powers), and neglecting $K^2 |\langle \hat{a} \rangle|^4 / \kappa^2$ , we obtain an equation of a form identical to the classical nonlinear damping equation Eq. (S14)

$$i \left( \Delta' - K |\langle \hat{a} \rangle|^2 \right) |\langle \hat{a} \rangle| + \frac{\kappa + \gamma |\langle \hat{a} \rangle|^2}{2} |\langle \hat{a} \rangle| = \epsilon \ . \quad (S59)$$

Following the analysis of this equation carried out in Sec. S4, and notably equations (S23,S24), the absolute value of the amplitude is maximized for

$$\Delta = K \left( \alpha^2 + 2n_{th} \right) \quad (S60)$$

reaching a value

$$|\langle \hat{a} \rangle| = \alpha \left( 1 - \frac{4K^2 \alpha^2}{\kappa^2} \left( n_{th} + \frac{1}{2} \right) \right) . \quad (S61)$$

There are two corrections to the un-perturbed amplitude $\alpha$: the terms in blue are due to the quantum commutation relations, and the terms in red are due to thermal effects. We note that other authors have already derived more precise analytical equations for the amplitude (in absence of thermal noise) [31, 48, 49].

G. Discussion

The fact that an inclusion of noise leads to the same equations as nonlinear damping model is confirmed by our fit of the latter model to data. As covered in Sec. S4, the nonlinear damping is found to be $2\pi \times 4.58$ kHz, which is very close to the value expected from this calculation. Indeed, in absence of thermal noise $n_{th} = 0$, Eq. (S57) gives $\gamma = 2K^2 / \kappa = 2\pi \times 5$ kHz.

These calculations also provide a value for the average photon number (relative to the thermal photon number). We derive this quantity close to resonance, where Eq. (S53) holds. Given the expression for $\langle \hat{a}^\dagger \hat{a} \rangle$ of Eq. (S32), $\langle \hat{a}^\dagger \hat{a} \rangle = |\langle \hat{a} \rangle|^2 + \hat{d}^\dagger \hat{d}$, and using our expressions for $|\langle \hat{a} \rangle|$ (Eq. (S61)) and $\hat{d}^\dagger \hat{d}$ (S54), we obtain to leading order in $K^2 / \kappa$

$$\langle \hat{a}^\dagger \hat{a} \rangle = |\langle \hat{a} \rangle|^2 \left( 1 + \frac{n_{th}}{|\langle \hat{a} \rangle|^2} + \frac{4K^2 |\langle \hat{a} \rangle|^2}{\kappa^2} \left( n_{th} + \frac{1}{2} \right) \right) \approx \alpha^2 \left( 1 + \frac{n_{th}}{\alpha^2} - \frac{8K^2 \alpha^2}{\kappa^2} \left( n_{th} + \frac{1}{2} \right) + \frac{4K^2 \alpha^2}{\kappa^2} \left( n_{th} + \frac{1}{2} \right) \right)$$

$$= \alpha^2 \left( 1 + \frac{n_{th}}{\alpha^2} - \frac{4K^2 \alpha^2}{\kappa^2} \left( n_{th} + \frac{1}{2} \right) \right) , \quad (S62)$$
The slightly different Hamiltonian of the Duffing oscillator, this time with both a driving force and damping has also been used to study the Kerr oscillator [34, 35], however in the absence of a driving force. The method has already been used to study the Kerr oscillator [34, 35], however in the absence of a driving force. The slightly different Hamiltonian of the Duffing oscillator, this time with both a driving force and damping has also been used to study the Kerr oscillator [34, 35], however in the absence of a driving force.

We follow Ref. [33] to write the evolution of the Wigner function $W$ as a phase-space continuity equation

$$
\partial_t W + \nabla \cdot \mathbf{J} = 0 ,
$$

where $\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial p} \right)$ and $\mathbf{J} = \left( J_x, J_p \right)$ denotes the Wigner current.

This method has already been used to study the Kerr oscillator [34, 35], however in the absence of a driving force. The slightly different Hamiltonian of the Duffing oscillator, this time with both a driving force and damping has also been used to study the Kerr oscillator [34, 35], however in the absence of a driving force.
\[
\frac{\partial \hat{\rho}}{\partial t} = i \left[ \hat{\rho}, \left( \omega_c - \omega_d \right) \hat{a}^\dagger \hat{a} + i \epsilon (\hat{a}^\dagger - \hat{a}) \right] + \frac{\kappa}{2} \hat{a} \hat{\rho} a^\dagger - \frac{\kappa}{2} \left( \hat{a}^\dagger \hat{a} + \hat{a} \hat{a}^\dagger \right)
\]

\textbf{FIG. S5. Wigner current in a off-resonantly driven harmonic oscillator} We overlay the harmonic \(a\), drive \(b\), damping \(c\), and diffusion (quantum noise) \(d\) Wigner currents on the Wigner distribution of the steady-state. \(e\), Contrary to the resonant case, the sum of diffusion and damping no longer cancel the drive. Instead, these currents point away from the direction of harmonic evolution, such that the net total current is 0. \(f\), The remaining current moves points of the Wigner distribution along lines of equal probability such that \(\partial W/\partial t = 0\).

been studied, however not in the rotating frame [36]. Here we derive an expression for the Wigner current of the driven-dissipative Kerr oscillator in the rotating frame, characterized by the Hamiltonian

\[
\hat{H}/\hbar = \left( \Delta + \frac{K}{2} \right) \hat{a}^\dagger \hat{a} - \frac{K}{2} (\hat{a}^\dagger \hat{a})^2 + i \epsilon (\hat{a}^\dagger - \hat{a}) .
\]

(S65)

The slight difference in the form of nonlinearity with respect to Eq. (S1) (allowed by the commutation relations) makes for a more favorable expression when Wigner-transforming the Hamiltonian to phase space coordinates \(x, p\). We introduce the phase-space operators as \(\hat{x}, \hat{p}\) through

\[
\hat{a} = \frac{1}{\sqrt{2}} (\hat{x} + i \hat{p}) ,
\]

(S66)

such that \([\hat{x}, \hat{p}] = i\), yielding

\[
\hat{H}/\hbar = \frac{1}{2} (\Delta + K) (\hat{x}^2 + \hat{p}^2) - \frac{K}{8} (\hat{x}^2 + \hat{p}^2)^2 + \epsilon \sqrt{2} \hat{p} ,
\]

(S67)

omitting constant contributions. To compute the Wigner current we first need the Wigner transform of the Hamiltonian, also known as the inverse of the Weyl transform, defined by [33]

\[
H(x, p) = 2 \int_{-\infty}^{+\infty} dz e^{2ipz} \langle x - z | \hat{H} | x + z \rangle ,
\]

(S68)

which yields

\[
H(x, p)/\hbar = \frac{1}{2} (\Delta + K) (x^2 + p^2) - \frac{K}{8} (x^2 + p^2)^2 + \epsilon \sqrt{2} p ,
\]

(S69)

omitting constant contributions. It is easier to prove that \(\hat{H}\) is the Weyl transform of \(H(x, p)\) rather than the fact that \(H(x, p)\) is the Wigner transform of \(\hat{H}\). To do so, we may use the McCoy formula [50]

\[
\rho^m x^n \rightarrow \frac{1}{2^n} \sum_{r=0}^{n} \binom{n}{r} \hat{x}^r \hat{p}^{n-r} ,
\]

(S70)
\[ \frac{\partial \hat{\rho}}{\partial t} = i \left[ \hat{\rho} \left( \omega_x - \omega_d \right) \hat{a} \hat{a}^\dagger \right] + \frac{K}{2} \hat{a} \hat{a}^\dagger \hat{a} \hat{a} + \sqrt{\epsilon} \left( \hat{a}^\dagger - \hat{a} \right) + \kappa \left[ \hat{a} \hat{\rho} \hat{a}^\dagger - \frac{1}{2} \left( \hat{\rho} \hat{a}^\dagger \hat{a} + \hat{a}^\dagger \hat{a} \hat{\rho} \right) \right] \]

\[ \begin{align*}
\text{a, harmonic evolution} & \quad \text{b, anharmonicity} & \quad \text{c, driving} & \quad \text{d, environment} \\
\begin{array}{c}
\text{e, envir. \\ & \quad & \text{\& driving} \\
\end{array}
\end{align*} \]

\[ \frac{\partial (x^2)}{\partial t} = \frac{\partial (p^2)}{\partial t} = 0 \quad \frac{\partial (x^2)}{\partial t}, \frac{\partial (p^2)}{\partial t} \neq 0 \]

\[ \begin{align*}
\text{g, harmonic + anharmonic evolution} & = \text{h, anharmonicity} + \text{i, driving} \\
\end{align*} \]

\[ \text{f, drive + environment} \]

**FIG. S6. Wigner current in the steady-state of the driven Kerr oscillator.** We overlay the contributions of the harmonic a, anharmonic b, drive c, and environmental d terms of the Lindblad equation on the Wigner function of Fig. 4(e). e, Zoom-in showing both environmental and driving contributions. Whilst the drive acts on the x-axis, the environment acts more radially. They only partially compensate each other, and the result of summing these currents is shown in f. Together, they tend to diminish the spread in phase of the Wigner function. g, This is compensated by the anharmonicity which tends to increase the spread in phase. To make this clear, we have divided the sum of the harmonic and anharmonic currents into two contributions. In g-left we have shown the part of the current which preserves the spread in position \( \partial (x^2) / \partial t = \partial (p^2) / \partial t = 0 \). This corresponds to the total Wigner current. In g-right we have shown the part of the current which increases the spread in position, and exactly compensates the combined effect of the drive and environment. The latter is plotted in Fig. 4(c).

where \( \mapsto \) designates a Weyl transformation. A consequence of this formula is that

\[ \begin{align*}
x^n & \mapsto \hat{x}^n \\
p^n & \mapsto \hat{p}^n \\
2p^2 x^2 & \mapsto \frac{1}{2} \left( \hat{p}^2 \hat{x}^2 + 2 \hat{\hat{x}} \hat{p}^2 + \hat{\hat{x}}^2 \hat{p}^2 \right) \\
& = \hat{x}^2 \hat{p}^2 + \hat{\hat{x}}^2 \hat{p}^2 + 1
\end{align*} \]

(S71)

The two first relations prove the correspondence between the harmonic and driving terms. Utilizing all three relations, we can demonstrate the correspondence between the Kerr terms in \( \hat{H} \) and \( H(x,p) \), up to a constant factor which plays no role in successive manipulations of \( H(x,p) \).

The unitary evolution of the Wigner function, equivalent to the evolution of the state vector dictated by Schrödinger’s equation, is given by [33]

\[ \partial_t W(x,p,t) = \{ \{ H, W \} \} = \frac{2}{\hbar} \int_0^t \left( \frac{1}{2} \left( \hat{\partial}_x \hat{\partial}_p - \hat{\partial}_p \hat{\partial}_x \right) \right) W(x,p,t), \]

(S72)

where \( \{ \{ H, W \} \} \) is called the Moyal bracket. The arrows above the partial derivatives indicates whether the term on the right or left should be differentiated. For example:

\[ H(x,p) \hat{\partial}_x W(x,p,t) = \left( \partial_x H(x,p) \right) W(x,p,t) \]

(S73)

and

\[ H(x,p) \hat{\partial}_x W(x,p,t) = H(x,p) \left( \partial_x W(x,p,t) \right). \]

(S74)
FIG. S7. Evolution of the driven-dissipative Kerr oscillator starting in a coherent state. We compute the time-evolution of the density matrix following Eq. (S8) in QuTiP [41, 42]. The starting state is taken to be a coherent state of amplitude $\alpha$ (see Fig. 4(a)), the amplitude corresponding to the classical solution to the problem. The simulation is carried out with a power $P_{\text{in}} = -122$, until the steady-state shown in Fig. 4(c) is reached. The time evolution of various observables are plotted over time in order to further illustrate the amplitude reduction mechanism shown in Fig. 4. We see in (b) that the Kerr causes $\langle |\hat{a}| \rangle$ to reduce over time (negative time-derivative) whereas the drive and environment counteracts this effect (positive time-derivative) until equilibrium is reached at the steady-state (the total time-derivative is 0). This causes the reduction of $\langle |\hat{a}| \rangle$ shown in (a). The dashed line corresponds to the steady-state value for $\langle |\hat{a}| \rangle$ in (a) and (c). In (c), we plot the square of the average photon number, and see that a reduction in photon number accounts for half of the total reduction in $\langle |\hat{a}| \rangle$. From (d), we find that the photon number is conserved under the Kerr evolution (derivative is 0), whereas the interaction of the drive and environment is at the origin of the decrease. The phase-space interpretation of this effect is that through an increase in the phase variance, the environmental Wigner current is no long parallel to the driving current (see Fig. 4(c)), creating a net current of the probability towards the origin (i.e. a reduction in photon number). Since the amplitude of the damping current is reduced closer the origin (i.e. is smaller for lower photon numbers), whereas the drive is not, equilibrium is found when the probability gets closer to the origin. In (e), we plot the evolution of the variance in phase $\Delta \phi$. Its increase is shown to be due to the Kerr effect in (f), and countered by the interaction of drive and environment.

Since the Hamiltonian only contains terms $x^n p^m$ with $n + m \leq 4$, we may write in this context

$$\sin \left( \frac{1}{2} (\partial_x \partial_p - \partial_p \partial_x) \right) = \frac{1}{2} (\partial_x \partial_p - \partial_p \partial_x) - \frac{1}{3!} \frac{1}{2^3} (\partial_x \partial_p - \partial_p \partial_x)^3. \quad (S75)$$

The Moyal bracket for the harmonic part of the Hamiltonian writes

$$2 \frac{1}{2} (\Delta + K) (x^2 + p^2) \frac{1}{2} (\partial_x \partial_p - \partial_p \partial_x) W(x, p, t) = (\Delta + K) (x \partial_p - p \partial_x) W(x, p, t) = - \left( \frac{\partial_x}{\partial_p} \right) (\partial_x \partial_p - \partial_p \partial_x) W(x, p, t). \quad (S76)$$
FIG. S8. Origin of the nonlinear nature of the damping. Following a unitary evolution of a coherent state due to the Kerr effect, the state acquires an uncertainty in phase characterized by $\Delta \varphi$. We show in both panels the Wigner function of Fig. 4(b) illustrating this effect. The Wigner currents are drawn with arbitrary lengths for pedagogical purposes and do not reflect their true values. (a) A point in phase space which has acquired a phase offset $\Delta \varphi$ will be subject to the Kerr and harmonic evolution scaling with the amplitude squared, or in other words $\epsilon^2$. (2) When the damping and driving is active, steady-state is reached when the Kerr current is compensated by the tangential component of the drive which scales with $\epsilon \sin(\Delta \varphi)$. (3) For an equilibrium to occur, and assuming the dephasing is small $\sin(\Delta \varphi) \approx \Delta \varphi$, the dephasing should scale linearly with $\epsilon$. In the inset we show a simulation of the phase uncertainty $\Delta \varphi = \Delta \phi - 1/n$ which is acquired with increasing driving. To compute $\Delta \varphi$, we have subtracted the phase uncertainty of a coherent state $1/n$. (4) By projecting the equilibrium point on the axis of the center of mass of the distribution (COM), we find a contribution to the reduction of the COM proportional to $\epsilon^2$, this scaling is consistent with our experimental and theoretical findings, and helps to understand why effect A leads to a damping which is nonlinear in $\epsilon$. b When we look at the balance of currents in the radial direction, we find that the phase offset $\Delta \varphi$ causes the contribution of the driving current to be reduced by a factor $(\epsilon - \epsilon \cos(\Delta \varphi))/\epsilon \approx \epsilon^2$. This is consistent with the reduction in photon number proportional to the amplitude squared, and helps to understand why effect B leads to nonlinear damping.

For the drive term

$$2 \epsilon \sqrt{2} p \frac{1}{2} \left( \frac{\partial}{\partial x} \frac{\partial}{\partial p} - \frac{\partial}{\partial p} \frac{\partial}{\partial x} \right) W(x, p, t)$$

(S77)

$$= - \epsilon \sqrt{2} \frac{\partial}{\partial x} W(x, p, t)$$

(S78)

$$= - \left( \frac{\partial}{\partial p} \right) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \epsilon \sqrt{2} W(x, p, t) .$$

(S79)

The first order derivatives of the Moyal bracket applied to the nonlinearity write

$$- \frac{2K}{8} \left( x^2 + p^2 \right) \frac{1}{2} \left( \frac{\partial}{\partial x} \frac{\partial}{\partial p} - \frac{\partial}{\partial p} \frac{\partial}{\partial x} \right) W(x, p, t)$$

$$= - \frac{K}{2} \left( x^2 + p^2 \right) \left( x \frac{\partial}{\partial p} - p \frac{\partial}{\partial x} \right) W(x, p, t)$$

(S80)

$$= - \left( \frac{\partial}{\partial p} \right) \left( \begin{array}{c} p \\ -x \end{array} \right) \left( - \frac{K}{2} \left( x^2 + p^2 \right) \right) W(x, p, t) .$$

And the higher order derivatives of the Moyal bracket applied to the nonlinearity yield

$$- \frac{2K}{4} \left( x^2 + p^2 \right)^2 \left( - \frac{1}{3!} \frac{1}{2^n} \left( \frac{\partial}{\partial x} \frac{\partial}{\partial p} - \frac{\partial}{\partial p} \frac{\partial}{\partial x} \right)^3 \right) W(x, p, t)$$

$$= - \left( \frac{\partial}{\partial p} \right) \left( \frac{K}{24} \left( p(3p_{xx} + p_{pp}) - x(p_{xp} + p_{px}) \right) \right) W(x, p, t) .$$

(S81)
which in our regime of parameters has a negligibly small contribution to the total current. The non-unitary evolution of the Wigner function, equivalent to the Lindblad equation of Eq. (S8), is given by [36]

$$
\partial_t W = \{\{H, W\}\} - \left( \frac{\partial}{\partial p} \right) \left( -\frac{\kappa}{2} \left( \frac{x}{p} \right) W - \frac{\kappa}{2} \left( n_{th} + \frac{1}{2} \right) \left( \frac{\partial x}{\partial p} \right) W \right). \tag{S82}
$$

These expressions are utilized in the discussion surrounding Fig. 4. We supplement Fig. 4 by the discussion below, where we provide details on the construction of the figure and further arguments in favor of its interpretation. We also provide in Fig. S6 a detailed plot of the Wigner currents for the steady-state shown in Fig. 4(c). Finally, we plot in Fig. S4 and Fig. S5 the Wigner currents for the pedagogical cases of a resonantly and off-resonantly driven harmonic oscillators respectively.

### B. Supplementary information for Fig. 4

In Fig. 4(b), we show a coherent state, of amplitude $\alpha$, and the state which results from evolving that coherent state under the Kerr effect $\hat{H} = \hbar \lambda \hat{a}^\dagger \hat{a} - (K/2)\hat{a}^\dagger \hat{a}^\dagger \hat{a} \hat{a}$ for a time $t = 1/(45K)$. This unitary evolution is computed using QuTiP [41, 42]. To ensure that the state is centered around the $x$ axis in phase space, we add a harmonic evolution characterized by the coefficient $\lambda = 22.5751$.

After evolution of the coherent state due to the Kerr effect, the average photon number remains unchanged. This is theoretically expected since the Hamiltonian dictating this evolution $\hat{H} = \hbar \lambda \hat{a}^\dagger \hat{a} - \hbar (K/2)\hat{a}^\dagger \hat{a}^\dagger \hat{a} \hat{a}$ commutes with the photon number operator $\hat{a}^\dagger \hat{a}$.

The amplitude $|\langle \hat{a} \rangle |$, or the distance between the center of mass of the distribution and the origin in phase space, decreases. In Fig. 4(b), the decrease in amplitude is of 0.5 percent, which translates to a considerable 0.5 dB difference in $|S_{21}|$. We have called this effect $A$.

As a result of the deformation of the Wigner distribution, the drive is less affective at countering the environmental effects (noise and damping). If we call $\vec{J}_{\text{env}} = \vec{J}_{\text{damping}} + \vec{J}_{\text{diffusion}}$, and integrate the absolute value of this current, and the driving current over one of the distribution of Fig. 4(b), we find $\int \int |\vec{J}_{\text{env}}| dxdp = \int \int |\vec{J}_{\text{drive}}| dxdp$. Whilst this is true for the coherent state and the state deformed by the Kerr effect, we obtain a different result if we project the driving current in the same direction as the environmental effects. For a coherent state, we have $\int \int |\vec{J}_{\text{env}}| dxdp = \int \int |\vec{J}_{\text{drive}}| \cdot \frac{\vec{J}_{\text{env}}}{|\vec{J}_{\text{env}}|} dxdp$. So the drive is aligned with the environmental effects and exactly counters them. However, for the deformed state $\int \int |\vec{J}_{\text{env}}| dxdp = 7.70 \text{ MHz}$, and $\int \int |\vec{J}_{\text{drive}}| \cdot \frac{\vec{J}_{\text{env}}}{|\vec{J}_{\text{env}}|} dxdp = 7.65 \text{ MHz}$. So after effect of the Kerr, whilst the drive matches the environmental effects in absolute magnitude, in the direction of the environmental current the driving current is smaller. The Wigner distribution thus tends to move towards the origin in phase space, hence reducing the total photon number. We have called this effect $B$.

This is further illustrated if we track the evolution of various observables as a coherent state of amplitude $\alpha$ evolves to the steady-state following Eq. (S8), see Fig. S7. We look at the amplitude $|\langle \hat{a} \rangle | = |\text{Tr}(\hat{a}\hat{\rho})|$, the square root of the number of photons $\sqrt{\langle \hat{a}^\dagger \hat{a} \rangle} = \sqrt{\text{Tr}(\hat{a}^\dagger \hat{a} \hat{\rho})}$ and the variance of the phase $\Delta \varphi = \sqrt{\text{Tr}(\varphi^2 \hat{\rho}) - \text{Tr}(\varphi \hat{\rho})^2}$. Additionally, we look at the time derivative of these observables induced by various terms of Eq. (S8). We distinguish the influence of different terms by computing the change in density matrix induced by drive and damping

$$
\left[ \frac{\partial \hat{\rho}}{\partial t} \right]_{\kappa,\epsilon} = -i \left[ ie(\hat{a}^\dagger - \hat{a}), \hat{\rho} \right] + \kappa (n_{th} + 1) D(\hat{a}) \hat{\rho} + \kappa n_{th} D(\hat{a}^\dagger) \hat{\rho}, \tag{S83}
$$

and by the harmonic and Kerr evolution

$$
\left[ \frac{\partial \hat{\rho}}{\partial t} \right]_{K} = -i \left[ \Delta \hat{a}^\dagger \hat{a} - \frac{K}{2} \hat{a}^\dagger \hat{a}^\dagger \hat{a} \hat{a}, \hat{\rho} \right]. \tag{S84}
$$
Given a change in density matrix $\frac{\partial \hat{\rho}}{\partial t}$, we can compute the change in amplitude from

$$\frac{\partial \langle \hat{a} \rangle}{\partial t} = \frac{1}{2} \left( \left( \frac{\partial}{\partial t} \langle \hat{a} \rangle \right)^* + \langle \hat{a} \rangle^* \left( \frac{\partial}{\partial t} \langle \hat{a} \rangle \right) \right) / \langle |\langle \hat{a} \rangle| \rangle \tag{S85}$$

where

$$\frac{\partial}{\partial t} \langle \hat{a} \rangle = \frac{\partial}{\partial t} \text{Tr}(\hat{a} \hat{\rho}) = \text{Tr}(\hat{a} \frac{\partial \hat{\rho}}{\partial t}) \tag{S86}$$

For the photon number

$$\frac{\partial}{\partial t} \langle \hat{a}^\dagger \hat{a} \rangle = \text{Tr}(\hat{a}^\dagger \hat{a} \frac{\partial \hat{\rho}}{\partial t}) \tag{S87}$$

And for the variance in the phase

$$\frac{\partial}{\partial t} \Delta \varphi = \frac{\text{Tr}(\hat{\varphi}^2 \frac{\partial \hat{\rho}}{\partial t}) - 2 \text{Tr}(\hat{\varphi} \frac{\partial \hat{\rho}}{\partial t}) \text{Tr}(\hat{\varphi} \frac{\partial \hat{\rho}}{\partial t})}{2 \Delta \varphi} \tag{S88}$$

Consistently with the explanations surrounding Fig. 4, we observe that the Kerr effect causes a decrease of the amplitude (Fig. S7(b)) (effect A). And this effect is eventually compensated by the combined effect of the drive and environment. We also observe that the average number of photons decreases due to the interaction of drive and damping (Fig. S7(f)), and this effect seems to follow the increase in phase variance (Fig. S7(f)) (effect B).

Whilst the explanations above and surrounding Fig. 4 help in understanding the physical mechanism behind the damping, they do not elucidate its nonlinear nature. To understand the latter, we turn to estimating the equilibrium of Wigner currents (see Fig. S8 for visual point of reference). We consider the state of Fig. 4(b), after the Kerr effect has acted on the coherent state. Assuming we are driving at the new resonance frequency $\Delta = K\alpha^2$, we determine the scaling of currents for a point which has undergone a characteristic amount of dephasing $\Delta \varphi$. We consider a point in phase space which has a distance from the origin given by $\langle \hat{x} \rangle + \Delta x$, where $\Delta x = 1/\sqrt{2}$ is the uncertainty in position of a coherent state and $\Delta \varphi = \epsilon/(\sqrt{2} \kappa)$. We find that the Kerr and harmonic evolution Wigner current $J_{\text{Kerr},1} + J_{\text{harmonic}}$ scales with $\epsilon^2$, and points in a perpendicular direction to the damping. Our numerics show that in practice the second contribution to the Kerr current $J_{\text{Kerr},2}$ is negligibly small, and we see in Fig. 4(c) that the influence of quantum noise at large dephasing is also negligible. In this discussion we will simplify the steady-state condition as requiring the orthogonal Wigner currents of Kerr/harmonic evolution and damping to be matched by the drive which is oriented horizontally. As illustrated in Fig. S8 this condition leads to an understanding of the nonlinear evolution of the damping, which decreases the total amplitude $\alpha$ by a factor $\epsilon^2$, resulting in the nonlinear scaling of amplitude $\alpha \epsilon^2 \propto \alpha^3$ found both experimentally and theoretically.

### S7. Quadrature Squeezing

We determine the degree of squeezing of the steady-state solutions to Eq. (S8) for different powers. We consider squeezing along the orthonormal coordinate set $u, v$ with $u = \cos(\theta)x + \sin(\theta)p$. The coordinate $u$ corresponds to the operator $\hat{u} = e^{i\theta} \hat{a}^\dagger + e^{-i\theta} \hat{a}$ for which we compute the uncertainty $\Delta u$ for varying $\theta$. As shown in Fig. S9, for each measured power, there is a angle $\theta$ for which the uncertainty is below the uncertainty of a coherent state, demonstrating quadrature squeezing.
The angle $\theta$ defines the orthonormal coordinate set $u, v$ with $u = \cos(\theta)x + \sin(\theta)p$ where the uncertainty in $\hat{u}$ named $\Delta u$ is minimized. For each driving power, we plot the minimum $\Delta u$ in a and the angle which achieves this minimum in b. The uncertainty $\Delta u$ is expressed relative to the quadrature uncertainty of a coherent state shown as a dashed line. c, Wigner function plotted in the $u, v$ basis for $P_{in} = -124.2$ dBm where the smallest $\Delta u$ is achieved. On the left and on top, we plot the marginal distributions for $u$ and $v$ respectively (blue), overlayed with the distributions of a coherent state (dashed lines) with the same amplitude $\langle \hat{a} \rangle$ as the plotted Wigner function. In this case, the uncertainty $\Delta u$ for the steady-state is 83 percent of the uncertainty one would obtain for a coherent state, demonstrating quadrature squeezing.
