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Abstract. Transmission imaging, as an important imaging technique widely used in astronomy, medical diagnosis, and biology science, has been shown in [49] quite different from reflection imaging used in our everyday life. Understanding the structures of images (the prior information) is important for designing, testing, and choosing image processing methods, and good image processing methods are helpful for further uses of the image data, e.g., increasing the accuracy of the object reconstruction methods in transmission imaging applications. In reflection imaging, the images are usually modeled as discontinuous functions and even piecewise constant functions. In transmission imaging, it was shown very recently in [49] that almost all images are continuous functions. However, the author in [49] considered only the case of parallel beam geometry and used some too strong assumptions in the proof, which exclude some common cases such as cylindrical objects. In this paper, we consider more general beam geometries and simplify the assumptions by using totally different techniques. In particular, we will prove that almost all images in transmission imaging with both parallel and divergent beam geometries (two most typical beam geometries) are continuous functions, under much weaker assumptions than those in [49], which admit almost all practical cases. Besides, taking into accounts our analysis, we compare two image processing methods for Poisson noise (which is the most significant noise in transmission imaging) removal. Numerical experiments will be provided to demonstrate our analysis.
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1. Introduction. Imaging is an important technique which translates a physical scene to lower dimensional (typically 2D) data for convenient observation and record. It has been applied to many fields, including our everyday life, medical diagnosis, exploring the universe, and biological structure analysis. Many imaging systems and instruments, such as various digital cameras, X-ray computed tomography (CT), telescopes, and microscopes, have been developed. Different imaging systems are based on different physical principles. Digital cameras used in our everyday life record the reflection part of the incoming light [27], whereas transmission electron microscopes generate images by counting the electrons having transmitted the scene [21, 15, 28]. We refer to these two kinds of imaging techniques by reflection imaging and transmission imaging in this paper for clarity. See Fig. 1. We will consider in this paper the most common case that objects are in $\mathbb{R}^3$ and images are 2D data. The reflection imaging is meaningful by itself, while the transmission imaging is not and the final objective of transmission imaging is to reconstruct the 3D object (density function) from many 2D images.

Images usually contain various degradations such as noises due to some reasons such as the non-perfectness of the imaging procedure and network transmission. For instances, images by reflection imaging often contain some Gaussian noises and blur effects, while images by transmission imaging are often contaminated by Poisson noises.
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As mentioned above, for transmission imaging, we have to reconstruct the objects from the 2D images, and the noise in 2D projection images will affect the accuracy of the reconstruction methods.

The strategies for noise reduction in transmission imaging can be divided into three groups: pre-reconstruction denoising, post-reconstruction denoising, and regularized iterative reconstruction methods with many forward and backward projection steps. There are many pre-reconstruction denoising methods developed which operate on the raw projection data (transmission imaging) before image reconstruction \[36, 2, 45, 23, 40\]. Post-reconstruction processing includes the methods for improving the image quality without affecting spatial resolution. However the artifacts in the reconstructed images are always recognized as structures in the scanned object and will be enhanced. Regularized iterative reconstruction methods have demonstrated superior performance in undersampled tomography imaging. These methods
have demonstrated their tremendous power in image reconstruction with only a few projections [3, 11, 12, 52]. However, these methods are seldom used for commercial purpose. For example, the traditional filtered back-projection is still mainly used for image reconstruction by commercial CT scanners because of several reasons including the speed and image quality [30]. Many new iterative algorithms for CT reconstruction introduced by major CT manufacturers are still using pre-reconstruction processing, combing with post-reconstruction processing with only one step of backward projection, e.g. iterative reconstruction in image space (IRIS) and sinogram affirmed iterative reconstruction (SAFIRE) by Siemens Medical Solutions, adaptive iterative dose reduction (AIDR 3D) by Toshiba Medical Systems, iDose by Philips Healthcare [48]. In all these algorithms, the pre-reconstruction processing is very important in noise reduction, and understanding the properties of transmission imaging is helpful to noise reduction in projection data.

Image processing methods often assume some prior knowledge about the image data. These prior knowledge describes the features of the images without any degradation, e.g., how to model the clean images. As well known, images by reflection imaging can be usually modeled as discontinuous functions and even piecewise constant functions in most cases. See [49] for an analysis from physical principle for the case of parallel light imaging (see Fig. 1(a)), which can also be applied to the case of divergent light imaging (see Fig. 1(b)) and other reflection imaging cases. Consequently most of images by reflection imaging have sparse gradients. This is a very important property, based on which many image processing and segmentation techniques, models, and algorithms have been proposed in the literature, such as the popular total variation (TV) regularization [35].

In the following we will focus on transmission imaging to understand the properties of the transmission imaging. There are typically two types of wave beam geometries in transmission imaging due to the application backgrounds and the ability of wave generators. See Fig. 1(c)(d). Transmission imaging with parallel beam geometry, such as the cryo-EM technique [15], is widely applied in biological and medicine sciences to detect molecular structures. Transmission imaging with divergent beam geometry is extensively applied in medical diagnosis, such as the X-ray CT technique [21, 28].

For the transmission imaging with parallel beam geometry, it has been shown in [49] that almost all images can be modeled as continuous functions. Let us explain this in more details. In transmission imaging with parallel beam geometry, people take images (also called projections in the literature) from many different projection directions in order to reconstruct the density functions of the imaged objects. Each projection direction corresponds to one image. See Fig. 1(c). For a fixed projection direction, the source radial a parallel wave beam and the wave beam transmits the 3D objects (such as some biological specimen) with a portion of the wave arriving at the image plane. The information recorded in the image plane is then used to infer the structure of the scene. The interaction between the wave and the objects in the scene depends on some certain density function of the objects. The image plane records the line integrals of the density function along the lines of the wave beam. In our case of $\mathbb{R}^3$, the projection directions can be regarded as points on the 2 dimensional unit sphere $S^2$. It has been proved that for almost every projection direction, the generated image is a continuous function, even if the density function of the imaged objects are discontinuous (discontinuous density functions are very common). The set of projection directions generating discontinuous images has measure zero on the
In the transmission imaging with divergent beam geometry as shown in Fig. 1(d), people take images from many points in $\mathbb{R}^3$. Each point in $\mathbb{R}^3$ outside of the support of the 3D objects (such as human body to be scanned) corresponds an image. For a fixed point, the source radial a divergent wave beam and the wave beam transmits the 3D objects with a portion of the wave arriving at the image plane. Again, the information recorded in the image plane is then used to infer the structure of the scene. The interaction between the wave and the objects in the scene depends on some certain kind of density function of the objects. The image plane records the line integrals of the density function along the lines of the wave beam. Totally we can take as many images as points in $\mathbb{R}^3$ outside of the support of the 3D objects. One of the purpose of this paper is to show that almost all images are continuous functions, even if the density function of the imaged objects are discontinuous (discontinuous density functions are very common). The set of points generating discontinuous images has measure zero in $\mathbb{R}^3$.

An essential mathematical tool to describe transmission imaging is Radon transform [33]. As far as we know, theoretical results on Radon Transform in the literature focus on the analysis of the imaging procedure as a mapping operator [19, 21, 28], e.g., the invertability of the operator. In addition, most analysis assume that the density function of the object to be imaged is a continuous or even Schwartz function all over the Euclidean space [19, 28, 33]. Our analysis in this paper are quite different from those in the literature in two ways. Firstly, we consider the features of images (2D projections) instead of the imaging procedure. Although the central topic in transmission imaging is the reconstruction of the 3D objects from their 2D projection images, restoration of these image data (before 3D reconstruction) is also important in improving the accuracy of the reconstruction methods due to the involvement of noise and other degradations during the imaging procedure. In addition, it is easier to model the noise in projection images before reconstruction. A typical problem is how to remove the Poisson noise (which is the dominant noise in transmission imaging); see [3, 11, 24, 10, 31, 38, 51, 55], etc. Studying the image features helps to choose and design better image processing models and algorithms, as mentioned before. Secondly, our analysis assume discontinuous density functions of objects, which are very common in practical applications.

In particular, we contribute the following in this paper. Firstly, we prove the continuity property of images by transmission imaging with parallel beam geometry under much weaker assumptions than those in [49]. The analysis in [49] excludes the case of cylindrical 3D objects. Our analysis here includes almost all types of 3D objects. Secondly, we prove similar continuity property of images by transmission imaging with divergent beam geometry, thus completing this kind of analysis for two typical beam geometries in transmission imaging. Thirdly, we compare two current popular image regularization techniques for images by transmission imaging, verifying our analysis and providing some information for choosing wavelet frame methods instead of the TV method for processing this kind of images.

The paper is organized as follows. In section 2, we will present our main result, i.e., the continuity analysis of images by transmission imaging. Section 3 provides some numerical results to verify our theoretical analysis. Section 4 concludes the paper.

2. Theoretical Analysis.
2.1. Notations and the main theorems. Let $p$ be a point in $\mathbb{R}^3$, and $W$ be a vector in $\mathbb{R}^3$. We denote by $L_{(p,W)}$ the half line in the direction $W$ starting from $p$, more precisely,

$$L_{(p,W)} = \{ p + tW \mid t \geq 0 \}.$$ 

These straight lines will be the light beams we are going to study.

Let $\Sigma$ be a bounded smooth surface in $\mathbb{R}^3$, especially $\Sigma \subset D$, where $D$ is a bounded convex domain in $\mathbb{R}^3$. Let $B$ be the boundary of $D$, in this paper we also assume $B$ to be a smooth surface. We are going to study the three type of beams in this paper,

1. The diverse beams with source located on $B$;
2. The diverse beams with source located in $\mathbb{R}^3$;
3. The parallel beams with directions on the unit sphere $S^2$.

When we are using these beams to scan the surface $\Sigma$, it is possible to have “singular sources”. In fact if for a source point $q$, there exists a direction $W$, such that the intersubsection of the half line $L_{(q,W)}$ and the surface $\Sigma$ includes an interval on $L_{(q,W)}$, then we call this point $q$ to be a singular source. More precisely we give the following definition.

**Definition 2.1.** Let $q$ be a point in $\mathbb{R}^3$ and $W$ be a direction in $\mathbb{R}^3$. If there is point $p$ in $\Sigma$ such that $p \in L_{(q,W)}$ and $p + tW \in \Sigma$ if $t \in (0, \epsilon)$ for some positive $\epsilon$. Then $q$ is a singular source, $W$ is as singular direction, $L_{(q,W)}$ is a singular beam and $p$ is a singular point of the beam $L_{(q,W)}$. We also say the beam $L_{(q,W)}$ is singular at point $p$. Especially, we specify three singular sets according to the three types of beams.

1. All the singular sources on $B$,
   $$Z = \{ q \in B : \exists W \in \mathbb{R}^3 \text{ such that } L_{(q,W)} \text{ is a singular beam } \}.$$ 

   This is the singular sources set for the diverse beams with source located on $B$.

2. All the singular sources in $\mathbb{R}^3$,
   $$\tilde{Z} = \{ q \in \mathbb{R}^3 : \exists W \in \mathbb{R}^3 \text{ such that } L_{(q,W)} \text{ is a singular beam } \}.$$ 

   This is the singular sources set for the diverse beams with source located in $\mathbb{R}^3$. Especially $Z = \tilde{Z} \cap B$.

3. All the singular directions,
   $$D = \{ W \in S^2 : \exists q \in \mathbb{R}^3 \text{ such that } L_{(q,W)} \text{ is a singular beam } \}.$$ 

   This is the singular directions set for the parallel beams with directions on $S^2$.

These singular sources sets and singular directions set are determined by the surface $\Sigma$. We define $\mathcal{X}$ to be all the singular points on $\Sigma$. Precisely speaking, that is

$$\mathcal{X} = \{ p \in \Sigma \mid \exists W \in T_p\Sigma \text{ such that } L_{(p,W)} \text{ is singular at } p \}.$$ 

One may notice that a singular point is also a singular source. The property of $\mathcal{X}$ is very important in the study of $Z$, $\tilde{Z}$ and $D$.

**Lemma 2.2.** For any point $q \in \tilde{Z}$, there is $p \in \mathcal{X}$, $W \in T_p\Sigma$, such that $L_{(p,W)}$ is singular at point $p$ and $q \in L_{(p,W)}$. And for any unit direction $W \in D$, there is a point $p \in \mathcal{X}$, such that $L_{(p,W)}$ is singular at point $p$.

**Proof.** The proof is very strait forward. For the first part, if $q \in \tilde{Z}$ and $L_{(q,W)}$ is singular at point $p_1 \in \Sigma$, then there exists $\epsilon > 0$ such that $p_1 + tV \in \Sigma$ for any $t \in (0, \epsilon)$. Let $p = p_1 + \epsilon/2V$ and $W = -V$, then $L_{(p,W)}$ is singular at point $p$ and
For the second part, if \( W \in D \), then there is a \( p \in \Sigma \), such that \( L_{(p,W)} \) is singular at \( p \). Therefore \( p \in \chi \).

We note that the singular points set \( \chi \) can be open on \( \Sigma \). For example if \( \Sigma \) is a ruled surface, then every point on \( \Sigma \) is a singular point, i.e. \( \chi = \Sigma \). But the singular sources sets \( Z, \tilde{Z} \) and the singular directions set \( D \) are more restrictive. More precisely, we state the main theorem of this paper.

**Theorem 2.3.** For each type of beams, the singular sources set or singular directions set have measure zero as a subset of the corresponding ambient set. More precisely

1. \( Z \) has measure zero in \( B \);
2. \( \tilde{Z} \) has measure zero in \( \mathbb{R}^3 \);
3. \( D \) has measure zero in \( S^2 \).

The proof of our main theorem in subsection 2.3 will be based on the Sard’s theorem on page 16 of [26].

**Theorem 2.4 (Sard’s theorem).** Let \( f \) be a smooth map between smooth manifolds \( M \) and \( N \), and \( X \) be the set of critical points of \( f \). Then the image of \( X \) under \( f \) is a set of measure zero in \( N \).

To explain the critical point of a smooth map between two manifolds. We first recall that the tangent bundle \( TM \) of a manifold \( M \) consists of the pairs \((p,W)\), where \( p \) is in \( M \) and \( W \) is a tangent vector of \( M \) at point \( p \). Then \( TM \) is a \( 2m \) dimensional manifold, where \( m = \dim M \). For example if \( M = \Sigma \), and \((U, \{u, v\})\) is a local coordinate chart of \( \Sigma \) then the local coordinate chart for the tangent bundle \( TU \) is

\[
(u, v, a, b) \mapsto \left( p(u, v), a \frac{\partial}{\partial u} + b \frac{\partial}{\partial v} \right)
\]

where \( p(u, v) \) is the point of coordinate \((u, v)\), and \( a \frac{\partial}{\partial u} + b \frac{\partial}{\partial v} \) is a tangent vector in \( T_p\Sigma \). In this paper, because all the surfaces are embedded in \( \mathbb{R}^3 \), we can also consider the tangent vectors as directions in \( \mathbb{R}^3 \).

A point \( p \in M \) is a critical point of map \( f : M \rightarrow N \) if the tangent map at point \( p \), \( f_*|_p : T_pM \rightarrow T_{f(p)}N \) is not onto. The image of the critical points are called critical values. In the next subsection, we are going to construct several smooth maps, such that the singular sources and singular directions are critical values of the corresponding maps.

**2.2. Construction of smooth maps for Sard’s Theorem.** In this subsection, we characterize the singular points set \( \chi \) using the second fundamental form. Then we construct several smooth maps, of which the singular sources and singular directions are critical values. We start with a simple observation,

**Lemma 2.5.** For any point \( p \in \chi \), there is at least one vector \( W \in T_p\Sigma \) such that the directional curvature of \( \Sigma \) at point \( p \) on direction \( W \) is zero.

**Proof.** For any singular point \( p \in \chi \), there exists \( \epsilon > 0 \) and a direction \( W \) such that \( p + tW \in \Sigma \) for \( t \in (0, \epsilon) \). Then we have that the directional curvature of \( \Sigma \) at \( p \) on direction \( W \) is the same as the curvature of the straight line, which is zero. \( \square \)

The second fundamental form \( \Pi \) is a symmetric quadratic form on the surface \( \Sigma \). If \((u, v)\) is a local coordinate of \( \Sigma \), then we can express the second fundamental form as

\[
\Pi = Ldu^2 + 2Mdu dv + Ndv^2,
\]
or, equivalently, in a matrix form

\[
\Pi = \begin{bmatrix}
L & M \\
M & N
\end{bmatrix}.
\]

Also for each point \( p \in \Sigma \) and direction \( W \in T_p \Sigma \), we have that the directional curvature of \( \Sigma \) at \( p \) on \( W \) is \( \Pi(W; W)/\langle W, W \rangle \). In particular the two real eigenvalues \( k_1 \) and \( k_2 \) of \( \Pi \) are the principle curvatures, \( K = k_1 k_2 \) is the Gauss curvature and \( H = k_1 + k_2 \) is the mean curvature. Gauss curvature and mean curvature are smooth functions on the surface \( \Sigma \).

According to the second fundamental form, we divide the surface \( \Sigma \) into \( \Sigma = \Sigma_+ \cup \Sigma_0 \cup \Sigma_1 \cup \Sigma_- \), in which

1. The points with positive Gauss curvature \( \Sigma_+ = \{ p \in \Sigma \mid \det \Pi(p) > 0 \} \).
   For each point \( p \in \Sigma_+ \) and any \( W \neq 0 \in T_p \Sigma \), the directional curvature \( \Pi(W; W)/\langle W, W \rangle \neq 0 \);
2. The points with zero Gauss curvature and zero mean curvature, \( \Sigma_0 = \{ p \in \Sigma \mid \Pi(p) = 0 \} \).
   For each point \( p \in \Sigma_0 \) and any vector \( W \neq 0 \in T_p \Sigma \), the directional curvature \( \Pi(W; W)/\langle W, W \rangle = 0 \);
3. The point with zero Gauss curvature and non-zero mean curvature \( \Sigma_1 = \{ p \in \Sigma \mid \Pi(p) \) has rank 1 \}.
   For each point \( p \in \Sigma_1 \) there is a unique unit vector \( W \in T_p \Sigma \), up to sign, such that the directional curvature \( \Pi(W; W) = \Pi(W, W)/\langle W, W \rangle = 0 \);
4. The points with negative Gauss curvature, \( \Sigma_- = \{ p \in \Sigma \mid \det \Pi(p) < 0 \} \).
   For each point \( p \in \Sigma_- \) there are two linearly independent unit vectors \( W_1, W_2 \in T_p \Sigma \), such that the directional curvature \( \Pi(W_1, W_1)/\langle W_1, W_1 \rangle = \Pi(W_2, W_2)/\langle W_2, W_2 \rangle = 0 \).

Lemma \ref{lem:critical_points} implies that the singular points set has no intersubsection with \( \Sigma_+ \), on each point of which the direction curvature is always positive. So we can divide \( \mathcal{X} \) to a union of three parts \( \mathcal{X} = (\mathcal{X} \cap \Sigma_0) \cup (\mathcal{X} \cap (\Sigma_1 \cup \Sigma_-)) \). Now we are ready to define two different types of smooth maps according to these two parts of \( \mathcal{X} \).

2.2.1. Smooth maps for zero principle curvatures. Let \( T \Sigma \) be the tangent bundle of \( \Sigma \). We recall that \( T \Sigma \) is a 4-dimensional manifold. We define the following maps

1. \( g : T \Sigma \to B \) such that \( g(p, W) = L_{(p, W)} \cap B \);
2. \( \tilde{g} : T \Sigma \to \mathbb{R}^3 \) such that \( g(p, W) = p + W \);
3. \( g^D : T \Sigma \to S^2 \) such that \( g(p, W) = W/|W| \).

Then we have

Proposition 2.6. The maps \( g, \tilde{g} \) and \( g^D \) are smooth maps. For any \( p \in \Sigma_0 \cap \mathcal{X} \) and \( W \in T_p \Sigma \), the point \( (p, W) \in T^2 \Sigma \) is a critical point of all the three maps \( g, \tilde{g} \) and \( g^D \).

Proof. We fix one point \( p_0 \in \Sigma_0 \cap \mathcal{X} \). For the computation of the tangent map, let \( \{ U, (u, v) \} \) be a local coordinate chart around \( p_0 \), and \( (u, v, a, b) \) gives a local coordinate system of \( TU \) by

\[
(u, v, a, b) \mapsto \left( p(u, v), a \frac{\partial p(u, v)}{\partial u} + b \frac{\partial p(u, v)}{\partial v} \right),
\]

in which \( p(u, v) \) is a local parametrization of \( \Sigma \) with \( p_0 = p(0, 0) \) and \( a \frac{\partial p}{\partial u} + b \frac{\partial p}{\partial v} \) is a vector in \( T_p \Sigma \).
We first look at \( g : T\Sigma \to B \). According to the local coordinate on \( TU \), we have
\[
g(u, v, a, b) = p(u, v) + r(u, v, a, b) \left( a \frac{\partial p(u, v)}{\partial u} + b \frac{\partial p(u, v)}{\partial v} \right)
\]
for a function \( r \). In order to prove the smoothness of \( g \), we only need to show that \( r \) is a smooth function. Actually the smooth surface \( B \) is locally defined as zero set of a smooth function \( F(x, y, z) = 0 \). So we have the function \( r \) is actually the solution of the following equation,
\[
F \left( p(u, v) + r \cdot \left( a \frac{\partial p(u, v)}{\partial u} + b \frac{\partial p(u, v)}{\partial v} \right) \right) = 0.
\]
From our assumption that the domain \( D \) is convex, we know that the vector \( a \frac{\partial p(u, v)}{\partial u} + b \frac{\partial p(u, v)}{\partial v} \) is not tangent to \( B \) at point \( g(u, v, a, b) \), therefore the partial derivative \( \frac{\partial F}{\partial v} \neq 0 \). Then using the inverse function theorem, we have that the solution \( r(u, v, a, b) \) is a smooth function on \( T\Sigma \).

We are ready to compute the tangent map of \( g \) at \((u, v, a, b)\), in fact
\[
\begin{align*}
g_u &= p_u + r_u (a p_u + b p_v) + r (a p_{uu} + b p_{uv}); \\
g_v &= p_v + r_v (a p_u + b p_v) + r (a p_{uv} + b p_{vv}); \\
g_a &= r (a p_u + b p_v) + r p_u; \\
g_b &= r_b (a p_u + b p_v) + r p_v;
\end{align*}
\]
Let \( n_p \) be the normal vector of \( \Sigma \) at point \( p(u, v) \), then
\[
\begin{align*}
\langle n_p, g_u \rangle|_{p_0} &= r (a (n_p, p_{uu}) + b (n_p, p_{uv}))|_{p_0} = r (a L + b M)|_{p_0} = 0; \\
\langle n_p, g_v \rangle|_{p_0} &= r (a (n_p, p_{uv}) + b (n_p, p_{vv}))|_{p_0} = r (a M + b N)|_{p_0} = 0; \\
\langle n_p, g_a \rangle|_{p_0} &= 0; \\
\langle n_p, g_b \rangle|_{p_0} &= 0.
\end{align*}
\]
This implies that the image of tangent map \( g_* \) at point \((p_0, W)\) is perpendicular to \( n_{p_0} \). We claim that \( n_{p_0} \) is not parallel to the normal vector \( n_{g(p_0, W)} \) of \( B \) at point \( g(p_0, W) \). Then there exists a vector \( V \) in \( T_{g(p_0, W)} B \) such that \( V \) is not perpendicular to \( n_{p_0} \), therefore the tangent map \( g_* \) at the point \((p_0, W)\) is not onto. We prove the claim by contradiction, suppose \( n_{p_0} \) is parallel to \( n_{g(p_0, W)} \), then the half line \( L_{(p_0, W)} \) will be tangent to the surface \( B \) at point \( g(p_0, W) \), but this implies that \( L_{(p_0, W)} \) stays outside of the convex domain \( D \), which contradicts with the fact that \( p_0 \in \Sigma \subset D \). We finished the proof of that \( \Sigma \cap \mathcal{X} \) are critical points of the map \( g \).

Secondly, we consider the map \( \tilde{g} : T\Sigma \to \mathbb{R}^3 \). Using the above notion of the local coordinate system of \( T\Sigma \), we have
\[
\tilde{g}(u, v, a, b) = p(u, v) + a \frac{\partial p}{\partial u} + b \frac{\partial p}{\partial v},
\]
and the tangent maps are
\[
\begin{align*}
\tilde{g}_u &= p_u + a p_{uu} + b p_{uv}; \\
\tilde{g}_v &= p_v + a p_{uv} + b p_{vv};
\end{align*}
\]
\[ \tilde{g}_a = p_u; \]
\[ \tilde{g}_b = p_v. \]

Then again we get
\[ \langle n_p, \tilde{g}_u \rangle |_{p_0} = \langle n_p, \tilde{g}_v \rangle |_{p_0} = \langle n_p, \tilde{g}_a \rangle |_{p_0} = \langle n_p, \tilde{g}_b \rangle |_{p_0} = 0. \]

This directly implies that the tangent map \( \tilde{g}_* \) to \( T\mathbb{R}^3 \) is not onto.

At last, let us look at the map \( g^D : T\Sigma \to S^2 \). Using the above notion of the local coordinate system of \( T\Sigma \), we have
\[ g^D(u, v, a, b) = W/|W|, \]
where \( W = a\frac{\partial p}{\partial u} + b\frac{\partial p}{\partial v} \). Then we can compute for the tangent map
\[
\begin{align*}
g^D_u &= \frac{|W| \cdot W_a - |W|u \cdot W}{|W|^2}; \\
g^D_v &= \frac{|W| \cdot W_v - |W|v \cdot W}{|W|^2}; \\
g^D_a &= \frac{|W| \cdot W_a - |W|a \cdot W}{|W|^2}; \\
g^D_b &= \frac{|W| \cdot W_b - |W|b \cdot W}{|W|^2}.
\end{align*}
\]

Then again the vanishing second fundamental form implies that
\[ \langle n_p, g^D_u \rangle |_{p_0} = \langle n_p, g^D_v \rangle |_{p_0} = \langle n_p, g^{D}_a \rangle |_{p_0} = \langle n_p, g^{D}_b \rangle |_{p_0} = 0. \]

And it is clear this time that \( n_p \) is not parallel to \( W \), therefore there is a vector \( V \in T_{W/|W|}S^2 \) such that \( \langle V, n_p \rangle \neq 0 \). This implies that the tangent map \( (g^D)_* \) at point \( (p, W) \) is not onto. \( \square \)

### 2.2.2. Smooth maps for different principle curvatures.

Let us consider the part of \( \Sigma \) with different principle curvatures, precisely speaking
\[ \Sigma_n = \{ p \in \Sigma : H_p^2 - 4K_p \neq 0 \}. \]

In particular \( \Sigma_+ \cup \Sigma_1 \subset \Sigma_n \). Because the Gauss curvature \( K \) and the mean curvature \( H \) are both smooth functions on \( \Sigma \), we have that \( \Sigma_n \) is an open subset of \( \Sigma \). Therefore we have a countable open cover \( \Sigma_n = \bigcup_{i \in \mathbb{N}} U_i \) such that on each \( U_i \), there are two unit vector fields \( V_1 \) and \( V_2 \) corresponding to \( k_1 \) and \( k_2 \), i.e. \( |V_1| = |V_2| = 1 \), \( \Pi(V_1, V_1) = k_1 \), \( \Pi(V_2, V_2) = k_2 \) and \( \Pi(V_1, V_2) = 0 \). Then we define on \( U_i \) that \( W_{\alpha\beta} = (-1)^\alpha \sqrt{|k_2|} V_1 + (-1)^\beta \sqrt{|k_1|} V_2 \) for \( \alpha, \beta \in \{0, 1\} \).

**Lemma 2.7.** For \( p \in (\Sigma_+ \cup \Sigma_1) \cap U_i \), directional curvature of \( \Sigma \) at point \( p \) on direction \( W_{\alpha\beta} \) equals zero, for each \( \alpha, \beta \in \{0, 1\} \).

**Proof.** If \( p \in \Sigma_\pm \cap U_i \), then \( K = k_1 k_2 < 0 \). We have
\[ \Pi(W_{\alpha\beta}, W_{\alpha\beta}) = |k_2| \Pi(V_1, V_1) + |k_1| \Pi(V_2, V_2) = |k_1| k_2 + k_1 |k_2| = 0. \]

So the directional curvature on \( W_{\alpha\beta} \) is \( \Pi(W_{\alpha\beta}, W_{\alpha\beta})/|W_{\alpha\beta}|^2 = 0 \). In this case \( W_{00} = -W_{11} \) and \( W_{01} = -W_{10} \) but \( W_{00} \) and \( W_{01} \) are linearly independent.
If $p \in \Sigma_1 \cap U_i$, then $K = k_1 k_2 = 0$. With out loss of generality we assume $k_1 \neq 0$ and $k_2 = 0$, then $W_{a0} = \sqrt{|k_2|} V_2$ and $W_{a1} = -\sqrt{|k_1|} V_1$ for each $\alpha \in \{0, 1\}$. Then clearly the directional curvature on $W_{\alpha \beta}$ equals zero. In this case $W_{a0} = -W_{a1}$ for $\alpha = 1, 2$. \[\]

Now we are ready to construct the following maps

1. On $U_i$, let $f_{\alpha \beta} : U_i \to B$ such that $f_{\alpha \beta}(p) = L_{(p, W_{\alpha \beta})} \cap B$.
2. On $U_i \times \mathbb{R}$, let $\tilde{f}_{\alpha \beta} : U_i \times \mathbb{R} \to \mathbb{R}^3$ such that $\tilde{f}_{\alpha \beta}(p, t) = p + t W_{\alpha \beta}$.
3. On $U_i$, let $f_{\alpha \beta}^D : U_i \to S^2$ such that $f_{\alpha \beta}^D(p) = W_{\alpha \beta}/|W_{\alpha \beta}|$.

We note that these maps are not globally defined on $\Sigma_n$, since the principle curvatures $k_1$ and $k_2$ are not globally defined functions on $\Sigma$ and the choice of $V_1$ and $V_2$ are not unique either. Topologically speaking the collection of the pairs $(p, W_{\alpha \beta})$ gives a 4-sheets cover space $\Sigma_n$ of the manifold $\Sigma_n$. Then the 4 locally defined maps $f_{\alpha \beta}$ can be realized as one globally defined map on $\Sigma_n$. For the reader’s convenience we decide to avoid the using of too much algebraic topology, and choose the local definition as above.

For these maps we have the following proposition

**Proposition 2.8.** If $p \in \mathcal{X} \cap U_i$, then there exist $\alpha$ and $\beta$ in $\{0, 1\}$, such that

1. The point $f_{\alpha \beta}(p)$ is a critical value of $f_{\alpha \beta}$;
2. The point $\tilde{f}_{\alpha \beta}(p, t)$ is a critical value of $f_{\alpha \beta}$;
3. The point $f_{\alpha \beta}^D(p)$ is a critical value of $f_{\alpha \beta}^D$.

**Proof.** Because $p$ is a singular point, there exists a direction $W \in T_p \Sigma$ and $\epsilon > 0$, such that $p + sW \in \Sigma$ for $s \in (0, \epsilon)$. Therefore the directional curvature of $\Sigma$ at point $p$ on the direction $W$ is zero, then there exist $\alpha, \beta \in \{0, 1\}$ such that $W_{\alpha \beta}/|W_{\alpha \beta}| = W/|W|$. Without loss of generality we assume that $W_{00}/|W_{00}| = W/|W|$.

On the other hand, because $\Sigma_0 \cap \Sigma_n = \emptyset$ and $\Sigma_+ \cap \mathcal{X} = \emptyset$, the singular point $p \in \mathcal{X} \cap (\Sigma_1 \cup \Sigma_-)$. We divide the problem into two cases,

**Case 1** If $p \in \Sigma_1$, then $W_{00} = -W_{11}$ is not parallel to $W_{10}$ and $W_{01}$, which implies that $W_{\alpha \beta}/|W_{\alpha \beta}| \neq W/|W|$ in a neighbourhood of point $p$ for $(\alpha, \beta) \neq (0, 0)$. But on any point $p + sW$ with $s \in (0, \epsilon)$, we have that the directional curvature at point $p + sW$ on direction $W$ is still zero, i.e. $W_{p + sW}(W, W) = 0$. Therefore $W_{00}/|W_{00}| = W/|W|$ at point $p' = p + sW$ for sufficient small $s > 0$. Then we get that

\[ f_{00}(p + sW) = L_{(p + sW, W_{00})} \cap B = L_{(p + sW, W)} \cap B = L_{(p, W)} \cap B = f_{00}(p), \]

for sufficiently small $s > 0$. Then we get that $\frac{\partial}{\partial s} f_{00}(p + sW) = 0$, which means that the tangent map $(f_{00})_*(p) = 0$. But $\dim \Sigma = \dim B = 2$, so $(f_{00})_*$ is not onto at point $p$, which means $p$ is a critical point of $f_{00}$ and $f_{00}(p)$ is a critical value.

Similarly we have that

\[ f_{00}^D(p + sW) = W_{00}/|W_{00}| = f_{00}^D(p), \]

for sufficiently small $s$. Again we get $(f_{00}^D)_*(p) = 0$, therefore $p$ is a critical point of $f_{00}^D$ and $f_{00}^D(p)$ is a critical value of $f_{00}^D$.

For the map $\tilde{f}_{00}$, we have

\[ \tilde{f}_{00}(p + sW, t) = p + sW + tW_{00} = p + sW + t\lambda(s)W, \]
where $\lambda(s)$ is a positive function of $s$. The derivatives are $\frac{\partial}{\partial s} \tilde{f}_{00}(p + sW, t) = (1 + t\lambda'(s))W$ and $\frac{\partial}{\partial s} \tilde{f}_{00}(p + sW, t) = \lambda(s)W$. Therefore we get, at point $(p, t)$ where $s = 0$, the tangent map,

$$
(\tilde{f}_{00}, \lambda(0) - (1 + t\lambda'(0)) \frac{\partial}{\partial t}) = \lambda(0)(1 + t\lambda'(0))W - (1 + t\lambda'(0))\lambda(0)W = 0.
$$

But clearly $\lambda(0)W \neq 0 \in T_p\Sigma$ and $(1 + t\lambda'(0)) \frac{\partial}{\partial t} \in T\mathbb{R}$ are not equal to each other, so we get $(\tilde{f}_{00}, \lambda(0)$ at point $(p, t)$ is not injective. Again the fact $\dim \Sigma \times \mathbb{R} = \dim \mathbb{R}^3 = 3$ implies that $(p, t)$ is a critical pnt of $\tilde{f}_{00}$ and $\tilde{f}_{00}(p, t)$ is a critical value for any $t \in \mathbb{R}$.

Case 2 If $p \in \Sigma_1$, then $p + sW \in \Sigma$ and $p + sW$ is also a singular point for each $s \in (0, \epsilon)$. If there is a $s \in (0, \epsilon)$ such that $p' = p + sW \in \Sigma_-$, then we get back to the previous case. If $p + sW \in \Sigma_1$ for all $s \in (0, \epsilon)$, then we can assume that $W_{00} = W_{10}$ are in the same direction of $W$. Then we get back to the same computation as the previous case.

The proof is completed. $\blacksquare$

### 2.3. Proof of the main theorems.

In this subsection we give the proof of the main theorem.

**Theorem 2.9.** For each type of beams, the singular sources set or singular directions set has measure zero as a subset of the corresponding ambient set. More precisely

1. $Z$ has measure zero in $B$;
2. $\tilde{Z}$ has measure zero in $\mathbb{R}^3$;
3. $D$ has measure zero in $S^2$.

**Proof.** For each point $q \in Z$, there is a point $p \in \mathcal{X}$ and direction $W \in T_p\Sigma$ such that $L_{(p, W)}$ is singular at $p$ and $q = L_{(p, W)} \cap B$.

1. If $p \in \Sigma_0 \cap \mathcal{X}$, then Proposition 2.6 implies that $(p, W)$ is a critical point of $g$. Therefore $q$ is a critical value of $g$.

2. If $p \in (\Sigma_1 \cup \Sigma_-) \cap \mathcal{X}$, then Proposition 2.8 implies that there is an $i \in \mathbb{N}$ and $\alpha, \beta \in \{0, 1\}$ such that $p \in U_i$ and $q$ is a critical value of $f_{\alpha\beta} : U_i \to B$.

Then we have that $Z$ is covered by the union of critical values of the countable many maps $g : \Sigma \to B$ and $f_{\alpha\beta} : U_i \to B$ for each $i \in \mathbb{N}$ and $\alpha, \beta \in \{0, 1\}$. Then using Sard’s theorem, we get $Z$ is covered by a countable union of zero measure sets, which is also a zero measure set.

For each point $q \in \tilde{Z}$, there is a point $p \in \mathcal{X}$ and direction $W \in T_p\Sigma$ such that $L_{(p, W)}$ is singular at $p$.

1. If $p \in \Sigma_0 \cap \mathcal{X}$, then Proposition 2.6 implies that $(p, W)$ is a critical point of $g$. Therefore $q$ is a critical value of $g$.

2. If $p \in (\Sigma_1 \cup \Sigma_-) \cap \mathcal{X}$, then Proposition 2.8 implies that there is an $i \in \mathbb{N}$ and $\alpha, \beta \in \{0, 1\}$ such that $p \in U_i$ and $q$ is a critical value of $f_{\alpha\beta} : U_i \times \mathbb{R} \to \mathbb{R}^3$.

Then we have that $\tilde{Z}$ is covered by the union of critical values of the countable many maps $\tilde{g} : \Sigma \to \mathbb{R}^3$ and $f_{\alpha\beta} : U_i \times \mathbb{R} \to \mathbb{R}^3$ for each $i \in \mathbb{N}$ and $\alpha, \beta \in \{0, 1\}$. Then using Sard’s theorem, we get $\tilde{Z}$ is covered by a countable union of zero measure sets, which is also a zero measure set.

For each point $W \in D$, there is a point $p \in \mathcal{X}$ such that $L_{(p, W)}$ is singular at $p$. 


1. If \( p \in \Sigma_0 \cap X \), then Proposition 2.6 implies that \((p, W)\) is a critical point of \( g^D \). Therefore \( W \) is a critical value of \( g^D \).

2. If \( p \in (\Sigma_1 \cup \Sigma_-) \cap X \), then Proposition 2.8 implies that there is an \( i \in \mathbb{N} \) and \( \alpha, \beta \in \{0, 1\} \) such that \( p \in U_i \) and \( W \) is a critical value of \( f_{\alpha,\beta}^D : U_i \to S^2 \). Then we have that \( D \) is covered by the union of critical values of the countable many maps \( g^D : \Sigma \to B \) and \( f_{\alpha,\beta}^D : U_i \to B \) for each \( i \in \mathbb{N} \) and \( \alpha, \beta \in \{0, 1\} \). Then using Sard’s theorem, we get \( D \) is covered by a countable union of zero measure sets, which is also a zero measure set. \( \square \)

### 2.4. Continuity of the image

In this subsection we give the mathematical definition of image function, and prove that the image functions are continuous almost surely. Let \( \Omega \) be an open domain in \( \mathbb{R}^3 \) while \( \Sigma \) be the boundary of \( \Omega \) and \( \rho : \Omega \cup \Sigma \to \mathbb{R}_+ \) be a continuous density function on the closure \( \overline{\Omega} = \Omega \cup \Sigma \). We further assume that for each straight line \( L \) in \( \mathbb{R}^3 \), the intersubsection \( L \cap \Sigma \) is a countable union of points and intervals on \( L \).

**Definition 2.10.** For a parallel beam with direction \( W \), let \( H \) be the plane perpendicular to \( W \) which passes through origin. Then the image function \( I_W : H \to \mathbb{R} \) is defined as

\[
I_W(q) = m_\rho(L(q,W) \cap \Omega) \quad (2.1)
\]

for each point \( q \in H \), where \( m(\cdot) \) is the Lebesgue integral of \( \rho \) along \( L(q,W) \cap \Omega \), i.e.

\[
m_\rho(L(q,W) \cap \Omega) = \int_{L(q,W) \cap \Omega} \rho \, d\mu. \quad (2.2)
\]

For a diverse beam, we will define two different image functions, one is the spherical image function, and the other is the image function on flat image plane.

**Definition 2.11.** For a diverse beam starting from source point \( q \), the spherical image function \( S_Iq : S^2 \to \mathbb{R} \) is defined as

\[
S_Iq(W) = m_\rho(L(q,W) \cap \Omega) \quad (2.3)
\]

for each \( W \in S^2 \). If there is a flat image plane \( H \), which intersects all the light beams from \( q \) through \( \Omega \) and \( q \notin H \), then image function \( H_Iq : H \to \mathbb{R} \) is defined as

\[
H_Iq(p) = m_\rho(L(q,p-q) \cap \Omega) \quad (2.4)
\]

for each \( p \in H \).

The main theorem in this subsection is

**Theorem 2.12.** For almost every point \( q \) in \( \mathbb{R}^3 \), and almost every direction \( W \in S^2 \), the image functions \( S_Iq, H_Iq \) and \( I_W \) are continuous functions.

In fact we only need to show that if a point \( q \in \mathbb{R}^3 \) is not a singular source then the image functions \( S_Iq \) and \( H_Iq \) of the diverse beam from \( q \) is continuous. Similarly we will also show that if a direction \( W \in S^2 \) is not a singular direction then the image function \( I_W \) of the parallel beam with direction \( W \) is continuous. The proof of the theorem 2.12 is based on the following lemma in real analysis.

**Lemma 2.13.** If \( f(x,y) : A \times A' \to \mathbb{R} \) is a compactly supported (lower, upper) continuous function, and \( f(x,y) \) is bounded, then the integration

\[
g(y) = \int_A f(x,y) \, dx \quad (2.5)
\]
is a (lower, upper) continuous function from $A'$ to $\mathbb{R}$.

**Proof.** [Proof of Theorem 2.12] Firstly we define the following functions

- $\Phi : \mathbb{R}^3 \to \mathbb{R}$ is the function which equals $\rho$ on $\Omega$ and 0 elsewhere;
- $\overline{\Phi} : \mathbb{R}^3 \to \mathbb{R}$ is the function which equals $\rho$ on $\overline{\Omega}$ and 0 elsewhere;
- $\Phi^\Sigma : \mathbb{R}^3 \to \mathbb{R}$ is the function which equals $\rho$ on $\Sigma$ and 0 elsewhere.

Clearly they satisfy $\Phi = \Phi + \Phi^\Sigma$. Because $\Omega$ is an open domain, we have that

- $\Phi$ is a compact supported bounded and lower continuous function;
- $\overline{\Phi}$ is a compact supported bounded and upper continuous function.

On the other hand, for any direction $W \in S^2$, there is a coordinate system $(x, y, z)$ for $\mathbb{R}^3$ such that $W = (0, 0, 1)$ and the perpendicular plane $H = W^\perp$ is the $x - O - y$ plane. Therefore the image function is

\begin{equation}
I_W(x, y) = \int_{\mathbb{R}} \Phi(x, y, z)dz,
\end{equation}

and the correspondence functions are

\begin{equation}
I^\Sigma_W(x, y) = \int_{\mathbb{R}} \Phi^\Sigma(x, y, z)dz,
\end{equation}

\begin{equation}
\overline{I}_W(x, y) = \int_{\mathbb{R}} \overline{\Phi}(x, y, z)dz.
\end{equation}

Then Lemma 2.13 implies that $I_W(x, y)$ is a lower continuous function and $\overline{I}_W(x, y)$ is an upper continuous function.

If $W$ is not a singular direction, then $I^\Sigma_W(x, y) = 0$ and that $I_W(x, y) = \overline{I}_W(x, y)$ is both lower and upper continuous. In this case, the image function $I_W(x, y)$ is a continuous function.

For any point $q \in \mathbb{R}^3$, let $(r, \theta, \phi)$ be the polar coordinate system centered at point $q$. Then the image function is

\begin{equation}
SI_q\theta, \phi) = \int_{0}^{\infty} \Phi(r, \theta, \phi)dr,
\end{equation}

and the correspondence functions are

\begin{equation}
SI^\Sigma_q\theta, \phi) = \int_{0}^{\infty} \Phi^\Sigma(r, \theta, \phi)dr,
\end{equation}

\begin{equation}
\overline{SI}_q\theta, \phi) = \int_{0}^{\infty} \overline{\Phi}(r, \theta, \phi)dr.
\end{equation}

Then Lemma 2.13 implies that $SI_q\theta, \phi)$ is a lower continuous function and $\overline{SI}_q\theta, \phi)$ is an upper continuous function.

If $q$ is not a singular source, then $SI^\Sigma_q\theta, \phi) = 0$ and that $SI_q\theta, \phi) = \overline{SI}_q\theta, \phi)$ is both lower and upper continuous. In this case, the image function $SI_q\theta, \phi)$ is a continuous function.

For the image function $HI_q : H \to \mathbb{R}$, consider the map $T : H \to S^2$ with $T(p) = L(o, p - q) \cap S^2$ for any $p \in H$, and $o$ as the center of $S^2$. Because $q \notin H$,
the transformation $T : H \rightarrow S^2$ is continuous and one-to-one. Therefore the image function
$$\mathcal{H}I_q = S \mathcal{I}_q \circ T$$
is also continuous as a composition of two continuous maps.

At last, Theorem 2.9 shows that the singular directions and singular sources are zero measure sets in $S^2$ and $\mathbb{R}^3$ respectively. Therefore, the image functions are almost surely continuous. \qed

3. Numerical Experiments. In this section we compare several image denoising methods for Poisson noise removal to verify our analysis above. Currently there are many successful image denoising methods, such as the total variation (TV) model \[35, 3, 11, 24, 16, 31, 38, 51, 55\], the wavelet frame thresholding and regularization methods \[13, 5, 20, 6\], anisotropic diffusion \[32, 17\], and nonlocal mean method \[4\]. We choose only to compare the TV model and wavelet frame regularization method to demonstrate our analysis in previous section, since these two methods use $\ell_1$ minimization of different regularizers and the regularizers reveal the smoothness of the underlying data.

Compared to the TV model, which favors only piecewise constant images, wavelet frame regularization is more flexible and can model smooth images very well. As shown in \[6\], different wavelet frame based approaches can be used to approximate the TV method with different orders of differential operators, which also justifies that wavelet frame based approach can be applied more successfully in this smooth image situation. Actually in one-dimensional case, the TV model is equivalent to the simplest frame based model, i.e., the Haar framelet model, which approximates the first order differential operators \[43\].

We now compare these two methods for images generated by transmission imaging. In practice an image function is recorded by sensing elements on the imaging plane. The sensing elements sample the image function. However, the samples can approximate the image function very well as long as the resolution is high enough. Without loss of generality, we assume that the resolution is $M \times N$ and thus an image is an $M \times N$ real valued 2-dimensional array.

Suppose $u = \{u_{i,j}\}_{1 \leq i \leq M, 1 \leq j \leq N}$ is an image. Its discrete gradient is given by
$$(\nabla u)_{i,j} = ((\tilde{D}_x^+ u)_{i,j}, (\tilde{D}_y^+ u)_{i,j}),$$
where $\tilde{D}_x^+$ and $\tilde{D}_y^+$ forward difference operators with periodic boundary condition ($u$ is periodically extended); see, e.g., \[50\]. Consequently fast Fourier transform can be adopted in our algorithm. The TV model for Poisson noise removal is as follows:

$$\min_u E_{TVKL}(u) \equiv \alpha TV(u) + \sum_{i,j,(Ku)_{i,j}>0} ((Ku)_{i,j} - f_{i,j} \log(Ku)_{i,j}),$$

where $TV(u) = \sum_{i,j} |(\nabla u)_{i,j}|$.

To present wavelet frame regularization model, we need to first introduce the discrete framelet transform. A discrete framelet transform applies some discrete convolutions to a signal. The convolution kernels are actually some filters including a low pass filter and some high pass filters. The low pass filter is the refinement mask of a refinable function, while the high pass filters are determined by the masks of framelets represented by the refinable function. Starting from a refinable function,
one may construct an MRA-based tight frame system using the unitary extension principle (UEP) \cite{12}. Also, a usual way to construct multivariate framelets is using tensor-products of univariate framelets. For detailed and comprehensive introduction to the MRA-based wavelet frame theory, fast wavelet frame transform, please refer to \cite{12}. In the following we list three simple but very useful univariate framelets which are used in the experiments.

- **Haar framelets.** The function $h(x) = 1$ for $x \in [0, 1]$ and 0 otherwise has a refinement mask $a_0 = \frac{1}{2}[1, 1]$. The high pass filter is defined as $a_1 = \frac{1}{2}[1, -1]$.
- **Piecewise linear framelets.** The piecewise linear B-spline $B_2(x) = \max(1 - |x|, 0)$ has a refinement mask $a_0 = \frac{1}{2}[1, 2, 1]$. The high pass filters are defined as $a_1 = \frac{\sqrt{2}}{2}[1, 0, -1]$ and $a_2 = \frac{1}{2}[-1, 2, -1]$.
- **Piecewise cubic framelets.** The centered piecewise cubic B-spline $B_4$ has a refinement mask $a_0 = \frac{1}{16}[1, 4, 6, 4, 1]$. The high pass filters $a_1, a_2, a_3, a_4$ are defined as follows:

$$
a_1 = \frac{4}{3}[-1, -2, 0, 2, 1], \quad a_2 = \frac{\sqrt{2}}{4}[-1, 0, -2, 0, 1],
$$

$$
a_3 = \frac{4}{5}[-1, 2, 0, -2, 1], \quad a_4 = \frac{1}{16}[1, -4, 6, -4, 1].
$$

The model with wavelet frame regularization for Poisson noise removal is as follows

$$(3.2) \quad \min_u E_{\text{WFKL}}(u) \equiv \| \text{diag}(\lambda)Wu \|_1 + \sum_{i,j,(Ku)_{i,j} > 0} ((Ku)_{i,j} - f_{i,j} \log((Ku)_{i,j})),$$

where $Wu$ is the wavelet frame transform of $u$ and $\lambda$ is a positive vector.

Problems (5.1) and (5.2) are both $\ell_1$ minimization problems. Recently many efficient methods have been developed to solve this kind of problems; see, e.g., \cite{9, 11, 14, 18, 25, 29, 44, 46, 50, 51, 53, 54, 56} and references therein. In our implementation we applied operator splitting and augmented Lagrangian method with single inner iteration \cite{17} to solve these problems.

We now provide some numerical experiments for verifying the analysis in previous section. The experiments were performed under Ubuntu and Matlab R2011b (version 7.13.0) on a workstation with Intel Xeon (Core 6) E5645 2.4GHz and 50Gb memory. We used $\frac{\| x^{k} - x^{k-1} \|_2}{\| x^0 \|_2} \leq 5 \times 10^{-5}$ as the stopping criteria. The levels for all the three wavelet transforms were all set to be 1. The parameters in the model $\alpha, \lambda$ were rigorously tuned up for all images to achieve the optimal performance. In each example, the density functions were reconstructed using the same method, respectively. In the experiments, the results from TV regularization, Haar wavelet system, piecewise linear B-Spline wavelet system and piecewise cubic B-spline wavelet system were compared in signal noise ratio (SNR) values and Frobenius norms.

The SNR value is defined as

$$\text{SNR} := 10 \log_{10} \frac{\| u_0 - \bar{u}_0 \|^2}{\| u - \bar{u}_0 \|^2},$$

where $u_0$ is the original (clean) signal; $\bar{u}_0$ is the mean value of $u_0$; and $u$ is the noisy or restored signal. The errors are computed as the Frobenius norms on the differences between reconstructed density functions and the ground truth density function.

**Example 3.1.** This is an example for the 2D Shepp-Logan Phantom density function of size $256 \times 256$ in Matlab. The projection and reconstruction are done by Matlab built-in function “fanbeam” and “ifanbeam”. There are 360 projections with 509 detector values for each projection. For each projection, we add Poisson noise.
by using Matlab “imnoise” with a scaling to the projection image by a factor $10^{-12}$, e.g., “imnoise($f$×factor, ‘Poisson’)/factor” where $f$ is a clear projection image. These projections corrupted with Poisson noises are then processed by the TV and framelet based denoising models (3.1) and (3.2). We mention that here we did not compute the results of the Haar framelet based model, because the Haar framelet based model with level 1 is equivalent to the TV model in 1D case, as mentioned before. Fig. 2 shows the denoised results of two projections. It is clear that the wavelet frame systems with piecewise linear B-spline and cubic B-spline framelets generate better results with higher SNR values than the TV model. Also, the frame system with piecewise cubic B-spline framelets yields better results with higher SNR values than the frame system with piecewise linear B-spline framelets. The clean projections, the noisy projections, and the various denoised projections are then used to reconstruct the 2D Phantom; See Fig. 3. It can be seen that better density functions with small errors have been reconstructed from the denoised projections by the frame based model. The frame based denoising model outperforms greatly the TV model for this kind of images and their denoised projection data generate better density function reconstructions. The smoother the framelet is, the better the results are.

Example 3.2. In this example we show a numerical experiment for the 3D Shepp-Logan phantom data with size $128 \times 128 \times 128$. The projection and reconstruction are done by the 3D Cone beam CT projection backprojection FDK Matlab code [22]. We obtain 84 projections with each having the size $600 \times 500$. For each projection, we add Poisson noise using Matlab built-in function “imnoise” with a scaling factor $10^{-6}$. These projections are then processed by the TV and frame based denoising models (3.1) and (3.2). The noisy projections and various denoised versions are used to reconstruct the density function of the 3D Phantom. The reconstruction is done by backprojection method with filter “hamming”. Fig. 4 shows one randomly chosen projection denoised by the TV model, the Haar wavelet system, piecewise linear B-spline system and piecewise cubic B-spline system. The piecewise linear and piecewise cubic B-spline systems return both smoother denoised results with higher SNR values than the Haar system and TV model. Fig. 5 shows the 64’th slice of the reconstructed density function. The SNR values of the denoised projections and the reconstruction errors demonstrate the advantage of the frame based model, especially the model with smoother framelets.

Example 3.3. The data used for this experiment is the 3D medical data of human head with size $401 \times 401 \times 401$ from Cone beam CT. Totally there are 84 projections with size $800 \times 700$. Poisson noise is added to each projection by using Matlab “imnoise” function with a scaling factor $5 \times 10^{-6}$. These projections are then processed by the TV and frame based denoising models (3.1) and (3.2). The noisy projections and various denoised versions are used to reconstruct the density function of the 3D Phantom. The reconstruction is done by backprojection method with filter “hamming”. Fig. 6 shows the 30’th projection denoised by the TV model, the Haar wavelet system, the piecewise linear and piecewise cubic B-spline system, respectively. Both the piecewise linear and piecewise cubic B-spline systems return better results than the Haar wavelet system and the TV model. Fig. 7 shows the 120’th slice of the reconstructed volume along z-direction and Fig. 8 gives the isosurface view of the 3D density function with function value 0.09.

The SNR values of noisy and denoised versions of some selected projections for all three experiments are summarized in TABLE 1 and the Frobenius norms of the differences between reconstructed density functions and the ground truth density function
Fig. 2. The comparisons between the TV and wavelet frame based models for denoising two projections of the 2D Phantom object. (a) The 100’th projection: the original projection; the corrupted projection with Poisson noise; the denoised results by the TV model, the piecewise linear B-spline framelet and piecewise cubic B-spline framelet models. (b) The 200’th projection: the original projection; the corrupted projection with Poisson noise; the denoised results by the TV model, the piecewise linear B-spline framelet and piecewise cubic B-spline framelet models.

4. Conclusion. Transmission imaging is widely applied in astronomy and biomedical sciences for macro and micro scale objects, whose physical mechanisms and mathematical models are quite different from reflection imaging frequently used in our everyday life for common scale objects. In this paper, we improved the existing continuity analysis of images generated by transmission imaging in two aspects. First, we consider both parallel and divergent beam geometries, i.e., two basic and important geometries in transmission imaging, while existing analysis applies to only the paral-
Fig. 3. The comparison of the reconstructed Phantom using various versions of projections. The first row shows the original Phantom; the reconstructed Phantom from the clean projections; the reconstructed Phantom from the projections contaminated by Poisson noise. The second row shows the reconstructed Phantoms from denoised projections using the TV model, the piecewise linear B-spline model and the piecewise cubic B-spline model. All the reconstructions were generated by Matlab build-in function “ifanbeam”.

| Data       | Projection # | Noisy | TV   | Haar | Linear | Cubic |
|------------|--------------|------|------|------|--------|-------|
| Phantom 2D | 100          | 11.44| 14.52| -    | 19.97  | 20.42 |
|            | 200          | 14.14| 16.63| -    | 23.20  | 24.90 |
|            | 300          | 12.04| 14.74| -    | 21.30  | 22.82 |
| Phantom 3D | 20           | 9.73 | 24.64| 24.62| 25.74  | 26.47 |
|            | 40           | 8.37 | 23.81| 23.93| 24.98  | 25.77 |
|            | 60           | 9.59 | 24.61| 24.63| 25.69  | 26.43 |
| Medical 3D | 20           | 6.99 | 12.86| 12.88| 12.89  | 12.91 |
|            | 40           | 9.65 | 12.69| 12.69| 12.70  | 12.70 |
|            | 60           | 7.10 | 12.79| 12.81| 12.82  | 12.83 |

Table 1
The comparison of the SNR for some selected projections.
Fig. 4. The comparison between the TV and wavelet frame based models for denoising a projection of the 3D Phantom. The first row shows the ground truth projection image, the noisy image and the denoised image by the TV model. The second row shows the denoised projection images by the Haar wavelet system, piecewise linear B-spline system and piecewise cubic B-spline system, respectively.

Fig. 5. The comparison of the 64' th slice along z-direction of reconstructed 3D phantom object. The first row shows the ground truth, the objects from noisy projections and denoised projections by the TV model, respectively. The second row shows objects reconstructed with the denoised projections by the Haar wavelet system, the piecewise linear B-spline system and the piecewise cubic B-spline system, respectively.
ally modeled as discontinuous functions. Although the central topic in transmission imaging is the reconstruction of density functions of objects, processing of the image (projection) data before reconstruction is also sometimes important due to the fact that these data usually involve degradations such as Poisson noise. There are many methods in commercial dealing with the transmission images first before performing the reconstruction, and understanding the structures of transmission images is important because better denoised transmission images gives better reconstruction results. Our theoretical analysis may help us to understand the structures of images generated by transmission imaging and provide some information for choosing, designing and testing image processing techniques for transmission imaging. Taking into accounts our analysis, we compared two popular image denoising methods for Poisson noise removal. Numerical experiments are provided to verify our theoretical analysis.
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