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ABSTRACT

The North Atlantic Oscillation (NAO) and eddy-driven jet contain a forced component arising from sea surface temperature (SST) variations. Due to large amounts of internal variability, it is not trivial to determine where and to what extent SSTs force the NAO and jet. A linear statistical–dynamic method is employed with a large climate ensemble to compute the sensitivities of the winter and summer NAO and jet speed and latitude to the SSTs. Key regions of sensitivity are identified in the Indian and Pacific basins, and the North Atlantic tripole. Using the sensitivity maps and a long observational SST dataset, skillful reconstructions of the NAO and jet time series are made. The ability to skillfully forecast both the winter and summer NAO using only SST anomalies is also demonstrated. The linear approach used here allows precise attribution of model forecast signals to SSTs in particular regions. Skill comes from the Atlantic and Pacific basins on short lead times, while the Indian Ocean SSTs may contribute to the longer-term NAO trend. However, despite the region of high sensitivity in the Indian Ocean, SSTs here do not provide significant skill on interannual time scales, which highlights the limitations of the imposed SST approach. Given the impact of the NAO and jet on Northern Hemisphere weather and climate, these results provide useful information that could be used for improved attribution and forecasting.

1. Introduction

The North Atlantic Oscillation (NAO) is a teleconnection pattern that dominates the climate variability over the North Atlantic (Wallace and Gutzler 1981; Hurrell 1995). Partly resulting from the internal variability of midlatitude dynamics, it is also externally driven (e.g., Hurrell et al. 2013). Sea surface temperatures (SSTs) in many different locations have been shown to be important external NAO drivers (e.g., Rodwell et al. 1999; Hoerling et al. 2001; Czaja and Frankignoul 2002; Peng et al. 2002; Bader and Latif 2003; Wang et al. 2004; Kucharski et al. 2006). However, due to internal variability and signal-to-noise issues, one requires either long observational datasets or large climate ensembles to say with confidence where and to what extent SSTs are responsible for forcing the NAO.

There have been numerous studies investigating the winter NAO response to SST forcing. The recent warming
trend in the Indian Ocean has been shown to force a positive NAO (Hoerling et al. 2001, 2014; Bader and Latif 2003, 2005). While there were concerns about spurious results arising from missing ocean–atmosphere coupling leading to incorrect sea level pressure (SLP) in these studies (Copsey et al. 2006), Colfescu et al. (2013) showed that the incorrect SLP may in fact arise from model bias, thus not ruling out the Indian Ocean–NAO link. Further to this, Fletcher and Cassou (2015) also demonstrate the link using a coupled model. The mechanism postulated is the generation of a Rossby wave from the SST warming, which constructively interferes with a climatological stationary wave, thus forcing a positive NAO response (Fletcher and Kushner 2011). However, the simulated NAO trend amplitude underestimates the observed trend, suggesting that other drivers may also be important (King et al. 2010). The Atlantic tripoles SST pattern has also been shown to force the NAO (Rodwell et al. 1999; Czaja and Frankignoul 2002; Peng et al. 2002; Wang et al. 2004), although the tripoles pattern in the SSTs can also be considered as a combined SST–atmospheric response (Cassou et al. 2007). Further to this, the Pacific has also been linked to forcing the NAO (Kucharski et al. 2006; Fletcher and Kushner 2011). These numerous studies employ a range of methodologies to find the links between SSTs and the winter NAO, which makes it hard to compare and identify the SST forcing importance in each location. In contrast, there are only a handful of studies looking at the summer NAO (SNAO) response to SSTs, which indicate some connection to the Atlantic multidecadal variability (Folland et al. 2009; Sutton and Dong 2012). However, given that the SNAO is the dominant pattern of variability in the North Atlantic (Folland et al. 2009; Bladé et al. 2012), a systematic study of the SNAO sensitivity to SSTs would provide useful information for predicting and attributing particular SNAO phases.

Skillfully predicting the winter NAO has, until recently, proved elusive (Scaife et al. 2014), due to climate models showing little response to slowly varying climate system components such as the ocean (Kushnir et al. 2006). Recently, high predictability of the winter NAO has been observed using the Met Office Global Seasonal forecast System 5 (Scaife et al. 2014). A portion of this skill is shown to come from North Atlantic SSTs (Smith et al. 2016). Using a global sensitivity map of the NAO to SSTs, it is possible to reconstruct the winter NAO time series (Li and Forest 2014) and investigate if there is any skill in reconstructing and forecasting the NAO, and if so, where it comes from. To date, no skill has been reported for predicting the SNAO in seasonal forecast systems (Dunstone et al. 2018).

Early studies computed the sensitivity of atmospheric variables to SSTs using a Green’s function approach via the systematic application of patches across the ocean domains (Barsugli and Sardeshmukh 2002; Barsugli et al. 2006). However, later work (Li et al. 2012; Li and Forest 2014), used a random perturbation method (RPM), whereby random SST fields are generated with anomalies across the ocean domain. The two methods give consistent sensitivity information and similar reconstruction of the regional response (Li et al. 2012). However, the RPM method is about 12 times more computationally efficient than the patch method due mainly to the larger area-integrated SST forcing amplitude.

Here we employ the method used in Li and Forest (2014), who used it to investigate the sensitivity of the winter NAO to SSTs with 200-member ensembles. We use a 5000-member ensemble to investigate both the winter NAO and SNAO sensitivities to SST forcing, and explore the mechanisms behind the sensitivities for the first time in this framework. We also investigate the eddy-driven jet sensitivity to SSTs, as the jet is intimately linked to the NAO. We then use these sensitivities to reconstruct NAO and jet index time series, and explore where the skill in these reconstructions comes from. We also use these sensitivities to apply a novel approach to forecasting the NAO and SNAO.

Section 2 describes the reanalysis data used, how the ensemble simulations are designed, and how the linear statistical–dynamic method works. In section 3 we present our findings, along with a discussion of the results in the context of previous studies and some of the limitations of our method, before concluding in section 4.

2. Methods

a. Reanalysis datasets

Throughout this study, we make use of three reanalysis datasets to compare to and validate our model results. These are: the NOAA-CIRES Twentieth-Century Reanalysis, (NOAA-20C; Compo et al. 2011), the Twentieth-Century ECMWF Re-Analysis (ERA-20C; Poli et al. 2016), and the NCEP–DOE Reanalysis 2 (NCEP2; Kanamitsu et al. 2002). NAO time series for each reanalysis are computed by projecting each individual season onto the first EOF of the reanalysis SLP for that particular season (e.g., the ERA-20C winter NAO time series is computed by projecting the December–February (DJF) mean SLP for each year onto the first EOF of the DJF ERA-20C SLP). The NAO EOF is computed over the region 20°–80°N, 90°W–40°E). Throughout the study we use standardized NAO indices, and refer to winter as the DJF period and summer as the June–August (JJA) period.
b. Random perturbation method ensemble

We make the assumption that the large-scale atmosphere responds to SST forcing with a linear component. Following Li et al. (2012), the relationship between forcing and response can then be represented as a continuous Green’s function:

\[
\Delta R \approx \int G(x') \Delta SST(x') \, dA,
\]

where \(\Delta R\) is the atmospheric response anomaly, \(\Delta SST(x')\) is the related SST anomaly located at \(x'\) with area \(dA\), and \(G\) is a linear operator. This linear operator, the global teleconnection operator (GTO), is a set of sensitivities describing the atmospheric response to SST forcing at each grid point.

To allow us to compute the GTO, we use a large ensemble of perturbed SST runs. We use the RPM to generate an ensemble of SST perturbation fields as described in Li et al. (2012). Following Li et al. (2012), each random perturbation field is created as a 16 x 16 matrix, with each point having a temperature value randomly drawn from a uniform temperature distribution between \(-2\) and \(2\) K. The matrix is then bilinearly interpolated onto a grid with N96 resolution (145 latitude points \(\times\) 192 longitude points). To ensure local maxima and minima do not just occur on the original 16 x 16 grid, we shift each initial coordinate randomly by 0–8 grid points zonally and 0–5 grid points meridionally.

We generate 5000 SST perturbation fields and add them to the 1980–99 climatological monthly SSTs in the merged Hadley–NOAA optimum interpolation (OI) SST dataset (Hurrell et al. 2008) to create a 5000-member ensemble. Perturbation fields are applied between 60° N and 60° S, and to ensure a smooth decrease at the boundaries, we weight the perturbations between 50° and 60° (both north and south) with linearly decreasing weights from 0.9 to 0.1.

We use the HadAM3P model to run the ensemble. HadAM3P is an atmosphere only, medium resolution (run here at N96 resolution, or \(1.25^\circ \times 1.875^\circ\)), GCM developed by the Met Office. It is based upon the atmospheric component of HadCM3 (Pope et al. 2000; Gordon et al. 2000). The model has 19 hybrid (sigma levels near the surface, changing smoothly to pressure levels near the top of the atmosphere) vertical levels (Simmons and Burridge 1981), with six levels above 200 hPa, the highest of these just above 5 hPa. We use an improved version of HadAM3P that has a more sophisticated land surface scheme (Guillod et al. 2017). We run HadAM3P using the large-ensemble capability provided by the climateprediction.net volunteer computing network (Allen 1999; Guillod et al. 2017), where members of the public run initial condition ensemble GCM simulations. The HadAM3P representations of many midlatitude Northern Hemisphere winter circulation features, including the trimodal Atlantic eddy-driven jet structure, the Atlantic storm track, and Atlantic blocking, have been shown to be better than the majority of models in the Coupled Model Intercomparison Project and associated atmosphere-only models (Mitchell et al. 2017). The 850-hPa zonal wind biases are shown in Fig. S1 in the online supplemental material, showing that in winter and summer the model North Atlantic jet biases are small. Biases are also small in the other midlatitude regions, suggesting the model should simulate teleconnections well too due to a low waveguide bias. The ability of HadAM3P to capture these dynamical phenomena well makes it a good model choice for assessing the midlatitude circulation sensitivity to SSTs.

For each ensemble member we run a control simulation and forced simulation. The control simulation is run for 25 months (December 1998–December 2000), and uses the 1980–99 Hadley–NOAA OI climatological mean monthly SSTs, and observed greenhouse gas forcings from 1998 to 2000. The forced simulation is exactly the same, but with the SST perturbation applied, giving 5000 control and forced ensemble member pairings. Each pairing also has an initial condition perturbation via perturbations to the potential temperature (which is the same for both runs in the pair), for full details see Massey et al. (2015). We discard the first year of each simulation, giving us one winter and one summer season for each ensemble member. We define each ensemble member response as the difference between each forced and control ensemble member pair.

c. The GTO and linear reconstructions

Following Li et al. (2012), we compute the GTO for a particular atmospheric response variable by employing a linear regression between the seasonal atmospheric anomaly and the SST anomalies:

\[
R = G \Delta SST + e,
\]

where \(e\) is the error related to the nonlinearity and the internal noise. Using the result derived in the appendix of Li et al. (2012), the smoothed GTO estimate is given by

\[
G(x_i) = \frac{\text{Cov}[\Delta SST, (x_i), R]}{T^2 \frac{\sum L_x L_y}{3}} + e,
\]

where \(G\) is computed at each grid point \(x_i\). The term \(\Delta SST(x_i)\) is a vector of the 5000 time-independent SST
where a atmospheric anomaly indices, $T_{\text{max}} = 2 \, \text{K}$, the maximum SST perturbation, and $L_x = \alpha_0 \cos(\phi_i)$ and $L_y = \alpha \phi_0$ are the RPM lattice local length scales ($\alpha$ is Earth's radius, $\phi_0$ and $\lambda_0$ are the latitude and longitude gridpoint spacings in radians, and $\phi_i$ is the latitude of the grid point for which G is being computed for).

Once the GTO has been obtained, it can be used to reconstruct the response of an atmospheric variable to a particular SST field. This is achieved by projecting the SST field onto the GTO:

$$\Delta R = \gamma \sum_{x_i} G(x_i) \Delta T_{\text{SST}}(x_i) L_x L_y,$$

where $\Delta T_{\text{SST}}$ refers to the SST anomaly of the particular SST field one wishes to reconstruct the atmospheric response to. By repeatedly performing the reconstruction process for a time series of SST fields, we can create a reconstructed time series of $\Delta R$. The coefficient $\gamma$ depends on the length scales of both the forcing and response for a given target response based on the dynamics (Li et al. 2012). Although the scaling by the $\gamma$ coefficient does not affect correlation results between reconstructed and reanalysis time series, it is insightful to be able to investigate the size of the signal of the reconstructed response. To scale the reconstructed response to have physical meaning, we perform a simple linear regression of the reconstructed time series onto the NOAA-20C reanalysis time series for each variable. The reconstructed time series is then scaled by the regression coefficients, that is:

$$R_{\text{scaled}} = \alpha R_{\text{reconstructed}} + \beta,$$

where $\alpha$ and $\beta$ are the regression coefficients determined by the regression $R_{\text{reanalysis}} = \alpha R_{\text{reconstructed}} + \beta$. As the reanalysis time series has been standardized, this means that the scaled time series has a standard deviation equal to the correlation between the reconstructed time series and the NOAA-20C reanalysis time series.

For this study we investigate the GTO for the NAO and North Atlantic eddy-driven jet. For each ensemble member pair, we define response NAO and jet indices. The response NAO for each member is defined by the difference of the normalized projections of the forced and control seasonal mean SLP fields onto the first model EOF of SLP over 20°–80°N, 90°W–40°E. This gives a standardized response index. The model and reanalysis EOFs are shown in Figs. S2 and S3 for winter and summer, respectively. The pattern correlations between any two given EOFs in a particular season are all greater than 0.9, and using the model EOF or a reanalysis EOF does not significantly affect the calculation of the GTO (not shown). The jet speed and latitude responses are taken as the difference between the forced and control indices as defined using the jet indices in Woollings et al. (2010), defined over 15°–75°N, 60°W–60°E. We use daily data at 850 hPa to compute the jet indices, and then compute the mean index for each season before taking the difference to compute the response.

To reconstruct long time series of the NAO and jet indices from the GTO, we use the HadISST dataset (Rayner et al. 2003). We project the monthly SSTs from the dataset onto the GTO and then take the mean across each season to define a reconstructed index for a particular year (e.g., to compute the SNAO for a particular year, we project June, July, and August SSTs separately onto the SNAO GTO, then take the mean of the three projections to get the reconstructed SNAO for that year).

3. Results and discussion

a. The North Atlantic Oscillation

Figure 1 shows the GTO for the NAO in winter and summer. The maps display the NAO sensitivity to anomalous SSTs. For example, the winter NAO exhibits a positive response to anomalous warming over the Indian Ocean. The winter GTO bears strong resemblance to the winter GTOs computed for the CAM5 and GFDL models, shown in Fig. 3 of Li and Forest (2014). It is worth noting that Li and Forest (2014) use 200-member ensembles to compute their GTOs, and so there are fewer regions of statistical significance compared to the HadAM3P GTO. The strong region of winter NAO sensitivity to Indian Ocean SSTs corroborates previous studies linking the warming trend in Indian Ocean SSTs and the positive NAO trend from 1950 to 2000 (e.g., Hoerling et al. 2001, 2004; Bader and Latif 2003, 2005).

The winter NAO also appears sensitive to an SST dipole in the tropical Pacific, and a tripole pattern in the North Atlantic. Kucharski et al. (2006) link a Pacific dipole pattern to the winter NAO; however, their dipole pattern consists of warm SSTs in the tropics and cooler SSTs in the northern subtropics. There are several reasons why a discrepancy may arise between this study and their work. The GTO only picks out the linear sensitivity to SSTs; the GTO is constructed so that it captures the response to an anomalous SST pattern throughout the year and so does not provide any temporal information about when the NAO is sensitive to the SSTs (i.e., it may be the October SSTs in the Pacific that are important for forcing the winter NAO). This will be investigated later in the study). Kucharski et al. (2006) find the link
between the low-frequency variability in the Pacific and the NAO.

The North Atlantic tripole pattern has also been studied and found to be associated with the winter NAO (e.g., Rodwell et al. 1999; Czaja and Frankignoul 2002; Peng et al. 2002; Wang et al. 2004). The GTO picks out the same sign of tripole pattern (cold–warm–cold) as in the literature that is associated with a positive NAO. On the question of causality between the SST anomalies and the NAO, the GTO method takes prescribed SST patterns and looks at their impact on the NAO. The sensitivity map given by the GTO therefore only includes information of the model response to SSTs, and does not take into account any influence from the atmosphere onto the SSTs (discussed in section 3c).

The SNAO also appears to be sensitive to SSTs, in similar regions to the winter NAO. The northern Indian Ocean and subtropical west Pacific are associated with a positive SNAO, while the southern Indian and tropical western Pacific are associated with a negative SNAO. The tripole pattern is also visible, except only the tropical Atlantic displays a statistically significant sensitivity region. In agreement with O’Reilly et al. (2018), there seems to be no strong El Niño–Southern Oscillation (ENSO) to SNAO relationship. The weaker, yet still statistically significant, sensitivity map for the SNAO suggests that there may be some skill in reconstructing the SNAO, something that has previously not been reported in any forecast systems (Dunstone et al. 2018).

Using Eqs. (4) and (5), we reconstruct winter NAO and SNAO time series from the HadISST dataset. Shown in Fig. 2 are the reanalysis and reconstructed time series, along with the correlation coefficients between each reanalysis time series and the reconstructed time series. The reconstructed winter NAO is significantly (at the 5% level using a two-tailed t test) correlated with all three reanalysis products, with a similar correlation coefficient of around 0.4 between the reanalysis and the NAO index from reanalysis as found by Li and Forest (2014). By construction, due to the scaling method applied in Eq. (5), the reconstructed

![Fig. 1. Sensitivity of the NAO index to SST anomalies given by the $G(x')$ in Eq. (1). Shaded regions indicate statistical significance at the 5% level using a two-tailed t test.](image-url)
time series standard deviation is equal to the correlation with the NOAA-20C time series. As in Li and Forest (2014), the reconstructed time series captures the trend toward more positive NAO values later in the time series, suggesting this trend is forced by SSTs. This will be explored later in the study.

Only the ERA-20C time series is correlated significantly with the reconstructed SNAO. These differences in correlations are due to the different reanalyses spanning different time periods. Given the high correlation between the three reanalysis time series, this suggests that the teleconnection strength between the SSTs and the SNAO varies temporally. The reconstructed SNAO also fails to capture the trend in recent years to a more negative SNAO, suggesting this trend is not being forced, at least linearly, by changes in SSTs. The correlations suggest that in winter, SSTs explain around 20% of the variability of the NAO, while the lower correlations in summer suggest that a smaller portion of the SNAO variability is forced by the SSTs compared to the NAO (although in summer exactly how much variability explained by the SSTs depends on the time period considered).

Given the apparent varying reconstruction skill in summer, we proceed to calculate the correlations between the reanalysis and reconstructed NAO time series using a 31-yr moving window (shown in Fig. 3). We assess statistical significance at the 5% level using a two-tailed $t$ test. Autocorrelation is accounted for following Wilks (2011) by using the lag-1 autocorrelation of the full NOAA-20C and reconstructed NAO time series to determine the effective sample size of the 31-yr period. In winter, the skill is fairly consistently around 0.4, with a statistically significant correlation between the reconstructed and reanalysis time series across much of the period. Interestingly, we do not observe the same level of drop-off in skill as seen by Weisheimer et al. (2017) in the 1950–70s, who use atmosphere-only hindcast experiments to investigate the skill in NAO forecasts. This could be due to intermodel differences in the teleconnection strength between SSTs and the NAO, or other processes simulated poorly in the atmosphere-only model that do not contribute in the GTO method. Our results are consistent with those of Kumar and Chen (2018), who also do not observe lower skill during the low-skill period in Weisheimer et al. (2017) when they investigate the skill in reproducing the Arctic Oscillation in AMIP simulations. The winter NAO skill using the GTO method is also consistently equal to or higher than that in Weisheimer et al. (2017). In summer, as mentioned earlier, the skill varies across the period. Before 1915, the skill is very poor, but then it rises through to 1925, remaining high until 1995, before declining again. The reason for this time varying skill will be explored later in the study. In this high-skill period, the correlation is statistically significant and consistently between 0.4 and 0.6. We believe that this high level of skill in reconstructing the SNAO has not been shown in any previous studies.

1) WINTER

In this section, we investigate the winter sensitivities, reconstructions, and forcing mechanisms in more detail. To gain an understanding of how SSTs force the NAO, there are two components to understand. The first, demonstrated by the GTO, is where and to what degree is the NAO sensitive to SSTs. The second component is to understand where SSTs are varying in these regions of sensitivity. We decompose the global oceans into three
regions: the Atlantic (90°W–30°E), the Indian Ocean (30°–110°E), and the Pacific (110°E–90°W). We then proceed to reconstruct the NAO using SSTs from each ocean in turn (shown in Fig. 4 for winter), using SSTs from 60°S to 60°N, the full latitudinal extent of the GTO. In winter, the Atlantic reconstruction captures the largest portion of the variance, with the Pacific also contributing. This supports the findings of Li and Forest

![Graph showing the 31-yr moving correlation of the reconstructed NAO with the NAO times series from the reanalyses in (a) winter and (b) summer. The red dashed lines indicate statistical significance at the 5% level using a two-tailed t-test. The year refers to the middle year of the 31-yr moving window.](attachment:image)

**Fig. 3.** The 31-yr moving correlation of the reconstructed NAO with the NAO times series from the reanalyses in (a) winter and (b) summer. The red dashed lines indicate statistical significance at the 5% level using a two-tailed t-test. The year refers to the middle year of the 31-yr moving window.

![Graph showing NOAA-20C winter NAO time series and reconstructed NAO time series using different ocean basin winter SSTs. Global uses all SSTs, Atlantic uses 90°W–30°E, Indian uses 30°–110°E, and Pacific uses 110°E–90°W. The year refers to the year in which January and February fall. The numbers in parentheses indicate the correlation of the time series with the NOAA-20C NAO and the standard deviation of the time series.](attachment:image)

**Fig. 4.** NOAA-20C winter NAO time series and reconstructed NAO time series using different ocean basin winter SSTs. Global uses all SSTs, Atlantic uses 90°W–30°E, Indian uses 30°–110°E, and Pacific uses 110°E–90°W. The year refers to the year in which January and February fall. The numbers in parentheses indicate the correlation of the time series with the NOAA-20C NAO and the standard deviation of the time series.
(2014), who showed that SSTs from the Indian Ocean are not sufficient to skillfully reconstruct the NAO, and that SSTs from the tropical Pacific or Atlantic are needed to provide skill. Using the analysis, it is possible to see if the NAO in a particular year has some response that may be attributed to SST forcing, and also to look at which basin may have been important. For example, in 2010 the anomalously negative observed NAO appears to have been forced in some part by the Atlantic and Pacific SSTs. Interestingly, on the fast time scales, the Indian Ocean is not correlated with the reanalysis, even though the winter NAO has a large region of sensitivity to SSTs in the Indian Ocean, and the high standard deviation in the Indian Basin reconstruction suggests that there is variability in the Indian Ocean SSTs. The trend to more positive NAO years in the later part of the time period does appear to be linked to the Indian Ocean, but we cannot confirm this as the reconstruction has no skill coming from the Indian Ocean. The issue of the Indian Ocean will be discussed further in section 3c.

While Li and Forest (2014) investigated the NAO reconstruction skill using the GTO, it is also possible to use the method to forecast the NAO. Using preceding monthly SSTs, we reconstruct the winter NAO using SSTs in turn from individual months in the preceding year, up to the December in which the winter begins. We then correlate each reconstruction with the reanalysis time series. We do this for global SSTs and for each of the three basins. Figure 5 shows the results of these lagged reconstructions for all the months and basins. Autocorrelation is accounted for in the significance test by computing the effective sample size as before, this time using the minimum effective sample size across all basins and reconstruction month time series. As expected, the global reconstruction improves as the month used gets closer to the winter being reconstructed. We do not observe any skill arising from the previous winter SSTs (not shown) (cf. Dunstone et al. 2016). For the later period (NCEP2 reanalysis), the correlation is significant when using the November SSTs, indicating that there is some skill in forecasting the winter NAO. Decomposing this skill further into tropical versus midlatitude components gives a 0.40 correlation between the reconstruction using tropical November SSTs and the NCEP2 NAO versus a 0.01 correlation from using the midlatitude SSTs. This further validates the model, and the skill of preceding SSTs in forecasting the NAO shows that we are not just seeing a manifestation of false predictability arising from a lack of atmosphere–ocean coupling (cf. Bretherton and Battisti 2000, see also discussion in section 3c) as the skill is coming from remote tropical forcing and from SSTs in the month before the NAO is being reconstructed.
The skill also increases toward the winter when using SSTs from the Atlantic basin, suggesting a fairly direct effect of the SSTs on the circulation such as due to changing temperature gradients or modifying eddy behavior. In contrast, the main skill in the Indian Ocean comes from SSTs earlier in the year, with some significant skill using June and July SSTs to forecast the winter NAO in ERA-20C and NOAA-20C (the lack of skill here in forecasting the NCEP2 NAO arises as the reanalyses cover different time periods). We note that these long-lead time scales should be treated with caution; while it appears the Indian Ocean SSTs may contribute to the trend in the NAO and this decadal signal may be what is being picked up as significant, the Indian Ocean SSTs do not seem to add any forecast skill for forecasting on interannual time scales (see discussion on Indian Ocean in section 3c). The Pacific SSTs in the later period seem to provide some skill in late summer/early autumn, but this is not statistically significant.

Despite the apparent lack of skill in the reconstruction and forecasting arising from the Indian Ocean, it is still insightful to consider how it forces the NAO in the model. The spatial separation and lag between the Indian Ocean SSTs forcing the winter NAO, and to a lesser extent the Pacific SSTs forcing the winter NAO, suggest that the forcing mechanism may manifest via Rossby waves. To investigate this we look for patterns in the 200-hPa meridional wind response in winter to Indian and Pacific SSTs. Figure 6a shows the control ensemble members SLP regressed onto the set of control ensemble member principal components associated with the first EOF of SLP in winter in HadAM3P (defined over the region 20°–80°N, 90°W–40°E). Figure 6b is the 200-hPa meridional wind at each grid point across the control ensemble members regressed onto the set of control ensemble member principal components of the model’s first EOF. It shows that the winter NAO has a circumglobal wave train associated with it, which has a cyclonic region over Greenland, as expected for a positive NAO. This pattern is very similar to the pattern obtained by performing the same regression for the observed meridional wind and NAO (see Fig. S4). To investigate the circulation response to SSTs, we form an SST anomaly index given by the anomaly between a forced and control ensemble member pair, averaged over a particular region. We then regress the 200-hPa meridional wind anomalies onto the SST anomalies. Figure 6c shows the meridional wind response to SSTs over the region of high winter NAO sensitivity in the Indian Ocean (pink box). The local response exhibits the classical quadrupole structure (e.g., Jin and Hoskins 1995); however, there is also a midlatitude wave response that propagates eastward into the Atlantic basin. The wavenumber and phase of this wave match the wave associated with the model EOF, particularly over the western Pacific, North America and into the Atlantic region. This provides evidence for a Rossby wave–like forcing of the winter NAO from the Indian Ocean. The Pacific response (Fig. 6d) also features a wave train propagating over North America and into the Atlantic.
which has an anticyclonic region over Iceland, consistent with a negative NAO. The opposite sign of wave response over the North Atlantic and projection onto the EOF, at least in the Indian heating case, is consistent with Fletcher and Kushner (2011), who ascribe opposite cases of linear interference of a forced Rossby wave with the climatological stationary wave to Indian and Pacific SST forcing. This linear interference leads to a positive NAO for Indian Ocean forcing and a negative for Pacific Ocean forcing as observed in this study for Indian and Pacific forcing, respectively. We also perform the regression for the tropical Atlantic region (shown in Fig. 7), but this displays no clear Rossby wave forcing of the NAO. The circulation response to tropical Atlantic forcing will be discussed later in the context of the eddy-driven jet.

We also calculate the SLP and 200-hPa zonal wind responses to Indian and Pacific SSTs (Fig. 8). Consistent with previous studies (e.g., Hoskins and Karoly 1981), the local response to heating is a negative pressure anomaly. The heating also projects remotely onto the Aleutian low and the NAO via the Rossby wave as discussed. In the Indian Ocean case, the heating is associated with a pressure pattern over the North Atlantic that strongly resembles a positive NAO, while the Pacific pattern resembles the NAO to a lesser extent. The
The effect on the Aleutian low is to create a ridge in the case of Indian Ocean heating and a trough in the case of Pacific Ocean heating. This is in agreement with Drouard et al. (2013) who find a Pacific ridge can act as a precursor to a positive NAO, and a trough can act as a precursor to a negative NAO. The effect of the Pacific circulation state on the NAO is also demonstrated by Franzke et al. (2004), who find that an equatorward Pacific jet can lead to a positive NAO and a poleward jet can lead to a negative NAO. However, here we see the opposite: in the Indian heating case the Pacific jet shifts poleward, while in the Pacific heating case the Pacific jet shifts equatorward. This suggests that the effect on the NAO from the tropical SSTs does not manifest via the breaking wave mechanism in Franzke et al. (2004).

2) SUMMER

We now return to investigate the SNAO in greater detail, in particular the contributions of the different basins and the reason behind the time varying skill in reconstructing the SNAO. As before, we divide the globe into three ocean basins, reconstructing the SNAO using the concurrent summer SSTs from each basin in turn (shown in Fig. 9). The correlations and standard deviations are computed over the time period where the reconstruction is skillful (1925–94). This time, it is clear that the majority of the skill in the reconstruction comes from the Pacific, where the skill is nearly the same as the global reconstruction, and the standard deviation is much higher than the other two basin reconstructions.

The basin lagged predictors for summer (Fig. 10) show that directly preceding monthly SSTs are important in the Pacific, allowing the SNAO to be forecast with some level of statistically significant skill (as opposed to winter where the Pacific SSTs slightly earlier in the year were important) using the global or just Pacific SSTs from April or May. Decomposing this skill further into tropical versus midlatitude components gives a 0.29 correlation between the reconstruction using tropical May SSTs and the ERA-20C SNAO versus a 0.24 correlation from using the midlatitude SSTs. This further validates our model as it exhibits real predictability, which is not an artifact of imposed SSTs and the lack of local atmosphere–ocean coupling effect discussed earlier, as a significant portion of the skill is coming from the tropical SSTs. As in winter, the Indian SSTs appear to add some skill, but we suggest this may be due to the trend in Indian Ocean SSTs being important in summer too.

Referring back to Fig. 1, we observe that there are three significant regions in the Pacific that appear to force the SNAO. We isolate each region individually and reconstruct the SNAO just using SSTs from that region. The most skillful reconstruction comes from the positive sensitivity Pacific region \(30^\circ\text{N} - 10^\circ\text{N}, 100^\circ\text{E} - 150^\circ\text{E}\), which has a correlation of 0.22 with the NOAA-20C SNAO over 1925–94. We now compute the summer SST standard deviation averaged over this region, and correlate them with the 31-yr moving correlation between the NOAA-20C SNAO and reconstructed time series (using the global SSTs). Figure 11 shows that the two quantities
are very highly correlated (0.90), suggesting that the variability in this region is key for a skillful SNAO reconstruction. If the variability is low, then there is not a large enough signal from the SSTs to skillfully reconstruct the SNAO. An interesting facet to the SNAO reconstruction is its relation to the changing spatial pattern over the time period (see Fig. S5 and Bladé et al. 2012). In periods where the reconstruction is skillful, the positive
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**Fig. 9.** NOAA-20C SNAO time series and reconstructed SNAO time series using different ocean basin summer SSTs. Global uses all SSTs, Atlantic uses 90°W–30°E, Indian uses 30°–110°E, and Pacific uses 110°E–90°W. The numbers in parentheses indicate the correlation of the time series with the NOAA-20C SNAO and the standard deviation of the time series, both computed over the period 1925–94 (shown by the blue line).
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**Fig. 10.** Reconstructed time series correlated with reanalysis time series using SSTs (a) globally; (b) from the Atlantic basin, 90°W–30°E; (c) from the Indian basin, 30°–110°E; and (d) from the Pacific basin, 110°E–90°W. For each reanalysis, the correlation is computed using the whole period available from that reanalysis. Along the abscissa are the individual months used to reconstruct the succeeding summer (JJA) SNAO. The crosses mark the correlation of the reconstruction using the JJA SSTs with the reanalysis time series over their full time periods. The dashed lines mark the correlation required for the reconstruction and reanalysis to be correlated with a statistical significance at the 5% level, computed using a two-tailed t test.
center of the SNAO in observations is located further north and east over the United Kingdom, whereas in the earlier period, and to a lesser extent in the later period, the center is located over the Atlantic Ocean. Moving 51-yr EOFs from the observations (not shown) show that the positive center of action moves smoothly east and north until the 1970s, when it begins to shift back toward the Atlantic. The latitudinal and longitudinal extents of the positive center of action are both highly correlated (>0.80) with the Pacific SST standard deviation, and the SNAO reconstruction skill. Inspection of the model EOF used to compute the GTO (Fig. S3a) shows that the EOF is similar to the NOAA-20C and ERA-20C EOFs, and not the NCEP2 EOF, even though the reconstruction performs better in periods when the EOF pattern looks like the NCEP2 EOF (differences between reanalyses EOFs arise mainly due to the differing time periods covered by the reanalyses). This precludes the possibility that the reconstruction skill depends on the EOF used to compute the GTO. As an aside, we tested the statistical significance of the changing SNAO pattern by using a Monte Carlo method to construct EOFs from randomly drawn samples of 70 years from NOAA-20C. The pattern correlation coefficient between the whole time series EOF and the second half of the time series EOF fall in the bottom 0.2% of 1000 randomly constructed EOFs, demonstrating that the EOF pattern is indeed statistically significantly different in the later time period. This changing nature of the SNAO could be evidence that the SNAO, like the winter NAO, is in fact a continuum of patterns (Johnson et al. 2008).

To investigate the mechanism by which the positive sensitivity Pacific region forces the SNAO, we regress the circulation onto the SSTs in the region. Figure 12a shows the control ensemble members SLP regressed onto the set of control ensemble member principal components associated with the first EOF of SLP in summer in HadAM3P (defined over the region 20°–80°N, 90°W–40°E). Figure 12b is the 200-hPa meridional wind at each grid point across the control ensemble members regressed onto the ensemble member principal components of the first EOF. Regression of (c) SLP and (d) 200-hPa meridional wind responses onto the SST perturbations averaged over the pink box.
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**FIG. 11.** Time series of the reconstruction skill, which is the standardized 31-yr moving correlation between the NOAA-20C SNAO and the reconstructed SNAO, and the standardized time series of the 31-yr moving standard deviation of the detrended SSTs in the positive sensitivity Pacific region: 30°–10°N, 100°–150°E. The year refers to the middle year of the 31-yr moving window.
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**FIG. 12.** (a) Control ensemble member summer SLP regressed onto principal components associated with the first EOF of summer SLP in HadAM3P (defined over the region 20°–80°N, 90°W–40°E). (b) The 200-hPa meridional wind from the HadAM3P control ensemble members regressed onto the ensemble member principal components of the first EOF. Regression of (c) SLP and (d) 200-hPa meridional wind responses onto the SST perturbations averaged over the pink box.
members regressed onto the set of control ensemble member principal components of the model EOF. As in winter, there is a circumglobal wave pattern associated with the SNAO, with a cyclonic region over Greenland, as expected for a positive SNAO. However, the model wave train does not match the equivalent pattern computed from regressing the observed meridional wind onto the observed SNAO (Fig. S4). Figure 12c shows the SLP response to SSTs over the Pacific region. Interestingly, the pressure response over the North Atlantic looks like the SNAO in the 1940–79 period in the reanalysis (Fig. S5c), rather than the model SNAO. The 200-hPa meridional wind response (Fig. 12d) does not appear to project onto the model meridional wind associated with the first EOF, but instead contains a wave with an anticyclonic center just west of the British Isles, which is associated with the 1940–79 SNAO pattern. This provides further explanation as to why the link between the SST variability in this Pacific region and the SNAO reconstruction skill in the 1940–79 period is high. Also, the meridional wind response in Fig. 12d has a wave over North America and the North Atlantic that does resemble the wave pattern obtained from the regression of the observed meridional wind onto the observed SNAO (Fig. S4), suggesting that this mechanism does occur in the real world. Regressions of the circulation onto other high sensitivity regions in the Indian and Pacific basins (not shown) also show the SNAO response in the model arising through a cyclone/anticyclone in the same region (i.e., not projecting onto the meridional wind associated with the model EOF). This suggests that the SST forcings in the model are not proficient at forcing the model’s own EOF, but can force a SNAO response that resembles that in the observed 1940–79 period, explaining the skill in this period.

b. The eddy-driven jet

We now focus on the North Atlantic eddy-driven jet, and compare results to the NAO findings. The GTOs for jet latitude and speed are shown in Fig. 13. The sensitivities bear resemblance to those for the NAO, and the winter jet latitude plot exhibits more widespread areas of significant sensitivity than the winter NAO. All four GTOs indicate a large degree of sensitivity to Indian Ocean SSTs. In winter, the North Atlantic tripole pattern is also clear for the jet latitude, but the jet speed only appears sensitive to the two southerly parts of the tripole. In summer, the jet latitude displays a larger sensitivity to extratropical Atlantic SSTs than the SNAO. Although the SNAO mainly represents a shift in the jet latitude (with the correlation between the NOAA-20C SNAO and jet latitude being 0.76), it is apparent that the SNAO also describes changes in jet speed too (the equivalent correlation is 0.48—similar
correlations occur for the model SNAO and jet indices). This explains why the sensitivity of the SNAO to the extratropical Atlantic SSTs does not mimic the jet latitude sensitivities, as the jet speed sensitivities also need to be considered.

The sensitivities for the jet latitude in the Atlantic and Pacific agree with the sensitivities found by Baker et al. (2017) for diabatic heating in a dry idealized model. Although the comparison between diabatic heating and SST heating is not exactly analogous, we note that the sensitivities to diabatic heating in the atmosphere found in Baker et al. (2017) are largely barotropic in nature, thus enabling useful comparison between the results found here and those in Baker et al. (2017). Heating on the equator in winter leads to an equatorward jet shift, while heating in the subtropics up to the southern flank of the jet shifts the jet poleward. This is reminiscent of the result in Lu et al. (2008): the typical El Niño response due to narrow SST increases confined to the equator is an equatorward jet shift, as opposed to the anticipated poleward shift under global warming due to broader heating extending out of the tropics. Poleward of the jet, heating acts to shift the jet equatorward (although this is not significant in the tropics. Poleward of the jet, heating acts to shift the jet equatorward (although this is not significant in the summer case). In agreement with Baker et al. (2017), there is also a cross-hemispheric sensitivity observed in the Pacific and Atlantic, with heating around 20°S forcing a poleward shift of the eddy-driven jet. The mechanism for this shift, discussed in Baker et al. (2018), could be mediated via Hadley cell changes. We leave an investigation of the mechanisms in HadAM3P for future work, but note that the circulation response to Atlantic heating (tropical Atlantic heating case shown in Fig. 7) is not inconsistent with the mechanism for jet shifts discussed in Baker et al. (2017), which manifests via changes in the low-level meridional temperature gradient. The response to tropical Atlantic heating is similar to the jet response due to narrow tropical warming (the El Niño–like response) (Lu et al. 2008), suggesting it may manifest via the mechanisms discussed in Tandon et al. (2013). The mechanism by which the Indian Ocean forces the North Atlantic circulation is via the propagation of Rossby waves (as discussed earlier), and therefore the sensitivities in this region differ to the other two ocean basins. The speed sensitivities, however, do not agree with Baker et al. (2017), who find that tropical heating up to the latitude of the storm track strengthens the jet, whereas here, SST increases in the tropics act to weaken the jet. One possible reason for this difference could be due to the regional structures in HadAM3P that are not present in the idealized model used in Baker et al. (2017), for example, differences in the subtropical and eddy-driven jet interactions. We leave an investigation into these differences for future work.

We reconstruct time series of the jet latitude and speed indices and compare them to the reanalysis time series. The correlation coefficients between the reconstructions and the different reanalyses are shown in Table 1 (differences in correlation predominantly arise due to the differing time periods covered by the reanalyses). In winter, the speed and latitude reconstructions are significantly correlated with the NOAA-20C and ERA-20C time series; however, the correlation drops in the later period, indicating some element of nonstationarity in the teleconnection between the SSTs and the jet speed and latitude that is not present in the NAO. As before, the GTO reconstruction performs better than the set of hindcast experiments used in Weisheimer et al. (2017) for both winter jet speed and latitude (Parker et al. 2019). For summer, the correlation coefficients are lower, in keeping with the smaller sensitivities of the two indices in the GTOs compared to winter. The highest skill in summer again occurs during the 1925–94 period for both the speed and latitude (not shown), with the latitude reconstruction skill dropping off in the later period, but the speed reconstruction skill not.

The skill in reconstructing the NAO over the longer reanalysis periods is greater than for the individual jet indices, suggesting that the skill in the NAO may be coming from both jet latitude and speed. Following Parker et al. (2019), we perform a multiple linear regression to determine the relationship between the NAO and the jet latitude and speed in the reconstruction, with the aim of attributing the predictable NAO signal to jet latitude, speed, or both. In winter, the regression coefficients for the reconstruction are 0.60 for jet speed and 0.56 for jet latitude, combining to explain 67% of the NAO variability over the reconstruction period. In summer, the regression coefficients for the reconstruction are 0.28 for jet speed and 0.78 for jet latitude, combining to explain 69% of the NAO variability. The coefficients for NOAA-20C are 0.32 and 0.81 for winter jet speed and latitude, respectively (explaining 76% of the variability), and 0.34 and 0.69 for

---

**Table 1.** Table of reconstructed jet latitude and speed skill as given by the correlation between the reconstructed time series and the reanalysis time series. Coefficients in bold are statistically significant at the 5% level using a two-tailed test.

|               | NCEP2 | NOAA-20C | ERA-20C |
|---------------|-------|----------|---------|
| Winter Latitude | 0.26  | **0.34** | 0.33    |
| Winter Speed   | 0.23  | **0.32** | **0.34**|
| Summer Latitude| 0.06  | **0.18** | 0.14    |
| Summer Speed   | 0.22  | **0.18** | **0.24**|
summer jet speed and latitude (explaining 59% of the variability). While the summer coefficients are fairly similar between the reconstruction and the reanalysis, it seems the winter NAO in the model is over dependent on the jet speed. This could be due to the winter jet being too zonal and too strong in the model (see mean jet biases in Fig. S1). The jet also has a higher ratio of jet speed standard deviation to the jet latitude standard deviation (0.46 in the model vs 0.37 in NOAA-20C) suggesting that the model has a greater component of pulsing variability than shifting variability compared to the reanalysis, consistent with the jet being further poleward in the model climatology than in NOAA-20C (48.2° vs 47.2° in winter). This is consistent with Barnes and Hartmann (2011) who observe that the leading mode of zonal-wind variability transitions from a shift to a pulse as the eddy-driven jet moves poleward. In summer, there is no difference between the standard deviations ratios, even though the model jet is further poleward (50.6° vs 48.8°).

To ascertain the time scales on which the jet features are providing skill to the NAO, we perform a multiple linear regression following Parker et al. (2019). We use the jet latitude and speed on both fast and slow time scales as predictors for the NAO. We then remove each feature in turn to determine their contribution to the NAO skill. The slow components are computed using an 11-yr low-pass Lanczos filter with 11 weights (Duchon 1979), and the fast components using an 11-yr high-pass Lanczos filter. Table 2 shows the correlations obtained between the NOAA-20C time series and regression constructed time series as each component is individually removed. In winter, it is only the removal of the fast component of the latitude that appreciably reduces the skill (the same is true for 31-yr filter windows, not shown). This agrees with Woollings et al. (2014) in the sense that on fast time scales the NAO is dominated by variations in jet latitude, however, the relationship they find on longer time scales between the jet speed and NAO is not captured in this method. In summer, both the fast time scale speed and latitude appear to be important, and the removal of the slow time scale latitude actually slightly increases the reconstruction skill. From this simple linear approach it appears that it is the faster time scales that give predictability to the NAO, suggesting again that the decadal Indian Ocean influence may be less important than previous studies have suggested.

c. Limitations

The results discussed above are from prescribed SST experiments and are derived under a linear assumption. This means that there are several limitations of the study, which we now proceed to discuss. Clearly when prescribing SSTs, the ocean is unable to respond to atmospheric processes, and so the first issue is related to the lack of atmosphere–ocean coupling. Barsugli and Battisti (1998) investigate the effect of coupling on midlatitude variability, finding that it is important in the midlatitudes for correctly simulating the low-frequency atmospheric thermal variance. Bretherton and Battisti (2000) extend the analysis further, showing that the useful predictability associated with midlatitude SST anomalies may be limited to around 6 months. The problem lies in the fact that the observed midlatitude SSTs have some component forced from the atmosphere, and so by imposing observed SSTs in a model, some information about the correct atmospheric state is already being prescribed.

The mechanism acting in the Barsugli and Battisti (1998) model is reduced thermal damping, which acts as a positive feedback giving a positive correlation between the atmosphere and the local SSTs. Our analysis shows that the NAO is sensitive to remote SSTs, often in the tropics, and this mechanism does not apply to remote linkages. If we reconstruct the NAO using only SSTs southward of 30°N, we obtain a reconstruction that has a correlation coefficient with the NOAA-20C NAO of 0.36, compared to 0.30 correlation when using SSTs north of 30°N. This suggests that there is a significant element of predictability arising from the tropical SSTs, which is not impacted by the lack of atmosphere–ocean coupling in the model. The coupling effect is also more important on longer time scales (Bretherton and Battisti 2000), whereas the skill in our reconstructions comes from higher-frequency, interannual SST forcing. We also observe skill in using preceding SSTs to forecast the NAO in both winter and summer, where this lack of coupling is not an issue (and as discussed earlier, the skill comes from the tropics).

There is also an issue specific to atmosphere–ocean interactions in the Indian Ocean. Annamalai et al. (2007) find that parts of the Indian Ocean, responding to
atmospheric forcing, warm during El Niño. This is supported by Klein et al. (1999), who show that during ENSO events, cloud cover is reduced over the Indian Ocean, allowing more solar radiation to warm the SSTs. Furthermore, Copsey et al. (2006) show that the warming trend in Indian Ocean SSTs during 1950–96 is associated with increases in SLP, which is at odds with prescribed SST experiments that show decreases in SLP due to increased SSTs. It appears then that positive SST anomalies over the Indian Ocean can arise as a result of atmospheric descent, high pressure, clear skies, and increased downward shortwave radiation. On top of this, the dominant modes of SST variability in the Indian Ocean are associated with an ENSO signal in the Pacific (Fig. S6). This suggests that in the real world, much of the SST variability in the Indian Ocean is being forced by ENSO, via the atmosphere, rather than the SSTs forcing the atmosphere. This does not preclude the Indian Ocean teleconnection that we find in the model occurring in the real world, but has implications when using Indian Ocean SSTs combined with the GTO to reconstruct the NAO. This is because much of the SST variability is being forced by the atmosphere and in these periods the SSTs may then not be forcing the atmosphere, rendering the teleconnection inactive. This would lead to spurious signals when using the GTO combined with Indian Ocean SSTs to reconstruct the NAO.

The matter is further complicated by limitations in the linearity of the atmospheric response to combined forcing from the Indian and Pacific basins. Fletcher and Kushner (2011) show that the atmospheric circulation response to combined Indian and Pacific SST forcing over the Indian Ocean Basin is different from the sum of the responses to the individual basin forcings. This shows that the linearity assumption of the atmospheric response to SSTs breaks down over the Indian Ocean. This nonlinearity seems to arise from the fact that the circulation response to SSTs in both basins interferes with a climatological stationary wave in an opposing manner (Annamalai et al. 2007; Fletcher and Kushner 2011). As a large part of Indian Ocean SST variability appears to coincide with variations in the Pacific Ocean SSTs (Fig. S6), this suggests that when Indian Ocean SSTs are anomalously warm and would be expected to drive a positive NAO signal given the GTO, the Pacific SSTs would also be anomalously warm, thus destructively interfering with the Indian Ocean teleconnection. This would cause errors to occur in the reconstruction of the NAO from the linear reconstructed using the GTO when the Indian Ocean SST anomalies (combined with Pacific Ocean SST anomalies) are large. As mentioned earlier, these effects do not preclude the Indian Ocean to NAO teleconnection occurring in the real world. In fact, Fletcher and Cassou (2015) show using a coupled model that the Indian Ocean can force the NAO, once isolated from ENSO variability. Further work is clearly needed to investigate the complex interactions between ENSO, tropical SSTs and teleconnections that force the NAO to confirm if these interactions are indeed the reason why we do not observe any skill in reconstructing the NAO from the Indian Ocean SSTs. In any case, the sensitivity of the NAO to the Indian Ocean SSTs should be treated with caution.

Another potential limitation arises due to the relatively low vertical resolution of the model in the stratosphere. This could preclude teleconnections present in the real world that propagate via stratospheric pathways, which are better simulated with models with higher vertical resolution in the stratosphere (Hardiman et al. 2012). This might result in teleconnections observed in modeling studies between the tropical Pacific and extratropical North Atlantic in winter (e.g., Bell et al. 2009; Ineson and Scaife 2009) not occurring fully in the HadAM3P model. If this were the case, it would mean that the sensitivities of the NAO and jet to tropical Pacific SSTs are underestimated, and may mean in reality that the Pacific Ocean is a stronger driver of the winter NAO than the results in Figs. 4 and 5 show. Further to this, some teleconnections forced by tropical SSTs have been shown to act via independent tropospheric and stratospheric pathways, which affect the extratropical circulation and temperature differently (Butler et al. 2014). By potentially not capturing these stratospheric pathways, it is possible that this study overestimates the importance of the tropospheric pathways. Further work using a model with a high-resolution stratosphere is clearly necessary to confirm if this is the case.

The quality of the SST dataset could also have an impact on our results. The quality of the historical SST product in the early period is poorer than in the later period (due to fewer observations and the need to use statistical methods to fill in the gaps in the data). This can be seen by comparing SST products and noting the increase in variability between them in early historical periods (Yasunaka and Hanawa 2011; Hirahara et al. 2014), and by comparing the SST products to independent observations (Huang et al. 2018). The time varying quality of the SST dataset could affect the apparent time varying skill of the reconstruction method. In winter, this seems not to be a problem, given the fairly constant level of reconstruction skill. In summer however, the poor SNAO reconstruction skill before 1925 could be in part due to the paucity of the SST data, although this would not impact the poor reconstruction skill in the period from 1995 onward. Clearly there are
limitations of working with the long SST dataset that need to be considered when interpreting the results.

4. Conclusions

This study used a linear statistical–dynamic method applied to a large ensemble of randomly perturbed SSTs to investigate the North Atlantic circulation sensitivity to SSTs. We verified the winter NAO sensitivities found in Li and Forest (2014) and additionally showed the regions where the SNAO is sensitive to changes in SSTs, identifying several key regions. The Atlantic tripole pattern is present in both winter and summer sensitivity maps, in particular the tropical Atlantic node of the tripole. Over the Indian Ocean there is a large SST monopole in winter and dipole in summer that the NAO is sensitive to, while in the west Pacific there is a dipole in both seasons. Using the GTO, we demonstrated skill in reconstructing both the winter NAO and SNAO, although there is some nonstationarity in the skill in reconstructing the SNAO that appears to arise from the Pacific SST variability. In winter, the reconstruction performs better than a recent ensemble of atmosphere-only hindcast experiments and the reconstruction skill does not display the same drop-off in skill in the 1950–70s as in the hindcasts (Weisheimer et al. 2017).

When using concurrent SSTs to reconstruct the NAO, the Atlantic SSTs, and to a lesser extent the Pacific SSTs, are important in providing the skill in the reconstruction. We demonstrated a novel application of the linear reconstruction method to make forecasts of the NAO and SNAO. Using SSTs before the winter season, we were able to make a skillful winter NAO forecast. In summer, we showed that the Pacific SSTs are the most important in providing skill, and we demonstrated using this method that skillful SNAO forecasts can be made, which to this date have not been reported elsewhere (Dunstone et al. 2018). When forecasting the NAO in both winter and summer, the tropics appear relatively more important than when reconstructing the NAO using the concurrent SSTs. We also find evidence for nonstationarity in the SNAO, and the tropical teleconnections that appear to force it, which we suggest arises due to decadal SST variability in the west Pacific.

For the first time, we also used the linear method to identify the North Atlantic eddy-driven jet latitude and speed sensitivities to SSTs. They display broadly similar patterns to the NAO, although some differences do exist between all three sensitivity maps. We demonstrated similar levels of skill in reconstructing time series of the jet latitude and speed, showing that in winter, the speed and latitude contribute roughly equally to the variability in the NAO reconstruction, whereas in summer the latitude contributes most of the variability in the reconstruction.

Investigating the importance of fast and slow varying time scales in the jet latitude and speed, it seems that the fast time scale jet latitude is important for reconstructing the winter NAO, while both fast jet latitude and speed are important for reconstructing the SNAO.

The sensitivities we observe for the NAO and jet are in broad agreement with previous literature, identifying the Indian Ocean region (as seen in, e.g., Hoerling et al. 2001, 2004; Bader and Latif 2003, 2005; Fletcher and Kushner 2011) and Atlantic tripole (as seen in, e.g., Rodwell et al. 1999; Czaja and Frankignoul 2002; Peng et al. 2002; Wang et al. 2004) as important sensitivity regions. In agreement with Fletcher and Kushner (2011), the Indian Ocean sensitivity appears to arise from, in winter at least, the forcing of Rossby waves that constructively interfere with the climatological stationary wave, thus forcing a positive NAO response. To a lesser extent, the Pacific Ocean SSTs produce a Rossby wave that destructively interferes with the climatological wave, thus forcing a negative NAO. The jet latitude sensitivities in the Pacific and Atlantic basins agree with idealized sensitivity studies (Lu et al. 2008; Baker et al. 2017), and contain the equatorward jet shift seen for El Niño–like forcing and the poleward shift for broader tropical heating as in the global warming case.

Here we have only considered the impact of tropical and midlatitude SSTs on the NAO and jet, when there are numerous other potentially important drivers such as sea ice (e.g., Pedersen et al. 2016), snow (e.g., Henderson et al. 2018), the sun (e.g., Gray et al. 2016), the stratosphere (e.g., Scaife et al. 2005), and atmosphere–ocean coupling effects (e.g., Czaja et al. 2013). Therefore, the fact that we see some predictive skill in both winter and summer in reconstructing the NAO using a purely linear method demonstrates that SSTs are an important driver of North Atlantic atmospheric circulation. There may also be other nonlinear SST effects that the RPM does not capture, and these effects are not quantified in this current study. Given the importance of the NAO and jet on European, North American, and North African weather and climate (e.g., Visbeck et al. 2001; Hurrell and Deser 2009; Cattiaux et al. 2010; Bladé et al. 2012; Schaller et al. 2016), it is vitally important that we can forecast the NAO skillfully. The ability of the RPM to skillfully reconstruct the NAO from SSTs therefore provides a highly useful tool for forecasting, also providing direct attribution of where the signals are coming from in the system.
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