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The Internet of Things (IoT) is an information carrier based on network communication, and it can make all general physical objects which can be independently addressed from an interconnected network. Controller Area Network (CAN) is a kind of serial communication network which can effectively support distributed control or real-time control. This paper proposes the design of an IoT-oriented universal CAN bus. In order to build a complete CAN communication simulation model, message sending and message receiving models are constructed, respectively. The simulation experiment proves that the IoT-oriented network communication model designed in this paper not only has low power consumption, but it can also solve the front-end compatibility problems caused by different communication protocols.

1. Introduction

Internet of Things technology has been listed as one of the emerging industries with strategic significance in the world and has developed rapidly. IoT is an object-oriented Internet. Its three major technologies, sensor technology, communication technology, and embedded system technology, correspond to its three attributes of perception, transmission, and control [1]. Among these three technologies, embedded system technology is the foundation, sensor technology is the function expansion, and the communication technology is the core connection technology of IoT [2]. The communication technology of IoT includes four types: wire transmission, wireless transmission, traditional Internet, and mobile air network. The IoT system does not need every device to be connected to the Internet; it can have one device as the control core, to which the other devices are connected through wireless communication technology and this device is connected to the Internet for communication [3]. This method can lower the application cost of IoT. CAN bus is a serial communication network that can effectively support distributed control and real-time control and it has been widely applied in the field of automatic control with its high performance and reliability. The CAN protocol has multimaster control and it also has the functions of error detection, error notification, and error recovery. All units can detect error and the unit which detects the error will notify all other units immediately [4]. Besides, CAN bus has many connection nodes, and it can be connected to the bus with multiple units. Theoretically, there is no limit for the number of connectable units. Besides, it has a fast communication speed and a long communication distance. The fastest speed is 1 Mbps (with the distance less than 40 m) and the longest distance is 10 km (with the speed slower than 5 kbps) [5]. In field bus, CAN bus has obtained extensive support of computer chip makers, who have released microcontroller unit (MCU) chip with direct CAN interface one after another. With the development of CAN bus technology, it has already become one of field buses that has been widely applied in many fields,
including agriculture, robot, computer numerically controlled machine tool, medical apparatus and instruments, vehicles, vessels, and national defense [6].

The special contributions of this paper include the following:

(i) It has firstly elaborated the significance and background of this paper, analyzed the research status at home and abroad of IoT and CAN bus, and expounded the related theoretical foundation.

(ii) It has introduced the technological architecture and logical architecture of industrial equipment IoT platform, analyzed CAN real-time communication technology, and studied the network communication, socket mechanism, and breakpoint resume with reliable time sequence.

(iii) It has proposed an IoT-oriented universal CAN bus and explored some problems to which attention should be paid in application. It has also proposed the design method for CAN bus interface circuit for its highly integrated communication controller.

(iv) It has effectively simulated and constructed CAN communication, constructed the complete model structure, and conducted simulation and operation to check its effect. It has proven that the CAN communication design scheme of this paper is effective.

The remainder of this paper is organized as follows. Section 2 discusses related works, and IoT-oriented CAN communication design is outlined in Section 3. Experimental procedure is presented in Section 4. Section 5 shows the experimental simulation results, and Section 6 concludes the paper with a summary and proposed directions for future research.

2. Related Work

With the development of IoT, communication technology, and control technology, conventional industrial control field has been experiencing an unprecedented reform and the networking industrial control has expanded the development space for industrial control field and brought new development opportunities [7]. In a wide range of industrial fields, CAN bus can be taken as the field device-level communication bus and compared with other buses, which has high reliability and cost performance. This will be a main direction for CAN technology open for the development and applications of IoT [8]. CAN is a multimaster serial communication bus and according to its basic design specifications, it has a fast bit rate and high anti-electromagnetic interference, and it can detect any error. Firstly, the CAN controller works in a variety of modes, and each node in the network can adopt bit-by-bit arbitration of lossless structure and send data to the bus contention according to the bus access priority and message identifier. Besides, CAN protocol has replaced station address coding with communication data coding, enabling different nodes to receive the same data at the same time [9]. These characteristics have led to strong real-time data communication among network nodes formed by CAN bus and the easiness to constitute a redundant structure and improved the reliability and flexibility of the system. The data communication of CAN bus has outstanding reliability, timeliness, and flexibility. Due to its excellent performance and unique design, CAN bus has attracted more and more attention. Most automobile manufacturers have adopted CAN bus to realize the data communication between internal control system and various test and execution institutions. Meanwhile, because of the characteristics of CAN bus, its application is no longer restricted to auto industry, but it also develops towards IoT and other fields. CAN has become an international standard and it has already been considered as one of the most promising field buses [10, 11].

In as early as 1998, Massachusetts Institute of Technology in the United States had come up with the idea of IoT at that time, i.e., EPC system, and one year later, the concept of IoT had been deemed as the logistics network based on Radio Frequency Identification (RFID) [12]. IoT has not had a formal definition: IoT is the network that makes all objects which have and can implement independent functions achieve interconnection, until 2005 when the International Telecommunication Union (ITU) released “ITU Internet Report 2005: Internet of Things” [13]. CAN bus is one of the field buses which have been applied the most in the world. It was first launched by Bosch, a German company, and used in the data connection protocols between internal measurement and execution units. The application of CAN bus ranges from high-speed networks to low-cost multiline network and it is widely applied in the data communication between various detection and execution agencies in the control system [14]. CAN bus can mount many communication nodes, the signals between which are transmitted via the bus so as to realize between-node communication. The use of RS-485 can only constitute a master-slave structural system and the communication can only be conducted by means of master station polling. Worse still, the system has poor timeliness and reliability [15].

In theory, as long as the bus has enough load, the number of nodes is not limited, and the repeater can improve the load. CAN bus can effectively reduce the number of wires and it has flexible communication, excellent timeliness, and high reliability. However, the communication quality of CAN is related to many factors, mainly including the distance between communication nodes, the type and impedance of communication lines, crystal oscillator error of various communication nodes, and the deviation caused by external environment [16]. In practical engineering field, the preset CAN sample point may not be able to guarantee the data receiving and dispatching quality of communication nodes and there may be frame loss and receiving and dispatching abnormalities in data which affect the normal operation of product functions due to the impact of the above factors. To solve the problems in existing technology, this paper provides an IoT-oriented scheme used in CAN bus message management and the hardware design method.
of CAN bus interface circuit of highly integrated communication controller so as to guarantee the safety of network communication [17].

### 3. IoT-Oriented CAN Communication Control Design

#### 3.1. Key Issues in Interface Circuit Design

Any node in CAN can take an initiative and send a message to other nodes in the network irrespective of master and slave at any moment. It adopts nondestructive bus arbitration technology. When two nodes send a message to the network at the same time, the node with low priority voluntarily stops data transmission while the one with high priority continues to transmit the data insusceptibly. In addition, it has the functions of point-to-point, one point to multipoints, and global broadcast data transmission and reception. Every frame of message has CRC check and other error detection measures with an extremely low error rate and high reliability. When a serious mistake occurs in message transmission, the node can automatically cut its connection with the bus so that other operations in the bus are not affected [18].

**3.1.1. Optoelectronic Isolation Circuit**. Although optoelectronic isolation circuit can strengthen the antijamming capability of the system, it also increases the propagation delay time of CAN bus effective loop signal and decrease the communication speed or distance. CAN transceiver itself has instantaneous anti-interference, radio frequency interference (RFI), and the ability to achieve thermal protection; additionally, its current limit circuit has also provided further protection to the bus. Therefore, in case of short field transmission distance and little electromagnetic interference, optoelectronic isolation may not be adopted to make the system reach the maximum communication speed or distance and simplify the interface circuit. If optoelectronic isolation is needed in the field environment, high-speed optoelectronic isolation device should be selected to reduce the propagation delay time of effective loop signal of CAN bus. The propagation delay time is short and it is approximate to the level of TTL circuit propagation delay time [5].

**3.1.2. Power Isolation**. The power \( V_{dd} \) and \( V_{cc} \) used in the two sides of optoelectronic isolation device must be completely isolated. Otherwise, optoelectronic isolation will not play its due role. Power isolation can be achieved through low-power DC/DC power isolation module.

**3.1.3. Bus Impedance Matching**. The terminal of CAN bus must be connected with \( n \) resistors, which have a significant role in bus impedance matching; otherwise, it will greatly reduce the reliability and anti-interference performance of bus data communication and it may even make it impossible to carry out communication. In order to improve the antijamming capability of interface circuit, the following measures can also be taken into consideration: connect \( n \) parallel capacitors between CANH and CANL of the transceiver and the earth to filter the high-frequency interference in the bus and prevent electromagnetic radiation [19].

#### 3.2. CAN Bus Synchronization Mechanism

CAN communication is an asynchronous serial communication. Its synchronization method is not achieved by providing extra clock signals but by realizing read-write synchronization through bit timing, fixed message frame structure, and hard synchronization and resynchronization operations. The condition for communication between various nodes in CAN bus network is that they have the same normal bit rate (NBR), i.e., the bits are transmitted every second. Its reciprocal is called normal bit time \( t_{bit} \), which is composed of four nonoverlapping time periods: reciprocal period, transmission period, phase buffer period 1, and phase buffer period 2. The normal bit time can be defined as follows:

\[
t_{bit} = \frac{1}{NBR} = t_{SyncSeg} + t_{propSeg} + t_{PS1} + t_{PS2}. \tag{1}
\]

Every period of time in normal bit time is made up of multiple time quanta TQ, the length of which depends on the frequency of oscillator \( f_{OSC} \). The relation between them is as follows:

\[
TQ = \frac{2BRP}{f_{OSC}}. \tag{2}
\]

In which, BRP is the Baud rate prescale coefficient and for the device that adopts the same clock frequency of the master oscillator in CAN bus network, the normal bit rate NBR can be adjusted to the same numerical value only by setting BRP and the TQ in every time period [20, 21].

When IoT conducts wireless communication and if the transport layer has a high packet loss speed-up rate or the data is blocked, the channel protection mechanism starts automatically. Assume that \( S(v_j, v_{DAP}) \) is the link communication of transmit data and \( v_p, v_{DAP} \) represents the data source and destination aggregation node. In other words, when the system accesses any aggregation point, stop the transmission if at the time of \( t_0 \) and the forward node \( v_j \) in the congestion point \( v_j \) will find the homologous data continuously accumulated in the buffer zone and meanwhile conduct self-inspection and abandon. The backward node will not delete the link in the transport layer. So, there is no homologous data in the buffer zone. Therefore, the node can make a judgment according to whether the connection channel is congested or not so as to start the multiagent dynamic additional channel protection mechanism [22, 23].

With regards to protection mechanism, the node goes along the transmission channel in this technology. During the traverse, the proxy includes two parameters in composite measurement: the vacancy and surplus bandwidth rate of the receiving node. In the composite measurement, the corresponding equation to calculate the queue occupancy rate of the receiving node is as follows:
4. Experimental Procedure

4.1. Create the Message Transmission Model. This section is about creating the part which transmits CAN message in the model. It sets and connects with each module by using the relevant modules in Simulink library.

4.1.1. Create the Model. Start Simulink in MATLAB software platform, select “Blank Model” → “Create Model,” and complete the creation of a new blank model window.

4.1.2. Add Related Modules. Click the button of “Library Browser” in the toolbar and open Simulink module library. In the left side is the available module library. Select the related modules from “Vehicle Network Toolbox” → “CAN Communication” and use them in the transmission of CAN communication in this instance.

Move the modules of “CAN Configuration,” “CAN Pack,” and “CAN Transmit” to the editing interface, respectively, and create one instance for each of them. The related module descriptions are shown in Table 1.

Select different types of modules as data source. In this paper, constant is used as the data source to verify the CAN communication model.

4.1.3. Connect Modules. The above modules are connected through wires: the output port of CAN Pack, the output port of which is connected to the input port of Transmit and CAN Configuration is not connected with any other modules. In this module configuration, CAN channel is used for communication.

4.1.4. Set Module Parameters. Double click CAN configuration to configure its parameters. The specific parameter description is shown in Table 2.

Double click CAN Pack to configure its parameters, the specific descriptions of which are shown in Table 3.

Double click CAN Transmit to configure its parameters, the specific description of which can be found in Table 4.

4.2. Create the Model to Receive Message. This section is used to create the part which receives CAN message in the model. It sets and connects various modules by using related modules in Simulink library.

4.2.1. Add Related Modules. Select related modules from “Vehicle Network Toolbox” → “CAN Communication” and use them to receive CAN communications in this instance. Select the module of “Simulink” → “Sinks” → “Scope” to display the data received.

Move the modules: “CAN Configuration,” “CAN Receive,” “CAN Unpack,” and “Scope” to the editing interface, respectively, and create one instance for each. The related module descriptions are shown in Table 5.

4.2.2. Connect Modules. Create CAN message pack subsystem with the module of “Function-Call Subsystem” in “Ports & Subsystems” module library and move CAN Unpack to this subsystem.

In CAN Receive, CAN Msg (output port) is connected with In1 (input port) of CAN Unpack subsystem [27]. In CAN Receive, f() (output port) is connected with function() (input port) of CAN Unpack subsystem and in CAN Unpack subsystem, CAN Msg (output port) is connected with the input port of scope [28]. CAN Configuration1 is not connected with any other modules and it configures CAN channel for communication [29, 30].

4.2.3. Set Module Parameters. Double click CAN Configuration1 to configure its parameters and their descriptions are indicated in Table 6.

Double click CAN Receive to configure its parameters. The related descriptions of these parameters are demonstrated in Table 7.

Double click CAN Unpack to configure its parameters. Refer to CAN Pack for the related parameters’ description. The model structure of the reception part after various modules are connected and configured is shown in Figure 4.
Table 1: Description of modules in CAN communication transmission.

| Module               | Diagram | Description                                                                 |
|----------------------|---------|-----------------------------------------------------------------------------|
| CAN Configuration    | ![Diagram](image1.png) | It is used to configure the parameters of CAN device which is used in transmitting and receiving message and it uses one CAN Configuration module to configure every device that sends and receives message in the model. |
| CAN Pack             | ![Diagram](image2.png) | It is used to upload signal data at a designated interval to a message during the simulation. The number of module inputs depends on the dynamic adjustment of the number of specified signals. It has an output port. |
| CAN Transmit         | ![Diagram](image3.png) | It is used to send and transmit data to the virtual CAN channel, and it can transmit a single message or message array. There is no output port in this module. |

Table 2: Description of parameters of CAN Configuration.

| Parameter            | Value                                  | Description                                                                                       |
|----------------------|----------------------------------------|---------------------------------------------------------------------------------------------------|
| Device               | MathWorks Virtual 1 (Channel 1)        | Select from list CAN device and its necessary channel. The device is used to transmit messages.  |
| Bus speed            | 500,000                                | Set the bus speed attribute for the device selected above with bits per second as the unit.       |
| Acknowledge mode     | Normal                                 | Check whether the designated channel is in normal mode (normal) or silent mode (silent). If normal, the channel can normally both receive and transmit message while if silent, the channel can only receive message. |
4.3. Operate the Model. Select in the Toolbar the button of “Run” and click it to simulate. When operating simulation, CAN Transmit will obtain message from CAN pack. Then it will transmit the message through virtual channel 1 and the CAN Receive in virtual channel 2 will receive this message and transmit it to CAN Unpack subsystem to unpack the message. Finally, double click scope to check the transmission result.

### Table 3: Description of parameters of CAN pack.

| Parameter          | Value                          | Description                                                                                                                                 |
|--------------------|--------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Data is input as   | Raw data                       | It selects the input signal. The raw data input the data in the form of uint8 vector array; manually specified signals can assign the definition of data signal; and CANdb specified signals can assign the CAN database file which includes the definitions of message and signal. |
| Name               | CAN Msg                        | The name of CAN message can be assigned with the default value of CAN Msg.                                                                    |
| Identifier type    | Standard (11-bit identifier)   | It assigns whether the identifier of CAN message is standard or extended.                                                                      |
| Identifier         | 500                            | It assigns the ID of CAN message. For standard identifier, the figure must be any positive integer from 0 to 2047; and for extended identifier, it must be any positive integer from 0 to 536870911. |
| Length (bytes)     | 8                              | It assigns the length of CAN message, the scope of which ranges from 0 to 8 bytes.                                                            |

### Table 4: Description of parameters of CAN transmit.

| Device             | MathWorks Virtual 1 (Channel 1) | It selects the CAN device and channel which are used to transmit CAN message to the network.                                                   |

### Table 5: Description of modules in the reception part of CAN communication.

| Module            | Diagram                                                                 | Description                                                                                                                                 |
|-------------------|------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| CAN Receive       | ![CAN Receive Diagram](image)                                          | It is used to receive messages from CAN and transmit them to Simulink model. In this module, there are two output ports: f() is a trigger to function-call subsystem and CAN Msg includes the CAN messages received during the specific timestep. |
| CAN Unpack        | ![CAN Unpack Diagram](image)                                           | It is used to unpack CAN message by using designated output parameters in every timestep into signal data and the data is output as a single signal. |
| Scope             | ![Scope Diagram](image)                                                | It is used to display time-domain signal.                                                                                                                                 |

### Table 6: Description of parameters of CAN Configuration1.

| Device             | MathWorks Virtual 1 (Channel 2) | Select from list CAN device and the necessary channel and use this device to receive messages.                                              |
5. Simulation Experiment and Results Analysis

After the above links, the model structure which includes such links as transmission, reception, and operation are basically built. In this section, different types of modules will be selected as data sources so as to verify the CAN communication Simulink model.

Use “Constant” as the data source and add a Constant to the model from Simulink → Sources. Constant generates real-number or plural constant-value signal, and it is used to provide the input of constant signal. Among them, the parameter of “Constant value” is set as [1 2 3 4 5 6 7 8]. The final output result of CAN communication is shown in Figure 5.

Use “Sine Wave” as the data source and add a Sine Wave to the model from Simulink → Sources library. Sine Wave takes simulation time as the time source to generate sine wave and outputs sinusoid wave. The equation of wave function is

\[ y = \text{amplitude} \times \sin(\text{frequency} \times \text{time} + \text{phase}) + \text{bias}. \]  

(5)

In this instance, the value of each parameter is set as follows: amplitude is 1, bias is 200, frequency is 1, and phase is 0. The final output result of CAN communication is shown in Figure 6.

Use “Repeating Sequence” as the data source and add a Repeating Sequence to the model from Simulink → Sources library. Repeating Sequence is used to generate periodic signal of any shape and it can output periodic scalar signal with wave shape designated by parameters: time values and output values. Among them, Time values assign the output time vector and Output values specify the corresponding signal amplitude vector to output time. In this instance, the values of various parameters are set as follows: Time values within [0 5], and Output values within [0 100]; in other words, starting from simulation, repeat one sawtooth waveform with the maximum amplitude of 100 every 5 seconds. The final output result of CAN communication is indicated in Figure 7.

Use “Step” as the data source and add a Step Module to the model from Simulink → Sources library. Step is used to generate step function and it can provide 2 steps which can define level during the designated time. If the simulation time is less than the parameter value of Step time, the parameter value of Initial value will be the output and if it is bigger than or equal to Step time, the output is the parameter value of Final value. In this instance, various parameters are set as follows: step time is 15, initial value is 5, and final value is 100. The final output result of CAN communication is shown in Figure 8.

Use “Pulse Generator” as the data source and add a module of Pulse Generator to the model from Pulse Generator library. Pulse Generator is used to generate square-wave pulse at a fixed interval and its waveform parameters, Amplitude, Pulse Width, Period, and Phase delay, and determine the shape of output waveform. In this instance, the values of various parameters are set as follows: phase delay is 0, amplitude is 100, pulse width is 20, and period is 5. The final output result of CAN communication is shown in Figure 9.

Take “Ramp” as the data source and add a “Ramp” module to the model from Simulink → Sources library. Ramp is used to generate the signals that constantly increase or decrease, and it can generate the signal which changes at a designated speed starting from designated time and value. Its parameters of slope, start time, and initial output decide the features of output signal. In this instance, the values of these
parameters are set as follows: slope is 5, start time is 15, and initial output is 5. The final output result of CAN communication is shown in Figure 10.

Use “Signal Generator” as the data source and from Simulink→Sources library, add a model of Signal Generator to the model. Signal Generator can be used to generate four different waveforms: sine wave, square wave, sawtooth wave, and random wave. The equation of wave function is

\[ Y(t) = \text{Amp} \times \text{Waveform}(\text{Freq}, t). \]  

In this instance, sine wave is selected, and the values of parameters are set as follows: amplitude is 1 and frequency is 1. The final output result of CAN communication is shown in Figure 11.

Use “Chirp Signal” as the data source and from Simulink→Sources library, add a “Chirp Signal” to the model.
This module is used to generate the waves, the frequency of which constantly increases. The parameters of initial frequency, target time, and frequency at target time decide its output. In this instance, the values of parameters are set as follows: initial frequency is 0.1, target time is 100, and frequency at target time is 5. The final output result of CAN communication is shown in Figure 12.

Through the above experimental results, it can be observed that the IoT-oriented network communication model not only has low consumption, but also solves the front-end
communication compatibility issues caused by different communication protocols.

6. Conclusions

IoT is an extension of the Internet, which extends to the communication network between objects through wireless network. It goes through various sensor devices and it can perform real-time collection, remote monitoring, connection operations, and interaction information on the device. It can constitute a new-type network with Internet technology. Interface circuit is an important link in CAN bus network and its reliability and security have directly affected the operation of the entire communication network. This paper has summarized several key issues to be noted in the design of CAN interface circuit, grasped the key in the design, and proposed an IoT-oriented universal CAN bus design, which has enhanced the quality and performance of multi-interface circuit and ensured the secure and reliable operation of CAN bus. The simulation experiment has proven that the proposed design scheme is effective.
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