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ABSTRACT: We explicitly rewrite the path integral for the free or critical $O(N)$ (or $U(N)$) bosonic vector models in $d$ space-time dimensions as a path integral over fields (including massless high-spin fields) living on $(d+1)$-dimensional anti-de Sitter space. Inspired by de Mello Koch, Jevicki, Suzuki and Yoon and earlier work, we first rewrite the vector models in terms of bi-local fields, then expand these fields in eigenmodes of the conformal group, and finally map these eigenmodes to those of fields on anti-de Sitter space. Our results provide an explicit (non-local) action for a high-spin theory on anti-de Sitter space, which is presumably equivalent in the large $N$ limit to Vasiliev’s classical high-spin gravity theory (with some specific gauge-fixing to a fixed background), but which can be used also for loop computations. Our mapping is explicit within the $1/N$ expansion, but in principle can be extended also to finite $N$ theories, where extra constraints on products of bulk fields need to be taken into account.
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1 Introduction and summary

The AdS/CFT correspondence [1–3] is a general relation between conformal field theories (CFTs) in $d$ space-time dimensions and quantum gravity theories on $(d + 1)$-dimensional asymptotically anti-de Sitter (AdS) space-times. For $d > 1$ the quantum gravity theories do not have any independent non-perturbative definition, so the correspondence should be viewed as defining them in terms of the corresponding CFT. When the CFT has an appropriate large $N$ limit, its $1/N$ expansion may be identified with a perturbative expansion of the bulk theory, such that this theory is classical in the large $N$ limit. One can then check the correspondence by comparing this perturbative expansion of the bulk theory (which is well-defined, for instance, if the bulk is a superstring theory) with the $1/N$ expansion of the CFT. This perturbative expansion starts with some classical solution of the bulk theory (this can be a solution of string theory, or, in an appropriate limit, a solution of its supergravity approximation) and quantizes the theory around it. Many checks of the correspondence have been done within this expansion (see, for instance, [4–6]), and in special cases it has even been proven to all orders in this expansion [7–9].

Beyond perturbation theory in $1/N$, the bulk theory is implicitly defined by the CFT, but it would be nice to understand what this definition means for the bulk fields. Is there still for finite $N$ any description of the theory as a sum over bulk gravity configurations, or is the gravity description an effective description that is only valid within the context of the $1/N$ expansion? Do off-shell gravitational configurations have any meaning? Even in the semi-classical limit, it is not clear if we need to sum over all possible gravitational solutions with appropriate boundary conditions, or if there are some limitations. This question arises, for instance, when considering a CFT on a disconnected space-time, where in some cases gravitational solutions connecting two components of the space-time through the bulk exist, but including them in the partition function would contradict locality in the CFT; in the $d = 1$ case such configurations are included on the (well-defined) $2d$ gravity side, related to the fact that the dual CFT is an ensemble of theories rather than a specific CFT [10, 11], but the situation in higher dimensions is not clear.

In this paper we would like to suggest answers to these questions, in the context of one of the simplest examples of the AdS/CFT correspondence, the duality between bosonic
vector models (with $d > 2$) and high-spin gravity theories [12]. The CFT in this case is just the theory of $N$ complex scalar fields $\phi_I (I = 1, \cdots, N)$, with a projection to $U(N)$-invariant states and operators (alternatively one can consider $N$ real scalar fields $\varphi_I$ and project to $O(N)$ invariants). In general it is subtle to impose this projection while keeping the CFT local (though for $d = 3$ this can be done by coupling to a $U(N)$ Chern-Simons theory at infinite level [13–15]), but in this paper we focus just on correlation functions in flat space, where this subtlety does not arise. We will map the $U(N)$-singlet sector of these CFTs to bulk fields (with all integer spins) living on a fixed AdS space, obtaining a description of the theory as a path integral over these bulk fields. Within the $1/N$ expansion we will write down an explicit (albeit non-local) action for the bulk theory, and we will argue that it allows for perturbative computations, with all loop divergences canceling when appropriate counter-terms (which we write down explicitly) are introduced. For finite $N$ we will argue that the theory can still be written as a path integral over the same bulk fields, but that these fields obey complicated non-local constraints involving products of $(N+1)$ bulk fields, such that most configurations of the bulk fields are not included in the path integral (indeed, even anti-de Sitter space itself turns out not to be one of the allowed bulk configurations for finite $N$). Interestingly, we do not see any sign of a sum over different topologies in the bulk, but only of continuous field configurations (including fluctuations of the metric) on a fixed anti-de Sitter space.

We focus on studying this case of free CFTs (and their deformations) since it is the simplest case on the field theory side, where we can easily perform explicit computations. In this case the dual gravitational theories are only understood classically, where they are believed to be described by the equations of motion of Vasiliev’s high-spin gravity [16–18]. No action is known for these theories,¹ which would allow one to compare the partition functions of different solutions, or to compute loop corrections by summing over off-shell modes. Thus, an additional motivation to study this case is that our formalism provides a bulk action for these gravitational theories that allows these computations to be performed, and thus constructs a quantum completion for high-spin gravity theories. Vasiliev’s equations have a huge gauge symmetry, while our bulk fields live on a fixed anti-de Sitter space and have no gauge redundancy. We show that the physical degrees of freedom following from our action match those of Vasiliev’s high-spin gravity. We believe, though we have not shown this, that there is a specific gauge-fixing of Vasiliev’s equations which will reduce them to the classical equations of motion that follow from our bulk action. Note that the huge gauge symmetry of Vasiliev’s equations allows them to be written in a formalism which has a fixed background metric [25], as we have.

The formalism we use to construct the bulk theory is based on the idea of bi-local holography [26–30], and in particular inspired by the recent paper [31]. We begin in section 2 by changing variables in our CFT path integral from the fundamental fields $\phi_I (x)$

---

¹See [19–22] for attempts to compute some terms in the action. It is not clear if Vasiliev’s equations of motion are really well-defined, since infinities show up when performing various (classical) computations [23, 24]; we will not discuss these issues here. We thank Evgeny Skvortsov for discussions on these issues.
to the bi-local $U(N)$-invariant fields

$$G(x_1, x_2) \equiv \frac{1}{N} \sum_{i=1}^{N} \phi_i^*(x_1) \phi_i(x_2). \quad (1.1)$$

Correlation functions of these fields capture all the $U(N)$-invariant information of the theory, so that we do not lose any information (or any $U(N)$-invariant deformations) by changing to these variables. Performing this change of variables requires introducing a cutoff in the field theory, which can be thought of as having a finite number $V$ of spacetime points. In the large $N$ limit $N \gg V$ we can perform the change of variables explicitly, and most of our paper will focus on this limit and on the resulting $1/N$ expansion. For finite $N$ in the continuum limit, the change of variables can still be performed but the bi-local variables obey complicated constraints, that will map in our formalism to complicated constraints on the bulk fields.

In order to map the bi-local fields to the bulk, we first expand them in a basis of eigenmodes of the conformal group $SO(d + 1, 1)$ (we work in Euclidean space throughout this paper for simplicity), given by three-point functions $\langle O_{\Delta_0} (x_1) \hat{O}_{\Delta_0} (x_2) O_{\Delta,J} (y) \rangle$ (where the first two operators are scalar operators with the free field dimension $\Delta_0 = (d-2)/2$, and the last one has dimension $\Delta$ and spin $J$) [32, 33]. This is the topic of section 3, where we rewrite our CFT action in variables $C_{\Delta,J}(y)$ which are the coefficients of these eigen-modes.

In section 4 we show (see also [31]) that modes with precisely the same quantum numbers arise when considering symmetric traceless transverse fields $\Phi_f(X)$ of spin $J$ in $AdS_{d+1}$, with all non-negative-integer spins $J$. In this case the eigen-modes are bulk-to-boundary propagators $G_{\Delta,J}(X,y)$ [34], connecting a point $X$ in the bulk of AdS space with a point $y$ on its boundary. It is then natural to identify the coefficients $C_{\Delta,J}(y)$ of the eigen-modes in the CFT with the coefficients $C_{\Delta,J}^{\text{bulk}}(y)$ of the bulk fields, up to a possible constant $f_{\Delta,J}$ (which can depend on the mode). This gives us an explicit linear mapping between the fluctuation $\eta(x_1, x_2)$ around the bi-local field (1.1) and the bulk fields $\Phi_f$:²

$$\Phi_f(X) = \int_{\gamma_J} \frac{d \Delta}{2 \pi i} \frac{f_{\Delta,J}}{N_{\Delta,J}} \int d^2 y G_{\Delta,J}(X,y) \int d^d x_1 d^d x_2 \eta(x_1, x_2) \langle O_{\Delta_0} (x_1) \hat{O}_{\Delta_0} (x_2) O_{\Delta,J} (y) \rangle, \quad (1.2)$$

where $\hat{\Delta} \equiv d - \Delta$, the normalization constant $N_{\Delta,J}$ will be defined in (3.3), we suppressed the spin indices for simplicity, and in most cases the contour $\gamma_J$ goes over the principal series $\Delta = d/2 + is$ (the precise contour $\gamma_J$ will be described in the main text).³ We can similarly write an inverse map from $\Phi_f(X)$ to $\eta(x_1, x_2)$.

We can then use this map to write down the bulk action for the higher spin fields, which turns out to be explicitly non-local. In section 5 we show that for a specific choice

---

²A similar linear mapping was suggested in [31], based on earlier works on the bi-local formalism. However, the mapping was only presented explicitly there for the case of $d = 2$, for which our analysis does not hold because the free scalar $\phi_i$ is not a primary field in this case. Many of our results are closely related to those of [31], so one can view our formalism as an explicit realization of their framework for $d > 2$.

³Note that this mapping is off-shell and exact, and that it involves bi-local CFT operators; this is very different from the HKLL-type mapping [35] which writes (on-shell) bulk fields in terms of local CFT operators.
of the constant in the mapping we can obtain a local quadratic term in the bulk action, albeit one that is quartic in derivatives, of the schematic form

$$S^{(2)}_{\text{local}}[\Phi_J] \simeq \sum_{J=0}^{\infty} \int dX \Phi_J(X) \left( \nabla_X^2 - M_{d+J-2,J}^2 \right) \left( \nabla_X^2 - M_{d+J,J}^2 \right) \Phi_J(X),$$

(1.3)

where $M_{\Delta,J}^2 \equiv \Delta(\Delta - d) - J$. Quantizing this action leads to two particles of each spin $J$ in the bulk. One of these has a positive propagator and matches with the expected physical particles in the bulk theory (including massless high-spin particles, that are dual to the conserved currents with $J = 1, 2, 3, \cdots$ of the free CFT). The other has a negative propagator, and we interpret it as an unphysical ‘ghost’ mode (in some cases we can show that the quantum numbers of these ‘ghosts’ match with the ones arising from a specific gauge-fixing of Vasiliev’s equations of motion).

In section 6 we discuss the Feynman rules for performing computations with our bulk action, and argue that all loop divergences cancel so that we can perform computations to all orders in $1/N$. In principle this is automatic in our formalism since we directly map the field theory to the bulk, so we are guaranteed to get finite results to all orders in $1/N$ which agree with the CFT, but one has to be careful about several regularizations that are needed in order to get sensible results.

In the final two sections we apply our formalism to two interesting deformations of the CFT. In section 7 we discuss a mass deformation where we give a mass to the fields $\phi_I$, such that the field theory is still free but is no longer conformal. We show that in our formalism there is a corresponding classical solution of the bulk equations of motion, with the appropriate boundary condition. This solution still lives on anti-de Sitter space, but there is a scalar field turned on which breaks the isometries of AdS. In section 8 we discuss the deformation of the free theory to the critical $\mathcal{U}(N)$ theory, which is a non-trivial interacting CFT. As expected [36, 37], the critical theory is described by the same bulk action but with a different boundary condition for the bulk scalar field, which leads to non-trivial (but finite) loop corrections.

Several appendices contain some technical results.

1.1 Future directions

There are many remaining open questions and future directions, and we list some of them here.

A very intriguing question is whether our main result, that we can rewrite our CFT as a bulk path integral over fields living on a fixed anti-de Sitter background, generalizes to more complicated theories. We derived this result for vector models on $\mathbb{R}^d$, and it seems likely that even for these theories on more complicated backgrounds, such as backgrounds including circles, this will need to be modified (for instance, the vector models on a circle exhibit phase transitions in the large $N$ limit [38], which are expected to map to transitions between different topologies in the bulk). Putting the vector models on more complicated backgrounds requires adding $\mathcal{U}(N)$ (or $O(N)$) gauge fields (in particular holonomies around circles), and it would be interesting to understand if this can be done in our framework.
Generalizing our framework to matrix models (such as one would get, in particular, in the presence of dynamical U(N) gauge fields) seems very complicated, due to the large number of independent U(N) invariants that exist in this case (beyond the bi-local fields (1.1)). However, perhaps some general lessons may still apply also in that case.

Some more specific questions are:

- It would be nice to prove that in the classical limit our bulk theories are identical to Vasiliev’s high-spin gravity theories in some gauge; we expect this to be the case since these theories are claimed to be unique.

- It would be interesting to understand the relation between our approach and earlier approaches to derive the AdS/CFT correspondence in this case of free vector models, such as approaches based on identifying the radial direction with a renormalization group scale [39–42].

- The action we obtain on anti-de Sitter space is manifestly non-local. On general grounds we do not expect the gravitational dual to free field theories to be local at distances shorter than the anti-de Sitter radius, but we do expect it to be local at much longer distance scales. It would be nice to confirm that the actions that we obtain have this property.

- In our approach we do not directly use the high-spin symmetry of the free field theories, partly because we are interested in applications like the finite N critical models where it is broken. The presence of massless high-spin fields in the bulk implies that our bulk theory is a gauge-fixed version of a theory in which this high-spin symmetry is gauged. It would be interesting to understand the implementation of this symmetry in our formalism and whether it can be made more explicit.

- It would be interesting to understand better the constraints on our bulk fields at finite N, and whether there is a nice way to write these constraints in the bulk language. More speculatively, non-local relations between quantum gravity fields (which we find) may be related to the black hole information paradox.

- In this paper we analyzed only two solutions of the classical bulk theory (dual to the large N CFT), corresponding to the undeformed CFT and to its mass deformation. It would be interesting to study other solutions.

- It is natural to generalize our analysis to have N fermions instead of N scalars, and work on this is in progress [43]. One advantage of using fermions is that (unlike free scalars) they are primary fields also for d = 2, so one can include this case in the analysis. Another generalization, to the U(N) singlet sector of F flavors of scalars (each with N components), is straightforward, and just requires replacing our bulk fields by \( F \times F \) matrices (with the bulk action involving a single trace over products of these fields). It is also interesting to generalize our results to theories having both fermions and scalars, and, in particular, to supersymmetric vector models.
• In this paper we focus on $d > 2$, but our methods can be used (with some modifications) also for the $d = 1$ case of conformal quantum mechanics. In this case it would be interesting to relate our results to many results on the SYK model (see [44] for a review), which can also be written in bi-local variables that are mapped to the bulk [45], and to various recent results on gravitational theories on $AdS_2$.

• It would be interesting to analyze vector models on other space-times. In particular, the theory on $S^d$ is related by a conformal transformation to the theory on $\mathbb{R}^d$, so it should be easy to generalize our analysis to this case, and to perform a bulk computation of the $S^d$ partition function of these theories. Attempts to do this in high-spin gravity at one-loop order appeared in [46–48]; our framework will allow us to compute also the leading order partition function (without which the one-loop result is not really meaningful), and it will lead to a different one-loop result than the one in [46–48] (because we have different quadratic terms in the bulk).

• It would be interesting to generalize our analysis to SU($N$) (or SO($N$)) gaugetheories, instead of U($N$) ($O(N)$). The big difference in this case is the appearance of extra baryon-like operators, where $N$ fields are contracted with an epsilon symbol, and it would be interesting to understand how to take these operators into account in our framework.

• In the $d = 3$ case, a natural generalization of our models is by coupling them to a $U(N)_k$ Chern-Simons theory, as this does not add any new dynamical fields. The resulting theories still have a high-spin symmetry in the large $N$ limit (with fixed ‘t Hooft coupling $N/k$), though the symmetry is broken at finite $N$, and in the large $N$ limit the dual gravitational theory is believed to be a continuous deformation of the Vasiliev high-spin gravity theories by turning on a single extra coupling there, related to the ‘t Hooft coupling [14, 15]. In our framework the modification seems to be much more drastic, since the bi-locals (1.1) are no longer gauge-invariant (they can be made gauge-invariant by inserting a Wilson line connecting $x_1$ and $x_2$), but the results on the classical gravity dual at infinite $N$ suggest that at least within the $1/N$ expansion there should be a simple way to implement this generalization.

• It would be interesting to generalize our analysis to Lorentzian space, and to understand how the Wick rotation affects our mappings and the bulk physics. In particular it would be nice to understand the Hilbert space in the bulk, and the role of the “ghost”-like fields. It would also be interesting to look for Lorentzian classical solutions corresponding to finite energy density states of the CFT, which we expect to map to black holes on the gravity side, though the free theory does not thermalize so the dynamics of these black holes is quite different from standard ones.

\[ \sum_{i=1}^{N} \phi_i(x_1, t) \phi_i(x_2, t) \] [27, 28]. The two approaches should be equivalent, and it would be interesting to understand the relation between our results and previous results in the equal-time bi-local approach.

---

\[ {\text{Note that in this paper we use covariant bi-local fields (1.1); there is also a Hamiltonian approach using as the basic variable the equal-time bi-local field}} \]
Some other Euclidean vector models are believed to be dual to gravitational theories on de Sitter space [49], and it would also be interesting to generalize our analysis to these theories, and see if they shed any light on these mysterious gravitational theories.

2 From the scalar theory to the bi-local theory

In this section we map the theory of $N$ free massless real scalar fields in $d$ flat infinite Euclidean space-time dimensions to bi-local $O(N)$-invariant variables [26, 50], and the theory of $N$ complex fields to $U(N)$-invariant variables, in preparation for later mapping these variables to a theory living on anti-de Sitter space. This section does not contain any new results, so it can be skipped by readers familiar with this mapping.

For $N$ complex scalar fields $\phi_I(x) (I = 1, \cdots, N)$, all $U(N)$-invariants may be written in terms of the bi-local field

$$G(x_1, x_2) \equiv \frac{1}{N} \sum_{I=1}^{N} \phi_I^*(x_1) \phi_I(x_2).$$

(2.1)

In particular, the local $U(N)$-invariant operators are all descendants of spin $J$ operators $(J = 0, 1, 2, \cdots)$ of the schematic form $O_J(x) \sim \sum_I \phi_I^*(x) \partial^J \phi_I(x)$, which can arise by Taylor expansion of the bi-local fields (2.1) near $x_2 = x_1$. Similarly, we can take $N$ real fields $\varphi_I(x)$ and write all $O(N)$ invariants (but not all $SO(N)$ invariants) in terms of bi-locals $G(x_1, x_2) \equiv \frac{1}{N} \sum_I \varphi_I(x_1) \varphi_I(x_2)$, whose Taylor expansion includes local operators of all even spins $(J = 0, 2, 4, \cdots)$.

The $U(N)$-invariant correlation functions close on themselves, but projecting just to $U(N)$ invariants does not give a local theory (e.g. the theory on a torus would not be modular invariant). We can obtain a local theory of $U(N)$ invariants by gauging $U(N)$, but in general this would force us to introduce gauge fields and modify the theory. There is one case where this projection can be done locally without adding more fields, which is the $d = 3$ case. In this case we can couple the theory to a $U(N)$ Chern-Simons theory at level $k$ and take $k \to \infty$, and this leads to a complete decoupling of the gauge fields [13]. In this paper we will not worry about obtaining a local theory, we will concern ourselves only with correlation functions on $\mathbb{R}^d$ and work in any dimension. A similar procedure should be possible on $S^d$ (which is related by a conformal transformation to our analysis), but not on manifolds containing circles, where making the theory local by gauging $U(N)$ would necessarily add non-trivial holonomies.

We can write the generating function for all $U(N)$-invariant correlation functions as

$$Z_{\text{free}}[J] = \int \prod_{I=1}^{N} D\phi_I(x) \exp \left( - \sum_{I=1}^{N} \int d^d x |\vec{\nabla} \phi_I(x)|^2 - N \int d^d x_1 d^d x_2 J(x_1, x_2) G(x_1, x_2) \right),$$

(2.2)

Note that this is not true if we require only $SU(N)$ invariance, since then we would have also “baryonic” operators made using an epsilon symbol, such as $\epsilon^{i_1 i_2 \cdots i_N} \phi_{i_1}(x_{i_1}) \cdots \phi_{i_N}(x_{i_N})$, which we would need to consider as well.
In order to compute the Jacobian for the change of variables from \( \phi_I(x) \) to \( G(x_1, x_2) \) for \( N \geq V \), for a general \( S[G] \) of the form (2.3), we begin by adding a path integral over \( G \) by:

\[
Z = \int D\phi_I(x) \exp (-S[\phi_I]) = \int DG(x_1, x_2) D\phi_I(x) \exp (-S[G]) \prod_{x_1, x_2} \delta \left( G(x_1, x_2) - \frac{1}{N} \sum_I \phi_I(x_1) \phi_I(x_2) \right). \tag{2.5}
\]

The expressions for the \( O(N) \) case are similar, with a \( \frac{1}{2} \) in front of the first term in the action.

Our goal, following [26, 50], is to rewrite (2.3) as a path integral over the bi-local field \( G(x_1, x_2) \). The problem is that not all components of this field are independent of each other (though they become independent as \( N \to \infty \)). In particular, if we consider the \( G(x_i, x_j) \) for some set of \( K \) points \( x_i \), and view them as a \( K \times K \) matrix with indices \( i \) and \( j \), then the rank of this matrix is bounded from above by \( N \), leading to various relations between its elements (the simplest relations arise for \( N = 1 \), when we have for instance \( G(x_1, x_2)G(x_3, x_4) = G(x_1, x_4)G(x_2, x_3) \); in general we have constraints on products of \( (N + 1) G \)'s or more). In the continuum limit at infinite volume, these constraints are very complicated. In order to simplify the analysis, we put in both an IR and a UV cutoff by assuming that our field theory lives on a lattice with \( V \) points, and perform the analysis with finite \( V \), and take it to infinity only at the end. With this cutoff, \( G(x_1, x_2) \) can be considered as a Hermitian \( V \times V \) matrix (or as a real symmetric matrix for the \( O(N) \) case), and its definition implies that the rank of this matrix, and of any sub-block of it, is not larger than \( N \). In addition, the definition of \( G \) implies that it is a non-negative matrix. This matrix notation will be useful also for traces over matrices (defined by \( \text{Tr}(G) \equiv \int d^d x G(x, x) \)) and for matrix multiplication ((\( GH \))(\( x_1, x_2 \)) \( \equiv \int dq G(x_1, x_3)H(x_3, x_2) \)). Note that the translation from the matrix to continuum integrals involves some power of the UV cutoff (the lattice spacing), which we keep implicit in our notation.

When \( N < V \), which is relevant for finite \( N \) theories in the continuum limit, the constraints on the possible \( G \)'s are quite complicated, and it is not known how to solve them explicitly. There is some path integral over the sub-space of \( G \)'s solving the rank and non-negativity constraints which is equivalent to (2.3), but its form is not known explicitly. However, when \( N \geq V \), which is relevant in particular for the \( 1/N \) expansion, there are no rank constraints, and the only constraint is that \( G \) must be non-negative. In this case we will work out the precise mapping to the bi-local variables below.

### 2.1 The bi-local action

In order to compute the Jacobian for the change of variables from \( \phi_I(x) \) to \( G(x_1, x_2) \) for \( N \geq V \), for a general \( S[G] \) of the form (2.3), we begin by adding a path integral over \( G \) by:

\[
Z = \int D\phi_I(x) \exp (-S[\phi_I]) = \int DG(x_1, x_2) D\phi_I(x) \exp (-S[G]) \prod_{x_1, x_2} \delta \left( G(x_1, x_2) - \frac{1}{N} \sum_I \phi_I(x_1) \phi_I(x_2) \right). \tag{2.5}
\]
Next, we write the delta function as an integral over an auxiliary field $\Sigma(x_1, x_2)$ (using the matrix notation described above, and considering $\phi_I(x)$ as a vector in this notation):

$$Z = \int DG(x_1, x_2) \exp (-S[G]) \int D\Sigma(x_1, x_2) D\phi_I(x) \exp \left( \text{Tr} \left( i\Sigma G - \frac{i}{N} \sum_I \phi_I \Sigma \phi_I^* \right) \right).$$

(2.6)

We can now integrate over the $\phi_I(x)$ (Gaussian integrals), obtaining (up to an $N$-dependent constant):

$$Z = \int DG(x_1, x_2) \exp (-S[G]) \int D\Sigma(x_1, x_2) |\det(\Sigma)|^{-N} \exp (i \text{Tr} (\Sigma \cdot G)).$$

(2.7)

The integral over $\Sigma$ can be performed by the change of variables $\tilde{\Sigma} = \Sigma \cdot G$, with a Jacobian $D\Sigma = |\det(G)|^{-V} D\tilde{\Sigma}$; the path integral over $\tilde{\Sigma}$ is then a constant and we find (up to an overall constant depending on $N$ and $V$)

$$Z = \int DG(x_1, x_2) \exp (-S[G]) |\det(G)|^{(N-V)}$$

$$= \int DG(x_1, x_2) \exp (-S[G] + (N - V) \text{Tr}(\log(G))).$$

(2.8)

This correctly incorporates the Jacobian for the change of variables from $\Phi$ to $G$. In addition, we need to require that the path integral is only over non-negative matrices $G$ (we implicitly assumed this in the last line of (2.8), when we dropped the absolute value from the determinant).

If we were doing the $O(N)$ case, the matrix $G$ would be real and symmetric instead of Hermitian, and the coefficient in the exponent would be $(N - V - 1)/2$ instead of $(N - V)$. (Of course in the large $V$ limit we can ignore the shift of $V$ by one.)

We see that for $N \geq V$ the only modification of the action when we change to the bi-local variables is a single extra term $\text{Tr}(\log(G))$, with a coefficient that depends on $N$ and on our cutoff $V$ (which can be thought of as $V = \text{Tr}(1)$). However, because of the logarithm of the matrix $G$, this term is highly non-local.

In general, the second term in (2.8) means that the bi-local theory is interacting and strongly coupled. However, if $S[G]$ is proportional to $N$ (as in our free scalar theory (2.3)), we have in (2.8) an action proportional to $N$ with a cutoff-dependent counter-term, so we can perform a perturbative expansion in $1/N$. We will see below how these perturbative computations give us the expected results, and in the continuum large-volume limit of infinite $V$, are independent of $V$ and depend only on $N$. We expect similar results to hold also in other regularization methods for the theory, with the value of $V$ depending on the details of the UV and IR regulators. Our computations will be done taking $N$ to infinity first and only then taking $V$ to infinity.

Formally the derivation of the Jacobian above applies also for $N < V$, but in this case it gives nonsensical results (the integral over $G$ in (2.8) generally diverges), so in this case we have to find a different way to impose the rank constraints on $G$. We expect that the
transition between the regime of $N \geq V$ (where we can use (2.8) and perform our large $N$ expansion) and the regime of $N < V$ should be smooth.$^6$

2.2 Perturbative expansion in $1/N$ — the Feynman rules

In this section we perform the perturbative expansion of (2.8) in the $U(N)$ case (the analysis for $O(N)$ is very similar). The field $G(x_1, x_2)$ has a non-zero expectation value in the free scalar theory, and it is natural to expand around it. In $d$ dimensions the scaling dimension of a free scalar field is $\Delta_0 \equiv \frac{d-2}{2}$, and it is clear from the free scalar action that (in the continuum limit)

$$\langle G(x_1, x_2) \rangle = G_0(x_1, x_2) \equiv \frac{\Gamma(d/2 - 1)}{4\pi^{d/2}} |x_1 - x_2|^{-\Delta_0}, \quad (2.9)$$

(this is true except for $d = 2$, where it should be replaced by a logarithm; we will not consider the $d = 2$ case here). As discussed above, in general it is not clear how to compute with (2.8), but in the large $N$ limit (viewing the term proportional to $V$ as a one-loop counter-term independent of $N$) the same expectation value (2.9) arises from the classical equation of motion for $G$ in (2.8). Note that the Laplacian action on (2.9) gives a delta function, which is the identity matrix in our notation, so the inverse of the matrix $G_0$ is the Laplacian operator. In particular, the matrix $G_0$ has maximal rank (for finite $N$ and $V$) even though as discussed above for $N < V$ the allowed matrices $G$ all have rank $\leq N$; but there is no problem in averaging matrices of rank $\leq N$ to get a matrix of maximal rank.

We can now expand around $G_0$:

$$G(x_1, x_2) = G_0(x_1, x_2) + \frac{1}{\sqrt{N}} \eta(x_1, x_2), \quad (2.10)$$

where we chose a convenient normalization for the large $N$ expansion that we will perform below. Note that this expansion is not really sensible at finite $N$, since as discussed above $G_0$ is not an allowed configuration there, so $\eta = 0$ is not allowed; but it is fine in perturbation theory in $1/N$. Note also that the constraint on $\eta$ coming from non-negativity of $G$ is complicated, but in the large $N$ limit this constraint disappears, since all eigenvalues of $G_0$ are non-negative (and independent of $N$).

The free bi-local action (2.8) in terms of $\eta$ reads (up to integration by parts and additive constants)

$$S[\eta] = \sqrt{N} \text{Tr} \left( G_0^{-1} \eta \right) - (N - V) \log \left( 1 + \frac{1}{\sqrt{N}} G_0^{-1} \eta \right). \quad (2.11)$$

$^6$Note that the projection to $U(N)$ or $O(N)$ invariants is expected to give a unitary theory for integer $N$, but for non-integer $N$ it does not [51, 52], and one can construct (using a number of fields of order $N$) $O(N)$-invariant operators that have negative two-point functions; but this may not visible in our action (2.8) which is valid for large $N$. 
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Expanding in powers of $\eta$, we find that the linear term of order $\sqrt{N}$ vanishes as it should, and we can write the action as a sum of a bare action and counter-terms:

$$-S_{\text{bare}}[\eta] = -\frac{1}{2} \text{Tr} \left( \left( G_0^{-1} \eta \right)^2 \right) + \sum_{n=3}^{\infty} \frac{(-1)^{n+1}}{n} N^{1-\frac{n}{2}} \text{Tr} \left( \left( G_0^{-1} \eta \right)^n \right), \quad (2.12)$$

$$-S_{\text{ct}}[\eta] = -\frac{V}{\sqrt{N}} \text{Tr} \left( G_0^{-1} \eta \right) + \sum_{n=2}^{\infty} \frac{(-1)^n}{n} VN^{-\frac{n}{2}} \text{Tr} \left( \left( G_0^{-1} \eta \right)^n \right). \quad (2.13)$$

So the Feynman rules for a perturbative expansion in $1/N$ are:

1. The contraction/propagator is

$$\eta(x_1, x_2)\eta(x_3, x_4) = G_0(x_1, x_4)G_0(x_2, x_3), \quad (2.14)$$

2. The $n$-vertex ($n \geq 3$) is

$$\frac{(-1)^{n+1}}{n} N^{1-\frac{n}{2}} \text{Tr} \left( \left( G_0^{-1} \eta \right)^n \right), \quad (2.15)$$

3. The counter-term $n$-vertex ($n \geq 1$) is

$$\frac{(-1)^n}{n} VN^{-\frac{n}{2}} \text{Tr} \left( \left( G_0^{-1} \eta \right)^n \right), \quad (2.16)$$

4. The symmetry factor should be taken with regard to the ordering in the loop up to cyclic transformations.

### 2.3 Explicit 1-loop calculations

The free scalar theory has the special property that all connected correlation functions of $(\sqrt{N}\eta)$'s are proportional to $N$ (they are given by contractions of the free scalar fields around a single loop). From the point of view of our perturbative expansion in $1/N$, this means that the connected correlators of $\eta$'s should all be given by their classical answers, and all loop corrections should vanish. In this section we show explicitly how this happens in a few examples.

#### 2.3.1 The one-point function of $\eta$

There is no contribution to the one-point function of $\eta$ at tree level. At 1-loop order, we have a tadpole diagram from the cubic interaction, and also the linear counter-term:

$$\langle \eta_{1,2} \rangle_{\text{one-loop}} = \begin{array}{c}
\includegraphics[width=1cm]{tadpole} \\
\includegraphics[width=1cm]{counterterm}
\end{array}$$

$$= \langle \eta_{1,2} \rangle \frac{1}{3\sqrt{N}} \text{Tr} \left( \left( G_0^{-1} \eta \right)^3 \right) + \langle \eta_{1,2} \rangle \frac{-V}{\sqrt{N}} \text{Tr} \left( G_0^{-1} \eta \right) \quad (2.17)$$

$$= \frac{3V}{3\sqrt{N}} (G_0)_{1,2} - \frac{V}{\sqrt{N}} (G_0)_{1,2} = 0,$$

where we got one factor of $V$ from $\text{Tr}(1) = V$ in the loop.
2.3.2 The two-point function of $\eta$

At tree-level, the two-point function of $\eta$ (2.14) is the same as the connected four-point function of the scalar fields, which gives the full correct answer in the free scalar theory.

Next we calculate the connected 1-loop contributions to $\langle \eta_{12}\eta_{34} \rangle$. The first contribution is from the \[\text{diagram},\] which in terms of index contractions (using a hopefully obvious double-line notation) has two diagrams\(^7\) that give

\[
\left\langle \eta_{12}\eta_{34} \frac{1}{32N} \cdot \frac{1}{2} \text{Tr} \left( \left( G^{-1}_0 \eta \right)^3 \right) \right\rangle_{\text{conn}} = \begin{array}{c}
\text{diagram} \\
\text{diagram}
\end{array}
\quad = \frac{1}{N} \left[ V \cdot (G_0)_{14} (G_0)_{23} + (G_0)_{12} (G_0)_{34} \right].
\]

(2.18)

Second is the 4-vertex diagram \[\text{diagram},\] which in terms of index contractions also includes two diagrams:

\[
\left\langle \eta_{12}\eta_{34} \frac{1}{4N} \text{Tr} \left( \left( G^{-1}_0 \eta \right)^4 \right) \right\rangle_{\text{conn}} = \begin{array}{c}
\text{diagram} \\
\text{diagram}
\end{array}
\quad = -\frac{1}{N} \left[ 2V (G_0)_{14} (G_0)_{23} + (G_0)_{12} (G_0)_{34} \right].
\]

(2.19)

Note that the first diagram has a symmetry factor of 2. Finally the counter-term diagram is

\[
\left\langle \eta_{12}\eta_{34} \frac{V}{2N} \text{Tr} \left( \left( G^{-1}_0 \eta \right)^2 \right) \right\rangle_{\text{conn}} = \frac{V}{N} (G_0)_{14} (G_0)_{23}.
\]

(2.20)

Adding everything together we get

\[
\langle \eta(x_1, x_2) \eta(x_3, x_4) \rangle_{\text{1-loop}} = 0
\]

(2.21)
as expected.

2.3.3 Generalities

The possible terms that can appear in connected diagrams at any loop order are just free contractions of the external points (e.g. $(G_0)_{ij}(G_0)_{jk} \cdots (G_0)_{li}$), with some power of $V$ (coming from the counter-terms and from the extra loop lines). The vanishing of loop corrections amounts to the combinatorical calculation of the coefficients of the possible external contractions (including the loop power $V$).

We were not able to prove explicitly the cancellation to all orders in perturbation theory, though it implicitly follows from our derivation of the action. For instance, it

\(^7\)For the $O(N)$ theory we would have the same diagrams without arrows and with a symmetrization over each pair of lines.
seems that there is no simple way to regard a contraction of two vertices inside some generic diagram as one bigger vertex (which would have been useful for this). As an example, one of the contractions of \( \eta(x_1, x_2) \) can be connected into a 4-vertex of \( \eta(x_3, x_4) \). But there are two ways to do this, that together correspond to the symmetry factor of the second diagram. So it is difficult to relate the computations in a simple way. Still it is true that both have the same \( G_0 \)-dependence and opposite signs.

3 From the bi-local theory to the conformal basis

In the previous section we rewrote the free theory partition function as a path integral over bi-local fields \( \eta(x_1, x_2) \) with interacting action (2.11). In order to map this to AdS, it will be convenient to expand this bi-local field in a basis that diagonalizes the Cartan subalgebra of the conformal algebra, involving functions transforming as conformal primaries of dimension \( \Delta \) and spin \( J \). This “conformal basis”, whose elements are 3-point functions, was introduced in [32, 33] (see [53] for a recent discussion). In this and subsequent sections we will work in the embedding space formalism, which we review in appendix A. We denote the coefficients obtained by expanding \( \eta(x_1, x_2) \) in the conformal basis as \( C_{\Delta, J}(P, Z) \), where \( P \) is an embedding space position coordinate (equivalent to a \( d \)-dimensional position \( x \) in the CFT), and \( Z \) is a null vector that keeps track of the spin indices. We can then rewrite the functional integral \( D\eta(P_1, P_2) \) as a functional integral over these coefficients, \( DC_{\Delta, J}(P, Z) \).

To show this, we first introduce the basis and its precise completeness relation. Next, we write the quadratic action in terms of the \( C_{\Delta, J}(P, Z) \) (we will discuss the higher order terms later). In an appendix we repeat the tree-level calculation of the 2-point function of \( \eta \) by calculating the Gaussian integral for the \( C_{\Delta, J}(P, Z) \)'s explicitly, which confirms the validity of the change of variables. While we are interested in the free scalar theory, it will be useful at this stage to perform most of the analysis for a generalized free field theory (GFFT), where the generalized free field \( \phi_I \) has conformal dimension \( \Delta_0 \). The free theory results can then be recovered by setting \( \Delta_0 = \frac{d-2}{2} \).

3.1 The conformal 3-point basis

In order to make the conformal symmetry explicit at the level of the path integral, we would like to use a basis that diagonalizes the Cartan subalgebra of the conformal algebra. In a GFFT, \( \eta(x_1, x_2) \) is in the tensor product of two representations with a scalar primary of dimension \( \Delta_0 \). Because we want to decompose it into irreducible representations of the conformal group, the basis is by definition the Clebsch-Gordan coefficients of the conformal group. By known harmonic analysis [32], the coefficients are exactly three-point functions with OPE coefficient set to one. For a representation with a primary of spin \( J \) (a symmetric
where the shadow coefficient is defined as
\[
\delta(P_1, P_3) \delta(P_2, P_4) = \frac{1}{2} \sum_{J=0}^{\infty} \frac{d\Delta}{2\pi i} \frac{1}{J!(\Delta - J)} N_{\Delta, J}
\]
where \(\Delta_0\) and \(\tilde{\Delta}_0\) denote scalar operators with scaling dimension \(\Delta_0\). The functions (3.1), with an appropriate range of values of \(\Delta\), form a basis in which functions of \(P_1\) and \(P_2\) may be expanded. This basis satisfies the completeness relation

\[
\delta(P_1, P_3) \delta(P_2, P_4) = \frac{1}{2} \sum_{J=0}^{\infty} \frac{d\Delta}{2\pi i} \frac{1}{J!(\Delta - J)} N_{\Delta, J}
\]

where we defined the general notation \(\Delta \equiv d - \Delta\), the contour \(\gamma_{J}\) goes over the principal series \(\Delta = \frac{d}{2} + is\) for real \(s\) (with a small modification for \(J = 0\) that we will derive shortly), and we define the normalization

\[
N_{\Delta, J} = \frac{\pi^{\Delta/2} \Gamma(J + 1)}{\Gamma(\Delta - J) \Gamma(\Delta + J - 1)} \left(\Delta - \frac{d}{2}\right)^{-1} \Gamma(\Delta - 1) \Gamma(\Delta + J - 1) \Gamma(\Delta + J - 1).
\]

For the \(O(N)\) theory, where we multiply a real primary of dimension \(\Delta_0\) by itself, we only have even values of \(J\); in this case we sum only over even \(J\) on the right-hand side of the completeness relation (3.2), and then the left-hand side becomes \(\frac{1}{2} \delta(P_1, P_3) \delta(P_2, P_4) + \delta(P_1, P_3) \delta(P_2, P_3)\), related to the different form of the 2-point functions of \(\eta\) in this theory.

The conformal basis (3.1) also satisfies (for \(\Delta, \Delta'\) in the principal series) the orthogonality relation

\[
\int \frac{dP_1 dP_2}{2\pi i N_{\Delta, J}} \langle \mathcal{O}_{\Delta_0}(P_1) \mathcal{O}_{\Delta_0}(P_2) \mathcal{O}_{\Delta, J}(P, Z) \rangle \langle \mathcal{O}_{\Delta_0}(P_1) \mathcal{O}_{\Delta_0}(P_2) \mathcal{O}_{\Delta', J'}(P', Z') \rangle = \delta_{J, J'} \left(\delta(\Delta - \Delta') \delta(P, P')(Z \cdot Z')^J + \frac{\delta(\Delta - \Delta')}{S_{\Delta, J}(\Delta_0, 0)} \langle \mathcal{O}_{\Delta, J}(P, Z) \mathcal{O}_{\Delta, J}(P', Z') \rangle \right),
\]

where the shadow coefficient is defined as

\[
S_{\Delta, J}(\Delta_0, 0) = \frac{\pi^{\Delta/2} \Gamma(\Delta - J) \Gamma(\Delta + J - 1) \Gamma(\Delta + J - 1)}{\Gamma(\Delta - 1) \Gamma(\Delta + J) \Gamma(\Delta + J - 1)}.
\]

The reason for the second term in (3.4) is because the basis elements for \(\Delta\) and for \(\tilde{\Delta}\) are not independent of each other, but are related by the shadow transform:\(^8\)

\[
\langle \mathcal{O}_{\Delta_0}(P_1) \mathcal{O}_{\Delta_0}(P_2) \mathcal{O}_{\Delta, J}(P, Z) \rangle = \frac{1}{S_{\Delta, J}(\Delta_0, 0)} \int \frac{dP'}{J!(\Delta - J)} \langle \mathcal{O}_{\Delta, J}(P, Z) \mathcal{O}_{\Delta, J}(P', DZ') \rangle \langle \mathcal{O}_{\Delta_0}(P_1) \mathcal{O}_{\Delta_0}(P_2) \mathcal{O}_{\Delta, J}(P', Z') \rangle.
\]

\(^8\)Algebraically this means there exists an intertwining operator between the \(\Delta\) representation and the \(\tilde{\Delta}\) representation [32].
We can now decompose $\eta(P_1, P_2)$ into this basis using the completeness relation (3.2), as
\[
\eta(P_1, P_2) = \sum_{J=0}^{\infty} \int \frac{d\Delta}{2\pi i} \frac{dP}{J!} C_{\Delta,J} (P, DZ) \langle O_{\Delta_0} (P_1) \hat{O}_{\Delta_0} (P_2) O_{\Delta,J} (P, Z) \rangle,
\]
which holds for the $O(N)$ theory by simply restricting the sum to even $J$, and where the coefficients $C_{\Delta,J} (P, Z)$ in both theories are given by
\[
C_{\Delta,J} (P, Z) = \frac{1}{2 N_{\Delta,J}} \int dP_1 dP_2 \eta (P_1, P_2) \langle O_{\Delta_0} (P_1) \hat{O}_{\Delta_0} (P_2) O_{\Delta,J} (P, Z) \rangle.
\]
Since $\eta(P_1, P_2)$ is Hermitian for the $U(N)$ theory, on the principal series we have
\[
C^*_{\Delta,J} (P, Z) = (-1)^J C_{\Delta,J} (P, Z),
\]
which also holds for the $O(N)$ case with only even $J$, since in that case $\eta(P_1, P_2)$ is real. Note that due to the shadow relation (3.6), only half of the coefficients $C_{\Delta,J} (P, Z)$ along the contour $\gamma_J$ are independent. We choose those with $\operatorname{Im}(\Delta) \geq 0$ to be the actual dynamical variables. To extend the integration in (3.7) to the full principal series, we would then like (3.8) to hold also for $\operatorname{Im}(\Delta) < 0$. Using (3.6) we should define the coefficients in this range by:
\[
C_{\Delta,J} (P, Z) = \frac{1}{S_{(\Delta,J)}^{(\Delta_0,\Delta_0)}} \int \frac{dP'}{J! \left( \frac{d}{2} - 1 \right)} \langle O_{\Delta,J} (P, Z) O_{\Delta,J} (P', DZ') \rangle C_{\Delta,J} (P', Z'),
\]
and they will need to satisfy the reality condition (3.9). This extension of the basis will be useful (but not necessary) later.

Note that our mapping (3.7) to the conformal basis implicitly assumed that the bi-local field obeys the following constraints:

1. $\lim_{P_2 \to P_1} \eta(P_1, P_2)$ should be finite.
2. At large $|P_1 + P_2|$ (and fixed difference) $\eta(P_1, P_2)$ should decay.
3. At large $|P_1|$ (or $|P_2|$) and fixed $P_2$ ($P_1$)
\[
\eta(P_1, P_2) \sim |P_1|^{-2\Delta_0} \cdot \text{Power series in } \frac{1}{|P_1|}
\]
4. $\eta(P_1, P_2)$ must be smooth.

The first and third constraints follow in a GFFT from the definition of $\eta$, the second is a sufficient condition for the completeness relation to hold [32][9] (but we will discuss later

\[\int d^d x_1 d^d x_2 d^d x'_1 d^d x'_2 f(x_1, x_2) f(x'_1, x'_2) \langle O_{\Delta_0} (x_1) O_{\Delta_0} (x_1') (O_{\Delta_0} (x_2) O_{\Delta_0} (x_2')) \rangle.\]  (3.12)
This condition is automatically satisfied if $f(x_1, x_2)$ decays at infinity.
the extension of our formalism also to functions that do not obey it), and the fourth is a necessary condition for the completeness relation.

An important subtlety of this construction is that the completeness relation (3.2) was shown in the literature to hold on the principal series $\Delta_0 = \frac{d}{2} + is$, with the contour of integration $\gamma_j$ including only the principal series, while we would like to use it for real values of $\Delta_0$, by analytically continuing it to these values. In order to do this we need to carefully check for which values of $\Delta$, $\Delta_0$ the integral in (3.8) still converges. The conditions for convergence are:

1. Around $P_1 \sim P_2$ we have (assuming a finite limit $\eta(P_1, P_1)$) a power of $|P_1 - P_2|$ equal to $d + \text{Re}(\tilde{\Delta}) - 2\text{Re}(\tilde{\Delta}_0) = 2\text{Re}(\Delta_0) - \text{Re}(\Delta)$. For $\Delta = \frac{d}{2} + is$, the condition for convergence is thus $\Delta_0 > \frac{d}{4}$.

2. In the limit of large $P_1$ (or large $P_2$) we have (using (3.11)) a power of $|P_1|$ equal to $d - 2\text{Re}(\Delta_0) - 2\text{Re}(\tilde{\Delta}_0) = -d$, which is convergent for any $\Delta_0$.

Various subtleties occur for odd $d$ and for $\Delta_0 \leq \frac{d}{4}$, which we now discuss.

**Subtlety for odd $d$.** Plugging (3.8) into (3.7), we can close the contour of integration over $\Delta$ on the real-positive half-plane, and write the integral as a sum over poles. For the completeness relation to make sense, we expect the $\frac{1}{N_{\Delta,j}}$ factor not to contribute any residue. But as we can see in (3.3), $N_{\Delta,j} = 0$ for $\Delta = d - 1, d + 1, \ldots$ at odd dimension $d$ (because of the $\Gamma(\tilde{\Delta} - 1)$ term, except at $\Delta = d + J - 1$; for even values of $d$ these zeros are canceled by the $\Gamma(\tilde{\Delta} - \frac{d}{2})$ term in the numerator). So naively we expect to need to deform the contour so that these poles won’t contribute. But in fact, the analytical continuation of the $dP$ integral has its own zeros. Below we discuss this integral and its poles (see (B.2)). For $d > 1$ it can be shown to be proportional to $\Gamma(\tilde{\Delta} - 1)$, thus removing the poles from $\frac{1}{N_{\Delta,j}}$. To conclude, we need to deform the contour $\gamma_j$ to exclude the discrete poles at integer values of $\Delta$ only for $d = 1$. In this paper we only discuss $d > 2$ so we can ignore this subtlety.

**Subtlety for $\Delta_0 < \frac{d}{4}$.** As we just found out, the expression for $C_{\Delta,j}$ (3.8) is convergent around the principal series only for $\Delta_0 > \frac{d}{4}$. This is an actual problem for us, as for the free scalar theory $\Delta_0 = \frac{d-2}{2} < \frac{d}{4}$ for $d < 4$. To solve this problem we define a new function $\tilde{\eta}(x_1, x_2)$ that is the double shadow-transform [53] of $\eta$: it is implicitly defined by

$$
\eta(P_1, P_2) = \int dPdP' \langle \mathcal{O}_{\Delta_0}(P_1) \mathcal{O}_{\Delta_0}(P) \rangle \langle \mathcal{O}_{\Delta_0}(P_2) \mathcal{O}_{\Delta_0}(P') \rangle \tilde{\eta}(P, P').
$$

(3.13)

The idea is that $\tilde{\eta}(P_1, P_2)$ transforms under the tensor product of two $\tilde{\Delta}_0$ representations, and also has the same boundary conditions as $\eta(P_1, P_2)$ described in (3.11), except replacing

\footnote{These poles (also called the discrete basis) are related to a discrete basis contributing to the Plancherel measure of the group at odd dimensions. [32].}

\footnote{This corresponds to the fact that while the discrete representations of the conformal group exist for any odd $d$, they don’t contribute to the Clebsch-Gordan coefficients of two scalars for $d > 1$. [32].}
$\Delta_0 \leftrightarrow \tilde{\Delta}_0$. Since for any $\Delta_0 < \frac{d}{4}$, its shadow has $\tilde{\Delta}_0 > \frac{d}{4}$, we have no problem decomposing $\tilde{\eta}(P_1, P_2)$ as

$$\tilde{\eta}(P_1, P_2) = \sum_{J=0}^{\infty} \int_{P.S.} \frac{d\Delta}{2\pi i} \int \frac{dP}{J! \left( \frac{d}{2} - 1 \right)} \tilde{C}_{\Delta,J}(P, DZ) \left< \mathcal{O}_{\Delta_0} (P_1) \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta,J} (P, Z) \right>, \quad \text{(3.14)}$$

where the coefficients $\tilde{C}_{\Delta,J}$ are now defined by

$$\tilde{C}_{\Delta,J}(P, Z) = \frac{1}{2} \frac{1}{N_{\Delta,J}} \int dP_1 dP_2 \tilde{\eta}(P_1, P_2) \left< \mathcal{O}_{\Delta_0} (P_1) \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta,J} (P, Z) \right>. \quad \text{(3.15)}$$

This integral is now convergent both for principal series $\Delta_0$ and for our $\Delta_0 < \frac{d}{4}$. We can then substitute (3.14) inside our definition for $\tilde{\eta}$ (3.13), and obtain

$$\eta(P_1, P_2) = \int dP dP' \left< \mathcal{O}_{\Delta_0} (P_1) \mathcal{O}_{\Delta_0} (P') \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta_0} (P') \right> \tilde{\eta}(P', P'')$$

$$= \sum_{J=0}^{\infty} \int_{P.S.} \frac{d\Delta}{2\pi i} \int \frac{dP}{J! \left( \frac{d}{2} - 1 \right)} \tilde{C}_{\Delta,J}(P, DZ) \int dP' dP'' \left< \mathcal{O}_{\Delta_0} (P_1) \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta_0} (P') \mathcal{O}_{\Delta_0} (P'') \right>$$

$$\times \left< \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta_0} (P') \mathcal{O}_{\Delta_0} (P') \mathcal{O}_{\Delta,J} (P, Z) \right> \quad \text{with the last equality we twice used the shadow transform} \quad \text{(3.16)}$$

$$\int dP \left< \mathcal{O}_{\Delta_1} (P) \mathcal{O}_{\Delta_1} (P_1) \mathcal{O}_{\Delta_2} (P_2) \mathcal{O}_{\Delta_3,J} (P_3, Z) \right>$$

$$= S_{\Delta_1,\Delta_2,\Delta_3,J}^\Delta (P_1) \mathcal{O}_{\Delta_2} (P_2) \mathcal{O}_{\Delta_3,J} (P_3, Z) \quad \text{(3.17)}$$

where

$$S_{\Delta_1,\Delta_2,\Delta_3,J}^\Delta \equiv \frac{\pi \frac{d}{2} \Gamma \left( \frac{\Delta_1 - \frac{d}{2}}{2} \right) \Gamma \left( \frac{\Delta_1 + \Delta_2 - \Delta_3 + J}{2} \right) \Gamma \left( \frac{\Delta_1 + \Delta_3 - \Delta_2 + J}{2} \right)}{\Gamma \left( \frac{\Delta_1}{2} \right) \Gamma \left( \frac{\Delta_1 + \Delta_2 - \Delta_3 + J}{2} \right) \Gamma \left( \frac{\Delta_1 + \Delta_3 - \Delta_2 + J}{2} \right)}, \quad \text{with shadow coefficient} \quad \text{(3.18)}$$

and we defined for future convenience

$$\lambda_{\Delta,J} \equiv \frac{16 \pi^d \Gamma^2 \left( \frac{d}{2} - \Delta_0 \right)}{S_{\Delta_0,\Delta,J}^\Delta S_{\Delta_0,\Delta,J}^\Delta} = \frac{16 \Gamma \left( \frac{\Delta_0 - \Delta - J}{2} \right) \Gamma \left( \Delta_0 - \frac{\Delta - J}{2} \right)}{\Gamma \left( \frac{\Delta_0}{2} \right) \Gamma \left( \frac{\Delta_0 - \Delta - J}{2} \right) \Gamma \left( \Delta_0 - \frac{\Delta - J}{2} \right)}. \quad \text{(3.19)}$$

Note that the integral in the last line of (3.16) is divergent for $\Delta_0 < \frac{d}{4}$, if we plug into it the definition of $\tilde{C}_{\Delta,J} (P, Z)$. On the other hand, as we change $\Delta_0$ this definition (3.15) is still convergent. Therefore the only problem in analytically continuing the final expression (3.16) for $\eta (P_1, P_2)$ as a function of $\Delta_0$ are the poles coming from $1/\lambda_{\Delta,J}$. For a given $J$, the function $1/\lambda_{\Delta,J}$ has poles at $\Delta^{(n,J)} = 2\Delta_0 + 2n + J$ and at $\tilde{\Delta}_{(n,J)}$. Note that the $\Delta^{(n,J)}$ are precisely the dimensions of the physical primary operators of the GFFT. When
$\Delta_0$ is in the principal series, only (and all the) poles of first type are inside the integration contour, $\text{Re}(\Delta^{(n,J)}) > \frac{d}{2}$. Therefore, in order to analytically continue this integral from the principal series $\Delta_0$ to $\Delta_0 < \frac{d}{4}$, we need to deform the contour such that new poles $\hat{\Delta}^{(n,J)}$ won’t come in, and to add the $\Delta^{(n,J)}$ that left the contour by hand (see figure 1).

We denote this deformed contour as $\gamma_J$, in terms of which we decompose $\eta$ as

$$
\eta(P_1, P_2) = \sum_{J=0}^{\infty} \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int \frac{dP}{J! \left(\frac{d}{2} - 1\right)} C_{\Delta,J}(P, D_Z) \langle \mathcal{O}_{\Delta_0}(P_1) \hat{\mathcal{O}}_{\Delta_0}(P_2) \mathcal{O}_{\Delta,J}(P, Z) \rangle,
$$

(3.20)

where we now define

$$
C_{\Delta,J}(P, Z) \equiv \frac{16\pi d^2 \Gamma^2 \left(\frac{d}{2} - \Delta_0\right)}{\Gamma^2(\Delta_0)\lambda_{\Delta,J}} \tilde{C}_{\Delta,J}(P, Z).
$$

(3.21)

Note that since the integral (3.15) is not convergent for $\tilde{C}_J$ except around the principal series, when we deform the contour in (3.20) we are also taking the analytical continuation of its integrand as a function of $\Delta$.

The bottom line is that every time a “physical primary” satisfies $\Delta^{(n,J)} < \frac{d}{2}$, we need to deform the contour so that $\eta$ will capture its residue, and not capture that of its shadow $\hat{\Delta}^{(n,J)}$. This is parallel to the discussion of the different quantizations of fields in AdS space [36]. This is also similar to the discussion of contributions from operators with $\Delta < \frac{d}{2}$ to the 4-point function in [54]. Both parallels will have a direct connection in the following sections.

**Subtlety for $d = 4$.** In the special case of $\Delta_0 = d/4$ (which arises in particular for free scalars in $d = 4$) our translation of variables breaks down, both using $\eta$ and using $\tilde{\eta}$. We will not discuss this case in detail, but it seems that our final results for this case can be simply continued from $\Delta_0 > d/4$ (or $d > 4$ for free fields). As discussed for instance in [55], this effectively means taking half of the residue from the pole at $\Delta = 2\Delta_0 = d/2$.

**The free scalar case.** In the special case of the free scalar, namely $\Delta_0 = \frac{d-2}{2}$ (with $d < 4$), we can actually make our results more explicit. In (3.13) we assumed the existence
of a unique \( \tilde{\eta} \) such that its shadow is our \( \eta \). If we try to construct \( \tilde{\eta} \) by an inverse shadow transform, we find that it is divergent for the case we are trying to solve, for which \( \Delta_0 < \frac{d}{2} \). However, for the free theory we can derive a non-integral relation:\footnote{This relation in fact implies that we can reconstruct \( \eta \) out of its derivatives. Explicitly, substituting (3.23) and (3.18) in (3.20):}

\[
\eta(P_1, P_2) = \sum_{j=0}^{\infty} \int_{P.S.} \frac{d\Delta}{2\pi i} \int \frac{dP}{J! (\frac{d}{2} - 1)^j} \tilde{\eta}_{\Delta, J} (P, DZ) \langle \mathcal{O}_{\Delta_0} (P_1) \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta, J} (P, Z) \rangle = \frac{\Gamma^2(d-2)}{16\pi^d} \sum_{j=0}^{\infty} \int_{P.S.} \frac{d\Delta}{2\pi i} \int \frac{dP}{J! (\frac{d}{2} - 1)^j} C_{\Delta, J}(P, DZ) \lambda_{\Delta, J} \\
\times \langle \mathcal{O}_{\Delta_0} (P_1) \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta, J} (P, Z) \rangle = \left( \frac{\Gamma(d-2)}{4\pi^2} \right)^2 \nabla_1^2 \nabla_2^2 \eta(P_1, P_2),
\]

where in the first equality we used (3.14), in the second we used (3.21), and in the third we used (3.7) along with the action of the bilocal Laplacian

\[
\nabla_1^2 \nabla_2^2 \langle \mathcal{O}_{\Delta_0} (P_1) \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta, J} (P, Z) \rangle = \lambda_{\Delta, J} \langle \mathcal{O}_{\Delta_0} (P_1) \mathcal{O}_{\Delta_0} (P_2) \mathcal{O}_{\Delta, J} (P, Z) \rangle,
\]

(3.24)

for the free theory we have

\[
\lambda_{\Delta, J} = \left( M^2_{\Delta, J} - M^2_{\Delta_0, J+2, J} \right) \left( M^2_{\Delta_0, J} - M^2_{\Delta_0, J-2, J} \right), \quad M^2_{\Delta, J} \equiv \Delta (\Delta - d) - J.
\]

(3.25)

So at least in this case we are sure that an appropriate \( \tilde{\eta} \) exists. Note that if we define \( \tilde{\eta} \) from (3.23), it is not obvious that it satisfies the constraint that \( \lim_{P_2 \to P_1} \tilde{\eta}(P_1, P_2) \) is finite. This in fact follows from the OPE for the free theory

\[
\eta(P, P + \epsilon) = \sum_p C_{\phi \phi_p} \epsilon^{-2\Delta_0 + \Delta_p} \mathcal{O}_p (P)
\]

with \( \Delta_p - 2\Delta_0 = 2n \), from which we see that \( \nabla_1^2 \nabla_2^2 \eta(P_1, P_2) \) has a smooth limit (we included here only scalar operators but it is easy to generalize the argument to include all spins).

To summarize the discussion for the free scalar theory, we only need to deform the contour when \( \Delta^{(n, J)} = d - 2 + 2n + J < \frac{d}{2} \). This means that in any case we only need to take care of the poles of \( \Delta^{(0, J)} \), and only for \( J < 2 - \frac{d}{2} \). Therefore for \( 2 < d < 4 \) the only deformation happens for \( J = 0 \), and there we need to add to the contour a circle around the pole of \( \Delta^{(0, 0)} = d - 2 \), and to remove the pole at \( \Delta^{(0, 0)} = 2 \) by adding to the contour a circle of opposite orientation around it (see figure 1). For \( d > 4 \) or for \( J > 0 \) we don’t need to do any contour deformations. This defines the contour \( \gamma_J \) that we will use from here on.
3.2 The free scalar quadratic action

We can now use the results of the previous section to write the action (2.12) in terms of $C_{\Delta,J}$, where as usual we work with the $U(N)$ theory primarily, and comment on the differences for the $O(N)$ theory when they occur.\footnote{Note that the change of variables from $\eta(x_1,x_2)$ to $C_{\Delta,J}$ is linear, so the measure just changes by an unimportant constant.} Let us do this explicitly for the quadratic term in the action:

$$S^{(2)}[C_{\Delta,J}] = \frac{1}{2} \int dP_1 dP_2 \eta(P_1, P_2) \nabla^2_\Delta \nabla^2_\eta(P_2, P_1)$$

$$= \frac{1}{2} \sum_{J,J'=0}^{\infty} (-1)^J \int_{\gamma,J}^{\Delta} \int_{\gamma,J'}^{\Delta'} \frac{dP}{J!(\frac{d}{2}-1)_J} \int \frac{dP'}{J'!(\frac{d}{2}-1)_{J'}} \times C_{\Delta,J} (P, DZ) C_{\Delta',J'} (P', DZ')$$

$$\times \lambda_{\Delta',J'} \int dP_1 dP_2 \langle \mathcal{O}_{\Delta_0} (P_1) \hat{\mathcal{O}}_{\Delta_0} (P_2) \mathcal{O}_{\Delta,J} (P, Z) \rangle$$

$$\times \langle \mathcal{O}_{\Delta_0} (P_1) \hat{\mathcal{O}}_{\Delta_0} (P_2) \mathcal{O}_{\Delta',J'} (P', Z') \rangle$$

$$= \sum_{J=0}^{\infty} (-1)^J \int_{\gamma,J}^{\Delta} \frac{dP}{J!(\frac{d}{2}-1)_J} \lambda_{\Delta,J} N_{\Delta,J} C_{\Delta,J}(P, DZ) C_{\Delta,J}(P, Z),$$

where in the second equality we used the decomposition in (3.20) as well as the action of the bi-local Laplacian on our basis with eigenvalue $\lambda_{\Delta,J}$ given in (3.25). In the third equality we used the orthogonality relation (3.4), where note that each term on the right-hand side of (3.4) contributes equally under our contour. For the $O(N)$ theory, we have the exact same results except the sum now only runs over even $J$ and we have an extra factor of $\frac{1}{2}$ due to that extra factor in the $O(N)$ version of (2.12).

In appendix B we use the quadratic action (3.27) to compute the two-point function of $\eta$, and we confirm that we obtain the same result as in the previous section. This is a consistency check on our mapping to the $C_{\Delta,J}$ variables. By Taylor expanding the two-point function of $\eta$’s as some of the points approach each other, we can obtain the two-point functions of all the singlet local operators.

We can similarly write the higher order interaction terms in (2.12) in terms of $C_{\Delta,J}$. Unlike the quadratic term, we do not expect these terms to be local in $P$ or $\Delta$, since we cannot apply the orthogonality relation anymore.\footnote{One might speculate about a generalized orthogonality relation that would collapse multiple three-point basis elements into pairs of $\Delta$ and $P$ delta functions. Unfortunately, it is unlikely such a relation exists, since a conformal integral of $n$ three-point functions should be related to both products of delta functions and $m$-point functions for $m \leq n$, but these latter are only orthogonal in $\Delta$ for $n = 2$.} Nonetheless, one should still be able to compute $1/N$ corrections with them, and in particular show that (when including the counter-terms) all such corrections vanish for the free theory. Note that as in the previous section, we need to regularize the theory in order to be able to compute loop diagrams; any regularization (which cuts off both UV and IR divergences) should lead to some value of $V$ in (2.13), such that after computing the diagrams all terms with positive powers of $V$ cancel, and we should be able to remove the regulator and obtain finite results.
4 The AdS/CFT map

We have completed our discussion of the CFT, and are now ready to discuss the bulk higher spin theory in AdS. We know that our CFT has one primary symmetric traceless local operator of every spin $J$ (only even spins for $O(N)$), and we anticipate that these will be related to bulk fields of spin $J$. Indeed, we will show that if we expand symmetric traceless spin $J$ bulk fields $\Phi_J$ in terms of a basis of bulk-to-boundary propagators, which diagonalizes the Cartan of the conformal algebra, then just like the CFT conformal basis, it is labeled by $\Delta$ and $J$. Thus we have variables with the same quantum numbers on both sides, and we can construct a mapping which identifies the coefficients $C_{\Delta,J}(P,Z)$ of our CFT basis with the coefficients of the bulk basis, giving an explicit map from the CFT to the bulk (as anticipated in [26, 31]). We will use this map in particular to relate the spin $J$ singlet local operators in the CFT to the boundary limit of $\Phi_J$. As in previous sections, we explicitly consider the $U(N)$ theory, while similar results for the $O(N)$ theory can be found by simply restricting the sums over $J$ to even $J$ throughout.

For simplicity we set the AdS curvature radius to one everywhere. This means that in the bulk we measure everything in units of this radius. As usual, this implies that dimensionful bulk couplings (such as Newton’s constant) will be given by the appropriate power of the AdS radius times an appropriate power of $N$, that comes from the fact that $n$-point vertices come with a factor of $N^{1-n/2}$.

4.1 The isometric bulk-to-boundary propagator basis

Bulk-to-boundary propagators $G_{\Delta,J}(X,P;W,Z)$ form a natural basis for spin $J$ bulk fields $\Phi_J(X)$, just as three-point functions formed a natural basis for bi-locals in the previous section. We express these propagators using the embedding space formalism for both bulk and boundary coordinates as reviewed in appendix A, where $P$ is the embedding space boundary coordinate, $Z$ is a null vector that keeps track of boundary indices, $X$ is the embedding space bulk coordinate, and $W$ is a null vector that keeps track of bulk indices. The bulk-to-boundary propagator of a massive spin $J$ field on $AdS_{d+1}$ is this language is\textsuperscript{15}

$$G_{\Delta,J}(X,P;W,Z) = \frac{((-2P \cdot X)(W \cdot Z) + 2(W \cdot P)(Z \cdot X))^J}{(-2P \cdot X)^{\Delta+J}}, \quad (4.1)$$

which is the unique solution to the AdS$_{d+1}$ Laplace equation

$$\nabla^2_X G_{\Delta,J}(X,P;W,Z) = M^2_{\Delta,J} G_{\Delta,J}(X,P;W,Z), \quad M^2_{\Delta,J} \equiv \Delta (\Delta - d) - J, \quad (4.2)$$

which satisfies the transversality condition

$$\nabla_X \cdot K_W G_{\Delta,J}(X,P;W,Z) = 0, \quad (4.3)$$

\textsuperscript{15}In [34] this bulk-to-boundary propagator is denoted by $\Pi_{\Delta,J}$ and includes an extra numerical factor.
and also the boundary condition (as X approaches the boundary)\footnote{When \( \Delta = \tilde{\Delta} \), as can happen for the scalar bulk field in \( d = 4 \), the second term will have a \( \log(z) \), which distinguishes its scaling in \( z \) from the first term.}

\[
G_{\Delta,J} \left( \frac{1}{z} P', P; \frac{1}{z} Z', Z \right) = z^{\Delta - J} \langle O_{\Delta,J} (P, Z) O_{\Delta,J} (P', Z') \rangle + z^{d - \Delta - J} S_B^{\Delta,J} \delta(P, P')(Z \cdot Z')^J + \cdots.
\]

Here, the bulk shadow coefficient is \cite{34}

\[
S_B^{\Delta,J} \equiv \frac{\pi^{d/2} \Gamma(\Delta - \frac{d}{2})}{(J + \Delta - 1) \Gamma(\Delta - 1)},
\]

and it appears in the bulk analog of the shadow transform (3.6):

\[
G_{\Delta,J}(X, P; W, Z) = \frac{1}{S_B^{\Delta,J}} \int \frac{dP'}{J! (\frac{d}{2} - 1)_J} G_{\Delta,J}(X, P', W, DZ') \langle O_{\Delta,J} (P', Z') O_{\Delta,J} (P, Z) \rangle.
\]

In \cite{34} it was shown that any appropriate\footnote{See the discussion about boundary conditions below.} bulk spin \( J \) symmetric and traceless tensor can be spanned by the complete basis of gradients \( (W \cdot \nabla)^l \) \( G_{\Delta,J-l} (X, P; W, Z) \) for \( 0 \leq l \leq J \) and \( \Delta = \frac{d}{2} + is \) (the principal series). In order to write down the corresponding completeness relation, it is useful to define the AdS harmonic function

\[
\Omega_{\Delta,J}(X_1, X_2; W_1, W_2) = \int \frac{dP}{J! (\frac{d}{2} - 1)_J} \frac{G_{\Delta,J}(X_1, P; W_1, DZ) G_{\Delta,J}(X_2, P; W_2, Z)}{\alpha_J N_{\Delta,J}},
\]

where we already defined \( N_{\Delta,J} \) in (3.3), and

\[
\alpha_J = \frac{2^J \Gamma(\frac{d}{2} + J)}{\pi^{d/2} \Gamma(J + 1)}.
\]

The corresponding completeness relation then reads:\footnote{The bulk-to-boundary basis also obeys an orthogonality relation given in equation 227 of \cite{34}, which we will not use.}

\[
\delta(X_1, X_2)(W_{12})^J = \int_{P.S.} \frac{d\Delta}{2\pi i} \Omega_{\Delta,J} (X_1, X_2; W_1, W_2) + \sum_{l=1}^J (W \cdot \nabla_1)^l (W \cdot \nabla_2)^l \int_{P.S.} \frac{d\Delta}{2\pi i} A_{\Delta,J,l} \Omega_{\Delta,J-l} (X_1, X_2; W_1, W_2),
\]

where \( W_{12} = W_1 \cdot W_2 \), and

\[
A_{\Delta,J,l} \equiv \frac{2^l (J - l + 1)!}{l! (d + 2J - 2l - 1)!} \frac{\left( \frac{d}{2} + J - l - \frac{1}{2} \right)_l}{(d + J - l - \Delta)_l (\Delta + J - l)_l},
\]

such that \( A_{\Delta,J,0} = 1 \). As explained in \cite{34}, the role of the \( l \geq 1 \) terms in (4.9) is to give the non-transverse terms in the delta function, so that it is natural to define

\[
\delta^{TT}(X_1, X_2)(W_{12})^J \equiv \int_{P.S.} \frac{d\Delta}{2\pi i} \Omega_{\Delta,J} (X_1, X_2; W_1, W_2),
\]

which is a delta function acting on traceless transverse functions.
We can now decompose $\Phi_J(X)$ into this basis using the completeness relation (4.9) as

$$
\Phi_J(X, W) = \int_{P, S} \frac{d\Delta}{2\pi i} \int \frac{dP}{J! \left( \frac{d}{2} - 1 \right)} C^{\text{bulk}}_{\Delta, J}(P, DZ) G_{\Delta, J}(X, P; W, Z),
$$

(4.12)

where the coefficients $C^{\text{bulk}}_{\Delta, J}(P, Z)$ are by the completeness relation

$$
C^{\text{bulk}}_{\Delta, J}(P, Z) = \frac{1}{\alpha_J N_{\Delta, J} \left( \frac{d-1}{2} \right) J!} \int dX \Phi_J(X, K_W) G_{\Delta, J}(X, P; W, Z).
$$

(4.13)

Note that here we chose our bulk fields $\Phi_J(X, W)$ to be transverse

$$
\nabla_X \cdot K_W \Phi_J(X, W) = 0,
$$

(4.14)

so that we did not need to include the $l \geq 1$ basis functions from (4.9); we will see that we can map our CFT variables just to such transverse fields (if we want we can add in also non-transverse components by a bulk field redefinition, but we do not need them).

4.2 The CFT-to-AdS mapping

We now have the same set of variables in the CFT and in the bulk AdS, so we can simply identify the $C_{\Delta, J}$ appearing in the expansion of $\eta(P_1, P_2)$ in the field theory in (3.7) with the $C^{\text{bulk}}_{\Delta, J}$ appearing in the expansion of $\Phi_J(X, W)$ in AdS in (4.12). However, for each $\Delta$ and $J$ the conformal symmetry fixes this identification only up to a constant, so the general mapping between the two sides which is consistent with the conformal symmetry is given by

$$
C^{\text{bulk}}_{\Delta, J}(P, Z) = f_{\Delta, J} C_{\Delta, J}(P, Z)
$$

(4.15)

for some normalization factor $f_{\Delta, J}$. The only subtlety here is that for $\Delta_0 < d/4$ and $J = 0$ our $C$’s in the CFT were defined to be on a different contour than the one we had above in AdS, so we need to modify the contour we use in (4.12) accordingly, and we will discuss the interpretation of this below.

The consistency of the identification (4.15) imposes some constraints on the normalization factor $f_{\Delta, J}$. For instance, we can apply the CFT shadow relation for $C_{\Delta, J}$ in (3.10) and the bulk shadow relation (4.6) to the bulk expansion (4.12), and use the shadow invariance of the contour $\gamma_J$ to derive the consistency condition

$$
\frac{f_{\Delta, J}}{f^*_{\Delta*J}} = \frac{S^*_{B}}{S^*_{(\Delta_0, \Delta_0)}} = \frac{\Gamma(\Delta + J) \Gamma^2 \left( \frac{\Delta + J}{2} \right)}{\Gamma \left( \frac{\Delta + J}{2} \right) \Gamma^2 \left( \frac{\Delta + J}{2} \right)}.
$$

(4.16)

Also, the CFT hermiticity condition (3.9) implies that for real bulk fields $\Phi_J$ we need

$$
f^*_{\Delta, J} = (-1)^J f_{\Delta*, J},
$$

(4.17)

which can be easily fulfilled by taking the normalization $f_{\Delta, J}$ to be a real analytic function times (say) $(i)^J$.
We can in fact write an explicit mapping from $\eta(P_1, P_2)$ to $\Phi_J(X, W)$ by plugging the CFT definition of the $C_{\Delta, J}$ in (3.8) into (4.12). Recall from section 3 that the definition of $C_{\Delta, J}$ required subtle analytic continuations depending on the range of $\Delta_0$ (or of $d$ for the free theory), so to define this mapping we need to discuss each case separately. As in the CFT section, it is useful when performing these analytic continuations to consider the GFST case with general real $\Delta_0$, and then restrict to the free theory we care about by setting $\Delta_0 = \frac{d - 2}{2}$.

We start with the simplest case $\Delta_0 > \frac{d}{2}$ (i.e. $d > 4$ for the free theory), where the integral in (3.8) converges, so we can simply plug it into (4.12) to define the CFT-to-AdS mapping

$$\Phi_J(X, W) = \frac{1}{2} \int_{P.S.} \frac{d\Delta}{2\pi i} \frac{f_{\Delta, J}}{N_{\Delta, J}} \int \frac{dP}{\Gamma \left( \frac{d}{2} - 1 \right)} \int dP_1 dP_2 G_{\Delta, J} \langle X, P; W, DZ \rangle \langle O_{\Delta_0} (P_1) \hat{\Delta}_0 (P_2) O_{\Delta, J} (P, Z) \rangle \eta(P_1, P_2).$$

(4.18)

For $\Delta_0 < \frac{d}{2}$ (i.e. $d < 4$ for the free theory) recall that $C_{\Delta, J}$ is only well defined in terms of the auxiliary bilocal field $\tilde{\eta}(P_1, P_2)$ using (3.15) and (3.21). We can plug these definitions into (4.12) and (4.15) to get

$$\Phi_J(X, W) = \frac{1}{2} \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int \frac{dP}{\Gamma \left( \frac{d}{2} - 1 \right)} \int dP_1 dP_2 \frac{f_{\Delta, J}}{\lambda_{\Delta, J} N_{\Delta, J}}$$

$$\times G_{\Delta, J} \langle X, P; W, DZ \rangle \langle O_{\Delta_0} (P_1) \hat{\Delta}_0 (P_2) O_{\Delta, J} (P, Z) \rangle \tilde{\eta}(P_1, P_2).$$

(4.19)

For the free theory we can use the explicit relation in (3.23) between $\tilde{\eta}$ and $\eta$ to then get

$$\Phi_J(X, W) = \frac{1}{2} \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int \frac{dP}{\Gamma \left( \frac{d}{2} - 1 \right)} \int dP_1 dP_2 \frac{f_{\Delta, J}}{\lambda_{\Delta, J} N_{\Delta, J}}$$

$$\times G_{\Delta, J} \langle X, P; W, DZ \rangle \langle O_{\Delta_0} (P_1) \hat{\Delta}_0 (P_2) O_{\Delta, J} (P, Z) \rangle \nabla_1^2 \nabla_2^2 \eta(P_1, P_2).$$

(4.20)

Note that naively we can integrate this by parts to obtain (4.18) (just with a shifted contour), but if we try to do this we would get divergences near $P_1 = P_2$ as discussed above.

We can think of the mappings (4.18), (4.20) as an explicit convolution

$$\Phi_J(X, W) = \int dP_1 dP_2 M_J(X, W \, | \, P_1, P_2) \eta(P_1, P_2),$$

(4.21)

and this will be useful in section 6. These mappings involve various integrals, and we have to make sure that they are well-defined. Our definition of the CFT-to-AdS mappings in (4.18) and (4.20) is that the $\Delta$ integral with $\Delta = \frac{d}{2} + is$ should have a large $s$ cutoff $|s| < s_{\text{cutoff}}$, and we take it to infinity only after performing all the other boundary and bulk coordinate integrals. As we will argue below, this procedure guarantees the convergence of the integrals. The right way to understand (4.21) is to have different mappings $M_J^{\text{cutoff}}$ as a function of the cutoff, and we take the limit only after performing the $P_1, P_2$ integrals. Thus $M_J(X, W \, | \, P_1, P_2)$ must be understood as a distribution. Note that for any finite cutoff it is still invariant under the conformal symmetry.
We would like to understand why the \(s_{\text{cutoff}}\) procedure gives finite results. We need to show that with a cutoff all the integrals are finite, and that the result does not diverge as we take \(s_{\text{cutoff}}\) to infinity. In both (4.18) and (4.20), no singularities of the \(P_1, P_2\) integrals (as functions of \(P, \Delta\)) are supposed to arise, as they were already taken care of by the construction of the \(C_{\Delta, J}\) under the prescribed boundary conditions of \(\eta\) (see (3.11)). The \(P\) integrand behaves as \(|P|^{-2d}\) at large \(|P|\) and thus converges. At \(P = x\) (the tangential component of the bulk point \(X\) the propagator has a finite limit as long as \(z \neq 0\) (where \(z\) is the radial coordinate of \(X\)). For a finite cutoff the integral over \(s\) \((\Delta = \frac{d}{2} + is)\) is also finite, as long as the normalization \(f_{\Delta, J}\) is non-singular (or integrable) on the principal series. The reason is that both \(\frac{1}{N_{\Delta, J}}\) (for \(d > 4\)) and \(\frac{1}{N_{\Delta, J}^{\lambda_{\Delta, J}}}\) (for \(d < 4\)), the propagators and the three-point functions in (4.18), (4.20) are continuous as a function of \(s\). We conclude that indeed for a given cutoff the integrals are finite and commute with each other for any \(d\).

The only possible divergence appears as we try to remove the cutoff. The reason is that at large \(s\) we have (using (3.3)) \(\frac{1}{N_{\Delta, J}} \sim s^d\) and therefore for \(d > 4\) (4.18) naively diverges. For \(d < 4\) we may get away with it as (using (3.3) and (3.19)) \(\frac{1}{N_{\Delta, J}^{\lambda_{\Delta, J}}} \sim s^{4\Delta - d} = s^{d-4}\).

But this analysis is lacking because of two reasons. First, we don’t know the large \(s\) scaling of \(f_{\Delta, J}\). In addition, the rest of the integrand, i.e. the propagator and the three-point, oscillates rapidly at large \(s\), and the \(P_1, P_2, P_3\) integrals may generate a negative enough power of \(s\) that will make the integral converge. We will first learn what is the correct large \(s\) scaling of the \(P, P_1, P_2\) integrals in both (4.18) and (4.20), and then use it to constrain the behavior of \(f_{\Delta, J}\) so that the limit converges.

We will use \(y^i, y^i_1, y^i_2\) as the coordinates of \(P, P_1, P_2\), and \((x^i, z)\) as the upper half space coordinates of \(X\). For any \(d\) and \(J\), the \(P, P_1, P_2\) integrand in (4.18), (4.20) has the same \(s\) dependence:

\[
\left( \frac{z}{(x - y)^2 + z^2} \frac{|y - y_1||y - y_2|}{|y_1 - y_2|} \right)^{is}.
\] (4.22)

The first term is from the bulk-to-boundary propagator, and the second is from the three-point function. We can find the large \(s\) limit of the integrals by a stationary phase approximation of the integrals over \(y\) and \(y_+ = \frac{1}{2}(y_1 + y_2)\), keeping the integral over \(y_- = y_1 - y_2\). The saddle-point solution turns out to be \(y_+ = y = x\). The saddle-point value of (4.22) is \(\frac{|y_+|^s}{|z|^s}\), and the 1-loop determinant gives (as we integrated over 2\(d\) variables) \(s^{-d}\) times an \(s\)-independent term. Therefore we have

\[
\int dPdP_1dP_2 \ldots \sim \text{large } s \int d^d y_- (\cdots) \left| \frac{y_-}{z} \right|^{is} s^{-d},
\] (4.23)

Where the \(\cdots\) on the right-hand side are some function that depends on \(y_-, x, z\) and the spin indices of \(\Phi\), and is linear in \(\eta((x^i + y^i_1 - y^i_2)/2)\).

Starting from the \(d > 4\) case (4.18), we have another overall factor of \(\frac{f_{\Delta, J}}{N_{\Delta, J}} \sim s^d f_{\Delta, J}\) and so overall we have

\[
\Phi_j(X, W) \sim \text{large } s \int_{-\infty}^\infty ds f_{\Delta, J} \int d^d y_- (\cdots) \left| \frac{y_-}{z} \right|^{is}.
\] (4.24)

Assuming at large \(s\) that \(f_{\Delta, J} \sim s^a e^{ib s}\) for \(a \in \mathbb{Z}\) and \(b \in \mathbb{R}\), we get that the integral over \(s\) converges to a derivatives of a delta function that localizes \(y_-\) to a sphere with a
radius proportional to $z$, and thus a finite result (albeit with $\mathcal{M}_J$ a distribution rather than a function if $a \geq 0$). For $d < 4$ (4.20) our outside factor is $\frac{f_{\Delta,J}}{(\Delta,J)^{\Delta,J}} \sim f_{\Delta,J}s^{d-4}$ and so overall

$$\Phi_J(X, W) \sim \int_{s_{\text{cut}}}^{\infty} ds f_{\Delta,J} s^{-4} \int d^d y_-(\ldots) \left| \frac{y_j}{z} \right|^{ia}. \quad (4.25)$$

This has the exact same properties as the $d > 4$ case up to a shift of $a$ by 4, and so is finite in the same sense. The bottom line is that as long as $f_{\Delta,J}$ has a power-law times an oscillating behavior at large $s$, instead of an exponentially large in $s$ behavior, all of the integrals involved in our mapping are finite, and we can safely take $s_{\text{cut}}$ to infinity at the end of our computations.

### 4.3 The boundary conditions for $\Phi_J(X)$

So far we did not discuss the boundary conditions that $\Phi_J(X)$ needs to obey in order to have a decomposition (4.12), and the boundary conditions we obtain (off-shell) by our mapping from the CFT, so let us discuss this now. For clarity, we take the bulk coordinates of the CFT, so let us discuss this now. For clarity, we take the bulk coordinates of

$$G_{\Delta,J}(x, z|y)_{\mu_1, \ldots, \mu_l|i_1, \ldots, i_l} = \left( \frac{z}{(x-y)^2 + z^2} \right)^{\Delta} (A_{\mu_1, i_1} \cdot \ldots \cdot A_{\mu_l, i_l} - \text{traces}), \quad (4.26)$$

where $A_{i,j} = z^{-1} (\delta_{i,j} - 2 \frac{(x-y)_i(x-y)_j}{(x-y)^2 + z^2})$ and $A_{z,i} = -\frac{2(x-y)_i}{(x-y)^2 + z^2}$.

#### Small $z$

To find the small $z \sim 0$ limit of (4.12), we should start with the small $z$ limit of the bulk-to-boundary propagator $G_{\Delta,J}$ (with all indices lowered). Using (4.26), we get the expected scaling on the right-hand side of (4.4). Similar to the discussion around (4.5), each term in (4.4) contributes the same amount inside the integral. The leading behavior depends on the contour of integration. In our decomposition (4.12) we integrate just over the principal series. Since we argued above that the integral over $s$ converges (perhaps giving some localized contributions), we see that $\Phi_J(X)$ decays as $z \to 0$ at least as $z^{\frac{d}{2} - J}$.

In some cases (such as on-shell correlation functions) we may be able to close the contour and argue that there are only contributions from poles with $\text{Re}(\Delta) > \frac{d}{2}$, such that the decay is even faster, but in general this is all we can say.

In our mapping from the CFT for $J = 0$ and $d < 4$, we use the deformed contour $\gamma_0$, which has an extra contribution near the allowed pole at $\Delta = 2\Delta_0 = d - 2$. When the integrand has a pole at that value, it will give a contribution to $\Phi_0(X)$ going as $z^{2\Delta_0}$. Conversely, when we have such contributions, we need to modify the contour that we use in our expansion of the bulk field, in order to include them. We will see in the next subsection that we can expand the bulk fields with the modified boundary conditions that include such terms by modifying the contour, such that all of our analysis above still holds.

#### Large $|x|$.

At large $|x|$ the bulk-to-boundary propagator at the principal series scales as $|x - y|^{-d}$ for $y^i \neq x^i$, and has a finite limit at $x^i = y^i$. Thus the integral over $y$ (4.12) in this limit gets contributions just from regions of large $y$, either near $x$ or far from $x$. The
large $|y|$ behavior of $C_{\Delta,J}(y^i)$ can be found using (3.8) (or (3.15) for $d < 4$), and similar arguments imply that it is governed by the behavior of $\eta(x_1, x_2)$ at large $x_+ = x_1 + x_2$. We conclude that the large $x_+$ behavior of $\eta$ dictates the large $|y|$ behavior of $C_{\Delta,J}(y)$, which in turn dictates the large $|x|$ behavior of $\Phi_J$. In particular, if $\eta$ decays at large $x_+$ as we assumed in (3.11), then $\Phi_J(x, z)$ will decay at large $|x|$. We will discuss non-decaying field configurations in section 7 below.

4.4 The AdS-to-CFT mapping

In the previous subsections, we defined the CFT-to-AdS mapping, by plugging the CFT definition of $C_{\Delta,J}$ in (3.8) into the expansion of $\Phi_J(X, W)$ in (4.12) in terms of $C_{\Delta,J}^{\text{bulk}}$, and using the mapping (4.15). Since our mapping is linear, we can define also the inverse AdS-to-CFT mapping, by plugging the AdS definition of $C_{\Delta,J}^{\text{bulk}}$ in (4.13) into the expansion of $\eta(P_1, P_2)$ in (3.7). To do this, we first need to check that the resulting integral in (4.13) is well-defined for every value of $d$, using our boundary conditions.

Let us define $X = (x^i, z)$, then we need to check for convergence at large $|x|$ and at small $z$. At large $|x|$ the propagator has a power of $x^{-d}$ which cancels against the integral measure. We assume as above that $\Phi_J$ decays at large $|x|$ and then the integral converges. At small $z$ the measure has $z^{-d}$, the propagator has $z^{\Delta - J}$, the contraction of indices gives $z^{2J}$, and as discussed above, when we just have the principal series then $\Phi_J$ gives at most $z^{d - J}$. Thus, in this case we have no divergence as $z \to 0$ (on the principal series). But for $d < 4$ and $J = 0$ we had to add the contribution from the $\Delta = 2\Delta_0 = d - 2$ pole, giving a scaling of $\Phi_0 \sim z^{2\Delta_0} = z^d - 2$. The total power of the integral is now negative, $z^{2\Delta_0 - d} = z^{d - 2}$, and the integral diverges.

For $d > 4$, we conclude that (4.13) is convergent, so we can immediately plug it into the decomposition of $\eta$ in (3.20) to get an explicit AdS-to-CFT mapping

$$
\eta(P_1, P_2) = \sum_{J = 0}^{\infty} \int_{P.S.} \frac{d\alpha J}{2\pi i \alpha J N_{\Delta,J} f_{\Delta,J}} \int \frac{dP}{(d-1)_J (\frac{d}{2} - 1)_J J!^2} \times \int dX \langle O_{\Delta_0} (P_1) \hat{O}_{\Delta_0} (P_2) O_{\Delta,J} (P, DZ) \rangle G_{\Delta,J} (X, P; K_W, Z) \Phi_J (X, W) .
$$

(4.27)

For $d < 4$, we can use the same formula for the $J > 0$ terms on the right-hand side, but we need to replace the $J = 0$ term by

$$
\int_{\gamma_0} \frac{d\Delta}{2\pi i \alpha_0 N_{\Delta_0} \Delta_0 f_{\Delta_0}} \int dP \int dX \langle O_{\Delta_0} (P_1) \hat{O}_{\Delta_0} (P_2) O_{\Delta,0} (P) \rangle G_{\Delta,0} (X, P) \times \left( \nabla_X^2 - M_{d-2,0}^2 \right) \left( \nabla_X^2 - M_{d,0}^2 \right) \Phi_0 (X) ,
$$

(4.28)

as we will now show. The $J = 0$ term must be modified because as discussed above the integral in (4.13) is not convergent in this case. We can find a convergent integral by defining $\tilde{\Phi}_0$ using the $\tilde{C}_{\Delta,0}$ that we defined for this case in (3.15), to get

$$
\tilde{\Phi}_0 (X) = \int_{P.S.} \frac{d\Delta}{2\pi i} \int dP f_{\Delta,0} \tilde{C}_{\Delta,0} (P) G_{\Delta,0} (X, P) .
$$

(4.29)
Because the integration contour here is just the principal series, the small $z$ behavior of $\Phi_0(X)$ is at most $z^d$, and we can safely define the inverse relation

$$f_{\Delta,0} \tilde{C}_{\Delta,0}(P) = \frac{1}{\alpha_0 N_{\Delta,0}} \int dX \Phi_0(X) G_{\Delta,0}(X, P). \tag{4.30}$$

We can then relate $\Phi_0$ to $\tilde{\Phi}_0$ for the free theory as

$$\tilde{\Phi}_0(X) = \left( \nabla_X - M_{d-2,0} \right) \left( \nabla_X - M_{d,0}^2 \right) \Phi_0(X), \tag{4.31}$$

which follows from (4.12), (4.29), (3.21), and the identity

$$\left( \nabla_X - M_{d+J-2,J}^2 \right) \left( \nabla_X - M_{d+J,J}^2 \right) G_{\Delta,J}(X, P; W, Z) = \lambda_{\Delta,J} G_{\Delta,J}(X, P; W, Z), \tag{4.32}$$

using (3.25) and (4.2). Finally, we can combine (4.30), (4.31), and the definition of $C_{\Delta,0}$ in terms of $\tilde{C}_{\Delta,0}$ in (3.21), to get a well-defined relation between $C_{\Delta,0}$ and $\Phi_0$:

$$f_{\Delta,0} C_{\Delta,0}(P) = \int \frac{dX}{\alpha_0 N_{\Delta,0} \lambda_{\Delta,0}} G_{\Delta,0}(X, P) \left( \nabla_X^2 - M_{d-2,0}^2 \right) \left( \nabla_X^2 - M_{d,0}^2 \right) \Phi_0(X), \tag{4.33}$$

which we can then plug into the decomposition of $\eta$ in (3.20) for the $J = 0$ term, to get the modified AdS-to-CFT map given in (4.28). Note that we can also plug (4.33) into (4.12) to get the deformed version of the completeness relation (4.9):

$$\Phi_0(X) = \int dY \left( \int \frac{d\Delta}{2\pi i} \Omega_{\Delta,0}(X, Y) \right) \left( \nabla_Y^2 - M_{d-2,0}^2 \right) \left( \nabla_Y^2 - M_{d,0}^2 \right) \Phi_0(Y), \tag{4.34}$$

which will be useful later.

Equations (4.27), (4.28) are the direct mapping from the bulk fields $\Phi_J$ to the boundary bi-local field. Similarly to the inverse mapping (see section 4.2), we understand the $\Delta = \frac{d}{2} + i s$ integral as having a large $s$ cutoff $|s| < s_{\text{cutoff}}$, and we take it to infinity only after performing all the integrals. We can think of the mapping (4.27), (4.28) as an explicit convolution

$$\eta(P_1, P_2) = \sum_{J=0} \int dX M_{J}^{-1}(P_1, P_2; X, K_W) \Phi_J(X, W). \tag{4.35}$$

Again, to understand this equation we must perform different convolutions $M_{J}^{-1}s_{\text{cutoff}}$ as a function of the cutoff, and remove it only after performing the $X$ integral. Thus $M_{J}^{-1}$ should be understood as a distribution in $X$.

Showing the finiteness of (4.27), (4.28) is very similar to the discussion at the end of section 4.2. At finite $s_{\text{cutoff}}$, the possible singularities of the $X$ integral were already taken care of at the beginning of this subsection (assuming the boundary condition for $\Phi_J$ discussed in section 4.3). The $P$ integrand behaves as $|P|^{-2d}$ at large $|P|$ and thus converges. At $P = P_1$ or $P = P_2$ the integrand has a power of $-\text{Re}(\Delta) = -\frac{d}{2}$, and thus also converges. With a finite $s_{\text{cutoff}}$, the integral over $s$ ($\Delta = \frac{d}{2} + i s$) is finite, as long as the inverse normalization $\frac{1}{\lambda_{\Delta,0}}$ is non-singular (or integrable) on the principal series.

We still need to discuss what happens as we try to remove the cutoff, where divergences may arise because $\frac{1}{N_{\Delta,0}} \sim s^d$. To study this divergence we approximate the leading large
behavior of the $P, X$ integrals using the stationary phase approximation. Denote by $x_1^i, x_2^i, y^i, (x^i, z)$ the coordinates of $P_1, P_2, P, X$, respectively. For any $d$ and $J$, the integrand of (4.27), (4.28) has the following dependence on $s$:

$$\left(\frac{|x_1 - x_2|}{|y - x_1||y - x_2|} \frac{(x - y)^2 + z^2}{z}\right)^{is}. \quad (4.36)$$

The first term is from the three-point function, and the second is from the bulk-to-boundary propagator. We can find a saddle point for the integrals over $x^i$ and $y^i$, keeping the $z$ integral. The saddle point is $x^i = y^i = \frac{1}{2}(x_1^i + x_2^i)$, and the saddle-point value depends on $s$ as $\left|\frac{z}{x_1 - x_2}\right|^{is}$. The 1-loop determinant (we integrated over $2d$ variables) goes as $s^{-d}$ times an $s$-independent term. We end up with

$$\int dPdX \ldots \sim \int dz(\ldots) \left|\frac{z}{x_1 - x_2}\right|^{is} \cdot s^{-d}, \quad (4.37)$$

where the $\ldots$ in the brackets on the right-hand side denote a function of $z, x_1, x_2$ which is linear in $\Phi_J((z_1 + z_2)/2, z)$.

In the general case (4.27), we have another overall factor of $\frac{1}{\Lambda_{\Delta, J}} \sim s^{d\epsilon/\Lambda_{\Delta, J}}$ and so overall we have

$$\eta(x_1, x_2) \sim \int_{-\infty}^{\infty} ds \frac{1}{f_{\Delta, J}} \int dz(\ldots) \left|\frac{z}{x_1 - x_2}\right|^{is}. \quad (4.38)$$

Thus, if we assume that at large $s$ $\frac{1}{f_{\Delta, J}} \sim s^a e^{isb}$ for $a \in \mathbb{Z}$ and $b \in \mathbb{R}$, then the integral over $s$ converges when we remove the cutoff, localizing $z$ to a constant times $|x_1 - x_2|$. As above, for $a \geq 0$ the resulting $M_J^{-1}$ should be interpreted as a distribution. For $J = 0, d < 4$ we have outside the integral another factor of $\frac{1}{\Lambda_{\Delta, J}} \sim s^{4\Delta_0 - 2d} = s^{-4}$, which only makes the integral more convergent. In section 4.2 we got the same constraint but on $f$ itself. Together, we find that our mappings are finite (as promised above) if we have

$$\lim_{s \to \pm \infty} \left|f_{\Delta, J} \right| \sim s^{a} \quad (4.39)$$

for some $a \in \mathbb{Z}$.

### 4.5 The bulk dual of CFT single trace operators

We will now discuss a specific limit of our mapping, namely how singlet local operators in the CFT are mapped to the bulk. For clarity, we will use explicit coordinates instead of embedding space in this subsection. Recall that spin $J$ “single trace” singlet local operators $S^J_{\epsilon_1 \ldots \epsilon_J}(x)$ in the $\text{U}(N)$ (or $\text{O}(N)$) free theory are defined in terms of the bi-local as

$$S^J_{\epsilon_1 \ldots \epsilon_J}(x_1) \equiv \lim_{\epsilon \to 0} D^J_{\epsilon_1 \ldots \epsilon_J}(x_1, x_2) \eta(x_1, x_2)|_{x_2 = x_1 + \epsilon \hat{e}}, \quad (4.40)$$

where $\hat{e}$ is an arbitrary unit vector, and the bi-local differential operator $D^J_{\epsilon_1 \ldots \epsilon_J}$ can be found in [56] and is fixed such that $S_J(x)$ is a conformal primary normalized with two-point
function
\[
\langle S^J_{1\ldots i\ldots j}(x_1)S^J_{1\ldots i\ldots j}(x_2) \rangle = A_J \left( \frac{I_{j_1(i_1(x_{12}) \cdots I_{j_j(j)}(x_{12}))}{x_{12}^{2d-2+j)}} - \text{traces} \right),
\]
\[
I_{ij} = \delta_{ij} - 2x_i x_j \pi^2, \quad A_J = \frac{\pi^{-d} \Gamma \left( \frac{d}{2} + J - 1 \right) \Gamma(d + J - 3)}{2^{d+J} \Gamma(J + 1) \Gamma \left( \frac{d-3}{2} + J \right)}.
\]
\[\text{(4.41)}\]

For instance, for \( J = 0 \) we have \( D^0 = 1 \) and we recover the coefficient \( A_0 = \frac{\Gamma(2d-1)^2}{16\pi^d} \) in the bi-local 2-point \( J_0 \).

We will start by showing that \( S^J(x) \) for general \( J \) is related on-shell to the boundary limit of \( \Phi_J(x, z) \) as
\[
\langle S^J_{1\ldots i\ldots j}(x) \rangle = \frac{1}{f_{d-2+j,J}} \lim_{\varepsilon \to 0} \varepsilon^{2-d-J} \langle \Phi_J(x_1, x_2, \varepsilon) \rangle,
\]
\[\text{(4.42)}\]
where \((x, \varepsilon)\) are the upper half space coordinates of the bulk position, and the AdS spin indices became boundary spin indices in this limit. The angle brackets and the \( \cdots \) denote that this relation holds on-shell, i.e. with any other operator inserted inside an expectation value.

We start by acting with \( D^J_{1\ldots i\ldots j}(x_2) \) on the bi-local \( \eta(x_1, x_1 + \varepsilon \hat{\epsilon}) \) in the \( \varepsilon \to 0 \) limit to get
\[
S^J_{1\ldots i\ldots j}(x_1) = \lim_{\varepsilon \to 0} \sum_{J' = 0}^\infty \int_{\gamma_{J'}} \frac{d\Delta}{2\pi i} \int d^dy C^\Delta_{j_1\ldots j_{J'}}(y) D^J_{1\ldots i\ldots j}(x_2) \langle O \Delta_0(x_1) \hat{O} \Delta_0(x_2) \rangle_{x_2 = x_1 + \varepsilon \hat{\epsilon}}
\]
\[
= \lim_{\varepsilon \to 0} \sum_{J' = 0}^\infty \int_{\gamma_{J'}} \frac{d\Delta}{2\pi i} \int d^dy C^\Delta_{j_1\ldots j_{J'}}(y) \frac{2\delta_{J,J'} \langle O \Delta_0 \rangle_{x_1} (\hat{O} \Delta_0)(x_1) \rangle + (\hat{\epsilon}-\text{dependent})}{\varepsilon^{2\Delta_0 + J - \Delta}}
\]
\[\text{(4.43)}\]
where in the first equality we used the definition of \( S^J \) (4.40) and the expansion of the bi-local in the \( C^\Delta_{j,j} \) basis (3.7), in the second equality we used that when \( D^J \) acts on the three-point function basis the only leading order in \( \varepsilon \) term that does not depend on the arbitrary direction \( \hat{\epsilon} \) is given by the spin \( J \) two-point function, and in the third equality we used the shadow transform (3.10). Note the factor of 2 in the second equality, which comes from the fact that in the \( \varepsilon \to 0 \) limit of the three-point, there are two terms related by shadow invariance, analogous to the boundary limit of the bulk-to-boundary propagator (4.4). We can then compare this to the small \( \varepsilon \) expansion of \( \Phi_J(x_1, \varepsilon) \) in the \( C^\Delta_{j,j} \) basis (4.12) to get
\[
\Phi_{J,i_1\ldots i_J}(x_1, \varepsilon) = \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int d\Delta \hat{\epsilon}_J^\Delta C^\Delta_{j_1\ldots j_{J'}}(y) G^\Delta_{J,i_1\ldots i_J}(x_1, \varepsilon | y)
\]
\[\text{(4.44)}\]
where in the first equality we used the mapping (4.15) that holds so long as we change the principal series contour in (4.12) to \( \gamma_J \) as discussed in section 4.2, and in the second
equality we used the boundary limit of $G_{\Delta,J}$ in (4.4) and the shadow transform (3.10). Note the factor of 2 since each term in (4.4) contributes equally under the $\Delta$ integral.

In general, it is difficult to perform the $\Delta$ integrals in (4.43) and (4.44), since we know very little about general $C_{\Delta,J}$. For instance, the contour $\gamma_J$ for $d > 4$ or $J' > 0$ and $d \leq 4$ is the principal series $\text{Re}(\Delta) = d/2$, so along this contour the leading term $\varepsilon^{2-\Delta+J'}$ diverges for the free theory. To get the finite answer for $S^{J}_{i_1...i_J}(x_1)$ that we expect, there must be complicated cancellations. When $S^{J}_{i_1...i_J}(x_1)$ and $\Phi^J_{i_1...i_J}(x_1,\varepsilon)$ appear in correlation functions, however, we expect to be able to close the contours in (4.43) and (4.44) to get the expected discrete series of poles, and the result should not depend on the direction $\hat{e}$ used to define $S^{J}_{i_1...i_J}(x_1)$. So on-shell, we can ignore the second term in (4.43), and evaluate both (4.43) and (4.44) by taking the pole $\Delta = 2\Delta_0 + J = d - 2 + J$ that gives a finite result for $S^{J}_{i_1...i_J}(x_1)$ (other poles give contributions that vanish as $\varepsilon \to 0$), which yields the relation (4.42).

For $d < 4$ and $J' = 0$, recall that the contour $\gamma_0$ includes a deformation from the principal series to include the pole $\Delta = d - 2 < d/2$. Since the principal series contribution goes to zero as $\varepsilon^{2-\Delta+J'}$ in this case, we know even off-shell that the only contribution as $\varepsilon \to 0$ to the integrals in (4.43) and (4.44) comes from the $\Delta = d - 2$ pole, which is the only pole on the other side of the principal series. This yields the relation

$$S^0(x) \equiv \eta(x,x) = \frac{1}{f_{d-2,0}} \lim_{\varepsilon \to 0} \varepsilon^{2-d}\Phi_0(x,\varepsilon), \quad (4.45)$$

which unlike the general equation (4.42) holds even off-shell, and in particular it continues to hold under deformations of the theory. This off-shell relation will prove useful when discussing “double-trace” deformations and the critical theory below.

5 The bulk quadratic action

Now that we have defined an explicit mapping in the previous section between the bilocal $\eta(P_1,P_2)$ and the bulk fields $\Phi_J(X,W)$ for every spin $J$, we can use it to construct the bulk action by mapping the bilocal action. In this section, we focus on the quadratic bulk action, as obtained from the quadratic bilocal action in section 3.2. For general bulk normalization $f_{\Delta,J}$, we will compute the bulk 2-point function using this action and analyze the particle spectrum. For a certain choice of $f_{\Delta,J}$, we will get a local quadratic action, and the 2-point function can then be simply written in terms of (modified) bulk-to-bulk propagators.

---

19 In computations in the CFT, these discrete poles arise when computing correlators of the $C_{\Delta,J}(y)$, as in the calculation of the bi-local propagator in appendix B. We will see in the next section that this arises also directly in bulk computations, since for any reasonable choice of $f_{\Delta,J}$ the leading behavior of the bulk propagator of $\Phi_J$ when one of the points goes to the boundary gets a contribution just from a discrete pole at $\Delta = d - 2 + J$ which gives precisely the behavior in (4.42).
5.1 The quadratic action

We start from the bi-local quadratic action written in terms of the $C_{\Delta,J}$ in (3.27) for the U(N) theory, which we repeat here for clarity:

$$S^{(2)} = \sum_{j=0}^{\infty} \int \frac{d\Delta}{2\pi i} (-1)^j \lambda_{\Delta,J} N_{\Delta,J} \frac{1}{j! (\frac{d}{2} - 1)} \int dP C_{\Delta,J}(P, DZ) C_{\Delta,J}(P, Z).$$  \hspace{1cm} (5.1)

We can plug in the value of $C_{\Delta,J}$ in terms of the bulk fields, coming from (4.13) and the mapping (4.15), to get

$$S^{(2)}[\Phi_J] = \sum_{j=0}^{\infty} \int \frac{dX_1 dX_2}{((d-1)/2, j)!} \Phi_J(X_1, K_{W_1}) \Phi_J(X_2, K_{W_2}) \int \frac{d\Delta}{2\pi i} (-1)^j \lambda_{\Delta,J} \Omega_{\Delta,J}(X_1, X_2; W_1, W_2)$$

$$= \sum_{j=0}^{\infty} \int \frac{dX_1 dX_2}{((d-1)/2, j)!} \frac{d\Delta}{\alpha_j f_{\Delta,J} J_{\Delta,J}} \Omega_{\Delta,J}(X_1, X_2; W_1, W_2),$$ \hspace{1cm} (5.2)

where in the second equality we used integration by parts and (4.32). Note that for $J = 0$ and $d < 4$ we must use (4.33) instead of (4.13), so the $J = 0$ term in (5.2) should be replaced by

$$\int dX_1 dX_2 \left( \nabla_{X_1}^2 - M_{d-2,0}^2 \right) \left( \nabla_{X_2}^2 - M_{d,0}^2 \right) \Phi_0(X_1) \times \left( \nabla_{X_2}^2 - M_{d-2,0}^2 \right) \left( \nabla_{X_2}^2 - M_{d,0}^2 \right) \Phi_0(X_2) \int_{\gamma_0} d\Delta \frac{\Omega_{\Delta,0}(X_1, X_2)}{\alpha_0 \lambda_{\Delta,0} f_{\Delta,0} J_{\Delta,0}}.$$ \hspace{1cm} (5.3)

For generic $f_{\Delta,J}$ this non-local quadratic action (5.2) is the best we can do. However, if we choose an $f_{\Delta,J}^{local}$ so that

$$f_{\Delta,J}^{local} f_{\Delta,J}^{local} = (-1)^J,$$ \hspace{1cm} (5.4)

then we can apply the bulk completeness relation (4.9) to (5.2) to get the local quadratic action

$$S^{(2)}_{local}[\Phi_J] = \sum_{j=0}^{\infty} \frac{1}{\alpha_j} \int \frac{dX}{((d-1)/2, j)!} \Phi_J(X, K) \left( \nabla_X^2 - M_{d-2,0}^2 \right) \left( \nabla_X^2 - M_{d,0}^2 \right) \Phi_J(X, W),$$ \hspace{1cm} (5.5)

where we used the fact that $\Phi_J(X, W)$ is transverse. So for this special choice of the normalization of our mapping we obtain a local bulk quadratic action.\footnote{The same local bulk quadratic action was found in [31], using different considerations to determine the precise mapping.} For the O(N) theory, we get the same answer except with only even $J$ and an extra factor of $1/2$ from the bi-local quadratic action. We will discuss our interpretation of the two masses that appear here below, when we compute the bulk 2-point function and analyze the resulting spectrum.
Note that for \( J = 0 \) and \( d < 4 \) we get a slightly different action (5.3), which can naively be related by integration by parts to (5.5) (but this can lead to extra boundary terms in general). However, this modified action gives precisely the same bulk two-point function (5.23) as we get for \( d > 4 \) below, and we can also obtain this bulk two-point function by directly mapping the CFT two-point function to the bulk (using the \( d < 4 \) mapping).

Making this “local” choice for \( f \), we can in fact solve the constraint (5.4) for \( f_{\Delta,J}^{\text{local}} \) using the shadow relation (4.16) and the reality constraints (4.17) on \( f_{\Delta,J} \), to get the explicit form

\[
 f_{\Delta,J}^{\text{local}} = \left( -1 \right)^J \frac{S_B \Delta,J}{S_{\Delta,J}\Delta_0} = \left( -1 \right)^J \frac{\Gamma(\Delta + J)\Gamma^2 \left( \frac{\Delta + J}{2} \right)}{\Gamma(\bar{\Delta} + J)\Gamma^2 \left( \frac{\Delta + J}{2} \right)}.
\]

(5.6)

Notice that (5.6) has a unit modulus \( |f_{\Delta,J}^{\text{local}}| = 1 \) everywhere on the principal series. Thus it also satisfies the condition (4.39) for a finite mapping. Unfortunately, this form of \( f_{\Delta,J} \) is not analytic in \( \Delta \) (though it is analytic near the principal series), so that we have to be careful when continuing expressions involving it away from the principal series. The function (5.6) has branch points at \( \Delta = d + J + n \) and \( \Delta = -J - n \) for \( n = 0, 1, \cdots \), and we can choose it to have branch cuts on the intervals \([d + J + n, d + J + n + 1]\) and \([-J - n - 1, -J - n]\) for even non-negative integers \( n \). With this choice \( f_{\Delta,J}^{\text{local}} \) is analytic between \(-J < \Delta < d + J\), and specifically in the region between the principal series \( \text{Re}(\Delta) = \frac{d}{2} \) and the physical dimension \( \Delta = d - 2 + J \) (for \( d > 2 \)), which is what we need for our analytic continuations.

There are other choices of \( f \) which are more complicated but which still give local quadratic terms. All these choices (if we do not introduce additional singularities in \( f \) beyond those of (5.6)) still have a pole of the bulk propagator at \( M_{d + J - 2,J}^2 \), while the pole at \( M_{d + J,J} \) may be shifted to other locations.

### 5.2 Bulk-to-bulk propagators

We can now use the quadratic bulk action to compute bulk correlation functions, which will be expressed in terms of bulk-to-bulk propagators.\(^{21}\) Since our bulk fields \( \Phi_j(X,W) \) are transverse, the bulk-to-bulk propagators that naturally arise for us differ slightly from the standard bulk-to-bulk propagator discussed e.g. in [34], which naturally applies to bulk fields that are not transverse. We will first review the standard propagators, and then discuss our modification.

The massive bulk-to-bulk propagator \( \Pi_{\Delta,J}(X_1, X_2; W_1, W_2) \) is defined in [34] as the solution to the differential equation

\[
 (\nabla_1^2 - M_{\Delta,J}^2)\Pi_{\Delta,J}(X_1, X_2; W_1, W_2) = -\delta(X_1, X_2)W_{12}^{\prime} + \cdots,
\]

(5.7)

subject to the modified transversality condition

\[
 \nabla_1 \cdot K_{W_1}\Pi_{\Delta,J}(X_1, X_2; W_1, W_2) = \cdots,
\]

(5.8)

\(^{21}\)We use this term to refer to the propagator of bulk fields with a canonical kinetic term, it should not be confused with the two-point function of our bulk fields.
and to the boundary condition relation to the bulk-to-boundary propagator

$$\lim_{z \to 0^\pm} \Pi_{\Delta,J}(X, \frac{1}{z} P; W, \frac{1}{z} Z) = z^{\Delta-J} c_{\Delta,J} G_{\Delta,J}(X, P; W, Z) + O(z^{\Delta-J+1}),$$  

with

$$c_{\Delta,J} \equiv \frac{(J + \Delta - 1) \Gamma(\Delta - 1)}{2\pi^2 \Gamma(\Delta + 1 - \frac{d}{2})}. \tag{5.10}$$

The \( \cdots \) in (5.7) and (5.8) signify that these equations hold up to nonzero contact terms, so that \( \Pi_{\Delta,J}(X_1, X_2; W_1, W_2) \) is not in fact transverse. The explicit \( \Pi_{\Delta,J}(X_1, X_2; W_1, W_2) \) was constructed including these contact terms in [34], using the split presentation

$$\Pi_{\Delta,J}(X_1, X_2; W_1, W_2) = \sum_{l=0}^{J} \int_{\gamma_J} \frac{d\Delta'}{2\pi i} a_l(\Delta', \Delta) \frac{(W_1 \cdot V_1)(W_2 \cdot V_2)}{M_{\Delta,J}^2 - M_{\Delta,J}^2} \Omega_{\Delta',J-l}(X_1, X_2; W_1, W_2),$$  \( \tag{5.11} \)

where \( \gamma_J \) is the contour used in previous sections. The coefficients \( a_l(\Delta', \Delta) \) are given by a recursion formula, of which we will only use the fact that \( a_0(\Delta', \Delta) = 1 \), and that the poles in \( \Delta \) for \( \Pi_{\Delta,J} \) are then given by

$$\Pi_{\Delta,J} \text{ poles : } P_J = d - 1, d, \ldots d + J - 2 \quad \text{and} \quad \bar{P}_J = 1, 0, \ldots, 2 - J.$$  \( \tag{5.12} \)

Note that \( \bar{P}_J \) is the shadow of \( P_J \), and that if we only had the \( l = 0 \) term in (5.11), then \( \Pi_{\Delta,J} \) would have been transverse since \( G_{\Delta,J} \) is transverse (4.3). The AdS harmonic function was shown in [34] to equal

$$\Omega_{\Delta,J}(X_1, X_2; W_1, W_2) = \left( \Delta - \frac{d}{2} \right) \left( \Pi_{\Delta,J}(X_1, X_2; W_1, W_2) - \Pi_{\Delta,J}(X_1, X_2; W_1, W_2) \right),$$  \( \tag{5.13} \)

which we can then plug back into (5.11) and use the fact that the contour, the denominator, and the \( a_l(\Delta', \Delta) \) are invariant under \( \Delta' \leftrightarrow \Delta' \) to get

$$\Pi_{\Delta,J}(X_1, X_2; W_1, W_2) = \sum_{l=0}^{J} \int_{\gamma_J} \frac{d\Delta'}{2\pi i} a_l(\Delta', \Delta) \frac{((W_1 \cdot V_1)(W_2 \cdot V_2))^l}{M_{\Delta,J}^2 - M_{\Delta,J}^2} \times \frac{(2\Delta' - d)\Pi_{\Delta',J-l}(X_1, X_2; W_1, W_2)}{M_{\Delta,J}^2 - M_{\Delta,J}^2}.$$  \( \tag{5.14} \)

We can then perform the \( \Delta \) integral by closing the contour to the right, where for each \( l \) we will pick up both the single pole \( \Delta' = \Delta \) from \( (M_{\Delta,J}^2 - M_{\Delta,J}^2)^{-1} \), as well as all the poles \( P_{J-l} \) in (5.12) from \( \Pi_{\Delta',J-l} \). We see that the entire right-hand side in the expression for \( \Pi_{\Delta,J} \) is in fact given by the \( \Delta' = \Delta \) pole for \( l = 0 \), and that the role of the \( l > 0 \) terms is just to cancel the spurious poles \( P_{J-l} \) for each \( l \). This is in fact one way of fixing the coefficients \( a_l(\Delta', \Delta) \).

The preceding discussion was for the massive propagator with \( \Delta > d - 2 + J \). In the massless limit \( \Delta \to d - 2 + J \), we see from (5.12) that the propagator diverges, which is

---

\( \text{Our normalization for } \Pi_{\Delta,J}(X_1, X_2; W_1, W_2) \) is the same as [34], but our \( G_{\Delta,J}(X, P; W, Z) \) differs by the constant \( c_{\Delta,J} \), as mentioned before.
the standard story for gauge fields that one needs to fix a gauge to find a finite propagator. Several such gauges are discussed in [19], and their ultimate effect is to modify the explicit form of the $a_l(\Delta', \Delta)$ in (5.11) for $l > 0$. The $l = 0$ term is gauge-invariant, however, and corresponds to the physical transverse propagating modes. One can define a bulk-to-bulk propagator $\Pi^{TT}$ that only includes this physical mode as

$$\Pi^{TT}_{\Delta, J}(X_1, X_2; W_1, W_2) = \int_{\mathbb{R}^d} \frac{d\Delta' \Omega_{\Delta', J}(X_1, X_2; W_1, W_2)}{2\pi i \left( M^2_{\Delta', J} - M^2_{\Delta, J} \right)},$$

(5.15)

where we took just the $l = 0$ term from the right-hand side of (5.11). The superscript $TT$ refers to the fact that since we only include the $l = 0$ term, this propagator is both traceless and transverse

$$\nabla_1 \cdot K_W \Pi^{TT}_{\Delta, J}(X_1, X_2; W_1, W_2) = 0.$$  \hspace{1cm} (5.16)

These properties are in fact exactly what we need for our transverse bulk field. We can then evaluate the $\Delta$ integral just as we did above by replacing $\Omega_{\Delta, J}$ by $\Pi_{\Delta, J}$ using (5.13) and the shadow invariance of the contour, then closing the contour to the right and collecting poles to get

$$\Pi^{TT}_{\Delta, J}(X_1, X_2; W_1, W_2) = \Pi_{\Delta, J}(X_1, X_2; W_1, W_2)
- \sum_{p=d-1}^{d+J-2} \frac{(2p-d)}{M^2_{\Delta, J} - M^2_{\Delta, J}} \text{Res} \left[ \Pi_{\Delta', J}(X_1, X_2; W_1, W_2) \right]_{\Delta' = p},$$

(5.17)

where the first term came from the $\Delta' = \Delta$ pole from $(M^2_{\Delta, J} - M^2_{\Delta, J})^{-1}$, and the second term came from the poles $P_J$ of $\Pi_{\Delta', J}$. In the massless limit $\Delta \to d - 2 + J$, the $\Delta' = d - 2 + J$ pole becomes a double pole and we get the finite result

$$\Pi^{TT}_{d-2+J, J}(X_1, X_2; W_1, W_2) = \frac{\partial \left[ \left( \Delta - d - J + 2 \right) \Pi_{\Delta, J}(X_1, X_2; W_1, W_2) \right]_{\Delta = d-2+J}}{4 - d - 2J}
- \sum_{p=d-1}^{d+J-3} \frac{(2p-d)}{M^2_{\Delta, J} - M^2_{\Delta, J}} \text{Res} \left[ \Pi_{\Delta', J}(X_1, X_2; W_1, W_2) \right]_{\Delta' = p}.$$ \hspace{1cm} (5.18)

The transverse bulk-to-bulk propagator satisfies many of the features of the standard bulk-to-bulk propagator, with some slight modifications. We find that (5.13) applies identically to $\Pi^{TT}_{\Delta, J}$ as

$$\Omega_{\Delta, J}(X_1, X_2; W_1, W_2) = \left( \Delta - \frac{d}{2} \right) \left( \Pi^{TT}_{\Delta, J}(X_1, X_2; W_1, W_2) - \Pi^{TT}_{\Delta, J}(X_1, X_2; W_1, W_2) \right),$$

(5.19)

since the difference between $\Pi^{TT}_{\Delta, J}$ and $\Pi_{\Delta, J}$ is the second term in (5.17), which is shadow invariant. We also find that $\Pi^{TT}_{\Delta, J}$ satisfies a differential equation similar to (5.7), which takes the form

$$\left( \nabla^2_1 - M^2_{\Delta, J} \right) \Pi^{TT}_{\Delta, J}(X_1, X_2; W_1, W_2) = -\delta^{TT}(X_1, X_2) (W_1) J.$$ \hspace{1cm} (5.20)
This follows from writing the right-hand side of (5.15) in terms of $G_{\Delta,j}$’s using (5.13), applying the differential equation on $G_{\Delta,j}$ in (4.2), and then using the bulk completeness relation (4.9), where recall that $\delta^{TT}$ ($X_1, X_2$) acts as a delta function on traceless transverse functions. Lastly, from (5.17) we see that the small $z$ limit is

$$\lim_{z \to 0} \Pi^{TT}_{\Delta,j}(X, \frac{1}{z} P; W, \frac{1}{z} Z) = \begin{cases} z^{\Delta-J}c_{\Delta,j}G_{\Delta,j}(X, P; W, Z) + O(z^{\Delta-J+1}) & \Delta < d - J + 4 \\ O(z^{d-2J+4}) & \Delta \geq d - J + 4 \end{cases}$$  

(5.21)

where the $\Delta < d - J + 4$ case comes from the $\Pi_{\Delta,j}$ term in (5.17) and the standard small $z$ limit (5.9), while the scaling for the $\Delta \geq d - J + 4$ case comes from the Res $[\Pi_{\Delta,j}]_{\Delta=d-1}$ term in (5.17), whose small $z$ limit can be computed from the explicit results in [34] and takes a complicated form that we will not use (aside from its scaling in $z$).

### 5.3 The tree-level bulk two-point function

We are now ready to use the quadratic bulk action to compute the bulk two-point function, by inverting the operator that appears in our quadratic term. In our case, we see from the first line of (5.2) that this operator includes the AdS harmonic function $\Omega_{\Delta,j}(X_1, X_2; W_1, W_2)$, which on the principal series satisfies the orthogonality property [34]

$$\int dX \Omega_{\Delta,j}(X_1, X_1; W_1, W_1) = \frac{2\pi i}{2} (\delta(\Delta - \Delta') + \delta(\Delta - \tilde{\Delta}')) \Omega_{\Delta,j}(X_1, X_2; W_1, W_2).$$  

(5.22)

We can use this identity and the bulk completeness relation (4.9) (as applied to transverse functions) to compute the two-point function in the bulk dual of the $U(N)$ theory

$$\langle \Phi_j(X_1, W_1)\Phi_j(X_2, W_2) \rangle = \frac{\alpha_j}{2} \int_{\gamma_j} \frac{d\Delta}{2\pi i} \frac{f_{\Delta,j}f_{\tilde{\Delta},j}}{(-1)^J\lambda_{\Delta,j}} \Omega_{\Delta,j}(X_1, X_2; W_1, W_2)$$

$$= \frac{\alpha_j}{2} \int_{\gamma_j} \frac{d\Delta}{2\pi i} \frac{f_{\Delta,j}f_{\tilde{\Delta},j}(2\Delta - d)}{(-1)^J\lambda_{\Delta,j}} \Pi^{TT}_{\Delta,j}(X_1, X_2; W_1, W_2),$$

(5.23)

where in the second equality we used (5.19). For the bulk dual of the $O(N)$ theory, we would get an extra factor of $2$ since the bulk quadratic action had an extra factor of $\frac{1}{2}$. For the local $f^{\text{local}}_{\Delta,j}$ defined in (5.6), we can further simplify this expression as

$$\langle \Phi_j(X_1, W_1)\Phi_j(X_2, W_2) \rangle = \frac{\alpha_j}{2} \int_{\gamma_j} \frac{d\Delta}{2\pi i} \frac{(2\Delta - d)}{\lambda_{\Delta,j}} \Pi^{TT}_{\Delta,j}(X_1, X_2; W_1, W_2)$$

$$= \frac{\alpha_j}{2} \frac{1}{M^2_{d-2,J} - M^2_{d+J-2,J}} \left( \Pi^{TT}_{d-2,J,j}(X_1, X_2; W_1, W_2) - \Pi^{TT}_{d+J,j}(X_1, X_2; W_1, W_2) \right),$$

(5.24)

where in the second line we closed the contour to the right and picked up the poles of $1/\lambda_{\Delta,j}$ at $\Delta = d - 2 + J$ and $\Delta = d + J$. For $f^{\text{local}}_{\Delta,j}$, we see that we have in the bulk a physical particle with spin $J$ and mass related to $\Delta = d - 2 + J$ (for $J > 0$ this is a massless particle), as well as a non-physical particle with spin $J$ and mass related to $\Delta = d + J$ with a wrong-sign propagator, which is sub-leading in the boundary limit according to (5.21).
Note that the existence of a physical particle at $\Delta = d - 2 + J$ is expected since it should be dual to the local operators in our theory, so we will only discuss choices of $f_{\Delta,J}$ for which it appears: this imposes the mild limitation on $f_{\Delta,J}$ that it should be analytic between the principal series and $\Delta = d - 2 + J$, so that the leading pole at $\Delta = d - 2 + J$ in (5.23) will give in the boundary limit (5.21):

$$\lim_{z_1 \to 0} \langle \Phi^J(z^{-1} P, z^{-1} Z) \Phi^J(X, W) \rangle = \lim_{z_1 \to 0} \frac{(-1)^J \alpha_{d-2+J,J} f_{d-2+J,J} \mathcal{C}_{d-2+J,J}}{2(M^2_{d+J,J} - M^2_{d+J-2,J})} \times z^{d-2} G_{d-2+J,J}(P, X; Z, W),$$

(5.25)

where any poles $\Delta > d - 2 + J$ will be subleading in $z$.

For the local choice of $f$, we found that our bulk propagator is the difference of two propagators of on-shell symmetric traceless transverse spin $J$ fields, a field with positive propagator and mass $M_{d+J-2,J}$, and a field with negative propagator and mass $M_{d+J,J}$. We identify the on-shell fields of the first type with the physical operators in our theory; note that for $J > 0$ these are massless spin $J$ fields in the bulk, dual to conserved currents (and, in particular, for $J = 2$ we obtain the standard physical part of the propagator for a graviton in a fixed AdS space-time). The particle spectrum that we find, in the $U(N)$ case, is exactly the same as the particle spectrum of Vasiliev’s theory, including massless spin $J$ fields with all $J$. The canonical quadratic action for such a massless spin $J$ field (which is symmetric and double-traceless, see [57–59]), has (for $J > 0$) a gauge freedom, which we can gauge-fix to obtain a symmetric traceless transverse field (the details of this gauge-fixing may be found in [57–59]), and in this gauge we obtain precisely the spin $J$ fields that we found in our theory (with the same propagator as for our physical particles, up to a constant). The gauge-fixing leads to an extra ghost field in the bulk, coming from the Faddeev-Popov determinant, with spin $(J-1)$ and mass $M_{d+J-1,J-1}$, so we can identify the extra negative-propagator modes that we found above with these ghosts (see [60] and references therein). More precisely, for $J > 2$, the original spin $J$ field contains also a trace part which is a symmetric spin $(J-2)$ field, but on-shell one can use extra gauge transformations to set this trace part to zero, consistent with the fact that we do not see the corresponding on-shell modes in our approach; moreover, this extra gauge-fixing precisely makes the ghosts into symmetric traceless transverse tensors, which is what we obtain in our formalism.

While this identification with the expectations from Vasiliev’s theory works very nicely for the $U(N)$ case, it actually fails for the $O(N)$ case. This is because in our spectrum we find physical and unphysical fields just for even spins, while from the minimal Vasiliev action that would start from massless gauge fields with even spins $J$, we would get physical fields of even spin but unphysical “ghosts” with odd spin. It would be interesting to understand the reason for this discrepancy. In any case, our bulk action by construction provides a consistent dual for the $U(N)$ and $O(N)$ theories, whether or not it is related to the standard Vasiliev theory in a simple way.

Note that even though on-shell we found (for $U(N)$) precisely the same spectrum as in Vasiliev’s theory, the quadratic terms we find are very different from the naive quadratic terms one would associate with the fields of that theory. Of course in any case Vasiliev’s theory is only known classically (on-shell), so we claim that our action is the correct way
to define it off-shell (in perturbation theory in $1/N$), in the specific gauge-choice described above (more precisely, we should probably work with the formalism where this theory is written on a fixed AdS background, as in [25]). In our off-shell formulation, our analysis guarantees that at all loop orders this theory (with the specific counter-terms we found) will give the correlation functions of the free $U(N)$ theory. Note that, as discussed above, for finite $N$ the bulk fields that we find obey complicated constraints, such that even empty AdS space ($\Phi_J = 0$) is not a consistent configuration in the finite $N$ path integral; but at any order in $1/N$ we can ignore this.

6 The higher order bulk action

In the previous section, we only discussed the quadratic term in the bulk higher spin theory, which we constructed by mapping the corresponding term in the bi-local action. We will now construct all the higher order bulk interaction and counter terms from the CFT, which will be non-local for any choice of $f_{\Delta,J}$. We then derive the bulk Feynman rules, and apply them to show that 1-loop terms cancel in the bulk, just as they did in the CFT. For simplicity, we discuss here the case $d > 4$. For $d < 4$ the $J = 0$ fields need to be handled differently, but at the end of the day they lead to the same bulk action (see appendix C.3).

6.1 Map identities and diagrammatics

In the previous section, we derived the bulk dual of the bi-local quadratic action in (2.12) by plugging in the bulk definition of $C_{\Delta,J}$ in (4.13) and (4.15) into the bi-local quadratic action as written in terms of $C_{\Delta,J}$ in (3.27). To derive the bulk dual of the higher order terms in (2.12), we will use a conceptually identical but technically simpler approach, where we directly apply the CFT-to-AdS map (4.18) to each term in (2.12). To apply this map, we will find it convenient to first write the map in terms of various bulk bi-local functions, which satisfy some key identities.

Our first step is to write the maps purely using bulk variables. The original definition of the CFT-to-AdS map and its inverse in (4.21) and (4.35) were in terms of the functions $M_J(X,W|P_1,P_2)$ and $M_J^{-1}(P_1,P_2|X,W)$, respectively, each of which were expressed as an integral over a boundary point $P$ in (4.18) and (4.27), respectively. We can exchange the boundary integral in

$$M_J^{-1}(P_1,P_2|X,W) = \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int \frac{dP}{J!(\frac{d-1}{2}-1)} (O_{\Delta_0}(P_1) \hat{O}_{\Delta_0}(P_2) O_{\Delta,J}(P,DZ))$$

for a bulk integral by using the expression for a CFT 3-point function in terms of its Witten diagram in the bulk [34, 61]

$$\langle O_{\Delta_1}(P_1) O_{\Delta_2}(P_2) O_{\Delta,J}(P,Z) \rangle = \frac{1}{b_{\Delta_1,\Delta_2}} \int \frac{dX'}{J!(\frac{d-1}{2})} G_{\Delta_2,0}(X',P_2)$$

$$\times G_{\Delta,J}(X',P;K_{W'},Z)(W' \cdot \nabla)_{\lambda} G_{\Delta_1,0}(X',P_1),$$

(6.1)
with
\[ b_{\Delta_1, \Delta_2}^{(\Delta, J)} = \frac{\Gamma\left(\frac{\Delta_1 + \Delta_2 + \Delta - d + j}{2}\right) \Gamma\left(\frac{\Delta_1 + \Delta_2 - \Delta + j}{2}\right) \Gamma\left(\frac{\Delta + \Delta_1 - \Delta_2 + j}{2}\right) \Gamma\left(\frac{\Delta_2 + \Delta - \Delta_1 + j}{2}\right)}{2^{1-j-\frac{d}{2}} \Gamma(\Delta_1) \Gamma(\Delta_2) \Gamma(\Delta + J)}, \] (6.3)

along with the definition of \( \Omega_{\Delta, J}(X', X; W', W) \) in (4.7). This leads to
\[ \mathcal{M}_J^{-1}(P_1, P_2 | X, W) = \int \frac{dX'}{j! \left(\frac{d-1}{2}\right)} (K_{W' \cdot \nabla X'})^j G_{\Delta_0, 0}(X', P_1) G_{\Delta_0, 0}(X', P_2) \theta_J(X', X; W', W), \] (6.4)

where we define the bulk bi-local function
\[ \theta_J(X', X; W', W) = \int \frac{d\Delta}{2\pi i} \frac{1}{b_{\Delta_0, \Delta_0}^{(\Delta, J)}} f_{\Delta, J} \Omega_{\Delta, J}(X', X; W', W). \] (6.5)

We can similarly rewrite \( \mathcal{M}_J(X, W | P_1, P_2) \) as
\[ \mathcal{M}_J(X, W | P_1, P_2) = \frac{1}{2} \int \frac{d\Delta}{\gamma_j} \frac{1}{\Delta - \Delta_0} \int \frac{dP}{j! \left(\frac{d-1}{2}\right)} \times G_{\Delta, J}(X, P; W, D_Z) \langle O_{\Delta_0} (P_1) \hat{O}_{\Delta_0} (P_2) O_{\Delta, J}(P, Z) \rangle \]
\[ = \frac{1}{j! \left(\frac{d-1}{2}\right)} \int \frac{dX'}{(K_{W' \cdot \nabla X'})^j} \times G_{\Delta_0, 0}(X', P_1) G_{\Delta_0, 0}(X', P_2) \hat{\theta}_J(X', X; W', W) \], (6.6)

where we define the bulk bi-local function \( \hat{\theta}_J \) as
\[ \hat{\theta}_J(Y, X; Q, W) = \int \frac{d\Delta}{2\pi i} \frac{\alpha_J f_{\Delta, J}}{b_{\Delta, \Delta_0}^{(\Delta, J)}} \Omega_{\Delta, J}(X', X; W', W). \] (6.7)

It is useful to define the “multiplication” of \( \theta_J, \hat{\theta}_J \) as\(^{23}\)
\[ \Theta_J(X_1, X_2; W_1, W_2) = \int \frac{dX}{j! \left(\frac{d-1}{2}\right)} \theta_J(X_1, X; W_1, K_W) \hat{\theta}_J(X, X_2; W, W_2) \]
\[ = \int \frac{d\Delta}{\gamma_j} \frac{\alpha_J \Omega_{\Delta, J}(X_1, X_2; W_1, W_2)}{2\Delta, \Delta_0 b_{\Delta, \Delta_0}^{(\Delta, J)}}, \] (6.8)

where the second line follows from (5.22). Note that \( \Theta_J \) is independent of \( f_{\Delta, J} \), unlike \( \mathcal{M}_J \) and \( \mathcal{M}_J^{-1} \) which depend on \( f_{\Delta, J} \) via \( \hat{\theta}_J \) and \( \theta_J \), respectively. Another useful property of \( \theta_J, \hat{\theta}_J \) is the identity
\[ \delta^{TT}(X_1, X_2) W_{12}^{j_1} \delta_{j_1, j_2} = \int dP_1 \int dP_2 \mathcal{M}_{j_1}(X_1, W_1 | P_1, P_2) \mathcal{M}_{j_2}^{-1}(P_1, P_2 | X_2, W_2) \]
\[ = \int \frac{dX_1' dX_2'}{J_1 ! J_2 ! \left(\frac{d-1}{2}\right) \left(\frac{d-1}{2}\right)} \hat{\theta}_{j_1}(X_1', X_1; W_1', W_1) \theta_{j_2}(X_2', X_2; W_2', W_2) \]
\[ \times \left( K_{W_1' \cdot \nabla X_1'} \right)^{j_1} \Omega_0(X_1', X_2') \left( K_{W_2' \cdot \nabla X_2'} \right)^{j_2} \Omega_0(X_2', X_1'), \] (6.9)

\(^{23}\)Adding back the cutoffs on the two \( \Delta \) integrals, the right-hand side involves an integral over the region \(|s| < \min(s_{\text{cutoff}}, s_{\text{cutoff}}')\).
where the first equality follows from the CFT orthogonality relation (3.4) and the bulk completeness relation (4.9) as applied to the original definition of the maps in the first lines of (6.6) and (6.4). The second equality follows from the definition of the maps in terms of $\theta_J, \tilde{\theta}_J$ in the second lines of (6.6) and (6.4), and we have defined the new bulk bi-local function

$$\Omega_0(X_1, X_2) = \int dPG\Delta_0,0(X_1, P) G_{\Delta_0,0}(X_2, P) = \lim_{\Delta \to \Delta_0} \alpha_0 N_{\Delta,0} \Omega_{\Delta,0}(X_1, X_2), \quad (6.10)$$

where the pole in $N_{\Delta,0}$ (3.3) cancels the zero in $\Omega_{\Delta,0}$ in the explicit expression in [34].

In order to use these identities in a more transparent way, we will use the diagrammatic notation defined in figure 2. Every point has its own position and usually spin. Note that the first three lines are function of the two spins indices at each end, and both ends are in the same representation. The arrow line on the other hand depends only on the spin index at the origin of the arrow (in the drawing, $X_1, W_1, J_1$). When we draw diagrams with these lines, every internal dot is implicitly integrated over, and the spin indices are contracted in the standard embedding space manner. If the spin representation of an internal edge or point is not defined by the external legs, we implicitly sum over all possible values (all integers for $U(N)$ and even integers only for $O(N)$). For example, the definition of $\Theta_J$ in (6.8) can be drawn as

$$\int d\Delta \frac{1}{2\pi i} \frac{\alpha_J}{2\Delta, j\Delta, j} \Omega_{\Delta, j}(X_1, X_2; W_1, W_2) \quad (6.11)$$

while the invertibility equation (6.9) is

$$\delta(X_1, X_2) \delta_{J_1, J_2} W_{12}^{J_1} = 1 \quad \delta_{J_1, J_2} W_{12}^{J_1} = 1 \quad (6.12)$$

Two important identities that we will use in the following are

$$\frac{1}{2} \frac{3}{4} = \frac{1}{2} \frac{3}{4} \quad (6.13)$$
and

$$J_1 \Bigcirc \rightarrow J \rightarrow J_2 = \mathcal{V} J_1 \rightarrow J_2 \ ,$$  \hspace{1cm} (6.14)

where the first identity allows us to eliminate factors of $\Theta_J$ for general diagrams, while the second identity eliminates a $\Theta_J$ and introduces the regularization factor $\mathcal{V}$ given in section 2, which will cancel with contributions from counterterm diagrams. We prove both of these identities in appendix C.

### 6.2 Feynman rules

Recall that in the bi-local formalism the free theory has a non-local action with an explicit $1/N$ expansion (2.12). We will now use the CFT-to-AdS map as expressed using the bulk bi-local functions described above to construct the bulk action to all orders in $1/N$, which defines the Feynman rules for the bulk theory.

The $n$-th interaction term in (2.12) is proportional to

$$\text{Tr} \left( (G_0^{-1} \eta)^n \right) = \int \prod_{i=1}^n dP_i \Box_P \eta(P_1, P_2) \ldots \Box_P \eta(P_n, P_1) \ .$$  \hspace{1cm} (6.15)

We can map each term in this product to the bulk using (6.4) to get

$$\text{Tr} \left( (G_0^{-1} \eta)^n \right) = \prod_{m=1}^n \sum_{J_m} a_{\Delta_0} \int \frac{dX_m dX'_m}{J_m! \left( \frac{d-1}{2} \right)^{J_m} \Omega_0(X_{m-1}', X_m')} \times \theta_{J_m}(X_m', X_m; W_m, K_{W_m}) \Phi_{J_m}(X_m, W_m) \ ,$$  \hspace{1cm} (6.16)

where $X'_0 \equiv X_n'$, the boundary Laplacian acts as

$$\Box_P G_{\Delta_0,0}(X, P) = a_{\Delta_0} G_{\Delta_0,0}(X, P) \ , \quad a_{\Delta_0} = -\frac{4\pi^{d/2} \Gamma(d/2-\Delta_0)}{\Gamma(\Delta_0) S_B^{\Delta_0,0}} \ ,$$  \hspace{1cm} (6.17)

with $a_{\Delta_0} = d(2-d)$ for the free theory value $\Delta_0 = \frac{d-2}{2}$, and we performed the $P_m$ integrals using the definition of $\Omega_0$ in (6.10). For instance, the quadratic term in (2.12) is mapped to

$$S_2 = \sum_{J_1, J_2} \frac{a_{\Delta_0}^2}{2} \int \frac{dX_1 dX'_1 dX_2 dX'_2}{J_1! \left( \frac{d-1}{2} \right)^{J_1} J_2! \left( \frac{d-1}{2} \right)^{J_2} \Omega_0(X_2', X_1')(K_{W_2} \cdot \nabla_{X_2'})^{J_2} \Omega_0(X_1', X_2') \times \theta_{J_1}(X_1', X_1; W_1, K_{W_1}) \theta_{J_2}(X_2', X_2; W_2, K_{W_2}) \Phi_{J_1}(X_1, W_1) \Phi_{J_2}(X_2, W_2)$$

$$= \frac{a_{\Delta_0}^2}{2} \int \frac{dX_1 dX'_1 dX_2 dX'_2}{J_1! \left( \frac{d-1}{2} \right)^{J_1} J_2! \left( \frac{d-1}{2} \right)^{J_2} \Omega_0(X_2', X_1')(K_{W_2} \cdot \nabla_{X_2'})^{J_2} \Omega_0(X_1', X_2') \times \theta_{J_1}(X_1', X_1; W_1, K_{W_1}) \theta_{J_2}(X_2', X_2; W_2, K_{W_2}) \Phi_{J_1}(X_1, W_1) \Phi_{J_2}(X_2, W_2)$$

$$= \frac{a_{\Delta_0}^2}{2} \int \frac{dX_1 dX'_1 dX_2 dX'_2}{J_1! \left( \frac{d-1}{2} \right)^{J_1} J_2! \left( \frac{d-1}{2} \right)^{J_2} \Omega_0(X_2', X_1')(K_{W_2} \cdot \nabla_{X_2'})^{J_2} \Omega_0(X_1', X_2') \times \theta_{J_1}(X_1', X_1; W_1, K_{W_1}) \theta_{J_2}(X_2', X_2; W_2, K_{W_2}) \Phi_{J_1}(X_1, W_1) \Phi_{J_2}(X_2, W_2)$$

which is a rewriting of (5.2) in the bulk bi-local function language. We can then recompute the bulk 2-point function in this formalism by inverting the operator that acts on the
quadratic term in $\Phi_J$, using the identity

\[
\begin{align*}
J_1 J_1 & J_2 J_2 J_2 J_3 J_3 - 3 = 1 J_1 J_2 J_3 J_3 - 3 \\
= 1 J_1 J_3 J_3 \\
= \delta_{J_1, J_3} \delta^{TT}(X_1, X_3) W_{13}^{J_1},
\end{align*}
\]

(6.19)

where in the first equality we used the definition of $\Theta_J$ in (6.11), in the second equality we used the four-Omega identity (6.13), and in the last equality we used the invertibility identity (6.9). The bulk propagator is then

\[
\langle \Phi_J(X_1, W_1) \Phi_J(X_2, W_2) \rangle = \frac{1}{a_\Delta^2} J_1 J_2 J_2 J_3 J_3 \\
= \frac{1}{a_\Delta^2} \delta_{J_1, J_3} \delta^{TT}(X_1, X_3) W_{13}^{J_1},
\]

(6.20)

which is a rewriting of (5.23) in the bulk bi-local function language.

We can similarly map the interaction terms in (2.12) to get

\[
n \geq 3 : \frac{(-1)^{n+1}}{n} N^{1 - \frac{2}{N}} a_\Delta^n 1 \left[ \begin{array}{c} J_1 \\ J_2 \\ J_{n-1} \\ J_n \\ 2 \end{array} \right] = 0,
\]

(6.21)

as well as the counterterms in (2.12) to get

\[
n \geq 1 : \frac{(-1)^n}{n} V N^{1 - \frac{2}{N}} a_\Delta^n 1 \left[ \begin{array}{c} J_1 \\ J_2 \\ J_{n-1} \\ J_n \\ 2 \end{array} \right] = 0.
\]

(6.22)

The Feynman rules for the bulk dual of the $U(N)$ theory are then given by these vertices along with the propagator (6.20), and a symmetry factor that should be taken with regard to the ordering in the loop up to cyclic transformations. For the bulk dual of the $O(N)$ theory, the vertices have an extra factor of $\frac{1}{2}$, the propagator an extra factor of 2, and we sum only over even spins.
6.3 Properties and cancellation of loop diagrams

We will now use the Feynman rules and identities discussed above to show that all 1-loop corrections vanish in the bulk, just as we showed for the CFT in section 2.3. The general strategy will be to use the four-Omega identity (6.13) to systematically eliminate $\Theta_j$ double lines from complicated loop diagrams, until the diagram identically cancels a suitable counterterm diagram, just as we observed in the CFT 1-loop calculation. We first show these cancellations ignoring the need to regularize the Feynman diagrams (beyond assuming that the regularization leads to (6.14) for some $V$), and we then discuss the effects of regularization.

As an example, we first consider the connected tree level $n$-point correlators, which we do not expect to vanish. These correlators get a contribution from the bulk $n$-point vertex, which takes the form

$$
\langle \Phi_{J_1}(X_1, W_1) \cdots \Phi_{J_n}(X_n, W_n) \rangle_{\text{tree, connected } n\text{-point vertex}} = \frac{(-1)^{n+1}}{n} N^{1 - \frac{n}{2}} \left( a_{\Delta_0} \cdot \frac{1}{a_{\Delta_0}} \right)^n \cdot \left(1 - J_1 \right) \cdots + \text{permutations},
$$

and

$$
\frac{(-1)^{n+1}}{n} N^{1 - \frac{n}{2}} a_{\Delta_0}^{-n} \cdot \left(1 - J_1 \right) \cdots + \text{permutations,} \quad (6.23)
$$
where the second equality came from repeatedly applying the identity (6.13) to eliminate all the \( \Theta_J \) double lines. The result is a convolution of \( n \) \( \tilde{\theta} \) operators with a bilocal function that is just multiplications of \( n \partial \Omega_0 \). This latter function is independent of our normalization, so the entire dependence on \( f_{\Delta,J} \) is through the external legs. We will find that all the diagrams have this structure. This is expected, as each diagram can also be written as the CFT-to-AdS mapping of the corresponding bi-local diagram.

We now turn to 1-loop calculations, where for simplicity we follow the CFT calculation in section 2.3 and consider the 1-loop contribution to the one-point function coming from the 3-point vertex. Using the Feynman rules above we get

\[
\langle \Phi_J(X,W) \rangle _{\text{S4,1-loop}} = 3 \cdot N^{-\frac{1}{2}} \frac{1}{a_{\Delta_0}} X \left. \right| J_1 J_2 J_3 J_1 J_2 J_3
\]

\[
= N^{-\frac{1}{2}} \frac{1}{a_{\Delta_0}} X \left. \right| J_1 J_2 J_3 J_1 J_2 J_3
\]

\[
= VN^{-\frac{1}{2}} \frac{1}{a_{\Delta_0}} X \left. \right| J_1 J_2 J_3 J_1 J_2 J_3
\]

where in the second equality we used (6.13) twice, and in the third equality we used the identity (6.14) to get the factor of \( V \). The result is exactly minus the contribution from the 1-vertex counter-term:

\[
\langle \Phi_J(X,W) \rangle _{\text{counter-term}} = (-1)VN^{-\frac{1}{2}}a_{\Delta_0} \cdot \frac{1}{a_{\Delta_0}} X \left. \right| J_1 J_2 J_3 J_1 J_2 J_3
\]

\[
= -VN^{-\frac{1}{2}} \frac{1}{a_{\Delta_0}} X \left. \right| J_1 J_2 J_3 J_1 J_2 J_3
\]

so we have exact cancellation of the 1-loop contribution, just like in section 2.3.

As we saw in the bilocal theory, up to combinatorics, the cancellation of loops by the counter-terms is basically because the diagrams themselves are equal to their tree level counterparts, multiplying some power of a specific divergence we called \( V \). We can list the general mechanism as follows:

1. Every loop is made of contractions between vertices. As each contraction has \( \tilde{\theta} \) at each end (6.20), and every vertex in (6.21) and (6.22) has a \( \theta \) at each end, we can always write the loop using \( \Omega_0 \) and \( \Theta \) alone. As an example, consider a loop made of three contractions. There are two possible options for this loop, depending on the
relative orientation of the vertices:

\[
\begin{array}{c}
\begin{array}{c}
\text{J1} \\
\text{J2}
\end{array}
\end{array}
\hspace{1cm}
\begin{array}{c}
\begin{array}{c}
\text{J1} \\
\text{J2}
\end{array}
\end{array}
\right)
\]

(6.26)

Note the “external legs” in the drawing are actually part of the full expression of the vertex and are not the actual external legs of the complete diagram (see (6.21)). For the same reasons, external contractions keep their \( \tilde{\theta}_J \) legs. Eventually the entire diagram is independent of \( f_{\Delta,J} \) except via the external \( \tilde{\theta}_J \)'s. As mentioned above, this is expected from the linear nature of our mapping.

2. Using both (6.13) and (6.14), we can now ‘disentangle’ the diagrams. The result may or may not have closed loops, which correspond to factors of \( V \), depending on the orientation of each vertex (and eventually the total topology of the diagram). For example, the disentangling for the 3-vertices (6.26) gives:

\[
\begin{array}{c}
\begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5 \\
6
\end{array}
\end{array}
\times
\begin{array}{c}
\begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5 \\
6
\end{array}
\end{array}
\right)
\]

thus reducing the number of loops in the complete diagram by one (times a possible factor of \( V \)).

3. Eventually we can reduce any diagram (including those that include counterterm vertices) to a power of \( V \) multiplied by a tree-level diagram.

The algebraic relation between each diagram to the tree level diagram has the same form as in the bi-local theory. We expect that the combinatorics of the bi-local diagrams that cancel all loops in section 2.3 should therefore carry over to the same combinatorics here.

The considerations above are somewhat formal since all the loop diagrams need to be regularized. As discussed in appendix C.2, one way to regularize is to put a cutoff \( z > \varepsilon \) on the radial direction of AdS space, and to put an IR cutoff \( |x| < L \) on the space-time coordinates. With this regularization (and with a finite cutoff on the integrals over \( \Delta \), as we have throughout the paper) we claim that all diagrams are finite. Furthermore, we claim that when we remove the regulators by taking \( \varepsilon \to 0 \) and \( L \to \infty \), all the divergences
arise in subdiagrams of the form (6.14), with $V \propto L^d/\varepsilon^d$. These divergences then cancel in all loop computations, as described above. In the free theory, in fact, all loops cancel exactly (not just their divergent terms), but this will no longer be true in the critical theory that we discuss below.

7 The mass deformation

In this section we discuss the deformation of the bulk theory by a finite scalar mass $m$ and its effect on the vacuum expectation value (VEV) of $\Phi_0$, which we would like to derive from $\langle \eta(x_1, x_2) \rangle$ (computed in the massive theory) using our CFT-to-AdS map. In the CFT, we add the standard mass term $m^2 N G(x, x)$, which up to an irrelevant constant corresponds to adding $m^2 \sqrt{N} \eta(x, x)$. The VEV for $\eta(x_1, x_2)$ under this deformation is then

$$
\langle \eta(x_1, x_2) \rangle_m = \sqrt{N} \exp(-m|x_{12}|) - \frac{1}{|x_{12}|^{d-2}}. \quad (7.1)
$$

Since this configuration does not decay at $x_1, x_2 \to \infty$, we cannot expand it in the conformal basis of $C_{\Delta, J}(y)$ in section 3, and so cannot apply the CFT-to-AdS map derived in section 4. Instead, we will derive a new expansion of non-decaying bi-locals $\eta_{ND}(|x_{12}|)$ in terms of a basis $d_{\Delta}$, which we will then identify with a similar expansion of non-decaying bulk fields $\Phi_{ND}(z)$ to derive a non-decaying CFT-to-AdS map (and its inverse). This non-decaying map will correspond to the limit of the standard decaying map, for configurations that only depend on $|x_{12}|$ in the CFT, and that only depend on $z$ in the bulk. We will then use this non-decaying map to compute the bulk dual $\langle \Phi_{ND}(z) \rangle_m$ of (7.1). In this section, we do not use embedding space for clarity.

7.1 Mapping the small mass deformation

Before we address the more difficult finite mass case, we will first discuss the simpler case where $m^2 \sim 1/\sqrt{N}$ so that adding $m^2 \sqrt{N} \eta(x, x)$ can be treated as a small deformation to the bi-local action. In addition, we consider a slightly more general position-dependent mass term $m(x)$, which will enable us (for $m(x)$ that decays at infinity) to use the standard CFT-to-AdS map for decaying configurations that we derived above. The CFT path integral is

$$
Z_m(x) = \int D\eta(x, x') \exp \left( -S[\eta] - \int d^dx m^2(x) \sqrt{N} \eta(x, x) \right). \quad (7.2)
$$

For $d < 4$ we can map this to the bulk using the off-shell mapping (4.45) to get

$$
Z_m(x) = \int D\Phi_J(x, z) \exp \left( -S[\Phi] - \frac{1}{f_{d-2,0}} \lim_{\varepsilon \to 0} \varepsilon^{-d+2} \int d^dx m^2(x) \sqrt{N} \Phi_0(x, \varepsilon) \right), \quad (7.3)
$$

where the bulk action $S[\Phi]$ was described in section 6, and note that this deformation only affects the boundary of $\text{AdS}$. We can then compute the VEV of $\Phi_J$ under this deformation at tree level, to get the leading order in $1/N$ result

$$
\langle \Phi_J(x, z) \rangle_{m(x)} = \frac{1}{f_{d-2,0}} \int d^dy m^2(y) \sqrt{N} \left( \lim_{\varepsilon \to 0} \varepsilon^{-d+2} \langle \Phi_J(x, z) \Phi_0(y, \varepsilon) \rangle \right) + O(N^{-1})
$$

$$
= \delta_{J,0} f_{2,0} \frac{\Gamma(d-2)}{16\pi^d} \int d^dy m^2(y) \sqrt{N} G_{d-2,0}(x, z|y) + O(N^{-1}), \quad (7.4)
$$
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where in the second equality we used the boundary limit of the bulk two-point function in (5.25), which is only nonzero when \( J = 0 \). Since this calculation was done on-shell, we in fact only needed to use the on-shell mapping (4.42), so the computation holds for any \( d \).

If the mass \( m \) is independent of the position,\(^{25}\) we can perform the integral over the bulk-to-boundary propagator in (7.4) to get

\[
\langle \Phi_J(x, z) \rangle_m = \delta_{J,0} m^2 \sqrt{\frac{N}{z}} \frac{f_{2,0}}{16 \pi^{d/2}} \Gamma \left( \frac{d}{2} - 2 \right) + O(N^{-1}).
\]  

(7.5)

Note that the \( z \) dependence corresponds to the shadow of the mass operator scaling dimension \( \Delta = d - 2 \), and that as expected this bulk VEV only depends on the dimensionless product \( mz \), and not on the \( x \) direction. Both of these properties come from the fact that the \( y \) integral in (7.4) picks out the second term in the expansion of the bulk-to-boundary propagator at small \( z \) (4.4). For the finite mass deformation that we discuss next, we will similarly find that the bulk VEV depends only on \( mz \), though it will include more than just a quadratic term.

### 7.2 The conformal basis for non-decaying bi-locals

Before we can discuss the mapping of the finite mass configuration in (7.1), we first need an CFT-to-AdS map that applies to non-decaying bi-locals. We start on the CFT side by defining the non-decaying \( \eta_{ND}(|x_{12}|) \) and decaying \( \eta_D(x_1, x_2) \) parts of \( \eta(x_1, x_2) \) as

\[
\eta_{ND}(|x_{12}|) = \frac{1}{v} \int d^dy \eta(y, y + |x_{12}|), \quad \eta_D(x_1, x_2) = \eta(x_1, x_2) - \eta_{ND}(|x_{12}|),
\]  

(7.6)

where \( v \equiv \int d^dy \) is the volume of spacetime, and for simplicity we assume that the part of \( \eta(x_1, x_2) \) that does not decay at infinity is just a function of \( |x_1 - x_2| \).\(^{26}\) We use \( v \) as an IR regulator, where at intermediate steps we consider large but finite \( v \), and take \( v \to \infty \) at the end. The definition (7.6) implies the constraint

\[
\frac{1}{v} \int d^dx \eta_D(x, x + \epsilon) = 0
\]  

for any \( \epsilon \in \mathbb{R}^d \).

In section 3, we showed that decaying configurations \( \eta(x_1, x_2) \) can be expanded in the basis of 3-point functions, with coefficients \( C_{\Delta,J}(y) \). We can apply the same expansion to \( \eta_D(x_1, x_2) \), except that we should impose the constraint (7.7) in the language of the \( C_{\Delta,J}(y) \) by requiring that

\[
\frac{1}{v} \int d^dy C_{\Delta,J}(y) = 0,
\]  

(7.8)

for any \( \Delta, J \).

\(^{24}\)For \( d > 4 \), (7.4) does not obey the original boundary conditions for \( \Phi_0 \) at small \( z \) (which had the leading term going as \( z^{d/2} \)); it turns out that in this case we need to modify the boundary conditions when deforming the action by (7.2), related to the fact that \( \eta(x, y) \) is singular at \( x \to y \) after the deformation, so that the first line of (3.11) is no longer obeyed. The modified boundary condition for the \( z^2 \) term in the expansion is exactly the usual one that would be associated to this deformation by the AdS/CFT correspondence.

\(^{25}\)Strictly speaking, we need to use in this case the mapping for non-decaying field configurations, but we will see that it gives the same answer as the naive application of the equations above.

\(^{26}\)The non-decaying map discussed in this section could be easily generalized to non-rotationally symmetric configurations, but we will not consider them in this work.
Since $\eta_{ND}(|x_{12}|)$ just depends on a single degree of freedom $|x_{12}|$, we can expand it in a simpler basis of scalar 2-point functions $|x_{12}|^{-2\Delta}$. This expansion is just the standard Mellin transform of a single variable function with a specific choice of contour, leading to the completeness relation
\begin{equation}
\int_{\gamma_0} \frac{d\Delta}{2\pi i} (|x|/|y|)^{\Delta - \frac{d}{2}} = |x|\delta(|x| - |y|),
\end{equation}
and to the orthogonality relation
\begin{equation}
\int_{0}^{\infty} \frac{d|x_{12}|}{|x_{12}|} x_{12}^{\Delta - \Delta'} = 2\pi i \delta(\Delta - \Delta'),
\end{equation}
where we have assumed that $\Delta, \Delta' \in \gamma_0$. We can then decompose $\eta_{ND}(|x_{12}|)$ in this basis using the completeness relation to get
\begin{equation}
\eta_{ND}(x_1, x_2) = \int_{\gamma_0} \frac{d\Delta}{2\pi i} d_{\Delta} x_{12}^{2 - \Delta},
\end{equation}
where $d_{\Delta}$ is defined by (7.9) to be
\begin{equation}
d_{\Delta} = \int_{0}^{\infty} d|x_{12}| \eta_{ND}(|x_{12}|) x_{12}^{\Delta - 3},
\end{equation}
and is well-defined so long as this integral converges for $\Delta \in \gamma_0$. Note that (7.9) and (7.10) are the standard representations of delta functions in Mellin space. The choice of contour we used comes from taking the limit of the analogous formulae in section 3, for the case where $\eta(x_1, x_2)$ only depends on $|x_{12}|$ and $C_{\Delta, J}(y)$ no longer depends on $y$ (i.e. $P$ in embedding space), and is nonzero only for $J = 0$. For instance, we can compute the $P$ integral in (3.7) in this case to get (7.11) if we identify
\begin{equation}
C_{\Delta, 0} \to \frac{d_{\Delta}}{S_{\Delta, 0}^{\Delta_0}}.
\end{equation}

The $d_{\Delta}$ basis that we use for non-decaying functions is simpler than the $C_{\Delta, J}(y)$ basis that we use for decaying functions in several ways. First, recall that the $C_{\Delta, J}(y)$ were doubly complete due to the shadow transform that relates $C_{\Delta, J}(y)$ to $C_{\Delta, J}(y)$, while the $d_{\Delta}$ are complete without any redundancies. Second, the expression for $C_{\Delta, J}(y)$ in (3.8) did not converge for the free theory in $2 < d < 4$, so we had to define a more complicated expansion of $\eta_D(x_1, x_2)$ in terms of $C_{\Delta, J}(y)$. The expression for $d_{\Delta}$ in (7.12), however, has the same convergence properties for any $d$.

We can now write the bi-local action in (2.12) in terms of the conformal basis of $C_{\Delta, J}(y)$ and $d_{\Delta}$ by first writing $\eta(x_1, x_2)$ in terms of $\eta_D(x_1, x_2)$ and $\eta_{ND}(x_1, x_2)$ as in (7.6), and then expanding the $\eta_D(x_1, x_2)$ in terms of the $C_{\Delta, J}(y)$ as discussed in section 3 and the $\eta_{ND}(x_1, x_2)$ in terms of $d_{\Delta}$ as in (7.11). For instance, at quadratic order, the decaying action in terms of the $C_{\Delta, J}(y)$ was written in (3.27), and can be used to compute tree level...
correlators as discussed before. The mixed term with both $d_\Delta$ and $C_{\Delta,j}(y)$ vanishes due to the constraint (7.8). Finally, the quadratic term in terms of just the $d_\Delta$ can be computed for the $U(N)$ theory as

$$S^{(2)}(d_\Delta) = \frac{1}{2} \int d^d x_1 d^d x_2 \nabla_1^2 \eta_D(x_1, x_2) \nabla_2^2 \eta_D(x_1, x_2)$$

$$= \frac{1}{2} \int d^d x_1 d^d x_2 \int_{\gamma_0} \frac{d\Delta d\Delta'}{(2\pi i)^2} [x_{12}]^{\Delta+\Delta'} (\Delta - 2)(\Delta' - 2)(\Delta - d)(\Delta' - d)$$

$$= \frac{v}{\alpha_0} \int_{\gamma_0} \frac{d\Delta}{2\pi i} d\Delta d\lambda_{\Delta,0},$$

where in the last equality we used rotational symmetry and then the orthogonality relation (7.10) to do the $x_1$ integral, while the $x_2$ integral gave the factor of $v$. Since $v \to \infty$ when we remove the IR cutoff, this factor ensures that the non-decaying modes are non-dynamical. In the $O(N)$ theory, we would get the same result except with an extra factor of $\frac{1}{2}$. We can similarly write the interaction terms in (2.12) in this conformal basis, where in general there will be nonvanishing cross terms with both $C_{\Delta,j}(y)$ and $d_\Delta$.

7.3 The non-decaying AdS/CFT map

In the bulk, we can similarly define the non-decaying $\Phi_{ND}(z)$ and decaying $\Phi_D(x, z)$ parts of the scalar bulk field $\Phi_0(x, z)$ as

$$\Phi_{ND}(z) = \frac{1}{v} \int d^d y \Phi_0(y, z), \quad \Phi_D(x, z) = \Phi_0(x, z) - \Phi_{ND}(z),$$

where again we only consider non-decaying configurations where only the scalar is non-zero, and approaches a constant at large distances. This definition implies the constraint

$$\frac{1}{v} \int d^d x \Phi_D(x, z) = 0.$$

The decaying $\Phi_D(x, z)$ are expanded in the same bulk-to-boundary basis as in section 4, except with $C_{\Delta,j}^{\text{bulk}}(y)$ subject to the constraint (7.8). The non-decaying $\Phi_{ND}(z)$ can be expanded using the same Mellin transform as $\eta_{ND}(|x_{12}|)$, except with the shifted contour

$$\Phi_{ND}(z) = \int_{\gamma_0} \frac{d\Delta}{2\pi i} d_{\Delta}^{\text{bulk}} z^{d_{\Delta} - \Delta},$$

where $d_{\Delta}^{\text{bulk}}$ is defined by (7.9) to be

$$d_{\Delta}^{\text{bulk}} = \int_0^\infty dz \Phi_{ND}(z) z^{\Delta - d - 1}.$$

As in the non-decaying CFT case, the choice of contour comes from taking the limit of the analogous formulae in section 4, where $\Phi_0(x, z)$ only depends on $z$, and $C_{\Delta,j}^{\text{bulk}}(y)$ no longer depends on $y$ and is nonzero only for $J = 0$. For instance, we can compute the $P$ integral in (4.12) in this case to get (7.17) if we identify

$$C_{\Delta,0}^{\text{bulk}} \to \frac{d_{\Delta}^{\text{bulk}}}{S_B}.$$
We can then derive the non-decaying AdS-to-CFT map by identifying $d^\text{bulk}_\Delta$ with $d_\Delta$ as
\begin{equation}
    d^\text{bulk}_\Delta = f_{\Delta,0} d_\Delta, \tag{7.20}
\end{equation}
where the normalization factor $f_{\Delta,0}$ was fixed from the limit of the decaying map in (7.13) and (7.19) as well as the consistency condition (4.16). The non-decaying AdS-to-CFT map is then
\begin{equation}
    \eta_{ND}(|x_{12}|) = \int_{\gamma_0} \frac{d\Delta}{2\pi i} |x_{12}|^{2-\Delta} \frac{1}{f_{\Delta,0}} \int_0^\infty dz \Phi_{ND}(z) z^{\Delta-d-1}, \tag{7.21}
\end{equation}
while the non-decaying CFT-to-AdS map is
\begin{equation}
    \Phi_{ND}(z) = \int_{\gamma_0} \frac{d\Delta}{2\pi i} f_{\Delta,0} z^{d-\Delta} \int_0^\infty dx_{12} |\eta_{ND}(|x_{12}|)| x_{12}^{\Delta-3}. \tag{7.22}
\end{equation}
Note that since we used the same Mellin transform (up to a shift in contour) for both the bulk and CFT expansions, this map would have simply identified $|x_{12}| = z$, if we did not have the nontrivial factor $f_{\Delta,0}$.

We can now map the bi-local action in (2.12) as written in terms of $\eta_D(x_1, x_2)$ and $\eta_{ND}(x_1, x_2)$ into the bulk using the decaying AdS-to-CFT map in section 4 for $\eta_D(x_1, x_2)$, and the non-decaying map in this section for $\eta_{ND}(x_1, x_2)$. For instance, at quadratic order for the U($N$) theory, we can find the non-decaying bulk term by expanding (7.14) using (7.18) and (7.20) as
\begin{equation}
    S^{(2)}[\Phi_{ND}] = \frac{v}{\alpha_0} \int_{\gamma_0} \frac{d\Delta}{2\pi i} d_\Delta d_\Delta \lambda_{\Delta,0} \int_{\gamma_0} \frac{d\Delta}{2\pi i} f_{\Delta,0} f_{\Delta,0} \lambda_{\Delta,0} \tag{7.23}
\end{equation}

where in the third equality we used integration by parts and the action of the AdS Laplacian in the upper half space when acting on functions of only $z$:
\begin{equation}
    \nabla_z^2 = z^2 (\partial_z^2 - (d-1)z^{-1}\partial_z). \tag{7.24}
\end{equation}
As before, the factor of $v$ ensures that the non-decaying modes are non-dynamical. This non-decaying quadratic term could equivalently be found by taking the limit of the decaying scalar quadratic term in (5.2), if we assume that $\Phi_0(x, z)$ does not depend on $x$. The non-decaying bulk propagator is then
\begin{equation}
    \langle \Phi_{ND}(z_1)\Phi_{ND}(z_2) \rangle = \frac{\alpha_0}{2v} \int_{\gamma_0} \frac{d\Delta}{2\pi i} f_{\Delta,0} f_{\Delta,0} z_1 z_2, \tag{7.25}
\end{equation}
which is the inverse of the second line of (7.23) due to the completeness relation (7.9).

As in the decaying case, if we choose $f^{\text{local}}_{\Delta,0}$ then we get a local quadratic action
\begin{equation}
    S^{(2)}[\Phi_{ND}] = \frac{v}{\alpha_0} \int_0^\infty \frac{dz}{z^{d+1}} \Phi_{ND}(z)(\nabla_z^2 - M_{d-2,0}^2)(\nabla_z^2 - M_{d,0}^2)\Phi_{ND}(z), \tag{7.26}
\end{equation}
where we used the fact that $f^\text{local}_{\Delta,0} f^\text{local}_{\Delta,0} = 1$ as well as the completeness relation (7.9). In the $O(N)$ theory, we would get the same results except with an extra factor of $\frac{1}{2}$. The non-decaying bulk propagator can be explicitly computed in this case to get

$$
\langle \Phi_{ND}(z_1) \Phi_{ND}(z_2) \rangle = \frac{\alpha_0}{2v} \left[ \frac{\min(z_1, z_2)^d}{2(d - 2)d} - \frac{\max(z_1, z_2)^{2\min(z_1, z_2)}d^{-2}}{2(d - 4)(d - 2)} \right],
$$

(7.27)

where we close the contour in (7.25) to either the left or the right, depending on whether $z_1 > z_2$.

We could similarly map the interaction terms in (2.12) to the bulk, where in general there will be nonvanishing cross terms with both $\Phi_D(x, z)$ and $\Phi_{ND}(z)$. Note that since the decaying and non-decaying AdS-to-CFT maps are linear, all the $\Phi_D(x, z)$ and $\Phi_{ND}(z)$ can be recombined into $\Phi_0(x, z)$ to get the terms discussed in section 6, just as we know that in the bi-local language $\eta_D(x_1, x_2)$ and $\eta_{ND}(x_1, x_2)$ recombine into $\eta(x_1, x_2)$ by definition to get (2.12). So from the perspective of the bulk action and computing loops, nothing actually changes by introducing the non-decaying map. This is not surprising, as the non-decaying modes are all non-dynamical due to the factors of $v$. On the other hand, the non-decaying map is necessary to map the finite mass deformation, as we discuss next, and for similar computations that modify the theory everywhere in space-time.

7.4 Mapping the finite mass deformation

We will now use the non-decaying CFT-to-AdS map (7.22) to find the bulk VEV dual to the mass deformed CFT VEV (7.1). An immediate difficulty with applying this map is that the expansion in the $d_\Delta$ basis is only well defined if the integral in (7.12) converges for a bi-local configuration $\eta_{ND}(|x_{12}|)$, but this integral in fact diverges in the $|x_{12}| \to 0$ regime for (7.1) and $\Delta \in \gamma_0$. We can regularize this divergence by shifting $|x_{12}| \to |x_{12}| + \varepsilon$ when expanding $\eta_{ND}(|x_{12}|)$ in $d_\Delta$, and then setting $\varepsilon \to 0$ after we then relate $d_\Delta$ to $\Phi_{ND}(z)$ as in (7.18) to derive the non-decaying CFT-to-AdS map. The resulting $\Phi_{ND}(z)$ is finite as $\varepsilon \to 0$, since (7.1) is finite, and both the CFT and bulk expansions in terms of $d_\Delta$ are just the same Mellin transform, up to a shift in the contour and the factor of $f_{\Delta,0}$.

An equivalent and computationally simpler way of regularizing the CFT-to-AdS map of (7.1) is to simply shift the contour from $\gamma_0$ to

$$
\tilde{\gamma}_0: \quad \Delta = r + is, \quad d - 1 < r < d, \quad s \in \mathbb{R},
$$

(7.28)

so that in (7.22) the $|x_{12}|$ integral converges and takes the form

$$
z^{d-\Delta} \int_0^\infty dx_{12} |x_{12}| \exp(-m|x_{12}|) \frac{1}{|x_{12}|^{1+d-\Delta}} = (mz)^{d-\Delta} \Gamma(\Delta - d).
$$

(7.29)

We then explicitly subtract any contributions to the $\Delta$ integral in (7.22) from poles and branch cuts that were crossed when shifting the contour. For $f_{\Delta,0}^\text{local}$ and $d \geq 4$, we get for

\footnote{We could also find this VEV directly in the bulk as a solution to the full non-linear bulk equations of motion in the presence of the mass, but we find it easier to just map it from the CFT.}
Figure 3. The VEV of the non-decaying scalar bulk field in the presence of a finite mass $m$ deformation as a function of $mz$, where $z$ is the radial direction, for $d = 3$ (left) and $d = 4$ (right).

the resulting mass-deformed bulk VEV

$$\frac{\langle \Phi_{ND}(z) \rangle_m}{\sqrt{N}} = \int_{\gamma_0} \frac{d\Delta}{2\pi i} f_{\Delta,0}^{\text{local}}(mz)^{d-\Delta} \Gamma(\Delta - d) - \sum_{p=\lfloor \frac{d}{2} \rfloor + 1}^{d-1} \text{Res}\left[f_{\Delta,0}^{\text{local}}(mz)^{d-\Delta} \Gamma(\Delta - d)\right]_{\Delta=p},$$

(7.30)

where the second term corresponds to the poles in $\Gamma(\Delta - d)$ for $d/2 < \Delta < d - 1$, since $f_{\Delta,0}^{\text{local}}$ has neither poles nor branch cuts in this regime. For $2 < d < 4$, recall that $\gamma_0$ is defined so that the pole at $\Delta = 2$ is removed and the pole at $\Delta = d - 2$ added, so in that case the sum over poles in the second term should only include $p = d - 2$. For all $d > 2$, the integral in the first term is complicated due to the infinite branch cuts in $f_{\Delta,0}^{\text{local}}$, but it can be easily computed numerically for any $mz$. The result goes from zero at small $mz$ to a constant at large $mz$, so that the large $mz$ scaling is given by the sum over poles. For instance, for $d = 3$ or $d = 4$ we plot $\langle \Phi_{ND}(z) \rangle_m$ as a function of $mz$ in figure 3, which has linear or quadratic growth at large $mz$, respectively. It would be interesting to compare this result to the analogous mass deformed solution to Vasiliev’s equations [62, 63].

8 The double trace deformation and the critical theory

In this section we discuss the deformation of the free scalar CFT by a $\left( \sum_I |\phi_I|^2 \right)^2$ term, which in the bi-local theory is a double-trace deformation $\lambda NG^2(x,x)$, and the critical theory that it leads to in the low-energy ($\lambda \rightarrow \infty$) limit for $2 < d < 4$. We start by reviewing the double-trace deformation of the free $U(N)$ or $O(N)$ CFT, following [64–67]. We will then discuss the bulk dual of the critical theory, using the off-shell mapping of $\eta(x,x)$ to the boundary limit of $\Phi_0(x,z)$ (4.45). We will show how the bulk duals of the free and critical theory only differ by the boundary conditions of the bulk scalar two-point function, as anticipated in [36, 37, 68]. In this section, we do not use embedding space for clarity.
### 8.1 The deformation in the bi-local CFT

Consider the deformation of the bi-local \( U(N) \) action \( S[\eta] \) in (2.11) by the double trace scalar deformation, such that the CFT path integral is

\[
Z_\lambda = \int D\eta(x, x') \exp \left[ -S[\eta] - \frac{\lambda N}{4} \int d^d x G^2(x, x) \right] = \int D\eta(x, x') \exp \left[ -S[\eta] - \frac{\lambda}{4} \int d^d x \left( \eta^2(x, x) + N G_0^2(x, x) + 2\sqrt{N} \eta(x, x) G_0(x, x) \right) \right].
\]

(8.1)

The second term in the integral is just a numerical constant, while the last term is a divergent mass term that can be trivially cancelled at each order by a mass counterterm, so we will ignore both of these terms in the following, and just focus on the nontrivial \( \eta^2(x, x) \) term.

We can equivalently introduce an extra path integral over the Hubbard-Stratonovich field \( \sigma(x) \) to get a linear deformation

\[
Z_\lambda = \int D\sigma(x) D\eta(x, x') \exp \left( -S[\eta] - \int d^d x \left( \frac{1}{2} \sigma(x) \eta(x, x) - \frac{1}{4\lambda} \sigma^2(x) \right) \right),
\]

(8.2)

such that performing the gaussian \( \sigma(x) \) path integral sets \( \sigma(x) = \lambda \eta(x, x) \) and gives us back (8.1), up to an overall numerical constant and the trivial mass term. In the latter formulation, we compute correlators of \( \sigma(x) \) and \( \eta(x_1, x_2) \) in a large \( N \) expansion using the same Feynman rules introduced in section 2.2 for \( \eta(x_1, x_2) \), along with the new vertex \( \frac{1}{2} \sigma(x) \eta(x, x) \), and the propagator \( \sigma(x_1) \sigma(x_2) = -2\lambda \delta(x_{12}) \). For instance, for the \( \sigma \) two-point function we get an infinite set of diagrams at leading order in \( 1/N \):

\[
\langle \sigma(x_1) \sigma(x_2) \rangle_\lambda = \left[ -2\lambda \delta(x_{12}) + (-2\lambda)^2 \frac{G_0(x_1, x_2)^2}{4} + (-2\lambda)^3 \int d^d y \frac{G_0(x_1, y)^2 G_0(y, x_2)^2}{4} + \ldots \right] + O(N^{-1})
\]

(8.3)

where in the second equality we performed the geometric series of infinite diagrams in momentum space, using the Fourier transform of the explicit \( G_0(x, x')^2/4 \) in (2.9). For the bi-local two-point function, the free theory answer at \( \lambda = 0 \) is corrected by the same infinite series of diagrams to get

\[
\langle \eta(x_1, x_2) \eta(x_3, x_4) \rangle_\lambda = G_0(x_1, x_4) G_0(x_2, x_3) + \frac{1}{4} \int d^d y d^d y' G_0(x_1, y) G_0(x_2, y') \langle \sigma(y) \sigma(y') \rangle_\lambda G_0(y', x_3) G_0(y', x_4) + O(N^{-1}).
\]

(8.4)

We can then equivalently compute correlators of \( \eta(x_1, x_2) \) using the \( \lambda \eta(x, x)^2 \) formulation in (8.1), with no \( \sigma(x) \), where the Feynman rules are now given by those in section 2.2 except that the bi-local propagator is now (8.4) (with the \( \sigma \) two-point function given by (8.3)).
For $d < 4$, $\lambda \eta(x,x)^2$ is a relevant deformation, and we can go to the critical theory in the IR by taking $\lambda \to \infty$. In the $\sigma(x)$ formulation (8.2), we can then drop the $\sigma^2/\lambda$ term in (8.2), so that $\sigma(x)$ becomes a Lagrange multiplier setting $\eta(x,x) = 0$. We can also now perform the momentum space integral in (8.3) to get

$$\langle \sigma(x_1)\sigma(x_2) \rangle_\infty = \frac{B_d}{x_{12}^4} + O(N^{-1}) , \quad B_d = \frac{2^{d+3} \sin \left( \frac{\pi d}{2} \right) \Gamma \left( \frac{d-1}{2} \right)}{\pi^2 \Gamma \left( \frac{d}{2} - 2 \right)},$$

(8.5)

which is the 2-point function of a conformal primary $\sigma(x)$ with $\Delta_\sigma = 2 + O(1/N)$. We thus see that to leading order in $1/N$, the critical theory is the same as the free theory, but with the $\phi^2(x) = d-2$ replaced by the shadow operator $\sigma(x)$ with the shadow dimension $\Delta_\sigma$. For the $O(N)$ theory, we have extra factors of $\frac{1}{2}$ in (8.3) and (8.5), while in (8.4) the second term is now multiplied by $\frac{1}{2}$ instead of $\frac{1}{4}$ and we should add the symmetrized $x_3 \leftrightarrow x_4$ term.

8.2 The bulk dual

We can map the double trace deformation in (8.1) and (8.2) to the bulk using the off-shell mapping (4.45) that holds for $2 < d < 4$. We get

$$Z_\lambda = \int D\Phi D\sigma_J(x,z) \exp \left[ -S[\Phi] - \frac{\lambda}{4f_{d-2,0}^2} \int d^d x \left( \lim_{\epsilon \to 0} \frac{\epsilon^{d-2} \Phi_0(x,\epsilon)}{d} \right)^2 \right] ,$$

(8.6)

or equivalently (up to an overall numerical constant)

$$Z_\lambda = \int D\sigma(x) D\Phi_J(x,z) \exp \left[ -S[\Phi] - \int d^d x \left( \frac{\sigma(x)}{2f_{d-2,0}} \lim_{\epsilon \to 0} \frac{\epsilon^{d-2} \Phi_0(x,\epsilon) - \sigma^2(x)}{4\lambda} \right) \right] .$$

(8.7)

As in the mass deformation, we see that only the boundary of AdS is affected. Note that the only effect of the deformation is to change the scalar bulk propagator, just as in the CFT only the bi-local 2-point function was changed (at leading order in $1/N$). We can compute this as in our computation of the mass deformation VEV (7.4), to get

$$\langle \Phi_0(x_1,z_1)\Phi_0(x_2,z_2) \rangle_\lambda = \langle \Phi_0(x_1,z_1)\Phi_0(x_2,z_2) \rangle_0 + f_{d-2,0}^2 \frac{\Gamma(d-2)^2}{1024\pi^{2d}} \int d^d y d^d y' G_{d-2,0}(x_1,z_1|y)\langle \sigma(y)\sigma(y') \rangle_\lambda G_{d-2,0}(x_2,z_2|y') + O(N^{-1}) ,$$

(8.8)

where in the second term we resummed the same geometric series of diagrams that appeared in the CFT calculation.
For the critical theory at $\lambda \to \infty$, we obtain when we choose the local mapping $f_{\Delta,J}^{\text{local}}$:

\[
\langle \Phi_0(x_1, z_1) \Phi_0(x_2, z_2) \rangle = \langle \Phi_0(x_1, z_1) \Phi_0(x_2, z_2) \rangle_0 + \frac{B_d(f_{\Delta,J}^{\text{local}})^2 \Gamma(d-2)^2}{1024 \pi^{2d}} \times \int d^d y d^d y' \frac{G_d(x_1, z_1|x_2, z_2|y) y'}{|y-y'|^4} + O(N^{-1})
\]

\[
= \langle \Phi_0(x_1, z_1) \Phi_0(x_2, z_2) \rangle_0 + \frac{B_d(f_{\Delta,J}^{\text{local}})^2 \Gamma(d-2)^2 \delta_{d,2} N_0 \alpha_0 (d-4)}{2048 \pi^{2d}} \times (\Pi^{TT}_{d-2,0}(x_1, z_1; x_2, z_2) - \Pi^{TT}_{2,0}(x_1, z_1; x_2, z_2)) + O(N^{-1})
\]

\[
= \frac{\alpha_0}{2} \frac{2 f_d f_{d-2,0}}{M_{d,0}^2 - M_{d-2,0}^2} \left( \Pi^{TT}_{2,0}(x_1, z_1; x_2, z_2) - \Pi^{TT}_{2,0}(x_1, z_1; x_2, z_2) \right) + O(N^{-1}),
\]

where in the first equality we used (8.5), in the second we used the bulk shadow transform (4.6) and the expression (5.19) for the AdS harmonic function (4.7) in terms of the bulk-to-bulk propagator, and in the third we used the free theory expression for the bulk propagator in (5.24), and the explicit expressions for the various constants in the previous sections. For the $O(N)$ theory, we get the same result with the usual extra factor of 2. For the more general $f_{\Delta,J}$ defined in section 5, which has the same physical propagator as $f_{\Delta,J}^{\text{local}}$, we can similarly compute the result in the limit where one point goes to the boundary, to get

\[
\lim_{z_1 \to 0} \langle \Phi_0(x_1, z_1) \Phi_0(x_2, z_2) \rangle_0 = \frac{\alpha_0}{2} \frac{2 f_d f_{d-2,0}}{M_{d,0}^2 - M_{d-2,0}^2} \lim_{z_1 \to 0} \Pi^{TT}_{2,0}(x_1, z_1; x_2, z_2) + O(N^{-1}).
\]

In all these cases, we see that the physical propagator $\Pi^{TT}_{d-2,0}$ for $\Phi_0$ has been replaced by the shadow propagator $\Pi^{TT}_{2,0}$. Recall that in general both $\Pi^{TT}_{d,J}$ and $\Pi^{TT}_{\Delta,J}$ are defined by the same bulk differential equation (5.20), and differ only by the boundary condition (5.21). Since the only difference between the free and critical bulk theories was this scalar propagator, we see that to all orders in $1/N$ the only difference between the free and critical bulk theories is the boundary condition for the bulk scalar, as discussed in [36, 37, 68].

We can now compute bulk correlators with the Feynman rules discussed in section 6, except with the $\Phi_0$ bulk propagator now given by (8.9). As shown in [37], since the difference

\[
\langle \Phi_0(x_1, z_1) \Phi_0(x_2, z_2) \rangle_0 - \langle \Phi_0(x_1, z_1) \Phi_0(x_2, z_2) \rangle_0 \propto \Pi^{TT}_{d-2,0}(x_1, z_1; x_2, z_2) - \Pi^{TT}_{2,0}(x_1, z_1; x_2, z_2)
\]

is free of short distance singularities, and since we already showed that the free bulk dual gave the expected bulk diagrams dual to the free CFT (with appropriate cancellations of all UV divergences), the modification of the free bulk Feynman rules by replacing $\Pi^{TT}_{d-2,0}$ with $\Pi^{TT}_{2,0}$ leads to the expected bulk dual of the critical CFT for all correlators at all orders in $1/N$. Note that the argument in [37] did not assume any specific bulk action, and only required that the difference between the free and critical bulk Feynman rules be implemented by $\Pi^{TT}_{d-2,0} - \Pi^{TT}_{2,0}$, so the fact that our bulk theory has a non-standard off-shell kinetic term does not matter.

\[\text{For } J = 0, \text{ recall that } \Pi^{TT}_{\Delta,0}(X_1, X_2; W_1, W_2) = \Pi_{\Delta,0}(X_1, X_2; W_1, W_2). \text{ The identity (5.19) for the } J = 0 \text{ case was also used to relate the bulk dual of the free and critical theories in [37, 68].}]}
The mapping of single-trace local operators in the CFT, as described in section 4.5, is now different for the $J = 0$ case. Note that for $\lambda \to \infty$, the $\sigma(x)$ field acts as a Lagrange multiplier in (8.7) that sets $\lim_{\varepsilon \to 0} \varepsilon^{2-d} \Phi_0(x, \varepsilon) = 0$ off-shell, just as in the CFT it set $\eta(x, x) = 0$ off-shell. Thus, the off-shell relation (4.45) becomes trivial in the critical theory. Since the $z^{d-2}$ mode vanishes, $\Phi_0(x, z)$ now has the same small $z$ boundary condition as all other $J > 0$ bulk fields described in section 4.3, namely it scales as $z^{d/2}$, which is the real part of the principal series contour. On-shell, we find that (4.42) for $J = 0$ is replaced by

$$\langle \sigma(x) \ldots \rangle_{(8.7)} = \frac{32 \pi^2}{\Gamma(d/2 - 2) f_{2,0}} \lim_{\varepsilon \to 0} \varepsilon^{-2} \langle \Phi_0(x, \varepsilon) \ldots \rangle_{(8.6)} ,$$  \hspace{1cm} (8.12)

where on the left-hand side we compute correlators using the $\lambda \to \infty$ Feynman rules from (8.7), with the free bulk Feynman rules for $\Phi_f$ and the $\sigma$ propagator in (8.5), while the right-hand side uses the $\lambda \to \infty$ Feynman rules from (8.6), with the free bulk Feynman rules for $\Phi_{J>0}$ and (8.9) for $\Phi_0$. We can see this on-shell relation by computing the contraction between $\sigma(x)$ and $\Phi_0(x, z)$ as

$$\langle \sigma(x_1) \Phi_0(x_2, z) \rangle_{(8.7)} = \lim_{\varepsilon \to 0} \varepsilon^{2-d} \frac{2f_{d-2,0}}{2f_{d-2,0}} \int d^d y \langle \sigma(x_1) \sigma(y) \rangle_{\infty} \langle \Phi_0(y, \varepsilon) \Phi_0(x_2, z) \rangle_0 + O(N^{-1})$$

$$= \frac{C_{d-2,0} \alpha_0 f_{2,0} B_d}{4(M^2_{d,0} - M^2_{d-2,0})} \int d^d y \frac{G_{d-2,0}(x_2, z|y)}{|x_1 - y|^d} + O(N^{-1})$$

$$= \frac{S_B^{d-2,0} \alpha_0 f_{2,0} B_d}{4(M^2_{d,0} - M^2_{d-2,0})} \langle \Phi_0(x_2, z|1) + O(N^{-1})$$

$$= \frac{32 \pi^2}{\Gamma(d/2 - 2) f_{2,0}} \lim_{\varepsilon \to 0} \varepsilon^{-2} \langle \Phi_0(x_1, \varepsilon) \Phi_0(x_2, z) \rangle_{\infty} + O(N^{-1}) ,$$ \hspace{1cm} (8.13)

where in the first equality we used the $\sigma \Phi_0$ vertex in (8.7), in the second we used the definitions (8.5) and (5.25), in the third we used the bulk shadow transform (4.6), and in the last we used (8.10), (4.16), and the explicit expressions for the various constants. In the small $z$ limit, we similarly recover the relation between $\langle \sigma(x_1) \sigma(x_2) \rangle$ and $\langle \Phi_0(x_1, \varepsilon) \Phi_0(x_2, \varepsilon) \rangle$ required for (8.12).
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A The embedding space formalism

It will be convenient for us to use the embedding space formalism, both for CFT computations and for computations in anti-de Sitter (AdS) space. This section is mostly copying formulas and notations from [34] and [69]. The idea is to use the embedding of AdS$_{d+1}$ in $\mathbb{R}^{d+1,1}$ as the hyperboloid $X^2 = -1$, and of $d$-dimensional flat space (in the CFT, or on the boundary of AdS) in $\mathbb{R}^{d+1,1}$ as the conformal light-cone $P^2 = 0$. In both cases we denote the coordinates of $\mathbb{R}^{d+1,1}$ by $X = (X^+, X^-, X^i)$ ($X^1 = (X^1, \cdots, X^d)$), with the metric
\[ X^2 = -X^- X^+ + X^i X^i. \] (A.1)

In the bigger space the isometries/conformal symmetries $SO(d+1,1)$ are linear and therefore writing covariant expressions is simpler. As we discuss traceless symmetric tensors, we will also have vectors in the space as “spin holders”. We usually denote the flat-space spin by $Z$ and the bulk AdS spin by $W$.

A.1 Flat-space notations

We need two constraints to get a $d$-dimensional flat space, and we take:

1. $P^2 = 0$.
2. $P \equiv \lambda P$.

We can therefore use
\[ P = \left( 1, y_2^2, y_i \right) \] (A.2)
as the relation between the embedding coordinate $P$ and a standard coordinate $y$ in $d$-dimensional flat space. Whenever we write an integral $dP$ it can be interpreted as an integral over the $y^i$ in this slice (A.2).

Flat-space symmetric and traceless tensors can be written as a polynomial in a new vector $Z$:
\[ H(P, Z) = H_{A_1,\ldots,A_J}(P) Z^{A_1} \cdots Z^{A_J}. \] (A.3)
For the tensor to be traceless we require $Z^2 = 0$. For the tensor to be defined only at directions parallel to the light-cone $P^2 = 0$ we require further:

1. $H(P, Z + \alpha P) = H(P, Z)$. Now the tensor is only parallel to the light-cone.
2. $Z \cdot P = 0$. Because $P \equiv \lambda P$, the tensor direction $H^{A_1 \cdots} = P^A$ should also give a zero projection.

Given $H_{A_1,\ldots,A_J}(P)$ we can find the actual flat-space tensor $h_{i_1,\ldots,i_J}(y)$ simply by a projection. In order to extract $H_{A_1,\ldots,A_J}(P)$ from $H(P, Z)$ we define the operator
\[ D^A_Z = \left( \frac{d}{2} - 1 + Z \cdot \frac{\partial}{\partial Z} \right) \frac{\partial}{\partial Z^A} - \frac{1}{2} Z^A \frac{\partial^2}{\partial Z^A \partial Z}, \] (A.4)
so that
\[ H^{A_1 \cdots A_J}(P) = \frac{1}{J! \left( \frac{d}{2} - 1 \right)_J} D^A_{Z} \cdots D^A_{Z} H(P, Z). \] (A.5)
Note that using $D_Z$, the original tensor composing $H(P, Z)$ does not need to be traceless (or symmetric) but the outcome of (A.5) will be.

Finally, a flat-space contraction of indices between two spin-$J$ traceless-symmetric tensors can be written as

$$f^{i_1 \ldots i_J}(y) g_{i_1 \ldots i_J}(y) = \frac{1}{J!(\frac{d}{2} - 1)_J} F(P, D_Z) G(P, Z). \quad (A.6)$$

### A.2 Bulk notations

As we said before, AdS$_{d+1}$ can be embedded as the hyperboloid $X^2 = -1$. Denoting the upper half space coordinates $x^\mu = (z, x^i)$ (with the standard metric $ds^2 = (dz^2 + dx^i dx^i)/z^2$ that gives AdS space in Poincaré coordinates) we have

$$X = \frac{1}{z} \left( 1, z^2 + x^2, x^1 \right), \quad (A.7)$$

where $x^2 = \sum_{i=1}^d x_i^2$. As $z \to 0$, the bulk point approaches $\frac{1}{z}$ times a null vector $P$ which can be identified with a point on the boundary of AdS (using the flat-space embedding space formalism of the previous subsection for the boundary).

A bulk symmetric and traceless tensor can be written as a polynomial in a new vector $W$:

$$H(X, W) = H_{A_1, \ldots, A_J}(X) W^{A_1} \ldots W^{A_J}. \quad (A.8)$$

For the tensor to be traceless we require $W^2 = 0$. For the tensor to be defined only at directions parallel to the hyperboloid we also require $X \cdot W = 0$ (equivalently $X^A H_{A_1, \ldots, A_J} = 0$).

Again, given $H_{A_1, \ldots, A_J}$ we can find the actual AdS tensor $h_{\mu_1, \ldots, \mu_J}$ simply by a projection. To extract the tensor $H_{A_1, \ldots, A_J}$ out of a field $H(Z)$ we need again a differential operator that would respect the transversality, symmetry and tracelessness:

$$K^W_A = \frac{d-1}{2} \left( \partial W^A + X_A \left( X \cdot \partial W \right) \right) + \left( W \cdot \partial W \right) \frac{\partial}{\partial W^A}$$

$$+ X_A \left( W \cdot \partial W \right) \left( X \cdot \partial W \right) = \frac{1}{2} W_A \left( \frac{\partial^2}{\partial W \cdot \partial W} + \left( X \cdot \partial W \right) \left( X \cdot \partial W \right) \right).$$

This operator is indeed transverse ($X^A K_A = 0$), symmetric ($K_A K_B = K_B K_A$) and traceless $K_A K^A = 0$, so that

$$H^{A_1, \ldots, A_J}(X) = \frac{1}{J! \left( \frac{d-1}{2} \right)_J} K^A_{W_1} \ldots K^A_{W_J} H(X, W). \quad (A.10)$$

For points on the embedded AdS (with $X^2 = -1, W^2 = W \cdot X = 0$), it is enough to use

$$K^W_A = \left( \frac{d-1}{2} + W \cdot \partial W \right) \frac{\partial}{\partial W^A}. \quad (A.11)$$

Again, the original tensor composing $H(X, W)$ does not need to be traceless (or symmetric), but using $K_A$’s the outcome of (A.10) will be.
A bulk contraction of indices between two spin-$J$ traceless-symmetric tensors can be written as

$$f^{\mu_1 \ldots \mu_J} (z, x^i) g_{\mu_1 \ldots \mu_J} (z, x^i) = \frac{1}{J! \left( \frac{d-1}{2} \right)_J} F (X, K) W (X, W).$$ (A.12)

Finally, the AdS gradient operator may be written in embedding space as

$$\nabla_A = \frac{\partial}{\partial X^A} + X^A \left( X \cdot \frac{\partial}{\partial X} \right) + W_A \left( X \cdot \frac{\partial}{\partial W} \right),$$ (A.13)

such that after the projection the resulting vector is $D_\mu$.

B  The 2-point function of $\eta$ in the $C_{\Delta,J}$ formalism

In this appendix we use the $C_{\Delta,J}$ variables of section 3 to compute the tree-level two-point function of $\eta$ (or the four-point function of the $\phi_I$), and confirm that we obtain the same result as in section 2. We will convert the embedding space results back to coordinate space, to make the calculations more transparent. We will perform the calculation assuming $d > 4$, so that we can just use the principal series contour. The results for $d \leq 4$ can then be obtained by analytic continuation (or could be computed directly in those dimensions by using the more complicated contours discussed in the main text).

Using the decomposition (3.20) and (3.9) as written in coordinate space, we get for the $U(N)$ theory (keeping just the quadratic term in the action, and with $\Delta_0 = \frac{d-2}{2}$)

$$\langle \eta(x_1, x_2) \eta(x_3, x_4) \rangle_{\text{tree}} = \sum_{J,J'=0}^{\infty} \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int_{\gamma_{J'}} \frac{d\Delta'}{2\pi i} \int d^d y \int d^d y' \times \langle \mathcal{O}_{\Delta_0} (x_1) \hat{\mathcal{O}}_{\Delta_0} (x_2) \mathcal{O}_{\Delta,J} (y) \rangle \langle \mathcal{O}_{\Delta_0} (x_3) \hat{\mathcal{O}}_{\Delta_0} (x_4) \mathcal{O}_{\tilde{\Delta}',J'} (y') \rangle \times (-1)^J \int DC_{\Delta,J} (y) C_{\Delta,J} (y) C_{\tilde{\Delta}',J'} (y') e^{-S(2)[C_{\Delta,J}].}$$ (B.1)

The path integral is Gaussian. It is useful to define the conformal partial wave (CPW) [53, 54]30

$$\Psi_{\Delta,J} (x_i) \equiv \int d^d y \langle \mathcal{O}_{\Delta_0} (x_1) \hat{\mathcal{O}}_{\Delta_0} (x_2) \mathcal{O}_{\Delta,J} (y) \rangle \langle \mathcal{O}_{\Delta_0} (x_3) \hat{\mathcal{O}}_{\Delta_0} (x_4) \mathcal{O}_{\tilde{\Delta}',J'} (y') \rangle$$

$$= \frac{1}{|x_{12}|^{d-2} |x_{34}|^{d-2}} \left[ S_{\Delta_0,\Delta_0}^{(\Delta,J)} G_{\Delta,J}(U, V) + S_{\Delta_0,\Delta_0}^{(\tilde{\Delta}',J')} G_{\tilde{\Delta}',J'}(U, V) \right]$$ (B.2)

where as usual we omit the index contractions, and the conformal cross ratios

$$U = \frac{|x_{12}|^2 |x_{34}|^2}{|x_{13}|^2 |x_{24}|^2}, \quad V = \frac{|x_{23}|^2 |x_{14}|^2}{|x_{13}|^2 |x_{24}|^2}.$$ (B.3)

30 The two papers differ by a factor of $2^{-J}$ on their definition of the conformal block. We use the one of [53].
Then, using (3.27) the Gaussian path integral gives\footnote{There are two important distinctions between our expression and that of [53]. Firstly, their contour is only for the upper half plane of the principal series, which is why we have a 2 in (B.4) relative to their expression. Also, their operators are ordered differently from ours so that our integrand has an extra \((-1)^J\) relative to theirs.}

\[
\langle \eta(x_1, x_2)\eta(x_3, x_4) \rangle_{\text{tree}} = \sum_{J=0}^{\infty} \int_{\gamma_J} \frac{(-1)^J d\Delta}{4\pi i \lambda_{\Delta, J} N_{\Delta, J}} \int \frac{d^d y}{(\mathcal{O}_{\Delta_0}(x_1) \mathcal{O}_{\Delta_0}(x_2)) \mathcal{O}_{\Delta, J}(y)} \\
= \sum_{J=0}^{\infty} \int_{\gamma_J} \frac{d\Delta}{4\pi i \lambda_{\Delta, J} N_{\Delta, J}} \psi_{\Delta, J}(x_i) \\
= \frac{1}{|x_{12}|^{d-2}|x_{34}|^{d-2}} \sum_{J=0}^{\infty} \int_{\gamma_J} \frac{d\Delta}{2\pi i \lambda_{\Delta, J} N_{\Delta, J}} \mathcal{G}_{\Delta, J}(U, V).
\]

(B.4)

In the last equality of (B.4) we used the fact that the rest of the integrand (and the contour itself, including our deformations) is invariant under \(\Delta \leftrightarrow \tilde{\Delta}\). The coefficients of the conformal blocks have poles at \(\Delta = d - 2 + 2n + J\) for \(n = 0\) with residues:\footnote{As we can see in (3.25), the function \(\frac{1}{\lambda_{\Delta, J}^2}\) has poles for both \(n = 0\) (\(\Delta = d + J - 2\)) and \(n = 1\) (\(\Delta = d + J\)). So in a way both are “physical operators”. But from the free theory we know that while the first is an actual operator (the mass operator \(\phi^J(x)\) and the conserved spin \(J\) currents), the second vanishes because of the equation of motion : \(\phi \partial^J \square \phi := 0\). The reason \(n = 1\) doesn’t contribute to the correlation function at the end of the day is because we take residues of \(\frac{1}{\lambda_{\Delta, J}^2}\). In \(S_{\Delta_0, \Delta_0}^{(\tilde{\Delta}, J)}\) we have a term \(\Gamma^{-2} \left( \frac{\tilde{\Delta} + J}{2} \right)\) (see (3.5)) with a double zero at \(\Delta = d + J\) that kills the pole from \(\frac{1}{\lambda_{\Delta, J}^2}\). The conclusion is that the \(\Delta = d + J\) operators are “physical” at the level of the action, but don’t contribute to any physical OPE.}

\[
R^{(J)} = \text{Res} \left[ \frac{(-1)^J S_{\Delta_0, \Delta_0}^{(\Delta, J)}}{\lambda_{\Delta, J} N_{\Delta, J}} \right] = -(-1)^J \frac{\pi^{-2} 2^{J-4} (d + 2J - 3) \Gamma \left( \frac{d}{2} + J - 1 \right) \Gamma (d + J - 3)}{\Gamma (J + 1) \Gamma (d + 2J - 2)}.
\]

(B.5)

To compute (B.4) we thus need to perform the sum

\[
-\frac{1}{|x_{12}|^{d-2}|x_{34}|^{d-2}} \sum_{J=0}^{\infty} R^{(J)} \mathcal{G}_{d+J-2, J}(U, V),
\]

(B.6)

where the minus sign comes from closing the contour to the right, and the conformal blocks \(\mathcal{G}_{\Delta, J}\) are normalized with the small \(U\) expansion

\[
\mathcal{G}_{\Delta, J}(U, V) = \frac{1}{(-2)^J} U^{\frac{\Delta - J}{2}} (1 - V)^J F_1 \left( \frac{\Delta + J}{2}, \frac{\Delta + J}{2}, \Delta + J, 1 - V \right) + O(U^{\frac{\Delta - J}{2} + 1}).
\]

(B.7)

Since for the free theory we only consider the lowest twist operators, we can actually ignore...
the sub-leading powers of $U$, which must identically cancel. We thus compute

\[
\sum_{J=0}^{\infty} \frac{(d+2J-3)\Gamma\left(\frac{d}{2}+J-1\right)^2 \cdot \Gamma(d+J-3)}{2^{4-J} \pi^{d} \Gamma(J+1) \Gamma(d+2J-2)}
\]

\[
\times \frac{U^{d-2}}{2J} (1-V)^J 2F_1 \left[ \frac{d-2}{2} + J, \frac{d-2}{2} + J, d-2+2J, 1-V \right]
\]

\[
= U^{d-1} \int_0^1 dt \sum_{J=0}^{\infty} \frac{\pi^{-d}(d+2J-3)(1-v)^J((1-t)t)^{\frac{d}{2}+J-2} \Gamma(d+J-3)(t(v-1)+1)^{-\frac{d}{2}-J+1}}{16 \Gamma(J+1)}
\]

\[
= \left[ \frac{\Gamma(d/2-1)}{4\pi^{d/2}} \right]^2 (U/V)^{\frac{d}{2}-1}, \tag{B.8}
\]

so that the resulting (connected part of the) correlation function is

\[
\langle \eta(x_1, x_2)\eta(x_3, x_4) \rangle = \left[ \frac{\Gamma(d/2-1)}{4\pi^{d/2}} \right]^2 \frac{1}{|x_{14}|^{d-2}|x_{23}|^{d-2}}, \tag{B.9}
\]

as we expect from Wick contractions for the canonically normalized scalar with propagator (2.9). For the $O(N)$ theory, we sum only over even spins and multiply the residues by two since the quadratic action for the $O(N)$ theory is half that of the $U(N)$. We then get

\[
\left[ \frac{\Gamma(d/2-1)}{4\pi^{d/2}} \right]^2 (U^{d-1} + (U/V)^{\frac{d}{2}-1}), \tag{B.10}
\]

and so the correlation function is

\[
\langle \eta(x_1, x_2)\eta(x_3, x_4) \rangle = \left[ \frac{\Gamma(d/2-1)}{4\pi^{d/2}} \right]^2 \left[ \frac{1}{|x_{13}|^{d-2}|x_{24}|^{d-2}} + \frac{1}{|x_{14}|^{d-2}|x_{23}|^{d-2}} \right], \tag{B.10}
\]

as expected.

## C Bulk identities

In this appendix we prove some key identities used in the main text to analyze the bulk physics.

### C.1 Proof of (6.13)

The first identity we consider is (6.13), which can be written explicitly as

\[
\sum_{J} \frac{1}{(J+1)(d-1)^2} \int dX \int dX' (W_1 \cdot \nabla_{X_1})^J \Omega_0(X_1, X) (K_{W'} \cdot \nabla_{X'})^J \Omega_0(X_2, X') \times \Theta_J(X, X'; W, W') (K_{W'} \cdot \nabla_{X'})^J \Omega_0(X', X_3) (W_4 \cdot \nabla_{X_4})^J \Omega_0(X', X_4)
\]

\[
= (W_1 \cdot \nabla_{X_1})^J \Omega_0(X_1, X_3) (W_4 \cdot \nabla_{X_4})^J \Omega_0(X_2, X_4). \tag{C.1}
\]
As a first step, we will show a simpler identity: we will interpret the conformal basis completeness relation (3.2) as an identity about Θ. We have

\[ \delta(P_1, P_2)\delta(P_3, P_4) = \frac{1}{2} \sum_{J} \frac{d^4 P}{J! \left( \frac{d - 1}{2} \right)_J} \int \frac{d\Delta}{2\pi i N_{\Delta, j}} \]

\[ \times \delta(O_{\Delta_0}(P_1) \hat{O}_{\Delta_0}(P_2) O_{\Delta, j}(P, D_Z)) \delta(O_{\Delta_0}(P_3) \hat{O}_{\Delta_0}(P_4) O_{\Delta, j}(P, Z)) \]

\[ = \frac{1}{2} \sum_{J} \frac{1}{J! \left( \frac{d - 1}{2} \right)_J} \int \frac{d\Delta}{2\pi i N_{\Delta, j}} \]

\[ \times \int dX (W \cdot \nabla)^J G_{\Delta_0,0}(X, P_2) G_{\Delta_0,0}(X, P_1) \]

\[ \times \int dX' (W' \cdot \nabla)^J G_{\Delta_0,0}(X', P_3) G_{\Delta_0,0}(X', P_4) \]

\[ \times \int dP \quad \frac{d^4 P}{J! \left( \frac{d - 1}{2} \right)_J} \]

\[ \times G_{\Delta, j}(X, P; K_W \cdot D Z) G_{\Delta, j}(X', P; K_W \cdot D Z) \]

\[ \times \Theta(X, X'; W, W') \]

\[ = \sum_{J} \frac{1}{J! \left( \frac{d - 1}{2} \right)_J} \int dX \int dX' \int dP \quad \frac{d^4 P}{J! \left( \frac{d - 1}{2} \right)_J} \]

where in the second equality we used (6.2) twice, while in the third equality we used (4.7) and (6.8). We can draw this result as

\[ \delta(P_1, P_3)\delta(P_2, P_4) = \]

where the boundary legs are the bulk-to-boundary propagators with \( \Delta = \Delta_0 \) (and its shadow). Similar to figure 2, the arrows signify the derivatives (and spin contractions).

We can now finish the proof:

\[ \Omega_0(X_1, X_3)\Omega_0(X_2, X_4) \]

\[ = \int dP_1 dP_2 dP_3 dP_4 \delta(P_1, P_3)\delta(P_2, P_4) \]

\[ \times G_{\Delta_0,0}(X_1, P_1) G_{\Delta_0,0}(X_2, P_2) G_{\Delta_0,0}(X_3, P_3) G_{\Delta_0,0}(X_4, P_4) \]

\[ = \sum_{J} \frac{1}{J! \left( \frac{d - 1}{2} \right)_J} \int dX \int dX' \int dP \quad \frac{d^4 P}{J! \left( \frac{d - 1}{2} \right)_J} \]

\[ \times \int dP_2 (K_W \cdot \nabla)^J G_{\Delta_0,0}(X, P_2) G_{\Delta_0,0}(X_2, P_2) \Theta(X, X'; W, W') \]

\[ \times \int dP_3 G_{\Delta_0,0}(X_3, P_3) (K_W \cdot \nabla)^J G_{\Delta_0,0}(X', P_3) \int dP_4 G_{\Delta_0,0}(X_4, P_4) G_{\Delta_0,0}(X', P_4) \]

Applying \((W_1 \cdot D_X)^J_1 (W_4 \cdot D_X)^J_4\) on both sides gives exactly (6.13).
C.2 Proof of (6.14) and bulk regularization

We start by considering the completeness relation (C.2), which we wrote diagrammatically in (C.3). Suppose that we connect $P_2$ to a bulk point $X_2$ with a bulk-to-boundary propagator $G_{\Delta_0,0}$, that we connect $P_4$ to a bulk point $X_1$ with a bulk-to-boundary propagator $G_{\Delta_0,0}$, that we identify $P_1 = P_3$, and that we integrate over $P_1, P_2$ and $P_4$. Finally we also operate $(W_1 \cdot D_{X_1})^4$ on both sides. The equality we then obtain takes the form

$$1 \xrightarrow{J_1} 2 \cdot \int dP \delta(0) = \int dP \delta(0) \cdot \int J_1 \xrightarrow{J_2} .$$

(C.5)

Evidently, this equality needs a regularization. The $d$-dimensional integral on the left-hand side is the same one that we obtained when we discussed loop integrals in the bi-local formalism in section 2.3. There it was regularized by putting the theory on a finite lattice, and it was set equal to the number of lattice points $V$ (which then appeared in our counterterms). More generally, with some high-momentum cutoff $|k| < \frac{1}{2}$ and an IR cutoff $|x| < L$, this integral would be regularized to $V \sim L^d/\varepsilon^d$. The bulk integrals on the right-hand side similarly diverge in the UV and in the IR (after the implicit summation over $J$). We can regularize them in the bulk by introducing a cutoff on the radial direction $z > \varepsilon$, and an IR cutoff for the space-time directions $|x| < L$. We then expect the regularized integral to give (6.14) with $V \sim L^d/\varepsilon^d$, up to corrections that go to zero when we take $\varepsilon \to 0$ and $L \to \infty$. We stress that the sum over the internal spin $J$ needs to be taken before we remove the regulators. The reason is that the dominant spins in the sum with a given regulator scale as $J \sim \frac{\varepsilon^2}{(\varepsilon/\varepsilon_0)^2}$ [70]. Since all loop divergences in our computations reduce to (6.14), this regularization scheme should regularize systematically all the bulk integrals.

C.3 Modifications for $d < 4$

In this appendix we discuss how the arguments of section 6 must be modified for $d < 4$. The only modification of the inverse mapping is for $J = 0$, as given by (4.28):

$$M^{-1}_0(P_1, P_2 | X) = \int d\Delta \frac{1}{2 \pi i \alpha_0 N_{\Delta_0,0} \Pi_{\Delta_0}} \int dP \langle O_{\Delta_0}(P_1) \hat{O}_{\Delta_0}(P_2) O_{\Delta_0}(P) \rangle G_{\Delta_0}(X, P) \times \left( \nabla^2_X - M^2_{d-2,0} \right) \left( \nabla^2_X - M^2_{d,0} \right) .$$

(C.6)

Using (6.2) we can write it as

$$M^{-1}_0(P_1, P_2 | X) = \int \Delta \Omega_{\Delta,0}(X', P_2) G_{\Delta,0,0}(X', P_1) \theta_0(X, X') ,$$

(C.7)

where we now define (different than (6.5))

$$\theta_0(X', X) = \int d\Delta \frac{1}{2 \pi i \alpha_0 N_{\Delta_0} \Pi_{\Delta_0}} \Omega_{\Delta}(X', X) \left( \nabla^2_X - M^2_{d-2,0} \right) \left( \nabla^2_X - M^2_{d,0} \right) .$$

(C.8)

Notice that now $\theta_0$ (and the mappings themselves) is not merely a function (or a distribution) but a differential operator. For $J > 0$ the inverse mapping remains (4.27).
Next, consider the direct mapping, which for $d < 4$ is given by (4.20)

$$\mathcal{M}_J(X, W | P_1, P_2) = \frac{1}{2} \int_{\gamma_J} \frac{d \Delta}{2 \pi i} \int \frac{d P}{j! \left( \frac{d-1}{2} \right)^j} \frac{f_{\Delta, J}}{\lambda_{\Delta, J} N_{\Delta, J}}$$

$$\times G_{\Delta, J}(X, P; W, D) (O_{\Delta_0} (P_1) \tilde{O}_{\Delta_0} (P_2) O_{\Delta, J} (P, Z)) \nabla^2_{P_1} \nabla^2_{P_2}.$$ (C.9)

Again, using (6.2) we can write this as

$$\mathcal{M}_J(X, W | P_1, P_2) = \int \frac{d X'}{j! \left( \frac{d-1}{2} \right)^j} G_{\Delta_0, 0}(X', P_2) (K_{W'} \cdot \nabla_{X'})^J$$

$$\times G_{\Delta_0, 0}(X', P_1) \tilde{\theta}_J(X, X'; W, W') \nabla^2_{P_1} \nabla^2_{P_2},$$ (C.10)

where we now define

$$\tilde{\theta}_J(X, X'; W, W') = \int \frac{d \Delta}{2 \pi i} \frac{\alpha_J f_{\Delta, J}}{2 b_{\Delta_0, \Delta_0} \lambda_{\Delta, J}} \Omega_{\Delta, J} (X, X'; W, W').$$ (C.11)

We would like to show that all the identities of section 6 have their version also for these new $\theta, \tilde{\theta}$. We start with the definition of $\Theta_J$ (6.11). For $J = 0$ we now have

$$\Theta_0(X, X') = \int dY \theta_0(X, Y) \tilde{\theta}_0(Y, X')$$

$$= \int dY \int \frac{d \Delta}{2 \pi i} \frac{1}{\lambda_{\Delta, 0} f_{\Delta, 0} b_{\Delta_0, \Delta_0}} \Omega_{\Delta, 0}(X, Y) \left( \nabla^2_Y - M^2_{d-2, 0} \right) \left( \nabla^2_Y - M^2_{d, 0} \right)$$

$$\times \int \frac{d \Delta'}{2 \pi i} \frac{\alpha_0 f_{\Delta', 0}}{2 b_{(\Delta', 0) \Delta_0, \Delta_0} \lambda_{\Delta', 0}} \Omega_{\Delta', 0}(X, X')$$

$$= \int \frac{d \Delta}{2 \pi i} \frac{\alpha_0}{\lambda_{\Delta, 0} 2 b_{(\Delta, 0) \Delta_0, \Delta_0} b_{\Delta_0, \Delta_0}} \Omega_{\Delta, 0}(X, X').$$ (C.12)

Note that $\theta_0$ and $\tilde{\theta}_0$ are now operators, so they now do not obviously commute as they did for $d > 4$ in (6.11). We will use the specific ordering of (C.12). For $J > 0$ we have

$$\Theta_J(X_1, X_2; W_1, W_2) = \int \frac{d X}{j! \left( \frac{d-1}{2} \right)^j} \theta_J(X_1, X; W_1, K_W) \tilde{\theta}_J(X, X_2; W, W_2)$$

$$= \int \frac{d \Delta}{2 \pi i} \frac{\alpha_J}{2 \lambda_{\Delta, J} b_{(\Delta, J) \Delta_0, \Delta_0} b_{\Delta_0, \Delta_0}} \Omega_{\Delta, J}(X_1, X_2; W_1, W_2),$$ (C.13)

which is similar to the $J = 0$ case.
Next, we would like to show the $d < 4$ version of (6.12):

$$
\delta^{TT}(X_1, X_2)W_1^2 \delta J_1, J_2 = \int dP_1 \int dP_2 \, \mathcal{M}_{J_1}(X_1, W_1 | P_1, P_2) \mathcal{M}_{J_2}(P_1, P_2 | X_2, W_2)
= \int dP_1 \int dP_2 \left( \frac{dX'_1}{J_1! \left( \frac{d-1}{2} \right) J_1} \right)
G_{\Delta_0,0}(X'_1, P_2) (K_{W'_1} \cdot \nabla X'_1)^{J_1} G_{\Delta_0,0}(X'_1, P_1) \tilde{\theta}_{J_1}(X_1, X'_1; W_1, W'_1)
\times \nabla^2_{X'_1} \nabla^2_{X'_2} \int \left( \frac{dX'_2}{J_2! \left( \frac{d-1}{2} \right) J_2} \right)
G_{\Delta_0,0}(X'_2, P_1) G_{\Delta_0,0}(X'_2, P_2) \theta_{J_2}(X'_2, X_2; W'_2, W_2)
= a_{\Delta_0}^2 \int dP_1 \int dP_2 \left( \frac{dX'_1}{J_1! \left( \frac{d-1}{2} \right) J_1} \right)
G_{\Delta_0,0}(X'_1, P_2) (K_{W'_1} \cdot \nabla X'_1)^{J_1} G_{\Delta_0,0}(X'_1, P_1) \tilde{\theta}_{J_1}(X_1, X'_1; W_1, W'_1)
\times \int \left( \frac{dX'_2}{J_2! \left( \frac{d-1}{2} \right) J_2} \right)
(K_{W'_2} \cdot \nabla X'_2)^{J_1} G_{\Delta_0,0}(X'_2, P_1) G_{\Delta_0,0}(X'_2, P_2) \theta_{J_2}(X'_2, X_2; W'_2, W_2)
= a_{\Delta_0}^2 \int dP_1 \int dP_2 \left( \frac{dX'_1}{J_1! \left( \frac{d-1}{2} \right) J_1} \right)
\int \left( \frac{dX'_2}{J_2! \left( \frac{d-1}{2} \right) J_2} \right)
(K_{W'_2} \cdot \nabla X'_2)^{J_1} \Omega_0(X'_2, X'_1) (K_{W'_1} \cdot \nabla X'_1)^{J_1} \Omega_0(X'_2, X'_1)
\times \tilde{\theta}_{J_1}(X_1, X'_1; W_1, W'_1) \theta_{J_2}(X'_2, X_2; W'_2, W_2),
$$

where we used (6.17) in the last line. We see a factor of $a_{\Delta_0}^2$ compared to (6.12).

We can now derive the $d < 4$ version of (6.13) as we did in the previous subsection for $d > 4$, by starting with (3.2) and then applying (6.2). The difference for $d < 4$ is that now the completeness relation for $d < 4$ is altered (3.22), so that we now have

$$
\delta(P_1, P_3) \delta(P_2, P_4) = \sum_{J=0}^{\infty} \int \frac{d\Delta}{2 \pi i} \int \frac{dP}{J! \left( \frac{d-1}{2} \right) J} \frac{1}{2N_{\Delta, J} \lambda_{\Delta, J}} \cdot
\times (O_{\Delta_0}(P_1) \tilde{O}_{\Delta_0}(P_2) O_{\Delta, J}(P, DZ))
\times (O_{\Delta_0}(P_3) \tilde{O}_{\Delta_0}(P_4) O_{\Delta, J}(P, Z)) \nabla^2_{P_3} \nabla^2_{P_4}
= \sum_{J=0}^{\infty} \int \frac{dX'_1}{J! \left( \frac{d-1}{2} \right) J} \int \frac{dX'_2}{J! \left( \frac{d-1}{2} \right) J} \Theta_{J}(X'_1, X'_2; K_{W'_1}, K_{W'_2})
\times G_{\Delta_0,0}(X'_1, P_1) (W'_1 \cdot \nabla X'_1)^{J} G_{\Delta_0,0}(X'_1, P_2)
\times G_{\Delta_0,0}(X'_2, P_4) (W'_2 \cdot \nabla X'_2)^{J} G_{\Delta_0,0}(X'_2, P_3) \nabla^2_{P_3} \nabla^2_{P_4}.
$$

Multiplying by $G_{\Delta_0,0}(X_1, P_1) G_{\Delta_0,0}(X_2, P_2) G_{\Delta_0,0}(X_3, P_3) G_{\Delta_0,0}(X_4, P_4)$ and integrating over $P_1, P_2, P_3, P_4$ gives (using (6.17))

$$
\Omega_0(X_1, X_3) \Omega_0(X_2, X_4) = a_{\Delta_0}^2 \sum_{J=0}^{\infty} \int \frac{dX'_1}{J! \left( \frac{d-1}{2} \right) J} \int \frac{dX'_2}{J! \left( \frac{d-1}{2} \right) J} \Theta_{J}(X'_1, X'_2; K_{W'_1}, K_{W'_2})
\times \Omega_0(X'_1, X_1) (W'_1 \cdot \nabla X'_1)^{J} \Omega_0(X'_1, X_2)
\times \Omega_0(X'_2, X_4) (W'_2 \cdot \nabla X'_2)^{J} \Omega_0(X'_2, X_3).
$$

We can then apply $(W'_1 \cdot D_{X_1})^{J_1} (W'_4 \cdot D_{X_4})^{J_4}$ on both sides to get $a_{\Delta_0}^2 (6.13)$ (with our modified $\Theta$).
Next, we can derive the modified version of (6.14) for \( d < 4 \) by multiplying \((C.15)\) by \( G_{\Delta_0}(X_2, P_2) G_{\Delta_0}(X_1, P_4) \delta(P_1, P_3) \) and integrating over \( P_1, P_2, P_3, P_4 \) to get

\[
\Omega_0(X_1, X_2) V = \sum_{j=0}^{\infty} \int \frac{dX'}{j! \left( \frac{d-1}{2} \right)^j} \int \frac{dX}{j! \left( \frac{d-1}{2} \right)^j} \Theta_J(X', X; K W', K W') \\
\times \int dP_2 dP_3 dP_4 G_{\Delta_0,0}(X', P_1)(W' \cdot \nabla X')^j G_{\Delta_0,0}(X', P_2) \\
\times G_{\Delta_0,0}(X, P_3)(W \cdot \nabla X)^j G_{\Delta_0,0}(X, P_3) \\
\times \nabla^2 P_3 \nabla^2 P_4 \left( G_{\Delta_0,0}(X_2, P_2) G_{\Delta_0,0}(X_1, P_4) \delta(P_1, P_3) \right) \\
= a_{\Delta_0} \cdot \sum_{j=0}^{\infty} \int \frac{dX'}{j! \left( \frac{d-1}{2} \right)^j} \int \frac{dX}{j! \left( \frac{d-1}{2} \right)^j} \Theta_J(X', X; K W', K W') \\
\times (W' \cdot \nabla X')^j \Omega_0(X_2, X') \Omega_0(X_1, X) \\
\times \int dP_3 dP_3 (W \cdot \nabla X)^j G_{\Delta_0,0}(X, P_3) G_{\Delta_0,0}(X, P_1) \nabla^2 P_3 \delta(P_1, P_3),
\]

which we can integrate by parts to get the right-hand side

\[
a_{\Delta_0} \cdot \sum_{j=0}^{\infty} \int \frac{dX'}{j! \left( \frac{d-1}{2} \right)^j} \int \frac{dX}{j! \left( \frac{d-1}{2} \right)^j} \Theta_J(X', X; K W', K W') \\
\times (W' \cdot \nabla X')^j \Omega_0(X_2, X') \Omega_0(X_1, X) (W \cdot \nabla X)^j \Omega_0(X, X').
\]

Applying \((W_1 \cdot D_X)^j\) to both sides then gives \(a_{\Delta_0}^2\) times (6.14).

The two-point function in the bulk stays the same as discussed in section 4. The Feynman rules are produced by applying the inverse mapping to the bi-local action. Written in terms of our modified \( \theta_J, \bar{\theta}_J \) it has the same form (the same diagrams). Because the operators we defined satisfy the same conditions (up to the \( a_{\Delta_0}^2 \) that cancel between the uses of the identities) we get the same cancellations, as in section 6.

We would like to write exactly the same Feynman rules as we found for \( d > 4 \). The only modification of the vertex has to do with the modification of \( \theta_J \) described above, where only the \( J = 0 \) term \((C.8)\) was changed by acting with \((\nabla^2_X - M^2_{\Delta,0}) (\nabla^2_X - M^2_{\Delta,0})\) and inserting a \( 1/\lambda_{\Delta,0} \) in the \( \Delta \) integral. The question then is whether we are allowed to perform integration-by-parts to get the original Feynman rules. Inside a Feynman diagram computation, the differential operator will act on a bulk 2-point function from the Feynman rules. Applying the operator we would get exactly a bulk delta-function, so the bulk integral is trivial, and we will have the same properties as for \( d > 4 \). On the other hand, if we try to perform an integration by parts directly on the vertex (to bring it to the same form as the \( d > 4 \) vertex), we obtain when applying the Feynman rules an integral involving \( \int dX \Omega_{\Delta}(X', X) \Pi_{d-2}(X, X'') \), which in the small \( z \) limit behaves as \( z^{d/2 + d - 2} \sim z^{(d-4)/2} \), and so diverges for \( d < 4 \). So the difference between the Feynman rules of \( d < 4 \) and those of \( d > 4 \) are the diverging boundary terms from the integration by parts. We can think about them as UV counter terms, made to regularize the naive action because of the unconventional boundary condition for \( \Phi_0 \) in this case. The bottom line is that we need to
use for \( d < 4 \) the modified Feynman rules of this section, but the expressions we get after using them are the same as we obtain by continuing the \( d > 4 \) results to \( d < 4 \).

As explained in section 8, in the dual to the critical theory the boundary condition for \( \Phi_0 \) (with \( d < 4 \)) does not allow for a \( z^{d-2} \) term. Hence, in this case no divergences will appear when integrating by parts the action, so we can simply use precisely the same bulk action and Feynman rules as in section 6.
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