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Abstract

In this paper we consider \( m \) (\( m \geq 1 \)) conjunctions of Max-atoms that is atoms of the form \( \max(z, y) + r \geq x \), where the offset \( r \) is a real constant and \( x, y, z \) are variables. We show that the Max-atom problem (MAP) belongs to \( P \). Indeed, we provide an algorithm which solves the MAP in \( O(n^6 m^2 + n^4 m^3 + n^2 m^4) \) operations, where \( n \) is the number of variables which compose the max-atoms. As a by-product other problems also known to be in \( NP \cap \text{co-NP} \) are in \( P \). P1: the problem to know if a tropical cone is trivial or not. P2: problem of tropical rank of a tropical matrix. P3: parity game problem. P4: scheduling problem with AND/OR precedence constraints. P5: problem on hypergraph (shortest path). P6: problem in model checking and \( \mu \)-calculus.
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1 Introduction

In this paper we consider \( F \) a set of \( m \) (\( m \geq 1 \)) conjunctions of Max-atoms that is inequalities of the form \( \max(z, y) + r \geq x \), where the offset \( r \) is a real constant value and \( x, y, z \) are variables. And we are looking at non-trivial solutions (ie \( \neq -\infty \)) of \( F \).

It seems that the Max-atom problem (MAP) has been described for the first time in [2]. According to [3] the Max-atom problem has been introduced as a generalization of Difference Logic (DL), i.e. atoms of the form \( y + k \geq x \) with offset \( k \in \mathbb{Z} \). DL was used to study delays in circuits using SAT-modulo theory (see e.g. [11]). DL is also known as Difference Bound Matrix (DBM) in model checking of timed automata community. Different extensions of DBM or DL
from the one studied in this paper have been proposed for tracking numerical errors in programs (see e.g. [9] and references therein).

The expressiveness of Max-atom over \( \mathbb{Z} \) have been stressed in [2], [3]. We recall some results about expressiveness hereafter. Because max is idempotent DL can be expressed as \( \max(x, x) + k \geq y \). Strict inequalities \( \max(x, y) + k > z \) can be expressed as \( \max(x, y) + k - 1 \geq z \). One can also express equalities of the form \( \max(x, y) + k = z \), \( \max(x, y) + k = \max(x', y') + k' \). And one can also express inequalities of the form \( \max(x + k, y + k') \geq z \), with \( k \neq k' \).

Hereafter, we list some important problems in different areas of research. All these problems are known to be in \( \text{NP} \cap \text{co-NP} \). After this list we explain their links with the Max-atom problem.

P1 Tropical geometry problem. We consider two \( m \times n \)-matrices \( A = (a_{i,j}) \) and \( B = (b_{i,j}) \) with entries in \( \mathbb{R} \cup \{ -\infty \} \) and we define the tropical cone \( \mathcal{C}(A, B) \) as the following subset of \( [-\infty, \infty)^n \):

\[
\mathcal{C}(A, B) := \left\{ x = (x_1, \ldots, x_n)' : \forall i \in [m], \max_{j \in [n]} (a_{i,j} + x_j) \leq \max_{j \in [n]} (b_{i,j} + x_j) \right\}.
\]

Where \([m] \) (resp. \([n] \)) denotes the set \([1, \ldots, m] \) (resp. \([1, \ldots, n] \)).

Problem. Does \( \mathcal{C}(A, B) \) contain a non-trivial element \( x \neq -\infty \) ?

P2 Tropical independence and tropical rank of a matrix. We consider a \( m \times n \)-matrix \( A = (a_{i,j}) \) with entries in \( \mathbb{R} \cup \{ -\infty \} \) and \( m \geq n \). Are the columns of matrix \( A \) tropically linearly dependent ? It means that we have to solve the following problem.

Can we find scalars \( \lambda_1, \ldots, \lambda_n \) not all equal to \( -\infty \) such that \( \forall i \in [m] \) the quantity \( z := \max_{j \in [n]} (a_{i,j} + \lambda_j) \) is attained by at least two values of \( j \in [n] \) ?

A \( r \times r \)-matrix \( B \) with entries in \( [-\infty, \infty) \) which is a submatrix (minor) of matrix \( A \) is tropically singular if its tropical permanent defined as:

\[
\max_{s \in S(r)} (b_{1,s(1)} + \ldots + b_{r,s(r)}),
\]

where \( S(r) \) denotes the set of permutations of set \([r] \), is either attained by at least two permutations or is \( -\infty \). The rank of matrix \( A \) is defined as the maximum size \( r \) such that submatrix \( B \) is non-singular.

Problem. For a fixed \( k \in [n] \). Does matrix \( A \) have a tropical rank \( \geq k \) ?

P3 Two-person games. Let us consider two players \( \emptyset \) and \( 1 \) which are involved in the following path-forming game specified by a digraph \( G = (V, A) \) in which every vertex \( v \) (i.e. element of \( V \)) has \( > 0 \) outdegree, \( d^+(v) \), and by two disjoint sets \( V_0 \) and \( V_1 \) which are subsets of \( V \). The game start at time \( k = 0 \) at vertex \( v_0 \). At any time \( k \) the next move on graph \( G \) is done as follows. If the vertex attained at epoch \( k \) is \( v_k \in V_i \), \( i \in \{ \emptyset, 1 \} \) then player \( i \) chooses a vertex \( v_{k+1} \) such that \( (v_k, v_{k+1}) \in A \). Else (i.e. \( v_k \in V - (V_0 \cup V_1) \)) then the vertex \( v_{k+1} \) is chosen with probability
\( \frac{1}{d(v_0)} \). When \( V = V_0 \cup V_1 \) the game is said to be deterministic. Otherwise it is said to be stochastic. A strategy of a player is the series of moves of the player. These moves are made according to a rule. A strategy is positional if it only depends on the current position of the game and not moves made earlier.

Example of deterministic games are mean-payoff games and parity games. In mean-payoff games the arcs of \( G \) are labeled by a function (i.e. a weight) \( w : A \rightarrow \{-W, \ldots, 0, \ldots, W\} \), \( W \geq 1 \). And we are considering the long-run average:

\[
J(k) := \frac{1}{k} \sum_{i=1}^{k} w(v_{i-1}, v_i)
\]

of the weight of the walk. For mean-payoff games the goal of the player \( \varnothing \) (resp. \( \mathbb{1} \)) is to maximize (resp. minimize) \( \liminf J(k) \) (resp. \( \limsup J(k) \)) as \( k \to \infty \).

Problem. In [5], [8] it is proved that such a game has a value \( x \) such that \( \limsup J(k) \leq x \leq \liminf J(k) \). Does there exists a polynomial time algorithm to compute \( x \)?

Following e.g. [7, Chap. 1, 2, 6 and 7] in parity games each vertex is labeled by an integral priority assignment \( p : V \rightarrow P := \{0, \ldots, \# V - 1\} \), where \( \# V \) denotes the number of vertices of \( V \). For an infinite series of moves or path \( \pi := (v_0, v_1, \ldots) \in V^\mathbb{N} \) we define the following subset associated with \( P \) and \( p \):

\[
I(\pi) := \{l \in P : \forall i \exists j > i, v_j \in \pi \text{ and } p(v_j) = l\}
\]

which is the set of priorities occuring infinitely often in \( \pi \). And we are considering the following quantity:

\[
p^\vee := \max(I(\pi)).
\]

The goal of player \( \varnothing \) (resp. \( \mathbb{1} \)) is to ensure that \( p^\vee \) is even (resp. odd).

Example of stochastic game is the simple stochastic game [4]. It is a Markovian random walk with an initial state \( v_{-\infty} \in V \) and two sink vertices \( v_0^\infty \) and \( v_1^\infty \). The transition probabilities matrix \( P = (p_{u,v}) \) is defined as follows \( \forall (u,v) \in A \):

\[
p_{u,v} = \begin{cases} 
1 \quad & \text{if } u \in V_0 \cup V_1 \text{ or } u = v = v_0^\infty, 1 \in \{\varnothing, \mathbb{1}\} \\
\frac{1}{d(v)} \quad & \text{if } u \in V - (V_0 \cup V_1) \\
0 \quad & \text{otherwise.} 
\end{cases}
\]

Problem. For the above mentioned games, does there exist a positional winning strategy for player \( \varnothing \) and/or \( \mathbb{1} \)? Can we find the optimal strategy in polynomial time?
P4 Scheduling problem with AND/OR precedence constraints [10]. Let us consider a DAG $G = (V, A)$. The set of vertices $V$ is called set of jobs. The arcs (i.e. the elements of $A$) represent the precedence constraints. An AND/OR precedence constraints system is modelled by a set $W$ of pairs $w = (X, j)$ where $j \in V$ and $X \subseteq (V - \{j\})$. The job $j$ can start execution as soon as $\exists i \in X$ such that $(i, j) \in A$ which has been completed. Note that when $X$ is a singleton the constraint system is called AND precedence constraints system.

Problem. One fundamental issue is to compute the vector of earliest jobs start times $x \in \mathbb{Z}^m$ where $m := \#(V \cup W)$. That is find a nonnegative vector $x$ such that $\forall (X, j) \in W$ the following constraint

$$\min_{i \in X} (x_i + k_{iw}) \leq x_j$$

is satisfied. Where $\forall w = (X, j) \in W$ and $\forall i \in X$, $k_{iw} \in \mathbb{Z}$ is a bounded time lag. This system is the dual counterpart of the Max-atom problem. It is based on the following changes:

$$x \leftrightarrow -x, \quad \max \leftrightarrow \min, \quad \geq \leftrightarrow \leq.$$ 

P5 Shortest hyperpath problem in weighted directed hypergraph [6]. A weighted directed hypergraph is a tuple $G = (V, A, w)$ where $V = \{v_1, \ldots, v_n\}$ is the set of nodes and $A$ is the set of hyperarcs. An hyperarc is an ordered pair $a = (t(a), h(a))$ such that $t(a), h(a) \subseteq V$ and $t(a) \cap h(a) = \emptyset$. And a map $w : A \rightarrow \mathbb{Z}$. A path $\pi_{st}$ of length $q$ in $G$ is defined as a sequence of nodes and hyperarcs

$$\pi_{st} = (s, a_1, v_2, a_2, \ldots, a_q, t)$$

such that $s \in t(a_1)$, $t \in h(a_q)$ and $\forall i \in \{2, \ldots, q\}$ $v_i \in h(a_{i-1}) \cap t(a_i)$.

There are different notions of hyperpaths. We study the following one when $\#h(a) = 1$, $\forall a \in A$ (called $B$-graph in [4]). Let $X \subseteq V$ and $y \in V$. There is a hyperpath from $X$ to $y$ denoted $t_{X,y}$ if either $a) y \in X$ or $b)$ $\exists (Z, y) \in A$ and hyperpaths from $X$ to $z$, $z \in Z$. The weight of $t_{X,y}$, say $\theta(t_{X,y})$, is recursively defined as follows:

$$\theta(t_{X,y}) := \begin{cases} 0 & \text{if } y \in X \\ w(Z, y) + \max_{z \in Z : \exists u_{X,z} \text{ hyperpath}} (\theta(X, z)) & \text{if } (Z, y) \in A. \end{cases}$$

Define the $\mathbb{Z} \cup \{-\infty, \infty\}$-valued function

$$d(X, y) := \min \{\theta(t_{X,y}) : t_{X,y} \text{ is a hyperpath from } X \text{ to } y\}.$$ 

The function is said to be well-defined if $\max_{y \in V} (d(X, y)) > -\infty$.

Problem. Decide whether function $d(X, \cdot)$ is well-defined $\forall \emptyset \neq X \subseteq V$. 

4
Model checking and $\mu$-calculus. Model checking is a method for analysing dynamical systems that can be modeled by state-transition systems. Model checking is widely used for the verification of hardware and software in industry. $\mu$-calculus is a logic describing properties of labelled transition systems. A labelled transition is defined as the tuple \( M = (S, \Lambda, \rightarrow) \) where \( S \) is a set of states, \( \Lambda \) is a set of labels (actions) and \( \rightarrow \subseteq S \times \Lambda \times S \). Propositions and variables are defined as subsets of \( S \). The set of formulas \( F \) is defined as follows:

- propositions and variables are formulas
- \( \forall f, g: f, g \in F \Rightarrow (f \text{ and } g) \in F \)
- \( \forall f \in F, \forall \alpha \in \Lambda, [\alpha]f \in F \) (after action \( \alpha \) necessarily \( f \))
- \( \forall f \in F, \forall \text{ variable } z, \nu z.f \in F \) (the number of free occurrences of \( \neg z \) is even)
- \( \forall f \in F, \neg f \in F \)

Problem. Check if a formula \( f \in F \) holds in a state \( s \in S \) of the transition system \( M \).

Problem P1 is PTIME equivalent to mean payoff game (described in P3) with the dynamic vectorial operator \( (f_1, \ldots, f_n) \) defined by:

\[
\forall j \in [n], f_j(x) = \min_{i \in [m]} (-a_{i,j} + \max_{k \in [n]} (b_{i,k} + x_k)).
\]

This result is proved in e.g. [1].

Problem P2 reduces to mean payoff game (described in P3). This result is also proved in e.g. [1].

In game theory the mean payoff games seem also to play a central role. Indeed it exists a polynomial reduction from MPG to simple stochastic games (see e.g. [12]). Parity games (PG) are PTIME reduced to MPG. Moreover, MPG and PG behave the same way for each pair of positional strategies (see e.g. [7, Lemma 7.5]).

Problem P4 is PTIME equivalent to MPG (see e.g. [10]).

Problem P5 is PTIME equivalent to MAP (see e.g. [2], [3]).

Problem P6 is PTIME equivalent to PG (see e.g. [7, Chap. 10]). Roughly speaking, for a formula \( f \) and a state \( s \) of a transition system \( M \) a graph \( G_{M,f} \) is built by induction on the formula \( f \). Then, the parity game associated with \( G_{M,f} \) is solved. The player $\odot$ (resp. $\oplus$) wins if and only if \( f \) does not hold (resp. holds) in state \( s \).

Concerning the Max-atom problem. It has been proved this problem plays a central role in decision theory. Indeed, the MAP is PTIME equivalent to problem P1, problem P4, problem P5 (see e.g. [2], [3]). Since problems P1 and P4 are PTIME equivalent to MPG, the MAP is also PTIME equivalent to MPG. The known complexity results of MAP are as follows. The MAP is known to be in $\mathsf{NP} \cap \mathsf{co-NP}$. When the offsets are all in $\mathbb{Z}$ the MAP is weakly polynomial.
But the algorithm provided in [3] is not polynomial for MAP over \( \mathbb{Q} \). Thus, it seems important to be able to solve MAP over \( \mathbb{R} \).

The paper is organized as follows. In Section 2 we give the precise formulation of the Max-atom problem. In Section 3 we provide the important simplification rules. These rules are the key points of our algorithm presented in Section 4. And in Section 5 we state that algorithm terminates and we obtain bound on its running time.

2 Problem statement

Let \( m,n \) be integers \( \geq 1 \). Let \( r_1,\ldots,r_m \in \mathbb{R} \). Let \( V := \{x_1,\ldots,x_n\} \), with \( n \) integer \( \geq 1 \), be the set of variables. Let \( f,s,l : [m] \to [n] \) be three applications. And we consider the following system of inequalities:

\[
\forall i \in [m], F_i : \max(x_{f(i)}, x_{s(i)}) + r_i \geq x_{l(i)}.
\]

(1)

**Problem.** We are looking for the existence of non-trivial solutions \( x = (x_1,\ldots,x_n) \neq -\infty \) of the system (1):

Can we build a non-trivial solution using a strongly polynomial time algorithm?

3 Simplification rules

In this section we present important lemmas which will be useful to solve the MAP.

**Lemma 3.1** Let us consider the max-atom \( F : \max(y,x) + r \geq x \). Then, if \( r \geq 0 \) \( F \) is always true. If \( r < 0 \) then \( F \) is equivalent to \( A : y + r \geq x \).

**Proof.** If \( r \geq 0 \) then \( \max(y,x) + r \geq x + r \geq x \). Now, if \( r < 0 \) then

\[
\max(y,x) + r \geq x \iff (y + r \geq x) \text{ or } (x + r \geq x),
\]

where \( (x + r \geq x) \) is false. Hence the result. \( \square \).

**Lemma 3.2** Let us consider the following system of max-atoms:

\[
\begin{cases}
F : \max(z,y) + r \geq x \\
F' : \max(z,y) + r' \geq x.
\end{cases}
\]

If \( r \leq r' \) then \( F \iff F' \).

**Proof.** If \( r \leq r' \) then \( F \Rightarrow F' \) and the result is now obvious. \( \square \).
Lemma 3.3 Let us consider the following system of inequalities:

\[
\begin{align*}
A: & \quad y + r \geq x \\
F': & \quad \max(z, y) + r' \geq x.
\end{align*}
\]

If \( r \leq r' \) then \( \begin{cases} A \\ F' \end{cases} \iff A \).

Proof. Assume \( r \leq r' \). Then, \( \max(z, y) + r' \geq y + r' \geq y + r \) which implies that \( A \Rightarrow F' \). And the result is now proved. \( \square \).

Lemma 3.4 Let us consider the following system of inequalities:

\[
\begin{align*}
A: & \quad z + r \geq y \\
F': & \quad \max(z, y) + r' \geq x.
\end{align*}
\]

If \( r \leq 0 \) then \( \begin{cases} A \\ F' \end{cases} \iff \begin{cases} A: z + r \geq y \\ A': z + r' \geq x \end{cases} \).

Proof. If \( r \leq 0 \) then \( z \geq y \) (by \( A \)) and \( \max(z, y) = z \). Hence the result. \( \square \).

Lemma 3.5 Let us consider the following system of inequalities:

\[
\begin{align*}
A: & \quad y + r \geq x \\
F: & \quad \max(z, x) + r' \geq y.
\end{align*}
\]

If \( r + r' < 0 \) then \( \begin{cases} A \\ F' \end{cases} \iff \begin{cases} A: y + r \geq x \\ A': z + r' \geq y \end{cases} \).

Proof. Assume that \( r + r' < 0 \). We remark that \( (x + r' \geq y) \iff (x + r' + r \geq y + r) \). Noticing that \( y + r \geq x \) it implies that \( (x + r' \geq y) \) is false. Thus, \( \max(z, x) + r' \geq y \) is equivalent to \( z + r' \geq y \). And the result is proved. \( \square \).

4 Algorithm A

Input: a set of variables \( V = \{x_1, \ldots, x_n\} \) and a set of \( m \) (\( m \geq 1 \)) max-atoms \( F \) where the max-atoms are expressions using only variables in \( V \). And a set of ordered constant values \( r_1 \leq \ldots \leq r_m \).

Output: A solution \( x = (x_1, \ldots, x_n) \neq -\infty \) if exists \( -\infty \) otherwise.

Let us introduce the following notation: \( F(z, y, x; r) := \max(z, y) + r \geq x \).

Note that \( F(y, y, x; r) = y + r \geq x \) and \( F(z, y, x; r) = F(y, z, x; r) \).

We also need to define the 'sum' of two valued graphs as follows.
Definition 4.1 Let \( x \xrightarrow{w} y \) and \( x' \xrightarrow{w'} y' \) we define the sum \( \hat{+} \) of these two arcs as follows:

\[
x \xrightarrow{w} y \hat{+} x' \xrightarrow{w'} y' := \begin{cases} 
\{ x \xrightarrow{\max(w, w')} y \} & \text{if } x = x' \text{ and } y = y' \\
\{ x \xrightarrow{w} y, x' \xrightarrow{w'} y' \} & \text{otherwise.}
\end{cases}
\]

Definition 4.2 Let \((V_1, E_1)\) and \((V_2, E_2)\) be two valued graphs. The sum of the graphs \((V_1, E_1)\) and \((V_2, E_2)\) is the graph \((V, E)\) denoted \(V_1 \hat{+} E_1 \cdot V_2 \hat{+} E_2\) defined by: \(V := V_1 \cup V_2\) and \(E := E_1 \hat{+} E_2\) is the Minkowski \(\hat{+}\)-sum of the sets of valued arcs \(E_1\) and \(E_2\).

Begin

0. if \(r_1 \geq 0\) then \(x := (0, \ldots, 0)\) exit() else \(E := \emptyset\)

1. \(\forall F(x, y, x; r) \in \mathcal{F}\) do (* see Lemma 3.1 *)
   1.1 if \(r \geq 0\) then \(F := F \setminus \{F(x, y, x; r)\}\) else \(F := F \setminus \{F(x, y, x; r)\} + \{F(y, y, x; r)\}\)

2. \(\forall (F(z, y, x; r), F(z, y, x; r')) \in \mathcal{F} \times \mathcal{F}\) do (* see Lemma 3.2 *)
   2.1 if \(r \geq r'\) then \(F := F \setminus \{F(z, y, x; r')\}\) else \(F := F \setminus \{F(z, y, x; r)\}\)

3. \(F' := F\)

4. \(\forall F(y, y, x; r) \in \mathcal{F}\) do
   4.1. \(E := E \hat{+} \{x \xrightarrow{r} y\}\) (* see definition 4.1 *)

5. if \((V, E)\) has a \(> 0\) circuit \(c\) then
   5.1. Put all variables of \(c\) at the value \(-\infty\)
   5.2. Delete the max-atoms of the form \(\max(z, y) + r \geq -\infty\) in \(F\)
   5.3. Propagate \(-\infty\) in \(F\) using the following rule:

\[
-\infty + r \geq x \Rightarrow x := -\infty
\]

6. if \(x = -\infty\) then exit() else
   6.1. \(V := V \setminus \{x \in V : x = -\infty\}\)
   6.2. goto 0.

7. if \(E \neq \emptyset\) then
   7.1 Compute the transitive closure of \((V, E)\): \((V, E^*)\)
7.2 for all \( u, v \in V \) compute \( r^*_{u,v} \) defined by:

\[
r^*_{u,v} = \begin{cases} 
\max \{ \text{weight}(\pi) : \pi \text{ path from } u \text{ to } v \} & \text{if } \exists (u,v) \in E^* \\
-\infty & \text{otherwise.}
\end{cases}
\]

(2)

7.3 \( F := F + \sum_{(u,v) \in E} \{ F(v, v, u; -r^*_{u,v}) \} \)

8 \( \forall (F(y, y, x; r), F(z, y, x; r')) \in F \times F \) do (* see Lemma 8.8 *)

8.1 if \( r \leq r' \) then \( F := F - \{ F(z, y, x; r') \} \)

8.2 \( \forall (F(z, z, y; r), F(z, y, x; r')) \in F \times F \) do (* see Lemma 8.4 *)

9.1 if \( r \leq 0 \) then \( F := F - \{ F(z, z, x; r') \} + \{ F(z, z, y; r') \} \)

10 if \( F' \neq F \) then goto 3

12 . if the set of max-atoms \( F \) of \( F \) of the form \( \max(z', y') + r \geq x' \) is empty then

12.1 . \( x := \text{builtSolution}(V, E) \)

12.2 . exit()

13 \( \forall (z', y', x'; r) \in F \) do

13.1 Compute \( \Phi(z' \geq y', F(z', y', x'; r), F) \neq \Phi_{z' \geq y'} \)

13.2 Compute \( \Phi(y' \geq z', F(z', y', x'; r), F) \neq \Phi_{y' \geq z'} \)

13.3 if \( \Phi_{z' \geq y'}.status = \Phi_{y' \geq z'}.status = \text{FALSE} \) then

13.3.1 . \( y', z' := -\infty \)

13.3.2 . goto 5.2

13.4 if \( \Phi_{z' \geq y'}.status = \Phi_{y' \geq z'}.status = \text{TRUE} \) then

13.4.1 . \( y' = z' \)

13.4.2 \( V := V - \{ z' \} \)

13.4.3 \( F := \text{the set of max-atoms of } F \text{ where variable } z' \text{ is replaced by } y' \)

13.4.4 goto 0.

14 \( G := \sum_{(x,y) \in V \times V : \Phi_{y \geq x}.status=\text{TRUE}} \Phi_{y \geq x}.G \) (* see definition 4.2 *)

15 \( x := \text{builtSolution}(G) \)

End.

function \( \Phi \):
• Parameters:
  – decision: an inequality of the form \( z \geq y \) which is assumed to be a priori true
  – max-atom in which the decision is made (i.e., of the form \( \max(z, y) + r \geq x \))
  – \( \mathcal{F} \) the system of max-atoms

• Return:
  – \( G \): synthesis graph
  – status: Boolean which is FALSE if the new synthesis graph \( G \) contains > 0 circuits, TRUE otherwise.

\[ \Phi_0 \quad \mathcal{E} := \emptyset; \quad \mathcal{F}' := \mathcal{F} \]
\[ \Phi_1 \quad \mathcal{F}' := \mathcal{F}' - \{ F(z, y, x; r) \} + \{ F(z, z, y; 0), F(z, z, x; r) \} \]
\[ \Phi_2 \quad \mathcal{F}'' := \mathcal{F}' \]
\[ \Phi_3 \quad \forall (F(y, y, x; r), F(z, y, x; r')) \in \mathcal{F}' \times \mathcal{F}' \) do (* see Lemma 3.3*)
  \[ \Phi_3.1 \quad \text{if } r \leq r' \text{ then } \mathcal{F}' := \mathcal{F}' - \{ F(z, y, x; r') \} \]
\[ \Phi_4 \quad \forall (F(z, z, y; r), F(z, y, x; r')) \in \mathcal{F}' \times \mathcal{F}' \) do (* see Lemma 3.3*)
  \[ \Phi_4.1 \quad \text{if } r \leq 0 \text{ then } \mathcal{F}' := \mathcal{F}' - \{ F(z, z, x; r') \} + \{ F(z, z, x; r') \} \]
\[ \Phi_5 \quad \forall (F(y, y, x; r), F(z, x, y; r')) \in \mathcal{F}' \times \mathcal{F}' \) do (* see Lemma 3.3*)
  \[ \Phi_5.1 \quad \text{if } r + r' < 0 \text{ then } \mathcal{F}' := \mathcal{F}' - \{ F(z, x, y; r') \} + \{ F(z, z, y; r') \} \]
\[ \Phi_6 \quad \forall F(v, v, u; r) \in \mathcal{F}' \) do
  \[ \Phi_6.1 \quad \mathcal{E} := \mathcal{E} + \{ u \rightarrow v \} \) (* see definition 4.1*)
\[ \Phi_7 \quad \text{if } (V, \mathcal{E}) \text{ has } > 0 \text{ circuit then}
  \[ \Phi_7.1 \quad \Phi.status := \text{FALSE} \]
  \[ \Phi_7.2 \quad \text{Return}(\Phi) \]
\[ \Phi_8 \quad \text{Compute the transitive closure of } (V, \mathcal{E}) \): \( (V, \mathcal{E}^*) \)
\[ \Phi_9 \quad \text{for all } u, v \in V \text{ compute } r_{u,v}^* \text{ defined by (2)}\]
\[ \Phi_{10} \quad \mathcal{F}' := \mathcal{F}' + \sum_{(u, v) \in \mathcal{E}^*} \{ F(v, v, u; -r_{u,v}^*) \} \]
\[ \Phi_{11} \quad \text{if } \mathcal{F}' \neq \mathcal{F}'' \text{ goto } \Phi_2 \]
\[ \Phi_{12} \quad \Phi.G := (V, \mathcal{E}) \]
\[ \Phi.13 \ \Phi.status := \text{TRUE} \]
\[ \Phi.14 \ \text{Return}(\Phi) \]

\textbf{function \textit{builtSolution}:}

- **Parameters:**
  - \( V \): a set of variables \( \subseteq \{x_1, \ldots, x_n\} \)
  - \( E \): a set of valued arcs \( \subseteq V \times V \)

- **Return:**
  - \( x \): a \#\( V \)-dimensional vector with all components \( \neq -\infty \)

\( \text{bS.1} \) add a variable \( x_0 \) to \( V \)
\( \text{bS.2} \) add 0-valued arcs \( x_0 \rightarrow u, u \in V \) to set \( E \)
\( \text{bS.3} \ \forall u \in V: u := \text{longest path from } x_0 \text{ to } u \text{ in } (V,E) \)
\( \text{bS.4} \ \text{Return}(x := (u)_{u \in V}) \)

5 Properties of the algorithm \( A \) of section \( 4 \)

In this section we prove that the algorithm \( A \) terminates and we compute its worst case time complexity.

5.1 Complexity analysis of the function \textit{builtSolution}

The main step of the function \textit{builtSolution} is the step \( \text{bS.3} \). Applying e.g. a Bellman-Ford (BF) algorithm we obtain the possible values of vector \( x \). The complexity of the BF algorithm is in:

\[ O(n^3), \]

which is also the overall complexity of the function \textit{builtSolution}.

5.2 Complexity analysis of the function \( \Phi \)

In this paragraph we study the main sub-routine of the algorithm \( A \).

**Proposition 5.1** The function \( \Phi \) terminates.

**Proof.** Let us remark that the number of max-atoms in \( \Phi \) can only decreases: see steps \( \Phi.1, \Phi.3.1, \Phi.4.1 \) and \( \Phi.5.1 \). These steps can only create atoms (i.e. expressions of the form \( y + r \geq x \)). Which can modify the set \( E \) (see step \( \Phi.6 \)). If the steps \( \Phi.3.1, \Phi.4.1 \) and \( \Phi.5.1 \) do not modify \( F \)\' the set \( E \) is not modified.

Then, there exist two cases. The graph \((V,E)\) has > 0 circuit and \( \Phi \) stops at
step $\Phi.7.2$. Otherwise, we compute the same transitive closure of $E$ and because the transitive closure of a graph is an idempotent operator the step $\Phi.10$ does not modify the set $F'$. Thus, $\Phi$ terminates.

Proposition 5.2 The number of steps in function $\Phi$ is at most:

$$m \times (3(m + n^2)^2 + m + n^2 + 2n^3).$$

Proof. The loop $\Phi.2-\Phi.11$ only modifies max-atoms of the form $\max(z,y) + r \geq x$, with $z \neq y$. Which are at most $m$. So, the loop $\Phi.2-\Phi.11$ is executed at most $m$ times.

The complexity of the loop $\Phi.2-\Phi.11$ is as follows. Complexity of $\Phi.3, \Phi.4$ and $\Phi.5$ are in $O((\#F')^2)$. The complexity of $\Phi.6$ is in $O(\#F')$. The detection of a $> 0$ circuit and the closure of a graph with at most $n$ vertices can be done in $O(n^3)$ by using e.g. Bellman-Ford algorithm. So, time complexity of $\Phi.7-\Phi.9$ is $O(2n^3)$. Now, by $\Phi.10$ we see that the set $F'$ contains (1) the max-atoms of the form $\max(z,y) + r \geq x$, with $z \neq y$, which number are $\leq m$ and (2) the atoms of the form $y + r \geq x$, $x, y \in V \times V$, which number are $\leq n^2$. So, that

$$\#F' \leq m + n^2.$$ 

Hence the result.

5.3 Overall complexity analysis

This paragraph is the main paragraph of section 5. We detail the number of operations of the algorithm $A$.

Proposition 5.3 The algorithm $A$ terminates.

Proof. First of all it is clear that if all the offsets $r_i$ are $\geq 0$ the solution $x = (0,\ldots,0)$ is obvious. The steps 0 to 11 tend to decrease the number of max-atoms of the form $\max(z,y) + r \geq x$, with $z \neq y$. Which are at most $m$. And the number of variables $\neq -\infty$ which are at most $n$. Moreover, the transitive closure of a graph is idempotent. So, the loops 0-6.2 and 3-11 terminate. The step 12 terminates as the function $\text{builtSolution}$ terminates. Because function $\Phi$ terminates the steps 13.1 and 13.2 terminate. The loop 5.2-13.3.2 decreases the number of variables $\neq -\infty$ and thus, terminates. And the loop 0-13.4.4 decreases the number of max-atoms. Thus, it also terminates.

Proposition 5.4 The time complexity of algorithm $A$ is in

$$O(n^6m^2 + n^4m^3 + n^2m^4).$$
Proof. The time complexity is estimated as follows. Let us denote: \( \ell_1 \) the loop 0-6.2, \( \ell_2 \) the loop 0-13.4.4, \( \ell_3 \) the loop 3-11 and \( \ell_4 \) the loop 5.2-13.3.2. Let us denote \( |\ell_i| \) the maximum number of times that loop \( \ell_i \) can be repeated, \( i = 1, \ldots, 4 \). Then,

- \( |\ell_1| = |\ell_2| = |\ell_4| = n \), indeed each loop decreases the number of variables.
- \( |\ell_3| = m \), indeed the loop decreases the number of max-atoms the form \( \max(z, y) + r \geq x \), with \( z \neq y \). Which are at most \( m \).

We have the following time complexity for each step of the algorithm \( A \).

- Step 1 \( \in \ell_1, \ell_2 \): complexity is \( O(#F) \)
- Step 2 \( \in \ell_1, \ell_2 \): complexity is \( O((#F)^2) \)
- Step 4 \( \in \ell_1, \ell_2, \ell_3 \): complexity is \( O(#F) \)
- Step 5 \( \in \ell_1, \ell_2, \ell_3 \): complexity is \( O(n^3) \)
- Step 5.1 \( \in \ell_1, \ell_2, \ell_3 \): complexity is \( O(n) \)
- Step 5.2 \( \in \ell_1, \ell_2, \ell_3, \ell_4 \): complexity is \( O(#F) \)
- Step 5.3 \( \in \ell_1, \ell_2, \ell_3, \ell_4 \): complexity is \( O(#F) \)
- Steps 7.1 - 7.2 \( \in \ell_2, \ell_3, \ell_4 \): complexity is \( O(n^3) \)
- Steps 8, 9, 10 \( \in \ell_2, \ell_3, \ell_4 \): complexity is \( O((#F)^2) \)
- Steps 13.1, 13.2 \( \in \ell_2, \ell_4 \): complexity is \( m \) times the time complexity of function \( \Phi \)
- Step 14: complexity is \( O(n^4) \)
- Step 15: complexity is the one of the function \( \text{builtSolution} \), i.e. \( O(n^3) \)
- A bound on the number of elements of \( F \) is deduced from 7.3 which is:

\[
#F \leq m + n^2.
\]

The worst case for loops is when they are all considered as nested. Thus, we obtain a worst case complexity in

\[
f(n, m) = n^2 \times (m + n^2) \\
+ n^2 \times (m + n^2)^2 \\
+ n^2m \times (m + n^2) \\
+ n^2m \times O(n^3) \\
+ n^2m \times O(n)
\]
\[ + n^3m \times (m + n^2) \\
+ n^3m \times (m + n^2) \\
+ 2 \times n^2m \times O(n^3) \\
+ 3 \times n^2m \times (m + n^2)^2 \\
+ 2 \times n^2m \times [m \times (3(m + n^2)^2 + m + n^2 + 2n^3)] \\
+ O(n^4) \\
+ O(n^3), \]

which is an \( O(n^6m^2 + n^4m^3 + n^2m^4) \) polynomial. Hence, the result. \( \square \).
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