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ABSTRACT. We study the global theory of linear wave equations for sections of vector bundles over globally hyperbolic Lorentz manifolds. We introduce spaces of finite energy sections and show well-posedness of the Cauchy problem in those spaces. These spaces depend in general on the choice of a time function but it turns out that certain spaces of finite energy solutions are independent of this choice and hence invariantly defined.

We also show existence and uniqueness of solutions for the Goursat problem where one prescribes initial data on a characteristic partial Cauchy hypersurface. This extends classical results due to Hörmander.

INTRODUCTION

This paper is concerned with the global theory of initial value problems for linear wave equations on curved spacetimes. Applications are numerous: electromagnetic radiation and gravitational waves in general relativity are described by such equations, the Klein-Gordon equation from quantum field theory and many equations from linear relativistic elasticity theory fall in this category, just to name a few. The study of nonlinear wave equations like the Einstein equations also requires a good understanding of the linear theory.

Wave equations form a classical topic in the theory of partial differential equations. Traditionally they are studied on subsets of Minkowski space. There are excellent expositions of this theory in textbook format such as [1, 20, 24] and many more. This theory can be used to understand the local theory of wave equations on manifolds as well, see e.g. [15, 17].

The setup in the present paper is the following: The underlying spacetime $M$ on which the waves are defined is a Lorentz manifold. The manifold $M$ may have any dimension. In order to be able to set up a reasonable initial value problem we have to assume that the Lorentz manifold is globally hyperbolic. This is a geometric condition which can be formulated in various seemingly different but equivalent ways. One of them would be the existence of a Cauchy hypersurface, another one the existence of suitable time functions, so-called Cauchy temporal functions. The waves are modeled by sections of a vector bundle. So we allow for vector-valued functions and hence for systems of partial differential equations. The equation is given by a second-order linear differential operator $P$ whose principal symbol is given by the Lorentz metric.
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We are interested in solutions of the equation $Pu = f$ with given $f$ where $u$ should be defined on all of $M$. We consider two types of initial value problems, commonly known as the Cauchy and the Goursat problem. For the Cauchy problem we fix a spacelike Cauchy hypersurface $\Sigma$ and prescribe $u$ and its normal derivative along $\Sigma$. For the Goursat problem we fix a characteristic (lightlike) partial Cauchy hypersurface and prescribe only $u$ along $\Sigma$.

We show well-posedness of the Cauchy problem in suitable function spaces (Theorem 13). The initial data along $\Sigma$ lie in certain Sobolev spaces and $f$ is assumed locally square integrable in time and of some Sobolev regularity in space. It then turns out that the solution $u$ lies in a space of finite energy functions meaning that $u$ and its time derivative are continuous in time and of some Sobolev regularity in space. The definition of these function spaces requires a splitting of the spacetime in space and time for which there is no canonical choice. In general, these function spaces do indeed depend on the choice of this splitting. It will turn out however that the space of finite energy solutions to the homogeneous Cauchy problem, i.e. $f = 0$, is independent of the choice of time function (Corollary 18). As to the inhomogeneous problem, there is one particular Sobolev regularity scale in space for which the solution space is also independent of the time function (Corollary 19).

For the Goursat problem, there are a number of existence and uniqueness results for very special Cauchy hypersurfaces (also for quasi-linear equations) such as [9, 10, 14] for characteristic cones and [11, 23] for the intersection of two characteristic hyperplanes. The characteristic initial value problem has been used to construct solutions to the coupled Einstein-Maxwell equations which develop a black hole in the future but have complete past [12] and to construct Hadamard states for quantum field theory on curved spacetimes [16].

We allow for arbitrary characteristic partial Cauchy hypersurfaces $\Sigma$ and show existence and uniqueness of solutions in the future $J^+(\Sigma)$ of the characteristic partial Cauchy hypersurface provided $J^+(\Sigma)$ is past compact (Theorem 23). Without this geometric assumption existence of solutions still holds (Theorem 22) but uniqueness fails as is easily seen by examples.

The paper is organized as follows: In the section on preliminaries we first recall a few basic notions from Lorentz geometry. Then we introduce various spaces of sections of a vector bundle: smooth sections, distributional sections, square integrable and Sobolev sections and finite energy sections. We describe the appropriate topologies on these section spaces. Finally we recall the notion of a wave operator and give a few examples.

The second section is the analytic core of the paper. We prove the energy estimate (Theorem 8, see also Corollary 17) which is behind the well-posedness of the Cauchy problem.

In the third section we derive the well-posedness of the Cauchy problem. This complements the results in [8] where different methods were used to show the well-posedness of the Cauchy problem for smooth sections. On the side, we see that smooth sections are dense in finite energy sections and smooth solutions are dense in finite energy solutions (Corollary 15). Moreover, finite energy solutions to the homogeneous Cauchy problem are shown to have appropriate Sobolev regularity for all Sobolev scales. For the solutions to the inhomogeneous Cauchy problem this still holds for one particular Sobolev scale (Corollary 20).
In the fifth section we use the results on the Cauchy problem to show existence of solutions to the Goursat problem. Uniqueness is based on a Green’s formula which we prove in the appendix. These results generalize Hörmander’s Theorem 2 in [19] where he shows existence and uniqueness under the assumption that $M$ is spatially compact, $f = 0$ and $\beta \equiv 1$ where $\beta$ is the function from (1).

In [21] Hörmander’s result has been shown to hold under rather weak assumptions on the regularity of the metric and the coefficients of the operator. We have made no attempt to minimize the regularity assumptions of the geometric data. The Lorentz metric and the coefficients of the differential operator are assumed to be smooth. The spacelike Cauchy hypersurface on which the initial data for the Cauchy problem are prescribed is also assumed to be smooth. This has the advantage that initial data of arbitrary Sobolev regularity can be treated. On the other hand, for the characteristic Cauchy hypersurface occurring in the Goursat problem we make no regularity assumptions at all. A smoothness assumption would exclude basically all interesting examples. As a consequence, we can only consider initial data of one particular Sobolev regularity.
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1. Preliminaries

In this section we collect the necessary background material on globally hyperbolic manifolds, on various section spaces and on wave operators. We use the convention $\mathbb{N} = \{1, 2, 3, \ldots\}$ and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$.

1.1. Globally hyperbolic manifolds. We summarize various facts about globally hyperbolic Lorentzian manifolds. For details the reader is referred to one of the classical textbooks [5, 18, 22]. Throughout this article, $M$ will denote a time-oriented Lorentzian manifold. We use the convention that the signature of $M$ is $(- + \cdots +)$. Note that we do not specify the dimension of $M$ nor do we assume orientability or connectedness.

A subset $\Sigma \subset M$ is called a Cauchy hypersurface if every inextensible timelike curve in $M$ meets $\Sigma$ exactly once. Any Cauchy hypersurface is a Lipschitz hypersurface of $M$. All Cauchy hypersurfaces of $M$ are homeomorphic.

If a time-oriented Lorentzian manifold $M$ possesses a Cauchy hypersurface then $M$ is called globally hyperbolic. This class of Lorentzian manifolds contains many important examples: Minkowski space, Friedmann models, the Schwarzschild model and deSitter spacetime are globally hyperbolic.

Bernal and Sánchez proved an important structural result [6, Thm. 1.1]: Any globally hyperbolic Lorentzian manifold has a Cauchy temporal function. This is a smooth function $t : M \to \mathbb{R}$ with past-directed timelike gradient $\nabla t$ such that the levels $t^{-1}(s) =: \Sigma_s$ are (smooth spacelike) Cauchy hypersurfaces if nonempty. The Lorentzian metric of $M$ then takes the form

$$g = -\beta dt^2 + g_s$$

(1)

where $\beta$ is a positive smooth function on $M$ and $g_s$ denotes a Riemannian metric on $\Sigma_s$ depending smoothly on the parameter $s \in t(M)$. 
From now on let $M$ always be globally hyperbolic. For any $x \in M$ we denote by $J^+(x)$ the set all points that can be reached by future-directed causal curves emanating from $x$. For any subset $A \subset M$ we put $J^+(A) := \bigcup_{x \in A} J^+(x)$. If $A$ is compact, then $J^+(A)$ is closed.

We denote by $I^+(x)$ the set of all points in $M$ that can be reached by future-directed timelike curves emanating from $x$. The set $I^+(x)$ is the interior of $J^+(x)$; in particular, it is an open subset of $M$. For any subset $A \subset M$ the union $I^+(A) := \bigcup_{x \in A} I^+(x)$ is also open.

Interchanging the roles of future and past, we similarly define $J^-(x)$, $J^-(A)$, $I^-(x)$, and $I^-(A)$. Furthermore, we set $J(A) := J^+(A) \cup J^-(A)$. A subset $A \subset M$ is called \textit{spatially compact} if $A$ is closed and there exists a compact subset $K \subset M$ with $A \subset J(K)$. The intersection of any spatially compact subset and any Cauchy hypersurface is compact.

A closed subset $A \subset M$ is called \textit{past compact} if $A \cap J^-(x)$ is compact for every $x \in M$. It then follows that $A \cap J^-(K)$ is compact for all compact subsets $K \subset M$.

A Lorentzian manifold $M$ is globally hyperbolic if and only if $J^+(x) \cap J^-(y)$ is compact for all $x, y \in M$ and there are no causal loops [8]. This is convenient if one wants to check that an open subset $N$ of a globally hyperbolic manifold $M$ is itself globally hyperbolic. One only needs to check that for any $x, y \in N$ the set $J^+(x) \cap J^-(y)$ is contained in $N$. For instance, if $A \subset M$ is any subset of a globally hyperbolic manifold, then $I^+(A)$ and $I^-(A)$ are also globally hyperbolic.

1.2. \textbf{Partial Cauchy hypersurfaces.} We will need a relaxation of the concept of Cauchy hypersurfaces in order to properly formulate characteristic initial value problems. A subset $\Sigma \subset M$ is called \textit{achronal} if every inextensible timelike curve in $M$ meets $\Sigma$ at most once (rather than exactly once as for Cauchy hypersurfaces). A closed achronal subset $\Sigma \subset M$ which is a topological hypersurface will be called a \textit{partial Cauchy hypersurface}. Every partial Cauchy hypersurface is a Lipschitz hypersurface, see [22] Prop. 14.25 and its proof.

Every Cauchy hypersurface is a partial Cauchy hypersurface. If $A$ is a future set, i.e. $I^+(A) \subset A$, then its boundary $\Sigma = \partial A$ is a partial Cauchy hypersurface [22] p. 415.

Typical examples are lightcones $\Sigma = \partial J^+(p)$ or, more generally, $\Sigma = \partial J^+(B)$ for any subset $B \subset M$. A similar remark applies to past sets.

For any partial Cauchy hypersurface $\Sigma$, the three sets $\Sigma$, $I^+(\Sigma)$ and $I^-(\Sigma)$ are mutually disjoint (because of achronality) and the union $I^+(\Sigma) \cup \Sigma \cup I^-(\Sigma)$ is an open subset of $M$ (because $\Sigma$ is a hypersurface). Moreover, $J^\pm(\Sigma) = \Sigma \cup J^\pm(\Sigma)$.

Note that the definition of partial Cauchy hypersurfaces in [18] p. 204 is more restrictive than ours; Hawking and Ellis demand that $\Sigma$ be acausal rather than achronal. This would exclude lightlike partial Cauchy hypersurfaces which are precisely the ones we will be interested in.

1.3. \textbf{Smooth sections of vector bundles.} Let $S \to M$ be a (real or complex) vector bundle over $M$. We denote the space of smooth sections of $S$ by $\mathcal{C}^\infty(M; S)$ or briefly by $\mathcal{C}^\infty(M)$ if the choice of $S$ is clear from the context. Any connection $\nabla$ on $S$ induces, together with the Levi-Civita connection on $T^*M$, a connection on $T^*M^\otimes \ell \otimes S$ for any $\ell \in \mathbb{N}_0$. For any $f \in \mathcal{C}^\infty(M; S)$, the $\ell^{th}$ covariant derivative $\nabla^\ell f := \nabla \cdots \nabla \nabla f$ is a smooth section of $T^*M^\otimes \ell \otimes S$. 
For any compact subset $K \subset M$, any $m \in \mathbb{N}_0$, any connection $\nabla$ on $S$ and any auxiliary norms $| \cdot |$ on $T^*M \otimes S$ we define the seminorm
\[ \|f\|_{K,m,\nabla,| \cdot |} := \max_{\ell=0,\ldots,m} \max_{x \in K} |\nabla^\ell f(x)| \]
for $f \in C^\infty(M;S)$. By compactness of $K$, different choices of $\nabla$ and $| \cdot |$ lead to equivalent seminorms. For this reason, we may suppress $\nabla$ and $| \cdot |$ in the notation and write $\|f\|_{K,m}$ instead of $\|f\|_{K,m,\nabla,| \cdot |}$. This family of seminorms is separating and turns $C^\infty(M;S)$ into a locally convex topological vector space. If we choose a sequence $K_1 \subset K_2 \subset K_3 \subset \cdots \subset M$ of compact subsets with $\bigcup_{i=1}^\infty K_i = M$ and such that each $K_i$ is contained in the interior of $K_{i+1}$, then the countable subfamily $\| \cdot \|_{K_i}$ of seminorms is equivalent to the original family. Hence $C^\infty(M;S)$ is metrizable. An Arzelà-Ascoli argument shows that $C^\infty(M;S)$ is complete. Thus $C^\infty(M;S)$ is a Fréchet space. A sequence of sections converges in $C^\infty(M;S)$ if and only if the sections and all their (higher) derivatives converge locally uniformly.

For any closed subset $A \subset M$, we equip
\[ C^\infty_A(M;S) := \{ u \in C^\infty(M;S) \mid \text{supp}(u) \subset A \} \]
with the relative topology. The space of all compactly supported smooth sections
\[ C^\infty_c(M;S) := \bigcup_{K \subset M \text{ compact}} C^\infty_K(M;S) \]
is equipped with the strict inductive limit topology. This turns $C^\infty_c(\Sigma;S)$ into a locally convex topological vector space. The inclusion maps $C^\infty_K(\Sigma;S) \hookrightarrow C^\infty_c(\Sigma;S)$ are continuous. For any locally convex topological vector space $X$, a linear map $\Lambda : C^\infty_c(\Sigma;S) \to X$ is continuous if and only if the restriction of $\Lambda$ to any subspace $C^\infty_K(\Sigma;S)$ is continuous. A sequence of sections converges in $C^\infty_c(M;S)$ if and only if the supports of the sections are contained in a common compact subset of $M$ and the sequence converges in $C^\infty(M;S)$.

In the same manner, we equip the space
\[ C^\infty_{sc}(M;S) := \bigcup_{A \subset M \text{ spatially compact}} C^\infty_A(M;S) \]
of sections with spatially compact support with the strict inductive limit topology.

1.4. **Distributional sections.** Let $dV$ be the volume element induced by the Lorentzian metric on $M$. Again, let $S \to M$ be a real or complex vector bundle over $M$. In the first case we write $\mathbb{K} = \mathbb{R}$ and in the latter case $\mathbb{K} = \mathbb{C}$. Let $S^* \to M$ be the dual bundle, i.e., the fibers $S^*_x$ are the $\mathbb{K}$-dual spaces of the fibers $S_x$. Compactly supported smooth sections of $S^*$ are called test sections for $S$. We denote by $\mathcal{D}'(M;S)$ (or briefly $\mathcal{D}'(M)$ if $S$ is clear from the context) the space of all continuous $\mathbb{K}$-linear functionals on $C^\infty_c(M;S^*)$ and call it the space of distributional sections of $S$. The evaluation of a distributional section $u$ on a test section $\phi$ will be denoted by $u[\phi]$. Any locally integrable section $u$ can be considered as a distributional section by $u[\phi] = \int_M \phi(x)(u(x)) dV(x)$. Here $\phi(x)(u(x)) \in \mathbb{K}$ is the number obtained by evaluating the linear form $\phi(x) \in S^*_x$ on the element $u(x) \in S_x$.

1.4.1. **The topology on $\mathcal{D}'(M;S)$.** We provide $\mathcal{D}'(M;S)$ with the weak*-topology induced by the topology of $C^\infty_c(M;S^*)$. Hence a sequence $(u_j)$ in $\mathcal{D}'(M;S)$ converges if and only if $u_j[\phi]$ converges for every test section $\phi \in C^\infty_c(M;S^*)$. 
1.4.2. The formally dual operator. For any linear differential operator \( P : C^\infty(M;S) \to C^\infty(M;S) \) there is a unique formally dual operator \( P^\dagger : C^\infty(M;S^*) \to C^\infty(M;S^*) \) of the same order, characterized by
\[
\int_M \phi(Pu) \, dV = \int_M (P^\dagger \phi)(u) \, dV
\]
for all \( u \in C^\infty(M;S) \) and \( \phi \in C^\infty(M;S^*) \) with \( \text{supp}(\phi) \cap \text{supp}(u) \) compact.

1.4.3. Extension to distributional sections. The adjoint operator of \( P^\dagger : C^\infty_c(M;S^*) \to C^\infty_c(M;S^*) \) extends \( P \) to distributional sections. In other words, the extension \( P : \mathscr{D}'(M;S) \to \mathscr{D}'(M;S) \) is given by
\[
Pu[\phi] = u[P^\dagger \phi]
\]
where \( u \in \mathscr{D}'(M;S) \) and \( \phi \in C^\infty_c(M;S^*) \). Any linear differential operator \( P \) is continuous as an operator \( C^\infty(M;S) \to C^\infty(M;S) \), as an operator \( C^\infty_c(M;S) \to C^\infty_c(M;S) \), as an operator \( C^\infty_c(M;S) \to C^\infty_c(M;S) \) and as an operator \( \mathscr{D}'(M;S) \to \mathscr{D}'(M;S) \).

1.5. Square integrable sections. Now assume that the vector bundle \( S \) comes equipped with a Riemannian or Hermitian metric \( \langle \cdot, \cdot \rangle \), antilinear in the first argument and linear in the second. For \( u, v \in C^\infty_c(M;S) \) we define the \( L^2 \)-scalar product by
\[
\langle u, v \rangle_{L^2(M)} := \int_M \langle u(x), v(x) \rangle \, dV(x)
\]
and the \( L^2 \)-norm by
\[
\|u\|_{L^2(M)} := \sqrt{\langle u, u \rangle_{L^2(M)}}.
\]
The completion of \( C^\infty_c(M;S) \) with respect to the \( L^2 \)-norm will be denoted by \( L^2(M;S) \).

1.5.1. The formally adjoint operator. For any linear differential operator \( P : C^\infty_c(M;S) \to C^\infty_c(M;S) \) there is a unique formally adjoint operator \( P^\dagger : C^\infty_c(M;S) \to C^\infty_c(M;S) \) of the same order, characterized by
\[
\langle \phi, Pu \rangle_{L^2(M)} = \langle P^\dagger \phi, \psi \rangle_{L^2(M)}
\]
for all \( \phi, \psi \in C^\infty_c(M;S) \) with \( \text{supp}(\phi) \cap \text{supp}(\psi) \) compact.

1.6. Sobolev spaces. We introduce Sobolev spaces of sections on a manifold in a manner which will be convenient later.

1.6.1. Compact manifolds. We do it on compact manifolds first. Let \( \Sigma \) be a compact manifold without boundary. Let \( S \to \Sigma \) be a real or complex vector bundle. We equip \( \Sigma \) with an auxiliary Riemannian metric and \( S \) with a Riemannian or Hermitian metric and a compatible connection \( \nabla \).

Denote the formal adjoint of \( \nabla : C^\infty(\Sigma;S) \to C^\infty(\Sigma, T^*\Sigma \otimes S) \) by \( \nabla^* : C^\infty(\Sigma, T^*\Sigma \otimes S) \to C^\infty(\Sigma;S) \). The Laplace-type operator \( \nabla^* \nabla + \text{id} : C^\infty(\Sigma;S) \to C^\infty(\Sigma;S) \) is elliptic, positive and essentially selfadjoint in \( L^2(\Sigma;S) \). We denote the square root of the selfadjoint extension of \( \nabla^* \nabla + \text{id} \) by \( \mathcal{D} \). Then we have for all \( k \in \mathbb{R} \):
\[
\mathcal{D}^k = (\sqrt{\nabla^* \nabla + \text{id}})^{k/2}.
\]
For each \( k \in \mathbb{R} \), \( \mathcal{D}^k \) is a positive, elliptic, selfadjoint classical pseudo-differential operator of order \( k \).
We define the $k$th Sobolev norm of $u \in C^\infty(\Sigma; S)$ by
\[
\|u\|_{H^k(\Sigma)} := \|D^k u\|_{L^2(\Sigma)}
\]
and the Sobolev space $H^k(\Sigma; S)$ as the completion of $C^\infty(\Sigma; S)$ with respect to $\|\cdot\|_{H^k(\Sigma)}$. For $k = 0$ we have $\|\cdot\|_{H^0(\Sigma)} = \|\cdot\|_{L^2(\Sigma)}$ and for $k = 1$ we get
\[
\|u\|_{H^1(\Sigma)}^2 = (Du, Du)_{L^2(\Sigma)} = \|
abla u\|_{L^2(\Sigma)}^2 + \|u\|_{L^2(\Sigma)}^2.
\]
More generally, for $k \in \mathbb{N}_0$, a norm equivalent to $\|\cdot\|_{H^k(\Sigma)}$ is given by
\[
\|u\|_{H^k(\Sigma)}^2 = \sum_{\ell=0}^k \|\nabla^\ell u\|_{L^2(\Sigma)}^2.
\]
Different choices (of $K_1$, metrics, connection) lead to equivalent Sobolev norms and hence to the same Sobolev spaces.

1.6.2. Noncompact manifolds. Now we drop the assumption that $\Sigma$ is compact. Let $K \subset \Sigma$ be a compact subset. We want to define the space of Sobolev sections whose support is contained in $K$.

We choose a compact subset $K_1 \subset \Sigma$ such that the interior of $K_1$ contains $K$ and the boundary $\partial K_1$ is smooth. Now let $\Sigma'$ be the double of $K_1$ as a differentiable manifold. In other words, $\Sigma' = K_1 \cup_{\partial K_1} K_2$ where $K_2$ is another copy of $K_1$ and the two copies are glued along their boundary $\partial K_1 = \partial K_2$.

Similarly, we double the restriction of the bundle $S$ to $K_1$ and obtain a bundle $S' \to \Sigma'$. We extend the given metrics and connection on $K$, considered as a subset $K \subset K_1 \subset \Sigma'$, to smooth metrics and connection on $\Sigma'$. Now we can consider any smooth section $u$ of $S$ over $\Sigma$ whose support is contained in $K$ also as a smooth section of $S'$ over $\Sigma'$. We put
\[
\|u\|_{H^k(K')} := \|u\|_{H^k(\Sigma')}
\]
and define $H^k_K(\Sigma; S)$ as the completion of $C^\infty_K(\Sigma; S)$ with respect to this norm. Again, different choices (of $K_1$, metrics, connection) lead to equivalent norms and to the same Sobolev spaces. If $K \subset K'$, then the inclusion $C^\infty_K(\Sigma; S) \subset C^\infty_K(\Sigma; S)$ induces a continuous linear “inclusion” map $H^k_K(\Sigma; S) \hookrightarrow H^k_{K'}(\Sigma; S)$. 

Fig. 1
1.6.4. Sections which are locally Sobolev. The pairing $C^\infty_c(\Sigma;S) \times C^\infty_c(\Sigma;S') \to \mathbb{K}$, $(u, \phi) \mapsto \int_\Sigma (u, \phi) d\Sigma$, extends uniquely to a bicontinuous pairing $H^k(\Sigma;S) \times C^\infty_c(\Sigma;S') \to \mathbb{K}$. Therefore we can consider Sobolev sections as distributional sections. This yields a continuous embedding $H^k(\Sigma;S) \hookrightarrow \mathcal{D}'(\Sigma;S)$ for any compact subset $K \subset \Sigma$. Thus we get a continuous embedding $H^k(\Sigma;S) \hookrightarrow \mathcal{D}'(\Sigma;S)$. We put
$$H^k_{\text{loc}}(\Sigma;S) := \{ u \in \mathcal{D}'(\Sigma;S) \mid \chi u \in H^k(\Sigma;S) \text{ for all } \chi \in C^\infty_c(\Sigma,\mathbb{R}) \}.$$ 
For every $\chi \in C^\infty_c(\Sigma,\mathbb{R})$ we get the seminorm
$$u \mapsto \| \chi u \|_{H^k(\text{supp}(\chi))}$$
on $H^k_{\text{loc}}(\Sigma;S)$. We provide $H^k_{\text{loc}}(\Sigma;S)$ with the topology induced by these seminorms. The same topology can be induced by a countable subfamily of seminorms. Namely, choose a sequence of cutoff-functions $\chi_j$ such that the sets $\{ \chi_j \equiv 1 \}$ exhaust $M$. The corresponding seminorms yield the same topology. Hence $H^k_{\text{loc}}(\Sigma;S)$ is a Fréchet space.

Summarizing, we have the following chain of continuous inclusions
$$C^\infty_c(\Sigma;S) \subset C^k(\Sigma;S) \subset H^k(\Sigma;S) \subset H^k_{\text{loc}}(\Sigma;S) \subset \mathcal{D}'(\Sigma;S)$$where the second space occurs only if $k \in \mathbb{N}_0$ while the Sobolev spaces are defined for all $k \in \mathbb{R}$.

1.7. Finite energy sections. Let $t : M \to \mathbb{R}$ be a Cauchy temporal function. Fix $k \in \mathbb{R}$. The family $\{ H^k_{\text{loc}}(\Sigma_t) \}_{t \in \mathbb{R}}$ is a bundle of Fréchet spaces over the interval $t(M) \subset \mathbb{R}$. A global trivialization is given by parallel transport along the integral curves of the gradient vector field $\nabla t$. We denote the space of $\ell$-times continuously differentiable sections of this bundle by $C^\ell(t(M),H^k_{\text{loc}}(\Sigma_\bullet))$.

1.7.1. Embedding into $\mathcal{D}'(M;S)$. Elements $u$ of $C^\ell(t(M),H^k_{\text{loc}}(\Sigma_\bullet))$ will be considered as distributional sections of $S$. Namely, for any test section $\phi \in C^\infty_c(M;S')$, the evaluation of $u$ on $\phi$ is given by
$$u[\phi] = \int_{t(M)} u(s)[(\beta^{1/2}\phi)|_{\Sigma}] ds \quad (3)$$
where $\beta : M \to \mathbb{R}$ is the function from $\text{(1)}$. If $k \geq 0$, then $u$ is locally integrable and we can rewrite $\text{(3)}$ as
$$u[\phi] = \int_{t(M)} \left( \int_{\Sigma_t} (\beta^{1/2}\phi)|_{\Sigma_t}(x)(u(s)(x)) dA(x) \right) ds = \int M \phi u dV$$
where $dA$ is the volume element of $\Sigma_t$ and $dV$ the one of $M$. Here we observe $dV = \beta^{1/2} dA$ ds because of $\text{(1)}$. This explains the factor $\beta^{1/2}$ in $\text{(3)}$.  

1Strictly speaking, $H^k(\Sigma;S)$ is the direct limit of the direct system given by $\{ H^k_T(\Sigma;S) \}_T$ and the inclusion maps.
1.7.2. The topology of $C^k_{sc}(t(M), H^k(\Sigma_*))$. For any spatially compact subset $K \subset M$ we put

$$C^k_{K}(t(M), H^k(\Sigma_*)) := \{ u \in C^f(t(M), H^k_{loc}(\Sigma_*)) \mid \text{supp}(u) \subset K \}.$$  

For any compact subinterval $I \subset t(M)$ we get the seminorm

$$\| u \|_{I,K,\ell,k} := \max_{i=0,\ldots,\ell} \max_{s \in I} \| \nabla^i u \|_{H^k(\Sigma_*)}$$

on $C^f_{K}(t(M), H^k(\Sigma_*))$. Fixing $K$, $\ell$, and $k$, we let $I$ vary over all compact subintervals of $t(M)$ and turn $C^f_{K}(t(M), H^k(\Sigma_*))$ into a Fréchet space.

Now we let $K$ vary over all spatially compact subsets of $M$ and we provide

$$C^k_{sc}(t(M), H^k(\Sigma_*)) := \bigcup_{K:\text{spatially compact}} C^k_{K}(t(M), H^k(\Sigma_*))$$

with the strict inductive limit topology of locally convex spaces. Hence the inclusion maps

$$C^k_{K}(t(M), H^k(\Sigma_*)) \hookrightarrow C^f_{sc}(t(M), H^k(\Sigma_*))$$

are continuous and for any locally convex topological vector space $X$, a linear map

$$\Lambda : C^k_{sc}(t(M), H^k(\Sigma_*)) \to X$$

is continuous if and only if the restrictions of $\Lambda$ to all $C^k_{K}(t(M), H^k(\Sigma_*))$ are continuous.

**Definition 1.** For any $k \in \mathbb{R}$ we call

$$\mathcal{R}^k_{sc}(M,t;S) := C^0_{sc}(t(M), H^k(\Sigma_*)) \cap C^k_{sc}(t(M), H^{k-1}(\Sigma_*))$$

the space of finite $k$-energy sections.

1.7.3. The topology of $\mathcal{R}^k_{sc}(M,t;S)$. Note that this space depends on the choice of Cauchy temporal function $t$. A base of the topology of $\mathcal{R}^k_{sc}(M,t;S)$ is given by the sets of the form $U_0 \cap U_1$ where $U_0$ is an open subset of $C^0_{sc}(t(M), H^k(\Sigma_*))$ and $U_1$ is open in $C^k_{sc}(t(M), H^{k-1}(\Sigma_*))$. A map from a topological space

$$f : X \to \mathcal{R}^k_{sc}(M,t;S)$$

is continuous if and only if $f$ is continuous as a map $X \to C^0_{sc}(t(M), H^k(\Sigma_*))$ and as a map $X \to C^k_{sc}(t(M), H^{k-1}(\Sigma_*))$. If we choose $f$ as the identity map on $\mathcal{R}^k_{sc}(M,t;S)$ we see that the inclusion maps $\mathcal{R}^k_{sc}(M,t;S) \hookrightarrow C^0_{sc}(t(M), H^k(\Sigma_*))$ and $\mathcal{R}^k_{sc}(M,t;S) \hookrightarrow C^k_{sc}(t(M), H^{k-1}(\Sigma_*))$ are continuous.

1.7.4. The space $L^2_{loc,sc}(t(M), H^k(\Sigma_*))$. We will also need the space $L^2_{loc,sc}(t(M), H^k(\Sigma_*))$ of $L^2_{loc}$-sections with spatially compact support. By this we mean the following: For any spatially compact subset $K \subset M$ the elements of $L^2_{loc,K}(t(M), H^k(\Sigma_*))$ are those sections $u$ of the bundle $\{ H_{loc}(\Sigma_s) \}_{s \in I(M)}$ for which we have

- $\text{supp}(u(s)) \subset K \cap \Sigma_s$ for almost all $s \in I(M)$;
- the function $s \mapsto u(s)[\varphi|_{\Sigma_s}]$ is measurable for any test section $\varphi \in C^\infty(M;S^*)$;
- the function $s \mapsto \| u(s) \|_{H^k(\Sigma_s)}$ is $L^2_{loc}$. 


This implies that the functions $s \mapsto u(s)[\varphi|_{\Sigma}]$ are square integrable because they are compactly supported in $s$ and we have

$$|u(s)[\varphi|_{\Sigma}]| \leq C_1 \cdot ||u(s)||_{H^2(\Sigma)} \cdot ||\varphi|_{\Sigma}||_{H^1(\Sigma)} \leq C_2(\varphi) \cdot ||u(s)||_{H^2(\Sigma)}.$$

Again, we have an embedding $L^2_{\text{loc},K}(t(M), H^k(\Sigma_\ast)) \hookrightarrow \mathcal{D}'(M;S)$ via (3). The space $L^2_{\text{loc},K}(t(M), H^k(\Sigma_\ast))$ is topologized by the seminorms

$$||u||^2_{L^2_{\text{loc},K}} := \int_{I} ||u(s)||^2_{H^k(\Sigma)} \, ds$$

where $I$ runs through all compact subintervals of $t(M)$. This turns $L^2_{\text{loc},K}(t(M), H^k(\Sigma_\ast))$ into a Fréchet space. The space

$$L^2_{\text{loc},sc}(t(M), H^k(\Sigma_\ast)) := \bigcup_{K \subset M \text{ spatially compact}} L^2_{\text{loc},K}(t(M), H^k(\Sigma_\ast))$$

carries the strict inductive limit topology.

**Lemma 2.** Let $k \in \mathbb{R}$. The space of smooth sections $C^\infty_{sc}(M;S)$ is dense in $L^2_{\text{loc},sc}(t(M), H^k(\Sigma_\ast))$.

If $K, K' \subset M$ are spatially compact and the interior of $K'$ contains $K$, then any $u \in L^2_{\text{loc},sc}(t(M), H^k(\Sigma_\ast))$ with $\text{supp}(u) \subset K$ can be approximated by smooth sections with support contained in $K'$.

**Proof.** W.l.o.g. we assume that $M$ is spatially compact, otherwise use the doubling trick described in Subsection 1.6. Let $u \in L^2_{\text{loc},sc}(t(M), H^k(\Sigma_\ast))$ with $\text{supp}(u) \subset K$. Let $\chi \in C^\infty_c(M, \mathbb{R})$ be a cutoff function with $\chi \equiv 1$ on $K$ and $\text{supp}(\chi) \subset \text{interior}(K')$. We first mollify in spatial directions by setting

$$u_\varepsilon(s) := (\chi|_{\Sigma_\ast}) \cdot e^{-\varepsilon \mathcal{D}}(u(s)).$$

Then $u_\varepsilon(s) \in C^\infty(\Sigma_\ast)$ and $u_\varepsilon(s) \to u(s)$ in $H^k(\Sigma_\ast)$ as $\varepsilon \searrow 0$, locally uniformly in $s$. Now we fix a compact subinterval $I \subset t(M)$. We choose a nonnegative function $\rho \in C^\infty_c(\mathbb{R}, \mathbb{R})$ such that $\rho(s) = 0$ for $|s| \geq 1$ and $\int_{-\infty}^{\infty} \rho(s) \, ds = 1$. We put

$$u_{\delta,\varepsilon}(s) := \frac{1}{\delta} \int_{I} \rho\left(\frac{s - \sigma}{\delta}\right) \Pi_\delta^\ast(u_\varepsilon(\sigma)) \, d\sigma.$$

Here $\Pi_\delta^\ast(u_\varepsilon(\sigma))$ is the parallel translate of $u_\varepsilon(\sigma)$ to $\Sigma_\ast$ along the gradient lines of the Cauchy temporal function $t$. Then $u_{\delta,\varepsilon} \in C^\infty_c(M;S)$ and $u_{\delta,\varepsilon} \to u_\varepsilon$ in $L^2(I, H^k(\Sigma_\ast))$ as $\delta \searrow 0$. For any $\varepsilon$ and sufficiently small $\delta$ we have $\text{supp}(u_{\delta,\varepsilon}) \subset K'$.

### 1.7.5. Dependence on the time function

The space $\mathcal{RF}^k_{\text{sc}}(M,t;S)$ depends in general on the choice of Cauchy temporal function. For example, let $M$ be the $(1+1)$-dimensional Minkowski space with standard coordinates $x_0, x_1$. We choose $t = x_0 : M \to \mathbb{R}$. Now let $g \in C^\infty_c(\mathbb{R}, \mathbb{R})$ be such that $g \equiv 1$ on $[-2,2]$. Let $f \in C^1(\mathbb{R}, \mathbb{R})$ such that $f$ is nowhere $C^2$. Then the function $u : M \to \mathbb{R}, u(t,x) = f(t)g(x)$, is in $C^1(\mathbb{R}, H^k(\mathbb{R}))$ for all $k \in \mathbb{R}$.

Now we change the time function by composing with a nontrivial Lorentz boost

$$L = \begin{pmatrix} \cosh(\theta) & \sinh(\theta) \\ \sinh(\theta) & \cosh(\theta) \end{pmatrix}$$

where $\theta \neq 0$. The transformed function $\tilde{u}(t,x) = (u \circ L)(t,x) = f(\cosh(\theta)t + \sinh(\theta)x)g(\sinh(\theta)t + \cosh(\theta)x)$ is no longer in $C^1(\mathbb{R}, H^k(\mathbb{R}))$ for $k > 2 + \frac{1}{2}$. Namely, if it were, then for constant $t$ near 0 the
function \( x \mapsto \tilde{u}(t,x) = f(\cosh(\theta)t + \sinh(\theta)x) \), \( x \in [-1,1] \), would be \( C^2 \) by the Sobolev embedding theorem, contradicting the assumption on \( f \).

A similar argument shows that the space \( L^2_{0c,sc}(t(M),H^k(\Sigma_*)) \) depends on the Cauchy temporal function \( t \) if \( k \geq 0 \). For \( k = 0 \) the situation is different. Namely

\[
L^2_{0c,sc}(t(M),H^0(\Sigma_*)) = L^2_{0c,sc}(t(M),L^2(\Sigma_*)) = L^2_{0c,sc}(M)
\]
because

\[
\|u(s)\|^2_{L^2(\Sigma_*)} \|u\|^2_{L^2(I)} = \int_I \int_{\Sigma_*} |u|^2 dA ds \sim \int_I \int_{\Sigma_*} B^{1/2} |u|^2 dA ds = \int_{t-1}^t |u|^2 dV.
\]

Here \( I \) is any compact subinterval of \( (t(M) \) and “\( \sim \)” means that both sides can be estimated against each other up to multiplicative constants depending on \( I \) and the support of \( u \) but not on \( u \) itself. Thus \( L^2_{0c,sc}(t(M),H^0(\Sigma_*)) = L^2_{0c,sc}(M) \) does not depend on the choice of \( t \).

1.7.6. The spaces \( \mathcal{R}^k_{sc}(M,P,t) \) and \( \mathcal{R}^k_{sc}(M,\ker(P),t) \). We will have to apply differential operators to sections in \( \mathcal{R}^k_{sc}(M,t) \) and will have to make sure that they map them to sections of the right regularity. This requires the introduction of suitable subspaces of \( \mathcal{R}^k_{sc}(M,t) \).

**Definition 3.** Let \( P \) be a linear differential operator (with smooth coefficients) acting on sections of \( S \). We put

\[
\mathcal{R}^k_{sc}(M,P,t) := \mathcal{R}^k_{sc}(M,t;S) \cap P^{-1}(L^2_{0c,sc}(t(M),H^{k-1}(\Sigma_*))),
\]

\[
\mathcal{R}^k_{sc}(M,\ker(P),t) := \mathcal{R}^k_{sc}(M,t;S) \cap \ker(P).
\]

Elements of the latter space will be called finite \( k \)-energy solutions of \( P \). Here \( P^{-1}(L^2_{0c,sc}(t(M),H^{k-1}(\Sigma_*))) \) and \( \ker(P) \) denote the spaces of all \( u \in \mathcal{D}'(M;S) \) such that \( Pu \in L^2_{0c,sc}(t(M),H^{k-1}(\Sigma_*)) \) and \( Pu = 0 \) in the distributional sense, respectively.

A base of the topology of \( \mathcal{R}^k_{sc}(M,P,t) \) is given by the sets \( U \cap P^{-1}(V) \) where \( U \) is an open subset of \( \mathcal{R}^k_{sc}(M,t;S) \) and \( V \) is an open subset of \( L^2_{0c,sc}(t(M),H^{k-1}(\Sigma_*)) \).

A map from a topological space

\[
f : X \to \mathcal{R}^k_{sc}(M,P,t)
\]
is continuous if and only if \( f \) is continuous as a map \( X \to \mathcal{R}^k_{sc}(M,t;S) \) and \( P \circ f : X \to \mathcal{R}^k_{sc}(M,t;S) \) is continuous. In particular, \( P : \mathcal{R}^k_{sc}(M,P,t) \to L^2_{0c,sc}(t(M),H^{k-1}(\Sigma_*)) \) is continuous.

Although \( \mathcal{R}^k_{sc}(M,P,t) \) does not carry the relative topology induced by \( \mathcal{R}^k_{sc}(M,t;S) \) (the topology of \( \mathcal{R}^k_{sc}(M,P,t) \) is finer), both spaces, \( \mathcal{R}^k_{sc}(M,t;S) \) and \( \mathcal{R}^k_{sc}(M,P,t) \), induce the same relative topology on \( \mathcal{R}^k_{sc}(M,\ker(P),t) \).

1.7.7. Dependence on the time function. In general, the spaces \( \mathcal{R}^k_{sc}(M,P,t) \) do depend on the choice of Cauchy temporal function \( t \). To see this, let \( M \) again be the \((1+1)\)-dimensional Minkowski space with standard coordinates \( x_0,x_1 \) and \( t = x_0 : M \to \mathbb{R} \). Let \( P = -\frac{\partial^2}{\partial x_0^2} + \frac{x_1^2}{\partial x_1^2} \). Let \( g \in C^\infty_c(\mathbb{R},\mathbb{R}) \) be such that \( g \equiv 1 \) on \([-2,2]\), \( f \in C^2(\mathbb{R},\mathbb{R}) \) such that \( f \) is nowhere \( C^3 \). Then the function \( u : M \to \mathbb{R} \), \( u(t,x) = f(t)g(x) \), is in \( C^2(\mathbb{R},H^k(\mathbb{R})) \) for all \( k \in \mathbb{R} \) and \( Pu \in C^0(\mathbb{R},H^k(\mathbb{R})) \) for all \( k \in \mathbb{R} \). Thus \( u \in \mathcal{R}^k_{sc}(M,P,t) \) for all \( k \in \mathbb{R} \). Again, we change the time function by composing with a nontrivial Lorentz boost. The transformed function \( \tilde{u}(t,x) = (u \circ L)(t,x) = f(\cosh(\theta)t + \sinh(\theta)x) \)
sinh(θ)x)g(sinh(θ)t + cosh(θ)x) is no longer in \( C^k(\mathbb{R}, H^k(\mathbb{R})) \) for \( k > 3 + \frac{1}{2} \).

Namely, if it were, then for constant \( t \) near 0 the function \( x \mapsto \bar{u}(t, x) = f(\cosh(θ)t + \sinh(θ)x), x \in [-1, 1], \) would be \( C^3 \) by the Sobolev embedding theorem, contradicting the assumption on \( f \). Thus \( \bar{u} \notin \mathcal{R}^{k}_{sc}(M, P, t) \) for \( k > 3 + \frac{1}{2} \).

On the other hand, if \( P \) is a wave operator, Corollary [19] will show that the space \( \mathcal{R}^{k}_{sc}(M, P, t) \) is independent of the choice of \( t \). Moreover, by Corollary [18] all spaces \( \mathcal{R}^{k}_{sc}(M, \ker(P), t) \) are independent of \( t \).

1.8. **Wave operators.** Let \( M \) be equipped with a Lorentzian metric \( g \) and let \( S \to M \) be a real or complex vector bundle. A linear differential operator of second order \( P : C^m(M; S) \to C^m(M; S) \) is called a **wave operator** if its principal symbol is given by \( g \). In other words, \( P \) locally takes the form

\[
P = -\sum_{ij} g^{ij} \frac{\partial^2}{\partial x^i \partial x^j} + \text{lower order terms}.
\]

Here \( (g^{ij}) \) is the matrix inverse to \( (g_{ij}) \) where \( g_{ij} = g(\partial / \partial x^i, \partial / \partial x^j) \).

If \( P \) is a wave operator, then so are its formally dual operator \( P^\dagger \) and its formally adjoint operator \( P^* \) (if \( S \) carries a metric).

**Example 4.** Let \( S \) be the trivial line bundle so that sections of \( S \) are just functions. The **d’Alembert operator** \( P = \Box = \text{div} \circ \text{grad} \) is a formally selfadjoint wave operator, see e.g. [3, p. 26]. Similarly, the **Klein-Gordon operator** \( P = \Box + m^2 \) and the **covariant Klein-Gordon operator** \( P = \Box + m^2 + \xi \cdot \text{scal} \) are formally selfadjoint wave operators. Here \( m \) and \( \xi \) are constants and \( \text{scal} \) denotes the scalar curvature of \( M \).

**Example 5.** More generally, let \( S \) be any vector bundle and let \( \nabla \) be a connection on \( S \). This connection and the Levi-Civita connection on \( T^*M \) induce a connection on \( T^*M \otimes S \), again denoted \( \nabla \). We define the **connection-d’Alembert** operator \( \Box^\nabla \) to be the composition of the following three maps

\[
C^m(M; S) \xrightarrow{\nabla} C^m(M, T^*M \otimes S) \xrightarrow{\nabla} C^m(M, T^*M \otimes T^*M \otimes S) \xrightarrow{\text{tr} \otimes \text{id}_S} C^m(M; S)
\]

where \( \text{tr} : T^*M \otimes T^*M \to \mathbb{R} \) denotes the metric trace, \( \text{tr}(\xi \otimes \eta) = \langle \xi, \eta \rangle \). This connection-d’Alembert operator \( \Box^\nabla \) is a wave operator.

**Example 6.** Let \( S = \Lambda^k T^*M \) be the bundle of \( k \)-forms. Exterior differentiation \( d : C^m(M, \Lambda^k T^*M) \to C^m(M, \Lambda^{k+1} T^*M) \) increases the degree by one while the codifferential \( \delta : C^m(M, \Lambda^k T^*M) \to C^m(M, \Lambda^{k-1} T^*M) \) decreases the degree by one. While \( d \) is independent of the metric, the codifferential \( \delta \) does depend on the Lorentzian metric. The **Hodge-d’Alembert operator** \( P = -d\delta - \delta d \) is a wave operator. It is formally selfadjoint with respect to the indefinite metric on \( S \) induced by the Lorentzian metric on \( TM \).

2. **The energy estimate**

Let \( (M, g) \) be a globally hyperbolic Lorentzian manifold of dimension \( n + 1 \). Let \( S \to M \) be a real or complex vector bundle and let \( P \) be a linear wave operator with smooth coefficients acting on sections of \( S \). We equip \( S \) with a metric \( \langle \cdot, \cdot \rangle \), the associated norm \( | \cdot | \) and a compatible connection \( \nabla \).
**Definition 7.** Let $\Sigma \subset M$ be a smooth spacelike Cauchy hypersurface, let $v$ be the future-directed timelike unit-normal field along $\Sigma$ (in particular, $g(v,v) = -1$), and let $u$ be a sufficiently differentiable section of $S$ defined on a neighborhood of $\Sigma$. For $k \in \mathbb{R}$ we call

$$E_k(u, \Sigma) := \|u|_{\Sigma}|^2_{H^k(\Sigma)} + \|\nabla_v u\|_{H^{k-1}(\Sigma)}^2$$

the $k$-energy of $u$ along $\Sigma$.

Given a Cauchy temporal function $t$, we briefly write

$$E_k(u,t) := E_k(u,\Sigma_t) = \|u|_{\Sigma_t}|^2_{H^k(\Sigma_t)} + \|\beta^{-1/2}\nabla_t u\|_{H^{k-1}(\Sigma_t)}^2.$$

**Theorem 8 (Energy estimate).** Let $[T_0,T_1] \subset t(M)$, let $K \subset M$ be compact, and let $k \in \mathbb{R}$. Then there exists a constant $C > 0$ such that

$$E_k(u,t_1) \leq E_k(u,t_0) \cdot e^{C(t_1-t_0)} + \int_{t_0}^{t_1} e^{C(t_1-s)}\|Pu\|_{H^{k-1}(\Sigma_s)}^2 ds \quad (4)$$

holds for all $t_0,t_1 \in [T_0,T_1]$ with $t_0 < t_1$ and for all $u \in \mathcal{H}^{k+1}(M,t;S)$ with $\text{supp}(u) \subset J(K)$ and $Pu \in C^0_{\text{loc}}(t(M),H^{k-1}(\Sigma_*))$.

**Remark 9.** The regularity assumptions on $u$ seem somewhat unnatural. Considering the terms occurring in (4), one would expect it to hold for $u \in \mathcal{H}^{k+1}(M,t;S)$ instead of $\mathcal{H}^{k+1}(M,t;S)$ and $Pu \in L^2_{\text{loc,sc}}(t(M),H^{k-1}(\Sigma_*))$ instead of $C^0_{\text{loc}}(t(M),H^{k-1}(\Sigma_*))$. In other words, we expect it to hold for $u \in \mathcal{H}^{k+1}(M,P,t)$. Indeed, this is true as we will see in Corollary [17]. As far as the regularity assumption on $u$ is concerned, Theorem 8 is a preliminary version of the energy estimate.

**Proof of Theorem 8** With the doubling procedure described in Subsection [1.6] we can reduce to the case that $M$ is spatially compact which we now assume. We write the wave operator as follows:

$$P = \beta^{-1}\nabla_i\nabla_i - \sum_{j=1}^n \nabla e_j \nabla e_j + \text{lower order terms}$$

$$= \beta^{-1}\nabla_i\nabla_i + \mathcal{D}^2 + \mathcal{Z}\nabla_i + \mathcal{T}$$

where $\mathcal{T}$ and $\mathcal{Z}$ are differential operators differentiating in $\Sigma_t$-direction only, of order at most 1 and 0, respectively.

Since $u \in \mathcal{H}^{k+1}(M,t;S)$ we have $u \in C^1_{\text{sc}}(t(M),H^k(\Sigma_*))$ and hence $s \mapsto \|u\|_{H^k(\Sigma_s)}^2$ is differentiable. From $Pu \in C^0_{\text{sc}}(t(M),H^{k-1}(\Sigma_*))$ and

$$\nabla_i \nabla_i u = \beta \left\{ Pu - \mathcal{D} u - \mathcal{Z} \nabla_i u - \mathcal{T} u \right\} \quad (5)$$

we get $\nabla_i \nabla_i u \in C^0_{\text{sc}}(t(M),H^{k-1}(\Sigma_*))$. Together with $\nabla_i u \in C^1_{\text{sc}}(t(M),H^k(\Sigma_*))$ this gives $\nabla_i u \in C^1_{\text{sc}}(t(M),H^{k-1}(\Sigma_*))$. Hence $s \mapsto \|\beta^{-1/2}\nabla_t u\|_{H^{k-1}(\Sigma_s)}^2$ is differentiable. We differentiate

$$\frac{d}{dt}\|u\|_{H^k(\Sigma_s)}^2 = 2\text{Re}(\nabla_i \mathcal{D}^k u, \mathcal{D}^k u)_{L^2(\Sigma_s)}$$

$$= 2\text{Re}(\mathcal{T}^s \nabla_i u + [\nabla_i, \mathcal{T}^s] u, \mathcal{D}^k u)_{L^2(\Sigma_s)}$$

$$\leq 2\text{Re}(\mathcal{T}^s \nabla_i u, \mathcal{D}^k u)_{L^2(\Sigma_s)} + C_1 \|u\|_{H^k(\Sigma_s)}.$$  (6)
Here we used that the commutator $[\nabla_i, \overline{D}^k]$ is a smooth family of pseudo-differential operators along the $\Sigma_i$ of order $\leq k$. Next we differentiate

$$\frac{d}{dt} \|\beta^{-1/2} \nabla_i u\|^2_{H^{k-1}(\Sigma_i)}$$

(7)

$$= 2\text{Re}(\nabla_i \overline{D}^{-1}(\beta^{-1/2} \nabla_i u), \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$= 2\text{Re}(\overline{D}^{-1} \nabla_i(\beta^{-1/2} \nabla_i u), \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$+ 2\text{Re}(\nabla_i, \overline{D}^{-1})(\beta^{-1/2} \nabla_i u, \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$\leq 2\text{Re}(\overline{D}^{-1} \nabla_i(\beta^{-1/2} \nabla_i u), \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)} + C_2 \|\beta^{-1/2} \nabla_i u\|^2_{H^{k-1}(\Sigma_i)}$$

$$= 2\text{Re}(\overline{D}^{k-1}(\partial_t \beta^{-1/2} + \beta^{-1/2} \nabla_i \overline{D}^{-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$+ C_2 \|\beta^{-1/2} \nabla_i u\|^2_{H^{k-1}(\Sigma_i)}$$

$$\leq 2\text{Re}(\overline{D}^{k-1}(\beta^{-1/2} \nabla_i u), \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)} + C_3 \|\beta^{-1/2} \nabla_i u\|^2_{H^{k-1}(\Sigma_i)}.$$

(8)

Using (5) we get for the first summand in (8):

$$\text{Re}(\overline{D}^{-1}(\beta^{-1/2} \nabla_i u), \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$= \text{Re}(\overline{D}^{-1}(\beta^{1/2} \{Pu - \overline{D}^2 u - \overline{Z} \nabla_i u - Fu\}), \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$\leq -\text{Re}(\overline{D}^{-1}(\beta^{1/2} \overline{D}^k u), \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$+ C_4 \cdot [\|Pu\|_{H^{k-1}(\Sigma_i)} + \|\beta^{-1/2} \nabla_i u\|_{H^{k-1}(\Sigma_i)} + \|u\|_{H^{k}(\Sigma_i)}] \cdot \|\beta^{-1/2} \nabla_i u\|_{H^{k-1}(\Sigma_i)}$$

$$\leq -\text{Re}(\overline{D} \{Pu - \overline{D}^2 u - \overline{Z} \nabla_i u - Fu\}, \overline{D}^{-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$+ C_5 \cdot [\|Pu\|_{H^{k-1}(\Sigma_i)} + \|\beta^{-1/2} \nabla_i u\|_{H^{k-1}(\Sigma_i)} + \|u\|_{H^{k}(\Sigma_i)}] \cdot \|\beta^{-1/2} \nabla_i u\|_{H^{k-1}(\Sigma_i)}$$

$$= -\text{Re}(\overline{D}^k u, \beta^{1/2} \overline{D}^{k-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$+ C_5 \cdot [\|Pu\|_{H^{k-1}(\Sigma_i)} + \|\beta^{-1/2} \nabla_i u\|_{H^{k-1}(\Sigma_i)} + \|u\|_{H^{k}(\Sigma_i)}] \cdot \|\beta^{-1/2} \nabla_i u\|_{H^{k-1}(\Sigma_i)}$$

$$\leq -\text{Re}(\overline{D} \{Pu - \overline{D}^2 u - \overline{Z} \nabla_i u - Fu\}, \overline{D}^{-1}(\beta^{-1/2} \nabla_i u))_{L^2(\Sigma_i)}$$

$$+ C_6 \cdot [\|Pu\|_{H^{k-1}(\Sigma_i)} + \|\beta^{-1/2} \nabla_i u\|_{H^{k-1}(\Sigma_i)} + \|u\|_{H^{k}(\Sigma_i)}] \cdot \|\beta^{-1/2} \nabla_i u\|_{H^{k-1}(\Sigma_i)}.$$

Inserting this into (8) yields

$$\frac{d}{dt} \|\beta^{-1/2} \nabla_i u\|^2_{H^{k-1}(\Sigma_i)} \leq -2\text{Re}(\overline{D}^k u, \overline{D} \nabla_i u)_{L^2(\Sigma_i)} + C_7 \cdot E_k(u,t) + \|Pu\|^2_{H^{k-1}(\Sigma_i)}.$$

(9)

We add (6) and (9) and observe that the term “with too many derivatives”, $2\text{Re}(\overline{D}^k u, \overline{D} \nabla_i u)_{L^2(\Sigma_i)}$, cancels. We get

$$\frac{d}{dt} E_k(u,t) \leq C_8 \cdot E_k(u,t) + \|Pu\|^2_{H^{k-1}(\Sigma_i)}.$$

(10)

Grönwall’s lemma implies

$$E_k(u,t_1) \leq E_k(u,t_0) \cdot e^{C_k(t_1-t_0)} + \int_{t_0}^{t_1} e^{C_k(s-t)} \|Pu\|^2_{H^{k-1}(\Sigma_i)} \, ds.$$

For $[t_0, t_1] \subset t(M)$ we write $\Sigma[t_0, t_1] := t^{-1}([t_0, t_1])$. □
Corollary 10. Let \([T_0, T_1] \subset t(M)\), let \(\tau \in t(M)\), and let \(K \subset \Sigma_\tau\) be compact. Let \(k \in \mathbb{R}\). Then there exists a constant \(C > 0\) such that
\[
E_k(u, \Sigma_\tau) \leq C \cdot \left( E_k(u, \Sigma_\tau) + \|Pu\|^2_{[T_0, T_1], J(K), k-1} \right)
\]
holds for all \(s \in [T_0, T_1]\) and for all \(u \in \mathcal{F}^k_{\Sigma_\tau}(M, P, t)\) with \(Pu \in C^0_{\Sigma_\tau}(t(M), H^{k-1}(\Sigma_\tau))\) and \(\text{supp}(u) \subset J(K)\).

Proof. W.l.o.g. we can assume that \(\tau \in [T_0, T_1]\), otherwise we simply increase the interval \([T_0, T_1]\). For \(s \in [\tau, T_1]\) the assertion follows directly from Theorem 8. For \(s \in [T_0, \tau]\), the assertion follows from Theorem 8 after reversing the time orientation. \(\square\)

Corollary 11 (Uniqueness for the Cauchy problem). A section \(u \in \mathcal{F}^k_{\Sigma_\tau}(M, P, t)\) is uniquely determined by \(Pu\) and the restrictions of \(u\) and of \(\nabla_j u\) to any \(\Sigma_\tau\).

Proof. If \(u\) and \(\nabla_j u\) vanish along \(\Sigma_\tau\) and \(Pu = 0\), then by Corollary 10 \(E_{k-1}(u, \Sigma_\tau) = 0\) for all \(s \in t(M)\), hence \(u = 0\). \(\square\)

Corollary 12. Let \([T_0, T_1] \subset t(M)\) and let \(K \subset M\) be compact. Let \(k \in \mathbb{N}\). Then there exists a constant \(C > 0\) such that
\[
\|u\|^2_{H^k(\Sigma_0, t_1)} \leq C \cdot \left( \|u\|^2_{H^k(\Sigma_0)} + \|\nabla_j u\|^2_{H^{k-1}(\Sigma_0)} + \|Pu\|^2_{H^{k-1}(\Sigma_0)} \right)
\]
holds for all \(t_0, t_1 \in [T_0, T_1]\) with \(t_0 < t_1\) and for all \(u \in C^0_{\Sigma_\tau}(M)\).

Proof. Recall that \(P\) is of the form
\[
P = \beta^{-1} \nabla_j \nabla_i + Q
\]
where \(Q\) is a second-order operator containing \(t\)-derivatives up to order 1 only. Therefore
\[
\|\nabla_j u\|_{H^{k-\ell}(\Sigma_0, t_1)} = \|\nabla_j \beta^{-1} (P - Q) u\|_{H^{k-\ell}(\Sigma_0, t_1)} \leq C_1 \cdot \left( \|Pu\|_{H^{k-\ell}(\Sigma_0, t_1)} + \|\nabla_j u\|^2_{H^{k-1}(\Sigma_0, t_1)} \right)
\]
where \(\nabla_j \beta^{-1} (P - Q) u\) contains at most \(\ell - 1\) \(t\)-derivatives of \(u\). The \(k\)-energy controls \(t\)-derivatives up to order 1. We get inductively
\[
\|u\|^2_{H^k(\Sigma_0, t_1)} \leq C_2 \cdot \left( \int_{t_0}^{t_1} E_k(u, s) \, ds + \sum_{j=2}^{k} \|\nabla_j u\|^2_{H^{k-\ell}(\Sigma_0, t_1)} \right)
\]
\[
\leq C_3 \cdot \left( \int_{t_0}^{t_1} E_k(u, s) \, ds + \sum_{j=2}^{k-1} \|\nabla_j u\|^2_{H^{k-\ell}(\Sigma_0, t_1)} + \|Pu\|^2_{H^{k-2}(\Sigma_0, t_1)} \right)
\]
\[
\leq \ldots
\]
\[
\leq C_4 \cdot \left( \int_{t_0}^{t_1} E_k(u, s) \, ds + \|Pu\|^2_{H^{k-2}(\Sigma_0, t_1)} \right). \tag{11}
\]

Theorem 8 yields
\[
\int_{t_0}^{t_1} E_k(u, s) \, ds \leq \int_{t_0}^{t_1} \left( E_k(u, t_0) \cdot e^{C(s-t_0)} + \int_{t_0}^{s} e^{C(s-t)} \|Pu\|^2_{H^{k-1}(\Sigma_0)} \, dt \right) \, ds
\]
\[
\leq (t_1 - t_0) \cdot e^{C(n-t_0)} \cdot \left( E_k(u, t_0) + \int_{t_0}^{t_1} \|Pu\|^2_{H^{k-1}(\Sigma_0)} \, dt \right)
\]
\[
\leq C_6 \left( \|u_{|\Sigma_0}\|_{H^k(\Sigma_0)}^2 + \|\nabla_v u\|_{H^{k-1}(\Sigma_0)}^2 + \|Pu\|_{H^{k-1}(\Sigma_0)}^2 \right).
\]

Inserting (12) into (11) proves the corollary. \(\square\)

3. The Cauchy Problem

The following theorem states that the Cauchy problem for \(P\) is well posed in spaces of finite \(k\)-energy sections.

**Theorem 13.** Fix \(\tau \in \mathfrak{t}(M)\) and \(k \in \mathbb{R}\). The map \(u \mapsto (u_{|\Sigma_0}, \nabla_v u_{|\Sigma_0}, Pu)\) yields an isomorphism

\[
\mathfrak{F}^k_{sc}(M, P, t) \to H^k_{\Sigma}(\Sigma_\tau) \oplus H^{k-1}_{\Sigma}(\Sigma_\tau) \oplus L^2_{loc, sc}(t(M), H^{k-1}(\Sigma_\star))
\]

of topological vector spaces.

**Proof.** For any spatially compact subset \(K \subset M\) we have the continuous linear maps

\[
C^0_K(t(M), H^k(\Sigma_\star)) \xrightarrow{\text{a priori}} H^k_{\Sigma\cap\Sigma_\tau}(\Sigma_\tau) \hookrightarrow H^k(\Sigma_\tau).
\]

Hence

\[
\mathfrak{F}^k_{sc}(M, P, t) \to C^0_K(t(M), H^k(\Sigma_\star)) \to H^k(\Sigma_\tau)
\]

is continuous and thus the restriction to \(\mathfrak{F}^k_{sc}(M, P, t)\) is continuous as well. Similarly,

\[
C^0_K(t(M), H^{k-1}(\Sigma_\star)) \xrightarrow{\nabla_v} C^0_K(t(M), H^{k-1}(\Sigma_\star)) \xrightarrow{\text{a priori}} H^{k-1}_{\Sigma\cap\Sigma_\tau}(\Sigma_\tau) \hookrightarrow H^{k-1}(\Sigma_\tau)
\]

is continuous which yields continuity of the linear maps

\[
\mathfrak{F}^k_{sc}(M, P, t) \hookrightarrow C^1_{sc}(t(M), H^{k-1}(\Sigma_\star)) \to H^{k-1}(\Sigma_\tau).
\]

Since \(P : \mathfrak{F}^k_{sc}(M, P, t) \to L^2_{loc, sc}(t(M), H^{k-1}(\Sigma_\star))\) is continuous as well, we have shown that the map in (14) is continuous. Now we consider the inverse of the map in (13). Let \(K \subset \Sigma_\tau\) be compact. Given \((u_0, u_1, f) \in C^0_K(\Sigma_\tau) \oplus C^0_K(\Sigma_\tau) \oplus C^0_{J(K)}(M)\), there is a unique smooth solution \(u\) of \(Pu = f\) with \(u_{|\Sigma_0}\) and \(\nabla_v u_{|\Sigma_0} = u_1\), see [3] Thm. 3.2.11. It satisfies supp\((u) \subset J(K)\). Let \(I \subset t(M)\) be a compact subinterval. By Corollary 10 we have estimates

\[
\|u\|_{H^k(I(K), 0, k)}^2 \leq C \cdot \left( \|u_0\|_{H^k(\Sigma_\tau)}^2 + \|u_1\|_{H^{k-1}(\Sigma_\tau)}^2 + \|f\|_{H^{k-1}(I(K), k-1)}^2 \right)
\]

and

\[
\|u\|_{H^k(I(K), 1, k-1)}^2 \leq C \cdot \left( \|u_0\|_{H^k(\Sigma_\tau)}^2 + \|u_1\|_{H^{k-1}(\Sigma_\tau)}^2 + \|f\|_{H^{k-1}(I(K), k-1)}^2 \right)
\]

with \(C\) depending on \(K\) but independent of \(u_0, u_1, f\). Thus the solution map \((u_0, u_1, f) \mapsto u\) extends uniquely to continuous linear maps

\[
H^k_{\Sigma}(\Sigma_\tau) \oplus H^{k-1}_{\Sigma}(\Sigma_\tau) \oplus L^2_{loc, J(K)}(t(M), H^{k-1}(\Sigma_\star)) \to C^0_{J(K)}(t(M), H^k(\Sigma_\star))
\]

\[
\to C^1_{sc}(t(M), H^k(\Sigma_\star))
\]

and

\[
H^k_{\Sigma}(\Sigma_\tau) \oplus H^{k-1}_{\Sigma}(\Sigma_\tau) \oplus L^2_{loc, J(K)}(t(M), H^{k-1}(\Sigma_\star)) \to C^1_{J(K)}(t(M), H^{k-1}(\Sigma_\star))
\]

\[
\to C^1_{sc}(t(M), H^{k-1}(\Sigma_\star)).
\]

Thus we get continuous linear maps

\[
H^k_{\Sigma}(\Sigma_\tau) \oplus H^{k-1}_{\Sigma}(\Sigma_\tau) \oplus L^2_{loc, sc}(t(M), H^{k-1}(\Sigma_\star)) \to C^0_{sc}(t(M), H^k(\Sigma_\star))
\]

\[
\to C^1_{sc}(t(M), H^{k-1}(\Sigma_\star)).
\]
and
\[ H^k_c(\Sigma_t) \oplus H^{k-1}_c(\Sigma_t) \oplus L^2_{4oc,sc}(t(M),H^{k-1}(\Sigma_*)) \rightarrow C^1_{sc}(t(M),H^{k-1}(\Sigma_*)) \]
and hence a continuous linear map
\[ \text{Solve} : H^k_c(\Sigma_t) \oplus H^{k-1}_c(\Sigma_t) \oplus L^2_{4oc,sc}(t(M),H^{k-1}(\Sigma_*)) \rightarrow \mathcal{E}_{sc}^k(M,t). \]
Since \( P \circ \text{Solve}(u_0,u_1,f) = f \), the composition \( P \circ \text{Solve} \) is continuous. Thus the solution map is also continuous as a map
\[ \text{Solve} : H^k_c(\Sigma_t) \oplus H^{k-1}_c(\Sigma_t) \oplus L^2_{4oc,sc}(t(M),H^{k-1}(\Sigma_*)) \rightarrow \mathcal{E}_{sc}^k(M,P,t). \]
The map \( (13) \) and \text{Solve} are inverse to each other. Indeed, \text{Solve} followed by the solution map is also continuous as a map
\[ \text{Solve} : \mathcal{E}_{sc}^k(M,\ker(P),t) \rightarrow H^k_c(\Sigma_t) \oplus H^{k-1}_c(\Sigma_t) \]
of topological vector spaces.

As a first consequence we see that smooth sections are dense in \( \mathcal{E}_{sc}^k(M,P,t) \) and in \( \mathcal{E}_{sc}^k(M,\ker(P),t) \).

**Corollary 14.** Fix \( \tau \in t(M) \) and \( k \in \mathbb{R} \). The map \( u \mapsto (u|_{\Sigma_\tau},\nabla_vu|_{\Sigma_\tau}) \) yields an isomorphism
\[ \mathcal{E}_{sc}^k(M,\ker(P),t) \rightarrow H^k_c(\Sigma_\tau) \oplus H^{k-1}_c(\Sigma_\tau) \quad (14) \]
of topological vector spaces.

As noted in the proof of Theorem 13, it is well known that any smooth solution \( u \) of the Cauchy problem \( Pu = 0 \) satisfies \( \text{supp}(u) \subset J(K) \) if \( \text{supp}(u_0) \cup \text{supp}(u_1) \subset K \) and \( \text{supp}(f) \subset J(K) \) where \( K \) is a compact subset of \( \Sigma \). Since smooth sections are dense in \( \mathcal{E}_{sc}^k(M,P,t) \), the same is true for all solutions of finite \( k \)-energy by continuity. This fact is known as finiteness of the speed of propagation.

Now we can state the energy estimate with the optimal regularity assumption on the section \( u \):

**Corollary 17.** The energy estimate \( (4) \) holds for all \( t_0,t_1 \in [T_0,T_1] \) with \( t_0 < t_1 \) and for all \( u \in \mathcal{E}_{sc}^k(M,P,t) \) with \( \text{supp}(u) \subset J(K) \).

**Proof.** By Theorem 8 \( (4) \) holds for all \( u \in C^\infty_{sc}(M) \) with \( \text{supp}(u) \subset J(K) \). By Corollary 15, \( C^\infty_{sc}(M) \) is dense in \( \mathcal{E}_{sc}^k(M,P,t) \). All terms in \( (4) \) are continuous with respect to the topology of \( \mathcal{E}_{sc}^k(M,P,t) \). Hence \( (4) \) holds for all \( u \in \mathcal{E}_{sc}^k(M,P,t) \) with \( \text{supp}(u) \subset J(K) \). The space of finite \( k \)-energy solutions is independent of the choice of Cauchy temporal function.
Corollary 18. Let $t$ and $\tilde{\tau}$ be Cauchy temporal functions on $M$. Then for every $k \in \mathbb{R}$

$$\mathcal{F}_{sc}^{\infty}(M, \ker(P), t) = \mathcal{F}_{sc}^{\infty}(M, \ker(P), \tilde{\tau}).$$

Proof. a) Let $\Sigma_\tau$ and $\tilde{\Sigma}_\tau$ be the foliations by Cauchy hypersurfaces corresponding to $t$ and to $\tilde{\tau}$, respectively. We assume first that $\Sigma_\tau$ and $\tilde{\Sigma}_\tau$ have one Cauchy hypersurface $\Sigma_0$ in common. By Corollary 14 finite $k$-energy solutions to the equation $Pu = 0$ are uniquely determined by their Cauchy data. Thus the composition of the isomorphisms, both given by $u \mapsto (u|_{\Sigma_0}, \nabla u|_{\Sigma_0})$

$$\mathcal{F}_{sc}^{\infty}(M, \ker(P), t) \cong H^k_0(\Sigma_0) \oplus H^k_{\Sigma_0}(\Sigma_0) \cong \mathcal{F}_{sc}^{\infty}(M, \ker(P), \tilde{\tau})$$

must be the identity map, at least for $u \in C^\infty_{sc}(M, \ker(P)).$ Since $C^\infty_{sc}(M, \ker(P))$ is dense in both $\mathcal{F}_{sc}^{\infty}(M, \ker(P), t)$ and $\mathcal{F}_{sc}^{\infty}(M, \ker(P), \tilde{\tau})$ by Corollary 15, the assertion follows in case of a common Cauchy hypersurface.

b) Next we drop the assumption that the Cauchy temporal functions have a Cauchy hypersurface in common, but we assume that there are Cauchy hypersurfaces $\Sigma_\tau$ and $\tilde{\Sigma}_\tau$ which are disjoint. W.l.o.g. we assume that $\Sigma_\tau$ lies in the past of $\tilde{\Sigma}_\tau$.

In [7] it is shown that given a smooth spacelike Cauchy hypersurface, one can find a Cauchy temporal function such that the given Cauchy hypersurface appears as a level set of the function (Theorem 1.2.B). A minor modification of the proof also shows that one can prescribe two disjoint Cauchy hypersurfaces as level sets. Hence there exists a Cauchy temporal function $\tilde{\tau}: M \to \mathbb{R}$ such that $\tilde{\Sigma}_0 = \Sigma_\tau$ and $\tilde{\Sigma}_1 = \tilde{\Sigma}_\tau$. Applying part a) twice we get

$$\mathcal{F}_{sc}^{\infty}(M, \ker(P), t) = \mathcal{F}_{sc}^{\infty}(M, \ker(P), \tilde{\tau}) = \mathcal{F}_{sc}^{\infty}(M, \ker(P), \tilde{\tau}).$$

c) Now we drop all additional assumptions on $t$ and $\tilde{\tau}$. We fix Cauchy hypersurfaces $\Sigma_\tau$ and $\tilde{\Sigma}_\tau$. Since $\tau^+\Sigma_\tau \cap \tau^+\tilde{\Sigma}_\tau$ is globally hyperbolic, it contains a smooth spacelike Cauchy hypersurface $\tilde{\Sigma}$. One easily sees that $\tilde{\Sigma}$ is also a Cauchy hypersurface for $M$.

Applying [7, Thm. 1.2.B] we find a Cauchy temporal function $\tilde{\tau}: M \to \mathbb{R}$ possessing $\tilde{\Sigma}$ as a level set. Since $\Sigma_\tau$ and $\tilde{\Sigma}_\tau$ are disjoint as well as $\Sigma_\tau$ and $\tilde{\Sigma}$, we can apply part b) twice and we get

$$\mathcal{F}_{sc}^{\infty}(M, \ker(P), t) = \mathcal{F}_{sc}^{\infty}(M, \ker(P), \tilde{\tau}) = \mathcal{F}_{sc}^{\infty}(M, \ker(P), \tilde{\tau}).$$

We have seen that, in general, the space $\mathcal{F}_{sc}^{\infty}(M, P, t)$ does depend on the choice of Cauchy temporal function $t$ but there is an important exception:
Corollary 19. Let $t$ and $\tilde{t}$ be Cauchy temporal functions on $M$. Then
\[ \mathcal{F}_{sc}^0(M,P,t) = \mathcal{F}_{sc}^0(M,P,\tilde{t}). \]

Proof. We recall from Subsection 1.7.5 that $L^2_{\text{loc},sc}(t(M),H^0(\Sigma_*))$ is independent of $t$. Using the isomorphism
\[ \mathcal{F}_{sc}^1(M,P,t) \rightarrow H^1_\Sigma(\Sigma_\tau) \oplus H^1_\Sigma(\Sigma_\tau) \oplus L^2_{\text{loc},sc}(t(M),H^0(\Sigma_*)), \]

\[ u \mapsto (u|_{\Sigma_\tau},\nabla_t u|_{\Sigma_\tau},P u), \]

the same reasoning as in the proof of Corollary 18 yields the claim. \qed

Thus there is no need to keep the Cauchy temporal function $t$ in the notation for finite $k$-energy solutions. From now on we will briefly write $\mathcal{F}_{sc}^k(M,\ker(P))$ instead of $\mathcal{F}_{sc}^k(M,\ker(P),t)$ and $\mathcal{F}_{sc}^1(M,P)$ instead of $\mathcal{F}_{sc}^1(M,P,t)$.

Corollary 20. For each $k \in \mathbb{N}$ we have the continuous embedding
\[ \mathcal{F}_{sc}^k(M,\ker(P)) \hookrightarrow H^1_{\text{loc}}(M). \] (15)
Moreover, we have a continuous embedding
\[ \mathcal{F}_{sc}^1(M,P) \hookrightarrow H^1_{\text{loc}}(M). \] (16)

Proof. Let $K \subset M$ be compact. Then we can choose $[T_0,T_1] \subset t(M)$ such that $K \subset \Sigma[T_0,T_1]$. Let $K' \subset \Sigma_{T_0}$ be compact. Corollary 12 yields the estimate
\[ \|u\|^2_{H^1(K)} \leq \|u\|^2_{H^1(\Sigma[T_0,T_1])} \]
\[ \leq C \cdot \left( \|u|_{\Sigma_{T_0}}\|^2_{H^1(\Sigma_{T_0})} + \|\nabla_t u\|^2_{H^{1-(\Sigma_{T_0})}} \right) \]
\[ \leq C \cdot \left( \|u\|^2_{L^2(J'(K'),0,k)} + \|u\|^2_{L^2(J'(K'),1,k-1)} \right) \]

for all $u \in C^k_{\text{loc}}(M) \cap \ker(P)$. Here $I \subset t(M)$ is any compact subinterval which contains $T_0$. Since $C^k_{\text{loc}}(M) \cap \ker(P)$ is dense in $\mathcal{F}_{sc}^k(M,\ker(P))$ by Corollary 15 the same estimate holds for all $u \in C^k_{\text{loc}}(t(M),H^k(\Sigma_*)) \cap C^{k-1}_{\text{loc}}(t(M),H^{k-1}(\Sigma_*)) \cap \ker(P)$. This shows that we have a continuous embedding
\[ C^k_{\text{loc}}(t(M),H^k(\Sigma_*)) \cap C^{k-1}_{\text{loc}}(t(M),H^{k-1}(\Sigma_*)) \cap \ker(P) \hookrightarrow H^1_{\text{loc}}(M) \]
for every compact subset $K' \subset \Sigma_{T_0}$. Since every spatially compact subset of $M$ is contained in $J(K')$ for some compact subset $K' \subset \Sigma_{T_0}$, we get a continuous embedding as in (15).

The embedding $\mathcal{F}_{sc}^k(M,P) \hookrightarrow H^1_{\text{loc}}(M)$ is obtained similarly using the estimate
\[ \|u\|^2_{H^1(\Sigma_{[0,1]})} \leq C \cdot \left( \|u|_{\Sigma_{[0,1]}}\|^2_{H^1(\Sigma_{[0,1]})} + \|\nabla_t u\|^2_{L^2(\Sigma_{[0,1]})} + \|P u\|^2_{L^2(\Sigma_{[0,1]})} \right). \] \qed

4. The Goursat problem

The Goursat problem is an initial value problem with initial data prescribed on a characteristic Cauchy hypersurface $\Sigma$. For wave operators, “characteristic” means lightlike, i.e. the Lorentzian metric induces a degenerate metric on $\Sigma$. A typical example would be the light cone $\Sigma = \partial J^+(x)$ for any point $x \in M$. This $\Sigma$ is no longer smooth and we will not assume smoothness in the sequel.

Now there is an issue defining the right function spaces on $\Sigma$. If $\Sigma$ is not smooth, $C^k$-sections are no longer defined for $k > 0$. Moreover, if the induced metric is
degenerate, then the induced volume density vanishes. This makes it difficult to define Sobolev spaces.

We solve these difficulties as follows: since we expect the solutions of the initial value problem to be finite energy sections, we simply take the restrictions of those as admissible initial values.

**Definition 21.** Let \( \Sigma \subset M \) be a Lipschitz hypersurface. Then we put

\[
H^1_c(\Sigma; S) := H^1_c(\Sigma) := \{ u|_\Sigma \mid u \in \mathcal{H}^1_{sc}(M, P) \}.
\]

Note that by Corollary 20, \( \mathcal{H}^1_{sc}(M, P) \subset H^1_c(M) \). By the trace theorem for Lipschitz hypersurfaces [13, Thm. 1], the restriction \( u|_\Sigma \) is well defined, at least as an \( H^{1/2}_{loc} \)-section. It is convenient here that \( \mathcal{H}^1_{sc}(M, P) \) does not depend on the choice of a Cauchy temporal function by Corollary 19. If \( \Sigma \) is smooth and spacelike, this yields the same space as the Sobolev space \( H^1_c(\Sigma) \) defined in Subsection 4.6.3.

### 4.1. A general existence result.

To prepare for the existence part in the Goursat problem we first observe the following general existence theorem which does not yet make any reference to the initial value surface being characteristic.

**Theorem 22.** Let \( \Sigma \subset M \) be any Cauchy hypersurface. For any \( f \in L^2_{loc,sc}(M) \) and any \( u_0 \in H^1_c(\Sigma) \) there exists \( u \in \mathcal{H}^1_{sc}(M, P) \) such that \( Pu = f \) and \( u|_\Sigma = u_0 \).

**Proof.**

a) The past \( \Gamma^- (\Sigma) \) of \( \Sigma \) is globally hyperbolic and hence has a smooth spacelike Cauchy hypersurface \( \Sigma_0 \). One checks that \( \Sigma_0 \) is also a Cauchy hypersurface for \( M \).
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Let \( \chi_+ \in L^\infty(M, \mathbb{R}) \) be the characteristic function of \( J^+ (\Sigma) \). Then \( \chi_+ \cdot f \in L^2_{loc,sc}(M) = L^2_{loc,sc}(\sigma(M), H^0(\Sigma_*)) \). By Theorem 13 there is a unique \( u_+ \in \mathcal{H}^1_{sc}(M, P) \) such that \( Pu_+ = \chi_+ \cdot f \) and \( u_+|_{\Sigma_0} = \nabla_\nu u_+|_{\Sigma_0} = 0 \). Moreover, \( \text{supp}(u_+) \subset J^+ (\text{supp}(\chi_+ f)) \subset J^+ (J^+ (\Sigma)) = J^+ (\Sigma) \). Since \( u = 0 \) on \( \Gamma^- (\Sigma) \), we have \( u_+|_{\Sigma} = 0 \).

Now let \( \chi_- \in L^\infty(M, \mathbb{R}) \) be the characteristic function of \( J^- (\Sigma) \). Replacing \( \Sigma_0 \) by a smooth spacelike Cauchy hypersurface in the future of \( \Sigma \), the same arguments yield a section \( u_- \in \mathcal{H}^1_{sc}(M, P) \) with \( Pu_- = \chi_- \cdot f \) and \( u_-|_{\Sigma} = 0 \). For \( \tilde{u} := u_+ + u_- \in \mathcal{H}^1_{sc}(M, P) \) we have \( \tilde{P} \tilde{u} = f \) and \( \tilde{u}|_{\Sigma} = 0 \).

b) Let \( w \in \mathcal{H}^1_{sc}(M, P) \) be such that \( w|_{\Sigma} = u_0 \). We apply part a) of the proof with \( f \) replaced by \( -Pw \). This yields \( v \in \mathcal{H}^1_{sc}(M, P) \) with \( Pv = -Pw \) and \( v|_{\Sigma} = 0 \). Then \( u := \tilde{u} + w + v \in \mathcal{H}^1_{sc}(M, P) \) satisfies \( Pu = f + Pw - Pw = f \) and \( u|_{\Sigma} = w|_{\Sigma} = u_0 \). \( \Box \)
4.2. The characteristic initial value problem. The previous existence statement does not require any assumption on the Cauchy hypersurface, neither on its regularity nor on its causal type. Uniqueness cannot be expected in this generality because we know from the discussion of the Cauchy problem that, in the spacelike case, we also need to prescribe the normal derivative along the Cauchy hypersurface in order to uniquely determine the solution.

In the characteristic case, the situation is different. Let us first make this more precise. Any partial Cauchy hypersurface $\Sigma$ is Lipschitz and hence has a tangent space at almost all points due to Rademacher’s theorem. We call $\Sigma$ characteristic if the induced metric degenerates on these tangent spaces. Now we have:

**Theorem 23.** Let $\Sigma \subset M$ be a characteristic partial Cauchy hypersurface. Assume that $J^+ (\Sigma)$ is past compact. Then for any $f \in L^2_{\text{loc}, \Sigma}(M)$ and any $u_0 \in H^1(\Sigma)$ there exists $u \in \mathcal{D}_{\text{loc}}(M, P)$ such that $Pu = f$ on $J^+(\Sigma)$ and $u|_{\Sigma} = u_0$. On $J^+(\Sigma)$, $u$ is unique.

**Proof.** a) Since the past $I^-(\Sigma)$ is globally hyperbolic it contains a smooth spacelike Cauchy hypersurface $\Sigma_0$. We need to check that $\Sigma_0$ is also a Cauchy hypersurface for $\tilde{M} := I^+(\Sigma) \cup \Sigma \cup I^-(\Sigma) \subset M$. This is not obvious anymore because $\Sigma$ is only a partial Cauchy hypersurface.

Let $c: I \to \tilde{M}$ be an inextensible timelike curve. W.l.o.g. we assume that $I = (-1, 1)$ and that $c$ is future-directed. We put $t_0 := \sup \{ t \in (-1, 1) \mid c((-1, t)) \subset I^-(\Sigma) \}$. 

**Case 1:** $t_0 = 1$.
Then $c$ is an inextensible timelike curve in $I^-(\Sigma)$ and hence intersects $\Sigma_0$ exactly once.

**Case 2:** $-1 < t_0 < 1$.
Now $c|_{(-1, t_0)}$ is an inextensible timelike curve in $I^-(\Sigma)$ and hence intersects $\Sigma_0$ exactly once. Moreover, $c|_{[t_0, 1]}$ is contained in $J^+(\Sigma)$ and therefore does not intersect $\Sigma_0$. Altogether, $c$ intersects $\Sigma_0$ exactly once.

**Case 3:** $t_0 = -1$.
We show that this case cannot occur. It would mean that $c$ is entirely contained in $J^+(\Sigma)$. Thus $c((-1, 0])$ would be contained in $J^+(\Sigma) \cap J^-(c(0))$ which is a compact set by past-compactness of $J^+(\Sigma)$. Hence $c(s)$ has an accumulation point as $s \searrow -1$. Since $c$ is timelike this accumulation point is unique. Thus one can extend $c$ continuously to the past which contradicts inextensibility of $c$.

This proves that $\Sigma_0$ is indeed a Cauchy hypersurface for $\tilde{M}$. Now proceeding as in the proof of Theorem 22, one shows existence of $u$.

b) As to uniqueness, suppose $u|\Sigma = 0$ and $Pu = 0$ holds on $J^+(\Sigma)$. Let $\varphi \in C^\infty_0(M; S')$ be a test section with $\text{supp}(\varphi) \subset J^+(\Sigma)$. We need to show $u[\varphi] = 0$.

Let $G^\dagger: C^\infty_0(M; S') \to C^\infty_0(M; S')$ be the retarded Green’s operator for the formally dual operator $P^\dagger$, see [3, Sec. 3.4]. Now supp$(G^\dagger(\varphi)) \subset J^-(\text{supp} \varphi)$. Since $J^+(\Sigma)$ is past compact, the set $J^+(\Sigma) \cap J^-(\text{supp} \varphi)$ is compact. The Green’s formula [18] with $\psi = G^\dagger(\varphi)$ yields

$$u[\varphi] = \int_{J^+(\Sigma)} \varphi(u) dV = \int_{J^+(\Sigma)} (P^\dagger G^\dagger(\varphi))(u) dV$$

$$= \int_{J^+(\Sigma)} (G^\dagger(\varphi)) (Pu) dV + \int_{\partial J^+(\Sigma)} (G^\dagger(\varphi)(\nabla_L u) - \hat{\nabla}_L G^\dagger(\varphi)(u)) \cdot A_L.$$
The first integral vanishes because $P_{\Sigma} = 0$ on $J^+(\Sigma)$. The boundary term vanishes because $u = 0$ on $\partial J^+(\Sigma)$. Note that $L$ is tangential to the boundary so that $\nabla_L u = 0$ as well. Thus $u(\phi) = 0$ for every test section with support in $J^+(\Sigma)$. Hence $u = 0$ on $J^+(\Sigma)$.

The assumption that $J^+(\Sigma)$ be past compact is crucial. If we drop it, Theorem 23 fails:

**Example 24.** Let $M$ be the $(1+1)$-dimensional Minkowski space with standard coordinates $x_0, x_1$. The boundaries of the future and of the past lightcone, $\Sigma' = \partial J^+(0,0)$ and $\Sigma = \partial J^-(0,0)$, are both characteristic partial Cauchy hypersurfaces. Now $J^+(\Sigma')$ is past compact while $J^+(\Sigma)$ is not. For instance, $J^-(1,0) \cap J^+(\Sigma)$ is not compact.

Indeed, Theorem 23 holds for $\Sigma'$ but not for $\Sigma$. Let $v \in C_c^\infty(\mathbb{R},\mathbb{R})$ be such that $\text{supp}(v) = [1,2]$. We put $u(x_0, x_1) := v(x_0 - x_1)$. Then $u \in C_c^\infty(M,\mathbb{R})$ solves the wave equation $\Box u = 0$. It is a “right traveling wave”. The support $\text{supp}(u) = \{(x_0, x_1) \in M \mid x_0 - 2 \leq x_1 \leq x_0 - 1\}$ is spatially compact and does not meet $\Sigma$. Hence $u|_\Sigma = 0$ but $u \not\equiv 0$ on $J^+(\Sigma)$.

The same discussion applies if one replaces $\Sigma = \partial J^-(0,0)$ by the characteristic hyperplane $\Sigma = \{(s,s) \in M \mid s \in \mathbb{R}\}$. 

**Fig. 4**

**Fig. 5**
Let $P$ be a wave operator acting on sections of a vector bundle $S$ over $(\Omega, g)$, a Lorentzian manifold with lightlike Lipschitz boundary $\partial \Omega$. There exists a connection $\nabla$ on $S$ and an endomorphism field $B$ on $S$ such that

$$P = \Box^\nabla + B$$

where $\Box^\nabla$ is the connection-d’Alembert operator explained in Example [3] Lem. 1.5.5] or [4] Prop. 3.1] for a proof. Let $\nabla$ be the induced connection on the dual bundle $S^*$. It is characterized by $\partial_X (\psi(u)) = (\nabla_X \psi)(u) + \psi(\nabla_X u)$ for all differentiable sections $u$ of $S$ and $\psi$ of $S^*$ and all tangent vectors $X$.

We now assume that $\Omega$ is oriented and let $\text{vol}$ be the volume form. This is no serious restriction because we can always pass to the orientation covering. For any base $(b_0, b_1, \ldots, b_n)$ of $T_\Omega \Omega$ we put $g_{ij} := g(b_i b_j)$ and let $(g^{ij})$ be the inverse matrix to $(g_{ij})$. We fix $C^\infty$-sections $u$ of $S$ and $\psi$ of $S^*$. Now the n-covector

$$\eta|_x := \sum_{ij} g^{ij}(\nabla_i \psi(u) - \psi(\nabla_i u)) \cdot b_j \text{vol} \in \Lambda^n T^*_x \Omega$$

is defined independently of the choice of base. Here $b_j \text{vol}$ denotes the insertion of $b_j$ into the first slot of vol, i.e. $b_j \text{vol} = \text{vol}(b_j, \ldots, \cdot)$. Now $\eta$ is a globally defined n-form on $\Omega$ of $C^1$-regularity.

To compute the exterior derivative of $\eta$ we may assume that the tangent frame $(b_0, b_1, \ldots, b_n)$ is chosen synchronous at the point $x$ under consideration, i.e. $\nabla b_j = 0$ at $x$. Then the derivatives of $g^{ij}$ also vanish at $x$ and we get at $x$

$$d\eta = \sum_{ijk} g^{ij} \partial_k(\nabla_i \psi(u) - \psi(\nabla_i u)) \cdot b^*_k \wedge (b_j \text{vol})$$

$$= \sum_{ij} g^{ij} \partial_j(\nabla_i \psi(u) - \psi(\nabla_i u)) \cdot \text{vol}$$

$$= \sum_{ij} g^{ij}(\nabla_j \nabla_i \psi(u) + \nabla_i \psi(\nabla_j u) - \nabla_j \psi(\nabla_i u) - \psi(\nabla_j \nabla_i u)) \cdot \text{vol}$$

$$= \sum_{ij} g^{ij}(\nabla_j \nabla_i \psi(u) - \psi(\nabla_j \nabla_i u)) \cdot \text{vol} \cdot \big( (\Box^\nabla \psi)(u) - \psi(\Box^\nabla u) \big) \cdot \text{vol}.$$

If $\text{supp}(\psi) \cap \text{supp}(u)$ is compact and contained in the interior of $\Omega$, then

$$0 = \int_{\Omega} d\eta = \int_{\Omega} \big( (\Box^\nabla \psi)(u) - \psi(\Box^\nabla u) \big) \, dV.$$

Thus $\Box^\nabla$ is the formal dual of $\Box^\nabla$. We conclude

$$P^\dagger = \Box^\nabla + B^\dagger$$

where $B^\dagger$ is the pointwise adjoint endomorphism field of $S^*$. We are interested in the boundary term which occurs if $\text{supp}(\psi) \cap \text{supp}(u)$ is no longer contained in the interior of $\Omega$.

Let $x \in \partial \Omega$ be a point at which the boundary is differentiable. Then there is a lightlike vector $L \in T_x \partial \Omega$, unique up to multiples. We choose a lightlike vector $\tilde{L} \in T_x \Omega$ such

$$g(L, \tilde{L}) = -1.$$  (17)
Although $\tilde{L}$ is not uniquely determined by $L$, the restriction of the $n$-covector $L_b\vol$ to $T_x\partial\Omega$ is determined by $L$. We denote it by $A_L := L_b\vol \in \Lambda^n T^*_x \partial\Omega$. Since $\tilde{L}$ is not tangent to $\partial\Omega$, the $n$-covector $A_L$ is nonzero. If we replace $L$ by a multiple $\alpha L$, $\alpha \in \mathbb{R} \setminus \{0\}$, then we may simply replace $L$ by $\frac{1}{\alpha} L$ in order to keep (17) valid.

Hence $A_{\alpha L} = \frac{1}{\alpha} A_L$.

To identify the boundary term we express $\eta$ at a regular point of $\partial\Omega$ using a base of the form $L, L, b_2, \ldots, b_n$ where $L$ is lightlike and tangential to the boundary and $b_2, \ldots, b_n$ are spacelike and tangential to the boundary.
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Then the pull-back of $\eta$ to $\partial\Omega$ takes the form

$$\eta = -(\nabla_L \psi(u) - \psi(\nabla_L u)) \cdot A_L.$$  

Due to the scaling property of $A_L$, this expression is independent of the choice of $L$.

The Stokes’ theorem for manifolds with Lipschitz boundary (see e.g. [2, p. 282]) yields

$$\int_{\partial\Omega} \eta = \int_{\Omega} d\eta = \int_{\Omega} ((\nabla^\nabla \psi)(u) - \psi(\nabla u)) \, dV = \int_{\Omega} ((P^* \psi)(u) - \psi(Pu)) \, dV.$$  

**Lemma 25 (Green’s formula).** Let $\Sigma \subset M$ be a characteristic Lipschitz hypersurface. Let $u \in \mathcal{E}^1_{sc}(M, P, S)$ and $\psi \in C^\infty(M; S^*)$ such that $\text{supp}(u) \cap \text{supp}\psi \cap J^+(\Sigma)$ is compact. Then

$$\int_{J^+(\Sigma)} (\psi(Pu) - (P^* \psi)(u)) \, dV = \int_{\Sigma} (\nabla_L \psi(u) - \psi(\nabla_L u)) A_L.$$  

**Proof.** The previous considerations with $\Omega = J^+(\Sigma)$ prove the formula if $u \in C^2(M)$. We fix $\psi$ and regard both the left hand side and the right hand side of (13) as linear functionals of $u$. The left hand side is clearly continuous in $u$ with respect to the topology of $\mathcal{E}^1_{sc}(M, P)$. As to the right hand side, the map $\mathcal{E}^1_{sc}(M, P) \to H^1_{\text{loc}}(M) \to H^1_{\text{loc}}(\Sigma)$, $u \mapsto u|_{\Sigma}$, is continuous. This uses the trace theorem for Lipschitz boundaries, see [13] Thm. 1. Therefore $\int_{\Sigma} \nabla_L \psi(u) A_L$ is continuous in $u$ with respect to the topology of $\mathcal{E}^1_{sc}(M, P)$. Moreover, $\nabla_L$ yields a continuous linear map $H^1_{\text{loc}}(\Sigma) \to H^{-1/2}_{\text{loc}}(\Sigma)$. Paired against a smooth compactly supported section $\psi$ is continuous on $H^{-1/2}_{\text{loc}}(\Sigma)$. Therefore $\int_{\Sigma} \psi(\nabla_L u) A_L$ is also continuous in $u$ with respect to the topology of $\mathcal{E}^1_{sc}(M, P)$.

Thus the right hand side is continuous in $u$. Since smooth sections are dense in $\mathcal{E}^1_{sc}(M, P)$ by Corollary [15] both sides have to agree for $u \in \mathcal{E}^1_{sc}(M, P)$. □
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