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Abstract—This research proposes a new database and method to detect the reduction of alertness conditions due to alcohol, drug consumption and sleepiness deprivation from Near-Infra-Red (NIR) periocular eye images. The study focuses on determining the effect of external factors on the Central Nervous System (CNS). The goal is to analyse how this impacts iris and pupil movement behaviours and if it is possible to classify these changes with a standard iris NIR capture device. This paper proposes a modified MobileNetV2 to classify iris NIR images taken from subjects under alcohol/drugs/sleepiness influences. The results show that the MobileNetV2-based classifier can detect the Unfit alertness condition from iris samples captured after alcohol and drug consumption robustly with a detection accuracy of 91.3% and 99.1%, respectively. The sleepiness condition is the most challenging with 72.4%. For two-class grouped images belonging to the Fit/Unfit classes, the model obtained an accuracy of 94.0% and 84.0%, respectively, using a smaller number of parameters than the standard Deep learning Network algorithm. This work is a step forward in biometric applications for developing an automatic system to classify “Fitness for Duty” and prevent accidents due to alcohol/drug consumption and sleepiness.

Index Terms—Fitness for duty, Biometrics, Iris, Alcohol, Drugs, Sleepiness.

1 INTRODUCTION

Iris recognition systems have been used mainly to recognize the cooperative subjects in controlled environments for access control to countries, buildings and offices using near-infra-red capture devices [1], [2]. With the improvements in iris recognition performance and reduction cost for iris acquisition devices, the technology will witness broader applications and may be confronted with new challenges [1]. One such a kind of challenge is identifying if a subject is under alcohol, drug effects, or even under sleep deprivation and sleep restriction conditions. This area is known as “Fitness For Duty” [3], [4] and allows to determine whether the subject is physically able to perform his or her task [4].

Fitness For Duty (FFD) [3]–[5] is a technique used in the context of the occupational test. These tests are applied to workers to describe a set of tools that help to evaluate a subject’s condition considering physical, alertness, and emotional level which is required for a specific job. Determining if the person is “Fit” or “Unfit” to perform the job is a difficult task. Stay fit means completing the job’s duties in a safe, secure, productive, and effective manner. In the state-of-the-art, several performance tests have been proposed as FFD, including psychomotor tasks, temperature sensor, EEG, finger tapping, pattern comparison, smart band wrist, and in-cab monitoring, among others [6], [7]. These systems deliver an answer based on the statistical behaviour threshold of “Fit” for the control subject and “Unfit” for alcohol/drug/sleepiness. It is essential to highlight that FFD does not have any relationship with the automatic alcohol test or drug test that measures alcohol/drug percentage in blood.

Many of these tests are reactive tasks and have demonstrated sensitivity to detect various job-related impairments, and also have shown some critical problems related to the type of device response and the possibility of impersonation. For instance, a wrist smart-band can be shared with another partner or removed to avoid identification. Therefore, including a biometric identification process in the FFD is crucial for the reliability and credibility of test results.

Today, primarily reactive devices are used, i.e., systems that act once the risk event has been generated, so it is necessary to have proactive solutions that allow measurements to be taken at the beginning of the working day.

Regarding the impersonation, the systems cannot identify the user performing the test, and therefore it is possible to alter the results using a third person. At this point, biometrics plays a fundamental role in ensuring the person performing the FFD. Observing a biometric characteristic such as the iris may help to identify the worker without removing the personal protection devices.

The concept of biometrics is known as a set of intrinsic and behavioural characteristics that can be used to verify an individual’s identity. All human beings have unique morphological characteristics that differentiate and identify us, the shape of the face, the geometry of parts of our
body, like hands, our eyes, and perhaps the best known, the fingerprint [1].

Biometric features used for recognition purposes can be extracted from images representing such morphological characteristics. For example, the face is a variable characteristic that depends on many factors, which can be easily changed by involuntary or voluntary action of the individual, simulating sad/happy faces or including COVID, dust, gas mask and others.

To determine whether a worker is Fit to perform a task, it is necessary to observe that repetitive behaviours or biometric factors are manifested through the body, establishing the relationship between the cause and the effect of his/her behaviour.

The iris and pupil movements are controlled by the Central Nervous Systems (CNS) [8]. In this condition, the subject cannot control the pupil or iris movement. This action is initiated automatically by an external factor such as light or alcohol, drug consumption and others. See Figure 1. Therefore, the iris is highly reliable for measuring the Fitness For Duty of the subject. This technique has been previously used but with optical equipment using a light beam to measure the changes of the iris, similar to the driver’s license test [9].

Impairing influences impact the central nervous system which controls the ocular motor system

While alcohol’s influence on iris recognition has not been extensively investigated, even less work has been done to analyse and counteract the effect of drug-induced pupil dilation, and sleepiness on iris images [16].

Tomeo et al. [16] focused on pupil and iris behaviour induced by the use of alcohol agents, but it could also be extended and allied to drug consumption as it has been shown that drug-induced pupil dilation affects iris recognition performance negatively. However, no solution has been investigated to counteract its effect on iris recognition. Note that alcohol/drugs may be used by an adversary to mask their identity from an iris recognition system [15]. These agents can be easily obtained online without a medical prescription. Hence, there is a need to understand and counteract the effect of alcohol and drugs on iris recognition.

An estimated 15-25% of the workforce works in shifts [17]–[19]. Working in rotating shifts with work at night can be a significant risk factor, if the work duty is associated with critical infrastructure, equipment, and people. Also, several studies have shown an essential correlation between shiftwork, work at night, and alcohol and drug consumption as important triggers for occupational accidents [19]. Workplace alcohol use and impairment directly affect an estimated 15% of the U.S. workforce; about 10.9% work under the influence of alcohol or with a hangover [20]. The Australian Government alcohol guidelines report shows 13% of shift-workers, and 10% of those on standard schedules reported consuming alcohol and drugs at levels risky for short-term harm [21].

This work proposes a new database and a modified multiclass convolutional neural network to classify control, alcohol, common drugs, and sleep deprivation iris samples. The main contributions of this work can be summarised as follows:

- **Overview**: A comprehensive overview and literature survey of works that use alcohol, drug and sleepiness on Fitness For Duty and biometrics is presented.
- **Architecture**: A multi-class MobileNetV2 architecture is proposed. This consists of a modified network trained from scratch, which is utilised to differentiate between Fit (control) and Unfit (alcohol, drug and sleepiness) subjects. New weights will be available.
Experiments: An extended set of Deep Neural Networks (DNN) experiments was conducted, selecting the best image using the sharpness metric and selecting three and five NIR images randomly and sequentially. Also, we evaluated the Maximum and Average score function for Unfit (alcohol, drugs, sleepiness) versus Fit.

Weights: Balanced class weights were used in order to correctly represent the number of images per class. Most of the databases are unbalanced according to the real application problem. Weighted classes help to balance the dataset and to get realistic results.

Database: A new dataset was captured for this paper to classify Fit and Unfit per image, meaning every subject has at least 90 images representing 5 seconds of capture. This database will be available to other researchers upon request for research purposes only (See Section 4).

Data-Augmentation (DA): A three-level DA technique to train the modified MobileNetV2 networks was used. These images allow the network more challenging scenarios considering blurring, Gaussian noise, coarse occlusion, zoom, and others.

This paper aims to develop an efficient framework to classify single or multiple frames in subjects with alcohol, drug consumption, and sleepiness condition. The main objective is to estimate and extract the most relevant features from the iris and pupil to predict the Fitness For Duty for each person in order to save lives.

The remaining of this article is organised as follows: Section 2 describes state-of-the-art. The proposed method for FFD detection is presented in Section 3. Section 4 explains the database. The experimental results are discussed in Section 6. Conclusions and remarks are given in in Section 7.

2 Related work

This section reports a brief review of alcohol, drugs and sleepiness’s influence on iris changes and their effects on “Fitness for Duties” are reported.

Alcohol and drugs are Central Nervous System (CNS) depressants and stimulants, respectively. Alcohol diminishes environmental awareness, response to sensory stimulation, cognitive functioning, spontaneity, and physical activity. In high doses, alcohol can produce increasing drowsiness, lethargy, amnesia, anti-epileptic effects, hypnosis, and anaesthesia. It is, therefore, not surprising that most countries restrict people from driving and/or operating dangerous equipment under the influence of alcohol \(^1\). Alcohol (ethyl alcohol or ethanol) is mainly used for recreational purposes and is the second most widely used drug after caffeine \(^2\).

Alcohol has been shown to affect pupil sizes. Brown et al. \([22]\) were one of the first to study the changes in pupil sizes under the influence of marijuana and alcohol.

The influence of alcohol, in particular, was reported by Arora et al. \([15]\). They presented a preliminary study of the influence of alcohol on an iris recognition system. The experiments were performed on the ‘Iris Under Alcohol Influence’ database (No available). Results show that comparing pre and post-alcohol consumption images increases the overlap between mated and not-mated comparison score distributions by approximately 20\%. These results were obtained using a relatively small database (220 pre-alcohol and 220 post-alcohol images obtained from 55 subjects). The subjects consumed about 200 ml of alcohol (with a 42\% concentration level) in approximately 15 minutes, and the images were captured 15-20 minutes after alcohol consumption. Arora et al. \([15]\) suggest that about one in five subjects under the influence of alcohol may be able to evade identification by iris recognition systems.

Bernstein et al. \([23]\) used spectrogram images of size \(224 \times 224\) from non-audio wave-forms to identify the presence of alcohol with Convolutional Neural Networks (CNN) and wearable sensors. They used 80 training images (40 positives, 40 negatives) and 20 test images (10 positives, 10 negative) and achieved a test accuracy after adjusting the learning rate, number of iterations, and gradient descent algorithm, as well as the time window and colouration of the spectrograms, of 72\% (n=20, 5 trials).

Ma et al. \([24]\) analyse the impact of changes in pupil size on iris recognition performance and describe an efficient algorithm for iris recognition by characterising key local variations. The basic idea was that local sharp variation points, denoting the appearing or vanishing of an important image structure, were utilised to represent the characteristics of the iris. The whole procedure of feature extraction included two steps: 1) a set of one-dimensional intensity signals is constructed to effectively characterise the most important information of the original two-dimensional image; 2) using a particular class of wavelets, a position sequence of local sharp variation points in such signals is recorded as features. Experimental results on 2,255 iris images show that the performance of the proposed method was encouraging and comparable to the best iris recognition algorithm found in the current literature.

Drugs, on the other hand, are substances that impact the central nervous system and can have depressants, stimulants and/or disturbing effects. At the cerebral level, drugs act on neurotransmitters, altering their correct functioning, and affecting behaviour, mood or perception. In addition, they are likely to create physical and/or psychological dependence. Some of the most important effects are: i) inhibition and attenuation of brain mechanisms that serve to maintain wakefulness and can produce different degrees of effects from relaxation, drowsiness, sedation to anaesthesia or coma (depressant drugs), ii) euphoria, increased alertness and motor activity and decreased subjective sensation of fatigue and hunger (stimulant drugs), and iii) distortion of aspects related to perception, emotional states and organisation of thought \([25]\), [26].

Several studies have reported the effect of various licit and illicit drugs on the pupil \([27]\)–[30]. They have shown a strong effect on pupil diameter reduced by all major opiates, including heroin, morphine, and codeine.

Rowbothan et al. \([31]\), [32] have reported significant increases in pupil diameter for subjects given intravenous and oral cocaine. Wallace et al. \([28]\) has reported similar
increases for amphetamines.

Tomoe-Reyes et al., [16] analysed the impact of drugs on pupil dilation and proposed the use of a biomechanical non-linear iris normalisation scheme along with key point-based feature matching for mitigating the impact of drug-induced pupil dilation on iris recognition. They also investigated the differences between drug-induced and light-induced pupil dilation on iris recognition performance. The authors reported an average ratio \( p \) of pupil and iris between \( 0.265 < p < 0.515 \). A drug-related work summary is presented in Table 1.

### Table 1
Related Work on Drugs.

| Factor                        | Effect                                      | References               |
|-------------------------------|---------------------------------------------|--------------------------|
| Alcohol                       | Decreased Saccadic Velocity, Increase in Latency in Chronic Alcoholics and Pupil size | [10], [15], [33]–[37]    |
| Barbiturates                  | Decrease in Pupil diameter Size             | [8], [38]                |
| Cocaine                       | Increased Pupil diameter Size               | [8], [31], [32], [38]    |
| Heroin, Morphine, Codeine and Other Opiates | Reduced Diameter, Saccadic Velocity and Amplitude | [8], [27], [28], [38]    |
| Marijuana                     | Reduced Constriction Amplitude             | [8], [16]                |
| Sedatives                     | Decreased Pupil diameter Size               | [8], [38]                |
| Muscular Relaxants            | Increased Pupil diameter Size               | [8], [38]                |
| Fatigue Sleep deprivation     | Decreased Pupil diameter Size               |                         |
|                              | Decreased Saccadic Velocity                 | [39]–[42]                |

Regarding Fitness for Duties, some related work has been previously analysed. Most of the methods available in the state-of-the-art are based on pupilometry and Psychomotor Vigilance tasks. A summary of FFD-related work is presented in Table 2.

Our previous work [51] studied the analysis of eye frame sequences. This method showed that developing a behavioural curve to estimate FFD is possible. However, this method requires the detection, segmentation of pupil and iris for each frame, and the feature extraction of more than 30 different measures, determined according to the state-of-the-art. Then, this kind of method demands many resources to be implemented in a mobile device.

### 3 Proposed Method

The proposed FFD model can be described as a cascade of modules, as shown in Figure 3. The capture process allows one to find the eyes and crop them to the right and left eyes (in periocular images). A feature extraction module (MobileNetV2) uses cropped periocular images to automatically extract and weight a feature vector representing the classifier’s input. Finally, the FFD model generates the final classification: Fit/Unfit indicator and level for each state (control, alcohol, drug and sleepiness).

#### 3.1 Capture

The iris capture process presents several challenges, such as the capture subjects reacting differently to the same quantity of alcohol and drugs. These changes do not allow the use of parametrical methods such as Osiris or commercial software [10]. Most of the time, people present semi-close eyes, which poses an extra difficulty. In the presence of alcohol and drugs, the volunteer in front of the sensor shows an involuntary disbalance. This adds blurring to the captured images, as shown in Figure 4.
3.2 Image Pre-processing
All the images in the database were pre-processed using a contrast-limited adaptive histogram equalisation algorithm (See sub-section 3.3) to improve the grey-scale intensity. During the training, a weighted factor was applied per class (See sub-section 3.4). Also, a higher number of filters was applied, using the MobileNetV2 alpha parameter, from the standard 1.0 up to 1.4. Both methods are leveraged to create a two-stage classifier that can detect Fit and Unfit scenarios. All the images were resized to 448×448 for fine-tuning using new weights obtained from scratch according to the experiments. It is important to highlight that Imaginet pre-trained weights were used only when the model was explored using fine-tuning. Conversely, when the MobileNetV2 was trained from scratch, the Imaginet weights were not used. Preliminary results show a lower accuracy on traditional, ResNet34, ResNet50 and MobileNetv2.

3.3 Contrast Limited Adaptive Histogram Equalisation (CLAHE)
In order to improve the quality of the images and highlight texture-related features, the CLAHE algorithm was applied. This algorithm divides an input image into a M×N grid. Afterwards, it applies equalisation to each cell in the grid, enhancing global contrast and definition in the output image. All the images were divided into 8×8 sized cells.

3.4 Class Weights
A weight factor was estimated for each class according to the number of images of the class, helping to balance the database. Class weights are applied to the loss function, favouring under-representation and penalising over-representation of classes by re-scaling the gradient steps during training. See Equation 1.

\[
Weight_i = \frac{N_{samples}}{N_{classes} \times samples_i}
\]

Where Weight\(_i\) is the weight for class \(i\), \(N_{samples}\) is the total number of images in the database, \(N_{classes}\) is the total number of classes in the database, and \(samples_i\) is the number of samples of class \(i\). The weight values associated with each class are the following:

- Class 0, Alcohol: 0.6474
- Class 1, Control: 0.7342
- Class 2, Drug: 1.820
- Class 3, Sleepiness: 1.838

### 4 Database
One of this research’s main challenges was developing the new database. This database contains images of alcohol, drug, and sleepiness. This task was a very demanding effort because all the participants were volunteers. The recruitment process was exhaustive and challenging, taking more than 1 year. For this research, we developed a new database called the “FFD NIR iris images Stream database” (FFD-NIR-Stream), containing 10-second stream sequences of periocular NIR images. The protocol was analysed and approved by the ethical committee of the Universidad de Chile.

The binocular NIR image frames captured correspond to the periocular area (eye mask) to represent both eyes, pupils, iris, and sclera (see Figure 5).

**Fig. 5.** Example of a labelled periocular NIR image. The image shows both eyes and the corresponding labels to the right and left eyes.

Other images were acquired using a different capture device to get the area corresponding to each eye separately. For the acquisition of the image frames, the subjects were...
positioned in front of the capture device; the equipment
detects the eyes and starts the recording.

This data makes it possible to perform the necessary
processing to determine the iris and pupil behavioural pa-
rameters to be used in developing the models in this work.

The image sequences were captured by using four dif-
ferent devices: i) Iritech MK2120UL (monocular), ii) iCAM
TD-100A, iii) Iritech Gemini, and iv) Iritech Gemini-Venus.
The room temperature and lighting (200 lux) were kept
constant in the capturing process.

Four NIR image sequences in different conditions were
registered:

- Control DB: healthy subjects that are not under al-
cohol and/or drug influence and in normal sleeping
conditions.
- Alcohol DB: subjects who have consumed alcohol or
are in an inebriation state.
- Drugs DB: subjects who consumed some drugs
(mainly marijuana) or psychotropic drugs (by medi-
cal prescription).
- Sleep DB: subjects with sleep deprivation, resulting
in fatigue and/or drowsiness due to sleep disorders
related to occupational factors (shift structures with
high turnover).

4.1 Alcohol
In the case of the alcohol database, the subjects were con-
fronted with the following protocol:

1) The first NIR image sequence acquisition was made
at time 0 (previous to alcohol consumption).
2) All the Volunteers drank 200 ml of alcohol is up to
15 minutes.
3) The second acquisition was performed immediately
after the alcohol intake was finished, i.e., 15 minutes
after 0.
4) The third acquisition was made 30 minutes after
time 0.
5) Fourth acquisition was made 45 minutes after time
0.
6) Finally, the fifth acquisition was made 60 minutes
after time 0.

Thus, there were five sequences recorded of images of the
subject under the effects of alcohol and one sequence of
control images.

4.2 Drugs
According to the World Drug Report, 2021, of the United
Nations Office on Drugs and Crime, cannabis is the most
widely consumed crop worldwide with an annual preva-
ience of 15%, followed by pharmaceutical opioids and
tranquillisers with a 5% and 2.5% of yearly prevalence,
respectively. For this reason, about 95% of the records in our
database correspond to cannabis consumption. In contrast,
the remaining 5% corresponds to tranquillisers and more
complex drugs (heroin and ecstasy). Drug users participated
in the study as volunteers for the drug database acqui-
sitions, and the image recordings took place at least 30
minutes after the initial consumption. This database focused
on the most consumed drugs in the Chilean workplace
according to the company drug-free. See Figure 6.

4.2.1 Sleep
A particular image acquisition protocol for the sleep
database was defined, in which tests were performed under
controlled sleep deprivation conditions. These recordings
were obtained on a specific group of subjects submitted to
different sleep deprivation levels to evaluate the level of
fatigue/drowsiness at different time intervals. The volun-
teers were monitored by using a smart band to measure
the quantity and quality of sleep. Subjects were grouped as
follows:

1) Total sleep deprivation
2) Less than 3 hours of night sleep
3) Between 3 and 6 hours of night sleep
4) More than 6 hours of sleep (normal sleep).

During the recording season, volunteers performed three
daily image acquisitions: i) beginning of the working day, ii)
post-lunch, and iii) at the end of the working day.

The FFD-NIR-Stream database consists of 1,510 eye-
disjoint images (with 144,011 images). On average, 150
images were captured per subject. This process took ten
seconds. The image sequences were divided into training,
validation and test. In the case of the test set, the aim was to
represent the actual proportion of Unfit instances, close to
15%.

Table 3 shows a summary of the total images, organised
by conditions. Figure 7 shows examples of the acquired
images for each of the conditions defined in the database.

This database was used to train and validate the different
stages of the FFD model and classification stages.

5 METRICS
The False Positive Rate (FPR) and False Negative Rate (FNR)
were reported as Error Type I and Error Type II. These

---

3. https://www.iritech.com
4. https://www.unodc.org/unodc/en/data-and-analysis/wdr2021.html
5. https://drugfreeworkplace.cl/
Fig. 7. Examples of the NIR images captured. a) Control, b) Alcohol, c) Drug and d) Sleep images.

Fig. 8. DET curve for MobileNetV2 fine-tuning. All the layers were explored. In parenthesis, EER is shown in percentages. LXX: represents Layer number. L00 represents MobileNetV2 with all the layers frozen.

metrics effectively measure to what degree the algorithm confuses presentations of Fit and Unfit images with alcohol, Drugs and Sleepness. The FPR and FNR are dependent on a decision threshold.

A Detection Error Trade-off (DET) curve is also reported for all the experiments. In the DET curve, the Equal Error Rate (EER) value represents the trade-off when the FPR and FNR. Values in this curve are presented as percentages. Additionally, two different operational points are reported. FNR\(_{10}\) which corresponds to the FPR is fixed at 10% and FNR\(_{20}\) which is when the FPR is fixed at 5%. FNR\(_{10}\) and FNR\(_{20}\) are independent of decision thresholds.

### 6 Experiments and Results

#### 6.1 Experiment 1 - Scratch and Fine-tuning

A modified MobileNetv2 network was used, trained from scratch and fine-tuning techniques. Several tests were performed, sequentially freezing an additional MobileNetV2 block in each one, from the bottom of the network to the top. For this experiment, the images were grouped into four classes: Control, Alcohol, Drug and Sleepiness.

Figure 8 shows the DET curve for each layer. For fine-tuning the following layers were explored using 224 × 224 × 3 image size: L00, 10, 19, 28, 37, 46, 55, 64, 73, 82, 91, 108, 117, 126, 135 and 144. Layer 82 reached the best results with an EER of 15.76%. All the models use categorical cross-entropy and a learning rate of 1 × 10\(^{-5}\). The Average pooling was removed, and the alpha value was set up to 1.4. Thus, a bigger number of filters were used for feature extraction. For this case, all the images were considered new examples. No time correlation was used.

Figure 9 shows the best scratch result model for the four class scenarios: control versus alcohol, drugs and sleepiness. Likewise, two confusion matrices, one showing four classes and the other grouping all Unfit condition classes, are presented. A Detection Error Trade-off (DET) curve is also shown. The best result for this experiment reaches an EER of only 7.60% (red curve - alcohol), 10.01% (blue curve - drug) and 15.24% (green curve - sleep). An FNR\(_{10}\) of 17.69%, and an FNR\(_{20}\) of 23.66%. The best model uses an alpha value of 1.4, an initial learning rate of 1 × 10\(^{-5}\), and the Adam optimisation algorithm.

As the scratch model reached a better result than fine-tuning, an additional evaluation of 1, 3 and 5 frames was performed in experiments 2, 3 and 4. According to the results, using one image is enough to determine if one subject is Fit/Unfit. However, deciding which images could be used is necessary, i.e. select the first image or the images with the best sharpness, a random image, or a sequence of 3 or 5 frames.

#### 6.2 Experiment 2 - Best frame

According to the ISO/IEC 29794-6 standard, sharpness measures the degree of focus present in the iris image. Sharpness is calculated as a power spectrum function after filtering with a Laplacian of Gaussian operator for image quality according to the ISO/IEC 29794-6 standard. Therefore, such images may be used for biometric applications. For this experiment, all the captured images were evaluated online, and only the images with the best sharpness were saved for each capture session.

Figure 12, First row, shows the DET curves when sharpness metrics were used to select the best frame with the MAX function score. This means the final score corresponds to Max score among control, alcohol, drug and sleepiness.

---

| Conditions | Train set | Validation set | Testing set |
|------------|-----------|----------------|-------------|
| Control    | 21,449    | 3,136          | 60,222      |
| Alcohol    | 24,325    | 3,394          | 6,998       |
| Drug       | 8,653     | 1,253          | 2,338       |
| Sleep      | 8,568     | 1,140          | 2,535       |
| Total      | 62,995    | 8,923          | 72,093      |

---

**TABLE 3**

Description of total NIR images recording by condition.
Figure 12, Second row, shows the DET curves when sharpness metrics were used to select the best frame with the Average function. This means the final score corresponds to the average score among alcohol, drug, and sleepiness compared with the control. A Detection Error Trade-off (DET) curve is also shown. The EER from alcohol, drug and sleepiness is described in percentages. The Max function scores reached best results than Average scores with 3 and 5 images from the same subject. The best result for this experiment reaches an EER of 18.80% (red curve - alcohol), 14.29% (blue curve - drug) and 20.00% (green curve - sleep). An FNR_{10} of 28.13%, and an FNR_{20} of 36.29%.

6.3 Experiment 3 - Random frame

A modified MobileNetv2 multi-class network was used and trained from scratch. Several tests were performed, exploring different image sizes. For this experiment, the images were grouped into four classes: control, alcohol, drug and sleepiness. The best frame was selected randomly for each subject.

Figure 12, third row shows the DET curves when a random selection was applied to select 1 (the first), 3 and 5 frames per subject using a MAX function.

Figure 12, fourth row, shows the DET curves when a random selection was applied to select 1 (the first), 3 and 5 frames per subject using an Average function. The EER from alcohol, drug and sleepiness is described in percentages.

For the random frame, the best result for this experiment reaches an EER of 20.39% (red curve - alcohol), 18.75% (blue curve - drug) and 26.32% (green curve - sleep). An FNR_{10} of 34.64%, and an FNR_{20} of 34.69%.

6.4 Experiment 4 - Sequential frames

For sequential frames, the images were sorted according to the captured frame time. In total, the 797 captured sequences were divided into train, test and validation. These datasets are disjoint with respect to the involved subject. This means that all images belonging to one subject are used in only one set. This analysis makes sense when time is considered a new variable. However, this kind of analysis is demanding because it is required to detect the eyes, segment, and calculate the iris size for each frame. Then, this is not possible for a mobile device. An exhaustive analysis was made in our previous works [10], [51].

In order to evaluate the small sequences without time correlation, only the first three and five frames are used to compute an Average and Max classification.

Figure 12, first row, shows the DET curves when sharpness metrics were used to select the 1, 3 and 5 best frames with the MAX function.

Figure 12, third row, shows the DET curves when sharpness metrics were used to select the 1, 3 and 5 best frames with the Average function. The EER from alcohol, drug and sleepiness is described in percentages.

The Average function scores reached best results than the average scores with 3 and 5 images from the same subject. The best result for this experiment reaches an EER of 19.49% (red curve - alcohol), 12.50% (blue curve - drug) and 22.22% (green curve - sleep). An FNR_{10} of 31.19%, and an FNR_{20} of 35.27%. Overall, the model trained from scratch (Experiment 1) reached best results than Sharpness, Random and small Sequences (Experiments 2, 3 and 4).

6.5 Visualisation

A t-SNE map was used to visualise how the data is projected to a 2D plot. This method shows non-linear connections in the data. The t-SNE algorithm calculates a similarity measure between pairs of instances in high dimensional and low dimensional spaces. It then tries to optimise these two similarity measures using a cost function.

Figure 10, show the projection on the train and validation datasets. This image is relevant to understanding how the different classes are projected before training and identifying outliers.

Figure 11, show the projection on the test dataset after classification. We can observe how the alcohol and drug classes are separated and the important overlapping of sleepiness examples. This projection adequately represents our results: sleepiness is identified as a more challenging class. It is essential to point out that all the subjects are volunteers then the control subject were labelled “control” according to their status. If we check the light blue (sleepiness), many of them are overlapped with control. That indicates that the subject did not sleep well (quantity of hours per day, on average 8 hours); however, he/she was self-declared as a control subject. This dataset represents very well the real problem in real conditions.

In short, if we analyse all the sequences captured for all the subjects using a Grand mean algorithm, the behavioural curve can be estimated as shown in Figure 13. These curves help to show the differences among each factor for control, alcohol, drugs and sleepiness. The alcohol in red appears as a factor easier to detect in comparison to sleepiness (black) and drugs (blue).

7 Conclusion

This research offers new insights and opportunities into industrial biometric applications. In this work, we show that it is possible to capture the changes in the iris with a regular NIR sensor and estimate the alertness state of each person related to CNS. This novel estimation allows us to prevent accidents and save lives.
Sleepiness detection is identified as the most challenging FFD factor to be detected. Sleepiness is usually correlated with alcohol and drug consumption, as shown in the t-SNE. Subjects under pure sleepiness influences should be captured as included in the database in order to improve this proposal.

This study showed essential differences in pupil and iris behaviour under different conditions that may affect the behaviour of the CNS. The differences between the groups were quite remarkable, especially between the control cases and the subjects in the alcohol and drug data subsets. On the other hand, the behaviours of the drowsy or sleep-deprived subjects were closer to the control group.

It is important to highlight that our results show that it is possible to detect, on average, 9 out of 10 subjects in Unfit conditions without altering the regular operation of an industry since the system has a specificity of more than 95% for control (fit) subjects. Furthermore, our database replicates the expected behaviour of this type of operation, in which 10% to 15% of the worker present these conditions.

Our proposed system could be operated as a concurrent observation of the subject, e.g. medics, commercial pilots, air-forces, truck drivers, miner companies and any risk activity, without disturbing his primary duties. Thus, over time with the analysis over multiple time windows, a further improvement of the classification results can be achieved.

In future work, we will continue capturing sleepiness images to improve the results in this scenario and also evaluate Recurrent Convolutional Neural (R-CNN) networks and Long Short-Term Memory (LSTM) to include the time information in the classification task. As we demonstrate in these experiments, using 3 or 5 sequential frames without time correlation does not improve the results.
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