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ABSTRACT. We study the time optimal control problem with a general target $S$ for a class of differential inclusions that satisfy mild smoothness and controllability assumptions. In particular, we do not require Petryov’s condition at the boundary of $S$. Consequently, the minimum time function $T(\cdot)$ fails to be locally Lipschitz—never mind semiconcave—near $S$. Instead of such a regularity, we use an exterior sphere condition for the hypograph of $T(\cdot)$ to develop the analysis. In this way, we obtain dual arc inclusions which we apply to show the constancy of the Hamiltonian along optimal trajectories and other optimality conditions in Hamiltonian form. We also prove an upper bound for the Hausdorff measure of the set of all nonLipschitz points of $T(\cdot)$ which implies that the minimum time function is of special bounded variation.

1. Introduction

In this paper we study the time optimal control problem for the differential inclusion

$$\begin{cases}
\dot{x}(t) \in F(x(t)), \text{ for a.e. } t > 0, \\
x(0) = x_0 \in \mathbb{R}^n,
\end{cases}$$

with a given closed target set $S \subseteq \mathbb{R}^n$. The dynamics is described by a set-valued Lipschitz continuous function $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$, whose values are assumed to be compact, convex and nonempty.

For each trajectory of (1) starting from $x_0$, i.e., for each absolutely continuous function $y^{x_0}(\cdot) \in AC([0, +\infty[; \mathbb{R}^n)$ satisfying $\dot{y}^{x_0}(t) \in F(y^{x_0}(t))$ for a.e. $t > 0$ and $y^{x_0}(0) = x_0$, we set

$$\theta(y^{x_0}(\cdot)) := \inf\{t \geq 0 : y^{x_0}(t) \in S\},$$

with the convention $\inf\emptyset = +\infty$. The minimum time function is defined by

$$T(x_0) := \inf\{\theta(y^{x_0}(\cdot)) : y^{x_0}(\cdot) \text{ is a trajectory of (1) with } y^{x_0}(0) = x_0\}.$$

When finite, $T(x_0)$ represents the minimum time needed to steer the point $x_0$ to the target $S$ following the trajectories of (1). The study of the regularity of $T(\cdot)$ is a central problem in optimal control theory, and the literature offers a huge choice of papers on such a topic. In particular, starting from the seminal paper [6], the
regularity property of $T(\cdot)$ called semiconcavity was extensively studied and used to deduce new optimality conditions. Roughly speaking, semiconcavity amounts to the local Lipschitz continuity of $T(\cdot)$ plus a uniform exterior sphere condition for the hypograph of $T(\cdot)$. Using these geometric properties, one can derive further regularity results for $T(\cdot)$, such as $BV$ estimates for $T(\cdot)$ and $\nabla T(\cdot)$, the existence of Taylor’s expansion of order two around a.e. point, and bounds for the singular sets of $T$. We refer to [7] for an introduction to semicconcave functions.

Semiconcavity (and semiconvexity) results, however, rely essentially on a strong controllability assumption—the so-called Petrov condition—which is actually equivalent to the local Lipschitz continuity of $T$. When this assumption is removed, $T(\cdot)$ may fail to be semiconcave, but it still retains the external sphere property of the hypograph (or epigraph). In [12], for parameterized linear multifunctions, the epigraph of $T(\cdot)$ was proved to satisfy a strong external sphere condition, which is called positive reach property in the sense of Federer (also known, in literature, as $\varphi$-convexity or proximal smoothness). The regularity properties of the class of functions whose epigraph has positive reach turned out to be comparable with the properties of semiconcave/semiconvex functions, we refer to [10] for details.

The above geometric approach was also generalized to the nonlinear case: in [14], the positive reach property of the hypograph of $T(\cdot)$ was obtained replacing Petrov’s condition by the assumption that the normal cone to the hypograph is pointed (i.e., contains no lines). Without such an assumption, in [18], the hypograph of $T(\cdot)$ was proved to satisfy a weaker external sphere condition. In the same paper, it was shown that such a condition yields essentially the same regularity properties as in the case when the hypograph has positive reach.

The study of the singular set for $T(\cdot)$, beyond the semiconcave case, was performed in [11] for the positive reach case, in [19] for the weak external sphere property, and in [17] for a further generalized case. In all these papers the structure of the singular set was analyzed, providing upper bounds for the Hausdorff measure of such a set. Lower estimates were obtained in [1] and [16].

So far, all the results in the above papers were proved for a state equation given in the form of a smooth $C^{1,1}$-parameterized multifunction. The smoothness of the parameterization was a crucial issue to gain semiconcavity estimates, and was extensively used in all its generalizations as well. Note that, although a Lipschitz multifunction always possesses a Lipschitz parameterization (see, for instance, [3]), it is still an open problem to find conditions for such a parameterization to be smooth.

This motivates a separate study of the minimum time problem for differential inclusions. The first result in this direction is due to [8], where the semiconcavity of the value function of the Mayer problem for system (1) was proved. Instead of searching for a smooth parametrization of $F(\cdot, \cdot)$, the main idea of [8] is to use the smoothness of the Hamiltonian associated with system (1), defined by

\begin{equation}
H(x, p) = \sup_{v \in F(x)} \langle p, v \rangle, \quad (x, p) \in \mathbb{R}^n \times \mathbb{R}^n.
\end{equation}

This approach was extended in [9] to the study of the minimum time function, still in the semiconcavity framework. A further step to extend this kind of analysis beyond semiconcavity, was performed in [5], which can be seen as the counterpart of
for differential inclusions, proving the external sphere property enjoyed by hypo $T$ under milder controllability assumptions.

The main tool used in our analysis is the dual arc inclusion (see [9]), i.e., the natural nonsmooth counterpart of the Hamiltonian system associated with the problem, that is,

$$
\begin{aligned}
\dot{x}(t) &= \nabla_p H(x(t), p(t)), \\
-p(t) &\in \partial_x H(x(t), p(t)).
\end{aligned}
$$

If the trajectory $x(\cdot)$ starting from $x_0$ at $t = 0$ is optimal, then the above system admits a solution when coupled with a terminal condition for $p(T(x_0))$ that turns out to be a proximal inner normal to the target set $S$ at $\bar{x} = x(T(x_0))$.

In this paper, we prove two results for system (3): in the first one, we state that the superdifferentiability of the minimum time function $T(\cdot)$ along an optimal trajectory is completely determined by the value of the Hamiltonian at the endpoint $(x(T(x_0)), p(T(x_0)))$. More precisely, if we are able to find a nontrivial proximal inner normal to the target $S$ at the endpoint $\bar{x} = x(T(x_0))$ such that the value of the Hamiltonian computed at this inner normal at $\bar{x}$ is nonzero, then the $p$-part of the solution of (3) yields a continuous selection of $\partial^p T$ along the trajectory $x(\cdot)$. In particular, we have that $\partial^p T(x(t)) \neq \emptyset$ for all $t \in [0, T(x_0)]$.

Due to the presence of horizontal normals to hypo $T$, the nonsmoothness of $T(\cdot)$ propagates similarly along the flow of an optimal trajectory: indeed we show that, if the value of the Hamiltonian computed at this inner normal at $\bar{x}$ is zero, then the same $p$-part of the solution yields a continuous selection of $\partial^\infty T$ along the optimal trajectory. So, once again, $\partial^\infty T(x(t)) \neq \emptyset$ for all $t \in [0, T(x_0)]$.

The second result of this paper, which is a consequence of the above propagation of superdifferentiability, is concerned with the constancy of the Hamiltonian along optimal trajectories, which somewhat resembles the classical case. In order to prove this result, we use the fact that the value of the Hamiltonian, at the terminal point of an optimal trajectory, computed at a suitable inner normal, yields the existence of a supergradient of $T$, or of an horizontal supergradient of $T$, at all points of the trajectory. This fact forces the value of the Hamiltonian, along the solution of the dual arc inclusion, to be identically 1 in the former cases, and 0 in the latter.

A partial converse of the above result, i.e., a sufficient condition for optimality, is also established in the case of superdifferentiability. We show that, if we have a solution of the generalized characteristic system

$$
\begin{aligned}
\dot{x}(t) &= \nabla_p H(x(t), p(t)), \\
-p(t) &\in \partial^p T(x(t)),
\end{aligned}
$$

along which the Hamiltonian is constantly equal to 1, then the $x$-part of the solution is actually an optimal trajectory.

The last part of the paper is devoted to the study of SBV regularity of the minimum time function, which guarantees that the singular part of the distributional gradient of $T(\cdot)$ has no Cantor component—a property that has several applications to the calculus of variations (see, e.g., [4]). Actually, the result we prove is slightly stronger than just establishing the SBV regularity of $T(\cdot)$. Indeed, Theorem 4.6 ensures that, if the subset of $\partial S$ at which $H$ vanishes for a nontrivial choice of
inner normals is small enough, then there are few optimal trajectories along which the normal cone to hypo $T$ has an horizontal part. So, at most points, $\partial^p T(x)$ is bounded and $T(\cdot)$ turns out to exhibit a Lipschitz behaviour.

The paper is structured as follows: in Section 2 we fix the notation, and recall definitions and preliminaries from nonsmooth analysis, especially concerning differential inclusions. In Section 3 we discuss our standing assumptions and recall some useful results from [8], while Section 4 is devoted to the main results of the paper and the analysis of some of their consequences.

2. Preliminaries and notation

Our ground space will be the Euclidean space $\mathbb{R}^n$.

**Definition 2.1.** Let $\Omega, K$, and $S$ be, respectively, an open, closed, and any subset of $\mathbb{R}^n$, let $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$ be points of $\mathbb{R}^n$, let $r > 0$, and let $k \geq 0$ be an integer. We denote by:

$$\langle x, y \rangle := \sum_{i=1}^{n} x_i y_i$$

the scalar product in $\mathbb{R}^n$;  

$$\|x\| := \sqrt{\langle x, x \rangle}$$

the Euclidean norm in $\mathbb{R}^n$;  

$$\partial S, \text{int}(S), \bar{S}$$

the topological boundary, interior and closure of $S$;  

$$\text{diam}(S) := \sup \{\|z_1 - z_2\| : z_1, z_2 \in S\}$$

the diameter of $S$;  

$$\mathcal{P}(S) := \{B \subseteq \mathbb{R}^n : B \subseteq S\}$$

the power set of $S$;  

$$\mathbb{B}^n := \{w \in \mathbb{R}^n : \|w\| < 1\}$$

the unit open ball (centered at the origin);  

$$\mathbb{S}^{n-1} := \{w \in \mathbb{R}^n : \|w\| = 1\} = \partial \mathbb{B}^n$$

the unit sphere (centered at the origin);  

$$B(y, r) := \{z \in \mathbb{R}^n : \|z - y\| < r\} = y + r \mathbb{B}^n$$

the open ball centered at $y$ of radius $r$;  

$$d_K(y) := \text{dist}(y, K) = \min\{\|z - y\| : z \in K\}$$

the distance of $y$ from $K$;  

$$\pi_K(y) := \{z \in K : \|z - y\| = d_K(y)\}$$

the set of projections of $y$ onto $K$;  

$$S^c := \mathbb{R}^n \setminus S$$

the complement of $S$.

Also, $C^k(\Omega)$ stands for the space of all $f : \Omega \to \mathbb{R}$ with continuous derivatives up to order $k$, $C^k_c(\Omega)$ collects the functions of $C^k(\Omega)$ with bounded derivatives of order $k$, and $C^k_c(\Omega)$ the ones with compact support.

If $\pi_K(y) = \{\xi\}$, i.e. it is a singleton, we will identify the set $\pi_K(y)$ with its unique element and write $\pi_K(y) = \xi$. The characteristic function $\chi_S : \mathbb{R}^d \to \{0, 1\}$ of $S$ is defined as $\chi_S(x) = 1$ if $x \in S$ and $\chi_S(x) = 0$ if $x \notin S$.

**Definition 2.2.** Let $X$ be a vector space. A set $C \subseteq X$ is convex if for every $x_1, x_2 \in C$, $\lambda \in [0, 1]$, we have that $\lambda x_1 + (1 - \lambda)x_2 \in C$. If $S \subseteq X$ is a set, the smallest (with respect to inclusion) convex set which contains $S$ is called the convex hull of $S$ and it is defined as

$$\text{co } S := \bigcap_{C \in \mathcal{F}(S)} C,$$

where $\mathcal{F}(S) := \{C \subseteq X : C \supseteq S \text{ and } C \text{ is convex}\}$. We have that $S = \text{co } S$ iff $S$ is convex.
Definition 2.3. Let $X$ be a vector space and $f : X \rightarrow \mathbb{R} \cup \{\pm \infty\}$ be a function. We recall the definitions of

$$\text{dom } f := \{x \in X : f(x) \in \mathbb{R}\}, \text{ the domain of } f;$$
$$\text{epi } f := \{(x, \beta) \in X \times \mathbb{R} : x \in \text{dom } f, \beta \geq f(x)\}, \text{ the epigraph of } f;$$
$$\text{hypo } f := \{(x, \alpha) \in X \times \mathbb{R} : x \in \text{dom } f, \alpha \leq f(x)\}, \text{ the hypograph of } f.$$

If $X$ is a topological vector space, we say that $f$ is lower semicontinuous (shortly: l.s.c.) if $\text{epi } f$ is closed in $X \times \mathbb{R}$ with respect to the product topology on $X \times \mathbb{R}$, i.e.

$$\liminf_{y \rightarrow x} f(y) \geq f(x).$$

A function $g$ is called upper semicontinuous (shortly u.s.c.) if $-g$ is l.s.c.

Definition 2.4 (Lipschitz functions). Given the Banach spaces $X, Y$, and two open sets $U \subseteq X, V \subseteq Y$, a function $f : U \rightarrow V$ is said to be a Lipschitz continuous function ($f \in \text{Lip}(U)$) if there exists $C > 0$, called a Lipschitz constant, such that for every $x_1, x_2 \in U$

$$\|f(x_1) - f(x_2)\|_Y \leq C\|x_1 - x_2\|_X.$$

A function $f : U \rightarrow V$ is called locally Lipschitz continuous ($f \in \text{Lip}_{\text{loc}}(U)$) if it is Lipschitz continuous on every compact subset of $U$. Given $x \in X$, we say that $f : X \rightarrow Y$ is Lipschitz continuous at $x$ if there exists a neighborhood $U$ of $x$ in $X$ such that $f : U \rightarrow Y$ is Lipschitz continuous.

We recall the following classical result on regularity of Lipschitz functions holding for spaces of finite dimensions:

Theorem 2.5 (Rademacher’s Theorem). Let $X$ be a Banach space of finite dimension, let $U \subseteq X$ be open, and let $f : U \rightarrow \mathbb{R}$ be a locally Lipschitz function. Then $f$ is differentiable almost everywhere with respect to Lebesgue measure.

Definition 2.6 ($BV$ functions). Let $\Omega$ be an open subset of $\mathbb{R}^n, u \in L^1(\Omega)$. We say that $u$ is a function of bounded variation in $\Omega$ and write $u \in BV(\Omega)$ if there exist Radon measures $\mu_1, \ldots, \mu_n$ on $\Omega$ such that

$$\int_{\Omega} u(x) \partial_i \varphi(x) \, dx = -\int_{\Omega} \varphi(x) \, d\mu_i(x), \quad \text{for all } \varphi \in C^1_c(\Omega).$$

The vector-valued measure $Du := (\mu_1, \ldots, \mu_n)$ is called the distributional (full) gradient of $u$. We say that $u \in BV_{\text{loc}}(\Omega)$ if $u \in BV(\Omega')$ for every bounded open subset $\Omega'$ of $\Omega$.

We now recall a few notions related to functions of bounded variation, referring the reader to [1] for more details. If $u \in BV$, then $Du$ can be decomposed into an absolutely continuous part w.r.t. the Lebesgue measure, hereafter denoted by $\nabla u \, dx$ or $\nabla u$, and a singular part, $D^s u$. One can further introduce the jump part of $D^s u$, $Ju$, taking the restriction of $D^s u$ to the set of all points of $\Omega$ at which $u$ has no approximate limit. Then, the difference $D^s u - Ju$ is the so-call Cantor part of $D^s u$, labeled $D^c u$. Finally, we say that $u \in BV_{\text{loc}}(\Omega)$ is a special function of locally bounded variation, and we write $u \in SBV_{\text{loc}}(\Omega)$, if the Cantor part $D^c u$ vanishes.

Proposition 2.7 (Proposition 4.2 in [4]). Let $u \in BV(\Omega)$. Then $u \in SBV(\Omega)$ if and only if $D^s u$ is concentrated on a Borel set of $\sigma$-finite $\mathcal{H}^{n-1}$ measure.

Thus, $u \in SBV(\Omega)$ if it vanishes outside a countably $\mathcal{H}^{n-1}$-rectifiable set.
Definition 2.8 (Proximal normals). Let $S$ be a closed subset of $\mathbb{R}^n$. A vector $v$ is called a *proximal normal* to $S$ at $x \in S$ if there exists $\sigma = \sigma(v, x) \geq 0$ such that
\begin{equation}
\langle v, y - x \rangle \leq \sigma \|y - x\|^2, \text{ for every } y \in S.
\end{equation}
The set of all proximal normals to $S$ at $x$ will be denoted by $N_S^P(x)$.

Given $\rho > 0$, we say that $v \in N_S^P(x)$ is realized by a ball with radius $\rho$ if one can take $\sigma = \frac{\|v\|}{\rho}$ in (4).

Observe that $x \in N_S^E(x)$ if and only if $d_Q(x + \lambda v) = \lambda \|v\|$ for some $\lambda > 0$. Moreover, if $v \in N_S^E(x)$ is realized by a ball with radius $\theta(x)$, then $B(x + pv, \theta) \cap S = \emptyset$.

Remark 2.9. We recall that, when $S$ is convex, we can take $\sigma = 0$ in the above definition. Hence, the proximal normal cone at $x$ reduces to the *normal cone in the sense of convex analysis*, namely the set of vectors $v \in \mathbb{R}^n$ such that $\langle v, y - x \rangle \leq 0$ for all $y \in S$.

Definition 2.10 (External sphere condition). Let $S \subseteq \mathbb{R}^n$ be closed and let $\theta : \partial S \to ]0, \infty[ \text{ be continuous. We say that } S \text{ satisfies the } \theta\text{-external sphere condition if for every } x \in \partial S, \text{ there exists a nonzero vector } v \in N_S^P(x) \text{ which is realized by a ball of radius } \theta(x).$ We say that a closed subset $Q$ of $\mathbb{R}^n$ satisfies the $\theta\text{-internal sphere condition if and only if } \mathbb{R}^n \setminus Q \text{ satisfies the } \theta\text{-external sphere condition.}$

Definition 2.11 (Proximal supergradients). Let $f : \mathbb{R}^n \to [-\infty, +\infty]$ be an upper semicontinuous function. For every $x \in \text{dom}(f)$, we denote by
\begin{equation}
\partial^P f(x) = \{\xi \in \mathbb{R}^n : (-\xi, 1) \in N_{\text{hypo}(f)}^P(x, f(x))\},
\end{equation}
the set of *proximal supergradients* of $f$ at $x$, and by
\begin{equation}
\partial^\infty f(x) = \{\xi \in \mathbb{R}^n : (-\xi, 0) \in N_{\text{hypo}(f)}^P(x, f(x))\}.
\end{equation}
the set of *horizontal proximal supergradients* of $f$ at $x$.

We recall that, if $f$ is Lipschitz continuous at $x$, then $\partial^\infty f(x)$ is empty. The converse in general is false.

Definition 2.12 (Support function). Let $C \subseteq \mathbb{R}^n$ be nonempty. The *support function* $\sigma_C : \mathbb{R}^n \to ]0, +\infty]$ is defined as $\sigma_C(p) = \sup_{v \in C} \langle p, v \rangle$.

It can be proved that $\sigma_C(p) = \sigma_{\text{co}(C)}(p)$.

Let $\Omega$ be an open subset of $\mathbb{R}^n$, let $x_0 \in \Omega$, and let $f : \Omega \to \mathbb{R}$ be Lipschitz continuous at $x_0$.

Definition 2.13 (Clarke’s generalized gradient). We define *Clarke’s generalized gradient of $f$ at $x_0$* by setting
\begin{equation}
\partial f(x_0) = \text{co} \left\{ v \in \mathbb{R}^n : \exists \{y_i\}_{i \in \mathbb{N}} \subseteq \Omega \text{ s.t. } f \text{ is differentiable at } y_i, \frac{y_i - x_0}{\nabla f(y_i)} \to v \right\}.
\end{equation}

We now recall the definition and some properties of semiconcave functions, referring the reader to [7] for further properties and characterizations. Let $\Omega$ be an open subset of $\mathbb{R}^n$ and let $c \in \mathbb{R}$. 
Definition 2.14 (Semiconcave functions). We say that \( f : \Omega \to \mathbb{R} \) is semiconcave in \( \Omega \) with semiconcavity constant \( c_0 > 0 \) if \( f \) is continuous and, for every \( x_1, x_2 \in \Omega \) such that the line segment \( \{ \lambda x_1 + (1 - \lambda)x_2 : \lambda \in [0,1] \} \) is contained in \( \Omega \), we have
\[
\frac{f(x_1) + f(x_2)}{2} - f \left( \frac{x_1 + x_2}{2} \right) \leq \frac{c_0}{4} \| x_1 - x_2 \|^2.
\]
In this case we will write \( f \in \text{SC}(\Omega) \). We say that \( f \) is locally semiconcave in \( \Omega \), and write \( f \in \text{LSC}(\Omega) \), if \( f \in \text{SC}(A) \) for every \( A \subset \Omega \), \( A \) open and bounded. We say that \( g : \Omega \to \mathbb{R} \) is semiconvex iff \(-g\) is semiconcave.

Proposition 2.15 (Properties of semiconcave functions). Let \( \Omega \) be an open subset of \( \mathbb{R}^n \), let \( c \in \mathbb{R} \), and let \( f : \Omega \to \mathbb{R} \) be continuous. Then the following are equivalent:

1. \( f \in \text{SC}(\Omega) \) with semiconcavity constant \( c \);
2. \( f(y) - f(x) \leq \langle \xi, y - x \rangle + c \| y - x \|^2 \) for all \( \xi \in \partial f(x) \) and \( y \in \Omega \).

Definition 2.16 (Multifunctions). Let \( \Omega \) be a subset of \( \mathbb{R}^n \). A map \( F : \Omega \to \mathcal{P}(\mathbb{R}^m) \) will be called a multifunction or set-valued function, and we will write \( F : \Omega \rightrightarrows \mathbb{R}^m \).

We say that a multifunction \( F : \Omega \rightrightarrows \mathbb{R}^m \) is:
- measurable, if for all closed \( C \subset \mathbb{R}^m \) we have that \( \{ x \in \Omega : F(x) \cap C \neq \emptyset \} \) is Lebesgue measurable;
- upper semicontinuous at \( x_0 \in \Omega \), if for any open set \( M \) containing \( F(x_0) \) there exists an open set \( A \subset \Omega \) with \( x_0 \in A \) such that
\[
F(A) := \bigcup_{a \in A} F(a) \subseteq M;
\]
- lower semicontinuous at \( x_0 \in \Omega \), if for any \( y_0 \in F(x_0) \) and any open set \( M \) containing \( y_0 \) there exists an open set \( A \subset \Omega \) with \( x_0 \in A \) such that \( F(x) \cap M \neq \emptyset \);
- continuous at \( x_0 \in \Omega \), if \( F \) is both lower and upper semicontinuous at \( x_0 \);
- Lipschitz continuous, if there exists \( K > 0 \), called a Lipschitz constant of \( F \), such that for any \( x_1, x_2 \in \Omega \) we have \( F(x_2) \subseteq F(x_1) + K \| x_1 - x_2 \| \mathbb{R}^m \).

Definition 2.17 (Differential inclusions). Let \( F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) be a measurable multifunction. A solution or trajectory of the differential inclusion
\[
\begin{align*}
\dot{x}(t) &\in F(x(t)), \\
x(t_0) &= x_0 \in \mathbb{R}^n,
\end{align*}
\]
is an absolutely continuous map \( y^{x_0} : I \to \mathbb{R}^n \) such that \( I \) is an open interval containing \( t_0 \), \( y^{x_0}(t_0) = x_0 \), and \( \dot{y}^{x_0}(t) \in F(t, x(t)) \) for a.e. \( t \in I \).

We refer the reader to the monograph [2] for further properties and results on multifunctions and differential inclusions.

Definition 2.18 (Minimum time function). Let \( F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) be a measurable multifunction, and let \( S \) be a given closed subset of \( \mathbb{R}^n \). We define the minimum time function \( T : \mathbb{R}^n \to [0, +\infty] \) by setting:
\[
T(x) = \inf \{ \tau > 0 : \exists y^\tau(\cdot) \text{ satisfying } \dot{x}(t) \in F(x(t)), x(0) = x, y^\tau(\tau) \in S \}
\]
with the usual convention \( \inf \emptyset = +\infty \).

The reachable (or controllable) set is defined as \( \mathcal{R} = \text{dom}(T) \).
3. STANDING HYPOTHESIS AND FIRST CONSEQUENCES

From now on, we will consider \( t_0 = 0 \) in the differential inclusion (7), and the associated minimum time function \( T \) defined in (5).

**Definition 3.1** (Hamiltonian). The Hamiltonian \( H : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) associated with \( F \) is given by

\[
H(x, p) = \sup_{v \in F(x)} \langle p, v \rangle.
\]

In other terms, \( H(x, p) \) is the support function to the set \( F(x) \), evaluated at \( p \).

**Definition 3.2** (Hypothesis (F)). We say that the hypothesis (F) is satisfied by system (7) if the following holds true:

- (F1) \( F(x) \) is nonempty, convex, and compact for each \( x \in \mathbb{R}^n \);
- (F2) \( F \) is Lipschitz continuous.

**Definition 3.3** (Hypothesis (H)). We say that the hypothesis (H) is satisfied by system (7) if the following holds true:

- (H1) There exists a constant \( c_0 \geq 0 \) such that, for every \( p \in \mathbb{R}^n \), \( x \mapsto H(x, p) \) is semiconvex with semiconvexity constant \( c_0 |p| \).
- (H2) For all \( p \neq 0 \), the gradient \( \nabla_p H(\cdot, p) \) exists and is globally Lipschitz continuous, i.e. there exists \( K_1 \geq 0 \) such that

\[
\| \nabla_p H(x, p) - \nabla_p H(y, p) \| \leq K_1 \| y - x \|, \quad \text{for all } x, y \in \mathbb{R}^n, p \in \mathbb{R}^n \setminus \{0\}.
\]

**Remark 3.4.** If hypothesis (F) hold, and \( K \) is a Lipschitz constant for \( F \), then for all \( v \in F(x_2) \) there exists \( \eta \in \mathbb{B}^n \), \( \rho \in [0, 1] \), \( v' \in F(x_1) \) such that we have

\[
\langle p, v \rangle = \langle p, v' \rangle + K \rho \| x_1 - x_2 \| \| \eta \|, \quad \langle p, v \rangle \leq \sup_{w \in F(x_1)} \langle p, w \rangle + K \| p \| \| x_1 - x_2 \|.
\]

By passing to the supremum on \( v \in F(x_2) \), we have

\[
H(x_2, p) - H(x_1, p) \leq K \| p \| \| x_1 - x_2 \|,
\]

whence, reversing the role of \( x_1 \) and \( x_2 \), we end up with

\[
|H(x_1, p) - H(x_2, p)| \leq K \| p \| \| x_1 - x_2 \|,
\]

for all \( x_1, x_2, p \in \mathbb{R}^n \). Take now \( x_1 = x, x_2 = 0 \), and let \( v \in F(x) \) be such that \( v \neq 0 \) and \( \| v \| = \max_{w \in F(x)} \| w \| \). Set \( p = v/\| v \| \). Then we have

\[
\| v \| = \max_{w \in F(x)} \| w \| = H(x, p) \leq K \| x \| + H(0, p) \leq K \| x \| + \max_{w \in F(0)} \| w \|.
\]

So, there exists \( K_2 > 0 \) such that if \( F(x) \neq \{0\} \) it holds:

\[
\max_{w \in F(x)} \| w \| \leq K_2 (1 + \| x \|).
\]

Since the above inequality still holds even if \( F(x) = \{0\} \), it holds for every \( x \in \mathbb{R}^n \).

**Remark 3.5.** Global Lipschitz continuity in both (F2) and (H2) was assumed just to simplify computations. Indeed, our results still hold if \( F \) is locally Lipschitz with respect to the Hausdorff distance, and \( \nabla_p H(\cdot, p) \) is locally Lipschitz in \( x \), uniformly so over \( p \) in \( \mathbb{R} \setminus \{0\} \). In that case, however, we need to assume \( (12) \) as an extra condition.
We collect now, in the following, some consequences of assumptions (F) and (H):

**Proposition 3.6.** Suppose that $F$ and $H$ satisfy hypotheses (F) and (H).

(i) For every $p \neq 0$ and $x \in \mathbb{R}^n$, it holds

$$\partial H(x, p) \subseteq \partial_x H(x, p) \times \partial_p H(x, p),$$

where $\partial_x$ and $\partial_p$ denote the Clarke’s generalized gradient with respect to $x$ variables and $p$ variables, respectively.

(ii) For every $p \neq 0$, if we set $F_p(x) = \nabla_p H(x, p)$, then $F_p(x) \in F(x)$ and $\langle F_p(x), p \rangle = H(x, p)$. Moreover, $F_p(\cdot)$ is Lipschitz continuous with Lipschitz constant $K_1$, i.e.,

$$\|F_p(y) - F_p(x)\| \leq K_1 \cdot \|y - x\|, \quad \forall x, y \in \mathbb{R}^n.$$

(iii) For every $\xi \in \partial_x H(x, p)$, it holds

$$H(y, p) - H(x, p) - \langle \xi, y - x \rangle \geq -c_0 \cdot \|y\| \cdot \|y - x\|^2, \quad \forall x, y \in \mathbb{R}^n.$$

**Proof.** See Proposition 1 in [5].

**Proposition 3.7.** Assume that $F$ and $H$ satisfy assumptions (F) and (H). Let $T > 0$, $p(\cdot) : [0, T] \rightarrow \mathbb{R}^n$ be an absolutely continuous arc such that $p(t) \neq 0$ for all $t \in [0, T]$. Given $x_0 \in \mathbb{R}^n$, then the problem

$$\begin{cases}
\dot{x}(t) = F_{p(t)}(x(t)), & \text{for a.e. } t \in [0, T], \\
x(0) = x_0.
\end{cases}$$

(13)

admits a unique solution $y(\cdot, x_0)$. Moreover, for all $t > 0$, the following holds:

(i) $x_0 \mapsto y(t, x_0)$ is Lipschitz continuous on $\mathbb{R}^n$ and

$$\|y(t, z_0) - y(t, x_0)\| \leq e^{K_2 t} \cdot \|z_0 - x_0\|, \quad \forall z_0 \in \mathbb{R}^n,$$

(ii) $\|y(t, z_0)\| \leq (\|x_0\| + 1) \cdot e^{K_2 t} - 1$,

(iii) $\|y(t, x_0) - x_0\| \leq K_2 \cdot (\|x_0\| + 1)e^{K_2 t},$

where $K_2$ is the constant in Remark 3.4.

**Proof.** The proof is based on Gronwall’s inequality, see Proposition 3.4, Lemma 3.5, and Lemma 3.7 in [5].

The following statement allows us to make local approximation of trajectories of (13) with smooth ones:

**Proposition 3.8.** Assume $F$ and $H$ satisfy hypotheses (F) and (H). Let $K \subset \mathbb{R}^n$ be compact and let $\delta > 0$ be given. Set

$$M = \sup \{\|v\| : v \in F(x), x \in K + \delta B(0, 1)\}, \quad \delta_1 = \frac{\delta}{M + 1}.$$

Then for each $x_0 \in K$, and $v \in F(x_0)$ there exists a $C^1$ trajectory $y^{\alpha}(\cdot)$ of (13) such that

$$\|y^{\alpha}_0(t) - v\| \leq K Mt, \quad \forall t \in [0, \delta_1].$$

**Proof.** See Proposition 2.3 in [9].

We recall the following result:
Proposition 3.9. Assume that $F$ and $H$ satisfy (F) and (H). Suppose $x(\cdot)$ is an optimal trajectory starting from $x_0$ and $\xi \neq 0$ is a unit proximal normal vector to $S$ at $x(T(x_0))$ so that $\mu = H(x(T(x_0)), \xi)^{-1} \leq 0$. Then there exists an absolutely continuous arc $p : [0, T] \to \mathbb{R}^n$ satisfying
\[
\begin{aligned}
\dot{x}(t) &= F_{p(t)}(x(t)), \\
-\dot{p}(t) &\in \partial_x H(x(t), p(t))
\end{aligned}
\] 
\text{a.e. } t \in [0, T(x_0)]
and the transversality condition
\[ -p(T) = \mu \cdot \xi. \]

Proof. See Theorem 2.1 in [9]. \hfill \square

4. Main results

4.1. The dual arc inclusion.

Theorem 4.1. Assume that $F$ and $H$ satisfy (F) and (H). Let $x \in \mathbb{R}^n \setminus S$, let $x(\cdot)$ be an optimal trajectory which starts from $x$ and reaches $S$ in time $T(x)$, and let $\xi$ be a unit proximal inner normal to $S$ at $\bar{x} = x(T(x))$. Consider the system:
\[
\begin{aligned}
\dot{x}(t) &= F_{p(t)}(x(t)), \\
-\dot{p}(t) &\in \partial_x H(x(t), p(t))
\end{aligned}
\] 
for a.e. $t \in [0, T(x)]$.

Then:
(i) if $H(\bar{x}, \xi) \neq 0$ and we couple system (15) with the condition $p(T(x)) = \bar{\xi}$, we have $-p(t) \in \partial^p T(x(t))$ for all $t \in [0, T(x))$,
(ii) if $H(\bar{x}, \xi) = 0$ and we couple system (15) with the condition $p(T(x)) = \xi$, we have $-p(t) \in \partial^\infty T(x(t))$ for all $t \in [0, T(x))$.

Proof. Applying the dynamic programming principle, one can see that if the conclusion of the theorem holds for $t = 0$ then it will hold for all $t \in [0, T(x))$. Therefore, we only need to prove the result for $t = 0$. We divide the proof into two main steps.

Step 1 (near the target $S$): There exists a constant $C_1 \geq 0$ such that for all $\bar{y} \in \overline{S^c}$ and $\beta \leq T(\bar{y})$ it holds:
\[
\langle p(T(x)), \bar{y} - \bar{x} \rangle + \beta H(\bar{x}, p(T(x))) \leq C_1 \cdot (\|\bar{y} - \bar{x}\|^2 + \beta^2).
\]

Proof of Step 1: Set $\alpha = H(\bar{x}, p(T(x)))$. Since $p(T(x)) = \lambda \cdot \xi \in N^{\alpha}_{S^c}(\bar{x})$, we have that there exists $C > 0$ such that:
\[
\langle p(T(x)), \bar{y} - \bar{x} \rangle \leq C \cdot \|\bar{y} - \bar{x}\|^2, \quad \forall \bar{y} \in \overline{S^c}.
\]
Therefore, if $\beta \leq 0$, then (16) follows from (17) by choosing $C_1 = C$. Otherwise, if $0 < \beta \leq T(\bar{y})$, we consider the differential equation
\[
\begin{aligned}
\dot{y}(t) &= F_{p(T(x))}(y(t)), \\
y(0) &= \bar{y},
\end{aligned}
\]
and set \( \bar{y}_1 := y(\beta) \). Since \( \bar{y}_1 \in S_c \), recalling (17) we have that
\[
\langle p(T(x)), \bar{y}_1 - \bar{x} \rangle \leq C \cdot \|\bar{y}_1 - \bar{x}\|^2 \leq 2C \cdot \left( \|\bar{y}_1 - \bar{y}\|^2 + \|\bar{x} - \bar{y}\|^2 \right)
\]
\[
\leq 2C \cdot \left( \|y(\beta) - y(0)\|^2 + \|\bar{x} - \bar{y}\|^2 \right) \leq C_2 \cdot \left( \beta^2 + \|\bar{y} - \bar{x}\|^2 \right),
\]
where \( C_2 \) is a suitable positive constant.

On the other hand, we compute
\[
\langle p(T(x)), \bar{y} - \bar{y}_1 \rangle = \left\langle p(T(x)), -\int_0^\beta F_{p(T(x))}(y(s)) \, ds \right\rangle
\]
\[
= -\int_0^\beta \left\langle p(T(x)), F_{p(T(x))}(y(s)) \right\rangle \, ds
\]
\[
= -\int_0^\beta \left\langle p(T(x)), F_{p(T(x))}(\bar{x}) \right\rangle \, ds + \int_0^\beta \left\langle p(T(x)), F_{p(T(x))}(y(s)) - F_{p(T(x))}(\bar{x}) \right\rangle \, ds
\]
\[
\leq -\alpha \cdot \beta + C_3 \cdot \left( \|\bar{y} - \bar{x}\|^2 + \beta^2 \right),
\]
where \( C_3 \) is another suitable positive constant (we used also item (ii) in Proposition 3.6). Combining the two above positive constants (we used also item (ii) in Proposition 3.6). Combining the two above positive constants, we obtain that
\[
\langle p(T(x)), \bar{y} - \bar{x} \rangle \leq -\alpha \cdot \beta + (C_2 + C_3) \cdot \left( \|\bar{y} - \bar{x}\|^2 + \beta^2 \right).
\]
Therefore, (16) holds with \( C_1 = \max\{C, C_2 + C_3\} \), and this concludes the proof of Step 1.

**Step 2:** We show that \( (p(0), \alpha) \in N_{\text{hypo}(T)}(x, T(x)) \), i.e. there exists a positive constant \( C_5 \) such that for all \( y \in S_c^\alpha \) and \( \beta \leq T(y) \):
\[
\langle p(0), y - x \rangle + \alpha(\beta - T(x)) \leq C_5 \cdot \left( \|y - x\|^2 + |\beta - T(x)|^2 \right)
\]

**Proof of Step 2:** There are two possible cases:
First case: Suppose \( T_1 := T(y) \leq T(x) =: T \). In this case, we only need to show that (20) holds for \( \beta = T_1 \), i.e.,

(21) \[ \langle p(0), y - x \rangle + \alpha(T_1 - T) \leq C_5 \cdot (\|y - x\|^2 + |T_1 - T|^2) . \]

We consider the differential equation:

(22) \[
\begin{cases}
\dot{y}(t) = F_p(t)(y(t)), \\
y(0) = y,
\end{cases}
\]

and set \( y_1 = y(T_1) \), \( x_1 = x(T_1) \). Observing that \( T(x_1) = T - T_1 \) and \( y_1 \in \mathcal{S} \). We first compute:

\[
\langle p(T_1), y_1 - x_1 \rangle = \langle p(0), y - x \rangle + \int_0^{T_1} \frac{d}{ds} \langle p(s), y(s) - x(s) \rangle ds 
\]

\[
= \langle p(0), y - x \rangle + \int_0^{T_1} \dot{p}(s)(y(s) - x(s)) + \langle p(s), F_p(s)(y(s)) - F_p(s)(x(s)) \rangle ds 
\]

\[
= \langle p(0), y - x \rangle + \int_0^{T_1} \dot{p}(s)(y(s) - x(s)) + H(y(s), p(s)) - H(x(s), p(s)) ds.
\]

Since \( -\dot{p}(s) \in \partial_s H(x(s), p(s)) \), by Proposition 3.6, we have that

\[ \langle -\dot{p}(s), y(s) - x(s) \rangle + H(x(s), p(s)) - H(y(s), p(s)) \leq c_0 \cdot \|p(s)\| \cdot \|y(s) - x(s)\|^2. \]

Hence, for a suitable constant \( C_6 > 0 \), it holds

\[ \langle -\dot{p}(s), y(s) - x(s) \rangle + H(x(s), p(s)) - H(y(s), p(s)) \leq C_6 \cdot \|y - x\|^2. \]

Therefore,

(23) \[ \langle p(0), y - x \rangle \leq \langle p(T_1), y_1 - x_1 \rangle + C_6 \cdot \|y - x\|^2. \]

Now, we compute

\[
\langle p(T_1), y_1 - x_1 \rangle = \langle p(T), y_1 - x_1 \rangle + \langle p(T_1) - p(T), y_1 - x_1 \rangle 
\]

\[ \leq \langle p(T), y_1 - x_1 \rangle + C_7 \cdot (|T - T_1|^2 + \|y - x\|^2), \]

and

\[
\langle p(T), y_1 - x_1 \rangle = \langle p(T), x(T) - x(T_1) \rangle + \langle p(T), y_1 - \bar{x} \rangle 
\]

\[ \leq \int_{T_1}^{T} \langle p(T), F_p(s)(x(s)) \rangle ds + \langle p(T), y_1 - \bar{x} \rangle 
\]

\[ = \int_{T_1}^{T} \langle p(T), F_p(s)(x(s)) - F_p(T)(x(T)) \rangle ds + \alpha \cdot (T - T_1) + \langle p(T), y_1 - \bar{x} \rangle. \]

Recalling (16), we have that

\[ \langle p(T), y_1 - \bar{x} \rangle \leq C \cdot \|y_1 - \bar{x}\|^2 \leq C_8 \cdot (|T - T_1|^2 + \|y_1 - \bar{x}\|^2), \]

for a suitable positive constant \( C_8 \). On the other hand, for any \( s \in [T_1, T] \),

\[
\langle p(T), F_p(s)(x(s)) - F_p(T)(x(T)) \rangle = 
\]

\[ = \langle p(T), F_p(T)(x(s)) - F_p(T)(x(T)) \rangle + \langle p(T), F_p(s)(x(s)) - F_p(T)(x(s)) \rangle 
\]

\[ \leq C_9 \cdot |s - T|, \]
for some constant $C_9 > 0$. Hence,
\[
\int_{T_1}^T \langle p(T), F_{p(t)}(x(s)) - F_{p(T)}(x(T)) \rangle \, ds \leq \frac{C_9}{2} \cdot |T - T_1|^2.
\]

Therefore, we obtain that
\[
\langle p(T), y_1 - x_1 \rangle \leq \alpha \cdot (T - T_1) + C_{10} \cdot (|T - T_1|^2 + \|y - x\|^2),
\]
for a suitable constant $C_{10}$. Combining this estimate with (23), we finally get (21).

**Second case:** $T_1 := T(y) > T(x) =: T$. We consider the differential equation

\[
\begin{cases}
\dot{y}(t) = F_{p(t)}(y(t)), \\
y(0) = y,
\end{cases}
\]
and set $\bar{y} = y(T)$. By the same arguments of the first step, we have that

\[
\langle p(0), y - x \rangle \leq \langle p(T), \bar{y} - \bar{x} \rangle + C \cdot \|y - x\|^2.
\]

On the other hand, observing that $\bar{y} \in S^c$, from (16) we obtain that

\[
\langle p(T), \bar{y} - \bar{x} \rangle + \alpha \cdot \beta_1 \leq C_1 \cdot (\|\bar{y} - \bar{x}\|^2 + \beta_1^2)
\]
for all $\beta_1 \leq T(\bar{y})$. Thus, for every $\beta \leq T(y)$, by the dynamic programming principle we have that $\beta - T \leq T(\bar{y})$. Hence, taking $\beta_1 = \beta - T$ in the above inequality, we get that

\[
\langle p(T), \bar{y} - \bar{x} \rangle + \alpha \cdot (\beta - T) \leq C_1 \cdot (\|\bar{y} - \bar{x}\|^2 + |\beta - T|^2).
\]

By Gronwall’s inequality, we finally obtain that there exists $C_{11} > 0$ such that

\[
\langle p(T), \bar{y} - \bar{x} \rangle + \alpha \cdot (\beta - T) \leq C_{11} \cdot (\|y - x\|^2 + |\beta - T|^2).
\]

The proof is complete. \hfill \Box

### 4.2. The constancy of $H$

**Proposition 4.2.** Assume (F) and (H). Let $x \in \mathbb{R}^n \setminus S$, let $x(\cdot)$ be an optimal trajectory at $x$ reaching $S$ in time $T(x)$, and let $\xi$ be a proximal inner unit normal to $S$ at $\bar{x} = x(T(x))$. Consider the system:

\[
\begin{cases}
\dot{x}(t) = F_{p(t)}(x(t)), \\
-\dot{p}(t) \in \partial_x H(x(t), p(t))
\end{cases}
\text{ for a.e. } t \in [0, T(x)].
\]

Then:

(i) if $H(\bar{x}, \xi) \neq 0$ and we couple system (26) with the condition $p(T(x)) = \frac{\xi}{H(\bar{x}, \xi)}$, we have $H(x(t), p(t)) = 1$ for all $t \in [0, T(x)]$,

(ii) if $H(\bar{x}, \xi) = 0$ and we couple system (26) with the condition $p(T(x)) = \xi$, we have $H(x(t), p(t)) = 0$ for all $t \in [0, T(x)]$.

**Proof.**

(i) Assume that $H(\bar{x}, p(T(x))) = 1$. Fixing $t \in (0, T(x))$ we will show that $H(x(t), p(t)) = 1$. First, observe that, by Theorem 4.1 $-p(t) \in \partial^P T(x(t))$ for all $t \in [0, T(x))$. Now, for every $v \in F(x(t))$, Proposition 3.3 ensures that there exists a trajectory $y(\cdot) \in C^1$ starting from $x(t)$ at time $t$ such that

\[
\|\dot{y}(t + s) - v\| \leq K \cdot s, \quad \forall s \in (0, \delta).
\]
Since \(-p(t) \in \partial^P T(x(t))\), we have that
\[
\langle p(t), y(t + s) - x(t) \rangle + \beta - T(x(t)) \leq \nabla \cdot (\|y(t + s) - x(t)\|^2 + |\beta - T(x(t))|^2),
\]
for all \(\beta \leq T(y(t + s))\). Observe that \(T(y(t + s)) \geq T(x(t)) - s\) and choose \(\beta = T(x(t)) - s\) in the above inequality to obtain
\[
\langle p(t), y(t + s) - x(t) \rangle - s \leq C_1 \cdot s^2.
\]
Hence,
\[
\langle p(t), v \rangle = \lim_{s \to 0^+} \langle p(t), y(t + s) - x(t) \rangle \leq 1.\]
This implies that \(H(x(t), p(t)) \leq 1\).

On the other hand, we have
\[
\langle p(t), x(t - s) - x(t) \rangle + T(x(t - s)) - T(x(t)) \leq \nabla \cdot (\|x(t - s) - x(t)\|^2 + |T(x(t - s)) - T(x(t))|^2),
\]
Since \(T(x(t - s)) - T(x(t)) = s\), we get that
\[
\langle p(t), x(t - s) - x(t) \rangle + s \leq C_1 \cdot s^2.
\]
thus
\[
1 \leq \limsup_{s \to 0^+} \left\langle p(t), \frac{x(t) - x(t - s)}{s} \right\rangle \leq H(x(t), p(t)).
\]
Therefore, we finally obtain that
\[
H(x(t), p(t)) = 1, \quad \forall t \in (0, T(x)].
\]
By the continuity of \(H\), the proof of (i) is complete.

(ii) Assume that \(H(\bar{x}, p(T(x))) = 0\). Fixing \(t \in (0, T(x))\), we will show that \(H(x(t), p(t)) = 0\). For every \(v \in F(x(t))\), there exists a trajectory \(y(\cdot) \in C^1\) starting from \(x(t)\) at time \(t\) such that
\[
\|\dot{y}(t + s) - v\| \leq K \cdot s, \quad \forall s \in (0, \delta).
\]
Since \(-p(t) \in \partial^\infty T(x(t))\), we have that
\[
\langle p(t), y(t + s) - x(t) \rangle \leq C \cdot (\|y(t + s) - x(t)\|^2 + |\beta - T(x(t))|^2),
\]
for every \(\beta \leq T(y(t + s))\). Since \(T(y(t + s)) \geq T(x(t)) - s\), we can choose \(\beta = T(x(t)) - s\) to obtain, by the above inequality,
\[
\langle p(t), y(t + s) - x(t) \rangle \leq C_1 \cdot s^2.
\]
Hence
\[
\langle p(t), v \rangle = \lim_{s \to 0^+} \left\langle p(t), \frac{y(t + s) - x(t)}{s} \right\rangle \leq 0.
\]
Therefore, \(H(x(t), p(t)) \leq 0\).

On the other hand,
\[
\langle p(t), x(t - s) - x(t) \rangle \leq \nabla \cdot (\|x(t - s) - x(t)\|^2 + |T(x(t - s)) - T(x(t))|^2).
\]
Since \(T(x(t - s)) - T(x(t)) = s\), from the above inequality we deduce that
\[
\langle p(t), x(t - s) - x(t) \rangle \leq C_1 \cdot s^2.
\]
Thus,

\[ 0 \leq \limsup_{s \to 0^+} \left\langle p(t), \frac{x(t) - x(t-s)}{s} \right\rangle \leq H(x(t), p(t)). \]

Therefore,

\[ H(x(t), p(t)) = 0, \quad \forall t \in (0, T(x)]. \]

By the continuity of \( H \), the proof of (ii) is complete. \( \square \)

### 4.3. Optimality conditions.

**Theorem 4.3.** Assume (F) and (H). Let \( x \in \mathbb{R}^n \setminus S \) and let \( x(\cdot) \) be a trajectory starting from \( x \) such that \( x(T) \in S \). Suppose there exists a continuous function \( p(\cdot) : [0, T] \to \mathbb{R}^n \) such that

\[
\begin{cases}
\dot{x}(t) = F_p(t)(x(t)) \\
-p(t) \in \partial^T(x(t)) \quad \text{for a.e. } t \in [0, T].
\end{cases}
\]

Then \( x(\cdot) \) is an optimal trajectory.

**Proof.** Set \( \varphi(\cdot) = T(x(\cdot)) \). Owing to the dynamic programming principle, for every \( t \in [0, T] \) and \( 0 < s < T - t \) we have

\[ \varphi(t + s) \geq \varphi(t) - s. \]

Hence,

\[ \liminf_{s \to 0^+} \frac{\varphi(t + s) - \varphi(t)}{s} \geq -1. \]

On the other hand, since \(-p(t) \in \partial^T(x(t))\), we have that

\[
\langle p(t), x(t + s) - x(t) \rangle + \varphi(t + s) - \varphi(t) \leq \left( \|x(t + s) - x(t)\|^2 + |\varphi(t + s) - \varphi(t)|^2 \right).
\]

This is equivalent to

\[
C_s \frac{|x(t + s) - x(t)|^2}{s} \geq \left[ \frac{\langle p(t), x(t + s) - x(t) \rangle}{s} + \frac{\varphi(t + s) - \varphi(t)}{s} \cdot (1 - C \cdot (\varphi(t + s) - \varphi(t))) \right]
\]

\[
= \frac{1}{s} \int_0^s \langle p(t), F_{p(t + \tau)}(x(t + \tau)) \rangle d\tau + \frac{\varphi(t + s) - \varphi(t)}{s} \cdot (1 - C \cdot (\varphi(t + s) - \varphi(t)))
\]

\[
= \frac{1}{s} \int_0^s \langle p(t + \tau), F_{p(t + \tau)}(x(t + \tau)) \rangle d\tau + \frac{s}{s} \int_0^s \langle p(t) - p(t + \tau), F_{p(t + \tau)}(x(t + \tau)) \rangle d\tau +
\]

\[ + \frac{\varphi(t + s) - \varphi(t)}{s} \cdot (1 - C \cdot (\varphi(t + s) - \varphi(t)))
\]

\[
= \frac{1}{s} \int_0^s H(x(t + \tau), p(t)) d\tau + \frac{1}{s} \int_0^s \langle p(t) - p(t + \tau), F_{p(t + \tau)}(x(t + \tau)) \rangle d\tau +
\]

\[ + \frac{\varphi(t + s) - \varphi(t)}{s} \cdot (1 - C \cdot (\varphi(t + s) - \varphi(t)))
\]

\[
= 1 + \frac{1}{s} \int_0^s \langle p(t) - p(t + \tau), F_{p(t + \tau)}(x(t + \tau)) \rangle d\tau +
\]

\[ + \frac{\varphi(t + s) - \varphi(t)}{s} \cdot (1 - C \cdot (\varphi(t + s) - \varphi(t))),
\]
where we used the Mean Value Theorem and the fact that
\[ \langle p(t + \tau), F_{p(t+\tau)}(x(t + \tau)) \rangle = H(p(t + \tau), x(t + \tau)) = 1, \]
for a.e. \( \tau \mid 0, s \) and for every \( 0 < s < T - t \). The continuity of \( p(\cdot) \) and the estimate
\[ \lim_{s \to 0^+} \frac{\|x(t + s) - x(t)\|^2}{s} = 0, \]
now yield for every \( t \in [0, T] \):
\[ \lim_{s \to 0^+} \frac{\varphi(t + s) - \varphi(t)}{s} \leq -1. \]
Thus, \( \lim_{s \to 0^+} \frac{\varphi(t + s) - \varphi(t)}{s} = -1 \) for every \( 0 < t < T \).

Now, for \( s < 0 \), we have that \( \varphi(t + s) \leq \varphi(t) - s \). Thus, \( \frac{\varphi(t + s) - \varphi(t)}{s} \geq -1 \) for all \( 0 < t < T \) and \( -t < s < 0 \). Hence,
\[ \lim_{s \to 0^-} \frac{\varphi(t + s) - \varphi(t)}{s} \geq -1. \]

On the other hand, we have
\[ C \cdot \|x(t) - x(t + s)\|^2 \geq \]
\[ \geq \langle p(t + s), x(t) - x(t + s) \rangle + \langle (\varphi(t) - \varphi(t + s)) \rangle (1 - C \cdot (\varphi(t) - \varphi(t + s))) \]
\[ \geq \langle p(t + s) - p(t), \frac{x(t) - x(t + s)}{s} \rangle + \langle p(t), \frac{x(t) - x(t + s)}{s} \rangle + \]
\[ + \frac{\varphi(t) - \varphi(t + s)}{s} \cdot (1 - C \cdot (\varphi(t) - \varphi(t + s))) \]
\[ \geq \langle p(t + s) - p(t), \frac{x(t) - x(t + s)}{s} \rangle - \frac{1}{s} \int_0^s \langle p(t), F_{p(t+\tau)}(x(t + \tau)) \rangle \ d\tau + \]
\[ + \frac{\varphi(t) - \varphi(t + s)}{s} \cdot (1 - C \cdot (\varphi(t) - \varphi(t + s))) \]
\[ \geq \langle p(t + s) - p(t), \frac{x(t) - x(t + s)}{s} \rangle - \frac{1}{s} \int_0^s \langle p(t) - p(t + \tau), F_{p(t+\tau)}(x(t + \tau)) \rangle \ d\tau + \]
\[ + \frac{\varphi(t) - \varphi(t + s)}{s} \cdot (1 - C \cdot (\varphi(t) - \varphi(t + s))) - \frac{1}{s} \int_0^s \langle p(t + \tau), F_{p(t+\tau)}(x(t + \tau)) \rangle \ d\tau. \]
Thus, for every \( 0 < t < T \) we have
\[ \lim_{s \to 0^-} \frac{\varphi(t + s) - \varphi(t)}{s} \leq -1. \]
This implies that \( \lim_{s \to 0^-} \frac{\varphi(t + s) - \varphi(t)}{s} = -1 \). Therefore, we finally have that \( \varphi(t) = -1 \) for all \( t \in [0, T(x)] \), so
\[ T(x(t)) = \varphi(t) = \varphi(0) - t = T(x) - t, \]
that is, \( x(\cdot) \) is an optimal trajectory.
4.4. Regularity results.

In order to prove the regularity results of this section we need the following technical lemma, the proof of which is postponed to the Appendix.

**Lemma 4.4.** Let $D \subseteq \mathbb{R}^n$ be open, let $f \in C^0(D)$ be such that $f$ satisfies an external sphere condition with a locally uniform radius, and let $V \subseteq D$ be a bounded open set. If $\nabla f$ is essentially bounded on $V$, then $f$ is Lipschitz continuous on $V$.

**Lemma 4.5.** Let $\mathcal{S} \subseteq \mathbb{R}^n$ be a closed nonempty set with a $C^{1,1}$-smooth boundary. Assume $(F)$ and $(H)$. Suppose $H \in C^{1,1}(\mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}))$ and $T(\cdot)$ is continuous in $\mathcal{R}$. Then $x_0 \in \mathcal{R} \setminus \mathcal{S}$ is a point at which $T(\cdot)$ fails to be Lipschitz continuous if and only if there exists:

(i) an optimal trajectory $x_0(\cdot)$ with $x_0(0) = x_0$, $\bar{x}_0 := x_0(T(x_0)) \in \mathcal{S}$, and

(ii) a unit vector $\xi_0 \in N^P_{\mathbb{R}^n \setminus \mathcal{S}}(\bar{x}_0)$ such that $H(\bar{x}_0, \xi_0) = 0$.

**Proof.** First of all, observe that, if (i) and (ii) hold true at a point $x_0 \in \mathcal{R} \setminus \mathcal{S}$, then $\partial^\infty T(x_0) \neq \emptyset$ thanks to Theorem [4.1]. Therefore, $T(\cdot)$ cannot be Lipschitz at $x_0$.

In order to prove the converse, let $x_0 \in \mathcal{R} \setminus \mathcal{S}$ be a point at which $T(\cdot)$ fails to be Lipschitz. Note that, owing to Theorem 4.1 in [5], hypo $T$ satisfies an external sphere condition with a locally constant radius. Consequently, by Lemma 4.1 and Corollary 4.1 in [18], $x \mapsto N^P_{\text{hypo}}(T(x), T(x))$ has closed graph, and $\partial^P T(x)$ reduces to the singleton $\{\nabla T(x)\}$ at every $x \in \text{dom} \nabla T$. Moreover, $T(\cdot)$ is differentiable a.e. in $\mathcal{R} \setminus \mathcal{S}$. Then, by Lemma 4.4, $\nabla T$ must be unbounded on any neighborhood of $x_0$. So, there exists a sequence $\{x_j\}_{j \geq 1} \subseteq \text{dom} \nabla T$ and a unit vector $\zeta_0 \in \mathbb{R}^n$ such that

$$
\lim_{j \to \infty} x_j = x_0, \quad \lim_{j \to \infty} |\nabla T(x_j)| = \infty \quad \text{and} \quad \lim_{j \to \infty} \frac{(-\nabla T(x_j), 1)}{\nabla T(x_j)} = (\zeta_0, 0).
$$

Notice that, since the map $x \mapsto N^P_{\text{hypo}}(T(x), T(x))$ has closed graph, $\zeta_0 \in \partial^\infty T(x_0)$.

Next, thanks to Proposition 3.9, we can construct sequences of absolutely continuous arcs $\{x_j(\cdot)\}_{j \geq 1}$, $\{p_j(\cdot)\}_{j \geq 1}$, and unit vectors $\{\xi_j\}_{j \geq 1}$ with the following properties:

(a) $x_j(0) = x_j$ and $\bar{x}_j := x_j(T(x_j)) \in \mathcal{S}$, i.e., $x_j(\cdot)$ is an optimal trajectory starting from $x_j$ which reaches the target at $\bar{x}_j$;

(b) $\xi_j \in N^P_{\mathbb{R}^n \setminus \mathcal{S}}(\bar{x}_j)$, and $H(\bar{x}_j, \xi_j) \neq 0$;

(c) $p_j := p_j(T(x_j)) = \frac{\xi_j}{H(\bar{x}_j, \xi_j)}$;

(d) $(x_j(\cdot), p_j(\cdot))$ satisfies

$$
\begin{cases}
\dot{x}_j(t) = \nabla_p H(x_j(t), p_j(t)) \\
-\dot{p}_j(t) = \nabla_x H(x_j(t), p_j(t))
\end{cases}
$$

for a.e. $t \in [0, T(x_j)]$.

Also, since $x_j \in \text{dom} \nabla T$, Theorem 4.1 ensures that $-p_j(0) = \nabla T(x_j)$.

Since $x_j \to x_0$ and $T(\cdot)$ is continuous, a well known compactness property of the trajectories of the differential inclusion

$$
\dot{x}(t) \in F(x(t))
$$

ensure that, up to extracting a subsequence, one can assume that $\{x_j(\cdot)\}_{j \geq 1}$ converges uniformly to an absolutely continuous arc, $x_0(\cdot)$, which satisfies (29) together with $x_0(0) = x_0$. Again, since $T(\cdot)$ is continuous and $\mathcal{S}$ is closed, we have that
\[ \ddot{x}_0 := x_0(T(x_0)) \in S, \text{ i.e. } x_0(\cdot) \text{ is optimal. We can also assume that } \{\xi_j\}_{j \in \mathbb{N}} \text{ converges to the (proximal) inner unit normal } \xi_0 \text{ to } S \text{ at } \ddot{x}_0 \text{ by the smoothness of } S. \]

We now claim that \( |p_j| \to \infty \) as \( j \to \infty \). Indeed, since \( H \) is homogeneous of degree 1 in \( p \) and of class \( C^{1,1}(\mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\})) \), for some constant \( M > 0 \)
\[
|\nabla_x H(x, p)| \leq M|p|
\]
for all \( p \in \mathbb{R}^n \setminus \{0\} \) and all \( x \) in the bounded set
\[
A := \{ x_j(t) : t \in [0, T(x_j))] \cup \{ x_0(t) : t \in [0, T(x_0)] \}.
\]

Therefore, (28) yields, for all \( j \geq 1 \) and a.e. \( t \in [0, T(x_j)], \)
\[
-\frac{1}{2} \frac{d}{dt} |p_j(t)|^2 = \langle \ddot{p}_j(t), p_j(t) \rangle = \langle \nabla_x H(x_j(t), p_j(t)), p_j(t) \rangle \leq M|p_j(t)|^2.
\]

The above differential inequality implies that
\[
|p_j| \geq e^{-MT(x_j)} |p_j(0)|.
\]

Since \( |p_j(0)| \to \infty \) and \( T(x_j) \to T(x_0) \) as \( j \to \infty \), we conclude that also \( |p_j| \to \infty \).

Finally, observe that \( p_j = |p_j| \cdot \xi_j \) and \( H(\ddot{x}_j, p_j) = 1 \) for every \( j \in \mathbb{N} \). So,
\[
1 = \lim_{j \to \infty} H(\ddot{x}_j, p_j) = \lim_{j \to \infty} |p_j| \cdot H(\ddot{x}_j, \xi_j).
\]

Since \( |p_j| \to \infty \), we must have that
\[
\lim_{j \to \infty} H(\ddot{x}_j, \xi_j) = H(\ddot{x}_0, \xi_0) = 0.
\]

This shows points (i) and (ii) above. Invoke Theorem 4.1 to complete the proof. \( \square \)

**Theorem 4.6.** Suppose \( H \in C^{1,1}(\mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\})) \), and let \( g \in C^2_0(\mathbb{R}^n) \). Define the target set \( S \) by
\[
S = \{ x \in \mathbb{R}^n : g(x) \leq 0 \},
\]
and let \( \Sigma \) be a countably \( \mathcal{H}^{n-2} \)-rectifiable subset of \( \partial S \). In addition to (F) and (H), assume that:

(a) \( 0 \in F(x) \) for every \( x \in \partial S \),
(b) \( \nabla g \neq 0 \) on \( \partial S \),
(c) \( T(\cdot) \) is continuous in \( \mathcal{R} \), and
(d) for all \( x \in \partial S \setminus \Sigma \) and \( \lambda \in \mathbb{R} \)
\[
\nabla_x H(x, -\nabla g(x)) - \nabla_p H(x, -\nabla g(x)) \cdot \nabla^2 g(x) \neq \lambda \nabla g(x).
\]

Then:

(i) \( T(\cdot) \) is a function of special bounded variation on \( \mathcal{R} \setminus S \), and
(ii) there exists a closed countably \( \mathcal{H}^{n-1} \)-rectifiable set \( \mathcal{I} \subset \mathcal{R} \) such that \( T(\cdot) \) is locally semiconcave on \( \mathcal{R} \setminus (S \cup \mathcal{I}) \).

**Proof.** We begin by showing the following property needed for the sequel of the proof:

(\( \star \)) if, for some point \( \ddot{x} \in \partial S \), there exists a nonzero vector \( \xi \in N^p_{\mathbb{R}^n \setminus S}(x) \) such that \( H(\ddot{x}, \xi) = 0 \), then \( \ddot{x} \in \Sigma \).

Indeed, since \( 0 \in F(x) \), we have that \( H(x, p) \geq 0 \) for all \( x \in \partial S \) and \( p \in \mathbb{R}^n \). Therefore, \( H \) attains a constrained minimum at \( (\ddot{x}, \xi) \). Moreover, since \( H(\ddot{x}, \cdot) \) is positively homogeneous, \( (\ddot{x}, r\xi) \) also minimizes \( H \) constrained to \( \partial S \) for all \( r \geq 0 \). Now, \(-\nabla g(\ddot{x})\) can be represented as \( r\xi \) for some \( r > 0 \) because \( S \) has a smooth
boundary. So, $\bar{x}$ is a minimizer of the smooth function $x \mapsto H(x, -\nabla g(x))$ on $\partial S$. Then, by Lagrange multiplier rule and (30), we have that $\bar{x} \in \Sigma$.

Next, let us prove the $SBV$ property (i). Since hypo $T$ satisfies an external sphere condition, owing to Proposition 6.1 in [17] we have that $T \in BV_{loc}(\mathcal{R}\setminus S)$. So, we just need to show that, on $\mathcal{R}\setminus S$, the singular part of $DT(\cdot)$ is concentrated on a set of $\sigma$-finite $\mathcal{H}^{n-1}$-measure. Recalling that the characteristics of the pde

$$H(x, -\nabla T) - 1 = 0$$

satisfy

$$\begin{cases}
\dot{X}(t) = -\nabla_p H(X(t), P(t)) \\
\dot{P}(t) = \nabla_x H(X(t), P(t)),
\end{cases}$$

consider the flow $(X, P) : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^n$, that is, for any $(x, p) \in \mathbb{R}^n \times \mathbb{R}^n$, $(X, P)(\cdot, x, p)$ is the solution pf (31) with initial conditions

$$X(0) = x, \quad P(0) = p.$$ Notice that $(t, x) \mapsto (X, P)(t, x, -\nabla g(x))$ is Lipschitz continuous under our assumptions. Now, set

$$\Phi(t, x) = X(t, x, -\nabla g(x)) \quad t \geq 0, \quad x \in \mathbb{R}^n.$$ Then, by Lemma 4.5 we have that, for any $t > 0$,

$$\Sigma_t := \{x \in \mathcal{R} \setminus S : \partial^\infty T(x) \neq \emptyset, \quad T(x) \leq t\} \subseteq \Phi((0, t] \times \Sigma)$$
is countably $\mathcal{H}^{n-1}$-rectifiable since $\Sigma$ is countably $\mathcal{H}^{n-2}$-rectifiable by hypothesis. Thus,

$$\mathcal{I} := \{x \in \mathcal{R} \setminus S : T(\cdot) \text{ fails to be Lipschitz at } x\} = \bigcup_{k=1}^\infty \Sigma_k$$
is countably $\mathcal{H}^{n-1}$-rectifiable as well. Moreover, owing to Lemma 4.2 and Corollary 4.2 in [18], $\mathcal{I}$ is closed in $\mathcal{R}$. Therefore, in view of Proposition 2.7, we conclude that $T(\cdot) \in SBV_{loc}(\mathcal{R} \setminus S)$.

Finally, by Corollary 4.3 in [5], $T(\cdot)$ is locally semiconcave on $\mathcal{R} \setminus (S \cup \mathcal{I})$ since it is locally Lipschitz on such a set.

**Example 4.7 (Prescribing singularities).** Let $g \in C^2_b(\mathbb{R}^n)$, let

$$\mathcal{S} := \{x \in \mathbb{R}^n : g(x) \leq 0\},$$

and assume that $\nabla g(x) \neq 0$ at every $x \in \mathcal{S}$. Choose a countable set $\Sigma \subseteq \mathcal{S}$ such that, for some function $\psi : \Omega \to [0, +\infty]$ of class $C^{1,1}$, we have $\Sigma = \{y \in \mathbb{R}^n : \psi(y) = 0\}$. Define

$$H(x, p) := \psi(x) \text{dist}(p, \nabla g(x)^\perp),$$

where $\nabla g(x)^\perp$ denotes the hyperplane in $\mathbb{R}^n$ that is orthogonal to $\nabla g(x)$. For all $x, p, q \in \mathbb{R}^n$, we have that $H(x, \lambda p) = \lambda H(x, p) \geq 0$ for every $\lambda \geq 0$, and $H(x, p + q) \leq H(x, p) + H(x, q)$. So, $H(x, \cdot)$ is the support function of a closed convex subset $F(x)$ of $\mathbb{R}^n$. With these choices, we have that (30) is satisfied.
APPENDIX A. PROOF OF LEMMA 4.4

Proof. Since hypo $f$ satisfies the external sphere condition, for some $\theta > 0$, we have that for every $y, z \in V$ there exists a unit vector $v \in N_{\text{hypo}} f(z, f(z))$ such that

$$\langle v, (y - z, f(y) - f(z)) \rangle \leq \frac{1}{2\theta} \left( |y - z|^2 + |f(y) - f(z)|^2 \right).$$

(33)

For $f(y) \neq f(z)$, dividing the above inequality by $|f(y) - f(z)|$ we obtain

$$\left( v, \frac{y - z}{|f(y) - f(z)|} \cdot \frac{f(y) - f(z)}{|f(y) - f(z)|} \right) \leq \frac{1}{2\theta} \left( |y - z| \cdot \frac{|f(y) - f(z)|}{|y - z|} + |f(y) - f(z)| \right).$$

(34)

By contradiction, suppose there exists $L > 0$ such that $|\nabla f(q)| \leq L$ for a.e. $q \in V$ and there exists $\bar{x} \in V$ such that

$$\limsup_{y, x \to \bar{x} \atop y \neq x} \frac{|f(y) - f(x)|}{|y - x|} = \infty.$$

(35)

Let $\{y_j\}_{j \in \mathbb{N}} \subseteq V$ and $\{x_j\}_{j \in \mathbb{N}} \subseteq V$ be sequences converging to $\bar{x}$ such that $x_j \neq y_j$ for all $j \in \mathbb{N}$, and

$$\lim_{j \to \infty} \frac{|f(y_j) - f(x_j)|}{|y_j - x_j|} = \infty.$$

We claim that there exist $\{z_j\}_{j \in \mathbb{N}}$ and $\{w_j\}_{j \in \mathbb{N}}$ such that $z_j \to \bar{x}$, $w_j \to \bar{x}$, $f$ is differentiable at $z_j$ and at $w_j$, $|\nabla f(z_j)| \leq L$ and $|\nabla f(w_j)| \leq L$ for every $j \in \mathbb{N}$, and

$$\lim_{j \to \infty} \frac{|f(z_j) - f(w_j)|}{|z_j - w_j|} = \infty.$$

Indeed, recalling that $f \in C^0(V)$, for every $j \in \mathbb{N}$ there exists $\delta_j > 0$ such that if $|y_j - q| \leq \delta_j$, we have $|f(y_j) - f(q)| \leq |f(y_j) - f(x_j)|^2$. Since $f$ is a.e. differentiable on $V$ by Theorem 3.1 in [18], and $|\nabla f(q)| \leq L$ for a.e. $q \in V$ by assumption, for every $j \in \mathbb{N}$ we can find $z_j \in B(y_j, \delta_j) \cap B(y_j, |y_j - x_j|^2)$ such that $f$ is differentiable at $z_j$, $|\nabla f(z_j)| \leq L$, and $z_j \neq x_j$. Notice that

$$|x_j - y_j| \leq |x_j - z_j| + |z_j - y_j| \leq |x_j - z_j| + |x_j - y_j|^2$$

$$|x_j - z_j| \leq |x_j - y_j| + |y_j - z_j| \leq |x_j - y_j| + |x_j - y_j|^2.$$

Dividing both inequalities by $|x_j - y_j|$ and letting $j \to \infty$ yields

$$\lim_{j \to \infty} \frac{|x_j - z_j|}{|x_j - y_j|} = 0.$$

Similarly, since

$$|f(x_j) - f(y_j)| \leq |f(x_j) - f(z_j)| + |f(z_j) - f(y_j)|$$

$$\leq |f(x_j) - f(z_j)| + |f(x_j) - f(y_j)|^2$$

$$|f(x_j) - f(z_j)| \leq |f(x_j) - f(y_j)| + |f(y_j) - f(z_j)|$$

$$\leq |f(x_j) - f(y_j)| + |f(x_j) - f(y_j)|^2,$$

we obtain

$$\lim_{j \to \infty} \frac{|f(x_j) - f(z_j)|}{|f(x_j) - f(y_j)|} = 1.$$
We now distinguish two cases. We can assume that, as \( j \to \infty \), the proof is complete.}

To construct \( w_j \), it suffices to apply the above reasoning to \( x_j, z_j \) instead of \( y_j, x_j \).

Next, recall that, owing to Lemma 4.1 in [18],

\[
N_{\text{hypo}}^P(z_j, f(z_j)) = \left\{ \lambda \frac{(-\nabla f(z_j), 1)}{|(-\nabla f(z_j), 1)|} : \lambda \geq 0 \right\},
\]

\[
N_{\text{hypo}}^P(w_j, f(w_j)) = \left\{ \lambda \frac{(-\nabla f(w_j), 1)}{|(-\nabla f(w_j), 1)|} : \lambda \geq 0 \right\}.
\]

We can assume that, as \( j \to +\infty \),

\[
\frac{(-\nabla f(z_j), 1)}{|(-\nabla f(z_j), 1)|} \to (\zeta, \xi) \quad \text{and} \quad \frac{(-\nabla f(w_j), 1)}{|(-\nabla f(w_j), 1)|} \to (\eta, \sigma) \quad \text{with} \quad \xi, \sigma \geq \frac{1}{\sqrt{1 + C^2}} > 0
\]

since \( \nabla f(z_j) \) and \( \nabla f(w_j) \) are bounded. Moreover, \((\zeta, \xi), (\eta, \sigma) \in N_{\text{hypo}}^P(\bar{x}, f(\bar{x}))\) (since \( \theta \) does not depend on \( z_j \) or \( w_j \)), and, for every \( y \in V \), we have that

\[
\frac{1}{2\theta} \left( |y - \bar{x}|^2 + |f(y) - f(\bar{x})|^2 \right).
\]

We now distinguish two cases.

a. Assume that \( \{ f(z_j) - f(x_j) \}_{j \in \mathbb{N}} \) has a monotone increasing subsequence. In this case, since it tends to 0, after relabeling, we have \( f(x_j) - f(z_j) \geq 0 \) for every \( j \in \mathbb{N} \). Choosing, in (34),

\[
y = x_j, \quad z = z_j, \quad v = \frac{(-\nabla f(z_j), 1)}{|(-\nabla f(z_j), 1)|},
\]

we have

\[
\left\langle \frac{(-\nabla f(z_j), 1)}{|(-\nabla f(z_j), 1)|}, \frac{x_j - z_j}{|f(x_j) - f(z_j)|}, \frac{f(x_j) - f(z_j)}{|f(x_j) - f(z_j)|} \right\rangle \leq \leq \frac{1}{2\theta} \left( \frac{|x_j - z_j|}{|f(x_j) - f(z_j)|} + |f(x_j) - f(z_j)| \right).
\]

Passing to the limit in the above inequality yields \( \xi \leq 0 \), which is a contradiction with the fact that \( \xi > 0 \).

b. Assume that \( \{ f(z_j) - f(x_j) \}_{j \in \mathbb{N}} \) has a monotone decreasing subsequence. In this case, we have that \( \{ f(x_j) - f(z_j) \}_{j \in \mathbb{N}} \) has a monotone increasing subsequence, and we apply the argument of the previous case by switching the roles of \( x_j \) and \( z_j \), and replacing \( \xi \) with \( \sigma \).

Since we have reached a contradiction assuming (35), the proof is complete. □
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