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Abstract

“Bounds on information combining” are entropic inequalities that determine how the information (entropy) of a set of random variables can change when these are combined in certain prescribed ways. Such bounds play an important role in classical information theory, particularly in coding and Shannon theory; entropy power inequalities are special instances of them. The arguably most elementary kind of information combining is the addition of two binary random variables (a CNOT gate), and the resulting quantities play an important role in Belief propagation and Polar coding. We investigate this problem in the setting where quantum side information is available, which has been recognized as a hard setting for entropy power inequalities.

Our main technical result is a non-trivial, and close to optimal, lower bound on the combined entropy, which can be seen as an almost optimal “quantum Mrs. Gerber’s Lemma”. Our proof uses three main ingredients: (1) a new bound on the concavity of von Neumann entropy, which is tight in the regime of low pairwise state fidelities; (2) the quantitative improvement of strong subadditivity due to Fawzi-Renner, in which we manage to handle the minimization over recovery maps; (3) recent duality results on classical-quantum-channels due to Renes et al. We furthermore present conjectures on the optimal lower and upper bounds under quantum side information, supported by interesting analytical observations and strong numerical evidence.

We finally apply our bounds to Polar coding for binary-input classical-quantum channels, and show the following three results: (A) Even non-stationary channels polarize under the polar transform. (B) The blocklength required to approach the symmetric capacity scales at most sub-exponentially in the gap to capacity. (C) Under the aforementioned lower bound conjecture, a blocklength polynomial in the gap suffices.

I. INTRODUCTION

Many of the tasks in classical and quantum information theory are concerned with the evolution of random variables and their corresponding entropies under certain “combining operations”. A particularly elementary example is the addition of two classical random variables (with values in some group). In this case the entropy can be easily computed since we know that the addition of two random variables has a probability distribution which corresponds to the convolution of the probability distributions of the individual random variables. The picture changes when we have random variables with side information. Now we are interested in the entropy of the sum conditioned on all the available side information. Evaluating this is substantially more difficult, already in the case of classical side information.

The field of bounds on information combining is concerned with finding optimal entropic bounds on the conditional entropy in this and other “information combining” scenarios. A first lower bound was given by Wyner and Ziv in [1], the well known Mrs. Gerber’s Lemma, which immediately found many applications (see e.g. [2]).

Following these results, additional approaches to the problem have been found which also led to an upper bound on the conditional entropy of the combined random variables. One proof method and several additional applications can be found e.g. in [3] along with the optimal upper bound.

Now, we are interested in above setting, but with quantum – rather than classical – side information. Unfortunately, it turns out that none of the classical proof techniques apply in this quantum setting, since conditioning on quantum side information does not generally correspond to a convex combination over unconditional situations. In this work we are concerned with investigating the optimal entropic bounds under quantum side information and report partial progress along with some conjectures.

An alternative way of looking at the problem is by associating the random variables along with the side information to channels, where the random variable models the input of the channel leading to a known output given by the side information. This analogy is especially useful when investigating coding problems for classical channels. Recently, Arikan [4] introduced the first example of constructive capacity achieving codes with efficient encoding and decoding, Polar codes. The elementary idea of Polar codes is to combine two channels by a CNOT gate at their (classical) input, which means that the input of the second channels gets added to the input of the first channel, therefore adding additional noise on the first input, but providing assistance when decoding the second channel. To evaluate the performance of these codes, the Mrs. Gerbers Lemma provides an essential tool to tracking the evolution of the entropy through the coding steps (see e.g. [5], [6], which we will build on below). Following their introduction in the classical setting, Polar codes have been generalized to classical-quantum channels [2]. Finding good bounds on information combining with quantum side information can therefore be very useful for proving important properties of classical-quantum Polar codes, as we will see.
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In this work we provide a lower bound on the conditional entropy of added random variables with quantum side information, using novel bounds on the concavity of von Neumann entropy, recent improvements of strong subadditivity by Fawzi and Renner [8], and results on channel duality by Renes et al. [9], [10]. Furthermore we provide a conjecture on the optimal inequalities (upper and lower bounds) in the quantum case. Then we discuss applications of our technical results to other problems in information theory and coding; in particular, we show how to use our results to prove sub-exponential convergence of classical-quantum Polar codes to capacity, and that polarization takes place even for non-stationary classical-quantum channels.

A. Entropy power inequalities

Bounds on information combining are generalizations of a family of entropic inequalities that are called entropy power inequalities (for historic reasons). The first and paradigmatic of these inequalities was suggested by Shannon in the second part of his original paper on information theory [11], stating that

\[ e^{2h(X_1)/n} + e^{2h(X_2)/n} \leq e^{2h(X_1+X_2)/n}, \]

where \( X_1, X_2 \) and are random variables with values in \( \mathbb{R}^n \) and \( h \) denotes the differential entropy (each of the three terms in [1] is called the entropy power of the respective random variable \( X_1, X_2, \) and \( X_1 + X_2 \)).

Clearly, this inequality gives a lower bound on the entropy \( h(X_1 + X_2) \) of the sum \( X_1 + X_2 \) given the individual entropies \( h(X_1), h(X_2), \) and it is easy to see that the bound is tight (namely, for Gaussian \( X_1, X_2 \)).

Similar lower bounds on the entropy of a sum of two (or more) random variables with values in a group \( (G, +) \) have also been termed entropy power inequalities, see e.g. [13]. For the simplest group \( G = \mathbb{Z}_2 \), the optimal lower bound follows from a famous theorem in information theory, called Mrs. Gerber's Lemma [11], which we will describe below in more detail. For the group \( G = \mathbb{Z} \) of integers, entropy power inequalities in the form of lower bounds on the entropy have emerged [14], [15] after a combinatorial version of the question had been investigated in the field of arithmetic (and in particular, additive) combinatorics for a long time.

Most (or all) of the above entropy power inequality-like lower bounds remain valid when classical side information \( Y_i \) is available for each of the random variables \( X_i \), so that for example the entropy terms in [1] are replaced by \( h(X_i|Y_i) \), \( h(X_2|Y_2) \), and \( h(X_1 + X_2|Y_1Y_2) \), respectively. This is due to typical convexity properties of these lower bounds along with a representation of the conditional Shannon entropy as a convex combination of unconditional entropies (see our description of the classical conditional Mrs. Gerber’s Lemma below).

Entropy power inequalities have recently been investigated in the quantum setting [16], [17], [18], with the action of addition replaced by quantum combining operation such as a beamsplitter operation on continuous-variable states, or a partial swap. These inequalities also hold under conditioning on classical side information.

However, when the side information is of quantum nature, i.e. each \( (X_i, Y_i) \) is a classical-quantum state [19] (from the classical entropy power inequalities) or a fully quantum state (for the quantum entropy power inequalities), the proofs do not anymore go though in the same way. Actually, as we will see in this paper, the inequalities that hold under classical side information can sometimes be violated in the presence of quantum side information.

The only lower bounds available under quantum side information so far can be found in [20], [21], where for (Gaussian) quantum states an entropic lower bound was proven for the beamsplitter interaction. No general results for all classical-quantum states have been obtained so far.

In the light of these developments, our contribution can be seen as the natural entry point into investigating the influence of quantum side information in entropy power inequalities and information combining: For the “information part” we concentrate on the simplest scenario, namely classical random variables \( X_i \) that are binary-valued, i.e. valued in the simplest non-trivial group \( (\mathbb{Z}_2, +) \). For the side information \( Y_i \), however, we allow any general quantum system and states. Our question therefore highlights the added difficulties coming from the quantum nature of side information.

But already this bare scenario gives new results on highly relevant coding scenarios: The entropic lower bounds we prove are enough to guarantee the polarization of classical-quantum Polar codes, even with a guaranteed speed of polarization in the i.i.d. case. Furthermore, we conjecture optimal upper and lower bounds on information combining in this simple scenario which exhibit interesting properties, as we will describe.

II. Preliminaries

In this section we will introduce the necessary notation along with some definitions and simple observations. In the following the systems in question will be modeled by random variables, where the main classical random variable is usually denoted by \( X_i \) (equivalent to the input system of a channel). Whenever the random variables modeling the side information (or the channel output) are classical we will denote them by \( Y_i \), and when they are quantum then usually by \( B_i \) (a good part of the formalism applies to both situations).

The main quantity under investigation will be the von-Neumann entropy, for a quantum state \( \rho_A \) on a quantum system \( A \) defined by

\[ H(A) = - \text{Tr} \rho \log \rho, \]

(2)
which reduces to the Shannon entropy in the case of classical states (those which are diagonal in the computational basis). In this paper, we leave the base of the logarithm unspecified, unless stated otherwise, so that the resulting statements are valid in any base (like binary, or natural); our figures, however, use the natural logarithm. A particular case is the Shannon entropy for a binary probability distribution, called the binary entropy

\[ h_2(p) = -p \log p - (1-p) \log (1-p). \]

In the following will often use the inverse of this function

\[ h_2^{-1} : [0, \log 2] \to [0, 1/2]. \]  

From here the conditional entropy of a quantum state \( \rho_{AB} \) on a quantum system \( AB \) is defined by

\[ H(A|B) = H(AB) - H(B). \]  

Whenever the conditioning system is classical we can state the following important property

\[ H(A|Y) = \sum_y p(y)H(A|Y = y), \]

this obviously holds also for the Shannon entropy, but importantly we cannot write down such a decomposition when the conditioning system is quantum.

For a binary random variable \( X \) we can associate a probability distribution \( p \) for which then \( H(X) = h_2(p) \). Now it is well known that when we sum two random variables the corresponding probability distribution is the convolution of the original probability distributions. The binary convolution is defined as \( a \ast b := a(1-b) + (1-a)b \). It easily follows that

\[ H(X_1 + X_2) = h_2(h_2^{-1}(H(X_1)) \ast h_2^{-1}(H(X_2))). \]  

Often we want to stress the duality of classical-quantum states to classical-quantum channels. In this case, for a given channel \( W \) with input modeled by a random variable \( X \) and the output by \( Y \) we write equivalently

\[ H(X|Y) = H(W) \]

(usually we assume here the uniform distribution over input values \( X \)). An additional useful entropic quantity is the mutual information defined as

\[ I(X : Y) = H(X) + H(Y) - H(XY). \]

Again for a channel \( W \) with binary classical input, we write \( I(W) \), which, when fixing \( X \) to correspond to the uniform probability distribution, is also called the symmetric capacity of that channel:

\[ I(W) = I(X : Y) = \log 2 - H(X|Y) = \log 2 - H(W). \]

Lastly, mostly for technical purposes we will also use the relative entropy defined as

\[ D(\rho||\sigma) = \text{Tr} \rho (\log \rho - \log \sigma), \]

which in the case of classical probability distributions is the Kullback-Leibler divergence.

### III. Bounds on Information Combining in Classical Information Theory

In classical information theory the topic of bounds on information combining describes a number of results concerned with what happens – in particular, to the entropy of the involved objects – when random variables get combined. This is especially interesting when we have side information for these random variables, due to the analogy with channel problems. The name of this field goes back to [22] where such bounds were used for repetition codes. Later on, many more results where found, also as Extremes of information combining [23] for MAP decoding and LDPC codes. Furthermore, information combining plays an important role for belief propagation [3].

Examples of particular importance are the combinations at the variable and check nodes in belief propagation and the transformation to better and worse channels in Polar coding. For the latter, two (classical) binary random variables with side information are added, or equivalently two binary channels get combined by a CNOT gate (see Figure [1]). In the first setting we are concerned with the entropy of the sum \( X_1 + X_2 \) given the side information \( Y_1Y_2 \), which corresponds to check nodes in belief propagation and the worse channel in Polar coding. In the channel picture this can be seen as channel combination

\[ (W_1 \oplus W_2)(y_1y_2|u_1) = \frac{1}{2} \sum_{u_2} W_1(y_1|u_1 \oplus u_2)W_2(y_2|u_2), \]

and is therefore given by

\[ H(X_1 + X_2|Y_1Y_2) = H(W_1 \oplus W_2). \]

In the second setting we are interested in the entropy evolution at a variable node, with output states given by

\[ (W_1 \odot W_2)(y_1y_2|u_2) = W_1(y_1|u_2)W_2(y_2|u_2). \]
It turns out that the combined channel can be reversibly transformed (see e.g. [24]) into a channel with the output states

\[ u_2 \rightarrow \frac{1}{2} W(y_1|u_1 \oplus u_2)W(y_2|u_2), \]  

which is equivalent to decoding the second input to two channels combined by a CNOT gate given the side information \( Y_1 Y_2 \) but additionally \( X_1 + X_2 \). This again is equal to the generation of a better channel studying Polar codes.

Therefore we are interested in the entropy

\[ H(X_2|X_1 + X_2, Y_1 Y_2) = H(W_1 \otimes W_2). \]  

Lower and upper bounds on both of these quantities have many applications in classical information theory, e.g. in coding theory giving exact bounds on EXIT charts [3] and, of course, the investigation of Polar codes [5], [6].

In classical information theory the optimal bounds are well known as follows:

\[ h_2(h_2^{-1}(H_1) * h_2^{-1}(H_2)) \leq H(X_1 + X_2|Y_1 Y_2) \leq \log 2 - (\log 2 - H_1)(\log 2 - H_2), \]  

\[ \frac{H_1 H_2}{\log 2} \leq H(X_2|X_1 + X_2, Y_1 Y_2) \leq H_1 + H_2 - h_2(h_2^{-1}(H_1) * h_2^{-1}(H_2)), \]  

with \( H_1 = H(X_1|Y_1) \) and \( H_2 = H(X_2|Y_2) \). Later in this work we will be particularly interested in the lower bound in [16] (and equivalently the upper bounds in [17]), which are also known under the name Mrs. Gerbers Lemma. We will review the proofs of these inequalities in the next subsection, also to show difficulties when translating these inequalities to the quantum setting. A well known fact is that

\[ H(X_1 + X_2|Y_1 Y_2) + H(X_2|X_1 + X_2, Y_1 Y_2) = H(X_1|Y_1) + H(X_2|Y_2). \]  

From this follows that it is sufficient to prove the inequalities for either Equation [16] or [17]. We will therefore mostly focus on the setting leading to Equation [16]. Moreover, it is even known for which channels equality is achieved in above equations (see e.g. [3]). For the lower bound in Equation [16] this is the binary symmetric channel (BSC) and for the upper bound it is the binary erasure channel (BEC). Therefore these channels are sometimes called the most and least informative channels.

### A. Proof techniques for the classical bounds

In this section we will review the classical Mrs. Gerbers Lemma [11] and a corresponding upper bound for combining of classical information, in order to contrast these results and proofs with our later results, where conditioning on quantum side information is allowed. The following proof sketches illustrate that the classical proofs, which crucially use that the conditional Shannon entropy is affine under conditioning, cannot be easily extended to the case of quantum side information.

**Lemma III.1** (Mrs. Gerbers Lemma). Let \((X_1, Y_1)\) and \((X_2, Y_2)\) be independent pairs of classical random variables. Then:

\[ H(X_1 + X_2|Y_1 Y_2) \geq h_2(h_2^{-1}(H(X_1|Y_1)) * h_2^{-1}(H(X_2|Y_2))). \]  

An important ingredient in the proof of Wyner and Ziv [11] is the observation that the function

\[ g_c(H_1, H_2) := h_2(h_2^{-1}(H_1) * h_2^{-1}(H_2)) \]  

is convex in \( H_1 \in [0, \log 2] \) for each fixed \( H_2 \in [0, \log 2] \), and, by symmetry, convex in \( H_2 \) for each fixed \( H_1 \). These convexity properties, together with the representation of the conditional Shannon entropy as an average over Shannon entropies, give a proof of the lemma as follows:

\[ H(X_1 + X_2|Y_1 Y_2) = \sum_{y_1, y_2} p(Y_1 = y_1)p(Y_2 = y_2) H(X_1 + X_2|Y_1 = y_1 Y_2 = y_2) \]  

Therefore these channels are sometimes called the most and least informative channels.
where the additional classical register plays a crucial role in the proof. Unfortunately, this equality does generally not hold for the conditional entropy with quantum side information, i.e., when \( Y_1, Y_2 \) are quantum systems; in this case it is not even clear what the correct generalization of the right-hand-side of \([21]\) may be. Understanding conditioning on quantum systems is an important but apparently difficult question in quantum information theory, as is drastically illustrated by the much higher difficulty in proving the strong subadditivity property for quantum entropy \([25]\) compared to Shannon entropy. Better understanding of conditioning on quantum side information would not only help for bounds on information combining but for many other open problems as well, like the related question of conditional entropy power inequalities (see Section I-A) or even quantum cryptography \([26]\).

In the proof for the upper bound in Equation \([16]\) we encounter a very similar problem handling quantum conditional information. The important inequality for the upper bound is the fact that the function \( g_c(H_1, H_2) \) defined above can be bounded by an expression that is affine in both \( H_1 \) and \( H_2 \) separately:

\[
g_c(H_1, H_2) \leq \log 2 - \frac{(\log 2 - H_1)(\log 2 - H_2)}{\log 2}. \tag{25}\]

This follows immediately from the convexity of \( g_c \) in \( H_1 \) and the fact that the inequality holds with equality for each fixed \( H_2 \) at the two endpoints \( H_1 \in \{0, \log 2\} \), see e.g. \([22]\). From here, the proof of the classical inequality proceeds in a similar fashion as for the lower bound, using again the expression of the conditional Shannon entropy:

\[
H(X_1 + X_2|Y_1 Y_2) = \sum_{y_1, y_2} p(Y_1 = y_1) p(Y_2 = y_2) h(h^{-1}(H(X_1|Y_1 = y_1)) * h^{-1}(H(X_2|Y_2 = y_2))) \tag{26}
\]

\[
\leq \sum_{y_1, y_2} p(Y_1 = y_1) p(Y_2 = y_2) \log 2 - \frac{(\log 2 - H(X_1|Y_1 = y_1))(\log 2 - H(X_2|Y_2 = y_2))}{\log 2}\tag{27}
\]

\[
= \log 2 - \frac{(\log 2 - H(X_1|Y_1))(\log 2 - H(X_2|Y_2))}{\log 2}. \tag{28}
\]

IV. INFORMATION COMBINING WITH QUANTUM SIDE INFORMATION

In this section we introduce the generalized scenario of information combining with quantum side information. The main ingredient are generalizations of the channel combinations in Equations \([11]\) and \([13]\) to the case of quantum outputs. Now we are combining two classical-quantum channels, with uniformly distributed binary inputs \( \{0, 1\} \). Again we will look at both, variable and check nodes under belief propagation and better and worse channels in Polar coding. Since the inputs are classical we can investigate the same combination procedure via CNOT gates. Belief propagation for quantum channels has been recently introduced in \([24]\), for Polar coding the resulting channels can be seen as special case of those in \([7]\).

The generalization of Equation \([11]\) where we look at a check node or equivalently try to decode the input of the first channel while not knowing that of the second becomes a channel with output states

\[
W_1 \boxplus W_2 : u_1 \rightarrow \frac{1}{2} \sum_{u_2} \rho_{u_1 \boxplus u_2}^{B_1} \otimes \rho_{u_2}^{B_2}. \tag{29}
\]

Similarly the generalization of Equation \([13]\) for a variable node is given by

\[
W_1 \oplus W_2 : u_2 \rightarrow \rho_{u_2}^{B_1} \otimes \rho_{u_2}^{B_2}, \tag{30}
\]

which, by a similar argument then in the classical case is equivalent up to unitaries to the Polar coding setting where we try to decode the second bit while assuming the first bit to be known. This becomes a channel with output states

\[
\sum_{u_2} \frac{1}{2} |u_1\rangle \langle u_1|_U \otimes \rho_{u_1 \oplus u_2}^{B_1} \otimes \rho_{u_2}^{B_2}, \tag{31}
\]

where the additional classical register \( U \) is used to make the input of the first channel available to the decoder.

Our goal now is to find bounds on the conditional entropy of those combined channels

\[
H(X_1 + X_2|B_1 B_2) = H(W_1 \boxplus W_2), \tag{32}
\]

and

\[
H(X_2|X_1 + X_2, B_1 B_2) = H(W_1 \oplus W_2), \tag{33}
\]
in terms of the entropies of the original channels, analog to the bounds on information combining in the classical case. An important relation between these two entropies can be directly translated to the setting with quantum side information \([7]\):

\[
H(X_1 + X_2|B_1B_2) + H(X_2|X_1 + X_2, B_1B_2) = H(X_1|B_1) + H(X_2|B_2).
\]

(34)

From here it follows that, as in the classical case, proving bounds on the entropy in Equation \([32]\) automatically also gives bounds on the one in Equation \([33]\).

In the remainder of this section we will introduce the concept of channel duality and discuss its application to channel combining which will help us later to find better bounds on above quantities.

### A. Duality of classical and classical-quantum channels

The essential idea is to embed a classical channel into a quantum state, take its Stinespring dilation and trace over the original output system. In the way we use it here it has been first used in \([27]\) to extend classical polar codes to quantum channels and then has been refined in \([9]\) to investigate properties of polar codes for classical channels. A comprehensive overview with some new applications has recently been given in \([10]\). We explain the procedure here by applying it to a general binary classical channel \(W\) with transition probabilities \(W(y|x)\). The first step is to embed the channels into a quantum state

\[
\varphi_x = \sum_y W(y|x) |y\rangle\langle y|
\]

and then choose a purification of this state with

\[
|\varphi_x\rangle = \sum_y \sqrt{W(y|x)} |y\rangle |y\rangle.
\]

(36)

Now we can define our classical quantum channel by an isometry acting as follows

\[
U|x\rangle = |\varphi_x\rangle|x\rangle.
\]

(37)

The dual channel is now defined by the isometry acting on states of the form \(|\tilde{x}\rangle = \frac{1}{\sqrt{2}} \sum_z (-1)^{xz} |z\rangle\):

\[
U|x\rangle = \frac{1}{\sqrt{2}} \sum_z (-1)^{xz} |\varphi_z\rangle |z\rangle
\]

(38)

\[
= \frac{1}{\sqrt{2}} \sum_{y, z} (-1)^{xz} \sqrt{W(y|x)} |y\rangle |y\rangle |z\rangle.
\]

(39)

Finally the output states are given by tracing out the initial output system

\[
\sigma_x = \frac{1}{2} \sum_{y, z, z'} (-1)^{x(z+z')} \sqrt{W(y|z)W(y|z')} |y\rangle |z\rangle \langle z'|.
\]

(40)

We denote the channel dual to \(W\) as \(W^⊥\). In the same manner we can define dual channels for arbitrary classical-quantum channels following the steps above starting from Equation \([37]\) with the \(|\varphi_x\rangle\) being purifications of the output states of the given channel.

This now allows us to calculate the duals of specific channels and also for combinations of channels. One result we state in the following Lemma, which is Theorem 1 in \([10]\).

**Lemma IV.1.** Let \(W_1\) and \(W_2\) be two binary input cq-channels, then the following holds

\[
W_1^⊥ \oplus W_2^⊥ = (W_1 ⊕ W_2)^⊥\]

(41)

\[
W_1^⊥ \otimes W_2^⊥ = (W_1 ⊗ W_2)^⊥.
\]

(42)

We want to combine above Lemma \([IV.1]\) with an observation made in \([7]\) which states that for any \(W\)

\[
I(W) + I(W^⊥) = \log 2,
\]

(43)

which leads us to

\[
H(W_1 ⊕ W_2) = \log 2 - H(W_1^⊥ ⊕ W_2^⊥).
\]

(44)

Note that in general \((W^⊥)^⊥ \neq W\) \([10]\), but from Equation \([43]\) we can directly conclude that

\[
H((W^⊥)^⊥) = H(W).
\]

(45)
From the above arguments we can directly make an important observation. Namely, let $W_j$ be the channels corresponding to the states $\rho^{X_jB_j}$ ($j = 1, 2$), which in particular means $H(W_j) = H(X_j|B_j) = H_j$. Then we have the following chain of equalities:

$$
H(X_1 + X_2|B_1B_2) = H(W_1 \boxplus W_2)
= H(W_1) + H(W_2) - H(W_1 \oplus W_2)
= H_1 + H_2 - H((W_1^{\perp} \oplus W_2^{\perp})^{\perp})
= H_1 + H_2 - \log 2 + H(W_1^{\perp} \oplus W_2^{\perp})
$$

(46)

where the first line is by definition of $\boxplus$, the second line the chain rule for mutual information (conservation of entropy), the third line follows from Lemma IV.1 and the fourth line follows from Eq. (43).

In particular this can be rewritten, using Equation (44) as

$$
H(W_1 \oplus W_2) - (H(W_1) + H(W_2)) / 2 = H(W_1^{\perp} \oplus W_2^{\perp}) - (H(W_1^{\perp}) + H(W_2^{\perp})) / 2.
$$

(47)

This is especially interesting, because it follows directly that, due to the additional uncertainty relation given by Equation (43) the lower bound in the quantum setting has an additional symmetry w.r.t. the transformation $H_i \mapsto \log 2 - H_i$, which the classical bound does not have. Therefore one can also easily see that there must exist states with quantum side information that violate the classical bound.

Finally we will give two particular examples of duals to classical channels, which were already provided in [9], which state that the dual of every binary symmetric channel is a channel with pure state outputs and the dual of a BEC is again a BEC.

**Example IV.2. Binary symmetric channel (Example 3.8 in [9])** Let $W$ be the classical BSC($p$), for every $p$ the output states of the dual channel are of the form

$$
\sigma_x = |\theta_x\rangle \langle \theta_x|,
$$

(48)

with $|\theta_x\rangle = Z^x (p|0\rangle + (1-p)|1\rangle)$, where $Z$ is the Pauli-Z matrix.

**Example IV.3. Binary erasure channel (Example 3.7 in [9])** Let $W$ be the classical BEC($p$), for every $p$ the the dual channel is again a binary erasure channel, now with erasure probability $1-p$.

These examples will become useful again when discussing our conjectured optimal bound.

V. BOUNDS ON THE CONVEXITY OF THE VON NEUMANN ENTROPY

Later we will need to relate the fidelity characteristic $f = F(\rho_0, \rho_1)$ of a binary-input classical-quantum channel with output states $\rho_0$ and $\rho_1$ back to its symmetric capacity $\log 2 - H$ (first, not necessarily for uniformly distributed inputs), therefore we need a lower bound on the concavity of the von Neumann entropy. This will be a special case of the following new bounds (see also Remark V.6):

**Theorem V.1** (Lower bounds on concavity of von Neumann entropy). Let $\rho_i \in \mathcal{B}(\mathbb{C}^d)$ be quantum states for $i = 1, \ldots, n$ and $\{\rho_i\}_{i=1}^n$ be a probability distribution. Then:

$$
H\left(\sum_{i=1}^n p_i \rho_i\right) - \sum_{i=1}^n p_i H(\rho_i)
= H(\{p_i\}) - D\left(\sum_{i,j=1}^n \sqrt{p_i p_j} |i\rangle \langle j| \otimes \sqrt{p_i} \sqrt{p_j} \left|\sum_{i=1}^n p_i |i\rangle \otimes \rho_i\right| \right)
\geq H(\{p_i\}) - \log \left(1 + 2 \sum_{1 \leq i < j \leq n} \sqrt{p_i p_j} F(\rho_i, \rho_j)\right)
\geq H(\{p_i\}) - \log \left(1 + 2 \sum_{1 \leq i < j \leq n} \sqrt{p_i p_j} F(\rho_i, \rho_j)\right).
$$

(49)

(50)

(51)

**Proof:** We will obtain the equality (49) by keeping track of the gap term in the proof of the upper bound on the concavity in [19] Theorem 11.10], and the further inequalities by bounding the relative entropy from above. For the proof, define $\rho := \sum_{i=1}^n p_i \rho_i$.

Denote by $|\Omega\rangle_{AC} := \sum_{i=1}^d |i\rangle_A \otimes |i\rangle_C$ the (unnormalized) maximally entangled state between two systems $A$ and $C$ of dimension $d$. Then $|\phi_i\rangle_{AC} := (1 \otimes \sqrt{p_i}) |\Omega\rangle_{AC}$ are purifications of the $\rho_i$ in the sense that $\tr_A[|\phi_i\rangle \langle \phi_i|_{AC}] = \rho_i$. We also
have $\text{tr}_C[|\phi_i\rangle\langle\phi_i|_{AC}] = \rho_i^T$, where $T$ denotes the transposition w.r.t. the basis $\{|i\rangle\}_A$. For a system $B$ of dimension $n$ with orthonormal basis $\{|i\rangle_B\}_{i=1}^n$, the state
\[ |\psi\rangle_{ABC} := \sum_{i=1}^n \sqrt{p_i} |i\rangle_B \otimes |\phi_i\rangle_{AC} \]
is therefore a purification of $\rho^T$ in the sense that $\rho^T = \psi_A := \text{tr}_B[|\psi_{ABC}\rangle\langle\psi_{ABC}|]$, where we have defined $\psi_{ABC} := |\psi\rangle\langle\psi|_{ABC}$. Since the transposition leaves the spectrum invariant, we have $S(\rho) = S(\rho^T) = S(\psi_A) = S(\psi_{BC})$, where
\[ \psi_{BC} := \text{tr}_A[|\psi_{ABC}\rangle\langle\psi_{ABC}|] = \sum_{i,j=1}^n \sqrt{p_i p_j} |i\rangle_B \otimes (\sqrt{p_i} |\phi_i\rangle \otimes |\phi_j\rangle_C) . \]

Consider now the map $P_B(X) := \sum_{i=1}^n |i\rangle_B X|i\rangle_B \otimes |\phi_i\rangle_C$ acting on subsystem $B$, such that $P_B(\psi_{BC}) = \sum_{i=1}^n p_i |i\rangle_B \otimes \rho_i$. Note that $P_B = P_B^*$ represents a projective measurement on $B$ and is self-adjoint w.r.t. the Hilbert-Schmidt inner product. We can therefore write:
\[
D(\psi_{BC}||P_B(\psi_{BC})) = -H(\psi_{BC}) - \text{tr}[\psi_{BC} \log P_B(\psi_{BC})] = -H(\psi_{BC}) - \text{tr}[P_B(\psi_{BC}) \log P_B(\psi_{BC})] = -H(\rho) + H(P_B(\psi_{BC})) = -H(\rho) + H(\{p_i\}) + \sum_{i=1}^n p_i S(\rho_i),
\]
which proves the equality (49).

To obtain the lower bound (50), we bound the relative entropy from above by the sandwiched Renyi-$\alpha$ divergence of order $\alpha = 2$ [28, 29, 30]:
\[
D(\psi_{BC}||P_B(\psi_{BC})) \leq D_2(\psi_{BC}||P_B(\psi_{BC})) = \log \text{tr}[(P_B(\psi_{BC}))^{-1/2} \psi_{BC}(P_B(\psi_{BC}))^{-1/2} \psi_{BC}].
\]
Note that the sandwiched Renyi divergences are the minimal quantum generalizations of the classical Renyi-$\alpha$ divergences [30], which will be advantageous to obtain a good lower bound. We can continue by using the explicit forms of $\psi_{BC}$ and $P_B(\psi_{BC})$ from above:
\[
D(\psi_{BC}||P_B(\psi_{BC})) \leq \log \text{tr} \left[ \left( \sum_{i,j=1}^n |i\rangle_B \otimes 1_C \right) \left( \sum_{k,l=1}^n \sqrt{p_k p_l} |k\rangle_B \otimes \sqrt{p_k} \sqrt{p_l} \right) \right] = \log \left( \sum_{i,j=1}^n \sqrt{p_i p_j} \text{tr}[\sqrt{p_i} \sqrt{p_j}] \right),
\]
which agrees with (50) since the terms with $i = j$ sum to $\sum_{i=1}^n p_i \text{tr}[\rho_i] = 1$. The final bound (51) is obtained by noting that $F(\rho_i, \rho_j) = \|\sqrt{p_i} \sqrt{p_j}\|_1 \geq \text{tr}[\sqrt{p_i} \sqrt{p_j}]$ holds for any quantum states [19, 31].

**Remark V.2** (Upper bounds on concavity of von Neumann entropy). The equality (49) in Theorem V.1 can also be used to obtain upper bounds on the concavity of von Neumann entropy: As opposed to the proof of Theorem V.1 where we used the upper bound $D \leq D_2$ involving the sandwiched Renyi-2 divergence, one could bound the relative entropy $D$ from below, e.g. using the Pinsker inequality (32) or using a smaller divergence measure such as one of the various Renyi-$\alpha$ divergences with parameter $\alpha \in [0, 1)$.

We will later need the special case $n = 2$ of Theorem V.1 with uniform probabilities $\{p_i\}$ together with a bound from [33], in order to obtain a bound on the fidelity parameter $f$ in terms of the channel entropy $H$ for binary-input classical-quantum channels.

**Theorem V.3** (Relation between fidelity parameter and channel entropy). Let $\sigma_0, \sigma_1 \in B(\mathbb{C}^d)$ be quantum states, and define $f := F(\sigma_0, \sigma_1)$ and $H = \log 2 - H((\sigma_0 + \sigma_1)/2) + (H(\sigma_0) + H(\sigma_1))/2 = H(X|B)$, where $H(X|B)$ is evaluated on the state $\frac{1}{2}|0\rangle_X \otimes (\sigma_0|B) + \frac{1}{2}|1\rangle_X \otimes (\sigma_1|B)$. Then the following bound holds:
\[
e^{-H} - 1 \leq f \leq 1 - 2h_2^{-1}(\log 2 - H),
\]
where $h_2^{-1} : [0, \log 2] \to [0, 1/2]$ is the inverse of the binary entropy function.

**Proof:** The lower bound follows immediately from Theorem V.1 in the special case of $n = 2$ states $\sigma_0, \sigma_1$ with equal probabilities $p_0 = p_1 = 1/2$:
\[
\log 2 - H = H\left(\frac{\sigma_0 + \sigma_1}{2}\right) - \frac{H(\sigma_0) + H(\sigma_1)}{2} \geq \log 2 - \log(1 + F(\sigma_0, \sigma_1)) = \log 2 - \log(1 + f).
\]
For the other direction, we need the following bound from [33]:
\[ \log 2 - H = H\left(\frac{\sigma_0 + \sigma_1}{2}\right) - \frac{H(\sigma_0) + H(\sigma_1)}{2} \leq h_2\left(\frac{1 - F(\sigma_0, \sigma_1)}{2}\right) = h_2\left(\frac{1 - f}{2}\right), \]
where \(h_2\) is the binary entropy function. The upper bound in (52) follows now by noting that the inverse function \(h_2^{-1} : [0, \log 2] \rightarrow [0, 1/2]\) is monotonically increasing.

**Remark V.4.** The main feature of the bound (52) for our purposes is that it is tight on both ends of the interval \(H \in [0, \log 2]\). Namely, the bound implies \(H = 0 \Leftrightarrow f = 0\) as well as \(H = \log 2 \Leftrightarrow f = 1\), see also Fig. 2. In particular, we are not aware of any previous bound showing that small fidelity \(f \approx 0\) implies \(H\) to be close to 0. Such a statement, however, is needed for our proofs of Theorems VI.1 and VI.3 (see Eqs. (62) and (68)).

In particular, the bound \(\log 2 - H \geq \frac{1}{2}\), which is the main result of [34], can never yield any non-trivial information for \(H \in [0, (\log 2) - 1/2]\) (i.e. near \(f \approx 0\)), since its right-hand side will never exceed \(\frac{1}{2}\). Using the Fuchs-van de Graaf inequality \(\|\sigma_0 - \sigma_1\|_1 \geq 1 - f\) [19], we would only obtain the bound \(f \geq 1 - \sqrt{\log 2 - H}\), which is also shown in Fig. 2.

Our lower bounds (50) and (51) are generally good when the states \(\rho_i\) are close to pairwise orthogonal: If \(\max_{i \neq j} F(\rho_i, \rho_j)\) becomes close to 0 then these lower bounds approach the value \(H\{\rho_i\}\), which is the value of the left-hand-side of the inequality for exactly pairwise orthogonal states \(\rho_i\). Note however that the lower bounds (50) and (51) can become negative and therefore trivial, e.g. when all states \(\rho_i\) coincide (or have high pairwise fidelity) and the probability distribution \(\{p_i\}\) is not uniform on its support. For a uniform probability distribution \(\{p_i = 1/n\}\) any states \(\rho_i\), the bounds (50) and (51) are however always nonnegative (this case also covers Theorem V.3).

**Remark V.5.** In [35] a different lower bound on the concavity of the von Neumann entropy was found which was shown to outperform the bound in [54] in some cases. The bound is given in terms of the relative entropy, which can be easily bounded by \(D(\rho||\sigma) \geq -2\log F(\rho, \sigma)\), see [29]. Nevertheless this bound can not be used in our general scenario since it becomes trivial whenever the involved states are pure. Note that this is not the case for our bound presented above.

**Remark V.6.** Shortly before the initial submission of our paper we discovered that the bound from Theorem V.3 (the case of uniform input distribution) has recently been given in [50], also in the context of Polar codes. Our Theorem VI.1 is however more general, it constitutes an equality form of the concavity of the von Neumann entropy which allows for convenient relaxations, and is valid for non-uniform distributions.

### VI. Nontrivial bound for special case of Mrs. Gerber’s Lemma with quantum side information

For general quantum information, we prove in this section nontrivial lower bounds akin to the classical Mrs. Gerber’s Lemma, albeit only for the special case when the a priori probabilities are uniform, i.e. \(p(X_1 = 0) = p(X_2 = 0) = 1/2\). This case is relevant for several applications, as we show in later sections. A conjecture of the optimal bound, also covering the case of nonuniform probabilities, is made in Section VII

**Theorem VI.1 (Mrs. Gerber’s Lemma with quantum side information for uniform probabilities).** Let \(\rho^{X_1B_1}\) and \(\rho^{X_2B_2}\) be independent classical-quantum states carrying uniform a priori classical probabilities on the binary variables \(X_1, X_2\), i.e.
\[ \rho^{X_iB_i} = \frac{1}{2} |0\rangle\langle 0|_X \otimes \sigma_0^{B_i} + \frac{1}{2} |1\rangle\langle 1|_X \otimes \sigma_1^{B_i}, \]
where \( \sigma_{1j} \in B(\mathbb{C}^{d_j}) \) are quantum states on a \( d_j \)-dimensional Hilbert space \((i, j = 1, 2)\). Denote their conditional entropies by \( H_1 = H(X_1|B_1) \) and \( H_2 = H(X_2|B_2) \), respectively. Then the following entropy inequality holds:

\[
H(X_1 + X_2|B_1B_2) \geq \max \left\{ H_1 - 2 \log \frac{1}{2} \arccos \left[ (1 - 2 h_2^{-1}(\log 2 - H_1)) (e^{H_2} - 1) - \frac{1}{2} \arccos [e^{H_2} - 1] \right], \right. \\
H_2 - 2 \log \frac{1}{2} \arccos \left[ (1 - 2 h_2^{-1}(\log 2 - H_2)) (e^{H_1} - 1) - \frac{1}{2} \arccos [e^{H_1} - 1] \right], \\
H_2 - 2 \log \frac{1}{2} \arccos \left[ (1 - 2 h_2^{-1}(H_1)) (2e^{-H_2} - 1) - \frac{1}{2} \arccos [2e^{-H_2} - 1] \right], \\
H_1 - 2 \log \frac{1}{2} \arccos \left[ (1 - 2 h_2^{-1}(H_2)) (2e^{-H_1} - 1) - \frac{1}{2} \arccos [2e^{-H_1} - 1] \right] \right\} .
\]

(54)

**Proof:** We first prove that \( H(X_1 + X_2|B_1B_2) \) is not smaller than the first expression in the \( \max \) in (54). To begin with, note the following:

\[
I(X_1 + X_2 : X_2|B_1B_2) := H(X_1 + X_2|B_1B_2) + H(X_2|B_1B_2) - H(X_1 + X_2, X_2|B_1B_2)
\]

\[
= H(X_1 + X_2|B_1B_2) + H(X_2|B_1B_2) - H(X_1, X_2, X_2|B_1B_2)
\]

\[
= H(X_1 + X_2|B_1B_2) + H(X_2|B_1B_2) - H(X_1, X_2, B_1|B_1B_2)
\]

\[
= H(X_1 + X_2|B_1B_2) - H_1 .
\]

(55)

where the first equality is just the definition, the second uses that there is a bijective (or unitary) relation between \((X_1 + X_2, X_2)\) and \((X_1, X_2)\) (namely, a CNOT gate), and the third uses (twice) that \(X_1|B_1\) and \(X_2|B_2\) are independent.

Whereas the strong subadditivity property of von Neumann entropy \([25, 19]\) guarantees that \( I(X_1 + X_2 : X_2|B_1B_2) \geq 0 \), and therefore \( H(X_1 + X_2|B_1B_2) - H_1 \) is nonnegative, we employ a recently established breakthrough result by Fawzi and Renner \([8]\), giving a nontrivial lower bound on the quantum conditional mutual information, in order to derive our inequality (54). The result in [8] provides a lower bound based on the so-called Fidelity of Recovery. This bound has later been improved in several ways, including the structure of the involved recovery map \([37, 38, 39]\), stronger bounds in terms of the measured relative entropy \([40]\), and providing an operational interpretation \([41]\).

To apply the inequality from \([8]\), we introduce the quantum state \( \tau_{ACB} \) with binary (classical) registers \( A = X_1 + X_2 \) and \( C = X_2 \), and a quantum register \( B = B_1B_2 \):

\[
\tau_{ACB} := \text{CNOT}_{(X_1,X_2)\to(X_1+X_2,X_2)}(\rho^{X_1B_1} \otimes \rho^{X_2B_2})
\]

\[
= \frac{1}{4} |0\rangle_0 A \otimes |0\rangle_0 C \otimes \sigma_0^{B_1} \otimes \sigma_0^{B_2} + \frac{1}{4} |1\rangle_1 A \otimes |0\rangle_0 C \otimes \sigma_1^{B_1} \otimes \sigma_0^{B_2}
\]

\[
+ \frac{1}{4} |1\rangle_1 A \otimes |1\rangle_1 C \otimes \sigma_0^{B_1} \otimes \sigma_1^{B_2} + \frac{1}{4} |0\rangle_0 A \otimes |1\rangle_1 C \otimes \sigma_1^{B_1} \otimes \sigma_1^{B_2}
\]

\[
= \frac{1}{2} |0\rangle_C \otimes \omega_0^{AB_1} \otimes \sigma_0^{B_2} + \frac{1}{2} |1\rangle_C \otimes \omega_1^{AB_1} \otimes \sigma_1^{B_2},
\]

(56)

where we defined in the last line \( \omega_0^{AB_1} := \frac{1}{3} (|0\rangle_0 A \otimes \sigma_0^{B_1} + |1\rangle_1 A \otimes \sigma_1^{B_1}) \) and \( \omega_1^{AB_1} := \frac{1}{3} (|0\rangle_0 A \otimes \sigma_1^{B_1} + |1\rangle_1 A \otimes \sigma_0^{B_1}) \) for later convenience. The main result of \([8]\) now says that there exists a quantum channel \( \mathcal{R}_{B\to AB} \) such that the following inequality holds:

\[
H(X_1 + X_2|B_1B_2) - H_1 = I(A:C|B)_\tau \geq -2 \log F(\tau_{ACB}, \mathcal{R}'_{B\to AB}(\tau_{CB}))
\]

\[
= -2 \log \left[ \frac{1}{2} F(\omega_0^{AB_1} \otimes \sigma_0^{B_2}, \mathcal{R}_{B\to AB}(\sigma_0^{B_1} \otimes \sigma_0^{B_2})) + \frac{1}{2} F(\omega_1^{AB_1} \otimes \sigma_1^{B_2}, \mathcal{R}'_{B\to AB}(\sigma_1^{B_1})) \right]
\]

\[
= -2 \log \left[ \frac{1}{2} F(\omega_0^{AB_1} \otimes \sigma_0^{B_2}, \mathcal{R}_{B\to AB}(\sigma_0^{B_1} \otimes \sigma_0^{B_2})) + \frac{1}{2} F(\omega_1^{AB_1} \otimes \sigma_1^{B_2}, \mathcal{R}_{B\to AB}(\sigma_1^{B_1})) \right] ,
\]

(59)

where we introduced \( \sigma^{B_1} := \frac{1}{2} (\sigma_0^{B_1} + \sigma_1^{B_1}) \) and used in the third line that both \( \tau_{ACB} \) and \( \mathcal{R}'_{B\to AB}(\tau_{CB}) \) are block-diagonal on the \( C \)-system to partially evaluate the fidelity, and in the fourth line defined the quantum channel \( \mathcal{R}_{B\to AB}(\sigma_0^{B_2}) := \mathcal{R}'_{B\to AB}(\sigma_0^{B_1} \otimes \sigma_0^{B_2}) \).

To obtain a nontrivial lower bound on \( H(X_1 + X_2|B_2|B_2) - H_1 \), we now derive a nontrivial upper bound on the expression in the square brackets in (59). Our derivation will involve a triangle inequality on the set of quantum states in order to "join" the two states \( \mathcal{R}_{B\to AB}(\sigma_{0,1}) \) occurring in this expression. There are various ways to turn the quantum fidelity \( F \) into a metric (in particular, to satisfy the triangle inequality) \([30]\), e.g. the geodesic distance \( A(\rho, \sigma) := \arccos F(\rho, \sigma) \) \([19]\), the Bures metric \( B(\rho, \sigma) := \sqrt{1 - F(\rho, \sigma)^2} \) \([42]\), or the purified distance \( P(\rho, \sigma) := \sqrt{1 - F(\rho, \sigma)^2} \) \([43, 44]\). The following derivation can be done analogously with either of the three, but in the end the best bound will follow via the geodesic distance \( A \), which we therefore use.
Using the concavity of the $\arccos$ function on the interval $[0, 1]$ in the first step and abbreviating $\mathcal{R} := \mathcal{R}_{B_2 \rightarrow AB}$, we obtain:

$$\arccos \left[ \frac{1}{2} F(\omega_0^{AB_1} \otimes \sigma_0^{B_2}, \mathcal{R}(\sigma_0^{B_2})) + \frac{1}{2} F(\omega_1^{AB_1} \otimes \sigma_1^{B_2}, \mathcal{R}(\sigma_1^{B_2})) \right]$$

$$\geq \frac{1}{2} A(\omega_0^{AB_1} \otimes \sigma_0^{B_2}, \mathcal{R}(\sigma_0^{B_2})) + \frac{1}{2} A(\omega_1^{AB_1} \otimes \sigma_1^{B_2}, \mathcal{R}(\sigma_1^{B_2}))$$

$$\geq \frac{1}{2} A(\omega_0^{AB_1} \otimes \sigma_0^{B_2}, \omega_1^{AB_1} \otimes \sigma_1^{B_2}) - \frac{1}{2} A(\mathcal{R}(\sigma_0^{B_2}), \mathcal{R}(\sigma_1^{B_2}))$$

$$\geq \frac{1}{2} \arccos[F(\omega_0^{AB_1}, \omega_1^{AB_1}) F(\sigma_0^{B_2}, \sigma_1^{B_2})] - \frac{1}{2} A(\sigma_0^{B_2}, \sigma_1^{B_2})$$

$$= \frac{1}{2} \arccos[F(\sigma_0^{B_1}, \sigma_1^{B_1})] F(\sigma_0^{B_2}, \sigma_1^{B_2}) - \frac{1}{2} A(\sigma_0^{B_2}, \sigma_1^{B_2})$$

$$= \frac{1}{2} \arccos[f(g)] - \frac{1}{2} \arccos g,$$

where in the third line we used the triangle inequality along the path $\omega_0^{AB_1} \otimes \sigma_0^{B_2} \rightarrow \mathcal{R}(\sigma_0^{B_2}) \rightarrow \mathcal{R}(\sigma_1^{B_2}) \rightarrow \omega_1^{AB_1} \otimes \sigma_1^{B_2}$, in the fourth line we used that the fidelity is nondecreasing under quantum channels and multiplicative on tensor product states, and in the last two lines we evaluated and abbreviated $F(\omega_0^{AB_1}, \omega_1^{AB_1}) = F(\sigma_0^{B_1}, \sigma_1^{B_1}) =: f$ and $F(\sigma_0^{B_2}, \sigma_1^{B_2}) =: g$. Since the $\arccos$ function is nonincreasing in $[0, 1]$, the last chain of inequalities yields an upper bound on the expression in square brackets in (59), and therefore:

$$H(X_1 + X_2 \mid B_1 B_2) - H_1 \geq -2 \log \cos \left[ \frac{1}{2} \arccos[f(g)] - \frac{1}{2} \arccos g \right].$$

(60)

As the last step, it is easy to verify that the right-hand-side of the inequality (60) is monotonically decreasing in $f \in [0, 1]$ for each fixed $g \in [0, 1]$, and monotonically increasing in $g$ for each fixed $f$. Therefore, in order to continue the lower bound (61), we can replace $f$ by an upper bound on $F(\sigma_0^{B_1}, \sigma_1^{B_1})$ that is consistent with the given value of $H_1 = H(X_1 \mid B_1)$; and similarly replace $g$ by a lower bound on $F(\sigma_0^{B_2}, \sigma_1^{B_2})$ consistent with $H_2 = H(X_2 \mid B_2)$. Exactly such upper and lower bounds are given in Theorem V.3 following from bounds on the concavity of the von Neumann entropy, and result in

$$H(X_1 + X_2 \mid B_1 B_2) - H_1 \geq -2 \log \cos \left[ \frac{1}{2} \arccos[(1 - 2h_2^{-1}(\log 2 - H_1))(e^{H_2} - 1)] - \frac{1}{2} \arccos[e^{H_2} - 1] \right],$$

(62)

showing that the first expression in the max in (54) is indeed a lower bound on $H(X_1 + X_2 \mid B_1 B_2)$.

The same reasoning with $\rho^{X_1 B_1}$ and $\rho^{X_2 B_2}$ interchanged shows that the second expression in the max in (54) is a lower bound on $H(X_1 + X_2 \mid B_1 B_2)$ as well.

To show that the third expression in the max in (54) is a lower bound on $H(X_1 + X_2 \mid B_1 B_2)$, we exploit the symmetries of binary input classical-quantum channels and their complementary channels under the polar transform. For this, we recall from Section V.A that

$$H(X_1 + X_2 \mid B_1 B_2) = H(W_1 \boxplus W_2) = H_1 + H_2 - \log 2 + H(W_1^+ \boxplus W_2^+).$$

(63)

Thus, we can obtain another lower bound on $H(X_1 + X_2 \mid B_1 B_2)$ by bounding the term $H(W_1^+ \boxplus W_2^+)$ from below using the first expression in the max in (54); this gives the following lower bound on $H(X_1 + X_2 \mid B_1 B_2)$:

$$\ldots \geq H_1 + H_2 - \log 2 + H(W_1^+) - 2 \log \cos \left[ \frac{1}{2} \arccos[(1 - 2h_2^{-1}(\log 2 - H(W_1^+))(e^{H(W_2^+)} - 1)] - \frac{1}{2} \arccos[e^{H(W_2^+)} - 1] \right],$$

which is exactly the third expression in the max in (54) as, again by (43), the channels $W_1^+ \boxplus W_2^+$ satisfy $H(W_1^+) = \log 2 - H_2$.

That the fourth expression in the max in (54) is a lower bound on $H(X_1 + X_2 \mid B_1 B_2)$ is obtained similarly from (63) by bounding the term $H(W_1^+ \boxplus W_2^+)$ from below using the second expression in the max in (54).

Remark VI.2. Since the $\arccos$ function is strictly monotonically decreasing in $[0, 1]$, one can see from the first expression in the max in (54) (cf. also (61)) that $H(X_1 + X_2 \mid B_1 B_2) = H_1$ is possible only if $H_1 = \log 2$ or $H_2 = 0$. Conversely, if $H_1 = \log 2$ or $H_2 = 0$ then actually $H(X_1 + X_2 \mid B_1 B_2) = H_1$ since: (a) $H_1 \leq H(X_1 + X_2 \mid B_1 B_2)$ holds due to (55) along with strong subadditivity; (b) $H(X_1 + X_2 \mid B_1 B_2) \leq \log 2$ holds as $X_1 + X_2$ is a binary register; (c) and we have, similarly to (55) together with the fact that the conditional entropy $H(X_2 \mid X_1 + X_2 \mid B_1 B_2)$ of a classical system is nonnegative:

$$H(X_1 + X_2 \mid B_1 B_2) \leq H(X_1 + X_2 \mid B_1 B_2) + H(X_2 \mid X_1 + X_2, B_1 B_2) = H(X_1, X_2 \mid B_1, B_2) = H(X_1 | B_1) + H(X_2 | B_2) = H_1 + H_2.$$
Therefore, a lower bound based on $f$ with $f \leq 0$ at those boundaries: The expressions (66) assume log to be the natural logarithm.

**Proof:** We follow the proof of Theorem VI.1 up until Eq. (61), which now reads

\[
H(X_1 + X_2|B_1B_2) - H \geq -2 \log \cos \left[ \frac{1}{2} \arccos (f^2) - \frac{1}{2} \arccos f \right]
\]  

(67) with $f := F(\sigma_0, \sigma_1)$. The right-hand-side of the last lower bound is monotonically increasing for $f \in [0, 1/\sqrt{3}]$ and monotonically decreasing for $f \in [1/\sqrt{3}, \log 2]$ since these statements hold for the function $f \mapsto \frac{1}{2} \arccos (f^2) - \frac{1}{2} \arccos f$. Therefore, a lower bound based on $e^{H - 1} \leq f \leq 1 - 2h_2^{-1}(\log 2 - H)$ from Theorem V.3 can be obtained by evaluating (67) at those boundaries:

\[
H(X_1 + X_2|B_1B_2) - H \geq \min \left\{ -2 \log \cos \left[ \frac{1}{2} \arccos ((e^H - 1)^2) - \frac{1}{2} \arccos (e^H - 1) \right], \\
-2 \log \cos \left[ \frac{1}{2} \arccos ((1 - 2h_2^{-1}(\log 2 - H))^2) - \frac{1}{2} \arccos (1 - 2h_2^{-1}(\log 2 - H)) \right] \right\}
\]  

(68)

Numerically, one sees that for $H \in \left[ \frac{1}{2} \log 2, \log 2 \right]$ (and even for $H \in [0.33, \log 2]$), the minimum in the last expression is attained by the second term, which gives

\[
H(X_1 + X_2|B_1B_2) \geq H \geq -2 \log \cos \left[ \frac{1}{2} \arccos ((1 - 2h_2^{-1}(\log 2 - H))^2) - \frac{1}{2} \arccos (1 - 2h_2^{-1}(\log 2 - H)) \right]
\]  

(69)
for $H \geq \frac{1}{2} \log 2$, and shows the second selector in \(65\). Analytically, one can easily show this statement for $H \in [\log(1 + 1/\sqrt{3}), \log 2]$, as this implies by Theorem \(VI.3\) that $f$ is in the range $f \in [1/\sqrt{3}, 1]$, where the function $f \mapsto \frac{1}{2} \arccos[f^2] - \frac{1}{2} \arccos f$ is monotonically decreasing and we have $e^H - 1 \leq 1 - 2h_2^{-1}(\log 2 - H)$ by Theorem \(VI.3\). The statement is also true for $H \in [0.33, \log(1 + 1/\sqrt{3})]$, for the following reason: First, the statement is easily numerically certified for $H = 0.33$; second, the function that maps $H$ to the first expression in the minimum in \(68\) is monotonically increasing for $H \in [0, \log(1 + 1/\sqrt{3})]$ since $H \mapsto e^H - 1$ is increasing from 0 to $1/\sqrt{3}$, where the right-hand-side of \(67\) is increasing in $f$; third, the function that maps $H$ to the second expression in the minimum in \(68\) is monotonically decreasing for $H \in [0.33, \log(1 + 1/\sqrt{3})]$ since the function $H \mapsto 1 - 2h_2^{-1}(\log 2 - H)$ is increasing and not smaller than $1 - 2h_2^{-1}(\log 2 - 0.33) \geq 0.76 \geq 1/\sqrt{3}$, where the right-hand-side of \(67\) is decreasing in $f$.

To prove the first selector in \(65\), i.e. the case $H \leq \frac{1}{2} \log 2$, we again use the reasoning via complementary channels as in the proof of Theorem \(VI.1\). Eq. \(66\) now reads:

\[
H(X_1 + X_2|B_1 B_2) = 2H - \log 2 + H(W^\perp \otimes W^\perp),
\]

where $W$ is the channel corresponding to the state $\rho^{X_1 B_1} = \rho^{X_2 B_2}$ and $W^\perp$ its complementary. Since $H(W^\perp) = \log 2 - H \geq \frac{1}{2} \log 2$ we can apply \(69\) to the channel $W^\perp$ to bound the last expression from below:

\[
\ldots \geq 2H - \log 2 + H(W^\perp) - 2 \log \cos \left[ \frac{1}{2} \arccos[(1 - 2h_2^{-1}(\log 2 - H(W^\perp)))^2] \right] - \frac{1}{2} \arccos[1 - 2h_2^{-1}(\log 2 - H(W^\perp))]\]

which with $H(W^\perp) = \log 2 - H$ gives finally the desired expression in the first selector in \(65\).

We show the more convenient lower bound \(66\) by using a few inequalities without formal proof. First we employ

\[
\frac{1}{2} \arccos[x^2] - \frac{1}{2} \arccos x \geq \frac{1}{2} \arccos[F^2] - \frac{1}{2} \arccos F \sqrt{1 - x} \quad \forall x \in [F, 1]
\]

for $F := 1 - 2h_2^{-1}(\frac{1}{2} \log 2)$, since the function $x \mapsto (\arccos[x^2] - \arccos[x]) / \sqrt{1 - x}$ is monotonically increasing in $x \in [0, 1)$. Using this in the first selector in \(65\), i.e. for $x = 1 - 2h_2^{-1}(H)$, we obtain for any $H \leq \frac{1}{2} \log 2$:

\[
H(X_1 + X_2|B_1 B_2) \geq H - 2 \log \cos \left[ c_1 \sqrt{2h_2^{-1}(H)} \right] \quad \text{where} \quad c_1 := \frac{1}{2} \arccos[F^2] - \frac{1}{2} \arccos F \sqrt{1 - \frac{1}{2} \log 2} \quad \text{and} \quad c_2 := \frac{1 - \cos x}{x^2} \bigg|_{x = c_1 \sqrt{2h_2^{-1}(\frac{1}{2} \log 2)}}
\]

similar as before, since the function $x \mapsto (1 - \cos x) / x^2$ is monotonically decreasing in $x \in [0, \pi/2] \ni c_1 \sqrt{2h_2^{-1}(\frac{1}{2} \log 2)}$.

From there we continue by first using the concavity of the log function:

\[
H(X_1 + X_2|B_1 B_2) \geq H + 4c_2 x^2 \cdot h_2^{-1}(H) \geq H + 4c_2 x^2 (1 - \epsilon^{-1}) \frac{H}{1 - \log H},
\]

where in the last step we employ a convenient lower bound on $h_2^{-1}$, containing Euler’s number $e$. The first selector now follows by $4c_2 x^2 (1 - \epsilon^{-1}) \geq 0.083$, and the second selector in \(66\) by interchanging $H$ and $\log 2 - H$.

The lower bounds \(65\) and \(66\) from Theorem \(VI.1\) are shown in Fig. 4, where they are also compared to the bound \(54\) that is obtained from Theorem \(VI.1\) in the case $H_1 = H_2 = H$. 
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Remark VI.4 (Potential improvements of lower bounds). Our lower bound $\Omega((\log 2-H) \log(\log 2-H))$ on $H(X_1 + X_2|B_1B_2) - H$ behaves, by expanding the right-hand-side of (67) for $f \to 1$, near the boundary $H \to \log 2$ like

$$\left(\frac{3}{2} - \sqrt{2}\right)(1-f) + O((1-f)^2) \bigg|_{f=1-2h_2^{-1}(\log 2-H)} = (3-\sqrt{8})h_2^{-1}(\log 2-H) + O((h_2^{-1}(\log 2-H))^2),$$

and thus vanishes faster than linearly $\propto (\log 2-H)$ as $H \to \log 2$ (see also Fig. 4), the behaviour for $H \to 0$ follows by mirror symmetry $H \leftrightarrow \log 2-H$ about $H = \frac{1}{2}\log 2$. On the other hand, the bound vanishes at most as fast as $\Omega((\log 2-H)/(-\log(\log 2-H)))$ according to (66).

In contrast to this, our conjectured optimal lower bound from Conjecture VII.1 below posits that $H(X_1 + X_2|B_1B_2) - H$ does not vanish faster than the linear behaviour $\log(2-H) + O(\log 2-H)$ for $H \to \log 2$. When $\sigma_0, \sigma_1$ from Theorem VI.3 are pure states then $H = \log 2 - h_2((1-f)/2) \log(1-f) / \log(1-f)$ for $H \to \log 2$ and one can easily compute $H(X_1 + X_2|B_1B_2) - H = h_2((1-f)/2) - (1-f)\log 2 + O((1-f)^2\log(1-f)) = (\log 2-H) + O(\log 2-H)$ for $H \to \log 2$ (see also Section VII for our conjectured optimal states).

If one would like to prove such a linear lower bound $\Omega(\log 2-H)$ on $H(X_1 + X_2|B_1B_2) - H$ for $H \to \log 2$ by our proof strategy generally, one would have to improve the lower bound (67) near $f \to 1$ from the linear behaviour $\Omega(1-f)$ (see (71)) by a logarithmic factor, e.g. improve it to $\Omega((1-f)\log(1-f)) = \Omega(h_2((1-f)/2))$ (which matches the behaviour in the pure state case described in the previous paragraph). In this respect, note that the upper bound $f \leq 1-2h_2^{-1}(\log 2-H)$, which is also used in our derivation (by Theorem VI.3), cannot be improved since it is tight in the pure state case.

It is unlikely that the “missing” logarithmic factor in the desired $\Omega(1-f)\log(1-f)$ bound on the right-hand-side of (67) near $f \to 1$ is due to the use of concavity, triangle inequality, and monotonicity in the part (60) of our derivation. Rather, it is the crucial Fawzi-Renner bound itself [67] that we use in step (58) which does not seem to be strong enough: To support this statement, we evaluate the inequality (58) again in the special setting of Theorem VI.3 (i.e. $\sigma^{B_1} = \sigma^{B_2} = \sigma_0$ and $\sigma^{F_{\text{Petz}}} = \sigma_1$) with pure states $\sigma_0, \sigma_1$ with fidelity $f = F(\sigma_0, \sigma_1)$, and even under the optimistic assumption that the so-called Petz recovery map $R_{\text{Petz}}^{F_{\text{Petz}}}$ applied in an optimal way would give a valid lower bound (which is not known to be true, and thus marked with ‘?’ in the following), we would only obtain the following lower bound instead of (58):

$$H(X_1 + X_2|B_1B_2) - H = I(A:C|B),
\geq \max \left\{-2\log F(\tau_{A,B}, R_{\text{Petz}}^{F_{\text{Petz}}}(\tau_{A|B})), -2\log F(\tau_{A|B}, R_{\text{Petz}}^{F_{\text{Petz}}}(\tau_{A|B}))\right\},
= \max \left\{-\log \left[\frac{1}{2} (1 + f^4 + (1-f^2)\sqrt{1+f^2})\right], -\log \left[\frac{1}{2} (1 + f^2 + (1-f^2)\sqrt{1+f^2})\right]\right\},
= -\log \left[\frac{1}{2} (1 + f^2 + (1-f^2)\sqrt{1+f^2})\right],
= (1-f) + O((1-f)^{3/2}) \text{ as } f \to 1,$$

which is again linear $O(1-f)$ and thus not $\Omega(1-f)\log(1-f)$, even though there is only one (optimistically assumed Fawzi-Renner-type) inequality in this computation.

One may hope that the desired logarithmic factor may come into a bound $\Omega(1-f)\log(1-f)$ improving (67) by use of recovery results employing the measured relative entropy $D_M \geq F$ instead of the fidelity $\Omega(1-f)$, (44), (40), (38), (37). We leave this possibility for further investigation. In particular, the convex programming formulations of the measured relative entropy of recovery in (43) may prove useful for this purpose. During such a derivation, one may need to keep more information about the involved states $\sigma_0, \sigma_1$ than their fidelity $f = F(\sigma_0, \sigma_1)$.

As a last note, we remark that, instead of exploiting (68) in the regime of large $H \in [\frac{1}{2}\log 2, \log 2]$ and afterwards symmetrizing the bound into the regime $H \in [0, \frac{1}{2}\log 2]$ (via (70)), one could instead have exploited (68) in the regime of small $H \in [0, \frac{1}{2}\log 2]$ and later symmetrized towards large $H$. Any bounds that can be obtained in this way will, however, never be better than quadratic at the boundaries, i.e. they will behave like $O(H^2)$ for $H \to 0$ and thus $O((\log 2-H)^2)$ for $H \to \log 2$, and will therefore be inferior to (65) and (66) at the boundaries. The reason for this is that: (a) no lower bound in terms of the fidelity $f$ akin to (67) can be better than $f^2/2 + O(f^4)$ near $f \to 0$, because this is the behaviour of $H(X_1 + X_2|B_1B_2) - H$ in the pure state case described above; (b) no lower bound on $f$ can be larger than linear in $H$ for $H \to 0$ (such as, e.g., the desired $f \geq \Omega(\sqrt{H})$, because the (mixed) states $\sigma_0 = \text{diag}(f, 1-f, 0)$, $\sigma_1 = \text{diag}(f, 0, 1-f)$ satisfy the linear relation $f = F(\sigma_0, \sigma_1) = H/\log 2$.

VII. CONJECTURES FOR OPTIMAL BOUNDS

In this section we will present conjectures on what the optimal bounds for information combining with quantum side information might be, i.e. the generalization of the inequalities in Eq. (16) to the case of quantum side information.

First we give a conjecture for a lower bound in analogy to the Mrs. Gerbers Lemma (compare to the left inequality in Eq. (16)):
Conjecture VII.1. [Quantum Mrs. Gerber’s Lemma] Let $\rho^{X_1B_1}$ and $\rho^{X_2B_2}$ be classical quantum states with conditional entropy $H_1 = H(X_1|B_1)$ and $H_2 = H(X_2|B_2)$ respectively. Then the following entropy inequality holds:

$$H(X_1 + X_2|B_1B_2) \geq \begin{cases} h(h^{-1}(H_1) * h^{-1}(H_2)) & \text{if } H_1 + H_2 \leq \log 2 \\ H_1 + H_2 - \log 2 + h(h^{-1}(\log 2 - H_1) * h^{-1}(\log 2 - H_2)) & \text{if } H_1 + H_2 \geq \log 2 \end{cases} \quad (72)$$

Additionally, we conjecture the following upper bound (compare to the right inequality in Eq. (16)):

Conjecture VII.2 (Upper bound). Let $\rho^{X_1B_1}$ and $\rho^{X_2B_2}$ be classical quantum states with conditional entropy $H_1 = H(X_1|B_1)$ and $H_2 = H(X_2|B_2)$ respectively. Then the following entropy inequality holds:

$$H(X_1 + X_2|B_1B_2) \leq \log 2 - \frac{\left(\log 2 - H_1\right)\left(\log 2 - H_2\right)}{\log 2}. \quad (73)$$

In the following we will discuss several observations that give strong evidence in favour of our conjectures.

A. Quantum states that achieve equality

First we will discuss the states that achieve equality in the conjectured inequalities. It can easily be seen that the classical half (i.e. the first selector in Eq. (72) of Conjecture VII.1) can be achieved by embedding a BSC into a classical quantum state as follows (with $p \in [0, 1]$ chosen accordingly):

$$\rho = \frac{1}{2} |0\rangle\langle0| \otimes (p |0\rangle\langle0| + (1 - p) |1\rangle\langle1|) + \frac{1}{2} |1\rangle\langle1| \otimes ((1 - p) |0\rangle\langle0| + p |1\rangle\langle1|). \quad (74)$$

Optimality of these states follows from the inequality in the classical Mrs. Gerber’s Lemma (and can also be verified easily by calculating the entropy terms). Possibly more interesting is the quantum half of Conjecture VII.1. The optimal states represent binary classical-quantum channels with pure output states and can therefore be represented as

$$\rho = \frac{1}{2} |0\rangle\langle0| \otimes |\Psi_0\rangle\langle\Psi_0| + \frac{1}{2} |1\rangle\langle1| \otimes |\Psi_1\rangle\langle\Psi_1|, \quad (75)$$

where $\Psi_0$ and $\Psi_1$ are pure states. Due to unitary invariance we can choose them to be $|\Psi_0\rangle = (\frac{1}{\sqrt{2}})$ and $|\Psi_1\rangle = (\frac{\cos \alpha}{\sin \alpha})$. Again this can be verified by simply calculating the involved entropies. Unfortunately this calculation is not very insightful, therefore we choose to give an alternative proof, which might also give some intuition towards why our conjectured lower bound has the given additional symmetry. The alternative proof will be based on the concept of dual channels as explained in Section IV-A.

Let’s fix $W_1$ and $W_2$ to be channels with pure output states of the form in Equation (48) and therefore dual channels of BSCs. With the above arguments we can now show in an intuitive way that channels of this form achieve equality for the quantum side of our conjecture:

$$H(W_1 \oplus W_2) = H(W_1) + H(W_2) - H(W_1 \otimes W_2) \quad (76)$$

$$= H(W_1) + H(W_2) - \log 2 + H(W_1^\perp \oplus W_2^\perp) \quad (77)$$

$$= H(W_1) + H(W_2) - \log 2 + h(h^{-1}(H(W_1^\perp)) * h^{-1}(H(W_2^\perp))) \quad (78)$$

$$= H(W_1) + H(W_2) - \log 2 + h(h^{-1}(\log 2 - H(W_1)) * h^{-1}(\log 2 - H(W_2))), \quad (79)$$
Fig. 6. These pictures present some of the numerical evidence gathered to test Conjectures VII.1 and VII.2. Plotted is $H(X_1 + X_2 | B_1 B_2) - H$ when $H_1 = H_2 = H$ against $H$. For each of the examples classical-quantum states of the form in Equation (81) where randomly generated. Those on the left with $p = \frac{1}{2}$ and those on the right with $p \in [0, 1]$ at random, those on the top with quantum states of dimension $d = 2$ and the bottom ones with dimension $d = 4$. Each plot contains 50000 examples.

where the first inequality follows from the chain rule for mutual information, the second one from Equation 44, the third from the classical Mrs. Gerber's Lemma and the final one from Equation 43. Note that the equality holds because in the classical Mrs. Gerber's Lemma binary symmetric channels achieve equality.

Remark VII.3. With an argument along the same lines one can prove immediately that our conjectured lower bound is true not only for all states that are classical channels (or embeddings of such) but also for all states that are duals of such classical channels.

Now, let's look at Conjecture VII.2. From the classical upper bound it can be easily seen that equality is achieved by embeddings of binary erasure channels, which give the following class of states

$$
\rho = \frac{1}{2} |0\rangle\langle 0| \otimes ((1 - \epsilon) |0\rangle\langle 0| + \epsilon |e\rangle\langle e|) + \frac{1}{2} |1\rangle\langle 1| \otimes ((1 - \epsilon) |1\rangle\langle 1| + \epsilon |e\rangle\langle e|).
$$

(80)

Remark VII.4. It is interesting to note – concerning the duality relations used before – that the upper bound can coincide with the quantum bound because the dual channel of a BEC with error probability $\epsilon$ is again a channel from the same family, i.e. a BEC with error probability $1 - \epsilon$.

B. Numerical evidence

Naturally we tested our Conjectures VII.1 and VII.2 by numerical examples. For those we generated classical-quantum states of the form

$$
\rho^{X B} = p|0\rangle\langle 0|_X \otimes \rho_0^B + (1 - p)|1\rangle\langle 1|_X \otimes \rho_1^B,
$$

(81)

where $\rho_0^B$ and $\rho_1^B$ are randomly chosen quantum states of dimension $d \in \{2, 3, 4, 5, 6\}$, using the over-parametrized generation method (see e.g. [46]), and $p$ is either fixed $p = \frac{1}{2}$ or drawn at random from $p \in [0, 1]$. We then used each of these states to calculate the exact value of $H(X_1 + X_2 | B_1 B_2)$ with $H_1 = H_2 = H$ and compared it to our conjectured bounds. For all 10 combinations we tested our conjectures with several 100000 resulting classical-quantum states. No violations of our bounds were found. We furthermore found that the states coming close to our conjectured bounds are close to the conjectured optimal forms stated in Section VII-A.

We remark that while none of the generated states violated our conjectured bounds, violation of the classical lower bound was easily observed. A sample of our numerics is shown in Figure 6 (That this violation of the classical lower bound must occur is clear from the analytic results of Section VII-A).

Additionally we carried out similar numerics for the case of two different classical-quantum states, i.e. with differing entropies $H_1 \neq H_2$. Again, we found no violation of Conjectures VII.1 and VII.2.

VIII. APPLICATION TO CLASSICAL-QUANTUM POLAR CODES

In this section we apply the above results to classical-quantum Polar codes. We will first introduce the concept and the necessary technical aspects of Polar codes. Then we will show how our results can be used to translate a simple proof of
polarization from the classical-classical case to the classical-quantum case. Our results also allow us to prove polarization for non-stationary channels. Finally, we will describe the impact of our quantitative bounds from Section [VI] on the speed of polarization of cq-Polar codes and comment on the possible speed when assuming our conjectured lower bound from Conjecture [VII.1]

A. Introduction to cq-Polar codes

Polar codes were introduced by Arikan as the first classical constructive capacity achieving codes with efficient encoding and decoding [4]. The underlying idea of Polar codes is that by adding the input bit of a later channel onto one of an earlier channel, that earlier channel becomes harder to decode while providing side-information for decoding the later one. Polar Codes rely on an iteration of this scheme, which essentially leads to almost perfect or almost useless channels, combined with a successive cancellation decoder. This decoder attempts to decode the output bit by bit, assuming at each step full knowledge of previously received bits while ignoring later outputs. Since information is sent only via channels that polarize to (almost) perfect channels while useless channels transmit so called frozen bits, which are known to the receiver, this decoder can achieve a very low error probability. In fact, it was proven in [42] that the block error probability scales as $O(2^{-N^\beta})$ (for any $\beta < 1/2$).

Based on the classical setting, Polar codes were later generalized to channels with quantum outputs [7]. These quantum polar codes inherit many of the desirable features like the efficient encoder and the exponentially vanishing block error probability [7], [48], while especially the efficient decoder remains an open problem [49].

Since their introduction Polar codes have been investigated in many ways, like adaptations to many different settings in classical [50], [51] and quantum information theory [52], [53].

In particular, in the classical setting, Polar codes have been generalized to non-stationary channels [5] and it was shown that the exponentially vanishing block error rate can be achieved with just a polynomial block length [6]. Both of these results have not so far been extended to the classical-quantum setting, and their proofs rely heavily on the classical Mrs. Gerbers Lemma.

Let us now look at the relationship between bounds on information combining and Polar codes. The most natural quantity to track the quality of a channel during the polarization process is its conditional entropy (or equivalently, for symmetric channels, its mutual information), and the most basic element in Polar coding is the application of a CNOT gate. As described above, from such an application we can derive one channel that is worse then either of the two original channels, and one that is better (in terms of their conditional entropy). The worse channel is usually denoted by $(W_1, W_2)^-$ and the better one by $(W_1, W_2)^+$, where $W_1$ and $W_2$ are the original channels. It turns out that (see Section [IV])

$$H((W_1, W_2)^-) = H(X_1 + X_2 | Y_1 Y_2) = H(W_1 \oplus W_2)$$

and

$$H((W_1, W_2)^+) = H(X_2 | X_1 + X_2, Y_1 Y_2) = H(W_1 \circledast W_2).$$

Naturally, the same is true for the corresponding quantities based on the channel mutual information $I(W)$, which we recall is defined by $I(W) := \log 2 - H(W)$ for the case of symmetric channels, which is the only case we consider here.

Therefore, it is intuitive that good bounds on information combining can be very helpful for investigating specific properties of Polar codes and in particular the of the polarization process. This is because those bounds allow to characterize the difference in entropy between the synthesized channels $(W_1, W_2)^-$ and $(W_1, W_2)^+$ and the original channels $W_1, W_2$.

B. Polarization for stationary and non-stationary channels

Polarization is one of the main features of Polar codes and crucial for their ability to achieve capacity. It was first proven in the classical setting in [4] by showing convergence of certain martingales and a similar approach has later been used to establish polarization for classical-quantum Polar codes in [7]. Recently a conceptually simpler proof of polarization has been found in [5] making use of the classical Mrs. Gerbers Lemma as its main tool. Besides its more intuitive approach, one of the main advantages of this new proof is that it can be extended to non-stationary channels, while the martingale approach is only known to work for stationary channels.

In this section we show that our results from Section [VI] are sufficient to extend the polarization proof from [5] to the setting of classical-quantum channels, and also to prove polarization for non-stationary classical-quantum channels. The main observation that enables us to translate the classical proofs is the following Lemma.

**Lemma VIII.1.** Let $W_1$ and $W_2$ be two classical-quantum binary and symmetric channels with $I(W_1), I(W_2) \in [a, b]$, then the following holds

$$I((W_1, W_2)^+) - I((W_1, W_2)^-) \geq |I(W_1) - I(W_2)| + \mu(a, b),$$

where $\mu(a, b) > 0$ whenever $0 < a < b < \log 2$.

**Proof:** The statement follows from the results in Section [VI] in particular Remark [VI.2] To see this, note that

$$I((W_1, W_2)^+) - I((W_1, W_2)^-) - |I(W_1) - I(W_2)| = 2(H((W_1, W_2)^-) - \max\{H(W_1), H(W_2)\})$$
where the last line is written in the notation of Remark VIII.2. Since our lower bound \((34)\) from Theorem VIII.1 is continuous in \(H_1, H_2\) and equals 0 only on the boundary, given by the condition \(H_1 \in \{0, \log 2\}\) or \(H_2 \in \{0, \log 2\}\), we obtain a strictly positive uniform lower bound \(\mu(a, b) > 0\) on Eq. (85) for \(H_1, H_2 \in [b, \log 2 - a]\) with \(0 < a < b < \log 2\) (see also Fig. 3). ■

In the usual setting of stationary channels it is enough to consider the two original channels \(W_1 = W_2 = W\) to be equal in which case Equation (34) simplifies to

\[
\Delta(W) := I(W^+) - I(W^-) \geq \kappa(a, b),
\]

if \(I(W) \in [a, b]\). With this tool we are now ready to address the question of polarization for classical-quantum channel. First we will look at stationary channels and prove polarization in the classical-quantum setting. As mentioned before this result was already achieved in [7], but we will give an alternative simple proof based on [5].

**Theorem VIII.2.** For any classical-quantum BMSC \(W\) and any \(0 < a < b < \log 2\), the following holds

\[
\lim_{n \to \infty} \frac{1}{2^n} \# \{s^n \in \{+, -\}^n : I(W^n) \in [0, a]\} = 1 - I(W)/\log 2,
\]

\[
\lim_{n \to \infty} \frac{1}{2^n} \# \{s^n \in \{+, -\}^n : I(W^n) \in [a, b]\} = 0,
\]

\[
\lim_{n \to \infty} \frac{1}{2^n} \# \{s^n \in \{+, -\}^n : I(W^n) \in (b, \log 2]\} = I(W)/\log 2.
\]

**Proof:** The proof follows essentially the one in [5] adjusted to the classical-quantum setting considered in our work. We will nevertheless state the important steps in the proof here. We start with a given classical-quantum channel \(W\) and arbitrary \(0 < a < b < \log 2\). We define the following

\[
\alpha_n(a) := \frac{1}{2^n} \# \{s \in \{+, -\}^n : I(W^s) \in [0, a]\},
\]

\[
\theta_n(a, b) := \frac{1}{2^n} \# \{s \in \{+, -\}^n : I(W^s) \in [a, b]\},
\]

\[
\beta_n(b) := \frac{1}{2^n} \# \{s \in \{+, -\}^n : I(W^s) \in (b, \log 2]\},
\]

where \(s := s^n\) to simplify the notation. Furthermore we will need to additional quantities

\[
\mu_n = \frac{1}{2^n} \sum_{s \in \{+, -\}^n} I(W^s)
\]

and

\[
\nu_n = \frac{1}{2^n} \sum_{s \in \{+, -\}^n} [I(W^s)]^2.
\]

Now, it follows directly from the chain rule (Equation (34)) that

\[
\mu_{n+1} = \mu_n = I(W).
\]

It can also be seen that

\[
\nu_{n+1} = \frac{1}{2^{n+1}} \sum_{s \in \{+, -\}^{n+1}} I(W^s)^2
\]

\[
= \frac{1}{2^n} \sum_{s \in \{+, -\}^n} \left[ \frac{1}{2} [I(W^s)^2 + I(W^s)^2] \right]
\]

\[
= \frac{1}{2^n} \sum_{s \in \{+, -\}^n} I(W^s)^2 + \left( \frac{1}{2} \Delta(W) \right)^2
\]

\[
\geq \nu_n + \frac{1}{4} \theta_n(a, b) \kappa(a, b)^2,
\]

where \(\Delta(W)\) has been defined in (86) and we take \(\kappa(a, b) > 0\) from Lemma VIII.1. It follows that \(\nu_n\) is monotonically increasing and, since it is also bounded, therefore converging. Particularly we can use it to bound \(\theta_n(a, b)\) by

\[
0 \leq \theta_n(a, b) \leq 4 \frac{\nu_{n+1} - \nu_n}{\kappa(a, b)^2}
\]

and therefore conclude that \(\lim_{n \to \infty} \theta_n(a, b) = 0\). Next we show that

\[
I(W) = \mu_n \leq a \alpha_n(a) + b \theta_n(a, b) + (\log 2) \beta_n(b)
\]
Theorem VIII.3. \[ \alpha \text{ with } \mu \text{ with } n \text{ a fixed channel } \beta \text{ the channel position. From here we can define the coding steps similar to the classical case recursively as } \]

\[
\text{extremal) the combination of different channels might not lead to a positive } \gamma \text{ if } \delta \epsilon \in \text{0}\text{steps. This has been made precise in [5] in a Corollary that we will also use here. It states that if } \]

\[
\text{where } \alpha \text{ and } \beta \text{ leads to } \]

\[
\lim \inf_{n \to \infty} \beta_n(b) \geq I(W)/\log 2. \]

Similarly upper bounding \(1 - \mu_n\) leads to

\[
\lim \inf_{n \to \infty} \alpha_n(a) \geq 1 - I(W)/\log 2. \]

Finally the original claim follows from the fact that \(\alpha_n(a) + \beta_n(b) \leq 1\).

Now we will look at classical-quantum Polar codes for non-stationary channels, following the treatment in [5]. Instead of a fixed channel \(W\) we start with a collection of channels \(W_{0,t}\), where the first index numbers the coding step and the second the channel position. From here we can define the coding steps similar to the classical case recursively as

\[
W_{n,Nm+j} = (W_{n-1,Nm+j}, W_{n-1,Nm+N/2+j})^- \]

\[
W_{n,Nm+N/2+j} = (W_{n-1,Nm+j}, W_{n-1,Nm+N/2+j})^+, \]

with \(n \geq 1, N = 2^n\) and \(0 \leq j \leq N/2 - 1\). With these definitions we can state the result for non-stationary channels.

**Theorem VIII.3.** For any collection of classical-quantum BMSC \(W_{0,t}\) and any \(0 < a < b < \log 2\), the following holds

\[
\lim_{n \to \infty} \lim_{T \to \infty} \frac{1}{T} \sum_{t<T} \#\{0 \leq t < T : I(W_{n,t}) \in [0, a)\} = 1 - \mu/\log 2, \]

\[
\lim_{n \to \infty} \lim_{T \to \infty} \frac{1}{T} \sum_{t<T} \#\{0 \leq t < T : I(W_{n,t}) \in [a, b]\} = 0, \]

\[
\lim_{n \to \infty} \lim_{T \to \infty} \frac{1}{T} \sum_{t<T} \#\{0 \leq t < T : I(W_{n,t}) \in (b, \log 2]\} = \mu/\log 2, \]

with \(\mu = \lim_{T \to \infty} \frac{1}{T} \sum_{t<T} I(W_{0,t})\), under the condition that \(\mu\) is well defined.

**Proof:** Again the proof will follow very closely the one in [5]. We start again by defining the fractions \(\alpha_n(a), \theta_n(a,b)\) and \(\beta_n(b)\) as the quantities under investigation before taking the limits over \(n\). Furthermore we will similarly to the last proof define the quantities

\[
\mu_n = \lim_{T \to \infty} \frac{1}{T} \sum_{t<T} I(W_{n,t}) \]

and

\[
\nu_n = \lim_{T \to \infty} \frac{1}{T} \sum_{t<T} I(W_{n,t})^2. \]

Note that from the assumption that the limit in \(\mu = \mu_0\) exists also follows that all \(\mu_n\) are well defined, the reasoning being the same as in the classical case (see [5]). Therefore it also follows that \(\mu_n = \mu_{n+1}\) as in the previous proof.

Next we are looking at the change in variance when combining two channels. From the general Lemma VIII.1 we can also deduce the following statement

\[
\Delta^2(W_1, W_2) := \frac{1}{2} [I((W_1, W_2)^-) + I((W_1, W_2)^+)] - \frac{1}{2} I(W_1)^2 + I(W_2)^2 \geq \zeta(a, b), \]

if \(I(W_1), I(W_2) \in [a, b]\), where \(\zeta(a, b) > 0\) whenever \(0 < a < b < 1\). This is sufficient to conclude that \(\nu_{n+1} \geq \nu_n\), however to relate their difference to \(\theta_n\) more work is needed. It is easy to see that in special cases (e.g. every second channel is already extremal) the combination of different channels might not lead to a positive \(\zeta(a, b)\) bounding \(\nu_{n+1} - \nu_n\). Nevertheless even those seemingly ineffective coding steps deterministically permute the channels and therefore allow for progress in later coding steps. This has been made precise in [5] in a Corollary that we will also use here. It states that if \(\theta_n(a,b) > \left(\frac{k}{k/2}\right)/2^k := \epsilon_k\), then

\[
\nu_{n+k} \geq \nu_n + \delta, \]

where \(\delta > 0\) is a quantity that depends only on \(k, \theta_n, a\) and \(b\). The proof in [5] is entirely algebraic and works also in our generalized setting. From this we can conclude, for every \(k \in \mathbb{N}\), that \(\theta_n \leq \epsilon_k\) holds for sufficiently large \(n\), and therefore

\[
\lim_{n \to \infty} \lim_{T \to \infty} \frac{1}{T} \#\{0 \leq t < T : I(W_{n,t}) \in [a, b]\} = 0, \]

since \(\lim_{k \to \infty} \epsilon_k = 0\).

The claims about \(\alpha_n\) and \(\beta_n\) now follow from the same reasoning as in the stationary case.
C. Speed of polarization

Applying our quantitative result from Theorem VIII.3 to the entropy change of binary-input classical-quantum channels under the polar transform, we now prove a quantitative result on the speed of polarization for i.i.d. binary-input classical-quantum channels. For our proof, we adapt the method of [6] to the $\sim H/(\log H)$ lower bound guaranteed by our Eq. (66), which is somewhat worse than the linear lower bound $\sim H$ for the classical-classical case in [6] see in particular Lemma 6; this is the reason that our following result does not guarantee a polynomial blocklength $\sim (1/\varepsilon)^\mu$, but only a subexponential one $\sim (1/\varepsilon)^{\alpha \log 1/\varepsilon}$. Under our Conjecture VII.1 however, we can show the same polynomial blocklength result as in [6] for classical-classical channels, as we will point out in Remark VIII.5. Note that we do not make any claim about efficient decoding of classical-quantum polar codes (e.g. with a circuit of subexponential size), which remains an open problem (see Section IX).

Theorem VIII.4 (Blocklength subexponential in gap to capacity suffices for classical-quantum binary polar codes). There is an absolute constant $\mu < \infty$ such that the following holds. For any binary-input classical-quantum channel $W$, there exists $a_W < \infty$ such that for all $\varepsilon > 0$ and all powers of two $N \geq a_W (1/\varepsilon)^{\alpha \log 1/\varepsilon}$, a polar code of blocklength $N$ has rate at least $I(W) - \varepsilon$ and block-error probability at most $2^{-N^{\delta/2}}$, where $I(W)$ is the symmetric capacity of $W$.

Proof: Our proof follows the proofs of [6] Propositions 5 and 10 (“rough” and “fine” polarization). The main reason why we can guarantee only a subexponential scaling here, lies in the rough polarization step (6 Proposition 5). In the following, we outline only the main differences to the proofs in [6] which are responsible for the altered scaling. As in [6] we define $T(W) := H(W)/(1 - H(W))$. Then [6] Lemma 8 is modified to

$$
E \left[ T(W_{n+1}^{(i)}) \right] \leq T(W_n^{(i)}) - \kappa \frac{T(W_n^{(i)/2})}{\log T(W_n^{(i)/2})}
$$

with some $\kappa > 0$. Using convexity we obtain the same relation for the full expectation values (similar to the equation in the proof of [6] Corollary 9):

$$
E[T(W_{n+1}^{(i)})] \leq E[T(W_n^{(i)})] - \kappa \frac{E[T(W_n^{(i)})]}{-\log E[T(W_n^{(i)})]}.
$$

This now does not anymore guarantee that the decrease of $E[T(W_n^{(i)})]$ is exponential in $n$, as in [6] Corollary 9] which was obtained from the recursion $E[T(W_{n+1}^{(i)})] \leq E[T(W_n^{(i)})] - \kappa E[T(W_n^{(i)})]$ (or the same recursion for $E[T(W_n^{(i)/2})]$). Thus, instead of the differential equation $\frac{d}{dn} f(n) = -\kappa f(n)$, the behaviour here is governed by the equation $\frac{d}{dn} f(n) = -\kappa \frac{f(n)}{-\log f(n)}$. This differential equation has the solution $f(n) = \exp[-\sqrt{2\kappa n + (\log f(0))^2}]$ (note, $f(n) \leq 1$ for all $n$) and we therefore obtain the following bound:

$$
E[T(W_n^{(i)})] \leq e^{-\sqrt{2\kappa n + (\log T(W_0^{(i)})^2)} } \leq e^{-\sqrt{2\kappa n}},
$$

guaranteeing the expectation value of $T(W_n^{(i)})$ to decrease at least superpolynomially with the number of polarization steps $n$.

This expectation value will thus be smaller than any $\delta > 0$ if only the number of polarization steps satisfies $n \geq \frac{1}{2\kappa} (\log \frac{1}{\delta})^2 \sim (\log \frac{1}{\delta})^2$. This expression can now be connected with the “fine polarization step” [6] Proposition 10] since for any fixed power $\delta \sim \varepsilon^p$ (with $\varepsilon$ from the statement of the theorem) we again obtain that $n \geq \widetilde{\mu} (\log \frac{1}{\delta})^2$ with some constant $\widetilde{\mu}$ suffices. Since the number $n$ of polarization steps is related to the blocklength $N$ via $N = 2^n$, we find that the constructed polar code has the desired properties as soon as the blocklength satisfies $N \geq 2\widetilde{\mu}(\log 1/\varepsilon)^2 = (1/\varepsilon)^{\mu \log 1/\varepsilon}$ (with $\mu = \widetilde{\mu} \log 2$). The constant $a_W$ from the theorem statement accounts for the fact that the above analysis is only valid for sufficiently small $\varepsilon$.

It is instructive to compare the reasoning in the previous paragraph with the blocklength result obtained in [6]. The bound obtained from $f(n)$ in this case is $E[T(W_n^{(i)})] \leq e^{-\kappa n}$, so that $n \geq \widetilde{\mu} \log \frac{1}{\varepsilon}$ suffices for $E[T(W_n^{(i)})] \leq \varepsilon^p$. This shows that a blocklength $N \geq 2\widetilde{\mu} \log 1/\varepsilon = (1/\varepsilon)^\mu$ suffices.

Remark VIII.5 (Polynomial blocklength suffices under Conjecture VII.1). If Conjecture VII.1 holds, then one can prove the same polynomial blocklength result as [6] Theorem 1 also for classical-quantum channels. The only part of the proof which has to be changed is [6] Lemma 6], where the classical Mrs. Gerber’s Lemma is to be replaced by Conjecture VII.1 However, this change does not even affect the numerical value of $\theta$ that can be chosen in [6] Lemma 6], since our conjectured optimal lower bound in the classical-quantum case is simply a symmetrization of the classical lower bound.
IX. CONCLUSION AND OPEN QUESTIONS

In this work we have investigated the problem of bounds on information combining when the side information available is quantum. This is a generalization of the classical problem of information combining which has found many applications in classical information theory. In particular we find a non-trivial lower bound on the conditional entropy of check nodes (or the minus polar transform) and accordingly an upper bound on that of variable nodes (or the plus polar transform).

On the way of proving this bound we find several technical results that are also of interest in their own merit, including a novel lower bound on the concavity of von Neumann entropy which we expect to also be useful in many other scenarios whenever a bound in terms of the fidelity is needed. Furthermore we show a direct relation between our problem and lower bounds on the conditional mutual information which have generated much attention recently. Our proof gives a direct application of the most prominent result, the lower bound by Fawzi and Renner in terms of the Fidelity of Recovery \cite{Fawzi15}. Nevertheless it also raises the question whether there are stronger bounds especially in the case when the conditioned systems are classical, which would allow to get closer to our conjectured bounds. Another important ingredient is the concept of channel duality. The fact that duality is not only useful in proving our bound, but also provides an intuitive explanation for the states that achieve our conjecture with equality (and therefore the additional symmetry in our conjecture), might point to a close relation between these two fields.

Finally, the application of our bounds to classical-quantum Polar coding allows us to prove new results, namely that non-stationary classical-quantum channels also experience polarization and that a sub-exponential block length is sufficient to achieve the optimal block-error rate for stationary Polar codes.

In the same manner we expect our results to also have applications in other coding scenarios, such as branching MERA and convolutional Polar codes \cite{Alsan14, Alsan15, Wilde14}. In general the applications of the classical bounds give natural possibilities for quantum extensions.

Lastly we would like to point out some open problems. The most obvious one being to find a proof for our conjectured bounds (see Section \ref{sec:open}), which comes along with several other open questions, such as a better understanding of conditioning on quantum system and duality in quantum information theory as well as new bounds on strong subadditivity. Also our given lower bound as well as the conjectured ones can be seen as special cases of the Mrs. Gerbers Lemma by Wyner and Ziv, which in their version not only applies to single copies of the channel but \(n\) copies. Since its discovery the Mrs. Gerbers Lemma has been generalized to many settings \cite{Gamal12, Richardson13, Arikan13, Guruswami13, Alsan14, Wilde14}, all of which pose natural open problems in the quantum setting. While the \(n\)-copy case could be useful in Shannon theory, generalization to non-binary inputs would have applications to coding such as Polar codes for arbitrary classical-quantum channels (see e.g. \cite{Alsan14, Wilde14, Wilde13}). A final question is whether an efficient decoding procedure (e.g., using a number of gates polynomial in the blocklength) exists for classical-quantum Polar codes \cite{Alsan13}.
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