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Abstract

We give a complete proof of the expression of capacities of a measure in terms of its Fourier transform
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1 Introduction

Given a Radon finite measure $\mu$ supported by a compact subset $E$ of $\mathbb{R}^d$ and a real number $\alpha$ such that $0 < \alpha < d$ the energy integral of $\mu$ with respect to the kernel $k(x) = |x|^{-\alpha}$ (or simply the $\alpha$–energy of $\mu$) is given by

$$I_\alpha(\mu) = \int \int \frac{d\mu(x)d\mu(y)}{|x-y|^\alpha}.\quad(1)$$

The measure $\mu$ is said to have finite energy with respect to $k$ if $I_\alpha(\mu) < \infty$. The set $E$ has positive capacity with respect to $k$ and write $\text{Cap}_\alpha(E) > 0$ if $E$ carries a non-zero Radon measure of finite energy with respect to $k$. If there is no such measure $E$ is said to have zero capacity with respect to this kernel and we write $\text{Cap}_\alpha(E) = 0$. By the celebrated Frostman theorem [3], the Hausdorff dimension of $E$ is equal to $\sup\{\alpha : \text{Cap}_\alpha(E) > 0\} = \inf\{\beta : \text{Cap}_\beta(E) = 0\}$. To show that a given compact subset $E$ has Hausdorff dimension $\geq \alpha$, it is sufficient to construct a non-zero finite Radon measure $\mu$ such that $I_\alpha(\mu) < \infty$. That is why capacities are very important in fractal geometry. (An interested reader can find more details on capacities and fractal geometry in the book by Kahane [4] and by Mattila [5]). It is known that, the $\alpha$–energy of $\mu$ is also given by

$$I_\alpha(\mu) = \frac{1}{(2\pi)^d} \int \hat{k}(u)\hat{\mu}(u)^2du,\quad(2)$$

---
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where $\hat{\mu}$ is the Fourier transform of $\mu$ and $\hat{k}$ the Fourier transform of the kernel $k$ in a sense to be precise later on. This formula is a cornerstone in the Fourier analysis of fractal properties of sets because in some sense it is easier to apply than computing the double integral in (1). It is also the only one formula known to the author that relates directly the Fourier transform of a measure on a fractal set to the Fourier transform of the kernel $k$. It is well known that if $E$ is a compact subset of $[0, 1]$ of Hausdorff dimension $\alpha$, and if $\mu$ is a probability measure whose support is contained in $E$, then the function $|u|^\beta \hat{\mu}(u)$ is unbounded for any $\beta > \alpha/2$. This is result is based on relation (2).

However in the literature, there is no complete proof of this result known to the author. The most cited proof is given in the book by Carleson [2, pp 22-23] and contains just some few lines. The proof by Mattila in his book [5, pp162-163] is, even though more detailed than the one by Carleson, contains also many gaps and exercises that are not obvious to fill. Due to the importance of this formula we have decided in this paper to improve and complete Mattila’s proof by giving more precision on the involved constants and filling all the gaps. The construction will be used to study (in collaboration with Fouché) the Hausdorff dimension of images of compact subsets by algorithmically Brownian motion.

We start by giving, in Section 2, some basics on Fourier transform of functions and tempered distribution in order to calculate the Fourier transform of the kernel $k$. This is borrowed in the book by Strichartz [7]. Next, in Section 3, we discuss Fourier transform of measures and convolution products. The proof itself is given in Section 4.

## 2 Fourier transform of integrable functions

Given a function $f \in L^1(\mathbb{R}^n)$, its Fourier transform is the function defined by

$$\hat{f}(u) = \int e^{iux} f(x) dx, \ u \in \mathbb{R}^n.$$  

(3)

The function $\hat{f}$ is continuous.

If $\hat{f}$ is also summable, that is, $\hat{f} \in L^1(\mathbb{R}^n)$, then we have the following Fourier inversion formula ([6], p 185):

$$f(x) = \frac{1}{(2\pi)^n} \int e^{-iux} \hat{f}(u) du, \ \text{almost everywhere in } \mathbb{R}^n.$$  

(4)

If $f_1, f_2 \in L^1(\mathbb{R}^n)$ and their Fourier transforms $\hat{f}_1, \hat{f}_2$ belong to $L^2(\mathbb{R}^n)$, then we have the formula ([6], p 187):

$$\frac{1}{(2\pi)^n} \int \hat{f}_1(u) \overline{\hat{f}_2(u)} du = \int f_1(x) \overline{f_2(x)} dx.$$  

(5)
In particular,
\[ \frac{1}{(2\pi)^n} \int |\hat{f}_1(u)|^2 du = \int |f_1(x)|^2 dx. \]
The Fourier transform of the Gaussian function
\[ f(x) = e^{-sx|x|^2}, \quad s > 0 \]
is given by (see for example [7], pp 38-41)
\[ \hat{f}(u) = \left(\frac{\pi}{s}\right)^{n/2} e^{-|u|^2/4s} \]
and will be used in the sequel.

3 Fourier transform of tempered distributions

We will need Fourier transforms of functions that are not necessarily in \( L^1(\mathbb{R}^n) \) but are locally integrable. The usual way to define their Fourier transforms is to consider them as tempered distributions.

Let us introduce the following common notations: For any \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \) and \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \),
\[
|\alpha| = \alpha_1 + \ldots + \alpha_n \\
x^\alpha = x_1^{\alpha_1} \ldots x_n^{\alpha_n} \\
\partial^\alpha = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \ldots \partial x_n^{\alpha_n}}.
\]
Consider an open subset \( W \) of \( \mathbb{R}^n \) and the linear space \( C_0^\infty(W) \) of \( C^\infty \)-functions defined on \( W \) having compact support. This space can be endowed by the structure of locally convex topological space as follows ([1], pp 24-25):
1. Write
\[ C_0^\infty(W) = \cup_{K \in \mathcal{K}} C_K^\infty(W) \]
where \( \mathcal{K} \) is the class of all compact subsets of \( W \), and \( C_K^\infty(W) \) the subset of \( C_0^\infty(W) \) whose elements have support in \( K \).
2. Endow \( C_K^\infty(W) \) with the topology defined by the family of norms
\[ p_i(\phi) = \sup\{|\partial^\alpha \phi(x)| : x \in K, |\alpha| \leq i\}, \quad i \in \mathbb{N} \]
that is, consider the neighborhood system of zero to be the family of balls
\[ B_i(r) = \{\phi \in C_K^\infty(W) : p_i(\phi) < r\}, \quad r > 0 \quad \text{and} \quad i \in \mathbb{N}. \]
3. Endow \( C_0^\infty(W) \) with the inductive limit topology of the topologies on the \( C_K^\infty(W) \)'s,
that is, the neighborhood system of zero is the class of subsets $U \in C_0^\infty(W)$ such that $U \cap C_0^\infty(W)$ is a neighborhood of zero in $C_0^\infty(W)$ and that $U$ is convex and balanced in the sense that, for any $f \in U$ and $\lambda \in \mathbb{C}$ such that $|\lambda| \leq 1$, $\lambda f \in U$ holds.

The space $C_0^\infty(W)$ endowed with this topology is denoted $\mathcal{D}(W)$.

**Definition 1** A distribution on $W$ is a continuous linear functional on $\mathcal{D}(W)$.

The set of distributions on $W$ is denoted $\mathcal{D}'(W)$. For any locally integrable function $f$ on $W$, the linear functional

$$\langle f, \phi \rangle = \int_W f(x)\phi(x)dx, \ \phi \in \mathcal{D}(\mathbb{R}^n),$$

is a distribution on $W$. Another important example of distribution is the classical Dirac distribution $\delta_x, x \in \mathbb{R}^n$ defined by

$$\langle \delta_x, \phi \rangle = \phi(x), \ \phi \in \mathcal{D}(\mathbb{R}^n).$$

We will simply denote $\delta_0$ as $\delta$. Any Borel measure $\mu$ with compact support defined on $\mathbb{R}^n$ induces a distribution on $\mathbb{R}$ by

$$\langle \mu, \phi \rangle = \int \phi(x)d\mu(x), \ \phi \in \mathcal{D}(\mathbb{R}^n)$$

**Definition 2** A sequence $(T_n)$ in $\mathcal{D}'(W)$ converges (weakly) to $T$ if for every $\phi \in \mathcal{D}(W)$, the sequence $(T_n, \phi)$ converges to $(T, \phi)$ in $\mathcal{C}$.

Usually, it is useful to consider the Dirac distribution as the limit of a sequence of integrable functions. The following proposition gives such a sequence ([1], pp 48-49):

**Proposition 3** For any nonnegative integrable function $f$ on $\mathbb{R}^n$ such that

$$\int f(x)dx = 1,$$

the family $(f_\epsilon), \epsilon > 0$ defined by

$$f_\epsilon(x) = \frac{1}{\epsilon^n}f\left(\frac{x}{\epsilon}\right)$$

converges to $\delta$ in $\mathcal{D}'(\mathbb{R}^n)$ as $\epsilon \to 0$.

An example is given by

$$f_\epsilon(x) = \frac{1}{(\pi\epsilon)^{-n/2}}e^{-|x|^2/\epsilon}.$$
Definition 4 A function $\phi \in C^\infty(\mathbb{R})$ is said to be rapidly decreasing if

$$\sup_{x \in \mathbb{R}^n} |x^\alpha \partial^\beta \phi(x)| < \infty$$

for all multi-indices $\alpha$ and $\beta$. This is equivalent to

$$\sup_{|\beta| \leq m} \sup_{x \in \mathbb{R}^n} (1 + |x|^2)^m |\partial^\beta \phi(x)| < \infty,$$

for all integers $m \geq 1$.

The space of rapidly decreasing functions on $\mathbb{R}^n$ is denoted $\mathcal{S}(\mathbb{R}^n)$. It is a linear topological space where the topology is defined by the family of semi-norms $p_{\alpha,\beta}, \alpha, \beta \in \mathbb{N}_0^n$ such that

$$p_{\alpha,\beta}(\phi) = \sup_{x \in \mathbb{R}^n} |x^\alpha \partial^\beta \phi(x)|, \phi \in \mathcal{S}(\mathbb{R}^n).$$

The topological space $\mathcal{D}(\mathbb{R}^n)$ is a dense subspace of $\mathcal{S}(\mathbb{R}^n)$.

Definition 5 A tempered distribution is a continuous linear function on $\mathcal{S}(\mathbb{R}^n)$.

Their set is denoted $\mathcal{S}'(\mathbb{R}^n)$. Clearly, $\mathcal{S}'(\mathbb{R}^n) \subset \mathcal{D}'(\mathbb{R}^n)$.

Example 6 Many properties of fractal geometry are based on the following function defined on $\mathbb{R}^n - \{0\}$ by:

$$k(x) = \frac{1}{|x|^\alpha}, \text{ for some } 0 \leq \alpha < n.$$  

It is very useful to see that $k$ defines a tempered distribution ($k$ can be extended at $0$ by taking for example $k(0) = \infty$).

In deed, for any $\phi \in \mathcal{S}(\mathbb{R}^n)$, consider as usual,

$$\langle f, \phi \rangle = \int k(x)\phi(x)dx.$$  

It is sufficient to show that $|\langle f, \phi \rangle|$ is finite. We have, for some real $A > 0$, that,

$$|\langle f, \phi \rangle| \leq \int |k(x)|\phi(x)|dx$$

$$= \int_{|x| \geq A} k(x)|\phi(x)|dx + \int_{|x| < A} k(x)|\phi(x)|dx$$

For $|x| \geq A$, $k(x) \leq 1/A^\alpha$ and for $|x| < A$, there exists $M > 0$ such that $|\phi(x)| \leq M$ (since $\phi$ is bounded). Therefore,

$$|\langle f, \phi \rangle| \leq \frac{1}{A^\alpha} \int_{|x| \geq A} |\phi(x)|dx + M \int_{|x| < A} k(x)dx.$$
It remains to show that \( \int_{|x| \geq A} |\phi(x)|\,dx < \infty \). Since \( \phi \in \mathcal{S}(\mathbb{R}^n) \), we have that

\[
\sup_{x \in \mathbb{R}^n} (1 + |x|^2)^n |\phi(x)| < \infty
\]

and then

\[
|\phi(x)| = (1 + |x|^2)^{-n} (1 + |x|^2)^n |\phi(x)| \leq H (1 + |x|^2)^{-n}, \text{ for some } H > 0.
\]

Therefore

\[
\int |\phi(x)|\,dx \leq H \int \frac{dx}{(1 + |x|^2)^n} < \infty.
\]

We have that \( \mathcal{S}(\mathbb{R}^n) \subset L^1(\mathbb{R}^n) \) and it is true in general that \( \mathcal{S}(\mathbb{R}^n) \subset L^p(\mathbb{R}^n) \) for any \( 1 \leq p \leq \infty \). Also, \( L^p(\mathbb{R}^n) \subset \mathcal{S}'(\mathbb{R}^n) \), (\cite{1}, p 122).

Then the Fourier transform of any \( \phi \in \mathcal{S}(\mathbb{R}^n) \) exists. One of the most important properties of the space \( \mathcal{S}(\mathbb{R}^n) \) is that the Fourier transform defines a continuous linear operator in \( \mathcal{S}(\mathbb{R}^n) \) and the Fourier inversion formula holds, that is:

\[
\phi \in \mathcal{S}(\mathbb{R}^n) \implies \hat{\phi} \in \mathcal{S}(\mathbb{R}^n) \text{ and if } \phi_n \to \phi \text{ then } \hat{\phi}_n \to \hat{\phi}
\]

and for any \( x \in \mathbb{R}^N \),

\[
\phi(x) = \frac{1}{(2\pi)^n} \int e^{-ixu} \hat{\phi}(u)\,du, \phi \in \mathcal{S}(\mathbb{R}^n).
\]

(See for example, Theorems 4.3 and 4.4 in \cite{1}, p 124–125).

We are now ready to extend the Fourier transform operator on tempered distributions.

**Definition 7** For any \( T \in \mathcal{S}'(\mathbb{R}^n) \), the Fourier transform \( \hat{T} \) of \( T \) is defined by

\[
\langle \hat{T}, \phi \rangle = \langle T, \hat{\phi} \rangle.
\]

If \( \phi \in \mathcal{S}(\mathbb{R}^n) \), then \( \phi \) defines a tempered distribution \( T_\phi \) whose Fourier transform is denoted \( \hat{T}_\phi \). The Fourier transform \( \hat{\phi} \) also defines a tempered distribution since it is an element of \( \mathcal{S}(\mathbb{R}^n) \). Let us denote it by \( T_{\hat{\phi}} \). Then we have that \( \hat{T}_\phi = T_{\hat{\phi}} \).

Let us now find the Fourier transform of the tempered distribution defined by the function \( k(x) = 1/x^\alpha \).

**Proposition 8** For any \( 0 \leq \alpha < n \), the Fourier transform of the tempered distribution defined by the function \( k(x) = \frac{1}{|x|^\alpha} \) is the tempered distribution defined by the function

\[
\hat{k}(u) = \frac{\pi^{n/2}2^{\alpha+n}\Gamma(\alpha/2 + n/2)}{\Gamma(\alpha/2)} |u|^{-n}, \ u \in \mathbb{R}^n,
\]  

(7)
where
\[ \Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt \]

is the gamma function.

Proof The following proof is adapted from the book by Strichartz ([7], pp 50–51). We start by considering the integral
\[ I = \int_0^\infty s^{\frac{\alpha}{2}-1}e^{-s|x|^2} ds \]

With the variable change \( h = s|x|^2 \), we find that,
\[ I = \frac{1}{|x|^\alpha} \int_0^\infty s^{\frac{\alpha}{2}-1}e^{-s} ds = \frac{\Gamma(\alpha/2)}{|x|^\alpha}. \]

Therefore we have the identity
\[ \frac{1}{|x|^\alpha} = \frac{1}{\Gamma(\alpha/2)} \int_0^\infty s^{\frac{\alpha}{2}-1}e^{-s|x|^2} ds, \quad x \neq 0. \]

For any \( \phi \in S(\mathbb{R}^n) \), we have that,
\[ \langle \hat{k}, \phi \rangle = \langle k, \hat{\phi} \rangle = \int_{\mathbb{R}^n} k(x)\hat{\phi}(x)dx \]
\[ = \frac{1}{\Gamma(\alpha/2)} \int_{\mathbb{R}^n} \left( \int_0^\infty s^{\frac{\alpha}{2}-1}e^{-s|x|^2} ds \right) \hat{\phi}(x)dx \]
\[ = \frac{1}{\Gamma(\alpha/2)} \int_{\mathbb{R}^n} \left( \int_0^\infty s^{\frac{\alpha}{2}-1}e^{-s} ds \right) \int_{\mathbb{R}^n} e^{ixz}\phi(z)dzdx \]
\[ = \frac{1}{\Gamma(\alpha/2)} \int_{\mathbb{R}^n} \left( \int_0^\infty e^{ixz}e^{-s|x|^2} ds \right) s^{\frac{\alpha}{2}-1}\phi(z)dsdz \text{ by Fubini’s theorem} \]
\[ = \frac{1}{\Gamma(\alpha/2)} \int_{\mathbb{R}^n} \int_0^\infty (\pi/s)^{n/2}e^{-|z|^2/4s} s^{\frac{\alpha}{2}-1}\phi(z)dsdz \text{ (from relation (6))} \]
\[ = \frac{\pi^{n/2}}{\Gamma(\alpha/2)} \int_{\mathbb{R}^n} \left( \int_0^\infty s^{\frac{\alpha}{2}-\frac{n}{4}}e^{-|z|^2/4s} \phi(z)ds \right) dz \]
\[ = \frac{\pi^{n/2}2^{n-\alpha}}{\Gamma(\alpha/2)} \int_{\mathbb{R}^n} \left( \int_0^\infty |z|^{\alpha-n}e^{-h}h^{\frac{\alpha}{2}+\frac{n}{2}-1}dh \right) \phi(z)dz \text{ (by taking } s = |z|^2/4h) \]
\[ = \frac{\pi^{n/2}2^{n-\alpha}\Gamma((n-\alpha)/2)}{\Gamma(\alpha/2)} \int_{\mathbb{R}^n} |z|^{\alpha-n}\phi(z)dz \]
\[ = c(\alpha, n)\langle g, \phi \rangle \]

where
\[
c(\alpha, n) = \frac{\pi^{n/2}2^{n-\alpha}\Gamma((n-\alpha)/2)}{\Gamma(\alpha/2)} \text{ and } \]
\[ g(z) = |z|^{\alpha-n}. \]
It follows that ˆk is the tempered distribution defined by the function c(α,n)g.

4 Fourier transform of measures

We will need the notion of Fourier transform of Radon measures of compact support.

**Definition 9** The Fourier transform of a Radon measure μ on \( \mathbb{R}^n \) of compact support is the function defined by

\[
\hat{\mu}(u) = \int e^{iux}d\mu(x), \quad u \in \mathbb{R}^n.
\]

Since \( \mu(\mathbb{R}^n) < \infty \), then \( \hat{\mu} \) is a bounded uniformly continuous function. In the sequel, it will be useful to approximate measures by convolution products. We consider the following definitions:

**Definition 10** Let \( f \) and \( g \) be real functions on \( \mathbb{R}^n \) and \( \mu \) be a Radon measure of compact support on \( \mathbb{R}^n \). The convolutions \( f \ast g \) of \( f \) and \( g \), and \( f \ast \mu \) of \( f \) and \( \mu \) are defined by

\[
f \ast g(x) = \int f(x - y)g(y)dy
\]

\[
f \ast \mu(x) = \int f(x - y)d\mu(y)
\]

provided the integral exists.

Clearly, we have the following:

\[
\hat{f \ast g} = \hat{f} \hat{g} \quad \text{and} \quad \hat{f \ast \mu} = \hat{f} \hat{\mu}
\]

provided the involved integrals exist.

**Definition 11** An approximate identity \((\phi_\epsilon)_{\epsilon > 0}\) is a family of nonnegative continuous functions on \( \mathbb{R}^n \) such that the support of each \( \phi_\epsilon \) is contained in the ball \( B(\epsilon) \) of centre 0 and radius \( \epsilon \) and \( \int \psi_\epsilon dx = 1 \).

Such families are usually constructed by taking a continuous function \( f : \mathbb{R}^n \to [0, \infty) \) such that its support is contained in \( B(1) \) and \( \int f(x)dx = 1 \) and consider

\[
\phi(x) = \epsilon^{-n}f(x/\epsilon), \quad \epsilon > 0.
\]

We have the following proposition ([5], p 20):

**Proposition 12** Let \((\phi_\epsilon)\) be an approximate identity.
(1) If \( \mu \) is a compactly supported Radon measure defined on \( \mathbb{R}^n \), then the family of functions \( \phi_\epsilon \ast \mu \) converges weakly to \( \mu \) as \( \epsilon \) tends to 0, in the sense that

\[
\lim_{\epsilon \to 0} \int f(x)(\phi_\epsilon \ast \mu)(x)dx = \int f(x)d\mu(x)
\]

for any uniformly continuous bounded function \( f \) defined on \( \mathbb{R}^n \).

(2) If \( g \) is a bounded function defined on an open subset \( W \) of \( \mathbb{R}^n \) and continuous at \( x \), then

\[
\lim_{\epsilon \to 0} g \ast \phi_\epsilon(x) = g(x).
\]

**Proof** (1) Because \( \int \psi_\epsilon dx = 1 \), we have that

\[
\int f(x)(\phi_\epsilon \ast \mu)(x)dx - \int f(x)d\mu(x)
\]

\[
= \int f(x)\left( \int \phi_\epsilon(x - y)d\mu(y) \right) dx - \int f(y)d\mu(y)\int \phi_\epsilon(x)dx
\]

\[
= \int \left( \int f(x)\phi_\epsilon(x - y)dx \right) d\mu(y) - \int \left( \int f(y)\phi_\epsilon(x)dx \right) d\mu(y) \quad \text{(by Fubini’s theorem)}
\]

\[
= \int \left( \int (f(x + y) - f(y))\phi_\epsilon(x)dx \right) d\mu(y).
\]

Since \( f \) is uniformly continuous and bounded, then for any \( \gamma > 0 \), there exists \( \delta > 0 \) such that for any \( h, y \) with \( |h - y| < \delta \) we have \( |f(h) - f(y)| < \gamma \). Then by taking \( \epsilon > 0 \) sufficiently small such that \( \epsilon < \delta \), we have that for any \( x \in B(\epsilon) \), and any \( y \in \mathbb{R}^n \), \( |(x + y) - y| < \delta \) and hence \( |f(x + y) - f(y)| < \gamma \). Using the fact \( B(\epsilon) \) contains the support of \( \phi_\epsilon \), one finds that

\[
\left| \int f(x)(\phi_\epsilon \ast \mu)(x)dx - \int f(x)d\mu(x) \right| = \left| \int \left( \int_{B(\epsilon)} (f(x + y) - f(y))\phi_\epsilon(x)dx \right) d\mu(y) \right|
\]

\[
\leq \int \int \gamma \phi_\epsilon(x)dxd\mu(y)
\]

\[
= \gamma \mu(\mathbb{R}^n).
\]

Since \( \mu(\mathbb{R}^n) < \infty \), we conclude that

\[
\lim_{\epsilon \to 0} \int f(x)(\phi_\epsilon \ast \mu)(x)dx - \int f(x)d\mu(x) = 0.
\]

(2) As previously, we write

\[
g \ast \phi_\epsilon(x) - g(x) = \int_{B(\epsilon)} (g(x - t) - g(x))\phi_\epsilon(t)dt.
\]

Since \( g \) is continuous at \( x \), for any \( \gamma > 0 \), there exists \( \delta > 0 \) such that \( |g(y) - g(x)| < \gamma \) holds for any \( y \) such that \( |y - x| < \delta \). By taking \( y = x - t \) and \( \epsilon < \delta \), we find
\( |g(x-t) - g(x)| < \gamma \), for any \( |t| < \epsilon \). It follows that
\[
|g \ast \phi_\epsilon(x) - g(x)| \leq \gamma \int \phi_\epsilon(t)dt = \gamma
\]
and hence \( \lim_{\epsilon \to 0} g \ast \phi_\epsilon(x) = g(x) \). \( \blacksquare \)

5 Fourier transform and Capacities

Consider a compact subset \( E \) of \( \mathbb{R}^n \). The energy integrals
\[
I_\alpha(\mu) = \int \int k(x-y)d\mu(x)d\mu(y) = \int \int \frac{d\mu(x)d\mu(y)}{|x-y|^\alpha}
\]
are very useful in the calculation of the Hausdorff dimension of \( E \).

The following theorem which relates \( I_\alpha(\mu) \) to \( \hat{\mu} \) is an important result of fractal geometry ([2], pp 22-23), ([5], pp 162-163).

**Theorem 13** For any Radon measure \( \mu \) on \( \mathbb{R}^n \) with compact support, and any \( 0 \leq \alpha < n \),
\[
I_\alpha(\mu) = \frac{1}{(2\pi)^n} \int \hat{k}(u)|\hat{\mu}(u)|^2du, \quad (9)
\]
where \( \hat{k} \) is given by relation (7).

**Proof** We approximate \( k \) by the convolution product of \( k \) by an approximate identity. Consider an approximate identity \( (\phi_\epsilon) \) defined by \( \phi_\epsilon(x) = \epsilon^{-n}f(x/\epsilon) \) where \( f \) is a \( C^\infty \)-function whose support is the ball \( B(1/2) \) of radius \( 1/2 \) and centre \( 0 \) and such that \( \int f(x)dx = 1 \). It is clear that \( \psi_\epsilon = \phi_\epsilon \ast \phi_\epsilon \) is also an approximate identity and we have that \( \psi(x) = \epsilon^{-n}f \ast f(x/\epsilon) \). We will also assume that \( f(x) = f(-x) \) and that the Fourier transform \( \hat{f} \) is a nonnegative function.

For any \( x \neq 0 \), the function \( k \) is continuous at \( x \) and from Proposition [12],
\[
\lim_{\epsilon \to 0} k \ast \psi_\epsilon(x) = k(x). \quad \text{This is also true for } x = 0 \text{ if we take } k(0) = \infty. \quad \text{Then, by Fatou's lemma,}
\]
\[
I_\alpha(\mu) = \int \int k(x-y)d\mu(x)d\mu(y) \leq \liminf_{\epsilon \to 0} \int \int k \ast \psi_\epsilon(x-y)d\mu(x)d\mu(y).
\]

(1) First we want to show that
\[
\liminf_{\epsilon \to 0} \int \int k \ast \psi_\epsilon(x-y)d\mu(x)d\mu(y) \leq \frac{1}{(2\pi)^n} \int \hat{k}(u)|\hat{\mu}(u)|^2du. \quad (10)
\]
In order to make use of Fubini’s theorem to compute these integrals, we need to show that
\[
\int \int k \ast \psi_\epsilon(x-y)d\mu(x)d\mu(y) < \infty.
\]
We have that, for any $z \neq 0$ in $\mathbf{R}^n$, if $\frac{|z|}{2} > \epsilon$ then for any $u \in B(\epsilon)$,

$$\frac{1}{|z - u|^\alpha} \leq \frac{2^{-\alpha}}{|z|^\alpha}. \quad (11)$$

Indeed, the function $u \rightarrow |z - u|^\alpha$ attains its minimum at $u = \epsilon z/|z|$ and hence

$$\sup_{u \in B(\epsilon)} \frac{|z|^\alpha}{|z - u|^\alpha} = \frac{1}{(1 - \epsilon/|z|)^\alpha} \leq 2^{-\alpha}.$$

Now for $x - y \neq 0$, and $|x - y|/2 > \epsilon$, we find

$$k \ast \psi_\epsilon(x - y) = \int_{B(\epsilon)} k(x - y - u) \psi_\epsilon(u) du \leq 2^{-\alpha} k(x - y) \int_{B(\epsilon)} \psi_\epsilon(u) du = 2^{-\alpha} k(x - y).$$

For $|x - y|/2 \leq \epsilon$, we have that

$$k \ast \psi_\epsilon(x - y) = \int_{B(\epsilon)} k(x - y - u) \psi_\epsilon(u) du$$
$$\leq H \int_{B(\epsilon)} k(x - y - u) du \quad (where \ H = \sup \psi_\epsilon)$$
$$\leq H \int_{B(3\epsilon)} \frac{dt}{|t|^\alpha} \quad (since \ |x - y| \leq 2\epsilon) \quad (t = x - y - u)$$
$$= C(\epsilon).$$

Therefore $k \ast \psi_\epsilon(x - y)$ is bounded by a constant depending only on $\epsilon$. Now it follows that

$$\int \int k \ast \psi_\epsilon(x - y) d\mu(x) d\mu(y) \leq 2^{-\alpha} \int \int k(x - y) d\mu(x) d\mu(y) + C(\epsilon) A < \infty$$

where $A = (\mu(\mathbf{R}^n))^2$.

(2) Now we have that,

$$k \ast \psi_\epsilon(x - y) = (k \ast \phi_\epsilon) \ast \phi_\epsilon(x - y)$$
$$= \int k \ast \phi_\epsilon(x - y - h) \phi_\epsilon(h) dh$$
$$= \int k \ast \phi_\epsilon(h - x + y) \phi_\epsilon(h) dh \quad (by \ symmetry \ of \ k \ and \ \phi_\epsilon)$$
$$= \int k \ast \phi_\epsilon(z + y) \phi_\epsilon(z + x) dz \quad (by \ taking \ z = h - x)$$
$$= \int \left( \int k(t) \phi_\epsilon(z + y - t) dt \right) \phi_\epsilon(z + x) dz.$$

Using Fubini’s theorem, we find

$$\int \int k \ast \psi_\epsilon(x - y) d\mu(x) d\mu(y) =$$
\[ \int \int k(t) \left( \int \phi_\epsilon(z + y - t)d\mu(y) \right) \left( \int \phi_\epsilon(z + x)d\mu(x) \right) \, dt \, dz. \]

The first inner integral is
\[ \int \phi_\epsilon(z + y - t)d\mu(y) = \int \phi_\epsilon(t - z - y)d\mu(y) \text{ (by symmetry of } \phi_\epsilon) \]
\[ = \phi_\epsilon * \mu(t - z) \]
and the second is
\[ \int \phi_\epsilon(z + x)d\mu(x) = \int \phi_\epsilon(z - x)d\tilde{\mu}(x) = \phi_\epsilon * \tilde{\mu}(z) \]
where \( \tilde{\mu} \) is the Radon measure defined by
\[ \int g(x)d\tilde{\mu}(x) = \int g(-x)d\mu(x) \]
for any continuous function \( g \) on \( \mathbb{R}^n \) with compact support. Therefore,
\[ \int \int k * \psi_\epsilon(x - y)d\mu(x)d\mu(y) = \int k(t) \int \phi_\epsilon * \mu(t - z)\phi_\epsilon * \tilde{\mu}(z)dz \, dt \]
\[ = \int k(t)(\phi_\epsilon * \mu)(\phi_\epsilon * \tilde{\mu})(t)dt. \]

(3) We can now pass to Fourier transforms by using Definition 7. By letting
\[ (\phi_\epsilon * \mu) * (\phi_\epsilon * \tilde{\mu}) = \hat{H}_\epsilon, \quad H_\epsilon \in \mathcal{S}(\mathbb{R}^n) \]
we have, by the inversion formula, that
\[ \Pi_\epsilon = \frac{1}{(2\pi)^n} \left( (\phi_\epsilon * \mu) * (\phi_\epsilon * \tilde{\mu}) \right)^\wedge \]
\[ = \frac{1}{(2\pi)^n} (\phi_\epsilon * \mu * \phi_\epsilon * \tilde{\mu})^\wedge \text{ (since } \phi \text{ is a real function)} \]
\[ = \frac{1}{(2\pi)^n} (\hat{\phi}_\epsilon \times \hat{\mu} \times \hat{\phi}_\epsilon \times \hat{\tilde{\mu}}) \text{ from equation (4)} \]
\[ = \frac{1}{(2\pi)^n} (|\hat{\phi}_\epsilon|^2|\hat{\mu}|^2) \text{ since } \hat{\tilde{\mu}} = \overrightarrow{\hat{\mu}} \]

Therefore,
\[ \int \int k * \psi_\epsilon(x - y)d\mu(x)d\mu(y) = \int k(t) \int \phi_\epsilon * \mu(t - z)\phi_\epsilon * \tilde{\mu}(z)dz \, dt \]
\[ = \int k(t) \hat{H}_\epsilon(t)dt \]
\[ = \int \hat{k}(t)H_\epsilon(t)dt \text{ (by Definition 7)} \]
\[ = \frac{1}{(2\pi)^n} \int \hat{k}(t)|\phi_\epsilon(t)|^2|\tilde{\mu}(t)|^2dt \]

Since for \( \epsilon \to 0, \phi_\epsilon(t) = \hat{f}(t\epsilon) \to 1 \) (the Fourier transform of the Dirac distribution \( \delta \)),
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it follows that
\[
\liminf_{\epsilon \to 0} \int \hat{k}(t)|\hat{\phi}_\epsilon(t)|^2|\hat{\mu}(t)|^2dt = \frac{1}{(2\pi)^n} \int \hat{k}(t)|\hat{\mu}(t)|^2dt.
\]
Therefore
\[
I_\alpha(\mu) \leq \frac{1}{(2\pi)^n} \int \hat{k}(t)|\hat{\mu}(t)|^2dt.
\]
(4) Let us now show that
\[
I_\alpha(\mu) \geq \frac{1}{(2\pi)^n} \int \hat{k}(t)|\hat{\mu}(t)|^2dt.
\]
For this end it is sufficient to show that
\[
\limsup_{\epsilon \to 0} \int k \ast \psi_\epsilon(x - y)d\mu(x)d\mu(y) \leq I_\alpha(\mu).
\]
For \(x - y \neq 0\),
\[
k \ast \psi_\epsilon(x - y) = \epsilon^{-n} \int k(x - y - h)f \ast f(h/\epsilon)dh
\]
\[
= \int k(x - y - \epsilon h)f \ast f(h)dh \text{ (variable change)}.
\]
A useful observation is that for any \(z,u \in \mathbb{R}^n\) such that \(|z| = 1\) and \(|u| < 1/2\), one has that
\[
\frac{1}{|z - u|^\alpha} \leq 1 + 2|u|. \tag{14}
\]
Indeed, it is clear that among the \(u\)'s such that \(|u| = \beta < 1/2\), the one which maximizes the function \(1/|z - u|^\alpha\) is \(u = \beta z\) (for fixed \(z\)). In that case,
\[
\frac{1}{|z - u|^\alpha} = \frac{1}{|z|^\alpha(1 - \beta)^\alpha} = \frac{1}{(1 - \beta)^\alpha}.
\]
The Taylor expansion of
\[
(1 - \beta)^{-\alpha} = 1 + \beta \left( \alpha + \frac{\alpha(\alpha + 1)}{2!}\beta + \frac{\alpha(\alpha + 1)(\alpha + 2)}{3!}\beta^2 + \cdots \right)
\]
\[
\leq 1 + 2\beta \text{ (since } \alpha < 1, \beta < 1/2).\]
Now we write
\[
\int \int k \ast \psi_\epsilon(x - y)d\mu(x)d\mu(y) = J_1 + J_2
\]
where
\[
J_1 = \int \int_{\{h \in \mathbb{R}^n : \sqrt{h} \leq |x - y|\}} k(x - y - \epsilon h)f \ast f(h)d\mu(x)d\mu(y);
\]
$$J_2 = \int \int \int_{\{h \in B(1) : \sqrt{\epsilon}|h| > |x - y|\}} k(x - y - \epsilon h)f \ast f(h)dh \, d\mu(x) \, d\mu(y).$$

We compute $J_1$ by noting that if $0 < \epsilon < 1/4$, $|h| < 1$ and $\sqrt{\epsilon}|h| \leq |x - y|$ then

$$\frac{\epsilon|h|}{|x - y|} \leq \sqrt{\epsilon} \leq \frac{1}{2}.$$ 

Now we have that

$$k(x - y - \epsilon h) = \frac{1}{|x - y|^\alpha} \frac{1}{|x - y - \epsilon h|^\alpha} \leq \frac{1}{|x - y|^\alpha} \left(1 + \frac{2\epsilon|h|}{|x - y|}\right), \text{ by relation } (14),$$

$$\leq \frac{1}{|x - y|^\alpha}(1 + 2\sqrt{\epsilon})$$

Then

$$J_1 \leq (1 + 2\sqrt{\epsilon})I_\alpha(\mu) \text{ since } \int f \ast f(h)dh = 1.$$ 

To compute $J_2$ we note that for fixed $x$ and $y$ and for $h \in B(1)$ with $\sqrt{\epsilon}|h| > |x - y|$}, the function $1/|x - y - \epsilon h|^\alpha$ is maximum for $h = (x - y)/\sqrt{\epsilon}$. (In general for $u, v \in \mathbb{R}^n$, $|u - v|$ is minimal for $u = Hv$ for some positive constant $H$.)

Therefore, for $h \in B(1)$ and $\sqrt{\epsilon}|h| > |x - y|,$

$$\frac{1}{|x - y - \epsilon h|^\alpha} \leq \frac{1}{(1 - \sqrt{\epsilon})^\alpha|y - x|^\alpha} = \frac{c}{|x - y|^\alpha},$$

and hence

$$J_2 \leq c \int \int \int_{\{h \in B(1) : \sqrt{\epsilon}|h| > |x - y|\}} \frac{1}{|x - y|^\alpha} f \ast f(h)dh \, d\mu(x) \, d\mu(y)$$

$$\leq c \int_{y \in \mathbb{R}^n} \int_{h \in B(1)} \int_{\{h : \sqrt{\epsilon}|h| > |x - y|\}} \frac{1}{|x - y|^\alpha} f \ast f(h)d\mu(x)d\mu(y) \text{ (Fubini's theorem)}$$

$$\leq c \int_{y \in \mathbb{R}^n} \int_{\{h : \sqrt{\epsilon}|h| > |x - y|\}} \frac{1}{|x - y|^\alpha} d\mu(x)d\mu(y) \text{ (since } \int_{B(1)} f \ast f(h)dh = 1)$$

It follows that $J_1 \rightarrow I_\alpha(\mu)$ and $J_2 \rightarrow 0$ as $\epsilon \rightarrow 0$ and relation (13) is proven.
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