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Abstract

We introduce an algebra bundle of chord diagrams over the configuration space of N points in the complex plane on which we put the Knizhnik-Zamolodchikov connection. For that particular connection, the holonomy along a loop in the base is shown to be generating the Kontsevich integral for that loop’s associated braid.
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1 The Kontsevich Integral

We choose to define a knot to be a smooth embedding of $S^1$ into $S^3$ (or $\mathbb{R}^3$). One can define an equivalence relation on the category of knots called ambient isotopy, which we will denote by $\sim$. An isotopy between embeddings $\gamma_1, \gamma_2 : X \to Y$ is a homotopy $\gamma : X \times I \to Y$ through embeddings \cite{GS}. An ambient isotopy between two knots $\gamma_0 : S^1 \to S^3$ and $\gamma_1 : S^1 \to S^3$ is an isotopy $\gamma : S^1 \times I \to S^3$ through diffeomorphisms $\Gamma : S^3 \times I \to S^3$ such that $\Gamma_0 = id_{S^3}$ and $\gamma_t = \Gamma_t \circ \gamma_0$ for all $t$. A knot is a link with only one component. We choose to define a link with $q$ components to be a smooth embedding of $\bigsqcup_q S^1$ into $S^3$ (or $\mathbb{R}^3$). The above definition for isotopy carries over to the case of links.

In a first time, we will be interested in isotopy classes of knots since original definitions for the concepts that we will introduce presently where made in the case of knots. To distinguish one class from another, one needs a function on knots that takes different values on different classes, but which must of course be constant on equivalence classes, and such an object is rightfully called an isotopy invariant or invariant for short. Typically an invariant is valued in some abelian group $G$, and if we denote by $\mathbb{Z}Knots$ the abelian group generated by oriented knots, we write $\Gamma : \mathbb{Z}Knots/\sim \to G$ for an invariant $\Gamma$, it is a $G$-valued functional on the set of equivalence classes of knots. We can generalize this definition to the case of links: if $\mathbb{Z}Links/\sim$ is the set of equivalence classes of oriented links, $G$ is an abelian group, then a link invariant $\Gamma$ will be a map $\Gamma : \mathbb{Z}Links/\sim \to G$.

Of those invariants, Vassiliev invariants \cite{V} are of particular importance. Such invariants are functionals on $\mathbb{Z}Knots/\sim$ that are extended to be defined on singular knots whose singularities are transversal self-intersections. One first defines a positive crossing in the image of a knot to be:

\[
\begin{array}{c}
\hspace{1cm} \\
\end{array}
\]

where the arrows indicate the orientation on the portion of the knot that is being displayed. A negative crossing is represented as:
One represents a transversal self-intersection as follows:

At this point one can extend invariants of knots to also be defined on singular knots, with the use of the relation:

\[
V \xrightarrow{\bullet} = V \xrightarrow{\bullet} - V \xrightarrow{\bullet}
\]  

(1)

where \( V \) is any link invariant. By iterating this procedure, one can extend a link invariant to be defined on knots with multiple double-crossings. If a link invariant \( V \) has its extension vanishing on knots with more than \( m \) self-intersections, one says that \( V \) is a Vassiliev invariant of type \( m \).

\[
V \left( \xrightarrow{\bullet} \xrightarrow{\bullet} \cdots \xrightarrow{\bullet} \right) = 0
\]

where the argument of \( V \) above has more than \( m \) self-intersections. Due to the local nature of the extension of knot invariants to singular knots, we see that we can generalize the definition of a Vassiliev invariant to the case of links. A Vassiliev invariant of links will be said to be of type \( m \) if it evaluates to zero on any singular link with more than \( m \) double-crossings (not necessarily same component intersections).

Among the Vassiliev invariants of finite type \( m \), one has the degree \( m \) part of the Kontsevich integral first introduced in [K]. One should note that the Kontsevich integral as it was initially defined is not strictly speaking a knot invariant, but once it is corrected as we shall do below, then it becomes an honest knot invariant, and its final corrected form is a universal Vassiliev in-
variant in the sense that every finite type Vassiliev invariant factors through it [K] [BN] [DBN2] [ChDu].

Before introducing this integral, we define the algebra $A$ [K] in which the integral takes its values. For a singular oriented knot whose only singularities are transversal self-intersections, the preimage of each singular crossing under the embedding map defining the knot yields a pair of distinct points on $S^1$. Each singular point in the image therefore yields a pair of points on $S^1$ that are conventionally connected by a chord for book keeping purposes. A knot with $m$ singular points will yield $m$ distinct chords on $S^1$. One refers to such a circle with $m$ chords on it as a chord diagram of degree $m$, the degree being the number of chords. The support of the graph is an oriented $S^1$, and it is regarded up to orientation preserving diffeomorphisms of the circle. More generally, for a singular oriented link all of whose singularities are double-crossings, preimages of each singular crossing under the embedding map defining the link yield pairs of distinct points on possibly different circles depending on whether the double crossing was on a same component or between different components of the link. We also connect points making a pair by a chord. A link with $m$ singular points will yield $m$ chords on $\bigcup S^1$. We call such a graph a chord diagram. The support is $\bigcup S^1$ regarded up to orientation preserving diffeomorphism of each $S^1$.

One denotes by $D$ the complex vector space spanned by chord diagrams with support $S^1$. There is a grading on $D$ given by the number of chords featured in a diagram. If $D^{(m)}$ denotes the subspace of chord diagrams of degree $m$, then one writes:

$$D = \bigoplus_{m \geq 0} D^{(m)}$$

(2)

One quotients this space by the 4-T relation which locally looks like:

$$\begin{align*}
\begin{array}{c}
|---|----|  & + & |---|----|  \\
\end{array}
\end{align*}
= \begin{array}{c}
|---|----|  \\
\end{array} + \begin{array}{c}
|---|----|  \\
\end{array}
$$

where solid lines are intervals on $S^1$ on which a chord foot rests, and arrows indicate the orientation of each strand. One further quotients this space by the framing independence relation: if a chord diagram has a chord forming an arc on $S^1$ with no other chord ending in between its feet, then the
chord diagram is set to zero. The resulting quotient space is the complex vector space generated by chord diagrams mod the 4-T relation and framing independence and is denoted by $A$. The grading of $D$ is preserved by the quotient, inducing a grading on $A$:

$$A = \bigoplus_{m \geq 0} A^{(m)}$$

where $A^{(m)}$ is obtained from $D^{(m)}$ upon modding out by the 4-T and the framing independence relations. All this carries over to the case of links by formally extending the 4-T relation to the case of $q$ disjoint copies of the circle in the case of a $q$-components link, and the resulting $\mathbb{C}$-vector space will be denoted $A(\coprod_q S^1)$.

The connected sum of circles can be extended to chorded circles, thereby defining a product on $A$, making it into an associative and commutative algebra. The Kontsevich integral will be valued in the graded completion $\overline{A} = \prod_{m \geq 0} A^{(m)}$ of the algebra $A$.

As far as knots are concerned, we will work with Morse knots and geometric tangles, and for that purpose one considers the following decomposition of $\mathbb{R}^3$ as the product of the complex plane and the real line: $\mathbb{R}^3 = \mathbb{R}^2 \times \mathbb{R} \simeq \mathbb{C} \times \mathbb{R}$, with local coordinates $z$ on the complex plane and $t$ on the real line for time. A morse knot $K$ is such that $t \circ K$ is a Morse function on $S^1$. If one denotes by $Z$ the Kontsevich integral functional on knots, if $K$ is a Morse knot, one defines $[K], [BN]$:

$$Z(K) := \sum_{m \geq 0} \frac{1}{(2\pi i)^m} \int_{t_{\min} < t_1 < \ldots < t_m < t_{\max}} \sum_{P \text{ applicable}} (-1)^{z(P)} D_P \prod_{1 \leq i \leq m} d\log \triangle z[P_i]$$

where $t_{\min}$ and $t_{\max}$ are the min and max values of $t$ on $K$ respectively, $P$ is an $m$-vector each entry of which is a pair of points on the image of the knot $K$, $P = (P_1, \ldots, P_m)$, where the $i$-th entry $P_i$ corresponds to a pair of points on the knot. One refers to such $P$’s as pairings. If we further situate these paired points at some height $t_i$, and denote these two points by $z_i$ and $z_i'$, then we define $\triangle z[P_i] := z_i - z_i'$. We denote by $K_P$ the knot $K$ with $m$ pairs of points placed on it following the prescription given by $P$, along with chords connecting such points at a same height. A pairing is said to be applicable if each entry is a pair of two distinct points on the knot, at the same
height \[BN\]. We will assume that all chords are horizontal on knots and will drop the adjective applicable, simply referring to \(P\)'s as pairings. One denotes by \(\varepsilon(P)\) the number of those points ending on portions of \(K\) that are locally oriented down. For example if \(P = (z(t), z'(t))\) and \(K\) is decreasing at \(z(t)\), then it will contribute 1 to \(\varepsilon(P)\). One also define the length of \(P\) to be \(|P|\), the number of pairings it is a combination of. If we denote by \(\iota_K\) the embedding defining the knot \(K\) then \(D_P\) is defined to be the chord diagram one obtains by taking the inverse image of \(K_P\) under \(\iota_K\), that is \(D_P = \iota_K^{-1}K_P\). This generalizes immediately to the case of Morse links, and in this case the geometric coefficient will not be an element of \(A\) but will be an element of \(\mathcal{A}(\coprod_q S^1)\) if the argument of \(Z\) is a \(q\)-components link.

Now if one wants to make this integral into a true knot invariant, then one corrects it as follows. Consider the embedding in \(S^3\) of the trivial knot as:

\[
\begin{array}{c}
\bullet \\
\circ \\
\bullet
\end{array}
\]

Consider the following correction \([K]\):

\[
\hat{Z} := Z(\bigtriangledown)^{-m}.Z
\]

where the dot is the product on chord diagrams extended by linearity, and \(m\) is a function that captures the number of maximal points of any knot \(K\) that is used as an argument of \(Z\). In the case of links, there will be one such correction for each component of the link, with a power \(m_i\) on the correction term for the \(i\)-th component, where \(m_i\) is the number of maximal points of the \(i\)-th link component. Equivalently, \(\hat{Z}(L)\) is the same as \(Z(L)\) save that every \(i\)-th link component in the expression for \(Z(L)\) is multiplied by \(\nu^{m_i}\), \(1 \leq i \leq q\). In what follows we will be working with \(Z\) only and not its corrected form \(\hat{Z}\).

The Kontsevich integral \(Z(K)\) of a knot \(K\) can be computed as in \([4]\), which can easily be generalized to the case of links. However, it can also be
computed by first putting the knot $K$ in braid position $[A]$. This is done as follows. We can generalize the Kontsevich integral to the case of tangles $[BN]$, and in particular to that of braids. By closing the braid to recover the knot, the Kontsevich integral of the braid then yields $Z(K)$. In this work we will mainly focus on the integral of braids. Braids close to links. This enables one to define the integral $Z(L)$ of links $L$ whose coefficients are valued in chord diagrams with support on the link $L$. By taking the preimage of such chord diagrams under the embedding map defining the link $L$, the coefficients become valued in $\mathcal{A}(\bigsqcup S^1)$ where we have as many copies of $S^1$ as we have components in the link. This is how we are naturally led to consider the Kontsevich integral of links, and we will follow the above procedure for computing such an integral.

In section 2, we introduce the configuration space of $N$ unordered points in the complex plane, the natural setting for studying braids. In section 3 we present the general notion of chord diagrams. After introduction of this fundamental material we present the background work done on the Kontsevich integral and how it was argued that it was the expansion of some holonomy in section 4. Section 5 presents a detailed proof that the knot functional generating the Kontsevich integral is exactly the holonomy for some connection on a bundle of chord diagrams over the configuration space of $N$ points. Section 6 is a careful derivation of the Knizhnik-Zamolodchikov equation from first principles.
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2 The configuration space of $N$ points in the plane

A link in $S^3$ is ambient isotopic to a closed braid $[A] [JB]$, so that one can deform a link into a braid part, outside of which all its strands are parallel. For a given link, let $N$ be the number of strands of its braid part. $N$ will depend on the link we have chosen. The transversal intersection of these $N$ strands with the complex plane will yield a set of $N$ distinct points, each point resulting from the intersection of one strand with this plane. It is natural
then to study, for any given \( N \), the space \( X_N \) defined as the configuration space of \( N \) distinct unordered points in the complex plane:

\[
X_N := \{(z_1, ..., z_n) \in \mathbb{C}^N | z_i = z_j \Rightarrow i = j\} / S_N = (\mathbb{C}^N - \Delta) / S_N
\]  

(6)

where \( S_N \) is the permutation group on \( N \) elements and \( \Delta \) is the big diagonal in \( \mathbb{C}^N \). The labeling of points of \( X_N \) is not induced by any ordering on \( \mathbb{C}^N \) but rather is a way to locate the \( N \) points in the complex plane whose collection defines a single point of \( X_N \). We will sometimes write \( \sum_{1 \leq i \leq N}[z_i] \) instead of \( \{z_1, ..., z_N\} \) to represent points in configuration space. The points \( z_1, ..., z_N \) of the complex plane defining a point \( Z = (z_1, ..., z_N) \in \mathbb{C}^N - \Delta, qZ \in X_N \), then \( \gamma \in \pi_1(X_N, qZ) \) based at \( qZ \) is given by a loop \( \gamma = \{\gamma_1, ..., \gamma_N\} \) which lifts uniquely to a path in \( \mathbb{C}^N - \Delta \) based at \( Z \) that without loss of generality we will denote by the same letter \( \gamma \). Then we have \( \gamma = (\gamma_1, ..., \gamma_N) \). The graph of the \( i \)-th coordinate of \( \gamma \) is defined to be \( \Gamma_i := \{(\gamma_i(t), t) \mid t \in I\}, 1 \leq i \leq N \). Each such graph \( \Gamma_i \) defines an arc \( \tilde{\gamma}_i \in \mathbb{C} \times I \) and \( \tilde{\gamma} := \cup_{1 \leq i \leq N} \tilde{\gamma}_i \in \mathbb{C} \times I \) is called a geometric braid, which we will refer to as the lift of \( \gamma \). As such it is open, and its closure is a closed braid.

### 3 Chord diagrams

We will be interested in considering chord diagrams with support on a point, and later on chord diagrams with support on a geometric braid \( \tilde{\gamma} \in \mathbb{C} \times I \), so for that purpose one considers a more general definition of chord diagrams than the one presented in the introduction which was sufficient to discuss the Kontsevich integral of knots.
Definition 3.1 ([LM]). Let $X$ be a one dimensional, compact, oriented, smooth manifold with numbered components. A chord diagram with support on $X$ is a set of finitely many unordered pairs of distinct non-boundary points on $X$ defined modulo orientation and component preserving homeomorphisms. One realizes each pair geometrically by drawing a dashed line, or chord, stretching from one point to the other. One denotes by $A(X)$ the $\mathbb{C}$-vector space spanned by chord diagrams with support on $X$ modulo the framing independence relation as well as the 4-T relation: if $i$, $j$ and $k$ are indices for components of $X$ on which chords are ending, then locally the 4-T relation can be written:
\[
\begin{array}{ccc}
\text{ } & \text{ } & \text{ } \\
\text{ } & \text{ } & \text{ } \\
\end{array} + 
\begin{array}{ccc}
\text{ } & \text{ } & \text{ } \\
\text{ } & \text{ } & \text{ } \\
\end{array}
= 
\begin{array}{ccc}
\text{ } & \text{ } & \text{ } \\
\text{ } & \text{ } & \text{ } \\
\end{array} + 
\begin{array}{ccc}
\text{ } & \text{ } & \text{ } \\
\text{ } & \text{ } & \text{ } \\
\end{array}
\]

One defines the degree of a chord diagram to be the number of chords a chord diagram has, and we call it the chord degree. This induces a graded decomposition of the space $A(X)$:
\[
A(X) = \bigoplus_{m \geq 0} A^{(m)}(X)
\] (7)

where $A^{(m)}(X)$ is the $\mathbb{C}$-vector space of chord diagrams of degree $m$ with support on $X$. We write $\overline{A}(X)$ for the graded completion of $A(X)$.

One is especially interested in the case where $X$ is a geometric braid $\tilde{\gamma} \in \mathbb{C} \times I$ corresponding to some loop $\gamma$ in $X_N$. The strands are oriented up, $t = 0$ being the bottom plane of the space $\mathbb{C} \times I$ in which the braid is embedded, $t = 1$ corresponding to the top plane. Since indices for pairings match those for the times at which they are located, chords will be ordered from the bottom up. For $m = 1$, a chord will stretch between two strands, say the strands indexed by $i$ and $j$, and we will denote such a chord diagram by $|ij \rangle \in A(\tilde{\gamma})$, corresponding to the pairing $(ij)$ in this case. If we want to insist that the skeleton of the chord diagram is a given geometric braid $\tilde{\gamma}$ then we write $|ij \rangle(\tilde{\gamma})$. In certain situations it will be necessary to also indicate at which point along the braid is the chord situated for location purposes. Once we have $|ij \rangle(\tilde{\gamma})$, it is sufficient to have the height $t \in I$ at which we have to place the chord $|ij \rangle$ on $\tilde{\gamma}$ and $|ij \rangle(\tilde{\gamma})(t)$ is defined to be a chord between the $i$-th and $j$-th strands of $\tilde{\gamma}$ at height $t$, or equivalently a chord between $(\gamma_i(t), t)$ and $(\gamma_j(t), t)$. In that case we work with a representative of
the class defining the chord diagram $|ij\rangle(\tilde{\gamma})$. We define a non-commutative, associative product $\bowtie$ on $A(X)$ for some geometric braid $X$ as follows:

**Definition 3.2.** Let $X$ be a geometric braid with $N$ strands. We define the $\bowtie$-product of two chord diagrams $D_1 \in A^{(m_1)}(X)$ and $D_2 \in A^{(m_2)}(X)$, and we denote it by $D_1 \bowtie D_2$ to be the chord diagram in $A^{(m_1+m_2)}(X)$ whose chords are, from the top, those of $D_1$ followed by those of $D_2$. Equivalently, $D_1 \bowtie D_2$ is the concatenation of the chord diagrams $D_1$ and $D_2$ with support the trivial braid, followed by the concatenation with $X$. The identity for this product is $X$ itself, the empty chord diagram. We will sometimes use a vertical notation for such products to make the reading easier. For example, we will sometimes write

$$D_1 \bowtie D_2$$

instead of $D_1 \equiv D_2$. By definition, this product is associative, and non-commutative.

**Example 3.3.** Pick $X$ as the following geometric braid on 3 strands:

```
    /
   /|
  /  |
```

and:

```
    /
   /|
  /  |
```

$D_1$
then we have:

\[ D_1 \bowtie D_2 = \begin{array}{c}
\text{Diagram 1}
\end{array} \equiv \begin{array}{c}
\text{Diagram 2}
\end{array} = \begin{array}{c}
\text{Diagram 3}
\end{array} \]

whereas:

\[ D_2 \bowtie D_1 = \begin{array}{c}
\text{Diagram 4}
\end{array} \]

thereby illustrating the non-commutative nature of the \( \bowtie \)-product. For the associativity:
In words, the product \( \equiv \) is just a superposition map. Extend \( \equiv \) by linearity, thereby making \((\mathcal{A}(X), +, \equiv)\) into a \(\mathbb{C}\)-algebra.

For \(X\) a geometric braid, we have the following fact for \((\mathcal{A}(X), +, \equiv)\):

\[
\mathcal{A}^{(1)}(X) \equiv \mathcal{A}^{(m)}(X) = \left\{ \mathcal{A}^{(n)}(X) \right\}_m
\]

We will be interested in chord diagrams supported at a point of \(C_N \subseteq \mathbb{C}^N - \Delta\), or a point of \(X_N\). For a point \(Z = \{z_1, \ldots, z_N\} \in X_N\), some \(P = (k, l)\), \(1 \leq k \neq l \leq N\), \(|P(Z) \in \mathcal{A}(Z)|\) is a chord between \(z_k\) and \(z_l\) in \(X_N\). We denote by \(\mathcal{A}(X_N)\) the complex vector space spanned by all such elements, and by \(\overline{\mathcal{A}}(X_N)\) its graded completion.

We will also be interested in working with elements of \(\mathcal{A}^{(1)}(X) \otimes \Omega^1(\log \mathbb{C})\) with \(X\) to be determined, that we denote by \(|ij\rangle d\log(z_i - z_j)\). In this notation if \(\tilde{\gamma} \in \mathbb{C} \times I\) is a geometric braid obtained from lifting a loop \(\gamma\) in \(X_N\), if we arbitrarily index the \(N\) strands of \(\tilde{\gamma}\), then the \(k\)-th strand is obtained from
lifting a path in the complex plane given by some function \( z(t) \), \( t \in I \). For a chord \( |ij \rangle \) between the \( i \)-th and the \( j \)-th strands which are the respective lifts of paths \( \gamma_i \) and \( \gamma_j \) in the complex plane given by functions \( z_i(t) \) and \( z_j(t) \), \( t \in I \), then \( z_i - z_j \) is the difference of two such functions. This leads us to defining the subspace \( \Omega^1(\log \triangle C) \) of log differential functionals on \( C \), defined by \( d\log(\triangle z[z_1, z_2]) = d\log(z_1 - z_2) \). We have a projection:

\[
\Omega^1(\log \triangle C) \overset{p_2}{\to} (C^2 - \Delta)/S_2
\]

\[
d\log(z_i - z_j) \mapsto \{z_i, z_j\}
\]  

(10)
(11)

On the other hand, \( |ij \rangle \) represents a chord stretching between the \( i \)-th and \( j \)-th strand of a given braid. We define a projection:

\[
\mathcal{A}^{(1)}(\text{braid}) \overset{\tilde{p}_1}{\to} (C^2 - \Delta)/S_2
\]

\[
|ij\rangle(Z) \mapsto \{z_i, z_j\}
\]  

(12)
(13)

It follows that we must have \( |ij\rangle d\log(z_i - z_j) \in \mathcal{A}^{(1)}(\text{braid}) \times_{S_2} \Omega^1(\log \triangle C) := V^{(1)} \), and \( |ij\rangle d\log(z_i - z_j) \in V^{(1)}_{ij} \), so that:

\[
V^{(1)} = \bigoplus_{1 \leq i < j \leq N} V^{(1)}_{ij}
\]  

(14)

If necessary we may use a subscript \( V^{(1)}_X \) to emphasize the dependency of that vector space on the one dimensional manifold \( X \).

Using the \( \square \)-product on chord diagrams, extended to chord diagram valued log differential as follows:

\[
|ij\rangle.d\log(z_i - z_j) \square |ij\rangle = \bigoplus |kl\rangle.d\log(z_k - z_l).d\log(z_i - z_j)
\]  

(15)

if we define:

\[
V^{(m)} = \bigoplus_{1 \leq k \leq m} V^{(1)}
\]  

(16)

as well as:

\[
V^{(m)}_{IJ} = \bigoplus_{1 \leq k \leq m} V^{(1)}_{i_k,j_k}
\]  

(17)

where \( I = (i_1, \cdots, i_m) \) and \( J = (j_1, \cdots, j_m) \), we have the following result:
Lemma 3.4.

\[ V^{(m)} = \bigoplus_{I,J} V_{I,J}^{(m)} \]  

where \( I = (i_1, \ldots, i_m) < J = (j_1, \ldots, j_m) \) if \( i_k < j_k \) for all \( k, \ 1 \leq k \leq m \).

Proof. It suffices to write:

\[ V^{(m)} = \bigoplus_{1 \leq k \leq m} V^{(1)} \]

\[ = \bigoplus_{1 \leq k \leq m} \bigoplus_{1 \leq i_k < j_k \leq N} V_{i_k,j_k}^{(1)} \]

\[ = \bigoplus_{1 \leq i < j \leq N} \bigoplus_{1 \leq i_1 < j_1 \leq N} \cdots \bigoplus_{1 \leq i_m < j_m \leq N} V_{i_1,j_1}^{(1)} \]

\[ = \bigoplus_{I,J \in \{1, \ldots, N\}^m} V_{I,J}^{(m)} \]

where \( I = (i_1, \ldots, i_m) < J = (j_1, \ldots, j_m) \) if \( i_k < j_k \) for all \( k, \ 1 \leq k \leq m \). \( \square \)

The elements of \( V^{(m)} \) are of the form:

\[ \prod_{1 \leq k \leq m} d\log(z_{s_k} - z_{t_k}) \]

where in this example we have:

\[ s_1 = j, t_1 = l \]

\[ \vdots \]

\[ s_m = i, t_m = k \]

and \( z_{s_i}, z_{t_i} \) are the coordinates in the complex plane for the points of intersection of the \( s_i \)-th and \( t_i \)-th strands respectively with the complex plane.
containing the $i$-th chord. We can write such elements in compact form as
\[\sum_{|P| = m} \lambda_P |P\rangle d^m \log \Delta z[|P\rangle],\]
where $\lambda_P$ are complex coefficients, and $d^m \log \Delta z[|P\rangle]$ is short for
\[\prod_{1 \leq i \leq m} \prod_{1 \leq k \leq m} d\log(z_{a_k} - z_{t_k}).\]

4 Background material

It is possible to generalize the work of Chen [ChI], [ChII] on connections and holonomy of non-commutative graded algebras fibered over manifolds to the case where the algebra is taken to be $\mathcal{A}(I^N)$ where $I^N$ denotes the trivial braid with $N$ vertical strands, equally spaced, of length one, leading to express the Kontsevich integral as the transport of a formal connection along a loop in $C_N \mathbb{C} = \mathbb{C}^N - \Delta$ [Koh], [BN]. We briefly summarize how this is done.

Chen [ChI] first extended the definition of a linear connection on a vector bundle over some manifold to the case where the bundle has as fiber a not necessarily finite dimensional, non-commutative graded algebra. Consider $(\mathcal{A}(I^N), +, \boxtimes) [BN]$ which in this simple case has a product $\boxtimes$ given by the connected sum $\#$. For two chord diagrams $|P\rangle(I^N)$ and $|P'\rangle(I^N)$ with support on $I^N$, one can define $|P\rangle(I^N) \# |P'\rangle(I^N)$ by gluing $|P\rangle(I^N)(t = 0)$ to $|P'\rangle(I^N)(t = 1)$ strand-wise. One further considers such chord diagrams mod the 4-T and framing independence relations, thus making the algebra with $\#$ as a product a non-commutative algebra. We see this algebra as being trivially fibered over $C_N \mathbb{C}$, and we put some connection $\nabla = d - \omega$ on it [ChII]. One chooses $\omega$ to be the usual Knizhnik-Zamolodchikov connection 1-form:
\[\omega = \frac{1}{2\pi i} \sum_{1 \leq k < l \leq N} |kl\rangle(I^N).d\log \Delta z_{kl}\]
(25)

The transport of a section $\xi$ of $\mathcal{A}(I^N)$ is given by solving the following graded equation for the parallel transport $\tau$ of $\xi$ along a loop $\gamma$ in the base $C_N \mathbb{C}$ [ChI]:
\[d\tau = \omega \tau\]
(26)
Solving this formally degree by degree, one gets the transport $\tau$ of the con-
Formally:

\[
\tau = 1 + \sum_{k<l} \left( \frac{1}{2\pi i} \int_c d\log \Delta z_{kl} \right) |kl\rangle (I^N) \\
+ \sum_{i<j} \left( \frac{1}{(2\pi i)^2} \int_{t_1<t_2} d\log \Delta z_{ij}(t_2) d\log \Delta z_{kl}(t_1) \right) |ij\rangle (I^N) |kl\rangle (I^N) + \cdots
\]  

(28)

Define a pairing:

\[
\langle -, - \rangle : T^*C_N\mathbb{C} \times C_*(LC_N\mathbb{C}) \to \mathbb{C} \\
(\omega, c) \mapsto \langle \omega, c \rangle := \int_c \omega = \int c^*\omega
\]  

(29)

for some smooth \( c : S^1 \to C_N\mathbb{C} \), and \( C_*(LC_N\mathbb{C}) \) denotes the free chain complex of non-degenerate loops in \( C_N\mathbb{C} \). Armed with these notations one can write, for \( \gamma \in LC_N\mathbb{C} \):

\[
\langle \tau, \gamma \rangle = \langle 1, \gamma \rangle + \sum_{n \geq 0} \langle \omega^n, \gamma \rangle \\
= \langle 1, \gamma \rangle + \sum_{k<l} \left( \frac{1}{2\pi i} \int_{\gamma} d\log \Delta z_{kl} \right) |kl\rangle (I^N) \\
+ \sum_{i<j} \left( \frac{1}{(2\pi i)^2} \int_{\gamma, t_1<t_2} d\log \Delta z_{ij}(t_2) d\log \Delta z_{kl}(t_1) \right) |ij\rangle (I^N) |kl\rangle (I^N) + \cdots
\]  

(31)

which can equivalently be obtained by solving the Knizhnik-Zamolodchikov equation \[\text{[Koh]} \] by the method of iterated integrals. Thus one obtains the generalized holonomy map \[\text{[ChII]} \]:

\[
\Theta : \Omega C_N\mathbb{C} \to \mathcal{A}(I^N) \\
\gamma \mapsto \langle \tau, \gamma \rangle = \sum_{n \geq 0} \int_\gamma \omega^n
\]  

(32)
which is a sum of chord diagrams with support $I^N$ with coefficients of the form $(1/(2πi))^m \int_\gamma d^m \log \Delta z[P](\gamma)$ for a degree $m$ chord diagram. For some loop $\gamma$, $\sum_{n\geq 0} \int_\gamma \omega^n$ is also referred to as the holonomy of the connection $\omega$ along the loop $\gamma$. It was argued [Koh] that Kontsevich generalized this in his seminal paper to the Kontsevich integral of a knot, replacing trivial chord diagrams on $I^N$ by chord diagrams on $S^1$, starting from the actual knot $\gamma$.

5 The Kontsevich integral as a holonomy

In this section, we give a direct construction of the Kontsevich integral of a knot as being generated by the holonomy of some bundle of chord diagrams and not as a generalization of the formal holonomy of the Knizhnik-Zamolodchikov connection on $\mathcal{A}(I^N)$. Braids are more naturally defined in $X_N := (C^N - \Delta)/S_N = C_N \mathbb{C}/S_N$ and not $C_N \mathbb{C}$ and it is on this space that we will consider the algebra bundle $(\mathcal{A}(X_N), +, \cdot)$ of chord diagrams based at points of $X_N$, for which the product $\boxtimes$ is simply denoted by $\cdot$ as it is a commutative product in this case. Defining the bundle to be $\mathcal{A}(X_N)$ instead of $\mathcal{A}(I^N)$ will allow us to have integrands that are not simply chord diagrams with support on $I^N$ but chord diagrams with support the link itself, the way Kontsevich initially wrote down his formula for his integral. In this formalism, for a link $L$ that once put in braid position corresponds to a geometric braid $\tilde{\gamma} \in C \times I$ with $N$ strands, obtained by lifting some loop $\gamma \in X_N$, then $Z(L)$ is generated by the holonomy for the Knizhnik-Zamolodchikov connection around the loop $\gamma$ in the base. It is important to make a mental distinction between the algebra $\mathcal{A}(X_N)$ that has chords based at different points, and the bundle $\mathcal{A}(X_N) \rightarrow X_N$ whose fibers are chord diagrams based at a same point. We will strive to always make this distinction evident by saying whether we work with the bundle or the algebra itself.

To achieve this, we first define the bundle $\mathcal{A}(C_N \mathbb{C})$ over $C_N \mathbb{C}$ on which we put the usual Knizhnik-Zamolodchikov connection, define an action of the symmetric group on sections of this bundle leading to the definition of the algebra bundle $C_N \mathbb{C} \times_{S_N \mathbb{C}} \mathcal{A}(C_N \mathbb{C})/S_N$ over $X_N$ with total space $\mathcal{A}(X_N)$. The KZ connection on $\mathcal{A}(C_N \mathbb{C})$ descends to a well-defined connection on this bundle. Solving the KZ equation exactly, we obtain the holonomy for that connection around a loop $\gamma$ in the base $X_N$. Upon expansion of this
holonomy we generate $Z(L)$.

5.1 $\mathfrak{A}(C_N\mathbb{C})$ as a bundle over $C_N\mathbb{C}$

We put the product topology on $\mathbb{C}^N$, and the subspace topology on $C_N\mathbb{C} = \mathbb{C}^N - \Delta$. We consider over this space the algebra bundle $(\mathfrak{A}(C_N\mathbb{C}), +, \cdot)$ where $\mathfrak{A}(C_N\mathbb{C})$ is the $\mathbb{C}$-linear span of chord diagrams with support a same point of $C_N\mathbb{C}$, viewed as a graded algebra over $\mathbb{C}$ with graded completion $\mathfrak{A}(C_N\mathbb{C})$. We now put a topology on $\mathfrak{A}(C_N\mathbb{C})$. By definition, we have this bundle to be trivial, and its fiber is isomorphic as an algebra to the algebra of formal power series in $N(N-1)/2$ variables:

$$\mathfrak{A}(C_N\mathbb{C}) \simeq C_N\mathbb{C} \times \mathbb{C}[\{\langle ij \rangle \mid 1 \leq i < j \leq N\}]$$

(33)

We put on this total space the topology defined as the product of the topology on $C_N\mathbb{C}$ with a topology on the algebra $\mathbb{C}[\{\langle ij \rangle \mid 1 \leq i < j \leq N\}]$ as we do now. We first start by considering the ring of formal power series $\mathbb{C}[x]$ whose elements are of the form $\sum_{n \geq 0} a_n x^n$ and are determined by giving a sequence $(a_n) \in \mathbb{C}^\omega$. We define the following metric on this ring; if $f(x) = \sum_{n \geq 0} a_n x^n$ and $g(x) = \sum_{n \geq 0} b_n x^n$, then we consider the metric $d$ induced by the distance function on sequences $(a_n)$ and $(b_n)$ defined by:

$$d((a_n), (b_n)) = 2^{-k}$$

(34)

where $k$ is the smallest integer for which $a_n \neq b_n$. Then $f$ and $g$ being defined by the respective sequences $(a_n)$ and $(b_n)$, we define $d(f, g) = 2^{-k}$. To show that this defines a metric on the formal power series ring is not difficult, the only tricky point being to show the triangle inequality. If $h(x) = \sum_{n \geq 0} c_n x^n$ is a third power series such that $d((a_n), (c_n)) = 2^{-i}$ and $d((b_n), (c_n)) = 2^{-j}$ for some integers $i$ and $j$, then we would like to have $d((a_n), (b_n)) \leq d((a_n), (c_n)) + d((b_n), (c_n))$, that is $2^{-k} \leq 2^{-i} + 2^{-j}$. The only combinations of indices $i, j, k$ that does not lead to this inequality are the two cases $k < i < j$ and $k < j < i$, none of which occur. Indeed if either case is true, then in particular we could have $a_k = c_k$ and $b_k = c_k$, a contradiction with the definition of $k$. With this metric we define a metric topology on the ring of formal power series, thereby making it into a topological space.
We now deal with the ring of formal power series in two commuting unknowns \( x \) and \( y \) denoted by \( \mathbb{C}[[x,y]] \) whose elements are of the form
\[
\sum_{m \geq 0} \sum_{m_1 + m_2 = m} a_{m_1,m_2} x^{m_1} y^{m_2}.
\]
We put on this ring the metric topology with the use of the metric induced by the distance function:
\[
d((a_{m_1,m_2}), (b_{m_1,m_2})) = 2^{-k}
\] (35)
where:
\[
k = \inf\{m_1 + m_2 \mid a_{m_1,m_2} \neq b_{m_1,m_2}\}
\] (36)
As in the case of one variable only, it is clear that this induces a metric on the ring of formal series, and the only difficulty in showing that this does define a metric is the triangle inequality. If we consider a third series determined by a sequence \((c_{m_1,m_2})\) and we have \(d((a_{m_1,m_2}), (c_{m_1,m_2})) = 2^{-i}\), \(d((b_{m_1,m_2}), (c_{m_1,m_2})) = 2^{-j}\), then the only combinations of indices that raise problems are the two cases \(k < i < j\) and \(k < j < i\). For either case, if \(m_1\) and \(m_2\) are two integers whose sum is equal to \(k\), then we could have equalities \(a_{m_1,m_2} = c_{m_1,m_2}\) and \(b_{m_1,m_2} = c_{m_1,m_2}\), in contradiction with the definition of \(k\).

It is clear that \(\mathbb{C}[[\{ij \mid 1 \leq i < j \leq N\}]\), whose elements are of the form:
\[
\sum_{m \geq 0} \sum_{1 \leq i < j \leq N} a_{(m_{ij})} \prod_{i<j} (|ij|)^{m_{ij}}
\] (37)
can be topologized with the metric induced by the distance function:
\[
d((a_{(m_{ij})}), (b_{(m_{ij})})) = 2^{-k}
\] (38)
where:
\[
k = \inf\{\sum_{1 \leq i < j \leq N} m_{ij} \mid a_{(m_{ij})} \neq b_{(m_{ij})}\}
\] (39)

5.2 Connection on \(\overline{A}(C_N^\mathbb{C})\)

Before putting a connection on \(\overline{A}(C_N^\mathbb{C}) \rightarrow C_N^\mathbb{C}\), we briefly review how a connection is defined on a vector bundle. From first principles, let \(E : X \times \mathbb{C}^n\) be an \(n\)-dimensional vector bundle over some topological space \(X\), \(\Gamma(E) \simeq \mathcal{C}^\infty(X, \mathbb{C}^n)\) its space of sections, \(\sigma \in \Gamma(E)\), then \(d\sigma\) can be computed using
multivariate calculus. For $f$ a function on $X$, we have $d(f \sigma) = df \otimes \sigma + f \cdot d \sigma$. If $E$ is not trivial however, we have to generalize this notion of differentiation to a $\mathbb{C}$-linear differential operator $\nabla : \Gamma(E) \rightarrow \Gamma(T^*X \otimes E)$ satisfying the Leibniz rule $\nabla(f \sigma) = df \otimes \sigma + f \nabla \sigma$. If $E \to X$ is a smooth complex vector bundle with local trivializations $E|_U \sim U \times \mathbb{C}^n$ given by a local frame field $e_1, ..., e_n$ on $U$, then any $\sigma \in \Gamma(E|_U)$ can be written locally:

$$\sigma(x) = \sum_{1 \leq k \leq n} a_k(x)e_k(x) \simeq (a_1(x), ..., a_n(x)) \equiv a(x)$$

for $x \in U$. If there is a connection $\nabla$ on $E$, then we write:

$$\nabla e_j = \sum_{1 \leq k \leq n} \omega_{kj} \otimes e_k$$

and we let $\omega := (\omega_{kj})_{1 \leq k, j \leq n}$. For $\sigma \in \Gamma(E|_U)$ as above, $\sigma \simeq a$, then we have:

$$\nabla \sigma = \nabla \left( \sum_j a_j e_j \right)$$

$$= \sum_j \nabla (a_j e_j)$$

$$= \sum_j (da_j) \otimes e_j + \sum_j a_j \nabla e_j$$

$$= da + \sum_{jk} a_j \omega_{kj} e_k$$

$$= da + \sum_k (\omega a)_k e_k$$

$$= (da + \omega)a$$

Chen [ChI] generalized this to the case of $T^*X \otimes A$ over some base space $X$, where $T^*X$ is the cotangent bundle of $X$, $A$ is some graded, non-commutative algebra. For our purposes, $A = \mathcal{A}(C_N\mathbb{C})$, and we put on $\mathcal{A}(C_N\mathbb{C})$ the Knizhnik-Zamolodchikov connection $\nabla = d - \omega$ where:

$$\omega = \frac{1}{2\pi i} \sum_{1 \leq i \neq j \leq N} \frac{|ij|}{z_i - z_j} dz_i$$
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the well-known KZ connection form. This gives a well-defined connection on \( \mathcal{A}(C_N \mathbb{C}) \); it is immediate that both linearity and the Leibniz rule hold for this choice of connection.

### 5.3 Construction of the bundle \( \mathcal{A}(X_N) \) over \( X_N \)

We first define an action of the permutation group \( S_N \) on sections of \( \mathcal{A}(C_N \mathbb{C}) \). Let \( Z \in C_N \mathbb{C} \) and \( \psi \in \Gamma(\mathcal{A}(C_N \mathbb{C})) \). For some element \( \sigma \in S_N \), we would like \( (\sigma \psi)(\sigma Z) = \psi(Z) \) for consistency, where \( \sigma Z = \sigma(z_1, ..., z_N) = (z_{\sigma(1)}, ..., z_{\sigma(N)}) \). Write \( \psi(Z) = \sum_P \lambda_P |P\rangle(Z) \), which is short for \( \langle Z, \sum_P \lambda_P |P\rangle \), where the sum is over all chord diagrams \( |P\rangle \) with support on \( Z \), and \( \lambda_P \in \mathbb{C} \) for all \( P \). Then we must have \( \sigma \psi(\sigma Z) = \sum_P \lambda_P |\sigma P\rangle \sigma Z \), where if \( P = (P_1, ..., P_m) \), then we define \( \sigma P := (\sigma P_1, ..., \sigma P_m) \), with \( \sigma|kl\rangle = |\sigma k \sigma l\rangle \), \( 1 \leq k, l \leq N \). Thus we define:

\[
\sigma \psi = \sum_P \lambda_P |\sigma P\rangle \tag{49}
\]

Consider the set of equivalence classes \( C_N \mathbb{C} \times_{S_N \mathbb{C}} \mathcal{A}(C_N \mathbb{C})/S_N \), whose elements are classes \( [(Z, \psi(Z))] = \{(\sigma Z, \sigma \psi(\sigma Z)) | \sigma \in S_N, Z \in C_N \mathbb{C}, \psi(Z) \in \mathcal{A}(Z)\} \). This defines an algebra bundle by projecting on the second factor:

\[
\begin{array}{ccc}
\mathcal{A}(X_N) & \xrightarrow{\pi} & X_N \\
\end{array}
\tag{50}
\]

We now give a description of this bundle. Fix some \( Z \in X_N \). If \( q \) is the quotient map from \( C_N \mathbb{C} \) to \( X_N \), then for some \( \tilde{Z} \in q^{-1}(Z) \), a choice of some element \( \sum \lambda_P |P\rangle(\tilde{Z}) \in \mathcal{A}(\tilde{Z}) \) together with the point \( \tilde{Z} \) defines a representative \( (\tilde{Z}, \sum \lambda_P |P\rangle(\tilde{Z})) \) of some class in \( C_N \mathbb{C} \times_{S_N \mathbb{C}} \mathcal{A}(C_N \mathbb{C})/S_N \). Now \( |P\rangle(\tilde{Z}) \in \mathcal{A}(C_N \mathbb{C}) \) only. However projecting \( \tilde{Z} \) to \( Z \) those two coordinates of \( \tilde{Z} \) that are marked by a chord by \( |P\rangle \) are also marked in the complex plane after projection, and thus defines a chord diagram that we still denote by \( |P\rangle(Z) \) for convenience. Note however that if \( |P\rangle(\tilde{Z}) \) can be defined using indices, \( |P\rangle(Z) \) is index-free. Further the definition of \( |P\rangle(Z) \) is independent of the representative chosen.
Example 5.1. Fix $N=3$, $(e_i)_{1 \leq i \leq 3}$ the canonical basis for $\mathbb{C}^3$, $\tilde{Z} = (z_1, z_2, z_3) \in C_3 \mathbb{C}$, $\ket{12}(\tilde{Z})$ projects to the chord diagram $\ket{Q}$ at $Z = q\tilde{Z} \in X_3$:

![Diagram](image)

with $Z = \{z_1, z_2, z_3\} \in X_3$, and the chord $\ket{Q}$ along with the point in $X_3$ are represented by:

![Diagram](image)

Conversely, given $Z$ as above along with the chord $\ket{Q}$, pick a labeling of the 3 defining points of $Z$:

![Diagram](image)
Then for $\tilde{Z} = (z_1, z_2, z_3) \in q^{-1}Z$, we have $|Q\rangle(\tilde{Z}) = |23\rangle(\tilde{Z})$.

Note that $\sum_Q \lambda_Q |Q\rangle \in \mathbb{C}[[\{|P\}|]]$, the power series algebra on $N(N - 1)/2$ generators which are the $N(N - 1)/2$ possible chords of order 1 on a given point of $X_N$. Thus the fiber of $\mathcal{A}(X_N)$ over $X_N$ is isomorphic to $\mathbb{C}[[\{|P\}| \mid |P| = 1]]$ and inherits its automorphism group as structure group: $\text{Aut}(\mathcal{A}(X_N)) = \text{Aut}(\mathbb{C}[[\{|P\}|]])$.

### 5.4 KZ connection on $\mathcal{A}(X_N)$

Recall that we had the KZ connection $\nabla = d - \omega$ on $\mathcal{A}(C_N \mathbb{C})$ over $C_N \mathbb{C}$, with:

$$\omega = \frac{1}{2\pi i} \sum_{1 \leq i < j \leq N} \frac{|ij\rangle}{z_i - z_j} dz_i$$  \hspace{1cm} (51)

We show it is invariant under the action of the symmetric group $S_N$, and therefore descends to a connection on $\mathcal{A}(X_N)$:

**Lemma 5.1.** The KZ connection on $\mathcal{A}(C_N \mathbb{C})$ over $C_N \mathbb{C}$ descends to a well defined connection $\nabla = d - \omega$ on $\mathcal{A}(X_N)$ over $X_N$, with:

$$\omega = \frac{1}{2\pi i} \sum_{|P| = 1} |P\rangle \cdot \text{dlog}(|P\rangle \cdot \Delta[z|P\])$$  \hspace{1cm} (52)

**Proof.** It suffices to observe that we can write:

$$\sum_{i \neq j} \frac{|ij\rangle}{z_i - z_j} dz_i = \sum_i \left( \sum_{j > i} \frac{|ij\rangle}{z_i - z_j} dz_i + \sum_{j < i} \frac{|ij\rangle}{z_i - z_j} dz_i \right)$$  \hspace{1cm} (53)

$$= \sum_{i < j} \frac{|ij\rangle}{z_i - z_j} dz_i - \sum_{j < i} \frac{|ji\rangle}{z_j - z_i} dz_i$$  \hspace{1cm} (54)

$$= \sum_{i < j} \frac{|ij\rangle}{z_i - z_j} dz_i - \sum_{i < j} \frac{|ij\rangle}{z_i - z_j} dz_j$$  \hspace{1cm} (55)

$$= \sum_{i < j} \frac{|ij\rangle}{z_i - z_j} (dz_i - dz_j)$$  \hspace{1cm} (56)

$$= \sum_{1 \leq i < j \leq N} |ij\rangle \cdot \text{dlog}(z_i - z_j)$$  \hspace{1cm} (57)
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where in going from (54) to (55) we used the fact that for all indices $i \neq j$, we have $|ij| = |ji|$. From this we can write the KZ connection $\nabla = d - \omega$ on $\mathcal{A}(C_N \mathbb{C})$ over $C_N \mathbb{C}$ as $\omega = (1/2\pi i) \sum_{|P| = 1} |P| \cdot \text{dlog}(\Delta z[P])$, which is invariant under the action of $S_N$. It follows that the KZ connection on $\mathcal{A}(C_N \mathbb{C})$ descends to a well-defined connection $\nabla = d - \omega$ on $\mathcal{A}(X_N)$ over $X_N$, with $\omega = (1/2\pi i) \sum_{|P| = 1} |P| \cdot \text{dlog}\Delta z[P]$. 

5.5 subtleties of $TX_N$ and $T^*X_N$

If $\omega$ as defined in the previous section unambiguously makes sense by virtue of the presence of chords in its definition, the tangent and cotangent bundles of $X_N$ are not well-defined however. Points in $X_N$ can be written $\sum_{1 \leq i \leq N} [z_i]$ where the indexing $[z_i]$ on the $N$ defining points of $Z$ is nothing but a choice of labeling. If nearby points can be chosen to have the same labeling, this is not necessarily true of points far away from $Z$. To remedy this we endow connected open sets $U = \{U_1, \ldots, U_N\}$ - all $U_i$’s being connected - with a property that we refer to as the ”small enough” property. This means that points in small enough connected open sets have their $N$ defining points with a same choice of labeling, and points in disjoint connected open sets may not necessarily have defining points with a same choice of labeling. Both the tangent and the cotangent bundles of $X_N$ have local trivializations defined over small enough, connected open sets, for in this case each defining open set for such small enough connected open set is connected, and complex variables carry a same choice of labeling, whence the possibility of defining local complex variables in those. From there, tangent vectors can be locally defined, as well as their duals. It is in this sense that $TX_N$ and $T^*X_N$ can be defined.

5.6 The KZ equation

Let $\xi$ be a section of $\mathcal{A}(X_N)$:

$$\xi = \sum_P \lambda_P |P|$$ (58)

Let $Z \in X_N$, $\gamma$ a loop in $X_N$ based at $Z$. The parallel transport of $\xi$ along $\gamma$ is denoted by $\Psi$. It is a horizontal section for the connection, so that $\nabla \Psi = 0$
from which it follows that:

\[ d\Psi = \omega \Psi \]

\[ = \frac{1}{2\pi i} \sum_{|P|=1} |P| \cdot \text{dlog}(\Delta z[P]) \cdot \Psi \]  

and using the fact that the fiber of \( \mathcal{A}(X_N) \) is isomorphic to \( \mathbb{C}[[\{ |P| \}]] \), a commutative algebra, this equation has the following solution:

\[ \Psi = e^{(1/2\pi i) \sum_{|P|=1} |P| \cdot \log \Delta z[P] + \Theta} \]  

\[ = e^{\Theta} \cdot e^{(1/2\pi i) \sum_{|P|=1} |P| \cdot \log \Delta z[P]} \]  

\[ = \mu e^{(1/2\pi i) \sum_{|P|=1} |P| \cdot \log \Delta z[P]} \]  

where \( \Theta \in \mathcal{A} \) is a constant term determined by the initial condition \( \xi(Z) = \Psi(Z) \) and we have put \( \mu \equiv \exp(\Theta) \). Solving for the initial condition:

\[ \Psi(Z) = \mu e^{(1/2\pi i) \sum_{|P|=1} |P| \cdot \log \Delta z[P](Z)} = \xi(Z) \]  

using the notation:

\[ \Lambda \equiv \frac{1}{2\pi i} \sum_{|P|=1} |P| \cdot \log \Delta z[P] \]  

then we must have:

\[ \mu = e^{-\Lambda(Z)} \cdot \xi(Z) \]  

5.7 Holonomy of the KZ equation

With the same notations and definitions as in the previous subsection, we have:

\[ \Psi(\gamma(1)) = \mu e^{\Lambda(\gamma(1))} \]

\[ = \mu e^{\int_{\gamma} \omega(\gamma) + \Lambda(\gamma(0))} \]

\[ = e^{\int_{\gamma} \omega(\gamma)} \cdot \mu \cdot e^{\Lambda(\gamma(0))} \]

\[ = e^{\int_{\gamma} \omega(\gamma)} \cdot \Psi(\gamma(0)) \]  

and the holonomy of the KZ connection along a loop \( \gamma \) in the base is expressed as \( \exp(\int_{\gamma} \omega(\gamma)) \).
**Proposition 5.1.** For a link $L$ that once put in braid position is given by a geometric braid $\tilde{\gamma} \in \mathbb{C} \times I$ corresponding to the lift of some loop $\gamma \in X_N$, the holonomy $h$ of the KZ connection on $\mathcal{A}(X_N)$ over $X_N$ along $\gamma$ generates $Z(L)$, the Kontsevich integral for the link $L$.

**Proof.** It suffices to write:

$$h \equiv e^\int_I \omega(\gamma) = \sum_{m \geq 0} \frac{1}{m!} \left( \int_I \omega \right)^m$$

(71)

$$= \sum_{m \geq 0} \frac{1}{m!} \int_{I^m} \omega^m$$

(72)

with:

$$\omega^m(t_1, \ldots, t_m) = \frac{1}{(2\pi i)^m} \sum_{P_1, \ldots, P_m} \prod_{1 \leq i \leq m} |P_i(\gamma t_i)| \text{dlog} \Delta z[P_i](\gamma t_i)$$

(73)

It is worthwhile to point out that though each $|P_i(\gamma t_i)|$ is an element of the fiber of $\mathcal{A}(X_N)$ over the point $\gamma(t_i)$, $1 \leq i \leq m$, the product of such elements as in (73) is no longer an element of a fiber of $\mathcal{A}(X_N)$ but is truly an element of the algebra $\mathcal{A}(X_N)$ proper. We can write the holonomy $h$ as:

$$h = \sum_{m \geq 0} \frac{1}{m!} \frac{1}{(2\pi i)^m} \sum_{P_1, \ldots, P_m} \int_{I^m} \prod_{1 \leq i \leq m} |P_i(\gamma t_i)| \text{dlog} \Delta z[P_i](\gamma t_i)$$

(74)

$$= \sum_{m \geq 0} \frac{1}{m!} \frac{1}{(2\pi i)^m} \sum_{P_1, \ldots, P_m} \sum_{\sigma \in S_m} \int_{\Delta_m \ni (t_1, \ldots, t_m)} \prod_{1 \leq i \leq m} |P_{\sigma(i)}(\gamma t_i)| \text{dlog} \Delta z[P_{\sigma(i)}](\gamma t_i)$$

(75)

$$= \sum_{m \geq 0} \frac{1}{m!} \frac{1}{(2\pi i)^m} \sum_{\sigma \in S_m} \int_{\Delta_m \ni (t_1, \ldots, t_m)} \prod_{1 \leq i \leq m} |P_{\sigma(i)}(\gamma t_i)| \text{dlog} \Delta z[P_{\sigma(i)}](\gamma t_i)$$

(76)

$$= \sum_{m \geq 0} \frac{1}{m!} \frac{1}{(2\pi i)^m} \sum_{\sigma \in S_m} \int_{\Delta_m \ni (t_1, \ldots, t_m)} \prod_{1 \leq i \leq m} |P_i(\gamma t_i)| \text{dlog} \Delta z[P_i](\gamma t_i)$$

(77)

$$= \sum_{m \geq 0} \frac{1}{m!} \frac{1}{(2\pi i)^m} \int_{\Delta_m \ni (t_1, \ldots, t_m)} \prod_{1 \leq i \leq m} |P_i(\gamma t_i)| \text{dlog} \Delta z[P_i](\gamma t_i)$$

(78)
where in (75) we have used the notation $\Delta_m = \{0 \leq t_1 < \cdots < t_m \leq 1\}$. Observe that we have obtained the formal sum of elements of $\mathcal{A}(X_N)$, based at points along $\gamma \in \Omega X_N$. In other terms we have all possible chords based at points of $\gamma$. This is sufficient to lift $h$ to $\tilde{h}$, which is the same as $h$ except that its tangle chord diagrams are of the form $|P\rangle(\tilde{\gamma}_t)$. In doing so, crossings in $X_N$ may lift to positive or negative crossings, which are immaterial once we close the braid $\tilde{\gamma}$ into $L$. Further, from the collection of chord supports, we recover $\tilde{\gamma}$, as the chords trace out sheets whose boundaries are the $N$ strands of $\tilde{\gamma}$.

If we write $P = (P_1, \ldots, P_m)$ and $T = (t_1, \cdots, t_m)$, then we can write:

$$\prod_{1 \leq i \leq m} |P_i\rangle(\tilde{\gamma}_t_i) = |P\rangle(\tilde{\gamma})(T) \in \mathcal{A}(\tilde{\gamma})$$  \hspace{1cm} (79)

Then:

$$\tilde{h} = \sum_{m \geq 0} \sum_{|P| = m} \frac{1}{(2\pi i)^m} \int_{\Delta_m \ni T} |P\rangle(\tilde{\gamma})(T) d^m \log \Delta z[P](\tilde{\gamma})(T)$$  \hspace{1cm} (80)

$$= \sum_{m \geq 0} \sum_{|P| = m} \frac{1}{(2\pi i)^m} \int_{\tilde{\gamma}_t, \Delta_m \ni T} |P\rangle(T) d^m \log \Delta z[P](T)$$  \hspace{1cm} (81)

where in the second step we have omitted the mention of $\tilde{\gamma}$ in the integrand for notation’s sake and have instead put it under the integral sign to emphasize that we integrate along $\tilde{\gamma}$. Construct the closure $\tilde{\gamma}$ of the geometric braid $\gamma$ as follows: if the strands of $\tilde{\gamma}$ originate and end at $\{(n, 0, 0) \mid 0 \leq n \leq N - 1\}$ and $\{(n, 0, 1) \mid 0 \leq n \leq N - 1\}$ respectively in $\mathbb{R}^3$, then glue to these endpoints the parallel strands $\{\{n\} \times I \times \{0\} \mid 0 \leq n \leq N - 1\}$ at time $t = 0$ and $\{\{n\} \times I \times \{1\} \mid 0 \leq n \leq N - 1\}$ at time $t = 1$. Finally we glue in the back $N$ parallel strands $\{\{n\} \times \{1\} \times I \mid 0 \leq n \leq N - 1\}$ and smooth corners to get a Morse knot. In this manner, we recover the Kontsevich integral as initially defined by Kontsevich [K], since after smoothing corners $\tilde{\gamma}$ yields $L$.

We denote the resulting object by $\bar{h}$.

$$\bar{h} = \sum_{m \geq 0} \sum_{|P| = m} \frac{1}{(2\pi i)^m} \int_{\tilde{\gamma}, \Delta_m \ni T} |P\rangle(T) d^m \log \Delta z[P](T)$$  \hspace{1cm} (82)

$$= \sum_{m \geq 0} \sum_{|P| = m} \frac{1}{(2\pi i)^m} \int_{\Delta_m \ni T} L_P d^m \log \Delta z[P](T)$$  \hspace{1cm} (83)
the form of the Kontsevich integral of links that is expressed as a sum of tangle chord diagrams and is mostly used to take advantage of the multiplicative property of $Z$.

In this integral, there are additional chords between strands in the back of the closure, whose strands are all parallel and therefore evaluate to zero. There are also chords between strands of the braid and strands from the back of the closure. Such chords are called long chords and the integrals corresponding to such chords evaluate to zero [ChDu]. However, chords from the top and bottom portions of the closure have a non-zero contribution. They can easily be calculated and their contribution be grafted onto $\tilde{h}$ to yield $\tilde{h}$. It is not true however to say that we can divide out these contributions from $Z(L)$ to obtain $\tilde{h}$. This is why we say that the Kontsevich integral is generated by a holonomy rather than saying that the Kontsevich integral is a holonomy in the classical sense.

We would like now to relate $\tilde{h}$ to $Z(L)$ as an element of $\mathcal{A}(\coprod S^1)$. Different tangle chord diagrams of the same degree supported on the same link $L$ will be defined to be equivalent if one can go from one pairing to the other by circling $L$. This is a well-defined equivalence relation. If $P$ is a representative of such a class, we denote the class by $[P]$.

Now for $m$ fixed, $P = (P_1, ..., P_m)$ fixed, from $L_P$ we can determine the chord diagram on $\coprod S^1$ it corresponds to under the embedding $\iota_L$ defining the link $L$: $\iota_L^{-1}L_P = D_{[P]}$, thereby defining a moduli map:

$$\tau : \mathcal{A}(\text{Links}) \to \mathcal{A}(\coprod S^1)$$

that we extend by linearity. Then:

$$\tau \tilde{h} = \tau \sum_{m \geq 0} \sum_{|P| = m} \frac{1}{(2\pi i)^m} \int_{L, \Delta_m \ni T} L_P d^m \log \Delta z[P](T)$$

$$= \sum_{m \geq 0} \sum_{|P| = m} \frac{1}{(2\pi i)^m} \int_{L, \Delta_m \ni T} \tau L_P d^m \log \Delta z[P](T)$$

$$= \sum_{m \geq 0} \sum_{|P| = m} \frac{1}{(2\pi i)^m} \int_{L, \Delta_m \ni T} D_{[P]} d^m \log \Delta z[P](T)$$

$$= Z(L)$$
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which can be written:

\[
Z(L) = \sum_{m \geq 0} \sum_{|P| = m} D_{[P]} \cdot \left( \frac{1}{(2\pi i)^m} \sum_{P' \in [P]} \int_{L, \Delta_m \ni T} d^m \log \Delta z[P'](T) \right)
\]  

(89)

6  Construction of \( \nabla \) from first principles

In Section 5.3 we showed \( \mathcal{A}(X_N) \to X_N \) was isomorphic to \( C_N \mathbb{C} \times_{S_N} \mathcal{A}(C_N \mathbb{C})/S_N \to X_N \). In this section, we will construct the bundle \( \mathcal{A}(X_N) \) over \( X_N \) from first principles as well as the KZ connection \( \nabla = d - \omega \) on it. Doing so, it will be manifest why the KZ connection is the natural one on a certain principal bundle from which we will construct \( \mathcal{A}(X_N) \to X_N \) using the associated bundle construction. We mainly follow \([KoNom],[Nak]\) applied to our situation.

6.1 The principal bundle \( P(X_N,G) \)

The structure group \( G \) for the principal bundle that we will introduce is the group \((\exp A^{(1)}(X_N), \cdot)\) where elements of \( A^{(1)}(X_N) \) are complex linear combinations of chord diagrams based at some fixed point of \( X_N \) of the form \( \sum_{|P| = 1} \lambda_P |P\rangle \) for some complex coefficients \( \lambda_P \), and \( \cdot \) denotes the usual associative product of exponentials:

\[
e^{\sum_P \lambda_P |P\rangle} \cdot e^{\sum_Q \mu_Q |Q\rangle} = e^{\sum_P (\lambda_P + \mu_P) |P\rangle}
\]  

(90)

We have:

\[
(e^{\sum_P \lambda_P |P\rangle})^{-1} = e^{- \sum_P \lambda_P |P\rangle}
\]  

(91)

and the unit for the product is \( \exp(\sum_P 0 \cdot |P\rangle) = \exp(0) = 1 \). \( G \) is a commutative group with this multiplication. We mainly follow \([NSi]\) in the construction of our principal bundle. We first make \( G \) into a Lie group. It suffices to make \( G \) into a differentiable manifold on which the product and inverse maps are differentiable. For the differentiable manifold structure, consider the following map:

\[
\begin{aligned}
G \overset{e}{\leftarrow} & \mathbb{C}^{N(N-1)/2} \\
& e^{\sum_P \lambda_P |P\rangle} \leftrightarrow - \sum_P \lambda_P |P\rangle
\end{aligned}
\]  

(92)
where \( \{|P\rangle | |P| = 1\} \) forms a basis of \( \mathbb{C}^{N(N-1)/2} \).

We now put a topology on \( G \). Let \( m = N(N-1)/2 \). On \( \mathbb{C}^m \) we put the product topology, which we denote by \( \tau_m \). We can write any open set \( U \in \tau_m \) as the union of open sets of the form \( U_1 \times \cdots \times U_m \). For \( m \) complex numbers \( \lambda_i \in U_i^{\text{open}} \subset \mathbb{C} \), \( 1 \leq i \leq m \), we define the following open subset of \( G \):

\[
eU_1 \times \cdots \times U_m := \{ e^{\sum_i \lambda_i |P_i \rangle} | \lambda_i \in U_i, 1 \leq i \leq m \} \quad (93)
\]

Write \( \Lambda = \sum \lambda_i |P_i \rangle \). For simplicity we write \( eU = \{ e^\Lambda | \Lambda \in U \} \), \( U = U_1 \times \cdots \times U_m \) and we have \( \Lambda \in U \) if and only if \( \lambda_i \in U_i \) for \( 1 \leq i \leq m \). We denote by \( \tau_G \) the collection of all such subsets of \( G \).

**Lemma 6.1.** \( \tau_G \) defines a topology on \( G \).

**Proof.** We first show any union of elements of \( \tau_G \) is still in \( \tau_G \): let \( I \) be any indexing set. Then we can write:

\[
\bigcup_{i \in I} \{ e^\Lambda | \Lambda \in U_i \} = \bigcup_{U_i \in \tau_m} eU_i = \{ e^\Lambda | \Lambda \in \bigcup_{i \in I} U_i = \Omega \in \tau_m \} \quad (95)
\]

\[
= e\Omega \in \tau_G \quad (96)
\]

We also show that \( \tau_G \) is closed under finite intersections. For \( p \) finite:

\[
\bigcap_{1 \leq i \leq p} \{ e^\Lambda | \Lambda \in U_i \} = \bigcap_{U_i \in \tau_m} eU_i = \{ e^\Lambda | \Lambda \in \bigcap_{1 \leq i \leq p} U_i = \Omega \in \tau_m \} \quad (98)
\]

\[
= e\Omega \in \tau_G \quad (99)
\]

Now, since:

\[
\mathbb{C}^m = \bigcup_{U \in \tau_m} U \quad (100)
\]

then:

\[
\bigcup_{eU \in \tau_G} eU = \bigcup_{U \in \tau_m} eU = \{ e^\Lambda | \Lambda \in \mathbb{C}^m \} = G \quad (101)
\]

thus \( G \in \tau_G \) as the union of elements of \( \tau_G \). It is immediate that we also have \( e\emptyset = \{ e^\Lambda | \Lambda \in \emptyset \} = \emptyset \in \tau_G \). 

\( \square \)
The map \( e \) is clearly invertible, and \( \mathbb{C}^m \) being a differentiable manifold, this gives \( G \) the structure of a differentiable manifold. Further the inverse map in the group \( G \) is clearly differentiable. Finally if we give \( G \times G \) the product topology, then the product map in \( G \) is also a differentiable map. This shows that \( G \) is a Lie group with the above structure.

### 6.2 The tangent space \( TG \) of \( G \)

We consider the principal bundle \( P = P(X_N, G) \) with base space \( X_N \), with fiber the Lie group \( G \), and with \( G \) acting on itself on the left. A connection on \( P \) is valued in the Lie algebra \( \mathfrak{g} \) of the Lie group \( G \), which is defined to be the set of left-invariant vector fields on \( P \). So we naturally have to first define what the tangent space of \( G \) is. If \( c : I \to G \) is a path in \( G \), \( f : G \to \mathbb{R} \) a function on \( G \), then \( X \in T_{c(0)}G \) can be defined by:

\[
X f|_{c(0)} := \frac{d f(c(t))}{d t} \bigg|_{t=0}
\]

(102)

If we denote by \( \partial_P \in T \mathbb{C}^m \) the partial derivative in the \( P \)-th direction in \( \mathbb{C}^m \), and by \( (e^{-1})^P \) the \( P \)-th component of the map \( e^{-1} \), then we can rewrite the right hand side of (102) as:

\[
\sum_P \frac{d}{d t}[(e^{-1})^P(c(t))] \bigg|_{t=0} \cdot \partial_P \bigg|_{(e^{-1})^P(c(t))} f \circ e \circ e^{-1}(c(t)) \bigg|_{t=0}
\]

(103)

which leads us to write \( X \) as:

\[
X = \sum_P X^P \partial_P
\]

(104)

with \( X^P := \frac{d}{d t}[(e^{-1})^P(c(t))]|_{t=0} \)

Lemma 6.1. If \( c \) is the following curve in \( G \):

\[
c : I \to G \\
t \mapsto e^{\sum_P \lambda^P(t) P}
\]

then the tangent vector to \( c \) at time \( t = 0 \) is the vector \( X \) expressed as:

\[
X = \sum_P \lambda^P_P(0) \partial_P
\]

(105)
Proof. It suffices to write \((e^{-1})^P(c(t)) = \lambda_P(t)\), from which we immediately have:

\[
\frac{d}{dt}[(e^{-1})^P(c(t))]\big|_{t=0} = \frac{d}{dt}(\lambda_P(t))\big|_{t=0} = \lambda'_P(0) \tag{106}
\]

it follows that:

\[
X = \sum_P \frac{d}{dt}[(e^{-1})^P(c(t))]\big|_{t=0} \cdot \partial_P = \sum_P \lambda'_P(0) \partial_P \tag{107}
\]

\[
\square
\]

6.3 The Lie algebra \(g\) of \(G\)

The Lie algebra of \(G\) is the set of its left-invariant vector fields, so we determine which of those elements of \(TG\) are left-invariant. For \(a, g \in G\), we have the left translation map \(L_a : G \to G\) defined by \(L_a(g) = ag\), with induced map \(L_{a*} : T_gG \to T_{ag}G\). Since \(g \in G\), we can write \(g = \exp(\sum_P \lambda_P(0)|P|)\) with \(c(t) = \exp(\sum_P \lambda_P(t)|P|)\) a curve in \(G\) through \(g\) at time \(t = 0\). Let \(X\) be the tangent vector to \(G\) at \(g\) along this curve, \(X \in T_gG\), with:

\[
X = \sum_P X^P \partial_P|_g \tag{108}
\]

and:

\[
X^P = \frac{d}{dt}[(e^{-1})^P(c(t))]\big|_{t=0} = \lambda'_P(0) \tag{109}
\]

from the previous lemma. Now let \(Y\) be the element of \(T_{ag}G\) defined by \(Y = L_{a*}X\). We have:

\[
Y = \sum_P Y^P \partial_P|_{ag} \tag{110}
\]

with:

\[
Y^P = \sum_Q X^Q \partial_Q|_g[(e^{-1})^P \circ L_a(c(t))]|_{t=0} \tag{111}
\]
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Let $a = \exp(\sum_P \mu_P |P\rangle)$. Then we have:

$$Y_P = \sum_Q \chi_Q'(0) \frac{\partial}{\partial(\lambda_Q(t))} \left[ (e^{-1})^P (e^{\sum_R (\mu_R + \lambda_R(t)) |R\rangle}) \right]_{t=0}$$

$$= \sum_Q \chi_Q'(0) \frac{\partial}{\partial(\lambda_Q(t))} (\mu_P + \lambda_P(t)) \bigg|_{t=0}$$

$$= \sum_Q \chi_Q'(0) \delta_{PQ}$$

$$= \chi'_P(0)$$

From which it follows that:

$$Y = \sum_P \chi'_P(0) \partial_P|_{ag}$$

Finally, it suffices to observe that:

$$X|_{ag} = \sum_P X^P(ag) \partial_P|_{ag}$$

with:

$$X^P(\text{ag}) = \frac{d}{dt}[(e^{-1})^P (e^{\sum_Q (\mu_Q + \lambda_Q(t)) |Q\rangle})] \bigg|_{t=0}$$

$$= \chi'_P(0)$$

It follows:

$$Y = X|_{ag}$$

that is $L_{a*}(X|_g) = X|_{ag}$, and this for any curve through $g$, and this for all $g$ in $G$, thus the set of left-invariant vector fields of $G$ is all of $TG$, whose basis is given by $\{\partial_P \mid |P| = 1\}$, a basis of vector fields for $T\mathbb{C}^m$ whose fiber is isomorphic to $\mathbb{C}^m$ with basis the vectors $\{|P\rangle \mid |P| = 1\}$, and by isomorphism this gives the basis for left-invariant vector fields. Therefore we regard the Lie algebra $\mathfrak{g}$ of $G$ as being generated by those elements. Thus any element of $\mathfrak{g}$ can be written as $\sum_P \lambda_P |P\rangle$ for some complex numbers $\lambda_P$. 
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6.4 The cotangent space $T^*G$ of $G$

In the same manner that we used the compact notation $\partial_p$ to denote the partial derivative in the $P$ direction, we introduce a similar notation for forms. If the $P$-th coordinate in $\mathbb{C}^m$ is denoted by $\psi_P$, then we have $\partial_P = \partial/\partial(\psi_P)$ and a basis for $T^*G$ is given by $\{d\psi_P \mid |P| = 1\}$. For a function $f : G \to \mathbb{R}$ we write $df = \sum_P \partial_P f \cdot d\psi_P$.

6.5 The vertical space $V_P$ of $P$

We are interested in putting a connection on the principal bundle $P$. For this purpose we first define the vertical tangent space $V_P$ of $P$. Let $u$ be an element of $P = P(X_N, G)$. If $\pi$ is the projection from $P$ to the base space $X_N$ which in any local trivialization is just projection on the first component, $Z = \pi(u) \in X_N$, then $G_Z = G$ is the fiber of $P$ over $Z$. Let $A = \sum_P \lambda_P(Z)|P \rangle \in \mathfrak{g}$. Then $u.e^{tA}$ defines a curve through $u$ in $G_Z$, and if in a local trivialization we write $u = (Z, g_u)$, $g_u \in G$, then $u \cdot e^{tA} = (Z, g_u \cdot e^{tA}) = (Z, g_u \cdot e^{tA})$. We define a tangent vector $A^* \in V_u P$ as follows. For a given function $f : P \to \mathbb{R}$:

$$A^*f(u) := \left. \frac{d}{dt}(f(u.e^{tA})) \right|_{t=0}$$

(121)

Thus defined, $A^*$ is tangent to $G_Z$ at $u$ and is therefore in the vertical subspace $V_u P$ of $T_u P$. Write $g_u = \exp(\sum_P \mu_P(Z)|P \rangle(Z))$. Writing $A^* = \sum_P A^*P \partial_P$, it follows:

$$A^*P(P) = \left. \frac{d}{dt}[(e^{-1})P(Z, e^{\sum_Q(\mu_Q(Z)+t\lambda_Q(Z))|Q \rangle(Q(Z))})] \right|_{t=0}$$

(122)

$$= \left. \frac{d}{dt}(\mu_P(Z) + t\lambda_P(Z)) \right|_{t=0}$$

(123)

$$= \lambda_P(Z)$$

(124)

thereby defining the following vector space isomorphism:

$$\mathfrak{g}^* \rightarrow VP$$

$$A = \sum_P \lambda_P|P \rangle \mapsto A^* = \sum_P \lambda_P \partial_P$$

(125)
6.6 The connection $\tilde{\omega}$ on $P$

In the same manner that we had left multiplication on $G$ we also have a right multiplication map denoted by $R$. If $a, g \in G$ then $R_a(g) = ga$, and the map $R_a$ induces a map $R^*_a: T^*_a P \to T^*_u P$. Further, we have the adjoint action of $G$ on itself defined by $ad_g h := ghg^{-1}$ with a corresponding induced map $ad_g^* = Ad_g : T_h G \to T_{ghg^{-1}} G$, and for $h = 1$ the identity of $G$ we have a resulting adjoint map $Ad_g : g \to g$ defined by $A \mapsto Ad_g(A) = gAg^{-1}$.

We now define the connection one form $\tilde{\omega}$ on $P$. A connection one form $\tilde{\omega} \in g \otimes T^* P$ is a projection of $TP$ onto $VP \simeq g$, satisfying:

\begin{align*}
(1) \quad \tilde{\omega}(A^* ) &= A \tag{126} \\
(2) \quad R^*_g \tilde{\omega} &= Ad_g^{-1} \tilde{\omega} \tag{127}
\end{align*}

For our connection, we choose:

$$\tilde{\omega} = \sum_P |P\rangle d\psi_P \tag{128}$$

**Lemma 6.1.** $\tilde{\omega}$ is a well-defined connection on $P(X_N, G)$ over $X_N$.

**Proof.** For $A = \sum_P \lambda_P |P\rangle \in g$, we have the corresponding element of $VP$ $A^* = \sum_P \lambda_P \partial_P$. Now:

\begin{align*}
\tilde{\omega}(A^* ) &= (\sum_P |P\rangle d\psi_P ) (\sum_Q \lambda_Q \partial_Q ) \\
&= \sum_P |P\rangle d\psi_P (\sum_Q \lambda_Q \partial_Q ) \\
&= \sum_{P,Q} |P\rangle \lambda_Q d\psi_P (\partial_Q ) \\
&= \sum_{P,Q} |P\rangle \lambda_Q \delta_{P,Q} \\
&= \sum_P \lambda_P |P\rangle \\
&= A \tag{134}
\end{align*}

so that $\tilde{\omega}(A^* ) = A$. In a local trivialization $P \simeq U \times G$, $\pi$ is just the projection on the first factor. If $\pi_G$ is the projection on the second factor, then we locally have $TP \simeq T(U \times G) \simeq \pi^* T U \oplus \pi^*_G T G$. Then
$X \in T_u P$, $u = (Z, g_u)$ in a local trivialization, can be written as a sum $X = X_1 + X_2$, $X_1 \in \pi^* T_u X_N$, $X_2 \in T_{g_u} G$, $\tilde{\omega}_u(X_1) = 0$, $X_2 = \sum_p X^p \partial_p$. Then $\tilde{\omega}_u(X) = \tilde{\omega}_u(X_2) = \sum_p X^p|P|$. For $g \in G$, by commutativity in $\mathcal{A}(X_N)$ it follows that $Ad_{g^{-1}} \tilde{\omega}_u(X) = g^{-1} \tilde{\omega}_u(X) g = \tilde{\omega}_u(X) = \sum_p X^p|P|$. On the other hand $R_g^* \tilde{\omega}_u(X) = \tilde{\omega}_u(R_g^* X)$, with $R_g^* X = R_g^* X_1 + R_g^* X_2 = R_g^* X_1 + \sum_p Y^p \partial_p|ug$, with:

$$Y^p = \sum_Q X^Q \partial_Q|_u((e^{-1})^p(R_g u))$$  \hspace{1cm} (135)

If we let $g = \exp(\sum_p \mu_P|P|)$ and $u = (Z, \exp(\sum_P \lambda_P|P|))$, then we have:

$$Y^p = \sum_Q X^Q \partial_Q|_u((e^{-1})^p (Z, e^{\sum_{R}(\lambda_R + \mu_R)|R|}))$$  \hspace{1cm} (136)

$$= \sum_Q X^Q \partial_Q|_u(\lambda_P + \mu_P)$$  \hspace{1cm} (137)

$$= \sum_Q X^Q \frac{\partial}{\partial(\lambda_Q)}(\lambda_P + \mu_P)$$  \hspace{1cm} (138)

$$= X^p|_u$$  \hspace{1cm} (139)

From which it follows that $R_g^* X = R_g^* X_1 + \sum_p X^p|_u \cdot \partial_p|ug$. And:

$$R_g^* \tilde{\omega}_u(X) = \tilde{\omega}_u(R_g^* X)$$  \hspace{1cm} (140)

$$= \tilde{\omega}_u(R_g^* X_1 + \sum_p X^p|_u \cdot \partial_p|ug)$$  \hspace{1cm} (141)

$$= \tilde{\omega}_u(\sum_p X^p|_u \cdot \partial_p|ug)$$  \hspace{1cm} (142)

$$= (\sum_P |P\rangle d\psi_P|ug)(\sum_Q X^Q|_u \partial_Q|ug)$$  \hspace{1cm} (143)

$$= \sum_{P,Q} |P\rangle X^Q|_u \delta_{P,Q}$$  \hspace{1cm} (144)

$$= \sum_P X^P|_u |P\rangle$$  \hspace{1cm} (145)

$$= \tilde{\omega}_u(X)$$  \hspace{1cm} (146)

$$= Ad_{g^{-1}} \tilde{\omega}_u(X)$$  \hspace{1cm} (147)

which completes the proof. ∎
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6.7 Local form $\omega$ of the connection one form $\tilde{\omega}$

We wish to write a local expression for $\tilde{\omega}$ by pulling it back to $X_N$. Let $U$ be an open set in $X_N$, $\pi : P \to X_N$, $\pi^{-1}U$ open in $P$, on which we define $TP$ and $T^*P$. A section of $P$ at $Z \in U$ is of the form $(Z, \exp(\sum_P \psi_P(Z)|P)(Z))$.

Consider a local section $\sigma$ of $P$ on $U$ for which $\psi_P(Z) = \frac{1}{2\pi i} \log \Delta z[P](Z)$. Then we define:

$$
\omega := \sigma^*\tilde{\omega} = \sigma^*(\sum_P |P\rangle d\psi_P) = \sum_P |P\rangle \sigma^* d\psi_P = \sum_P |P\rangle d\psi_P(\sigma)$$  

(148) (149) (150) (151)

For the purpose of computing $\omega$ we work with small enough basic open sets in $X_N$. Recall that the topology $\tau_N$ on $X_N$ is generated by small enough basic open sets $V = \{V_1, ..., V_N\}$, $V_1, ..., V_N$ disjoint open sets in the complex plane. We can write $U$ as a union of such open sets. Let $V$ be one such small enough basic open such that $Z \in V$. Then we can locally label the $N$ defining points of $Z$ as $z_1, ..., z_N$, and we locally have a basis $\partial/\partial z_k$, $1 \leq k \leq N$ of $TX_N$. Fix $k$, $1 \leq k \leq N$. Then:

$$
\sigma_* \frac{\partial}{\partial z_k} = \sum_P \lambda_P \partial_P
$$  

(152)

with:

$$
\lambda_P = \frac{1}{2\pi i} \frac{\partial}{\partial z_k} \log \Delta z[P](Z)
$$  

(153)

so that:

$$
\sigma_* \frac{\partial}{\partial z_k} = \sum_P \frac{1}{2\pi i} \frac{\partial}{\partial z_k} \log \Delta z[P](Z) \partial_P
$$  

(154)
It follows:

\[
(\sigma^*d\psi)(\frac{\partial}{\partial z_k}) = d\psi P \left( \sum Q \frac{1}{2\pi i} \frac{\partial}{\partial z_k} \log \Delta z[Q](Z) \partial_Q \right) \quad (155)
\]

\[
= \sum Q \frac{1}{2\pi i} \frac{\partial}{\partial z_k} \log \Delta z[Q](Z) d\psi P(\partial_Q) \quad (156)
\]

\[
= \sum Q \frac{1}{2\pi i} \frac{\partial}{\partial z_k} \log \Delta z[Q](Z) \delta_{P,Q} \quad (157)
\]

\[
= \frac{1}{2\pi i} \frac{\partial}{\partial z_k} \log \Delta z[P](Z) \quad (158)
\]

from which we get:

\[
\sigma^*d\psi P = \sum_k \frac{1}{2\pi i} \frac{\partial}{\partial z_k} \log \Delta z[P](Z) dz_k \quad (159)
\]

\[
= \frac{1}{2\pi i} d\log(\Delta z[P]) \quad (160)
\]

Finally:

\[
\omega = \sigma^*\tilde{\omega} = \frac{1}{2\pi i} \sum_P |P| d\log(\Delta z[P]) \quad (161)
\]

which is commonly referred to as the Knizhnik-Zamolodchikov connection one form. Notice that this derivation is independent of the choice of labels for the defining points of \(Z\) in a basic open set.

6.8 Local connection \(\tilde{\omega}_{\text{loc}}\) on \(P\)

We now seek to construct a local form of a connection on \(P\) derived from the local form \(\omega\) on \(X_N\), which is itself derived from the connection one form \(\tilde{\omega}\) on \(P\), for the purpose of obtaining the Knizhnik-Zamolodchikov equation and show that upon integration we get a holonomy for that particular connection which generates the Kontsevich integral.

For the section \(\sigma\) introduced above, \(Z \in X_N\) fixed, any element \(u\) of \(P\) in the fiber \(G_Z\) above \(Z\) can be written \(u = \sigma(Z)g\) for some \(g \in G\). Using \(g\) thus defined, consider the following element of \(T^*_P\):\n
\[
\tilde{\omega}_{\text{loc}} := -g^{-1} \pi^* \omega g + g^{-1} d_P g \quad (162)
\]
where $d_P$ is the exterior derivative on $P$.

**Lemma 6.1.** we have:

$$\sigma^*\tilde{\omega}_{loc} = -\omega$$  \hfill (163)

**Proof.** For $X \in T_Z X_N$, we have:

$$\sigma^*\tilde{\omega}_{loc}(X) = \tilde{\omega}_{loc}(\sigma_* X)$$  \hfill (164)

and $\sigma_* X \in T_{\sigma(Z)} P$ where $g = 1$, so that:

$$\sigma^*\tilde{\omega}_{loc}(X) = -\pi^*\omega(\sigma_* X) + d_P g(\sigma_* X)$$  \hfill (165)

$$= -\omega(\pi_* \sigma_* X) + d_P g(\sigma_* X)$$  \hfill (166)

Now we use the fact that $\pi_* \sigma_* = id_{T_Z X_N}$ and $d_P g(\sigma_* X) = 0$ since $g = 1$ along $\sigma_* X$. It follows that we have:

$$\sigma^*\tilde{\omega}_{loc}(X) = -\omega(X) + 0 = -\omega(X)$$  \hfill (167)

and this for any element $X$ of $T_Z X_N$ and for all $Z \in X_N$, whence the result. \hfill \qed

We now show $\tilde{\omega}_{loc}$ verifies the axioms of a connection on $P$:

**Lemma 6.2.** $\tilde{\omega}_{loc}$ is a well-defined connection on $P$.

**Proof.** First for some $A$ in $\mathfrak{g}$ of the form $A = \sum_P \lambda_P(P)$, $u \in P$, and a corresponding $A^* = \sum_P \lambda_P \partial_P \in V_u P$, then we show $\tilde{\omega}_{loc}(A^*) = A$.

$$\tilde{\omega}_{loc}(A^*) = -g^{-1} \omega(\pi_* A^*) g + g^{-1} d_P g(A^*)$$  \hfill (168)

$$= -g^{-1} \omega(0) g + g^{-1} \left. \frac{d}{dt} (g_u e^{tA}) \right|_{t=0}$$  \hfill (169)

$$= g^{-1} \left. \frac{d}{dt} (g_u e^{tA}) \right|_{t=0}$$  \hfill (170)

$$= g_u^{-1} g_u \left. \frac{d}{dt} (e^{tA}) \right|_{t=0}$$  \hfill (171)

$$= A$$  \hfill (172)

Further we have to show that we have $R_h^* \tilde{\omega}_{loc} = Ad_h^{-1} \tilde{\omega}_{loc}$: let $X \in T_u P$, $h \in G$. Then we have:

$$R_h^* \tilde{\omega}_{loc}(X) = \tilde{\omega}_{loc}(R_h X) = -g_{uh}^{-1} \omega(\pi_* R_h X) g_{uh} + g_{uh}^{-1} d_P g_{uh}(R_h X)$$  \hfill (173)
We now use $g_{uh} = g_u \cdot h$, $\pi_* R_{h*} X = \pi_* X$ since $\pi R_h = \pi$, and the following:

\[ R_{h*} X g_{uh} = R_{h*} X g_{uh} \]  (174)
\[ = \frac{d}{dt} g_{u,c(t)} \cdot h \bigg|_{t=0} \]  (175)
\[ = X g_u \cdot h = d_P g_u(X) \cdot h \]  (176)

to rewrite (173) as:

\[ R^* \tilde{\omega}_{loc}(X) = -h^{-1} g_u^{-1} \omega(\pi_* X) g_u h + h^{-1} g_u^{-1} d_P g_u(X) h \]  (177)
\[ = h^{-1} \tilde{\omega}_{loc}(X) h \]  (178)
\[ = Ad_h^{-1} \tilde{\omega}_{loc}(X) \]  (179)

and this for any $X \in T_u P$ and for any $u \in P$. This completes the proof $\square$

6.9 Horizontal lift $\tilde{\gamma}$ in $P$ of a curve $\gamma$ in $X_N$

We construct a horizontal lift of some curve $\gamma$ in $X_N$. We do this locally. For this purpose we work in an open set $U$ that contains the curve $\gamma$. Suppose we have two open sets $U_i$ and $U_j$ in $X_N$ whose overlap contains $U$, and $\sigma_i$ and $\sigma_j$ are two sections of $P$ over $U_i$ and $U_j$ respectively. If $\tilde{\gamma}$ is a horizontal lift of $\gamma$, then for all $t \in I$ we can write $\tilde{\gamma}(t) = \sigma_j(\gamma t) g_j(\gamma t)$ and we write $g_j(\gamma t) = g_j(t)$ for short. We can pick a lift for which $g_j(0) = 1$ so that $\tilde{\gamma}(0) = \sigma_j(\gamma 0)$. If $X \in T_{\gamma_0} X_N$, let $\tilde{X}$ be the horizontal lift of $X$ along $\tilde{\gamma}$. We have $\tilde{X} = \tilde{\gamma}_* X$. We would like an expression for $\tilde{X}$ that will enable us to extract the KZ equation. For this purpose we need the following lemma where we use the fact that $\tilde{\gamma}(t) = \sigma_j(t) g_j(t) = \sigma_i(t) g_i(t)$ where we have omitted the mention of $\gamma$ for the simplicity of notation.

Lemma 6.1 ([Nak]). $\tilde{X} = \sigma_i* X \cdot g_i(t) + (g_i^{-1} d g_i(X))^*$
Proof. It suffices to write:

\[ \tilde{X} = \tilde{\gamma} \cdot X \]
\[ \tilde{X} = d \frac{d}{dt} [\tilde{\gamma}(t)]_{t=0} \]
\[ \tilde{X} = d \frac{d}{dt} [\sigma_i(t) g_i(t)]_{t=0} \]
\[ \tilde{X} = \frac{d}{dt} \sigma_i(t) \bigg|_{t=0} \cdot g_i(0) + \sigma_i(0) \cdot \frac{d}{dt} g_i(t) \bigg|_{t=0} \]
\[ \tilde{X} = \frac{d}{dt} [\sigma_i(t) \cdot g_i(0)]_{t=0} + \sigma_j(0) g_j(0) g_i^{-1}(0) \frac{d}{dt} g_i(t) \bigg|_{t=0} \]
\[ \tilde{X} = \sigma_i X \cdot g_i(0) + \frac{d}{dt} [\sigma_j(0) g_i^{-1}(0) g_i(t)]_{t=0} \]

where we used the fact that \( g_j(0) = 1 \). Working on the second term alone, \( \sigma_j(0) g_i^{-1}(0) g_i(t) \) is a curve in \( G_{\sigma_j(0)} \), thus the whole second term is in \( V_{\sigma_j(0)} P \) and we can write:

\[ \frac{d}{dt} [\sigma_j(0) g_i^{-1}(0) g_i(t)]_{t=0} = \left( \frac{d}{dt} [\sigma_j(0) g_i^{-1}(0) g_i(t)]_{t=0} \right)^* \]
\[ \left( \frac{d}{dt} g_i(t) \right)^* \bigg|_{\sigma_j(0) g_i^{-1}(0)} \]
\[ \left( d g_i(X) \right)^* \bigg|_{\sigma_j(0) g_i^{-1}(0)} \]
\[ \left( g_i^{-1} \cdot d g_i(X) \right)^* \bigg|_{\sigma_j(0)} \]

which completes the proof after time reparametrization \( 0 \mapsto t \).

As a corollary, since this result is independent of the choice of local section, we have:

Corollary 6.2. \( \tilde{X} = \sigma_i X \cdot g(t) + (g^{-1}(t) \cdot d g(X))^* \)

6.10 The KZ equation

From the previous lemma we have a local expression for a horizontal vector \( \tilde{X} \). Moreover, \( \tilde{X} \in HP \Rightarrow \tilde{\omega}_{loc}(\tilde{X}) = 0 \).

Lemma 6.1. The KZ equation:

\( d g = \omega \cdot g \)
follows from the fact that $\tilde{\omega}_{loc}(\tilde{X}) = 0$.

**Proof.** We have from the previous lemma:

$$\tilde{X} = \sigma_* X \cdot g(t) + (g^{-1}(t)dg(X))^* \tag{191}$$

and upon applying $\tilde{\omega}_{loc}$ on both sides, we get:

$$0 = \tilde{\omega}_{loc}(\sigma_* X \cdot g(t)) + \tilde{\omega}_{loc}((g^{-1}(t)dg(X))^*) \tag{192}$$

$$= \tilde{\omega}_{loc}(R_{g(t)*}\sigma_* X) + g^{-1}(t)dg(X) \tag{193}$$

$$= R_{g(t)}^* \tilde{\omega}_{loc}(\sigma_* X) + g^{-1}(t)dg(X) \tag{194}$$

$$= Ad_{g^{-1}(t)}\tilde{\omega}_{loc}(\sigma_* X) + g^{-1}(t)dg(X) \tag{195}$$

$$= g^{-1}(t)\tilde{\omega}_{loc}(\sigma_* X)g(t) + g^{-1}(t)dg(X) \tag{196}$$

from which we get:

$$-g^{-1}(t)\sigma^*\tilde{\omega}_{loc}(X)g(t) = g^{-1}(t)dg(X) \tag{197}$$

and using the fact that $\sigma^*\tilde{\omega}_{loc} = -\omega$, we get:

$$-g^{-1}(t)(-\omega(X))g(t) = g^{-1}(t)dg(X) \tag{198}$$

and by multiplying on each side by $g(t)$ we get:

$$dg(X) = \omega(X)g \tag{199}$$

and this being true for all $X \in TX_N$, it follows that we have the KZ equation:

$$dg = \omega g \tag{200}$$
6.11 Connection on $\overline{A}(X_N)$ induced from $\nabla$ on $P$

We define an action of $G$ on $P \times \mathbb{C}[\{|Q|, |Q| = 1\}]$ as follows: for $u \in P$, $\xi \in \mathbb{C}[\{|Q|, |Q| = 1\}]$ and $g \in G$, then:

$$g \cdot (u, \xi) = (ug, g^{-1}\xi) \quad (201)$$

We regard the bundle $\overline{A}(X_N)$ as $E := P \times \mathbb{C}[\{|Q|, |Q| = 1\}]/G$ over $X_N$ with structure group $G$. The projection $\pi_E : E \to X_N$ is defined by the projection $\pi$ on the first factor, and local trivializations are given by $\Phi : U \times \mathbb{C}[\{|Q|, |Q| = 1\}] \to \pi^{-1}_E(U)$ for $U$ open in $X_N$. For $U$ open in $X_N$, $\sigma$ a section of $P$ over $U$, $\gamma$ a curve in $U$, $\tilde{\gamma}$ a horizontal lift of $\gamma$, $\gamma(0) = Z \in X_N$, $\tilde{\gamma}(0) = u_0$, $X \in T_Z X_N$, $s$ a section of $E = \overline{A}(X_N)$ over $U$, then we can write:

$$s(\gamma t) = [(\tilde{\gamma}(t), \xi(\gamma t))] \quad (202)$$

for some $\eta : X_N \to \mathbb{C}[\{|P|, |P| = 1\}]$. The covariant derivative of $s(t)$ along $\gamma(t)$ at $\gamma(0) = Z$ is defined by:

$$\nabla_X s = \left[ (\tilde{\gamma}(0), \frac{d}{dt}\xi(\gamma(t))|_{t=0}) \right] \quad (203)$$

For $\sigma$ fixed, we can write $\tilde{\gamma}(t) = \sigma(\gamma t)g(\gamma t)$. For $|P| = m$, $P = (P_1, \ldots, P_m)$, $|P| = |P_1| \cdot \ldots \cdot |P_m|$ is the $P$-th basis vector of $\mathbb{C}[\{|P|, |P| = 1\}]$. Consider the following section of $E$:

$$e_P(Z) = [(\sigma(Z), |P|)] \quad (204)$$

so that:

$$e_P(\gamma t) = [(\tilde{\gamma}(t) \cdot g^{-1}(t), |P|)] = [(\tilde{\gamma}(t), g^{-1}(t) \cdot |P|)] \quad (205)$$
Then:

\[ \nabla_x e_P = [(\tilde{\gamma}(0), \frac{d}{dt}(g^{-1}(t) \cdot |P|)|_{t=0})] \quad (206) \]
\[ = [(\tilde{\gamma}(0), -g^{-1}(t) \frac{d}{dt}g(t)g^{-1}(t) \cdot |P|)|_{t=0})] \quad (207) \]
\[ = [(\tilde{\gamma}(0), -g^{-1}(0)d(\xi(X))g^{-1}(0) \cdot |P|)] \quad (208) \]
\[ = [(\tilde{\gamma}(0), -g^{-1}(0)(\omega(X))g(0)g^{-1}(0) \cdot |P|)] \quad (209) \]
\[ = [(\tilde{\gamma}(0), -g^{-1}(0)\omega(X) \cdot |P|)] \quad (210) \]
\[ = [(\tilde{\gamma}(0), -g^{-1}(0)\omega(X) \cdot |P|)] \quad (211) \]
\[ = [(\sigma(Z), -\omega(X) \cdot |P|)] \quad (212) \]

that is \( \nabla e_P = [(\sigma(Z), -\omega|P|)] \). More generally, for a section \( s(Z) = [(\sigma(Z), \xi(Z))] \) of \( E \) with \( \xi = \sum_P \lambda_P|P| \), then using essentially the same computational techniques, and letting \( \xi(t) = g(t)\eta(\gamma t) \), we would find:

\[ \nabla_x s = [(\tilde{\gamma}(0), \frac{d}{dt}(g^{-1}(t)\xi(t))|_{t=0})] \quad (213) \]
\[ = [(\tilde{\gamma}(0), -g^{-1}(0)\omega(X)\xi(0) + g^{-1}(0)\frac{d}{dt}\xi(t)|_{t=0})] \quad (214) \]
\[ = [(\tilde{\gamma}(0)g^{-1}(0), \frac{d}{dt}\xi(t)|_{t=0} - \omega(X)\xi(Z))] \quad (215) \]
\[ = [(\sigma(Z), d(\xi(X) - \omega(X)\xi(Z))] \quad (216) \]

and in a more compact notation \( \nabla s = [(\sigma(Z), (d-\omega)\xi(Z))] \). When we considered elements \( \psi(Z) = \sum_P \lambda_P(Z)|P| \) of \( \mathcal{A}(Z) \) we really meant \( \sum_P \lambda_P(Z)e_P(Z) \)
and:

\[
\nabla s = [\sigma,(d - \omega) \sum P \lambda_P |P\rangle]\]

(217)

\[
= \sum_P (d - \omega) \lambda_P e_P
\]

(218)

\[
= (d - \omega) \sum_P \lambda_P e_P
\]

(219)

\[
:= \nabla A(X_N) \psi
\]

(220)

which is the KZ connection on $\hat{A}(X_N)$ as initially introduced.
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