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Abstract—Many shape analysis methods treat the geometry of an object as a metric space that can be captured by the Laplace-Beltrami operator. In this paper, we propose to adapt the classical Hamiltonian operator from quantum mechanics to the field of shape analysis. To this end, we study the addition of a potential function to the Laplacian as a generator for dual spaces in which shape processing is performed. We present general optimization approaches for solving variational problems involving the basis defined by the Hamiltonian using perturbation theory for its eigenvectors. The suggested operator is shown to produce better functional spaces to operate with, as demonstrated on different shape analysis tasks.
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1 INTRODUCTION

The field of shape analysis has been evolving rapidly during the last decades. The constant increase in computing power allowed image and shape understanding algorithms to efficiently handle difficult problems that could not have been practically addressed in the past. A large set of theoretical tools from metric and differential geometry, and spectral analysis has been imported and translated into action within the shape understanding arena. Among the numerous ways of analyzing shapes, a common one is to embed them into a different space where they can be processed more efficiently.

1.1 Related Efforts

Elad and Kimmel [1] introduced a method for analyzing surfaces based on embedding the intrinsic geometry of a given shape into a euclidean space, extending previous efforts of [2]. Their key idea was to consider a shape as a metric space, whose metric structure is defined by geodesic distances between pairs of points on the shape. Two non-rigid shapes are compared by first having their respective geometric structures mapped into a low-dimensional euclidean space using multidimensional scaling (MDS) [3], and then comparing rigidly the resulting images, also called canonical forms.

Memoli and Sapiro [4] proposed a metric framework for non-rigid shape comparison based on the Gromov-Hausdorff distance that was suggested by Gromov as a theoretical tool to quantify dissimilarity between metric spaces. Using the Gromov-Hausdorff formalism, the distance between two shapes is defined by matching pairwise distances on the shapes. However, the Gromov-Hausdorff distance is difficult to compute when treated in a straightforward manner. To overcome this difficulty, Bronstein et al. [5] proposed an efficient numerical solver based on a continuous optimization problem, known as Generalized MDS (GMDS).

In the past decade, the Laplace-Beltrami operator (LBO)—the extension of the Laplacian to non-euclidean manifolds, has become growingly popular. Its properties have been well studied in differential geometry and it was used extensively in computer graphics. The LBO can be found in countless applications such as mesh filtering [6], mesh compression [7], shape retrieval [8], to name just a few. It has been widely used in shape matching where several approaches treat the correspondence problem by comparing isometric invariant pointwise descriptors between the two shapes. For example, the Global Point Signature (GPS) [9], the Heat Kernel Signature (HKS) [10] and the Wave Kernel Signature (WKS) [11], all use the eigenfunctions and eigenvalues of the LBO to compute local shape descriptors. Matching only signatures at a small set of points, the correspondence between the points on the two shapes can be found. These points can serve as anchors and interpolated for the entire shape [12] where refinement of the basis can be performed to produce precise dense correspondence [13], [14], [15].

Recently, learning based approaches [16], [17], [18] have also become highly popular in the shape matching arena. The use of the basis defined by the LBO is in many senses a natural choice for surfaces analysis. It was chosen in the functional map framework [13] because of its compactness, stability, and invariance to isometries. Subsequently, it was proven to be optimal [19] for representing smooth functions on the surface. In an attempt to overcome the topological sensitivity of the LBO and the non-local support of its eigenfunctions, compressed eigenfunctions have been adapted from mathematical physics to shape analysis [20], [21]. Here, we try to find a richer family of basis functions that are based on intrinsic properties that can go beyond the geometry of the shape. Exploring a similar goal, [22] combined geometric and photometric information within a unified metric for shape retrieval.

Related to the proposed method, [23] used artificial surface textures on shapes to define elliptic operators that...
give birth to a new family of diffusion distances. Along a similar line of thought, [24] designed a new family of eigenfunctions using extrinsic curvatures and deformation energies. These methods involved applications where specific information such as photometry or curvature can be incorporated to the Laplacian. Recently, [25] extended the framework suggested in this paper by introducing a localized basis orthogonal to the first LBO eigenfunctions.

We suggest to further explore these ideas [23], [24] and axiomatically construct a so-called potential that is added to the Laplace Beltrami operator. The perturbation of the Laplacian allows us to control the vibration modes on the manifold in order to improve performance compared to those obtained by the classical Laplace operator.

1.2 Contributions
The main contribution of this paper is the exploration of the Hamiltonian operator on manifolds. We study spectral properties of the operator and the impact of an additional potential function to the Laplacian for shape analysis applications. The properties of the Hamiltonian allow it to be efficiently utilized by many spectral-based methods. The potential part can lead to a more descriptive operator when treated as a truncated basis generator. Modulated harmonics on the surface are obtained by treating different regions of interest as different values of the potential. We show that using the resulting basis can improve the performance of classical spectral shape analysis methods. The rest of the paper is organized as follows: in Section 2, we propose to study the Hamiltonian on manifolds from the variational calculus point of view with motivation from quantum mechanics. We prove optimality properties of its eigenspace, characterize the associated diffusion process, the resulting nodal sets, introduce a discretization method and analyze the robustness of the operator.

In Section 3, we propose a global optimization framework for variational problems involving the basis defined by the Hamiltonian. We provide an approach for computing derivatives with respect to the potential based on eigenvectors perturbation theory. We demonstrate the effectiveness of the framework on the task of data representation.

In Section 4, we review recent improvement of the computation of the compressed modes [26] that make use of the decomposition of the Hamiltonian. Finally, in Section 5 we present properties of the proposed basis that make it a better alternative for the task of shape matching where priors can be inserted through the potential in order to improve performance.

2 HAMILTONIAN OPERATOR
2.1 The Laplace Beltrami Operator
Consider a parametrized surface \( \mathcal{M} : \Omega \subset \mathbb{R}^2 \to \mathbb{R}^3 \) with a metric tensor \((g_{ij})\). The space of square-integrable functions on \( \mathcal{M} \) is denoted by \( L^2(\mathcal{M}) = \{ f : \mathcal{M} \to \mathbb{R} \} \) with the standard inner product \( (f, g)_\mathcal{M} = \int_M f g \) for the area element \( da \), where \( da \) is the area element induced by the Riemannian metric \((\cdot, \cdot)_g\). The Laplace Beltrami Operator [27] acting on a scalar function \( f \in L^2(\mathcal{M}) \) is defined as

\[
\Delta_\mathcal{M} f = \text{div}_\mathcal{M}(\nabla_\mathcal{M} f) = \frac{1}{\sqrt{g}} \sum_{ij} \partial_i (\sqrt{g} g^{ij} \partial_j f),
\]

where \( g \) is the determinant of the metric matrix and \((g^{ij}) = (g_{ij})^{-1}\) is the inverse metric. If \( \mathcal{M} \) is a domain in the (flat) euclidean plane, the metric matrix is generally the identity matrix and the LBO reduces to the well-known Laplacian

\[
\Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}.
\]

The LBO is self-adjoint and thus admits a spectral decomposition \( \{ \lambda_i, \phi_i \} \), where \( \lambda_i \in \mathbb{R} \) and \( 0 = \lambda_1 \leq \lambda_2 \leq \ldots \to \infty \), such that,

\[
-\Delta_\mathcal{M} \phi_i = \lambda_i \phi_i,
\]

\[
(\phi_i, \phi_j)_\mathcal{M} = \delta_{ij},
\]

with \( \delta_{ij} \) the Kronecker delta. In case \( \mathcal{M} \) has boundary, we add homogeneous Neumann boundary condition

\[
(\nabla_\mathcal{M} \phi_i, \hat{n}) = 0 \text{ on } \partial \mathcal{M},
\]

where \( \hat{n} \) is the normal vector to the boundary \( \partial \mathcal{M} \).

The LBO eigenfunctions can be extracted from the Dirichlet energy minimization

\[
\min_{\phi_i} \sum_{j=1}^n \int_\mathcal{M} \left\| \nabla_\mathcal{M} \phi_j \right\|_g^2 \, da,
\]

subject to \( (\phi_i, \phi_j)_\mathcal{M} = \delta_{ij} \).

Here, each ordered eigenfunction composing the basis on the manifold corresponds to the function with the smallest possible energy (smoothest) that is orthogonal to all the previous ones. Therefore, the LBO eigenfunctions can be seen as an extension of the Fourier harmonics in euclidean spaces to manifolds and are often referred to as Manifold Harmonics [6].

2.2 Hamiltonian
A Hamiltonian operator \( H \) on a manifold \( \mathcal{M} \) acting on a scalar function \( f \in L^2(\mathcal{M}) \), is an elliptic operator of the form

\[
H f = -\Delta_\mathcal{M} f + V f,
\]

where \( V : \mathcal{M} \to \mathbb{R} \) is a real-valued scalar function. It plays a fundamental role in the field of quantum mechanics appearing in the famous Schrödinger equation that describes the wave motion of a particle with mass \( m \) under potential \( V \),

\[
i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \Psi + V \Psi,
\]

where \( \hbar \) is the Planck’s constant and \( \Psi(x, t) \) represents the wave function of the particle such that \( |\Psi(x, t)|^2 \) is interpreted as the probability distribution of finding the particle at a given position \( x \) at time \( t \).

The Schrödinger equation can be analyzed via perturbation theory by solving the spectral decomposition \( \{ \psi_i, E_i \}_{i=0}^\infty \) of the Hamiltonian

\[
H \psi_i = E_i \psi_i,
\]

also known as the time-independent Schrödinger equation, where \( E_i \) is the eigenenergy of a particle at the stationary eigenstate \( \psi_i \).

Since the potential \( V \) is a diagonal operator, the Hamiltonian is self-adjoint as a sum of two self-adjoint operators and its eigenfunctions form a complete orthonormal basis.
on the manifold $\mathcal{M}$. As a generalization of the regular Laplacian, its spectral theory can be derived almost straightforwardly from that of the latter. Classical examples of the influence of potential functions in a one-dimensional euclidean domain are depicted in Fig. 1.

### 2.3 Variational Principle

Let us consider the following variational problem

$$
\min_{\psi_i} \sum_{j=1}^{t} \int_{\mathcal{M}} \left( \| \nabla_M \psi_j \|^2 + V \psi_j^2 \right) da,
$$

\text{s.t.} \quad (\psi_i, \psi_j)_M = \delta_{ij},

whose the Euler-Lagrange equation defines the eigendecomposition of the Hamiltonian defined in (8).

The basis defined by the Hamiltonian operator corresponds to the orthogonal harmonics modulated by the potential function. The potential defines the trade-off between the orientation and the compactness of the basis and its global support. Larger values of the potential will enforce smooth solutions that concentrate on the low potential regions, while smaller ones will give solutions that better minimize the total energy at the expense of more extended wave functions.

### 2.4 Finite Step Potential

The time-independent Schrödinger equation can yield a rather complicated problem to solve analytically, even in one dimension. Let us consider a system with an ideal step potential [28]. We need to solve the differential equation $H \Psi = E \Psi$, with $E$ denoting the energy of the particle, and $V$ the Heaviside function with step of magnitude $V_0 > 0$, at point $x_0$, given by

$$
V(x) = \begin{cases} 
0, & x < x_0 \\
V_0, & \text{otherwise}.
\end{cases}
$$

The step divides the space in two constant-potential regions. At the zero potential region, the particle is free to move and the harmonic solutions are known. In the high potential region, on the other hand, for $E < V_0$, the solution is a decaying exponentially, meaning that the particle cannot pass the potential barrier and is reflected according to classical physics. If $E > V_0$, the solution is also harmonic, which means there is a probability for the particle to penetrate into the effective potential region with a different energy than that of particles in the zero potential region. We illustrate this effect in Fig. 2 by numerically computing the eigenvectors of the LBO and the Hamiltonian with a potential $V$ defined on a human body surface.

![Fig. 2. Absolute values of the 1th, 2nd, 7th, 8th and 11th eigenfunctions $\{ \phi_i \}$ of the LBO (top). Absolute values of the corresponding eigenfunctions $\{ \psi_i \}$ of the Hamiltonian with a step-function potential $V$ (bottom left), with step value $V_0 = 0.01$. For this potential, the first eigenstate $\psi_1$ with energy $E_1$ greater than $V_0$ is the eighth. As analyzed, the eigenfunctions corresponding to lower eigenenergies are restricted to the region with $V = 0$, while the higher ones can have effective values (and oscillate) at the $V = V_0 > 0$ region. An evanescent wave can be observed at the seventh eigenstate.](image)

Therefore, the potential energy can be tuned to enforce localization of the basis at the expense of loss of smoothness.

**Theorem 1.** Let $\{ \phi_i, \lambda_i \}_{i=1}^{\infty}$ and $\{ \psi_i, E_i \}_{i=1}^{\infty}$ be the spectral decompositions of the Laplacian, and the Hamiltonian, respectively. Then, $V \geq 0$ everywhere on the manifold implies that the eigenvalues $E_i$ satisfy

$$
\max_{\mathcal{M}}(V) + \lambda_i \geq E_i \geq \min_{\mathcal{M}}(V) + \lambda_i \geq 0.
$$

**Proof.** According to the Courant-Fischer min-max theorem, we have

$$
E_i = \max_{\text{codim} \Lambda = i} \min_{\psi \in \Lambda^{\perp} \psi \neq 0} \left\{ \frac{\int_{\mathcal{M}}(\| \nabla_M \phi_i \|^2 + V \psi^2) da}{\int_{\mathcal{M}} \psi^2 da} \right\}
$$

$$
\geq \max_{\text{codim} \Lambda = i} \min_{\psi \in \Lambda^{\perp} \psi \neq 0} \left\{ \frac{\int_{\mathcal{M}}(\| \nabla_M \phi_i \|^2 + \min_{\mathcal{M}}(V) \psi^2) da}{\int_{\mathcal{M}} \psi^2 da} \right\}
$$

$$
= \lambda_i + \min_{\mathcal{M}}(V).
$$

Similarly,

$$
E_i \leq \max_{\text{codim} \Lambda = i} \min_{\psi \in \Lambda^{\perp} \psi \neq 0} \left\{ \frac{\int_{\mathcal{M}}(\| \nabla_M \phi_i \|^2 + \max_{\mathcal{M}}(V) \psi^2) da}{\int_{\mathcal{M}} \psi^2 da} \right\}
$$

$$
= \lambda_i + \max_{\mathcal{M}}(V)
$$

Since the family of eigenvalues of the Helmholtz Equation (3) consist of a diverging sequence ($\lambda_n \propto n$ as $n \to \infty$ [29]), there exists an $i$ such that $E_i \geq \lambda_i + \min_{\mathcal{M}}(V) \geq \max_{\mathcal{M}}(V)$ and the trade-off between local-compact and global support of the basis elements can be controlled by the potential energy. Then, we can estimate the magnitude of the potential required in order to allow for oscillations outside the regions where the potential vanishes.
Given a scalar $\mu \in \mathbb{R}^+$ we can define the Hamiltonian as
\[ H_\mu = -\Delta_M + \mu V, \]
where $\mu$ controls the resistance to diffusion induced by the potential. Let $\lambda_i$ and $E_i$ be the $i$th eigenvalue of the LBO and Hamiltonian, respectively. We seek a constant $\mu$ such that $E_i > \max_{M}(\mu V)$ so the particle can penetrate the high potential region. Considering the potential as small perturbation of the Laplacian, up to first order, the eigenenergies are defined as $E_i \approx \lambda_i + \mu \langle \phi_i, V \phi_i \rangle_M$. In order to contain the basis support at most until the $i$th eigenfunction, $\mu$ must satisfy
\[ \mu < \frac{\lambda_i}{\max_{M}(V) - \langle \phi_i, V \phi_i \rangle_M}. \]

According to its potential energy, the basis can then provide supervised multiresolution analysis on the manifold by containing the first eigenfunctions and allow global analysis for representing functions with bounded gradient magnitude. This result was subsequently proved to be optimal for representing functions with bounded gradient magnitude over surfaces in [19], which says that there exists no other basis with better representation ability for all possible $L^2(M)$ functions.

Thus, from (15) and (16) we obtain
\[ \|r_n\|^2_M = \left\| f - \sum_{i=1}^{n} \langle f, \phi_i \rangle_M \phi_i \right\|^2_M \leq \frac{\|\nabla_s f\|_M^2 + \|\sqrt{M} f\|_M^2}{E_{n+1}}. \]

Recall that for $V = 0$ we return to the LBO case. Among the numerous reasons that motivated the selection of the Laplacian for shape analysis, a major one is its efficiency in representing functions with bounded gradient magnitude. This result was subsequently proved to be optimal for representing functions with bounded gradient magnitude over surfaces in [19], which says that there exists no other basis with better representation ability for all possible $L^2(M)$ functions.

In case of the Hamiltonian, the Dirichlet energy is coupled with the potential energy. Thus the Hamiltonian operator advocates measuring smoothness differently for different regions of the domain where smoothness remains a less important factor than avoiding vibrations in high potential areas. This is a useful property to exploit in different shape analysis scenarios.

Next, we show that the Hamiltonian is optimal in approximating functions with bounded gradient and low values in high potential areas.

**Theorem 2.** Let $0 \leq \alpha < 1$. There is no integer $n$ and no sequence $\{\psi_i\}_{i=0}^\infty$ of linearly independent functions in $L_2(M)$ such that
\[ \| f - \sum_{i=1}^{n} \langle f, \psi_i \rangle_M \psi_i \|^2_M \leq \alpha \left( \|\nabla_s f\|^2_M + \|\sqrt{V} f\|^2_M \right) \quad \forall f. \]

The proof of Theorem 2 is given in the Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TVCG.2018.2867513.

### 2.5 Optimality of the Hamiltonian Eigenspace

Let us consider a function $f \in L^2(M)$. We define the representation residual function as
\[ \|r_n\|^2_M = \left\| f - \sum_{i=1}^{n} \langle f, \phi_i \rangle_M \phi_i \right\|^2_M = \sum_{i=n+1}^{\infty} \langle f, \phi_i \rangle_M^2, \]

when the second and the third relations are obtained from the completeness and orthonormality of the basis, respectively. Defining $\|\nabla_s f\|_M = \int_M \|\nabla_s f\|_g^2 da$, we know that
\[ \|\nabla_s f\|^2_M + \|\sqrt{V} f\|^2_M = \int_M (\Delta_M f + V f) f \, da \]
\[ = \sum_{i=1}^{\infty} \int_M \langle f, \psi_i \rangle_M E_i \psi_i \, da = \sum_{i=1}^{\infty} E_i \langle f, \psi_i \rangle_M^2 \]
\[ \geq \sum_{i=n+1}^{\infty} E_i \langle f, \psi_i \rangle_M^2 \geq E_{n+1} \sum_{i=n+1}^{\infty} \langle f, \psi_i \rangle_M^2. \]

Thus, from (15) and (16) we obtain
\[ \|r_n\|^2_M = \left\| f - \sum_{i=1}^{n} \langle f, \phi_i \rangle_M \phi_i \right\|^2_M \leq \frac{\|\nabla_s f\|^2_M + \|\sqrt{V} f\|^2_M}{E_{n+1}}. \]

Recall that for $V = 0$ we return to the LBO case. Among the numerous reasons that motivated the selection of the Laplacian for shape analysis, a major one is its efficiency in representing functions with bounded gradient magnitude. This result was subsequently proved to be optimal for representing functions with bounded gradient magnitude over surfaces in [19], which says that there exists no other basis with better representation ability for all possible $L^2(M)$ functions.

In the Laplacian, the Dirichlet energy is coupled with the potential energy. Thus the Hamiltonian operator advocates measuring smoothness differently for different regions of the domain where smoothness remains a less important factor than avoiding vibrations in high potential areas. This is a useful property to exploit in different shape analysis scenarios.

Next, we show that the Hamiltonian is optimal in approximating functions with bounded gradient and low values in high potential areas.

**Theorem 2.** Let $0 \leq \alpha < 1$. There is no integer $n$ and no sequence $\{\psi_i\}_{i=0}^\infty$ of linearly independent functions in $L_2(M)$ such that
\[ \| f - \sum_{i=1}^{n} \langle f, \psi_i \rangle_M \psi_i \|^2_M \leq \alpha \left( \|\nabla_s f\|^2_M + \|\sqrt{V} f\|^2_M \right) \quad \forall f. \]

The proof of Theorem 2 is given in the Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TVCG.2018.2867513.

### 2.6 Diffusion Process

Let us be given a Riemannian manifold $M$. A natural extension of the heat equation governing the diffusion process with the new operator given a potential $V$, can be written as
\[ \begin{cases}
\partial_t u(x, t) = H_M u(x, t) = \Delta_M u(x, t) - V(x) u(x, t) \\
u(x, 0) = u_0(x),
\end{cases} \]
with appropriate boundary conditions. The solutions of (19) have the form [23]
\[ u(x, t) = \int_M u_0(y) K(x, y, t) da(y), \]
that represents the diffusion in time of heat on the manifold $M$ with potential $V$, where $K(x, y, t) = \sum_i e^{-E_i E_i M} \psi_i(x) \psi_i(y)$. We refer to $K(x, y, t)$ as the heat kernel. A standard proof is given in the Appendix, available in the online supplemental material.

According to the Feynman-Kac formula [30], the solution of the diffusion process is expressed in terms of the Wiener process,
\[ u(x, t) = \mathbb{E} \left( u_0(X_t) \exp \left( \int_0^t V(X_r) dr \right) | X_t = x \right). \]

In the Laplacian, the initial value $u_0(x)$ is carried over random paths in time, while the expected value of the stochastic process is equal to the solution $u(x, t)$. For $V > 0$, the diffusion spreads according to the potential on the manifold, when the transported value is modulated exponentially by the potential $V$, diffusing anisotropically to low potential regions, as shown in Fig. 3.

### 2.7 Nodal Sets

An interesting property of the Laplacian is the relation between its eigenfunctions, the number of connected nodal (zero) sets, and the number of complementary regions they define. Given an eigenfunction $\psi_i : M \rightarrow \mathbb{R}$, a nodal set is defined as the set of points at which the eigenfunction values are zero. That is,
\[ N(\psi_i) = \{ x \in M | \psi_i(x) = 0 \}. \]

The Nodal Theorem [31] states that the $i$th eigenfunction of the LBO can split $M$ to at most $i$ connected sub-domains. In
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other words, the zero set of the $i$th eigenfunction can separate
the manifold into at most $i$ connected components.

**Proposition 1.** Given the self-adjoint Hamiltonian operator $H$
on $M$, with arbitrary boundary conditions; if its eigenfunctions
are ordered according to increasing eigenvalues, then, the nodal
set of the $i$th eigenfunction divides the domain into no more
than $i$ connected sub-domains.

The proof is essentially the same as that of the Laplacian
case. See [31] Vol.1 Sec. VI.6 for a proof.

As shown in Fig. 2, the Hamiltonian eigenfunctions are
tuned by the potential. Thus, shape segmentation can be
obtained by separating the surface according to the induced
nodal sets as described in [32]. Given a potential $V$ defined
on the surface, a semantically meaningful segmentation can be
induced by the nodal domains of the resulting eigenfunc-
tions, as presented in Fig. 4. One can observe that the nodal
set is determined by the selected potential. The potential
can be derived from the natural texture or albedo of the
given shape, or any other intrinsic or extrinsic quantity as
will be exemplified for other tasks in the reminder of this
paper.

### 2.8 Discretization

In the discrete setting, we consider a triangular mesh $M$ in
$\mathbb{R}^3$ with the associated space of functions that are continu-
ous and linear in every triangle. According to the Finite Ele-
ment Method (FEM) [33], the solution of the Hamiltonian
eigenvalue problem (8) can be computed by imposing that
the equation $H f = E f$ is satisfied in a weak sense. Since the
Hamiltonian is a linear operator we have

$$\langle H f, \varphi_i \rangle_M = \langle -\Delta_M f, \varphi_i \rangle_M + \langle V f, \varphi_i \rangle_M,$$

where $\varphi_i$ denote the Lagrange basis of piecewiselinear hat-
fuctions on $M$. The matrix representation of $\langle -\Delta_M f, \varphi_i \rangle_M$
and $\langle V f, \varphi_i \rangle_M$ with respect to the Lagrange basis are well
known [34] and define the stiffness matrix $W$ and the mass
matrix $A$ with the entries

$$W_{ij} = \langle \nabla \varphi_i, \nabla \varphi_j \rangle_M \quad \text{and} \quad A_{ij} = \langle \varphi_i, \varphi_j \rangle_M.$$  

Thus,

$$\langle V f, \varphi_j \rangle_M = \sum_{T \in M} \langle V f, \varphi_j \rangle_T = \sum_{T \in M} \sum_i f_i \langle V \varphi_i, \varphi_j \rangle_T$$
$$= \sum_{T \in M} \sum_i \sum_k f_i V_k \langle \varphi_i \varphi_j \rangle_T = AV f. \quad \text{(25)}$$

The first equality is obtained by discretizing the bilinear
form $\langle \cdot, \cdot \rangle_M$ by splitting the integrals into a sum over the tri-
angles $T$ of $M$. The last equality is obtained by representing
the potential function $V$ as a diagonal matrix $V$ according to
the Lagrange basis functions. The discretization of the eigenvalue
problem (8) is defined by finding all pairs $\{E, \psi\}$ such that

$$H \psi = W \psi + AV \psi = (W + AV) \psi = EA \psi. \quad \text{(26)}$$

Efficient solution methods can be found in [6]. Among the
possible explicit representations of the matrices $A$ and $W$, we
use here the cotangent formula [34], [35] where the stiff-
ness matrix is defined as

$$W_{ij} = \left\{ \begin{array}{ll}
-\sum_{j \neq i} W_{ij}, & i = j, (i, j) \in N_i \\
\left(\cot \alpha_{ij} + \cot \beta_{ij}\right)/2, & i \neq j, (i, j) \in N_i,
\end{array} \right.$$

with $N_i = \{ j : (i, j) \in \Gamma \}$, where $\Gamma$ is the set of edges of the
triangulated surface interpreted as a graph and $\alpha_{ij}, \beta_{ij}$
denote the angles $\angle ijk$ and $\angle jhi$ of the triangles sharing the
edge $ij$. The mass matrix is replaced by a diagonal lumped
mass matrix of the area of local mixed Voronoi cells about
each vertex $m_i$ [35]. The manifold inner product is discretized as
$\langle f, g \rangle_A = f^T A g$. Since $V$ only modifies the diagonal
of $W$, our operator remains a sparse matrix with the same
effective entries, and thus, there is no increase in the compu-
tational cost of the generalized eigendecomposition com-
pared to that of the LBO.

### 2.9 Robustness to Noise

As a generalization of the Laplacian, the Hamiltonian exhibits
its similar robustness to noise. Consider the Hamiltonian
matrix $H = A^{-1} (W + AV)$ with $V$ the potential. Then, the
perturbed Hamiltonian has the form $\tilde{H} = A^{-1} (W + \tilde{AV})$.
Let us define $\delta_A = |A - \tilde{A}|$ and $\delta_V = |(W - \tilde{W}) + (AV - \tilde{AV})|$. Based on perturbation theory [36], and up to second-
order corrections, the $i$th eigenfunction $\tilde{\psi}_i$ of $\tilde{H}$ has the form

Fig. 3. Heat diffusion with a delta function at the centaur’s head as initial
condition. The diffusion is derived from the LBO (top) and the Hamil-
tonian (bottom) for different values of $t$. The potential $V$ used in this example
is the geodesic distance from the front left leg. A signature extracted
from a diffusion process using the Hamiltonian is more descriptive and in
this case allows to resolve ambiguities due to symmetry.

Fig. 4. Nodal domains obtained from the nodal sets of the Hamiltonian
$\mathcal{N}(\psi)$ (second and third columns) and the LBO $\mathcal{N}(\psi)$ (fourth and fifth
columns) for different nearly isometric shapes. We used two different
potentials $V$ that are depicted in the first column. One can observe the
segmentation induced by the nodal sets of the Hamiltonian.
with \( \psi_i \) and \( E_i \) being respectively the \( i \)th eigenfunction and eigenvalue of the unperturbed Hamiltonian. Assuming uniformly distributed random noise on the mesh, the eigenfunctions of the regular Laplacian may present smaller distortion to noise than the Hamiltonian since the perturbation is amplified by area and potential distortions. Still, in case of potential with small values the distortion is insignificant. In Fig. 5, we present the original surface and its noisy version in which vertex positions have been corrupted by additive Gaussian noise with \( \sigma^2 = 20\% \) of the mean edge length. The potential is also modified by adding a Gaussian noise with \( \sigma^2 = 20\% \) of the initial variance of the potential.

The construction of the Laplacian depends crucially on the mesh connectivity making it sensitive to topological noise such as holes and part removal that can be found in many depth acquisition scenarios. The compact support of the basis elements of the Hamiltonian makes it robust to noise compared to the basis elements that are generated by the Laplacian. We illustrate the robustness property in Fig. 5 where 30 percent of the surface area was removed due to topological noise in the form of small holes.

### 3 Optimization of the Potential

One natural problem emerging when working with the Hamiltonian is the ability to define an optimal potential function for a specific task. The choice of the potential is application dependent but can be represented through minimization problem generically defined as

\[
\min_V D(X, V) \\
\text{s.t.} \quad V \in \mathbb{R}^n,
\]

where \( D(X, V) \) denotes the data term depending on the data matrix \( X \) and the vector \( V \) defining the diagonal potential matrix. Regularization terms can be further be added. If the analytical solution remains complex, a common approach is to minimize the goal function with an optimization algorithm involving the gradient of the goal function with respect to the potential. In this section we propose an optimization framework based on perturbation theory of the eigenvectors where optimal potential is obtained. To that end, we need to derive the gradient \( \nabla_V D \) for a given objective \( D \).

Here we will consider the problem of data representation using the discrete basis of the Hamiltonian referred to as \( \Psi_k(V) = \Psi_k \in \mathbb{R}^{n \times k} \) representing the \( k \) eigenvectors of the Hamiltonian such that \( \Psi_k^T A \Psi_k = I_k \). The discretized minimization problem is defined as

\[
\min_V \| \Psi_k \Psi_k^T AX - X \|^2_A \\
\text{s.t.} \quad V \in \mathbb{R}^n,
\]

with \( k < n \) and \( \| \cdot \|^2_A = < \cdot, \cdot >_A \) the discrete manifold inner product. The objective defines the representation error of the data \( X \) in the subspace spanned by the columns of \( \Psi_k \) and in the sense of the Frobenius norm on the manifold \( \| \cdot \|^2_A = \| A^{1/2} \cdot A^{1/2} \|_F \). For a general orthonormal matrix \( \Psi_k \), the problem is equivalent to Principal Component Analysis (PCA). We can straightforwardly obtain that

\[
L = \| \Psi_k \Psi_k^T AX - X \|^2_A \\
= \text{trace} \left( (\Psi_k \Psi_k^T AX - X)^T (\Psi_k \Psi_k^T AX - X) \right) \\
= \text{trace} \left( X^T AX \right) + \text{trace} \left( X^T A \Psi_k \Psi_k^T A \Psi_k \Psi_k^T AX \right) \\
- 2 \text{trace} \left( X^T A \Psi_k \Psi_k^T AX \right) \\
- \text{trace} \left( \Psi_k \Psi_k^T AX X^T A + X^T AX \right).
\]

Thus, the differential \( dL \) of the loss function \( L \) with respect to \( V \) is obtained by

\[
dL = -d\text{trace} \left( \Psi_k \Psi_k^T AXX^T A \right) \\
= -\text{trace} \left( d\Psi_k \Psi_k^T AXX^T A \right) - \text{trace} \left( \Psi_k d\Psi_k^T AXX^T A \right) \\
= -2\text{trace} \left( \Psi_k XX^T A d\Psi_k \right).
\]

It remains to derive the differential of the Hamiltonian eigenvectors. Let us consider the full matrix of eigenvectors \( \Psi_n \in \mathbb{R}^{n \times n} \), the \( n \times n \) diagonal matrix of eigenenergies \( [A]_{ii} = \lambda_i \) and the discrete Hamiltonian operator \( H \). The eigenvalue decomposition problem is given by \( H \Psi_n = (W + A \text{diag}(V)) \Psi_n = A \Psi_n \Lambda \). Thus, the differential of the spectral decomposition problem is given by

\[
dH \Psi_n + H d\Psi_n = A (d\Psi_n \Lambda + \Lambda d\Psi_n) + \Lambda d\Psi_n.
\]

Multiplying by \( \Psi_n^T \) on the left side and denoting \( d\Psi_n = \Psi_n C \) with \( C \in \mathbb{R}^{n \times n} \), we have

\[
\Psi_n^T dH \Psi_n + \Psi_n^T H d\Psi_n = \Psi_n^T A \Psi_n C A + \Psi_n^T A \Psi_n dA \\
\Psi_n^T dH \Psi_n + A C = C A + dA,
\]

since \( \Psi_n^T A \Psi_n = I_n \). We readily obtain that the off diagonal elements of the matrix \( C \) can be defined by

\[
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Here $\Psi^j$ represents the $j$th column of the matrix of eigenvectors. The diagonal elements of $C$ are defined by the following

$$
C_{ij} = \frac{(\Psi^i)^T dH \Psi^j}{\lambda_i - \lambda_j}, \forall i \neq j.
$$

(35)

The selection of the first $k$ eigenvectors $d\Psi_k$ are obtained by multiplying $d\Psi_n$ by the truncated identity matrix $Z = I_{1 \times k}$. The differential is now known and can be plugged into (32) in order to extract $dH$, that is

$$
dL = -2\text{trace}(\Psi_k^T AXX^T Ad\Psi_k) = -2\text{trace}(\Psi_k^T AXX^T Ad\Psi_k CZ)
$$

$$
= -2\text{trace}(\Psi_k^T AXX^T Ad\Psi_k (\Psi_k^T dH \Psi_n \circ B) Z)
$$

$$
= -2\text{trace}(\Psi_n (Z\Psi_k^T AXX^T Ad\Psi_n \circ B \Psi_k^T dH))
$$

$$
= (-2(\Psi_n (Z\Psi_k^T AXX^T Ad\Psi_n \circ B \Psi_k^T dH)).
$$

(38)

The passage in the fourth line stems from the equivalence $\text{trace}(A(B \circ C)) = \text{trace}((A \circ C^T)B)$. Since $dH = d(W + \text{Adiag}(V)) = \text{Adiag}(dW)$, we obtain finally

$$
\nabla_V L = \text{diag}(-2(\Psi_n (Z\Psi_k^T AXX^T Ad\Psi_n \circ B \Psi_k^T dH)).
$$

(39)

Two problems arise from the suggested scheme. First, the high computational cost of a full (sparse) matrix diagonalization. Second, the matrix $C$ remains undefined when eigenvectors have non-trivial multiplicities. The first problem can be relaxed by approximating the matrix $d\Psi$ with less eigenvectors. This is especially justified for distant indices, where the eigenenergies are well separated and the corresponding elements of matrix $B$ become negligible. Also, the data can be projected onto the LBO basis so the solution complexity remains constant with the size of the mesh. Even if the second problem has been treated in [37], it seems that lack of smoothness at isolated points is not critical for computation and convergence can be obtained by resorting to a sub-gradient approach. The alternative option for here is to stabilize the matrix $B$ in order to avoid exploding gradients. We use the approximation

$$
B_{ij} \approx \frac{1}{(|\lambda_j - \lambda_i| + \epsilon)(\text{sign}(\lambda_j - \lambda_i))},
$$

(40)

where the sign function is not vanishing.

In the following experiments we allowed negative potential for performance consideration only, since the potential is defined over the whole codomain $\mathbb{R}$. Also, for physically interpretable solutions we enforced positive potential by using quadratic function $V^2$. The extension of the derivation is straightforward but decreased the performance since it is more restrictive.

3.1 Experimental Evaluation

As a toy experiment, we propose to find the best potential for the representation of a function in the one dimensional euclidean domain. Given a function $f \in \mathbb{R}^n$, we seek for the best potential minimizing $\|\Psi \Psi^T f - f\|_2^2$. We compare in Fig. 6 the reconstruction performance on a one dimensional linear function with the Laplacian and the Hamiltonian built from the optimized potential. In Fig. 7, we propose to reconstruct the matrix of coordinates of a mesh so the data matrix is defined by $X = (x, y, z) \in \mathbb{R}^{n \times 3}$. The experiments were conducted using the quasi-Newton method with initial zero potential, with the first-order constrained minimization algorithm implemented within MATLAB’s Optimization Toolbox. The constant $\epsilon$ is fixed to $10^{-6}$.

An important application related to data representation is spectral mesh compression. [7] proposed to project the coordinates functions of the mesh onto the LBO eigenfunctions in order to encode the mesh geometry via the first coefficients only. Since most of the function energy is generally contained in the first coefficients, the reconstruction distortion is low, up to fine details related to higher frequencies. Since matrix decomposition is an expensive operation, they suggested to segment the shape into smaller parts that can be processed separately. By sending the mesh topology (triangles) separately, the combinatorial graph Laplacian is built on the decoder side and the signal can be reconstructed with the received coefficients. We suggest to apply this idea to our basis which potential $V$ is obtained by the proposed optimization framework. However, one major drawback is that we need to encode the potential as well as the coefficients. Also, some methods use the ordering of the vertices in order to encode information [38]. Here we suggest to reorder the vertices such that the vertex with the smallest potential is be assigned the index 1 and the vertex with the largest potential is be assigned the index $n$. Thus no encoding of the permutation is needed. By using a fixed quantized potential defined as

$$
\tilde{V} = \text{diag}(1, \ldots, n),
$$

(41)
the decoder simply applies $L + \alpha \tilde{V} + \beta$ in order to obtain the Hamiltonian basis. Here $\alpha$ and $\beta$ are the regression coefficients minimizing $\| \alpha \tilde{V} + \beta - V \|_2^2$ that are also encoded. To keep the eigendecomposition feasible, we decompose the shape into segments as proposed in [7]. Thus the computation time scales linearly with the number of fixed sized segmented parts. We present spectral compression performance compared to the LBO in Fig. 8.

### 4 Compressed Manifold Modes

[26] proposed a novel method to create a set of localized eigenfunctions in euclidean domains. To that end, they modified the construction of standard differential operators by adding an $L_1$ regularization term to the variational leading to the decomposition of the operator. The resulting eigenfunctions were called compressed modes and were shown to be compactly supported [39]. [20] extended this construction to manifolds, suggesting the following discrete $L_1$ regularization problem

$$
\min_{\Phi} \text{trace}(\Phi^T W \Phi) + \mu \| \Phi \|_1
$$

s.t. $\Phi^T \Phi = I.$

(42)

with the parameter $\mu$ that controls the localization of the basis. Proposed solutions require the use of expensive optimization techniques [40] based on ADMM and proximal operators, also unstable over nearly isometric shapes [20].

The latter optimization problem (42) can be written as an Hamiltonian eigendecomposition problem [21]

$$
\min_{\Phi} \text{trace}(\Phi^T W \Phi) + \mu \text{trace}(\Phi^T AV \Phi)
$$

s.t. $\Phi^T \Phi = I.$

(43)

where $V_i$ is the diagonal matrix operator defining the potential that corresponds to the $i$th eigenvector that localizes the support of $\phi_i$ in low-potential areas. Thus, every eigenvector has a different potential defining it. The potential is defined iteratively using a re-weighted least squares scheme

$$
V_i = \frac{1}{2|\phi_i|^2},
$$

(44)

ensuring that the minimizers of (42) and (43) coincide.

Interestingly, the potential here is defined as a function of the eigenfunction, namely $V_i = V_i(\phi_i)$. The potential and the resulting eigenstate are then intrinsically linked, meaning that the potential is influenced by the state of the particle itself. Consequently, a perturbation of the potential enforces perturbation of the eigenfunction and vice versa until reaching steady state.

Note that since we are interested in a $\phi_i$ vanishing everywhere except some local support, the potential will grow to infinity at many points on the manifold. This phenomenon can be countered by adding a small regularization constant to the denominator (which is equivalent to smoothing of the $L_1$ norm) or capping the values of $V_i$. While such a growth increases the condition number of the Hamiltonian, the lower part of the spectrum, in which we are generally interested, remains unaffected. The operator is never inverted, hence, the growth of $V_i$ does not introduce numerical instabilities. Fig. 9 shows the iterative refinement of the eigenfunction.

We formulate the compressed manifold modes problem as

$$
\min_{\phi_i} \phi_i^T H \phi_i + \beta \sum_{j<i} \| \phi_j^T A \phi_i \|_2^2
$$

s.t. $\phi_i^T A \phi_i = 1.$

(45)

with $H_i = W + \mu AV$ and where $\beta$ is a sufficiently large constant such that the third term guarantees that the $i$th mode $\phi_i$ is $A$-orthogonal to the previously computed modes $\phi_j$, $j < i$. Here, orthogonality is only required for the first few eigenvectors, which are unaffected even by very large values of the potential. Observe that albeit non-convex, the problem has a closed form global solution, that is the smallest generalized eigenvector $\phi_i$ of

---

Fig. 7. Potential function defined on the original mesh (left), reconstruction of the mesh coordinates with 50 eigenvectors using the LBO (middle) and the Hamiltonian constructed with the proposed method (right). Blue and red colors represent negative and positive values respectively. The Hamiltonian is able to focus on sharp regions of the mesh designated by the blue regions of the potential for a better reconstruction (fingers). The errors are 0.0015 and 0.00061 for the LBO and the Hamiltonian respectively.

Fig. 8. Geometry compression performance comparison between the Laplacian (MHB), the proposed projected operator ($H$), and the optimal Hamiltonian ($H_{\text{opt}}$) using the proposed framework for the Fandisk (6475 vertices), and Centaur (15768 vertices) models. The optimal Hamiltonian performance are presented without encoding of the potential itself.
(46) with
\[ Z_i = U_i U_i^T = \beta A \left( \sum_{j < i} \phi_j \phi_j^T \right) A. \]

For small number of compressed modes, \( Z_i \) is a low rank matrix and finding the smallest generalized eigenvector can be solved efficiently since the involved matrix is the sum of a sparse and a low-rank matrix.

Several numerical eigendecomposition implementations use the Arnoldi iteration algorithm. In our matrix decomposition problem, the core operation is the multiplication by the inverse of the matrix with a vector, operation that cannot be solved straightforwardly. Also, shifting the matrix with maximum eigenvalue in order to get the required minimum eigenvalue using the power method is too unstable since it depends on the gap of the first eigenvalues, which is generally tight. In our configuration the Woodbury identity [41]
\[ (H_i + U_i U_i^T)^{-1} = H_i^{-1} - H_i^{-1} U_i (I + U_i^T H_i^{-1} U_i)^{-1} U_i^T H_i^{-1}, \]
can be used to compute efficiently the vector multiplication with the inverse of the matrix as a cascade of sparse and low-rank systems as follows:

Unlike solutions of the inconsistently discretized problem (42), the basis obtained with the proposed Hamiltonian framework is more robust under various discretizations (order and localization of the eigenfunctions) and can be computed at a fraction of the computational cost as presented in Fig. 10 where the discrete Laplacian has been simulated as suggested in [40].

Algorithm 1. Computation of \((H_i + Z_i)y = x\)
1: Solve the sparse system \(H_i y_1 = x\)
2: Compute the low rank multiplication \(y_2 = U_i ((I + U_i^T H_i^{-1} U_i)^{-1} (U_i^T y_1))\)
3: Solve the sparse system \(H_i y_3 = y_2\)
4: \(y = y_1 - y_3\)

Lasso minimization of an aggregation of the \(L_2\) and \(L_1\) norms is a convex problem (typically, even a strictly convex one) which due to its lack of smoothness is usually solved using proximal descent methods. Our setting is different, as we have a non-convex problem due to the orthogonality constraints. Our initial setting for the potential is always \(V_0 = A\) where \(A\) is the mass matrix, which yields efficient convergence and meaningful localized modes. The framework is presented in Algorithm 2. Recently, [42] assessed the efficiency of the suggested method compared to the ADMM approach.

Algorithm 2. IRLS CMM
Input: \(k, W, A\)
Output: \(\{\phi_i\}_{i=1}^{k}\)
1: \(U_0 \leftarrow \emptyset\)
2: for \(i = 1 \ldots k\) do
3: \(\forall \quad V \leftarrow A\)
4: while convergence rate \(> \epsilon\) do
5: Obtain \(\phi_i\) from eq. (46) using Alg. 0
6: \(V \leftarrow \text{diag} \left(2 \sqrt{\epsilon + \phi_i^2} \right)^{-1}\)
7: \(U_i \leftarrow [U_{i-1}, \beta A \Phi]\)

5 SHAPE MATCHING
The task of matching pairs of shapes lies at the core of many shape analysis tasks and plays a central role in operations such as 3D alignment and shape reconstruction. While rigid shape matching has been well studied in the literature, non-rigid correspondence remains a difficult task even for nearly isometric surfaces. When dealing with rigid objects, it is sufficient to find the rotation and translation that aligns one shape to the other [43]. Therefore, the rigid matching problem amounts to determining only six degrees of freedom. At the other end, non-rigid matching generally requires dealing with many more degrees of freedom. Since the LBO is invariant to isometric deformations, it has been used extensively to aid the solution of correspondence problem. Several properties of the Hamiltonian operator make it a better choice for this task compared to its zero-potential particular case that is the LBO.

Invariance. The Laplace-Beltrami Operator is defined in terms of the metric tensor which is invariant to isometries. For a potential function defined intrinsically, the resulting Hamiltonian is also isometry-invariant.

Compactness. Compactness means that scalar functions on a shape should be well approximated by using only a small number of basis elements. From Theorem 2 and as a generalization of the Laplacian, the global support and compactness hold for a bounded (low) potential.

Descriptiveness. The LBO eigenvalues are related to frequency. Similarly, eigenenergies of the Hamiltonian relate
to the number of oscillations on the manifold. Theorem 1 demonstrates that the modes corresponding to small eigenvalues of the Hamiltonian defined with a positive potential, encapsulate higher frequencies, even when localized, compared to the modes of the regular LBO. At the other end, highly oscillating eigenfunctions can be used to represent fine details of the shape that can be crucial for shape matching. Also, the potential enforces different oscillations in different regions on the manifold, allowing for better discrimination of similar areas and disambiguation of intrinsic symmetries with asymmetric potential.

**Stability.** Deformations of non-rigid shapes and articulated objects can stretch the surface. In such cases, the LBO eigendecomposition of the two shapes will be different. Wecould compensate for such local metric distortions by carefully designing a potential. Assigning high potential to strongly distorted regions would lead to lower values of the eigenfunctions in those areas (9). Such a potential will reduce the discrepancy between corresponding eigenfunctions at least for the lower eigenvalues, as shown via the functional maps representations [13] in Fig. 11. In order to simulate such a potential, let us define $A_M(m_i)$ and $A_N(n_i)$, the area at vertex $m_i$ on mesh $M$ and $n_i$ on the second mesh $N$ respectively and $\tau : M \rightarrow N$ a bijection between two (discretized) surfaces $M$ and $N$. Then, we define the potential $V$ at vertex $m_i = \tau^{-1}(n_i)$ as

$$V(m_i) = \max \left\{ \frac{A_M(m_i)}{A_N(n_i)} \cdot \frac{A_N(n_i)}{A_M(m_i)} \right\}. \quad (47)$$

Among the few stable intrinsic invariants that can be extracted from the geometry, we will use the stable first eigenfunctions of the LBO and geodesic distances. Additional non necessarily intrinsic information such as photometric properties or even extrinsic shape properties such as principal curvatures [24] can also be integrated into the potential field.

**5.1 Experimental Evaluation**

We tested the proposed basis and compared its matching performances to that the LBO basis as applied to pairs of triangulated meshes of shapes from the TOSCA dataset [44] and the SCAPE dataset [45]. The TOSCA data set contains densely sampled synthetic human and animal surfaces, divided into several classes with given ground-truth point-to-point correspondences between the shapes within each class. The SCAPE data set contains scans of real human bodies in different poses. The evaluation method used is described in [46] where the distortion curves describe the percentage of surface points falling within a relative geodesic distance from what is assumed to be their true locations. Symmetries were not allowed in all evaluations. Note that we assume that the sign ambiguity of the first eigenfunctions generating the potential is resolved [47].

Fig. 12 compares the two operators by matching diffusion kernel descriptors derived from the corresponding eigenfunctions. The diffusion on the shape using the Hamiltonian as the diffusion operator is more descriptive than regular diffusion that cannot resolve the symmetries. Also, it would be natural to compute the WKS signature when the Schrödinger equation is governed by a given effective potential. As intrinsic positive potential we use the normalized sum of the four first nontrivial eigenfunctions of the LBO on each shape, adding a constant of minimal value in order to obtain a non-negative potential. This way only the intrinsic unstable geometry of the shape is involved in defining the Hamiltonian operator.

In case we know which regions are prone to elastic distortions, like joints and stretchable skin in articulated objects, we could suppress the effect of those regions in our matching procedures by using an appropriate potential as a selective mask. Fig. 13, compares the operator with and without potential by matching the spectral signatures computed by the framework of [48]. The potential we used is the local area distortion when comparing the meshes of two corresponding objects, as in (47). The descriptiveness of the potential and the localization of the harmonics lead to more accurate matching results.

![Fig. 11. Two nearly isometric meshes with high potential (hot colors) in large distortion regions (a), functional maps matrix $C$ of the LBO (b) and the Hamiltonian (c).](image1)

![Fig. 12. Evaluation of the diffusion kernels signatures matches on the TOSCA and SCAPE datasets.](image2)

![Fig. 13. Evaluation of the spectral signature matches on the TOSCA and SCAPE data-sets.](image3)
To investigate the performances of the Hamiltonian with photometric textures used as potential, we present in Fig. 14 the results of different signatures matching with a dalmatian texture defined for the “Dogs” shapes from the TOSCA data set.

Iterative refinement of functional representations have been proven to be powerful in shape matching [13]. Given an initial partial or dense map, it tries to recover iteratively dense and accurate matching between two given shapes. Here we use a similar refinement framework dubbed as Iterative Closest Spectral Kernel Maps (ICSKM) [15] for performance comparison between the two bases. Fig. 15 compares the regular ICSKM algorithm working with the Laplacian eigenspace and the Hamiltonian method when we provided one, two, or three landmark points, that were randomly selected from the ground-truth mapping. The potential used in these examples is the geodesic distance from the landmark points. This approach has been extended to partial shape matching by [25], where Gaussian around anchor points is used for better matching. Note that again we use only the geometry of the shapes in order to refine the match between them using the new basis.

6 CONCLUSION

A classical operator was adopted from the field of quantum mechanics and adapted to shape analysis problems. Functional and spectral properties of the Hamiltonian operator were presented and compared to the popular Laplacian often used in many shape analysis procedures. General optimization methods for solving variational problems involving the Hamiltonian operator have been proposed and employed to the task of mesh compression and computation of compressed manifold modes. Features and texture properties can be incorporated into the new operator to obtain a descriptive and stable basis that provides a powerful domain of operation for shape matching. Various directions for future research include exploration of the operator on other shape analysis tasks such as partial shape matching where occluded areas could be refined via the potential.

ACKNOWLEDGMENTS

This work has been supported by Grant agreement No. 267414 of the European Communitys FP7-ERC program, and the ERC StG RAPID.

REFERENCES

[1] A. Elad and R. Kimmel, “On bending invariant signatures for surfaces,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 25, no. 10, pp. 1285–1295, Oct. 2003.
[2] E. L. Schwartz, A. Shaw, and E. Wofson, “A numerical solution to the generalized mapmaker’s problem: Flattening nonconvex polyhedral surfaces,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 11, no. 9, pp. 1005–1008, Sep. 1989.
[3] A. M. A. Cox and F. T. Cox, Multidimensional Scaling. Berlin, Germany: Springer, 2008.
[4] F. Mémoli and G. Sapiro, “A theoretical and computational framework for isometry invariant recognition of point cloud data,” Found. Comput. Math., vol. 5, pp. 313–347, 2005.
[5] A. M. Bronstein, M. M. Bronstein, and R. Kimmel, “Efficient computation of isometry-invariant distances between surfaces,” SIAM J. Sci. Comput., vol. 28, pp. 1812–1836, 2006.
[6] B. Vallet and B. Lévy, “Spectral geometry processing with manifold harmonics,” Comput. Graph. Forum, vol. 27, pp. 251–260, 2008.
[7] Z. Karni and C. Gotsman, “Spectral compression of mesh geometry,” in Proc. 27th Annu. Conf. Comput. Graph. Interact. Techn., 2000, pp. 279–286.
[8] A. M. Bronstein, M. M. Bronstein, L. J. Guibas, and M. Ovsjanikov, “Shape google: Geometric words and expressions for invariant shape retrieval,” ACM Trans. Graph., vol. 30, 2011, Art. no. 1.
[9] R. M. Rustamov, “Laplace-beltrami eigenfunctions for deformation invariant shape representation,” in Proc. 5th Eurographics Symp. Geom. Process., 2007, pp. 225–233.
[10] J. Sun, M. Ovsjanikov, and L. Guibas, “A concise and provably informative multi-scale signature based on heat diffusion,” in Proc. 26th Symp. Geom. Process., 2009, pp. 1383–1392.
[11] M. Aubry, U. Schlickewei, and D. Cremers, “The wave kernel signature: A quantum mechanical approach to shape analysis,” in Proc. IEEE Int. Conf. Comput. Vis. Workshops, 2011, pp. 1626–1633.
[12] M. Ovsjanikov, Q. Mrigot, F. Mnoli, and L. Guibas, “One point isometric matching with the heat kernel,” Comput. Graph. Forum, vol. 29, pp. 1555–1564, 2010.
[13] M. Ovsjanikov, M. Ben-Chen, J. Solomon, A. Butscher, and L. Guibas, “Functional maps: A flexible representation of maps between shapes,” ACM Trans. Graph., vol. 31, 2012, Art. no. 30.
[14] J. Pokrass, A. M. Bronstein, M. M. Bronstein, P. Sprechmann, and G. Sapiro, “Sparse modeling of intrinsic correspondences,” Comput. Graph. Forum, vol. 32, pp. 459–468, 2013.
[15] A. Shtern and R. Kimmel, “Iterative closest spectral kernel maps,” in Proc. 2nd Int. Conf. 3D Vis., 2014, pp. 499–508.
[16] R. Litman and A. M. Bronstein, “Learning spectral descriptors for deformable shape correspondence,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 36, no. 1, pp. 171–180, Jan. 2014.
[17] L. Wei, Q. Huang, D. Ceylan, E. Vouga, and H. Li, “Dense human body correspondences using convolutional networks,” in Proc. Comput. Vis. Pattern Recognit., 2016, pp. 1544–1553.
[18] D. Boscaini, J. Masci, E. Rodolà, and M. M. Bronstein, “Learning shape correspondence with anisotropic convolutional neural networks,” in Proc. 30th Int. Conf. Neural Inf. Process. Syst., 2016, pp. 3197–3205.
[19] Y. Aflalo, H. Brezis, and R. Kimmel, “On the optimality of shape and data representation in the spectral domain,” SIAM J. Imag. Sci., vol. 8, pp. 1141–1160, 2015.
A. Bronstein received the BSc degree in electrical engineering from the Technion—Israel Institute of Technology in 2000. He co-founded, by Intel in 2012 he also heads a small R&D team as part of Intel’s RealSense. He is a fellow of the IEEE.

Ron Kimmel is a professor of computer science at the Technion where he holds the montreal chair in Sciences. He has worked in various areas of image processing and analysis in computer vision, image processing, and computer graphics. His interest in recent years has been shape reconstruction, analysis and learning, medical imaging and computational biometry, and applications of metric and differential geometries. He is an recipient of the Helmholz Test of Time Award, and the SIAG on Imaging Science Best Paper Prize. At the Technion he founded and heads the Geometric Image Processing (GIP) Lab., he also served as the vice dean for teaching affairs, vice dean for industrial relations, and currently as head of Academic Affairs of the Technion graduate interdisciplinary Autonomous Systems Program (TASP). Since the acquisition of InVision, a company he co-founded, by Intel in 2012 he also heads a small R&D team as part of Intel’s RealSense. He is a fellow of the IEEE.

For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/csdl.