Forgetting leads to chaos in attractor networks
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Attractor networks are an influential theory for memory storage in brain systems [1–4]. This theory has recently been challenged by the observation of strong temporal variability in neuronal recordings during memory tasks. In this work, we study a sparsely connected attractor network where memories are learned according to a Hebbian synaptic plasticity rule. After recapitulating known results for the continuous, sparsely connected Hopfield model [5], we investigate a model in which new memories are learned continuously and old memories are forgotten, using an online synaptic plasticity rule. We show that for a forgetting time scale that optimizes storage capacity, the qualitative features of the network’s memory retrieval dynamics are age-dependent: most recent memories are retrieved as fixed-point attractors while older memories are retrieved as chaotic attractors characterized by strong heterogeneity and temporal fluctuations. Therefore, fixed-point and chaotic attractors co-exist in the network phase space. The network presents a continuum of statistically distinguishable memory states, where chaotic fluctuations appear abruptly above a critical age and then increase gradually until the memory disappears. We develop a dynamical mean field theory (DMFT) to analyze the age-dependent dynamics and compare the theory with simulations of large networks. We compute the optimal forgetting time-scale for which the number of stored memories is maximized. We found that the maximum age at which memories can be retrieved is given by an instability at which old memories destabilize and the network converges instead to a more recent one. Our numerical simulations show that a high-degree of sparsity is necessary for the DMFT to accurately predict the network capacity. Finally, our theory provides specific predictions for delay response tasks with aging memoranda. In particular, it predicts a higher degree of temporal fluctuations in retrieval states associated with older memories, and it also predicts fluctuations should be faster in older memories. Our theory of attractor networks that continuously learn new information at the price of forgetting old memories can account for the observed diversity of retrieval states in the cortex, and in particular the strong temporal fluctuations of cortical activity.

I. INTRODUCTION

Attractor networks are an influential theory based on recurrent networks for learning and memory in brain systems [1–3]. In this theory, memories correspond to stable patterns of network activity representing the stored memoranda, which correspond to fixed-point attractor states of the network dynamics. When each memory is learned, the external input associated with the memory modifies the network synaptic connectivity thanks to a synaptic plasticity rule. These synaptic modifications lead to the creation of a fixed-point attractor of the dynamics, corresponding to a neural representation of the learned memorandum. In the attractor state, the network activity is correlated with, but not necessarily identical to, the original external input to the network. Upon a brief presentation of an external cue correlated with one of the stored memoranda, the network retrieves the corresponding memorandum by autonomously relaxing to the associated attractor state, which permits decoding the memorandum’s identity by downstream circuitry. The theory parsimoniously reproduces key observations in neuronal responses during memory tasks - in particular in reproduces the phenomenon of selective persistent activity, i.e., the observation that some neurons in multiple cortical areas have persistent elevated firing rates following the presentation of specific items to be maintained in memory during the task, but not others [6–12].

A major challenge to the attractor network scenario as the mechanism subserving mnemonic representations is the observation of high degree of temporal irregularity in neuronal activity during delay periods in the prefrontal cortex [13–18]. The observed high spike irregularity and non-stationary of the trial-averaged firing rates
challenges the classic picture of retrieval states as discrete fixed-point attractor states. Extensions of classic attractor network models [19, 20] successfully account for the observed spike irregularity. However, these models fail to reproduce the non-stationarity observed in the firing rates. Various models have been proposed to account for this non-stationarity by encoding memories using time-varying variables [20, 21], but they cannot reproduce the stable population coding observed in neuronal recordings during memory tasks [18] (but see [22]).

Recently, we have proposed an alternative scenario to account for the observed variability in an attractor network whose learning rules are inferred from in vivo data [23]. In this scenario, memories are stored by chaotic attractors (in contrast to fixed-point attractors in classical attractor networks [1, 2, 24]). Neural activity is correlated with the stored pattern at all times, yet the dynamics are characterized by strong internally generated temporal fluctuations. The network displays associative memory properties in spite of strong chaotic fluctuations in neuronal activity. Using a dynamical mean field theory (DMFT) [25, 26] Tirozzi and Tsodyks predicted the existence of this chaotic associative memory phase in the sparse version of the Hopfield model [5]. In both the Tirozzi and Tsodyks model, as well as in networks constrained by in vivo data [23], all fixed-point attractor memory states transition to chaos when either a parameter characterizing the overall strength of synaptic connectivity, or the number of stored patterns, reach a critical value.

In such models, as well as in classical attractor networks [2], when the number of stored patterns is larger than the network capacity (i.e., maximum number of patterns the network can store) they undergo catastrophic forgetting, and all memories are forgotten at once (i.e., no memory can be retrieved, no matter how close the initial network state is to the stored memory). Catastrophic forgetting occurs because of the statistical symmetry between stored patterns. In a large network, when all patterns are identical and independently distributed, as in classical attractor network models [1, 2, 24] forgetting one pattern is statistically equivalent to forgetting all. The recipe for fixing catastrophic forgetting is well known - it consists in introducing an online learning process, in which new memories are written on top of older memories that are gradually forgotten (sometimes called palimpsest models [27]). In this models, each memory has a different age, which breaks the statistical symmetry between patterns, allowing successful retrieval of the most recent patterns, at the price of a forgetting of older ones [28, 31]. Online learning in attractor networks has been actively studied using networks of binary neurons [28, 21, 38], in which memory states are fixed-point attractors. However, the effect of online learning rules on the dynamics of memory states remains an open question in networks of continuous rate units. Building such theory is key for contrasting theoretical predictions with firing rates recorded in neurophysiological experiments.

Additionally, since networks of rate units can be obtained as approximations of more realistic networks of spiking neurons [39], understating the dynamics and learning in such networks is a critical intermediate step that combines analytically tractability and biological realism.

Here we study an attractor network of continuous rate units, where each memory is initially acquired and then progressively degrades according to an online Hebbian learning rule. We provide a DMFT describing the network dynamics, in the large $N$, sparse connectivity limit, and compare our theory with numerical simulations. Remarkably, we show that in this network both fixed-point and chaotic attractors memory states co-exist in a large range of forgetting time scales. The pattern’s age determines the nature of its retrieval state: fixed-point for newer patterns, and chaotic attractor for older patterns, leading to a continuum of statistically distinguishable memory states. Analysis of solutions to the DMFT equations reveals the storage capacity (i.e., maximal age at which memories can be retrieved) and the forgetting time-scale that maximizes capacity. We show that storage capacity is given by an instability line, on which old memories become unstable and the network retrieves a newer one instead. We complement analytical results by comparison with simulations of large networks (up to $10^7$ neurons). We find that a good agreement between simulations and theory is obtained only for extremely sparse networks, i.e., when the average number of connections per neuron scales logarithmically with the network size. However, the transition to chaos is well predicted by our theory for denser networks, i.e., when the average number of connections scales as a power law with the network size.

II. MODEL

We consider a recurrent neuronal network composed of $N$ neurons whose input currents are described by analog variables $h_i$, where $i = 1, 2, \ldots, N$. The instantaneous firing rates of neurons are given by the input-output single neuron transfer function (or f-I curve) $\phi(x) = \tanh(x)$. This is a unrealistic choice from a neurobiological point of view, but has the advantage of simplicity. The major features presented in this theory are qualitatively preserved in more realistic networks [23] (see Discussion). The synaptic input currents obey the standard current-based version of the rate equations

$$\frac{dh_i(t)}{dt} = -h_i(t) + \sum_{j \neq i}^{N} c_{ij} J_{ij} \phi[h_j(t)] + I_i, \quad (1)$$

where $c_{ij}$ represents the ‘structural connectivity’ of the network, which is generated as a sparse random Erdős-Rényi graph, i.e., all $c_{ij}$ are i.i.d. Bernoulli random variables, $c_{ij} = 1$ with probability $K/N$ where $K$ is the average in- and out-degree; $J_{ij}$ is the strength of the synapse connecting the pre-synaptic neuron $j$ to the post-synaptic...
neuron $i$; and $I_i$ is an external input to neuron $i$. We assume that $1 \ll K \ll N$, which means that the average number of connections is large but much smaller than the network size. This is a relevant limit for microcircuits in the brain, where each neuron receives a large number of inputs ($K \sim 1,000s$), and connection probabilities are small, of order $\sim 10\%$ in cortex\cite{40,41} and $1\%$ in hippocampus \cite{43}.

The synaptic connectivity matrix is assumed to have been structured through past presentations of external stimuli (patterns) shown to the network. The stimulus presentation time scale is assumed much longer than the time scale of network dynamics, and the synaptic connectivity is assumed fixed at the scale of retrieval of specific patterns. We use the variable $u$ to refer to the stimulus presentation times, to avoid confusion with $t$ in Eq. (1), where $u \in \mathbb{Z}$. External inputs to the network consist in a stream of time-ordered binary patterns $\{\eta^u\}, u \in \mathbb{Z}$. We assume that $\eta^u_i$ are i.i.d. binary random variables, such that $\eta^u_i = \pm 1$ with equal probability. We note that while the stored memories are binary, the network dynamics and therefore the retrieval states are continuous. The patterns $\eta$ can be interpreted as the population firing rates when the dynamics in Eq. (1) is driven by a strong random external stimulus $I_i$ symmetrically distributed around zero. The synaptic weights are modified by the patterns in one shot using an online version of the covariance rule \cite{16}. According to such a rule, 

$$J^{u+1}_{ij} = \rho J^u_{ij} + \frac{A}{K} \eta^u_i \eta^u_j.$$  

(2)

In Eq. (2), the first term in the r.h.s. represents a decay term with a forgetting rate $0 < \rho < 1$ that prevents synaptic weights from growing unbounded, while the second term represents a ‘Hebbian’ synaptic modification that is proportional to the covariance of pre and post-synaptic activity, with a strength parameter $A$. On one extreme, for $\rho = 0$ the learned connectivity from previous patterns is forgotten in one time step, while in the case $\rho = 1$ there is no forgetting. The case $\rho = 1$ is problematic since it leads to an unbounded growth of the weights when the number of presented patterns becomes very large. However, for completeness we will describe the $\rho = 1$ scenario, in which a finite number of patterns is presented, in Section IV.

With such a learning rule, the connectivity matrix is given at any given time by

$$J^u_{ij} = \frac{A}{K} \sum_{u' = -\infty}^{u-1} \rho^{u-1-u'} \eta_i^{u'} \eta_j^{u'}.$$  

(3)

Without loss of generality, we focus on a particular time $u$, drop the index $u$ for the connectivity matrix $J_{ij} = J^u_{ij}$, and rewrite $J_{ij}$ as

$$J_{ij} = \frac{A}{K} \sum_{\mu = 0}^{\infty} e^{-\frac{\mu}{\rho}} \eta_i^{\mu} \eta_j^{\mu}.$$  

(4)

where $\mu$ is the age of pattern $\eta^\mu_i$ (i.e., how far in the past pattern $\mu$ was presented), and $\tau$ is a forgetting time constant defined as $\tau = -1/(K \log \rho)$. Note that in the sum in the r.h.s. of Eq. (3), we have changed the pattern indices for convenience, such that a pattern of age $\mu$ corresponds to the pattern shown at time $u' = u - 1 - \mu$.

III. DYNAMIC MEAN FIELD THEORY

A. Formalism

We start by deriving the DMFT for the network model defined by Eqs. (1,4). In the limit of infinitely many neurons $N \to \infty$, synapses per neuron $K \to \infty$, and sparse connectivity $K/N \to 0$ \cite{44,45}. Although the network in Eqs. (11) stores binary patterns, i.e., $\eta^u_i \in \{-1, 1\}$, here we present a general DMFT for arbitrary $P(\eta)$, with the constraint that $\langle \eta \rangle = 0$. This ensures that the average change in connection strength due to learning of a single pattern is zero, and therefore the synaptic weights average does not grow with the number of stored patterns. This could be enforced by a homeostatic mechanism that controls the mean changes in the incoming inputs due to learning \cite{48,49}. We use similar methods as in refs. \cite{5,25}, and anticipate that for some parameters the dynamics of the network will be chaotic. In the above limit, the instantaneous synaptic inputs to each neuron can then be rewritten of its mean $\nu_i$ and random temporal variations around the mean $\zeta(t)$ due to chaotic dynamics,

$$\sum_{i \neq j} c_{ij} J_{ij} \phi(h_j(t)) = \nu_i + \zeta_i(t).$$  

(5)

Therefore, the network dynamics in Eq. (1) becomes statistically equivalent to a stochastic differential equation (SDE) given by

$$\frac{dh_i(t)}{dt} = -h_i(t) + \nu_i + \zeta_i(t).$$  

(6)

where the $\zeta_i$s are uncorrelated stochastic processes, whose autocorrelation will be computed self-consistently in the following.

As in classical mean field theories for attractor neuronal network models \cite{2,24}, we define the overlaps between network state and the memories stored in the network as

$$m_\mu = \frac{1}{N} \sum_{i=1}^{N} \eta_i^\mu \phi(h_i) = \langle \eta_i^\mu \phi(h) \rangle_{h,\eta},$$  

(7)

where $\langle \ldots \rangle_{h,\eta}$ represents an average over the statistics of the stored patterns $\eta$ and the input currents $h$. The network is able to retrieve a pattern stored in memory if it settles in a state in which there is an overlap of order one with the corresponding pattern. This means in particular that the stimulus identity can be retrieved from
the network activity by a linear decoder. On the other hand, if the overlap is zero in the large $N$ limit, then the memory is forgotten and cannot be retrieved. We assume that the overlaps do not depend on time (i.e., $m_{\mu}(t) = m_{\mu}$), which is trivially true for fixed-point attractors, and becomes a good approximation at large $N$ for chaotic attractor memory states. Except when stated otherwise (see Section III D), we will assume that in a given retrieval state only a single memory is retrieved. With this assumption, the mean synaptic inputs $\nu_i$ to neuron $i$ become

$$\nu_i = A\eta_i^\mu e^{-\frac{\tau}{\gamma}} m_\mu. \quad (8)$$

Note that in Eq. (8), the mean synaptic input depends exponentially on the age of the pattern. For most recent memories ($\mu \ll K$) the mean synaptic current is close to its maximum in magnitude $\nu_\mu \approx A\eta_i^0 m_\mu$, but it decays exponentially for older memories, $\mu \sim O(K)$.

We next turn to the fluctuations around the mean. The variable $\zeta_i(t)$ is assumed to be a Gaussian random field with mean zero, representing the variability around the mean synaptic inputs to neuron $i$. Its autocovariance function is given by

$$\text{Cov}(\zeta_i(t), \zeta_i(t + \tau)) = \gamma A^2 \kappa(\phi(h(t))\phi(h(t + \tau)))_h, \quad (9)$$

where

$$\kappa = \frac{1}{K} \sum_{\mu=1}^{\infty} e^{-\frac{2}{4\tau^2}}, \quad (10)$$

and $\gamma = \langle \eta^2 \rangle$. In particular, for binary patterns considered here, $\gamma = 1$. In the large $K$ limit, Eq. (10) leads to $\kappa \approx \tau/2$.

Eqs. (8,10) makes it clear that the number of patterns that can be retrieved is of order $K$. Thus, in the large $N$ limit, we define a continuous age index $s = \mu/K$, such that $s = 0$ for recently learned patterns, while $s \rightarrow \infty$ for patterns seen in the distant past.

For a pattern with age $s$, the dynamics of the currents can be rewritten as

$$\frac{dh_i}{dt} = -h_i + A\eta_i^s e^{-\frac{\tau}{\gamma}} m_s + A\sqrt{\frac{\gamma}{2}} y_i(t), \quad (11)$$

where $y(t)$ is a Gaussian random field with autocovariance function

$$C_s(t') = \langle y(t)y(t + t') \rangle_y = \langle \phi(h(t))\phi(h(t + t')) \rangle_h, \quad (12)$$

where the subscript $s$ in the above equation is here to remind us that the autocovariance function depends on the age of the retrieved pattern. By defining the local currents $u_i(t) = h_i(t) - A\eta_i^s e^{-\frac{\tau}{\gamma}} m_s$, Eqs. (11,12) can be re-written as

$$\dot{u} = -u + A\sqrt{\gamma/\gamma} y(t) \quad (13)$$

$$m_\mu = \langle \eta(\phi(u(t) + A\eta e^{-\frac{\tau}{\gamma}} m_s)) \rangle_{u,\eta}, \quad (14)$$

while

$$C_s(t') = \langle \phi(u(t) + A\eta e^{-\frac{\tau}{\gamma}} m_s) \phi(u(t + t') + A\eta e^{-\frac{\tau}{\gamma}} m_s) \rangle_{u,\eta}. \quad (15)$$

As in [25, 50], we introduce the synaptic input current auto-covariance function

$$\Delta_s(t') = \langle u(t)u(t + t') \rangle_u. \quad (16)$$

where again $s$ reminds us of the age dependence of this autocovariance function. Analogously to the derivation in [26, 51], we can derive a self-consistent equation for the local-field auto-covariance

$$\frac{d^2 \Delta_s(t')}{dt^2} = \Delta(t') - \frac{A^2 \gamma \tau}{2} C_s(t'). \quad (17)$$

Using Eq. (6), we can evaluate the age-dependent overlap. Eq. (7) becomes,

$$m_s = \int D\eta DxDx\phi \left(A \left[\sqrt{\Delta_{0s} - \Delta_s(t')}x + \sqrt{\Delta_s(t')}z + A\eta e^{-\frac{\tau}{\gamma}} m_s\right]\right) \phi(x)\phi(z) \frac{d\eta}{\eta_0}, \quad (18)$$

We define $\Delta_{0s}$ as the auto-covariance at zero time-lag $t' = 0$, i.e., $\Delta_s(0) = \Delta_{0s}$, i.e., the variance of the synaptic input currents $h_i$. The auto-covariance in Eq. (15) can be written as

$$C_s(t') = \int D\eta Dz \left[\int Dx\phi \left(A \left[\sqrt{\Delta_{0s} - \Delta_s(t')}x + \sqrt{\Delta_s(t')}z + A\eta e^{-\frac{\tau}{\gamma}} m_s\right]\right) \phi(x)\phi(z) \right] \frac{d\eta}{\eta_0}. \quad (19)$$

where $D\eta = p_\eta(\eta)d\eta$, $Dx = dx e^{-x^2/2}/\sqrt{2\pi}$, and $Dz = dz e^{-z^2/2}/\sqrt{2\pi}$.

We further assume that $\Delta(t') \geq 0$, and re-scale $\Delta(t')$, $\Delta(t') \rightarrow A^2 \Delta(t')$. As in [25], Eq. (17) can be re-written in terms of a potential

$$\frac{d^2 \Delta_s}{dt^2} = -\frac{\partial V(\Delta_s, \Delta_{0s})}{\partial \Delta_s}. \quad (20)$$

by defining
\[ V(\Delta_s, \Delta_0) = -\frac{\Delta^2}{2} + \frac{\kappa \gamma}{A^2} \int D\eta Dz \int Dx \Phi \left( A \left[ \sqrt{\Delta_0 x - |\Delta_s x + z + \eta e^{-\gamma m_s}|} \right] \right)^2, \quad (21) \]

where \( \Phi(x) = \int_0^x d\phi(r) \).

The dynamics in Eqs. \([20, 21]\) corresponds to equation of particle in a Newtonian potential \( V(\Delta_s, \Delta_0) \) that depends parametrically on \( \Delta_0 \). As shown by \([22]\), the motion of the particle should be such that \( \frac{d\Delta_s(0)}{dt} = 0 \) and \( V(\Delta_0, \Delta_0) = V(\Delta_s(\infty), \Delta_0) \). Therefore, the network dynamics in Eq. \([11]\) is described by three order parameters: the overlap \( m_s \); the synaptic input current variance \( \Delta_0 \); and \( \Delta_1 \), which is the long time limit of the auto-covariance of the synaptic input currents \( \Delta_1 = \lim_{t \to \infty} \Delta_1(t') \). These can be computed self-consistently, as shown below.

As we will see below, there are four qualitatively different types of solutions to the DMF equations. Solutions with \( m_s = 0 \) correspond to background states (i.e., states that are uncorrelated with all stored memories), while solutions with \( m_s > 0 \) correspond to memory (or retrieval) states, since there exists a finite overlap between network state and the corresponding stored pattern. Both types of solutions can be either fixed-point attractors of the dynamics (i.e., with autocovariance functions that are constant in time, i.e., \( \Delta_1(t) = \Delta_0 \)) at all times) or chaotic attractors with an autocovariance function that depends on time. We first focus our attention on the transitions to chaos, and then study the capacity of the system (largest age at which retrieval states still exist).

### B. Transitions to chaos

In fixed-point attractors there are no temporal fluctuations in the input currents. The auto-covariance of the local fields in Eq. \([19]\) is then equal to the variance of the local currents at all times (i.e., \( \Delta_1(\tau) = \Delta_0 \)), which leads to

\[ m_s = \int D\eta D\tau \phi \left( A \left[ \sqrt{\Delta_0 x + \eta e^{-\gamma m_s}} \right] \right), \quad (22) \]

\[ \Delta_0 = \gamma \kappa \int D\eta D\tau \phi^2 \left( A \left[ \sqrt{\Delta_0 x + \eta e^{-\gamma m_s}} \right] \right). \quad (23) \]

The above equations give the overlap in a retrieval fixed point attractor state of a memory of age \( s \). However, these fixed points can destabilize and become chaotic, leading to chaotic retrieval states. Importantly, as we will see below in this model the dynamical properties of the attractors (i.e., fixed-point or chaotic) strongly depend on the age of the patterns. Eqs. \([22, 23]\) have solutions in parameter space even beyond the transition to chaos, when the assumption of fixed-point attractor memory states with no temporal fluctuations in the input currents is no longer valid. However, as expected, their predictions depart from network simulations (See Fig. 1 dashed line; Fig. 2 A and B red lines). We refer to the solutions of these equations the static solutions to DMFT (SMFT).

Analogous to \([25]\), to find the transition to chaos of memory states, it is necessary to find the point in parameter space where the static solution \( \Delta(t') = \Delta_0 \) becomes unstable. At this point the auto-covariance of the local fields \( \Delta(t') \) transitions from stationary to time-dependent. Since the dependence on time of the auto-covariance of the local fields is ruled by the Newtonian equation for the position \( \Delta \) at “time” \( t' \) of a particle subject to a potential energy (Eq. \([17]\)), finding the transition point is equivalent to finding the critical point \( \Delta_{0,\text{chaos}} \) where the potential in Eq. \([21]\) changes its concavity. After this point, solutions for the auto-covariance of the local field starting at \( \Delta_0 \) relax to \( \lim_{t' \to \infty} \Delta(t') \equiv \Delta_1 \). The transition point is given by

\[ A^2 \gamma \kappa \int D\eta Dz \left\{ \phi' \left( A \left[ \sqrt{\Delta_0 z + \eta e^{-\gamma m_s}} \right] \right) \right\}^2 = 1. \quad (24) \]

Equation \([24]\) in addition to Eqs. \([22, 23]\) describe the curve in the parameter space that separates fixed-point from chaotic memory states.

In the background state, all the overlaps with the stored memories are zero, i.e., \( m_s = 0 \). The critical line in the space of parameters for its transition to chaos is thus given by the following set of equations

\[ A^2 \gamma \kappa \int Dz \left\{ \phi' \left( A \sqrt{\Delta_0 z} \right) \right\}^2 = 1 \quad (25) \]

\[ \Delta_0 = \gamma \kappa \int Dz \phi^2 \left( A \sqrt{\Delta_0 z} \right). \quad (26) \]

### C. Capacity

As there exist two types of memory states, there are two possible ways to compute the capacity: the maximum age at which fixed-point or chaotic retrieval states cease to exist, respectively. However, as we will see later, in a range of parameters of the system the physically relevant capacity is the one computed from chaotic retrieval states, since fixed point memory states destabilize before reaching capacity for those parameters. In chaotic attractors, the potential defined in Eq. \([21]\) is not convex (i.e., \( \partial^2 V/\partial \Delta^2 > 0 \)), and the auto-covariance of the local currents in Eq. \([11]\) is time dependent. Additionally, as shown by \([25, 60]\), a chaotic solution is characterized by an aperiodic, decreasing potential. This corresponds to the condition \( \lim_{t' \to \infty} V(\Delta_s(t')) = V(\Delta_0) \), which is equivalent to
\[
-\frac{\Delta^2_{s}}{2} + \frac{\kappa \gamma}{A^2} \int D\eta D\Phi^2 \left(A \left[\sqrt{\Delta_{0_s}x + \eta e^{-\frac{\tau}{s}} m_s}\right]\right) = -\frac{\Delta^2_{1s}}{2} + \frac{\kappa \gamma}{A^2} \int D\eta Dz \left[\int D\phi \left(A \left[\sqrt{\Delta_{0_s} - |\Delta_{1s}|z + \sqrt{\Delta_{1s}}|z + \eta e^{-\frac{\tau}{s}} m_s}\right]\right]\right]
\]

where \(\Delta_{1s}\) corresponds to the large time limit of \(\Delta_s(t)\),

\[
\Delta_{1s} = \kappa \gamma \int D\eta Dz \left[\int D\phi \left(A \left[\sqrt{\Delta_{0_s} - |\Delta_{1s}|x + s\sqrt{|\Delta_{1s}|z + \eta e^{-\frac{\tau}{s}} m_s}\right]\right]\right]^2.
\]

In Eqs. (27-28), the overlap \(m_s\) is given by Eq. (27). Thus, the three order parameters \(m_s\), \(\Delta_{0s}\) and \(\Delta_{1s}\) can be obtained by solving numerically Eqs. (22-27,28). For fixed-point attractor memory states, there are no temporal fluctuations in the input currents and therefore \(\Delta_{1s} = \Delta_{0s}\), recovering from Eqs. (22,27,28) the static solutions in Eq. (22,23). Beyond the transition to chaos, the overlap curve for chaotic attractors is given by Eqs. (22,27,28). The capacity of this network corresponds to the older memory age \(s_c\), beyond which no older memory can be retrieved. At capacity, the corresponding memory state has zero overlap \(m_{s_c} = 0\). Since the transfer function in this model \((\phi(x) = \tanh(x))\) is odd, at capacity we have that \(\Delta_{1s_c} = 0\) (see Eq. (28)). The value of \(\Delta_{0s_c}\) is then obtained by solving Eq. (27), and is given by

\[
\tau = \frac{(A \Delta_{0s_c})^2}{\int D\phi^2 \left(A \left[\sqrt{\Delta_{0s_c} x}\right]\right) - \left(\int D\phi \left(A \left[\sqrt{\Delta_{0s_c} x}\right]\right)\right)^2},
\]

with

\[
A e^{-\frac{\tau}{s}} \int D\phi \left(A \left[\sqrt{\Delta_{0s_c} x}\right]\right) = 1. \tag{30}
\]

Eqs. (29,30) provide the capacity curve in parameter space \((s_c, \tau, A)\) (see the curve that separates the green and the gray region in Fig. 1). Notice that Eq. (30) is obtained by derivating Eq. (22) with respect of the overlap and evaluating the resulting equation at capacity (i.e., \(m_{s_c} = 0\), considering the overlap changes continuously with the memory age (see Fig. 3A).

### D. Stability of memory states

In this section, we study the stability of a memory state of a given age \(s\) with respect to perturbations in neuronal activity in the direction of another, more recent, memory states. Thus, we assume that the network state is correlated with two memories: the currently retrieved one, of age \(s\), and also a recent memory \((s = 0)\). For simplicity we focus on the case of binary patterns. The aim of this calculation is to derive dynamical equations for the transient dynamics of the overlaps \(m_0\) and \(m_s\), similarly to a recent calculation for recurrent networks storing sequences of activity [52]. Then, we can use these equations to study numerically the stability of the memory state corresponding to the memory \(s\), i.e., \(m_s \sim \mathcal{O}(1)\) and \(m_0 \ll 1\).

Similarly to Eq. (11), the dynamics of the currents are approximated by a time dependent Gaussian random field

\[
\frac{dh_i}{dt} = -h_i + A(\eta^0_0 m_0 + \eta^0_s e^{-\frac{\tau}{s}} m_s) + A \sqrt{\frac{\tau}{2}} y_i(t). \tag{31}
\]

At any time, the synaptic input current \(h_i(t)\) can be described by a Gaussian random variable

\[
h(t) = A(\eta^0_0 m_0 + \eta^0_s e^{-\frac{\tau}{s}} m_s) + \sqrt{\frac{\tau \Delta_{0s}(t)}{2}} x, \tag{32}
\]

where \(x\) is Gaussian random variable with mean 0 and variance 1, and the variance \(\Delta_{0s}\) is now time dependent. Using the above in Eq. (1) we obtain dynamical equations for the overlaps
The limit where there is no forgetting ($\tau \to \infty$), we need to consider a finite number of presented patterns $p$, since the variance of synaptic weights diverges in the limit $p \to \infty$, and the synaptic connectivity can be written as

$$J_{ij} = \frac{A c_{ij}}{N c} \sum_{\mu=1}^{p} \eta_{i}^{\mu} \eta_{j}^{\mu}. \quad (38)$$

Our network model therefore coincides with the model studied by Tirozzi and Tsodyks [5] (referred to as TT model in the following) who provided an analytical description of the network qualitative different behaviors in the sparse coding limit. In the fully connected case, $c_{ij} = 1$, it coincides with the model introduced by Hopfield [51] and studied analytically by Kuhn et al [53]. In this limit, the sum on the r.h.s. of Eq. (11) becomes a sum over $p$ patterns, and $\kappa$ becomes equal to the memory load $\alpha := \kappa = p/K$, i.e., the number of stored patterns divided by the average number of connections. Here we recapitulate the analytical results provided by Tirozzi and Tsodyks and complement them with simulations of large networks, to investigate how well the theory

\[
\frac{dm_0}{dt} = -m_0 + \frac{1}{2} \int Dx \left[ \phi \left( A \left[ m_0 + e^{-\tau} m_s + \sqrt{\frac{\tau \Delta_{0s}}{2}} x \right] \right) + \phi \left( A \left[ m_0 - e^{-\tau} m_s + \sqrt{\frac{\tau \Delta_{0s}}{2}} x \right] \right) \right] (33)
\]

\[
\frac{dm_s}{dt} = -m_s + \frac{1}{2} \int Dx \left[ \phi \left( A \left[ m_0 + e^{-\tau} m_s + \sqrt{\frac{\tau \Delta_{0s}}{2}} x \right] \right) + \phi \left( A \left[ m_0 - e^{-\tau} m_s + \sqrt{\frac{\tau \Delta_{0s}}{2}} x \right] \right) \right]. (34)
\]

IV. DYNAMICS IN THE ABSENCE OF FORGETTING

We start by analyzing the dynamics of this network in the limit where there is no forgetting ($\tau \to \infty$). In this scenario, we need to consider a finite number of presented
FIG. 1. Center: Bifurcation diagram for the TT model in the parameter space spanned by memory load ($\alpha$) vs the learning gain ($A$). Full lines: Boundaries of the four qualitatively different regions calculated using DMFT. Red circles: location of the transition to chaos of retrieval states, using simulations of networks of $N = 10^7$ units and $K = 2\log(N)$ connections per neuron. Blue circles: storage capacity, computed using simulations. Dashed red line: Transition to chaos of the background state. Black dashed line: Line on which (unstable) fixed point retrieval states disappear. Surrounding panels, labelled I-IV, show representative numerical simulations in the four qualitatively different regions. In each simulation the network is initialized close to one of the stored memories. Each plots show the overlaps of network state with this memory (blue), as well as other memories (green); and the activity of 10 randomly selected neurons, as a function of time. The networks parameters $A$ and $\alpha$ are indicated by the location of the bottom left corner of the corresponding roman numbers. The network parameters for the surrounding panels are $N = 10^6$ and $K = 2\log(N)$. The parameter values for $A$ and $\alpha$ for panels I-IV are respectively $A = 0.5, 2.5, 2.5, 2.5$ and $\alpha = 11/K, 11/K, 21/K, 33/K$.

FIG. 2. (A) Overlap vs memory load. Circles: Overlaps computed from network simulations (average over 10 realizations). Dashed vertical line: Transition to chaos. Black lines overlaps computed from DMFT. Red lines: Overlaps in static solutions to DMFT (SMFT) which are unstable beyond the transition to chaos. (B) Parameters characterizing the autocovariance function $\Delta_0$, and $\Delta_1$. As in A, full lines represent solutions from MFT, while circles represent simulation results. (C) Autocovariance function for $\alpha = 0.5429$ (i.e., $\alpha = 15/K$) (Black: DMFT; Yellow: 10 realizations of network simulations). Other parameters, $N = 10^6$, $K = 2\log(N)$, and $A = 5.5$. 
matches results of such simulations at various degrees of sparsities (see Figs. 1B).

In the TT model, the network dynamics depends on two parameters, the memory load $\alpha = p/K$, i.e., the number of stored patterns scaled by the average number of connections, and $A$, the strength by which the patterns are imprinted in the connectivity when learned. Figure 1 shows the network bifurcation diagram derived from the DMFT delineating the four different dynamical regimes in parameter space, in which the four qualitatively different types of states described in Section II exist: I) fixed point background state; II) fixed point memory states (i.e., states with a finite overlap $m \sim O(1)$ with the stored patterns); III) chaotic memory states (i.e., with a finite overlap $m \sim O(1)$ with stored patterns); IV) chaotic background state. For small values of the update strength $A$, the network is weakly coupled, and only the background state, in which the firing rates of all neurons are equal to zero, exists. In this regime, memory retrieval is not possible, and the overlap decays to zero when the network is initialized with any of the stored patterns (see red region I in Fig. 1). For larger values of $A$ and small memory load, any of the stored patterns can be retrieved as fixed-point attractor states. When the network is initialized close to one of the stored patterns, the network goes to a fixed-point that is correlated with that pattern (see region II in blue in Fig. 1). Within this parameter region, the red dashed line in Fig. 1 indicates the transition to chaos of the background state. Below the red dashed line, for small memory load, the background state is a fixed-point while for larger memory loads it is a chaotic state. Larger memory loads lead a transition to chaos of the memory states (green region III in Fig. 1). In this regime, the network dynamics are chaotic, but it retains a finite overlap with the retrieved memory. Therefore, in spite of chaotic fluctuations, the population activity is stably correlated with the retrieved pattern. Finally, if the memory load further increases none of the stored patterns can be retrieved and all memories are forgotten. This is a well known phenomenon in attractor neuronal networks called catastrophic forgetting. The value of the memory load when this happens is called the memory capacity. Beyond the memory capacity, the only stable attractor is the chaotic background state (gray region in Fig. 1). The dashed black line in Fig. 1 corresponds to the memory load at which (unstable) fixed point retrieval states disappear. Interestingly, this line is below the line at which chaotic retrieval states disappear (compare dashed line with solid line between the green and gray region in Fig. 1). Thus, chaotic fluctuations allow the network to increase the storage capacity of the network.

Fig. 2 compares the results from DMFT with numerical simulations of a very large and sparse network ($N = 10^{6}$, $K = 2 \log(N)$). For these parameters the DMFT is in excellent agreement with numerical simulations, as shown by comparing the overlaps in memory states (Fig. 2A), parameters of the autocovariance (Fig. 2B), and the full autocovariance function (Fig. 2C). We next numerically investigate the validity of our theory for different scalings of the sparsity with the network size. In networks in which the average number of connections scale logarithmically with the network size (i.e., $K \sim \log(N)$ and $c \sim \log(N)/N$), the storage capacity computed from network simulations is very close to the capacity predicted by the DMFT (see Fig. 3A and B). Denser scalings gradually decrease the capacity of the network, and consequently the DMFT capacity predictions become less accurate (see Fig. 3A and B). The transition to chaos is well predicted by DMFT in networks in which the connection probability $c = 1/N^{a}$ with $a \geq 0.4$. For less sparse connectivity, retrieval states disappear before the transition to chaos is reached, and therefore chaotic retrieval states no longer exist. For the sake of completeness, we also plot in Fig. 3B the capacity in fully connected networks, that was obtained analytically by Kuhn et al. [53].

V. DYNAMICS OF THE NETWORK WITH FORGETTING

We now turn to a network where connectivity is learned using an online Hebbian synaptic plasticity rule, Eq. 2. In this rule, recent patterns are imprinted in network connectivity using the covariances between pre and post-synaptic activity, while older patterns are forgotten with a decay time-scale $\tau = -1/(K \log(\rho))$. We assume
that an infinite number of patterns has been presented to the network, leading to a connectivity matrix given by Eq. (1).

In this network, the retrieval dynamics of each memory state depends on its age, and there is a continuum of statistically distinguishable memory states parameterized by the memory age (see section III). In a given memory state $s$, the mean input current depends exponentially on the age of the pattern (see Eq. (11)). Due to the implicit dependence of the input current autocovariance function on the mean input current (see Eq. (19)), both the mean and the autocovariance of the synaptic input currents $h_i$ vary with the age of the memory. For sufficiently large $A$, we identify using DMFT three different regions depending on the age $s$ and the memory time scale (Fig. 4): A region in which retrieval states are fixed point attractors, another region in which retrieval states are chaotic attractors, and finally a region in which no retrieval is possible. Depending on the forgetting time scale, different scenarios as possible as memories age. For short forgetting time scales ($\tau < 0.34$ in Fig. 4A), most recent memories are retrieved as fixed point attractors (blue region in Fig. 4A, and Fig. 4B-I). As memories age, they become unstable (red line in Fig. 4), and the network typically retrieves one of the most recently learned patterns instead. For larger forgetting time scales (0.34 < $\tau$ < 0.68 in Fig. 4), most recent memories are also retrieved as fixed point attractors. However, unlike for shorter forgetting time scales, fixed point attractor states become chaotic retrieval states after a certain age (above the line separating blue and green regions in Fig. 4, see an example in Fig. 4B-II). As memories further age, there is a second transition line where the chaotic attractor becomes unstable and the network retrieves one of the most recent memories instead (see Fig. 4B-III). For even larger forgetting time scales ($0.68 < \tau < 1.58$), fixed point attractor states no longer exist, and even the most recent memories are retrieved as chaotic attractors. Finally, when $\tau > 1.58$ the network is no longer able to retrieve any memory. Note that the maximal capacity (defined as the maximal age at which memories can be retrieved) is given by the red line in Fig. 4. Above this line, retrieval states will still exist in a finite region of parameter space, but they are unstable and the network retrieves more recent patterns instead. Note also that the capacity is optimized at an intermediate value of $\tau \sim 0.6$ for which both types of retrieval states coexist in the network phase space (fixed point attractors for recent memories, chaotic attractors for older ones). For this value of $\tau$, the capacity is about $s_{\max} = 0.18$, which is significantly lower than the capacity in the TT model.

Numerical simulations in large very sparsely connected networks show a good agreement with DMFT, as shown in Fig. 5 in a network with $A = 4$ and $\tau = 0.64$. Fig. 5A,B shows that both the overlap with the retrieved pattern, and the variance $\Delta_0$, decay with age. At the age of about $s = 0.18$, retrieval states become unstable, and the network retrieves one of the most recent memories instead. Fig. 5C,D show examples of successful retrieval (Fig. 5C), and of an unsuccessful retrieval ending in the retrieval of the most recent memory instead (Fig. 5D). Fig. 6 shows how the overlaps with retrieved memories depend on the forgetting time constant $\tau$. It shows that the overlaps in retrieval states of recent memories decay with $\tau$, since increasing $\tau$ means older patterns provide increasing interference with the retrieval of recent patterns. Finally, Fig. 6 shows that the location of the two instability lines of retrieval states (in red, the instability towards more recent memories, and in blue, the instability towards chaotic retrieval states) predicted by DMFT are in good agreement with numerical simulations.
FIG. 5. (A) Overlap vs memory age \( s \) in the network with online learning. Green line/circles: overlap with a memory of age \( s \) after the network is initialized close to the corresponding state, calculated from DMFT/ network simulations, respectively. Blue line/circles: overlap with a recent memory that is retrieved instead of the memory of age \( s \). Red line: overlap with a memory of age \( s \) in the unstable retrieval state (DMFT). In simulations, averages are over time and over 10 realizations. Vertical dashed gray line: transition to chaos. Vertical dashed blue line: Age at which memories become unstable. Vertical dashed yellow line: transition to chaos. Vertical dashed green line: Age at which memories become unstable. Vertically dashed blue line: Age at which memories become unstable. Vertical dashed blue line: Age at which memories become unstable. Vertical dashed blue line: Age at which memories become unstable. Vertical dashed blue line: Age at which memories become unstable. (B) Autocovariance parameters vs memory age. Green line/circles: \( \Delta_0 \) computed from DMFT/simulations respectively. Blue line/circles: \( \Delta_{10} \) computed from DMFT/simulations respectively. Black/red line: \( \Delta_0 / \Delta_{10} \) in unstable retrieval state (DMFT). (C) Dynamics of overlaps for a memory of age \( s = 5 / K = 0.18 \). The memory is retrieved successfully. (D) Dynamics of overlaps for a memory of age \( s = 8 / K = 0.29 \). The memory is not retrieved, as the network goes instead in the attractor state corresponding to the most recent memory. In both C and D overlaps are color-coded by age. Network parameters: \( N = 10^6, K = 2 \log(N) \).

VI. DISCUSSION

In the present work, we have characterized using dynamical mean field theory the dynamics of an attractor network that learns and forgets through an online Hebbian learning rule, and shown that in this network fixed-point and chaotic memory states co-exist. In such a network, recent memories are strongly imprinted in the connectivity while older memory are exponentially forgotten. In the limit of no forgetting, the network undergoes a global transition to chaos, where all memory states transition to chaos at once when the number of stored patterns surpasses a critical value (see Fig. 7A). When forgetting takes place, memory states are heterogeneous and form a continuum of statistically different memory states. In a broad range of forgetting time scales, recent memories are stored in the network as fixed-point attractors, and older memories are chaotic with smaller basins of attraction. The chaotic temporal fluctuations become faster for older memories. (C) As predicted by our stability analysis, after a critical memory age, older memory states become unstable and the network jumps to the most recent memory state (see light blue arrows).
while older memories as chaotic attractors (see Fig. 7B). The magnitude of the chaotic fluctuations increase parametrically with the memory age and the basin of attractions shrink with age. Interactions between most recent and older memories destabilize older memory states (see Fig. 7C). Our stability analysis explains this effect and accurately predicts the capacity curve, i.e., the curve in parameter space when older memory state destabilize. We contrast our results with simulation of large networks and find that our theory matches well the network dynamics, provided synaptic connectivity is sparse enough. Overall, our work puts forward a network mechanism that might explain the diversity of neuronal responses in the cortex during memory tasks, and provides an analytical framework for dissecting the network mechanisms of such heterogeneity.

A. Relation with other chaotic networks

Random networks of rate units are a popular class of tractable models for exploring the neural mechanisms underlying the temporal fluctuations and heterogeneity of the firing rate patterns observed in the brain. Transition to chaos has been extensively studied in randomly connected networks [25–28] and the analysis has been extended to multiple scenarios such as networks with multiple populations [30–32] and networks of clusters of recurrently connected neurons [33], networks driven by external stimuli [34–36] and random networks partially structured with low-rank connectivity [37–39]. The effect of chaos in the computational capabilities of recurrent networks has also been studied extensively [40–42]. In the vast majority of the above studies the focus has been in the transition to chaos of a single fixed-point, the background (zero average activity) state. A notable exception is the work by [5]. In this work by Tirozzi and Tsodyks they analytically study the highly diluted version of the Hopfield model in a network of continuous ‘firing rate’ units. They derived a DMFT that fully characterizes the networks dynamics. Their DMFT is a particular case of our model for infinite forgetting time scale $\tau \to \infty$ and number of patterns proportional to $K$, i.e., $p = \alpha K$. The DMFT for the network in [5] is recovered in our equations for $\alpha = \kappa = \tau/2$ and $s = 0$. Although in [5] computed analytically the phase diagram of the model, no comparison with network simulations were provided. In Section VI of the present work, we complemented the DMFT in [5] with a systematic comparison between numerical solutions of the DMFT and simulations of large networks. We show that a good agreement between simulations and theory is only obtained for very sparse networks, in which $c \sim 1/N^a$ and $a > 0.8$. (see Section VI.D). Our work differs from the above studies in that in our network there exist a coexistence between a continuum of statistically distinguishable fixed-point and chaotic memory states (see Fig. 7B and C).

B. Relation with other palimpsest networks

The problem of catastrophic forgetting was recognized soon after the Hopfield model was proposed, and this issue was addressed using various online learning rules [27, 29] that lead to gradual forgetting of old memories, thereby successfully avoiding catastrophic forgetting. This class of models are sometimes referred to as ‘palimpsest’ models. In all these models the price to pay for avoiding catastrophic forgetting is a substantial decrease in storage capacity. This phenomenon is also present in our model, where the capacity is only about $s_{\text{max}} = 0.18$ for $A = 10$, to be compared with a capacity of order 0.9 in the TT model.

Online learning rules has also been widely studied in networks with binary synapses [30–32] [34–38] [69–70]. In these models, synapses have two states, one with strong, the other with weak (or zero) efficacy. Transitions between states are induced stochastically by the activity of pre and post-synaptic neurons. Under general conditions, these networks also behave as palimpsests, maintaining a memory of recently shown patterns but gradually forgetting patterns shown in the past. Most studies of such networks have used an ideal observer approach to estimate the maximal age at which a pattern can still be retrieved from synaptic connectivity [31–32] [37–38] [70]. Storage capacity has also been investigated in attractor networks with synapses, using either binary neurons [35–36] [70] or firing rate units [34]. We expect that the results presented here about the diversity of retrieval states should hold in sparsely connected networks with such synapses, but the capacity should depend drastically on the implementation of the Markov process describing the transition between states.

C. Relation to random networks with low-rank structure

Recently, low-rank networks have been used as a framework for modeling the dynamics and computations in neuronal circuits in the brain [62–64] [71–72]. In these networks, the connectivity is comprised of a low-rank matrix plus a random matrix with i.i.d Gaussian entries, i.e., $J_{ij} = \sum_{s=1}^p \frac{1}{N} \eta_s^i \eta_s^j + X_{ij}$ where $X_{ij} \sim N(0, g^2/N)$ and $p \sim O(1)$. Attractor networks and low-rank networks are very similar from a mean field perspective. In the attractor network analyzed here, for a given memory state $s$, in the large $N$ and $K$ limit, the result of our DMFT is equivalent to the following low-rank network $\frac{1}{N} \eta_s^i \eta_s^j e^{-s/\tau} + \frac{1}{N} \bar{X}_{ij}$, where $X_{ij} \sim N(0, 1)$. Therefore, the mean input current due to the low-rank component in low-rank networks is equivalent to the mean input current of the retrieved memory in attractor networks, while the random component is equivalent to the quenched noise that arises from the stored memories (see [72]). Because these networks are similar in the mean
field limit, we hypothesize that by introducing heterogeneity in the strength of low-rank components, the coexistence between chaotic and fixed-point attractors displayed in our network can also be obtained in low-rank networks.

D. Network sparsity

The DMFT derived here, as well as the ones in [5, 73], can be obtained using a path integral formalism, expanding the generating functional in powers of $c = K/N \ll 1$, and then neglecting the $O(K^2/N^2)$ corrections [47]. However, the conditions on $c$ and $N$ for which these higher order corrections can be neglected remained unclear. Our numerical simulations show that our DMFT accurately predicts the network dynamics in very sparse networks with $c \sim \log(N)/N$ (Fig. 3). For denser connectivity, the agreement between capacity predicted by theory and simulations degrades progressively (see Fig. 5 A and B). On the other hand, the transition to chaos is well predicted by theory up to connection probabilities $c \sim 1/N^{0.4}$, at which point the chaotic region disappears altogether. These results are consistent with results on sparse networks of binary neurons where the disruptive effect of correlations between neurons in the capacity can be avoided when $K \ll \log(N)$ [74].

E. Attractor networks with learning rules inferred from data

We have recently studied an attractor network similar to the one presented here, but with both transfer function and synaptic plasticity rules inferred from in vivo data [23]. We showed that this network display qualitatively similar dynamics as the TT model. For small learning gain $A$ and memory loads $\alpha$ memory states are fixed-point attractors, while for large $A$ and $\alpha$ memory states are chaotic (see Fig. 4 and Fig. 6 respectively in [23]). A detailed study of this more realistic network with an online learning rule is outside the scope of this paper. Building and analyzing more realistic attractor network models with learning rules inferred from in vivo data should help to clarify the network mechanisms underlying the observed changes in neural activity across days during learning novel images [75, 76].

F. Experimental predictions

To investigate the neural mechanisms underlying the maintenance and manipulation of information stored in memory, neuroscientists have designed a broad class of tasks named delay response tasks. In these tasks, subjects must keep in memory information about a previously presented stimulus during a delay period, to be able to produce a behavioral response that depends on this information. Neuronal recordings in delay response tasks show that a (typically small proportion) of neurons display elevated tonic activity during the delay period [6, 9]. The observed persistent elevated delay activity is consistent with attractor network models in which fixed-point attractors correspond the memory states [77, 78]. However, in many of these recordings, neurons exhibit firing patterns with high degree of temporal variation. These observations challenge attractor networks as viable models of memory storage [79]. Interestingly, population analysis of neural activity during delay response tasks shows that in spite of the variability observed at a single neuron level there is a stable population encoding of the memoranda during the delay periods [18]. A possible scenario compatible with the above observations [23, 80] is that the single neuron temporal variability and stable population encoding can be explained by attractor networks in the chaotic regime as described here for the TT model in Section IV (see Fig. 1; green region and Fig. 7A). In an attractor network with forgetting, memory states are heterogeneous and as a memory ages, its activity ranges from fixed-point to chaotic. Additionally, for chaotic retrieval states, the temporal fluctuations of their activity gets faster with age (see Fig. 6B). Our theory thus predicts that for delay response tasks with aging memoranda: 1) retrieval states corresponding to newer memories will present a large proportion of neurons with persistent delay activity consistent with fixed-point attractor dynamics; 2) temporal fluctuations will become more pronounced, and faster, as memories become older. These predictions can be tested by recording neural activity during delay response tasks performed across the learning and forgetting process of multiple items.
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Appendix A: Relaxational dynamics for $\Delta_{0s}$ and $\Delta_{1s}$

For computing the order parameters $m_0, m_s, \Delta_{0s}$ and $\Delta_{1s}$ in panels Fig. 5 A (green and blue lines) and B (red and yellow lines), we replace the full integro-differential dynamics of the variance $\Delta_{0s}$ and the two-time autocorrelation function (see section 2.2 in the supplementary information of [52] for the corresponding equations in a closely related model) by a relaxational dynamics for $\Delta_{0s}$ and $\Delta_{1s}$ given by...
\[
\frac{d\Delta_{1s}}{dt} = -\Delta_{1s} + \frac{\tau}{4} \int Dz \left\{ \left[ \int Dx \phi \left( A \left[ \sqrt{\Delta_{0s} - |\Delta_{1s}|x + \sqrt{|\Delta_{1s}|z + m_0 + e^{-\Delta_{1s}}} \right] \right) \right]^2 + \left[ \int Dx \phi \left( A \left[ \sqrt{\Delta_{0s} - |\Delta_{1s}|x + \sqrt{|\Delta_{1s}|z + e^{-\Delta_{1s}}} m_0 - m_0 \right] \right) \right]^2 \right\}
\]

(A1)

and

\[
\frac{d\Delta_{0s}}{dt} = -\Delta_{0s} + \sqrt{\Delta_{1s}} + \psi_1(m_0, m_s, \Delta_{0s}, \Delta_{1s}) - \psi_2(m_0, m_s, \Delta_{0s}, \Delta_{1s}),
\]

(A2)

with

\[
\psi_1(m_0, m_s, \Delta_{0s}, \Delta_{1s}) = \frac{\tau}{2A^2} \int Dx \left\{ \Phi^2 \left( A \left[ \sqrt{\Delta_{0s}x + m_0 + e^{-\Delta_{1s}}} \right] \right) + \Phi^2 \left( A \left[ \sqrt{\Delta_{0s}x + e^{-\Delta_{1s}}} m_0 - m_0 \right] \right) \right\}
\]

(A3)

\[
\psi_2(m_0, m_s, \Delta_{0s}, \Delta_{1s}) = \frac{\tau}{2A^2} \int Dz \left\{ \left[ \int Dx \Phi \left( A \left[ \sqrt{\Delta_{0s} - |\Delta_{1s}|x + \sqrt{|\Delta_{1s}|z + m_0 + e^{-\Delta_{1s}}} \right] \right) \right]^2 + \left[ \int Dx \Phi \left( A \left[ \sqrt{\Delta_{0s} - |\Delta_{1s}|x + \sqrt{|\Delta_{1s}|z + e^{-\Delta_{1s}}} m_0 - m_0 \right] \right) \right]^2 \right\}.
\]

(A4)

Notice that the dynamics for the overlaps is given by Eqs. (A1, A2, 33, 34). Therefore, the full dynamics for the order parameters \(m_0, m_s, \Delta_{0s}, \Delta_{1s}\) is ruled by a system of integro-differential equations given by Eqs. (A1, A2, 33, 34). We initialize the dynamics using several initial conditions of the form

\[
m_0 = \delta_{m_0}
\]

(A5)

\[
m_s = 1
\]

(A6)

\[
\Delta_{0s} = d_0
\]

(A7)

\[
\Delta_{1s} = d_1,
\]

(A8)

where \(d_0\) and \(d_1\) are fixed and \(\delta_{m_0}\) is small and variable. The steady state solutions are shown in Fig. A and B. This method makes an accurate prediction for the memory age \(s^*\) above which networks jump form an older to the most recent memory state (see Fig. 5 A and B).

Appendix B: Network simulations and numerical solutions to the DMFT

The network simulations and numerical solutions to the DMFT were generated using custom Python scripts. This code is available at GitHub repository [https://github.com/ulisespereira/chaos-forgetting-palimpsest](https://github.com/ulisespereira/chaos-forgetting-palimpsest).
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