Nonlinear boundary value problems for fractional differential inclusions with Caputo-Hadamard derivatives on the half line
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1. Introduction

This paper deals with the existence of solutions to boundary value problems (BVP for short) for fractional differential inclusions. In particular, we consider the boundary value inclusion on an infinite interval

\[
^{H}_{C}D^{r}y(t) \in F(t, y(t)), \quad \text{for a.e } t \in J = [1, \infty), \ 1 < r \leq 2, \quad (1.1)
\]

\[
y(1) = y_1, \ y \text{ bounded on } [1, \infty), \quad (1.2)
\]

where \(^{H}_{C}D^{r}\) is the Caputo-Hadamard fractional derivative, \(\mathcal{P}(\mathbb{R})\) is the family of all nonempty subsets of \(\mathbb{R}\), \(F : J \times \mathbb{R} \to \mathcal{P}(\mathbb{R})\) is a multivalued map, and \(y_1 \in \mathbb{R}\).
Fractional order differential equations have proven to be effective models of various phenomena in engineering and the sciences such as viscoelasticity, electrochemistry, control theory, flows through porous media, electromagnetism, and others. Recently, they have been applied to problems in biological modeling and social interactions [14, 15]. The monographs of Abbas et al. [1–3], Hilfer [21], Kilbas et al. [23], Podlubny [26], Momani et al. [25] contain the mathematical background needed to understand the value of this modeling tool. For results on fractional order derivatives in general and Hadamard fractional derivatives in particular, we refer the reader to [5–7, 10, 17, 18, 20, 28].

The Caputo left-sided fractional derivative of order \( \alpha \) is defined by

\[
(\mathcal{D}_a^\alpha y)(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t (t-s)^{n-\alpha-1} y^{(n)}(s) ds,
\]

where \( \alpha > 0 \) and \( n = [\alpha]+1 \). This derivative is very useful in many applied problems because it satisfies its initial data which contains \( y(0), y'(0), \) etc., as well as the same data for boundary conditions.

The fractional derivative as presented by Hadamard in 1892 [19] differs from the well-known Caputo derivative in two significant ways. First, its kernel involves a logarithmic function with an arbitrary exponent, and secondly, the Hadamard derivative of a constant is not 0. The Caputo-Hadamard fractional derivative was introduced by Jarad et al. [22] is a modification of the Hadamard fractional derivative that maintains the property that the derivative of a constant is 0. In recent years there have been a number of papers examining problems involving the Caputo-Hadamard derivative, and as examples, we refer the reader to Adjabi et al. [4] and Shammack [27].

Here we present two results guaranteeing the existence of solutions to the problem (1.1)–(1.2); one is for the case where the right hand side is convex valued, and the other is for the nonconvex case. The nonlinear alternative of Leray-Schauder type is used in the proof for the convex case, and the Covitz-Nadler fixed point theorem for multivalued contraction maps is used in the nonconvex case. We should mention that each of approaches are then combined with the diagonalization method to obtain the results. It should be pointed out that this paper actually initiates the application of the diagonalization method to such classes of problems. The theorems in the present paper extend current results in the literature to the multivalued case.

2. Preliminaries

We begin by presenting some definitions and preliminary facts that are needed in the proofs of our results. We take \( C(J, \mathbb{R}) \) to be the space of all continuous functions from \( J \) into \( \mathbb{R} \) and let \( L^1(J, \mathbb{R}) \) be the Banach space of Lebesgue integrable functions \( y : J \rightarrow \mathbb{R} \) with the norm

\[
\|y\|_{L^1} = \int_J |y(t)| dt.
\]

Also, we let \( AC(J, \mathbb{R}) \) denote the space of functions \( y : J \rightarrow \mathbb{R} \) that are absolutely continuous.

Let \( \delta = t \frac{d}{dt} \), \( \delta^n = \delta^{n-1} \), set

\[
AC^n_\delta(J, \mathbb{R}) = \{ y : J \rightarrow \mathbb{R} | y(t) \in AC(J, \mathbb{R}) \},
\]

\[
AC^\infty_\delta(J, \mathbb{R}) = \{ y : J \rightarrow \mathbb{R} | y(t) \in AC(J, \mathbb{R}) \}.
\]
and let $AC^1(J,\mathbb{R})$ be the space of absolutely continuous functions $y : J \to \mathbb{R}$ with an absolutely continuous first derivative.

For any Banach space $(X, \| \cdot \|)$, we set:

\[
P_{cl}(X) = \{ Y \in \mathcal{P}(X) : Y \text{ is closed} \},
\]

\[
P_b(X) = \{ Y \in \mathcal{P}(X) : Y \text{ is bounded} \},
\]

\[
P_{cp}(X) = \{ Y \in \mathcal{P}(X) : Y \text{ is compact} \},
\]

\[
P_{cp,c}(X) = \{ Y \in \mathcal{P}(X) : Y \text{ is compact and convex} \}.
\]

We say that a multivalued map $G : X \to \mathcal{P}(X)$ is convex (closed) valued if $G(X)$ is convex (closed) for all $x \in X$. A map $G$ is bounded on bounded sets if $G(B) = \bigcup_{x \in B} G(x)$ is bounded in $X$ for all $B \in P_b(X)$ (i.e., $\sup_{x \in B} \sup \{ |y| : y \in G(x) \} < \infty$). The mapping $G$ is upper semi-continuous (u.s.c) on $X$ if for each $x_0 \in X$, the set $G(x_0)$ is a nonempty closed subset of $X$, and for each open set $N$ of $X$ containing $G(x_0)$, there exists an open neighborhood $N_0$ of $x_0$ such that $G(N_0) \subset N$. The mapping $G$ is completely continuous if $G(B)$ is relatively compact for each $B \in P_b(X)$.

If $G$ is a multivalued map that is completely continuous with nonempty compact values, then $G$ is upper semi-continuous if and only if $G$ has a closed graph (that is, if $x_n \to x^*, y_n \to y^*$, and $y_n \in G(x_n)$, then $y^* \in G(x^*)$). We say that $x \in X$ is a fixed point of $G$ if $x \in G(x)$. The set of fixed points of the multivalued operator $G$ will be denote by $\text{Fix}G$. A multivalued map $G : J \to P_{cl}(\mathbb{R})$ is called measurable if for every $y \in \mathbb{R}$,

\[
t \to d(y, G(t)) = \inf \{|y - z| : z \in G(t)\}
\]

is a measurable function.

**Definition 2.1.** A multivalued map $F : J \times \mathbb{R} \to \mathcal{P}(\mathbb{R})$ is said to be Carathéodory if

1. $t \to F(t, u)$ is measurable for each $u \in \mathbb{R}$, and
2. $u \to F(t, u)$ is upper semicontinuous for almost all $t \in J$.

Let $(X, d)$ be a metric space induced from the normed space $(X, | \cdot |)$. the function $H_d : \mathcal{P}(X) \times \mathcal{P}(X) \to \mathbb{R}_+ \cup \{ \infty \}$ given by

\[
H_d(A, B) = \max \{ \sup_{a \in A} d(a, B), \sup_{b \in B} d(A, b) \}
\]

is known as the Hausdorff-Pompeiu metric.

**Definition 2.2.** A multivalued operator $N : X \to P_{cl}(X)$ is called:

1. $\gamma$-Lipschitz if and only if there exists $\gamma > 0$ such that $H_d(N(x), N(y)) \leq \gamma d(x, y)$, for each $x, y \in X$;
2. a contraction if and only if it is $\gamma$-Lipschitz with $\gamma < 1$.

For more details on multivalued maps see the books of Aubin and Cellina [8], Aubin and Frankowska [9], Castaing and Valadier [11], and Deimling [13].

**Theorem 2.3.** ([12, Covitz and Nadler]) Let $(X, d)$ be a complete metric space. If $N : X \to P_{cl}(X)$ is a contraction, then $\text{Fix}N \neq \emptyset$. 
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Lemma 2.4. ([24]) Let $I$ be a compact real interval, $F$ be a Carathéodory multivalued map, and let $\theta$ be a linear continuous map from $L^1(I,E) \rightarrow C(I,E)$. Then the operator

$$\theta \circ S_{F,y} : C(I,E) \rightarrow P_{cp,c}(C(I,E)), \quad y \mapsto (\theta \circ S_{F,y})(y) = \theta(S_{F,y}),$$

is a closed graph operator in $L^1(I,E) \times C(I,E)$.

Definition 2.5. ([23]) The Hadamard fractional integral of order $r$ for a function $h : [1, +\infty) \rightarrow \mathbb{R}$ is defined as

$$^H I^r h(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} h(s) \frac{ds}{s}, \quad r > 0,$$

provided that the integral exists.

Definition 2.6. ([23]) For a function $h$ on the interval $[1, +\infty)$, the Hadamard fractional-order derivative of $h$ of order $r$ is defined by

$$^{(\mathcal{H} D^r)} h(t) = \frac{1}{\Gamma(n-r)} \left( \frac{d}{dt} \right)^n \int_1^t \left( \log \frac{t}{s} \right)^{n-r-1} h(s) \frac{ds}{s}, \quad n-1 < r < n, \quad n = [r] + 1.$$

Here, $[r]$ denotes the integer part of $r$ and $\log(\cdot) = \log_a(\cdot)$.

Definition 2.7. ([22]) For a function $h$ belonging to $AC^n([a,b], \mathbb{R})$ with $a > 0$, we define the Caputo-type modification of the left-sided Hadamard fractional derivatives to be

$$^H C^r y(t) = ^H D^r \left[ y(s) - \sum_{k=0}^{n-1} \frac{\delta^k y(a)}{k!} \left( \log \frac{s}{a} \right)^k \right](t),$$

where $n = [\alpha] + 1$.

Lemma 2.8. ([22]) Let $y \in AC^n([a,b], \mathbb{R})$ or $C^n([a,b], \mathbb{R})$. Then

$$^H I^r (^H C^r y)(t) = y(t) - \sum_{k=0}^{n-1} \frac{\delta^k y(a)}{k!} \left( \log \frac{t}{a} \right)^k.$$

We next recall the nonlinear alternative of Leray-Schauder.

Theorem 2.9. Let $X$ be a Banach space and $C$ a nonempty closed convex subset of $X$. Let $U$ be a nonempty open subset of $C$ with $0 \in U$ and $T : \overline{U} \rightarrow P_{cp,c}(C)$ be a upper semicontinuous compact map. Then either

(1) $T$ has fixed points in $\overline{U}$, or

(2) There exist $u \in \partial U$ and $\lambda \in (0, 1)$ with $u \in \lambda T(u)$.

3. Main results

We begin by defining what we mean by the problem (1.1)–(1.2) having a solution.

Definition 3.1. A function $y \in AC^n([J, \mathbb{R})$ is said to be a solution of (1.1)–(1.2), if there exists a function $v \in L^1([J, \mathbb{R})$ with $v(t) \in F(t, y(t))$ for a.e. $t \in I$ such that $^H C^r y(t) = v(t)$ and the function $y$ satisfies the boundary condition (1.2).
Lemma 3.2. Let \( h : [1, T] \to \mathbb{R} \) be continuous functions. A function \( y \) is a solution of the fractional integral equation
\[
y(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} h(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^T \left( \log \frac{T}{s} \right)^{r-2} h(s) \frac{ds}{s} + y_1.
\]
if and only if \( y \) is a solution of the nonlinear fractional problem
\[
\frac{D^r}{\Gamma(r)} y(t) = h(t) \quad \text{for a.e.} \ t \in J = [1, T], \quad 1 < r \leq 2,
\]
\[
y(1) = y_1, \quad y'(T) = 0.
\]

Proof. Applying the Hadamard fractional integral of order \( r \) to both sides of (3.2) and then using Lemma 2.8, we obtain
\[
y(t) = c_1 + c_2 \log t + \frac{H}{\Gamma(r)} h(t).
\]
Applying (3.3) yields
\[
c_1 = y_1
\]
and
\[
y'(t) = \frac{(r-1)}{t\Gamma(r)} \int_1^T \left( \log \frac{T}{s} \right)^{r-2} h(s) \frac{ds}{s} + \frac{c_2}{t}.
\]
Hence,
\[
c_2 = -\frac{(r-1)}{\Gamma(r)} \int_1^T \left( \log \frac{T}{s} \right)^{r-2} h(s) \frac{ds}{s}.
\]
Substituting into (3.4), we obtain (3.1).

Conversely, it is clear that if \( y \) satisfies equation (3.1), then (3.2) and (3.3) hold. \( \square \)

Remark 3.3. Notice that for \( m \in \mathbb{N} \), there exists \( J_m := [1, T_m] \subset J \) with
\[
1 < T_1 < T_2 < \cdots < T_m < \cdots
\]
such that \( T_m \to \infty \) as \( m \to \infty \).

Definition 3.4. For each \( m \in \mathbb{N} \) and \( y \in AC(J_m, \mathbb{R}) \), define the set of selections of \( F \) by
\[
S_{F, y} = \{ v \in L^1([1, T_m], \mathbb{R}) : v(t) \in F(t, y(t)) \text{ a.e.} \ t \in [1, T_m] \}.
\]

3.1. The convex case

Our first existence result is for the case where \( F \) is convex valued.

Theorem 3.5. Assume that for each \( m \in \mathbb{N} \):

\( (H1) \) \( F : J_m \times \mathbb{R} \to \mathcal{P}_{cp,p}(\mathbb{R}) \) is a Carathéodory multi-valued map;

\( (H2) \) There exist \( p \in C(J_m, \mathbb{R}^+) \) and a continuous nondecreasing function \( \psi : [0, \infty) \to (0, \infty) \) such that
\[
\| F(t, u) \|_p \leq p(t) \psi(|u|) \quad \text{for} \quad t \in J_m \text{ and } u \in \mathbb{R};
\]
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(H3) There exists $C > 0$ such that
\[ \frac{C}{2(\log T_m)^r} > 1. \] (3.5)

(H4) There exists $l \in L^1(J_m, \mathbb{R}^+)$ with $H^1 F(l(t) < \infty$ such that
\[ H_d(F(t, u), F(t, \bar{u})) \leq l(t) |u - \bar{u}| \text{ for every } u, \bar{u} \in \mathbb{R}, \] (3.6)

and
\[ d(0, F(t, 0)) \leq l(t), \text{ a.e. } t \in J_m; \] (3.7)

Then the problem (1.1)–(1.2) has at least one solution on $J$.

Proof. Fix $m \in \mathbb{N}$ and consider the related boundary value problem
\[ ^h D^r y(t) \in F(t, y(t)), \text{ for a.e } t \in J_m, 1 < r \leq 2, \] (3.8)
\[ y(1) = y_1, \ y'(T_m) = 0. \] (3.9)

First, we shall show that the BVP (3.8)–(3.9) has a solution $y_m \in C(J_m, \mathbb{R})$ with
\[ |y_m(t)| \leq M \text{ for each } t \in J_m, \]
where $M > 0$ is a constant. To do this, consider the multivalued operator $N : C(J_m, \mathbb{R}) \to \mathcal{P}(C(J_m, \mathbb{R}))$ defined by
\[ N(y) = \left\{ h \in C(J_m, \mathbb{R}) : \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{s}{t} \right)^{r-1} \frac{v(s) \, ds}{s} \right. \]
\[ \left. - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{T_m} \left( \log \frac{T_m}{s} \right)^{r-2} \frac{v(s) \, ds}{s} + y_1, \right. \]
\[ \left. v \in S_{F,y} \right\}. \]

Clearly, from Lemma 3.2, the fixed points of $N$ are solutions to (3.8)–(3.9). We shall show that $N$ satisfies the hypotheses of the nonlinear Leray-Schauder alternative. We give the proof in steps.

**Step 1**: $N(y)$ is convex for each $y \in C(J_m, E)$. For $h_1, h_2 \in N(y)$, there exist $v_1, v_2 \in S_{F,y}$ such that
\[ h_i(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{s}{t} \right)^{r-1} \frac{v_i(s) \, ds}{s} \left\{ \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{T_m} \left( \log \frac{T_m}{s} \right)^{r-2} \frac{v_i(s) \, ds}{s} + y_1 \right\}, \]

for $t \in J_m$ and $i = 1, 2$. Letting $0 \leq d \leq 1$, we see that for each $t \in J_m$,
\[ (dh_1 + (1 - d)h_2)(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{s}{t} \right)^{r-1} \left[ d v_1 + (1 - d) v_2 \right] \frac{ds}{s} \left\{ \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{T_m} \left( \log \frac{T_m}{s} \right)^{r-2} \left[ d v_1 + (1 - d) v_2 \right] \frac{ds}{s} \right\}. \]
Now $F$ has convex values, so $S_{F,y}$ is convex; hence,
\[ dh_1 + (1 - d)h_2 \in N(y), \]
so $N(y)$ is convex.

**Step 2:** $N$ maps bounded sets into bounded sets in $C(J_m, \mathbb{R})$. Let $B_{\mu} = \{ y \in C(J_m, \mathbb{R}) : \| y \|_{\infty} \leq \mu \}$ be a bounded set in $C(J_m, \mathbb{R})$ and $y \in B_{\mu}$. Then for each $h \in N(y)$, there exists $v \in S_{F,y}$ such that
\[
 h(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} v(s) \frac{ds}{s} \\
- \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^T \left( \log \frac{T_m}{s} \right)^{r-2} v(s) \frac{ds}{s} + y_1.
\]

By (H2), we have, for each $t \in J_m$,
\[
|h(t)| \leq \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} |v(s)| \frac{ds}{s} \\
+ \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^T \left( \log \frac{T_m}{s} \right)^{r-2} |v(s)| \frac{ds}{s} + |y_1| \\
\leq \frac{(\log t)^r}{\Gamma(r+1)} \|p\|_{\psi(\mu_s)} + \frac{(\log T_m)^{r-1}}{\Gamma(r+1)} \|p\|_{\psi(\mu_s)} + |y_1|.
\]

Thus,
\[
\|h\|_{\infty} \leq \frac{2(\log T_m)^r}{\Gamma(r+1)} \|p\|_{\psi(\mu_s)} + |y_1| := \ell.
\]

**Step 3:** $N$ maps bounded sets into equicontinuous sets in $C(J_m, \mathbb{R})$. Take $t_1, t_2 \in J_m$ with $t_1 < t_2$, and take $B_{\mu}$ to be a bounded set in $C(J_m, \mathbb{R})$ as we did in Step 2. Let $y \in B_{\mu}$ and $h \in N(y)$. Then,
\[
|h(t_2) - h(t_1)| = \left| \frac{1}{\Gamma(r)} \int_1^{t_1} \left[ \left( \log \frac{t_2}{s} \right)^{r-1} - \left( \log \frac{t_1}{s} \right)^{r-1} \right] v(s) \frac{ds}{s} \\
+ \frac{1}{\Gamma(r)} \int_{t_1}^{t_2} \left( \log \frac{t_2}{s} \right)^{r-1} v(s) \frac{ds}{s} \\
+ \frac{(r-1)\log t_2 - \log t_1}{\Gamma(r)} \left| \int_1^T \left( \log \frac{T_m}{s} \right)^{r-2} v(s) \frac{ds}{s} \right| \\
\leq \frac{\|p\|_{\psi(\mu_s)}}{\Gamma(r)} \int_1^{t_1} \left[ \left( \log \frac{t_2}{s} \right)^{r-1} - \left( \log \frac{t_1}{s} \right)^{r-1} \right] \frac{ds}{s} \\
+ \frac{\|p\|_{\psi(\mu_s)}}{\Gamma(r)} \int_{t_1}^{t_2} \left( \log \frac{t_2}{s} \right)^{r-1} \frac{ds}{s} \\
+ \frac{\|p\|_{\psi(\mu_s)}}{\Gamma(r)} \int_1^{t_1} \left( \log \frac{T_m}{s} \right)^{r-2} \frac{ds}{s} \\
+ (\log t_2 - \log t_1)(r-1) \left| \frac{\|p\|_{\psi(\mu_s)}}{\Gamma(r)} \int_1^T \left( \log \frac{T_m}{s} \right)^{r-2} \frac{ds}{s} \right|.
\]

As $t_1 \to t_2$, the right hand side of the inequality above approaches zero. Therefore, in view of Steps 1 to 3 and the Arzelà-Ascoli theorem, it follows that $N$ is completely continuous.

**Step 4:** $N$ is upper semicontinuous. We will show this by showing that $N$ has a closed graph. Let $y_n \to y_s$, $h_n \in N(y_n)$, and $h_n \to h_s$. We need to prove that $h_s \in N(y_s)$. Now $h_n \in N(y_n)$ implies there
exists \( v_n \in S_{F,y_n} \) such that for \( t \in J_m, \)

\[
h_n(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \frac{\log t}{s} \right)^{r-1} v_n(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{T_m} \left( \frac{\log T_m}{s} \right)^{r-2} v_n(s) \frac{ds}{s} + y_1.
\]

We need to show that there is a \( v_* \in S_{F,y} \) such that, for each \( t \in J_m, \)

\[
h_*(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \frac{\log t}{s} \right)^{r-1} v_*(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{T_m} \left( \frac{\log T_m}{s} \right)^{r-2} v_*(s) \frac{ds}{s} + y_1.
\]

Now \( F(t, \cdot) \) is upper semi-continuous, so for every \( \epsilon > 0 \) there exists \( N_\epsilon \in \mathbb{N} \) such that for every \( n > N_\epsilon, \) we have

\[ v_n(t) \in F(t, y_n(t)) \subset F(t, y_*(t)) + \epsilon B(0,1), \quad \text{a.e.} \ t \in J_m. \]

Since \( F \) has compact values by (H1), there is a subsequence \( v_{n_k} \) of \( v_n \) such that

\[ v_{n_k} \to v_* \quad \text{as} \quad k \to \infty \]

and

\[ v_* \in F(t, y_*(t)), \quad \text{a.e.} \ t \in J_m. \]

For every \( w \in F(t, y_*(t)), \) we have

\[ |v_{n_k}(t) - v_*(t)| \leq |v_{n_k}(t) - w| + |w - v_*(t)|. \]

Then,

\[ |v_{n_k}(t) - v_*(t)| \leq d(v_{n_k}(t), F(t, y_*(t))). \]

We can obtain an analogous relation by interchanging the roles of \( v_{n_k} \) and \( v_*, \) so

\[ |v_{n_k}(t) - v_*(t)| \leq H_d(F(t, y_n(t)), F(t, y_*(t))) \leq l(t) \| y_n - y_* \|_\infty \]

by (H4). It is easy to see that

\[ \|h_{n_k} - h_*\|_\infty \to 0 \quad \text{as} \quad k \to \infty, \]

which is what we wished to show.

**Step 5: A priori bounds on solutions.** Let \( y \in \lambda N(y) \) with \( \lambda \in (0,1]. \) Then there is a \( v \in S_{F,y} \) so that for each \( t \in J_m, \)

\[
h(t) = \frac{\lambda}{\Gamma(r)} \int_1^t \left( \frac{\log t}{s} \right)^{r-1} v(s) \frac{ds}{s} - \frac{\lambda(r-1)(\log t)}{\Gamma(r)} \int_1^{T_m} \left( \frac{\log T_m}{s} \right)^{r-2} v(s) \frac{ds}{s} + y_1.
\]
This implies by (H2) that, for each \( t \in J_m \), we have

\[
|h(t)| \leq \frac{1}{\Gamma(r)} \int_1^t \left( \frac{\log \frac{t}{s}}{s} \right)^{r-1} |v(s)| \frac{ds}{s} + \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^t \left( \frac{\log \frac{T_m}{s}}{s} \right)^{r-2} |v(s)| \frac{ds}{s} + |y_1|
\]

\[
\leq \frac{(\log t)^r}{\Gamma(r+1)} \|p\| \psi(\|y\|_\infty) + \frac{(\log T_m)^{r-1}}{\Gamma(r+1)} \|p\| \psi(\|y\|_\infty) + |y_1|
\]

\[
\leq \frac{2(\log T_m)^r}{\Gamma(r+1)} \|p\| \psi(\|y\|_\infty) + |y_1|.
\]

Thus,

\[
\frac{\|y\|_\infty}{2 \frac{(\log T_m)^r}{\Gamma(r+1)} \|p\| \psi(\|y\|_\infty) + |y_1|} < 1.
\]

Then by condition (3.5), there exists \( C > 0 \) such that \( \|y\|_\infty \neq C \). Let \( U = \{ y \in C(J_m, \mathbb{R}) : \|y\|_\infty < C \} \). The operator \( N : U \to \mathcal{P}(C(J_m, \mathbb{R})) \) is upper semi-continuous and completely continuous. From the choice of \( U \), there is no \( y \in \partial U \) such that \( y \in \lambda N(y) \) for some \( \lambda \in (0, 1] \). It then follows from the Leray-Schauder nonlinear alternative that \( N \) has a fixed point \( y \in U \) that in turn is a solution of problem (3.8)–(3.9).

**Step 6: A diagonalization process.** First let \( \mathbb{N}_m = \mathbb{N}^* - \{ m \} \). For each \( k \in \mathbb{N} \), let \( v_k(t) \) be the solution of (3.8)–(3.9) whose existence is guaranteed by Steps 1–5 above, and set

\[
u_k(t) = \begin{cases} v_k(t), & \text{for } t \in [1, T_m], \\ v_k(T_m), & \text{for } t \in [T_m, \infty). \end{cases}
\]

For \( m = 1 \), there exists \( v_1^1 \in S_{F,a} \) such that

\[
u_k(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \frac{\log \frac{t}{s}}{s} \right)^{r-1} v_1^1(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^t \left( \frac{\log \frac{T_m}{s}}{s} \right)^{r-2} v_1^1(s) \frac{ds}{s} + y_1
\]

and

\[
|\nu_k(t)| \leq M \quad \text{for } t \in [1, T_1].
\]

Now for \( t_1, t_2 \in J_1 \) with \( t_1 < t_2 \), we have

\[
|\nu_k(t_2) - \nu_k(t_1)| \leq \frac{\|p\| \psi(M)}{\Gamma(r)} \int_{t_1}^{t_2} \left( \frac{\log \frac{t_2}{s}}{s} \right)^{r-1} \left( \frac{\log \frac{t_1}{s}}{s} \right)^{-1} \frac{ds}{s} + \frac{\|p\| \psi(M)}{\Gamma(r)} \int_{t_1}^{t_2} \left( \frac{\log \frac{T}{s}}{s} \right)^{r-1} \frac{ds}{s} + (\log t_2 - \log t_1) \frac{\|p\| \psi(M)}{\Gamma(r)} \int_1^{T_1} \left( \frac{\log \frac{T}{s}}{s} \right)^{r-2} v_1^1(s) \frac{ds}{s}.
\]
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By the Arzelà-Ascoli Theorem, \( \{u_k\} \) has a uniformly convergent subsequence, so there is a subset \( \mathbb{N}_1 \) of \( \mathbb{N} \) and a function \( z_1 \in C([1, T_1], \mathbb{R}) \) such that

\[
\{u_k\} \rightarrow z_1 \quad \text{as} \quad k \rightarrow \infty \quad \text{through} \quad \mathbb{N}_1.
\]

Now for \( k \in \mathbb{N}_1 \) and \( m = 2 \), we have

\[
|u_k(t)| \leq M \quad \text{for} \quad t \in [1, T_2].
\]

Also for \( t_1, t_2 \in J_2 \) with \( t_1 < t_2 \), there exists \( v_k^2 \in S_{F,a} \) such that

\[
|u_k(t_2) - u_k(t_1)| \leq \frac{||p||_{\infty} \psi(M)}{\Gamma(r)} \int_1^{t_1} \left[ \left( \log \frac{t_2}{s} \right)^{r-1} - \left( \log \frac{t_1}{s} \right)^{r-1} \right] \frac{ds}{s} + \frac{||p||_{\infty} \psi(M)}{\Gamma(r)} \int_{t_1}^{t_2} \left( \log \frac{t_2}{s} \right)^{r-1} \frac{ds}{s} + (\log t_2 - \log t_1) \left| r - 1 \right| \frac{1}{\Gamma(r)} \int_1^{t_2} \left( \log \frac{T_2}{s} \right)^{r-2} v_k^2(s) \frac{ds}{s}.
\]

Again using the Arzelà-Ascoli Theorem, \( \{u_k\} \) has a uniformly convergent subsequence, so there is a subset \( \mathbb{N}_2 \) of \( \mathbb{N}_1 \) and a function \( z_2 \in C([1, T_1], \mathbb{R}) \) such that

\[
\{u_k\} \rightarrow z_2 \quad \text{as} \quad k \rightarrow \infty \quad \text{through} \quad \mathbb{N}_2
\]

where \( z_1 = z_2 \) on \([1, T_1] \) since \( \mathbb{N}_2 \subset \mathbb{N}_1 \).

Proceeding inductively, we see that for \( t_1, t_2 \in J_m \) with \( t_1 < t_2 \), there is \( v_k^m \in S_{F,a} \), such that

\[
|u_k(t_2) - u_k(t_1)| \leq \frac{||p||_{\infty} \psi(M)}{\Gamma(r)} \int_1^{t_1} \left[ \left( \log \frac{t_2}{s} \right)^{r-1} - \left( \log \frac{t_1}{s} \right)^{r-1} \right] \frac{ds}{s} + \frac{||p||_{\infty} \psi(M)}{\Gamma(r)} \int_{t_1}^{t_2} \left( \log \frac{t_2}{s} \right)^{r-1} \frac{ds}{s} + (\log t_2 - \log t_1) \left| r - 1 \right| \frac{1}{\Gamma(r)} \int_1^{t_2} \left( \log \frac{T_m}{s} \right)^{r-2} v_k^m(s) \frac{ds}{s}
\]

and

\[
\{u_k\} \rightarrow z_m \quad \text{as} \quad k \rightarrow \infty \quad \text{through} \quad \mathbb{N}_m
\]

Now, let \( m \in \mathbb{N} \) with \( s \leq T_m \), fix \( t \in [1, \infty) \), and let \( y(t) = z_m(t) \). Then \( y \in C([1, \infty), \mathbb{R}) \), \( y(1) = y_1 \), and \( |y(t)| \leq M \) for \( t \in [1, \infty) \).

Again for fixed \( t \in [1, \infty) \) and \( m \in \mathbb{N} \) with \( s \leq T_m \), for \( n \in \mathbb{N}_m \) there exists \( v_n' \in S_{F,a} \) so that

\[
u_n(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{T_m}{s} \right)^{r-2} v_n'(s) \frac{ds}{s} + y_1
\]
as \( n \to \infty \) through \( \mathbb{N}_m \). Hence, there exists \( v' \in S_{F,m} \), such that

\[
z_m(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} v'(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^T m \left( \log \frac{T_m}{s} \right)^{r-2} v'(s) \frac{ds}{s} + y_1,
\]

that is, there exists \( v \in S_{F,y} \) such that

\[
y(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} v(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^T m \left( \log \frac{T_m}{s} \right)^{r-2} v(s) \frac{ds}{s} + y_1.
\]

We can apply this method for each \( t \in [1, T_m] \) and each \( m \in \mathbb{N} \). Thus, for each \( m \in \mathbb{N} \). This completes the proof of the theorem.

**3.2. The nonconvex case**

We now consider the case where right hand side of problem (1.1)–(1.2) is nonconvex valued. In this case the proof relies on the fixed point result contained in Theorem 2.3.

**Theorem 3.6.** In addition to condition (H4) assume that:

**(H5)** \( F : J_m \times \mathbb{R} \to P_{cp}(\mathbb{R}) \) has the property that \( F(\cdot, u) : J_m \to P_{cp}(\mathbb{R}) \) is measurable for each \( u \in \mathbb{R} \).

If

\[
2 \frac{(\log T_m)^r}{\Gamma(r+1)} |h|_{L^1(J_m, \mathbb{R})} < 1,
\]

then the problem (1.1)–(1.2) has at least one solution on \( J \).

**Remark 3.7.** By (H5), we can see that \( S_{F,y} \) is nonempty for each \( y \in C(J_m, \mathbb{R}) \), so \( F \) has a measurable selection by [11, Theorem III.6].

**Proof.** We will show that \( N \) satisfies the conditions of Theorem 2.3. Once again our proof will be given in steps.

**Step 1:** \( N(y) \in P_{cp}(C(J_m, \mathbb{R})) \) for each \( y \in C(J_m, \mathbb{R}) \). Let \( (y_n)_{n \geq 0} \subset N(y) \) be such that \( y_n \to \bar{y} \). Then, \( \bar{y} \in C(J_m, \mathbb{R}) \) and there exists \( v_n \in S_{F,y} \), \( n = 1, 2, \ldots \) such that, for each \( t \in J_m \),

\[
y_n(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} v_n(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^T m \left( \log \frac{T_m}{s} \right)^{r-2} v_n(s) \frac{ds}{s} + y_1.
\]

From the fact that \( F \) has compact values and condition (H4), passing if necessary to a subsequence, we can conclude that \( v_n \) converges weakly to \( v \) in \( L^1_w(J_m, \mathbb{R}) \) (the space endowed with the weak topology).
Applying Mazur’s theorem, this implies that \( v_n \) is strongly convergent to \( v \) and hence \( v \in S_{F,\bar{y}} \). Then, for \( t \in J_m \),

\[
y_n(t) \to \bar{y}(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} v(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{t_m} \left( \log \frac{T_m}{s} \right)^{r-2} v(s) \frac{ds}{s} + y_1.
\]

Hence, \( \bar{y} \in N(y) \).

**Step 2:** There exists \( \gamma < 1 \) such that \( H_d(N(y), N(\bar{y})) \leq \gamma \|y - \bar{y}\|_\infty \) for \( y, \bar{y} \in C(J_m, \mathbb{R}) \). Let \( y, \bar{y} \in C(J_m, \mathbb{R}) \) and \( h_1 \in N(y) \). Then, there exists \( v_1 \in F(t, y(t)) \) such that for each \( t \in J_m \)

\[
h_1(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} v_1(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{t_m} \left( \log \frac{T_m}{s} \right)^{r-2} v_1(s) \frac{ds}{s} + y_1.
\]

From (H4) it follows that

\[
H_d(F(t, y(t)), F(t, \bar{y}(t)) \leq l(t)|y(t) - \bar{y}(t)|.
\]

Hence, there exists \( w \in F(t, \bar{y}(t)) \) such that

\[
|v_1(t) - w| \leq l(t)|y(t) - \bar{y}(t)|, \ t \in J_m.
\]

Consider \( U : J_m \to \mathcal{P}(\mathbb{R}) \) given by

\[
U(t) = \{w \in \mathbb{R} : |v_1(t) - w| \leq l(t)|y(t) - \bar{y}(t)|\}.
\]

Since the multivalued operator \( V(t) = U(t) \cap F(t, \bar{y}(t)) \) is measurable, there exists a function \( v_2(t) \) that is a measurable selection for \( V \). So, \( v_2 \in F(t, \bar{y}(t)) \), and for each \( t \in J_m \),

\[
|v_1(t) - v_2(t)| \leq l(t)|y(t) - \bar{y}(t)|, \ t \in J_m.
\]

Let us define, for \( v_2 \in S_{F,\bar{y}} \),

\[
h_2(t) = \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} v_2(s) \frac{ds}{s} - \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{t_m} \left( \log \frac{T_m}{s} \right)^{r-2} v_2(s) \frac{ds}{s} + y_1.
\]

Then, for each \( t \in J_m \),

\[
|h_1(t) - h_2(t)| \leq \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} |v_1(s) - v_2(s)| \frac{ds}{s} + \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{t_m} \left( \log \frac{T_m}{s} \right)^{r-2} |v_1(s) - v_2(s)| \frac{ds}{s} \leq \frac{1}{\Gamma(r)} \int_1^t \left( \log \frac{t}{s} \right)^{r-1} |y(s) - \bar{y}(s)| l(s) \frac{ds}{s}.
\]
\[ \frac{(r-1)(\log t)}{\Gamma(r)} \int_1^{T_m} \left( \log \frac{T_m}{s} \right)^{r-1} (y(s) - \bar{y}(s)) l(s) ds \leq 2 \left( \frac{\log T_m}{\Gamma(r+1)} \right)^r \int_1^{T_m} l(s) ds \| y - \bar{y} \|_{\infty}. \]

Thus,

\[ \| h_1 - h_2 \|_{\infty} \leq 2 \left( \frac{\log T_m}{\Gamma(r+1)} \right)^r \| l \|_{L^1(J_m, \mathbb{R})} \| y - \bar{y} \|_{\infty}. \]

An analogous relation obtained by interchanging the roles of \( y \) and \( \bar{y} \) gives

\[ H_d(N(y), N(\bar{y})) \leq 2 \left( \frac{\log T_m}{\Gamma(r+1)} \right)^r \| l \|_{L^1(J_m, \mathbb{R})} \| y - \bar{y} \|_{\infty}. \]

Hence, by (3.11), \( N \) is a contraction, so by Theorem 2.3, \( N \) has a fixed point \( y \) that is a solution to (1.1)–(1.2).

**Step 3: The diagonalization process.** We can use a similar argument to the one used in Step 6 in the proof of Theorem 3.5. Thus

\[ H C D^r y(t) \in F(t, y(t)) \text{ for a.e. } t \in J = [1, T_m], \quad 1 < r \leq 2, \quad (3.12) \]

for each \( m \in \mathbb{N} \). This proves the theorem.

\[ \square \]

4. An example

We conclude this paper with an example illustrating our main result. We apply Theorem 3.5 to the fractional differential inclusion

\[ H C D^r y(t) \in F(t, y(t)), \quad \text{for a.e. } t \in J = [1, \infty), \quad 1 < r \leq 2, \quad (4.1) \]

\[ y(1) = y_1, \quad y \text{ is bounded on } [1, \infty). \quad (4.2) \]

We set

\[ F(t, y) = \{ v \in \mathbb{R} : f_1(t, y) \leq v \leq f_2(t, y) \} \]

where \( f_1, f_2 : [1, T_m] \times \mathbb{R} \rightarrow \mathbb{R} \). We assume that for each \( t \in [1, T_m] \), \( f_i(t, \cdot) \) is lower semi-continuous (i.e., the set \( \{ y \in \mathbb{R} : f_i(t, y) > \mu \} \) is open for each \( \mu \in \mathbb{R} \)), and assume that for each \( t \in [1, T_m] \), \( f_i(t, \cdot) \) is upper semi-continuous (i.e., the set \( \{ y \in \mathbb{R} : f_i(t, y) < \mu \} \) is open for each \( \mu \in \mathbb{R} \)). Assume that there exist \( p \in C([1, T_m], \mathbb{R}^+) \) and a continuous and nondecreasing function \( \psi : [0, \infty) \rightarrow (0, \infty) \) such that

\[ \| F(t, y) \|_p = \sup \{ |v|, v(t) \in F(t, y) \} \]

\[ = \max (|f_1(t, y)|, |f_2(t, y)|) \leq p(t)\psi(|y|), \quad \text{for each } t \in [1, T_m], \quad y \in \mathbb{R}. \]

It is clear that \( F \) is compact and convex-valued and is upper semi-continuous. Finally, we assume that there exists a number \( C > 0 \) such that

\[ \frac{C}{2(\log T_m)^r \| p \|_{\infty} \psi(C) + |y_1|} > 1. \quad (4.3) \]

Since all the conditions of Theorem 3.5 are satisfied, problem (4.1)–(4.2) has at least one bounded solution \( y \) on \([1, \infty)\).
5. Conclusions

In this paper we consider a boundary value problem for a fractional differential inclusion involving the Caputo-Hadamard type derivative of order \( r \in (1, 2] \) on the infinite interval \([1, \infty)\). We give sufficient conditions for the existence of solutions in case the right hand side of the inclusion is convex valued and where it is not. In the convex valued case, the nonlinear alternative of Leray-Schauder type is used in the proof, and in the nonconvex case, the Covitz-Nadler fixed point theorem for multivalued contractions is applied. Due to the fact that our problem is on an infinite interval, a diagonalization method was needed to complete the proofs. This was the first time the diagonalization method has been applied to such problems.

Conflicts of interest

All authors declare no conflicts of interest in this paper.

References

1. S. Abbas, M. Benchohra, J. R. Graef, J. Henderson, *Implicit Fractional Differential and Integral Equations: Existence and Stability*, De Gruyter, Berlin, 2018.
2. S. Abbas, M. Benchohra, G. M. N’Guérékata, *Topics in Fractional Differential Equations*, Springer, New York, 2012.
3. S. Abbas, M. Benchohra, G. M. N’Guérékata, *Advanced Fractional Differential and Integral Equations*, Nova Science Publishers, New York, 2015.
4. Y. Adjabi, F. Jarad, D. Beleanu, T. Abdeljawad, On Cauchy problems with Caputo Hadamard fractional derivatives, *J. Comput. Anal. Appl.*, 21 (2016), 661–681.
5. R. P. Agarwal, M. Benchohra, S. Hamani, A survey on existence results for boundary value problems for nonlinear fractional differential equations and inclusions, *Acta Appl. Math.*, 109 (2010), 973–1033.
6. R. P. Agarwal, M. Benchohra, S. Hamani, S. Pinelas, Boundary value problem for differential equations involving Riemann-Liouville fractional derivative on the half-line, *Dyn. Contin. Discrete Impuls. Syst. Ser. A Math. Anal.*, 18 (2011), 235–244.
7. R. P. Agarwal, M. Meehan, D. O’Regan, *Fixed Point Theory and Applications*, Cambridge Tracts in Mathematics, Cambridge University Press, Cambridge, 141 2001.
8. J. P. Aubin, A. Cellina, *Differential Inclusions*, Springer-Verlag, Berlin-Heidelberg, New York, 1984.
9. J. P. Aubin, H. Frankowska, *Set-Valued Analysis*, Birkhäuser, Boston, 1990.
10. P. L. Butzer, A. A. Kilbas, J. J. Trujillo, Fractional calculus in the Mellin setting and Hadamard-type fractional integrals, *J. Math. Anal. Appl.*, 269 (2002), 1–27.
11. C. Castaing, M. Valadier, *Convex Analysis and Measurable Multifunctions*, Lecture Notes in Mathematics, Springer-Verlag, Berlin-Heidelberg-New York, 580, 1977.
12. H. Covitz, S. B. Nadler Jr, Multivalued contraction mappings in generalized metric spaces, *Israel J. Math.*, 8 (1970), 5–11.

13. K. Deimling, *Multivalued Differential Equations*, De Gruyter, Berlin-New York, 1992.

14. J. R. Graef, L. Kong, A. Ledoan, M. Wang, Stability analysis of a fractional online social network model, *Math. Comput. Simulation*, 178 (2020), 625–645.

15. J. R. Graef, S. Ho, L. Kong, M. Wang, A fractional differential equation model for bike share systems, *J. Nonlinear Funct. Anal.*, 2019 (2019), 1–14.

16. A. Granas, J. Dugundji, *Fixed Point Theory*, Springer-Verlag, New York, 2003.

17. N. Guerraiche, S. Hamani, J. Henderson, Initial value problems for fractional functional differential inclusions with Hadamard type derivative, *Arch. Math. (Brno)*, 52 (2016), 263–273.

18. N. Guerraiche, S. Hamani, J. Henderson, Boundary value problems for differential inclusions with integral and anti-periodic conditions, *Comm. Appl. Nonlinear Anal.*, 23 (2016), 33–46.

19. J. Hadamard, Essai sur l‘étude des fonctions données par leur développement de Taylor, *J. Mat. Pure Appl. Ser.*, 8 (1892), 101–186.

20. S. Hamani, M. Benchohra, J. R. Graef, Existence results for boundary-value problems with nonlinear fractional differential inclusions and integral conditions, *Electron. J. Differential Equations*, 2010 (2010), 1–16.

21. R. Hilfer, *Applications of Fractional Calculus in Physics*, World Scientific, Singapore, 2000.

22. F. Jarad, T. Abdeljawad, D. Beleanu, Caputo-type modification of the Hadamard fractional derivative, *Adv. Difference Equ.*, 2012 (2012), 142.

23. A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, *Theory and Applications of Fractional Differential Equations*, North-Holland Mathematics Studies 204, Elsevier Science B.V., Amsterdam, 2006.

24. A. Lasota, Z. Opial, An application of the Kakutani-ky Fan theorem in the theory of ordinary differential equation, *Bull. Accad. Pol. Sci., Ser. Sci. Math. Astronom. Phys.*, 13 (1965), 781–786.

25. S. M. Momani, S. B. Hadid, Z. M. Alawenh, Some analytical properties of solutions of differential equations of noninteger order, *Int. J. Math. Math. Sci.*, 2004 (2004), 697–701.

26. I. Podlubny, *Fractional Differential Equations*, Academic Press, San Diego, 1999.

27. W. Shammakh, A study of Caputo-Hadamard-Type fractional differential equations with nonlocal boundary conditions, *J. Funct. Spaces*, 2016 (2016), Art. ID 7057910, 9.

28. A. Zahed, S. Hamani, J. Henderson, Boundary value problems for Caputo-Hadamard fractional differential inclusions with integral conditions, *Moroccan J. Pure Appl. Anal.*, 6 (2020), 62–75.