Assessing the detectability of the secondary spin in extreme mass-ratio inspirals with fully-relativistic numerical waveforms
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Extreme mass-ratio inspirals (EMRIs) detectable by the Laser Interferometric Space Antenna (LISA) are unique probes of astrophysics and fundamental physics. Parameter estimation for these sources is challenging, especially because the waveforms are long, complicated, known only numerically, and slow to compute in the most relevant regime, where the dynamics is relativistic. We perform a time-consuming Fisher-matrix error analysis of the EMRI parameters using fully-relativistic numerical waveforms to leading order in an adiabatic expansion on a Kerr background, taking into account the motion of the LISA constellation, higher harmonics, and also including the leading correction from the spin of the secondary in the post-adiabatic approximation. We pay particular attention to the convergence of the numerical derivatives in the Fisher matrix and to the numerical stability of the covariance matrix, which for some systems requires computing the numerical waveforms with approximately 90-digit precision. Our analysis confirms previous results (obtained with approximated but much more computationally efficient waveforms) for the measurement errors on the binary’s parameters. We also show that the inclusion of higher harmonics improves the errors on the luminosity distance and on the orbital angular momentum angles by one order and two orders of magnitude, respectively, which might be useful to identify the environments where EMRIs live. We particularly focus on the measurability of the spin of the secondary, confirming that it cannot be measured with sufficient accuracy. However, due to correlations, its inclusion in the waveform model can deteriorate the accuracy on the measurements of other parameters by orders of magnitude, unless a physically-motivated prior on the secondary spin is imposed.

I. INTRODUCTION

Gravitational-wave (GW) observations with the future space-based Laser Interferometer Space Antenna (LISA) will allow us to obtain unprecedented information about new GW sources \cite{2}. Among the most promising sources that LISA is expected to observe are extreme mass-ratio inspirals (EMRIs) \cite{2}: compact binary systems where a small compact object (henceforth dubbed secondary) with mass $\mu \approx 10^{-5} - 10^{-3} M_\odot$ orbits a supermassive black hole (BH) (henceforth primary) with mass $M \sim 10^5 - 10^7 M_\odot$. Due to the small mass ratio $q \equiv \mu/M \ll 1$, these systems can last years in the LISA frequency band, performing up to $O(1/q)$ orbital cycles before the secondary object plunges. Combined with the richness of their gravitational waveform, EMRI signals will allow us to measure some of the parameters of these sources with extreme precision \cite{2}, and perform exquisite tests of gravity and of the nature of compact objects \cite{3,4}.

Due to their small mass ratio, the dynamics and GW emission of an EMRI can be accurately computed using tools from BH perturbation theory (see e.g. \cite{5} for recent reviews). In this approach, the dynamics is solved perturbatively in the mass ratio $q \ll 1$ and the spacetime of the binary can be treated as being given by the supermassive BH metric plus small perturbations due to the presence of the small companion object. In addition, for very small mass ratios, the radiation-reaction timescale is much longer than the typical orbital period so that the secondary’s orbital motion around the primary can be evolved in a quasi-adiabatic fashion \cite{5}. The effect of the secondary spin in the GW phase enters at first order in a post-adiabatic expansion, being thus suppressed by the small mass ratio \cite{5}, but still entering at the same order in $q$ as the leading order post-adiabatic self-force corrections \cite{14,15}. This fact makes it important to fully understand the impact of the secondary spin when attempting to compute accurate waveforms. Indeed, accurate parameter estimation with EMRIs will require gravitational waveforms valid up to at least first post-adiabatic order \cite{5}.

The impact of the secondary spin on the dynamics and GW emission in EMRIs has been studied in several works (see e.g. \cite{10,11,14,22}). Most recently, Ref. \cite{12} computed relativistic waveforms for a spinning compact object in generic inspirals around a massive nonrotating BH, including all first-order in $q$ self-force effects, whereas Refs. \cite{24,25} computed GW fluxes for a spinning secondary orbiting a spinning massive BH for bound circular, equatorial orbits. This was extended to eccentric, equatorial orbits in Refs. \cite{26,27}.

In practice, however, due to the complexity and the slow generation of EMRI waveforms computed using BH perturbation theory, almost all parameter-estimation studies done so far made use of approximated – but fast to generate – waveforms \cite{2,28,31} (commonly known as “kludge” waveforms \cite{28,32,33}). In fact, techniques to generate fast and fully relativistic EMRI waveforms have only recently started to be developed \cite{34,35}, but so far fully Bayesian studies with these waveforms have only been done for a nonspinning secondary in eccentric orbits around a Schwarzschild massive BH \cite{36}.

Previous work\cite{29, 30} computed Fisher-matrix errors using a numerical kludge waveform including corrections due to the spin of the secondary. Their results suggest that LISA will be unable to constrain the magnitude of the secondary spin for systems with mass ratios $q \lesssim 10^{-4}$. Since the secondary spin introduces a nonnegligible dephasing\cite{24, 25}, its unmeasurability can be probably related to correlations among the waveform parameters. One of the main purposes of this paper is study whether these conclusions hold when considering more accurate (albeit much slower to generate) waveforms. Indeed, it is known that using kludge waveforms may lead to large systematic errors when performing parameter estimation\cite{30}.

Using the methods recently developed in Refs.\cite{24, 25}, and focusing on circular and equatorial orbits, we extend previous work by performing Fisher-error analyses using fully-relativistic waveforms computed within an adiabatic approximation but taking into account the leading-order post-adiabatic correction due to the secondary spin. To the best of our knowledge, even neglecting the secondary spin, ours is among the first studies including LISA’s antenna pattern functions in the analysis. The mass $\mu$ and the intrinsic spin $S$ of the object are the first two moments of this series and read

$$\mu^2 = -p^\sigma p_\sigma, \quad S = \frac{1}{2} S^{\mu\nu} S_{\mu\nu},$$

where $p^\mu$ is the object’s four-momentum and $S^{\mu\nu}$ is the skew-symmetric spin tensor. The motion of a spinning particle is then determined by the Mathisson-Papapetrou-Dixon equations:

$$\frac{dX^\mu}{d\lambda} = v^\mu, \quad \nabla \vec{v} p^\mu = -\frac{1}{2} R^\mu{}_{\nu\rho\beta} v^\nu S^{\alpha\beta}, \quad \nabla \vec{S} S^{\mu\nu} = 2 p^{[\mu} v^{\nu]}, \quad \mu = -p^\mu v^\mu,$$

where $\nabla \vec{v} \equiv v^\mu \nabla_{\mu}. v^\nu$ is the tangent vector to the representative worldline $X^\mu(\lambda)$, with $\lambda$ an affine parameter. The former provide a closed set of equations once a spin-supplementary condition has been fixed. We choose the Tulczyjew-Dixon condition:

$$S^{\mu\nu} p_\nu = 0,$$

which guarantees that the mass $\mu$ and spin $S$ are constants of motion\cite{40}. We introduce the dimensionless spin parameter $\sigma$:

$$\sigma = \frac{S}{\mu M} = \chi q,$$

where $\chi = S/\mu^2$ is the reduced spin of the secondary, and $q = \mu/M \ll 1$ is the binary mass ratio, with $M$ and $\mu$ being the mass of the primary and secondary, respectively. For EMRIs, the parameter $|\chi| \ll 1/q$, which implies $|\sigma| \ll 1$.

In the following, we consider a Kerr background spacetime, described in Boyer-Lindquist coordinates by the following line element:

$$ds^2 = -dt^2 + \Sigma (\Delta^{-1} dr^2 + d\theta^2) + (r^2 + a^2) \sin^2 \theta d\phi^2 + \frac{2Mr}{\Sigma} (a \sin^2 \theta - dt)^2,$$

where $\Delta = r^2 - 2Mr + a^2$, $\Sigma = r^2 + a^2 \cos^2 \theta$, and $a$ is the spin parameter such that $|a| \leq M$. Without loss of generality, we assume that the specific spin $a$ of the primary is
aligned to the $z$-axis, namely $a \geq 0$. We focus on circular equatorial orbits with the spin of the secondary aligned (anti-aligned) to $a$, i.e. $S > 0$ ($S < 0$). Hereafter hatted quantities refer to dimensionless variables normalized by $M$, namely $\hat{\Omega} = M \dot{\Omega}$, $\hat{\sigma} = a/M$.

The Kerr spacetime admits two integrals of motion, the (normalized) energy $\tilde{E} = E/\mu$ and angular momentum $J_z = J_z/(\mu M)$ \cite{11}. Since for EMRIs $|\sigma| \ll 1$, we expand both $\tilde{E}, \tilde{J}_z$ in terms of the spin parameters, considering linear corrections only, such that that at first order in $\sigma$:

$$\tilde{E} = \tilde{E}^0 + \sigma \tilde{E}^1, \quad \tilde{J}_z = \tilde{J}_z^0 + \sigma \tilde{J}_z^1,$$

with

$$\tilde{E}^0 = \pm \hat{E} \mp (\hat{\sigma}^2 - 2) r^{1/2} \sqrt{\Delta}\,\hat{E}^0, \quad \tilde{J}_z^0 = \pm \hat{J}_z \mp \hat{\sigma} \hat{E}^0,$$

$$\tilde{E}^1 = \frac{(\hat{\sigma}^2 + \hat{E}^0 r^{3/2} + 4 \sqrt{\Delta} - \hat{\sigma}^2)}{2^{3/4} \Delta_{\pm}}, \quad \tilde{J}_z^1 = \frac{1}{2^{3/4} \Delta_{\pm}} \left(3 \hat{E}^1 \hat{E}^0 r^{3/2} + 2 \hat{\sigma} \hat{E}^0 r^{1/2} - 9 \hat{E}^0 \right),$$

where $\Delta_{\pm} = \sqrt{\pm 2 \hat{\sigma} + (\hat{\sigma} - 3) \sqrt{\hat{r}}}$, and the upper (lower) sign corresponds to prograde (retrograde) orbits \cite{42}. The orbital frequency $\hat{\Omega}$ is given by

$$\hat{\Omega}(\hat{r}) = \hat{\Omega}^0(\hat{r}) + \sigma \hat{\Omega}^1(\hat{r})$$

where $\hat{\Omega}^0(\hat{r}) = 1/(\hat{\sigma} \pm \hat{E}^{1/2})$ is the Keplerian frequency for a nonspinning particle, and

$$\hat{\Omega}^1(\hat{r}) = -3 \frac{\hat{E}^1 \mp \hat{\sigma}}{2 \sqrt{\hat{r}(\hat{E}^{1/2} \pm \hat{\sigma})^3}}.$$

The orbital dynamics is completely determined by $\tilde{E}, \tilde{J}_z$ and $\hat{\Omega}$ once the orbital radius $\hat{r}$ and the parameters $\hat{a}$ and $\sigma$ are specified.

## B. Radiation-reaction effects and orbital evolution

At the adiabatic level, the rate of change of the constants of motion $\tilde{E}$ and $\tilde{J}_z$ is related to the fluxes carried away by gravitational radiation. These balance laws hold at first order in $\sigma$ for a spinning particle, as shown in Ref. \cite{13}. A caveat remains since – at variance with the $\chi = 0$ case \cite{43} – there is no rigorous proof yet that circular orbit remains circular even for a spinning secondary in the adiabatic approximation, i.e. that

$$\frac{d\tilde{E}}{dt} = \hat{\Omega} \frac{d\tilde{J}_z}{dt}, \quad \frac{d\tilde{J}_z}{dt} = \frac{\hat{E}}{\tilde{J}_z} \frac{d\tilde{E}}{dt},$$

holds for a spinning secondary. In principle, given a circular geodesic, small perturbations induced by the spin can induce eccentricity \cite{44} or push the orbit off the equatorial plane for not aligned spins \cite{43,46}. Nevertheless, we shall assume that a circular orbit remains circular under radiation-reaction effects even when the secondary is spinning (with the spin vector (anti)aligned to the primary spin). In this framework the energy fluxes can be expanded as well in $\sigma$:

$$\mathcal{F}(\hat{r}, \hat{\Omega}) = \mathcal{F}^0(\hat{r}, \hat{\Omega}^0) + \sigma \mathcal{F}^1(\hat{r}, \hat{\Omega}^0, \hat{\Omega}^1),$$

at fixed spins $\hat{a}$ and orbital radius $\hat{r}$, with

$$\mathcal{F} = \frac{1}{q} \left[ \left( \frac{d\hat{E}}{dt} \right)_{\mathrm{GW}}^H + \left( \frac{d\hat{E}}{dt} \right)_{\mathrm{GW}}^\infty \right],$$

where $\left( \frac{d\hat{E}}{dt} \right)_{\mathrm{GW}}^H$ are the energy flux across the horizon and at infinity, respectively. Let us define

$$\mathcal{G}(\hat{r}, \hat{\Omega}) := \left( \frac{d\tilde{E}}{d\hat{r}} \right)^{-1} \mathcal{F}(\hat{r}, \hat{\Omega}),$$

then, at first order in $\sigma$

$$\mathcal{G}(\hat{r}, \hat{\Omega}) = \mathcal{G}^0(\hat{r}, \hat{\Omega}^0) + \sigma \mathcal{G}^1(\hat{r}, \hat{\Omega}^0, \hat{\Omega}^1),$$

where

$$\mathcal{G}^0 = \left( \frac{d\hat{E}^0}{d\hat{r}} \right)^{-1} \mathcal{F}^0,$$

$$\mathcal{G}^1 = \left( \frac{d\hat{E}^0}{d\hat{r}} \right)^{-1} \mathcal{F}^1 - \left( \frac{d\hat{E}^0}{d\hat{r}} \right)^{-2} \left( \frac{d\hat{E}^1}{d\hat{r}} \right) \mathcal{F}^0,$$

which yield for the time evolution of the orbital radius

$$\frac{d\hat{r}}{dt} = -\mathcal{G}^0(\hat{r}, \hat{\Omega}^0) - \mathcal{G}^1(\hat{r}, \hat{\Omega}^0, \hat{\Omega}^1).$$

Finally, at first order in $\sigma$ the orbital phase is given by

$$\frac{d\phi}{dt} = \hat{\Omega}^0(\hat{r}) + \sigma \hat{\Omega}^1(\hat{r}).$$

Solving Eqs. \eqref{eq:adiabatic} and \eqref{eq:adiabatic1} and linearizing them in $\sigma$ one can obtain $\hat{r}(t)$ and $\phi(t)$ to $O(\sigma)$.

## C. GW fluxes in the Teukolsky formalism: linear expansion in the secondary spin

We have computed the GW fluxes using the Teukolsky formalism. For circular equatorial orbits, the fluxes at infinity are

$$\left( \frac{d\hat{E}}{dt} \right)_{\mathrm{GW}}^\infty = \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} \frac{Z_{\ell m}^H}{2 \pi \omega^2} = \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} I_{\ell m},$$

$$\left( \frac{d\tilde{J}_z}{dt} \right)_{\mathrm{GW}}^\infty = \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} \frac{\ell Z_{\ell m}^H}{2 \pi \omega^3} = \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} \frac{m}{\omega} I_{\ell m},$$
while at the horizon:

\[
\left( \frac{d\tilde{E}}{dt} \right)_\text{GW}^H = \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} \alpha_{\ell m} \left| Z_{\ell m} \right|^2 \frac{1}{2\pi \omega^2} = \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} H_{\ell m},
\]

\[
\left( \frac{d\tilde{J}_z}{dt} \right)_\text{GW}^H = \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} \alpha_{\ell m} \sqrt{\frac{\ell}{2\pi}} \frac{\pi^2 \omega^3}{2} = \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} m H_{\ell m},
\]  

(27)

(28)

with \( \tilde{\omega} = m \hat{\omega} \) and the coefficient \( \alpha_{\ell m} \) being given in [47]. The procedure to compute the amplitudes \( H_{\ell m} \) and \( H_{\ell m} \) to linear order in \( \sigma \) is explained below. By symmetry, \( Z_{\ell m, -\hat{\omega}}^H = (-1)^{\ell} Z_{\ell m, \hat{\omega}}^H \), where the bar denotes complex conjugation. The complex amplitudes

\[
Z_{\ell m}^H = Z_{\ell m}^H \left( \lambda_{\ell m, \hat{\omega}} - 2S_{\ell m}^0, R_{\ell m}^R, R_{\ell m}^\text{up} \right),
\]

(29)

depend on the solutions of two decoupled ordinary differential equations, whereas \( \lambda_{\ell m} \) and \(-2S_{\ell m}^0\) are respectively the eigenvalues and eigenfunctions of the angular Teukolsky equation:

\[
\left[ \frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d}{d\theta} \right) - c^2 \sin^2 \theta - \frac{m - 2 \cos \theta}{\sin \theta} \right] - 2S_{\ell m}^c = -\lambda_{\ell m - \hat{\omega}} - \lambda_{\ell m},
\]

(30)

where \( c \equiv \hat{\omega} \). The following identities hold: \( \lambda_{\ell m - \hat{\omega}} = \lambda_{\ell - m, \hat{\omega}} \) and

\(-2S_{\ell m}^c = (-1)^{\ell} \lambda_{\ell m} \),

(31)

while \(-2S_{\ell m}^c (\theta) e^{im\phi}\) reduces to the spin-weighted spherical harmonics for \( a = 0 \) or \( \hat{\omega} = 0 \). Similarly, the functions \( R_{\ell m}^R \) and \( R_{\ell m}^\text{up} \) are linearly independent solutions of the radial Teukolsky equation:

\[
\Delta^2 \frac{d}{d\tilde{r}} \left( \frac{1}{\Delta} \frac{dR_{\ell m}}{d\tilde{r}} \right) - V(\tilde{r}) R_{\ell m}(\tilde{r}) = 0,
\]

(32)

where the potential \( V(\tilde{r}) \) reads

\[
V(\tilde{r}) = -\frac{K^2 + 4i(\tilde{r} - 1)K}{\Delta} + 8i\tilde{\omega} - \lambda_{\ell m} \tilde{\omega},
\]

(33)

\[
K = (\tilde{r}^2 + a^2)\tilde{\omega} - \hat{m},
\]

(34)

\[
\Delta = \tilde{r}^2 + a^2 - 2\tilde{r},
\]

(35)

while

\[
W_{\ell m} \equiv \frac{1}{\Delta} \left( R_{\ell m}^R \frac{dR_{\ell m}^\text{up}}{d\tilde{r}} - R_{\ell m}^\text{up} \frac{dR_{\ell m}^R}{d\tilde{r}} \right),
\]

(36)

is the corresponding Wronskian. It is possible to write the amplitudes \( Z_{\ell m}^H \) for a specific orbital radius \( \tilde{r} \) as

\[
Z_{\ell m}^H = \frac{2\pi}{W_{\ell m}} \left[ A_0 - (A_1 + B_1) \frac{d}{d\tilde{r}} + (A_2 + B_2) \frac{d^2}{d\tilde{r}^2} - B_3 \frac{d^3}{d\tilde{r}^3} \right]_{\tilde{r} = \tilde{r}(i)} \left|_{\theta = \pi/2, \tilde{r} = \tilde{r}(i)} \right.,
\]

(37)

The general expressions for the coefficients \( A_0, A_1, A_2 \) and \( B_1, B_2, B_3 \), as a function of \( \tilde{r} \), \( \lambda_{\ell m} \) and \(-2S_{\ell m}^0\), is given in [23].

Following the linearized approach applied before, we compute spin-corrections to the fluxes [24] and [25] at first order in \( \sigma \), keeping the orbital radius \( \tilde{r} \) fixed. To this aim, we first expand the solutions of the Teukolsky angular and radial equations, i.e.

\[
\lambda_{\ell m} = \lambda_{\ell m}^0 (c^0) + \sigma \lambda_{\ell m}^1 (c^0, c^1),
\]

(38)

\[-2S_{\ell m}^0 = -2S_{\ell m}^0 (\theta, c^0) + \sigma -2S_{\ell m}^1 (\theta, c^0, c^1),
\]

(39)

\[R_{\ell m}^{\text{in}} (\tilde{r}) = R_{\ell m}^{\text{in}} (\tilde{r}, c^0, c^1) + \sigma R_{\ell m}^{\text{in}} (\tilde{r}, c^0, c^1),
\]

(40)

\[R_{\ell m}^{\text{up}} (\tilde{r}) = R_{\ell m}^{\text{up}} (\tilde{r}, c^0, c^1) + \sigma R_{\ell m}^{\text{up}} (\tilde{r}, c^0, c^1),
\]

(41)

where \( \hat{\omega} = m \hat{\omega} \) and we expanded \( c = c^0 + \sigma c^1 + O(\sigma^2) \), where \( c^i = \hat{\omega} \) with \( i = 0, 1 \). We shall now describe the procedure we adopted to compute all the components of Eqs. [25] - [11] as well as of Eqs. [26] - [27].

1. Linearization in the secondary spin: Angular solutions

If we impose regularity of the solutions at the boundaries \( \theta = 0 \) and \( \theta = \pi \), which are regular singular points, Eq. [30] defines a Sturm-Liouville eigenvalue problem. Despite being a singular Sturm-Liouville problem (see Appendix [15]), for real frequencies, Eq. [30] retains much of the properties of a regular one. In particular, it can be seen as an eigenvalue problem for a Hermitian operator \( \mathcal{H} \):

\[
\mathcal{H} |S\rangle = -\lambda_{\ell m} |S\rangle,
\]

(42)

where \( |S\rangle \equiv -2S_{\ell m}^c (\theta) |S\rangle \) and \( \mathcal{H} \) is the left-hand side of Eq. [30]. If we expand \( \mathcal{H}, \lambda_{\ell m} \), and \( |S\rangle \) to linear order in \( \sigma \), we obtain:

\[
\mathcal{H}^0 |S^0\rangle = -\lambda_{\ell m}^0 (c^0) |S^0\rangle,
\]

(43)

\[\mathcal{H}^0 |S^1\rangle + V^1 |S^0\rangle = -\lambda_{\ell m}^1 (c^0) |S^1\rangle - \lambda_{\ell m}^1 (c^0, c^1) |S^0\rangle,
\]

(44)

where \(-2S_{\ell m}^c (\theta, c^0) \equiv |S^0\rangle \) and \(-2S_{\ell m}^1 (\theta, c^0, c^1) \equiv |S^1\rangle \). The functional form of \( V^1 \) is given in the Appendix [15], while \( \mathcal{H}^0 \) is simply given by \( \mathcal{H} \) with \( c \leftrightarrow c^0 \). In this fashion, we can consider \( V^1 \) as a perturbation of an Hermitian operator \( \mathcal{H}^0 \), and the corrections \( \lambda_{\ell m}^1 (c^0, c^1) \) induced by the spin \( \sigma \) can be obtained using the same techniques of time-independent perturbation theory for a (nondegenerate) quantum mechanical system, i.e

\[
\lambda_{\ell m}^1 (c^0, c^1) = \langle S^0 | V^1 | S^0 \rangle \equiv \int_0^\pi -2S_{\ell m}^0 \frac{d^3 \theta}{2} \sin \theta d\theta.
\]

(45)

Once the corrections to the eigenvalues \( \lambda_{\ell m}^1 (c^0, c^1) \) are known, we can compute the corrections to the eigenfunctions \( S_{\ell m}^1 (\theta, c^0, c^1) \) by expanding in \( \sigma \) the series coefficients of the solution obtained with Leaver’s method (see
Appendix B for more details). To compute the 0-th order eigenvalues $\lambda_{\ell m}^0(c^0)$ and eigenfunctions $-2S_{\ell m}^0(\theta,c^0)$ of Eq. (30) we used Leaver’s method implemented in the Black Hole Perturbation Toolkit.

It is worth to remark that we can always find the exact solutions of Eq. (30) for any value of $\sigma$, and then interpolate to extract the first order correction in the spin. However, the semi-analytic linearization approach described above provides a powerful and fast method to avoid such numerical procedure. It may happen, though, that in some regions of the parameter space, the input parameters require higher precision than expected due to large numerical cancellations in the algorithm. When the precision of the corrections obtained with the semi-analytic method dropped below a certain threshold, we used as a “backup” approach a simple interpolation from the exact solutions, i.e.

$$\lambda_{\ell m}^1 = \frac{\lambda_{\ell m,\pm}(c^0 + \epsilon c^1) - \lambda_{\ell m,\pm}(c^0 - \epsilon c^1)}{\epsilon},$$

$$-2S_{\ell m}^1 = \frac{-2S_{\ell m}^{(c^0+\epsilon c^1)} - -2S_{\ell m}^{(c^0-\epsilon c^1)}}{\epsilon},$$

where the exact eigenvalues $\lambda_{\ell m,\pm}(c^0 \pm \epsilon c^1)$, $\lambda_{\ell m,\pm}(c^0 \mp \epsilon c^1)$ and eigenfunctions $-2S_{\ell m}^{(c^0+\epsilon c^1)}$, $-2S_{\ell m}^{(c^0-\epsilon c^1)}$ of (30) were computed using the Leaver method of the Black Perturbation Toolkit with $\epsilon = 10^{-6}$. We have checked that the corrections obtained with the semi-analytic method and with the numerical interpolation agree in all the parameter space under investigation.

2. Linearization in the secondary spin: Radial solutions

Equation (32) is a stiff differential equation, i.e. the solutions of physical interest are fast oscillating functions with amplitudes increasing as $e^{\pm \epsilon_0}$. The stiffness is caused by the long range of the potential, which makes it challenging to obtain accurate solution in the domain of integration. Two workarounds of this issue are the semi-analytic Mano-Suzuki-Takasugi method and the numerical Sasaki-Nakamura method. Here we employed a third method, which consists in considering a particular ansatz of the solutions of Eq. (32) based on hyperboloidal-slicing coordinates. Such ansatz is

$$R_{\ell m,\pm}(\tilde{r}) = \tilde{r}^{-1} \Delta^s e^{\pm \epsilon_0 \tilde{r}} e^{i m \tilde{\phi}} \psi(\tilde{r}),$$

where the minus (plus) sign refers to $R_{\ell m,\pm}^{\text{in}}(\tilde{r}_{\ell m,\pm})$, $s$ refers to the spin of the perturbation of the Kerr metric ($s = 0, \pm 1, \pm 2$ for scalar, vector and metric perturbations, respectively), and

$$\tilde{\phi} = -\frac{\tilde{a}}{\tilde{r}} + \ln \left( \frac{\tilde{r} - \tilde{r}_+}{\tilde{r} - \tilde{r}_-} \right),$$

$$\tilde{r}^* = \tilde{r} + \frac{2\tilde{r}_+}{\tilde{r}_+ - \tilde{r}_-} \ln \left( \frac{\tilde{r} - \tilde{r}_+}{2} \right) - \frac{2\tilde{r}_-}{\tilde{r}_+ - \tilde{r}_-} \ln \left( \frac{\tilde{r} - \tilde{r}_-}{2} \right),$$

with $\tilde{r}_\pm = 1 \pm \sqrt{1 - \tilde{a}^2}$. By plugging the ansatz (18) in Eq. (32), we obtain an ordinary differential equation for $\psi$:

$$\Delta_2 \frac{d^2 \psi}{d\tilde{r}^2} + \Delta F(\tilde{r}; H) \frac{d\psi}{d\tilde{r}} + \tilde{U}(\tilde{r}; H) \psi = 0,$$

where the functions $F(\tilde{r}; H)$ and $U(\tilde{r}; H)$ are given in Appendix A. Solving Eq. (51) numerically is much easier than solving Eq. (32) because the potential $U(\tilde{r}; H)/\Delta^2$ is short ranged and the oscillating behavior at the horizon and infinity is already factored out in the ansatz (18). It is worth noticing that the oscillating term $e^{\pm \epsilon_0 \tilde{r}}$ does not enter in the Wronskian $W_\ell$. We found exact boundary conditions for Eq. (51), which allowed us to find the radial solutions $R_{\ell m,\pm}^{\text{in}}$ and $R_{\ell m,\pm}^{\text{up}}$ fast and accurately. Such boundary conditions are provided in Appendix A.

After expanding the ansatz (18) as shown in Appendix B, we obtained some algebraic formulas for $R_{\ell m,\pm}^{\text{in}}$ and $R_{\ell m,\pm}^{\text{up}}$ that depend on the linear corrections $\psi_{\ell m,0}^{\text{in,up}}$ and $\psi_{\ell m,1}^{\text{in,up}}$. We computed such solutions by solving a system of ordinary differential equations derived by expanding Eq. (51) and the related boundary conditions to $O(\sigma)$. See Appendix B for more details.

3. Linearization in the secondary spin: GW fluxes

Once the zeroth- and first-order corrections to the Teukolski variables are known, it is then possible to expand the complex amplitudes $Z_{\ell m,\pm}^{H,\infty}$ as

$$Z_{\ell m,\pm}^H(\tilde{r}) = Z_{\ell m}^H(\tilde{r},\omega^0) + \sigma Z_{\ell m}^{H,1}(\tilde{r},\omega^0,\omega^1),$$

$$Z_{\ell m,\pm}^\infty(\tilde{r}) = Z_{\ell m,\pm}^{\infty,0}(\tilde{r},\omega^0) + \sigma Z_{\ell m,\pm}^{\infty,1}(\tilde{r},\omega^0,\omega^1),$$

and finally obtain the correction to the fluxes at the horizon and infinity for each $\ell, m$ as follows:

$$I_{\ell m}(\tilde{r}) = I_{\ell m}^0(\tilde{r},\omega^0) + \sigma I_{\ell m}^{1}(\tilde{r},\omega^0,\omega^1),$$

$$H_{\ell m}(\tilde{r}) = H_{\ell m}^0(\tilde{r},\omega^0) + \sigma H_{\ell m}^{1}(\tilde{r},\omega^0,\omega^1),$$

where $I_{\ell m}$ and $H_{\ell m}$ have been defined in Eqs. (20) and (27), respectively. The coefficients $I_{\ell m}^0, I_{\ell m}^1$ and $H_{\ell m}^0, H_{\ell m}^1$ are given in Appendix B.

To compute the fluxes, we constructed a nonuniform grid in the orbital radius $\tilde{r}$ defined as follows: given $v(\tilde{r}) \equiv (\tilde{r}^2)^{1/3} = (\tilde{r}^2 + \tilde{a}^2)^{-1/3}$, we considered 180 points for $a < 0.99$ and 200 points for $a = 0.99$ evenly spaced in $v$, starting from $v_{\text{start}} = v(\tilde{r} = 14)$ and ending at
\( v_{\text{end}} = v(\hat{r}_{\text{ISCO}}) \), with \( \hat{r}_{\text{ISCO}} \) being the ISCO for a non-spinning test particle. The radiation reaction grid in \( \hat{r} \) was then obtained as the solution of \( \hat{r}_i = (1/v_i^3 - \hat{a})^{-2/3} \) for \( i = 1, \ldots, 180 \) (200) for \( \hat{a} < 0.99 \) (\( \hat{a} = 0.99 \)).

In the computation of the fluxes, we summed over all multipoles \( \ell \) up to \( \ell_{\text{max}} = 20 \) (\( \ell_{\text{max}} = 24 \)) for \( a < 0.99 \) (\( a = 0.99 \)), summing over the index \( m = 1, \ldots, \ell \) for each harmonic index \( \ell \). As shown in Table I of Ref. \[25\], the fractional error in truncating the multipole sum at \( \ell_{\text{max}} \) is no larger than \( \sim 10^{-3} \).

Finally, we compared the linearized fluxes with the results available in the literature. In the case of a Schwarzschild spacetime, our results are in perfect agreement with those of Ref. \[15\] (they agree within all the digits shown in Table I of \[15\]). In Ref. \[22\], the linear corrections to the fluxes in a Kerr spacetime were computed through a cubic interpolation of the exact fluxes in \( \sigma \) (we refer to the first-order corrections computed in this way as \( \mathcal{F}^1_{\text{inter}} \)). In order to compare with the semi-analytic linear corrections \( \mathcal{F}^1 \) obtained in this work, we recomputed \( \mathcal{F}^1_{\text{inter}} \) as done in Ref. \[25\] with the following differences:

- we solved the radial Teukolsky equation in hyperboloidal slicing coordinates, using the same radiation-reaction grid adopted here;

- for each \( \ell \), we summed over all azimuthal indexes \( m = 1, \ldots, \ell \), as done in this work.

The fractional difference between \( \mathcal{F}^1_{\text{inter}} \) and \( \mathcal{F}^1 \) is, at most, \( 10^{-10\%} \) (\( 10^{-4\%} \)) for \( \hat{a} = 0.9 \) (\( \hat{a} = 0.99 \)) (the largest differences occurring at the ISCO).

### D. Waveform computation

We focus on EMRIs on circular and equatorial orbits, for which the emitted waveform in the Teukolsky formalism is given by

\[
\begin{align*}
  h_+ - i h_\times &= 2 \frac{\mu}{D} \sum_{\ell,m} A_{\ell m \omega}(t) - 2 S_{\ell m}^{\phi}(\vartheta,t) e^{-i\Phi(t)} , \\
  \Phi(t) &= m\varphi(t) + m(\varphi + \phi_0) ,
\end{align*}
\]

where \( \phi_0 \) is the initial orbital phase, \( A_{\ell m \omega} = \hat{Z}_{\ell m \omega}/\omega^2 \), and \( \hat{Z}_{\ell m \omega} = M^2 Z_{\ell m \omega} \). \( D \) is the source’s luminosity distance from the detector, \( \vartheta \) (\( \varphi \)) identifies the direction, in Boyer-Lindquist coordinates, of the latter in a reference frame centered at the source. Since \( \phi_0 \) in Eq. \( (56) \) is degenerate with the azimuth direction \( \varphi \), from now on we will identify the initial phase as \( \phi_0 \rightarrow \varphi + \phi_0 \). From Eq. \( (56) \) it is straightforward to identify the two waveform polarizations

\[
\begin{align*}
  h^+_{\ell m} &= 2 \frac{\mu}{D} - 2 S_{\ell m}^{\phi}(\omega) \Phi_{\ell m \omega} \cos \Phi + \text{Im} A_{\ell m \omega} \sin \Phi , \\
  h^\times_{\ell m} &= 2 \frac{\mu}{D} - 2 S_{\ell m}^{\phi}(\omega) \Phi_{\ell m \omega} \sin \Phi - \text{Im} A_{\ell m \omega} \cos \Phi ,
\end{align*}
\]

being \( \Phi_{\ell m \omega} = \text{Re} A_{\ell m \omega} \) and \( \text{Im} A_{\ell m \omega} \) the real and imaginary parts of \( A_{\ell m \omega} \). In the presence of the secondary spin, we expand the amplitudes \( A_{\ell m \omega} = A_{\ell m}^0 (\omega^0 + \sigma A_{\ell m}^1 (\omega^0, \omega^1) + \mathcal{O}(\sigma^2) \), where

\[
\begin{align*}
  A_{\ell m}^0 &= \frac{\hat{Z}_{\ell m \omega}^H}{(\omega^0)^2} , \\
  A_{\ell m}^1 &= -2 \frac{\omega^1}{\omega^0} A_{\ell m}^0 + \frac{\hat{Z}_{\ell m \omega}^{H \perp}}{(\omega^0)^2} .
\end{align*}
\]

Therefore, we recast the two polarizations as:

\[
\begin{align*}
  h^+_\ell(t) &= 2 \frac{\mu}{D} (\omega - 2 S_{\ell m}^{\phi}) A^+_{\ell m} , \\
  h^{\times}_\ell(t) &= 2 \frac{\mu}{D} (\omega - 2 S_{\ell m}^{\phi}) A^{\times}_{\ell m} ,
\end{align*}
\]

with

\[
\begin{align*}
  A^+_{\ell m} &= \text{Re} (A_{\ell m}^0 + \sigma A_{\ell m}^1) \cos \Phi + \text{Im} (A_{\ell m}^0 + \sigma A_{\ell m}^1) \sin \Phi , \\
  A^{\times}_{\ell m} &= \text{Re} (A_{\ell m}^0 + \sigma A_{\ell m}^1) \sin \Phi - \text{Im} (A_{\ell m}^0 + \sigma A_{\ell m}^1) \cos \Phi .
\end{align*}
\]

The LISA response to the GW signal emitted by an EMRI can be written in terms of the \( , \) polarizations as

\[
\begin{align*}
  h_\alpha(t) &= F_\alpha^+ (\vartheta, \varphi, \Psi) h_+ (t, D, \vartheta, \varphi) + F_\alpha^{\times} (\vartheta, \varphi, \Psi) h_\times (t, D, \vartheta, \varphi) ,
\end{align*}
\]

where \( \alpha = I, II \) refers to the two independent Michelson-like detectors that constitute the LISA response \([53]\). The antenna pattern functions \( F_\alpha^+ \) and \( F_\alpha^{\times} \) depend on the direction (\( \vartheta, \varphi \)) of the source with respect to the detector’s frame and on the polarization angle \( \Psi [25] \):

\[
\begin{align*}
  F_\alpha^+ &= \frac{1}{2} (1 + \cos^2 \vartheta) \cos (2 \varphi_D) \cos (2 \Psi) , \\
  F_\alpha^{\times} &= \frac{1}{2} (1 + \cos^2 \vartheta) \cos (2 \varphi_D) \sin (2 \Psi) + \cos \vartheta \sin (2 \varphi_D) \cos (2 \Psi) ,
\end{align*}
\]

For simplicity, we assume that \( F_+^{\times} \) are constant within the frequency range sampled by the binary configurations considered. However, for values of \( f \) larger than \( f_9 = 19.1 \text{ mHz} \), LISA’s antenna pattern functions also depend on the GW frequency \([53]\).
where $F_{II}^{+,\times}$ can be obtained by rotating $\varphi_D$ in the previous expressions by $-\pi/4$. i.e. $F_{II}^{+,\times}(\vartheta_D, \varphi_D, \psi) = F_I^{+,\times}(\vartheta_D, \varphi_D - \pi/4, \psi)$.

Given the LISA satellite motion, such angles are not constant but vary with time. However, it is possible to recast $(\vartheta_D, \varphi_D, \Psi)$ in terms of fixed angles $(\vartheta_S, \varphi_S)$ and $(\vartheta_K, \varphi_K)$ which provide the direction of the source and of the orbital angular momentum, respectively [55]. Since the orbit is circular and equatorial, the orbital angular momentum has no precession around the primary spin, and the orbital and primary angular momenta are parallel to each other.

In the limit of large SNR, the errors on the source parameters inferred by a given EMRI observation can be determined using the Fisher information matrix:

$$\Gamma_{ij} = \sum_{\alpha=I,II} \left( \frac{d\tilde{h}_{\alpha}}{dx^i} \frac{d\tilde{h}_{\alpha}}{dx^j} \right) \sigma_{ij}^2,$$  
(71)

where $\sigma_{ij}$ corresponds to the true set of binary parameters, and we have introduced the noise-weighted scalar product between two waveforms $p_\alpha$ and $q_\alpha$ in the frequency domain:

$$(p_\alpha | q_\alpha) = 2 \int_{f_{min}}^{f_{max}} \frac{df}{S_n(f)} [\tilde{p}_\alpha(f) \tilde{q}_\alpha(f) + \tilde{p}_\alpha^*(f) \tilde{q}_\alpha^*(f)].$$  
(72)

Here the tilded quantities correspond to the Fourier transform of the time-domain waveforms, and a star identifies complex conjugation. We used Simpson’s integration rule to compute the scalar product. As discussed in the previous section, the index $\alpha$ runs over the two independent channels of the LISA interferometer. In our computations we set $f_{min} = 10^{-4}$ Hz, while we choose $f_{max}$ as

$$f_{max} = \frac{\ell_{max}}{2\pi} \frac{1}{M} \left[ \Omega^0(\hat{r}_{ISCO}) + \sigma \hat{\Omega}^1(\hat{r}_{ISCO}) \right],$$  
(73)

where $\hat{r}_{ISCO}$ is the ISCO for a nonspinning test particle and $\ell_{max}$ the maximum harmonic index $\ell$ considered for a given system. Following the Shannon theorem, for the sampling time we used $\Delta t_s = [1/(2f_{max}) - 1]$ while the number of samples $n_s = T/\Delta t_s$ is adjusted to be an even number for a more efficient computation of the fast Fourier transform. As discussed before, for all systems the binary evolves for $T = 1$ yr before the plunge, so the frequency content of the signal is smaller than the range $[f_{min}, f_{max}]$.

The waveform scalar product also allows to define the SNR for a given signal $h$ as

$$\text{SNR} = (h|h)^{1/2},$$  
(74)

which scales linearly with the inverse of the luminosity distance. Furthermore, in the large-SNR limit the covariance matrix scales inversely with the SNR so, for a given set of parameters, it is straightforward to rescale the errors by changing the distance $D$ (and hence the SNR).

The inverse of $\Gamma_{ij}$ yields the covariance matrix, $\Sigma_{ij}$, whose diagonal elements correspond to the statistical uncertainties of the waveform parameters,

$$\sigma^2_{x_i} = \Sigma_{ii} = (\Gamma^{-1})_{ii},$$  
(75)
whereas the off-diagonal elements correspond to the correlation coefficients,

\[ c_{x_i x_j} = \Sigma_{ij} / \sqrt{\Sigma_{ii} \Sigma_{jj}} \]  

(76)

Hereafter we consider two data-analysis scenarios, depending on whether we also include a prior probability functions on the spin of the secondary or not. We follow the approach described in [52], assuming for the prior a Gaussian distribution \( p_0(\chi) \) with standard deviation \( \sigma_\chi = 1 \). Given \( I_0 \) the Fisher matrix of the prior (which in our case has all vanishing elements except for the diagonal term corresponding to the secondary spin, with \( (I_0)_\chi\chi = 1/\sigma_\chi \)), the new errors on the source parameters are obtained by modifying Eq. (75) as

\[ \sigma_{x_i}^2 = [(\Gamma + I_0)^{-1}]_{ii} \]  

(77)

In addition to the standard deviations on the eleven parameters defined above, we also analyze the error box on the solid angle spanned by the unit vector associated to \((\vartheta_S, \varphi_S)\) and \((\vartheta_K, \varphi_K)\):

\[ \Delta \Omega_i = 2\pi |\sin \vartheta_i| \sqrt{\sigma_{\vartheta_i}^2 + \sigma_{\varphi_i}^2} \]  

(78)

where \( i = (S, K) \).

From a technical point of view, the fact that the EMRI waveform is known numerically implies that, to compute the Fisher matrix, one needs to evaluate numerical derivatives. Apart from the derivative with respect to the luminosity distance \( D \) (which can be obtained analytically since the waveform scales as \( h \sim 1/D \)), we have computed the derivatives of the other ten parameters using the five-points stencil formula, namely:

\[ \frac{dh}{dx} = \frac{1}{12\epsilon} \left[ h(x - 2\epsilon) - h(x + 2\epsilon) + 8h(x + \epsilon) - 8h(x - \epsilon) \right] + O(\epsilon^2) \]  

(79)

The numerical derivative is sensitive to the value of the shift \( \epsilon \) chosen to compute the finite differences. We have explored various combinations of \( \epsilon \) for each parameter, finding in general a range of at least two orders of magnitude in which the Fisher (and the covariance) matrices show convergence in the small-\( \epsilon \) limit (see Appendix C for a detailed analysis).

It is well known that the Fisher matrices used for the data-analysis of EMRIs are badly ill-conditioned [53], which means that a small perturbation in the matrix (due to numerical or systematic errors) is greatly amplified after computing the inverse. As a rule of thumb, for a condition number \( \kappa = 10^k \), one may lose up to \( k \) digits of accuracy, which should be added to the numerical errors. In our setup, an accurate inversion of the Fisher matrix requires at least 60-digit precision in the waveform in most of the configurations, and in the worst case (namely \( \dot{a} = 0.9, \chi = 1, \mu = 10, 100 M_\odot \)), up to 90-digit precision. To achieve such precision in the waveform, we have computed the GW fluxes with 70-digit precision (100-digit precision in the most demanding case), which allowed us to derive the Fisher matrices with no less than 38-digit precision. In Appendix C we provide a detailed analysis of the stability of the Fisher matrix for the problem at hand.

IV. RESULTS AND DISCUSSION

A. Settings

We have computed the numerical integral in Eq. (72) using the LISA noise sensitivity curve of Ref. [54], including the contribution of the confusion noise from the unresolved Galactic binaries assuming \( T = 1 \) yr of observation time. In order to reduce the spectral leakage in the frequency domain due to the Fourier transform, we have tapered the time-domain waveforms with a Tukey window with window size \( \beta = 0.05 \). We checked that our results do not change noticeably when varying \( \beta \) around this fiducial value.

For simplicity, in our analysis we fix the injected angles to the fiducial values \( \vartheta_S = \pi/4, \phi_S = 0, \vartheta_K = \pi/8, \phi_K = 0 \). Moreover, we consider a primary mass \( M = 10^6 M_\odot \), and two choices of the secondary mass: \( \mu = (10, 100) M_\odot \). We compute the Fisher matrices for sources at fixed luminosity distance \( D = 1 \) Gpc, but renormalize the results to a fixed fiducial SNR such that \( \text{SNR} = 30 \) and \( \text{SNR} = 150 \), for the two choices of \( \mu \), respectively.

In order to analyze how the inclusion of higher-order \( (\ell \geq 2) \) multipoles in the signal [66] may affect the measurement of the source parameters, in the following we consider the purely quadrupolar case \( (\ell = 2) \), and the cases in which the octupole \( (\ell = 3) \) and the hexadecapole \((\ell = 4) \) are included.

Finally, we shall discuss two cases separately; first, in Sec. IV-B we neglect the spin of the secondary (i.e., removing \( \chi \) from the waveform parameters); then, in Sec. IV-C we perform a more comprehensive analysis by including also the secondary spin.

B. Neglecting the spin of the secondary

We start by neglecting the secondary spin \( \chi \) from the waveform parameters. Our results are summarized in Table I and Table II.

Table I shows results when we also neglect the spin \( \dot{a} \) from the waveform parameters, and assume that both the primary and the secondary are nonspinning. In Table II instead, we include the spin of the primary as a parameter, injecting \( \dot{a} = 0.9 \) but keeping all other parameters

---

\[ \text{For a symmetric, positive-definite matrix, the condition number } \kappa \text{ is given by the ratio between the largest and the smallest of the matrix eigenvalues.} \]
TABLE II. Same as Table I but assuming a spinning primary with \( \hat{a} \) orientation and the orbital angular momentum of the binary, for various choices of the multipoles included in the wavefo rm.

| \( \ell \) | \( \ln M \) | \( \ln \mu \) | \( \hat{r}_0 \) | \( \phi_0 \) | \( \ln D \) | \( \Delta \Omega_S \) | \( \Delta \Omega_K \) |
|---|---|---|---|---|---|---|---|
| 2 | -4.62 | -4.19 | -4.96 | 0.54 | -0.27 | \( 3.1 \times 10^{-3} \) | 1.5 |
| 2+3 | -4.64 | -4.22 | -4.97 | -0.66 | -1.46 | \( 2.4 \times 10^{-3} \) | \( 7.9 \times 10^{-3} \) |
| 2+3+4 | -4.64 | -4.22 | -4.97 | -0.67 | -1.46 | \( 2.4 \times 10^{-3} \) | \( 7.3 \times 10^{-3} \) |

TABLE II. Same as Table I but assuming a spinning primary with \( \hat{a} = 0.9 \) and including \( \hat{a} \) in the waveform parameters. In this case the SNR of the three configurations is SNR = 92.2, 94.7, 95, but we again normalize the errors to the fiducial value SNR = 30.

unchanged with respect to the injection of Table II (except for \( \hat{r}_0 \), since the latter changes in order for the binary to take exactly \( T = 1 \) yr to reach the ISCO).

For \( \ell = 2 \), our results are in very good agreement with the analysis of \(^{29,30}\) which used approximated kludge waveforms. Being the latter analytical, the Fisher-matrix analysis is significantly faster than in our case. It is therefore reassuring that a fully-relativistic, numerical waveform provides the same results.

Furthermore, we find that including the octupole (\( \ell = 3 \)) contribution to the signal does not affect the measurement errors on the intrinsic parameters, but it improves the errors on the luminosity distance and on the solid angle which defines the orbital angular momentum (\( \Delta \Omega_K \)) by one order and two orders of magnitude, respectively. Adding the \( \ell = 4 \) multipole does not improve such errors significantly, suggesting that \( \ell > 4 \) multipoles are negligible for this purpose.

As expected, augmenting the dimensionality of the waveform parameter space by including the primary spin reduces the accuracy on the intrinsic parameters, especially the masses. This happens despite the fact that the ISCO frequency is higher for a rapidly-spinning BH, since we chose to normalize the results to the same SNR. For sources at a fixed distance, the SNR in the \( \hat{a} = 0.9 \) case is four times larger than in the nonspinning case, almost compensating the higher dimensionality of the parameter space.

Overall, all parameters are measured with exquisite accuracy, confirming previous analyses that used approximated semi-relativistic waveforms \(^2\). \(^{29,30,55}\).

C. Including the spin of the secondary

We now move to a more comprehensive analysis, by including the secondary spin in the waveform parameters. We shall present two cases: with and without imposing a Gaussian prior on \( \chi \). We start by neglecting the spin of the primary in the waveform parameters and injecting \( \hat{a} = 0 \). The results of the Fisher-matrix error analysis are presented in Table III, which is the extension of Table II to the case of a spinning secondary.

By comparing Table III with Table II we observe some interesting features. First of all, in the case in which a prior on the secondary spin is not imposed the relative error on \( \chi \) is much larger than 100%, confirming that this parameter is not measurable \(^{29,30}\). Nonetheless, in this case the errors on both masses deteriorate significantly (albeit they remain excellent in absolute terms). This issue is due to nonnegligible correlations between \( \chi \) and the masses. Indeed, we find that all the intrinsic parameters are strongly correlated with \( \chi \). The correlation (in absolute value) is typically \( \approx 0.99 \) and never less than 0.95. Therefore, large variations in \( \chi \) as those shown in Table III can correlate with a small change in the total mass or in the mass ratio.

This issue can be fixed by imposing a prior on the secondary spin, in such a way that also its errors cannot become too large. As shown in Table III, imposing a Gaussian prior on \( \chi \) with standard deviation \( \sigma_\chi = 1 \) reduces the errors on this parameters, but the confidence interval is as large as the prior range, again confirming that this parameter is not measurable. (In other words, the measurement errors are dominated by the priors.) Nonetheless, adding a prior on \( \chi \) restores the accuracy in the measurements of the other intrinsic parameters, which become very similar to the case in which \( \chi \) is ne-
The correlations between \( \chi \) prior on \( g \) neglected in the waveform (compare Table III with prior to Table I). We also find that, including a prior on \( \chi \), the correlations between \( \chi \) and the other parameters are much smaller.

From Table III we also observe that the role of \( \ell > 2 \) multipoles is not affected by the secondary spin: also in this case the inclusion of the \( \ell = 3 \) multipole improves the errors on the distance and on the orbital angular momentum solid angle by one and two orders of magnitude, respectively.

Finally, we are now in a position to present the complete analysis by including both the spin of the primary and of the secondary. A summary of our results are presented in Table IV for the cases with \( \hat{a} = 0.9 \) and \( \hat{a} = 0.99 \), and considering both \( \mu = 10M_\odot \) and \( \mu = 100M_\odot \). In this analysis we only include the quadrupole (\( \ell = 2 \)) since anyway the higher multipoles do not affect the errors on the intrinsic parameters.

Also in this general case we observe the same features of the previous analyses. In particular, the secondary spin is not measurable but its inclusion can significantly deteriorate the accuracy in the measurements of the masses, unless a prior on \( \chi \) is enforced. Even in an extreme case (\( \hat{a} = 0.99, \mu = 100M_\odot \)) the relative error on \( \chi \) is larger than 100\% for SNR < 2433. Also in this general case, we find that including the secondary spin with a prior yields the same errors as in the case in which \( \chi \) is neglected in the waveform parameters.

### V. CONCLUSION

EMRIs are unique GW sources that can be potentially used to tests fundamental physics and astrophysics to unprecedented levels. However, this huge potential comes with its own burden: data analysis and parameter estimation of EMRIs are challenging and, in many respects, still an open issue.

In this work we have focused on circular equatorial motion around a Kerr BH and computed the waveform numerically to leading order in an adiabatic expansion, taking into account the motion of the LISA constellation, higher harmonics, and also including the leading correction from the spin of the secondary in the post-adiabatic approximation. We have then performed a brute-force Fisher-matrix analysis without resorting to approximated or kludge waveforms. Clearly our approach is very time-consuming and inefficient for practical purposes, but can be used to quantify the accuracy of approximated waveforms that are instead much more efficient for EMRI parameter estimation. Our analysis confirmed that using approximated (and dramatically more efficient) waveforms \( \{2, 23, 30\} \) does not significantly affect the measurement errors on the binary’s parameters, including the subleading spin of the secondary.

The measurability of the secondary spin is particularly interesting for various applications, including model-agnostic tests of the Kerr hypothesis \( \{23, 24\} \). We have therefore performed a detailed analysis on this aspect. We confirm the results of Refs. \( \{23, 30\} \) which, using approximated waveforms, found that the secondary spin is not measurable, although it produces a nonnegligible dephasing \( \{24, 25\} \). This is due to correlations that exist between the secondary spin and the other intrinsic parameters. Because of these correlations, even if the secondary spin is not measurable, its inclusion in the waveform model can deteriorate the accuracy on the measurements of other parameters by orders of magnitude, unless a physically-motivated prior on the secondary spin is imposed. In the latter case, we find that the Fisher-matrix errors are identical to those obtained neglecting the secondary spin in the waveform parameters. This further suggests that, for EMRIs, the secondary spin is negligible for parameter estimation.

Finally, we found that including higher harmonics in the GW signal improves the errors on the luminosity distance by an order of magnitude and those on the binary orbital angular-momentum angles by two orders of magnitude, relative to the quadrupole-only case. This is particularly relevant to identify the environment where EMRIs form \( \{23, 60\} \), for possible applications of multimessenger astronomy with EMRIs \( \{61\} \) and for prospects to use EMRIs as standard sirens \( \{62\} \).

Our brute force analysis should be intended as a proof-of-concept aimed at assessing the accuracy of more efficient (but approximated) methods which, after a positive benchmark, can be used more confidently in parameter estimation. At the same time our analysis can and should be extended in various directions, to provide a necessary benchmark for more complete waveforms, for ex-

| \( \ell \) | prior | \( \ln M \) | \( \ln \mu \) | \( \chi \) | \( \hat{r}_0 \) | \( \phi_0 \) | \( \ln D \) | \( \Delta \Omega_S \) | \( \Delta \Omega_K \) |
|---|---|---|---|---|---|---|---|---|---|
| 2 | no | -2.95 | -3.66 | 2.51 | -4.18 | 0.55 | -0.27 | \( 4.4 \times 10^{-3} \) | 1.6 |
| yes | -4.62 | -4.19 | -0.13 | -4.96 | 0.55 | -0.27 | \( 3.1 \times 10^{-3} \) | 1.5 |
| 2+3 | no | -2.97 | -3.67 | 2.50 | -4.19 | -0.64 | -1.46 | \( 3.8 \times 10^{-3} \) | 8.6 \( \times 10^{-3} \) |
| yes | -4.63 | -4.22 | -0.082 | -4.97 | -0.66 | -1.46 | \( 2.4 \times 10^{-3} \) | 7.9 \( \times 10^{-3} \) |
| 2+3+4 | no | -2.97 | -3.67 | 2.50 | -4.19 | -0.65 | -1.46 | \( 3.7 \times 10^{-3} \) | 7.9 \( \times 10^{-3} \) |
| yes | -4.63 | -4.22 | -0.076 | -4.97 | -0.67 | -1.46 | \( 2.4 \times 10^{-3} \) | 7.3 \( \times 10^{-3} \) |

TABLE III. Same as Table II but including a spinning secondary with \( \chi = 1 \) and also considering the case in which a Gaussian prior on \( \chi \) (with \( \sigma_\chi = 1 \)) is enforced.
| $\dot{a}_{\text{injected}}$ | $\mu/M_\odot$ | prior | $\ln M$ | $\ln \mu$ | $\dot{a}$ | $\chi$ | $\hat{r}_0$ | $\phi_0$ |
|----------------|-------------|-------|--------|--------|-------|------|--------|--------|
| 0.9            | 10          | no    | -2.26  | -2.41  | -2.66 | 2.85 | -3.88  | 0.48   |
|                | 10          | yes   | -3.24  | -3.53  | -4.14 | 0.48 | -4.45  | 0.48   |
|                | 100         | no    | -2.20  | -2.39  | -2.78 | 1.66 | -4.14  | -0.015 |
|                | 100         | yes   | -3.30  | -3.52  | -4.32 | 0.064 | -4.93  | -0.024 |
| 0.99           | 10          | no    | -2.81  | -2.96  | -4.55 | 1.98 | -3.89  | 0.47   |
|                | 10          | yes   | -3.51  | -3.76  | -4.67 | 0.52 | -4.32  | 0.47   |
|                | 100         | no    | -2.14  | -2.33  | -3.39 | 1.21 | -3.75  | -0.12  |
|                | 100         | yes   | -3.01  | -3.22  | -4.03 | 0.11 | -4.50  | -0.12  |

TABLE IV. Fisher-matrix errors on the EMRI parameters including both binary components spin in the waveform and including a spinning secondary with $\chi = 1$. We include only the quadrupole ($\ell = 2$) in the signal and consider two choices of the mass ratios and two values of the primary spin, with and without imposing a Gaussian prior on $\chi$. In these configurations, the SNR for $\mu = 10M_\odot(100M_\odot)$ is SNR = 92.2 (SNR = 174) when $\dot{a} = 0.9$ and SNR = 100 (SNR = 195) when $\dot{a} = 0.99$. However, also in this table the results have been rescaled to have SNR = 30 (SNR = 150) when $\mu = 10M_\odot(100M_\odot)$, regardless of the primary spin.

ample the recent ones obtained by using order-reduction and deep-learning techniques for eccentric nonspinning orbits around Schwarzschild [34, 36]. Obvious extensions of our work are the inclusion of eccentricity and nonequatorial orbits, as well as spin misalignment. Finally, our waveform does not include all the next-to-leading order terms in an adiabatic expansion, in particular it lacks the leading-order conservative self-force corrections. Including all these additional effects is left for future work.
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Appendix A: Teukolsky equation in hyperboloidal-slicing coordinates

The coefficients $\dot{F}(\hat{r})$ and $\dot{U}(\hat{r})$ of Eq. (51) are given by

$$\dot{F}(\hat{r}; H) = \frac{2}{\hat{r}^2 + \hat{a}^2} \left( \hat{r}^2 - \hat{a}^2 - \hat{G}(\hat{r}; H) \right), \quad (A1)$$

$$\dot{G}(\hat{r}; H) = (\hat{r}^2 + \hat{a}^2)[s(\hat{r} - 1) - i((\hat{r}^2 + \hat{a}^2)\omega H + m\hat{a})] + \frac{\hat{a}^2}{\hat{r}} \Delta,$$  

$$\dot{U}(\hat{r}; H) = 2i\hat{a}\hat{\omega}[\hat{r}\Delta(1 - H) - (\hat{r}^2 - \hat{a}^2)(1 + H)] + \frac{\Delta}{\hat{r}^2}[2\hat{a}^2 - \hat{r}^2\lambda_{\ell m\hat{\omega}} - 2\hat{r}(s + 1)] + 2m\hat{a}\hat{\omega}(\hat{r}^2 + \hat{a}^2)(1 + H) - 2i\hat{a}\frac{\Delta}{\hat{r}}(m + \hat{a}\hat{\omega} H),$$  

where $H = -1 (+1)$ for the linearly independent solution $\psi^{in}(\psi^{up})$. This is the same convention adopted in the Teukolsky package of the Black Hole Perturbation Toolkit [48]. Notice that

$$\dot{U}(\hat{r} + ; -1) = 0, \quad (A4)$$

$$\frac{\dot{U}(\hat{r} \to \infty; -1)}{\Delta^2} \to \frac{\lambda_{\ell m\hat{\omega}} + 4am\hat{\omega} + 4i\hat{\omega}}{\hat{r}^2}, \quad (A5)$$

$$\frac{\dot{F}(\hat{r} \to \infty; -1)}{\Delta} \to 2i\hat{\omega}. \quad (A6)$$

It is easy to show that the ordinary differential equation (61) has three singularities on the real positive axis: two at the horizons $\hat{r} = \hat{r}_-$ and $\hat{r} = \hat{r}_+$, both of which are regular singularities, and one at $\hat{r} = \infty$ which is an irregular singularity of rank 1. Despite having different coefficients, the radial Teukolsky equation, the Sasaki-Nakamura equation, and Eq. (61) have the same singularities. Therefore, both the Sasaki-Nakamura transformation and transformation [48] preserve the singularity...
structure of the radial Teukolsky equation. We compute accurate boundary conditions at the outer horizon \( \dot{\hat{r}}_+ \) and at infinity through suitable series expansions, as done in Ref. \[23\]. The Fuchs theorem guarantees that the solutions of \[51\] around \( \dot{\hat{r}}_+ \) can be written as Frobenius series, with radius of convergence
\[
\dot{r}_+ - \dot{r}_- = 2 \sqrt{1 - \dot{a}^2} . \tag{A7}
\]
At infinity or when \( \dot{a} = 1 \) (for which \( \dot{r}_+ = \dot{r}_- \)), the boundary conditions can be computed accurately as asymptotic expansions.

1. Boundary conditions for the Teukolsky equation in hyperboloidal-slicing coordinates

   a. Boundary condition at the horizon

   To compute the boundary conditions at the outer horizon \( \dot{r}_+ \), it is convenient to rewrite Eq. \[51\] as
   \[
   (\dot{r} - \dot{r}_+)^2 \frac{d^2 \psi_{\text{in}}}{d\dot{r}^2} + (\dot{r} - \dot{r}_+) p_H(\dot{r}) \frac{d \psi_{\text{in}}}{d\dot{r}} + q_H(\dot{r}) \psi_{\text{in}} = 0 , \tag{A8}
   \]
   where
   \[
p_H(\dot{r}) = \frac{\tilde{F}(\dot{r}; -1)}{\dot{r} - \dot{r}_-} , \quad q_H(\dot{r}) = \frac{\tilde{U}(\dot{r}; -1)}{(\dot{r} - \dot{r}_-)^2} . \tag{A9}
   \]
   We seek for a Frobenius power series solution of the form
   \[
   \psi_{\text{in}} = (\dot{r} - \dot{r}_+)^d \sum_{n=0}^{\infty} a_n (\dot{r} - \dot{r}_+)^n , \tag{A10}
   \]
   where the index \( d \) is a solution of the indicial equation
   \[
   I(d) = d(d - 1) + p_H(\dot{r}_+) d + q_H(\dot{r}_+) = 0 . \tag{A11}
   \]
   For Eq. \[A11\], the latter is given by
   \[
   I(d) = d(d - c_H) = 0 , \quad c_H = \frac{4i\dot{r}_+}{\dot{r}_+ - \dot{r}_-} \kappa + s , \tag{A12}
   \]
   and \( \kappa = \dot{\omega} - m \dot{a}/(2\dot{r}_+) \). Near the outer horizon \( \dot{r}_+ \), the radial solution \( R_{\text{in}}^{\ell m \omega} \) has the following asymptotic behavior
   \[
   R_{\text{in}}^{\ell m \omega} \sim \Delta^{-s} e^{-i\dot{r}^*} \quad \dot{r} \to \dot{r}_+ , \tag{A13}
   \]
   Thus, only \( d = 0 \) is a physical solution of the indicial equation. Moreover, we notice that the ansatz \[18\] for the \( R_{\text{in}}^{\ell m \omega} \) solution can be rewritten as
   \[
   R_{\text{in}}^{\ell m \omega}(\dot{r}) = \dot{r}_+^{-1} \Delta^{-s} e^{-i\dot{r}^*} e^{-i\delta_H(\dot{r})} \psi_{\text{in}}(\dot{r}) , \tag{A14}
   \]
   \[
   \delta_H(\dot{r}) = a_m \left( \frac{\dot{r}_+}{2} + \ln \left( \frac{\dot{r}_+ - \dot{r}_-}{2} \right) \right) . \tag{A15}
   \]
   Therefore, to ensure the correct physical behavior of \( R_{\text{in}}^{\ell m \omega}(\dot{r}) \) at the outer horizon, we fix \( d = 0 \) and write the Frobenius series \[A10\] as
   \[
   \psi_{\text{in}} = R_{\text{in}}^{\ell m \omega}(\dot{r}_+) \sum_{n=0}^{\infty} a_n (\dot{r} - \dot{r}_+)^n . \tag{A16}
   \]
   The recursion relation for the coefficients \( a_n \) is (setting \( a_0 = 1 \))
   \[
a_n = -\frac{1}{I(n)} \sum_{k=0}^{n-1} \left( k p_H^{(n-k)}(\dot{r}_+) + q_H^{(n-k)}(\dot{r}_+) \right) a_k , \tag{A17}
   \]
   where \( p_H^{(k)}(\dot{r}_+) \) and \( q_H^{(k)}(\dot{r}_+) \) are the \( k \)-th derivatives of the coefficients \( p_H(\dot{r}) \) and \( q_H(\dot{r}) \) with respect to \( \dot{r} \), and calculated at \( \dot{r}_+ \). Their general expression is given by
   \[
   p_H^{(n)}(\dot{r}_+) = \begin{cases} 1 - c_H & n = 0 , \\ \left( \rho_H^2 \dot{r}_+ \right)^{-1} [-2 \dot{r}_+^2 + \dot{a}^2 (3 + 2s + 4i\dot{r}_+ \dot{\omega}) + \dot{r}_+ (-2i\dot{a}m + 2i\dot{a}^2 \dot{\omega} - (\dot{r}_+ + 2s + 2i\dot{r}_+^2 \dot{\omega}))] & n = 1 , \\ 2(-\dot{r}_+)^{-n} - \rho_H^{-n} + \rho_H^{-n-1} [2s \dot{r}_+ + 2i\dot{a}^2 \dot{\omega} + 2i(-\dot{a}m + is + \dot{a}^2 \dot{\omega})] & n > 1 , \end{cases} \tag{A18}
   \]
   \[
   q_H^{(n)}(\dot{r}_+) = \begin{cases} 0 & n = 0 , \\ (\rho_H \dot{r}_+)^{-1} [2i\dot{a}m + 2(s-1) - 2i\dot{a}^2 \dot{\omega} + \dot{r}_+ (2 + \lambda_{\text{in}} - 4i\dot{r}_- \dot{\omega})] & n = 1 , \\ 2(n-1)(-\dot{r}_+)^{-n} - \rho_H^{n-1} \left[ 2s \dot{r}_+ + 2i\dot{a}^2 \dot{\omega} + \frac{\dot{r}_+}{\dot{r}_+} (s-1 + i\dot{a}(m-\dot{a} \dot{\omega})) \right] F_1(1, 1 - n; 2; \frac{\dot{r}_-}{\dot{r}_+}) & n > 1 , \end{cases} \tag{A19}
   \]
   where \( \rho_H \equiv (\dot{r}_- - \dot{r}_+) \) and \( _2F_1(1, 1 - n; 2; \dot{r}_-/\dot{r}_+) \) is the hypergeometric function \( _2F_1(a, b; c; z) \).

b. Boundary condition at infinity

General expressions for series solutions around irregular singularities are also available in the literature \[63\].


However, unlike the regular case, these solutions are not convergent, and have to be considered as asymptotic expansions. To calculate the boundary conditions at infinity, we rewrite Eq. (51) as

$$\frac{d^2 \psi^{up}}{d\hat{r}^2} + p_\infty(\hat{r}) \frac{d\psi^{up}}{d\hat{r}} + q_\infty(\hat{r}) \psi^{up} = 0,$$  \hspace{1cm} (A20)

where

$$p_\infty(\hat{r}) = \frac{\bar{F}(\hat{r}; 1)}{\Delta}, \hspace{1cm} q_\infty(\hat{r}) = \frac{\bar{U}(\hat{r}; 1)}{\Delta^2}. \hspace{1cm} (A21)$$

The functions $p_\infty(\hat{r})$ and $q_\infty(\hat{r})$ are analytic on the positive real axis, so the series

$$p_\infty(\hat{r}) = \sum_{n=0}^{\infty} \frac{1}{n!} \frac{p^{(n)}_\infty}{\hat{r}^n}, \hspace{1cm} q_\infty(\hat{r}) = \sum_{n=0}^{\infty} \frac{1}{n!} \frac{q^{(n)}_\infty}{\hat{r}^n},$$

converge, with $p^{(n)}_\infty$ and $q^{(n)}_\infty$ being the $n$-th derivatives of the coefficients $p_\infty$ and $q_\infty$ with respect to $\hat{r}$. In the case of irregular singularities of rank 1, the formal solution is given by

$$\psi^{up} = e^{\gamma \hat{r}} \frac{\sum_{n=0}^{\infty} b_n }{\hat{r}^n}, \hspace{1cm} (A22)$$

provided that at least one of $p^{(0)}_\infty$, $q^{(0)}_\infty$ or $q^{(1)}_\infty$ is nonzero. The exponent $\gamma$ is one of the solutions of the characteristic equation

$$\gamma^2 + p^{(0)}_\infty \gamma + q^{(0)}_\infty = 0, \hspace{1cm} (A23)$$

while

$$\xi = -\frac{p^{(1)}_\infty \gamma + q^{(1)}_\infty}{p^{(0)}_\infty + 2\gamma}. \hspace{1cm} (A24)$$

For Eq. (21) we have:

$$q^{(0)}_\infty = 0 = q^{(1)}_\infty, \hspace{1cm} p^{(0)}_\infty = 2i\hat{\omega}, \hspace{1cm} p^{(1)}_\infty = 4i\hat{\omega} - 2s, \hspace{1cm} (A25)$$

$$\gamma(\gamma + 2i\hat{\omega}) = 0, \hspace{1cm} \xi = -\frac{\gamma(2i\hat{\omega} - s)}{\gamma + i\hat{\omega}}. \hspace{1cm} (A26)$$

When $\hat{r} \to \infty$, the radial solution $R_{\ell m \omega}^{up}$ has the following asymptotic behavior

$$R_{\ell m \omega}^{up} \sim r^{-(2s+1)} e^{i\hat{\omega}\hat{r}^+}, \hspace{1cm} \hat{r} \to \infty. \hspace{1cm} (A27)$$

Thus, only $\gamma = 0$ is a physical solution of the characteristic equation, and we can write

$$\psi^{up} = \sum_{n=0}^{\infty} \frac{b_n}{\hat{r}^n}. \hspace{1cm} (A28)$$

The general recursion relation for the coefficients $b_n$ is (we set again $b_0 = 1$):

$$(p^{(0)}_\infty + 2\gamma)n b_n = (n - \xi)(n - 1 - \xi)b_{n-1} + \sum_{k=1}^{n} \left[ \gamma p^{(k+1)}_\infty + q^{(k+1)}_\infty - (n-k-\xi)p^{(k)}_\infty \right] b_{n-k}. \hspace{1cm} (A29)$$

In our case, we can write

$$b_n = \frac{n - 1}{2i\hat{\omega}} b_{n-1} + \frac{1}{2i\omega n} \sum_{k=1}^{n} \left[ q^{(k+1)}_\infty - (n-k)p^{(k)}_\infty \right] b_{n-k}, \hspace{1cm} (A30)$$

where

$$p^{(n)}_\infty = \begin{cases} 2i\hat{\omega} & n = 0, \\ 4i\hat{\omega} - 2s & n = 1, \\ (\hat{r}^{n-1} - \hat{r}_+^{n-1} + P_- - P_+) & n > 1, \end{cases} \hspace{1cm} (A31)$$

and

$$q^{(n)}_\infty = \begin{cases} 0 & n = 0, \\ \frac{2}{\rho_H^2} Q_1 + \frac{4i\hat{\omega}}{\rho_H^2} Q_2 & n = 2, \\ \frac{2}{\rho_H} Q_1 + \frac{4i\hat{\omega}}{\rho_H^2} Q_2 & n > 2, \end{cases} \hspace{1cm} (A32)$$

with

$$Q_1 = \hat{r}_-^{n-2} \hat{r}_+ - \hat{r}_- \hat{r}_+^{n-2} - \frac{1}{2}(\hat{r}_-^{n-1} - \hat{r}_+^{n-1})\lambda_{\ell m \omega} - \frac{i}{2}(\hat{r}_- + \hat{r}_+) \hat{\omega} \hat{\omega}_+ + \frac{i}{2}\hat{\omega}_+ \hat{\omega}_- \hat{r}_- \hat{r}_+^{n-2} - \frac{1}{2}(\hat{r}_-^{n-1} - \hat{r}_+^{n-1})\lambda_{\ell m \omega} + (i\hat{r}_- + s - i\hat{\omega}_+ + \lambda_{\ell m \omega}) \hat{r}_- \hat{r}_+^{n-2} \frac{(2 + n\rho_H)}{(2 + n\rho_H)} + \frac{\hat{\omega}^2 m [\rho_H (1 - n) (\hat{r}_-^{n-2} + \hat{r}_+^{n-2}) + 2(\hat{r}_-^{n-1} - \hat{r}_+^{n-1})]}{2\rho_H^2 \hat{\omega}_+ \hat{\omega}_- \hat{r}_- \hat{r}_+^{n-2}}. \hspace{1cm} (A35)$$

**Appendix B: Linearization in the secondary spin**

1. **Linearization of the angular Teukolsky equation**

For the study of the eigenvalues and eigenfunctions of Eq. (30), it is convenient to perform a change of variable defining $x = \cos \theta$, obtaining

$$\mathcal{H}|S\rangle = -\lambda_{\ell m \omega}|S\rangle, \hspace{1cm} |S\rangle \equiv S_{\ell m}^{\hat{\omega}}, \hspace{1cm} \mathcal{H} = \mathcal{K} + \mathcal{V}, \hspace{1cm} (B1)$$

with

$$\mathcal{K} \equiv \frac{d}{dx} \left( (1 - x^2) \frac{d}{dx} \right), \hspace{1cm} (B2)$$

$$\mathcal{V} \equiv cx(cx - 2s) - c^2 + s + 2mc - \frac{(m + sx)^2}{1 - x^2}, \hspace{1cm} (B3)$$

where the dependence on the spin perturbation $s$ is understood to reduce clutter in the notation. We consider here only the case in which $c \in \mathbb{R}$. Physical solutions of Eq. (33) must be regular in the interval $[-1, 1]$, which entails that $\ell$ and $m$ must be integers with $|m| \leq \ell$. The solutions to Eq. (33) can be written as a series expansion around the singular points $x = \pm 1$:

$$S_{\ell m}^{\hat{\omega}}(x) \equiv \frac{e^{cx}}{\sqrt{N}} (1 + x)^{k_r} (1 - x)^{k_l} \sum_{n=0}^{\infty} d_n(1 + x)^n, \hspace{1cm} (B4)$$

where
where \( k_\pm = |m \pm 2|/2 \) and the coefficients \( d_n \) are given by the three-term recursion relations

\[
\begin{align*}
\alpha_0 d_1 + \beta_0 d_0 &= 0, \\
\alpha_n d_{n+1} + \beta_n d_n + \gamma_n d_{n-1} &= 0 \quad n = 1, 2, \ldots
\end{align*}
\]

with

\[
\begin{align*}
\alpha_n &= -2(n + 1)(n + 2k_- + 1), \\
\beta_n &= n(n + 1) + 2n(k_s + 1 - 2c) - 2c(2k_- + s + 1) + k_s(k_s + 1) - s(s + 1) - \lambda_{\ell m \sigma}, \\
\gamma_n &= 2c(n + k_s + s),
\end{align*}
\]

and \( k_s = k_+ + k_- \). The normalization constant \( \mathcal{N} \) can be written analytically as

\[
\mathcal{N} \equiv \int_{-1}^{1} (S_{\ell m}(x))^2 dx = (2\pi)^{2+2k_s} e^{-2c} \Gamma(1 + 2k_+) \mathcal{R},
\]

where

\[
\mathcal{R} \equiv \sum_{n=0}^{\infty} \frac{\Gamma(1 + 2k_+ + n)}{\Gamma(2 + 2k_+ + n)} 2^n F(n; n; c) \sum_{i=0}^{n} d_i d_{n-i},
\]

\[
F(n; n; c) \equiv F_1(1 + 2k_- + n, 2 + 2k_s + n; 4c),
\]

while \( \Gamma(z) \) is the Euler gamma function and \( F_1(a; b; z) \) is the Kummer confluent hypergeometric function. To ensure the convergence of the series \( \mathcal{R} \) at \( x = \pm 1 \), the eigenvalue \( \lambda_{\ell m \sigma} \) must satisfy the implicit continued fraction

\[
0 = \beta_0 - \frac{\alpha_0 \gamma_1 \alpha_1 \gamma_2 \alpha_2 \gamma_3}{\beta_1 - \beta_2 - \beta_3 - \ldots}
\]

With the requirement of regularity at the boundaries \([-1, 1] \), Eq. (B9) defines a Sturm-Liouville eigenvalue problem. In particular, the eigenvalue problem is singular because the coefficient \((1 - x^2)\) vanishes at the boundaries. Nevertheless, it can be shown that Eq. (B3) still satisfies many of the properties of a regular Sturm-Liouville problem, namely (see [68] and references therein):

- the operator \( \mathcal{H} \) is Hermitian, i.e. \( \langle v | \mathcal{H} | w \rangle = \langle w | \mathcal{H} | v \rangle \) for any vector \( v, w \);
- given a set \( s, m, c \), the functions \( S_{\ell m}^\sigma(\theta) \) form a (strong) complete, orthogonal set on \([-1, 1]\), labeled by the additional integer \( \ell \) (see [69]);
- each eigenvalue \( \lambda_{\ell m \sigma} \) has (up to a constant) a unique eigenfunction for any set \( s, m, c \).

Thus, we can conveniently treat the secondary spin \( \sigma \) as a small perturbation of an Hermitian operator and compute the linear corrections in \( \sigma \) to \( \lambda_{\ell m \sigma} \) using the same techniques of nondegenerate perturbations of a quantum mechanical system [70]. To linear order in \( \sigma \), we obtain

\[
\begin{align*}
\mathcal{H}_0[S^0] &= -\lambda_{\ell m}^0 |S^0\rangle, \\
\mathcal{H}_0[S^1] + \mathcal{V}_1[S^0] &= -\lambda_{\ell m}^0 |S^1\rangle - \lambda_{\ell m}^1 |S^0\rangle, \\
\mathcal{H}_0 &= \mathcal{K} + \mathcal{V}_0, \\
\mathcal{V}_1 &= 2c^0 c^0 x^2 - sx + m - c^0,
\end{align*}
\]

where \( \mathcal{V}_0 \) is simply given by \( \mathcal{H} \) with \( c \leftrightarrow c^0 \), \( S_{\ell m}^0 \equiv |S^0\rangle, S_{\ell m}^1 \equiv |S^1\rangle \)

and

\[
\lambda_{\ell m}^1 = \langle S^0 | \mathcal{V}_1 | S^0 \rangle \equiv \int_{-1}^{1} S_{\ell m}^1 S_{\ell m}^0 dx = -\frac{c^1}{2\mathcal{R}} \sum_{n=0}^{\infty} \Xi(n) \left[ \mathcal{Y}(n) F(n, n + 1; c^0) - \Pi(n) F(n, n; c^0) \right] \sum_{i=0}^{n} d_i d_{n-i},
\]

with

\[
\begin{align*}
\Xi(n) &\equiv 2^{n+1} \frac{\Gamma(1 + 2k_+ + n)}{\Gamma(3 + 2k_+ + n)}, \\
\mathcal{Y}(n) &\equiv (1 + 2k_+)(2 + 2k_s + n + 2s), \\
\Pi(n) &\equiv (2 + 2k_s + n)(1 + 2k_s + m + s).
\end{align*}
\]

The term \( \mathcal{R}_0 \) is given by \( \mathcal{R} \) with \( c \leftrightarrow c^0 \). We computed the 0th order eigenvalue \( \lambda_{\ell m}^0 \), the corresponding eigenfunctions \( S_{\ell m}^0 \), and the coefficients \( d_n^0 \) using the routines of the SpinWeightedSpheroidalHarmonics Mathematica package of [72]. Once the correction to the eigenvalue \( \lambda_{\ell m}^1 \) is known, we can evaluate the correction to the eigenfunction \( S_{\ell m}^1 \) by expanding in \( \sigma \) the Leaver series [B4], obtaining

\[
S_{\ell m}^1 = e^{c^0 x} \sqrt{\mathcal{R}^0} (1 + x)^{k_-} (1 - x)^{k_+} \sum_{n=0}^{\infty} \left[ d_n^1 (1 + x)^n + d_n^0 (1 + x)^n \right],
\]

where the three-term recursion relation for the correction \( d_n^1 \) is given by, for \( n = 1, 2, \ldots \)

\[
\begin{align*}
d_0^1 &= 0, \\
\alpha_0 d_1^1 + \beta_0^0 d_0^0 + \gamma_0^0 d_{-1}^0 &= 0, \\
\alpha_n d_{n+1}^1 + \beta_n d_n^1 + \gamma_n d_{n-1}^1 &= 0.
\end{align*}
\]
with
\[ \beta_1^n = -2c^1(1 + 2k_+ + m + 2n + s) - \lambda_1^m, \]
\[ \gamma_1^n = 2c^1(k_+ + s + n), \]
and
\[ \eta_1^n = \sum_{n=0}^{\infty} \frac{2^{n+1}F(1+2k_+ + n)}{I(2+2k_+ + n)} \left[ F(n, n; c^0) \sum_{i=0}^{n} d^0_i i_{n-i} \right] + 2 \frac{1 + 2k_- + n}{2 + 2k_+ + n} \left[ F(n+1, n+1; c^0) \sum_{i=0}^{n} d^0_i i_{n-i} \right]. \]

2. Linearization of the radial Teukolsky equation

The linear corrections in \( \sigma, R_{\ell m}^{in,1} \) and \( R_{\ell m}^{up,1} \), were obtained by expanding the ansatz \( A \) as follows. Let us first define
\[ \bar{N}_+^0 = \bar{r}^{-1} \Delta^{-1} e^{\pm i \varphi_0 r^*} e^{im \hat{\varphi}}, \]
\[ D_+^0 = -\frac{N_+^0}{\Delta} \left( \frac{\Delta}{r} + 2s(\bar{r} - 1) \pm i(\bar{r}^2 + \hat{a}^2)\varphi_0 + i\hat{m} \right), \]
\[ D_+^0 = \mp i \omega^1 \left( \frac{\bar{r}^2 + \hat{a}^2}{\Delta} N_+^0 + \bar{r}^* D_+^0 \right), \]
It is possible then to write
\[ R_{\ell m}^{in,0} = N_+^0 \psi_0^{in,0}, \]
\[ R_{\ell m}^{in,1} = N_+^0 (\psi_0^{in,1} \mp i \omega^1 \bar{r}^* \psi_0^{in,0}), \]
\[ \frac{dR_{\ell m}^{in,0}}{d\bar{r}} = \psi_0^{in,0} D_+^0 + N_+^0 \frac{d\psi_0^{in,0}}{d\bar{r}}, \]
\[ \frac{dR_{\ell m}^{in,1}}{d\bar{r}} = \psi_0^{in,1} D_+^0 + \psi_0^{in,0} D_+^1 + \]
\[ + N_+^0 \left( \frac{d\psi_0^{in,0}}{d\bar{r}} \mp i \omega^1 \bar{r}^* \frac{d\psi_0^{in,0}}{d\bar{r}} \right), \]
where \( \alpha = \mp (\) up for the minus (plus) sign. Finally, we computed the linear corrections \( \psi_0^{in,0}, \psi_0^{in,1} \) and \( \psi_0^{up,0}, \psi_0^{up,1} \) as solutions of a system of ordinary differential equations obtained by expanding Eq. \( A \) and the related boundary conditions in \( \sigma \).

For the solutions \( \psi_{in,0}, \psi_{in,1} \), the system of differential equations is
\[ \frac{d^2 \psi_{in,0}}{d\bar{r}^2} + \frac{p_0^{in,0}}{\bar{r}-\bar{r}_+} \frac{d\psi_{in,0}}{d\bar{r}} + \frac{q_0^{in,0}}{\bar{r}-\bar{r}_-} \psi_{in,0} = 0, \]
\[ \frac{d^2 \psi_{in,1}}{d\bar{r}^2} + \frac{p_0^{in,1}}{\bar{r}^* - \bar{r}_+} \frac{d\psi_{in,1}}{d\bar{r}} + \frac{p_0^{in,0}}{\bar{r}^* - \bar{r}_-} \frac{d\psi_{in,0}}{d\bar{r}} + \]
\[ + \frac{q_0^{in,0}}{\bar{r}^2 - \bar{r}_+^2} \psi_{in,1} + \frac{q_0^{in,1}}{\bar{r}^2 - \bar{r}_-^2} \psi_{in,0} = 0. \]
and the boundary conditions for $\psi_{\text{up},1}$ are

$$
\psi_{\text{up},1}(\hat{r}) = \sum_{n=0}^{\infty} \frac{b_n^1}{\rho_H^n} \omega_n^{1},
$$

(B51)

The recursion relation for the coefficients $b_n^1$ is (setting $b_0^1 = 0$)

$$
b_n^1 = \frac{n}{2i\hat{\omega}_n} b_{n-1}^1 + \sum_{k=1}^{n} \left[ q_{\infty}^{(k+1),1} - (n-k) p_{\infty}^{(k),1} \right] \frac{b_k^1}{2i\hat{\omega}_n^k} + \frac{n}{2} \left[ q_{\infty}^{(k+1),1} - (n-k) p_{\infty}^{(k),1} \right] \frac{b_k^1}{2i\hat{\omega}_n^k} - \frac{\hat{\omega}_n^1}{\omega_n^1} \hat{b}_n^1, \quad n > 1
$$

where

$$
p_{\infty}^{(n),1} = \begin{cases} 2i\hat{\omega}_n & n = 0, \\ 4i\hat{\omega}_n & n = 1, \\ (4i(\hat{r}_n^1 - \hat{r}_n^0)\omega_n^1 \rho_H^{-1}) & n > 1, \end{cases}
$$

(B52)

$$
q_{\infty}^{(n),1} = \begin{cases} 0 & n = 0, 1, \\ -\lambda_{\ell m}^1 - 4(\hat{a}\hat{m} + i\hat{s})\omega_n^1 & n = 1, \\ \frac{4}{\rho_H} Q_1 + \frac{4}{\rho_H^2} Q_2 & n > 2, \end{cases}
$$

(B53)

with

$$
Q_1^1 = -\frac{1}{2}(\hat{r}_n^1 - \hat{r}_n^0)\lambda_{\ell m}^1.
$$

(B54)

The coefficients $q_n^0(\hat{r})$, $p_{\infty}^{(n),1}(\hat{r})$, $b_n^0$ and the boundary conditions for $\psi_{\text{up},0}$ are given in Appendix A1 with $\omega \leftrightarrow \omega_0$, $\lambda_{\ell m} \leftrightarrow \lambda_{\ell m}^0$.

3. Linearization of the source

In order to write the linearized amplitudes $Z_{\ell m}^{H,\infty}$ in the parameter $\sigma$, it is convenient first to recast Eq. (37) as function of only $R_{\ell m}^{\text{in,up}}$ and its first derivative. Taking advantage of the analyticity of the radial solutions in the positive real axis (except at the inner and outer horizons), second and higher order derivatives can be written solely in terms of $R_{\ell m}^{\text{in,up}}$ and its first derivative. Thus, we can write Eq. (37) as

$$
Z_{\ell m}^{H,\infty} = \frac{2\pi}{W_0} \left[ X(\hat{r}) R_{\ell m}^{\text{in,up}} + Y(\hat{r}) \frac{dR_{\ell m}^{\text{in,up}}}{d\hat{r}} \right],
$$

(B55)

where $V(\hat{r})$ is the Teukolsky potential of Eq. (32), while

$$
X(\hat{r}) \equiv A_0 + \frac{V(\hat{r})}{\Delta} C_2 - \frac{B_3}{\Delta} dV(\hat{r})/d\hat{r},
$$

(B56)

$$
Y(\hat{r}) \equiv -C_1 - \frac{2(\hat{r} - 1)}{\Delta} C_2 - \frac{B_3}{\Delta} (2 + V(\hat{r})),
$$

(B57)

$$
C_1 \equiv A_1 + B_1, \quad C_2 \equiv A_2 + B_2.
$$

(B58)

After expanding Eq. (B56) in the parameter $\sigma$, we can write the 0th order term as

$$
Z_{\ell m}^{H,0} = \frac{2\pi}{W_0^2} \left[ X^0(\hat{r}) R_{\ell m}^{\text{in,0}} + Y^0(\hat{r}) \frac{dR_{\ell m}^{\text{in,0}}}{d\hat{r}} \right],
$$

(B59)

where $\beta = H(\infty)$ when $\alpha = \text{in}(\text{up})$, while

$$
X^0(\hat{r}) \equiv A_0^0 + \frac{V(\hat{r})}{\Delta} C_0^0,
$$

(B60)

$$
Y^0(\hat{r}) \equiv -C_1^0 + \frac{2(\hat{r} - 1)}{\Delta} C_0^0,
$$

(B61)

$$
V(\hat{r}) = \frac{(K^0)^2 + 4i(\hat{r} - 1)K^0}{\Delta} + 8i\hat{\omega}_0^0 \hat{r} + \lambda^0_{\ell m},
$$

(B62)

$$
K^0 = (\hat{r}^2 + \hat{a}^2)\omega^0 - \hat{a} m,
$$

(B63)

$$
W_0^0 = \frac{1}{\Delta} \left( R_{\ell m}^{\text{in,0}} \frac{dR_{\ell m}^{\text{in,0}}}{d\hat{r}} - R_{\ell m}^{\text{in,0}} \frac{dR_{\ell m}^{\text{in,0}}}{d\hat{r}} \right).
$$

(B64)

Before writing the 0th order source terms $A_0^0, C_0^0, C_0^2$, we need to define the following auxiliary quantities:

$$
S^0 \equiv -\frac{1}{2} S_{\ell m}^{\text{in,0}} (\pi/2, \hat{e}_0^0),
$$

(B65)

$$
\tilde{S}^0 = \frac{dS^0}{d\hat{r}} - m S^0 + e^0 S^0,
$$

(B66)

$$
\tilde{S}^0 = \frac{1}{2} S^0 \lambda_{\ell m}^0 + \tilde{S}^0 \left( e^0 - m - \frac{i\hat{a}}{\hat{r}} \right),
$$

(B67)

and

$$
\mathcal{J}_z^0 = \tilde{J}_z^0 - \dot{\tilde{E}}^0 a^0,
$$

(B68)

$$
\mathcal{J}^0 = -\frac{1}{\hat{r}^{3/2}} \left[ i\hat{r}P^0_{\sigma} \tilde{S}^0 + S^0 \mathcal{J}_z^0 (\Delta + i\hat{r}^3 \omega^0 + i\hat{a}(e^0 - m)) \right],
$$

(B69)

$$
\mathcal{J}_0^0 = \frac{1}{16} (\mathcal{J}_0^0)^2 \Delta + \hat{a} \Delta \mathcal{J}_0^0.
$$

(B70)

The 0th order source terms can then be written as

$$
A_0^0 = -\frac{1}{2\hat{r}^{3/2} \Delta} \left[ 1 A_0^0 + 2 A_0^0 + (\mathcal{J}_0^0)^2 S^0 (3 A_0^0 + 4 A_0^0) \right],
$$

(B71)

$$
C_0^0 = \frac{\tilde{S}^0}{\hat{r}^{3/2}} \left[ i\hat{r}P^0_{\sigma} \tilde{S}^0 + S^0 \mathcal{J}_z^0 (\Delta + i\hat{r}^3 \omega^0 + i\hat{a}(e^0 - m)) \right],
$$

(B72)

$$
C_0^2 = \frac{S^0 (\mathcal{J}_0^0)^2 \Delta}{2 \hat{r}^{3/2}},
$$

(B73)

where

$$
1 A_0^0 = 2 \hat{r} (P^0_{\sigma})^2 S^0,
$$

(B74)

$$
2 A_0^0 = 2 P^0_{\sigma} S^0 \mathcal{J}_z^0 [(4i - m\hat{a})\hat{r} + (\hat{r}^2 + \hat{a}^2)(\hat{r} \omega^0 - 2i)],
$$

(B75)

$$
3 A_0^0 = 2i (3\hat{a}^2 \hat{r}^2 + \hat{r}^3) \omega^0 + (\hat{r}^2 + \hat{a}^2)^2 (\hat{r} \omega^0 - 2i) \omega^0,
$$

(B76)

$$
4 A_0^0 = m\hat{a}^2 \hat{r}^2 - 2m\hat{a}[\hat{a}^2 (\hat{r} \omega^0 - i) + \hat{r} (3i - 2i\hat{r} + \omega^0 \hat{r}^2)],
$$

(B77)
The 1th order correction \( Z_{\ell m}^{\beta,0} \) is given by

\[
Z_{\ell m}^{\beta,1} = \frac{2\pi}{W_0^f} \left( X^1(\hat{r}) R_{\ell m}^{a0} + Y^1(\hat{r}) \frac{dR_{\ell m}^{a0}}{d\hat{r}} \right) + \\
X^0(\hat{r}) R_{\ell m}^{a1} + Y^0(\hat{r}) \frac{dR_{\ell m}^{a1}}{d\hat{r}} - \frac{W_0^f}{W_0^f} Z_{\ell m}^{\beta,0},
\]

(B79)

where again \( \beta = H(\infty) \) when \( \alpha = \text{in(up)} \), while

\[
X^1(\hat{r}) \equiv A_0^1 + \frac{1}{\Delta} \left( V^1(\hat{r}) C_{20}^{0} + V^0(\hat{r}) C_{21}^{0} - \frac{dV^0(\hat{r})}{d\hat{r}} B_3^{0} \right),
\]

(B80)

\[
Y^1(\hat{r}) \equiv -C_1^1 + \frac{2(\hat{r} - 1)}{\Delta} C_2^{1} - \frac{2 + V^0(\hat{r})}{\Delta} B_3^{1},
\]

(B81)

\[
V^1(\hat{r}) = -\frac{2K^0 + 4i(\hat{r} - 1)}{\Delta} K^1 + 8i\hat{\omega}^1 \hat{r} + \lambda_{\ell m},
\]

(B82)

\[
K^1 = (\hat{r}^2 + \hat{\omega}^2)\hat{\omega}^1,
\]

(B83)

\[
W_0^f = \frac{1}{\Delta} \left( R_{\ell m}^{a0} \frac{dR_{\ell m}^{a0}}{d\hat{r}} + R_{\ell m}^{a1} \frac{dR_{\ell m}^{a1}}{d\hat{r}} \right) + \\
- \frac{1}{\Delta} \left( R_{\ell m}^{a0} \frac{dR_{\ell m}^{a0}}{d\hat{r}} + R_{\ell m}^{a1} \frac{dR_{\ell m}^{a1}}{d\hat{r}} \right).
\]

(B84)

The 1th order source terms \( A_0^1, C_1^1, C_2^1, A_3^1 \) are quite cumbersome, and they are provided in a supplemental Mathematica notebook [7].

Once the amplitudes \( Z_{\beta,0}^{H_{\ell m}} \) with \( \beta = (H, \infty) \) are known, it is possible to compute the corrections to the fluxes of Eqs. (54) and (55) as follows

\[
I_{\ell m}^0(\hat{r}, \hat{\omega}) = \frac{|Z_{\ell m}^{H,0,0}|^2}{2\pi(\hat{\omega})^2},
\]

(B85)

\[
I_{\ell m}^1(\hat{r}, \hat{\omega}, \hat{\omega}^1) = \frac{Z_{\ell m}^{H,0,0} \hat{\omega} Z_{\ell m}^{H,1}}{2(\hat{\omega}^0)^2} + \text{c.c.} - 2\hat{\omega}^1 \hat{\omega}^0 R_{\ell m}(\hat{r}, \hat{\omega}^0),
\]

(B86)

\[
H_{\ell m}^0(\hat{r}, \hat{\omega}) = \frac{\hat{\alpha}_{\ell m}^0}{2\pi} |Z_{\ell m}^{H,0,0}|^2,
\]

(B87)

\[
H_{\ell m}^1(\hat{r}, \hat{\omega}, \hat{\omega}^1) = \frac{\hat{\alpha}_{\ell m}^0}{2\pi} \left( Z_{\ell m}^{H,0,0} Z_{\ell m}^{H,1} + \text{c.c.} \right) + \frac{\hat{\alpha}_{\ell m}^1}{2\pi} |Z_{\ell m}^{H,0,0}|^2,
\]

(B88)

where c.c. stands for complex conjugation, and

\[
\hat{\alpha}_{\ell m}^0 = \frac{1}{D^0} \left[ 256(2\hat{r}^+) \hat{\kappa}_{\ell m}^0 (\hat{\kappa}_{\ell m}^0 + 2\epsilon^2)(\hat{\kappa}_{\ell m}^0 + 4\epsilon^2)^2 \hat{\omega}^0 \right],
\]

(B89)

\[
\hat{\alpha}_{\ell m}^1 = -\frac{D^1}{D^0} \hat{\alpha}_{\ell m}^0 + \frac{256(2\hat{r}^+)^5}{C_{\ell m}} \hat{\omega}^1 \left[ 64\epsilon^4 (\hat{\kappa}_{\ell m}^0 + \hat{\omega}^0) + 20(\hat{\kappa}_{\ell m}^0)^2 (\hat{\kappa}_{\ell m}^0 + 3\epsilon^2) + (\hat{\kappa}_{\ell m}^0)^4 (\hat{\kappa}_{\ell m}^0 + 5\omega) \right],
\]

(B90)

with \( \epsilon = \sqrt{1 - \hat{r}^2}/(4\hat{r}^+), \hat{\kappa}_{\ell m}^0 = \hat{\omega}_{\ell m}^0 - \hat{\alpha}_{\ell m}/(2\hat{r}^+) \) and

\[
D^0 = \left[ (\hat{\lambda}_{\ell m}^0 + 2)^2 + 4\epsilon^2(m - \epsilon^2) \right] \left[ (\hat{\lambda}_{\ell m}^0 + 2)^2 + 36\epsilon^2(m - \epsilon^2) \right] + (2\hat{\lambda}_{\ell m}^0 + 3)[96(\epsilon^0)^2 - 48m\epsilon^0] + 144(\hat{\omega}^0)^2(1 - \hat{\kappa}_{\ell m}^0),
\]

(B91)

\[
D^1 = 4\left( \lambda_{\ell m}^0 \right)^3 \lambda_{\ell m}^0 + \lambda_{\ell m}^0 \left( 3\lambda_{\ell m}^0 + 10(m - 2\epsilon^0) \right) + \\
+ 2\lambda_{\ell m}^0 \lambda^0 + 10\lambda_{\ell m}^0 (m - \epsilon^0) + 6\epsilon^0 \left( m + 2\epsilon^0 \right) + \\
+ 72\hat{\omega}^0 (1 + \hat{\omega}^2 m - 2\epsilon^0)(m - \epsilon^0) + \\
+ 12\epsilon^0 \lambda_{\ell m}^0 (m + \epsilon^0) .
\]

(B92)

### Appendix C: Assessment of the stability and convergence of the Fisher and covariance matrices

In this appendix we provide some details on our procedure to assess the stability and numerical convergence of the Fisher and covariant matrices.

This task is particularly delicate for EMRI waveforms, since the Fisher matrix is known to be ill-conditioned [58]. In the best configuration, the condition number is \( \kappa \approx 10^{12} \), while in worst scenario (typically occurring in the presence of a spinning secondary), the condition number was as large as \( \kappa \approx 10^{20} \). Moreover, all waveform derivatives were computed numerically, which is an ill-conditioned operation.

To ameliorate the ill-condition issues, we performed our computation with arbitrary-precision arithmetic, obtaining Fisher matrices with precision no less than 38-digit in all elements and for all configurations.

We validated our Fisher analysis by:

- testing the stability of the Fisher and covariance matrices under random perturbations;
- testing the convergence of the Fisher and covariance matrices under a change in the finite-difference parameter \( \epsilon \) that regulates the accuracy of the numerical derivatives.

We check the stability of the Fisher and covariance matrices by perturbing each element with a deviation matrix \( F^{ij} \). All elements of \( F^{ij} \) are drawn from a uniform distribution \( U \), which depends on the configuration under exam. Then, we compute

\[
\delta_{\text{stability}} \equiv \max_{ij} \left[ \frac{\left( (\Gamma + F)^{-1} - (\Gamma^{-1})^{ij} \right)}{(\Gamma^{-1})^{ij}} \right] \tag{C1}
\]

By performing a case-by-case careful analysis and boosting the numerical precision of our codes, we find that for the worst cases in all configurations:

- the Fisher matrices converges within 2 orders of magnitudes in the \( \epsilon \) parameters with relative deviations at the level of 0.03% (another worst case is a convergence within 3 orders of magnitude in \( \epsilon \) with deviations at 0.2%).
• the inverse matrix without priors converges in 2 order of magnitude in $\epsilon$ with deviations at 14%, while the diagonal elements converge with deviations at 0.1%;

• the inverse with priors converges in 2 order of magnitude in $\epsilon$ with deviations at 3.8%;

• the inverse without priors is stable with $\delta_{\text{stability}} = 7.5\%$ and perturbations $U[-10^{-7}, 10^{-7}]$;

• the inverse with priors is stable with $\delta_{\text{stability}} = 4.1\%$ and perturbations $U[-10^{-6}, 10^{-6}]$.

Moreover, we noticed that, in order to achieve a convergent inverse with an accuracy of order $O(1\%)$, it was necessary to compute a convergent Fisher matrices accurate at the level of $O(0.01\%)$.

Finally, it is worth noticing that, for some configurations in the presence of the secondary spin, we were unable to obtain a fully convergent covariance matrix: only the diagonal terms were convergent. Nonetheless, for all configurations presented in the main text the covariance matrix was found to be fully convergent.
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