CONTROLLED PATTERN FORMATION OF STOCHASTIC CUCKER–SMALE SYSTEMS WITH NETWORK STRUCTURES
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Abstract. We present a new stochastic particle system on networks which describes the flocking behavior and pattern formation. More precisely, we consider Cucker–Smale particles with decentralized formation control and multiplicative noises on symmetric and connected networks. Under suitable assumptions on the initial configurations and the network structure, we establish time-asymptotic stochastic flocking behavior and pattern formation of solutions for the proposed stochastic particle system. Our approach is based on the Lyapunov functional energy estimates, and it does not require any spectral information of the graph associated with the network structure.

1. Introduction

Over the past two decades, the mathematical modelling of collective behavior of autonomous self-organized multi-agents into robust patterns has been extensively studied in many different scientific disciplines such as physics, biology, control theory, and applied mathematics due to its biological and engineering applications. Among them, our interest is related to the Cucker–Smale model for studying flocking behavior, which is described by a system of second-order nonlinear ordinary differential equations. Let \( x_i^j \in \mathbb{R}^d \) and \( v_i^j \in \mathbb{R}^d \) be the position and velocity of the \( i \)-th agent at time \( t \geq 0 \), respectively. Then the Cucker–Smale model reads as

\[
\frac{dx_i^j}{dt} = v_i^j, \quad i = 1, \ldots, N, \quad t > 0, \\
\frac{dv_i^j}{dt} = K \sum_{j=1}^{N} \phi(|x_i^j - x_j^j|)(v_i^j - v_j^j).
\]

The right hand side of the equations for \( v_i^j \) describes the nonlocal interaction between agents in velocity. Here \( K > 0 \) is the coupling strength and \( \phi: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is a communication weight function which is usually assumed to be a non-increasing function so that closer agents have stronger influence than those further away, i.e. \( \phi \) satisfies \( 0 < \phi(r) \leq \psi(s) \) for all \( 0 \leq s \leq r \). For example, the weight function \( \psi(r) = (1 + r^2)^{\beta/2} \) was chosen in \[17\]. For the system (1.1), depending on the exponent \( \beta \), unconditional and conditional flocking estimates showing the velocity alignment behavior are discussed in \[7, 17, 23, 24\].

Various modifications and extensions to the classical Cucker–Smale model have been proposed and investigated. The singular communication weight, \( \psi(r) = r^{-\beta} \) with \( \beta > 0 \), is considered in \[11, 15, 26, 28\] to avoid the collision between agents. A rescaled weight function is introduced in \[27\] to take into account the relative distance between agents. The presence of time delays in information processing is also discussed in \[11, 13, 15, 18, 20, 25\]. The system (1.1) with additive or multiplicative noises in the velocity measurements are also dealt with in \[2, 3, 9, 10, 22, 24, 51\]. We refer to \[6, 10, 26\] and references therein for recent surveys on the Cucker–Smale models and its variants.

In a recent work \[12\] motivated from the context of 1D vehicle platoons, a decentralized controller inducing desired spatial configurations is introduced. More precisely, the following controller \( w_i^j \) is added to the equations for \( v_i^j \) in (1.1):

\[
\begin{align*}
w_i^1 &= -\phi(|x_i^1 - x_i^j|^2)(x_i^1 - x_i^2 - z_i^1), \\
w_i^j &= \phi(|x_i^{j-1} - x_i^j|^2)(x_i^{j-1} - x_i^j - z_i^{j-1}) - \phi(|x_i^j - x_i^{j+1} - z_i^j|^2)(x_i^j - x_i^{j+1} - z_i^j), \\
w_i^N &= \phi(|x_i^{N-1} - x_i^N - z_i^{N-1}|^2)(x_i^{N-1} - x_i^N - z_i^{N-1}),
\end{align*}
\]
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for \( i = 2, \ldots, N - 1 \). Here \( z^i \in \mathbb{R}^d \), \( i = 1, \ldots, n - 1 \) are preassigned values which determines the relative positioning of the agents based on the desired spatial configuration. \( \phi(r) \) is a communication weight function that is taken in [12] to be of the form
\[
\phi(r) = \frac{1}{(1 + r)\beta}, \quad \beta > 0.
\]
For that system, the time-asymptotic spatial pattern formation showing
\[
\lim_{t \to \infty} x^i_t = x^i_\infty \quad \text{satisfying} \quad x^i_\infty = x^{i-1}_\infty - z^{i-1}, \quad i = 2, \ldots, N
\]
is proved in [12] under certain assumptions on the initial data.

The main purpose of the current work is to present a new stochastic Cucker–Smale flocking model with formation control on networks, and to study the time-asymptotic stochastic flocking behavior and pattern formation. We consider a symmetric and connected network that can be realized with an undirected graphs \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) consisting of a finite set \( \mathcal{V} = \{1, \ldots, k\} \) of vertices and a set \( \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \) of arcs. \( \mathcal{N}^i : = \{ j \in \mathcal{V} : (i, j) \in \mathcal{E} \} \) denotes a generic neighbor set of vertex \( i \) and may depend on the interaction mechanisms involved.

Further, let \( (B_t)_{t \geq 0} \) represent the standard real-valued Brownian motion. Then our main stochastic model is given by
\[
\begin{aligned}
dx^i_t &= v^i_t \, dt, \quad i = 1, \ldots, N, \quad t > 0, \\
dv^i_t &= K \sum_{j \in \mathcal{N}_i^j} \psi(|v^i_t - v^j_t|)(v^i_t - v^j_t) \, dt + Mu^i_t \, dt + \sigma \sum_{j \in \mathcal{N}_i^j} (v^i_t - v^j_t) \, dB_t.
\end{aligned}
\tag{1.2}
\]
The first term on the right-hand side of the equations for \( v^i_t \) plays the same role as in the original Cucker–Smale model [11], but now \( i \)-th agent only interacts with its neighbors \( j \in \mathcal{N}_i^j \). The second term represents an external control signal \( u^i_t = (u^1_t, \ldots, u^N_t) \in \mathbb{R}^{dN} \) given by
\[
u^i_t = \sum_{j \in \mathcal{N}_i^j} \phi(|x^i_t - z^j - (x^i_t - z^j)|^2)(x^i_t - z^j - (x^i_t - z^j)), \quad i = 1, \ldots, N,
\]
where \( M > 0 \) is the strength of the control force and \( \phi : [0, \infty) \to [0, \infty) \) is a regular communication weight function. The vector \( z^i = (z^1, \ldots, z^N) \in \mathbb{R}^{dN} \) determines the desired spatial configuration. The third term is weighted multiplicative noise where \( \sigma > 0 \) is the strength of the noise. This term can be derived from the consideration that \( \psi \) contains Gaussian white noise, see [2, 21] for more details.

Throughout this paper, we will assume that the communication weight functions
(A) \( \psi, \phi \) are both bounded and Lipschitz continuous with \( \psi^{\text{min}} > 0 \).

In this model, the network structure for all the terms may differ, which is a generalization of known models. Here we assume that the graphs \( \mathcal{G}_\zeta = (\mathcal{V}_\zeta, \mathcal{E}_\zeta) \) with \( \zeta \in \{ \psi, \phi, B \} \) are symmetric and connected, i.e. the following assumptions hold:

(B1) \( (i, j) \in \mathcal{E}_\zeta \) if and only if \( (j, i) \in \mathcal{E}_\zeta \) for all \( 1 \leq i, j \leq N \),
(B2) for any \( i, j \in \mathcal{V}_\zeta \) with \( i \neq j \), there exists a shortest path from \( i \) to \( j \), say
\[
i = p_1 \to p_2 \to \cdots \to p_{d_{ij}} = j, \quad (p_k, p_{k+1}) \in \mathcal{E}_\zeta, \quad k = 1, 2, \ldots, d_{ij} - 1.
\]

For notational simplicity, we will use the following simplified notations throughout the paper:
\[
\begin{aligned}
x^{ij} &= x^j - x^i, \quad \bar{x}^{ij} := \bar{x}^j - \bar{x}^i, \quad \bar{x}^i := x^i - z^i \quad \text{for} \quad i, j = 1, \ldots, N, \\
\xi^{\text{max}} &= \sup_{r \geq 0} \xi(r), \quad \xi^{\text{min}} := \inf_{r \geq 0} \xi(r) \quad \text{for} \quad \xi \in \{ \psi, \phi \}.
\end{aligned}
\]

For any \( z = (z^1, \ldots, z^N) \in (\mathbb{R}^d)^N \), we set
\[
||z|| := \left( \sum_{i=1}^{N} |z^i|^2 \right)^{1/2}, \quad z^{\text{ave}} := \frac{1}{N} \sum_{i=1}^{N} z^i \in \mathbb{R}^d.
\]
We further set \( z^{\text{ave}} := (z^{\text{ave}}^1, \ldots, z^{\text{ave}}^N) \in (\mathbb{R}^d)^N \) to be the \( N \)-concatenation of the vector \( z^{\text{ave}} \).

\footnote{We exclude self-loops in the graph, i.e. \( (i, i) \notin \mathcal{E} \).}
Before stating our main results, we introduce a notion of stochastic flocking for the system (1.2).

**Definition 1.1.** The stochastic particle system (1.2) exhibits **time-asymptotic stochastic flocking** if and only if the pair \((x_t, v_t)\) satisfies the following two conditions:

(i) The difference of all pairwise velocities goes to zero in expectation:
\[
\lim_{t \to \infty} \max_{1 \leq i,j \leq N} \mathbb{E}|v_i^t - v_j^t|^2 = 0.
\]

(ii) The relative distances between stochastic particles are uniformly bounded in time in expectation:
\[
\sup_{0 \leq t < \infty} \max_{1 \leq i,j \leq N} \mathbb{E}|x_i^t - x_j^t|^2 < \infty.
\]

Our first main theorem provides a sufficient condition for the time-asymptotic stochastic flocking behavior of the system (1.2) in the sense of the above definition.

**Theorem 1.2.** Let \((x_t, v_t)\) be the global pathwise unique solution to the stochastic particle system (1.2) with the random initial data \((x_0, v_0)\) satisfying \(\mathbb{E}[\|x_0\|^2 + \|v_0\|^2] < \infty\). Suppose that

(i) the coupling strength \(K > 0\) satisfies
\[
K > \frac{\sigma^2 c_B}{\psi_{\min}} \left(1 + d(G\phi) |E^c|\right), \quad c_B := \max_{i \in V_B} |N^B_i|,
\]
where for any graph \(G = (V, E)\), \(d(G)\) is the diameter of the graph and \(E^c := V \times V \setminus E\), and

(ii) the initial data satisfy
\[
\int_0^\infty \phi(r) \, dr > \frac{2}{M} \mathbb{E}[v_0]^2 + \sum_{(i,j) \in E_\phi} \mathbb{E}\left[|x_{ij}^0|^2\right] \phi(r) \, dr.
\]

Then the time-asymptotic stochastic flocking occurs in the sense of Definition 1.1.

Condition (i) of Theorem 1.2 is fairly common in order to obtain stochastic flocking [2, 9, 16, 22, 31] of (1.2) without both control terms and varying network structures, while condition (ii) is a sufficient condition to obtain pattern formation (see also [12] for the deterministic case with a specific network structure). Therefore, Theorem 1.2 generalizes both these works to controlled pattern formation of stochastic systems with varying network structures.

Our second theorem is on the stochastic pattern formation of the system (1.2) under a strictly positive lower bound assumption on \(\phi\). For this purpose, we introduce the following energy functional
\[
\mathcal{H}(x, v) := \mathbb{E}[\|\bar{x} - x^{ave}\|^2 + \|\bar{v} - v^{ave}\|^2],
\]
where the first term quantifies the error between the position of particles and the desired spatial configuration for the stochastic system (1.2), while the second is used to deduce the emergence of stochastic flocking.

**Theorem 1.3.** Let \((x_t, v_t)\) be the global pathwise unique solution to the stochastic particle system (1.2) with the random initial data \((x_0, v_0)\) satisfying \(\mathbb{E}[\|x_0\|^2 + \|v_0\|^2] < \infty\). Suppose that the all assumptions in Theorem 1.2 hold. Moreover, we assume \(\phi_{\min} > 0\). Then there exist positive constants \(p, q > 0\), independent of \(t\), such that
\[
\mathcal{H}(x_t, v_t) \leq p \mathcal{H}(x_0, v_0) e^{-qt} \quad \text{for all } t \geq 0.
\]

We would like to point out that the pattern formation result in [12], where the deterministic case is considered, is obtained without any decay rate of convergence. On the other hand, Theorem 1.3 clearly indicates the exponential decay behavior of the \(\mathcal{H}\). We will see, however, that in some of our numerical experiments, this decay does not happen monotonically in time. For this reason, we will introduce an auxiliary energy functional that is equivalent to \(\mathcal{H}\) (see Lemma 3.1), which does decay monotonically in time. We note that the strategy used in the proof of Theorem 1.3 can be directly applied to the deterministic case, thus improving the pattern formation result in [12].

In the case when \(\mathbb{E} x^{ave}_0 = z^{ave}\), we obtain the almost sure convergence of \(x_t - v^{ave}_0 t\) to the deterministic limit \(z\). More precisely, we obtain the following result:
Corollary 1.4. If, in addition to the assumptions of Theorem 1.3, \(E x_0^{ave} = z^{ave} \) holds, then
\[
E\|x_t - v_{0}^{ave} t - z\|^2 \to 0
\]
exponentially fast as \(t \to \infty\). In particular, \(x_t - v_{0}^{ave} t \to z\) almost surely as \(t \to \infty\).

Proof. The proof follows by observing that (cf. (2.1))
\[
\bar{x}_t^{ave} = x_t^{ave} - z^{ave} = x_0^{ave} - z^{ave}.
\]
Thus if \(z^{ave} = 0\), then \(\bar{x}_t^{ave} = 0\) for almost every \(t \geq 0\), and we conclude with Theorem 1.3. Moreover, by Chebyshev’s inequality, we find
\[
P\{\{\omega : \|x_{tn} - v_{0}^{ave} t_n - z\| \geq \varepsilon\}\} \leq \frac{1}{\varepsilon^2} E\|x_{tn} - v_{0}^{ave} t_n - z\|^2 \leq \frac{P}{\varepsilon^2} H(x_0, v_0) e^{-q t_n}
\]
for any \(\varepsilon > 0\) and \(t_n \in \mathbb{R}_+\) with \(n \in \mathbb{N}\), and the right hand side of the above is integrable. Hence, by Borel-Cantelli lemma, we have the almost surely convergence of \(x_t - v_{0}^{ave}\) towards \(z\) as \(t \to \infty\).

Remark 1.5. (1) Note that assumption (ii) of Theorem 1.2 is a smallness assumption on the initial data whenever the left-hand side is finite. Clearly, if the weight function \(\phi\) is not integrable on \((0, \infty)\), e.g. \(\phi(r) = (1 + r)^{-\beta}\) with \(\beta \leq 1\), then (1.4) is satisfied for any initial data with \(E\|x_0\|^2 + \|v_0\|^2 < \infty\).

(2) As mentioned above, the multiplicative noise can be obtained from the velocity alignment force. This naturally induces the same graphs for the velocity alignment forces and the noises, i.e. \(G_\psi = G_B\). In this case, the condition on the coupling strength \(K\) (1.3) can be replaced with
\[
K \geq \frac{\sigma^2 CB}{q_{min}}.
\]

Organization of the paper. The rest of this paper is organized as follows. In Section 2, we present the existence and uniqueness of pathwise global solutions to the stochastic particle system (1.2). We also estimate the total energy for the system (1.2) which will be used for the stochastic flocking estimates. Section 3 is devoted to the details of proofs for Theorems 1.2 and 1.3. Finally, in Section 4, we show numerical simulations validating our theoretical results, and provide further insights into the stochastic flocking, pattern formation, and oscillatory behavior depending on the network structures.

2. Preliminaries

2.1. Existence and uniqueness of pathwise global solutions. Our first preliminary result pertains the well-posedness of our stochastic system (1.2). Its proof is rather standard, and makes use of the fact that the drifts and diffusion coefficients are locally Lipschitz continuous, and satisfy linear growth assumptions due to assumption (A) (cf. [19, Theorem 3.1]).

Proposition 2.1. For any given \(T > 0\) and random initial data \((x_0, v_0)\) with \(E[\|x_0\|^2 + \|v_0\|^2] < \infty\), the stochastic particle system (1.2) has a pathwise unique solution \((x_t, v_t)\) on the interval \([0, T]\) satisfying
\[
\sup_{t \in [0,T]} E[\|x_t\|^2 + \|v_t\|^2] < \infty.
\]

2.2. Energy estimates. In this part, we present the energy estimates for the system (1.2).

We begin by noticing that the average velocity \(v_t^{ave}\) remains constant in time, i.e. \(v_t^{ave} = v_0^{ave}\) for almost every \(t \geq 0\). This follows directly from the assumed symmetry of the networks (B1) and weight functions.

For the rest of this paper, we may assume, without loss of generality, that the particle velocity average is zero, i.e. \(v_t^{ave} = 0\) for every \(t \geq 0\). If necessary, we may consider new variables \((\bar{x}_t, \bar{v}_t) := (x_t - v_0^{ave} t, v_t - v_0^{ave})\) since the velocity average is conserved in time. In particular, this also implies
\[
x_t^{ave} := \frac{1}{N} \sum_{i=1}^{N} x_t = \frac{1}{N} \sum_{i=1}^{N} x_0 + \frac{1}{N} \sum_{i=1}^{N} \int_0^t v_s \, ds = \frac{1}{N} \sum_{i=1}^{N} x_0 =: x_0^{ave}
\]
almost surely and for every \(t \geq 0\).

We also recall from [13, Lemma A.1] the following lemma showing that the position variance can be controlled by the sum of the relative distance of the pair of connected nodes.
Lemma 2.2. Suppose that the graph \(G = (V, E)\) is connected and let \(x^i\) be the position of the \(i\)-th particle. Then for any \((x^1, \ldots, x^N)\), we have

\[
L_G \sum_{i,j=1}^N |x^i - x^j|^2 \leq \sum_{(i,j) \in E} |x^i - x^j|^2,
\]

where \(L_G > 0\) is given by

\[
L_G = \frac{1}{1 + d(G)|E^c|}.
\]

Here \(d(G)\) is the diameter of the graph, i.e., \(d(G) = \max_{(i,j) \in E} d_{ij}\), and \(E^c := V \times V \setminus E\).

We are now ready to present the total energy estimate. In contrast to the works \([2, 9, 16, 22, 31]\) on stochastic flocking, the presence of controls prevents us from easily obtaining an exponential decay estimate for the kinetic energy in expectation \(E||v_t||^2\) under the strictly positive lower bound assumption on \(\psi\). Nevertheless, we have a uniform-in-time estimate for the total energy in expectation together with the time-integrability of the kinetic energy, which plays a crucial role in establishing the stochastic flocking behavior.

Lemma 2.3. Let \((x_t, v_t)\) be the pathwise unique solution to the stochastic particle system \((1.2)\) with the initial data \((x_0, v_0)\). Furthermore, let the assumptions (i)–(ii) of Theorem 1.2 be satisfied with

\[
\lambda := \psi^{\min} L_G K - \sigma^2 c_B > 0.
\]

Then for almost every \(t \geq 0\),

\[
\mathbb{E} \left[ ||v_t||^2 + \frac{M}{2} \sum_{(i,j) \in E^O} \Phi(|\bar{x}_{ij}|^2) \right] + 2N \lambda \int_0^t \mathbb{E}||v_s||^2 \, ds \leq \mathbb{E} \left[ ||v_0||^2 + \frac{M}{2} \sum_{(i,j) \in E^O} \Phi(|\bar{x}_{ij}|^2) \right],
\]

where \(\Phi(r) := \int_0^r \phi(s) \, ds\). In particular, the map \(0, \infty) \ni t \mapsto \mathbb{E}||v_t||^2\) is Lipschitz, and the following identity holds for almost every \(t \geq 0\):

\[
dt \mathbb{E}||v_t||^2 = -K \sum_{(i,j) \in E^O} \left( \mathbb{E}\left[ |\psi(|x_{ij}|)|v_i^t - v_j^t|^2 \right] + \sigma^2 \sum_{i=1}^N \sum_{j \in \mathcal{N}_h} \left( v_i^t - v_i^j \right) \right)^2
\]

\[
- M \sum_{(i,j) \in E^O} \left( \mathbb{E}\left[ \phi(|x_{ij}|^2) \langle \bar{x}_{ij}^t - \bar{x}_{ij}^t, v_i^t - v_j^t \rangle \right] \right).
\]

Proof. An application of Itô’s formula yields the identity

\[
dt ||v_t||^2 = -K \sum_{(i,j) \in E^O} \psi(|x_{ij}|)|v_i^t - v_j^t|^2 \, dt + \sigma^2 \sum_{i=1}^N \sum_{j \in \mathcal{N}_h} \left( v_i^t - v_i^j \right) \, dt
\]

\[
- M \sum_{(i,j) \in E^O} \phi(|x_{ij}|^2) \langle \bar{x}_{ij}^t, v_i^t - v_j^t \rangle \, dt - \sigma \sum_{(i,j) \in E_B} ||v_i^t - v_j^t||^2 \, dB_t.
\]

To deduce estimate \((2.2)\), we observe that

\[
d|\bar{x}_{ij}^t|^2 = 2\langle \bar{x}_{ij}^t, d\bar{x}_{ij}^t \rangle = 2\langle \bar{x}_{ij}^t, v_i^j \rangle \, dt = 2\langle \bar{x}_{ij}^t - \bar{x}_{ij}^t, v_i^j - v_i^j \rangle \, dt,
\]

which allows us to rewrite the third term on the right-hand side of \((2.3)\) as

\[
M \sum_{(i,j) \in E^O} \phi(|x_{ij}|^2) \langle \bar{x}_{ij}^t - \bar{x}_{ij}^t, v_i^t - v_j^t \rangle \, dt = d \left( \frac{M}{2} \sum_{(i,j) \in E^O} \int_0^t \phi(r) \, dr \right).
\]

For the first term, we use the lower bound assumption on \(\psi\) to deduce

\[
- \sum_{(i,j) \in E^O} \psi(|x_{ij}|)|v_i^t - v_j^t|^2 \leq -\psi^{\min} \sum_{(i,j) \in E^O} |v_i^t - v_j^t|^2 \leq -\psi^{\min} L_G \sum_{i,j=1}^N |v_i^t - v_j^t|^2.
\]
where Lemma 2.2 was used in the second inequality. As for the second term, we simply estimate as follows:

\[ \sigma^2 \sum_{i=1}^{N} \sum_{j \in \mathbb{N}^2_i} |v_{ij}^v - v_{ij}^l|^2 \leq \sigma^2 \sum_{i=1}^{N} \sum_{j \in \mathbb{N}^2_i} |v_{ij}^v - v_{ij}^l|^2 \leq \sigma^2 \sigma B \sum_{i,j=1}^{N} |v_{ij}^v - v_{ij}^l|^2. \]

Combining the inequalities yields

\[ -K \sum_{(i,j) \in \mathcal{E}_\phi} \psi(|x_{ij}^v|)|v_{ij}^v - v_{ij}^l|^2 + \sigma^2 \sum_{i=1}^{N} \sum_{j \in \mathbb{N}^2_i} |v_{ij}^v - v_{ij}^l|^2 \leq -\lambda \sum_{i,j=1}^{N} |v_{ij}^v - v_{ij}^l|^2 \quad \text{almost surely,} \]

with \( \lambda = \psi^\min \mathbb{L}_G K - \sigma^2 \sigma_B \), which by assumption is positive.

Now let \( \tau_n := \inf \{ t : \| v_t \| \geq n \} \), \( n \in \mathbb{N} \), be a sequence of stopping times. Then equation (2.4) and the assumption \( \lambda > 0 \) provide the following estimate for each \( n \in \mathbb{N} \):

\[
\mathbb{E} \left[ \| v_{t \wedge \tau_n} \|^2 + \frac{M}{2} \sum_{(i,j) \in \mathcal{E}_\phi} \Phi(|x_{ij}^{t \wedge \tau_n}|)^2 \right] + 2N \lambda \mathbb{E} \left( \int_0^{1 \wedge \tau_n} \| v_s \|^2 \, ds \right) \leq \mathbb{E} \left[ \| v_0 \|^2 + \frac{M}{2} \sum_{(i,j) \in \mathcal{E}_\phi} \Phi(|x_{ij}^0|^2) \right],
\]

from which we obtain

\[
\mathbb{P}(\tau_n \leq t) \leq \frac{1}{n^2} \mathbb{E} \| v_{t \wedge \tau_n} \|^2 \leq \frac{1}{n^2} \mathbb{E} \left[ \| v_0 \|^2 + \frac{M}{2} \sum_{(i,j) \in \mathcal{E}_\phi} \Phi(|x_{ij}^0|^2) \right] \to 0 \quad \text{as } n \to \infty.
\]

Since \( (\tau_n)_{n \in \mathbb{N}} \) is a monotonically increasing sequence, the convergence above shows that \( \tau_n \to \infty \) almost surely as \( n \to \infty \). Therefore, using Fatou’s lemma, we may pass to the limit \( n \to \infty \) to obtain (2.2).

As for the second statement, we first write (2.4) as

\[
d \| v_t \|^2 = (f_t + g_t + h_t) \, dt + \text{local martingale}.
\]

For the first two terms, we easily estimate

\[
\mathbb{E} \| f_t \| \leq 2NK \psi^{\max} \mathbb{E} \| v_t \|^2, \quad \mathbb{E} \| g_t \| \leq 2\sigma^2 \sigma_B N \mathbb{E} \| v_t \|^2.
\]

This together with (2.2) yields the uniform-in-time bounds on \( \mathbb{E} \| f_t \| \) and \( \mathbb{E} \| g_t \| \).

As for the estimate of \( \mathbb{E} \| h_t \| \), we notice from (2.2) that

\[
\mathbb{E} \Phi(|x_{ij}^t|^2) \leq \frac{2}{M} \mathbb{E} \| v_0 \|^2 + \sum_{(i,j) \in \mathcal{E}_\phi} \mathbb{E} \Phi(|x_{ij}^0|^2) \quad \text{for all } (i,j) \in \mathcal{E}_\phi.
\]

On the other hand, since \( r \to \Phi(r) \) is monotonically increasing, assumption (1.4) provides the existence of some \( \eta > 0 \) such that

\[
\frac{2}{M} \mathbb{E} \| v_0 \|^2 + \sum_{(i,j) \in \mathcal{E}_\phi} \mathbb{E} \Phi(|x_{ij}^0|^2) \leq \Phi(\eta).
\]

In particular, we have that

\[
0 \leq \mathbb{E} \int_0^\eta \phi(r) \, dr \leq \psi^{\max} \mathbb{E} \left[ \eta - |x_{ij}^t|^2 \right] \quad \text{for all } (i,j) \in \mathcal{E}_\phi,
\]

which consequently yields the estimate

\[
\max_{(i,j) \in \mathcal{E}_\phi} \mathbb{E} |x_{ij}^t|^2 \leq \eta,
\]

and hence,

\[
(2.5) \quad \mathbb{E} \sum_{(i,j) \in \mathcal{E}_\phi} |x_{ij}^t|^2 \leq |\mathcal{E}_\phi| \eta \quad \text{for all } t \geq 0.
\]

We then estimate

\[
\mathbb{E} \| h_t \| \leq M \psi^{\max} \mathbb{E} \sum_{(i,j) \in \mathcal{E}_\phi} |x_{ij}^t||v_{ij}^v - v_{ij}^l| \leq M \psi^{\max} \left( \frac{|\mathcal{E}_\phi| \eta}{2} + N \mathbb{E} \| v_t \|^2 \right).
\]

Equation (2.2) again implies that \( \mathbb{E} \| h_t \| \) is uniformly bounded in time.
Using the previously defined stopping time $\tau_n$, we find for any $0 < s < t < \infty$ and $n \in \mathbb{N}$:

$$E\|v_{t \wedge \tau_n}\|^2 = E\|v_0\|^2 + E\left[\int_0^{t \wedge \tau_n} (f_r + g_r + h_r) \, dr\right].$$

By means of the Lebesgue dominated convergence and the estimates derived above, we may pass to the limit $n \to \infty$ to obtain the desired identity (2.3). From the estimates obtained for $E|f_t|$, $E|g_t|$, and $E|h_t|$, we easily deduce that the map $(0, \infty) \ni t \mapsto E\|v_t\|^2$ is Lipschitz, therewith concluding the proof.

**Remark 2.4.** Notice that the estimate (2.2) provided in Lemma 2.3 extends the well-posedness result of Proposition 2.1 to all positive times $t \geq 0$.

### 3. Stochastic flocking and pattern formation

#### 3.1. Stochastic flocking estimate

In this subsection, we provide the details of proof for the stochastic flocking estimate in Theorem 1.2.

**Proof of Theorem 1.2.** Letting $t \to \infty$ in the estimate (2.2) in Lemma 2.3 shows that

$$\int_0^\infty E\|v_t\|^2 \, dt < \infty.$$

Since the Lipschitz continuity of $(0, \infty) \ni t \mapsto E\|v_t\|^2$ implies its uniform continuity, we conclude

$$E\|v_t\|^2 \to 0 \quad \text{as} \quad t \to \infty.$$

As for the uniform bound on the relative distances, we use the bound (2.5) and Lemma 2.2 to deduce

$$\sum_{i,j=1}^N E|x_i^t - x_i^t|^2 \leq \frac{2}{L_{\phi}} \sum_{(i,j) \in \mathcal{E}_\phi} E|\bar{x}_{ij}^t|^2 + 2 \sum_{i,j=1}^N |z_i^t - z_j^t|^2 \leq \frac{2E_{\phi}|\eta|}{L_{\phi}} + 2 \sum_{i,j=1}^N |z_i^t - z_j^t|^2 < \infty \quad \text{for all} \quad t \geq 0.$$

This completes the proof.

#### 3.2. Stochastic pattern formation

In this part, we provide the details on the exponential emergence of the stochastic pattern formation in Theorem 1.3. For this, we introduce an energy functional

$$J_{\alpha,\beta}(x, v) := \alpha \sum_{(i,j) \in \mathcal{E}_\phi} E\Phi(|\bar{x}_{ij}^t|^2) + \sum_{i=1}^N E(\bar{x}_i^t - \bar{x}^{\text{ave}}, v_i) + \beta E\|v\|^2,$$

where $\alpha, \beta > 0$ will be determined appropriately later. We will see in the following that for appropriate choices of $\alpha$ and $\beta$, the functional $J_{\alpha,\beta}$ plays the role of a Lyapunov function for our stochastic system (1.2).

We also recall the energy functional

$$H(x, v) = E[\|x - \bar{x}^{\text{ave}}\|^2 + \|v\|^2],$$

defined in Section 2. We remind the reader that, without loss of generality, $v^{\text{ave}}$ is assumed to be zero.

We first show a good relationship between the functional $J_{\alpha,\beta}$ and $H$.

**Lemma 3.1.** Assume $\phi^{\text{min}} > 0$. For any $\alpha, \beta > 0$ satisfying

$$\alpha \beta > \frac{1}{4N\phi^{\text{min}}L_{\phi}},$$

there exist constants $c_0, c_1 > 0$ such that

$$c_0 H(x, v) \leq J_{\alpha,\beta}(x, v) \leq c_1 H(x, v).$$
Proof. Let us first recall \( \Phi(r) = \int_0^r \phi(s) \, ds \). Since \( \phi^{\text{min}} > 0 \), we easily find \( \Phi(|\bar{x}|^2) \geq \phi^{\text{min}}|\bar{x}|^2 \), and this gives

\[
\mathbb{E} \sum_{(i,j) \in \mathcal{E}_o} \Phi(|\bar{x}^i|^2) \geq \phi^{\text{min}} L_{\mathcal{G}_o} \mathbb{E} \sum_{i,j=1}^N |\bar{x}^i|^2.
\]

On the other hand, we get by symmetry

\[
\sum_{i,j=1}^N |\bar{x}^i|^2 = \sum_{i,j=1}^N |\bar{x}^i - \bar{x}^{\text{ave}} - (\bar{x}^j - \bar{x}^{\text{ave}})|^2 = 2N \sum_{i=1}^N |\bar{x}^i - \bar{x}^{\text{ave}}|^2,
\]

and thus

\[
\mathbb{E} \sum_{(i,j) \in \mathcal{E}_o} \Phi(|\bar{x}^i|^2) \geq 2N \phi^{\text{min}} L_{\mathcal{G}_o} \mathbb{E} \|\bar{x} - \bar{x}^{\text{ave}}\|^2.
\]

We also use Young’s inequality to estimate

\[
\left| \sum_{i=1}^N \mathbb{E} \langle \bar{x}^i - \bar{x}^{\text{ave}}, v^i \rangle \right| \leq \frac{1}{2\beta} \mathbb{E} \|\bar{x} - \bar{x}^{\text{ave}}\|^2 + \frac{\beta}{2} \mathbb{E} \|v\|^2.
\]

Combining all of the estimates above, we have

\[
\mathcal{J}_{\alpha,\beta}(\mathbf{x}, \mathbf{v}) \geq \left( 2N \phi^{\text{min}} L_{\mathcal{G}_o} \alpha - \frac{1}{2\beta} \right) \mathbb{E} \|\bar{x} - \bar{x}^{\text{ave}}\|^2 + \frac{\beta}{2} \mathbb{E} \|v\|^2.
\]

Hence, for any \( \alpha, \beta > 0 \) satisfying (3.1), we obtain

\[
\mathcal{J}_{\alpha,\beta}(\mathbf{x}, \mathbf{v}) \geq \frac{1}{2\beta} \min\{ 4\alpha \beta N \phi^{\text{min}} L_{\mathcal{G}_o} - 1, \beta \} \mathbb{E} \|\bar{x} - \bar{x}^{\text{ave}}\|^2 + \|v\|^2.
\]

For the upper bound estimate on \( \mathcal{J}_{\alpha,\beta} \), we get

\[
\mathbb{E} \sum_{(i,j) \in \mathcal{E}_o} \Phi(|\bar{x}^i|^2) \leq \phi^{\text{max}} \mathbb{E} \sum_{i,j=1}^N |\bar{x}^i|^2 = 2N \phi^{\text{max}} \mathbb{E} \|\bar{x} - \bar{x}^{\text{ave}}\|^2,
\]

hence

\[
\mathcal{J}_{\alpha,\beta}(\mathbf{x}, \mathbf{v}) \leq \left( 2N \phi^{\text{max}} \alpha + \frac{1}{2} \right) \mathbb{E} \|\bar{x} - \bar{x}^{\text{ave}}\|^2 + \left( \beta + \frac{1}{2} \right) \mathbb{E} \|v\|^2
\]

\[
\leq \max \left\{ 2N \phi^{\text{max}} \alpha + \frac{1}{2}, \beta + \frac{1}{2} \right\} \mathbb{E} \|\bar{x} - \bar{x}^{\text{ave}}\|^2 + \|v\|^2.
\]

This completes the proof. \( \square \)

We are now in a position to prove Theorem 1.3. The proof is based on hypocoercivity-type estimates.

Proof of Theorem 1.3. It follows from the proof of Lemma 2.3 that

\[
\frac{d}{dt} \sum_{(i,j) \in \mathcal{E}_o} \mathbb{E} \Phi(|\bar{x}^i|^2) = 2\mathbb{E} \sum_{(i,j) \in \mathcal{E}_o} \phi(|\bar{x}^i|^2) \langle \bar{x}^i - \bar{x}^{\text{ave}}, v^i \rangle - v^i \]

and

\[
\frac{d}{dt} \mathbb{E} \|v_t\|^2 \leq -2N (\psi^{\text{min}} L_{\mathcal{G}_o} K - \sigma^2 c_B) \mathbb{E} \|v_t\|^2 - ME \sum_{(i,j) \in \mathcal{E}_o} \phi(|\bar{x}^i|^2) \langle \bar{x}^i - \bar{x}^{\text{ave}}, v^i \rangle - v^i \].
Applying Itô’s formula, we also readily find
\[
\frac{d}{dt} \sum_{i=1}^{N} \mathbb{E}(\bar{x}_i - \bar{x}_i^{\text{ave}}, v_i) = \mathbb{E}\|v_i\|^2 + \frac{K}{2} \mathbb{E} \sum_{(i,j) \in \mathcal{E}_G} \psi(|x_i^j|)(v_i^j - v_i^j, \bar{x}_i^j - \bar{x}_i^j) - \frac{M}{2} \mathbb{E} \sum_{(i,j) \in \mathcal{E}_G} \phi(|x_i^j|^2)|\bar{x}_i^j - \bar{x}_i^j|^2 \\
\leq \mathbb{E}\|v_i\|^2 + \frac{K \psi_{\max}}{4\gamma} \mathbb{E} \sum_{(i,j) \in \mathcal{E}_G} |v_i^j - v_i^j|^2 + \frac{K \psi_{\max} \gamma}{4} \mathbb{E} \sum_{(i,j) \in \mathcal{E}_G} |\bar{x}_i^j - \bar{x}_i^j|^2 \\
- \frac{M \phi_{\min}}{2} \mathbb{E} \sum_{(i,j) \in \mathcal{E}_G} |\bar{x}_i^j - \bar{x}_i^j|^2 \\
\leq \left(1 + \frac{KN \psi_{\max}}{2\gamma}\right) \mathbb{E}\|v_i\|^2 - N \left(M \phi_{\min} L_{\bar{G}_\phi} - \frac{K \psi_{\max} \gamma}{2}\right) \mathbb{E}\|\bar{x}_t - \bar{x}_t^{\text{ave}}\|^2,
\]
where \(\gamma > 0\) will be specified later. Combining all of the above estimates yields
\[
\frac{d}{dt} \mathcal{J}_{\alpha,\beta}(x_t, v_t) \leq - \left(2\beta N(\psi_{\min} L_{\bar{G}_\phi} K - \sigma^2 c_B) - \left(1 + \frac{K N \psi_{\max}}{2\gamma}\right)\right) \mathbb{E}\|v_t\|^2 \\
- N \left(M \phi_{\min} L_{\bar{G}_\phi} - \frac{K \psi_{\max} \gamma}{2}\right) \mathbb{E}\|\bar{x}_t - \bar{x}_t^{\text{ave}}\|^2 \\
+ (2\alpha - \beta M) \mathbb{E} \sum_{(i,j) \in \mathcal{E}_G} \phi(|x_i^j|^2)(\bar{x}_i^j - \bar{x}_i^j, v_i^j - v_i^j).
\]
We then choose \(\gamma = L_{\bar{G}_\phi} M \phi_{\min} / K \psi_{\max}\) and \(\alpha = \beta M / 2\) to obtain
\[
\frac{d}{dt} \mathcal{J}_{\alpha,\beta}(x_t, v_t) \leq - \left(2\beta N(\psi_{\min} L_{\bar{G}_\phi} K - \sigma^2 c_B) - \left(1 + \frac{N(K \psi_{\max})^2}{2L_{\bar{G}_\phi} M \phi_{\min}}\right)\right) \mathbb{E}\|v_t\|^2 \\
- \frac{N M \phi_{\min} L_{\bar{G}_\phi}}{2} \mathbb{E}\|\bar{x}_t - \bar{x}_t^{\text{ave}}\|^2.
\]
Finally choosing \(\beta > 0\) large enough such that
\[
\beta > \max \left\{\frac{2L_{\bar{G}_\phi} M \phi_{\min} + N(K \psi_{\max})^2}{4N L_{\bar{G}_\phi} M \phi_{\min}(\psi_{\min} L_{\bar{G}_\phi} K - \sigma^2 c_B)}, \frac{1}{\sqrt{2NM \phi_{\min} L_{\bar{G}_\phi}}}\right\}
\]
while taking into account Lemma 3.1 we have
\[
\frac{d}{dt} \mathcal{J}_{\alpha,\beta}(x_t, v_t) \leq -c_2 \mathbb{E}\|\bar{x}_t - \bar{x}_t^{\text{ave}}\|^2 + \mathbb{E}\|v_t\|^2 \leq -(c_2/c_1) \mathcal{J}_{\alpha,\beta}(x_t, v_t)
\]
for some \(c_2 > 0\), where \(c_0\) is appeared in Lemma 3.1. By Gronwall’s inequality we then easily deduce
\[
\mathcal{J}_{\alpha,\beta}(x_t, v_t) \leq \mathcal{J}_{\alpha,\beta}(x_0, v_0) e^{-(c_2/c_1)t}.
\]
The previous inequality and Lemma 3.1 again yield
\[
\mathbb{E}\|\bar{x}_t - \bar{x}_t^{\text{ave}}\|^2 + \mathbb{E}\|v_t\|^2 \leq \left(\frac{c_1}{c_0}\right) \mathbb{E}\|\bar{x}_0 - \bar{x}_0^{\text{ave}}\|^2 + \mathbb{E}\|v_0\|^2 \right) e^{-(c_2/c_1)t} \quad \text{for all } t \geq 0.
\]
This concludes the proof.

\[\square\]

4. Numerical experiments

In this section, we present several numerical experiments regarding the dynamics of solutions to our main system (1.2), and compare the numerical results with the analytic stochastic flocking and pattern formation results found in Theorems 1.2 and 1.3. We employed an improved Euler–Maruyama method proposed in [29] for the realization of the stochastic system (1.2).

Let us first introduce different network structures in Fig. 1 that are mainly used in our numerical simulations. The graph \(\mathcal{G}_0\) in Fig. 1(a) is complete, i.e. every vertex is connected with every other vertex. In the graph \(\mathcal{G}_1\), there are only three vertices that are connected to all the other vertices and the rest are connected with its neighbors. Note that \(\mathcal{G}_0 = \mathcal{G}_1\) if \(N \leq 5\). \(\mathcal{G}_2\) is the graph where each vertex except the starting and terminal vertices is connected with its neighbors. This network topology is used in [12] for the control signal
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Figure 1. Different network structures mainly used in simulations

The edge set of G_3 consists of (i, j) with |i - j| \equiv n \pmod{N}, where the positive integer n is chosen as 2, N/2 - 1, and N/2 - 2 when N \not\equiv 0 \pmod{2}, N \equiv 0 \pmod{4}, and N \equiv 2 \pmod{4}, respectively. Finally, G_4 is the graph where every vertex is connected with its neighbors and the vertex i with i \equiv 1 \pmod{10} is connected with every other vertex. We notice that all the graphs presented above are connected. Information on the graphs described above are summarized in Table 1 below.

In the following two subsections, we consider two patterns, namely the Greek alphabet \(\pi\) and Einstein’s face image. These images are obtained from the search engine Wolfram Alpha^2.

4.1. Greek alphabet \(\pi\) pattern. Here, we consider a vector z in the control signal \(u_t\) that achieves the Greek alphabet \(\pi\) shown in Fig. 2(a). Throughout this subsection, we perform simulations for the system

^2https://www.wolframalpha.com/
For the network structures, we consider $G_{(4.1)}$ modified to satisfy $E$ in velocity are observed. We show that particles first form the desired pattern, and their velocities are aligned later; small fluctuations compute 100 realizations of the solution with the same initial data. Thus our initial configurations for the simulations satisfy the assumptions in Theorems 1.2 and 1.3. We fix the network structure for $G_{(4.1)}$, see Fig. 2.

For the network structures, we consider $G_\psi = G_3$, $G_\phi = G_1$, and $G_B = G_0$, see Fig. 2.

**Table 1.** A detailed information on the network structures

| $\mathcal{G}$ | Fig. | $\mathcal{E}$ | $|\mathcal{E}|$ | $d(\mathcal{G})$ |
|---------------|------|---------------|----------------|-----------------|
| $\mathcal{G}_0$ | (a) | $\{(i,j) : i \neq j\}$ | $N(N-1)$ | 1 |
| $\mathcal{G}_1$ | (b) | $\{(i,j) : |i-j|=1\}$ $\cup \{(i,j) : i$ or $j=1, [N/2], N$ with $i \neq j\}$ | $8N-22$ when $N \geq 6$, $N(N-1)$ when $N \leq 5$ | 2 |
| $\mathcal{G}_2$ | (c) | $\{(i,j) : |i-j|=1\}$ | $2(N-1)$ | $N-1$ |
| $\mathcal{G}_3$ | (d), (e), (f) | $\{(i,j) : |i-j| \equiv n \ (\text{mod} \ N)\}$ where $n = \begin{cases} 2 & \text{if } N \not\equiv 0 \ (\text{mod} \ 2) \\ N/2 - 1 & \text{if } N \equiv 0 \ (\text{mod} \ 4) \\ N/2 - 2 & \text{if } N \equiv 2 \ (\text{mod} \ 4) \end{cases}$ | $2N$ | $[N/2]$ |
| $\mathcal{G}_4$ | (g), (h), (i) | $\{(i,j) : |i-j|=1$ or $N-1\}$ $\cup \{(i,j) : i$ or $j \equiv 1 \ (\text{mod} \ 10)$ with $i \neq j\}$ | $2N[(N+9)/10] - [(N+9)/10]^2$ $- 5[(N+9)/10] + 2N + 2$ when $N \equiv 1 \ (\text{mod} \ 10)$, $2N[(N+9)/10] - [(N+9)/10]^2$ $- 5[(N+9)/10] + 2N$ when $N \not\equiv 1 \ (\text{mod} \ 10)$ | 2 |

$[1.2]$ with $N = 30$, $K = 5$, $M = 7$, and $\sigma = 10^{-3}$. The communication weight functions are chosen as

$$\psi(r) = (1 + r^2)^{-0.25} + 0.3, \quad \phi(r) = (1 + r^2)^{-0.25} + 0.1.$$  

For the network structures, we consider $G_\psi = G_3$, $G_\phi = G_1$, and $G_B = G_0$, see Fig. 2.

![Figure 2. Greek alphabet π pattern and networks](image)

The initial positions of particles are randomly distributed in the box $[-212.125, 212.125]^2$, and then modified to satisfy $E x_0^{\text{ave}} = z^{\text{ave}}$. The initial velocity of particles are randomly distributed in the box $[-25, 25]^2$ and similarly as above, it is modified to make the average $E v_0^{\text{ave}} = 0$.

In our simulations, we find

$$K \psi^{\text{min}} \geq 1.515 \geq 2\sigma^2 \frac{N}{L_{\phi_3}} \geq 2\sigma^2 \frac{N}{L_{\phi_1}} \geq 2\sigma^2 \frac{N}{L_{\phi_0}}, \quad \text{and} \quad \int_0^\infty \phi(r) \, dr = \infty.$$  

Thus our initial configurations for the simulations satisfy the assumptions in Theorems 1.2 and 1.3. We compute 100 realizations of the solution with the same initial data.

Fig. 3 illustrates the π pattern formation of solutions in the plane at different times. The simulations show that particles first form the desired pattern, and the their velocities are aligned later; small fluctuations in velocity are observed.

In Fig. 4 we show the time evolutions of energy functionals $\mathcal{H}$ and $J_{\alpha, \beta}$ for different networks. To be precise, we fix the network structure for $G_\phi = G_B = G_0$ and vary the network structures for $G_\phi = G_i$, $i = 0, \ldots, 4$. Fig. 4(A) and (B) illustrate the comparison of the time evolutions of $\mathcal{H}$ and $J_{\alpha, \beta}$, respectively, with
different networks $\mathcal{G}_\phi$. In this scenario, we find that both energies decay monotonically. We also observe that control networks $\mathcal{G}_\phi$ with diameter $d(\mathcal{G}_\phi) = O(1)$ provide faster decay than ones with $d(\mathcal{G}_\phi) = O(N)$. Fig. 4 (C) and (D) show the equivalence relation between the energy functionals $J_{\alpha,\beta}$ and $H$, which is as expected from the analytical result obtained in Lemma 3.1 (cf. (3.2)). The $\beta$-value used for Fig. 4 (C) and (D), i.e. for the cases $\mathcal{G}_\phi = \mathcal{G}_0$ and $\mathcal{G}_\phi = \mathcal{G}_1$, are given in Table 2, from which the rest of the parameters $\alpha$, $c_i$, $i = 0, 1, 2$, $p$ and $q$ are determined based on the value of $\beta$.

In Fig. 5, we consider a sparse network for the interacting particle system, i.e. we take $\mathcal{G}_\phi = \mathcal{G}_B = \mathcal{G}_3$. Fig. 5 (A) and (B) show the comparison of the time evolutions of $H$ and $J_{\alpha,\beta}$, respectively, with different networks $\mathcal{G}_\phi = \mathcal{G}_i$, $i = 0, \ldots, 4$. Compared to the fully connected case $\mathcal{G}_\phi = \mathcal{G}_B = \mathcal{G}_0$, we observe the formation of oscillations in the behavior of the energy functional $H$, which is not present for the energy functional $J_{\alpha,\beta}$. Indeed, as expected from the proof of Theorem 1.3, Fig. 5 (B) illustrates the monotonic decrease of the energy functional $J_{\alpha,\beta}$. Contrary to the fully connected case for $\mathcal{G}_\phi$, it is unclear from the simulations that control networks $\mathcal{G}_\phi$ with smaller diameter $d(\mathcal{G}_\phi)$ provide a faster decay. Surprisingly, the control network structure $\mathcal{G}_\phi = \mathcal{G}_3$ proves to have a better decay behavior compared to the fully connected case $\mathcal{G}_\phi = \mathcal{G}_0$. This shows that the asymptotic behavior of solutions is strongly influenced by the initial configurations in case of a sparse network for the interacting particles. Nevertheless, Fig. 5 (C) and (D) show that the inequality (3.2) obtained in Lemma 3.1 is upheld. The $\beta$-value for these cases are found in Table 2.

![Figure 3. Snapshots for $\pi$ pattern simulation](image-url)

Table 2. $\beta$ values for pairs of networks considered in Fig. 4 and 5 below.

| $\mathcal{G}_\phi/\mathcal{G}_0$ | $\mathcal{G}_0/\mathcal{G}_4$ | $\mathcal{G}_0/\mathcal{G}_2$ | $\mathcal{G}_2/\mathcal{G}_0$ | $\mathcal{G}_2/\mathcal{G}_1$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| $\beta$ ($\sim$) | 9.50655 · $10^3$ | 4.18548 · $10^6$ | 7.72684 · $10^6$ | 3.40218 · $10^8$ |
4.2. Einstein’s face image pattern. In this part, we illustrate a pattern formation in the plane for Einstein’s face image with $N = 500$ particles. The parameters are chosen as $K = 0.5$, $M = 7$, and $\sigma = 10^{-5}$, and the weight functions are selected as in (4.1) above. The interaction network structures are given as $G_\phi = G_4$, $G_\psi = G_4$, and $G_B = G_0$, and the vector $z$ is chosen to have the desired image pattern, see Fig. 6. In this case, we easily verify the assumptions in Theorem 1.2.

The initial positions $x_0$ and velocities $v_0$ of particles are randomly distributed in $[-238.25, 238.25]^2$ and $[-25, 25]^2$, respectively, and, similarly as before, are modified to satisfy the conditions $E_{x_0}^{ave} = z^{ave}$ and $E_{v_0}^{ave} = 0$. This implies that the conditions in Theorem 1.3 for the pattern formation are verified.

As in the previous subsection, we perform the numerical simulations for the time evolution of solutions, shown in Fig. 7, that forms the Einstein’s face image in this setting.
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Figure 5. Time evolutions of energy functionals $H$ and $J_{\alpha,\beta}$ with $G_\phi = G_B = G_2$ and $G_\phi = G_i, i = 0, 1, \ldots, 4$. (A) Time evolution of $H$. (B) Time evolution of $J_{\alpha,\beta}$. (C) Comparison among $c_0 H$, $J_{\alpha,\beta}$, and $c_1 H$ when $G_\phi = G_0$. (D) Comparison among $c_0 H$, $J_{\alpha,\beta}$, and $c_1 H$ when $G_\phi = G_1$.

Figure 6. Greek alphabet $\pi$ pattern and networks
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