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Abstract: This paper presents the preliminary results of our research activity aimed at forecasting the number of voltage sags in distribution networks. The final goal of the research is to develop proper algorithms that the network operators could use to forecast how many voltage sags will occur at a given site. The availability of four years of measurements at Italian Medium Voltage (MV) networks allowed the statistical analyses of the sample voltage sags without performing model-based simulations of the electric systems in short-circuit conditions. The challenge we faced was to overcome the barrier of the extremely long measurement times that are considered mandatory to obtain a forecast with adequate confidence. The method we have presented uses the random variable time to next event to characterize the statistics of the voltage sags instead of the variable number of sags, which usually is expressed on an annual basis. The choice of this variable allows the use of a large data set, even if only a few years of measurements are available. The statistical characterization of the measured voltage sags by the variable time to next event requires preliminary data-conditioning steps, since the voltage sags that are measured can be divided in two main categories, i.e., rare voltage sags and clusters of voltage sags. Only the rare voltage sags meet the conditions of a Poisson process, and they can be used to forecast the performance that can be expected in the future. However, the clusters do not have the characteristics of memoryless events because they are sequential, time-dependent phenomena the occurrences of which are due to exogenic factors, such as rain, lightning strikes, wind, and other adverse weather conditions. In this paper, we show that filtering the clusters out from all the measured sags is crucial for making successful forecast. In addition, we show that a filter, equal for all of the nodes of the system, represents the origin of the most important critical aspects in the successive steps of the forecasting method. In the paper, we also provide a means of tracking the main problems that are encountered. The initial results encouraged the future development of new efficient techniques of filtering on a site-by-site basis to eliminate the clusters.
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1. Introduction

The presence of conducted disturbances in the voltages and currents contributes to the problems of power quality (PQ). As defined in EN50160 [1], the disturbances can be grouped into two main categories, i.e., variations and events. Typical variations are the harmonic and inter-harmonic distortions, unbalances, and fluctuations. Typical events are interruptions, voltage sags, and voltage swells; the interruptions fall into the wide topic of continuity of supply, which traditionally is approached in a separate manner from the other PQ disturbances.
Among the PQ disturbances, voltage sags are the dominant occurrences that cause detrimental effects to a large variety of equipment and apparatuses. The main effect of a voltage sag is the tripping of devices with several adverse consequences on the system in which the devices are located. For example, automated manufacturing lines and financial and bank services can experience complete stoppages of their ability to function, and as a result, the owners of the plants that have automated manufacturing lines, in particular, may incur huge costs as a result. The literature of reference dealt with the problems of voltage sags with several studies aimed at characterizing the phenomenon [2], modelling systems in the presence of the short circuits that cause the sags [3,4], proposing adequate indices for quantifying their severity [5–7], deriving methods and tools for compensating them [8–10], and estimating their related costs [11–14]. A significant portion of the related literature is based on the simulation of the electric system in presence of voltage sags, and the main methods are the fault position method (FPM) and the critical distance method (CDM) [3,15–19]; both methods require an understanding of the topology and typology of the system and of all its components in order to develop adequate models in short-circuit conditions.

All of the available simulation methods are used for estimating the average performance of the nodes of the electric system and/or of the entire system in terms of the expected number of voltage sags, which usually is expressed as yearly frequency. For this objective, the methods assume that the average frequency of short circuits caused by the failure of any component of the electric system is known, and it is modelled by its fault rate, \( \lambda \), which usually is expressed on a yearly basis. In fact, being aware of the expected performance is one of the most attractive themes for the system operators, i.e., both distribution system operators (DSOs) and transmission system operators (TSOs), who are interested in understanding the future features of their system well enough to implement adequate maintenance and/or effective sag compensation to prevent service interruptions. The importance of this subject has been reinforced significantly by the regulatory activities of the national energy authorities that started with several actions in essentially every European country [20,21]. In Italy, the national Authority of Energy, Networks, and Environment (ARERA, in Italian, Autorità di Regolazione per Energia Reti e Ambiente, formerly AEEGSI, in Italian, Autorità per l’energia Elettrica il Gas e il Sistema Idrico) requires every DSO to register all of the voltage sags at each busbar at medium voltage (MV) of every High Voltage/Medium Voltage (HV/MV) substation [22,23].

The DSO, starting from 2014, installed the measurement devices in respect to CEI EN 61000-4-30 [24] as depicted in Figure 1 where two measuring systems (MSs) are installed (MS1 and MS2) at the two MV busbars. It is evident in Figure 1 that there is a switch between the busbars, which is in open state in the normal operating conditions. The presence of the switch, normally in open state, between the MV busbars at every HV/MV substations determined a number of MSs larger than the number of HV/MV substations. In the real distribution system of regional dimensions studied in this paper, we had 152 MSs for 83 HV/MV substations of which 17 substations are equipped with one HV/MV transformer (one MS), 63 substations with two HV/MV transformers (two MSs for each substation) and three substations with three HV/MV transformers (three MSs for each substation).

In this paper, we addressed the subject forecasting the performance of a real system by using the measurements obtained by the MSs installed at the HV/MV substations within an Italian Region due to the regulation of ARERA. This study was conducted without performing any simulations, and only the available data were used to conduct the statistical analyses. This paper is an extended version of our earlier paper [25], in which the results of the preliminary studies were presented. These preliminary studies were focused mainly on the evaluation of the statistical techniques that were used to assess the input data that came from the field. The successive phases of the study will analyse and compare other techniques, beginning with those considered in this paper, for applying those that proved to be the most suitable and efficient for completely forecasting the expected performance of real systems. The overriding goal of this study is to give to the network operators proper
algorithms that will allow them to forecast how many voltage sags will occur and the sites at which they are likely to occur. Also, this extended version of the paper [25] allows identifying the details of the main critical aspects that are encountered, and it proposes adequate solutions, which are in progress.

Figure 1. Simplified scheme of an example of an HV/MV (High Voltage/Medium Voltage) substation equipped with two measuring systems, i.e., MS1 (Measurement System 1) and MS2 (Measurement System 2), installed at the MV (Medium Voltage) busbars.

Comparing the method used in this paper with the model-based methods in the literature [2,4], it is worth noting that the data measured in the field by other methods only provide the statistics of the failure rates of the components. These data were combined successively with the results of the simulations performed by FPM, CDM, or other analytical models. Instead, the data used in our method are just the voltage sags measured in real systems, and these data are used directly to forecast how many voltage sags will occur at which sites in the future, usually during the incoming year. In addition, in this paper, we analyzed very large datasets that came from the measurements taken during 4 consecutive years at 152 sites in a real distribution system. Such data are not readily available in the relevant literature.

As stated earlier, the expected performance in terms of voltage sags in the literature was assessed by simulating the system in a short-circuit condition. To the best of the authors’ knowledge, no study to date has used voltage sags measured in real systems for forecasting future performance. The main barrier to this approach was the time required to obtain statistical descriptions of the random variable number of voltage sags with adequate confidence. It always was stated that measurements were needed over a period of several years, even one or more decades. In effect, voltage sags are rare events, and consequently a prohibitive amount of time would be required to obtain a sufficiently large number of field measurements to forecast with adequate confidence the variable number of voltage sags. However, this impediment can be overcome by choosing a different random variable for describing the voltage sags from a number of voltage sags.

As first proposed in [26], the variable time to next event, ttne, allows the statistical description of the phenomenon, just as the random variable number of voltage sags does, but with the great advantage of obtaining a larger set of measured data than the set obtained by means of the variable number of voltage sags. The random variable, ttne, is defined as the time that elapses between the end of a voltage sag to the beginning of the next voltage sag.

We used the random variable, ttne, to characterize the voltage sags measured during a period of 4 years (2014–2017), in an actual MV distribution network. The goal was to statistically characterize the first 3 years (2014–2016) and use that information to forecast the fourth year (2017). The statistical characterization of the first 3 years required the initial handling of the measured data, and the main steps were the time aggregation for collecting the multiple sags, the detection and removal of the voltage sags that appeared as clusters,
the validation of the voltage sags that remained after the clusters were removed, and the use of the data that were obtained to make the final forecast.

In this paper, which is an extended version of an earlier paper [25], we presented the preliminary results of the study, indicating, with more details than were presented in [25], the main critical aspects encountered and some solutions to overcome them.

The paper is organized as follows: Section 2 describes in detail the characteristics of the measured data and the first handling of the data with the goal of reducing the quantity of data. Section 3 presents the approach that was used to describe the statistical characteristics of the voltage sags measured in real systems. Section 4 illustrates the procedure for the assessment of the distributional assumptions about the data. Section 5 shows the results of the forecasting activity, the critical aspects, and some possible solutions.

2. Main Characteristics of the Measured Data and Time Aggregation for Multiple Sags

In this paper, the same regional system presented in [25] was considered. The system has 83 HV/MV substations with 152 MV busbars that represent the points of measurement of the voltage sags (we discarded three sites of the network since they registered in all the considered years a number of voltage sags less than 50; therefore, we considered 149 sites). The measured voltage sags occurred in 4 consecutive years, i.e., from 1 January 2014 to 12 December 2017. The data were available due to the cooperation of E-Distribuzione S.p.A., the largest DSO (Distribution System Operator) in Italy, which, in respect to the resolutions of ARERA [22,23], installed MSs in all of the HV/MV substations it managed. In particular, E-Distribuzione S.p.A (Rome, Italy), like every other DSO in Italy, was required to provide a summary table relating to voltage sags that occurred every year. The registered data were composed of several parameters of the measured voltage sags in every MV busbar of every HV/MV substation. All of the data were collected in a format table [27], such as Table 1. With reference to Table 1, the data are:

- the sequential number of the sag (#);
- the code that identifies the HV/MV substation (ID Sub);
- the code that identifies the MV busbar (ID Bus);
- the phase involved (RS and/or ST and/or TR);
- the start time of the sag in terms of day, month, year, hour, minute, second with a least a resolution of hundredths of a second (Tocc);
- the duration of the sag with at least resolution of hundredths of a second (D);
- the nominal voltage in kV (Vn);
- the residual voltage both in kV and in percentage of Vn (Vr);
- the intervention of the distance protection (DP);
- the intervention of the maximum current protection of the transformer (MaxITr) (the type of voltage sag if true (T), false (F), not available (NA) The classification true-false-not available refers to the possible effects of the voltage transformer saturation used in the MSs, which can result in false voltage sags. The resolution of ARERA [22] required DSOs to install a proper algorithm in the MSs for identifying the true voltage sags, distinguishing them from false sags and from those whose identification is not unique (indicated in the table with not available). The algorithm is based on the measurement of the asymmetry of the voltage waveform during the sag [28].
- the system, HV or MV, where the sag was originated (Origin).

| #  | ID Sub | ID Bus | RS | ST | TR | Tocc | D   | Vn | Vr | DP | MaxITr | Type | Origin |
|----|--------|--------|----|----|----|------|-----|----|----|----|--------|------|--------|
| 1  | Id_Sub | Id_Bus | X  | X  | X  | (gg/mm/aaaa hh:mm:ss.cc) | (hh:mm:ss.cc) | kV | kV | %  | Yes | Yes | F | NA | HV |
| M  | ....... | ....... | .... | .... | .... | .... | .... | .... | .... | .... | .... | .... | .... |    |    |    |
It is important to show that the phase aggregation was applied by the DSO before the registration of the data. In fact, as indicated in [24], the voltage sags on multiple phases were recorded as only one sag with a residual voltage $V_r$, corresponding to the lowest value among the phases, and a duration $D$, corresponding to the highest value among the phases. In addition, the DSO must indicate in which system (HV or MV) the fault occurred that caused that measured sag. The method for establishing the system in which the voltage sag originated was proposed by ARERA in [22]; it uses only the measures on the voltages during the sags without any additional measures, for example, on the currents or on the voltages before the sags. Other methods have been proposed in the literature [29,30] that can ascertain the origin by analyzing only the registered data of the voltages during the sag, thereby overcoming the problems of the results obtained with the method [24] for the presence of distributed generator units and the different positions of the on-load tap changing transformer.

The 39,137 voltage sags that were registered from 2014 to 2016 were used to forecast the sags in 2017. On all of these sags, the first step consisted of exploring the multiple sags, i.e., the sags that occurred in succession in a very short time.

The data from the field, in fact, proved that the measured sags can be divided into two main categories, i.e., the rare voltage sags and the multiple sags. The multiple sags appear as grouped events with the intervals of the adjacent voltage sags concentrated in $1\times10^5$ s [5,6,31]. The sags registered in the Italian real MV networks, which were analyzed in this paper, also showed times between events that were less than 2 s.

The first action on the multiple voltage sags was the aggregation of time, which meant that all of the events grouped within a given time interval were considered as a single event, which is the first of the group. As discussed in [6], the main reasons to aggregate these multiple sags are:

1. the effect on the operation of equipment and processes;
2. the possibility of incorrect registration;
3. the common cause that originated them.

Regarding the effect on the operation of equipment and processes, if the first voltage sag of the group will trip the equipment, causing the process to stop, the second and the successive sags will find the equipment still down. Consequently, it is reasonable to aggregate the events, separated from each other by a time that is less than the recovery time of the equipment and/or process them as a single event.

Regarding the possibility of the incorrect registration of multiple sags, the algorithm used in the measurement systems may register the end of a sag before the event is over. In fact, the voltage in real cases could recover above the threshold of sag-ending for some cycles and, afterwards, drop below the threshold again.

Regarding the common causes originating in all the sags that belong to the same group, one of the most frequent events is the unsuccessful reclosing after a permanent fault. For all the customers supplied by nodes that are electrically close to the permanent fault, this operation will cause a sequence of sags with their numbers and durations linked to the characteristics of the breaker.

The time aggregation of the multiple sags discussed in points (1) and (2) was performed using a time interval of 2 s. All the successive sags in time up to 2 s were considered as a single event, with a beneficial effect also on the mass of the data to be processed later.

The time aggregation of the multiple sags discussed in point 3) was conducted appropriately by selecting the time intervals in the function of the actual protection characteristics installed in the analyzed MV networks. Due to the collaboration with E-Distribuzione S.p.A, it was possible to consider the characteristic time intervals of the protections of the MV lines equipped with an automatic reclosing device, known as DRA (Dispositivo di Richiusura Automatica, in Italian, or Automatic Reclosure Device, in English). Figure 2 shows that the protection system acts with four consecutive snaps and three reclosures after a fault: a first rapid reclosure (1RR in Figure 2) and two successive slow reclosures (1RS and 2RS in Figure 2).
The typical delays of each reclosure after the preceding opening (ΔT1, ΔT2 and ΔT3 in Figure 2) are in the following time ranges:

- \(0.4 \text{ s} \leq \Delta T1 \leq 3 \text{ s}\);
- \(30 \text{ s} \leq \Delta T2 \leq 90 \text{ s}\);
- \(30 \text{ s} \leq \Delta T3 \leq 120 \text{ s}\).

Therefore, a sequence of consecutive voltage sags registered in the above time ranges were grouped, and, afterwards, the sequence was used as a single sag represented by the first sag of the sequence; each group could be formed by two sags, if the first reclosure (1RR) was unsuccessful, by three sags, if the first slow reclosure (1SR) also was unsuccessful, and by four sags if the second slow reclosure (2SR) also was unsuccessful.

As an example, Figures 3 and 4 report the scatter plots of the data measured from December 2015 to December 2016 before and after the aforementioned time aggregation, respectively. Every point in the figure represents a voltage sag that occurred at the site, which has the number along the y axis, in the day along the x axis. The figures provided the first qualitative proof that the time aggregation did not affect the main characteristics of the sags. In particular, it was important that the first manipulation of the data did not remove any simultaneous sags among the sites and did not modify the distribution of the sags over time at each site.

The simultaneous sags corresponded to the vertical lines of dots in Figures 3 and 4; the distribution at each site over time, dense or sparse, was derived by the dots in the same horizontal line.

**Figure 2.** Automatic reclosing cycle of an DRA (Dispositivo di Richiusura Automatica, in Italian, or Automatic Reclosure Device, in English).

**Figure 3.** Scatter plot of the data registered during the year 2016 before time aggregation.
Figures 5 and 6 present the zooms of Figures 3 and 4, respectively, on only one day (13 May 2016) applied to only two sites, i.e., sites #45, and #46. The zooms allowed the simultaneous sags to be ascertained, and they were measured at these after 06:00 a.m. These sags were present before the time aggregation (as indicated in Figure 5 by the arrows), and they also were maintained after the time aggregation (as indicated by the arrows in Figure 6). Further, the zooms indicated that the distribution of the sag was not modified over time by the time aggregation. In fact, comparing the sags in Figure 5 with those in Figure 6, it was evident that the sags were distributed in both figures as rare sags (blue circles) and clusters (black circles).

Further verifications of the acceptability of the effects of the time aggregation were performed also on the plane (Amplitude, Duration) (the amplitude of a voltage sag is the minimum RMS (Root Mean Square) of the voltage during the sag; it is also called residual voltage) representing the measured sags from 2014 to 2016. Figures 7 and 8 show these plots for the sites #20, #44, #74, and #75 before and after the time aggregation, respectively. The distribution of the sags in the plane (Amplitude, Duration) appeared unchanged after the time aggregation preserving the sag features in this plane.

Figure 5. Scatter plot of voltage sags measured on 13 May 2016 at the sites #45 and #46 before the time aggregation. The blue circles indicate the rare sags; the black circles indicate clusters; the arrows indicate simultaneous sags.
Further verifications of the acceptability of the effects of the time aggregation were performed also on the plane (Amplitude, Duration) (the amplitude of a voltage sag is the minimum RMS (Root Mean Square) of the voltage during the sag; it is also called residual voltage) representing the measured sags from 2014 to 2016. Figures 7 and 8 show these plots for the sites #20, #44, #74, and #75 before and after the time aggregation, respectively. The distribution of the sags in the plane (Amplitude, Duration) appeared unchanged after the time aggregation preserving the sag features in this plane.

Figure 7. Scatter plots (Residual Voltage, Duration) of the voltage sags measured in 2014, 2015, and 2016 at the sites #20: (a), site #44: (b), site #74: (c), and site #75: (d), before time aggregation.
Figure 7. Scatter plots (Residual Voltage, Duration) of the voltage sags measured in 2014, 2015, and 2016 at the site #20: (a), site #44: (b), site #74: (c), and site #75: (d), before time aggregation.

Figure 8. Scatter plot (Residual Voltage, Duration) of the voltage sags measured in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d), after time aggregation.
Figures 9 and 10, respectively, show the cumulative distribution, $F$, of the amplitude and of the duration before and after the time aggregation of the sags measured from 2014 to 2016 at sites #20, #44, #74, and #75. It is evident that the time aggregation had no substantial impact on the values of the cumulative distributions.

To quantify any possible modification of the original data due to time aggregation, the sags measured in all of the sites of the regional system that was studied from 2014 to 2016 were classified by tables, such as those provided by [1]. Tables 2 and 3 furnished the number of sags in every cell expressed in percentage of the total number of sags, which was reported in the caption of the table. Tables 2 and 3 show also references to the susceptibility curves provided by [32]. The cells in grey are those above the curve of Class II, and the cells above the red line are those above the curve of Class III.

Table 2.

| Residual Voltage (%) | Duration (ms) |
|----------------------|---------------|
| $V_r$ ≥ 90 (%)       | $t$ ≤ 100 ms  |
|                      | $t$ > 100 ms  |
|                      | $t$ > 500 ms  |
|                      | $t$ > 1000 ms |
|                      | $t$ > 5000 ms |

| 10 ≤ $V_r$ (%) | $t$ ≤ 200 ms |
| 200 < $t$ ≤ 500 |
| 500 < $t$ ≤ 1000 |
| 1000 < $t$ ≤ 5000 |
| 5000 < $t$ ≤ 60000 |

The comparison of Tables 2 and 3 reveals that the time aggregation did not significantly modify the classification of the sags in terms of their amplitude and duration. Concerning the classification of the sags with respect to the susceptibility curves, the total percentage of sags above the limit of Class II (Class III) passed from 71.05% (89.94%) before the time aggregation, to 71.44% (90.43%) after the time aggregation with a maximum variation of 0.5%. Similar considerations also are valid for the deeper and longer sags, which are a small part of the totality of the sags, as often is the case in actual systems.
2016 were classified by tables, such as those provided by [1]. Tables 2 and 3 furnished the number of sags in every cell expressed in percentage of the total number of sags, which was reported in the caption of the table. Tables 2 and 3 show also references to the susceptibility curves provided by [32]. The cells in grey are those above the curve of Class II, and the cells above the red line are those above the curve of Class III.

Table 2. Distribution of the voltage sags measured in the regional system before the aggregation of time; total number of sags = 39,137. The cells in grey are those above the curve of Class II, and the cells above the red line are those above the curve of Class III.

| Residual Voltage | Duration (ms) |
|------------------|---------------|
| Vr (%)           | 10 ≤ t ≤ 200 | 200 < t ≤ 500 | 500 < t ≤ 1000 | 1000 < t ≤ 5000 | 5000 < t ≤ 60,000 |
| 90 > Vr ≥ 80     | 40.20         | 10.17          | 1.17            | 1.03            | 0.18              |
| 80 > Vr ≥ 70     | 15.94         | 4.74           | 0.35            | 0.35            | 0.01              |
| 70 > Vr ≥ 40     | 16.69         | 2.81           | 0.37            | 0.22            | 0.04              |
| 40 > Vr ≥ 5      | 4.36          | 0.52           | 0.12            | 0.02            | 0.01              |
| 5 > Vr           | 0.05          | 0.00           | 0.00            | 0.00            | 0.00              |

The comparison of Tables 2 and 3 reveals that the time aggregation did not significantly modify the classification of the sags in terms of their amplitude and duration.

Concerning the classification of the sags with respect to the susceptibility curves, the total percentage of sags above the limit of Class II (Class III) passed from 71.05% (89.94%) before the time aggregation, to 71.44% (90.43%) after the time aggregation with a maximum variation of 0.5%. Similar considerations also are valid for the deeper and longer sags, which are a small part of the totality of the sags, as often is the case in actual systems.

3. The Use of ttne for the Statistical Analysis of Measured Voltage Sags: Clusters and Rare Sags

In the relevant literature, the only way to characterize the performance of the system in terms of the expected number of voltage sags, usually expressed as yearly frequency, was to resort to simulations based on the system modelling in short circuit conditions [3–7,15–19,27,33]. It was considered unfeasible to characterize the expected number of sags derived from measurements because decades of years were needed to obtain the statistical description of the number of voltage sags suitable for forecasting the future performance with adequate confidence [34].

The main reason was linked to the characteristics of rare events, e.g., voltage sags, together with the choice of the random variable number of voltage sags per year. It was assumed to be a Poisson variable [35].

Following the approach first proposed in [26], in this paper, as was done in [25], we used the random variable time to next event (ttne) rather than the random variable number of sags per year. The random variable ttne was defined as the time that elapsed between the end of an event and the start of the next event. This fundamental choice allowed a huge increase in the data available for describing each node, certainly more than only one datum
constituted by the number of sags per year. Figure 11 illustrates a theoretical example to describe this aspect.

Figure 11. Theoretical example of the use of the random variable time to next event, \( t_{\text{tne}} \).

Let us assume that six voltage sags were measured in a generic site in a time period \( \Delta T \). Figure 11 shows the residual voltage, \( V_s \), of these six voltage sags along the time axis; in Figure 11, the time that elapsed between every couple of voltage sags also is represented by the values of the variable \( t_{\text{tne}} \), i.e., from \( t_{\text{tne}1} \) to \( t_{\text{tne}5} \). If this site was characterized by the variable number of sags, the available value of this variable would be only one, equal to 6. Instead, if this site was characterized by \( t_{\text{tne}} \), the values available for this different random variable are 5, i.e., \( N-1 \), where \( N \) represents the number of voltage sags at that site.

Since it was impossible to show the characteristics of the voltage sags measured at all of the sites of the system, we selected four sites as examples of those in which a sufficient number of voltage sags were measured. This criterium allowed better demonstrating the intermediate and final findings of the method. These sites, i.e., sites #20, #44, #74, and #75, are used as examples throughout the paper. Figure 12 shows the scatter plots of the \( t_{\text{tne}} \) registered at the example sites from 2014 to 2016. For these four sites, since the values of \( t_{\text{tne}} \) were plotted as functions of the variable order of \( t_{\text{tne}} \), which measured the order of the voltage sags that occurred in succession; for example, the \( t_{\text{tne}} \) that corresponds to the order of \( t_{\text{tne}} \) equal to 1 is the \( t_{\text{tne}} \) between the second sag and the first sag; the \( t_{\text{tne}} \) that corresponds to the order of \( t_{\text{tne}} \) equal to 2 is the \( t_{\text{tne}} \) between the third sag and the second sag, and so on. To help in reading the plots, the point \( (300, 0.5 \times 10^6 \text{ s}) \), highlighted with a red circle in Figure 12d), means that the time that elapsed between the 301st and the 300th voltage sag was \( 0.5 \times 10^6 \text{ s} \) (138.8 h, which is less than 6 days).

The plots of Figure 12 show that \( t_{\text{tne}} \) had several values that were very close to the \( x \) axis; they always were greater than 2 s, even if the scale of the \( y \) axis did not allow distinguishing 2 s from zero. This important characteristic, observed for all the sites of the system in this study, proved that the measured sags were characterized by two categories, i.e., sags grouped close to each other, i.e., clusters, and sags dispersed over time, i.e., rare sags. Similar evidence also was observed in [26] with voltage sags measured in other electric systems.
highlights that the time that elapsed between the 301st and the 300th voltage sag was $0.5 \times 10^6$ s (138.8 h, which is less than 6 days).

Figure 12. Scatter plot of $t_{\text{tne}}$ registered in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d). The red circle highlights that the time that elapsed between the 301st and the 300th voltage sag was $0.5 \times 10^6$ s (138.8 h, which is less than 6 days).

Figure 13 shows the cumulative distribution functions, $F$, of the $t_{\text{tne}}$ computed for voltage sags registered from 2014 to 2016 at the #20, #44, #74, #75 sites. For the same busbars, Table 4 provides the value of a specific example point that cannot be ascertained in the plots of Figure 13 for the time scale of the $x$ axis. In particular, Table 4 shows the $P_{50\%}$ percentile, i.e., the value of $t_{\text{tne}}$ such that the probability of having values equal to or less than $t_{\text{tne}}$ equals 50%.

Figure 13 and Table 4 show that several clusters were present; in particular, the initial value of the cumulative probability, $F$, of the example sites was always greater than 40%, and the values were greater than 60% for sites #74 and #75; in addition, in any of the plots in Figure 12, about 80% of the $t_{\text{tne}}$ was not greater than $0.5 \times 10^6$ s (138.8 h, which is less than 6 days). These observations indicate that the largest part of the measured sags occurred as clusters.

The sags grouped in clusters do not have the statistical characteristics of a Poisson process, i.e., a model for a series of discrete events such that the arrival of an event is independent of the preceding event [36]. Instead, the clusters appear as time-dependent events the occurrence of which is due to exogenous factors, such as rain, lightning strikes, wind, and other adverse weather conditions. Consequently, as also was done in [25], the successive step consisted of detecting and removing the clusters from all of the measured data.
Figure 12. Scatter plot of ttnne registered in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d). The red circle highlights that the time that elapsed between the 301st and the 300th voltage sag was 0.5 × 10^6 s (138.8 h, which is less than 6 days).

The plots of Figure 12 show that ttnne had several values that were very close to the x-axis; they always were greater than 2 s, even if the scale of the y-axis did not allow distinguishing 2 s from zero. This important characteristic, observed for all the sites of the system in this study, proved that the measured sags were characterized by two categories, i.e., sags grouped close to each other, i.e., clusters, and sags dispersed over time, i.e., rare sags. Similar evidence also was observed in [26] with voltage sags measured in other electric systems.

Figure 13 shows the cumulative distribution functions, F, of ttnne computed for voltage sags registered from 2014 to 2016 at the #20, #44, #74, #75 sites. For the same busbars, Table 4 provides the value of a specific example point that cannot be ascertained in the plots of Figure 13 for the time scale of the x-axis. In particular, Table 4 shows the P_{50\%} percentile, i.e., the value of ttnne such that the probability of having values equal to or less than ttnne equals 50%.

As previous stated, [26] is the only reference in the literature that statistically analyzed the voltage sags that were measured on a real system. Consequently, for sake of comparison with the literature, first, we used the same criterion on the ttnne introduced in [26]. The criterion, presented as 1h-filter in the following, was applied in this paper in the same manner of [26], i.e., the same criterion at every site. It consisted of considering as clusters all of the voltage sags measured in succession with an hour or less between the measurements (i.e., ttnne ≤ 1 h). The basics of this criterion in [26] was described by the observation of the statistical characteristics of voltage sags measured at 4 monitored busses. The authors of [26] noticed that, for low values of ttnne, the empirical distribution had a higher number of observations than it should have had considering the theoretical exponential distribution. This suggested that events of lower duration, i.e., observation values less than about 1 h, might be interdependent, i.e., related to each other, showing the existence of clusters. Then, this 1h-filter was applied to detect and remove the clusters at all busses, as we did also in this paper for sake of comparison.

Figures 14 and 15 show the scatter plots of the rare voltage sags and the clusters, respectively, obtained after the application of the 1h-filter on the voltage sags measured from 2014 to 2016 at sites #20, #44, #74, and #75, which are the same sites of the scatter plots in Figure 12. Comparing these plots with those reported in Figure 12, it is evident that a great part of the clusters was filtered out, even if some points in the scatter plots of the rare sags (Figure 14) still remain close to the x axis. This evidence represented the first critical aspect of this initial study. The 1 h-filter, applied to every site in the same way, caused a non-optimal detection of the clusters.

| Site # | P_{50\%} (s) | P_{50\%} (h) |
|-------|-------------|-------------|
| 20    | 35,000      | 9.7         |
| 44    | 64,000      | 17.8        |
| 74    | 1836        | 0.5         |
| 75    | 1951        | 0.5         |
Figure 14. Scatter plot of time registered in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d), after the application of the 1h-filter—rare voltage sags.

Figure 15. Cont.
It also was interesting to analyze the results of the filtering by the 1h-filter on the plane (Amplitude, Duration); Figures 16 and 17 show the clusters and the rare sags, respectively. Both the clusters (Figure 16) and the rare sags (Figure 17) presented values in all of the plane, proving that these two parameters, i.e., amplitude and duration, were not able by themselves to differentiate between clusters and rare voltage sags, at least those obtained by the 1h-filter. In particular, the shallow and short sags probably originated due to phenomena other than faults in the network, such as switching of loads and/or motors. These phenomena are present in both the clusters (Figure 16) and the rare voltage sags (Figure 17), and consequently they occurred in succession with times that were shorter and longer than one hour.
Figure 16. Scatter plot (residual voltage, duration) of the voltage sags registered in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d), after the application of the 1h-filter—clusters.

Figure 17. Scatter plot (duration of the residual voltage) of the voltage sags registered in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d), after the application of the 1h-filter—rare voltage sags.

Figure 18 shows the effect of the 1h-filter on the cumulative probability, F, of the voltage sags measured from 2014 through 2016 at sites #20, #44, #74, and #75. Every plot of Figure 18 referred to a single site, and there are two curves, with curve A) referring to all of the sags before the application of the 1h-filter, and curve B) referring to the rare sags obtained after the application of the 1h-filter. It is evident that the initial value of all of the cumulative probabilities was appreciably decreased due to the filtering.
Figure 18 shows the effect of the 1h-filter on the cumulative probability, $F$, of the voltage sags measured from 2014 through 2016 at sites #20, #44, #74, and #75. Every plot of Figure 18 referred to a single site, and there are two curves, with curve A) referring to all of the sags before the application of the 1h-filter, and curve B) referring to the rare sags obtained after the application of the 1h-filter. It is evident that the initial value of all of the cumulative probabilities was appreciably decreased due to the filtering action. All of the initial values were less than 20%, and this meant that less than 20% of the rare sags were characterized by a minimum value of tttne (the minimum value is not zero; it is at least 2 s for the time aggregation applied and discussed in Section 2).

The values of the 50th percentile, $P_{50\%}$, of the rare sags are presented in Table 5; Table 5 can be compared with Table 4, which referred to all of the voltage sags before the application of the 1h-filter. It is evident from the comparison of these tables that the action of the 1h-filter allowed a significant increase of $P_{50\%}$, with at least one order of magnitude and with minimum values passed from 0.5 h (Table 4 for sites #74 and #75) to 38.4 h (Table 5 for site #44).

4. Assessing the Assumption about the Exponential Distribution of the Rare Voltage Sags

Once the rare voltage sags were separated from the clusters, as reported in all of the relevant literature on the voltage sags, we assumed that these rare voltage sags could be modelled as a Poisson process. In this case, tttne can be described by the exponential density function, $f_{ttne}$, which is given by:

$$f_{ttne}(t) = \lambda e^{-\lambda t},$$

(1)

where $\lambda$ is the constant sag rate, i.e., the number of sags in a given time.
Thus, the number \( n \) of voltage sags in the monitoring time period was a Poisson random variable characterized by the probability, \( P(n) \):

\[
P(n = N) = \frac{\lambda^N e^{-\lambda}}{N!}, \text{ with } N \text{ integer number},
\]

where \( N \) is the number of events per unit time, \( \lambda \) is the mean value of (2) per time units, and consequently \( \lambda^{-1} \) is the mean value of the time until the next event, i.e., the mean value of the random variable, \( t_{\text{ne}} \).

The assumed distribution (1) on the variable \( t_{\text{ne}} \) must be verified. We used the graphical method of the Q-Q (quantile-quantile) plots [37], as was proposed in [26].

The Q-Q plots are one of the graphical tools used to make distributional comparisons between an empirical distribution derived from a dataset and a theoretical distribution. Q-Q plots of this type also are called theoretical Q-Q plots or probability plots. A theoretical Q-Q plot allows a graphical comparison of the two probability distributions using the values of their quantiles. It consists of plotting the quantiles of the data against the corresponding quantiles of the theoretical distribution. If the two distributions are related linearly, the points in the Q-Q plot will lie approximately on a line with a grade of correlation measurable by the correlation factor, \( r \).

In our case, the scope was to verify whether the distribution of \( t_{\text{ne}} \) respected the exponential distribution, so we plotted the quantiles of the measured \( t_{\text{ne}} \) against the quantiles of the theoretical exponential distribution. Since the range of the values of the measured \( t_{\text{ne}} \) was very large, a cubic-square transformation was used by introducing the auxiliary variable \( y_i \), which was linked to \( t_{\text{ne}} \) by the following relationship:

\[
y_i = \sqrt[3]{t_{\text{ne}}}
\]

Figure 19 shows the Q-Q plots obtained for the rare voltage sags measured at sites #20, #44, #74, and #75 from 2014 to 2016; Table 6 reports the main data resulting from the verification.

---

**Figure 19.** Exponential distribution Q-Q plots with cubic square transformation of the \( t_{\text{ne}} \) measured in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d), after the application of the 1h-filter.
Table 6. Results of the analysis of the Q-Q plots after the application of the 1h-filter.

| Site # | Number of Rare Voltage Sags | Correlation Factor $r$ |
|-------|-----------------------------|------------------------|
| 20    | 128                         | 0.99                   |
| 44    | 173                         | 0.99                   |
| 74    | 155                         | 0.98                   |
| 75    | 164                         | 0.98                   |

It was interesting to see from Figure 19 that the distribution of the measured tttne departed from the linearity at the extremes, i.e., the ends of the configuration curved downward on the right and upward on the left. This means that, relative to the middle of the data, the observations in the tails were closer to the center, the median, than they ought to be for a sample from an exponential distribution, so that we judged the measured tttne as having shorter tails than the theoretical exponential distribution. This was very pronounced in sites #74 and #75 for the low values of the quantiles (left tails). This is a further critical aspect again linked to the filtering action. In fact, the thickening of the points in the left tails indicated that some clusters are still present in the data. This condition also was highlighted in [26] with voltage sags measured in different real networks.

To demonstrate the importance of the preliminary filtering, described in the Section 3, Figure 20 and Table 7 show the analogous results obtained by applying the Q-Q plots to the measured voltage sags in the same sites and in the same periods (2014–2016) without filtering the clusters.

Table 7. Results of the analysis of the Q-Q plots before the application of the 1h-filter.

| Site # | Number of Total Voltage Sags (Rare Sags and Clusters) | Correlation Factor $r$ |
|-------|-------------------------------------------------------|------------------------|
| 20    | 208                                                   | 0.96                   |
| 44    | 261                                                   | 0.97                   |
| 74    | 368                                                   | 0.89                   |
| 75    | 380                                                   | 0.89                   |

Figure 19. Exponential distribution Q-Q plots with cubic square transformation of the tttne measured in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d), before the application of the 1h-filter.

Figure 20. Exponential distribution Q-Q plot with cubic square transformation of the tttne measured in 2014, 2015, and 2016 at sites #20: (a), #44: (b), #74: (c), #75: (d), before the application of the 1h-filter.
It is evident that the measured time of all of the sags, including the clusters, moved away from the correlation lines, which also caused an appreciable reduction of the correlation factor in Table 7. The rough plateaus at the extremes of all the Q-Q plots in Figure 20 indicate that there were concentrations of measured time around the first percentiles, which corresponded to clusters of sags and are not accounted for by the exponential distribution.

5. Forecast of the Average Expected Performance

The final goal was to forecast the mean number of events per year at each site, k, \( N_{f,k} \). This value can be derived by correlating the average sag rate, \( \lambda_k \), with the duration of one year by the relation:

\[
N_{f,k} = \lambda_k \times P
\]

(4)

where \( \lambda_k \) is the average sag rate expressed in number of sags per seconds at the site k and P is the duration of one year expressed in seconds (31.5 \( \times 10^6 \) s).

\( \lambda_k \) in Equation (5) is the parameter of the exponential density function \( f_{\text{time}} \) given by relation (1). The Q-Q plots used in the previous section for assessing the exponential distributions of the time of the rare sags can be used for estimating \( \lambda_k \), in case of positive passing of the assessment like in the case of rare sags. The estimate of \( \lambda_k \) is the maximum likelihood estimate from the measured data [30], and it is obtained by measuring the slope m of the straight line resulting from the points in the Q-Q plot:

\[
\lambda_k = m^3
\]

(5)

The value of m is computed by the least square method. The voltage sags measured in 2017 for the same regional system, \( N_{m,k} \), were used to verify the mean number of voltage sags forecasted \( N_{f,k} \) by the relation (5) in the preceding years of 2014, 2015, and 2016. The error of the forecast at each site k, \( \epsilon_{f,k} \), was computed as the absolute value of the difference between the number of forecasted sags in 2017, \( N_{f,k} \), and the number of measured sags in 2017, \( N_{m,k} \), in per unit of the measured sags in 2017.

Table 8 shows the results for the considered sites, i.e., #20, #44, #74, #75.

| Site # | \( \lambda_k \) \(^{-1} \) | \( N_{f,k} \) | \( N_{m,k} \) | \( \epsilon_{f,k} \) (%) |
|-------|-----------------|----------|----------|-----------------|
| 20    | 955,316.20      | 33       | 32       | 3.12            |
| 44    | 652,144.06      | 48       | 50       | 4.00            |
| 74    | 895,082.38      | 35       | 97       | 63.92           |
| 75    | 915,980.25      | 34       | 98       | 65.31           |

Table 8. Main results of the forecasting activity after the application of the 1 h-filter.

For sites #20 and #44, the forecast error achieves satisfactory values, i.e., less than 5%, having forecasted a number of voltage sags in the year 2017 very close to those actually measured (at site #20, 33 voltage sags were forecasted and 32 voltage sags were measured). At site #44, 48 voltage sags were forecasted, and 50 voltage sags were measured. However, for sites #74 and #75, the performance of the forecast was unacceptable. In fact, at site #74, we forecasted 35 sags against 97 measured sags corresponding to a forecast error of 63.92%, and, at site #75, we forecasted 34 sags against 98 measured sags corresponding to a forecast error of 65.31%.

It was evident that the forecast presented a range from acceptable values lower than 5% to unacceptable values greater than 60%.

We started examining in deep detail the sags at sites #74 and #75 to detect the main origins of such a large error. The main aspect that emerged was that the voltage sags at these sites still presented voltage sags as clusters, after the application of the 1h-filter, discussed in the Section 3. The main critical aspect, in other words, was referred to the application of the same filter, that is the 1 h-filter, for all the considered sites.
The first solution to these unacceptable results of the forecast was to observe the clusters in every site. We ascertained that the maximum value of tne, above which the clusters did not increase by more than 3%, was different in every site and was not necessarily equal to 1 h. The maximum values of tne searched with this criterium for sites #74 and #75 were 4.7 h and 5.3 h, respectively. By using these values for detecting and removing the clusters at these sites, we performed the validation of the rare sags by means of the Q-Q plots shown in Figure 21. Comparing these plots with those in Figure 20c,d an appreciable reduction of the number of points leaving the line at the left tail was evident. Further, the correlation factor, $r$, increased slightly from 0.98 in Table 6 to 0.99 for both of the sites that were considered. This proved that one of the critical aspects, which was discussed in the Section 4, was reduced by using values of the filtering time that were different from 1 h.

![Figure 21](image_url)

*Figure 21. Exponential distribution Q-Q plot with cubic square transformation of the tne measured in 2014, 2015, and 2016 at sites #74: (a), #75: (b) after the application of the filters (4.7 h for the site #74 and 5.3 h for the site #75).*

By using the new values of the filters (4.8 h for site #74 and 5.3 h for site #75), we performed the forecast using the new dataset of the rare sags that resulted. We obtained a significant improvement in the forecast, and Table 9 shows the results.

**Table 9.** Main results of the forecasting activity after the application of the filters (4.7 h for the site #74 and 5.3 h for the site #75).

| Site # | $\lambda_k^{-1}$ | $N_{f,k}$ | $N_{m,k}$ | $\epsilon_{f,k}$ (%) |
|-------|------------------|-----------|-----------|---------------------|
| 74    | $5.7 \times 10^5$ | 58        | 58        | 0.00                |
| 75    | $5.5 \times 10^5$ | 57        | 57        | 0.00                |

The results shown in Table 9 show the great improvement in the forecast, which was characterized for both site #74 and site #75 by a large reduction of the error, $\epsilon_{f,k}$, i.e., from 63.92% to 0.00% at site #74 and from 65.31% to 0.00% at site #75.

To prove that the improvements of the forecast were linked to the adequate filtering performed by detecting the tne max at every site, at sites #74 and #75, we derived the cumulative probability distribution, $F$, and the probability density function, $pdf$, of tne in two ways, the first of which consisted of computing the probability curves, $F$ and $pdf$, on the samples of tne obtained after the new time filters (4.7 h for site #74 and 5.3 h for
site #75). The second way consisted of deriving the probability curves $F$ and $pdf$ using the average sag rate, i.e., the number of sags per second, $\lambda_k$, at sites #74 and #75 estimated by relation (4). Figures 22 and 23 compare the cumulative distributions $F$ and the density distribution $pdf$, respectively, obtained in these two ways. It is evident that the distributions $F$ and $pdf$ of the data samples are very close to the ideal distributions that correspond to the estimated $\lambda_k$.

![Figure 22](image1.png)

**Figure 22.** Cumulative distribution function, $F$, of the $ttne$ measured in 2014, 2015, and 2016 at sites #74: (a), #75: (b) after the application of the of the filters (4.7 h for the site #74 and 5.3 h for the site #75) red curve, and cumulative distribution function with distribution parameter equal to $\lambda_k$ estimated by relation (4) (blue curve).

![Figure 23](image2.png)

**Figure 23.** Probability density function fitted of the $ttne$ measured in 2014, 2015, and 2016 at sites #74 (a), #75 (b), before the application of the of the filters (4.7 h for the site #74 and 5.3 h for the site #75)—red curve, and probability density function estimated by relation (1) with distribution parameter equal to $\lambda_k$ estimated by relation (4)—blue curve.
As a final remark, it is useful to give some details about the computational burden of the proposed method. The time required for the preliminary statistical process of 33,602 voltage sags measured over a period of three years at 152 sites of the considered networks is about 11 s. Further, 0.5 s is needed for the forecast at each site. The times of the computations refer to the numerical programs developed in MATLAB 2020 by an i7-8750H CPU processor operating @ 2.20 GHz.

6. Conclusions

This paper shows the first stage of the studies aimed at forecasting the expected number of sags at the sites of a real distribution system using the voltage sags measured in the field without performing a model-based analysis. The final goal of the research is to develop proper algorithms that the network operators could use to forecast how many voltage sags will occur at a given site. The measured sags were available for four years at the sites of an actual regional system in Italy, and we used the data of the first three years (2014–2016) to forecast the expected number of sags at every site in the fourth year (2017). Since the actual voltage sags measured in 2017 were available, we were able to verify the forecasts. The forecasts, which used only three years of measurements, were possible with adequate confidence due to the choice of the random variable, time to next event, rather than the variable, number of voltage sags. In fact, as demonstrated in this paper, the dataset of values of the variable time to next event was much larger than that of the variable number of voltage sags.

The proposed method requires two main preliminary preparation steps for the data; the first step is to exclude the intermittent sags due to the cycles of the automatic closure of the protection systems; the second step is aimed to filter and discard the sags grouped in clusters. This second step is the most crucial action due to the impact it has on forecasting the performance. In this paper, we used a filter in time, i.e., a 1h-filter, for every site to detect and exclude the clusters of sags, as was proposed in the recent literature. The results obtained in the system we considered were not satisfactory at all of the sites. The most critical evidence was that, when we used a 1h-filter at every site, the clusters were not filtered completely at some sites, and this caused unacceptable forecast errors.

Starting from these initial results, we improved the accuracy of the forecast, measured by the reduction of the forecast error, and detected and discarded the clusters in a dynamic way along the sites. This new filtering action removed all of the clusters from the datasets that were used in the forecasts. The initial results encouraged the development of new, more efficient techniques of filtering, and we acted site by site to eliminate the clusters. The comparison among these techniques will allow us to ascertain the most efficient technique for detecting and discharging the clusters to be used in the entire procedure to forecast the voltage sags that will occur at every site.
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