A Novel Adaptive Mode Decomposition Method Based on Reassignment Vector and Its Application to Fault Diagnosis of Rolling Bearing
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Abstract: To solve the problem that the random distribution of noise in the time-frequency (TF) plane largely affects the readability of TF representations, a novel signal adaptive decomposition algorithm processed in TF domain, which provides adequate information about the time-varying instantaneous frequency, is presented in this paper. The theoretical basis of this algorithm is short-time Fourier transform (STFT). The research into the algorithm comprises two steps: the TF plane denoising takes sparse low-rank matrix estimation as a priority and then achieves signal decomposition based on reassignment vector (RV). A low-rank matrix approximation scheme, which exploits the sparse properties of the TF transformation coefficient and uses non-convex penalty, is put forward to obtain clean STFT. Then, a new approach called RV, which is different from the traditional mode decomposition methods such as Empirical Mode Decomposition (EMD), is used to estimate the characteristic curve corresponding to the TF ridges of the interested modes. Based on the classical reassignment method, RV has a solid theory foundation. Moreover, it can identify different signal components such as stationary signal, modulating signal and impulse characteristic. Combining the advantages of low-rank matrix approximation approach and those of RV defined in TF plane, a novel signal adaptive decomposition method is proposed in this paper to identify fault characteristics. To illustrate the effectiveness of the method, fault signals of rolling bearing under stationary condition and time-varying speed are respectively analyzed.
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1. Introduction

The dynamic response of the transmission component under time-varying conditions, which are recognized as the working environment for most mechanical equipment in the engineering field, will show strong non-stationarity [1–3]. Even in healthy conditions, the characteristic frequency and amplitude of vibration signals will vary with the operating conditions. If the transmission component fails, it will be impossible to determine whether the change of its dynamic response characteristics is caused by the failure or the varying working conditions. Therefore, one key constituent is to realize fault feature extraction and state identification under time-varying conditions [4,5].

Recently, some researchers have put forward a machine learning and statistical framework to solve the similar problem described in this paper. However, these methods are limited to practical
application because mechanical failure is typically a small sample situation [6–8]. As a very powerful signal processing method, time-frequency (TF) analysis has drawn much attention among researchers in structural health monitoring, biomedicine and other fields [9,10]. The main reason for this is its simultaneous examination for the complicated signals on two scales of time and frequency. Built on the inner product operation between the analytical signal and basis function [11–13], traditional TF analysis methods, such as Fast Fourier transform (FFT) and Wavelet Transform (WT), can neither match the time-varying signals well, nor effectively process the non-stationary signals. Moreover, the multi-component signals always contain heavy background noise. Therefore, the characteristic components are easily masked by irrelevant signals, and thus Short-time Fourier transform (STFT) and Wigner distribution (WD) have been proposed [14,15]. Despite an improved version of FFT, STFT remains within the limits of implementing adaptive selection of window function [16] and, inevitably, cross interference feature of WD inevitably exists, which directly leads to poor readability of the TF plane.

Recently, Synchrosqueezing Transform (SST) and Linear Chirp Transform (LCT) have become research hotspots [17,18]. As a post-processing method, SST has made it possible to synchrosqueeze and rearrange the TF coefficients along the frequency axis, which aimed to realize the concentration of TF energy [19]. Subsequently, several interesting methods have been presented, such as Synchroextracting Transform (SET) and Second order Synchrosqueezing Transform [20,21]. These methods, however, fail to analyze the strong modulated signal with heavy noise. Since the TF coefficient rearrangement is executed from the frequency direction, it has poor processing ability for the common impulse signal of mechanical equipment. Different from SST, LCT generates a rotation angle through a fixed rotation operator for the horizontal window in STFT. When the angle between the rotated window function and the frequency modulated signal is zero, the best energy concentration is reached [22]. However, when the signal is nonlinear, the frequency modulation of the signal is time-varying. As a result, only one rotation operator cannot fully meet the requirements of energy concentration at all times. In general, when dealing with nonlinear and non-stationary signals, the energy divergence problem is unavoidable in the above methods.

Reassignment method (RM) realizes the reallocation of TF transformation coefficients in two directions of time and frequency [23]. Compared with previous methods, RM not only has a higher TF resolution but it also reaches the ideal TF representations more easily. However, RM does not support signal reconstruction [24]. Moreover, the information extracted from the distribution parameters of the ridges, which are utilized for decomposing signal and reconstructing useful one, is closely related to the instantaneous frequency variation of the signal. Inspired by these views, this paper studies a signal adaptive decomposition algorithm on the basis of the theoretical framework of RM. By the theoretical calculation from RM, Reassignment Vector (RV) can identify the main TF ridges, representing the different mode components of the composed signal [25,26]. Different from the adaptive decomposition algorithm of one-dimensional signal such as Empirical Mode Decomposition (EMD) and Variational Mode Decomposition (VMD) [27,28], RV is proposed from two-dimensional TF presentations and behaves better in extracting the strong time-varying amplitude modulation and frequency modulation (AM/FM) modes. More importantly, compared with the above-mentioned methods, it has greater decomposition ability for impulse signal, which is of outstanding significance for structural health monitoring. For the further improvement of the decomposition performance of multi-component vibration signal, this paper also presents a TF plane denoising method, which is based on the existence in the form of matrix and an obvious sparsity of the TF transformation coefficient. Through the non-convex penalty function and convex optimization framework, the desired coefficient matrix, or clean TF plane, can be obtained by sparse low-rank matrix estimation [29,30]. Afterwards, RV is employed to identify different modes from the denoised TF representations. Combining the superiority of low-rank matrix approximation and RV, a novel signal adaptive decomposition algorithm is proposed to extract different fault mode components under diverse working conditions.

The rest of this paper contains four parts. Section 2 elaborates on the proposed method, especially TF plane denoising using sparse low-rank matrix estimation and adaptive signal
decomposition based on reassignment vector. In the following section, simulation analysis with multi-components will be used for verifying the effectiveness of the raised method in signal adaptive decomposition. In Section 4, the vibration signal of rolling bearing with inner ring fault under constant condition and time-varying speed were used for experimental verification. Finally, Section 5 contains the conclusion.

2. Theory Description

2.1. TF Plane Denoising Using Sparse Low-rank Matrix Estimation

Commonly, multicomponent signal is defined as a superimposition of AM-FM components. The raw TF plane can be obtained by classical STFT and the TF transformation coefficient is expressed as a matrix. In this paper, the problem of estimating a sparse low-rank matrix from a noisy TF transformation coefficient of STFT is firstly addressed. The mathematical model of low-rank matrix approximation can be illustrated as follows:

\[ Y = V + W \]

where \( Y \) is the noise observation matrix computed by STFT, \( W \) represents additive white Gaussian noise (AWGN) matrix and \( V \) is corresponding to sparse low-rank matrix estimation of raw STFT. In order to estimate the sparse low-rank matrix \( V \), the model has been transformed into a typical mathematical optimization problem, which is composed of a data-fidelity term and two parameterized non-convex penalty functions [31]. The specific formula is expressed as follows:

\[ F(V) = \frac{1}{2} \| Y - V \|_F^2 + \lambda_0 \sum_{i=1}^{k} \phi(\sigma_i(V); a_0) + \lambda_1 \sum_{i=1}^{n} \phi(V_{i,j}; a_1) \]  

(2)

where \( \| Y \|_F = \sum_{i,j} |Y_{i,j}| \), \( \phi(v) \) is the non-convex penalty function, \( \sigma_i(V) \) represents the singular values of the matrix \( V \), regularization parameters \( \lambda_0 \) and \( \lambda_1 \) are used to adjust weights between data-fidelity term and constraint term. The most commonly used penalty functions can be defined as:

\[ \phi(v; a) = \frac{|v|}{1 + a|v|/2}, \quad a \geq 0 \]  

(3)

The proximity operator of penalty function is defined as follows:

\[ \text{prox}_\phi(y, \lambda, a) = \arg \min \left\{ \frac{1}{2} (y - v)^2 + \lambda \phi(v; a) \right\} \]  

(4)

To ensure that the target function is strictly convex, the selected parameters need to satisfy the following conditions:

\[ 0 \leq a_0 \lambda_0 + a_1 \lambda_1 < 1 \]  

(5)

The objective function in formula (2) can be solved by alternating direction method of multipliers (ADMM) to achieve the separation of variables [32]. Then, the sparse low-rank matrix estimation \( V \) of STFT transformation coefficient can be obtained for the following TF signature identification and signal adaptive decomposition.

2.2. Adaptive Signal Decomposition Based on Reassignment Vector

Reassignment method (RM) realizes the TF representation of multicomponent signals in two directions of time and frequency scale. In other words, RM can accurately position the TF signature of the interested modes. Based on the denoising operation in STFT domain defined in Section 2.1, the
group delay estimation \( \hat{\tau}_f(t, \xi) \) and instantaneous frequency estimation \( \hat{\omega}_f(t, \xi) \) can be calculated as:

\[
\hat{\tau}_f(t, \xi) = t + \Re \left\{ \frac{V_{f}^{g}(t, \xi)}{V_{f}^{g}(t, \xi)} \right\} \\
\hat{\omega}_f(t, \xi) = \xi - \frac{1}{2\pi} \Im \left\{ \frac{V_{f}^{g}(t, \xi)}{V_{f}^{g}(t, \xi)} \right\}
\]

where \( V_{f}^{g} \) and \( V_{f}^{g} \) are corresponding to the denoised STFT operation using sparse low-rank matrix approximation of multicomponent signal \( f \) calculated by the window function \( \hat{g}(t) \) and \( g(t) \). \( \Re \{ \} \) and \( \Im \{ \} \) is illustrated as the real and imaginary part of the complex number.

Therefore, RM algorithm can be described as:

\[
\text{RM}(t, w) = \int_{-\infty}^{\infty} \left| V_{f}^{g}(\mu, \eta) \right| \cdot \delta(w - \hat{w}_f(\mu, \eta)) \cdot \delta(t - \hat{\tau}_f(\mu, \eta)) d\mu d\eta
\]

According to the definition above, Reassignment Vector (RV) can be expressed as follows[25,26]:

\[
\text{RV}(t, \xi) = \left( \hat{\tau}_f(t, \xi) - t, \hat{\omega}_f(t, \xi) - \xi \right)
\]

From the formula (9), we find that the RV is also considered in terms of time and frequency. If \( f = \delta_\eta \) is satisfied, \( \text{RV}(t, \xi) = (t_0 - t, 0) \), which indicates that the component is existing along the time axis. Similarly, if \( f \) is a pure harmonic signal such as \( f = e^{j2\pi\eta} \), \( \text{RV}(t, \xi) = (0, \xi_0 - \xi) \), which demonstrates a component only along the frequency directions. More generally, a linear chirp signal is described with phase function \( \phi(t) \) and window function \( g(t) = e^{-\alpha t^2} \), thus we can obtain the RV as follows:

\[
\text{RV}(t, \xi) = \frac{\xi - \phi'(t)}{\sqrt{\alpha^2 + \phi'(t)^2}}\left( -\phi''(t), \sigma^2 \right)
\]

Generally speaking, RV points to that characteristic curve in the TF plane following the direction \( (-\phi'(t), \sigma^2) \). Theoretically, on the basis of the projection of RV in a specific direction, contour points (CPs) representing the TF curve or intrinsic component can be obtained for the subsequent mode function extraction. Obviously, RV will exhibit a strong variation along the orientation by crossing the ridge curve. To determine the projection of RV in a specific direction, the key step is to get the angle \( \theta \). For the convenience of discretization and computation, RV can be regarded as a displacement on a grid. Then, the STFT is computed at frequencies \( \frac{p}{N} \), where \( p = 0, \ldots, N-1 \) and \( N \) is the number of frequency bins. By the way above, the grid is indexed by \( (k, p) \) and \( k \) is corresponding to the time instant. Through the above theoretical definition, the CPs can be computed by projecting this vector following the inner product operation:

\[
\alpha(k, p) = \left( \text{RV}_r \left( k, \frac{p}{N} \right), v_{\theta}(k, p) \mod \pi \right) = 0
\]

where \( v_{\theta} \) is denoted as the vector along the direction \( \theta \). Based on it, a local projection angles (LPAs) algorithm published in [25] is used to achieve a robust estimation of TF signatures for a wide
class of multicomponent signal. Using the just estimated CPs, each corresponding mode \( f_i(t) \) can be reconstructed through:

\[
f_i(t) = \frac{1}{g(0)} \int_{(t, \xi) \in B_i} V^R_f(t, \xi) dw
\]

(12)

where \( B_i \) is the basin of interested components corresponding to the mode \( i \).

Taking advantage of sparse low-rank matrix estimation about transforming coefficient and reassignment vector pointing to ridge curve, a novel adaptive signal decomposition method is proposed in this paper. The specific process of the approach presented in this paper is shown in Figure 1.

![Flowchart of the proposed method](image)

**Figure 1.** The flowchart of the proposed method.

### 3. Numerical Simulation Signal Analysis

To prove that the raised method is effective, the numerical analysis performing is the priority. The simulated signal \( x \) is composed by four parts including sinusoidal signal \( x_1 \), modulated signal \( x_2 \), impulse signal \( x_3 \) and noisy signal \( G \). It is designed to test its ability to process different types of signals.

\[
\begin{align*}
x_1 &= \sin(2\pi f_1 t_1) \quad &1 < t_1 < 0.78 \\
x_2 &= \sin(2\pi (f_1 t_2 - 2e^{-2(t_2 - 0.1)} \cdot \sin(14\pi (t_2 - 0.1)))) \quad &1 < t_2 < 0.78 \\
x_3 &= 15 \cdot \delta(t_3 - 0.9) \quad &1 < t_3 < 1 \\
x &= x_1 + x_2 + x_3 + G
\end{align*}
\]

(13)

where \( x \) is the researched multi-component signal, the sampling number is 1024 and the sampling frequency is 1024 Hz. The characteristic frequency is set as \( f_1 = 35\text{Hz} \) and \( f_2 = 340\text{Hz} \) respectively. \( G \) is the additive Gaussian noise components with \( \text{SNR} = 5 \) dB. In terms of TF characteristics, \( x_1 \) has a constant frequency and \( x_2 \) has a strong time-varying frequency. The time-domain and frequency-domain waveform is shown in Figure 2. From the Figure 2a, we can clearly inspect the impulse characteristics in the time-domain. The frequency spectrum analysis result is plotted in Figure 2b, only the constant frequency \( f_1 = 35\text{Hz} \) has been identified with red circle, while the time-varying frequency feature \( x_2 \) and impulse feature \( x_3 \) remain undiscovered. It is demonstrated that the conventional analytical methods are not suitable for processing non-stationary signals.
Then, the TF analysis methods, such as STFT and the proposed method using RV, are conducted to analysis multi-component simulated signal. The result is drawn in Figure 3. Due to the existence of noise components in the TF plane along the time and frequency direction as well as the theoretical defect, the time-frequency representations (TFR) generated by STFT is blurry, which is shown in Figure 3a. Essentially, the proposed method is based on time-frequency denoising scheme and rearrangement algorithm. Thus, it has better TF plane readability in the TF representations. Comparing Figure 3a with Figure 3b, it is obvious that the presented method can accurately extract the different signal characteristics. According to the identified TF feature of simulated signal, the adaptive signal mode decomposition from TF plane is plotted in Figure 4. Fortunately, different TF characteristics, including strong modulated and impulse, have been perfectly decomposed.

Figure 2. The researched numerical simulation signal. (a) Numerical signal shown in time-domain. (b) Numerical signal shown in frequency-domain.

Figure 3. The TFR obtained by short-time Fourier transform (STFT) and reassignment vector (RV) method. (a) TFR obtained by STFT. (b) TFR obtained by the proposed method.
Figure 4. The time-frequency (TF) mode decomposition by the proposed method.

Subsequently, the multi-component signal decomposition and reconstruction operation on the basis of TF characteristics is performed. The computation result is shown in Figure 5 and we can draw a conclusion that the performance of the raised method has obvious superiority in signal decomposition. To compare performance of signal decomposition, the commonly used method of EMD is employed to decompose the simulated signal and the corresponding frequency spectrum analysis result is drawn in Figure 6. Only the constant frequency \( f_i = 35\text{Hz} \), which has been marked by a red circle, can be found in IMF3 and IMF4. The other signal components such as modulated signal \( X_2 \) and impulse signal \( X_3 \) still remain unidentified. Numerical simulation results show that the presented method is more suitable for the mode decomposition of different non-stationary components. It should be noted that the signal components must meet strict separation conditions in the TF domain described in [19], and thus the proposed method cannot fully separate close and overlapped signal components.

Figure 5. Performance of signal decomposition and reconstruction by proposed method. (a) multi-components signal decomposition. (b) signal reconstruction.
Figure 6. Performance of signal decomposition by Empirical Mode Decomposition (EMD).

4. Experimental Data Analysis

4.1. Case 1 Application to Stationary Feature Extraction of Bearing

In the section of experimental data analysis, a public bearing fault dataset from Society for Machinery Failure Prevention Technology (MFPT) has been employed to verify the effectiveness of the proposed method [33]. The dataset is collected from a rolling bearing test rig with outer race fault and inner race fault at various loads. The inner race fault is selected as the research object in this paper as shown in Figure 7, and the detailed structure parameter of rolling bearing is listed in Table 1.

![Figure 7. The rolling bearing with inner race fault.](image)

Table 1. The structure parameter of rolling bearing.

| Roller Diameter | Pitch Diameter | Number of Elements | Contact Angle | Load/lbs |
|-----------------|----------------|--------------------|---------------|----------|
| 0.235           | 1.245          | 8                  | 0             | 300      |

The input shaft rotational frequency is set as \( f_r = 25 \text{Hz} \) and the sampling rate is defined as 48,828 Hz for 3 s. According to the parameter of rolling bearing and the rotational frequency, the inner race fault character frequency as \( f_i = 120 \text{Hz} \) can be calculated. The time-domain waveform
and frequency spectrum analysis result of rolling bearing is plotted in Figure 8. From Figure 8a, the distinct impulse phenomenon can be detected. However, because of the clutter and interference of spectral lines, the inner race fault character frequency still cannot be found in Figure 8b. Subsequently, the conventional envelope spectrum analysis is used to analyze rolling bearing signal and the outcome is shown in Figure 9. Nevertheless, only the peak corresponding to the rotational frequency $f_r$ can be determined, which has been marked by red circle. The above analysis results demonstrate that the common one-dimensional signal processing method cannot effectively identify the fault characteristics under the background of strong noise.

![Figure 8. The rolling bearing vibration signal shown in time and frequency domain. (a) the time-domain waveform of the bearing signal. (b) the frequency-domain waveform of the bearing signal.](image1)

Immediately following the above analysis, the TF analysis method is conducted to undertake rolling bearing vibration signal analysis. The TF representations generated by STFT and the proposed method using RV are presented in Figure 10 and Figure 11, respectively. Since the STFT can be recognized as the Fourier transform in the short window, the TF resolution of real vibration signal is low, and the TF energy is not concentrated enough. Based on the TF denoising approach and reassignment vector, the proposed method is used to illustrate it. In accordance with Figure 11, the rotational frequency $f_r$, inner race fault character frequency $f_i$ and its double frequency $2f_i$ can be detected. Then, the classical EMD method is performed to analyze vibration signal and the result is drawn in Figure 12. Unfortunately, the feature frequency with inner fault cannot be found in different mode functions.

![Figure 9. The envelope spectrum analysis results.](image2)
Figure 10. The TFR generated by STFT.

Figure 11. The result provided by proposed method using RV.

Figure 12. The result provided by EMD.
4.2. Case.2 Application to Time-varying Feature Extraction of Bearing

The experimental data are collected from the rolling bearing fault simulation bench on the Spectra Quest machinery fault simulator (MFS-PK5M) [34,35], and the whole device is driven by a variable frequency speed-regulating motor, as shown in Figure 13. The test bench mainly includes tachometers, the drive control system and the rotor-bearing system. There are two ER16 K rolling bearings at each end of the rotor. A special note is that the left bearing is in good condition while the right one is replaceable. Thus, the right one is selected as faulty bearings with inner fault. Structural parameters of the researched rolling bearing are described in Table 2. Theoretically, the Fault Characteristic Coefficient (FCC) corresponding to the outer race fault (FCCo) and the inner race fault (FCC) can be respectively calculated as 3.57 and 5.43. To verify the effectiveness of this method in time-varying conditions, the operating rotational speed is increased from 13Hz to 25.7 Hz. Therefore, according to the rotation frequency and FCC, we can accurately calculate the fault characteristic frequency.

![Figure 13. Experimental equipment.](image_url)

| Bearing Type | Pitch Diameter | Ball Diameter | Number of Balls | FCCo | FCCo |
|--------------|----------------|---------------|----------------|------|------|
| ER16K        | 38.52 mm       | 7.94 mm       | 9              | 5.43 | 3.57 |

An ICP accelerometer (Model 623C01) is used to collect the vibration signal of the bearing housing at the experimental bearing, and the sampling frequency is set as 200 KHz. If the sampling rate is too high, it directly leads to large data volume; thus, the operation to realize the downsampling must be implemented.

In theory, even in time-varying conditions, the fault feature can be concluded such that the inner fault characteristic frequency and its doubling components will occur in the frequency spectrum. Nevertheless, due to the change of rotational speed, the periodic impulse characteristics cannot be identified in the time domain waveform. Therefore, no matter whether it is by the time domain waveform or the spectrum analysis result described in Figure 14, the time-varying fault characteristic frequency cannot be identified. As a frequently referred vibration signal processing method, envelope spectrum analysis is performed, and its result is plotted in Figure 15. Because of the time variability and non-stationarity of the signal, however, the result is far from satisfactory.
Figure 14. The time-domain and frequency-domain waveform of original bearing signal. (a) the time-domain waveform. (b) the frequency spectrum analysis result.

Figure 15. The envelope spectrum analysis results.

Then, the parametric time-frequency analysis methods, such as STFT and SET, are used to process the fault bearing signal for time-varying fault feature identification. Obviously, Figure 16 shows the TF analysis result generated by STFT, which has a low TF resolution. Fuzzy TF plane directly affects the readability. The main reason for this is the lack of post-processing for the TF transformation coefficient. Based on the TF reassignment framework and the classical SST theory, SET has an improvement in the performance of TF representations compared with STFT. The trend of time-varying characteristic changing can be obtained in Figure 17. However, the energy of the characteristic curve is not concentrated enough, and many independent components exist in the TF plane. Finally, the proposed method in this paper is conducted to bearing fault signal analysis and the corresponding result is drawn in Figure 18. It is evident that the proposed method based on TF denoising scheme and reassignment vector has a better performance. The time-varying rotation frequency $f_i$, $2f_i$, and $3f_i$ can be identified in the TF plane. From this, the conclusion can be drawn that the rolling bearing has an inner fault. Meanwhile, the result provided by EMD is plotted in Figure 19 and the concerned time-varying characteristic cannot be detected. In a summary, through the analysis of rolling bearing fault data, the validity of the proposed signal decomposition algorithm from the TF plane is illustrated.
Figure 16. The result provided by STFT.

Figure 17. The result provided by Synchroextracting Transform (SET).

Figure 18. The result provided by the proposed method using RV.
Figure 19. The result provided by EMD.

Moreover, to further illustrate the effectiveness of the proposed method in dealing with various types of faults, fault signal analysis of bearing outer race under time-varying speed in the above Spectra Quest machinery fault simulator has also been conducted. The vibration signal is measured from a faulty bearing with an outer race defect and the operating rotational frequency $f_r$ increases from 14.0 Hz to 21.7 Hz. Similarly, according to the rotation frequency $f_r$ and Fault Characteristic Coefficient (FCC), we can accurately calculate the time-varying outer race fault characteristic frequency $f_o$.[36]

Figure 20 shows the TFR obtained by STFT and the proposed method. Due to deficiency of STFT in dealing with strong frequency modulation signal (especially in the noisy environment), time-frequency blurs occur in the result generated by STFT in Figure 20a. Fortunately, the proposed method has suggested higher resolution of ridges, compared with STFT in time-frequency plane in Figure 20b. The varied rotational frequency $f_r$ and outer race fault characteristic frequency $f_o$ can both be identified in the TF plane. Therefore, we can diagnose the outer race fault, which is consistent with the actual situation. Based on the above analysis, we can make a conclusion that the method presented in this paper is effective at diagnosing fault signals of bearing inner race and outer race.
5. Conclusions

Aiming at feature extraction and identification of multi-component signals in mechanical equipment fault diagnosis, an adaptive signal decomposition algorithm derived from Rearrangement Vector (RV) is proposed in this paper. The main research work of this paper is summarized as follows: (1) The TF denoising operation is primarily considered by sparse low-rank matrix estimation under the convex optimization scheme. Through non-convex penalty function and ADMM algorithm, the desired TF transformation coefficient matrix is obtained. (2) Based on the outcome, RV is employed to identify TF signature in the two-dimensional TF plane, which concerns different ridge curves and model components. Thus, adaptive mode decomposition can be implemented by RV. (3) Combining the advantage of TF denoising approach and RV action in TF plane, the proposed method has been successfully applied to bearing fault diagnosis. Whether rolling bearing fault analysis is under stationary condition or time-varying condition, the results show that the method proposed in this paper is of obvious engineering application value.
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