Exactly unitary discrete representations of the metaplectic transform for linear-time algorithms
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The metaplectic transform (MT), sometimes called the linear canonical transform, is a tool used ubiquitously in modern optics, for example, when calculating the transformations of light beams in paraxial optical systems. The MT is also an essential ingredient of the geometrical-optics modeling of caustics that was recently proposed by the authors. In particular, this application relies on the near-identity MT (NIMT); however, the NIMT approximation used so far is not exactly unitary and leads to numerical instability. Here, we develop a discrete MT that is exactly unitary, and approximate it to obtain a discrete NIMT that is also unitary and can be computed in linear time. We prove that the discrete NIMT converges to the discrete MT when iterated, thereby allowing the NIMT to compute MTs that are not necessarily near-identity. We then demonstrate the new algorithms with a series of examples.

I. INTRODUCTION

It is often of interest in optics to compute the metaplectic transform (MT), also called the linear canonical transform, of a given wavefield ψ [1]. For example, just as the action of a lens is to transform ψ to its Fourier transform at the focal plane, the action of a general paraxial optical system is to transform ψ to its MT at the output plane [2–5]. As another example, the MT and the near-identity MT (NIMT) can be used for calculating wave caustics within a reduced framework called metaplectic geometrical optics, which avoids the usual singularities [6, 7]. Hence, the ability to calculate the MT and NIMT accurately and efficiently is important for practical applications.

In recent years, many fast algorithms have been developed to compute the MT for one-dimensional (1-D) and 2-D fields [8–15]. These algorithms often involve the fast Fourier transform, since the MT has a simple spectral representation; as such, they often scale as O(N log N), where N is the number of sample points. Comparatively less developed are fast algorithms to compute the NIMT. Reference [16] showed that algorithms designed specifically for the NIMT can be computed with O(N) complexity. This is potentially a significant speedup compared to other MT algorithms, but unfortunately, the fast NIMT of Ref. [16] suffered from numerical instability, which can be traced back to a loss of unitarity.

Here, we improve upon this work and develop a fast algorithm that calculates an exactly unitary approximation of the NIMT. To do this, we first develop a discrete matrix representation of the MT that is exactly unitary. Through use of a diagonal Padé approximation, we then obtain a discrete NIMT that is also exactly unitary. This discrete NIMT can be used ‘as is’, or as we prove, it can also be iterated to perform arbitrary MTs without experiencing numerical instability. We show that our fast NIMT can still be computed in time that scales linearly with the number of grid points. We therefore expect this algorithm to be useful in a broad range of applications.

This paper is organized as follows. In Sec. II, we review the pseudo-differential representation of the MT that was originally developed in Ref. [16]. In Sec. III, we use the pseudo-differential representation of the MT to develop a discrete representation that is exactly unitary. We also briefly comment on how the discrete MT can be approximately computed in linear time. In Sec. IV, we develop a discrete NIMT from the discrete MT, then show that the discrete NIMT is exactly unitary and can be computed in linear time. In Sec. V, we show how the new NIMT algorithm can be iterated to perform an arbitrary MT with robust local and global convergence. In Sec. VI, we demonstrate the new algorithms in a series of examples. In Sec. VII, we summarize our main conclusions. Auxiliary calculations are presented in the appendix.

II. OPERATOR REPRESENTATION OF THE METAPLECTIC TRANSFORM

A. Definition of the MT

Consider the propagation of a wavefield through an (m + 1)-D paraxial optical setup, where m is the number of dimensions transverse to the optical axis. Let q be coordinates on the plane transverse to the optical axis, and let p be coordinates on the corresponding m-D space of wavevectors that are Fourier-dual to q. Collectively, (q, p) define coordinates for the 2m-D phase space that is populated by the rays of geometrical optics. A general paraxial setup can be represented through its linear action on this phase space by a 2m × 2m matrix S as

\[
\begin{pmatrix}
Q \\
P
\end{pmatrix} = S \begin{pmatrix}
q \\
p
\end{pmatrix}, \quad S = \begin{pmatrix}
A & B \\
C & D
\end{pmatrix},
\tag{1}
\]

where (Q, P) are coordinates and wavevectors on the output plane, and the matrices A, B, C, and D are all size m × m. (In this context, S is commonly referred to as the ABCD ray transfer matrix [17].) When the paraxial
setup is lossless, then $S$ is symplectic, satisfying
\[
S \begin{pmatrix} 0_m & I_m \\ -I_m & 0_m \end{pmatrix} S^T = \begin{pmatrix} 0_m & I_m \\ -I_m & 0_m \end{pmatrix},
\]
where $0_m$ and $I_m$ are the $m \times m$ null and identity matrices respectively. Equation (2) also implies the relations [18]
\[
\begin{align}
AD^T - BC^T &= I_m, \\
A^TD - CTB &= I_m, \\
AB^T - BA^T &= 0_m, \\
B^TD - DTB &= 0_m, \\
CT^A - A^TC &= 0_m, \\
DCT^D - CDT^D &= 0_m,
\end{align}
\]
where $^T$ denotes matrix transpose.

Suppose that the transverse field profiles at the input and output planes are given by $\psi(q)$ and $\Psi(Q)$, respectively. Then in the paraxial limit, $\Psi(Q)$ is obtained from $\psi(q)$ by the MT corresponding to $S$, given either by the integral expression [2, 19, 20]
\[
\Psi(Q) = \pm \exp \left( \frac{i}{2} Q^T DB^{-1} Q \right) \frac{1}{2\pi \sqrt{\det B}} \int dq \exp \left( \frac{i}{2} q^T B^{-1} A q - i q^T B^{-1} Q \right) \psi(q),
\]
or equivalently, by the pseudo-differential expression [16]
\[
\Psi(Q) = \pm \exp \left( \frac{i}{2} q^T A^T C q \right) \frac{1}{\sqrt{\det A}} \exp \left( \frac{i}{2} A^{-1} B : \nabla \nabla \right) \psi(q) \Big|_{q = A^{-1} Q},
\]
where $\nabla \equiv dq/dq$. Note that Eq. (4) requires $\det B \neq 0$, while Eq. (5) requires $\det A \neq 0$. For our purposes in developing truncations of the MT for when $S$ is near-identity, this latter requirement will always hold.

Note that the MT is a unitary transformation from $\psi(q)$ to $\Psi(Q)$, which is consistent with the condition that the paraxial setup be lossless. Also note that the MT satisfies the composition property
\[
\hat{M}(S_1)\hat{M}(S_2) = \hat{M}(S_1 S_2),
\]
which allows the transformation of $\psi$ through a cascaded optical setup to be computed with ease.

### B. Manifestly unitary form of the MT

It will be useful in the forthcoming sections to recast Eq. (5) into a manifestly unitary form. To do so, let us introduce the abstract operator formalism of quantum mechanics [21]. In this formalism, $\psi(q)$ and $\Psi(Q)$ are represented by state vectors $|\psi\rangle$ and $|\Psi\rangle$, which are related by the linear relation
\[
|\Psi\rangle = \hat{M}(S)|\psi\rangle,
\]
where $\hat{M}(S)$ is the abstract operator that enacts the MT (5). We also introduce the Hermitian operator $\hat{q}$, which enacts multiplication by $q$, and the Hermitian operator $\hat{p}$, which enacts differentiation by $q$. The operators $\hat{q}$ and $\hat{p}$ satisfy the canonical commutation relation
\[
[i \hat{q}_j, \hat{p}_k] = i \delta_{jk} \hat{1}, \quad j, k = 1, \ldots, m,
\]
where $\delta_{jk}$ is the Kronecker delta and $\hat{1}$ is the identity operator.

Since $\hat{q}$ is Hermitian, it possesses a complete set of eigenvectors; the eigenvector corresponding to eigenvalue $q$ is denoted by $|q\rangle$ and satisfies
\[
\hat{q}|q\rangle = q|q\rangle.
\]
The wavefields $\psi(q)$ and $\Psi(Q)$ are obtained from $|\psi\rangle$ and $|\Psi\rangle$ by projection onto the basis $\{|q\rangle\}$ as
\[
\psi(q) \equiv \langle q | \psi \rangle, \quad \Psi(Q) \equiv \langle Q | \Psi \rangle.
\]
(Note that $|Q\rangle$ is an eigenvector of $\hat{q}$ with eigenvalue $Q$.)

Also, for any function $f$,
\[
\begin{align}
\hat{f}(q)\psi(q) &= \langle q | f(q) \psi \rangle, \\
\hat{f}(\nabla)\psi(q) &= \langle q | f(\nabla) \psi \rangle.
\end{align}
\]

Let us also introduce the inverse dilation operator $\hat{D}_A$ that acts on the state vectors as
\[
|q|\hat{D}_A|\psi\rangle \equiv \sqrt{\det A^{-1}}\psi(A^{-1}q),
\]
where the factor $\sqrt{\det A^{-1}}$ ensures that $\hat{D}_A$ is unitary. Then, by comparing Eq. (5) with Eq. (7), one sees that $\hat{M}(S)$ takes the form [16]
\[
\hat{M}(S) = \pm \hat{D}_A \exp \left( \frac{i}{2} \hat{q}^T A^T C \hat{q} \right) \exp \left( -\frac{i}{2} \hat{p}^T A^{-1} B \hat{p} \right).
\]
Notice that $\hat{D}_A$ can also be written as (Appendix A)
\[
\hat{D}_A = \exp \left[ i \hat{q}^T (\log A^{-T}) \hat{p} + \hat{p}^T (\log A^{-1}) \hat{q} \right] \frac{2}{2},
\]
which is a multidimensional analog of the familiar quantum squeezing operator [22]. (Here, $^T$ denotes the inverse-matrix transpose.) Hence, Eq. (13) can be written in the manifestly unitary form
\[
\hat{M}(S) = \pm \exp \left[ \frac{i}{2} \hat{q}^T (\log A^{-T}) \hat{p} + \hat{p}^T (\log A^{-1}) \hat{q} \right]
\times \exp \left( -\frac{i}{2} \hat{p}^T A^{-1} B \hat{p} \right).
\]

The three operator exponentials that enter Eq. (15) can be understood as the individual MTs induced by the following block matrices:
\[
G \equiv \begin{pmatrix} A & 0_m \\ 0_m & A^{-T} \end{pmatrix}, \quad L \equiv \begin{pmatrix} I_m & 0_m \\ A^T C & I_m \end{pmatrix}, \quad U \equiv \begin{pmatrix} I_m & A^{-1} B \\ 0_m & I_m \end{pmatrix}.
\]
In this sense, Eq. (15) is the decomposition of the MT induced by the following decomposition of the corresponding symplectic matrix $S$:

$$ S = GLU, \quad (17) $$

which can be viewed as a modified LDU decomposition. By recognizing $G$, $L$, and $U$ as ray-transfer matrices [17], a physical interpretation to Eq. (15) is readily obtained: $M(S)$ represents the action of a paraxial optical system consisting of propagation in uniform media $U$ (generally anisotropic), followed by a thin lens $L$ (generally asymmetric), followed by magnification $G$.

### III. DISCRETE METAPLECTIC TRANSFORM

#### A. Derivation

In the form (15), the MT can be readily discretized. Let us consider the 1-D case ($m = 1$) for simplicity. In this case, Eq. (15) has the $q$-space representation

$$ M(S) = \pm \exp \left[ \frac{\log A^{-1}}{2} \left( q \frac{d}{dq} + \frac{d}{dq} q \right) \right] \times \exp \left( i \frac{AC}{2} q^2 \right) \exp \left( \frac{iB}{2A} \frac{d^2}{dq^2} \right). \quad (18) $$

Let us consider an $N$-point discretization of $q$-space given by the set $\{q_j\}$, $j = 1, \ldots, N$. We assume that the set $\{q_j\}$ is distinct and lexicographically ordered such that $q_j < q_k$ when $j < k$. Then, functions of $q$ are discretized by the values on $\{q_j\}$, and are represented by vectors of length $N$ as

$$ \psi(q) \mapsto \psi \doteq \left( \psi_1 \ldots \psi_N \right)^T, \quad \psi_j \doteq \psi(q_j). \quad (19) $$

Similarly, operators are represented as $N \times N$ matrices. In particular, the coordinate operator $q$ is represented by the diagonal matrix

$$ q \doteq \begin{pmatrix} q_1 \\ \vdots \\ q_N \end{pmatrix}, \quad (20) $$

and analytic functions of $q$ are discretized by the formal replacement $q \mapsto q$. Pseudo-differential operators are represented by functions of finite-difference matrices with certain restrictions. For example, to discretize analytic functions of $d/dq$, we introduce a family of $N \times N$ finite-difference matrices on $\{q_j\}$, denoted by the set $\{\delta_\ell\}$ with $\ell \geq 1$ such that $\delta_\ell \psi$ is a suitable discretization of $d^2 \psi/dq^2$. We then require $\delta_1$ to be the family generator:

$$ \delta_\ell = \delta_1^\ell, \quad \ell = 1, 2, \ldots, \quad (21) $$

and also to be skew-Hermitian, so that $\delta_1$ faithfully mimics the purely imaginary eigenspectrum of $d/dq$. Then, any analytic function of $d/dq$ is discretized by the formal replacement $d/dq \mapsto \delta_1$.

To discretize analytic functions of $d^2/dq^2$, we can simply perform the formal replacement $d^2/dq^2 \mapsto \delta_1^2$. However, it is often more convenient to introduce an additional family of $N \times N$ even-order finite-difference matrices on $\{q_j\}$, denoted by the set $\{\Delta_{2k}\}$ with $k \geq 1$ such that $\Delta_{2k} \psi$ is a suitable discretization of $d^{2k} \psi/dq^{2k}$. We then require $\Delta_2$ to be the family generator:

$$ \Delta_{2k} = \Delta_2^k, \quad k = 1, 2, \ldots, \quad (22) $$

and also to be Hermitian and negative semi-definite, so that $\Delta_2$ faithfully mimics the negative semi-definite eigenspectrum of $d^2/dq^2$. (Note that $\{\Delta_{2k}\}$ need not coincide with $\{\delta_\ell\}$, but clearly, any suitable $\{\delta_\ell\}$ also constitutes a suitable $\{\Delta_{2k}\}$.) Then, any analytic function of $d^2/dq^2$ is discretized by the formal replacement $d^2/dq^2 \mapsto \Delta_2$. In particular, Eq. (18) is discretized to yield the discrete MT (dMT), given as

$$ M(S) \mapsto M(S) \doteq \pm \exp \left[ \frac{\log A^{-1}}{2} \frac{q \delta_1 + \delta_1 q}{2} \right] \times \exp \left( i \frac{AC}{2} q^2 \right) \exp \left( i \frac{B}{2A} \Delta_2 \right). \quad (23) $$

When $\{q_j\}$ are equally spaced with grid spacing $h$, then suitable choices of $\delta_1$ and $\Delta_2$ are the central-difference matrices. These matrices are of Toeplitz form [23]; explicitly, a 2nd-order finite-difference scheme has

$$ \delta_1^{(2)} = \frac{1}{2h} \begin{pmatrix} 0 & 1 \\ -1 & \ddots & 1 \\ & -1 & 0 \end{pmatrix}, \quad (24a) $$

$$ \Delta_2^{(2)} = \frac{1}{h^2} \begin{pmatrix} -2 & 1 \\ 1 & \ddots & 1 \\ & 1 & -2 \end{pmatrix}, \quad (24b) $$

while a 4th-order finite-difference scheme has

$$ \delta_1^{(4)} = \frac{1}{12h} \begin{pmatrix} 0 & 8 & -1 \\ -8 & \ddots & \ddots & \ddots \\ & 1 & \ddots & 8 \\ & & 1 & -8 & 0 \end{pmatrix}, \quad (25a) $$

$$ \Delta_2^{(4)} = \frac{1}{12h^2} \begin{pmatrix} -30 & 16 & -1 \\ 16 & \ddots & \ddots & -1 \\ & \ddots & \ddots & \ddots \\ & & -1 & 16 & -30 \end{pmatrix}, \quad (25b) $$

In this sense, Eq. (15) is the decomposition of the MT induced by the following decomposition of the corresponding symplectic matrix $S$:
and a 6th-order finite-difference scheme has

\[
\begin{pmatrix}
0 & 45 & -9 & 1 \\
-45 & \ddots & \ddots & \ddots & 1 \\
9 & \ddots & \ddots & \ddots & \ddots \\
-1 & \ddots & \ddots & \ddots & 45 \\
-1 & 9 & -45 & 0
\end{pmatrix},
\]

(26a)

\[
\begin{pmatrix}
-490 & 270 & -27 & 2 \\
270 & \ddots & \ddots & \ddots & 2 \\
-27 & \ddots & \ddots & \ddots & -27 \\
2 & \ddots & \ddots & \ddots & 270 \\
2 & -27 & 270 & -490
\end{pmatrix}.
\]

(26b)

Clearly, each \(\delta_1\) is skew-symmetric while each \(\Delta_2\) is symmetric, as required; hence, the dMT (23) is unitary, as we show explicitly below. (In contrast, forward and backward finite-difference matrices do not have the required symmetry for use in the dMT.) In Sec. VI, we shall compare the 2nd-order, 4th-order, and 6th-order dMT’s that use Eqs. (24), (25), and (26), respectively.

B. Unitarity verification

Since \(\Delta_2\) is Hermitian, the matrix \(iB\Delta_2/2A\) is skew-Hermitian, which implies that exp \((iB\Delta_2/2A)\) is unitary. Likewise, the matrix exp \((iACq^2/2)\) is unitary as well. Lastly, since \(q\) is Hermitian and \(\delta_1\) is skew-Hermitian, the matrix \(q\delta_1 + \delta_1 q\) is skew-Hermitian:

\[
(q\delta_1 + \delta_1 q)^T = \delta_1^T q + q\delta_1 = -(q\delta_1 + \delta_1 q).
\]

(27)

Consequently, exp \([-\log A(q\delta_1 + \delta_1 q)/2]\) is unitary. As the product of unitary matrices, we conclude that \(M(S)\) is unitary as well.

C. Runtime estimate

Here we estimate the computational complexity of the dMT for a uniform grid. First, let us estimate the cost to construct the matrix factors in \(M(S)\). Although formally dense, the matrix exponential of a banded matrix is ‘pseudo-sparse’ and essentially banded, since the matrix elements rapidly decrease away from the main diagonal [24]. This means that the matrix exponential can be computed (approximately) in linear time, i.e., \(O(N)[25]\). Thus, we estimate the construction of the three matrix factors in \(M(S)\) to be \(O(N)\).

Assuming the matrix factors have been constructed, we next estimate the cost to perform the dMT as

\[
\Psi = M(S)\psi.
\]

(28)

Suppose that the matrix exponentials involving \(\Delta_2\) and \(\delta_1\) have been approximated by banded matrices with bandwidths of \(b_\Delta\) and \(b_3\) respectively. Since matrix-vector multiplication involving a banded matrix of bandwidth \(b\) requires \(O(bN)\) operations, computing

\[
\mathbf{v}_1 \doteq \exp \left(\frac{iB}{2A} \Delta_2\right) \psi
\]

(29)

requires \(O(b_\Delta N)\) operations. Similarly, computing

\[
\mathbf{v}_2 \doteq \exp \left(\frac{iAC}{2} q^2\right) \mathbf{v}_1
\]

(30)

requires \(O(N)\) operations, and computing

\[
\Psi = \exp \left(\log A^{-1} \frac{q\delta_1 + \delta_1 q}{2}\right) \mathbf{v}_2
\]

(31)

requires \(O(b_3 N)\) operations. Since these operations are performed in sequence, we conclude that the dMT can be approximately computed in linear time. (Note that the approximation is due to representing the matrix exponentials with banded matrices.)

IV. DISCRETE NEAR-IDENTITY METAPLECTIC TRANSFORM

A. Derivation

Let us now consider simplifications to Eq. (23) when \(S\) is near-identity, that is, \(|A| \sim 1\) and \(|B| \sim |C| \ll 1\). In Ref. [16], this limit was considered by performing a Taylor expansion of the matrix exponential; however, the NIMT that resulted was not unitary and suffered from numerical instability as a consequence. To remedy this, here we shall instead use a \(1/1\) Padé approximation \([26, 27]\) for the matrix exponential, given explicitly as

\[
\exp(H) \approx \left(I_N - \frac{H}{2}\right) \left(I_N + \frac{H}{2}\right), \quad \|H\| \ll 1.
\]

(32)

Hence, we approximate \(M(S) \approx N(S)\), where we have introduced

\[
N(S) = \left(I_N + \log A \frac{q\delta_1 + \delta_1 q}{4}\right)^{-1}
\]

\[
\times \left(I_N - \log A \frac{q\delta_1 + \delta_1 q}{4}\exp \left(\frac{iAC}{2} q^2\right)\right)
\]

\[
\times \left(I_N - \frac{iB}{2A} \Delta_2\right)^{-1} \left(I_N + \frac{iB}{2A} \Delta_2\right),
\]

(33)

and we have chosen the overall + sign in Eq. (15). We call Eq. (33) the discrete NIMT (dNIMT). Note that there is no need to approximate \(\exp(iACq^2/2)\) because it is diagonal and therefore trivial to compute. Also note that in fact, any diagonal \(|r/r|\) with integer \(r\) Padé approximation is suitable for use in the dNIMT (as we show below); we choose the \(1/1\) approximation for simplicity.
B. Unitarity verification

It is well-known that the [1/1] Padé approximation preserves the unitarity of matrix exponentials by acting as a Cayley transform for the argument of the matrix exponential [28–33]. Here, we show this fact explicitly. Suppose that $H$ is a skew-Hermitian matrix. It therefore possesses a complete set of eigenvectors with imaginary eigenvalues, denoted by $\lambda_j$ and $i\lambda_j$ with $\lambda_j$ real. Consequently, the set $\{\lambda_j\}$ also satisfy the eigenvalue relation

$$\left(1_N - \frac{H}{2}\right)^{-1} \left(1_N + \frac{H}{2}\right) \lambda_j = e^{2i\theta_j} \lambda_j,$$  \hspace{1cm} (34a)

$$\theta_j = \arg \left(1 + i\frac{\lambda_j}{2}\right).$$  \hspace{1cm} (34b)

Hence, the [1/1] Padé approximation of the matrix exponential [32] for skew-Hermitian $H$ is unitary. Since $\Delta_2$ is diagonal, computing

$$v_3 \doteq \left(1_N + \frac{IB}{4A}\Delta_2\right) \psi$$  \hspace{1cm} (35)

requires $O(3N)$ operations. Next, note that $v_4$, defined as

$$v_4 \doteq \left(1_N - \frac{IB}{4A}\Delta_2\right)^{-1} v_3,$$  \hspace{1cm} (36)

is the solution to the tridiagonal linear system

$$\left(1_N - \frac{IB}{4A}\Delta_2\right) v_4 = v_3,$$  \hspace{1cm} (37)

which can be obtained in $O(N)$ computations using a tridiagonal Gaussian elimination algorithm [26]. Next, since $q$ is diagonal, computing

$$v_5 \doteq \exp \left(\frac{iAC}{2}q^2\right) v_4$$  \hspace{1cm} (38)

requires $O(N)$ operations. Next, since $\delta_1$ is tridiagonal, computing

$$v_6 \doteq \left(1_N - \log A\frac{q\delta_1 + \delta_1 q}{4}\right) v_5$$  \hspace{1cm} (39)

requires $O(3N)$ operations. Lastly, rather than directly computing

$$\Psi \doteq \left(1_N + \log A\frac{q\delta_1 + \delta_1 q}{4}\right)^{-1} v_6,$$  \hspace{1cm} (40)

we obtain $\Psi$ by solving the tridiagonal linear system

$$\left(1_N + \log A\frac{q\delta_1 + \delta_1 q}{4}\right) \Psi = v_6,$$  \hspace{1cm} (41)

which requires $O(N)$ computations. Thus, by performing these computations in sequence, the dNIMT can be computed in linear time, i.e., $O(N)$.

V. CONVERGENCE OF ITERATED DISCRETE NEAR-IDENTITY METAPLECTIC TRANSFORM

A. Derivation

A finite (not near-identity) MT corresponding to a desired symplectic transformation $S$ can be iteratively computed with the NIMT by finding a path in the space of symplectic matrices, denoted $S(t)$, such that $S(0) = I_{2m}$ and $S(1) = S$ [16]. The path $S(t)$ should also have a compatible winding number with the desired overall sign of $M(S)$. (Such a path can always be found since the symplectic group is topologically connected.) We then discretize $S(t)$ to obtain $K$ near-identity symplectic matrices as the single-step iterates, namely,

$$S_j \doteq S \left(\frac{j}{K}\right) S^{-1} \left(\frac{j-1}{K}\right), \quad j = 1, \ldots, K,$$  \hspace{1cm} (42)

where we have assumed a uniform step size $\Delta t \doteq 1/K$ for simplicity. Then, since we can decompose $\tilde{S}$ as

$$\tilde{S} = S_K \ldots S_1,$$  \hspace{1cm} (43)

we can compute $\tilde{M}(\tilde{S})$ via the iteration scheme

$$\tilde{M}(\tilde{S}) = \tilde{M}(S_K) \ldots \tilde{M}(S_1),$$  \hspace{1cm} (44)

where each $\tilde{M}(S_j)$ is near-identity. Hence, an arbitrary dMT can be approximately computed via the iterated dNIMT algorithm given as

$$M(\tilde{S}) \approx N(S_K) \ldots N(S_1).$$  \hspace{1cm} (45)

B. Local and global error convergence

Analogous to the analysis of finite-difference approximations [34], we can consider the local and global convergence of the iterated dNIMT to the dMT. The local error convergence is determined by the truncation error of the Padé approximation. Indeed, since

$$\exp(H) \doteq \left(1_N - \frac{H}{2}\right)^{-1} \left(1_N + \frac{H}{2}\right) = O(\Delta t^2)$$  \hspace{1cm} (46)
for any infinitesimal matrix $H$ that satisfies $\|H\| \sim O(\Delta t)$, it is clear that
\[ M(S) = N(S) + O(\Delta t^3). \] (47)

Consequently, the local error between the dNIMT and the dMT converges with a rate of 3.

To assess the global convergence, let us introduce the sequence of single-step iterates $\{m_j\}$ that are computed during the iterated dNIMT [Eq. (45)] as
\[ m_j = N(S_j)m_{j-1}, \quad m_0 = M[S(0)], \] (48)
along with the sequence $\{M_j\}$ obtained by the iterating the dMT as
\[ M_j = M(S_j)M_{j-1}, \quad M_0 = m_0. \] (49)

The local convergence of the dNIMT [Eq. (47)] implies
\[ M_j = N(S_j)M_{j-1} + O(\Delta t^3). \] (50)

Hence, subtracting Eq. (48) from Eq. (50) yields
\[ M_j - m_j = N(S_j)\left\{M_{j-1} - m_{j-1}\right\} + O(\Delta t^3). \] (51)

Since $N(S_j)$ is unitary, we can bound the global error as
\[ \|M_j - m_j\| \leq \|M_{j-1} - m_{j-1}\| + T\Delta t^3 \] (52)
for some positive constant $T$. Since $m_0 = M_0$, it follows by induction that
\[ \|M_j - m_j\| \leq jT\Delta t^3. \] (53)

Finally, for a total number of iterations $K = 1/\Delta t$, Eq. (53) implies that
\[ M(S_K)\ldots M(S_1) = N(S_K)\ldots N(S_1) + O(\Delta t^2). \] (54)
Hence, the iterated dNIMT converges to the iterated dMT at a rate of 2.

The product \( M(S_K) \ldots M(S_1) \) may not quite equal \( M(\tilde{S}) \) because the composition property \((6)\) might not extend from the MT to the dMT exactly. This is the well-known ‘loss of additivity’ that many discrete MTs experience \([35]\); in our case, it arises from the fact that Eq. \((8)\) is impossible to satisfy with finite-dimensional representations for \( \tilde{q} \) and \( \tilde{p} \) \([36]\) (although certain identities involving \([\tilde{q}, \tilde{p}]\) can be satisfied with properly chosen finite-difference matrices \([37]\)). Still, our numerical results (Sec. VI) show that the difference between \( M_K \) and \( M(\tilde{S}) \) is negligibly small in many cases, which suggests that the dMT may indeed be additive as well as unitary.

VI. NUMERICAL EXAMPLES

Here we demonstrate the performance of the dMT in four examples. Specifically, we use the dMT to compute the transformation of a Hermite–Gauss (HG) laser mode, with transverse field profile given as

\[
\psi_m(q) = \frac{H_m(q)}{\sqrt{2^m m! \sqrt{\pi}}} \exp \left( -\frac{q^2}{2} \right) \tag{55}
\]

(where \( H_m \) is the \( m \)th Hermite polynomial \([27]\)) through the paraxial setups corresponding to the following symplectic matrices:

\[
S_1 = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}, \tag{56a}
S_2 = \begin{pmatrix} 4 & 0 \\ 0 & 0.25 \end{pmatrix}, \tag{56b}
S_3 = \begin{pmatrix} 0.5 & 2 \\ -1 & -2 \end{pmatrix}, \tag{56c}
S_4 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}. \tag{56d}
\]

(One such correspondence is discussed following Eq. \((17)\), but others exist as well \([38-41]\).) For reference, the exact MT for general \( S \) of \( \psi_m(q) \) given by Eq. \((55)\) is

\[
\Psi_m(q) = \left(A^2 + B^2\right)^{-1/4} \psi_m \left( \frac{q}{\sqrt{A^2 + B^2}} \right) \times \exp \left[ \frac{AC + DB}{2A^2 + 2B^2} q^2 - i \frac{2m + 1}{2} \tan^{-1} \left( \frac{B}{A} \right) \right]. \tag{57}
\]

Figure 1 shows the error \( \epsilon \), defined via the Euclidean 2-norm as

\[
\epsilon \doteq \frac{\| \Psi - \Psi_{\text{exact}} \|_2}{\| \Psi_{\text{exact}} \|_2}; \tag{58}
\]

along with the change in norm \( \eta \), defined as

\[
\Delta \eta \doteq \| \Psi \|_2 - \eta, \quad \eta \doteq \| \psi \|_2; \tag{59}
\]

as the dMT for the four test cases is applied to the first five HG modes. Figure 1 also shows a comparison between the real parts of \( \psi_A(q) \) and \( \Psi_A(q) \) for the four test cases. Overall, the norm is preserved to near machine precision, while the error of the dMT decreases as the order of the dMT is increased. The increase in error as \( m \) increases is expected since the length scale of \( \psi_m(q) \) decreases with \( m \), so the finite-difference error at fixed step size consequently increases with \( m \). We should note that in these examples, the matrix exponentials are computed using MATLAB’s built-in \texttt{expm} method, which uses the ‘scaling and squaring’ algorithm \([42]\) rather than the linear-time algorithms discussed in the Sec. III C.

We next demonstrate the convergence of the iterated dNIMT to the dMT by computing the fourth example \((56d)\) via the path

\[
S(t) = \frac{1}{\sqrt{2}} \left( \sqrt{2} + (1 - \sqrt{2}) t \right) - t \left( \frac{t}{\sqrt{2} + (1 - \sqrt{2}) t} \right). \tag{60}
\]

One can verify that \( S(t) \) is symplectic for all \( t \in [0, 1] \). Figure 2 shows the local error convergence of the dNIMT to the dMT, where the relative error \( \epsilon_r \) is defined as

\[
\epsilon_r \doteq \frac{\| \Psi_{\text{dNIMT}} - \Psi_{\text{dMT}} \|_2}{\| \Psi_{\text{dMT}} \|_2}. \tag{61}
\]

Clearly, the dNIMT converges to the dMT with a rate of 3, as expected. Note that \( \epsilon_r \) is computed for a single iteration, which means that different values of \( \Delta t \) correspond to different final transformations \( S(\Delta t) \).

Figure 3 shows the global convergence of the iterated dNIMT to the dMT when computing the final transformation \( S(1) \) with the specified step size, along with the norm conservation. The asymptote in the convergence plots marks the intrinsic error between the dMT and the exact result, which arises from the use of finite-difference
matrices to perform the spatial derivatives. As expected, the iterated dNIMT converges to the dMT at a rate of 2 and conserves the norm to near machine precision.

VII. CONCLUSION

In this work, we develop a discrete MT that (i) is exactly unitary and (ii) can be approximately computed in time that scales linearly with the number of grid points \( N \). This is faster than other known algorithms for the discrete MT, which scale as \( O(N \log N) \) due to their similarity with the fast Fourier transform. By using a diagonal Padé approximation for the matrix exponential, we then develop a near-identity approximation to the MT that also (i) is exactly unitary and (ii) can be computed in linear time. This formulation of the NIMT is a marked improvement over that of Ref. [16], which was not unitary and suffered from numerical instability as a consequence. Moreover, we prove that our discrete NIMT always converges to the discrete MT with a second-order accuracy when iterated along a suitable ‘trajectory’ of near-identity symplectic matrices; hence the iterated NIMT can be used to perform finite MT’s without experiencing any numerical instability. We expect these results to be useful for reduced numerical modeling of wave caustics via metaplectic geometrical optics (the general algorithm for which was outlined in Refs. [6, 7]), among other possible applications.
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Appendix A: Verification of the operator MT

We can verify that Eq. (15) is indeed a representation of the MT by verifying the following equalities [16]:

\[
\hat{M}^\dagger \hat{S} \hat{M} = \hat{A} \hat{q} + \hat{B} \hat{p}, \tag{A1a}
\]

\[
\hat{M}^\dagger \hat{S} \hat{M} = \hat{C} \hat{q} + \hat{D} \hat{p}. \tag{A1b}
\]

Let us begin with Eq. (A1a). First, using Eq. (8), we can compute the commutator

\[
\left[ \hat{q}^T (\log A^{-1}) \hat{p} + \hat{p}^T (\log A^{-1}) \hat{q} \right] = (\log A) \hat{q}. \tag{A2}
\]

Hence, from the Baker–Campbell–Hausdorff (BCH) formula [22], it follows by induction that

\[
\hat{D}_A \hat{q} = \exp (\log A) \hat{q} = \hat{A} \hat{q}. \tag{A3}
\]
where we used Eq. (14) for $\hat{D}_A$. Since functions of $\hat{q}$ commute, we trivially obtain
\[
\exp\left(-\frac{i}{2} \hat{q}^\top A^\top C \hat{q}\right) \hat{A} \exp\left(\frac{i}{2} \hat{q}^\top A^\top C \hat{q}\right) = \hat{A} \hat{q}. \quad (A4)
\]

Next, using Eq. (8) and the fact that $A^{-1} B$ is symmetric [Eq. (3e)], we compute the commutator
\[
\left[\frac{i}{2} B A^{-1} B \hat{p}, \hat{A}\right] = B \hat{p}. \quad (A5)
\]

Since the right-hand side does not contain $\hat{q}$, the BCH series truncates and we obtain
\[
\exp\left(\frac{i}{2} \hat{p}^\top A^{-1} B \hat{p}\right) \hat{A} \exp\left(-\frac{i}{2} \hat{p}^\top A^{-1} B \hat{p}\right) = \hat{A} \hat{q} + B \hat{p}. \quad (A6)
\]

Combining Eqs. (A3), (A4), and (A6) yields Eq. (A1a).

Next, let us consider Eq. (A1b). Analogous to Eq. (A2), we compute the commutator
\[
\left[\hat{q}^\top (\log A^{-\top}) \hat{p} + (\log A^{-\top}) \hat{q}, \hat{p}\right] = (\log A^{-\top}) \hat{p}. \quad (A7)
\]

By induction, the BCH formula therefore yields
\[
\hat{D}_A \hat{p} \hat{D}_A = \exp (\log A^{-\top}) \hat{p} = A^{-\top} \hat{p}. \quad (A8)
\]

Analogous to Eq. (A5), using the fact that $A^\top C$ is symmetric [Eq. (3e)], we compute the commutator
\[
\left[\frac{i}{2} \hat{q}^\top A^\top C \hat{q}, A^{-\top} \hat{p}\right] = C \hat{q}. \quad (A9)
\]

Since the right-hand side does not contain $\hat{p}$, the BCH series truncates and we obtain
\[
\exp\left(-\frac{i}{2} \hat{q}^\top A^\top C \hat{q}\right) \left[\hat{A}^{-\top} \hat{p}, \hat{C}\right] = C \hat{q}. \quad (A10)
\]

Similar to Eq. (A5), we compute the commutator
\[
\left[\frac{i}{2} B A^{-\top} \hat{p}, \hat{A}^{-\top} \hat{p} + C \hat{q}\right] = \hat{C} B A^{-\top} \hat{p}. \quad (A11)
\]

Since the right-hand side does not contain $\hat{q}$, the BCH series truncates and we obtain
\[
\exp\left(\frac{i}{2} \hat{p}^\top A^{-\top} \hat{p}\right) (A^{-\top} \hat{p} + C \hat{q}) \exp\left(-\frac{i}{2} \hat{p}^\top A^{-1} B \hat{p}\right) = C \hat{q} + (I_m + CB^\top) A^{-\top} \hat{p} = C \hat{q} + D \hat{p}. \quad (A12)
\]

after using Eq. (3a). Combining Eqs. (A8), (A10), and (A12) yields Eq. (A1b).
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