Abstract

Time series data is prevalent in a wide variety of real-world applications and it calls for trustworthy and explainable models for people to understand and fully trust decisions made by AI solutions. We consider the problem of building explainable classifiers from multi-variante time series data. A key criterion to understand such predictive models involves elucidating and quantifying the contribution of time varying input variables to the classification. Hence, we introduce a novel, modular, convolution-based feature extractor and attention mechanism that simultaneously identifies the variables as well as time intervals which determine the classifier output. We present results of extensive experiments with several benchmark data sets that show that the proposed method outperforms the state-of-the-art baseline methods on multi-variante time series classification task. The results of our case studies demonstrate that the variables and time intervals identified by the proposed method make sense relative to available domain knowledge.
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1 Introduction

Recent advances in high throughput sensors and digital technologies for data storage and processing have resulted in the availability of complex multivariate time series (MTS) data, i.e., measurements from multiple sensors, in the simplest case, sampled at regularly spaced time points, that offer traces of complex behaviors as they unfold over time. There is much interest in effective methods for classification of MTS data [3] across a broad range of application domains including finance [60], meteorology [8], graph mining [57, 62], audio representation learning [17, 56], healthcare [13, 33, 35], human activity recognition [28, 38, 59], among others. The impressive success of deep neural networks on a broad range of applications [31] has spurred the development of several deep neural network models for MTS classification [15]. For example, recurrent neural network and its variants LSTM and GRU are the state-of-the-art methods for modeling the complex temporal and variable relationships [10, 27].

In high-stakes applications of machine learning, the ability to explain a machine learned predictive model is a prerequisite for establishing trust in the model’s predictions, and for gaining scientific insights that enhance our understanding of the domain. MTS classification models are no exception: In healthcare applications, e.g., monitoring and detection of epileptic seizures, it is important for clinicians to understand how and why an MTS classifier classifies EEG signal as indicative of onset of seizure [52]. Similarly, in human activity classification, it is important to be able to explain why an MTS classifier detects activity that may be considered suspicious or abnormal [64]. Although there has been much recent work explaining black box predictive models and their predictions [23, 29, 39], the existing methods are not directly applicable to MTS classifiers.

Developing explainable MTS data presents several unique challenges: Unlike in the case of classifiers trained on static data samples, MTS data encode the patterns of variable progression over time. For example, compare the brain wave signals (electroencephalogram or EEG recordings) from a healthy patient with those from a patient suffering from epileptic seizure as shown in Figure 1 [22, 52]. The two EEG recordings differ with respect to the temporal patterns in the signals [37]. Because EEG measurements obtained at high temporal resolution suffer from low signal-to-noise ratio,
We consider the novel problem of simultaneously selecting informative variables and identifying the time intervals that define informative patterns of values for discrimination between the classes to optimize the accuracy and explainability of MTS classifiers;

- We describe a novel modular architecture consisting of a convolution-based feature extraction network and dual attention networks that offers an effective solution to this problem.
- We present results of extensive experiments with several benchmark data sets that the proposed method outperforms the state-of-the-art baseline methods for multi-variate time series classification.
- We present results of case studies and demonstrate that the variables and time intervals identified by the proposed model are in line with the available domain knowledge.

The rest of the paper is organized as follows. Section 2 reviews related work; Section 3 introduces the problem definition; Section 4 describes LAXCAT, our proposed solution; Section 5 describes our experiments and case studies; Section 6 concludes with a brief summary and discussion of some directions for further research.

2 RELATED WORK

Multivariate Time Series Classification. Multi-variate time series classification has received much attention in recent years. Such methods can be broadly grouped into two categories: distance-based methods [1] and feature-based methods [21]. Distance-based methods classify a given time series based on the label(s) of the time series in the training set that are most similar to it or closest to it where closeness is defined by some distance measure. Dynamic time warping (DTW) [5] is perhaps the most common distance measure for assessing the similarity between time series. DTW, combined with the nearest neighbors (NN) classifier is a very strong baseline method for MTS classification [3]. Feature-based methods extract a collection of informative features from the time series data and encode the time series using a feature vector. The simplest such encoding involves representing the sampled time series values by a vector of numerical feature values. Other examples of time series features include various statistics such as sample mean and variance, energy value from the Fourier transform coefficients, power spectrum bands [7], wavelets [44], shapelets [63], among others. Once time series data are encoded using finite dimensional feature vectors, the resulting data can be used to train a classifier using any standard supervised machine learning method [26]. The success of deep neural networks on a wide range of classification problems [31] has inspired much work on variants of deep neural networks for time series classification (see [15] for a review). However, as noted earlier, the black box nature of deep neural networks makes them difficult to understand. Deep neural network models for MTS classification are no exceptions.

Explainable Models. There has been much recent work on methods for explaining black box predictive models (reviewed in [29, 39], typically, by attributing the responsibility for the model’s predictions to different input features. Such post hoc model explanation techniques include methods for visualizing the effect of the model inputs on its outputs [67, 70], methods for extracting simplified rules or feature interactions from black box models [20, 41], methods that score features according to their importance in prediction [2, 9, 36], gradient based methods that assess how changes in inputs impact the model predictions [9, 53, 54], and methods for
approximating local decision surfaces in the neighborhood of the input sample via localized regression [6, 48, 51].

An alternative to post hoc analysis is explainability by design, which includes in particular, methods that identify an informative subset of features to build parsimonious, and hence, easier to understand models. Such methods can be further categorized into global methods which discover a single, instance agnostic subset of relevant variables, and local methods which discover instance-specific subsets of relevant features. Yoon et al. [65] proposed a principal component analysis-based recursive variable elimination approach to identify informative subset of variables on an fMRI classification task. Han et al. [25] use class separability to select optimal subset of variables in a MTS classification task. When the data set is heterogeneous, it may be hard to identify a single set of features that are relevant for classification over the entire data set [66]. Such a setting calls for local methods that can identify instance-specific features. One such local method uses an attention mechanism [4]. Choi et al. [11] proposed RETAIN, an explainable predictive model based on a two-level neural attention mechanism which identifies significant clinical variables and influential visits to the hospital in the context of electronic health records classification. RAM [61] introduced a multi-channel attention mechanism guided by discrete clinical events to jointly analyze continuous monitoring data and discrete clinical events. Qin et al. [47] proposed a dual-stage attention-based encoder-decoder RNN to select the time series variables that drive the model predictions. Guo et al. [24] explored the structure of LSTM networks to learn variable-wise hidden states to understand the role of each variable in the prediction. A key limitation of the existing body of work on explaining black box neural network models for MTS classification is that they focus on either identifying a subset of relevant time series, or a subset of discrete time points. However, many practical applications of MTS classification, require identifying not only the relevant subset of the time series variables, but also the time intervals during which the variables help discriminate between the classes.

3 PROBLEM DEFINITION

Let \( X = \{x^{(1)}, \ldots, x^{(T)}\} \) be a multivariate time series sequence, where \( x^{(t)} \in \mathbb{R}^P \) denotes the P dimensional observation at time point \( t \). \( x_i^{(t)} \in \mathbb{R} \) means the value of the \( i \)-th variable sampled at time point \( t \). We use \( X = \{(X_1, y_1), \ldots, (X_N, y_N)\} \) to denote a set of \( N \) input sequences along with their true labels, where \( X_i \) is the \( i \)-th multivariate time series sequence and \( y_i \) is its corresponding label. Based on the context, \( t \) can be used to index either a time point or a time interval. In multivariate time series classification (MTSC), the goal is to predict the label \( y \) of a MTS data \( X \). For example, given sequences of EEG recordings of a subject from multiple channels corresponding to different locations on the brain surface, the task is to predict whether it denotes healthy or seizure activity. As noted earlier each multivariate time series, not all the features equally inform the classification. In addition, for the important variables, only few key time intervals are typically important for discrimination between the different classes. Hence the problem of explainable MTSC is formally defined as follows:

Given an MTS training data set \( X = \{(X_1, y_1), \ldots, (X_N, y_N)\} \), learn a function \( f \) that can simultaneously predict the label of a MTS data and identify the informative variables as well as the time intervals over which their values inform the class label assigned to each multivariate time series.

4 THE PROPOSED FRAMEWORK - LAXCAT

We proceed to describe Locality Aware eXplainable Convolutional ATention network (LAXCAT). Figure 2 provides an overview of the LAXCAT architecture. LAXCAT consists of three components: (i) a convolutional module that extracts time-interval based features from the input multivariate time series sequence; (ii) variable attention module, which assigns weights to variables according to their importance in classification; and (iii) temporal attention module, which identifies the time intervals over which the variables identified by the variable attention module inform the classifier output. The LAXCAT architecture is designed to learn a representation of the MTS data that not only suffices for accurate prediction of the class label for each MTS data instance, but also helps explain the assigned class label in terms of the variables and the time intervals over which the values they assume inform the classification. We now proceed to describe each module of LAXCAT in detail.

4.1 Feature Extraction via Convolutional Layer

The first step is to extract useful features from the input time series. The key idea of the feature extraction module is to incorporate temporal pattern of values assumed by a time series variable as opposed to focusing only on point-wise observations. Given a multivariate time series input sequence \( X = \{x^{(1)}, \ldots, x^{(T)}\} \), with \( x^{(t)} \in \mathbb{R}^P \), where \( T \) is the length of the sequence and \( P \) is the number of covariates, we adopt convolutional layer to automatically extract features from the time series. Specifically, a 1-d convolutional layer with kernel size \( 1 \times L \) is applied on each input variable where \( L \) is the length of the time interval of interest. The kernel window slides through the temporal domain with overlap. The convolutional weight is shared along the temporal domain and each input variable has its own dedicated feature extraction convolutional layer. In our model, we adopt a convolutional layer with \( J \) filters so that a \( J \)-dimensional feature vector is extracted for each variable from each time interval. The convolutional layer encodes multivariate input sequence as follows:

\[
\{c_{i,t}\} = \text{CNN}_i(x_i), \quad i = 1, \ldots, P
\]  

(1)

where \( c_{i,t} \in \mathbb{R}^J \) is the feature vector for \( x_i \) extracted from the \( t \)-th time interval of interest, \( t = 1, \ldots, L \). Note that \( L \), number of intervals, depends on the convolution kernel length \( L \) and stride size, which is the number of time steps shifts over the input data matrix.

The convolution-based feature extraction yields features that incorporate the temporal pattern of values assumed by the input variables within a local context (determined by the convolution window). The attention mechanism applied to such features measures the importance of the targeted time interval, as opposed to specific time points. Thus, the convolutional layers can learn to adapt to the dynamics of each input time series variable while ensuring that the attention scores are attached to the corresponding input variables.
The multiple filters attend to different aspects of the signal and jointly extract a rich feature vector that encodes the relevant information from the time series in the time interval of interest. Note that for each variable, the convolution computation on each time interval can be carried out in parallel, as opposed to the sequential processing in canonical RNN models. Furthermore, the number of effective time points is significantly reduced by considering intervals as opposed to discrete time points. This also reduces the computational complexity for downstream attention mechanism. While we limit ourselves to the simple convolution structure described above, the LAXCAT architecture can accommodate more sophisticated e.g., dilated [42] convolution structures for more flexible feature extraction from MTS data.

The feature extraction module accepts an input time series \( \{x_1, \ldots, x_T\} \) and produces a sequence of feature matrices \( \{C_1, \ldots, C_l\} \), where \( C_t \in \mathbb{R}^{P \times J} \). Each row in \( C_t \) stores the feature vector specific to each variable within time interval \( t \) in the input sequence, i.e., \( C_t = [c_{1,t}, \ldots, c_{P,t}] \). The variable attention module (see below) considers the feature matrices at each time interval so as to obtain a local context embedding vector \( h_t, t = 1, \ldots, l \), for each interval. The temporal attention module constructs the summary embedding \( z \), which is used to encode the MTS data for classification. In the model, temporal attention measures the contribution of each time interval to the embedding whereas variable attention controls the extent to which each variable is important within each interval. The following subsections discuss the detail of the two attention modules.

### 4.2 Variable Attention Module

The variable attention module evaluates variable attention and constructs local context embedding. Specifically, the local context embedding is an aggregation of the feature vectors weighted by their relative importance measures within the specific time interval. The context vector \( h_t \in \mathbb{R}^J \) for the \( t \)-th time interval is obtained by

\[
h_t = \sum_{i=1}^{P} a_{t,i} c_{i,t}
\]

where \( a_{t,i} \) is the attention score for \( c_{i,t} \) and is equivalently the attention score dedicated to variable \( x_i \) in the \( t \)-th time interval.

To precisely evaluate the importance of each variable, we use a feed forward network to learn the attention score vectors \( a_t = [a_{t,1}, \ldots, a_{t,P}], t = 1, \ldots, l \). The network can be characterized by

\[
a_t = \text{softmax} (s_t) \\
s_t = \sigma_2 \left( \sigma_1 \left( \sum_{i=1}^{P} \left( W_{1,t}^{(V)} c_{i,t} + b_{1,t}^{(V)} \right) \right) - B_2^{(V)} \right)
\]

where \( W_{1,t}^{(V)} \in \mathbb{R}^{1 \times P}, W_{2,t}^{(V)} \in \mathbb{R}^{J \times P}, b_{1,t}^{(V)} \in \mathbb{R}^{1 \times P}, b_{2,t}^{(V)} \in \mathbb{R}^{1 \times P} \) are the model parameters, and \( \sigma_1 (\cdot), \sigma_2 (\cdot) \) are non-linear activation functions such as tanh, ReLU among others. In the feature extraction stage in Sec. 4.1, each time series input variable is processed independently and the correlations among the variables have not been considered. The input data to the variable attention network is the feature matrix \( C_t \) which contains all feature vectors in time interval \( t \). The attention network considers the multivariate correlation and distributes attention weights to each variable so as to maximize the predictive performance. Note that the local context embeddings in different intervals can be constructed independently of each other (and hence processed in parallel). In addition, the parameters of the variable attention module are shared among all intervals to ensure parsimony with respect to the model parameters.

The preceding process yields local context embeddings for each of the time intervals by considering the relative variable importance. The result is a context matrix \( H = [h_1, \ldots, h_l] \in \mathbb{R}^{J \times l} \) consisting of the context vector at each interval. In the next subsection, we describe how to compose the summary embedding of the MTS instance using the temporal attention mechanism.

### 4.3 Temporal Attention Module

The goal of temporal attention module is to identify key segments of signals which contain information that can discriminate between
classes. The summary vector $z$ is composed by aggregating the context embedding vectors weighted by their relative temporal contribution as follows:

$$
z = \sum_{t=1}^{l} \beta_t \mathbf{h}_t$$

(4)

where $\beta_t$ is the temporal attention score for the context vector $\mathbf{h}_t$ and it quantifies the contribution of the information carried in interval $t$. Similarly, the temporal attention module is instantiated by a feed-forward network. The vector of temporal attention scores $b = [\beta_1, \ldots, \beta_l]$ is learned using the following procedure:

$$b = \text{softmax} \left( u \right)$$

$$u = \sigma_2 \left( \sigma_1 \left( W_1^{(T)} \mathbf{H} + B_1^{(T)} \right) W_2^{(T)} + B_2^{(T)} \right)$$

(5)

where $W_1^{(T)} \in \mathbb{R}^{1 \times l}$, $W_2^{(T)} \in \mathbb{R}^{J \times l}$, $B_1^{(T)} \in \mathbb{R}^{1 \times J}$, and $B_2^{(T)} \in \mathbb{R}^{1 \times l}$ are model parameters, and $\sigma_1(\cdot)$, $\sigma_2(\cdot)$ are non-linear activation functions. The input to the temporal attention module is the entire context matrix $\mathbf{H}$. The module takes into account the correlations among time intervals and the predictive performance of each interval to distribute attention scores.

This concludes the description of the three modules of LAXCAT architecture. To summarize, the convolutional feature extraction module extracts a rich set of features from time series data. The variable and temporal attention modules, construct an embedding of the MTS data to be classified by attending to the relevant variables and time intervals.

### 4.4 Learning LAXCAT

Given the encoding $z$ which captures the important variables and time intervals of the input multivariate time series sequence, we can predict the class label of the sequence as follows:

$$y = f(z; W)$$

(6)

where $W$ is the weights of $f(\cdot)$, a fully connected feed-forward network\(^1\).

Given a set of training instances $\{(\mathbf{X}_i, y_i), \ldots, (\mathbf{X}_N, y_N)\}$, the parameters $\Theta$ of the variable and temporal attention modules and the classifier network can be jointly learned by optimizing the following objective function:

$$\min_{\Theta} \frac{1}{N} \sum_{i=1}^{N} L(\mathbf{X}_i, y_i; \Theta) + \alpha \|\Theta\|_F^2$$

(7)

where $\|\Theta\|_F^2$ is the Frobenius norm on the weights to alleviate overfitting and $\alpha$ is a scalar that control the effect of the regularization term. In this study, $L$ is chosen to be the cross entropy loss function. The resulting objective function is smooth and differentiable allowing the objective function to be minimized using standard gradient back propagation update of the model parameters. We used the Adam optimizer [30] to train the model parameters where the hyperparameters of the Adam optimizer are set to their default values.

\(^1\)Although here we focus on classifying MTS data, the LAXCAT framework can be readily applied to forecasting and other related tasks by choosing an appropriate $f(\cdot)$.

---

**Table 1: A summary of the datasets.**

| Dataset       | # Var. ($P$) | # Time Points | # Classes | # Samples |
|---------------|-------------|---------------|-----------|-----------|
| PM2.5 w/     | 8           | 24            | 6         | 1013      |
| PM2.5 w/o    | 7           | 24            | 6         | 1013      |
| Seizure       | 23          | 1025          | 2         | 272       |
| Motor Task    | 15          | 641           | 2         | 405       |

**Explainability of LAXCAT.** Recall that LAXCAT is designed to accurately classify MTS data and also facilitate instance-level explanation of the predicted class label for each MTS instance by identifying the key time intervals and variables that contribute to the classification. Given an input sequence, we can extract two attention measures from the model, namely temporal attention scores and variable attention scores. A summary of the importance of each variable in each interval is given by the product of the two attention scores,

$$\text{JointAtt}_{i,t} = \alpha_i \times \beta_t$$

(8)

for $i = 1, \ldots, P$, $t = 1, \ldots, l$ (See Figure 3). These results can then be compared against domain knowledge or used to guide further experiments.

### 5 EXPERIMENTS AND RESULTS

We proceed to describe our experiments aimed at evaluating the performance LAXCAT in terms of the accuracy of MTS classification as well as the explainability of the resulting classifications.

#### 5.1 Datasets

We used three publicly available real-world multivariate time series data sets and a summary of the data sets is provided in Table 1.

- **PM2.5 data set** [34] contains hourly PM2.5 value and the associated meteorological measurements in Beijing City of China. Given the measurements on one day, the task is to predict the PM2.5 level on the next day at 8 am, during the peak commute. The PM2.5 value is categorized into six levels according to the United States Environmental Protection Agency standard, i.e., good, moderate, unhealthy for sensitive, unhealthy, very unhealthy, and hazardous. We arranged this data set into two versions, the first one contains PM2.5 recordings as one of the covariates, called
5.2 Baseline Methods and Evaluation Setup

- **Seizure data set** [22, 32] consists of electroencephalogram (EEG) recordings from pediatric subjects with intractable seizures collected at the Children’s Hospital Boston. EEG signals at 25 positions, as shown in Figure 4(a), according to the international 10-20 system, were recorded at 256 samples per second with 16-bit resolution. Each instance is a four second recording containing either seizure attack period or non-seizure period.

- **Movement data set** [22, 50] consists of EEG recordings of subjects opening and closing left or right fist. EEG signals were recorded at 160 samples per second and 15 electrode locations were used in this study, covering the central-parietal, frontal and occipital regions as shown in Figure 4(b). Each instance contains 4 second recordings and the subjects were at rest state during the first two seconds and performed the fist movement during the latter two seconds. The task is to distinguish between left and right fist movement based on the 15-channel EEG recordings.

5.3 Performance of LAXCAT

**Classification Accuracy.** We compared LAXCAT with the baseline methods on MTS classification using the different benchmark data sets described above and report the results in Table 2. The results of our experiments show that deep learning-based methods outperform the other two simple baseline methods, 1NN-DTW and LR. LR mostly outperforms 1NN-DTW with the only exception on Seizure data set. Among the deep learning based methods, those equipped with an attention mechanism achieve better classification accuracy than the canonical LSTM model. Among the attention based deep neural network models, LAXCAT outperforms the other two attention based deep neural network baselines. We further note that, in the case of the two PM2.5 data sets, perhaps not surprisingly, all models consistently make better future PM2.5 value predictions when past PM2.5 value recordings are included as an input.

**Time Complexity.** We also compare the computational complexity of deep learning based methods in terms of run-time per training iteration and run-time per testing iteration. As reported in Table 3, the LSTM baseline does not include any attention mechanism to track variable and temporal importance and hence takes the least amount of run-time in each training and test iteration across all the data sets. Among the attention based deep neural network models, LAXCAT has the shortest run-time. The difference in execution time between LAXCAT and the two baselines is quite substantial in the case of Seizure and Motor Task data sets, due to the lengths of the time series in question: Each sequence in Seizure data set contains 1025 sampling points while sequences in Motor Task contain 641 sampling points. DARNN and IMV-LSTM evaluate time point-based attention, which places a greater computational burden compared to the time interval-based attention.
We proceed to describe several case studies designed to evaluate the effectiveness of LAXCAT in producing useful explanations of its classification of each MTS instance. For qualitative analysis, we report the meaningful variables and time intervals identified by the attention mechanism and compare them with domain findings in related literature. To quantitatively assess the effectiveness of the allocation of attention, we define the attention allocation measure (AAM)

\[
AAM = \frac{\text{Amount of attention allocated correctly}}{\text{Total amount of attention}} \times 100\% \quad (9)
\]

This measure is only applied to the cases where correct allocation of attention is properly defined, i.e. a solid understanding of important variable and time interval is present.

### 5.4 Explaining the LAXCAT Predictions

We proceed to describe several case studies designed to evaluate the effectiveness of LAXCAT in producing useful explanations of its classification of each MTS instance. For qualitative analysis, we report the meaningful variables and time intervals identified by the attention mechanism and compare them with domain findings in related literature. To quantitatively assess the effectiveness of the allocation of attention, we define the attention allocation measure (AAM)

\[
AAM = \frac{\text{Amount of attention allocated correctly}}{\text{Total amount of attention}} \times 100\% \quad (9)
\]

This measure is only applied to the cases where correct allocation of attention is properly defined, i.e. a solid understanding of important variable and time interval is present.

#### 5.4.1 Case Study I: Synthetic Data

To thoroughly examine the attention mechanism, we constructed a synthetic data set that reflects concrete prior knowledge regarding the key variables as well as the time intervals that determine class labels. This synthetic data set consists of 3 time series variables, i.e. \( x_1^{(t)} = \cos(2\pi t) + \epsilon \), \( x_2^{(t)} = \sin(2\pi t) + \epsilon \), and \( x_3^{(t)} = \exp(t) + \epsilon \), where \( \epsilon \) is Gaussian noise and \( t \) takes value from a vector of 50 linearly equally spaced points between 0 and 1. To generate two classes, we randomly select half of the instances and manipulate the first variable \( x_1^{(t)} \) by adding a square wave signal to the raw sequence. The square wave is controlled by three random variables, the starting point, the length, and the magnitude of the square wave. We treat instances with square wave as positive and instances without square wave as negative. For the synthetic data, we define correct attention allocation as the attention assigned to variable 1 within the interval of the square wave. The AAM scores on the synthetic data are reported in Table 4. From the table, we observe that LAXCAT outperforms DARNN and IMV-LSTM the baseline attention based deep neural network models, suggesting that that LAXCAT can better identify important variables as well as the relevant time intervals that define the pattern of values that influence the class labels.

We give an illustration of positive instance and negative instance with the attention allocation by our proposed method in Figure 5. We observe that the proposed model distributes most of its attention to variable 1, specifically, in the interval that covers the location of the square wave in both positive and negative class instances.

#### 5.4.2 Case Study II: PM2.5

PM2.5 value is the concentration of particles with a diameter of 2.5 micrometers or less suspended in air. Studies have found a close link between exposure to fine particles and premature death from heart and lung disease [18, 69]. We report the attention learning results in Figure 6. Variable-wise speaking, as shown in Figure 6, when past PM2.5 recordings are available for future prediction, IMV-LSTM ranks PM2.5 as the most important variable, and the LAXCAT method ranks it as the second most important variable. DARNN consistently selects dew point, snow, and rain as important predictive variables. When PM2.5 value is not available, wind speed, wind direction and pressure are high ranked by IMV-LSTM, which is consistent with that reported in [24]. LAXCAT attends to wind direction and wind speed besides PM2.5 value. According to [46], wind direction and speed are critical factors that affect the amount of pollutant transport and dispersion between Beijing and surrounding areas.

---

**Figure 5**: Positive and negative synthetic examples are drawn in solid lines and the heat maps of the attention allocation are depicted in the background. The attention for variable 1 is located in the top row, variable 2 in the center row, and variable 3 in the bottom row. (Best viewed in color)

**Figure 6**: Average attention allocation on the PM25 datasets.

**Figure 7**: Important channels identified by LAXCAT on the Movement data set. The darker the color, the more attention allocated at the location. In the figure, all heads are facing top. Temporal attention result is reported at the bottom.
### Table 2: Classification results (Accuracy±std) of different algorithms on the four data sets

| Dataset               | INN-DTW | LR  | LSTM | DARNN | IMV-LSTM | Proposed |
|-----------------------|---------|-----|------|-------|----------|----------|
| PM2.5 w/              | 36.05 ± 3.24 | 38.29 ± 0.86 | 40.40 ± 1.89 | 41.19 ± 2.89 | 48.16 ± 3.30 | 50.66 ± 4.58 |
| PM2.5 w/o             | 30.39 ± 3.85 | 35.92 ± 2.11 | 37.06 ± 3.04 | 38.98 ± 5.43 | 39.34 ± 4.40 | 45.53 ± 6.20 |
| Seizure               | 53.86 ± 7.72 | 52.20 ± 5.88 | 70.24 ± 2.67 | 71.31 ± 2.78 | 72.19 ± 2.78 | 76.59 ± 4.08 |
| Movement              | 53.44 ± 5.13 | 71.80 ± 8.31 | 75.32 ± 3.26 | 83.28 ± 1.37 | 84.09 ± 1.12 | 87.21 ± 1.37 |

### Table 3: Run-time (in seconds) comparison. Run-time for each training iteration is reported at the top half. Run-time for the testing phase is reported at the bottom half.

| Dataset       | PM2.5w/ | Seizure | Movement |
|---------------|---------|---------|----------|
| LSTM (Train)  | 0.5     | 4       | 2.8      |
| DARNN (Train) | 4.8     | 430     | 218      |
| IMV-LSTM (Train) | 3.3  | 430     | 150      |
| Ours (Train)  | 1.4     | 4.5     | 3.5      |
| LSTM (Test)   | 0.001   | 0.01    | 0.01     |
| DARNN (Test)  | 0.08    | 24      | 13       |
| IMV-LSTM (Test) | 0.06  | 20      | 4.3      |
| Ours (Test)   | 0.02    | 0.03    | 0.03     |

### Table 4: AAM score on Synthetic data and Motor Task.

| Dataset      | DARNN | IMV-LSTM | Ours    |
|--------------|-------|----------|---------|
| Synthetic    | 5.42% | 7.91%    | 10.93%  |
| Motor Task   | 19.91%| 22.08%   | 24.17%  |

#### 5.4.3 Case Study III: Movement Data

On the Movement data set, we use EEG recordings to distinguish whether the subject is moving the left or right hand. A subset of attention results are reported in Figure 7. Extensive research has shown that the motor cortex is involved in the planning, control, and execution of voluntary movements [12, 45, 49]. The motor cortex, located in the rear portion of the frontal lobe, is closest to the locations of variables 1 to 7 in our empirical analysis. In Figures 7(a)-7(d), the heatmaps of accumulated attention in the entire time period from 2 subjects are depicted. We observe that most attention is distributed to the channels around the central region, namely the C1, C3, C4, and C6 channels. On the two left hand movement examples, i.e. Figure 7(a), 7(c), the proposed model allocates attention to the right brain. On the contrary, the proposed model assigns most attention to the left brain during right hand movements as shown in Figure 7(b), 7(d). This observation is in line with the current theory of contralateral brain function, which states that the brain controls the opposite side of the body. For temporal attention, as reported in Figure 7(e), the proposed model lays most emphasis on the time intervals later to the motor task onset. For qualitative analysis, we define correct attention assignment as the attention distributed to channels C5, C3, C1, C2, C4, C6 in the time period after motor task onset. As reported in Table 4, LAXCAT assigns about 24% of attention to the target zone as compared to around 20% for DARNN and 22% for IMV-LSTM.

### 5.5 Ablation Study

We also conducted an ablation study to examine the relative contributions of variable attention and temporal attention in LAXCAT. Specifically, we remove the variable attention module and obtain local context embeddings by averaging the feature vectors in each time interval (the second row in Table 5). Similarly, we remove the temporal attention module and obtain summary embedding vector by averaging over the context embedding vectors (the third row in Table 5). Lastly, we remove both attention modules (the last row of Table 5). We conclude that both variable and temporal attention modules contribute to improved classification accuracy of LAXCAT.

### 5.6 Parameter Sensitivity Analysis

We report results of a parameter analysis of LAXCAT. Specifically, we investigated how the kernel size (interval length), number of filters, and number of hidden nodes in the classifier neural network affect classification accuracy. Due to space limitation, we only report the results on the Movement data set, shown in Figure 8. The results show no clear pattern as to how the numbers of filters and hidden nodes affect the predictive performance. As for kernel size, 16 and 64 consistently yield better results than 32. When we set the kernel size to 1 (corresponding to time point based temporal attention) while fixing number of filters and hidden nodes to 8, the classification accuracy falls to around 75%, which further underscores the benefits of interval-based temporal attention.
6 SUMMARY
We considered the problem of multivariate time series classification, in settings where in addition to achieving high accuracy, it is important to identify not only the key variables that drive the classification, but also the time intervals during which their values provide information that helps discriminate between the classes. We introduced LAXCAT, a novel, modular architecture for explainable multivariate time series classification. LAXCAT consists of a convolution-based feature extraction along with a variable based and a temporal interval based attention mechanism. LAXCAT is trained to optimize an objective function that optimizes classification accuracy while simultaneously selecting variables as well as time intervals over which the pattern of values they assume drive the classifier output. We present results of extensive experiments with several benchmark data sets that the proposed method outperforms the state-of-the-art baseline methods for multi-variate time series classification. The results of our case studies demonstrate that the variables and time intervals that the model identifies make sense relative to the available domain knowledge. Some directions for ongoing and future research include generalizations of the LAXCAT framework to the settings with transfer learning [58, 71], multi-modal [14, 72] or multi-view [55, 68], sparsely and irregularly observed, multi-scale, MTS data [16, 33].
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