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Abstract
Though sufficient for local conservation of charge, we show that Maxwell’s displacement current is not necessary. An alternative to the Ampere–Maxwell equation is exhibited and the alternative’s electric and magnetic fields and scalar and vector potentials are expressed in terms of the charge and current densities. The alternative describes a theory in which action is instantaneous and so may provide a good approximation to Maxwell’s equations where and when the finite speed of light can be neglected. The result is reminiscent of the Darwin approximation which arose from the study classical charged point particles to order \((v/c)^2\) in the Lagrangian. Unlike Darwin’s, this approach does not depend on the constitution of the electric current. Instead, this approach grows from a straightforward revision of the Ampere equation that enforces the local conservation of charge.
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1. Introduction

When, after more than a few decades, the author returned to Maxwell’s equations, his attention was held by a formerly unnoticed imprecision in the textbook treatment of Maxwell’s displacement current.

All celebrate its addition to the right-hand side of Ampere’s law as Maxwell’s master-stroke and most texts motivate its addition by discussing the inadequacy of Ampere’s law where and when the current density’s divergence is not zero.

Indeed, the student cannot be other than delighted by how the addition of the displacement current generalizes Ampere’s law and how that generalization entails the local conservation of charge. It hardly occurs to him or her to ask if the addition was necessary.
After all, some books say it is and others do not comment. Instead, they assert that the addition completes Maxwell’s equations and it remains only to find their solutions for a variety of materials and circumstances. This hardly invites attention to possible alternatives.

The imprecision is simply stated; textbooks do not distinguish between the necessity and sufficiency of Maxwell’s displacement current to ensure local charge conservation. We will show that, though it is sufficient, Maxwell’s displacement current is not necessary. There are other ways to ensure local charge conservation.

There are two reasons to dwell on this point. The first is to emphasize to graduate students that, sometimes, there is more than one way to skin a cat—in this case to reconcile Ampere’s law with local charge conservation—a lesson that is most convincingly taught by example. The second is that by exploring alternate theories, one might find that one—even if less appealing (e.g., less comprehensive or less accurate) than another—has equations that are more amenable to solution. And so, these might usefully approximate the more appealing theory. Indeed, we shall find that this is so for the example developed on the following pages.

The rest of this paper is organized as follows. Section 2 presents the promised alternative to the Ampere–Maxwell equation. Logically, this is the punch line. However, what it entails is not immediately obvious. And so, the alternative’s similarities to and differences from Maxwell’s equations are the subject of the rest of this paper.

Section 3 shows how the magnetic field depends on the current when the alternative to the Ampere–Maxwell equation is adopted. This dependence draws attention to the vector potential and so the potentials, vector and scalar, are discussed in section 4 where the alternative to Maxwell is shown to be gauge invariant. Section 5 concerns itself with the vector potential and the electric field. This appears to be more difficult to calculate than in the static case. Happily this difficulty is shown to be only apparent and not real.

One finds that, in some circumstances, the alternative may provide a useful approximation to Maxwell’s equations. To put all this in context, a brief section recalling the history of related matters follows. Then, we summarize and conclude.

2. An alternative to Maxwell’s equations

For the sake of ready reference, we begin by recalling the four ‘pre-Maxwell equations’

\[
\begin{align*}
\text{div}[\mathbf{E}] &= \rho/\varepsilon_0, \\
\text{div}[\mathbf{B}] &= 0, \\
\text{curl}[\mathbf{E}] &= -\partial_t \mathbf{B}, \\
\text{curl}[\mathbf{B}] &= \mu_0 \mathbf{J},
\end{align*}
\]

where \( \rho \) denotes the total (free and polarization) charge density and \( \mathbf{J} \) denotes the total (free and magnetization) current density.

And we must not forget, equation (2.5), the fifth pre-Maxwell equation; it expresses the local conservation of charge, a requirement that will figure prominently in our considerations

\[
\text{div}[\mathbf{J}] = -\partial_t \rho.
\]

Indeed, equation (2.5) does more than assert current conservation. It relates the current density that is the source of the static magnetic field to the charge density that is a source of the static electric field.

The first four pre-Maxwell equations describe situations in which the divergence of the current density, \( \mathbf{J} \), is zero. Of course, these situations are not the only ones of interest. One
also wants to know what happens where and when the charge density is changing. The pre-
Maxwell equations do not provide an answer. The divergence of the left-hand side of Ampere
equation, equation (2.4) is always zero but the divergence of its right-hand side is not. Thus
the question, ‘How should Ampere’s equation be revised to describe all situations?’ As is well
known, Maxwell’s answer was to add the term $\partial_t (\varepsilon_0 \mathbf{E})$ and thereby arrive at what is often
called the Ampere–Maxwell equation
\[
\text{curl} [\mathbf{B}] = \mu_0 \left( \mathbf{J} + \partial_t (\varepsilon_0 \mathbf{E}) \right). \tag{2.6}
\]
This does the job because we believe in the local conservation of charge, as expressed by
equation (2.5). And so the vanishing divergence of the left-hand side of equation (2.6) is
matched to the vanishing divergence of the right-hand side. Alternatively, one could say that
equation (2.6) entails the local conservation of charge, something we are predisposed to
believe. In summary, the Ampere–Maxwell equation is sufficient to guarantee charge
conservation.

But, is it necessary? Is there a different revision to the Ampere equation that would
achieve the same result? Well yes, there is. That different revision comes to mind when one
recalls that the divergence of the gradient is the Laplacian and so one has equation (2.7)
\[
\text{div} \left[ \nabla_x \frac{1}{4\pi \| x - y \|} \right] = \Delta_x \frac{1}{4\pi \| x - y \|} = -\delta^3 (x - y). \tag{2.7}
\]
Thus equation (2.8) presents a different way to generalize Ampere’s equation
\[
\text{curl} [\mathbf{B}[t, x]] = \mu_0 \left( \mathbf{J}[t, x] - \nabla_x \iiint_{\text{all space}} d^3 y \frac{\partial \rho[t, y]}{4\pi \| x - y \|} \right). \tag{2.8}
\]
After taking the divergence of both sides, one confirms that equation (2.8) entails the
local conservation of charge and thus our addition presents an alternative to Maxwell’s
displacement current. Maxwell called the sum of the conduction current and his displacement
current the true current and denoted it by $\mathbf{J}$ [1]. We will denote the analogous quantity in
equation (2.8) by $\mathbf{J}_{\text{ATM}}$ where ATM stands for Alternative to Maxwell.

As an aside, we note that we could have adopted a superficially different alternative. We
could have asserted that only the transverse or solenoidal part of the current density belongs
on the right-hand side of Ampere’s equation, as shown in equation (2.9)
\[
\text{curl} [\mathbf{B}[t, x]] = \mu_0 \left( \mathbf{J}[t, x] + \nabla_x \iiint_{\text{all space}} d^3 y \frac{\text{div}[\mathbf{J}[t, y]]}{4\pi \| x - y \|} \right). \tag{2.9}
\]
As desired, the divergence of each side of this equation vanishes and as desired it reduces
to Ampere’s law when and where the divergence of the current density vanishes. However,
this equation by itself does not effect the unification of electricity and magnetism. Nothing in
it relates the current, that is the source of $\mathbf{B}$ to charge that is the source of $\mathbf{E}$. To effect the
needed unification, one must separately assert local conservation of charge, equation (2.5).
This separate assertion seems unobjectionable and so we see no significant difference
between these approaches, which is why we called their difference superficial.

Thus, we have arrived at a charge conserving alternative to the Ampere–Maxwell law.
Maxwell’s displacement current is sufficient for local charge conservation but it is not
necessary\(^1\).

\(^1\) While preparing this paper, the author became aware that this point was made in [2] without however deducing any
of its consequences, the topic of the rest of this paper.
While most texts are mum on this point, several otherwise excellent ones simply err. Here are five examples, each drawn from a different, widely used text. ‘We needed the new term (i.e., Maxwell’s displacement current) to make the relation between current and magnetic field consistent with the continuity equation, in the case of conduction currents changing in time’ (Purcell) [3]. ‘Why the displacement current is necessary’ (Pollack and Stump) [4]. ‘The need for the addition of this term (Maxwell’s displacement current) to produce a solenoidal net current vector was recognized by Maxwell’ (Panofsky and Phillips) [5]. ‘The additional term (i.e., Maxwell’s displacement current) is necessary to fulfil the continuity equation’ (Greiner) [6]. ‘Maxwell deduced that a changing electric field must produce a magnetic field’ (Garg) [7]. Happily, one text (Griffiths) is different; it alerts its readers that ‘… theoretical convenience and aesthetic consistency are only suggestive—there might, after all, be other ways to doctor up Ampere’s law…’ [8]. The doctoring up, sans pejorative, is provided by equation (2.8).

Of course, the contemporary mind will look for something wrong with equation (2.8). It is apparent that it involves an integral over an extended region in space at a single time. And so the question will be ‘in which inertial frame does this equation describe the physics?’ The reply is straightforward. The equation describes charges, currents and fields in material (e.g., aluminium, copper, iron, polyethylene, air) that is everywhere at rest in the same inertial frame. As will be mentioned later, one could claim a wider domain of applicability but for our (pedagogical) purpose there is no point to further elaboration.

The next question may well be, ‘Is this a field theory, like Maxwell’s, or action-at-a-distance or some kind of hybrid?’ And aesthetics aside, the root question is, ‘How do the solutions of the ATM equations differ from the solutions of Maxwell’s equations?’

The following section is devoted to the first part of the answer. The magnetic field’s dependence on the current will be presented and discussed.

Before doing so, one mathematical aside is in order. When comparing equations and their solutions we must do so for the same distributions of charge and current and the same boundary conditions. While discussing the solutions of Maxwell’s equations, it is always assumed that charges and currents vanish at infinity so that surface integrals at infinity may be neglected. It is also assumed that fields vanish at infinity. This is suggested by measurements that show mutual influence diminishes as separation increases, as specified by Coulomb’s and Biot–Savart’s laws which are particular solutions of Poisson’s equation. We will make the same assumptions when discussing the solutions of the ATM equations.

3. How the ATM magnetic field depends on the current

Here we ask for the solution of equations (2.3) and (2.9). The former denies the existence of magnetic poles and the latter is ATM’s alternative to the Ampere–Maxwell equation. The answer is a bit of a surprise. It is simply the Biot–Savart law which appears below on the right-hand side of equation (3.1)
The surprise comes from the circumstance that physicists first meet this expression in a textbook chapter devoted to magnetostatics, after which the Biot–Savart law is forgotten. Nonetheless, as shown in equation (3.2), straightforward calculation confirms that Biot–Savart solves equation (2.9), the Ampere-ATM equation

\[
\text{curl} \left[ \mu_0 \iiint_{\text{all space}} \frac{d^3 r_z}{4\pi} \frac{\mathbf{J}[t, \mathbf{r}_z] \times (\mathbf{r} - \mathbf{r}_z)}{\| \mathbf{r} - \mathbf{r}_z \|^3} \right] = \mu_0 \left( \mathbf{J}[t, \mathbf{r}] + \nabla \iiint_{\text{all space}} \frac{d^3 r_z}{4\pi} \frac{\text{div} \mathbf{J}[t, \mathbf{r}_z]}{\| \mathbf{r} - \mathbf{r}_z \|} \right).
\]

This result is often unrecorded though it is sometimes stated without comment, other than to dismiss the '\text{div}\mathbf{J}' term because the chapter’s concern is magnetostatics [9, 10]. We do not dismiss; we take this term seriously. It shows that the Biot–Savart expression is not limited to statics and, in particular, it is a solution of the Ampere-ATM equation, a point nicely illustrated by a recent article in this journal [11]. For discussion of generalizations of the Biot–Savart law in light of Jeffreys’ [12] expression for the fields that solve Maxwell’s equations, see Griffiths and Heald, who however do not take account of equation (3.2) [13].

Also at hand is a simple proof that this expression requires the absence of magnetic poles. One just notes that the right-hand side of equation (3.1) can be expressed as the curl of a vector, as shown in equation (3.3)

\[
\mathbf{B}^{\text{ATM}}[t, \mathbf{r}] = \mu_0 \iiint_{\text{all space}} \frac{d^3 r_z}{4\pi} \frac{\mathbf{J}[t, \mathbf{r}_z] \times (\mathbf{r} - \mathbf{r}_z)}{\| \mathbf{r} - \mathbf{r}_z \|^3} = \text{curl} \left[ \frac{\mathbf{J}[t, \mathbf{r}_z]}{\| \mathbf{r} - \mathbf{r}_z \|} \right].
\]

The argument of the \text{curl} is simply a vector potential for \mathbf{B}^{\text{ATM}}. We will call it the Biot–Savart vector potential and denote it by \( \mathbf{A}^{\text{BS}}_{\text{ATM}} \).

Finally, we note that the Biot–Savart expression is a particular solution of the ATM equations, not the most general. The general solution is the sum of this particular solution and the solutions of the homogeneous equations, \( \text{div}\mathbf{B} = 0 \) and \( \text{curl}\mathbf{B} = 0 \). Though they exist, the homogeneous solutions do not tend to zero as one approaches infinity. One solution is constant and all others grow as one approaches infinity, not the behaviour observed in the lab. Thus we rule out these unphysical solutions with the same boundary condition—magnetic fields should diminish as one goes further and further from currents—as is used with Maxwell’s equations.

Consistent with the fact that the Ampere-ATM equation involves an integral over all space at a same time, \( \mathbf{B}^{\text{ATM}} \) depends on the currents at the same time and not the retarded (or advanced) time. As such, this is a theory in which the magnetic field propagates instantaneously, not at the speed of light.

4 Indeed, the author cheerfully admits that he long ago forgot this and that his own path to equation (3.1) was round about—involving both Helmholtz’ theorem and several integrations by parts—not something to expound in 4000 words.
Of course, one also wants to know about the electric field. It turns out that a useful answer only comes after a substantially more difficult enquiry. To prepare for it, we will first turn to the relation of the fields to the scalar and vector potentials, in particular to their gauge invariance.

4. The potentials and their gauge invariance

As already stated by equation (2.2), there are no magnetic poles and so we can write \( \mathbf{B}^{\text{ATM}} = \text{curl} \left( \mathbf{A}^{\text{ATM}} \right) \). And just as with Maxwell’s equations, we deduce from Faraday’s Law, \( \text{curl} \left( \mathbf{E}^{\text{ATM}} + \partial_t \mathbf{A}^{\text{ATM}} \right) = 0 \), that there is a scalar, \( \phi^{\text{ATM}} \), such that \( \mathbf{E}^{\text{ATM}} = -\nabla \phi^{\text{ATM}} - \partial_t \mathbf{A}^{\text{ATM}} \). When expressed in terms of the potentials, the ATM equations are

\[
-V^2 \phi^{\text{ATM}} - \partial_t \text{div} \left( \mathbf{A}^{\text{ATM}} \right) = \rho / \varepsilon_0, \\
V \text{div} \left( \mathbf{A}^{\text{ATM}} \right) - V^2 \mathbf{A}^{\text{ATM}} = \mu_0 \mathbf{J}^{\text{ATM}}.
\]

Now, two things are clear. First, ATM is gauge invariant which is to say that if a pair of potentials, \( \phi^{\text{ATM}} \) and \( \mathbf{A}^{\text{ATM}} \), satisfy these equations then so do many other pairs, each of the form \( \phi^{\text{ATM}} - \partial_t \mathbf{g} \) and \( \mathbf{A}^{\text{ATM}} + \nabla \mathbf{g} \), and all these pairs give the same fields, \( \mathbf{E}^{\text{ATM}} \) and \( \mathbf{B}^{\text{ATM}} \). Second, by changing the gauge, one changes only the divergence of the vector potential, not its curl. In this respect, ATM and Maxwell are the same.

To illustrate their variety, two different gauges are defined below\(^5\). The first is the Biot–Savart gauge, already mentioned in section 3 where we observed that the Biot–Savart expression can be written as the curl of a vector. This vector potential has the same functional dependence on the currents whether or not the currents are divergence free. The second is the widely used Coulomb gauge. This gauge’s scalar potential depends on the charges in the same way whether or not the charge density is time dependent. When the divergence of the current density vanishes everywhere, these two gauges, Biot–Savart and Coulomb, are the same.) Each gauge has its own heuristic value, which value depends on the task at hand. Below, we present the definition of each followed by the ATM equations that govern it.

Biot–Savart

\[
\text{div} \left[ \mathbf{A}^{\text{BS}}_{\text{B–S}}(t, \mathbf{r}) \right] \equiv \mu_0 \iiint_{\text{all space}} \frac{d^3 r}{4\pi} \frac{\text{div} \left[ \mathbf{J}(t, \mathbf{r}) \right]}{\|\mathbf{r} - \mathbf{r}'\|},
\]

\[
-V^2 \phi^{\text{BS}}_{\text{B–S}} = \frac{1}{\varepsilon_0} \left( \rho - \iiint_{\text{all space}} \frac{d^3 r}{4\pi} \left( c^{-2} \partial_t \rho(t, \mathbf{r}) \right) \right),
\]

\[
-V^2 \mathbf{A}^{\text{BS}}_{\text{B–S}} = \mu_0 \mathbf{J}.
\]

Coulomb

\[
\text{div} \left[ \mathbf{A}^{\text{C}}_{\text{C}}(t, \mathbf{r}) \right] \equiv 0,
\]

\(^5\) Many other gauges are possible, for example the multipolar gauge and the Lorenz gauge (formerly known as the Lorentz gauge) though the latter is particularly cumbersome in the ATM.
Our immediate task is to illuminate the similarity and the difference between ATM and Maxwell. For this, the Coulomb gauge is particularly helpful. The scalar potential satisfies Poisson’s equation in both Maxwell’s system and the ATM

\[-\nabla^2 \phi_{C_{\text{ATM}}} = \rho/\varepsilon_0, \tag{4.4b}\]

\[-\nabla^2 \phi_{C_{\text{Maxwell}}} = -\nabla^2 \phi_{C_{\text{ATM}}}, \tag{4.5}\]

and so the familiar Coulomb potential appears in both cases. However, the two systems differ in their equation for the vector potential. The second derivative with respect to time appears in Maxwell’s equations and it is absent in the ATM

\[-\nabla^2 A_{\text{C}} = \mu_0 J_{\text{ATM}} = c^{-2}\partial^2 A_{\text{C}_{\text{Maxwell}}} - \nabla^2 A_{\text{C}_{\text{Maxwell}}}. \tag{4.6}\]

This difference in the equations entails the difference in their solutions, equations (4.7), which show retarded or advanced time in the solutions of Maxwell’s Equations and the simultaneous time in ATM. Thus both ATM’s electric and magnetic fields propagate instantaneously

\[A_{\text{C}_{\text{Maxwell}}}[t, \mathbf{r}] = \iiint_{\text{all space}} d^3r \frac{\mu_0 J_{\text{ATM}}}{4\pi} \left[ t \pm c^{-1} \| \mathbf{r} - \mathbf{r}_s \|, \mathbf{r}_s \right], \tag{4.7a}\]

\[A_{\text{C}_{\text{ATM}}}[t, \mathbf{r}] = \iiint_{\text{all space}} d^3r \frac{\mu_0 J_{\text{ATM}}}{4\pi} \frac{\partial}{\partial t} \left[ t, \mathbf{r}_s \right]. \tag{4.7b}\]

That difference reflects the difference between the Ampere–Maxwell equation, which includes the displacement current, \(\varepsilon_0 \partial \mathbf{E}/\partial t\), and the Ampere–ATM equation which includes the simultaneous rate of change of the charge density, \(\partial \rho/\partial t\). One sees that ATM is the limit of Maxwell as \(c^{-1} \| \mathbf{r} - \mathbf{r}_s \| \) vanishes. And so we expect ATM to approximate Maxwell when the currents barely change between the present and the retarded or advanced time. For example, when the charge and current densities are periodic with period \(T\), we expect the solutions of ATM to approximate the solutions to Maxwell when \(\| \mathbf{r} - \mathbf{r}_s \|/cT\) is small. The importance of this regime is apparent to anyone who depends on electric power delivered at 50–60 Hz.

In summary, we identified a charge conserving Alternative to Maxwell and, as the result of enquiry, we now find that its acronym, ATM, may also stand for approximation to Maxwell.

While reading the foregoing, a thought might claim the reader’s attention. He or she may recall a subtle feature of Coulomb gauge in Maxwell’s equations that does not appear in the Coulomb gauge in the ATM. In both, the scalar potential at a point and time depends on the charge density elsewhere and at the same time. In the ATM, this also true of the vector potential. Influence propagates instantaneously. In Maxwell’s equations, it does not. By virtue of the appearance of the second time derivative on the right-hand side of equation (4.6), Maxwell’s equations allow propagation of influence at finite speed. In fact, Maxwell’s equations require it while still allowing the appearance of instantaneous propagation in the scalar potential of the Coulomb gauge. The detailed description of how Maxwell’s equations manage this was long ago presented for sinusoidal sources by Brill and Goodman [14] and then the for arbitrary time dependence by Gardiner and Drummond [15]. Recently Wundt and
Jentschura [16] and Frenkel and Rácz [17] claim to have improved earlier expositions. (Jackson [18], Rohrlich [19, 20] and Heras [21] have also commented on this topic and tangentially related issues, as well as their bearing on the reality of Maxwell’s displacement current [22].) Those interested in reconciling causality with the Coulomb gauge version of Maxwell’s equations may also be interested in the like reconciliation in the superluminal gauges discussed by Yang [23]. Compared with Maxwell’s equations, ‘what you see is what you get’ in the ATM, instantaneous Coulomb gauge potentials and instantaneous fields.

5. On the tractability of ATM as an approximation

The usual approximations to Maxwell’s equations, magneto-quasistatics and electro-quasistatics, achieve their simplicity by neglecting the coupling between fields. Magneto-quasistatics truncates the Ampere–Maxwell equation by neglecting the displacement current, $\partial\epsilon_0 E$, and electro-quasistatics truncates Faraday’s law by neglecting the time derivative of the magnetic field, $\partial B$. As a result, electro-quasistatics cannot describe inductive effects and magneto-quasistatics cannot describe capacitive effects. Each offers a one-sided view of physics and each directs a blind eye to the other side. Some situations involve both. For example, when placed in an oscillating magnetic field, a pair of wires—each twisted around the other—exhibits both capacitive and inductive effects. Attractively, ATM includes both while dismissing radiation.

If ATM is considered for use as a comprehensive approximation and not only as an example of a different way to generalize Ampere’s equation, one must ask if the ATM equations are tractable.

We already know that the Biot–Savart law will provide the ATM magnetic field. And so we consider the electric field. Its evaluation requires both the scalar potential and the time derivative of the vector potential, $E = -\nabla \phi - \partial_t A$. Unlike electro-quasistatics, ATM does not neglect the time derivative of the vector potential. Two plausible approaches to evaluation present themselves; work in either the Biot–Savart gauge or the Coulomb gauge. The former’s vector potential depends only on the current density but its scalar potential depends on both the charge density and its second derivative with respect to time. (see equation (4.3)) The latter’s scalar potential depends only on the charge density but its vector potential depends on both the current density and the time derivative of the charge density. (see equation (4.4)) Each approach brings us to a computational challenge. Indeed each brings us to the identical computational challenge because the both the gradient of scalar potential and the time derivative of the vector potential contribute to the electric field. The challenge is that the term depending on the time dependent charge density manifests itself in the convolution of two three dimensional integrals, each over all-space. If one works in the Biot–Savart gauge, this term occurs in the scalar potential. If one works in the Coulomb gauge, as we will, the challenge appears in the vector potential specifically in the second term on the right-hand side of equation (5.1)

$$A_{C, \text{ATM}}[t, \mathbf{r}] = \iiint_{\text{all space}} d^3 r \frac{\mu_0 J[\mathbf{r}, \mathbf{r}_1]}{4\pi \| \mathbf{r} - \mathbf{r}_1 \|} - \iiint_{\text{all space}} d^3 z \frac{\mu_0 V \partial \rho[\mathbf{r}, \mathbf{r}_1]}{4\pi \| \mathbf{r}_s - \mathbf{z} \|} \cdot \frac{d^3 r \| \mathbf{r} - \mathbf{z} \|}{4\pi \| \mathbf{r} - \mathbf{z} \|}.$$(5.1)
Its evaluation certainly appears more burdensome than anything required by the customary quasi-static approximations.

Happily, things are not as bad as they first look. A long calculation shows that the six dimensional integral can be reduced to a three dimensional integral with following result:

\[
\iiint_{\text{all space}} d^3z \mu_0 V_z \iint_{\text{all space}} \frac{d^3r_s}{4\pi} \frac{\partial \rho[t, r_s]}{\|r_s - z\|}
\]

\[
=\mu_0 V_z \iint_{\text{all space}} \frac{d^3r_s}{4\pi} J[t, r_s] \cdot \frac{1}{2} \frac{r - r_s}{\|r - r_s\|}.
\] (5.2)

One sees that the six dimensional integral is a gradient and so its curl is zero. The six-dimensional integral does not affect the magnetic field, an observation that is wholly consistent with all we have said. Of course, its time derivative does contribute to the electric field; we need the time derivative of the whole vector potential. When the first and second terms of equation (5.1) are added one finds

\[
A_c^{\text{ATM}}[t, r] = \mu_0 \iiint_{\text{all space}} \frac{d^3r_s}{4\pi} \left\{ \frac{J[t, r_s]}{2 \|r - r_s\|} \right\},
\] (5.3a)

where

\[
\delta_{r_s} \equiv \frac{r - r_s}{\|r - r_s\|}.
\] (5.3b)

One sees that despite its discouraging initial appearance, the Coulomb gauge ATM vector potential is not qualitatively harder to evaluate than the Biot–Savart vector potential which is used in statics and magneto-quasistatics.

Another characteristic of equation (5.3) deserves attention. The Coulomb gauge ATM vector potential has the same dependence on current density as the vector potential of Darwin’s approximation to the combination of relativistic particle mechanics and Maxwell’s equations, something we return to in the next section [25].

6. History of some related matters

No one can write about Maxwell’s equations without wondering if he has been anticipated or more likely, how many others have anticipated him. And so, the author began his search with the obviously relevant source, Maxwell’s Treatise [26], to learn what the great man wrote about his displacement current and the alternatives he considered. Surprisingly, Maxwell wrote very little about them. In article 607, one finds:

‘we have very little experimental evidence relating to the direct electromagnetic action of currents due to the variation of electric displacement in dielectrics, but the extreme difficulty of reconciling the laws of electromagnetism with the existence of electric currents which are not closed is one reason among many why we must admit the existence of transient currents due to the variation of displacement. Their importance will be seen when we come to the electro-magnetic theory of light.’

6 The calculation is presented and discussed in [24].
And in his article 610, Maxwell wrote: ‘one of the chief peculiarities of this treatise is the doctrine which it asserts that the true electric current, that on which electromagnetic phenomena depend, is not the same thing as the current of conduction, but that the time variation of the electric displacement must be taken into account in estimating the total movement of electricity so that we must write…’

\[ C = J_{\text{conduction}} + \partial_t D \] (Equation of true currents) (H).

While he offered little about his displacement current, Maxwell’s characterization ‘… very little experimental evidence relating to…’ did not hide anything; there was little to discuss. Indeed it has remained so. To the author’s knowledge, van Cauwenbergh [27], writing in 1929, was the first to report measuring the magnetic flux in a capacitor. And no further reports of such measurements were made until 1974 when Carver and Rahjel [28] described their apparatus and then until 1985 when Bartlett and Corle [29–32] measured the displacement current within a capacitor.

The paucity of measurement is matched by the apparent absence of proposed alternatives to Maxwell’s displacement current. A review of some of the secondary literature [33–39] found no mention of charge conserving alternatives to Maxwell’s displacement current, though it is reported that some of Maxwell’s distinguished contemporaries simply did not accept it. Further, in gracious replies to this writer’s queries, Prof Buchwald and Prof Siegel have each said he is not aware of discussion, by either Maxwell or his contemporaries, of charge conserving alternatives to Maxwell’s equations.

The first appearance of work that in retrospect, and only in retrospect, bears on the topic of this article, was motivated by a completely different issue, the effect of the proton’s motion on the electron. Stimulated by the work of Bohr and Sommerfeld on hydrogen, in 1920, Darwin [40] sought a way to take account of that motion. More generally, Darwin’s concern was with particles and his focus was on slow relative motion, slow enough so that retardation could be neglected. By keeping the first variation of mass with velocity and by expanding the vector potential in powers of the retardation, he arrived at a Lagrangian that described instantaneous velocity dependent interaction among particles\(^7\) and a velocity dependent mass, both correct to first order in \(v/c\). Charge conservation was guaranteed by imputing a time independent charge to each point particle and assuming each was eternal. Subsequently, Darwin’s work was adapted to the one particle Dirac equation by Breit [42]. Much more recently, Kaufman and Rostler [43] proposed using Darwin’s work to study plasmas without having to deal with radiation and others [44] have followed their suggestion. More recently, Larsson suggested that Darwin’s approximation might be used to investigate eddy currents [45].

The similarity and difference in approach between Darwin’s pioneering work and that presented here can be easily stated. The similarity comes about because the alternative to the displacement current presented here involves spatially separated but simultaneous quantities and Darwin’s approximation neglects retardation when calculating the currents’ vector potential. The difference is that Darwin and followers refer to currents comprised of charged point particles while this formulation refers to any current, without regard to its constitution.

7 One might say that part of this work was anticipated in [41].
potentials, were constructed from the charge and current densities. Physics students may take away the thought that, though a theory may be widely discussed, that theory may not be the only solution to the problem (e.g., incorporation of local charge conservation) that it was meant to overcome.

The crucial difference between Maxwell’s displacement current and the alternative discussed here was shown to be this—the displacement current entails the propagation of electromagnetic influence at the speed of light while the alternative propagates influence instantaneously.

Because the finiteness of speed of light can be neglected when describing many phenomena, the possibility presents itself that, for them, the ATM may in fact be a good approximation to Maxwell. The ATM is conceptually superior to the usual magneto-quasi-static or electro-quasi-static approximations because each neglects an important aspect of the physics (either magnetic or electric energy) and so their users must close their eyes to situations that are neither purely inductive nor purely capacitive.

As with any candidate approximation, the question of tractability arises. We found that the solutions of the ATM equations appear no more difficult to evaluate than the solutions of static problems. Further we noted that if one imagines the current to comprise classical moving charged point particles, one arrives at the Darwin Approximation, an approximation that was motivated by the wish to take account of semi-relativistic effects, not local charge conservation.

Approximation aside, ATM may stimulate to a better appreciation of Maxwell’s theory. In that regard, we note that if Maxwell’s displacement current is thought of as the sum of its longitudinal and transverse parts, then each of these two parts has its own distinct role. The longitudinal part conserves charge while the transverse part enables radiation to propagate at the speed of light in empty space. From that point of view, ATM keeps the longitudinal part of the displacement current while dismissing its transverse part.
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