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Abstract

Many recent works that study the performance of multi-input multi-output (MIMO) systems in practice assume a Kronecker model where the variances of the channel entries, upon decomposition on to the transmit and the receive eigen-bases, admit a separable form. Measurement campaigns, however, show that the Kronecker model results in poor estimates for capacity. Motivated by these observations, a channel model that does not impose a separable structure has been recently proposed and shown to fit the capacity of measured channels better. In this work, we show that this recently proposed modeling framework can be viewed as a natural consequence of channel decomposition on to its canonical coordinates, the transmit and/or the receive eigen-bases. Using tools from random matrix theory, we then establish the theoretical basis behind the Kronecker mismatch at the low- and the high-SNR extremes: 1) Sparsity of the dominant statistical degrees of freedom (DoF) in the true channel at the low-SNR extreme, and 2) Non-regularity of the sparsity structure (disparities in the distribution of the DoF across the rows and the columns) at the high-SNR extreme.
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I. INTRODUCTION

Under the assumption of spatially independent and identically distributed (i.i.d.) Rayleigh fading between antenna pairs, multi-input multi-output (MIMO) systems achieve a linear growth
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in multiplexing gain and coherent capacity with the number of antennas [1], [2]. However, the rich scattering assumption is idealistic and most physical channels encountered in practice exhibit clustered scattering and spatially correlated links [3]–[5]. Correlated MIMO channels have been theoretically studied mainly in the contexts of the separable correlation model (also known as the Kronecker model) [3], [4], and the virtual representation framework for uniform linear arrays (ULAs) [6]–[9]. The Kronecker model assumes separability in correlation induced by the transmitter and the receiver arrays which limits the degrees of freedom (DoF) in modeling the channel. Though this model has been shown to be accurate in certain settings (especially $2 \times 2$ scenarios) [10]–[14], the separability assumption limits its applicability to more realistic settings where the gains accrued with MIMO make it a viable choice. The virtual representation does not assume such separability, but is applicable only for ULAs.

**Contributions:**

- i) In this paper, we develop a unified statistical modeling framework for Rayleigh fading MIMO channels based on decomposition of the channel matrix on its canonical coordinates, the transmit and/or the receive eigen-bases. Motivated by virtual representation, these models do not assume separable statistics and are applicable to general array geometries. Like the Kronecker model, the eigen-modes of the scattering environment decide the transmit and the receive eigen-bases whereas the canonical channel matrix embodies the statistically independent DoF that govern channel capacity and diversity. Depending on the covariance structure of the channel, three models arise in which all the columns/rows/channel entries are uncorrelated. The last case, denoted here as the canonical model (or CM3 for short), has been proposed as the Weichselberger model in [18] and studied from a capacity analysis viewpoint in [19]. The new contribution in this work is the unified development of CM3 as a natural consequence of two other models, denoted as CM1 and CM2. The development of CM1 (and CM2) critically depends on two assumptions about the covariance and the cross-covariance information of the rows (and the columns) of the channel matrix. We establish the criticality of these four assumptions in the development of CM3. To the best of our knowledge, CM1 and CM2 have not been proposed elsewhere in the literature, and could provide useful intermediate models for certain asymmetric MIMO systems.

- ii) Many recent works [18], [20]–[26] have shown that the Kronecker model consistently estimates the capacity of a large class of measured channels poorly and hence they establish the need for more accurate channel modeling. For example, [18], [20]–[22] show that the Kronecker model severely underestimates true capacity whereas under certain conditions,

---

1 Some of the earlier works of the authors [15], [16] have also suggested this model and developed it independently [17].

2 In fact, the development of CM3 in [18] is motivated by these observations.
it could also overestimate the true capacity [24], [26]. Nevertheless, motivated by extensive measurement studies, the popular belief is that the “probability of overestimation decreases with increasing antenna number” [26, Footnote 5]. The main focus of this work is to theoretically explain these observations.

Towards this goal, we first note that recent measurement campaigns have also observed that only a few of the statistical DoF are dominant enough to contribute towards reliable communications. That is, measured multi-antenna channels are sparse in the canonical domain. Furthermore, the distribution of the sparse DoF across the spatial domain does not observe any regularity structure. For example, see [26, Figs. 9 and 11], [20], [21], [28] etc. which plot the sparse, non-regular structure of the \textit{Weichselberger coupling matrix} that reflects the statistical DoF in CM3.
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Fig. 1. Partitioning of the space of all possible channels based on sparsity and regularity.

The foundation for the above experimental evidence lies in theoretical electromagnetic studies that explain sparsity of DoF in different contexts in wireless communications [9], [29]–[35]. Nevertheless, a simpler communication-theoretic motivation for sparsity is that while there may be many channel coefficients whose energy levels are non-zero, they may not be strong enough to be estimated accurately at the transmitter, even statistically. It becomes impossible or too costly to estimate such coefficients accurately and thus from the transmitter’s viewpoint, it is reasonable to treat their contributions as noise. Thus, we can partition the space of all possible channels into four classes, as in Fig. 1 with the class of sparse and non-regular channels being the most predominant. In this work, we develop a mathematical framework for probabilistically modeling sparse multi-antenna

3Let \( \mathbf{H}_c \) be an \( N_r \times N_t \) random matrix with independent entries and let the variance of \( \mathbf{H}_c[i, j] \) be given by \( P_c[i, j] \). A channel is called \textit{column-regular} if \( \sum_{i=1}^{N_r} P_c[i, j] \) is equal for all \( j \), \textit{row-regular} if the above condition is true for \( \mathbf{H}_c^T \), and \textit{regular} if it is both row- and column-regular [27]. Otherwise, it is \textit{non-regular}. 

channels. The framework developed here allows us to adjust the average number of dominant channel coefficients and theoretically study the impact of a Kronecker model on the capacity mismatch.

- iii) We assume that the statistics of the true channel in the canonical domain has a sparse, non-separable structure. Based on recent works (see [36] and references therein) that establish the accuracy of a Gaussian approximation to outage capacity, we also assume that the ergodic capacity ($C_{\text{erg}}(\rho)$) and the variance of capacity ($V(\rho)$) are the key figures-of-merit. The main results of this work are obtained for the low- and the high-SNR extremes in the large-system (antenna) regime, and are summarized in Table [I]

| Mismatch Metric | Conclusions |
|-----------------|-------------|
| $\rho \to 0$ | $C_{\text{erg, can}}(\rho) = C_{\text{erg, kron}}(\rho)$ for all chan. $\frac{V_{\text{can}}(\rho)}{V_{\text{kron}}(\rho)} \to \frac{1}{p} \left(1 + \frac{\sigma^2}{\mu^2}\right)$ where $\{p, \mu, \sigma\}$ are sparse model parameters (See Theorem 2 and Prop. 2 for details) |
| $\rho \to \infty$ | Regular $\iff H_c \implies$ Non-regular, Decreases $\iff$ Mism. $\implies$ Increases |

We show that for almost every sparse channel: a) Using marginal sum statistics to generate a Kronecker fit results in an artificial increase in the number of DoF, b) As a result, the channel power is spread across the increased DoF, and c) Hence, the Kronecker model offers a poor estimate for capacity. Towards establishing this connection, we develop a tight approximation for the mean of the log-determinant of random matrices (with independent entries) which is of independent interest in MIMO analysis and design.

In the high-SNR extreme, the Kronecker model underestimates $C_{\text{erg}}(\rho)$ for all channels. The level of underestimation decreases as the channel becomes more regular. In the low-SNR extreme, $C_{\text{erg}}(\rho)$ is the same with either model. The Kronecker model underestimates $V(\rho)$ with the level of underestimation decreasing as the channel becomes less sparse. Thus, for a large class of channels that are sparse and non-regular, the Kronecker model underestimates the outage capacity at all reliability levels (and also the reliability at all
data rates) in the medium- to high-SNR regime. On the other hand, for any channel in the low-SNR regime, and regular channels in the medium- to high-SNR regime, the Kronecker model overestimates capacity at high levels of reliability (and reliability at low data rates), and vice versa.

**Organization:** This paper is organized as follows. The canonical statistical modeling framework for correlated multi-antenna channels is developed in Section II with the key properties of the proposed model elucidated in Section III. In Section IV, we explore practical modeling issues and show how the canonical and the Kronecker models are used to describe realistic measured channels. A brief summary of MIMO capacity issues is provided in Section V with a comparative study of the two models performed in Section VI. Conclusions are drawn in Section VII.

**Notation:** We use upper-case and lower-case bold symbols for matrices and vectors, respectively. If \( X \) is an \( M \times N \) matrix, \( x = \text{vec}(X) \) denotes the \( MN \times 1 \) vector obtained by stacking columns of \( X \). The entry in the \( m \)-th row and \( n \)-th column, and the \( m \)-th diagonal entry of \( X \) are denoted by \( X[m, n] \) and \( X[m, m] \), respectively. The complex conjugate, regular transpose and Hermitian transpose of \( X \) are denoted by \( X^*, X^T \) and \( X^H \) while its inverse, trace and determinant are denoted by \( X^{-1}, \text{Tr}(X) \) and \( \text{det}(X) \), respectively. The operators \( E[\cdot] \), \( \otimes \) and \( \odot \) stand for expectation, Kronecker and Hadamard products. The indicator function of a set \( A \) and its probability are given by \( \chi(A) \) and \( \text{Pr}(A) \). We use the standard big-Oh (\( O \)) and little-oh (\( o \)) notations, \( \sim \) for equality in distribution, and \( X \sim \mathcal{CN} \left( \mu, \sigma^2 \right) \) to indicate that \( X \) is a complex Gaussian random variable with mean \( \mu \) and variance \( \sigma^2 \).

II. **Canonical Modeling of Correlated MIMO Channels**

Consider a narrowband, Rayleigh fading MIMO channel with \( N_t \) transmit and \( N_r \) receive antennas. The \( N_r \times 1 \) received vector \( y \) is related to the \( N_t \times 1 \) transmit vector \( x \) by

\[
y = Hx + n
\]

where \( H \) is the \( N_r \times N_t \) channel matrix and \( n \) is the independent, white Gaussian noise added at the receiver. The entries of \( H \) are zero mean, complex Gaussian that satisfy

\[
h = \text{vec}(H) \sim \mathcal{CN}(0, R)
\]

for some positive semi-definite channel covariance matrix \( R \).

We now describe three canonical decompositions of MIMO channels. Let \( Q_t \triangleq E[H^H H] \) and \( Q_r \triangleq E[HH^H] \) denote the transmit and the receive covariance matrices. Let their respective eigen-decompositions be given by \( Q_t = U_t \Lambda_t U_t^H \) and \( Q_r = U_r \Lambda_r U_r^H \) where the columns of \( U_t \) and \( U_r \) are eigenvectors of \( Q_t \) and \( Q_r \) with the corresponding eigenvalues denoted by diagonal entries of \( \Lambda_t \) and \( \Lambda_r \).
**Lemma 1:** Any channel matrix $H$ can be written in the canonical form: $H = H_t U_t^H$ such that $E[H_t^H H_t] = \Lambda_t$ and

$$h_t \triangleq \text{vec}(H_t) = \text{vec}(H U_t) = (U_t^T \otimes I) h \sim \mathcal{CN}(0, R_t)$$ (3)

$$R_t \triangleq E[h_t h_t^H] = (U_t^T \otimes I) R (U_t^T \otimes I)^H.$$ (4)

Similarly, any channel matrix $H$ can be written in the canonical form: $H = U_r H_r$ such that $E[H_r H_r^H] = \Lambda_r$ and

$$h_r \triangleq \text{vec}(H_r) \sim \mathcal{CN}(0, R_r)$$ (5)

$$R_r \triangleq E[h_r h_r^H] = (I \otimes U_r^H) R (I \otimes U_r).$$ (6)

Furthermore, $H$ can also be written in the canonical form: $H = U_r H_c U_t^H$ such that $E[H_c^H H_c] = \Lambda_t$, $E[H_c H_c^H] = \Lambda_r$ and

$$h_c \triangleq \text{vec}(H_c) \sim \mathcal{CN}(0, R_c)$$ (7)

$$R_c \triangleq E[h_c h_c^H] = (U_t^T \otimes U_r^H) R (U_t^T \otimes U_r^H)^H.$$ (8)

**Proof:** The proof is immediate by using the relation: $\text{vec}(ABC) = (C^T \otimes A) \text{vec}(B)$. ■

It is possible to obtain interesting, yet realistic statistical models that allow tractable performance analysis if we make the following simplifying assumptions. The following notation is used: The vectors $g_i$ (and $h_j$) denote the $i$-th (and the $j$-th) column of $H^H$ (and $H$), respectively, i.e. $H = [h_1 \ldots h_N] = [g_1 \ldots g_N]^H$.

### A. Canonical Model 1 (CM1)

We denote by CM1 a channel that follows the following two assumptions.

**Assumption 1:** The covariance matrices of all rows of $H$ have the columns of $U_t$ as a set of common eigenvectors. That is, $E[g_i g_i^H] = U_t \Lambda_i^U U_t^H$ for some positive semi-definite diagonal matrix $\Lambda_i^U$.

**Assumption 2:** The cross-covariance matrices of the rows of $H$ also have a set of common eigenvectors, given by columns of $U_t$, i.e. $E[g_i g_j^H] = U_t \Lambda_i^{ij} U_t^H$ for all $i, j$, $i \neq j$ and some diagonal $\Lambda_i^{ij}$. In general, $\Lambda_i^{ij}$ need not be positive semi-definite because $E[g_i g_j^H]$ is not Hermitian.

Then, $H$ can be written as $H = H_t U_t^H$ with the following properties:

- The covariance matrix of each row of $H_t$ (denoted by $\{g_{ti}\}$), given by $E[g_{ti} g_{ti}^H]$, is diagonal. This follows directly from Assumption 1 and the fact that $g_{ti} = U_t^H g_i$.
- The columns of $H_t$ (denoted by $\{h_{ti}\}$) are uncorrelated with each other, i.e. $E[h_{ti} h_{tj}^H] = 0$ for all $i, j$, $i \neq j$. However, the columns may have arbitrary covariances. This is because the $(m, n)$-th entry of the cross-covariance between the $i$-th and the $j$-th columns of $H_t$ is...
given by \( E[g_{nm}[i]g_{tn}[j]] \) which can be seen from Assumptions 1 and 2 to be \( \delta(i - j)\Lambda_{nm}^{ij} \)
with \( \delta(\cdot) \) denoting the Kronecker delta.

We summarize these conclusions in the form of Lemma 2.

**Lemma 2 (CM1):** Under Assumptions 1 and 2, any channel can be written as \( H = H_tU_t^H \)
where the columns of \( H_t \) are uncorrelated with each other.

### B. Canonical Model 2 (CM2)

We denote by CM2 a channel which follows the following two assumptions.

**Assumption 3:** The covariance matrix of the columns of \( H_t \), given by \( E[h_i h_i^H] \),
have a set of common eigenvectors, independent of \( i \). We assume that these eigenvectors are columns of \( U_r \).

**Assumption 4:** The cross-covariance matrices of columns of \( H_t \) also have a common set of

eigenvectors, given by columns of \( U_r \), i.e. \( E[h_i h_j^H] = U_r \Lambda_{ij} U_r^H \) for all \( i, j, i \neq j \)
and some diagonal \( \Lambda_{ij} \).

**Lemma 3 (CM2):** Under Assumptions 3 and 4, any channel can be written as \( H = U_r H_r \)
where the rows of \( H_r \) are uncorrelated with each other.

It is clear that CM2 is the dual of CM1. In CM1, the transmitter sees parallel channels in the
eigen-domain while in CM2, the receiver sees parallel channels in the eigen-domain.

### C. Canonical Model 3 (CM3)

We denote a channel which follows Assumptions 1-4 as CM3. This model has been developed
independently in [17]–[19].

**Lemma 4 (CM3):** Under Assumptions 1-4, any channel can be written as \( H = U_r H_c U_t^H \)
where the entries of \( H_c \) are uncorrelated, but not necessarily identically distributed.

**Proof:** See Appendix A.

Exploiting the fact that the entries of \( H_c \) are uncorrelated under CM3, the channel covariance
matrix can be written as

\[
R = \left( U_t^T \otimes U_r^H \right) R_c \left( U_t^T \otimes U_r^H \right)^H \tag{9}
\]

where \( R_c \) is diagonal. First, note that the right-hand side of (9) is an eigen-decomposition of \( R \). The matrices \( U_t \) and \( U_r \), which are a set of eigenvector matrices of \( Q_t = E[H^H H] \) and \( Q_r = E[H H^H] \), can be interpreted as transmit and receive eigen-matrices, respectively. Clearly,
CM3 is a special case of CM1 (and CM2) where the covariance matrices of the columns (rows)
of \( H_t \) (\( H_r \)) have the same eigen-matrix \( U_t \) (\( U_r \)). In fact, CM3 is an intersection of CM1 and
CM2. Our primary focus in the rest of the paper is on CM3, which we will label as the **canonical model**. We also define the spatial power matrix \( P_c \) by the relationship

\[
P_c[i,j] \triangleq E[|H_c[i,j]|^2] \tag{10}
\]

and note that the diagonal entries of \( R_c \) correspond to \( \{P_c[i,j]\} \). Henceforth, we will use this alternate characterization of \( R_c \). We now identify some of the key properties of CM3.
III. PROPERTIES OF THE CANONICAL MODEL

A. Relation to Other Channel Models

We show how two well-known channel models, the Kronecker model and the virtual representation framework, can be regarded as special cases of the canonical model.

1) Kronecker Model: The Kronecker model has been used in [3], [4] and also in many recent works under the assumption that the transmitter and the receiver are surrounded by local scatterers. This model is verified by measurement campaigns for certain environments in [10]–[14]. It assumes separable statistics at the transmitter and the receiver and is given by

\[ H = \Sigma_r^{1/2} H_{iid} \Sigma_t^{1/2}, \quad R_k \triangleq E [\text{vec}(H)\text{vec}(H)^H] = \Sigma_t \otimes \Sigma_r \]  

(11)

where the entries of \( H_{iid} \) are i.i.d. \( \mathcal{CN}(0,1) \), and \( \Sigma_t \) and \( \Sigma_r \) are the transmit and the receive covariance matrices, respectively.

Recall from the discussion in Sec. II that

\[ Q_t = E [H^H H] = U_t \Lambda_t U_t^H, \quad Q_r = E [H H^H] = U_r \Lambda_r U_r^H, \]  

(12)

\[ R = E [\text{vec}(H)\text{vec}(H)^H], \quad \text{and} \quad \text{Tr}(R) = \text{Tr}(Q_t) = \text{Tr}(Q_r). \]  

(13)

From (11), we then have the following relations for the Kronecker model:

\[ Q_t = \Sigma_t^{1/2} E [H_{iid}^H \Sigma_r H_{iid}] \Sigma_t^{1/2} = \Sigma_t \text{Tr}(\Sigma_r), \]  

(14)

\[ Q_r = \Sigma_r^{1/2} E [H_{iid} \Sigma_t H_{iid}^H] \Sigma_r^{1/2} = \Sigma_r \text{Tr}(\Sigma_t). \]  

(15)

The fact that \( Q_\bullet \) and \( \Sigma_\bullet \) are scaled versions of each other implies that eigen-decompositions of \( \Sigma_t \) and \( \Sigma_r \) are given by \( U_t \Lambda_{t,k} U_t^H \) and \( U_r \Lambda_{r,k} U_r^H \) where \( \Lambda_{t,k} = \Lambda_t / \text{Tr}(\Sigma_r) \) and \( \Lambda_{r,k} = \Lambda_r / \text{Tr}(\Sigma_t) \), respectively. Further,

\[ \text{Tr}(Q_t) = \text{Tr}(Q_r) = \text{Tr}(\Sigma_t) \text{Tr}(\Sigma_r) = \text{Tr}(R). \]  

(16)

Thus, we can write the channel in (11) in the CM3 form as

\[ \tau H = U_r \Lambda_r^{1/2} U_r^H H_{iid} U_t \Lambda_t^{1/2} U_t^H = U_r H_c U_t^H \]  

(17)

where \( \tau = [\text{Tr}(R)]^{1/2} \). The entries of \( H_c \) are uncorrelated with covariance matrix \( R_c \) where

\[ H_c = \Lambda_r^{1/2} U_r^H H_{iid} U_t \Lambda_t^{1/2} \overset{(a)}{=} \Lambda_r^{1/2} H_{iid} \Lambda_t^{1/2} \]  

(18)

\[ R_c = E [h_c h_c^H] = \Lambda_r \otimes \Lambda_r, \quad h_c \overset{\Delta}{=} \text{vec}(H_c). \]  

(19)

The equality in (a) of (18) arises from the invariance of the distribution of \( H_{iid} \) under left and right unitary multiplications [1].
The spatial power matrix for the Kronecker model is denoted by $P_k$. The Kronecker structure of $R_c$ implies that the $i$-th column vector of $P_k$ (denoted by $P_{k,i}$) is

$$P_{k,i} = \Lambda_t[i] \cdot [\Lambda_r[1], \Lambda_r[2], \ldots, \Lambda_r[N_r]]^T.$$  \hfill (20)

Note that this is a direct consequence of assuming separable statistics for $H$ and does not hold in general. For the general case, separation of the transmit and receive domains can be artificially induced by using the marginal sum statistics (see Prop. 1). This fact highlights the limitations of the Kronecker model. The canonical framework results in a richer class of channels since it does not assume separability and an arbitrarily diagonal $R_c$ is needed to model a general channel.

2) ULAs and the Virtual Representation: In [6], a virtual representation framework is proposed for systems with ULAs at both the transmitter and the receiver. In this case, $H$ can be written as $A_t H_v A_r^H$ where $A_t$ and $A_r$ are discrete Fourier transform (DFT) matrices. It is argued in [6] that the entries of $H_v$ are approximately uncorrelated for finite number of antennas and the approximation becomes increasingly accurate as antenna dimensions increase. Thus, $A_t$ and $A_r$ serve as eigen-matrices in the virtual representation framework:

$$E [H^H] = A_t A_t^H, \quad \Lambda_t = E [H^H H_v],$$

$$E [HH^H] = A_r A_r^H, \quad \Lambda_r = E [H_v H_v^H].$$  \hfill (21) (22)

Furthermore, Assumptions 1-4 made in the context of CM3 are satisfied by virtual representation. An important point to note is that while the transmit and the receive basis in CM3 are a function of the channel statistics and the entries of the canonical decomposition are exactly uncorrelated, the eigen-matrices $A_t$ and $A_r$ are fixed DFT matrices and entries of $H_v$ are approximately uncorrelated. Thus, in addition to the fact that the virtual representation for ULAs provides an intuitive physical interpretation where the eigenvectors $A_t$ and $A_r$ are beams in fixed virtual directions, it also makes transmit signal design easier since the transmit and the receive bases are fixed and do not change with the channel statistics.

B. Transmit-Receive Eigen-spaces and Their Interaction

The decomposition of CM3 provides an equivalent representation in the eigen domain:

$$y_c = H_c x_c + n_c$$  \hfill (23)

where

$$y_c \triangleq U_r^H y, \quad x_c \triangleq U_t^H x, \quad \text{and} \quad n_c \triangleq U_r^H n.$$  \hfill (24)

Thus, a linear transformation at the transmitter and the receiver results in $H_c$ with independent entries. We note the following points.
• **Joint statistics** - $H_c$ captures the joint transmitter-receiver statistics given by $P_c$ which are in general non-separable, in comparison with the separable statistics of $P_k$.

• **Degrees of freedom** - Define the DoF available in the channel as the entries of $H_c$ having non-zero variance. Thus,

$$\text{DoF} = \text{rank}(R_c) = \text{rank}(R) \leq N_tN_r.$$  \hfill (25)

The i.i.d. channel has $\text{DoF} = N_tN_r$ and all the DoF have equal power. In correlated channels, however, the DoF is smaller and these DoF do not have equal power.

• **Parallel channels** - The parallel channels in the i.i.d. case have identical statistics and number $\min(N_t, N_r)$. In correlated channels, the non-zero columns of $P_c$ expose the number of available parallel channels which is less than $\min(N_t, N_r)$, in general.

The last two observations signify the key differences in correlated versus i.i.d. channel modeling. Since the DoF and parallel channels are unequal, they should be excited appropriately for optimal transmission. While the canonical model does not provide the same physical insight as the virtual representation (e.g., path partitioning), the mathematical similarities between the two models can be exploited. This is witnessed by many recent works that explore the impact of independent entries in the case of virtual representation. See e.g., [16] for channel estimation; [7], [8], [19] and Sec. VI of this paper for capacity analysis; [37]–[39] for limited feedback system design; [40], [41] for non-coherent signal design; [42], [43] for space-time code design etc.

## IV. Statistical Models for Measured Channels

In this work, we adopt the standard channel power normalization used in the MIMO literature: $\rho_c = N_tN_r$, where $\rho_c$ is defined as

$$\rho_c \triangleq E[\text{Tr}(HH^H)] = E[\text{Tr}(H_cH_c^H)] = \text{Tr}(R) = \sum_{i,j} P_c[i,j].$$  \hfill (26)

### A. Fitting Measured Channels with a Kronecker Model

Even though some initial studies [10]–[14] indicate that the Kronecker model is a good fit for $2 \times 2$ scenarios, further studies [18], [20]–[26] show that a non-separable modeling framework is more accurate. A non-separable framework in a Rayleigh fading setting is characterized by $N_tN_r$ statistical parameters, namely $\{P_c[i,j]\}$. Initial difficulties on the tractability of the performance analysis of MIMO channels with such a general statistical description has led to the popularity of fitting the measured channel with a model characterized by fewer parameters. The following

---

4In practice, it is reasonable to define DoF as the number of entries in $P_c$ that are larger than an a priori-determined threshold. The term “rank” in (25) should then be replaced with an appropriate definition of “effective rank.”
proposition illustrates how a physical channel generated assuming non-separable statistics can be fitted with a Kronecker model.

**Proposition 1:** Consider a channel under CM3: \( H = U_rH_cU_t^H \) with \( P_c[i,j] = E[|H_c[i,j]|^2] \). A Kronecker fit for \( H \) is of the form \( U_rH_kU_t^H \) where \( H_k[i,j] \sim CN(0, P_k[i,j]) \) with

\[
P_k[i,j] = \sum_l P_c[i,l] \cdot \sum_k P_c[k,j] \sum_{kl} P_c[k,l].
\]

Furthermore, the mapping in (27) always increases the DoF in the Kronecker fit for a scattering environment described by CM3.

**Proof:** Given a channel \( H \) that follows CM3, we attempt to fit a channel \( \tilde{H} \) that follows the Kronecker model to it. From Sec. III-A, the general form of \( \tilde{H} \) is \( U_{rk} \Lambda_{rk}^{1/2} H_{id} \Lambda_{tk}^{1/2} U_{tk}^H \) for some appropriate choice of \( U_{tk}, U_{rk}, \Lambda_{tk} \) and \( \Lambda_{rk} \). By comparing the transmit and the receive covariance matrices with the two expansions, it can be checked that \( U_{tk} = U_t, U_{rk} = U_r \) and \( P_k[i,j] \triangleq \Lambda_{rk}[i] \Lambda_{tk}[j] \) has to satisfy the relationship in (27). For the second part, note that

\[
P_k[i,j] \geq \frac{(P_c[i,j])^2}{\sum_{kl} P_c[k,l]}.
\]

and hence, \( P_k[i,j] \) is non-zero if \( P_c[i,j] \) is. Thus, the DoF in the Kronecker fit is always larger than the actual DoF with the canonical model.

As an extreme artificial example of the above trend, consider a 4 \( \times \) 4 system where the CM3 channel has DoF = 4 and spatial power matrix \( P_c \) as in (29) below. It maps to a Kronecker model with DoF = 16 and spatial power matrix \( P_k \) as below:

\[
P_c = 4 * \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}; \quad P_k = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix}.
\]

In general, the Kronecker model spreads the degrees of freedom across the resulting \( P_k \) and thereby ‘flattens’ it since its statistics are based only on column and row sum statistics of the actual spatial power matrix. Note that while the transformation from \( R_c \) to \( R_k \) could lead to a change in rank, the transformation\(^5\) from \( H_c \) to \( H_k \) does not.

B. Modeling Sparsity Mathematically

Another property suggested by fundamental electromagnetic studies \([9], [29]–[35]\) as well as recent measurement campaigns \([26, Figs. 9 and 11], [20], [21], [28]\) is that only a small subset

\(^5\)As long as no row or column of \( P_c \) (and \( P_k \) following Prop. \( \text{I} \)) are completely zero, the event where \( H_c \) (similarly for \( H_k \)) is singular is a zero probability event [44].
of the $N_t N_r$ statistical parameters in CM3 are dominant enough to be leveraged towards reliable communications over practical SNR ranges. That is, measured wireless channels are sparse.

In this work, we compare the trends of the canonical and the Kronecker models across a large family of correlated/sparse channels. We provide two simple mathematical frameworks to generate large families of channel correlation information under CM3 and hence, from Prop. 1, under the Kronecker model. For this, we write $P_c[i, j]$ as

$$P_c[i, j] = N_t N_r \cdot \frac{p_{i,j}}{\sum_{ij} p_{i,j}}$$

where $\{p_{i,j}\}$ is a family of $N_t N_r$ random variables supported on $[0, 1]$ that correspond to unnormalized variances.

In sparse framework I, we set $\{p_{i,j}\}$ to be i.i.d. with common mean and variance, $\mu$ and $\sigma^2$, respectively. A typical rich environment (intuitively, a ‘near-i.i.d.’ environment) is obtained by setting $\sigma^2 \approx 0$ with an i.i.d. channel corresponding to the extreme case of $\sigma^2 = 0$. As $\sigma^2$ increases, subject to the condition that $\sigma^2 \leq 1 - \mu^2$ (since $p_{i,j}$ are supported on $[0, 1]$), $\{p_{i,j}\}$ get ‘well-spread out’ around $\mu$. That is, there exists a large variability in the values of $\{P_c[i, j]\}$, which intuitively reflects a correlated/sparse setting.

Despite a precise recipe for modeling in framework I, it could be difficult to systematically generate extremely sparse channels (where the fraction of dominant entries vanishes). In such settings, we propose sparse framework II in which we set $p_{i,j}$ as

$$p_{i,j} = q_{i,j} s_{i,j}$$

where $q_{i,j}$ is generated as described above (in framework I) and $s_{i,j}$ is an i.i.d. family of binary (0 or 1)-valued random variables with

$$\Pr(s_{i,j} = 1) = p = 1 - \Pr(s_{i,j} = 0).$$

Sparse channels can be generated systematically by adjusting the value of $p$ appropriately. As $p$ increases, the channel generated via (31) becomes more richer with the two frameworks coinciding for $p = 1$.

Note that frameworks I and II provide simple mathematical abstractions to model sparsity and their applicability in practice needs to be substantiated with further measurement studies. Nevertheless, as we will see, these simple models provide engineering intuition on the trends of capacity behavior.

V. CAPACITY OF CORRELATED MIMO CHANNELS

Towards this goal, we now briefly summarize some of the recent works on MIMO capacity. Prior to this summary, we state the channel state information (CSI) assumptions of this work.

---

6That is, $p_{i,j}$ have to be normalized, as in (30), to ensure that $\rho_c = N_t N_r$.

7The i.i.d. assumption on $\{p_{i,j}\}$ is made to simplify further analysis.
A. Channel State Information

We assume a coherent receiver architecture. That is, the receiver has perfect CSI. This is possible in practice by estimating the channel at the receiver using training symbols over a dedicated training period that lasts a significant portion of the channel coherence duration. We further assume that the statistics of the channel do not change over a reasonably long duration so that they can be acquired perfectly at the transmitter.

B. Ergodic Capacity

In this setting, the ergodic (or average) capacity at a transmit SNR of \( \rho \) is given by \[ C_{\text{erg}}(\rho) = \sup_{Q: Q \geq 0, \text{Tr}(Q) \leq \rho} E_H \left[ \log_2 \det \left( I + HQH^H \right) \right] \] (33)

where the optimization is over the set of trace-constrained, positive semi-definite matrices. While uniform-power (or full rank) signaling is optimal when no CSI is available at the transmitter, it is shown in \[27, 45, 46\] that the optimal \( Q \) to solve (33) has an eigen-decomposition

\[ Q_{\text{opt}} = U_t \Lambda_{\text{opt}} U_t^H \] (34)

where \( U_t \) is an eigen-matrix of \( Q_t = E_H [H^HH] \) and \( \Lambda_{\text{opt}} \) is a positive semi-definite, diagonal matrix obtained via a numerical search. Closed-form solutions for \( \Lambda_{\text{opt}} \) are not known; however, an iterative algorithm has been proposed in \[27\].

For any correlated channel, this algorithm converges to beamforming (or rank-1 signaling) in the asymptotically low-SNR regime and uniform-power signaling\[8\] in the asymptotically high-SNR regime. Thus, the low-SNR and the high-SNR ergodic capacities (denoted by \( C_{\text{low}}(\rho) \) and \( C_{\text{high}}(\rho) \), respectively) are given by

\[ C_{\text{low}}(\rho) \overset{\Delta}{=} C_{\text{erg}}(\rho) \bigg|_{Q_{\text{opt}} \text{ as } \rho \to 0} = E \left[ \log_2 \left( 1 + \rho \sum_i |H_c[i, j_{\text{max}}]|^2 \right) \right] \] (35)

\[ C_{\text{high}}(\rho) \overset{\Delta}{=} C_{\text{erg}}(\rho) \bigg|_{Q_{\text{opt}} \text{ as } \rho \to \infty} = E \left[ \log_2 \det \left( I_{N_t} + \frac{\rho}{\text{rank}(P_c)} H_c H_c^H \right) \right] \] (36)

where \( j_{\text{max}} = \arg \max_j \sum_i P_c[i, j] \) corresponds to the dominant transmit eigen-direction. In general, at an intermediate SNR, the optimal rank of \( Q \) is non-decreasing (as \( \rho \) increases) with precise estimates available for the transient-SNR’s when a particular rank signaling scheme becomes optimal [47].

\[8\] Without any loss in generality, we assume that no column of \( P_c \) has all zero entries.
C. Outage Capacity

It is also well-understood that the ergodic capacity is an insufficient metric to understand the fundamental impact fading has on achievable data rates and the notion of outage capacity [2], [48] at an outage probability of \(q\%\) is relevant. The outage capacity is the maximum rate that is guaranteed for at least \((100 - q)\%\) of the channel realizations and is defined as

\[
C_{\text{out}, q}(\rho) \triangleq \sup_{R \geq 0} \Pr \left( \log_2 \det \left[ I + HQH^H \right] < R \right) \leq \frac{q}{100}.
\]

(37)

Many recent works have shown that Gaussian approximations to \(C_{\text{out}, q}(\rho)\) with mean and variance given by \(C_{\text{erg}}(\rho)\) and \(V(\rho)\), the variance of capacity, are accurate in the large-system limit; see [36] and references therein. Thus, in the large-system limit, \(C_{\text{out}, q}(\rho)\) can be efficiently approximated as

\[
C_{\text{out}, q}(\rho) = C_{\text{erg}}(\rho) - x_q \sqrt{V(\rho)} + o(1)
\]

(38)

where \(x_q\) is the unique solution to \(\text{erfc}(x_q/\sqrt{2}) = 2q\) with \(\text{erfc}(\cdot)\) denoting the complementary error function.

VI. COMPARATIVE STUDY OF CAPACITY OF KRONECKER AND CANONICAL MODELS

An important point to note from (38) is that the outage capacity is determined upon knowledge of \(C_{\text{erg}}(\rho)\) and \(V(\rho)\). The main focus of this section is thus on understanding \(C_{\text{erg}}(\rho)\) and \(V(\rho)\) when a MIMO channel (with non-separable statistics) is fitted with a Kronecker model as in Prop. 1. We denote by \(C_{\text{erg, can}}(\rho)\) and \(C_{\text{erg, kron}}(\rho)\), the means of capacity under the two models and by \(V_{\text{can}}(\rho)\) and \(V_{\text{kron}}(\rho)\), the variances of capacity under these models.

In this section, we provide good estimates for the above quantities under certain conditions. While an analytical understanding of these quantities for all SNRs seems difficult, it is possible to obtain engineering intuition by studying the mismatches (between the two capacities) at the low- and the high-SNR extremes under a large-system assumption. Since the convergence to the large-system regime is typically fast (see e.g., [36] and references therein which point out that good agreement is possible even with 4 or 8 antennas) we expect this analysis to be useful in making meaningful conclusions in the finite antenna regime.

A. Low-SNR Extreme

As noted in Sec. V beamforming to the statistically dominant\(^9\) transmit eigen-mode (which is the same irrespective of whether beamforming is done based on the statistics of \(H_c\) or \(H_k\)) is optimal from an ergodic capacity perspective in the low-SNR regime. However, many works in

\(^9\)Without loss in generality, let all the \(N_r\) entries in the dominant column \(\{P_c[i, j_{\text{max}}], i = 1, \cdots, N_r\}\) be non-zero.
the literature define the low-SNR regime imprecisely as “$\rho \to 0.$” It is useful to define a transient-SNR, $\rho_{\text{low}}$, such that beamforming is capacity-optimal if $\rho < \rho_{\text{low}}$. Some works (see [8], [49] and references therein) define $\rho_{\text{low}}$ implicitly in terms of means of certain random variables that are related to $P_c$, but are nevertheless difficult to compute in closed-form. In [47], using tools from random matrix theory, it is shown that 

$$
\rho_{\text{low}} \approx \frac{1}{\sum_{i=1}^{N_r} P_c[i,j_{\text{max}}]}.
$$

(39)

**Capacity Computation:** We first develop a general low-SNR characterization of MIMO capacity in the canonical case, and then leverage this result to the Kronecker case. For this, we define $\hat{\rho}_{\text{low, can}}$:

$$
\hat{\rho}_{\text{low, can}} \triangleq \frac{1}{\sum_{i=1}^{N_r} P_c[i,j_{\text{max}}]} \cdot \frac{1}{\gamma_0} = 1 + \frac{\sqrt{N_r \sum_{i=1}^{N_r} (P_c[i,j_{\text{max}}])^2}}{2 \sum_{i=1}^{N_r} P_c[i,j_{\text{max}}]}. \tag{40}
$$

The importance of $\hat{\rho}_{\text{low, can}}$ is that $I(\rho)$, the average mutual information with statistical beamforming, is given by

$$
I(\rho) = \log_2(e) \cdot \rho \cdot \sum_{i=1}^{N_r} P_c[i,j_{\text{max}}] \cdot (1 + o(1)), \quad \rho < \hat{\rho}_{\text{low, can}}. \tag{41}
$$

It should be noted that $C_{\text{low}}(\rho)$ shows the same trends as $I(\rho)$. This is the content of the following theorem.

**Theorem 1:** There exist positive constants $c, \ell > 0, m > 1/2$ (all independent of $P_c, N_t$ and $N_r$) such that

$$
\log_2(e) \cdot \delta \left(1 - \frac{2\ell \sqrt{\kappa_c}}{N_r^m} - \frac{\kappa_c \delta}{\gamma_0}\right) \leq C_{\text{erg, can}}(\rho) \leq \log_2(e) \cdot \delta
$$

for all $\rho = \delta \left(\sum_{i=1}^{N_r} P_c[i,j_{\text{max}}] \right)$, $0 < \delta < c$, \tag{42}

where $\kappa_c$ is defined as

$$
\kappa_c \triangleq 1 + \frac{\sum_{i=1}^{N_r} (P_c[i,j_{\text{max}}])^2}{\left(\sum_{i=1}^{N_r} P_c[i,j_{\text{max}}]\right)^2}. \tag{43}
$$

and $\gamma_0$ is as in (40). Alternately, the above statement can be recast as

$$
C_{\text{erg, can}}(\rho) = \log_2(e) \cdot \rho \cdot \sum_{i} P_c[i,j_{\text{max}}] (1 + o(1)) \tag{44}
$$

\footnote{Also, see [50] which points this out from a reconfigurable antennas point-of-view.}

\footnote{The difference between $\rho_{\text{low, can}}$ and $\hat{\rho}_{\text{low, can}}$ is that while beamforming is exactly capacity-optimal below $\rho_{\text{low, can}}$, it is only near-optimal below $\hat{\rho}_{\text{low, can}}$. Nevertheless, note that if $P_c[i,j_{\text{max}}] = 1$ for all $i$, $\rho_{\text{low, can}}$ reduces to $\frac{1}{2 N_r}$ and thus the trends of $\hat{\rho}_{\text{low, can}}$ are similar to that of $\rho_{\text{low, can}}$.}
with the $o(1)$ factor converging to 0 as $N_r \to \infty$ and $\delta \to 0$.

Proof: See Appendix [B] \hfill ■

From (27), it follows that if $\{P_c[i, j_{\text{max}}]\}$ are non-zero, so are $\{P_k[i, j_{\text{max}}]\}$. It is thus easy to specialize Theorem [A] to the Kronecker case (associated with $\hat{\rho}_{\text{low, kron}}$) and compare the two results.

**Capacity Comparison:**

**Theorem 2:** Let the low-SNR regime be defined as $\rho < \hat{\rho}_{\text{low}}$ where

$$\hat{\rho}_{\text{low}} \triangleq \min (\hat{\rho}_{\text{low, can}}, \hat{\rho}_{\text{low, kron}}).$$  \hfill (45)

In this regime, the following conclusions hold for the dominant terms of the capacity quantities.

- (a) The dominant terms of the ergodic capacity under the two models is the same. In particular, we have

$$C_{\text{erg, can}}(\rho) = C_{\text{erg, kron}}(\rho) = \log_2(e) \cdot \sum_i P_c[i, j_{\text{max}}].$$  \hfill (46)

- (b) The dominant terms of the variances satisfy

$$\frac{V_{\text{can}}(\rho)}{(\log_2(e)\rho)^2} = \sum_i (P_c[i, j_{\text{max}}])^2, \quad \frac{V_{\text{kron}}(\rho)}{(\log_2(e)\rho)^2} = \sum_i (P_k[i, j_{\text{max}}])^2.$$  \hfill (47)

- (c) Let $P_c$ be row-permuted such that $\{\sum_{k=1}^{N_r} P_c[i, k], i = 1, \ldots, N_r\}$ is arranged in decreasing order. Further, if the entries of $P_c$ satisfy

$$\frac{\sum_{k \neq j_{\text{max}}} P_c[i, k]}{\sum_{k \neq j_{\text{max}}} P_c[i + 1, k]} \leq \frac{P_c[i, j_{\text{max}}]}{P_c[i + 1, j_{\text{max}}]} \quad \text{for all } 1 \leq i \leq N_r - 1,$$  \hfill (48)

then $V_{\text{can}}(\rho) \geq V_{\text{kron}}(\rho)$ as $\rho \to 0$.

Proof: See Appendix [C] \hfill ■

The condition in (48) implies that the fraction of power captured in the beamforming direction by a receiver decreases in the same order as the total power captured by the receivers. For example, in the case of regular channels (see Footnote [3]), it is easy to check that (48) holds trivially. In fact, for regular channels, it can be checked that

$$\frac{V_{\text{can}}(\rho)}{V_{\text{kron}}(\rho)} = \frac{N_r \sum_{i=1}^{N_r} (P_c[i, j_{\text{max}}])^2}{\left(\sum_{i=1}^{N_r} P_c[i, j_{\text{max}}]\right)^2} \geq 1$$  \hfill (49)

due to the Cauchy-Schwarz inequality. It also seems like the condition in (48) is necessary to ensure that $V_{\text{can}}(\rho) \geq V_{\text{kron}}(\rho)$. For example, it can be checked that $V_{\text{can}}(\rho) < V_{\text{kron}}(\rho)$ in the following $2 \times 2$ case where

$$P_c = \begin{bmatrix} 1 & A(1 + \epsilon) \\ 1 & A \end{bmatrix}, \quad A \leq \frac{2}{2 + \epsilon}, \quad \epsilon > 0$$  \hfill (50)
and (48) does not hold. Nevertheless, in the large-system regime, we have the following conclusions for the probabilistic sparse frameworks I and II, introduced in Sec. IV-B.

**Proposition 2:** First, recall that I is a special case of II with \( p = 1 \).

- (a) The probability with which the condition in (48) holds converges to 1 as \( \{N_t, N_r\} \to \infty \). Hence, \( V_{\text{can}}(\rho) \geq V_{\text{kron}}(\rho) \) for “almost all”\(^{12}\) sparse scattering environments generated from either framework.

- (b) In particular, if \( 0 < m \leq q_{i,j} \leq M \) with \( E[q_{i,j}] = \mu \) and \( \text{Var}(q_{i,j}) = \sigma^2 \), we have
  \[
  1 \leq \frac{V_{\text{can}}(\rho)}{V_{\text{kron}}(\rho)} \leq \frac{1}{p} \left( \frac{(M + m)^2}{4Mm} \right).
  \]
  More specifically, we have \( \frac{V_{\text{can}}(\rho)}{V_{\text{kron}}(\rho)} \to \frac{1}{p} \left( 1 + \frac{\sigma^2}{\mu^2} \right) \).

- (c) Equality in the lower bound of (51) is achieved when \( H \) is i.i.d. If \( N_t = N_r = N \) such that \( \frac{MN}{M + m} \) and \( \frac{mnN}{M + m} \) are integers, equality in the upper bound is approached as \( N \to \infty \) by

\[
P_c^T = \frac{N}{M + m} \begin{bmatrix}
M + m & m & \cdots & m & M & \cdots & M \\
0 & M & 0 & \cdots & 0 & & \\
\vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \\
0 & 0 & M & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & m \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \\
0 & 0 & \cdots & 0 & 0 & m
\end{bmatrix}.
\]

**Proof:** See Appendix D.

Note that the channel corresponding to \( P_c \) in (52) is such that \( \Sigma_t \) has at least \( N \left( 1 - \frac{m}{M} \right) \) dominant eigenvalues whereas the eigenvalues of \( \Sigma_r \) are all equal to \( M + m \). It is surprising that channels that are ‘near-well-conditioned’ on both the transmitter and the receiver sides (\( H_{\text{iid}} \) and the channel in (52)) could either maximize or minimize \( \frac{V_{\text{can}}(\rho)}{V_{\text{kron}}(\rho)} \) depending on the distribution of non-zero entries in \( P_c \).

**Discussion:** The above results show that the ergodic capacities remain the same under the canonical and the Kronecker models for all channels in the low-SNR regime. Thus, the dominant factors in understanding outage capacity (rate vs. reliability trade-off) in (38) are the variances of capacity. Since \( V_{\text{can}}(\rho) \geq V_{\text{kron}}(\rho) \) for almost all sparse channels, the outage capacity under the Kronecker model is always steeper than the outage capacity under the canonical model (except

\(^{12}\)Technically, this statement has to be read as: “with probability 1 on the probability space corresponding to \( \{p_{i,j}\} \).” Henceforth, we will not bother with this detail.
for i.i.d. $H_c$ where they are equally steep). Furthermore, the differential in steepness increases as the channel becomes more sparse.

In other words, at high levels of operational reliability, the Kronecker model overestimates capacity while it switches roles and underestimates capacity at low levels of reliability. However, the smallness of the capacity values generally means that these trends are not prominent when we plot outage capacity in the low-SNR regime. For example, Figs. 2-4 plot the cumulative distribution function (CDF) of capacity (at $-10, 10$ and 30 dB SNRs) for three $8 \times 8$ channels generated
\footnote{The spatial power matrices for this experiment have been generated artificially to mimic certain typical scattering environments, and not using the sparse frameworks of Sec. III-B.} to portray: i) A typical sparse setting, ii) A setting with intermediate level of richness, and iii) A typical rich setting. The spatial power matrices are given by

$$
P_{c, \text{sparse}} = \begin{bmatrix}
43.2693 & 2.5367 & 0.4362 & 0.5569 & 0.1004 & 0.1805 & 0.1413 & 0.2009 \\
3.1184 & 1.9519 & 2.4028 & 1.4193 & 0.1007 & 0.1635 & 0.2420 & 0.1864 \\
0.4997 & 0.6135 & 0.5352 & 0.5998 & 0.0502 & 0.4960 & 0.1892 & 0.1532 \\
0.0574 & 0.0671 & 0.3255 & 0.2233 & 0.0653 & 0.1082 & 0.1258 & 0.0695 \\
0.0702 & 0.1138 & 0.1534 & 0.0767 & 0.0327 & 0.0482 & 0.1087 & 0.0426 \\
0.0192 & 0.0564 & 0.0540 & 0.1060 & 0.0908 & 0.0608 & 0.0512 & 0.0426 \\
0.0147 & 0.0174 & 0.0090 & 0.0132 & 0.0257 & 0.0266 & 0.0287 & 0.0181 \\
0.0037 & 0.0032 & 0.0026 & 0.0034 & 0.0029 & 0.0050 & 0.0038 & 0.0036
\end{bmatrix} \quad (53)$$

while for rich scattering, it is

$$
P_{c, \text{rich}} = \begin{bmatrix}
8.6986 & 3.7188 & 0.7361 & 1.1644 & 2.1912 & 1.4959 & 1.4674 & 1.6262 \\
2.5481 & 3.5585 & 0.5683 & 0.7660 & 1.4141 & 1.3985 & 1.3766 & 1.2021 \\
0.9910 & 2.1553 & 0.2217 & 0.3105 & 3.0150 & 0.6737 & 0.6415 & 1.7003 \\
0.0793 & 0.1347 & 0.0685 & 0.0750 & 0.1279 & 0.1439 & 0.1218 & 0.0778 \\
0.1651 & 0.1946 & 0.0952 & 0.2151 & 0.3063 & 0.2179 & 0.2742 & 0.2119 \\
1.2612 & 0.9009 & 0.3837 & 0.6108 & 1.3185 & 0.7591 & 0.9227 & 1.7308 \\
0.3696 & 1.0783 & 0.4618 & 0.7504 & 0.5129 & 0.5620 & 1.4507 & 0.7081 \\
0.7332 & 0.2221 & 0.1895 & 0.3626 & 0.6765 & 0.4681 & 0.6841 & 0.7337
\end{bmatrix}, \quad (54)$$

and $P_{c, \text{intermediate}} = \frac{P_{c, \text{sparse}} + P_{c, \text{rich}}}{2}$.

Note that $\sum_{ij} P_{c, \bullet} = 64$ for all the three channels and the ratio of the largest to the smallest transmit eigenvalue decreases from 100.4 to 9.31 and 5.45 as the channel becomes progressively richer. The ratio of the largest to the smallest receive eigenvalue decreases from 1682 to 36.6 and 25.5 as the channel becomes richer. The channel realizations are generated as

$$
H_\bullet = H_{\text{iid}} \odot (P_{c, \bullet})^{1/2} \quad (55)
$$
where $H_{iid}$ is an i.i.d. channel and $(P_{c,*})^{1/2}$ is the element-wise square-root of the spatial power matrix.

**Spectral Efficiency:** Another characterization of low-SNR performance is in the context of spectral efficiency [51] (equivalently, $C_{erg,*}(\rho)$ vs. $\rho$ behavior). We now present the connections between the canonical and the Kronecker models to the two key figures-of-merit in low-SNR communications: i) Minimum energy per bit necessary for reliable communication, $\frac{E_b}{N_0\min}$, and ii) Wideband slope, $S_0$. For a multi-antenna channel, these two metrics are given by [51]

$$\frac{E_b}{N_0\min} = \frac{\log_e(2)}{E[\text{Tr}(HQH^H)]}, \quad \text{and} \quad S_0 = 2 \cdot \frac{(E[\text{Tr}(HQH^H)])^2}{E[\text{Tr}((HQH^H)^2)]}$$

(56)

where the input covariance matrix, $Q = \text{diag}(Q[i])$, is low-SNR capacity-achieving and unit trace constrained.

When there is only one dominant transmit eigen-mode, beamforming to this mode is spectral efficiency-optimal. If there are $r$ dominant eigen-modes with $r > 1$, any $Q$ that excites any of the $r$ modes with any weightage is ergodic capacity-optimal. However, [51] points out that uniform-power signaling over these $r$ modes is necessary to maximize spectral efficiency. We consider these two cases separately in the following theorem.
Theorem 3: If \( r = 1 \), the minimum energies per bit are given by

\[
\frac{E_b}{N_0 \min, \text{can}} = \frac{E_b}{N_0 \min, \text{kron}} = \frac{\log_e(2)}{\sum_i P_c[i, j_{\max}]^{(a)}} \frac{\log_e(2)}{N_r p \mu} \tag{57}
\]

where the convergence in (a) is for the sparse framework II. An application of the Gaussian moment factoring theorem [52] with the optimal input shows that

\[
S_{0, \text{can}} = 2 \cdot \frac{(\sum_i P_c[i, j_{\max}]^2}{\sum_i (P_c[i, j_{\max}]^2 + (\sum_i P_c[i, j_{\max}]^2)^2}. \tag{58}
\]

\[
S_{0, \text{kron}} = 2 \cdot \frac{(\sum_i P_k[i, j_{\max}]^2}{\sum_i (P_k[i, j_{\max}]^2 + (\sum_i P_k[i, j_{\max}]^2)^2}. \tag{59}
\]

With framework II, we have

\[
S_{0, \text{can}} \to \frac{2N_r \mu^2 p}{(N_r p + 1) \mu^2 + \sigma^2}, \text{ and } S_{0, \text{kron}} \to \frac{2N_r}{N_r + 1}. \tag{60}
\]

If \( r > 1 \), the energies per bit are the same as in (57). The wideband slopes generalize to

\[
S_{0, \text{can}} \to \frac{2N_r \mu^2 p}{\mu^2(N_r p + 1 + (r - 1)p) + \sigma^2}, \text{ and } S_{0, \text{kron}} \to \frac{2N_r r}{N_r + r}. \tag{61}
\]
Proof: With \( r = 1 \), the conclusion about energy per bit is straightforward. The expression for the wideband slope follows immediately from the fact proved in Appendix C:

\[
N_r p^2 \mu^2 \left< \sum_i \left( P_{k[i,j_{\text{max}}} \right)^2 \right. < \left. \sum_i \left( P_{c[i,j_{\text{max}}} \right)^2 \to N_r p \left( \mu^2 + \sigma^2 \right). \right.
\] (62)

For \( r > 1 \), see Appendix E.

It can be checked that \( S_{0,\text{can}} < S_{0,\text{kron}} \) in either case. However, this conclusion is not easily reflected in Figs. 2-4 due to two reasons:

- \( \frac{E_b}{N_{0,\text{min}}} \), which is the same for both the channel models (in both \( r = 1 \) and \( r > 1 \) cases), is the most important figure of merit at low-SNR and corresponds to first order variation in ergodic capacity with SNR while \( S_0 \) corresponds to second order variation at low-SNR.
- The discrepancy in \( S_0 \) for the two models is small. In fact, we have

\[
|S_{0,\text{kron}} - S_{0,\text{can}}| \leq \frac{\sum_i \left( \left( P_{c[i,j_{\text{max}}]} \right)^2 - \left( P_{k[i,j_{\text{max}}]} \right)^2 \right)}{\left( \sum_i P_{c[i,j_{\text{max}}]} \right)^2} = \frac{\sigma^2}{p \mu^2} \cdot O \left( \frac{1}{N_r} \right) \]

(63)

for the \( r = 1 \) case, and

\[
|S_{0,\text{kron}} - S_{0,\text{can}}| \leq \frac{\sigma^2}{p \mu^2} \cdot O \left( \frac{N_r r}{(N_r + r)^2} \right) \]

(64)
for the $r > 1$ case. In the second case, the difference in wideband slopes is $\mathcal{O}\left(\frac{1}{N}\right)$ for finite values of $r$.

B. High-SNR Extreme

We now make two assumptions on the random matrix channel $\mathbf{H}_c$ to aid\textsuperscript{14} in capacity analysis: 1) $N_t = N_r = N$, and 2) $\text{rank}(\mathbf{H}_c) = N$ a.s. Note that the second condition is equivalent to assuming that none of $\{\sum_i P_c[i,j]\}$ and $\{\sum_j P_c[i,j]\}$ are zero. From the discussion following Prop. 1 we also have $\text{rank}(\mathbf{H}_k) = N$ a.s..

In this setting, the capacity random variables under the two models are given by

$$C_{\text{can}}(\rho, \mathbf{H}) \triangleq \log_2 \det \left( \mathbf{I}_N + \frac{\rho}{N} \mathbf{H}_c \mathbf{H}_c^H \right) \overset{(a)}{=} \log_2 \det (\mathbf{H}_c \mathbf{H}_c^H) + N \log_2 \left( \frac{\rho}{N} \right) + \mathcal{O}\left( \frac{1}{\rho} \right) \quad (65)$$

$$C_{\text{kron}}(\rho, \mathbf{H}) \triangleq \log_2 \det \left( \mathbf{I}_N + \frac{\rho}{N} \mathbf{H}_k \mathbf{H}_k^H \right) \overset{(b)}{=} \log_2 \det (\mathbf{H}_k \mathbf{H}_k^H) + N \log_2 \left( \frac{\rho}{N} \right) + \mathcal{O}\left( \frac{1}{\rho} \right) \quad (66)$$

where in (a) we have used both Assumptions 1) and 2), and in (b), we have used the fact that $\text{rank}(\mathbf{H}_k) = N = \text{rank}(\mathbf{H}_c)$ a.s. Hence the statistics of $C_{\text{can}}(\rho, \mathbf{H})$ and $C_{\text{kron}}(\rho, \mathbf{H})$ at high-SNR are related to the moments of $\log_2 \det (\mathbf{H}_c \mathbf{H}_c^H)$ and $\log_2 \det (\mathbf{H}_k \mathbf{H}_k^H)$, respectively. We now perform a large-system analysis of these random log-determinants.

**Stochastic Approximation for the Canonical Case:** In the case of $\mathbf{H}_{\text{id}}$ ($P_c[i,j] = 1$ for all $i, j$), this analysis is simplified by what is known as the *Bartlett decomposition* (or bidiagonalization) of a sample covariance matrix [44], [53], [54]. The decomposition states that there exist independent random variables $\mathbf{Z}_i$ on some probability space such that

$$\mathbf{Z} \triangleq \det (\mathbf{H}_{\text{id}} \mathbf{H}_{\text{id}}^H) \sim \prod_{i=1}^{N} \mathbf{Z}_i, \quad \mathbf{Z}_i \sim \sum_{j=i}^{N} |H_{\text{id}}[i,j]|^2 \sim \frac{1}{2} \chi^2(2(N - i + 1)) \quad (67)$$

where $\chi^2(2k)$ is a central chi-squared random variable with $2k$ degrees of freedom.

On the other hand, computing $\log_2 \det (\mathbf{H}_c \mathbf{H}_c^H)$ in closed-form is extremely difficult because $\{P_c[i,j]\}$, in general, possess no structure and a Bartlett-type decomposition for $\det (\mathbf{H}_c \mathbf{H}_c^H)$ is not known. Nevertheless, a tight stochastic approximation for $C_{\text{erg, can}}(\rho)$ is still possible and for this, we need the following notation from [55].

We say that a random variable $\mathbf{X}_2$ upper bounds a random variable $\mathbf{X}_1$ (and denote it by $\mathbf{X}_1 \preceq \mathbf{X}_2$) if

$$\Pr(\mathbf{X}_1 < x) \geq \Pr(\mathbf{X}_2 < x) \quad \text{for all } x \in \mathbb{R}. \quad (68)$$

\textsuperscript{14}The first condition can be relaxed with some advanced random matrix theory techniques that are out-of-scope here. If this is done and we obtain results for arbitrary $N_t$ and $N_r$, then the second condition can be assumed without any loss in generality since we can always ignore those columns/rows with zero power. Nevertheless, for simplicity of analysis, we assume both conditions.
The following lemma provides a statistical “bound” and a useful stochastic approximation for $\det (H_c H_c^H)$.

**Lemma 5 (Girko):** Let $\tilde{H}[i, j]$ be independent and distributed as $CN(0, p_{i,j})$. Then,

$$Z \prod_{i=1}^{N} \min_j p_{i,j} \lesssim \det \left( \tilde{H} \tilde{H}^H \right) \lesssim Z \prod_{i=1}^{N} \max_j p_{i,j}$$

(69)

where $Z$ is as in (67). Moreover, there exist independent random variables $\tilde{Z}_i$, $i = 1 \cdots N$ on some probability space such that $\det (\tilde{H} \tilde{H}^H)$ can be well-approximated as

$$\det (\tilde{H} \tilde{H}^H) \approx \prod_{i=1}^{N} \tilde{Z}_i, \quad \tilde{Z}_i \sim i \frac{\sum_{j=1}^{N} \left| \tilde{H}[i, j] \right|^2}{N}.$$  

(70)

**Proof:** See Appendix F.
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**Fig. 5.** Comparison of means of $Z_i$ (as a function of $N$) for a typical scattering environment and averaged over many scattering environments.

Numerical studies indicate that the approximation in Lemma 5 is close for a large class of random matrices even for small values of $N$. Furthermore, this approximation gets more accurate
as \( N \) increases for a large class of random matrices. This fact is illustrated in Fig. 5 where we plot \( E[Z_1] \) and \( E[Z_2] \) as a function of matrix dimension \( N \) with

\[
Z_1 = \log_2 \det(\tilde{H}\tilde{H}^H) \quad \text{and} \quad Z_2 = \sum_{i=1}^{N} \log_2 \left( \frac{i \sum_{j=1}^{N} |\tilde{H}[i,j]|^2}{N} \right)
\]

(71)

The first set corresponds to a typical scattering environment where \( \{p_{i,j}\} \) are chosen i.i.d. from a uniform distribution on \([0, 1]\) (in particular, \( \mu = \frac{1}{2} \) and \( \sigma^2 = \frac{1}{12} \)). The second set corresponds to a smoothed version of the first set where we also average over many different scattering environments. Here, we have averaged over 5000 independent scattering environments and the plot shows that the approximation is very accurate on average. In the rest of the paper, we assume that the approximation in (70) is accurate. Nevertheless, its rigorous use is contingent on further studies that have to establish its preciseness. This will be the subject of future work.

**Capacity Computation and Comparison:**

**Theorem 4:** With the sparse frameworks of Sec. IV-B, good estimates can be obtained for ergodic capacity in the high-SNR extreme.

- (a) The ergodic capacity under the Kronecker model converges to

\[
C_{\text{erg, kron}}(\rho) \to \ N \log_2 \left( \frac{\rho N^2}{\sum_{ij} p_{i,j}} \right) + \sum_{i=1}^{N} \log_2 \left( \frac{i}{N} \right) + K_{\text{kron}} + O \left( \frac{1}{\rho} \right)
\]

(72)

\[
K_{\text{kron}} = \sum_{i=1}^{N} \log_2 \left( \frac{\sum_{l} p_{i,l} \sum_{k} p_{k,i}}{\sum_{kl} p_{k,l}} \right)
\]

(73)

whereas under the canonical model, it is well-approximated (with the approximation approaching an equality as \( N \to \infty \) following the previous discussion) by

\[
C_{\text{erg, can}}(\rho) \approx \ N \log_2 \left( \frac{\rho N^2}{\sum_{ij} p_{i,j}} \right) + \sum_{i=1}^{N} \log_2 \left( \frac{i}{N} \right) + K_{\text{can}} + O \left( \frac{1}{\rho} \right)
\]

(74)

\[
K_{\text{can}} = \frac{1}{2} \left\{ \sum_{i=1}^{N} \log_2 \left( \frac{\sum_{j=1}^{N} p_{i,j}}{N} \right) + \sum_{j=1}^{N} \log_2 \left( \frac{\sum_{i=1}^{N} p_{i,j}}{N} \right) \right\}
\]

(75)

- (b) In the large-system regime, the following expressions are true:

\[
C_{\text{erg, can}}(\rho) - C_{\text{erg, kron}}(\rho) \to \frac{N}{2} \log_2 \left( \frac{\text{AM}_{\text{row pow}} \cdot \text{AM}_{\text{col pow}}}{\text{GM}_{\text{row pow}} \cdot \text{GM}_{\text{col pow}}} \right)
\]

(76)

where \( \text{AM}_\bullet \) and \( \text{GM}_\bullet \) correspond to the arithmetic and geometric means of row and column powers of \( P_c \). Further, we also have

\[
0 \leq C_{\text{erg, can}}(\rho) - C_{\text{erg, kron}}(\rho) \leq 2N \log_2(N).
\]

(77)
• (c) Equality in the lower bound holds if and only if $H_c$ is regular. While it seems difficult to construct a $P_c$ that meets the upper bound, the following choice is order-optimal and results in $C_{\text{erg, can}}(\rho) - C_{\text{erg, kron}}(\rho) \overset{N \to \infty}{\approx} N \log_2(N)$:

$$P_c = \text{diag}\left[N^2 - N + 1, 1, \cdots, 1\right].$$

(78)

**Proof:** See Appendix G. ■

**Variance of Capacity:** Closed-form results are difficult to obtain for $\sqrt{V(\rho)}$ as $\rho \to \infty$. However, numerical studies indicate that for most scattering environments $\sqrt{V_{\text{can}}(\rho)}$ and $\sqrt{V_{\text{kron}}(\rho)}$ are sub-dominant\(^{15}\) when compared with $C_{\text{erg, can}}(\rho)$ and $C_{\text{erg, kron}}(\rho)$, respectively. Thus, for a typical scattering environment, the outage capacities are primarily determined by $C_{\text{erg, can}}(\rho)$ and $C_{\text{erg, kron}}(\rho)$. The smoothing effect of the Kronecker model as can be seen from (27), the low-SNR trends of $\sqrt{V(\rho)}$, and numerical studies (see Figs. 2-4) lend credence to the following conjecture proving which will be the subject of future work.

**Conjecture 1:** The following are true for a large class of channels in the medium- to high-SNR regime:

$$\frac{\sqrt{V_{\text{can}}(\rho)}}{C_{\text{erg, can}}(\rho)} \overset{N \to \infty}{\to} 0, \quad \frac{\sqrt{V_{\text{kron}}(\rho)}}{C_{\text{erg, kron}}(\rho)} \overset{N \to \infty}{\to} 0, \text{ and } V_{\text{can}}(\rho) \geq V_{\text{kron}}(\rho).$$

(79)

**Discussion:** From (76), we first note that the mismatch accrued by the Kronecker model increases as the ratio of arithmetic and geometric means of the row and the column powers increases. The ratio of arithmetic and geometric means is a measure of the homogeneity of the vector (under consideration) or lack of disparities [56], [57]: The regularity of $P_c$ in our context. That is, the smaller the ratio, the more regular the channel and vice versa. Thus, we see that the more non-regular the channel, the larger the mismatch with the Kronecker model. This conclusion is reflected in the structure of the choices of $P_c$ (in Theorem 4) that lead to a large and a small mismatch. It is also reflected in Figs. 2-4 where the channels become more regular as they become richer (This is because both the transmit and the receive sides become more well-conditioned as the channel becomes richer), and the mismatch between the Kronecker and the canonical models decreases.

We also note the following trends. In the case of non-regular channels, the fact that $C_{\text{erg, can}}(\rho) > C_{\text{erg, kron}}(\rho)$ and the sub-dominance conjecture of $\sqrt{V(\rho)}$ implies that the Kronecker model underestimates capacity confirming the observations made in recent measurement campaigns [18], [20]–[25]. Note that the SNR range of most of these observations lie between 10 and 20 dB, which can be viewed as the high-SNR regime. The choice of the SNR range also explains why the popular belief on the decreasing probability of overestimation (see e.g., [26, Footnote 5]) has

\(^{15}\)For example, in the i.i.d. case, it can be seen that $C_{\text{erg, can}}(\rho) = C_{\text{erg, kron}}(\rho) = O(\rho)$ while $V_{\text{can}}(\rho) = V_{\text{kron}}(\rho) = O(\log(N))$ [54].
come about. The case of regular (or near-regular) channels in the high-SNR regime has a behavior similar to that of channels in the low-SNR regime. Finally, note that the theory developed in this work is useful in the context of the probabilistic sparse framework of Sec. [IV-B] where it holds with probability 1. Since the class of sparse channels forms the most predominant class in the space of all possible channels (Fig. [I]), the utility of this theory is immense.

VII. CONCLUSION

In this paper, we have unified existing statistical models for spatially correlated multi-antenna channels by considering a canonical decomposition of the channel along the transmit and/or the receive eigen-bases. This framework generalizes the Kronecker model, the virtual representation and the Weichselberger model, and as a by-product develops two other classes of statistical models. In addition, we have developed an abstract framework to model spatial sparsity that has been observed in many recent measurement campaigns.

These campaigns have also demonstrated that the Kronecker model results in misleading estimates for the capacity of realistic scattering environments. However, the reasons for these observations have not been well-understood so far. In this work, we have rigorously established the connection between spatial sparsity of the true channel, the non-regularity of the sparsity structure, and the impact they have on the capacity estimates provided by a Kronecker model fit. The Kronecker model fit uses the marginal sum statistics and this spreads the sparse DoF in the spatial domain. The consequent redistribution of the channel power is responsible for the mismatch in capacity estimation. In particular, we have shown that in the case of non-regular channels, the Kronecker model underestimates capacity in the medium- to high-SNR regime. On the other hand, in the low-SNR regime and regular channels in the high-SNR regime, the Kronecker model overestimates capacity at high levels of operational reliability and vice versa.

Possible extensions to this work include the development of a more systematic framework for the generation of correlated/sparse multi-antenna channels, the impact sparsity has on the over/underestimation of capacity and reliability, establishing rigorously the approximation in Lemma 5 and Conjecture 1, computation of closed-form expressions for the mean and the variance of capacity under the canonical and the Kronecker models at general SNRs, understanding the impact on capacity of different channel power normalizations that are consistent with physical intuition etc.

APPENDIX

A. Proof of Lemma 4

Consider the matrix $H_c \triangleq U_r^H H U_t$. From Assumptions 1 and 2, we can write $H_c = U_r^H H U_t$. Then, the cross-covariance of the columns of $H_c$ (denoted by $\{h_{ci}\}$) satisfies

$$E[h_{ci} h_{cj}^H] = U_r^H E[h_{ti} h_{tj}^H] U_r = 0 \text{ for all } i, j, i \neq j,$$

(80)
which follows from the column uncorrelatedness of $H_t$ in Lemma 2. Similarly, from Assumptions 3 and 4, we can write $H_c = H_r U_t$. Then, the cross-covariance of the rows of $H_c$ (denoted by $\{g_{ci}\}$) satisfies

$$E \left[ g_{ci} g_{cj}^H \right] = U_t^H E \left[ g_{ri} g_{rj}^H \right] U_t = 0 \text{ for all } i, j, i \neq j,$$  \hspace{1cm} (81)

which follows from the row uncorrelatedness of $H_r$ in Lemma 3. Thus, the columns and the rows of $H_c$ are uncorrelated. This necessarily implies that all entries of $H_c$ are uncorrelated.}

\section*{B. Proof of Theorem 1}

**Preliminaries**: The following result concerning the tail probabilities of weighted sums of i.i.d. random variables would lead us towards the estimation of $I(\rho)$.

**Lemma 6 (Lanzinger and Stadtmüller, [58])**: Consider i.i.d. random variables $X, X_1, X_2, \ldots$ with $E[X] = 0, E[X^2] = \sigma_0^2$. Let $\beta > 0$ and $\nu \geq 2$ with $E[X^\nu] < \infty$. Define the weighted sum

$$T_n \equiv \sum_{k=1}^{n} t_k X_k, \quad t_k \geq 0, \quad \text{and} \quad \sigma_n^2 = \sigma_0^2 \sum_{k=1}^{n} t_k^2.$$  \hspace{1cm} (82)

Also, suppose for some $\alpha \geq 1$,

$$\frac{\max_{1 \leq k \leq n} t_k}{\sigma_n} \leq \frac{\alpha}{\sqrt{n}} \text{ for all } n.$$  \hspace{1cm} (83)

Then,

$$\lim_{\epsilon \to 0^+} e^{\nu \sum_{k=1}^{\infty} \beta - 2} \sum_{n=1}^{\infty} \frac{\nu^{(\beta+1/2)-2}}{\nu(\beta+1/2)-1} \text{ Pr} \left( |T_n| > \epsilon n^\beta \sigma_n \right) = \frac{E[|N|^{\nu / \beta}]}{\nu(\beta+1/2)-1}$$  \hspace{1cm} (84)

where $N$ is a standard Gaussian random variable. \hfill \blacksquare

Note that the conclusion of Lemma 6 can be suitably modified in the case of $\epsilon \to 0^+$, but is sufficiently small, by increasing the right-hand side of (84) appropriately. The crucial point is that this would not alter our conclusion since the above modification can be done, by keeping the right-hand side in (84) still finite.

**Application of Lemma 6**: Lemma 6 is applied in our setting as follows. Let $X_i = \left| H_{i\text{id}}[i, \max] \right|^2 - 1, t_i = P_c[i, \max], T_n = \sum_{i=1}^{n} \left( \left| H_c[i, \max] \right|^2 - P_c[i, \max] \right), \beta = \frac{1}{2}, \nu = 2$ and $n = N_r$. Then Lemma 6 implies that

$$\sum_{n} \text{ Pr} \left( \frac{|T_n|}{\max_{1 \leq k \leq n} t_k} > \eta \sqrt{\frac{\sum_{i=1}^{n} (P_c[i, \max])^2}{n} \sum_{i=1}^{n} \frac{n}{P_c[i, \max]}} \right) \leq \frac{1}{\eta^2} < \infty$$  \hspace{1cm} (85)

for $\eta$ appropriately small. The conclusion in (85) implies that there exists $m > 1/2$ and $\ell > 0$ such that

$$\text{ Pr} \left( \frac{n}{\sum_{i=1}^{N_r} (H_c[i, \max])^2 - P_c[i, \max]} > \eta \sqrt{\frac{N_r}{\sum_{i=1}^{N_r} (P_c[i, \max])^2}} \right) \leq \frac{1}{\eta^{2\ell N_r}}.$$  \hspace{1cm} (86)
Proof of Theorem: Let $Y = Y(N_r)$ denote the random variable $\sum_{i=1}^{N_r} |H_c[i, j_{\text{max}}]|^2$. Setting $\rho = \frac{1}{\sum_{i=1}^{N_r} P_c[i, j_{\text{max}}]} \cdot \frac{\eta}{1 - \eta} \cdot \frac{1}{\gamma}$ with $\gamma = 1 + \frac{\sqrt{N_r \sum_{i=1}^{N_r} (P_c[i, j_{\text{max}}])^2}}{\sum_{i=1}^{N_r} P_c[i, j_{\text{max}}]}$ and using (86), we get

$$\Pr\left( \rho Y > \frac{\eta}{1 - \eta} \right) = \Pr\left( \rho Y - \rho \sum_{i=1}^{N_r} P_c[i, j_{\text{max}}] > \frac{\eta}{1 - \eta} - \rho \sum_{i=1}^{N_r} P_c[i, j_{\text{max}}] \right)$$

$$\leq \Pr\left( \rho |Y - E[Y]| > \eta \rho \sqrt{\frac{N_r}{\sum_{i=1}^{N_r} (P_c[i, j_{\text{max}}])^2}} \right) \leq \frac{1}{\eta^2 N_r^{m}}. \tag{87}$$

An upper bound to $I(\rho)$ follows easily from the log-inequality:

$$I(\rho) \triangleq E[\log_2 (1 + \rho Y)] \leq \rho \log_2(e) E[Y] = \rho \log_2(e) \sum_i P_c[i, j_{\text{max}}]. \tag{88}$$

We now establish a tight lower bound for $I(\rho)$:

$$\frac{E[\log_2 (1 + \rho Y)]}{\log_2(e)} \geq E \left[ \frac{\rho Y}{1 + \rho Y} \right] \tag{89}$$

$$= E \left[ \frac{\rho Y}{1 + \rho Y} \chi \left( \rho Y \leq \frac{\eta}{1 - \eta} \right) \right] + E \left[ \frac{\rho Y}{1 + \rho Y} \chi \left( \rho Y > \frac{\eta}{1 - \eta} \right) \right] \tag{90}$$

$$\geq E \left[ (\rho Y - \rho^2 Y^2) \chi \left( \rho Y \leq \frac{\eta}{1 - \eta} \right) \right] \tag{91}$$

$$Z_3 = E[\rho Y] - E \left[ \rho Y \chi \left( \rho Y > \frac{\eta}{1 - \eta} \right) \right] - E \left[ \rho^2 Y^2 \chi \left( \rho Y \leq \frac{\eta}{1 - \eta} \right) \right]$$

where (a) follows from the inequality $\log_e (1 + z) \geq \frac{z}{1 + z}$ and (b) follows from using the inequality $\frac{z}{1 + z} \geq (1 - z)$. An application of the Cauchy-Schwarz inequality shows that

$$\frac{E[\log_2 (1 + \rho Y)]}{\log_2(e)} \geq \rho \sum_{i=1}^{N_r} P_c[i, j_{\text{max}}] \left[ 1 - \sqrt{\frac{E[Y^2]}{E[Y]^2}} \cdot \frac{1}{\eta^2 N_r^{m}} - \rho \cdot \frac{E[Y^2]}{E[Y]^2} \right]. \tag{92}$$

Now, the quantity $Z_6$ makes meaningful sense as a lower bound to $I(\rho)$ only if it is positive. Plugging in the expression for $\rho$, we see that this can be ensured if $\eta$ is constrained to $(0, 1/2]$. Further, $\eta = 1/2$ maximizes the lower bound to $I(\rho)$. Evaluating $E[Y^2]$, substituting the value of $\kappa_c$ and noting that $\rho = \frac{\delta}{\sum_{i=1}^{N_r} P_c[i, j_{\text{max}}]}$ for $\delta < \frac{1}{\gamma_0}$ where $\gamma_0$ is as in (40), we get

$$I(\rho) \geq \log_2(e) \cdot \delta \cdot \left( 1 - \frac{2^{\delta} \sqrt{\kappa_c}}{N_r^{m}} - \frac{\delta \kappa_c}{\gamma_0} \right). \tag{93}$$

16The choice of $1/2$ for the upper bound of the valid interval of $\eta$ is more or less arbitrary and we have not optimized over this choice.
To complete the proof, we observe from [47] that beamforming is the optimal signaling strategy for all $\rho < \rho_{\text{low, can}}$ and there exists a constant $d > 0$ (independent of $P_c$, $N_r$ and $N_t$) such that

$$\rho_{\text{low, can}} \geq \frac{d}{\sum_{i=1}^{N_r} P_c[i, j_{\text{max}}]}.$$  

(94)

The constant $c$ in the statement of the theorem can be chosen to be $\min(d, 1/\gamma_0)$. It is important to note that the tightness of the upper bound in (88) and the lower bound in (89) critically hinge on the low-SNR assumption. Thus the theorem is complete.

C. Proof of Theorem 2

- (a) From (35), the ergodic capacities in the low-SNR regime are given by
  $$C_{\text{erg, can}}(\rho) = E \left[ \log_2 \left( 1 + \rho \sum_i |H_c[i, j_{\text{max}}]|^2 \right) \right],$$

  (95)
  $$C_{\text{erg, kron}}(\rho) = E \left[ \log_2 \left( 1 + \rho \sum_i |H_k[i, j_{\text{max}}]|^2 \right) \right]$$

(96)

where $j_{\text{max}} = \arg \max_j \sum_i P_c[i, j] = \arg \max_j \sum_i P_k[i, j]$. Estimating these quantities is a straightforward consequence of Theorem 1.

- (b) For the variance, we have
  $$V_{\text{can}}(\rho) \triangleq E \left[ (\log_2 (1 + \rho Y))^2 \right] - (E [\log_2 (1 + \rho Y)])^2$$

(97)

where $Y = \sum_{i=1}^{N_r} |H_c[i, j_{\text{max}}]|^2$. Proceeding along similar lines as in App. B we have

$$V_{\text{can}}(\rho) \leq (\log_2(e))^2 \cdot \delta^2 \cdot \left( \kappa_c - \left(1 - \frac{2^{\ell} \sqrt{\kappa_c}}{\gamma_0} \frac{\delta \kappa_c}{\gamma_0} \right)^2 \right)$$

(98)

$$V_{\text{can}}(\rho) \geq (\log_2(e))^2 \cdot \delta^2 \cdot \left( \kappa_c - 1 - \frac{\sqrt{E[Y^4]} \cdot 2^{\ell}}{\left( \sum_{i=1}^{N_r} P_c[i, j_{\text{max}}]^2 \right)^2} \cdot \frac{2\delta \cdot E[Y^3]}{\left( \sum_{i=1}^{N_r} P_c[i, j_{\text{max}}]^2 \right)^3} \right)$$

where the constants are as in the statement of Theorem 1. Thus, we can recast $V_{\text{can}}(\rho)$ as

$$V_{\text{can}}(\rho) = (\log_2(e))^2 \cdot \rho^2 \sum_i (P_c[i, j_{\text{max}}])^2 \cdot (1 + o(1))$$

(99)

where the $o(1)$ factor in the above expression converges to 0 as $N_r \to \infty$ and $\rho \to 0$. The critical assumption in the above proof is that $H_c[i, j]$ are independent random variables. Thus, the same proof technique can be adapted to compute $V_{\text{kron}}(\rho)$ as well.

- (c) The relationship between $V_{\text{can}}(\rho)$ and $V_{\text{kron}}(\rho)$ is not obvious. For this, we need the following result on the monotonicity of ratios of means [55, pp. 129-130].
Lemma 7 (Marshall, Olkin and Proschan): Let \( x = [x_1, \cdots, x_n] \) and \( y = [y_1, \cdots, y_n] \) be two vectors such that \( \sum_{i=1}^{n} x_i = \sum_{i=1}^{n} y_i \). If \( \frac{x_i}{y_i} \) is decreasing in \( i \) and \( x_1 \geq \cdots \geq x_n > 0 \), then \( x \) is majorized by \( y \), and

\[
g(r) \triangleq \left( \frac{\sum_{i=1}^{n} x_i^r}{\sum_{i=1}^{n} y_i^r} \right)^{1/r}
\]  

(100)
is decreasing in \( r \) for \( r > 0 \).

Application of Lemma 7: We set

\[
x_i \triangleq \frac{\sum_{k=1}^{N_i} P_c[i, k]}{\rho_c}, \quad y_i \triangleq \frac{P_c[i, j_{\max}]}{\sum_{k=1}^{N_r} P_c[k, j_{\max}]}
\]  

(101)
and \( n = N_r \). From the assumption in the statement of the theorem, note that \( x_i > 0 \) for all \( i \) and are in decreasing order. The fact that \( \frac{y_i}{x_i} \) is decreasing is a consequence of (48). A straightforward consequence of Lemma 7 is that \( V_{can}(\rho) \geq V_{kron}(\rho) \).

D. Proof of Prop. 2

1. With framework II, the main goal is to compute the probability of failure of (48). Towards this computation, we first condition upon \( p_{i, j_{\max}} \) and \( p_{i+1, j_{\max}} \) (in particular, \( s_i \) and \( q_i \)) where \( i \) is such that \( 1 \leq i \leq N_r - 1 \). Define the conditional probability \( p_i \):

\[
p_i \triangleq \Pr \left( \frac{\sum_{k\neq j_{\max}} P_c[i, k]}{\sum_{k\neq j_{\max}} P_c[i+1, k]} > \frac{P_c[i, j_{\max}]}{P_c[i+1, j_{\max}]} \right)
\]  

(102)

\[
= \Pr \left( p_{i+1, j_{\max}} \sum_{k\neq j_{\max}} q_{i, k}s_{i, k} - p_{i, j_{\max}} \sum_{k\neq j_{\max}} q_{i+1, k}s_{i+1, k} > 0 \right).
\]  

(103)
Hence, the conditional probability of failure of (48) is \( 1 - \prod_{i=1}^{N_r-1} (1 - p_i) \). We intend to show that the above probability converges to 0 as \( N_t \to \infty \).

Without loss in generality, we can assume that \( s_{i, j_{\max}} = s_{i+1, j_{\max}} = 1 \) (Otherwise, \( p_i = 0 \)). Similarly, we can assume that \( \{q_i, j_{\max}\} \) is decreasing in \( i \). Note that \( p_i \) can be written as

\[
p_i = \Pr \left( \frac{Z_{N_i}}{N_t} > 0 \right)
\]  

(104)
\[
Z_{N_i} = \sum_{k\neq j_{\max}} q_{i, k}s_{i, k} - \sum_{k\neq j_{\max}} q_{i+1, k}s_{i+1, k}.
\]  

(105)
Using the independence of \( \{q_{i, k}\} \) and \( \{s_{i, k}\} \) and their statistics, it can be checked that

\[
E \frac{Z_{N_t}}{N_t} \xrightarrow{N_t \to \infty} (q_{i+1, j_{\max}} - q_{i, j_{\max}}) \mu < 0,
\]  

(106)
\[
Var \left( \frac{Z_{N_t}}{N_t} \right) \xrightarrow{N_t \to \infty} \frac{\left( q_{i+1, j_{\max}} \right)^2 + \left( q_{i, j_{\max}} \right)^2}{N_t} p\sigma^2 \to 0.
\]  

(107)
That is, $\frac{Z_{N_t}}{N_t}$ hardens around its mean (which is negative) as $N_t \to \infty$ and hence, $p_i$ converges to 0. Averaging over $\{p_{i,j_{\text{max}}}\}$, we see that for “almost all” sparse scattering environments, the condition in (48) holds and hence, $V_{\text{can}}(\rho) \geq V_{\text{kron}}(\rho)$.

(b) We now compare the dominant terms of the variances of capacity with the two models. We have

$$\frac{V_{\text{can}}(\rho)}{N_r \left(\log_2(e)\rho\right)^2} = \frac{\sum_i p_i^2}{N_r \left(\frac{\sum_i p_i}{N_r}\right)^2} \cdot \frac{1}{\left(\frac{\sum_i p_i}{N_r}\right)^2}.$$  \hfill (108)

After using (27), we can also write $V_{\text{kron}}(\rho)$ in terms of $\{p_{i,j}\}$ as

$$\frac{V_{\text{kron}}(\rho)}{N_r \left(\log_2(e)\rho\right)^2} = \frac{\left(\sum_k p_{k,j_{\text{max}}} \right)^2}{N_r \left(\frac{\sum_k p_{k,j}}{N_r}\right)^2} \cdot \frac{1}{\left(\frac{\sum_k p_{k,j}}{N_r}\right)^2}.$$  \hfill (109)

In the large-system regime, since $\{p_{i,j} = q_{i,j}s_{i,j}\}$ and $\{q_{i,j}\}$ is a realization from an i.i.d. family of mean $\mu$ and variance $\sigma^2$, we can use the law of large numbers [59] to check that

$$\frac{V_{\text{can}}(\rho)}{N_r \left(\log_2(e)\rho\right)^2} \to \frac{\mathbb{E}[(q_{i,j})^2]}{(\mathbb{E}[q_{i,j}])^2} \cdot \frac{V_{\text{kron}}(\rho)}{N_r \left(\log_2(e)\rho\right)^2} \to 1.$$  \hfill (110)

The fact that $V_{\text{can}}(\rho) \geq V_{\text{kron}}(\rho)$ follows from the Cauchy-Schwarz inequality. The upper bound for $\frac{V_{\text{can}}(\rho)}{V_{\text{kron}}(\rho)}$ follows from the reverse Cauchy-Schwarz inequality [60, equation 24, p. 208] due to Cassels, which is stated here for convenience.

**Lemma 8**: If $x = [x_1, \cdots, x_n]$, $y = [y_1, \cdots, y_n]$ and $w = [w_1, \cdots, w_n]$ are positive $n$-tuples such that $0 < m_1 \leq x_i \leq M_1$ and $0 < m_2 \leq y_i \leq M_2$ for all $i$ with $m_1m_2 < M_1M_2$, then

$$\frac{\sum_{i=1}^n x_i^2 w_i^2}{(\sum_{i=1}^n x_i y_i w_i)^2} \leq \frac{(m_1 m_2 + M_1 M_2)^2}{4m_1 m_2 M_1 M_2}.$$  \hfill (111)

(c) Equality in the lower bound is possible if and only if $q_{i,j}$ is constant with probability 1 and $p = 1$. That is, $H_c$ and $H_k$ are i.i.d. With $P_c$ as in (52), it can be checked that

$$\frac{V_{\text{can}}(\rho)}{V_{\text{kron}}(\rho)} = \frac{(M + m)^2}{4Mm} \cdot \frac{1 + \frac{2m+M}{mN_t}}{(1 + \frac{M+2m}{2mN_t})^2} \to (M + m)^2.$$  \hfill (112)

Thus the proposition is complete.

**E. Proof of Theorem 3**

When $r > 1$, we assume that the $r$ dominant columns have been relabeled as columns 1 through $r$. We then have

$$\frac{E_b}{\mathcal{N}_{\text{min}, \text{can}}(N_t)} = \frac{E_b}{\mathcal{N}_{\text{min}, \text{kron}}(N_t)} = \frac{r \log_2(2)}{\sum_{i=1}^{N_r} \sum_{j=1}^r p_c[i,j]} = \frac{\log_2(2)}{\sum_{i=1}^{N_r} p_c[i,j_{\text{max}}]}.$$  \hfill (113)
with the last equality following because all the $r$ columns have the same sums. Using the uniform input over $r$ modes and the Gaussian moment factoring theorem, the wideband slopes can be checked to be

$$S_{0,\text{can}} = 2 \cdot \frac{\left(\sum_{i=1}^{N_r} \sum_{j_1=1}^{r} P_{c}[i, j_1] P_{c}[i, j_2] + \sum_{j_1=1}^{r} \left(\sum_{i=1}^{N_r} P_{c}[i, j]\right)\right)^2}{\sum_{i=1}^{N_r} \sum_{j_1=1}^{r} P_{c}[i, j_1] P_{c}[i, j_2] + \sum_{j_1=1}^{r} \left(\sum_{i=1}^{N_r} P_{c}[i, j]\right)^2}, \quad (114)$$

$$S_{0,\text{kron}} = 2 \cdot \frac{\left(\sum_{i=1}^{N_r} \sum_{j_1=1}^{r} P_{k}[i, j_1] P_{k}[i, j_2] + \sum_{j_1=1}^{r} \left(\sum_{i=1}^{N_r} P_{k}[i, j]\right)\right)^2}{\sum_{i=1}^{N_r} \sum_{j_1=1}^{r} P_{k}[i, j_1] P_{k}[i, j_2] + \sum_{j_1=1}^{r} \left(\sum_{i=1}^{N_r} P_{k}[i, j]\right)^2} \quad (115)$$

Using the law of large numbers appropriately, we have

$$S_{0,\text{can}} \to \frac{2N_r r \mu^2 p}{\mu^2 (N_r p + (r - 1)p + 1) + \sigma^2}, \quad \text{and} \quad S_{0,\text{kron}} \to \frac{2N_r r}{N_r + r}. \quad (116)$$

$\blacksquare$

**F. Proof of Lemma**

See [44, Chap. 2, p. 104] for a proof of the first statement. For the statement on determinant approximation, we start with [61, p. 35, 39] which states that $\det\left(\tilde{H} \tilde{H}^H\right)$ can be decomposed as a product of independent random variables, $\tilde{Z}_i$, where

$$\tilde{Z}_i \sim \sum_{j=1}^{i} |\eta_{ij}|^2, \quad \eta_{ij} = \sum_{l=1}^{N} \tilde{H}[i, l] \theta[l, j], \quad (117)$$

and the matrix $\Theta = \{\theta[i, j]\}$ is a unitary random matrix independent of $\tilde{H}$. Note that

$$|\eta_{ij}|^2 = \sum_{l} \left|\tilde{H}[i, l]\right|^2 |\theta[l, j]|^2 + \sum_{l_1 \neq l_2} \tilde{H}[i, l_1] \tilde{H}[i, l_2]^* \theta[l_1, j] \theta[l_2, j]^* \quad (118)$$

and using the facts that the entries of a random unitary matrix are asymptotically self-averaging, (that is, zero mean in a “statistical” sense) and the rows and columns have unit norm, we have the following approximation for $|\eta_{ij}|^2$:

$$|\eta_{ij}|^2 \approx \frac{1}{N} \sum_{l} \left|\tilde{H}[i, l]\right|^2. \quad (119)$$

This leads to the approximation for $\tilde{Z}_i$, which we denote by $\tilde{Z}_i$ in the statement of lemma. $\blacksquare$
G. Proof of Theorem 4

(a) The i.i.d. result can be exploited in the Kronecker case as follows:

\[
\log_2 \det \left( H_k H_k^H \right) \overset{(a)}{=} \log_2 \det \left( \Lambda_t H_{\text{iid}} \Lambda_r H_{\text{iid}}^H \right) \tag{120}
\]

\[
\overset{(b)}{=} \log_2 \det(\Lambda_t \Lambda_r) + \log_2 \det \left( H_{\text{iid}} H_{\text{iid}}^H \right) \tag{121}
\]

\[
\overset{(c)}{=} \sum_{i=1}^{N} \log_2 \left( \frac{1}{2} \cdot P_k[i] \cdot \chi^2(2(N - i + 1)) \right) \tag{122}
\]

where (a) follows from the definition of \( H_k \), (b) from the fact that \( N_t = N_r \) and \( \det(AB) = \det(BA) \), and (c) from [67] and the definitions of \( \Lambda_t \) and \( \Lambda_r \). Using \( E \left[ \log_2 \det \left( H_{\text{iid}} H_{\text{iid}}^H \right) \right] \) [54], we can compute \( C_{\text{erg, kron}}(\rho) \) to be

\[
C_{\text{erg, kron}}(\rho) \rightarrow N \log_2 \left( \frac{\rho N^2}{\sum_{ij} P_{i,j}} \right) + \sum_{i=1}^{N} \log_2 \left( \frac{i}{N} \right) + K_{\text{kron}} + O \left( \frac{1}{\rho} \right) \tag{123}
\]

where

\[
K_{\text{kron}} = \sum_{i=1}^{N} \log_2 \left( \frac{\sum_j P_{i,j} \sum_k P_{i,j}}{\sum_{kl} P_{k,l}} \right). \tag{124}
\]

For the canonical case, we write \( H_c H_c^H \) as

\[
H_c H_c^H = \frac{N^2}{\sum_{ij} P_{i,j}} \tilde{H} \tilde{H}^H, \tilde{H}[i,j] \sim \mathcal{CN}(0, p_{i,j}) \tag{125}
\]

and compute \( C_{\text{erg, can}}(\rho) \) as follows:

\[
E \left[ \log_2 \det(\tilde{H} \tilde{H}^H) \right] \overset{(a)}{=} \sum_{i=1}^{N} \log_2(i) + \sum_{i=1}^{N} \log_2 \left( \frac{\sum_{j=1}^{N} |\tilde{H}[i,j]|^2}{N} \right) \tag{126}
\]

\[
\overset{(b)}{=} \sum_{i=1}^{N} \log_2(i) + \sum_{i=1}^{N} \log_2 \left( \frac{\sum_{j=1}^{N} P_{i,j}}{N} \right) \tag{127}
\]

\[
C_{\text{erg, can}}(\rho) \approx N \log_2 \left( \frac{\rho N^2}{\sum_{ij} P_{i,j}} \right) + \sum_{i=1}^{N} \log_2 \left( \frac{i}{N} \right) + K_{\text{can}} + O \left( \frac{1}{\rho} \right)
\]

where (a) follows from the approximation (the approximation gets more accurate as \( N \to \infty \)) in Lemma 5. The convergence in (b) follows from Prop. 3 which is stated and proved next. Since \( N_r = N_t = N \), all the above steps are true even if \( H_c \) is replaced with \( H_c^H \). This leads to the expression for \( K_{\text{can}} \) in (75).

Proposition 3: With the setting as above, we have

\[
\log_2 \left( \frac{\sum_{j=1}^{N} |\tilde{H}[i,j]|^2}{N} \right) \overset{N \to \infty}{\to} \log_2 \left( \frac{\sum_{j=1}^{N} P_{i,j}}{N} \right) \text{ in mean for any } i. \tag{128}
\]
Proof: We decompose the left-hand side as
\[
E \left[ \log \left( \frac{\sum_{j=1}^{N} |\tilde{H}[i, j]|^2}{N} \right) \right]
= E \left[ \log \left( \frac{\sum_{j=1}^{N} |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 \leq K \right) + |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 > K \right)}{N} \right) \right]
= E \left[ \log \left( \frac{\sum_{j=1}^{N} |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 \leq K \right)}{N} \right) \right]
+ E \left[ \log \left( 1 + \frac{\sum_{j=1}^{N} |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 > K \right)}{\sum_{j=1}^{N} |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 \leq K \right)} \right) \right]
\tag{129}
\] for some \( K > 0 \) fixed.

For the first term, note that the weak law of large numbers states that for all \( i \)
\[
\frac{\sum_{j=1}^{N} |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 \leq K \right)}{N} \xrightarrow{N \to \infty} \frac{\sum_{j=1}^{N} E \left[ |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 \leq K \right) \right]}{N} = P,
\tag{130}
\]
\[
P \triangleq \sum_{j=1}^{N} p_{i,j} - (p_{i,j} + K) e^{-\frac{K}{p_{i,j}}}.
\tag{131}
\]
The convergence is in probability and hence, also weakly [62, p. 310]. The second equality follows from a routine expectation computation. Since \( \log(\cdot) \) is a continuous function and the limit random variable is a constant, following [62, p. 316, p. 310] we also have
\[
\log \left( \frac{\sum_{j=1}^{N} |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 \leq K \right)}{N} \right) \overset{p}{\to} \log \left( \frac{\sum_{j=1}^{N} E \left[ |\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 \leq K \right) \right]}{N} \right).
\tag{132}
\]
The above convergence can further be strengthened to convergence in mean since the random variables are bounded by \( K \) for all \( i \) and all choices of \( N \) [62, p. 310].

For the second term, we use the following lower bound:
\[
|\tilde{H}[i, j]|^2 \chi \left( |\tilde{H}[i, j]|^2 \leq K \right) \geq |\tilde{H}[i, j]|^2 \chi \left( \epsilon < |\tilde{H}[i, j]|^2 \leq K \right)
\tag{133}
\]
for some $0 < \epsilon \leq K$. Using this, we can upper bound the second term by

$$E \left[ \log \left( 1 + \frac{\sum_{j=1}^{N} |\tilde{H}[i,j]|^2 \chi \left( |\tilde{H}[i,j]|^2 > K \right)}{\sum_{j=1}^{N} |\tilde{H}[i,j]|^2 \chi \left( |\tilde{H}[i,j]|^2 \leq K \epsilon \right)} \right) \right]$$

$$\leq E \left[ \log \left( 1 + \frac{\sum_{j=1}^{N} |\tilde{H}[i,j]|^2 \chi \left( |\tilde{H}[i,j]|^2 > K \right)}{N\epsilon} \right) \right]$$

(134)

$$\leq \frac{\sum_{j=1}^{N} E \left[ |\tilde{H}[i,j]|^2 \chi \left( |\tilde{H}[i,j]|^2 > K \right) \right]}{N\epsilon}$$

(135)

$$= \frac{\sum_{j=1}^{N} (p_{i,j} + K) e^{-\frac{K}{p_{i,j}}}}{N\epsilon}$$

(136)

where the second step follows from the log-inequality. Combining these two results by choosing $K$ sufficiently large to ensure that $(p_{i,j} + K) e^{-\frac{K}{p_{i,j}}}$ is sufficiently small for all $i, j$ and $\epsilon$ finite, we obtain the conclusion as in the statement of the proposition.

- (b) In the large-system regime, we have

$$C_{\text{erg, can}}(\rho) - C_{\text{erg, kron}}(\rho) \approx K_{\text{can}} - K_{\text{kron}} = \sum_{i=1}^{N} \log_2 \left( \frac{\sum_{k,l} p_{k,l}}{N \sqrt{\sum_{i} p_{i,l} \sum_{k} p_{k,i}}} \right)$$

(137)

$$= \log_2 \left( \frac{N^{N^2}}{\left( \prod_{i=1}^{N} P_{i} Q_{i} \right)^{1/2}} \right)$$

(138)

$$= \frac{N}{2} \log_2 \left( \frac{\text{AM}_{\text{row pow}} \cdot \text{AM}_{\text{col pow}}}{\text{GM}_{\text{row pow}} \cdot \text{GM}_{\text{col pow}}} \right)$$

(139)

where $P_{i} = \sum_{j=1}^{N} P_{c}[j,i]$ and $Q_{i} = \sum_{j=1}^{N} P_{c}[i,j]$ are the column and the row powers, respectively such that $\sum_{i} P_{i} = \sum_{i} Q_{i} = N^2$.

An application of the arithmetic-geometric mean inequality shows that $K_{\text{can}} \geq K_{\text{kron}}$. For an upper bound on the difference, we use the reverse arithmetic-geometric mean inequality [60, Theorem 3, p. 124] due to Docev, which is stated here for convenience.

**Lemma 9:** If $x = [x_1, \cdots, x_n]$ is a positive $n$-tuple with $K = \frac{\max x}{\min x}$, then

$$\frac{\text{AM}_x}{\text{GM}_x} \leq \left( K - \frac{1}{e} \right)^{-1} e \log(K).$$

(140)

Since $P_{c}$ is rank-$N$, we apply Lemma 9 with $K = N^2 - N + 1$ for an upper bound, and the result is (127).

- (c) Equality in the application of the arithmetic-geometric mean inequality is possible if and only if $P_{i} = Q_{i} = N$ for all $i$. It is straightforward to check that a channel satisfying
this property has to be necessarily regular (see Footnote 3). The conclusion for the lower
bound follows by plugging the choice of \( P_c \) in (78) in the capacity expressions.
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