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Abstract

Self-supervised learning methods have shown impressive results in downstream classification tasks. However, there is limited work in understanding their failure models and interpreting the learned representations of these models. In this paper, we tackle these issues and study the representation space of self-supervised models by understanding the underlying reasons for misclassifications in a downstream task. Over several state-of-the-art self-supervised models including SimCLR, SwaV, MoCo V2 and BYOL, we observe that representations of correctly classified samples have few discriminative features with highly deviated values compared to other features. This is in a clear contrast with representations of misclassified samples. We also observe that noisy features in the representation space often correspond to spurious attributes in images making the models less interpretable. Building on these observations, we propose a sample-wise Self-Supervised Representation Quality Score (or, Q-Score) that, without access to any label information, is able to predict if a given sample is likely to be misclassified in the downstream task, achieving an AUPRC of up to 0.90. Q-Score can also be used as a regularization to remedy low-quality representations leading to 3.26% relative improvement in accuracy of SimCLR on ImageNet-100. Moreover, we show that Q-Score regularization increases representation sparsity, thus reducing noise and improving interpretability through gradient heatmaps.

Figure 1. Representation space of SimCLR: In this heatmap, we visualize the top features of class-averages representations of correct (left) and incorrect (right) classifications. We observe that, the correct classifications contain features that are significantly deviated from the rest of the features, whereas misclassifications do not. The set of discriminative features for each class may be unique indicating that they capture distinguishable characteristics of each class.
Figure 2. **Representation space of SimCLR (Q-Score regularized):** In this heatmap, we visualize the top features of class-averages representations of correct (left) and incorrect (right) classifications. We observe that, the regularization improves the discriminative features, compared to our baseline in Figure 1. Moreover, misclassifications also contain visibly discriminative features, unlike the baseline.

Figure 3. **Heatmaps of significant and noisy features of SimCLR:** We observe the heatmaps of significant and noisy features of 3 classes with SimCLR. We observe that significant features are informative in correct classifications and can be spurious or irrelevant in mis-classifications. We identify this as a failure mode of self-supervised models. The representations contain many noisy features that are close to 0. These features highlight uninformative parts of the image, without contributing much to classification.

1 **Introduction**

Self-supervised models learn to extract useful representations from data without relying on human supervision. These models [Chen et al., 2020a, Caron et al., 2020, Chen et al., 2020b, Grill et al., 2020, Chen and He, 2021, Caron et al., 2018a, Khosla et al., 2020] have shown comparable results to supervised models in downstream classification tasks. By means of data augmentation, these models are trained to encode semantically relevant information from images while ignoring nuisance aspects. Therefore, the representations ultimately should only contain the information required to define a given sample. However, in practice, learned representations are often quite noisy and not interpretable causing difficulties in understanding and debugging their failure models [Anonymous, 2022, Huang et al., 2021, Ericsson et al., 2021].

In this paper, we first study the cause of downstream misclassifications in self-supervised learning (SSL) [Chen et al., 2020a, Caron et al., 2020, Chen et al., 2020b, Grill et al., 2020]. We make several empirical observations: In Figure 1 we observe that each class has an informative discriminatory set of features that contribute to correct
classifications. Misclassifications are caused when such visual patterns are not present in the representation space. We also show that the learned representations end up being mostly noisy, encoding a lot of information that is irrelevant to the class label. In Figure 5, we observe that discriminative features highlight useful attributes whereas noisy features often correspond to spurious attributes.

Building on these observations, we study properties of proper representations with the help of several statistical metrics. Over several state-of-the-art self-supervised models including SimCLR [Chen et al., 2020a], SwaV [Caron et al., 2020], MoCoV2 [Chen et al., 2020b] and BYOL [Grill et al., 2020], we observe that representations of correctly classified samples, in contrast to misclassified ones, have few discriminative features with highly deviated values compared to other features. Therefore, we propose a Self-Supervised Quality Score (Q-Score), which is an unsupervised score for measuring the representation quality of each sample in self-supervised models (without requiring the label information); i.e., to what extent a given sample satisfies the favorable representation properties.

A high Q-Score for a sample implies that its representation is sparse with at least one discriminative feature that is highly deviated compared to other features. We empirically observe that the higher the Q-Score, the more likely that the sample will be correctly classified. We confirm this on SimCLR, SwaV, MoCoV2 and BYOL by computing their ROC and Precision-Recall curves (Figure 4). Q-Score achieves an AUPRC of up to 0.90 and AUROC of up to 0.74 for these models.

We next use Q-Score as a regularizer during the training of self-supervised models to increase the Q-score of samples with low-quality representations, pushing their representations to be less noisy and more informative. With Q-Score regularization, we achieve 3.26% improvement in test accuracy of SimCLR trained on ImageNet-100. This regularization improves class-wise accuracy and Q-Score of the trained encoder. The representations show an improved structure, less noise and more interpretability.

We summarize our contributions as follows:

- We study failure modes of self-supervised models in downstream classification tasks and identify several properties of correctly and incorrectly classified samples across classes and common to different self-supervised models.
- We introduce Self-Supervised Quality Score (Q-Score) to measure the quality of each learned representation. We empirically observe that the higher the Q-Score, the more likely that the sample will be correctly classified, achieving an AUPRC of up to 0.90.
- We apply Q-Score as a regularizer to the self-supervised loss and show that, by improving the quality of low-score samples, we can improve downstream classification task accuracy by 3.26%.
- We show that using the Q-Score regularization improves the interpretability of self-supervised representations by removing noise and highlighting useful information in each representation.

![ROC and Precision-Recall curves of various quality metrics](image)

Figure 4. ROC and Precision-Recall curves of various quality metrics: We plot the ROC and Precision-Recall curves of the metrics we identify in Section 4 for 4 self-supervised models. We observe that Q-Score is the most effective among all models in identifying how likely a given sample will be classified correctly or incorrectly.
2 Related Work

Unsupervised methods for classification have been a long-standing area of research, generally involving the use of clustering techniques [Bojanowski and Joulin, 2017], [Dosovitskiy et al., 2014], [YM. et al., 2020], [Bautista et al., 2016], [Caron et al., 2018b], [Caron et al., 2019], [Huang et al., 2019]. Self-supervised learning, is a recent approach to learn without human supervision by training models to prepare their own labels for each example [Bojanowski and Joulin, 2017], [Dosovitskiy et al., 2014], [Wu et al., 2018], [Dosovitskiy et al., 2016] usually with the help of a contrastive loss. Contrastive learning [Arora et al., 2019], [Tosh et al., 2021], [Bachman et al., 2019] usually uses a temperature-controlled cross-entropy loss between positive pairs of similar samples and negative pairs of dissimilar samples. Positive pairs are usually considered as multiple transformations (views) [Tian et al., 2020] of a given sample using stochastic data augmentation. Through this approach, several state-of-the-art self-supervised techniques [Chen et al., 2020a], [Caron et al., 2020], [Chen and He, 2021], [Grill et al., 2020], [Caron et al., 2020b], [Khosla et al., 2020] have produced representations that give linear classification accuracy comparable to a supervised approach.

Understanding these learned representations is relatively less explored. [Anonymous, 2022], observes that self-supervised representations collapse to a lower dimensional space instead of the entire embedding space. Other methods [von Kugelgen et al., 2021], [Xiao et al., 2021], propose to separate the representation space into variant and invariant information so that augmentations are not task-specific. [Grigg et al., 2021], observe representations across layers of the encoder and compare it to supervised setups. In this work, we focus more on thoroughly studying the representation space, its properties and the causes of mis-classifications in self-supervised models when they are used in down-stream classification.

| Metric | SimCLR | SwaV | MoCo V2 | BYOL | SimCLR | SwaV | MoCo V2 | BYOL |
|--------|--------|------|--------|------|--------|------|--------|------|
| $\mu_i$ (Mean) | 0.73 | 0.62 | 0.57 | 0.70 | 0.90 | 0.79 | 0.73 | 0.84 |
| $\sigma_i$ (Standard Deviation) | 0.71 | 0.63 | 0.58 | 0.67 | 0.88 | 0.78 | 0.74 | 0.83 |
| $h_i$ (Sparsity) | 0.54 | 0.58 | 0.58 | 0.58 | 0.89 | 0.77 | 0.80 | 0.84 |
| $|h_i|_1$ (L1 Norm) | 0.71 | 0.63 | 0.58 | 0.67 | 0.88 | 0.78 | 0.74 | 0.83 |
| $\max(h_i) - \mu_i$ (Z-Score) | 0.74 | 0.63 | 0.58 | 0.70 | 0.90 | 0.80 | 0.74 | 0.84 |
| $\sigma_i$ | 0.74 | 0.63 | 0.58 | 0.70 | 0.90 | 0.79 | 0.74 | 0.84 |

Table 1. AUPRC and AUROC of quality metrics: We compute the AUPRC and AUROC of each quality metric in Figure 4. These scores determine how effective each metric is in identifying correct or incorrect classifications in an unsupervised manner. We observe that our Q-Score, is consistently effective across 4 self-supervised models in measuring quality of a given representation.

3 Failure Modes of Self-Supervised Learning

In this section, we study some properties of the latent space that drive representations to be correctly classified by a down-stream linear classifier. We use SimCLR [Chen et al., 2020a] pre-trained over ImageNet-100 [Russakovsky et al., 2015] as our baseline and train a linear classifier over the learned representations. In Figure 4, we visualize the mean representations of each class in ImageNet-100 (sorted in decreasing order of accuracy). We selectively display the top features (in terms of magnitude) for each of these classes. On the left, we show the mean representations of correctly classified samples in each class while on the right, we show mean representations of misclassifications within each class.

The most compelling observation in Figure 4 is that there is a clear difference between representations of correctly and incorrectly classified examples. Through some visual analysis, we can draw several conclusions about the useful properties of latent representations. First, the representation space is nearly sparse, i.e., most features of each class are close to 0. Since we are observing class-averaged representations, these low-magnitude features can be noisy and they may be activated only for a small percentage of samples within the class [Anonymous, 2022]. Second, correctly classified examples for each class have a select few discriminating features that are highly deviated from the remaining features in the representation space. In most cases, these features are unique to a given class and are not dominant in other classes. Incorrectly classified examples are also sparse, but do not satisfy the latter property. Third, the features that are activated across all samples can be considered as noisy features since they are unlikely to encode any class-specific, useful information. These visual observations imply that we can potentially classify representations in an unsupervised manner (i.e. without requiring label information) by leveraging the structural properties of representations.

To better study the effect of individual features, we visualize gradients of both dominant and noisy features with respect to the inputs (referred to as heatmaps) in Figure 5. In each of the correctly classified images, we observe that the heatmap of the most discriminative feature of that class, captures a relevant and defining characteristic of
the image, therefore is highly correlated with the ground-truth. If we observe the heatmap of the same feature in a mis-classified image, it often highlights noisy and spurious parts of the image. Noisy features (i.e., features that are less significant by magnitude) also show noisy heatmaps which focus on aspects that are uninformative. These observations imply that representations can be riddled with noisy features that often do not contribute to correct classifications. Misclassifications can be attributed to two reasons i.e., missing class-specific dominant features as shown in Figure 1 and dominant features mapping to spurious attributes in images. In the next section we build metrics to quantify and predict these failure modes of self-supervised models. For more visualized heatmaps of other classes with similar observations see Appendix Section A.3.

Figure 5. Scatter plots of correct and incorrect classifications: In these plots, we visualize 3 quality metrics for correctly and incorrectly classified samples. In the first plot, we calculate Z-Score(max(h_i)) and show that correct classifications have a higher value than incorrect classifications. In the second plot, we calculate ∥h_i∥, and show that the L1 norm of incorrectly classified representations is higher than correctly classified representations. Combining both these metrics, in the third plot, we calculate the Q-Score, see (2), showing that Q-Score of correct classifications is higher than incorrect classifications.

4 Self-Supervised Representation Quality Metrics

Building on our observations, in this section, we define quality metrics on the representation space of self-supervised models. Let us consider a SimCLR model with a ResNet [He et al., 2016] base encoder f(·) and an MLP projection head g(·). We define x_i ∈ ℝ^r and ˜x_i ∈ ℝ^r as two transformed views of the i^th sample in a given input dataset containing N samples. The data transformation we apply, is a combination of random crop, random horizontal flip, random color distortion and random Gaussian blur. Similar to SimCLR, we pass the input samples through the base encoder to get self-supervised representations denoted by f(x_i) = h_i ∈ ℝ^l and f(˜x_i) = h_i ∈ ℝ^l where l is the size of the representation space. For contrastive training, we use the output of the projection head g(h_i) = z_i ∈ ℝ^m and g(˜h_i) = ˜z_i ∈ ℝ^m where m is the size of the projection space. The SimCLR optimization for the set of model parameters θ, is as follows,

\[
\max_\theta \frac{1}{2N} \sum_{i=1}^{2N} \exp(sim(z_i, ˜z_i))
\]

where sim(z_i, z_j) = \frac{1}{\sigma} \frac{x_i^T x_j}{||x_i|| \sigma ||z_j||}. Since the representations h_i ∈ ℝ^l are used in downstream classification tasks, we calculate the following quality metrics over this space for each sample:

- **Mean** (μ_i) - This metric calculates the mean of each representation h_i.
- **Standard Deviation** (σ_i) - This metric calculates the standard deviation of each representation h_i.
- **Soft Sparsity** - This metric calculates the % of features in h_i that are < η, where 0 < η ≪ 1.
- **L1 Norm** (∥h_i∥_1) - This metric calculates the L1 norm of each representation, h_i.
- **Z-Score of max(h_i) (\frac{\max(h_i) - μ_i}{σ_i})** - This metric calculates the element-wise maximum of h_i and computes its z-score using μ_i and σ_i.
It is worth noting that calculating these values do not require any labels and only require access to the latent representation of samples. Our objective with these metrics is to understand how effective they are in differentiating between correctly and incorrectly classified representations in an unsupervised manner. To achieve this, we demonstrate ROC (receiver operating characteristic) and precision-recall curves in Figure 4 of each metric computed over representations of state-of-the-art self-supervised models including SimCLR [Chen et al., 2020a], SwaV [Caron et al., 2020], MoCo V2 [Chen et al., 2020b] and BYOL [Grill et al., 2020]. We also tabulate the corresponding AUROC (area under ROC curve) and AUPRC (area under precision-recall curve) scores for each metric in Table 1. We observe that the L1 and Z-Score are consistently reliable metrics across models in identifying correctly from incorrectly classified representations. In Figure 5, we visualize these metrics across 5,000 test samples in ImageNet-100 for a SimCLR encoder. We can observe that representations with a higher value of Z-Score are more likely to be correctly classified. Similarly, representations with a lower value of L1 score are more likely to be correctly classified. Therefore, we conclude that these are useful metrics to measure the quality of latent representations.

Figure 6. Class-wise accuracy of SimCLR with and without Q-Score regularization): We plot the class-wise accuracy of SimCLR in increasing order with SimCLR (Q-Score regularized) accuracy in red on top. We observe that 53 out of 100 classes improve in accuracy with regularization. When grouped into 3 sections, we observe the most improvement (5.86%) in the classes of lowest accuracy.

5 Self-Supervised Q-Score

We use the metrics identified in Section 4 to design our own Self-Supervised Quality Score which we refer to as the Q-Score. The Q-Score for sample $i$ is defined as,

$$Q_i := \frac{\text{Z-Score}(\max(h_i))}{\|h_i\|_1}$$

Intuitively, higher $Q_i$ implies that the representation is sparse with at least one discriminative feature that is highly deviated. In Figure 4 and Table 1, we show that the Q-Score performs well across all self-supervised models in identifying correct and incorrectly classified representations. It combines two favorable properties of representations i.e., sparsity (or feature noise, computed by L1 norm) and highly-deviant features (computed by Z-Score($\max h_i$)). Although Table 1 shows comparable scores while using either one metric, we prepare our metric such that it captures the intuition behind both metrics.

Q-Score can also be used to improve the quality of representations of pre-trained models by using it as a regularization term. For example, we can apply this regularizer to the SimCLR optimization as follows,

$$\max_{\theta} \frac{1}{2N} \sum_{i=1}^{2N} \left[ \frac{\exp(sim(z_i, \tilde{z}_i))}{\sum_{j=1}^{2N} \delta_{j \neq i} \exp(sim(z_i, z_j))} + \lambda_1 1_{Q_i < \alpha}(Q_i) \right]$$

(3)
where, \( \alpha \) is a threshold with which we select the samples whose \( Q \) scores should be maximized and \( \lambda_1 \) is the regularization coefficient. The goal of this regularization is to improve low-quality representations, similar to the ones shown in Figure 1 by maximizing their Q-Score to prevent them from being misclassified in downstream tasks.

In practice, however, directly applying this regularization leads to a trivial solution where a small set of features gets activated for all samples as shown in Figure A.1. This is not a favorable situation because these representations become harder to classify accurately and more importantly, the discriminative features are no longer informative because they are activated for all samples. Such features have significantly large L1 norms across samples compared to the remaining features. Therefore, in our revised optimization, we penalize features that have large L1 norms across samples. Let us denote all representations in our dataset by \( H \in \mathbb{R}^{2N \times l} \) where \( \|H_{*,k}\|_1 \) represents the L1 norm of the \( k \)th column (corresponding to the \( k \)th feature). Our regularized objective would then be,

\[
\max_{\theta} \frac{1}{2N} \sum_{i=1}^{2N} \left[ \frac{\exp(sim(z_i, \tilde{z}_i))}{\sum_{j=1}^{2N} \mathbb{1}_{j \neq i} \exp(sim(z_i, z_j))} + \lambda_1 \mathbb{1}_{Q_i < \alpha}(Q_i) \right] - \lambda_2 \sum_{k=1}^{l} \mathbb{1}_{\|H_{*,k}\|_1 > \beta}(\|H_{*,k}\|_1)
\]

(4)

where the threshold \( \beta \) helps us select the uninformative features whose L1 norms should be minimized.

6 Results

6.1 Experimental Setup

Our setup consists of a SimCLR encoder \((f(\cdot))\) and projection head \((g(\cdot))\) pre-trained on ImageNet-100. We use 224x224 images, batch size of 128 and \( \tau = 0.2 \). We optimize our loss using LARS [You et al., 2017], with a learning rate of 0.01 and warmup-anneal scheduling. We train the regularized encoder until both the SimCLR loss and the regularizer loss converge, therefore, the number of iterations depends on the selection of \( \lambda_1 \) and \( \lambda_2 \) which are selected empirically. The higher the regularizer weights, the longer the encoder takes to converge. We get the best result with \( \lambda_1 = 0.1, \lambda_2 = 0.1 \) trained for 30,000 iterations.

6.2 Q-Score Regularization

6.2.1 Accuracy

We perform Q-Score regularization as discussed in Section 5 on ImageNet-100 pre-trained SimCLR. As shown in Table 2, we observe a 3.26% relative improvement in accuracy. If we plot the class-wise accuracy as shown in Figure 6.
Figure 8. Heatmaps of significant and noisy features of SimCLR (Q-Score Regularized): We observe the heatmaps of significant and noisy features of 4 classes with Q-score regularized SimCLR. We observe that significant features thoroughly capture meaningful attributes of each image. The noisy features (unlike Figure 3), do not highlight images in most cases indicating that the regularization reduces noise in the representation space, thereby improving model interpretability.

Table 2. Comparing Accuracy and Q-Score between SimCLR and SimCLR (Q-Score Regularized): We observe that the test accuracy of ImageNet-100 shows a 3.26% relative improvement with Q-Score regularization. The AUROC and AUPRC of Q-Score in differentiating between correct and incorrect classifications drops, indicating that the regularization is effective in improving Q-Score of bad-quality samples.

| Metric       | SimCLR (Baseline) | SimCLR (Q-Score Regularized) |
|--------------|-------------------|-------------------------------|
| Accuracy     | 71.71             | 74.05                         |
| Q-Score (AUROC) | 0.74             | 0.70                         |
| Q-Score (AUPRC) | 0.90             | 0.86                         |

we can see improvements for most classes. Among the previously lower performing classes, we observe the highest overall improvement of almost 6%. In some classes, however, we under-perform compared to the baseline. Most of these classes are of animal super-classes such as dog breeds, reptiles, primates etc. ImageNet-100 contains several such classes which share a lot of common features in the representation space and often tend to be misclassified. The Q-Score regularization, amplifies, features that are already dominant. Due to this, samples that are ambiguous and borderline between classes, can get misclassified. Applying Q-score regularization earlier during training, can prevent the effect of spurious dominant features.

6.2.2 Latent Representation

In Figure 2, we visualize the latent representations after Q-score regularization similar to Figure 1. Among the correct classifications, we observe that the dominant features are more deviated from the remaining features compared to the baseline in Figure 1. The misclassified samples in the regularized model also obey the favorable properties we have identified (which is not true in Figure 1), i.e., their representations are sparse and contain highly deviant features that are class-specific and informative. These results indicate that the Q-Score regularization is effective in improving the quality of all representations.
In Figure 7, we visualize the class-averaged representations (combining correct and incorrect classifications), sorting each class-average representation by magnitude of its features in descending order. On the vertical axis we also sort the classes based on their accuracy. In the baseline, we observe 1-2 discriminative features for several classes. However, not all classes, especially the ones of lower accuracy, contain such features. With Q-Score regularization, we improve the score of each sample leading to clearly visible discriminative features for even classes that show low performance. Note that the scales are different for both the heatmaps, meaning that feature magnitudes are much higher after regularization.

In Table 2, we also tabulate the AUROC and AUPRC of how effective Q-Score is in differentiating between correctly and incorrectly classified samples. We observe a drop in both the metrics, implying that the regularization works. The Q-Score regularization, improves the quality of wrongly classified samples, therefore, making it harder to distinguish between correct and incorrect classifications in an unsupervised manner.

6.2.3 Interpretability

We observed in Figure 1 that representations are nearly sparse, i.e., most features are close to zero. These features are noisy and do not generally contribute to an informative attribute in the sample. We confirm this in Figure 3 where noisy features show spurious and irrelevant heatmaps in images. In Figure 9, we plot the actual sparsity (% of zeros) of each of the representations of the baseline model and the Q-score regularized model. We observe that the average sparsity increases from 35% to 52%.

With latent representations being more sparse, we reduce a lot of feature noise. In Figure 8, we visualize heatmaps of several samples of 4 classes in the Q-Score regularized model. The discriminative features of each class activate relevant attributes for each example. However, the noisy features (features that are close to 0), do not get activated for the majority of the examples. This shows that applying Q-score regularization over representations to improve sparsity, reduces noisy features to a large extent, making representations more interpretable.

7 Conclusion

In this paper, we studied failure modes of self-supervised models in downstream classification tasks and discovered significant differences in feature representations between correctly and incorrectly classified samples. Building on these observations, we defined quality metrics, including Self-Supervised Quality Score (Q-Score) that are effective in determining how likely samples are to be correctly or incorrectly classified. Our proposed score can be computed per sample in an unsupervised manner (without the label information). Thus, it can be used to identify class-specific patterns in the representation space of self-supervised models associated with their failure modes. Moreover, we can also identify low-quality representations that are likely to be misclassified. With the help of Q-Score regularization, we remedied these low-quality samples by improving their Q-Scores, thereby, improving the overall accuracy of the model. We also observed that regularization improves model interpretability by reducing feature noise and improving discriminative feature correlations with the ground truth.
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A Appendix

A.1 Q-Score Regularization Without Feature Regularization

In Section 5, we discuss that Q-Score regularization cannot be directly applied since it can lead to trivial solutions. In Figure A.1, we visualize an example of such a trivial solution. To prevent such unfavorable situations, we perform L1 norm regularization on features (columns) as well.

![Figure A.1. Trivial features with Q-Score Regularization](image_url)

*Figure A.1. Trivial features with Q-Score Regularization:* In this heatmap, we show that Q-Score regularization can lead to a trivial solution without applying L1 norms across features (columns).

A.2 Class-wise Accuracy

In Figure A.2, we visualize the accuracy change in each class from the SimCLR baseline to Q-Score regularized SimCLR. We observe that 53 out of 100 classes show improvement in accuracy. The drops are seen in mostly animal classes, especially dog breeds, which are harder to classify.

![Figure A.2. Change in accuracy from SimCLR to SimCLR (Q-Score Regularized)](image_url)

*Figure A.2. Change in accuracy from SimCLR to SimCLR (Q-Score Regularized):* We plot the difference between accuracy of SimCLR (Q-Score Regularized) and SimCLR in different classes. We observe that we improve the accuracy in 53 out of 100 classes with regularization.

A.3 More Gradient Heatmaps of SimCLR

In Figures A.3, A.4, A.5 and A.6, we plot more heatmaps of discriminative and noisy features of SimCLR. We observe that, in correctly classified samples, discriminative features are highly correlated with the ground truth, whereas, in misclassifications, they are irrelevant. We also plot noisy features, to show that they map to spurious portions that do not contribute to useful information.
Figure A.3. **Heatmaps of Discriminative and Noisy Features of SimCLR (Class - Ski Mask):** We plot the gradient heat maps of the most discriminative feature (by magnitude) of the given class and a noisy feature of the same class. We observe that discriminative features are more correlated with ground truth labels in correct classifications but are not correlated in misclassifications. Noisy features map to spurious portions of the images.
Figure A.4. Heatmaps of Discriminative and Noisy Features of SimCLR (Class - Park Bench): We plot the gradient heat maps of the most discriminative feature (by magnitude) of the given class and a noisy feature of the same class. We observe that discriminative features are more correlated with ground truth labels in correct classifications but are not correlated in misclassifications. Noisy features map to spurious portions of the images.
Figure A.5: Heatmaps of Discriminative and Noisy Features of SimCLR (Class - Head Cabbage): We plot the gradient heat maps of the most discriminative feature (by magnitude) of the given class and a noisy feature of the same class. We observe that discriminative features are more correlated with ground truth labels in correct classifications but are not correlated in misclassifications. Noisy features map to spurious portions of the images.
Figure A.6. Heatmaps of Discriminative and Noisy Features of SimCLR (Class - Dutch Oven): We plot the gradient heat maps of the most discriminative feature (by magnitude) of the given class and a noisy feature of the same class. We observe that discriminative features are more correlated with ground truth labels of correct classifications but are not correlated in misclassifications. Noisy features map to spurious portions of the images.