A CLOSED FORMULA FOR THE EVALUATION OF $\mathfrak{sl}_N$-FOAMS
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ABSTRACT. We give a purely combinatorial formula for evaluating closed decorated foams. Our evaluation gives an integral polynomial and is directly connected to an integral equivariant version of the $\mathfrak{sl}_N$ link homology categorifying the $\mathfrak{sl}_N$ link polynomial. We also provide connections to the equivariant cohomology rings of partial flag manifolds.
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1. INTRODUCTION

1.1. Background. Categorification in knot theory developed rapidly over the last fifteen years. The Khovanov homology [Kho00] and the knot Heegaard–Floer homology [Ras03, OS04b] are probably the most popular examples of categorifications of knot invariants. The first categorifies the Jones polynomial, the last categorifies the Alexander polynomial.

On the one hand, the strength of the Alexander polynomial and the knot Heegaard–Floer homology relies in the geometric and topological nature of their definition. This allows to extract information about the genus [OS04a], the slice genus [OS03] or the fiberedness [Ghi08, Ni07] of knots.

On the other hand, the power of the Jones polynomial and the Khovanov homology comes from their very simple pictorial definitions (through the Kauffman bracket and the so-called hypercube of resolution, see [BN05]). Among the greatest achievements of the theory, let us mention Rasmussen’s purely combinatorial proof the Milnor’s conjecture on the slice genus of torus knots [Ras10].
The vitality of the subject comes from the interplay between those two sides: the Khovanov homology and the Heegaard–Floer theories are related through spectral sequences [OS05]. A very similar spectral sequence relates the Khovanov homology and the singular instanton homology of knots. This yields a proof that the Khovanov homology detects the unknot [KM11].

The Jones polynomial can be seen as a prototype of the Reshetikhin–Turaev construction [RT90] producing link invariants from representations of quantum groups. This procedure has been categorified in full generality by Webster [Web12]. From this perspective, the Jones polynomial corresponds to the the standard representation of quantum $\mathfrak{sl}_2$.

The Alexander polynomial also has a quantum flavor as explained by Kauffman and Saleur [KS91] and Viro [Vir06]. It fits as well naturally in the framework of non-semisimple invariants as developed by Geer, Patureau–Mirand and their collaborators [GPMT09, GPM10], but this has not been categorified yet.

The Jones polynomial and the Alexander polynomial can be seen as a specialization of the HOMFLYPT polynomial. Even if its quantum nature is not completely clear, the HOMFLYPT polynomial has been categorified by Khovanov and Rozansky [KR08b]. Their construction is called the triply graded homology and uses matrix factorizations. This homology theory is a focal point of attention since it is at the crossroads of different areas in mathematics: algebraic geometry [OS12], representation theory [GORS14], mathematical physics [AS15].

Even if Rasmussen and Wedrich [Ras15, Wed16] proved that it can be related to the Khovanov homology through a spectral sequence, the triply graded homology fails to have a pictorial definition. One can define the triply graded homology using Soergel bimodules and Hochschild homology [WW08, Rou06]. However the geometrical aspects of this definition are quite far from topological geometry and from symplectic geometry used to define the knot Floer homology. Actually constructing a spectral sequence from the triply graded homology to the knot Floer homology is a challenging open problem, see for example [Gil16].

Some natural intermediate steps between the Khovanov homology and the triply graded homology are the so-called $\mathfrak{sl}_N$-homologies. They categorify the $\mathfrak{sl}_N$-polynomials, other specializations of the HOMFLYPT polynomial [KR08a]. These theories present many features of the triply graded homology since they have various interesting definitions through different areas of mathematics: algebraic geometry [CK08a, CK08b], Lie theory [MS09, Sus07], symplectic geometry [Man07, SS06] categorized quantum groups [QR16], mathematical physics [GSV05]...

Some of the previous constructions categorify as an intermediate step the intertwiners between the exterior powers of the natural representation of quantum $\mathfrak{sl}_N$. This feature can be thought of as a categorification of the so-called MOY-calculus [MOY98]. It allows to consider all the colored $\mathfrak{sl}_N$ link polynomials at once and gives a natural framework for their categorifications. This has been done by Wu [Wu14] and Yonezawa [Yon11] using matrix factorizations. Another approach is due to Queffelec and Rose [QR16] (see also [LQR15]). It uses a categorical version of the skew Howe duality given by Cautis, Kamnitzer and Morrison [CKM14] in order to describe the category of representations of quantum $\mathfrak{sl}_N$.

None of the previous definitions has the simple, diagrammatic, computation-friendly features of the Khovanov homology as promoted by Bar-Natan [BN05]. The case $N = 3$ remains peculiar since the categorification given by Khovanov [Kho04] has these features. It is based on the graphical calculus for $\mathfrak{sl}_3$-webs introduced by Kuperberg [Kup96] and introduces cobordisms between webs, called foams. Lewark and Lobb [LL16, Lew13] derived from this construction striking results about the slice genus of knots.

Among all the previous construction of the $\mathfrak{sl}_N$ homologies, some of them are already of combinatorial nature. The approach of Mackaay, Stošić and Vaz [MSV09] is very close in spirit to the one of Khovanov for $\mathfrak{sl}_2$ and $\mathfrak{sl}_3$. However they need to use Kapustin–Li formula to evaluate closed foams [KL03]. This formula relies heavily on matrix factorizations and is barely useful in practice.
A CLOSED FORMULA FOR THE EVALUATION OF $\mathfrak{sl}_N$-FOAMS

The aim of the paper is to give a purely combinatorial evaluation of closed $\mathfrak{sl}_N$-foams\(^1\). This provides a replacement to the Kapustin–Li formula and yields the $\mathfrak{sl}_N$ link homologies in a purely TQFT-way (and their colored and equivariant integral versions). This gives a categorification of the MOY calculus by using a universal construction à la [BHMV95]. Its self-contained and combinatorial nature permits to perform reverse-engineering and provides applications in computations in the cohomology rings of partial flag manifolds.

1.2. Summary of the results.

1.2.1. Main result. The two main topological characters of this papers will be webs and foams.

A web is a planar trivalent oriented graph whose edges are labeled by positive integers (circles are also allowed). The orientation is such that none of the vertices is a source or a sink, and the labels around each vertex is such that the sum of the integers of the edges abutting the vertex is equal to the sum of the integers of the edges leaving the vertex, see all around the paper for examples. As mentioned earlier they can be thought of as describing the intertwiners between exterior powers of the natural representation of quantum $\mathfrak{sl}_n$. Hence, we will consider formal linear combinations of graphs in a skein-theoretical fashion which will express relations between intertwiners. All the relations we use are pictured in Definition 3.2 and are called MOY relations. We also called the webs we are using MOY graphs (see Definition 3.1). It is now known by work of Cautis–Kamnitzer–Morrison [CKM14] that these relations describe completely the category of representations of quantum $\mathfrak{sl}_n$ generated monoidally by the exteriors powers of the natural representation.

Foams are the natural two dimensional analogs of webs and as such a prototype is obtained by taking a web times an interval or a circle. This reveals two things that will be used thought the paper. First, foams can be thought of as cobordisms between webs and altogether they form a cobordism category. Second, closed foams play a particular role. We can already see that foams have facets labeled by integers, and one dimensional oriented singular locus, locally looking as the trivalent vertex times an interval. Moreover, there are conditions on the orientations and the labels of the facets around the singular locus which are inherited from the one around the trivalent vertex on webs. In addition we consider more general foams by allowing closed surfaces (and connected sums of facets with closed surfaces) and singular vertices looking like the cone on the 1-skeleton of a tetrahedron (see Section 2 for a more detailed definition). Our foams need not to be embedded in the three-dimensional space but we need a cyclic ordering of the facets surrounding the singular locus (if the foam is embedded the cyclic ordering is given by the left-hand rule).

The main characters from the algebraic and combinatorial point of views are Schur polynomials and we point to Appendix A for an account of what will be useful to us.

In addition to labels, the facets have two more enhancements: a coloring and (eventually) a decoration. For this fix a integer $N$ and a set of variables $X \overset{\text{def}}{=} (X_1, X_2, \ldots, X_N)$. For a facet labeled $k \leq N$ choose a subset of $k$ elements in $X$. A coloring of a foam is such a choice for each facet such that, around each singular edge, one of the subset is the disjoint union of the two others. A decoration of a facet labeled $k$ is a choice of a symmetric polynomial in $k$ variables. We call such foam decorated.

Now from a colored foam $F(c)$, choose a variable $X_i$ appearing in the coloring and consider the union of the facet where the variable $X_i$ appears. It turns out to be a closed oriented surface and it is denoted $F_i(c)$ and is called the monochrome surface. Moreover given two distinct variables denote

\(^1\)Let us mention here that, strictly speaking, we are working with $\mathfrak{gl}_N$-foams but we preferred to stick to the $\mathfrak{sl}_N$ notation and formulation to match the one for the link polynomials and the link homologies. See [EST16] for a more detailed discussion on this subject.
$F_{ij}(c)$ the symmetric difference of the surfaces $F_i(c)$ and $F_j(c)$. The surface $F_{ij}(c)$ is a well closed and oriented and is called a bichrome surface. In addition there are preferred oriented simple closed curves drawn on $F_{ij}(c)$ which separate regions where the variable $X_i$ appears from the one where the variable $X_j$ appears.

We have now roughly defined all the ingredients of our formula and we can state our main theorem.

**Theorem.** (1) There exists a closed combinatorial evaluation $F \mapsto \langle F \rangle_N \in \mathbb{Z}[X_1, \ldots, X_N]^{\mathbb{G}_N}$ which satisfies local relations which categorify the MOY relations.

(2) Moreover, given a closed decorated foam $F$ the evaluation $\langle F \rangle_N$ can be expressed as a state sum formula:

$$\langle F \rangle_N = \sum_c \langle F, c \rangle_N,$$

where the value $\langle F, c \rangle_N$ only depends on the Euler characteristics of the monochrome surfaces and of the bichrome surfaces, on the decoration and on the orientations of the preferred simple closed curves in the bichrome surfaces.

The variables $X_i$ can be thought of as a set of simple $\mathfrak{gl}_N$-roots. With this point of view, the importance of the bichrome surfaces comes from their correspondence with the positive $\mathfrak{sl}_N$-roots.

The local relations satisfied by the formula can be found for instance in Proposition 3.32 and Proposition 3.13. The Proposition 3.13 is the heart of the above theorem and corresponds to a categorified version of relation (7) of Definition 3.2. It is its proof that requires the full strength of the computations in Appendix A.

Let us also mention that the previous state-sum formula on colorings naturally generalizes the one of Murakami–Ohtsuki–Yamada for the graph polynomial [MOY98], as one can immediately see by looking to foams which are the product of a circle and a closed web.

This formula has a certain numbers of advantages that we outline. Maybe the first one is that it allows to give a clean definition of the relevant quotient of the foam cobordism category necessary for constructing link homology theories. This was the original motivation for Mackaay–Stošić–Vaz to consider the Kasputin–Li formula in the non-colored case.

1.2.2. **Cohomology of partial flag varieties and other applications.** First, mention that the above theorem answers completely a problem suggested by Wedrich and Rose [RW16] which was to give a complete foam version of the equivariant theory considered by Krasner [Kra10] and generalized by Wu [Wu15].

Second, its integral and equivariant nature allows to recover all the previously known versions of the categorification of the MOY calculus. Comparison with the other versions follows essentially by the work of Queffelec–Rose [QR16] who gave a complete set of local relations that are enough to evaluate closed foams recursively and our formula satisfies all these relations, see Section 4 for a more detailed account.

Third, one can start from our formula to obtain an integral version of the colored equivariant $\mathfrak{sl}_N$ link homology and construct the $\mathfrak{sl}_N$-web algebra [Mac14]. All these constructions are straightforward due the TQFT nature of our construction and formula. For instance the invariance of the colored equivariant $\mathfrak{sl}_N$ link homology will follow from the local relations that our formula satisfies. In a same vein one can directly use our formula to reconstruct the 2-functor of Queffelec–Rose [QR16] by a now
standard procedure first described by Khovanov [Kho02] in the $\mathfrak{sl}_2$ case.

Fourth, we hope our formula will allow concrete computations of $\mathfrak{sl}_N$-concordance invariant in the same fashion that Lewark did for the $N = 3$ case [Lew13].

All the previous applications are very interesting but stay in the area of link homology and categorification. We finish by consequences of different nature that we would like to emphasize.

As we mentioned before, the closed formula together with the universal construction allows to construct a trivalent TQFT. This means that it associates with any web $\Gamma$ a graded vector space $V(\Gamma)$ and with any foam a linear map. It is well-known that if a web $\Gamma$ has a symmetry axis then the (graded) vector space $V(\Gamma)$ carries naturally a structure of a Frobenius algebra. As a byproduct we obtain infinitely many explicit Frobenius algebras for which we can explicitly compute the structure constants.

**Theorem.** For any web $\Gamma$ with a symmetry axis, the graded vector space $V(\Gamma)$ is a Frobenius algebra, whose structure constants can be computed explicitly.

If $\Gamma$ is a circle labeled $k$ then $V(\Gamma)$ is isomorphic to the cohomology of the Grassmannian of $k$ planes in $\mathbb{C}^N$ and if $\Gamma$ is a generalized theta graph (see Section 4.2) then $V(\Gamma)$ is isomorphic to the cohomology of a partial flag manifold.

Cohomology of Grassmannians and partial flag manifolds have been guidelines in the history of the categorification of the $\mathfrak{sl}_N$-knot invariant see [KR08a], [Kho04], [LZ14] or [QR16]. Here we make the correspondence completely explicit and use it to give for instance a closed formula for the Littlewood–Richardson coefficients (see Corollary 4.16):

**Corollary.** Let $\alpha$, $\beta$ and $\lambda$ be three Young diagrams such that $|\alpha| + |\beta| = |\lambda|$. Choose two non-negative integers a and $b$ such that $\alpha$, $\beta$ and $\lambda$ are in $T(b, a)$, then the Littlewood–Richardson coefficient $c^\lambda_{\alpha\beta}$ and can be computed via:

$$c^\lambda_{\alpha\beta} = (-1)^{\bar{\lambda} + N(N+1)/2} \sum_{A \sqcup B = \{X_1, \ldots, X_N\}} (-1)^{|B| - |A|} \frac{a_\alpha(A)a_\beta(A)a_\lambda(B)}{\Delta(X_1, \ldots, X_N)}.$$  

where $N = a + b$.

All the necessary definitions of the polynomials are given in Appendix A. Note that this formula can derived from the Atiyah–Bott–Berline–Vergne integration formula (see for example [And12, Theorem 2.10 and Section 3.6]).

Let us also mention that in [LZ14], Lobb and Zentner explored the connections between the MOY calculus and the cohomology of certain moduli associated with MOY graphs. They proved that the Euler characteristic of their moduli is equal to the $\mathfrak{sl}_N$ polynomial evaluated at $-1$. They noticed in addition that the cohomology of their moduli can not be equal to the vector space associated with this MOY graph by the $\mathfrak{sl}_N$-homology. We plan to investigate further similar questions in light of the results of this paper.

We finish by coming back to the physical origin of the Kasputin–Li formula [KL03]. Kasputin and Li were using matrix factorizations to understand $D$-branes on Calabi–Yau models. It would be great
to understand their work as well as the beautiful work of Vaintrob and Polishchuk [PV12] through
the prism of our formula.

1.3. Outline of the paper. Aside the introduction, the paper is divided in three sections and two appendices.

In Section 2 we introduce closed $\mathfrak{sl}_N$-foams and define a $\mathbb{Z}[X_1, \ldots, X_N]^{S_N}$-valued evaluation of these foams. For this purpose we introduce colorings of $\mathfrak{sl}_N$-foams and define a $\mathbb{Q}(X_1, \ldots, X_N)$-evaluation of colored foams. In Section 2.1, we discuss the behavior of this colored evaluation under some semi-local moves of the colorings. In Section 2.2, we prove that the evaluation of an uncolored foam is a symmetric polynomial. Finally in Section 2.3, we relate this evaluation to different normalization of the evaluation of $\mathfrak{sl}_2$-foams and discuss how it can be extended to some generalized $\mathfrak{sl}_N$-foams.

In Section 3, we prove that after applying a universal construction, the foam evaluation extends to a trivalent TQFT functor $\mathcal{F}$ from the category of $(\mathfrak{sl}_N$-MOY-graphs, $\mathfrak{sl}_N$-foams) to the category of finitely generated projective $\mathbb{Z}[X_1, \ldots, X_N]^2$-modules. In Section 3.1, we recall some results on the MOY-calculus, while in Section 3.3, we prove Theorem 3.30 stating that $\mathcal{F}$ categorifies the MOY-calculus. The proof is basically based on some careful computations (some detailed tables are given in Appendix B) and on some identities on Schur polynomials given in Appendix A.

In Section 4, we relate our work with some other results and discuss some applications. In Section 4.1, we investigate the specializations of the functor $\mathcal{F}$ when the variables $X_i$ take complex values. First, we state that when setting all variables to 0, we recover the functor defined by Queffelec–Rose in [QR16]. Then, we explain that other “deformations” decompose in a way detailed by Rose–Wedrich in [RW16]. Finally we emphasize that the computations of [QR16] applied to the functor $\mathcal{F}$ yields an equivariant $\mathfrak{sl}_N$-homology for links. In Section 4.2, we prove that the image of any $\mathfrak{sl}_N$-web with a symmetry axis is naturally endowed with a structure of a Frobenius algebra. We observe that the ring associated with some special $\mathfrak{sl}_N$-MOY-graph is isomorphic to the cohomology rings of some flag varieties. We give a few results which enable handy computations in these rings. In Section 4.3, we give a non-exhaustive list of questions or problems which can be either tackled or developed using the results presented in this paper.

Appendix A, is devoted to the proof of two identities on Schur polynomials. We intend to be more or less self-contained.

1.4. Acknowledgments. L.-H. R. thanks, Ehud Meir, Tobias Ohrmann and Ingo Runkel for interesting discussions and the Pony Bar for its nice working atmosphere. L.-H. R. and E. W. wishes to thank Mikhail Khovanov and Allen Knutson for their enlightening suggestions and Hoel Queffelec, Daniel Tubbenhauer and Paul Wedrich for very careful readings of a preliminary version.

2. Evaluation of closed $\mathfrak{sl}_N$-foams

2.1. Of foams and colors. In this section $N$ is a fixed positive integer.

Definition 2.1. An $\mathfrak{sl}_N$-foam (or simply foam) $F$ is a collection of facets $\mathcal{F}(F) = (\Sigma_i)_{i \in I}$, that is a collection of oriented connected surfaces with boundary, together with the following data:

- A labeling $l$: $(\Sigma_i)_{i \in I} \rightarrow \{0, \ldots, N\}$,
- A “gluing recipe” of the facets along their boundaries such that when glued together using the recipe we have the three possible local models:

We use the ring $\mathbb{Z}[X_1, \ldots, X_N]$ to compare with the $T$-equivariant cohomology rings in Section 4 but we could have also used the ring $\mathbb{Z}[X_1, \ldots, X_N]^{S_N}$ and compared with $GL_n$-equivariant cohomology rings.
The letter appearing on a facet indicates the label of this facet. That is we have: facets, bindings (which are compact oriented 1-manifolds) and singular points. Each binding carries:

- an orientation which agrees with the orientations of the facets with labels $a$ and $b$ and disagrees with the orientation of the facet with label $a + b$.

- a cyclic ordering of the three facets around it. When a foam is embedded in $\mathbb{R}^3$, we require this cyclic ordering to agree with the left-hand rule\textsuperscript{3} with respect to its orientation (the dotted circle in the middle indicates that the orientation of the binding points to the reader, a crossed circle indicate the other orientation see figure 2):

The cyclic orderings of the different bindings adjacent to a singular point should be compatible. This means that a neighborhood of the singular point is embeddable in $\mathbb{R}^3$ in a way that respects the left-hand rule for the four binding adjacent to this singular point.

**Remark 2.2.** Let us explain shortly what is meant by “gluing recipe”. The boundaries of the facets forms a collection of circles. We denote it by $\mathcal{S}$. The gluing recipe consists of:

- For a subset $\mathcal{S}'$ of $\mathcal{S}$, a subdivision of each circle of $\mathcal{S}'$ into a finite number of closed intervals. This gives us a collection $\mathcal{I}$ of closed intervals.

- Partitions of $\mathcal{I} \cup (\mathcal{S} \setminus \mathcal{S}')$ into subsets of three elements. For every subset $(Y_1, Y_2, Y_3)$ of this partition, three diffeomorphisms $\phi_1 : Y_2 \to Y_3$, $\phi_2 : Y_3 \to Y_1$, $\phi_3 : Y_1 \to Y_2$ such that $\phi_3 \circ \phi_2 \circ \phi_1 = \text{id}_{Y_2}$.

A foam is obtained by gluing the facets along the diffeomorphisms, provided that the conditions given in the previous definition are fulfilled.

**Figure 1.** Example of a foam. If $N = 6$ it has degree $-26$. The cyclic ordering on the central binding is $(5, 2, 3)$.

**Definition 2.3.** We define the degree $d_N$ of a foam $F$ as the sum of the following contributions:

- For each facets $f$ with label $a$, set $d(f) = a(N - a)\chi(f)$, where $\chi(f)$ stands for the Euler characteristic of $f$;

\textsuperscript{3}This agrees with Khovanov’s convention [Kho04].
• For each interval binding \(i\) (i.e., not circle-like binding) surrounded by three facets with labels \(a, b\) and \(a + b\), set \(d(b) = ab + (a + b)(N - a - b)\);
• For each singular point \(p\) surrounded with facets with labels \(a, b, c, a + b, b + c, a + b + c\), set \(d(p) = ab + bc + cd + da + ac + bd\) with \(d = N - a - b - c\);
• Finally set

\[
d_N(F) = - \sum_{\text{facet}} d(f) + \sum_{\text{interval binding}} d(i) - \sum_{\text{p singular point}} d(p).
\]

The degree can be thought of as an analogue of the Euler characteristic.

**Definition 2.4.** A pigment is an element of \(\mathbb{P} = \{1, \ldots, N\}\). If \(A\) is a subset of \(\mathbb{P}\), \(\overline{A}\) denotes \(\mathbb{P} \setminus A\). The set \(\mathbb{P}\) is endowed with the canonical order.

A coloring of a foam \(F\) is a map \(c: \mathcal{F}(F) \to \mathcal{P}(\mathbb{P})\), such that:

• For each facet \(f\), the number of elements \#\(c(f)\) of \(c(f)\) is equal to \(l(f)\).
• For each binding joining a facet \(f_1\) with label \(a\), a facet \(f_2\) with label \(b\), and a facet \(f_3\) with label \(a + b\), we have \(c(f_1) \cup c(f_2) = c(f_3)\). This condition is called the flow condition.

A colored foam is a foam together with a coloring.

A facet labeled \(0\) is colored by the empty set. A careful inspection of how colorings are around bindings and singular points gives the following lemma:

**Lemma 2.5.**

1. If \((F, c)\) is a colored foam and \(i\) is an element of \(\mathbb{P}\), the union (with the identification coming from the gluing procedure) of all the facets which contain the pigment \(i\) in their colors is a surface. It is called the monochrome surface of \((F, c)\) associated with \(i\) and it is denoted \(F_i(c)\). The restriction we imposed on the orientations of facets ensures that \(F_i(c)\) is oriented.

2. If \((F, c)\) is a colored foam and \(i\) and \(j\) are two distinct elements of \(\mathbb{P}\), the union (with the identification coming from the gluing procedure) of all the facets which contain \(i\) or \(j\) but not both in their colors is a surface. It is called the bichrome surface of \((F, c)\) associated with \(i, j\). It is the symmetric difference of \(F_i(c)\) and \(F_j(c)\) and it is denoted \(F_{ij}(c)\). The restriction we imposed on the orientations of facets ensures that \(F_{ij}(c)\) can be oriented by taking the orientation of the facets containing \(i\) and the reverse orientation on the facets containing \(j\).

3. In the same situation, we may suppose \(i < j\). We consider a binding joining the facets \(f_1, f_2\) and \(f_3\). Suppose that \(i\) is in \(c(f_1)\), \(j\) is in \(c(f_2)\) and \(\{i, j\}\) is in \(c(f_3)\). We say that the binding is positive with respect to \((i, j)\) if the cyclic order on the binding is \((f_1, f_2, f_3)\) and negative with respect to \((i, j)\) otherwise. The set \(F_i(c) \cap F_j(c) \cap F_{ij}(c)\) is a collection of disjoint circles. Each of these circles is a union of bindings, for every circle the bindings are either all positive or all negative with respect to \((i, j)\).

Please note that the previous lemma contains the definition of monochrome and bichrome surfaces. It yields a definition of positive and negative circles:

**Definition 2.6.** Let \((F, c)\) be a colored foam and \(i < j\) be two pigments. A circle in \(F_i(c) \cap F_j(c) \cap F_{ij}(c)\) is positive (resp. negative) with respect to \((i, j)\) if it consists of positive (resp. negative) bindings. We denote by \(\theta_{ij}^+(c)_F\) (resp. \(\theta_{ij}^-(c)_F\)) or simply \(\theta_{ij}^+(c)\) (resp. \(\theta_{ij}^-(c)\)) the number of positive (resp. negative) circles with respect to \((i, j)\). We set \(\theta_{ij}(c) = \theta_{ij}^+(c) + \theta_{ij}^-(c)\). See Figure 2 for a pictorial definition.

We now inspect the relationships between the different notions which have been introduced in Lemma 2.5 and see how they behave when changing the coloring of a given foam. It will not be always possible to write proper identities, and we will use the symbol \(\equiv\) to mean equality modulo 2.

**Lemma 2.7.** Let \((F, c)\) be a colored foam and \(i\) and \(j\) two distinct elements of \(\mathbb{P}\). We have:

\[
\chi(F_{ij}(c)) = \chi(F_i(c)) + \chi(F_j(c)) - 2\chi(F_{ij}^c(c))
\]
Lemma 2.9. Let $F$ be a foam and $c$ and $c'$ be two colorings of $F$ related by a Kempe move relative to $1$ and $2$. If $k \geq 3$ then we have

$$\theta_{1k}^{\pm}(F,c) + \theta_{2k}^{\pm}(F,c) \equiv \theta_{1k}^{\pm}(F,c') + \theta_{2k}^{\pm}(F,c').$$

Proof. Let $\Sigma$ be the surface along which the Kempe move relates $c$ and $c'$. We can distinguish three kinds of positive circles of type $(1,k)$ (resp. $(2,k)$) in $(F,c)$ (resp. $(F,c')$):

- The ones disjoint from $\Sigma$, we denote by $\theta_{1k}^{\pm}(F,c)$ (resp. $\theta_{2k}^{\pm}(F,c)$, $\theta_{1k}^{\pm}(F,c')$, $\theta_{2k}^{\pm}(F,c')$) the number of such circles;
- The ones included in $\Sigma$, we denote by $\theta_{1k}^{\pm}(F,c)$ (resp. $\theta_{2k}^{\pm}(F,c)$, $\theta_{1k}^{\pm}(F,c')$, $\theta_{2k}^{\pm}(F,c')$) the number of such circles;
- The other ones (which we call the mixed circles), we denote by $\theta_{1k}^{m+}(F,c)$ (resp. $\theta_{2k}^{m+}(F,c)$, $\theta_{1k}^{m+}(F,c')$, $\theta_{2k}^{m+}(F,c')$) the number of such circles.

Since $1 < k$ and $2 < k$, we have:

$$\theta_{1k}^{\pm}(F,c) = \theta_{1k}^{\pm}(F,c'),\quad \theta_{2k}^{\pm}(F,c) = \theta_{2k}^{\pm}(F,c').$$

Hence we only need to prove

$$\theta_{1k}^{m+}(F,c) + \theta_{2k}^{m+}(F,c) \equiv \theta_{1k}^{m+}(F,c') + \theta_{2k}^{m+}(F,c').$$

Let us consider a mixed circle of type $(1,k)$ in $(F,c)$. It is a union of arcs in $\Sigma$ and of arcs disjoint from $\Sigma$. Let us consider an end of an arc of type $(1,k)$ in $\Sigma$. It has to be a singular point, moreover, if at this singular point the color 2 is not involved, then all the bindings adjacent to this singular point are in $\Sigma$.

There are essentially two different singular points (see Figure 3) on $\Sigma$ where both colors 1 and 2 are involved, but for only one of them, there is an adjacent binding which is not in $\Sigma$. A careful inspection
of the situation shows that a singular point in $\Sigma$ is the end of an arc of type $(1, k)$ if and only if it is an end of an arc of type $(2, k)$, and the only binding going out of $\Sigma$ at this singular points is part of a positive circle of type $(1, k)$ and of a positive circle of type $(2, k)$ in $(F, c)$. Let us call such a singular point a critical singular point for this proof. In a neighborhood of a critical singular point, the Kempe moves along $\Sigma$ performs the following change on the positive mixed circles of type $(1, k)$ and $(2, k)$:

$$
\theta_{1k}^m(F, c) + \theta_{2k}^m(F, c) \equiv \theta_{1k}^m(F, c') + \theta_{2k}^m(F, c').
$$

If we now consider the abstract family $A$ of oriented positive mixed circles of type $(1, k)$ and of type $(2, k)$ (i.e. we forgot about the colors). We see that at each the critical singular point the Kempe move along $\Sigma$ induces the following change on $A$:

$$
\equiv
$$

This changes the cardinality of $A$ by $\pm 1$. Since there are an even number of such singular points (twice as many as arcs positive arcs of type $(1, k)$ in $\Sigma$), this gives:

$$
\theta_{1k}^m(F, c) + \theta_{2k}^m(F, c) \equiv \theta_{1k}^m(F, c') + \theta_{2k}^m(F, c').
$$

Lemma 2.10. Let $F$ be a foam and $c$ and $c'$ be two colorings of $F$ related by a Kempe move relative to 1 and 2 along a surface $\Sigma$ and $k \geq 3$. There exists an integer $\ell_\Sigma(c, k)$ such that:

$$
\chi(F_{1k}(c')) = \chi(F_{1k}(c)) + \ell_\Sigma(c, k) \quad \text{and} \quad \chi(F_{2k}(c')) = \chi(F_{2k}(c)) - \ell_\Sigma(c, k)
$$

Furthermore, this integer $\ell_\Sigma(c, k)$ depends only on how the surface $\Sigma$ is colored with respect to 1, 2 and $k$.

Proof. This follows from the locality of the Euler characteristic: on the surface $\Sigma$, the relevant facets, edges and vertices used to compute $\chi(F_{1k}(c))$ and $\chi(F_{2k}(c))$ are exchanged when computing $\chi(F_{1k}(c'))$ and $\chi(F_{2k}(c'))$. \qed
2.2. A symmetric evaluation of foams. In what follows, \( X \stackrel{\text{def}}{=} (X_1, X_2, \ldots, X_N) \) is a set of variables, we fix their degree to be equal to 2. If \( A \) is a subset of \( \mathbb{P} \), and \( P \) is a symmetric polynomial in \(|A|\) variables, \( P(A) \) denotes \( P((X_a)_{a \in A}) \).

**Definition 2.11.** A decoration of a foam \( F \) is a map \( f \mapsto P_f \) which associates with any facet \( f \) of \( F \) an homogeneous symmetric polynomial \( P_f \) in \( l(f) \) variables. A decorated foam is a foam together with a decoration. A decorated foam has a degree \( d_N \) given by:

\[
d_N(F) = d_N^{\text{undeckored}}(F) + \sum_f \deg(P_f).
\]

**Definition 2.12.** If \((F, c)\) is a colored decorated foam, we define:

\[
s(F, c) = \sum_{i=1}^{N} i\chi(F_i(c))/2 + \sum_{1 \leq i < j \leq N} \theta_{ij}^{+}(F, c),
\]

\[
P(F, c) = \prod_{f \text{ facet of } F} P_f(c(f)),
\]

\[
Q(F, c) = \prod_{1 \leq i < j \leq N} (X_i - X_j)^{\chi(F_{ij}(c))}.
\]

\[
\langle F, c \rangle = (-1)^s(F, c) \frac{P(F, c)}{Q(F, c)}.
\]

If \( F \) is a decorated foam, we define the evaluation of the foam \( F \) by:

\[
\langle F \rangle := \sum_c \langle F, c \rangle.
\]

**Remark 2.13.** If \( F \) is a foam and \( F' \) the same foam where the facets with label 0 have been removed, then there is a one-one correspondence between the colorings of \( F \) and the colorings of \( F' \). For every coloring \( c \) of \( F \) and its corresponding coloring \( c' \) of \( F' \), we have \( \langle F, c \rangle = \langle F', c' \rangle \). This implies \( \langle F \rangle = \langle F' \rangle \).

**Lemma 2.14.** Let \( F \) be an decorated \( \mathfrak{A}_N \)-foam, and \( c \) be a coloring of \( F \). Then the rational function \( \langle F, c \rangle \) is homogeneous and has degree \( d_N(F) \).

**Proof.** The homogeneity is clear. The rest follows from the following facts:

- a facet \( f \) with label \( a \) contributes with \( \chi(f) \) to the Euler characteristic of exactly \( a(N-a) \) bi-chromatic surfaces,
- a segment-like binding of type \((a, b, a + b)\) contributes with \(-1\) to the Euler characteristic of exactly \( ab + (a + b)(N-a-b) \) bi-chromatic surfaces,
- a point of type \((a, b, c, a + b, a + c, a + b + c)\) contributes with \(+1\) to the Euler characteristic of exactly \( ab + 2bc + da + ac + bd \) (with \( d = N-a+b+c \)) bi-chromatic surfaces,
- the factor \( \frac{1}{2} \) in the exponent of \((X_i - X_j)\) is balanced by the variables \( X_i \) having degree 2.

**Corollary 2.15.** Let \( F \) be an \( \mathfrak{A}_N \)-foam, then the rational function \( \langle F, c \rangle \) is either 0 or is homogeneous of degree \( d_N(F) \).

**Lemma 2.16.** Let \( F \) be a foam and \( c \) a coloring of \( F \). Let us denote by \( c' \) the coloring of \( F \) obtained by exchanging the colors \( i \) and \( i+1 \) in \( c \). We have:

\[
\langle F, c' \rangle (X_1, \ldots, X_N) = \langle F, c \rangle (X_1, \ldots, X_{i-1}, X_{i+1}, X_i, X_i, X_{i+2}, \ldots, X_N).
\]

**Proof.** Let us denote by \( X' \) the variables \( X \) with \( X_i \) and \( X_{i+1} \) exchanged. We want to prove

\[
\langle F, c' \rangle (X) = \langle F, c \rangle (X').
\]
We have:

\[ P(F, c')(X) = P(F, c)(X') \quad \text{and} \quad Q(F, c')(X) = (-1)^{\chi(F_{i(k)}(c'))/2}Q(F, c)(X'). \]

We now need to compute \( \Delta(s) := s(F, c) - s(F, c') \):

\[
\Delta(s) = \sum_{j=1}^{N} j\chi(F_j(c))/2 + \sum_{1 \leq j < k \leq N} \theta_{jk}^+(F, c) - \sum_{j=1}^{N} j\chi(F_j(c'))/2 - \sum_{1 \leq j < k \leq N} \theta_{jk}^+(F, c')
\]

\[
= i\frac{\chi(F_i(c)) - \chi(F_i(c'))}{2} + (i + 1)\frac{\chi(F_{i+1}(c)) - \chi(F_{i+1}(c'))}{2}
\]

\[
+ \sum_{j \neq i, i+1} \left( \theta_{ij}^+(F, c) - \theta_{(i+1)j}^+(F, c') \right) + \sum_{j \neq i, i+1} \left( \theta_{(i+1)j}^+(F, c) - \theta_{ij}^+(F, c') \right)
\]

\[
= \frac{\chi(F_{i+1}(c)) - \chi(F_i(c))}{2} + \theta_{i(i+1)}^+(F, c) - \theta_{i(i+1)}^-(F, c)
\]

\[
= \frac{\chi(F_{i+1}(c)) + \chi(F_i(c))}{2} + \theta_{i(i+1)}(F, c)
\]

The penultimate equality follows from Lemma 2.7 and the fact that the Euler characteristic of closed surfaces is even. This gives:

\[
\langle F, c' \rangle (X) = (-1)^{s(F, c')} \frac{P(F, c')(X)}{Q(F, c')(X)} = (-1)^{s(F, c)} \frac{P(F, c)(X')}{Q(F, c)(X')} = \langle F, c \rangle (X')
\]

Corollary 2.17. The rational fraction \( \langle F \rangle (X) \) is symmetric.

Proof. It is enough to prove that \( \langle F \rangle (X) = \langle F \rangle (X') \) where \( X' \) is like in the previous proof for an arbitrary \( i \). We have:

\[
\langle F \rangle (X') = \sum_{c \text{ coloring of } F} \langle F, c \rangle (X')
\]

\[
= \sum_{c \text{ coloring of } F} \langle F, c' \rangle (X)
\]

\[
= \sum_{c' \text{ coloring of } F} \langle F, c' \rangle (X)
\]

\[
= \langle F \rangle (X).
\]

Proposition 2.18. Let \( F \) be a foam, then \( \langle F \rangle (X) \) is a (symmetric) polynomial.

The rest of this section is devoted to the proof of Proposition 2.18. From its very definition \( \langle F \rangle (X) \) is a rational function which can be written in the following form:

\[
\langle F \rangle (X) = \frac{F_1(X)}{\prod_{i<j} (X_i - X_j)^k}
\]

for some non-negative integer \( k \) and some polynomial \( F_1 \). The polynomial \( F_1 \) is either symmetric or anti-symmetric depending on the parity of \( k \). By symmetry it is enough to check that \( (X_1 - X_2)^k \) divides \( F_1(X) \).

Lemma 2.19. Let \( F \) be a foam and \( c \) and \( c' \) be two colorings of \( F \) related by a Kempe move relative to 1 and 2 along a surface \( \Sigma \), then

\[
s(F, c') \equiv s(F, c) + \chi(\Sigma)/2.
\]
Proof. Note that this is somewhat a local version of the signs statement in the proof of Lemma 2.16. We want to compute \( \Delta(s) = s(F, c) - s(F, c') \):

\[
\Delta(s) = \sum_{j=1}^{N} j \chi(F_j(c))/2 + \sum_{1 \leq j < k \leq N} \theta_{jk}^+(F, c) - \sum_{j=1}^{N} j \chi(F_j(c'))/2 - \sum_{1 \leq j < k \leq N} \theta_{jk}^+(F, c') \\
\equiv \chi(F_1(c))/2 - \chi(F_1(c'))/2 + \theta_{12}^+(F, c) - \theta_{12}^+(F, c') \\
\equiv \frac{\chi(F_1(c) \cap \Sigma) - \chi(F_2(c) \cap \Sigma)}{2} + \# \{ \text{circles of type (1, 2) on } \Sigma \} \\
\equiv \frac{\chi(F_1(c) \cap \Sigma) - \chi(F_2(c) \cap \Sigma)}{2} + \chi(F_2(c) \cap \Sigma) \\
\equiv \frac{\chi(\Sigma)}{2}.
\]

The second equality follows from Lemma 2.9.

Proof of Proposition 2.18. Let \( F \) be a decorated foam.

Let \( \Sigma = (\Sigma_1, \Sigma_2, \ldots, \Sigma_r) \) be a collection of disjoint connected closed surface in \( F \). Let \( c \) be a coloring of \( F \) such that \( F_{12} = \bigcup_{\sigma=1}^r \Sigma_\sigma \). We consider the set \( C_c \) of colorings of \( F \) obtained from \( c \) by a sequence of Kempe moves relative to 1 and 2 along (part of) \( \Sigma \). There are precisely \( 2^r \) of them. We will show that

\[
\sum_{c' \in C_c} \langle F, c' \rangle = \frac{A(X)}{B(X)}
\]

with \( A(X) \) and \( B(X) \) two polynomials and \( B(X) \) is not divisible by \( (X_1 - X_2) \). We need to set up a few notations to facilitate the computations.

- We denote by \( X' \) the variables \( X \) where \( X_1 \) and \( X_2 \) has been exchanged.
- We write

\[
P_{\Sigma_\sigma, c}(X) = \prod_{f \text{ facet in } \Sigma_\sigma} P(c(f))
\]

and

\[
P_{F \setminus \Sigma_\sigma, c}(X) = \prod_{f \text{ facet not in } \bigcup_{\tau=1}^r \Sigma_\tau} P(c(f)).
\]

- We write

\[
\tilde{Q}(X) = \frac{Q(F, c) \prod_{k \geq 2, \sigma} (X_1 - X_k) \ell_{\Sigma_\sigma, c(k)}/2}{(X_1 - X_2) \chi_{F_{12}}(c)/2},
\]

where \( \ell_{\Sigma_\sigma, c(k)} \) is defined in Lemma 2.10. Note that for all \( c' \) in \( C_c \), \( \chi_{F_{12}}(c) = \chi_{F_{12}}(c') \) and that \( (X_1 - X_2) \) is not a factor of \( \tilde{Q}(X) \).

- Finally we set

\[
T_s(X) = \left( P_{\Sigma_\sigma, c}(X) \prod_{k=3}^{N} (X_1 - X_k) \ell_{\Sigma_\sigma, c(k)/2} \right. \\
\left. + (-1)^{\chi(\Sigma_\sigma)/2} P_{\Sigma_\sigma, c}(X') \prod_{k=3}^{N} (X_2 - X_k) \ell_{\Sigma_\sigma, c(k)/2} \right).
\]

We claim that the following identity holds:

\[
\sum_{c' \in C_c} \langle F, c' \rangle = (-1)^{\chi(F, c)} \frac{P_{F \setminus \Sigma_\sigma, c}(X)}{\tilde{Q}(X)} \prod_{s=1}^{r} (X_1 - X_2)^{-\chi(\Sigma_\sigma)/2} T_s(X).
\]
Indeed developing the product gives exactly 2r terms corresponding to the 2r colorings of Cc. For every s in \{1, \ldots, r\}, every coloring of Cc either agrees with c on \Sigma_s or disagrees. These two possibilities correspond to the two terms in \( T_s(X) \). The signs are correct thanks to Lemma 2.19.

The only possibility to have a power of \((X_1 - X_2)\) at the denominator arises when \( \Sigma_s \) is a sphere. However in this case, \( \chi(\Sigma_s)/2 = 1 \) and

\[
T_s(X) = \left( P_{\Sigma_s,c}(X)(X_1 - X_k)^{\chi(\Sigma_s)c(k)/2} - P_{\Sigma_s,c}(X')(X_2 - X_k)^{\chi(\Sigma_s)c(k)/2} \right)
\]

is anti-symmetric\(^4\) in \( X_1 \) and \( X_2 \). This implies that it is divisible by \((X_1 - X_2)\). This proves that \( \sum_{c' \in Cc} \langle F, c' \rangle \) can be written as rational fraction without \((X_1 - X_2)\) in the denominator. Since \( \langle F \rangle \) is a sum contribution of the type \( \sum_{c' \in Cc} \langle F, c' \rangle \), this proves that \( \langle F \rangle \) can be written as rational fraction without \((X_1 - X_2)\) in the denominator. Since this rational fraction is symmetric in \( X \) and has a denominator of the form \( \prod_{i<j} (X_i - X_j)^k \), this proves that \( \langle F \rangle \) is a polynomial.

\[\square\]

2.3. Two remarks.

2.3.1. Generalized foams. As in [Rob15a] for MOY graphs, one could have here a more general version of foams. Instead of requiring the labels of the facets adjacent to a binding to be of the form \((a, b, a+b)\) with an additional condition on the orientation, one can ask that the labels (or minus the labels, depending on the orientation) add up to a multiple of \( N \). The colorings of such foams are required to satisfy another condition along the bindings: The union (as multi-sets) of the colors of the facets (or minus the labels, depending on the orientation) are required to be a multiple of the set \( \mathbb{P} \).

We believe this more flexible model can be handy for some applications.

The evaluation has to be changed a little bit. The monochrome components are no longer only closed surfaces, but can have boundary and singularities. Therefore \( \chi(F_i) \) can be odd and \( (-1)^{i\chi(F_i)/2} \) does not make sense anymore. We choose a square root \( \omega \) of \(-1\) and replace \((-1)^{i\chi(F_i)/2} \) with \( \omega^{i\chi(F_i)} \).

If we look at the case \( N = 2 \), there are essentially two theories which give satisfactory treatment of signs:

- Blanchet’s foams [Bla10], this corresponds to our treatment.
- The disoriented model from Clark–Morrison–Walker [CMW09] and the singular model from Caprau [Cap08]. They correspond to this more general treatment, where all facets with labels 0 are erased, but the bindings (which are only circles in this case) still exist.

Hence the appearance of the fourth root of unity in [CMW09] and the fact that it does not in [Bla10] becomes clear from the perspective of our formula.

2.3.2. Sub-\(\mathfrak{sl}_k\)-foams. In our definition of the evaluation of colored foams, the term

\[
\prod_{1 \leq i < j \leq N} (X_i - X_j)^{\chi(F_{ij}(c))/2} (-1)^{\theta^i_j(F,c)}.
\]

can be seen as the product of the contribution à la Blanchet [Bla10] of all colored sub-\(\mathfrak{sl}_2\)-foams in the colored foam \((F,c)\). One can therefore try to express this part of the evaluation of colored \(\mathfrak{sl}_N\)-foams as a product of sub-\(\mathfrak{sl}_k\)-foams for arbitrary \( k \). In principle one should then replace the previous product by:

\[
(-1)^{k(k+1)/2} \prod_{1 \leq i_1 < i_2 < \cdots < i_k \leq N} \Delta((X_{i_r})_{1 \leq r \leq k})^{\frac{d_k(F_{i_1 \ldots i_k}(c))}{2} \left(\frac{1}{2}\right)^k} \frac{\sum_{1 \leq r < s < t \leq k} \theta^i_j(F,c)}{\left(\frac{1}{2}\right)^k},
\]

where \( \Delta \) stands for the Vandermonde determinant and \( (F_{i_1 \ldots i_k}(c)) \) denotes the sub-\(\mathfrak{sl}_k\)-foam given by the pigments \( i_1, \ldots, i_k \). However, it does not work since there is no reason for \( d_k(F_{i_1 \ldots i_k}(c)) \) to be

\[^4\text{One may have to multiply } T_s \text{ with an appropriate power of } (X_1 - X_k)(X_2 - X_k) \text{ to make it a polynomial. This does not affect the argumentation.}\]
divisible by $2 \binom{k}{2}$ except for $k = 2$. One can still imagine modifying our formula to make sense of this idea but it will require more work.

3. Categorification of the MOY calculus

3.1. MOY graphs and MOY relations.

**Definition 3.1.** A MOY graph is a plane\(^5\) oriented trivalent multi-graph with labels (non-negative integers). The labels and the orientations at every vertex are required to satisfy a flow condition: every vertex corresponds to one of these two models

\[
\begin{array}{c}
\begin{array}{c}
\text{a + b} \\
\text{a}
\end{array}
\end{array}
\]

We also allow oriented (and labeled) circles. If all the labels of the MOY graph are in \{0, \ldots, N\}, this graph can be considered as an $\text{sl}_N$-MOY graph. The set of all $\text{sl}_N$-MOY graph is denoted $\mathcal{M}_N$.

**Definition 3.2.** ([MOY98], see [Wu14, Theorem 2.4] for a proof of the uniqueness) Let $N$ be a positive integer, the $\text{sl}_N$ evaluation of MOY graphs is the only map $(\bullet) : \mathcal{M}_N \to \mathbb{Z}[q, q^{-1}]$ which satisfies the following local relations:

\begin{align*}
(1) & \quad \langle \bigcirc_{k} \rangle = \binom{N}{k} \\
(2) & \quad \langle i + j + k \rangle = \langle i + j \rangle \\
(3) & \quad \langle m + n \rangle = \binom{m + n}{m} \langle m + n \rangle \\
(4) & \quad \langle m + n \rangle = \binom{N - m}{n} \langle m \rangle \\
(5) & \quad \langle \begin{array}{c}
\begin{array}{c}
\text{m} \\
\text{m + 1}
\end{array}
\end{array} \rangle = \langle 1 \rangle + [N - m - 1]q \langle m - 1 \rangle \\
(6) & \quad \langle l + m \rangle = \binom{m + l - 1}{n} \langle l + m \rangle + \binom{m - 1}{n} \langle l + m \rangle
\end{align*}

\(^5\)By plane, we mean *embedded* in the plane, not just embeddable.
\[
\langle n \rangle = \sum_{j=\max\{0, m-n\}}^{m} \left[ \frac{l}{k-j} \right] \langle m-j \rangle
\]

(7)

In the previous formulas, \( q \) is a formal variable, \([k] := \frac{q^{k+1} - q^{-k}}{q - q^{-1}}\) and

\[
\left[ \frac{l}{k} \right] = \begin{cases} 0 & \text{if } k < 0, \\ \frac{[l][l-1]...[l-k+1]}{[k][k-1]...[1]} & \text{else}, \end{cases}
\]

**Remark 3.3.** Given any MOY-graph \( \Gamma \), the \( sl_N \)-evaluation of \( \Gamma \) can be inductively computed using the relations given in the previous definition see the proof of [Wu14, Theorem 2.4].

The following two results can be easily deduced from the definition of the MOY evaluation. Alternative proofs can be found in [Rob15a].

**Lemma 3.4.** Let \( \Gamma \) be a \( sl_N \)-MOY graph and \( \tilde{\Gamma} \) the same graph where all the edges with label 0 have been removed. It is called a 0-edge removal. Then \( \tilde{\Gamma} \) is a \( sl_N \)-MOY graph and \( \langle \Gamma \rangle_N = \langle \tilde{\Gamma} \rangle_N \).

**Lemma 3.5.** Let \( \Gamma \) be a \( sl_N \)-MOY graph, \( C \) an oriented cycle in \( \Gamma \) and \( \tilde{\Gamma} \) the same graph as \( \Gamma \) where for every edge of \( C \) we change the orientation and replace its label \( a \) by \( N - a \). Then \( \tilde{\Gamma} \) is a \( sl_N \)-MOY graph and \( \langle \Gamma \rangle_N = \langle \tilde{\Gamma} \rangle_N \). In such a situation we say that \( \Gamma \) and \( \tilde{\Gamma} \) are related by a cycle move along \( C \).

**Definition 3.6.** Let \( \Gamma \) be a MOY graph, an oriented cycle \( C \) is face-like if it bounds a disk in \( \mathbb{R}^2 \setminus \Gamma \).

**Lemma 3.7** ([Rob15a, Lemma 4.2]). The \( sl_N \) evaluation of MOY graphs is the only map \( M_N : \mathcal{M} \rightarrow \mathbb{Z}[q, q^{-1}] \) which fulfills the local Relations (2) and (7), is invariant under the operation described in the Lemmas 3.4 and 3.5 and satisfies \( \langle \emptyset \rangle = 1 \). Moreover, the Relations (2) and (7), the cycle move and the 0-labeled edge removal are enough to compute it.

Actually we may restrict ourselves to the face-like cycles since we have the following lemma:

**Lemma 3.8.** Suppose that \( \Gamma \) and \( \Gamma' \) are related by a cycle move, then there exists a finite sequence \( \Gamma = \Gamma_0, \Gamma_1, \ldots, \Gamma_k \) such that for all \( i \) in \( \{0, \ldots, k-1\} \), \( \Gamma_i \) and \( \Gamma_{i+1} \) are related by a cycle move along a face-like cycle.

**Proof.** We proceed by induction on the number of faces surrounded by \( C \). If the cycle is not face-like, we can find (because of the flow condition on MOY graphs) an oriented path separating the faces surrounded by \( C \) into two non empty subsets. This gives one oriented cycle \( C_1 \) we use the induction on \( C_1 \), we get another cycle \( C_2 \) and we use the induction \( C_2 \).

We now turn back to 2-dimensional objects and study some local relations satisfied by the formula for the evaluation of closed foams given in the previous section in Definition 2.11. These local relations should be thought as 2-dimensional analogue of the ones in Definition 3.2.

### 3.2. Local relation on foams.

The pictures in this subsection have to be understood as local pieces of a closed foam.
Lemma 3.9. Let $F$ and $F'$ two foams which differ only in a small ball where they are described by the following picture:

Then the colorings of $F$ and $F'$ are in one-one correspondence. Moreover if $c$ is a coloring of $F$ and $c'$ is the corresponding coloring of $F'$, we have: Then we have:

$$\langle F, c \rangle = \langle F', c' \rangle.$$ 

Proof. The statement about the colorings is obvious. For any two pigments $i < j$, the surfaces $F_i(c)$ and $F'_i(c')$ are diffeomorphic. The same holds for the surface $F_{ij}(c)$ and $F'_{ij}(c')$. This implies:

$$\chi(F_i(c)) = \chi(F'_i(c'))$$

for all $i$ in $\mathbb{P}$,

$$\chi(F_{ij}(c)) = \chi(F'_{ij}(c'))$$

for all $i$ and $j$ in $\mathbb{P}$,

Moreover the positive\footnote{Actually, the negative as well, but we are not interested in them.} circles on $(F, c)$ and in $(F', c')$ are in one-one correspondence. Hence

$$\theta^+_{ij}(F, c) = \theta^+_{ij}(F', c')$$

for all $i$ and $j$ in $\mathbb{P}$.

\[ \square \]

Corollary 3.10. The following local relation holds for the foam evaluation.

Proof. The colorings of the foam on the left-hand side are in 1-1 correspondence with the colorings of the foam on the right-hand side. Therefore, the result follows from Lemma 3.9. \[ \square \]

Remark 3.11. This is a categorified version of Relation (2) in Definition 3.2.
The rest of the section is devoted to proving a categorified version of Relation (7) in Definition 3.2 which is the content of Theorem 3.13.

**Notation 3.12.**
- If $\alpha$ is a Young diagram, $|\alpha|$ is the number of boxes of $\alpha$, $s_\alpha$ denotes the Schur polynomial associated with $\alpha$ and if $\alpha, \beta$ and $\gamma$ are three Young diagrams, $c^\gamma_{\alpha \beta}$ denotes the Littlewood-Richardson coefficient associated with $\alpha$, $\beta$ and $\gamma$.
- If $\alpha$ is a Young diagram, its transposed is denoted by $\alpha^t$. If $a$ and $b$ are two non-negative integers, $T(a, b)$ denotes the set of all Young diagram having at most $a$ columns and $b$ lines, $\rho(a, b)$ denotes the rectangular Young diagram with $a$ columns and $b$ lines. If a Young diagram $\alpha$ is specified to be in a certain $T(a, b)$, then
  - its complement is denote by $\alpha^c$: it is obtained by rotating by $180^\circ$ the set of boxes of $\rho(a, b)$ which are not in $\alpha$,  
  - the dual of $\alpha$ is defined as $(\alpha^t)^c$ or equivalently as $(\alpha^c)^t$ and is denoted by $\hat{\alpha}$. An illustration is given in Figure 4).

\[ \begin{array}{cccc}
\text{\alpha in } T(7, 5) & \alpha^t \text{ in } T(5, 7) & \alpha^c \text{ in } T(7, 5) & \hat{\alpha} \text{ in } T(5, 7) \\
\end{array} \]

**Figure 4.** A Young diagram, its transposed, its complement and its dual.

- If $A = \{a_1, \ldots, a_n\}$ is a set of variables (with the order given by indices) the **Vandermonde determinant on $A$** is denoted by $\Delta(A)$.
- If $A$ and $B$ are two sets of variables, we set:
  \[ \nabla(A, B) := \prod_{a \in A, b \in B} (a - b) = \frac{\Delta(BA)}{\Delta(A)\Delta(B)} \]
  - If $A$ and $B$ are two disjoint subsets of an ordered set $C$, $|A < B|$ denotes the number of pairs $(a, b)$ in $A \times B$ such that $a$ is lower than $b$. We have $|A < B| + |B < A| = |A||B|$.

For details about Schur polynomials and Littlewood–Richardson constants, we refer to Appendix A.

Until the end of this section, we fix $n, m, l$ and $k$ to be non-negative integers and define

\[ F \overset{\text{def}}{=} n+k \]
For \( j \) between \( \max(0, m-n) \) and \( m \) and \( \alpha \) in \( T(k-j,l-k+j) \), we set:

\[
F^j_\alpha \overset{\text{def}}{=} \sum_{\beta_1, \beta_2, \gamma_1, \gamma_2} c_{\beta_1, \beta_2}^{\alpha} c_{\gamma_1, \gamma_2}^{\alpha} \left( (-1)^{|\alpha|+(l-k+j)(m-j)} F^j_{\alpha} \right),
\]

where the evaluation of foams is linearly extended to formal linear combination of foams. Furthermore on the right hand-side the terms are orthogonal idempotents.

We need to deal with the colorings of the foams appearing in Proposition 3.13. We introduce a few conventions and notations which will be used throughout the section:

The colorings of the foam \( F \) are parametrized (and denoted by) \( (A_1, A_2, B, C, L, R) \) where \( A_1, A_2, B, C, L \) and \( R \) are disjoint subsets of \( \mathbb{P} \). A fixed pigment \( i \) appearing in the coloring of \( F \) (and in the local piece under consideration) belongs exactly to one of the subsets \( (A_1, A_2, B, C, L, R) \). The correspondence with the coloring is given by Table 1. Note that the sets \( A := A_1 \cup A_2 \), \( B \), \( C \), \( L \) and \( R \) are completely determined by the coloring of the four “winglets” of the foam \( F \).

For readability, the foam \( F \) has been projected onto the horizontal plane.
are parametrized and denoted by \((A, B_1, B_2, C, L, R)\) where \(A, B_1, B_2, C, L\) and \(R\) are disjoint subsets of \([1, \ldots, N]\). The correspondence with the coloring is given by Table 2. Note that the sets \(A, B_1, B_2, C, L, R\) are disjoint.

The correspondence with the coloring is given by Table 2. For readability, the foam \(F^j\) has been projected onto the horizontal plane.

\(A, B := B_1 \cup B_2, C, L\) and \(R\) are completely determined by the coloring of the four “winglets” of the foam \(F^j\).

It makes sense to speak of a coloring of \(F^j\) since it is a linear combination of the same foam with different decorations. Using the previous notations, we can parameterize a coloring of \(F^j\) by \((A_t^1, A_t^2, A_b^1, A_b^2, B_1, B_2, C, L, R)\) with \(A_t^1 \cup A_t^2 = A = A_b^1 \cup A_b^2\) (\(t\) and \(b\) are for top and bottom).

**Lemma 3.14.** Let us consider a coloring \(c \overset{\text{def}}{=} (A_t^1, A_t^2, A_b^1, A_b^2, B_1, B_2, C, L, R)\) of \(F^j\) and let \(s \overset{\text{def}}{=} |A_t^1 \cap A_b^2| = |A_t^2 \cap A_b^1|\), we have

\[
\left\langle \frac{F^j}{G}, c \right\rangle = (-1)^{|B_2 < B_1| + |C|(|A_t^1 \cap A_b^2| - |B_2|)} \frac{\nabla(B_1, A_t^2 \cap A_b^2) \nabla(B_2, A_t^1 \cap A_t^1) \Delta(B_1) \Delta(B_2) s_\alpha(A_t^1 B_2 CLR) s_\alpha(A_t^2 B_1 CLR)}{\Delta(B) \nabla(A_t^1 \cap A_t^1, A_b^2 \cap A_t^1) \nabla(A_t^1 \cap A_b^1, A_b^2 \cap A_t^1)},
\]

where \(G \overset{\text{def}}{=} n + k - m - s\) and \(g\) is the only coloring of \(G\) compatible with \((A_t^1, A_t^2, A_b^1, A_b^2, B_1, B_2, C, L, R)\). This means that on top and bottom, it is the same as the coloring \(c\) of \(F^j\), and on the middle it is given by Table 3.

**Remark 3.15.** The foam \(G\) and its coloring \(g\) depend neither on \(j\) nor on \(\alpha\).
Proof. The proof is a careful computation of \( \chi((F^j_\alpha)_1) - \chi((G)_1) \), \( \chi((F^j_\alpha)_h) - \chi((G)_h) \), and \( \theta^+_h(c) - \theta^+_h(g) \) for every pair of \((h, i)\) of distinct element of \(\{1, \ldots, N\}\). This is done with help of the tables of page 46 (where the set \(Y\) stands for \(P \setminus A_1^1 \cup A_2^1 \cup B \cup C \cup L \cup R\)).

Let us fix \(A_1^1, A_2^1, A_1^2, A_2^2, B, C, L \) and \(R\) and consider the set \(C\) of all colorings of \(F^j_\alpha\) compatible with this data.

**Corollary 3.16.** If \(A_1^1 \neq A_1^1\) (and therefore \(A_2^1 \neq A_1^1\)), then:

\[
\sum_{j=\max(0,m-n)}^m \sum_{\alpha \in T(k-j,l-k+j)} \sum_{c \in C} (-1)^{\alpha \cdot (l-k+j)(m-j)} \langle F^j_\alpha, c \rangle = 0.
\]

If \(A_1^1 = A_1^1\) (\(\equiv\) \(A_1\)) (and therefore \(A_2^1 = A_2^1\) (\(\equiv\) \(A_2\))), then:

\[
\sum_{j=\max(0,m-n)}^m \sum_{\alpha \in T(k-j,l-k+j)} \sum_{c \in C} (-1)^{\alpha \cdot (l-k+j)(m-j)} \langle F^j_\alpha, c \rangle = \langle F, f \rangle,
\]

where \(f\) is the coloring of \(F\) parametrized by \((A_1, A_2, B, C, L, R)\).

**Proof.** Let us first notice that \(\vert C \vert = \vert B_1 \vert = m - j\) and \(\vert A_1^2 \vert - \vert B_2 \vert = \vert A_2^2 \vert - \vert B_2 \vert = l - k + j\). If we sum over all \(j\) and \(\alpha\), we get:

\[
\sum_{j=\max(0,m-n)}^m \sum_{\alpha \in T(k-j,l-k+j)} \sum_{c \in C} (-1)^{\alpha \cdot (l-k+j)(m-j)} \langle F^j_\alpha, c \rangle = \langle G, g \rangle \sum_{j=\max(0,m-n)}^m \sum_{\alpha \in T(k-j,l-k+j)} \sum_{c \in C} (-1)^{\alpha \cdot (l-k+j)(m-j)} \langle F^j_\alpha, c \rangle = \langle G, g \rangle
\]

Multiplying by \(\nabla(A_1^1 \cap A_1^2, B) = \nabla(A_1^1 \cap A_1^2, A_1) \nabla(A_1^1 \cap A_2^2, B)\) and applying Proposition A.13, we get:

\[
\nabla(A_1^1 \cap A_1^2, B) \sum_{j=\max(0,m-n)}^m \sum_{\alpha \in T(k-j,l-k+j)} \sum_{c \in C} \langle F^j_\alpha, c \rangle = \frac{(-1)^{\vert C \vert - \vert A_1^1 \cap A_1^2 \vert \cdot \nabla(A_1^1, A_1^2) \nabla(A_1^2, B) \nabla(A_1^2, A_1^2) \nabla(A_1^2, A_1^2)}{\nabla(A_1^1 \cap A_1^2, A_2^2 \cap A_1^2) \nabla(A_1^1 \cap A_1^2, A_1^1 \cap A_1^2)}.
\]

If \(A_1^1 \neq A_1^1\), we have \(A_1^1 \cap A_2^2 \neq 0\), and the sum is equal to 0. On the other hand, if \(A_1^1 = A_2^1 = A_1\), we have \(A_2^2 = A_2^2 = A_2\). Moreover, in this case the foam \(F\) and \(G\) are equal and the coloring \(f\) and \(g\) are the same. Finally, we have \(\nabla(A_1^1 \cap A_2^2, B) = 1\) and

\[
\nabla(A_1^1 \cap A_1^1, A_2^2 \cap A_2^2) \nabla(A_2^2 \cap A_2^2, A_1^1 \cap A_1^1) = \nabla(A_1, A_2).
\]

Hence, the sum is equal to 1.

**Corollary 3.17.** The following local relation holds:

\[
\langle F \rangle = \sum_{j=\max(0,m-n)}^m \sum_{\alpha \in T(k-j,l-k+j)} (-1)^{\alpha \cdot (l-k+j)(m-j)} \langle F^j_\alpha \rangle.
\]

This proves the first assertion of Proposition 3.13.
In order to deal with the rest of the proposition we need to introduce another foam which is the top of $F^{j_0}_{\alpha_b}$ glued together with the bottom of $F^{j_t}_{\alpha_t}$:

$$F^{j_t, j_0}_{\alpha_t, \alpha_b} \overset{\text{def}}{=} \sum_{\gamma_1, \gamma_2, \beta_1, \beta_2} \gamma_1 \gamma_2 \beta_1 \beta_2 n^+ k - j_t + n^+ l = j_0$$

Using the same conventions as before, we can parameterize the colorings of $F^{j_t, j_0}_{\alpha_t, \alpha_b}$ by $(A_1, A_2, B^1_t, B^2_t, B^1_b, B^2_b, C, L, R)$.

**Lemma 3.18.** Let us consider a coloring $c \overset{\text{def}}{=} (A_1, A_2, B^1_t, B^2_t, B^1_b, B^2_b, C, L, R)$ of $F^{j_t, j_0}_{\alpha_t, \alpha_b}$ and let $s \overset{\text{def}}{=} |B^1_t \cap B^2_b|$ and $q \overset{\text{def}}{=} |B^1_b \cap B^2_t|$, we have:

$$\frac{\langle F^{j_t, j_0}_{\alpha_t, \alpha_b}, c \rangle}{\langle E, e \rangle} = (-1)^{|C|(|A_2| - |B^1_t \cap B^2_b|) + |A_1| < A_2| + |B^1_t \cap B^2_b| |B^2_b \cap B^1_t|}$$

$$\nabla (A_1, B^2_b \cap B^1_t) \nabla (A_2, B^1_t \cap B^2_b) \Delta (A_1) \Delta (A_2) s_{\alpha_t} (A_1 B^1_t CLR) s_{\alpha_b} (A_2 B^2_b CLR)$$

$$\nabla (B^1_b \cap B^2_t, B^1_t \cap B^2_b) \Delta (A)$$

Where

$$E \overset{\text{def}}{=} m - j_t + s$$

and $e$ is the only coloring of $E$ compatible with $(A, B^1_t, B^2_t, B^1_b, B^2_b, C, L, R)$. This means that on top and bottom, it is the same as the coloring $c$ of $F^{j_t, j_0}_{\alpha_t, \alpha_b}$, and on the middle it is given by Table 4.
Proof. This is essentially the same proof as for Lemma 3.14: We use the tables of page 47 to evaluate \( \chi((F_i^{j_k})_h(c)) - \chi(E_i(e)) \), \( \chi((F_i^{j_k})_h(c)) - \chi(E_h(e)) \), and \( \theta_{i_1}^+(c) - \theta_{i_1}^-(c) \).

\[ \sum \langle F_{i_1}^{j_k}, c \rangle = 0. \]

If \( B_1 = B_1^{\text{def}} = B_1 \) (and therefore \( B_2 = B_2^{\text{def}} = B_2 \) and \( j_b = j_t \)) then we have:

\[ \sum_{c \in C} \langle F_{i_1}^{j_k}, c \rangle = \begin{cases} (-1)^{|\alpha_b|+(m-j)(l-k+j)} \langle F^j, f^j \rangle & \text{if } \alpha_b = \tilde{\alpha}_t, \\ 0 & \text{else.} \end{cases} \]

Where \( f^j \) is the coloring of \( F^j \) parametrized by \((A, B_1, B_2, C, L, R)\).

Corollary 3.19. Let us fix \( A, B_1^c, B_2^c, B_2, B_2^c, C, L \) and \( R \) and consider the set \( C \) of colorings of \( F_{i_1}^{j_k} \) compatible with \( A, B_1^c, B_2^c, B_2, B_2^c, C, L \). Then if \( B_1 \not= B_1^c \) (or \( B_2 \not= B_2^c \) these two conditions are equivalent), we have:

\[ \sum_{c \in C} \langle F_{i_1}^{j_k}, c \rangle = 0. \]

The numerator is an anti-symmetric polynomial in \( A \). Its degree in a variable \( X \) in \( A \) is lower than or equal to:

\[ \max(|A| - 1 + |B_2^c \cap B_2|, |A| - 1 + |B_2^c \cap B_1^c|) \]

Hence if \( B_2^c \not\subseteq B_2 \) and \( B_1^c \not\subseteq B_1 \) (the two condition are actually equivalent), the degree in \( X \) of this polynomial is strictly lower than \(|A| - 1 \), hence it is equal to 0.

Suppose that \( B_2^c \subseteq B_2 \) and \( B_1^c \subseteq B_1^c \). This imposes \( j_b \leq j_t \). We have:

\[ \sum_{c \in C} \langle F_{i_1}^{j_k}, c \rangle = \sum_{A_1 \cup A_2 = A} \langle E, e \rangle = \begin{cases} (-1)^{|C|(|A_2| - |B_2^c \cap B_1^c|) + |A_1| + |B_2^c \cap B_1^c| + |B_2^c \cap B_2^c|} & \text{if } \alpha_t = \tilde{\alpha}_b; \\ 0 & \text{else,} \end{cases} \]

where \( \tilde{\alpha}_b \) is understood in \( T(k - j_b, l - k + j_b) \). But \( \alpha_t \) is in \( T(k - j_t, l - k + j_t) \) and \( \alpha_b \) in \( T(k - j_b, l - k + j_b) \).

If \( j_t \not= j_b \) \( \alpha_t \) cannot be equal to \( \tilde{\alpha}_b \) in \( T(k - j_t, l - k + j_b) \). If \( j_b = j_t = j \), it means that \( B_2^c = B_2 = B_2 \).
$B_1^t = B_1^b = B_1$, $E = F^j$ and $e = f^j$. In this case, we have:

$$\sum_{c \in C} \langle F^{ij}_{\alpha t \alpha b}, c \rangle = \begin{cases} (-1)^{|C|(|A_2| - |B_2|) + |A_2||A_1| + |B_1||B_2| + |\alpha t| / (F^{ij}, f^j)} & \text{if } \alpha t = \widehat{\alpha b}, \\ 0 & \text{else}, \end{cases}$$

This concludes, since

$$|C|(|A_2| - |B_2|) + |A_2||A_1| + |B_1||B_2| + |\alpha t| \equiv (m - j)(l - k + j) + |\alpha b| \mod 2. \qed$$

**Corollary 3.20.** The foams $\left((-1)^{|\alpha t|+(l-k+j)(m-j)}F^j_{\alpha t}\right)$ are pairwise orthogonal idempotents.

**Proof.** If we concatenate $F^j_{\alpha t}$ and $F^j_{\alpha b}$, we get:

$$\sum_{\beta_1, \beta_2, \gamma_1, \gamma_2, \delta_1, \delta_2, \epsilon_1, \epsilon_2} C_{\beta_1, \beta_2, \gamma_1, \gamma_2, \delta_1, \delta_2, \epsilon_1, \epsilon_2}^{\alpha t, \alpha b} F^{j_{\beta_1}} F^{j_{\beta_2}} F^{j_{\gamma_1}} F^{j_{\gamma_2}} F^{j_{\delta_1}} F^{j_{\delta_2}} F^{j_{\epsilon_1}} F^{j_{\epsilon_2}}$$

Thanks to Corollary 3.19, we get that the previous (linear combination of) foam(s) is equal to

$$(-1)^{|\alpha t|+(l-k+j)(m-j)} \delta_{j_{\beta_1}, j_{\beta_2}} \delta_{\alpha b, \alpha t} F^{j_{\alpha t}}$$

The two next lemmas, will be used in the proof of Theorem 3.30 in order to get categorified versions of Lemmas 3.4 and 3.5.

**Lemma 3.21.** The following local identity holds:
where the hashed facets are meant to have labels $N$, and the equality holds not only for squares but for all face-like cycles (see Definition 3.6).

**Proof.** Let us denote by $F$ the foam on the right-hand side and by $F'$ the foam on the left-hand side. There is a one-one correspondence between the colorings of $F$ and the colorings of $F'$. Let us fix a coloring $c$ of $F$ and let us denote by $c'$ the corresponding coloring of $F'$. We will prove that $(F',c') = (F,c)$. We clearly have:

$$\chi(F_i(c)) = \chi(F'_i(c')) - 4 \quad \text{for all } i \in \mathbb{P},$$
$$\chi(F_{ij}(c)) = \chi(F'_{ij}(c')) \quad \text{for all } i \text{ and } j \in \mathbb{P},$$

The only thing to realize is that the following holds:

$$\theta^+_{ij}(F,c) \equiv \theta^+_{ij}(F',c') \quad \text{for all } i \text{ and } j \in \mathbb{P}.$$  

Indeed, in comparison with the foam $(F,c)$, some new positive circles might be created. This happens only by pair, since the foam $(F',c')$ is the concatenation of two identical foams. On the other hand, the other circles of $(F',c')$ are in one-one correspondence with the ones of $(F,c)$. □

**Lemma 3.22.** Let $\Gamma$ be a MOY-graph and $\Gamma'$ be the same MOY-graph where all the 0-edges has been removed. There exists a $\Gamma$-foam-$\Gamma'$ foam $F$ such that if we remove the 0-faces of $F$ we obtain $\Gamma' \times [0,1]$.

**Proof.** We will present the foam $F$ by a movie. We start with $\Gamma$ and for each 0-labeled edge, we perform:

For each vertex of $\Gamma$ which has a 0-labeled adjacent edge and whose other adjacent edges are not 0-labeled we perform$^7$:

For each vertex of $\Gamma$ which has only 0-labeled adjacent edges, we perform:

$\square$

### 3.3. Universal construction and the main theorem.

We explain how the now classical universal construction à la [BHMV95] allows us to derive a functor from the evaluation of closed foams we defined in Section 2. We first need to define the categories involved in this functor we will define.

$^7$The orientations of the 0-label edges adjacent to the non-0-labeled edges and of the non-0-labeled edges might be in the other direction, the movie should then be adapted by changing the orientation of these edges. The careful reader, might find strange the orientations involved in these movies. This is because, on a binding of type $(0,0,0+0)$, all the facets have the biggest label. Hence one has to make a choice. However, this choice is part of the data because of the orientation conditions we impose in Definition 2.1.
Definition 3.23. Let \( \Gamma_0 \) and \( \Gamma_1 \) be two \( sl_N \)-MOY-graphs. An \( sl_N \)-foam with boundary \((\Gamma_0, \Gamma_1)\) or \(\Gamma_1\)-foam-\(\Gamma_0\) is the intersection of a decorated foam \(F\) embedded in \(\mathbb{R}^3\) with \(\mathbb{R}^2 \times [0, 1]\) such that:

- There exist an \(\epsilon_0 > 0\) such that \(F \cap \mathbb{R}^2 \times [0, \epsilon_0] = (-\Gamma_0) \times [0, \epsilon]\),
- There exist an \(\epsilon_1 < 1\) such that \(F \cap \mathbb{R}^2 \times [\epsilon_1, 1] = \Gamma_1 \times [\epsilon_1, 1]\).

By \(-\Gamma\) we mean the graph \(\Gamma\) with opposite orientation. The foam with boundary is considered up to ambient isotopy fixing the boundary. If \(F_b\) is a \(\Gamma_1\)-foam-\(\Gamma\_0\) and \(F_i\) is a \(\Gamma_2\)-foam-\(\Gamma_1\), then \(F_i \circ F_b\) is the \(\Gamma_2\)-foam-\(\Gamma_0\) obtained by stacking \(F_i\) on the top of \(F_b\) and re-scaling to fit in \(\mathbb{R}^2 \times [0, 1]\). We say that \(F_i \circ F_b\) is the composition of \(F_b\) and \(F_i\). A \(\Gamma_1\)-foam-\(\Gamma_0\) \(F\) has a degree given in Definition 2.11.

Remark 3.24. The degree is additive with respect to the composition of foam. This is the same degree as in [QR16], but since we are not in a 2-categorical setting, the contributions of \(\Gamma_0\) and \(\Gamma_1\) to the degree are equal to 0.

Definition 3.25. The category \(\text{Foam}_N\) has for objects \(sl_N\)-MOY-graphs and for (graded) hom-sets\(^8\):

\[
\text{HOM}_{\text{Foam}_N}(\Gamma_0, \Gamma_1) = \{\Gamma_1\text{-foam-}\Gamma_0,\}
\]

The composition of morphisms is given by the composition of foams. It has a monoidal structure given by the disjoint union of \(sl_N\)-MOY-graphs.

Definition 3.26. The category \(\text{Pol}_N\) has for objects projective graded \(\mathbb{Z}[X_1, X_2, \ldots, X_N]\)-modules. And for hom-sets

\[
\text{HOM}_{\text{Pol}_N}(M, N) = \{\mathbb{Z}[X_1, X_2, \ldots, X_N]\text{-linear map from } M \text{ to } N\}
\]

The category \(\text{Pol}_N\) is a full subcategory of \(\text{Pol}_N\) with object finitely generated projective graded \(\mathbb{Z}[X_1, X_2, \ldots, X_N]\)-modules. If \(M\) is an object of \(\text{Pol}_N\) and \(n\) an integer we denote by \(M\{q^n\}\) the module \(M\) shifted by \(n\). We have: \(M\{q^n\} = M_{k-n}\) for all \(k\) in \(\mathbb{Z}\). If \(P = \sum_{i \in \mathbb{Z}} n_i q^i\) is a Laurent polynomial in \(q\), \(M\{P\} = \bigoplus_{i \in \mathbb{Z}} n_i M\{q^i\}\).

Remark 3.27. Thanks to Quillen–Suslin’s theorem [Qui76, Sus74], finitely generated projective \(\mathbb{Z}[X_1, X_2, \ldots, X_N]\)-modules are free.

We first define a naive functor \(\tilde{F} : \text{Foam}_N \to \text{Pol}_N\) and then use the evaluation of foam to construct \(F : \text{Foam}_N \to \text{Pol}_N\). The functor \(\tilde{F}\) send an \(sl_N\)-MOY-graph \(\Gamma\) on the free module spanned by all \(\emptyset\)-foams-\(\Gamma\) and a \(\Gamma_1\)-foam-\(\Gamma_2\) on the corresponding linear map. Formally this reads

\[
\tilde{F} : \text{Foam}_N \to \text{Pol}_N
\]

\[
\Gamma \mapsto \bigoplus_{G \in \text{HOM}_{\text{Foam}_N}(\emptyset, \Gamma)} \mathbb{Z}[X_1, X_2, \ldots, X_N]\{d_N(G)\}
\]

\[
F : \Gamma_0 \to \Gamma_1 \mapsto \left(\begin{array}{c}
\text{\(\tilde{F}\)(}\(\Gamma_0\)) \to \text{\(\tilde{F}\)(}\(\Gamma_1\))} \\
\text{HOM}_{\text{Foam}_N}(\emptyset, \Gamma) \ni G \mapsto F \circ G \in \text{HOM}_{\text{Foam}_N}(\emptyset, \Gamma_1)
\end{array}\right).
\]

If \(\Gamma\) is an \(sl_N\)-MOY-graph, for every element \(G\) in \(\text{HOM}_{\text{Foam}_N}(\Gamma, \emptyset)\) we define the \(\mathbb{Z}[X_1, X_2, \ldots, X_N]\)-linear map:

\[
\phi_G : \text{\(\tilde{F}\)(}\(\Gamma\)) \to \mathbb{Z}[X_1, X_2, \ldots, X_N]
\]

\[
G \in \text{HOM}_{\text{Foam}_N}(\emptyset, \Gamma) \ni F \mapsto \langle G \circ F \rangle
\]

We define

\[
F(\Gamma) \overset{\text{def}}{=} \text{\(\tilde{F}\)(}\(\Gamma\))} \cap \bigcap_{G \in \text{HOM}_{\text{Foam}_N}(\Gamma, \emptyset)} \ker \phi_G.
\]

Remark 3.28. For every \(G\) in \(\text{HOM}_{\text{Foam}_N}(\Gamma, \emptyset)\), the map \(\phi_G\) induces a map from \(F(\Gamma)\) to \(\mathbb{Z}[X_1, \ldots, X_N]\) still denoted by \(\phi_G\).

\(^8\)In this definition and the following one, we write HOM rather than hom to emphasize that we consider all morphism, not only the one with degree 0.
Lemma 3.29. Let $F$ be a $\Gamma_1$-foam-$\Gamma_0$ and $x$ in $\tilde{F}(\Gamma_0)$. If $x$ is in $\bigcap_{G_0 \in \text{HOM}_{\text{Foum}_N}(\Gamma_0, \emptyset)} \ker \phi_{G_0}$, then $\tilde{F}(F)(x)$ is in $\bigcap_{G_1 \in \text{HOM}_{\text{Foum}_N}(\Gamma_1, \emptyset)} \ker \phi_{G_1}$.

Proof. This is straightforward since if $G_1$ is in $\text{HOM}_{\text{Foum}_N}(\Gamma_1, \emptyset)$, then $G_1 \circ F$ is in $\text{HOM}_{\text{Foum}_N}(\Gamma_0, \emptyset)$. $\square$

The previous lemma implies that if $F$ is a $\Gamma_1$-foam-$\Gamma_0$, then the $\mathbb{Z}[X_1, X_2, \ldots, X_N]$-linear map

$$\tilde{F}(\Gamma_0) \xrightarrow{\tilde{F}(F)} \tilde{F}(\Gamma_1) \xrightarrow{\pi} F(\Gamma_1).$$

induces a map $F(\Gamma_0) \to F(\Gamma_1)$, which we denote by $F(F)$.

Theorem 3.30. The previous construction yields a functor $F : \text{Foum}_N \to \text{Pol}_N$ such that for any MOY-graph $\Gamma$, the graded rank of $F(\Gamma)$ is equal to $\langle \Gamma \rangle$.

Remark 3.31. Since for every $\mathfrak{s}_N$-MOY-graph $\Gamma$, $F(\Gamma)$ is a finitely generated free $\mathbb{Z}[X_1, X_2, \ldots, X_N]$-module, for every base $(b_i)_{i \in I}$ of $F(\Gamma)$, there exists a dual base $(b^*_i)_{i \in I}$ in $\text{HOM}_{\text{Pol}_N}(F(\Gamma), \mathbb{Z}[X_1, \ldots, X_n])$ i.e. we have $b^*_j(b_i) = \delta_{ij}$. Furthermore, these elements $(b^*_i)_{i \in I}$ can be thought of as (linear combinations of) $\emptyset$-foams-$\Gamma$.

The proof of the theorem shows how to construct inductively a base of $F(\Gamma)$ using MOY calculus. Note that, as in a classical TQFT, $F(\Gamma \times S^1) = \langle \Gamma \times S^1 \rangle$ is equal to the rank of module $F(\Gamma)$. A coloring of $\Gamma \times S^1$ is essentially a coloring of $\Gamma$. Since all monochrome and bichrome surfaces are torus, the value $\langle \Gamma \times S^1 \rangle$ is precisely the number of states used in the state-sum which defines the evaluation of $\mathfrak{s}_N$-MOY-graphs [MOY98].

Proof of Theorem 3.30.

Claim. The space $F(\emptyset)$ is isomorphic to $\simeq \mathbb{Z}[X_1, X_2, \ldots, X_N]$.

The space $\tilde{F}(\emptyset)$ is spanned by all closed foams. Let $F$ be a closed foam and $G$ be an element of $\text{HOM}_{\text{Foum}_N}(\emptyset, \emptyset)$ ($G$ is as well a closed foam), then $\langle G \circ F \rangle = \langle G \rangle \langle F \rangle = \langle F \rangle \langle G \circ \emptyset \rangle$. This means that $F - \langle F \rangle \emptyset$ is in $\bigcap_{G \in \text{HOM}_{\text{Foum}_N}(\emptyset, \emptyset)} \ker \phi_G$. Therefore $F(\emptyset)$ is spanned by (the equivalence class of) $\emptyset$. On the other hand $\phi_\emptyset(\emptyset) = 1$, hence $\emptyset \neq 0$ in $F(\emptyset)$. This proves that $F(\emptyset) \simeq \mathbb{Z}[X_1, X_2, \ldots, X_N]$.

Claim. Let $\Gamma$ be an $\mathfrak{s}_N$-MOY graph and $\Gamma'$ be the same graph with the $0$ edges removed, then $F(\Gamma) \simeq F(\Gamma')$. An isomorphism (and its inverse) is given by (the image by $F$ of) the foam described in the proof of Lemma 3.22 (and its mirror image with respect to $\mathbb{R}^2 \times \{ \frac{1}{2} \}$). Note that this is a categorified version of Lemma 3.4.

This is a direct consequence of Remark 2.13.

Claim. Let $\Gamma$ be an $\mathfrak{s}_N$-MOY graph and $C$ a face-like cycle in $\Gamma$ and $\Gamma'$ be the $\mathfrak{s}_N$-MOY-graph obtained from $\Gamma$ by a cycle move along $\Gamma$. Then $F(\Gamma) \simeq F(\Gamma')$. Note that this is a categorified version of Lemma 3.5.

An isomorphism and its inverse are given by:

where the hashed faces are meant to have label $N$. The claim follows directly from Lemma 3.21.
Claim. Suppose that $\Gamma$ and $\Gamma'$ are two sl_N-MOY-graphs which are identical except in a disk where they look like:

$$\Gamma = \begin{array}{c}
i \\
j + k \\
i + j + k \end{array}$$ and $$\Gamma' = \begin{array}{c}
i \\
j \\
i + j + k \end{array}$$

Then $\mathcal{F}(\Gamma) \simeq \mathcal{F}(\Gamma')$. Note that this is a categorified version of Relation (2) in Definition 3.2.

The isomorphisms are given by

$$\mathcal{F} \left( \begin{array}{c}
\gamma \\
j \\
k \\
i \\
j + k \\
i + j + k \\
\end{array} \right)$$ and $$\mathcal{F} \left( \begin{array}{c}
\gamma' \\
j \\
k \\
i \\
j + k \\
i + j + k \\
\end{array} \right)$$

and the claim follows directly from Corollary 3.10.

Claim. The following local relation holds:

$$\mathcal{F} \left( \begin{array}{c}
m \\
n + k - m \\
k \\
n + l - k \\
p + l - k \\
m \\
\end{array} \right) \simeq \bigoplus_{j = \max(m-n,0)}^m \mathcal{F} \left( \begin{array}{c}
\gamma \\
j \\
k \\
n \\
\gamma + n + l - j \\
m + l \\
\end{array} \right) \left\{ \left[ \begin{array}{c}
l \\
k - j \end{array} \right] \right\}.$$ 

Note that this is a categorified version of Relation (7) in Definition 3.2.

A collection of couples of injection/projection is given by:

$$\sum_{\gamma_1, \gamma_2} c_{\gamma_1 \gamma_2}^{\beta_1 \beta_2} \mathcal{F} \left( \begin{array}{c}
m \\
n + k - m \\
k \\
n + l - k \\
p + l - k \\
m \\
\end{array} \right) \bigoplus_{\alpha \in \mathcal{T}(k-j, l-k+j)} \mathcal{F} \left( \begin{array}{c}
m \\
n + k - m \\
k \\
n + l - k \\
p + l - k \\
m \\
\end{array} \right) \left\{ \left[ \begin{array}{c}
l \\
k - j \end{array} \right] \right\}.$$ 

This follows from Proposition 3.13.

These four claims and Lemma 3.7 finish the proof. □

We now include a couple of local relations satisfied by $\langle \bullet \rangle$ without proof. They either follow from Proposition 3.13 or are quite easy (in comparison with Proposition 3.13) to prove. They categorify some of the relations of the MOY relations given in Definition 3.2.
Proposition 3.32. The following relations hold:

\[ \langle a \rangle = \sum_{\alpha \in T(a,N-a)} (-1)^{|\hat{\alpha}|} s_{\hat{\alpha}} \]

where \( \rho(a,N-a) \) is the Young diagram obtained by stacking \( \rho(a,N-a) \) on the top of \( \beta \).

If \( \alpha \in T(a,b) \), \( \beta \in T(b,a) \) and \( \gamma \in T(a+b,N-a-b) \),

\[ \langle a \rangle = \sum_{\alpha \in T(a,N-a)} \sum_{\beta \in T(b,a)} c_{\alpha\beta} \langle a \beta \rangle = \sum_{\alpha \in T(a,N-a)} (-1)^{|\hat{\alpha}|} s_{\hat{\alpha}} \]

moreover the terms of the right-hand side are pairwise orthogonal idempotents;

\[ \langle a \rangle = \sum_{\alpha \in T(a,b)} (-1)^{|\hat{\alpha}|} s_{\hat{\alpha}} \]

moreover the terms of the right-hand side are pairwise orthogonal idempotents;
where the two hashed disks are meant to have label \( N \), moreover the terms of the right-hand side are pairwise orthogonal idempotents;

\[
\begin{pmatrix}
k+r \\
1 \quad \quad \quad t-r \\
3 \quad \quad \quad -r \\
1 \quad \quad \quad 1-t \\
1 \quad \quad \quad 1 \\
0 \quad \quad \quad 1 \end{pmatrix}
= \sum_{\alpha \in T(t,r,s)} (-1)^{|\alpha|} \begin{pmatrix}
k+s \\
1 \quad \quad \quad t+s \\
3 \quad \quad \quad s \\
1 \quad \quad \quad 1-s \\
1 \quad \quad \quad 1 \\
0 \quad \quad \quad 1 \end{pmatrix},
\]

moreover the terms of the right-hand side are pairwise orthogonal idempotents, this last relation is to be compared with [CKM14, Relation 2.9].

4. Applications and conjectures

4.1. Evaluation of the variables. Generalities on the evaluation. In this subsection, we inspect the behavior of the theory if one evaluates the variables \( X_1, \ldots, X_N \) on complex numbers \( z_1, \ldots, z_N := z \) (\( z \) is thought of as a multi-set). This is closely related to the work by Rose and Wedrich [RW16].

The first thing to observe is that if the variables \( z_1, \ldots, z_N \) are not 2 by 2 distinct, the evaluation of colored foams make no sense. However, we can still evaluate (\( \bullet \)). Another big difference is that unless \( z_1 = \cdots = z_N = 0 \), the theory is not graded anymore but rather filtered.

Using this new evaluation and the universal construction one can construct a functor \( \mathcal{F}_z : \text{Foam}_N \to \mathbb{C} \text{-vect}_{\text{filt}} \). The categories \( \text{Pol}_N \) and \( \mathbb{C} \text{-vect}_{\text{filt}} \) are related by the functor

\[
\mathcal{T}_z : \text{Pol}_N \to \mathbb{C} \text{-vect}_{\text{filt}},
\]

\[
M \in \text{ob}(\text{Pol}_N) \mapsto \mathbb{C} \otimes_{\mathbb{Z}[X_1, X_2, \ldots, X_N]} M
\]

\[
f \in \text{HOM}(M, N) \mapsto f_{X_i \to z_i},
\]

where \( \mathbb{C} \) is seen as \( \mathbb{Z}[X_1, X_2, \ldots, X_N] \)-module by evaluating \( X_i \) on \( z_i \).

**Proposition 4.1.** The functors \( \mathcal{F}_z \) and \( \mathcal{T}_z \circ \mathcal{F} \) are isomorphic as monoidal functors.

**Proof.** Since \( \mathcal{F} \) and \( \mathcal{F}_z \) are defined by universal construction, for every \( \text{sl}_N \)-MOY-graph \( \Gamma \), the elements of \( \mathcal{F}_z(\Gamma) \) and \( \mathcal{F}(\Gamma) \) can be thought of as (linear combinations of) foams. Furthermore, if a linear combination of foams in \( \mathcal{F}(\Gamma) \) is equal to 0 then the same linear combination (with the variable \( X_k \) evaluated in \( z \)) is equal to 0 in \( \mathcal{F}_z(\Gamma) \). This correspondence defines a natural transformation \( \tau_1 : \mathcal{T}_z \circ \mathcal{F} \to \mathcal{F}_z \). To define \( \tau_2 \) the analogue (and inverse) natural transformation from \( \mathcal{F}_z \) to \( \mathcal{T}_z \circ \mathcal{F} \), we need to know that if a \( \mathbb{C} \)-linear combination of foam \( f \) is equal to 0 in \( \mathcal{F}_z(\Gamma) \), then the same linear combination is equal to 0 in \( \mathcal{F}_z(\Gamma) \). In \( \mathcal{F}(\Gamma) \), we can find a basis \( (f_i)_{i \in I} \) and a dual basis \( (f_i^*)_{i \in I} \) (see Remark 3.31), we write \( f = \sum P_i(X_1, \ldots, X_N)f_i \) for some polynomial \( P \) in \( \mathbb{C}[X_1, \ldots, X_N] \).

Choosing \( f_i^* \) on \( f \), we deduce that \( P_i(z_1, \ldots, z_N) = 0 \) for any \( i \in I \). This implies that \( f \) is equal to 0 in \( \mathbb{C} \otimes_{X_i \to z_i} \mathcal{F}(\Gamma) \). \( \square \)

The graded case. In this paragraph we are interested in the functor \( \mathcal{F}_0 \). This still makes sense over \( \mathbb{Z} \), hence we consider \( \mathcal{F}_0 \) to be a functor from \( \text{Foam}_N \) to \( \mathbb{Z} \text{-mod}_{\text{gr}} \). In this paper we were only concerned with closed \( \text{sl}_N \)-MOY-graphs. The functor \( \mathcal{F}_0 \) (just like the functor \( \mathcal{F} \)) could be easily promoted to a 2-functor from the 2-category of \( \text{sl}_N \)-foams with corners to the 2-category of graded \( \mathbb{Z} \)-algebras (see [Kho02] and [BN05] for the \( \text{sl}_2 \)-case and [MPT14] and [Rob13] for the \( \text{sl}_3 \)-case and [Mac14] for the
A CLOSED FORMULA FOR THE EVALUATION OF $\mathfrak{sl}_N$-FOAMS

In [QR16], Queffelec and Rose construct a 2-functor $\mathcal{F}_{QR}$ from the 2-category $N$-Ladder of $N$-ladders (which is a non-full sub-2-category of the 2-category of $\mathfrak{sl}_N$-foams with corners) to the 2-category of graded $\mathbb{Z}$-algebras.

**Proposition 4.2.** The functors $\mathcal{F}_{QR}$ and the functor $\mathcal{F}_0$ restricted to $N$-Ladder are isomorphic.

**Sketch of the proof.** The only things to prove for this proposition is that our evaluation of foams fulfills the local relations (3.8)-(3.20) in [QR16]:

- Relation (3.8) follows from Lemma 3.9,
- Relation (3.9) is relation (11) in Proposition 3.32,
- Relation (3.10) follows from relations (9) and (10) in Proposition 3.32,
- Relation (3.11) follows from relation (12) in Proposition 3.32,
- Relation (3.12) is obvious,
- Relations (3.15) and (3.16) are special cases from Proposition 3.13,
- Relations (3.17) – (3.20) are obvious.

Hence, only relations (3.13) and (3.14) are to be checked. This is an easy computation. □

**Corollary 4.3.** The functor $\mathcal{F}$ together with the classical hypercube of resolution technology developed by Bar-Natan in [BN02] (see as well [QR16, Section 4.2] for the $\mathfrak{sl}_N$ case) gives rise to an homology theory which categorifies the $\mathfrak{sl}_n$-link invariant.

**The other cases.** We now consider the general case and, just as in [RW16], we ignore the filtrations. We will need to work with $\mathcal{F}$ for different values of $N$, so that we write $\mathcal{F}_N$ instead of $\mathcal{F}$.

**Lemma 4.4.** If $z = z_1^N$ and we forget about the filtration (or graduation), the functors $\mathcal{F}_0^N$ and $\mathcal{F}_z^N$ are isomorphic.

**Proof.** This simply comes from a change of variables: $X_i \mapsto X_i - z_1$ in the evaluation of foams. Note that it only affects the $P$-part of the evaluation and that it does not respect the graduation. □

**Definition 4.5.** Let $y_1, \ldots, y_k$ be $k$ 2 by 2 distinct complex numbers, for $i = 1, \ldots, k$ the *Lagrange polynomial* $L_{y_1, \ldots, y_k}^{y_i}(X)$ is the one-variable polynomial given by:

$$L_{y_1, \ldots, y_k}^{y_i}(X) \overset{\text{def}}{=} \prod_{j=1}^{k} \frac{X - y_j}{y_i - y_j}.$$  

It satisfies $L_{y_1, \ldots, y_k}^{y_i}(y_j) = \delta_{ij}$ for every $j = 1, \ldots, k$. Furthermore, we have:

$$\sum_{i=1}^{k} L_{y_1, \ldots, y_k}^{y_i} = 1.$$  

Let $x = (x_1, \ldots, x_a)$ be an $a$-tuple of elements of $\{y_1, \ldots, y_k\}$. The *Lagrange polynomial* $L_{y_1, \ldots, y_k}^x(X_1, \ldots, X_a)$ is the $a$-variables polynomial given by:

$$L_{y_1, \ldots, y_k}^x(X_1, \ldots, X_a) \overset{\text{def}}{=} \prod_{j=1}^{a} L_{y_1, \ldots, y_k}^{x_j}(X_j).$$  

It satisfies $L_{y_1, \ldots, y_k}^x(t) = \delta_{tx}$ for every $a$-tuple $t$ of elements of $y$. Furthermore, we have:

$$\sum_{x \in y_1, \ldots, y_k} L_{y_1, \ldots, y_k}^x = 1.$$  

Finally, let $y = \{y_1^{N_1}, \ldots, y_k^{N_k}\}$ be a multi-set (the exponent gives the multiplicities) and $x$ be a multi-sub-set of elements of $y$ with $a$ elements (counted with multiplicity) and $\underline{x}$ an $a$-tuple of elements of $y$

9This is really easy since colorings on both sides are in one-one correspondence.
given by fixing an order on $x$. The symmetric Lagrange polynomial $s_a L^x_N$ is the symmetric $a$-variables polynomial given by:

$$s_a L^x_N(x_1, \ldots, x_a) \overset{\text{def}}{=} \frac{\prod_{j=1}^k N_{x,y_j}}{a!} \sum_{\sigma \in S_a} L^{x}_{y_1,\ldots,y_k}(x_{\sigma(1)}, \ldots, x_{\sigma(a)}),$$

where $N_{x,y_j}$ is the multiplicity of $y_j$ in $x$. This polynomial does not depend on the choice of $x$ and satisfies: $s_a L^x_N(t) = \delta_{xt}$ for every multi-sub-set $t$ of elements of $y$ with $a$ elements. Note that since, these are symmetric polynomial, it makes sense to evaluate them on multi-sets. Furthermore we have:

$$\sum_{x \subseteq y, |x| = a} s_a L^x_N = 1.$$

We now suppose that $z_1, \ldots, z_k$ are 2 by 2 distinct and appear in $z$ with multiplicity $N_1, \ldots, N_k$.

**Definition 4.6.** Let $\Gamma$ be an $\mathfrak{s}l_N$-MOY graph. An $(N_1, \ldots, N_k)$ decomposition of $\Gamma$ is a $k$-tuple $(\Gamma_1, \ldots, \Gamma_k)$ of MOY graphs such that:

- For every $i$ in $\{1, \ldots, k\}$, the underlying oriented graph of $\Gamma_i$ is the same as the underlying oriented graph of $\Gamma$,
- For every $i$ in $\{1, \ldots, k\}$, $\Gamma_i$ is an $\mathfrak{s}l_{N_i}$-MOY-graph,
- For every $e$ in $E(\Gamma)$, $l(e) = \sum_{i=1}^k l_i(e)$, where $l : E(\Gamma) \to \mathbb{N}$ (resp. $l_i : E(\Gamma_i) = E(\Gamma) \to \mathbb{N}$) is the labeling of $\Gamma$ (resp. $\Gamma_i$).

The following proposition relates our work with [RW16, Theorem 1].

**Proposition 4.7.** For every $\mathfrak{s}l_N$-MOY-graph $\Gamma$, we have:

$$\mathcal{F}^N_Z(\Gamma) \simeq \bigoplus_{(\Gamma_1, \ldots, \Gamma_k) \ (N_1, \ldots, N_k)\text{-decomposition of } \Gamma} \bigotimes \mathcal{F}^N_{i_i}(\Gamma_i).$$

**Sketch of the proof.** The functor $\mathcal{F}^N_Z$ is defined by setting $X_1 = \cdots = X_{N_1} = z_1, X_{N_1+1} = \cdots = X_{N_1+N_2} = z_2, \ldots$ and $X_{N-N_k+1} = \cdots = X_N = z_k$ in the evaluation of foams. As stated before, we cannot set $X_i = z_i$ in the evaluation of colored foam. However, given a coloring $c$ of a foam $F$ and $i$ and $j$ two distinct pigments of $\mathbb{P}$ the proof of Proposition 2.18 shows that if we consider the set $\mathcal{C}$ of all colorings of $F$ which are Kempe-equivalent relative to $i$ and $j$, then

$$\sum_{c' \in \mathcal{C}} \langle F, c' \rangle$$

does not have a factor $(X_i - X_j)$ at the denominator (which is a product of factor of the form $(X_i - X_j)$). We now consider the equivalence relation $\sim_c$ on the colorings of $F$ generated by Kempe moves relatively to all colors $i$ and $j$ such that $X_i$ and $X_j$ are sent on the same complex number $z_c$. Thanks to the previous discussion, for all coloring $c$ of $F$, the quantity

$$\sum_{c' \sim_c} \langle F, c' \rangle$$

is well-defined when setting $X_1 = \cdots = X_{N_1} = z_1, X_{N_1+1} = \cdots = X_{N_1+N_2} = z_2, \ldots$ and $X_{N-N_k+1} = \cdots = X_N = z_k$. Suppose now that $F$ is a $\Gamma$-foam, using the symmetric Lagrange polynomials on the facets which intersect $\Gamma$ and using the “Karoubi envelop technology” as described by Bar-Natan and Morrison in [BNM06] (see as well [RW16, Section 4.2]), we can decompose $\mathcal{F}^N_Z(\Gamma)$ into a direct sum of “$\mathcal{F}^N_Z(\Gamma, d)$” where $d$ is an extra-labeling of $\Gamma$ which indicates on each edge of $\Gamma$ how many variables will be sent on $z_d$ for every $i$. Then using a splitting functor analogue to the one describe in [RW16, Section 4.3]), we can express $\mathcal{F}^N_Z(\Gamma, d)$ as a tensor product of the form $\bigotimes \mathcal{F}^N_{i_i}(\Gamma_i)$ for $(N_1, \ldots, N_k)$-decomposition of $\Gamma$ which is given by $d$. This gives:

$$\mathcal{F}^N_Z(\Gamma) \simeq \bigoplus_{(\Gamma_1, \ldots, \Gamma_k) \ (N_1, \ldots, N_k)\text{-decomposition of } \Gamma} \bigotimes \mathcal{F}^N_{i_i}(\Gamma_i).$$
4.2. Equivariant cohomology of (partial) flag varieties. Let us first recall a well-known fact about $\mathfrak{sl}_N$-MOY-graphs with symmetries:

**Proposition 4.8.** Suppose that a $\mathfrak{sl}_N$ MOY graph $\Gamma$ has a symmetry axis which is transverse to every edge and that the symmetry reverses the orientations and preserves the labels (see Figure 5 for an example). Then $\mathcal{F}(\Gamma)$ has a natural structure of Frobenius algebra. Note that different symmetry axes gives a priori non-isomorphic Frobenius algebra structures.

![Figure 5. A MOY-graph with a symmetry axis.](image)

**Sketch of the proof.** We need to tell where the multiplication and the trace structures come from. For a more systematic and category-oriented approach we refer to [MPT14] or [Rob15b] for the $\mathfrak{sl}_3$-case or to [Mac14] for the $\mathfrak{sl}_N$ case. We consider an $\mathfrak{sl}_N$-MOY-graph $\Gamma$ with a symmetry axis. Since the functor $\mathcal{F}$ is defined by a universal construction, one can think of elements of $\mathcal{F}(\Gamma)$ as $\mathbb{Z}[X_1, \ldots, X_N]$-linear combination of foams. Hence it is enough to explain how the definition of the multiplication and the trace on foams. Let us denote by $\Sigma$ one half of the graph $\Gamma$, by $\bar{\Sigma}$ the other half and by $\epsilon$ the intersection of the symmetry axis with $\Gamma$ (hence we have $\Gamma = \Sigma \cup \epsilon \bar{\Sigma}$). The definitions of the multiplication and the trace are given in Figures 6 and 7.

![Figure 6. Multiplication.](image)

$$\tau\left(\begin{array}{c}
\Sigma \\
\epsilon \\
\bar{\Sigma}
\end{array}
\begin{array}{c}
f
\end{array}
\right) = \left(\begin{array}{c}
\Sigma \times I \\
\epsilon \\
\bar{\Sigma}
\end{array}
\begin{array}{c}
\times
\end{array}
\begin{array}{c}
f
\end{array}
\right)$$

**Figure 7. Trace.**

The unit is given by a foam which is isotopic to $\Sigma \times I$. The associativity is obvious. The fact that the trace and the multiplication induces a non-degenerate pairing comes directly from the universal construction: indeed taking the trace of the product of $f_1$ and $f_2$ is the same as closing up $f_1$ with $f_2$. The co-multiplication is a little more complicated to write down, however we do not strictly need it and it follows from the functor $\mathcal{F}$ being monoidal.

The cohomology of Grassmannian and flag varieties has been a guide line in the history of categorification of the $\mathfrak{sl}_N$-knot invariants (see for example [KR08a], [Kho04], [LZ14] or [QR16]). Here we prove that the spaces associated with the so-called generalized $\theta$-graphs are indeed isomorphic as rings to the cohomology rings of partial flag varieties.
**Definition 4.9.** Let $a_1, \ldots, a_k$ be positive integers such that $\sum_{i=1}^k a_i = N$. The MOY-graph

![MOY-graph](image)

is called the *generalized $\theta$-graph of type* $(a_1, \ldots, a_k)$ and is denoted by $\theta(a_1, \ldots, a_k)$. Note that is comes naturally with a symmetry axis.

**Notation 4.10.** Let $a_1, \ldots, a_k$ be positive integers such that $\sum_{i=1}^k a_i = N$. We denote by $Fl_N(a_1, \ldots, a_k)$ the flag variety corresponding to the following inclusion:

$$\mathbb{C}^{a_1} \subseteq \mathbb{C}^{a_1+a_2} \subseteq \mathbb{C}^{a_1+a_2+a_3} \subseteq \cdots \subseteq \mathbb{C}^{N-a_k}$$

in a fixed space $\mathbb{C}^N$. It is isomorphic to $GL(N, \mathbb{C})/P(a_1, \ldots, a_k)$ with $P(a_1, \ldots, a_k)$ being the parabolic subgroup consisting of matrix of the form:

$$
\begin{pmatrix}
  a_1 & * & * & \cdots & * \\
  0 & a_2 & * & \cdots & * \\
  \vdots & \ddots & \ddots & \ddots & \vdots \\
  0 & \cdots & 0 & a_{k-1} & * \\
  0 & 0 & \cdots & 0 & a_k
\end{pmatrix}
$$

where the size of the blocks are given by the integers $a_\bullet$. We denote by $T$ the maximal torus, that is the sub-group of invertible diagonal matrices. We denote by $H^*_T(Fl_N(a_1, \ldots, a_k))$ the $T$-equivariant cohomology ring of $Fl_N(a_1, \ldots, a_k)$ with coefficients in $\mathbb{Z}$. It is an algebra over $H^*_T(\text{point}) \cong \mathbb{Z}[X_1, \ldots, X_N]$. For definition of the equivariant cohomology we refer to [FIM14], and references therein.

**Theorem 4.11 ([FIM14]).** The space $H^*_T(Fl_N(1, \ldots, 1))$ is isomorphic to:

$$Z[T_1, \ldots, T_N, X_1, \ldots, X_N] \setminus \{P(X_1, \ldots, X_N) - P(T_1, \ldots, T_N) | P \in \mathbb{Z}[Z_1, \ldots, Z_N|S_N]\}$$

as a $\mathbb{Z}[X_1, \ldots, X_N]$-algebra. Let $a_1, \ldots, a_k$ be positive integers such that $\sum_{i=1}^k a_i = N$ and $S_{a_1, \ldots, a_k} := S_{a_1} \times \cdots \times S_{a_k} \subset S_N$. This group acts on $H^*_T(Fl_N(1, \ldots, 1))$ by permuting the variables $T_\bullet$. The space $H^*_T(Fl_N(a_1, \ldots, a_k))$ is isomorphic as a $\mathbb{Z}[X_1, \ldots, X_N]$-algebra to:

$$H^*_T(Fl_N(1, \ldots, 1))^{S_{a_1, \ldots, a_k}} \cong \frac{Z[X_1, \ldots, X_{a_1}] \otimes \cdots \otimes Z[X_{N-a_k+1}, \ldots, X_N]^{S_{a_k}} \otimes Z[T_1, \ldots, T_N]}{\{P(X_1, \ldots, X_N) - P(T_1, \ldots, T_N) | P \in \mathbb{Z}[Z_1, \ldots, Z_N|S_N]\}}.$$

**Proposition 4.12.** The $\mathbb{Z}[X_1, \ldots, X_N]$-algebra $F(\theta(a_1, \ldots, a_k))$ is isomorphic to the ring $H^*_T(Fl_N(a_1, \ldots, a_k))$. 
Proof. We use the presentation of $H_T^\bullet(Fl_N(a_1, \ldots a_N))$ of Theorem 4.11 and define a $\mathbb{Z}[X_1, \ldots X_N]$-linear map by:
\[
\phi : H_T^\bullet(Fl_N(a_1, \ldots a_N)) \rightarrow \mathcal{F}(\theta(a_1, \ldots a_k))
\]
\[
\prod_{i=1}^k \sigma_i(X_{a_i+1}, \ldots, X_{a_i+1}) \mapsto \frac{N!}{\prod_{i=1}^k a_i!}.
\]
This is obviously an algebra map. Furthermore it is surjective since the foams on the right-hand-side when the $\lambda_i$ vary obviously span $\mathcal{F}(\theta(a_1, \ldots a_k))$. This is a direct consequences of the neck-cutting (Relation (10)) and dot-migrations (Relation (11)). Furthermore both are free of rank $\frac{N!}{\prod_{i=1}^k a_i!}$. \qed

From the digon formula in Proposition 3.32, we immediately get the following proposition.

**Proposition 4.13.** A base of $\mathcal{F}(\theta(a_1, \ldots a_k))$ as a $\mathbb{Z}[X_1, \ldots X_N]$-module, is given by the images by $\phi$ of $1 \otimes \bigotimes_{i=2}^k \sigma_{\lambda_i}$ with $\lambda_i$ in $T(a_i, \sum_{j=1}^{i-1} a_j)$, for $i$ in $\{2, \ldots, k\}$. A dual basis (with respect to the trace introduced in Proposition 4.8) is given by:
\[
(-1)^{\sum_{j=2}^k |\lambda_j| + N(N+1)/2} \left( \prod_{i=2}^k \sigma_{\lambda_i} \right)
\]

We can use foams to compute structure constants of the cohomology rings of flag varieties associated with the bases given in Proposition 4.13:

**Proposition 4.14.** Let $a_1, \ldots, a_k$ be positive integers which sum to $N$ and $\alpha = (\alpha_2, \ldots, \alpha_k)$ and $\beta = (\beta_2, \ldots, \beta_k)$ two collections of Young diagrams such that for every $i$ in $\{2, \ldots, k\}$, $\alpha_i$ and $\beta_i$ are in $T(a_i, \sum_{j=1}^{i-1} a_j)$. Finally let us denote by $h_\alpha$ and $h_\beta$ the elements of $H_T^\bullet(Fl_N(a_1, \ldots a_N))$ corresponding to $\alpha$ and $\beta$, then we have:
\[
h_\alpha h_\beta = \sum_\lambda c_{\alpha \beta}^\lambda h_\lambda,
\]
where the $\lambda$ runs on all collections $(\lambda_2, \ldots, \lambda_k)$ of Young diagrams with $\lambda_i$ are in $T(a_i, \sum_{j=1}^{i-1} a_j)$ and where
\[
c_{\alpha \beta}^\lambda \overset{\text{def}}{=} (-1)^{\sum_{j=2}^k |\lambda_j| + N(N+1)/2} \left( \prod_{i=2}^k \sigma_{\lambda_j} \right).
\]
Remark 4.15. (1) The last formula can be seen as an implementation of the Atiyah–Bott–Berline–Vergne integration formula for the computation of the structure constants of the partial flag varieties see [And12, Section 2.6].

(2) If we restrict to the case where $\sum_{j=2}^{k} |\lambda_j| = \sum_{j=2}^{k} |\alpha_j| + \sum_{j=2}^{k} |\beta_j|$, the coefficient $c_{\alpha\beta}^\lambda$ is an integer (it is a symmetric polynomial of degree 0).

Corollary 4.16. Let $\alpha$, $\beta$ and $\lambda$ be three Young diagrams such that $|\alpha| + |\beta| = |\lambda|$. Choose two non-negative integers $a$ and $b$ such that $\alpha$, $\beta$ and $\lambda$ are in $T(b,a)$, then $c_{\alpha\beta}^\lambda$ is precisely the Littlewood–Richardson coefficient $c_{\alpha\beta}^\lambda$ and can be computed via:

$$c_{\alpha\beta}^\lambda = (-1)^{N(N+1)/2} \sum_{A\cup B = \{X_1, \ldots, X_N\}, |A|=a, |B|=b} (-1)^{|B<A|} a_{\alpha}(A)a_{\beta}(A)a_{\lambda}(B) \Delta(X_1, \ldots, X_N).$$

where $N = a + b$. Moreover to evaluate this foam we may use any evaluation $X_i \mapsto z_i$ (see Section 4.1).

4.3. Further possible developments.

- The foam evaluation relies on the evaluation of colored foams and as explained in Section 2.3.2, it relates on how $\mathfrak{sl}_2$-sub-foams are embedded in a colored foam. Since the classification of simple Lie relies basically on how different copies of $\mathfrak{sl}_2$ interact with one another, it seems possible to adapt our strategy to categorify the graphical calculus for other simple Lie algebras and eventually to have a categorification of other quantum link invariants. In the introduction, we suggested that pigments can be thought of as a simple $\mathfrak{gl}_N$-roots, and that bichrome surfaces may correspond to positive $\mathfrak{sl}_N$-roots. This idea might be taken as a guideline in order to define the evaluation of (colored) foams for other Lie algebra types.

- The 2-functor extension discussed in Subsection 4.1 would yield a new definition of the $\mathfrak{sl}_N$-arc algebras [Mac14]. Arc algebras are of great interest since they are closely related to the dual canonical bases of some spaces. They have been investigated in various cases by Ehrig, Tubbenhauer and their coauthors [ETW16, EST16, EST17]. This new definition could be enlightening, since it could allow some combinatorial and geometric constructions similar to the ones in [Rob15b] and might eventually give a way to compute these dual-canonical bases.

- Since we do not require $\mathfrak{sl}_N$-MOY-graph to be ladders, the graphical presentation of the $\mathfrak{sl}_N$-homology we have is simpler than the one given [QR16]. One can therefore hope for a definition of a “fully colored” $\mathfrak{sl}_N$-homology with help of some resolutions of simple $\mathfrak{sl}_N$-representations in terms of tensor powers of minuscules modules. See [Kho05] for the $\mathfrak{sl}_2$-case and [Rob16] for the $\mathfrak{sl}_3$-case.

Appendix A. Two identities on Schur polynomials

The aim of this section is to prove Propositions A.13 and A.16 which are the key points in the proof of Theorem 3.30. For the sake of being self-contained and in order to introduce notations, we recall a few thing about symmetric polynomials. We use English notations for Young diagrams. For a kind introduction to symmetric polynomials we refer to [Mac15].

Let us first recall some notations:

Notation A.1. If $\alpha$ is a Young diagram, $|\alpha|$ is the number of boxes of $\alpha$ and $\alpha'$ is the transposed Young diagram. If $a$ and $b$ are two non-negative integers, $T(a, b)$ denotes the set

10That is an homology theory which would categorify the $\mathfrak{sl}_N$-invariant of links colored by arbitrary finite dimensional representations, not only the minuscule ones.
of all Young diagrams having at most \(a\) columns and \(b\) lines, \(\rho(a, b)\) denotes the rectangular Young diagram with \(a\) columns and \(b\) lines. If a Young diagram \(\alpha\) is specified to be in a certain \(T(a, b)\), then

- its complement is denote by \(\alpha^c\): it is obtained by rotating by 180° the set of boxes of \(\rho(a, b)\) which are not in \(\alpha\),
- the dual of \(\alpha\) is defined as \((\alpha^t)^c\) or equivalently as \((\alpha^c)^t\) and is denoted by \(\hat{\alpha}\).

An illustration is given in Figure 8. Young diagrams will always be denoted by Greek letters.

- The capital roman letters will denote sets of variables. Since we will be dealing with anti-symmetric polynomial, it is very important that these sets are ordered. If \(A = \{a_1, \ldots, a_n\}\) is a set of variables (with the order given by indices) the Vandermonde determinant on \(A\) is denoted by \(\Delta(A)\) and is equal to

\[
\Delta(A) := \det \begin{pmatrix}
1 & a_1 & a_1^2 & \cdots & a_1^{n-1} \\
1 & a_2 & a_2^2 & \cdots & a_2^{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & a_n & a_n^2 & \cdots & a_n^{n-1}
\end{pmatrix} = \det \left( a_i^{j-1} \right)_{1 \leq i \leq n, 1 \leq j \leq n} = \prod_{i < j} (a_j - a_i).
\]

- If \(A = \{a_1, \ldots, a_n\}\) is a set of variables and \(\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0)\) is a Young diagram with at most \(n\) non-empty columns, the Schur polynomial in \(A\) associated with \(\alpha\) is denoted by \(s_\alpha\) and is equal to:

\[
s_\lambda(A) := \frac{\det \begin{pmatrix}
a_{\lambda_1 + n}^1 & a_{\lambda_1 - 1 + n}^1 & \cdots & a_{\lambda_1 + n - 1}^1 \\
a_{\lambda_2 + n}^2 & a_{\lambda_2 - 1 + n}^2 & \cdots & a_{\lambda_2 + n - 1}^2 \\
\vdots & \vdots & \ddots & \vdots \\
a_{\lambda_n + n}^n & a_{\lambda_n - 1 + n}^n & \cdots & a_{\lambda_n + n - 1}^n
\end{pmatrix}}{\Delta(A)} = \frac{\det \left( a_i^{\lambda_{i-j} + j-1} \right)_{1 \leq i \leq n}}{\Delta(A)}.
\]

If \(\lambda\) has more than \(n\) non-empty columns, we set: \(s_\lambda(A) = 0\). The Schur polynomials in \(A\) are symmetric in \(A\) and they do not depend on the order we chose on \(A\). It will be convenient to set \(a_\lambda(A) = s_\lambda(A)\Delta(A)\). These are anti-symmetric polynomials and they depend on the order on \(A\).

- If \(A\) and \(B\) are two (ordered) set of variables, the symbol \(AB\) denotes the disjoints union of these two sets with the conditions that every element in \(A\) is lower than the every element of \(B\). The symbols \(A \cup B\) requires that \(A\) and \(B\) are both subsets of a bigger set \(C\) and that they are disjoint, it denotes the union of \(A\) and \(B\) with the order induced by the order of \(C\).

- If \(A\) and \(B\) are two disjoint subsets of an ordered set \(C\), \(|A < B|\) denotes the number of pairs \((a, b)\) in \(A \times B\) such that \(a\) is lower than \(b\). We have \(|A < B| + |B < A| = |A||B|\).

- If \(A\) is a set of variables and \(a_1\) and \(a_2\) are two non-negative integers such that \(a_1 + a_2 = |A|\), \(A(a_1, a_2)\) denotes the set of partitions of \(|A|\) into two subsets \(A_1\) and \(A_2\), such that \(|A_1| = a_1\) and \(|A_2| = a_2\).
• If $A$ and $B$ are two sets of variables, we set:
\[
\nabla(A, B) := \prod_{a \in A, b \in B} (a - b) = \frac{\Delta(BA)}{\Delta(A)\Delta(B)}.
\]

• The Richardson-Littlewood coefficients are denoted $c_{\alpha\beta}^\gamma$ for $\alpha$, $\beta$ and $\gamma$ three Young diagrams. It is zero unless $|\alpha| + |\beta| = |\gamma|$. We will use the following facts:

1. Let $A$ be a set of variables and $\alpha$ and $\beta$ two Young diagrams. We have
\[
s_\alpha(A)s_\beta(A) = \sum_\lambda c_{\alpha\beta}^\lambda s_\lambda(A).
\]

2. Let $A$ and $B$ be two disjoint sets of variables and $\gamma$ a Young diagram. We have:
\[
s_\lambda(AB) = \sum_{\alpha\beta} c_{\alpha\beta}^\gamma s_\alpha(A)s_\beta(B).
\]

3. If $a$ and $b$ are two non-negative integers, we have:
\[
c_{\alpha\beta}^{\rho(a,b)} = \begin{cases} 
1 & \text{if } \alpha \text{ is in } T(a,b) \text{ and } \beta = \hat{\alpha}' \\
0 & \text{else}.
\end{cases}
\]

**Lemma A.2.** Let $A$ be a set of variables, $a_1$ and $a_2$ two non-negative integers such that $|A| = a_1 + a_2$ and $\alpha$ a Young diagram in $T(a_1,a_2)$. Then we have:
\[
\Delta(A) = (-1)^{|\alpha|} \sum_{(A_1,A_2) \in A(a_1,a_2)} (-1)^{|A_2 < A_1|} a_\alpha(A_1)a_\beta(A_2)
\]
\[
= (-1)^{|\alpha|} \sum_{(A_1,A_2) \in A(a_1,a_2)} (-1)^{|A_1 < A_2|} a_\alpha(A_1)a_\beta(A_2).
\]

**Sketch of proof.** This comes from developing the Vandermonde determinant along $a_1$ lines. If $\alpha$ is the empty diagram: we develop it along the first $a_1$ lines and the sign is correct. Moreover, thanks to the anti-symmetry of the determinant, the quantity
\[
\sum_{(A_1,A_2) \in A(a_1,a_2)} (-1)^{|A_1 < A_2|} s_\alpha(A_1)s_\beta(A_2)
\]
get multiplied by $-1$ whenever the number of boxes of $\alpha$ increases by one. \hfill \square

**Corollary A.3.** Let $a_1$ and $a_2$ be two non-negative integers, $\alpha$ a Young diagram in $T(a_1,a_2)$, $\beta$ a Young diagram in $T(a_2,a_1)$ and $A$ a set of variables such that $|A| = a_1 + a_2$. The following identity holds:
\[
\sum_{(A_1,A_2) \in A(a_1,a_2)} (-1)^{|A_2 < A_1|} a_\alpha(A_1)a_\beta(A_2) = (-1)^{|\alpha|} \delta_{\alpha\beta}\Delta(A).
\]

**Proof.** The case $\alpha = \hat{\beta}$ is done in the previous lemma. Whenever $\alpha \neq \hat{\beta}$, the expression
\[
\sum_{(A_1,A_2) \in A(a_1,a_2)} (-1)^{|A_2 < A_1|} a_\alpha(A_1)a_\beta(A_2)
\]
computes the determinant by a multi-line development of a matrix which contains (at least) two columns which are equal. \hfill \square

Similarly we have:

**Lemma A.4.** Let $A$ be a set of variables, $a_1$ and $a_2$ two non-negative integers such that $|A| = a_1 + a_2, \alpha$ a Young diagram in $T(a_1,a_2)$ and $\beta$ a Young diagram in $T(a_2,a_1)$. Then we have:
\[
\sum_{(A_1,A_2) \in A(a_1,a_2)} (-1)^{|A_2 < A_1|} a_{\rho(a_1,c)}(A_1)a_{\rho(a_2,c)}(A_2) = (-1)^{|\alpha|} \delta_{\alpha\beta}\delta_{\rho(a_1,c)}(A) \quad \text{and}
\]

\[
\sum_{(A_1,A_2) \in A(a_1,a_2)} (-1)^{|A_2 < A_1|} a_{\rho(a_1,c)}(A_1)a_{\rho(a_2,c)}(A_2) = (-1)^{|\alpha|} \delta_{\alpha\beta}\delta_{\rho(a_1,c)}(A) \quad \text{and}
\]
\[
\sum_{(A_1,A_2) \in A(a_1,a_2)} (-1)^{|A_1 < A_2|} a_{\rho(a_1,c)} (A_1) a_{\rho(a_2,c)} (A_2) = (-1)^{|\alpha|} \delta_{\alpha \beta} d_{\rho(a,c)} (A),
\]

where \( a_{\alpha \beta} \) (resp. \( \rho(a_1,c) \)) is the vertical concatenation of the rectangle \( \rho(a_1,c) \) (resp. \( \rho(a_2,c) \)) with \( \alpha \) (resp. \( \alpha \)).

**Lemma A.5.** Let \( A \) be a set of variables, and \( A = A_1 \sqcup A_2 \) a decomposition of \( A \). Then we have:
\[
\Delta(A) = (-1)^{|A_2 < A_1|} \sum_{\alpha \in T(|A_1|,|A_2|)} (-1)^{|\alpha|} a_{\alpha} (A_1) a_{\alpha} (A_2)
\]
\[
= (-1)^{|A_1 < A_2|} \sum_{\alpha \in T(|A_1|,|A_2|)} (-1)^{|\alpha|} a_{\alpha} (A_1) a_{\alpha} (A_2).
\]

**Sketch of proof.** This is very analogous to Lemma A.2. But instead of developing along lines, we develop along columns.

**Lemma A.6.** Let \( A \) and \( B \) be two sets of variables. We have:
\[
\nabla(A, B) = \sum_{\alpha \in T(|A|,|B|)} (-1)^{|\alpha|} s_{\alpha}(A) s_{\alpha}(B).
\]

**Proof.** We may suppose that the variables of \( B \) are lower than the variables of \( A \). We have:
\[
\nabla(A, B) = \frac{\Delta(BA)}{\Delta(A)\Delta(B)}
\]
\[
= \frac{(-1)^{|A < B|}}{\Delta(A)\Delta(B)} \sum_{\alpha \in T(|A|,|B|)} (-1)^{|\alpha|} a_{\alpha} (A) a_{\alpha} (B)
\]
\[
= \sum_{\alpha \in T(|A|,|B|)} (-1)^{|\alpha|} s_{\alpha}(A) s_{\alpha}(B).
\]

**Lemma A.7.** Let \( A, B \) and \( C \) be 3 sets of variables, and \( \gamma \) a Young diagram. Then the following identity holds:
\[
\sum_{\alpha, \beta} c_{\alpha \beta}^{\gamma} (-1)^{|\alpha|} s_{\alpha}(A \cup C) s_{\beta}(B \cup C) = \sum_{\alpha, \beta} c_{\alpha \beta}^{\gamma} (-1)^{|\alpha|} s_{\alpha}(A) s_{\beta}(B).
\]

**Sketch of the proof.** Since the coproduct and the product of symmetric polynomials are compatible, it is enough to show the statement for \( \gamma = l_n \) a line diagram (in this proof \( l_i \) is a line tableau of length \( i \) and \( c_j \) is a column diagram of height \( j \)). We want to show:
\[
\sum_{i+j=n} (-1)^{i} s_{l_i}(A \cup C) s_{c_j}(B \cup C) = \sum_{i+j=n} (-1)^{i} s_{l_i}(A) s_{c_j}(B).
\]

It is enough to consider the case where \( C \) has one element (denoted by \( C \) as well). We have:
\[
\sum_{i+j=n} (-1)^{i} s_{l_i}(A \cup C) s_{c_j}(B \cup C)
\]
\[
= \sum_{i+j=n} \sum_{i_1=0,1} \sum_{j_1=0}^{j} (-1)^{i} C^{i_1} s_{l_{i_1}} (A) C^{j_1} s_{c_{j_{j_1}}}(B)
\]
\[
= \sum_{i+j=n} \sum_{j_1=0}^{j} (-1)^{i} C^{j_1} s_{l_i} (A) s_{c_{j_{j_1}}}(B)
\]
\[
+ \sum_{i+j=n} \sum_{i_1=0}^{i_1} (-1)^{i_{i_1}+1} s_{l_{i_{i_1}}} (A) s_{c_{j_{j_1}}}(B)
\]
Corollary A.8. Let $A, B$ and $C$ be 3 sets of variables, and let $a$ and $b$ be two integers. The following equations holds:

$$\sum_{\alpha \in T(a,b)} (-1)^{|\alpha|} s_\alpha(A \cup C) s_\beta(B \cup C) = \sum_{\alpha \in T(a,b)} (-1)^{|\alpha|} s_\alpha(A) s_\beta(B).$$

Proof. This is the previous lemma applied to $\lambda = \rho(a,b)$. \hfill $\square$

We can translate the previous equality at the level of Littlewood-Richardson coefficients:

Corollary A.9. Let $a$ and $b$ be two non-negative integers and $\alpha$ in $T(a,b)$, $\beta$ in $T(b,a)$ and $\nu$ an arbitrary Young diagram. The following relation holds:

$$\sum_{\tau,\alpha \in T(a,b) \atop \alpha_2 \in T(b,a)} (-1)^{|\tau|} c_{\alpha_1 \alpha_2} c_{\alpha \tau} = \begin{cases} (-1)^{|\alpha|} & \text{if } \nu = \emptyset \text{ and } \beta = \hat{\alpha}, \\ 0 & \text{else.} \end{cases}$$

Proof. We have

$$\sum_{\tau \in T(a,b)} (-1)^{|\tau|} s_\tau(A \cup C)s_\beta(B \cup C) = \sum_{\tau,\alpha \in T(a,b) \atop \alpha_2 \in T(b,a)} (-1)^{|\tau|} c_{\alpha_1 \alpha_2} c_{\alpha \tau} s_\nu(C) s_\alpha(A) s_\beta(B).$$

But this is equal to

$$\sum_{\tau \in T(a,b)} (-1)^{|\alpha|} s_\tau(A) s_\beta(B).$$

Identifying the terms gives the result. \hfill $\square$

Lemma A.10. Suppose $\alpha$, $\beta$ and $\gamma$ are three Young diagrams in $T(a,c), T(b,c)$ and $T(a+b,c)$. The following equality holds:

$$c_{\beta \alpha}^{\gamma} = c_{\alpha \beta}^{\gamma}.$$

Note that the $\bullet$ has for each Young diagram a specific meaning.

Proof. Let $A, B$ and $C$ be three disjoint sets of variables with cardinalities $a, b$ and $c$. We have:

$$\nabla(A \cup B, C) = \sum_{\gamma \in T(a+b,c)} (-1)^{|\gamma|} s_\gamma(A \cup B) s_\gamma(C)$$

$$= \sum_{\gamma \in T(a+b,c) \atop \alpha \in T(a,c) \atop \beta \in T(b,c)} (-1)^{|\gamma|} c_{\alpha \beta}^{\gamma} s_\alpha(A) s_\beta(B) s_\gamma(C).$$

On the other hand we have:

$$\nabla(A \cup B, C) = \nabla(A, C) \nabla(B, C)$$

$$= \left( \sum_{\alpha \in T(a,c)} (-1)^{|\alpha|} s_\alpha(A) s_\alpha(C) \right) \left( \sum_{\beta \in T(b,c)} (-1)^{|\beta|} s_\beta(B) s_\beta(C) \right)$$

$$= \sum_{\gamma \in T(a+b,c) \atop \alpha \in T(a,c) \atop \beta \in T(b,c)} (-1)^{|\alpha|+|\beta|} c_{\alpha \beta}^{\gamma} s_\alpha(A) s_\beta(B) s_\gamma(C).$$

Identifying the terms we get what we wanted. \hfill $\square$
The proofs of Lemma A.11 and of Propositions A.13 and A.16 are relatively technical. We strongly advise the reader to first ignore the signs issues, and to deal with them separately on a second reading. For typographical reason, in some statements and some proofs, we may divide by the sign and not multiply by it, as it is usually done. We hope that, this will not disrupt the reading.

**Lemma A.11.** Let $A_1$, $A_2$ and $B$ three disjoint sets of variables, such that $|B| = |A_1 \cup A_2|$ we have the following identity:

$$
\sum_{(B_1, B_2) \in B([A_1], [A_2])} (-1)^{|B_2 < B_1|} \nabla(A_1, B_2) \nabla(A_2, B_1) \Delta(B_1) \Delta(B_2) = \nabla(A_1, A_2) \Delta(B).
$$

**Proof.**

$$
\sum_{(B_1, B_2) \in B([A_1], [A_2])} (-1)^{|B_2 < B_1|} \nabla(A_1, B_2) \nabla(A_2, B_1) \Delta(B_1) \Delta(B_2)
= \sum_{\alpha \in T([A_1], [A_2])} (-1)^{|\alpha|} s_\alpha(A_1) s_\beta(B_2) s_\beta(A_2) \Delta(B_1) \Delta(B_2)
= \sum_{\alpha \in T([A_1], [A_2])} (-1)^{|\alpha|} s_\alpha(A_1) s_\beta(A_2) a_\alpha(B_2) a_\beta(B_1).
$$

We use Corollary A.3 to continue:

$$
= \sum_{\alpha \in T([A_1], [A_2])} (-1)^{|\alpha|} s_\alpha(A_1) s_\beta(A_2) \delta_{\alpha \beta} \Delta(B)
= \sum_{\alpha \in T([A_1], [A_2])} (-1)^{|\alpha|} s_\alpha(A_1) s_\alpha(A_2) \Delta(B)
= \nabla(A_1, A_2) \Delta(B).
$$

\[\square\]

Exchanging the roles of $A \overset{\text{def}}{=} A_1 \cup A_2$ and $B$, we get:

**Corollary A.12.** Let $A$, $A_1$ and $B_2$ three disjoint sets of variables, such that $|A| = |B_1 \cup B_2|$. We have the following identity:

$$
\sum_{(B_1, B_2) \in B([A_1], [A_2])} (-1)^{|A_2 < A_1|} \nabla(A_1, B_2) \nabla(A_2, B_1) \Delta(A_1) \Delta(A_2) = \nabla(B_1, B_2) \Delta(A).
$$

**Proposition A.13.** Let $A_1$, $A_2$ and $B$ three disjoint sets of variables, such that $|B| \leq |A_1 \cup A_2|$ we have the following identity:

$$
\sum_{B = B_1 \cup B_2 \in B([A_1], [A_2], [B_1])} \nabla(A_1, B_2) \nabla(A_2, B_1) \Delta(B_1) \Delta(B_2) s_\alpha(A_1 B_2) s_\beta(A_2 B_1)
= (-1)^{|B_2 < B_1| + |\rho| + |B_1|[A_2] - |B_2|}) \nabla(A_1, A_2) \Delta(B).
$$

**Proof.** Before starting the proof it is worth it to note that the partitions $B = B_1 \cup B_2$ which contribute to the sum satisfy $|B_1| \leq |A_1|$ and $|B_2| \leq |A_2|$, that Lemma A.11 is exactly this one in the case $|B| = |A_1| + |A_2|$ and that Lemma A.6 is this one with $B = \emptyset$.

Let us also explain the strategy. We introduce a set $X$ of variables such that $|X| = |A_1| + |A_2| - |B|$ and we consider $G = \nabla(A_1, A_2) \Delta(B X)$. The previous lemma gives us an alternative expression for $G$. Then we look at $G$ as anti-symmetric polynomial in $X$ and identify the coefficient of $a_\rho([X], |B|)(X)$ on both sides. We suppose that every variable in $X$ is greater than every variable in $B$. 

\[
G = \sum_{B=B_1\sqcup B_2 \atop X=X_1\sqcup X_2 \atop |X_1|=|B_1|=|A_1| \atop |X_2|=|B_2|=|A_2|} \frac{\nabla(A_1, B_2 X_2) \nabla(A_2, B_1 X_1) \Delta(B_1 X_1) \Delta(B_2 X_2)}{(-1)^{|B_2 X_2 < B_1 X_1|}}.
\]

\[
G = \sum_{B=B_1\sqcup B_2 \atop X=X_1\sqcup X_2 \atop |X_1|=|B_1|=|A_1| \atop |X_2|=|B_2|=|A_2| \atop \alpha\in T([B_1],[X_1]) \atop \beta\in T([B_2],[X_2]) \atop \gamma\in T([A_1],[X_1]) \atop \delta\in T([A_2],[X_1]) \atop \lambda\in T([A_2]+[B_1],[X_1]) \atop \mu\in T([A_1]+[B_2],[X_1])} \frac{\nabla(A_1, B_2) \nabla(A_2, B_1) c_{\beta\delta}^{\gamma\alpha} s_{\alpha}(A_1) s_{\gamma}(X_1) \nabla(A_2) \nabla(X_1) a_{\alpha}(B_2) a_{\beta}(B_1)}{(-1)^{|B_2 X_2 < B_1 X_1|+|\alpha|+|\beta|+|\gamma|+|\delta|}}.
\]

We used Lemma A.2, and now we expand the \(\nabla\)'s thanks to Lemma A.6.

\[
H = \sum_{B=B_1\sqcup B_2 \atop X=X_1\sqcup X_2 \atop |X_1|=|B_1|=|A_1| \atop |X_2|=|B_2|=|A_2| \atop \alpha\in T([B_1],[X_1]) \atop \beta\in T([B_2],[X_2]) \atop \gamma\in T([A_1],[X_1]) \atop \delta\in T([A_2],[X_1]) \atop \lambda\in T([A_2]+[B_1],[X_1]) \atop \mu\in T([A_1]+[B_2],[X_1])} \frac{\nabla(A_1, B_2) \nabla(A_2, B_1) c_{\delta\beta}^{\gamma\alpha} s_{\gamma}(A_1) s_{\delta}(X_1) \nabla(A_2) \nabla(X_1) a_{\alpha}(B_2) a_{\beta}(B_1)}{(-1)^{|B_2 < B_1|+|X_2 < X_1|+|B_2||X_1|+|\alpha|+|\beta|+|\gamma|+|\delta|}}.
\]

We may sum over the decompositions \(X = X_1 \sqcup X_2\) with \(|X_1|\) and \(|X_2|\) fixed. This yields an anti-symmetric polynomial in \(X\) with coefficients in \(A_1 \sqcup A_2 \sqcup B\). We look at the coefficient of \(a_{\rho([X],[B])}(X)\). In the sum this implies that \(\lambda\) contains \(\rho([B_1],[X_2])\) and \(\mu\) contains \(\rho([B_2],[X_1])\) as a sub-Young diagram and that \(\lambda = \mu\) in \(T([X_2],[X_1])\).

We can use Lemma A.4 to compute the coefficient of \(a_{\rho([X],[B])}(X)\) in \(G\) which we denote by \(H\):

\[
H = \sum_{B=B_1\sqcup B_2 \atop X=X_1\sqcup X_2 \atop |X_1|=|B_1|=|A_1| \atop |X_2|=|B_2|=|A_2| \atop \alpha\in T([B_1],[X_1]) \atop \beta\in T([B_2],[X_2]) \atop \gamma\in T([A_1],[X_1]) \atop \delta\in T([A_2],[X_1]) \atop \lambda\in T([A_2]+[B_1],[X_1]) \atop \mu\in T([A_1]+[B_2],[X_1])} \frac{\nabla(A_1, B_2) \nabla(A_2, B_1) c_{\delta\beta}^{\gamma\alpha} s_{\gamma}(A_1) s_{\delta}(A_2) a_{\alpha}(B_2) a_{\beta}(B_1)}{(-1)^{|B_2 < B_1|+|X_2 < X_1|+|B_2||X_1|+|\alpha|+|\beta|+|\gamma|+|\delta|}}.
\]

We renamed \(\lambda\) into \(\tau\) since these diagrams are not in the same rectangle. When \(c_{\delta\beta}^{\gamma\alpha} c_{\gamma\alpha} \neq 0\), we have:
• \(|\beta| + |\hat{\delta}| = |\beta| - |\delta| + |A_2||X_1| \equiv |\tau| + |A_2||X_1|
• \(|\hat{\gamma}| + |\gamma| = |A_2||X_1|
• \(|\alpha| + |\hat{\gamma}| = |\alpha| - |\gamma| + |A_1||X_2| \equiv |\hat{\tau}| + |A_1||X_2|

Using the comultiplication of symmetric polynomials, we get:

\[
H = \sum_{B = B_1 \uplus B_2 \atop |X_1| + |B_1| = |A_1| \atop |X_2| + |B_2| = |A_2| \atop \tau \in T(|X_2|, |X_1|)} \frac{\nabla(A_1, B_2) \nabla(A_2, B_1) \Delta(B_1) \Delta(B_2) s_\tau(A_2 B_1) s_\tau(A_1 B_2)}{(-1)^{|B_2| < |B_1| + |B_2||X_1| + |A_2||X_1| + |A_1||X_2| + |\tau|}}.
\]

We have:

\[|B_2||X_1| + |A_2||X_1| + |A_1||X_2| \equiv |X_1|(|B_2| - |A_2|) + |A_1||X_2| \equiv |B_1|(|A_2| - |B_2|)\]

and

\[
H = \sum_{B = B_1 \uplus B_2 \atop |X_1| + |B_1| = |A_1| \atop |X_2| + |B_2| = |A_2| \atop \tau \in T(|X_2|, |X_1|)} \frac{\nabla(A_1, B_2) \nabla(A_2, B_1) \Delta(B_1) \Delta(B_2) s_\tau(A_2 B_1) s_\tau(A_1 B_2)}{(-1)^{|B_2| < |B_1| + |\tau| + |B_1|(|A_2| - |B_2|)}}.
\]

On the other hand, we have:

\[
G = \nabla(A_1, A_2) \Delta(B X) = \nabla(A_1, A_2) \Delta(B) \sum_{\eta \in T(|B_1|, |X|)} (-1)^{|\eta|} s_\eta(B) a_\eta(X).
\]

This gives:

\[H = \nabla(A_1, A_2) \Delta(B).\]

\[\square\]

**Corollary A.14.** Let \(A_1, A_2, B\) and \(C\) four disjoint sets of variables, such that \(|B| \leq |A_1 \cup A_2|\) we have the following identity:

\[
\sum_{B = B_1 \uplus B_2 \atop \epsilon \in T(|B_1| - |B_1|, |A_2| - |B_2|)} \frac{\nabla(A_1, B_2) \nabla(A_2, B_1) \Delta(B_1) \Delta(B_2) s_\epsilon(A_2 B_1 C) s_\epsilon(A_1 B_2 C)}{(-1)^{|B_2| < |B_1| + |\epsilon| + |B_1|(|A_2| - |B_2|)}} = \nabla(A_1, A_2) \Delta(B).
\]

**Proof.** It follows directly from Corollary A.8 and Proposition A.13. \(\square\)

**Lemma A.15.** If \(a\) and \(b\) are two non-negative integer and \(\alpha, \beta\) and \(\gamma\) are three Young diagram in \(T(a, b)\), we have:

\[c_\alpha^\beta c_\gamma^\epsilon = c_\alpha^\epsilon c_\gamma^\beta.\]

**Sketch of the proof.** Thanks to the Littlewood-Richardson rule, \(c_\alpha^\beta\) (resp. \(c_\alpha^\epsilon\)) is given by the number of skew semi-standard tableaux of shape \(\gamma^\beta/\alpha\) (resp. \(\alpha^\epsilon/\gamma\)) with weight \(\beta\). There is an obvious one-one correspondence between these two families of skew semi-standard tableaux. \(\square\)

**Proposition A.16.** Let \(B_1, B_2, A\) and \(C\) be four disjoint sets of variables such that \(|B_1| + |B_2| \leq |A|\) and \(a_1\) and \(a_2\), two nonnegative integers such that \(a_1 \geq |B_1|\) and \(a_2 \geq |B_2|\). We consider a Young diagram \(\alpha\) in \(T(a_1 - |B_1|, a_2 - |B_2|)\) and \(\beta\) a Young diagram in \(T(a_2 - |B_2|, a_1 - |B_1|)\). The following relation holds:

\[
\sum_{\langle A_1, A_2 \rangle \in A(a_1, a_2)} (-1)^{|A_2| < |A_1|} \nabla(A_1, B_2) \nabla(A_2, B_1) s_\alpha(A_1 B_2 C) s_\beta(A_2 B_1 C) \Delta(A_1) \Delta(A_2)
\]

\[
= \begin{cases} (-1)^{|\beta| + |B_2(a_1 - |B_1|)|} \Delta(A) \nabla(B_1, B_2) & \text{if } \beta = \hat{\alpha}, \\ 0 & \text{else}. \end{cases}
\]

**Proof.** We use Corollary A.12. Let \(X_1\) and \(X_2\) be two disjoint sets of variables such that \(|X_1| = a_1 - |B_1|\) and \(|X_2| = a_2 - |B_2|\). We suppose that the variables in \(X_1\) and \(X_2\) are greater than any variable in \(A\) and
and $B_1$ and $B_2$ we have:
\[
\sum_{(A_1, A_2) \in A(a_1, a_2)} (-1)^{|A_2 < A_1|} \nabla(A_1, B_2, X_2) \nabla(A_2, B_1, X_1) \Delta(A_1) \Delta(A_2) = \nabla(B_1, B_2, X_2) \Delta(A).
\]

Developing on both sides we get:
\[
\sum_{(A_1, A_2) \in A(a_1, a_2)} (-1)^{|A_2 < A_1|} \nabla(A_1, B_2) \nabla(A_2, B_1) \nabla(A_2, X_1) \Delta(A_1) \Delta(A_2) = \nabla(B_1, B_2) \nabla(X_1, B_2) \nabla(X_1, X_2) \Delta(A).
\]

Let us now inspect the left-hand side:
\[
\sum_{(A_1, A_2) \in A(a_1, a_2)} \sum_{\beta_1 \in T(B_1, a_1, a_2 - |B_2|)} \sum_{\beta_2 \in T(B_2, a_1, a_2 - |B_2|)} \sum_{\tau \in T(a_1 - |B_1|, a_2 - |B_2|)} (-1)^{|\beta_1| + |\beta_2| + |\tau|} \nabla(B_1, B_2) \nabla(A_1, B_2) \nabla(A_2, B_1) \nabla(A_2, X_1) \Delta(A_1) \Delta(A_2).
\]

And now the right-hand side:
\[
\nabla(B_1, B_2) \nabla(X_1, B_2) \nabla(X_1, X_2) \Delta(A)
\]
\[
= \sum_{\beta_1 \in T(B_1, a_1, a_2 - |B_2|)} \sum_{\beta_2 \in T(B_2, a_1, a_2 - |B_2|)} \sum_{\tau \in T(a_1 - |B_1|, a_2 - |B_2|)} (-1)^{|\beta_1| + |\beta_2| + |\tau|} \nabla(B_1, B_2) \nabla(A_1, B_2) \nabla(A_2, B_1) \nabla(A_2, X_1) \Delta(A_1) \Delta(A_2).
\]

We can identify on both sides with $\hat{\lambda} = \alpha_2$ in $T(a_2, a_1 - |B_1|)$ and $\hat{\mu} = \alpha_1$ in $T(a_1, a_2 - |B_2|)$. This gives:
\[
\sum_{(A_1, A_2) \in A(a_1, a_2)} (-1)^{|A_2 < A_1|} \nabla(A_1, B_2) \nabla(A_2, B_1) \nabla(A_2, X_1) \nabla(A_2, B_1) \alpha_1(A_1) \alpha_2(A_2) \Delta(A_1) \Delta(A_2)
\]
\[
= \sum_{\beta_1 \in T(B_1, a_1, a_2 - |B_2|)} \sum_{\beta_2 \in T(B_2, a_1, a_2 - |B_2|)} \sum_{\tau \in T(a_1 - |B_1|, a_2 - |B_2|)} (-1)^{|\beta_1| + |\beta_2| + |\tau|} \nabla(B_1, B_2) \nabla(A_1, B_2) \nabla(A_2, B_1) \nabla(A_2, X_1) \Delta(A_1) \Delta(A_2).
\]

Therefore:
\[
\sum_{(A_1, A_2) \in A(a_1, a_2)} (-1)^{|A_2 < A_1|} \nabla(A_1, B_2) \nabla(A_2, B_1) \nabla(A_2, X_1) \nabla(A_2, B_1) \alpha_1(A_1) \alpha_2(A_2) \Delta(A_1) \Delta(A_2)
\]
\[
= \left( \sum_{\gamma_1, \gamma_2} \alpha_1, \alpha_2, \gamma_1, \gamma_2 \gamma_1 B_2 C) s_{\gamma_1}(B_1 C) \right) \left( \sum_{\beta_1, \beta_2, \beta_1, \beta_2 \in T(B_1, a_1, a_2 - |B_2|)} (-1)^{|\beta_1| + |\beta_2| + |\tau|} \nabla(B_1, B_2) \nabla(A_1, B_2) \nabla(A_2, B_1) \nabla(A_2, X_1) \Delta(A_1) \Delta(A_2) \right)
\]
We now use Lemma A.15 and change $\tau c$ for $\tau$. This gives:

\[
\sum_{(A_1, A_2) \in A(a_1, a_2)} (-1)^{|A_2| + A_1} \nabla(A_1, B_2) \nabla(A_2, B_1) s_{\alpha}(A_1 B_2 C) s_{\beta}(A_2 B_1 C) \Delta(A_1) \Delta(A_2)
\]

We conclude with Corollary A.9.

\[\square\]

**Appendix B. Details of computations**
Table 1. Colorings of the foam $G$ (the three pictures on the left in each cell) and $F_j$ (the three pictures on the right in each cell) for all values of $h$ and $i$. The set $Y$ consists of all the pigments which do not belong to any facets, hence looking at the last column or the last line of this table, we have the definition of the colorings of $F_j$ and $G$. A green cell indicates that both $\chi_{hi}$ and $(\theta^+_{hi}, \theta^-_{hi})$ change, the yellow only $(\theta^+_{hi}, \theta^-_{hi})$.

| $h \setminus i$ | $A_1 \cap A_1$ | $A_1 \cap A_2$ | $A_2 \cap A_1$ | $A_2 \cap A_2$ | $B_1$ | $B_2$ | $C$ | $L$ | $R$ | $Y$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|------|------|-----|-----|-----|-----|
| $A_1 \cap A_1$  | ![Image]         | ![Image]         | ![Image]         | ![Image]         | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| $A_1 \cap A_2$  | ![Image]         | ![Image]         | ![Image]         | ![Image]         | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| $A_2 \cap A_1$  | ![Image]         | ![Image]         | ![Image]         | ![Image]         | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| $A_2 \cap A_2$  | ![Image]         | ![Image]         | ![Image]         | ![Image]         | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |

Table 2. $\chi_{hi}(G,g) - \chi_{hi}(F_j(c))$.

| $h \setminus i$ | $A_1 \cap A_1$ | $A_1 \cap A_2$ | $A_2 \cap A_1$ | $A_2 \cap A_2$ | $B_1$ | $B_2$ | $C$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|------|------|-----|
| $A_1 \cap A_1$  | +1              | -1              | -1              | +1              | ![Image] | ![Image] | ![Image] |
| $A_1 \cap A_2$  | -1              | +1              | -1              | +1              | ![Image] | ![Image] | ![Image] |
| $A_2 \cap A_1$  | -1              | +1              | +1              | -1              | ![Image] | ![Image] | ![Image] |
| $A_2 \cap A_2$  | +1              | -1              | +1              | +1              | ![Image] | ![Image] | ![Image] |

Table 3. $\theta^+_{hi}(G,g) - \theta^+_{hi}(F_j(c))$.

| $h \setminus i$ | $A_1 \cap A_1$ | $A_1 \cap A_2$ | $A_2 \cap A_1$ | $A_2 \cap A_2$ | $B_1$ | $B_2$ | $C$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|------|------|-----|
| $A_1 \cap A_1$  | +1              | 0               | 0               | +1              | ![Image] | ![Image] | ![Image] |
| $A_1 \cap A_2$  | 0               | -1              | +1              | +1              | ![Image] | ![Image] | ![Image] |
| $A_2 \cap A_1$  | 0               | +1              | 0               | +1              | ![Image] | ![Image] | ![Image] |
| $A_2 \cap A_2$  | +1              | 0               | +1              | +1              | ![Image] | ![Image] | ![Image] |
Table 1. Colorings of the foam $E$ (the three pictures on the left in each cell) and $F_{jt}^\alpha$ (the three pictures on the right in each cell) for all values of $h$ and $i$. The set $Y$ consists of all the pigments which do not belong to any facets, hence looking at the last column or the last line of this table, we have the definition of the colorings of $F_{jt}^\alpha$ and $E$. A green cell indicates that both $\chi_{hi}$ and $(\theta_{hi} + \theta_{hi}, \theta_{hi} - \theta_{hi})$ change, the yellow only $(\theta_{hi} + \theta_{hi}, \theta_{hi} - \theta_{hi})$.

| $h/i$ | $A_1$ | $A_2$ | $B_1 \cap B_1$ | $B_1 \cap B_2$ | $B_2 \cap B_2$ | $C$ | $L$ | $R$ | $Y$ |
|-------|-------|-------|-----------------|-----------------|-----------------|----|----|----|----|
| $A_1$ |       |       |                 |                 |                 |    |    |    |    |
| $A_2$ |       |       |                 |                 |                 |    |    |    |    |
| $B_1 \cap B_1$ | | | | | | | | | |
| $B_1 \cap B_2$ | | | | | | | | | |
| $B_2 \cap B_2$ | | | | | | | | | |
| $C$ | | | | | | | | | |
| $L$ | | | | | | | | | |
| $R$ | | | | | | | | | |
| $Y$ | | | | | | | | | |

Table 2. $\chi_{hi}(E(e)) - \chi_{hi}(F_{jt}^\alpha(e))$.

| $h/i$ | $A_1$ | $A_2$ | $B_1 \cap B_1$ | $B_1 \cap B_2$ | $B_2 \cap B_2$ | $C$ |
|-------|-------|-------|-----------------|-----------------|-----------------|----|
| $A_1$ |       |       |                 |                 |                 |    |
| $A_2$ |       |       |                 |                 |                 |    |
| $B_1 \cap B_1$ | | | | | | |
| $B_1 \cap B_2$ | | | | | | |
| $B_2 \cap B_2$ | | | | | | |
| $C$ | | | | | | |

Table 3. $\theta_{hi}^+(E(e)) - \theta_{hi}^+(F_{jt}^\alpha(e))$.
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