KIMBLE: A versatile visual NMR metabolomics workbench in KNIME
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HIGHLIGHTS

- KIMBLE is a novel KNIME-based NMR metabolomics workflow platform.
- KIMBLE supports both targeted and untargeted NMR metabolomics.
- KIMBLE can be extended and adapted to specific projects and biofluids.
- KIMBLE is self-documenting and combines data, algorithms and software in one file.
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ABSTRACT

The problem of reproducibility of scientific research is a serious issue in biomedical sciences. In addition to experimental repeatability, limiting the (pre-)analytical variance is also essential. To address this problem in the field of metabolomics, we have designed KIMBLE, the KNIME-based Integrated Metabolomics Environment, a novel platform for the processing and analysis of NMR metabolomics data. It consists of an elaborate NMR metabolomics workflow in the KNIME workflow management system that handles both targeted and untargeted metabolomics. The workflow provides a self-documenting way of transforming raw time-domain NMR data into metabolic insights. Parameters for the quantification of a number of interesting metabolites in urine are included in the workflow, and several useful statistical analysis and visualization tools are incorporated as well. The workflow comes with an interesting sports-induced ketosis dataset so that new users can easily get acquainted with the platform. The user is free to adapt and extend the workflow to his or her personal needs. The KIMBLE workflow, the KNIME software and all the required libraries are installed in a VirtualBox virtual machine that allows for facile installation and use by non-experts.

© 2018 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Over the last two decades the “omics” disciplines (genomics, transcriptomics, proteomics and metabolomics) gradually became an indispensable part of biomedical research practice. As a consequence the biological and medical sciences became increasingly exposed to complex analytical technologies such as e.g. NMR [1,2]. These developments have also led to increasing complexity and diversity of the obtained data and the necessary data analysis approaches [3]. This, in turn, brings the question of data consistency into focus. The technical solutions for controlling the analytical or/and pre-analytical variance are well covered in the literature [4]. However, the degree of variance introduced by various data processing workflows remains largely unexplored. For instance, several software packages, both commercial and free, are currently in use for the processing and analysis of NMR metabolomics datasets. The processing of the Free Induction Decay (FID) typically happens in the spectrometer software, for example with the Topspin software from Bruker Biospin [5]. Untargeted metabolomics can be performed in Bruker's Amix software, Automics [6], or performed with Matlab [7], R, or Python code. Targeted analysis can be performed using the commercial Chenomx [8] software or
the open-source BATMAN [9] package. Subsequent univariate or multivariate analysis can take place in Simca [10], or in self-written scripts in one of the aforementioned languages. Another option is to use a web-based metabolomics tool, such as MetaBoanalyst [11].

The selection of an optimal combination of tools is not straightforward. Suboptimal choices, which include multiple, largely undocumented user- or workgroup-specific protocols, affect the reproducibility of data analysis and make it prone to errors. A possible solution for improving the transparency and shareability of data analysis is to organize all data processing steps in a single workflow within a workflow management system. The task of a workflow manager is to provide an integrated and self-documenting data handling platform, bringing a diverse range of software tools together under one umbrella.

Several initiatives with this goal are already underway. NMRProcFlow [12] is a tool dedicated to the processing of NMR spectra but it is not flexible nor easily extendible. Pathomx [13] has an esthetically pleasing workflow editor, but internally uses Pandas dataframes and is therefore limited by the system memory. A metabolomics workflow built on top of a more general workflow platform, such as Taverna [14] or Galaxy [15], would offer superior flexibility. This is the approach taken by Workflow4Metabolomics [16], which is focused on the metabolomics. It provides a web-based application and supplies user friendly tools and a workflow editor canvas to combine those. However, it does not allow loops and the process of adding your own tools and scripts to the workflow is rather complex.

Many of the aforementioned shortcomings can be bypassed with the KNIME platform. KNIME is an open-source data mining and workflow management system developed by the KNIME AG in Zurich, Switzerland, and the University of Konstanz [17]. The basic KNIME Analytics Platform is free to use, and its components are licensed under various open-source licenses. KNIME allows the user to process and manipulate data tables using a system of nodes and connectors that can be visually arranged in a workflow editor. Every node represents an operation on the data table, while every connector transfers the result of one node to the input of the next node. A large number of tools are available in the node repository, including nodes for loop constructs, data filtering, statistical tests, machine learning and visualization. This way, even users with no coding experience can construct elaborate data processing workflows. For more advanced users, Java, Python and R scripting nodes are available. Recently, dedicated mass-spectrometry (MS) nodes have been added to the KNIME node repository [18], and these have been used to implement a workflow for MS metabolomics [19].

Here, we present a novel NMR metabolomics data processing workflow built on the KNIME platform — KIMBLE: the KNIME-based Integrated MetaboLomics Environment. The workflow contains all steps for processing and transforming raw NMR time domain data into a metabolomics dataset (bins and metabolite concentrations), connect it with metadata, and perform statistical analyses. Moreover, by installing KNIME, the workflow, and all necessary Python and R libraries in a virtual machine (VM), the platform can easily be shared/distributed as a single entity: the virtual machine image. The only requirement is that the user’s computer satisfies the system requirements and has Oracle VirtualBox installed, which is available for free for most common desktop operating systems.

To illustrate the versatility of the platform, we have implemented several advanced metabolomics algorithms in convenient KNIME nodes and integrated these into a single workflow. It contains nodes for procedures such as adaptive binning and PQN normalization. The KIMBLE workflow can be used as-is, or can be easily extended by the user. Merging metadata with the experimental data can be accomplished with two or three nodes, and various univariate and multivariate statistical analysis tools are available for the analysis of the combined table. However, the most important part of KIMBLE is the node containing an algorithm for metabolite quantification. Thus, apart from the sample preparation and NMR measurements themselves, the whole metabolomics workflow is integrated into one platform that can be easily modified and extended for specific purposes.

The present version of KIMBLE is tailored for urine metabolomics. However, it can be adapted and extended to other biofluids. In addition to project-specific workflow adaptations, users will often find that their workflow extensions are broadly applicable. These extensions can be integrated with the KIMBLE template and shared with colleagues and the broader scientific community. For example, a future branch for mass-spectrometry based metabolomics could be combined with the existing NMR workflow to form a powerful combined system.

2. Results

An outline of the KIMBLE workflow is presented in Fig. 1. The workflow consists of a number of interconnected “nodes”. Each node represents an operation on data. Most of the nodes in the main workflow are metanodes, an abstraction mechanism in which a subworkflow of more basic nodes act as a single node. The nodes can have functions such as data import, data processing and data visualization. The nodes are attached to each other with connector lines, each line representing a single data table being handed from one node to the next. The black connection points on the left side of a node are user interface (UI) elements for input tables, those on the right side of the node represent the output tables. An example of a node with its input and output table connections is given in Fig. 2.

The various stages of the workflow in Fig. 1 are indicated by the background colors. The workflow reflects the routine protocol for urinary metabolomics that is currently in use in our laboratory in which two NMR experiments are performed on every sample: NOESY1D [20] and 2D J-resolved spectroscopy (JRES) [21] [22]. The data workflow can be divided into roughly 6 main parts.

At the start of the workflow, indicated in yellow, a list of file paths is created where the experimental data is located. The list of paths is also scanned in order to label the QC samples as such. Here the user can choose to import all the spectra of a project at once, or only a limited subset of the spectra as a test run. The list is shuffled so that the spectra will be imported in random order, which means that the subset of spectra will have approximately the same distribution of patients as the whole project. At this point a subset of spectra is also assigned to be used for PQN normalization and adaptive binning calculations.

Indicated in light blue is the “import” section of the workflow. The time-domain data of the experiments are imported using the Python NMRGlue library [23]. The import script does basic processing such as Fourier transformation, zeroth-order phase correction, baseline correction and setting the chemical shift reference. A shearing transformation is performed on the JRES spectra. Interpolation is used to define a new chemical shift axis that is identical for every imported spectrum so that the spectral points of different spectra line up perfectly. Every recorded spectrum is represented by a row in the output table, with the spectra themselves stored in list cells. The chemical shift axis is stored separately as a regular table. The two tables are carried through the workflow using metanodes with 2 input and output connectors. The spectra are available from the lower connectors, the axis data from the upper. To save space and increase performance, the 2D JRES spectra are not imported at full resolution. Instead, sum projections of three bands in the indirect dimension are calculated in the Python script and loaded into the KIMBLE workflow. The band edges are chosen to sum individual peaks in singlets, doublets and
triplets with the most common J-coupling values. This is illustrated in Fig. 3. After import an additional column is added to the axis table to label specific sections of the spectrum that do not represent normal metabolites, such as the part of the spectrum dominated by the water peak, the part of the spectrum that contains the reference peak, the urea peak and areas in the spectrum with no signal or pure baseline (the “Define excluded areas” and “Define urea” metanodes). Subsequently the scaling factor for total area normalization is calculated (metanode “Total area normalization”). The water peak, the reference peak, the urea peak and the baseline areas should not be used for generating this factor; by using the labelling in the previous metanodes these intervals can be easily excluded. The normalization factor is stored as a floating point number in a separate column and is not actually applied to the data at this point. If normalization is required, it can be applied on the fly. The advantage is that the spectral data is not copied, saving a lot of disk I/O and storage space. Normalization factors are generated for the JRES and 1D spectra separately. Combining data obtained from different NMR experiments requires that these are normalized in the same way, therefore in the “Transfer scaling” node the 1D normalization factors are transferred to the JRES branch while the JRES normalization factors are erased.

The part of the workflow in Fig. 1 that performs binning for exploratory analysis is indicated with a dark blue background. In exploratory metabolomics the main component of the data processing approach is data binning, also known as bucketing. Equidistant binning information is already added to the axis table at the import stage. This, however, is a suboptimal form of binning: the bin edges may fall on top of important peaks, making the data very sensitive to peak shifts. To minimize this problem the workflow uses an alternative binning strategy, called adaptive binning. In the “Form adaptive bins” node we use a modified version of the adaptive binning algorithm reported by De Meyer et al. [24]. In brief, the position of minimum standard deviation within every equidistant bin is identified, and the bin is split into two halves. The second half of one bin is then combined with the first half of the next bin, forming a new bin. The result of this procedure can be inspected in the workflow itself and an example is shown in Fig. 4. For the sake of performance, the standard deviation at every point of the spectrum is calculated from a reasonable random subset of all spectra, for example 50. In case of the JRES spectra, this process is applied individually to each of the three bands. The adaptive binning information is stored in the chemical shift axis table, the spectral data is left unaltered. The bin values can be easily obtained by combining the two tables and using the standard KNIME “GroupBy” node. At this point a second normalization factor, namely probabilistic quotient normalization (PQN) that is often performs better than the total area normalization, is merged with the data [25]. This can be calculated from the bins themselves, but we have opted to use actual metabolite concentrations calculated in a different part of the workflow in order to minimize noise. To calculate the PQN normalization factor for each spectrum we firstly use the average metabolite concentration. Then, the ratio of the concentrations in each spectrum with respect to the mean concentration is calculated. Finally, the PQN scaling factor is calculated as the median of these ratios. In the “Adaptive binning” metanode the integral is taken of the sections of the spectra contained in the bins to obtain the bin values. These bin values are stored as list cells in an additional column in the data table. Information about the positions of the bin edges is stored in a separate table; hence the presence of a third output connector of this metanode. The “Normalized bintable” node applies the PQN normalization factor, drops the full resolution spectra from the table, and stores each bin in an easily accessible table column.

In the pink part of the workflow, the quantitation of specific urinary metabolites is performed. This is also known as targeted
The algorithm uses data from both the JRES and the NOESY1D experiments in order to get superior quantification accuracy than can be achieved with the experiments separately. The “Quantify metabolites” metanode embeds a complex network of other nodes and metanodes that represent the quantification algorithm. For each metabolite, the algorithm requires a set of parameters that can be entered in the “Metabolite parameters” node. Adding a new metabolite to the quantification algorithm corresponds to adding a new line to the “Metabolite parameters” table.

Below is a short summary of this algorithm.

The metanode starts with the analysis of the JRES spectrum which offers superior resolution with respect to the NOESY1D. Of the three available projection bands, it takes the best projection for a given multiplet. The band is chosen by the user and is typically the one with the highest intensity and the least overlap with peaks of other metabolites. In several steps, the baseline around the peak is corrected and the spectra are aligned so that the peaks of one metabolite for different samples line up. The result is a small interval that includes the target peak but nothing more. Subsequently, the integral of this interval is taken. A visual inspection of the steps can be performed on the matrix of mini-plots that is one of the outputs of the quantification metanode (see Fig. 5). The procedure is repeated for the 1D spectrum. Here the procedure is typically more difficult than for the JRES because the 1D spectrum is far more crowded. This is expected to lead to more variation and outliers than for the integrals of the JRES peaks. However, the integrals of the 1D peaks give a better representation of the actual metabolite concentration than the JRES integrals because the JRES experiment suffers from loss of polarization during the pulse sequence (due to relaxation and imperfect refocussing) [22]. Therefore the ratio between the area of the TSP peak and the area of the metabolite is ill-defined in the JRES spectrum. Nevertheless, the JRES integrals show a good correlation with the NOESY1D integrals in cases where peak overlap is not an issue. So instead of using the JRES TSP peak to calculate the concentrations, JRES integrals are scaled to the same domain as the NOESY1D integrals. These scaled JRES integrals are then converted to concentrations using the area of the NOESY1D TSP peak. The accuracy of the quantification was assessed by comparing the creatinine concentration as determined from the NMR spectra by the workflow with the clinical chemistry values (see Fig. 6). This comparison shows an excellent agreement, which gives confidence that many more metabolites can be reliably quantified in this manner. These concentrations can be exported or analyzed, but because of the dilution effects of urine, it is often preferable to perform PQN normalization on concentrations, or convert the concentrations to concentration ratios with respect to creatinine.

For a useful statistical analysis the NMR data needs to be combined with metadata, which is what takes place in the part of the
workflow with a green background. If the metadata is in an Excel file, the merging process can be accomplished in KNIME with an Excel reader node and a Joiner node. The metadata and the experimental data do not need to have identically sorted rows, as the tables are combined by matching the sample IDs in user-specified columns, similar to a join operation in a relational database. The metabolite concentrations, the NOESY1D bins, and the JRES bins, can be analyzed separately, or they can be combined in one large table and be analyzed together.

The final part of the workflow, shown in orange, is dedicated to the statistical analysis of the combined metadata and experimental data. As examples, we have implemented metanodes for principal component analysis (PCA) and hierarchical cluster analysis (HCA). The PCA metanode uses the R "PCAmethods" package under the hood. It yields loadings, scores, and an R2/Q2 plot in order to judge the quality of the PCA analysis. The HCA node produces a heatmap which is clustered both with respect to the variables (where it uses the Pearson correlation as a distance measure) and with respect to the samples (based on the Euclidian distance). In this example, the metabolite concentrations are combined with the PCA scores, which allows to associate the PCA scores with specific metabolites. The Statistical Total Correlation Spectroscopy (STOCYS) node shows both the correlation and the covariance of the spectral data with respect to a dependent variable. The volcano plot node shows the relation between the statistical significance of a concentration change with the relative magnitude of the change. There are many other nodes available for statistical analysis, including univariate tests, decision trees, and support vector machines, that can be added to the statistical analysis part of the workflow. As an example, we demonstrate the power of KIMBLE for multivariate analysis by analyzing the effects on the urine metabolome of a fasting person during physical exercise as compared to resting. The exercise segment consists of $3 \times 2 \times 15$ km back-and-forth stretches of cycling, with one sequence of cycling and recovery

**Fig. 3.** An example of a part of the JRES spectrum and the three projection bands.

**Fig. 4.** Multiple urine spectra are shown superimposed. The corresponding standard deviation that the forms the reference spectrum is shown mirrored along the vertical axis in blue. The local minima of this reference spectrum form the bin edges of the adaptive binning process. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
every 1.5 h. After every cycling stretch a urine sample was collected. The resting segment of the project was performed on a different day on the same person and comprised of sitting at a desk while maintaining similar intervals for the urine collection. During the experiment the person only consumed electrolyte drinks to prevent dehydration. The PCA scores plot in Fig. 7 clearly shows the greater spread of scores for the exercise day, with the scores moving away from the resting scores as the cycling effort progresses. The vertical clustergram in the HCA diagram in Fig. 10 clearly show three groups. One group is formed by a pair of urine samples taken after waking up. The second group of observations contains the urine samples taken while resting, but also includes urine samples at early times during exercise day. Finally, there is a third group of urine samples taken at times when physical fatigue becomes obvious. The HCA horizontal clustergram shows the ketone bodies neatly grouped together, and the heatmap shows that after 4 rides the ketone body concentrations start increasing vastly, while the relative concentration of threonine, trigonelline and glycine goes down. The second principal component clearly is associated with these compounds. These results show that at a point, as expected, the body of the rider entered a state of ketosis. This is also reflected in the STOCSY plot constructed from the exercise day spectra in Fig. 8, where the peaks of the ketone bodies clearly stand out. For the study subject ketosis kicks in after 60 km of moderately intense biking while fasting. The volcano plot of the quantified metabolites and the bins shown in Fig. 9 shows that there may be more metabolites that change significantly during exercise, but discussing these is beyond the scope of this article. The data for this simple but interesting mini-project is included in the virtual machine so that the user can easily get familiar with KIMBLE.

3. Discussion

The question of reproducibility (or more correctly lack of reproducibility) of research in the "omics" disciplines is frequently discussed in the literature. Traditionally the analytical or pre-
analytical factors considered to be the main sources of the variance threatening the reproducibility. However, the data processing workflow can affect the data consistency as well. A continuously growing pool of software packages and data analysis approaches is difficult to control and standardize. The current report presents a possible solution for data analysis standardization. The presented KIMBLE workflow offers a simple, transparent and most importantly shareable solution by calling all required packages from a dedicated workflow manager. The workflow manager allows the data to be inspected after every node, also after subsequent nodes have been executed. The data is always stored with the workflow itself, so that it is always clear how the data is obtained, assuring reproducible data processing and analysis. This could lead to enormous storage requirements, but KNIME does not copy unaltered table columns when processing a node, but keeps referring

Fig. 6. Creatinine correlation. A) Scatter plot of the creatinine concentrations as determined by standard clinical chemistry methods (x-axis) against the concentrations as determined by NMR (y-axis). B) Logarithmic Bland-Altman plot showing the agreement between the two methods.

Fig. 7. Scores plot of second and third principal components of the principal component analysis (PCA) of the combined bin table of the JRES and the NOESY1D experiments.

Fig. 8. STOCSY spectrum of the JRES projection selecting singlets and center peaks of multiplets.
to the original copy. The ultimate reproducibility can be achieved by storing a separate virtual machine for every project, so that the workflow and the data is always stored together with the version of KNIME and the Python/R libraries that were used to build the workflow. This can be easily achieved by working in a copy of the original KIMBLE virtual machine by using the clone functionality of VirtualBox. To carry this line of reasoning to its natural conclusion, the manuscript in which the results of the workflow are presented could be composed in a word processor in the virtual machine.

An advantage of KNIME as compared to MATLAB or R is that tables that are too large to fit in memory are partly saved to disk. This makes the workflow more scalable, but disk access is generally slower than RAM access. Tables are therefore stored row by row, making row access of the top rows of a large table fast, but column access much slower. The metabolomics workflow has been constructed in such a way that every observation (NMR spectrum) is represented by a row in the table with the spectrum stored in a list cell, so that the performance of the workflow scales linearly with the size of the projects (see Table 1). List cells can be converted to table columns as needed.

An obvious weakness of our solution is the relatively low execution speed. Indeed, as a java-based platform KNIME is not optimized for fast numerical computations. Moreover, running in a virtual machine and manipulating the main tables largely on disk are slowing the workflow as well. Nevertheless, workflow run speeds are acceptable as can be seen in Table 1. Optimal speed can be achieved by using a fast solid-state drive instead of a traditional hard-disk drive. Also running the workflow on “bare silicon” instead of a virtual machine can potentially increase execution speed. The guidelines provided in the “install_kimble.txt” file in the virtual machine can help a knowledgeable user with installing the workflow environment on a PC with an Ubuntu-based operating system. However, it should be noted that this reduces reproducibility, because it ties the workflow to a specific computer setup.

The most unique and probably most valuable output generated by the workflow is the table of metabolite concentrations. The main weakness of untargeted metabolomics is the lack of a simple path from a significant bin to the annotated metabolite. This, in turn, complicates the interpretation of the data. The quantitative analysis of a limited/pre-selected subset of metabolites is becoming a main trend in the field. However, peak shifts caused by changes in pH and ionic strength lead to inter-individual and even intra-individual variations that make urine a worst-case scenario for metabolite quantification with NMR. In the workflow information from 1D and JRES spectra are combined to solve the variability problem and achieve optimal quantitation.

The authors are open to extending the KIMBLE platform with new functionality provided to us by the community. If it is decided to add a new node/tool to the platform, an acknowledgement or reference will be added to an annotation in the workflow itself. Future users of KIMBLE are kindly requested to include these references to their manuscripts if these external tools are in the workflow branches that lead to the nodes that generate the final results.

4. Conclusions

KNIME is a workflow manager and data mining platform. We have investigated its suitability for metabolomics data processing and analysis. The workflow presented in this article is a promising starting point for NMR metabolomics of urine and can be easily adapted to other biofluids. Both the data and the processing algorithms are stored in the workflow, making the data processing and analysis completely reproducible. Because of the “spill to disk” approach of KNIME, the workflow performance scales linearly with the number of spectra. Except for the KNIME software itself, the metabolomics workflow also depends on several Python and R libraries. By installing KNIME and the libraries in a Linux virtual machine, the components are combined in one entity (the virtual machine image) that can be easily archived and shared with others. With the large and still growing library of nodes that KNIME provides, users that have no programming experience can apply, adapt, and extend the workflow as well. The workflow branch that performs targeted metabolomics shows good agreement with the clinical chemistry results for creatinine quantification.

5. Materials and methods

5.1. Urine samples

442 urine samples were chosen from a Polycystic Kidney Disease (PKD) cohort for demonstrating the performance of the quantification algorithm. These include urine samples from PKD patients, patients suffering from other renal diseases, and healthy people. The urine samples used as an example in the multivariate analysis section were produced voluntarily by one of the authors of this manuscript. Urine samples were collected from the same person on two different days: an exercise day and a resting day. One sample was taken just after waking up and one sample was collected just before the first cycling session. The remaining 6 samples were taken after every cycling session during the recovery period. The distance of a single stretch was 15 km, resulting in a total cycling distance of 90 km. The cyclist aimed to maintain a constant speed of 28 km/h on straights. The length of time for one cycling session combined with the recovery period afterwards was 1.5 h. The person consumed a sports electrolyte drink but fasted otherwise. On a different day 8 urine samples were taken at similar timepoints as on the exercise day. In between sampling points the person was sitting at a desk, also fasting but avoiding physical exercise.
5.2. Sample preparation

Prior to analysis, the urine samples were thawed and 700 μl of each sample was manually transferred to a 96 deep-well plate and centrifuged at 1550 g for 5 min. Using a Gilson 215 liquid handler, 630 μl of urine were mixed with 70 μl of pH 7.4 phosphate buffer (1.5 M) in 100% D2O containing 4 mM TSP and 2 mM NaN3. A customized Gilson 215 liquid handler was used to transfer the samples to a 5.0 mm Bruker NMR tube rack.

5.3. NMR experiments and processing

1H NMR data were collected using a Bruker 600 MHz AVANCE II spectrometer equipped with a 5 mm TCI cryogenic probe head and a z-gradient system. A Bruker SampleJet sample changer was used for sample insertion and removal. All experiments were recorded at 300 K. A fresh sample of 99.8% methanol-d4 was used for temperature calibration [26] before each batch of measurements. Duration of 90° pulses were automatically calibrated for each individual sample using a homonuclear-gated mutation experiment [27] on the locked and shimmed samples after automatic tuning and matching of the probe head. One-dimensional (1D) 1H NMR spectra were recorded using the first increment of a NOESY pulse sequence [20] with presaturation (γB1 = 50 Hz) during a relaxation delay of 4 s and a mixing time of 10 ms for efficient water suppression [28]. Initial shimming was performed using the TopShim

Table 1

| Number of samples | Time for import of NOESY1D and JRES spectra/s (time per sample/s) | Time for the quantification of 4 metabolites/s (time per sample/s) | Time for binning/s (time per sample/s) |
|-------------------|---------------------------------------------------------------|---------------------------------------------------------------|-------------------------------------|
| 50                | 78 (1.56)                                                     | 136 (2.72)                                                   | 73 (1.46)                           |
| 100               | 143 (1.43)                                                    | 238 (2.38)                                                   | 107 (1.07)                          |
| 200               | 293 (1.47)                                                    | 437 (2.19)                                                   | 173 (0.87)                          |
| 400               | 568 (1.42)                                                    | 836 (2.09)                                                   | 310 (0.78)                          |

Fig. 10. Heatmap of the urine metabolome comparison between a person at rest and performing physical exercise. The metabolite concentrations are mean-centered and autoscaled. PC1, PC2, etc. represent scores of the PCA analysis. Variables are clustered according the Pearson correlation (average linkage), while observation are clustered based on Euclidian distance (average linkage).
(Bruker Corporation, 2011) tool on a random mix of urine samples from the study, and subsequently the axial shims were optimized automatically before every measurement. 16 scans of 65,536 points covering 12,335 Hz were recorded. J-resolved spectra (JRES) were recorded with a relaxation delay of 2 s and 2 scans for each increment in the indirect dimension. A data matrix of 40 x 12,288 data points was collected covering a sweep width of 78 x 10,000 Hz.

5.4. Spectral processing in KIMBLE

The Free Induction Decay (FID) of the NOESY1D experiment was imported into the KIMBLE workflow and subsequently zero-filled to 65,536 complex points prior to Fourier transformation. An exponential window function was applied with a line-broadening factor of 1.0 Hz. The spectra were automatically phase and baseline corrected and automatically referenced to the internal standard, with the methyl resonance of trimethylsilylpropionate (TSP) set to 0.0 ppm. The time-domain JRES data was also imported into the workflow. A sineshaped window function was applied and the data was zero-filled to 256 x 16,384 complex data points prior to Fourier transformation. In order to remove the skew, the resulting data matrix was tilted along the rows by shifting each row (k) by 0.5*(128-k) points and symmetrised about the central horizontal line.

5.5. Software

The workflow is running in KNIME Analytics Platform version 3.5.3, using the following extensions: Interactive R Statistics Integration, JavaScriptViews, JFreeChart, NGS Tools, Python Integration, Python Scripting Extension, Statistics Nodes, and Streaming Execution. The workflow depends on the R platform (version 3.4.4) and the R packages pls, AUC, psych, Rserve, XML, moments, readxl, Python Scripting Extension, Statistics Nodes, and Streaming Execution. The spectra were automatically phase and baseline corrected and automatically referenced to the internal standard, with the methyl resonance of trimethylsilylpropionate (TSP) set to 0.0 ppm. The time-domain JRES data was also imported into the workflow. A sineshaped window function was applied and the data was zero-filled to 256 x 16,384 complex data points prior to Fourier transformation. In order to remove the skew, the resulting data matrix was tilted along the rows by shifting each row (k) by 0.5*(128-k) points and symmetrised about the central horizontal line.

Available

KIMBLE can be downloaded from: http://cpm.lumc.nl/kimble/.
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