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Most cosmological data analysis today relies on the Friedmann-Lemaître-Robertson-Walker (FLRW) metric, providing the basis of the current standard cosmological model. Within this framework, interesting tensions between our increasingly precise data and theoretical predictions are coming to light. It is therefore reasonable to explore the potential for cosmological analysis outside of the exact FLRW cosmological framework. In this work we adopt the general luminosity-distance series expansion in redshift with no assumptions of homogeneity or isotropy. This framework will allow for a full model-independent analysis of near-future low-redshift cosmological surveys. We calculate the effective observational ‘Hubble’, ‘deceleration’, ‘curvature’ and ‘jerk’ parameters of the luminosity-distance series expansion in numerical relativity simulations of realistic structure formation, for observers located in different environments and with different levels of sky-coverage. With a ‘fairly-sampled’ sky, we find 0.6% and 4% cosmic variance in the ‘Hubble’ and ‘deceleration’ parameters for scales of 200 Mpc/h (corresponding to density contrasts of ∼ 0.05 in the simulated model universe), respectively. On top of this, we find that typical observers measure maximal sky-variance of 2% and 120% in the same parameters, as compared to their analogies in the large scale FLRW model. Our work suggests the inclusion of low-redshift anisotropy in cosmological analysis could be important for drawing correct conclusions about our Universe.

I. INTRODUCTION

Modern cosmology has been shaped by the success of the standard Λ Cold Dark Matter (ΛCDM) model in providing a consistent fit to almost all of our cosmological observations to date. At the base of this model lies the assumption that the Universe is everywhere close to a Friedmann-Lemaître-Robertson-Walker (FLRW) solution to the Einstein field equations, in such a way that the FLRW model is an accurate lowest order description of the kinematic and dynamic properties of the Universe. Among the observations consistently fit within ΛCDM are the temperature fluctuations in the cosmic microwave background (CMB) radiation [e.g. 1], the baryon acoustic oscillation (BAO) imprint on the galaxy distribution [e.g. 2, 3], and the distances to supernovae of type Ia [SNIa; e.g. 4, 5]. It is worth noting that the ΛCDM model has historically been adjusted by the addition of dark matter and dark energy in order to facilitate the explanation of data. These dark components remain unexplained in the standard model of particle physics. Amongst the successes of the ΛCDM model lie some interesting tensions between our observational data and theoretical predictions. The most prominent tension in the ΛCDM paradigm is that of the inferred value of the Hubble parameter ($H_0$) from CMB observations and the direct measurement of $H_0$ from observations of nearby SNIa and Cepheids [6–9]. While many attempts have suggested mechanisms for a partial or total relief from this tension, no one solution has yet been accepted by the community, and so the search continues [see, e.g., 10–12].

The assumption of a spatially homogeneous and isotropic FLRW model underpins analytic distance relations used to interpret most cosmological datasets. For example, the luminosity-distance redshift relation of the class of flat FLRW metrics is used for, e.g., the measurement of the Hubble constant using the local distance ladder [6, 7] and the measurement of present epoch acceleration of the Universe [13, 14]. Similarly, the FLRW geometrical assumption is at the core of conventional detections of the BAO feature in the matter distribution [15, 16] and the inference and analysis of the CMB Planck power spectrum [9, 17].

The sparsity of available cosmological data has historically made the FLRW assumption justified, since exact model symmetries were needed in order to a priori constrain the model universe enough to infer cosmological information. However, the amount of data is predicted to grow by orders of magnitude in near future surveys [e.g. 18–20]. As an example, upcoming datasets of SNIa in the 2020’s will count hundreds of thousands of supernovae and cover a large proportion of the sky – see [21] and references therein. The improved constraining power of datasets like these will allow current model assumptions to be relaxed and open the door for fully model independent analysis of cosmological data.

A number of studies have taken steps towards this goal and considered general, analytic distance measures [e.g., 22–26]. Specifically, Heinesen [26] presented the series-expanded luminosity distance redshift relation without making assumptions on the metric tensor of the Universe, or the field equations prescribing it. Coefficients
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in this series expansion contain a finite set of physically interpretable geometric degrees of freedom describing the luminosity distance in a given direction on the observer’s sky. This representation allows for fully model-independent analysis of low redshift data.

Until cosmological surveys have reached the size and sky coverage necessary for model-independent analyses, it is useful to investigate the expected impact of inhomogeneity and anisotropy within this framework in realistic numerical simulations. Numerical relativity (NR) has proven a promising avenue for cosmological simulations of nonlinear structure formation without assumptions of a global ‘background’ metric of the Universe [27–31].

In this work, we calculate the coefficients of the general luminosity distance series expansion in realistic cosmological simulations performed with numerical relativity. We sample structures on scales where the FLRW assumption is considered valid in most cosmological analysis. Considering observers in different local environments, and with different levels of sky coverage, allows us to assess the impact of both inhomogeneity and anisotropy on effective cosmological parameters. This work is a first step towards an upcoming in-depth analysis on the effect of survey geometry on the interpretation of observations in a locally anisotropic universe.

In Section II we review the general luminosity-distance redshift relation presented by Heinesen [26], and used in this paper. In Section III we present details of our simulations, including initial data, gauge, and post-processing analysis. We present our results in Section IV and conclude in Section V. Greek indices represent space-time indices and take values 0, ..., 3, while Latin indices represent spatial indices and take values 1, ..., 3, and repeated indices imply summation. We use geometric units with $G = c = 1$.

II. THE LUMINOSITY DISTANCE IN A GENERAL SPACE-TIME

Here we formulate the series expansion of luminosity-distance in redshift, valid in a general universe model. We first give a brief review of the FLRW expression for the series expanded luminosity distance in Section II A, after which we provide the analogous expression valid for a general space-time setting in Section II B.

A. FLRW luminosity-distance redshift relation

Before describing the luminosity distance in a general geometry, we review the series expansion for luminosity distance in redshift under the FLRW geometrical assumption as per, e.g., Visser [32]. We consider a class of emitters and observers with worldlines that are orthogonal to the homogeneous and isotropic spatial sections of the FLRW model. In this setting, the luminosity distance, $d_L$, between a causally connected pair of emitters and observers is determined up to third order in redshift, $z$, by

$$d_{L,\text{FLRW}}(z) = d_{L,\text{FLRW}}^{(1)} + d_{L,\text{FLRW}}^{(2)}z + d_{L,\text{FLRW}}^{(3)}z^2 + d_{L,\text{FLRW}}^{(3)}z^3. \quad (1)$$

The coefficients

$$d_{L,\text{FLRW}}^{(1)} = \frac{1}{H_o}, \quad d_{L,\text{FLRW}}^{(2)} = \frac{1 - q_o}{2H_o},$$

$$d_{L,\text{FLRW}}^{(3)} = -1 + 3q_o + q_o - j_o + \Omega_k \frac{1}{6H_o}, \quad (2)$$

of the series expansion are given in terms of the Hubble, deceleration, jerk and curvature parameters:

$$H \equiv \frac{\dot{a}}{a}, \quad q \equiv -\frac{\ddot{a}}{aH^2},$$

$$j \equiv \frac{\dddot{a}}{aH^3}, \quad \Omega_k \equiv -\frac{k}{a^2H^2}, \quad (3)$$

where $a$ is the scale factor, an overdot represents a derivative with respect to the FLRW proper time, and $k \in \{-1, 0, 1\}$ determines the spatial sections as being ‘open’, ‘flat’ or ‘closed’, respectively. The subscript $o$ indicates evaluation at the point of observation. No assumptions about the field equations governing the scale factor have been imposed in formulating (1)–(3). Homogeneous and isotropic cosmological analysis which does not rely on the assumptions on field equations is sometimes referred to as ‘FLRW cosmography’ [33]. The vast majority of analyses of cosmological surveys, for instance of standardisable candles, is based on either FLRW cosmography or FLRW predictions within a particular field theory. An example of the latter is the use of general relativity with a dust source and a cosmological constant, which is used to model the late Universe in the $\Lambda$CDM model. As we shall see in the following section, the FLRW parameters (3), and the corresponding coefficients (2) of the luminosity distance series expansion, generalise in non-trivial ways in the presence of inhomogeneity and anisotropy, with possibly crucial implications for the interpretation of cosmological data.

B. General luminosity-distance redshift relation

We now consider the luminosity distance to astrophysical sources as a function of their redshift in general universe models. Specifically, we make no assumptions about the metric tensor of the space-time or the field equations prescribing it. Here we state the final result of the detailed derivations, which can be found in [26].
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1 In practice we must impose a minimal set of assumptions for the Taylor series expansion to be well defined on the space-time domain of interest. See [26] for details.
along with a discussion of physical implications and application to the analysis of cosmological data. The luminosity distance in the vicinity of the observer is in this case given by the general expression
\[ d_L(z) = d_L^{(1)} z + d_L^{(2)} z^2 + d_L^{(3)} z^3 + O(z^4), \]
with coefficients
\[ d_L^{(1)} = \frac{1}{\delta_0}, \quad d_L^{(2)} = \frac{1 - \Omega_0}{2\delta_0}, \]
\[ d_L^{(3)} = -\frac{1 + 3\Omega_0^2}{6\delta_0}, \]
where the anisotropic parameters are defined as
\[ \delta = \frac{1}{E^2} \frac{dE}{d\lambda}, \]
\[ \Omega = -1 - \frac{1}{E^2} \frac{d\delta}{d\lambda}, \]
\[ R = \frac{1}{E^2} \frac{d^2\delta}{d\lambda^2}, \]
\[ \beta = \frac{1}{E^2} \frac{d^3\delta}{d\lambda^3} - 3\Omega - 3. \]

Here, \( k^\mu \) is the 4-momentum of the incoming null ray, and the operator \( \frac{d}{d\lambda} \equiv k^\mu \nabla_\mu \) is the directional derivative along the null ray with affine parameter \( \lambda \). The photon energy function as measured by an observer with 4-velocity \( u^\mu \) is \( E \equiv -k^\mu u_\mu \), and \( R_{\mu\nu} \) is the Ricci curvature tensor of the space-time. The set of anisotropic parameters \( \{ \delta, \Omega, \beta, R \} \) formally enter the series expansion of \( d_L \) in the same way as the FLRW parameters \( \{ H, q, j, \Omega_k \} \) in the expansion of \( d_L_{\text{FLRW}} \), and reduce to these parameters in the limit of exact homogeneity and isotropy. We thus denote \( \{ \delta, \Omega, \beta, R \} \) the effective observational Hubble, deceleration, jerk and curvature parameters. Comparing the parameters (6) with their FLRW limits in (3), we see that \( 1/E \) plays the role of an effective `scale factor' on the null cone of the observer.

The effective observational Hubble parameter \( \delta \) can be rewritten as a multipole series in the unit vector \( e^\mu \) defining the incoming spatial direction of the null ray (i.e. the position of the astrophysical source on the sky as seen by the observer, see Appendix B3):
\[ \delta(e) = \frac{1}{3} \theta - e^\mu a_\mu + e^\mu e^\nu \sigma_{\mu\nu}, \]
where \( \theta \) is the volume expansion rate, \( \sigma_{\mu\nu} \) is the volume preserving deformation (shear tensor), and \( a^\mu \) is the 4-acceleration of the observer congruence (see Appendix B for mathematical definitions of these variables). We note that the representation of \( \delta \) in (7) is exact, i.e., the truncation at quadrupolar order is a fundamental property of any observer congruence description and follows from the definition (6a). The multipole coefficients \( \{ \theta, -a_\mu, \sigma_{\mu\nu} \} \) represent 9 scalar degrees of freedom in total. The effective deceleration parameter can also be written in exact form as a multipole series in \( e^\mu \) as truncated at the order of the 16-pole:
\[ \Omega(e) = -1 - \frac{1}{\delta^2(e)} \left( q + e^\mu \bar{q}_\mu + e^\mu e^\nu \bar{q}_{\mu\nu} \right), \]
with coefficients
\[ q = \frac{1}{3} \frac{d\theta}{d\tau} + \frac{1}{3} \frac{D_\mu a^\mu}{D_\tau} - \frac{2}{5} e^\mu a_\mu - \frac{2}{5} \sigma_{\mu\nu} \sigma^{\mu\nu}, \]
\[ q_\mu = -\frac{1}{3} D_\mu \theta - \frac{2}{5} D_\nu \sigma^{\nu \mu} - \frac{d a_\mu}{d\tau} + a^\nu \omega_{\mu \nu} + \frac{9}{5} \sigma^{\mu \nu} \sigma_{\mu \nu}, \]
\[ q_{\mu\nu} = -D_{(\mu} a_{\nu)} + a_{(\mu} a_{\nu)} - 2 \sigma_{(\mu} \omega^{\nu) \alpha} - \frac{6}{7} \sigma^{\alpha (\mu} \sigma^{\nu) \alpha}, \]
\[ q_{\mu\nu \rho\sigma} = 2 \sigma_{(\mu\nu} \sigma^{\rho\sigma)}. \]

where the operator \( \frac{d}{d\tau} \equiv u^\mu \nabla_\mu \) is the directional derivative along the 4-velocity field \( u^\mu \) of the observer congruence, \( \omega_{\mu \nu} \) is the vorticity tensor describing the rotational deformation of the observer congruence, and triangular brackets \( \langle \rangle \) denote the traceless and symmetric part of the tensor in the involved indices. Similarly the effective observational curvature parameter \( \Omega(e) \) can be written as a series in \( e^\mu \) truncated at the 16-pole level, whereas \( \beta(e) \) is truncated at the order of the 64-pole – see Appendix B in [26] for the multipole series representations of \( \Omega(e) \) and \( \beta(e) \). The coefficients of the multipole series expressions of \( \{ \delta, \Omega, \beta, R \} \) are given in terms of physically interpretable kinematic variables and the curvature of space-time. Due to their truncated multipole series in \( e^\mu \), the effective observational parameters are given in terms of a finite set of degrees of freedom. This property makes the described cosmographic representation of \( d_L \) powerful for fully model independent analysis of cosmological data.

The multipole coefficients that determine the effective observational parameters \( \{ \delta, \Omega, \beta, R \} \) for each direction on the sky of the observer are covariantly given in terms of the kinematic variables \( \theta, \sigma_{\mu\nu}, \omega_{\mu\nu} \) and the 4-acceleration \( a^\mu \) of the observer congruence, and their covariant derivatives, along with space-time curvature invariants. These covariant quantities are of fundamental interest in cosmology, and could be directly measured in, e.g., large datasets of supernovae using this formalism.

Inhomogeneities and anisotropies in general give rise to non-trivial corrections to the FLRW coefficients (4): the effective observational parameters \( \{ \delta, \Omega, \beta, R \} \) are sensitive to the local environment of the observer and the direction of the astrophysical source. Even though the parameters \( \{ \delta, \Omega, \beta, R \} \) formally replace the FLRW parameters \( \{ H, q, j, \Omega_k \} \) in the series expansion of luminosity distance, their physical interpretation are in general not those of the FLRW space-time. For instance, \( \Omega \) does not in general measure the physical deceleration of
space, and is thus not necessarily positive in a decelerating universe model. Similarly, $\Omega$ does not in general relate simply to the Ricci curvature of spatial sections, as $\Omega_k$ does in FLRW.

For the series expansion (4) to be well defined, we require the effective Hubble parameter $\mathcal{H}$ to be differentiable and of constant sign everywhere in the domain of application of the series [see 26, for a detailed discussion on regularity requirements of the general series expansion]. For expanding universe models this translates into the requirement of positivity of $\mathcal{H}$, which itself effectively implies the need to impose a coarse-graining scale above that of the largest collapsing regions\(^2\). This ensures that the redshift function is monotonic along the null ray, such that there exists a cosmological notion of a distance-redshift relation, i.e., for distance to be a single valued function of redshift. In the context of our work, imposing a coarse-graining scale translates to employing a smoothing procedure to exclude small-scale nonlinear dynamics in our simulations, which we explain further in the next section.

III. NUMERICAL RELATIVITY SIMULATIONS

In this work, we wish to remain agnostic about the existence of a global background cosmology of any kind, or the smallness of any perturbations. We therefore use numerical relativity simulations, which contain no a priori imposed physical constraints on the form of the metric tensor. This allows us to mimic as closely as possible the generality of the formalism presented in Section II B.

We now present the general relativistic numerical simulations used in our analysis. In Section III A we describe the software used and the physical assumptions about the energy momentum tensor. In Section III B we describe the initial conditions of the simulations, chosen to be consistent with the $\Lambda$CDM matter power spectrum at early times following the recombination epoch. In Section III C we describe volume average properties of the simulated space-time, and the observers analysed in the subsequent analysis.

A. Software and physical assumptions

We use the Einstein Toolkit\(^3\) [ET; 34, 35], a free, open-source numerical relativity code based on the Cactus\(^4\) infrastructure. The ET comprises modules (“thorns”) to evolve the Einstein equations using the BSSNOK formalism [36–38] alongside the equations of general-relativistic hydrodynamics, while also providing thorns for initial data, analysis, and the handling of adaptive mesh refinement and MPI. The ET has long been used for, e.g., simulations of compact relativistic objects and the emission of gravitational waves. Recently, the ET has also been applied to simulations of inhomogeneous cosmology [29, 39–41], and has proven to be a reliable tool to study nonlinear structure formation.

In this work, we use the McLachlan thorn ML_BSSN [42] in combination with GRHydro [43, 44] to evolve cosmological initial data provided by FLRWSolver [29, see also Section III B below]. We refer the reader to [45] for further specifics on the simulations. However, we note here that GRHydro adopts a fluid approximation (i.e., no collisionless particles), and that our simulations contain no dark energy ($\Lambda = 0$). We therefore compare our numerical calculations to the flat, matter-dominated Einstein-de Sitter (EdS) model (in line with our initial conditions, see Section III B below). While not explicitly enforced, we find that our simulations converge to EdS behaviour when averaged over the largest scales [see Section III C below and also 40, for a set of similar simulations].

Our simulations have resolution $N^3$ with $N = 128$, and we choose physical coarse-graining scales such that individual grid cells have length $100 h^{-1}$Mpc and $200 h^{-1}$Mpc, corresponding to total domain lengths of $12.8 h^{-1}$Gpc and $25.6 h^{-1}$Gpc, respectively. We also perform lower-resolution simulations with $N = 32$ and 64 to show that our results are robust to changes in resolution (see Appendix C). We choose this method of coarse graining to strictly exclude small-scale nonlinearities, to ensure the positivity requirements of $\mathcal{H}$ in the generalised series expansion are met (see discussion in Section II B). However, in Appendix C we present simulations with a resolution-independent smoothing procedure and note that we find consistent results.

Our chosen coarse-graining scales are, respectively, comparable to and larger than the estimated ‘1%’ statistical homogeneity scale of $\sim 100 h^{-1}$ Mpc measured from galaxy catalogues [46, 47]. At these scales, typical density contrasts are expected to be $\sim 1\%$ at the present epoch in the $\Lambda$CDM model. Note however that our simulations will have larger density contrasts both due to the absence of a cosmological constant and to our volume-based definition of the ‘present epoch’ in our simulations (see Section III C). The coarse-graining scales of our analysis can nevertheless be considered conservative, as density contrasts are still within the linear regime in which the FLRW metric is usually considered safe as a lowest order description.

Figure 1 shows the $25.6 h^{-1}$ Gpc, $N = 128$ simulation used in this work. Panels, top left to bottom right, show the rest-mass density field relative to the global average, the expansion scalar, shear scalar $\sigma^2 = \frac{1}{2} \sigma_{\mu\nu} \sigma^\mu^\nu$, and 4–acceleration magnitude each normalised by the global expansion, $H_{\text{all}}$. We show 2–dimensional slices through the

\(^2\) In FLRW universe models, the requirement of constant sign of $H$ is satisfied per construction. However, in the presence of inhomogeneity and anisotropy, care must be taken to ensure the requirement of a well behaved series expansion (4).

\(^3\) https://einsteinToolkit.org

\(^4\) https://cactuscode.org
midplane of the domain at effective redshift $z_{\text{eff}} = 0$. See Section III C below for definitions of $z_{\text{eff}}$ and $\mathcal{H}_{\text{all}}$. The expansion scalar, shear tensor, and 4–acceleration shown here are the quantities subsequently used to calculate the observational effective cosmological parameters.

B. Initial data and numerical gauge

FLRW Solver is a thorn for the ET\textsuperscript{5} developed by Macpherson et al. [29] to generate and implement initial conditions for the linearly-perturbed, flat FLRW metric in longitudinal form, namely

$$ds^2 = -a(\eta)^2(1+2\phi)d\eta^2 + a(\eta)^2(1-2\phi)\delta_{ij}dx^idx^j,$$

where $\eta$ is conformal time, $a(\eta)$ is the background scale factor, and $\phi \ll 1$. The initial density fluctuations are Gaussian-random and drawn from a user-provided matter power spectrum. We use CLASS\textsuperscript{6} to generate the input matter power spectrum (in the longitudinal gauge) at redshift $z = 1000$, with $h = 0.7$ and otherwise default parameters [48]. The corresponding metric perturbation $\phi$ in (10) and the velocity field $v^i$ are calculated via the linearised Einstein equations in the EdS model [see 29, http://class-code.net].

\textsuperscript{5} FLRW Solver is not yet available as a part of the ET, however you can find the public version at https://github.com/hayleyjm/FLRW Solver_public.

\textsuperscript{6} http://class-code.net
for details]. Sampled scales depend on the physical size of the domain and the numerical resolution: the largest mode sampled is the physical side length of the total cubic domain, and the smallest mode is \(2 \times \) the physical size of the grid cells\(^7\). The length scales quoted in our paper in units of Mpc/h are given in terms of our choice of \(a = 0.7\) in CLASS. However, \(a = 0.7\) does not correspond to the present epoch Hubble parameter of our simulations, which is on average well approximated by the Hubble parameter of an EdS space-time (see Section III C).

The metric is assumed to be of the form (10) on the initial hypersurface, and implicitly for the first few time steps in order to specify the extrinsic curvature (\(K_{ij} \propto \partial_t \gamma_{ij}\)) on the initial slice. Throughout the simulation, however, the metric is best described in the general 3 + 1 form

\[
ds^2 = -\alpha^2 dt^2 + \gamma_{ij} dx^i dx^j, \tag{11}
\]

where \(t\) is coordinate time, \(\alpha\) is the lapse function (representing the freedom of choice of coordinate time \(t\)), \(\gamma_{ij}\) is the spatial metric, and we have forced the shift vector (describing the shift in spatial coordinates between subsequent time slices) \(\beta^i = 0\) throughout the simulation for convenience. We choose a harmonic-type evolution of the lapse function, namely \(\partial_t \alpha = -\alpha^2 K_i^i/3\), where \(K_i^i\) is the trace of the extrinsic curvature. In the linear regime, this translates to \(\alpha'/\alpha = a'/a\), i.e. \(\phi' = 0\) for our choice of initial metric (10), and therefore equates to choosing the pure growing mode of the linear density perturbation, \(\delta\) [see 29]. Once the perturbations grow nonlinear, this interpretation of our gauge choice is no longer applicable, nor is the metric (10).

C. Post-processing analysis

We use a new version of the analysis code Mescaline [written specifically for ET data, see 40] to calculate the terms in the series expansion (5). Mescaline adopts a uniform Cartesian grid with periodic boundary conditions, i.e. employing a torus condition on the topology of the spatial sections. Otherwise, the code is completely general, with no physical assumptions on the form of the metric or the fluid model of the energy momentum tensor.

We place 1000 observers at pseudo-randomly chosen positions within the simulation domain. The observers are co-moving with the fluid flow, such that they are moving along world lines defined by the fluid 4-velocity \(u^\mu \equiv dx^\mu/d\tau\), where \(\tau\) is the proper time. In terms of 3 + 1 variables, the 4-velocity can be split into its time and space components \(u^0 = \Gamma/\alpha\), and \(u^i = \Gamma \dot{v}^i\), respectively (for \(\beta^i = 0\)). Here, \(\dot{v}^i\) is the 3-velocity with respect to the Eulerian observer, and \(\Gamma = 1/\sqrt{1-v^i v_i}\) is the Lorentz factor. We note the distinction between the fluid 4-velocity \(u^\mu\) — the physical time direction of the fluid flow in the simulation — and the normal vector \(n^\mu\) describing the arbitrary foliation of the simulation.

For each observer, we choose 300 pseudo-random lines of sight [similar to the number of SNe used in the local measurement of \(H_0\) in 49]. We focus on two different examples of sky-sampling for each observer — see Appendix B3 for details on how the sky-samplings are generated. First is the case of a ‘fairly-sampled’ sky, in which the lines of sight are chosen pseudo-randomly across the observer’s whole sky. Figure 2a shows an example of this distribution for one observer, which we refer to as the ‘FullSky’ sample. Second, we consider an ‘unfairly-sampled’ sky, in which the lines of sight are chosen pseudo-randomly across half of the observer’s sky. Figure 2b shows an example of this distribution, which we refer to as the ‘HalfSky’ sample.

For each line of sight, \(e^\mu\), of the sky-maps we calculate the observational effective Hubble parameter (7) using \(\theta, \sigma_{\mu \nu}\) and \(a^\mu\) as evaluated at the observer’s position. The remaining effective cosmological parameters (6) are subsequently built using the Ricci tensor and derivatives

\[\text{FIG. 2: Example sky-maps for one observer with 300 lines of sight, representing the approximately isotropic (top) and anisotropic (bottom) sky coverage used in this work.}\]
of $\mathfrak{H}$. See Appendix B for details of these calculations, including a consistency test using an analytic metric.

In this work we focus on calculations of the effective cosmological parameters, rather than $d_L(z)$ itself. However, in Appendix A we discuss the quality and convergence of the approximation of the general series expansion (4) in the context of the simulations used here. We also use mescaline to assess the average dynamics of the simulation relative to the EdS model. This includes a calculation of the effective scale factor,

$$a_D(t) \equiv \left(\frac{V_D(t)}{V_{D,ini}}\right)^{1/3}, \quad (12)$$

where $V_D(t) \equiv \int_{\mathcal{D}} \sqrt{\gamma} d^3X$ is the volume of a domain $\mathcal{D}$ on the spatial surfaces, $\gamma$ is the determinant of the spatial metric describing these surfaces, and $V_{D,ini} \equiv V_D(t_{ini})$ is the volume on the initial slice, with $a_{D,ini} = 1$ for a given domain [for full details on the averaging procedure, see 40]. We also define the “effective redshift”, $z_{eff}$, in order to find appropriate spatial surfaces in which to place our observers\(^8\). Specifically, this is defined from (12) with $\mathcal{D}$ taken to be the total simulation domain, i.e.,

$$z_{eff}(t) + 1 \equiv \frac{a_{D,all}(t_0)}{a_{D,all}(t)} \quad (13)$$

where $a_{D,all}(t_0) \equiv 1000$ is the value of the scale factor defining the ‘present epoch’ surface with $t = t_0$, which arises from our choice of $z_{eff}(t_{ini}) + 1 = 1000$. We also define the global average expansion rate,

$$\bar{H}_{all} \equiv \frac{1}{3} \langle \theta \rangle_{\mathcal{D},all} \equiv \frac{1}{3} \frac{1}{V_{D,all}} \int_{\mathcal{D},all} ^{} \theta \sqrt{\gamma} d^3X, \quad (14)$$

where $\langle \cdot \rangle_{\mathcal{D},all}$ is the average over the entire simulation domain. In our $N = 128$ simulations, the globally-averaged expansion rate at the present epoch, $\bar{H}_{all}(z_{eff} = 0)$, coincides with the EdS value, $\bar{H}_0,_{EdS}$, to within 1%. Cosmological parameters averaged over the whole domain for this simulation are $\Omega_m \approx 1.02$, $\Omega_K \approx 1 \times 10^{-5}$, and $\Omega_Q \approx -6 \times 10^{-9}$ for matter, curvature, and backreaction, respectively [see 40, for details on the calculation of these parameters]. Therefore, in terms of the cosmological parameters, the simulations converge to the EdS background model at the scale of the entire simulation domain with an accuracy of $\sim 2\%$. This deviation from the background EdS model value of $\Omega_m = 1$ can be assigned to numerical errors (see Appendix C).

IV. RESULTS AND DISCUSSION

Here we present the main findings of our analysis. In Section IV A we analyse anisotropies of effective cosmological parameters of the luminosity distance across the individual observer’s skies. In Section IV B we consider the same cosmological parameters averaged over the observer’s skies for two simple choices of survey geometries and analyse the variance between observers. In Section IV C we discuss the implications of our analysis for the Hubble tension present in the $\Lambda$CDM paradigm.

A. Sky variance of observational effective parameters

Figure 3 shows sky-maps of the observational effective Hubble, deceleration, curvature, and jerk parameters (6), relative to their respective EdS values (top left to bottom right, respectively). We show maps measured by a single observer with lines of sight\(^9\) in directions of the $12 \times N_{side}^2$ HEALPix\(^10\) [52] pixels for $N_{side} = 32$. We note the distinction between the resolution of the sky-maps, $N_{side} = 32$, and the resolution of the simulation in which we place the observers, $N = 128$.

For this particular observer, we notice that the dominant form of anisotropy in the effective Hubble parameter is the quadrupole, i.e., the contribution from the shear tensor dominates the 4-acceleration term in (7). The dipole is the dominating anisotropy in the effective deceleration parameter, which can be attributed to the two first terms of $\dot{q}_\mu$ in (9) involving the spatial gradient of the expansion rate and of the shear tensor, respectively. The octopole moment is also visible in the angular distribution of the effective deceleration parameter, which can be assigned to the first term of $\dddot{q}_\mu$ involving the spatial gradient of the shear tensor. The effective curvature parameter has similar angular distribution to the effective deceleration parameter, which is due to $\Omega$ entering the definition of $\mathfrak{H}$ in (6) where it dominates the anisotropic signal. The quadrupole dominates the effective jerk parameter, which can be assigned to the second spatial gradient of the expansion rate entering its quadrupole moment (see Appendix B of [26]).

Even though the maps in Figure 3 are valid for a single observer, we see common signatures between observers\(^11\). Specifically, the quadrupolar anisotropy tends to dominate $\mathfrak{H}$, the dipolar and octopolar signal typically dominates $\Omega$ and $\mathfrak{H}$, while the quadrupole and the 16-pole typically dominate the sky distribution of $\mathfrak{H}$. This is because, in general, spatial gradients of kinematic variables dominate the anisotropic effects over the observer’s sky.

\(^8\) See Rasanen [50, 51] for plausible arguments for $z_{eff}$ as a good lowest order approximation for the measured redshift in space-times with slowly evolving structure and statistical homogeneity and isotropy.

\(^9\) We note that for this observer we have used a larger number of lines of sight than our main results in order to create smoother maps. All results are presented with 300 lines of sight.

\(^10\) http://healpix.sf.net

\(^11\) The particularly interested reader can find the equivalent of Figure 3 for 100 different observers here: https://drive.google.com/drive/folders/1L1pM05Jn5jLq4N6D8tLEyMAY2pRcK9m9?usp=sharing.
FIG. 3: Sky-maps of the effective Hubble, deceleration, curvature, and jerk parameters (top-left to bottom-right, respectively) for one observer measured in directions of the $12 \times N_{\text{side}}^2$ HEALPix pixels with $N_{\text{side}} = 32$. Each parameter (with the exception of the curvature) is normalised by its respective EdS value.

(With the exception of the spatial gradient of $a^\mu$ here, due to the small 4-acceleration amplitude of the observers). While the amplitude of the anisotropies in $\mathcal{H}$, $Q$, $R$, and $J$ are expected to vary with smoothing scale (and the associated density contrast), the qualitative anisotropic signatures of the effective cosmological parameters found in these simulations are expected to be robust to the choice of smoothing scale and/or the inclusion of a cosmological constant, as long as the observers are well described as comoving with the matter source in a general relativistic dust description.

We assess the level of anisotropy across an observer’s sky by calculating the maximal sky-deviation $\Delta$ for each parameter [similar to 53], e.g. for $\mathcal{H}$,

$$\Delta(\mathcal{H}_0/\mathcal{H}_{0,\text{EdS}}) \equiv \frac{\mathcal{H}_{0,\text{max}} - \mathcal{H}_{0,\text{min}}}{\mathcal{H}_{0,\text{EdS}}},$$

where $\mathcal{H}_{0,\text{max}}$ is the maximum value of $\mathcal{H}$ across an observer’s sky, and $\mathcal{H}_{0,\text{min}}$ is the minimum. Figure 4 shows the maximal sky-variance $\Delta$ for the effective Hubble, deceleration, curvature, and jerk parameters, relative to their EdS counterparts (panels; left-to-right, respectively), as a function of the observers local density contrast, $\delta_o$. Points show $\Delta$ for 1000 observers, each with 300 ‘FullSky’ lines of sight, placed in the simulation with a $200 \, h^{-1} \, \text{Mpc}$ coarse-graining scale. Horizontal dashed lines show the average over all observers. Here we can see the anisotropic signature as viewed by an observer is largely uncorrelated with the density contrast at the observer’s position. While the amplitude of these anisotropic effects will depend on the smoothing scale (and therefore the typical density contrasts in the simulation as a whole), observers with small $\delta_o$ can measure the same level of anisotropy as observers with large $|\delta_o|$, within a given model universe. In Table I we show the mean and maximum $\Delta$ across all observers shown in Figure 4, and for 1000 observers with the same lines of sight placed in the simulation with $100h^{-1} \, \text{Mpc}$ smoothing length.

Analyses of the FLRW Hubble and/or deceleration parameters in SNe [53–57] and galaxy data [58, 59] come to diverse conclusions regarding the level of anisotropy in such data. These studies employ different phenomenological anisotropic modelling and consider different survey geometries. The truncation of the cosmographic representation and the relevant choice of smoothing scale will
vary according to the redshift coverage of the survey in question (see Appendix A for discussions on the level of approximation of the luminosity distance Taylor series expansion), and we thus expect different survey geometries to yield different empirical results on anisotropy in effective cosmological parameters. We should note that these works adopt FLRW cosmographic expansions – in their search for anisotropy, which makes a direct comparison to our analysis difficult.

Typical observers in our analysis have dipolar contribution to the deceleration parameter dominating over the monopole out to scales of \( z \sim 0.1 \) in an empirical examination of SNe data.

### B. Sky averages of observational effective parameters

Figures 5 and 6 show our calculations of sky averages of the effective cosmological parameters in the simulation shown in Figure 1 (200 \( h^{-1} \) Mpc smoothing). Panels, top-left to bottom-right, show the effective observational Hubble, deceleration, curvature, and jerk parameters, respectively, each relative to their respective EdS parameter counterpart in (2). Points represent the effective parameters of individual observers as averaged over 300 lines of sight distributed according to a ‘Full-Sky’ sample (Figure 5) and a ‘Half-Sky’ sample (Figure 6). See Figure 2 for examples of these sky samplings. Horizontal axes indicate the local density contrast \( \delta_o \equiv \rho_o / \langle \rho \rangle_{\text{all}} - 1 \) at each observer’s position. Dashed lines of the same colour as the points in each panel show the average over all 1000 observers (i.e., the average over all points), and dot-dashed black lines show the \( \Lambda \text{CDM} \) value of the corresponding parameter (those panels without these lines are those where the \( \Lambda \text{CDM} \) reference lies outside the limits of the plot).

In Table II we show the standard deviation for each distribution in Figures 5 and 6, as well as the same calculation in a simulation with a smaller coarse-graining scale of 100 \( h^{-1} \) Mpc. The variances in the effective Hubble and jerk parameters show no appreciable change moving from the ‘FullSky’ to the ‘HalfSky’ sampling, for both smoothing scales. However, we see drastic change in the effective deceleration and curvature parameters. For the deceleration, \( \Omega_o \), we see an \( \sim 6.3 \times (\sim 4.5 \times) \) increase in standard deviation when sampling only half of each observer’s sky with a smoothing length of 100 (200) \( h^{-1} \) Mpc. The curvature parameter, \( \kappa_o \), shows a \( \sim 2.9 \times (\sim 1.7 \times) \) increase in standard deviation in the same case. These changes in variance can be visualised using the example observer sky map in Figure 2. Consider averaging over our ‘HalfSky’ distribution for the effective Hubble and jerk parameters for this observer. Since the quadrupolar mode is dominating the signal, cutting the sky in half (in the way we have done) should

---

### Table I: Anisotropy of effective cosmological parameters across typical and extreme observers’ skies. We show the mean and maximum sky-deviation \( \Delta (15) \) over 1000 observers in simulations with effective smoothing lengths of 100 and 200 \( h^{-1} \) Mpc.

| \( \Delta (15) \) | \( 100 \) \( h^{-1} \) Mpc smoothing | \( 200 \) \( h^{-1} \) Mpc smoothing |
|------------------|-----------------------------------|-----------------------------------|
|                  | Obs. mean | Obs. max | Obs. mean | Obs. max |
| \( \Delta (\delta_o / H_{o,\text{EdS}}) \) | 0.068    | 0.23     | 0.019     | 0.051    |
| \( \Delta (\Omega_o / \rho_{o,\text{EdS}}) \) | 8.5      | 27       | 1.2       | 3.3      |
| \( \Delta (\rho_o / \rho_{o,\text{EdS}}) \) | 4.3      | 13       | 0.61      | 1.7      |
| \( \Delta (\delta_o / \rho_{o,\text{EdS}}) \) | 193      | 675      | 13        | 37       |
FIG. 5: Effective cosmological parameters (6) relative to their EdS counterparts (panels) calculated in an inhomogeneous numerical relativity simulation. Points show individual observers, with local density $\delta_o$, averaged over 300 randomly chosen lines of sight across their whole sky (see Figure 2a). Dashed lines of the same colour show averages over all points on each panel, and dot-dashed lines show $\Lambda$CDM parameters relative to EdS.

| $\sigma$(sky avgs) | 100 $h^{-1}$ Mpc smoothing | 200 $h^{-1}$ Mpc smoothing |
|---------------------|-----------------------------|-----------------------------|
| $\sigma(\delta_o/H_o,EdS)$ | ‘FullSky’ | ‘HalfSky’ | ‘FullSky’ | ‘HalfSky’ |
| $0.022$ | $0.021$ | $0.0057$ | $0.0057$ |
| $0.19$ | $1.2$ | $0.038$ | $0.17$ |
| $0.22$ | $0.64$ | $0.064$ | $0.11$ |
| $2.9$ | $2.9$ | $2.9$ |

TABLE II: Cosmic variance of observational effective cosmological parameters (6). We show standard deviations of the distribution of sky averages — for the ‘FullSky’ and ‘HalfSky’ distributions (see Figure 2) — for 1000 observers placed in simulations with effective smoothing lengths of 100 and 200 $h^{-1}$ Mpc.

have minimal effect on the measured variance in those parameters. Considering either the effective deceleration or curvature parameter, cutting the sky in half should affect the measured variance by this observer due to the dominance of the dipole.

Comparing Figures 5 and 6 shows us that an observer can infer drastically different effective cosmological parameters when not fairly sampling their whole sky. However, we emphasise that the variances presented here are valid only for our specific ‘HalfSky’ distribution, and averages across different anisotropic sky-samplings will produce different variances. It is also important to note that the corrections to the EdS model expectation of the cosmological parameters decrease with an increase in smoothing scale. The choice of a physically relevant smoothing scale is therefore important and depends on...
FIG. 6: Effective cosmological parameters (6) relative to their EdS counterparts (panels) calculated in an inhomogeneous numerical relativity simulation. Points show individual observers, with local density $\delta_o$, averaged over 300 randomly chosen lines of sight across half of their whole sky (see Figure 2b). Dashed lines of the same colour show averages over all points on each panel, and dot-dashed lines show $\Lambda$CDM parameters relative to EdS.

We intend to investigate these issues relating to smoothing scale, and the impact of survey geometry on the redshift span of the survey in question. For instance, to consistently model a survey with minimum redshifts of 0.02, corresponding to distances from the observer of $\sim 100 h^{-1}$ Mpc, we should not employ larger smoothing scales than $\sim 100 h^{-1}$ Mpc in our modelling. To ensure a consistent fit for the entire survey, the highest-redshift data should also be well approximated by the same cosmographic representation as the lowest-redshift data. In Appendix A, we show that a consistent cosmographic representation of luminosity distance considering redshifts $\sim 0.02$ out to $z \sim 1$ (and even $z \sim 0.15$) is difficult in the presence of anisotropy. However, we stress that the interpretation of the observational effective cosmological parameters presented here remains valid as long as $z < 1$ even if the truncated third order expansion (4) breaks down as an accurate approximation of the exact function $z \mapsto d_L(z)$.

C. Implications for a measurement on the local Hubble constant

The sky averages shown in Figure 5 are representative of the monopole (isotropic) contribution to the effective parameters. Focusing on the effective Hubble parameter (top left panel, with variances in the top row of Table II), we find isotropic variances of 0.5% (2%) with respect to the EdS value, with maximum variances of up to 2% (6%) on scales 200 (100) $h^{-1}$ Mpc. This represents the variance in the $\theta/3$ term in (7) when moving between different positions in the simulation. Figure 5 shows a clear and physically expected correlation between values of $\theta/3$ and the local density. For similar local density contrasts $\delta$ (and/or similar smoothing scales), we find the above variance is in broad agreement with cosmic cosmological inference, in future work.
variance in the FLRW local Hubble parameter studied analytically [60, 61] and in the context of Newtonian N-body [62–64] and NR simulations [45].

In addition to this variance based on inhomogeneity (observer position), we have an anisotropic contribution to the effective Hubble parameter $\hat{H}$, which will vary across each observer’s sky. In this work, the anisotropy in $\hat{H}$ comes primarily from the shear tensor, i.e. the third term in (7). The top row of Table I shows that typical observers measure 6.8% (1.9%) maximum deviation in $\hat{H}$ across their sky for 100 (200) $h^{-1}$ Mpc coarse-graining scales. We also find that 11% of the observers measure $>10\%$ maximal deviation $\Delta$ in $\hat{H}$ across their sky in the simulation with 100 $h^{-1}$ Mpc coarse-graining scale.

However, this is not necessarily indicative of how many observers will measure a sky-average of $\hat{H}$ to be $\sim 10\%$ larger than the global mean [as found in, e.g., 7, for the local FLRW Hubble parameter]. The specific survey geometry will affect the number of observers we find to measure a higher local $\hat{H}$. We intend to investigate the role of anisotropy in context of the Hubble tension in detail in future work.

V. CONCLUSIONS

The general luminosity-distance redshift relation presented by Heinesen [26] offers the potential to completely relax the assumptions of exact homogeneity and isotropy at the base of most cosmological data analysis. Additional degrees of freedom introduced — because of the lack of assumptions made — means that more cosmological data is required in order to use this framework to convey fully model-independent data analysis.

We have calculated the observational effective cosmological parameters (6) in simulations with realistic initial conditions evolved with numerical relativity. Our simulations therefore share the qualities of the general formalism in that they contain no assumptions of a global background metric. We have used conservative coarse-graining scales to study the variance of these parameters on scales where the simulated model universe is well within the linear regime of density contrasts. We find that effective cosmological parameters can be significantly anisotropic across the observers’ skies (see Figure 2 for an example), with corrections to the relevant FLRW parameters even in the monopole limit of a fairly sampled sky.

Considering a cosmographic representation of luminosity distance with a 200 $h^{-1}$ Mpc smoothing scale, our main conclusions are:

- The effective Hubble parameter has 0.5% cosmic variance between observers relative to the EdS value in the monopole limit, i.e. a fairly-sampled sky. We find that $\sim 7\%$ of observers measure a Hubble parameter $>3\%$ different from the EdS value in this limit (see Table II and Figure 5).

- Maximal quadrupolar anisotropies in the effective Hubble parameter across an observers sky are typically $2\%$, and can be as large as $5\%$ (see Table I).

- A uniform sky-average of the effective deceleration parameter has standard deviation of $4\%$ between observers relative to the EdS value (see Table II).

- The dipolar signal of the effective deceleration parameter dominates the monopolar contribution for typical observers, with the mean observer seeing a $120\%$ deviation between highest and lowest value on their sky (see Table I).

- A half-sampled sky can bias some observers measurements such that they measure acceleration without any actual accelerated expansion of space.

As a final note, since our study is concerned only with large scales — and therefore small density contrasts — we expect our results to be well-approximated in the weak-field limit of general relativity. Therefore, a re-analysis of the general observational effective parameters in the context of weak-field N-body cosmological simulations [i.e. gravitational waves, see 65–67], or simulations using the fully-constrained formulation of GR [i.e. GRAMSES, see 68, 69] may produce similar results. This could also be investigated in the context of constrained cosmological simulations reconstructing the environment surrounding the local group, as done in, e.g., [70].

Our main conclusions suggest that the consideration of local anisotropies could be important for cosmological analysis. The anisotropic cosmographic representation of luminosity distance [26] used in this work gives us a framework to interpret near-future large cosmological surveys in a completely model-independent way. This may be necessary to ensure we draw correct conclusions about the cosmic expansion and acceleration of the Universe.
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Appendix A: Convergence of the series expansion

We now examine the convergence and quality of the approximation of the Taylor series (5). For investigating these properties of the series expansion in detail, we must indeed employ ray tracing algorithms for comparison to the exact expression. Employing ray tracing is indeed our goal for future work, but for the purpose of analysing the results of this paper, we shall rely on crude order of magnitude arguments. We can note that the FLRW series expansion of luminosity distance in redshift is convergent for redshifts of $z < 1$, after which the series in general breaks down [71]. Following the arguments in Section 4.1 of [71], we might define $\delta_o$, $\Omega_o$, and $\Theta_o$ through the series expansion of $1/(1+z) \equiv \frac{L}{D}$ around the point of observation in the following way:

$$\frac{1}{1+z} = 1 + \delta_o \Delta \lambda_0 - \frac{1}{2}(\Omega_o + 1)\delta_o^2 E_o^2 \Delta \lambda^2 + \frac{1}{6}(3\delta_o + 4\Omega_o + 3)\delta_o^3 E_o^3 \Delta \lambda^3 + O(\Delta \lambda^4),$$

(11)

where $\Delta \lambda \equiv \lambda - \lambda_o$, and where $\lambda$ is an affine parameter of the null ray. We see that the series expansion (11) has a pole at $z = -1$ for each null ray, and the radius of convergence must thus be at most $|z| = 1$, such that the series also fails to converge at $z > 1$. Consequently, when inverting this series, to obtain $\Delta \lambda$ as a function of $z$, we should not expect this series to be convergent for $z > 1$ either. Thus, we do not expect (5) to converge beyond $z > 1$, but have no reason to believe that it will diverge at smaller scales either, if the regularity requirements discussed in [26] are satisfied in addition (which is the case in our analysis).

The quality of the approximation of the Taylor series (5) truncated at third order can however be very poor at redshifts approaching 1, and we expect this to be the case in the present simulation setup for most observers for the following reason. Spatial gradients of order $(n-1)$ of kinematic fluid variables enter in the $n$'th coefficient $d^{(n)}_L$ in (5) – see for instance $\hat{q}_{\mu \nu}$ and $\hat{q}_{\mu \nu \rho \sigma}$ in (9) which contain the first order spatial gradient of the expansion rate and of the shear tensor, respectively. We can make the following order of magnitude estimate of the $n$'th term $d^{(n)}_L z^n$ in the Taylor series (5) in terms of the smoothing scale $\Delta X$ of the simulation and $\delta_o$

$$\left|\frac{d^{(n)}_L}{d_L} \right| z^n \lesssim \frac{1}{n!} \frac{z^{n-1}}{(\Delta X \delta_o)^{n-1}} \text{sup} \left( \frac{\Delta \delta_o}{\delta_o} \right), \quad n \geq 2$$

(12)

where $\Delta \delta_o$ is the increase of $\delta_o$ to a neighbouring grid cell of the observer, and $\text{sup}$ denotes the supremum (here corresponding to the maximum value) over all grid cells. Substituting the EdS value of the Hubble constant $H_{0,\text{EdS}} \approx 45 \text{ km/s/Mpc}$ for $\delta_o$, gives $1/(\Delta X \delta_o) \approx 50 \times 100 h^{-1} \text{ Mpc}/\Delta X$.

Let us first consider $\Delta X = 100 h^{-1} \text{ Mpc}$ for which we use the estimate $\text{sup} (|\Delta \delta_o/\delta_o|) \approx 0.1$ which corresponds to $\sim 3 \times \sigma (H_{0,\text{EdS}})$ given in Table II. With these values we have $|d^{(n)}_L/d_L| z^{n-1} \lesssim 0.01$ for all $m \geq 4$ when $z \lesssim 0.03$. The coarse-graining scale of $\Delta X = 100 h^{-1} \text{ Mpc}$ itself corresponds to $z \sim 0.02$. We therefore expect the Taylor series expansion as truncated at third order to approximate the exact luminosity distance to within one percent for $0.02 \lesssim z \lesssim 0.03$.

Let us next consider $\Delta X = 200 h^{-1} \text{ Mpc}$. We have a similar order of magnitude estimate of $\text{sup} (|\Delta \delta_o/\delta_o|)$ for these scales. In this case we satisfy $|d^{(n)}_L/d_L| z^{n-1} \lesssim 0.1$ for all $m \geq 4$ when $z \lesssim 0.06$. The coarse-graining scale of $\Delta X = 200 h^{-1} \text{ Mpc}$ corresponds to $z \sim 0.04$, and we expect the truncated Taylor series (5) to provide an approximate luminosity distance to within one percent for $0.04 \lesssim z \lesssim 0.06$.

If we for instance wanted to approximate scales out to $z = 0.15$, the minimum integer, $n_{\text{max}}$, satisfying $|d^{(n)}_L/d_L| z^{n-1} \lesssim 0.1$ for all $m \geq m_{\text{max}} = 9$ (18) for a smoothing scale $\Delta X = 200 (100) h^{-1} \text{ Mpc}$ Thus, in order to obtain a consistent cosmography valid from scales of $200 h^{-1} \text{ Mpc}$ ($z \approx 0.04$) and out to $z = 0.15$, with error terms of $\lesssim 1\%$, we expect to have to include terms up to $8^{th}$ order in the series expansion of $d_L$.

We note that as long as we remain within the radius of convergence of the Taylor series expansion of $d_L$ in $z$, the interpretation of the parameters $\lbrace \delta_o, \Theta_o, \Omega \rbrace$ as effective observational Hubble, deceleration, curvature and jerk parameters is preserved. While the radius of convergence must be examined in detail with ray tracing codes, we a priori have no reason to expect failure of convergence before $|z| = 1$ is reached, as per the discussion above.

It might seem surprising that the cosmographic representation of luminosity distance (5) is not perturbatively close the analogous expression for the background EdS model, since the smoothing scales employed in the present analysis are such that density contrasts are within the linear regime. However, the higher order effective cosmological parameters $\lbrace \Omega, \Theta, \Omega \rbrace$ can be non-linear even if the density field is in the linear regime on account of the spatial gradients entering the various multipole coefficients (see for instance the multipole expansion of $\Theta$ in (9)). Since our analysis is in the linear density contrast regime, we expect our results to be repeatable in Newtonian simulations.

We could of course have employed even larger coarse-graining scales, for a well behaved Taylor series out to larger $z$. However, this would come at the price of a poorly approximated distance-redshift relation at small scales. Our analysis suggests that a well-defined, collective cosmographic representation of distance-redshift
Appendix B: Mescaline calculations

Mescaline is a post-processing analysis code for Einstein Toolkit data [40]. Here we use an extended version of mescaline to calculate each of the terms in the series expansion (4) for a chosen number of observers (randomly placed in the simulation domain) each with a chosen number of lines of sight $e^\mu$ (either randomly chosen across the whole sky or within a restricted region).

Mescaline contains no physical assumptions on the form of the metric, fluid, or extrinsic curvature. Mescaline reads data output from the Einstein Toolkit, in Hierarchical Data Format 5 (HDF5), and is therefore written in terms of 3 + 1 variables associated with the coordinate representation (11) of the general metric. Specifically, it reads the spatial metric $g_{\alpha\beta}$, the extrinsic curvature $K_{ij}$, the lapse function $\alpha$, the rest-mass density $\rho$, and the 3-velocity $v^\alpha$ of the fluid (with respect to the Eulerian observer comoving with the foliation defined by $t$) for the whole spatial grid for all relevant time steps. The code enforces a gauge condition with shift vector $\beta^i = 0$ (but for any $\alpha$ and $\partial_t \alpha$), and a uniform Cartesian grid with periodic boundary conditions (equivalent to applying a torus condition on the topology of the spatial sections) All derivatives (in time and space) are taken using fourth-order finite differences.

In this appendix we outline the key calculations required for each of the terms (5). To calculate the effective Hubble parameter, $\delta$, we need the volume expansion rate, shear tensor and 4-acceleration, respectively defined as

$$\theta \equiv \nabla_\mu u^\mu,$$

$$\sigma_{\mu\nu} \equiv b^\alpha \Gamma^i_i b^\nu \nabla_{(\alpha} u_{\beta)} - \frac{1}{3} \theta b_{\mu\nu},$$

$$a^\mu \equiv u^\nu \nabla_{\nu} u^\mu.$$

Here, $u^\mu$ is the 4-velocity of the fluid (which we choose to coincide with the 4-velocity of the observers), round brackets imply symmetrisation over indices, $\nabla_\mu$ is the Levi-Civita connection (covariant derivative) associated with $g_{\mu\nu}$, and $b_{\mu\nu} \equiv g_{\mu\nu} + u_\mu u_\nu$ is the spatial projection tensor in the frame of the fluid flow.

1. Derivatives along the null ray

To calculate the effective cosmological parameters (6), we need the first and second derivatives of $\delta$ along the null ray, i.e., the derivatives with respect to affine parameter $\lambda$. In terms of $3 + 1$ variables, these are

$$\frac{d^2 \delta}{d\lambda^2} = \left( (k^0)^2 \partial^2_\lambda \delta + 2k^0 k^i \partial_\lambda \delta_{ki} + k^i k^j \partial_{\lambda} \delta_{ij} \right)$$

and therefore

$$\frac{d^2 \delta}{d\lambda^2} = \left( (k^0)^2 \partial^2_\lambda \delta + 2k^0 k^i \partial_\lambda \delta_{ki} - k^i k^j \partial_{\lambda} \delta_{ij} \right)$$

where $t$ is the coordinate time of the simulation, $\partial_{\mu} \equiv \partial/\partial x^\mu$, and $\Gamma_{ij}^k$ are the Christoffel symbols associated with the spatial metric $g_{ij}$. In deriving (B4), we have used the time components of the 4-Christoffel symbols associated with the metric $g_{\mu\nu}$, namely,

$$\Gamma_{00}^i = \frac{1}{\alpha} \partial_i \alpha, \quad \Gamma_{ij}^0 = -\alpha K_{ij}^i,$$

and we note that for $\beta^i = 0$ we have $\Gamma_{ij}^0 = \Gamma_{ij}^k$.

2. 4-Ricci tensor

For the effective curvature parameter, $\mathcal{R}$, we need the components of the (symmetric) 4-Ricci tensor, $R_{\mu\nu}$. In terms of $3 + 1$ variables, the time-space components is

$$R_{0i} = \alpha \partial_i K - \alpha \partial_i K^j_{0j} + \alpha \partial_j K_{ij} + \alpha \partial_i K_{ik} + \alpha^2 K_{ij} K_{ij}$$

and the spatial components are

$$R_{ij} = \nabla_{(i} R_{j)} + K K_{ij} - 2 K_{ij} K_{kl} - \frac{1}{\alpha} \left( \partial_i K_{jk} + \partial_j K_{ik} - \partial_k (\alpha) \Gamma_{ij}^k \right),$$

where $(3) R_{ij}$ is the Ricci tensor of the spatial surfaces, and $K = K_{ij}^i$.

3. Direction vector

The photon 4-momentum, $k^\mu$, of an incoming null ray can always be decomposed based on the observer 4-velocity, $u^\mu$, in the following way:

$$k^\mu = E (u^\nu \gamma^\nu - e^\mu),$$

where $E \equiv -k^\mu u_\mu$ is the observed energy of the photon, and $e^\mu$ denotes the spatial direction of observation satisfying the orthonormal requirement

$$g_{\mu\nu} e^\mu e^\nu = 1, \quad e^\mu u_\mu = 0.$$
The direction vector \( e^\mu \) specifies the photon 4-momentum uniquely up to the normalisation \( E \). We generate sky-maps of lines of sight of the observers in our analysis (see Figure 2 for example sky-maps) by setting

\[
e^\mu = D m^\mu, \tag{B11}
\]

where \( m^i \) are pseudo-random numbers. To generate the so-called ‘FullSky’ distribution (see Figure 2a) for each observer, each component of \( m^i \) is drawn from a uniform distribution over the range \([-1,1]\). To generate the ‘HalfSky’ distribution (see Figure 2b), two of the components of \( m^i \) are drawn from a uniform distribution over the interval \([-1,1]\), while the remaining component is constrained to the range \([0,1]\). The normalisation factor \( D \) and the time-component \( e^0 \) are determined from the constraints (B10), which give

\[
e^0 = \frac{\pm m^i u_i}{\sqrt{u_0^2 - m^i m^j u_i u_j}}, \tag{B12}
\]

\[
D = \frac{\pm u_0}{\sqrt{u_0^2 - m^i m^j u_i u_j}}. \tag{B13}
\]

4. Analytic test

The calculations of \( \eta \) and its derivatives (B2) and (B4), as presented above are new in mescaline. We must therefore test these calculations against a suitable analytic solution to ensure they are accurate, with errors converging at the expected rate.

Rather than passing in simulation output HDF5 data, we use the mescaline test suite to pass in an analytic form of the metric, extrinsic curvature, and matter content. This analytic metric is then passed through the regular, general mescaline routines which produce output as usual. We can then directly compare the output effective parameters with the analytic solutions to follow.

This test is not intended to place error bars on the results presented in the main text (however, see Appendix C). Here, we are isolating the mescaline calculations from the NR simulations, and not only ensuring that we have small errors, but that these calculations are accurate in reproducing a known analytic solution.

We test our calculations using a linearly-perturbed EdS metric specified by the metric (10), which (to linear order in \( \phi \)) has extrinsic curvature

\[
K_{ij} = -a' (1 - 3\phi) \delta_{ij}, \tag{B14}
\]

where \( a \) is the EdS scale factor and the operator \( ' \) represents a derivative with respect to EdS conformal time \( \eta \). The metric perturbation, \( \phi \), is required to have small amplitude, i.e., \( |\phi| \ll 1 \). The coordinate time satisfies \( t = \eta \) for this test due to our choice of lapse function. Solving the perturbed Einstein equations for the above metric, we find that the density contrast and the velocity perturbation of the fluid are given by

\[
\delta = -\frac{3}{2}(Q a_{ini})^2 \nabla^2 \phi - 2\phi, \tag{B15}
\]

\[
v^i = \frac{Q}{\xi} \delta^i j \partial_j \phi, \tag{B16}
\]

with \( \delta \equiv \rho/\bar{\rho} - 1 \), where \( \bar{\rho} \) is the EdS background density. The constant \( Q \equiv -1/\sqrt{3\pi\rho a_{ini}} \) is specified by the background rest-mass \( \rho^* \equiv \bar{\rho} a^3 \) and the initial value of the scale factor, \( a_{ini} \). The operator \( \nabla^2 \equiv \delta^j k \partial_j k \partial_i \) is the spatial Laplacian, and the scaled conformal time is

\[
\xi \equiv 1 + \frac{2\pi \rho}{3a_{ini}} \eta.
\]

We note that the metric (10) and extrinsic curvature (B14) along with the density perturbation (B15) and the velocity (B16) are the equations used to specify initial data in FLRW solver [29, 40].

The 4-acceleration is subdominant in this test model setup, and therefore we neglect \( a' \) for the case of this test only. This will have no effect on the validity of the test, since derivatives are calculated using finite differences of \( \eta \) — with no explicit reference to the specific form of \( \eta \) itself. Therefore, for this section only, the effective Hubble parameter (7) takes the form \( \tilde{H} = \frac{1}{a} + e^\theta + e^{\mu} e^{\nu} \sigma_{\mu\nu} \).

To first order in all perturbations (and their derivatives), the expansion scalar and shear tensor are, respectively,

\[
\theta = \frac{3a'}{a^2} (1 - \phi) + \frac{Q}{\xi} \nabla^2 \phi, \tag{B17}
\]

\[
\sigma_{ij} = \frac{Q a^2}{\xi} \left( \partial_i \partial_j \phi - \frac{1}{3} \nabla^2 \phi \delta_{ij} \right), \tag{B18}
\]

with \( \sigma_{00} = \sigma_{0i} = 0 \), and \( \delta_{ij} \) is the Kronecker delta. The first derivatives of \( \eta \) appearing in (B2) and (B4) are

\[
\partial_\eta \eta = -a' (1 - 3\phi) \delta_{ij}, \tag{B14}
\]

where \( \mathcal{H} = a'/a \) is the conformal Hubble parameter. The second time derivative of \( \eta \) is

\[
\partial^2_\eta \eta = \partial^2_\eta \mathcal{H} \left( \mathcal{H}^2 - \frac{a''}{a^2} \right) (1 - \phi) - \frac{a''}{9a} \nabla^2 \phi, \tag{B21}
\]

\[
- e^\epsilon_\mathcal{H} \mathcal{H} + \frac{1}{3(Q a_{ini})^2} \left( \frac{1}{\mathcal{H}} - \mathcal{H} \right)^2 \right) - \partial^2_\eta \mathcal{H} (1 - \phi) \nabla^2 \phi - 2\phi, \tag{B15}
\]

\[
\partial^2_\eta \mathcal{H} = \partial^2_\eta \mathcal{H} + \frac{1}{3(Q a_{ini})} \nabla^2 \phi - 2\phi, \tag{B15}
\]

\[
\partial^2_\eta \mathcal{H} = 6\mathcal{H} \left( \frac{\mathcal{H}^2}{a} - \frac{a''}{a^2} \right) (1 - \phi) - \frac{a''}{9a} \nabla^2 \phi, \tag{B21}
\]

\[
- e^\epsilon_\mathcal{H} \mathcal{H} + \frac{1}{3(Q a_{ini})^2} \left( \frac{1}{\mathcal{H}} - \mathcal{H} \right)^2 \right) - \partial^2_\eta \mathcal{H} (1 - \phi) \nabla^2 \phi - 2\phi, \tag{B15}
\]

\[
\partial^2_\eta \mathcal{H} = 6\mathcal{H} \left( \frac{\mathcal{H}^2}{a} - \frac{a''}{a^2} \right) (1 - \phi) - \frac{a''}{9a} \nabla^2 \phi, \tag{B21}
\]

\[
- e^\epsilon_\mathcal{H} \mathcal{H} + \frac{1}{3(Q a_{ini})^2} \left( \frac{1}{\mathcal{H}} - \mathcal{H} \right)^2 \right) - \partial^2_\eta \mathcal{H} (1 - \phi) \nabla^2 \phi - 2\phi, \tag{B15}
\]

\[
\partial^2_\eta \mathcal{H} = 6\mathcal{H} \left( \frac{\mathcal{H}^2}{a} - \frac{a''}{a^2} \right) (1 - \phi) - \frac{a''}{9a} \nabla^2 \phi, \tag{B21}
\]

\[
- e^\epsilon_\mathcal{H} \mathcal{H} + \frac{1}{3(Q a_{ini})^2} \left( \frac{1}{\mathcal{H}} - \mathcal{H} \right)^2 \right) - \partial^2_\eta \mathcal{H} (1 - \phi) \nabla^2 \phi - 2\phi, \tag{B15}
\]

\[
\partial^2_\eta \mathcal{H} = 6\mathcal{H} \left( \frac{\mathcal{H}^2}{a} - \frac{a''}{a^2} \right) (1 - \phi) - \frac{a''}{9a} \nabla^2 \phi, \tag{B21}
\]
its time-space cross derivative is

\[ \partial_i \partial_j \phi = -\partial_i (\phi) \left[ \frac{a''}{a^2} - \frac{2(a')^2}{a^3} \right] + \frac{1}{9a} \partial_i (\nabla^2 \phi) \] (B22)

\[- \frac{Q a^2}{\xi} e^k e^l \left[ \partial_i \partial_k \partial_l \phi - \frac{1}{3} \partial_i (\nabla^2 \phi) \delta_{kl} \right] \]

\times \left( 2H + \frac{1}{Q a_{\text{int}} \xi} \right),

and its second spatial derivative is

\[ \partial_i \partial_j \phi = \partial_i \partial_j (\phi) \left( 2e^k e^l \sigma_{kl} - \frac{a'}{a^2} \right) + \frac{Q}{3\xi} \partial_i \partial_j (\nabla^2 \phi) \left( 1 - a'^2 e^k e^l \delta_{kl} \right) + \frac{Q a^2}{\xi} e^k e^l \left[ 40 \partial_i (\phi) \partial_j \partial_k \partial_l (\phi) - \frac{4}{3} \partial_i (\phi) \partial_j (\nabla^2 \phi) \delta_{kl} + \partial_i \partial_j \partial_k \partial_l (\phi) \right]. \] (B24)

To linear order, the components of the Ricci tensor are

\[ R_{00} = -3H^2 + \nabla^2 \phi, \quad (B25) \]

\[ R_{0i} = 2H \partial_i \phi, \quad (B26) \]

\[ R_{ij} = \left[ H^2 + \frac{a''}{a} \right] (1 - 4\phi + \nabla^2 \phi) \delta_{ij}, \quad (B27) \]

and the spatial Christoffel symbols are

\[ \Gamma^i_{jk} = \frac{1}{(1 - 2\phi)} \left[ \delta^i_l \partial_l (\phi) \delta_{jk} - \partial_j (\phi) \delta^i_k - \partial_k (\phi) \delta^i_j \right]. \] (B28)

We choose a single mode form of the perturbation \( \phi \), namely

\[ \phi = \phi_0 \sum_i \sin \left( \frac{2\pi x^i}{L} \right), \] (B29)

where \( L = 1 \) is the length of the test domain, and we set \( \phi_0 = 10^{-8} \) to ensure that higher-order contributions remain below the level of numerical errors.

We use the above expressions to calculate the analytic form of the first (B2) and second (B4) derivatives of \( \phi \) along the null ray. We then use these, along with the analytic Ricci tensor components above, to calculate the analytic solutions for the effective cosmological parameters (6), using the completely general mescaline routines, given the analytic metric (10) and extrinsic curvature (B14), and compare to the analytic expressions shown above. We define the relative error, e.g. for the Hubble parameter, as

\[ \text{err}(\delta) \equiv \frac{\delta\phi}{\delta\phi_{\text{analytic}}} - 1, \] (B30)

which we calculate along all 300 line of sights for each observer.

Figure 7 shows the absolute value of the relative error for the effective Hubble, deceleration, curvature, and jerk parameters (panels, left-to-right, respectively). Points show (B30) averaged over all lines of sight for a single observer. Blue points are for a 16\(^3\) grid, yellow for a 32\(^3\) grid, and green for a 64\(^3\) grid. The relative error remains below 1% for the effective curvature parameter, below 0.1% for the effective jerk parameter, and below 10\(^{-4}\)% for the effective Hubble and deceleration parameters, even for the coarse resolutions used here.

The errors in these calculations should reduce at a rate defined by the order of accuracy of the scheme used when increasing the resolution. The rate of convergence, \( C \), for a set of errors at three resolutions is calculated as, e.g. for the Hubble parameter,

\[ C(\delta) \equiv \frac{\text{err}(\delta)_{\text{low}} - \text{err}(\delta)_{\text{mid}}}{\text{err}(\delta)_{\text{mid}} - \text{err}(\delta)_{\text{high}}}, \] (B31)

where a subscript ‘low’ refers to the error for the lowest resolution, ‘mid’ for the middle resolution, and ‘high’ for the highest resolution. For fourth-order accurate derivatives, and when doubling the resolution for each increase, the expected rate of convergence is \( C_{\text{exp}} = 16 \). Figure 8 shows the convergence rate (B31), relative to the expected value, for the errors in the effective cosmological parameters shown in Figure 7. All parameters show the expected rate of convergence for fourth-order accurate calculations.

Appendix C: Numerical convergence and error bars

In the previous section we assessed the level of error in the mescaline calculations alone, excluding any additional numerical error associated with performing NR simulations. Our main results will contain additional sources of error to those addressed in the previous section. Here we compare simulations at several resolutions to assess convergence and quantify the error bars on our main results.

We note that the simulations used in this Appendix contain an error in the initial data Macpherson and Heinesen [see 72, for details], however this does not change the numerical convergence properties of the simulations. Fixing this error changes the power spectrum of the initial data, with no effect on the evolution of the simulations and therefore convergence properties will remain unchanged. For this reason we did not consider it necessary to re-run these convergence tests. However, we note this here because the variances presented in these simulated simulations are larger than the main results, due to their higher typical density contrasts.

The simulations presented here use the Einstein Toolkit paired with FLRW Solver for initial data. Our numerical setup is the same as presented in Macpherson et al. [40], except that we use different power spectra.
FIG. 7: Errors for the effective Hubble, deceleration, curvature, and jerk parameters (panels; left-to-right, respectively), for the test case of an analytic, linearly-perturbed EdS metric passed into \textit{mescaline}. Each point shows the relative error for an individual observer, averaged over 300 lines of sight. Colours represent different numerical resolutions, as indicated in the legend.

FIG. 8: Convergence rate (B31) relative to the expected value, $C/C_{\text{exp}}$, for the effective Hubble, deceleration, curvature, and jerk parameters (panels, left-to-right, respectively). The convergence here is for the errors shown in Figure 7 at resolutions $16^3$, $32^3$, and $64^3$.

for the initial conditions. We use the BSSNOK formalism to evolve our cosmological space-times, which means the constraint equations are not explicitly enforced as a part of this evolution. The level of violation in the constraints therefore tells us how closely our simulations are matching a solution of Einstein’s equations. Any violation arises either as a result of constraint violation in the initial data, or numerical error produced during the simulation. We assume linear perturbations in our initial conditions, and therefore we have an initial violation of size second-order in the perturbations. We expect the violation due to numerical error will dominate by the end of the simulation. We use \textit{mescaline} to calculate the $L_1$ norm of the dimensionless Hamiltonian constraint violation, which for the $N = 128$ simulations with 100 (200) $h^{-1}$ Mpc smoothing lengths we find to be 0.6% (1.1%). We refer the reader to Macpherson \textit{et al.} [40] for further details on the constraint violation and studies on its convergence in a set of simulations using the same numerical methods as used here.

1. Controlled-mode simulations

We perform simulations at 3 different numerical resolutions to calculate error bars for our main results via a Richardson extrapolation. The Richardson extrapolation method requires keeping the physical system in question fixed with the change of resolution, such that the error associated with the numerical resolution can be isolated. The simulation shown in Figure 1, and any others quoted in the main text, represent a “full” power spectrum sampling, i.e. the initial data contains modes down to the minimum possible wavelength (equal to the physical scale spanned by 2 grid cells). As we increase numerical resolution (reduce the size of grid cells) we therefore change the physical local structure at each observer’s position. These simulations are thus not suitable for a Richardson extrapolation.

Therefore, as in [40], we perform a set of simulations in which small-scale structure is removed from the initial data, and only long-wavelength modes are sampled initially [see also 31, 73]. If these modes are sufficiently large, we expect the structures at all points in the domain to remain similar between resolutions. We perform three
simulations with domain length $2h^{-1}\text{Gpc}$ at resolution $N^3$ for $N = 32, 64,$ and $128$, in which we have excluded any power at scales below $10\Delta_{x,32}$, where $\Delta_{x,32}$ is the grid spacing for the $N = 32$ simulation. Higher resolution initial data is obtained by interpolating the lower-resolution data. The minimum modes therefore have wavelength $\sim 625h^{-1}\text{Mpc}$ in all initial data. As an example, Figure 9 shows a 2-dimensional slice through the $N = 64$ test simulation, with the density field, $\rho$, in the left panel and the expansion scalar, $\theta$, in the right panel.

One might consider using simulations such as this for the main results presented in this paper. While we do restrict the minimum mode to wavelength $\sim 625h^{-1}\text{Mpc}$ for the initial data for the simulations described in this appendix, there is no guarantee that structures below this scale will not form later in the simulation. In this work, we wish to strictly constrain any structures to be above the smoothing scale of interest, which is why we choose individual grid cells to coincide with this scale. However, we confirm that the effective parameters are qualitatively similar in the controlled-mode simulations when sampling similar physical scales.

2. Richardson extrapolation and definition of error

We expect that our numerical estimates of physical quantities of interest will approach the “true” values of the quantities (in the context of the approximations and limitations of the simulations used) as we increase numerical resolution towards infinity, i.e., $N \to \infty$. The rate at which an estimated quantity will approach its “true” value depends on the accuracy of the implemented scheme (i.e., how the error reduces as we increase resolution). The Einstein Toolkit thorns which we use are fourth-order accurate (as is mescaline), and we therefore expect our numerical estimates to converge at a rate $\propto N^{-4}$. Thus, we estimate the numerical error of a quantity by calculating the same quantity at three different resolutions, and fitting a curve of the form $f(N) = a + b/N^4$, where $a$ and $b$ are parameters determined using the SciPy\(^\text{13}\) package’s curve_fit function. Extrapolating the quantity to very large $N$ by using the determined function $N \to f(N)$ (here we choose $N = 10^5$, which ensures that the value is stable) gives an estimate of the “true” value of that quantity. We then define the error in, e.g., $\delta$ as the residual between our highest-resolution calculation and the extrapolated “true” value, normalised by the mean magnitude of $\delta$, namely,

\[ \delta \text{ error} = \frac{\delta_f(N = 128) - \delta_{\text{extrap}}(N = 10^5)}{\text{mean}(\delta_f(N = 128))}. \] (C1)

Normalising the error in this way produces an estimate on the relative error while avoiding spurious large-magnitude errors caused by near-zero values (especially relevant for those parameters with distributions centred around zero).

In the controlled simulations described in the previous section, we calculate the effective cosmological parameters (6) at 1000 observer positions, keeping these positions constant between resolutions. For each observer, we randomly choose 300 lines of sight across the whole observer’s sky (“FullSky” in Figure 2a). The direction vector $e^\mu$ for each line of sight, for each observer, is determined using the same random numbers $m^i$ (see Appendix B3) between resolutions. However, in order to ensure the orthonormality requirements (B10), we require the 3-metric and fluid 4-velocity at each location to determine $e^\mu$ from $m^i$. Therefore, the direction vectors do vary slightly between resolutions, however, we confirm that the components of $e^\mu$ generally converge at the expected fourth-order rate.

We average the effective anisotropic cosmological parameters of each observer over all 300 lines of sight, and compare this average between resolutions using a Richardson extrapolation. We also assess the convergence of the parameters averaged over all 1000 observers. Figure 10 shows an example of this process for the effective Hubble, deceleration, and curvature parameters (panels, left-to-right, respectively, see Appendix C5 below for a discussion on the error in the jerk parameter) for the average over all 1000 observers. Points show calculations from simulations at resolution $N$ (x-axis) and dashed curves are the best-fit representing fourth-order convergence. The asymptotic values in Figure 10 can be interpreted as reflecting the expected “true” values for each parameter (for a particular coarse-graining scale), i.e. at infinite numerical resolution. We note that we do not necessarily expect these asymptotic values to correspond to their EdS counterparts, since the points themselves represent different numerical resolutions, and not different coarse-graining scales. We can interpret each

\(^{13}\) https://scipy.org
point in Figure 10 in the same way as the horizontal lines in, e.g. Figure 5 (or Figure 12), i.e. the average over all observers. We further stress that the non-zero asymptotic value of the effective curvature parameter, in the right-most panel of Figure 10, is not necessarily indicative of a non-zero averaged spatial curvature in the simulation. This is due to the fact the interpretation of the generalised curvature parameter is not simply connected to the averaged Ricci curvature of spatial sections, as it is in the FLRW cosmography [see 26].

3. Error calculation in controlled-mode simulations

Panels, left-to-right, in Figure 11 show the error (C1) for the effective Hubble, deceleration, and curvature parameters, respectively, as a function of the local overdensity at the observer, \( \delta_0 \). Points show the error in an observers line-of-sight average measurement, and dashed black lines show the average error over all observers, which yield \( \sim 0.006\% \), \( \sim 0.5\% \), and \( \sim 4.6\% \) for the effective Hubble, deceleration, and curvature parameters, respectively. See Section C5 below for a discussion on the error in the jerk parameter. The controlled-mode simulations used to quantify these errors are sampling similar physical scales at \( z_{\text{eff}} = 0 \) (of the order of hundreds of Mpc), and so we take the errors shown in Figure 11 to be representative of the level of error in our main results.

As mentioned above, there is no guarantee that smaller-scale structures will not develop in these controlled-mode simulations. This also implies that differences in structure growth between resolutions are possible. In turn, not all observers will necessarily have similar enough local environments, and in these cases we expect that calculations will not converge. This can simply be because differences between resolutions are no longer purely due to truncation error in the finite difference approximation of derivatives.

This appears to be the cause of the largest-magnitude errors in all parameters shown in Figure 11. Specifically, we find that for observers with the largest errors — mainly coinciding with non-convergence of the respective parameter —, the local density \( \delta_0 \) also does not converge. This indicates that the structure is physically different between resolutions at the position of these observers and therefore a meaningful comparison between resolutions is difficult.

4. Statistical convergence

As detailed above, in order to obtain convergence for an individual observer we require the local structure at that observer’s position to remain constant as we increase resolution. However, as long as the simulations in question continue to sample the same physical smoothing scale, we expect to see statistically similar results across all observers, even when increasing numerical resolution. In this section, we ensure that our main results exhibit statistical convergence in this sense.

We perform three simulations each with a coarse-graining scale of \( 200 \ h^{-1} \text{ Mpc} \), with resolutions \( N = 32, 64, \) and \( 128 \). The highest resolution of this set is the main simulation presented in Figure 1. Since we must maintain the same minimum scales sampled, with each \( 2\times \) increase in resolution we also increase the total (physical) domain size by a factor of 2. The simulation box sizes are therefore \( 6.4, 12.8, \) and \( 25.6h^{-1} \text{ Gpc} \), respectively. The size of the box in code units remains the same for all simulations in this study, and all initial data are different realisations of the same power spectrum.

Points in Figure 12 show the effective cosmological parameters (6) as measured by 1000 observers (each averaged over 300 ‘FullSky’ lines of sight) in these three simulations (different colours, as indicated in the legend). Dashed lines of the same colour show the average over all observers for each resolution. Qualitatively, we notice the distribution in each parameter does not change drastically with resolution. We perform a Kolmogorov-Smirnov (KS) test to assess the null hypothesis that parameter distributions between resolutions \( N = 64 \) and 128 are drawn from the same distribution. We find that the KS test fails to reject the null hypothesis at significance level \( \alpha = 0.15 \). We therefore conclude that the

FIG. 10: Example of the Richardson extrapolation process for effective Hubble, deceleration, and curvature parameters (panels, left-to-right, respectively) for controlled-mode simulations with resolutions \( N = 32, 64, \) and 128 (x-axis). Points are calculations from the simulations averaged over 1000 observers, and dashed curves are the best-fit curves representing fourth-order convergence.
results presented in the main text regarding statistics across all observers are robust to changes in resolution.

5. Error in the jerk parameter

For the controlled-mode simulations discussed in the previous sections, we did not find the expected convergence of the effective jerk parameter, $J_0$. We found that for $\sim 15\%$ of observers, $J_0$ is well-behaved and converges at the expected fourth-order rate. For these observers the maximum relative error in $J_0$ is $\sim 5\%$. However, for most observers, and therefore for the average over all observers, we do not see convergence.

We have attributed this to differences in the local density gradients at late times, which, as discussed in the previous sections, can be slightly different between resolutions. We confirm that the jerk parameter converges at the expected fourth-order rate at earlier times in the simulations, when gradients are more similar between resolutions. We also refer the reader to Section B4, where $J_0$ converges as expected in an analytic test where gradients are constructed to be exactly identical between resolutions. We note that for the observers who do not show convergence at late times, we also do not see convergence of the local density, $\delta_0$, whereas for those $15\%$ who do show convergence, the local density also converges. This strongly suggests the main reason for this is due to differences in the local density field. The dominant contribution to the jerk parameter is the second derivative of $\delta$ along the null ray (i.e., third derivatives of the fluid velocity). If local structure is slightly different between resolutions this will be more noticeable in the calculation of higher-order derivatives. This explains both why we see convergence in $J_0$ at earlier times, and why we see convergence of other parameters (which have dominant contributions from lower-order derivatives) at late times.

Since we cannot quantify error bars on $J_0$ in a controlled simulation that is still physically similar to our main results, we choose to avoid making statements on the jerk parameter for individual observers. From the results of the KS test presented in the previous section, the distribution of the jerk parameter across all observers exhibits convergence.
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