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ABSTRACT: In this study, a novel method for the construction of a driving cycle based on Mean Shift clustering is proposed to solve the problems existing in the traditional micro-trips method. Firstly, 1701 kinematic segments are obtained by processing and dividing the driving data in real road conditions. Secondly, 12 kinematic parameters are calculated for each segment, and the dimensionality of parameters is reduced through principal component analysis (PCA). Three principal components are chosen to classify all cycles into three types by the Mean Shift algorithm. Finally, according to the principle of minimum deviation, representative micro-trips are selected from each type of cycle to complete the construction of the final driving cycle. Further, the construction method in this paper is compared with the micro-trips construction method by the K-Means clustering. The results show that the construction method by Mean Shift clustering can more effectively reflect the real driving data. This study realizes the innovation in the construction method of micro-trips and provides a preliminary theoretical basis for the formulation of automobile working condition standards, energy management of new-energy vehicles, and optimal control of vehicle dynamics in driverless vehicles.
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1. Introduction

The study of the vehicle driving cycle has always been basic research in the field of automobiles. Through the multivariate statistical analysis of vehicle driving data in the road, we can obtain the time and speed curve that can reflect the typical driving condition of vehicles. The fuel economy analysis
and pollution emission of traditional vehicles [1, 2] the control strategy of hybrid electric vehicles [3], and the energy management of electric vehicles [4] are all related to the construction of vehicles driving cycles. In the future, driverless cars will become the development direction of the automobile industry, and their energy management and control strategies also depend on the study of driving cycles. Therefore, a reliable and effective construction method of driving cycles is particularly necessary.

At present, the research on the driving cycle construction method is mainly divided into two construction methods which are based on real driving data [5] and software simulation [6]. Among them, driving cycle construction based on real driving data is the most widely used, especially the micro-trips method [7, 8] and Markov chain method [9, 10]. In this paper, we mainly focus on the micro-trips method, including the division of kinematic segments, cycle classification; and driving cycle synthesis. Where in the kinematic segment division process, a continuous trip will be divided into several cycles according to the definition of kinematic, and cycle classification is to classify each segment according to its kinematic characteristics and then analyze the characteristics of each type of cycle. Driving cycle synthesis is to select representative cycles from each category and combine them into the final conditions. Therefore, in the driving cycle construction of the micro-trips method the classification of segments always has the most significance and has most study.

The classification of kinematic segments based on its kinematic parameters, which usually involve more than a dozen indicators, and it would cause a high-dimensional space. If all parameters are taken as variables to construct driving cycles that bound to complicate the study and even mistakes, so it is necessary to reduce the dimension of parameters [11]. Principal component analysis [12], as a statistical method, is often used in parameter dimensionality reduction and has been widely used in the
construction of micro-trips method [13-15]. Besides, Qin Shi et al. [16] also proved the effectiveness of this method in the construction of the driving cycle.

In the micro-trips method, segment classification is realized mainly through the clustering algorithm, among which K-Means clustering is the algorithm commonly used in the current research. Fotouhi et al. [17] divided the kinematic segments of driving data in Tehran and realized the construction of the driving cycle in the city based on the K-Means clustering algorithm. Daniel Förster [18] applied the K-Means algorithm to classify kinematic segments’ eigenvalues and then selected each group of eigenvalues by genetic mixed-integer optimization algorithm to complete the construction of a representative driving cycle. Zheng Chen et al. [19], based on the classification of segments by the K-Means clustering method, then selected the characteristic parameters of each group cycle through the convolutional neural network to realize the construction of the driving cycle. On the basis of K-Means clustering, Xuan Zhao et al. [20] added the support vector machine to improve the classifying effect of kinematic segments and proved that the driving cycle established by this method could better reflect the driving condition of the real world.

It can be seen from the above analysis that K-Means, as a common clustering algorithm, is widely used in running fragment classification, and has been improved by using it with other methods. However, the algorithm itself has certain defects. First of all, the K-Means algorithm needs to define the number of clustering in advance, which makes the clustering result with certain subjective factors. Emre Celebi [21] pointed out that it is sensitive to the initial value (clustering centers) when using the K-Means in discrete data. If the initial value is selected at the edge or isolated point, it may lead to confusion of clustering results. Also, Nayini et al. [22] funded that the K-Means clustering algorithm
is based on the minimum square error so that to lead to the local optimum. Besides, in the data space, points in the low-density region are often considered as noise [23], and another disadvantage of K-Means is that it cannot identify noise points but divides all points into a predefined category, which increases the uncertainty of clustering results.

In contrast, the Mean Shift clustering method can well avoid the above problems. Hyrien Ollivier et al. [24] pointed out that Mean Shift is a clustering algorithm that simulates the movement of data points, and this it does not assume the number of clusters but relies on the density distribution characteristics of points to realize clustering analysis. More importantly, Shiu SY et al. [25] proved that when there are noise points in the data, this algorithm can isolate noise data points and conduct clustering at the same time. Wang Xiaogang et al. [26] studied the theoretical convergence of the Mean Shift clustering method with large data sets and proved that the convergence of the algorithm depends on its ability to transform the data points into multivariate normal distribution data. Ryoya and Toshiyuki[27] further proved the convergence of the Mean Shift algorithm in the case of using kernel functions.

Compared with the K-Means, the Mean Shift algorithm has obvious advantages in both the clustering principle and noise processing. However, at this stage, in the study of driving cycle construction with micro-trips method has failed to apply the Mean Shift clustering algorithm. Therefore, in this paper, we propose a vehicle driving condition construction scheme based on the Mean Shift clustering algorithm, which can solve the problem of initial value sensitivity and noise under the condition of discrete data to make the driving cycle more suitable for the driving characteristics in the real road.
Nowadays, new energy technologies are driving a novel round of revolution in the automobile industry. Energy management and vehicle dynamics control have gradually become one of the hot topics in unmanned driving research, among which the formulation of operating condition standard plays a key role. Therefore, against the problem existing in driving cycle construction methods, this paper proposes a more reliable method, which can improve the accuracy and reliability of driving cycle construction and provide a research basis for energy management and power control of new-energy vehicles and driverless vehicles.

2. Construction scheme design and symbol definition

The construction scheme and implementation of the driving cycle in this paper are shown in Fig. 1 and the research process is based on the micro-trips method. First, we acquire the vehicle running data in the real road and handling abnormal data. Second, divide a continuous trip into several cycles according to the definition of micro-trips and calculate the characteristic parameters of each segment. Then the dimensionality of feature parameters is reduced by the PCA, and the cycles are classified by Mean Shift with the selected principal components. Finally, the segments used to construct the final driving cycle are constructed by selecting the minimum characteristic deviation of each type, and the construction effect is further analyzed. Table 1 shows the symbol definitions and units involved in the description of kinematic characteristics in this paper.
Table 1
Symbol definitions and the description of kinematics features in this paper

| Number | Symbol | Description               | Unit  |
|--------|--------|---------------------------|-------|
| 1      | \(T\)  | Driving time              | s     |
| 2      | \(T_i\) | Idle time                 | s     |
| 3      | \(T_a\) | Acceleration time         | s     |
| 4      | \(T_d\) | Decelerate time           | s     |
| 5      | \(T_e\) | Uniform time              | s     |
| 6      | \(S\)  | Driving distance          | km    |
| 7      | \(V_{\text{max}}\) | Maximum speed         | km/h  |
| 8      | \(V_m\) | Average speed             | km/h  |
| 9      | \(V_{\text{mr}}\) | Average travel speed     | km/h  |
| 10     | \(V_s\) | Speed standard deviation  | km/h  |
| 11     | \(a_a\) | Average acceleration      | m/s^2 |
| 12     | \(a_d\) | Average decelerate        | m/s^2 |

3. Data processing

3.1. Data sources

The experimental data are the driving data of light cars in Fuzhou, China, includes the driving characteristics of urban roads, rural roads, and expressways of various grades. The data collection time interval is 1 second, including the speed, latitude and longitude, instantaneous fuel consumption, engine speed, and other data. Data collecting over three time periods, respectively are 2017.11.1-
2017.11.7, a total of 145,826 records; 2017.12.1-2017.12.6, a total of 185,726 records; 2017.12.18-2017.12.24 a total of 164,951 records. The data collecting periods all include working days and weekends and any time slots of a day but mainly concentrate from 8:00 to 21:00. To make our research more generally, holidays are not included in the data acquisition period.

3.2. Data processing

3.2.1. GPS abnormal data processing

Fig. 2 shows the GPS data of vehicles running from 2017.12.1-2017.12.6. The abnormal data of GPS are mainly shown as data beyond the research range and. Among them, the longitude and latitude of the data beyond the research range are all 0°, which can directly eliminate. Also, during the data collecting process, data will get lost due to the shielding of buildings or equipment broken, resulting in data interrupt, as shown in the blue circle in Fig. 2. The discontinuous data caused by data interrupt will be removed.

![Fig. 2. GPS interrupt data in the research area](image-url)
3.2.2. *Acceleration and deceleration outlier data processing*

The test vehicles are light cars. According to the general performance of a light car, the acceleration is generally less than 4.5\( \text{m/s}^2 \), and the deceleration more than -7.5\( \text{m/s}^2 \)[28]. For these abnormal data, we adopt the method of averaging the speed before and after. If the acceleration of two adjacent records is higher than 4.5\( \text{m/s}^2 \) or the deceleration less than -7.5\( \text{m/s}^2 \), the correction method is as:

\[
v_t = \frac{v_{t+1} + v_{t-1}}{2}
\]

where \( v_t \) is the velocity to be corrected, \( v_{t-1} \) is the velocity at the previous point, and \( v_{t+1} \) is the velocity at the next point.

**Fig. 3** is the correction result of 164 acceleration and deceleration abnormal data from 2017.12.1-2017.12.6, in which the blue points represent the abnormal acceleration before correction, and the red points represent the modified data. The modified acceleration conforms to the general performance of the experimental vehicle.

![Fig. 3. Correction of abnormal data in acceleration and deceleration](image)
3.2.3. Travel time anomaly data processing

The abnormal travel time includes a short travel time, unusual idle time, and long parking time [29]. Among them, a short travel time refers to the travel time less than 10 seconds, and the travel speed is less than 10 km/h. In the driving cycle, it is shown as the isolated point or burr data of the curve. As shown in Fig. 4, the burr point in the curve can be set to zero. Abnormal idle time refers to the idle time over 180 seconds, and longtime parking refers to the data with a speed of zero exceeding 300 seconds. When dealing with the exception idle time, we pick the last 180 seconds as real idle time. The construction of the vehicle driving cycle should not include the data of parking mode, so the long parking time data should be deleted.

![Fig. 4. Travel time anomaly data processing](image)

3.3. Analysis of kinematic sequences

The kinematic segment refers to the vehicle's driving process from an idle state through a series of acceleration, deceleration, and constant mode to the next idle state. Therefore, a typical kinematics sequence should include four driving modes: idle, acceleration, deceleration, and uniform state. These
four states are divided according to the value of acceleration. When it is greater than 0.15 m/s$^2$, named accelerated state; when less than -0.15 m/s$^2$, decelerated state; when less than 0.15 m/s$^2$ and greater than -0.15m/s$^2$, uniform motion; when the velocity zero, idle state. To ensure that the above four driving states are included in one kinematic segment, the cycle length is required to be longer than 20 seconds, and 1701 kinematic segments are finally obtained in combination with the processing of abnormal travel time data during the data processing. In order to analyze the driving characteristics of kinematic segments, 12 kinematic eigenvalues are selected, and the kinematic characteristic calculation results of each kinematic segment using MATLAB are shown in Table 2.

Table 2.
The calculation results of kinematic sequences parameters

| Number | 1     | 2     | 3     | 4     | ⋮     | 788   | 789   | 790   | ⋮     | 1698  | 1699  | 1700  | 1701  |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $T/s$ | 67    | 369   | 119   | 218   | ⋮     | 37    | 124   | 54    | ⋮     | 94    | 248   | 256   | 108   |
| $T/s$ | 15    | 120   | 25    | 81    | ⋮     | 15    | 69    | 30    | ⋮     | 42    | 186   | 38    | 28    |
| $T/s$ | 26    | 99    | 43    | 51    | ⋮     | 12    | 23    | 11    | ⋮     | 16    | 19    | 61    | 36    |
| $T/s$ | 17    | 78    | 29    | 35    | ⋮     | 8     | 22    | 4     | ⋮     | 11    | 13    | 39    | 16    |
| $T/s$ | 9     | 72    | 22    | 51    | ⋮     | 2     | 10    | 9     | ⋮     | 25    | 30    | 118   | 28    |
| S/km  | 0.13  | 2.68  | 0.67  | 1.65  | ⋮     | 24.9  | 49.9  | 13.2  | ⋮     | 35.3  | 30.7  | 45.3  | 38.7  |
| $V_{max}$/km/h | 17.4 | 56.5  | 45.2  | 55    | ⋮     | 7.65  | 14.21 | 3.61  | ⋮     | 14.36 | 6.32  | 31.24 | 20.31 |
| $V_m$/km/h  | 7.02  | 26.11 | 20.25 | 27.18 | ⋮     | 13.21 | 32.29 | 6.84  | ⋮     | 25.27 | 22.81 | 34.02 | 26.05 |
| $V_m$/km/h  | 7.95  | 35.52 | 25.58 | 41.06 | ⋮     | 8.85  | 18.66 | 4.84  | ⋮     | 14.05 | 10.82 | 13.34 | 14.34 |
| $V_s$/km/h  | 5.24  | 18.5  | 14.25 | 22.82 | ⋮     | 0.08  | 0.49  | 0.05  | ⋮     | 0.38  | 0.44  | 2.22  | 0.61  |
| $a_i$/m/s$^2$ | 0.42  | 0.41  | 0.48  | 0.42  | ⋮     | 0.58  | 0.61  | 0.52  | ⋮     | 0.58  | 0.47  | 0.37  | 0.37  |
| $a_d$/m/s$^2$ | -0.64 | -0.53 | -0.72 | -0.64 | ⋮     | -0.86 | -0.62 | -1.42 | ⋮     | -0.79 | -0.7  | -0.48 | -0.84 |

4. Methodology

4.1. Dimension reduction of parameters

Dimensionality reduction of characteristic parameters is carried out by PCA [30], and the process is as follows:

4.1.1. Principal component analysis
a) Data standardization

For the data with the number of sequences of $n$ and the parameters of $m$, the matrix $Z$ in $n \times m$ can be obtained as:

$$
Z = \begin{bmatrix}
Z_{11} & Z_{12} & \cdots & Z_{1m} \\
Z_{21} & Z_{22} & \cdots & Z_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
Z_{n1} & Z_{n2} & \cdots & Z_{nm}
\end{bmatrix}
$$

(2)

By standardizing $m$ variables in $Z$, the mean of the standardized data is zero, and the deviation is one, the standardized matrix $X$ is obtained as:

$$
X = \begin{bmatrix}
x_{11} & x_{12} & \cdots & x_{1m} \\
x_{21} & x_{22} & \cdots & x_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & \cdots & x_{nm}
\end{bmatrix}
$$

(3)

where $x_{ij} = \frac{(z_{ij} - \bar{z}_j)}{s_j}$ for $i = 1, 2, \cdots, n$, $j = 1, 2, \cdots, m$, $\bar{z}_j = \frac{1}{n} \sum_{i=1}^{n} z_{ij}$, and $s_j^2 = \frac{1}{n-1} \sum_{i=1}^{n} (y_{ij} - \bar{y}_j)^2$.

b) Calculate the correlation coefficient matrix

The correlation coefficient matrix $R$ calculated as:

$$
R = \begin{bmatrix}
r_{11} & r_{12} & \cdots & r_{1m} \\
r_{21} & r_{22} & \cdots & r_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
r_{n1} & r_{n2} & \cdots & r_{nm}
\end{bmatrix}
$$

(4)

where $r_{ij} = \frac{\sum_{k=1}^{n} (x_{ki} - \bar{x}_i)(x_{kj} - \bar{x}_j)}{\sqrt{\sum_{k=1}^{n} (x_{ki} - \bar{x}_i)^2} \sqrt{\sum_{k=1}^{n} (x_{kj} - \bar{x}_j)^2}}$.

c) Calculated eigenvalues $\lambda_i$:

The magnitude of the eigenvalue represents the contribution of the eigenvector corresponding to the matrix after orthogonalization to the whole matrix. Solve the characteristic equation $|\lambda I - R| = 0$. Then arrange them in descending order ($\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m \geq 0$) and find the orthogonalization
eigenvector \( e_i = (i = 1, 2, \ldots, m) \).

d) Calculate the variance contribution rate and cumulative variance contribution rate

The variance contribution rate refers to the proportion of a principal component in the total variance. By setting the threshold, the principal component can be extracted to realize the dimensionality reduction of the data. The variance contribution rate and the cumulative variance contribution rate can be calculated as Eq. (5) and Eq. (6):

\[
\frac{\lambda_i}{\sum_{k=1}^{m} \lambda_k} i = 1, 2, \ldots, m
\]

\[
\frac{\sum_{i=1}^{j} \lambda_i}{\sum_{k=1}^{m} \lambda_k} i = 1, 2, \ldots, m
\]

4.1.2. Principal component selection

According to the above method and steps, a total of 12 principal components are obtained. The characteristic values and cumulative contribution rates of each principal component are listed in Table 3. According to the principle of principal component selection, the cumulative contribution rate is required to be greater than 80%. In addition, the characteristic value of the principal component, as an equally important measurement standard, should be guaranteed to be greater than one. In consideration of these two main principles, the first three principal components are selected by combining the information in Table 3. Table 4 shows the load matrix of the three principal components for the 12 characteristic parameters. The value of each principal component corresponding to the kinematic parameter is its reflection degree to this characteristic. Positive and negative of the value respectively represent the positive and negative correlation between the principal component and the characteristic parameters.
Table 3

Principal component variance contribution rate and cumulative variance contribution rate

| Principal component | Eigenvalue | The cumulative variance contribution rate |
|---------------------|------------|------------------------------------------|
| 1                   | 6.6909     | 0.5576                                   |
| 2                   | 2.2475     | 0.7449                                   |
| 3                   | 1.2797     | 0.8515                                   |
| 4                   | 0.8011     | 0.9183                                   |
| 5                   | 0.5605     | 0.9650                                   |
| 6                   | 0.2155     | 0.9829                                   |
| 7                   | 0.0832     | 0.9899                                   |
| 8                   | 0.0586     | 0.9947                                   |
| 9                   | 0.0279     | 0.9971                                   |
| 10                  | 0.0214     | 0.9989                                   |
| 11                  | 0.0136     | 1.0000                                   |
| 12                  | 4.16E-32   | 1.0000                                   |

Table 4

Principal component load matrix

| Characteristic parameter | Principal component 1 | Principal component 2 | Principal component 3 |
|--------------------------|------------------------|------------------------|------------------------|
| Driving time             | 0.3325                 | 0.2636                 | 0.2778                 |
| Idle time                | 0.0733                 | 0.1670                 | 0.7666                 |
| Acceleration time        | 0.3561                 | 0.1593                 | -0.0224                |
| Decelerate time          | 0.3379                 | 0.2387                 | -0.0077                |
| Uniform time             | 0.3289                 | 0.2676                 | -0.0481                |
| Driving distance         | 0.3267                 | -0.3266                | 0.0296                 |
| Maximum speed            | 0.3277                 | -0.2288                | -0.2835                |
| Average speed            | 0.3216                 | -0.3294                | 0.0020                 |
| Average travel speed     | 0.2707                 | -0.4206                | 0.0711                 |
| Speed standard deviation | 0.3575                 | 0.1404                 | -0.0090                |
| Average acceleration     | -0.1279                | -0.2065                | 0.4357                 |
| Average decelerate       | -0.0007                | 0.4918                 | -0.2368                |

4.2. Mean Shift clustering analysis

4.2.1. Algorithm theory

Compared with the K-Means clustering, the Mean Shift algorithm does not need to set the number of clustering in advance and is a sliding window algorithm based on the center of mass. By moving the center point of the region to the mean of the points, the region slides to a denser area, and finally
reaches the center point of each category.

For \( n \) sample points \( x_i (i=1,2,\cdots,n) \) in a given dimensional space \( R^d \), choose one point \( x \), and the primary form of the Mean Shift vector is:

\[
M_h(x) = \frac{1}{K} \sum_{x_i \in S_k} (x_i - x)
\]  
(7)

where \( S_k \) is the high-dimensional spherical area with radius \( h \), defined as:

\[
S_k(x) = \left\{ y \left| (y - x_i)(y - x_i)^T \leq h^2 \right. \right\}
\]  
(8)

where \( k \) means there are \( k \) of the sample points of \( x_i \) are in \( S_k \).

In the \( S_h \) of radius \( h \), to reflect the contribution of each sample point \( x_i \) to whole sample points, the effect of the offset value on the offset vector can vary with the distance between the sample points and the offset point[27]. The kernel function is added to the primary Mean Shift vector as:

\[
M_h(x) = \sum_{i=1}^{n} G(x_i - x/h_i)(x_i - x) / \sum_{i=1}^{n} G(x_i - x/h_i)
\]  
(9)

where \( G(x_i - x/h_i) \) is the kernel function, and the value for the sample points contained in \( S_h \).

4.2.2. Clustering steps

Based on the spatial distribution of sequences, the Mean shift clustering process is as follows:

**Step1**: Take any 1000 pairs of points from all sample points, calculate the distance between each pair, and take 20\% of all distances as radius \( h \);

**Step2**: Take an unmarked point from the sample points as the regional center \( c \), find out all points where \( c \) is the center radius of \( h \), denoted as set \( M \), consider all points in \( M \) belonging to cluster \( C \), and add the probability of belonging to this class to one for the final classification;

**Step3**: Calculate the vector of each element in \( M \) to \( c \), and add all the vectors to vector \( S \);

**Step4**: Move \( c \) in the direction of \( S \), and the moving distance is \( \|S\| \);
**Step5:** Repeat **Step3, 4, and 5**, when \( S \) is 0, it converges. If the center of the two clusters is less than the threshold, it is recorded as the same type. Otherwise, it increases by one type;

**Step6:** Until all data points are accessed before the iteration ends;

**Step7:** Calculate the frequency of each point being accessed by various types and classify it into the highest frequency.

4.2.3. **Clustering results**

According to the above steps, clustering results of kinematics segments are obtained as shown in Fig. 5. The coordinate axis corresponds to the corresponding principal components. The driving cycles represented by the blue points are the first type of driving cycle, which occupy most of the segments and represent the general driving characteristics of the driving data, called the general driving cycles. Besides, the second and third cycles represented by red and green points, which have fewer numbers included and contain some unique driving characteristics, called the special cycles. In addition, there are three segments to have their own category, which are regarded as abnormal cycles.
**Fig. 5.** Clustering results of Mean Shift

**Fig. 6** is the driving cycle curves by randomly selecting segments from the three types of driving cycles. It can be seen that the three cycles have obvious differences in driving time and maximum driving speed. Among them, the segment length of the first condition is the shortest compared with the other two cycles, and the maximum speed is generally less than 50 km/h. The salient feature of the third cycle is that the driving time is significantly longer than the second and third cycle. While the second type of cycle is in the intermediate state between the first the third type of segments in terms of speed and travel time.
To further analyze the characteristics of various cycles, the ratios of the idle mode, acceleration, uniform, and deceleration in each cycle were calculated, as shown in Fig. 7. It can be seen that the idle state occupies the largest proportion and the uniform state occupies the least proportion in the first type segments. In contrast, to the third segment, the idle state only accounts for about 16%, which is least among the three cycles, but its uniform state is nearly twice of the first segments. While for the four driving states of the second segments were like to be the average level of the three cycles.

Fig. 7. The proportion of driving states under the three driving cycles

5. Result and discussion

5.1. Driving cycles synthetic

The composition of the driving cycle curve needs to select the representative segments from the
three types cycle which can reflect the overall characteristics of its category. Therefore, we selected the average speed, average travel speed, maximum speed, etc total of 12 indexes of kinematics characteristic as the selection criteria, and calculate the overall mean for each type in each characteristic. Then figure out the difference between each index in each segment and the overall mean of the type. Furthermore, the index difference is quantified and summed to obtain the overall deviation, and the segments of each category are sorted according to the principle of minimum overall deviation [31].

The final driving cycle curve should cover three type cycles and in consideration of differences in the number of segments among the three categories as the clustering results of the Section4.2. The number of segments and travel time in the first cycle (the general cycle) is much larger than the other two kinds of cycles (the special cycles). Therefore, in the synthesis of the final driving cycle curve, one segment of the second and third cycles are respectively selected according to the order of minimum overall deviation, and the rest are selected from the first cycle. The final driving cycle curve is in total 1498seconds as shown in Fig.8.

![Fig. 8. Final driving cycles curve](image-url)
5.2. Discussion

5.2.1. Analysis of the driving cycles

Fig. 9 shows the joint probability distribution of speed and acceleration, in which (a), (b), and (c) correspond to the first, second, and third cycle. By comparison, it can be seen that the curve acceleration probability of the first type of cycle is concentrated at less than -1 m/s², while the second cycle is concentrated at -1~3 m/s², and the third cycle is uniformly distributed in each interval. It can be understood that the first type of cycle reflects obvious deceleration characteristics, the second cycle reflects uniform and acceleration characteristics, and the third cycle seems to uniformly reflect each driving state. And (d), (e) in Fig. 9 respectively correspond to the joint probability distributions of speed-acceleration in the synthetic cycle and the original data, it can be seen that the original driving data is relatively smooth due to the sufficient sample size surface, and the whole probability synthesis cycle can roughly reflect the original speed-acceleration trend, but there are also some differences, for example, compared with the original data the acceleration probability distribution in zero of the synthesis cycle is less apparent. This is related to the small number of segments in the final cycle, and the reliability of this method can be further evaluated by comparing it with other construction schemes.

(a)  (b)
In order to verify the effectiveness of this construction method, a comparative analysis was conducted based on the K-Means clustering method [32]. The clustering number was set as three, and we chose eight indicators such as average speed, average travel speed, and acceleration that can reflect the overall characteristics for analysis. Table 5 is the comparison between the method of this paper and the K-Means construction scheme for the above indicators. It can be seen from Table 5 that the differences between the two construction schemes in the above 8 indicators are mainly reflected in average speed, average travel speed, and the proportion of each driving mode, while the average acceleration is relatively close. Further, compare the driving cycle constructed by these two methods with the corresponding indexes of the original data to determine which method can better reflect the
original data.

Table 5
Comparison between K-Means and Mean Shift in driving cycles constriction

| Indicators | First cycle | Second cycle | Third cycle | Driving cycles |
|------------|-------------|--------------|-------------|---------------|
|            | K-Means | Mean-Shift | K-Means | Mean-Shift | K-Means | Mean-Shift | K-Means | Mean-Shift |
| $V_m$      | 9.74    | 17.62       | 21.76     | 39.31       | 38.00    | 30.61       | 12.72    | 21.51       |
| $V_{mr}$   | 15.65   | 25.81       | 29.68     | 45.66       | 42.71    | 32.70       | 19.79    | 27.33       |
| $a_a$      | 0.55    | 0.51        | 0.48      | 0.47        | 0.45     | 0.43        | 0.57     | 0.49        |
| $a_d$      | -0.60   | -0.70       | -0.66     | -0.67       | -0.56    | -0.49       | -0.62    | -0.59       |
| $T_i$      | 0.40    | 0.35        | 0.31      | 0.21        | 0.18     | 0.15        | 0.37     | 0.26        |
| $T_a$      | 0.21    | 0.27        | 0.27      | 0.30        | 0.28     | 0.27        | 0.23     | 0.27        |
| $T_d$      | 0.20    | 0.20        | 0.20      | 0.21        | 0.23     | 0.24        | 0.21     | 0.22        |
| $T_e$      | 0.18    | 0.18        | 0.22      | 0.28        | 0.32     | 0.34        | 0.19     | 0.24        |

Fig. 10 is the value of the corresponding indexes of the real driving cycle, the construction condition based on the K-Means clustering, and the construction condition based on the Mean Shift clustering. Fig. 11 is the different rate of the corresponding indexes of the two construction methods compared with the real driving data. It can be seen from Fig. 10 and Fig. 11 that the Mean Shift clustering construction method is superior to the K-Means method in multiple evaluation parameters, especially in terms of average speed and average travel speed, which is closer to the real driving data.

Fig. 10. The differences of indicators in the real driving data, the K-Means, and the Mean-Shift method.
The differences in the error rate of the K-Means and the Mean-Shift driving cycle construction.

By calculating the average difference rate of the driving cycles obtained by these two methods, it is known that the average index difference rate constructed by the Mean Shift clustering method is 6.0%, while the average index difference rate constructed by the K-Means clustering is 9.7%. Therefore, based on the above analysis, the Mean Shift clustering construction method proposed in this paper can better reflect the original driving data.

5.2.2. Comparison with other countries and cities

Finally, the final cycle constructed in this paper is also compared with the data of other countries in the world and major cities in China [32-34], to better understand the driving characteristics of vehicles in this city, and the results are shown in Table 6. It can be seen that the driving constructed in this paper has some differences in the average speed with the international driving cycles, and it is at the average level in Chinese cities. It is close to Japan's J10-15 driving cycle internationally, but different from the world light vehicle test cycle and NEDC cycle. Compared with Chinese urban light vehicle driving cycles, it is the closest to Beijing's working condition.
Table 6
Comparison with other countries and cities

| Driving cycles        | $T_i$ | $T_a$ | $T_d$ | $T_e$ | $V_m$ |
|-----------------------|-------|-------|-------|-------|-------|
| Driving cycles in this paper | 0.264 | 0.274 | 0.225 | 0.237 | 21.51 |
| WLTC                  | 0.127 | 0.309 | 0.286 | 0.278 | 46.42 |
| J10-15                | 0.333 | 0.252 | 0.221 | 0.194 | 22.25 |
| NEDC                  | 0.226 | 0.232 | 0.166 | 0.375 | 33.34 |
| Beijing               | 0.165 | 0.253 | 0.309 | 0.273 | 19.98 |
| Shanghai              | 0.316 | 0.228 | 0.233 | 0.223 | 14.96 |
| Guangzhou             | 0.178 | 0.291 | 0.272 | 0.260 | 14.14 |
| Shenzhen              | 0.202 | 0.323 | 0.291 | 0.184 | 32.39 |

6. Conclusion

In this paper, we proposed a method of vehicle driving cycle construction based on the Mean Shift clustering algorithm. Firstly we process the real-world driving data, divide the kinematics sequences, calculate the parameters, and reduce the dimensionality of the parameters through PCA. Then the Mean Shift was used to divide the sequences into three types and select the representative cycles based on the principle of the smallest total deviation of the parameters. Finally, we realized the construction of driving cycles and conducted the further analysis.

Through compares the construct method in this paper with the traditional method of the K-Means clustering algorithm, it is shown that the driving cycle constructed based on the Mean Shift clustering scheme in terms of average speed, average travel speed has more advantages, and the parameters of the overall error is smaller and closer to the vehicles in real road driving conditions. This study implements the innovation of the traditional construction of the micro-trip method. Therefore, the formulation of driving cycle standards according to the method in this paper is of great significance to the research of vehicle energy management and control strategies for future driverless and new-energy
vehicles.

By comparing the driving cycles of various countries and cities, it is found that there are large differences. Therefore, when formulating an energy management strategy according to the driving cycles, it is necessary to comprehensively consider the driving characteristics in its own country to make it better adapt to the driving environment.

For further work, we will research the energy management level according to the driving cycle constructed in this paper and use energy consumption as a parameter of the construction process to construct a vehicle cycle incorporating energy efficiency, and eventually, to realize the optimal strategy of vehicle dynamics control and promote the development of new-energy vehicles.
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