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Abstract. A challenging difficulty in solving the radial Dirac eigenvalue problem numerically is the presence of spurious (unphysical) eigenvalues among the correct ones that are neither related to mathematical interpretations nor to physical explanations. Many attempts have been made and several numerical methods have been applied to solve the problem using finite element method (FEM), finite difference method (FDM), or other numerical schemes. Unfortunately most of these attempts failed to overcome the difficulty. As a FEM approach, this work can be regarded as a first promising scheme to solve the spuriousity problem completely. Our approach is based on an appropriate choice of trial and test functional spaces. We develop a Streamline Upwind Petrov-Galerkin method (SUPG) to the equation and derive an explicit stability parameter.

Introduction.

Studying the properties of electrons in atoms is governed by the Dirac equation which gives a complete picture of the electron behavior by means of specifying its energies (eigenvalues) in orbitals around the nucleus. Up to date, computing the eigenvalues of an electron in the many-electron system (in some methods) is based on determining the corresponding eigenvalues in a single-electron system (Hydrogen-like ions), where the eigencouples are used as a basis to approximate the electron energies in the entire system. Unfortunately, computing the eigenvalues of the electron in the Hydrogen-like ions by numerical methods is upset by the presence of spurious solutions (eigenvalues do not match what is physically observed). The spurious solutions annoy the computations, they disturb the solution in a way it becomes no longer reliable. At the time, one can identify the spurious eigenvalues, but there is no efficient method to just remove them from the entire spectrum without affecting the genuine values.

The presence of spurious values in the spectrum of the radial Dirac equation and other problems has been addressed in most of numerical computations. In [15], the occurrence of the spurious roots has been related to incorrect balancing of large and small components spaces $H^f$ and $H^g$, and has been restricted to the positive quantum number $\kappa$. In solving Dirac equation by a mapped Fourier grid [1], spurious values have been detected for $\kappa \geq 1$, where the causality is recounted to the symmetric treatment of the large and small components. For eigenvalue problems in general [21], the occurrence of spectrum pollution has been related to the absence of suitable constraints in the mathematical formulations or discretization, which results in mismatching of desired physical properties of the problem. Shabaev and Tupitsyn et al. [17, 19]
have also allied the presence of spectrum pollution to the symmetric discretization of the small and large components of the wave function. They have pointed out that using the same finite space for both components is the essence of the problem. They have proposed an alternative method to handle the difficulty by an addition of suitable terms to the basis functions known as a basis correction. Also they have explained the property of energy coincidence for the positive and the corresponding negative values of \( \kappa \).

The spuriousity of the eigenvalues computation using spectral Tau method has been studied in [6]. Also the causality of the spurious solution in the electromagnetic problems in general can be found in [13]. To the Dirac eigenvalue problem, we refer respectively to [20] and [8, 17] for finite difference and B-splines approximations. For a brief Finite Element derivation for the Dirac operator see e.g [14].

In the present work, we provide a finite element scheme for solving the radial Coulomb-Dirac operator that provides a complete treatment of the spurious eigenvalues. This scheme may be considered as the first stable finite element approach for the numerical approximation of the Dirac eigenvalue problem. To proceed, we relate the occurrence of spuriousity to the function spaces in the implemented numerical method. What ever the method is, finite element method (FEM), finite difference method (FDM), the spectral domain approach (SDA), the boundary element method (BEM), or the point matching method (PMM), the spuriousity persists. Hence, it is priorly understood as not an effect of the numerical method applied, but to a mismatching of some physical properties of the eigenstates in the computations. The present work interprets the existence of spurious values and their remedy by means of the following two steps:

1. The choice of suitable trial functional space that meets the physical property of the wave functions in the implemented numerical methods and its role of spuriousity elimination.
2. The choice of weighted test functional space, this treats what remains of spurious values in one hand, and solves the coincidence of energies for positive and corresponding negative \( \kappa \) in the other.

In other words, we classify the spurious solution of Dirac eigenvalue problem into two categories. The first is those that appear within the spectrum for all values of \( \kappa \). We call this type the instilled spurious values. It is worth to mention that this type of spuriousity appears not only for positive \( \kappa \), but for negative \( \kappa \) as well. Instilled spurious values affect the true values or may degenerate with them which results in some perturbed eigenfunctions. However, this will be discussed in detail in the coming section, where, by means of choosing an appropriate space of discretization, part of the instilled spurious values is treated. The second category can be understood as the coincidence of the first eigenvalue of the radial operator with positive \( \kappa \) to that with the corresponding negative \( \kappa \). We call this type of spuriousity the unphysical coincidence phenomenon: The eigenvalues with positive \( \kappa \) have been shown in the finite dimensional spaces to be a repetition for those with the corresponding negative \( \kappa \) [19], which is not the case in the usual (infinite) space of the wave functions. In an attempt to overcome the difficulty, the last (main) section is devoted to set a scheme that removes the spuriousity for both categories.

For a brief sketch of the scheme, consider the radial Coulomb-Dirac equation

\[
\begin{pmatrix}
mc^2 + V(x) & c(-D_x + \frac{\kappa}{x}) \\
c(D_x + \frac{\kappa}{x}) & -mc^2 + V(x)
\end{pmatrix}
\begin{pmatrix}
f(x) \\
g(x)
\end{pmatrix}
= \lambda
\begin{pmatrix}
f(x) \\
g(x)
\end{pmatrix}.
\]
Here \( m \) and \( c \) are respectively the mass of the electron and the speed of light, the quantum number \( \kappa \) is the spin-orbit coupling parameter defined as \( \kappa = (-1)^{j+l+\frac{3}{2}}(j + \frac{1}{2}) \), where \( j \) and \( l \) are the total and the orbital angular momentum numbers respectively, and \( D_x \) is the derivative with respect to \( x \) in \( \mathbb{R} \). The Coulomb potential, \( V(x) \), is given by \( \frac{Z}{x} \), where \( Z \in [1, 137] \) is the electric charge number. The unknown \( f \) and \( g \) are the large and small components of the eigenfunction \( \varphi \) with corresponding eigenvalue \( \lambda \).

The presence of convection terms in the off diagonal and the absence of diffusion terms cause numerical instability while computing the eigenvalues \( \lambda \). Indeed, in the standard Galerkin finite element solution of the equation one encounters spurious eigenvalues. In order to remove the spuriousity, we derive a stable finite element scheme based on appropriate choice of functional spaces of the Dirac spinors. By rewriting the explicit equations of \( f \) and \( g \) and applying suitable boundary conditions, the original space of the Dirac wave functions is \( \mathcal{H}_0(\Omega) = \{ v \in C^1(\Omega) \cap H_0^1(\Omega) : v'|_{\partial \Omega} = 0 \} \), where \( C^1 \) is the space of continuous functions which possess continuous first derivatives, \( \Omega \) is some open bounded domain, and \( H_0^1(\Omega) = \{ v : v \text{ and } v' \text{ are elements of } L^2(\Omega), \text{ and } v|_{\partial \Omega} = 0 \} \) (for all values of \( \kappa \) except \( \pm 1 \), where for \( \kappa = \pm 1 \) the lower boundary condition of \( v' \) should differ from zero, but for generality and for sake of simplicity it is assumed to vanish, see Remark 1 below). Thus, by this definition, \( \mathcal{H}_0(\Omega) \) is the space of continuous functions, \( v \), which admit continuous first derivatives that are vanishing smoothly on the boundaries.

Consider the weak form of the equation above of finding \( \{ \lambda, \varphi \} \in \mathbb{R} \times \mathcal{H}_0(\Omega)^2 \) such that

\[
\int_{\Omega} v' H_x \varphi dx = \lambda \int_{\Omega} v' \varphi dx .
\]

Where \( v \) is a test function, and the superscript \( t \) is the usual matrix transpose. Cubic Hermitean (CH) interpolation functions turn out to be a suitable choice which sufficiently fulfill the requirements of \( \mathcal{H}_0(\Omega) \). Let \( V_h^H \) be the finite dimensional subspace of \( \mathcal{H}_0(\Omega) \) on the partition \( k_h \) spanned by the piecewise CH basis functions. Choosing \( v \in ( V_h^H)^2 \) as \( (v, 0)^t \) and \( (0, v)^t \), where \( v \) is an element of \( V_h^H \), and assuming \( f, g \in V_h^H \), remove partially the first category of spuriousity (only for very small \( Z \)) and do not help in solving the coincidence phenomenon.

A complete treatment is achieved by letting the test function to live in another space different from that of the trial function, mainly by assuming \( v \) to be \( (v, \tau v)^t \) and \( (\tau v', v)^t \) (where \( v' \) means \( D_x v \)) respectively in the variational form above. The scheme is accomplished by deriving the stability parameter \( \tau \), which turns out to have the form \( \tau := \tau_j \cong \frac{b}{3} h_{j+1}(b_{j+1}-b_j) \).

The derivation is based on two leading simplifications; to consider the limit operator in the vicinity of \( x \) at infinity (i.e to consider the most numerically unstable part of the operator) and \( c \)-correspondence dominant parts of the system. From the weak form with the modified test function, and after applying the above simplifications we obtain an approximation \( \lambda(\tau) \) of the accumulation eigenvalue. Knowing that the limit point eigenvalue is \( mc^2 \), we like to minimize the error \( |\lambda(\tau) - mc^2| \), which gives the desired formula of \( \tau_j \).

As a numerical method implemented in this work, the finite element method (FEM) is applied, with the usual continuous Galerkin method in the first section and a Petrov-Galerkin method in the second section. For the integrals evaluation, four-point Gaussian quadrature rule is applied.

The paper is arranged as follows; In the first part we discuss the first category of the spurious values and how to remove them partially via choosing suitable trial functional space. A comparison is performed between the incorrect and the correct functional spaces through numerical
examples. In the second, we discuss the completion of the treatment. Basically we impose the weighted test function to live in a space different from that of the trial function. This is the well-known Streamline Upwind Petrov-Galerkin (SUPG) method [2, 7, 10]. Finally a stability parameter is derived to achieve the desired goal.

1. Trial functional space

Recall the radial Dirac equation

\[
\begin{pmatrix}
mc^2 + V(x) & c(-D_x + \frac{\kappa}{x}) \\
-\kappa c D_x & -mc^2 + V(x)
\end{pmatrix}
\begin{pmatrix}
f(x) \\
g(x)
\end{pmatrix}
= \lambda
\begin{pmatrix}
f(x) \\
g(x)
\end{pmatrix},
\]

where, then, the two-equation system is

\[
\begin{align*}
(mc^2 + V(x)) f(x) + c(- g'(x) + \frac{\kappa}{x}g(x)) &= \lambda f(x), \\
c(f'(x) + \frac{\kappa}{x}f(x)) + (-mc^2 + V(x))g(x) &= \lambda g(x).
\end{align*}
\]

We first solve this system by usual continuous linear basis functions (hat functions). Since \(x\) ranges over \([0, \infty)\), \(x = 0\) represents a singularity for the Coulomb potential and hence careful treatment is needed, i.e one can consider extended nucleus in the entire domain or just assume point nucleus on a cut-off domain. However, computationally, almost the same technique is used for both cases. For simplicity we will treat point nucleus model in all computations except in the last table where we extend the computations to extended nucleus.

Divide the domain \(\Omega = [a, b]\) into \(n + 1\) subintervals with \(n\) interior points distributed exponentially, and assume \(k_h : a = x_0 < x_1 < x_2 < \cdots < x_{n+1} = b\) the resultant partition of \(\Omega\) with mesh size \(h_i = x_i - x_{i-1}\).

The exponential distribution of the nodal points is crucial for solving the radial Dirac equation in order to get more nodal points near the singularity \((x = 0)\). This is because the wave function oscillates much more near the nucleus which means more information is needed about its behavior near that region, whereas the fine grid is not required in a position away from the nucleus.

The choice of the computational space \(\mathcal{V}\) is important and plays the most influential role in the core of the problem. To see that, let us first take the space of only continuous functions as the functional space \(\mathcal{V}\). We will show, by means of numerical examples, how this space results in the occurrence of spurious values. The presence of spuriousness is due to the fact that the only continuous functional space lacks to a certain constraint in the mathematical formulation, i.e it fails to have an identified property which existing for the original wave function.

For a fast and simple algorithm, continuous linear basis functions are considered. So let \(\mathcal{V} = \mathcal{V}^l\) be the subspace of continuous linear polynomials (the superscript \(l\) denotes for the linear case), and let \(\mathcal{V}_h^l \subset \mathcal{V}^l\) be the finite subspace consists of piecewise continuous linear polynomials on \(k_h\) spanned by the usual linear functions. We assume that both trial and weighted test functions belong to this space. For \(f(x)\) and \(g(x)\) in \(\mathcal{V}_h^l\) we write

\[
\begin{align*}
f(x) &= \sum_{j=1}^{n} \zeta_j \phi_j(x), \\
g(x) &= \sum_{j=1}^{n} \xi_j \phi_j(x),
\end{align*}
\]
where $\zeta_j$ and $\xi_j$ are the unknown values of the functions $f$ and $g$ at the nodal point $x_j$ respectively, and $\phi_j$ is the basis function. Since the eigenfunction decays in the vicinity of $x$ at infinity and also considered to be zero at $x = 0$, the Dirichlet conditions are assumed to treat the boundaries. The problem is now read as solving (2) and (3) such that $f = 0$ and $g = 0$ at $x = a, b$ (i.e $\zeta_0 = \zeta_{n+1} = 0, \xi_0 = \xi_{n+1} = 0$). The usual finite element method of the problem is to assume $f$ and $g$ as above in (2) and (3), then multiply by a test function and integrate over the domain $\Omega$

\[ \sum_{j=1}^{n} (w_j^+(x) \phi_j(x), v(x)) \zeta_j + \sum_{j=1}^{n} (-c \phi_j'(x) + \frac{\kappa}{x} \phi_j(x), v(x)) \xi_j = \lambda \sum_{j=1}^{n} (\phi_j(x), v(x)) \zeta_j \]

and

\[ \sum_{j=1}^{n} (c \phi_j'(x) + \frac{\kappa}{x} \phi_j(x), v(x)) \zeta_j + \sum_{j=1}^{n} (w_j^-(x) \phi_j(x), v(x)) \xi_j = \lambda \sum_{j=1}^{n} (\phi_j(x), v(x)) \xi_j , \]

where $w_j^\pm(x) = \pm mc^2 + V(x)$, and $(u, v) = \int_{\Omega} u v \, dx$ is the usual $L^2(\Omega)$ inner product. The basis function $\phi_j(x)$ has its support in $[x_{j-1}, x_j] =: I_j$ and $[x_j, x_{j+1}] = I_{j+1}$ and defined as

\[ \phi_j(x) = \begin{cases} \frac{x-x_{j-1}}{h_j}, & x \in I_j, \\ \frac{x_{j+1}-x}{h_{j+1}}, & x \in I_{j+1}. \end{cases} \]

Let $v = \phi_i$ be an element of the same space $V_h^l$ in (6) and (7), this leads to the symmetric generalized eigenvalue problem

\[ AX = \lambda BX . \]

Here $A$ and $B$ are both symmetric block matrices defined by

\[ A = \begin{pmatrix} mc^2 M_{000} + M_{001}^V & -c M_{010} + c \kappa M_{001} \\ -c M_{010} + c \kappa M_{001} & -mc^2 M_{000} + M_{001} \end{pmatrix} \]

and

\[ B = \begin{pmatrix} M_{000} & 0 \\ 0 & M_{000} \end{pmatrix} , \]

where $M_{rat}^q$ are $n \times n$ matrices defined as

\[ (M_{rat}^q)_{ij} = \int_{\Omega} \phi_j^{(s)}(x) \phi_i^{(r)} x^{-t} q(x) \, dx , \quad (\phi^{(r)}(x) = \frac{d^r}{dx^r} \phi(x)) . \]

The vector $X$ is the unknown defined as $(\zeta, \xi)^t$, where

\[ \zeta = (\zeta_1, \zeta_2, \ldots, \zeta_n) \]

and

\[ \xi = (\xi_1, \xi_2, \ldots, \xi_n) . \]

Clearly the diagonal matrices of $A$ are symmetric and the off diagonal matrices consist of two parts, one is symmetric and exists in both sides, and the other, $(M_{010})^t = -M_{010}$, is anti-symmetric and exists in both off diagonal sides with different sign, this explains the symmetry of the block matrix $A$. For the block matrix $B$ the symmetry is obvious.

In Table 1 the first six computed eigenvalues for the Hydrogen atom ($Z = 1$) are listed for $|\kappa| = 1$, these eigenvalues are obtained using $n = 100$ interior nodal points. The exact solution for $\kappa = -1$ is shown in the right column of the table. Even with mesh refinement the spuriousity is still present, see Table 2 with $n = 400$. 

\[ \text{STABILIZED FINITE ELEMENT METHOD FOR THE RADIAL DIRAC EQUATION} \]
Table 1. The first six computed eigenvalues for the electron in the Hydrogen atom using linear basis functions with 100 nodal points.

| Level | $\kappa = 1$ | $\kappa = -1$ | Rel. Form. $\kappa = -1$ |
|-------|--------------|-----------------|--------------------------|
| 1     | -0.50000665661 | -0.50000665659 | -0.50000665659           |
| 2     | -0.12500414297 | -0.12500414298 | -0.12500208018           |
| 3     | -0.05556140476 | -0.05556140479 | -0.05556295173            |
| $\Rightarrow$ | -0.03192157994 | -0.03192157993 | Spurious Eigenvalue |
| 4     | -0.03124489833 | -0.03124489832 | -0.03125033803           |
| 5     | -0.01981075633 | -0.19810756319 | -0.02000018105           |

Table 2. The first six computed eigenvalues for the electron in the Hydrogen atom using linear basis functions with 400 nodal points.

| Level | $\kappa = 1$ | $\kappa = -1$ | Rel. Form. $\kappa = -1$ |
|-------|--------------|-----------------|--------------------------|
| 1     | -0.50000665661 | -0.50000665659 | -0.50000665659           |
| 2     | -0.12500208841 | -0.12500208839 | -0.12500208018           |
| 3     | -0.05555631532 | -0.05555631532 | -0.055556295173            |
| $\Rightarrow$ | -0.03141172061 | -0.03141172060 | Spurious Eigenvalue |
| 4     | -0.03118772526 | -0.03118772524 | -0.03125033803           |
| 5     | -0.01974434510 | -0.01974434508 | -0.02000018105           |

In the tables above, the shaded left corner value is what meant by the unphysical coincidence phenomenon, and the values in the fourth row are the so-called instilled spuriousity. The spurious values appear for both positive and negative values of quantum number $\kappa$, and they persist despite of mesh refinement. Generally this kind of spurious solution can be identified among the right spectrum, but there is no way to just exclude them as a hope of treatment, since they have already affected or degenerated the true values.

As we mentioned before, the occurrence of spuriousity is related to the implementation of the numerical method, where the numerical scheme we assumed is the FEM with the proposed space $V^l$. Therefore, either of them holds the responsibility of causing the spectrum pollution. At this end, it is worthy to mention that other methods like finite difference method (FDM), the method of moments (MoM) [15, 16] and others, reported the occurrence of spuriousity in many computations for the Dirac operator or else. So we conclude that the problem of spuriousity is almost caused by the finite element spaces employed in the discretization, and hence the causality of spuriousity is $V^l$-problem and never FEM-problem.

We return to (2) and (3), rewrite both equations to obtain explicit formulae for $f$ and $g$

\begin{equation}
(12) \quad w^+(x)(w^-(x) - \lambda)^2 f(x) - \frac{c_k}{x}(w^-(x) - \lambda)(c f''(x) + \frac{c_k}{x} f(x)) + c \left[(w^-(x) - \lambda) \times (c f''(x) + \frac{c_k}{x} f'(x) - \frac{c_k}{x} f(x)) - V'(x)(c f'(x) + \frac{c_k}{x} f(x))\right] = \lambda (w^-(x) - \lambda)^2 f(x)
\end{equation}

and

\begin{equation}
(13) \quad w^-(x)(w^+(x) - \lambda)^2 g(x) + \frac{c_k}{x}(w^+(x) - \lambda)(c g''(x) - \frac{c_k}{x} g(x)) + c \left[(w^+(x) - \lambda) \times (c g''(x) - \frac{c_k}{x} g'(x) + \frac{c_k}{x} g(x)) - V'(x)(c g'(x) - \frac{c_k}{x} g(x))\right] = \lambda (w^+(x) - \lambda)^2 g(x).
\end{equation}
Equations \( (12) \) and \( (13) \) can be written in simpler forms as
\[
\begin{align*}
  (14) & \quad f''(x) + \gamma_1(x, \lambda)f'(x) + \gamma_2(x, \lambda)f(x) = 0, \\
  (15) & \quad g''(x) + \theta_1(x, \lambda)g'(x) + \theta_2(x, \lambda)g(x) = 0.
\end{align*}
\]
Where
\[
\gamma_1(x, \lambda) = -\frac{V'(x)}{w^-(x) - \lambda}, \\
\gamma_2(x, \lambda) = \frac{(w^+(x) - \lambda)(w^-(x) - \lambda)}{c^2} \frac{\kappa^2 + \kappa}{x^2} - \frac{\kappa V'(x)}{x(w^-(x) - \lambda)}, \\
\theta_1(x, \lambda) = -\frac{V'(x)}{w^+(x) - \lambda}, \\
\theta_2(x, \lambda) = \frac{(w^+(x) - \lambda)(w^-(x) - \lambda)}{c^2} \frac{\kappa^2 - \kappa}{x^2} + \frac{\kappa V'(x)}{x(w^+(x) - \lambda)}.
\]

The terms \( f'' \) and \( g'' \) in \( (14) \) and \( (15) \) propose further constraint on both components of the wave function. By these equations \( f \) and \( g \) are imposed to be twice differentiable. This means that \( f \) and \( g \) should be continuous with continuous first derivatives, hence the proposed original domain is \( C^1(\Omega) \cap H^1_0(\Omega) \).

Instead of regarding \( V \) as the space of variation, a space of continuous functions with continuous first derivatives is considered to discretize both components of the wave function. At this end, one can think about a suitable space which meets the properties of \( f \) and \( g \); Lagrange interpolation functions are not suitable in this situation, since their first derivatives do not match the continuity property. So we consider instead a type of hermitian functions (known as a generalization of the Lagrange functions) which are continuous and admit continuous first derivative.

The boundary conditions need special concern, they play a crucial role of choosing the space of discretization; Since the wave functions are assumed to vanish at the boundaries and by the smooth property of these functions, the way they move toward the boundaries should be in damping manner, i.e with vanishing velocity, this implies zero derivative boundary conditions should be considered as well (except the case when \( \kappa = \pm 1 \) at the lower boundary, see Remark 1 below). Physically this is clearly reasonable, since the electron is neither expected to be close to the nucleus nor escaping to infinity.

Cubic Hermite (CH) interpolation functions turn out to be sufficient to fulfill the requirements. Such functions are third-degree piecewise polynomials consisting of two control points and two control tangent points for the interpolation. That means there is a control for both the function values and the derivatives at each nodal point \( x_i \).

To study CH functions, let us first introduce the following spaces
\[
\begin{align*}
  \mathcal{H}(\Omega) &= C^1(\Omega) \cap H^1_0(\Omega), \\
  \mathcal{H}_0(\Omega) &= \{ v \in \mathcal{H}(\Omega) : v'|_{\partial\Omega} = 0 \}.
\end{align*}
\]

Remark 1.

(i) For the states \( 1s_{1/2} \) and \( 2p_{1/2} \) (\( \kappa = -1 \) and \( 1 \) respectively), the boundary conditions for the derivative of the components of the wave function are partially different, specifically at the lower boundary. I.e if \( \partial\Omega^{up} \) and \( \partial\Omega^{lo} \) denote respectively the upper and the lower boundaries, then \( v'|_{\partial\Omega^{up}} = 0 \) and \( v'|_{\partial\Omega^{lo}} \neq 0 \). This is due to the fact that the corresponding wave function do not vanish in a damping way near the origin, see \([20]\) for
It follows from the conditions above that \( \phi \) and \( x \) are depicted for uniform and nonuniform meshes. Following properties:

\( u \) considered as before, \( x \) points are given by the following formulae (see also Figure 1 below, where the two basis functions \( \phi_{j,1} \) and \( \phi_{j,2} \) are given below).

To approximate a function \( u_h \in V_h^H \), where the same partition \( k_h \) of the same distribution is considered as before, \( u_h \) can be written as

\[
\sum_{j=1}^{n} \xi_j \phi_{j,1} + \sum_{j=1}^{n} \xi_j' \phi_{j,2},
\]

\( \xi_j \) and \( \xi_j' \) are the unknown value of the function and its corresponding derivative at the nodal points \( x_j \) respectively, and \( \phi_{j,1} \) and \( \phi_{j,2} \) are the basis functions of the space \( V_h^H \) having the following properties

\[
\begin{align*}
\phi_{j,1}(x) &= \begin{cases} 1, & \text{if } j = i, \\ 0, & \text{otherwise,} \end{cases} \\
\phi_{j,2}'(x) &= \begin{cases} 1, & \text{if } j = i, \\ 0, & \text{otherwise,} \end{cases}
\end{align*}
\]

and

\[
\phi_{j,1}'(x) = \phi_{j,2}(x) = 0 \quad \forall i = 1, 2, \cdots n.
\]

It follows from the conditions above that \( \phi_{j,1} \) interpolates the function values whereas \( \phi_{j,2} \) is responsible of the function derivatives at the nodal point \( x_j \). For non-uniform mesh, \( \phi_{j,1} \) and \( \phi_{j,2} \) are given by the following formulae (see also Figure 1 below, where the two basis functions are depicted for uniform and nonuniform meshes)

\[
\phi_{j,1}(x) = \begin{cases} \frac{1}{h_j} (x - x_{j-1})^2 - \frac{2}{h_j} (x - x_{j-1})^2 (x - x_j), & x \in I_j, \\
1 - \frac{1}{h_{j+1}} (x - x_j)^2 + \frac{2}{h_{j+1}} (x - x_j)^2 (x - x_{j+1}), & x \in I_{j+1}, \end{cases}
\]

\[
\phi_{j,2}(x) = \begin{cases} \frac{1}{h_j} (x - x_{j-1})^2 (x - x_j), & x \in I_j, \\
(x - x_j) - \frac{1}{h_{j+1}} (x - x_j)^2 + \frac{1}{h_{j+1}} (x - x_j)^2 (x - x_{j+1}), & x \in I_{j+1}. \end{cases}
\]

The approximation error using CH basis functions in the subinterval \( I_j \) is given by

\[
|u - u_h| \leq c_1 h^4 \|u^{(4)}\|_{L^\infty(I_j)},
\]
where \( c_1 = \frac{1}{384} \), and \( h = \max_j h_j \). So the error bound is obtained individually for each subinterval \( I_j \), yielding a fine-grained error bound, which means that CH basis produces more accuracy compared to the linear or quadratic interpolation function in general.

To construct FEM for the radial Dirac equation using CH basis functions, we as usual multiply (2) and (3) by test function \( v \in H_0(\Omega) \) and integrate over \( \Omega \). To discretize the system we assume \( f \) and \( g \) are elements of \( V_h^H \), thus they can be written as

\[
(20) \quad f(x) = \sum_{j=1}^{n} \zeta_j \phi_{j,1}(x) + \sum_{j=1}^{n} \zeta'_j \phi_{j,2}(x),
\]

\[
(21) \quad g(x) = \sum_{j=1}^{n} \xi_j \phi_{j,1}(x) + \sum_{j=1}^{n} \xi'_j \phi_{j,2}(x),
\]

where \( \zeta_j \) and \( \zeta'_j \) are the nodal value and the nodal derivative of \( f \) respectively at \( x_j \), and \( \xi_j \) and \( \xi'_j \) are the corresponding ones associated to \( g \). This yields

\[
(22) \quad \sum_{j=1}^{n} \left( -c \phi'_{j,1}(x) + \frac{cK}{x} \phi_{j,1}(x), v(x) \right) \zeta_j + \sum_{j=1}^{n} \left( -c \phi'_{j,2}(x) + \frac{cK}{x} \phi_{j,2}(x), v(x) \right) \zeta'_j +
\]

\[
+ \sum_{j=1}^{n} \left( w^+(x) \phi_{j,1}(x), v(x) \right) \xi_j + \sum_{j=1}^{n} \left( w^+(x) \phi_{j,2}(x), v(x) \right) \xi'_j
\]

\[
= \lambda \left[ \sum_{j=1}^{n} \left( \phi_{j,1}(x), v(x) \right) \zeta_j + \sum_{j=1}^{n} \left( \phi_{j,2}(x), v(x) \right) \zeta'_j \right],
\]

\[
(23) \quad \sum_{j=1}^{n} \left( c \phi'_{j,1}(x) + \frac{cK}{x} \phi_{j,1}(x), v(x) \right) \xi_j + \sum_{j=1}^{n} \left( c \phi'_{j,2}(x) + \frac{cK}{x} \phi_{j,2}(x), v(x) \right) \xi'_j +
\]

\[
+ \sum_{j=1}^{n} \left( w^-(x) \phi_{j,1}(x), v(x) \right) \xi_j + \sum_{j=1}^{n} \left( w^-(x) \phi_{j,2}(x), v(x) \right) \xi'_j
\]

\[
= \lambda \left[ \sum_{j=1}^{n} \left( \phi_{j,1}(x), v(x) \right) \xi_j + \sum_{j=1}^{n} \left( \phi_{j,2}(x), v(x) \right) \xi'_j \right].
\]
Let $v(x)$ be an element of $V^H$, and consider (22) and (23) first with $v(x) = \phi_{i,1}(x)$ and then with $v(x) = \phi_{i,2}(x)$. This yields the following system

\[ AX = \lambda BX , \]

where

\[ A = \begin{pmatrix} mc^2 MM_{000} + MM_{000}' & -c MM_{010} + c \kappa MM_{001} \\ c MM_{010} - c \kappa MM_{001} & -mc^2 MM_{000} + MM_{000}' \end{pmatrix} \]

and

\[ B = \begin{pmatrix} MM_{000} & 0 \\ 0 & MM_{000} \end{pmatrix} . \]

The vector $X$ is the unknown given by $X = (\zeta, \zeta', \xi, \xi')$, and the general block matrices $MM_{rst}^q$ are defined as

\[ MM_{rst}^q = \begin{pmatrix} M_{rst(1,1)}^q & M_{rst(1,2)}^q \\ M_{rst(2,1)}^q & M_{rst(2,2)}^q \end{pmatrix} , \]

where

\[ (M_{rst(k,l)}^q)_{ij} = \int_\Omega \phi_{j,k}^{(s)} \phi_{i,k}^{(r)} x^{-t} q(x) \, dx . \]

Tables 3 and 4 contain the first six computed eigenvalues of the radial Dirac operator for the Hydrogen atom, with $n = 100$ and 400 interior nodal points using CH basis functions. The computation is run for $\kappa = -1, 1$, and the right column represents the exact solution for $\kappa = -1$.

**Table 3.** The first six computed eigenvalues for the electron in the Hydrogen atom using CH basis functions with 100 nodal points.

| Level | $\kappa = 1$ | $\kappa = -1$ | Rel. Form. $\kappa = -1$ |
|-------|--------------|---------------|-------------------------|
| 1     | -0.50000632471 | -0.50000665659 | -0.50000665659 |
| 2     | -0.12500207951 | -0.12500207951 | -0.12500208018 |
| 3     | -0.05555629341 | -0.05555629338 | -0.05555629517 |
| 4     | -0.03125018386 | -0.03125018404 | -0.03125033803 |
| 5     | -0.01982545837 | -0.01982545886 | -0.02000018105 |
| 6     | -0.01085968925 | -0.01085968695 | -0.01388899674 |

**Table 4.** The first six computed eigenvalues for the electron in the Hydrogen atom using CH basis functions with 400 nodal points.

| Level | $\kappa = 1$ | $\kappa = -1$ | Rel. Form. $\kappa = -1$ |
|-------|--------------|---------------|-------------------------|
| 1     | -0.50013790178 | -0.50000665659 | -0.50000665659 |
| 2     | -0.12500207951 | -0.12500207951 | -0.12500208018 |
| 3     | -0.05555629341 | -0.05555629517 | -0.05555629517 |
| 4     | -0.03125018386 | -0.03125027916 | -0.03125033803 |
| 5     | -0.019885891281 | -0.01988588664 | -0.02000018105 |
| 6     | -0.01116648473 | -0.01116629119 | -0.01388899674 |
It is noted, from the tables above, that some instilled spurious values are removed (the values that were present between level 3 and level 4). Also the speed of convergence to the exact eigenvalues is enhanced as the number of nodal points is increased. Unfortunately, part of the instilled spuriousity is still present for most values of \( Z \), also the coincidence remains unsolved.

The unphysical coincidence phenomenon assigns almost the same energies for 
\[
N_{p^\frac{1}{2}}(\kappa = 1) \quad \text{and} \quad N_{s^\frac{1}{2}}(\kappa = -1), \quad N \geq 2.
\]
\[
N_{d^\frac{1}{2}}(\kappa = 2) \quad \text{and} \quad N_{p^\frac{3}{2}}(\kappa = -2), \quad N \geq 3.
\]
\[
N_{f^\frac{5}{2}}(\kappa = 3) \quad \text{and} \quad N_{d^\frac{5}{2}}(\kappa = -3), \quad N \geq 4. \quad \text{etc.}
\]

The occurrence of this phenomenon is deeply studied for both nonrelativistic and relativistic cases; In [18], the coincidence of energies is proved for the same values of \( \kappa \) that differ in sign via studying the commutation of Dirac operator with Biedenharn-Johnson-Lippmann (BJL) operator in the relativistic case. Also in the nonrelativistic case, the energy dependence on the quantum number \( \tilde{\kappa} = n + |\kappa| \) is proved, which implies the energy independence of the sign of \( \kappa \).

The coincidence of the energies in the finite space is also studied in [19], where the spuriousity in general is interpreted as an effect of the same treatment of both components of the wave functions.

As it is known that the exact solution of the Dirac operator with Coulomb potential for point nucleus results in different lowest bound energies for different values of \( \kappa \). In this work, as it is pointed before, we relate the problem of energies coincidence to the numerical implementation. Roughly speaking not to the method of approximation, but to the proposed spaces of discretization.

In the last computations we imposed the test functions to live in the same space as well the trial functions, that is the usual Galerkin method. As we have seen, this results in a solution not cleaned from spurious values. However, it is well-known that the Galerkin method when it is applied to convection dominant problem, the solution will be upset by perturbations, which is getting worse with the increase in the convection size.

Nevertheless, it is assumed non uniform mesh (exponentially distributed nodal points) to match desirable requirements of high resolution near the nucleus, where the wave functions oscillate rapidly compared to their oscillations in a region away from it. This means that for each nodal point \( x_j \) there are two adjacent systems of what are called fine-mesh grid with much larger coarse mesh. Hence when the wave function crosses the interface between these two regions, its phase is altered to fit the unbalanced change in the displacement size. One can understand the concept by regarding the variant mesh as different media to the generating waves, where most of those waves are not resolvable in two different meshes at the same time. We refer to [5] and [11, 12] for more details.

Also, from numerical algebra point of view, one considers the linear system given by [24] and posteriorly notes that the sign of \( \kappa \) that appears as a factor of the block matrix \( MM_{001} \) does not contribute in determining the eigenvalues, which is entirely incorrect from physical point of view. So what is needed is to let the sign of \( \kappa \) play a role in eigenvalues definition. This can be achieved by clever and justified addition of terms that includes \( \kappa \) without deforming the original equations. These motivations suggest to use an alternative method to Galerkin formulation that does not demonstrate instability at the time treats the phenomenon of coincidence.

Streamline Upwind Petrov-Galerkin (SUPG) method is used to solve the problem, which consistently introduces additional stability terms in the upwind direction, these terms are based
on the residual quantities for the governing equations and on the modification of the weighted test functional space. The latter is understood as adapting the test function $v$ from being $(v, 0)$ and $(0, v)$ to be $(v, \tau v')$ and $(\tau v', v)$ respectively, so it is a type of residual corrections added to the original equations. $\tau, \tau$, is called the stability parameter which we are investigating, where its derivation is the main part of the upcoming section.

2. Weighted Functional Space

To stabilize FEM approximation applied to the Dirac operator, modified SUPG is used to formulate the problem. This consists in adding suitable stability terms to the standard Galerkin method. The SUPG method is designed to maintain the consistency, so that the solution of the original problem is still a solution of the variational equations.

The idea behind SUPG is to introduce a diffusion term $(u', v')$ which eliminates the instability and enhances the approximation without modifying the problem. Several approaches can be implemented to create such term. To mention, we can just artificially add $(au', v')$, where $a$ is a constant that controls the diffusivity size, this method is first order accurate at most. Or the artificial diffusion term can be added in the direction of the streamlines to avoid excess diffusivity [3, 4], even though this method introduces less crosswind diffusivity than the first mentioned, but it is still inconsistent modification. The methods mentioned above result in a modified problem differs from the original by the addition of the terms which alter the structure of the problem and force the exact solution to be no longer satisfying the variational equations.

To formulate the method, consider the radial Dirac equation

$$H_c \varphi = \lambda \varphi,$$

where $\varphi = (f(x), g(x))^t$ and

$$H_c = \begin{pmatrix} w^+(x) & c(-D_x + \frac{\kappa}{x}) \\ c(D_x + \frac{\kappa}{x}) & w^-(x) \end{pmatrix},$$

which is equivalent to

$$\begin{pmatrix} w^+(x)f(x) - cg'(x) + \frac{c\kappa}{x}g(x) \\ cf'(x) + \frac{c\kappa}{x}f(x) + w^-(x)g(x) \end{pmatrix} = \lambda \begin{pmatrix} f(x) \\ g(x) \end{pmatrix}. \tag{29}$$

Define the residual functional of each equation as

$$R^1_c(f, g)(x) = w^+(x)f(x) - cg'(x) + \frac{c\kappa}{x}g(x) - \lambda f(x) = (W^+f - cg' + \frac{c\kappa}{x}g)(x), \tag{30}$$

$$R^2_c(f, g)(x) = cf'(x) + \frac{c\kappa}{x}f(x) + w^-(x)g(x) - \lambda g(x) = (W^-g + cf' + \frac{c\kappa}{x}f)(x). \tag{31}$$

Here $W^\pm(x) = w^\pm(x) - \lambda$.

The previously derived Galerkin discretization with CH basis functions reads

$$\int_{\Omega} v^t H_c \varphi dx = \lambda \int_{\Omega} v^t \varphi dx,$$

where $v$ is $(v, 0)^t$ and $(0, v)^t$, and

$$\varphi(x) = \begin{pmatrix} f(x) \\ g(x) \end{pmatrix} = \begin{pmatrix} \sum_{j=1}^n \zeta_j \phi_{j,1}(x) + \sum_{j=1}^n \zeta_j' \phi_{j,2}(x) \\ \sum_{j=1}^n \zeta_j \phi_{j,1}(x) + \sum_{j=1}^n \zeta_j' \phi_{j,2}(x) \end{pmatrix}. \tag{33}$$

So far with Galerkin approximation the components of $v$ as well as $f$ and $g$ are elements of $V^H_h$.

SUPG is formulated based on modifying the test function $v$ to a form that includes $v'$ as a correction term to introduce the required diffusivity. Hence we assume $v \in V^H_h$ as well $f$ and $g$, and
but $v \notin (V_h^*)^2$ is just continuous function. I.e, let $v$ be $(v, \tau v')^t$ and $(\tau v', v)^t$ in \([32]\), where $\tau$ is the stability parameter to be studied soon. This leads to

$$\tag{34} (w^+ f, v) + (-cg' + \frac{ck}{x}g, v) + (R_2^2(f, g), \tau v') = \lambda(f, v)$$

and

$$\tag{35} (cf' + \frac{ck}{x}f, v) + (w^- g, v) + (R_1^1(f, g), \tau v') = \lambda(g, v),$$

Each of the discretizations above, using the new weighted test functions, is the usual Galerkin formulation with additional perturbation terms consist of the weak variational form of the residual of the opposite equation with basis function $\tau v'$. This keeps $f$ and $g$, the exact solution, satisfying the weak formulation without modifying the problem.

In matrix notations, the system $AX = \lambda BX$ is obtained as before, but $A$ and $B$ are slightly perturbed by additional matrices factored by $\tau$

$$\tag{36} A = \begin{pmatrix}
mc^2MM_{000} + MM_{000}^V + \frac{c\tau MM_{110} + c\tau MM_{101}}{cMM_{010} + c\kappa MM_{010} + \frac{mc^2MM_{100} + \tau MM_{100}}{mc^2MM_{000} + \tau MM_{000} + \frac{mc^2\tau MM_{110} + \tau MM_{101}}{mc^2\tau MM_{100} + \tau MM_{101}}}
\end{pmatrix}$$

and

$$\tag{37} B = \begin{pmatrix}
MM_{000} & \tau MM_{100} \\
\tau MM_{100} & MM_{000}
\end{pmatrix}.$$

The unknown vector $X$ and the generalized block matrices $MM^q_{kst}$ are as defined before. It is notable from the system above that the resultant block matrices $A$ and $B$ are not symmetric any more, in this situation complex eigenvalues may will begin to appear, which of course what we should avoid in the computations. To be more precise, the appearance of complex eigenvalues depends on the size of $\tau$, where they do appear for large size. For small size of $\tau$ one can consider the above system as the usual system that corresponds to the Galerkin approximation (which is symmetric) with an addition of small perturbation of size $\tau$, which still admits real eigenvalues.

Now, the main task is to determine the stability parameter $\tau$ that completes the scheme of removing the spuriousity for both categories and improves the convergence. The derivation $\tau$ assumes non full dependence on the exact solution of the complete operator for point nucleus, instead limit operator is assumed. Parallel with considering the dominant terms relative to the speed of light. Before proceeding into details, we will give some lemmas without complete proofs, where the proofs in some cases are simple.

The following lemma provides the approximated values of the radial function $f$ and $g$ at the nodal point $x_j$, where backward and forward derivative approximations are implemented, hence the error is $O(h)$. 


Lemma 1. For the Dirac spinors $f$ and $g$, let $\zeta_{j-1}$, $\zeta_{j+1}$, $\xi_{j-1}$, and $\xi_{j+1}$ be the $f$’s and $g$’s nodal values at $x_j-1$ and $x_{j+1}$ respectively, then the following holds
\[
\begin{align*}
\zeta_{j-1} &\equiv (1 + \frac{h_j\kappa}{x_j})\zeta_j + \left(\frac{h_j}{c}(-mc^2 + V(x_j)) - \frac{h_j}{c}\lambda\right)\xi_j. \\
\xi_{j-1} &\equiv (1 - \frac{h_j\kappa}{x_j})\xi_j + \left(-\frac{h_j}{c}(mc^2 + V(x_j)) + \frac{h_j}{c}\lambda\right)\zeta_j. \\
\zeta_{j+1} &\equiv (1 - \frac{h_{j+1}\kappa}{x_j})\zeta_j + \left(-\frac{h_{j+1}}{c}(-mc^2 + V(x_j)) + \frac{h_{j+1}}{c}\lambda\right)\xi_j. \\
\xi_{j+1} &\equiv (1 + \frac{h_{j+1}\kappa}{x_j})\xi_j + \left(\frac{h_{j+1}}{c}(mc^2 + V(x_j)) - \frac{h_{j+1}}{c}\lambda\right)\zeta_j.
\end{align*}
\]

Proof. Consider the two-equation system of the radial Dirac equation
\[
(mc^2 + V(x))f(x) + c\left(-g'(x) + \frac{\kappa}{x}g(x)\right) = \lambda f(x)
\]
and
\[
c(f'(x) + \frac{\kappa}{x}f(x)) + \left(-mc^2 + V(x))g(x)\right) = \lambda g(x).
\]
Assuming the above system for arbitrary $x_j \in k_h$, and using the backward and the forward difference approximations for the derivatives (backward $\Rightarrow f'_{j} |_{x_j} \equiv \frac{f(x_j) - f(x_{j-1})}{x_j - x_{j-1}} = \frac{\zeta_j - \zeta_{j-1}}{h_j}$ and forward $\Rightarrow f'_{j} |_{x_j} \equiv \frac{f(x_{j+1}) - f(x_j)}{x_{j+1} - x_j} = \frac{\zeta_{j+1} - \zeta_j}{h_{j+1}}$), one gets the desired results. 

For the computed matrices $MM_{000}$, $MM_{100}$, $MM_{010}$, and $MM_{110}$ in the block systems (36) and (37), the exact element integrals are obtained by the following lemma. For the remaining matrices one can calculate the exact element integrals, but it is rather hard to get them simplified. Therefore, we just point out in Remark 3 notations for the desired values without writing the explicit expressions.

Lemma 2. The following table is the exact element integrals for some matrices in the generalized system.

| Matrix   | Index Column | $j - 1$ | $j$ | $j + 1$ | $j - 1 + n$ | $j + n$ | $j + 1 + n$ |
|----------|--------------|--------|-----|--------|------------|--------|-------------|
| $MM_{000}$ | $j$ | $j + n$ | $-\frac{23}{210} h_{j+1}^3$ | $\frac{11}{210} (h_{j+1}^3 + h_j^3)$ | $\frac{11}{210} h_{j+1}^3$ | $\frac{11}{140} (h_{j+1}^3 + h_j^3)$ | $-\frac{1}{140} h_{j+1}^3$ |
| $MM_{100}$ | $j$ | $j + n$ | $-\frac{1}{10} h_{j+1}^3$ | $0$ | $\frac{1}{2} h_{j+1}^3$ | $-\frac{1}{10} (h_{j+1}^3 + h_j^3)$ | $\frac{1}{10} (h_{j+1}^3 + h_j^3)$ | $0$ |
| $MM_{010}$ | $j$ | $j + n$ | $-\frac{1}{10} h_{j+1}^3$ | $-\frac{1}{10} (h_{j+1}^3 + h_j^3)$ | $\frac{1}{10} h_{j+1}^3$ | $-\frac{1}{10} (h_{j+1}^3 + h_j^3)$ | $0$ |
| $MM_{110}$ | $j$ | $j + n$ | $-\frac{23}{210} h_{j+1}^3$ | $\frac{11}{210} (h_{j+1}^3 + h_j^3)$ | $\frac{11}{210} h_{j+1}^3$ | $\frac{11}{140} (h_{j+1}^3 + h_j^3)$ | $-\frac{1}{140} h_{j+1}^3$ |

Proof. The proof is straight forward by evaluating the integrals.
Remark 2. The basis functions consist of two parts, one corresponds to the function value and the other to the function derivative (the latter with no considerable contribution to the function values) at the nodal points. Therefore we will, for simplicity, just take into account the part of the basis functions that contributes only to the function values at the nodal points. Thus, the upper left (shaded) three-cell corner of each matrix of the above table is considered.

Remark 3. For the other matrices in the block matrix $A$, $MM_{001}$ and $MM_{101}$ (where $MM_{000}^V$ and $MM_{100}^V$ can be written respectively as $-Z MM_{001}$ and $-Z MM_{101}$ for $V(x) = \frac{Z}{x}$), we will use the following notations for the calculations of the element integral using the part of the basis functions that contributes only function values at the nodal points indicated in the remark above. Namely as a matter of notation we denote the following:

| Table 6. The element integrals notations of the matrices $MM_{001}$ and $MM_{101}$ for the $j^{th}$ row. |
|-------------------------------------------------|
| Matrix | Index | $j - 1$ | $j$ | $j + 1$ |
| $MM_{001}$ | $s_{j - 1}$ | $s_j$ | $s_{j - 1}$ |
| $MM_{101}$ | $r_{j - 1}$ | $r_j$ | $r_{j + 1}$ |

Now we are at the position to state the main theorem of the stability parameter $\tau$.

**Theorem 1.** The mesh-dependence stability parameter $\tau$ that appears in the formulations (34) and (35) is of the following form

\[
\tau := \tau_j \approx \frac{9}{35} h_{j + 1} \left( \frac{h_{j + 1} - h_j}{h_{j + 1} + h_j} \right).
\]

Before proceeding, we introduce the following notations to ease handling the proof.

\[
\begin{align*}
c_1 &= - \frac{(h_{j + 1} + h_j)}{2c}, \\
c_2 &= - \frac{9}{70} (h_{j + 1} - h_j), \\
c_3 &= \frac{9}{70} \frac{\kappa}{x_j} h_{j + 1} (h_{j + 1} - h_j) - \kappa s_{j - 1} (h_{j + 1} - h_j) - \frac{Z}{2cx_j} (h_{j + 1} + h_j) \tau_j + \frac{Z}{c} (r_{j + 1} h_{j + 1} + \\
&\quad - r_{j - 1} h_j) \tau_j, \\
c_4 &= \frac{6c}{5} \frac{(h_{j + 1} - h_j)}{h_{j + 1} h_j} + \frac{m^2 c^3}{2} (h_{j + 1} + h_j) + \frac{1}{x_j} \left( \frac{Z^2}{c} - c \kappa^2 \right) (r_{j + 1} h_{j + 1} - r_{j - 1} h_j), \\
c_5 &= - \frac{mcZ}{2x_j} (h_{j + 1} + h_j) - mcZ (r_{j + 1} h_{j + 1} - r_{j - 1} h_j) + \frac{6c}{5} \frac{1}{x_j} \frac{h_{j + 1}}{h_{j + 1} - h_j} + ck (r_{j + 1} + \\
&\quad + r_j + r_{j + 1}), \\
c_6 &= \frac{mc^2}{70} (h_{j + 1} - h_j), \\
c_7 &= -Z (2s_{j - 1} + s_j) + mc^2 \kappa s_{j - 1} (h_{j + 1} - h_j) + \frac{Z}{2x_j} (h_{j + 1} + h_j) - \frac{9}{70} \frac{mc^2 \kappa}{x_j} h_{j + 1} (h_{j + 1} - h_j), \\
c_8 &= - \frac{9}{70c} h_{j + 1} (h_{j + 1} - h_j).
\end{align*}
\]
\[ c_9 = -\frac{6}{5} \frac{1}{h_{j+1} - h_j} \tau_j. \]

\[ c_{10} = \frac{\kappa}{2x_j} (h_{j+1} + h_j) \tau_j - \frac{Zs_{j-1}}{c} (h_{j+1} - h_j) + \kappa (r_{j+1}h_{j+1} - r_{j-1}h_j) \tau_j - \frac{9}{70} \frac{Z}{cx_j} h_{j+1}(h_{j+1} + h_j). \]

\[ c_{11} = -\frac{6mc^2}{5} \frac{1}{h_{j+1} - h_j}. \]

\[ c_{12} = -\frac{6}{5} \frac{Z}{x_j} h_{j+1}(h_{j+1} - h_j) + mc^2 \kappa (r_{j+1}h_{j+1} - r_{j-1}h_j) - Z(r_{j-1} + r_j + r_{j+1}) + \frac{\kappa mc^2}{2x_j} (h_{j+1} + h_j). \]

\[ c_{13} = \frac{9}{70} mc^3 h_{j+1}(h_{j+1} - h_j) + \frac{\kappa^2 s_{j-1}}{x_j} (h_{j+1} - h_j). \]

\[ c_{14} = \frac{9}{70} mcZ x_j h_{j+1}(h_{j+1} - h_j) + c\kappa(2s_{j-1} + s_j) - \frac{\kappa}{2x_j} (h_{j+1} + h_j). \]

\[ c_{15} = -\frac{Zs_{j-1}}{c} (mc^2 + \frac{Z}{x_j})(h_{j+1} - h_j). \]

\[ c_{16} = -\frac{Zs_{j-1}}{c} (mc^2 - \frac{Z}{x_j})(h_{j+1} - h_j). \]

The following lemma provides the behavior of the eigenvalues in the vicinity of \( x \) at infinity.

**Lemma 3.** Define the operator

\[ \mathcal{T} = \left( \begin{array}{ll} mc^2 & -cD_x \\ cD_x & -mc^2 \end{array} \right) . \]

Then for the radial Coulomb-Dirac equation

\[ \left( \mathcal{T} + \left( \begin{array}{ll} V(x) & c_d^2 \\ c_d^2 & V(x) \end{array} \right) \right) \left( \begin{array}{l} f(x) \\ g(x) \end{array} \right) = \lambda \left( \begin{array}{l} f(x) \\ g(x) \end{array} \right) , \]

the only accumulation point of the eigenvalues \( \lambda \) is \( mc^2 \).

**Proof.** See [9]. \( \Box \)

We now give the proof of the main theorem.

**Proof.** Consider the weak formulations (34) and (35), rewrite both of them as the following matrix-system

\[ (mc^2 - \lambda) MM_{0000} \zeta - c MM_{010} \xi + c \kappa MM_{001} \xi - Z MM_{0001} \zeta + c \tau MM_{110} \zeta + c \kappa \tau MM_{101} \zeta - (mc^2 + \lambda) \tau MM_{100} \zeta = 0 \]

and

\[ (mc^2 - \lambda) \tau MM_{100} \zeta - c \tau MM_{110} \xi + c \kappa \tau MM_{101} \xi - Z \tau MM_{101} \zeta + c MM_{010} \zeta + c \kappa MM_{001} \xi - (mc^2 + \lambda) MM_{000} \zeta - Z MM_{0001} \xi = 0 . \]
Where \( \zeta = (\zeta_1, \ldots, \zeta_{j-1}, \zeta_j, \zeta_{j+1}, \ldots, \zeta_n, \zeta'_{j-1}, \zeta'_j, \zeta'_{j+1}, \ldots, \zeta'_n) \) and \( \xi = (\xi_1, \ldots, \xi_{j-1}, \xi_j, \xi_{j+1}, \ldots, \xi_n, \xi'_{j-1}, \xi'_j, \xi'_{j+1}, \ldots, \xi'_n) \). To get \( \tau \) locally, that is \( \tau_j \), for each subelement of the mesh, we consider the above equations for arbitrary \( j \) cell. Employing Remark 2 and Remark 3 together with Lemma 2 we end up with

\[
\begin{align*}
(41) \quad & \left( mc^2 - \lambda \right) \left( \frac{9}{70} h_{j+1} \zeta_j - \frac{13}{35} (h_{j+1} + h_j) \zeta_j + \frac{9}{70} h_{j+1} \zeta_{j+1} \right) - c \left( -\frac{1}{2} \xi_{j-1} + \frac{1}{2} \xi_{j+1} \right) + \\
& + c \kappa \left( s_j - 1 \right) \zeta_j - s_j \zeta_j + s_j - 1 \zeta_{j+1} \right) - Z \left( s_j - 1 \zeta_{j-1} + s_j \zeta_j + s_j - 1 \zeta_{j+1} \right) + \\
& + \tau_j c \left( \frac{6}{5} h_{j+1} \zeta_j + 6 \frac{h_j}{h_{j+1}} \zeta_j - \frac{6}{5} h_{j+1} \zeta_{j+1} \right) + \tau_j c \left( r_j - 1 \zeta_j - 1 + r_j \zeta_j + r_j + 1 \zeta_{j+1} \right) + \\
& - \tau_j \left( mc^2 + \lambda \right) \left( \frac{1}{2} \zeta_j - 1 + \frac{1}{2} \zeta_{j+1} \right) - \tau_j Z \left( r_j - 1 \zeta_j - 1 + r_j \zeta_j + r_j + 1 \zeta_{j+1} \right) = 0
\end{align*}
\]

and

\[
\begin{align*}
(42) \quad & \tau_j \left( mc^2 - \lambda \right) \left( \frac{1}{2} \zeta_j - 1 + \frac{1}{2} \zeta_{j+1} \right) - \tau_j c \left( \frac{6}{5} h_{j+1} \zeta_j - \frac{6}{5} h_{j+1} \zeta_{j+1} \right) + \\
& + \tau_j c \kappa \left( r_j - 1 \zeta_j - 1 + r_j \zeta_j + r_j + 1 \zeta_{j+1} \right) - \tau_j Z \left( r_j - 1 \zeta_j - 1 + r_j \zeta_j + r_j + 1 \zeta_{j+1} \right) + c \left( -\frac{1}{2} \xi_{j-1} + \frac{1}{2} \xi_{j+1} \right) + \\
& + c \kappa \left( s_j - 1 \zeta_j - 1 + s_j \zeta_j + s_j - 1 \zeta_{j+1} \right) - \left( mc^2 + \lambda \right) \left( \frac{9}{70} h_{j+1} \zeta_j + \frac{13}{35} (h_{j+1} + h_j) \zeta_j + \\
& + \frac{9}{70} h_{j+1} \zeta_{j+1} \right) - Z \left( s_j - 1 \zeta_{j-1} + s_j \zeta_j + s_j - 1 \zeta_{j+1} \right) = 0
\end{align*}
\]

Using Lemma 1 (to substitute the nodal values \( \zeta_{j-1}, \zeta_{j+1}, \xi_{j-1}, \) and \( \xi_{j+1} \)), the equations above are written as

\[
\begin{align*}
(43) \quad & \left( \frac{c}{2} + c \kappa s_j - 1 \right) \left( mc^2 + \lambda \right) \tau_j - Z \tau_j \tau_j \left( \left( 1 - \frac{h_j}{x_j} \right) \zeta_j + \left( -\frac{h_j}{c} (mc^2 - x_j) + \frac{h_j}{c} \lambda \right) \zeta_j \right) + \\
& + \left( \frac{13}{35} (h_{j+1} + h_j) (mc^2 - \lambda) - Z s_j + \frac{6c}{5} h_{j+1} + h_j \tau_j \right) \left( \zeta_j \right) + \left( c \kappa s_j - Z \tau_j \tau_j \right) \left( \zeta_j \right) + \\
& + \left( - \frac{c}{2} + c \kappa s_j - 1 \right) \left( mc^2 + \lambda \right) \tau_j - Z \tau_j \tau_j \left( \left( 1 + \frac{h_j}{x_j} \right) \zeta_j + \left( \frac{h_j}{c} (mc^2 - x_j) - \frac{h_j}{c} \lambda \right) \zeta_j \right) + \\
& + \left( \frac{9}{70} h_{j+1} (mc^2 - \lambda) - Z s_j - 1 - \frac{6c}{5} h_{j+1} \tau_j + c \kappa r_j - 1 \tau_j \right) \left( \left( 1 + \frac{h_j}{x_j} \right) \zeta_j + \left( \frac{h_j}{c} (mc^2 - x_j) + \\
& - \frac{h_j}{c} \lambda \right) \zeta_j \right) + \left( \frac{9}{70} h_{j+1} (mc^2 - \lambda) - Z s_j - 1 - \frac{6c}{5} h_{j+1} \tau_j + c \kappa r_j - 1 \tau_j \right) \left( \left( 1 - \frac{h_j}{x_j} \right) \zeta_j + \\
& + \left( - \frac{h_j}{c} (mc^2 - x_j) + \frac{h_j}{c} \lambda \right) \zeta_j \right) = 0
\end{align*}
\]
and
\begin{equation}
\left( -\frac{c}{2} + c k s_{j-1} + \frac{1}{2} (m c^2 - \lambda) \tau_j - Z r_{j-1} \tau_j \right) \left( 1 + \frac{h_j k}{x_j} \right) \zeta_j + \left( \frac{h_j}{c} \left( m c^2 - \frac{Z}{x_j} \right) - \frac{h_j}{c} \lambda \right) \zeta_j + \left( -\frac{13}{35} (h_{j+1} + h_j) (m c^2 + \lambda) - Z s_j - \frac{6 c}{5} (h_{j+1} + h_j) \right) \tau_j + c k r_j \tau_j \right) \left( 1 - \frac{h_{j+1} k}{x_j} \right) \zeta_j + \left( -\frac{h_{j+1}}{c} \left( m c^2 - \frac{Z}{x_j} \right) \right) + \frac{h_{j+1}}{c} \lambda \zeta_j + \left( -\frac{9}{70} h_{j+1} \left( m c^2 + \lambda \right) - Z s_j - \frac{6 c}{5} \right) \tau_j + c k r_{j+1} \tau_j \right) \left( 1 + \frac{h_{j+1} k}{x_j} \right) \zeta_j + \left( -\frac{6 c}{5} \tau_j + \frac{1}{c} \right) \left( m c^2 + \lambda \right) \right) \zeta_j = 0.
\end{equation}

Rewriting (43) and (44) by collecting the terms of \( \zeta_j \) and of \( \xi_j \) respectively gives
\begin{equation}
\left[ \left( \frac{9}{70} h_{j+1} (m c^2 - \lambda) - Z s_j - \frac{6 c}{5} \right) \tau_j + \frac{k r_j}{x_j} \right] \left( 2 + \frac{k \tau_j}{x_j} \right) \left( h_j - h_{j+1} \right) + c k \left( r_{j-1} + r_j + \tau_j + h_{j+1} \right) + \frac{k r_{j-1}}{x_j} \tau_j - \frac{k r_{j+1}}{x_j} \tau_j + \left( m c^2 + \lambda \right) \right) \zeta_j + \left( \frac{Z}{x_j} - \frac{Z r_{j-1}}{c} \right) \zeta_j + \left( \frac{Z}{x_j} - \frac{Z r_{j+1}}{c} \right) \left( h_j - h_{j+1} \right)
\end{equation}
and
\begin{equation}
\left[ -Z \left( r_{j-1} + r_j + r_{j+1} \right) \tau_j + c k \left( 2 s_{j-1} + s_j \right) + \frac{k}{2 x_j} \left( m c^2 - \lambda \right) \left( h_{j+1} + h_j \right) \tau_j - \frac{c k}{2 x_j} \left( h_j + h_{j+1} \right) \right] + \frac{k^2 s_{j-1}}{x_j} \left( h_j - h_{j+1} \right) - \frac{Z r_{j-1}}{x_j} \left( h_j \tau_j + \frac{Z r_{j+1}}{x_j} h_{j+1} \right) + \left( m c^2 - \frac{Z}{x_j} \right) \left( \frac{9}{70} c h_{j+1} h_j \left( m c^2 + \lambda \right) + \frac{Z s_j}{c} h_j \right) \right) \zeta_j + \left( \frac{Z s_j}{c} h_j \right) \left( h_j - h_{j+1} \right) - \frac{k r_{j-1}}{x_j} \tau_j - \frac{k r_{j+1}}{x_j} \tau_j + \left( -\frac{9}{70} c h_{j+1} h_j \right) \left( 2 + \frac{k}{x_j} \right) \left( h_j + h_{j+1} \right)
\end{equation}
\[
\cdots + \left( mc^2 + \frac{Z}{x} + \lambda \right) \left( h_j - \kappa s_{j-1} h_j - \frac{h_j}{2c} (mc^2 - \lambda) \tau_j + \frac{Z\tau_{j-1}}{c} h_j \tau_j + \frac{h_{j+1}}{2} + \frac{\kappa s_{j-1} h_{j+1}}{2c} (mc^2 - \lambda) \tau_j - \frac{Z\tau_{j+1}}{c} h_{j+1} \tau_j \right) \xi_j = 0.
\]

Gathering the factors of \( \lambda^2, \lambda, \tau_j, \) and the free terms in each equation for \( \xi_j \) and \( \xi_j \) respectively, and using the defined above notations \( c_j \)'s, one can simplify (45) and (46) as follow

\[
(47) \quad \left[ c_1\tau_j \lambda^2 + (c_2 + c_3) \lambda + (c_4 + c_5) \tau_j + (c_6 + c_7) \right] \xi_j + \left[ c_8 \lambda^2 + (c_9 + c_{10}) \lambda + (c_{11} + c_{12}) \tau_j + (c_{13} + c_{14} + c_{15}) \right] \xi_j = 0
\]

and

\[
(48) \quad \left[ -c_8 \lambda^2 + (c_9 - c_{10}) \lambda + (-c_{11} + c_{12}) \tau_j + (-c_{13} + c_{14} + c_{16}) \right] \xi_j + \left[ -c_1 \tau_j \lambda^2 + (c_2 - c_3) \lambda + (-c_4 + c_5) \tau_j + (-c_6 + c_7) \right] \xi_j = 0.
\]

We consider the case where major part of the difficulty of solving the radial Dirac operators comes in. The above formulation is reduced to the operator \( T \) given in Lemma 3, the limit equation at infinity. One can understand the issue as the derived \( \tau_j \) should guarantee the stability of the computations in the entire domain, particularly for large \( x \), which is the operator \( T \) in one hand, and to consider the dominant part of the operator which causes the instability in the computations in the other. These motivations allow to consider (47) and (48) in the limit case

\[
(49) \quad \left[ -\frac{(h_{j+1} + h_j)}{2c} \tau_j \lambda^2 - \frac{9}{70} (h_{j+1} - h_j) \lambda + \left( \frac{6c}{5} (h_{j+1} - h_j) \right) \tau_j + \frac{m^2 c^3}{5} (h_{j+1} + h_j) \lambda \right. \\
\left. + \frac{1}{5} \frac{m^2 c^3}{h_{j+1}} (h_{j+1} - h_j) \tau_j + \frac{9}{70} m^2 c^3 (h_{j+1} - h_j) \right] \xi_j = 0
\]

and

\[
(50) \quad \left[ \frac{9}{70} h_{j+1} (h_{j+1} - h_j) \lambda^2 - \frac{6}{5} \frac{1}{h_{j+1}} (h_{j+1} - h_j) \tau_j \lambda + \frac{6m^2 c}{5} \frac{1}{h_{j+1}} (h_{j+1} - h_j) \tau_j \\
- \frac{9}{70} m^2 c^3 h_{j+1} (h_{j+1} - h_j) \right] \xi_j + \left[ \frac{(h_{j+1} + h_j)}{2c} \tau_j \lambda^2 - \frac{9}{70} (h_{j+1} - h_j) \lambda + \left( \frac{6c}{5} (h_{j+1} - h_j) \right) \\
\left. - \frac{m^2 c^3}{2} (h_{j+1} + h_j) \right] \tau_j - \frac{9}{70} m^2 c^3 (h_{j+1} - h_j) \right] \xi_j = 0.
\]

Let \( m = 1 \), and define \( \nabla_j = \frac{(h_{j+1} + h_j)}{(h_{j+1} - h_j)} \) and \( \rho = -9/70 \). Divide (49) and (50) by the quantity \( h_{j+1} - h_j \) (\( \neq 0 \) for non-uniform mesh). In the vicinity of \( c \) at infinity one gets the following dominant equations

\[
(51) \quad [\rho \lambda - a_j] \xi_j + [d_j \lambda - b_j] \xi_j = 0
\]

and

\[
(52) \quad [d_j \lambda + b_j] \xi_j + [\rho \lambda + a_j] \xi_j = 0,
\]
where 
\[ a_j = -\left( \frac{6c^4}{5} \frac{1}{h_{j+1} h_j} + \frac{3}{2} \nabla_j \right) \tau_j + \rho c^2, \]
\[ b_j = \frac{6c^2}{5} \frac{1}{h_{j+1}} \tau_j - \frac{3}{10} h_{j+1}, \text{ and } d_j = -\frac{8}{9} \frac{1}{h_{j+1}} \tau_j. \]

Equations (51) and (52) can be written as
\[ \begin{pmatrix} \rho \lambda - a_j & d_j \lambda - b_j \\ d_j \lambda + b_j & \rho \lambda + a_j \end{pmatrix} \begin{pmatrix} \zeta_j \\ \xi_j \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \]

Since \( \zeta_j \) and \( \xi_j \) are not identically zero for all \( j \), then
\[ \begin{vmatrix} \rho \lambda - a_j & d_j \lambda - b_j \\ d_j \lambda + b_j & \rho \lambda + a_j \end{vmatrix} = 0, \]
which gives
\[ \lambda_{1,2} = \pm \sqrt{\frac{a_j^2 - b_j^2}{\rho^2 - d_j^2}}. \]

Since \( c^2 \) is the accumulation eigenvalue (Lemma 3, with \( m = 1 \)) we will only consider the positive part of \( \lambda \) above named as \( \lambda_1 \). Now we would like to have 
\[ |\lambda_1 - c^2| = 0 \]
\[ \iff \left( \frac{a_j^2 - b_j^2}{c^2} \right) = \rho^2 - d_j^2 \]
\[ \iff c^4 (\rho^2 - \frac{36}{25} h_{j+1} \nabla_j \tau_j^2) = \frac{36c^8}{25} \frac{1}{h_{j+1} h_j} \tau_j^2 + \frac{c^6}{4} \nabla_j \tau_j^2 + \frac{6c^6}{5} \frac{1}{h_{j+1} h_j} \nabla_j \tau_j + \frac{12c^8}{5} \frac{1}{h_{j+1} h_j} \rho \tau_j - \rho c^5 \nabla_j \tau_j - \frac{36c^6}{25} \frac{1}{h_{j+1}} \tau_j^2 + \rho^2 c^4 + \frac{54c^5}{175} \tau_j - \frac{81c^6}{4900} h_{j+1}^2, \]
keeping in mind the \( c \) limit at infinity, the above formulation gives
\[ \frac{1}{4} \nabla_j^2 \tau_j^2 - \frac{81}{4900} h_{j+1}^2 = 0. \]

The desired result is then obtained straightforward after substituting the value of \( \nabla_j \) as defined before, and this ends the proof.

The derived \( \tau \) provides complete cleaning of spectrum pollution for both categories. Also it is notable that the expression of \( \tau \) treats the difficulty of the wave transferring between any two adjacent unbalanced mesh steps. The size of \( \tau \) is proportional to the mesh size, i.e since we are dealing with exponentially distributed nodal points, \( \tau \) has small size near the singularity \( x = 0 \) due to the small mesh size, where it takes relatively large values in the region away from the origin which is dominated by coarse mesh.

Tables 7, 8, and 9 show the first computed energies for the electron in the Hydrogen-like Magnesium ion for both point and extended nucleus with \( \kappa = |2| \). Table 7 shows the computed eigenvalues using the usual Galerkin formulation with linear basis functions. The number of interior nodal points used is 400. Table 8 shows the same computations using the stability scheme. Table 9 represents the computed energies for extended nucleus using uniformly distributed charge with interior nodal points 397, where 16 nodal points are considered in the domain \([0, R]\) (\( R \) is the radius of the nucleus).
Table 7. The first computed eigenvalues for the electron in the Hydrogen-like Magnesium ion using usual FEM with linear basis functions for point nucleus.

| Level | $\kappa = 2$ | $\kappa = -2$ | Rel. Form. $\kappa = -2$ |
|-------|-------------|---------------|--------------------------|
| 1     | -18.0086349982 | -18.0086349982 | -18.0086349982          |
| 2     | -8.00511829944 | -8.00511829944 | -8.00511739963          |
| 3     | -4.50270135222 | -4.50270135225 | -4.50269856638          |
| ⇒     | -2.88546212211 | -2.88546212205 | Spurious Eigenvalue      |
| 4     | -2.88155295096 | -2.88155295095 | -2.88154739168          |
| 5     | -2.00096852250 | -2.00096852249 | -2.00095939879          |
| 6     | -1.47003410346 | -1.47003410350 | -1.47002066823          |
| ⇒     | -1.13034880166 | -1.13034880167 | Spurious Eigenvalue      |
| 7     | -1.12545691681 | -1.12545691683 | -1.12543844140          |
| 8     | -8.89228944495 | -8.89228944484 | -8.89204706429          |
| 9     | -7.20265553198 | -7.20265553187 | -7.20234829539          |
| ⇒     | -6.60492562625 | -6.60492562622 | Spurious Eigenvalue      |
| 10    | -5.95258516248 | -5.95258516277 | -5.95220579682          |
| 11    | -5.00185771976 | -5.00185772005 | -5.00139887884          |
| 12    | -4.26201311278 | -4.26201311300 | -4.26146735771          |

Table 8. The first computed eigenvalues for the electron in the Hydrogen-like Magnesium ion using the stability scheme for point nucleus.

| Level | $\kappa = 2$ | $\kappa = -2$ | Rel. Form. $\kappa = -2$ |
|-------|-------------|---------------|--------------------------|
| 1     | -18.0086349985 | -18.0086349982 | -18.0086349982          |
| 2     | -8.00511739978 | -8.00511740020 | -8.00511739963          |
| 3     | -4.50269856669 | -4.50269856719 | -4.50269856638          |
| 4     | -2.88154739219 | -2.88154739270 | -2.88154739168          |
| 5     | -2.00095939948 | -2.00095939991 | -2.00095939879          |
| 6     | -1.47002066888 | -1.47002066924 | -1.47002066823          |
| 7     | -1.12543844140 | -1.12543844201 | -1.12543844140          |
| 8     | -8.89204706429 | -8.89204706109 | -8.89204706429          |
| 9     | -7.20234829539 | -7.20234829768 | -7.20234829539          |
| 10    | -5.95220579682 | -5.95220575531 | -5.95220579682          |
| 11    | -5.00139887884 | -5.00139880357 | -5.00139887884          |
| 12    | -4.26146735771 | -4.26146723650 | -4.26146735771          |
| 13    | -3.67436807839 | -3.67436807839 | -3.67436826403          |
| 14    | -3.20073498169 | -3.20073498169 | -3.20073665658          |
| 15    | -2.81293164731 | -2.81293164731 | -2.81311119433          |

To study the convergence property of the derived scheme, we compare the approximated eigenvalues of the electron in the Hydrogen-like Magnesium ion for point nucleus using the usual FEM as in Table 7, to those values obtained by the stability scheme as in Table 8. Ignoring the presence of the spurious values, one notes that the relative error in the approximation of the first 12 genuine eigenvalues using FEM is nearly $10^{-4}$. Whereas the relative error for the
Table 9. The first computed eigenvalues for the electron in the Hydrogen-like Magnesium ion using the stability scheme for extended nucleus.

| Level | $\kappa = 2$  | $\kappa = -2$  | Rel. Form. $\kappa = -2$ |
|-------|---------------|---------------|--------------------------|
| 1     | -18.0086349986 | -18.0086349982 |                         |
| 2     | -8.00511739975 | -8.00511740015 | -8.00511739963           |
| 3     | -4.50269856673 | -4.50269856638 | -4.50269856638           |
| 4     | -2.88154739230 | -2.88154739279 | -2.88154739168           |
| 5     | -2.0095939956  | -2.00095940014 | -2.00095939879           |
| 6     | -1.47002066903 | -1.47002066934 | -1.47002066823           |
| 7     | -1.12543844179 | -1.12543844207 | -1.12543844140           |
| 8     | -.889204706021 | -.889204706429 |                         |
| 9     | -.720234827640 | -.720234827433 | -.720234829539           |
| 10    | -.595220575309 | -.595220574883 | -.595220579682           |
| 11    | -.500139879906 | -.500139879215 | -.500139887884           |
| 12    | -.426146722827 | -.426146721812 | -.426146735771           |
| 13    | -.367436806543 | -.367436805088 | -.367436826403           |
| 14    | -.320073514034 | -.320073492344 | -.320073665658           |
| 15    | -.281294966822 | -.281292979627 | -.281311119433           |

same group of eigenvalues using the stability scheme is not exceeding $3 \times 10^{-8}$. Thus, the speed of convergence is also enhanced.

In Table 10, we provide the approximated eigenvalues for the electron in the Hydrogen-like Uranium ion using the stability scheme. The computations are obtained for different values of the quantum number $\kappa$ for extended nucleus. The number of nodal points used is 203 (13 out of them are used to discretize the segment $[0, R]$).

Conclusion.

Our computations indicate that the SUPG scheme applied to solve the radial Dirac eigenvalue problem is stable in the sense of complete elimination of spectrum pollution. This approach is mainly compiled of two strategies; the first is the suitable choice of the trial functional space. The second is based on varying the test function to live in another space different from that for the trial function, this strongly depends on the derived stability parameter $\tau$. The derived $\tau$ is a considerable achievement where its formula is rather easy to implement, and it yields full treatment of the spuriousity for both categories.
Table 10. The first computed eigenvalues for the electron in the Hydrogen-like Uranium ion for different energy levels using the stability scheme for extended nucleus.

| Level | $\kappa = -1$ | $\kappa = 1$ | $\kappa = -2$ | $\kappa = 2$ | $\kappa = -3$ |
|-------|---------------|---------------|---------------|---------------|---------------|
| 1     | -1853.629434  |               |               |               |               |
| 2     | -1255.9582716 | -1257.227386  |               |               |               |
| 3     | -538.66138908 | -539.03200269 |               |               |               |
| 4     | -295.0782020  | -295.2320445  |               |               |               |
| 5     | -185.3950908  | -185.4719478  |               |               |               |
| 6     | -127.04225698 | -127.0860060  |               |               |               |
| 7     | -92.40881127  | -92.43600751  |               |               |               |
| 8     | -70.20430121  | -70.2223337   |               |               |               |
| 9     | -55.12864839  | -55.14120766  |               |               |               |
| 10    | -44.43017827  | -44.4392710   |               |               |               |
| 11    | -36.56221753  | -36.57300398  |               |               |               |
| 12    | -30.61786336  | -30.62306962  |               |               |               |
| 13    | -26.01030964  | -26.0143875   |               |               |               |
| 14    | -22.36910119  | -22.3723545   |               |               |               |
| 15    | -19.44173307  | -19.44510295  |               |               |               |
| 16    | -17.0535756   | -17.05570468  |               |               |               |
| 17    | -15.07954248  | -15.0813452   |               |               |               |
| 18    | -13.42934244  | -13.4308508   |               |               |               |
| 19    | -12.03502511  | -12.0370894   |               |               |               |
| 20    | -10.84835906  | -10.8494611   |               |               |               |
| 21    | -9.82827685   | -9.82923891   |               |               |               |
| 22    | -8.94551546   | -8.94637852   |               |               |               |
| 23    | -8.17655984   | -8.17723617   |               |               |               |
| 24    | -7.50257602   | -7.50321399   |               |               |               |
| 25    | -6.90856705   | -6.90913138   |               |               |               |
| 26    | -6.38254477   | -6.38268086   |               |               |               |
| 27    | -5.91400613   | -5.91455631   |               |               |               |
| 28    | -5.49532380   | -5.49572322   |               |               |               |
| 29    | -5.11952039   | -5.11988534   |               |               |               |
| 30    | -4.78098813   | -4.78125978   |               |               |               |
| 31    | -4.47785418   | -4.47806872   |               |               |               |
| 32    | -4.19704493   | -4.19734018   |               |               |               |
| 33    | -3.94344753   | -3.94450792   |               |               |               |
| 34    | -3.71307557   | -3.71396846   |               |               |               |
| 35    | -3.50263191   | -3.50287426   |               |               |               |
| 36    | -3.30866413   | -3.30916944   |               |               |               |
| 37    | -3.13031072   | -3.13132097   |               |               |               |
| 38    | -2.96602334   | -2.96677313   |               |               |               |
| 39    | -2.81451925   | -2.81501498   |               |               |               |
| 40    | -2.67431738   | -2.67448071   |               |               |               |
| 41    | -2.54351088   | -2.54409831   |               |               |               |
| 42    | -2.42270317   | -2.42290074   |               |               |               |
| 43    | -2.30950951   | -2.31008292   |               |               |               |
| 44    | -2.20475310   | -2.20489067   |               |               |               |
| 45    | -2.10650832   | -2.10624727   |               |               |               |
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