"SET-THEORETICAL" SOLUTIONS OF THE QUANTUM YANG-BAXTER EQUATION AND A CLASS OF GARSIDE GROUPS.
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Abstract. We establish a one-to-one correspondence between structure groups of non-degenerate, involutive and braided "set-theoretical" solutions of the quantum Yang-Baxter equation and Garside groups with a certain presentation. Moreover, we show that the solution is indecomposable if and only if its structure group is a \( \Delta \)-pure Garside group.

1. Introduction

The quantum Yang-Baxter equation is an equation in the field of mathematical physics and it lies in the foundation of the theory of quantum groups. Let \( R : V \otimes V \rightarrow V \otimes V \) be a linear operator, where \( V \) is a vector space. The quantum Yang-Baxter equation is the equality \( R_{12} R_{13} R_{23} = R_{23} R_{13} R_{12} \) of linear transformations on \( V \otimes V \otimes V \), where \( R^{ij} \) means \( R \) acting on the \( i \)-th and \( j \)-th components. In this paper, we work with "set-theoretical" solutions of this equation, that is solutions for which \( V \) is a vector space spanned by a set \( X \) and \( R \) is the linear operator induced by a mapping \( X \times X \rightarrow X \times X \). The study of these was suggested by Drinfeld [9]. In [10], the authors study "set-theoretical" solutions \((X, S)\) of the quantum Yang-Baxter equation satisfying the following conditions: non-degenerate, involutive and braided. To each such solution, they associate a group called the structure group and they show that this group satisfies some properties. Our work is mostly inspired by the paper of Etingof and al. [10] and we use the same notation as their.

In this paper, we establish a one-to-one correspondence between non-degenerate, involutive and braided "set-theoretical" solutions of the quantum Yang-Baxter equation (up to isomorphism) and Garside presentations which satisfy some additional conditions (up to the \( t \)-isomorphism defined below).

The main theorem is the following:

**Theorem.** Let \((X, S)\) be a non-degenerate, involutive and braided "set-theoretical" solution of the quantum Yang-Baxter equation, where \( X \) is a finite set. Let \( G \) be the structure group corresponding to \((X, S)\).
Then $G$ is Garside.

Conversely, let $M = \text{Mon}(X \mid R)$ be a Garside monoid such that:
1) $X = \{x_1, \ldots, x_n\}$.
2) There are $n(n-1)/2$ defining relations in $R$.
3) Each side of a relation in $R$ has length 2.
4) If the word $x_ix_j$ appears in $R$, then it appears only once.

Then there exists a function $S : X \times X \to X \times X$ such that $(X, S)$ is a non-degenerate, involutive and braided “set-theoretical” solution and $G = \text{Gp}(X \mid R)$ is its structure group.

The main idea in the proof is that we can express the right and left complement on the generators in terms of the functions which define $(X, S)$. We define a tableau monoid to be a monoid $M = \text{Mon}(X \mid R)$ satisfying the conditions (1) and (3) from Theorem A. The reason of the name is that it can be presented by a table. We say that two tableau monoids $M = \text{Mon}(X \mid R)$ and $M' = \text{Mon}(X' \mid R')$ are t-isomorphic if there exists a bijection $s : X \to X'$ such that $x_ix_j = x_kx_l$ is a relation in $R$ if and only if $s(x_i)s(x_j) = s(x_k)s(x_l)$ is a relation in $R'$. Clearly, if two tableau monoids are t-isomorphic then they are isomorphic and the definition can be enlarged to groups. We show that if two non-degenerate, involutive and braided “set-theoretical” solutions are isomorphic, then their structure groups (monoids) are t-isomorphic tableau groups (monoids) and conversely t-isomorphic Garside tableau monoids (satisfying additionally the conditions (2) and (4) from Theorem A) yield isomorphic non-degenerate, involutive and braided “set-theoretical” solutions.

Let $(X, S)$ be a non-degenerate, involutive and braided “set-theoretical” solution of the quantum Yang-Baxter equation, where $X$ is a finite set. Let $G$ be the structure group corresponding to $(X, S)$.

We show that:

**Theorem.** $B$ $(X, S)$ is indecomposable if and only if $G$ is Garside $\Delta$-pure.

**Theorem.** $C$ (i) The right least common multiple of the generators is a Garside element. That means that $G$ is Garside in the sense of [8].

(ii) The (co)homological dimension of the structure group $G$ is bounded by the cardinal of $X$.

The paper is organized as follows: In section 2, we give some preliminaries on “set-theoretical” solutions and in section 3 we give preliminaries on Garside monoids and $\Delta$-pure Garside monoids. In section 4, we show that the structure group $G$ of a non-degenerate, involutive and braided “set-theoretical” solution is Garside, using the criteria developed by Dehornoy in [3]. This implies that $G$ is torsion-free from [5] and biautomatic from [3]. In section 5, we show that
the right least common multiple of the generators is a Garside element. That means that \( G \) is Garside in the sense of [8]. In section 6, we show that the (co)homological dimension of the structure group \( G \) of a non-degenerate, involutive and braided “set-theoretical” solution is bounded by the cardinal of \( X \). In section 7, we show that a non-degenerate, involutive and braided “set-theoretical” solution is indecomposable if and only if its structure group is Garside \( \Delta \)-pure, using the terminology of Picantin in [15]. In section 8, we define a tableau monoid (group) to be a monoid (group) such that the relations are quadratic, it can be presented by a table. We establish the converse implication, that is a Garside tableau monoid satisfying some additional conditions defines a non-degenerate, involutive and braided “set-theoretical” solution of the quantum Yang-Baxter equation. In section 9, we consider the special case of permutation solutions that are not involutive and we show that their structure group is Garside. We could not enlarge this result to general solutions. In section 10, we calculate the Garside element for permutation solutions. The last section is an appendix which contains the proof of the right cancellativity of the monoid with the same presentation as the structure group of a non-degenerate, involutive and braided “set-theoretical” solution of the quantum Yang-Baxter equation.

We remark that independently, using different methods, in [13], the authors define monoids and groups of left and right I-type and they show that they yield solutions to the quantum Yang-Baxter equation. They show also that a monoid of left I-type is cancellative and has a group of fractions that is torsion-free and Abelian-by-finite. In [14], the authors extend the results of [13] and establish a correspondence between groups of I-type and the structure group \( G \) of a non-degenerate, involutive and braided “set-theoretical” solution. They also remark that the defining presentation of a monoid of I-type satisfies the right cube condition, as defined by Dehornoy in [6, Prop.4.4]. Using our result, this makes a correspondence between groups of I-type and the class of Garside groups studied in this paper. Gateva-Ivanova shows in [12] that the monoid corresponding to a square-free, non-degenerate, involutive and braided “set-theoretical” solution has a structure of distributive lattice with respect to left and right divisibility and that the left least common multiple of the generators is equal to their right least common multiple and she calls this element the principal monomial.
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2. The structure group corresponding to a 
“set-theoretical” solution

All the definitions and results in this section are from [10].

2.1. Definitions.

**Definition 2.1.** Let \( X \) be a non-empty set and \( S : X^2 \to X^2 \) be a bijection. We will denote the components of \( S \) by \( S_1 \) and \( S_2 \) (i.e. \( S(x, y) = (S_1(x, y), S_2(x, y)) \)); they are binary operations on \( X \). For positive integers \( i < n \) let the map \( S^{i+1} : X^n \to X^n \) be defined by \( S^{i+1} = id_{X^{i-1}} \times S \times id_{X^{n-i-1}} \).

(i) A pair \((X, S)\) is called nondegenerate if the maps \( X \to X \) defined by \( x \mapsto S_2(x, y) \) and \( x \mapsto S_1(z, x) \) are bijections for any fixed \( y, z \in X \).

(ii) A pair \((X, S)\) is called braided if \( S \) satisfies the braid relation \( S^{12}S^{23}S^{12} = S^{23}S^{12}S^{23} \). (iii) A pair \((X, S)\) is called involutive if \( S^2 = id_X \), that is \( S_2(x, y) = (x, y) \) for all \( x, y \in X \). A braided set which is involutive is called a symmetric set.

(iii) Pairs \((X, S)\) and \((X', S')\) are said to be isomorphic if there exists a bijection \( \phi : X \to X' \) which maps \( S \) to \( S' \), that is \( S'(\phi(x), \phi(y)) = (\phi(S_1(x, y)), \phi(S_2(x, y))) \).

Let \( \alpha : X \times X \to X \times X \) be the permutation map, defined by \( \alpha(x, y) = (y, x) \). Let \( R = \alpha \circ S \). The map \( R \) is called the \( R \)-matrix corresponding to \( S \).

**Proposition 2.2.** [10, Prop.1.2] (i) \((X, S)\) is a braided set if and only if \( R \) satisfies the quantum Yang-Baxter equation \( R^{12}R^{13}R^{23} = R^{23}R^{12}R^{13} \), where \( R^{ij} \) means acting on the \( i \)th and \( j \)th components.

(ii) \((X, S)\) is a symmetric set if and only if in addition \( R \) satisfies the unitary condition \( R^{21}R = 1 \).

**Example:** Let \( X \) be a set and let \( S : X^2 \to X^2 \) be the mapping \( S(x, y) = (y, x) \). Then \((X, S)\) is a nondegenerate symmetric set which is called the trivial solution.

**Another example:** the permutation solution (Lyubashenko)

If \( S(x, y) = (g(y), f(x)) \), where \( f, g : X \to X \) then \((X, S)\) is nondegenerate iff \( f, g \) are bijective; \((X, S)\) is braided iff \( fg = gf \); \((X, S)\) is involutive iff \( g = f^{-1} \). In the last case \((X, S)\) is called a permutation solution. Two permutation solutions are isomorphic if and only if the corresponding permutations are conjugate.

The notation introduced in [10] is as follows: Let \( X \) be a finite set and let \( S \) be defined in the following way: \( S(x, y) = (g_x(y), f_y(x)) \). Here, if \( X = \{x_1, ..., x_n\} \) is a finite set and \( y = x_i \) for some \( 1 \leq i \leq n \), then we write sometimes \( f_i, g_i \) instead of \( f_y, g_y \) and we use the following notation for \( S \): \( S(i, j) = (g_i(j), f_j(i)) \).
The following claim is Proposition 1.6 from [10] with some additions which are implicit from the proof of the proposition, and which is adapted to our needs.

Claim 2.3. (i) $S$ is non-degenerate $\Leftrightarrow f_i$ and $g_i$ are bijective, $1 \leq i \leq n$.  
(ii) $S$ is involutive $\Leftrightarrow g_{g_i(j)}f_j(i) = i$ and $g_{f_i(j)}g_j(i) = j$, $1 \leq i, j \leq n$.  
(iii) $S$ is braided $\Leftrightarrow g_{g_i(g_j(i))}f_{g_j(i)}(j) = g_{f_i(g_j(i))}f_j(i)$ and $f_{f_j(i)}f_{g_j(j)}(i) = f_{g_j(g_i(j))}f_i(j)$, $1 \leq i, j \leq n$.

2.2. The structure group.

Definition 2.4. The structure group of $(X, S)$ is defined to be the group, $G$, generated by the elements of $X$ with defining relations $xy = tz$ when $S(x, y) = (t, z)$.

Proposition 2.5. [10, Prop.2.1] Suppose that $(X, S)$ is non-degenerate. Then $(X, S)$ is a braided set if and only if the following conditions are simultaneously satisfied:
(i) the assignment $x \mapsto f_x$ is a right action of $G$ on $X$.
(ii) the assignment $x \mapsto g_x$ is a left action of $G$ on $X$.
(iii) the linking relation $f_{g_y(x)}(g_z(x)) = g_{f_y(x)}(f_z(x))$ holds.

Proposition 2.6. [10, Prop.2.2] Suppose that $(X, S)$ is non-degenerate, involutive and braided. Define the map $T : X \to X$ by the formula $T(y) = f_{y^{-1}}(y)$. Then
(i) $Tg_y = f_{y^{-1}}T$
(ii) $T$ is invertible and $T^{-1}(y) = g_{y^{-1}}(y)$.

Definition 2.7. [10, Defn.2.5] (a) A subset $Y$ of a non-degenerate and symmetric set $X$ is said to be an invariant subset if $S(Y \times Y) \subseteq Y \times Y$.  
(b) An invariant subset $Y$ is said to be non-degenerate if $(Y, S|_{Y \times Y})$ is a non-degenerate and symmetric set.  
(c) A non-degenerate and symmetric set $(X, S)$ is said to be decomposable if it is a union of two nonempty disjoint non-degenerate invariant subsets. Otherwise, $(X, S)$ is said to be indecomposable.

Remark 2.8. [10] If $X$ is finite, then any invariant subset $Y$ of $X$ is non-degenerate.

Proposition 2.9. [10, Prop.2.11] A non-degenerate and symmetric set $(X, S)$ is indecomposable if and only if $G$ acts transitively on $X$.

Proposition 2.10. [10, Prop.2.15] If $(X, S)$ is a union of non-degenerate invariant subsets $Y$ and $Z$, then the map $S$ defines bijections $Y \times Z \to Z \times Y$ and $Z \times Y \to Y \times Z$. 


3. Garside monoids and groups

All the definitions and results in the first two subsections are taken from [3, 4] and in the third subsection also from [15].

3.1. Definitions.

Definition 3.1. Let $M$ be a monoid and let $x, y$ be elements in $M$. Call $x$ a left divisor of $z$ if there is an element $t$ in $M$ such that $z = xt$. Call $x$ a proper left divisor of $z$ if in addition $t \neq 1$.

Definition 3.2. Let $M$ be a monoid and let $x, y$ be elements in $M$. Say that $z$ is a right least common multiple (right lcm) of $x$ and $y$ if:
1. $x$ and $y$ are left divisors of $z$
2. if there is an element $w$ in $M$ such that $x$ and $y$ are left divisors of $w$, then $z$ is left divisor of $w$. The notation is $z = x \lor y$.

The complement at right of $y$ on $x$ is defined to be an element $c \in M$ such that $x \lor y = xc$. Notation: $c = x \setminus y$. By definition, $x \lor y = x(x \setminus y)$.

Definition 3.3. Let $M$ be a monoid and let $z, w$ be elements in $M$. Say that $u$ is a left greatest common divisor (left gcd) of $x$ and $y$ if:
1. $x$ is a left divisor of $z$ and $w$.
2. if there is an element $v$ in $M$ such that $v$ is a left divisor of $z$ and $w$, then $v$ is a left divisor of $x$. The notation is $x = z \land w$.

The left lcm and the right gcd of two elements are defined in a symmetric way. If the element $x$ of $M$ is the equivalence class of the word $w$, we say that $w$ represents $x$.

Definition 3.4. Let $M$ be a monoid and let $x$ be an element in $M$.
(i) Call $x$ an atom if $x$ is not equal to 1 and $x = yz$ implies that $y = 1$ or $z = 1$.
(ii) The norm $\| x \|$ of $x$ is defined to be the supremum of the lengths of the decompositions of $x$ as a product of atoms.
(iii) The monoid $M$ is atomic if $M$ is generated by its atoms and for every $x$ in $M$ the norm of $x$ is finite.

Example: Let $M$ be the monoid presented by $M = \langle a, b \mid aba = baab \rangle$. The word $abaa$ has infinite norm since it holds that $abaa = baaba = babaab = \ldots$, so $M$ is not atomic.

Basic Facts
(a) If all the relations in $M$ are length preserving, then each element $x$ of $M$ has a finite norm, since all the words which represent $x$ have the same length. So, $M$ is atomic.
(b) If $M$ is atomic then it holds that $\| x \| \geq 1$ for $x \neq 1$ and $\| xy \| \geq\|
$x \parallel + \parallel y \parallel$ for every $x, y$ in $M$.
(c) If $M$ is atomic then 1 is the unique invertible element (from (b)).

**Definition 3.5.** Let $M$ be a monoid.
(a) $M$ is said to be **Gaussian** if $M$ is atomic, left and right cancellative, and if any two elements in $M$ have a left and right gcd and a left and right lcm.
(b) Let $\Delta \in M$. Then $\Delta$ is a **Garside element** if the left divisors of $\Delta$ are the same as the right divisors, there is a finite number of them and they generate $M$.
(c) A Gaussian monoid $M$ is said to be **Garside** if $M$ contains a Garside element.
(d) A group $G$ is said to be a **Gaussian group** (respectively a **Garside group**) if there exists a Gaussian monoid $M$ (respectively a Garside monoid) such that $G$ is the fraction group of $M$. Clearly, if $G$ is Garside, then $G$ is Gaussian.

A Gaussian monoid satisfies both left and right Ore’s conditions, so it embeds in its group of fractions (see [2]).

**Example** Braid groups [11] and Arting groups of finite type are Garside groups.

**Definition 3.6.** [3, Defn.1.6] Let $M$ be a monoid. $M$ satisfies the condition:
− $(C_0)$ if 1 is the unique invertible element in $M$.
− $(C_1)$ if $M$ is left cancellative.
− $(\tilde{C}_1)$ if $M$ is right cancellative.
− $(C_2)$ if any two elements in $M$ with a right common multiple admit a right lcm.
− $(C_3)$ if $M$ has a finite generating set $P$ closed under \, i.e if $x, y \in P$ then $x \setminus y \in P$.

**Theorem 3.7.** [3, Prop.2.1] A monoid $M$ is a Garside monoid if and only if $M$ satisfies the conditions $(C_0)$, $(C_1)$, $(\tilde{C}_1)$, $(C_2)$ and $(C_3)$.

3.2. Recognizing Garside monoids.

**Definition 3.8.** [3, Defn.4.2][4, p.49] Let $X$ be an alphabet and let denote by $\varepsilon$ the empty word in $X^\ast$. Let $f$ be a partial function of $X \times X$ into $X^\ast$. We say that $f$ is a **complement** on $X$ if $f(x, x) = \varepsilon$ holds for every $x$ in $X$, and $f(y, x)$ exists whenever $f(x, y)$ does.

We write “$\equiv^+$” for the congruence on $X^\ast$ generated by the pairs $(xf(x, y), yf(y, x))$ with $(x, y)$ in the domain of $f$, and we write “$\equiv^*$” for the congruence on $(X \cup X^{-1})^\ast$ generated by $\equiv^+$ together with all pairs $(x, x^{-1}, \varepsilon)$ and $(x^{-1}, x, \varepsilon)$ with $x \in X$. We define the monoid and the group associated with $f$ to be $X^\ast/\equiv^+$ and $(X \cup X^{-1})^\ast/\equiv^*$ respectively, or in other words the monoid $\text{Mon}(X \mid xf(x, y) = yf(y, x))$
and the group $G_p \langle X | x f(x, y) = y f(y, x) \rangle$ respectively (with $(x, y)$ in the domain of $f$).

**Example 1:** Let $X = \{x_1, x_2, x_3, x_4, x_5\}$ and $S(i, j) = (g_i(j), f_j(i))$.
We use the following notation: $\sigma = (1, 2, 3, 4)(5)$ means that $\sigma(1) = 2$, $\sigma(2) = 3$, $\sigma(3) = 4$, $\sigma(4) = 1$ and $\sigma(5) = 5$.

- $f_1 = g_1 = (1, 2, 3, 4)(5)$
- $f_2 = g_2 = (1, 4, 3, 2)(5)$

Assume $f_3 = g_3 = (1, 2, 3, 4)(5)$
- $f_4 = g_4 = (1, 4, 3, 2)(5)$
- $f_5 = g_5 = (1)(2)(3)(4)(5)$

Then a case by case checking shows that $(X, S)$ is a non-degenerate, involutive and braided solution.

It follows from Definition 2.4 that the following 10 relations define the corresponding structure group:

- $x_1^2 = x_2^2 = x_3^2 = x_4^2$
- $x_1 x_2 = x_3 x_4$, $x_1 x_5 = x_5 x_1$ (word reversing)

The relations which are omitted are the trivial ones, e.g. $x_1 x_4 = x_1 x_4$ and so on. We consider the monoid $M$ with the same presentation. The complement $f$ is defined totally on $X \times X$. As an example, $f(x_1, x_2) = x_1$ and $f(x_2, x_1) = x_2$ are obtained from the relation $x_1^2 = x_2^2$, since it holds that $f(x_1, x_2) = x_1 \setminus x_2$ and so on. Note that the monoid associated to $f$, $X^*/\equiv^+$, is the monoid $M$.

The complement mapping considered so far is defined on letters only. Its extension on words is called **word reversing** and is defined in the following way [4]:

If $f$ is a complement on $X$, then by definition it holds that $x f(x, y) \equiv^+ y f(y, x)$ for all $x, y \in X$ and this implies that $x^{-1} y \equiv f(x, y) f(y, x)^{-1}$. Thus, if we replace in a word a pattern (subword) of the form $x^{-1} y$ with the corresponding pattern $f(x, y) f(y, x)^{-1}$, we obtain an equivalent word.

**Reversing** a word will consist in iterating this transformation so as to eventually obtain a word where all positive letters occur before all negative letters.

**Definition 3.9.** [4, Defn.1.13] Let $f$ be as above and let $u, v$ be words in $X^*$. Then the word $u \setminus v$ is defined to be the word $v_1$ such that $u^{-1} v$ reverses to $v_1 u_1^{-1}$ for some word $u_1$, if such words exist. If $u_1, v_1$ exist, then they are unique from the definition of $f$.

**Definition 3.10.** [3 Defn.5.3][4 p.59] Let $f$ be a complement on $X$. For $u, v, w \in X^*$ we say that $f$ is **coherent** at $(u, v, w)$ if either

\[ \left((u \setminus v) \setminus (u \setminus w)\right) \setminus \left((v \setminus u) \setminus (v \setminus w)\right) \equiv^+ \epsilon \text{ holds, or neither of the words } \left((u \setminus v) \setminus (u \setminus w)\right), \left((v \setminus u) \setminus (v \setminus w)\right) \text{ exists.} \]

For $Y \subseteq X^*$, we say that $f$ is **coherent on** $Y$ if it is coherent at every triple $(u, v, w)$ with $u, v, w \in Y$. We say that $f$ is **coherent** if it is coherent on all of $X^*$.
Proposition 3.11. [3, Prop.6.1] Let $M$ be a monoid associated with a complement $f$ and assume that $M$ is atomic. Then $f$ is coherent if and only if $f$ is coherent on $X$.

Example: In example 1, the monoid is atomic since all the defining relations are length-preserving. So, due to proposition 3.11, in order to check the coherence of $f$ it is enough to check the coherence on $X$ only.

As an example, we will check if
\[
((x_1 \setminus x_2) \setminus (x_1 \setminus x_3)) \setminus ((x_2 \setminus x_1) \setminus (x_2 \setminus x_3)) = \epsilon \text{ holds in } M:
\]
\[
x_1 \setminus x_2 = x_1, \quad x_2 \setminus x_1 = x_2, \\
x_1 \setminus x_3 = x_2, \quad x_2 \setminus x_3 = x_4
\]
\[
(x_1 \setminus x_2) \setminus (x_1 \setminus x_3) = x_1 \setminus x_2 = x_1, \quad (x_2 \setminus x_1) \setminus (x_2 \setminus x_3) = x_2 \setminus x_4 = x_1
\]
So, \(((x_1 \setminus x_2) \setminus (x_1 \setminus x_3)) \setminus ((x_2 \setminus x_1) \setminus (x_2 \setminus x_3)) = x_1 \setminus x_1 = \epsilon
\]

Proposition 3.12. [3, Lemmas.5.7-5.9] [4, p.55] Let $M$ be a monoid associated with a coherent complement. Then $M$ satisfies $C_1$ and $C_2$ (i.e., $M$ is left cancellative and any two elements in $M$ with a right common multiple admit a right lcm respectively).

3.3. $\Delta$–pure Garside monoids and groups. Notation: Assume that $M$ is a Gaussian monoid. For $X, Y \subseteq M$, we denote by $Y \setminus X$ the set of elements $b \setminus a$ for $a \in X$ and $b \in Y$. We write $Y \setminus a$ for $Y \setminus \{a\}$ and $b \setminus X$ for $\{b\} \setminus X$.

Definition 3.13. [3, Defn.1.11] Let $M$ be a Garside monoid with $X$ a set of atoms. An element is called simple if it belongs to the closure of $X$ under right complement and right lcm.

Example: [15, Ex.1.1] $M = \text{Mon}\langle x, y \mid xyyxyyyx = yxyyx \rangle$ is a Garside monoid. As an example, the word $yyxyyx$ which represents the element $x \setminus y$ is a simple element.

Definition 3.14. [15, p.95] Assume that $M$ is a Garside monoid, $\chi$ is its set of simples and $\Delta$ its Garside element. The exponent of $M$ is the order of the automorphism $\phi$, where $\phi$ is the extension of the function $x \rightarrow (x \setminus \Delta) \setminus \Delta$ from $\chi$ into itself.

Definition 3.15. [15, p.97] Assume that $M$ is a Garside monoid. For every $a$ in $M$, we define $\Delta_a = \vee\{b \setminus a; b \in M\}$, where $\vee$ denotes the right lcm.

Definition 3.16. [15, p.116] Assume that $M$ is a Garside monoid and let $X$ be its set of atoms. The monoid $M$ is said to be $\Delta$–pure if for every $x, y$ in $X$, it holds that $\Delta_x = \Delta_y$.

Proposition 3.17. [15, Prop.4.1] Assume that $M$ is a $\Delta$–pure Garside monoid, $\Delta$ is its Garside element, $e$ is its exponent and $G$ its group of fractions. Then the center of $M$ (resp. of $G$) is the infinite cyclic submonoid (resp. subgroup) generated by $\Delta^e$. 
In [15], Picantin defines a monoidal version of the definition of crossed product and he shows the following:

**Proposition 3.18. [15, Prop.4.5]** A Garside monoid is an iterated crossed product of $\Delta$-pure Garside submonoids.

4. Structure groups of non-degenerate and symmetric “set-theoretical” solutions are Garside

As before, we have $X = \{x_1, x_2, ..., x_n\}$ and $S(i, j) = (g_i(j), f_j(i))$. We recall that the relations are obtained in the following way:

$S(i, j) = (k, l)$ implies $x_i x_j = x_k x_l$ for every $x_i, x_j \in X$.

The structure group corresponding to $(X, S)$ is denoted by $G$ and $M$ is the monoid with the same presentation. The aim of this section is to prove the following theorem:

**Theorem 4.1.** The structure group $G$ of a non-degenerate, braided and involutive “set-theoretical” solution of the quantum Yang-Baxter equation is a Garside group.

In order to prove that the group $G$ is a Garside group, we will show that the monoid $M$ with the same presentation is a Garside monoid. For that, we will use the Garsidity criterion given in theorem 3.7, that is we will show that $M$ satisfies the conditions $(C_0), (C_1), (C_2), (C_3)$ and $(\tilde{C}_1)$.

4.1. $M$ is atomic. We will show that $M$ is atomic and this implies that $M$ satisfies $(C_0)$, that is 1 is the unique invertible element in $M$. In order to show that $M$ is atomic, we describe the relations and show that the relations are length-preserving.

**Claim 4.2.** Assume $(X, S)$ is non-degenerate. Let $x_i$ and $x_j$ be different elements in $X$ (i.e generators of $M$). Then there is exactly one defining relation $x_i a = x_j b$, where $a, b$ are in $X$. Hence, $f$ is defined in $X \times X$. If in addition, $(X, S)$ is involutive then $a$ and $b$ are different.

**Proof.** We have to show that for each pair of generators $x_i$ and $x_j$, there are two different generators $a$ and $b$ such that we have $S(i, a) = (j, b)$. We recall that $S$ is non-degenerate implies that the functions $g_k$ are bijective for every $1 \leq k \leq n$. So, let us take $a$ to be $a = g_i^{-1}(j)$. That $a$ exists and is unique follows from the injectivity of $g_i$. Next, take $b$ to be $b = f_a(i)$.

So, it holds that $S(i, a) = (g_i(a), f_a(i)) = (j, b)$. Assume there are two defining relations $x_i a = x_j b$ and $x_i c = x_j d$, where $a, b, c, d$ are in $X$ and $a \neq c$. Then we obtain $g_i(a) = j$ and $g_i(c) = j$ which contradicts the fact that $g_i$ is bijective, so the defining relation $x_i a = x_j b$ is unique.
Assume $a = b$, that is $S(i,a) = (j,a)$. Since $S$ is involutive, we have that $S(i,a) = (g_i(a), f_a(i)) = (j,a)$ and $S(j,a) = (g_j(a), f_a(j)) = (i,a)$, that is $f_a(i) = f_a(j) = a$. But this contradicts the injectivity of $f_a$, so $a, b$ are different. \[\square\]

**Remark 4.3.** From claim 4.2, if $(X, S)$ is non-degenerate and involutive then there can be no relation of the form $x_i a = x_j a$, where $i \neq j$. Using the same arguments (involving the injectivity of the functions $g$), there can be no relation of the form $ax_i = ax_j$, where $i \neq j$ (see lemma 4.10).

**Claim 4.4.** Assume $(X, S)$ is non-degenerate.

(a) The complement $f$ is totally defined on $X \times X$, its range is $X$ and the monoid associated to $f$ is $M$.

(b) $M$ is atomic.

**Proof.** (a) This is a direct result from claim 4.2. The complement $f$ is defined in a unique way and the congruence generated by the relations $xf(x,y) = yf(y,x)$ is exactly the same as the congruence generated by the relations in $M$, so the monoid associated to $f$ is $M$.

(b) $M$ is atomic since all the defining relations are length-preserving. \[\square\]

**Corollary 4.5.** Assume $(X, S)$ is non-degenerate and involutive. There are 4 kinds of defining relations which can be described in the following way:

| Relation | Type  |
|----------|-------|
| $x_i^j = x_j x_k$ | quad |
| $x_i x_j = x_k x_l$ | 4-diff |
| $x_i x_j = x_j x_k$ | log |
| $x_i x_j = x_j x_i$ | comm |

Note that if $(X, S)$ is not involutive, then relations of the form $x_i x_j = x_i x_k$ and $x_j x_i = x_k x_i$, where $j \neq k$, occur.

**Proof.** (a) These 4 kinds of rules correspond respectively to the following four cases:

- $S(i,i) = (g_i(i), f_i(i)) = (j,k)$, where $j, k \neq i$.
- $S(i,j) = (g_i(j), f_j(i)) = (k,l)$, where $\{k, l\} \neq \{i, j\}$.
- $S(i,j) = (g_i(j), f_j(i)) = (j,k)$, where $k \neq i$ and $x_j$ is a fixed point of $g_i$.
- $S(i,j) = (g_i(j), f_j(i)) = (j,i)$, where $x_j$ is a fixed point of $g_i$ and $x_i$ is a fixed point of $f_j$. \[\square\]

### 4.2. $M$ satisfies the conditions $(C_1)$ and $(C_2)$.

From claim 4.4, we have that there is a one-to-one correspondence between the complement $f$ and the monoid $M$ with the same presentation as the structure group, so we will say that $M$ is coherent (by abuse of notation).

In order to show that the monoid $M$ satisfies the conditions $(C_1)$ and $(C_2)$, we will show that $M$ is coherent (from Proposition 3.12). Now,
Lemma 4.6. Assume \((X, S)\) is non-degenerate.
Let \(x_i, x_j\) be different elements in \(X\).
Then \(x_i \setminus x_j = g_i^{-1}(j)\). Note that \(x_i \setminus x_i = \varepsilon\), where \(\varepsilon\) denotes the empty word.

Proof. If \(S(i, a) = (j, b)\), then \(x_i \setminus x_j = a\). But by definition of \(S\), we have that \(S(i, a) = (g_i(a), f_a(i))\), so it holds that \(g_i(a) = j\) which gives \(a = g_i^{-1}(j)\).

Lemma 4.7. Assume \((X, S)\) is non-degenerate and involutive.
Let \(x_i, x_k\) be elements in \(X\).
Then \(g_k^{-1}(i) = f_{g_i^{-1}(k)}(i)\).

Proof. \(S\) is involutive so we have from claim 2.3 that for every \(x_i, x_j \in X\), \(g_{x_j}(f_{x_j}(i)) = i\).
Let replace in this formula \(j\) by \(g_i^{-1}(k)\) for some \(1 \leq k \leq n\), then we obtain \(i = g_{x_i}(g_i^{-1}(k))f_{g_i^{-1}(k)}(i) = g_k f_{g_i^{-1}(k)}(i)\).
So, we have \(g_k^{-1}(i) = f_{g_i^{-1}(k)}(i)\).

Proposition 4.8. Assume \((X, S)\) is non-degenerate, involutive and braided. Every triple \((x_i, x_k, x_m)\) of generators satisfies the following equation: \((x_i \setminus x_k) \setminus (x_i \setminus x_m) = (x_k \setminus x_i) \setminus (x_k \setminus x_m)\).
\(M\) is coherent and satisfies the conditions \((C_1)\) and \((C_2)\).

Proof. If \(x_i = x_k\) or \(x_i = x_m\) or \(x_k = x_m\), then the equality holds trivially. So, assume that \((x_i, x_k, x_m)\) is a triple of different generators. This implies that \(g_i^{-1}(k) \neq g_i^{-1}(m)\) and \(g_k^{-1}(i) \neq g_k^{-1}(m)\), since the functions \(g_i\) are bijective.
So, from lemma 4.6 we have the following formulas for all different \(1 \leq i, k, m \leq n\):
\[
\begin{align*}
(x_i \setminus x_k) \setminus (x_i \setminus x_m) &= g_{x_i \setminus x_k}(x_i \setminus x_m) = g_{x_i \setminus x_k}^{-1}(g_i^{-1}(m)) \\
(x_k \setminus x_i) \setminus (x_k \setminus x_m) &= g_{x_k \setminus x_i}(x_k \setminus x_m) = g_{x_k \setminus x_i}^{-1}(g_k^{-1}(m))
\end{align*}
\]
So, we have to show for all different \(1 \leq i, k, m \leq n\) that:
\[
g_{g_i^{-1}(k)}^{-1}(m) = g_{g_k^{-1}(i)}^{-1}(m)
\]

We show for all \(1 \leq i, k \leq n\) that \(g_i g_{g_i^{-1}(k)} = g_k g_{g_k^{-1}(i)}\) and this will imply the above equality.
$S$ is braided, so from claim 2.3 we have that:
\[ g_1 g_{g_1^{-1} k} = g_1 (g_1^{-1} k) g_{f_1 (g_1^{-1} k)} = g_k g_{f_1 (g_1^{-1} k)} . \]
But, from lemma 4.7, \( f_3 g_1^{-1} k (i) = g_k^{-1} k (i) \), so \( g_1 g_{g_1^{-1} k} = g_k g_{g_1^{-1} k} \).
So, \( M \) is coherent. So, \( M \) is coherent. So, \( M \) satisfies the conditions \((C_1)\) and \((C_2)\).

4.3. \( M \) satisfies the conditions \((C_3)\).

Claim 4.9. Assume \((X, S)\) is non-degenerate, involutive and braided. There is a finite generating set which is closed under \( \setminus \), i.e \( M \) satisfies the condition \((C_3)\).

Proof. From claim 4.2, for any pair of generators \( x_i, x_j \) there are unique \( a, b \in X \) such that \( x_i a = x_j b \), that is any pair of generators \( x_i, x_j \) has a right common multiple. Since from claim 4.3 \( M \) satisfies the condition \((C_2)\), we have that \( x_i \) and \( x_j \) have a right lcm and the word \( x_i a \) (or \( x_j b \)) represents the element \( x_i \setminus x_j \), since this is a common multiple of \( x_i \) and \( x_j \) of least length. So, it holds that \( x_i \setminus x_j = a \) and \( x_j \setminus x_i = b \), where \( a, b \in X \). So, \( X \cup \{ \epsilon \} \) is closed under \( \setminus \).

4.4. \( M \) is right cancellative, i.e \( M \) satisfies \((\tilde{C}_1)\). The following lemma is useful for the proof of Claim 4.11 and also for the calculations in Section 8.

Lemma 4.10. Assume \((X, S)\) is non-degenerate and involutive. Let \( a \) and \( a' \) be different elements in \( X \) (i.e generators of \( M \)). Then there is exactly one defining relation \( x_i a = x_j a' \), where \( x_i, x_j \) are in \( X \) and are different.

Proof. We have to show that for each pair \( a, a' \) of generators , there are two generators \( x_i \) and \( x_j \) such that we have \( S(i, a) = (j, a') \). We recall that \( S \) is non-degenerate which implies that the functions \( f_a \) are bijective for every \( a \in X \). So, let take \( x_i \) to be such that \( i = f_a^{-1} (a') \), \( x_i \) exists and is unique from the injectivity of \( f_a \). Next, take \( x_j \) to be such that \( j = g_i (a) \).
So, it holds that \( S(i, a) = (g_i (a), f_a (i)) = (j, a') \). Assume that \( i = j \), then we have \( S(i, a) = (g_i (a), f_a (i)) = (i, a') \). Since \( S \) is involutive, we have also \( S(i, a') = (g_i (a'), f_{a'} (i)) = (i, a) \), that is \( g_i (a) = g_i (a') = i \).
But this contradicts the injectivity of \( g_i \), so \( i \neq j \). The uniqueness of each such relation is due to the fact that \( i \) and \( j \) are defined uniquely by the functions \( f \) and \( g \).

Claim 4.11. The monoid \( M \) satisfies the condition \((\tilde{C}_1)\), that is \( M \) is right cancellative.

The proof appears in the appendix.
The braid groups and the Artin groups of finite type are Garside groups which satisfy the condition that the right lcm of their set of atoms is a Garside element. In [8], the authors considered this additional condition as a part of the definition of Garside groups and in [3] it has been removed from the definition. Indeed, in [3] Dehornoy gives the following example of a monoid which is Garside and yet the right lcm of its atoms is not a Garside element: Let $M = \text{Mon}(a, b \mid aba = b^2)$, then $b^3$ represents a Garside element of $M$ and the right lcm of the atoms is $b^2$. We prove that the structure group of a non-degenerate, braided and involutive solution is a Garside group in the sense of [8], that is we prove the following result:

**Theorem 5.1.** Let $G$ be the structure group of a non-degenerate, braided and involutive solution $(X, S)$ and let $M$ be the monoid with the same presentation. Then the right lcm of the atoms (i.e the elements of $X$) is a Garside element.

In order to prove that, we show that the set of simple elements $\chi$, i.e the closure of $X$ under right complement and right lcm, is equal to the closure of $X$ under right lcm (denoted by $X^\vee$), where the empty word $\epsilon$ is added. So, this implies that $\Delta$, the right lcm of the simple elements, is the right lcm of the elements in $X$. We use the word reversing method developed by Dehornoy and the diagrams for word reversing. We illustrate in example 1 below the definition of the diagram and we refer the reader to [3] and [4] for more details. The following proposition ensures in our case that reversing the word $u^{-1}v$ using the diagram amounts to computing a right lcm for the elements represented by $u$ and $v$.

**Proposition 5.2.** [4, p.65] Assume that $M$ is a monoid associated with a coherent complement. Let $u, v$ be words on $X$ and let $g, g'$ respectively be their classes in $M$. If the word $u \setminus v$ exists and the elements $g$ and $g'$ admit a common right multiple, then the elements $g$ and $g'$ admit in $M$ a unique right lcm and $u \setminus v$ represents the element $g \setminus g'$.

**Example 1 cont’**: Let us consider the monoid $M$ defined in example 1 in Section 3.

(a) In order to reverse the word $x_3^{-1}x_1$, we begin with: $\xrightarrow{x_3} x_1 \xrightarrow{x_3} x_1$

The diagram corresponding to the reversing of the word $x_3^{-1}x_1$, or in other words to the generators $x_3$ and $x_1$ is defined to be: $\xrightarrow{x_3} x_1 \xrightarrow{x_3} x_1 \xrightarrow{x_2} x_2$

Since it holds that $x_1x_2 = x_3x_4$ in $M$, $x_1 \setminus x_3 = x_2$ and $x_3 \setminus x_1 = x_4$. 
(b) In order to reverse the word \(x_4^{-2}x_1^2\), we begin with:

\[
\begin{array}{c}
\xrightarrow{x_4^2} x_1 \quad \xrightarrow{x_4^2} x_1 \\
\xrightarrow{x_4} x_4 \quad \xrightarrow{x_4} x_4 \\
\xrightarrow{x_3} x_3 \quad \xrightarrow{x_3} x_3
\end{array}
\]

The diagram corresponding to the reversing of the word \(x_4^{-2}x_1^2\) or to the words \(x_4^2\) and \(x_1^2\) is defined to be:

\[
\begin{array}{c}
\xrightarrow{x_4^2} x_2 \quad \xrightarrow{x_4^2} x_2 \\
\xrightarrow{x_4} x_4 \quad \xrightarrow{x_4} x_4 \\
\xrightarrow{x_3} x_3 \quad \xrightarrow{x_3} x_3
\end{array}
\]

That is, it holds that \(x_1^2x_2^2 = x_4^2x_5^2\) in \(M\) and since \(x_1^2 = x_2^2\) and \(x_3^2 = x_4^2\), it holds that \(x_1^4 = x_2^4 = x_3^4 = x_4^4\) in \(M\). So, a word representing the right lcm of \(x_1^2\) and \(x_3^2\) is the word \(x_1^4\) or the word \(x_4^4\).

We obtain from the diagram that the word \(x_2^2\) represents the element \(x_1^2 \setminus x_4^2\) and the word \(x_3^2\) represents the element \(x_4^2 \setminus x_2^2\).

In order to prove that \(\chi = \overline{X} \cup \{\epsilon\}\), we need to show that every complement of simple elements is the right lcm of some generators. The following lemma from [3] gives some rules of calculation on the complements.

**Lemma 5.3.** [3 Lemma1.7] Let \(M\) be a monoid which satisfies the conditions \((C_0), (C_1)\) and \((C_2)\). Then for every \(u, v, w \in M\), it holds that:

(i) \(u \setminus (v \lor w) = (u \setminus v) \lor (u \setminus w)\)

(ii) \((u \lor v) \setminus w = (u \setminus v) \setminus (u \setminus w)\)

(iii) \(u(v \lor w) = uv \lor uw\)

The following technical lemmas are the basis of induction for the proof of Theorem 5.1

**Lemma 5.4.** It holds that \(M \setminus X \subseteq X \cup \{\epsilon\}\).

**Proof.** It holds that \(S(X \times X) \subseteq X \times X\), so \(X \setminus X \subseteq X \cup \{\epsilon\}\) and this implies inductively that \(M \setminus X \subseteq X \cup \{\epsilon\}\) (see the reversing diagram).

**Lemma 5.5.** It holds that \(M \setminus (\lor_{j=1}^{j=k} x_{ij}) \subseteq \overline{X} \cup \{\epsilon\}\), where \(x_{ij} \in X\) for \(1 \leq j \leq k\).

**Proof.** Let \(u \in M\), then from lemma 5.3 we have inductively that \(u \setminus (\lor_{j=1}^{j=k} x_{ij}) = \lor_{j=1}^{j=k} (u \setminus x_{ij})\). From lemma 5.4, \(u \setminus x_{ij}\) belongs to \(X\) so \(\lor_{j=1}^{j=k} (u \setminus x_{ij})\) is in \(\overline{X} \cup \{\epsilon\}\).

Since the monoid \(M\) is Garside, the set of simples \(\chi\) is finite and its construction is done in a finite number of steps in the following way:

At the 0-th step, \(\chi_0 = X\).

At the first step, \(\chi_1 = X \cup \{x_i \lor x_j : \text{for all } x_i, x_j \in X\} \cup \{x_i \setminus x_j : \text{for all } x_i, x_j \in X\}\).
At the second step, $\chi_2 = \chi_1 \cup \{u \lor v \mid \text{for all } u, v \in \chi_1\} \cup \{u \land v \mid \text{for all } u, v \in \chi_1\}$. We go on inductively and after a finite number of steps $k$, $\chi_k = \chi$.

**Proposition 5.6.** It holds that $\chi = \bar{X} \cup \{\epsilon\}$.

*Proof.* The proof is by induction on the number of steps $k$ in the construction of $\chi$. We show that each complement of simple elements is the right lcm of some generators.

At the first step, we have that $\{x_i \setminus x_j \mid \text{for all } x_i, x_j \in X\} = X \cup \{\epsilon\}$. At the following steps, we do not consider the complements of the form $\ldots \setminus x_i$ since these belong to $X$ (see lemma 5.4).

At the second step, the complements have the following form $x_i \setminus (x_l \lor x_m)$ or $(x_i \lor x_j) \setminus (x_l \lor x_m)$ and these belong to $\bar{X} \cup \{\epsilon\}$ from lemma 5.5.

Assume that at the $k$–th step, all the complements obtained belong to $\bar{X} \cup \{\epsilon\}$. So, from lemma 5.5, all the elements of $\chi_k$ are right lcm of generators.

At the $(k + 1)$–th step, the complements have the following form $u \setminus v$, where $u, v \in \chi_k$. From the induction assumption, $v$ is a right lcm of generators and from lemma 5.5, $u \setminus v$ belongs to $\bar{X} \cup \{\epsilon\}$. \qed

**Proof of Theorem 5.1**

*Proof.* The right lcm of the set of simples $\chi$ is a Garside element and since from Proposition 5.6 $\chi = \bar{X} \cup \{\epsilon\}$, we have that the right lcm of $\bar{X} \cup \{\epsilon\}$ is a Garside element. From the uniqueness of the lcm, we have that the right lcm of $X$ is a Garside element. \qed

We show now that the length of a Garside element $\Delta$ is $n$. In order to show that, we prove that the right lcm of $k$ different generators has length $k$ using the following technical lemmas.

**Lemma 5.7.** Let $h_i, x$ be all different elements in $X$, for $1 \leq i \leq 3$. If $(h_1 \setminus h_2) \setminus (h_1 \setminus h_3) = (h_1 \setminus h_2) \setminus (h_1 \setminus x)$, then $h_3 = x$.

*Proof.* It holds that each expression $h_i \setminus h_j$ belongs to $X$, so let denote $h_1 \setminus h_2$ by $a$, $h_1 \setminus h_3$ by $b$ and $h_1 \setminus x$ by $c$. Then we have $a \setminus b = a \setminus c$, where $a, b, c \in X$. From lemma 4.6, this means that $g^{-1}_a(b) = g^{-1}_a(c)$. But this contradicts the fact that $(X, S)$ is non-degenerate. \qed

**Lemma 5.8.** Let $h_i, x$ be all different elements in $X$, for $1 \leq i \leq k$. Then $(\lor_{i=1}^k h_i) \setminus x$ is not equal to the empty word.

*Proof.* If $k = 3$, we obtain from lemma 5.3 ii) that $(\lor_{i=1}^3 h_i) \setminus x = ((h_1 \setminus h_2) \setminus (h_1 \setminus h_3)) \setminus ((h_1 \setminus h_2) \setminus (h_1 \setminus x))$.

If $(\lor_{i=1}^3 h_i) \setminus x = \epsilon$, then since all the expressions of the form $(h_i \setminus h_j) \setminus x$...
Proof. From lemma 5.7 this implies that \( h_3 = x \). But this is a contradiction.

If \( k = 4 \), we obtain from lemma 5.3(ii) that
\[
(\forall i \leq 4) \left[ (h_1 \setminus h_2) \setminus (h_1 \setminus h_3) \right] = (h_1 \setminus h_2) \setminus (h_1 \setminus h_4).
\]

Then the length of \( \Delta = \left( (h_1 \setminus h_2) \setminus (h_1 \setminus h_3) \right) \setminus (h_1 \setminus h_4) \).

If \( (\forall i \leq 4) \left[ (h_1 \setminus h_2) \setminus (h_1 \setminus h_3) \right] = (h_1 \setminus h_2) \setminus (h_1 \setminus h_4) = (h_1 \setminus h_2) \setminus (h_1 \setminus h_3) \setminus (h_1 \setminus h_4) \)
and this implies that
\[
(\forall i \leq 4) \left[ (h_1 \setminus h_2) \setminus (h_1 \setminus h_4) = (h_1 \setminus h_2) \setminus (h_1 \setminus x) \right]
\]
and from lemma 5.7 we obtain \( x = h_4 \) and this is a contradiction.

For a general \( k \), the formula is even more complicated but exactly the same argument we used in the cases \( k = 3 \) and \( k = 4 \) holds.

\[ \square \]

Theorem 5.9. Let \( G \) be the structure group of a non-degenerate, braided and involutive solution \((X, S)\), where \( X = \{x_1, \ldots, x_n\} \) and let \( M \) be the monoid with the same presentation. Let \( \Delta \) be a Garside element in \( M \).

Then the length of \( \Delta \) is \( n \).

Proof. From theorem 5.1 \( \Delta \) represents the right lcm of the elements in \( X \), that is \( \Delta = x_1 \lor x_2 \lor \ldots \lor x_n \) in \( M \). We show by induction that a word representing the right lcm \( x_i_1 \lor x_i_2 \lor \ldots \lor x_i_k \) has length \( k \), where \( x_i_j \neq x_i_l \) for \( j \neq l \).

If \( k = 2 \), then there are different generators \( a, b \) such that \( S(x_i_1, a) = (x_i_2, b) \), so \( x_i_1 a = x_i_2 b \) is a relation in \( M \) and the right lcm of \( x_i_1, x_i_2 \) has length 2. Assume that the right lcm \( x_i_1 \lor x_i_2 \lor \ldots \lor x_i_{k-1} \) has length \( k - 1 \). Then the right lcm \( x_i_1 \lor x_i_2 \lor \ldots \lor x_i_{k-1} \lor x_i_k \) is obtained from the reversing diagram corresponding to the words \( x_i_1 \lor x_i_2 \lor \ldots \lor x_i_{k-1} \) and \( x_i_k \). From lemma 5.8 \((x_i_1 \lor x_i_2 \lor \ldots \lor x_i_{k-1}) \setminus x_i_k \) is not equal to the empty word, so from lemma 5.4 it has length 1. So, the right lcm \( x_i_1 \lor x_i_2 \lor \ldots \lor x_i_k \) has length \( k \) and this implies that \( x_1 \lor x_2 \lor \ldots \lor x_n \) has length \( n \).

\[ \square \]

6. THE HOMOLOGICAL DIMENSION OF STRUCTURE GROUPS IS BOUNDED

In [7], the authors construct a resolution of \( \mathbb{Z} \) (as trivial \( \mathbb{Z}M \)-module) by free \( \mathbb{Z}M \)-modules, when \( M \) satisfies some conditions. They show that if \( M \) is a Garside monoid then the resolution defined in [1], using another approach, is isomorphic to the resolution they define. We will use the resolution from [7] in order to show that the homological dimension of the structure group corresponding to a “set-theoretical” solution \((X, S)\) of the quantum Yang-Baxter equation is bounded from above by the number of generators in \( X \).
Definition 6.1. [7] A monoid $M$ is left Noetherian if left divisibility is well-founded, i.e there is no infinite descending sequence of left divisions. A monoid $M$ is a locally Gaussian monoid if $M$ is cancellative, left and right Noetherian and every two elements of $M$ admitting a common right (resp.left) multiple admits a right (resp.left) lcm. A monoid $M$ is (locally) Garside if it is (locally) Gaussian and it admits a finite generating subset $Y$ that is closed under right and left lcm and under left and right complements.

In [7], the condition for the resolution of $\mathbb{Z}$ by free $\mathbb{Z}M$-modules is that $M$ is a locally Gaussian monoid, so we can use it for the monoid $M$ with the same presentation as the structure group corresponding to a “set-theoretical” solution of the quantum Yang-Baxter equation, since these are Garside.

Proposition 6.2. [7, Prop.2.9-2.10] If $M$ is a (locally) Garside monoid, then the resolution is finite, so $M$ is of type FL. If $M$ is Garside and $G$ is its group of fractions, then the functor $\mathbb{Z}G \otimes_{\mathbb{Z}M} -$ is exact, so it follows that every Garside group is of type FL.

We will describe in a few words the resolution constructed in [7] and we refer the reader for more details. Let $M$ be a locally Gaussian monoid and let $\chi$ be a generating subset of $M$, not containing the empty word $\epsilon$, that is closed under left and right lcm such that $\chi \cup \{\epsilon\}$ is closed under left and right complement. Let $<$ be a linear ordering on $\chi$ such that $\alpha < \beta$ holds whenever $\beta$ is a proper right divisor of $\alpha$: this is possible since right division in $M$ has no cycle.

Definition 6.3. [7] For $n \geq 0$, $\chi^{[n]}$ denotes the family of all strictly increasing $n$-tuples $(\alpha_1, \alpha_2, .., \alpha_n)$ in $\chi$ such that $\alpha_1, \alpha_2, .., \alpha_n$ admit a left lcm. The free $\mathbb{Z}M$-module generated by $\chi^{[n]}$ is denoted by $C_n$ and the generator associated with an element $A$ of $\chi^{[n]}$ is denoted $[A]$ and it is called an $n$-cell. The unique $0$-cell is denoted by $[\{\emptyset\}]$. An $n$-cell $[\alpha_1, \alpha_2, .., \alpha_n]$ is descending if $\alpha_{i+1}$ is a proper right divisor of $\alpha_i$ for each $i$. The submodule of $C_n$ generated by descending $n$-cells is denoted by $C'_n$.

The boundary maps $\partial_n : C_n \rightarrow C_{n-1}$ are explicitly given and it holds that the boundary of a descending cell consists of descending cells exclusively, that is $\partial_n(C'_n) \subseteq C''_{n-1}$. The restriction of $\partial_n$ to $C'_n$ is denoted by $\partial'_n$.

Proposition 6.4. [7, Prop.3.2] For each locally Gaussian monoid $M$, the subcomplex $(C'_n, \partial'_n)$ of $(C_n, \partial_n)$ is a finite resolution of the trivial $\mathbb{Z}M$-module $\mathbb{Z}$ by free $\mathbb{Z}M$-modules.

Corollary 6.5. [7, Cor.3.6] Assume that $M$ is a locally Gaussian monoid admitting a generating set $\chi$ such that $\chi \cup \{\epsilon\}$ is closed under left and
right complement and lcm and such that the norm of every element in \( \chi \) is bounded above by \( n \). Then the (co)homological dimension of \( M \) is at most \( n \).

Using Corollary 6.5 we prove the following result:

**Theorem 6.6.** Let \( (X, S) \) be a “set-theoretical” solution of the quantum Yang-Baxter equation, where \( X = \{x_1, \ldots, x_n\} \) and \( (X, S) \) is non-degenerate, braided and involutive. Let \( G \) be the structure group corresponding to \( (X, S) \). Then the (co)homological dimension of \( G \) is bounded from above by \( n \), the number of generators in \( X \).

**Proof.** The set of simples \( \chi \) satisfies the conditions of Corollary 6.5 and the norm of every element in \( \chi \) is bounded by \( n \), since this is the length of the right lcm of \( \chi \) (from Theorems 5.1 and 5.9). So, the (co)homological dimension of \( G \) is bounded from above by \( n \).

\[\square\]

7. **The structure group of \( (X, S) \) is Garside \( \Delta \)--pure iff \( (X, S) \) is indecomposable**

We refer the reader to sections 2 and 3 for the definitions of indecomposable solutions and Garside \( \Delta \)--pure monoids respectively. In [10], the authors give a classification of non-degenerate, braided and involutive solutions with \( X \) up to 8 elements, considering their decomposability and other properties. In [16], Rump proves Gateva-Ivanova’s conjecture (and also the authors’ of [10]) that every square-free, non-degenerate, involutive and braided solution is decomposable. Moreover, he constructs an indecomposable solution with \( X \) infinite which shows that an extension to infinite \( X \) is false. We find a criteria for decomposability of the solution involving the Garside structure of the structure group (monoid), that is we prove the following result:

**Theorem 7.1.** Let \( G \) be the structure group corresponding to a non-degenerate, braided and involutive solution \( (X, S) \) and let \( M \) be the monoid with the same presentation. Then \( M \) is Garside \( \Delta \)--pure if and only if \( (X, S) \) is indecomposable.

**Example 2:** Let \( X = \{x_1, x_2, x_3\} \) and let \( S(x_i, x_j) = (f(j), f^{-1}(i)) \), where \( f = (1, 2, 3) \), be a permutation solution. This is an indecomposable solution since \( f \) is cyclic (see [10]). The defining relations in \( M \) are: \( x_1^2 = x_2 x_3 \), \( x_2^2 = x_3 x_1 \) and \( x_3^2 = x_1 x_2 \). So, \( X \setminus x_1 = \{x_3\} \), \( X \setminus x_2 = \{x_1\} \) and \( X \setminus x_3 = \{x_2\} \). Using the reversing diagram, we obtain inductively that \( M \setminus x_i = X \cap \{\epsilon\} \) for \( 1 \leq i \leq 3 \), that is \( M \) is Garside \( \Delta \)--pure, since \( \Delta_1 = \Delta_2 = \Delta_3 \). As an example, \( x_2 \setminus x_1 = x_3 \), so \( x_2 x_1 \setminus x_1 = x_2 \) and so \( x_2 x_1 x_3 \setminus x_1 = x_1 \) that is \( X \cap \{\epsilon\} \subseteq M \setminus x_1 \) and since \( M \setminus x_1 \subseteq X \cap \{\epsilon\} \) (see lemma 5.4) we have the equality.
Lemma 7.2. Let $Y$ be an invariant subset of $X$. Then $Y \setminus Y \subseteq Y$.

Proof. If $Y$ is an invariant subset of $X$, then $S(Y \times Y) \subseteq Y \times Y$, so $Y \setminus Y \subseteq Y$. □

Lemma 7.3. Let $(X, S)$ be the union of non-degenerate invariant subsets $Y$ and $Z$. Then $M \setminus Y \subseteq Y$ and $M \setminus Z \subseteq Z$.

Proof. If $Y$ and $Z$ are invariant subsets of $X$, then $Y \setminus Y \subseteq Y$ and $Z \setminus Z \subseteq Z$, from lemma 7.2. From Proposition 2.10 it holds that $S(Y \times Z) \subseteq Z \times Y$ and $S(Z \times Y) \subseteq Y \times Z$, so $Z \setminus Y \subseteq Y$ and $Y \setminus Z \subseteq Z$. That is, we have that $Y \setminus Y \subseteq Y$ and $Z \setminus Y \subseteq Y$, so $X \setminus Y \subseteq Y$ and this implies inductively that $M \setminus Y \subseteq Y$ (see the reversing diagram). The same holds for $Z$. □

Remark 7.4. When $w \setminus x$ is not equal to the empty word, then we can interpret $w \setminus x$ in terms of the functions $g_z^{-1}$ using the reversing diagram corresponding to the words $w = h_1h_2\ldots h_k$ and $x$, where $h_i, x \in X$ and for brevity of notation we write $g_i^{-1}(x)$ for $g_{h_i}^{-1}(x)$:

$$
\begin{array}{cccc}
& x & g_1^{-1}(x) & \ldots & g_k^{-1}(x) \\
\downarrow & \downarrow & \downarrow & \ldots & \downarrow \\
& g_1^{-1}(h_1) & \ldots & g_k^{-1}(h_1) & \ldots \\
& \ldots & \ldots & \ldots & \ldots \\
& g_x^{-1}(h_1) & \ldots & g_x^{-1}(h_k) & g_x^{-1}(h_k) \\
\end{array}
$$

That is, $h_1h_2\ldots h_k \setminus x = g_k^{-1}\ldots g_2^{-1}g_1^{-1}(x)$ and this is equal to $g_w^{-1}(x)$, since the action on $X$ is a right action. Having a glance at the reversing diagram, we can note that if $w \setminus x$ is not equal to the empty word, then none of the expressions $g_1^{-1}(x), g_2^{-1}g_1^{-1}(x), \ldots, g_k^{-1}\ldots g_2^{-1}g_1^{-1}(x)$ can be equal to the empty word.

Using exactly the same arguments as in the proof of Proposition 2.9 in [10], we prove in the following lemma that if $(X, S)$ is indecomposable then the action of $M$ on $X$ is transitive.

Lemma 7.5. Let $(X, S)$ be a non-degenerate, involutive and braided solution. If $(X, S)$ is indecomposable then the action of $M$ on $X$ is transitive.

Proof. Assume that the action $x \to g_x^{-1}$ of $M$ on $X$ is not transitive. Then we can construct two nonempty subsets $Y$ and $Z$ of $X$ such that $Y \cap Z = \emptyset$, $X = Y \cup Z$ and $Y$ and $Z$ are $M$-invariant. It remains to show that $Y$ and $Z$ are invariant subsets of $X$ and that these are non-degenerate. These subsets are invariant under $g_x$ and hence under $T^{-1}$ and $T$, since $T^{-1}(x) = g_x^{-1}(x)$ (see Proposition 2.6). Since $f_x = Tg_x^{-1}T^{-1}$ from Proposition 2.6 $Y$ and $Z$ are also invariant under $f_x$. So, $Y$ and $Z$ are invariant subsets of $X$. These subsets are non-degenerate since the functions $f_y, g_y$ for $y \in Y$ and $f_z, g_z$ for $z \in Z$ are bijective ($(X, S)$ is non-degenerate). □
Proof of Theorem 7.1

Proof. Assume that \((X, S)\) is decomposable, that is \((X, S)\) is the union of non-degenerate invariant subsets \(Y\) and \(Z\). From lemma 7.3, we have \(M \setminus Y \subseteq Y\) and \(M \setminus Z \subseteq Z\). Let \(y \in Y\) and \(z \in Z\), then \(\Delta_y = \lor(M \setminus y)\) cannot be the same as \(\Delta_z = \lor(M \setminus z)\). So, \(M\) is not \(\Delta\)-pure.

Assume that \((X, S)\) is indecomposable and we need to show that \(M\) is Garside \(\Delta\)-pure. We prove for every \(x \in X\) that \(M \setminus x = X\) and this implies that \(\Delta_x = \lor(M \setminus x) = \Delta\). Clearly \(M \setminus x \subseteq X\), so it remains to show that for every \(y \in X\) there is an element \(w \in M\) such that \(w \setminus x = y\). Since \((X, S)\) is indecomposable, from Proposition 2.5 and lemma 7.5, we have that the assignment \(x \rightarrow g_{x}^{-1}\) is a transitive right action of \(M\) on \(X\), that is for every \(x, y \in X\), there is an element \(w \in M\) such that \(g_w^{-1}(x) = y\). That means that for every \(y \in X\) there is an element \(w \in M\) such that \(w \setminus x = y\). □

8. The converse implication: from 'tableau' Garside monoids to structure groups

We prove the following:

Theorem 8.1. Let \(M = \text{Mon}(X \mid R)\) be a Garside monoid such that:
1) \(X = \{x_1, \ldots, x_n\}\).
2) There are \(n(n-1)/2\) relations in \(R\).
3) Each side of a relation in \(R\) has length 2.
4) If the word \(x_i x_j\) appears in \(R\), then it appears only once.
Then there exists a function \(S : X \times X \rightarrow X \times X\) such that \((X, S)\) is a non-degenerate, involutive and braided “set-theoretical” solution and \(G = \text{Gp}(X \mid R)\) is its structure group.

If in addition: 5) There is no word \(x_i^2\) in \(R\).
Then \((X, S)\) is also square-free.

In order to prove Theorem 8.1 we need to introduce the concept of left coherence and some new terminology. The following definitions are taken from [3] and [7], but we do not use exactly the same notations.

Definition 8.2. Let \(M\) be a monoid and let \(x, y\) be elements in \(M\). We say that \(x\) is a right divisor of \(y\) if there is an element \(t \in M\) such that \(y = tx\) and \(x\) is a proper right divisor of \(y\) if in addition \(t \neq 1\).

Definition 8.3. Let \(M\) be a monoid and let \(x, y\) be elements in \(M\). Say that \(z\) is a left least common multiple or left lcm of \(x\) and \(y\) if:
1. \(x\) and \(y\) are right divisors of \(z\)
2. If there is an element \(w \in M\) such that \(x\) and \(y\) are right divisors of \(w\), then \(z\) is right divisor of \(w\). The notation is \(z = x \lor y\).
The complement at left of $y$ on $x$ is defined to be an element $c \in M$ such that $x \sim y = cx$ and the notation is $c = y \backslash x$ and $x \sim y = (x \sim y) y$.

**Definition 8.4.** Let $M$ be a monoid. The left coherence on $M$ is satisfied if it holds for any $x, y, z \in M$: 
\[(x \backslash y) (z \backslash y) (y \backslash z) \equiv^+ \epsilon\]
It is also called the left cube condition.

We show that if $(X, S)$ is a non-degenerate and involutive “set-theoretical” solution, then $(X, S)$ is braided if and only if $X$ is coherent and left coherent. The left coherence on $X$ is satisfied if the following condition on all $x_i, x_j, x_k$ in $X$ is satisfied:
\[(x_i \backslash x_j) (x_k \backslash x_j) = (x_i \backslash x_k) (x_j \backslash x_k),\]
where the equality is in the free monoid since the complement on the left is totally defined and its range is $X$ (from lemma 4.10). Note that as in the proof of the coherence, left coherence on $X$ implies left coherence on $M$, since the monoid $M$ is atomic.
Clearly, the following implication is derived from Theorem 4.1

**Lemma 8.5.** Assume $(X, S)$ is non-degenerate and involutive. If $(X, S)$ is braided, then $X$ is coherent and left coherent.

*Proof.* Assume $(X, S)$ is braided, then from Theorem 4.1 the structure group corresponding to $(X, S)$ is Garside since the monoid with the same presentation is Garside. So, $X$ is coherent and left coherent (see for example [7, Prop. 1.4] and [3, Lemma 1.7]). \(\Box\)

The proof of the converse implication is less trivial and requires a lot of calculations. Before we proceed, we need first express the left complement in terms of the functions $f_i$, some of the calculations are symmetric to those done in Section 4.2 with the right complement.

**Lemma 8.6.** Assume $(X, S)$ is non-degenerate.
Let $x_i, x_j$ be different elements in $X$.
Then $x_j \backslash x_i = f_i^{-1}(j)$.
Note that $x_j \backslash x_j = \epsilon$.

*Proof.* If $S(a, i) = (b, j)$, then $x_j \backslash x_i = a$. But by definition of $S$, we have that $S(a, i) = (g_i(i), f_i(a))$, so it holds that $f_i(a) = j$ which gives $a = f_i^{-1}(j)$. \(\Box\)

**Lemma 8.7.** Assume $(X, S)$ is non-degenerate and involutive.
Let $x_i, x_k$ be elements in $X$.
Then $f_k^{-1}(i) = g_{f_i^{-1}(k)}(i)$.
Proof. \( S \) is involutive so we have from claim 2.3 that for every \( x_i, x_j \in X \), \( f_{i,j}g_{j}(i) = i \).

Let replace in this formula \( j \) by \( f^{-1}_i(k) \), then we obtain
\[
i = f_{f^{-1}_j(k)} g_{f^{-1}_j(k)}(i) = f_k g_{f^{-1}_j(k)}(i)
\]
So, we have \( f^{-1}_i(i) = g_{f^{-1}_j(k)}(i) \).

\[ \square \]

**Lemma 8.8.** Assume \((X, S)\) is non-degenerate.

If \( X \) is coherent and left coherent, then for every \( i, j, k \) the following equations hold:

\( (A) \ f_j f_{j^{-1}(k)} = f_k f_{k^{-1}(j)} \)

\( (B) \ g_i g_{i^{-1}(k)} = g_k g_{k^{-1}(i)} \)

**Proof.** From lemma 8.6, we have the following formulas:
\[
(x_j \sim x_j) (x_k \sim x_k) = f_{j^{-1}(k)} f_{j^{-1}(k)}(i) \text{ for all different } 1 \leq i, j, k \leq n
\]
\[
(x_i \sim x_k) (x_j \sim x_k) = f_{i^{-1}(j)} f_{k^{-1}(i)}(i) \text{ for all different } 1 \leq i, j, k \leq n
\]
So, if \( X \) is left coherent then for all different \( 1 \leq i, j, k \leq n \) it holds that:
\[
(*) \ f_{j^{-1}(k)} f_{j^{-1}(k)}(i) = f_{k^{-1}(j)} f_{k^{-1}(i)}(i)
\]
If \( j = k \), the equality (*) holds trivially, so let fix \( j \) and \( k \) such that \( j \neq k \). We have to show that (*) holds also when \( i = j \) or \( i = k \).

The functions \( F_1 = f_{j^{-1}(k)} f_{j^{-1}(k)} \) and \( F_2 = f_{k^{-1}(j)} f_{k^{-1}(i)} \) are bijective, since these are compositions of bijective functions. Moreover, \( F_1 \) and \( F_2 \) are equal in \( \{1, 2, \ldots, n\} \setminus \{j, k\} \). So, there are two possibilities:

Case (1): \( F_1(k) = F_2(k) \) and \( F_1(j) = F_2(j) \) or

Case (2): \( F_1(k) = F_2(j) \) and \( F_1(j) = F_2(k) \).

Assume by contradiction that Case (2) occurs, so there is \( 1 \leq m \leq n \) such that
\[
m = f_{j^{-1}(k)} f_{j^{-1}(k)} = f_{k^{-1}(j)} f_{k^{-1}(j)}
\]
that is \( f_{j^{-1}(k)}(m) = f_{j^{-1}(k)}(k) \) and \( f_{k^{-1}(k)}(m) = f_{k^{-1}(j)}(j) \).
That is \( S(m, f_{j^{-1}(k)}) = (m, f_{j^{-1}(k)}) \) and \( S(m, f_{k^{-1}(j)}) = (m, f_{k^{-1}(j)}) \), since \((X, S)\) is involutive. So, \( g_m(f_{j^{-1}(k)}) = m \) and \( g_m(f_{k^{-1}(j)}) = m \).

Since \( g_m \) is bijective, this implies that there is \( 1 \leq l \leq n \) such that \( l = f_{j^{-1}(k)}(j) = f_{k^{-1}(j)}(j) \), that is \( S(l, j) = (l, k) \). But, since \( j \neq k \), this contradicts the fact that \((X, S)\) is involutive (see remark 4.3). So, Case (2) cannot occur, that is for all \( 1 \leq i, j, k \leq n \) the equality (*) holds.

Equation (B) is obtained in the same way using the coherence of \( X \) (see lemma 6.4).

\[ \square \]

**Proposition 8.9.** Let \((X, S)\) be a non-degenerate and involutive “set-theoretical” solution.

If \( X \) is coherent and left coherent, then \((X, S)\) is braided.

**Proof.** We need to show that the functions \( f \) and \( g \) satisfy the following equations from lemma 2.3.
(1) \( f_j f_i = f_{f_j(i)} f_{g_i(j)}, 1 \leq i, j \leq n. \)
(2) \( g_j g_i = g_{g_j(i)} g_{f_j(i)}, 1 \leq i, j \leq n. \)
(3) \( f_{g_{f_j(m)}(j)} g_m(l) = g_{f_{g_i(j)}(m)} f_j(l), 1 \leq j, m \leq n. \)

From lemma 8.8, we have for \( 1 \leq j, k \leq n \) that:
(A) \( f_j f_{f_j^{-1}(k)} = f_k f_{f_k^{-1}(j)}. \)
Assume \( m = f_j^{-1}(k) \), that is \( k = f_j(m) \) and let replace in formula (A) \( f_j^{-1}(k) \) by \( m \) and \( k \) by \( f_j(m) \), then we obtain:
\[ f_j f_m = f_{f_j(m)} f_{f_j^{-1}(j)}. \]

In order to show that (1) holds, we need to show that \( f_{f_j(m)}(j) = g_m(j). \)

From lemma 8.7, we have \( f^{-1}_i(j) = g_{f_i^{-1}(i)}(j) \) for every \( j, l \), so by replacing \( l \) by \( f_j(m) \), we obtain \( f_{f_j(m)}(j) = g_m(j) \). So, (1) holds.

From Corollary 8.8 we have for \( 1 \leq j \neq k \leq n \) that:
(B) \( g_j g_{f_i^{-1}(k)} = g_k g_{f_i^{-1}(j)}. \)
Assume \( m = g_i^{-1}(k) \), that is \( k = g_i(m) \) and let replace in formula (B) \( g_i^{-1}(k) \) by \( m \) and \( k \) by \( g_i(m) \), then we obtain:
\[ g_i g_m = g_{g_i(m)} g_{g_i^{-1}(i)}. \]

In order to show that (2) holds, we need to show that \( g_{g_i(m)}(i) = f_{m}(i). \)

From lemma 4.7 we have \( g_i^{-1}(i) = f_{g_i^{-1}(i)}(i) \), so by replacing \( l \) by \( g_i(m) \), we obtain \( g_{g_i(m)}(i) = f_m(i). \) So, (2) holds.

It remains to show that (3) holds. From (1), we have for \( 1 \leq i, j \leq n \) that \( f_j f_i = f_{f_j(i)} f_{g_i(j)} \) and this is equivalent to \( f_{g_i(j)} = f^{-1}_{f_j(i)} f_j f_i \).

Let replace \( i \) by \( f_j(m) \) for some \( 1 \leq l, m \leq n \) in the formula.
We obtain \( f_{g_j(f_i(m))} = f_{f_j(f_i(m))} f_j f_i. \)

By applying these functions on \( g_m(l) \) on both sides, we obtain
\[ f_{g_j(f_i(m))} g_m(l) = f_{f_j(f_i(m))} f_i f_j g_m(l) \]
Since \( (X, S) \) is involutive, we have \( f_{f_i(m)} g_m(l) = l \) (see lemma 2.3).

So, \( f_{g_j(f_i(m))} g_m(l) = f_{f_j(f_i(m))} f_j f_i \)

From lemma 8.7 we have \( f_i^{-1}(k) = g_{f_i^{-1}(i)}(k) \) for every \( i, k \), so replacing \( i \) by \( f_j f_i(m) \) and \( k \) by \( f_i(l) \) gives \( f_{f_j(f_i(m))} f_j f_i(l) = g_{f_i^{-1}(i)} f_i f_j f_i(m) \).

So, \( f_{g_j(f_i(m))} g_m(l) = g_{f_i^{-1}(i)} f_i f_j f_i(m) \).

From (1), we have that \( f_{f_i(l)} f_j f_i = f_{g_i(j)}(m) \),
so \( f_{g_j(f_i(m))} g_m(l) = g_{f_i(j)} f_j f_i(l) \), that is (3) holds.

\[ \square \]

**Proof of Theorem 8.1**

*Proof.* Let \( M = \text{Mon}(X \mid R) \) be a Garside monoid such that:
1) \( X = \{ x_1, \ldots, x_n \}. \)
2) There are \( n(n - 1)/2 \) relations in \( R. \)
3) Each side of a relation in \( R \) has length 2.
4) If the word \( x_i x_j \) appears in \( R \), then it appears only once.
First, we define a function \( S : X \times X \to X \times X \) and \( 2n \) functions \( f_i, g_i \) for \( 1 \leq i \leq n \), such that \( S(i, j) = (g_i(j), f_j(i)) \) in the following way: If there is a relation \( x_i x_j = x_k x_l \) then we define \( S(i, j) = (k, l) \), \( S(k, l) = (i, j) \) and we define \( g_i(j) = k, f_j(i) = l, g_k(l) = i \) and \( f_i(k) = j \). If the word \( x_i x_j \) does not appear as a side of a relation, then we define \( S(i, j) = (i, j) \) and we define \( g_i(j) = i \) and \( f_j(i) = j \). We show that the functions \( g_i \) and \( g_i \) are well defined for \( 1 \leq i \leq n \): Assume \( g_i(j) = k \) and \( g_i(j') = k' \) for some \( 1 \leq j, k, k' \leq n \) and \( k \neq k' \), then it means from the definition of \( S \) that \( S(i, j) = (k, ) \) and \( S(i, j') = (k', ...) \) that is the word \( x_i x_j \) appears twice in \( R \) and this contradicts (4). The same argument holds for the proof that the functions \( f_i \) are well defined.

We show that the functions \( f_i \) and \( g_i \) are bijective for \( 1 \leq i \leq n \): Assume \( g_i(j) = k \) and \( g_i(j') = k' \) for some \( 1 \leq j, k, k' \leq n \) and \( j \neq j' \), then from the definition of \( S \) we have \( S(i, j) = (k, l) \) and \( S(i, j') = (k, l') \) for some \( 1 \leq l, l' \leq n \), that is there are the following two defining relations in \( R \): \( x_i x_j = x_k x_l \) and \( x_i x_j' = x_k x_{l'} \). But this means that \( x_i \) and \( x_k \) have two different right lcms and this contradicts the assumption that \( M \) is Garside. So, these functions are injective and since \( X \) is finite they are bijective. Assuming \( f_i \) not injective yields generators with two different left lcms. So, \( S \) is well-defined and \( (X, S) \) is non-degenerate and from (4) \( (X, S) \) is also involutive.

It remains to show that \( (X, S) \) is braided: Since \( M \) is Garside, \( M \) is coherent and left coherent so from lemma \( 8.9 \) \( (X, S) \) is braided. Obviously condition (5) implies that \( (X, S) \) is also square-free. \( \square \)

It remains to establish the one-to-one correspondence and in order to that we need the following terminology and claims.

**Definition 8.10.** A tableau monoid is a monoid \( M = \text{Mon}(X | R) \) satisfying the conditions: i) \( X = \{ x_1, \ldots, x_n \} \).

ii) Each side of a relation in \( R \) has length 2.

The reason of the name is that it can be presented by a table.

**Definition 8.11.** We say that two tableau monoids \( M = \text{Mon}(X | R) \) and \( M' = \text{Mon}(X' | R') \) are t-isomorphic if there exists a bijection \( s : X \to X' \) such that \( x_i x_j = x_k x_l \) is a relation in \( R \) if and only if \( s(x_i)s(x_j) = s(x_k)s(x_l) \) is a relation in \( R' \).

Clearly, if two tableau monoids are t-isomorphic then they are isomorphic and the definition is enlarged to groups. We recall that \( (X, S) \) and \( (X', S') \) are said to be isomorphic if there exists a bijection \( \phi : X \to X' \) which maps \( S \) to \( S' \), that is \( S'(\phi(x), \phi(y)) = (\phi(S_1(x, y)), \phi(S_2(x, y))) \). We show that if two non-degenerate, involutive and braided solutions are isomorphic, then their structure groups (monoids) are t-isomorphic tableau groups (monoids) and conversely t-isomorphic Garside tableau.
monoids (satisfying additionally the conditions (2) and (4) from Theorem A) yield isomorphic non-degenerate, involutive and braided “set-theoretical” solutions.

Claim 8.12. Let \((X, S)\) and \((X', S')\) be non-degenerate, involutive and braided “set-theoretical” solutions. Assume \((X, S)\) and \((X', S')\) are isomorphic. Then their structure groups (monoids) \(G\) and \(G'\) are t-isomorphic table groups (monoids).

Proof. Clearly, the structure groups (monoids) \(G\) and \(G'\) are tableau groups (monoids). We need to show that \(G\) and \(G'\) are t-isomorphic. Since \((X, S)\) and \((X', S')\) are isomorphic, there exists a bijection \(\phi : X \rightarrow X'\) which maps \(S\) to \(S'\), that is \(S'(\phi(x), \phi(y)) = (\phi(S_1(x, y)), \phi(S_2(x, y)))\). So, since by definition \(S(x, y) = (S_1(x, y), S_2(x, y))\), we have \(xy = t z\) iff \(\phi(x)\phi(y) = \phi(t)\phi(z)\). That is, if we take \(s\) to be equal to \(\phi\) we have that \(G\) and \(G'\) are t-isomorphic. \(\square\)

Claim 8.13. Let \(M = \text{Mon}(X \mid R)\) and \(M' = \text{Mon}(X \mid R')\) be t-isomorphic tableau Garside monoids each satisfying the conditions (2) and (4) from Theorem 8.7. Let \((X, S)\) and \((X', S')\) be the non-degenerate, involutive and braided “set-theoretical” solutions defined respectively by \(M\) and \(M'\). Then \((X, S)\) and \((X', S')\) are isomorphic.

Proof. Take \(\phi\) to be equal to \(s\) and from the definition of \(s\) and \(S\) from their tableau we have \(S'((\phi(x), \phi(y)) = (\phi(S_1(x, y)), \phi(S_2(x, y)))\), that is \((X, S)\) and \((X', S')\) are isomorphic. \(\square\)

9. About permutation solutions which are not involutive

Let \(X\) be a set and let \(S : X^2 \rightarrow X^2\) be a mapping. We recall that the permutation solution (Lyubashenko) is defined to be (see section 2):

- a non-degenerate, involutive and braided solution of the form \(S(x, y) = (g(y), f(x))\), where \(f, g : X \rightarrow X\).
- It holds that \((X, S)\) is nondegenerate iff \(f, g\) are bijective, \((X, S)\) is braided iff \(fg = gf\) and \((X, S)\) is involutive iff \(g = f^{-1}\).

We will show here that the structure group of not necessarily involutive permutation solutions are Garside. Let \(G\) be the structure group of a not necessarily involutive permutation solution \((X, S)\) and let \(M\) be the monoid with the same presentation. We define an equivalence relation on the set \(X\) in the following way:

\(x \equiv x'\) if and only if there is an integer \(k\) such that \((fg)^k(x) = x'\)

We define \(X' = X/ \equiv\) and we define functions \(f', g' : X' \rightarrow X'\) in the following way:

\(f'([x]) = [f(x)]\) and \(g'([x]) = [g(x)]\), where \([x]\) denotes the equivalence class of \(x\) modulo \(\equiv\).

We then define \(S' : X' \times X' \rightarrow X' \times X'\) in the following way:
\[ S'([x], [y]) = (g'([y]), f'([x])) = ([g(y)], [f(x)]). \]

Our aim is to show that \((X', S')\) is a well-defined non-degenerate, involutive and braided solution (a permutation solution) and that its structure group \(G'\) is isomorphic to \(G\), but before we illustrate the main ideas of the proofs to come with an example.

**Example 2** \(X = \{x_1, x_2, x_3, x_4, x_5\}\) and let \(f = (1,4)(2,3)\) and \(g = (1,2)(3,4)\). Then \(f, g\) are bijective and satisfy \(fg = gf = (1,3)(2,4)\) but \(fg \neq Id\), so \((X, S)\) is a non-degenerate and braided (permutation) solution, where \(S(x, y) = (g(y), f(x))\).

The set of relations \(R\) obtained is:

\[
\begin{align*}
x_2^2 &= x_2x_4 = x_4x_2 \quad x_1x_2 = x_1x_4 = x_3x_4 = x_3x_2 \\
x_2^2 &= x_1x_3 = x_3x_1 \quad x_1x_5 = x_5x_4 = x_3x_5 = x_5x_2 \\
x_2x_1 &= x_2x_3 = x_3x_3 = x_4x_1 \quad x_2x_5 = x_5x_3 = x_4x_5 = x_5x_1
\end{align*}
\]

Using \(\equiv\) defined above, we have \(X' = \{[x_1], [x_2], [x_3]\}\), with \(x_1 \equiv x_3\) and \(x_2 \equiv x_4\), since in this example it holds that \(fg(1) = 3\) and \(fg(2) = 4\). Applying the definition of \(S'\) yields \(S'([x_1], [x_1]) = ([g(1)], [f(1)]) = ([2], [4]) = ([2], [2])\) and so on. So, \(G' = Gp\{[x_1], [x_2], [x_3] | [x_1]^2 = [x_2]^2, [x_1][x_3] = [x_3][x_2], [x_2][x_3] = [x_5][x_1]\}\). Note that in \(G\), it holds that \(x_1 = x_3\) and \(x_2 = x_4\), since many of the defining relations from \(R\) involve cancellation and \(G = Gp\{x_1, x_2, x_3 | x_1^2 = x_2^2, x_1x_5 = x_5x_2, x_2x_5 = x_5x_1\}\). We show that in the general case and before we proceed we need the following technical lemma.

**Lemma 9.1.** If \(k\) is odd, then \(S^k(x, y) = (f^{(k-1)/2}g^{(k+1)/2}(y), f^{(k+1)/2}g^{(k-1)/2}(x))\).

If \(k\) is even, then \(S^k(x, y) = (f^{k/2}g^{k/2}(x), f^{k/2}g^{k/2}(y))\).

**Proof.** The proof is by induction on \(k\):

If \(k = 1\), then \(S^1(x, y) = (f^{(1-1)/2}g^{(1+1)/2}(y), f^{(1+1)/2}g^{(1-1)/2}(x)) = (g(y), f(x))\). If \(k = 2\), then \(S^2(x, y) = S(g(y), f(x)) = (g(f(x), g(y)) = (f^{2/2}g^{2/2}(x), f^{2/2}g^{2/2}(y))\).

If \(k = 3\), then \(S^3(x, y) = S(gf(x), f(g(y)) = (gf(g(y), f(gf(x)) = (f^2g(y), f^2g(x))\).

Assume \(k\) is odd and assume that the formula holds for \(k\), so we need to show that it holds for \(k + 2\) also.

\[
S^{k+2}(x, y) = S^2S^k(x, y) = S^2(f^{(k-1)/2}g^{(k+1)/2}(y), f^{(k+1)/2}g^{(k-1)/2}(x)) = (gf(f^{(k-1)/2}g^{(k+1)/2}(y)), g(f^{(k+1)/2}g^{(k-1)/2}(x)) = (f^{(k+1)/2}g^{(k-1)/2}(y), f^{(k+1)/2}g^{(k-1)/2}(x)).
\]

The same proof for \(k\) even holds. \(\square\)

**Lemma 9.2.** Let \(x, x' \in X\). If \(x \equiv x'\), then \(x\) and \(x'\) are equal in \(G\).

**Proof.** Let \(x, x'\) be in \(X\) such that \(x \equiv x'\). If \(x \equiv x'\) then it means that there is an integer \(k\) such that \((fg)^k(x) = f^kg^k(x) = x'\). If \(k\) is odd, then let \(y\) in \(X\) be defined in the following way: \(y = f^{(k+1)/2}g^{(k-1)/2}(x)\). Then from lemma 9.1.
\[ S^k(x,y) = (f^{(k-1)/2}g^{(k+1)/2}(y), f^{(k+1)/2}g^{(k-1)/2}(x)) = (f^{(k-1)/2}g^{(k+1)/2}f^{(k+1)/2}g^{(k-1)/2}(x), y) = ((fg)^k(x), y) = (x', y) \]

So, there is a relation \( xy = x'y \) in \( G \) which implies that \( x = x' \) in \( G \).

If \( k \) is even and \( (fg)^k(x) = x' \), then there is an element \( x'' \in X \) such that \( (fg)^{k-1}(x) = x'' \), where \( k-1 \) is odd. So, from the subcase studied above, there is \( y \in X, y = f^{k/2}g^{(k-2)/2}(x) \), such that there is a relation \( xy = x''y \) in \( G \) and this implies that \( x = x'' \) in \( G \). Additionally, it holds that \( (fg)(x'') = x' \), so from the same argument as above there is \( z \in X \) such that there is a relation \( x'z = x''z \) in \( G \) and this implies that \( x' = x'' \) in \( G \). So, \( x = x' \) in \( G \).

We now show that \((X', S')\) is a a well-defined non-degenerate, involutive and braided solution and this implies from Theorem 4.14 that its structure group \( G' \) is Garside.

**Lemma 9.3.** The functions \( f' \) and \( g' \) are well defined. Hence \( S' \) is well-defined.

**Proof.** Let \( x, x' \) be in \( X \) such that \( x \equiv x' \). We will show that \( f'([x']) = f'([x]) \), that is \([f(x')] = [f(x)] \). Since \( x \equiv x' \), there is an integer \( k \) such that \( x' = (fg)^k(x) \), so \( f'([x']) = f'([f(x')]) = [f((fg)^k(x))] = [(fg)^k(f(x)) = [f(x)] = f'([x]) \), using the fact that \( fg = gf \). The same proof holds for \( g'([x']) = g'([x]) \).

**Lemma 9.4.** The functions \( f' \) and \( g' \) are bijective. Hence \( S' \) is non-degenerate.

**Proof.** Assume that there are \( x, y \in X \) such that \( f'([x]) = f'([y]) \), that is \([f(x)] = [f(y)] \). By the definition of \( \equiv \), this means that there is an integer \( k \) such that \( f(x) = (fg)^k f(y) \), that is \( f(x) = f(fg)^k(y) \), since \( fg = gf \). But \( f \) is bijective, so \( x = (fg)^k(y) \), which means that \([x] = [y] \). The same proof holds for \( g' \), using the fact that \( g \) is bijective.

**Lemma 9.5.** (1) \( S' \) is braided, that is \( f'g' = g'f' \).

(2) \( S' \) is involutive, that is \( f'g' = g'f' = id_{X'} \).

**Proof.** Let \([x] \in X' \).

(1) From the definition of \( f', g' \), we have \( f'(g'([x])) = f'([g(x)]) = [fg(x)] \) and \( g'f'([x]) = g'([f(x)]) = [g(f(x))] \). Since \( fg = gf \), we get \( f'g' = g'f' \).

(2) From the definition of \( \equiv \), we have \([fg(x)] = [x] \), so \( f'g'([x]) = [x] \), that is \( f'g' = id_{X'} \).

**Lemma 9.6.** Let \((X, S)\) be a not necessarily involutive permutation solution. Let \( X' = X/\equiv \) and let \( G' \) be the structure group corresponding to \((X', S')\), as defined above. Then \( G' \) is Garside.
Furthermore, if \( x_i x_j = x_k x_l \) is a defining relation in \( G \), then \([x_i][x_j] = [x_k][x_l]\) is a defining relation in \( G'\).

**Proof.** It holds that \((X', S')\) is a non-degenerate, braided and involutive permutation solution, so by Theorem 9.11 the group \( G' \) is a Garside group.

Assume that \( x_i x_j = x_k x_l \) is a defining relation in \( G \), that is \( S(x_i, x_j) = (x_k, x_l) \). From the definition of \( S' \), we have \( S'([x_i], [x_j]) = ([g(x_j)], [f(x_i)]) = ([x_k], [x_l]) \), that is there is a defining relation \([x_i][x_j] = [x_k][x_l]\) in \( G'\). Note that this relation may be a trivial one if \([x_i] = [x_k]\) and \([x_j] = [x_l]\) in \( G'\).

Now, it remains to show that the structure group \( G \) is isomorphic to the group \( G' \).

**Theorem 9.7.** Let \( G \) be the structure group of a not necessarily involutive permutation solution \((X, S)\). Then the group \( G \) is Garside.

**Proof.** We will show that the group \( G = \langle X \mid R \rangle \) is isomorphic to the group \( G' \), where \( G' \) is the structure group of \((X', S')\) and \( X' = X' \equiv \), and from lemma 9.6 we obtain that the group \( G \) is a Garside group.

Let define the following quotient map \( \Phi : X \to X' \) such that for \( x \in X \), \( \Phi(x) = [x] \). From lemma 9.6, \( \Phi : G \to G' \) is an homomorphism of groups, so \( \Phi \) is an epimorphism. We need to show that \( \Phi \) is injective: We show that if \([x][y] = [t][z]\) is a non-trivial defining relation in \( G' \), then \( xy = tz \) is a defining relation in \( G \). If \([x][y] = [t][z]\) is a non-trivial defining relation in \( G' \), then since \( S'([x], [y]) = ([g(y)], [f(x)]) \), we have that \([g(y)] = [t] \) and \([f(x)] = [z]\). That is, there are \( z' \in [z] \) and \( t' \in [t] \) such that \( g(y) = t' \) and \( f(x) = z' \). This implies that \( S(x, y) = (g(y), f(x)) = (t', z') \), that is \( xy = t'z' \) is a defining relation in \( G \). It holds that \( t \equiv t' \) and \( z \equiv z' \), so from lemma 9.2 \( t = t' \) and \( z = z' \) in \( G \). So, \( xy = tz \) is a defining relation in \( G \). Note that if \([x][y] = [t][z]\) is a trivial relation in \( G' \), that is \([x] = [t]\) and \([y] = [z]\), then from lemma 9.2 \( x = t \) and \( y = z \) in \( G \) and so \( xy = tz \) holds trivially in \( G \). So, \( \Phi \) is an isomorphism of the groups \( G \) and \( G' \) and from lemma 9.6 we have that \( G \) is Garside. \(\Box\)

10. **Calculation of \( \Delta \) for a permutation solution**

Let \((X, S)\) be a permutation solution. In case \((X, S)\) is not involutive, the results obtained here can be applied using the procedure described in Section 9. We denote by \( G \) the structure group of \((X, S)\) and by \( M \) the monoid with the same presentation. In order to calculate a Garside element \( \Delta \), we need the following technical lemmas. In [12], results of the same flavor (with no proof) are obtained for \((X, S)\) a square-free, non-degenerate, involutive and braided solution. So, it seems that these
are well-known facts for square-free solutions.
We recall that \((X, S)\) is given by \(X = \{x_1, \ldots, x_n\}\), \(S(i, j) = (f(j), f^{-1}(i))\),
where \(f\) is a permutation on \(\{1, \ldots, n\}\). \(f\) is described as the product of
disjoint cycles of the form\(f = (t_{1,1}, \ldots, t_{1,m_1})(t_{2,1}, \ldots, t_{2,m_2})(t_{k,1}, \ldots, t_{k,m_k})(s_1)\ldots(s_l)\),
where all \(t_{i,j}, s_* \in \{1, \ldots, n\}\).

**Lemma 10.1.** It holds for each \(1 \leq i \leq k\) that \(x_{t_{1,i}}^{m_i} = x_{t_{2,i}}^{m_i} = \ldots = x_{t_{n,i}}^{m_i}\).

**Proof.** From \(S(t_{i,p}, t_{i,p}) = (t_{i,p+1}, t_{i,p-1})\), we have \(x_{t_{i,p}}^{m_i} = x_{t_{i,p}}^{m_i-2}x_{t_{i,p}}x_{t_{i,p}}^{m_i} = x_{t_{i,p}}^{m_i-3}x_{t_{i,p}}x_{t_{i,p+1}}x_{t_{i,p}}^{m_i-1} = x_{t_{i,p}}^{m_i-3}x_{t_{i,p+2}}x_{t_{i,p-1}}x_{t_{i,p}}^{m_i-1}\).
We go on inductively and we obtain \(x_{t_{i,p}}^{m_i} = x_{t_{i,p-1}+m_i}x_{t_{i,p}}^{m_i-1}\).
Since \(p - 1 + m_i = p - 1 \pmod{m_i}\), we have \(x_{t_{i,p}}^{m_i} = x_{t_{i,p-1}}^{m_i}..\)

From Lemma [10.1] there is no ambiguity if we denote by \(x_{t_{i}}^{m_i}\) any element \(x_{t_{i}}^{m_i}\), since all these are equal. Moreover, for each cycle of length \(m_i\) the calculations are modulo modulo \(m_i\), so we often omit the modulo \(m_i\).

**Lemma 10.2.** It holds for \(1 \leq i, j \leq k\) that \(x_{t_{i}}^{m_i}x_{t_{j}}^{m_j} = x_{t_{j}}^{m_j}x_{t_{i}}^{m_i}\) and \(x_{t_{i}}^{m_i}x_{t_{j}}^{m_j} = x_{t_{j}}^{m_j}x_{t_{i}}^{m_i}\).

**Proof.** \(x_{t_{i}}^{m_i}x_{t_{j}}^{m_j} = x_{t_{i}}^{m_i}x_{t_{j}}^{m_j} = x_{t_{j}}^{m_j}x_{t_{i}}^{m_i}\) = \(x_{t_{j}}^{m_j}x_{t_{i}}^{m_i}\). From Lemma [10.1] we obtain \(x_{t_{i}}^{m_i}x_{t_{j}}^{m_j} = x_{t_{j}}^{m_j}x_{t_{i}}^{m_i}\).
The second statement is deduced from the first one..\)

**Lemma 10.3.** It holds for \(1 \leq i, j \leq k\) that \(x_{t_{i}}^{m_i}x_{t_{j}}^{m_j} = x_{t_{j}}^{m_j}x_{t_{i}}^{m_i}\).

**Proof.** From Lemma [10.2] we have that \(x_{t_{i}}^{m_i}x_{t_{j}}^{m_j} = x_{t_{j}}^{m_j}x_{t_{i}}^{m_i}\).
So, we obtain \(x_{t_{i}}^{m_i}x_{t_{j}}^{m_j} = x_{t_{j}}^{m_j}x_{t_{i}}^{m_i}\), since from Lemma [10.1] \(x_{t_{i}}^{m_i} = x_{t_{j}}^{m_j}\).

**Lemma 10.4.** It holds that \(x_{s_j}^{m_i}x_{t_{i}}^{m_i} = x_{t_{i}}^{m_i}x_{s_j}\), for each \(1 \leq j \leq l\) and \(1 \leq i \leq k\).

**Proof.** From \(S(t_{i,p}, s_j) = (s_j, t_{i,p-1})\), we have \(x_{t_{i,p}}x_{s_j} = x_{s_j}x_{t_{i,p-1}}\).
So, inductively we have \(x_{s_j}x_{t_{i}} = x_{t_{i}}x_{s_j}\), using Lemma [10.1].\)

**Proposition 10.5.** The element \(\Delta = x_{t_{1}}^{m_1}x_{t_{2}}^{m_2}..x_{t_{k}}^{m_k}x_{s_1}..x_{s_l}\) is a Garside element.

**Proof.** In order to show that \(\Delta\) is a Garside element, we need to show:
(1) the left divisors of \(\Delta\) are the same as the right divisors.
(2) there is a finite number of them.
(3) they generate \(M\).
Condition (2) holds obviously. From the precedent lemmas, it results that all the elements from \(X\) are left and right divisors of \(\Delta\), so condition (3) holds. So, it remains to show that condition (1) holds.
Any element which is the product in any order of elements of the form \( x_{t_i}^{m_i} \) and \( x_{s_j} \) for any \( i, j \) is a left and a right divisor, from the commutativity relations obtained in lemma 10.3. The problems arise with elements of the form \( x_{t_i}^{m_i} \cdots x_{t_i}^{m_q} \) or \( x_{s_j} x_{t_i}^{m_q} (q < m_{t_i}) \) which are left divisors but it is not clear at all that they are right divisors and with elements of the form \( x_{t_i}^{q} x_{t_i}^{m_i} \cdots x_{t_i}^{m_p} \) or \( x_{s_j} x_{s_j}^{q} (q < m_{t_i}) \) which are right divisors but it is not clear at all that they are left divisors. We solve the problem with elements of the form \( x_{t_i}^{m_i} \cdots x_{t_i}^{m_q} \) and \( x_{s_j} x_{t_i}^{m_q} (q < m_{t_i}) \) and the same kind of proof holds for the second type of elements. It is sufficient to look at an element of the form \( x_{t_i}^{m_i} x_{t_j}^{q} \) and inductively obtain the result. We will show that this element is also a right divisor of \( \Delta \). It holds that \( \Delta \) is equal to the element \( u x_{t_i}^{m_i} x_{t_j}^{m_j} \), for some \( u \).

So, \( u x_{t_i}^{m_i} x_{t_j}^{m_j} = u x_{t_i}^{m_i} x_{t_j}^{m_j-q} x_{t_j}^{q} = u x_{t_i}^{m_i-q} x_{t_j}^{m_j-m_i-q} x_{t_j}^{q} \), using lemma 10.2 \( m_j - q \) times. So, \( x_{t_i}^{m_i} x_{t_j}^{q} \) is a right divisor of \( \Delta \).

Now, we show that \( x_{s} x_{t_i}^{q} (q < m_{t_i}) \) is a right divisor of \( \Delta \). It holds that \( \Delta \) is equal to the element \( u x_{s} x_{t_i}^{m_i} \), for some \( u \). So, \( u x_{s} x_{t_i}^{m_i} = u x_{s} x_{t_i}^{m_i-q} x_{t_i}^{q} = u x_{t_i}^{m_i-q} x_{s} x_{t_i}^{q} \), using lemma 10.4 \( m_i - q \) times. So, \( x_{s} x_{t_i}^{q} \) is a right divisor of \( \Delta \).

**Example 2 cont':** Let \( X = \{x_1, x_2, x_3\} \) and \( S(x_1, x_2) = (f(j), f^{-1}(i)) \), where \( f = (1, 2, 3) \), be a permutation solution. Then it holds that \( x_1 = x_2 = x_3 \) in \( M \) and each word \( x_i^3 \) for \( i = 1, 2, 3 \) represents a Garside element, denoted by \( \Delta \).

The set of simples is \( \chi = \{\epsilon, x_1, x_2, x_3, x_1^2, x_2, x_3^2, \Delta\} \). The exponent of \( M \) (see section 3.3) is equal to 1, since the function \( x \rightarrow (x \setminus \Delta) \setminus \Delta \) from \( \chi \) to itself is the identity. As an example, the image of \( x_1 \) is \( (x_1 \setminus \Delta) \setminus \Delta = x_1 \), the image of \( x_2^2 \) is \( (x_2^2 \setminus \Delta) \setminus \Delta = x_2 \) and so on. So, from Theorem 7.1 and Proposition 3.17, the center of the structure group of \( (X, S) \) is cyclic and generated by \( \Delta \).

11. Appendix: Proof of Claim 4.11: \( M \) is right cancellative

In [13], using a different approach, the authors show that the monoids of left I-type are cancellative. In order to make the paper self-contained, we give in this appendix our proof. As we shall see, the proof of the right cancellativity is a ‘rewriting’ of the proof from [11], with the relevant alterations. Let \( w_1, w_2 \) be words in the free monoid generated by \( X \). If \( w_1 \) is transformed into \( w_2 \) by a sequence of \( t \) single applications of the defining relations, then the whole transformation will be said to be of chain-length \( t \). The right cancellativity of \( M \) will be proved in a direct proof by induction on the length of the words and the chain-length of transformations, but before we need the following lemma.
Proof. Assume that $w_1a = w_2a$ in $M$, with $w_1, w_2$ words in the free monoid generated by $X$ and $a \in X$. Since the defining relations are length-preserving, $w_1$ and $w_2$ have the same length. We will show that $w_1 = w_2$ by induction on the length of $w_1$ (and $w_2$) and on the chain-length of transformations.

If $w_1 = w_2 = \epsilon$, then there is nothing to prove.

Assume that $w_1, w_2 \in X$, that is there are $1 \leq k, l \leq n$ such that $w_1 = x_k$ and $w_2 = x_l$. We will show that necessarily $x_k = x_l$. From claim 4.2 we have that $x_k a = x_l a$ implies $x_k = x_l$.

Now, assume that $w_1 a = w_2 a$ in $M$ implies $w_1 = w_2$ in $M$ when:

(*) the length of $w_1$ is less or equal to $m - 1$ and the transformations have any chain-length.

and

(**) the length of $w_1$ is greater or equal to $m$ and the chain-length is less or equal to $q - 1$.

Assume that $w_1$ and $w_2$ have length $m$ and that $w_1 a = w_2 a$ in $M$ through a transformation of chain-length $q$. Let the successive words of the transformation be $u_1 = w_1 a$, $u_2 = \ldots, u_{q+1} = w_2 a$. Choose arbitrarily any intermediate word $u_p$ in the chain, so $u_p = w a'$ in $M$ for some word $w$ and $a' \in X$. So, $w_1 a = w a' = w_2 a$ in $M$ and each transformation $w_1 a = w a'$ and $w a' = w_2 a$ is of chain-length less than $q$. If $a = a'$ then the induction hypothesis can be applied, i.e $w_1 = w$ and $w = w_2$, so $w_1 = w_2$. Assume $a \neq a'$. Then from lemma 4.10 there is only one defining relation of the form $x_i a = x_j a'$, where $x_i, x_j$ are in $X$. So, we have that $w_1 = P x_i$ and $w = P x_j$ in $M$. On the other hand, we have that $w = Q x_j$ and $w_2 = Q x_i$ in $M$. So, $w = Q x_j = P x_j$ in $M$ and by induction hypothesis this implies $P = Q$ and then $w_1 = w_2$ in $M$. That is $M$ is right cancellative.
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