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Abstract

In this paper, we study a solution approach for set optimization problems with respect to the lower set less relation. This approach can serve as a base for numerically solving set optimization problems by using established solvers from multiobjective optimization. Our strategy consists of deriving a parametric family of multiobjective optimization problems whose optimal solution sets approximate, in a specific sense, that of the set-valued problem with arbitrary accuracy. We also examine particular classes of set-valued mappings for which the corresponding set optimization problem is equivalent to a multiobjective optimization problem in the generated family. Surprisingly, this includes set-valued mappings with a convex graph.
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1 Introduction

In set optimization one considers the minimization of set-valued mappings with a partially ordered image space. Problems of this type have received a lot of attention during the past few decades due to its wide number of both theoretical and practical applications. For example, from a theoretical point of view, it generalizes multiobjective optimization problems [17] and naturally arises in bilevel optimization [33] and optimization under uncertainty [15]. On the other hand, it also has a direct impact in finance [11] and socio-economics [2, 32]. We refer the reader to [24] for an in-depth overview of this research area.

Literature Review. In this paper, we are interested in the computational solution of set optimization problems for which the solution concepts are based on the so called set approach. A common feature of these solution concepts is that they are based on predefined order relations in the class of all nonempty subsets of the image space of the set-valued objective mapping. Here it is worth mentioning the so called lower set less and upper set less relations. Given its generality, the design of numerical methods
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for solving this type of problems is a challenging research topic. In the literature, different algorithmic approaches have already been studied. For unconstrained problems, derivative free strategies have been considered in [18, 20, 26]. The idea of these methods is to find a descent direction of the set-valued objective mapping among the points in a precomputed subset of the unit sphere, and then to use a suitable line search procedure to improve the solution candidate. These methods have in common that they deliver only one optimal solution, while in set optimization, similar to multiobjective optimization, the optimal solution set—and even the cardinality of optimal values—is in general infinite. The case in which the set-valued problem has a finite feasible set has been analyzed in [12, 13, 27, 28]. The main feature of these procedures is the use of clever comparison strategies of the images of the set-valued mapping that, in practice, avoids the comparison of every possible pair of sets. Other solution methods considered exploit the particular structure of the set-valued objective mapping. In particular, for those that arise in multiobjective optimization under uncertainty, scalarization methods have been studied in [8, 9, 15, 16, 22, 36], a first order descent method was considered in [4], and a branch and bound scheme has been examined in [9].

In contrast to the approaches previously mentioned, in this paper we are particularly concerned with vectorization strategies. By this, we mean any procedure that makes use of some kind of relaxation of the original set optimization problem that replaces it with a finite-dimensional multiobjective optimization problem for which numerical solution methods are already available. Research in this direction is, to the best of our knowledge, more limited in the literature. In fact, we are only aware of two references in this case, see [10, 30]. The algorithm in [30] is designed for problems on which the graph of the set-valued objective mapping is polyhedral and the solution concept is the one associated to the lower set less relation. The more recent work [10] assumes that the images of the set-valued mapping are convex and compact, and deals with both the upper and lower set less relations. The idea there is to consider a discretized version of a vectorization result derived in [19], which shows the equivalence (in a specific sense) of set optimization problems and a corresponding infinite dimensional vector optimization problem. This results in a parametric family of multiobjective problems whose solution sets approximate that of the set optimization problem, and the quality of this approximation is controlled by the fineness of the discretization.

Contributions. The main contribution of this paper is a vectorization scheme for solving general nonconvex set optimization problems with the lower set less relation. Inspired by the solution concepts based on the so called vector approach we construct, for any natural number, a corresponding multiobjective optimization problem. Thus, by doing this, we obtain a parametric family of multiobjective optimization problems with the natural numbers as the set of parameters. Thereby, the vector approach is obtained as a particular case. The results derived for the proposed scheme are of the following two types:

- **Approximation properties.** We show that the optimal solution sets of our multiobjective subproblems give inner approximations to that of the set optimization problem, and that these approximations are monotone increasing with respect to the parameter. Furthermore, we prove that the quality of the solutions obtained by these inner approximations are good enough in a specific sense. At the same time, outer approximations are provided by means of the approximate solutions of
the multiobjective subproblems. As a consequence, we are able to establish that the optimal solution set of the set optimization problem can be approximated with arbitrary accuracy by those of the multiobjective optimization problems in our parametric family.

- **Finiteness of the vectorization scheme.** We study different classes of set-valued mappings for which the corresponding set optimization problem is equivalent to one of our multiobjective optimization subproblems. In this case, the inner approximation determined by the multiobjective optimization problem is already the full set of optimal solutions of interest. In a specific topological sense, we are able to show that the class of set-valued mappings satisfying this property is not small, and that it includes different types usually considered in the literature. In particular, we show that this is the case if the set-valued mapping has polytopal values, or values with a finite number of minimal elements, or a convex graph.

Given the guaranteed approximation properties mentioned above, we can replace the set optimization problem with one of our multiobjective optimization subproblems for a specific parameter. The subproblems have a linear objective function and inclusion constraints with respect to the graph of the set-valued objective mapping. Thus, our approach is computationally friendly in the sense that no extra complexity is added to the multiobjective subproblems, other than those that already come from the description of the set-valued objective mapping.

A clear advantage of our method over those in the literature is that we do not require the convexity of the images of the set-valued mapping (as in [10, 30]), and we avoid making expensive computational comparisons between sets (as required in [18, 20, 26, 12, 13, 27, 28]).

**Organization.** The paper is organized as follows: Section 2 introduces the main concepts and results that set the stage of the work. In Section 3, we introduce our vectorization scheme and study the main connections to set optimization problems. These connections then motivate the study of classes of set-valued mappings for which our vectorization is exact in a specific sense. This is precisely the content of Section 4. We conclude in Section 5 with some final remarks.

## 2 Preliminaries

We start this section by clarifying the notation of the paper. First, for a set $A \subseteq \mathbb{R}^m$, we denote its interior, closure, boundary, convex hull and cardinality by $\text{int} \ A$, $\text{cl} \ A$, $\text{bd} \ A$, $\text{conv} \ A$, and $|A|$, respectively. As usual, the elements in $\mathbb{R}^m$ are considered as column vectors, and we denote the transpose operator with the symbol $\top$. However, we sometimes abuse this notation when we consider vectors that are formed by other vectors together. Thus, for example, given $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$, we may write $(x, y)$ instead of $(x^\top, y^\top)^\top$. We also denote by $0_{m \times n}$ the zero matrix with $m$ rows and $n$ columns, and by $I_m$ the identity matrix of dimension $m$. Furthermore, we denote the standard Euclidean norm in $\mathbb{R}^m$ by $\| \cdot \|$ and its corresponding unit ball by $B$. Moreover, for a set-valued mapping $F : \mathbb{R}^n \to \mathbb{R}^m$ and $A \subseteq \mathbb{R}^n$, we denote by $F(A)$ the set $\bigcup_{x \in A} F(x)$. Finally, for $p \in \mathbb{N}$, we set $[p] := \{1, \ldots, p\}$. 


Recall that $K \subseteq \mathbb{R}^m$ is a cone if for all $t \geq 0$ and $y \in K$ it holds $ty \in K$, and that a cone $K$ is convex if $K + K = K$, pointed if $K \cap (-K) = \{0\}$, and solid if int $K \neq \emptyset$. For a cone $K$, we denote with $K^*$ the dual cone defined as
\[ K^* := \{ v \in \mathbb{R}^m \mid \forall y \in K : v^\top y \geq 0 \}. \]
For a solid cone $K \subseteq \mathbb{R}^m$ and $y^1, y^2 \in \mathbb{R}^m$ we define binary relations by
\[ y^1 \leq_K y^2 : \iff y^2 - y^1 \in K, \]
\[ y^1 \preceq_K y^2 : \iff y^2 - y^1 \in K \setminus \{0\}, \]
\[ y^1 \prec_K y^2 : \iff y^2 - y^1 \in \text{int} \ K. \]
We also write $y^1 \not\leq_K y^2$ and $y^1 \not\preceq_K y^2$ if the inequalities $y^1 \leq_K y^2$ and $y^1 \prec_K y^2$ are not satisfied, respectively.

If the cone $K$ in the previous definition is convex and pointed, it is well known that $\leq_K$ defines a partial order in $\mathbb{R}^m$, see, for example, [17]. By using the partial ordering introduced by a convex and pointed cone $K$ we can define minimal and weakly minimal elements of a nonempty set $A \subseteq \mathbb{R}^m$. For the weakly minimal elements we need to assume additionally that the cone $K$ is solid. The set of minimal elements of $A$ with respect to $K$ is then defined as
\[ \text{Min}(A, K) := \{ y \in A \mid (y - K) \cap A = \{y\} \}, \]
and the set of weakly minimal elements of $A$ with respect to $K$ is defined as
\[ \text{WMin}(A, K) := \{ y \in A \mid (y - \text{int} \ K) \cap A = \emptyset \}. \]

**Proposition 2.1** ([35, Theorem 3.2.9]) Let $A \subseteq \mathbb{R}^m$ be nonempty and compact, and suppose that $K$ is closed, convex, and pointed. Then, $A$ satisfies the so called domination property (or external stability property) with respect to $K$, that is, $\text{Min}(A, K) \neq \emptyset$ and
\[ A + K = \text{Min}(A, K) + K. \]
Let now $\Omega \subseteq \mathbb{R}^n$ be nonempty, and consider a vector-valued function $f : \mathbb{R}^n \to \mathbb{R}^m$. Furthermore, let $K \subseteq \mathbb{R}^m$ be a closed, convex, pointed, and solid cone. The multiobjective optimization problem associated to this data is then
\[ \leq_K \min_x f(x) \quad \text{s.t. } x \in \Omega, \quad (\mathcal{VP}) \]
and its (approximate) optimal solutions are understood in the sense of Definition 2.2 below. As we will see later in the paper, we can relate (approximate) optimal solutions of a specific multiobjective optimization problem to the optimal solution set of our set optimization problem under consideration.

**Definition 2.2** ([29]) Let $K \subseteq \mathbb{R}^m$ be a closed, convex, pointed, and solid cone, and suppose that an element $e \in \text{int} \ K$ has been fixed. Furthermore, let $\varepsilon \geq 0$, and consider a point $\bar{x} \in \Omega$.

(i) We say that $\bar{x}$ is an $\varepsilon$-weakly minimal solution of $(\mathcal{VP})$ if
\[ \nexists x \in \Omega : f(x) \prec_K f(\bar{x}) - \varepsilon e. \quad (2.1) \]
When $\varepsilon = 0$, we just say that $\bar{x}$ is a weakly minimal solution of $(\mathcal{VP})$. The set of $\varepsilon$-weakly minimal solutions is denoted by $\varepsilon$-wargmin $(\mathcal{VP})$ for $\varepsilon > 0$, and by wargmin $(\mathcal{VP})$ for $\varepsilon = 0$. 

\[ \]
(ii) We say that $\bar{x}$ is an $\varepsilon$-minimal solution of $(VP)$ if
\[ \hat{x} \in \Omega : f(x) \preceq_K f(\bar{x}) - \varepsilon e. \] (2.2)
When $\varepsilon = 0$, we just say that $\bar{x}$ is a minimal solution of $(VP)$. The set of $\varepsilon$-minimal solutions is denoted by $\varepsilon$-argmin $(VP)$ for $\varepsilon > 0$, and by argmin $(VP)$ for $\varepsilon = 0$.

The remaining of this section is devoted to the definition of the set optimization problem we consider in the paper. A main ingredient in this definition is the use of so called set relations in order to compare the images of the set-valued objective mapping when determining an optimal solution. Thus, we begin by establishing those that are used in the paper. We refer the reader to [21] and the references therein for an overview of other existing set relations.

**Definition 2.3** Let $K \subseteq \mathbb{R}^m$ be a closed, convex, pointed, and solid cone. The following binary relations are defined on the power set of $\mathbb{R}^m$:

(i) $\forall A, B \subseteq \mathbb{R}^m : A \preceq_K B :\iff B \subseteq A + K,$

(ii) $\forall A, B \subseteq \mathbb{R}^m : A \leq_K B :\iff B \subseteq A + K \setminus \{0\},$

(iii) $\forall A, B \subseteq \mathbb{R}^m : A <_K B :\iff B \subseteq A + \text{int } K.$

For $A, B \subseteq \mathbb{R}^m$, we write $A \nleq_K B$ and $A \not< K B$ if the inequalities $A \leq_K B$ and $A <_K B$ are not satisfied, respectively.

The binary relation $\preceq_K$ defined above is the so called lower set less relation associated to the cone $K$ and it has been widely used in the literature, see for instance [24] and the references therein. One can also observe that the relations $\preceq_K$ and $<_K$ constitute, respectively, strong and strict versions of it. Moreover, note that
\[ A \leq_K B :\iff \forall b \in B, \exists a \in A : a \leq_K b. \]

Thus, intuitively, comparing sets with respect to this set relation corresponds to comparing their best elements with respect to the partial order $\preceq_K$. It is well known that $\preceq_K$ is a preorder, but in general it fails to be antisymmetric, see [21, Proposition 3.1]. Likewise, $\nleq_K$ and $\not< K$ are transitive but not necessarily reflexive or antisymmetric.

Next, we recall some standard concepts from set-valued and convex analysis that will be important for our main results. For a set-valued mapping $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$, the domain and graph of $F$ are defined, respectively, by
\[ \text{dom } F := \{ x \in \mathbb{R}^n \mid F(x) \neq \emptyset \} \quad \text{and} \quad \text{gph } F := \{ (x,y) \in \mathbb{R}^n \times \mathbb{R}^m \mid y \in F(x) \}. \]

Moreover, we say that $F$ is locally bounded at $\bar{x}$ if there exists $\alpha > 0$ and a neighborhood $U$ of $\bar{x}$ such that $F(U) \subseteq \alpha B$.

Unless otherwise stated, throughout the rest of this paper we work with the following setup:

**Assumption 1** Let $\Omega \subseteq \mathbb{R}^n$ be nonempty and closed, and $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ be a given set-valued mapping such that $\Omega \subseteq \text{dom } F$ and $F(x)$ is compact for every $x \in \Omega$. Furthermore, let $K \subseteq \mathbb{R}^m$ be a closed, convex, pointed, and solid cone, and $e \in \text{int } K$ be a given element.
For a discussion on solidness of cones and possible replacement concepts we refer to the recent paper [25]. Now, under these assumptions, we consider the set optimization problem:

\[ \min_{\leq_{K}} F(x) \quad \text{s.t. } x \in \Omega. \]  

(SP)

The solutions of (SP) are understood in the following sense:

**Definition 2.4** Let \( \varepsilon \geq 0 \) and consider a point \( \bar{x} \in \Omega \).

(i) We say that \( \bar{x} \) is an \( \varepsilon \)-weakly minimal solution of (SP) if

\[ \exists x \in \Omega : F(x) \leq_{K} F(\bar{x}) - \varepsilon e. \]

When \( \varepsilon = 0 \), we just say that \( \bar{x} \) is a weakly minimal solution of (SP). The set of \( \varepsilon \)-weakly minimal solutions is denoted by \( \varepsilon \)-wargmin (SP) for \( \varepsilon > 0 \), and by wargmin (SP) for \( \varepsilon = 0 \).

(ii) We say that \( \bar{x} \) is a type-one \( \varepsilon \)-minimal solution of (SP) if

\[ \forall x \in \Omega : F(x) \leq_{K} F(\bar{x}) - \varepsilon e \implies F(x) - \varepsilon e \leq_{K} F(x). \]

When \( \varepsilon = 0 \), we just say that \( \bar{x} \) is a type-one minimal solution of (SP). The set of type-one \( \varepsilon \)-minimal solutions is denoted by \( \varepsilon \)-argmin\(^{I}\) (SP) for \( \varepsilon > 0 \), and by argmin\(^{I}\) (SP) for \( \varepsilon = 0 \).

(iii) We say that \( \bar{x} \) is a type-two \( \varepsilon \)-minimal solution of (SP) if

\[ \exists x \in \Omega : F(x) \leq_{K} F(\bar{x}) - \varepsilon e. \]

When \( \varepsilon = 0 \), we just say that \( \bar{x} \) is a type-two minimal solution of (SP). The set of type-two \( \varepsilon \)-minimal solutions is denoted by \( \varepsilon \)-argmin\(^{II}\) (SP) for \( \varepsilon > 0 \), and by argmin\(^{II}\) (SP) for \( \varepsilon = 0 \).

In particular, we are interested in computing (or approximating) the sets wargmin (SP), argmin\(^{I}\) (SP), and argmin\(^{II}\) (SP). The concepts involving \( \varepsilon \) are only of approximate type, but also constitute an important tool in our analysis. It is worth mentioning that, concerning minimal solutions of set optimization problems, the traditional concept in the literature is that of type-one defined above. Our motivation for considering type-two minimal solutions comes from its applications in multiobjective optimization under uncertainty, where such a solution concept is introduced for set-valued mappings with a particular structure, see [15, 16]. Moreover, from the beginning we will show that type-two minimal solutions have better approximation properties than those of type-one, see Proposition 3.2 and Example 3.3. Therefore, in this paper we focus on the weakly minimal and type-two minimal solutions of (SP).

In the following proposition we clarify the relationships between the different solution concepts.

**Proposition 2.5** Let \( \varepsilon \geq 0 \). It holds:

\[ \varepsilon \text{-argmin}^{I} (SP) \subseteq \varepsilon \text{-argmin}^{II} (SP) \subseteq \varepsilon \text{-wargmin} (SP). \]
Proof. In order to see the first inclusion, suppose that for some point \( \bar{x} \in \varepsilon\text{-argmin}^I(SP) \) we have \( \bar{x} \notin \varepsilon\text{-argmin}^{II}(SP) \). Then, there exists \( x \in \Omega \) such that

\[
F(\bar{x}) - \varepsilon e \subseteq F(x) + K\{0\} \subseteq F(x) + K.
\]

Because \( \bar{x} \in \text{argmin}^I(SP) \), we deduce that \( F(x) \subseteq F(\bar{x}) - \varepsilon e + K \). Therefore,

\[
F(\bar{x}) - \varepsilon e \subseteq F(x) + K\{0\} \subseteq F(\bar{x}) - \varepsilon e + K + K\{0\}.
\]

Thus, in particular, as \( K \) is pointed, we find that \( F(\bar{x}) \subseteq F(\bar{x}) + K\{0\} \). According to Proposition 2.1, we now get the existence of \( \bar{y} \in \text{Min}(F(\bar{x}), K) \). However, since \( F(\bar{x}) \subseteq F(\bar{x}) + K\{0\} \), it is possible to find an element \( y \in F(\bar{x}) \) with \( y \preceq_K \bar{y} \). This contradicts the minimality of \( \bar{y} \).

The second inclusion is an immediate consequence of the definitions and the fact that \( \text{int} K \subseteq K\{0\} \).

We conclude the section with a result that establishes relationships between the set of minimal solutions of \((SP)\) and their approximate counterparts.

**Proposition 2.6** It holds:

(i) \( \text{wargmin}(SP) = \bigcap_{\varepsilon > 0} \varepsilon\text{-wargmin}(SP) \).

(ii) \( \text{argmin}^{II}(SP) \subseteq \bigcap_{\varepsilon > 0} \varepsilon\text{-argmin}^{II}(SP) \).

**Proof.** For statement (i), see [6, Theorem 4.2]. Statement (ii) is immediate from the definition.

### 3 The Vectorization Scheme

This section is devoted to the formal description of our vectorization scheme and its main properties. With this in mind, we start by recalling the solution concepts for set optimization problems that are based on the so called vector approach [24, Section 2.6] as this delivers a motivation for our strategy. There, a pair \((\bar{x}, \bar{y})\) is said to be a (weak) minimizer of \((SP)\) if and only if \((\bar{x}, \bar{y})\) is a (weakly) minimal solution of the multiobjective optimization problem

\[
\leq_K - \min_{x,y} y \quad \text{s.t.} \quad y \in F(x), \quad x \in \Omega.
\]  

(3.1)

Note that, because we are mainly interested in optimal solutions in the decision space, the vector \( y \) in (3.1) can be seen as a vector of slack variables. In the literature, connections between the solution concepts based on the vector and the set approach have already been studied, see [14, Lemma 2.6 and Proposition 2.10]. There, it is established that

\[
(\bar{x}, \bar{y}) \text{ is a weak minimizer of } (SP) \implies \bar{x} \in \text{wargmin} (SP).
\]  

(3.2)

This makes the process of finding solutions to \((SP)\) by means of (3.1) an attractive computational idea. However, simple examples show that the converse implication in
(3.2) does not hold and that, in general, the gap between the set of weakly minimal solutions and those that can be computed by solving (3.1) can be arbitrarily large. The main contribution of this paper is an attempt at remedying this limitation by introducing a generalization of problem (3.1) consisting of adding several slack vectors, instead of just one. Formally, for $p \in \mathbb{N}$, we consider the multiobjective optimization problem

$$
\min_{x, y^1, \ldots, y^p} \begin{pmatrix} y^1 \\ \vdots \\ y^p \end{pmatrix}
$$

s.t. $y^i \in F(x)$ for each $i \in [p]$, $x \in \Omega$,

where $K^p := \prod_{i=1}^p K \subseteq \mathbb{R}^{mp}$.

It is now easy to see that (3.1) is just $(\mathcal{WP}_p)$ for $p = 1$. This fact, together with statement (3.2), clearly motivates a study on the relationships between $(\mathcal{SP})$ and $(\mathcal{WP}_p)$. However, before proceeding, we make some additional clarifications. First, naturally, the approximate solutions of $(\mathcal{WP}_p)$ are considered with respect to the vector $e^p := (e, \ldots, e) \in \text{int } K^p$. Moreover, for $\varepsilon > 0$, we denote by $\varepsilon$-wargmin$_x (\mathcal{WP}_p)$ the projection of the set $\varepsilon$-wargmin$_x (\mathcal{WP}_p)$ onto $\mathbb{R}^n$, that is,

$$
\varepsilon\text{-wargmin}_x (\mathcal{WP}_p) := \{ x' \in \mathbb{R}^n \mid \exists y^1, \ldots, y^p \in F(x') : (x', y^1, \ldots, y^p) \in \varepsilon\text{-wargmin } (\mathcal{WP}_p) \}.
$$

Similarly, we denote by $\varepsilon$-argmin$_x (\mathcal{WP}_p)$ the projection of $\varepsilon$-argmin$_x (\mathcal{WP}_p)$ onto $\mathbb{R}^n$. Finally, for our analysis it will be helpful to introduce the vector-valued functional $f^p : \mathbb{R}^n \times \prod_{i=1}^p \mathbb{R}^m \to \prod_{i=1}^p \mathbb{R}^m$ and the set-valued mapping $F^p : \mathbb{R}^n \to \prod_{i=1}^p \mathbb{R}^m$ defined respectively as

$$
\forall x \in \mathbb{R}^n, y^1, \ldots, y^p \in \mathbb{R}^m : f^p (x, y^1, \ldots, y^p) := \begin{pmatrix} y^1 \\ \vdots \\ y^p \end{pmatrix}, \quad F^p(x) := \prod_{i=1}^p F(x).
$$

By using these maps we can rewrite $(\mathcal{WP}_p)$ as

$$
\min_{z} f^p(z)
$$

s.t. $z \in \text{gph } F^p$.

Our starting point is now a simple proposition that shows a monotonicity property of the solution sets of the multiobjective optimization problems $(\mathcal{WP}_p)$ with respect to $p$.

**Proposition 3.1** Let $p_1, p_2 \in \mathbb{N}$ and $\varepsilon \geq 0$ be given, and suppose that $p_1 \leq p_2$. Then,

(i) $\varepsilon$-wargmin$_x (\mathcal{WP}_{p_1}) \subseteq \varepsilon$-wargmin$_x (\mathcal{WP}_{p_2})$,

(ii) $\varepsilon$-argmin$_x (\mathcal{WP}_{p_1}) \subseteq \varepsilon$-argmin$_x (\mathcal{WP}_{p_2})$.

**Proof.** For the proof of (i), let $\bar{x} \in \varepsilon$-wargmin$_x (\mathcal{WP}_{p_1})$. Then, we can find $\{\bar{y}^1, \ldots, \bar{y}^{p_1}\} \subseteq F(\bar{x})$ such that

$$(\bar{x}, \bar{y}^1, \ldots, \bar{y}^{p_1}) \in \varepsilon$\text{-wargmin } (\mathcal{WP}_{p_1}).$$

It is then easy to check that the vector where we add $p_2 - p_1$ copies of $\bar{y}^1$, i.e., $\tilde{z} := (\bar{x}, \bar{y}^1, \ldots, \bar{y}^{p_1}, \bar{y}^1, \ldots, \bar{y}^1)$ is an element of $\varepsilon$-wargmin$_x (\mathcal{WP}_{p_2})$, from which we deduce that $\bar{x} \in \varepsilon$-wargmin$_x (\mathcal{WP}_{p_2})$. 
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For the proof of (ii), let \( \bar{x} \in \varepsilon - \text{argmin}_x (\mathcal{V}P_{p_1}) \). Then, we can find \( \{y^1, \ldots, y^p\} \subseteq F(\bar{x}) \) such that \((\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon - \text{argmin} (\mathcal{V}P_{p_1}) \). Now let \( \varepsilon \in \text{gph} F^{p_2} \) be defined as in part (i) of the proof and assume that there exists \( z = (x, y^1, \ldots, y^{p_1}, \ldots, y^{p_2}) \) with \( z \in \text{gph} F^{p_2} \) such that \( F^{p_2}(z) \leq_{K^{p_2}} F^{p_1}(\bar{z}) - \varepsilon \varepsilon^{p_2} \). This implies that \( y^1_i \leq_K \bar{y}_i - \varepsilon \varepsilon \) for all \( i \in [p_1] \). Furthermore, it is \( y^{1+i}_i \leq_K \bar{y}_i - \varepsilon \varepsilon \) for an \( i \in [p_2 - p_1] \) or \( y^{3+j}_i \leq_K \bar{y}_i - \varepsilon \varepsilon \) for a \( j \in [p_1] \). In the first case it is \( F^{p_1}(x, y^{1+i}_1, y^2, \ldots, y^{p_1}) \leq_{K^{p_1}} F^{p_1}(\bar{x}, y^1, \bar{y}_2, \ldots, \bar{y}^p) - \varepsilon \varepsilon^{p_1} \) and in the second case it is \( F^{p_1}(x, y^1, \ldots, y^{p_1}) \leq_{K^{p_1}} F^{p_1}(\bar{x}, y^1, \ldots, y^p) - \varepsilon \varepsilon^{p_1} \). In both cases this contradicts \((\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon - \text{argmin} (\mathcal{V}P_{p_1}) \).

The next result shows that a property similar to the one in (3.2) still holds for \( (\mathcal{V}P_p) \).

**Proposition 3.2** Let \( p \in \mathbb{N} \) and \( \varepsilon \geq 0 \) be given. Then,

(i) \( \varepsilon - \text{wargmin}_x (\mathcal{V}P_p) \subseteq \varepsilon - \text{wargmin} (\mathcal{S}P) \),

(ii) \( \varepsilon - \text{argmin}_x (\mathcal{V}P_p) \subseteq \varepsilon - \text{argmin}^{\Pi} (\mathcal{S}P) \).

**Proof.** For the proof of (i), let us fix \( p \in \mathbb{N} \) and consider an element \( \bar{x} \in \varepsilon - \text{wargmin}_x (\mathcal{V}P_p) \). Again, there exists \( \{y^1, \ldots, y^p\} \subseteq F(\bar{x}) \) such that \((\bar{x}, y^1, \ldots, y^p) \in \varepsilon - \text{wargmin} (\mathcal{V}P_p) \). Suppose now that \( \bar{x} \notin \varepsilon - \text{wargmin} (\mathcal{S}P) \). Then, we can find \( x \in \mathcal{O} \) for which the inequality \( F(x) <_{K} F(\bar{x}) - \varepsilon \varepsilon \) is satisfied. Thus, in particular, we have that

\[
F(x) <_{K} \{y^1, \ldots, y^p\} - \varepsilon \varepsilon
\]

This implies the existence of \( y^1, \ldots, y^p \in F(x) \) such that

\[
\forall i \in [p] : y^i <_{K} \bar{y}_i - \varepsilon \varepsilon
\]

from which we deduce that \( F^p(x, y^1, \ldots, y^p) <_{K^p} F^p(\bar{x}, y^1, \ldots, y^p) - \varepsilon \varepsilon^{p} \). This contradicts the supposed \( \varepsilon \)-weak minimality of \((\bar{x}, y^1, \ldots, y^p) \) for \((\mathcal{V}P_p) \). The proof of (ii) is analog.

The following example shows that a statement like the one in Proposition 3.2 (ii) does not hold for type-one minimal solutions.

**Example 3.3** Let \( \Omega = [0.25, 0.5] \), \( Y = \mathbb{R}^2 \), \( K = \mathbb{R}^2_+ \) and consider \( F : \mathbb{R} \rightarrow \mathbb{R}^2 \) given by \( F(x) := \text{conv} \{ (1, 0)^T, (0, 1)^T, (x, x)^T \} \) if \( x \in \Omega \), and \( F(x) = \emptyset \) if \( x \notin \Omega \). Then, it is easy to check that \( \text{argmin}_x (\mathcal{S}P) = \{ 0.25 \} \) and \( \text{argmin}^{\Pi} (\mathcal{S}P) = \Omega \). However, for every \( p \in \mathbb{N} \) it is \( (0.5, (1, 0)^T, \ldots, (1, 0)^T) \in \text{argmin} (\mathcal{V}P_p) \) (with \( p \) copies of \((1, 0)^T \)). Hence, we have \( 0.5 \in \text{argmin}_x (\mathcal{V}P_p) \backslash \text{argmin}^{\Pi} (\mathcal{S}P) \) for all \( p \in \mathbb{N} \), and therefore \( \text{argmin}_x (\mathcal{V}P_p) \subseteq \text{argmin}^{\Pi} (\mathcal{S}P) \).

**Proposition 3.4** Let \( p \in \mathbb{N} \). Then, the following statements hold:

(i) For every \( \bar{x} \in \varepsilon - \text{wargmin}_x (\mathcal{V}P_p) \) there exists \( \bar{y}^1, \ldots, \bar{y}^p \in \text{Min}(F(\bar{x}), K) \) such that

\[
(\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon - \text{wargmin} (\mathcal{V}P_p).
\]

Conversely, suppose that \((\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon - \text{argmin} (\mathcal{V}P_p) \). Then, for some \( i \in [p] \) we have \( \bar{y}^i \in \text{WMin}(F(\bar{x}), K) \).

(ii) For every \( \bar{x} \in \varepsilon - \text{argmin}_x (\mathcal{V}P_p) \) there exists \( \bar{y}^1, \ldots, \bar{y}^p \in \text{Min}(F(\bar{x}), K) \) such that

\[
(\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon - \text{argmin} (\mathcal{V}P_p).
\]

Conversely, if \((\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon - \text{argmin} (\mathcal{V}P_p) \), then \( \bar{y}^1, \ldots, \bar{y}^p \in \text{Min}(F(\bar{x}), K) \).
Proof. (i) If $\bar{x} \in \text{wargmin}_x (\mathcal{VP}_p)$, by the definition we can find \{y^1, \ldots, y^p\} \subseteq F(\bar{x})$ such that $(\bar{x}, y^1, \ldots, y^p) \in \text{wargmin} (\mathcal{VP}_p)$. Furthermore, since $F(\bar{x})$ is compact, we can apply Proposition 2.1 to obtain the existence of \{y^1, \ldots, y^p\} \subseteq F(\bar{x})$ such that, for all $i \in [p]$, it holds $y^i \leq_K \bar{y}^i$. It is then straightforward to verify that $(\bar{x}, y^1, \ldots, y^p) \in \text{wargmin} (\mathcal{VP}_p)$. Suppose now that $(\bar{x}, y^1, \ldots, y^p) \in \text{wargmin} (\mathcal{VP}_p)$, and that

$$\{y^1, \ldots, y^p\} \cap \text{WMin}(F(\bar{x}), K) = \emptyset.$$  

Then, for each $i \in [p]$ we can find $\hat{y}^i \in F(\bar{x})$ such that $\hat{y}^i <_K \bar{y}^i$. However, this would imply that $f^p(\bar{x}, \hat{y}^1, \ldots, \hat{y}^p) <_{K^p} f^p(\bar{x}, y^1, \ldots, y^p)$, a contradiction to the weak minimality of $(\bar{x}, y^1, \ldots, y^p)$ for $(\mathcal{VP}_p)$.

(ii) The proof of the first part of the statement is analogous to that in (i). Suppose next that $(\bar{x}, y^1, \ldots, y^p) \in \text{argmin} (\mathcal{VP}_p)$ and that, for some $i \in [p]$, we have $\bar{y}^i \notin \text{Min}(F(\bar{x}), K)$. Then, there exists $\hat{y}^i$ such that $\hat{y}^i \leq_K \bar{y}^i$. It is then possible to check that $f^p(\bar{x}, \hat{y}^1, \ldots, \hat{y}^i, \ldots, \hat{y}^p) \leq_{K^p} f^p(\bar{x}, y^1, \ldots, \hat{y}^i, \ldots, y^p)$, a contradiction. □

Before continuing we recall that, for a bounded set $A \subseteq \mathbb{R}^m$ and $\varepsilon > 0$, the so-called $\varepsilon$-external covering number of $A$ is defined by

$$n_{\varepsilon}(A) := \min \{|B| \mid B \subseteq \mathbb{R}^m, |B| < +\infty, A \subseteq B + \varepsilon \mathbb{B}\}.$$  

This concept has proven to be a useful tool in other areas of research, including both geometric analysis and machine learning, see for example [1, Chapter 4] and [37, Chapter 27], respectively. It is well known that $n_{\varepsilon}$ is well defined and finite for each bounded $A$, and that it is monotone increasing with respect to inclusion, that is, $A \subseteq B$ implies $n_{\varepsilon}(A) \leq n_{\varepsilon}(B)$.

We are now ready to state the main result of the section. It establishes that it is possible to approximate with arbitrary precision the set of (weakly) minimal solutions of $(SP)$ by those of $(\mathcal{VP}_p)$.

**Theorem 3.5** The following relationships hold:

(i) $\bigcup_{p \in \mathbb{N}} \text{wargmin}_x (\mathcal{VP}_p) \subseteq \text{wargmin} (SP) = \bigcap_{\varepsilon > 0} \bigcup_{p \in \mathbb{N}} \varepsilon - \text{wargmin}_x (\mathcal{VP}_p),$

(ii) $\bigcup_{p \in \mathbb{N}} \text{argmin}_x (\mathcal{VP}_p) \subseteq \text{argmin}^1 (SP) \subseteq \bigcap_{\varepsilon > 0} \bigcup_{p \in \mathbb{N}} \varepsilon - \text{argmin}_x (\mathcal{VP}_p).$

**Proof.** The first inclusion of (i) is just an immediate consequence of Proposition 3.2 (i) with $\varepsilon = 0$. In order to see the equality in the second part, we first apply Proposition 3.2 (i) and Proposition 2.6 (i) to obtain

$$\bigcap_{\varepsilon > 0} \bigcup_{p \in \mathbb{N}} \varepsilon - \text{wargmin}_x (\mathcal{VP}_p) \subseteq \bigcap_{\varepsilon > 0} \varepsilon - \text{wargmin} (SP) = \text{wargmin} (SP).$$

Thus, it remains to show that $\text{wargmin} (SP) \subseteq \bigcap_{\varepsilon > 0} \bigcup_{p \in \mathbb{N}} \varepsilon - \text{wargmin}_x (\mathcal{VP}_p)$. Fix $\bar{x} \in \text{wargmin} (SP)$ and let $\varepsilon > 0$. Then, because $\varepsilon e \in \text{int} K$, there exists $r_{\varepsilon} > 0$ such that $\varepsilon e + r_{\varepsilon} \mathbb{B} \subseteq \text{int} K$. From this, it follows that

$$\forall \ y \in \mathbb{R}^m : y + r_{\varepsilon} \mathbb{B} \subseteq y - \varepsilon e + \text{int} K. \quad (3.3)$$

Since $F(\bar{x})$ is compact, we have that $p := n_{\frac{r_{\varepsilon}}{2}}(F(\bar{x})) < +\infty$. Therefore, we can find \{\hat{y}^1, \ldots, \hat{y}^p\} \subseteq \mathbb{R}^m$ such that

$$F(\bar{x}) \subseteq \{\hat{y}^1, \ldots, \hat{y}^p\} + \frac{r_{\varepsilon}}{2} \mathbb{B}. \quad (3.4)$$
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Now, by the definition of \( p \), it follows the existence of \( \{\hat{y}^1, \ldots, \hat{y}^p\} \subseteq F(\bar{x}) \) such that
\[
\forall i \in [p] : \hat{y}^i \in \left( \hat{y}^i + \frac{r_i}{2} \mathbb{B} \right) \cap F(\bar{x}). \tag{3.5}
\]

Otherwise, we can assume without loss of generality that \( (\hat{y}^p + \frac{r}{2} \mathbb{B}) \cap F(\bar{x}) = \emptyset \), which would imply \( n_{\bar{x}}(F(\bar{x})) \leq p - 1 \), a contradiction.

We now claim that \( \{\hat{x}, \hat{y}^1, \ldots, \hat{y}^p\} \in \varepsilon\text{-}\text{wargmin} \left( \mathcal{V} \mathcal{P}_p \right) \). Indeed, otherwise we can find \( (x, y^1, \ldots, y^p) \in \text{gph} \ F^p \) such that
\[
\forall i \in [p] : y^i <_{K} \hat{y}^i - \varepsilon e. \tag{3.6}
\]

Thus, from (3.4), (3.5), (3.3) and (3.6), we deduce that
\[
F(\bar{x}) \subseteq F(\bar{x}) + K
\]
\[
\subseteq \bigcup_{i=1}^{p} \left( \hat{y}^i + \frac{r_i}{2} \mathbb{B} \right) + K
\]
\[
\subseteq \bigcup_{i=1}^{p} \left( \hat{y}^i + r_i \mathbb{B} \right) + K
\]
\[
\subseteq \bigcup_{i=1}^{p} \left( \hat{y}^i - \varepsilon e + \text{int} \ K \right) + K
\]
\[
\subseteq \bigcup_{i=1}^{p} \left( y^i + \text{int} \ K \right) + K
\]
\[
= \{y^1, \ldots, y^p\} + \text{int} \ K
\]
\[
\subseteq F(x) + \text{int} \ K,
\]
which implies that \( F(x) \not<_{K} F(\bar{x}) \), a contradiction to \( \bar{x} \in \text{wargmin} \left( \mathcal{S} \mathcal{P} \right) \). This proves (i).

The first inclusion of (ii) is just an immediate consequence of Proposition 3.2 (ii) with \( \varepsilon = 0 \). The proof of the second inclusion follows the same arguments as those given for the similar inclusion in (i), but replacing \( \text{wargmin} \left( \mathcal{S} \mathcal{P} \right) \), \( \varepsilon\text{-}\text{wargmin}_x \left( \mathcal{V} \mathcal{P}_p \right) \) and (3.6) by \( \text{argmin}^\Pi \left( \mathcal{S} \mathcal{P} \right) \), \( \varepsilon\text{-}\text{argmin}_x \left( \mathcal{V} \mathcal{P}_p \right) \) and
\[
\forall i \in [p] : y^i \leq_{K} \hat{y}^i - \varepsilon e, \tag{3.7}
\]
respectively. The statement follows.

\[ \square \]

**Remark 3.6** As a consequence of the proof of Theorem 3.5 we in fact also have that
\[
\text{wargmin} \left( \mathcal{S} \mathcal{P} \right) = \bigcap_{\varepsilon > 0} \bigcup_{p \in \mathbb{N}} \varepsilon\text{-}\text{wargmin}_x \left( \mathcal{V} \mathcal{P}_p \right) = \bigcap_{\varepsilon > 0} \bigcup_{p \in \mathbb{N}} \varepsilon\text{-}\text{argmin}_x \left( \mathcal{V} \mathcal{P}_p \right)
\]

The following example shows that, in Theorem 3.5 (ii), the second inclusion is indeed strict in general. Hence, we do not obtain equality for the minimal solutions but only for the weakly minimal solutions.

**Example 3.7** Let \( \Omega = [0, 1], \ K = \mathbb{R}^2_+ \), \( e = (1, 1)^\top \), and consider \( F : \mathbb{R} \rightrightarrows \mathbb{R}^2 \) given by
\[
F(x) := \begin{cases} 
\{(0, x)^\top\} & \text{if } x \in \Omega, \\
\emptyset & \text{if } x \notin \Omega.
\end{cases}
\]
Then, it is easy to check that \( \text{argmin}^\frown (SP) = \{0\} \). However, for every \( \varepsilon > 0 \) it is \((x, (0, x)^T) \in \varepsilon \text{-argmin} (VP_p)\) for \( p = 1 \) and for all \( x \in \Omega \). Hence, we have

\[
\text{argmin}^\frown (SP) = \{0\} \uplus [0, 1] = \bigcap_{\varepsilon > 0, p \in \mathbb{N}} \varepsilon \text{-argmin}_x (VP_p).
\]

**Corollary 3.8** The following statements hold:

(i) Suppose that \( F (\text{argmin} (SP)) \) is bounded. Then, for every \( \varepsilon > 0 \) we can find \( p \in \mathbb{N} \) such that

\[
\text{argmin}_x (VP_p) \subseteq \text{argmin} (SP) \subseteq \varepsilon \text{-argmin}_x (VP_p).
\]

(ii) Suppose that \( F (\text{argmin}^\frown (SP)) \) is bounded. Then, for every \( \varepsilon > 0 \) we can find \( p \in \mathbb{N} \) such that

\[
\text{argmin}_x (VP_p) \subseteq \text{argmin}^\frown (SP) \subseteq \varepsilon \text{-argmin}_x (VP_p).
\]

**Proof.** The first inclusions are already known from Theorem 3.5. In order to show the second inclusion of (i), note that from the proof of Theorem 3.5 we also get:

\[
x \in \text{argmin} (SP) \implies x \in \varepsilon \text{-argmin}_x (VP_p),
\]

where \( p_x := n_{\mathbb{R}}(F(x)) \), and \( r_x \) is such that (3.3) holds. Set now \( p := n_{\mathbb{R}}(F (\text{argmin} (SP))) \).

Then, since \( F (\text{argmin} (SP)) \) is bounded, it is clear that \( p \in \mathbb{N} \). Furthermore, we also have that

\[
\max \{p_x \mid x \in \text{argmin} (SP)\} \leq p.
\]

Thus, taking into account (3.8), (3.9) and Proposition 3.1 (i), we deduce that

\[
\text{argmin} (SP) \subseteq \bigcup_{x \in \text{argmin} (SP)} \varepsilon \text{-argmin}_x (VP_p),
\]

as desired. The second inclusion of (ii) holds analogously. \( \square \)

As Example 4.3 in the next section will show, the first inclusions in the statements of Theorem 3.5 may be strict. In the final result of this section we show that, nevertheless, we can restrict ourselves to compute solutions of \((SP)\) using the vectorization scheme. The reason is that, by doing that, we lose no quality sets in the image space.

**Theorem 3.9** Suppose that \( \Omega \) is compact, that \( F (\Omega) \) is bounded, and that \( \text{gph} F \) is closed. Then,

\[
\forall x \in \Omega, \exists \bar{x} \in \text{cl} \left( \bigcup_{p \in \mathbb{N}} \text{argmin}_x (VP_p) \right) : F(\bar{x}) \leq^f_K F(x).
\]

**Proof.** Under our assumptions, it is easy to check that the feasible sets of the problems \((VP_p)\), that is, \( \text{gph} F^p \cap (\Omega \times \prod_{i=1}^p \mathbb{R}^m) \) are compact. Thus, in particular, we have that also the sets \( f^p (\text{gph} F^p \cap (\Omega \times \prod_{i=1}^p \mathbb{R}^m)) \) for \( p \in \mathbb{N} \) are compact.
Now, fix \( x \in \Omega \), together with a countable dense subset \( \{ y^k \}_{k \in \mathbb{N}} \) of \( F(x) \). Suppose that \( x \notin \bigcup_{p \in \mathbb{N}} \argmin_x (\mathcal{VP}_p) \): otherwise there is nothing to prove. Then,

\[
\forall \ p \in \mathbb{N} : (x, y^1, \ldots, y^p) \notin \argmin (\mathcal{VP}_p). \quad (3.10)
\]

Therefore, for every \( p \in \mathbb{N} \), we can use the compactness of \( f^p (\text{gph } F^p \cap (\Omega \times \prod_{i=1}^p \mathbb{R}^m)) \), (3.10), and Proposition 2.1, to obtain an element \( (x^p, y^{1p}, \ldots, y^{pp}) \in \argmin (\mathcal{VP}_p) \) such that

\[
\forall \ k \in [p] : y^{kp} \leq_K y^k. \quad (3.11)
\]

Now, since \( \Omega \) is compact, we can assume without loss of generality that the sequence \( \{x^p\}_{p \in \mathbb{N}} \) converges to some element \( \bar{x} \in \Omega \). We claim that \( F(\bar{x}) \leq_{K} F(x) \). Indeed, it is clear that \( \bar{x} \in \overline{\bigcup_{p \in \mathbb{N}} \argmin_x(\mathcal{VP}_p)} \). Moreover, because \( F(\Omega) \) is bounded, we can find for every \( k \in \mathbb{N} \) an accumulation point \( y^k \) of the sequence \( \{y^{kp}\}_{p \geq k} \). Taking the limit with respect to \( p \) in (3.11) over a suitable subsequence, we deduce that

\[
\forall \ k \in \mathbb{N} : y^k \leq_K y^k. \quad (3.12)
\]

Furthermore, because \( \text{gph } F \) is closed, we have that \( \{y^k\}_{k \in \mathbb{N}} \subseteq F(\bar{x}) \). Suppose now that \( F(\bar{x}) \leq_{K} F(x) \). Then, we can find an element \( y \in F(x) \setminus (F(\bar{x}) + K) \). Since \( F(\bar{x}) \) is compact, the set \( F(\bar{x}) + K \) is closed. Therefore, there exists \( \varepsilon > 0 \) such that \( (y + \varepsilon \mathbb{B}) \cap (F(\bar{x}) + K) = \emptyset \). However, since \( \{y^k\}_{k \in \mathbb{N}} \) is dense in \( F(x) \), we can find \( y^k_0 \in y + \varepsilon \mathbb{B} \) for some \( k_0 \in \mathbb{N} \). This implies

\[
y^k_0 \in (y + \varepsilon \mathbb{B}) \cap (y^k_0 + K) \subseteq (y + \varepsilon \mathbb{B}) \cap (F(\bar{x}) + K),
\]

a contradiction. The statement follows. \( \square \)

## 4 Finite Dimensional Vectorization

In the previous section we saw that the solutions of \((\mathcal{VP}_p)\) can approximate with arbitrary accuracy those of \((\mathcal{SP})\). In particular, Theorem 3.5 shows that the inclusions \( \text{wargmin}_x (\mathcal{VP}_p) \subseteq \text{wargmin } (\mathcal{SP}) \) and \( \text{argmin}_x (\mathcal{VP}_p) \subseteq \text{argmin}^H (\mathcal{SP}) \) hold for any \( p \in \mathbb{N} \). However, ideally one would like to have equality in the above inclusions. This would give us a guarantee that, after solving the multiobjective optimization problem \((\mathcal{VP}_p)\), we have already computed all of the solutions of \((\mathcal{SP})\) that are of interest. In this section we study that particular case. This ideal notion of equivalence between the set optimization problem and the multiobjective optimization problems is formally captured in the following definition.

**Definition 4.1** Consider problem \((\mathcal{SP})\) and the parametric family \((\mathcal{VP}_p)\) for \( p \in \mathbb{N} \).

(i) We say that \((\mathcal{SP})\) satisfies the weakly minimal finite dimensional vectorization property (wFDVP) if

\[
\exists \ p \in \mathbb{N} : \text{wargmin}_x (\mathcal{VP}_p) = \text{wargmin } (\mathcal{SP}).
\]

(ii) We say that \((\mathcal{SP})\) satisfies the minimal finite dimensional vectorization property (mFDVP) if

\[
\exists \ p \in \mathbb{N} : \text{argmin}_x (\mathcal{VP}_p) = \text{argmin}^H (\mathcal{SP}).
\]
A natural question is whether the class of set optimization problems satisfying either 
finite dimensional vectorization property is large enough. In our first result of the 
section, we provide a partial answer to this question in a specific topological sense. 
In order to do this, we consider a metric on a particular class of set-valued mappings 
that has been used in the stability analysis of set optimization problems, see [23, 38]. 
This metric is defined by means of the classical Hausdorff distance on the class of 
nonempty compact subsets of \( \mathbb{R}^m \), which is denoted by \( d_H \) in this paper. Recall that, 
for nonempty compact sets \( A, B \subseteq \mathbb{R}^m \),
\[
d_H(A, B) := \inf \{ \varepsilon \geq 0 \mid A \subseteq B + \varepsilon \mathbb{B}, B \subseteq A + \varepsilon \mathbb{B} \}.
\]

**Theorem 4.2** Consider the metric space \((\mathcal{F}(\Omega), d)\), where 
\[
\mathcal{F}(\Omega) := \{ F : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \mid \text{dom } F = \Omega, \ F(\Omega) \text{ is bounded, } \forall x \in \Omega : F(x) \text{ is compact} \}
\]
and \( d : \mathcal{F}(\Omega) \times \mathcal{F}(\Omega) \to \mathbb{R}_+ \) is given by \( d(F_1, F_2) := \sup_{x \in \Omega} d_H(F_1(x), F_2(x)) \). Furthermore, let 
\[
\mathcal{V}(\Omega) := \{ F \in \mathcal{F}(\Omega) \mid (SP) \text{ satisfies (wFDVP)} \}.
\]
Then, \( \mathcal{V}(\Omega) \) is dense in \( \mathcal{F}(\Omega) \).

**Proof.** Fix \( F \in \mathcal{F}(\Omega) \) and \( \varepsilon > 0 \). Next, similar to the proof of Theorem 3.5, for every 
\( x \in \Omega \) we can set \( p_x := n_\varepsilon(F(x)) \) and find \( \{ y^{x,1}, \ldots, y^{x,p_x} \} \subseteq \mathbb{R}^m \) such that 
\[
F(x) \subseteq \{ y^{x,1}, \ldots, y^{x,p_x} \} + \varepsilon \mathbb{B}.
\]
Moreover, because of the minimality of \( p_x \), it is easy to check that we also have 
\[
\{ y^{x,1}, \ldots, y^{x,p_x} \} \subseteq F(x) + \varepsilon \mathbb{B}.
\]
Thus, the inclusions (4.1) and (4.2) together imply 
\[
d_H(F(x), \{ y^{x,1}, \ldots, y^{x,p_x} \}) \leq \varepsilon.
\]
Define now \( \tilde{F} : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \) as 
\[
\tilde{F}(x) := \begin{cases} 
\{ y^{x,1}, \ldots, y^{x,p_x} \} & \text{if } x \in \Omega, \\
\O & \text{if } x \notin \Omega.
\end{cases}
\]
Then, \( \tilde{F} \) is compact valued. Moreover, (4.2) together with the fact that \( F(\Omega) \) is 
bounded, imply that \( \tilde{F}(\Omega) \) is bounded. Thus, \( \tilde{F} \in \mathcal{F}(\Omega) \). Next, taking the supremum 
over all \( x \in \Omega \) in (4.3), we obtain that \( d(F, \tilde{F}) \leq \varepsilon \). Finally, because \( F(\Omega) \) is bounded, 
we have that \( \max_{x \in \Omega} p_x < +\infty \). The fact that \( \tilde{F} \in \mathcal{V}(\Omega) \) follows from Theorem 4.5 below, 
where it is shown that, for set-valued mappings with finite image sets, the corresponding 
set optimization problem satisfies (wFDVP). \( \square \)

If we define 
\[
\mathcal{V}'(\Omega) := \{ F \in \mathcal{F}(\Omega) \mid (SP) \text{ satisfies (mFDVP)} \},
\]
one could attempt to replace \( \mathcal{V}(\Omega) \) by \( \mathcal{V}'(\Omega) \) in Theorem 4.2. However, in this case a proof (if any) would require different arguments since Theorem 4.5 cannot be applied, 
see Example 4.6.

The following example illustrates a set-valued mapping \( F \) for which the associated set 
optimization problem exhibits a pathological behaviour. Specifically, it shows that, in 
general, we have \( \mathcal{F}(\Omega) \neq \mathcal{V}(\Omega), \mathcal{F}(\Omega) \neq \mathcal{V}'(\Omega) \), and the first inclusions in Theorem 3.5 
(i), (ii) are strict.
Example 4.3 Let $\Omega = [0, 1]$, $Y = \mathbb{R}^2$ and $K = \mathbb{R}^2_+$. We construct a set-valued map $F: \mathbb{R} \nrightarrow \mathbb{R}^2$ with $\text{dom } F = \Omega$ which is piecewise constant and for which the image sets $F(x)$ have a finite cardinality for any $x \in [0, 1]$, and where $F(1)$ has infinite many elements. We illustrate some of the sets $F(x)$ in Figure 1, which we explain in more detail below after constructing the elements of $F(x)$.

First, we define $\bar{y}^0 := (2.5, -2.5)^\top$ and

$$\bar{y}^i := \left(\frac{1}{1 - 2^{-i-1}} \right) + \bar{y}^0$$

for all $i \in \mathbb{N}$. Furthermore, for all $k \in \mathbb{N} \cup \{0\}$ and all $i \in \mathbb{N} \cup \{0\}$ with $i \leq k$, we define

$$\bar{y}^{i,k} := \bar{y}^i + \left(\sum_{s=i+1}^{k} 2^{-s}\right) \left(\begin{array}{c} 1 \\ 1 \end{array}\right).$$

Note that this implies $\bar{y}^{i,i} = \bar{y}^i$. The sets of points $\{\bar{y}^{0,k}, \ldots, \bar{y}^{k,k}\}$ for $k \in \mathbb{N} \cup \{0\}$ will build the image sets $F(x)$ for $x \in [0, 1]$. For the image set $F(1)$ we need for each $i \in \mathbb{N} \cup \{0\}$ the limit points of the the sequences $(\bar{y}^{i,k})_{k \geq i}$, i.e.,

$$\bar{y}^{i,*} := \lim_{k \to \infty} \bar{y}^{i,k}.$$

Next, we define $z: [0, 1] \to \mathbb{N} \cup \{0\}$ by $z(x) := \left\lfloor \frac{1}{1-x} \right\rfloor - 1$ and obtain $F: \mathbb{R} \nrightarrow \mathbb{R}^2$ as

$$F(x) := \begin{cases} \bigcup_{i=0}^{z(x)} \{\bar{y}^{i,z(x)}\} & \text{if } x \in [0, 1), \\ \bigcup_{i \in \mathbb{N} \cup \{0\}} \{\bar{y}^{i,*}\} & \text{if } x = 1, \\ \emptyset & \text{if } x \notin \Omega. \end{cases}$$
Note that by definition $F$ is piecewise constant. In fact, for every $t \in \mathbb{N}$ and any $x \in \left[\frac{t-1}{t}, \frac{t}{t+1}\right)$, it holds
\[
F(x) = F \left( \frac{t-1}{t} \right).
\]

Figure 1 illustrates the sets $F(x)$ for some selected values of $x$ in $[0, 1]$. Due to the fact that $F$ is piecewise constant, we only illustrate representative image sets of the first four intervals $\left[\frac{t-1}{t}, \frac{t}{t+1}\right)$, $t \in [4]$. We also depict the first five points $\bar{y}^i, \ i \in [4] \cup \{0\}$, of $F(1)$. Since the set $F(1)$ consists of infinitely many nonconnected points, we cannot display the whole set. However, one can check that
\[
\bar{y}^{i+1,*} = \frac{\bar{y}^{0,*} + \bar{y}^{i,*}}{2}
\]
holds for all $i \in \mathbb{N}$.

With this equation one gets an understanding of the structure of $F(1)$.

The set-valued mapping $F$ and its corresponding problem $(SP)$ satisfy the following properties:

(i) $F \in \mathcal{F}(\Omega)$.

This is a consequence of the definitions of $F$ and $\Omega$.

(ii) argmin $(SP) = \text{wargmin} (SP) = \Omega$.

Indeed, fix elements $v, w \in [0, 1)$ and assume without loss of generality that $k_1 := z(v) \neq z(w) =: k_2$. Otherwise, we would have $F(v) = F(w)$ and nothing would have to be shown. We assume without loss of generality $k_1 + 1 \leq k_2$. Now one can verify that
\[
\forall \ i \in [k_2] \cup \{0\} : \ y^{0,k_1}_i < y^{i,k_2}_1
\]
and that $y^{0,k_1}_i \in F(v)$, but $y^{0,k_1}_i \notin F(w) + \mathbb{R}^+_2$. Thus, $F(v) \notin F(w) + \mathbb{R}^+_2$. Additionally, one can check that $y^{k_1+1,k_2}_2 < y^{0,k_1}_1$ and $y^{k_1+1,k_2}_2 < y^{1,k_1}_1$ holds for all $i \in [k_1]$. Thus, $y^{k_1+1,k_2}_1 \in F(w)$, but $y^{k_1+1,k_2}_1 \notin F(v) + \mathbb{R}^+_2$, and hence $F(w) \notin F(v) + \mathbb{R}^+_2$.

It remains to consider the case $v \in [0, 1)$ and $w = 1$. Again, let $k_1 = z(v)$. One can check that
\[
\forall \ i \in \mathbb{N} : \ y^{0,k_1}_i < y^{1,*}_i
\]
This implies $F(v) \notin F(1) + \mathbb{R}^+_2$. Furthermore, it is easy to verify that $y^{k_1+1,*}_2 < y^{0,k_1}_1$ and $y^{k_1+1,*}_1 < y^{1,k_1}_1$ holds for all $i \in [k_1]$. Thus, in particular, $F(1) \notin F(v) + \mathbb{R}^+_2$. Then, we conclude that argmin $(SP) = \Omega$, and hence wargmin $(SP) = \Omega$.

(iii) $\bigcup_{p \in \mathbb{N}} \text{argmin}_x (VP_p) \neq \text{wargmin} (SP)$ and $\bigcup_{p \in \mathbb{N}} \text{argmin}_x (VP_p) \neq \text{argmin}^{II} (SP)$.

We only show the first statement for our example. The second one can be shown analogously.

Since wargmin $(SP) = \Omega$, we know that $1 \in \text{wargmin} (SP)$. Now, assume that there exists $p \in \mathbb{N}$ such that $1 \in \text{wargmin}_x (VP_p)$. This implies the existence of $y^1, \ldots, y^p \in F(1)$ such that $(1, y^1, \ldots, y^p) \in \text{wargmin} (VP_p)$. Then, for all $i \in [p]$ we have that $y^i = \bar{y}^{k_i,*}$ for some $k_i \in \mathbb{N} \cup \{0\}$. Next, we set $j := \max \{k_i \mid i \in [p]\}$ and $v := \frac{1}{j+1}$. Then, $z(v) = j$ and $k_i \leq j$ for all $i \in [p]$ and thus $y^{k_i,j} \in F(v)$. It is now easy to check that $y^{k_i,j} < \gamma^{k_i,*}_2$ for all $i \in [p]$.

Hence, it is
\[
f^p(v, \bar{y}^{k_1,j}, \ldots, \bar{y}^{k_p,j}) < \gamma^{k_1,*}_2 f^p(1, y^1, \ldots, y^p).
\]
This contradicts \( (1, y^1, \ldots, y^p) \in \text{wargmin} (\mathcal{V}_p). \) Thus, \( 1 \in \text{wargmin} (\mathcal{S} \mathcal{P}) \) but \( 1 \notin \bigcup_{p \in \mathbb{N}} \text{wargmin}_x (\mathcal{V}_p). \)

(iv) \( F \notin \mathcal{V}(\Omega) \cup \mathcal{V}'(\Omega). \)

This statement follows from (iii).

In the rest of the section we focus on describing special classes of set optimization problems that satisfy the weakly minimal finite dimensional vectorization property (wFDVP). We start by analyzing the case in which the feasible set \( \Omega \) is finite.

**Theorem 4.4** Suppose that \( |\Omega| < +\infty \). Then,

\[ (\mathcal{S} \mathcal{P}) \text{ satisfies (wFDVP).} \]

**Proof.** We claim that (wFDVP) holds with \( p := |\Omega| - 1 \). By Theorem 3.5 (i) we already have \( \text{wargmin}_x (\mathcal{V}_p) \subseteq \text{wargmin} (\mathcal{S} \mathcal{P}) \). For showing the remaining inclusion let \( \Omega = \{ x^1, \ldots, x^{[\Omega]} \} \) and suppose without loss of generality that \( x^{[\Omega]} \in \text{wargmin} (\mathcal{S} \mathcal{P}) \). Then, for each \( i \in [p] \), there exists \( \bar{y}^i \in F (x^{[\Omega]}) \setminus (F(x^i) + \text{int } K) \). Furthermore, because of Proposition 2.1, we can assume without loss of generality that \( \bar{y}^i \in \text{Min} (F (x^{[\Omega]}), K) \) for each \( i \in [p] \). We then derive that \( (x^{[\Omega]}, \bar{y}^1, \ldots, \bar{y}^p) \in \text{wargmin} (\mathcal{V}_p) \). Indeed, otherwise there would exist \( (x^k, y^1, \ldots, y^p) \in \text{gph } F^p \) for some \( k \in [p] \) with \( y^i <_K \bar{y}^i \) for all \( i \in [p] \). Thus, for \( i = k \) we get \( \bar{y}^k \in F(x^k) + \text{int } K \), which contradicts our choice of \( \bar{y}^k \).

The next class of set optimization problems that we study are those in which the values of the set-valued objective mapping have finite cardinality. Problems with this structure arise in the study of set-based robustness concepts for multiobjective optimization problems under uncertainty when the cardinality of the uncertainty set is finite, see [15].

**Theorem 4.5** Suppose that \( \max_{x \in \Omega} |\text{Min}(F(x), K)| < +\infty \). Then,

\[ (\mathcal{S} \mathcal{P}) \text{ satisfies (wFDVP).} \]

**Proof.** Set \( p := \max_{x \in \Omega} |\text{Min}(F(x), K)|. \) According to our assumption, we have that \( p \in \mathbb{N} \). By Theorem 3.5 (i), it remains to show \( \text{wargmin} (\mathcal{S} \mathcal{P}) \subseteq \text{wargmin}_x (\mathcal{V}_p) \). For that, fix \( \bar{x} \in \text{wargmin} (\mathcal{S} \mathcal{P}) \). Then, there exists \( \bar{p} \leq p \) and elements \( \bar{y}^1, \ldots, \bar{y}^{\bar{p}} \in \mathbb{R}^m \) such that

\[ \text{Min}(F(\bar{x}), K) = \{ \bar{y}^1, \ldots, \bar{y}^{\bar{p}} \}. \]

We now claim that \( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^{\bar{p}}) \in \text{wargmin}(\mathcal{V}_p) \). Indeed, otherwise we can find \( (x, y^1, \ldots, y^{\bar{p}}) \in \text{gph } F^p \) such that

\[ \forall i \in [\bar{p}] : y^i <_K \bar{y}^i. \tag{4.4} \]

Taking into account Proposition 2.1 and (4.4), we then find that

\[ F(\bar{x}) \subseteq \{ \bar{y}^1, \ldots, \bar{y}^{\bar{p}} \} + K \subseteq \{ y^1, \ldots, y^{\bar{p}} \} + \text{int } K \subseteq F(x) + \text{int } K, \]

a contradiction to the fact that \( \bar{x} \in \text{wargmin} (\mathcal{S} \mathcal{P}) \). Therefore, our claim is true and, in particular, we get that \( \bar{x} \in \text{wargmin}_x (\mathcal{V}_p) \). Finally, according to Proposition 3.1 (i), this implies that \( \bar{x} \in \text{wargmin}_x (\mathcal{V}_p) \). \qed
The set optimization problems studied in Theorem 4.4 and Theorem 4.5 satisfy the weakly minimal finite dimensional vectorization property (wFDVP). The next example shows that they do in general not also satisfy the minimal finite dimensional vectorization property (mFDVP).

**Example 4.6** Let $\Omega = \{0, 1, 2\}$, $K = \mathbb{R}_+^2$, and consider $F : \mathbb{R} \to \mathbb{R}^2$ given by

$$F(x) := \begin{cases} 
\{(2,0)^T, (0,2)^T\} & \text{if } x = 0, \\
\{(1,-1)^T, (0,2)^T\} & \text{if } x = 1, \\
\{(2,0)^T, (-1,1)^T\} & \text{if } x = 2, \\
\emptyset & \text{otherwise.}
\end{cases}$$

Then, it is easy to check that $\arg\min_\Omega (SP) = \Omega$ and that the assumptions of Theorems 4.4 and 4.5 are fulfilled. Now, assume that (mFDVP) holds. Then, there exists $p \in \mathbb{N}$ such that $0 \in \arg\min_\Omega (SP) = \arg\min_x (VP_p)$ holds. Therefore, there exist elements $\bar{y} \in F(0)$ for $i \in [p]$ such that $(0, \bar{y}^1, \ldots, \bar{y}^p) \in \arg\min (VP_p)$. If $\bar{y}^i = (2,0)^T$ for all $i \in [p]$, we choose $x := 1$ and $y^i := (1,-1)^T$ for all $i \in [p]$. Else, we choose $x := 2$ and for all $i \in [p]$

$$y^i := \begin{cases} 
(2,0)^T & \text{if } \bar{y}^i = (2,0)^T, \\
(-1,1)^T & \text{if } \bar{y}^i = (0,2)^T.
\end{cases}$$

Then, in both cases we have $(x, y^1, \ldots, y^p) \in \text{gph } F^p$ and

$$f^p(x, y^1, \ldots, y^p) \not\preceq_K f^p(0, \bar{y}^1, \ldots, \bar{y}^p),$$

which contradicts $(0, \bar{y}^1, \ldots, \bar{y}^p) \in \arg\min (VP_p)$. Therefore, $F$ does not satisfy (mFDVP).

In the next theorem, for a convex set $A \subseteq \mathbb{R}^m$, we denote by $\text{ext}(A)$ the set of extreme points of $A$.

**Theorem 4.7** Suppose that $F$ only takes polyhedral values and that $\max_{x \in \Omega} |\text{ext}(F(x))| < +\infty$. Then,

$(SP)$ satisfies (wFDVP).

**Proof.** Similarly to the proof of Theorem 4.5, we set $p := \max_{x \in \Omega} |\text{ext}(F(x))|$. Then, our assumption implies that $p \in \mathbb{N}$. By Theorem 3.5 (i), it remains to show $\text{warg}\min (SP) \subseteq \text{warg}\min_x (VP_p)$. For that, fix $\bar{x} \in \text{warg}\min (SP)$. Then, we can find $\bar{p} \leq p$ and elements $\bar{y}^1, \ldots, \bar{y}^\bar{p} \in \mathbb{R}^m$ such that

$$\text{ext}(F(\bar{x})) = \{\bar{y}^1, \ldots, \bar{y}^\bar{p}\}.$$ 

We now claim that $(\bar{x}, \bar{y}^1, \ldots, \bar{y}^\bar{p}) \in \text{warg}\min (VP_{\bar{p}})$. Indeed, otherwise there exists $(x, y^1, \ldots, y^\bar{p}) \in \text{gph } F^\bar{p}$ such that

$$\forall \bar{i} \in [\bar{p}] : y^\bar{i} \prec_K \bar{y}^\bar{i}. \tag{4.5}$$

Take now $\bar{y} \in F(\bar{x})$. Because $F(\bar{x})$ is a bounded polyhedron, we have the existence of $\lambda \in \mathbb{R}_+^\bar{p}$ such that $\sum_{i=1}^{\bar{p}} \lambda_i = 1$ and $\bar{y} = \sum_{i=1}^{\bar{p}} \lambda_i \bar{y}^i$. It then follows from (4.5) that

$$\bar{y} \in \sum_{i=1}^{\bar{p}} \lambda_i y^i + \text{int } K \subseteq \text{conv } \{y^1, \ldots, y^\bar{p}\} + \text{int } K \subseteq F(x) + \text{int } K.$$ 

Since $\bar{y}$ was arbitrarily chosen in $F(\bar{x})$, we derive $F(\bar{x}) \subseteq F(x) + \text{int } K$ which is a contradiction to the fact that $\bar{x} \in \text{warg}\min (SP)$. Therefore $\bar{x} \in \text{warg}\min_x (VP_{\bar{p}})$, and the statement of the theorem follows from Proposition 3.1 (i). \qed
The following example shows that for this class (mFDVP) is not fulfilled either.

**Example 4.8** We use the same definitions as in Example 4.6 and study the set-valued mapping
\[ \tilde{F}(x) := \text{conv } F(x). \]
Then, \( \tilde{F} \) takes only bounded polyhedral values and the assumptions of Theorem 4.7 are fulfilled. For \( \tilde{F} \) it is also easy to check that \( \arg \min_{\Omega}^{\text{II}}(SP) = \Omega \). Now, assume that (mFDVP) holds. Then, there exists \( p \in \mathbb{N} \) such that \( 0 \in \arg \min_{\Omega}^{\text{II}}(SP) = \arg \min_{\Omega} (VP) \) holds. Therefore, there exist elements \( \tilde{y}^i \in \tilde{F}(0) \) such that \( (0, \tilde{y}^1, \ldots, \tilde{y}^p) \in \arg \min_{\Omega} (VP) \). If \( \tilde{y}^i = (2, 0)^T \) for all \( i \in [p] \), we choose \( x := 1 \) and \( y^i := (1, -1)^T \in \tilde{F}(1) \) for all \( i \in [p] \). Else, we choose \( x := 2 \), and since \( \tilde{y}^i \in \tilde{F}(0) = \text{conv } \{ (2, 0)^T, (0, 2)^T \} \) we have
\[ \tilde{y}^i = \left( \frac{2 - 2\lambda_i}{2\lambda_i} \right) \]
for some \( \lambda_i \in [0, 1] \) for all \( i \in [p] \). Now, we choose for \( i \in [p] \)
\[ y^i := \left( \frac{2 - 2\lambda_i}{\tilde{2}\lambda_i} \right) \in \tilde{F}(2). \]
Then, in both cases we have \((x, y^1, \ldots, y^p) \in \text{gph } \tilde{F}^p \) and
\[ f^p(x, y^1, \ldots, y^p) \leq_{\text{K}} f^p(0, \tilde{y}^1, \ldots, \tilde{y}^p), \]
which contradicts \((0, \tilde{y}^1, \ldots, \tilde{y}^p) \in \arg \min_{\Omega} (VP) \). Therefore, \( \tilde{F} \) does not satisfy (mFDVP).

Now we proceed to the final result of the section. It establishes that convex set optimization problems are indeed equivalent to a finite dimensional convex multiobjective optimization problem. For proving our result we need to recall two additional concepts. The first of these is that of the normal cone to a nonempty convex set \( \Omega \subseteq \mathbb{R}^n \) at some point \( \bar{x} \in \Omega \). Formally, this is the set
\[ N(\bar{x}, \Omega) := \{ u \in \mathbb{R}^n \mid \forall x \in \Omega : u^T(x - \bar{x}) \leq 0 \}. \]
The second concept we introduce is that of the coderivative of a set-valued mapping with a convex graph:

**Definition 4.9** ([31, Definition 2.56]) Let \( F : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \) be a set-valued mapping with convex graph and let \((\bar{x}, \bar{y}) \in \text{gph } F \). The coderivative of \( F \) at \((\bar{x}, \bar{y}) \) is the set-valued mapping \( D\!^*F(\bar{x}, \bar{y}) : \mathbb{R}^m \rightrightarrows \mathbb{R}^n \) with the values
\[ D\!^*F(\bar{x}, \bar{y})(v) = \{ u \in \mathbb{R}^n \mid (u, -v) \in N((\bar{x}, \bar{y}), \text{gph } F) \}. \]
Explicit calculations of the coderivative in some particular settings can be found, for instance, in [31, Section 2.6].

Next, as preparation for the proof of the final result, we present a sequence of lemmata. The first of these is the classic normal cone intersection formula.

**Lemma 4.10** ([31, Corollary 2.19]) Let \( \Omega_i \subseteq \mathbb{R}^n \) for \( i \in [p] \) be nonempty convex sets and let \( \bar{x} \in \bigcap_{i=1}^{p} \Omega_i \). Furthermore, assume the validity of the following constraint qualification condition:
\[ \sum_{i=1}^{p} u^i = 0, \quad u^i \in N(\bar{x}, \Omega_i) \quad \Longrightarrow \quad \forall i \in [p] : u^i = 0. \]
Then, the following intersection formula holds:

\[
N \left( \bigcap_{i=1}^{p} \Omega_i \right) = \sum_{i=1}^{p} N(\bar{x}, \Omega_i),
\]

where the sum on the right hand side is the Minkowski sum.

**Lemma 4.11** Suppose that \( \Omega \subseteq \text{int dom } F \), that \( \text{gph } F \) is convex, and that for some \( p \in \mathbb{N} \) an element \( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \text{gph } F^p \) with \( \bar{x} \in \Omega \) is given. Then, \( \text{gph } F^p \) is convex and

\[
N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), \text{gph } F^p \right) = \sum_{i=1}^{p} \{(u, 0, \ldots, v, \ldots, 0) \mid (u, v) \in N \left( (\bar{x}, \bar{y}^i), \text{gph } F \right) \}.
\]

**Proof.** Define, for \( i \in [p] \), the set

\[
G_i := \{(x, y^1, \ldots, y^p) \in \mathbb{R}^n \times \prod_{j=1}^{p} \mathbb{R}^m \mid (x, y^i) \in \text{gph } F \}.
\]

Then, it is easy to check that each \( G_i \) is convex and that \( \text{gph } F^p = \bigcap_{i=1}^{p} G_i \). Thus, in particular, the set \( \text{gph } F^p \) is convex. The statement will be a consequence of the normal cone intersection formula in Lemma 4.10. In order to apply this result, we need to check the following constraint qualification:

\[
\left[ \sum_{i=1}^{p} w^i = 0, \ w^i \in N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), G_i \right) \right] \implies \left[ \forall i \in [p] : w^i = 0 \right]. \tag{4.6}
\]

We proceed to show that (4.6) holds. Indeed, it is easy to verify that

\[
N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), G_i \right) = \{(u, 0, \ldots, v, \ldots, 0) \mid (u, v) \in N \left( (\bar{x}, \bar{y}^i), \text{gph } F \right) \}. \tag{4.7}
\]

For \( i \in [p] \), take now \( w^i \in N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), G_i \right) \) and suppose that \( \sum_{i=1}^{p} w^i = 0 \). Then, according to (4.7), we can find \( (u^i, v^i) \in N \left( (\bar{x}, \bar{y}^i), \text{gph } F \right) \) such that

\[
w^i = (u^i, 0, \ldots, v^i, \ldots, 0). \tag{4.8}
\]

Thus, from \( \sum_{i=1}^{p} w^i = 0 \), we deduce that \( v^i = 0 \) for each \( i \in [p] \) and that \( \sum_{i=1}^{p} u^i = 0 \). In particular, we get that

\[
\forall i \in [p] : (u^i, 0) \in N \left( (\bar{x}, \bar{y}^i), \text{gph } F \right). \tag{4.8}
\]

Since \( \bar{x} \in \Omega \subseteq \text{int dom } F \), there exists a neighborhood of \( \bar{x} \) on which \( F \) has nonempty values. Taking this into account, together with the convexity of \( \text{gph } F \), it is straightforward to verify that (4.8) implies that \( u^i = 0 \) for every \( i \in [p] \). Thus, we find that for all \( i \in [p] \) it holds \( w^i = 0 \), and so (4.6) holds.

Applying now Lemma 4.10, we obtain that

\[
N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), \bigcap_{i=1}^{p} G_i \right) = \sum_{i=1}^{p} N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), G_i \right). \tag{4.9}
\]

The statement of the lemma follows then from (4.7) and (4.9). \( \square \)
Lemma 4.12 Suppose that $\Omega$ is convex and satisfies $\Omega \subseteq \text{int dom } F$. Furthermore, assume that $\text{gph } F$ is convex and that, for some $p \in \mathbb{N}$, an element $(\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \text{gph } F^p$ with $\bar{x} \in \Omega$ is given. Then, the set $\text{gph } F^p \cap (\Omega \times \prod_{i=1}^p \mathbb{R}^m)$ is convex and

$$N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), \text{gph } F^p \cap \left( \Omega \times \prod_{i=1}^p \mathbb{R}^m \right) \right) = N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), \text{gph } F^p \right) + N \left( \bar{x}, \Omega \times \{0\} \right).$$

Proof. By Lemma 4.11, we have that $\text{gph } F^p$ is convex. Furthermore, since $\Omega$ is convex, it is then easy to see that $\text{gph } F^p \cap (\Omega \times \prod_{i=1}^p \mathbb{R}^m)$ is convex. For the computation of the normal cone, we will apply again the normal cone intersection formula from Lemma 4.10. In order to do this, we first need to verify that the constraint qualification

$$N ((\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), \text{gph } F^p) \cap \left[ -N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), \Omega \times \prod_{i=1}^p \mathbb{R}^m \right) \right] = \{0\}$$

holds. Indeed, let $(u, v^1, \ldots, v^p)$ belong to that intersection. Then, taking into account that

$$N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), \Omega \times \prod_{i=1}^p \mathbb{R}^m \right) = N \left( \bar{x}, \Omega \times \{0\} \right),$$

we obtain that $u \in -N (\bar{x}, \Omega)$ and $v^1, \ldots, v^p = 0$. Thus, we get

$$(u, 0, \ldots, 0) \in N ((\bar{x}, \bar{y}^1, \ldots, \bar{y}^p), \text{gph } F^p).$$

Similarly to the proof of Lemma 4.11, because $\text{gph } F^p$ is convex and $\Omega \subseteq \text{int dom } F$, we obtain $u = 0$. This shows that (4.10) holds. The statement of the lemma is then a consequence of Lemma 4.10 and (4.11).

The ideas behind our next lemmata were introduced by the second author in his PhD thesis, see Step 1 and Step 2 in the proof of [34, Theorem 4.6.1]. In the following, we need the notion of the epigraphical multifunction of $F$. This is the set-valued mapping $\mathcal{E}_F : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ defined as

$$\mathcal{E}_F(x) := F(x) + K.$$

Lemma 4.13 Suppose that $\text{gph } F$ is convex. Then, so is $\text{gph } \mathcal{E}_F$, and for every point $(\bar{x}, \bar{y}) \in \text{gph } F$ it holds

$$\forall v \in K^* : D^* \mathcal{E}_F(\bar{x}, \bar{y})(v) = D^* F(\bar{x}, \bar{y})(v).$$

Proof. From the definition of $\mathcal{E}_F$ we have that

$$\text{gph } \mathcal{E}_F = \text{gph } F + (\{0\} \times K).$$

Thus, in particular, $\text{gph } \mathcal{E}_F$ is also convex. Taking into account the definition of the coderivative, we see that the statement of the lemma holds in case we can show

$$N((\bar{x}, \bar{y}), \text{gph } \mathcal{E}_F) = N((\bar{x}, \bar{y}), \text{gph } F) \cap (\mathbb{R}^m \times -K^*).$$

We now proceed to show that (4.13) holds. Suppose first that $(u, v) \in N((\bar{x}, \bar{y}), \text{gph } \mathcal{E}_F)$. Then, according to (4.12), this is the same as

$$\forall (x, y) \in \text{gph } F, k \in K : u^\top (x - \bar{x}) + v^\top (y + k - \bar{y}) \leq 0.$$
Taking into account that \( \text{gph} \, F \) is also convex and that \( 0 \in K \), we can put \( k = 0 \) in (4.14) to obtain that \( (u, v) \in N((\bar{x}, \bar{y}), \text{gph} \, F) \). On the other hand, by substituting \( x = \bar{x}, y = \bar{y} \) in (4.14), we get \( v^\top k \leq 0 \) for every \( k \in K \). According to the definition of the dual cone, this implies that \( v \in -K^* \). Hence,

\[
N((\bar{x}, \bar{y}), \text{gph} \, E_F) \subseteq N((\bar{x}, \bar{y}), \text{gph} \, F) \cap (\mathbb{R}^m \times -K^*).
\]

In order to see the reverse inclusion, choose \( (u, v) \in N((\bar{x}, \bar{y}), \text{gph} \, F) \cap (\mathbb{R}^m \times -K^*) \). Then, \( v \in -K^* \) and

\[
\forall (x, y) \in \text{gph} \, F : u^\top (x - \bar{x}) + v^\top (y - \bar{y}) \leq 0.
\]

It is then easy to see that this implies (4.14), and together with the convexity of \( \text{gph} \, E_F \), the statement follows. \( \square \)

**Lemma 4.14** Suppose that \( \Omega \subseteq \text{int dom} \, F \) and that \( \text{gph} \, F \) is convex. Furthermore, consider an element \( \bar{x} \in \Omega \) together with the set

\[
B := \{ v \in K^* \mid v^\top e = 1 \}.
\]

Then, the set

\[
A := \bigcup_{\bar{y} \in \text{Min}(F(\bar{x}), K)} D^*F(\bar{x}, \bar{y})(B)
\]

is compact.

**Proof.** It suffices to show that \( A \) is both closed and bounded. In order to see the closedness of \( A \), let \( \{u^k\}_{k \in \mathbb{N}} \subseteq A \) be such that \( u^k \to \bar{u} \). Hence, taking into account the definition of the coderivative, there are sequences \( \{y^k\}_{k \in \mathbb{N}} \subseteq \text{Min}(F(\bar{x}), K) \) and \( \{v^k\}_{k \in \mathbb{N}} \subseteq B \) such that

\[
(u^k, -v^k) \in N((\bar{x}, y^k), \text{gph} \, F).
\]

Since \( F(\bar{x}) \) is compact, we can assume without loss of generality that \( y^k \to \bar{y} \in F(\bar{x}) \). On the other hand, from [7, Lemma 2.4] it follows that the set \( B \) is compact. Thus, without loss of generality we can also assume that \( v^k \to \bar{v} \in B \). Furthermore, it is well known that the set-valued mapping \( N(\cdot, \text{gph} \, F) \) is closed at any point. Therefore, taking the limit when \( k \to +\infty \) in (4.17), we obtain

\[
(\bar{u}, -\bar{v}) \in N((\bar{x}, \bar{y}), \text{gph} \, F),
\]

or equivalently, \( \bar{u} \in D^*F(\bar{x}, \bar{y})(\bar{v}) \). Since \( F(\bar{x}) \) is compact, we can apply Proposition 2.1 to obtain an element \( \bar{y} \in \text{Min}(F(\bar{x}), K) \) such that \( \bar{y} \leq K \bar{y} \). Next, because \( \bar{y} - \bar{y} \in -K \), we have \( \bar{v}^\top (\bar{y} - \bar{y}) \leq 0 \). Then, for every \( (x, y) \in \text{gph} \, F \), we find that

\[
\bar{u}^\top (x - \bar{x}) \leq \bar{v}^\top (y - \bar{y}) = \bar{v}^\top (y - \bar{y}) + \bar{v}^\top (\bar{y} - \bar{y}) \leq \bar{v}^\top (y - \bar{y}).
\]

Thus, \( \bar{u} \in D^*F(\bar{x}, \bar{y})(\bar{v}) \) and the closedness of \( A \) follows.

Suppose now that \( A \) is not bounded. Then, we can find an unbounded sequence \( \{u^k\}_{k \in \mathbb{N}} \subseteq A \). Let \( \{y^k\}_{k \in \mathbb{N}} \subseteq \text{Min}(F(\bar{x}), K) \) and \( \{v^k\}_{k \in \mathbb{N}} \subseteq B \) be the sequences that satisfy (4.17), and without loss of generality let us assume that \( y^k \to \bar{y} \in F(\bar{x}) \) and \( v^k \to \bar{v} \in B \). Then, we also have

\[
\left( \frac{u^k}{\|u^k\|}, -\frac{v^k}{\|u^k\|} \right) \in N((\bar{x}, y^k), \text{gph} \, F).
\]
Without loss of generality we can now assume that the sequence \( \left\{ \frac{u_k}{|u_k|} \right\} \) converges to some element \( \bar{u} \in \mathbb{R}^n \) with \( \| \bar{u} \| = 1 \). Then, taking the limit when \( k \to +\infty \) in (4.18), we get, again due to the closedness of the set-valued mapping \( N(\cdot, \text{gph } F) \)

\[
(\bar{u}, 0) \in N(\bar{x}, \bar{y}), \text{gph } F).
\]  

(4.19)

Similarly to the proof of Lemma 4.11, since \( F \) is well defined in a neighborhood of \( \bar{x} \), the inclusion (4.19) implies that \( \bar{u} = 0 \). This contradicts the fact that \( \| \bar{u} \| = 1 \).

\textbf{Lemma 4.15} Suppose that \( \Omega \) is convex and satisfies \( \Omega \subseteq \text{int dom } F \). Furthermore, assume that \( \text{gph } F \) is convex and that \( F \) is locally bounded at a point \( \bar{x} \in \Omega \). Then,

\[
\bar{x} \in \text{wargmin } (\text{SP}) \iff 0 \in \text{cl conv } \left( \bigcup_{g \in \text{Min}(F(\bar{x}), K)} D^*F(\bar{x}, \bar{y}) (B) \right) + N(\bar{x}, \Omega),
\]

where \( B \) is given in (4.15).

\textbf{Proof.} The statement will be a consequence of [5, Theorem 6.5 (i)], where it is shown that

\[
\bar{x} \in \text{wargmin } (\text{SP}) \iff 0 \in \text{cl conv } \left( \bigcup_{g \in \text{Min}(F(\bar{x}), K)} D^*\mathcal{E}_F(\bar{x}, \bar{y}) (\partial\psi_e(0)) \right) + N(\bar{x}, \Omega),
\]

with \( \partial \) denoting the Fenchel subdifferential from convex analysis and \( \psi_e \) denoting the so called Tammer functional with respect to \( e \), see [7]. In the following we justify that all of the assumptions of this theorem are fulfilled. Indeed, it can be verified that our concept of weakly minimal solutions of \( (\text{SP}) \) is equivalent to the one in [5, Definition 6.1 (i)] because \( F(x) \) is compact for every \( x \in \Omega \). The set-valued mapping \( F \) is \( \preceq_K \)-convex (see [5, Definition 2.4]) since \( \text{gph } \mathcal{E}_F \) is convex, see [5, Remark 2.5]. Furthermore, \( F \) is \( l \)-bounded at \( \bar{x} \) (see [5, Definition 2.6 (v)]) because \( F \) is locally bounded at \( \bar{x} \). Finally, the values of \( F \) are strongly \( K \)-compact (see [5, Definition 4.5]) because they are in particular compact. The remaining assumptions are common.

From the equivalence established in the theorem it suffices to show that for each \( \bar{y} \in F(\bar{x}) \) we have \( D^*\mathcal{E}_F(\bar{x}, \bar{y}) (\partial\psi_e(0)) = D^*F(\bar{x}, \bar{y})(B) \). But this is a consequence of [7, Lemma 2.4] and Lemma 4.13, where it is shown that \( \partial\psi_e(0) = B \) and that \( D^*\mathcal{E}_F(\bar{x}, \bar{y}) = D^*F(\bar{x}, \bar{y}) \), respectively. The statement follows.

\textbf{Theorem 4.16} Suppose that \( \Omega \) is convex and satisfies \( \Omega \subseteq \text{int dom } F \). Furthermore, assume that \( \text{gph } F \) is convex, and that \( F \) is locally bounded at any point in \( \Omega \). Then,

\( (\text{SP}) \) satisfies \( (\text{wFDVP}) \) with \( p := n + 1 \).

\textbf{Proof.} According to Theorem 3.5, we just need to prove that, with \( p := n + 1 \),

\[
\text{wargmin } (\text{SP}) \subseteq \text{wargmin}_x (\text{VP}_p).
\]

In order to see this, fix \( \bar{x} \in \text{wargmin } (\text{SP}) \). Then, from Lemma 4.15 we have

\[
0 \in \text{cl conv } A + N(\bar{x}, \Omega),
\]

(4.20)
where $A$ is defined in (4.16). Now, according to Lemma 4.14, the set $A$ is compact. Thus, so is the set $\text{conv} A$. In particular, this implies that $\text{cl} \text{conv} A = \text{conv} A$. This fact, together with Caratheodory’s theorem [3, Theorem 2.1.6], allow us to deduce that (4.20) holds if and only if

$$
\exists \{\tilde{y}^1, \ldots, \tilde{y}^{n+1}\} \subseteq \text{Min}(F(\bar{x}), K), \{v^1, \ldots, v^{n+1}\} \subseteq B, \lambda \in \mathbb{R}_+^{n+1}:
\begin{cases}
\sum_{i=1}^{n+1} \lambda_i D^* F(\bar{x}, \tilde{y}^i) + N(\bar{x}, \Omega), \\
\sum_{i=1}^{n+1} \lambda_i = 1,
\end{cases}
$$

or equivalently,

$$
\exists \{\tilde{y}^1, \ldots, \tilde{y}^{n+1}\} \subseteq \text{Min}(F(\bar{x}), K), \{v^1, \ldots, v^{n+1}\} \subseteq B, \{u^1, \ldots, u^{n+1}\} \subseteq \mathbb{R}^n, \lambda \in \mathbb{R}_+^{n+1}:
\begin{cases}
0 \in \sum_{i=1}^{n+1} \lambda_i u^i + N(\bar{x}, \Omega), \\
\forall i \in [n+1] : (u^i, -v^i) \in N((\bar{x}, \tilde{y}^i)), \\
\sum_{i=1}^{n+1} \lambda_i = 1.
\end{cases}
$$

Next, we set $\bar{u}^i := \lambda_i u^i$ and $\bar{v}^i := \lambda_i v^i$ for $i \in [n+1]$. As there exists $i \in [n+1]$ with $\lambda_i \neq 0$ and as $v^j \in B$ and thus $v^j \neq 0$ for all $j \in [n+1]$, the above implies

$$
\exists \{\tilde{y}^1, \ldots, \tilde{y}^{n+1}\} \subseteq \text{Min}(F(\bar{x}), K), \{\bar{v}^1, \ldots, \bar{v}^{n+1}\} \subseteq K^*, \{\bar{u}^1, \ldots, \bar{u}^{n+1}\} \subseteq \mathbb{R}^n:
\begin{cases}
0 \in \sum_{i=1}^{n+1} \bar{u}^i + N(\bar{x}, \Omega), \\
\forall i \in [n+1] : (\bar{u}^i, -\bar{v}^i) \in N((\bar{x}, \tilde{y}^i)), \\
(\bar{u}^1, \ldots, \bar{u}^{n+1}) \neq 0,
\end{cases}
$$

which can be rewritten as

$$
\exists \{\tilde{y}^1, \ldots, \tilde{y}^{n+1}\} \subseteq \text{Min}(F(\bar{x}), K), \{\bar{v}^1, \ldots, \bar{v}^{n+1}\} \subseteq K^*:
\begin{cases}
0 \in \begin{pmatrix}
\bar{v}^1 \\
\vdots \\
\bar{v}^{n+1}
\end{pmatrix} + \sum_{i=1}^{n+1} \{(u, 0, \ldots, v_{(i+1)^{th \text{term}}}, 0) \mid (u, v) \in N((\bar{x}, \tilde{y}^i), \text{gph} F)\} + N(\bar{x}, \Omega) \times \{0\}, \\
(\bar{v}^1, \ldots, \bar{v}^{n+1}) \neq 0.
\end{cases}
$$

Next, according to Lemma 4.11, it follows that

$$
\exists \{\tilde{y}^1, \ldots, \tilde{y}^{n+1}\} \subseteq \text{Min}(F(\bar{x}), K), \{\bar{v}^1, \ldots, \bar{v}^{n+1}\} \subseteq K^*:
\begin{cases}
0 \in \begin{pmatrix}
0 \\
\bar{v}^1 \\
\vdots \\
\bar{v}^{n+1}
\end{pmatrix} + N((\bar{x}, \tilde{y}^1, \ldots, \tilde{y}^{n+1}), \text{gph} F_{n+1}) + N(\bar{x}, \Omega) \times \{0\}, \\
(\bar{v}^1, \ldots, \bar{v}^{n+1}) \neq 0.
\end{cases}
$$
Applying now Lemma 4.12, the above is equivalent to
\[
\exists \{\bar{y}^1, \ldots, \bar{y}^{n+1}\} \subseteq \text{Min}(F(\bar{x}), K), \{\bar{v}^1, \ldots, \bar{v}^{n+1}\} \subseteq K^* : \\
\begin{cases}
0 \in \left( \begin{array}{c}
0 \\
\bar{v}^1 \\
\vdots \\
\bar{v}^{n+1}
\end{array} \right) + N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^{n+1}), \text{gph } F^{n+1} \cap \left( \Omega \times \prod_{i=1}^{n+1} \mathbb{R}^m \right) \right), \\
(\bar{v}^1, \ldots, \bar{v}^{n+1}) \neq 0.
\end{cases}
\] (4.21)

Finally, taking into account that
\[
\nabla f^{n+1}(\bar{x}, \bar{y}^1, \ldots, \bar{y}^{n+1}) = \left( \begin{array}{c}
0_{n \times q} \\
I_q
\end{array} \right), \quad q := m(n+1),
\]
we deduce from (4.21) the existence of \( \{\bar{y}^1, \ldots, \bar{y}^{n+1}\} \subseteq \text{Min}(F(\bar{x}), K) \) and a vector \( \bar{w} := (\bar{v}^1, \ldots, \bar{v}^{n+1}) \in (K^{n+1})^* \setminus \{0\} \) such that
\[
0 \in \nabla f^{n+1}(\bar{x}, \bar{y}^1, \ldots, \bar{y}^{n+1})\bar{w} + N \left( (\bar{x}, \bar{y}^1, \ldots, \bar{y}^{n+1}), \text{gph } F^{n+1} \cap \left( \Omega \times \prod_{i=1}^{n+1} \mathbb{R}^m \right) \right).
\]

Then, in particular, we find that the point \((\bar{x}, \bar{y}^1, \ldots, \bar{y}^{n+1})\) satisfies a standard first order necessary and sufficient optimality condition (see [31, Theorem 4.14]) for the convex optimization problem
\[
\min_{x,y^1,\ldots,y^{n+1}} \quad \bar{w}^T f^{n+1}(x, y^1, \ldots, y^{n+1}) \\
\text{s.t.} \quad (x, y^1, \ldots, y^{n+1}) \in \text{gph } F^{n+1} \cap \left( \Omega \times \prod_{i=1}^{n+1} \mathbb{R}^m \right).
\] (4.22)

Thus, \((\bar{x}, \bar{y}^1, \ldots, \bar{y}^{n+1})\) is an optimal solution of (4.22). This, together with the fact that (4.22) is a weighted sum scalarized problem for \(\mathcal{V}P_{n+1}\) and that \(\bar{w} \in (K^{n+1})^* \setminus \{0\}\), allow us to apply [17, Theorem 5.28] to obtain that \((\bar{x}, \bar{y}^1, \ldots, \bar{y}^{n+1}) \in \text{wargmin}(\mathcal{V}P_{n+1})\). The proof is complete. \(\square\)

5 Conclusions

This paper introduces, for the first time, a practical methodology for solving general nonconvex set optimization problems with respect to the set approach. The parametric family of multiobjective subproblems presented is able to completely describe or at least approximate the set optimization problem with arbitrary precision while maintaining useful properties such as convexity. Consequently, our results significantly reduce the complexity of many classes of set optimization problems that usually arise both in the literature and in applications. Finally, many tools and techniques from set optimization with respect to the vector approach can now be applied in this setting. Thus, further research in this direction is of interest.
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