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Abstract

For discrete-time linear stochastic systems with unknown disturbances, we consider the optimal filter with disturbance decoupling property and the equation (i.e., Riccati equation) which the covariance matrices of the estimation errors of the filter satisfy. Assuming that the stochastic processes have constant coefficients, we prove convergence of the Riccati equation and derive a simple equation (called the algebraic Riccati equation (ARE)) which is the limit of the Riccati equation under some conditions similar to those for the Kalman filter. We also prove asymptotic stability of the systems whose optimal gains are determined by the ARE.
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1 Introduction

We consider discrete-time linear stochastic systems with unknown disturbances and the optimal filter of the systems with disturbance decoupling property. Since modeled systems made by engineers are not always accurate representations of real systems, we should consider systems with unknown inputs.

In this paper, we are concerned with the optimal filtering problem which investigates the optimal estimate \( \hat{x}_t \) of state \( x_t \) at time \( t \) with minimum variance based on the observation \( Y_t \) of the outputs \( \{y_0, y_1, \ldots, y_t\} \), i.e., \( Y_t = \sigma\{y_s, s = 0, 1, \ldots, t\} \) (the smallest \( \sigma \)-field generated by \( \{y_0, y_1, \ldots, y_t\} \) (see e.g., [18], Chapter 4)). Optimal filters for linear stochastic systems with unknown inputs have been investigated by many researchers. We mention some of the well-known works, e.g., [4]-[13], [19] and [20]. This paper was inspired particularly by the optimal disturbance decoupling observer (ODDO) proposed by Chen and Patton (in [5] and [6]). Their ODDO was modified by the author and his colleagues in [24] and [25] as the optimal filter with disturbance decoupling property. Later, this optimal filter was utilized to derive the optimal smoother with disturbance decoupling property in [21] and [22].

In this paper, we consider the optimal filter with disturbance decoupling property and fundamental properties of the equation (i.e., Riccati equation) which the covariance matrices of the estimation errors of the filter satisfy. In Section 2, we review preliminary results and give new formulas which play important roles in Section 3. In Section 3, assuming that the stochastic processes have constant coefficients, we prove convergence of the Riccati equation and derive a simple equation (called the algebraic Riccati equation (ARE)) which is the limit of the Riccati equation under some conditions similar to those for the Kalman filter. We also prove asymptotic stability of the systems whose optimal gains are determined by the ARE.

2 Preliminaries

Consider the following discrete-time linear stochastic system for \( t = 0, 1, 2, \cdots \):

\[
\begin{align*}
x_{t+1} &= A_t x_t + E_t d_t + S_t \zeta_t, \\
y_t &= C_t x_t + \eta_t,
\end{align*}
\]

where

\[
\begin{align*}
x_t &\in \mathbb{R}^n \quad \text{the state vector}, \\
y_t &\in \mathbb{R}^m \quad \text{the output vector}, \\
d_t &\in \mathbb{R}^q \quad \text{the unknown input vector}.
\end{align*}
\]

Suppose that \( \zeta_t \) and \( \eta_t \) are independent zero mean white noise sequences with covariance matrices \( I \) (the identity matrix) and \( R_t \). Let \( A_t, C_t \) and \( E_t \) be known matrices with appropriate dimensions.

In [25], we considered the optimal estimate \( \hat{x}_{t+1} \) of the state \( x_{t+1} \) which was proposed by Chen and Patton ([5] and [6]) with the following structure:

\[
\begin{align*}
z_{t+1} &= F_{t+1} z_t + K_{t+1} y_t, \\
\hat{x}_{t+1} &= z_{t+1} + H_{t+1} y_t + \zeta_t, \tag{4}
\end{align*}
\]

for \( t = 0, 1, 2, \cdots \). Here, \( \zeta_0 \) is chosen to be \( z_0 \) for a fixed \( z_0 \). Denote the state estimation error and its covariance matrix respectively by \( e_t \) and \( P_t \). Namely, we use the notations \( e_t = x_t - \hat{x}_t \) and \( P_t = E\{e_t e_t^T\} \) for \( t = 0, 1, 2, \cdots \).
0, 1, 2, \cdots. Here, \( E \) denotes expectation and \( T \) denotes transposition of a matrix. We assume in this paper that random variables \( x_0, \{y_t\}, \{z_t\} \) are independent. As in [5], [6] and [25], we consider state estimate (3)-(4) with the matrices \( F_{t+1}, T_{t+1}, H_{t+1} \) and \( K_{t+1} \) of the forms:

\[
K_{t+1} = K_{t+1}^1 + K_{t+1}^2,
\]

(5)

\[
E_t = H_{t+1} C_{t+1} E_t,
\]

(6)

\[
T_{t+1} = I - H_{t+1} C_{t+1},
\]

(7)

\[
F_{t+1} = A_{t} - H_{t+1} C_{t+1} A_{t} - K_{t+1}^1 C_{t},
\]

(8)

\[
K_{t+1}^2 = F_{t+1} H_{t}.
\]

(9)

The next lemma on equality (6) was obtained and used by Chen and Patton ([5] and [6]). Before stating it, we assume that \( E_0 \) is a full column rank matrix. Notice that this assumption is not an essential restriction.

\begin{lemma}
Equality (6) holds if and only if
\[
\text{rank}(C_{t+1} E_t) = \text{rank}(E_t).
\]
(10)

When this condition holds, matrix \( H_{t+1} \) which satisfies (6) must have the form

\[
H_{t+1} = E_t \left\{ (C_{t+1} E_t)^T (C_{t+1} E_t) \right\}^{-1} (C_{t+1} E_t)^T.
\]

(11)

Hence, we have

\[
C_{t+1} H_{t+1} = C_{t+1} E_t \left\{ (C_{t+1} E_t)^T (C_{t+1} E_t) \right\}^{-1} (C_{t+1} E_t)^T,
\]

(12)

which is a non-negative definite symmetric matrix.
\end{lemma}

When the matrix \( K_{t+1}^1 \) has the form

\[
K_{t+1}^1 = A_{t+1}^1 (P_t C_t^T - H_t R_t) (C_t P_t C_t^T + R_t)^{-1},
\]

(13)

\[
A_{t+1}^1 = A_{t} - H_{t+1} C_{t+1} A_{t},
\]

(14)

we obtained the following result (Theorem 2.7 in [25]) on the optimal filtering algorithm under the next condition which is supposed throughout the paper.

\begin{condition}
The matrices \( C_t H_t \) and \( R_t \) are commutative, i.e.,
\[
C_t H_t R_t = R_t C_t H_t,
\]
(15)
\end{condition}

\begin{proposition}
The optimal gain matrix \( K_{t+1}^1 \) which makes the variance of the state estimation error \( e_{t+1} \) minimum is determined by (13). Hence, we obtain the optimal filtering algorithm:

\[
\hat{x}_{t+1} = A_{t+1}^1 \{ \hat{x}_t + G_t (y_t - C_t \hat{x}_t) \} + H_{t+1} y_{t+1},
\]

(16)

\[
P_{t+1} = A_{t+1}^1 M_t A_{t+1}^1 + T_{t+1} S_t S_t^T T_{t+1}^T + H_{t+1} R_{t+1} H_{t+1}^T,
\]

(17)

where

\[
G_t = (P_t C_t^T - H_t R_t) (C_t P_t C_t^T + R_t)^{-1},
\]

(18)

and

\[
M_t = P_t - G_t (C_t P_t - R_t H_t^T).
\]

(19)

Here, we note that \( H_0 = O \) and that the equation (17) is called the Riccati equation.
\end{proposition}

\begin{remark}
If the matrix \( R_t \) has the form
\[
R_t = r_t I
\]
with some positive number \( r_t \) for each \( t = 1, 2, \cdots \), then it is obvious that condition (15) holds.
\end{remark}

Here, we remark that the standard Kalman filter is a special case of the optimal filter proposed in this section (see e.g., Theorem 5.2 (page 90) in [18]).

\begin{proposition}
Suppose that \( E_t \equiv O \) holds for all \( t \) (i.e., the unknown input term is zero). Then, Lemma 2.1 cannot be applied directly. But, we can choose \( H_t \equiv O \) for all \( t \) in this case, and the optimal filter given in Proposition 2.2 reduces to the standard Kalman filter.
\end{proposition}

We now note that some matrices are projection matrices which will play important roles later and can be proved by simple computations (see [21] also).

\begin{lemma}
Matrices \( C_t^T H_t T = T_t^T = I - C_t^T H_t T \) are projection matrices which have the following properties:
\[
(C_t^T H_t T) (C_t^T H_t T) = C_t^T H_t T,
\]

(20)

\[
(I - C_t^T H_t T) (I - C_t^T H_t T) = I - C_t^T H_t T,
\]

(21)

\[
C_t^T H_t T (I - C_t^T H_t T) = O,
\]

(22)

and moreover
\[
H_t^T (I - C_t^T H_t T) = O.
\]

(23)
\end{lemma}

We need the following lemma and proposition to rewrite the Riccati equation (17).

\begin{lemma}
For \( t = 0, 1, 2, \cdots, \) we have
\[
G_t R_t H_t^T = O \quad \text{and} \quad H_t R_t G_t^T = O.
\]
(24)
\end{lemma}

\begin{proposition}
For \( t = 0, 1, 2, \cdots, \) we have
\[
M_t = (I - G_t C_t) P_t (I - G_t C_t)^T + G_t R_t G_t^T
\]
and the Riccati equation
\[
P_{t+1} = A_{t+1}^1 M_t A_{t+1}^1 + T_{t+1} S_t S_t^T T_{t+1}^T + H_{t+1} R_{t+1} H_{t+1}^T
\]

(25)

\[
= A_{t+1}^1 (I - G_t C_t) P_t (I - G_t C_t)^T A_{t+1}^1 + T_{t+1} S_t S_t^T T_{t+1}^T
\]

(26)
\end{proposition}
3 Stochastic systems with constant coefficients

From now on, we consider the following discrete-time linear stochastic system with constant coefficients for 

\[ x_{t+1} = Ax_t + Ed + S \zeta_t, \quad t \geq 0 \]

\[ y_t = Cx_t + \eta_t. \]

Namely, the matrices \( A_t, C_t, E_t, S_t, R_t \) and the vector \( d_t \) do not depend on \( t \) and so the suffix \( t \) is dropped. We also drop the suffix \( t \) from \( H_t, T_t \) and \( A^1_t \). \( \zeta_t \) and \( \eta_t \) are supposed to be independent zero mean white noise sequences with covariance matrices \( I \) (the identity matrix) and \( R \). However, \( P_t, K_t, F_t, G_t \) and \( M_t \) still depend on \( t \).

In order to prove convergence of the sequence \( P_t \), we need some lemmas. For \( \alpha \) (with \( 0 \leq \alpha \leq 1 \)), we set

\[
\Phi(U) = A^1 \left\{ U - (UC^T - \alpha HR) (CU^T + R)^{-1} \times (CU^T - \alpha RH^T) \right\} (A^1)^T + TSS^TT^T + HRH^T.
\]

Then, it is easy to observe that \( P_t = \Phi(P_0) \) holds with \( \alpha = 0 \) and that \( P_{t+1} = \Phi(P_t) \) holds with \( \alpha = 1 \) for \( t \geq 1 \). We can prove monotonicity of \( P_t \) as follows.

Lemma 3.1 If the matrices \( Q_1 \) and \( Q_2 \) are both non-negative definite and symmetric with \( Q_2 \geq Q_1 \), then \( \Phi(Q_2) \geq \Phi(Q_1) \).

Proof To prove this lemma, we use the formula on the matrix-valued function \( V(s) \)

\[
\frac{d}{ds} V^{-1}(s) = -V^{-1}(s) \left[ \frac{d}{ds} V(s) \right] V^{-1}(s).
\]

Denoting \( U(s) = Q_1 + s(Q_2 - Q_1) \), we have

\[
\Phi(Q_2) - \Phi(Q_1) = \int_0^1 \frac{d}{ds} [\Phi(U(s))] \, ds
\]

\[
= A^1 \left\{ \int_0^1 \{ (I - (UC^T - \alpha HR) (CU^T + R)^{-1} \times (Q_2 - Q_1) (I - C^T (CU^T + R)^{-1} \times (CU^T - \alpha RH^T) \} \frac{ds}{(A^1)^T} + TSS^TT^T + HRH^T
\]

\[
\geq 0.
\]

Let us choose \( P_0 = O \). Then, we have \( P_t = \Phi(P_0) = TSS^TT^T + HRH^T \geq O \). It then follows from (3.1) that \( P_2 = \Phi(P_1) \geq \Phi(P_0) = P_t \). Thus, we have

\[
P_0 = O \leq P_1 \leq P_2 \leq P_3 \leq \cdots
\]

We now give two definitions to discuss convergence of the sequence of matrices \( \{P_t\} \). \( (A^1, S) \) is said to be stabilizable if there is a matrix \( L \) such that \( A^1 + SL \) is asymptotically stable. \( (C, A^1) \) is said to be detectable if there is a matrix \( L \) such that \( A^1 + LC \) is asymptotically stable.

Lemma 3.2 If \( (C, A^1) \) is detectable, then the sequence of matrices \( \{P_t\} \) is bounded for any initial matrix \( P_0 \geq O \).

Proof Since \( (C, A^1) \) is detectable, there exists a matrix \( L \in \mathbb{R}^n \times \mathbb{R}^m \) such that \( A := A^1 + LC \) is asymptotically stable. Instead of the dynamical system (16), we consider the following filter by substituting \( L \) into \( A^1 G_t \)

\[
\dot{x}_{t+1} = (A^1 - LC) x_t + Ly_t + H y_{t+1}
\]

\[
= (A^1 - LC) x_t + L(C x_t + \eta_t) + H(C x_{t+1} + \eta_{t+1})
\]

\[
= (A - HCA - LC) x_t + L x_t + L \eta + H x_{t+1} + L \eta + H \eta_{t+1}
\]

with \( \dot{x}_0 = \bar{x}_0 \). Hence, we have

\[
x_{t+1} - \dot{x}_{t+1} = (A - HCA - LC) (x_t - \dot{x}_t)
\]

\[
+ (I - HCA) E d + (I - HCA) S \zeta = L \eta - H \eta_{t+1}
\]

\[
= (A - HCA - LC) (x_t - \dot{x}_t) + T S \zeta = L \eta - H \eta_{t+1}
\]

Using the notations \( \dot{e}_t := x_t - \dot{x}_t \), \( t \dot= E \{ \dot{e}_t \dot{e}_t^T \} \), we have

\[
\dot{P}_{t+1} = A^1 \Sigma_0 - A^1 \Sigma_0 A^1 + \sum_{k=1}^{\infty} \dot{A}^k (LLR^T + HHR^T + TSS^TT^T + \dot{A}HRL^T + LHRH^T \dot{A}^T)^k.
\]

Since \( \dot{P}_t \) is identical to \( P_t \) (the optimal covariance matrix) when we choose \( L = A^1 G_t \), we note that \( \dot{P}_t \leq \dot{P}_t \). Due to asymptotic stability of \( A \), the right hand side of (32) converges as \( t \to \infty \). Hence, we have

\[
\dot{P}_t \leq \Sigma_0 + \sum_{k=0}^{\infty} \dot{A}^k (LLR^T + HHR^T + TSS^TT^T + \dot{A}HRL^T + LHRH^T \dot{A}^T)^k
\]

and boundedness of \( \{P_t\} \).

In view of (30) and Lemma 3.2, we can obtain the following convergence results.

Theorem 3.3 Suppose that \( (C, A^1) \) is detectable and that \( P_0 = O \). Then, the solution \( P_t \) of (17) converges to the non-negative definite matrix \( \dot{P} \) as \( t \to \infty \) and \( \dot{P} \) satisfies the equation

\[
\dot{P} = A^1 \left\{ \dot{P} - (P \dot{C}^T - H \dot{R}) (C \dot{P} \dot{C}^T + R)^{-1} (C \dot{P} - RH^T) \right\} (A^1)^T + TSS^TT^T + HHR^T.
\]

(33)
which is called algebraic Riccati equation (ARE). Moreover, using the definitions
\[
\begin{align*}
\hat{G} & := (\hat{P} C^T - H R) \left( C P C^T + R \right)^{-1}, \\
M & := \hat{P} - G \left( C P - R H^T \right),
\end{align*}
\]
we also have
\[
G_t \rightarrow \hat{G}, \quad M_t \rightarrow \hat{M} \quad \text{(as } t \rightarrow \infty)\]
where \(G_t\) and \(M_t\) are defined in Proposition 2.2. \(\blacksquare\)

**Remark 3.4** In view of Lemma 2.6 and Proposition 2.7, we have the following forms of ARE:
\[
P = A^1 \left\{ (I - \hat{G} C) \hat{P} (I - \hat{G} C)^T + \hat{G} \hat{R} C^T + \hat{G} R H^T + H R G T \right\} (A^1)^T + T S S^T T^T + H R H^T,
\]

we now turn to discuss some basic properties of the solutions of ARE. In order to show its uniqueness, we need the following simple formula which can be shown by a simple computation.

**Lemma 3.5** Using the notation \(\psi\) defined by
\[
\psi(P, G) = (I - G C) P (I - G C)^T + G R G^T + H R H^T,
\]
we have
\[
\psi(P^{(1)}, G^{(1)}) - \psi(P^{(2)}, G^{(2)}) = \left( I - G^{(1)} C \right) \left( P^{(1)} - P^{(2)} \right) \left( I - G^{(1)} C \right)^T + \left( G^{(1)} - G^{(2)} \right) \left( C P^{(2)} C^T + R \right) \left( G^{(1)} - G^{(2)} \right)^T.
\]
where \(G^{(i)} = (P^{(i)} C^T - H R) \left( C P^{(i)} C^T + R \right)^{-1}\).

For a solution \(P\) of ARE, we put \(G = (P C^T - H R) \left( C P C^T + R \right)^{-1}\) and call \(P\) a stabilizing solution of ARE if \(\hat{A} := A^1 (I - G C)\) is asymptotically stable.

**Theorem 3.6** Suppose that \((A^1, S)\) is stabilizable and \((C, A^1)\) is detectable. Then, there exists a unique non-negative definite solution \(P\) of ARE (i.e., the equation (39)). Moreover, \(P\) is a stabilizing solution of ARE.

**Proof** Existence of a non-negative definite solution of ARE has been shown in Theorem 3.3 (see \(\hat{P}\) in the theorem). From now on, we use the notation \(P\) instead of \(\hat{P}\). We similarly use the notations \(G\) and \(M\) respectively instead of \(\hat{G}\) and \(\hat{M}\).

We now prove asymptotic stability of the matrix \(\hat{A} := A^1 (I - G C)\). Suppose that \(A^1 (I - G C)\) is not asymptotically stable. Then, there exist \(v \in \mathbb{C}^n\) and \(\lambda \in \mathbb{C} \, (|\lambda| \geq 1)\) such that
\[
(I - G C)^T (A^1)^T v = \lambda v \quad (39)
\]
Since \(P\) is a solution of ARE, we have
\[
P = A^1 \left\{ (I - \hat{G} C) P (I - \hat{G} C)^T + \hat{G} \hat{R} C^T + \hat{G} R H^T \right\} (A^1)^T + T S S^T T^T + H R H^T.
\]
By virtue of (39) and (40), the equality
\[
\left( 1 - |\lambda|^2 \right) v^* P v = v^* A^1 G R G^T (A^1)^T v + v^* T S S^T T^T v + v^* H R H^T v \quad (41)
\]
holds. Here, \(v^* \) denotes the complex conjugate of the transpose of the vector \(v\). In view of \(|\lambda| \geq 1\) and \(R > O\), we have
\[
\begin{align*}
\text{with } \lambda & \neq 0, \quad v^* T S = 0 \quad \text{and } \quad v^* H = 0.
\end{align*}
\]
Notice that the last two equalities imply
\[
S^T \tilde{v} = S^T (T^T \tilde{v} + C^T H^T \tilde{v}) = 0,
\]
where \(\tilde{v}\) is the complex conjugate of \(v\). From these equalities and (39), we have
\[
\begin{align*}
\lambda & \neq 0, \quad v^* S = 0, \quad |\lambda| \geq 1.
\end{align*}
\]
This means that \((A^1, S)\) is not stabilizable. This contradicts our assumption. Thus, \(\hat{A} := A^1 (I - G C)\) is asymptotically stable.

Next, we prove uniqueness of the solutions of ARE. Let \(P^{(1)}\) and \(P^{(2)}\) be two non-negative definite solutions of ARE. Then, the equality
\[
P^{(i)} = A^1 \psi(P^{(i)}, G^{(i)})(A^1)^T + T S S^T T^T + H R H^T
\]
holds, where
\[
G^{(i)} = \left( P^{(i)} C^T - H R \right) \left( C P^{(i)} C^T + R \right)^{-1}
\]
for \(i = 1, 2\). It then follows from Lemma 3.5 that the equality
\[
P^{(1)} - P^{(2)} = A^1 \left\{ \psi(P^{(1)}, G^{(1)}) - \psi(P^{(2)}, G^{(2)}) \right\} (A^1)^T = A^1 \left( I - G^{(1)} C \right) \left( P^{(1)} - P^{(2)} \right) \left( I - G^{(1)} C \right)^T (A^1)^T + A^1 \left[ G^{(1)} - G^{(2)} \right] \left( C P^{(2)} C^T + R \right) \left( G^{(1)} - G^{(2)} \right)^T (A^1)^T
\]
Suppose that $P_e$ is unique.

Since $P_e$ is unique, we have $P_o = \frac{C}{2} \sum \frac{d}{d^2} + R$. Thus, we have $P_o = \frac{C}{2} \sum \frac{d}{d^2} + R$ also. Hence, we have $P^{(1)} - P^{(2)} = O$. Namely, the solution of ARE is unique.

In the next theorem, we prove the convergence results of the sequence $\{P_t\}$ for any $P_0 (\geq O)$ instead of $P_0 = O$ in Theorem 3.3.

**Theorem 3.7** Suppose that $(A^1, S)$ is stabilizable and $(C, A^1)$ is detectable. Then, for any $P_0 \geq O$, the sequence $\{P_t\}$ given by (17) converges to $P$ (the solution of ARE (i.e., the equation (33))). Moreover, $P$ is a unique non-negative definite stabilizing solution of ARE.

**Proof** Let $\{P_t\}$ be the solution of the Riccati equation (17) with $P_0 = O$. Then, due to Theorem 3.3 and Theorem 3.6, we have that $\lim_{t \to \infty} P_t = P$. We denote by $\tilde{P}_t$ the solution of the Riccati equation (17) with any $P_0$ satisfying $P_0 \geq O$. Namely, we suppose that $\tilde{P}_0$ is an arbitrary non-negative definite matrix (see Remark 3.8). We will prove $\lim_{t \to \infty} \tilde{P}_t = P$.

Since $P_t$ and $\tilde{P}_t$ are solutions of the Riccati equation (17), we have

$$\begin{align*}
\tilde{P}_{t+1} - P_{t+1} &= A^1 \left\{ \psi(\tilde{P}_t, \tilde{G}_t) - \psi(P_t, P_t) \right\} (A^1)^T \\
&= A^1 (I - \tilde{G}_t) (\tilde{P}_t - P_t) (I - \tilde{G}_t) (A^1)^T \\
&+ A^1 (\tilde{G}_t - G_t) (C P C^T + R) (\tilde{G}_t - G_t) (A^1)^T \quad (42),
\end{align*}$$

where $G_t = (\tilde{P}_t C^T - H R) (C \tilde{P} C^T + R)^{-1}$.

Notice that $\tilde{P}_0 \geq O (\geq$ the initial matrix of $\{P_t\}$).

Suppose that $P_1 \leq P_2 \leq \cdots \leq P_t \leq \tilde{P}_t$. Then, (42) implies that $P_{t+1} \leq \tilde{P}_{t+1}$. Thus, we obtain

$$P_t \leq \tilde{P}_t, \quad t = 0, 1, \cdots. \quad (43)$$

Since $\{\tilde{P}_t\}$ is monotone non-decreasing (Lemma 3.1) and bounded (Lemma 3.2), we have $\tilde{P}_t \to \tilde{P}$ (as $t \to \infty$), where $\tilde{P}$ is a solution of the ARE (33).

Next, we choose the matrix $L = A^1 \tilde{G} = A^1 (\tilde{P} C^T - H R) (C \tilde{P} C^T + R)^{-1}$ as the asymptotically stable filter in Lemma 3.2. Defining the matrix $\tilde{A}$ by $\tilde{A} := A^1 (I - \tilde{G} C)$, the error covariance matrix $\tilde{P}$ by this filter can be written as

$$\begin{align*}
\tilde{P}_t &= \tilde{A} P_0 (\tilde{A}^T)^T + \sum_{k=0}^{t-1} \tilde{A}^k \left\{ A^1 \tilde{G} R \tilde{G}^T (A^1)^T + A^1 \tilde{G} R H^T \tilde{A}^T + T S S^T T^T + H R H^T \right\} (\tilde{A}^T)^k, \\
&= \tilde{A} P_0 (\tilde{A}^T)^T + \sum_{k=0}^{t-1} \tilde{A}^k \left\{ A^1 \tilde{G} R \tilde{G}^T (A^1)^T + T S S^T T^T + H R H^T \right\} (\tilde{A}^T)^k. \quad (44)
\end{align*}$$

Since this gain $A^1 \tilde{G}$ does not minimize the error covariance matrix, we have $P_t \leq \tilde{P}_t$. Notice that $\tilde{A}$ is asymptotically stable due to Theorem 3.6. By letting $t \to \infty$, we have

$$\lim_{t \to \infty} \tilde{P}_t = \sum_{k=0}^{\infty} \tilde{A}^k \left\{ A^1 \tilde{G} R \tilde{G}^T (A^1)^T + T S S^T T^T + H R H^T \right\} (\tilde{A}^T)^k,$$

where the right hand side is a solution of the ARE (36). Thus, from (43), we obtain

$$P = \lim_{t \to \infty} P_t \leq \lim_{t \to \infty} \tilde{P}_t \leq \lim_{t \to \infty} \tilde{P}_t = P.$$

Hence, we have proved $\lim_{t \to \infty} \tilde{P}_t = P$.

**Remark 3.8** In view of Lemma 3.1, we suppose that $P_0$ in Theorem 3.7 (and $\tilde{P}_0$ in its proof) need to satisfy $0 \leq P_0 \leq P$ and $0 \leq P_0 \leq P$.

### 4 Conclusion

In this paper, we considered discrete-time linear stochastic systems with unknown inputs (or disturbances) and discussed the optimal filter with disturbance decoupling property and fundamental properties of the equation (i.e., Riccati equation) which the covariance matrices of the estimation errors of the filter satisfy. Assuming that the stochastic processes have constant coefficients, we proved convergence of the Riccati equation and derived a simple equation (called the algebraic Riccati equation (ARE)) which is the limit of the Riccati equation. We also proved asymptotic stability of the systems whose optimal gains are determined by the ARE.
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