A UNIFIED APPROACH TO NONLINEAR PERRON-FROBENIUS THEORY

BRIAN LINS

Abstract. Let $f : \mathbb{R}_n > 0 \to \mathbb{R}_n > 0$ be an order-preserving and homogeneous function. We show that the set of eigenvectors of $f$ in $\mathbb{R}_n > 0$ is nonempty and bounded in Hilbert’s projective metric if and only if $f$ satisfies a condition involving upper and lower Collatz-Wielandt numbers of readily computed auxiliary functions. This condition generalizes a test for the existence of eigenvectors using hypergraphs that was proved by Akian, Gaubert, and Hochart. We include several examples to show how the new condition can be combined with the hypergraph test to give a systematic approach to determine when homogeneous and order-preserving functions have eigenvectors in $\mathbb{R}_n > 0$. We also observe that if the entries of $f$ are real analytic functions on $\mathbb{R}_n > 0$, then the set of eigenvectors of $f$ in $\mathbb{R}_n > 0$ is nonempty and bounded in Hilbert’s projective metric if and only if the eigenvector is unique, up to scaling.

1. Introduction

The classical Perron-Frobenius theorem guarantees that an irreducible nonnegative matrix always has a unique (up to scaling) entrywise positive eigenvector with eigenvalue equal to the spectral radius of the matrix. There is a long history of nonlinear extensions of the Perron-Frobenius theorem to functions defined on a cone that are homogeneous (of degree one) and preserve the partial order induced by the cone. Functions defined on the positive orthant $\mathbb{R}_n > 0$ are of particular interest in applications. Here we use $\mathbb{R}_n > 0$ to denote the set of vectors in $\mathbb{R}^n$ with strictly positive entries and $\mathbb{R}_n \geq 0$ denotes the vectors with nonnegative entries. For $x, y \in \mathbb{R}^n$, we say that $x \leq y$ when $y - x \in \mathbb{R}_n \geq 0$. By order-preserving, we mean that if $x, y$ are in the domain of $f$ and $x \geq y$, then $f(x) \geq f(y)$; and homogeneous means that $f(tx) = tf(x)$ for all $t > 0$. For an order-preserving homogeneous function $f : \mathbb{R}_n > 0 \to \mathbb{R}_n > 0$, we define the eigenspace of $f$ to be

$$E(f) := \{ x \in \mathbb{R}_n > 0 : x \text{ is an eigenvector of } f \}.$$  

Note that $E(f)$ only includes eigenvectors with all positive entries, if they exist. Determining whether or not $E(f)$ is nonempty can be a delicate problem.

General results for establishing the existence and uniqueness of eigenvectors of such functions have been proved by Morishima [30], Oshime [35], and Nussbaum [32, 33, 34]. These results require strong assumptions on $f$ in order to guarantee
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both existence and uniqueness of the positive eigenvectors of \( f \). More general sufficient conditions for the existence of eigenvectors in \( \mathbb{R}^n_{\geq 0} \) have been established by Schneider and Turner [38], Nussbaum [33, 34] and Gaubert and Gunawardena [15]. All of these conditions actually imply that the eigenspace \( E(f) \) is both nonempty and bounded in Hilbert’s projective metric. Hilbert’s projective metric on \( \mathbb{R}^n_{\geq 0} \) is defined by

\[
d_H(x, y) := \log \max_{i \leq j \leq [n]} \left( \frac{y_i}{x_i} \frac{x_j}{y_j} \right),
\]

where \([n] := \{1, \ldots, n\}\). We will describe Hilbert’s projective metric in more detail in the next section, for now we just note that any order-preserving homogeneous map \( f \) on \( \mathbb{R}^n_{\geq 0} \) is nonexpansive with respect to \( d_H \), that is \( d_H(f(x), f(y)) \leq d_H(x, y) \) for all \( x, y \in \mathbb{R}^n_{\geq 0} \).

One of the main results of this paper is a computable necessary and sufficient condition for the eigenspace \( E(f) \) to be bounded and nonempty in Hilbert’s projective metric. This improves on a non-deterministic necessary and sufficient condition [24] and also generalizes a hypergraph condition [2] that is sufficient for the existence of positive eigenvectors. Below we give a brief description of these prior results.

In [15], the authors describe three special classes of invariant subsets of \( \mathbb{R}^n_{\geq 0} \). For any \( \alpha, \beta > 0 \) and \( \mathbb{R}^n_{\geq 0} \), the sub-eigenspace corresponding to \( \alpha \) is the set

\[
S_{\alpha}(f) := \{ x \in \mathbb{R}^n_{\geq 0} : \alpha x \leq f(x) \}
\]

and the super-eigenspace corresponding to \( \beta \) is

\[
S^{\beta}(f) := \{ x \in \mathbb{R}^n_{\geq 0} : f(x) \leq \beta x \}.
\]

The intersection \( S_{\alpha}(f) \cap S^{\beta}(f) \) is called a slice space. Proving that any one of these sets is nonempty and bounded in Hilbert’s projective metric is sufficient to guarantee that \( f \) has a positive eigenvector. One of the main results in [15] is a necessary and sufficient condition for all super-eigenspaces of \( f \) to be \( d_H \)-bounded. A similar condition is also be given for sub-eigenspaces. Later, [2] gave a necessary and sufficient condition for all slice spaces for \( f \) to be \( d_H \)-bounded. All three of these conditions can be described in terms of two directed hypergraphs \( \mathcal{H}_0^{-}(f) \) and \( \mathcal{H}_\infty^{+}(f) \) that were introduced in [11].

Recall that a directed hypergraph is a set of nodes \( N \) together with a collection of directed hyperarcs. A directed hyperarc is an ordered pair \((t, h)\) where \( t, h \subseteq N \). We refer to \( t \) as the tail of the hyperarc and \( h \) as the head. The two hypergraphs \( \mathcal{H}_0^{-}(f) \) and \( \mathcal{H}_\infty^{+}(f) \) both have nodes \( N = [n] \), and a set of directed hyperarcs \((I, \{j\})\) where \( I \subset [n] \) and \( j \in [n] \). The hyperarcs of \( \mathcal{H}_0^{-}(f) \) are the pairs \((I, \{j\})\) such that \( j \notin I \) and

\[
\lim_{t \to \infty} f(\exp(-te_I))_j = 0.
\]

Here \( \exp \) is the entrywise natural exponential function and \( e_I \in \mathbb{R}^n \) is the vector with entries

\[
(e_I)_i := \begin{cases} 1 & \text{if } i \in I \\ 0 & \text{if } i \in I^c. \end{cases}
\]

As we will see in the next section, if \( f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}^n_{\geq 0} \) is order-preserving and homogeneous, then \( f \) extends continuously to \( \mathbb{R}^n_{\geq 0} \), so the condition defining the hyperarcs of \( \mathcal{H}_0^{-}(f) \) can be replaced by \( f(e_{[n]\setminus I})_j = 0 \). We will use \([n] \setminus I \) and \( I^c \)
interchangeably for subsets of \([n]\). The hyperarcs of \(\mathcal{H}_n^\pm(f)\) are \((I, \{j\})\) such that \(j \notin I\) and

\[
\lim_{t \to \infty} f(\exp(teI))j = \infty.
\]

We say that a subset \(I \subseteq [n]\) is invariant in a hypergraph if there are no hyperarcs from a subset of \(I\) to a subset of \(I^c\). Since \(f\) is order-preserving, if there is a hyperarc in \(\mathcal{H}_n^+(f)\) (or \(\mathcal{H}_n^-(f)\)) from a subset of \(I\) to \(j \in I^c\), then \((I, \{j\})\) is also a hyperarc of \(\mathcal{H}_n^-(f)\) (or \(\mathcal{H}_n^+(f)\)). Therefore \(I\) is invariant in one of the graphs \(\mathcal{H}_n^-(f)\) or \(\mathcal{H}_n^+(f)\) if and only if there are no hyperarcs \((I, \{j\})\) in that hypergraph.

Although not originally described in terms of hypergraphs, \([15]\) Theorem 5] says the following.

**Theorem 1.1** (Gaubert-Gunawardena). Let \(f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n\) be order-preserving and homogeneous. Then all super-eigenspaces \(S^+(f)\) are bounded in \((\mathbb{R}_{\geq 0}^n, d_H)\) if and only if \(\mathcal{H}_n^+(f)\) has no nonempty invariant sets \(I \subseteq [n]\).

A corresponding condition involving the hypergraph \(\mathcal{H}_n^-(f)\) is equivalent to all sub-eigenspaces of \(f\) being \(d_H\)-bounded. An even more general result was proved as part of \([2]\) Theorem 1.2].

**Theorem 1.2** (Akian-Gaubert-Hochart). Let \(f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n\) be order-preserving and homogeneous. All slice spaces \(S_n^i(f)\) are bounded in \((\mathbb{R}_{\geq 0}^n, d_H)\) if and only if for every pair of nonempty disjoint sets \(I, J \subset [n]\), either \(I^c\) is not invariant in \(\mathcal{H}_n^-(f)\) or \(J^c\) is not invariant in \(\mathcal{H}_n^+(f)\).

Both of these theorems are sufficient to prove that there exists an eigenvector of \(f\) in \(\mathbb{R}_{\geq 0}^n\). In fact, they both guarantee that the eigenspace \(E(f)\) is nonempty and bounded in Hilbert’s projective metric. The condition of Theorem \([13]\) is more restrictive but its conclusion is stronger since if all super-eigenspaces are \(d_H\)-bounded, then so are all slice spaces. Even the conclusion that all slice spaces are bounded in \((\mathbb{R}_{\geq 0}^n, d_H)\) is quite strong. In \([2]\), it is shown to be equivalent to several other conditions on the function \(f\), including that for any \(n\)-by-\(n\) diagonal matrix \(D\) with positive diagonal entries, the map \(Df\) has a nonempty and \(d_H\)-bounded set of eigenvectors in \(\mathbb{R}_{\geq 0}^n\).

Another recent result in nonlinear Perron-Frobenius theory is \([24]\) Theorem 5.1] which directly addresses when the eigenspace \(E(f)\) is nonempty and \(d_H\)-bounded:

**Theorem 1.3** (Lemmens-Lins-Nussbaum). Let \(f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n\) be order-preserving and homogeneous. The eigenspace \(E(f)\) is nonempty and bounded in \((\mathbb{R}_{\geq 0}^n, d_H)\) if and only if for every nonempty proper subset \(J \subset [n]\), there exists \(x \in \mathbb{R}^n\) such that

\[
\max_{j \in J} \frac{f(x)_j}{x_j} < \min_{i \in J^c} \frac{f(x)_i}{x_i}. \tag{1.1}
\]

Theorem \([13]\) actually implies slightly more, since it shows that small perturbations of \(f\) will also have a \(d_H\)-bounded set of eigenvectors, see \([24]\) Corollary 3.5].

In general the conditions of these three theorems are progressively more difficult to check. In \([24]\), the authors suggest a non-deterministic algorithm to check the conditions of Theorem \([13]\). The algorithm involves testing random points in \(\mathbb{R}_{\geq 0}^n\) until \(1.1\) has been verified for every nonempty \(J \subset [n]\). If the algorithm halts, then \(f\) has a positive eigenvector. But this approach is less satisfactory than a
straightforward combinatorial test, particularly when the function \( f \) has symbolic parameters with unspecified values.

In Section 3 of this paper, we use Theorem 1.3 to prove a new necessary and sufficient condition for the eigenspace \( E(f) \) of an order-preserving homogeneous function \( f : \mathbb{R}^n_{>0} \rightarrow \mathbb{R}^n_{>0} \) to be nonempty and bounded in Hilbert’s projective metric. This new condition (Theorem 3.1) is easier to check than the condition of Theorem 1.3. It also complements the hypergraph conditions of Theorems 1.1 and 1.2, allowing one to check the hypergraph conditions first, and then check the new condition only for subsets of \( [n] \) where the hypergraph condition fails. Section 3 shows how the results of Section 3 can be improved for multiplicatively convex functions. We give simple necessary and sufficient conditions for the eigenspace \( E(f) \) to be nonempty and bounded in \( (\mathbb{R}^n_{>0}, d_H) \) when \( f \) is multiplicatively convex. We also generalize a theorem of Hu and Qi [21, Theorem 5] which gives necessary and sufficient conditions for the eigenspace \( E(f) \) to be nonempty and bounded in \( (\mathbb{R}^n_{>0}, d_H) \) when \( f \) is multiplicatively convex.

In Section 5 we prove that if an order-preserving and homogeneous function \( f : \mathbb{R}^n_{>0} \rightarrow \mathbb{R}^n_{>0} \) is also real analytic and the eigenspace \( E(f) \) is nonempty and bounded in \( (\mathbb{R}^n_{>0}, d_H) \), then \( f \) has a unique positive eigenvector up to scaling. This is precisely analogous to the situation for nonnegative matrices. By real analytic, we mean that each entry of \( f \) is a real analytic function on all of \( \mathbb{R}^n_{>0} \). To prove this result, we show that a real analytic nonexpansive map on a Banach space with the fixed point property cannot have a bounded set of fixed points with more than one element.

When an order-preserving and homogeneous map \( f : \mathbb{R}^n_{>0} \rightarrow \mathbb{R}^n_{>0} \) has a unique positive eigenvector \( u \in \mathbb{R}^n_{>0} \) with \( \|u\| = 1 \), it is sometimes important to know whether the normalized iterates \( f^k(x)/\|f^k(x)\| \) converge to \( u \) for all \( x \in \mathbb{R}^n_{>0} \) as \( k \to \infty \). In Section 6 we give a new condition on the derivative of \( f \) at \( u \) that is sufficient to guarantee that the iterates converge. We also point out that if \( f \) has an eigenvector in \( \mathbb{R}^n_{>0} \), then the normalized iterates of \( f + id \) always converge to an eigenvector of \( f \), even if the normalized iterates of \( f \) do not.

We conclude in Section 7 with detailed examples of how to use these new results in applications. These include a population biology model and a Shapley operator associated with a stochastic game. In Theorem 7.1 we give complete necessary and sufficient conditions for existence and uniqueness of entrywise positive eigenvectors for functions in the class \( \mathcal{M}_+ \), which includes the order-preserving homogeneous functions associated with the H-eigenvector problem for nonnegative tensors. We also translate the results of Section 3 to the setting of topical functions, which are functions \( T : \mathbb{R}^n \rightarrow \mathbb{R}^n \) that are order-preserving and additively homogeneous.

2. Preliminaries

A closed cone in \( \mathbb{R}^n \) is a closed convex set \( K \) such that (i) \( tK \subseteq K \) for all \( t > 0 \) and (ii) \( K \cap (-K) = \{0\} \). A closed cone \( K \subseteq \mathbb{R}^n \) induces a partial ordering \( x \leq_K y \) when \( y - x \in K \). We write \( x \ll_K y \) when \( y - x \) is contained in the interior of \( K \), denoted \( \text{int} K \). The standard cone in \( \mathbb{R}^n \) is the closed cone \( \mathbb{R}^n_{\geq 0} \) and we will write \( x \leq y \) for the partial ordering induced by the standard cone, and likewise, \( x \ll y \) means that \( x_i < y_i \) for all \( i \in [n] \).

If \( K \) is a closed cone and \( x, y \in K \), then we say that \( x \) is comparable to \( y \) and write \( x \sim_K y \) if there exist constants \( \alpha, \beta > 0 \) such that \( \alpha x \leq_K y \leq_K \beta x \). It is
easy to see that comparability is an equivalence relation on \( K \). The equivalence classes under this relation are called the parts of \( K \). If \( K \) has nonempty interior, then \( \text{int} K \) is a part of \( K \). For \( x \in \mathbb{R}_{\geq 0}^n \), we define the support of \( x \) to be
\[
\text{supp}(x) := \{ j \in [n] : x_j > 0 \}.
\]
The parts of \( \mathbb{R}_{\geq 0}^n \) are the subsets \( \mathbb{R}_{\geq 0}^J = \{ x \in \mathbb{R}_{\geq 0}^n : \text{supp}(x) = J \} \).

Let \( K \subset \mathbb{R}^n \) and suppose that \( x, y \in K \) with \( x \sim_K y \) and \( y \neq 0 \). Hilbert’s projective metric is
\[
d_H(x, y) := \log \left( \frac{M(x/y)}{m(x/y)} \right)
\]
where
\[
M(x/y) := \inf \{ \beta > 0 : x \leq_K \beta y \}
\]
and
\[
m(x/y) := \sup \{ \alpha > 0 : \alpha y \leq_K x \}.
\]
We adopt the convention that \( d_H(0, 0) = 0 \) and \( d_H(x, y) = \infty \) if \( x \) and \( y \) are not comparable. When \( K = \mathbb{R}_{\geq 0}^n \) and \( x, y \in \mathbb{R}_{\geq 0}^n \),
\[
m(x/y) = \min_{i \in [n]} x_i/y_i, \quad M(x/y) = \max_{i \in [n]} x_i/y_i.
\]
Hilbert’s projective metric has the following properties [25, Proposition 2.1.1].

**Proposition 2.1.** Let \( K \) be a closed cone in \( \mathbb{R}^n \). Then

1. \( d_H(x, y) \geq 0 \) and \( d_H(x, y) = d_H(y, x) \) for all \( x, y \in K \).
2. \( d_H(x, z) \leq d_H(x, y) + d_H(y, z) \) for any \( x, y, z \) in a part of \( K \).
3. \( d_H(\alpha x, \beta y) = d_H(x, y) \) for all \( \alpha, \beta > 0 \) and \( x, y \in K \).

The use of Hilbert’s projective metric to prove results in linear Perron-Frobenius theory can be traced back independently to Birkhoff [7] and Samelson [37]. Their methods also apply to nonlinear Perron-Frobenius theory because if \( f : K \to K \) is order-preserving with respect to \( \leq_K \) and homogeneous, then \( f \) is nonexpansive with respect to \( d_H \) [25, Proposition 2.1.3].

Let \( K \) be a closed cone in \( \mathbb{R}^n \). Let \( f : K \to K \) be an order-preserving homogeneous function. The cone spectral radius of \( f \) is
\[
r_K(f) := \lim_{k \to \infty} \| f^k \|_K^{1/k}
\]
where \( \| f \|_K := \sup_{x \in K} \| f(x) \| / \| x \| \). If \( K \) has nonempty interior, then an equivalent formula for the cone spectral radius is
\[
r_K(f) = \lim_{k \to \infty} \| f^k(x) \|^{1/k}
\]
which does not depend on the choice of \( x \in \text{int} K \) [25, Proposition 5.3.6]. Note that

neither formula for \( r_K(f) \) depends on which norm is used for \( \mathbb{R}^n \).

Although it can be difficult to know whether or not an order-preserving homogeneous function has an eigenvector in the interior of \( K \), the following well-known result guarantees the existence of an eigenvector in \( K \) [25, Corollary 5.4.2].

**Theorem 2.2.** Let \( K \) be a closed cone in \( \mathbb{R}^n \) and let \( f : K \to K \) be order-preserving and homogeneous. Then there exists a nonzero \( x \in K \) such that \( f(x) = r_K(f)x \).
An order-preserving homogeneous function $f : K \to K$ can have several eigenvectors and more than one eigenvalue. However, if $f$ has two eigenvectors in the same part of $K$, then those eigenvectors must have the same eigenvalue [25 Corollary 5.2.2]. Furthermore, $r_K(f)$ is the maximum of all of the eigenvalues of $f$ [25 Proposition 5.3.6]. Although Theorem 2.2 does not guarantee that $f$ has an eigenvector in the interior of $K$, if $x \in \text{int } K$ is an eigenvector of $f$, then the eigenvalue corresponding to $x$ must be $r_K(f)$.

Suppose $K \subset \mathbb{R}^n$ is a closed cone with nonempty interior and $f : K \to K$ is order-preserving and homogeneous. The upper Collatz-Wielandt number for $f$ is

$$r(f) := \inf_{x \in \text{int } K} M(f(x)/x), \quad (2.2)$$

and the lower Collatz-Wielandt number for $f$ is

$$\lambda(f) := \sup_{x \in \text{int } K} m(f(x)/x). \quad (2.3)$$

From the definition, it is clear that $\lambda(f) \leq r(f)$ always. It is well known that the upper Collatz-Wielandt number $r(f)$ is always equal to the cone spectral radius $r_K(f)$ [25 Theorem 5.6.1].

If an order-preserving and homogeneous function $f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n$ has a positive eigenvector $x \in \mathbb{R}_{\geq 0}^n$ such that $f(x) = \mu x$, then the eigenvalue $\mu$ must equal both the upper and lower Collatz-Wielandt numbers, i.e., $r(f) = \lambda(f) = \mu$. In fact, we will prove a stronger result in Lemma 2.6.

Another quick observation about Collatz-Wielandt numbers is the following.

**Lemma 2.3.** Let $f, g : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n$ be order-preserving and homogeneous. If $f(x) \leq g(x)$ for all $x \in \mathbb{R}_{\geq 0}^n$, then $r(f) \leq r(g)$ and $\lambda(f) \leq \lambda(g)$.

**Proof.** This follows immediately from the definitions (2.2) and (2.3). \qed

Every order-preserving homogeneous function $f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n$ extends continuously to the closed cone $\mathbb{R}_{\geq 0}^n$. In fact, the following result [10 Corollary 2] (see also [9 Corollary 4.6] and [25 Theorem 5.1.5]) actually says a little more. Note that when working with the extended real line $\mathbb{R} = [-\infty, \infty]$, we use the usual order topology induced by the natural linear ordering on $\mathbb{R}$.

**Theorem 2.4** (Burbanks-Sparrow). Let $f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n$ be order-preserving and homogeneous. Then $f$ extends continuously to a map $\overline{f} : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n$. The map $\overline{f}$ also extends continuously to a map $\overline{f} : (0, \infty]^n \to (0, \infty]^n$. Both extensions are order-preserving and homogeneous.

We will write $\overline{f}$ instead of $\overline{f}$ or $\overline{f}$ when working with these extensions, as long as the meaning is clear. Note that when we say that $\overline{f}$ is order-preserving and homogeneous, we are using the usual conventions that $c < \infty$ for all $c \in \mathbb{R}$ and $c \cdot \infty = \infty$ for all $c > 0$. We can make the extension of $f$ to $(0, \infty]^n$ somewhat more familiar by observing that $\overline{f} = LgL$ where $g = LfL$ and $L : [0, \infty]^n \to [0, \infty]^n$ is the entrywise reciprocal function

$$L(x)_j := \begin{cases} x_j^{-1} & \text{if } 0 < x_j < \infty \\ \infty & \text{if } x_j = 0 \\ 0 & \text{if } x_j = \infty. \end{cases} \quad (2.4)$$
For any order-preserving homogeneous function \( f : (0, \infty]^n \to (0, \infty]^n \), we can define the upper and lower Collatz-Wielandt numbers \( r(f) \) and \( \lambda(f) \) using (2.2) and (2.3), and we allow the possibility that they might be infinite. We define the support of \( x \in (0, \infty]^n \) to be \( \text{supp}(x) = \{ j \in [n] : x_j < \infty \} \). We can also define the parts of \( (0, \infty]^n \) to be the sets
\[
(0, \infty]^I := \{ x \in (0, \infty]^n : \text{supp}(x) = I \}.
\]

Note that Hilbert’s projective metric is defined on each part and is finite for any pair of vectors in the same part.

Using the reciprocal function \( L \), we see that \( \lambda(f) = r(LfL)^{-1} \) and \( r(f) = \lambda(LfL)^{-1} \). Because \( f \) extends continuously to \( (0, \infty]^n \), the hypergraph \( H^I = (f) \) has a hyperarc \( (I, \{ j \}) \) with \( j \not\in I \) if and only if \( f(\omega_I)_j = \infty \) where \( \omega_I \in (0, \infty]^n \) is given by
\[
(\omega_I)_i := \begin{cases} 
\infty & \text{if } i \in I \\
1 & \text{if } i \in I^c.
\end{cases}
\]

Since \( \omega_I = L(e_{[n]} \setminus I) \), it follows that \( H^I = H_0^I(LfL) \).

The following iterative formula for the lower Collatz-Wielandt number is similar to (2.1).

**Lemma 2.5.** Let \( f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n \) (or \( f : (0, \infty]^n \to (0, \infty]^n \)) be order-preserving and homogeneous. For every \( x \in \mathbb{R}_{\geq 0}^n \),
\[
\lambda(f) = \lim_{k \to \infty} \left( \min_{i \in [n]} f^k(x)_i \right)^{1/k}.
\]

**Proof.** If \( f(x)_i = 0 \) for some \( i \in [n] \) and \( x \in \mathbb{R}_{\geq 0}^n \), then \( \lambda(f) = 0 \) by definition. At the same time, \( f^k(x)_i = 0 \) for all \( k \in \mathbb{N} \) since \( f \) is order-preserving and there exists some \( \beta > 0 \) such that \( f(x) \leq \beta x \). Also, \( f^k(y)_i = 0 \) for all \( y \in \mathbb{R}_{\geq 0}^n \) since \( x \) and \( y \) are comparable. Therefore \( \lim_{k \to \infty} (\min_{i \in [n]} f^k(y)_i)^{1/k} = 0 \) for all \( y \in \mathbb{R}_{\geq 0}^n \).

Suppose now that \( f(x)_i > 0 \) for all \( i \in [n] \). Let \( g = LfL \). Observe that
\[
r(g) = \inf_{x \in \mathbb{R}_{\geq 0}^n} \max_{i \in [n]} \frac{g(x)_i}{x_i} = \inf_{y = Lx \in \mathbb{R}_{\geq 0}^n} \max_{i \in [n]} \frac{y_i}{f(y)_i} = \left( \sup_{y = Lx \in \mathbb{R}_{\geq 0}^n} \min_{i \in [n]} \frac{f(y)_i}{y_i} \right)^{-1} = \lambda(f)^{-1}.
\]

For \( x \in \mathbb{R}_{\geq 0}^n \) and \( k \in \mathbb{N} \), \( f^k(x)_i = \left( \max_{i \in [n]} g^k(y)_i \right)^{-1} \), where \( y = Lx \) and \( k \in \mathbb{N} \). Working with the supremum norm \( \|x\|_{\infty} = \max_{i \in [n]} |x_i| \), we have by (2.1):
\[
\lim_{k \to \infty} \left( \min_{i \in [n]} f^k(x)_i \right)^{1/k} = \lim_{k \to \infty} \left( \max_{i \in [n]} g^k(y)_i \right)^{-1/k} = r(g)^{-1} = \lambda(f).
\]

For an order-preserving homogeneous function \( f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n \), we define the minimum displacement of \( f \) to be \( \delta(f) := \inf \{d_H(x, f(x)) : x \in \mathbb{R}_{\geq 0}^n \} \).

**Lemma 2.6.** Let \( f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n \) be order-preserving and homogeneous. Then the minimum displacement of \( f \) satisfies
\[
\delta(f) = \log r(f) - \log \lambda(f).
\]
Theorem 2.2 and 2.4 is the following. A similar slightly weaker observation was made in [12, Theorem 2].

Another interesting corollary of Theorems 2.2 and 2.4 is the following. A similar slightly weaker observation was made in [12, Theorem 2].

Corollary 2.7. Let \( f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n \) be order-preserving and homogeneous. Then \( f \) has an eigenvector \( y \in (0, \infty)^n \) with \( y_i < \infty \) for some \( i \in [n] \) such that \( f(y) = \lambda(f)y \).

Proof. Note that \( LfL \) is order-preserving and homogeneous on \( \mathbb{R}_{>0}^n \) and it has a continuous extension to \( \mathbb{R}_{>0}^n \) by Theorem 2.4. Furthermore, the continuous extension is order-preserving and homogeneous and \( r(LfL) = \lambda(f)^{-1} \). Then, by Theorem 2.4 there is a nonzero \( x \in \mathbb{R}_{>0}^n \) such that \( LfL(x) = \lambda(f)^{-1}x \). So \( y = Lex \) is an eigenvector of the continuous extension of \( f \) to \( (0, \infty)^n \) with eigenvalue \( \lambda(f) \), and since \( x \neq 0 \), there is at least one entry of \( y \) that is not infinite. □

3. Existence of Eigenvectors

3.1. Boundary Collatz-Wielandt Numbers and Eigenvectors. Before stating the main result of this section, we need to introduce a class of auxiliary functions defined for any order-preserving homogeneous \( f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n \). For \( \alpha \in [-\infty, \infty] \) and \( J \subseteq [n] \), let \( P_\alpha^J : [-\infty, \infty]^n \to [-\infty, \infty]^n \) be the projection

\[
P_\alpha^J(x)_j := \begin{cases} x_j & \text{if } j \in J \\ \alpha & \text{otherwise.} \end{cases}
\]

(3.1)

Observe that for all \( x \in [0, \infty]^n \), \( P_0^0 x \leq x \leq P_\infty^0 x \). For any order-preserving homogeneous function \( f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n \), we define

\[
f_0^J := P_0^J f P_0^J \quad \text{and} \quad f_\infty^J := P_\infty^J f P_\infty^J.
\]

By Theorem 2.4 both \( f_0^J : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n \) and \( f_\infty^J : (0, \infty]^n \to (0, \infty]^n \) are well-defined order-preserving and homogeneous functions. Note also that

\[
f_0^J(x) \leq f(x) \leq f_\infty^J(x)
\]

(3.2)

for all \( x \in \mathbb{R}_{>0}^n \). Now the main result of this section is:
Let $f : \mathbb{R}_{> 0}^n \to \mathbb{R}_{> 0}^n$ be order-preserving and homogeneous. The eigenspace $E(f)$ is nonempty and bounded in $(\mathbb{R}_{> 0}^n, d_H)$ if and only if for all nonempty proper subsets $J \subset [n],
\begin{equation}
 r(f_0^J) < \lambda(f_\infty^{[n]\setminus J}).
\end{equation}

Before proving Theorem 3.1 we need the following lemmas.

**Lemma 3.2.** Let $f : \mathbb{R}_{> 0}^n \to \mathbb{R}_{> 0}^n$ be order-preserving and homogeneous. For any $v \in \mathbb{R}_J^+$ and $w \in \mathbb{R}_{[n]\setminus J}^+$, let $x = v + tw$ where $t > 0$ is a small constant. Then
\begin{equation}
 \lim_{t \to 0} \frac{f(x)_j}{x_j} = \frac{f_0^J(v)_j}{v_j} \quad \text{and} \quad \lim_{t \to 0} \frac{f(x)_i}{x_i} = \frac{f_\infty^{[n]\setminus J}(w)_i}{w_i}
\end{equation}

for all $j \in J$ and $i \in J^c$.

**Proof.** The first limit follows immediately from Theorem 2.4. The second follows from Theorem 2.4 with the additional observation that
\begin{equation}
 \lim_{t \to 0} \frac{f(x)_i}{x_i} = \lim_{t \to 0} \frac{f(t^{-1}x)_i}{t^{-1}x_i} = \frac{f_\infty^{[n]\setminus J}(w)_i}{w_i}
\end{equation}

for all $i \in J^c$. \qed

**Lemma 3.3.** Let $f : \mathbb{R}_{> 0}^n \to \mathbb{R}_{> 0}^n$ be order-preserving and homogeneous. Let $J$ be a nonempty proper subset of $[n]$. Then there exists $x \in \mathbb{R}_{> 0}^n$ such that
\begin{equation}
 \max_{j \in J} \frac{f(x)_j}{x_j} < \min_{i \in J^c} \frac{f(x)_i}{x_i}
\end{equation}

if and only if $r(f_0^J) < \lambda(f_\infty^{[n]\setminus J})$.

**Proof.** $(\Rightarrow)$ Suppose that $\max_{j \in J} \frac{f(x)_j}{x_j} < \min_{i \in J^c} \frac{f(x)_i}{x_i}$ for some $x \in \mathbb{R}_{> 0}^n$. By the definitions of the upper and lower Collatz-Wielandt numbers and (3.2),
\begin{equation}
 r(f_0^J) \leq \max_{j \in J} \frac{f_0^J(x)_j}{x_j} \leq \max_{j \in J} \frac{f(x)_j}{x_j} < \min_{i \in J^c} \frac{f(x)_i}{x_i} \leq \min_{i \in J^c} \frac{f_\infty^{[n]\setminus J}(x)_i}{x_i} \leq \lambda(f_\infty^{[n]\setminus J}).
\end{equation}

$(\Leftarrow)$ Suppose that $r(f_0^J) < \lambda(f_\infty^{[n]\setminus J})$. By the definitions of the upper and lower Collatz-Wielandt numbers, we may choose $v \in \mathbb{R}_J^+$ and $w \in \mathbb{R}_{[n]\setminus J}^+$ such that $\max_{j \in J} \frac{f_0^J(v)_j}{v_j}$ is close enough to $r(f_0^J)$ and $\min_{i \in J^c} \frac{f_\infty^{[n]\setminus J}(w)_i}{w_i}$ is close enough to $\lambda(f_\infty^{[n]\setminus J})$ so that
\begin{equation}
 \max_{j \in J} \frac{f_0^J(v)_j}{v_j} < \min_{i \in J^c} \frac{f_\infty^{[n]\setminus J}(w)_i}{w_i}.
\end{equation}

Then, by Lemma 3.2 there exists $x \in \mathbb{R}_{> 0}^n$ such that
\begin{equation}
 \max_{j \in J} \frac{f(x)_j}{x_j} < \min_{i \in J^c} \frac{f(x)_i}{x_i}.
\end{equation}

**Proof of Theorem 3.1.** Theorem 3.1 follows immediately from Theorem 1.3 and Lemma 3.3. \qed
The following result shows that it is not always necessary to check the conditions of Theorem 3.1 for every $J \subset [n]$.

**Theorem 3.4.** Let $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n$ be order-preserving and homogeneous. Suppose that (3.3) holds for some proper nonempty subset $J \subset [n]$. If $f^J_0$ has a nonempty and $d_H$-bounded set of eigenvectors in $\mathbb{R}_{>0}^n$, then (3.3) also holds for all nonempty $I \subset J$. If $f_{\infty}^{[n]\setminus J}$ has a nonempty and $d_H$-bounded set of eigenvectors in $\mathbb{R}_{>0}^{[n]\setminus J}$, then (3.3) holds for all $I \supseteq J$ with $I \neq [n]$.

**Proof.** Suppose that $f^J_0$ has a nonempty and $d_H$-bounded set of eigenvectors in $\mathbb{R}_{>0}^J$. Consider any nonempty proper subset $I \subset J$. Let $D : \mathbb{R}^n \to \mathbb{R}^n$ be the linear transformation given by

$$D(x)_j := \begin{cases} x_j & \text{if } j \in I \\ (1 - \epsilon)x_j & \text{if } j \in J \setminus I \\ 0 & \text{otherwise} \end{cases}$$

where $\epsilon > 0$ is a small constant. Note that $Df^J_0(x) \leq f^J_0(x)$ for all $x \in \mathbb{R}_{>0}^n$, so $\lambda f(d^J) \leq \lambda f(d^J)$ by Lemma 2.3. As long as $\epsilon$ is sufficiently small, Theorem 3.1 will imply that $Df^J_0$ has a nonempty and $d_H$-bounded set of eigenvectors in $\mathbb{R}_{>0}^n$ since all of the inequalities (1.1) which hold for the map $f^J_0$ will also hold for $Df^J_0$. Let $v \in \mathbb{R}^{J}_{>0}$ be one such eigenvector. Then $Df^J_0(v) = \lambda(Df^J_0)v$. This means that

$$\frac{Df^J_0(v)_j}{v_j} = \begin{cases} r(Df^J_0) & \text{if } j \in I \\ (1 - \epsilon)^{-1}r(Df^J_0) & \text{if } j \in J \setminus I. \end{cases}$$

If $\epsilon > 0$ is small enough, then by (3.3),

$$(1 - \epsilon)^{-1}r(Df^J_0) < \lambda(f_{\infty}^{[n]\setminus J}).$$

By the definition of the lower Collatz-Wielandt number, we can choose $w \in \mathbb{R}_{>0}^{[n]\setminus J}$ such that

$$(1 - \epsilon)^{-1}r(Df^J_0) < \min_{j \in J^c} \frac{f_{\infty}^{[n]\setminus J}(w)_j}{w_j}.$$ 

Then

$$\max_{i \in I} \frac{f^J_0(v)_i}{v_i} = r(Df^J_0) < (1 - \epsilon)^{-1}r(Df^J_0) = \min_{i \in J \setminus I} \frac{f^J(v)_i}{v_i} < \min_{j \in J^c} \frac{f_{\infty}^{[n]\setminus J}(w)_j}{w_j}.$$ 

By Lemma 3.2, we can choose $x \in \mathbb{R}_{>0}^n$ such that

$$\max_{i \in I} \frac{f(x)_i}{x_i} < \min_{i \in I} \frac{f(x)_i}{x_i}.$$ 

From this and (3.2), we conclude that

$$r(f^J_0) \leq \max_{j \in I} \frac{f^J_0(x)_j}{x_j} \leq \max_{j \in I} \frac{f(x)_j}{x_j} \leq \min_{i \in I} \frac{f_{\infty}^{[n]\setminus I}(x)_i}{x_i} \leq \lambda(f_{\infty}^{[n]\setminus I}).$$

The proof that (3.3) holds for all $I \supseteq J$ when $f_{\infty}^{[n]\setminus J}$ has a nonempty and $d_H$-bounded set of eigenvectors in $\mathbb{R}_{>0}^{[n]\setminus J}$ is essentially the same. □
In order to check the conditions of Theorem 3.1, the following lemma can also be helpful.

**Lemma 3.5.** Let $f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}^n_{\geq 0}$ be order-preserving and homogeneous. Suppose that $A \subseteq B \subseteq [n]$. Then

(a) $r(f^A_0) \leq r(f^B_0)$, and

(b) $\lambda(f^A_0) \geq \lambda(f^B_0)$.

**Proof.** Note that $f^A_0(x) \leq f^B_0(x)$ for all $x \in \mathbb{R}^n_{\geq 0}$. Therefore $r(f^A_0) \leq r(f^B_0)$ by Lemma 2.3. Since $f^A_0(x) \geq f^B_0(x)$ for all $x \in (0, \infty]^n$, a similar argument shows that $\lambda(f^A_0) \geq \lambda(f^B_0)$.

The following condition can show that an order-preserving homogeneous function has no eigenvectors in $\mathbb{R}^n_{> 0}$.

**Theorem 3.6.** Let $f : \mathbb{R}^n_{> 0} \to \mathbb{R}^n_{> 0}$ be order-preserving and homogeneous. If

$$r(f^J_0) > \lambda(f^J_0)$$

for some nonempty proper subset $J \subset [n]$, then $f$ has no eigenvectors in $\mathbb{R}^n_{> 0}$.

**Proof.** By Lemma 3.5, we have

$$r(f) \geq r(f^J_0) > \lambda(f^J_0) \geq \lambda(f).$$

Then the minimum displacement $\delta(f) = r(f) - \lambda(f) > 0$ by Lemma 2.6. This means that $f$ cannot have an eigenvector in $\mathbb{R}^n_{> 0}$.

Notice that there is a middle ground between the conditions of Theorems 3.1 and 3.6 where $r(f^J_0) \leq \lambda(f^J_0)$ for all nonempty proper $J \subset [n]$, but $r(f^J_0) = \lambda(f^J_0)$ for at least one $J$. In that case, it is possible that $f$ has no eigenvectors in $\mathbb{R}^n_{> 0}$, or that the eigenspace $E(f)$ is unbounded in $(\mathbb{R}^n_{> 0}, d_H)$. For example consider the linear maps corresponding to the nonnegative matrices

$$
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
1 & 1 \\
0 & 1
\end{bmatrix}.
$$

The first is the identity matrix and every element of $\mathbb{R}^2_{> 0}$ is an eigenvector, while the second matrix has no eigenvectors in $\mathbb{R}^2_{> 0}$. The interested reader can easily check that $r(f^J_0) = \lambda(f^J_0) = 1$ and $r(f^J_0) \leq \lambda(f^J_0)$ for each matrix.

**Remark 3.7.** If the function $f$ in Theorem 3.1 is differentiable and the Jacobian matrix $f'(x)$ is irreducible for all $x \in \mathbb{R}^n_{> 0}$, then any eigenvector of $f$ in $\mathbb{R}^n_{> 0}$ will be unique (up to scaling). This is also true, even if $f'(x)$ is not irreducible, as long as $f'(x)$ has a unique positive eigenvector for every $x \in \mathbb{R}^n_{> 0}$ [25, Corollary 6.4.8]. In that case, the condition of Theorem 3.1 is both necessary and sufficient for $f$ to have an eigenvector in $\mathbb{R}^n_{> 0}$.

### 3.2. Using hypergraphs to detect eigenvectors

The results in the previous subsection can be combined with the hypergraph conditions from Theorems 1.1 and 1.2 to give a very general method for checking whether an order-preserving homogeneous $f : \mathbb{R}^n_{> 0} \to \mathbb{R}^n_{> 0}$ has any eigenvectors in $\mathbb{R}^n_{> 0}$. The following two lemmas show how the upper and lower Collatz-Wielandt numbers of the auxiliary functions $f^J_0$ and $f^J_0 \setminus J$ relate to the hypergraphs $H^J_\leq(f)$ and $H^J_\geq(f)$. For a hypergraph $H$ and a subset $J$ of the nodes $N$, the *reach* of $J$ in $H$, denoted $\text{reach}(J, H)$, is the smallest invariant subset of $N$ that contains $J$. Recall from Section 1 that a set of
nodes $I \subseteq [n]$ is invariant in one of the hypergraphs $\mathcal{H}_0^{-}(f)$ or $\mathcal{H}_0^{+}(f)$ if and only if there are no hyperarcs $(I, \{j\})$ leaving $I$.

**Lemma 3.8.** Let $f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n$ be order-preserving and homogeneous and let $J \subseteq [n]$. If $\text{reach}(J, \mathcal{H}_0^{+}(f)) = I$, then $\lambda(f_{\infty}^{[n]\setminus J}) = \lambda(f_{\infty}^{[n]\setminus J})$. If $\text{reach}(J^c, \mathcal{H}_0^{-}(f)) = I^c$, then $r(f_0^J) = r(f_0^{J^c})$.

**Proof.** Fix any $x \in \mathbb{R}_{\geq 0}^n$. Let $x^k = (f_0^J)^k(x)$ for $k \in \mathbb{N}$. Since there exists $\beta > 0$ such that $f_0^{J^c}(x) \leq \beta x$ and $f$ is order-preserving, it follows that $x^{k+1} \leq \beta x^k$ for all $k \in \mathbb{N}$. In particular, $\supp(x^{k+1}) \subseteq \supp(x^k)$ for each $k$. Let $I_k = \supp(x^k)$. Note that $I_{k+1} = I_k$ if and only if $I_k^c$ is invariant in $\mathcal{H}_0^{-}(f)$. So the sets $I_k$ eventually stabilize at some $k = m$ where $I_m = \text{reach}(J^c, \mathcal{H}_0^{-}(f))^c$. Let $I = I_m$. We can choose $y \in \mathbb{R}_{\geq 0}^n$ such that $f_0^J y = x^m$, and then $x^k = (f_0^J)^k(y)$ for all $k \geq m$. Therefore $r(f_0^J) = r(f_0^{J^c})$ by (2.1).

The proof that $\lambda(f_{\infty}^{[n]\setminus J}) = \lambda(f_{\infty}^{[n]\setminus J})$ when $I = \text{reach}(J, \mathcal{H}_0^{+}(f))$ is essentially the same, but uses Lemma 2.5 in place of (2.1).

**Lemma 3.9.** Let $f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n$ be order-preserving and homogeneous. Consider any $J \subseteq [n]$. The following are equivalent.

- (a) There is no nonempty $A \subseteq J$ such that $A^c$ is invariant in $\mathcal{H}_0^{-}(f)$.
- (b) $\text{reach}(J^c, \mathcal{H}_0^{-}(f)) = [n]$. 
- (c) $r(f_0^J) = 0$.

Similarly, the following are also equivalent.

- (d) There is no nonempty $B \subseteq J^c$ such that $B^c$ is invariant in $\mathcal{H}_0^{+}(f)$.
- (e) $\text{reach}(J, \mathcal{H}_0^{+}(f)) = [n]$. 
- (f) $\lambda(f_{\infty}^{[n]\setminus J}) = \infty$.

**Proof.** It is obvious from the definition of $\text{reach}(J^c, \mathcal{H}_0^{-}(f))$ that conditions (a) and (b) are equivalent.

- (b) $\Rightarrow$ (c) Suppose that $\text{reach}(J^c, \mathcal{H}_0^{-}(f)) = [n]$, then $r(f_0^J) = r(f_0^{J^c}) = 0$.
- (c) $\Rightarrow$ (a) Suppose that $r(f_0^J) = 0$. If $A \subseteq J$ and $f_0^{J^c}(e_A) > 0$ for all $j \in A$, then there exists $\alpha > 0$ such that $f_0^J(e_A) \geq \alpha e_A$. But then $(f_0^J)^k(e_A) \geq \alpha^k e_A$ and so $r(f_0^J) \geq \alpha$ by (2.1). This is a contradiction, so we conclude that $f_0^{J^c}(e_A) = 0$ for some $j \in A$. Therefore there is a hyperarc from $A^c$ into $A$ in $\mathcal{H}_0^{-}(f)$, so $A^c$ is not invariant in $\mathcal{H}_0^{-}(f)$.

To prove that conditions (d), (e) and (f) are equivalent, let $g = LfL$, where $L$ is the entrywise reciprocal function from (2.4). Observe that $\mathcal{H}_0^{+}(f) = \mathcal{H}_0^{-}(g)$ and $f_{\infty}^{[n]\setminus J} = Lf_{\infty}^{[n]\setminus J} L$, so $\lambda(f_{\infty}^{[n]\setminus J}) = \infty$ if and only if only if $r(g_{\infty}^{[n]\setminus J}) = 0$. Then (d), (e), (f) are equivalent to each other because (a), (b), (c) are equivalent.

The following corollary is a restatement of Theorem 1.2 using Lemma 3.9.

**Corollary 3.10.** Let $f : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n$ be order-preserving and homogeneous. Then the following are equivalent.

1. All slice spaces $S_{\alpha}^0(f)$ are $d_H$-bounded.
2. For every $J \subseteq [n]$, either $r(f_0^J) = 0$ or $\lambda(f_{\infty}^{[n]\setminus J}) = \infty$.
3. For every $J \subseteq [n]$, either $\text{reach}(J^c, \mathcal{H}_0^{-}(f)) = [n]$ or $\text{reach}(J, \mathcal{H}_0^{+}(f)) = [n]$.

Corollary 3.10 suggests the following strategy for checking whether the eigenspace $E(f)$ is nonempty and bounded in $(\mathbb{R}_{\geq 0}^n, \mathcal{H})$. First, check whether $\mathcal{H}_0^{-}(f)$ has any
invariant subsets \( J \). If not, then \( E(f) \) is nonempty and \( d_H \)-bounded by Theorem 1.1. If there are invariant sets \( J \in \mathcal{H}_0^\pm(f) \), then for each one, check whether reach\((J, H_0^+(f)) = [n] \). If there are any sets \( J \subset [n] \) such that reach\((J, H_0^+(f)) \neq [n] \) and reach\((J, H_0^-(f)) \neq [n] \), then those are the only sets where we need to check (3.3) in Theorem 3.1. We give examples in Section 7 to demonstrate this process and show how we can further reduce the number of sets \( J \) to check by using Theorem 3.3 and Lemma 3.5.

For some order-preserving homogeneous functions \( f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n \) there are faster ways to confirm that \( f \) has a positive eigenvector. The directed graph associated with \( f \) is the digraph \( G(f) \) with vertices \([n]\) and an arc from \( i \) to \( j \) when

\[
\lim_{t \to \infty} f(\exp(\alpha e_{ij}))(i) = \infty.
\]

Note that \((i, j)\) with \( i \neq j \) is a arc of \( G(f) \) if and only if \((\{j\}, \{i\})\) is a hyperarc of \( \mathcal{H}_0^+(f) \). Also observe that the direction of the hyperarc \((\{j\}, \{i\}) \in \mathcal{H}_0^+(f) \) is the reverse of \((i, j) \in G(f) \). For a nonnegative matrix \( A = [a_{ij}]_{i,j \in [n]}, G(A) \) is equivalent to the usual directed graph associated with a matrix which has an arc from \( i \) to \( j \) precisely when \( a_{ij} \neq 0 \).

In [18, Theorem 2], the authors point out that if \( G(f) \) is strongly connected, then \( f \) has an eigenvector in \( \mathbb{R}_{>0}^n \). This directly generalizes the classical Perron-Frobenius theorem for irreducible matrices, since \( A \in \mathbb{R}_{>0}^{n \times n} \) is irreducible if and only if \( G(A) \) is strongly connected. This nonlinear version of the Perron-Frobenius theorem follows immediately from Theorem 1.1. If \( G(f) \) is strongly connected, then \( \mathcal{H}_0^+(f) \) has no invariant subsets, so Theorem 1.1 implies all super-eigenspaces of \( f \) are bounded in \([\mathbb{R}_{>0}^n, d_H]\). As described in the introduction, this guarantees that \( E(f) \) is nonempty and bounded in \([\mathbb{R}_{>0}^n, d_H]\). If \( G(f) \) is not strongly connected, then its nodes can be partitioned into strongly connected components. A strongly connected component is called a final class if no arcs leave the component. The following sufficient condition for existence of a positive eigenvector generalizes [18, Theorem 2] and is generally easier to check than Theorem 3.1 since the graph \( G(f) \) and its connected components can be computed relatively quickly even when the dimension \( n \) is large.

**Theorem 3.11.** Let \( f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n \) be order-preserving and homogeneous. If \( G(f) \) has a unique final class \( C \) and \( r(f_0^{[n]\setminus C}) < r(f) \), then the eigenspace \( E(f) \) is nonempty and bounded in \([\mathbb{R}_{>0}^n, d_H]\).

**Proof.** Suppose temporarily that \( \lambda(f) < r(f) \). We may assume without loss of generality that \( r(f) = 1 \) by replacing \( f \) with \( r(f)^{-1} f \). By Theorem 2.2 there is an eigenvector \( v \in \mathbb{R}_{>0}^n \) such that \( f(v) = v \). By Corollary 2.7 there is also an eigenvector \( w \in (0, \infty)^n \) such that \( f(w) = \lambda(f)w \). Let \( J = \text{supp}(v) \) and \( I = \text{supp}(w) \). For any \( x \in \mathbb{R}_{>0}^n \) we can find \( \alpha, \beta > 0 \) such that \( \alpha x \leq \beta w \). Then \( \alpha v \leq f^k(x) \leq \beta \lambda(f)^k w \). This means that \( \lim_{k \to \infty} f^k(x)_i = 0 \) for all \( i \in I \), while \( f^k(x)_j \) is bounded below for all \( j \in J \). Therefore \( I \) and \( J \) are disjoint. Note that \( r(f_0^C) = 1 \). Since \( r(f_0^{[n]\setminus C}) < r(f) = 1 \), Lemma 3.5 implies that \( J \) cannot be a subset of \([n] \setminus C \). So there exists some \( j \in J \cap C \). Since \( C \) is the unique final class of \( G(f) \), there must be a path in \( G(f) \) from every \( i \in [n] \) to \( j \). Choose \( i \in J \) and let \( m \) be the length of a path from \( i \) to \( j \) in \( G(f) \). Then by the definition of \( G(f) \), we must have

\[
\lim_{t \to \infty} f^m(\exp(\alpha e_{ij}))(i) = \infty.
\]
At the same time, since \( j \not\in I \), there is a \( \beta > 0 \) such that \( \exp(te_{(j)}) \leq \beta w \) for all \( t > 0 \). Then
\[
f^m(\exp(te_{(j)}))_i \leq \beta \lambda(f)^m w_i < \beta w_i < \infty
\]
for all \( t > 0 \). This is a contradiction, so we conclude that \( \lambda(f) = r(f) = 1 \).

Let \( A \) be a nonempty proper subset of \([n]\). If \( A \subseteq [n] \setminus C \), then
\[
r(f^A_0) \leq r(f^{[n]\setminus C}_0) < r(f) = \lambda(f) \leq \lambda(f^{[n]\setminus A}_\infty)
\]
by Lemma 3.5 Therefore (3.3) holds for all \( A \subseteq [n] \setminus C \). On the other hand, if \( A \cap C \neq \emptyset \), then there is a \( j \in A \cap C \) and a path in \( \mathcal{H}_+^\infty(f) \) from \( j \) to every \( i \in [n] \). This means that \( \text{reach}(A, \mathcal{H}_+^\infty(f)) = [n] \), so \( \lambda(f^{[n]\setminus A}_\infty) = \infty \) by Lemma 3.9. Then (3.3) also holds for \( A \). Since (3.3) holds for all nonempty proper \( A \subset [n] \), we conclude by Theorem 3.1 that \( E(f) \) is nonempty and bounded in \((R^n, d_H)\). \( \square \)

**Remark 3.12.** The number of conditions to check in Theorem 3.1 grows exponentially as the dimension \( n \) increases. If \( P \neq \text{NP} \), then there cannot be a polynomial time necessary and sufficient condition for \( E(f) \) to be nonempty and bounded in \((R^n, d_H)\) that applies to all order-preserving homogeneous maps \( f : R^n_\geq \rightarrow R^n_\geq \). This follows from a result of Yang and Zhao [42]. They study a special class of order-preserving homogeneous min-max operators called monotone boolean functions. Every monotone boolean function has a trivial eigenvector, however [42, Proposition 1] proves that determining whether the trivial eigenvector is the only eigenvector (up to scaling) is co-NP hard. For monotone boolean functions, the eigenspace is \( d_H \)-bounded if and only if the trivial eigenvector is the only eigenvector up to scaling.

Although determining whether general order-preserving homogeneous functions have a nonempty and \( d_H \)-bounded eigenspace quickly becomes computationally intractable when the dimension gets large, we will see in the next section that the situation improves considerably when our functions have an additional convexity property.

### 4. Multiplicatively convex functions.

Many order-preserving homogeneous functions \( f : R^n_\geq \rightarrow R^n_\geq \) have the additional property that \( \log f \circ \exp \) is convex. Recall that a function \( g : D \rightarrow R \) is convex when its epigraph
\[
\text{epi}(g) := \{ (x, y) \in D \times R : y \geq g(x) \}
\]
is convex. A vector-valued function \( f : D \rightarrow R^n \) is convex if each entry of \( f \) is convex. When \( \log f \circ \exp \) is convex, we will say that \( f \) is multiplicatively convex. Note that \( f : R^m_\geq \rightarrow R^n_\geq \) is multiplicatively convex if and only if for all \( x, y \in R^m_\geq \) and \( 0 \leq \theta \leq 1 \),
\[
f(x^\theta y^{1-\theta}) \leq f(x)^\theta f(y)^{1-\theta}
\]
where this notation is understood to indicate entrywise products and powers. We will continue to use this notation throughout the rest of this paper.

The following result is a special case of [32, Proposition 6.1]. The proof is short, so we include it here.

**Lemma 4.1.** Let \( f, g : R^n_\geq \rightarrow R^n_\geq \) be multiplicatively convex. Then \( f + g \) is multiplicatively convex, and if \( f \) is also order-preserving and \( m = n \), then \( f \circ g \) is multiplicatively convex.
By Hölder’s inequality,
\[ f(x^\theta y^{1-\theta})_i + g(x^\theta y^{1-\theta})_i \leq f(x)_i^\theta f(y)_i^{1-\theta} + g(x)_i^\theta g(y)_i^{1-\theta} \]
\[ \leq [f(x)_i + g(x)_i]^\theta [f(y)_i + g(y)_i]^{1-\theta} \]
for each \( i \in [n] \) and \( 0 < \theta < 1 \). Therefore \( f + g \) is multiplicatively convex. If \( f \) is also order-preserving and \( m = n \), then
\[ f(g(x^\theta y^{1-\theta})) \leq f(g(x)^\theta g(y)^{1-\theta}) \]
\[ \leq f(g(x))^\theta f(g(y))^{1-\theta}, \]
which proves that \( f \circ g \) is multiplicatively convex.

An immediate consequence of Lemma [4.1] is that any order-preserving linear map \( f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}^n_{\geq 0} \) is multiplicatively convex. Other important classes of order-preserving, homogeneous, multiplicatively convex functions include matrices over the max-times algebra (see e.g., [31]), and the class \( \mathcal{M}_+ \) introduced in [31] (see also [32, Proposition 3.1 and Equation 3.15] and [25, Section 6.6]). We will discuss the class \( \mathcal{M}_+ \) in more detail in Section 7.

When \( f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}^n_{\geq 0} \) is order-preserving, homogeneous, and multiplicatively convex, it is possible to give very general conditions for existence of eigenvectors in \( \mathbb{R}^n_{\geq 0} \), even when the eigenspace \( E(f) \) might not be bounded in Hilbert’s projective metric.

Let \( C_1, \ldots, C_m \) denote the strongly connected components of \( \mathcal{G}(f) \). Borrowing some terminology from the theory of nonnegative matrices (see e.g., [6, Definition 2.3.8]), we will say that \( C_j \) is a basic class of \( f \) if \( r(f_0^{C_j}) = r(f) \).

In [21], Hu and Qi define what they call strongly nonnegative tensors. These tensors correspond to a special class of order-preserving, homogeneous, and multiplicatively convex functions on \( \mathbb{R}^n_{\geq 0} \). The following definition extends their notion of strong nonnegativity to all order-preserving, homogeneous, and multiplicatively convex functions on \( \mathbb{R}^n_{\geq 0} \).

**Definition 4.2.** Let \( f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}^n_{\geq 0} \) be order-preserving, homogeneous, and multiplicatively convex. Let \( \mathcal{C} \) denote the set of strongly connected components of \( \mathcal{G}(f) \). We will say that \( f \) is strongly nonnegative if \( r(f_0^C) = r(f) \) for every final class \( C \in \mathcal{C} \) and \( r(f_0^C) < r(f) \) when \( C \notin \mathcal{C} \) is not a final class. That is, \( f \) is strongly nonnegative if and only if its basic and final classes coincide.

The following theorems are the main results of this section. The first theorem shows the relationship between the upper and lower Collatz-Wielandt numbers and the strongly connected components of \( \mathcal{G}(f) \).

**Theorem 4.3.** Let \( f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}^n_{\geq 0} \) be order-preserving, homogeneous, and multiplicatively convex. Let \( \mathcal{C} \) denote the set of strongly connected components of \( \mathcal{G}(f) \) and let \( \mathcal{F} \) denote the set of final classes of \( \mathcal{G}(f) \). Then
\[ r(f) = \max_{C \in \mathcal{C}} r(f_0^C) \] and \( \lambda(f) = \min_{C \in \mathcal{F}} r(f_0^C) \).

The second theorem gives very general conditions for the existence of eigenvectors when \( f \) is multiplicatively convex, even when the eigenspace \( E(f) \) might not be bounded in Hilbert’s projective metric. Note that conditions [b] and [c] generalize [21, Theorem 5] and corresponding results for reducible nonnegative matrices [6, Theorem 2.3.10].
Theorem 4.4. Let $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n$ be order-preserving, homogeneous, and multiplicatively convex.

(a) $E(f)$ is nonempty and bounded in $(\mathbb{R}_{>0}^n, d_H)$ if and only if $f$ is strongly nonnegative and $\mathcal{G}(f)$ has only one final class.

(b) If $f$ is strongly nonnegative, then $E(f)$ is nonempty.

(c) If $f$ is real analytic and $E(f)$ is nonempty, then $f$ is strongly nonnegative.

More is known for max-times functions: [4, Theorem 3.4] and [14, Theorem 2.2.4] independently proved that a matrix in the max-times algebra has an entrywise positive eigenvector if and only if all of its final classes are basic. So it is possible for a multiplicatively convex function that is not strongly nonnegative to have an entrywise positive eigenvector if it is not real analytic.

In general, it is much easier to check the conditions in Theorem 4.4 than the conditions in Theorem 3.1. The strongly connected components of $\mathcal{G}(f)$ can be computed efficiently, and there are at most $n$ Collatz-Wielandt numbers to compute. For more details about the complexity aspects of this problem, see [2, Section 4.2.3]. See also [2, Corollary 4.4] which gives a sufficient condition for all slice spaces to be $d_H$-bounded when $f$ is multiplicatively convex.

To prove Theorems 4.4 and 4.5 we need some preliminary results.

Lemma 4.5. Let $g : (0, \infty) \to (0, \infty)$ be order-preserving and multiplicatively convex. Then $\lim_{x \to \infty} g(x) < \infty$ if and only if $g$ is constant. If $g$ is also real analytic, then $\lim_{x \to \infty} g(x) < \infty$ if and only if $g'(x) = 0$ for some $x > 0$.

Proof. If $g$ is constant, then $\lim_{x \to \infty} g(x) < \infty$. Conversely, if $g$ is not constant, there exists $x < y$ such that $g(x) < g(y)$. Then the epigraph of $\log g \circ \exp$ has a support line with a positive slope. It follows that $\lim_{x \to \infty} g(x) = \infty$. If $g$ is also real analytic and $g'(x) = 0$ for some $x \in \mathbb{R}$, then $g'(y) = 0$ for all $y < x$, by convexity. But then $g'$ is identically zero on all of $(0, \infty)$ which means that $g$ is constant. 

Lemma 4.6. Let $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n$ be order-preserving, homogeneous, and multiplicatively convex. Suppose that there are no arcs leaving $J$ in $\mathcal{G}(f)$ for some nonempty $J \subset [n]$. Then

$$f(x)_j = f_0(x)_j = f_\infty(x)_j$$

for all $x \in \mathbb{R}_{>0}^n$ and $j \in J$.

Proof. No arcs leaving $J$ in $\mathcal{G}(f)$ means that $\lim_{t \to \infty} f(\exp(te_{\{i\}}))_j < \infty$ for all $j \in J$ and $i \in [n] \setminus J$. Since $f$ is order-preserving and homogeneous,

$$\lim_{t \to \infty} f(x \exp(te_{\{i\}}))_j \leq \max_{k \in [n]} x_k \lim_{t \to \infty} f(\exp(te_{\{i\}}))_j < \infty$$

for all $x \in \mathbb{R}^n$. By Lemma 4.5 this means that $t \mapsto f(x \exp(te_{\{i\}}))_j$ is constant. Therefore the value of $f(x)_j$ does not change if we change the entries $x_i$ with $i \in [n] \setminus J$. By letting $x_i \to 0$ (respectively, $x_i \to \infty$) for all $i \in [n] \setminus J$, we get $f(x)_j = f_0(x)_j$ (and $f(x)_j = f_\infty(x)_j$) for all $j \in J$.

Lemma 4.7. Let $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n$ be order-preserving, homogeneous, and multiplicatively convex. If $C$ is a final class of $\mathcal{G}(f)$, then $f_0^C$ and $f_\infty^C$ both have eigenvectors with support equal to $C$ and eigenvalue equal to $r(f_0^C) = \lambda(f_\infty^C)$.
**Proof.** The directed graph \( G(f^C) \) associated with \( f^C \) on \( \mathbb{R}^n_\infty \) has nodes \( C \) and contains all of the arcs between pairs \( i, j \in C \) that are in \( G(f) \). Since \( C \) is a strongly connected component of \( G(f) \), we see that \( G(f^C_\infty) \) is strongly connected.

Therefore \( f^C_\infty \) has an eigenvector \( v \in (0, \infty]^n \) with \( \text{supp}(v) = C \) and eigenvalue \( \lambda(f^C_\infty) \) by Theorem 5.11. By Lemma 4.6, \( f^C_0(x)_j = f^C_\infty(x)_j \) for all \( x \in \mathbb{R}^n_\infty \) and \( j \in J \). If we choose \( x \in \mathbb{R}^n_\infty \) such that \( v = P^C_\infty x \), then \( P^C_0 x \) is an eigenvector of \( f^C_0 \) with the same eigenvalue as \( v \). This means that \( r(f^C_0) = \lambda(f^C_\infty) \).

**Proof of Theorem 4.3.** Let \( C_1, \ldots, C_m \) denote the strongly connected components of \( G(f) \). These components are the vertices of a directed acyclic graph with an arc from \( C_i \) to \( C_j \) whenever there is an arc in \( G(f) \) from a vertex in \( C_i \) to a vertex in \( C_j \). Since the vertices of a directed acyclic graph have a topological ordering, we can assume that the strongly connected components \( G(f) \) are ordered so that there are no paths from \( C_i \) to \( C_j \) in \( G(f) \) when \( i < j \). We may also assume that the final classes are \( C_1, \ldots, C_k \) where \( k \) is the number of final classes in \( G(f) \).

By Theorem 4.3, \( f \) has an eigenvector \( v \in \mathbb{R}^n_\infty \) with eigenvalue \( r(f) \). Let \( j \) be the minimal index such that \( C_j \cap \text{supp}(v) \neq \emptyset \). Let \( J = C_1 \cup \ldots \cup C_j \). By Lemma 4.6, \( f^C_0(v)_i = f(v)_i \) for all \( i \in J \). Note that this equation is true even if some entries of \( v \) are zero because both \( f \) and \( f^C_0 \) extend continuously to the boundary of \( \mathbb{R}^n_\infty \) by Theorem 2.3. Therefore \( P^C_0 v \) is an eigenvector of \( f^C_0 \) with eigenvalue \( r(f) \).

Since \( \text{supp}(v) \subseteq C_j \cup \ldots \cup C_m \), \( P^C_0 v = P^C_0 f^C_0 v \) so \( P^C_0 f^C_0 v \) is an eigenvector of \( f^C_0 \) with eigenvalue \( r(f) \). This implies that \( r(f^C_0) \geq r(f) \). Since \( r(f^C_0) \leq r(f) \) by Lemma 3.5 for each \( 1 \leq i \leq n \), we see that \( r(f) = \max_{1 \leq i \leq m} r(f^C_0) \).

To prove the corresponding equation for \( \beta(f) \), note that \( f \) also has an eigenvector \( w \in (0, \infty]^n \) with eigenvalue \( \lambda(f) \) by Corollary 2.4. If there is a path from \( j \) to \( i \) in \( G(f) \), then \( \lim_{t \to -\infty} \exp(t \epsilon(i)) \) is a constant \( \beta > 0 \) such that \( \exp(t \epsilon(i)) \leq \beta w \) for all \( t > 0 \). Therefore

\[
\beta \lambda(f) P^C_i = \beta f^P(w)_j \geq \lim_{t \to -\infty} f^P(\exp(t \epsilon(i)))_j = \infty
\]

so \( w_j = \infty \). This means that if \( j \in \text{supp}(w) \) (so that \( w_j < \infty \)) and \( i \notin \text{supp}(w) \), then there cannot be a path from \( j \) to \( i \) in \( G(f) \). It also means that if \( j \notin \text{supp}(w) \), then any other vertex in the same strongly connected component with \( j \) must also be in the support of \( w \).

Let \( j \) be the smallest index such that \( C_j \cap \text{supp}(w) \neq \emptyset \). By the above argument, there cannot be any arcs in \( G(f) \) from a vertex in \( C_j \) to a vertex in \( C_i \) when \( i < j \). Therefore \( C_j \) is a final class of \( G(f) \) and \( C_j \subseteq \text{supp}(w) \).

By Lemma 4.6, \( f^C_0(P^C_i)_j = f(v)_i = \lambda(f) w_i \) for all \( i \in C_j \). Therefore \( P^C_i w \) is an eigenvector of \( f^C_\infty \) with eigenvalue \( \lambda(f) \). By Lemma 4.7, \( r(f^C_i) = \lambda(f^C_\infty) = \lambda(f) \). Since \( r(f^C_i) \geq \lambda(f) \) for all other final classes \( C_i \) by Lemmas 3.5 and 4.8 it follows that \( \lambda(f) = \min_{1 \leq i \leq k} r(f^C_i) \).

**Lemma 4.8.** Let \( f : \mathbb{R}^n_\infty \to \mathbb{R}^n_\infty \) be order-preserving, homogeneous, and multiplicative convex. If \( G(f) \) has a unique final class \( C \), then \( f \) is strongly nonnegative if and only if \( r(f^{[n] \setminus C}) < r(f^C) \).

**Proof.** Suppose that \( r(f^{[n] \setminus C}) < r(f^C) \). If \( B \) is any non-final strongly connected component of \( G(f) \), then \( B \subseteq [n] \setminus C \). Therefore \( r(f^B) \leq r(f^{[n] \setminus C}) < r(f^C) \) by Lemma 3.5 and \( r(f^C) = r(f) \) by Theorem 4.3. Thus \( f \) is strongly nonnegative.
Conversely, if \( f \) is strongly nonnegative, then \( r(f^B_0) < r(f) = r(f^C_0) \) for every strongly connected component \( B \) of \( \mathcal{G}(f) \) other than \( C \). The directed graph \( \mathcal{G}(f^{[n]\setminus C}_0) \) has nodes \([n]\setminus C\) and an arc from \( i \) to \( j \) precisely when

\[
\lim_{t \to \infty} f^{[n]\setminus C}_0(\exp(te_{ij}))_i = \infty.
\]

If there is an arc from \( i \) to \( j \) in \( \mathcal{G}(f^{[n]\setminus C}_0) \), then there is an arc from \( i \) to \( j \) in \( \mathcal{G}(f) \) by \( \text{(3.2)} \). So for any \( i \in [n]\setminus C \), the strongly connected component \( A[i] \) of \( \mathcal{G}(f^{[n]\setminus C}_0) \) which contains \( i \) is a subset of the corresponding strongly connected component \( B[i] \) of \( \mathcal{G}(f) \) that contains \( i \). Thus \( r(f^A_0[i]) \leq r(f^B_0[i]) \) for all \( i \in [n]\setminus C \) by Lemma \( \text{3.5} \). Then, by Theorem \( \text{3.8} \)

\[
r(f^{[n]\setminus C}_0) = \max_{i \in [n]\setminus C} r(f^A_0[i]) \leq \max_{i \in [n]\setminus C} r(f^B_0[i]) < r(f^C_0).
\]

\[ \square \]

**Lemma 4.9.** Let \( f : \mathbb{R}^n_{> 0} \to \mathbb{R}^n_{> 0} \) be order-preserving, homogeneous, real analytic, and multiplicatively convex. Then \( \mathcal{G}(f) = \mathcal{G}(f'(x)) \) for every \( x \in \mathbb{R}^n_{> 0} \).

**Proof.** By the chain rule,

\[
\frac{\partial}{\partial t} f(x \exp(te_{ij})) \bigg|_{t=0} = x_j f'(x)_{ij}
\]

for any \( x \in \mathbb{R}^n_{> 0} \). Therefore, \( \lim_{t \to \infty} f(x \exp(te_{ij}))_i = \infty \) if and only if \( f'(x)_{ij} > 0 \) by Lemma \( \text{4.3} \). Since \( f \) is \( d_H \)-nonexpansive, \( \lim_{t \to \infty} f(x \exp(te_{ij}))_i = \infty \) if and only if \( \lim_{t \to \infty} f(\exp(te_{ij}))_i = \infty \) which is equivalent to \((i, j) \in \mathcal{G}(f)\). Therefore \( \mathcal{G}(f) = \mathcal{G}(f'(x)) \).\[ \square \]

**Proof of Theorem 4.4(b).** Suppose that \( f \) is strongly nonnegative and \( \mathcal{G}(f) \) has a unique final class \( C \). By Lemma \( \text{4.8} \), \( r(f^{[n]\setminus C}_0) < r(f^C_0) = r(f) \). Then \( E(f) \) is nonempty and bounded in \((\mathbb{R}^n_{\geq 0}, d_H)\) by Theorem \( \text{3.11} \).

Conversely, suppose that \( E(f) \) is nonempty and \( d_H \)-bounded. Let \( C \) be a final class of \( \mathcal{G}(f) \). Then \( r(f^C_0) = \lambda(f^C_\infty) \) by Lemma \( \text{4.7} \). Since \( E(f) \) is nonempty, we also know that \( \lambda(f) = r(f) \) by Lemma \( \text{2.6} \). Using Lemma \( \text{3.5} \) we have

\[
\lambda(f) \leq \lambda(f^C_\infty) = r(f^C_0) \leq r(f)
\]

which implies that \( r(f^C_0) = r(f) \) so \( C \) is a basic class. If \( \mathcal{G}(f) \) had another final class \( B \subset [n] \) different from \( C \), then the same argument would show that \( r(f^B_0) = r(f) \) which implies that \( f \) is strongly nonnegative.

**Proof of Theorem 4.4(b).** Let \( J \) be the union of the final classes of \( \mathcal{G}(f) \). Since \( f \) is strongly nonnegative, each final class \( C \) is basic. By Lemma \( \text{4.7} \), there is an eigenvector in \( \mathbb{R}^n_{\geq 0} \) with eigenvalue \( r(f) \). Let \( u \in \mathbb{R}^n_{\geq 0} \) be the sum of one such eigenvector from each final class. Observe that \( \text{supp}(u) = J \) and \( u \) is an eigenvector of \( f \) with eigenvalue \( r(f) \) by Lemma \( \text{4.6} \).
We can assume without loss of generality that \([n] \setminus J = \{1, \ldots, m\}\) and \(J = \{m + 1, \ldots, n\}\) for some \(m < n\). Let \(K = \{x + tu : x \in \mathbb{R}^{[n] \setminus J}_\geq 0\}\) and \(t \geq 0\). Then \(K\) is a closed cone contained in \(\mathbb{R}^n_\geq\) and \(f\) leaves \(K\) invariant by Lemma 4.9. We can identify \(K\) with \(\mathbb{R}^{m+1}_\geq\) via the invertible map \(V : \mathbb{R}^{m+1}_\geq \to K\) defined by

\[
V(x)_i := \begin{cases} x_i & \text{when } i \leq m \\ x_{m+1} u_i & \text{when } i > m. \end{cases}
\]

Note that \(V\) is linear and order-preserving. Let \(g = V^{-1} \circ f \circ V\). Then \(g : \mathbb{R}^{m+1}_\geq \to \mathbb{R}^{m+1}_\geq\) is order-preserving, homogeneous, and multiplicatively convex. The digraph \(G(g)\) has a unique final class \(B = \{m+1\}\). The other strongly connected components of \(G(g)\) have vertices in \([n] \setminus J\) and are exactly the same as the corresponding strongly connected components of \(G(f)\). Since \(r(g_B^0) = r(f_0^J) = r(f)\) and \(r(g_A^0) = r(f_0^A) < r(f)\) for any other strongly connected component \(A\) of \(G(g)\), it follows that \(g\) is strongly nonnegative. Therefore, Theorem 4.4(a) implies that \(g\) has an eigenvector \(w \in \mathbb{R}^{m+1}_\geq\). Then \(V(w) \in \mathbb{R}^n_\geq\) is an eigenvector of \(f\).

**Proof of Theorem 4.4(c)** Suppose that \(f\) is real analytic and \(u \in \mathbb{R}^n_\geq\) is an eigenvector of \(f\). We may also assume that \(r(f) = 1\) by scaling \(f\). Thus, \(f(u) = u\).

Since \(f\) is order-preserving, \(A := f'(u)\) is a nonnegative matrix; and since \(f\) is homogeneous, \(u\) is an eigenvector of \(A\) with eigenvalue \(r(f) = 1\). By Lemma 4.9, \(G(A) = G(f)\). So \(G(f)\) and \(G(A)\) have the same strongly connected components and the same final classes.

Let \(J\) be the union of the final classes of \(G(f)\) and let \(I = [n] \setminus J\). We can assume without loss of generality that \(I = \{1, \ldots, m\}\) and \(J = \{m+1, \ldots, n\}\) for some \(m < n\). Then we can write \(A\) and \(u\) in block form:

\[
A = \begin{bmatrix} A_I & 0 \\ 0 & A_J \end{bmatrix} \quad \text{and} \quad u = \begin{bmatrix} u_I \\ u_J \end{bmatrix}.
\]

Observe that \(A_J u_J = u_J\). Let \(x = \begin{bmatrix} 0 \\ u_J \end{bmatrix}\). Then \(Ax \geq x\). For every \(i \in I\), there is a path in \(G(A)\) from \(i\) to some \(j \in J\). Therefore, there is some \(p \in \mathbb{N}\) such that \(A^p x \gg 0\). Then, since \(x_j > 0\) for all \(j \in J\), it follows that \(A^p e_J \gg 0\) as well. This means that \(A^p (u - \epsilon e_J) \ll u\) for all \(\epsilon > 0\). Note that \(A^p\) is the derivative of \(f^p\) at \(u\) by the chain rule for Fréchet derivatives. So we have \(f^p(u - \epsilon e_J) \ll u\) when \(\epsilon > 0\) is sufficiently small. Then

\[
(f_0^{[n] \setminus J})^p(u) = (f_0^{[n] \setminus J})(u - \epsilon e_J) \leq f^p(u - \epsilon e_J) \ll u.
\]

Therefore there is a positive constant \(\beta < 1\) such that \((f_0^{[n] \setminus J})^p(u) \leq \beta u\). By (2.1), this means that \(r(f_0^{[n] \setminus J}) < 1\).

Let \(C\) be a strongly connected component of \(G(f)\). If \(C\) is not final, then \(C \subseteq [n] \setminus J\), so Lemma 3.3 shows that \(r(f_0^C) \leq r(f_0^{[n] \setminus J}) < 1 = r(f)\). If \(C\) is final, then \(P_0^C u\) is an eigenvector of \(f_0^C\) with eigenvalue 1 by Lemma 4.6. Therefore the final classes are exactly the basic classes of \(G(f)\). \(\square\)

5. **Uniqueness of eigenvectors**

Suppose that \(f : \mathbb{R}^n_\geq \to \mathbb{R}^n_\geq\) is order-preserving and linear. If \(f\) has two linearly independent eigenvectors \(x, y \in \mathbb{R}^n_\geq\), then every vector in the linear span of \(\{x, y\}\)
is also an eigenvector corresponding to the spectral radius. Since \( \operatorname{span}(x, y) \cap \mathbb{R}^n_{\geq 0} \) is not bounded in Hilbert’s projective metric, we see that the set of eigenvectors of \( f \) in \( \mathbb{R}^n_{\geq 0} \) is nonempty and \( d_H \)-bounded if and only if \( f \) has a unique eigenvector in \( \mathbb{R}^n_{\geq 0} \) up to scaling. Of course, this is a well known part of linear Perron-Frobenius theory. Strikingly, it turns out that the exact same statement is true if \( f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}^n_{\geq 0} \) is order-preserving, homogeneous, and real analytic.

Let \( U \) be an open subset of \( \mathbb{R}^m \). A function \( f : U \to \mathbb{R}^n \) is real analytic if for every \( x \in U \), the function \( f \) has a convergent power series in a neighborhood of \( x \).

**Theorem 5.1.** Let \( f : \mathbb{R}^n_{\geq 0} \to \mathbb{R}^n_{\geq 0} \) be order-preserving, homogeneous, and real analytic. The eigenspace \( E(f) \) is nonempty and bounded in \( (\mathbb{R}^n_{\geq 0}, d_H) \) if and only if \( f \) has a unique eigenvector in \( \mathbb{R}^n_{\geq 0} \) up to scaling.

In order to prove Theorem 5.1 we will prove a general result about the uniqueness of fixed points of nonexpansive maps on a real Banach space \( X \). To do this, we need the following simple observation about Banach space norms.

In what follows \( X^* \) denotes the dual space of \( X \) and \( \| \cdot \|_* \) is the dual norm. For \( x^* \in X^* \), we write \( \langle x, x^* \rangle \) to represent \( x^*(x) \). The set valued duality map \( J : X \rightrightarrows X^* \) is given by

\[
J(x) := \{ x^* \in X^* : \| x^* \|_* = \| x \| \mbox{ and } \langle x, x^* \rangle = \| x \| \| x^* \|_* \}.
\]

The following is [28, Lemma 3.3]. This observation is certainly not original to [28], but we don’t know of another reference.

**Lemma 5.2.** Let \( X \) be a real Banach space and let \( x, y \in X \) with \( \| x \| = 1 \). Then there exists \( x^* \in J(x) \) such that

\[
\lim_{t \to \infty} \| tx - y \| - \langle tx - y, x^* \rangle = 0.
\]

A real Banach space \( X \) has the fixed point property if for every closed, bounded, convex subset \( C \subset X \) and any nonexpansive map \( f : C \to C \), \( f \) has a fixed point in \( C \). All finite dimensional Banach spaces have the fixed point property, as do many infinite dimensional spaces.

For functions on a real Banach space \( X \), we will use a weak definition of real analytic which is sufficient for our purposes. A map \( f : X \to X \) is real analytic if \( t \mapsto \langle f(x + ty), z^* \rangle \) is a real analytic function for all \( x, y \in X \), \( z^* \in X^* \), and \( t \in \mathbb{R} \). This weaker definition is equivalent to the more standard definition in terms of power series when \( f \) is continuous and has Gateaux differentials of all orders [8, Lemma 7.1 and Theorem 7.5].

**Theorem 5.3.** Let \( X \) be a real Banach space with the fixed point property. Let \( f : X \to X \) be nonexpansive and real analytic. If \( f \) has more than one fixed point, then the set of fixed points of \( f \) is unbounded.

**Proof.** We can assume without loss of generality that \( f(0) = 0 \). Otherwise, if \( x_0 \) is any fixed point of \( f \), then replace \( f \) by the function \( x \mapsto f(x + x_0) - x_0 \). Now, suppose that \( f \) also has a nonzero fixed point \( w \). Let \( v = w/\| w \| \).

For any \( v^* \in J(v) \) and \( 0 < t < \| w \| \), observe that

\[
\langle f(tv), v^* \rangle \leq \| f(tv) - 0 \| \leq \| tv - 0 \| = t
\]
By nonexpansiveness. Also
\[
\|w\| - \langle f(tv), v^* \rangle = \langle w - f(tv), v^* \rangle \\
\leq \|w - f(tv)\| \\
\leq \|w - tv\| \quad \text{(since } \|v^*\|_* = 1) \\
= \|w\| - t.
\]

Combining the two inequalities for \(\langle f(tv), v^* \rangle\), we see that \(\langle f(tv), v^* \rangle = t\) for all \(0 < t < \|w\|\). Since \(t \mapsto \langle f(tv), v^* \rangle - t\) is a real analytic function that is identically zero on the interval \(0 \leq t \leq \|w\|\), it follows that
\[
\langle f(tv), v^* \rangle = t \quad (5.2)
\]

for all \(t \in \mathbb{R}\) and \(v^* \in J(v)\).

Let \(h(x) = \inf_{v^* \in J(v)} \langle x, v^* \rangle\) and let \(H_\alpha = \{x \in X : h(x) \geq \alpha\}\) for all \(\alpha \in \mathbb{R}\).

Each \(H_\alpha\) is closed and convex since it is the intersection of the closed half-spaces \(\{x \in X : \langle x, v^* \rangle \geq \alpha\}\) where \(v^* \in J(v)\). The sets \(H_\alpha\) are also nonempty since they contain \(tv\) for all \(t \geq \alpha\).

Choose any \(x \in X\). Then
\[
\sup_{v^* \in J(v)} \langle tv - f(x), v^* \rangle = \sup_{v^* \in J(v)} \langle f(tv) - f(x), v^* \rangle \quad \text{(by Lemma 5.2)} \\
\leq \|f(tv) - f(x)\| \quad \text{(since } \|v^*\|_* = 1) \\
\leq \|tv - x\|. \quad \text{(nonexpansiveness)}
\]

By Lemma 5.2, there is an \(x^* \in J(v)\) such that for every \(\epsilon > 0\),
\[
\|tv - x\| \leq \langle tv - x, x^* \rangle + \epsilon
\]

for all \(t > 0\) sufficiently large. Therefore
\[
\sup_{v^* \in J(v)} \langle tv - f(x), v^* \rangle \leq \langle tv - x, x^* \rangle + \epsilon \leq \sup_{v^* \in J(v)} \langle tv - x, v^* \rangle + \epsilon
\]

when \(t\) is large. Equivalently,
\[
\inf_{v^* \in J(v)} \langle x, v^* \rangle \leq \inf_{v^* \in J(v)} \langle f(x), v^* \rangle + \epsilon.
\]

Since \(\epsilon\) was arbitrary, we see that
\[
h(x) = \inf_{v^* \in J(v)} \langle x, v^* \rangle \leq \inf_{v^* \in J(v)} \langle f(x), v^* \rangle = h(f(x)).
\]

It follows that each \(H_\alpha\) is invariant under \(f\). Since \(f\) is nonexpansive and \(f(0) = 0\), the closed ball \(B_R := \{x \in X : \|x\| \leq R\}\) is also invariant under \(f\) for all \(R > 0\).

Therefore, the sets \(H_\alpha \cap B_R\) are closed, convex, bounded, and invariant under \(f\). They are also nonempty as long as \(R \geq \alpha\). Since \(f\) has the fixed point property, we conclude that \(H_\alpha \cap B_R\) must contain a fixed point of \(f\) for every \(\alpha > 0\) and every \(R\) large enough. Note that if \(x \in H_\alpha\), then \(\|x\| \geq \alpha\), so we see that \(f\) has an unbounded set of fixed points. \(\square\)

**Remark 5.4.** The function \(h\) in the proof of Theorem 5.3 is an example of a horofunction, and the sets \(H_\alpha\) are horoballs on \(X\). Horofunctions have proven to be extremely useful tools for analyzing nonexpansive maps. See e.g., [5, 17, 23, 24, 27, 28].
Proof of Theorem 6.1. Suppose that $f : \mathbb{R}^n_{>0} \to \mathbb{R}^n_{>0}$ is order-preserving, homogeneous, and real analytic. If $f$ has a unique eigenvector in $\mathbb{R}^n_{>0}$ up to scaling, then $E(f)$ is nonempty and bounded in $(\mathbb{R}^n_{>0}, d_H)$. To prove the converse, note that $d_H$ is a metric on the set $\Sigma = \{ x \in \mathbb{R}^n_{>0} : x_n = 1 \}$ by Proposition 2.1. The function $\hat{f}(x) = f(x)/(f(x)_n)$ maps $\Sigma$ into $\Sigma$ and is $d_H$-nonexpansive. Every eigenvector $x \in \mathbb{R}^n_{>0}$ of $f$ corresponds to a fixed point $\hat{x} = x/x_n$ of $\hat{f}$ in $\Sigma$, and every fixed point of $\hat{f}$ is an eigenvector of $f$. This means that $\hat{f}$ has a bounded set of fixed points in $(\Sigma, d_H)$.

The entrywise natural logarithm $\log : \mathbb{R}^n_{>0} \to \mathbb{R}^n$ is an isometry from $(\Sigma, d_H)$ onto the subspace $V = \{ x \in \mathbb{R}^n : x_n = 0 \}$ with the variation norm
\[ \|x\|_{\text{var}} := \max_{i \in [n]} x_i - \min_{j \in [n]} x_j. \] (5.3)

The inverse of log is the entrywise natural exponential function $\exp : \mathbb{R}^n \to \mathbb{R}^n_{>0}$. The translated map $\exp \circ \hat{f} \circ \log$ is nonexpansive on $(V, \| \cdot \|_{\text{var}})$ and it is also a real analytic function with a bounded set of fixed points, so it must only have one fixed point $x \in V$ by Theorem 5.3 Then $\exp(x)$ is the unique fixed point of $\hat{f}$ in $\Sigma$ and therefore all eigenvectors of $f$ in $\mathbb{R}^n_{>0}$ are multiples of $\exp(x)$.

6. Convergence of iterates to a unique eigenvector

In some applications, it is important to know whether the iterates $f^k(x)$ will converge (after normalizing) to a single vector for all $x \in \mathbb{R}^n_{>0}$. Of course, this can only happen if $f$ has a unique eigenvector in $\mathbb{R}^n_{>0}$ up to scaling. One known sufficient condition for the iterates to converge is if $f$ is differentiable at an eigenvector $u \in \mathbb{R}^n_{>0}$ and the derivative $f'(u)$ is primitive. In that case, $f^k(x)/\|f^k(x)\| \to u$ as $k \to \infty$ for all $x \in \mathbb{R}^n_{>0}$ [25 Corollary 6.5.8]. Here we suggest a somewhat more general sufficient condition. Recall that a strongly connected component of a directed graph is primitive if there is an $m \in \mathbb{N}$ such that every ordered pair of vertices in the component can be connected by a path of length exactly $m$.

Theorem 6.1. Let $f : \mathbb{R}^n_{>0} \to \mathbb{R}^n_{>0}$ be order-preserving and homogeneous. Suppose that $f$ has an eigenvector $u \in \mathbb{R}^n_{>0}$ with $\|u\| = 1$ and $f$ is differentiable at $u$. If $\mathcal{G}(f'(u))$ has a unique final class, then $u$ is unique, that is, all other eigenvectors of $f$ in $\mathbb{R}^n_{>0}$ are scalar multiples of $u$. If, in addition, the final class is primitive, then $\lim_{k \to \infty} f^k(x)/\|f^k(x)\| = u$ for all $x \in \mathbb{R}^n_{>0}$.

The condition that $\mathcal{G}(f'(u))$ has a unique final class that is primitive is sufficient but not necessary for the normalized iterates of $f$ to converge to the unique positive unit eigenvector $u$. We shall see in the proof, however, that this condition is necessary for $r(f)$ to be a simple eigenvalue of the derivative $f'(u)$ and for all other eigenvalues of $f'(u)$ to have absolute value strictly smaller than $r(f)$. This is an important consideration since it guarantees a linear rate of convergence for the iterates $f^k(x)/\|f^k(x)\|$.

To prove Theorem 6.1 we use the following linear algebra proposition. Here $A = [a_{ij}]_{i,j \in [n]}$ will be an $n$-by-$n$ nonnegative matrix. We use $\rho(A)$ to denote the spectral radius of $A$ which is the maximum of the absolute values of the eigenvalues of $A$. For a nonnegative $n$-by-$n$ matrix, the spectral radius $\rho(A)$ and the cone spectral radius $r(A)$ are the same (see e.g., [25 Proposition 5.3.6 and Corollary 5.4.2]). For any subset $J \subset [n]$, we let $A_J$ denote the principal submatrix $[a_{ij}]_{i,j \in J}$.
We don’t claim that this proposition is original, but since we are unaware of a reference, we include a proof.

**Proposition 6.2.** Let $A$ be an $n$-by-$n$ nonnegative matrix. Then $A$ has a unique (up to scaling) positive eigenvector $u \in \mathbb{R}^n_{>0}$ if and only if $\mathcal{G}(A)$ has a unique final class and $\rho(A_C) > \rho(A_{[n] \setminus C})$. If, in addition, the unique final class $C$ is primitive, then all other eigenvalues of $A$ have absolute value strictly less than $\rho(A)$.

**Proof.** In order for $A$ to have a positive eigenvector, or for $\mathcal{G}(A)$ to have a unique final class, $A$ must have at least one positive entry in each row. Then $A$ maps $\mathbb{R}^n_{>0}$ into itself and $A$ is multiplicatively convex by Lemma 4.4. For any $J \subseteq [n]$, $r(A^J) = \rho(A_J)$ and $r(A_0^{[n] \setminus J}) = \rho(A_{[n] \setminus J})$. Therefore Theorem 4.4(a) and Theorem 5.1 imply that $A$ has a unique eigenvector in $\mathbb{R}^n_{>0}$ up to scaling if and only if $\mathcal{G}(A)$ has a unique final class $C$ and $\rho(A_{[n] \setminus C}) < \rho(A_C)$.

If the unique final class $C$ of $\mathcal{G}(A)$ is primitive, then $A_C$ is a primitive matrix, so $\rho(A) = \rho(A_C)$ is the only eigenvalue of $A_C$ with maximum modulus [20, Theorem 8.5.3]. Since $\rho(A_{[n] \setminus C}) < \rho(A_C)$, it follows that $\rho(A)$ is also the only eigenvalue of $A$ with maximum modulus.

**Proof of Theorem 6.1.** We can assume without loss of generality that $r(f) = 1$ since we can replace $f$ by $r(f)^{-1}f$. Then all multiples of $u$ are fixed points of $f$. Since $f$ is order-preserving, $A := f'(u)$ is a nonnegative matrix; and since $f$ is homogeneous, $u$ is an eigenvector of $A$ with eigenvalue $r(f) = 1$. Since $u$ has all positive entries, this means that $\rho(A) = 1$.

Let $C$ denote the unique final class of $\mathcal{G}(A)$. Note that $\rho(A_C) = r(A^C_0)$ and $\rho(A_{[n] \setminus C}) = r(A_0^{[n] \setminus C})$ in the notation of Section 3. Since $A$ has an eigenvector in $\mathbb{R}^n_{>0}$, $A$ must be strongly nonnegative by Theorem 4.4(c). Therefore $\rho(A_C) > \rho(A_{[n] \setminus C})$. Then Proposition 6.2 implies that $u$ is the unique eigenvector of $A$ corresponding to $\rho(A)$ up to scaling. By [25, Corollary 6.4.7], $u$ is also the only positive eigenvector of $f$ in $\mathbb{R}^n_{>0}$ with $\|u\| = 1$.

If $C$ is primitive, then Proposition 6.2 also implies that all other eigenvalues of $A$ have absolute value strictly less than $\rho(A)$. By the chain rule for Fréchet derivatives, $(f^k)'(u) = A^k$. Therefore $u$ is the unique positive eigenvector of $(f^k)'(u)$ with $\|u\| = 1$ for all $k \in \mathbb{N}$. By [25, Corollary 6.4.7], $u$ is also the unique positive eigenvector of $f^k$ in $\mathbb{R}^n_{>0}$ with $\|u\| = 1$ for all $k \in \mathbb{N}$.

For any $x \in \mathbb{R}^n_{>0}$, there are constants $\alpha, \beta > 0$ such that $\alpha u \leq x \leq \beta u$. Since $f$ is order-preserving, $\alpha u \leq f^k(x) \leq \beta u$ for all $k \in \mathbb{N}$. By [25, Theorem 8.1.7] it follows that there is a period $p \in \mathbb{N}$ and a point $y \in \mathbb{R}^n_{>0}$ such that $\lim_{k \to \infty} f^{kp}(x) = y$ and $y$ is periodic with period $p$ under iteration by $f$. Furthermore, $\alpha u \leq y \leq \beta u$, so $y \in \mathbb{R}^n_{>0}$. But then $f^p(y) = y$, so $y$ must be a multiple of $u$ since $u$ is the only eigenvector of $f^p$ in $\mathbb{R}^n_{>0}$ up to scaling. From this we see that $f^k(x)/\|f^k(x)\|$ converges to $u$ as $k \to \infty$.

**Theorem 6.1** requires $f$ to be differentiable at the eigenvector $u \in \mathbb{R}^n_{>0}$. There are other conditions which can show that the normalized iterates of $f$ converge to an eigenvector when $f$ is not differentiable. See [25, Section 6.5] and [3, Theorem 7.8] for examples. Note that the result in [3] can be used to prove a geometric rate of convergence of the iterates in Theorem 6.1 when the unique final class is primitive. Our next result shows that even when the iterates of $f$ do not converge to an eigenvector, the normalized iterates of $f + id$ always do, as long as $f$ has an...
Proof of Theorem 6.3. A similar result, [16] Theorem 11], proves that the normalized iterates of the function $x \mapsto x^{1/2}f(x)^{1/2}$ converge to an eigenvector of $f$ when $f : \mathbb{R}^n_{>0} \to \mathbb{R}^n_{>0}$ is order-preserving, homogeneous, and has an eigenvector in $\mathbb{R}^n_{>0}$. The result in [16] is a multiplicative version of Krasnoselskii-Mann iteration. The observation about $f + \text{id}$ turns out to be a special case of [22, Theorem 2.3] when $K$ is the standard cone $\mathbb{R}^n_{>0}$, but the proof we give here works for any polyhedral cone. Recall that a polyhedral cone is a closed cone that is a convex hull of a finite number of rays emanating from the origin in a Banach space.

Theorem 6.3. Let $K$ be a polyhedral cone with nonempty interior in a finite dimensional real Banach space $X$ and let $\text{id}$ denote the identity operator on $X$. Let $f : \text{int } K \to \text{int } K$ be order-preserving and homogeneous and let $g = f + \text{id}$. If $f$ has an eigenvector in $\text{int } K$, then $g^k(x)/\|g^k(x)\|$ converges to an eigenvector of $f$ as $k \to \infty$ for every $x \in \mathbb{R}^n_{>0}$.

Before proving Theorem 6.3 we briefly recall some facts about Hilbert’s projective metric on cones other than the standard cone $\mathbb{R}^n_{>0}$. Let $K$ be a closed cone with nonempty interior in a finite dimensional real Banach space $X$ and let $K^*$ denote the dual cone $\{x^* \in X^* : x^*(x) \geq 0 \text{ for all } x \in K\}$. Then for any $x, y \in K \setminus \{0\}$,

$$d_H(x, y) = \sup_{\varphi, \psi \in K^* \setminus \{0\}} \log \left( \frac{\varphi(y)}{\psi(y)} \frac{\psi(y)}{\varphi(y)} \right).$$

Note that if $x \in \text{int } K$, then $\varphi(x) > 0$ for all $\varphi \in K^* \setminus \{0\}$. See [25, Section 2.1] for more details.

Proof of Theorem 6.3. Let $\hat{g}(x) = g(x)/\|g(x)\|$ for all $x \in \text{int } K$. We will prove that $\hat{g}$ has no periodic orbits in $\text{int } K$ with period $p > 1$. Since $f$ and therefore $g$ both have an eigenvector in $\text{int } K$, it follows that the orbit $\hat{g}^k(x) = g^k(x)/\|g^k(x)\|$ is $d_H$-bounded. Then since $K$ is polyhedral, the iterates $\hat{g}^k(x)$ converge to a periodic orbit in $\text{int } K$ as $k \to \infty$ by [25, Corollary 4.2.5 and Proposition 2.2.3]. So proving that there are no nontrivial periodic orbits will guarantee that $\hat{g}^k(x)$ converges to an eigenvector of $g$. And any eigenvector of $g$ is also an eigenvector of $f$.

Suppose by way of contradiction that $\hat{g}$ has a periodic orbit in $\text{int } K$ with period $p > 1$. Chose some $y$ in this orbit. Let $y^0 = y$ and $y^{k+1} = g(y^k)$ for each $k \in \mathbb{N}$. Then $y^p$ is a scalar multiple of $y$. Also, $y^1 = g(y) = y + f(y)$. Then recursively,

$$y^{k+1} = y^k + f(y^k) = y + f(y^1) + \ldots + f(y^k) \quad (6.1)$$

for all $k \in \mathbb{N}$.

Choose $m \in \{1, \ldots, p - 1\}$ such that $d_H(y, y^m)$ is maximal. Let $M = d_H(y, y^m)$. Since $g$ is nonexpansive, this implies that $d_H(y^k, y^j) \leq M$ for all $k, j \in \mathbb{N}$.

Since $d_H(y, y^m) = M$, there are linear functionals $\varphi, \psi$ in the dual cone $K^*$ such that

$$d_H(y, y^m) = \log \left( \frac{\varphi(y^m)}{\psi(y^m)} \frac{\psi(y)}{\varphi(y)} \right) = M.$$

Then

$$\frac{\varphi(y^m)}{\psi(y^m)} = e^M \frac{\varphi(y)}{\psi(y)}.$$

Let $a = \varphi(y)/\psi(y)$ so $\varphi(y^m)/\psi(y^m) = ae^M$. For any $k \in \mathbb{N}$,

$$\log \left( \frac{\varphi(y^k)}{\psi(y^k)} \frac{\psi(y)}{\varphi(y)} \right) \leq d_H(y, y^k) \leq M = \log \left( \frac{\varphi(y^m)}{\psi(y^m)} \frac{\psi(y)}{\varphi(y)} \right).$$
which implies that
\[
\frac{\varphi(y^k)}{\psi(y^k)} \leq \frac{\varphi(y^n)}{\psi(y^n)} = a e^M.
\]
Similarly,
\[
\log \left( \frac{\varphi(y^n)\psi(y^k)}{\psi(y^n)\varphi(y^k)} \right) \leq d_H(y^k, y^n) \leq M = \log \left( \frac{\varphi(y^n)\psi(y)}{\psi(y^n)\varphi(y)} \right)
\]
so
\[
a = \frac{\varphi(y)}{\psi(y)} \leq \frac{\varphi(y^k)}{\psi(y^k)}.
\]
Therefore
\[
a \leq \frac{\varphi(y^k)}{\psi(y^k)} \leq a e^M
\]
for all \(k \in \mathbb{N}\).

Let \(b = \min\{\varphi(f(y^k))/\psi(f(y^k)) : 0 \leq k \leq p - 1\}\). Since \(f\) is \(d_H\)-nonexpansive, \(d_H(f(y^k), f(y^j)) \leq M\) for all \(k, j \in \mathbb{N}\). Therefore
\[
b \leq \frac{\varphi(f(y^k))}{\psi(f(y^k))} \leq be^M
\]
for all \(k \in \mathbb{N}\). Suppose that \(b \leq a\). Then
\[
\varphi(f(y^k)) - ae^M \psi(f(y^k)) \leq \varphi(f(y^k)) - be^M \psi(f(y^k)) \leq 0
\]
for all \(k \in \mathbb{N}\). At the same time, \(\varphi(y) - a\psi(y) = 0\) so \(\varphi(y) - ae^M \psi(y) < 0\). Combined with (5.1), we must have \(\varphi(y^m) - ae^M \psi(y^m) < 0\), but that contradicts the fact that \(\varphi(y^m)/\psi(y^m) = ae^M\).

Now suppose that \(b > a\). Then
\[
\varphi(f(y^k)) - a\psi(y^k) > \varphi(f(y^k)) - b\psi(f(y^k)) \geq 0
\]
for all \(k \in \mathbb{N}\). Using (5.1) we have \(\varphi(y^p) - a\psi(y^p) > 0\). But \(y^p\) is a scalar multiple of \(y\). So \(\varphi(y^p)/\psi(y^p) = \varphi(y)/\psi(y) = a\) which is a contradiction. We conclude that \(\hat{g}\) cannot have a nontrivial periodic orbit, so \(\hat{g}^k(x)\) converges to an eigenvector of \(f\) for every \(x \in \text{int} K\).

Since this paper was submitted, a more general version of Theorem 6.3 has been published [29, Theorem 3.2]. That paper also shows that the rate of convergence of the normalized iterates of \(f + id\) is at least linear in two important special cases: when \(f\) is piecewise affine and when \(f\) is real analytic and multiplicatively convex.

7. Applications and examples

7.1. Functions in the class \(\mathcal{M}\). A large class of order-preserving, homogeneous, and real analytic functions \(f : \mathbb{R}_{\geq 0}^{\mathbb{N}} \to \mathbb{R}_{\geq 0}^{\mathbb{N}}\) was introduced by Nussbaum in [44]. The entries of these functions are built from various means of the entries of \(x \in \mathbb{R}_{\geq 0}^{\mathbb{N}}\).

Let \(r \in \mathbb{R} \setminus \{0\}\) and let \(\sigma \in \mathbb{R}_{\geq 0}^{\mathbb{N}}\) be a probability vector, that is, \(\sum_{i \in [n]} \sigma_i = 1\). The \((r, \sigma)\text{-mean}\) of \(x \in \mathbb{R}_{\geq 0}^{\mathbb{N}}\) is
\[
M_{r, \sigma}(x) := \left( \sum_{i \in [n]} \sigma_i x_i^r \right)^{1/r}.
\]
When $r = 0$, we define

$$M_{r, \sigma}(x) := \prod_{i \in \text{supp}(\sigma)} x_i^{\sigma_i}. \quad (7.2)$$

Note that if $r = 1, 0,$ or $-1$, then $M_{r, \sigma}(x)$ corresponds to a weighted arithmetic, geometric, or harmonic mean, respectively. Let $x, y \in \mathbb{R}_{>0}^n$ and $0 < \theta < 1$. When $r > 0$, Hölder’s inequality implies that

$$M_{r, \sigma}(x^\theta y^{1-\theta}) \leq \left( \sum_{i \in [n]} (\sigma_i x_i^\theta (\sigma_i y_i^{1-\theta}))^{1/r} \right)^{1/r} \leq M_{r, \sigma}(x)^\theta M_{r, \sigma}(y)^{1-\theta}$$

so $M_{r, \sigma}$ is multiplicatively convex. When $r = 0$, log $\circ M_{r, \sigma} \circ$ exp is linear so $M_{0, \sigma}$ is multiplicatively convex.

Following [34] (see also [25, Section 6.6]), we say that a function $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}$ is in class $M$ if each entry of $f$ is a positive linear combination of $(r, \sigma)$-means. We also say that $f$ is in class $M_+$ (alternatively, $M_-$) if $f$ is in class $M$ and each $(r, \sigma)$-mean in the formula for $f$ has $r \geq 0$ ($r < 0$). Then class $M$ is the smallest class of functions $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}$ that contains class $M$ and is closed under addition and composition. Likewise, class $M_+$ and $M_-$ are the smallest classes containing $M_+$ and $M_-$, respectively, that are closed under addition and composition. Note that all functions in class $M$ are real analytic on $\mathbb{R}_{>0}^n$.

By Lemma 4.3, every $f \in M_+$ is multiplicatively convex. Therefore we have the following result which combines Theorems 4.4 and 5.3.

**Theorem 7.1.** Let $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}$ be in $M_+$. Then $f$ has an eigenvector in $\mathbb{R}_{>0}^n$ if and only if $f$ is strongly nonnegative. If $f$ does have an eigenvector in $\mathbb{R}_{>0}^n$, then it is unique up to scaling if and only if $\mathcal{G}(f)$ has a unique final class $C$.

Functions in class $M_-$ are not multiplicatively convex so we do not have such simple conditions for existence and uniqueness of eigenvectors there. However, the results of Section 5 and Section 6 still let us find necessary and sufficient conditions on the symbolic parameters of any function in $M$ to have a unique entrywise positive eigenvector up to scaling. Our first detailed example is a function in $M_-$ that comes from a population biology model.

**Example 7.2.** The following order-preserving homogeneous function $f : \mathbb{R}_{>0}^4 \to \mathbb{R}_{>0}^4$ was introduced by Schoen [34] in a population model. The function was analyzed in detail in [34, Section 3], and necessary and sufficient conditions were given there for the existence and uniqueness of an eigenvector in $\mathbb{R}_{>0}^4$. In what follows we will show how the methods described in this paper make the analysis easier and lead to the same conclusions. Let

$$f \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{pmatrix} := \begin{pmatrix} a_1 x_1 + b_1 \theta(x_1, x_2) + c_1 \theta(x_1, x_4) + d_1 \theta(x_2, x_3) \\ a_2 x_2 + b_2 \theta(x_1, x_2) + c_2 \theta(x_1, x_4) + d_2 \theta(x_2, x_3) \\ a_3 x_3 + b_3 \theta(x_3, x_4) + c_3 \theta(x_1, x_4) + d_3 \theta(x_2, x_3) \\ a_4 x_4 + b_4 \theta(x_3, x_4) + c_4 \theta(x_1, x_4) + d_4 \theta(x_2, x_3) \end{pmatrix}$$

where $a_i, b_i, c_i, d_i$ are nonnegative constants, and $\theta(s, t) := (s^{-1} + t^{-1})^{-1}$. In the original model, the parameters $a_i$ were negative, but they can be made positive by
adding a multiple of the identity to \( f \) without affecting the existence of eigenvectors. Observe that \( \theta(0, t) = 0 \) and \( \theta(\infty, t) = t \). We make the following additional assumptions about \( f \):

- \( a_i > 0 \) for all \( i \).
- \( d_1, c_2, c_3 \) and \( d_4 \) are all positive.
- \( a_1 < a_2 + b_2, a_2 < a_1 + b_1, a_3 < a_4 + b_4, \) and \( a_4 < a_3 + b_3 \).

With these assumptions, we can find the hypergraphs \( H_0^+(f) \) and \( H_{\infty}^+(f) \) associated with \( f \). Since each \( a_i > 0 \), the hypergraph \( H_0^+(f) \) has no hyperarcs. Figure 7.2 shows the minimal hyperarcs of \( H_{\infty}^+(f) \). The only invariant sets in \( H_{\infty}^+(f) \) are the singleton sets \( \{1\}, \{2\}, \{3\}, \{4\} \), and the sets \( \{1, 2\}, \{1, 3\}, \{2, 4\}, \) and \( \{3, 4\} \). All other nonempty \( J \subseteq \{4\} \) have \( \operatorname{reach}(J, H_{\infty}^+(f)) = \{4\} \), so we do not need to check (3.3) for those. It turns out that we won’t need to check (3.3) for all eight of the invariant sets either. If we can verify (3.3) for each of the four invariant doubleton sets, then Theorem 3.4 will show that (3.3) also holds for \( J \) in\ntervention sets either. If we can verify (3.3) for each of the four invariant doubleton sets, then Theorem 3.4 will show that (3.3) also holds for \( J = \{1\}, \{2\}, \{3\}, \) and \( \{4\} \), and thus \( f \) has an eigenvector in \( \mathbb{R}_>^4 \).

**Figure 1.** The hypergraph \( H_{\infty}^+(f) \) for the maps in Example 7.2

Below we write out (3.3) with explicit formulas for \( f_0^j \) and \( f_{\infty}^4 \{4\} \) for each of the four invariant doubleton sets. We will see that (3.3) is always satisfied for two of them, and the remaining two amount to a necessary and sufficient condition on the parameters \( a_i, b_i, c_i \), and \( d_i \) for the eigenspace \( E(f) \) to be nonempty and bounded in \( (\mathbb{R}_>^2, d_H) \). Since \( f \) is differentiable on \( \mathbb{R}_>^4 \) and the derivative is always irreducible, it follows from Remark 3.7 that any eigenvector of \( f \) in \( \mathbb{R}_>^4 \) must be unique up to scaling. This means that the conditions below are necessary and sufficient for \( f \) to have any eigenvectors in \( \mathbb{R}_>^4 \).

**Case 1:** \( J = \{1, 2\} \):

\[
\begin{bmatrix}
  a_1 x_1 + b_1 \theta(x_1, x_2) \\
  a_2 x_2 + b_2 \theta(x_1, x_2) \\
  0 \\
  0
\end{bmatrix}
\leq
\begin{bmatrix}
  \infty \\
  \infty \\
  a_3 x_3 + b_3 \theta(x_3, x_4) + c_3 x_4 + d_3 x_3 \\
  a_4 x_4 + b_4 \theta(x_3, x_4) + c_4 x_4 + d_4 x_3
\end{bmatrix}.
\]

By applying Theorem 3.1 to the map

\[
\begin{pmatrix}
  x_1 \\
  x_2
\end{pmatrix}
\mapsto
\begin{pmatrix}
  a_1 x_1 + b_1 \theta(x_1, x_2) \\
  a_2 x_2 + b_2 \theta(x_1, x_2)
\end{pmatrix}
\]

we see that it has a nonempty and bounded eigenspace in \( (\mathbb{R}_>^2, d_H) \) if and only if \( a_1 < a_2 + b_2 \) and \( a_2 < a_1 + b_1 \). Since we have assumed that those inequalities are true, we can use Theorem 3.4 to conclude that (3.3) holds for \( J = \{1\} \) and \( J = \{2\} \) if it holds for \( J = \{1, 2\} \). Furthermore Theorem
8.1 can also be used to show that \( f^{[4]}_{\infty} \) has an eigenvector in \( \mathbb{R}^{3,4}_{>0} \). This implies that \( \lambda(f^{[4]}_{\infty}) \) is equal to the cone spectral radius of the function

\[
\begin{bmatrix}
x_3 \\
x_4
\end{bmatrix} \mapsto \begin{bmatrix} a_3 x_3 + b_3 \theta(x_1, x_2) + c_3 x_4 + d_3 x_3 \\
a_4 x_4 + b_4 \theta(x_1, x_2) + c_4 x_4 + d_4 x_3
\end{bmatrix}.
\]

It is not hard to calculate the spectral radii of these two functions. Since they are both defined on \( \mathbb{R}^2_{>0} \), one can explicitly solve for an eigenvector of the form \( \begin{bmatrix} \tau \\ 1 - \tau \end{bmatrix} \) where \( 0 < \tau < 1 \). Once the eigenvector is known, then the corresponding eigenvalue can be computed directly. This is done in [34, Lemma 3.9].

Case 2: \( J = \{1, 3\} \):

\[
\begin{array}{cc}
\begin{bmatrix} a_1 x_1 \\ 0 \\ a_3 x_3 \\ 0 \end{bmatrix} \end{array} < \lambda \begin{array}{cc}
\begin{bmatrix} a_2 x_2 + b_2 x_2 + c_2 x_4 + d_2 x_2 \\ a_4 x_4 + b_4 x_4 + c_4 x_4 + d_4 x_4 \end{bmatrix}
\end{array}.
\]

In this case, both \( r(f^J_0) \) and \( \lambda(f^{[4]}_{\infty}) \) are eigenvalues of linear maps which correspond to the 2-by-2 nonnegative matrices

\[
\begin{bmatrix}
a_1 & 0 \\
0 & a_3
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
a_2 + b_2 + d_2 & c_2 \\
d_4 & a_4 + b_4 + c_4
\end{bmatrix}
\]

respectively. Since we have assumed that \( c_2, d_4 > 0 \), the later matrix is irreducible and so has a unique positive eigenvector (up to scaling) with eigenvalue equal to \( \lambda(f^{[4]}_{\infty}) \). It is easy to see that \( r(f^J_0) = \max\{a_1, a_3\} \).

Since we assumed that \( a_1 < a_2 + b_2 \) and \( a_3 < a_4 + b_4 \), we see that \( r(f^J_0) < \lambda(f^{[4]}_{\infty}) \) is always true in this case.

Case 3: \( J = \{2, 4\} \):

\[
r \left( \begin{bmatrix} 0 \\ a_2 x_2 \\ 0 \\ a_4 x_4 \end{bmatrix} \right) < \lambda \left( \begin{bmatrix} a_1 x_1 + b_1 x_1 + c_1 x_1 + d_1 x_3 \\ a_3 x_3 + b_3 x_3 + c_3 x_1 + d_3 x_3 \end{bmatrix} \right).
\]

Similar to Case 2, this condition is automatically true since \( a_2 < a_1 + b_1 \) and \( a_4 < a_3 + b_3 \).

Case 4: \( J = \{3, 4\} \):

\[
r \left( \begin{bmatrix} 0 \\ 0 \\ a_3 x_3 + b_3 \theta(x_3, x_4) \\ a_4 x_4 + b_4 \theta(x_3, x_4) \end{bmatrix} \right) < \lambda \left( \begin{bmatrix} a_1 x_1 + b_1 \theta(x_1, x_2) + c_1 x_1 + d_1 x_2 \\ a_2 x_2 + b_2 \theta(x_1, x_2) + c_2 x_1 + d_2 x_2 \end{bmatrix} \right).
\]

Similar to Case 1, the function \( f^J_0 \) has a nonempty and \( d_H \)-bounded eigenspace in \( \mathbb{R}^4_{>0} \) since \( a_3 < a_4 + b_4 \) and \( a_4 < a_3 + b_3 \). By Theorem 3.4 if we verify the inequality above for \( J = \{3, 4\} \), then we will also verify \( 3.3 \) for \( \{3\} \) and \( \{4\} \) as well. The function \( f^{[4]}_{\infty} \) also has an eigenvector in \( \mathbb{R}^{4,4}_{>0} \). So it is possible to explicitly compute both \( r(f^{[3,4]}_0) \) and \( \lambda(f^{[1,2]}_{\infty}) \) in order to check whether or not \( r(f^{[3,4]}_0) < \lambda(f^{[1,2]}_{\infty}) \).
Together the conditions $r(f_{0}^{[1,2]}) < \lambda(f_{0}^{[3,4]})$ and $r(f_{0}^{[3,4]}) < \lambda(f_{0}^{[1,2]})$ from Case 1 and Case 4 are necessary and sufficient for $f$ to have an eigenvector in $\mathbb{R}_{>0}^n$. Note that these two inequalities are equivalent to the conditions given in [34, Theorem 3.9]. The method used to find these conditions in [34] involves finding all eigenvectors of $f$ corresponding to $r(f)$ on the boundary of $\mathbb{R}_{>0}^4$ and then checking a condition on a Gateaux derivative at each one. Our method is simpler and always results in a set of necessary and sufficient conditions for any order-preserving homogeneous function $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n$ to have a nonempty and $d_H$-bounded eigenspace.

### 7.2. Nonnegative tensors

An order-$d$ tensor is an array of real numbers $A = [a_{i_1\ldots i_d}] \in \mathbb{R}^{n_1 \times \cdots \times n_d}$. Here we focus tensors with constant dimension $n_1 = \ldots = n_d = n$. The nonnegative eigenvalue problem for tensors seeks to find an eigenvalue $\lambda \in \mathbb{R}$ and an eigenvector $x \in \mathbb{R}^n$ such that

$$Ax^{(d-1)} = \lambda x^{(d-1)}$$

where $x^{(d-1)} := (x_1^{d-1}, \ldots, x_n^{d-1})$ and

$$\left(Ax^{(d-1)}\right)_i := \sum_{1 \leq j_2, \ldots, j_d \leq n} a_{ij_2\ldots i_d}x_{j_2} \cdots x_{j_d}.$$

This problem was independently introduced by Lim [26] and Qi [36]. It is referred to by Qi as the H-eigenproblem to distinguish it from the Z-eigenproblem which seeks eigenpairs $(\lambda, x) \in \mathbb{R} \times \mathbb{R}^n$ such that

$$Ax^{(d-1)} = \lambda x.$$

If the entries of $A$ are all nonnegative, then we can rephrase the H-eigenproblem by letting

$$f(x)_i = \left((Ax^{(d-1)})_i\right)^{1/(d-1)} \text{ for } i \in [n].$$

Then $f : \mathbb{R}_{>0}^n \to \mathbb{R}_{>0}^n$ is order-preserving and homogeneous. As long as there is a positive entry $a_{i_1j_2\ldots j_d}$ in $A$ for every $i \in [n]$, then $f$ maps $\mathbb{R}_{>0}^n$ into $\mathbb{R}_{>0}^n$ and we can ask whether or not $f$ has an eigenvector $x \in \mathbb{R}_{>0}^n$. If there is, then the eigenpair $(r(f)^{d-1}, x)$ is a solution to the H-eigenproblem. This problem and related generalizations have been studied in the context of general nonlinear Perron-Frobenius theory before, see e.g., [2, 11, 13, 18].

In [21, Theorem 5], Hu and Qi give necessary and sufficient conditions for an order-$d$ nonnegative tensor $A \in \mathbb{R}^{n \times \cdots \times n}$ to have an H-eigenvector in $\mathbb{R}_{>0}^n$. Their condition does not require or imply that the eigenspace is bounded in Hilbert’s projective metric. Here we observe that the order-preserving homogeneous function $f$ associated with a nonnegative tensor $A$ is in the class $\mathcal{M}_+$. Therefore Theorem 7.1 gives necessary and sufficient conditions for $f$ to have a unique eigenvector in $\mathbb{R}_{>0}^n$, up to scaling.

**Example 7.3.** The following example corresponds to an order-3 nonnegative tensor in $\mathbb{R}^{4 \times 4 \times 4}$. It is a slight variation of [2, Example 5.4]. Unlike that example, the hypergraph condition of Theorem 7.2 fails for this map. It turns out that the existence of an eigenvector in $\mathbb{R}_{>0}^n$ will depend on the values of the parameters of the function $f$, and Theorem 7.1 lets us give precise necessary and sufficient
conditions for this map to have a unique (up to scaling) eigenvector in \( \mathbb{R}^4_{>0} \).

\[
\begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3 \\
  x_4
\end{bmatrix} := \begin{bmatrix}
\frac{\sqrt{a_1 x_1 x_2 + a_2 x_2^2}}{\sqrt{b_1 x_1^2 + b_2 x_1 x_2 + b_3 x_2^2}} \\
\frac{\sqrt{c_1 x_1^2 + c_2 x_1 x_2 + c_3 x_2 x_3}}{\sqrt{d_1 x_1 x_4 + d_2 x_2^3 + d_3 x_3^2}}
\end{bmatrix}.
\]

The minimal hyperarcs of \( \mathcal{H}^+_\infty(f) \) and \( \mathcal{H}^-_0(f) \) are shown in Figure 7.3. The only invariant subsets of \( \mathcal{H}^+_\infty(f) \) are \( J = \{3, 4\} \) and \( J = \{4\} \). Observe that \( \text{reach}(\{4\}, \mathcal{H}^-_0(f)) = \{1, 2, 3\} \) and \( \text{reach}(\{3, 4\}, \mathcal{H}^-_0(f)) = \{1, 2, 3\} \), so both possible choices of \( J \) fail the conditions in Corollary 3.10.

\[ G(f) \]

Figure 3. The directed graph \( G(f) \) in Example 7.3

Since \( f \in \mathcal{M}_+ \), Theorem 7.1 applies to \( f \). The directed graph \( G(f) \) is shown in Figure 7.3. Observe that \( G(f) \) has a unique final class \([1, 2]\). Therefore \( f \) has an eigenvector in \( \mathbb{R}^4_{>0} \) (which is necessarily unique up to scaling) if and only if \( f \) is strongly nonnegative, which by Lemma 4.8 is equivalent to \( r(f^{(3,4)}_0) \) \( r(f^{(1,2)}_0) \). Writing this condition down, we have

\[
r \left( \begin{bmatrix}
  0 \\
  0 \\
  \sqrt{d_2 x_2^4 + d_3 x_4^2}
\end{bmatrix} \right) < r \left( \begin{bmatrix}
\sqrt{a_1 x_1 x_2 + a_2 x_2^2} \\
\sqrt{b_1 x_1^2 + b_2 x_1 x_2 + b_3 x_2^2} \\
0 \\
0
\end{bmatrix} \right).
\]

It is easy to see that \( r(f^{(3,4)}_0) = \sqrt{d_3} \), so the necessary and sufficient condition for \( f \) to have an (unique) eigenvector in \( \mathbb{R}^4_{>0} \) can be stated as follows

\[
\sqrt{d_3} < r \left( \begin{bmatrix}
\sqrt{a_1 x_1 x_2 + a_2 x_2^2} \\
\sqrt{b_1 x_1^2 + b_2 x_1 x_2 + b_3 x_2^2}
\end{bmatrix} \right).
\]
7.3. Topical functions and stochastic games. The methods of this paper also apply to topical functions which are order-preserving and additively homogeneous functions $T : \mathbb{R}^n \to \mathbb{R}^n$. A function is additively homogeneous if $T(x + ce_N) = T(x) + ce_N$ for all $x \in \mathbb{R}^n$ and $c \in \mathbb{R}$. For a topical function $T$, we say that $x \in \mathbb{R}^n$ is an additive eigenvector with eigenvalue $\lambda \in \mathbb{R}$ if $T(x) = x + \lambda e_N$. If $T$ is topical, then the function $f = \exp \circ T \circ \log$ is order-preserving and homogeneous on $\mathbb{R}^n > 0$. In fact, the functions $\exp$ and $\log$ are order-preserving isometries between $(\mathbb{R}_0^\infty, d_H)$ and $(\mathbb{R}_0^\infty, \|\cdot\|_{\text{var}})$, were $\|\cdot\|_{\text{var}}$ is the variation norm defined in (5.3). Therefore $T$ is nonexpansive with respect to the variation norm. Furthermore, $T$ has an additive eigenvector $x \in \mathbb{R}^n$ if and only if $\exp(x)$ is an eigenvector of $f$ in $\mathbb{R}^n > 0$. Thus all of the existence and uniqueness results for eigenvectors of order-preserving homogeneous functions on $\mathbb{R}^n > 0$ can be translated to corresponding results about additive eigenvectors for topical functions on $\mathbb{R}^n$. In some applications, it is more natural to work in the additive setting.

Working with topical functions requires some adjustments to the notation and terminology of the previous sections. Let $T : \mathbb{R}^n \to \mathbb{R}^n$ be topical. We define the upper and lower Collatz-Wielandt numbers of a topical function to be

$$r(T) := \inf_{x \in \mathbb{R}^n} \max_{i \in [n]} T(x)_i - x_i$$

and

$$\lambda(T) := \sup_{x \in \mathbb{R}^n} \min_{i \in [n]} T(x)_i - x_i$$

respectively. There are iterative formulas analogous to (2.1) for both

$$r(T) = \lim_{k \to \infty} \max_{i \in [n]} \frac{T^k(x)_i}{k}$$

and

$$\lambda(T) = \lim_{k \to \infty} \min_{i \in [n]} \frac{T^k(x)_i}{k},$$

and both formulas hold for all $x \in \mathbb{R}^n$.

As with order-preserving homogeneous functions on $\mathbb{R}_0^\infty$, topical functions extend continuously to $(-\infty, \infty]^n$ and to $(-\infty, \infty)^n$ [10, Theorem 1], and the extensions are order-preserving and additively homogeneous [10, Lemmas 6 & 7]. We can extend the definition of the upper Collatz-Wielandt number $r(T)$ to order-preserving, additively homogeneous $T : (-\infty, \infty)^n \to (-\infty, \infty)^n$ and likewise, we can extend the definition of $\lambda(T)$ to order-preserving additively homogeneous $T : (-\infty, \infty)^n \to (-\infty, \infty)^n$. For any subset $J \subset [n]$, we define $T^J_{-\infty} = P^J_{-\infty} TP^J_{-\infty}$ and $T^J_{\infty} = P^J_{\infty} TP^J_{\infty}$. With this notation, we have the following restatement of Theorem 3.1.

**Theorem 7.4.** Let $T : \mathbb{R}^n \to \mathbb{R}^n$ be topical. The set of additive eigenvectors of $T$ is nonempty and bounded in the variation norm if and only if

$$r(T^J_{-\infty}) < \lambda(T^{[n] \setminus J}_{\infty})$$

for every nonempty proper subset $J \subset [n]$.

Following [2], we define two hypergraphs $H^{-}\!(T)$ and $H^{+}\!(T)$ for any topical function $T : \mathbb{R}^n \to \mathbb{R}^n$ as follows. The nodes of both hypergraphs are the set $[n]$
Lemma 7.5. Let $T : \mathbb{R}^n \to \mathbb{R}^n$ be topical and let $J$ be a proper nonempty subset of $[n]$. If $\text{reach}(J^*; \mathcal{H}_\infty)(T) = [n]$, then $r(T_\infty^J) = -\infty$. If $\text{reach}(J^*; \mathcal{H}_\infty^+(T)) = [n]$, then $r(T_\infty^{[n]\setminus J}) = \infty$. In either case, (3.13) holds for $J$.

Our next application is one where it is more natural to work in an additive setting. A (finite) zero-sum stochastic game consists of the following:

1. A finite state space, which we will assume is $[n]$,
2. Two finite sets of actions $A$, $B$ (one for each player),
3. A payoff function $r : [n] \times A \times B \to \mathbb{R}$, and
4. A transition function $\rho$ which assigns a probability vector in $\mathbb{R}^n$ to each $(i, a, b) \in [n] \times A \times B$.

At each stage of the game, Player A pays Player B a payoff $r(i, a, b)$ which depends on the state $i$ and the choices $a \in A$ and $b \in B$ of the two players during that stage. Then the state of the game transitions from $i$ to $j$ with probability equal to $\rho(i, a, b)_j$ for the next stage of the game. Naturally, player A wishes the payoffs at each stage to be as small as possible, while player B seeks the opposite.

The Shapley operator for a turn-based perfect-information stochastic game is a topical function $T : \mathbb{R}^n \to \mathbb{R}^n$ given by

$$T(x)_i = \inf_{a \in A} \sup_{b \in B} \left( r(i, a, b) + \sum_{j=1}^{n} x_j \rho(i, a, b)_j \right).$$

Shapley operators were originally introduced in [40] to find the expected payoffs of repeated stochastic games where players discount future payoffs. Shortly after, Gillette [19] studied the average payoff of repeated stochastic games without discounting. See e.g., [41, Chapter 5] and the references therein for more details. Given a stochastic game in state $i$, the Shapley operator lets us recursively compute the expected total payoff from player A to player B over $k$ stages if both players are following their optimal strategies. The expected total payoff in that case is $T^k(0)_i$. If $T$ has an additive eigenvector, then the long run average payoff

$$\lim_{k \to \infty} \frac{T^k(0)_i}{k}$$

does not depend on the initial state $i$, and is equal to $r(T)$.

Example 7.6. Consider a simple two-player game with three states. Suppose that player B controls what happens in state 1, while player A controls states 2 and 3. In state 1, player B can choose to stay in state 1, in which case the payoff (from player A to B) is $r_1$. Or player B can choose a different payoff $r_2$, but then the state will either remain in state 1 with probability $p_1$, or transition to state 2 with probability $1 - p_1$ for the next stage. In state 2, player A chooses between payoffs $r_3$ and $r_4$. Choosing $r_3$ keeps the game in state 2, while $r_4$ sends the game to state...
1 with probability $p_2$ or to state 3 with probability $1 - p_2$. Finally, in state 3, player A can choose between staying in state 3 for a payoff of $r_5$, or transitioning the game to state 1 for a payoff of $r_6$. Figure 7.6 shows the states and transition choices facing the players.

![Figure 4. The game board for Example 7.6](image)

The Shapley operator for this game is

$$T(x) := \left[ \begin{array}{c} (r_1 + x_1) \vee (r_2 + p_1 x_1 + (1 - p_1)x_2) \\ (r_3 + x_2) \wedge (r_4 + p_2 x_1 + (1 - p_2)x_3) \\ (r_5 + x_3) \wedge (r_6 + x_1) \end{array} \right]$$

where $\vee$ is the max operation and $\wedge$ denotes min. The minimal hyperarcs of the hypergraphs $H_\infty^+(T)$ and $H_\infty^-(T)$ are shown in Figure 7.6.

![Figure 5. The hypergraphs $H_\infty^-(T)$ and $H_\infty^+(T)$ for the Shapley operator in Example 7.6](image)

Every proper subset $J \subset [3] = \{1, 2, 3\}$ either has $\text{reach}(J^c, H_\infty^-(T)) = [3]$ or $\text{reach}(J, H_\infty^+(T)) = [3]$, except $J = \{1, 3\}$ and $J = \{1\}$. Therefore, Theorem 7.4 and Lemma 7.6 imply that $T$ has a nonempty and bounded set of additive eigenvectors in $(\mathbb{R}^n, \| \cdot \|_{\text{var}})$ if and only if the following two inequalities hold.

**Case 1:** $J = \{1\}$

$$r_1 = r \left[ \begin{array}{c} r_1 + x_1 \\ -\infty \\ -\infty \end{array} \right] < \lambda \left[ \begin{array}{c} \infty \\ r_3 + x_2 \\ r_5 + x_3 \end{array} \right] = \min \{r_3, r_5\}.$$
Case 2: \( J = \{1, 3\} \)

\[
\begin{bmatrix}
  r_1 + x_1 \\
  -\infty \\
  (r_5 + x_3) \land (r_6 + x_1)
\end{bmatrix} < \lambda \begin{bmatrix}
  \infty \\
  r_3 + x_2 \\
  \infty
\end{bmatrix} = r_3.
\]

From these two cases, we see that \( r_1 < \min\{r_3, r_5\} \) is necessary and sufficient for the set of additive eigenvectors of \( T \) to be nonempty and bounded in the variation norm.
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