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Abstract—In this letter, we derive the probability density function (PDF) and cumulative distribution function (CDF) of the minimum of two non-central Chi-square random variables with two degrees of freedom in terms of power series. With the help of the derived PDF and CDF, we obtain the exact ergodic capacity of the following adaptive protocols in a decode-and-forward (DF) cooperative system over dissimilar Rician fading channels: (i) constant power with optimal rate adaptation; (ii) optimal simultaneous power and rate adaptation; (iii) channel inversion with fixed rate. By using the analytical expressions of the capacity, it is observed that the optimal power and rate adaptation provides better capacity than the optimal rate adaptation with constant power from low to moderate signal-to-noise ratio values over dissimilar Rician fading channels. Despite low complexity, the channel inversion based adaptive transmission is shown to suffer from significant loss in capacity as compared to the other adaptive transmission based techniques over DF Rician channels.

I. INTRODUCTION

Information theoretic study of a cooperative network is a useful tool for implementation of this technology in current and future wireless networks. There exists many useful works over the capacity analysis of the cooperative networks [1]–[4]. The outage performance of the cooperative system with Rayleigh fading in the low signal-to-noise ratio (SNR) regime is studied in [1]. Closed-form expressions of the outage probability over Rayleigh and Nakagami-m fading channels are derived in [2] and [3], respectively, with decode-and-forward (DF) relays. The outage capacity performance of the two hop based amplify-and-forward (AF) protocol over dissimilar Rayleigh fading channels is studied in [4].

All the aforementioned works only consider fixed rate and fixed power transmission based schemes. However, if the source/relay terminal possesses the channel state information (CSI), then it can adapt the transmit power level, symbol/bit rate, constellation size, coding rate/scheme or any combination of these parameters in response to the changing channel conditions [5]–[8]. In [6], the ergodic capacity of a two hop AF cooperative system with multiple relays and adaptive source transmission is explored; whereas, capacity of AF multi-hop relaying systems under adaptive transmission is studied in [8]. An upper bound of the outage probability of an AF based cooperative system with a single relay in Rician fading channels is derived in [9]. The capacity of adaptive transmission techniques in a two-hop AF cooperative system with Rician fading is studied in [10]; upper bounds of the capacity are derived in the form of infinite integrals by using moment generating function approach. However, all these works consider AF protocol; whereas, DF protocol is useful as it requires digital processing at relay contrary to the AF protocol. The capacity of adaptive modulation in a single relay based DF cooperative system over Rayleigh fading channels is studied in [11]. In this paper, by using a well known series representation of the modified Bessel function of the first kind, we use a probability density function (PDF) and cumulative distribution function (CDF) based approach which leads to power series expressions of the exact ergodic capacity of the adaptive transmission based DF system over dissimilar Rician fading channels. The proposed power series expressions converge for finite number of summation terms and are shown to be useful in giving significant insight of the ergodic capacity of the adaptive transmission techniques in the DF cooperative system over dissimilar Rician fading channels.

Our main contributions are as follows. i) We derive the PDF and CDF of minimum of two non-central Chi-square random variables (RVs) with two degrees of freedom in terms of converging power series. ii) The exact average capacity of a two-hop DF cooperative system with adaptive modulation over dissimilar Rician channels is derived by using these PDF and CDF expressions. iii) Different adaptive transmission techniques are compared on the basis of these expressions over DF Rician channels.

II. CHARACTERIZATION OF MINIMUM OF TWO NON-CENTRAL CHI-SQUARE RANDOM VARIABLES WITH TWO DEGREES OF FREEDOM

Let $G_i \sim \mathcal{N}(m_i, \sigma^2/2), i = 1, 2$ be the two Normal distributed RVs with $m_i$ means and $\sigma^2/2$ variance, then $U = G_1^2 + G_2^2 \sim \chi_2^2(K, \gamma)$, where $K = s^2/\sigma^2, \gamma = s^2 + \sigma^2$, and $s^2 = m_1^2 + m_2^2$, will be non-central Chi-square distributed with two degrees of freedom as [12, Eq. (2.16)]

$$f_U(u) = Ae^{-au}I_0(2\sqrt{Ku}),$$

where $f_U(u)$ denotes the PDF of $U$, $a = (1 + K)/\gamma$, $A = ae^{-K}$, and $I_0(\cdot)$ denotes the modified Bessel function of the first kind of order zero [13]. Let us now define the following RV:

$$\gamma = \min\{\gamma_x, \gamma_y\},$$

where $\gamma_x \sim \chi_2^2(K_x, \gamma_x)$ and $\gamma_y \sim \chi_2^2(K_y, \gamma_y)$ be independent and non-identically distributed (i.i.d.) non-central Chi-square RVs with two degrees of freedom. The CDF and PDF of $\gamma_x$ are obtained in the following lemmas which are proved in Appendix A.

Lemma 1: The CDF of $\gamma$ is given as

$$F_{\gamma}(\gamma) = 1 - A_x A_y \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \tilde{B}_x(n) \tilde{B}_y(k-n) \Gamma(n+1, ax_\gamma) \times \Gamma(k-n+1, ay_\gamma),$$

where $a_x = (1 + K_x)/\gamma_x, a_y = (1 + K_y)/\gamma_y, A_x = a_xe^{-K_x}, A_y = a_ye^{-K_y}, \tilde{B}_x(k) = B_x(k)/a_x^{k+1}, \tilde{B}_y(k) = B_y(k)/a_y^{k+1},$
The communication from the source to the destination takes place in two orthogonal channels via the relay that acts independently in the sense of the weakest of the source-to-relay and relay-to-destination channels. Hence, both hops act independently in the sense of the weakest of the source-to-relay and relay-to-destination channels equals the capacity of a fading channel with optimal power and rate adaptation as follows:

\[ C = 0.5B \int_0^\infty \log_2(1 + \gamma)f_{\gamma_x}(\gamma)d\gamma, \quad (8) \]

where \( B \) (in hertz) is the bandwidth of the channel. Let us now state the following lemma whose proof is given in Appendix [B]

**Lemma 3:** For \( \alpha \in \mathbb{Z}^+ \) and \( \beta > 0 \), we have

\[ \int_0^\infty w^\alpha e^{-\beta w} \ln(1 + w)dw = \sum_{q=0}^{\alpha} \frac{C_q(-1)^{\alpha-q} e^\beta G_{3,3}^{3,0} \left( \beta \right)}{\beta^q} \left( 0, 0, -1, -1, q \right), \quad (6) \]

where \( G_{m,n}^{\alpha,\beta} \left( v \right) \) is the Meijer’s function, \( \ln(\cdot) \) denotes the natural logarithm, and \( \nu C_{\nu} \) denotes the binomial coefficient.

By substituting \( f_{\gamma_x}(\gamma) \) from (4) in (5) and then using Lemma 3, we get the capacity of the DF relaying system with rate adaptation as follows:

\[ C = 0.5B \left( \gamma_0 \right) f_{\gamma_x}(\gamma)d\gamma, \quad (8) \]

where \( \gamma_0 \) is the optimal cutoff SNR level below which the data transmission is suspended. This optimal cutoff SNR must satisfy the following relation:

\[ \int_\gamma_0^\infty \left( \frac{1}{\gamma} - \frac{1}{\gamma} \right)f_{\gamma_x}(\gamma)d\gamma = 1. \quad (9) \]

Let us now state the following lemma whose proof is given in Appendix [C]

**Lemma 4:** For \( \alpha \geq 0, \beta > 0, \) and \( \eta > 0 \), we have

\[ \int_0^\eta w^\alpha e^{-\beta w} \ln(w) \eta^{\beta w} = 0 \]

By substituting \( f_{\gamma_x}(\gamma) \) from (4) in (5) and then using Lemma 4, we get the capacity of the DF system with transmit power adapted to the fading level as follows:

\[ C = 0.5B \int_0^\infty \log_2(1 + \gamma)f_{\gamma_x}(\gamma)d\gamma, \quad (8) \]

where \( B \) (in hertz) is the bandwidth of the channel. Let us now state the following lemma whose proof is given in Appendix [B]

**Lemma 3:** For \( \alpha \in \mathbb{Z}^+ \) and \( \beta > 0 \), we have

\[ \int_0^\infty w^\alpha e^{-\beta w} \ln(1 + w)dw = \sum_{q=0}^{\alpha} \frac{C_q(-1)^{\alpha-q} e^\beta G_{3,3}^{3,0} \left( \beta \right)}{\beta^q} \left( 0, 0, -1, -1, q \right), \quad (6) \]

where \( G_{m,n}^{\alpha,\beta} \left( v \right) \) is the Meijer’s function, \( \ln(\cdot) \) denotes the natural logarithm, and \( \nu C_{\nu} \) denotes the binomial coefficient.

By substituting \( f_{\gamma_x}(\gamma) \) from (4) in (5) and then using Lemma 3, we get the capacity of the DF relaying system with rate adaptation as follows:

\[ C = 0.5B \left( \gamma_0 \right) f_{\gamma_x}(\gamma)d\gamma, \quad (8) \]

where \( \gamma_0 \) is the optimal cutoff SNR level below which the data transmission is suspended. This optimal cutoff SNR must satisfy the following relation:

\[ \int_\gamma_0^\infty \left( \frac{1}{\gamma} - \frac{1}{\gamma} \right)f_{\gamma_x}(\gamma)d\gamma = 1. \quad (9) \]

Let us now state the following lemma whose proof is given in Appendix [C]

**Lemma 4:** For \( \alpha \geq 0, \beta > 0, \) and \( \eta > 0 \), we have

\[ \int_0^\eta w^\alpha e^{-\beta w} \ln(w) \eta^{\beta w} = 0 \]

By substituting \( f_{\gamma_x}(\gamma) \) from (4) in (5) and then using Lemma 4, we get the capacity of the DF system with transmit power adapted to the fading level as follows:

\[ C = 0.5B \int_0^\infty \log_2(1 + \gamma)f_{\gamma_x}(\gamma)d\gamma, \quad (8) \]
The optimal cutoff SNR for power and rate adaptation over dissimilar Rician fading hops as

\[ C = 0.5BA_xA_y \log_2 \sum_{k=0}^{\infty} \sum_{n=0}^{k} \bar{B}_x(n) \bar{B}_y(k-n) \left( a_x^{n+1} (k-n)! \right) \]

\[ \times \sum_{m_1=0}^{k-n} \sum_{m_2=0}^{n} \frac{a_y^{m_1+m_2}}{m_1!(a_x + a_y)^{n+m_1} + m_2!(a_x + a_y)^{k-n+m_2}} \]

\[ \times G_{2,3}^0 \left( a_x + a_y, \gamma \right) \left( -1, -1, n + m_1 \right) + a_y^{k-n+1} n! \]

\[ \times G_{2,3}^0 \left( a_x + a_y, \gamma \right) \left( -1, -1, k - n + m_2 \right) \]

\[ \int_{\gamma_0}^{\infty} f_{\gamma_x}(\gamma) d\gamma = 1 - F_{\gamma_x}(\gamma_0) \]

\[ P_{out} = \Pr(\gamma < \beta_0) = \int_0^{\beta_0} f_{\gamma_x}(\gamma) d\gamma = F_{\gamma_x}(\beta_0). \]

IV. NUMERICAL RESULTS AND DISCUSSION

In Fig. 2, we have plotted simulated and analytical values of the capacity of the DF system under optimal power adaptation and constant transmit power for different values of \( K_x, K_y \), and \( \gamma_x = \gamma_y = \gamma \). It can be seen from Fig. 2 that the simulation results match the analytical values, obtained from (4), closely. The analytical capacity of the DF system with different values of \( K_x \) and \( K_y \), \( \gamma_x = \gamma_y = \gamma \), and \( \gamma_x = 2\gamma_y = \gamma \) is plotted for all three adaptive modulation schemes (discussed in Section III) in Fig. 3. In the optimal simultaneous rate and power adaptation scheme high power levels are assigned for good channel conditions [14]; therefore, the transmit power levels are very likely to be (almost) constant in large SNR regimes. Hence, optimal simultaneous rate and power adaptation provides (almost) no improvement.
in the capacity over the optimal rate adaptation and constant transmit power at high SNR values; however, a capacity gain is seen from low to moderate SNR values in Fig. 3 Since the optimal rate adaptation with constant power only adapts its rate, the DF system under Rician fading can opt for this less complexity technique than the optimal rate and power adaptive technique at high SNR values. Further, the optimized capacity (with the following constraint: \( \beta_0 \leq 1 \)) of the DF Rician system with channel inversion based low complexity adaptive scheme is poorer than the other two schemes in general, as seen in Fig. 3 Since \( 0 \leq \gamma_0 \leq 1 \) and the probability of outage increases with increasing \( \beta_0 \) (as can be seen from (17)), the constraint \( \beta_0 \leq 1 \) is used to limit the maximum outage probability of the DF system.

The average SNR is denoted by \( \bar{\gamma} \) and shown at the x-axis of Figs. 2 and 3.

**APPENDIX A**

**PROOF OF LEMMA 1 AND LEMMA 2**

The CDF of \( \gamma_x \) can be obtained after some algebra as follows:

\[
F_{\gamma_x}(\gamma) = 1 - \int_{\gamma}^{\infty} f_{\gamma_x}(x) dx. 
\tag{18}
\]

From (11) and by using the series representation of the modified Bessel function [15, Eq. (2.3.32)], we can write the PDFs of \( \gamma_x \) and \( \gamma_y \) as

\[
f_{\gamma_x}(x) = A_x e^{-ax} \sum_{k=0}^{\infty} B_x(k)x^k, \\
f_{\gamma_y}(y) = A_y e^{-ay} \sum_{k=0}^{\infty} B_y(k)y^k. 
\tag{19}
\]

From (19) and after some algebra, it can be shown that

\[
\int_{\gamma}^{\infty} f_{\gamma_x}(x) dx = A_x \sum_{k=0}^{\infty} \bar{B}_x(k) \Gamma(k + 1, ax), \\
\int_{\gamma}^{\infty} f_{\gamma_y}(y) dy = A_y \sum_{k=0}^{\infty} \bar{B}_y(k) \Gamma(k + 1, ay). 
\tag{20}
\]

By using (20) and [13, Eq. (0.316)] in (15), we get (3). After taking the derivative of \( F_{\gamma_x}(\gamma) \) in (3) with respect to \( \gamma \), we have

\[
f_{\gamma_x}(\gamma) = A_x A_y \sum_{k=0}^{\infty} \sum_{n=0}^{k} \bar{B}_x(n) \bar{B}_y(k-n) \left( a_x^{n+1} \gamma^n e^{-a_x \gamma} \times \Gamma(k-n+1, a_y) + \alpha_y^{k-n+1} \gamma^{k-n} e^{-a_y \gamma} \Gamma(n+1, a_x) \right). 
\tag{21}
\]

We can further simplify (21) by using the following relation:

\[
\Gamma(r+1, b) = e^{-b} b^r \sum_{m=0}^{r} b_m \gamma_m^{-r}, 
\]

where \( r \) is a positive integer, as given in (4).

**APPENDIX B**

**PROOF OF LEMMA 3**

Let us denote the left hand side of (6) as

\[
\mathcal{I} = \int_{0}^{\infty} w^a e^{-\beta w} \ln(1+w) dw. 
\tag{22}
\]

By substituting \( 1+w = t \) in the right hand side (RHS) of (22), we get

\[
\mathcal{I} = \int_{1}^{\infty} (t-1)^a e^{-\beta(t-1)} \ln(t) dt. 
\tag{23}
\]

The following relation is obtained by using [13, Eq. (1.111)] in (23):

\[
\mathcal{I} = \sum_{q=0}^{\infty} \alpha C_q \left( \gamma^{q+1} e^\beta \right) \int_{1}^{\infty} t^q e^{-\beta t} \ln(t) dt, 
\tag{24}
\]

where \( f(q) = q + 1. \) From [13, Eq. (4.358.1)] and (24), we have

\[
\mathcal{I} = \sum_{q=0}^{\infty} \alpha C_q \left( \gamma^{q+1} e^\beta \frac{\delta \delta f(q)}{\delta f(q)} \left( \beta^{-f(q)} \Gamma(f(q), \beta) \right) \right). 
\tag{25}
\]

By using the following relation:

\[
\frac{\delta \delta f(q)}{\delta f(q)} \left( \mu, \nu \right) = \ln \mu \Gamma(\mu, \nu) + \mu G_{2,3} \left( \begin{array}{c}
0, 0 \\
-1, -1, \nu - 1
\end{array} \right) 
\tag{26}
\]

in (25) and after some algebra we get the RHS of (6).

**APPENDIX C**

**PROOF OF LEMMA 4**

Lemma 4 can be proved by substituting \( t = w/\eta \) in the left hand side of (10) and then using [13, Eq. (4.358.1)] and (26).
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