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Abstract. The subject of the paper is scalar delay-differential equations with large delay. Firstly, we describe the asymptotic properties of the spectrum of linear equations. Using these properties, we classify possible types of destabilization of steady states. In the limit of large delay, this classification is similar to the one for parabolic partial differential equations. We present a derivation and error estimates for amplitude equations, which describe universally the local behavior of scalar delay-differential equations close to the destabilization threshold.

1. Introduction. Delay differential equations (DDE) with large delay appear to be a very useful tool for modeling many systems. For example, in laser devices with optical feedback [28, 17] a large time delay appears due to the very fast internal time scale dynamics of the laser. As a result, the external feedback introduces a new time scale in the system, which can be modeled as the large time delay.

From the theoretical viewpoint, DDEs with large delay can be considered as singularly perturbed problems, which are challenging for analytical as well as numerical analysis. During the last decades, a number of important results have been obtained that shed some light on the properties of these systems [19, 2, 20, 1, 14, 10, 12]. In particular, the authors of these works studied the existence and asymptotic behavior of periodic orbits of a class of DDEs, and noticed that their properties can be related to the properties of a reduced discrete map. For example, a flip bifurcation of the map implies square waves in the corresponding singularly perturbed system of DDEs. Another important milestone in the analysis of singularly perturbed DDEs was the derivation of amplitude equations [7, 15, 6, 30], which describe the local
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dynamics of DDEs at the bifurcation threshold. These derivations have been performed by formal asymptotic methods. Recently, the structure of the spectrum of linear systems with large delay was described for the cases of constant [18, 31] and periodic [27] coefficients. Extensions for chaotic systems and systems with multiple delays are known as well [11, 13].

In this paper, we describe in detail the asymptotic properties of the spectrum of a linear scalar DDE operator with large delay. Using these properties, we classify possible types of instabilities. Finally, for the case of vanishing quadratic nonlinearities, we present the derivation and an error estimate for the amplitude equations, which proves closeness of a solution of the amplitude equation and the corresponding solution of the original DDE with large delay. Even though the mathematical justification of amplitude equations has been established for certain classes of partial differential equations [29, 16, 26, 24, 22] or nonlinear oscillator chains [5, 8], similar results for systems with time delay are still challenging because of the strong differences in the corresponding analysis for the associated linear evolution semigroups. In particular, a proof of the validity of the amplitude equations was not available previously.

We consider the following DDE

\[ \frac{dy(t)}{dt} = g(y(t), y(t - \tau)) \]  

(1)

with \( y(t) \in \mathbb{R} \) and a smooth function \( g : \mathbb{R}^2 \to \mathbb{R} \), which vanishes at zero, i.e., \( g(0, 0) = 0 \). The delay \( \tau > 0 \) is assumed to be large. For convenience, we introduce the small parameter \( \varepsilon = 1/\tau \).

Our main goal is to describe properties of system (1) for \( \varepsilon \to 0 \) in the vicinity of the equilibrium \( y = 0 \). To this end, we describe in Sec. 2 the spectral properties of the linearized system and determine possible types of destabilizing bifurcations. In Sec. 3, we show that, sufficiently close to the bifurcation point, the solutions can be described by an amplitude equation, i.e., by solutions of a partial differential equation (PDE) of the form

\[ \frac{\partial u}{\partial \theta} = \alpha \frac{\partial^2 u}{\partial x^2} + \beta \frac{\partial u}{\partial x} + pu + \gamma u^3, \]

with some periodicity conditions and real coefficients, which will be specified later [see Theorem 3.1]. To obtain this result, we assume that the function \( g \) has no quadratic nonlinearities (i.e. \( D^2 g(0, 0) = 0 \)) but a nontrivial cubic term (i.e. \( D^3 g(0, 0) \neq 0 \)). Sec. 4 contains several Lemmas concerning exponential estimates for linear and weakly non-linear DDEs with large delay and the proof of Theorem 3.1. We present an example and discuss the results and possible directions of further research in in Sec. 5.

2. Asymptotic properties of the spectrum. In this section, we consider the spectral properties of the linear DDE

\[ y'(t) = ay(t) + by(t - \tau). \]

(2)

This equation corresponds to the linearization of (1) in \( y = 0 \) with \( a = \partial_1 g(0, 0) \) and \( b = \partial_2 g(0, 0) \). If not stated otherwise, we assume that \( b \neq 0 \) and \( a \neq 0 \). The spectrum of systems of linear DDEs with large delay have been studied in [18]. In the present section we focus on the scalar case \( y \in \mathbb{R} \) and treat it in more detail.
The characteristic equation of (2) reads
\[
\chi(\lambda, \varepsilon) = -\lambda + a + be^{-\lambda/\varepsilon} = 0.
\]
Let us discuss the asymptotic behaviors of infinitely many roots \(\{\lambda_j(\varepsilon), j \in \mathbb{Z}\}\) of (3) with respect to the small parameter \(\varepsilon\). In [18] it is proven that, for all \(j\), one of the following two cases occurs: (a) \(\text{Re} [\lambda_j(\varepsilon)/\varepsilon] \to c = \text{const}\); (b) \(\text{Re} [\lambda_j(\varepsilon)/\varepsilon] \to \infty\).

**Definition 2.1.** The set of roots that satisfy condition (a) will be called pseudo-continuous spectrum (PCS). The roots that have asymptotics (b) will be called strongly unstable.

(a) The pseudo-continuous spectrum. The PCS satisfies \(\text{Re} [\lambda/\varepsilon] \to c = \text{const}\). In order to find such solutions, we use the ansatz
\[
\lambda_{PCS} = \mu \varepsilon + i\omega.
\]
Substituting (4) into (3) and keeping the terms of order \(O(\varepsilon^0)\), we obtain the equation
\[
-i\omega + a + be^{-\mu e^{-i\omega/\varepsilon}} = 0.
\]
Comparing moduli we see that \(\mu\) must satisfy
\[
\mu(\omega) = -\frac{1}{2} \ln \frac{\omega^2 + a^2}{b^2}.
\]
Given the function (6), the curve
\[
\lambda : \mathbb{R} \to \mathbb{C}, \quad \omega \mapsto \lambda(\omega) = \mu(\omega) + i\omega
\]
contains all solutions of the equation (5), i.e., it approximates the PCS provided the real parts are rescaled by \(\varepsilon\) (compare (4) and (7)). The positions of the solutions on the curve (7) are determined by an additional equation for \(\omega\), which is obtained by insertion of (6) into (5)
\[
\arg \left(\frac{i\omega - a}{b}\right) = \frac{\omega}{\varepsilon} \pmod{2\pi}.
\]
Clearly, equation (8) has a countable number of solutions \(\omega_k\) whose distances are proportional to \(\varepsilon\). Consequently, the points \(\mu(\omega_k) + i\omega_k\) cover the curve (7) densely as \(\varepsilon \to 0\).

**Definition 2.2.** The curve (7) will be called the asymptotic continuous spectrum (ACS), since the PCS approaches it asymptotically (see Lemma 2.3). Note that the PCS is a discrete set while the ACS is a continuous curve.

(b) The strongly unstable spectrum. The strongly unstable spectrum satisfies the asymptotic relation \(\text{Re} [\lambda/\varepsilon] \to \infty\) as \(\varepsilon \to 0\). In this case \(be^{-\lambda/\varepsilon} \to 0\) and necessarily \(\lambda \to a\), which is possible only if \(a > 0\). Thus, the strongly unstable spectrum exists in the case \(a > 0\) and satisfies
\[
\lambda_{SU} \to a, \quad a > 0.
\]
Using the implicit function theorem, it can be shown that the strongly unstable spectrum contains a single eigenvalue for \(a > 0\) and is empty for \(a < 0\) [18]. The presence of a strongly unstable spectrum indicates strong instability in the sense that almost all solutions escape a vicinity of the origin after a time \(\sim 1/a\), which is much less than the delay time \(\tau = 1/\varepsilon\). On the other hand, the unstable PCS may introduce a weak instability, since \(\text{Re} \lambda_{PCS} \sim \varepsilon\), and the time that solutions are staying in the vicinity of the origin is of the order of the delay \(\tau\).
In the following, we assume that $a < 0$, since otherwise the stationary state is strongly unstable. In this case, the destabilization of the equilibrium can only be mediated by the PCS. The following lemma summarizes the main properties of the PCS.

**Lemma 2.3.** Let $b \neq 0$ and $a \neq 0$. Then, the PCS approaches the ACS (7) as $\varepsilon \to 0$. More specifically, for any $\Omega > 0$ there exist $\varepsilon_0 > 0$ and $M > 0$ such that for all $\varepsilon$, $0 < \varepsilon < \varepsilon_0$, all roots $\lambda$ of (3) which lie in the set $Q(M, \Omega, \varepsilon) = \{ z \in \mathbb{C} : |\text{Re } z| \leq M \varepsilon, |\text{Im } z| \leq \Omega \}$ have the form

$$\lambda = \lambda_k(i \omega_k + \varepsilon \lambda_1(\omega_k)(1 + \varepsilon \lambda_2(\omega_k) + \varepsilon^2 \lambda_3(\omega_k)) + \varepsilon^3 h(\varepsilon, \omega_k)), \quad \omega_k = 2\pi k \varepsilon,$$

where $k \in \mathbb{Z}$ and $h : [-\Omega, \Omega] \times [0, \varepsilon_0] \to \mathbb{C}$ is an analytic function,

$$\lambda_1(\omega) = \mu(\omega) - i \psi(\omega), \quad \lambda_2(\omega) = \frac{1}{a - i \omega}, \quad \lambda_3(\omega) = \frac{2 + \lambda_1(\omega)}{2(a - i \omega)}$$

with $\mu(\omega)$ given by (6) and $\psi(\omega) := \arg\left(\frac{i \omega - a}{b}\right) \in (-\pi, \pi]$.

**Proof.** We only consider the case $ab < 0$, the case $ab > 0$ can be treated analogously. First observe that an arbitrary root $\lambda \in Q(M, \Omega, \varepsilon)$ of (3) can be written as

$$\lambda = i \omega_k + \varepsilon g,$$

with $\omega_k = 2\pi k \varepsilon$, $k \in \mathbb{Z}$, such that $g \in A(M) := \{ z \in \mathbb{C} : |\text{Im } z| \leq \pi, |\text{Re } z| \leq M \}$. Inserting (12) into (3) we find that $g$ has to solve

$$\mathcal{M}(\omega, \varepsilon, g) = i \omega + \varepsilon g - a - b e^{-g} = 0,$$

for $\omega = \omega_k$. The equation (13) locally defines an implicit function $g = G(\omega, \varepsilon)$ since

$$\partial_g \mathcal{M}(\omega, \varepsilon, g) = \varepsilon + b e^{-g} \neq 0$$

for sufficiently small $\varepsilon$. Because $\mathcal{M}$ is analytic, so is $G(\omega, \varepsilon)$.

Now we show that there exists an $\varepsilon_0 > 0$ such that (13) exhibits exactly one solution $g \in A(M)$ for $|\omega| \leq \Omega$ and $\varepsilon \leq \varepsilon_0$. This will guarantee that there are no other solutions except those which are extensions of $\varepsilon \mapsto G(\omega, \varepsilon)$ for $\varepsilon \in [0, \varepsilon_0]$. Existence of a unique solution $g$ follows from the contraction mapping principle applied to the function

$$F(g) := -\ln \left|\frac{i \omega - a + \varepsilon g}{b}\right| - i \arg\left(\frac{i \omega - a + \varepsilon g}{b}\right),$$

whose fixed points correspond to solutions of (13). Let us show that, for sufficiently large $M > 0$ and sufficiently small $\varepsilon_0 > 0$, $F$ maps $A(M)$ into itself and is a contraction for arbitrary $-\Omega \leq \omega \leq \Omega$ and $\varepsilon \leq \varepsilon_0$. First, choose an arbitrary $M > \max_{|\omega| \leq \Omega} \{ |\ln|\frac{i \omega - a}{b}|| = \max\{\ln|\frac{\Omega}{2}|, \ln|\frac{\Omega - a}{b}|\} \}$. Since the real part of $F(g)$ depends continuously on $\varepsilon$ uniformly in $|\omega| \leq \Omega$, its modulus is smaller than $M$ for sufficiently small $\varepsilon$. Furthermore, observe that the modulus of the imaginary part of $F(g)$ is strictly smaller than $\pi/2$ for $\varepsilon < |a|/M$, since then $\Re((i \omega - a + \varepsilon g)/b) > 0$ (here we used the assumption $ab < 0$). Therefore, $F$ maps $A(M)$ into itself for $\varepsilon \leq \varepsilon_0$ and sufficiently small $\varepsilon_0 > 0$. Moreover, $F$ is a contraction, since $|F'(g)| = O(\varepsilon_0)$ uniformly for all $|\omega| \leq \Omega$, $g \in A(M)$, and $\varepsilon \leq \varepsilon_0$.

Let us now consider again $\omega = \omega_k = 2\pi k \varepsilon$. This case corresponds to a characteristic root $\lambda = i \omega_k + \varepsilon G(\omega_k, \varepsilon)$. As a solution to (13) the value $G(\omega_k, 0)$ fulfills

$$\mathcal{M}(\omega_k, 0, G(\omega_k, 0)) = i \omega_k - a - b e^{-G(\omega_k, 0)} = 0,$$
Figure 1. Illustration of the ACS $\mu(\omega)$. Parameter values are $b = 0.9$, $b = 1.0$, and $b = 1.1$, respectively. For all curves, $a = 1$ is chosen. The PCS is asymptotically located along the curves in the rescaled coordinates $(\text{Re} \lambda/\varepsilon, \text{Im} \lambda)$. The points show numerically computed eigenvalues for the same parameter values and $\tau = 70$.

which implies

$$G(\omega_k, 0) = \mu(\omega_k) + i \arg \left( \frac{i \omega_k - a}{b} \right) + i 2\pi m = \lambda_1(\omega_k) + i 2\pi m$$

for some $m \in \mathbb{Z}$. Since $G \in A(M)$ we have $m = 0$. Therefore we conclude $G(\omega_k, 0) = \lambda_1(\omega_k)$ and

$$G(\omega_k, \varepsilon) = \lambda_1(\omega_k) + \varepsilon \frac{\partial G}{\partial \varepsilon}(\omega_k, 0) + \frac{\varepsilon^2}{2} \frac{\partial^2 G}{\partial \varepsilon^2}(\omega_k, 0) + \varepsilon^3 h(\omega_k, \varepsilon),$$

(14)

where $h : [-\Omega, \Omega] \times [0, \varepsilon_0]$ is analytic. The higher terms of (14) are readily computed as

$$\lambda_2(\omega) = \frac{\partial G}{\partial \varepsilon}(\omega_k, 0) = \frac{1}{a - i\omega}$$

and

$$\lambda_3(\omega) = \frac{\partial^2 G}{\partial \varepsilon^2}(\omega_k, 0) = \frac{2 + \lambda_1(\omega)}{2(a - i\omega)^2}. $$

Remark 1. It is easy to check that all solutions of the characteristic equation with $|\text{Im} \lambda| > \Omega$ satisfy

$$\text{Re} \lambda < -\varepsilon \ln \frac{\Omega}{|b|}. $$

This means that for large enough $\Omega$, they all have negative real parts with sufficiently large magnitude. Thus, the critical spectrum is indeed described by Lemma 2.3.

The real part $\mu(\omega)$ of the ACS (7) is a smooth unimodal function that has maximum at $\mu(0) = -\ln |a/b|$ [see Fig. 1]. Lemma 2.3 states that in rescaled coordinates $(\text{Re} \lambda/\varepsilon, \text{Im} \lambda)$, the critical spectrum of the DDE approaches the curve of the ACS, which is independent of $\varepsilon$. As a result, the stability of the equilibrium is determined by the ACS and is independent of $\varepsilon$ if it is sufficiently small.

The fact that the spectrum of the DDE with large delay asymptotically approaches a continuous spectrum, allows us to classify possible destabilization scenarios similarly to the case of spatially extended systems [31]. In the case of scalar DDEs a possible scenario is shown in the figure 1. For $|b| < |a|$, the PCS is stable and, if additionally $a < 0$, there is no strongly unstable spectrum. As a result the equilibrium is asymptotically stable for sufficiently small $\varepsilon$. The destabilization
occurs at \(|a| = |b|\) and \(a < 0\), where the PCS crosses the imaginary axis. After the crossing, for \(|b| > |a|\), the PCS is unstable and there are always unstable eigenvalues provided \(\varepsilon\) is sufficiently small. The number of such unstable eigenvalues grows linearly with \(\tau \to \infty\) and cover the whole curve of the ACS. The figure 1 shows also numerically computed eigenvalues for \(\tau = 70\), for comparison. As we have proved before, the rescaled real part of the ACS, \(\mu(\omega)\), has the form of a unimodal function with maximum at \(\omega = 0\). Hence, the leading eigenvalues (those with the maximal real parts) correspond to small \(\omega\) values. Note that the strongly unstable spectrum is absent if \(a < 0\). The following lemma provides the third-order expansion for the leading eigenvalues.

**Lemma 2.4.** Assume \(a < 0\) and \(b \neq 0\). Then the leading eigenvalues of the scalar DDE (2) satisfy the following estimates. For the case \(ab < 0\):

\[
\lambda_{\text{crit}}(k) = (q + i2\pi k)\varepsilon + \frac{1}{a} (q + i2\pi k) \varepsilon^2 \\
+ \frac{1}{a^2} \left( q + \frac{q^2}{2} - 2\pi^2 k^2 + i2\pi k(1 + q) \right) \varepsilon^3 + O(\varepsilon^4),
\]

and for the case \(ab > 0\):

\[
\lambda_{\text{crit}}(k) = (q + i2\pi k - i\pi)\varepsilon + \frac{1}{a} (q + i2\pi k - i\pi) \varepsilon^2 \\
+ \frac{1}{a^2} \left( q + \frac{q^2 - \pi^2}{2} - 2\pi^2 k (k - 1) + i\pi(2k - 1)(1 + q) \right) \varepsilon^3 + O(\varepsilon^4).
\]

Here \(k = 0, \pm 1, \pm 2, \ldots\) and \(q = - \ln \left| \frac{q}{2} \right| = \mu(0)\) is the maximal value of the real part of the ACS.

**Proof.** In order to obtain the expressions (15) and (16), we expand Eq. (9) in \(\omega_k = 2\pi k\varepsilon\) for \(k \ll \frac{1}{\varepsilon}\), i.e., \(\omega_k = O(\varepsilon)\):

\[
(9) = i\omega_k + \varepsilon \left( \lambda_1(0) + \lambda_1'(0) \omega_k + \lambda_1''(0) \frac{\omega_k^2}{2} \right) \\
\times \left( 1 + \varepsilon(\lambda_2(0) + \lambda_2'(0) \omega_k) + \varepsilon^2 \lambda_3(0) \right) + O(\varepsilon^4).
\]

From (10) and (11) we obtain

\[
\lambda_1(0) = q - i\kappa \pi, \quad \lambda_2(0) = \frac{1}{a}, \quad \lambda_3(0) = \frac{2 + q - \kappa i \pi}{2a^2},
\]

\[
\lambda_1'(0) = \frac{i}{a}, \quad \lambda_1''(0) = -\frac{1}{a^2}, \quad \lambda_2'(0) = \frac{i}{a^2},
\]

with \(\kappa = \frac{1 - \text{sgn}(b)}{2}\) (\(\kappa = 0\) if \(ab < 0\) and \(\kappa = 1\) if \(ab > 0\)). Insertion into (17) gives

\[
\lambda_{\text{crit}}(k) = (q + i(2\pi k - \kappa \pi))\varepsilon + \frac{1}{a} (q + i(2\pi k - \kappa \pi)) \varepsilon^2 \\
+ \frac{1}{a^2} \left( q + \frac{1}{2}q^2 - \left( 2k - \kappa \pi \left( 2k - \frac{1}{2} \right) \right) \pi^2 + i(2\pi k - \kappa \pi)(1 + q) \right) \varepsilon^3 + O(\varepsilon^4)
\]

which corresponds to either (15) (if \(\kappa = 0\)), or (16) (if \(\kappa = 1\)).

Lemma 2.4 implies that there are two cases, for which the location of leading eigenvalues is qualitatively different. These cases differ by the sign of the product \(ab\). In the case when \(ab < 0\), there is a real eigenvalue and the imaginary parts of
the other leading eigenvalues are given asymptotically as $2\pi k\varepsilon$. In the second case, when $ab > 0$, there is no real eigenvalue and the imaginary parts of the leading eigenvalues are given asymptotically as $i\pi(1 + 2k)\varepsilon$. Both cases are illustrated in Fig. 2(a) and (b).

The two above mentioned cases correspond to qualitatively different dynamics in the vicinity of equilibrium. The reasons for such difference can be understood by inspecting the properties of the corresponding reduced map. Observe that equation (1) is equivalent to the following singularly perturbed equation

$$\varepsilon \frac{d\bar{y}(\bar{t})}{d\bar{t}} = g(\bar{y}(\bar{t}), \bar{y}(\bar{t} - 1))$$

(18)

after the transformations $\bar{t} = t/\tau$ and $\bar{y}(\bar{t}) = y(t\tau)$. The reduced map can be obtained by substituting formally $\varepsilon = 0$ into (18)

$$g(\bar{y}(\bar{t}), \bar{y}(\bar{t} - 1)) = 0.$$

Introducing the discrete variable $z_n = \bar{y}(\bar{t} - 1)$, we obtain the one-dimensional discrete map $z_n \rightarrow z_{n+1}$ determined by

$$g(z_{n+1}, z_n) = 0.$$  

(19)

In general, the properties of the map (19) have much in common with the properties of DDE [20, 14, 10]. For example, the asymptotic stability of an equilibrium for the map (19) implies the asymptotic stability of the corresponding equilibrium for the DDE with sufficiently large delay. Indeed, denoting $a = \partial_1 g(0, 0)$ and $b = \partial_2 g(0, 0)$, the linearization of (19) around the origin is

$$z_{n+1} = -\frac{b}{a} z_n,$$

which is asymptotically stable if $|b| < |a|$. The bifurcation of the map occurs when

$$\left|\frac{a}{b}\right| = 1$$

(20)
as well as the bifurcation of the ACS (7) for the DDE (1), since \( \mu(0) = 0 \) when (20) is fulfilled.

Returning now to the two qualitatively different cases for the spectrum configuration shown in Fig. 2, we notice that they correspond to different bifurcations of the reduced map occurring at the moment \(|a| = |b|\):

1. When \( a = -b \), the map (19) has the multiplier 1, which may correspond to a transcritical or pitchfork bifurcation. The corresponding bifurcation of the DDE (1) is mediated by the critical eigenvalues with imaginary parts \( i2\pi k \varepsilon \), in particular by the leading eigenvalue \( \lambda_{crit}(0) = 0 \), cf. Fig. 2(b).

2. When \( a = b \), the map (19) undergoes a flip bifurcation. In this case, the critical eigenvalues of DDE have imaginary parts \( i\pi(1 + 2k) \varepsilon \), cf. Fig. 2(a). In particular, the most unstable pair of eigenvalues produces a Hopf bifurcation with the period \( \frac{2\pi}{\pi\varepsilon} = 2\tau \). The appearance of square waves with the period \( 2\tau \) in this situation has been studied in [19, 20, 2, 1].

In the both above mentioned cases, the primary destabilization bifurcation is followed by subharmonic Hopf bifurcations with frequencies \( \omega_H = \frac{2\pi k \varepsilon}{\varepsilon} \) or \( \omega_H = \frac{\pi \varepsilon}{1 + 2k} \), respectively, as \(|\frac{a}{b}| \) increases.

3. Amplitude equations. In this section we derive a PDE-approximation for the DDE

\[
\frac{dy(t)}{dt} = g(y(t), y(t-\tau), \varepsilon^2), \quad g(0, 0, \varepsilon^2) = 0, \quad \tau = \varepsilon^{-1}. \tag{21}
\]

In the vicinity of the stationary state \( y = 0 \), solutions of (21) can be approximated by solutions \( u = u(\theta, x) \) of a corresponding parabolic PDE of the Ginzburg-Landau type, namely

\[
\frac{\partial u}{\partial \theta} = \alpha \frac{\partial^2 u}{\partial x^2} + \beta \frac{\partial u}{\partial x} + pu + \gamma u^3, \quad x \in \mathbb{R}, \quad 0 \leq \theta \leq T_0 \tag{22}
\]

with appropriate periodicity conditions in \( x \in \mathbb{R} \). The equation (22) is called amplitude equation. An important feature of (22) is that it is no longer singularly perturbed. Moreover, it provides a unified description of the dynamics at the destabilization for dynamical systems that are close to a certain instability [23]. For example, Ginzburg-Landau type equations are already well established normal forms for analyzing destabilization of reaction-diffusion systems or oscillator chains [25, 21, 23, 16, 9].

In what follows, we assume that \( g \in C^4(\mathbb{R}^3) \). We adopt the notation \( g_1 := \partial_1 g(0,0,0) \) and \( g_2 := \partial_2 g(0,0,0) \) for the derivatives with respect to the instantaneous and the delayed state variable respectively. As follows from the linear theory for large \( \tau \) given in Sec. 2, the system admits two types of bifurcations for the ground state \( y = 0 \), which are governed by the pseudo-continuous spectrum (PCS) and occur when the conditions \( g_1 = g_2 \) in the flip case or \( g_1 = -g_2 \) in the pitchfork/transcritical case are satisfied.

Based on our analysis of the linear equation in Sec. 2, it is not difficult to check that if the system is \( \varepsilon^2 \)-close to the bifurcation, then the number of unstable eigenvalues stays asymptotically bounded with \( \varepsilon \to 0 \). Indeed, the arclength of the unstable part of the ACS (7) is proportional to \( \varepsilon \) if \( \mu(0) \sim \varepsilon^2 \). Since two neighboring eigenvalues of the PCS have a mutual distance \( \sim \varepsilon \) while deviating from the ACS maximally to order \( \mathcal{O}(\varepsilon^2) \) the number of unstable eigenvalues is bounded [see Fig. 1 and Lemma 2.4]. This is the reason why we assume the perturbation parameter in the right hand side of (21) to be proportional to \( \varepsilon^2 \). If the perturbation were
of order $O(\varepsilon)$, the number of unstable eigenvalues would grow with $\varepsilon \to 0$ and we expect some singularly perturbed problem in the limit. For convenience, let us rewrite Eq. (21) by explicitly separating linear parts as

$$y'(t) = (a + a_1 \varepsilon^2) y(t) + (a_2 + b_1 \varepsilon^2) y(t - \tau) + f(y(t), y(t - \tau), \varepsilon^2),$$  \hspace{1cm} (23)

where $\kappa = \frac{a}{b} = -\text{sgn}(b)$. This means, $\kappa = 1$ stands for the flip case and $\kappa = -1$ for the pitchfork/transcritical case. The function $f \in C^4(\mathbb{R}^3)$ represents the nonlinearities of $g$, i.e., $f_1 = f_2 = 0$. Since we consider the case of cubic nonlinearities, we have $f_{11} = f_{12} = f_{22} = 0$. Here again, the corresponding derivatives are denoted by indices of the function $f$, e.g. $f_{12} = \partial_2 \partial_1 f(0, 0, 0)$ and so on.

For some $\varepsilon_0 > 0$ and $0 < \varepsilon \leq \varepsilon_0$, consider a small solution $y(t)$ of the DDE (21). We adopt the multiscale representation

$$y(t) = \varepsilon u(\xi(t, \varepsilon)) + \varepsilon^4 \rho(\xi(t, \varepsilon)), \text{ with } \xi(t, \varepsilon) = (\varepsilon t, \varepsilon^2 t, \varepsilon^3 t),$$  \hspace{1cm} (24)

a multiscale function $u$ and a residuum $\rho$. For a moment, let us assume that these functions are smooth and bounded and formally derive some requirements for $u$ based upon this assumption. We define a 1-shift in the first coordinate by $\sigma(\xi_1, \xi_2, \xi_3) := (\xi_1 - 1, \xi_2, \xi_3)$. Then $\xi(t - \tau, \varepsilon) = \sigma(\xi(t, \varepsilon)) - (0, \varepsilon, \varepsilon^2)$ and

$$y(t - \tau) = \varepsilon u(\xi(t - \tau, \varepsilon)) + \varepsilon^4 y(\xi(t - \tau, \varepsilon)) = \varepsilon \left(u(\sigma(\xi(t, \varepsilon)) - (0, \varepsilon, \varepsilon^2))\right) + \varepsilon^4 \rho(\xi(t - \tau, \varepsilon))$$

$$= \varepsilon u(\sigma(\xi(t, \varepsilon))) - \varepsilon^2 \partial_3 u(\sigma(\xi(t, \varepsilon))) + \frac{\varepsilon^3}{2} \partial_2^2 u(\sigma(\xi(t, \varepsilon)))$$

$$- \varepsilon^3 \partial_3 u(\sigma(\xi(t, \varepsilon))) + \varepsilon^4 \eta(\xi(t, \varepsilon), u) + \varepsilon^4 \rho(\xi(t - \tau, \varepsilon)), \hspace{1cm} (25)$$

where $\eta(\xi, u)$ depends linearly on derivatives of $u$ up to the third order and allows for an estimation as $|\eta| \leq C_1 |u|_{C^4}$ with some constant $C_1$. We insert (25) and (24) into (23) and compare terms at different orders of $\varepsilon$. Terms of order $O(\varepsilon)$ give

$$u(\xi) = -\kappa u(\sigma(\xi)). \hspace{1cm} (26)$$

This means that the function $u$ must be anti-periodic with respect to the first argument in the flip case and periodic in the pitchfork/transcritical case. Comparison of terms of order $O(\varepsilon^2)$ yields

$$\partial_1 u(\xi) = -a \kappa \partial_2 u(\sigma(\xi)) = a \partial_2 u(\xi).$$

This implies that $u$ can be written as a function of two arguments $x = \xi_1 + \frac{1}{a} \xi_2$ and $\theta = \xi_3$ which we denote by $A(x, \theta)$, i.e., $u(\xi_1, \xi_2, \xi_3) = A(\xi_1 + \frac{1}{a} \xi_2, \xi_3)$. Following from (26), we have

$$A(x, \theta) = -\kappa A(x - 1, \theta). \hspace{1cm} (27)$$

The $O(\varepsilon^3)$-terms give

$$\partial_0 A(x, \theta) = \frac{1}{2a^2} \partial_x^2 A(x, \theta) + \frac{1}{a^2} \partial_2 A(x, \theta) - \frac{(a_1 - \kappa h_1)}{a} A(x, \theta) - \frac{\varsigma}{a} A(x, \theta)^3,$$  \hspace{1cm} (28)

where $\varsigma = \frac{1}{6}(f_{111} - 3\kappa f_{112} + 3f_{122} - \kappa f_{222})$. Note that (28) is of the form (22), which we wished to derive. For any bounded solution $A$ of (28), we define

$$y_A(t, \varepsilon) := \varepsilon A \left(\varepsilon t + \frac{1}{a} \varepsilon^2 t, \varepsilon^3 t\right),$$

which we call a “formal approximation”. It was shown in [3, Lemma 3.1] that, if $\varsigma < 0$, solutions of (28) with $x \in \mathbb{R}$ and initial data $A_0 \in C^4_b(\mathbb{R}) = \{v \in C_b(\mathbb{R}) \mid \partial_x^k v \in C_b(\mathbb{R}) \text{ for } k = 0, \ldots, 4\}$ remain in $C^4_b(\mathbb{R})$ for all times $t \geq 0$ and are unique and
uniformly bounded. This means that \( M := \sup_{(x, \theta) \in \mathbb{R} \times \mathbb{R}_+} |A(x, \theta)| < \infty \) is finite and, accordingly, \( \sup_{t \in \mathbb{R}} |y_A(t, \varepsilon)| \leq \varepsilon M \leq \varepsilon_0 M =: m. \) By the above reasoning, any \( C^4 \)-smooth and bounded \( \Lambda \) defines a \( C^4 \)-smooth and bounded \( y_A(t, \varepsilon) \), which fulfills

\[
y_A'(t, \varepsilon) = (a + a_1 \varepsilon^2) y_A(t, \varepsilon) + (ak + b_1 \varepsilon^2) y_A(t - \tau, \varepsilon) + f(y_A(t, \varepsilon), y_A(t - \tau, \varepsilon), \varepsilon^2) + \varepsilon^3 r(y_A(t, \varepsilon), y_A(t - \tau, \varepsilon), \varepsilon^2),
\]

where the remainder \( r(y_A(t, \varepsilon), y_A(t - \tau, \varepsilon), \varepsilon^2) \) is bounded by a constant which is, for a given \( \varepsilon_0 > 0 \), independent of \( \varepsilon \in [0, \varepsilon_0] \) and only depends on derivatives of \( f \) up to fourth order evaluated within \([-m, m]^2 \times [0, \varepsilon_0] \). By uniqueness the (anti-)periodicity property (27) for \( A_0 \) persists under the evolution of (28).

**Theorem 3.1.** Let \( A \in C^1([0, T_0], \mathcal{C}^4_b(\mathbb{R})) \) be a solution of system (22) with initial data \( A_0 \) that satisfies

\[
A_0(x) = -\kappa A_0(x + 1),
\]

and coefficients

\[
\alpha = 1/2a^2, \quad \beta = 2a, \quad p = -\frac{a_1 - \kappa b_1}{a}, \quad \gamma = -\frac{1}{6a} (f_{111} - \kappa f_{222} + 3f_{222} - 3\kappa f_{112}).
\]

Let \( y_A \) be the formal approximation

\[
y_A(t, \varepsilon) = \varepsilon A \left( \varepsilon t + \frac{1}{a} \varepsilon^2 t, \varepsilon^3 t \right).
\]

Then, for each \( d_0 > 0 \), there exist \( C > 0 \) and \( \varepsilon_0 > 0 \) such that the following statement holds for all \( \varepsilon \in [0, \varepsilon_0] \). If \( y = y(t; \varphi_0) \) is a solution of the DDE (23) with an initial value \( y(s; \varphi) = \varphi_0(s), s \in [0, \tau] \), which satisfies

\[
\left| \varphi_0(s) - \varepsilon A_0 \left( \varepsilon s + \frac{1}{a} \varepsilon^2 s \right) \right| \leq d_0 \varepsilon^2, \quad s \in [0, \tau],
\]

then \( y(t, \varphi_0) \) is defined for \( t \in I_r = [0, T_0/\varepsilon^3] \) and

\[
\sup_{t \in I_r} |y(t; \varphi_0) - y_A(t, \varepsilon)| \leq C \varepsilon^2.
\]

The proof of the theorem will be given in the following section.

4. Estimates for evolution operators and proof of Theorem 3.1. In this section we derive estimates for evolution operators of linear, nonautonomous DDEs (Lemmas 4.1 and 4.2) and of a weakly, nonlinearly perturbed DDE (Lemma 4.3) that enables us to prove Theorem 3.1 at the end of this section. Although the Lemmas 4.1 and 4.2 are not directly used in the proof of the theorem, they provide properties of the evolution operators that are useful in various physical applications, such as stability of synchronization in delay-coupled systems [11]. Moreover, they explain the origin of the additional smallness factor \( \varepsilon \) in the exponential growth rates that plays a crucial role for the proof of the amplitude equations estimate in Theorem 3.1.

The following Lemma 4.1 shows that a DDE of the form

\[
y'(t) = a(t)y(t) + b(t)y(t - \tau), \quad \tau = 1/\varepsilon,
\]

can be at most weakly unstable, if it has a stable instantaneous part. More precisely, the following result holds true:
Lemma 4.1. Let the linear ordinary differential equation

\[ x' = a(t)x \]  

be exponentially stable, i.e.,

\[ |x(t; x_0)| \leq Me^{-\eta t}|x_0|, \quad t \geq 0 \]

with some \( M > 0, \eta > 0 \). Here \( x(t; x_0) \) denotes a solution of (31) with an initial condition \( x(0; x_0) = x_0 \). Let also \( b(t) \) be bounded on some interval \( t \in [0, T] \) with \( |b(t)| \leq B_0 \).

Then for any smooth initial function \( \varphi(s), s \in [-\tau, 0] \), the solution of the initial value problem for the DDE (30) with initial condition \( y(s; \varphi) = \varphi(s), s \in [-\tau, 0] \) satisfies

\[ |y(t; \varphi)| \leq Le^{\ln(L) t}|\varphi|_C, \quad t \in [0, T], \]

with \( L = M (1 + B_0/\eta) \) and \( |\varphi|_C = \sup_{-\tau \leq t \leq 0} |\varphi(t)| \) denoting the supremum norm.

Proof. In order to estimate the solution of the DDE (30) on the time interval \([0, \tau]\) let us use the variation of constants formula

\[ y(t; \varphi) = \Phi(t, 0)\varphi(0) + \int_0^t \Phi(t, s)b(s)\varphi(s - \tau)ds, \]

where \( \Phi(t, s) = e^{\int_s^t a(s)ds} \). The following estimate holds true for all \( 0 \leq t \leq \tau \):

\[ |y(t; \varphi)| \leq |\Phi(t, 0)\varphi(0)| + \int_0^t |\Phi(t, s)b(s)\varphi(s - \tau)|ds \]

\[ \leq Me^{-\eta t}|\varphi|_C + MB_0 |\varphi|_C \int_0^t e^{-\eta(t-s)}ds \]

\[ = M |\varphi|_C \left( \frac{B_0}{\eta} + \left( 1 - \frac{B_0}{\eta} \right) e^{-\eta t} \right) \leq L |\varphi|_C, \]

where \( L = M (1 + B_0/\eta) \). Similarly, we show that the inequality \( |y(t; \varphi)| \leq L |\varphi|_C \) holds for \( t \in [(j - 1)\tau, j\tau] \). Hence,

\[ |y(t; \varphi)| \leq |\varphi|_C Le^{\ln(L)(j - 1)} = |\varphi|_C Le^{\ln(L)(j - 1)\tau} \leq |\varphi|_C Le^{\ln(L)t}. \]

\[ \square \]

We remark that Lemma 4.1 is also valid for systems of DDE’s. The proof is literally the same. The following Lemma gives an exponential estimate for the DDE with a nonautonomous perturbation

\[ y'(t) = ay(t) + by(t - \tau) + \varepsilon^n a_1(t)y(t) + \varepsilon^n b_1(t)y(t - \tau), \quad \tau = \frac{1}{\varepsilon}, \quad n \in \mathbb{N}. \]  

(32)

Lemma 4.2. Let \( a < 0 \) and \( |a| = |b| \). Assume also that \( a_1(t) \) and \( b_1(t) \) are continuous and uniformly bounded, i.e., there exists a constant \( M > 0 \) such that \( |a_1(t)| \leq M \) and \( |b_1(t)| \leq M \) for all \( 0 \leq t \leq T \). Then there exists an \( \varepsilon_0 > 0 \) such that, for \( 0 < 1/\tau = \varepsilon \leq \varepsilon_0 \), the solution of the initial value problem for (32) with an initial condition \( \varphi(s), s \in [-\tau, 0] \), satisfies the following estimate

\[ |y(t; \varphi)| \leq (1 + \varepsilon^n c)e^{\varepsilon^{n+1} t}|\varphi|_C, \quad 0 \leq t \leq T, \]

where \( c = \frac{2M}{|a| - 2M}\).

The proof of Lemma 4.2 will be given together with the proof of Lemma 4.3.
Remark 2. If the nonautonomous perturbations in (32) are absent and $a = -b$, then all solutions are bounded. This follows from the fact that $\frac{d}{dt}y^n(t) \leq 0$ at timepoints $t$ with $|y(t)| \geq |y(s)|$ for all earlier times $s \leq t$. For the case $a = b < 0$, the zero solution is asymptotically stable, since all eigenvalues have negative real parts.

Consider the following, weakly and nonlinearly perturbed equation:

$$y'(t) = (a + \varepsilon^n a_1(t)) y(t) + (b + \varepsilon^n b_1(t)) y(t - \tau) + \varepsilon^n g_1(\varepsilon, t) + \varepsilon^{n+1} g_2(\varepsilon, t, y(t), y(t - \tau)),$$  

where $\tau = 1/\varepsilon$. The following result gives useful a priori bounds, which will enable us to prove Theorem 3.1.

Lemma 4.3. Let $y(t) = y(t; \varphi, \varepsilon)$ be a solution of (33) with initial function $\varphi \in C((-\tau, 0], \mathbb{R})$ and $\varepsilon \in [0, r]$, $r > 0$. Let $|b| = |a|$ and $a < 0$, and let the following assumptions be fulfilled:

(i) The functions $a_1(t)$, $b_1(t)$, and $g_1(\varepsilon, t)$ are continuous and bounded with some $M > 0$, i.e., $|b_1(t)|, |a_1(t)|, |g_1(\varepsilon, t)| \leq M$, for $t \in [0, \infty)$ and $\varepsilon \in [0, r]$.

(ii) The function $(y_1, y_2) \mapsto g_2(\varepsilon, t, y_1, y_2)$ is continuous and uniformly bounded, i.e., for all $R > 0$ there exists $G(R) > 0$ such that $|g_2(\varepsilon, t, y_1, y_2)| \leq G(R)$ for all $(\varepsilon, t) \in [0, r] \times \mathbb{R}$ and $|y_1| \leq R$, $|y_2| \leq R$.

Then, for each $T_0 > 0$ and $d_0 > 0$, there exist $\varepsilon_0 > 0$, $C_0 > 0$ such that for all $\varepsilon \in [0, \varepsilon_0]$ the following statement holds: If $|\varphi|_{C, t} < d_0$, then $y(t)$ is defined for $t \in I_{\varepsilon} = [-\tau, T_0/\varepsilon^{n+1}]$ and it holds

$$|y(t)| < C_0, \quad \text{for all } t \in I_{\varepsilon}.$$

Proof. Similarly as in the proof of Lemma 4.1, we consider the integral equation

$$y(t) = \Phi(t, 0) \varphi(0) + \int_0^t \Phi(t, s)\left\{ (b + \varepsilon^n b_1(s)) y(s - \tau) + \varepsilon^n g_1(\varepsilon, s) + \varepsilon^{n+1} g_2(\varepsilon, s, y(s), y(s - \tau)) \right\} ds$$  

with $\Phi(t, s) = \exp\left( \int_s^t (a + \varepsilon^n a_1(u)) du \right)$, which is equivalent to (33) provided they both are equipped with the initial condition $\varphi(s)$ on $[-\tau, 0]$.

The remaining proof runs as follows. In step (i) we derive a function $H(C, \varepsilon_0)$ which bounds $y(t)$ as long as $|y(t)| \leq C$, $t \in I_{\varepsilon}$, and $\varepsilon \leq \varepsilon_0$. Then we show in step (ii) that there exist $C_0$ ($C_0 > d_0$) and $\varepsilon_0$ such that $H(C, \varepsilon_0) < C_0$. Therefore, $|y(t)| < C_0$ for all $t \in I_{\varepsilon}$, if $|\varphi|_{C, t} < d_0$. Indeed, if a solution passes $|y(t^*)| = C_0$ at some time $t = t^*$ and $|y(t)| < C_0$ for all $t < t^*$, the above implies $t^* \notin I_{\varepsilon}$.

Step (i). We derive the bounding function $H(C, \varepsilon_0)$. Assume a solution $y(t) = y(t; \varphi)$ of (34) with $|y(t)| \leq C$, where $|\varphi|_{C, t} < d_0$ and $0 < \varepsilon \leq \varepsilon_0 < r$ with $\varepsilon_0$ so small that $\varepsilon^n M < |b| = -a$. For $t \in [0, \tau]$ we have

$$|y(t)| \leq \Phi(t, 0) |\varphi(0)| + \int_0^t \Phi(t, s) \left\{ (b + \varepsilon^n b_1(s)) \varphi_0(s - \tau) + \varepsilon^n |g_1(\varepsilon, s)| + \varepsilon^{n+1} |g_2(\varepsilon, s, y(s), y(s - \tau))| \right\} ds$$

$$< e^{(a + \varepsilon^n M)t} d_0 + \int_0^t e^{(a + \varepsilon^n M)(t-s)} \left( (|b| + M\varepsilon^n) d_0 + \varepsilon^n M + \varepsilon^{n+1} G(C) \right) ds$$
Due to continuity of $H_c$

For the sake of brevity we write

\[ \text{Consider the rescaled error} \]

\[ R(t) = \varepsilon^{-2} (y(t) - y_A(t)) \]

Differentiating (36), taking into account that $y(t)$ satisfies (23) and $y_A(t)$ satisfies (29), we obtain the equation for the error

\[ \varepsilon^2 R'(t) = (a + a_1 \varepsilon^2) \varepsilon^2 R(t) + (\Delta + b_1 \varepsilon^2) \varepsilon^2 R(t - \tau) + f(y(t), y(t - \tau), \varepsilon^2) \]

\[ - f(y_A(t), y_A(t - \tau), \varepsilon^2) - \varepsilon^4 r(y_A(t), y_A(t - \tau), \varepsilon^2) \]

By induction we obtain for $t \in [\tau, 2\tau]$

\[ |y(t)| < (1 + c_1 \varepsilon^n) d_1 + \varepsilon^n c_2 \]

\[ = (1 + c_1 \varepsilon^n)^2 d_0 + \varepsilon^n (1 + c_1 \varepsilon^n) c_2 + \varepsilon^n c_2 =: d_2. \]

By induction we obtain for $t \in [(j - 1) \tau, j \tau]$

\[ |y(t)| < d_j = \varepsilon^n c_2 \sum_{k=0}^{j-1} (1 + c_1 \varepsilon^n)^k (1 + c_1 \varepsilon^n)^j d_0 \]

\[ = (c_2 + c_1 d_0) (1 + c_1 \varepsilon^n)^j - c_2 \]

\[ \leq \frac{c_2 + c_1 d_0}{c_1} e^{j c_1 \varepsilon^n} = \frac{c_2 + c_1 d_0}{c_1} e^{j c_1 \varepsilon^{n+1}}. \]

This implies for all $t \in I_c$:

\[ |y(t)| < \frac{c_2 + c_1 d_0}{c_1} e^{(t+\tau)c_1 \varepsilon^{n+1}} \leq \frac{c_2 + c_1 d_0}{c_1} e^{c_1 (T_0 + \varepsilon^n) : H(C, \varepsilon_0)}. \]

Hence, the function $H(C, \varepsilon_0)$ is obtained. Note the dependence of $c_2$ on $C$, where $C$ occurs only in the term $\varepsilon_0 G(C)$. Hence, for $\varepsilon_0 = 0$, the function $C \mapsto H(C, 0)$ is constant. For the case $g_1 = 0$ and $g_2 = 0$, instead of (35) we obtain that $|y(t)| \leq (1 + c_1 \varepsilon^n)^2 d_0 \leq (1 + c_1 \varepsilon^n)^e c_1 \varepsilon^{n+1} d_0$, which is the claim of Lemma 4.2.

**Step (ii).** Next, we prove the existence of $C_0$ and $\varepsilon_0 > 0$ such that the inequality $H(C_0, \varepsilon_0) < C_0$ holds. Substituting $c_1$ and $c_2$ in (35) we obtain

\[ H(C, \varepsilon_0) = \frac{1 + \varepsilon_0 G(C) + 2M d_0}{2M} \exp \left[ \frac{2M (T_0 + \varepsilon_0^n)}{|b| - \varepsilon_0^n M} \right]. \]

Now choose

\[ C_0 := 2 \frac{1 + 2M d_0}{2M} \exp \left[ \frac{2MT_0}{|b|} \right] = 2H(C_0, 0) = 2H(0, 0) > 2d_0. \]

Due to continuity of $H(C, \varepsilon_0)$ in $\varepsilon_0$, there exists $\varepsilon_0 > 0$ which satisfies $H(C_0, \varepsilon_0) < C_0$. This proves the Lemma.

Equipped with the previous result, we can prove Theorem 3.1:

**Proof.** For the sake of brevity we write $y(t) = y(t; \varphi)$ and $y_A(t) = y_A(t; \varepsilon)$. Consider the rescaled error

\[ R(t) = \varepsilon^{-2} (y(t) - y_A(t)) \]

Differentiating (36), taking into account that $y(t)$ satisfies (23) and $y_A(t)$ satisfies (29), we obtain the equation for the error

\[ \varepsilon^2 R'(t) = (a + a_1 \varepsilon^2) \varepsilon^2 R(t) + (\Delta + b_1 \varepsilon^2) \varepsilon^2 R(t - \tau) + f(y(t), y(t - \tau), \varepsilon^2) \]

\[ - f(y_A(t), y_A(t - \tau), \varepsilon^2) - \varepsilon^4 r(y_A(t), y_A(t - \tau), \varepsilon^2) \].
Since the nonlinearity \( f \) contains terms at least cubic in \( y(t) \) and \( y(t - \tau) \), we have
\[
    f \left( y(t), y(t - \tau), \varepsilon^2 \right) - f \left( y_A(t), y_A(t - \tau), \varepsilon^2 \right)
\]
\[
= \varepsilon^2 \partial_1 f \left( y_A(t), y_A(t - \tau), 0 \right) R(t) + \varepsilon^2 \partial_2 f \left( y_A(t), y_A(t - \tau), 0 \right) R(t - \tau)
\]
\[
+ H \left( y_A(t), y_A(t - \tau), R(t), R(t - \tau), \varepsilon \right).
\]
Defining the functions \( a_2, b_2 \) and \( N \) via
\[
    \partial_1 f \left( y_A(t), y_A(t - \tau), 0 \right) = \varepsilon^2 a_2(t), \quad \partial_2 f \left( y_A(t), y_A(t - \tau), 0 \right) = \varepsilon^2 b_2(t),
\]
\[
    H \left( y_A(t), y_A(t - \tau), R(t), R(t - \tau), \varepsilon \right) = \varepsilon^5 N \left( \varepsilon, t, R(t), R(t - \tau) \right),
\]
we see that \( a_2(t) \) and \( b_2(t) \) are bounded for \( t \in I_\varepsilon \) uniformly in \( \varepsilon \). Moreover, the nonlinear function \( N \) satisfies the assumption (ii) of Lemma 4.3. The equation for the error becomes
\[
    R'(t) = \left( a + \varepsilon^2 \left( a_1 + a_2(t) \right) \right) R(t) + \left( a\kappa + \varepsilon^2 \left( b_1 + b_2(t) \right) \right) R(t - \tau)
\]
\[
- \varepsilon^2 r \left( y_A(t), y_A(t - \tau), \varepsilon^2 \right) + \varepsilon^3 N \left( \varepsilon, t, R(t), R(t - \tau) \right),
\]
with initial condition
\[
    R(s) = R_0(s) = \varepsilon^{-2} \left( \varphi(s) - y_A(s) \right), \quad s \in [0, \tau].
\]
Applying Lemma 4.3 for the case \( n = 2 \), \( g_1 = -r \), \( g_2 = N \), we obtain that for each \( T_0 > 0 \) and \( d_0 > 0 \) that there exist \( \varepsilon_0, C > 0 \) such that for all \( \varepsilon \in [0, \varepsilon_0] \) the following statement holds: If \( |R_0|_C \leq d_0 \), i.e., \( \sup_{s \in [0, \tau]} |\varphi(s) - y_A(s)| \leq d_0 \varepsilon^2 \), then
\[
    |R(t; R_0)| \leq C, \quad \text{for all } t \in I_\varepsilon.
\]
Thus, \( y(t) = y_A(t) + \varepsilon^2 R(t) \) exists for \( t \in I_\varepsilon \) and
\[
    |y(t) - y_A(t)| = \varepsilon^2 |R(t)| \leq C \varepsilon^2, \quad \text{for all } t \in I_\varepsilon.
\]
This proves the theorem. \( \square \)

5. Example and discussion. In order to illustrate the obtained results, let us consider the following DDE
\[
    y'(t) = -0.999 y(t) - y(t - \tau) - 0.5 y^3(t), \quad \tau = 100.
\]
(37)
In terms of the previous sections, this means,
\[
    \varepsilon = \frac{1}{\tau} = 0.01, \quad a = b = -1, \quad \kappa = 1, \quad a_1 = 10, \quad b_1 = 0, \quad f \left( y_1, y_2, \varepsilon^2 \right) = -0.5 y_1^3.
\]
The corresponding amplitude equation is
\[
    \frac{\partial A}{\partial \theta} = \frac{1}{2} \frac{\partial^2 A}{\partial x^2} + \frac{\partial A}{\partial x} + 10A - \frac{1}{2} A^3,
\]
(38)
with the antiperiodicity condition
\[
    A_0(x) = -A_0(x + 1).
\]
(39)
For the following initial condition \( A_0(x) = -\cos(\pi x) \), the solution of (38)–(39) is shown in Fig 3(b) as a gray-scaled plot. The corresponding solution for the DDE (37) in the coordinates \( x = \varepsilon t + \frac{1}{\varepsilon^2} t, \theta = \varepsilon^3 t \) is shown in Fig 3(a). We note that both solutions show the same behavior as predicted by the theory. For more numerical examples, we refer to the papers [6, 30].
Figure 3. Chart (a) shows evolution for DDE (37) in the rescaled coordinates $x = (\varepsilon + \varepsilon^2/a)t$, $\theta = \varepsilon^3 t$. Chart (b) shows the evolution of the amplitude equation (38)-(39). The magnitude of the solution is indicated by the different shades of gray.

Let us mention some possible generalization of our results. Suppose that the DDE has a small and slow nonautonomous perturbation of the form $\varepsilon^3 h(\varepsilon t + \varepsilon^2 t/a, \varepsilon^3 t)$, i.e.,

$$y'(t) = g(y(t), y(t - \tau)) + \varepsilon^3 h(\varepsilon t + \varepsilon^2 t/a, \varepsilon^3 t),$$

with $h(x, \theta) = -\kappa h(x + 1, \theta)$. Then the same procedure is applicable for (40) and, as a result, the nonautonomous and nonhomogeneous partial differential equation

$$\frac{\partial u}{\partial \theta} = \alpha \frac{\partial^2 u}{\partial x^2} + \beta \frac{\partial u}{\partial x} + pu + \gamma u^3 + h(x, \theta)$$

appears as the amplitude equation. If $h$ is independent of $\theta$, then the dynamics of (41) is that of a traveling gradient flow. Indeed, defining $\tilde{u}(x, \theta) = u(\theta, x + \beta \theta)$, we find

$$\frac{\partial \tilde{u}}{\partial \theta} = \alpha \frac{\partial^2 \tilde{u}}{\partial x^2} + p\tilde{u} + \gamma \tilde{u}^3 + h(x),$$

which is the $L^2$-gradient flow for the energy functional

$$E(\tilde{u}) = \int_0^1 \left( \frac{\alpha}{2} \left| \frac{\partial \tilde{u}}{\partial x} \right|^2 - \frac{p}{2} \tilde{u}^2 - \frac{\gamma}{4} \tilde{u}^4 - h\tilde{u} \right) dx.$$ 

Hence, for $\gamma < 0$ the global attractor for (42) contains spatially (anti-)periodic traveling waves $u(x, \theta) = U(x + \beta \theta)$ and heteroclinic connections between them, cf. [4]. Of course, considering a forcing $h(x, \theta)$ with nontrivial $\theta$-dependence opens up the possibility of a much richer dynamical behavior and to implement suitable control mechanisms to stabilize desirable patterns.

The generalization of the presented results to the case of systems of DDEs is still open. In particular, Lemma 4.3 depends essentially on the scalar nature of the problem. Systems possess some interesting features that are not present in scalar DDEs, for example, Turing destabilization [30]. Another interesting extension concerns DDEs with multiple delays. Some preliminary results on the spectrum of such systems are obtained in [13].
REFERENCES

[1] S.-N. Chow, J. K. Hale and W. Huang, From sine waves to square waves in delay equations, Proc. Roy. Soc. Edinburgh Sect. A, 120 (1992), 223–229.
[2] S.-N. Chow, X.-B. Lin and J. Mallet-Paret, Transition layers for singularly perturbed delay differential equations with monotone nonlinearities, J. Dynam. Diff. Equations, 1 (1989), 3–43.
[3] P. Collet and J. Eckmann, The time dependent amplitude equation for the Swift-Hohenberg problem, Comm. Math. Phys., 132 (1996), 139–153.
[4] B. Fiedler, C. Rocha and M. Wolfrum, Heteroclinic orbits between rotating waves of semilinear parabolic equations on the circle, J. Differential Equations, 201 (2004), 99–138.
[5] G. Friesecke and R. L. Pego, Solitary waves on FPU lattices. I. Qualitative properties, renormalization and continuum limit, Nonlinearity, 12 (1999), 1601–1627.
[6] G. Giacomelli and A. Politi, Multiple scale analysis of delayed dynamical systems, Phys. D, 117 (1998), 26–42.
[7] G. Giacomelli and A. Politi, Relationship between delayed and spatially extended dynamical systems, Phys. Rev. Lett., 76 (1996), 2686–2689.
[8] J. Giannoulis and A. Mielke, Dispersive evolution of pulses in oscillator chains with general interaction potentials, Discrete Contin. Dyn. Syst. Ser. B, 6 (2006), 493–523.
[9] J. Giannoulis and A. Mielke, The nonlinear Schrödinger equation as a macroscopic limit for an oscillator chain with cubic nonlinearities, Nonlinearity, 17 (2004), 551–565.
[10] J. Hale and W. Huang, Periodic solutions of singularly perturbed delay equations, Z. Angew. Math. Phys., 47 (1996), 57–88.
[11] S. Heiligenthal, Th. Dahms, S. Yanchuk, Th. Jüngling, V. Flunkert, I. Kanter, E. Schöll and W. Kinzel, Strong and weak chaos in nonlinear networks with time-delayed couplings, Phys. Rev. Lett., 107 (2011), 234102.
[12] W. Huang, Stability of square wave periodic solution for singularly perturbed delay differential equations, J. Differential Equations, 168 (2000), 239–269.
[13] O. D’Huys, S. Zeeb, Th. Jüngling, S. Heiligenthal, S. Yanchuk and W. Kinzel, Synchronisation and scaling properties of chaotic networks with multiple delays, EPL (Europhysics Letters), 103 (2013), 10013.
[14] A. F. Ivanov and A. N. Sharkovsky, Oscillations in singularly perturbed delay equations, in Dynamics Reported. Expositions in Dynamical Systems (eds. C. K. R. T. Jones, U. Kirchgraber and H. O. Walther), Springer-Verlag, 1992, 164–224.
[15] S. A. Kashchenko, The Ginzburg-Landau equation as a normal form for a second-order difference-differential equation with a large delay, Comput. Meth. Math. Phys., 38 (1998), 443–451.
[16] P. Kirrmann, G. Schneider and A. Mielke, The validity of modulation equations for extended systems with cubic nonlinearities, Proc. Roy. Soc. Edinburgh Sect. A, 122 (1992), 85–91.
[17] B. Krauskopf and D. Lenstra, editors, Fundamental Issues of Nonlinear Laser Dynamics, AIP Conference Proceedings, 548, AIP, New York, 2000.
[18] M. Lichtner, M. Wolfrum and S. Yanchuk, The spectrum of delay differential equations with large delay, SIAM J. Math. Anal., 43 (2011), 788–802.
[19] J. Mallet-Paret and R. D. Nussbaum, Global continuation and asymptotic behaviour for periodic solutions of a differential-delay equation, Ann. Mat. Pur. Appl., 145 (1986), 33–128.
[20] J. Mallet-Paret and R. D. Nussbaum, A differential delay equations arising in optics and physiology, SIAM J. Math. Anal., 20 (1989), 249–292.
[21] A. Mielke, editor, Analysis, Modeling and Simulation of Multiscale Problems, Springer-Verlag, Berlin, 2006.
[22] A. Mielke, Deriving amplitude equations via evolutionary Γ-convergence, WIAS-preprint 1914 (2014), submitted to Discrete Contin. Dyn. Syst. Ser. B.
[23] A. Mielke, The Ginzburg-Landau equation in its role as a modulation equation, in Handbook of Dynamical Systems, Vol. 2, North-Holland, Amsterdam, 2002, 759–834.
[24] A. Mielke, G. Schneider and A. Ziegra, Comparison of inertial manifolds and application to modulated systems, Math. Nachr., 214 (2000), 53–69.
[25] A. C. Newell and J. A. Whitehead, Finite bandwidth, finite amplitude convection, J. Fluid Mech., 38 (1969), 279–303.
[26] G. Schneider, A new estimate for the Ginzburg-Landau approximation on the real axis, *J. Nonlinear Sci.*, 4 (1994), 23–34.

[27] J. Sieber, M. Wolfrum, M. Lichtner and S. Yanchuk, On the stability of periodic orbits in delay equations with large delay, *Discrete Contin. Dyn. Syst. A.*, 33 (2013), 3109–3134.

[28] M. C. Soriano, J. García-Ojalvo, C. R. Mirasso and I. Fischer, Complex photonics: Dynamics and applications of delay-coupled semiconductors lasers, *Rev. Mod. Phys.*, 85 (2013), 421–470.

[29] A. van Harten, On the validity of the Ginzburg-Landau equation, *J. Nonlinear Sci.*, 1 (1991), 397–422.

[30] M. Wolfrum and S. Yanchuk, Eckhaus instability in systems with large delay, *Phys. Rev. Lett.*, 96 (2006), 220201.

[31] M. Wolfrum, S. Yanchuk, P. Hövel and E. Schöll, Complex dynamics in delay-differential equations with large delay, *Eur. Phys. J. Special Topics*, 191 (2010), 91–103.

Received August 2013; revised June 2014.

E-mail address: yanchuk@math.hu-berlin.de
E-mail address: luecken@math.hu-berlin.de
E-mail address: wolfrum@wias-berlin.de
E-mail address: alexander.mielke@wias-berlin.de