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Abstract

In this paper, we prove global gradient estimates for solutions to linear elliptic and parabolic equations. For a sufficiently smooth bounded convex domain $\Omega \subset \mathbb{R}^N$, we show that a solution $\phi \in W^{1,\infty}_0(\Omega)$ to an appropriate elliptic equation $L\phi = F$, with $F \in L^\infty(\Omega; \mathbb{R})$, satisfies $|\nabla \phi|_\infty \leq C|F|_\infty$, with a positive constant $C = \exp(C(L)\text{diam}(\Omega))$. We also obtain similar estimates in the parabolic setting. The proof of these exponential bounds relies on global gradient estimates inspired by a series of papers by Ben Andrews and Julie Clutterbuck. This work is motivated by a dual version of the Landis conjecture.
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1 Introduction: The Landis conjecture as a motivation

In the late 1960s, see [KL88], Evgeni Landis conjectured the following result.

Conjecture 1.1 (“Qualitative” Landis conjecture). For a potential $V \in L^\infty(\mathbb{R}^N)$, if $u$ is a solution to the Schrödinger elliptic equation

$$-\Delta u + V(x)u = 0 \text{ in } \mathbb{R}^N,$$

and $u$ satisfies the exponential decay estimate

$$\exists C, \varepsilon > 0, \forall x \in \mathbb{R}^N, |u(x)| \leq C \exp(-|x|^{1+\varepsilon}),$$

then

$$u \equiv 0.$$
The Landis’ conjecture was latter disproved by Viktor Meshkov in 1991, see [Mes91], who constructed non-trivial complex-valued functions \( u \) and \( V \), satisfying (1) in \( \mathbb{R}^2 \), with \( V \) bounded and such that \(|u(x)| \leq C \exp(-|x|^{4/3})\). He also proved the following qualitative unique continuation result: for \( N \geq 1 \), if \( u \) satisfies (1) with \( V \in L^\infty(\mathbb{R}^N) \) and \(|u(x)| \leq C \exp(-|x|^{4/3+\varepsilon})\) then \( u \equiv 0 \).

The conjecture has been brought back to attention in 2000’s by the works of Jean Bourgain and Carlos Kenig, see [BK05]. In [Ken06], the author improves Meshkov’s qualitative unique continuation result in the case of real-valued functions, pushing the decay condition up to \(|u(x)| \leq C \exp(-|x|^{4/3} \log(|x|))\). However, there is not an analogue of Meshkov’s counterexample for real-valued \( u \) and \( V \). This fact led Carlos Kenig to ask in [Ken06, Question 1] whether, for real-valued \( u \) and \( V \) satisfying (1), the condition (2) necessarily implies \( u \equiv 0 \). This conjecture is still open nowadays, except for particular situations that we describe in the next paragraphs.

In [KSW15], Carlos Kenig, Luis Silvestre and Jenn-Nan Wang prove “quantitative” Landis conjecture in the plane \( \mathbb{R}^2 \), assuming that \( V \geq 0 \). Observe that in this case the “quantitative” Landis conjecture is actually trivial by applying the maximum principle. The main contribution of [KSW15] is the derivation of quantitative unique continuation for non-trivial solution \( u \) to (1): If \(|u(z)| \leq \exp(C|z|)\) then

\[
\exists R_0 > 0, \forall R \geq R_0, \inf_{|z_0| = R} \sup_{|z| < 1} |u(z)| \geq \exp(-CR \log(R)).
\] (3)

Actually, they prove (3) for solution to more general elliptic operators i.e. \( \mathcal{L}u = -\Delta u - \nabla \cdot (Wu) + Vu \), with \( V, W \) bounded, real-valued and \( V \geq 0 \). Note that in this case, \( \mathcal{L} \) does not satisfy the maximum principle a priori, see [GT83, Chapter 8, Section 8.1]. The article [KSW15] actually leads to a series of papers [KW15, DZ18, DZ19, Dav20, DW20].

In [Ros18], for a general elliptic operator \( \mathcal{L} \), Luca Rossi proves the Landis conjecture with a sharp rate of decay in the following cases: \( N = 1 \), or \( u \) is radial or \( \mathcal{L} \) is radial or \( u \geq 0 \) or \( \lambda_1(\mathcal{L}) \geq 0 \) where \( \lambda_1(\mathcal{L}) \) is the generalized principal eigenvalue of \( \mathcal{L} \), see also the article [ABG19] for a probabilistic proof to some of these previous results.

In the one-dimensional case, we present an elementary proof of the Landis conjecture, relying on some kind of duality argument, communicated by Michel Pierre. This proof actually motivates our present work.

**Theorem 1.2.** Let \( W, V \in L^\infty(\mathbb{R}; \mathbb{R}) \) and \( u \) be a solution to

\[-u'' - (Wu)' + Vu = 0,\] (4)

satisfying the exponential decay (2). Then \( u \equiv 0 \).

**Proof.** We introduce the function \( \text{sign} \)

\[
\forall s \in \mathbb{R}, \quad \text{sign}(s) = s \text{ if } s \geq 0, \quad -s \text{ if } s < 0.
\] (5)

For the proof, we assume that \( W \) and \( V \) are continuous bounded functions but the arguments can be easily adapted to the more general case \( W, V \in L^\infty(\mathbb{R}; \mathbb{R}) \).

Let \( R > 0 \) and let us solve the following evolution problem of second order

\[-\phi'' + W\phi' + V\phi = \text{sign}(u), \quad \phi(-R) = \phi'(-R) = 0.\] (6)

By Cauchy-Lipschitz theorem, the solution to (6) is global.

We rewrite (6) as an ordinary differential equation of first order

\[
\Phi' = M\Phi + \Theta, \quad \Phi(-R) = 0,
\] (7)
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By Gronwall’s estimate applied to (7), we show that there exists \( C > 0 \) such that
\[
\forall x \in [-R, +\infty), \ |\Phi(x)| = |\phi(x)| + |\phi'(x)| \leq C \exp(C|x|).
\] (9)

Let \( 1 \leq x_1 \leq x_2 \in \mathbb{R} \). By using (4), (2), we have
\[
|u'(x_2) - u'(x_1)| = \left| \int_{x_1}^{x_2} u'' \right| = \left| \int_{x_1}^{x_2} -(Wu)'(x) + V(x)u(x)dx \right|
\leq |W(x_2)u(x_2) - W(x_1)u(x_1)| + C \left| \int_{x_1}^{x_2} xe^{-x^{1+\varepsilon}} dx \right|
\leq |W(x_2)u(x_2) - W(x_1)u(x_1)| + C \left( e^{-x_1^{1+\varepsilon}} - e^{-x_2^{1+\varepsilon}} \right). \tag{10}
\]

This implies that \( u'(x) \) admits a limit near \( +\infty \) by Cauchy’s criteria and this limit is necessary 0 because \( \lim_{x \to +\infty} u(x) = 0 \). Moreover, by passing to the limit \( x_2 \to +\infty \) in (10), we find that
\[
\forall x \in [1, +\infty), \ |u'(x)| \leq C \exp(-|x|^{1+\varepsilon}). \tag{11}
\]

So by multiplying (6) by \( u \) then integrate between \((-R, R)\) and integrate by parts, using (4), we find
\[
\int_{-R}^{R} |u| = -\phi'(R)u(R) + \phi'(-R)u(-R) + \phi(R)u'(R) - \phi(-R)u'(-R)
+ W(R)u(R)\phi(R) - W(-R)u(-R)\phi(-R). \tag{12}
\]

So by letting \( R \to +\infty \) in (12), using \( \phi(-R) = \phi'(R) = 0 \), (9) and (11), we get
\[
\int_{-\infty}^{+\infty} |u| = 0. \tag{13}
\]

Then \( u \equiv 0 \). \hfill \Box

The crucial point in the previous proof is the derivation of exponential bounds for the solution \( \phi \) and its derivative \( \phi' \) of the adjoint equation (6). They are obtained in (9) by using classical Gronwall’s estimate, remarking that in the one dimensional case, an elliptic operator can always be seen as an evolution operator.

The main goal of the paper is to see to what extent we can extend these \( L^\infty \) exponential bounds for solutions to elliptic equations and parabolic equations in the multi-dimensional case, see Theorem 2.1 and Theorem 2.2 below.

2 Main results

2.1 Statement of the main results

Let \( \Omega \) be a smooth open bounded strictly convex domain of \( \mathbb{R}^N \) with \( N \geq 1 \). We will use the notation \( \text{diam}(\Omega) \) for the diameter of \( \Omega \), \( \text{diam}(\Omega) = \sup\{||y - x|| : x, y \in \Omega\} \).

The first main result of the paper is an estimation of the growth of the gradient of a solution to a linear elliptic equation, posed in \( \Omega \), with homogeneous Dirichlet boundary conditions.
Theorem 2.1. Let $W \in L^\infty(\Omega; \mathbb{R}^N)$, $V \in L^\infty(\Omega; \mathbb{R}^+)$ and $F \in L^\infty(\Omega; \mathbb{R})$. Let $\phi$ be the real-valued solution to the boundary elliptic problem

$$\begin{cases}
-\Delta \phi + W \cdot \nabla \phi + V \phi = F \quad \text{in } \Omega,
\phi = 0 \quad \text{on } \partial \Omega.
\end{cases} \quad (14)$$

Then there exists an universal positive constant $C > 0$ depending on $N$ such that

$$\forall x \in \Omega, \ |\nabla \phi(x)| \leq \exp \left( C \left( 1 + \|W\|_{L^\infty} + \|V\|_{L^\infty}^{1/2} \right) \text{diam}(\Omega) \right) \|F\|_{L^\infty}. \quad (15)$$

Before continuing, let us make some comments on Theorem 2.1.

- For homogeneous Neumann boundary conditions on $\phi$, we can also prove Theorem 2.1, but only for potential $V = 0$.

- By using the homogeneous Dirichlet boundary conditions for $\phi$, it is easy to deduce from (15) the following estimate

  $$\|\phi\|_{W^{1,\infty}_0(\Omega)} \leq \exp \left( C \left( 1 + \|W\|_{L^\infty} + \|V\|_{L^\infty}^{1/2} \right) \text{diam}(\Omega) \right) \|F\|_{L^\infty}. \quad (16)$$

- Let us remark that (14) is well-posed because of the sign condition on the potential $V$, according to [GT83, Chapter 8, Section 8.2]. From maximal elliptic regularity in $L^p$, $1 < p < +\infty$, see [GT83, Chapter 9, Section 9.5, Theorem 9.11] applied to the elliptic equation (14), we already know that there exists a positive constant $C = C(\Omega, \|W\|_{L^\infty}, \|V\|_{L^\infty}^p) > 0$ such that

  $$|\phi|_{W^{2,p}(\Omega)} \leq C \|F\|_{L^\infty(\Omega)}.$$

So by taking $p$ sufficiently large, using $W^{2,p}(\Omega) \hookrightarrow W^{1,\infty}(\Omega)$, see [GT83, Chapter 7, Section 7.11], we obtain for some other positive constant $C = C(\Omega, \|W\|_{L^\infty}, \|V\|_{L^\infty}) > 0$,

$$|\phi|_{W^{1,\infty}(\Omega)} \leq C \|F\|_{L^\infty(\Omega)}.$$

The main interest of (15) is to make the constant $C$ explicit in function of the data of the problem, i.e. $\Omega, W$ and $V$. Moreover, the elliptic operator in (14) is of order two while $W \cdot \nabla \phi$ and $V \phi$ are respectively of order one and zero so (15) seems to be the good scaling as an ordinary differential argument would suggest.

- When one look at the expected $L^\infty$-bound on the gradient of $\phi$, i.e. (15), where $\phi$ is a solution to an elliptic equation, one can try to use Bernstein estimates, see [GT83, Chapter 15, Section 15.1]. Indeed, roughly speaking, Bernstein’s idea consists in observing that the gradient of a solution to an elliptic equation satisfies also an elliptic equation itself then one can apply classical maximum principle. Unfortunately, this strategy can only be employed for sufficiently smooth coefficients in the elliptic equation, which is not a priori the case in (14).

- For $V \in L^\infty(\Omega; \mathbb{R})$ without sign condition, if $\phi$ satisfies (14), proving an exponential bound as (15) is actually an interesting open problem.

The second main result of the paper is an estimation of the growth of the gradient of a solution to a linear parabolic equation, posed in the parabolic cylinder $Q_T := (0, T) \times \Omega$ for $T > 0$, with homogeneous Dirichlet boundary conditions on the parabolic boundary $\Sigma_T := (0, T) \times \partial \Omega$. 
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Theorem 2.2. Let \( W \in L^\infty(\Omega; \mathbb{R}^N) \), \( V \in L^\infty(\Omega; \mathbb{R}) \), \( F \in L^\infty(Q_T; \mathbb{R}) \) and \( \phi_0 \in W_0^{1,\infty}(\Omega) \). Let \( \phi \) be the real-valued solution to the parabolic equation
\[
\begin{align*}
\partial_t \phi - \Delta \phi + W \cdot \nabla \phi + V \phi &= F & \text{in } Q_T, \\
\phi &= 0 & \text{on } \Sigma_T, \\
\phi(0, \cdot) &= \phi_0 & \text{in } \Omega.
\end{align*}
\] (16)

Then there exists an universal positive constant \( C > 0 \) depending on \( N \) such that for every \( t \geq 0 \),
\[
\| \nabla \phi(t, \cdot) \|_\infty \leq \exp \left( C \left( T \| V \|_\infty + \left( 1 + \| W \|_\infty + \| V \|_\infty^{1/2} \right) \text{diam}(\Omega) \right) \right) \left( \| \nabla \phi_0 \|_\infty + \| F \|_\infty \right). \] (17)

Before continuing, let us make some comments on Theorem 2.2.

- For \( V = 0 \), we can also prove Theorem 2.2 for \( W \in L^\infty(Q_T; \mathbb{R}^N) \). We expect that the result of Theorem 2.2 is also true for \( W \in L^\infty(Q_T; \mathbb{R}^N) \), \( V \in L^\infty(Q_T; \mathbb{R}) \), see Remark 3.3 below.
- For homogeneous Neumann boundary conditions on \( \phi \), we can also prove Theorem 2.2, but only for potential \( V = 0 \).
- As for the elliptic case, the constant appearing in the estimate (17) seems to have the good scaling in time and space. Indeed, the first term \( \exp(CT \| V \|_\infty) \) is due to the natural dissipation in time of the differential operator \( \partial_t + V \) while the second term comes from the fact that the elliptic operator \( -\Delta + W \cdot \nabla + V \) is of order two in space and \( W \cdot \nabla \), \( V \) are respectively perturbations of order one and order zero.
- For \( F = 0 \) and \( V = 0 \), the estimate (17) has to be linked to the classical \( L^2 \) dissipation estimate
\[
\| \phi(T, \cdot) \|_{L^2(\Omega)} + \| \nabla \phi \|_{L^2(Q_T)} \leq \exp \left( C \| W \|_{L^\infty}^2 T \right) \| \phi_0 \|_{L^2(\Omega)},
\] (18)

obtained by multiplication of (16) by \( \phi \), Young’s inequality and Gronwall’s lemma. First, the estimate (18) is not as accurate as (17) for large values of \( \| W \|_{L^\infty} \). Secondly and more surprising, the estimate (17) does not depend on the size of the time interval \( (0, T) \).
- Comparing to the elliptic case, we do not impose sign condition on the potential \( V \) because we can always assume that \( V \geq 0 \), considering the parabolic equation satisfied by \( \exp(-t|V|_\infty) \phi \).

2.2 Strategy of the proofs and organization of the paper

To prove Theorem 2.1, Theorem 2.2, we use gradient estimates inspired by a series of paper from Andrews and Clutterbuck, see [AC09a, AC09b] and the nice survey [And12] for an introduction to such a technique. Basically, the crucial idea is to remark that the modulus of continuity of the solution to an elliptic equation, respectively a parabolic equation, is also a solution to an elliptic equation, respectively parabolic equation itself. So, applying maximum principle, one can deduce pointwise bounds on the modulus of continuity therefore pointwise bounds on the gradient. This is done in Section 3.1 for the elliptic case and in Section 3.2 for the parabolic case.

In Section 4, we discuss some applications of Theorem 2.1 to weak quantitative unique continuation in \( L^1 \) for elliptic equations. To do this, we use a duality argument similar to the one performed in the proof of Theorem 1.2.
3 Proof of the main results

3.1 Proof of the exponential bound for solution to elliptic equation

The goal of this section is to prove Theorem 2.1.

We first prove Theorem 2.1 in the special case $V = 0$ and homogeneous Neumann boundary conditions. Secondly, we make a small adaptation for obtaining Theorem 2.1 in the case $V = 0$ and homogeneous Dirichlet boundary conditions. Finally, we prove Theorem 2.1 in the case $V \geq 0$ and homogeneous Dirichlet boundary conditions.

Proof of Theorem 2.1 for $V = 0$ and the homogeneous Neumann boundary case. We denote $R := \text{diam}(\Omega)$.

Let $\phi$ be the solution of (14), with homogeneous Neumann boundary conditions and with $V = 0$.

Let us set
\[
\forall (x, y) \in \overline{\Omega} \times \overline{\Omega}, \ Z(x, y) := \phi(y) - \phi(x) - 2\varphi \left( \frac{|y - x|}{2} \right), \tag{19}
\]
where $\varphi$ is the solution to the following ordinary differential equation
\[
\begin{cases}
-\varphi'' = (|W|_\infty + 1)\varphi' + 2|F|_\infty & \text{in } (0, +\infty), \\
\varphi(0) = 0, \ \varphi'(0) = \lambda,
\end{cases} \tag{20}
\]
with $\lambda > 0$ that will be fixed later to ensure that
\[
\varphi' > 0 \text{ in } (0, R). \tag{21}
\]

We split the proof in three main steps.

Step 1: $Z$ is nonpositive.

The goal of this step is to prove that
\[
\forall (x, y) \in \overline{\Omega} \times \overline{\Omega}, \ Z(x, y) \leq 0. \tag{22}
\]

The function $Z$ is continuous on the compact set $\overline{\Omega}^2$, so admits a maximum attained at $(x_0, y_0) \in \overline{\Omega}^2$.

If $x_0 = y_0$ then $Z(x_0, y_0) \leq 0$ because $\varphi(0) = 0$ so (22) holds.

If $y_0 \in \partial \Omega$ then
\[
D_{\nu_{y_0}} Z(x_0, y_0) = D_{\nu_{y_0}} \phi(y_0) - \varphi' \left( \frac{y_0 - x_0}{|y_0 - x_0|} \right) \cdot \nu_{y_0} \leq -\varphi' \left( \frac{y_0 - x_0}{|y_0 - x_0|} \right) \cdot \nu_{y_0} < 0,
\]
because of the homogeneous Neumann boundary conditions, the strict convexity of $\Omega$, implying that $\frac{|y_0 - x_0|}{|y_0 - x_0|} \cdot \nu_{y_0} < 0$ and $\varphi' > 0$. We then deduce that $Z(x_0, y_0 - s\nu_{y_0}) > Z(x_0, y_0)$ for $s > 0$ sufficiently small, which contradicts the definition of the maximum.

If $x_0 \in \partial \Omega$, the same arguments work.

Now we can assume that $(x_0, y_0)$ belong to the open set $\Omega \times \Omega$. By optimality conditions, we have
\[
\partial_x Z(x_0, y_0) = \partial_y Z(x_0, y_0) = 0 \text{ and } \text{Hess}(Z)(x_0, y_0) \text{ is nonpositive.}
\]

In particular, we can choose an orthonormal basis $(e_i)_{1 \leq i \leq n}$ with $e_n = \frac{y_0 - x_0}{|y_0 - x_0|}$ and
\[
\begin{align*}
\frac{d^2}{ds^2} Z(x_0 + se_n, y_0 - se_n)|_{s=0} & \leq 0, \tag{23} \\
\frac{d^2}{ds^2} Z(x_0 + se_i, y_0 + se_i)|_{s=0} & \leq 0, \text{ } i = 1, \ldots, n - 1. \tag{24}
\end{align*}
\]
The vanishing of the first derivatives gives
\[ \nabla \phi(y_0) = \phi' e_n, \quad \nabla \phi(x_0) = \phi' e_n. \] (25)

Along the path \((\hat{x}, \hat{y}) = (x_0 + se_i, y_0 + se_i)\), the distance \(|\hat{y} - \hat{x}|\) is constant, so for \(i \neq n\), by (24), we have
\[ 0 \geq \frac{d^2}{ds^2} Z(x_0 + se_i, y_0 + se_i)|_{s=0} = \partial_i \partial_i \phi(y_0) - \partial_i \partial_i \phi(x_0). \] (26)

Along the path \((\hat{x}, \hat{y}) = (x_0 + se_n, y_0 - se_n)\), we have \(\frac{d}{ds}|\hat{y} - \hat{x}| = -2\) and \(\frac{d^2}{ds^2}|\hat{y} - \hat{x}| = 0\) so by (23), we have
\[ 0 \geq \frac{d^2}{ds^2} Z(x_0 + se_n, y_0 - se_n)|_{s=0} = \partial_n \partial_n \phi(y_0) - \partial_n \partial_n \phi(x_0) - 2\phi''. \] (27)

We sum (26) for \(1 \leq i \leq n - 1\) and we add (27), then we use (14), (20), (25) and (21) to get
\[ 0 \geq \Delta \phi(y_0) - \Delta \phi(x_0) - 2\phi'' \] 
\[ \geq -F(y_0) + W(y_0) \cdot \nabla \phi(y_0) + F(x_0) - W(x_0) \cdot \nabla \phi(x_0) + 2(|W|_\infty + 1) \phi' + 4|F|_\infty \] 
\[ \geq -2|F|_\infty + (W(y_0) - W(x_0)) \cdot \phi' e_n + 2(|W|_\infty + 1) \phi' + 4|F|_\infty \] 
\[ \geq 2|F|_\infty - 2|W|_\infty \phi' + 2(|W|_\infty + 1) \phi' > 0. \]

This is a contradiction. So \((x_0, y_0) \notin \Omega \times \Omega\)

Therefore, the maximum is attained for \(x_0 = y_0\) then \(Z \leq 0\) which is the conclusion of Step 1.

**Step 2: Explicit form of \(\phi\).**

From (20), an easy computation leads to
\[ \exists A, B \in \mathbb{R}, \forall x \in [0, +\infty), \quad \phi(x) = A + Be^{-||W||_\infty x + 1}x - 2\frac{|F|_\infty x}{(|W|_\infty + 1)}. \] (28)

The condition \(\phi(0) = 0\) implies \(A + B = 0\). The condition (21) gives
\[ \forall x \in [0, R], \quad \phi'(x) = -B(|W|_\infty + 1)e^{-||W||_\infty x + 1}x - 2\frac{|F|_\infty}{(|W|_\infty + 1)} > 0 \]

It is sufficient to ensure that \(\phi'(R) > 0\), so
\[ -B(|W|_\infty + 1)e^{-||W||_\infty + 1}R > 2\frac{|F|_\infty}{(|W|_\infty + 1)}, \]

This last condition is fulfilled for instance with
\[ B = -4\frac{|F|_\infty}{(|W|_\infty + 1)^2}e^{||W||_\infty + 1}R, \]

therefore by taking
\[ \phi'(0) = \lambda = 2\frac{|F|_\infty}{(|W|_\infty + 1)}e^{||W||_\infty + 1}R, \] (29)

the condition (21) is satisfied.

**Step 3: Gradient estimate.**

From Step 1, we have (22), i.e. \(Z\) stays non-positive where \(Z\) is defined in (19). So by letting \(y \to x\), we deduce from (29) and \(\phi(0) = 0\)
\[ \forall x \in \Omega, \quad |\nabla \phi(x)| \leq \phi'(0) \leq C \|F\|_{L_\infty} e^{C(||W||_{L_\infty + 1})R}, \]

which is exactly the desired bound (15).
By looking at the previous proof of Theorem 2.1 when $V = 0$ and for homogeneous Neumann boundary conditions, we see that the homogeneous Dirichlet case can be treated in exactly the same way except when $x_0 \in \partial \Omega$ or $y_0 \in \partial \Omega$. So we only treat this case in the following proof.

**Proof of Theorem 2.1 for $V = 0$ and the homogeneous Dirichlet boundary case.** We split the proof in two steps.

**Step 1:** A ponctual bound for $\phi$. First, we show that
\[
\forall x \in \Omega, \quad |\phi(x)| \leq \varphi(d(x)),
\]
where $d(x) = \text{dist}(x, \partial \Omega)$ and $\varphi$ is defined in (20).

Let us fix $y \in \partial \Omega$, we set $v(x) = \varphi((x - y) \cdot \nu(y))$. We have
\[
-\Delta v = -\nabla \cdot (\nu(y) \cdot \varphi') = -\sum_{i,j} \nu_i \nu_j \varphi'' = \sum_{i,j} \nu_i \nu_j (|W|_\infty + 1) \varphi' + |F|_\infty
\geq |W|_\infty \varphi' + |F|_\infty,
\]
and
\[
W \cdot \nabla v = \sum_i W_i(x) \cdot \nu_i(y) \varphi'.
\]
So, by using (21), and Cauchy-Schwarz inequality,
\[
-\Delta v + W \cdot \nabla v \geq |W|_\infty \varphi' + |F|_\infty - \left(\sum_i W_i(x)^2\right)^{1/2} \varphi' \geq |W|_\infty \varphi' + |F|_\infty - |W|_\infty \varphi' \geq 0.
\]
Moreover, we have $v(x) = 0$ on the boundary, so $v$ is a supersolution to the elliptic problem (14) then by the comparison principle, we have
\[
\forall x \in \Omega, \quad |\phi(x)| \leq v(x) = \varphi((x - y) \cdot \nu(y)).
\]
We then deduce the expected bound (30) by minimizing over $y$.

**Step 2:** The maximum of $Z$ is attained at $(x_0, y_0)$ with $x_0 \in \partial \Omega$ or $y_0 \in \partial \Omega$. If for instance $x_0 \in \partial \Omega$, we have $\phi(x_0) = 0$ and by using (30)
\[
Z(x_0, y_0) = \phi(y_0) - \phi(x_0) - 2\varphi \left(\frac{|y_0 - x_0|}{2}\right)
\leq \varphi(d(y_0)) - 2\varphi \left(\frac{|y_0 - x_0|}{2}\right)
\leq \varphi(|y_0 - x_0|) - 2\varphi \left(\frac{|y_0 - x_0|}{2}\right)
\leq 0.
\]
Here, we have used the fact that $\varphi$ is increasing and concave by (20).

Now, we show how the proof of Theorem 2.1 for $V \geq 0$ can be reduced to the case $V = 0$. This is done thanks to the following lemma, stating the existence of a positive multiplier.

**Lemma 3.1.** Let $W \in L^\infty(\Omega; \mathbb{R}^N)$ and $V \in L^\infty(\Omega; \mathbb{R}^+)$. Then there exist a positive constant $C > 0$ and $\psi$ satisfying
\[
-\Delta \psi + W \cdot \nabla \psi + V \psi = 0 \text{ in } \Omega,
\]
\[
\exp(-C\text{diam}(\Omega)(|W|_\infty + |V|^{1/2}_\infty)) \leq \psi \leq \exp(C\text{diam}(\Omega)(|W|_\infty + |V|^{1/2}_\infty)) \text{ in } \Omega,
\]
\[
\|\nabla \log(\psi)\|_{L^\infty(\Omega)} \leq C(|W|_\infty + |V|^{1/2}_\infty).
\]
Let us admit Lemma 3.1 for the moment and let us prove Theorem 2.1 for $V \geq 0$.

Proof of Theorem 2.1 for $V \geq 0$ and homogeneous Dirichlet boundary conditions. Let $\phi$ be the solution of (14) with homogeneous Dirichlet boundary conditions. Let $\psi$ be as in Lemma 3.1. Then a straightforward computation, using (14) and (31) leads to

$$
\begin{aligned}
-\Delta \hat{\phi} + \hat{W} \cdot \nabla \hat{\phi} = \hat{F} & \quad \text{in } \Omega, \\
\hat{\phi} = 0 & \quad \text{on } \partial \Omega,
\end{aligned}
$$

where we have set

$$
\hat{\phi} := \frac{\phi}{\psi}, \quad \hat{W} := W - 2\nabla \log(\psi), \quad \hat{F} := \frac{F}{\psi}.
$$

So by applying Theorem 2.1 for $V = 0$ and using (32), (33), we obtain

$$
\forall x \in \Omega, \ |\nabla \hat{\phi}(x)| \leq \exp \left( C \left( 1 + \|\hat{W}\|_{L^\infty} \right) \|\hat{F}\|_{L^\infty} \right) \|\psi\|_{L^\infty}
$$

$$
\leq \exp \left( C \left( 1 + \|W\|_{L^\infty} + \|V\|_{L^\infty}^{1/2} \right) \text{diam}(\Omega) \right) \|\psi\|_{L^\infty}.
$$

Using Dirichlet boundary conditions for $\hat{\phi}$ and (36), we easily get

$$
\forall x \in \Omega, \ |\hat{\phi}(x)| \leq \exp \left( C \left( 1 + \|W\|_{L^\infty} + \|V\|_{L^\infty}^{1/2} \right) \text{diam}(\Omega) \right) \|\psi\|_{L^\infty}.
$$

By coming back to the variable $\phi$,

$$
\nabla \phi = \hat{\phi} \nabla \psi + \psi \nabla \hat{\psi} = \hat{\phi} \psi \nabla (\log \psi) + \psi \nabla \hat{\phi},
$$

using (37), (36), (32), (33), we deduce the expected bound (15).

Now, we devote the rest of the section to the proof of Lemma 3.1, which is crucially inspired by [KSW15].

Proof of Lemma 3.1. Without loss of generality, we can assume that $\Omega = B(0, R)$ where $R = \text{diam}(\Omega)$. We set $K = \|W\|_{L^\infty(\Omega)}$ and $M = \|V\|_{L^\infty(\Omega)}$.

First, we extend $W$ and $V$ by 0 on $B(0, 2R) \setminus B(0, R)$.

We construct a positive multiplier $\psi$ as follows.

Let $\psi_1(x) = \exp((K + \sqrt{M})x_1)$ then

$$
-\Delta \psi_1 + W(x) \cdot \nabla \psi_1 + V(x)\psi_1 = (-(K + \sqrt{M})^2 + W_1(x)(K + \sqrt{M}) + V(x))\psi_1
$$

$$
\leq (-(K + \sqrt{M})^2 + K(K + \sqrt{M} + M)\psi_1
$$

$$
\leq -K\sqrt{M}\psi_1
$$

$$
-\Delta \psi_1 + W(x) \cdot \nabla \psi_1 + V(x)\psi_1 \leq 0
$$

So $\psi_1$ is a subsolution of (31). On the other hand, $\psi_2(x) := \exp(2R(K + \sqrt{M}))$ satisfies

$$
-\Delta \psi_2 + W(x) \cdot \nabla \psi_2 + V(x)\psi_2 = V(x)\psi_2 \geq 0 \text{ because } V \geq 0.
$$

So, $\psi_2$ is supersolution of (31). Moreover, we have

$$
\forall x \in B(0, 2R), \ \psi_1(x) \leq \psi_2(x).
$$
Therefore, from (38), (39) and (40), there exists a solution \( \psi \) to (31). Moreover, we have that
\[
\forall x \in B(0, 2R), \quad \psi_1(x) \leq \psi(x) \leq \psi_2(x),
\]
so we easily deduce the bound (32).

Now, we set \( \tilde{\psi}(x) = \psi(Rx) \) and we prove the following result

**Lemma 3.2.** For every \( x \in B(0, 7/5) \),
\[
|\nabla \log(\tilde{\psi})| \leq CR(K + \sqrt{M}).
\]

Lemma 3.2 is similar to [KSW15, Lemma 2.2] for \( N = 2, W = 0 \) and replacing \( V \leftarrow R^2V \).

For the sake of completeness, we give a new proof of Lemma 3.2 in Appendix A, communicated by Carlos Kenig, valid for any spatial dimension \( N \).

From Lemma 3.2, the definition of \( \tilde{\psi} \), we easily obtain (33), which concludes the proof of Lemma 3.1.

\[ \square \]

### 3.2 Proof of the exponential bound for solution to parabolic equation

We first prove Theorem 2.2 in the special case \( V = 0 \) then we show how we can indeed restrict ourselves to this particular case.

We prove Theorem 2.2 in the homogeneous Neumann boundary case then we show how to adapt the proof for the homogeneous Dirichlet boundary case.

**Proof of Theorem 2.2 in the case \( V = 0 \) and for homogeneous Neumann boundary conditions.** For any \( \varepsilon > 0 \), we define a function \( Z_\varepsilon \) on \([0, T] \times \bar{\Omega} \times \bar{\Omega} \) by
\[
Z_\varepsilon(t, x, y) = \phi(t, y) - \phi(t, x) - 2\varphi\left(\frac{|y - x|}{2}\right) - \varepsilon e^t,
\]
where \( \varphi \) is the solution to the ordinary differential equation (20) with \( \lambda > 0 \) that has to fixed later to ensure that \( \varphi' > |\nabla \varphi|_\infty \).

By assumption, \( Z_\varepsilon(0, x, y) \leq -\varepsilon \) for every \( x \neq y \) using the mean-value theorem and \( Z_\varepsilon(t, x, x) \leq -\varepsilon \) for every \( x \in \Omega \) and \( t \geq 0 \). We will prove for any \( \varepsilon > 0 \) that \( Z_\varepsilon \) is negative on \([0, T] \times \bar{\Omega} \times \bar{\Omega} \). If this is not true, then there exists a first time \( t_0 > 0 \) and points \( x_0 \neq y_0 \in \bar{\Omega} \) such that \( Z_\varepsilon(t_0, x_0, y_0) = 0 \).

We consider two possibilities: if \( y_0 \in \partial \Omega \) then we have
\[
D_{\nu_{y_0}} Z_\varepsilon(t_0, x_0, y_0) = D_{\nu_{y_0}} \phi(t_0, y_0) - \varphi'(\frac{y_0 - x_0}{|y_0 - x_0|}) \cdot \nu_{y_0} \leq -\varphi'(\frac{y_0 - x_0}{|y_0 - x_0|}) \cdot \nu_{y_0} < 0,
\]
because of the homogeneous Neumann boundary conditions, the strict convexity of \( \Omega \), implying that \( \frac{y_0 - x_0}{|y_0 - x_0|} \cdot \nu_{y_0} < 0 \) and \( \varphi' > 0 \). We then deduce that \( Z_\varepsilon(t_0, x_0, y_0 - s \nu_{y_0}) > 0 \) for \( s > 0 \) sufficiently small, which contradicts the fact that \( Z_\varepsilon \leq 0 \) on \([0, t_0] \times \bar{\Omega} \times \bar{\Omega} \). The case where \( x_0 \in \partial \Omega \) is similar.

The second possibility is that \( x \) and \( y \) are in the interior of \( \Omega \). Then all first spatial derivatives of \( Z_\varepsilon \) \((in x and y)\) at \((t_0, x_0, y_0)\) vanish, and the full \( 2N \times 2N \) matrix of second derivatives is nonpositive. In particular, we choose an orthonormal basis \((e_i)_{1 \leq i \leq n}\) with \( e_n = \frac{y_0 - x_0}{|y_0 - x_0|} \) and
\[
\frac{d^2}{ds^2} Z(t_0, x_0 + se_n, y_0 - se_n)|_{s=0} \leq 0,
\]
\[
\frac{d^2}{ds^2} Z(t_0, x_0 + se_i, y_0 + se_i)|_{s=0} \leq 0, \quad i = 1, \ldots, n - 1.
\]
The vanishing of the first derivatives gives
\[ \nabla \phi(t_0, y_0) = \varphi' e_n, \quad \nabla \phi(t_0, x_0) = \varphi' e_n. \quad (46) \]
Along the path \((\hat{x}, \hat{y}) = (x + se_i, y + se_i)\), the distance \(|\hat{y} - \hat{x}|\) is constant, so for \(i \neq n\),
\[ 0 \geq \frac{d}{ds}Z(t_0, x_0 + se_i, y_0 + se_i)_{s=0} = \partial_i \partial_t \phi(t_0, y_0) - \partial_i \partial_t \phi(t_0, x_0). \quad (47) \]
Along the path \((\hat{x}, \hat{y}) = (x + se_n, y - se_n)\), we have \(\frac{d}{ds} |\hat{y} - \hat{x}| = -2\) and \(\frac{d}{ds} |\hat{y} - \hat{x}| = 0\) so
\[ 0 \geq \frac{d^2}{ds^2}Z(t_0, x_0 + se_n, y_0 - se_n)_{s=0} = \partial_n \partial_t \phi(t_0, y_0) - \partial_n \partial_t \phi(t_0, x_0) - 2\varphi''. \quad (48) \]
We sum for \(1 \leq i \leq n - 1\) \((26)\) and we add \((27)\) to get
\[ 0 \geq \Delta \phi(t_0, y_0) - \Delta \phi(t_0, x_0) - 2\varphi''. \quad (49) \]
Finally, we compute the time derivative of \(Z_e\) at \((t_0, x_0, y_0)\)
\[ \partial_t Z_e = \Delta \phi(t_0, y_0) - W(t_0, y_0) \cdot \nabla \phi(t_0, y_0) - \Delta \phi(t_0, x_0) + F(t_0, y_0) \\
+ W(t_0, x_0) \cdot \nabla \phi(t_0, x_0) - F(t_0, x_0) - \varepsilon e^t \\
\leq 2\varphi'' + 2|W|_\infty |\varphi'| + 2|F|_\infty - \varepsilon e^t \]
\[ < 0. \]
This strict inequality is impossible since this the first time where \(Z_e \geq 0\). This contradiction proves that \(Z_e < 0\) for every \(\varepsilon > 0\) and therefore \(Z_0 \leq 0\).

By looking at the end of the proof of Theorem 2.1 in the case \(V = 0\) and for homogeneous Neumann boundary conditions, see Step 2 and Step 3, we easily obtain that taking
\[ \varphi'(0) = \lambda = 2 \frac{|F|_\infty}{(|W|_\infty + 1)} e^{(|W|_\infty + 1)R} + 2|\nabla \phi_0|_\infty e^{(|W|_\infty + 1)R}, \]
this ensures that \(\varphi' > |\nabla \phi_0|_\infty\). Hence, we deduce the expected bound \((17)\) which concludes the proof of Theorem 2.2.

By looking at the previous proof of Theorem 2.2 when \(V = 0\) and for homogeneous Neumann boundary conditions, we see that the homogeneous Dirichlet case can be treated in exactly the same way except when \(x_0 \in \partial \Omega\) or \(y_0 \in \partial \Omega\). So we only treat this case in the following proof.

**Proof of Theorem 2.2 for \(V = 0\) and the homogeneous Dirichlet boundary case.** We split the proof in two steps.

**Step 1: A pontual bound for \(\phi\).** First, we show that
\[ \forall (t, x) \in [0, T] \times \Omega, \ |\phi(t, x)| \leq \varphi(d(x)), \quad (50) \]
where \(d(x) = \text{dist}(x, \partial \Omega)\) and \(\varphi\) is defined in \((20)\).

Let us fix \(y \in \partial \Omega\), we set \(v(x) = \varphi((x - y) \cdot \nu(y))\). We have
\[ -\Delta v = -\nabla \cdot (\nu(y) \cdot \varphi') = -\sum_{i,j} \nu_i \nu_j \varphi'' = \sum_{i,j} \nu_i \nu_j (|W|_\infty + 1) \varphi' + |F|_\infty \]
\[ \geq |W|_\infty \varphi' + |F|_\infty, \]

\(\square\)
and
\[ W \cdot \nabla v = \sum_i W_i(x) \cdot \nu_i(y) \varphi'. \]

So, by using (21), and Cauchy-Schwarz inequality,
\[ -\Delta v + W \cdot \nabla v \geq |W|_{\infty} \varphi' + |F|_{\infty} - \left( \sum_i W_i(x)^2 \right)^{1/2} \varphi' \geq |W|_{\infty} \varphi' + |F|_{\infty} - |W|_{\infty} \varphi' \geq 0. \]

Moreover, we have \( v(x) = 0 \) on the boundary. Finally, we remark that
\[ \forall x \in \Omega, \; v(x) \geq |\nabla \phi_0||x - y| \geq |\nabla \phi_0|d(x) \geq |\phi_0(x)|, \]
because \( \phi_0 \equiv 0 \) on the boundary. So \( v \) is a supersolution to the parabolic problem (16) then by the comparison principle, we have
\[ \forall x \in \Omega, \; |\phi(t, x)| \leq v(x) = \varphi((x - y) \cdot \nu(y)). \]

We then deduce the expected bound (50) by minimizing over \( y \).

**Step 2: The maximum of \( Z_\varepsilon \) is attained at \( (t_0, x_0, y_0) \) with \( x_0 \in \partial \Omega \) or \( y_0 \in \partial \Omega \).** If for instance \( x_0 \in \partial \Omega \), we have \( \phi(t_0, x_0) = 0 \) and by using (50)
\[
Z_\varepsilon(t_0, x_0, y_0) = \phi(t_0, y_0) - \phi(t_0, x_0) - 2 \varphi \left( \frac{|y_0 - x_0|}{2} \right) - \varepsilon e^t \\
\leq \varphi(\xi(y_0)) - 2 \varphi \left( \frac{|y_0 - x_0|}{2} \right) \\
\leq \varphi(|y_0 - x_0|) - 2 \varphi \left( \frac{|y_0 - x_0|}{2} \right) \\
\leq 0.
\]

Here, we have used the fact that \( \varphi \) is increasing and concave by (20).

The proof of Theorem 2.2 for any bounded potential \( V \in L^\infty(\Omega; \mathbb{R}) \) and \( W \in L^\infty(\Omega; \mathbb{R}^N) \) can be reduced to the case \( V = 0 \), first by multiplying by \( \exp(-t|V|_\infty) \) (to reduce to the case \( V \geq 0 \)) then by using the existence of a positive (elliptic) multiplier stated in Lemma 3.1, see the end of the proof of Theorem 2.1.

**Remark 3.3.** Actually, as mentioned before, we strongly believe that Theorem 2.2 is also true for \( W \in L^\infty(\Omega; \mathbb{R}^N) \) and \( V \in L^\infty(Q_T; \mathbb{R}) \). In order to obtain this result, the good strategy seems to first reduce to the case \( V \geq 0 \) then construct a positive multiplier satisfying
\[
\partial_t \psi - \Delta \psi + W \cdot \nabla \psi + V \psi = 0, \text{ in } Q_T, \quad \exp(-C\text{diam}(\Omega)(|W|_\infty + |V|_\infty^{1/2})) \leq \psi \leq \exp(C\text{diam}(\Omega)(|W|_\infty + |V|_\infty^{1/2})) \quad \text{in } Q_T, \\
\| \nabla \log(\psi) \|_{L^\infty(Q_T)} \leq C(|W|_\infty + |V|_\infty^{1/2}).
\]

### 4 Weak quantitative unique continuation results for elliptic equations

By looking at the proof of Theorem 1.2, it is natural to discuss the implications of Theorem 2.1 to the Landis conjecture. We can establish new weak quantitative unique continuation in \( L^4 \) for elliptic operators \( Lu = -\Delta u - \nabla \cdot (Wu) + Vu \) with \( W \in L^\infty(\mathbb{R}^N; \mathbb{R}^N) \), \( V \in L^\infty(\mathbb{R}^N; \mathbb{R}^+). \)

We have the following result.
Proposition 4.1. Let $W \in L^\infty(\mathbb{R}^N; \mathbb{R}^N)$, $V \in L^\infty(\mathbb{R}^N; \mathbb{R}^+)$ and $u$ be a (smooth) real valued solution of the following elliptic equation

$$-\Delta u - \nabla \cdot (W u) + V u = 0 \quad \text{in } \mathbb{R}^N.$$  \hfill (54)

Then there exists a universal positive constant $C > 0$ such that

$$\forall R > 0, \int_{|x|<R} |u(x)|dx \leq \exp\left( C \left( 1 + \|W\|_{L^\infty} + \|V\|_{L^\infty}^{1/2} \right) R \right) \int_{R<|x|<2R} |u(x)|dx. \hfill (55)$$

Before continuing, let us make some comments on Proposition 4.1.

- Note that Proposition 4.1 directly implies the qualitative Landis conjecture for solution $u$ verifying (54) and satisfying the exponential decay estimate

$$\exists C, \varepsilon > 0, \forall x \in \mathbb{R}^N, \ |u(x)| \leq C \exp(-|x|^{1+\varepsilon}). \hfill (56)$$

Indeed, in this case, (56) implies that the right hand side term of (55) goes to 0 as $R \to +\infty$, so

$$u \equiv 0.$$  

This result was already known from [Ros18] or [ABG19] because the generalized principal eigenvalue of the elliptic operator $\mathcal{L}u = -\Delta u - \nabla \cdot (W u) + V u$ is positive. Indeed, the adjoint operator of $\mathcal{L}$ satisfies the maximum principle so the generalized principal eigenvalue is positive: $\lambda_1(\mathcal{L}) = \lambda_1(\mathcal{L}^*) > 0$. The Landis conjecture is still open nowadays without sign condition on the real-valued potential $V$, see Conjecture 1.1.

- Note that Proposition 4.1 extends, in a (very) weak sense, quantitative unique continuation (3) from [KSW15] to any spatial dimension $N \geq 1$. Indeed, for a non-trivial solution $u$ to (54), we can assume for instance that $\int_{|x|<1} |u(x)|dx = 1$ so (55) implies

$$\forall R \geq 1, \ \sup_{R<|x|<2R} |u(x)| \geq \exp(-CR),$$

for a positive constant $C$ depending on $N$, $\|W\|_{\infty}$, $\|V\|_{\infty}$.

We prove Proposition 4.1 as a consequence of Theorem 2.1 and the crucial idea of the proof of Theorem 1.2.

Proof. For $R > 0$, we denote by $\phi_R$ the solution to (14), posed on the ball $\Omega = B_0(2R)$, with homogeneous Dirichlet boundary conditions and $F = \text{sign}(u)$. This elliptic problem is well-posed according to [GT83, Chapter 8, Section 8.2].

Then, from Theorem 2.1, we deduce the following exponential growth for $\phi$,

$$\forall |x| \leq 2R, \ |\nabla \phi_R(x)| \leq \exp\left( C \left( 1 + \|W\|_{L^\infty} + \|V\|_{L^\infty}^{1/2} \right) R \right). \hfill (57)$$

Let $\chi \in C_c^\infty(B_0(2R))$ be a cut-off function such that $\chi \equiv 1$ in $B_0(R)$ and $\chi \equiv 0$ for $|x| > 3/2R$. By multiplying (54) by $\chi \phi_R$ then integrating in $B_0(2R)$ and using integration by parts, we find

$$\int_{B_0(2R)} \chi |u| \leq C \|\phi_R\|_{W^{1,\infty}_0(B_0(2R))} \int_{R<|x|<2R} |u|,$$

which along with (57) gives (55). \qed
We can also prove the following result.

**Proposition 4.2.** Let $W, V, u$ be as in Proposition 4.1. Then there exists a universal positive constant $C > 0$ such that

$$\forall R > 0, \int_{|x| < R} |u(x)|dx \leq \exp \left( C \left( 1 + \|W\|_{L^\infty} \right) R \right) \int_{|\sigma| = R} |u(\sigma)|d\sigma. \quad (58)$$

Note that (58) does not depend on $\|V\|_{L^\infty}$.

The following proof relies on the same duality argument as before but with another estimate of the function $\phi_R$ on the boundary. This provides a better estimate compared to Proposition 4.1.

**Proof.** By a simple density argument, we can assume without loss of generality that $\phi \in C(\mathbb{R}^N; \mathbb{R}^N)$.

For $R > 0$, we denote by $\phi_R$ the solution to (14), posed on the ball $\Omega = B_0(R)$, with homogeneous Dirichlet boundary conditions and $F = \text{sign}(u)$. This elliptic problem is well-posed according to [GT83, Chapter 8, Section 8.2].

We claim that we have the following bound

$$\forall |\sigma| = R, \ |\partial_\nu \phi_R(\sigma)| \leq \exp \left( C \left( 1 + \|W\|_{L^\infty} \right) R \right). \quad (59)$$

Admit (59) for the moment, let us multiply (14) by $u$, then integrate in $\Omega$, so after integration by parts, we obtain

$$\int_{|x| < R} |u(x)|dx = -\int_{|\sigma| = R} \partial_\nu \phi_R(\sigma)u(\sigma)d\sigma + \int_{|\sigma| = R} \phi_R(\sigma)(Wu)(\sigma) \cdot \nu d\sigma. \quad (60)$$

Plugging the bound (57) in the identity (60), we obtain

$$\int_{|x| < R} |u(x)|dx \leq \exp \left( C \left( 1 + \|W\|_{L^\infty} \right) R \right) \int_{|\sigma| = R} |u(\sigma)|d\sigma.$$  

This is exactly the expected bound (58).

To prove the estimate (59), we exhibit a supersolution to (14). For some $a > 0$, let $\varphi$ be the following radial function

$$\varphi(x) = \varphi(r) := \frac{e^{ar} - e^{ar}}{a}, \text{ where } r := |x|.$$  

Then for $N \geq 2$, we have

$$\varphi'(r) = -ae^{ar}, \varphi''(r) = -ae^{ar}, \nabla \varphi = -ae^{ar} \frac{x}{r}, \Delta \varphi = -e^{ar} \left( a + \frac{N - 1}{r} \right).$$

So

$$-\Delta \varphi + W \cdot \nabla \varphi + V \varphi = e^{ar} \left( a + \frac{N - 1}{r} + W \cdot \frac{x}{r} + V \frac{e^{ar} - e^{ar}}{a} \right). \quad (61)$$

So $\varphi$ is a supersolution to (14) with $F = \text{sign}(u)$ if the right hand side of (61) is bigger than 1, which is the case for $a \geq -W \cdot \frac{x}{r} + e^{-ar}$ hence for $a := \|W\|_{\infty} + 1$.

We deduce that $\phi \leq \varphi$. By using the homogeneous Dirichlet boundary conditions for $\phi$ and $\varphi$, we deduce that for $|\sigma| = R$, we have

$$\phi \leq \varphi \Rightarrow \partial_\nu \varphi(\sigma) \leq \partial_\nu \phi(\sigma) \Rightarrow -\partial_\nu \phi(\sigma) \leq -\partial_\nu \varphi(\sigma) = e^{ar}.$$  

By the same kind of computations, we show that $\phi \geq -\varphi$ to get $\partial_\nu \phi(\sigma) \leq -\partial_\nu \varphi(\sigma) = e^{ar}$. Therefore, we have (59). \qed
A Proof of the gradient log estimate for the multiplier

This section is devoted to the proof of Lemma 3.2. Observe that Lemma 3.2 is similar to [KSW15, Lemma 2.2] but the proof is different. It has been communicated by Carlos Kenig.

Proof of Lemma 3.2. Recalling (31), we have

$$- \Delta \tilde{\psi} + \tilde{W} \cdot \nabla \tilde{\psi} + \tilde{V} \tilde{\psi} = 0 \text{ in } B_0(2),$$

where $\tilde{W} = RW(Rx)$ and $\tilde{V} = R^2V(Rx)$. Observe that

$$\forall x \in B_2, |\tilde{W}(x)| \leq RK,$$

and

$$\forall x \in B_2, |\tilde{V}(x)| \leq R^2M.$$ 

In the proof, the positive constants $C > 0$ only depend on the spatial dimension $N$ and can vary from line to another. We split the proof in two steps.

**Step 1: $L^\infty$-gradient estimate on a small ball.**

For every $x_0 \in B_0(2)$ and $r > 0$ sufficiently small, we have

$$\left\| \nabla \tilde{\psi} \right\|_{L^\infty(B_{x_0}(r))} \leq \frac{C}{r} \left\| \tilde{\psi} \right\|_{L^\infty(B_{x_0}(2r))} + C \left\| \tilde{V} \right\|_{L^\infty(B_{x_0}(2r))},$$

To obtain (65), we proceed as follows. We use [GT83, Chapter 3, Section 3.4, Theorem 3.9] with $\Omega = B_{x_0}(2r)$, $f = \tilde{W} \cdot \nabla \tilde{\psi} + \tilde{V} \tilde{\psi}$, $d_x = d(x, B_{x_0}(2r))$,

$$\sup_{x \in B_{x_0}(2r)} d_x |\nabla \tilde{\psi}(x)| \leq C \left( \sup_{x \in B_{x_0}(2r)} |\tilde{\psi}(x)| + \sup_{x \in B_{x_0}(2r)} d_x^2 \left( |\tilde{W}(x)||\nabla \tilde{\psi}(x)| + |\tilde{V}(x)||\tilde{\psi}(x)| \right) \right).$$

So by taking $r$ sufficiently small, i.e. $r \leq \left\| \tilde{W} \right\|_{L^\infty}/(2C)$, we obtain

$$\sup_{x \in B_{x_0}(2r)} d_x |\nabla \tilde{\psi}(x)| \leq C \left( \sup_{x \in B_{x_0}(2r)} |\tilde{\psi}(x)| + \left\| \tilde{V} \right\|_{L^\infty} r^2 \sup_{x \in B_{x_0}(2r)} |\tilde{\psi}(x)| \right).$$

Moreover, we have

$$\left\| \nabla \tilde{\psi} \right\|_{L^\infty(B_{x_0}(r))} \leq \sup_{x \in B_{x_0}(r)} \frac{d_x}{r} |\nabla \tilde{\psi}(x)| \leq \frac{1}{r} \sup_{x \in B_{x_0}(r)} d_x |\nabla \tilde{\psi}(x)| \leq \frac{1}{r} \sup_{x \in B_{x_0}(2r)} d_x |\nabla \tilde{\psi}(x)|.$$ \hspace{1cm} (67)

Then, plugging (67) in (66), we get (65).

**Step 2: Harnack’s inequalities.**

Recalling that $\tilde{\psi}$ is nonnegative, we can use Harnack’s inequality [GT83, Chapter 8, Section 8.8, Theorem 8.20] to obtain that

$$\left\| \tilde{\psi} \right\|_{L^\infty(B_{x_0}(2r))} \leq C \tilde{\psi}(x_0) \leq C \tilde{\psi}(x), \forall x \in B_{x_0}(r),$$

for

$$r = \frac{1}{C \left( \left\| \tilde{W} \right\|_{L^\infty} + \left\| \tilde{V} \right\|_{L^\infty}^{1/2} \right)}.$$ \hspace{1cm} (69)
So by putting together (65) and (68) for $r$ as in (69), we obtain that

\[
\left\| \nabla \tilde{\psi} \right\|_{L^\infty(B_{x_0}(r))} \leq C \left( \left\| \tilde{W} \right\|_\infty + \left\| \tilde{V} \right\|_\infty^{1/2} \right) \tilde{\psi}(x), \quad \forall x \in B_{x_0}(r), \tag{70}
\]

so

\[
\left\| \nabla \tilde{\psi} \right\|_{L^\infty(B_{x_0}(r))} \leq C \left( \left\| \tilde{W} \right\|_\infty + \left\| \tilde{V} \right\|_\infty^{1/2} \right).
\]

Recalling that $x_0$ is taken arbitrary in $B_0(2)$, this is exactly the expected bound (41) recalling (63) and (64).

\[\square\]
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