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We report a state-of-the-art lattice calculation of the isovector quark transversity distribution of the proton at the physical pion mass. Within the framework of large-momentum effective theory (LaMET), we compute the transversity quasi-distributions using clover valence fermions on 2+1+1-flavor (up/down, strange, charm) HISQ-lattice configurations with boosted proton momenta as large as 3.0 GeV. The relevant lattice matrix elements are nonperturbatively renormalized in regularization-independent momentum-subtraction (RI/MOM) scheme and systematically matched to the physical transversity distribution. With high statistics, large proton momenta and meticulous control of excited-state contamination, we provide the best theoretical prediction for the large-x isovector quark transversity distribution, with better precision than the most recent global analyses of experimental data. Our result also shows that the sea quark asymmetry in the proton transversity distribution is consistent with zero, which has been assumed in all current global analyses.

Introduction: The spin structure of the nucleon has been an important subject in particle and nuclear physics since first experiments on deep inelastic scattering (DIS) in the '60s. Significant experimental efforts have greatly improved our knowledge of the spin structure over the last half century. However, the transversely polarized structure of the nucleon remains a puzzle. The simplest transverse structure is the nucleon transversity parton distribution function (PDF) \( \delta q(x) \) and it has long been a focal point to study in hadronic community. As a chiral-odd quantity, \( \delta q(x) \) can be accessed through the transverse-transverse spin asymmetry in Drell-Yan processes or in the Collins single-spin asymmetry in semi-inclusive deep inelastic scattering (SIDIS), where it couples to the chiral-odd Collins fragmentation function. There are attempts in global analysis to constrain the transversity PDF from experimental data. However, the theoretical foundation for extracting transversity PDF from global experimental data is not yet fully established. Due to the small kinematic coverage of current experiments, the resulting distribution at small \( x \) and \( x > 0.5 \) is mainly extrapolation and heavily relies on the ansatz for the PDF. Therefore, \( \delta q(x) \) from current global analyses still has a very large uncertainty. Ongoing and future experiments, such as Jefferson Lab 12-GeV and SoLID, are expected to shed more light on the large-\( x \) region and will greatly improve the transversity PDF determination.

In addition to studying the quark distribution, there has also been great interest in studying the flavor asymmetry in the nucleon sea-quark distributions. The experimental observation of flavor asymmetry in the unpolarized and longitudinally polarized sea provides strong constraints on a wide range of QCD models. In terms of the transversely polarized nucleon sea, there has been some speculation that its size is likely to be smaller than the longitudinally polarized sea, and all current global analyses have taken every antiquark distribution to be exactly zero everywhere. Unfortunately, there is no experimental data to determine the size of such quantities, nor even the sign of the transverse sea-flavor asymmetry. Future experiments, such as the Electron-Ion Collider (EIC) or the Drell-Yan experiment at FNAL (E1027+E1039), may be able to unravel the mystery of the transversely polarized sea.

The lack of a precise measurement of the transversity PDF highlights the necessity and usefulness of theoretical prediction from first-principles methods such as lattice QCD. For decades, only the lowest moments of PDFs were calculated, so the transversity PDF could not be reconstructed from lattice studies directly. The status quo has been fundamentally changed by large-momentum effective theory (LaMET), a powerful approach that was proposed not long ago to calculate the Bjorken-\( x \)
dependence of many parton physics observables directly from lattice QCD. In LaMET, one starts from the lattice matrix element of a Euclidean quasi-observable ("quasi-PDF" for the calculation of PDFs) in a large-momentum hadron state, and then match it onto the corresponding parton observable through a factorization formula. In recent years, much progress has been made in both lattice and perturbative QCD on the theoretical development of LaMET [17, 28]. Meanwhile, LaMET has been applied to calculating the isovector quark PDFs, meson distribution amplitudes [29–33] and the total gluon polarization [34]. The pioneering works on transversity first done by LP [35] and then by ETMC [36] were carried out at heavier pion masses without lattice renormalization. Very recently, ETMC reported a high-statistics calculation of the isovector quark transversity PDF, renormalized in the regularization-independent calculation of the isovector quark transversity PDF" for the calculation of PDFs) in a large-momentum transfer. For the quark field to reach large proton boost momenta, we calculate six source-sink separations $t_{\text{sep}} \in \{0.54, 0.72, 0.81, 0.90, 0.99, 1.08\}$ fm, with $[16, 32, 64, 64, 64]$ thousand measurements among 884 gauge configurations, respectively. Following the work in Ref. [34], each three-point correlator, $C^{3\text{pt}}(P, t, t_{\text{sep}})$, can be decomposed as

$$C^{3\text{pt}}(P, t, t_{\text{sep}}) = |A_0|^2(0)\langle |O_{\Gamma}|0) e^{-E_0 t_{\text{sep}}} + |A_1|^2(1)\langle |O_{\Gamma}| 1) e^{-E_1 t_{\text{sep}}} + A_1 A_0^*(1)\langle |O_{\Gamma}| 1) e^{-E_1(t_{\text{sep}}-t)} e^{-E_0 t} + A_0 A_0^*(0)\langle |O_{\Gamma}| 0) e^{-E_0(t_{\text{sep}}-t)} e^{-E_1 t} + \cdots ,$$

where the source point has been shifted to zero for each measurement, the operator is inserted at time $t$, and the nucleon state is annihilated at the sink time $t_{\text{sep}}$, which (after shifting) is also the source-sink separation. The state $|0\rangle$ represents the ground state and $|n\rangle$ with $n > 0$ the excited states. In our two-state fits, the amplitudes $A_0$ and the energies $E_i$ are functions of $P_z$ and can be obtained from the corresponding two-point correlators. Here we investigate the excited-state contamination by performing fits with and without the $\langle 1|O_{\Gamma}|1\rangle$ contribution (and labeled them as "two-simRR" and "two-sim" methods, respectively) and using different inputs of source-sink separations $t_{\text{sep}}$ shown in Fig. 1. The two-simRR analysis using $t_{\text{sep}}$ as small as 0.54 fm gives consistent results with the two-sim analysis using $t_{\text{sep}} = 0.81$ fm, with approximately the same statistical errors after removing the excited-state contamination. Similar results are given by two other fits with larger error as they use fewer three-point proton correlators. Our final result uses the "two-simRR" fit with three-point correlators data of $t_{\text{sep}}$ ranging from 0.72 to 1.08 fm.

As a second step, we calculate the nonperturbative renormalization (NPR) factor $\tilde{Z}(z, p_R, \mu_R, a)$ from the amputated Green function of $\hat{O}(z, a)$ with a similar procedure to that defined in Ref. [28], where $p_R^q$ and $\mu_R$ are the Euclidean quark momentum in the z-direction and the off-shell quark momentum, respectively. The bare matrix element of $\hat{O}(z, a)$, $\hat{h}(z, P_z, a)$, has ultraviolet (UV) power and logarithmic divergences as $a \to 0$ and must be nonperturbatively renormalized to have a well-defined continuum limit. The NPR factor $\tilde{Z}(z, p_R^q, \mu_R, a)$ is calculated using the off-shell quark matrix element of $\hat{O}(z, a)$ and requiring that all the loop corrections are canceled by $\hat{Z}(z, p_R^q, \mu_R, a)$ at given $p_R^q$ and $\mu_R$. It is computed in Landau gauge using the same lattice ensemble to compute $\hat{h}$. The renormalized matrix element $\hat{h}_R(z, P_z, p_R, \mu_R) = \tilde{Z}^{-1}(z, p_R^q, \mu_R, a) \hat{h}(z, P_z, a)$ inherits the dependence on $p_R^q$ and $\mu_R$, which is supposed to be canceled after the later matching step. However, since our matching coefficient is only available at one-loop order, there will be remnant dependence on $p_R^q$ and $\mu_R$ in the final $\delta q(x, \mu)$. On the other hand, the lattice discretization effects of order $O(a p_R^{q} \ldots)$ or higher

\[\delta\hat{q}(x) = \tilde{Z}^{-1}(z, p_R^q, \mu_R, a) \hat{q}(x)\]

where $\hat{q}(x)$ is the on-shell quark momentum in the z-direction and $\mu_R$ is the renormalization point.
are also expected, since we do not take the continuum limit. Both factors will lead to systematic uncertainties in our analysis, so we estimate them by varying the values of $p_z^R$ from 1.3 to 3 GeV, and $\mu_R$ between 2.3 and 3.7 GeV. Our results show an insensitivity to $\mu_R$ but noticeable dependence on $p_z^R$. We choose $\bar{h}_R(z, P_z^R, \mu_R)$ at $\mu_R = 3.7$ GeV and $p_z^R = 2.2$ GeV to be the central value, as shown in Fig. 2. We include the variation of $\mu_R$ and $p_z^R$ as sources of systematic uncertainties.

Next, we Fourier transform the $\bar{h}_R(z, P_z^R, \mu_R)$ into $x$-space to obtain the quasi-distribution $\delta \bar{q}(x, P_z, p_z^R, \mu_R)$. As shown in Fig. 2, the long-range correlation which dominates the small-$x$ distribution has much larger statistical uncertainty, and the higher-twist effects as well as finite-volume effects will also become important with larger $|z|$. Therefore, we have to truncate the Fourier transform at a finite $|z_{\text{max}}|$, which will limit our prediction for the small-$x$ distribution and introduce an unphysical oscillation in $x$-space which can be removed by using the “derivative” method proposed in our earlier work [15]:

$$\delta \bar{q}(x, P_z, p_z^R, \mu_R) = \int_{-z_{\text{max}}}^{z_{\text{max}}} dx \bar{h}_R(z, P_z, p_z^R, \mu_R)/x.$$  

In this work, we vary $|z_{\text{max}}|$ to estimate the remaining corresponding error, which turns out to be small compared with other systematics. In our final result, we choose $z_{\text{max}}P_z \approx 20$.

From quasi-PDF to physical PDF: The transversity quasi-PDF $\delta \bar{q}(x, P_z, p_z^R, \mu_R)$ in the RI/MOM-renormalized quasi-PDF scheme is related to the $\overline{\text{MS}}$ physical lightconen transversity PDF $\delta \bar{q}(x, \mu)$ at scale $\mu$ through the following factorization formula [26, 28]:

$$\delta \bar{q}(x, P_z, p_z^R, \mu_R) = \int_{-1}^{1} dy C(x, \frac{\mu_R}{\mu}, \frac{yP_z}{\mu}, \frac{yP_z}{p_z^R}) \delta \bar{q}(y, \mu) + O \left( \frac{M^2}{P_z^2} \frac{\Lambda_{\text{QCD}}^2}{P_z^2} \right),$$  

(1)

where $M$ is the proton mass, $C$ is the perturbative matching coefficient, and the antiquark distribution $\delta \bar{q}(y, y, \mu) = -\delta \bar{q}(-y, y, \mu)$ is rearranged into the region $-1 < y < 0$.

Since the tensor charge for the transversity PDF is not conserved, the matching coefficient $C$ in Eq. 1 cannot be written as a plus function to enforce charge conservation as in the unpolarized and helicity cases [26, 28]. Instead, the lowest moment of $C$ is not unity and must be consistent with the anomalous dimension of the tensor charge. The details of treating this subtlety as well as the complete one-loop result for $C$ in Landau gauge is available in the Appendix. For comparison, we note that ETMC used a two-step matching procedure where they first converted the RI/MOM transversity quasi-PDF into the $\overline{\text{MS}}$ scheme, and then matched the latter onto $\delta \bar{q}(x, \mu)$ [30].

We obtain the final result for the lightconen transversity $\delta \bar{q}(x, \mu)$ after applying matching to the quasi-PDF $\delta \bar{q}(x, P_z, p_z^R, \mu_R)$ and the mass correction [31]. A comparison between the RI/MOM-renormalized quasi-PDF calculated at $P_z = 3.0$ GeV and the physical PDF is shown in the upper panel of Fig. 2, where only the statistical errors are plotted. The physical transversity is normalized to $g_T = 0.99(4)$, calculated in Ref. [46].

![Fig. 1.](image1.png) **FIG. 1.** The scaled real (top) and imaginary (bottom) parts of the bare nucleon matrix elements for the isovector transversity quasi-PDFs as functions of $z$ at all three momenta (2.2, 2.6 and 3.0 GeV indicated by red, green and blue, respectively). We multiply different proton momenta by different factors to enhance visibility. At a given positive $z$ value, the data are slightly offset to show different ground-state extraction strategies; from left to right they are: two-simRR using all $L_{\text{sep}}$, two-simRR using the largest 4 $L_{\text{sep}}$, two-sim using the largest 3 $L_{\text{sep}}$, and two-sim using the largest 2 $L_{\text{sep}}$. Different analyses are consistent within statistical errors, which suggests the excited-state contamination is well controlled.

![Fig. 2.](image2.png) **FIG. 2.** The real (top) and imaginary (bottom) parts of the renormalized proton matrix elements as functions of $z$, $P_z$ at renormalization scales $\mu_R = 3.7$ GeV and $p_z^R = 2.2$ GeV. We further normalize all the matrix elements with $h_R(z = 0, P_z)$ to improve the signal-to-noise ratios.
the mass correction is negligible, the matching suppresses the quasi-distribution in mid-|x| range 0.2 < x < 0.6, and enhances it in the small-|x| region −0.1 < x < 0.2. The antiquark distribution is small in both the quasi- and matched PDFs. Note that the current distribution still contains higher-twist contributions of \( O(\Lambda_{QCD}^2/P_z^2) \), whose effect can be assessed by varying \( P_z \) in the lattice calculation. In the lower panel of Fig. 3 we plot the physical PDFs \( \delta q(x, \mu) \) at \( \mu = \sqrt{2} \) GeV from calculations at all three proton momenta. As one can see, for |x| > 0.1, the results converge as we increase the proton momentum \( P_z \), which indicates that the higher-twist effects are well suppressed by the large momentum. Moreover, the results for x < −0.2 are all consistent with zero, which offers a strong constraint on the anti-sea flavor asymmetry. As for |x| < 0.1, the final result is susceptible to the nucleon momentum, but it is also sensitive to the systematic uncertainties in the long-range correlations which are not well controlled.

Our final result (taken from the physical transversity with \( P_z = 3.0 \) GeV) is compared with JAM17 and LMPSS17 [12] in Fig. 4. The systematics of Fig. 4 are of two types: First, using the continuum and infinite-volume extrapolations of \( g_T \) in Ref. [46], which includes the same lattices used in this work, we conservatively estimate our lattice systematics due to \( g_T \) used in normalization (4%), finite volume (0.5%), nonzero lattice spacing (enlarged from \( a \) to \( 3a \) to compensate the length contraction of a moving proton) (3.5%), which add up to 5.4%. Second, the renormalization scale dependence in the NPR procedure, which is the dominant systematic. These two types of systematics are combined in quadrature to give our final result. Our prediction for \( \delta q(x, \mu) \) is consistent with the global analysis of JAM17 but with a significantly smaller uncertainty and an unequivocal positive-definite isovector distribution over the range 0 < x < 1. Compared to the LMPSS17 constrained fit using lattice averaged \( g_T \), our result shows a remarkable agreement within 2\( \sigma \). Moreover, in contrast to the recent calculation by ETMC [39], our antiquark distribution favors a vanishing flavor asymmetry in the antiquark sea, which has been assumed in all global analyses so far. Based on our earlier works [21, 45, 47], we speculate that this is due to a systematic error from the truncation in the Fourier transformation. As shown in Fig. 4 of Ref. [45], the antiquark region is highly sensitive to the proton momentum used in the calculation. In this work, our proton momentum \( P_z = 3.0 \) GeV is about factor of 2 larger than that in ETMC’s (1.4 GeV), which could also explain the different results.

![FIG. 3. (Top) The quark transversity quasi-PDF in RI/MOM scheme at proton momentum 3.0 GeV and resulting physical PDF in MS scheme at \( \sqrt{2} \) GeV. (Bottom) The matched physical PDFs for all three proton momenta. The error bands are statistical only.](image1)

![FIG. 4. Our final proton isovector transversity PDF at renormalization scale \( \mu = \sqrt{2} \) GeV (MS scheme), extracted from lattice QCD and LaMET at \( P_z = 3 \) GeV, compared with global fits by JAM17 and LMPSS17 [12]. The blue error band includes statistical errors (which fold in the excited-state uncertainty) and systematics.](image2)
various experiments at JLab 12-GeV and FNAL at present, as well as EIC in the future.
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Appendix A: Matching the transversity quasi-PDF in the RI/MOM scheme

The transversity quasi-PDF is defined as
\[
\delta q_T(x, P_z, \mu) = \int_0^\infty \frac{dz}{2\pi} e^{ixP_z z} \langle P|\bar{\psi}(z)\Gamma U(z,0)\psi(0)|P\rangle,
\]
(A1)

where \( U(z,0) = P \exp \left(-ig \int_0^z dz' A_z(z') \right) \) is the spacelike Wilson line and \( \Gamma = \frac{1}{2} \gamma^x \gamma^4 \gamma^5 \).

1. One-loop corrections to the lightcone and quasi-PDFs

In general covariant gauge, the gluon propagator is
\[
i D_\mu^\nu(k) = -\frac{i}{k^2} \left[ g_\mu^\nu - (1 - \tau) \frac{k_\mu k^\nu}{k^2} \right].
\]
(A2)
The Landau gauge corresponds to \( \tau = 0 \). The matrix element of the transversity lightcone and quasi-PDFs are calculated in an off-shell quark state with momentum \( p^\mu \) (\( p^2 < 0 \)).

a. Lightcone PDF in the \( \overline{\text{MS}} \) scheme

At tree-level, the matrix element of the lightcone PDF is
\[
\delta q^{(0)}(x) = \delta(1 - x).
\]
(A3)

In the \( \overline{\text{MS}} \) scheme, the one-loop correction is
\[
\delta q^{(1)}(x, \mu, p) = \delta q^{(1)}_{\text{real}}(x, \mu, p) + \delta q^{(1)}_{\text{virtual}}(x, \mu, p),
\]
(A4)
\[
\delta q^{(1)}_{\text{real}}(x, \mu, p) = \frac{\alpha_s C_F}{2\pi} \left[ \frac{2x}{1 - x} \ln \frac{\mu^2}{-x(1-x)p^2} - (1 - \tau) \frac{x}{2(1-x)} \right],
\]
(A5)
\[
\delta q^{(1)}_{\text{virtual}}(x, \mu, p) = \delta(1 - x) \left\{ \delta q_{\text{w,f}}^{(1)}(-p^2) - \frac{\alpha_s C_F}{2\pi} \int_{-1}^{1} dx' \left[ \frac{2x'}{1 - x'} \ln \frac{\mu^2}{-x'(1-x')p^2} - (1 - \tau) \frac{x'}{1 - x'} \right] \right\}.
\]
(A6)

where the wavefunction renormalization contributes
\[
\delta q_{\text{w,f}}^{(1)}(-p^2) = -\tau \frac{\alpha_s C_F}{4\pi} \left( \ln \frac{\mu^2}{-p^2} + 1 \right).
\]
(A7)

Note that \( \delta q_{\text{w,f}}^{(1)} = 0 \) in the Landau gauge.

b. Quasi-PDF in the RI/MOM scheme

At tree level, the matrix element of the quasi-PDF is
\[
\delta \tilde{q}^{(0)}(x) = \delta(1 - x).
\]
(A8)

In dimensional regularization (\( d = 4 - 2\epsilon \)), the one-loop correction to the bare quasi-PDF is
\[
\tilde{q}^{(1)}(x, p, \epsilon) = \tilde{q}^{(1)}_{\text{real}}(x, p, \epsilon) + \tilde{q}^{(1)}_{\text{virtual}}(x, p, \epsilon)
\]
(A9)
\[
\delta \tilde{q}^{(1)}_{\text{real}}(x, p, \epsilon) = \frac{\alpha_s C_F}{2\pi} \left\{ \left[ \frac{1}{1 - x} + \frac{x}{1 - x} F_{1/2}^1 + \frac{1}{2} \frac{p}{p^2} \left( F_{3/2}^y - 3 F_{5/2}^y \right) \right] \right\} \gamma^\tau \gamma^t
\]
\[
+ \left\{ \frac{1}{1 - x} F_{1/2}^y + \frac{1}{2} \frac{3 p}{4} F_{5/2}^y \right\} \left( \frac{p_t}{p_z} \gamma^x \gamma^z - \frac{p_z}{p_z} \gamma^x \gamma^z \right)
\]
\[
- \frac{3}{4} \left( F_{3/2}^y - 3 F_{5/2}^y \right) \left( \frac{p_t}{p_z} \gamma^x - \frac{p_z}{p_z} \gamma^x \right) \right\} \gamma_5 ,
\]
(A10)
\[ \delta q_{\text{virtual}}^{(1)}(x, p, \epsilon) = \delta(1 - x) \frac{\alpha_s C_F}{2\pi} \left\{ \left[ -\frac{\tau}{2\epsilon'} + \delta q_{\text{wt}}^{(1)}(-p^2) \right] \gamma^x \gamma^t \right. \]
\[ - \int_{-\infty}^{\infty} dx' \left[ -\frac{1}{|1 - x'|} + \frac{x'}{1 - x'} F_{1/2}^{\gamma} + (1 - \tau) \frac{1}{2} \left( \frac{1}{|1 - x'|} - F_{3/2}^{\gamma} \right) \right] \gamma^x \gamma^t \]
\[ - \int_{-\infty}^{\infty} dx' \left[ \frac{1}{|1 - x'|} F_{1/2}^{y} + (1 - \tau) \frac{1}{2} F_{3/2}^{y} \right] \left( \frac{p_t}{p_z} \gamma^x \gamma^t - \frac{p_x}{p_z} \gamma^x \gamma^t \right) \gamma_5, \quad (A11) \]

where

\[ \frac{1}{\epsilon'} = \frac{1}{\epsilon} - \gamma_E + \ln(4\pi), \quad \rho = \frac{-p^2 - i\epsilon}{p_z^2}, \quad (A12) \]

where \( i\epsilon \) gives the prescription to analytically continue \( \rho \) from \( \rho < 1 \) to \( \rho > 1 \). The \( F \)'s are defined in the appendix. \( \bar{u}(p) \cdots u(p) \) is defined by the projection for the off-shell matrix element [28].

According to Ref. [26], to match to the lightcone PDF, one has to take the on-shell \((-p^2 \to 0)\) and collinear \((p_t \to p_z \text{ and } p_x \to 0)\) limits of the bare quasi-PDF matrix element. We observe that both the \( \gamma^x \gamma^t \gamma_5 \) and \( \gamma^x \gamma^t \gamma_5 \) terms approach the lightcone operator \((\Gamma = \gamma^x \gamma^+ \gamma_5)\) in this limit. So the combination of these two terms in Eq. A9 gives the correct collinear divergence \( \ln(-p^2) \). Therefore, we sum the coefficients of \( \gamma^x \gamma^t \gamma_5 \) and \( \gamma^x \gamma^t \gamma_5 \) to obtain the bare quasi-PDF

\[ \delta q_{\text{B,real}}^{(1)}(x, \rho) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{2x}{1-x} \ln \frac{x}{x-1} & x > 1 \\
\frac{2x}{1-x} - (1-\tau) \frac{x}{2(1-x)} + \frac{2x}{1-x} \ln \frac{4}{\rho} & 0 < x < 1 \\
\frac{2x}{1-x} \ln \frac{x}{x-1} & x < 0
\end{array} \right. \quad (A13) \]

\[ \delta q_{\text{B,virtual}}^{(1)}(x, \rho, \epsilon) = \delta(1 - x) \frac{\alpha_s C_F}{2\pi} \left[ -\frac{\tau}{2\epsilon'} + \delta q_{\text{wt}}^{(1)}(-p^2) \right] \]
\[ - \delta(1 - x) \frac{\alpha_s C_F}{2\pi} \int_{-\infty}^{\infty} dx' \left\{ \begin{array}{ll}
(1-\tau) \frac{1}{2(1-x')} + \frac{2x'}{1-x'} \ln \frac{x'}{x'-1} & x' > 1 \\
-\frac{2x'}{1-x'} + (1-\tau) \frac{1}{2(1-x')} + \frac{2x'}{1-x'} \ln \frac{4}{\rho} & 0 < x' < 1 \\
(1-\tau) \frac{1}{2(1-x')} - \frac{2x'}{1-x'} \ln \frac{x'}{x'-1} & x' < 0
\end{array} \right. \quad (A14) \]

The RI/MOM renormalization condition is

\[ Z(z, p_z^R, a^{-1}, \mu_R) = \frac{\sum_s \langle p, s|O_T(z)|p, s \rangle}{\sum_s \langle p, s|O_T(z)|p, s \rangle_{\text{tree}}} \bigg|_{p_z^R = \mu_R^2} \quad (A15) \]

Only the terms proportional to \( \gamma^x \gamma^t \gamma_5 \) contribute to the ultraviolet (UV) divergence, so we choose the minimal
projection [28] to define the renormalization counterterm as the coefficient of $\gamma^\tau\gamma^4\gamma_5$,

$$\delta q_{\text{CT,real}}^{(1)}(x, p_z^R, \mu_R) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{1}{1 - x} + (1 - \tau) \frac{r(1 + r - 6x + 4x^2)}{2(r - 1)(1 - x)(r - 4x + 4x^2)} - \left[ \frac{2x}{1 - x} + (1 - \tau) \frac{r}{r - 1} \right] \frac{1}{\sqrt{r - 1}} \tan^{-1} \frac{\sqrt{r - 1}}{1 - 2x} & x > 1 \\
- \frac{1}{1 - x} \left[ 1 - \frac{r}{2} + \frac{2x}{1 - x} + (1 - \tau) \frac{r}{r - 1} \right] \frac{1}{\sqrt{r - 1}} \tan^{-1} \frac{\sqrt{r - 1}}{1 - 2x} & 0 < x < 1 ,
\end{array} \right.$$  

$$\delta q_{\text{CT,virtual}}^{(1)}(x, p_z^R, \mu_R, \epsilon) = \delta(1 - x) \frac{\alpha_s C_F}{2\pi} \left[ \frac{1}{2} \tan^{-1} \frac{\sqrt{r - 1}}{1 - 2x'} \right] \left( \begin{array}{ll}
1 - \frac{1}{x'} + (1 - \tau) \frac{r}{2(1 - x')(r - 4x' + 4x'^2)} & x' > 1 \\
- \frac{1}{1 - x'} - (1 - \tau) \frac{1}{2(1 - x')} + \left[ \frac{2x'}{1 - x'} + (1 - \tau) \right] \frac{1}{\sqrt{r - 1}} \tan^{-1} \frac{\sqrt{r - 1}}{1 - 2x'} & 0 < x' < 1 .
\end{array} \right.$$  

$$\delta q_{\text{CT,real}}^{(1)}(x, p_z^R, \mu_R) = \delta q_{\text{CT,real}}^{(1)}(x, p_z^R, \mu_R) - \left[ \frac{p_z}{p_z^R} \right] \delta q_{\text{CT,real}}^{(1)}(x - 1, p_z^R, \mu_R)$$  

$$\delta q_{\text{CT,virtual}}^{(1)}(x, p_z^R, \mu_R) = \delta q_{\text{CT,virtual}}^{(1)}(x, p_z^R, \mu_R) - \delta q_{\text{CT,virtual}}^{(1)}(x, p_z^R, \mu_R).$$  

Note that the renormalized wavefunction contribution is

$$\delta q_{\text{CT,virtual}}^{(1)}(-p^2) - \delta q_{\text{CT,virtual}}^{(1)}(\mu_R) = \frac{\alpha_s C_F}{2\pi} \frac{\tau}{2} \ln \frac{r}{\rho},$$  

which vanishes in the Landau gauge.

### 2. Matching Coefficient

The matching between quasi-PDF $\bar{q}(x, p_z, p_z^R, \mu_R)$ and the MS PDF $q(y, \mu)$ at scale $\mu$ is

$$\delta \bar{q}(x, p_z, p_z^R, \mu_R) = \int_{-1}^{1} \frac{dy}{|y|} C \left( x, y, \frac{\mu y P_z}{P_z^R} \right) \delta \bar{q}(y, \mu) + O \left( \frac{M_F^2}{P_z^2}, \frac{\Lambda_{\text{QCD}}^2}{P_z^2} \right),$$  

where $r = \mu R^2 / p_z^R$, and we have absorbed the antiquark distribution $\bar{q}(y, \mu) = -q(-y, \mu)$ into the region $-1 < y < 0$. The matching coefficient $C$ at one-loop level is

$$C \left( x, r, \frac{p_z}{\mu}, \frac{p_z}{P_z^R} \right) = \delta(1 - x) + \left[ \delta q_{\text{CT,real}}^{(1)} + \delta q_{\text{CT,virtual}}^{(1)} - \delta q_{\text{real}}^{(1)} + \delta q_{\text{virtual}}^{(1)} \right] + O \left( \alpha_s^2 \right).$$  

### 3. Definitions of $F_n$

The general definition of the $F_n^X$ is given by

$$F_n^X = \int_0^1 dy \frac{X}{(x - y)^2 + y(1 - y)p^n}.$$  

If \( \rho < 1 \),

\[
F_{1/2}^1 = \frac{1}{\sqrt{1 - \rho}} \ln \left| \frac{1 - x + |x| + \sqrt{1 - \rho}}{1 - x + |x| - \sqrt{1 - \rho}} \right|, \quad F_{1/2}^y = \frac{|1 - x| - |x|}{1 - \rho} - \frac{\rho - 2x}{2(1 - \rho)} F_{1/2}^1, \quad (A24)
\]

\[
F_{3/2}^1 = \frac{2(\rho - 2 + 2x)|x| + (\rho - 2x)|1 - x|}{\rho - 4x + 4x^2}|x(1 - x)|, \quad F_{3/2}^y = \frac{2\rho - 2x(1 - x) - 2|x(1 - x)|}{\rho - 4x + 4x^2}|1 - x|, \quad (A25)
\]

\[
F_{3/2}^y = -\frac{2(\rho^2 - \rho x(4 - 3x) + 2x^2(1 - x) + (2x - \rho)|x(1 - x)| + \frac{1}{1 - \rho} F_{1/2}^1, \quad (A26)
\]

\[
F_{5/2}^{y(1-\nu)} = \frac{4}{3\rho^2} \left[ \frac{\rho^2 - 4\rho x + 8x^2 - 8x^3}{(\rho - 4x + 4x^2)^2|x|} + \frac{\rho^2 - 4\rho x + 8x(1 - x)^2}{(\rho - 4x + 4x^2)^2|1 - x|} \right], \quad (A27)
\]

\[
F_{5/2}^{y(1-\nu)} = \frac{4}{3\rho^2} \left[ \frac{-4x^2(\rho - 2x + 2x^2)}{(\rho - 4x + 4x^2)^2|x|} + \frac{\rho^2 - 4\rho x + 4\rho x^2 + 8x^2(1 - x)^2}{(\rho - 4x + 4x^2)^2|1 - x|} \right], \quad (A28)
\]

If \( \rho > 1 \), we need to take analytic continuation

\[
F_{1/2}^1 = \frac{2}{\sqrt{\rho - 1}} \tan^{-1} \frac{\sqrt{\rho - 1}}{|1 - x| + |x|}. \quad (A29)
\]

### 4. Loop Integrals

The integration region for all loop integrals are

\[
\int \frac{d^4k}{(2\pi)^4} 2\pi \delta(k^2 - xp^2). \quad (A30)
\]

Then the loop integrals can be calculated as the \( F \)’s defined above, and shown in the following table:

| Integrand | Result | Integrand | Result | Integrand | Result | Integrand | Result |
|-----------|--------|-----------|--------|-----------|--------|-----------|--------|
| \( \frac{1}{k^2} \) | \( \frac{i}{4\pi} |x|p^2 \) | \( \frac{1}{k^2(k-p)^2} \) | \( \frac{i}{8\pi^2 p^2} F_{1/2}^1 \) | \( \frac{k^4}{k^2(k-p)^2} \) | \( \frac{i}{8\pi^2 p^2} F_{1/2}^1 \) | \( \frac{1}{p^2} \) | \( \frac{i}{8\pi |x| p^2} \) |
| \( \frac{1}{(k-p)^2} \) | \( \frac{i}{4\pi} \frac{1}{1-x}|p^2 \) | \( \frac{1}{k^2(k-p)^2} \) | \( \frac{i}{16\pi^2 p^2} F_{3/2}^y \) | \( \frac{k^4}{k^2(k-p)^2} \) | \( \frac{i}{16\pi^2 p^2} F_{3/2}^y \) | \( \frac{1}{p^2} \) | \( \frac{i}{32\pi^2 p^2} F_{3/2}^y \) |
| \( \frac{1}{(k-p)^2} \) | \( \frac{i}{8\pi} \frac{1}{1-x}|p^2 \) | \( \frac{1}{k^2(k-p)^2} \) | \( \frac{i}{16\pi^2 p^2} F_{3/2}^y \) | \( \frac{k^4}{k^2(k-p)^2} \) | \( \frac{i}{16\pi^2 p^2} F_{3/2}^y(1-y) \) |

---

