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Abstract

Tensor completion aims at filling the missing or unobserved entries based on partially observed tensors. However, utilization of the observed tensors often raises serious privacy concerns in many practical scenarios. To address this issue, we propose a solid and unified framework that contains several approaches for applying differential privacy to the two most widely used tensor decomposition methods: i) CANDECOMP/PARAFAC (CP) and ii) Tucker decompositions. For each approach, we establish a rigorous privacy guarantee and meanwhile evaluate the privacy-accuracy trade-off. Experiments on synthetic and real-world datasets demonstrate that our proposal achieves high accuracy for tensor completion while ensuring strong privacy protections.

1 Introduction

In machine learning knowledge, missing data is a prevalent issue, which can be caused by data collection, data corrosion, or other artificial reasons. As one of the most popular completion methods, low-rank matrix completion has received much attention in a wide range of applications, such as collaborative filtering \([16]\), computer vision \([38]\), and multi-class learning \([5, 13]\). However, there are many genuine cases where data has more than two dimensions and are best represented as multi-way arrays, such as tensor. For instance, electronic health records (EHRs) \([24]\), which reserve patients’ clinical histories, consist of three parts: patients, diagnosis, and procedure. A more common scenario is that data contains the time dimension, such as traffic data of network \([40]\), which can be viewed as a series traffic matrix presenting the volumes of traffic between

\(^*\)Zheng Wei and Zhengpin Li contributed equally to this work, and Xiaojun Mao and Jian Wang are the co-corresponding authors. (Emails: zwei19@fudan.edu.cn, lizp21@m.fudan.edu.cn, maoxj@sjtu.edu.cn, jian_wang@fudan.edu.cn)
original and destination pairs by unfolding as time intervals. Therefore, as a
natural high-order extension of low-rank matrix completion, low-rank tensor
completion is gaining more and more interest.

For completion methods, privacy-preserving is a significant issue that cannot
be ignored. This concept is firstly proposed in [3] and considered as a vital
goal for mining the value of data while protecting its privacy. In recent years,
this issue has attracted increasing attention in matrix and tensor completions
as well as their applications. For example, users are required to offer their
ratings to recommender service in recommendation scenarios, which often raises
serious privacy concerns because of insidious attacks and unexpected inference
on users’ ratings or profiles [33, 4, 31]. The purpose of privacy-preserving tensor
completion is to ensure high-level privacy of the observed data, while keeping
completion performance as high as possible.

To the best of our knowledge, few studies systematically studied privacy-
-preserving tensor completion. In this work, we propose a solid and unified
framework for two most widely used tensor decomposition methods: CAN-
DECOMP/PARAFAC (CP) decomposition [19, 7, 18] and Tucker decompo-
sition [39, 26, 10] to maintain privacy guarantees by utilizing differential pri-

The contributions of our work are summarized as follows.

- We are the first to propose a solid and unified framework for applying
differential privacy to tensor completion.
- We provide complete algorithm procedures and theoretical analysis for
each privacy-preserving approach in our framework.
- Experimental results on synthetic and real-world datasets demonstrate that
  the proposed approaches can yield high accuracy, while ensuring strong
  privacy protections.

2 Related Work

Differential privacy has drawn much attention for privacy-preserving data analy-
sis because of its provable privacy guarantees and few computation [11]. Various
work took this definition as the standard in data mining [15], recommenda-
tion systems [35, 14, 20, 28], and deep learning [1]. Under the constraint of
differential privacy, there are numerous algorithms for achieving the trade-off
between the level of privacy-preserving and accuracy. Stimulated by [12, 13],
we come up with a complete framework for tensor completion with differential
privacy. In [14], input perturbation was proposed to utilize the noise from the
Laplacian mechanism to interference input data. Among the analysis for gradient
perturbation approach, Williams et al. [44] firstly conducted investigation on
gradient descent with noisy updates. Afterwards, [6, 23] developed a set of gradient perturbation algorithms and established privacy guarantees for them. Objective perturbation was firstly proposed in [8] and extended in [9, 20]. This method aims at perturbing the objective function before training. Last but not least, output perturbation [11, 9, 22] works by adding noise to the solved optimal values. [46, 49] provided novel algorithms and convergence analysis from the viewpoint of optimization.

Our work focuses on the combination of differential privacy and tensor completion. As a natural extension of matrix completion, tensor completion has also been used in many applications, such as data mining [32]. CP decomposition, as a classical and notable algorithm, was first proposed by Hitchcock [19] and further discussed in [7, 18]. Another representational decomposition algorithm, Tucker decomposition, was firstly presented by Tucker [39] and further developed in [26, 10]. There are also several other tensor decomposition methods related to CP and Tucker listed in [25]. In [27], Liu et al. firstly built the theoretical foundation of low-rank tensor completion and propose three approaches based on the novel definition of trace norm for tensors: SiLRTC, FaLRTC, and HaLRTC. There have also been many follow-up progress of [27], see, e.g., [47, 45, 37, 50, 36].

Some previous studies resolved privacy-preserving tensor completion problems under specific circumstances. Wang and Anandkumar [43] proposed an algorithm for differentially private tensor decomposition using a noise calibrated tensor power method. Imtiaz and Sarwate [21] designed two algorithms for distributed differentially private principal component analysis and orthogonal tensor decomposition. Ma et al. [29] developed a novel collaborative tensor completion method that can preserve privacy on EHRs. Yang et al. [48] presented a privacy-preserving tensor completion method that uses the optimized federated soft-impute algorithm, which can provide privacy guarantees on cyber-physical-social systems. In this paper, we take CP decomposition and Tucker decomposition as the backbone completion algorithms to combine with differential privacy.

3 Preliminaries and Notations

In this section, we introduce the notations and preliminaries about tensor completion and differential privacy throughout the paper, and state some known lemmas that will be utilized later.

We describe tensor and its operations mainly based on notations in [25]. Tensors are denoted by Euler script letters (X, Y, Z), matrices by boldface capital letters (A, B, C), vectors by boldface lowercase letters (a, b, c) and scalars by vanilla lowercase letters (a, b, c). Considering entry representation, we use \( x_{ijk} \) to represent the value seated in \((i, j, k)\) of \(X\). We also use subscript “;” to indicate all values of a dimension. For instance, \(a_{m;}\) and \(a_{r;}\) are the \(m\)th-row and \(r\)th-column of matrix \(A\), respectively.
**Hadamard Product:** The Hadamard product is the elementwise product for two $n$th-order tensors with the same size. For example, the Hadamard product for two tensors $X \in \mathbb{R}^{i_1 \times \cdots \times i_n}$ and $Y \in \mathbb{R}^{i_1 \times \cdots \times i_n}$ is denoted by $X \odot Y$, which is defined by $(X \odot Y)_{i_1 \cdots i_n} = x_{i_1 \cdots i_n} y_{i_1 \cdots i_n}$.

**Khatri-Rao Product:** The Khatri-Rao product of matrices $A \in \mathbb{R}^{I \times L}$ and $B \in \mathbb{R}^{K \times L}$ is denoted by $A \odot B$, which is defined by $A \odot B = [a_1 \otimes b_1 \cdots a_L \otimes b_L]_{I \times L}$ where $\otimes$ denotes Kronecker product. The Kronecker product of two vectors $a \in \mathbb{R}^I$ and $b \in \mathbb{R}^J$ is obtained by $a \otimes b = [a_1 b \ a_2 b \ \cdots \ a_J b]^T$.

**Mode-$n$ Product:** The mode-$n$ product of a tensor $X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$ and a matrix $U \in \mathbb{R}^{J \times I_n}$ is denoted by $X \times_n U$, which is of size $I_1 \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_N$. Elementwise, we have $(X \times_n U)_{i_1 \cdots i_{n-1} j i_{n+1} \cdots i_N} = \sum_{i_n=1}^{I_n} x_{i_1 i_2 \cdots i_{n-1} i_n} u_{j i_n}$.

**CP Decomposition:** The standard CP decomposition factorizes a tensor into a sum of component rank-one tensors. Given a tensor $X \in \mathbb{R}^{I \times J \times K}$, we have

$$X \approx \sum_{r=1}^{R} a^{(1)}_r \otimes \cdots \otimes a^{(n)}_r = \|A^{(1)}\| \cdots \|A^{(n)}\|,$$

where $R$ denotes the rank of tensor and $A^{(n)}$ is the $n$-mode factor matrix consisting of $R$ columns representing $R$ latent components which can be represented as $A^{(n)} = [a^{(n)}_1 \cdots a^{(n)}_R]$.

**Tucker Decomposition:** The standard Tucker decomposition factorizes a tensor into a core tensor multiplied by a matrix along each mode. For a tensor $X \in \mathbb{R}^{I \times J \times K}$, we can express it by

$$X \approx \mathcal{G} \times_1 A \times_2 B \times_3 C = \sum_{p=1}^{P} \sum_{q=1}^{Q} \sum_{t=1}^{T} g_{pqt} a_{p} \circ b_{q} \circ c_{t} = \|G\;A, B, C\|$$

where $G \in \mathbb{R}^{P \times Q \times T}$ and $g_{pqt}$ indicate the core tensor and the element of $G$ on coordinate $(p,q,t)$ respectively, and $A \in \mathbb{R}^{I \times P}$, $B \in \mathbb{R}^{J \times Q}$ and $C \in \mathbb{R}^{K \times T}$ represent the factor matrices.

### 3.1 Differential Privacy

**Definition 1.** Let $f : \mathbb{R}^d \to \mathbb{R}$ be a function:

- $f$ is $L$-Lipschitz if for any $u, v \in \mathbb{R}^d$, $\|f(u) - f(v)\| \leq L \|u - v\|$;
- $f$ is $\beta$-smooth if $\|\nabla f(u) - \nabla f(v)\| \leq \beta \|u - v\|$, where $\nabla$ denotes the first order derivative.
Definition 2. A (randomized) algorithm $A$ whose outputs lie in a domain $S$ is said to be $\epsilon$-differentially private if for all subsets $S \subseteq S$, for all datasets $D$ and $D'$ that differ in at most one entry, it holds that:

$$\Pr(A(D) \in S) \leq e^\epsilon \Pr (A(D') \in S).$$

(1)

Definition 3. The $L_p$-sensitivity of a function $f : D^n \rightarrow \mathbb{R}^d$ is the smallest number $\Delta_p(f)$ such that for all $x, x' \in D^n$ which differ in a single entry,

$$\|f(x) - f(x')\|_p \leq \Delta_p(f),$$

(2)

where $\Delta_p(f)$ captures the magnitude by which a single individual’s data can change the function $f$ in the worst case, which provides an upper bound on how much we must perturb the input to preserve privacy.

Lemma 1 (Laplace Mechanism [11]). For all $f : D^n \rightarrow \mathbb{R}^d$, the Laplace mechanism is defined

$$San_f(x) = f(x) + (Y_1, \ldots, Y_d),$$

(3)

which ensures $\epsilon$-differential privacy, where the $Y_i$ are i.i.d. drawn from $\text{Lap}(\Delta_1(f)/\epsilon)$.

Lemma 2 (Exponential Mechanism [11]). Let $f$ be a deterministic query that maps a database to a vector in $\mathbb{R}^d$. Then publishing $f(D) + \kappa$ where $\kappa$ is sampled from the distribution with density

$$p(\kappa) \propto \exp\left(-\frac{\epsilon \|\kappa\|}{\Delta_2(f)}\right),$$

(4)

preserves $\epsilon$-differential privacy.

Lemma 3 (Private Convex Permutation-based SGD [46]). Consider $\tau$-passes private convex SGD (i.e. PSGD) for $L$-Lipschitz, convex and $\beta$-smooth optimization. Suppose further that we have constant learning rate $\eta_1 = \eta_2 = \cdots = \eta_\tau = \eta \leq \frac{2}{L}$.

Denote $S$ and $S'$ as two datasets differing on one single entry, $\tau$ as number of iteration, we have $\sup_{S \sim S'} \sup_{r} \Delta_T \leq 2\tau L \eta$, where $r$ indicates a random permutation for datasets and $T$ represents the number of iterations.

4 Differential Privacy Tensor Completion

In this section, we introduce the proposed framework for privacy-preserving tensor completion. We focus on the CP and Tucker decompositions with several privacy-preserving approaches via stochastic gradient descent (SGD) under the constraints of differential privacy. Considering the stages of tensor completion, we design input, gradient, and output perturbation approaches to maintain privacy, respectively. The overall framework is shown in Figure 1.
Tensor Completion via SGD
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For one training entry, update 𝛼, 𝛽, and 𝛾.

Factor Matrices:
 𝐴, 𝐵, and 𝐶
Core Tensor: 𝐺 (just for Tucker)

Tucker
For one training entry, update 𝛼, 𝛽, 𝑈, and 𝑉.

Completion
For CP:
For Tucker:

Input Perturbation
Gradient Perturbation
Output Perturbation

Figure 1: Various perturbation approaches within tensor completion framework.

4.1 Problem Formulation

From now on, 𝑋 ∈ ℜ^{𝑛_1 × 𝑛_2 × 𝑛_3}, which is generated by true tensor ˜𝑋 with unknown noise, represents the noisy incomplete tensor used to obtain estimated factor matrices and core tensor. We denote observation set by Ω which contains the indexes of available entries, and 𝑥𝑖𝑗𝑘 is observed if and only if (𝑖, 𝑗, 𝑘) ∈ Ω. For convenience, we introduce the sampling operator 𝑃Ω : ℜ^{𝑛_1 × 𝑛_2 × 𝑛_3} → ℜ^{𝑛_1 × 𝑛_2 × 𝑛_3}:

[𝑃Ω(𝑋)]𝑖𝑗𝑘 = { 𝑥𝑖𝑗𝑘, (𝑖, 𝑗, 𝑘) ∈ Ω
0, otherwise. (5)

Denote three latent matrices derived from factorization by 𝐴 ∈ ℜ^{𝑛_1 × 𝑑}, 𝐵 ∈ ℜ^{𝑛_2 × 𝑑}, and 𝐶 ∈ ℜ^{𝑛_3 × 𝑑} where 𝑑 indicates the rank of ˜𝑋, and the CP based completion problem can be formulated as:

\[ \min_{𝐴,𝐵,𝐶} f(𝐴,𝐵,𝐶) = \|𝑃Ω(𝑋−[𝐴,𝐵,𝐶])\|_F^2 + \lambda_0(\|𝐴\|_F^2 + \|𝐵\|_F^2 + \|𝐶\|_F^2), \] (6)

where \(\lambda\) acts as a regularization parameter to control a tunable tradeoff between fitting errors and encouraging low-rank tensor. In terms of Tucker decomposition, we denote the core tensor by 𝐺, and set the size of 𝐺 to 𝑑 × 𝑑 × 𝑑 for simplicity. In a similar regularization manner for factor matrices, we impose a 𝐹-norm penalty to restrict the complexity of the core tensor. Thereby, we can reformulate the problem (6) as:

\[ \min_{𝐴,𝐵,𝐶,𝐺} f(𝐴,𝐵,𝐶,𝐺) = \|𝑃Ω(𝑋−[𝐺; 𝐴,𝐵,𝐶])\|_F^2 + \lambda_0(\|𝐴\|_F^2 + \|𝐵\|_F^2 + \|𝐶\|_F^2) + \lambda_9 \|𝐺\|_F^2, \] (7)

where \(\lambda_0\) and \(\lambda_9\) indicate regularization parameters for the factor matrices and the core tensor, respectively. The presence of the core tensor constitutes the main difference between these two decomposition methods. CP decomposition performs computationally more flexible in dealing with large-scale datasets, whereas Tucker decomposition is more general and effective because its core...
tensor can capture complex interactions among components that are not strictly trilinear \cite{36}. Consequently, we can consider CP decomposition as a special case of Tucker decomposition where the cardinalities of the dimensions of latent matrices are equal and the off-diagonal elements of the core tensor are zero \cite{34}. In the following parts, we provide theoretical analysis and algorithm procedures of the perturbation mechanisms based on Tucker decomposition.

### 4.2 Private Input Perturbation

In this approach, each entry of input tensor $X$ is considered independently of the rest, and is perturbed by noise, which is bounded by $L_1$-sensitivity of $X$. Suppose the entries of $X$ are in the range of $[X_{\text{max}}, X_{\text{min}}]$, the $L_1$-sensitivity of the tensor is $\Delta_X^{(I)} = X_{\text{max}} - X_{\text{min}}$, and noises are sampled from $\text{Lap}(\Delta_X^{(I)}/\epsilon)$. The outline of this process is shown in Algorithm 1.

**Algorithm 1** Private Input Perturbation

**Input:** $X$: noisy incomplete tensor, $\Omega$: indexes set of observations, $d$: rank of tensor, $\lambda_o$: regularization parameter for the factor matrices, $\lambda_g$: regularization parameter for the core tensor, $\epsilon$: privacy budget

1. Generate each entry of noise tensor $N$ by $\text{Lap}(\Delta_X^{(I)}/\epsilon)$
2. Let $X' = \{x_{ijk} + n_{ijk} | (i,j,k) \in \Omega\}$
3. Use $X'$ as input to solve (7) via SGD and obtain estimated $\hat{A}, \hat{B}, \hat{C}$ and $\hat{G}$

**Output:** Estimated $\hat{A} \in \mathbb{R}^{n_1 \times d}$, $\hat{B} \in \mathbb{R}^{n_2 \times d}$, $\hat{C} \in \mathbb{R}^{n_3 \times d}$ and $\hat{G} \in \mathbb{R}^{d \times d \times d}$

**Theorem 1.** Algorithm 1 maintains $\epsilon$-differential privacy.

**Proof of Theorem 1.** The $L_1$-sensitivity of the input tensor is $\Delta_X^{(I)} = X_{\text{max}} - X_{\text{min}}$. According to Lemma 1, this algorithm maintains $\epsilon$-differential privacy. ∎

Essentially, exerting private perturbation on $X$ is equivalent to adding noise following a specific distribution to it. The magnitude of noises is determined by the $L_1$-sensitivity of $X$ and privacy budget $\epsilon$. Optionally, to limit the influence of excessive noise, we can clamp perturbed $X$ to a fixed range before training. Moreover, the input perturbation can protect the privacy concerning the existence of observations in scenarios where missing entries are assigned to zero by default.

### 4.3 Private Gradient Perturbation

The gradient perturbation maintains privacy by introducing noise in the SGD step \cite{6}. In our gradient perturbation, we add noises to the computed gradients, and then utilize noisy gradients to update the corresponding rows of the factor matrices and the core tensor. For the sake of simplicity, we spend the all privacy budget on one single factor matrix. Here, we take $C$ as an example. In each iteration, the gradient of $C$ will be added by noise sampled from one exponential distribution. Before that, to be compatible with our theoretical
assumption in Theorem 2, we clip the gradient $l_2$-norms of $C$ to a constant $m$ using $v \leftarrow v / \max(1, \|v\|_2/m)$. The global sensitivity here is denoted by $\Delta^{(G)}$. Algorithm 2 summarizes this process.

**Theorem 2.** Suppose that function $f$ with regard to $C$ in (7) is $L$-Lipschitz, Algorithm 2 maintains $\epsilon$-differential privacy.

**Algorithm 2** Private Gradient Perturbation

**Input:** $X$: noisy incomplete tensor, $\Omega$: indexes set of observations, $d$: rank of tensor, $\lambda_o$: regularization parameter for the factor matrices, $\lambda_g$: regularization parameter for the core tensor, $n$: number of iterations, $\epsilon$: privacy budget, $\eta$: learning rate, $m$: clipping constant

1: Initialize random factor matrices $A, B, C, G$
2: for $n$ iterations do
3: for $x_{ijk} \in X$ do
4: $a_i \leftarrow a_i - \eta \nabla a_i f$
5: $b_j \leftarrow b_j - \eta \nabla b_j f$
6: $\nabla c_k f \leftarrow \nabla c_k f / \max(1, \|\nabla c_k f\|_2/m)$
7: Sample noise vector $n_i$: satisfying $p(n_i) \propto e^{-\frac{\epsilon \|n_i\|}{\Delta^{(G)}}}$
8: $c_k \leftarrow c_k - \eta(\nabla c_k f + n_i)$
9: $G \leftarrow G - \eta \nabla G f$
10: end for
11: end for

**Output:** Estimated $\hat{A} \in \mathbb{R}^{n_1 \times d}$, $\hat{B} \in \mathbb{R}^{n_2 \times d}$, $\hat{C} \in \mathbb{R}^{n_3 \times d}$ and $\hat{G} \in \mathbb{R}^{d \times d \times d}$

**Proof.** Let $X$ and $X'$ be two tensors differing at only element $x_{pqr}$ and $x'_{pqr}$. Let $N = \{n_{ij}\}$ and $N' = \{n'_{ij}\}$ be the noise matrices when training with $X$ and $X'$ respectively. According to the optimization formulation (7), it is obviously differentiable anywhere, which ensures the unique mapping from input to output. Denote $C^*$ as the derived factor matrix minimizes both the optimization problems, and we have $\forall k \in \{1, 2, \cdots, n_3\}$, $\nabla c_k f(c_k^*, x) = \nabla c_k f(c_k^*, x')$. Thereby, given $x_{ijk}$ and $x'_{ijk}$, we have:

$$\nabla c_k f(c_k^*, x) + n_k = \nabla c_k f(c_k^*, x') + n_k'. \quad (8)$$

Then we can derive that:

$$n_k - n_k' = \nabla c_k f(c_k^*, x) - \nabla c_k f(c_k^*, x'),$$

$$\|n_k - n_k'\| = \|\nabla c_k f(c_k^*, x) - \nabla c_k f(c_k^*, x')\| \leq 2L. \quad (9)$$
Denote $\Delta^{(G)}_X = 2L$. For any pair of $x_{pqg}$ and $x'_{pqg}$, we have:

$$\Pr[C = C^* | \mathcal{X}] = \prod_{k=1}^{n_3} \frac{p(n_k)}{p(n'_k)} = \exp \left\{ -\frac{\epsilon (\sum_{k=1}^{n_3} \|n_k\| - \sum_{k=1}^{n_3} \|n'_k\|)}{\Delta^{(G)}_X} \right\}$$

$$\leq \exp \left\{ -\frac{\epsilon (\|n_k\| - \|n'_k\|)}{\Delta^{(G)}_X} \right\} \leq \exp(\epsilon). \quad (10)$$

Hence, the algorithm maintains $\epsilon$-differential privacy for the whole process.

In contrast to the previous gradient perturbation approaches [6], we propose a novel proof to separate the privacy budget from the iteration number. In this way, we can avoid generating excessive noise under a too-small privacy budget in each iteration. Besides, we set clipping constant to bound the gradient $\ell_2$-norm to limit fluctuation of gradient and magnitude of noise, which makes the updating process more robust regarding privacy budget.

### 4.4 Private Output Perturbation

The output perturbation achieves privacy protections by adding noise to the final model [11]. We can divide the privacy budget among all outputs in our approach, including the factor matrices and the core tensor. For simplicity, we only consider adding noise to estimated $\hat{C}$. After the updating process of SGD, noise vectors sampled by one exponential mechanism will be added to each row of $\hat{C}$. Define $\Delta^{(O)}_X = 2\tau L_\eta$ where $\tau$, $L$, and $\eta$ indicate number of iterations, Lipschitz constant, and learning rate, respectively. The summary of this process is shown in Algorithm 3.

**Algorithm 3** Private Output Perturbation

**Input:** $\mathcal{X}$: noisy incomplete tensor, $\Omega$: indexes set of observations, $d$: rank of tensor, $\epsilon$: privacy budget

1. Solve (7) via SGD and obtain estimated $\hat{A}, \hat{B}, \hat{C}$ and $\hat{G}$
2. Sample noise matrix $N$, all rows of which are sampled from $\exp \left\{ -\frac{\epsilon \|n_i\|}{\Delta^{(O)}_X} \right\}$
3. $\hat{C} \leftarrow \hat{C} + N$

**Output:** Estimated $\hat{A} \in \mathbb{R}^{n_1 \times d}$, $\hat{B} \in \mathbb{R}^{n_2 \times d}$, $\hat{C} \in \mathbb{R}^{n_3 \times d}$ and $\hat{G} \in \mathbb{R}^{d \times d \times d}$

**Theorem 3.** Algorithm 3 maintains $\epsilon$-differential privacy.

**Proof of Theorem 3.** According to Lemma 3, $L_2$-sensitivity is bounded by $2\tau L_\eta$ denoted as $\Delta^{(O)}_X$. By adding noises from $\hat{C}$ it directly yields $\epsilon$-differential privacy for this algorithm.
The advantages of the output perturbation lie in its flexible allocation of privacy budget and ease of implementation. On the other hand, the introduced noise directly impacts completion results, which makes completion performance susceptible to the noise.

5 Evaluation

In this section, we evaluate our proposal on synthetic and real-world datasets. For each experiment scenario, we randomly split observations into 80% and 20% as train/test sets, and perform the three perturbation approaches on two decomposition methods under the appropriate parameters. For comparison, we use the vanilla decomposition methods without perturbation as baselines. We measure the performance of tensor completion using the Root Mean Square Error (RMSE) metric, computed by \( \text{RMSE} = \sqrt{\frac{\sum_{\Omega} (\tilde{x}_{ijk} - \hat{x}_{ijk})^2}{|\Omega|}} \), where \( \Omega \) represents indexes of test set. Owing to the uncertainty of introducing noise, the reported RMSE is averaged across multiple runs.

5.1 Simulation Study

In this part, we set the size and rank of \( \mathbf{X} \) to 20 \( \times \) 20 \( \times \) 20 and 3, respectively. We use different ways to generate target tensor for CP and Tucker decompositions. Motivated by [2], we construct \( \mathbf{X} \) for CP decomposition by \( \mathbf{X} = \mathbf{J}[\tilde{\mathbf{A}}, \tilde{\mathbf{B}}, \tilde{\mathbf{C}}] + \mathbf{N} \) where \( \tilde{\mathbf{A}} \in \mathbb{R}^{20 \times 3}, \tilde{\mathbf{B}} \in \mathbb{R}^{20 \times 3} \) and \( \tilde{\mathbf{C}} \in \mathbb{R}^{20 \times 3} \) are from standard normal distribution, and \( \mathbf{N} \) represents a mean zero Gaussian noise tensor satisfying that signal-to-noise (SNR) is one. In addition, all columns of the factor matrices are normalized to unit length. For Tucker decomposition, we generate the factor matrices by a similar manner and make their columns orthogonal to each other. We draw the entries of the core tensor \( \tilde{\mathbf{G}} \in \mathbb{R}^{3 \times 3 \times 3} \) from standard normal distribution \([36]\) and construct \( \mathbf{X} = \mathbf{J}[\tilde{\mathbf{G}}, \tilde{\mathbf{A}}, \tilde{\mathbf{B}}, \tilde{\mathbf{C}}] + \mathbf{N} \) where \( \mathbf{N} \) is same as the generation in CP decomposition. For the convenience of performance visualization, we transform \( \tilde{\mathbf{X}} \) by min-max scaling before introducing noise tensor. With regard to parameters setting, we set regularization term \( \lambda \) in \([6]\) to 0.01, and learning rate to 0.005 in CP decomposition. For Tucker decomposition, we take regularization terms \( \lambda_o \) and \( \lambda_g \) in \([7]\) by 0.001 and 0.0001, respectively, and learning rate by 0.005. For both decomposition methods, we set the maximum number of iterations to 100. In the following experiments, we consider \( \tilde{\mathbf{X}} \) with missing ratio of 50% as the benchmark case.

Figure 2 shows the performance comparisons among several perturbation approaches under the same decomposition method. As expected, decomposition methods with perturbation approaches cannot outperform the baselines, and their RMSE increase with the privacy parameter \( \epsilon \) shrinking. This can be explained by that keeping a higher level of privacy means introducing larger noises, which leads to lower accuracy. Overall, there is no significant difference in the trade-off of privacy-accuracy between CP decomposition and Tucker decomposition. Specifically, the figure illustrates that the performance of gradient
Figure 2: Performance comparison of CP and Tucker decompositions. The left and right columns present the performance of CP decomposition and Tucker decomposition, respectively. The colored area around each RMSE curve reflects the standard deviation of RMSE, averaged over 50 realizations. We can view this area as a stability indicator for each perturbation approach.

Gradient perturbation (GP) is followed by output perturbation (OP) and input perturbation (IP) in terms of accuracy and stability. In Figure 2 (a) and (b), we observe that the curves of GP are very close to that of the baselines, which is caused by the experimental setting where we set \( \Delta_X^{(G)} = 2m \), and \( m \) here indicates the clipping constant. A small clipping constant means a small \( \Delta_X^{(G)} \), which can offset the impact of smaller \( \epsilon \). We observe the trade-off of gradient perturbation in Figure 2 (c) and (d), where privacy parameters are presented by exponential magnitude.

In addition, from the perspective of stability, GP can maintain the lowest fluctuation as long as \( \epsilon \) is set not too small. This is consistent with our analysis in Algorithm 2. For two other perturbation methods, the fluctuation of IP keeps dropping mildly with \( \epsilon \), whereas OP exhibits a sharp decrease. One reasonable explanation is that the iteration number of SGD has much difference in mitigating noise impact. Obviously, IP has the most iteration numbers since the noise is introduced prior to the iteration process. In contrast to IP, OP adds noise to the estimated output after completing the whole iteration process, making completion performance susceptible to noise.

Figure 3 reveals that the comparison results of several perturbation approaches under a series of missing scenarios. For each perturbation approach, we evaluate the completion performance with missing ratio (MR) ranging from 0.1 to 0.9.
Figure 3: Performance comparison with different MR for the same perturbation approach. The first- and second-row are pertaining to the perturbation methods in CP decomposition and Tucker decomposition, respectively, where the displayed results are averaged over 10 runs.

Overall, the figure demonstrates an increased tendency of RMSE with the higher MR. In particular, a significant decrease in performance only occurs when the missing ratio is taken by 0.9, which implies that our proposed privacy-preserving approaches can maintain the high accuracy until the sparsity of the dataset is over a certain high threshold.

5.2 Empirical Study on ML-100K

In this part, we analyze the performance of the proposed methods on MovieLens 100K (ML-100K) [17] datasets, which consists of 943 users and 1682 movies and has the density of 6.30%. We divide the timestamps into 212 values by day and unfold the original rating matrix to tensor by expanding timestamps as the third dimension. We utilize the canonical partition (ua.base/ua.test and ub.base/ub.test) to train and evaluate our proposed perturbation methods. To avoid the bias issue of data, we employ the bi-scaling procedure [30], which standardizes a matrix to have rows and columns of means zero and variances one, to matrices separated from tensor by timestamp before applying any perturbation methods. In terms of parameters setting, we set $\lambda$ to 0.01 in (6) and the learning rate to 0.005 in CP decomposition. Also, we take $\lambda_o = 0.01$, $\lambda_g = 0.001$ in (7) and the learning rate to 0.003 in Tucker decomposition. For both methods, we set maximum number of iterations to 100.

Figure 4 shows the performance of perturbation approaches on ML-100K with the same decomposition method. Overall, we observe that three approaches have comparable performance to that on synthetic datasets, which validates the
effectiveness of our proposal in practical scenarios.

6 Conclusion and Future Work

In this paper, we have established a unified privacy-preserving framework for CP and Tucker decompositions. This framework contains three perturbation approaches to tackle the privacy issue in tensor completion via differential privacy. For each approach, we have provided the algorithm procedures and theoretical analyses. Through experiments on synthetic and real-world datasets, we have verified the effectiveness of the proposed framework. Particularly worth mentioning is that the gradient perturbation approach can achieve a stable and remarkable accuracy with small privacy budgets, indicating great potential for practical applications.

There are many intriguing future directions to pursue. Firstly, we can adapt our proposal to improve variants of tensor completion, especially for methods based on CP or Tucker decompositions. Secondely, we can extend the framework to other scenarios where servers’ responsible for data collection are untrusted. Thirdly, we can develop more sophisticated methods to incorporate the side information of target tensor in our proposed framework to obtain further performance enhancement.
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