The effect of magnetic impurity scattering on transport in topological insulators
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Charge transport in topological insulators is primarily characterised by so-called topologically projected helical edge states, where charge carriers are correlated in spin and momentum. In principle, dissipationless current can be carried by these edge states as backscattering from impurities and defects is suppressed as long as time-reversal symmetry is not broken. However, applied magnetic fields or underlying nuclear spin-defects in the substrate can break this time reversal symmetry. In particular, magnetic impurities lead to back-scattering by spin-flip processes. We have investigated the effects of point-wise magnetic impurities on the transport properties of helical edge states in the BHZ model using the Non-Equilibrium Green’s Function formalism and compared the results to a semi-analytic approach. Using these techniques we study the influence of impurity strength and spin impurity polarization. We observe a secondary effect of defect-defect interaction that depends on the underlying material parameters which introduces a non-monotonous response of the conductance to defect density. This in turn suggests a qualitative difference in magneto-transport signatures in the dilute and high density spin impurity limits.

I. INTRODUCTION

Since their experimental observation in 2007 [1], topological insulators (TIs) have represented a paradigm shift in condensed matter physics. These materials exhibit novel surface state conduction that originates from the underlying topology character of the bulk material. These edge states have been shown to possess spin-momentum locking, preventing backscatter when time-reversal symmetry is preserved. These effects offer a new opportunity in device designs that utilize the underlying spin-texture of these edge states and present a new opportunity for spintronic technologies. In order for these so-called protected symmetries to exist, time-reversal symmetry must not be broken. Recent experiments have shown that nuclear spin states in the underlying substrate are found to affect transport by breaking this symmetry [2, 3].

Theoretical work by several authors [4–6] suggests that in the absence of strong nuclear dephasing, intrinsic nuclear spins may become polarized due to the flow of spin-polarised HESs in a TI. This results in little-to-no scattering once the nuclear spins are fully polarized. This polarization suggests that one could design a so-called spin-battery [4] that stores a spin polarization that dis- polarization suggests that one could design a so-called spin-battery [4] that stores a spin polarization that dis- polarizes when the nuclear spins are fully polarized. This polarization suggests that one could design a so-called spin-battery [4] that stores a spin polarization that dis- limits.

II. MODELLING MAGNETIC IMPURITY SCATTERING IN THE BHZ MODEL

In this section we detail the models that we will be using for computing the transport response of the BHZ model in the presence of magnetic defects.

A. BHZ Hamiltonian

We use the quantum spin-hall (QSH) insulator model of Bernevig, Hughes and Zhang (BHZ) [9] derived originally for their work in HgTe/CdTe wells:

\[
H_{BHZ} = \epsilon_k \sigma_0 \tau_z + E_k \sigma_0 \tau_0 + \Delta_0 \sigma_y \tau_y + A_0 (k_x \sigma_z \tau_x - k_y \sigma_0 \tau_y)
\] (1)
where \( E_k = C_0 - D_0(k_x^2 + k_y^2) \), \( \epsilon_k = M_0 - B_0(k_x^2 + k_y^2) \), \( A_0 \), \( B_0 \), \( C_0 \), \( D_0 \), \( M_0 \), \( \Delta_0 \), are material parameters discussed below, and \( \sigma \) and \( \tau \) are Pauli matrices to denote spin and electron-hole degrees of freedom respectively. Making the canonical substitution of \( k_a \rightarrow -i \partial / \partial x \) and expanding we arrive at:

\[
\mathcal{H}_{\text{BHZ}} = (M_0 + B_0 \nabla^2) \sigma_0 \tau_z + (C_0 + D_0 \nabla^2) \sigma_0 \tau_0 \\
+ \Delta_0 \sigma_y \tau_y - i A_0 \left( \frac{\partial}{\partial x} \sigma_x \tau_x - \frac{\partial}{\partial y} \sigma_y \tau_y \right) \tag{2}
\]

where \( \nabla^2 \) is the Laplacian \( \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \), \( A_0 \) in units of (eVÅ) is the “Dirac” part of the equation, \( B_0 \) (eVÅ²) is the “Schrödinger” part of the equation, \( C_0 \) (eV) is an energy offset, \( D_0 \) (eVÅ²) controls the asymmetry between valence and conduction bands. \( M_0 \) (eV) controls the inversion region, (topologically interesting regions being \( M_0 B_0 > 0 \)), and also determines the character of the edge state at given \( k_z \) \[10, 11\], whereas \( \Delta_0 \) controls the lowest-order bulk-inversion asymmetry (BIA). Given two well separated edge states, and \( 2|\Delta_0| \ll A_0^2 \) \( / \) \( B_0 \), we obtain the effective edge Hamiltonian as

\[
\mathcal{H}_{\text{edge}} = \epsilon_0 + v_0 \partial_x \kappa, \tag{3}
\]

which has a linear dispersion about the Dirac point \( \epsilon_k = \epsilon_0 \pm v_0 k \), where \( \epsilon_0 = C_0 - M_0 D_0 B_0 \), and \( v_0 = \sqrt{B_0^2 - D_0^2 (A_0 / (h B_0))} \) \[5\] corresponding to the spin-polarized edge modes.

We set \( C_0 = 0 \) eV, \( D_0 = 0 \) eVÅ², such that we have a symmetric system centered at \( E = 0 \) eV. We set \( \Delta_0 = 1 \) μeV, to serve as a method of lifting the degeneracy found between the two sub-blocks. Note that this term does not violate the \( Z_2 \) symmetry class \[12\], but spin is no longer a conserved property \[13, 14\]. This judicious choice of \( \Delta_0 \) will make the magnitude of any new effects very small, but its purpose is solely to ease computational complexity found when dealing with degeneracies and does not reduce the generality of our results.

In HgTe/CdTe the experimentally observed \( \Delta_0 \) was approximately 1.6 meV, only one order of magnitude smaller than the band gap \[12\]. However the effects we study here still apply qualitatively to such systems with much larger \( \Delta_0 \). In the absence of an asymmetry parameter \( D_0 \), the spatial and energetic scales of the BHZ model may be found by:

\[
r_0 = \frac{2 |B_0|}{A_0}, \quad E_0 = \frac{A_0^2}{2 |B_0|}. \tag{4}
\]

One may then invert the length scale parameters to find the appropriate \( A_0 \) and \( B_0 \) parameters for a desired model:

\[
A_0 = r_0 E_0, \quad B_0 = r_0^2 E_0 / 2. \tag{5}
\]

the inclusion of an asymmetry parameter, \( D_0 \), breaks the particle-hole symmetry and leads to competing energy and length scales which is not of interest to this work.

As we employ a real-space Greens function approach, we express the Hamiltonian on a grid using the finite difference method. This means that the results of our calculations can be expressed with respect to an arbitrary spatial scale, provided the relationship to the energy scale is defined. In everything that follows we choose \( A_0 = 0.5 \) eVÅ, \( B_0 = 0.25 \) eVÅ², giving a spatial scale \( r_0 \), corresponding to an energy scale of \( E_0 = 500 \) meV. We vary \( M_0 \) from 1 to 2.25\( E_0 \), demonstrated in Fig. \[4\] noting that at \( M_0 = A_0^2 / (2 |B_0|) = E_0 \), the conventional band edge crosses over from direct to an indirect band gapped material. In addition, at \( M_0 = E_0 \), the bulk band gap is at its largest \( \approx 2 E_0 \) comparable to state-of-the-art materials in this field \[7\].

In this work we leave \( r_0 \) as an arbitrary spatial scale, which may then be chosen for a given material. To give a sense of typical values for the length and energy scales, for a 7nm wide quantum well in HgTe, \( r_0 = 3.76 \text{nm} \) and \( E_0 = 96.8 \text{meV} \) \[12\]. Another example is the quantum spin hall insulator WTe₂ which has a similar but not identical effective Hamiltonian \[16, 17\], for which our purposes we will approximate as isotropic to fit the form of Eq. \[3\]. In this case, if we assume \( A_0 \approx 2.5 \) eVÅ and \( |B_0| \approx 34 \text{eVÅ} \) \[17\], we obtain \( r_0 \approx 2.72 \)nm and \( E_0 \approx 92 \)meV. For reference, in terms of Fermi velocity near the Dirac point HgTe/CdTe is approximately \( 3.7 \times 10^5 \text{m/s} \) \[5\] and WTe₂ is approximately \( 3.9 \times 10^5 \text{m/s} \) \[17\].

Following the work of Lunde et al. \[5\] it is suggested that if strong spin-polarization effects are to be observed, then the bias must be at least \( V = 5 k_B T / e \), to this end we use biases ranging from 50 mV to 250 mV, and therefore we model our devices to be at an operating temperature of 116K, i.e. \( k_B T = 10 \) meV, approximately 1% of the band gap.

To express the BHZ Hamiltonian in real space, we utilize the second order 3-point finite difference method to discretize our derivative operators on a finite square lattice, where we set our discretisation constant (in both dimensions) to be 0.25 \( r_0 \).

\[ \text{B. NEGF transport model} \]

We use the Non-Equilibrium Green’s function (NEGF) formalism \[8\] to explicitly model transport in the presence of magnetic defects. The retarded Green’s function matrix is given by:

\[
G^r(E) = [(E + i0^+) S - H - \Sigma^r]^{-1} \tag{6}
\]

where \( E \) is energy, \( 0^+ \) is a small positive number to provide numerical stability, \( S \) is the basis overlap matrix (equal to the identity in orthogonal bases and herein), \( H \) is the Hamiltonian, \( \Sigma^r \) is the sum of all retarded self-energy terms controlling the inflow and outflow of particles. In this work we will be using two sets of self-energy terms, one related to the leads as calculated using the iterative method of \[18, 19\] and a second set related to...
spin-flip processes [20], discussed in the following section. The distributions of input and output states are given by the in– and out– scattering functions $\Sigma^{\text{in, out}}$ respectively, in this work all leads may be described using Fermi-Dirac distribution functions:

$$f_k(E) = \left[ \exp \left( \frac{E - \mu_k}{k_B T} \right) + 1 \right]^{-1}.$$  

The lead in– and out– scattering functions are given by weighted sum of the broadening matrices multiplied by their Fermi-Dirac distribution functions:

$$\Sigma^{\text{in}}_{\text{leads}} = \sum_k f_k \Gamma_k, \quad \Sigma^{\text{out}}_{\text{leads}} = \sum_k (1 - f_k) \Gamma_k,$$

where the $k$th broadening matrix $\Gamma_k$ is given by:

$$\Gamma_k = i(\Sigma_k - \Sigma_k^{\dagger}).$$  

One may then compute the electron and hole Green’s functions [8] by:

$$G^{e, h} = G \Sigma^{\text{in, out}} G^\dagger, \quad \Sigma^{\text{in, out}} = \Sigma^{\text{in, out}}_{\text{leads}} + \Sigma^{\text{in, out}}_{\text{sf}}$$

where $\Sigma^{\text{in, out}}_{\text{sf}}$ is the in–(out–)scattering function due to spin-flip model discussed in the following section. It should be noted that electron and hole is a misnomer in this case, as these matrices represent the occupied and unoccupied states, sometimes referred to as the lesser
and greater than functions ($-iG^<$ and $iG^>$ respectively) which are in fact super-positions of electron and hole states. Each of these Green’s functions are then calculated by the recursive Green’s function (RGF) approach [21].

To compute the expectation value of various operators with respect to the Green’s functions, we first recall the periodic representation of the Hamiltonian:

$$H(k) = H_0 + H_1 e^{ika} + H_{-1} e^{-ika}$$ (11)

where $H_0$ is the on-site matrix, $H_1 = H^\dagger_1$ is matrix connecting one unit cell to the next in the $k$-direction, and $a$ is the size of the unit cell. From (11) we obtain the eigenproblem:

$$H(k)|\Psi_j(k)\rangle = E_j|\Psi_j(k)\rangle,$$ (12)

whose solutions form the bands in Fig. 1. Observables for the band structure are then obtained by computing the expectation value of the eigenfunction with respect to the operator:

$$\langle \sigma_\alpha \tau_\beta \rangle = \langle \Psi_j(k)|\sigma_\alpha \tau_\beta |\Psi_j(k)\rangle.$$ (13)

Similarly, the expectation value obtained from a Green’s function is taken by computing the trace of an operator product with the Green’s function:

$$\langle \sigma_\alpha \tau_\beta \rangle = \frac{1}{2\pi} \text{Tr}[X|\sigma_\alpha \tau_\beta |X], \quad X = A, G^n, GP.$$ (14)

With common examples being $\text{Tr}[A|\sigma_\alpha \tau_\beta |]$ for local density of states (LDOS), and $\text{Tr}[G^n|\sigma_\alpha \tau_\beta |]$ for spin-projected charge density (SPCD). The band structure, local density of states and the spin-projected charge density for the lead and defect contributions are presented in Fig. 1.

Additionally, the standard current operator [8] through the $i$th lead:

$$I_i = -\frac{e}{\hbar} \int_{-\infty}^{\infty} \text{Tr}[(\Sigma^{\text{in}}_i A - \Gamma_i G^n)]dE,$$ (15)

must be modified to account that the electrons and holes travelling in the same direction carry opposite currents, and therefore we modify [15] to handle particle-hole symmetries [22]:

$$I_i = -\frac{e}{\hbar} \int_{-\infty}^{\infty} \text{Tr}[(\Sigma^{\text{in}}_i A - \Gamma_i G^n)\sigma_0 \tau_2]dE,$$ (16)

alternatively this may be written as a difference between the partial traces across the electron and hole subspaces.

C. Effective scattering model

Before we compute numerical results using NEGF, it is illustrative to first consider an effective scattering model in which we consider a reduced system containing solely an electron and spin-defect described by the following Hamiltonian:

$$H_{\text{eff}} = H_{\text{edge}} + H_i + H_{\text{int}}.$$ (17)

In the above $H_{\text{edge}} = h_{\text{eq}} k_x \sigma_z$ describes electrons in the edge channel along the $x$-direction given by Eq. (3). $H_i$ is the unperturbed Hamiltonian of the defect spin. In the absence of external magnetic field, $H_i$ describes degenerate states of the defect spin and we set it as a constant $H_i = 0$ without loss of the generality. The last term is the interaction between electron-spin and defect-spin given as $[23, 24]$

$$H_{\text{int}} = F(x)[J_z \sigma_z S_z + J_x (\sigma_- S_+ + \sigma_+ S_-)],$$ (18)

where $F(x) = \Theta(w_x/2 - |x|)$ is a range function describing the effective size of the scattering region, $S$ is the defect spin operator, and $\sigma_{\pm} = (\sigma_x \pm i \sigma_y)/2$. We note here that the dipolar coupling between the defect spins is much weaker than the hyperfine interaction [27, 28], and thus can be ignored.

In the presence of electron-defect interaction, the time-reversal symmetry is broken and allows back-scattering via the spin-flip process. For the simplicity, we consider the case of spin-1/2 scatterer, which is realistic in a HgTe quantum well [23, 24]. We can construct four basis vectors as $|\sigma_z, S_z = \uparrow \uparrow\rangle, |\uparrow \downarrow\rangle, |\downarrow \uparrow\rangle, |\downarrow \downarrow\rangle$, and the total Hamiltonian is cast into:

$$H_{\text{eff}} = \begin{pmatrix}
  h_{\text{eq}} k_x + J_z & 0 & 0 & 0 \\
  0 & h_{\text{eq}} k_x - J_z & J_x & 0 \\
  0 & J_x & -h_{\text{eq}} k_x - J_z & 0 \\
  0 & 0 & 0 & -h_{\text{eq}} k_x + J_z
\end{pmatrix}. $$ (19)

The middle block corresponds to the spin-flip scattering ($i.e.$ the total spin of electron and impurity is conserved $J = \langle \sigma_z + S_z \rangle = 0$), is the subdomain of interest. This reduced system may then be explicitly written as [30]:

$$H_{\text{eff}} = \begin{pmatrix}
  h_{\text{eq}} k_x - J_z & 0 & 0 & 0 \\
  0 & J_x & 0 & 0 \\
  0 & 0 & 0 & -h_{\text{eq}} k_x - J_z \\
  0 & 0 & 0 & -h_{\text{eq}} k_x + J_z
\end{pmatrix}. $$ (20)

The eigenstates are given by:

$$\psi_{+}(q) = \begin{pmatrix}
  \cos \theta/2 \\
  \sin \theta/2 \\
  e^{iqx} \sin \theta/2 \\
  e^{iqx} \cos \theta/2
\end{pmatrix}, $$ (21)

$$\psi_{-}(q) = \begin{pmatrix}
  \cos \theta/2 \\
  \sin \theta/2 \\
  -e^{iqx} \sin \theta/2 \\
  -e^{iqx} \cos \theta/2
\end{pmatrix}, $$ (22)

where we have defined angles $\sin \theta = J_z / \sqrt{J_x^2 + (h_{\text{eq}} q)^2}$, $\cos \theta = h_{\text{eq}} q / \sqrt{J_x^2 + (h_{\text{eq}} q)^2}$, and the corresponding energies are $E_{\pm} = -J_z \pm \sqrt{J_x^2 + (h_{\text{eq}} q)^2}$. We now investigate the spin-flip properties in the following subsection.

1. Single defect

Using the wavefunctions of the underlying edge states we consider the elastic scattering of an electron with energy $E > 0$ incident from the left of the defect. Outside
the scattering region, the electron wavefunctions on the left and right sides of the defect are

$$\psi_L = \begin{pmatrix} \alpha e^{ikx} \\ rae^{-ikx} \end{pmatrix}, \quad \psi_R = \begin{pmatrix} t\alpha e^{ikx} \\ 0 \end{pmatrix} \quad (23)$$

with $r, t$ being reflection and transmission coefficients respectively, and the momentum is given by $k = E/hv_0$.

At the same time, elastic scattering requires that the energy of electron in the scattering region is also positive, which is given by $E_+ > 0$. In this case, the wavefunction of electron in the scattering region is given by

$$\psi_c = c_1\psi_+(q)e^{iqx} + c_2\psi_-(q)e^{-iqx}. \quad (24)$$

with $q = \sqrt{(E + J_z)^2 - J_z^2}/(hv_0)$.

Imposing the continuity relation at the left and right sides of the scattering region, $\psi_L(-w_x/2) = \psi_c(-w_x/2)$, $\psi_R(w_x/2) = \psi_c(w_x/2)$, we obtain the transmission and reflection coefficients as

$$T = |t|^2 = \frac{\cos^2 \theta}{1 - \sin^2 \theta \cos^2 qw_x}, \quad (25)$$

$$R = |r|^2 = \frac{\sin^2 qw_x}{\sin^2 qw_x + \cos^2 \theta}. \quad (26)$$

which satisfy the relation $T + R = 1$.

Having obtained the transmission probability, the conductance is simply derived as $\sigma = G_0(T)$, where $\langle \ldots \rangle$ represents taking average value over all occupied states. At low temperature, the conductance decrease in the 1D edge channel is:

$$\delta \sigma = G_0(\delta T) = G_0 \int_{E_0}^{E_f} dE \delta T(E). \quad (27)$$

For point-like defect, we can assume that the scattering region is small (weak interaction) i.e. $kw_x \ll 1$, then to the leading order in $w$, the transmission simplifies to

$$T \approx 1 - q^2w_x^2 \tan^2 \theta. \quad (28)$$

Noting that $\tan \theta = J_z/(hv_0q)$, we obtain the change in the transmission coefficient due to the scattering as

$$\delta T = R = \left(\frac{w_xJ_z}{hv_0}\right)^2. \quad (29)$$

From this expression we see that to lowest order, the reflection should scale with the square of the effective defect length, $J_z^2$, and inversely with the Fermi velocity squared. Surprisingly, the reflection coefficient is independent of the energy and momentum of the incident electron, and it is entirely expressed as a function of the defect parameters (defect size, hyperfine interaction) and the edge state Fermi velocity.

\[ \text{2. Multiple defects} \]

Similarly, we can extend the above arguments to the scattering problem with $N_f$ defects. For simplicity, we assume that the defects are linearly distributed along the edge channel with equal separation $l$. The transmission probability for $N_f$ defects can be obtained by

$$T_{N_f} \approx 1 - \delta T \left(\frac{\sin N_f kl}{\sin kl}\right)^2, \quad (30)$$

with $\delta T$ given in (29). In the presence of multiple defects, the net change in transmission coefficient is not simply additive. Consequently the effect of multiple defects in spin-flip scattering is non-trivial, as we will also see in the NEGF analysis.

Nevertheless, when the separation between defects is large i.e. $l \gg 1/k_f$, as is the case for low defect density, Eq. (30) is simplified to

$$T_{N_f} = 1 - N_f\delta T, \quad (31)$$

which gives an approximate scaling of the multiple defects. This scaling indicates a trivial additive effect and can be understood as a consequence of the decoupling between well-separated defects, where the net transmission coefficient is just the product of individual coefficients at each site i.e. $T_{N_f} = T_f^N = (1 - \delta T)^N \approx 1 - N\delta T$. It is worth noting here that this additive limit is what was assumed (for example) in Ref. [4] resulting in a trivial dependence on the density of spin impurities.

\[ \text{3. Dependence on lateral position of defects} \]

For the previous derivation we assumed that defects act as one-dimensional scatterers, and computed the reflection coefficient assuming such. In fact the coupling of spin defects to the edge state transport will depend on their spatial positions due to the spatial variation of the edge modes.

Assuming well-separated edges and vanishingly small $\Delta_0$, the wavefunction is given by a lateral localized function $f(y)$ of the form [10]:

$$f(y) = \sqrt{\frac{2\lambda_1\lambda_2(\lambda_1 + \lambda_2)}{(\lambda_1 - \lambda_2)^2}(e^{-\lambda_1|y|} - e^{-\lambda_2|y|})}, \quad (32)$$

where parameters $\lambda_{1,2}$ are determined near the Dirac point by:

$$\lambda_{1,2} = \frac{1}{\sqrt{B_0^2 - D_0^2}} \left(\frac{|A_0|}{2} \pm \sqrt{W_0}\right), \quad (33)$$

with $W_0 = A_0^2/4 - M_0$.

From the wavefunction in (32), we can determine the effective width of the helical edge states as well as the lateral position for maximum electron density. Explicitly, solving $f'(y) = 0$ we obtain:

$$y_{\text{peak}} = \log \frac{\lambda_1 - \lambda_2}{\lambda_1 - \lambda_2}. \quad (34)$$
For a defect placed at $y = y_i$, the average value of the conductance decrease across the lateral direction is:

$$\langle \delta G \rangle = \frac{1}{L_y} \int_{L_y} \delta G[f(y)]^2 g(y) dy$$

$$= \frac{1}{L_y} \int_{L_y} \delta G[f(y)]^2 \Theta(y) dy$$

$$\approx \delta G \frac{w_y}{L_y} \langle f(y_i) \rangle^2.$$  \hspace{1cm} (35)

where $\delta G$ is the proportional conductance decrease for a given event (assumed independent) and $g(y)$ is the spatial distribution of defects. Here for simplicity we assume the spatial distribution of the defect is given by a $\Theta$-function which defines a constant region of width $w_y$ where the defect is “turned on.” From this, we can see that the true defect reduction is:

$$\delta T = R = \frac{w_y}{L_y} \left( \frac{w_y}{L_y} \langle f(y_i) \rangle \right)^2.$$  \hspace{1cm} (36)

From (36) we see that the conductance decrease is directly proportional to the underlying probability density of the carrier wavefunctions. As a consequence, defects in the bulk will have only small contributions to the scattering process and transport in 2D TI films.

D. Spin-flip model NEGF

Now we introduce the mechanism of spin-flipping in our NEGF approach by utilizing a spin-flip self-energy based on the derivation by Yanik et al. extended to support polarized nuclear spin impurities. Firstly, we consider the nuclear spins as a bath with density matrix:

$$\rho = \begin{pmatrix} F_u & \Delta \\ \Delta^* & F_d \end{pmatrix}$$  \hspace{1cm} (37)

where $F_{u,d}$ are the fraction of spins that are up (down), $F_u + F_d = 1$, and $\Delta$ is the coherence between these populations. For consistency with the derivation of Yanik we keep the $F_u, F_d$ nomenclature, however, one may transform this expression into magnetization $\langle m \rangle$ by:

$$F_{u,d} = \frac{1}{2} (1 \pm \langle m \rangle),$$  \hspace{1cm} (38)

by noting that $\langle m \rangle = F_u - F_d$. By explicitly assuming that the energy required for a spin-flip is elastic, one arrives at the following fourth order tensor relations for the in- and out-scattering matrices, $\Sigma^{\text{in, out}}$:

$$\begin{bmatrix} \Sigma^{\text{in, out}}_{\uparrow \downarrow} & \Sigma^{\text{in, out}}_{\downarrow \uparrow} & \Sigma^{\text{in, out}}_{\uparrow \uparrow} & \Sigma^{\text{in, out}}_{\downarrow \downarrow} \\ \Sigma^{\text{in, out}}_{\downarrow \uparrow} & \Sigma^{\text{in, out}}_{\uparrow \downarrow} & \Sigma^{\text{in, out}}_{\uparrow \uparrow} & \Sigma^{\text{in, out}}_{\downarrow \downarrow} \\ \Sigma^{\text{in, out}}_{\uparrow \uparrow} & \Sigma^{\text{in, out}}_{\downarrow \downarrow} & \Sigma^{\text{in, out}}_{\uparrow \uparrow} & \Sigma^{\text{in, out}}_{\downarrow \downarrow} \\ \Sigma^{\text{in, out}}_{\downarrow \uparrow} & \Sigma^{\text{in, out}}_{\uparrow \downarrow} & \Sigma^{\text{in, out}}_{\uparrow \uparrow} & \Sigma^{\text{in, out}}_{\downarrow \downarrow} \end{bmatrix} = K$$

$$K = (J^2) N_f \begin{bmatrix} 1/4 & F_{u,d} & -\frac{\Delta^2}{2} & -\frac{\Delta^2}{2} \\ F_{u,d} & 1/4 & -\frac{\Delta^2}{2} & -\frac{\Delta^2}{2} \\ -\frac{\Delta^2}{2} & -\frac{\Delta^2}{2} & 0 & -1/4 \\ -\frac{\Delta^2}{2} & -\frac{\Delta^2}{2} & -1/4 & 0 \end{bmatrix}$$  \hspace{1cm} (39)

where $\langle J^2 \rangle$ is the effective squared coupling rate after averaging over $N_f$ impurities and energy, suppressing the $x$ subscript for brevity and noting that $J$ is the lattice site. Throughout we use $(J^2) N_f = 30 \text{meV}^2$. In general, each parameter in the model can be considered to be spatially varying however we suppress spatial variation in what follows without loss of generality. Explicitly evaluating (39) gives:

$$\Sigma^{\text{in}} / J^2 = \begin{bmatrix} F_u G^0_{\uparrow \uparrow} & 0 \\ 0 & F_d G^0_{\downarrow \downarrow} \end{bmatrix} + \frac{1}{4} \begin{bmatrix} G^0_{\uparrow \uparrow} & -G^0_{\uparrow \downarrow} \\ -G^0_{\downarrow \uparrow} & G^0_{\downarrow \downarrow} \end{bmatrix} + \frac{1}{2} \begin{bmatrix} -G^0_{\uparrow \uparrow} \Delta^* -G^0_{\uparrow \downarrow} \Delta \\ (G^0_{\uparrow \uparrow} + G^0_{\downarrow \downarrow}) \Delta -G^0_{\downarrow \downarrow} \Delta^* -G^0_{\uparrow \uparrow} \Delta \end{bmatrix}$$  \hspace{1cm} (40)

where we have absorbed $N_f$ into $(J^2)$ and dropped the angled brackets for brevity, $J^2 = N_f (J^2)$. We may repeat this similarly for $\Sigma^{\text{out}}$, and noting that $\Gamma = \Sigma^{\text{in}} + \Sigma^{\text{out}}$, and $G^0 = A - G^\ast$, we arrive at the broadening matrix due to spin flips:

$$\Gamma_{\text{st}} / J^2 = (F_u - F_d) \begin{bmatrix} G^0_{\uparrow \uparrow} & 0 \\ 0 & G^0_{\downarrow \downarrow} \end{bmatrix} + \frac{1}{4} \begin{bmatrix} A_{\uparrow \uparrow} & -A_{\uparrow \downarrow} \\ -A_{\downarrow \uparrow} & A_{\downarrow \downarrow} \end{bmatrix} \frac{1}{2} \begin{bmatrix} A_{\uparrow \uparrow} \Delta^* + A_{\uparrow \downarrow} \Delta -A_{\downarrow \uparrow} + A_{\downarrow \downarrow} \Delta \\ -A_{\uparrow \uparrow} + A_{\downarrow \downarrow} \Delta^* A_{\downarrow \downarrow} + A_{\downarrow \downarrow} \Delta \end{bmatrix} + \frac{1}{4} \begin{bmatrix} \Sigma^{\text{in}} G^0_{\downarrow \uparrow} -G^0_{\uparrow \downarrow} \\ \Sigma^{\text{in}} G^0_{\downarrow \downarrow} -G^0_{\uparrow \uparrow} \end{bmatrix},$$  \hspace{1cm} (41)

where the first two terms correspond to spin-flip processes and the remaining to spin-dephasing and bath coherence processes respectively, therefore this model involves both spin-conserving and non-spin-conserving processes. In Yanik et al. spin-dephasing processes were omitted, as it was assumed they did not contribute significantly to the observables being studied. In this work we found their numerical inclusion to be sufficiently inexpensive, and therefore we can determine if these effects were in fact significant, which will be discussed in section III. We assume that the bath of nuclear spins is in an incoherent mixture at all times and therefore set $\Delta = 0$.

To obtain the self-energy of a given broadening matrix, one computes the Hilbert transform:

$$\Sigma'(E) = -\frac{i \Gamma(E)}{2} + \frac{1}{\pi} \int E - E' + i0^+ dE'$$  \hspace{1cm} (42)

often written as the principle part (about the divergence), we add a finite imaginary term to avoid this divergence. Note that for pure dephasing, one may set $F_u = F_d$ and compute the spin-flip self-energies without involving the Hilbert transform as the spectral function is unambiguously related to the retarded Green’s function; $\Gamma \rightarrow \Sigma', A \rightarrow G^0$, and is given by:

$$\Sigma_{\text{st}} / J^2 = 1/2 \begin{bmatrix} G^0_{\downarrow \uparrow} & 0 \\ 0 & G^0_{\downarrow \downarrow} \end{bmatrix} + \frac{1}{4} \begin{bmatrix} G^0_{\uparrow \downarrow} -G^0_{\downarrow \uparrow} \\ -G^0_{\downarrow \downarrow} G^0_{\downarrow \downarrow} \end{bmatrix}.$$  \hspace{1cm} (43)
However, for any other polarization, such a statement cannot be made about the electron/hole Green’s functions and we must evaluate the Hilbert transform explicitly. For more discussion about how we compute the Hilbert transform efficiently, see Appendix A. Explicitly, we define $H[f(x)]$ to be the Hilbert Transform of $f(x)$, we arrive at the self-energy:

$$
\Sigma_{sf}^{r} J^2 = \begin{pmatrix} F_d G^r_{\uparrow\uparrow} & 0 \\ 0 & F_u G^r_{\downarrow\uparrow} \end{pmatrix} + \frac{1}{4} \begin{pmatrix} G^r_{\uparrow\uparrow} & -G^r_{\uparrow\downarrow} \\ -G^r_{\downarrow\uparrow} & G^r_{\downarrow\downarrow} \end{pmatrix} - \frac{1}{2} \left( F_d - F_u \right) \begin{pmatrix} iG^n_{\downarrow\uparrow} - H[G^n_{\uparrow\downarrow}] & 0 \\ 0 & -iG^n_{\uparrow\downarrow} + H[G^n_{\uparrow\uparrow}] \end{pmatrix}.
$$

(44)

In previous works [31, 32] it was shown that for certain models the in-scattering function may be replaced with some simpler form corresponding to Büttiker probes. We have found in this work that simple replacement with a Fermi-Dirac distribution (or sum thereof) — though able to reproduce effects with the correct order of magnitude — was insufficient to fully describe the physics related to magnetization, and led to an additional resistance term for collinear spins, in contradiction to the full in-scattering function. Therefore we use the analytic in-scattering function throughout.

III. DEPENDENCE ON IMPURITY POLARIZATION

To understand how a magnetic impurity disrupts a HES, we isolate the contribution of electron Green’s function corresponding to the impurity in-scattering function:

$$
G^n_{sf} = G^n_{s} G^n_{f}.
$$

(45)

and compute its observables using (14). The partial density obtained can be thought of as a fictitious lead that absorbs a charge and re-injects it with or without a spin-flip. This re-injected current mimics the expected behaviour of spin-dependent scattering on the edge-state conduction with spins of opposite sign propagating in the opposite direction.

For all the data presented we discuss the decrease in conductance as $d\sigma$, which we define as

$$
\sigma_{\text{pristine}} - \sigma_{\text{actual}} = d\sigma_{\text{defect}},
$$

(46)

and present in units of the quantum conductance $G_0 = e^2/h$. Note that for a pristine QSH TI, the conductance is exactly $2G_0$ originating from the two helical edge-states, each carrying one conductance. In this work, we place defects only in one of the two edge states at a given time.

Similarly for the change in current, we define $dI$:

$$
I_{\text{pristine}} - I_{\text{actual}} = dI_{\text{defect}}
$$

(47)

which we present in units of $I_0$, the current of a single channel at 1 volt ($I_0 = e^2V/h$). For example at a bias of $V = 250$mV the pristine current would be $I_{\text{pristine}} = 0.50I_0$.

In Fig. 2 we demonstrate the scattered spin-current as a function of the defect magnetization. As the defect polarization is smoothly transitioned from one orientation to the other, so too is the scattered current contribution. Note that even at maximal polarization in one direction ($\langle m \rangle = \pm 1$) some charge is scattered with spin of the opposite polarization, originating from the spin-dephasing term. This current does not negatively affect transport, the conductance change due to a collinear

FIG. 2. Current contribution due to impurity scattering as a function of defect magnetization. As the magnetization is shifted from up to down, the scatter current contribution also smoothly shifts from one direction to the other. For the scattered carriers, negative spin flow upwards and positive spin flow downwards due to spin-momentum locking. Note that at total polarization $\langle m \rangle = \pm 1$, some charge is re-injected with the same spin, corresponding to the spin-dephasing processes. Data have been rescaled by their extrema such that they fit on the same colour-scale.
magnetic impurity is nil (see Fig. 3). As such, previous comments about its ability to be removed are seemingly well-founded [20].

In Fig. 3 we demonstrate the conductance change as a function of defect magnetization position in the channel. Motivated by the derivation in [56] we normalize our result by the dimensionless factor \( (w_y/L_0)(w_x/J/\hbar v_0)^2 \), where \( w_x(w_y) \) is the width of the defect in the transport (lateral) direction, \( J \) is the coupling strength and \( \hbar v_0 \) is the Fermi velocity. The conductance change is therefore directly proportional to the underlying probability density of the current carrying states.

As can be seen in Fig. 3, the change in conductance is highly dependent on the underlying carrier spin-density. When a defect is placed in higher density regions, the decrease in conductance is stronger. The region of high electron density can be determined by considering the transverse wavefunction \( f(y) \), which has a localization peak at \( y_{peak} \), as discussed in section II C 3. Using the corresponding Hamiltonian parameters, we obtain \( y_{peak} \approx 2.34 r_0 \), which is consistent with the spatially-resolved NEGF method depicted in Fig. 3 whose maximum density is \( y = 2.375r_0 \pm 0.125r_0 \).

For a fixed density, the effect is linearly dependent on the underlying polarization between the defect and HES, being maximized when they are anti-parallel and minimized when they are parallel. This is best observed by noting that the total average conductance decrease across the left and right edge states is constant with polarization, being given by the ratios 2:2, 3:1, and 4:0 for \( \langle m \rangle = 0.0, 0.5, \) and 1.0 respectively. This is consistent with the spin-flip probability being proportional to both the charge-density at the impurity site and the impurity’s polarization. Lastly, we note that the negative magnetizations \( \langle m \rangle = -0.5, -1.0 \) would be the same as Fig. 3 but with the lateral defect position axis reversed.

To further examine the functional dependence we place our defect at \( y = 2.375 r_0 \) corresponding to the maximum conductance change observed and plot it as a function of magnetization and conductance in Fig. 4. Once again we see that when the defect magnetization axis is aligned with the dominant carrier, no response is observed, and when they are opposite, the effect is maximized. Furthermore the effect is linear in applied current, where the total response was found to be very well described by a bilinear fit over magnetization and bias suggesting that again, the conductance decrease linearly depends on the polarization of the defect, as is expected given the linear dependence of [44] on \( F_u \) and \( F_d \).

A. Scattering-induced defect magnetization

The correlation between conductance and defect magnetization is consistent with spin-charge conversion induced by the helical edge state [2]. The underlying physics can be understood in an intuitive way using the spin-flip scattering as discussed in the previous section. In this process, both electron and defect acquire nonequilibrium polarization pertaining to the conservation of the total spin. In the case of a single defect, the po-
Polarization of the defect is determined by $m = \text{Tr}[S_z \rho_{\text{tot}}]$, where $\rho_{\text{tot}} = |\psi_c\rangle \langle \psi_c|$ is the density matrix, with $\psi_c$ given in Eq. (24), see Appendix C for full details. Explicitly, 

$$m = \frac{\cos^2 \theta}{\sin^2 \theta \cos^2 qw_x - 1},$$

which is exactly the expression of the transmission coefficient in Eq. (28) with an opposite sign, i.e., $m = -T$. Notice the relation between the conductance and the transmission coefficient, we can derive the linear relation between conductance change to the defect magnetization as $\delta \sigma \propto G_0(1 + \langle m \rangle)$.

### B. Steady state magnetization

So far, we consider the polarization induced by an electron. If there are $n_e$ non-interacting electrons in the spin-flip scattering, the total magnetization of the defect will be $M = \sum \delta m = n_e m$, from which we can then determine the magnetization rate as:

$$\frac{dM}{dt} = j_e m - \frac{M}{\tau_r},$$

where $j_e = d\nu_e / dt$ is the charge current, and $\tau_r$ is a phenomenological relaxation term [5]. In steady state, the magnetization is therefore obtained as

$$M_{st} = j_e \tau_r m,$$

which is consistent with previous work [5]. The above equation represents the current-induced polarization in the topological edge states. Conversely, a spin polarized defect can generate a charge current $I \propto dM / dt$ via the magnetization relaxation. In general a fully self-consistent solution of both electron and impurity spins is required [6] however we here focus on the effect of steady state spin impurities on the edge state conduction.

In the following section we discuss the material parameter $M_0$ and the signatures of impurity-impurity interactions.

### IV. IMPURITY PROXIMITY EFFECTS

All the results so far can be understood in terms of the standard Boltzmann transport picture [1][5]. However, an interesting effect seen in Figs. 1 [1] and 5 is that although the impurity is modelled as point-like, the redistributed spin-current density exhibits finite extent before reaching its steady-state behaviour, typically on the length scale of 1–3 $r_0$. To examine these effects we computed the spin-resolved current density as a function of distance from the defect in the direction of transport, a subset of which are shown in Fig. 5. Using principle component analysis on 9 samples spaced across $M_0 = 0.5E_0$ to $M_0 = 2.5E_0$ we observe two primary contributions, one corresponding to the underlying current redistribution independent of $M_0$ (Fig 5b) and another undulating factor which depends of the value of $M_0$ (Fig 5c). We note that all biases studied are well within the bulk gap and as such are unaffected by any band modifications about the bandgap edges; the effect depends solely on the states inside the gap.

Now we use the same formalism to consider two defects positioned within a HES to examine how the finite extent of the HES response modifies the device response of high defect densities. We show the purely additive effect of two defects placed 4$r_0$ apart in Fig. 6.

At higher densities we find that the effects are not purely additive. In order to determine the contributions of two-defect effects we note that different polarizations, $M_0$ values and spatial positions all cause differing conductance changes, and as such we introduce the following ratio describing the relative difference between two

---

**FIG. 5.** Contributions to the spin-density redistribution from an un-polarized magnetic defect for $M_0 = 1.50, 1.75, 2.00E_0$ in blue solid, green dashed, and red dotted respectively. The primary effect is to redistribute equal proportions of spin in either direction, however a secondary ringing effect is observed based on the value of $M_0$. At $M_0 < A_0^2 / B_0$, the secondary effect is negative, causing a smoother redistribution. However at $M_0 > A_0^2 / B_0$ it becomes additive, causing a sharp ringing feature to appear, 3 examples of which are illustrated here. The extrema of primary and secondary features are at approximately $\pm 1.5r_0$ and $\pm 0.75r_0$ respectively. This ringing effect is examined in Fig. 7.
isolated and non-isolated defects:

$$\text{Conductance decrease ratio} = \frac{d\sigma_{1+2} - d\sigma_1 - d\sigma_2}{d\sigma_1 + d\sigma_2},$$

where $d\sigma_{1+2}$ is the total conductance decrease from two impurities, and $d\sigma_1, d\sigma_2$ are the individual conductance decreases from each impurity when the other is not present. If there are no higher order effects, then this contribution would be exactly zero, and if the contribution doubled due to higher order effects, this value would be exactly unity.

These results are presented in Fig. 7, where defects are linearly separated in units of $0.25r_0$ (the lattice spacing). We see that the influence on conduction possesses both negative and positive contributions, that is, more and less conductive regions and that its minimum depends on the choice of $M_0$, but not the polarization, $\langle m \rangle$, as demonstrated by the overlapping curves with fixed $M_0 = 2$, but $\langle m \rangle = 0, 0.5$. It appears that the $M_0$-dependent effects are maximized for impurity separations close to the edge state length scale $r_0$ and that the relative conductance change is negligible for separations $\gtrsim 4r_0$, implying a maximum density of scatterers beyond which the effects due to multiple scatterers are not simply additive.

The non-additive effect of multiple defects on conductance can be understood in terms of spin-flip scattering discussed in Section [10]. For a single defect $N = 1$, the conductance is obtained $\delta\sigma_1/G_0 = k_\ell\delta T$ following Eqs. (27) and (29), where $k_\ell = E_\ell/(\hbar v_0)$. Similarly, for double defects $N = 2$, we have:

$$\delta\sigma_2/G_0 = 2k_\ell\delta T + 2k_\ell \sin(2k_\ell l)\delta T, \quad (52)$$

where $\sin(x) = \sin(x)/x$. In this case, the conductance decrease oscillates with $k_\ell$ and decays with the defect separation $l$. At large $l$, it reduces to $\delta\sigma_2 = 2k_\ell\delta T = 2\delta\sigma_1$, implying an additive effect of the decoupled defects. Now the ratio in Eq. (51) is explicitly derived as

$$\frac{\delta\sigma_2 - 2\delta\sigma_1}{2\delta\sigma_1} = \sin(2k_\ell l) \quad (53)$$

in this limit, if we plot this ratio we observe sinc-like behaviour, which is consistent with our numerical results depicted in Fig. 7. The characteristic length scale of the sinc oscillation is given by $k_\ell$

$$k_\ell \simeq \frac{E_\ell}{\hbar v_0} = \frac{|A_0|^2/2|B_0|}{\sqrt{B_0^2 - D_0^2|A_0|^2/|B_0|^2}} \quad \frac{\delta T \rightarrow 0}{|A_0|} \frac{|A_0|}{2|B_0|} \equiv \frac{1}{r_0}, \quad (54)$$

which is consistent with $1/r_0$ observed in the numerical results. Although the function form matches well, the magnitude of the effect is not comparable between the effective and NEGF models. However this is not surprising as this derivation is for a single electron and one-dimensional scattering, and the results in Fig. 7 are for an ensemble of electrons in 2D.
For a general number of defects $N$, we can obtain an approximation of the conductance decrease as

$$\delta \sigma_N / G_0 \approx N k_0 \delta T + 2 (N - 1) k_1 \sin(2 k_0 l) \delta T,$$

where we discarded the higher order oscillation terms. The total conductance decrease scales with the number of defects as expected.

V. CONCLUSION

Using the NEGF formalism we have developed a model for understanding the role of magnetic impurities in the BHZ model. We have shown that a fully microscopic model agrees qualitatively with the semi-classical Boltzmann treatment for single impurities. However a secondary effect is observed between two impurities depending on the material parameter $M_0$. This effect modifies the response at high impurity densities, implying a maximum density of magnetic impurities beyond which a more sophisticated treatment is required.

Using a real-space Green’s function approach allows us to consider spatially dependent effects and realistic device geometries. These methods may be applied to studies in different parameter regimes and for different materials, as our results are quite general. The approach can also be applied to model the effects of non-point-like defects such as charge puddles, as well as spin-charge correlated disorder, by adapting both the in-scattering function and spatial distribution of the local potential within the device. Studying the influence of spin-dependent scattering on topological edge states due to magnetic impurities is important to understand the limitations of spin-momentum locked states for use in energy storage and spintronics.
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Due to the definition of our triangle functions, these points do not need to be placed on an equidistant grid, allowing us to prioritize sampling depending on our requirements. These integrals can be formed analytically (and thus the broadening term may be omitted) to give:

\[ \phi_{kj} = \frac{E_k - E_{j-1}}{E_j - E_{j-1}} \log \left| \frac{E_{j-1} - E_k}{E_j - E_k} \right| + \frac{E_k - E_{j+1}}{E_j - E_{j+1}} \log \left| \frac{E_k - E_j}{E_k - E_{j+1}} \right| \]  

where \( \log |x| \) is the natural logarithm of the absolute value of \( x \). With these weights, Hilbert transforms such as this one can now be performed by simple summation:

\[ \text{Re}[G_{lm}(E_k)] = -\frac{1}{\pi} \sum_j \phi_{kj} \text{Im}[G_{lm}(E_j)] \]  

as we are on a discrete grid, energies lower and higher than certain points will not be calculated, as such it is important to make sure that the functions being evaluated have sufficiently converged to zero. Evaluation of the Hilbert transform matrix need only be computed once, and all subsequent transforms are found solely by matrix multiplication.

Other authors \[35\] have chosen to compute the Hilbert transform using the Fast Fourier Transform (FFT) approach. The FFT method relies on the definition of the convolution operator being a product in Fourier space. One first computes the FFT of the signal and then inverse transforms them back. This method though computationally inexpensive has significant drawbacks. Firstly, because it uses FFT, the function is inherently assumed to be periodic. This forces the positive and negative solutions to be clamped to zero requiring needlessly large window sizes to achieve accurate results. Secondly, \textit{prima facie} it does not support non-uniform grids, though efficient non-uniform alternatives to the FFT have been proposed \[36\] based upon band-limited interpolation. A comparison of FFT and our method is shown in Fig. 8.

\[ \phi_{kj} = \frac{E_k - E_{j-1}}{E_j - E_{j-1}} \log \left| \frac{E_{j-1} - E_k}{E_j - E_k} \right| + \frac{E_k - E_{j+1}}{E_j - E_{j+1}} \log \left| \frac{E_k - E_j}{E_k - E_{j+1}} \right| \]  

\[ \text{Re}[G_{lm}(E_k)] = -\frac{1}{\pi} \sum_j \phi_{kj} \text{Im}[G_{lm}(E_j)] \]

Appendix A: Numerical Hilbert Transform

Computation of the Hilbert transform is typically considered a numerically expensive process, here we show that it may be reduced to a simple matrix multiplication, following the work of \[34\]. However, unlike \[34\] which was designed for a different purpose, we do not require our functions to be symmetric in energy and instead provide a more general solution. We begin by noting that the real and imaginary components of causal functions must be Hilbert transforms of each other:

\[ \text{Re}[\Sigma(E)] = -\frac{1}{\pi} \int_{-\infty}^{\infty} \text{Im}\left[\Sigma(E')\right] dE' \]  

\[ \text{Im}[\Sigma(E)] \otimes \left( \frac{-1}{\pi E} \right) \]  

Equation (A1) may be transformed to a discrete energy grid by approximating the kernel with energy-dependent weights multiplied by some basis function \( \Phi(E) \):

\[ \Sigma(E) \approx \sum_j \Sigma(E_j) \Phi_j(E) \]  

here \( E \) is a continuous variable, whereas \( E_j \) are discrete grid points. Following this, one may compute the Hilbert transform of the basis functions evaluated at the target energy point \( E_k \):

\[ \phi_{kj} = \phi(E_k, E_j) = \int_{-\infty}^{\infty} dE' \Phi_j(E') \left( \frac{1}{E_k - E' - i0^+} \right) \]  

where 0\(^+\) is a small infinitesimal to provide stability to the integration. In our work \( \Phi_j(E') \) are a collection of triangular shaped functions centred at \( E_i \), which serve analogously to the delta function on a discrete grid (or, for another interpretation are linearly interpolating functions):

\[ \Phi_j(E') = \begin{cases} \frac{E' - E_{j-1}}{E_j - E_{j-1}}, & \text{for } E_{j-1} \leq E' \leq E_j \\ \frac{E_{j+1} - E'}{E_{j+1} - E_j}, & \text{for } E_j \leq E' \leq E_{j+1} \\ 0, & \text{elsewhere} \end{cases} \]

Appendix B: Additional numerical methods

1. Numerical integration

To compute numerical integration of observables we use a shape-preserving piecewise cubic Hermite interpolating polynomial using MATLAB’s \texttt{PCHIP} function, then analytically integrate it using \texttt{fint}. We found that this method has the benefits of Simpson’s integration formulae but maintains physicality (non-negative density of states) with the added flexibility of non-uniform grids.
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To aid in the convergence of self-energies we use Eyert’s modified Broyden method \[37\]. For a linear mixing of the input and output of some function \( f \), (in this case a linearized version of our self-energy \( f = \text{vec}(\Sigma') \)), this iteration may be written as:

\[
f_{\text{in}}^{i+1} = (1 - \alpha) f_{\text{in}}^i + \alpha f_{\text{out}}^i
\]

where \( f_{\text{in}}^i \) and \( f_{\text{out}}^i \) were the input and output states for the \( i \)-th iteration, \( \alpha \) is the linear mixing parameter and \( f_{\text{in}}^{i+1} \) is the new input guess. Defining the difference in output states as the “function” \( F^i = f_{\text{out}} - f_{\text{in}} \), and \( X^i = f_{\text{in}} \), and the Jacobian inverse \( J^{-1} = -\alpha I \), we arrive at a quasi-Newton iteration formula

\[
X^{i+1} = X^i - J^{-1} F^i
\]

and therefore may use the techniques of Eyert’s modified Broyden scheme discussed below. Unlike conventional schemes which perform a rank-one update from the previous iteration, Eyert’s method performs a minimal rank-\( n \) update in the least-squares sense for several previous steps simultaneously generating a much better approximation to the underlying Jacobian. Given a starting guess for the inverse Jacobian \( J^{-1} \approx G_0 \), the new updated inverse Jacobian \( G \) is given by

\[
G = G_0 + (dx - G_0 dF) W
\]

d\( x \) is a matrix whose columns are spanned by the difference in input guesses \( dx = X^i - X^{i-1} \), and \( dF \) similarly is a matrix spanned by the difference in outputs \( dF_i = F^i - F^{i-1} \), and \( W \) is a projection matrix given by:

\[
W = \begin{cases} \text{pinv}(dF), & \text{“Bad”}, \\ (Z' dF) Z'^\dagger, & \text{“Good”}. \end{cases}
\]

where \( Z = G_0 dx \). In this work we chose \( \alpha = 0.75 \), and 6 Broyden steps to be included (though typically we achieve convergence after 1–2 steps. In Eyert’s work, his projection matrix was based on the “Bad” Broyden rank-one update, for our work we similarly define what we call the “Good” projection matrix that we based on the “Good” Broyden rank-one update by inspection.

### 3. Active update of \( G^n \)

The self-consistent cycle requires both the iteration of \( G^n \) and \( G_0 \) together. \( G^n \) and its Hilbert transform enter into the self-consistent solution of \( G^n \), but as the Hilbert transform is non-local property, it cannot be updated until all energy points have been computed, the common practice is then to keep \( G^n \) completely fixed until all \( G^n \) are computed. Instead, we fix only the Hilbert transform of \( G^n \), and actively update the anti-Hermitian part (typically by linear mixing with the old solution), the anti-Hermitian part corresponds to the density of occupied states and allows for a more active feedback. Though this may slightly increase the computation time, the additional computation of \( G^n \) is cheap compared to \( G^n \), as it requires only matrix products \( (N^2) \) rather than inverses \( (N^3) \), and all the relevant set-up costs are in the initial computation of \( G^n \); we find that this method leads to fewer outer \( (G^n) \) iterations overall. However, as noted in the following subsection, for a large collection of points, the conditional computation of \( G^n \) reduces this additional computational cost to zero.

### 4. Conditional computation of \( G^n \)

In our work we apply a conditional computation of \( G^n \) for our self-consistent cycle, consider the Fermi-Dirac distribution function:

\[
f(E) = \left( \exp\left(\frac{E - \mu}{kT}\right) + 1 \right)^{-1},
\]

we consider that for energies lower than the lowest chemical potential, all state filling (including those from impurity self-energies) may be well described by Fermi-Dirac distribution functions; at energies much lower than the lowest chemical potential, the Fermi-Dirac distribution function can be safely approximated by:

\[
f(E) \approx \begin{cases} 1 - \exp\left(\frac{E - \mu}{kT}\right), & \text{for } E \ll \mu, \\ \exp\left(\frac{\mu - E}{kT}\right), & \text{for } E \gg \mu. \end{cases}
\]
Then, for energies much lower than the lowest chemical potential, the in-scattering matrix:

$$\Sigma^{\text{in}} = \sum_i f_i \Gamma_i$$

may safely be approximated by $\Gamma$:

$$\Gamma = \sum_i \Gamma_i$$

as $f_i \approx 1$. Upon this substitution, one notes that

$$G^n = G^n \Sigma^{\text{in}} G^n \approx G^n \Gamma G^n = A$$

and computation of $G^n$ is unnecessary as it is equal to the anti-hermitian part of $G^n$. If the approximation is made at $E = \mu - pkT$, then the largest error is $e^{-p}$. If $p \geq 36.84$ then the answer will be indistinguishable from floating point imprecision. However, we have found that perhaps due to the use of products to compute $G^n$, when we examined the differences between $A$ and $G^n$ numerically, we found that at $p = 18.42$ the results became indistinguishable. Note, this does not remove the necessity of the Hilbert transform in these regions as it is a non-local property.

Appendix C: Spin-flip induced magnetization

For a single spin defect and conduction electron pair, the eigenstate is given by:

$$|\psi_c\rangle = c_{\uparrow\downarrow} |\uparrow\downarrow\rangle + c_{\downarrow\uparrow} |\downarrow\uparrow\rangle.$$

(C1)

Here, $c_{\uparrow\downarrow}$ and $c_{\downarrow\uparrow}$ are:

\begin{align*}
    c_{\uparrow\downarrow} &= \left( c_1 \cos \frac{\theta}{2} e^{iqx} + c_2 \sin \frac{\theta}{2} e^{-iqx} \right), \\
    c_{\downarrow\uparrow} &= \left( c_1 \sin \frac{\theta}{2} e^{iqx} + c_2 \cos \frac{\theta}{2} e^{-iqx} \right),
\end{align*}

(C2)\hspace{1cm} (C3)

where the coefficients $c_{1,2}$ are

\begin{align*}
    c_1 &= \frac{\sec \frac{\theta}{2}}{1 - e^{2iqw} \tan^2 \frac{\theta}{2}}, \\
    c_2 &= \frac{e^{2iqw} \sin \frac{\theta}{2}}{-\cos^2 \frac{\theta}{2} + e^{2iqw} \sin^2 \frac{\theta}{2}}.
\end{align*}

(C4)\hspace{1cm} (C5)

The full density matrix of electron-defect system is $\rho_{\text{tot}} = |\psi_c\rangle \langle \psi_c|$, from which the reduced density matrix of the defect spin is obtained as $\rho = \text{Tr}_e(\rho_{\text{tot}})$, where the trace is over electron spin space. Explicitly,

$$\rho = \begin{pmatrix} F_u & 0 \\ 0 & F_d \end{pmatrix},$$

(C6)

with $F_u = |c_{\uparrow\downarrow}|^2$, $F_d = |c_{\downarrow\uparrow}|^2$. The diagonal elements of the defect density matrix are given by

\begin{align*}
    F_u &= \frac{\sin^2(\theta) \sin^2(q(w - x))}{\cos^2(\theta) \cos^2(qw) + \sin^2(qw)}, \\
    F_d &= \frac{3 - 2 \sin^2(\theta) \cos(2q(w - x)) + \cos(2\theta)}{3 - 2 \sin^2(\theta) \cos(2qw) + \cos(2\theta)}.
\end{align*}

(C7)\hspace{1cm} (C8)