ABSTRACT

A graphical tool for investigating unimodality of hyperspherical data is proposed. It is based on the notion of statistical data depth function for directional data which extends the univariate concept of rank. Firstly a local version of distance-based depths for directional data based on aims at analyzing the local structure of hyperspherical data is proposed. Then such notion is compared to the global version of data depth by means of a two-dimensional scatterplot, i.e. the GLD-plot. The proposal is illustrated on simulated and real data examples.
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1 Introduction

Multivariate analysis plays a fundamental role in statistics, and nowadays most statistical experiments are multivariate by nature, and large scale multivariate data sets are now tractable thanks to the advances in technology. However, classical multivariate analysis relies on some distributional assumptions that are often difficult to justify in real life applications.

This work aims at introducing a general nonparametric graphical tool based on the concept of data depth functions for directional data. The proposed methodology provides a nonparametric approach for graphically detecting multivariate distributional unimodality on hyperspheres. Specifically, information about unimodality of hyperspherical distributions are obtained through data depths, and they can be displayed and visualized in a simple two-dimensional plot. Such graph is based on an analysis of the rankings derived from a data depth function and its local counterpart, so that they can offer an easy interpretable picture of the distributions. Indeed, the proposed depth-based tool can be interpreted as a multivariate generalization of standard univariate rank methods with the important difference that the ranking in the univariate case is linear (going from the smallest to the largest), while the multivariate ranking considered here is a center-outward ranking induced by depth functions.

The notion of centrality also plays an important role in the domain of graph analytics, and the use of depth-induced rankings to investigate distributional features has been already used for analyzing data in \( \mathbb{R}^q \) by means of graphical tools. Liu et al. (1999) proposed the “sunburst plot” as a bivariate generalization of the box-plot and the DD-(depth versus depth) plots. In the same year, Rousseeuw et al. (1999), proposed the bagplot, a bivariate generalization of the univariate boxplot by exploiting the notion of halfspace location depth. Later on, Li et al. (2012) used the DD-plot to perform classification of data in \( \mathbb{R}^q \). A nonparametric classification procedure based on the DD-plot was introduced also by Lange et al. (2014), while a clustering algorithm based on it was proposed by Singh et al. (2016). The concept of data depth was also used to build control charts for monitoring processes of multivariate quality measurement (see, e.g. Liu, 1995; Bae et al., 2016).

However, despite the increasing interest for the analysis of data in \( \mathbb{R}^q \), the adoption of depth-based visualization techniques for the analysis of directional data has been neglected so far, except for a recent work about the classification of data on the unit circle through the DD-plot (Pandolfo et al., 2018a).
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The proposed method is motivated by means of simulated and real data examples. The remainder of the article is organized as follows. In Section 2 some background about directional data and the concept of data depth function is presented. In Section 3 the definition of a local notion of distance-based depth for directional distribution is proposed. A depth-based exploratory graphical tool for investigating hyperspherical unimodality is introduced in Section 4. Two real data examples are offered in Section 5, while some final remarks are reported in Section 6.

2 Background: Directional data and data depth concept

A directional data sample is a collection of \( n \) observations lying on the surface of the unit \((q - 1)\)-dimensional hypersphere

\[
S^{q-1} := \{ x \in \mathbb{R}^q : x'x = 1 \}
\]

of \( \mathbb{R}^q \), for \( q \geq 2 \). Each observation is recorded as a direction of a unit vector in \( \mathbb{R}^q \). Such data arise in many scientific fields such as geology, meteorology and biology, just to name a few. Many applications can be found for \( q = 2 \) (circular data) or \( q = 3 \) (spherical data), but also in higher dimensions, e.g. in gene-expression analysis (see Banerjee and Ghosh, 2004), text mining (see Banerjee et al., 2005; Hornik et al., 2014), or pattern recognition (see Wilson et al., 2014).

Data depth function is an important nonparametric tool for the analysis of complex data such as functional and directional data. It provides a center-outward ordering of the data and leads to a ranking of data which can be exploited for describing different features of the data distribution.

Consider a bounded spherical distance \( d(\cdot, \cdot) \) whose upper bound between any two points on \( S^{q-1} \) is denoted as \( d_{\sup} := \sup \{d(x, y) : x, y \in S^{q-1}\} \). Then, let \( x \) be a point on \( S^{q-1} \) and \( F \) a distribution on \( S^{q-1} \).

**Definition 1 (Directional distance-based depths)**

A directional distance-based depth of \( x \in S^{q-1} \) with respect to \( F \) is defined as

\[
D_D(x; F) := d_{\sup} - E[d(x; X_1, \ldots, X_n)],
\]

where \( X_1, \ldots, X_n \) is a random sample from \( F \).

According to Pandolfo et al. (2018b), a distance-based statistical depth function for directional data should satisfy the four desirable properties listed below.

- **P1. Rotational invariance:** \( D_D(x, F) = D_D(Ox, OF) \) for any \( q \times q \) orthogonal matrix \( O \);
- **P2. Maximality at center:** \( \sup_{x \in S^{q-1}} D_{\text{sph}}(x^*, F) \) for any distribution \( F \) with center at \( x^* \);
- **P3. Monotonicity relative to the deepest point:** \( D_D(x, F) \) decreases along any geodesic path \( t \mapsto x_t \) from the deepest point to its antipodal point \( -x^* \), i.e. \( D_D(x(t_1, F)) \leq D_D(x(t_2, F)) \) for \( (t_1, F) > (t_2, F) \);
- **P4. Minimality at the antipode to the center:** \( D_D(-x^*, F) = \inf_{x \in S^{q-1}} d(x^*, F) \) for any \( F \) with center at \( x^* \).

P2 and P3 are the extension of properties 2 and 3 of depth functions for data in \( \mathbb{R}^q \) as defined in Zuo and Serfling (2000). Conversely, P1 and P4 characterize a distance-based depth for directional data.

Depths are known to be monotonically decreasing from the deepest point (i.e. the point at which they are maximized), and recognize just one center regardless of the number of the underlying modes. Consequently, while they are well suited for unimodal distributions, they are not able to capture the multimodality of a distribution. Hence, depths substantially fail here in describing the structure of the data.

For this reason, over the last few years, some definitions of local depth functions were introduced with the purpose of revealing local characteristics of the data, and have already found some interesting applications. The idea which lies behind this approach is to compute the depth of a point with respect to a bounded neighborhood of it. As a consequence, local depth functions admit multiple maxima that correspond to local centers. The first definition of local depth was introduced by Agostinelli and Romanazzi (2011) who exploited the local space geometry to provide the notions of local simplicial and halfspace depths. Their definition relies on a tuning parameter to define a constant size neighborhood of each point. However, the main drawback of such notions of depth (which are based on geometrical structures) regards their high computational cost, especially when dimensions and sample size increase. Later, Paindaveine and Van Bever (2013) proposed a method aimed at converting global depths into local ones by conditioning the distribution to appropriate depth-based neighborhoods.

Hence, the depth problem can be dealt with a global or a local approach also in directional data analysis allowing for the possibility of getting different insights into specific scenarios. However, while a vast body of literature exists on local depths for multivariate and functional data, comparatively only the definition of local simplicial depth for (hyper)spherical data have been proposed (see Agostinelli and Romanazzi, 2012).
3 Local distance-based depths

In this section a general definition of local depths is proposed by generalizing the definition of distance-based depth functions for directional data introduced by Pandolfo et al. Pandolfo et al. (2018b). The proposed local depth notion is based on the idea of getting insights into the shape of a distribution $F$ by restricting a global distance-based depth measure to a neighborhood of each point on the spherical space. Hence, for a given point $x$ on $S^{q-1}$, all the points within a certain distance $\delta$ to $x$ are considered, i.e. the set of points which are within a certain degree of closeness to $x$ which defines a spherical cap “centered” at $x$.

**Definition 2 (Local distance-based depths for directional data)** Consider any bounded spherical distance function $d$ and a distribution $F$ on $S^{q-1}$. Then, for any positive value $0 < \delta < d_{\text{sup}}$, the local directional distance-based depth of a point $x \in S^{q-1}$ with respect to $F$ is defined as

$$LD^d_\delta(x; F) := d_{\text{sup}} - E_F[d(x; X_1, \ldots, X_n) | d(x; X_1, \ldots, X_n) \leq \delta],$$

where $X_1, \ldots, X_n$ is a random sample from $F$.

The parameter $\delta$ determines how central the point $x$ is within the space conditional to a given window around $x$. The value of the local depth function is dependent on the properties of the distribution $F$ within the neighborhood of $x$ defined by the parameter $\delta$. Specifically, in the case of (hyper)spherical data, the distribution of the distance within the considered neighborhood can help to provide information on the data structure.

The value of the parameter $\delta$ defines to what extent the depth function is local. When it approaches the supremum of the chosen spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined. As $\delta$ gets smaller, local depth allows for the detection of local points of maximum and minimum. Hence the choice of the spherical distance, the local depth approaches the global one, and a unique center will be defined.
of the corresponding local distance-based depth functions \( \delta \) provided order appears to be unrealistic (see Pandolfo et al., 2018b, Liu and Singh, 1992 and Ley et al., 2014). The farthest the data are from unimodality, the larger the difference between depth function approaches the corresponding global depth. Conversely, when a distribution is not unimodal, the rankings provided by the two functions differ. The farther the data are from unimodality, the larger the difference between the global and the local rankings. In practice, the global and the local depth values of a point can be visually compared by means of a two-dimensional scatterplot where the \( x \)-coordinates are the global depth of the corresponding data point and the \( y \)-coordinates are the local depth of the corresponding data point. To simplify the comparison, the values of the sample depths are normalized by scaling them between 0 and 1. For this reason, the plot is called Global-Local Depth plot, GLD-plot hereafter. If the distribution is unimodal and thus the set of the deeper local points does not substantially differ from the corresponding set of the deeper global depth points, the plot will exhibit a concentration on the upper-right corner. In case of strong unimodality, the ranks of the two depth functions will coincide, and
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4 An exploratory graphical tool for investigating hyperspherical unimodality

In this section, a depth-based tool for the graphical exploratory analysis of data on hyperspheres is introduced. Specifically, it aims at exploring hyperspherical unimodality.

4.1 The Global-Local Depth plot

Here, by combining the properties of the global and local depth functions, a straightforward plot to investigate unimodality of directional data is proposed. The main idea relies on the fact that if a distribution is unimodal, its local depth function approaches the corresponding global depth. Conversely, when a distribution is not unimodal, the rankings provided by the two functions differ. The farther the data are from unimodality, the larger the difference between the global and local rankings. In practice, the global and the local depth values of a point can be visually compared by means of a two-dimensional scatterplot where the \( x \)-coordinates are the global depth of the corresponding data point and the \( y \)-coordinates are the local depth of the corresponding data point. To simplify the comparison, the values of the sample depths are normalized by scaling them between 0 and 1. For this reason, the plot is called Global-Local Depth plot, GLD-plot hereafter. If the distribution is unimodal and thus the set of the deeper local points does not substantially differ from the corresponding set of the deeper global depth points, the plot will exhibit a concentration on the upper-right corner. In case of strong unimodality, the ranks of the two depth functions will coincide, and
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Figure 1: Plots of local arc, cosine and chord distance depth functions for a circular uniform (left panel) and mixture of von Mises-Fisher distributions (right panel), along with the corresponding density curve.

Figure 2: Plots of local arc, cosine and chord distance depth functions for a bimodal circular distribution with modes \( \frac{7\pi}{12} \) (105°) far from each other (left panel) and an antipodal distribution (left panel), along with the corresponding density curve.

points on the plot will roughly form a straight diagonal line. On the other hand, departure from unimodality will show different scenarios, obviously depending on the kind of departure. To facilitate the user to interpret the visual result of a GLD-plot, two dashed lines are added so that the plot is partitioned in four sections. The lines select the 50% deepest sample points according to the global and local functions, respectively. Roughly, if points in the GLD-plot substantially lie within the upper-right and bottom-left quadrants, this will suggest that the distribution is substantially unimodal. In addition, an upward line whose slope is given by the ratio between the 50th percentile of the local depth and the 50-th percentile of the global depth is plotted. In case of strong unimodality and for a “medium” value of \( \delta \), such line becomes a 45-degree line and points will lie on it.
To illustrate, data according to different cases were simulated and the corresponding GLD-plots were depicted. Only results coming from the adoption of $D_{\cos}$ and $LD_{\cos}$ are reported. Very similar results were obtained with $D_{\text{arc}}$ and $LD_{\text{arc}}$, and $D_{\text{chord}}$ and $LD_{\text{chord}}$ for the here considered setups. However, it is worth underlining that different notions may produce slightly different views especially in case of non unimodal distributions.

In order to explore the data, the parameter $\delta_{\cos}$ was set equal to 0.29, 0.5 and 1. Such values were chosen in order to consider a neighborhood of a given point $x$ such that the angle between $x$ and any other point on the boundary of the neighborhood was equal to 45°, 60° and 90°, respectively.

First, for $q = 5$ two unimodal samples were generated according to a von Mises-Fisher distribution with location parameter $\mu = (1, 0, 0, 0, 0)$ and concentration parameter $\kappa = 5$ and 20. The sample size was set equal to 250. The corresponding GLD-plots are depicted in Figures 3 and 4.

When the data are less concentrated around the mean direction (i.e. $\kappa = 5$), the GLD-plots show many points on the upper-right corner, indicating the 50% of the highest values of both local and global depths are reached approximately in the same area of the sample space. When $\delta_{\cos} = 1$, one can see that points do not deviate too much from the straight line, while a greater difference can be seen for $\delta_{\cos} = 0.5$ even though unimodality seems still holding. When an even smaller value of $\delta_{\cos}$, i.e. 0.29, the entire data cloud lies at the bottom of the plot because of smaller values of the local depth. Here, despite some more points fall in the upper-left and bottom-right quadrants with respect to the other two GLD-plots, the majority of the data lie again within the upper-right and bottom-left quadrants.

In the case of more concentrated data (i.e. $\kappa = 20$), the corresponding GLD-plots clearly indicate unimodality for each considered value of $\delta_{\cos}$. Note that all the data points are on the 45-degree line for $\delta_{\cos} = 1$.

Then, two bimodal samples were generated according to a mixture of von Mises-Fisher distributions in 5 dimensions with $\mu_1 = (1, 0, 0, 0, 0)$ and $\mu_2 = (0, 0, 0, 0, 1)$ and concentration parameters $\kappa_1 = \kappa_2 = 20$. The first was an equally-weighted mixture, while the second had 80% of the weight on the first component. That is, the first distribution has two modes of the same height, the second has a main mode and a well separated minor mode elsewhere on the hypersphere. The corresponding GLD-plots are reported in Figures 5 and 6. In both cases, points are scattered around, and the 50% deepest sample points according to the global and local depth functions do not clearly lie on the upper-right quadrant, signaling a departure from unimodality for each considered value of $\delta_{\cos}$. It is worth noticing that data points on the GLD-plots depicted in Figure 6 appear to be U-shaped. It may be due to a great difference between local and global depth rankings with regard to the main mode on the distribution.

5 Real data examples

In the following two real data sets on $S^2$ are considered, so that they can be also viewed in their original sample space to facilitate the evaluation of the proposed tool.

5.1 Directions of flights

The sample refers to the 576 flights departed from Brussels National Airport on March 3, 2014. Data (expressed in latitude and longitude coordinates) are centered and their contour plot is reported in Figure 7 (a). One can see such data show a major mode and two minor clusters. The corresponding GLD-plots for $\delta_{\cos} = 0.29$, 0.5 and 1 are depicted Figure 7 (b), (c) and (d), respectively. In all such plots, the data points in the upper-right quadrant suggest that the sample has a main mode, while the presence of some irregularities on the left side of the plot, especially for $\delta_{\cos} = 0.29$ and 0.5, indicates that data someway deviates from unimodality.

5.2 Magnetic remanence measurements

Data concern 107 measurements of magnetic remanence in specimens of Precambrian volcanics. Indeed, magnetic field and magnetization directions can be treated as unit vectors anchored at the center of a unit sphere (see Schmidt and Embleton, 1985 and Fisher et al., 1993). The contour plot of the data (expressed in latitude and longitude coordinates), reported in Figure 8 (a), clearly indicates two main modes. Also here the GLD-plots (for all the considered values of $\delta_{\cos}$) suggest a deviation from unimodality, with the data points which appear to be U-shaped as it occurred for simulated bimodal data presented in Section 4.1.
The GLD-plot: A depth-based plot to investigate unimodality of directional data

Figure 3: GLD-plots of a von Mises-Fisher distribution in 5 dimensions with concentration parameter $\kappa = 5$ using the normalized global and local cosine depths. $\delta_{\cos}$ is set equal to 1 (a), 0.5 (b) and 0.29 (c).

6 Concluding remarks

Depth function is a useful tool in nonparametric statistics which is aimed at providing an important contribution to directional data analysis too. In this work, local distance-based depth functions for directional data are presented and exploited in order to propose a graphical tool, the Global vs Local depth plot (GLD-plot), for investigating unimodality on high dimensional spherical spaces. The proposal allows for the comparison between local and global depth-induced rankings for a given sample by means of an easy interpretable two-dimensional scatterplot. The proposed tool was evaluated through simulated examples and two real data sets, and it seems to merit particular interest. The GLD-plot does not aim to be an inference method for making automated decisions about a distribution. Rather, it is to be considered a useful tool to support the data analyst.
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Figure 4: GLD-plots of a von Mises-Fisher distribution in 5 dimensions with concentration parameter $\kappa = 20$ using the normalized global and local cosine depths. $\delta_{\cos}$ is set equal to 1 (a), 0.5 (b) and 0.29 (c).
Figure 5: GLD-plots of a bimodal sample generated from an equally-weighted von Mises-Fisher distribution in 5 dimensions using the normalized global and local cosine depths. $\delta_{\cos}$ is set equal to 1 (a), 0.5 (b) and 0.29 (c).
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Figure 6: GLD-plots of a bimodal sample generated from a mixture of von Mises-Fisher distributions 80% of the weight on the first component in 5 dimensions using the normalized global and local cosine depths. $\delta_{\cos}$ is set equal to 1 (a), 0.5 (b) and 0.29 (c).
The GLD-plot: A depth-based plot to investigate unimodality of directional data

Figure 7: Contour plot of directions of the 576 flights departing from Brussels National Airport on March 3, 2014 (a), and the corresponding GLD-plots. $\delta_{\cos}$ is set equal to 1 (b), 0.5 (c) and 0.29 (d).
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Figure 8: Contour plot of 107 measurements of magnetic remanence in specimens of Precambrian volcanics (a), and the corresponding GLD-plots. $\delta_{\cos}$ is set equal to 1 (b), 0.5 (c) and 0.29 (d).
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