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Abstract—Outlier detection is considered as one of the crucial research areas for data mining. Many methods have been studied widely and utilized for achieving better results in outlier detection from existing literature; however, the effects of these few ways are inadequate. In this paper, a stacking-based ensemble classifier has been proposed along with four base learners (namely, Rotation Forest, Random Forest, Bagging and Boosting) and a Meta-learner (namely, Logistic Regression) to progress the outlier detection performance. The proposed mechanism is evaluated on five datasets from the ODDS library by adopting five performance criteria. The experimental outcomes demonstrate that the proposed method outperforms than the conventional ensemble approaches concerning the accuracy, AUC (Area Under Curve), precision, recall and F-measure values. This method can be used for image recognition and machine learning problems, such as binary classification.

Index Terms—Outlier detection, Ensemble learning, Machine Learning, Classification, Data Mining.

I. INTRODUCTION

OUTLIER IS defined as an observation that deviates from other observations or suspicious events that are generated by different mechanisms. Outliers are anomalous, irregular, or outlying reflections, the distortion of estimations in statistical models [1].

This is one of the best approaches of data analysis to deal with observations having numerous datasets, as automated tools are being used in it to find patterns and relationships. In recent years, outlier detection has been widely used in several industries, such as medical, to detect credit card frauds and sensors (IoT).

Ensemble Learning is a machine learning technique that aggregates various base models to generate a single predictive model. Numerous methods are used in Ensemble Learning to reduce bias (boosting), variance (bagging), or to progress predictions (stacking) [2]. It also means that the concept provides a promissory field of future research.

While Random Forest was developed approximately two decades ago, it gives a powerful performance, simplicity in implementation and interpretability [3]. On the other hand, Rotation Forest, which is proposed by Pardo [4-5], provides favourable outcomes when compared to AdaBoost, Random Subspaces, Bagging and Iterated Bagging. The principal contribution of this paper is a) A stacking-based ensemble learning method which improves the outlier detection performance ii) A comparative analysis of four base learners and one Meta-ensemble learner on five datasets from the ODDS library in terms of five evaluation criteria; accuracy (Acc), AUC, precision, recall and F-measure.

This paper is structured with several different sections. In section II, related work presents ideas about ensemble methods. Section III discusses the proposed method in detail. Section IV, provides experimental work, detail of datasets and outcomes. Section V, is related to the evaluation of performance and results. Lastly, conclusion and future work are suggested in Section VI.

II. RELATED WORK

Outliers are mainly segregated into three main areas: Collective outliers, global outliers and contextual outliers [3]. Global Outliers consider that outliers are associated with all the available data points. Contextual Outliers consider that data separated from other data points in the context. However, Collective Outlier values are different data groups that are inaccurate according to a complete dataset. Outlier values are also known as abnormal as they examine the change to identify unexpected behaviour [4].

A static ensemble shows the base learner and the fusion rule is fixed for each single test point [5]. Generally, Bagging and Random subspace methods are employed in these processes. For instance, methods used to generate numerous diverse training subsets for base learners are combined in bagging and random subspace. Many ensemble approach are also applied over clustering algorithms. Therefore, the aggregation and structure standard of the ensemble is set for each single test point in this form of outlier detection strategy [6].

In other studies, Rotboost is a classifier of an ensemble, inferred by combining the AdaBoost and Rotation forest. There are various datasets from the UCI ML repository,
among which a classification tree that is being utilized as the base learning algorithm. It has been shown by their results that Rotboost could generate a lower prediction error in an ensemble classifier in comparison to Rotation Forest or AdaBoost [5]. The ensemble learning approaches such as bagging mainly emphasize to get an ensemble model with less variance than its components; whereas, boosting and stacking generally try to generate strong models less biased than their components even if variance can also be condensed. Random Forest (a subprocess of the Meta-ensemble method) is used as a base learner in the rotation forest. This approach has enhanced performances [7].

In [8], polarized images have been classified using Random Forest and Rotation Forest and it is concluded that Rotation Forest provides more accurate results than SVM and Random Forest; however, Random Forest provides faster results than Rotation Forest.

It is examined whether Rotation Forest is the best classifier that assists in resolving problems with continuity or not. [6]. In [9], A-Stacking and A-Bagging, the adaptive versions of ensemble learning approaches are proposed. A-Bagging method has been applied by using the same base learners over numerous subsets of data and the predictions are aggregated by using weighted majority voting.

In [10], it is shown that ML algorithms provide satisfactory performance for the prediction of the outcomes in comparison with logistic regression.

III. DETAILS OF THE PROPOSED METHOD

In this paper, we have proposed a framework of a Stacking-based ensemble learning method, including rotation forest, random forest, bagging, boosting and logistic regression. There are numerous phases of the system, such as related with datasets, base and stacking-based ensemble learners. In order to obtain the generalization performance of the system, 10-fold cross-validation is used for all learners and datasets. The ranges of the values in data pre-processing may be high when compared to non-outlier datasets. In this scenario, classification algorithms could be affected significantly or negatively by some features.

In this work, four base learners and one Meta-learner are employed with one Stacking-based Meta classifier. Rotation Forest classifier depends upon feature extraction for ensembles. Typically, it provides more authentic results than AdaBoost and Random Forest. The Random Forest classifier is based on several collections of tree classifiers and randomly selected sub-spaces of data are being used to create each classifier independently.

Ensemble Learning such as bagging and boosting assist in diminishing various influences such as classification error. Furthermore, combinations of many classifiers drop variance, particularly in the case of unstable classifiers, which may generate a more reliable classification than a single classifier. The main idea of this study is to establish and provide data comprised of detecting outliers to present new methods related to outlier detection in classification with logistic regression.

Whereas, logistic regression predicts to analyze, explain and indicate the interrelation between one nominal and a dependent binary variable, ratio-level independent or interval variables. Weka (Waikato Environment for Knowledge Analysis) [11], could examine and test multiple outliers [12], without losing the impact of swamping and masking. We demonstrated the behavior of our method through simulation with different percentages of outliers and sample sizes. In this process, the different datasets have been utilized referred to from the ODDS library.

IV. EXPERIMENTAL WORK

In the experimental process, five datasets have been used from the ODDS library for classifications [13]. The characteristics of datasets are analyzed concerning the attributes and the number of instances. These datasets are generally used to solve issues related to machine learning. There are no missing values in these datasets and there are various numerical attribute descriptions, which are illustrated in Table I. As it can be observed from Table I, various datasets, the number of samples, dims and outliers are presented for each dataset. Datasets are chosen according to their distinct parameters from the ODDS library source. It is determined by investigating the appropriate data or datasets which are being utilized in the findings of outliers. The proposed stacking-based ensemble learning method has been introduced for this process. This method utilized the imbalanced classification problems of binary (two-class) where the positive case such as (class 1) is taken as an outlier and negative case (class 0) is taken as normal.

| Datasets         | Samples | Dims | Outliers     |
|------------------|---------|------|--------------|
| Glass            | 214     | 9    | 9 (4.2%)     |
| Letter Recognition | 1600    | 32   | 1000 (6.25%) |
| Shuttle          | 49097   | 9    | 3511 (7%)    |
| Forest Cover     | 286048  | 10   | 2747 (0.9%)  |
| Vertebral        | 240     | 6    | 30 (12.5%)   |

In this work, four different ensemble learning approaches have been carried out along with the ensemble learning method, which is considered suitable for the detection of outliers. However, the performance metrics are calculated based on outlier detection according to binary classification problems. In this method, a technique has been used, which is known as logistic regression from the field of statistics and it is being used to solve binary classification issues. A stacking-based ensemble method, along with logistic regression and four different baseline methods have been presented in Fig. 1.
algorithms that employ weighted averages to interchange the weak learners into stronger learners. The random forest consists of multiple random decision trees [14]. Rotation forest is a tree-based ensemble that performs and transforms on subsets of attributes before constructing each tree.

V. PERFORMANCE EVALUATION

A. Evaluation Measures

This section describes the five performance evaluation measures of the proposed method, consisting of accuracy, AUC, precision, recall and F-measure.

Accuracy represents how near a measurement is to an identified or accepted figure. It is further defined in Eq.1.

\[
Acc = \frac{TP+TN}{TP+FP+FN+TN}
\]  

(1)

In equation 1, TN, FN, FP and TP show the number of True Negatives, False Negatives, False Positives and True Positives.

AUC represents the Area under the ROC Curve. AUC calculates the whole two-dimensional area beneath the whole ROC curve from (0,0) to (1,1).

Precision is a positive analytical value [15]. Precision defines how reliable measurements are, although they are farther from the accepted value. The equation of precision is shown in Eq.2.

\[
Precision = \frac{TP}{TP+FP}
\]  

(2)

The Recall is the hit rate [15]. The recall is the reverse of precision; it calculates false negatives against true positives. The equation is illustrated in Eq. 3.

\[
Recall = \frac{TP}{TP+FN}
\]  

(3)

F-measure can be defined as the weighted average [16] of precision and recall. This rating considers both false positives and false negatives. The equation is illustrated in Eq. 4.

\[
F = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]  

(4)

Tables II-VII present accuracy, AUC, precision, recall and F-measure individual values with ensemble methods for all datasets.

To sum up, Tables II-VI, have been designed according to the diverse data sets concerning the numerous approaches of ensemble learning in terms of different specifications. In Table II, logistic regression has better outcomes, which provides 99.5327% Acc in comparison to others. Likely, in Table III, rotation forest indicates 95.1875% Acc adequate consequences. Similarly, in Table IV, the random forest presents 99.9939% Acc effective results. Likewise, in Table V, the random forest illustrates the 99.9857% Acc productive outcomes. However, in the end, logistic regression shows a 92.5% Acc result in Table VI.

TABLE II
RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE GLASS DATASET

| Methods      | Acc (%) | AUC   | Precision | Recall | F-Measure |
|--------------|---------|-------|-----------|--------|-----------|
| Bagging      | 96.2617 | 0.988 | 0.954     | 0.963  | 0.954     |
| AdaBoost     | 99.0654 | 0.996 | 0.991     | 0.991  | 0.990     |
| Random Forest| 97.6636 | 0.997 | 0.975     | 0.977  | 0.974     |
| Rotation Forest| 97.1963 | 0.993 | 0.969     | 0.972  | 0.968     |
| Logistic Regression| 99.5327 | 0.999 | 0.996     | 0.995  | 0.995     |

TABLE III
RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE LETTER RECOGNITION DATASET

| Methods      | Acc (%) | AUC   | Precision | Recall | F-Measure |
|--------------|---------|-------|-----------|--------|-----------|
| Bagging      | 94.8750 | 0.944 | 0.949     | 0.949  | 0.932     |
| AdaBoost     | 93.7500 | 0.744 | 0.938     | 0.938  | 0.968     |
| Random Forest| 95.0000 | 0.987 | 0.953     | 0.950  | 0.934     |
| Rotation Forest| 95.1875 | 0.930 | 0.952     | 0.952  | 0.938     |
| Logistic Regression| 94.0625 | 0.813 | 0.925     | 0.941  | 0.926     |

TABLE IV
RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE SHUTTLE DATASET

| Methods      | Acc (%) | AUC   | Precision | Recall | F-Measure |
|--------------|---------|-------|-----------|--------|-----------|
| Bagging      | 99.9919 | 0.999 | 1.000     | 1.000  | 1.000     |
| AdaBoost     | 99.8330 | 1.000 | 0.998     | 0.998  | 0.998     |
| Random Forest| 99.9939 | 1.000 | 1.000     | 1.000  | 1.000     |
| Rotation Forest| 99.9817 | 1.000 | 1.000     | 1.000  | 1.000     |
| Logistic Regression| 99.6497 | 0.988 | 0.997     | 0.996  | 0.996     |

TABLE V
RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE FOREST COVER DATASET

| Methods      | Acc (%) | AUC   | Precision | Recall | F-Measure |
|--------------|---------|-------|-----------|--------|-----------|
| Bagging      | 99.9990 | 1.000 | 1.000     | 1.000  | 1.000     |
| AdaBoost     | 99.8133 | 0.999 | 0.998     | 0.998  | 0.998     |
| Random Forest| 99.9857 | 1.000 | 1.000     | 1.000  | 1.000     |
| Rotation Forest| 99.9773 | 1.000 | 1.000     | 1.000  | 1.000     |
| Logistic Regression| 99.8941 | 0.999 | 0.999     | 0.999  | 0.999     |
TABLE VI
RESULTS OF ENSEMBLE LEARNING METHODS BY UTILIZING THE VERTEBRAL DATASET

| Method      | Acc (%), AUC | Precision | Recall | F-Measure |
|-------------|--------------|-----------|--------|-----------|
| Bagging     | 91.6667, 0.887 | 0.912     | 0.917  | 0.903     |
| AdaBoost    | 87.0833, 0.879 | 0.844     | 0.871  | 0.852     |
| Random Forest | 91.6667, 0.889 | 0.910     | 0.917  | 0.905     |
| Rotation Forest | 91.6667, 0.929 | 0.909     | 0.917  | 0.909     |
| Logistic Regression | 92.5000, 0.930 | 0.919     | 0.925  | 0.920     |

In general, bagging has more successive consequences than boosting, whereas, the random forest provides more effective outputs than rotation forest in most of the datasets. On the other hand, logistic regression has also provided satisfactory results to some extent, which is illustrated in Tables II and VI. In Table VII, a stacking-based ensemble learning method has been applied, in which the model is trained with the combined prediction preceding model. The logistic regression has been set as a Meta classifier and experienced the diverse datasets with numerous methods like rotation forest, random forest, boosting and bagging in the given order.

The letter recognition, forest cover and vertebral datasets have significant outputs concerning the accuracy, AUC, precision, recall and F-measure parameters in Table VII; however, glass and shuttle datasets show similar outcomes for Tables II and IV. Table VII demonstrates the comparison of all datasets results, with respect to our proposed stacking-based meta-ensemble learning method. As it is clearly shown in Table VII, a Meta-ensemble classifier, stacking with four base learners (namely, Rotation Forest, Random Forest, Bagging and Boosting) and one Meta-learner (namely, Logistic Regression) provide highly accurate outcomes as compare to others.

TABLE VII
OUR STACKING-BASED ENSEMBLE LEARNING METHOD

| Proposed Stacking | Meta Classifier | Logistic Regression |
|-------------------|-----------------|---------------------|
| Classifier        | Acc (%) | Impr. (%) | AUC | Precision | Recall | F-Measure |
| Glass             | 99.5327, 0.997 | 0.996     | *0.996 | 0.995     | 0.995  |
| Letter Recognition| 97.4375, 0.987 | 0.973     | 0.974  | 0.974     |
| Shuttle           | 99.9939, 1.000 | *1.000    | *1.000 | *1.000    | *1.000 |
| Forest Cover      | 99.9860, 1.000 | *1.000    | *1.000 | *1.000    | *1.000 |
| Vertebral         | 93.3333, 0.933 | 0.931     | 0.933  | 0.926     |

- * Indicates the similar performance results concerning base learner.
- High Acc, AUC, Precision, Recall and F- measure is shown in Bold, while the greyed shows insufficient results.
- Impr. represents improvement according to best results of Tables II-VI.

Moreover, in Table VII, it is analyzed that when stacking based ensemble learning method combines with logistic regression, it provides more accurate outcomes than logistic regression; whereas, logistic regression does not provide better outcomes when applied individually.

VI. CONCLUSION AND FUTURE WORK
This research work has proposed an approach of ensemble classifiers in multiple datasets efficiently for outlier detection. However, these different methods such as Random forest, Rotation forest, Bagging and Boosting (base learners) and Meta-learner logistic regression under stacking classifiers occupy more space and consume more time for computations. This method enables us to provide more productive and effective outputs by using the advantages of these algorithms. We believe that this scenario is suitable for both research and commercial applications. The performance of the classifier models can be different depending on the datasets that will be chosen. In the future, other hybridization of ensemble learning methods will be employed for performance improvement.
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