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Abstract

The COVID-19 pandemic began over two years ago, yet schools, businesses, and other organizations are still struggling to keep the risk of disease outbreak low while returning to (near) normal functionality. Observations from these past years suggest that this goal can be achieved through the right balance of mitigation strategies, which may include some combination of mask use, vaccinations, viral testing, and contact tracing. The choice of mitigation measures will be uniquely based on the needs and available resources of each organization. This article presents practical guidance for creating these policies based on an analytical model of disease spread that captures the combined effects of each of these interventions. The resulting guidance is tested through simulation across a wide range of parameters and used to discuss the spread of disease on college campuses.

I. INTRODUCTION

Communities around the world are fighting the COVID-19 pandemic. In the United States alone, more than 50 million cases and 800,000 deaths have been recorded [26]. The most reliable way to end transmission of this and other rapidly spreading diseases is to stop any and all contact between individuals in the population; no interaction means no transmission. While this strategy is extreme, many communities (even nations) implemented some version of this plan in the early weeks and months of the COVID-19 pandemic. These guidelines and mandates for social separation (distancing) were largely successful in slowing the spread of the disease [19, 24, 25], but they also prevented healthy people from interacting with each other, hindering global economic activity [20, 23] and leaving many feeling isolated and lonely [3, 16].

Reopening schools, businesses and other organizations and returning to a more normal level of interaction is therefore a priority for many communities. However, this does not mean that we must expect and accept community-wide outbreaks; other interventions can be implemented to limit the risk of transmission. Such interventions include (but are not limited to) mask use, vaccinations, viral testing, and contact tracing. This paper quantifies the effect of each of these mitigation strategies on the spread of disease and presents practical guidance.
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for creating policies to maintain low risk of disease outbreak. The analysis that leads to this guidance is performed on a stochastic compartmental model for disease transmission, and the result is a single algebraic criterion (an effective disease reproduction number) based on the implemented interventions. In simulations of infections on random networks (agent-based simulations), this single criterion is able to predict the presence or absence of outbreaks across a vast array of population and disease parameters, whose true values will be unknown to those implementing intervention strategies. The practical guidance produced here was also the foundation of the policies regarding interventions implemented at the Massachusetts Institute of Technology (MIT), which has gradually resumed its normal functioning over the last two years without widespread outbreaks. Policies at other colleges and universities can also be considered in the framework of this analysis, and the outbreak trends at these other institutions are consistent with the analysis presented below given their chosen disease mitigation policies.

II. METHODS

A. Modeling foundations

We begin by applying the principles established by Kermack and McKendrick [10] for modeling the spread of infection. This model relies on partitioning the population into different categories (e.g. Susceptible, Infectious, Recovered or SIR) based on disease status and applying a conservation law on the total population size. The rate of change of the number of people in a particular partition is determined only by the net flow of individuals into or out of that group. Stable dynamics (i.e. a shrinking infectious population) can be equivalently defined as a positive net flow of people out of the infectious compartment.

Many extensions of the SIR model include additional classifications of individuals [1, 4, 5, 27]. In our cases, we partition the population into four groups: susceptible, infectious, isolated, and recovered." The choice of partitions and the flows between the compartments are depicted in Fig. 1. The rate of the flow into the infectious class is denoted as $\Phi_{in}$. The flow out is driven by two mechanisms: recovery ($\Phi_{rec}$) and detection ($\Phi_{det}$).

1 An exposed/latent group, which separates presymptomatic from symptomatic individuals, is not considered in this study due to the high number of COVID-19 cases that never become symptomatic [6, 12]. Additionally, by ignoring the development of symptoms (and thus detection), we will end up overestimating the number of total undetected infections, leading to more conservative policies to prevent outbreaks.
FIG. 1. Compartmental model for COVID-19 and similar diseases. Individuals join the infectious class (red) by contracting the disease (at a rate $\Phi_{in}$) and leave by recovering ($\Phi_{rec}$) or by being detected and subsequently isolated ($\Phi_{det}$).

We can now write a conservation equation for the infectious group:

$$I_{t+1} - I_t = \Phi_{in} - \Phi_{rec} - \Phi_{det}$$

(1)

where $I_t$ is the number of infectious individuals at time $t$. This conservation equation highlights the three levers that we can operate to reduce the spread of the disease and achieve controlled, stable dynamics. The first is reducing the rate of infection ($\Phi_{in}$), which can be achieved by increasing social distancing, wearing masks, or vaccinating the population. The second is increasing the rate of recovery. This lever is not easy to operate and is dictated by biological constraints and available medical treatments. The final lever, increasing detection, is achieved by ramping up infection testing and contact tracing measures.

The objective of this analysis is to provide practical guidance to organizations looking to reopen. For this reason, the model must capture the fact that, in practice, compliance to these intervention strategies may not be perfect; organizations may not be able to mandate particular mitigation strategies and even if they do, individuals may choose not to abide. In order to capture the effect (and danger) of this non-compliance, the model presented here allows for some members of the population to employ the intervention strategies while others abstain. The fraction of the population who are vaccinated $f_v$, who opt into random surveillance testing $f_T$, and who wear masks $f_m$ are therefore all considered. While a person’s decision to get vaccinated or to opt into a surveillance testing program is fixed, their decision to wear a mask may vary day-to-day. Such considerations are made in formalizing the partitions and flows between partitions of the model.

Stability in the disease dynamics is defined as the case where the size of the infectious
population (shown in red in Fig. 1) is shrinking, meaning this is the partition we are most concerned with modeling. For this study, we will assume that vaccinated individuals and unvaccinated individuals will behave the same way when they are infectious, i.e. they will have the same ability to transmit the disease and will be equally likely to recover or be tested/detected on a given day. Additionally, because we do not assume masking behavior is constant day-to-day, we need not separate the infectious population into masked and unmasked partitions. Opting into or out of a surveillance testing program, however, is a different story. An individual’s testing status (their opt-in or opt-out decision) remains the same over time and infected individuals who are tested will become isolated and leave the infectious population much faster than those who opt-out of testing. Therefore, we need to consider the behavior of the opt-into testing population and the opt-out-of testing population separately, meaning we will examine two conservation principles, one for those opting into testing

\[ I_{t+1,oi} - I_{t,oi} = \Phi_{in,oi} - \Phi_{rec,oi} - \Phi_{det,oi} \]  

(2) and one for those opting out

\[ I_{t+1,oo} - I_{t,oo} = \Phi_{in,oo} - \Phi_{rec,oo} - \Phi_{det,oo} \]  

(3)

The next step is defining these flows into and out of the infectious populations. First, we consider the infection process. Infection occurs when an infectious individual successfully transmits the disease to one of their susceptible contacts. To estimate the likelihood of transmission, we must first introduce the basic reproduction number of a disease, denoted \( R_0 \). This classic epidemiological parameter is defined as the number of secondary cases resulting from a single infected individual in a fully susceptible population [10, 18]. If, for instance, that single infected individual was contagious for \( d \) days, had \( \hat{x} \) daily contacts (all susceptible individuals), and there was a likelihood of transmitting the disease to each contact (each day) of \( \rho \), the basic reproduction number would be

\[ R_0 = \rho \hat{x} d. \]  

(4)

This relationship defines the transmission likelihood in the absence of mitigation strategies (\( \rho \)) in terms of the parameters most often reported for a particular infectious disease, i.e. \( R_0 \) and \( d \). The daily number of susceptible contacts \( \hat{x} \) will depend on the particular community and will be discussed further below.
The transmission likelihood in a given interaction, however, will be reduced when interventions such as mask-wearing and vaccination are implemented. If one person is wearing a mask, the likelihood of transmission is reduced by a factor of \((1 - \epsilon_m)\) where \(\epsilon_m\) is the efficacy of mask use at preventing the spread of the disease. If both people in the interaction are wearing masks, the reduction factor is \((1 - \epsilon_m)^2\). Similarly, if the susceptible individual is vaccinated, the transmission likelihood is reduced by a factor of \((1 - \epsilon_v)\) with vaccine efficacy to breakthrough infectious \(\epsilon_v\). If the susceptible individual is a testing opt-in individual, they will join the testing opt-in infectious population when they contract the disease. If instead the susceptible individual is a testing opt-out individual, they will join the opt-out infectious population when they contract the disease.

All together, these parameters can be used to define the flow of susceptible individuals into the infectious compartments:

\[
\Phi_{\text{in,oi}} = \sum_{j=1}^{I_{t,oi}} \sum_{k=1}^{X_j} T_k Y_{jk} + \sum_{j=1}^{I_{t,oo}} \sum_{k=1}^{X_j} T_k Y_{jk}
\]

\[
\Phi_{\text{in,oo}} = \sum_{j=1}^{I_{t,oi}} \sum_{k=1}^{X_j} (1 - T_k) Y_{jk} + \sum_{j=1}^{I_{t,oo}} \sum_{k=1}^{X_j} (1 - T_k) Y_{jk}
\]

where \(X_j\) is a random variable representing the number of susceptible contacts of infected individual \(j\). For now, we will assume we know this distribution and that it has a mean \(\mu_x\) and a variance \(\sigma_x^2\), though we will find that in determining stability to outbreaks, the basic reproduction number \(R_0\) is sufficient for capturing the critical aspects of this distribution. The testing status (opt-in or opt-out) of the susceptible contact \(k\) is captured by the Bernoulli random variable \(T_k\) which has parameter \(f_T\) and indicates whether or not that individual will join the opt-in or opt-out population upon infection.

The random variable \(Y_{jk}\) is a Bernoulli random variable with parameter equal to the effective transmission likelihood

\[
\rho_{\text{eff}} = \rho (1 - \epsilon_m M_j) (1 - \epsilon_m M_k) (1 - \epsilon_v V_k)
\]

which itself depends on the normal (no intervention) transmission probability \(\rho\), the intervention efficacies \(\epsilon_m\) and \(\epsilon_v\), and the intervention statuses of both individuals determined by the Bernoulli random variables \(M_j\) (mask status of \(j\), parameter \(f_m\)), \(M_k\) (mask status of \(k\), parameter \(f_m\)), and \(V_k\) (vaccine status of \(k\), parameter \(f_v\)).
Next we consider the recovery process. A simple approximation is to assume that each infected individual is equally likely to recover on any given day and that the expected duration for which they are infectious (in the absence of interventions) is $d$. The resulting recovery flows are

$$\Phi_{\text{det},oi} = \sum_{j=1}^{I_{t,oi}} Z_j$$
$$\Phi_{\text{det},oo} = \sum_{j=1}^{I_{t,oo}} Z_j$$

where $Z_j$ is a Bernoulli random variable with parameter $1/d$.

Finally, we consider detection through infection testing and follow-up contact tracing. While only opt-in individuals will be detected through random surveillance testing, both their opt-in and opt-out contacts may be identified and isolated through follow-up contact tracing. In the surveillance (random) testing group, any member is equally likely to be selected for testing on a given day (with probability $\nu$, the daily testing frequency). If an individual tests positive, their contacts are traced and tested. Isolating contacts only has a substantial effect on disease dynamics when those contacts themselves are infectious at the time of tracing. At the previous time step, each contact had a likelihood $\rho_{\text{eff}}$ of having been infected by person $j$. Using this as the likelihood that contact $k$ is infected at the current time step will underestimate the number of infectious contacts (because person $j$ may have been infecting their contacts for more than one day), which will lead to more conservative stability bounds. We also consider that not all contacts will be successfully traced, an event which happens with likelihood $\epsilon_c$. Each contact therefore has a probability $\epsilon_c \rho_{\text{eff}}$ of being detected as infectious through contact tracing. Together, the number of infectious individuals removed from the infectious groups by detection via both random testing and contact tracing are

$$\Phi_{\text{det},oi} = \sum_{j=1}^{I_{t,oi}} V_j \left( 1 + \sum_{k=1}^{X_j} T_k W_{jk} \right)$$
$$\Phi_{\text{det},oo} = \sum_{j=1}^{I_{t,oo}} V_j \left( 0 + \sum_{k=1}^{X_j} (1 - T_k) W_{jk} \right)$$

where $V_j$ (random testing) and $W_{jk}$ (tracing) are Bernoulli random variables with parameters $\nu$ and $\epsilon_c \rho_{\text{eff}}$ respectively. Again, the testing status is captured in the random variable $T_k$. 
as defined above and the transmission probability $\rho_{\text{eff}}$ is affected by the mask and vaccine statuses of the individuals involved (see Eq. 6).

Using the constitutive relationships defined above and the conservation laws of Eq. 2-3 we can rewrite the equations for the evolution of the number of infectious individuals in each testing group:

$$I_{t+1,oi} = I_{t,oi} + \sum_{j=1}^{I_{t,oi}} \left[ \left( \sum_{k=1}^{X_j} T_{jk} (Y_{jk} - V_j W_{jk}) \right) - Z_j (1 - V_j) - V_j \right] + \sum_{j=1}^{I_{t,oo}} \left[ \sum_{k=1}^{X_j} T_{jk} Y_{jk} \right]$$

$$I_{t+1,oo} = I_{t,oo} + \sum_{j=1}^{I_{t,oo}} \left[ \sum_{k=1}^{X_j} (1 - T_{jk}) (Y_{jk} - V_j W_{jk}) \right] + \sum_{j=1}^{I_{t,oo}} \left[ \sum_{k=1}^{X_j} (1 - T_{jk}) Y_{jk} \right] - Z_j$$

(9)

Here, we have made one additional correction. The recovery removal for each member of the opt-in population is $Z_j (1 - V_j)$ to avoid double counting people who recover on the same time step that they test positive. This ensures we are not overestimating the flow out of the infectious population, hence our results will remain conservative.

B. Stability analysis

The disease dynamics in a community are considered stable if a randomly infected individual will not be able to spread the disease to others in the community before being detected or recovering. In a real (stochastic) environment it will always be possible for a single infection to lead to a widespread outbreak, as in the case of “superspreader” events where a single infectious individual has many more contacts than usual on a single day and will likely be able to spread the disease before being identified. To capture the dynamics, therefore, we consider the mean and variance of the evolution of the number of infectious individuals at a given time.

The mean dynamics are found by taking the expectation of Eq. 9 for the full stochastic process. Doing so leads us to find a 2-by-2 transition matrix:

$$A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} = \begin{bmatrix} 1 + \hat{\rho}_{\text{eff}} \mu_x f_T (1 - \nu_{\epsilon_c}) - \left( \frac{1}{\lambda} + \nu - \nu_{\epsilon_c} \right) & \hat{\rho}_{\text{eff}} \mu_x f_T \\ \hat{\rho}_{\text{eff}} \mu_x (1 - f_T) (1 - \nu_{\epsilon_c}) & 1 + \hat{\rho}_{\text{eff}} \mu_x (1 - f_T) - \frac{1}{\lambda} \end{bmatrix}$$

(10)

such that

$$\begin{bmatrix} \mathbb{E}[I_{t+1,oi}] \\ \mathbb{E}[I_{t+1,oo}] \end{bmatrix} = A \begin{bmatrix} \mathbb{E}[I_{t,oi}] \\ \mathbb{E}[I_{t,oo}] \end{bmatrix}.$$

(11)
Here, we have used
\[ \hat{\rho}_{\text{eff}} = \mathbb{E}[\rho_{\text{eff}}] = \rho (1 - \epsilon_m f_m)^2 (1 - \epsilon_v f_v). \] (12)

Stability in the mean dynamics therefore is achieved when the eigenvalues of \( \mathbf{A} \), the transition matrix, are both less than 1. Finding the eigenvalues of the matrix in Eq. (11) leads to a single stability criterion; this system is stable if
\[ 1 > \rho \mu_x d (1 - \epsilon_m f_m)^2 (1 - \epsilon_v f_v) \left( f_T \frac{1 - \nu \epsilon_c}{1 + \nu (d - 1)} + (1 - f_T) \right) \] (13)

Notice, the mean value of the distribution \( X \) (the number of susceptible contacts of an infectious individual) appears in this expression, implying that we need to know something about the underlying distribution, information that is typically unavailable. In analyzing stability to create practical guidance for intervention measures, this distribution (particularly its mean) need not be known exactly, but we do need an upper bound on this value to ensure that we overestimate disease transmission and determine conservative values for mitigation requirements. To estimate this upper bound, we return to the discussion of the basic reproduction number \( R_0 \) (see Eq. 4). Certainly, assuming that all of an individual’s contacts are susceptible (which is implied in the \( \hat{x} \) of the basic reproduction number) is an overestimate of the true number of susceptible contacts that an individual has.

However, we are not considering the number of susceptible contacts that any random individual in the population has; we are considering the number of susceptible contacts that an infected individual has, which, akin to the friendship paradox, is expected to be higher than that of non-infected individuals [11]. In this case, \( \hat{x} \) is still a reasonable (over)estimate for \( \mathbb{E}[X] \) because it is inferred from the measured \( R_0 \) (based on infection case data), which naturally incorporates the tendency of a disease to spread to highly-connected individuals [2, 7, 9, 13]. In conclusion, the term \( \rho \mu_x \), which contains parameters that are unknown and difficult to measure, can be rewritten as \( R_0/d \) without jeopardizing confidence in the resulting stability bound.

Now we return to Eq. (13) to redefine it in more familiar terms, i.e. in terms of an effective reproduction number \( R_{\text{eff}} \):
\[ R_{\text{eff}} = R_0 (1 - \epsilon_m f_m)^2 (1 - \epsilon_v f_v) \left( f_T \frac{1 - \nu \epsilon_c}{1 + \nu (d - 1)} + (1 - f_T) \right) < 1 \] (14)
which ensures stability of the system. The implications of this expression, i.e. how it can be used to quantify trade-offs between mitigation strategies, are discussed in the following
sections. One important note, however, is that this expression depends on the underlying network of the community only through the basic reproduction number $R_0$, a commonly measured and reported value for a disease. No further information about the network, such as the variance in the distribution of contacts $X$, is required to determine a sufficient balance of interventions to ensure stability.

Having explored the evolution of the mean number of infectious individuals, we now turn to the evolution of the variance. All of these dynamic equations together can be written as

$$
\begin{pmatrix}
\mathbb{E}[I_{t+1,oi}] \\
\mathbb{E}[I_{t+1,oo}] \\
\text{var}(I_{t+1,oi}) \\
\text{var}(I_{t+1,oo})
\end{pmatrix} =
\begin{pmatrix}
a_{11} & a_{12} & 0 & 0 \\
a_{21} & a_{22} & 0 & 0 \\
b_{11} & b_{12} & a_{11}^2 & a_{12}^2 \\
b_{21} & b_{22} & a_{21}^2 & a_{22}^2
\end{pmatrix}
\begin{pmatrix}
\mathbb{E}[I_{t,oi}] \\
\mathbb{E}[I_{t,oo}] \\
\text{var}(I_{t,oi}) \\
\text{var}(I_{t,oo})
\end{pmatrix}.
$$

(15)

where the elements $b_{11}, b_{12}, b_{21},$ and $b_{22}$ are functions of the disease and mitigation parameters defined as:

$$
b_{11} = \mu_x f_T \hat{\rho}_{eff} (1 - f_T \hat{\rho}_{eff}) + \sigma_x^2 (f_T \hat{\rho}_{eff})^2 \\
+ \nu (\mu_x f_T \hat{\rho}_{eff} \epsilon_c (1 - f_T \hat{\rho}_{eff} \epsilon_c) + \sigma_x^2 (f_T \hat{\rho}_{eff} \epsilon_c)^2) \\
+ \nu (1 - \nu) (1 + \mu_x f_T \hat{\rho}_{eff} \epsilon_c)^2 + \frac{1}{d} \left(1 - \frac{1}{d}\right)
$$

$$
b_{12} = \mu_x f_T \hat{\rho}_{eff} (1 - f_T \hat{\rho}_{eff}) + \sigma_x^2 (f_T \hat{\rho}_{eff} \epsilon_c)^2
$$

$$
b_{21} = \mu_x (1 - f_T) \hat{\rho}_{eff} (1 - (1 - f_T) \hat{\rho}_{eff}) + \sigma_x^2 ((1 - f_T) \hat{\rho}_{eff})^2 \\
+ \nu (\mu_x (1 - f_T) \hat{\rho}_{eff} \epsilon_c (1 - (1 - f_T) \hat{\rho}_{eff} \epsilon_c) + \sigma_x^2 ((1 - f_T) \hat{\rho}_{eff} \epsilon_c)^2) \\
+ \nu (1 - \nu) (\mu_x (1 - f_T) \hat{\rho}_{eff} \epsilon_c)^2
$$

$$
b_{22} = \mu_x (1 - f_T) \hat{\rho}_{eff} (1 - (1 - f_T) \hat{\rho}_{eff}) + \sigma_x^2 ((1 - f_T) \hat{\rho}_{eff})^2 + \frac{1}{d} \left(1 - \frac{1}{d}\right)
$$

While these expressions are cumbersome, there are two important results to discuss. First, while only the mean number of contacts of an infectious individual ($\mu_x$) appeared in the expression for the mean dynamics (which was then related to $R_0$), the variance in this distribution $\sigma_x^2$ appears in this set of equations. Second, even though the variance $\sigma_x^2$ appears, it does not affect the stability requirements. Given the structure of this transition matrix, its eigenvalues are less than 1 when the eigenvalues of the matrix $A$ are less than 1. The effective reproduction number $R_{eff}$ from Eq. 14 remains a sufficient stability criterion for both the mean and variance of the number of infectious individuals.
C. Simulating infection

To test the analytic result derived above in Eq. 14 we implemented an infection simulation on a fixed population. In these simulations, a population network is established at the outset, where every member of the population is a node in the network and every edge represents a contact between two people. Such networks are difficult to estimate for a real population, but generating random networks with wide ranges of structures and properties is straightforward. Fig. 2 shows random network realizations for four different structure types—Erdős-Rényi, Uniform, Scale-free, and Small World—and their resulting degree distributions.

FIG. 2. Sample realizations of four different network structures and their resulting degree distributions. Intervention-free infection was simulated on each network to make a measurement of $R_0$. The required testing to stabilize the system was determined using Eq. 22 and another infection simulation was implemented with testing just above this stabilizing value. Both infection progressions are show: intervention-free (red) and with stabilizing testing (blue).
Once the underlying network of connections is established, each individual is assigned to one of the partitions of the model as well as to vaccine and testing statuses. At each time step, the infection status of each individual is updated. If a person is infectious, they infect their susceptible neighbors with probability $\rho_{\text{eff}}$ at each time, where $\rho_{\text{eff}}$ is determined by the vaccine and masking status of the individuals involved. If an individual is infectious at time $t$, they recover at $t + 1$ with probability $1/d$. The opt-in individuals will become isolated if they are detected through random testing with probability $\nu$. If they are detected, each of their infectious neighbors has a probability $\epsilon_c$ of also joining the isolated population. Isolated individuals will eventually recover and do so with probability $1/d$ at each time step. The simulation continues until there are no longer any infectious individuals remaining or for a fixed number of days.

III. RESULTS

A. Balancing mitigation strategies: analysis

Having performed the stability analysis, we turn our attention to the practical implications of the effective reproduction number of Eq. 14. The stability criterion ($R_{\text{eff}} < 1$) can be rearranged to provide guidance on how much of each mitigation strategy an organization should employ to ensure their reopening does not lead to widespread outbreaks.

1. Without testing

Let us first consider the case where no testing is done $\nu = 0$, which is also equivalent to the case where testing is available (nonzero $\nu$) but no one opts into the program ($f_T = 1$). This will be the case for the many organizations that do not have access to testing resources or the funding to secure them. It would also be the case for organizations where the vast majority of individuals are opposed to being testing and a testing requirement cannot be implemented. In this case, the stability criterion simplifies to

$$1 > R_0 (1 - \epsilon_m f_m)^2 (1 - \epsilon_v f_v) = R_{\nu=0}$$ (17)

In the absence of masking and vaccinations, this simplifies to the well-known result for stable dynamics in the mitigation-free case: $1 > R_0$. Implementing masking and/or vacci-
nation requirements, however, will allow for controlled dynamics even in the case of basic reproduction numbers larger than 1.

First let us consider the effect of masking in the absence of vaccines, as would be the case at the beginning of a disease epidemic when vaccines may not exist or may not be widely available. Given a disease ($R_0$) and the efficacy of masks at preventing transmission of that disease $\epsilon_m$, we can determine the fraction of the population that must be masked in order to ensure stability to disease outbreaks:

$$f_m > \frac{1 - \frac{1}{\sqrt{R_0}}}{\epsilon_m}. \quad (18)$$

We are of course limited by the fact that no more than 100% of the population can be masked at a given time. Meaning if $R_0 > \frac{1}{(1 - \epsilon_m)^2}$, the disease cannot be controlled by masking alone.

Similar analysis can be performed to determine the effect of vaccination on the spread of a disease. Because compliance to masking can be difficult to ensure and because masking can be unpleasant and a hindrance to some activities, we now aim to determine what fraction of the population needs to be vaccinated to ensure that, in the absence of testing, no masking is required. The required vaccinated fraction is

$$f_v > \frac{1 - \frac{1}{R_0}}{\epsilon_v}. \quad (19)$$

This recovers the classical definition of herd immunity, i.e. the fraction of the population that needs to be vaccinated to control the spread of a disease. Similar to the analysis of masking, we are limited by the fact that no more than 100% of the population can be vaccinated, the result being that only diseases with $R_0 < \frac{1}{(1 - \epsilon_v)}$ can be controlled by vaccine mandates alone. In reality, less than 100% of the population will be vaccinated, and if Eq. 19 does not hold for that value of $f_v$, additional mitigation strategies will be required to ensure stable disease dynamics. Such additional strategies may include masking (and the combined effects of these two interventions together is captured in Eq. 17) or testing and contact tracing, as discussed below.

2. **With testing**

Now we will consider the case where testing resources are available to a given organization. We will first assume that participation in the testing program is mandatory for all
individuals, i.e. \( f_T = 1 \). In this case, the stability criterion of Eq. 14 simplifies to

\[
1 > R_{\nu=0} \left( \frac{1 - \nu \epsilon_c}{1 + \nu (d - 1)} \right).
\]  

where \( R_{\nu=0} \) is the effective reproduction number in the absence of testing but includes the effects of masking and vaccinations (see Eq. 17). This expression can be rearranged to determine the minimum required daily testing fraction

\[
\nu_{f_T=1} > \frac{R_{\nu=0} - 1}{\epsilon_c R_{\nu=0} + d - 1}.
\]  

Again, this expression holds for the case where everyone opts into the testing program. We also recover the fact that if the masking and vaccine interventions can drive the effective reproduction number \( R_{\nu=0} \) below 1, then no testing is required \( (\nu_{f_T=1} = 0) \). We further recover the result that if \( R_0 < 1 \), even without masking and vaccines, no testing is required to ensure stability to disease outbreaks.

Unlike the masking and vaccinated fractions \( (f_m \text{ and } f_v) \), the daily testing fraction can exceed 1, meaning individuals are tested (on average) more than once per day. In reality, this is unlikely due to available testing resources. Additionally, rather than random testing, organizations may prefer to perform fixed-cadence testing for simpler logistical implementation. For instance, organizations may choose to test once a day (with an effective testing fraction \( \nu = 1 \)), once a week \( (\nu = 1/7) \), or once every two weeks \( (\nu = 1/14) \). Even if the testing capability is larger than the given effective testing fraction, organizations may still opt to test on a regular cadence to keep the implementation as easy as possible.

Finally, before discussing the case where individuals only participate in the testing program voluntarily \( (f_T < 1) \), the effect of contact tracing must be noted. By examining Eq. 21, we see that less contact tracing (lower efficacy \( \epsilon_c \)) corresponds to increased required daily testing fractions and thus increased required daily testing resources. Organizations with the capability to do contact tracing (and to do so at little to no cost) should therefore employ this strategy to reduce the burden and cost of testing.

Next we consider the case where not all individuals are required to participate in surveillance testing (or if they are required to but are not compliant). Eq. 14 can again be rearranged to provide guidance on how much testing must be done in this case:

\[
\nu > \frac{R_{\nu=0} - 1}{[f_T \epsilon_c - (1 - f_T) (d - 1)] R_{\nu=0} + d - 1}
\]  

14
where again, $R_{\nu=0}$ is the effective reproduction number in the presence of masking and vaccinations but the absence of testing (see Eq. 17). This expression captures the effect of all of the mitigation strategies we have explored. Given the masking ($f_m$), vaccination ($f_v$), and testing ($f_T$) requirements of an organization, this relationship determines the amount of daily testing that must be done ($\nu$) to ensure reopening without risk of causing widespread outbreaks of a specific disease ($R_0, d$). If an organization does not have sufficient resources to perform this level of daily testing, they can alter their requirements for the other mitigation strategies to lower the needed testing.

**B. Balancing mitigation strategies: example**

While the trade-offs between the discussed mitigation strategies are fully expressed in Eq. 22, they are nonlinear and perhaps difficult to imagine. In this section, an illustration of these trade-offs is provided for a specific set of disease parameters. These parameters loosely correspond to the reported values for the Delta variant of SARS-CoV-2. The selected basic reproduction number is $R_0 = 5$ [14]; the length of the contagious period is $d = 14$ days [8]; and the efficacies of masking and vaccinations are $\epsilon_m = 0.25$ [17] and $\epsilon_v = 0.65$ [15].

For this particular disease, we consider four scenarios: no masking and no vaccines ($f_m = f_v = 0$), only masking with full compliance ($f_m = 1, f_v = 0$), only vaccinating with full compliance ($f_m = 0, f_v = 1$), and full compliance on both masking and vaccination mandates ($f_m = f_v = 1$). In each scenario, we consider the full spectrum of compliance to participation in a testing program ($f_T = [0, 1]$), and testing scenarios from none at all to daily testing for everyone ($\nu = [0, 1]$). In all scenarios, contacts of infectious individuals are assumed to be successfully identified and tracked down with efficacy $\epsilon_c = 0.8$.

Using these values and Eq. 22, a stability boundary was determined in the space spanning the testing frequency ($\nu$) and testing compliance ($f_T$) for each of these scenarios. This stability boundary is shown for each of the four scenarios as white lines in Fig. 3. If the combination of daily testing fraction and fraction of the population opting-in to the testing program falls above the stability boundary (in a blue region in Fig. 3), the mitigation strategies in place will lead to successful prevention of widespread outbreaks of this disease. If instead a community’s testing program parameters fall below the stability boundary (in a red region in Fig. 3), that community would be susceptible to outbreaks.
FIG. 3. Trade-offs between mitigation strategies. Infection of a disease similar to the Delta variant of SARS-CoV-2 with $R_0 = 5$ and $d = 14$ was simulated on random networks of various structures under random intervention combinations. The analytical stability boundary is shown as a white line separating the controlled region (blue background) from the uncontrolled region (red background). Points represent the average over 100 infection simulations for the same set of parameters on a random network whose structure is represented by point shape.

To further illustrate the separation of stable and unstable dynamics, the propagation of a disease with these parameters was simulated on 200 random networks (50 for each scenario) comprised of 5000 nodes with a randomly selected testing program ($f_T, \nu$ combination). The structure and properties of these networks were selected randomly from the ranges specified in Table I. In Fig. 3, each simulated network is represented as a point whose shape indicates its network structure and whose color represents the percent of the population that became infected with the disease over 180 days (averaged over 100 random infection progressions for initial seeded infections of $I_0 = 5$). Notice, the color scale is nonlinear; blue-to-white points represent those where each initially infected individual (5 people) spread the disease to, on average, fewer than one other individual (< 10 people infected total), while white-to-red points represent those where the disease spread more than that, up to propagating through
the entire population (5000 people). The simulation results are consistent with the stability analysis performed above.

The results in Fig. 3 are an illustration of the analysis presented in this paper only for one specific disease (based on the Delta variant of SARS-CoV-2), but the analysis will hold for diseases of all parameters. For instance, in the case of both mask and vaccine mandates (the lower right plot of Fig. 3), some amount of regular testing and compliance to testing is required to ensure a community will be stable to widespread outbreaks of this disease. However, if a different set of disease parameters were selected, e.g. ones based on the Alpha variant of SARS-CoV-2 which will have a lower basic reproduction number and against which vaccines will be more effective [8, 15], mask and vaccine mandates would be sufficient for controlling the spread of the disease (see Eq. 17), and testing would no longer be needed. Finally, while Fig. 3 only shows four scenarios based on the absence/presence of fully compliant masking and/or vaccine mandate, compliance to either mandate in practice would likely fall somewhere in between. The stability boundary in these scenarios can still be calculated using Eq. 22 and used to determine the requirements of a successful testing program.

C. Network (in)dependence

The simulations whose results are shown in Fig. 2 and Fig. 3 both begin to suggest the minimal role of the network parameters on the stability criterion. All relevant network information is captured in the value of \( R_0 \); no additional information about the network structure or degree distribution is required. This result is clear from the expression for the effective reproduction number (Eq. 14) but is further illustrated by performing a Monte Carlo simulation of the parameter space.

The results of this Monte Carlo simulation are shown in Fig. 4 and the ranges from which all the parameters were sampled are listed in Table I. Networks of 5000 nodes were generated and seeded randomly with 5 initial infections. Fig. 4 presents the fraction of the population that became infected over the whole simulated epidemic (on average over 100 random infection progressions) against the \( R_{\text{eff}} \) (computed from the randomly selected combination of parameters using Eq. 14). For all combinations and networks, only this effective reproduction number is required to predict whether outbreaks are limited to < 1%
FIG. 4. Monte Carlo infection simulation. Intervention strategies, intervention efficacies, disease parameters, and network parameters were all generated randomly. The mean total fraction of the population which became infected over 100 trials at each combination of parameters is shown (via point color) against the effective reproduction number $R_{\text{eff}}$. This single parameter successfully separates the controlled and uncontrolled infection outbreaks denoted by blue and red backgrounds respectively.

of the population or spread to nearly everyone. While the exact number of individuals who become infected may vary, the presence or absence of an outbreak is well predicted by the effective reproduction number, regardless of the network structure. Again, this is consistent with the analysis in which $R_0$ captures all of the relevant network information; no further information about the distribution of edges (contacts) in the network, e.g. the mean or variance of this distribution, is required to determine what combination of mitigation strategies will successfully lead to controlled disease dynamics.

IV. DISCUSSION

A. Comparison to university case data

This analysis was performed to inform policy making for semi-contained organizations with a limited number of individuals, universities in particular. Since the large-scale shut-downs of the early COVID-19 pandemic, most universities have returned to nearly full operation using some combination of the mitigation strategies discussed above. Few uni-
TABLE I. The ranges for each parameter that was sampled randomly and used in an infection simulation.

| Parameter | Description                  | Range  |
|-----------|------------------------------|--------|
| Disease   | $R_0$ basic reproduction number | 3–13   |
|           | $d$ contagious period (days)  | 5–15   |
| Interven  | $\epsilon_m$ mask efficacy   | 0–1    |
|           | $\epsilon_v$ vaccine efficacy | 0–1    |
|           | $\epsilon_c$ contact tracing efficacy | 0–1   |
|           | $f_m$ fraction masked         | 0–1    |
|           | $f_v$ fraction vaccinated     | 0–1    |
|           | $f_T$ fraction opting-in to testing | 0–1 |
|           | $\nu$ daily testing fraction | 0–1    |
| Network   | $\mu_{ER}$ mean degree       | 5–25   |
|           | $x_{\text{min,U}}$ minimum degree | 1–10   |
|           | $x_{\text{max,U}}$ maximum degree | 10–20  |
|           | $\alpha_{\text{SF}}$ distribution power law | 3–5 |
|           | $x_{\text{min,SF}}$ minimum degree | 1–20   |
|           | $\mu_{\text{SW}}$ mean degree | 5–25   |
|           | $\beta_{\text{SW}}$ rewiring probability | 0–1   |

Universities have reported widespread outbreaks since their reopenings. This is consistent with our analysis and may be because schools are implementing a sufficient combination of mitigation strategies to prevent such outbreaks. However, a lack of reported outbreaks does not necessarily imply stability; universities may not be reporting outbreaks because they are simply not detecting them. Detection requires regular viral testing of some kind. If schools are testing regularly, they would detect outbreaks. However, testing weekly would also be a sufficient way to ensure that there are no outbreaks. Universities that are not testing may not be in the stable disease dynamics regime but may also not detect instability.

2 The Delta variant of SARS-CoV-2 was discovered after the vaccine was developed, and as seen in Fig. 3, weekly testing in the case of a highly vaccinated population is sufficient for controlling the spread of
Case data can also be misleading as cases can go up at a university even if appropriate mitigation strategies are in place. This happens because each day there can be interactions between those inside the community (e.g. students at the school) and those outside the community (e.g. individuals in the town or city in which the school is located). These interactions effectively lead to new “seed” infections in the community population. While the policies in place at the university can control whether or not these seeds grow, they may be limited in the control of how often the seeds are planted; the seeding rate will depend more on the overall prevalence of the disease in the area. Separating case data at a university by the origin of the infection (from intra-community or extra-community interactions) is a complex data task beyond the scope of this analysis.

B. Generality of results

While this work was originally inspired by the necessity to use testing and other interventions to control the spread of COVID-19, the results depend neither on the details of the disease nor on the details of the population structure. Given some estimate of the parameters of a disease’s proliferation, the stability analysis performed in this paper gives general guidelines on what successful testing programs require based on the adherence to masking and/or vaccination policies by individuals in the population.

The resulting stability criterion interestingly does not depend on the variance of the underlying network of the community. Highly connected individuals only impact the dynamics through their contribution to the measured basic reproduction number $R_0$. This simplifies the analysis of the spread of an epidemic as all the relevant network details are captured in the measured $R_0$, allowing one to evaluate mitigation strategies for all communities, not just those whose interaction behaviors are roughly homogeneous. Hence in examining the impact of interventions on stability, higher complexity network models (those with additional information about the underlying community structure) are unnecessary. Analyses that go beyond stability, e.g. predicting the exact size of an outbreak rather than whether or not an outbreak will exist, require models that contain more detailed network information [21] [22].

This disease regardless of masking behavior. In reality, compliance to vaccine requirements will be less that 100%, but weekly testing is likely still sufficient provided enough individuals opt-into the program. Therefore, schools that are testing their members once a week are implementing mitigation strategies that our analysis suggests are sufficient for preventing outbreaks.
However, for the prevention of widespread outbreaks, the stability criterion presented in Eq. 14 is sufficient for capturing the effect of different mitigation strategies in a way that allows policy makers to balance trade-offs, given their available resources, how to reopen their schools, businesses, and other organizations safely amidst a pandemic.
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