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Abstract

The Customer retention has become one of the major issues for the service-based company such as telecom industry; where predictive model to observe customer behavior is one of the efficient methods in the customer retention process. In this research work, Improvised_XGBoost churn prediction model with feature functions is proposed, the main aim of this model is to predict the customer churn rate. Improvised_XGBoost algorithm is a feature-based machine learning classifier which can be used for the complex dataset. At first, feature function is introduced then loss function is formulated and minimized through iterative approach, later combined with XG_Boost approach it possesses better efficiency. The main feature of Improvised_XGBoost algorithm is that it handles the unstructured dataset attributes efficiently, further feature function combined with XG_Boost. Furthermore, the proposed model is evaluated through various performance metrics such as accuracy, precision and recall. Our model also throws light on identifying the correctly and incorrectly classified instances on South Asia GSM (Global System for Mobile Communication) service provider. The results through the comparative analysis, our model outperforms the other state-of-art technique.
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1. Introduction

Telecom industry has observed enormous growth over the last decade, it is a leading business among the subscription-based in last two decades. Further, this will prove through the fact that the number of mobile users has increased over more than 8 billion all over the world [1] [2], hence this causes an avalanche of data in a daily basis. These data are divided into two categories i.e. real-time and batch mode. Further data includes VOIP data, hardware, customer profile, network performance, network monitoring, graphical user data, and mobile network usage, and user click stream, call detail records. etc. In this Big data era, these data can be categorized into velocity, variety and volume [3] [4]. Moreover, some of the developing nations have more telecom subscribers than its inhabitant. However, in the last few year’s countries like India have seen a dramatic change in the telecom industry and several telecom services suffered from a huge loss which causes them to shut down their services. Moreover, this took place due to the different strategies adopted by a different company, hence considering such scenarios retaining their customers has become the top priority of telecom companies for maintaining a sustainable profit. Further, it has been observed that retaining a customer is much more important and beneficial than getting new customer [5]; as getting a new customer costs nearly 5 to 6 times more than retaining a customer and also periods is required to develop the loyalty of the particular customer with the telecom companies. Customer loyalty is built based on the satisfaction factor of the customer with the telecom services and how efficiently the companies have matched
their demands. Hence, this requires more efforts to gain a new customer; however, retaining a customer does not involve such a long process and also it does not require other expenses such as additional marketing. Loyal and long-term customers will generate high profits for the companies as they are not vulnerable and do not get easily attracted by other telecom services in comparison with the new customers. In general, customer churn takes place either voluntarily or involuntarily, when the particular customer is not satisfied with the services offered by telecom service providers. Such unsatisfied customers start switching to different telecom service providers network. There can be multiple reasons for churning such as customer service, cost of data, network issue and many others. Thus, churn prediction is a top priority for any company to stay alive in the market and which can be easily achieved and monitored through CRM (Customer Relationship Management) [6]-[7]. The main aim of the CRM team is to maintain and monitor the likes and dislikes of each customer along with his call log details. Based on the valuable information available with the CRM team, the service providers can design and develop the retention policies individually for each customer. These policies should have a high accuracy rate and model should be capable of identifying the customers who are willing to churn now and later with the reason behind their churning. Thus in a few last types of research, more focus was towards developing the prediction model. In general, the prediction model involves a huge amount of customer data, so data mining and machine learning domains were used for analyzing such large data. These techniques are involved in identifying the customer churn rate, further classification approach is used for utilizing the customer characteristics. Classification approach will achieve the customer retention policies through the pattern extraction of data mining technique and is combined with data and decision-makers through the CRM analyzer.

In past several prediction models have been developed such as neural networks and decision trees were used for developing the absolute prediction model [8]; however, complexity leads to varying and was less accurate. Hence, different variants of Rot-boost and rotation forest is used for high accuracy [9]. [10] Developed hybrid approach, which combines the k-means and rule technique for attaining high accuracy, similarly [11] presented GA-based neural network approach for increasing the accuracy, these approaches were either on individual-based or ensemble classification. Further, these classification methods use the feature extraction and sampling method. [12] Analyzed the impact of sampling in churn prediction and also under sampling were explored widely here it is observed that few researchers used the CUBE sampling technique, however, these sophisticated sampling did not produce the desired result. Other approaches such as [13] used a Bayesian approach for feature extraction. Moreover [14] developed a churn prediction model using the data uncertainty and [15] used PSO approach; these were carried out through comparative analysis of ANN and decision trees and analysis indicates that decision trees perform far better than the neural network, these were extensively discussed in [16], further [17] extended this work and aimed at finding the customer loyalty. Moreover, the two-step approach is used, the first step is related to RFM which divides the feature into four clusters and the second step includes churning the data.

Few researchers have focused on the particular features to induce classification algorithm for churn prediction, these features included line information, service records, account information, call details and payment records; along with this decision trees, multi-perceptron and support vector machine was used. Considering these features [18]-[19] developed multi-objective feature selection which was NSGAII based, other paper-like [20] relied on Bayesian Belief Network for extracting these features.

[21] Developed another intelligent model of data mining for churn prediction with good accuracy, here author applied PCA (Principal Component Analysis) for data dimension reduction. For classification three algorithm Bayes network, SVM and Neural Network were used; further 3333 customers sample were used along with 21 features churn parameter were used as yes or no.

[22] Was based on Neural Network for solving the churn prediction, here large dataset of Chinese telecom industry was used which consist of 5.23 million customers and achieve accuracy of 91.1%. [23] Proposed integration of Ada-boost and genetic programming for churn prediction, they used the two standard dataset cell 2 cells and achieved an accuracy of 91.1% for orange and 63% for cell2cell dataset. [24] Provided a comparative analysis of six different sampling technique developed for churn prediction and comparison analysis observed that genetic algorithm was better than other algorithms. Considering the above analysis of existing model, it is observed that machine learning algorithm are best to consider for further research. In the above existing method, some method is either complex or it fails with another dataset; the main drawback of these models is that they are incapable of handling unbalance and large dataset. Hence considering these drawbacks we would be proceeding our research in a designing model that can efficiently handle dataset with better accuracy; the proposed model is discussed in the next section.

This research work is designed like any standard research work, here the first section starts with background stats of telecom industry and further we discuss concern rising in the telecom industry; later we discuss a various existing model for churn prediction and highlight their shortcomings. Further, in the same section, we discuss the motivation and contribution of research work. The second section discuss proposed Improvised_XGBoost and present their mathematical model; the third section evaluates the proposed model considering various performance metrics.
1.1 Motivation and contribution of the research work

Churning could happen due to various reasons; In general, the service provider like post-paid customers does not bound prepaid customers. Hence, pre-paid customers are more willing to churn than post-paid customers. These customers can churn at any time irrespective of their time bonding with service providers. Further, these churning factors impact directly on the company’s reputation which in turn cause an impact on brand image. However, a loyal customer gets rarely affected by the other telecom service provider and he or she may refer to friends, colleague and their family. Moreover, the telecom service provider needs to consider the shift in policy if the customers drop to the certain level, this might cause a huge financial loss for telecom companies, and hence it is very important for retaining the customers. Retaining customers is a tough task considering the various scenarios, hence in this research work we have developed a methodology for churn prediction based on the XG Boost algorithm, XG_boost is machine learning classifier. The major contributions of this research work are given as follows:

• This research works proposed an Improved XG_Boost methodology for churn prediction considering the large dataset.
• Improvised_XGBoost algorithm is a feature-based classifier which classifies unstructured data and predicts the churn rate.
• Improve_XGboost is the combination of feature function with the XG_Boost to understand the tree problem and for efficient classification of a complex dataset.
• The further loss function is minimized iteratively to achieve higher accuracy, besides another advantage of Improvised_XGBoost is that it deals with various attributes very smoothly and efficiently.
• Improvised_XGBoost is evaluated by considering the important measuring metrics such as precision, recall and accuracy on the standard dataset available.

2. Proposed Methodologies

In this section, we have designed and developed an Improvised_XGBoost prediction model for customer churn prediction along with feature function development for handling large dataset with complex attributes, which in turn predicts the churn rate.

2.1 Improvised_XGBoost prediction model

XG-Boost is nothing but EGB (Extreme Gradient Boosting); it is designed for better performance and high speed. In general, XG-Boost is a dominated ensemble supervised learning technique, which will increase the computing power limits of boosted decision trees. Moreover, in here we propose improvise_XGBoost which adds the feature function; feature function added with XGBoost gives the advantage of handling the imbalance and complex data. Improved-XGBoost classifier comprises various gradient boosted trees, which are designed to achieve high results in prediction. These trees are built one after the other sequentially which reduces the error defined in the previous tree and builds a corrected new tree each time. As XG-Boost classifier provides the better results in terms of prediction; however, it requires more time to train the data in an iteration process, however, Improvised-XGBoost provides better training model with greater accuracy and also focus on the problems of tree learning. Moreover, to achieve better accuracy feature function is introduced, feature function along with XG_Boost provides a better understanding of tree learning process and achieve higher performance metrics.

Figure 1 shows the process flow of Improvised_XGBoost classifier; just like another machine learning classifier, Improvised_XGBoost comprises four-step process flow as shown in four blocks of Figure1. In the very first block, we access the data and which is taken as input to the given model. In the second blocks of Data wrangling, where the data is converted and mapped into the required format for analysis purpose. The third block involves the training of data through our Improvised_XGBoost classifier and results are tested for better accuracy. Followed by the fourth block, which involves the prediction, where acquiring insights are carried out and the outcome is predicted and evaluated on several metrics.

2.2 Feature-based classification model

In this section, we focus on developing feature function by considering the feature as a primary component and later loss function is formulated and optimized through an
iterative approach. For the given training dataset along with given samples, the prediction is depicted through the below equation.

\[
\mathbf{W}_j = \mathbf{D}(\mathbf{v}_j) = \sum_{m=1}^{n} \mathbf{d}_m(\mathbf{v}_j) \tag{1}
\]

\(\mathbf{v}_j\) Denotes the \(j\)th sample given in training set, further, it is observed that \(\mathbf{d}_m \in \mathbf{Z}\); \(\mathbf{Z}\) indicates the decision trees set which can be represented through the below equation.

\[
\zeta = \{d(\mathbf{v}) = \mathbf{u}_q(\mathbf{v})\} \tag{2}
\]

In the above equation, \(\mathbf{u}\) indicates leaf features and \(q\) represents the structure parameter, each decision trees \(d(\mathbf{v})\) corresponds to the features of the leaf. \(\mathbf{W}_j\) indicates prediction. The purpose of this function is to reduce the loss function.

\[
\mathbf{N}(\mathcal{D})=\sum_m \mathcal{E}(\mathbf{d}_m) + \sum_j n(\mathbf{W}_j, \mathbf{v}_j) \tag{3}
\]

Equation 3 represents the ensemble tree model. The above equation comprises two terms; the first term i.e. represents the penalty function and the second term indicates the loss function; \((\mathbf{W}_j, \mathbf{v}_j)\) indicates the loss function between the predicted label and real label data. Two parameters i.e. \(\mathcal{E}\) and \(q\) are used for controlling the tree complexity. In improvised_XGBoost. Penalty term can be formulated through the below equation.

\[
\mathcal{E}(\mathbf{e}_m) = \|\mathbf{u}\|^2 + \Gamma \mathbf{R} \tag{4}
\]

Cross entropy loss is used to train the sample \(\mathbf{v}\) with id \(\mathbf{m}\), hence the loss function is formulated as below.

\[
\mathbf{N}(\mathbf{W}_j, \mathbf{v}_j) = -\sum_j \mathbf{w}(i) \log \mathbf{W}_j = -\log \mathbf{W}_j(\mathbf{w}) \tag{5}
\]

\(\mathbf{W}(\mathbf{i})\) is \(i\)th class of \(\mathbf{W}\), \(i\) represents the probability of getting predicted, \(\mathbf{W}(\mathbf{w})\) indicates \(\mathbf{w}\)th class of output \(\mathbf{W}\). The further loss function is minimized through optimizing the function iteratively, the iteration takes place till \(r\)th value.

\[
\mathbf{N}^r = \sum_i^{n} \mathcal{N}(\mathbf{w}_j^{(r-1)}) \mathbf{w}_j + \mathcal{E}(\mathbf{d}_m) \tag{6}
\]

Once the problem is defined it is very difficult to enumerate the possible structure of \(\mathbf{f}\); hence an algorithm is designed which starts from the single leaf and keeps on adding the branches and \(\mathbf{d}_m\) is calculated. Equation 6 can be further minimized through the below algorithm as shown in following table. Table 1 presents the steps for finding the optimized split.

| Step 1 | Set of instance and set of features are given as input |
|-------|------------------------------------------------------|
| Step 2 | Consider gain as null |
| Step 3 | \(\mathbf{f}_j \Rightarrow \mathbf{F}\) |
| Step 4 | \(\mathbf{g}_j \Rightarrow \mathbf{G}\) |
| Step 5 | For \(j = 1\) to \(n\) do |
| Step 6 | \(\mathbf{F}_m = 0\) and \(\mathbf{G}_m = 0\) |
| Step 7 | For \(k\) in sorted \((\mathbf{f}_j, \mathbf{g}_j, \mathbf{W}_{ij})\) do |
| Step 8 | \(\mathbf{F}_m + \mathbf{f}_j \Rightarrow \mathbf{F}_m\) |
| Step 9 | \(\mathbf{G}_m + \mathbf{g}_k \Rightarrow \mathbf{G}_m\) |
| Step 10 | \(\mathbf{F} - \mathbf{F}_m \Rightarrow \mathbf{F}_q\) |
| Step 11 | \(\mathbf{G} - \mathbf{G}_m \Rightarrow \mathbf{G}_q\) |
| Step 12 | \(\max(\mathbf{f}_j, \mathbf{g}_k) \Rightarrow SC\) |
| Step 13 | End of for loop(step7) |
| Step 14 | End of for loop(step8) |
| Step 15 | Output max score |

Further, this algorithm (table1) explores all the splits through the continuous feature extraction in an efficient manner which is achieved by analyzing the feature values and sorting the data according to it. Once we get the output as the prediction score then we have evaluated the proposed model to prove the efficiency of our prediction model.

### 3. Performance Evaluation

In this section, we have evaluated our proposed model Improvised_XGBoost and which is carried out through the system configuration of 8 GB RAM, with 1TB hard-disk and 2 GB NVidia graphics card; further windows 10 platform is considered. Moreover, R programming language is used for programming and visual basic 2017 is used as the programming platform.
3.1 Dataset description

To evaluate the Improvised_XGBoost algorithm we have considered standard dataset, which is obtained from South Asia GSM (Global System for Mobile), further, this dataset comprises 29 distinctive features along with 64,107 instances given in table 2.

These features are numerical data; moreover, these data have been extracted through CDR (Call Detail Record). Further, the dataset is labelled in two distinctive class namely “T” and “F”, T indicates true customers and it is 30% of labelled data, F indicates false customers and it is of 70% of labelled data. Moreover, true customers are the churners and false customers are non-churners; further 29 attributes are classified into three types which include financial information attributes, marketing-related attributes and call behaviour. Moreover, these attribute selections depend on feature selection technique which identifies the effective dataset [25].

Table 2. Dataset Description

| Dataset        | Instance | Attributes | Target Class         |
|----------------|----------|------------|----------------------|
| South Asia GSM telecom | 64,107   | 29         | Two class classification, where F is non-churn customer and T is churn customer |

3.2 Performance Metrics

In this section, we discuss the different performance metrics used for evaluation of Improvised_XGBoost, which proves the efficiency of the model. This research work considers three important metrics namely accuracy, precision and recall. Moreover, existing model [26] has considered various algorithms for comparison.

3.2.1 Accuracy

Accuracy is defined as the closeness of generated value to the defined value, in here it is correctly classified value. Accuracy identifies the two types of classification i.e. correctly classified instances and incorrectly classified instances. In general, the correctly classified instance is computed through the ratio of the addition of true positive and true negative with the addition of true positive, true negative, false positive and false negative. Accuracy is the major metric for evaluating any method, Table 2 shows the comparison of various methodologies with correctly and incorrectly classified values and the comparative analysis of those methodologies indicates that Improvised_XGBoost model achieves correctly classified accuracy value of massive 99.41 and incorrectly classified value of 0.59 %. The graphical representation of comparison is shown in figure2.

Table 3. Comparison of various methodology on the correct and incorrect classification

| Methodology                  | correctly classified | incorrectly classified |
|------------------------------|----------------------|------------------------|
| Random Forest                | 88.63                | 11.37                  |
| Bagging + Random             | 88.61                | 11.39                  |
| J48                          | 88.58                | 11.42                  |
| ASC (Attribute Selected Classifier) | 88.34           | 11.66                  |
| Random Tree                  | 84.34                | 15.66                  |
| AdaBoostM1                   | 83.95                | 16.05                  |
| Multilayer Perceptron        | 82.04                | 17.96                  |
| LWL                          | 81.59                | 18.41                  |
| IBK                          | 80.37                | 19.63                  |
| Classifier + Decision Stump | 70.98                | 29.02                  |
| Logistic Regression          | 70.98                | 29.02                  |
| Naïve Bayes                  | 47.63                | 52.37                  |
| Improvised_XGBOOST           | 99.41                | 0.59                   |

3.2.2 Graphical Representation

Fig 2. Shows the comparison of a various prediction model with improvised_XGBoost, in here x-axis depicts methodology y-axis indicates correctly classified and incorrectly classified. Moreover, in the graph, we observe that our methodology achieves higher correctly classified and lower incorrectly classified.
3.2.3 Precision and Recall
In this section, Improvised_XGBoost is evaluated by considering another two important metrics precision and recall;

Precision is one of the important performance metrics and it is defined as the percentage of whole relevant outcomes correctly classified by the classifier.

Furthermore, comparative analysis is carried out with various state-of-art technique and the same is given in Table 3. Precision is also known as positive predictive value and it shows that how much part of data predicted is positive. In general, precision is the ratio of true positive to the addition of true positive and false positive. From the table3, we observe that Improvised_XGBoost model achieves 0.9944, which is marginally higher than any other model. Similarly, Recall is defined as the probability where the relevant instances are chosen, low recall value indicates the number of false negatives. In general, recall is defined as the ratio of true positive and the sum of a truly positive and false negative. From table 3 we observe that Improvised_XGBoost achieves recall value of 0.9994, which is marginally high when compared to any other model.

### Table 4. Precision and Recall comparison of various methodologies

| Methodology         | Precision | Recall |
|---------------------|-----------|--------|
| Random Forest       | 0.893     | 0.888  |
| Bagging + Random    | 0.883     | 0.881  |
| ASC (Attribute Selected Classifier) | 0.902     | 0.888  |
| Random Tree         | 0.844     | 0.843  |
| AdaBoostM1          | 0.839     | 0.835  |
| Multilayer Perceptron | 0.821    | 0.822  |
| LWL                 | 0.806     | 0.812  |
| IBK                 | 0.805     | 0.81   |
| Logistic Regression | 0.49      | 0.7    |
| Naïve Bayes         | 0.715     | 0.473  |
| Improvised_XGBoost  | 0.9944    | 0.9994 |

4. Conclusion
Customer churn management has become one of the mandatory elements of all telecom companies. In this era, huge competition exists between different service providers however existing churn prediction model may not work well due to inefficient data management and analysis techniques. Our research work focused on developing a new churn prediction model named Improvised_XGBoost. This model is a feature aware model, which handles large dataset and its attribute feature function supports it to handle various attributes efficiently. This algorithm is designed and developed to achieve better accuracy. Further, our proposed model is evaluated by considering the large dataset with fair instances. The proposed model achieves massive accuracy of 99.41% and precision value of 99.44 % and recall value of 99.94%. Although our model achieves the nearer to absolute accuracy, still few areas need to be focused and needs to be evaluated by considering different dataset which would be carried out in our future work. Churn prediction is an extensive research area; hence this work can be considered for further research in designing prediction model.
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