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Abstract—Lung cancer is the leading cause of cancer death worldwide. The critical reason for the deaths is delayed diagnosis and poor prognosis. With the accelerated development of deep learning techniques, it has been successfully applied extensively in many real-world applications, including health sectors such as medical image interpretation and disease diagnosis. By combining more modalities that being engaged in the processing of information, multimodal learning can extract better features and improve predictive ability. The conventional methods for lung cancer survival analysis normally utilize clinical data and only provide a statistical probability. To improve the survival prediction accuracy and help prognostic decision-making in clinical practice for medical experts, we for the first time propose a multimodal deep learning method for non-small cell lung cancer (NSCLC) survival analysis, named DeepMMSA. This method leverages CT images in combination with clinical data, enabling the abundant information hold within medical images to be associate with lung cancer survival information. We validate our method on the data of 422 NSCLC patients from The Cancer Imaging Archive (TCIA). Experimental results support our hypothesis that there is an underlying relationship between prognostic information and radiomic images. Besides, quantitative results showing that the established multimodal model can be applied to traditional method and has the potential to break bottleneck of existing methods and increase the the percentage of concordant pairs(right predicted pairs) in overall population by 4%.

Index Terms—Deep learning, multimodal learning, Non-small cell lung cancer, survival analysis.

I. INTRODUCTION

Lung cancer is the leading cancer killer in both men and women in the world, representing 19.4%–27% of all deaths from cancer [1]. It can be broadly classified into non-small cell lung cancer (NSCLC), counting for 85% and small cell lung cancer (SCLC), counting for the remaining 15%. Lung cancer has a poor prognosis. The lung cancer five-year survival rate is lower than many other leading cancer sites, such as colorectal (64.5%), breast (89.6%), and prostate (98.2%) [2]. More than half of people with lung cancer die within one year of being diagnosed [2]. Accurate assessment of the disease stage and survival time of lung cancer is essential in deciding the optimal plan and timing treatment for the clinicians.

Nowadays, a large fraction of interpretation of medical information is performed by medical experts. In terms of image interpretation by human experts, a lot of diagnostic errors appear in radiology. Approximately 20 million radiology reports contain clinically significant errors each year [3]. This limitation is mainly due to the subjectivity, the fatigue of the expert, the complexity of the image, as well as the extensive variations across different interpreters [4]. Moreover, 2/3 of the world population lacks adequate access to radiology specialists; this would translate to 4.7 billion people.

Artificial intelligence (AI) is a promising tool that has shown its efficacy for diagnostic purposes [5]–[7]. With the rapid development in deep learning-based computer vision, its ability to recognize images or diagnose pictures even exceeds human ability [8]–[10]. The CNN is the most frequently used deep learning technique. In the last few years, image analysis by deep learning or CNNs has been utilized in low-dose lung CT for early diagnosis, which dramatically decreases the lung cancer mortality rate. To be specific, it enabled computer vision models to assist the doctors to detect suspicious pulmonary nodules or identify the location of the nodule, evaluate whole-lung/pulmonary malignancy, classify candidate nodules into benign or malignant, and predict the risk of lung cancer [6], [11]–[17]; in some cases, the models have reached competitive performance to doctors, and the accuracy even exceeds the doctors [7], [18]–[21].

Although AI in combination with CT scans is a promising tool that has shown its utility for diagnostic purposes, it is rarely been used in predicting death, and possibly even determining death, which is a unique and challenging area that could be fraught with the same biases that affect analog physician-patient interactions. Current research for NSCLC survival analysis is largely based on the statistical analysis of clinical data. Traditional approaches generally utilize clinical information such as age, clinical TNM stage, gender information, etc. In the work of [22], which uses CT images in survival analysis. But the model only learns 2D features from each tumor image slice separately, afterward, the averaged features from all image slices are calculated for every single patient and overlook the third-dimensional properties of the tumor. Moreover, the overall performance of currently available works for survival analysis is considerably low.

By contrast, deep learning has the potential to reduce diagnostic errors and overcome human limitations. It is worth developing a fully automated deep learning based method for NSCLC survival prediction based on CT images and clinical data to explore whether the deep learning techniques have the ability to extract useful information from CT images and clinical data to predict death time. In our work, considering the 3D nature of CT images, to reveal the underlying relation between prognostic information and CT images, fully utilize the potential of the prognostic power existing in the radiomic data, we design a 3D multimodal deep learning based model for NSCLC survival analysis. Since combining CT image and clinical data could provide comprehensive and supplementary information to describe the cancer status, this method has the potential to effectively increase prediction accuracy. To our best knowledge, this is the first time to develop a multimodal deep learning method which fuse the 3D features extracted from lung CT images with the features extracted from clinical data for death prediction.

After we designed the model, we use the concordance statistic to evaluate our method. Concordance, or synonymously the C-index, is one of the most popular performance measures in accessing survival models [23]–[25] . It measures the discrimination ability of a model in survival analysis [26]. C-index refers to the proportion of pairs whose predicted results are consistent with actual results among all patient pairs. For instance, the C-index is increased by 1% implies.
that if a survival analysis is made for a population of one million people, the correct prediction will increase the number of people by four thousand. Quantitative results on the NSCLC- Radiomics data show that the proposed method can make a contribution to the state-of-the-art methods and can increase C-index by 4%. Revealing that discrimination of proposed model is improved. And can provide a more accurate prognostic decision-making in future clinical practice. The results of ablation experiments show that using multiple modalities improves the biggest marginal performance compared with using a single modality.

To conclude, we mainly have the following contributions:

- The proposed method overcomes the weakness of traditional non-parametric methods (KM etc.), which cannot incorporate multiple variables.
- Experiment results show that our method could improve the performance of SOTA methods (Cox-Time etc.) by 4% on C-index.
- The first attempt to reconstruct a deep 3D convolutional-based model and using images for survival analysis.
- Experiment results support our hypothesis and reveal the underlying relation between prognostic information and radiomic images.
- Our multimodal method can provide more accurate survival analysis with sufficient granularity for personalized prognosis and decision-making in combination with SOTA methods.

II. PRELIMINARY KNOWLEDGE

In this section, we provide a brief survey on multimodal deep learning, 3D ResNets, survival analysis, and survival analysis methods developed in recent years.

A. Notations

For notational clarity, we hereby define the key symbols and their meanings in Table I.

| Symbol | Definition |
|--------|------------|
| \( r_i \) | i-th 3D radiology image |
| \( c_i \) | i-th clinical information |
| \( y_i \) | Time i-th event of interest or censoring occurred |
| \( \hat{y}_i \) | Predicted or estimated \( y_i \) |
| \( e_i \) | i-th event, 1 for uncensored, 0 for censored |
| \( I(x) \) | 1 if \( x = \text{True} \) else 0 |

B. Multimodal Deep Learning

Multimodal deep learning is the novel framework using deep learning to learn from multiple modalities, such as text, images, and audio [27]. In medical applications, multiple types of data are related to each patient, including clinical information, radiology images, physician note, medication, to name a few. Thus, when data comes from different sources, the approach of multimodal deep learning can help to understand and extract more useful information.

C. 3D-ResNet

The residual neural network (ResNet) [28] can handle gradient vanishing or exploding problems in deeper neural networks training, especially in computer vision. The core concept of ResNet is to construct a basic network block in which the output adds up with input. To handle 3D image input, we can simply increase kernel shape from 2 dimensions to 3 dimensions (height, length, and depth) in convolution layers.

D. Survival Analysis

Survival analysis is a widely used technique to analyze time-to-event data (e.g., student dropout, cancer survival, admission to hospital, disease recurrence, etc.) [29]. Traditional statistical methods for survival analysis normally contains three options for modeling the survival function: non-parametric methods with no distribution of survival curve predefined (e.g., Kaplan-Meier [30], Nelson-Aalen [31], [32]), semi-parametric methods such as the Cox proportional hazards model [33] (Cox regression) which is most commonly applied, and parametric methods with distribution predefined (e.g., Linear regression, Weibull distribution). Besides, machine learning methods such as survival trees, neural network, Cox-time [34], DeepHit [35], CoxCC [34], PC-Hazard [36] and ensemble methods, to name just a few, are also applied in survival analysis.

Due to the existence of censored survival data (usually right censored), the standard evaluation indexes for regression, such as mean square error (MSE) and \( R^2 \), do not fit for quantifying the performance of survival analysis. The most important evaluation index is C-index, which can evaluate uncensored instances and censored instances together.

\[
C\text{-index} = \frac{\sum_{i,j} I(y_i < y_{-j} | e_i = 1, y_i < y_j)}{\sum_{i,j} I(y_i < y_{-j} | e_i = 1)}
\]

Besides, as a regression problem, we also use the mean absolute error (MAE) over uncensored instances to evaluate our experiments.

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} (e_i | y_i - \hat{y}_i |)
\]

E. Related Work

Conventional survival analysis for NSCLC is a set of modeling procedures that only harness clinical data, and it measures time to an event. For example, in the specific area of NSCLC survival analysis, [37] studied the differences in the prognosis for European adult patients with lung cancer, by age, country, etc. from 1985 to 1989 with simple statistical methods, such as life-table. The work of [38] shows that tumor size within stage IA is an important predictor of survival with the Kaplan-Meier and Cox regression model. [39] developed an online survival analysis tool that capable of uni- and multivariate analyzing (e.g., Kaplan-Meier survival plot, Cox regression analysis) with 1,715 samples of ten independent datasets. Recently, some work has been proposed to use deep learning in survival analysis. DeepConvSurv [40], which for the first time developed a 2D deep CNN for survival analysis with pathological images. The study of [41] uses the random forest model to analyze the manually extracted features from radiology images combined with age to predict a binary classification of survival time. [22] used CNN to extract and then average 2D features from CT image slices in survival analysis, which may lose important information such as the spatial information that exists in tumors. [42] used a deep neural network to learn cellular features from biomarkers and Cox proportional hazards model to do survival analysis. DeepLung [6] use 3D CT images and 3D CNN for nodule detection and classification, the success of which inspired us to extract 3D features from CT images for survival analysis.

In summary, the early-stage research for NSCLC survival analysis tends to find specific features to predict the survival curve, most of which using the Kaplan-Meier and Cox regression model. Then with the rising of deep learning in recent years, deep models tend to be used for analyzing more features and more types of data, such as image and text, in NSCLC survival analysis.
In this paper, for individualized NSCLC survival prediction, we propose a multimodal deep learning method including 3D-ResNet, which could fully utilize and analyze the information gathered from all types of data sources, such as CT images and clinical information.

III. METHODOLOGY

In this section, we describe details about the proposed Deep-MMSA. As far as we know, this is the first work to use a multimodal deep learning method to process CT images together with clinical information for NSCLC survival analysis.

A. Structure of DeepMMSA

Inspired by the recent successful applications of CNNs in NSCLC diagnosis and other image recognition tasks, we proposed a Deep-MMSA that harnesses the strategies of analyzing the combined information from multiple modalities. As shown in Fig. 1, we use the tumor region of interests (ROIs), which is the lesions on CT scans as information from multiple modalities. As shown in Fig. 1, we use the MMSA that harnesses the strategies of analyzing the combined diagnosis and other image recognition tasks, we proposed a DeepMMSA method consists of three modules:

- Multimodal feature (CT image features and Clinical record features) extraction.
- Multimodal feature fusion.
- Survival analysis.

1) Multimodal Feature Extraction:

a) CT Images Feature Extraction with 3D-ResNet: As is shown in Fig. 1, our method requires two multimodal inputs, CT images, and clinical data from the according patient. To be specific, CT images are introduced to the radiomic embedding layer and clinical data are introduced to the clinical embedding layer. We propose 3D-ResNets as our network structure for the low-level image feature learning. As shown in Fig. 1 and Fig. 2, 3D-ResNets can be built by basic blocks or ‘bottleneck’ building blocks, the number of which may vary from 18 to 152 in the whole network. For instance, 3D-ResNet-18 contains four basic blocks, and each block contains four convolutional layers (conv1-conv4). Compared with 2D ResNet, features extracted in all three-dimensional directions within the tumor volume with 3D ResNet, therefore taking the third-dimensional spatial information into consideration [43]. It worth noting that, in order to eliminate the vanishing and exploding gradients types of problems in the very deep neural network, we add extra shortcut connections in our model. The advantage of such residual learning is that it enables the reuse of features. Since our dataset is relatively small compared to other general datasets for image recognition, we use data augmentation techniques before importing the data into the model.

The formation of the residual building block is,

\[ o = F(x) + x \]  

in which \( F \) is the deep residual function, \( x, o \) are the input and output.

b) Clinical Record Feature Extraction: The clinical embedding layers introduce clinical data to the network separately aims to capture the survival information indicated within clinical data. For clinical data, a neural network with two hidden layers was proposed to extract features. As is shown in Fig. 1, the 27-dimension non-image features were extracted by a network, which in combination with the image features is processed in the later fusion stage.

2) Multimodal Feature Fusion: During the feature fusion stage, multimodal features from CT images and clinical records are difficult to be directly fused together. This is due to the features from different modalities have different scales or statistical properties. Thus, to solve this problem, we applied the Batch Normalization (BN) technique to adjust the mean and variance of extracted features in each modality before the fusion procedure. Given the features \( z_1, z_2, ..., z_m \) over a batch, \( z_i \) is calculated as:

\[ \hat{z}_i = \frac{z_i - \mu_i}{\sigma_i^2 + \epsilon} + \beta_i \]  

where \( \gamma_i, \beta_i \) are the parameters to be learned, \( \mu_i \) is the mean value of \( z_i \) over the batch, \( \sigma_i \) is the standard deviation of \( z_i \) over the batch, \( \epsilon \) is set to a very small number such as 10^-8.

3) Survival Analysis: Survival analysis is the last module in the method and is intended as an overall feature analysis to get the final survival time prediction. In this module, to meet the requirements for a specific problem, any survival analysis model can be used. It can be models either from traditional statistical methods, such as the Kaplan-Meier model, Cox regression model, or from novel machine learning methods, such as survival trees, and deep neural networks. All the mentioned models can be used to analyze the input from multimodal features in our proposed fusion layer. In this work, we define the survival time as the label, and use the one hidden layer neural network with one dimension output layer for the regression setting and overall optimization convenience. Additionally, in order to achieve the same scale between ground truth and the output in our model, the Sigmoid function is used as a normalization technique to process the output.

\[ \hat{y}_i = \frac{1}{1 + e^{-f(x_i)}} \]  

and we use MSE loss function and L2 regularization penalty term as the objective function which is defined as:

\[ \text{minimize } L = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 + \lambda \sum_{j=1}^{M} w_j^2 \]  

where \( w_j \) is the model parameter and the total number is M. \( \lambda \) is the penalty coefficient.

IV. EXPERIMENTS

We conduct extensive experiments based on NSCLC patients from TCIa to validate the performance of our proposed method DeepMMSA with several state-of-the-art methods in terms of the prediction accuracy for the survival time for each patient. Besides, we also evaluate the prediction result by C-index. Afterward, we perform several ablation experiments regarding different network structures to determine the best structure.

A. Dataset

In this work, we considered 422 NSCLC patients from TCIa to assess the proposed method. For these patients pretreatment CT scans, manual delineation by a radiation oncologist of the 3D volume of the gross tumor volume and clinical outcome data are available [44]. The corresponding clinical data are also available in the same collection. The patients who had neither survival time nor event status were excluded from this work.
Fig. 1. The workflow of deepMMSA. DeepMMSA mainly has three module: (1) First, it employs the 3D-ResNet in combination with plain networks for multimodal feature extraction; (2) Then, it uses simple feature fusion method (early fusion) for multimodal fusion; (3) Lastly, during decision making stage, plain neural network is designed for the survival prediction.

B. Data Preprocessing

For CT images, we resize the raw data which is the 3D volume of the primary gross tumor volume into $96 \times 96 \times 8$. After that, we transform the range linearity into $[0,1]$. Then, to prevent overfitting, we perform data argumentation which includes three methods: rotate, swap, and flip. Then we get $422 \times 8 = 3376$ samples, among which there are $373 \times 8 = 2984$ uncensored samples and $49 \times 8 = 392$ censored samples.

Clinical data contains categorical data and non-categorical data. Firstly, missing value is a common problem in medical data and may pose difficulties for data analyzing and modeling. Specifically, in our dataset, the 'age' category contains a few missing values. After observing the data, we find that the age of patients in the dataset is close to each other. Thus, we impute the mean value and fill it into the missing value. Afterward, in order to fit into our model, we use the one-hot encoder to encode categorical data into numbers, which allows the representation of categorical data to be more expressive.

Then, we use the min-max feature scaling method and standard score method to perform data normalization, such as age and survival time. For input $x$, the min-max feature scaling method’s output is:

$$x' = \frac{x - x_{\min}}{x_{\max} - x_{\min}}$$  \hspace{2cm} (7)

and the standard score method’s output is:

$$x' = \frac{x - \text{mean}(x)}{\text{std}(x)}$$  \hspace{2cm} (8)

where std is the standard deviation.

For a single patient with multiple tumors, we select the primary gross tumor volume ('GTV-1') to be processed in our work, while other tumors such as secondary tumor volumes denoted as 'GTV-2', 'GTV-3' to name just a few, which were occasionally present, were not considered in our work.

C. Experiment Setup

We train and evaluate the method on the NSCLC-Radiomic dataset following 5-fold cross-validation with the patient-level split. We divided the dataset into training, validation, and testing data into 6:2:2 respectively. For hyperparameters tuning such as the penalty coefficient, we use the validation dataset to fine-tune and get the optimized hyperparameters. In the training process, we use 200 epochs in total with Adam as the optimizer. The batch size parameter is set as 64. The initial learning rate is set as 0.001, and then the learning rate is decayed by 0.5 in every 40 epochs.

Since we use survival time as the label, not cumulative hazard. In the training and validation process, we only use the uncensored data for precise survival time and objective function calculation, and in the testing process, we use all data for C-index evaluation and uncensored data for MAE evaluation.
Since this is the first work to use a multimodal method for NSCLC survival analysis, we implement several state-of-the-art survival analysis methods as baselines to compare with our work. The baseline methods include Cox-time [34]), DeepHit [35], CoxCC [34], PC-Hazard [36] and the regular cox regression.

D. Ablation Study

To find an optimal network for our problem, we consider performing ablation experiments based on the following four aspects of network architecture:

- How the depth of Resnet affect the performance? Which 3D structure is the best?
- Whether multiple modalities outperform single modality?
- What is the best ratio set between image data and clinical data in the fusion stage?
- Whether hidden layers should be added in the survival analysis stage?

Firstly, the evaluation of different depths of Resnet and whether multiple modalities are better than a single modality are conducted. By using one hidden layer in the survival analysis network and fixing the ratio of multiples modalities features in the fusion stage to 512:27, four different structures were tested. Table II shows that our model of r3d34 structure with multiple modalities achieves the best performance. All experimental results support our assumption and show the effectiveness of using multiple modalities in survival analysis.

Moreover, using the best structure r3d34, we step further to observe the effects of changing the ratio between modalities with and without the hidden layer. It can be done by changing the number of perceptrons for image and non-image features. The comparison results list in Table III shows that setting the ratio between images and non-image modalities as 25:27 achieves the best performance. Besides, adding hidden layers in the survival analysis module can further improve the performance. After ablation experiments, the best architecture of using r3d34 structure, setting the ratio between multi-modalities as 25:27 with one hidden layer outperform the other structures in this work.

The results indicate that NSCLC prognosis information can be learned from CT images. Using multimodal structure, more information can be jointly extracted and learned from various information sources and non-linearly transformed into a deep network, therefore improve the overall prediction accuracy. Furthermore, using multiple modalities improves the biggest marginal performance compared with using single modalities.

E. Results

The loss in the training and testing process is shown in Fig. 3.

For a fair comparison, we perform five state-of-the-art methods as baseline methods from previous work for survival analysis. As shown in Table IV, we compare our method and with the other five baseline models. The results show that our method achieves the best performance. Besides, the results verify that compared to the methods(Cox-time, DeepHit, etc.) which simply use clinical data, DeepMMSA shows its superior of effectively extracting the supplementary information from multiple modalities and can significantly improve the prediction accuracy.

V. Conclusion and Future Work

In this paper, we proposed a fully automated end-to-end multimodal deep network method for NSCLC survival analysis. Our method can learn complementary representations from the CT image and non-image clinical data modalities. Extensive experimental results show that DeepMMSA outperforms conventional methods that use a single source of information alone. But there is still some future work to do. There are some potential ways to improve the performance of the proposed method. Since there are three basic modules for multimodal deep learning survival analysis framework, we consider to made improvements based on the following three aspects:

- Provide more complementary information by adding more modalities to improve the performance, such as e-nose based

| Model          | MAE    | C-index |
|----------------|--------|---------|
| Cox-time       | 0.183  | 0.6152  |
| Cox regression | 0.204  | 0.6009  |
| CoxCC          | 0.183  | 0.6120  |
| PC-Hazard      | 0.191  | 0.6094  |
| DeepHit        | 0.183  | 0.6133  |
| DeepMMSA       | 0.162  | 0.6580  |
diagnosis [45] time series data, etc., and try to fully exploit the inherent correlations across multiple modalities.

- Perform different multimodal fusion approaches, such as decision fusion and hybrid fusion method, etc.

- In the survival analysis module, theoretically, we can use any survival analysis model, such as cox-time, deepsurv, to improve the performance of our proposed framework.
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