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ABSTRACT: The characterization of organic compounds in polluted matrices by eco-friendly three-dimensional (3D) fluorescence spectroscopy coupled with chemometric algorithms constitutes a powerful alternative to the separation techniques conventionally used. However, the systematic presence of Rayleigh and Raman scattering signals in the excitation–emission matrices (EEMs) complicates the spectral decomposition via PARAllel FACtor analysis (PARAFAC) due to the nonlinear structure of these signals. Likewise, the specific problem of selectivity in spectroscopy for unexpected chemical components in a complex sample may render its chemical interpretation difficult at first glance. The relevant chemical information can then be complicated to extract, especially if the raw data is noisy. There are several strategies to overcome these drawbacks, but weaknesses remain. As a consequence, a new alternative method is proposed to handle these interferences, the noise, and the rank deficiencies in the data and applied for the characterization of polycyclic aromatic compound (PAC) mixtures. It is based on effective truncated singular-value decomposition (MT-SVD) that does not require any prior knowledge of the raw data. The algorithm provides a valuable estimation of the global rank to choose on complex samples where selectivity problems are observed. It is a real alternative compared to other existing methods applied to the fluorescence matrix to filter the signal from noise or light scattering effects. The first exploratory results of the proposed algorithm are promising to handle matrix rank deficiencies as well as the effects of noise and light scattering on complex PAC mixtures.

INTRODUCTION

Fluorescence spectroscopy exploits the phenomenon of natural or induced fluorescence emission from intrinsic fluorophores or fluorescent chemical derivatives after the addition of extrinsic fluorophores. It is a selective, sensitive, and easy-to-implement analytical technique.¹ Typically, it is used in many fields to detect and quantify, after chromatographic separation, a target fluorescent molecule whose excitation and emission wavelengths are known.² In the environmental context of establishing a diagnosis of fluorescent pollutants, it appears therefore to be a technique of choice for targeted characterization,² but not only since three-dimensional (3D) fluorescence spectroscopy, without prior chromatographic separation, collects in a single fluorescence emission–excitation matrix (EEM) emission spectra at different excitation wavelengths. It then builds a detailed 3D map of the fluorescence properties of a mixture with the simultaneous detection of all of the fluorophores whose excitation and emission wavelengths are known or unknown.³⁴

Polycyclic aromatic compounds (PACs) constitute a large family of natural or anthropogenic chemical contaminants, including polycyclic aromatic hydrocarbons (PAHs), alkylated PAHs, and NSO-PACs,⁵ which are present in all environmental compartments.⁶ Among the hundreds of existing PACs, only 16 PAHs are listed as priority pollutants by the United States Environmental Protection Agency (US-EPA).⁷ Some of these PAHs were selected for their toxicity or for their suspected carcinogenicity.⁸ In Europe, they account for about 11 and 6% of encountered contaminants in solid (i.e., soil, mud, and sediments) and aqueous (i.e., surface water, groundwater, and leachates) matrices, respectively.⁹ PAHs have at least two aromatic rings,¹⁰ which give them intrinsic
fluorescence and which make them detectable in 3D fluorescence.4

The large amount of data resulting from this type of analysis is perfectly suited for spectral decomposition with chemometrics tools to deduce the different pure components from the signal of the complex sample, each one relating, ideally, to a fluorophore. The advantage of using these approaches is the possibility to add some mathematical constraints related to the studied system (e.g., non-negativity, selectivity, or unimodality) to improve unstable models11,12 even if special attention should be brought to a possible loss of fit.13 The aim is to push-back the spectral overlap on complex samples that could be encountered with this spectroscopy and can then be an alternative to the time-consuming and expensive separative techniques. One of the most common algorithms used for EEM spectral decomposition is PARAllel FACtor analysis (PARAFAC).14

However, the fluorescent signal and the chemical information it carries can be affected by strong interferences due to elastic (i.e., Rayleigh scattering) and inelastic (i.e., Raman scattering) light scattering phenomena. Raman scattering is characterized by emission wavelengths that are always shorter than the excitation wavelengths, while Rayleigh scattering can be of the first or the second order. In the first case, it is characterized by emission wavelengths close to the excitation wavelengths. For the second case, the emission wavelengths are twice the excitation wavelengths15 (Figure S2). The presence of these interfering signals disrupts the bilinear or trilinear structure of the EEM or EEMs, respectively.16 Thus, a difficulty appears for the spectral decomposition due to a matrix rank deficiency.17

In the literature, different approaches, more or less efficient and reproducible, are proposed to eliminate or handle the effects of light scattering on EEMs: (i) subtraction of a blank that effectively removes only the Raman signals but can generate negative peaks;18 (ii) cropping to the signal of interest area (i.e., without any scatter signal) that could generate a significant loss of chemical information, especially in areas close to light scattering effects;19 and (iii) insertion of missing values or zero values above the first-order Rayleigh scattering and below the second-order Rayleigh scattering.20,21 This strategy sounds well but may result in a loss of chemical information, a possible disruption of the bilinear or trilinear nature of the data using zeros values,22 and an inability to execute certain algorithms sensitive to missing values.3 (iv) Other approaches are downweighting of the scatter signals with the construction of a weight cube supplied to the trilinear decomposition model15 or modeling of the fluorescence data points where the scattering effects are observed on the EEM and replacing them with corrected interpolated values.23,24 To our knowledge, the approaches in (iv) are the best methods to handle scattering effects. However, changes imposed on the raw data can lead to issues such as bias in the spectral fitting and then disruption of the bilinear or trilinear nature of the data. Moreover, white noise is not processed, which can be tricky in the case of a low signal-to-noise ratio. These observations underline the need for developing new chemometric tools to handle the effects of noise and light scattering on the EEMs.

In this article, a new, simple, and visual alternative approach is proposed to denote and handle matrix rank deficiencies in 3D maps from fluorescence spectroscopy. It is based on singular-value decomposition (SVD) with effective truncation of information into the data and an optimal selection of the only relevant singular values and singular vectors from a chemical point of view. The chemometric approach with the proposed algorithm is explained and applied to the EEMs for each of the four selected PAHs, naphthalene (NPH), benz[a]anthracene (BaA), anthracene (ANT), and pyrene (PYR), and on the EEMs of mixtures of these species. The PARAFAC algorithm, particularly suitable for multiday data, was then applied to the denoised EEMs of mixtures to reconstitute the spectral signature of each PAH without the addition of reference spectra in the raw data.

## CHEMOMETRIC ALGORITHMS

### MT-SVD Algorithm. The algorithm is structured in three main steps: (i) data formatting, (ii) search for an optimal set of singular values from advanced SVD truncation strategy, and (iii) reconstruction of the unbiased chemical information map. The MT-SVD algorithm steps are summarized as a flowchart to facilitate an understanding of the algorithm structure (Figure S2).

**Step #1: Data Formatting.** It allows to prepare data for SVD processing. In the case of EEMs, the reshape operation allows to toggle from 3D space to 2D space, thanks to the rowwise or columnwise matrix augmentation (i.e., excitation or emission dimension augmented, respectively). Thus, for raw data cube X (i samples × n excitation wavelengths × m emission wavelengths), two matrices can be obtained, X(m × m) or X(n × m). In addition, manual size-reduction operation can be useful to minimize the impact of non-chemical information on a large map with a selection of the region of interest noted Xcropped. Moreover, a non-negativity constraint is applied like X = max{X, 0} to remove negative pixels to stand out only the spectral information data. For a better understanding, the next steps of the algorithm are presented for raw data matrix X(n × m), where n < m.

**Step #2: Search for an Optimal Set of Singular Values from the Advanced SVD Truncation Strategy.** The SVD truncation operation starts with the factorization of X as XSVD, where U(n × n) and V(m × m) are the left and right singular-vector matrices, respectively, and S(n × m) is the diagonal matrix of the singular values σi for i = 1,...,rk those values are sorted in descending order, and their number is equal to the smallest dimension (i.e., n dimension). In our approach, ∑i=1rk σi is considered and corresponds to the maximum information in the raw data. The cumulative frequency (%) fi of singular value σi is calculated with fi = ∑i=1σi/∑i=1σi × 100. The obtained fi values provide the percentage of information in the raw data added at each step from 1 to n. Then, the low-rank values r k for k = 1,2,...,100 are defined as the number of significant σi that capture 1%, 2–100% of the cumulative frequency fi, with the following criterion: r k = min{k ≥ 1,2,...,100} (f i > k/100). The k values are calculated with a step equal to 1 in this case, but they can be changed by the user. Therefore, matrices Û = Ür ÛTrV̂T are calculated according to r k values found previously, where Ü(n × r k) and V̂(m × r k) are the left and right singular-vector matrices, respectively, and Ŝ(r k × r k) is the diagonal matrix of the singular values corresponding to low-rank values r k. This threshold strategy is an original approach and stands out from the typical SVD.
The choice of the global rank, to reconstruct the unbiased data, is obtained by investigating the information added between \( r_j \) values calculated from \( X_{\text{ADD}}^j = \max \{ X_{ij}^j - \hat{X}_{ij}^0 \} j = 1,\ldots,k - 1 \) and the residual information deduced from \( X_{\text{residual}} = \max (X - \hat{X}_{ij}) 0 \) following three steps:

1. The first selection is made on \( X_{\text{ADD}}^j (n \times m \times f) \), and the objective is to reduce the dimensions of this cube by identifying null matrices (i.e., no spatial information is added between two successive \( \hat{X}_j \) classes into class 0.

2. The second selection is made by studying the pixel value distributions calculated from the pixel histograms of each previously selected \( X_{\text{ADD}}^j \) map. The area under each distribution curve is calculated, and then, the selection of the maps to be kept is carried out according to their values. Indeed, the lower this parameter’s value (thresholding criterion), the more the probability that \( X_{\text{ADD}}^j \) has an artifact, a noise, or even a weak Rayleigh signal. Moreover, if several \( X_{\text{ADD}}^j \) maps can have the same values of areas, then it highlights that there is no addition of new information to the fluorescence signal. Thus, the greater the number of \( X_{\text{ADD}}^j \), the greater the redundancy of added information. Finally, when the area values are low, this can only be explained by artifacts, scattering, or noise effects. At this stage, matrices \( X_{\text{ADD}}^j \) have been selected from \( X_{\text{ADD}}^j \) as being those that are likely to contain chemical information.

3. A region-based segmentation algorithm\(^{26} \) is performed on \( X_{\text{ADD}}^j \) to extract the exterior boundaries of regions contained in the image to overlay them on the related \( \hat{X}_j \) map. The aim is to understand the special feature of the added signal (i.e., fluorescent signals, Rayleigh scattering, or noise). At the same time, the corresponding \( X_{\text{residual}} \) maps are also plotted to be sure that all of the fluorescence chemical information is captured.

At the end of this image analysis, \( X_{\text{ADD}}^j \) matrices are chosen from the \( X_{\text{ADD}}^j \) matrices. \( X_{\text{ADD}}^j \) matrices capture relevant chemical information that is linked to \( r_j \) values (i.e., a corresponding set of \( \sigma_j \)). The objective here is to push-back the low-rank deficiency to have an optimal approximation of the global rank.

**Step #3: Reconstruction of the Unbiased Chemical Map.** The reconstruction of the multitruncated matrix noted \( X_{\text{truncated}} (n \times m) \) is performed from the optimal set of \( \sigma_j \) noted \( \Sigma = \{ \sigma_j \mid l \in [1, n] \} \) and the corresponding singular vectors as \( X_{\text{truncated}} = \sum \{ \sigma_j \} \) \( Y_j \). The optimal approximation of the global rank is therefore read as the total number of retained low-ranks (i.e., the correct number of \( \sigma_j \)). Furthermore, it is possible to automatically crop \( X_{\text{truncated}} \) with the same region-based segmentation algorithm as before\(^{26} \) to work later with a smaller map for another chemometric approach such as, for example, matrix decomposition.

**PARAllel FACTor Analysis.** PARAFAC is a multiway data decomposition algorithm particularly suitable for EEMs that are three-way data when arranged (\( i \) samples \( \times n \) excitation wavelengths \( \times m \) emission wavelengths). Its principle is based, in this case, on the decomposition of data cube \( X(i \times n \times m) \) into a set of three loading matrices \( A(i \times r) \), \( B(n \times r) \), and \( C(m \times r) \) and a residual cube \( E(i \times n \times m) \), where \( r \) is a user-adjustable parameter that corresponds to the total number of factors \( f \) chosen for the model, where \( f = 1,\ldots,r \). The PARAFAC model can be expressed according to \( X = A(C\otimes B)^T + E \), where \( X(i \times nm) \) is the rearranged matrix of cube \( X \) and \( E(i \times nm) \) is the residual rearranged matrix of cube \( E \). Operator \( \otimes \) corresponds to the Khatri–Rao product, which is equivalent to a column-wise Kronecker product \( (C\otimes B)^T \). With a valid PARAFAC model and well-denosed \( X \), each \( f \) corresponds to a fluorophore and \( r \) to the total number of components in a mixture. \( A \) is used to determine the contribution of each \( f \) component in each \( i \) sample. It can be directly proportional to the concentration, through the addition of known quantities of the analyte. \( B \) and \( C \) contain in each column an excitation profile and a scaled estimate of the emission spectrum of each \( f \) species, respectively. Like other bilinear or trilinear decomposition algorithms, PARAFAC needs the most accurate estimate of \( r \) to provide a valid model, with the least biased optimization possible of chemical reality, which then can be interpreted better. Unfortunately, there is no general rule for this, but, in practice, this choice can be based on different complementary criteria, which are core consistency, split-half-analysis, and \% of explained variance of the last component of each model.\(^{1,3} \) These indicators were used to validate our models.

## EXPERIMENTAL SECTION

**Instrumentation.** An Aqualog fluorescence spectrometer is used to acquire EEMs. It is equipped with a charge-coupled device detector (CCD) set to medium gain and time integration equal to 1 s. The continuous light source used is a 150 W ozone-free xenon arc lamp, and it is coupled to an excitation monochromator. The samples are excited using a range of excitation wavelengths between 239 and 800 nm with a pitch of 3 nm. The fluorescence emission was collected in a wavelength range between 248.27 and 829.32 nm with a resolution of 4 pixels (i.e., 2.33 nm). All of the EEM raw data have thus the same size as 188 \( \times 250 \) pixels. A Quartz SUPRASIL cell with a light path equal to 10 mm is used for the acquisition of each sample.

**PAH Sample Preparation.** In total, 35 samples are acquired and distributed as two datasets constituted on the basis of four PAHs: naphthalene (NPH), benzo[a]anthracene (BaA), anthracene (ANT), and pyrene (PYR). The choice directed toward NPH, BaA, ANT, and PYR is due to fairly close wavelength domains between them and for which it is often possible to have spectral overlap depending on their concentrations (selectivity problems). Moreover, these PAHs have a number of benzene rings ranging from 2 to 4 and are representative of the majority of PAHs on the US-EPA list. Dataset #1 is for individual PAH (used as references), while dataset #2 is for mixtures of the four PAHs (Table S1).

**Dataset #1.** For each PAH, EEMs are acquired at six different concentrations (20, 10, 1, 0.25, 0.1, and 0.05 mg L\(^{-1} \)). First, the stock solutions are prepared in dichloromethane of the GC–MS grade (Carlo Erba) at 1 mg mL\(^{-1} \). Then, the stock solutions are diluted in the same solvent at varying concentrations. These solutions are stored at \(-20 ^\circ \text{C} \) and brought back to room temperature (i.e., \( 20 ^\circ \text{C} \)) before being analyzed or used to prepare the mixtures of dataset #2.

**Dataset #2.** In total, 11 samples of varying concentrations of the four fluorophores (i.e., NPH, BaA and PYR, and ANT) are prepared in the same solvent using the solutions from dataset #1.

Before the analysis, samples are sonicated for 15 min. For each acquisition, a solvent response is acquired and only Raman scattering is effectively removed by subtracting the
understand the type of information contained at each value. For this purpose, a deduced boundary of the segmentation algorithm was performed to extract the exterior factorization. For this reason, the selection is made on the relevant information in the data related to the scattering. Regarding fluorescent chemical component information, indeed, the $\hat{X}_{\text{ADD}}$ with purple outlines in Figure 2 shows the chemical information addition between low-ranks. The added signal is always located at the bottom left of the $\hat{X}_{\text{ADD}}$ maps unlike the other for which the added signals are finer and/or scattered, sometimes being on the diagonal (diffusion effects, e.g., $\hat{X}_{\text{ADD}}^{23635}$) or elsewhere on the map (artifacts or noise effects, e.g., $\hat{X}_{\text{ADD}}^{23656}$). $\hat{X}_{\text{ADD}}^{23661}$ confirms also that all of the fluorescent chemical information has been considered with the choice of the set $\sigma_i$ mentioned above. Indeed, the $\hat{X}_{\text{residual}}^{23636}$ map presents only a Rayleigh scattering effect on the diagonal and randomly distributed points, while chemical information is still added with $\hat{X}_{\text{ADD}}^{23662}$ (pattern at the bottom left) and is therefore present in map $\hat{X}_{\text{ADD}}^{23656}$. This is no longer true for $k = \{74,75\}$.

**RESULTS AND DISCUSSION**

**Sample 11 Dataset #2.** The objective here is to demonstrate that MT-SVD is able to correct the scattering and noise effects in 3D-EEM, but also and foremost, it allows to visualize and overcome rank deficiencies. From algorithm’s Step #1, the raw data is formatted with only the application of the non-negativity constraint (Figure 1a). On the map, the signal-to-noise ratio is acceptable; however, the scattering effects are still on the diagonal. Afterward, algorithm’s Step #2 searches for the optimal set of singular values $\sigma_i$ with the construction of the $\hat{X}_{\nu}^{\text{ADD}}$, $\hat{X}_{\nu}^{\text{selected}}$, and $\hat{X}_{\nu}^{\text{residual}}$ maps. First, a selection is made on $\hat{X}_{\nu}^{\text{ADD}}$ to reduce its dimension by identifying null matrices (Figure S3). Second, the study of the area values calculated under each pixel’s distribution curves of remaining $\hat{X}_{\nu}^{\text{ADD}}$ is performed (Figure 1b).

The visual threshold criterion is chosen equal to $0.6 \times 10^5$ (au), showing the $\hat{X}_{\nu}^{\text{ADD}}$ in green, while those in red are not selected. In other words, when the area values are low, many $\hat{X}_{\nu}^{\text{ADD}}$ have equivalent values symbolized by red plateaus reflecting redundant information. It induces that the shapes of the pixel distribution values are similar and characteristic of the added information when they approximate the noise level of the instrument or weak light scattering effects.

Indeed, when $\hat{X}_{\nu}^{\text{ADD}}$ have no longer relevant chemical information, the distributions of pixel values become smaller and thinner, thus reflecting similar classes of pixel values and explaining that area values are low. At this stage, the $\nu_{\text{selected}}$ values are $\{44,51,58,63,66,69,71,73,74\}$ and are known to be linked to their $\nu$ values, which are $\{45,52,59,64,67,70,72,74,75\}$ due to the cumulative frequencies. Low-rank values $\nu_l$ are then deduced with $\nu_l = \{2,3,4,5,6,7,8,9,10\}$. $\nu_l = 1$ is systematically included for image analysis since it represents the most relevant information in the data related to the first singular value. Finally, $\nu_l = \{1,2,3,4,5,6,7,8,9,10\}$ is considered in this example and shown with the captured information of each singular value $\sigma_i$ (Figure 1c). The objective is then to understand the type of information contained at each $\nu$ value. For this purpose, different maps $\hat{X}_{\nu}$, $\hat{X}_{\nu}^{\text{selected}}$, and $\hat{X}_{\nu}^{\text{residual}}$ are plotted (Figure 2). Careful image analysis from the wavelength point of view may possibly select the $\hat{X}_{\nu}^{\text{selected}}$ matrices, which correspond to the set of $\sigma_i$ from the factorization (Step #2), and so contains only the relevant fluorescent chemical information. To make the screening of the fluorescent chemical information easier, the region-based segmentation algorithm was performed to extract the exterior boundaries of $\hat{X}_{\nu}^{\text{selected}}$ to overlay it on the related $\hat{X}_{\nu}$ map. The position of the added signal on each map is studied to stand out this special feature; it is observed for $\sigma_{12}$, $\sigma_{14}$, and $\sigma_8$ that most of the signal added is far from the region of Rayleigh scattering. Regarding $\sigma_{18}$, the information it carries is clearly a fluorescent signal. Hence, only $\sigma_{12}$, $\sigma_{14}$, $\sigma_{16}$, and $\sigma_8$ carry

![Fluorescence (a.u.)](image-url)
As a consequence, the optimal set of singular values is $\sum = \{\sigma_1, \sigma_2, \sigma_4, \sigma_8\}$ and reflects a rank deficiency due to interferences. The deduced global rank is then equal to 4 and corresponds to the "ideal" global rank corresponding to the number of PAHs in sample 11. With a classical SVD, it is not possible to observe that. Indeed, the singular values are listed in descending order.

Figure 2. Image analysis from Step #2 of MT-SVD: (a, a') $\hat{X}_k$ maps, (b, b') $\hat{X}_{\text{ADD}}$ maps, and (c, c') $\hat{X}_{\text{residual}}$ maps, respectively, for $k = \{1,4,5,52,59,64,67,70,72,74,75\}$ and $\text{selected} = \{44,51,58,63,66,69,71,73,74\}$ to study the fluorescent signals. Furthermore, the exterior boundaries found by MT-SVD with $\hat{X}_{\text{ADD}}$ maps are plotted in red on each $\hat{X}_k$ map. $\hat{X}_{\text{ADD}}$ with purple outlines correspond to $\hat{X}_{\text{residual}}$ and shows the chemical information addition between low-ranks.
with the cumulative frequencies and are dependent on the signal-to-noise ratio. MT-SVD finds $\sigma_i$ of around 2%, which can be easily lost (i.e., confused with noise) with a classical SVD. The risk is then either (i) to overestimate the rank of the matrix and therefore to extract by multivariate method components that are not representative of the chemical reality or (ii) to underestimate the rank and therefore miss a complete characterization of the sample by multivariate methods. The visualization of the information with MT-SVD carried by each $\sigma_i$ allows to push-back the low-rank deficiencies with, at the end of the process, a reconstruction of the unbiased raw data. To summarize, the percentage of the chemical information carried by the global rank found by MT-SVD is 58% for sample 11 (i.e., $\sigma_1$ with 44%, $\sigma_2$ with 7%, $\sigma_3$ with 5%, and $\sigma_8$ with 2%, Figure 1c). The reconstruction of the multitruncated matrix noted $\hat{X}_{\text{truncated}}$ from Step #3 is performed with the optimal set of $\sigma_i$ noted $\sum$ and the corresponding singular vectors (Figure 3). From an image or spectral point of view, the chemical information is kept intact, while the scattering signals have been removed. Furthermore, the region-based segmentation algorithm used for automatic cropping of $\hat{X}_{\text{truncated}}$ shows good performances. Indeed, the automatically selected maximum excitation and emission wavelengths are 422 and 511 nm, respectively (Figure 3). This automatic selection of the region allows a reduction in the size of the data and thus a reduction in the time of processing with a decomposition algorithm.

With the developed preprocessing, smoothing is carried out at the same time as the elimination of the diffusion signals. A strong simulated white signal was added to the raw 3D-EEM map of the same sample 11 to show the effectiveness of the approach to managing white noise.

**Sample 11 Dataset #2 with Added White Noise.** A high-level white noise simulation (mean = 0 and amplitude = 500) was carried out and added to the raw data (Figure 4a). The number of relevant $\sigma_i$ found is equal to the number of PAHs in the mixture with $\sum = \{\sigma_1,\sigma_2,\sigma_3,\sigma_4\}$. As before and despite the addition of white noise, a matrix rank deficiency has been addressed, and the resulting image and spectra are satisfactory (Figure 4b).

With MT-SVD, it is possible to denoise the EEMs one by one, as performed previously; however, another advantage is to apply it with a matrix augmentation approach.28

![Figure 3. Preprocessing result of EEM of sample 11 dataset #2. The emission spectra are placed above the map, and the excitation profiles are on its left.](image)

**Dataset #2, Matrix Augmentation and PARAFAC Decomposition.** The 11 matrices are preprocessed using column-wise matrix augmentation. This arrangement is more flexible than building a data cube because it allows simultaneous analysis of data matrices that do not necessarily have the same size in all directions. Also, it does not require that the profiles obtained in the augmented direction are identical in shape and/or chemical nature.

The increase in matrices does not impose to respect the trilinearity but only the bilinearity of the data. The accumulation of data not only increases the amount of information used but also leads to a qualitative gain in the resolution (i.e., a better estimation of the pure spectral or concentration profiles with decomposition approaches).11 The objective here is then to combine the advantages of MT-SVD discussed in the previous section with matrix augmentation to have the best characterization with unsupervised PARAFAC decomposition of complex mixtures. Most of the time, PARAFAC is used by combining the mixture matrices and those of references. Figure S4 presents the results of matrix augmentation before and after MT-SVD. In this case, no rank deficiency is found and MT-SVD shows that $\sum = \{\sigma_1,\sigma_2,\sigma_3,\sigma_4\}$ contained the unbiased chemical information.

Once dataset #2 is preprocessed and refolded into a 3D shape through the reshaping operation (i.e., $188 \times 250 \times 11$), the PARAFAC model is then carried out. Table 1 shows the values of the different criteria used to choose the valid PARAFAC model, which confirms the first estimation of the

![Figure 4. (a) Sample 11 dataset #2 with a high-level white noise simulation and non-negativity constraint and (b) result after MT-SVD preprocessing.](image)
global rank value by MT-SVD. Considering all of these indicators and after visual analysis of the residual matrices, the four-component model is still chosen as a valid model for PARAFAC, which corresponds to our prior knowledge of the complex chemical samples and the MT-SVD estimation (i.e., four PAHs). Figure 5 presents the results of the unsupervised PARAFAC model with reconstructed pure profiles from the estimated emission and excitation profiles. No constraints were applied since the model is stable and interpretable based on the criteria in Table 1. Indeed, the PARAFAC model is mathematically unique and does not systematically require the application of constraints to obtain a chemically valid solution. The results of the PARAFAC decomposition are satisfactory from the qualitative point of view thanks to the comparison with the references from dataset #1. Moreover, a split-half validation is performed thrice and the similarity measure of splits and overall model (%), [1] 3 measures allow us to see which components are more uniquely consistent with our prior knowledge of the four-component model. The objective is to find the most relevant chemical information to fend off rank deficiencies, processing noise, and light scattering effects in 3D-EEMs. The advantages of this approach are numerous, and the first exploratory results presented here are promising. Indeed, the studied samples are representative of the scattering effects that can usually be found in fluorescence. These physical phenomena have been cleaned from the raw matrices. Furthermore, the addition of a strong white noise in the raw data had a low influence on the ability of the algorithm to filter the 3D-EEMs maps. Beyond that, it makes possible to visualize and overcome a rank deficiency, in particular when there is a spectral selectivity problem.

At the end of the preprocessing, the new data matrix is ready to be analyzed by a bilinear or trilinear decomposition method. MT-SVD is a flexible algorithm because it can be incorporated into different analysis approaches (simple matrix or matrix augmentation) much wider than 3D fluorescence spectroscopy.

In perspective to this work, a larger study coupling the MT-SVD algorithm and different spectral decomposition approaches will be considered. Laboratory solutions with several PAC species will be prepared, and the chemometric approach presented here will be applied to establish a quantification method. The aim will be to investigate a qualitative and a quantitative approach for organic extracts, obtained by solid/liquid extraction of real PAC contaminated soils. The MT-SVD algorithm paves the way for other applications and will be tested on other instrumental techniques that go far beyond 3D fluorescence spectroscopy (e.g., Raman imaging).

Table 1. Results of the Different Criteria Used to Choose the Valid PARAFAC Model

| number of components for the PARAFAC model | unique fit of the last component of each model (% raw data) | core consistency (%) | similarity measure of splits and overall model (%) 3 measures |
|--------------------------------------------|-------------------------------------------------------------|----------------------|-----------------------------------------------------------|
| 1                                          | 84.18                                                       | 100.00               | 88.20                                                     |
| 2                                          | 10.91                                                       | 100.00               | 48.50                                                     |
| 3                                          | 9.21                                                        | 99.00                | 68.10                                                     |
| 4                                          | 3.17                                                        | 100.00               | 99.00                                                     |
| 5                                          | 0.05                                                        | <0.00                | 0.00                                                      |
| 6                                          | 0.06                                                        | <0.00                | 0.00                                                      |

and a spectral overlap is observed on the raw data (dataset #2), in particular between ANT, BaA, and PYR, which could have disturbed the modeling and the choice of the global rank used in it. Especially since these three chemical compounds emit at very close emission wavelengths (i.e., between 370 and 470 nm), only the excitation wavelengths allow their distinction.

## CONCLUSIONS

Algorithm MT-SVD proposed in this paper is based on one of the most common algorithms in linear algebra (i.e., SVD) with an added value since it extracts the most relevant chemical information with the calculations of low-ranks deduced from a threshold percentage of frequency coupled with image analysis. The first exploratory results presented here are promising. Indeed, the studied samples are representative of the scattering effects that can usually be found in fluorescence. These physical phenomena have been cleaned from the raw matrices. Furthermore, the addition of a strong white noise in the raw data had a low influence on the ability of the algorithm to filter the 3D-EEMs maps. Beyond that, it makes possible to visualize and overcome a rank deficiency, in particular when there is a spectral selectivity problem.

At the end of the preprocessing, the new data matrix is ready to be analyzed by a bilinear or trilinear decomposition method. MT-SVD is a flexible algorithm because it can be incorporated into different analysis approaches (simple matrix or matrix augmentation) much wider than 3D fluorescence spectroscopy.

In perspective to this work, a larger study coupling the MT-SVD algorithm and different spectral decomposition approaches will be considered. Laboratory solutions with several PAC species will be prepared, and the chemometric approach presented here will be applied to establish a quantification method. The aim will be to investigate a qualitative and a quantitative approach for organic extracts, obtained by solid/liquid extraction of real PAC contaminated soils. The MT-SVD algorithm paves the way for other applications and will be tested on other instrumental techniques that go far beyond 3D fluorescence spectroscopy (e.g., Raman imaging).

Figure 5. (a) 3D-EEM of the components obtained by PARAFAC by coupling matrices augmentation and MT-SVD and (b) 3D-EEM of reference maps from Table S1—dataset #1.
Various types of information contained in an EEM map, detailed steps of the MT-SVD algorithm, results of the first selection made on $X^{	ext{OSS}}(n \times m \times j)$, MT-SVD analysis results of the augmented matrix of dataset #2, and architecture of the database used in our exploratory study (PDF).
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