Mitigating Quantum Errors via Truncated Neumann Series
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Quantum gates and measurements on quantum hardware are inevitably subject to hardware imperfections that lead to quantum errors. Mitigating such unavoidable errors is crucial to explore the power of quantum hardware better. In this paper, we propose a unified framework that can mitigate quantum gate and measurement errors in computing expectation values utilizing the truncated Neumann series. The essential idea is to cancel the effect of quantum error by approximating its inverse via linearly combining quantum errors of different orders produced by sequential applications of the quantum devices with carefully chosen coefficients. Remarkably, the estimation error decays exponentially in the truncated order, and the incurred error mitigation overhead is independent of the system size, as long as the noise resistance of the quantum device is moderate. We numerically test this framework for different quantum errors and find that the computation accuracy is substantially improved. Our framework possesses several vital advantages: it mitigates quantum gate and measurement errors in a unified manner, it neither assumes any error structure nor requires the tomography procedure to completely characterize the quantum errors, and most importantly, it is scalable. These advantages empower our quantum error mitigation framework to be efficient and practical and extend the ability of near-term quantum devices to deliver quantum applications.

Introduction.—Quantum computers hold great promise for a variety of scientific and industrial applications [1–3]. Nonetheless, the challenges we face are still formidable. In the current noisy intermediate-scale quantum (NISQ) era [4], quantum computers introduce significant quantum errors that must be dealt with before performing any exhilarating tasks. Such errors occur either due to unwanted interactions of qubits with the environment or the physical imperfections of qubit initializations, quantum gates, and measurements [5–8]. The problem can be theoretically resolved with quantum error correction [9–13], which is far beyond the reach of NISQ quantum computers. This motivates the question of alleviating quantum errors and increasing the quantum computation accuracy without quantum error correction.

Quantum error mitigation [14] provides an inspirational solution to this question and has been experimentally implemented [15–18]. Typically, errors in a quantum device are classified into quantum gate and measurement errors. For gate errors, numerous techniques have been designed such as zero-noise extrapolation [14, 19–22], probabilistic error cancellation [14, 19, 23–25], subspace expansion [26, 27], virtual distillation [28–33], learning-based method [34–36], and many others [37–43]. For measurement errors, the focus is not as much as that on gate errors though measurement errors are significantly larger than gate errors on many quantum platforms. A well-known strategy is to regard the measurement error as a classical noise model and handle it via classical post-processing [44–61]. However, most of the error mitigation techniques require complete characterization of the quantum device and is not scalable in general. On the other hand, the techniques targeting one type of error are not directly applicable to the other at large.

We overcome these challenges by proposing a general error mitigation framework that can reduce both quantum gate and measurement errors in computing the expectation values of quantum observables. This framework does not require complete characterization of the quantum devices and is theoretically scalable. The essential idea is to effectively approximate the inverse of quantum error using truncated Neumann series. Notably, the estimation accuracy of the expectation value is improved in the presence of quantum errors.

Computing the expectation value.—A common quantum computation task is to estimate the expectation value $\text{Tr}[O\rho]$ within a specified precision $\varepsilon$ for a given quantum observable $O$ and an $n$-qubit quantum state $\rho := U|0\rangle|0\rangle^\dagger$ generated by a quantum gate $U$ with initial $n$-qubit state $|0\rangle$. Without loss of generality, we may assume that $O$ is diagonal in the computational basis and $\|O\|_2 \leq 1$ where $\|\cdot\|_2$ is the matrix 2-norm. This task is the building component of multifarious quantum algorithms, notable practical examples are variational quantum eigensolvers [62, 63], quantum approximate optimization algorithm [64], and quantum machine learning [65, 66].

Ideally, $\text{Tr}[O\rho]$ can be estimated in the following way. Consider $M$ independent experiments where in each round we prepare the state $\rho$ using $U$ and measure each qubit in the computational basis as shown in Fig. 1. Let $s^n \in \{0, 1\}^n$ be the outcome in the $m$-th round. Define the empirical mean value

$$
\eta^{(0)} := \frac{1}{M} \sum_{m=1}^{M} O(s^n)
$$

where $O(x)$ is the $x$-th diagonal element of $O$. Let $\text{vec}(\rho)$ be the $2^n$-dimensional column diagonal vector of $\rho$. Then [51]

$$
E^{(0)} := \mathbb{E}[\eta^{(0)}] = \sum_{x \in \{0, 1\}^n} O(x) \langle x | \text{vec}(\rho) = \text{Tr}[O\rho],
$$

where $\mathbb{E}[X]$ is the expectation of the random variable $X$. Eq. (2) implies that $\eta^{(0)}$ is an unbiased estimator of $\text{Tr}[O\rho]$. Furthermore, the standard deviation $\sigma(\eta^{(0)}) \leq 1/\sqrt{M}$. By Hoeffding’s inequality [67], $M = 2\log(2/\delta)/\varepsilon^2$ would guarantee that $\eta^{(0)}$ approximates $\text{Tr}[O\rho]$ within $\varepsilon$ at probability greater than $1 - \delta$, where $\delta$ is the confidence and all logarithms are in base 2 throughout this paper.
FIG. 1. Estimating the expectation value $\text{Tr}[O\rho]$ with the ideal quantum devices (left) and the noisy quantum devices (right).

However, both the quantum gate and measurement of the quantum states suffer from Markovian errors inherent in quantum devices. For simplicity, we ignore errors in preparing the initial state, which can be accounted for by regulating noisy quantum gates after qubits initialization. For the quantum gate error, we assume that the overall evolution is modeled as the ideal gate evolution $U$ followed by some quantum noisy channel $\mathcal{N}$ [14], i.e., the actual prepared state is $\mathcal{N}(\rho)$ rather than $\rho$. The gate error leads to the noisy expectation value $\text{Tr}[O\mathcal{N}(\rho)]$. Experimentally, the noise channel $\mathcal{N}$ can be fully characterized via quantum process or gateset tomography [68]. For the measurement error, it was established that such error can be well understood using classical noise models [44–46]. Specifically, a $n$-qubit noisy measurement device can be characterized by an error matrix $A$ of size $2^n \times 2^n$. The element in the $x$-th row and $y$-th column, $A_{xy}$, is the probability of obtaining a outcome $x$ provided that the true outcome is $y$. Experimentally, the error matrix can be learnt via calibration [45].

Suppose now that we adopt the same procedure for computing $\eta^{(0)}$ and obtain the noisy estimator $\eta^{(1)}$ (cf. the right side of Fig. 1), where the superscript 1 indicates that the noisy devices are functioned. We prove in Appendix A that

\[
E^{(1)} := \mathbb{E}[\eta^{(1)}] = \sum_{x \in \{0,1\}^n} O(x)\langle x|A \text{vec}(\mathcal{N}(\rho)),
\]

indicating that $\eta^{(1)}$ is no longer an estimator of $\text{Tr}[O\rho]$. Comparing Eqs. (2) and (3), we find that in the ideal case, the sampled distribution approximates $\text{vec}(\rho)$ thanks to the weak law of large numbers, while in the noisy case, the sampled distribution approximates $A \text{vec}(\mathcal{N}(\rho))$ due to both gate and measurement errors, leading to a bias in the estimator.

Our main result is a unified error mitigation framework that can alleviate the quantum errors identified by $\mathcal{N}$ and $A$ leading to the noisy estimator $A \text{vec}(\mathcal{N}(\rho))$. In the following, we first describe the general framework and then specialize it to dealing with quantum gate and measurement errors.

**Truncated Neumann series.**—Let $\mathbb{R}$ be the real field, $M_d$ be the set of $d \times d$ real square matrices and $I \in M_d$ be the identity matrix. Let $f : M_d \to \mathbb{R}$ be a linear function and $A \in M_d$ be a matrix. We are interested in estimating $f(I)$ given access to $f(A)$. This abstract task encapsulates many important computational tasks in both classical and quantum computing including the expectation value estimation task described above. We can show that, under certain conditions, the target $f(I)$ can be efficiently approximated via linear combination of accessible terms $f(A^k)$ of different orders with carefully chosen coefficients, employing the Neumann series expansion [69, Theorem 4.20]. Since $I = AA^{-1}$, the essential idea is to cancel the effect of the inverse $A^{-1}$ via a suitable truncated Neumann series.

**Proposition 1.** If $\|I - A\| < 1$ in some consistent norm, then

\[
\left| f(I) - \sum_{k=1}^{K+1} c_k (k-1) f(A^k) \right| = \left| f \left( (I - A)^{K+1} \right) \right|,
\]

where the coefficient function is defined as

\[
c_k(k) := (-1)^k \binom{K+1}{k+1},
\]

and $\binom{n}{k}$ is the binomial coefficient.

Intuitively, Eq. (4) indicates that one may approximate the target value $f(I)$ using the first $K$ truncated Neumann terms $f(A^k)$, if 1) the precondition $\|I - A\| < 1$ is satisfied, 2) the $k$-th order value $f(A^k)$ can be obtained in a similar way as that of $f(A)$, and 3) the remaining term $f((I - A)^{K+1})$ can be upper bounded theoretically. And, even better, if the upper bound decays exponentially with $K$, the approximation quickly converges. We show that with appropriate representations all these three conditions can be satisfied in the quantum error mitigation tasks. This idea has previously been applied for linear data detection in massive multiuser multiple-input multiple-output wireless systems [70].

**Gate Error Mitigation (GEM).**—We illustrate how to use the Neumann series framework to mitigate gate errors. For this aim, we first recall the Pauli transfer matrix (PTM) representation in Appendix C. In PTM, quantum states $|\rho\rangle$ and observables $\langle O|$ are represented by vectors and quantum channels $[\mathcal{N}]$ are represented by real matrices. For $n$ qubits, vectors and matrices are $4^n$-dimensional. The expected value of the observable $O$ in the state $\rho$ going through the noisy quantum channel $\mathcal{N}$ reads as follows:

\[
\text{Tr}[O\mathcal{N}(\rho)] = \langle O|[\mathcal{N}]|\rho\rangle.
\]

Setting $f \equiv \text{Tr}$ and $A \equiv [\mathcal{N}]$, the above task fits into the truncated Neumann series framework. Define the noise resistance of the quantum channel $\mathcal{N}$ as

\[
\xi_g(\mathcal{N}) := \|I - [\mathcal{N}]\|_{\infty},
\]

where $\|\cdot\|_{\infty}$ is the matrix $\infty$-norm. We assume that $\xi_g(\mathcal{N}) < 1$, which is a sufficient condition so that Proposition 1 holds. For Pauli noise $\mathcal{N}$, $\xi_g < 1$ corresponds to the case that the all Pauli eigenvalues must be strictly positive [71, 72], which can be satisfied whenever the noise is weak [73]. We show in the following theorem that the approximation error (RHS of Eq. (4)) can be exponentially upper bounded in terms of $\xi_g$.

**Theorem 2.** Assume that $\xi_g(\mathcal{N}) < 1$. For arbitrary positive integer $K$, it holds that

\[
\left| \text{Tr}[O\rho] - \sum_{k=1}^{K+1} c_k (k-1) E_g^{(k)} \right| \leq \|O\|_{\infty}^{K+1} \xi_g^{K+1},
\]

where $E_g^{(k)} := \langle O|[\mathcal{N}]^k|\rho\rangle$. 

As evident from Theorem 2, the noise resistance $\xi_\eta$ uniquely determines the number of terms required in the truncated Neumann series to approximate $\text{Tr}[O\rho]$ to the desired precision. What is more, since $\xi_\eta < 1$, the approximation error decays exponentially in terms of $K$, indicating that small $K$ suffices to reach high estimating accuracy. Thanks to the multiplicativity property of PTM, which states that the PTM of $N^{\otimes k}$ is exactly $[N]^{\otimes k}$, each $E_g^{(k)}$ can be viewed as the noisy expectation value generated by the noisy gate device executed $k$ times sequentially. Since measurement errors can be handled independently, we do not concern such errors in GEM. Let $E_g := \sum_{k=1}^{K+1} c_K (k-1) E_g^{(k)}$. Theorem 2 inspires a systematic way to estimate the expectation value $\text{Tr}[O\rho]$. Firstly, we choose $K$ so that the RHS of (8) evaluates to the desired precision $\varepsilon$, yielding the optimal gate truncated number

$$K_g = \left\lceil \log \frac{\varepsilon - \log \|O\|_\infty - 1}{\log \xi_g} \right\rceil. \quad (9)$$

Secondly, we compute $E_g$ by estimating each $E^{(k)}_g$ and linearly combining them with coefficients $c_K$. Since $E_g$ itself is only an $\varepsilon$-estimate of $\text{Tr}[O\rho]$, it suffices to approximate $E_g$ within an error $\varepsilon$. Motivated by the relation between $\eta^{(1)}$ and $E^{(1)}$ in (3), we propose the following procedure to estimate $E_g^{(k)}$ for arbitrary $1 \leq k \leq K + 1$:

1. Generate a quantum state $\rho$.

2. Execute the channel $N$ sequentially $k$ times, yielding the final state $N^{\otimes k}(\rho)$. Measure the final state and collect the measurement outcome.

3. Repeat the above two steps $M$ rounds.

4. Output the average $\eta_g^{(k)}$ as an estimate of $E_g^{(k)}$.

We claim that the average $\overline{\eta}_g := \frac{1}{K+1} \sum_{k=1}^{K+1} c_K (k-1) \eta_g^{(k)}$ approximates $\text{Tr}[O\rho]$ within error $2\varepsilon$ with high probability, i.e.,

$$\text{Pr}\left\{ \left| \text{Tr}[O\rho] - \overline{\eta}_g \right| \leq 2\varepsilon \right\} \geq 1 - \delta. \quad (10)$$

The proof is given in Appendix E. For illustrative purpose, we demonstrate in Fig. 2 the experimental setup for estimating the noisy expectation value $E_g^{(3)}$, where the noisy device is repeated sequentially three times in each round.

![FIG. 2. Experimental setup for estimating $E_g^{(3)}$, in which the noisy gate device (box in blue) is executed 3 times sequentially.](image)

We emphasize that the GEM method does not rely on the complete characterization of $N$, at least in theory, since the only relevant quantity is the noise resistance $\xi_\eta$, which we believe can be estimated efficiently without tomography. Furthermore, the repetition of $N$ can be experimentally accomplished by inserting identity gates after the noisy gate under the assumption that all gates incur the same noise.

### Measurement Error Mitigation (MEM).

—Recall that the error of a measurement device is well understood using classical noise models and is characterized by an error matrix $A$. It is straightforward to classically reverse the noise effects by multiplying the sampled distribution by the inverse $A^{-1}$. Nonetheless, there are several limitations of the direct inverse approach: (i) Completely characterizing $A$ requires $2^n$ calibration setups and is not scalable; (ii) $A$ may be singular which prevents direct inversion; and (iii) $A^{-1}$ is hard to compute in general and might not be column stochastic, resulting unphysical estimates.

We manifest how to use the Neumann series framework to mitigate measurement errors while avoiding the limitations. Similar to the GEM case, the essential idea of MEM is to effectively simulate the inverse of the error matrix $A$, utilizing the truncated Neumann series. First of all, we define the noise resistance of the error matrix $A$ as

$$\xi_m(A) := \frac{1}{2} \left( 1 - \min_{x \in \{0,1\}^n} \left( x^\top A x \right) \right). \quad (11)$$

By definition, $1 - \xi_m/2$ is the minimal diagonal element of $A$. Intuitively, $\xi_m/2$ characterizes the measurement device’s worst-case behavior since it is the maximal probability for which the true and actual outcomes mismatch. In the following, we assume $\xi_m < 1$, which is equivalent to the condition that the minimal diagonal element of $A$ is larger than 0.5. This assumption is reasonable since otherwise the measurement device is too noisy to be applicable from the practical perspective. It is also a sufficient condition under which Proposition 1 holds. We deploy the truncated Neumann series framework to alleviate the measurement errors and obtain the following, in a similar favor of Theorem 2. The proof is given in Appendix F.

**Theorem 3.** Assume that $\xi_m < 1$. For arbitrary positive integer $K$, it holds that

$$\left| \text{Tr}[O\rho] - \sum_{k=1}^{K+1} c_K (k-1) E^{(k)}_m \right| \leq \xi_m^{K+1}, \quad (12)$$

where

$$E^{(k)}_m := \sum_{x \in \{0,1\}^n} O(x) \langle x | A^k \vec{\rho} \rangle. \quad (13)$$

Upper bounding the RHS of (12) with the desired precision $\varepsilon$ yields the optimal measurement truncated number

$$K_m = \left\lceil \log \frac{\varepsilon - \log \xi_m - 1}{\log \xi_m} \right\rceil. \quad (14)$$

We can evaluate the noisy values $E^{(k)}_m$ up to the optimal order $K_m$ in almost the same manner as we estimated $E^{(k)}_g$ in GEM. The different step is that we replace the single measurement with sequential measurements so that $A^k$ appeared in (13) can be recovered:
1. Generate a quantum state $\rho$.

2. Using $\rho$ as input, execute the noisy measurement device $k$ times sequentially and collect the outcome produced by the final $k$-th measurement device.

3. Repeat the above two steps $M$ rounds.

4. Output the average $\eta_m^{(k)}$ as an estimate of $E_m^{(k)}$.

Likewise, the average $\overline{\eta}_m := \sum_{k=1}^{K+1} c_K (k-1) \eta_m^{(k)}$ approximates $\text{Tr}[O\rho]$ within error $2\varepsilon$ with probability larger than $1-\delta$. The proof is the same as that of Eq. (10).

A crucial concept we introduce in the above MEM method is the sequential measurement. Roughly speaking, it means that we use the output of one measurement device as the input of the other. In Appendix G, we elaborate thoroughly this concept and show that the classical noise model describing the sequential measurement repeating $k$ times is indeed characterized by the error matrix $A^k$. For illustrative purpose, we demonstrate in Fig. 3 the experimental setup for estimating $E_m^{(3)}$, where the measurement device is executed three times sequentially. Indeed, one can think of the rightmost $k-1$ measurements as implementing the calibration subroutine since they always have the computational basis states as inputs. In some sense, this is dynamic calibration where we do not statically enumerate all computational bases as input states but dynamically prepare the input states based on the output information of the target state from the first measurement device.

\[
|0\rangle \xrightarrow{U} \eta_m^{(3)}
\]

FIG. 3. Experimental setup for estimating $E_m^{(3)}$, in which the noisy measurement device (box in red) is executed 3 times sequentially.

**Resource analysis.**—When applying the truncated Neumann series framework to mitigate quantum errors, we repeat the quantum devices sequentially in different numbers of times, compute the noisy values, and linearly combine them to approximate the target. We use the number of quantum states consumed as the resource metric and analyze the complexity of the proposed methods GEM and MEM. Fundamentally, the resource costs of both methods are dominated by the optimal truncated number $K = K_g$ (9) in GEM and $K_m$ (14) in MEM—that determines the maximal number of truncated terms and the number of quantum states prepared to evaluate each truncated term. The detailed analysis has been given in Appendix E. Set $\Delta := \left(\frac{2^{K+1}}{K+1}\right) - 1$. For each $1 \leq k \leq K$, we need $M = 2(K+1)\Delta \log(2/\delta)/\varepsilon^2$ copies of quantum states to achieve the desired accuracy $\varepsilon$ and confidence $\delta$. As so, the total number of quantum states consumed is roughly given by

\[
M(K+1) = 2(K+1)^2 \Delta \log(2/\delta)/\varepsilon^2 \\
\approx 4^K \log(2/\delta)/\varepsilon^2,
\]

where the approximation follows from the Stirling’s approximation. In other words, the number of quantum states consumed by GEM or MEM is much more than that of the ideal case by a factor of $4^K$. We shall call the factor $4^K$ the error mitigation overhead with truncated Neumann series, characterizing the overall increased number of samples necessary to ensure a certain accuracy. At first glance, the exponential factor $4^K$ renders the error mitigation methods utilizing truncated Neumann series infeasible when $K$ becomes large. However, we argue in the following that for near-term quantum devices with moderate noise resistance, $K$ is quite small and thus is acceptable experimentally. In Fig. 4, we plot the optimal truncated number $K = \left\lceil \log \varepsilon/\log \xi - 1 \right\rceil$ as a function of the noise resistance $\xi$, where the error tolerance parameter is fixed as $\varepsilon = 0.01$. Notice that $\xi$ can be either $\xi_g$ (7) in GEM (ignoring negligible extra terms) or $\xi_m$ (11) in MEM. One can check from the figure that $K \leq 10$ whenever the noise resistance satisfies $\xi \leq 0.657$. In GEM with Pauli noise, this corresponds to that the minimal Pauli eigenvalue is larger than 0.343. In MEM, this corresponds to that the minimal diagonal element of $A$ is larger than 0.67. These are mild requirements that many public quantum hardwares fulfill [15, 45]. Generally speaking, the incurred error mitigation overhead $4^K$ can be independent of the system size (the number of qubits), so long as the noise resistance $\xi$ of the quantum device is moderate, in the sense that it is below a certain threshold (say 0.657).

**Numerical results.**—We use the qubit depolarizing channel as example to verify the GEM method, and more examples can be found in Appendix H. This channel is defined as $\Omega_p(\rho) := (1-p)\rho + pI/2$, where $p \in [0, 1)$. Consider the task where the ideal state is $\rho = |0\rangle\langle 0|$ and $O = Z$. The ideal expectation value is $\text{Tr}[Z\rho] = 1$ while the noisy expectation value suffering from depolarizing noise is $\text{Tr}[Z\Omega_p(\rho)] = 1-p$. To apply GEM, we first compute the optimal truncated number. Since $\xi_g(\Omega_p) = p$ and $\|Z\|_\infty = 1$, we get $K_g = \left\lceil \log \varepsilon/\log p - 1 \right\rceil$. The mitigated expectation values for

![FIG. 4. The (simplified) truncated number $K = \left\lceil \log \varepsilon/\log \xi - 1 \right\rceil$ as a function of the noise resistance $\xi$, where $\varepsilon = 0.01$.](image-url)
different noise level \( p \) are shown in Fig. 5, where \( \varepsilon = 0.01 \) is fixed. From the numerical result, we can see that GEM works well and substantially improve the computation accuracy.

We consider another example to verify the MEM method. Consider the input state \( \rho = |\Phi\rangle\langle\Phi| \), where \( \Phi \) is the maximal superposition state \( |\Phi\rangle := \sum_{i=0}^{2^n-1} |i\rangle / \sqrt{2^n} \). The observable \( O \) is a tensor product of Pauli \( Z \) operators, i.e., \( O = Z^\otimes n \). The ideal expectation value is \( \text{Tr}[O\rho] = 0 \). We choose \( n = 8 \) and randomly generate an error matrix \( A \) whose noise resistance satisfies \( \xi(A) \approx 0.657 \) so that the measurement error fall into the moderate regime. We repeatedly estimate the noisy expectation values \( \eta^{(1)} \) and compute the the average in a total number of 1000 times. Note that all these experiments assume the same error matrix \( A \), and the parameters are fixed as \( \varepsilon = \delta = 0.01 \). The obtained expectation values are scatted in Fig. 6. It is easy to see that the noisy measurement device, characterized by the error matrix \( A \), incurs a bias \(-0.007\) to the estimated expectation values. On the other hand, the mitigated expectation values using the MEM method distributed evenly around the ideal value 0 within a distance of 0.01 with high probability. As evident from Fig. 6, few mitigated values fall outside the expected region. These statistical outcomes match our conclusions, validating the correctness and performance of the truncated Neumann series based MEM.

**Conclusions.**—We introduced a general framework to mitigate quantum gate and measurement errors in computing expectation values of quantum observables, an essential building block of numerous quantum algorithms. The idea behind this method is to approximate the inverse of the quantum error characterizing the noisy behavior of the underlying quantum device using a small number truncated Neumann series terms. Remarkably, the estimation error decays exponentially in the truncated order, and the incurred error mitigation overhead is independent of the system size, as long as the noise resistance of the quantum device is moderate. The proposed error mitigation framework theoretically works for any quantum error and does not require the tomography procedure to completely characterize the quantum errors. This property is beneficial and will be more and more important as the quantum circuit sizes increase. We numerically tested this method for both gate and measurement errors and found that the computation accuracy is substantially improved. We believe that this framework will be helpful for quantum error mitigation in NISQ quantum devices. We emphasize that quantum error mitigation is still an active research area. For example, there is emerging interest in syncretizing error mitigation and correction techniques [74, 75]. It would be interesting to explore how the proposed error mitigation framework can be enhanced via error correction.
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Appendix A: Proof of Eq. (3)

**Proof.** By the definition of $\eta^{(1)}$, we have

$$\eta^{(1)} = \frac{1}{M} \sum_{m=1}^{M} O(s^m) \quad (A1)$$

$$= \frac{1}{M} \sum_{m=1}^{M} \sum_{x \in \{0, 1\}^n} O(x)\langle x|s^m \rangle \quad (A2)$$

$$= \sum_{x \in \{0, 1\}^n} O(x)\langle x| \left( \frac{1}{M} \sum_{m=1}^{M} |s^m \rangle \right) \quad (A3)$$

The expectation value can be evaluated as

$$E^{(1)} := \mathbb{E}[\eta^{(1)}] = \mathbb{E} \left[ \sum_{x \in \{0, 1\}^n} O(x)\langle x| \left( \frac{1}{M} \sum_{m=1}^{M} |s^m \rangle \right) \right] \quad (A4)$$

$$= \sum_{x \in \{0, 1\}^n} O(x)\langle x| \mathbb{E} \left[ \frac{1}{M} \sum_{m=1}^{M} |s^m \rangle \right] \quad (A5)$$

$$= \sum_{x \in \{0, 1\}^n} O(x)\langle x| A\text{vec}(\mathcal{N}(\rho)). \quad (A6)$$

Appendix B: Proof of Proposition 1

**Proof.** We first recall the definition of Neumann series [69, Theorem 4.20]. Let $A \in \mathbb{M}_d$ be a real matrix. If $\lim_{k \to \infty} (I - A)^k = 0$, then

$$A^{-1} = \sum_{k=0}^{\infty} (I - A)^k. \quad (B1)$$

Furthermore, a sufficient condition for $\lim_{k \to \infty} (I - A)^k = 0$ is that $\|I - A\| < 1$ in some consistent norm.

Multiplying both sides of Eq. (B1) with $A$ and rearranging the elements, we have

$$I = AA^{-1} = A \left( \sum_{k=0}^{K} (I - A)^k \right) + A \left( \sum_{k=K+1}^{\infty} (I - A)^k \right). \quad (B2)$$

The above yields

$$A \left( \sum_{k=K+1}^{\infty} (I - A)^k \right) = I - A \left( \sum_{k=0}^{K} (I - A)^k \right) \quad (B3)$$

$$= I - \frac{(I - A)^0 \times [I - (I - A)^{K+1}]}{I - (I - A)} A \quad (B4)$$

$$= (I - A)^{K+1}, \quad (B5)$$

where the second equality follows from the closed-form formula of geometric series. On the other hand, using the recurrence relation for binomial coefficients we can show that

$$\sum_{k=0}^{K} (I - A)^k = \sum_{k=0}^{K} \binom{K+1}{k+1} (-A)^k = \sum_{k=0}^{K} c_K(k) A^k, \quad (B6)$$
where the coefficient function $c_K$ is defined in Eq. (5). Putting all pieces together, we get

$$I = \sum_{k=1}^{K+1} c_K (k-1) A^k + (I - A)^{K+1},$$

where we change the variable so that the summation begins with $k = 1$. Thus, using the linearity of function $f$ we conclude that

$$f(I) = \sum_{k=1}^{K+1} c_K (k-1) f(A^k) + f((I - A)^{K+1}).$$

\[\square\]

**Appendix C: Pauli transfer matrix representation**

The four (normalized) Pauli operators in the qubit space are defined as

$$I \equiv \sigma_0 := \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad X \equiv \sigma_1 := \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},$$

$$Y \equiv \sigma_2 := \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z \equiv \sigma_3 := \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (C1)$$

They provide an orthonormal basis for the qubit linear operators, i.e., arbitrary qubit linear operator can be decomposed with respect to this basis. For the $n$-qubit case, one can construct a set of Pauli operators, which we call the Pauli set, as

$$P_n := \left\{ \bigotimes_{k=1}^n \sigma_{j_k} : j_k = 0, 1, 2, 3 \right\} \equiv \{I, X, Y, Z\}^\otimes n. \quad (C2)$$

It is easy to verify that $|P_n| = 4^n$, where $|\cdot|$ denotes the size of the set.

The Pauli transfer matrix (PTM) representation expresses states and evolutions in terms of the Pauli basis $P_n$ (C2), since $P_n$ forms a basis for the $n$-qubit operators. Specially, an $n$-qubit quantum state $\rho$ can be written in the vector form by decomposing it into the Pauli basis:

$$|\rho\rangle := \begin{bmatrix} \vdots \\ \rho_i \\ \vdots \end{bmatrix}, \quad (C3)$$

where the vector element is $\rho_i := \text{Tr}[P_i \rho] \in \mathbb{R}$ and $P_i \in P_n$. Since $|P_n| = 4^n$, $|\rho\rangle$ is a $4^n$-dimensional real column vector. In this representation, a basis for the vector space is

$$\{ |P_i\rangle : i \in \{0, 1, 2, 3\}^n \}. \quad (C4)$$

Similarly, a Hermitian observable $O$ can also be expressed as a $4^n$-dimensional real row vector via

$$\langle O \rangle := [\cdots O_i \cdots], \quad (C5)$$

where the vector element is $O_i := \text{Tr}[P_i O]$ and $P_i \in P_n$. That is to say, $O$ can be written as a linear combination of Pauli operators $O = \sum_i O_i P_i$. By definition, one has $\|\langle O \rangle\|_\infty = \sum_i |O_i|$, where $\|\cdot\|_\infty$ is the matrix $\infty$-norm. In quantum computation, a common choice of the observable is $O = Z^\otimes n$. In this case, one has $\|Z^\otimes n\|_\infty = 1$.

A quantum channel $\mathcal{N}$ (with $n$-qubit input and output systems) can be expressed as a $4^n \times 4^n$ real square matrix $[\mathcal{N}]$ whose $i$-th row and $j$-th column element is defined via

$$[\mathcal{N}]_{i,j} := \text{Tr}[P_i \mathcal{N}(P_j)]. \quad (C6)$$

Here, $i, j \in \{0, 1, 2, 3\}^n$. Note that the identity channel $\text{id}$ has identity Pauli transfer matrix, i.e., $[\text{id}] = I$, as evident from the relation $\text{Tr}[P_i P_j] = \delta_{i,j}$, where $\delta_{i,j}$ is the Kronecker delta function. By definition, if $\sigma = \mathcal{N}(\rho)$, then $|\sigma\rangle = [\mathcal{N}]|\rho\rangle$.

A desirable property of the Pauli transfer matrix representation (PTM) is that quantum channel composition is multiplicative in this representation. Specifically, let $\mathcal{M}$ and $\mathcal{N}$ be two $n$-qubit quantum channels, then

$$[\mathcal{M} \circ \mathcal{N}] = [\mathcal{M}] [\mathcal{N}]. \quad (C7)$$

The proof is given as follow.
Proof. Let \( i, j \in \{0, 1, 2, 3\}^n \). By definition,
\[
[M \circ N]_{i,j} = \text{Tr} \left[ P_i M \circ N (P_j) \right]
\]
(C8)
\[
= \text{Tr} \left[ P_i M \left( \sum_m [N]_{m,j} P_m \right) \right]
\]
(C9)
\[
= \text{Tr} \left[ P_i \sum_{m,n} [N]_{m,j} [M]_{n,m} P_n \right]
\]
(C10)
\[
= \text{Tr} \left[ P_i \sum_n \left( \sum_m [M]_{n,m} [N]_{m,j} \right) P_n \right]
\]
(C11)
\[
= \sum_n \langle [M][N] \rangle_{n,j} \text{Tr} [P_i P_n]
\]
(C12)
\[
= \langle [M][N] \rangle_{i,j}
\]
(C13)

where in the last step we use the fact that \( \text{Tr}[P_i P_j] = \delta_{i,j} \).

\[\square\]

**Lemma 4.** Let \( \rho \) be a n-qubit quantum state. For arbitrary \( i \in \{0, 1, 2, 3\}^n \), it holds that \( |\langle P_i | \rho \rangle| \leq 1 \).

**Proof.** By definition, \( \langle P_i | \rho \rangle = \text{Tr}[P_i \rho] \). Notice that each Pauli operator \( P_i \) has eigenvalues \( \pm 1 \), this implies that \( \text{Tr}[P_i \rho] \) is real. Assume the eigenstates of \( P_i \) is \( \{|v_j\}\). We expand \( \rho \) in this basis: \( \rho = \sum_{jk} \rho_{jk} |v_j \rangle \langle v_k| \). Then
\[
|\text{Tr}[P_i \rho]| = \left| \sum_{jk} \rho_{jk} \langle v_k | P_i | v_j \rangle \right| \leq \sum_j \rho_{jj} = \text{Tr}[\rho] = 1,
\]
(C14)

where the inequality follows from the fact that \( P_i \) has eigenvalues \( \pm 1 \).

\[\square\]

**Appendix D: Proof of Theorem 2**

**Proof of Theorem 2.** Using Proposition 1, we have
\[
|\text{Tr}[O] - \sum_{k=1}^{K+1} c_k (k-1) E^{(k)}| = \|O((I - [N])^{K+1})| \rho \|.
\]
(D1)

We need to upper bound the tail \( \|O((I - [N])^{K+1})| \rho \| \). Consider the following chain of inequalities:
\[
\|O((I - [N])^{K+1})| \rho \| = \|O \left( \sum_i |P_i \rangle \langle P_i| \right) (I - [N])^{K+1} \left( \sum_j |P_j \rangle \langle P_j| \right) | \rho \|
\]
(D2)
\[
= \left| \sum_{i,j} \langle O | P_i \rangle \langle P_j | O \rangle \langle P_i| (I - [N])^{K+1} | P_j \rangle \right| \|
\]
(D3)
\[
\leq \sum_{i,j} \| \langle O | P_i \rangle \| \cdot \| \langle P_j | O \rangle \| \cdot \| \langle P_i| (I - [N])^{K+1} | P_j \rangle \|
\]
(D4)
\[
\leq \sum_{i,j} \| \langle O | P_i \rangle \| \cdot \| \langle P_j | (I - [N])^{K+1} \rangle \|
\]
(D5)
\[
= \sum_i \| \langle O | P_i \rangle \| \left( \sum_j \| \langle P_j| (I - [N])^{K+1} \rangle \| \right)
\]
(D6)
\[
\leq \sum_i \| \langle O | P_i \rangle \| \cdot \| (I - [N])^{K+1} \|_\infty
\]
(D7)
\[
= \| \langle O \rangle \|_\infty \cdot \| (I - [N])^{K+1} \|_\infty
\]
(D8)
\[
\leq \| \langle O \rangle \|_\infty \cdot \| I - [N] \|_\infty^{K+1}
\]
(D9)
where Eq. (D5) follows from Lemma 4, Eq. (D7) follows from the definition of the matrix ∞-norm, and Eq. (D9) follows from the submultiplicativity of the matrix ∞-norm.

\[ \text{Appendix E: Proof of Eq. (10)} \]

**Proof.** Let \( s^{m,k} \in \{0, 1\}^n \) be the outcome in the \( m \)-th round when estimating \( E_g^{(k)} \). By definition,

\[
\eta = \sum_{k=1}^{K+1} c_K(k-1)\eta^{(k)} \tag{E1}
\]

\[
= \frac{1}{M} \sum_{k=1}^{K+1} \sum_{m=1}^{M} c_K(k-1)O(s^{m,k}) \tag{E2}
\]

\[
= \frac{1}{M(K+1)} \sum_{k=1}^{K+1} \sum_{m=1}^{M} (K+1)c_K(k-1)O(s^{m,k}). \tag{E3}
\]

Introducing the new random variables \( X_{m,k} := (K+1)c_K(k-1)O(s^{m,k}) \), we have

\[
\eta = \frac{1}{M(K+1)} \sum_{k=1}^{K+1} \sum_{m=1}^{M} X_{m,k}. \tag{E4}
\]

Intuitively, Eq. (E4) says that \( \eta \) can be viewed as the empirical mean value of the set of random variables

\[
\{X_{m,k} : m = 1, \ldots, M; k = 1, \ldots, K+1\}. \tag{E5}
\]

First, we show that the absolute value of each \( X_{m,k} \) is upper bounded as

\[
|X_{m,k}| = |(K+1)c_K(k-1)O(s^{m,k})| \leq (K+1)|c_K(k-1)||O(s^{m,k})| \leq (K+1)|c_K(k-1)|, \tag{E6}
\]

where the second inequality follows from the assumption of \( O \) (recall that \( O \) is diagonal in the computational basis and \( \|O\|_2 \leq 1 \)). Then, we show that \( \eta \) is an unbiased estimator of the quantity \( \sum_{k=1}^{K+1} c_K(k-1)E^{(k)} \):

\[
\mathbb{E}[\eta] = \mathbb{E}
\left[
\frac{1}{M(K+1)} \sum_{k=1}^{K+1} \sum_{m=1}^{M} X_{m,k}
\right]
\tag{E7a}
\]

\[
= \mathbb{E}
\left[
\frac{1}{M} \sum_{k=1}^{K+1} \sum_{m=1}^{M} c_K(k-1)O(s^{m,k})
\right]
\tag{E7b}
\]

\[
= \sum_{k=1}^{K+1} c_K(k-1) \left( \sum_x O(x)\langle x|\mathbb{E}_M \left[ \frac{1}{M} \sum_{m=1}^{M} s^{m,k} \right] \right)
\tag{E7c}
\]

\[
= \sum_{k=1}^{K+1} c_K(k-1) \left( \sum_x O(x)\langle x|A^{k} vec(\rho) \right)
\tag{E7d}
\]

\[
= \sum_{k=1}^{K+1} c_K(k-1)E^{(k)}, \tag{E7e}
\]

where the last equality follows from (13). Eqs. (E6) and (E7) together guarantee that the prerequisites of the Hoeffding’s inequality hold. By the Hoeffding’s equality, we have

\[
\Pr \left\{ \left| \eta - \sum_{k=1}^{K+1} c_K(k-1)E^{(k)} \right| \geq \varepsilon \right\} \leq 2 \exp \left( -\frac{2M^2(K+1)^2\varepsilon^2}{4 \sum_{k=1}^{K+1} \sum_{m=1}^{M} (K+1)c_K(k)^2} \right) \tag{E8}
\]

\[
= 2 \exp \left( -\frac{2M^2(K+1)^2\varepsilon^2}{4M(K+1)^3 \sum_{k=0}^{K} |c_K(k)|^2} \right) \tag{E9}
\]

\[
= 2 \exp \left( -\frac{M\varepsilon^2}{2(K+1)\Delta} \right), \tag{E10}
\]
where $\Delta := \sum_{k=1}^{K+1} |c_K(k)|^2 = \binom{2K+2}{K+1} - 1$. Solving
\[
2 \exp \left( - \frac{M \varepsilon^2}{2(K+1)\Delta} \right) \leq \delta
\]
gives
\[
M \geq 2(K+1)\Delta \log(2/\delta)/\varepsilon^2.
\]
To summarize, choosing $K = \lceil \log \varepsilon / \log \xi - 1 \rceil$ and $M = \lceil 2(K+1)\Delta \log(2/\delta)/\varepsilon^2 \rceil$, we are able obtain the following two statements
\[
\Pr \left\{ \eta - \sum_{k=1}^{K+1} c_K(k-1)E^{(k)} \geq \varepsilon \right\} \leq \delta,
\]
\[
\left| \text{Tr}[O\rho] - \sum_{k=1}^{K+1} c_K(k-1)E^{(k)} \right| \leq \varepsilon,
\]
where the first one is shown above and the second one is proved in Theorem 2. Using the union bound and the triangle inequality, we conclude that $\eta$ can estimate the ideal expectation value $\text{Tr}[O\rho]$ with error $2\varepsilon$ at a probability greater than $1 - \delta$. \hfill \Box

Appendix F: Proof of Theorem 3

Proof. Using Proposition 1, we have
\[
\left| \text{Tr}[O\rho] - \sum_{k=1}^{K+1} c_K(k-1)E^{(k)} \right| = \left| \sum_{x \in \{0,1\}^n} O(x) \langle x|(I - A)^{K+1} \text{vec}(\rho) \rangle \right|.
\]
Now we show that the quantity in (F1) can be bounded from above. Define the matrix 1-norm of a $m \times n$ matrix $B$ as
\[
\|B\|_1 := \max_{1 \leq j \leq n} \sum_{i=1}^n |B_{ij}| \equiv \max_{1 \leq j \leq n} \sum_{i=1}^n |\langle i | B | j \rangle|,
\]
which is simply the maximum absolute column sum of the matrix. Let $\rho(y)$ is the $y$-th diagonal element of the quantum state $\rho$. Consider the following chain of inequalities:
\[
\left| \sum_{x \in \{0,1\}^n} O(x) \langle x|(I - A)^{K+1} \text{vec}(\rho) \rangle \right| = \left| \sum_{x \in \{0,1\}^n} \sum_{y \in \{0,1\}^n} O(x) \rho(y) \langle x|(I - A)^{K+1} |y \rangle \right|
\]
\[
\leq \sum_{x \in \{0,1\}^n} \sum_{y \in \{0,1\}^n} |O(x)| \cdot |\rho(y)| \cdot |\langle x|(I - A)^{K+1} |y \rangle|
\]
\[
\leq \sum_{x \in \{0,1\}^n} \sum_{y \in \{0,1\}^n} \rho(y) \left| \langle x|(I - A)^{K+1} |y \rangle \right|
\]
\[
= \sum_{y \in \{0,1\}^n} \rho(y) \sum_{x \in \{0,1\}^n} |\langle x|(I - A)^{K+1} |y \rangle|
\]
\[
\leq \sum_{y \in \{0,1\}^n} \rho(y) \|(I - A)^{K+1}\|_1
\]
\[
= \|(I - A)^{K+1}\|_1
\]
\[
\leq \|I - A\|_1^{K+1}
\]
\[
= \epsilon_{K+1}^{m+1},
\]
where (F3c) follows from the assumption that $O$ is diagonalized in the computational basis and $\|O\|_2 \leq 1$, (F3e) follows from the definition of matrix 1-norm, (F3f) follows from the fact that $\rho$ is a quantum state and thus $\sum_y \rho(y) = 1$, (F3g) follows from the submultiplicativity property of the matrix 1-norm, and (F3h) follows from Lemma 5 stated below. We are done. \hfill \Box
Lemma 5. Let $A$ be a column stochastic matrix of size $d \times d$. It holds that

$$
\xi_m(A) = \|I - A\|_1,
$$

where $\xi_m(A)$ is defined in (11).

Proof. Since $A$ is column stochastic, $I - A$ has non-negative diagonal elements and negative off-negative elements. Thus

$$
\|I - A\|_1 = \max_{1 \leq j \leq d} \left( 1 - A_{jj} + \sum_{i \neq j} A_{ij} \right) = \max_{1 \leq j \leq d} (1 - A_{jj}) = 2 \max_{1 \leq j \leq d} (1 - A_{jj}) = 2 - 2 \min_{1 \leq j \leq d} A_{jj} =: \xi_m(A),
$$

where the second equality follows from the fact that $A$ is column stochastic.

Appendix G: Sequential measurements

In this Appendix, we prove that the classical noise model describing the sequential measurement repeating $k$ times is effectively characterized by the stochastic matrix $A^k$. We begin with the simple case $k = 2$. Since the noise model is classical and linear in the input, it suffices to consider the computational basis states as inputs. As shown in Fig. 7, we apply the noisy quantum measurement device two times sequentially on the input state $|x⟩⟨x|$ in computational basis where $x \in \{0, 1\}^n$. Assume the measurement outcome of the first measurement is $y$ and the measurement outcome of the second measurement is $z$, where $y, z \in \{0, 1\}^n$. Assume that the error matrix associated with this sequential measurement is $A'$. That is, the probability of obtaining the outcome $z$ provided the true outcome is $x$ is given by $A'_{zx}$. Practically, we input $|x⟩⟨x|$ to the first noisy measurement device and obtain the outcome $y$. The probability of this event is $A_{yx}$, by the definition of the error matrix. Similarly, we input $|y⟩⟨y|$ to the second noisy measurement device and obtain the outcome $z$. The probability of this event is $A_{zy}$. Inspecting the chain $x \rightarrow y \rightarrow z$, we have

$$
A'_{zx} = \sum_{y \in \{0,1\}^n} A_{yx} A_{zy} = A_{zx}^2.
$$

The above analysis justifies that the classical noise model describing the sequential measurement repeating 2 times is effectively characterized by the stochastic matrix $A^2$. The general case can be analyzed similarly.

Mathematically, quantum measurements can be modeled as quantum-classical quantum channels [76, Chapter 4.6.6] where they take a quantum system to a classical one. Experimentally, the implementation of quantum measurement is platform-dependent and has different characterizations. For example, the fabrication and control of quantum coherent superconducting circuits have enabled experiments that implement quantum measurement [77]. Based on the outcome data, experimental measurements are typically categorized into two types: those only output classical outcomes and those output both classical outcomes and quantum states. That is, besides the usually classical outcome sequences, the measurement device will also output a quantum state on the computational basis corresponding to the classical outcome. For the former type, we can implement the sequential measurement via the qubit reset [78–80] approach, by which we mean the ability to re-initialize the qubits into a known state, usually a state in the computational basis, during the course of the computation. Technically, when the $i$-th noisy measurement outputs an outcome sequence $s^i \in \{0, 1\}^n$, we use the qubit reset technique to prepare the computational basis state $|s^i⟩⟨s^i|$ and feed it to the $(i + 1)$-th noisy measurement (cf. Fig. 7). In this case, the noisy measurement device can be reused. For the latter type, the sequential measurement can be implemented efficiently: when the $i$-th noisy measurement outputs a classical sequence and a quantum state on the computational basis, we feed the quantum state to the $(i + 1)$-th noisy measurement.

Appendix H: Demonstrative examples

Dephasing noise. The qubit dephasing error can arise when the energy splitting of a qubit fluctuates as a function of time due to coupling to the environment. Charge noise affecting a transmon qubit is of this type. Dephasing is represented by a phase-flip
FIG. 7. Apply the noisy quantum measurement device two times sequentially on the input state $|x\rangle\langle x|$ where $x \in \{0, 1\}^n$. The measurement outcome of the first measurement is $y$ and the measurement outcome of the second measurement is $z$.

channel, which describes the loss of phase information with probability $p$. This channel projects the state onto the $Z$-axis of the Bloch sphere with probability $p$, and does nothing with probability $1 - p$:

$$D_p(\rho) := (1 - p) \rho + pZ\rho Z, \quad (H1)$$

where $p \in [0, 1]$. The PTM representation of $D_p$ is [68]

$$[D_p] = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 - 2p & 0 & 0 \\
0 & 0 & 1 - 2p & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \quad (H2)$$

and thus $\xi(D_p) = 2p$. The noise resistance implies that our method fails whenever $p \geq 1/2$, for which the truncation error cannot be bounded any more.

Amplitude damping noise. The amplitude damping channel is defined as

$$A_\gamma(\rho) := E_1\rho E_1^\dagger + E_2\rho E_2^\dagger, \quad (H3)$$

where $\gamma \in [0, 1]$, $E_1 := |0\rangle\langle 0| + \sqrt{1 - \gamma}|1\rangle\langle 1|$, and $E_2 := \sqrt{\gamma}|0\rangle\langle 1|$. $\gamma$ can be thought of as the probability of losing a photon. The PTM representation of $A_\gamma$ is [68]

$$[A_\gamma] = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \sqrt{1 - \gamma} & 0 & 0 \\
0 & 0 & \sqrt{1 - \gamma} & 0 \\
\gamma & 0 & 0 & 1 - \gamma
\end{pmatrix} \quad (H4)$$

and thus $\xi(A_\gamma) = 2\gamma$. Likewise, our method fails for the amplitude damping channel whose noise parameter $\gamma$ exceeds $1/2$, for which the truncation error cannot be bounded.