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Abstract

Countless applications depend on accurate predictions with reliable confidence estimates from modern object detectors. It is well known, however, that neural networks including object detectors produce miscalibrated confidence estimates. Recent work even suggests that detectors’ confidence predictions are biased with respect to object size and position, but it is still unclear how this bias relates to the performance of the affected object detectors. We formally prove that the conditional confidence bias is harming the expected performance of object detectors and empirically validate these findings. Specifically, we demonstrate how to modify the histogram binning calibration to not only avoid performance impairment but also improve performance through conditional confidence calibration. We further find that the confidence bias is also present in detections generated on the training data of the detector, which we leverage to perform de-biasing without using additional data. Moreover, Test Time Augmentation magnifies this bias, which results in even larger performance gains from our calibration method. Finally, we validate our findings on a diverse set of object detection architectures and show improvements of up to 0.6 mAP and 0.8 mAP_{50} without extra data or training. Code available at 1.

1. Introduction

Accurate probability estimates are essential for automated decision processes. They are crucial for accurate and reliable performance and for properly assessing risks. This is especially true for object detectors, which are regularly deployed in uniquely critical domains such as automated driving, medical imaging and security applications, where human lives can be at stake. Despite these high stakes, confidence calibration for object detectors receives comparatively little attention. Most of the attention in the design of object detectors goes toward chasing state-of-the-art results on performance benchmarks, while ignoring problems in the confidence of their predictions. Additionally, object detectors have recently been shown to also be vulnerable to conditional confidence biases with respect to their positional regression predictions [20], but it is still unclear how this bias relates to the performance of the affected object detectors.

In an effort to highlight the importance of confidence calibration, we show that the conditional confidence bias is hurting object detection performance. A simplified illustration of the phenomenon is depicted in Fig. 1.

Our Contributions:
1. We formally prove that a conditional bias in object detectors leads to a non-optimal expected Average Precision (AP) and empirically verify this finding by using a modified histogram binning method.
2. We show that the bias is also present in predictions on the training data and the detector can be de-biased thereby increasing its performance without additional data.
3. We demonstrate that Test Time Augmentation (TTA) can amplify the problems caused by the conditional bias, which causes our remedy to lead to an even larger performance improvement.
4. Using our proposed procedure with a heuristic performance metric we are able to improve the performance of most of the tested object detectors on the standard COCO [22] evaluation and test-dev benchmark.
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Figure 1. Example illustration of conditional miscalibration hurting object detection performance. Visualizes, on made up data, how confidence calibration of differently miscalibrated subgroups, shown (left) in the reliability diagram, increases an object detector’s performance, seen (right) in the precision-recall curve.
2. Related Works

Confidence Calibration of Neural Networks. Confidence calibration is usually applied as a post-processing step for uncertainty estimation. Modern neural networks make highly miscalibrated predictions as shown by Guo et al. [12] and hinted at in earlier works [27, 39]. There are many ways to calibrate the confidence of predictive models, such as histogram binning [47], Bayesian Binning [24], isotonic regression [48] and Platt scaling [31], with the multi-class modification temperature scaling [12] and the more general Beta calibration [18]. Confidence calibration of deep learning object detectors was first addressed by Neumann et al. [25] as a learning problem. Küppers et al. [50] generalized different calibration methods to conditional calibration of object detectors [20].

Measuring Calibration Errors. Along with the methods for calibration, measuring to what degree predictions are calibrated is also a long-standing field of study [4, 7, 11, 45]. Inspired by the earlier visualization through reliability diagrams [7], the nowadays widely used Expected Calibration Error (ECE) [24] still has many shortcomings exposed and modifications proposed [19, 28, 42] including an adaption of the confidence calibration, we consider the conditional confidence bias with respect to object categories. A detection is categorized as a True Positive (TP) if the overlap of its predicted bounding box with a ground truth bounding box is larger than a threshold $t_{\text{IoU}}$ and if $c_i$ is highest among all detections that have a large enough overlap with the ground truth bounding box. The overlap is calculated using the Jaccard coefficient, in this context more fittingly termed Intersection over Union (IoU). We define an indicator variable $\tau_i$, which is 1 if $d_i$ is a TP detection and 0 otherwise. In the context of object detection, the notion of a True Negative is not well defined as it would correspond to an arbitrary number of “non-objects” in an image. Therefore, object detectors are evaluated using precision and recall metrics [29].

To compute the precision and recall of an object detector, its detections are sorted according to their confidence $c_i$ from largest to smallest ($c_i \geq c_{i+1}, \forall i \in [1, N - 1]$). Then, the precision after $i$ detections $\text{Prec}(i)$ is the fraction TP predictions $\text{TP}_i$ out of the $i$ evaluated predictions. By omitting the dependence on $D, G_i, t_{\text{IoU}}$ for brevity, we can simply write it as

$$\text{Prec}(i) = \frac{\text{TP}_i}{\text{TP}_i + \text{FP}_i} = \frac{\sum_{k=1}^{i} \tau_k}{i}$$

and, analogously, the recall after $i$ detections is the fraction of TP predictions out of the number of available ground truth objects ($|G|$):

$$\text{Rec}(i) = \frac{\text{TP}_i}{\text{TP}_i + \text{FN}_i} = \frac{\sum_{k=1}^{i} \tau_k}{|G|}.$$  

They can be unified into a single metric - the so-called average precision (AP)

$$\text{AP} = \sum_{i=1}^{N} \text{Prec}(i) \cdot \Delta \text{Rec}(i),$$

where $\Delta \text{Rec}(i)$ denotes the change of recall from $d_{i-1}$ to $d_i$. The AP is then averaged over a range of $t_{\text{IoU}} \in [0.50, 0.55, \ldots, 0.95]$, and over all object categories to get a final mean Average Precision (mAP) value, which is a unified performance indicator for a detector. The also used $\text{mAP}_{50}$ is the class-averaged AP for $t_{\text{IoU}} = 0.50$.

Official benchmark implementations of the mAP metric apply maximum interpolations of the precision-recall curve and point sampling at specific recall values [8, 22, 29]. This can produce a slightly more optimistic estimates of the AP and mAP metrics than Eq. (3). We also use the official Common Objects in Context dataset [22] (COCO) evaluation script for better comparability on the benchmarks.

Confidence Calibration. The idea behind confidence calibration is that the $c_i$ for each prediction should be equivalent to the empiric object detector’s probability for a TP prediction $P(\tau_i = 1 | d = d_i)$. From here on we denote it as $P_i$ in short. For the confidence calibration, we consider the object detector as a stochastic process. The label of a prediction $d_i$ is now represented by the random variable

3. Background and Notation

Object Detection. An object detector is a predictor that generates a set of detections $D$ representing the presence and location of objects in an image. Each of the detector’s $N + 1 = |D|$ detections $d_i = (k_i, b_i, c_i)$, consist of a category $k_i$, a rectangular bounding box $b_i = (w, h, x, y)$ and a confidence $c_i$. The confidence $c_i$ represents the certainty of the detector for the presence of an object with the category $k_i$ at the location $b_i$.

Evaluating Object Detectors. Object detectors are evaluated against a ground truth set of objects ($G$). The evaluation is performed separately for the detections of every object category. A detection $d_i$ is categorized as a True Positive (TP) if the overlap of its predicted bounding box with a ground truth bounding box is larger than a threshold $t_{\text{IoU}}$ and if $c_i$ is highest among all detections that have a large enough overlap with the ground truth bounding box. The overlap is calculated using the Jaccard coefficient, in this context more fittingly termed Intersection over Union (IoU). We define an indicator variable $\tau_i$, which is 1 if $d_i$ is a TP detection and 0 otherwise. In the context of object detection, the notion of a True Negative is not well defined as it would correspond to an arbitrary number of “non-objects” in an image. Therefore, object detectors are evaluated using precision and recall metrics [29].

To compute the precision and recall of an object detector, its detections are sorted according to their confidence $c_i$ from largest to smallest ($c_i \geq c_{i+1}, \forall i \in [1, N - 1]$). Then, the precision after $i$ detections $\text{Prec}(i)$ is the fraction TP predictions $\text{TP}_i$ out of the $i$ evaluated predictions. By omitting the dependence on $D, G, t_{\text{IoU}}$ for brevity, we can simply write it as

$$\text{Prec}(i) = \frac{\text{TP}_i}{\text{TP}_i + \text{FP}_i} = \frac{\sum_{k=1}^{i} \tau_k}{i}$$

and, analogously, the recall after $i$ detections is the fraction of TP predictions out of the number of available ground truth objects ($|G|$):

$$\text{Rec}(i) = \frac{\text{TP}_i}{\text{TP}_i + \text{FN}_i} = \frac{\sum_{k=1}^{i} \tau_k}{|G|}.$$  

They can be unified into a single metric - the so-called average precision (AP)

$$\text{AP} = \sum_{i=1}^{N} \text{Prec}(i) \cdot \Delta \text{Rec}(i),$$

where $\Delta \text{Rec}(i)$ denotes the change of recall from $d_{i-1}$ to $d_i$. The AP is then averaged over a range of $t_{\text{IoU}} \in [0.50, 0.55, \ldots, 0.95]$, and over all object categories to get a final mean Average Precision (mAP) value, which is a unified performance indicator for a detector. The also used $\text{mAP}_{50}$ is the class-averaged AP for $t_{\text{IoU}} = 0.50$.

Official benchmark implementations of the mAP metric apply maximum interpolations of the precision-recall curve and point sampling at specific recall values [8, 22, 29]. This can produce a slightly more optimistic estimates of the AP and mAP metrics than Eq. (3). We also use the official Common Objects in Context dataset [22] (COCO) evaluation script for better comparability on the benchmarks.

Confidence Calibration. The idea behind confidence calibration is that the $c_i$ for each prediction should be equivalent to the empiric object detector’s probability for a TP prediction $P(\tau_i = 1 | d = d_i)$. From here on we denote it as $P_i$ in short. For the confidence calibration, we consider the object detector as a stochastic process. The label of a prediction $d_i$ is now represented by the random variable
$T_i \sim \text{Bernoulli}(P_i)$, from which $T_i$ with $t_{	ext{IoU}} = 0.50$ is drawn as a sample. $P_i$ can also be seen as the precision of the object detector for a set of detections with the same confidence $c_i$; we refer to $P_i$ as probability of a “successful” or TP detection $P((T_i = 1)|d = d_i)$ to avoid confusion with the metric defined in Eq. (1). This notation also makes the definition compatible with the confidence calibration of classification neural networks [12], as $P((T_i = 1)|d)$ is equivalent to the empiric accuracy of a classifier. Most deep learning-based object detectors are not well calibrated with regard to their confidence estimates [20, 25]. Therefore, the goal of confidence calibration is to find a mapping $\hat{f}$ that estimates the true confidence calibration curve $f$ over the input interval $(0, 1)$:

$$f(c_i) = P(T_i = 1|c = c_i).$$ (4)

Küppers et al. discovered that $P_i$ also depends on the predicted bounding box size and position, not only on $c_i$:

$$f(d_i) = P(T_i = 1|c = c_i, b = b_i).$$ (5)

For simplicity, we only focus on the size of the predicted bounding boxes $(h \times w)$ for the conditional confidence calibration, ignoring the position $(x, y)$. The challenge in confidence calibration is that we can only draw from each $T_i$ once. The conditional probability $P$ needs to be estimated from the binary outcomes $T$ over all possible confidence values $c \in (0, 1]$; hence, this is a density estimation problem.

**Histogram Binning.** One of the most straightforward black-box calibration methods is histogram binning [47]. For histogram binning the predictions are grouped into $M$ confidence intervals $C_m$ of equal size, so the interval of the $m$-th bin is $C_m = \left(\frac{m-1}{M}, \frac{m}{M}\right)$. The density estimation is performed over the individual intervals separately: The estimated probability of a TP detection $P_m$, in interval $m$, is calculated by taking the detections with confidences that lie in the confidence interval and calculating the fraction of detections that are TPs. The histogram binning calibration of some detection $d_i$ with confidence $c_i$ is a simple lookup of the calculated average $P_{\hat{m}}$ of the corresponding bin $C_{\hat{m}}|c_i \in C_{\hat{m}}$. Histogram binning can be extended to a multivariate calibration scheme [20]. For the conditional-dependent binning we first split the detections according to their box size into bins $B$ and then perform the previously described histogram binning for each of the disjoint detection sub-groups. This more general calibration function $\hat{f}_{C, B}(d)$ produces an estimate for the conditional probability $P$, as described in Eq. (5).

### 4. Bias in Confidence of Object Detectors

We have the hypothesis that the conditional confidence bias [20] is hurting object detectors’ performance. In Fig. 1 we visualize this idea based on an exaggerated example of two groups of detections with different calibration curves. Each of the groups only has detections with a single respective confidence value and with this example it is obvious that a detector with a confidence threshold of 0.55 would have a precision of 50% for the uncalibrated detections (0,1) and a precision of 70% if the detector was perfectly calibrated (2,3). A related improvement can be observed in the precision recall curve. The area under this curve is closely related to the AP metric [29]. Our simple example and our hypothesis indicate that bias in the confidence estimates of object detectors with respect to bounding box size and position [20] is hurting the performance of the detectors. However we are interested in a formal proof.

#### 4.1. Maximizing Average Precision

To prove our assumption that the confidence bias is hurting the performance of object detectors, we take a look at how the AP relates to $P$ and how it can be maximized for a set of detections $D$. An object detector can be seen as a stochastic process (see Sec. 3) so we need to analyze the expected AP. From Eq. (3) we get

$$E_T[\text{AP}] = \mathbb{E}_T\left[\sum_{i=1}^{N} \text{Prec}(i) \cdot \Delta \text{Rec}(i)\right].$$ (6)

Substituting Eqs. (1) and (2) and our stochastic indicator variable $T$, we get:

$$E_T[\text{AP}] = \mathbb{E}_T\left[\sum_{i=1}^{N} \left(\sum_{k=1}^{i-1}(T_k + T_i) \cdot T_i \cdot |G|\right)\right].$$ (7)

If we assume independence of $P_i$ and $P_j$ for every $i, j$ with $i \neq j$

$$E_T[\text{AP}] = \frac{1}{|G|} \sum_{i=1}^{N} \left(\sum_{k=1}^{i-1}(P_k + 1) \cdot P_i\right).$$ (8)

With some simple arithmetic we can reformulate this as:

$$E_T[\text{AP}] = \frac{1}{|G|} \sum_{i=1}^{N} \left(\sum_{k=i+1}^{N} P_k \cdot \frac{P_i}{k} \cdot h_i(P_i, P)\right).$$ (9)

Here, we see that $h_i(l, P) > h_{i+1}(l, P)$ for $i \in \mathbb{N}$ and $l \in (0,1]$. We can therefore maximize the sum in the expected AP calculation by sorting the predictions according to their $P$ from largest to smallest. Since the detections are sorted according to their confidence before evaluating the AP (see Sec. 3), it is maximized under the following condition:

$$P_n < P_m \forall n, m \mid c_n < c_m.$$ (10)

It follows that there are only two circumstances under which the calibration can be beneficial for the expected performance of an object detector. The obvious case is when
the confidence calibration curve for one class is not monotonic. This is usually not the case, as during training the also monotonic loss function guides the predictions with a empirically higher probability $P_c$ of being a TP to have a higher confidence $c_i$ through gradient descent, all things being equal. The second case is when all things are not equal, as is the case with the conditional confidence bias. When identifiable sub-groups within the predictions of an object detector $d_n \in D^A$ and $d_m \in D^B$ have different conditional success probability $P_n \neq P_m$ for the same confidence $c_n = c_m$, this clearly violates Eq. (10). For optimal performance the two sub-groups would have to have their confidences transformed so that their combined predictions would have to produce equally precise predictions for equally confident predictions, i.e., have the same monotonic calibration curve. Then their combined detections can satisfy Eq. (10) which is the required condition to maximize the expected AP. The interested reader is the referred to Appendix A for a more detailed version of the proof.

4.2. Confidence Calibration

The variation in confidence calibration for different bounding box sizes is reducing the detector’s expected performance. Now that we proved this assumption, we want to build on the proof and increase the detector’s performance by correcting the variation between calibration curves and see if it increases the performance metrics. The variation is eliminated if we find a mapping for the detection confidences that eliminates the conditional bias, resulting in equal calibration curves $f$. This can be reached by mapping the confidences to be equal to their probability of success for each bounding box size. Of course the probability is generally not known, but confidence calibration deals with exactly the problem of finding a function to map confidence scores to their empirical success probability (cf. Sec. 3).

According to our reasoning, conditional confidence calibration should reduce the box size confidence bias of object detectors. Reducing this bias should increase the AP of the detector. We try to validate this using the publicly available object detector CenterNet [52], with the Hourglass [26] backbone, trained on COCO. We split the 2017 COCO validation set $60:40$ calibrate on the first split and evaluate the calibrated detections on the smaller second hold out split. We calibrate class-wise for each of the 80 object categories to account for variations of different categories [28] and then split the detections of each class into three equally sized sub-groups $B$ of bounding box sizes. Each sub-group is calibrated using histogram binning with 7 confidence bins $C$. The calibrated detections perform significantly worse with $35.7 \text{ mAP}$ than the un-calibrated detections with $40.1 \text{ mAP}$ (cf. Tab. 1). This result contradicts our initial reasoning and formal proof, what happened?

Modifying Histogram Binning. We take a closer look at histogram binning to understand why it drastically reduces the performance of the tested detector. Finding that it violates some of our prior assumptions, we modify the standard histogram binning calibration to actually verify our original hypothesis, that we can use calibration to improve prediction performance. To this end, we infuse histogram binning with the following assumptions.

Our first assumption is that calibration improves our ability to order the predictions according to their probability of being a TP. Histogram binning maps confidence ranges to a single estimated precision value, discarding the fine-grained confidence differences (cf. Fig. 2). A higher confidence implies a higher probability of being a correct prediction. Since we already split the detections according to their size into sub-groups, we can assume that detectors produce a meaningful confidence ordering within these sub-groups: This is, after all, its training objective. As we want to maintain the ordering within each sub-group we add linear splines between the centers of histogram bins.

This leaves the question of how to extrapolate above the center of the last and below the center of the first bin. We add $f(0) = 0$ and $f(1) = 1$ as the outermost interpolation points for the splines to get a mapping of the complete input range $(0, 1)$ to the possible probabilities $(0, 1]$. This encoded prior is also implicit in the beta calibration [18], as confidences reach their extrema, so should the probability of success: $\lim_{c \to 0} P = 0$ and $\lim_{c \to 1} P = 1$. The monotonic mapping is crucial at the boundaries $0$ and $1$ where the confidence values are concentrated, which is desirable property called sharpness [9].

The detector’s sharpness also leads to problems estimating the probability of a TP prediction for each bin. Since the predictions’ confidences $c$ are non-uniformly distributed, the fixed confidence bins contain a varying amount of detections - sometimes even no detections, which is the case in Fig. 2 for predictions of small bounding boxes in the con-
4.3. Quantifying Confidence Bias

We also set the support for the splines to be at the average of all the predictions along all the modifications for every category. We test each modification and the final modification for each category and verify the individual modifications and our original hypothesis, which is that the box size confidence bias reduces the performance of the object detector and our calibration can reduce this bias and increase the performance.

### Table 1. Ablation of histogram binning modifications: mAP and mAP₅₀ of described modifications for B = 3 box splits and C = 7 confidence bins are shown.

| Calibration Method | mAP  | mAP₅₀ |
|--------------------|------|-------|
| none               | 40.10| 58.82 |
| Histogram Binning  | 35.71| 53.25 |
| + Linear Interpolation | 37.54| 55.80 |
| + Added Bounds     | 37.79| 56.21 |
| + Adaptive Bins    | 39.84| 58.16 |
| + Weighted Supports| 40.40| 59.18 |

A proper scoring rule is a function \( L \) that, in our notation, satisfies the condition \( P_i = \arg \max_{c_i} \mathbb{E}_{T_i} L(T_i, c_i) \) [10]. Its expected value is maximized for the true calibration function \( f \). The most commonly used proper scoring rule is the squared difference, also called the Brier score [4] and the logarithmic score [10, 11]. We derive loss functions by negating the respective scoring functions. The Brier loss is then defined as

\[
L_{\text{Brier}} = \frac{1}{N} \sum_{i=1}^{N} (c_i - \tau_i)^2, \tag{11}
\]

while the log loss is defined as

\[
L_{\log} = \frac{1}{N} \sum_{i=1}^{N} - \left[ \tau_i \log(c_i) + (1 - \tau_i) \log(1 - c_i) \right]. \tag{12}
\]

Both loss functions are minimized for any \( c_i \) only if \( c_i = P_i \). We do not want to estimate a single \( P_i \): we want to estimate \( P \) across the continuous calibration curve \( f \). Both loss functions are minimized in expectation when \( \mathbb{P} \) is estimated correctly, but the losses favor more confident predictions [45]. For each of the \( P_i \) values, deviations and outliers are also penalized by different loss magnitudes.

#### Mean Squared Error Estimation

Ideally, we would like to use an empirically loss function that corresponds to the expected squared error \( \mathbb{E}_{d \in \mathcal{D}}[(\hat{f}(d_i) - P_i)^2] \). We can only estimate \( P_i \) from the training data, which brings us right back to the original problem of needing good parameters to estimate the true calibration function \( f \). The expected error can be split into its bias and variance components:

\[
\mathbb{E}_{d \in \mathcal{D}}[(\hat{f}(d) - f(d))^2] = \text{Bias}_D(\hat{f}(D))^2 + \text{Var}_D(\hat{f}(D)). \tag{13}
\]

The variance is easily estimated using K-folds to generate \( K \) calibration functions \( \hat{f}_{B,C,k} \) and calculating the variance over the population of K calibrated confidences averaged over the entire calibration split. Calculating the actual bias would again require the true calibration function \( f \), which is unknown. We can, however, estimate how much the bounding box size bias is reduced compared to a non-conditioned calibration scheme \( \hat{f}_{1,C,k} \). We are then able to set the bias to the maximum bias reduction we achieved over the whole
Table 2. Ablation of optimization metrics of calibration on validation split: Comparison of performance change after calibrating and optimizing $C$ and $B$ with metrics on split of validation data and evaluating on the hold out set, average and max deviation of 10 random splits shown. Optimizing for $L_{\text{Brier}}$ or $L_{\log}$ metrics does not improve the mAP, or even decreases it.

| Optimized Metric          | $\Delta$mAP | $\Delta$mAP$_{50}$ |
|--------------------------|-------------|-------------------|
| Average Precision (AP)   | $+0.09 \pm 0.10$ | $+0.21 \pm 0.16$ |
| Brier Loss ($L_{\text{Brier}}$) | $-0.15 \pm 0.38$ | $-0.22 \pm 0.57$ |
| Log Loss ($L_{\log}$)    | $+0.04 \pm 0.38$ | $+0.03 \pm 0.62$ |
| Est. MSE ($L_{\text{MSE}}$) | $+0.25 \pm 0.18$ | $+0.32 \pm 0.28$ |
| oracle                   | $+0.67 \pm 0.08$ | $+0.97 \pm 0.13$ |

With this, we can calculate $L_{\text{MSE}}$ as:

$$L_{\text{MSE}} = \left( \text{Bias}_{B,C}(\hat{f}(D)) \right)^2 + \text{Var}_D(\hat{f}(D)).$$

(14)

We test the different metrics on the parameter search space of $B = \{2, 3, 4, 5, 6\}$ and $C = \{4, 5, 6, 8, 10, 12, 14\}$ and keep it constant for all following experiments. To our surprise the estimated mean squared error $L_{\text{MSE}}$ performs best among the optimization metrics, even compared to directly evaluating the AP on the calibration split (cf. Tab. 2). Still, optimizing for the $L_{\text{MSE}}$ achieves less than half the maximum possible performance gain that is revealed by an oracle evaluation on the hold-out split.

4.4. Bias in Training Predictions

One objection to our approach could be that we need data beyond the training data of the object detector. For our experiments we used a split of the validation data, but any non-train data would suffice for the calibration. Arguably, the additional data the calibration needs could also be used to improve the detections of the object detector through training, ignoring the benefits of calibrated detections. Motivated by this, we take a look at the object detector’s predictions on the training data. The calibration curves Fig. 3 reveal striking similarities between the box-size confidence bias on the training and validation set. They are not identical, but the bias could be similar enough in the predictions training dataset to get a comparable performance gain to the calibration on a validation data split. The calibration curves also show a smaller confidence interval for the training data predictions. The training data with about 118k images and 860k detections is significantly larger than the validation data with only 5k images and about 37k detections. The added detections enable a more fine-grained estimation of the reliability diagram, which is indicated by the smaller confidence intervals on the training split (cf. Fig. 3).

We test the calibration on the detector’s predictions on the train set and verify them on the whole validation data. The results are shown in Tab. 3 and the performance changes are very similar changes the validation data split (cf. Tab. 2).

4.5. Test Time Augmentation

TTA is widely used in image recognition tasks to improve prediction performance [38, 52]. It is used to produce better and more reliable predictions from a prediction model. The model predictions for an image are generated across different image augmentations, usually geometric transformations, and for object detectors by up- and down-scaling of the images by constant factors. The predic-
5. Evaluation and Discussion

Finally, we tested our calibration method on a wide range of deep learning object detectors. We kept the parameter search space as before, calibrate on the COCO train split, and evaluated on the validation and test-dev splits. The results are shown in Tab. 5. The performance changes vary across the different architectures, ranging from a slight decrease of 0.1 mAP and mAP$_{50}$ to a large gain of 0.6 mAP and 0.8 mAP$_{50}$. There are a variety of influences and limitations on the performance gains.

Two Stage vs. One Stage. Our approach does not perform well on both two-stage detectors, even with the oracle parameter choice there are little performance changes (cf. Tab. 5). When the region proposal is separated from the classification and confidence prediction, as in two-stage detectors, it makes sense that it is less likely that a conditional bias on the confidence predictions with respect to the bounding box values is introduced.

Model Size. The effectiveness of our approach seems to be negatively correlated with the object detectors model size and performance. To verify this trend we test our calibration method on the popular EfficientDet [40], which is available in 8 different size and performance implementation. The trend also holds within this architecture type across the model size scales, with minor outliers (cf. Tab. 7 for exact values). The larger models appear to learn to reduce the conditional bias to some extent.

IoU threshold. The calibrations are all performed with $t_{IoU} = 0.5$; we analyze the influence of this choice in Fig. 4. Unsurprisingly, the mAP$_{50}$ metric is maximized for $t_{IoU}$ of around 0.5, since this is also the threshold used for identifying TP detection. Higher performance in mAP can be achieved with $t_{IoU} \approx 0.7$ since this is roughly the median of the threshold range for the evaluation of the mAP, as described in Sec. 3.

Parameters. We chose a very limited parameter search space for $C$ and $B$ and kept it constant throughout all our experiments to keep the results comparable. The chosen space is not guaranteed to contain the optimal trade-off for all, or even any of the object categories and detector architectures. In Appendix D we take a look at different search spaces, with even better results for CenterNet. On the other hand, larger number of bins, with not enough detections to get an accurate estimate of $P$, will also give worse results. The conservatively chosen search space and proposed evaluation heuristic $L_{MSE}$ offer only a first look at the connection of conditional biases and performance.

Calibration. Detectors that are conditionally calibrated on the training data should not be considered well calibrated since the object detectors performance on the training data

| Augmentation | Calib. | mAP | mAP$_{50}$ |
|--------------|-------|-----|------------|
| 0.50x        | -     | 34.45 | 51.85 |
|              | ✓     | 34.70($+0.25$) | 52.13($+0.28$) |
| 0.75x        | -     | 40.82 | 59.35 |
|              | ✓     | 41.06($+0.24$) | 59.62($+0.27$) |
| 1.00x        | -     | 42.25 | 61.13 |
|              | ✓     | 42.49($+0.24$) | 61.48($+0.35$) |
| 1.25x        | -     | 40.80 | 59.98 |
|              | ✓     | 41.08($+0.28$) | 60.45($+0.47$) |
| 1.50x        | -     | 38.53 | 56.94 |
|              | ✓     | 38.78($+0.25$) | 57.39($+0.45$) |
| TTA + NMS    | -     | 44.95 | 64.12 |
|              | ✓     | 45.08($+0.13$) | 64.30($+0.18$) |
| cal.(TTA) + NMS | ✓  | 45.43($+0.48$) | 64.64($+0.52$) |

Table 4. Effect of individual calibration on TTA, calibration on COCO train, evaluated on validation data. (✓): Calibrated predictions individually for each augmentation.

Figure 4. Ablation of IoU thresholds, performance of conditionally calibrated CenterNet for different values of $t_{IoU}$ that determine the required bounding box overlap for TP detections.
usually overestimates its performance on unseen data. For a calibration beyond the reduced confidence bias, it has to be performed on a hold-out set.

**Broader Impact.** Object detectors are part of many real-world systems, most of which have a positive impact, but there are also many systems with negative societal impacts. These harms can be caused by unintended biases or intentionally, as in autonomous weapons systems. Our proposed de-biasing can be used to increase the performance of object detectors even when calibrated on the training data. While this performance boost varies for different architectures, it is achieved without extra training time, data, or model parameters, and it highlights the fact that the confidence bias is severe enough to have a real performance impact. The proposed de-biasing is especially effective in TTA and on smaller models that are widely deployed on mobile and edge devices. Our formal and empiric results linking conditional bias to object detectors performance demonstrate the crucial need for researchers and practitioners to pay closer attention to conditional biases and confidence calibration.

### Table 5. Calibration method on different models.

| Detector    | Backbone       | Calibration | Validation | Test-Dev |
|-------------|----------------|-------------|------------|----------|
|             |                |             | mAP  | mAP50 | mAP  | mAP50 |
| YOLOv5X [15] | CSPDarkNet-53  | - | 50.38 | 68.76 | 50.3 | 68.4 |
|             |                | train       | 50.42(+0.04) | 68.81(+0.05) | 50.3(+0.0) | 68.4(+0.0) |
|             |                | oracle      | 50.63(+0.25) | 69.04(+0.28) | - | - |
| RetinaNet [21]† | ResNet-101 [46] | - | 40.82 | 60.48 | 41.2 | 61.1 |
|             |                | train       | 40.79(-0.03) | 60.53(-0.05) | 41.2(-0.0) | 61.2(-0.1) |
|             |                | oracle      | 41.09(+0.27) | 60.76(+0.28) | - | - |
| CenterNet [52] | Hourglass-104 [26] | - | 40.29 | 59.10 | 40.2 | 59.1 |
|             |                | train       | 40.59(+0.30) | 59.53(+0.43) | 40.5(+0.2) | 59.5(+0.4) |
|             |                | oracle      | 40.80(+0.51) | 59.85(+0.75) | - | - |
| DETR [5]† | ResNet-50 [13] | - | 40.11 | 60.62 | 39.9 | 60.7 |
|             |                | train       | 40.39(+0.28) | 60.68(+0.06) | 40.3(+0.4) | 60.8(+0.1) |
|             |                | oracle      | 40.72(+0.61) | 60.86(+0.24) | - | - |
| CenterNet [52]† | ResNet-18 [13] | - | 29.55 | 46.14 | 29.7 | 46.7 |
|             |                | train       | 30.06(+0.51) | 46.87(+0.73) | 30.3(+0.6) | 47.5(+0.8) |
|             |                | oracle      | 30.34(+0.79) | 47.20(+1.06) | - | - |
| YOLOv3-320 [33]† | DarkNet-53 [33] | - | 27.91 | 49.10 | 27.8 | 49.0 |
|             |                | train       | 28.22(+0.31) | 49.65(+0.55) | 28.1(+0.3) | 49.5(+0.5) |
|             |                | oracle      | 28.54(+0.63) | 49.95(+0.85) | - | - |
| SSD300 [23]‡ | ResNet-50 [13] | - | 25.03 | 42.33 | 24.9 | 42.5 |
|             |                | train       | 25.17(+0.14) | 42.58(+0.25) | 24.9(+0.0) | 42.7(+0.2) |
|             |                | oracle      | 25.34(+0.31) | 42.83(+0.50) | - | - |
| CenterNet2 [51] | ResNet-50 [13] | - | 42.86 | 59.52 | 43.1 | 59.9 |
|             |                | train       | 42.84(-0.02) | 59.50(-0.02) | 43.1(+0.0) | 59.9(+0.0) |
|             |                | oracle      | 43.08(+0.22) | 59.74(+0.22) | - | - |
| Faster-RCNN [34]† | ResNeXt-101 [46] | - | 41.60 | 61.93 | 42.0 | 62.8 |
|             |                | train       | 41.52(-0.08) | 61.90(-0.03) | 41.9(-0.1) | 62.7(-0.1) |
|             |                | oracle      | 41.80(+0.20) | 62.06(+0.13) | - | - |

6. Conclusion

We formally proved that the conditional confidence bias is non-optimal for object detectors’ performance. We also demonstrated how a slightly modified version of the popular histogram binning can be leveraged to compensate this bias and improve the performance of the object detectors even when calibrated on the training data. While this performance boost varies for different architectures, it is achieved without extra training time, data, or model parameters, and it highlights the fact that the confidence bias is severe enough to have a real performance impact. The proposed de-biasing is especially effective in TTA and on smaller models that are widely deployed on mobile and edge devices. Our formal and empiric results linking conditional bias to object detectors performance demonstrate the crucial need for researchers and practitioners to pay closer attention to conditional biases and confidence calibration.
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A. Maximizing AP- Extended

Taking an extended look at the formal proof we start again with the expected AP:

$$E_T[AP] = E_T \left[ \sum_{i=1}^{N} \text{Prec}(i) \cdot \Delta \text{Rec}(i) \right].$$

Substituting precision and recall and our stochastic indicator variable $T$ we first get:

$$E_T[AP] = E_T \left[ \sum_{i=1}^{N} \left( \frac{\sum_{k=1}^{i}(T_k)}{i} \cdot T_i \frac{1}{|G|} \right) \right].$$

We can move $T_i$ out of the inner sum:

$$E_T[AP] = E_T \left[ \sum_{i=1}^{N} \left( \frac{\sum_{k=1}^{i-1}(T_k) + T_i}{i} \cdot T_i \frac{1}{|G|} \right) \right].$$

We assume independence of $T_n$ and $T_m$ for every $m, n$ with $m \neq n$. This is actually only the case if the detections $d_n$ and $d_m$ don’t try to detect the same ground truth object. The introduced error, however, is minuscule on a large dataset the number of detections for the same ground truth object are significantly smaller than the overall number of detections. The number of detections for the same object are further decreased through NMS.

The number of detections $|G|$ is constant and can be moved to the front. Since $T_i \sim \text{Bernoulli}(P_i)$ it follows that $(T_i)^2 = T_i$:

$$E_T[AP] = \frac{1}{|G|} \sum_{i=1}^{N} \left( \frac{\sum_{k=1}^{i-1}(P_k) + 1}{i} \cdot P_i \right).$$

First we move the inner sum to the back,

$$E_T[AP] = \frac{1}{|G|} \sum_{i=1}^{N} \left( \frac{P_i \sum_{k=1}^{i-1}(P_k)}{i} + P_i \frac{\sum_{k=1}^{i-1}(P_k)}{i} \right).$$

and then reformulate it. First we split it into the first sum and double sum:

$$E_T[AP] = \frac{1}{|G|} \sum_{i=1}^{N} \left( \frac{P_i}{i} \right) + \sum_{i=1}^{N} \sum_{k=1}^{i-1} \left( P_i \cdot \frac{P_k}{i} \right).$$

Then we can switch the sums and the limits:

$$E_T[AP] = \frac{1}{|G|} \sum_{i=1}^{N} \left( \frac{P_i}{i} \right) + \sum_{i=1}^{N} \sum_{k=i+1}^{N} \left( P_i \cdot \frac{P_k}{k} \right).$$

Then we re-combine the first sum with the outer of the second sums:

$$E_T[AP] = \frac{1}{|G|} \sum_{i=1}^{N} \left( \frac{P_i}{i} + P_i \sum_{k=i+1}^{N} \frac{P_k}{k} \right).$$

Here we see that $h_i(l, P) > h_{i+1}(l, P)$ for $i \in \mathbb{N}$ and $l \in (0, 1]$. This can be seen more clearly if we split $h_i(l, P)$ into the two components of its sum (I) and (II),

$$h_i(P_i, P) = \frac{P_i}{l} + P_i \sum_{k=i+1}^{N} \frac{P_k}{k},$$

for the (I) it is obvious that for any $l \in (0, 1]$ and $i \in \mathbb{N}$:

$$\frac{l}{i} > \frac{l}{i + 1}.$$

For the second term (II) we can see that for any $i$ it can be split as follows:

$$l \sum_{k=i+1}^{N} \frac{P_k}{k} + l \sum_{k=i+1}^{N} \frac{P_k}{k},$$

where (III) is $> 0$ for $l \in (0, 1]$ and $i \in \mathbb{N}$ and the second term is (II) of $h_{i+1}(l, P)$. Which proves that $h_i(l, P)$ is strictly larger than $h_{i+1}(l, P)$ in the relevant intervals $l \in (0, 1]$ and $i \in \mathbb{N}$. So the expected AP is a sum of functions $h$, that given the same input value have strictly decreasing output for larger values of $i$. It can thereby be maximized for some fixed set of $D$, by sorting the detections by their $P_i$. Since the detections are already sorted according to their $c$ for the valuation we need to ensure that this also sorts $P_i$ i.e. that the confidence calibration curve is monotonic:

$$P_n < P_m \forall n, m \mid c_n < \frac{c_m}{c_n}.$$

B. More Optimization Metrics

There are a range of metrics that could be explored for the optimization of the bin size parameter space. The explored AP, $L_{\text{Brier}}, L_{\text{log}}, \text{and } L_{\text{MSE}}$ each have a good theoretical justification for usage in this application. We explore some of the possible metrics which we did not include in the main section, and give justification for their exclusion.

**Absolute Difference.** The absolute difference, or absolute deviations, could be considered a reasonable choice besides $L_{\text{Brier}}$ and $L_{\text{log}}$. It is calculated as

$$L_{\text{diff}} = \frac{1}{N} \sum_{i=1}^{N} |c_i - \tau_i|,$$

but, in contrast to $L_{\text{Brier}}$ and $L_{\text{log}},$ it is not a proper scoring rule [10]. It is not minimized for $c_i = P_i$, but rather by the majority label, i.e. by $c_i = 1$ for $P_i > 0.5$ and $c_i = 0$ for $P_i < 0.5$. Unsurprisingly, it performs even worse than the proper scoring rules for the performance measured in mAP (cf. Fig. 5) and mAP$_{50}$ (cf. Fig. 6).
**Expected Calibration Error.** Since our goal is to perform a conditional confidence calibration a intuitive choice for the optimization metric is the ECE [24]. If we let \( \hat{f}_{1,C} \) be the un-modified histogram binning with \( C \) confidence bins, the ECE is calculated as:

\[
ECE = \frac{1}{N} \sum_{i=1}^{N} |c_i - \hat{f}_{1,C}(d_i)|.
\]

The ECE is also a proper scoring rule [10], but it also has its limitations in general [28] and for this application: It only tries to captures the calibration error not the conditional calibration bias. For the parameter optimization we follow [12] and set the number of confidence bins to \( C = 10 \). We calculate the ECE separately for each class because we want search for the class-wise optimal parameters. Because of the described drawbacks the ECE does not perform well as a optimization metric (cf. Fig. 5).

**Estimated AP.** Instead of the 11-point maximum interpolated AP metric used by the COCO benchmark-evaluation we could use the the AP computed over all the available detections for each class:

\[
AP = \sum_{i=1}^{N} \text{Prec}(i) \cdot \Delta \text{Rec}(i).
\]

To distinguish it from the COCO-benchmark AP metric we refer to it as \( \text{AP}_{\text{est.}} \). On average, \( \text{AP}_{\text{est.}} \) performs almost as good as AP when used as the optimization metric. It is, however, also more susceptible to outliers and can thereby sometimes severely degrade the performance on the hold-out set (cf. Fig. 5).

**C. Effect of Model Size**

We observed that the effectiveness of approach appeared to be negatively correlated with the object detectors model size and performance. We verify the observation on the EfficientDet [40], which is available in 8 different size and performance versions. This ensures that there are no other influences, such as loss functions, augmentations or similar factors. The trend largely holds for the different EfficientDet model variants, but there are some minor outliers (cf. Tab. 7).

**D. Parameter Search Space**

We chose a fixed search space of \( B_0 = \{2, 3, 4, 5, 6\} \) and \( C_0 = \{4, 5, 6, 8, 10, 12, 14\} \), which we kept constant to have comparable results for all detectors and methods. We now take a closer look at the influence the search space has on the performance. We define two additional sets \( B_1 = \{8, 10, 12, 14, 20\} \) and \( C_1 = \{14, 16, 18, 20, 24, 28, 34, 40, 50\} \) and explore different combinations of the four sets for the parameter search space. The results show that of course a larger search space increases the performance gains (cf. Tab. 6). If, however, the search space excludes low values for the number of confidence bins like in \( C_1 \), the performance for categories with few detections can be decreased.
Table 6. **Influence of parameter search spaces on performance gain.** Performance of calibrated CenterNet detector with parameters optimized with $L_{\text{MSE}}$ metric and oracle evaluation. Calibration on COCO train split, evaluation on validation data. Larger search space enables larger performance gains, but excluding smaller sized confidence bins from the search space ($C_0$) can reduce mAP when optimizing for the $L_{\text{MSE}}$ metric.

| Search Space | Calibration (train) | Oracle |
|--------------|---------------------|--------|
|              | mAP($\pm$0.23) | mAP$_{50}$(+0.30) | mAP($\pm$0.49) | mAP$_{50}$(+0.69) |
| $B_0$        | 40.52             | 59.39($\pm$0.30) | 40.78($\pm$0.49) | 59.78($\pm$0.69) |
| $B_0$        | 40.43($\pm$0.14) | 59.48($\pm$0.39) | 40.88($\pm$0.59) | 59.88($\pm$0.79) |
| $B_0 \cup C_0$ | 40.61($\pm$0.32) | 59.57($\pm$0.48) | 40.89($\pm$0.60) | 59.89($\pm$0.80) |
| $B_0 \cup C_0 \cup C_1$ | 40.61($\pm$0.32) | 59.58($\pm$0.49) | 40.99($\pm$0.70) | 59.99($\pm$0.90) |

Baseline | 40.29 | 59.09 |

Table 7. **Influence of calibration method on different sized versions of EfficientDet** [40]. Ordered by increasing model size: Calibration and parameter optimization on COCO train, evaluated on validation data. The calibration is not very effective, its impact decreases with increasing model size.

| Version     | #Parameters | #FLOPs  | Calibration | mAP  | mAP$_{50}$ |
|-------------|-------------|---------|-------------|------|------------|
| EfficientDet-D0 | 3.9M         | 2.54B   | train       | 34.24 | 52.48      |
|             |             |         | oracle      | 34.30($\pm$0.06) | 52.62($\pm$0.14) |
|             |             |         |             | 34.50($\pm$0.26) | 53.00($\pm$0.52) |
| EfficientDet-D1 | 6.6M         | 6.10B   | train       | 40.09 | 58.85      |
|             |             |         | oracle      | 40.16($\pm$0.07) | 58.95($\pm$0.10) |
|             |             |         |             | 40.33($\pm$0.24) | 59.30($\pm$0.45) |
| EfficientDet-D2 | 8.1M         | 11.0B   | train       | 43.38 | 62.52      |
|             |             |         | oracle      | 43.42($\pm$0.04) | 62.64($\pm$0.12) |
|             |             |         |             | 43.61($\pm$0.23) | 62.99($\pm$0.47) |
| EfficientDet-D3 | 12.0M        | 24.9B   | train       | 47.05 | 65.86      |
|             |             |         | oracle      | 47.08($\pm$0.03) | 65.90($\pm$0.04) |
|             |             |         |             | 47.23($\pm$0.18) | 66.18($\pm$0.32) |
| EfficientDet-D4 | 20.7M        | 55.2B   | train       | 49.15 | 68.24      |
|             |             |         | oracle      | 49.16($\pm$0.01) | 68.27($\pm$0.03) |
|             |             |         |             | 49.33($\pm$0.18) | 68.58($\pm$0.34) |
| EfficientDet-D5 | 33.7M        | 130B    | train       | 51.03 | 70.09      |
|             |             |         | oracle      | 51.08($\pm$0.05) | 70.16($\pm$0.07) |
|             |             |         |             | 51.25($\pm$0.22) | 70.45($\pm$0.36) |
| EfficientDet-D6 | 51.9M        | 226B    | train       | 51.99 | 70.94      |
|             |             |         | oracle      | 52.00($\pm$0.01) | 70.98($\pm$0.04) |
|             |             |         |             | 52.17($\pm$0.18) | 71.27($\pm$0.33) |
| EfficientDet-D7 | 51.9M        | 325B    | train       | 53.06 | 72.12      |
|             |             |         | oracle      | 53.05($\pm$0.01) | 72.14($\pm$0.02) |
|             |             |         |             | 53.21($\pm$0.15) | 72.42($\pm$0.30) |