Teaching Where to Look: Attention Similarity Knowledge Distillation for Low Resolution Face Recognition
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1 Implementation Details of Previous Methods

Various knowledge distillation approaches have been proposed to transfer the teacher network’s knowledge to student network. Usually, the loss term of the knowledge distillation methods can be defined as the summation of the target task’s loss and the distillation loss.

\[ L_{\text{total}} = L_{\text{target}} + L_{\text{distill}} \]

To compare the A-SKD with the previous distillation methods (HORKD [1], F-KD [2], and AT [5]), we re-implemented those methods using the official implementation code.

The distillation loss function of the AT [5] is defined as the L2 distance between the teacher and student network’s self-attention maps. For the ResNet50, the AT distills the self-attention maps on the four blocks. We performed the experiments using the official implementation of AT (https://github.com/szagoruyko/attention-transfer).

The distillation loss function of the F-KD [2] is defined as the L2 distance between the teacher and student network’s feature maps. The penultimate layer’s features (output of the backbone network before input to the margin) are utilized for the distillation. We performed the experiments using the official implementation of F-KD (https://github.com/fvmassoli/cross-resolution-face-recognition).

The loss function of the previous SOTA method (HORKD [1]) is defined as

\[ L_{\text{distill}} = L_1 + \alpha L_2 + \beta L_3 + \gamma L_C \]  (1)

where \( L_1, L_2, L_3, \) and \( L_C \) indicate the individual-level, pair-level, triplet-level, and group-level knowledge distillation loss, respectively; the different order relational distillation losses are tuned by the factor of \( \alpha, \beta, \gamma \) in order. In our implementation, \( \alpha = 0.1, \beta = 0.2, \) and \( \gamma = 0.1 \) after the hyperparameter search using the same protocol with our method. The penultimate layer’s features (output of the backbone network before input to the margin) are utilized for the distillation. Because HORKD has no official implementation code, we referenced the official implementation of RKD [3] (https://github.com/lenscloth/RKD).
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2 Extension to Other Tasks

2.1 Object Classification.

We utilized the ResNet50-CBAM backbone for the ImageNet training. The model was trained by SGD optimizer for 90 epochs with learning rate = 0.4, batch size = 1024, momentum = 0.9, and weight decay = 0.0001. Mixed precision was applied for the efficient training. We referenced the code of https://github.com/rwightman/pytorch-image-models for the training and validation on ImageNet benchmark.

2.2 Face Detection

The WIDER FACE [4] was utilized for training and validation to extend A-SKD to face detection. The WIDER FACE contained 32,203 images from 61 event classes, totaling 393,703 faces. The WIDER FACE categorized images into three face detection difficulties: easy, medium, and hard, considering scale, occlusion, and pose. Face detection performance on WIDER FACE was evaluated by overall mean average precision (mAP), and easy, medium, and hard images were evaluated separately. We trained TinaFace [6] on WIDER FACE by combining it with the CBAM attention module. LR images with 16× and 32× down-sampling ratio were trained to validate A-SKD effectiveness. TinaFace used ResNet-50 backbone network; and the loss function combined face detection and attention distillation losses. For the detection task, we distilled the attention maps of the four ResNet blocks, not every convolution layer. The model was trained by SGD optimizer for 150 epochs with learning rate = 0.001, momentum = 0.9, and weight decay = 0.0005 on two Titan RTX (24GB) GPUs with batch size = 8. We used non-maximum suppression threshold = 0.4 and confidence level = 0.02. We referenced the code of https://github.com/Media-Smart/vedadet for the implementation of TinaFace.
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