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Abstract

As climate change poses new and more unpredictable challenges to society, insurance is an essential avenue to protect against loss caused by extreme events. Traditional insurance risk models employ statistical analyses that are inaccurate and are becoming increasingly flawed as climate change renders weather more erratic and extreme. Data-driven parametric insurance could provide necessary protection to supplement traditional insurance. We use a technique referred to as the deep sigma point process, which is one of the Bayesian neural network approaches, for the data analysis portion of parametric insurance using residential internet connectivity dropout in US as a case study. We show that our model has significantly improved accuracy compared to traditional statistical models. We further demonstrate that each state in US has a unique weather factor that primarily influences dropout rates and that by combining multiple weather factors we can build highly accurate risk models for parametric insurance. We expect that our method can be applied to many types of risk to build parametric insurance options, particularly as climate change makes risk modeling more challenging.
1 Introduction

Extreme weather is a major challenge that will continue to evolve and worsen as climate change progresses. Stronger and less predictable storms, worse droughts and floods, extreme temperatures, and rising sea levels affect societies around the globe [1–3]. These effects reach many vital facets of modern society, from agriculture to transportation to infrastructure, to name a few [4–9]. As we work to stall and reverse climate change, insurance offers an avenue to protect those who are affected by the devastating effects of extreme weather [4, 10–12].

Studies assessing how insurance can best support individuals and societies during climate change highlight the importance of new models and products. Studies primarily focus on solutions that fall into three categories: building new models that are more accurate, working to help mitigate the direct effects of climate change, and advocating politically for policies that ameliorate climate change [13–16]. While the second two methods are essential steps towards mitigating and reversing the impacts of climate change, the first offers an opportunity to use insurance itself to protect individuals and societies from the direct damages. Looking at how insurance companies traditionally predict and underwrite risk gives us an opportunity to assess how these models can be improved.

Currently, most of the insurance products in the field of climate-based risk are indemnity-based [17]. In addition, multiple studies have demonstrated mathematical models to estimate climate-based risk, which is closely related to such products, ranging from the well-known linear regression [18], Bayesian modeling [19], and machine learning techniques [20] to even the latest methods on neural networks [21]. However, these models are only available to limited cases. For example, it is common that the relationship between climate conditions and corresponding risk is highly nonlinear, making regression models likely to be inaccurate or incomplete. Machine learning techniques such as support vector machines and gradient boosting methods could results in robust outcomes, but they are only applicable to certain priors or data structures. Artificial intelligence (AI) based models, especially neural networks, are highly flexible and have shown remarkable results in many branches of fields. However, they may cause over-fitting issues and they do not provide the uncertainty of their estimations (like the posterior variance in Bayesian modeling). In addition to the type of models, data pre-processing becomes more significant. In particular, insurance risk models are focused on extreme cases, i.e. long-tail statistics, it becomes more difficult to accurately estimate risk models due to the sensitivity to noises and data sparsity. Therefore, feeding AI risk models with raw dataset without pre-processing could lead to non-comprehensive results.

On the other hand, parametric insurance has been proposed as a supplement to traditional insurance, because it can mitigate expensive claim procedures and so-called moral hazard issues [22–25]. This can be critical in developing countries and rural areas where documentation of damages in
properties and communication with policyholders are difficult and costly. However, the existence of basis risk – mismatch between risk estimations and policyholders’ actual losses – remains as one of the main problems in parametric insurance. Hence, robust analysis on extreme events becomes a critical component in parametric insurance, minimizing basis risk.

For the minimization of basis risk and better estimation of consequences from extreme weathers, we propose using the deep sigma point process (DSPP) [26], which is a variant of the deep Gaussian process (DGP) [27]. In AI studies, DGP is classified as a technique in Bayesian neural network (BNN) framework. BNNs are different from conventional neural networks, because they can estimate uncertainty regarding its estimations. For example, conventional networks can always tell us how risky a weather condition is, but such decision may not be reliable due to insufficient amount of examples or unstable training process. In contrast, BNNs can estimate model’s confidence, and we expect that this can be useful in insurance business, since we may apply more conservative policies on weather conditions with high uncertainty. In addition, BNNs are more robust to overfitting. This is because the deterministic and fixed estimation of parameters in conventional neural networks is now substituted by probability distributions that represent uncertainty from lack of data, optimal model architecture, etc [28]. There are a few advantages that we specifically choose DSPP (or DGP) over other techniques in the BNN framework. One representative example is that Gaussian processes can represent uncertainty directly in function-space, which can lead to better estimations than other BNNs with weight-space probability distributions [29, 30].

Given the advantages of DSPPs while leveraging the high flexibility and expressiveness of neural networks, we hypothesize that we could use DSPPs for more accurate parametric insurance. We develop a framework including DSPPs
to create a model that can predict the effect of weather parameters on dropout in residential links, using a public dataset collected by ThunderPing system [31] over 8 years across the US [32]. This data allow us to build and assess the ability of our models to reliably predict risk. In this study, we demonstrate that DSPPs afford more accurate risk models than traditional statistical models. These models can be used broadly to build parametric insurance for many types of risk and supplement traditional indemnity-based insurance by contributing to data analysis and risk estimations (Fig. 1).

2 Methods

Fig. 2 shows an overview on our method using the public dropout data and neural networks.

2.1 Data description

For every state (State 1, · · · , S in Fig. 2) in US, the dataset provide information on the occurrence of dropout in residential network links. It contains the number of hours that the ThunderPing system checks if an address is responsive and that an address experienced dropout. Each check from the system is accompanied by a number of weather parameters, including temperature, wind speed, precipitation, snow depth, cloud ceiling, visibility, sea level, station pressure, etc. Among these parameters, we exclude ones with incomplete or invalid records.

2.2 Data pre-processing

Dropouts are extreme events and are very rare in this dataset. Accordingly, they highly suffer from noises, which greatly hinders the training of neural
networks. Hence, instead of estimating the occurrence of dropout from the raw data, we leverage some ideas suggested in [32]. First, the occurrence of dropouts is expressed in terms of the dropout probability, which is calculated as the number of hours to check responses divided by the number of hours that dropouts happen. Second, to suppress any undesirable effects from extreme cases, we use estimated mean of the dropout probability by considering bins of measurements from the ThunderPing system. Here, each bin corresponds to specific conditions of weather parameters $\theta_1, \cdots, \theta_n$.

Specifically, for a parameter $\theta_i$, we suggest an interval $[a_i - \Delta_i/2, a_i + \Delta_i/2]$ where $a_i$ is a real number randomly chosen between the minimum $m_{i,\downarrow}$ and the maximum $m_{i,\uparrow}$ values of $\theta_i$ in a state. The interval width $\Delta_i$ is set to $(m_{i,\downarrow} - m_{i,\uparrow})/12$. Subsequently, a bin is defined as a collection of measurements whose parameters satisfy

$$\theta_i \in \left[ a_i - \frac{\Delta_i}{2}, a_i + \frac{\Delta_i}{2} \right], \ i \in \{1, \cdots, n\}. \quad (1)$$

For each measurement $j$ in a bin, we calculate the dropout probability $p_{D,j}$. Denoting the number of measurements in a bin as $N$, we approximate the dropout probability for a bin $p_D$ by using the median of means of $p_{D,j}$, i.e.

$$p_D = \text{med} \left\{ \frac{1}{q} \sum_{j=qk+1}^{q(k+1)} p_{D,j} \middle| k \in \mathbb{N} \cup \{0\}, \ q(k+1) \leq N \right\}, \quad (2)$$

where $q$ is a natural number smaller than $N$. We only consider bins that satisfy $N \geq 4000$. $q$ is chosen such that the maximum of $k$ in Eq. 2 is larger than 20. Consequently, we collect pairs $\{(a_1, \cdots, a_n), p_D\}$ from multiple bins, as inputs to various models to estimate the dropout probability from weather parameters.

### 2.3 Bayesian regression

For a comparison to the estimation of the dropout probability using DSPPs, we perform the Bayesian regression as a conventional risk estimation scheme. To reflect the fact that the relationship between the weather parameters and the dropout probability can be nonlinear, we consider the following model,

$$p_D = \mathcal{N} \left( w_0 + \sum_{i \in \mathbb{N}} w_i \theta_1^{a_i} \theta_2^{b_i} \theta_3^{c_i} \middle| \sigma^2 \right), \quad (3)$$

where $a_i, b_i, c_i$ are natural numbers, and $\mathcal{N}(\mu|\sigma^2)$ is a normal distribution with the mean $\mu$ and the standard deviation $\sigma$. $\sigma$ is sampled from a half-normal distribution while each weight $w_i$ is sampled from a normal distribution. Here, we fix the number of weather parameters to 3, which is based on our initial selection of parameters (see, Section 2.5). For the optimization of all model
parameters, we perform the Monte Carlo simulation with $10^4$ samples and 6 chains. To check the proper convergence, we confirm that the R-hat values for all model parameters are 1.

2.4 Training of DSPP

We fit a DSPP model to the pre-processed dataset. DSPP is a variant of the original DGP, as introduced earlier. In the training of DGP, the loss function is derived using the evidence lower bound due to the intractability of the model. In addition, the latent function values in each layer are randomly samples, which can make the inference difficult and thus degrade the predictive distribution. It is suggested that using DSPP can mitigate such issues [26].

Specifically, we approximate the variational distribution with 8 quadrature points and weights with quadrature rule referred to as QR3 in [26]. Our network consists of 4 layers where the dimensions of their output vectors are 5, 3, 3, and 1. The covariance matrices in all layers are computed using the Matérn covariance function and a scalar scaler. The mean vectors in the first 3 layers are modeled with the fully-connected layers. The last layer uses a constant mean. As in the training of the original DGP [33], we use 300 inducing points for calculating the Kullback-Leibler divergence in all layers. Starting from an initial rate of 0.1, we train for 500 epochs for each state and decay the learning rate by 0.1 at the 100th, 250th, 350th, and 450th epochs. We use a mini-batch of size 1000.

2.5 Selection and importance of parameters

As discussed in Section 2.2, each weather parameter suffers from noises and unexpected fluctuations. Hence, it is expected that using too many parameters (e.g. $n \gg 1$) would result in a combination of different noises and undesirable effects in the training process. Furthermore, it can be difficult to find a bin with sufficiently many measurements, because the intersection of intervals (Eq. 1) would be very small. Hence, at the initial stage of our method, we try to roughly pick a few among available parameters. This is done by calculating correlation values between the dropout probability and each parameter per measurement. Based on these correlation values, we select three parameters: temperature, wind speed, and precipitation. Detailed information regarding our selection is described in Appendix A.

We expect that for parametric insurance, it would be useful to know the importance of weather parameters, i.e. determining a parameter that can most influence residential links. Observing the regional dependence of important features, we can know that location-specific insurance policies would be required in insurance products. In this study, we use a similar method to the feature ablation [34–36]. That is, making one weather parameter to be zero to remove any information flow regarding the parameter to a trained neural network and observing the accuracy change. We further train two additional DSPPs, denoted as DSPP$_1$ and DSPP$_2$, where the former is trained by removing the
second most important parameter and the latter by removing the second and the third most important parameters. This is to further analyze the effects of weather parameters. Depending on the accuracy change, we may update our selection of parameters (Fig. 1). In this study, we consider two accuracy measures, the mean absolute percentage error (MAPE) and the R-squared value. In particular, we use MAPE for the determination of the importance of parameters.
3 Results

Based on our trained DSPP, we estimate the importance of parameters. Subsequently, we find that each state has a unique weather parameter that is most effective on the rate of dropout (Fig. 3). In other words, in Fig. 3, we can see that states differed in terms of whether wind speed, precipitation, or temperature is the strongest predictor of internet connectivity dropout.

In terms of modeling accuracy, DSPPs demonstrate significantly better performance than the Bayesian regression, as shown in Fig. 4. Specifically, we calculate the MAPE and the R-squared value by using 1000 randomly selected test examples for each state. Depending on the state, the change in the accuracy differs (see also Table 1 and 2). This may be because extra non-linearity considered in DSPPs compared to the Bayesian regression model has different impact in various states. In overall, the distribution of the dropout probability...
probability depends on the state, implying that the regional dependency should be considered.

For more detailed analysis, Fig. 5 shows two-dimensional (temperature and wind speed) views of the dropout probability estimated from DSPP and Bayesian regression in California and Texas. In particular, the temperature and wind speed with the highest probability of dropout are marked with circles. Qualitatively, estimation from DSPP exhibits strong agreement to the ground truth, with high dropout probability for the weather conditions in the circled regions. However, the classical Bayesian regression does not well approximate the high probability in those regions, implying less performance in catching some extreme events. In overall, our DSPP has more accurate risk modeling than the classical Bayesian regression. In Appendix B, Fig. B3 shows three-dimensional (z-axis also representing the dropout probability) views with uncertainty estimations, which also exhibits clear distinction between performances for DSPP and the Bayesian regression.

Fig. 6 shows a comparison between estimations from DSPP, DSPP\(_1\), and DSPP\(_2\) in California and Texas. Here, we also mark regions exhibiting the highest dropout probability with circles. In the example of California, the removal of the second most important parameter does not have a significant effect.
Table 1 MAPE on 1000 randomly sampled test data, using DSPP, DSPP\(_1\), DSPP\(_2\), and Bayesian regression. \(a_1\), \(a_2\), and \(a_3\) represent the first, second, and third most important parameters, respectively. \(W\), \(P\), and \(T\) refer to wind speed, precipitation, and temperature, respectively. Here we consider states from AK to MO. For the other states, see, Table 2.

| State | DSPP | DSPP\(_1\) | DSPP\(_2\) | Bayesian | \(a_1\) | \(a_2\) | \(a_3\) |
|-------|------|-----------|-----------|----------|-------|-------|-------|
| AK    | 0.122| 0.177     | 0.273     | 0.254    | \(W\) | \(P\) | \(T\) |
| AL    | 0.04 | 0.26      | 0.312     | 0.132    | \(P\) | \(T\) | \(W\) |
| AR    | 0.033| 0.177     | 0.208     | 0.108    | \(P\) | \(T\) | \(W\) |
| AZ    | 0.034| 0.074     | 0.202     | 0.098    | \(T\) | \(W\) | \(P\) |
| CA    | 0.06 | 0.092     | 0.186     | 0.163    | \(W\) | \(P\) | \(T\) |
| CO    | 0.042| 0.106     | 0.11      | 0.108    | \(T\) | \(W\) | \(P\) |
| CT    | 0.062| 0.203     | 0.231     | 0.173    | \(W\) | \(T\) | \(P\) |
| DC    | 0.043| 0.106     | 0.217     | 0.09     | \(T\) | \(W\) | \(P\) |
| DE    | 0.06 | 0.206     | 0.359     | 0.193    | \(T\) | \(W\) | \(P\) |
| FL    | 0.06 | 0.137     | 0.164     | 0.155    | \(P\) | \(T\) | \(W\) |
| GA    | 0.042| 0.089     | 0.118     | 0.107    | \(T\) | \(P\) | \(W\) |
| HI    | 0.073| 0.291     | 0.348     | 0.208    | \(W\) | \(T\) | \(P\) |
| IA    | 0.041| 0.071     | 0.174     | 0.125    | \(T\) | \(P\) | \(W\) |
| ID    | 0.042| 0.12      | 0.223     | 0.108    | \(T\) | \(W\) | \(P\) |
| IL    | 0.047| 0.261     | 0.271     | 0.134    | \(P\) | \(T\) | \(W\) |
| IN    | 0.05 | 0.088     | 0.294     | 0.136    | \(T\) | \(P\) | \(W\) |
| KS    | 0.06 | 0.24      | 0.24      | 0.193    | \(T\) | \(W\) | \(P\) |
| KY    | 0.04 | 0.182     | 0.184     | 0.111    | \(P\) | \(T\) | \(W\) |
| LA    | 0.043| 0.329     | 0.426     | 0.169    | \(P\) | \(T\) | \(W\) |
| MA    | 0.069| 0.12      | 0.188     | 0.179    | \(T\) | \(P\) | \(W\) |
| MD    | 0.052| 0.127     | 0.214     | 0.13     | \(T\) | \(W\) | \(P\) |
| ME    | 0.049| 0.131     | 0.176     | 0.14     | \(P\) | \(T\) | \(W\) |
| MI    | 0.052| 0.223     | 0.226     | 0.171    | \(P\) | \(T\) | \(W\) |
| MN    | 0.039| 0.172     | 0.184     | 0.107    | \(P\) | \(T\) | \(W\) |
| MO    | 0.045| 0.172     | 0.193     | 0.125    | \(P\) | \(T\) | \(W\) |

on the performance. This would be because information in the second most important parameter is suitably retained in the other two parameters, while direct relationship between parameters may require additional analysis. On the other hand, in Texas, the removal of the second most important parameter results in a significant change in the estimation quality. Such degradation in the estimation quality implies that, in Texas, the effect of the third important parameter is relatively small compared to the case in California. These observations can suggest the importance of AI-based data analysis that can assess diverse data with geographical differences. In Appendix B, Figs. B4 and B5 provide three-dimensional views with uncertainty estimations in California and Texas. In these figures, we can also see different behaviors on omitting parameters, depending on states.

Quantitative results in the estimation of the dropout probability are summarized in Table 1 and 2 where we show MAPE from 1000 randomly sampled test data regarding the classical Bayesian regression, DSPP, DSPP\(_1\), and DSPP\(_2\). In overall, estimations from DSPP exhibit MAPE of approximately 5%, which is the best result among the other models. As in Fig. 3, we can see the regional dependency of the importance of parameters. As in
Table 2  MAPE on 1000 randomly sampled test data, using DSPP, DSPP<sub>1</sub>, DSPP<sub>2</sub>, and Bayesian regression. \(a_1, a_2, \) and \(a_3\) represent the first, second, and third most important parameters, respectively. \(W, P, \) and \(T\) refer to wind speed, precipitation, and temperature, respectively. Here we consider states from MS to WY. For the other states, see, Table 1.

| State | DSPP | DSPP<sub>1</sub> | DSPP<sub>2</sub> | Bayesian | \(a_1\) | \(a_2\) | \(a_3\) |
|-------|------|-----------------|-----------------|----------|--------|--------|--------|
| MS    | 0.032| 0.05            | 0.297           | 0.084    | \(T\)  | \(P\)  | \(W\)  |
| MT    | 0.046| 0.255           | 0.255           | 0.12     | \(T\)  | \(W\)  | \(P\)  |
| NC    | 0.055| 0.101           | 0.274           | 0.137    | \(T\)  | \(P\)  | \(W\)  |
| ND    | 0.053| 0.143           | 0.14            | 0.155    | \(T\)  | \(W\)  | \(P\)  |
| NE    | 0.038| 0.116           | 0.113           | 0.113    | \(T\)  | \(W\)  | \(P\)  |
| NH    | 0.068| 0.104           | 0.222           | 0.224    | \(T\)  | \(P\)  | \(W\)  |
| NJ    | 0.061| 0.128           | 0.211           | 0.157    | \(T\)  | \(W\)  | \(P\)  |
| NM    | 0.04  | 0.084           | 0.179           | 0.09     | \(T\)  | \(W\)  | \(P\)  |
| NV    | 0.061| 0.205           | 0.204           | 0.186    | \(W\)  | \(T\)  | \(P\)  |
| NY    | 0.057| 0.176           | 0.211           | 0.127    | \(P\)  | \(T\)  | \(W\)  |
| OH    | 0.061| 0.265           | 0.265           | 0.15     | \(P\)  | \(T\)  | \(W\)  |
| OK    | 0.043| 0.174           | 0.202           | 0.134    | \(P\)  | \(T\)  | \(W\)  |
| OR    | 0.063| 0.135           | 0.179           | 0.126    | \(P\)  | \(T\)  | \(W\)  |
| PA    | 0.058| 0.162           | 0.173           | 0.153    | \(P\)  | \(T\)  | \(W\)  |
| RI    | 0.077| 0.255           | 0.36            | 0.244    | \(T\)  | \(W\)  | \(P\)  |
| SC    | 0.048| 0.095           | 0.139           | 0.151    | \(T\)  | \(P\)  | \(W\)  |
| SD    | 0.061| 0.19            | 0.178           | 0.186    | \(T\)  | \(W\)  | \(P\)  |
| TN    | 0.033| 0.246           | 0.244           | 0.111    | \(P\)  | \(T\)  | \(W\)  |
| TX    | 0.044| 0.181           | 0.192           | 0.122    | \(P\)  | \(T\)  | \(W\)  |
| UT    | 0.037| 0.161           | 0.163           | 0.104    | \(W\)  | \(T\)  | \(P\)  |
| VA    | 0.047| 0.198           | 0.215           | 0.131    | \(P\)  | \(T\)  | \(W\)  |
| VT    | 0.083| 0.194           | 0.267           | 0.219    | \(T\)  | \(W\)  | \(P\)  |
| WA    | 0.062| 0.103           | 0.13            | 0.127    | \(W\)  | \(P\)  | \(T\)  |
| WI    | 0.055| 0.089           | 0.21            | 0.133    | \(T\)  | \(P\)  | \(W\)  |
| WV    | 0.046| 0.095           | 0.244           | 0.112    | \(T\)  | \(P\)  | \(W\)  |
| WY    | 0.036| 0.114           | 0.175           | 0.108    | \(T\)  | \(W\)  | \(P\)  |

the previous discussion, neglecting the second and the third most important parameters has distinct effects on the estimation accuracy. For more visibility, we show Fig. C6 that contains maps of estimation quality for DSPP<sub>1</sub>, and DSPP<sub>2</sub>. Taken together, these results suggest that our DSPP can predict risk with greater accuracy than traditional models, which can be applied to the data analysis portion of parametric insurance for more accurate coverage than traditional insurance can achieve.

4 Discussion

In addition to the better estimation quality, our model can provide uncertainty on its estimation, which is relevant to not only being more robust to overfitting but the insurance design. Being highly uncertain implies that, for example, there exists insufficient amount of training data on which estimations of a model are based. On the other hand, it can be also possible that the relationship between risks and parameters is complex.

There is no rule-of-thumb to quantify the quality of uncertainty estimation [37], but we can suggest a few qualitative ways. For example, models with high
uncertainty almost everywhere do not give useful information. In addition, we can expect that models should exhibit high uncertainty on weather conditions with a small number of measurements. In this perspective, Figs. B3, B4, and B5 suggest that our DSPP model is also better in terms of uncertainty estimation compared to other methods. The Bayesian regression model and DSPPs without some parameters show high uncertainty on various measurement points. In contrast, uncertainty values from our DSPP model tends to be proportional to the density of measurement points, which follows our qualitative expectation. We expect that such information on uncertainty can be crucial in insurance business. We can know that it is more probable for real-world phenomena to deviate from expectations of models if uncertainty is high, and we would require more careful and conservative policy on such expectations or additional data to tailor current models.

Parametric insurance models consist of not only data analysis and risk estimation procedures, but considerations on the trigger and payouts (Fig. 1). There can be multiple ways to apply our study to build parametric insurance products. Roughly speaking, the expected amount of risk is highly related with the dropout probability. Considering the maximum limit for reserve and number of policyholders, we may devise thresholds on the dropout probability for which we can consider triggering payouts. Subsequently, dropout probabilities, estimated from our model, can be clustered into several regions. Regions where the minimum dropout probability is larger than some thresholds give crucial information on triggers, i.e. we can consider releasing payouts if all weather parameters are contained in such regions.

While insurance is one of the primary ways for societies to protect themselves from financial risk, insurance companies may not be able to afford to insure climate-change-related risk. Many studies focus on the impacts of climate on insurance companies’ viability. For example, [38] highlights that insurance companies are vulnerable to increasing financial losses with climate change, which implies that better models and data analysis procedures are required. In this regard, we expect that this study can contribute to insurance designs in the future.

5 Conclusion

Parametric insurance has attracted attention due to its advantages over traditional insurance products in some aspects, such as faster and easier claim procedures. One of the main problems in parametric insurance, however, is the problem on estimating the basis risk. In this paper, we study the potential use of Bayesian neural networks to reduce the basis risk. Specifically, we use data regarding the dropouts in residential links in US, which are influenced by weather conditions. We show that, by using DSPPs, we can estimate the dropout probability with significantly less amount of error compared to the traditional Bayesian regression models. In addition, we can see clear regional
dependence of the importance of weather parameters, which implies that we should consider geographical differences in designing parametric insurance.

Consequently, we expect that our methods can be applied not only to building data-driven parametric insurance models for internet connectivity dropout in US but to building parametric insurance models for a multitude of risks that conventional insurance cannot adequately cover.
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Appendix A  Initial choice of parameters via correlation

As illustrated in Sec. 2.5, using all of available weather parameters would be problematic, because each parameter is subjective to its own noise. Subsequently, it is important to select a few weather parameters that can well describe the dropout. However, it would be difficult to know the effects of weather parameters on the dropout before we actually collect measurements into multiple bins and train models. Therefore, to obtain an initial guess on a set of appropriate weather parameters, we construct correlation matrices and try to select a few representative parameters.

As an example, Figs. A1 and A2 show correlation matrices between the dropout probability and various weather parameters. They also contain hierarchical clustering results computed by using the unweighted pair group
method with arithmetic mean (UPGMA) algorithm [39]. To guarantee sufficient amount of information regarding the dropout, it would be beneficial to select parameters that are orthogonal to each other. In both states, we have a few clusters: (cloud ceiling, visibility), (temperature, dew point), (station pressure, sea level, altimeter setting), (wind speed, wind gust), precipitation, wind direction, and snow depth. Considering general applicability among these parameters, e.g. wind direction may be arbitrary and snow depth may be inapplicable in certain states, we select three common weather parameters from the clustering results, precipitation, wind speed, and temperature, as our initial selection.

Appendix B   Additional figures for estimation results in California and Texas

In this section, we show three-dimensional views of estimations from Bayesian regression, DSPP, DSPP\(_1\), and DSPP\(_2\) models. Here, in these views, note that...
both the color and z-axis values represent the dropout probability; for example, points with high z-value will have red color and low z-value points will have blue color. This is to emphasize differences between estimations more. In these views, we also draw black errorbars at randomly selected regions, which correspond to uncertainty on estimations.

As discussed in Sections 3 and 4, it can be clearly seen that DSPP can best approximate the ground truth probability. In some cases, such as classical Bayesian regression and DSPP₂, we can see high uncertainty values almost everywhere, implying that uncertainty estimation is not successful.
Fig. B5 Three-dimensional comparison between estimations from DSPP, DSPP₁, and DSPP₂ in Texas. Note that both the color and z-axis values represent the dropout probability. Black errorbars are drawn at randomly selected regions, which represent uncertainty on estimations.

Appendix C Maps of estimation accuracy using DSPP₁ and DSPP₂

In addition to quantitative results summarized in Tables 1 and 2, we show maps of estimation errors from DSPPs without a part of parameters: DSPP₁ and DSPP₂.
Data-driven Parametric Insurance Framework

Fig. C6 Accuracy of estimating the dropout probability by using (left column) DSPP\(_1\) and (right column) DSPP\(_2\).
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