A Collaborative Filtering Algorithm with Intragroup Divergence for POI Group Recommendation
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Abstract: The purpose of POI group recommendation is to generate a recommendation list of locations for a group of users. Most of the current studies first conduct personal recommendation and then use recommendation strategies to integrate individual recommendation results. Few studies consider the divergence of groups. To improve the precision of recommendations, we propose a POI group recommendation method based on collaborative filtering with intragroup divergence in this paper. Firstly, user preference vector is constructed based on the preference of the user on time and category. Furthermore, a computation method similar to TF-IDF is presented to compute the degree of preference of the user to the category. Secondly, we establish a group feature preference model, and the similarity of the group and other users’ feature preference is obtained based on the check-ins. Thirdly, the intragroup divergence of POIs is measured according to the POI preference of group members and their friends. Finally, the preference rating of the group for each location is calculated based on a collaborative filtering method and intragroup divergence computation, and the top-ranked score of locations are the recommendation results for the group. Experiments have been conducted on two LBSN datasets, and the experimental results on precision and recall show that the performance of the proposed method is superior to other methods.
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1. Introduction

With the development of GPS and electronic devices, users can make check-in activities on the locations that they visit. Location-based social networks (LBSN) are an extension of social network integrating location-based services. LBSN such as Foursquare, Gowalla, and Yelp organically integrate online virtual society with the offline real-world. They are complex heterogeneous networks that include the relationship between users and locations and has a huge amount of data information. Users in LBSN can easily acquire real-time location information, and they can visit and record many locations they are interested in or share their experiences with friends. Generally speaking, point of interest (POI) recommendation is one of the most popular research topics in LBSN. It focuses on recommending a list of POIs to a user. It is of importance but the challenge lies in the data sparsity, implicit user feedback and personalized preference [1,2]. The POI is interchangeably referred to as the location in this article. POI recommendation can not only enhance user experience, but also can help advertisers target advertising for customers.

For individual POI recommendation, collaborative filtering (CF) is the most widely used method because of its simple architecture and is easy to implement. It mainly predicts and recommends unknown locations based on user’s check-in behaviors. User-based CF method is to make use of the information in the whole user-item matrix to recommend, and
use statistical techniques to get neighbor users. It makes use of the behavior of neighbor users to predict the preferences of target user, and recommends top-N locations to target user. However, in real scenarios, group activities are becoming more popular in various fields today. Users will always like to go to a place together, such as go to a basketball gym together for fun, or go to the library together for study. It is more necessary to recommend a number of POIs to a group of users than to an individual user. Group recommendation systems are used to generate ranked lists of recommendations based on users’ preferences [3]. Many group recommendation systems are applied in different fields, such as tourism, music, movies and so on. For example, Where2Eat is a model for group restaurant recommendation [4], and HappyMovie is a group recommendation model applying for the domain of movie.

The main challenge in the study of group recommendation systems is to reconcile the different preference of a group’s members. Group recommendation methods have usually used the aggregation functions to model the preferences of group members. Some group recommendation results can be obtained by aggregating results of individual recommendation. Jameson summarized three strategies for aggregating individual recommendations: average satisfaction [5], least misery [6] and maximum satisfaction. The average strategy takes the average recommendation score of all group members as the final score. However, different users have different preferences for items, and average strategy may lead to inaccurate results. In order to satisfy everyone, least misery adopts the minimum recommendation scores as the final score. Baltrunas et al. [7] compares different aggregation strategies, and finds the effectiveness of the strategy depends on the group size. In addition, some group recommendation is based on aggregating the user’ individual preference into a group preference [8]. This kind of approach treats the group as a user, and every user in the group has an influence for the result. However, the computation of weight of the user in the group is a challenging problem. Where-to-go recommendation systems can realize group recommendations based on random walk with a restart approach, but the influence weight of the members of the group is equal in this system [9]. However, group members should have different influences on the final decision of the group and the system needs to calculate the weight of different members for aggregating members’ preferences.

Effectively aggregating the individual preferences of group members to recommend the most meaningful items for the whole group is necessary. Meanwhile, to improve the quality of group recommendations, more additional influential features are taken into account, such as geographical factors, temporal feature, category factors, social factors and experience content. Those influential features should be integrated and mined to improve the effectiveness of POI recommendation. Different people tend to visit different places at different time, so we can mine the user’s preference of locations with time factors. The social factors between members are considered to improve the performance of group recommendation [10]. Zhang proposed the first group event venue recommendation (GEVR) system [11]. It groups with different social relationship strength to aggregate each group member’s location preference. However, more relevant information should be taken into account to further improve the performance of recommendation. The existing group recommendation method fails to generate top-N POIs due to poor precision and the relevancy [12].

In the research of group recommendation, the question of how to obtain a better recommendation performance has attracted widespread attention. Most of the previous methods used aggregation strategy to fuse individual recommendation results. However, due to social environment or personal disposition factors, a user’s behavior in a group is easily affected by other members of the group, the group recommendation results obtained by aggregating method do not consider the differences of members, so it is difficult to obtain satisfactory results. The group recommendation results are not related to individual preferences and it is often very different from personal location preference. To solve this problem, we take the whole group as a virtual user, and construct the preference model of the group, considering the divergence of group members at the same time. The divergence
is the difference among relevance of locations to different group members. Therefore, this paper proposes a collaborative filtering based algorithm with intragroup divergence (called CFID) for POI group recommendation.

Therefore, the key contribution of paper is presented as follows. (1) A POI group recommendation algorithm based on intragroup divergence with collaborative filtering model is proposed. The category of locations and temporal features are fully taken into account in this paper. It utilizes users’ check-in behaviors to construct the user preferences in visiting category and access time. (2) The group is regarded as a user, and the group preference model is established by aggregating each group member’s preference. Meanwhile, intragroup divergence is also an important factor affecting group recommendation results, and we develop a novel group divergence computation method for candidate POIs by analyzing the preference probability of all members in the group and their friends. (3) Experimental evaluations of the proposed methods are conducted on two LBSN datasets. The experimental results demonstrate that the proposed method obtains much higher precision and recall value than the other three recommendation methods, and is superior to other POI recommendation methods.

The rest of the paper is organized as follows. The related work of group recommendation is reviewed in Section 2, the details of the proposed algorithm is introduced in Section 3. The comparative experiments on two LBSN datasets are analyzed in Section 4. Finally, the conclusion of the paper and future work directions are shown in Section 5.

2. Related Work

Group recommendation aims to return a list of items for a group of users. There is no consensus on the classification of group recommendation. Some existing methods mostly focus on aggregating individuals’ relevance to generate recommendations for group of users [13]. The aggregation methodology is adopted according to the characteristics of the groups and it can be categorized into two types as aggregate preference and aggregate recommendation.

2.1. Aggregate Preference

The general idea of this method is to extract and combine the individual features of group members which can reflect the overall preference of the group, then integrate the individual features into the model of the whole group, and then make recommendation based on individual recommendation algorithms. Nam et al. proposed a method to represent a group as a virtual user [14]. Then, the model was used to compute the virtual user vector and employ the individual recommendation method for this virtual user. Experiments have been conducted in movie recommendation. Cantador and Castells introduced a semantic-based aggregation model group recommendation strategy [15]. In this method, users with similar preferences were identified to generate semantic documents, and then group semantic documents were generated according to individual semantic documents to make recommendations. In reference [16], the user preference model was constructed by using the historical behavior of group members and item scores. The group preference model was regarded as a multidimensional feature space, and the high-density area of item distribution represented the group preference. Group recommendation was carried out by calculating the distance between candidate items in the multidimensional feature space and high-density area. Similarly, using aggregation model strategy, Masthoff proposed a group recommendation system based on social selection theory [17]. Liu et al. proposed a group recommendation approach based on topic model [18]. The model assumes that influential users in a group can make decisions on behalf of the whole group. However, it does not consider the influence of users in different groups.

2.2. Aggregate Recommendation

This method is a more extensive research method, which first generates the evaluation of individual users on the project, then integrates the evaluation of all users, and finally
gives a unified recommendation result. Zhu aggregated individual recommendations for group recommendation [19]. Furthermore, they proposed a context-aware POI group recommendation by taking into account rationality of location and intra-group influences. They get the recommendation list of the group with distance restriction and conduct their experiment on Beijing POI comment data. Yuan et al. [20] proposed a consensus model considering the relevance between groups and topics and the influence of individuals in groups. Scholars [21] introduced game theory for solving the problem of group recommendation, they regarded group activities as non-cooperative games, and made recommendations based on finding the Nash equilibrium. However, this method cannot recommend a specific item because the Nash equilibrium contains a set of items. Some studies adopt a strategy summarized by Jameson for aggregating individual recommendations [7,22]. Baltrunas [7] used collaborative filtering to generate individual recommendations, and then individual recommendations were aggregated into the group recommendations using the least misery and average aggregation strategy. Feng et al. [22] presented a group recommendation based on random walk with restart method. It obtained the preferences of group based on the average of all user ratings in the group. Lin et al. [23] proposed a relationship-based group recommendation system according to the aggregation prediction strategy, and focused on the design of a quantitative method for member weight by measuring the correlation between users and their groups. Logesh proposed an activity and behavior-induced personalized recommendation system to predict persuasive POI recommendations [24]. It can be extended to recommend locations to user groups by exploiting relationships between users in the group.

3. Methodology

A POI group recommendation algorithm based on collaborative filtering with intra-group divergence is present. Temporal and category influence is used to describe user behaviors and exploit the user’s preference of locations, respectively. Then, the group preference model is constructed by aggregating individual preference. The divergence of group members is taken into account as well. Given a group of users, a list of top-N recommended locations is returned for the group. We evaluate the performance of our algorithm with two datasets from Foursquare in the experiments.

3.1. Notation

Table 1 presents the check-in behaviors of users in New York City of Foursquare. Every user’s check-in record contains check-in time, user ID, POI ID, longitude, latitude of the POI, and category that the POI belongs to. Let $U = \{u_1, u_2, ..., u_n\}$ be the set of users, and $L = \{l_1, l_2, ..., l_m\}$ be the set of POIs. $R$ indicates the check-in records made by users visiting to locations. Each entry $r_{u_j,l_k}$ in $R$ represents the frequency of user $u_j$ visiting to location $l_k$. Each location is encoded by longitude and latitude, and $C = \{c_1, ..., c_{|C|}\}$ is the category of locations, such as office, restaurant, coffee shop, airport and so on. For a location $l_j$, it will belong to one categories at least $l_j \in C$. Let $G = \{g_1, g_2, ..., g_{|G|}\}$ be the set of groups. Given a group $g \subseteq U$, POI group recommendation aims to recommend a list of POIs $l \subseteq L$ to $g$.

Table 1. check-in data on Foursquare.

| User ID | POI ID | POI Category Name | Latitude | Longitude | Time            |
|---------|--------|-------------------|----------|-----------|-----------------|
| 120     | 1178   | office            | 40.68667 | -73.97845 | Sat Apr 07 20:24:10 |
| 303     | 289    | coffee shop       | 40.72645 | -73.99859 | Fri Apr 20 16:06:33 |
| 526     | 8829   | bar               | 40.71963 | -73.98954 | Wed Apr 11 23:08:33 |
| ...     | ...    | ...               | ...      | ...       | ...             |
3.2. Framework of CFID

Algorithm 1 describes the framework of the proposed method. Given a group $g$, a list of ranked POIs is returned for the group. It is able to fully integrate category and temporal influential features to improve the quality of POI recommendation. In the first phase, we attempt to learn users’ latent preference for POI. We construct the preference vector of a user after analyzing the user’s check-in behaviors and it consists of two parts, one is the preference vector of different users on location categories, and the other is the preference vector of different users on time. Then, we get a group preference feature model based on the user preference feature vector. We propose a group member consistency probability factor as the fuzzy degree of group represented by $\eta_{gu}$ to aggregate each member’s feature to get the preference by a group. We take a group as a virtual user, then the similarity computation between a group and a user is based on Equation (12). We calculate the similarity between the group and the user based on the check-in records and feature vector separately. Next, it is based on the idea that the average access of friends to the location is taken as the user’s access to the location. The inconsistency of members’ visiting locations in a group is regarded as the divergence degree of the group. For each candidate POI, the preference rating of POI for group is computed based on collaborative filtering and intragroup divergence, separately (line 5 to line 9 in Algorithm 1). Additionally, the final recommendation preference score that a group will visit POI is shown in Equation (17), the recommended results are determined by the items with different weights. It is based on the collaborative filtering result and is also restricted through the divergence. To sort the preference score of group $f'_{g,l}$ and return the top-N POIs with higher preference score.

**Algorithm 1** CFID algorithm.

**Input:** The group $g$, users’ check-in frequency matrix $R$

**Output:** Top-N POIs

1: extract user preference of location categories $M^c_l$ based on Equation (3)
2: extract user preference of time feature $M^t_l$ based on Equation (4)
3: get group preference $M_g$ based on Equation (9)
4: similarity between a group and a user computation based on Equation (12)
5: for each $l \in L$ do
6: get group preference $f_{g,l}$ based on collaborative filtering
7: get group divergence $d_{g,l}$ based on intragroup divergence computation
8: compute $f'_{g,l}$ based on Equation (17)
9: end for
10: sort $f'_{g,l}$ in descending order
11: return Top-N POI

3.3. User Preference Model Construction

(1) Construct the preference of user on category. Each POI has its latitude and longitude, and each POI can belong to a category. For example, a POI belongs to the restaurant, gym, park, entertainment and so on. We can first construct the category feature vector of POI $l$ denoted as $V^c_l = (f_{l,c1}, f_{l,c2}, ..., f_{l,ci})$. Where $f_{l,c1} = 1$, if POI $l$ belongs to $c1$, and $f_{l,c1} = 0$, otherwise.

As shown in Table 1, each user has its own preference, and he will visit different POIs. Furthermore, in order to obtain the user’s preference for categories from the user’s access records to POIs, a computation method similar to TF-IDF is present to calculate the user’s preference for the category. TF-IDF (term frequency inverse document frequency [25]) is to evaluate the importance of a word to a document, which is commonly used in the domain of information retrieval and text mining. The importance of a word increases with
the frequency of its appearance in the document, but decreases with the frequency of its appearance in the corpus. The TF-IDF is shown in Equation (1).

$$\text{TF-IDF} = \frac{f(t_i, d_j)}{\sum_{m=1}^{k} f(t_i, d_j)} \times \log \frac{n}{n(t_i)}$$  \hspace{1cm} (1)$$

where \(f(t_i, d_j)\) denotes the frequency of word \(t_i\) in document \(d_j\), and \(n\) represents the number of documents.

In particular, by considering a location category as a word, and considering a user’s check-in behavior as a document. Similar to TF-IDF formula above, the formula for the degree of preference of user \(u\) to the category feature \(c\) is shown in Equation (2), it is to estimate the importance of a location category to a user.

$$p_{u,c} = \frac{\sum_{k=1}^{m} r_{u,l_k} \times f_{l_k,c}}{\sum_{k=1}^{m} r_{u,l_k}} \times \log \frac{\sum_{i=1}^{C} f_{i,c}}{\sum_{k=1}^{m} f_{l_k,c}}$$ \hspace{1cm} (2)$$

where \(r_{u,l_k}\) denotes the visiting frequency of user \(u\) for location \(l_k\) in check-ins. \(f_{l_k,c}\) is the category feature model for POI \(l_k\). \(\sum_{k=1}^{m} r_{u,l_k} \times f_{l_k,c}\) indicates the frequency of user \(u\) visiting the locations belonging to category \(c\) in its check-ins. \(C\) denotes the category of locations. Here IDF is expressed as the ration of total number of all categories in all locations to the number of location belonging to category \(c\). A location can belong to more than one category. Then the category feature model of user can be represented by Equation (3), and \(p_{u,c}\) is the preference value of user on category \(c\).

$$M_u^C = (p_{u,c1}, p_{u,c2}, \ldots, p_{u,c})$$ \hspace{1cm} (3)$$

(2) Construct the preference of user on time. As seen from Table 1, it is to be observed that the user has different activities at different times. Time factor plays an important role in analyzing users’ preferences. The locations visited by users in different time slices of the day are also very different. For example, some users like to go to gym at night, but some users like to go to the gym at noon. Moreover, users’ POI preferences on weekday are also different from those on weekend. On this basis, in order to construct the user’s time preference model, time of a day is divided into periodic time slots (e.g., by hour), what is more, we divided the time of day into four parts \(\{T_1, T_2, T_3, T_4\}\). \(T_1\) denotes 7–12 h for morning, \(T_2\) denotes 13–18 h for afternoon, \(T_3\) denotes 19–24 h for evening, and \(T_4\) denotes 1–6 h. In order to fully reflect the concept of week by time, we have added \(T_5\) to represent whether the day is weekend or not. \(T_5 = 1\) if it is weekend, \(T_5 = 0\) otherwise. Thus, the preference model of user \(u_i\) for different time period is constructed as shown in Equation (4).

$$M_u^T = (p_{u,t_1}, p_{u,t_2}, p_{u,t_3}, p_{u,t_4}, p_{u,t_5})$$ \hspace{1cm} (4)$$

where \(p_{u,t_k} = \frac{n_{u,t_k}}{\sum_{i=1}^{n_{u,t_k}} n_{u,t_k}}\). \(n_{u,t_k}\) denotes the visiting frequency of user \(u\) in the time period \(t_k\), and \(p_{u,t_5}\) denotes the ratio between the frequency of user \(u\) visits during the weekend and the frequency of visits at all times. Each entry in \(M_u^T\) is expressed as the preference of user \(u\) for each time.

For example, a user always prefers to visit restaurants at noon and bars at night. We believe that the user’s visits in the four time periods within a day can represent the user’s time preference to some extent. At the same time, the concept of time “week” is also within our consideration. The user’s visit frequency on weekdays and weekends can reflect the user’s visit characteristics during the week. Thus, the time feature vector of the user is constructed as:

$$M_u = (M_u^C, M_u^T) = (p_{u,c1}, p_{u,c2}, \ldots, p_{u,c}, p_{u,t_1}, \ldots, p_{u,t_5})$$ \hspace{1cm} (5)$$
We combine user category characteristics and time characteristics to represent user characteristics. Then, the user’s feature vector is shown in Equation (6).

\[
M_u = (p_{u,m_1}, p_{u,m_2}, \ldots, p_{u,m_k})
\]  

(6)

3.4. The Group Preference Model Construction

In the previous section, we obtained the feature vector of each user by integrating the user’s category feature and time feature. It was composed of the predicted value of user preference for category and user preference for time. For a group with a set of users, users in the group will have intragroup influence. Therefore, to construct the feature vector of a group, we aggregated member preferences into group preference by taking the intragroup influence of users. How to measure the intragroup influence of users is an open problem. We obtained the intragroup influence of users according to calculating the affinity of user with other members from the perspective of location. It is known that if a user has visited locations that are also visited by others, then the user will have a close relationship with others. Consequently, we calculate the probability of whether the location visited by each user in the group is visited by other users to express the current user’s affinity in the group.

\[
\eta^{g}_{u} = \frac{L_{u} \cap L_{u,g}}{L_{u}}
\]  

(7)

where \(L_u\) represents the POI visited by user \(u\) in the group, \(L_{u,g}\) represents the set of locations visited by other users in the group except for user \(u\), and \(\eta^{g}_{u}\) denotes the probability that the locations visited by user \(u\) are visited by other users in the group.

Among them, \(p_{u,m_k}\) represents the feature vector of users in the group. Here, the higher the value of \(\eta^{g}_{u}\), the greater the probability that the place visited by the user \(u\) is visited by other people in the group. That is to say, the feature preference of the user \(u\) is closer to the feature preference of the group.

The preference of a feature \(m_k\) of a group is constructed by aggregating the preference for the feature of each user in the group. It is calculated as follows.

\[
p^{g}_{m_k} = \frac{\sum_{u \in g} p_{u,m_k} \times \eta^{g}_{u}}{\sum_{u \in g} \eta^{g}_{u}}
\]  

(8)

Thus, splice the preference of all the features to construct the group feature vector. The construction of the group preference model is shown as follows.

\[
M_g = (p^{g}_{m_1}, p^{g}_{m_2}, \ldots, p^{g}_{m_k})
\]  

(9)

3.5. POI Group Recommendation Algorithm

Each group contains several users and the users have different preferences. Different from some researches which generate a POI list for each user and aggregate all users’ recommendations for the group, the group is regarded as a “user”. The group preference model construction process is described in the previous section, and each group is represented by a vector in this paper, then collaborative filtering algorithm is employed to obtain the preference POI of a group through similarity computation. Meanwhile, intragroup divergence is also taken into account to get group recommendation results, and we develop a novel group divergence computation method for candidate POIs. Finally, the score of the POI group recommendation is a linear combination of the results based on collaborative filtering and group divergence.

Collaborative filtering algorithm is one of the most widely used and successful methods in the field of recommendation system. Similarity computation is important for collaborative filtering algorithm. As we regard the group as a virtual user, and we recom-
mend the POIs visited by users who have similar hobbies to this group. For any user $v$ and a group $g$, the similarity between $g$ and $v$ is obtained by the following two parts:

1. Similarity computation from feature preference perspective. We calculate the similarity of feature preference between the group and the user $v$. Here, the method to calculate the cosine similarity of the feature vector between them as the similarity relationship between them is shown as follows.

$$sim_{g,v}^m = \frac{\sum_{i=1}^{M} p_{g,m_i} p_{v,m_i}}{\sqrt{\sum_{i=1}^{M} (p_{g,m_i})^2} \sqrt{\sum_{i=1}^{M} (p_{v,m_i})^2}}$$  \hspace{1cm} (10)

where $p_{g,m_i}$ is the feature vector of group $g$, and $p_{v,m_i}$ is the feature vector of user $v$.

2. Similarity computation from users’ check-ins perspective. It is to calculate the similarity between the group and the user $v$ based on the check-ins. To further get higher similarity results, we count historical check-in records of each member in the group. Then we compute the similarity between each member in the group and a user based on the check-in record. The average similarity of all group members and a user is expressed as the similarity of the group and a user.

$$sim_{g,v}^a = \frac{1}{n(g)} \times \frac{\sum_{u \in g} \frac{\sum_{l=1}^{k} r_{u,l} r_{v,l}}{\sqrt{\sum_{l=1}^{k} (r_{u,l})^2 \sqrt{\sum_{l=1}^{k} (r_{v,l})^2}}}}{\sqrt{\sum_{i=1}^{M} (p_{g,m_i})^2} \sqrt{\sum_{i=1}^{M} (p_{v,m_i})^2}}$$  \hspace{1cm} (11)

where $r_{u,l}$ and $r_{v,l}$ denotes the check-in information of user $u$ in the group and user $v$, respectively. If user $u$ has checked in at location $l$, $r_{u,l} = 1$. Otherwise, $r_{u,l} = 0$. $sim_{g,v}^a$ is the similarity based on historical records. $n(g)$ denotes the size of group.

Furthermore, the similarity of a group and a user is a simple combination of $sim_{g,v}^m$ and $sim_{g,v}^a$. Furthermore, we normalize the sum of the two and get the similarity between $g$ and $v$. In summary, the preference similarity between group $g$ and any user $v$ is as follows:

$$sim_{g,v} = sim_{g,v}^m + sim_{g,v}^a$$  \hspace{1cm} (12)

3. Group recommendation based on collaborative filtering algorithm. After obtaining the similarity between group $g$ and user $v$, we recommend the locations visited by users similar to group $g$ through collaborative filtering. The result represents the preference of the group. For example, a group likes to go to location A. Then, the score of each location is obtained by the following two parts:

$$sim_{g,v} = 0, \text{if } sim_{g,v} < \theta$$  \hspace{1cm} (13)

Finally, we recommend the selected locations visited by users to the group through user based collaborative filtering. The calculation formula is:

$$f_{g,l} = \frac{\sum_{v \in U} sim_{g,v} \times r_{v,l}}{\sum_{v \in U} sim_{g,v}}$$  \hspace{1cm} (14)

4. Group recommendation based on intragroup divergence. Each group is composed of multiple users, so the overall preference of a group for POI is mainly determined by the different preferences of each member in the group. With the size of the group increasing, that is to say, the group is of three or more users, there is complex relationship within the group. Users in the group may have different opinions, and have disagreements about a location. Intragroup divergence is the preference difference of all users in the group for a location $l$. The most common method is to calculate the difference of visiting probability of any two members in the group to location $l$. To compute the probability of a user in the
group for location \( l \), we have introduced the concept that if a friend of user \( u \) has visited location \( l \), then it has a high probability of being recommended to user \( u \). The probability of user \( u \) to location \( l \) can be calculated by the check-ins of \( u \)’s friends.

Regarding the calculation of the degree of divergence within the group, we use the formula to calculate the divergence relationship between the historical visits of the group. As shown in Equation (15), to compute the degree of divergence of the group \( d_{g,l} \) by considering the relationship between any two members in the group.

\[
d_{g,l} = \frac{2}{n(n-1)} \times \sum |\delta(u,l) - \delta(u',l)|
\]

where \( \delta(u,l) - \delta(u',l) \) represents the divergence of two members for each location. \( \delta(u,l) \) denotes the probability of a user in the group for location \( l \). The calculation formula of \( \delta(u,l) \) is shown in Equation (16). \( n \) denotes the size of group.

\[
\delta(u,l) = \frac{1}{|A_u|} \times \sum_{v \in A_u} r(v,l)
\]

The number of friends visited by each user in the group, and \( A_u \) is the set of friends of user \( u \) (similar to user \( u \)), where \( r(v,l) \) indicates whether user \( v \) has checked in location \( l \). If so, \( r(v,l) = 1 \); otherwise, \( r(v,l) = 0 \).

The disagreement of users in the group on location \( l \) is manifested in the differences of users in the group on location \( l \). We believe that the preference of users in the group for location \( l \) can be computed by calculating whether the user’s friend collection has visited the location. If the user’s friends have visited the location, it means that the user may be willing to visit the location. Therefore, the percentage of friends visiting the location in the friend collection are taken as the user’s preference for location \( l \) in the group.

Finally, The POI group recommendation result can be obtained based on Equation (17). It combines the similarity and divergence within the group. \( f'_{g,l} \) denotes a new preference value for a group. The divergence degree of users has a negative impact on the final recommendation score. The top-N POIs with larger values are selected as the recommendation for a group to visit.

\[
f'_{g,l} = \alpha f_{g,l} - (1 - \alpha) d_{g,l}
\]

In the above equation, \( \alpha \) is a tuning parameter, and the value range is 0 to 1. It is related to group recommendation with different group size.

4. Experiments and Results Analysis

We introduce the experiments to compare the performance of our method with other three POI group recommendation methods named CFL, CFA, and CMFC, respectively. All the codes are implemented in Matlab, and all the experiments are conducted on a Windows PC with Intel i7 CPU and 8GB of RAM.

4.1. Data Set

The data collected from Foursquare [26] is used in our experiment to evaluate the proposed approach. It contains two long-term, real-time check-in datasets in New York City (NYC) and Tokyo (TK). New York City dataset contains consecutive check-ins from July 2012 to December 2013. Tokyo dataset contains consecutive check-ins from April 2012 to May 2013. The statistics of these two datasets are displayed in Table 2. New York City dataset contains 1083 users, 227,428 check-ins, and 38,333 locations. Tokyo dataset contains 2293 users, 573,707 check-ins, and 61,858 locations.

For POI group recommendation, we adopt a method commonly used in academic simulation proposed by Lu et al. [27] to generate preferred POIs for a group. The specific methods are as follows: If user \( u_1, u_2, u_3 \) in less than an hour time to visit POI \( l \), and the three users are friends, then the three-person group \( u_1, u_2, u_3 \) preferred to the location \( l \).
As observed from Table 2, the number of two-person group of New York City and Tokyo is 2055 and 2129. In contrast, the number of multi-person group is lower than that of two-person group. In the experimental phase, we do POI group recommendation for two-person group and multi-person group, respectively.

Table 2. Description information of the dataset.

| Dataset     | New York City | Tokyo  |
|-------------|---------------|--------|
| users       | 1083          | 2293   |
| POIs        | 38,333        | 61,858 |
| check-ins   | 227,428       | 573,707|
| two-person group | 2055      | 2129   |
| multi-person group | 338       | 220    |

4.2. Evaluation Metrics

To evaluate the performance of POI recommendation methods, three evaluation metrics are adopted in this paper. Precision of a group is described as the ratio of the number of POIs the group actually visited to the total number of POIs in the recommendation list. Recall of a group is described as the ratio of the number of POIs the group visited to the total number of POIs. Generally, given a group $g$, we denote the set of POIs which group actually visited in the testing set as $T_g$, and the set of POI recommendation list by a method as $R_g(N)$. Therefore, we use the average precision $Precision@N$ of each group to indicates the overall precision. Furthermore, the average recall $Recall@N$ of each group to indicate the overall recall. The corresponding formulas are shown in Equations (18) and (19). In the experiment, the length of recommended POI list $N$ is set 5, 10 and 20, respectively.

$$Precision@N = \frac{1}{|G|} \sum_{g \in G} \frac{|R_g(N) \cap T_g|}{|R_g(N)|}$$  \hspace{1cm} (18)

$$Recall@N = \frac{1}{|G|} \sum_{g \in G} \frac{|R_g(N) \cap T_g|}{|T_g|}$$  \hspace{1cm} (19)

4.3. Comparison of Methods

In this paper, three algorithms are selected as comparative experiments. Two of them are based on collaborative filtering with Least-misery and average strategy, and one algorithm is based on context aware matrix factorization and intragroup divergence. We make a comprehensive comparison with three baseline methods.

(1) CFL (CF with the least misery strategy): CFL employs user-based collaborative filtering algorithm to estimate recommendation score of each user in the group for candidate POI, and it adopts the least misery strategy, which focuses on the user with the lowest score in the group to get the final result for group.

(2) CFA (CF with the average strategy): CFA employs user-based collaborative filtering algorithm to estimate recommendation score of each user in the group for candidate POI, and it adopts the average strategy, which calculating the average of these location scores of all users in the group as the final score of the group.

(3) CMFC (context aware matrix factorization with an improved group consensus function) [19]: CMFC firstly obtains the preference of the individual for POI based on matrix factorization, then it uses group decision strategy with group consistency and group divergence computation and ranking adjustment to get the predicting score of POIs and the top-N POIs with the highest score are the recommendation result of the group.
4.4. Experimental Results

4.4.1. Parameter Setting

Choosing the optimal parameter can maintain a high precision value for recommendation. The experimental results of optimizing the threshold parameter \( \theta \) for New York City dataset and Tokyo dataset are shown in Figures 1 and 2, respectively. In order to explore the influence of optimization parameter threshold \( \theta \) on group recommendation, we tune the threshold from 0.4 to 0.9 by step 0.1 for a two-person group to calculate the influence of threshold \( \theta \) on recommendation accuracy. It takes precision as the objective function to determine the parameter. As shown in Figures 1 and 2, with the threshold parameter \( \theta \) changing, the recommendation results show a trend of first increasing and then decreasing. In fact, the threshold value is for selecting similar users. The higher the value is, the similar the users are. The users with high similarity to the group (virtual user) can give more suggestions, and their opinions can be adopted by the group. When the threshold is low, the POI preferences of some users who are no longer particularly similar to the group are also recommended, thus reducing the accuracy of recommendation results. While the threshold is too large, some preference information of POIs is lost, and the selected similar users cannot recommend enough POIs for the group very well, so the performance declines. From Figures 1 and 2, the optimal parameter \( \theta \) is the experiment is 0.7 and 0.5 for New York City and Tokyo dataset separately.

![Figure 1. Parameter \( \theta \) setting for New York City dataset.](image)

![Figure 2. Parameter \( \theta \) setting for Tokyo dataset.](image)

Next, in the phase of group recommendation, it is based on collaborative filtering and intragroup divergence separately. The parameter \( \alpha \) controls the weight of recommendation results for collaborative filtering and intragroup divergence. When the number of users in the group is more than three, users’ relationship in the group becomes complicated and they may have disagreement with POIs. When there are more members in the group
and they do not have a common hobby, the disagreement between any two members in the group is considerable and complicated. In view of this situation, the number of users in the group affects the recommendation results. We divide the group recommendation into two-person group and multi-person group, and recommend their locations in the experiment section.

The parameter of the algorithm is tuned for achieving optimal performance. Here, we use a simple heuristic method to choose the value of parameter $\alpha$, and we adopt the strategy of maximizing the value of Precision@10 to determine the optimal $\alpha$ value. Different precision values are obtained when $\alpha$ increases from 0.5 to 1 by step 0.1 and 0.05. Different value of $\alpha$ affects the performance of group recommendation with different group size. As is shown in Figure 3, when the parameter value $\alpha = 1$, the effect for two-person group recommendation is the best. When the number of members in the group is two, the group size is small, the relationship between users in the group is similar, and the similarity between any two members in the group is very high. This shows if a group of two users traveling together, the relationship between them is close and their hobbies are similar. They have no intragroup divergence. Furthermore, seen from Figure 4, the precision of top-10 recommendation achieves best when $\alpha$ is set to 0.85 for NYC dataset. It is observed that the optimal $\alpha$ is 0.9 for multi-person group recommendation for TK dataset. When there are more users in the group, the intragroup divergence will impact the recommendation result.

![Figure 3. Parameter $\alpha$ for two-person group.](image)

![Figure 4. Parameter $\alpha$ for multi-person group.](image)

4.4.2. POI Group Recommendation Results

This part will present the experimental results of this group recommendation algorithm and other three comparative experiments. Each group is composed of multiple
users, so the overall preference of a group for a POI is mainly determined by the different preferences of each member in the group. In this experiment, for groups with different number of members, we divided them into two-person group and multi-person group to carry out experimental verification analysis.

(1) The experimental results for the two-person group. Figure 5 plots the recommendation performance of the four algorithms for the two-person group on the NYC dataset. Precision@N and Recall@N results of different recommendation algorithms are depicted in Figure 5a,b, respectively. With the increase in the number of recommended POI from 5 to 20, the accuracy presents a gradual downward trend, while the recall rate presents a gradual upward trend. It can be seen from the figure that the experimental results of CFL and CFA based on collaborative filtering with recommendation strategy are not good. Furthermore, the tendency of the histogram of CFL and CFA is nearly the same for \( N = 5 \). Those two algorithms employ different strategies of aggregating each group member’s preference. However, there are differences in group recommendation performance under different conditions. The adoption of recommendation strategy and the recommendation results of group members may destroy the integrity of the group, and the preferences of group members are influenced by others in the group, so there are differences between group members’ preferences when they are in a group and those who are not in the group. CMFC algorithm aggregates individual recommendation results, and it calculates group differences by adding group divergence function, so it has better performance than CFL and CFA from the experimental results. In this paper, different from CMFC algorithm generating a list of top-N recommendation POIs for each user in the group, CFID takes the group as a whole through the establishment of group preference model, and CFID combines collaborative filtering algorithm with intragroup divergence computation. Therefore, the final group recommendation of CFID takes into account the integrity of the group and the difference of group members’ preferences. CFID is obviously better than the other three comparative test methods in accuracy and recall.

![Figure 5](image)

**Figure 5.** Two-person group recommendation results of four algorithms on New York City dataset. (a) precision result; (b) recall result.

Detailed experimental results on the New York dataset are described in Table 3. It is found that Precision@N and Recall@N of ours are higher than the other three algorithms when \( N \) is different. In a word, it shows that as \( N \) is changing from 5 to 20, the results of our method become slightly better. When the value of \( N \) is small, the algorithms can obtain better precision, and when the value of \( N \) is large, the algorithm can obtain better recall results. CFID gets the highest precision value of 0.06 when the number of recommendation location \( N \) is 10, and CFID obtains the highest recall value of 0.618 when the number of recommendation location \( N \) is 10. Take \( N = 5 \) for example, the precision of CFID is 0.1124, which is much higher than 0.0658, 0.0666 and 0.0818 of CFL, CFA and CMFC, respectively. So our algorithm nearly improves by 70.8%, 68.7% and 37.4% than CFL, CFA and CMFC. Meanwhile, the recall of our method is about 0.562 when \( N = 5 \), which is much higher than 0.3294 and 0.4092 of CFL and CMFC, respectively. Therefore, our algorithm
nearly improves by 70.6% and 37.3% than CFL and CMFC. The results indicate that CFID algorithm performs better than other three algorithms on New York City dataset.

Table 3. Comparative results for two-person group on New York City dataset

| Method | Precision@N  | Recall@N  |
|--------|--------------|-----------|
|        | 5  | 10  | 20  | 5  | 10  | 20  | 5  | 10  | 20  |
| CFL    | 0.0658 | 0.0430 | 0.02745 | 0.3294 | 0.4297 | 0.5489 |
| CFA    | 0.0666 | 0.0448 | 0.0288 | 0.3328 | 0.4477 | 0.5752 |
| CMFC   | 0.0818 | 0.0508 | 0.0313 | 0.4092 | 0.5075 | 0.6268 |
| CFID   | 0.1124 | 0.0618 | 0.0330 | 0.5620 | 0.6180 | 0.6599 |

Figure 6 shows the experimental comparison of two-person group recommendation results of four algorithms on Tokyo dataset. Compared with the baseline methods, our proposed POI group recommendation has better recommendation performance. Though the dataset TK is much larger than the dataset NYC, in the case of data overload, the other three experimental methods have a significant decline. For example, when the number of recommended locations is 10, the recall rate of CFA is 0.4477 for NYC dataset, while it is only 0.28 for TK dataset, and the performance of CMFC algorithm reduced from 0.5075 to 0.28. The recall of CFID is about 0.52 for TK dataset. CFID still performs well when the dataset is large. In a word, the experimental results of CFID have a greater improvement than the other three experimental algorithms.

![Figure 6](image)

Figure 6. Two-person group recommendation results of four algorithms on Tokyo dataset. (a) precision result; (b) recall result.

Detailed experimental results on Tokyo dataset are described in Table 4. Note that precision and recall value obtained by our proposed method on Tokyo dataset are higher than other three algorithms. It is seen that precision value decreases and recall value increases, respectively, with the number of location recommendations varying from 5 to 20. Especially, take $N = 10$ for example, the precision of our method is about 0.0522, which is larger than 0.0247, 0.0283 and 0.0287 of CFL, CFA and CMFC, respectively. Therefore, the CFID algorithm nearly increases by 111.3%, 84.5% and 81.9%, respectively. Meanwhile, the recall of our method is about 0.6186 which is much higher than 27% and 20% of CFL and CMFC algorithm when $N = 20$, respectively.
Table 4. Comparative results for two-person group on Tokyo dataset.

| Method | Precision@N | Recall@N |
|--------|-------------|----------|
|        | 5           | 10       | 20      | 5        | 10       | 20      |
| CFL    | 0.0313      | 0.0247   | 0.0179  | 0.1564   | 0.2471   | 0.3574  |
| CFA    | 0.0338      | 0.0283   | 0.0206  | 0.1691   | 0.2828   | 0.4124  |
| CMFC   | 0.0406      | 0.0287   | 0.0212  | 0.2029   | 0.2870   | 0.4237  |
| CFID   | 0.0833      | 0.0522   | 0.0309  | 0.4166   | 0.5218   | 0.6186  |

(2) The results of the multi-person group experiment. Table 5 shows the detailed results of the algorithm comparison on NYC dataset. Take \( N = 5 \) for example, the precision of our method is about 0.1112, and the corresponding value of CFL, CFA and CMFC are 0.0567, 0.0727 and 0.0843, respectively. Therefore, is CFID algorithm results are nearly 5.4%, 3.8% and 2.7% higher than CFL, CFA and CMFC, respectively. The improvement results indicate that the CFID algorithm performance is the best.

Table 5. Comparative results for multi-person group on New York City dataset.

| Method | Precision@N | Recall@N |
|--------|-------------|----------|
|        | 5           | 10       | 20      | 5        | 10       | 20      |
| CFL    | 0.0567      | 0.0385   | 0.0255  | 0.2836   | 0.3855   | 0.5091  |
| CFA    | 0.0727      | 0.0545   | 0.0349  | 0.3636   | 0.5455   | 0.6982  |
| CMFC   | 0.0843      | 0.0581   | 0.0375  | 0.4218   | 0.5818   | 0.7491  |
| CFID   | 0.1112      | 0.0691   | 0.0422  | 0.5562   | 0.6909   | 0.8436  |

Figure 7 is a histogram of the Precision@N and Recall@N of the four comparison algorithms on the NYC dataset. Comparing CFL with CFA, It is seen that when the group size is two, the difference between the average satisfaction strategy and the least misery satisfaction strategy is slight. When the number of members in a group is more than two, the average strategy is much higher than the least misery strategy, which shows that when there are more members in a group, CFA algorithms employing the average strategy considers all members in the group, and it performs better than CFL algorithm which considers only one member in the group. Furthermore, comparing the recommendation results of two-person group and multi-person group on NYC, the CFID method has higher accuracy and recall rate than the other three methods.

The detailed comparative results of four algorithms on Tokyo dataset are listed in Table 6. CFID algorithm has the highest accuracy and recall compared with CFL, CFA and CMFC. Significantly, the precision of ours is 0.0646 when \( N = 10 \). Meanwhile, the precision value of ours when \( N = 10 \) nearly increases by 25.4%, 11.2% and 9.86% than CFL, CFA and CMFC algorithm, respectively. The improvement results indicate our algorithm performs better than others. The results show that the proposed method with intragroup divergence is better than CF algorithm with least misery strategy and average strategy for multi-person groups.

Figure 8 is a histogram of the precision and recall of the four comparison algorithms on Tokyo dataset. Seen from Figure 8a, with the number of recommended locations increasing, the precision value decreased. Especially, the precision value is about 0.1 when the length of recommendation location list is 5. Seen From Figure 8b, with the number of recommended location increasing, the recall value also increases. The recall value of ours obtains 0.051, which is much higher than CFL, CFA and CMFC when \( N = 5 \), respectively. It obtains a good quality of precision and recall, which illustrates that the technique is reliable.
Table 6. Comparative results for multi-person group on Tokyo dataset.

| Method | Precision@5 | Precision@10 | Precision@20 | Recall@5 | Recall@10 | Recall@20 |
|--------|-------------|--------------|--------------|----------|-----------|----------|
| CFL    | 0.0800      | 0.0515       | 0.0321       | 0.4001   | 0.5154    | 0.6423   |
| CFA    | 0.0831      | 0.0581       | 0.0358       | 0.4154   | 0.5808    | 0.7154   |
| CMFC   | 0.0915      | 0.0588       | 0.0356       | 0.4577   | 0.5885    | 0.7115   |
| CFID   | 0.1015      | 0.0646       | 0.0396       | 0.5077   | 0.6462    | 0.7923   |

Figure 7. Multi-person group recommendation results of four algorithms on New York City dataset. (a) precision result; (b) recall result.

Figure 8. Multi-person group recommendation results of four algorithms on Tokyo dataset. (a) precision result; (b) recall result.

5. Conclusions

In this paper, a collaborative filtering algorithm with intragroup divergence for POI group recommendation is proposed. The innovation of this paper is mainly in three directions. Firstly, user preference vector is constructed based on the preference of user on time and category. In the aspect of group integrity, CFID algorithm takes the group as a virtual user, and a group feature preference model is established based on user’s category and temporal preference model. Secondly, we compute the similarity of the group and other users based on the preference vector and the users’ check-in information. Thirdly, in the aspect of calculating intragroup divergence, we develop a novel group divergence computation method for candidate POIs by analyzing the preference probability of all members in the group and their friends. It improves the result significantly by comprehensively considering the group integrity and difference. It studies the influence of group size on the results of group recommendation. The recommendation results of two-person group and multi-person group on two real datasets of Foursquare show that
CFID algorithm has a significant improvement in terms of precision and recall compared with the other methods.

The next direction of the work is to try to investigate other factors to construct the user preference model, and we will study POI recommendation algorithm on the basis of machine learning and deep learning technology.
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