A QUANTITATIVE DIMENSION FREE ISOPERIMETRIC INEQUALITY FOR THE FRACTIONAL GAUSSIAN PERIMETER
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ABSTRACT. We prove a quantitative isoperimetric inequality for the fractional Gaussian perimeter using extension techniques. Though the exponent of the Fraenkel asymmetry is not sharp, the constant appearing in the inequality does not depend on the dimension but only on the Gaussian volume of the set and on the fractional order.
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1. INTRODUCTION

The Gaussian isoperimetric inequality states that among all sets with prescribed Gaussian measure, the halfspace is the one with least Gaussian perimeter. This result has been proved independently by Borell [6] and Sudakov-Tsirelson [37]. In [14] it has been proved that halfspaces are the only volume-constrained minimizers for the Gaussian perimeter, while in [3, 4, 16] inequalities of quantitative type, that allow to relate the deficit between a halfspace and a set with the same Gaussian volume with some function of the Gaussian measure of their symmetric difference, are proved. The results in [16] have been improved in [32, 33]. On the other side, fractional perimeters and nonlocal perimeters depending on more general kernels have been object of great attention in the last years, since they are related to nonlocal minimal surfaces [9, 31], phase transitions [38], fractal sets [28].
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and many other problems. In the Euclidean setting, fractional isoperimetric inequalities of qualitative and quantitative type have been proved in [15, 26] and [25, 27], respectively. See also [17] where the authors introduce a notion of fractional perimeter using a distributional approach and [19] where an isoperimetric problem with the competition of two fractional perimeters of different order is studied. In [34] the authors introduce a notion of fractional Gaussian perimeter using the by now well known extension techniques introduced in [10, 36] and they prove a qualitative isoperimetric inequality in the more general setting of abstract Wiener spaces. Inspired by the paper [7], where the authors prove a stability estimate for the fractional Faber-Krahn inequality, and taking into account the extension technique of [36], we prove a quantitative isoperimetric inequality for a fractional perimeter in the Gauss space. Although the technique is similar, we find a different exponent since the perimeter is given by the $H^{s/2}$ norm of the characteristic function, while the first eigenvalue depends on the $H^{s}$ norm. Moreover, similarly to the local case (see [3, 22]), the constant appearing in the inequality does not depend on the dimension of the ambient space. This fact exploits Proposition 3.3 where we prove that halfspaces have the same fractional Gaussian perimeter as halflines having the same one dimensional Gaussian measure. To conclude, we notice that the asymptotics as $s \to 0^+$ under the pointwise convergence and the asymptotics as $s \to 1^-$ under $\Gamma$-convergence have been studied in [13] and in [12] in the present setting. In [18] the authors give a different notion of Gaussian fractional perimeter of a measurable set $E$ in a bounded domain $\Omega \subset \mathbb{R}^N$ using a singular integral representation of the form

$$P^\gamma_s(E; \Omega) := \int_{E \cap \Omega} e^{-|x|^2/4} dx \int_{E \cap \Omega} e^{-|y|^2/4} dy + \int_{E \cap \Omega} e^{-|x|^2/4} dx \int_{E \cap \Omega} e^{-|y|^2/4} dy,$$

and they prove the Gamma convergence of $(1-s)P^\gamma_s(E; \Omega)$ to the Gaussian perimeter as $s \to 1^-$ exploiting techniques similar to the ones used in [1]. See also [5], where kernels with faster than $L^1$ decay at infinity are taken into account.

The precise statement of our main result is the following.

**Main Theorem.** Let $N \geq 1$, $s \in (0, 1)$ and $m \in (0, 1)$. For any set $E$ with finite fractional Gaussian perimeter of order $s$ and $\gamma(E) = m$ we have

$$D^\gamma_s(E) := P^\gamma_s(E) - P^\gamma_s(H) \geq C_{s,m} A_{\gamma}(E)^2,$$

where $H$ is any halfspace with $\gamma(H) = \gamma(E)$ and $C_{s,m}$ is a positive constant which depends only on $s$ and $m$.

Here $A_{\gamma}(E)$ denotes the Gaussian Fraenkel asymmetry: for the precise definition of the quantities involved in (1.1) we invite the reader to check Section 2. We notice that, as far
as we know, the notion of perimeter used here is not a particular case of the one given in [8, 35], where the authors independently prove the local minimality of halfspaces for a broad class of nonlocal perimeters using some calibration methods. See also the recent [11] where the result is proved in the more general setting of Carnot Groups.

The paper is structured as follows. In Section 2 we introduce the notation used throughout the paper and state some preliminary results. In Section 3 we recall the extension technique used to define the fractional Gaussian perimeter of a measurable set (roughly speaking, we introduce a new “vertical” variable in order to study an equivalent degenerate local problem in the upper halfspace in one dimension more), we give some estimate of the rate of convergence of the extension to the original function and we prove a crucial result to obtain a dimension free constant in our Main Theorem. We also give an approximation of the Gaussian fractional perimeter of the halfspace, whose precise computation is not known up to our knowledge. Section 4 is more technical; here we collect some useful results that relate the asymmetry of a given measurable set with the asymmetry of some suitable level sets of the extension. Section 5 is devoted to the proof of the Main Theorem. Finally, in Section 6, we collect some remarks about our results and we discuss some open problems arising from our analysis.
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2. Preliminary Results

For \( N \in \mathbb{N} \) we denote by \( \gamma_N \) and \( H^{N-1}_\gamma \), respectively, the Gaussian measure on \( \mathbb{R}^N \) and the \((N-1)\)-Hausdorff Gaussian measure

\[
\gamma_N := \frac{1}{(2\pi)^{N/2}} e^{-\frac{|x|^2}{2}} \mathcal{L}^N, \\
H^{N-1}_\gamma := \frac{1}{(2\pi)^{(N-1)/2}} e^{-\frac{|x|^2}{2}} H^{N-1}.
\]

where \( \mathcal{L}^N \) and \( H^{N-1} \) are the Lebesgue measure and the Euclidean \((N-1)\)-dimensional Hausdorff measure, respectively. When \( k \in \{1, \ldots, N\} \) is a given integer, we denote by \( \gamma_k \) the standard \( k \)-dimensional Gaussian measure; when there is no ambiguity we simply write \( \gamma \) instead of \( \gamma_N \).

The Gaussian perimeter of a measurable set \( E \) in an open set \( \Omega \) is defined as

\[
P_\gamma(E; \Omega) = \sqrt{2\pi} \sup \left\{ \int_E (\text{div} \, \varphi - \varphi \cdot x) \, d\gamma(x) : \varphi \in C^\infty_c(\Omega; \mathbb{R}^N), \|\varphi\|_\infty \leq 1 \right\}.
\]
If $\Omega = \mathbb{R}^N$, we denote the Gaussian perimeter of $E$ in the whole $\mathbb{R}^N$ simply by $P_\gamma(E)$. Moreover, if $E$ has finite Gaussian perimeter, then $E$ has locally finite Euclidean perimeter and it holds

$$P_\gamma(E) = \mathcal{H}_\gamma^{N-1}(\partial^* E) = \frac{1}{(2\pi)^{\frac{N+1}{2}}} \int_{\partial^* E} e^{-\frac{|x|^2}{2}} d\mathcal{H}^{N-1}(x),$$

where $\partial^* E$ is the reduced boundary of $E$. We refer to [2] for the properties of sets with finite perimeter.

We introduce the increasing function $\Phi : \mathbb{R} \rightarrow (0, 1)$ by

$$\Phi(r) := \int_{-\infty}^r d\gamma_1(t),$$

and its inverse $\Phi^{-1} : (0, 1) \rightarrow \mathbb{R}$. We have

$$\gamma(H_{\omega, r}) = \Phi(r)$$

and

$$P_\gamma(H_{\omega, r}) = e^{-r^2/2},$$

where, for $\omega \in \mathbb{S}^{N-1}$ and $r \in \mathbb{R}$, $H_{\omega, r}$ denotes the halfspace

$$H_{\omega, r} := \{x \in \mathbb{R}^N \text{ s.t. } x \cdot \omega < r\}.$$

Moreover, the Gaussian perimeter of any halfspace with Gaussian volume $m \in (0, 1)$ is given by

$$I(m) := e^{-\frac{m^2}{2}},$$

(2.1)

where $I : (0, 1) \rightarrow (0, 1]$ is usually called isoperimetric function, and the Gaussian isoperimetric inequality reads as follows

$$P_\gamma(E) \geq I(\gamma(E)),$$

(2.2)

stating that halfspaces are the unique (see [14]) volume constrained minimizers of the Gaussian perimeter. A sharp stability result for (2.2) has been obtained in [3]. Following [20], we introduce a suitable notion of symmetrization in the Gauss space. First, for any $J \subset \mathbb{R}$ we set

$$J^* = (-\infty, \Phi^{-1}(\gamma_1(J))).$$

(2.3)

Then, for $h \in \mathbb{R}^N$ with $|h| = 1$, we consider the projection $x' = x - (x \cdot h)h$ and write $x = x' + th$ with $t \in \mathbb{R}$, and for every measurable function $u : \mathbb{R}^N \rightarrow \mathbb{R}$ we define the symmetrized function in the sense of Ehrhard

$$u_h^*(x' + th) = \sup\left\{c \in \mathbb{R} : t \in \{u(x' + th) > c\}^*\right\}.$$  

(2.4)

Notice that if $u$ is (weakly) differentiable, $u_h^*$ is differentiable as well and the inequality

$$\int_{\mathbb{R}^N} |\nabla u_h^*(x)|^2 d\gamma(x) \leq \int_{\mathbb{R}^N} |\nabla u(x)|^2 d\gamma(x)$$

$$\int_{\mathbb{R}^N} |\nabla u_h^*(x)|^2 d\gamma(x) \leq \int_{\mathbb{R}^N} |\nabla u(x)|^2 d\gamma(x)$$
holds, see [21, Theorem 3.1] for the Lipschitz case; the Sobolev case easily follows by approximation. Since symmetrization preserves the class of characteristic functions, for every measurable set \( E \subset \mathbb{R}^N \) we may define the Ehrhard-symmetrized set \( E^*_h \) through the equality

\[
\chi_{E^*_h} = (\chi_E)_h^*.
\]

We define the Gaussian Fraenkel asymmetry and the fractional Gaussian isoperimetric deficit of a set \( E \) as

\[
\mathcal{A}_s(E) := \min_{\omega \in \mathbb{S}^{N-1}} \frac{\gamma(E \triangle H_{\omega,r})}{\gamma(E)},
\]

and

\[
D^s_\gamma(E) := P^s_\gamma(E) - P^s_\gamma(H_{\omega,r}),
\]

where \( \triangle \) stands for the symmetric difference between sets and \( P^s_\gamma(E) \) is the \( s \)-fractional Gaussian perimeter of \( E \), see Section 3. These definitions are motivated by the fact that halfspaces are the optimal sets for the fractional isoperimetric problem as well, see [34].

3. The extension technique and the fractional Gaussian perimeter

In this section we collect the main results leading to the definition of the fractional Gaussian perimeter of a set and some preliminary results. Our approach is based on the extension technique due to Caffarelli-Silvestre [10] in the Euclidean case and extended to wider frameworks, including the Gaussian case, by Stinga-Torrea in [36]. In the sequel, for any \( 1 \leq p < \infty \) we use the notation \( L^p_\gamma \) for the space \( L^p(\mathbb{R}^N, d\gamma) \) and recall that in the Gaussian case the Ornstein-Uhlenbeck operator plays the same role as the Laplacian in the Euclidean setting. The Ornstein-Uhlenbeck operator \( \Delta_\gamma \) is defined, for \( u \) sufficiently smooth, as

\[
(\Delta_\gamma u)(x) := (\Delta u)(x) - x \cdot \nabla u(x).
\]

Since it comes from the symmetric bilinear form

\[
\mathcal{E}(u, v) := \frac{1}{2} \int_{\mathbb{R}^N} \nabla u \cdot \nabla v \, d\gamma,
\]

we have that \( -\Delta_\gamma \) is a positive definite selfadjoint operator which generates a \( C_0 \)-semigroup of contractions, which we denote by \( e^{t\Delta_\gamma} \), in \( L^2_\gamma \) (see, [29] for a recent survey of the main properties of \( \Delta_\gamma \), \( e^{t\Delta_\gamma} \) and references). As in [36], we can define its fractional powers by means of classical spectral decomposition by the Bochner’s subordination formula (see e.g. [30])

\[
(-\Delta_\gamma)^{s} u := \frac{1}{\Gamma(-s)} \int_0^\infty e^{t\Delta_\gamma} u - u \frac{dt}{t^{s+1}},
\]
where $\Gamma$ denotes the Euler gamma function and the Ornstein-Uhlenbeck semigroup $e^{t\Delta_\gamma}$ is given by the Mehler formula recalled in [29]

$$(e^{t\Delta_\gamma}u)(x) := \frac{1}{(2\pi(1 - e^{-2t}))^{N/2}} \int_{\mathbb{R}^N} u(e^{-t}x - y)e^{-\frac{|y|^2}{2(1-e^{-2t})}}dy$$

$$= \int_{\mathbb{R}^N} u(e^{-t}x + \sqrt{1 - e^{-2t}}y)d\gamma(y).$$

Since for any $\lambda > 0$ it holds

$$\left(\frac{1}{|\Gamma(-\frac{s}{2})|} \int_0^\infty \frac{1 - e^{-t\lambda}}{t^{\frac{s}{2}+1}}dt\right)^2 = \lambda^s,$$

again by functional calculus and Bochner’s subordination formula we deduce

$$(-\Delta_\gamma)^{\frac{s}{2}} \circ (-\Delta_\gamma)^{\frac{s}{2}} = (-\Delta_\gamma)^s. \quad (3.3)$$

For an equivalent definition of $(-\Delta_\gamma)^s$ and for other qualitative properties involving the fractional Ornstein-Uhlenbeck operator we refer to [24].

The next proposition is an easy consequence of selfadjointness.

**Proposition 3.1.** For $u, v \in \text{Dom}((-\Delta_\gamma)^s)$ it holds

$$\int_{\mathbb{R}^N} e^{t\Delta_\gamma}(-\Delta_\gamma)^s v u d\gamma = \int_{\mathbb{R}^N} e^{t\Delta_\gamma}(-\Delta_\gamma)^{\frac{s}{2}} v e^{t\Delta_\gamma}(-\Delta_\gamma)^{\frac{s}{2}} u d\gamma.$$

**Proof.** Since $(-\Delta_\gamma)^s$ and $e^{t\Delta_\gamma}$ are selfadjoint operators in $L^2_\gamma$, from (3.3) and the semigroup law we get

$$\int_{\mathbb{R}^N} e^{t\Delta_\gamma}(-\Delta_\gamma)^s v u d\gamma = \int_{\mathbb{R}^N} e^{t\Delta_\gamma}(-\Delta_\gamma)^{\frac{s}{2}} \circ (-\Delta_\gamma)^{\frac{s}{2}} v u d\gamma$$

$$= \int_{\mathbb{R}^N} (-\Delta_\gamma)^{\frac{s}{2}} e^{t\Delta_\gamma}(-\Delta_\gamma)^{\frac{s}{2}} v u d\gamma = \int_{\mathbb{R}^N} e^{t\Delta_\gamma}(-\Delta_\gamma)^{\frac{s}{2}} v e^{t\Delta_\gamma}(-\Delta_\gamma)^{\frac{s}{2}} u d\gamma.$$

As pointed out by Stinga and Torrea in [36], the fractional powers of the Ornstein-Uhlenbeck operator can be obtained through an auxiliary problem, as it happens in the Euclidean case, see [10].

**Theorem 3.2.** Let $\varphi \in \text{Dom}((-\Delta_\gamma)^s)$. The solution of the extension problem

$$\begin{cases}
\Delta_\gamma V + \frac{1-2s}{z} \partial_z V + \partial_z^2 V = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
V(x, 0) = \varphi(x) & \text{in } \mathbb{R}^N.
\end{cases} \quad (3.4)$$

is given by

$$U_\varphi(x, z) = \frac{1}{\Gamma(s)} \int_0^\infty e^{t\Delta_\gamma}(-\Delta_\gamma)^s \varphi(x) e^{-\frac{t^2}{t^{1-s}}} dt \quad (3.5)$$
and it satisfies
\[- \lim_{z \to 0^+} z^{1-2s} \partial_z U_\phi(x, z) = K_{2s}(-\Delta_\gamma)^s \phi(x),\]
where
\[K_{2s} := \frac{2s|\Gamma(-s)|}{4^s \Gamma(s)}.\]  \hfill (3.6)

Coming to fractional Sobolev spaces, for \(s \in (0, 1)\) in the spirit of [36] we define the space \(H_s^\gamma\) as the space of functions \(u \in L_2^\gamma\) such that the following seminorm
\[|u|_{H_s^\gamma}^2 := \inf \left\{ \int_{\mathbb{R}_+^{N+1}} \left( |\nabla_x v|^2 + |\partial_z v|^2 \right) z^{1-2s} d\gamma(x) dz : v \in H^1_{loc}(\mathbb{R}_+^{N+1}), v(\cdot, 0) = u \right\}\]
is finite. If for a function \(u\) the infimum is achieved, the minimizer \(U \in H^1_{loc}(\mathbb{R}_+^{N+1})\) of the above functional is a weak solution of (3.4) with \(u\) in place of \(\phi\). In particular, when \(u = \chi_E\) for some measurable set \(E\), we define the fractional Gaussian perimeter of \(E\) as
\[P_s^\gamma(E) := \frac{1}{2} |\chi_E|_{H_s^\gamma}^2.\]

After this preparation we define an inner product in \(H_s^\gamma\) by
\[\langle u, v \rangle_{H_s^\gamma} = K_{2s} \int_{\mathbb{R}^N} v(-\Delta_\gamma)^s u d\gamma = K_{2s} \int_{\mathbb{R}^N} u(-\Delta_\gamma)^s v d\gamma\]
whenever \(u, v \in \text{Dom}((-\Delta_\gamma)^s)\). This gives the equality
\[|u|_{H_s^\gamma}^2 = K_{2s} \int_{\mathbb{R}^N} u(-\Delta_\gamma)^s u d\gamma.\]

Note that when \(s < 1\), using Bochner’s formula, we have
\[|u|_{H_s^\gamma}^2 = K_{2s} \int_{\mathbb{R}^N} u(-\Delta_\gamma)^s u d\gamma = K_{2s} \|(-\Delta_\gamma)^{1/2} u\|_{L_2^\gamma}^2\]  \hfill (3.7)
for every \(u \in \text{Dom}((-\Delta_\gamma)^s)\).

Let us prove that the fractional Gaussian perimeter of a halfspace is the same in any dimension.

**Proposition 3.3.** For \(s \in (0, 1)\) and \(r \in \mathbb{R}\) we set
\[H_r := (-\infty, r) \quad \text{and} \quad H_r^N := \left\{ x \in \mathbb{R}^N : x_N < r \right\}.\]
Then we have
\[P_s^\gamma(H_r^N) = P_s^\gamma(H_r),\]
i.e., \(P_s^\gamma(H_r^N)\) does not depend on the dimension \(N\).

**Proof.** Let \((y, z) \in \mathbb{R}_+^2\), let \(v(y, z)\) be the solution of
\[
\begin{cases}
\partial_y^2 u - y \partial_y u + \frac{1-s}{z} \partial_z u + \partial_z^2 u = 0 & \text{in } \mathbb{R}_+^2 \\
u(y, 0) = \chi_{H_r}(y) & \text{in } \mathbb{R},
\end{cases}
\]  \hfill (3.8)
and consider
\[
\begin{cases}
\Delta_{\gamma} u + \frac{1-s}{z} \partial_z u + \partial_z^2 u = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
u(x, 0) = \chi_{H_N}(x) & \text{in } \mathbb{R}^N.
\end{cases}
\tag{3.9}
\]
We prove that \( w(x, z) := v(x_N, z) \) solves (3.9). Indeed, we have
\[
\Delta_{\gamma} w + \frac{1-s}{z} \partial_z w + \partial_z^2 w = \partial_{x_N}^2 v - x_N \partial_{x_N} v + \frac{1-s}{z} \partial_z v + \partial_z^2 v = 0,
\tag{3.10}
\]
and
\[
w(x, 0) = v(x_N, 0) = \chi_{H_r}(x_N) = \chi_{H_N}(x).
\tag{3.11}
\]
Putting together (3.10) and (3.11) we have that \( w \) solves (3.9). Now we note that \( w \) has finite energy. Indeed,
\[
\int_{\mathbb{R}^{N+1}_+} \left( |\nabla_x w|^2 + |\partial_z w|^2 \right) d\gamma_N(x) z^{1-s} dz = \int_{\mathbb{R}^1_+} \left( |\partial_y v|^2 + |\partial_z v|^2 \right) d\gamma_1(y) z^{1-s} dz,
\tag{3.12}
\]
where we have used that \( \gamma_N = \gamma_{N-1} \otimes \gamma_1 \) and
\[
\int_{\mathbb{R}^{N-1}_+} d\gamma_{N-1}(x') = 1.
\]
Since the functional
\[
H^1_{\text{loc}} \ni \varphi \mapsto \int_{\mathbb{R}^{N+1}_+} \left( |\nabla_x \varphi|^2 + |\partial_z \varphi|^2 \right) d\gamma_N(x) z^{1-s} dz
\]
is strictly convex, it has only one critical point which coincides with the minimizer. Hence we have proved that \( w(x, z) = v(x_N, z) \) is the solution of the minimum problem
\[
\inf \left\{ \int_{\mathbb{R}^{N+1}_+} \left( |\nabla_x u|^2 + |\partial_z u|^2 \right) d\gamma_N(x) z^{1-s} dz : u \in H^1_{\text{loc}}(\mathbb{R}^{N+1}_+), u(\cdot, 0) = \chi_{H_N} \right\},
\]
and recalling the definition of \( P^s_{\gamma}(H^N_r) \), the equality in (3.12) gives the result. \( \square \)

**Remark 3.4.** As it will be clear later, in order to have a more accurate control on the constant in the inequality (1.1) we need an approximation of the value of the fractional Gaussian perimeter of the halfspace. Firstly, we define the normalized Hermite polynomials as
\[
h_n(x) = \frac{(-1)^n}{\sqrt{n!}} e^{\frac{x^2}{2}} \left( \frac{d}{dx} \right)^n \left( e^{-\frac{x^2}{2}} \right).
\]
It is well known that
\[
-\Delta_{\gamma} h_n = nh_n \quad \text{in } \mathbb{R} \quad \text{and} \quad \int_{-\infty}^{+\infty} h_n h_m d\gamma = \delta^m_n.
\]
Thus now define the halfline \( H_r := (-\infty, r) \) and \( f^r(x) := \chi_{H_r}(x) \). We expand \( f^r \) on the basis given by \( h_n \) and have
\[
f^r = \sum_{k=0}^{\infty} f^r_k h_k.
\]
It is quite simple to evaluate \( f_k^r \), indeed those are just the projection of \( f^r \) on \( h_k \) and are given, for any \( k \in \mathbb{N} \cup \{0\} \), by

\[
f_k^r = \int_{-\infty}^{+\infty} f^r h_k d\gamma = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{r} \frac{(-1)^k}{\sqrt{k!}} \left( \frac{d}{dx} \right)^k \left( e^{-\frac{x^2}{2}} \right) dx = \frac{(-1)^k}{\sqrt{2\pi k!}} \left( \frac{d}{dr} \right)^{k-1} \left( e^{-\frac{r^2}{2}} \right),
\]

where, with abuse of notation when \( k = 0 \)

\[
f_0^r = \frac{1}{\sqrt{2\pi}} \left( \frac{d}{dr} \right)^{-1} \left( e^{-\frac{r^2}{2}} \right) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{r} e^{-\frac{t^2}{2}} dt.
\]

Hence the following formula holds

\[
P_s^{\gamma_i}(H_r) = \frac{1}{2} \int_{-\infty}^{+\infty} f^r (-\Delta_{\gamma_i})^r f^r d\gamma = \frac{1}{2} \left( f_0^r \sum_{k=1}^{\infty} k^\frac{r}{2} f_k^r \int_{-\infty}^{+\infty} h_k d\gamma + \sum_{k=1}^{\infty} k^\frac{r}{2} (f_k^r)^2 \right)
\]

\[
= \frac{1}{4\pi} \sum_{k=1}^{\infty} k^\frac{r}{2} \frac{1}{k!} \left( \left( \frac{d}{dr} \right)^{k-1} \left( e^{-\frac{r^2}{2}} \right) \right)^2 = \frac{1}{4\pi} e^{-r^2} \sum_{k=1}^{\infty} \frac{1}{k^{r/2}} h_{k-1}^2(r),
\]

where in the second and the third equality, respectively, we used the fact that

\[
\int_{-\infty}^{+\infty} h_k^2 d\gamma = 1 \quad \text{and} \quad \int_{-\infty}^{+\infty} h_k d\gamma = 0.
\]

Now we use the asymptotic behavior of the Hermite polynomials (see [23, Pag. 201, Formula 18]). After the change of variable \( x = \frac{r}{\sqrt{2}} \) and the use of Stirling’s formula for the Gamma function, we see that there exists \( \nu \in \mathbb{N} \) such that

\[
h_{k-1}(r) \simeq \left( \frac{2}{\pi} \right)^{1/4} \frac{e^{-\frac{r^2}{2}}}{(k-1)^{\frac{r}{2}}} \quad \text{for} \quad k \geq \nu.
\]

Therefore,

\[
P_s^{\gamma_i}(H_r) \simeq \frac{1}{4\pi} \sqrt{\frac{2}{\pi}} \frac{e^{-\frac{r^2}{2}}}{(\nu+1)^{\frac{r}{2}}} \left( \sum_{k=1}^{\nu} \frac{1}{k^{1+\frac{r}{2}}} h_{k-1}^2(r) + \sum_{k=\nu+1}^{\infty} \frac{1}{k^{1+\frac{r}{2}}} \right)
\]

\[
\simeq \frac{1}{4\pi} \sqrt{\frac{2}{\pi}} \frac{e^{-\frac{r^2}{2}}}{(\nu+1)^{\frac{r}{2}}} \left( c(r, \nu, s) + \int_{\nu+1}^{\infty} \frac{dx}{x^{1+\frac{r}{2}}} \right).
\]

where \( c(r, \nu, s) \) is the partial sum up to \( k = \nu \) that is uniformly bounded with respect to \( s \in [0, 1] \) (since \( \nu \) does not depend on \( s \)). Using Proposition 3.3 this simply means that

\[
\lim_{s \to 1^-} (1-s) P_s^\gamma(H_r^N) = \lim_{s \to 1^-} (1-s) P_s^\gamma(H_r) \simeq \sqrt{\frac{\pi}{2\pi^2}} e^{-\frac{r^2}{2}} = \sqrt{\frac{\pi}{2\pi^2}} P_c(H_r^N).
\]

From now on to shorten the notation, we set \( U_E = U_{\chi_E} \) to denote the solution of problem (3.4) when \( \varphi = \chi_E \).

The last proposition of this section gives an estimate of the rate of convergence of the Stinga-Torrea extension and will be useful later.
Proposition 3.5. Let $s \in (0, 1)$ and $\varphi \in \text{Dom}((-\Delta_\gamma)^s)$. Let $U_\varphi$ be the solution of the extension problem
\begin{align*}
\begin{cases}
\Delta_\gamma V + \frac{1 - 2s}{z} \partial_\gamma V + \partial_z^2 V = 0 & \text{in } \mathbb{R}^{N+1}_+, \\
V(x, 0) = \varphi(x) & \text{in } \mathbb{R}^N.
\end{cases}
\end{align*}
(3.14)
Then, the following estimate holds
\begin{align*}
\langle \varphi - U_\varphi(\cdot, z), \varphi \rangle_{L^2_\gamma} = \int_{\mathbb{R}^N} \varphi(\varphi - U_\varphi(\cdot, z)) \, d\gamma \leq \beta_{2s} z^{2s} \|\varphi\|_{H^s_\gamma}^2
\end{align*}
(3.15)
with
\begin{align*}
\beta_{2s} := \frac{1}{4^s K_{2s}} \frac{\Gamma(1 - s)}{\Gamma(1 + s)}
\end{align*}
where $K_{2s}$ is given in (3.6).

Proof. As a consequence of Theorem 3.2 we know that the solution $U_\varphi(x, z)$ is given by
\begin{align*}
U_\varphi(x, z) = \frac{1}{\Gamma(s)} \int_0^\infty e^{t\Delta_\gamma} ((-\Delta_\gamma)^s \varphi)(x) \frac{e^{-2\pi t}}{t^{1-s}} \, dt.
\end{align*}
Then, we can write
\begin{align*}
U_\varphi(x, z) - \varphi(x) = \frac{1}{\Gamma(s)} \int_0^\infty e^{t\Delta_\gamma} ((-\Delta_\gamma)^s \varphi)(x) \left( \frac{e^{-2\pi t} - 1}{t^{1-s}} \right) \, dt
\end{align*}
and using Proposition 3.1
\begin{align*}
\langle \varphi - U_\varphi(\cdot, z), \varphi \rangle_{L^2_\gamma} = \frac{1}{\Gamma(s)} \int_0^\infty dt \int_{\mathbb{R}^N} \varphi e^{t\Delta_\gamma} ((-\Delta_\gamma)^s \varphi) \left( \frac{1 - e^{-2\pi t}}{t^{1-s}} \right) \, d\gamma
\end{align*}
(3.16)
\begin{align*}
= \frac{1}{\Gamma(s)} \int_0^\infty \frac{1 - e^{-2\pi t}}{t^{1-s}} \, dt \int_{\mathbb{R}^N} e^{t\Delta_\gamma} ((-\Delta_\gamma)^{\frac{s}{2}} \varphi) e^{t\Delta_\gamma} ((-\Delta_\gamma)^{\frac{s}{2}} \varphi) \, d\gamma.
\end{align*}
Now recall that the function $v(\cdot, t) = e^{t\Delta_\gamma} ((-\Delta_\gamma)^{\frac{s}{2}} \varphi)$ is nothing but the solution of the Cauchy problem
\begin{align*}
\begin{cases}
2\partial_t v = \Delta_\gamma v & (x, t) \in \mathbb{R}^N \times (0, \infty) \\
v(x, 0) = (-\Delta_\gamma)^{\frac{s}{2}} \varphi(x) & x \in \mathbb{R}^N
\end{cases}
\end{align*}
(3.17)
evaluated at $t$. Hence we have
\begin{align*}
\frac{d}{dt} \|v(\cdot, t)\|_{L^2_\gamma}^2 = \int_{\mathbb{R}^N} v \Delta_\gamma v \, d\gamma = \int_{\mathbb{R}^N} v \, \text{div}(e^{-2\pi t} \nabla v) \, dx = - \int_{\mathbb{R}^N} |\nabla v|^2 \, d\gamma \leq 0
\end{align*}
(3.18)
which implies that the $L^2_\gamma$ norm is nonincreasing in the $t$ variable. Hence, using (3.7) and (3.18) formula (3.16) can be rewritten as
\begin{align*}
\langle \varphi - U_\varphi(\cdot, z), \varphi \rangle_{L^2_\gamma} \leq \frac{1}{\Gamma(s)} \|((-\Delta_\gamma)^{\frac{s}{2}} \varphi)\|_{L^2_\gamma}^2 \int_0^\infty \frac{1 - e^{-2\pi t}}{t^{1-s}} \, dt
\end{align*}
(3.19)
\begin{align*}
= \frac{1}{4^s \Gamma(1 + s)} \beta_{2s} z^{2s} \|((-\Delta_\gamma)^{\frac{s}{2}} \varphi)\|_{L^2_\gamma}^2 = \beta_{2s} z^{2s} \|\varphi\|_{H^s_\gamma}^2.
\end{align*}
with $\beta_{2s}$ as in the statement, and the proof is complete. □

Since we are interested in applying the above lemma to characteristic functions and fractional perimeters, it is convenient to rewrite the above lemma with $\varphi = \chi_E$ and $s$ replaced by $s/2$. We notice that if $\varphi$ is a characteristic function, then $U_{\varphi} \leq 1$ everywhere (to prove it one uses the variational formulation and shows that replacing any competitor $v$ with $\max\{v, 1\}$ the energy does not increase). This observation allows us to say that

$$\chi_E(\chi_E - U_E) \geq 0$$

in the whole $\mathbb{R}^{N+1}_+$. Then (3.15) reads

$$\int_E (1 - U_E(\cdot, z)) d\gamma \leq \beta_s z^s [\chi_E]_{H^s_+}^2 = 2\beta_s z^s P_s^\gamma(E). \quad (3.20)$$

4. Estimates on the level sets of the extension

This section contains some technical results that are the core of the proof of the Main Theorem. Our strategy follows the ideas in [7]: we first estimate $D_{\gamma}^s(E)$ from below with a quantity involving the asymmetry of the superlevel sets of $U_E(\cdot, z)$ and then, in a suitable range of values for the function $U_E$ and for the vertical variable $z$, we show that the asymmetry of the superlevel sets is estimated from below by $A_{\gamma}(E)$.

The following proposition provides an enhanced version of an inequality proved in [34]. In the spirit of [7, 27], given a set $E$, we apply the Stinga-Torrea extension to the function $\chi_E$ and exploit the sharp Gaussian quantitative inequality proved in [3].

**Proposition 4.1.** Let $s \in (0, 1)$ and let $E \subset \mathbb{R}^N$ be an open set with $P_s^\gamma(E) < \infty$. For $t > 0$ and $z > 0$, we set

$$E_{t,z} := \{x \in \mathbb{R}^N : U_E(x, z) > t\}, \quad \mu_z(t) := \gamma(E_{t,z}),$$

and, for any $m \in (0, 1)$

$$f(m) := \frac{e^{\Phi^{-1}(m)^2}}{1 + \Phi^{-1}(m)^2}.$$ 

Then for every halfspace $H := H_{x,r}$ s.t. $\gamma(H) = \gamma(E)$ we have

$$P_s^\gamma(E) - P_s^\gamma(H) \geq \frac{1}{2c} \int_0^{\infty} z^{1-s} dz \int_0^{\infty} f(\mu_z(t)) A_{\gamma}(E_{t,z}) \frac{I(\mu_z(t))}{-\mu_z'(t)} dt \quad (4.1)$$

where $c$ is the absolute constant in [3, Main Theorem].

**Proof.** We have

$$P_s^\gamma(E) = \frac{1}{2} [\chi_E]_{H^s_+}^2 = \frac{1}{2} \left( \int_{\mathbb{R}^{N+1}_+} z^{1-s} |\nabla x U_E|^2 d\gamma(x)dz + \int_{\mathbb{R}^{N+1}_+} z^{1-s} |\partial_z U_E|^2 d\gamma(x)dz \right).$$

For the $z$-derivative, we may compute (see [34, Lemma 3.2]).

$$\int_{\mathbb{R}^{N+1}_+} z^{1-s} |\partial_z U_E|^2 d\gamma(x)dz \geq \int_{\mathbb{R}^{N+1}_+} z^{1-s} |\partial_z U_E|^2 d\gamma(x)dz, \quad (4.2)$$
while for the $x$-derivative, by using the coarea formula we have

$$\int_{\mathbb{R}^N_+} z^{1-s} |\nabla_x U_E|^2 d\gamma(x) dz = \int_0^\infty z^{1-s} dz \int_0^\infty dt \int_{\{x \in \mathbb{R}^N : U_E(x,z) = t\}} |\nabla_x U_E| d\mathcal{H}^{N-1}_\gamma(x)$$

$$\geq \int_0^\infty z^{1-s} dz \int_0^\infty \frac{P_\gamma(E_{t,z})^2}{\int_{\{x \in \mathbb{R}^N : U_E(x,z) = t\}} |\nabla_x U_E|} dt,$$

where we have used Hölder’s inequality with exponents $(2, 2)$ to get

$$P_\gamma(E_{t,z})^2 \leq \left( \int_{\partial^* E_{t,z}} |\nabla_x U_E| d\mathcal{H}^{N-1}_\gamma(x) \right) \left( \int_{\partial^* E_{t,z}} \frac{d\mathcal{H}^{N-1}_\gamma(x)}{|\nabla_x U_E|} \right).$$

Now, we consider the Ehrhard-symmetrized of the set $E_{t,z}$

$$E^*_{t,z} = \{ x \in \mathbb{R}^N : U_E^*(x,z) > t \}$$

and, from the trivial inequality

$$(P_\gamma(E_{t,z}) - P_\gamma(E^*_{t,z}))^2 \geq 0,$$

we easily obtain

$$P_\gamma(E_{t,z})^2 \geq P_\gamma(E^*_{t,z})^2 + 2P_\gamma(E^*_{t,z})(P_\gamma(E_{t,z}) - P_\gamma(E^*_{t,z})).$$

Moreover the Main Theorem in [3] provides us the following quantitative inequality

$$P_\gamma(E) - P_\gamma(E^*) = P_\gamma(E) - e^{-|x|^2/4} \geq \frac{e^{-|x|^2}}{4c(1 + r^2)} A_\gamma(E)^2,$$

for any set $E$ such that $\gamma(E) = m$, with $r = \Phi^{-1}(m)$, and for some absolute constant $c > 0$, see the discussions in the Introduction of [3] and in [4].

Inserting (4.6) in (4.5) we conclude that

$$P_\gamma(E_{t,z})^2 \geq P_\gamma(E^*_{t,z})^2 + \frac{f(\mu_z(t))}{2c} P_\gamma(E^*_{t,z}) A_\gamma(E_{t,z})^2.$$  

If we put (4.7) into (4.3) we obtain

$$\int_{\mathbb{R}^N_+} z^{1-s} |\nabla_x U_E|^2 d\gamma(x) dz \geq \int_0^\infty z^{1-s} dz \int_0^\infty \frac{P(E^*_{t,z})^2}{-\mu_z'(t)} dt$$

$$\quad + \frac{1}{2c} \int_0^\infty z^{1-s} dz \int_0^\infty f(\mu_z(t)) \frac{P_\gamma(E^*_{t,z}) A_\gamma(E_{t,z})^2}{-\mu_z'(t)} dt$$

where we have the equalities

$$\mu_z(t) = \gamma(E^*_{t,z}) = \int_t^\infty ds \int_{\partial E^*_{s,z}} \frac{d\mathcal{H}^{N-1}_\gamma(x)}{|\nabla_x U_E^*|},$$

$$\mu_z'(t) = - \int_{\partial E^*_{t,z}} \frac{d\mathcal{H}^{N-1}_\gamma(x)}{|\nabla_x U_E^*|}.$$
Lemma 4.2. Let $E, F \subset \mathbb{R}^N$ be two measurable sets such that
\[
\frac{\gamma(F \triangle E)}{\gamma(F)} \leq \kappa \mathcal{A}_\gamma(F),
\]
for some $0 < \kappa < 1/2$. Then
\[
\mathcal{A}_\gamma(E) \geq \frac{1 - 2\kappa}{c_\kappa} \mathcal{A}_\gamma(F),
\]
where $c_\kappa := \begin{cases} 1, & \text{if } \gamma(E \setminus F) = 0, \\ 1 + 2\kappa, & \text{if } \gamma(E \setminus F) > 0. \end{cases}$
Proof. The case $A_{\gamma}(F) = 0$ is trivial, so we can suppose that $A_{\gamma}(F) > 0$. We take a halfspace $H$ such that $\gamma(H) = \gamma(E)$ and

$$A_{\gamma}(E) = \frac{\gamma(E \Delta H)}{\gamma(E)},$$

and the halfspace $H'$ with $\gamma(H') = \gamma(F)$ and such that $H$ is contained in $H'$ or vice versa. We recall that

$$\gamma(F \Delta E) = \|\chi_F - \chi_E\|_{L^1_\gamma},$$

and by using the triangle inequality we obtain

$$A_{\gamma}(E) = \frac{\gamma(E \Delta H)}{\gamma(E)} \geq \frac{\gamma(F)}{\gamma(E)} \left( A_{\gamma}(F) - 2 \frac{\gamma(F \Delta E)}{\gamma(F)} \right) \geq \frac{\gamma(F)}{\gamma(E)} (1 - 2\kappa) A_{\gamma}(F),$$

where in the second inequality we have used the fact that

$$\gamma(H' \Delta H) = |\gamma(H) - \gamma(E)| \leq \gamma(F \Delta E).$$

In order to conclude, we need to get a lower bound for the ratio $\gamma(F)/\gamma(E)$. If $\gamma(E \setminus F) = 0$, we have

$$\frac{\gamma(F)}{\gamma(E)} = \frac{\gamma(F)}{\gamma(E \cap F)} \geq 1.$$  

If $\gamma(E \setminus F) > 0$, we observe that

$$\frac{\gamma(F)}{\gamma(E)} = \frac{\gamma(F)}{\gamma(E \setminus F) + \gamma(E \cap F)} \geq \frac{\gamma(F)}{\gamma(F \Delta E) + \gamma(F)} \geq \frac{1}{1 + \kappa A_{\gamma}(F)}.$$  

We conclude by recalling that the Gaussian Fraenkel asymmetry is always smaller than 2. \qed

Now we prove a technical result similar to [7, Lemma 4.2]. It states that if we are not going too far in the vertical direction, then the level sets of the extension of the characteristic function of a set $E$ are comparable to $E$ itself.

**Lemma 4.3.** For $\alpha > 0$ fixed, the following implication holds:

If $\frac{1}{4} \leq t \leq \frac{3}{4}$ and $0 < z < \left( \frac{1}{8\alpha \beta s P^s_{\gamma}(E)} \right)^{\frac{2}{s}}$

then

$$\gamma(E \setminus \{x \in \mathbb{R}^N : U_E(x, z) > t\}) \leq \frac{1}{\alpha}$$

and

$$\gamma \left( \{x \in \mathbb{R}^N : U_E(x, z) > t\} \setminus E \right) \leq \frac{1}{\alpha}.$$
Proof. Fixed $z \in (0, \infty)$, we set
\[ B_{E,z} := \{ x \in E : (1 - U_E(x, z)) > 2 \beta_s P^\gamma_s(E) \alpha z^s \} \].

Then, by using the Markov-Chebychev inequality and (3.20), we get
\[ \gamma(B_{E,z}) \leq \frac{1}{2 \beta_s P^\gamma_s(E) \alpha z^s} \int_E (1 - U_E(\cdot, z)) \, d\gamma \leq \frac{1}{\alpha}. \] (4.13)

We now take $t$ and $z$ as in the statement. Then for every $x \in E$ such that $U_E(x, z) \leq t$, we have
\[ 1 - U_E(x, z) \geq 1 - t \geq \frac{1}{4} > 2 \alpha \beta_s P^\gamma_s(E) z^s \]
that is
\[ \{ x \in \mathbb{R}^N : U_E(x, z) \leq t \} \cap E = E \setminus \{ x \in \mathbb{R}^N : U_E(x, z) > t \} \subset B_{E,z}. \]

By using (4.13), we get (4.11). Inequality (4.12) can be obtained in the same way replacing $E$ with $E^c$ and using $U_{E^c} = 1 - U_E$. \(\square\)

Next proposition is an easy application of the previous Lemmas 4.2 and 4.3 and is one of the main ingredients in the proof of our Main Theorem.

**Proposition 4.4.** For $t \in \left[\frac{1}{4}, \frac{3}{4}\right]$ and $z \in (0, z_0]$, where
\[ z_0 := \left( \frac{A_\gamma(E) \gamma(E)}{72 \beta_s P^\gamma_s(E)} \right)^{\frac{1}{s}}, \]
we have
\[ |\gamma(E_{t,z}) - \gamma(E)| \leq \frac{2}{9} \gamma(E) A_\gamma(E) \] (4.14)
and
\[ A_\gamma(E_{t,z}) \geq \frac{5}{13} A_\gamma(E). \] (4.15)

**Proof.** Observe that by using (4.11) and (4.12) in Lemma 4.3 with the choice
\[ \alpha := \frac{9}{A_\gamma(E) \gamma(E)}, \]
we get
\[ \frac{\gamma(E_{t,z} \triangle E)}{\gamma(E)} = \frac{\gamma(E \setminus E_{t,z})}{\gamma(E)} + \frac{\gamma(E_{t,z} \setminus E)}{\gamma(E)} \leq \frac{2}{\alpha \gamma(E)} = \frac{2}{9} A_\gamma(E). \]

Finally, by triangle inequality we have
\[ \gamma(E) - \gamma(E_{t,z} \triangle E) \leq \gamma(E_{t,z}) \leq \gamma(E) + \gamma(E_{t,z} \triangle E), \]
thus by joining the last two estimates we get (4.14). We can now apply Lemma 4.2 with $\kappa = 2/9$, so we obtain

$$A_{\gamma}(E_{t,z}) \geq \frac{1 - \frac{4}{9}}{1 + \frac{4}{9}} A_{\gamma}(E) = \frac{5}{13} A_{\gamma}(E),$$

and this concludes the proof. \qed

5. PROOF OF THE MAIN THEOREM

Now our goal is to prove that

$$D_s^\gamma(E) = P_{s}^\gamma(E) - P_{s}^\gamma(H) \geq C_{s,m} A_{\gamma}(E)^{\frac{2}{2}}$$

(5.1)

where $H$ is a halfspace such that $\gamma(H) = \gamma(E) = m$. We also observe that if $P_{s}^\gamma(E) > 2P_{s}^\gamma(H)$, then by using that $A_{\gamma}(E) < 2$

$$P_{s}^\gamma(E) - P_{s}^\gamma(H) > P_{s}^\gamma(H) > \frac{P_{s}^\gamma(H)}{2} A_{\gamma}(E)^{\frac{2}{2}}.$$

Therefore, we reduce ourselves to consider the case

$$P_{s}^\gamma(E) \leq 2P_{s}^\gamma(H).$$

(5.2)

We are now ready to prove our Main Theorem.

Proof of the Main Theorem. Since $\gamma(E) + \gamma(E^c) = 1$ and $P_{s}^\gamma(E) = P_{s}^\gamma(E^c)$ we can assume with no loss of generality that $\gamma(E) \leq \frac{1}{2}$.

We set

$$z_1 := \left( \frac{A_{\gamma}(E)\gamma(E)}{144\beta_s P_{s}^\gamma(H)} \right)^{\frac{1}{2}},$$

by assumption (5.2), we have

$$z_1 < z_0 = \left( \frac{A_{\gamma}(E)\gamma(E)}{72\beta_s P_{s}^\gamma(E)} \right)^{\frac{1}{2}},$$

where $z_0$ is defined in Proposition 4.4. By using Proposition 4.1 in conjunction with Proposition 4.4, we have

$$P_{s}^\gamma(E) - P_{s}^\gamma(H) \geq \frac{1}{2c} \int_0^\infty z^{1-s} dz \int_0^\infty f(\mu_z(t)) A_{\gamma}(E_{t,z})^2 \frac{I(\mu_z(t))}{-\mu_z'(t)} dt$$

$$\geq \frac{1}{2c} \int_0^{z_1} z^{1-s} dz \int_0^\infty f(\mu_z(t)) A_{\gamma}(E_{t,z})^2 \frac{I(\mu_z(t))}{-\mu_z'(t)} dt$$

$$\geq \frac{25}{338c} A_{\gamma}(E)^2 \int_0^{z_1} z^{1-s} dz \int_0^\infty f(\mu_z(t)) I(\mu_z(t)) dt$$

$$\geq \frac{25 \sqrt{e}}{676c} A_{\gamma}(E)^2 \int_0^{z_1} z^{1-s} dz \int_0^\infty \frac{I(\mu_z(t))}{-\mu_z'(t)} dt.$$
In conclusion, we get
\[ \frac{5}{9} \gamma(E) < \gamma(E) \left(1 - \frac{2}{9} A_\gamma(E)\right) \leq \mu_z(t) \leq \gamma(E) \left(1 + \frac{2}{9} A_\gamma(E)\right) < \frac{13}{9} \gamma(E), \]
and so,
\[ I(\mu_z(t)) \geq \min \left\{ I(\xi), \quad \xi \in \left[\frac{5}{9} \gamma(E), \frac{13}{9} \gamma(E)\right] \right\} =: \sigma_{\gamma(E)}, \]
for every \( t \in \left[\frac{1}{4}, \frac{3}{4}\right] \) and for every \( z \in [0, z_1] \). This in turn implies that
\[ P^\gamma_s(E) - P^\gamma_s(H) \geq \frac{25 \sqrt{e}}{676 c} \sigma_{\gamma(E)} A_\gamma(E)^2 \int_0^{z_1} z^{1-s} dz \int_{\frac{4}{9}}^{\frac{2}{9}} \frac{1}{-\mu_z'(t)} dt. \]
We estimate the inner integral in \( t \) by using Jensen’s inequality
\[ \int_{\frac{4}{9}}^{\frac{2}{9}} \frac{1}{-\mu_z'(t)} dt \geq \frac{1}{4} \left( \int_{\frac{4}{9}}^{\frac{2}{9}} -\mu_z'(t) dt \right)^{-1} \geq \frac{1}{4} \left( \gamma \left( E_{\frac{4}{9}, z} \right) - \gamma \left( E_{\frac{2}{9}, z} \right) \right)^{-1}. \]
By using (4.14) with \( t = 1/4 \) and \( t = 3/4 \), we get
\[ \gamma \left( E_{\frac{4}{9}, z} \right) - \gamma \left( E_{\frac{2}{9}, z} \right) \leq \gamma(E) \left(1 + \frac{2}{9} A_\gamma(E)\right) - \gamma(E) \left(1 - \frac{2}{9} A_\gamma(E)\right) = \frac{4}{9} \gamma(E) A_\gamma(E). \]
In conclusion, we get
\[ P^\gamma_s(E) - P^\gamma_s(H) \geq \frac{9 \cdot 25 \sqrt{e} A_\gamma(E) \sigma_{\gamma(E)}}{4 \cdot 676 c} \frac{1}{4} \int_0^{z_1} z^{1-s} dz \]
\[ = \frac{3^2 \cdot 5^2 A_\gamma(E) \sigma_{\gamma(E)} \sqrt{e}}{676 c} \frac{1}{16} \frac{2-s}{2-s} \left(\frac{1}{2}\right)^{\frac{2-s}{2}} = \frac{3^2 \cdot 5^2}{13^2 c} \left(\frac{1}{2}\right)^{\frac{2-s}{2}} \frac{\sigma_{\gamma(E)} \gamma(E)^{\frac{2-s}{2}}}{2-s} A_\gamma(E)^{\frac{2-s}{2}}, \]
and this concludes the proof. \( \Box \)

6. Further remarks and open problems

Some comments on the constant \( C_{s,m} \) obtained in the Main Theorem are in order: though it is quite explicit, unfortunately we only have an upper bound for the constant \( c \) (coming from the sharp quantitative Gaussian isoperimetric inequality in [3]) and we have only an approximation of the value of the fractional Gaussian perimeter of the halfspace provided by Remark 3.4. Moreover, the constant does not seem to be stable as \( s \to 0^+ \) or \( s \to 1^- \) and the exponent \( 2/s \) of the asymmetry does not seem to be sharp. Indeed, in complete similarity with the Euclidean case proved in [25], we expect the optimal power to be 2 for any \( s \in (0, 1) \) although the techniques we used do not lead to the expected sharp
exponent even in the Euclidean case, as one can see in [27] for the fractional perimeter or in [7] for a nonlocal spectral functional.

The fact that $C_{s,m}$ is independent of the dimension suggests to generalize the result in infinite dimension, as usual in the framework of Gauss spaces, replacing $\mathbb{R}^N$ with an infinite dimensional Wiener space. Unfortunately, at the moment this is not possible using an argument of approximation via cylindrical functions, even in the local case. Indeed, the proof of our result relies on other papers where dimension-free inequalities are provided, such as [3,4]. Nevertheless, these results (as well as ours) do not extend to the infinite dimensional case because fine properties of sets with finite perimeter and regularity results for almost minimizers of the perimeter functional are used, that are not available in infinite dimensions.
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