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Abstract—This paper studies distributed resource allocation problem in multi-agent systems, where all the agents cooperatively minimize the sum of their cost functions with global resource constraints over stochastic communication networks. This problem arises from many practical domains such as economic dispatch in smart grid, task assignment and power allocation in robotic control. Most of existing works cannot converge to the optimal solution if states deviate from feasible region due to disturbance caused by environmental noise, misoperation, malicious attack, etc. To solve this problem, we propose a distributed deviation-tracking resource allocation algorithm and prove that it linearly converges to the optimal solution with constant stepsizes. We further explore its resilience properties of the proposed algorithm. Most importantly, the algorithm still converges to the optimal solution under the disturbance injection and random communication failure. In order to improve the convergence rate, the optimal stepsizes for the fastest convergence rate are established. We also prove the algorithm converges linearly to the optimal solution in mean square even with uncoordinated stepsizes, i.e., agents are allowed to employ different stepsizes. Simulations are provided to verify the theoretical results.

Index Terms—Distributed resource allocation, Stochastic network, Deviation tracking, Resilience to disturbance

I. INTRODUCTION

Recently, distributed resource allocation problem has attracted much attention due to its wide application in various practical problems, such as economic dispatch in energy network [1]–[3], channel allocation in wireless communication [4], [5] and computing resource assignment in edge computing [6]. In resource allocation problems, centralized methods require an entity to collect information of agents and distribute the strategies of resource allocation or task assignment to all the agents [7]. It suffers from issues of high requirement of synchronization, heavy cost of long-distance communication and poor scalability. Distributed resource allocation approaches avoid long-distance communication and make the network more scalable [8]. Since each node only has local knowledge, it requires a reliable communication network to achieve global optimization. Due to the vulnerability nature of wireless communications, the network is easily affected by potential attack and environmental noise. This may lead to a stochastic communication network suffering from random failure, which results in information island, inaccurate estimation of the optimal solution and, eventually, inexact and stochastic convergence result. Therefore, it is significant to design proper distributed algorithms to obtain the optimal strategies effectively and simultaneously alleviate the stochasticity of convergence result resulting from link failures.

Distributed resource allocation problems are actually the dual problems of distributed consensus optimization, which requires all agents’ states to be equal while the optimal point of distributed resource allocation problems is obtained when achieving consensus on marginal costs. Due to this property, [9] proposes decentralized resource allocation algorithm that adopts weighted gradient method to ensure the consensus on gradients. Extension of the result [9] to random gradients, the authors [10] design a random coordinate descent algorithm based on weighted gradient method and prove that it converges to the optimal solution linearly in probability. However, both [9] and [10] are only suitable for fixed communication network and does not consider stochastic network with communication failure. The authors of [11] extend the algorithm of [9] to time-varying networks and prove that it converges to the optimal solution in quadratic time. But [11], as well as [9], [10], requires the states to be kept feasible through all iterations. If the state is disturbed by noise or malicious attacks at any moment, which causes infeasible states, a derivation from the optimal point occurs inevitably.

To deal with infeasible states, [12] proposes an initialization-free distributed algorithm to solve optimal resource allocation problems with local constraints. But it is a continuous-time algorithm requiring infinite bandwidth to support the data exchange between agents and the convergence rate is far from optimal. Additionally, continuous-time algorithms cannot deal with stochastic communication network because it is difficult to define derivative with stochastic variables. Ref. [13] proposes a distributed algorithm over dynamic networks, considering the uncertainty of local parameters. It converges to the optimal point but a decaying stepsize is needed, which results in a slower convergence rate. A decaying stepsize is also adopted in [14]. Using constant stepsize, [15] proposes a distributed resource allocation algorithm with dual splitting approach (DuSPA), which ensures that both primary and dual states converge to the optimal point. But it can only be used in fixed network. Extending primary-dual methods to time-varying networks, the authors of [16], [17] propose distributed resource allocation algorithms which converge linearly to the optimal solution with constant stepsizes. Both [16] and [17] assume that the network is jointly strongly connected, i.e., each communication link should have bounded intercommunication interval. For stochastic networks, however, we cannot determine the bound of communication interval, especially when the possibility of packet loss is high. Moreover, these aforementioned works all adopt identical stepsizes for all agents. It is difficult for all agents to realize the consensus of stepsizes in distributed
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manner due to random communication failure.

As one typical application of distributed resource allocation, economic dispatch problems in smart grids, where a group of microgrids cooperatively minimize the cost of generation subject to the balance between supply and demand, also gain lots of attention. The authors of [13] propose an incremental cost consensus algorithm that solves economic dispatch problem in a distributed way. However, it requires a center entity to maintain the balance between supply and demand. To eliminate the centralized node, a consensus + innovation problem in a distributed way. However, it requires a center entity to maintain the balance between supply and demand. To eliminate the centralized node, a consensus + innovation algorithm works for general functions with Lipschitz gradients and strong convexity. Moreover, compared with [16], [17], we relax the assumption of joint connectivity of networks over certain bounded intercommunication interval that used in to connectivity in mean.

1) We propose a disturbance-resilient distributed algorithm to solve distributed resource allocation problems over stochastic networks with random communication failure and stochastic disturbance on states. This algorithm is a combination of the deviation-tracking technique and weighted gradient scheme. Different from most economic dispatch algorithms that only are suitable for strictly quadratic cost functions of generation, which limits scope of application. Moreover, these aforementioned works do not consider the communication failure, which may be caused by limited transmission energy, environmental noise, malicious attack, etc. Communication failure may cause the power system to be operated in a non-optimal condition, which will greatly increase the productivity cost [21].

We aim to solve distributed resource allocation problem over stochastic networks where communication links randomly fail and the states are injected by random disturbance. In this paper, a disturbance-resilient distributed algorithm targeting the communication failures is proposed with guaranteed linear convergence to the optimal solution.

The contributions of this paper are shown as follows.

1) We propose a disturbance-resilient distributed algorithm to solve distributed resource allocation problems over stochastic networks with random communication failure and stochastic disturbance on states. This algorithm is a combination of the deviation-tracking technique and weighted gradient scheme. Different from most economic dispatch algorithms that only are suitable for strictly quadratic cost functions [13], [20], the proposed algorithm works for general functions with Lipschitz gradients and strong convexity. Moreover, compared with [16], [17], we relax the assumption of joint connectivity of networks over certain bounded intercommunication interval that used in to connectivity in mean.

2) We prove that the proposed algorithm converges linearly to the optimal solution in mean square even with random communication failure. A specific upper bound of the stepsizes that ensure convergence is provided. We further explore the resilience properties of the proposed algorithm. Compared with the algorithms proposed in [9], [11], [15], the proposed algorithm converges in mean square to the optimal solution even with disturbance on states while these works cannot reside from disturbance. We provide comparative simulations in Section VII B.

3) Based on the convergence results, we obtain the estimate of the convergence rate. To improve the convergence rate, the optimal stepsizes within the upper bound are established. Furthermore, we prove that the algorithm converges to the optimal solution in mean square even with uncoordinated stepsizes.

Notation: We denote the set of $n$-dimensional vectors and $n \times u$-dimensional matrices by $\mathbb{R}^n$ and $\mathbb{R}^{n \times u}$, respectively.

0, 1 $\in \mathbb{R}^n$ represents the vectors of zeros and ones, respectively. $I \in \mathbb{R}^{n \times n}$ is the identity matrix. $\| \cdot \|_F$ denotes the Frobenius norm for matrices and $\| \cdot \|_2$ represents the Euclidean norm for vectors. $\{ \cdot \}$ means the expectation and for any vector $v \in \mathbb{R}^n$, we define expectation norm $\| v \|_E = \sqrt{\mathbb{E}[\| v \|_2^2]}$.

For any vector sequence $\{ v(k) \}_{k=1}^\infty$, $v(k)$ converges to $v^*$ in mean square if $\lim_{k \to \infty} \| v(k) - v^* \|_E = 0$. $\rho(\cdot)$ denotes the spectral radius of matrices. For any real symmetric matrix $A \in \mathbb{R}^{n \times n}$, let $\{ \lambda_i(A) \}_{i=1}^n$ be the eigenvalues such that $\lambda_n(A) \leq \lambda_{n-1}(A) \leq \ldots \leq \lambda_1(A)$. We denote by $x_i$ the local copy of the global variable $x \in \mathbb{R}^n$ at agent $i$. Its value at time $k$ is denoted by $x_i(k)$. We introduce the stacked matrix $x = [x_1, \ldots, x_n]^T \in \mathbb{R}^{n \times u}$ and define $\bar{x} = \frac{1}{n}x$, $\hat{x} = Lx$, where $L = I - \frac{1}{n}1_n1_n^T$.

II. Problem Formulation

Consider a distributed resource allocation problem in multi-agent systems. For any $i \in \{1, \ldots, n\}$, agent $i$ has its individual cost function $f_i: \mathbb{R}^u \to \mathbb{R}$, which is only known to agent $i$ itself. All the agents cooperate to minimize the sum of their cost functions with specified amount of resource:

$$\min_{x \in \mathbb{R}^{n \times u}} f(x) = \sum_{i=1}^n f_i(x_i) \text{ s.t. } \sum_{i=1}^n x_i = \sum_{i=1}^n d_i,$$

(1)

where $d_i, \forall i \in \{1, \ldots, n\}$ denotes the local demand of resource, which is only known by agent $i$ and does not share with other agents for privacy concern. Here we make the following standard assumptions about the functions $f_i, i \in \{1, \ldots, n\}$.

Assumption 1. For every $i$, $f_i: \mathbb{R}^u \to \mathbb{R}$ is differentiable and has Lipschitz gradient with $\eta_i > 0$.

$$\| \nabla f_i(x_a) - \nabla f_i(x_b) \|_2 \leq \phi_i \| x_a - x_b \|_2, \forall x_a, x_b \in \mathbb{R}^u.$$  (2)

Assumption 2. For every $i$, $f_i: \mathbb{R}^u \to \mathbb{R}$ is strongly convex, i.e., there exists $\phi_i > 0$ such that $\forall x_a, x_b \in \mathbb{R}^n$,

$$(x_a - x_b)^T (\nabla f_i(x_a) - \nabla f_i(x_b)) \geq \eta_i \| x_a - x_b \|_2^2.$$  (3)

We model the topology of the network over which agents communicate with each other as a random graph $G(k) = (V, E(k))$, where $V$ is the set of agents $V = \{1, 2, \ldots, n\}$, $E(k) \subset V \times V$ denotes the edges. Let $W(k) = [w_{ij}(k)]_{n \times n} \in \mathbb{R}^{n \times n}$, where $w_{ij}(k)$ is the weight of the edge $(i, j)$ at time $k$. $w_{ij}(k) > 0$ means that agent $i$ can communicate with agent $j$ at time $k$. Since each agent has local knowledge, we have $w_{ij}(k) > 0, \forall i, k$. All the agents in $N_i(k) = \{j | w_{ij}(k) > 0\}$ are called neighbors of agent $i$. Here, we consider that each communication link is subject to a random failure, that is, for any agent $i$ and $j \in N_i(k)$, we have $P\{w_{ij}(k) > 0\} = \theta_{ij}(k)$ and $P\{w_{ij}(k) = 0\} = 1 - \theta_{ij}(k), 0 < \theta_{ij}(k) < 1$. Specifically, $P\{w_{ij}(k) > 0\} = 1, \forall i$. We assume that if link $(i, j)$ fails, link $(j, i)$ also fails.

Here, we provide a method to determine the weight $w_{ij}(k), \forall i, j, k$. For each time $k$, agent $i$ sends information to agent $j$, along with the weight $w_{ij}(k), j \in N_i$. If the communication link between $i$ and $j$ works, agent $i$ and $j$ will receive $w_{ij}(k)$ and $w_{ij}(k)$, respectively. The weight of the edge $(i, j)$ is set as the smaller one between $w_{ii}(k)$ and $w_{jj}(k)$, i.e.,

$$w_{ij}(k) = \begin{cases} \min\{w_{ii}(k), w_{jj}(k)\} & \text{if link } (i, j) \text{ works} \\ 0 & \text{if link } (i, j) \text{ fails} \end{cases}.$$  (4)


Then, for each agent $i$,

$$w_{ii}(k) = 1 - \sum_{j \in \mathcal{N}_i} w_{ij}(k),$$

and thus $\sum_{j=1}^{n} w_{ij}(k) = 1$ and $\sum_{j=1}^{n} w_{ji}(k) = 1, \forall i, k$.

Based on the above method to obtain the weights, we make the following assumption on the communication network \cite{22, 23}.

**Assumption 3.** The weight matrices \{\(W(k)\)\} are a sequence of i.i.d matrices from some probability space \(F = (\Omega, B, P)\) such that each \(W(k)\) is symmetric, doubly stochastic, i.e., \(\forall k\)

\[
W(k) = W(k)^T, \quad 1^T W(k) = 1^T, \quad W(k) 1 = 1,
\]

and

$$\rho \left( \mathbb{E}\{W(k)\} - \frac{11^T}{n} \right) < 1. \quad \tag{7}$$

Eq.\(7\) is equivalent to that the graph is connected in mean. It should be noted that a connected graph is important for all agents to achieve global optimal solution with only local communication. In \cite{16} and \cite{17}, the graph is assumed to be jointly connected, i.e., for any \(k\), within constant \(B\) intervals, the joint graph \(\bigcup_{k=k-B}^{k} \mathcal{E}(t)\) is connected. In stochastic networks, due to the randomness of communication link failure, we cannot determine a constant \(B\) such that the joint graph is connected with every \(B\) intervals. In this paper, we only require the the graph to be connected in mean, which means that the communication network may be disconnected at each interval. This is different from the assumption of bounded intercommunication interval in \cite{16, 17}.

Let $\lambda_{2e} = \max_{k} \lambda_2(\mathbb{E}\{W(k)\})$, $\lambda_{nn} = \min_{k} \lambda_n(\mathbb{E}\{W(k)\})$. Due to \(7\), we have that $-1 < \lambda_{nn} \leq \lambda_{2e} < 1$. Moreover, let $\lambda_{\nu} = \inf_k \{\lambda_n(W(k))\}$. Since $W(k)$ is doubly stochastic, $w_{ii}(k) > 0$ and $w_{ij}(k) \geq 0$, we have $\lambda_{\nu} > -1$.

### III. ALGORITHM DEVELOPMENT

#### A. Optimal conditions

Before introducing our algorithm, we give the conditions of the optimal solution.

**Proposition 1.** $x^* = [x_1^*, ..., x_n^*]^T \in \mathbb{R}^{n \times u}$ is the optimal solution of problem (1) if $x^*$ satisfies the following two conditions.

(i) \(1^T x = 1 \cdot d,\)

(ii) there exists $\mu^* \in \mathbb{R}^u$ such that $\nabla f(x^*) = 1(\mu^*)^T$.

**Proof.** Define the Lagrange function

$$L(x, \mu) = \sum_{i=1}^{n} f_i(x_i) + \mu \left( \sum_{i=1}^{n} x_i - \sum_{i=1}^{n} d_i \right), \tag{8}$$

where $\mu \in \mathbb{R}^u$ is the Lagrange multiplier. By the KKT conditions \cite{24}, we obtain that

$$\nabla f_i(x_i^*) - \mu^* = 0, \forall i, \quad \sum_{i=1}^{n} x_i^* - \sum_{i=1}^{n} d_i = 0. \tag{9}$$

Then, we obtain that

$$\nabla f(x^*) = [\nabla f_1(x_1^*), ..., \nabla f_n(x_n^*)]^T = 1(\mu^*)^T. \tag{10}$$

Eqs.\(9\) and \(10\) verify the conditions (i) and (ii), respectively, completing the proof.

Proposition \(1\) implies that the optimal point is achieved when all the states are feasible and simultaneously the gradients of all agents’ functions are equal, i.e., achieving consensus on marginal costs while keeping the balance between supply and demand.

#### B. Distributed deviation-tracking method

To solve the problem \(\Pi\), we develop a distributed resource allocation algorithm by combining weighted gradient method and deviation-tracking scheme.

First, we adopt weighted gradient method to ensure that the conditions of Proposition 1, we consider the following iteration.

$$x_i(k + 1) = x_i(k) - \beta \sum_{j=1}^{n} w_{ij}(k)(\nabla f_i(x_i(k)) - \nabla f_j(x_j(k))). \quad \tag{11}$$

This rule is also adopted in other distributed resource allocation problems over fixed networks \cite{9, 10}. For the Condition (i) of Proposition 1, we consider the following iteration.

$$x_i(k + 1) = x_i(k) - \frac{\alpha}{n} \sum_{j=1}^{n} (x_j(k) - d_j). \quad \tag{12}$$

It is clear that if $x_i(k)$ converges, the deviation $\sum_{j=1}^{n} (x_j(k) - d_j)$ converges to 0, which is equivalent to Condition (i) of Proposition 1.

However, it is noted that the variable $\frac{1}{n} \sum_{j=1}^{n} x_j(k) - d_j$ requires all agents’ states at each iteration, which is a global variable that cannot be obtained by each agent. We propose a deviation-tracking method to decentralize the global deviation $\frac{1}{n} \sum_{j=1}^{n} x_j(k) - d_j$ by introducing an auxiliary variable $y_i(k)$ to track it. We attempt to use consensus protocol to ensure $y_i(k)$ tracks $\sum_{j=1}^{n} x_j(k) - d_j$. But based on consensus protocol, the sum of $\sum_{j=1}^{n} y_j(k)$ is constant for all $k$. Now that $\frac{1}{n} \sum_{j=1}^{n} x_j(k)$ is time-varying, so we add a compensation term to track the value $\frac{1}{n} \sum_{j=1}^{n} x_j(k)$. Starting from $y_i(0) = x_i(0) - d_i$, the update rule of agent $i$ is expressed as follows.

$$x_i(k + 1) = x_i(k) - \alpha y_i(k),$$

$$- \beta \sum_{j=1}^{n} w_{ij}(k)(\nabla f_i(x_i(k)) - \nabla f_j(x_j(k)))$$

$$y_i(k + 1) = \sum_{j=1}^{n} w_{ij}(k) y_j(k) + x_i(k + 1) - x_i(k), \quad \tag{13}$$

where $\alpha$ and $\beta$ are constant stepizes. $y_i(k + 1)$ is the auxiliary variable tracking the global deviation $\sum_{j=1}^{n} (x_j(k) - d_j)$.

The algorithm is shown in Algorithm 1 for details. Let

$$\nabla f(x(k)) = [\nabla f_1(x_1(k)), ..., \nabla f_n(x_n(k))]^T \in \mathbb{R}^{n \times u}, \forall k.$$ 

Then, the algorithm can be rewritten in a matrix form:

$$y(0) = x(0) - d, $$

$$x(k + 1) = x(k) - \alpha y(k) - \beta(I - W(k)) \nabla f(x(k)), $$

$$y(k + 1) = W(k)y(k) + x(k + 1) - x(k). $$

To intuitively describe the algorithm of deviation-tracking method, we provide the block diagram of our algorithm. In
Algorithm 1: Distributed Deviation-tracking Resource Allocation Algorithm

Input: $W$, $f_i$, $\alpha$, $\beta$, $d_i$
Output: $x_i$, $y_i$
1: Initialization: Pick any $x_i(0) \in \mathbb{R}^n$, $y_i(0) = x_i(0) - d_i$
2: for $k = 0$ : $\infty$ do
3:   Broadcast $\nabla f_j(x_j(k))$ and $y_i(k)$ to neighbors;
4:   Receive $\nabla f_j(x_j(k))$ and $y_j(k)$, $j \in \mathcal{N}_i$ from neighbors;
5:   Update $x_i(k + 1)$ through
6:   $x_i(k + 1) = x_i(k) - \beta \nabla f_j(x_j(k)) - \sum_{j=1}^{n} w_{ij}(k) \nabla f_j(x_j(k));$
7:   Update $y_i(k + 1)$ through
8:   $y_i(k + 1) = \sum_{j=1}^{n} w_{ij}(k) y_j(k) + x_i(k + 1) - x_i(k);
9: end for

Fig. 1. Block diagram of Algorithm 1.

Algorithm 1, we adopt two feedback loops to ensure the optimal convergence. As shown in Fig. 1, we first use the $(I - W(k))\nabla f_i(x_i(k))$ to guarantee that the states converge with equal gradients because $\nabla f_j(x_j(k)) = \nabla f_j(x_j(k)), \forall i, j \iff (I - W(k))\nabla f_i(x_i(k)) = 0$. Then, we introduce $y_i(k)$ to track the deviation $1^T x_i(k) - 1^T d$ and eliminate it by adjusting the state with $y_i(k)$ to ensure the convergence point is feasible. By adopting two variables feedback to lead the state to the point satisfying the Conditions (i) and (ii) in Proposition 1, the algorithm can converge to optimal solution even with infeasible initialization and disturbance on states, which will be shown in Section V.

It is worth noting that we adopt two different constant stepizes, $\alpha$ and $\beta$ in [14] and [16], instead of decaying step-size that used in [13] and [14]. In [13], the stepsize $\alpha(k)$ is required to satisfy $\sum_{k=1}^{\infty} \alpha(k) = \infty$ and $\sum_{k=1}^{\infty} (\alpha(k))^2 < \infty$, which results in convergence rate of $O(\ln(k)/\sqrt{k})$. Similar assumptions about stepsize are also imposed in [14]. Although the algorithm proposed in [14] converges linearly, it is only suitable for fixed networks and there is always a steady state error between the convergence point and the optimal solution. In next section, we will show that the proposed algorithm converges to the optimal solution exactly at a linear convergence rate with constant stepsize even over stochastic networks.

IV. CONVERGENCE ANALYSIS OVER STOCHASTIC NETWORK

In this section, we will show that the proposed Algorithm 1 converges linearly to the optimal solution in mean square over stochastic communication networks where each communication link fails randomly. Without loss of generality, we consider the situation when $u = 1$. Extension to the case of $u > 1$ is straightforward.

Lemma 1. Let $\Gamma = \text{diag}\{\gamma_1, ..., \gamma_n\}$ and $T = L\Gamma(I - A)$, where $\eta_i \leq \gamma_i \leq \varphi_i, \forall i$. Suppose Assumptions 1-2 hold and $A$ is doubly stochastic. For any vector $v$ such that $1^T v = 0$ and $v \neq 0$, we have

$$\frac{\eta (1 - \lambda_2(A))}{\sqrt{n}} \leq \frac{\|Tv\|_2}{\|v\|_2} \leq \frac{\eta (1 - \lambda_n(A))}{\sqrt{n}}$$

where $\eta = \min_i \{\gamma_i\}$, $\varphi = \max_i \{\varphi_i\}$.

Lemma 2. Let $K_1 = \frac{\eta (1 - \lambda_2(A))}{\sqrt{n}}$ and $K_2 = \frac{\eta (1 - \lambda_n(A))}{\sqrt{n}}$.

Lemma 3. Suppose Assumption 3 holds, we have

$$\rho \left( \mathbb{E} \left\{ (W(k))^2 \right\} - \frac{11\gamma^2}{n} \right) < 1.$$

Proofs of Lemmas 1, 2 and 3 are shown in Appendices A, B and C, respectively.

Theorem 1. Let $\bar{x}_{2k} = \max_k \{\lambda_2(\mathbb{E} \{W(k)^2\})\}$, $s_1 = \alpha^2 + 2\alpha + \lambda_2$, and $s_2 = \frac{1 + \alpha^2}{\lambda_2} - 2\lambda_1 K_1$. Consider the sequence $\{x(k)\}_{k=0}^{\infty}$ and $\{y(k)\}_{k=0}^{\infty}$ generated by Algorithm 1. Suppose Assumptions 1-3 hold. For any $x(0) \in \mathbb{R}^n$ and $(\alpha, \beta)$ satisfying

$$\alpha < \frac{s_1 - \bar{x}_{2k} - 1}{\beta^2 - \frac{K_2}{K_1}}$$

there exist $m_1, m_2 > 0$ and $q_s \in (0, 1)$ such that for any $k \geq 0$,

$$\|y(k)\|_E \leq m_1 q_s^k$$

where $\nabla f_i(x_i(k)) = L \nabla f_i(x_i(k))$.

Proof. First, we multiply both sides of (15) and (16) by $\frac{11\gamma^2}{n}$, which yields

$$\bar{x}(k + 1) = \bar{x}(k) - \alpha \bar{y}(k),$$

$$\bar{y}(k + 1) = \bar{y}(k) + \bar{x}(k + 1) - \bar{x}(k).$$

Due to $y(0) = x(0) - d$, we have $y(k) = x(k) - d, \forall k$. Based on (22), we have $\bar{x}(k + 1) - d = (1 - \alpha)(\bar{x}(k) - d)$. Based on (22), we have $\bar{x}(k + 1) - d = (1 - \alpha)(\bar{x}(k) - d)$. Based on (22), we have $\bar{x}(k + 1) - d = (1 - \alpha)(\bar{x}(k) - d)$.

We can see that for any $m_0, q_s \in [1 - \alpha, 1]$, such that

$$\|y(k)\|_E \leq m_1 q_s^k$$

which means that $\bar{x}(k)$ converges in mean square linearly to $d$ and $\bar{y}(k) = \bar{x}(k) - d$ converges to 0 as long as $0 < \alpha < 2$. Due to $\bar{y}(k) = y(k) + \bar{y}(k)$, we only need to prove that there exist $m_1^*, m_2^* > 0$ and $q_s^* \in (0, 1)$ such that

$$\|\bar{y}(k)\|_E \leq m_1 q_s^k$$

from Assumptions 1 and 2, we obtain that for any $k$, there exists a diagonal matrix $\Theta(k) = \text{diag}\{\theta_1(k), ..., \theta_n(k)\}$, $\eta_i \leq \gamma_i \leq \varphi_i, \forall i$. Suppose Assumptions 1-2 hold and $A$ is doubly stochastic. For any vector $v$ such that $1^T v = 0$ and $v \neq 0$, we have

$$\frac{\eta (1 - \lambda_2(A))}{\sqrt{n}} \leq \frac{\|Tv\|_2}{\|v\|_2} \leq \frac{\eta (1 - \lambda_n(A))}{\sqrt{n}}$$

where $\eta = \min_i \{\gamma_i\}$, $\varphi = \max_i \{\varphi_i\}$.
\( \theta_i(k) \leq \varphi, \forall i, k, \) such that
\[
\nabla f(x(k + 1)) - \nabla f(x(k)) = \Theta(k)(x(k + 1) - x(k)).
\] (27)

Substituting (27) into (15), we have
\[
\nabla f(x(k + 1)) - \nabla f(x(k)) = -\alpha \Theta(k)y(k) - \beta \Theta(k)(I - W(k)) \nabla f(x(k)).
\] (28)

Multiplying both sides of (28) by \( L \), we obtain
\[
\nabla f(x(k + 1)) - \nabla f(x(k)) = -\alpha L \Theta(k)y(k) - \beta L \Theta(k)(I - W(k)) \nabla f(x(k)),
\] (29)

where \( (I - W(k)) \nabla f(x(k)) = (I - W(k))L \nabla f(x(k)) = (I - W(k)) \nabla f(x(k)) \). From (29), we further obtain
\[
\nabla f(x(k + 1)) = (I - \beta L \Theta(k)(I - W(k))) \nabla f(x(k)) - \alpha L \Theta(k)y(k) - \alpha L \Theta(k)y(k).
\] (30)

Then, from (16), we have
\[
\tilde{y}(k + 1) = W(k) \tilde{y}(k) + \tilde{x}(k + 1) - \tilde{x}(k).
\] (31)

Multiplying both sides of (15) by \( L \), we have
\[
\tilde{x}(k + 1) = \tilde{x}(k) - \alpha \tilde{y}(k) - \beta L \Theta(k)(I - W(k)) \nabla f(x(k)).
\] (32)

Substituting (32) into (31), we have
\[
\tilde{y}(k + 1) = (W(k) - \alpha L \Theta(k)) \tilde{y}(k) - \beta L \Theta(k)(I - W(k)) \nabla f(x(k)).
\] (33)

Next, we will prove (25) and (26) by mathematical induction based on (30) and (33).

It is not difficult to prove that when \( k = 0 \), there exist \( m_{1s}, m_{2s} > 0 \) and \( q_s \in (q_{0s}, 1) \) such that (25) and (26) hold.

Then, we assume that for all \( k \leq \alpha, (25) \) and (26) hold.

When \( k = \alpha + 1 \), from (33), because \( W(k) \) is independent of \( x(k) \) and \( y(k) \), we have
\[
\|y(k + 1)\|_E \leq s_1 \|y(k)\|_E + \beta(1 - \Delta_n)\|\nabla f(x(k))\|_E
\leq [s_1m_{1s} + \beta(1 - \Delta_n)m_{2s}]q^k_r.
\] (34)

From (30) and (24), we obtain based on Lemma 3 that
\[
\|\nabla f(x(k + 1))\|_E \leq s_2\|\nabla f(x(k))\|_E
+ \alpha \nabla (\|y(k)\|_E + \|f(k)\|_E)
\leq [s_2m_{1s} + \alpha \nabla (m_{1s} + m_{0})]q^k_r.
\] (35)

Due to \( \alpha < \frac{\sqrt{2 - \lambda_2}}{\sqrt{2}} - 1, \beta < \frac{\sqrt{2 - \lambda_2}}{\sqrt{2}} \), we have \( s_1 < 1 \) and \( s_2 < 1 \). Since \( \alpha \beta \frac{1 - \Delta_n}{1 - \Delta_n} < (1 - s_1)(1 - s_2) \), there exist \( m_{1s} > 0 \) and \( m_{2s} > 0 \) such that
\[
\alpha \beta \frac{1 - \Delta_n}{1 - \Delta_n}m_{1s} + m_{0}s < \beta(1 - \Delta_n)(1 - s_2)m_{2s}
< (1 - s_1)(1 - s_2)m_{1s}.
\] (36)

Then, we have there exists \( q^*_s \in (q_{0s}, 1) \) such that
\[
[s_1m_{1s} + \beta(1 - \Delta_n)m_{2s}]q^k_r \leq m_{1s}q^k_r, \quad (37)
\]
\[
[s_2m_{1s} + \alpha \nabla (m_{1s} + m_{0})]q^k_r \leq m_{2s}q^k_r, \quad (38)
\]

Substituting (37) and (38) into (34) and (35) yields
\[
\|y(k + 1)\|_E \leq m_{1s}q^k_r, \quad (39)
\]
\[
\|\nabla f(x(k + 1))\|_E \leq m_{2s}q^k_r. \quad (40)
\]

This completes the induction.

Then, based on (24) and (25), we obtain that
\[
\|y(k)\|_E \leq \|\tilde{y}(k)\|_E \leq \|y(k)\|_E \leq \|m_{0s} + m_{1s}q^k_r, \quad (39)
\]
which validates (20). The proof is completed.

**Remark 1.** In Theorem 1, the stepsize \( \alpha \) and \( \beta \) are limited by (19). The upperbound of \( \alpha \) is related to \( \beta \) and vice versa. Since \( \lim_{\alpha \to 0} \frac{\alpha}{1 - \alpha} = 0 \) and \( \lim_{\alpha \to 0} \frac{\beta}{1 - \beta} = 2K_1 \), as long as \( \alpha \) and \( \beta \) small enough, the equation (19) hold and there exist \( \alpha \) and \( \beta \) such that the proposed algorithm converges in mean square.

It should also be noted that \( m_{1s}, m_{2s} \), and \( q_s \) are independent of \( k \). If \( m_{1s} \) is a sufficiently large number, \( m_2 \) can be selected as \( \alpha \beta(1 - \lambda_2) + (1 - s_1)(1 - s_2) \) and \( q_s \) is any number in the interval \( (q_{0s}, 1) \), where \( q_{0s} = \max\{s_1 + \beta(1 - \lambda_2)m_{2s}, s_2 + \alpha \nabla (m_{2s}, q_{0s}) \} \). \( q_{0s} < 1 \) can be proved by (19). Therefore, \( m_{1s}, m_{2s} \), and \( q_s \) are all independent of \( k \).

Another result is also applicable to the following Theorems 2 and 3.

Additionally, most existing works require the network to be connected or jointly connected, i.e., there exist an integer \( B \geq 1 \) such that \( \lambda_2(W(k)W(k + 1)...W(k + B)) < 1 \). But in stochastic networks, \( B \) may not exist. In this paper, we only need the network is connected in mean, i.e., \( \lambda_2(\mathbb{E}[W(k)]) < 1 \).

**Corollary 1.** Suppose Assumptions 1-3 hold. For any \( \alpha(0) \in \mathbb{R}^n \) and \( (\alpha, \beta) \) satisfying (19), the sequence \( \{x(k)\}_{k=0}^{\infty} \) generated by Algorithm 1 converges linearly to \( x^* \) in mean square.

The convergence rate is
\[
\max \left\{ s_1 + \frac{\alpha \nabla(1 - \lambda_n)}{1 - s_2}, s_2 + \frac{\alpha \nabla(1 - \lambda_n)}{1 - s_1}, |1 - \alpha| \right\}.
\]

**Proof.** Theorem 3 implies that \( \|y(k)\|_E \) and \( \|\nabla f(x(k))\|_E \) converge to zero linearly. From (14) and (16), we have \( 1^T y(k) = 1^T x(k) - 1^T \tilde{d} \). So the condition (i) in Proposition 1 is ensured if \( \|y(k)\|_E \) converges to 0 and so is the condition (ii) in Proposition 1 if \( \|\nabla f(x(k))\|_E \) converges to 0. Therefore, \( x(k) \) converges to the optimal solution \( x^* \). Moreover, due to the linear convergence of \( \|y(k)\|_E \) and \( \|\nabla f(x(k))\|_E \), we obtain from (15) that \( x(k + 1) - x(k) \) converges linearly to 0, which, together with the above analysis, implies \( x(k) \) converges to \( x^* \) at a linear rate.

From (37) and (38), we obtain that
\[
q_s^* \geq s_1 + \beta(1 - \lambda_n)m_{1s} < \frac{s_2m_{1s} + \alpha \nabla (m_{1s} + m_{0})}{m_{2s}}. \quad (40)
\]

From (36), we have
\[
\frac{\alpha \nabla}{1 - s_2} < \frac{m_{1s}}{m_{2s}} < \frac{1 - s_1}{\beta(1 - \lambda_n)}. \quad (41)
\]

Since that \( m_{1s} \) and \( m_{2s} \) can be any positive value as long as they satisfy (41) and \( q_s^* > |1 - \alpha| \), we can get the result.

Compared with fixed networks, the stochastic network is time-varying and, most importantly, possible to be disconnected at any time, which is different from most of existing works that require the network to be always connected or jointly connected. Moreover, we obtain from Assumption 3 that as long as \( \theta_{ij}(k) > 0 \) for each communication link \( (i, j) \), we will have the relation (7). This means that the proposed algorithm converges to the optimal solution even if each communication link works with a small positive possibility. Although small \( \theta_{ij}(k) > 0 \) does not break the convergence of
the algorithm, it affects the convergence rate, which will be
extensively discussed in Section VIII.

V. RESILIENCE PROPERTIES

A. Convergence in the presence of disturbances

In this section, we show that Algorithm 1 converges to the
optimal solution in mean square under disturbance on
states. Here we do not consider the disturbance on \( y(k) \)
because \( y(k) \) is only a message that tracks the deviation while
\( x(k) \) always denotes the running status of equipments, such
as power output of generators, which is more likely to be
disturbed by misoperation, attack, or environmental noise.

We add disturbance to states of (14)-(16) and obtain that
\[
\begin{align*}
x(k + 1) &= x(k) + \zeta(k) - \alpha y(k) - \beta (I - W(k)) \nabla f(x(k)), \\
y(k + 1) &= W(k)y(k) + x(k + 1) - x(k).
\end{align*}
\]

Random variable \( \zeta(k) = [\zeta_1(k), ..., \zeta_m(k)] \) is the disturbance
injected to the state. We give the following assumption about
the disturbance.

Assumption 4. There exist \( m_\zeta > 0 \) and \( q_\zeta \in (0, 1) \) such that
for any \( k, \| \zeta(k) \|_E \leq m_\zeta q_\zeta^k \).

The resilience property means the algorithm states is able
to maintain its convergence to the optimal solution after
the injected disturbance decays. Assumption 4 restricts the
second order moment of the disturbance to be covered by
an upper bound that vanishes exponentially. Assumption 3 is
not only suitable for those continuous disturbance converging
exponentially to 0, but it also applies to all kinds of finite-
duration disturbances, i.e., the disturbance \( \zeta(k) = 0 \) after
a finite-time steps \( k \geq K_\zeta \). Based on this assumption, we prove
the linear convergence of the expectation of the states norm
\( \| x(k) \|_E \).

Theorem 2. Consider the sequence \( \{ x(k) \}_{k=0}^{\infty} \) generated by (12) and (13). Suppose Assumptions 1-4 hold. For any \( x(0) \in \mathbb{R}^n \) and \( (\alpha, \beta) \) satisfying (19), there exist \( m_{1d}, m_{2d} > 0 \) and \( q_d \in (0, 1) \) such that for any \( k \geq 0, \)
\[
\begin{align*}
\| \hat{y}(k) \|_E &= \| x(k + 1) - d \|_E \\
&\leq (1 - \alpha)^k \| x(0) - d \|_E + m_\zeta \frac{(1 - \alpha)^k - q_\zeta^k}{1 - \alpha - q_\zeta^k}.
\end{align*}
\]

Proof. Similar to the proof of Theorem 1 we have
\[
\begin{align*}
\| \hat{y}(k) \|_E &= \| x(k + 1) - d \|_E \\
&\leq (1 - \alpha)^k \| x(0) - d \|_E + m_\zeta \frac{(1 - \alpha)^k - q_\zeta^k}{1 - \alpha - q_\zeta^k}.
\end{align*}
\]

We can see that for any \( m_{0d} > \| x(0) - d \|_E + m_\zeta \frac{1}{1 - \alpha - q_\zeta^k} \) and
\( q_{0d} \in (\max\{1 - \alpha, q_\zeta^{1/k}\}, 1) \) such that
\[
\| \hat{y}(k) \|_E \leq m_{0d} q_{0d}^{k},
\]
and we only need to prove that there exist \( m_{1d}, m_{2d} > 0 \) and
\( q_d \in (q_{0d}, 1) \) such that
\[
\| \hat{y}(k) \|_E \leq m_{1d} q_{1d}^{k},
\]
\[
\| \nabla f(x(k)) \|_E \leq m_{2d} q_{2d}^{k},
\]

Similar to (50) and (53), we still have
\[
\nabla f(x(k + 1)) = (I - \beta L\Theta(k)(I - W(k))) \nabla f(x(k)) - \alpha L\Theta(k) \hat{y}(k) - \alpha L\Theta(k) \zeta(k).
\]

Next, we will prove (47) and (48) by mathematical induction
based on (49) and (50).

It is not difficult to prove that when \( k = 0 \), there exist
\( m_{1d}, m_{2d} > 0 \) and \( q_d \in (\max\{q_{0d}, q_\zeta\}, 1) \) such that (47) and
(48) hold.

Then, we assume that for all \( k \leq \kappa, (47) \) and (48) hold.
When \( k = \kappa + 1 \), from (50), because \( W(k) \) is independent of
\( x(k) \) and \( y(k) \), we have
\[
\begin{align*}
\| \hat{y}(k + 1) \|_E &\leq s_1 \| \hat{y}(k) \|_E + \beta(1 - \Delta_n) \| \nabla f(x(k)) \|_E + m_\zeta q_\zeta^k \\
&\leq [s_1 m_{1d} + \beta(1 - \Delta_n) m_{2d} + m_\zeta] q_d^k.
\end{align*}
\]

From (49) and (56), we obtain based on Lemma 3
that
\[
\begin{align*}
\| \nabla f(x(k + 1)) \|_E &\leq s_2 \| \nabla f(x(k)) \|_E + \| \zeta(k) \|_E \\
&\leq [s_2 m_{2d} + \alpha \| \zeta(k) \|_E + \| \zeta(k) \|_E] q_d^k.
\end{align*}
\]

Similar to (50) and (53), we have there exist \( m_{1d} > 0, m_{2d} > 0 \)
and \( q_d \in (\max\{q_{0d}, q_\zeta\}, 1) \) such that
\[
\begin{align*}
[s_1 m_{1d} + \beta(1 - \Delta_n) m_{2d} + m_\zeta] q_d^{k + 1} &\leq m_{1d} q_d^{k + 1},
\end{align*}
\]
\[
\begin{align*}
[s_2 m_{2d} + \alpha \| \zeta(k) \|_E + \| \zeta(k) \|_E] q_d^{k + 1} &\leq m_{2d} q_d^{k + 1}.
\end{align*}
\]

Substituting (53) and (54) into (51) and (52) yields
\[
\begin{align*}
\| \hat{y}(k + 1) \|_E &\leq m_{1d} q_d^{k + 1}, \\
\| \nabla f(x(k + 1)) \|_E &\leq m_{2d} q_d^{k + 1}.
\end{align*}
\]

This completes the induction.

Then, based on (46) and (47), we obtain that
\[
\begin{align*}
\| \hat{y}(k) \|_E &\leq \| \hat{y}(k) \|_E + \| \hat{y}(k) \|_E \leq (m_{0d} + m_{1d}) q_d^{k},
\end{align*}
\]
which validates (44). The proof is completed.

Remark 2. In Theorem 2, we consider decaying disturbance
to validate the resilience of the proposed algorithm. If the noise
does not decay to 0 but is bounded, i.e., \( q_\zeta = 1 \), \( x(k) \) cannot
converge to the optimal solution but the gap between \( x(k) \)
and the optimal solution is bounded, which can be obtained
from Theorem 2 by setting \( q_\zeta = 1 \).

Corollary 2. Suppose Assumptions 1-4 hold. For any \( x(0) \in \mathbb{R}^n \) and \( (\alpha, \beta) \) satisfying (19), there exist \( m_{0d} \in \mathbb{R}^n \) generated by (42) and (43) converges linearly to \( x^* \) in mean square. The convergence rate is
\[
\max \{ s_1 + \frac{\alpha \| \zeta(k) \|_E}{1 - s_2}, s_2 + \frac{\alpha \| \zeta(k) \|_E}{1 - s_1} \}.
\]

Corollary 2 verifies that the proposed deviation-tracking method
is able to eliminate the deviation \( 1^T \hat{x}(k) \) \( - 1^T d \)
no matter whether it is caused by infeasible initialization or
random disturbance. The reason why it is disturbance-resilient
is that we adopt deviation feedback as shown in Fig. 1. The
closed loop makes it more stable and exact than the weighted
gradient method and dual splitting method, which adopt open
loop to deal with the deviation \( 1^T \hat{x}(k) \) \( - 1^T d \).

It should be noted that both Corollary 1 and Corollary 2
shares the upper bound of stepizes and the upper bound is
independent of the parameter of disturbance, which shows
the universal resilience property of distributed deviation-tracking
algorithm.
B. Improving convergence rate

In this section, we will analyze the optimal stepsize for fastest convergence rate over fixed communication networks. The result can also be applied to stochastic networks, which will be validated in simulations.

**Theorem 3.** Let $s'_1 = \max \{\bar{\lambda}_2 - \alpha, \alpha, \alpha - \Delta_{ne}\}$ and $s'_2 = \max \{|1 - \beta K'_1|, |\beta K'_2 - 1|\}$, where $K'_1 = \frac{\eta(1-\bar{\lambda}_2)\varphi+(n-1)\eta}{\sqrt{n(1-\bar{\lambda}_2)^2+(n-1)\eta^2}}$ and $K'_2 = \frac{\varphi(1-\Delta_{ne})}{\varphi(1-\Delta_{ne})}$. Consider the sequence $\{x(k)\}_{k=0}^{\infty}$ generated by (42) and (43). Suppose Assumptions 1-4 hold and $W(k) = W_{\alpha, \beta}$ for any $x(0) \in \mathbb{R}^n$ and $(\alpha, \beta)$ satisfying

$$\alpha < 1 - \Delta_{ne}, \quad \beta < \frac{1}{K'_2},$$

$$\alpha \beta \varphi(1-\Delta_{ne}) < (1-s'_1)(1-s'_2),$$

there exist $m_1, m_2 > 0$ and $q \in (0, 1)$ such that for any $k \geq 0$,

$$\|y(k)\|_E \leq m_1 q^k,$$

$$\|\nabla f(x(k))\|_E \leq m_2 q^k.$$

The proof is shown in Appendix D.

**Theorem 4.** Suppose Assumptions 1-3 hold. The optimal stepizes of $\alpha$ and $\beta$ are expressed as

$$\beta_{op} = \frac{2}{K'_1 + K'_2},$$

$$\alpha_{op} = \min \left\{ \frac{K'_1(1-\bar{\lambda}_2)}{K'_2}, \frac{K'_1(1 + \Delta_{ne})}{2K'_1 + K'_2}, \frac{1}{2} \left( 1 + \bar{\lambda}_2 - 2\beta_{op}K'_2 + \sqrt{4(\beta_{op}K'_2 - 1)^2 + (1 - \bar{\lambda}_2)(5-\bar{\lambda}_2)} \right) \right\}.$$  

(60)

**Proof.** Similar to Corollary 2, the convergence rate is

$$\max \left\{ \frac{s'_1}{1-s'_1}, \frac{\alpha \beta \varphi(1-\Delta_{ne})}{1-s'_1} \right\} \leq \|x(k+1) - x^*\|_E / \|x(k) - x^*\|_E = \beta_{op}^{K'_2 - 1} - 1.$$  

First, we consider the optimal value of $\beta$.

Let $g_1(\alpha, \beta) = s'_1 + \frac{\alpha \beta \varphi(1-\Delta_{ne})}{1-s'_1}$ and $g_2(\alpha, \beta) = s'_2 + \frac{\alpha \beta \varphi(1-\Delta_{ne})}{1-s'_1}$. If $\beta > \frac{2}{K'_1 + K'_2}$, we obtain $s'_2 = \beta K'_2 - 1$. Then, we have

$$g_1(\alpha, \beta) = \frac{\alpha \beta \varphi(1-\Delta_{ne})}{1-s'_1},$$

$$g_2(\alpha, \beta) = \beta K'_2 - 1 + \frac{\alpha \beta \varphi(1-\Delta_{ne})}{1-s'_1}.$$  

Both $g_1(\alpha, \beta)$ and $g_2(\alpha, \beta)$ are increasing with respect to $\beta$. Similarly, we can obtain that $g_1(\alpha, \beta)$ is independent of $\beta$ and $g_2(\alpha, \beta)$ is decreasing when $\beta \leq \frac{2}{\nu_{\alpha, \beta}}$. Therefore, we obtain the best value of $\beta_{op} = \frac{2}{K'_1 + K'_2}$.

Next, we consider the optimal value of $\alpha$ when $\beta = \beta_{op}$. If $\alpha \leq \bar{\lambda}_2 + \frac{\Delta_{ne}}{2}$, we obtain $s'_1 = \bar{\lambda}_2 - \alpha$ and

$$g_1(\alpha, \beta_{op}) = \bar{\lambda}_2 - \alpha + \frac{\alpha \varphi(1-\Delta_{ne})}{K'_1},$$

$$g_2(\alpha, \beta_{op}) = \frac{K'_2 - K'_1(\bar{\lambda}_2 - \alpha)}{K'_1 + K'_2} + \frac{2K'_1}{K'_1 + K'_2} \varphi(1-\Delta_{ne}).$$

It is obvious that $g_2(\alpha, \beta)$ is increasing with respect to $\alpha$. Due to $\varphi(1-\Delta_{ne}) > 0$, $g_1(\alpha, \beta)$ is also increasing with respect to $\alpha$.

When $\alpha > \frac{\bar{\lambda}_2 + \Delta_{ne}}{2}$, we have $s'_1 = \alpha - \Delta_{ne}$,

$$g_1(\alpha, \beta_{op}) = \alpha - \Delta_{ne} + \frac{\alpha \varphi(1-\Delta_{ne})}{K'_1},$$

$$g_2(\alpha, \beta_{op}) = \frac{K'_2 - K'_1(\alpha - \Delta_{ne})}{K'_1 + K'_2} + \frac{2K'_1}{K'_1 + K'_2} \varphi(1-\Delta_{ne}).$$

Both of $g_1(\alpha, \beta_{op})$ and $g_2(\alpha, \beta_{op})$ are also increasing with respect to $\alpha$. However, $1 - \alpha$ is decreasing when $\alpha < 1$. Then the optimal $\alpha$ should be

$$\alpha_{op} = \min \{\alpha_{op1}, \alpha_{op2}\},$$

where $\alpha_{op1}$ and $\alpha_{op2}$ satisfy

$$1 - \alpha_{op1} = g_1(\alpha_{op1}, \beta_{op}); 1 - \alpha_{op2} = g_2(\alpha_{op2}, \beta_{op}).$$

Finally, we calculate the optimal $\alpha$ and obtain (60).  

The result in Theorem 4 is obtained based on the convergence result of Theorem 3. In some cases, the result in Theorem 4 may not be the optimal stepsize for fastest convergence rate, but it is still better than most stepizes within the upperbound. The results are also suitable for stochastic networks with communication failure and disturbance, which will be shown in Section VII.

VI. CONVERGENCE WITH UNCOORDINATED STEPSIZES

In above analysis, all agents employ absolutely identical stepizes. In distributed network, realizing uniform stepizes requires consensus protocol, which is based on a reliable communication network. It is difficult to coordinate these stepizes over stochastic networks. In this section, we analyze the convergence of the proposed algorithm with uncoordinated stepsizes.

For each agent $i$, the stepsizes are denoted by $\alpha_i$ and $\beta_i$. Let $\varphi = \max_i(\alpha_i)$, $\beta = \max_i(\beta_i)$, $\alpha = \min_i(\alpha_i)$, $\beta = \min_i(\beta_i)$, $D_{\alpha} = \text{diag}(\alpha_1, ..., \alpha_n)$ and $D_{\beta} = \text{diag}(\beta_1, ..., \beta_n)$. Eqs. (15) and (16) are rewritten as

$$x(k+1) = x(k) - D_{\alpha} y(k) - D_{\beta} (I - W(k)) \nabla f(x(k)),$$

$$y(k+1) = W(k) y(k) + x(k+1) - x(k).$$

We will prove (62) and (63) converge linearly to the optimal solution in mean square with uncoordinated stepsizes.

**Lemma 4.** Let $K'_1'' = \frac{\nu(1-\bar{\lambda}_2)\varphi+(n-1)\nu}{\sqrt{n(1-\bar{\lambda}_2)^2+(n-1)\nu^2}}$, $K'_2'' = \frac{\varphi(1-\Delta_{ne})}{\varphi(1-\Delta_{ne})}$ and $T_d = L D_{\beta}(I - W)$, where $W$ is a stochastic matrix satisfying Assumption 3. For any vector $v \neq 0$ such that $1^T v = 0$, we have

$$\|v - T_d v\|_E^2 \leq (1 + K'_2'' - 2K'_1'') \|v\|_E^2.$$

Lemma 4 is an extension result of Lemma 3 with replacing diagonal matrix $\Gamma$ by another diagonal matrix $\Gamma D_{\beta}$. 
Theorem 5. Let \( s_4 = 1 - \sum_{i=1}^{n} \alpha_i, \ s_5 = \pi^2 + 2\pi + \lambda_{2x}, \) and \( s_6 = \sqrt{1 + K_{2x}^2 - 2K_{2x}'}, \) Consider the sequence \( \{x(k)\}_{k=0}^{\infty} \) and \( \{y(k)\}_{k=0}^{\infty} \) generated by (62) and (63). Suppose Assumptions 1-4 hold. For any \( x(0) \in \mathbb{R}^n \) and \((\alpha, \beta)\) satisfying
\[
\sum_{i=1}^{n} \alpha_i < 2, \ \alpha < \sqrt{2 - \lambda_{2x} - 1}, \ K_{2x}'' < 2K_{2x}', \quad (64)
\]
\[
(1 - s_4)(1 - s_5)(1 - s_6) - \beta(1 - \Delta_n)\varpi(2 - s_4 - s_5) < \alpha^2(1 - s_6) + 2\alpha^2\beta(1 - \lambda_n)\varpi, \quad (65)
\]
there exist \( m_{1u}, m_{2u}, m_{3u} > 0 \) and \( q_u \in (0, 1) \) such that for any \( k \geq 0, \)
\[
\|\nabla f(x(k))\|_E \leq m_{1u}q_u^k, \quad (66)
\]
\[
\|\tilde{g}(k)\|_E \leq m_{2u}q_u^k, \quad (67)
\]
\[
\|\tilde{g}(k)\|_E \leq m_{3u}q_u^k. \quad (68)
\]

Proof. Multiplying both sides of (62) by \( \frac{11T}{n} \), we have
\[
\bar{x}(k + 1) = \bar{x}(k) - \frac{11T}{n} D_{\alpha} \bar{y}(k) - \frac{11T}{n} D_{\beta} (I - W(k)) \nabla f(x(k)). \quad (69)
\]
Then, multiplying both sides of (62) by \( L \) yields
\[
\bar{y}(k + 1) = \bar{y}(k) - LD_{\alpha} \bar{y}(k) - LD_{\beta} (I - W(k)) \nabla f(x(k)). \quad (70)
\]
Similarly, it follows from (63) that
\[
\tilde{y}(k + 1) = \tilde{y}(k) + \bar{x}(k + 1) - \bar{x}(k), \quad (71)
\]
\[
\tilde{y}(k + 1) = W(k) \tilde{y}(k) + \bar{x}(k + 1) - \bar{x}(k). \quad (72)
\]
Substituting (69) and (70) into (71) and (72) respectively yields
\[
\tilde{y}(k + 1) = (I - \frac{11T}{n} D_{\alpha}) \tilde{y}(k) - \frac{11T}{n} D_{\beta} (I - W(k)) \nabla f(x(k)), \quad (73)
\]
\[
\tilde{y}(k + 1) = (W(k) - LD_{\alpha}) \tilde{y}(k) - LD_{\beta} (I - W(k)) \nabla f(x(k)). \quad (74)
\]
Similar to (29), we have
\[
\nabla f(x(k + 1)) = (I - L\Theta(k)D_{\beta}(I - W(k))) \nabla f(x(k)) - L\Theta(k)D_{\alpha} \tilde{y}(k) - L\Theta(k)D_{\alpha} \tilde{y}(k). \quad (75)
\]

We use induction to prove (66)-(68). When \( k = 0 \), it is not difficult to find \( m_{1u}, m_{2u}, m_{3u} > 0 \) and \( q_u \in (0, 1) \) such that (66)-(68) hold. We assume when \( k \leq \kappa \), (66)-(68) hold. When \( k = \kappa + 1 \), from (73) and (74), we have
\[
\|\tilde{y}(k + 1)\|_E \leq s_4\|\tilde{y}(k)\|_E + \alpha \|\tilde{y}(k)\|_E + \beta(1 - \Delta_n)\|\nabla f(x(k))\|_E \leq s_4m_{2u}q_u^k + \alpha m_{2u}q_u^k + \beta(1 - \Delta_n)m_{1u}q_u^k, \quad (76)
\]
\[
\|\tilde{y}(k + 1)\|_E \leq s_5\|\tilde{y}(k)\|_E + \alpha \|\tilde{y}(k)\|_E + \beta(1 - \Delta_n)\|\nabla f(x(k))\|_E \leq s_5m_{3u}q_u^k + \alpha m_{3u}q_u^k + \beta(1 - \Delta_n)m_{1u}q_u^k. \quad (77)
\]
Then, it can be obtained from (75) that
\[
\|\nabla f(x(k + 1))\|_E \leq s_6\|\nabla f(x(k))\|_E + \alpha \|\nabla f(x(k))\|_E + \beta(1 - \Delta_n)\|\nabla f(x(k))\|_E \leq s_6m_{1u}q_u^k + \alpha m_{1u}q_u^k + \beta(1 - \Delta_n)m_{1u}q_u^k. \quad (78)
\]
Due to (64), we have \( s_4, s_5 \) and \( s_6 \) are all in \((0, 1)\). Then, it follows from (65) that
\[
(1 - s_4)(1 - s_5)(1 - s_6) - \beta(1 - \Delta_n)\varpi(2 - s_4 - s_5) \leq \frac{(1 - s_4)(1 - s_5)(1 - s_6) - \beta(1 - \Delta_n)\varpi}{\alpha^2(1 - s_6) + 2\alpha^2\beta(1 - \lambda_n)\varpi}. \quad (79)
\]
Based on (79), there exist \( m_{2u}, m_{3u} > 0 \) such that
\[
(\alpha^2(1 - s_6) + 2\alpha^2\beta(1 - \lambda_n)\varpi)m_{2u} \leq ((1 - s_4)(1 - s_5) - \beta(1 - \lambda_n)\varpi)m_{2u}, \quad (80)
\]
\[
(\alpha^2(1 - s_6) + 2\alpha^2\beta(1 - \lambda_n)\varpi)m_{3u} \leq ((1 - s_4)(1 - s_5) - \beta(1 - \lambda_n)\varpi)m_{3u}, \quad (81)
\]
\[
\alpha \|\nabla f(x(k))\|_E \leq \beta(1 - \Delta_n)\varpi. \quad (82)
\]
Substituting (80)-(82) into (76)-(78) leads to (66)-(68) when \( k = \kappa + 1 \). This completes the proof. \( \square \)

From Theorem 5, we can deduce that the convergence point of \( x(k) \) satisfies the two conditions in Proposition 1, which means that the proposed algorithm still converges linearly to the optimal solution in mean square even with uncoordinated stepsizes. Thus, agents do not need to coordinate stepsizes before implementing the algorithm.

VII. NUMERICAL RESULTS

In this section, simulations are provided to validate the effectiveness of the proposed deviation-tracking algorithm (DTA). Considering a network of 10 agents, of which the topology is randomly generated. The cost functions are chosen to be quadratic functions:
\[
f_i(x) = a_ix_i^2 + b_ix_i + c_i, \ \forall i, \quad (75)
\]
which are widely used in economic dispatch problem to model the cost induced by producing certain amount of power \([25]\). The values of \( a, b \) and \( c \) are randomly chosen within the ranges that are used in \([13]\). Their values are shown as follows.

| Agent | 1 | 2 | 3 | 4 | 5 |
|-------|---|---|---|---|---|
| \( a_i \) | 0.0314 | 0.1242 | 0.0892 | 0.0379 | 0.0366 |
| \( b_i \) | 0.352 | 0.349 | 0.278 | 0.331 | 0.234 |
| \( c_i \) | 0 | 0 | 0 | 0 | 0 |

A. Convergence of deviation-tracking algorithm

First, we simulate the convergence results of deviation-tracking algorithm with communication failure while no disturbance is injected. Each communication link fails with
probability $1 - \theta$, where $\theta = 0.5$. We select the stepsize $\alpha$ to be $0.1\alpha_{op}, \ 0.3\alpha_{op}, \ 0.5\alpha_{op}, \ 0.7\alpha_{op}, \ 0.8\alpha_{op}, \ 0.9\alpha_{op}, \ 0.95\alpha_{op}$ and $\alpha_{op}$, where $\alpha_{op}$ is calculated by (60). The stepsizes are all constant and satisfy (19). We also show the convergence result when $\alpha$ equals the upper bound, which is obtained by (19). Another stepsize $\beta$ is fixed to be $\beta_{op}$. We use $\|x(k) - x^\star\|_2$ to describe the distance between the state at time $k$ and the optimal solution. The results are shown in Fig. 2.

We obtain from Fig. 2 that the state converge to the optimal solution with all the selected constant stepsizes. This confirms Theorem 1 and suggests that the proposed algorithm does not need decaying stepsize to ensure convergence. The advantage of adopting constant stepsizes is also shown in Fig. 2 that $x(k)$ converges at a linear rate for all the chosen stepsizes. Moreover, it is worth noting that when $\alpha \leq \alpha_{op}$, the convergence rate become faster when $\alpha$ increases and when $\alpha = \alpha_{op}$, the algorithm converges faster than that with other selected stepsizes except the upper bound. In fact, the optimal stepsize should be extremely close to the upper bound. The reason why there exists a small gap between them is that the theoretical result is obtained based on generic functions defined in Assumptions 1 and 2 instead of specific quadratic functions. It is, however, observed that the theoretical result is quite close to the optimal stepsize, which suggests that the result of Theorem 4 is also suitable for stochastic networks.

To validate the optimal stepsize of $\beta$, i.e. $\beta_{op}$, calculated in Theorem 4 we select 14 different values of $\beta$, i.e., $0.1\beta_{op}, \ 0.3\beta_{op}, \ 0.5\beta_{op}, \ 0.7\beta_{op}, \ 0.8\beta_{op}, \ 0.9\beta_{op}, \ \beta_{op}, \ 1.01\beta_{op}, \ 1.02\beta_{op}, \ 1.04\beta_{op}, \ 1.06\beta_{op}, \ 1.07\beta_{op}, \ 1.075\beta_{op}, \ 1.08\beta_{op}$. The stepsize $\alpha$ is fixed as $\alpha_{op}$. The convergence rate is calculated by

$$q_n = \frac{\|x(k) - x_{op}\|_2}{\|x(k-1) - x_{op}\|_2},$$

where $k_e$ denotes the index of the last iteration and $N$ means the amount of the sample. In this experiment, we choose $k_e = 25000$ and $N = 1000$. The result is shown in Fig. 3. We find that the convergence rate $q_n$ decrease gradually first and then increase rapidly. The numerical optimal $\beta$ is quite close to the theoretical result $\beta_{op}$.

To validate the convergence with uncoordinated stepsizes, we randomly generate stepsizes within the range defined by (64) and (65). The maximum and minimum of these stepsizes are denoted by $\bar{\theta}$ and $\underline{\theta}$, respectively. We first simulate the convergence with these uncoordinated stepsizes. Then, we plot the convergence results when $\alpha_i = \bar{\theta}, \forall i$ and $\alpha_i = \underline{\theta}, \forall i$, respectively. The convergence results are shown in Figure 4. The figure suggests that the proposed algorithm converges linearly to the optimal solution with uncoordinated stepsizes.

We find that the states converge at a faster rate than that when the all agents’ stepsizes equal to $\alpha_{\text{opt}}$, and slower than that when $\alpha_i = \bar{\theta}$. So, if $\bar{\theta} - \underline{\theta}$ is small, we can obtain an estimate of the convergence rate with uncoordinated stepsizes.

Next, we analyze the convergence results with disturbance injected in states. The disturbances we choose to inject to the states are Gaussian. To meet the requirement in Assumption 4 we set the variance of $\zeta_i(k), \forall i$ converges to 0 linearly. We select the same eight values as above for stepsize $\alpha$ and set $\beta = \beta_{op}$. The results are shown in Fig. 5. We can see that states still converge to the optimal solutions even with disturbance. With all the selected stepsizes, the algorithm still converges at a linear rate. Moreover, we find that when $\alpha \leq 0.7\alpha_{op}$, the convergence rate is faster as $\alpha$ grows. But $\alpha > 0.7\alpha_{op}$, the convergence rate does not change obvious and greatly affected by the disturbance. This is because the convergence rate is also influenced by the decaying rate of the disturbance, i.e. $q_{\zeta}$ in (61), which is independent of $\alpha$.

To find how the probability of failure influence convergence rate. We select 10 different value of $\theta$, i.e., 0.9, 0.1, 0.05, 0.03, 0.025, 0.02, 0.015, 0.01, 0.05 and 0. The results are shown Fig. 6. We can see that when $\theta > 0.05$, the conver-
gence rate does not change. The reason is that $|1 - \alpha| > \max \{s'_1 + \alpha s_2(1 - \frac{1}{s'_1}), s'_2 + \alpha s_3(1 - \frac{1}{s'_2})\}$ and $q' = |1 - \alpha|$, where $|1 - \alpha|$ is independent of $\theta$ while $s'_2$ increases as $\theta$ grows. When $\theta \leq 0.03$, we find the convergence rate reduces when $\theta$ increases. Especially, when $\theta = 0$ the algorithm cannot converge to the optimal solution because the network becomes a fixed disconnected network, which does not satisfy the requirement of Assumption 3.

B. Comparison with the state-of-art

Finally, we compare the proposed algorithm with weighted gradients algorithm (WGA) [9] and dual splitting algorithm (DuSPA) [15]. We consider two types of disturbance: Gaussian disturbance and Laplace disturbance. To meet the requirement of Assumption 4, we set the mean and the variance of disturbance according to Assumption 3. We add these kinds of disturbance to DTA, WGA and DuSPA and obtain the results shown in Fig. 7. We can see that utilizing the deviation-tracking method, DTA still converges linearly to the optimal solution even under disturbance while WGA and DuSPA cannot converge to the optimal solution. To find why WGA cannot converge to the optimal solution, we obtain the following proposition.

**Proposition 2.** Considering the following WGA,

$$x_i(k + 1) = x_i(k) + \zeta_i(k) - \alpha \sum_{j=1}^{n} w_{ij}(\nabla f_i(x_i(k)) - \nabla f_j(x_j(k))), \quad (83)$$

where the initial value $x_i(0), \forall i$ satisfies $\sum_{i=1}^{n} x_i(0) = \sum_{i=1}^{n} d_i$, and $\zeta_i(k)$ is the disturbance added to $x_i(k)$. $W = \{w_{ij}\}_{n \times n}$ is doubly stochastic. Then, at least one of the following does not hold.

(i) $x_i(k), \forall i$ converges to a feasible $x_i(\infty), \forall i$, which satisfies $\sum_{i=1}^{n} x_i(\infty) = \sum_{i=1}^{n} d_i$;

(ii) $\sum_{k=0}^{\infty} \sum_{i=1}^{n} \zeta_i(k) \neq 0$.

The proof of Proposition 2 is shown in Appendix E. Proposition 2 shows that $\sum_{k=0}^{\infty} \sum_{i=1}^{n} \zeta_i(k) = 0$ is a necessary condition for (i). This implies that the effect from $\zeta_i(k)$ is accumulative and the perturbation of even only one agent at one iteration causes a deviation of convergence. This is the reason why WGA cannot converge to the optimal solution under disturbance. This Proposition is also applicable to DuSPA because $y(k)$ in [15] is also required to be feasible through all iterations. Any disturbance injected to $y(k)$ leads to infeasible states. Figure 7 shows that the gaps between states and the optimal solutions caused by disturbance cannot be eliminated by WGA and DuSPA, which validates Proposition 2. Compared with WGA and DuSPA, DTA is disturbance resilient as shown in Theorem 2.

VIII. Conclusion

In this paper, we studied the distributed resource allocation problem over stochastic networks subject to random communication failure and disturbance on state. Based on the conditions of optimal solution, we proposed a disturbance-resilient distributed resource allocation algorithm by using deviation-tracking methods. Different from most existing algorithms that are only suitable for fixed networks, the proposed algorithm applies to stochastic networks. The algorithm was proved to converge linearly to the optimal solution in mean square even with communication failure. Moreover, we find that the proposed algorithm has resiliency to disturbance, i.e., our algorithm still converges to the optimal solution in mean square even under the disturbance on states. Based on the convergence result, we provided a method to improve the convergence rate. It was also proved that the proposed algorithm converges to the optimal solution in mean square even with uncoordinated stepsizes. Future works will focus on constrained distributed resource allocation and application of the algorithm to smart grid.

APPENDIX A

**PROOF OF LEMMA 1**

By definition, we obtain

$$\frac{\|Tv\|_2}{\|v\|_2} \leq \rho(T) \leq \rho(L) \rho(\Gamma) \rho(I - A) \leq \varphi(1 - \lambda_n(A)).$$

This proves the right most inequality.

Next, consider the left inequality of (17). Due to Assumption 3, we have $1^T(I - A)v = 0$. Let $z = (I - A)v$, $z = [z_1, z_2, ..., z_n]^T$, $z_i \in \mathbb{R}, \forall i$. For that $1^Tv = 0$ and $v \neq 0$, we have $1^Tz = 0$ and $z \neq 0$, so there exists a full permutation of $\{1, ..., n\}$, which is denoted by $t_1, ..., t_n$, and $t \in \{1, ..., n - 1\}$ such that $z_{t_i} \geq 0, \forall i \in \{0, ..., t\}$, $z_{t_i} < 0, \forall i \in \{t + 1, ..., n\}$ and $\sum_{i=1}^{t} z_{t_i} = -\sum_{i=t+1}^{n} z_{t_i}$.

Since $L = I - \frac{11^T}{n}$ and $\frac{11^T}{n}$ has only one nonzero eigenvalue, whose corresponding eigenvectors lie in span{1}, we consider the projection of $\Gamma(I - A)v$ on span{1}, i.e.,
\[ \frac{\|1 - \frac{\lambda}{\hat{\Gamma}}(I - A)v \|_2^2}{\|1 - \lambda/\Gamma(I - A)v \|_2^2} = \frac{1}{\lambda} \sum_{i=1}^n \gamma_i z_i, \text{ Then,} \]
\[ \frac{\|1 - \frac{\lambda}{\hat{\Gamma}}(I - A)v \|_2^2}{\|1 - \lambda/\Gamma(I - A)v \|_2^2} \leq \frac{\left( \sum_{i=1}^n \gamma_i z_i \right)^2}{\left( \sum_{i=1}^n \gamma_i z_i \right)^2} = (n - 1) \left( \gamma + \frac{n}{\eta} \right)^2 \leq \frac{\left( \gamma - \frac{n}{\eta} \right)^2}{\left( \gamma + \frac{n}{\eta} \right)^2} \leq \frac{(n - 1) \left( \gamma - \frac{n}{\eta} \right)^2}{\left( \gamma + \frac{n}{\eta} \right)^2}. \]

It thus follows that \[ \frac{\|1 - \frac{\lambda}{\hat{\Gamma}}(I - A)v \|_2^2}{\|1 - \lambda/\Gamma(I - A)v \|_2^2} \geq \frac{\left( \gamma + \frac{n}{\eta} \right)^2}{\left( \gamma - \frac{n}{\eta} \right)^2}. \]

This completes the proof of (7).

### Appendix B
#### Proof of Lemma 2

We decompose \( (I - \beta T_s) v \) and obtain
\[ E\{\| (I - \beta T_s) v \|_2^2 \} = E\{v^T (I - \beta T_s)^T (I - \beta T_s) v \} = E\{v^T (I + \beta^2 T_s^2 - \beta T_s^2 - \beta T_s) v \} = E\{v^T (I + \beta^2 \{T_s^2 v \}) - 2E\{v^T T_s v \} \}. \]

First, we consider \( E\{T_s v \|^2 \}. \) Since
\[ \frac{\|T_s v \|^2}{\|v \|^2} \leq \rho(T_s) \leq \rho(L) \rho(T) \rho(I - W) \leq \gamma(1 - \Delta_n), \]

We have \( E\{T_s v \|^2 \} \leq \gamma^2 (1 - \Delta_n) \rho^2 \{v \|^2 \}. \)

Next, we will find the lower bound of \( E\{v^T T_s v \}. \)

Similar to (85), we have
\[ \|L(I - E\{W\})v\|_2 \geq \frac{n^2(1 - \lambda_2^2) \left( \gamma + (n - 1)\eta \right)^2}{n \left( \gamma^2 + (n - 1)\eta^2 \right)} \]

Therefore, for any vector \( v \) such that \( T^v v = 0 \) and \( \gamma \neq 0, \)
\[ K_1 \leq \|L(I - E\{W\})v\|_2 \leq K_2. \]

Because \( L \) and \( I - E\{W\} \) are positive semi-definite, \( \Gamma \) is positive definite, we get that the eigenvalues of \( L(I - E\{W\}) \) are nonnegative. Then, together with (85), we have for any sufficiently small \( \gamma > 0, \)
\[ \| (I - \gamma L(I - E\{W\})) v \|_2 \leq (1 - \gamma K_1) \| v \|_2. \]

On the other hand,
\[ \| (I - \gamma L(I - E\{W\})) v \|_2 = \| v \|^2 + \gamma^2 \| L(I - E\{W\}) v \|_2 \]
\[ \geq (1 + \gamma^2 K_1) \| v \|^2 - 2\gamma^2 \| L(I - E\{W\}) v \|_2. \]

Combining (89) with (90), we have \( (1 + \gamma^2 K_1) \| v \|^2 - 2\gamma^2 \| L(I - E\{W\}) v \|_2 \leq (1 - \gamma K_1) \| v \|^2 \). Then, we obtain \( \gamma^2 \| L(I - E\{W\}) v \|_2 \geq K_1 \| v \|^2. \) Since \( L \) and \( \Gamma \) is constant, we have \( E\{v^T L(I - E\{W\}) v \} \geq K_1 E\{\| v \|^2 \}. \)

Substituting it into (86), we have
\[ E\{\| (I - \beta T_s) v \|^2 \} \leq (1 + \beta^2 K_2^2 - 2\beta K_1) E\{\| v \|^2 \}. \]

This completes the proof.

### Appendix C
#### Proof of Lemma 3

Let \( E_1(k) = \{ (i,j) | \{ P \{ w_{ij}(k) > 0 \} > 0 \} \} \) and \( E_2(k) = \{ (i,j) | \{ P \{ w_{ij}(k) > 0 \} > 0 \} \}, \) where \( w_{ij}(k) = \sum_{i=1}^n w_{ij}(k) = \sum_{i=1}^n w_{it}(k) w_{ij}(k). \) Since \( P \{ w_{ij}(k) > 0 \} = 1, \forall i, j \) and \( P \{ w_{it}(k) > 0 \} = 1, \forall i, \) we have that \( \forall i, j, \)
\[ P \{ w_{ij}(k) > 0 \} \geq P \{ w_{ij}(k) w_{ij}(k) > 0 \} = P \{ w_{ij}(k) > 0 \}, \]
which suggests \( E_1(k) \subseteq E_2(k). \) From Assumption 3, \( E_1(k) \) is connected, so, \( E_2(k) \) is also connected. Then, we can obtain (17). This completes the proof.

### Appendix D
#### Proof of Theorem 3

Similar to the proof of Theorem 1, it is not difficult to obtain that there exist \( m_0 > 0 \) and \( \max (1 - \alpha, \gamma) < \gamma_0 < 1 \) such that \( \|y(k)\|^2 \leq w_0 q_0. \) We can also obtain that
\[ \nabla f(x(k + 1)) = (I - \beta L\Theta(k) (I - W)) \nabla f(x(k)) - \alpha L\Theta(k) y(k) - \alpha L\Theta(k) y(k) + L\Theta(k) c(k). \]

Next, we will prove \( \|\gamma(k)\| \leq m_1^2 \gamma^2 \) and \( \|\nabla f(x(k))\| \leq m_2^2 \gamma^2 \) by mathematical induction based on (92) and (93).

It is not difficult to prove that when \( k = 0, \) there exist \( m_1, m_2 > 0 \) and \( \gamma' \in (q_0, 1) \) such that (25) and (26) hold.

Then, we assume that for all \( k \leq \gamma, (25) \) and (26) hold. When \( k = \gamma + 1, \) from (23), we have
\[ \|\gamma(k + 1)\| \leq \|s_1 m_1 \beta (1 - \Delta_n) m_2 + m_3 \| q^k. \]

From (30) and (24), we obtain
\[ \|\nabla f(x(k + 1))\| \leq \|s_2 m_2 + \alpha \gamma (m_1 + m_0) \| m_3 \| q^k. \]

Due to \( \alpha < 1 - \Delta_n, \) \( \beta < \frac{2}{K_2}, \) we have \( s_1 < \) and \( s_2 < \). Since \( \alpha \beta \gamma (1 - \Delta_n) < (1 - s_1)(1 - s_2), \) similar to (37) and
We prove that if (ii) holds, (i) does not hold. Since $W$ is doubly stochastic, we have \[
\sum_{i=1}^{n} x_i(k) = \sum_{i=1}^{n} \sum_{j=1}^{m} \delta_{ij} = \sum_{i=1}^{n} \sum_{j=1}^{m} \zeta_{ij}(k).
\]
Then, we get \[
\sum_{i=1}^{n} x_i(k) - \sum_{i=1}^{n} \sum_{j=1}^{m} \zeta_{ij}(k) = 0.
\]
We can see that if (ii) holds, \[
\sum_{i=1}^{n} x_i(\infty) \neq \sum_{i=1}^{n} \sum_{j=1}^{m} \xi_{ij},
\]
so (i) does not hold. This completes the proof.

**Appendix E**

**Proof of Proposition 2**

We prove that if (ii) holds, (i) does not hold. Since $W$ is doubly stochastic, we have \[
\sum_{i=1}^{n} x_i(k) = \sum_{i=1}^{n} \sum_{j=1}^{m} \delta_{ij} = \sum_{i=1}^{n} \sum_{j=1}^{m} \zeta_{ij}(k).
\]
Then, we get \[
\sum_{i=1}^{n} x_i(k) = \sum_{i=1}^{n} \sum_{j=1}^{m} \zeta_{ij}(k).
\]
We can see that if (ii) holds, \[
\sum_{i=1}^{n} x_i(\infty) \neq \sum_{i=1}^{n} \sum_{j=1}^{m} \xi_{ij},
\]
so (i) does not hold. This completes the proof.
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