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Abstract

Background: Dipeptidyl Peptidase-4 (DPP-4) inhibitors are becoming an essential drug in the treatment of type 2 diabetes mellitus, but some classes of these drugs have side effects such as joint pain that can become severe to pancreatitis. It is thought that these side effects appear related to their inhibition against enzymes DPP-8 and DPP-9.

Objective: This study aims to find DPP-4 inhibitor hit compounds that are selective against the DPP-8 and DPP-9 enzymes. By building a virtual screening workflow using the Quantitative Structure-Activity Relationship (QSAR) method based on artificial intelligence (AI), millions of molecules from the database can be screened for the DPP-4 enzyme target with a faster time compared to other screening methods.

Result: Five regression machine learning algorithms and four classification machine learning algorithms were used to build virtual screening workflows. The algorithm that qualifies for the regression QSAR model was Support Vector regression with $R^2_{\text{pred}}$ 0.78, while the classification QSAR model was Random Forest with 92.21% accuracy. The virtual screening results of more than 10 million molecules from the database, obtained 2,716 hit compounds with pIC50 above 7.5. Molecular docking results of several potential hit compounds to the DPP-4, DPP-8 and DPP-9 enzymes, obtained CH0002 hit compound that has a high inhibitory potential against the DPP-4 enzyme and low inhibition of the DPP-8 and DPP-9 enzymes.

Conclusion: This research was able to produce DPP-4 inhibitor hit compounds that are potential to DPP-4 and selective to DPP-8 and DPP-9 enzymes so that they can be further developed in the DPP-4 inhibitors discovery. The resulting virtual screening workflow can be applied to the discovery of hit compounds on other targets.
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Background

Nowadays, Dipeptidyl Peptidase-4 (DPP-4) (EC 3.4.14.5) inhibitors become an important oral antidiabetic drug for the treatment of type 2 diabetes. Sitagliptin was introduced in 2006 as the first DPP-4 inhibitor agent. Furthermore, this class of drugs is increasingly shifting the role of sulfonylurea in type-2 diabetes treatment in some national and international guidelines.

This class of drugs works differently from most other antidiabetic drugs. The DPP-4 enzyme inhibition, besides stimulating the pancreas to produce and release insulin into the blood, also reduces or normalizes body weight and does not cause hypoglycemia. A different mechanism of action and effects with other antidiabetic groups makes this class of drugs exciting to develop [1–5].

Some of the DPP-4 inhibitors have been circulating in the market. These drugs are well-tolerated, but some of them have side effects such as joint pain and even pancreatitis. These side effects appear to be related to inhibition of enzymes with high sequence homologies, such as DPP-8 and DPP-9 [6, 7]. Therefore, it necessary to discover and develop new DPP-4 inhibitors that are selective against DPP-8 and DPP-9 enzymes.

The discovery of new DPP-4 inhibitors can be made in several ways, such as high throughput screening (HTS), which is generally carried out by the large pharmaceutical industry. Another alternative that can be done is computer-aided drug design (CADD) by conducting virtual screening [8–11] on a vast database containing millions of compounds such as ChEMBL [12], PubChem [13]. One of the virtual screening methods that can be developed using a quantitative structure-activity relationship (QSAR) that can predict the activity of a molecule against the DPP-4 enzyme by establishing a relationship between the molecular structure represented by descriptors or fingerprints with the activity of several research results on the DPP-4 enzyme.

The QSAR methods that can be applied were regression QSAR or classification QSAR.

In this study, virtual screening of the database will be done by building a virtual screening workflow [14–18], which uses the QSAR classification models to predict active compounds from the database and then uses the QSAR regression method to see the value of its activity [16]. The progress of QSAR methods can benefit from modern artificial intelligence (AI) approaches to develop computation models [19–22], this study focuses on the development of a QSAR method based on AI with a supervised learning algorithm. With this method, the prediction of thousands or even millions of molecules activity from a database can be made faster than other virtual screening methods [23].
Various AI-based DPP-4 QSAR inhibitor studies have been carried out previously [24–26]. Those studies generally only used certain compound derivatives, and with a small dataset, so the prediction ability was limited only to that derivatives. The principle of QSAR is that similar structures have similar activities [27], so when using a small dataset and only limited to a derivative compound, the predictive ability is limited and will be biased, especially for virtual screening in large databases. Therefore, this study tried to develop a method for predicting the activity of DPP-4 inhibitor compounds, which is more extensive, not only limited to one derivative but also to various types of derivatives and with a dataset that is more extensive than experimental data that has ever existed before. DPP-4 inhibitor screening with a machine learning approach using thousands of DPP-4 inhibitor datasets has been conducted [28], but this method needs to be further developed with higher accuracy above 90%.

The QSAR model that will be developed to build virtual screening workflows was a model that meets QSAR statistical parameters standard [29, 30] for regression models and high accuracy for classification models. The methods used are predictive and reliable for predicting the activity of the new compound. For this purpose, five machine learning regression algorithms were built (i.e., XGboost Tree Ensemble, Random Forest, Support Vector Regression, Deep learning, and Multiple Linear Regression) and four machine learning classification algorithms (i.e., XGboost Tree Ensemble, Random Forest, Support Vector Machine, and Deep learning) [31, 32].

To produce a potential hit compound that has a high inhibitory activity against DPP-4 and low inhibitory activity against DPP-8 and DPP-9, the hit compound from the results of virtual screening is carried out molecular docking to DPP-4, DPP-8, and DPP-9. Related ligands used were compounds that have been available in the market, such as Trelagliptin, Omarigliptin, and Carmegliptin [33–36]. Potential hit compounds have inhibitory activity (Ki), which is not much different or even higher than the comparative ligand in DPP-4 enzymes and low inhibitory activity in other DPP enzymes [6].

Methods

Dataset
The dataset was downloaded from the ChEMBL website with a DPP-4 target, with an IC$_{50}$ activity filter, and the target organism was Homo Sapiens (https://www.ebi.ac.uk/chembl/target_report_card/CHEMBL284/). The Dataset containing 4,661 compounds were curated using the nM (nanomolar) activity unit by removing the empty
activity value, salt, small fragments. The molecular structures were then normalized, followed by final checking for compound duplication [14, 37]. The remaining 3,933 compounds were then used for the regression modeling dataset.

For the QSAR classification models 4,355 compounds were used from the ChEMBL database with a scientific literature filter. The missing value and duplication of the dataset were curated, the salt and small fragments were removed, the molecular structure was normalized, and the duplication was removed [14, 37], leaving 3,740 compounds. Furthermore, the data are classified into active and inactive compounds that used for modeling, with pIC$_{50}$ activity above 7.5 was active compounds, compounds with pIC$_{50}$ below 6 were inactive compounds, and compounds with pIC$_{50}$ between 7.5 and 6 were grey compounds that removed [28]. The remaining 2307 compounds were used for model development.

**Calculation of descriptors and fingerprint**

The descriptor and fingerprint calculations were performed with four nodes in KNIME [38, 39], i.e., RDKit Descriptor Calculation and Fingerprint from RDKit, and Fingerprint and Molecular Properties of CDK [40]. The total descriptors and fingerprint of each molecular structure were 17,784 features for the classification model and 19,875 features for the regression model.

**Standardization of activities and partitions**

The activity of each molecular structure (IC$_{50}$) is converted into logarithmic values in molar units [41] pIC$_{50}$ = -log (IC$_{50}$*10$^{-9}$).

The dataset is randomly partitioned, 80%: 20% and the 80% dataset is partitioned again to 90%: 10% for training set and validation set, 20% of the dataset is used for test sets. [42–44]. The training set was used for the construction of models and validation and test series were used as the internal and external evaluation of the constructed models, respectively [45–47].

**Feature selection**

The best features were selected from several feature selection methods. A dimension reduction with PCA, height correlation, and random forest [48], and overall features of the RDKit descriptor, ECFP2 fingerprint, MACCS, Pubchem, or a combination of RDKit descriptor features with the MACCS fingerprint were applied. These features were tested on several machine learning models, features with the highest accuracy used as features for modeling.
**QSAR modeling**

Five machine learning algorithms were used to build the QSAR regression models, i.e., Deep Learning, XGBoost Tree Ensemble, Multiple Linear Regression, Random Forest, and Support Vector Regression. For the QSAR classification models, four machine learning algorithms were used, i.e., Deep Learning, XGBoost Tree Ensemble, Random Forest, and Support Vector Machine.

The partitioned dataset was used to build machine learning models from training, validation to testing (Figure 1). The hyperparameter value of each model was determined through optimization with a random search (a combination of 100 experiments). The hyperparameter that produces the best performance model will be used for internal and external validation.

**Evaluation of the QSAR regression model**

To see the Goodness-of-fit model performance, a statistical analysis of the regression coefficient ($R$), determination coefficient ($R^2$), and Mean Squared Error (MSE) for each machine learning algorithm were performed. For the hyperparameter model selection, based on the lowest Root Mean Square Error (RMSE).

\[
R = 1 - \frac{\sum_i (y_i - \hat{y}_i)^2}{\sum_i (y_i - \bar{y})^2} \tag{1}
\]

\[
R^2 = 1 - \frac{\sum_i (y_i - \hat{y}_i)^2}{\sum_i (y_i - \bar{y})^2} \tag{2}
\]

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \tag{3}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \tag{4}
\]

$y_i$ is the actual value, $\hat{y}_i$ is the predicted value, and $\bar{y}$ is the actual average value. The minimum value recommended for the QSAR regression models to produce a reliable prediction and predictive value of the correlation coefficient ($R$) for in vivo data $\geq 0.8$ and the coefficient of determination ($R^2$) $\geq 0.6$ [49].

Internal validation ($R^2_{(cv)}$) was done by 8% dataset. Over-fitting of the model is usually suspected when the $R^2$ value of the training model is significantly higher than 25% than the $R^2_{cv}$ value [49].

Golbraikh and Tropsha, (2002) proposed a set of parameters to determine the external predictability of the QSAR Regression models, i.e. the model is considered satisfactory if all the following conditions are met:
1. $R^2_{(cv)} > 0.5$
2. $R^2_{(ext)} > 0.6$
3. $\frac{R^2- R^2_0}{R^2} < 0.1$ and $0.85 \leq k \leq 1.15$ or
4. $\frac{R^2- R^2_0}{r^2} < 0.1$ and $0.85 \leq k' \leq 1.15$ or
5. $\mid R^2_0 - R^2_0 \mid < 0.3$

$R^2_{(cv)}$ and $R^2_{(ext)}$ are the coefficient of determination from internal validation results, and the test data, respectively. $R^2_0$ and $R^2_0'$ are the coefficient of determination between actual and predicted activities at zero intercepts, and between predicted and actual, respectively. Furthermore, k and k’ is the slope of the regression line through the origin point [29].

Roy, Kar, and Das (2015) proposed $r_m^2_{(test)}$ for external validation. $r_m^2_{(test)}$ value was calculated using the square of the correlation coefficient between actual and predicted activities from the test dataset. For acceptable predictions, $r_m^2_{(test)}$, the value should be lower than 0.2, provided that the value of $\Delta r_m^2_{(test)}$ is more than 0.5.

**Evaluation of the classification QSAR model**

Internal validation and external validation sets are used to test the classification model performance. All models are evaluated with:

Sensitivity = Recall = $TP / (TP + FN)$ ......................................................... (5)
Specificity = $TN / (TN + FP)$ ................................................................. (6)
Accuracy = $(TP + TN) / (TP + FP + TN + FN)$ ................................. (7)
F-Measure = $2(Recall \times Precision) / (Recall + Precision)$ ............ (8)
Precision (FP Rate) = $TP / (TP + FP)$ ..................................................... (9)

Receiver Operating Characteristic (ROC) plot was used to display the graphical behavior of the model. Visualization between the X-axis (1-Specificity) and the Y-axis (Sensitivity) will show the perfect model with the area under the curve (AUC) 1. The AUC of 0.5, will then the classification model has no discriminatory power at all [30, 50].

**Testing the QSAR model workflow on other targets**

To see the ability of QSAR method workflow automation implementation, several targets from the ChEMBL database (https://www.ebi.ac.uk/chembl/) were used as a modeling dataset to see workflow prediction capabilities, i.e., the opioid sigma receptor (CHEMBL287) and the
adrenergic Beta-1 receptor (CHEMBL213). Activity data for each target was downloaded from the ChEMBL website based on its ID and analyzed with KNIME. Five machine learning regression algorithm was used to see its ability on other models, i.e., deep learning, XGBoost tree ensemble, multiple linear regression, random forest, and support vector machine.

**Virtual screening from database**

To find and develop the new DPP-4 inhibitor hit compound, virtual screening was performed from various databases, including 1,870,461 molecules from the ChEMBL [51, 52] (http://ftp.ebi.ac.uk/pub/databases/chembl/ChEMBLdb/releases/chembl_25/) in SDF format. 1,424,986 molecules from PubChem [53] database in SDF format (https://ftp.ncbi.nih.gov/pubchem/Compound/CURRENT-Full/SDF/) update 18 October 2019), 7,869,542 molecules from Molport database in smiles format (ftp://molport.com/) update 18 October 2019. These molecules were tested by the QSAR classification models to determine their activity. The active molecules are further processed for similarity tests with ChEMBL DPP-4 inhibitor data to find out whether this molecule is a new compound or is the same compound as the existing DPP-4 inhibitors. The similarity value used is the Tanimoto coefficient with a similarity limit of 0.85 using a 166-bits MACCS fingerprint [27, 54]. The activity value of the active molecules that meet the criteria was determined with the QSAR regression models. The obtained hit compounds were then tested for similarity with DPP-4 target decoys from DUD-E [55] (http://dude.docking.org/targets/dpp4) to see whether that hit compounds were similar to pan assay interference compounds (PAINS) or not. The final stage of the hit compound is the value of the Lipinski's rule of 5 [56] to see whether this hit compound can be developed as a DPP-4 inhibitor (drug-likeness).

**Molecular docking of hit compound into DPP-4, DPP-8, and DPP-9 enzymes**

The most active of the hit compounds were collected from the virtual screening results. The molecular docking was carried out in the DPP-4 enzyme, while the selectivity is compared to the DPP-8 and DPP-9 enzymes [57]. The crystal structure of the enzyme used was downloaded from the protein data bank (PDB) [58] with criteria derived from the *Homo sapiens* organism. The crystal structure of the DPP-4 enzyme used is bound to various ligands that have been available in the market such as Trelagliptin (PDB id 5KBY) [59], Alogliptin (PDB id 2ONC) [60], Omarigliptin (PDB id 4PNZ) [61], and Carmegliptin (PDB id 3KWF) [35]. For the DPP-8 enzyme, we used macromolecules PDB id 6HP8 [62] and DPP-9 with PDB id 6EOR [63].
The potential hit compound has an inhibitory activity against the DPP-4 enzyme that is higher or equal to the original ligand. In contrast, for selectivity to DPP-8 and DPP-9, the potential hit compound has a low inhibitory activity > 10,000 nM [6]. Molecular docking is done by Autodock version 1.5.6, for visualization using Discovery Studio R2 Client 2017, and PyMol version 2.3.4. Before docking the molecular compound the results of virtual screening were performed by redocking the original ligand and validating its root mean square deviation (RMSD) with PyMOL. In general, a good quality of redocking is RMSD below 2 Å. All redocking value is fall under this value.

**Results and Discussion**

The diversity of datasets is a critical factor in the QSAR method. Several QSAR methods have been developed to study DPP-4 inhibitors. Some previous research mainly focuses on local (conventional) QSAR modeling studies, both with QSAR-2D, QSAR-3D, and pharmacophore. However, this method only provides reliable predictions is limited chemical space. So, a more extensive and more diverse set of data from the ChEMBL database is used to build the global QSAR method [64].

**Chemical space analysis**

For the regression model (Figure 2 (A)) the training sets used were 2,831 molecules scattered with the highest test molecular activity value 0.064 nM (pIC$_{50}$ = 10.19) and the lowest molecular activity 9,100 µM (pIC$_{50}$ = 2.04) while 787 molecules as the test set (external validation) with the highest test molecular activity 0.012 nM (pIC$_{50}$ = 10.92) and the lowest molecular activity 1,000 µM (pIC$_{50}$ = 3).

In the classification models (Figure 2 (B)), the training set used was 1,845 molecules consisting of 879 active molecules and 976 inactive molecules. In contrast, the test set (external validation) was 462 molecules with 237 active molecules and 135 inactive molecules. In general, the performance and predictive ability of the model are influenced by chemical compounds diversity in training data and test data. A simple chemical space analysis was done to examine the chemical diversity of the research dataset. Figure 2 is a plot showing the distribution of DPP-4 inhibitor compounds in training data and external validation data based on molecular weight (MW) and partition coefficient (XLogP). In this plot, a similar distribution of 784 external validation data to 2,841 training data was observed. Also in the chemical space with MW ranging from 128.094 to 1,173.69 and XLogP from -4.107 to 18.493 illustrates that
the modeling data has a significant heterogeneity of chemical spaces so that the prediction ability becomes wider (global) to predict the new compounds pIC$_{50}$ value from various compounds derivative against the DPP-4 enzyme [65].

**Feature selection**
The feature selection method developed for seven types of features (Figure 3), produces the best features in reducing feature selection method with Random Forest. The combination of this feature with SVR consistently produces the highest R$^2$ and lowest error at the internal and external validation stage compared to EFCP2 features. The Random Forest feature selection technique produces a deep reduction level, from 17,569 features reduced to 98.82% features. Dimension reduction with random forest, developed from the methods of Silipo, Adae, Hart, & Berthold (2014), although the reduction rate is high, the accuracy is still maintained. By using the Random Forest Regression, the feature was reduced by the parameters nModels 100 and depth level 10 and k-number of iteration 100. The feature selection results by reduction method with Random Forest come from a combination of descriptors and fingerprints from RDKit and fingerprints from CDK. Two hundred eight features for the QSAR regression model and 200 features for the QSAR classification model.

**Optimization of machine learning algorithms**
The model with the lowest error and highest accuracy were obtained from algorithm parameter optimization through the lowest random error search method in a specific parameter range with 100 parameter values and 100 repetitions. The deep learning model was built using two dense layers with a learning rate of 0.01, and the number of neurons is 100. The weight initiation strategy used was Sigmoid_Uniform, activation function: HardSigmoid, updater: RMSPROP. The parameter optimization results show the number of batches and epochs with the lowest error RMSE 0.8335 with the parameter values of Batches 65 and Epoch 505. For XGBoost parameters that are optimized boosting rounds, maximum depth, and eta, the lowest error value was RMSE 0.7684 with boosting rounds parameter values 1000 Maximum depth 13 and eta 0.2994. The optimum value of Multiple Linear Regression was obtained from the optimization of the offset value. The lowest error value RMSE was 0.9605, with the Offset value parameter 0.23707. In Random Forest, the optimum parameters set are a number of methods and tree depth, and it obtained the lowest error value was RMSE 0.7765 with a number of models 109 and tree depth 15. In Support Vector Regression, the lowest error parameter obtained using a local radial base function (RBF), the lowest error value obtained is RMSE 0.7573, with cost
parameters 79 and degree 5. Other parameters that are not specified are in default settings in KNIME.

Optimization of classification methods is the same as the regression models, but in the deep learning optimal parameters on the dense layer obtained by the Relu Weight Initiation Strategy and LeakyRelu Activation Function, Adagrad Updater, batch Size 15 and Epoch 843. The highest DL accuracy was 0.9431. XGBoost performed the highest accuracy with 0.9404 at nRounds 500 and maxDepth 12. In Random Forest, the highest accuracy was 0.9404 in nMethod 216 and treeDepth 21. In SVM, the highest accuracy was 0.6938 with sigma 0.9662 and penalty 25.

The best model of optimization results with the lowest error was the SVR. This model widely applied in various QSAR methods analyses, including the DPP-4 inhibitor QSAR model conducted by Gu et al. (2013) and Yang et al. (2013). This method also widely used in managing high-dimensional variables, especially with small datasets, by mapping and transforming non-linear data kernels into high-dimensional features. Random Forest also widely applied to the QSAR method. While XGBoost still has little application in QSAR modeling because this method is a relatively new developed method compared to other machine learning methods, however, XGBoost has a faster analysis capability, with satisfactory predictions.

The optimization results on various classification methods such as DL, XGBoost, and Random Forest showed satisfactory results with an accuracy of up to 94%. However, in SVM, the optimum accuracy was only 69%. Low SVM accuracy showed that hyperplane was not able to separate active and inactive compounds in the classification model dataset properly. However, ensemble-based models such as Random Forest and XGboost were able to predict active and inactive compounds well. The results give a contrasts with the Regression QSAR model in which SVM was the best prediction method. In the regression method, the transformation of the variable to higher dimensions results in a better prediction of pIC\textsubscript{50} compared to the trees method.

In the regression model, goodness-of-fit of MLR and deep learning were very low when compared to the SVR and ensemble methods. That is because MLR itself is intended for linear data, so when handling nonlinear data the performance becomes low. At the same time, in deep learning, this is likely due to the lack of training data so that the model performance was not optimal. Generally, a small dataset on deep learning shows performance under conventional machine learning methods, but in a large dataset, the ability of deep learning model remains
consistent. These results showed contrary to the machine learning method, which optimal on datasets [66].

**Internal validation**
From the internal validation results of the regression QSAR model, the comparison between the model training results error and the internal validation is no more than 25% for all models. It means that the resulting QSAR model did not experience overfitting [49]. The internal validation model with the lowest error (MSE) (Figure 4) was the SVR model, then XGBoost Tree Ensemble and Random Forest.

From the results of internal validation on the QSAR classification models (Table 1), three algorithms, i.e., Deep Learning, XGBoost, and Random Forest, showed excellent performance with accuracy above 90%. Of all the QSAR classification models, the model with the best performance was Random Forest.

**External validation**
The ideal QSAR regression model with high predictability has intercept values 0 and slope 1 in the equation of the line between actual and predictions, and the regression coefficient is equal to 1. Seen from the k value (slope) between actual and prediction and k' between prediction and actual without an interception, the regression line approaches 1 [29]. All the resulting QSAR regression models had met the requirements for the parameters k and k'. Other than that, the predictive model must have proximity between $R^2$, $R_0^2$, and $R^{2'}_0$ values with the condition $< 0.1$. The method developed in the test with external validation data, i.e., DL, MLR, and RF method, has a difference with $R_0^2$ value more than 0.1 so that these models did not meet the requirements to become predictive QSAR models.

To verify the closeness between the observed and predicted data, the minimum value of the parameter $R_m^2$ and $\Delta R_m^2$ must be met [30]. From the calculation results (Table 2), DL with MLR does not meet the $R_m^2$ requirement because the value was smaller than 0.5, while other models XGBoost, RF, and SVR were eligible. Calculation results for the parameter $\Delta R_m^2$ showed only the SVR model that eligible for the QSAR regression model.

The SVR model fulfills all the requirements for the QSAR regression model on the dataset that used, both goodness of fit, which is proven by $R^2$ training values above 0.5. Robustness is proven by $Q^2$ values above 0.5 and predictive methods, which are proven by the fulfillment of all statistical parameters of the QSAR method. So the SVR model can be used to activity
predictions model in virtual screening workflows while the other methods fail to meet the requirements, especially in parameter values \((R^2-R_0^2)/R^2\) and \(\Delta R_m^2\). The SVR model showed that there is a significant difference between the curves formed by the predictive value and the actual point of origin (zero intercepts). The perfect method will produce a regression line that lies in the regression coefficient one and intercept 0. The further the slope between the plot formed from predictions results of the actual at zero intercepts, the predictive ability of the method will decrease because it will further increase the residual value between the actual data and the predicted results.

External validation results of the classification method in table 3 and the ROC curve (Figure 5) showed three algorithms, Deep Learning, XGBoost Tree Ensemble, and Random Forest were the classification models with the excellent predictive ability (higher than previous studies with an accuracy above 80% [28]). Deep learning and XGBoost algorithms showed better performance on external validation and ROC curves. However, to build a virtual screening workflow, the Random Forest algorithm was used. This algorithm returned ROC curves with the highest accuracy compared to other algorithms, using internal and external validation. The value is not much different from deep learning and XGBoost algorithms.

**Testing QSAR regression workflow on other targets**

The results of the QSAR model's prediction performance test against several targets (Table 4), produced predictions with a high enough coefficient of determination reaching 0.7 in the SVR, XGBoost, and Random Forest models. This prediction results showed the ability to predict our workflows against other targets automatically from raw datasets that are directly downloaded from the ChEMBL database.

**Virtual screening results**

Virtual screening results of the ChEMBL, PubChem, and Molport databases obtained several hit compounds (Figure 6). This hit compound was tested for similarity with the DPP-4 ChEMBL database, with similarity values below 0.85. Furthermore, it was also tested on DPP-4 DUD-E decoys. Finally, the compound must meet Lipinski’s rule of five to be absorbed into the body. As a result, about 2,716 compounds can pass through this phase.

**Molecular docking results**

Molecules that show potential with high inhibitory activity (Ki < 100 nM) in the crystal structure of the DPP-4 enzyme include hit compounds with id CH0001, CH0002, and CH0003. These hit compounds come from the ChEMBL database; some of these compounds even have
higher inhibitory activities than the original ligand. For example, CH0001 and CH0002 hit compounds showed higher inhibitory activity compared to trelagliptin ligands in DPP-4 (5KBY) crystal structure. The CH0003 hit compound has a higher inhibitory activity than the alogliptin ligand in DPP-4 (2ONC) crystal structure.

Molecular docking results on the DPP-8 enzyme, CH0003 hit compound showed high inhibitory activity (Ki <100 nM) while CH0001, CH0002 hit compounds showed moderate inhibitory activity. Some ligands such as omarigliptin and trelagliptin showed moderate inhibitory activity against the DPP-8 enzyme. While the molecular docking results on the DPP-9 enzyme crystal structure, CH0003 hit compounds showed high inhibitory activity, while the CH0002 hit compound showed moderate inhibitory activity. The tetheragliptin, alogliptin, omarigliptin, and carmegliptin exhibits moderate inhibitory activity.

From molecular docking results of DPP-4, DPP-8, and DPP-9 enzymes (Table 5), resulting in the potential and selective hit compound was CH0002. The CH0003 hit compound, on the molecular docking visualization, showed unfavorable donor-donor interactions. This interaction occurs because the explicit hydrogen of the hit compound is in the range of hydrogen bonding with hydrogen atoms from amino acids. For example (Figure 7), the interaction of H atoms in the hydroxy group CH0003 hit compounds with the amino acid Arginine 125 DPP-4 (2ONC).

The CH0002 hit compound based on visualization results did not fully meet the eight potential and selective ligand criteria proposed by Ojeda-montes et al. [35] because there was an interaction with the amino acid ligand Trp629 on DPP-4 (5KBY), which could reduce its activity. However, the bonding of the CH0002 hit compound to the DPP-4 enzyme (4PNZ) has a bond with the active site S3 with the amino acids Phe357 and Arg358 which are essential for selectivity (Figure 8) so that this hit compound deserves to be the best hit compound from this virtual screening results.

### Conclusion

It can be concluded that the QSAR method based on artificial intelligence developed both the regression method and the classification method, produces a virtual screening workflow that meets the qsar statistical parameter standards. In the regression model, this is evidenced by the fulfillment of all statistical parameters proposed by Golbraikh & Tropsha, (2002) and Roy & Kur, (2016). The algorithm that satisfies the QSAR statistical parameters was Support Vector Regression (SVR). In the classification model, the accuracy obtained was > 90%, and the
The highest ROC curve obtained was 0.96, far above the standard > 0.5. The best algorithm in the classification method is Random Forest.

The best machine learning algorithm of classification and regression models was used to build virtual screening workflow. Random Forest was used to predicting active compounds and SVR was used to predict its activity. From the results of MolPort, ChEMBL and Pubchem database screening with a total of more than 10 million compounds, hit compounds with pIC50 activity above 7.5 were 2,716 compounds.

Molecular docking results several hit compounds carried out to DPP-4, DPP-8 and DPP-9 enzymes, hit compounds that produce high inhibitory activity against DPP-4 enzymes and low inhibition of DPP-8 and DPP-9 enzymes were hit compounds CH0002. this molecule can be further developed as a DPP-4 inhibitor.
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Figure 1. The workflow of QSAR modeling DPP 4 inhibitors
Figure 2. Chemical space training set versus test set (external validation) defined by MW and ALogP.

(A) For the regression model (green (x) is a training set, red (∆) is a test set), and (B) for classification model (blue (□) is a training set, red (∆) is a test set.
**Figure 3.** Feature selection.

There are seven features developed to get the best method, using four learning models.
Figure 4. Internal validation results in the regression model
The SVR model produces the best performance among other models with the lowest MSE
**Figure 5.** The ROC curve of the four classification models that developed
Figure 6:

a. From MolPort database:

MP0001
prediction pIC<sub>50</sub> 8.4884

MP0002
prediction pIC<sub>50</sub> 8.378

MP0002
prediction pIC<sub>50</sub> 8.326

b. From ChEMBL database:

CH0001
prediction pIC<sub>50</sub> 9.1616

CH0002
prediction pIC<sub>50</sub> 9.105

CH0003
prediction pIC<sub>50</sub> 9.061

c. From PubChem database:

PC0001
prediction pIC<sub>50</sub> 7.9421

PC0002
prediction pIC<sub>50</sub> 7.8961

PC0003
prediction pIC<sub>50</sub> 7.7856

Figure 6. Molecular structure of several hit compounds that was resulting from virtual screening
Figure 7. Unfavorable donor-donors interactions (in red) of hit compound CH0003 with DPP-4 (2ONC) crystal structure
Figure 8: Visualization of the CH0002 hit molecule on DPP-4 (4PNZ).
Table 1: Internal validation results on the classification model

| Models       | TP  | FP  | TN  | FN  | Sensitivity | Specificity | F-Measure | Precision | Accuracy |
|--------------|-----|-----|-----|-----|-------------|-------------|-----------|-----------|----------|
| Deep Learning| 891 | 93  | 786 | 75  | 0.9224      | 0.8942      | 0.9138    | 0.9055    | 0.9079   |
| Random Forest| 925 | 105 | 774 | 41  | 0.9576      | 0.8805      | 0.9269    | 0.8981    | 0.9209   |
| SVM          | 952 | 457 | 422 | 14  | 0.9855      | 0.4801      | 0.8017    | 0.6757    | 0.7447   |
| XGBoost      | 907 | 93  | 786 | 59  | 0.9389      | 0.8942      | 0.9227    | 0.9070    | 0.9176   |

*TP = True Positive; FP = False Positive; TN = True Negative; FN = False Negative
Table 2:

Table 2. External validation statistical parameters of various models

| Metric                          | DL    | XGBoost | MLR   | RF    | SVR   | Standard |
|---------------------------------|-------|---------|-------|-------|-------|----------|
| $Q^2$                            | 0.6920| 0.7530  | 0.5939| 0.7532| 0.7607| > 0.5    |
| $R^2_{(pred)}$                   | 0.5910| 0.7617  | 0.6013| 0.7668| 0.7761| > 0.6^a  |
| MSE (validation)                 | 0.7686| 0.6163  | 1.0134| 0.6157| 0.5971| -        |
| MSE (ext)                        | 1.0370| 0.6043  | 1.0109| 0.5914| 0.5679| -        |
| $R^2_0$                          | 0.2564| 0.6914  | 0.4597| 0.6319| 0.7281| -        |
| $R^2_0$                          | 0.5911| 0.7618  | 0.6014| 0.7668| 0.7762| -        |
| $(R^2 - R^2_0)/R^2$              | 0.5672| 0.0924  | 0.2422| 0.1847| 0.0624| < 0.1^a  |
| $(R^2 - R^2_0)'/R^2$             | 0.0023| 0.0000  | 0.0086| 0.0107| 0.0006| < 0.1^a  |
| $|R^2_0 - R^2_0'|$                 | 0.3347| 0.0704  | 0.1417| 0.1349| 0.0481| < 0.3^a  |
| $k$                              | 0.9979| 1.0024  | 0.9976| 1.0005| 0.9975| 0.85 ≤ k ≤ 1.15^a |
| $k'$                             | 0.9797| 0.9845  | 0.9805| 0.9867| 0.9902| 0.85 ≤ k' ≤ 1.15^a |
| $R^2_{m}$                        | 0.2760| 0.5181  | 0.3665| 0.4272| 0.5668| -        |
| $R^2_{m}$                        | 0.5686| 0.7618  | 0.5586| 0.6874| 0.7563| -        |
| $R^2_{m}$                        | 0.4223| 0.6400  | 0.4625| 0.5573| 0.6616| > 0.5    |
| $\Delta R^2_{m}$                | 0.2925| 0.2437  | 0.1920| 0.2602| 0.1895| < 0.2^b  |
| Model Predictive                 | Fail  | Fail    | Fail  | Fail  | Yes   |          |

^a = standard Golbraikh & Tropsha (2002)

^b = standard Roy, Kar & Das (2015)
Table 3: External validation results on the classification model

| Models     | TP  | FP  | TN  | FN  | Sensitivity | Specificity | F-measure | Precision | Accuracy |
|------------|-----|-----|-----|-----|-------------|-------------|-----------|-----------|----------|
| Deep Learning | 215 | 25  | 212 | 10  | 0.9556      | 0.8945      | 0.9247    | 0.8958    | 0.9242   |
| Random Forest | 219 | 29  | 208 | 6   | 0.9733      | 0.8776      | 0.9260    | 0.8831    | 0.9242   |
| SVM        | 221 | 137 | 100 | 4   | 0.9822      | 0.4219      | 0.7581    | 0.6173    | 0.6948   |
| XGBoost    | 215 | 26  | 211 | 10  | 0.9556      | 0.8903      | 0.9227    | 0.8921    | 0.9221   |
Table 4. Performance of QSAR method workflows that are automated on various targets

| Target                        | Models          | Q²    | MSE   | R² (ext) | Dataset | Curation | Training | Validation | Test |
|-------------------------------|-----------------|-------|-------|----------|---------|----------|----------|------------|------|
| Beta-1 adrenergic receptor    | Deep Learning   | 0.6601| 0.4265| 0.9134   |         |          |          |            |      |
| (CHEMBL213)                   | MLR             | 0.1570| 1.0578| -0.2724  |         |          |          |            |      |
|                               | Random Forest   | 0.7349| 0.3326| 0.6462   | 1508    | 620      | 446      | 496        | 50   |
|                               | SVR             | 0.7312| 0.3373| 0.6515   |         |          |          |            |      |
|                               | XGBoost         | 0.7099| 0.3641| 0.6676   |         |          |          |            |      |
| Sigma Opioid receptor         | Deep Learning   | 0.6730| 0.6113| 0.0736   |         |          |          |            |      |
| (CHEMBL233)                   | MLR             | 0.4672| 0.9959| 0.5693   |         |          |          |            |      |
|                               | Random Forest   | 0.7725| 0.4253| 0.7318   | 2280    | 1157     | 832      | 925        | 232  |
|                               | SVR             | 0.7543| 0.4593| 0.7311   |         |          |          |            |      |
|                               | XGBoost         | 0.7453| 0.4762| 0.7422   |         |          |          |            |      |
**Table 5:**

Molecular docking results of hit compounds to DPP-4, DPP-8, and DPP-9 enzymes.

| No. | Macromolecule (PDB ID) | Ligand | Binding Energy | $Ki$ | Unit | Molecule          |
|-----|------------------------|--------|----------------|-----|------|-------------------|
| A   |                        |        |                |     |      |                   |
| 1   | 6RL1510                |        | -9.66          | 82.49 | nM   | Trelagliptin      |
| 2   | CH0001                 |        | -9.42          | 125.21 | nM   |                   |
| 3   | CH0002                 |        | -9.67          | 81.13  | nM   |                   |
| 4   | CH0003                 |        | -11.27         | 5.51  | nM   |                   |
| 5   | MP0001                 |        | -5.67          | 69420 | nM   |                   |
| 6   | MP0002                 |        | -8.54          | 551.45 | nM   |                   |
| 7   | MP0005                 |        | -4.55          | 459580 | nM   |                   |
| 8   | PC0001                 |        | -6.68          | 12780 | nM   |                   |
| 9   | PC0002                 |        | -7.13          | 5910  | nM   |                   |
| 10  | PC0003                 |        | -8.43          | 658   | nM   |                   |
| B   |                        |        |                |     |      |                   |
| 1   | SY1800                 |        | -10.43         | 22.83 | nM   | Native Ligand of 2ONC |
| 2   | CH0001                 |        | -9.51          | 106.54 | nM   |                   |
| 3   | CH0002                 |        | -9.78          | 67.62  | nM   |                   |
| 4   | CH0003                 |        | -11.46         | 4     | nM   |                   |
| 5   | MP0001                 |        | -5.27          | 136760 | nM   |                   |
| 6   | MP0002                 |        | -8.5           | 586.04 | nM   |                   |
| 7   | MP0005                 |        | -4.7           | 358230 | nM   |                   |
| 8   | PC0001                 |        | -6.43          | 19500  | nM   |                   |
| 9   | PC0002                 |        | -6.77          | 10940  | nM   |                   |
| 10  | PC0003                 |        | -7.97          | 1440   | nM   |                   |
| C   |                        |        |                |     |      |                   |
| 1   | 2VH802                 |        | -10.37         | 25.12  | nM   | Omarigliptin      |
| 2   | CH0001                 |        | -9.78          | 67.96  | nM   |                   |
| 3   | CH0002                 |        | -8.22          | 940.40 | nM   |                   |
| 4   | CH0003                 |        | -8.91          | 293.62 | nM   |                   |
| 5   | MP0001                 |        | -4.89          | 261080 | nM   |                   |
| 6   | MP0002                 |        | -7             | 7420   | nM   |                   |
| 7   | MP0005                 |        | -3.69          | 1980000 | nM   |                   |
| 8   | PC0001                 |        | -6.86          | 9350   | nM   |                   |
| 9   | PC0002                 |        | -6.65          | 13280  | nM   |                   |
| 10  | PC0003                 |        | -7.66          | 2410   | nM   |                   |
| D   |                        |        |                |     |      |                   |
| 1   | B1Q1                   |        | -9.75          | 71.41  | nM   | Carmegliptin      |
| 2   | CH0001                 |        | -9.05          | 234.16 | nM   |                   |
| 3   | CH0002                 |        | -9.21          | 177.65 | nM   |                   |
| 4   | CH0003                 |        | -10.11         | 39.1   | nM   |                   |
| 5   | MP0001                 |        | -4.04          | 1090000 | nM   |                   |
| 6   | MP0002                 |        | -7.41          | 3730   | nM   |                   |
| 7   | MP0005                 |        | -4.16          | 897610  | nM   |                   |
| 8   | PC0001                 |        | -6.94          | 8170   | nM   |                   |
| 9   | PC0002                 |        | -6.35          | 22310  | nM   |                   |
|   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|
| 10 | PC0003 | -7.59 | 2720 | nM |   |   |
| 1  | GK2901 | -6.69 | 12490 | nM | Native Ligand of 6HP8 (DPP-8) |   |
| 2  | CH0001 | -8.88 | 310.16 | nM |   |   |
| 3  | CH0002 | -8.08 | 1190 | nM |   |   |
| 4  | CH0003 | -9.93 | 52.98 | nM |   |   |
| 5  | MP0001 | -6.42 | 19660 | nM |   |   |
| 6  | MP0002 | -5.88 | 48820 | nM |   |   |
| E  | 7  | 6HP8 | MP0005 | -4.17 | 879860 | nM |   |
| 8  | PC0001 | -6.91 | 8650 | nM |   |   |
| 9  | PC0002 | -6.22 | 27410 | nM |   |   |
| 10 | PC0003 | -7.4 | 3790 | nM |   |   |
| 11 | 2VH802 | -5.21 | 152160 | nM | Omarigliptin |   |
| 12 | B1Q1  | -6.26 | 25890 | nM | Carmegliptin |   |
| 13 | 6RL1510 | -7.98 | 1410 | nM | Trelagliptin |   |
| 14 | SY1800 | -8.54 | 551 | nM | Native Ligand of 2ONC |   |
|   |   |   |   |   |   |   |
| 1  | 9XH901 | -10.32 | 27.43 | nM | Native Ligand of 6EOR (DPP-9) |   |
| 2  | CH0001 | -10.61 | 16.69 | nM |   |   |
| 3  | CH0002 | -8.13 | 1090 | nM |   |   |
| 4  | CH0003 | -11.4 | 4.43 | nM |   |   |
| 5  | MP0001 | -5.26 | 140350 | nM |   |   |
| 6  | MP0002 | -6.41 | 19930 | nM |   |   |
| F  | 7  | 6EOR | MP0005 | -4.58 | 435740 | nM |   |
| 8  | PC0001 | -6.77 | 10990 | nM |   |   |
| 9  | PC0002 | -5.81 | 54970 | nM |   |   |
| 10 | PC0003 | -7.52 | 3100 | nM |   |   |
| 11 | 2VH802 | -9.17 | 188.59 | nM | Omarigliptin |   |
| 12 | B1Q1  | -7.77 | 2000 | nM | Carmegliptin |   |
| 13 | 6RL1510 | -6.55 | 15850 | nM | Trelagliptin |   |
| 14 | SY1800 | -6.82 | 10060 | nM | Native Ligand of 2ONC |   |
Graphical Abstract
Figure 1

The workflow of QSAR modeling DPP 4 inhibitors
Figure 2

Chemical space training set versus test set (external validation) defined by MW and ALogP (A) For the regression model (green (x) is a training set, red (Δ) is a test set), and (B) for classification model (blue (□) is a training set, red (Δ) is a test set.

Figure 3

Feature selection. There are seven features developed to get the best method, using four learning models.
Figure 4

Internal validation results in the regression model. The SVR model produces the best performance among other models with the lowest MSE.
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**Figure 4**

Internal validation results in the regression model. The SVR model produces the best performance among other models with the lowest MSE.
Figure 5

The ROC curve of the four classification models that developed.
Figure 6

Molecular structure of several hit compounds that was resulting from virtual screening
Figure 7

Unfavorable donor-donors interactions (in red) of hit compound CH0003 with DPP-4 (2ONC) crystal structure
Figure 8

Visualization of the CH0002 hit molecule on DPP-4 (4PNZ).
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