Temporal intensity correlation of light scattered by a hot atomic vapor
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We present temporal intensity correlation measurements of light scattered by a hot atomic vapor. Clear evidence of photon bunching is shown at very short time-scales (nanoseconds) imposed by the Doppler broadening of the hot vapor. Moreover, we demonstrate that relevant information about the scattering process, such as the ratio of single to multiple scattering, can be deduced from the measured intensity correlation function. These measurements confirm the interest of temporal intensity correlation to access non-trivial spectral features, with potential applications in astrophysics.

I. INTRODUCTION

Spatial intensity correlation measurements were first developed in astrophysics, where the correlation of light collected by two telescopes at variable remote locations made it possible to infer stellar angular diameters [1, 2]. Temporal intensity correlation measurements, or intensity correlation spectroscopy, based on a single telescope, from astrophysical light sources, has not been demonstrated so far due to technical challenges in terms of time resolution and spectral filtering, but may be useful for resolving narrow spectral features [3, 4]. On the other hand, temporal intensity correlation spectroscopy is widely exploited in quantum optics for the characterization of non-classical states of light [5], and is also of interest in cold-atom physics [6–11]. Ideal photon bunching for classical light, i.e., with maximum temporal contrast, has been recently reported in a cold-atom experiment [11]. One of the main challenge in intensity correlation measurements lies in time resolution of the detection, which needs to be on the order of the coherence time, the latter being inversely proportional to the spectral bandwidth. For blackbody type sources, a time resolution of about 10^{-14} s is necessary [12]. Such measurements have only been achieved with two-photon absorption techniques in semiconductors [13], and in ghost imaging experiments [14]. Those are incompatible with astrophysics applications in terms of light intensity requirements. Recently, temporal photon bunching in blackbody radiation has been demonstrated with intensity correlation measurement via strong spectral filtering of the light source [15]. In this article, we demonstrate temporal intensity correlation measurements with light scattered by a hot (room temperature and higher) atomic vapor as a broadband pseudo-thermal source, which represents a significant step towards intensity correlation spectroscopy in astrophysics. We also show how this technique can be efficiently exploited to measure different properties of the scattered light. Notably, we infer the ratio between single and multiple scattering as a function of the optical thickness. We discuss also how the time resolution as well as the complexity of the fluorescence spectrum impact the intensity correlation measurement. Our experimental data is compared with numerical simulations, in particular to compute the single to multiple scattering ratio and the evolution of the spectrum of the scattered light.

II. EXPERIMENT

We study experimentally the temporal intensity correlation of light scattered by a hot rubidium vapor. For a stationary process, the temporal intensity correlation function reads

\[ g^{(2)}(\tau) = \frac{\langle I(t)I(t+\tau) \rangle}{\langle I(t) \rangle^2}. \]  

From Cauchy-Schwarz inequalities, one can show that the \( g^{(2)}(\tau) \) function is always smaller than its value at zero delay \( (1 < g^{(2)}(\tau) < g^{(2)}(0)) \). For chaotic light, the second order intensity correlation function can be given by the Siegert equation,

\[ g^{(2)}(\tau) = 1 + \beta |g^{(1)}(\tau)|^2, \]  

where the first order correlation \( g^{(1)}(\tau) \) is the Fourier transform of the light spectrum. The factor \( \beta \) is linked to the number \( N \) of detected optical modes \( (\beta = 1/N) \) and denotes the spatial coherence. For a detector radius smaller than the coherence length of the scattered light, we have \( \beta = 1 \). In this case, and for chaotic light, the intensity correlation at zero delay is \( g^{(2)}(0) = 2 \) (as \( g^{(1)}(0) = 1 \) by definition).
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Laser propagation direction. No collimation lens is used, and the collection of the scattered light is thus deter-
mined by the fiber core. The distance is chosen such that the distance is about 9 times larger than the saturation intensity but due to the large Doppler broadening \( \approx 250 \text{MHz} \), only a small fraction of atoms are resonantly excited and we therefore neglect the inelastic scattering corresponding to the Mollow triplet [6]. The scattered light is collected with a single mode fiber (SMF), placed at a distance \( L = 25 \text{ cm} \) after the cell, with an angle \( \theta = 5.6\text{°} \) from the laser propagation direction. No collimation lens is used, and the collection of the scattered light is thus determined by the fiber core. The distance is chosen such that the conditions for maximum spatial coherence \( \beta = 1 \) are satisfied [11]. Indeed, the correlation length is estimated to be \( l_c = \lambda L / (\pi s) \approx 62 \mu \text{m} \) for a source radius \( s = 1 \text{ mm} \), which is much larger than the SMF mode-field diameter \( \approx 5 - 6 \mu \text{m} \). The coupled light is then split at a 50/50 fiber beam splitter and detected using two single-photon avalanche photo diodes (APD, SPCM-AQRH from Excelitas Technologies [17]). Those APDs feature a quantum efficiency of about 60% at 780 nm. To build up the \( g^{(2)}(\tau) \) measurements, time tags, with a resolution of 160 ps, are obtained from a multichannel time-to-digital converter (TDC, ID800 from IdQuantique), and sent for analysis to a computer. For the measurements presented here, the laser frequency is locked to the \( \{ F = 3 \rightarrow F' = 3, F = 3 \rightarrow F' = 4 \} \) crossover frequency of the rubidium 85 \( D_2 \) line. The rubidium cell is placed in an oven in order to vary the saturation vapor pressure and thus the atomic density. The temperature is varied from 20°C to 78°C, yielding an optical thickness \( b \) in the range \( 0.07 < b < 12 \). The detectors count rates range from \( 2.7 \times 10^3 \text{ s}^{-1} \) and \( 4 \times 10^4 \text{ s}^{-1} \), well above the dark count rate \( < 100 \text{ s}^{-1} \). In order to keep the signal high compared to stray light \( \approx 2000 \text{ cts/s} \) and detector dark counts, no polarizer is used after the rubidium cell. The integration duration, ranging from 10 hours to a couple of days, has been adapted to observe a total number of counts of at least \( 5 \times 10^8 \) for every series of measurements. The temperature of the cell has been obtained by fitting the transmission through the cell as a function of the laser frequency, with low power [18], in the full range of the rubidium 85 and 87 \( D_2 \) lines. The temperature-dependent atomic density is therefore inferred from the optical opacity.

### III. RESULTS

We show in Fig. 2(a) an example of the intensity correlation measured for \( b = 0.38 \). At first, we clearly see the modification of the photon statistics induced by the scattering of the light by the atoms with strong bunching at zero delay. We also see that the ideal value \( g^{(2)}(0) = 2 \) is not reached and that the correlation decay cannot be described with a simple Gaussian function as could be expected from the Doppler frequency broadening [7] (collisional broadening is negligible for our sample). In the following, the shape of the measured intensity correlation and the evolution of the temporal contrast defined as \( g^{(2)}(0) - 1 \), will be discussed separately in sections III A and III B.

#### A. Single to multiple scattering ratio

In order to compare the measurements made at different optical thicknesses, we normalize the \( g^{(2)}(\tau) - 1 \) curves by the temporal contrast. The resulting intensity correlations are shown in Fig. 2(b). The measured correlations clearly reveal the presence of different correlation time scales. At large optical thickness, the scattered light measured in transmission is mainly composed of photons that have scattered more than once. The Doppler broadening of the scattered light is on average isotropic and one expects a complete frequency redistribution (CFR) [19]. Fitting the \( g^{(2)}(\tau) \) data obtained for \( b = 4 \) with a simple Gaussian distribution gives a coherence time \( \tau_c = 531 \text{ ps} \) (pink line) that we relate to a Gaussian frequency broadening \( \sigma = 212 \text{ MHz} \) from \( \tau_c = 1/(2p\sqrt{2}\sigma) \). This value is close to the Doppler width expected in the CFR regime at 64°C, \( \sigma_m = \sqrt{k_B T / m c^2} \nu_0 = 230 \text{ MHz} \), with \( \nu_0 \) the atomic transition frequency, \( k_B \) the Boltzman constant, \( T \) the temperature, \( m \) the mass of the rubidium atom and \( c \) the speed of light.

By contrast, for a small optical thickness, most of the detected photons have only scattered once. There, the Doppler broadening is strongly dependent on the scattering angle. Contrary to the cold atom case, the standard deviation of the longitudinal velocity distribution of
absorbing atoms is given by the natural linewidth [20], much smaller than the Doppler width, such that only the transverse velocity distribution contributes significantly to the Doppler broadening. Taking this into account, we expect the Doppler broadening, after single scattering, to be $\sigma_s = \sin \theta \sigma_m$. This expression implies that we can neglect the spectral broadening through Doppler effect for the light scattered in the laser propagation direction ($\theta = 0$) and, less intuitively, in the opposite direction ($\theta = \pi$) (back scattering) [21]. In the following, we make use of this strong angle dependence of the Doppler broadening, by detecting the scattered light with a small angle ($\theta = 5.6^\circ$) with respect to the laser propagation direction, in order to achieve a quantitative measurement of the multiple scattering ratio. Indeed, in the single scattering regime we expect the Doppler broadening to be about an order of magnitude smaller than in the multiple scattering regime. This is confirmed by the fit with a single Gaussian of the $g^{(2)}(\tau)$ data for the smallest optical thickness $b = 0.076$, which infers a broadening of 23 MHz. This is close to the theoretical value $\sigma_s = 21$ MHz for $T = 20^\circ$C.

In the intermediate regime between single and multiple scattering, we therefore expect to observe a Doppler-broadened spectra with two easily distinguishable components from multiple and single scattering,

$$P(\nu) \propto a \exp \left( -\frac{(\nu - \nu_0)^2}{2\sigma_m^2} \right) + b \exp \left( -\frac{(\nu - \nu_0)^2}{2\sigma_s^2} \right),$$

with $a$ and $b$ the relative amplitudes of the two components ($a + b = 1$) and $\nu_0$ the central frequency of the fluorescence spectrum. With this definition, the relative weights of multiple and single scattering (proportional to the area of each Gaussian) are $R_m = a \sigma_m / (a \sigma_m + b \sigma_s)$ and $R_s = b \sigma_s / (a \sigma_m + b \sigma_s)$. The Fourier transform of Eq. 3 gives $g^{(1)}(\tau)$, then we obtain an expression for the temporal intensity correlation from Eq. 2,

$$g^{(2)}(\tau) - 1 = R_m^2 e^{-\frac{\tau^2}{2\sigma_m^2}} + R_s^2 e^{-\frac{\tau^2}{2\sigma_s^2}} + 2R_m R_s e^{-\frac{\tau^2}{\sigma_m \sigma_s}},$$

with $\tau_{m,s} = 1/(2\pi \sqrt{2\sigma_{m,s}})$ the coherence times in the multiple and single scattering regimes. Note that, as $g^{(2)}(\tau)$ is a quadratic function of $g^{(1)}(\tau)$, the two components of the optical spectrum give rise to the superposition of three decay times. Fig. 2(b) shows the fit of the measured $g^{(2)}(\tau)$ by Eq. 4 (full lines), with all parameters set free, apart from the ratio $\sigma_s/\sigma_m = \sin \theta$, fixed according to the experimental detection angle. The calculated fits as well as the experimental data have been normalized by the contrast ($R_m^2 + R_s^2 + R_m R_s$). On Fig. 3(a), we show the deduced single scattering ratio $R_s$ as a function of the optical thickness.

We also performed measurements for which we varied the optical thickness by changing the laser frequency instead of the temperature, with detunings smaller than the Doppler width. Those measurements gave similar values of $R_s$ and $R_m$ as a function of the optical thickness [see Fig. 3(a)].

In order to determine the accuracy of this measurement, we performed random walk simulations with a Monte Carlo routine based on first principles [20]. The simulations use a two-level atom model and a Voigt absorption profile. Indeed, the probability $P(v_{||})$ that an atom, with a velocity $v_{||}$ along the photon propagation direction, absorbs an incoming photon, is given by the product of the Doppler-shifted Lorentzian atomic lineshape, and the Maxwell-Boltzmann distribution of $v_{||}$,

$$P(v_{||}) \propto \frac{1}{1 + 4\delta v_{||}^2} e^{-v_{||}^2/\sigma^2},$$

with $\delta$ the detuning of the incoming photon in the atomic rest frame, $\Gamma$ the natural linewidth, and $u = \sqrt{2k_B T/m}$ the half-width of the Maxwell-Boltzmann velocity distribution. A cell with the same dimensions of the cell...
of the experiment is considered (radius 5 cm, thickness 5mm). The incident beam is infinitely narrow and spectrally monochromatic. By computing the path and the Doppler frequency shift of a large number of photons, we are able to build up statistics about the number of scattering events and frequency distribution of the output photons. In Fig. 3(b) we show, for different values of optical thicknesses, the probability that a photon, initially at resonance, and detected in the solid angle $0^\circ < \theta < 5^\circ$, has scattered $n$ times. The solid angle is chosen larger than in the experiment in order to reduce the computing time. The data shown here is not very sensitive to this angle, especially at small optical thickness. The deduced values of $R_s$, the single scattering ratio $(n=1)$, are reported in Fig. 3(a) (red squares). We can see that the ratio extracted from our experimental measurement is well reproduced by the simulations.

B. Contrast of the temporal correlation

The previous simulations do not take into account the multilevel structure of the excited states of the rubidium and the spontaneous Raman scattering between the two hyperfine ground states ($F = 3 \rightarrow F = 2$) [see Fig. 1(b)], which plays an important role in the decrease of the contrast, as explained in the following.

In Fig. 4, we show the evolution of the emission spectrum of rubidium at room temperature, that we calculate numerically, for an infinite medium, by taking into account the multilevel structure and the Raman scattering. The spectra are obtained by calculating the convolution between the laser profile, the frequency dependent atomic cross-section, the Maxwell-Boltzmann distribution of the atomic velocities, as well as the different transition factors within the multilevel structure. The numerical method used for single and multiple scattering is detailed in [22] [see Eqs. (19) and (21)]. We used, as in the experiment, a 1 MHz broad excitation at the rubidium 85 crossover frequency. For the spectrum after the first scattering, we consider two cases. First, an emission at $\theta = 90^\circ$, which gives a good estimation of the spectrum averaged in all the scattering angles (see red curve in Fig. 4). This is necessary to calculate the next spectra [22] but does not reflect the spectrum measured in our experiment. In order to simulate the single-scattering spectrum as measured in the experiment at low optical thickness, we include the angle dependence by considering the energy conservation of a photon scattered at $\theta = 5.6^\circ$ from the incident laser propagation direction (see black curve in Fig. 4) [23]. For the multiple scattering regime, we calculate the evolution of the spectra after up to 10 scattering events, which was enough to obtain a complete frequency redistribution (no noticeable change of Raman scattering ratio, neither change of the spectrum linewidth was observed beyond).

In order to determine the impact of the multilevel structure of the rubidium and the Raman scattering on our intensity correlation measurement, we estimate the spectrum of the detected light as a function of the optical thickness by multiplying the spectra shown in Fig. 4 with their respective weights as given in Fig. 3(b). As an example, Fig. 5(a) shows the theoretical correlation function for $b=10$ deduced from Eq. 2.

By itself, the impact of the hyperfine structure of the excited states only gives rise to a slightly larger effective broadening of the spectrum. This induces a negligible decrease of the correlation decay time. The hyperfine structure of the ground state, on the contrary, has a dramatic impact. We calculate that 26% of the photons are scattered through Raman scattering at the first scattering event. This ratio increases with the number of scattering events (up to $\approx 50\%$). One of the consequences is a small decrease of the overall atomic cross section $\sigma_{sc}$ that is not included in the random walk simulations.
The main impact of the Raman scattering on our measurement lies in the beating at 3 GHz between the Rayleigh and the Raman components of the fluorescence spectrum. This results in an oscillatory behavior of the intensity correlation, on a timescale that is not accessible with our experimental setup. In Fig. 5(a) we show, as an example, the convolution between $g^{(2)}(\tau)$, for $b = 10$, and a Gaussian function of FWHM = 350 ps (grey dashed line) that simulates our detector timing jitter (red line [17]). The red squares simulate the time binning (160 ps) imposed by the TDC. If the timing resolution suppresses the oscillations, it also induces a reduction of the measured contrast, proportional to the Raman scattering rate. Fig. 5(b) shows the resulting contrast for the calculated $g^{(2)}(\tau)$ (green triangles) and the contrast of the measured $g^{(2)}(\tau)$ (black squares). The calculated contrast has also been divided by a factor two (red dots) to show the expected values with unpolarized light [24] (no polarizer was placed between the cell and the detector during the experiment). Note that additional measurements with faster detectors (70 ps jitter) but lower quantum efficiency revealed the oscillation of $g^{(2)}(\tau)$ due to Raman scattering (not shown). However, the poor signal-to-noise ratio did not allow us to make any quantitative measurement of the Raman scattering rate.

Except for the lowest optical thickness $b = 0.07$, for which the contrast is low because of a high relative amount of stray light ($\approx 40\%$), the high contrast at low $b$ is in agreement with the expectation for partially polarized light. The decrease with $b$ is consistent with a decrease of the degree of polarization due to multiple scattering. However, at high $b$, the contrast decreases to values lower than expected. We have checked that the stray light (e.g., from the laser diode amplified spontaneous emission), or the level of fluorescence, as well as the increase of the source size with $b$ due to diffusion [25], are not responsible for the anomalous decrease of contrast. It should be mentioned that the same phenomena has been predicted [8] and observed in a cold atom experiment [9] where radiation trapping (with optical thicknesses as low as 0.4) was considered as the origin of the $g^{(2)}(0)$ decay. Nevertheless, this assumption was contradicted in a more recent publication, where full contrast intensity correlation was reported in optical molasses with an optical thickness going up to 3 [11]. Further measurements with a polarizer and a larger integration time would allow us to discard polarization effects, in order to get a better understanding of this phenomena. We could also reproduce the experiment with even lower laser intensities to definitely suppress inelastic scattering [26] or other nonlinear effects. Ultra narrow spectral filtering could also be used to isolate the Rayleigh component of the spectrum and cancel the $g^{2}(\tau)$ oscillations caused by Raman scattering.

To summarize our simulations of the single to multiple scattering ratio and our calculation of the scattered light spectrum, we show in Fig. 6 the normalized $g^{(2)}(\tau)$ curves calculated for the different values of optical thickness, including the multilevel structure, the Raman scattering, and the detection time resolution. The single scattering and CFR regimes are respectively calculated from the spectra after $n = 1$ and $n = 10$ scattering events. Despite the presence of non-elastic scattering and the complex multilevel structure of rubidium, we can obtain a very good agreement between the simulated and measured $g^{(2)}(\tau)$ curves [Fig. 2(b)].

IV. CONCLUSION

Intensity correlation measurements with broadband light is challenging as it requires a detection scheme featuring a high timing resolution. Here, we have demonstrated intensity correlation with a hot atomic vapor with a coherence time on the order of tenths of nanoseconds, i.e., much lower than with cold atoms. The reported
results can find important repercussions in applications related to astrophysics, where sub-GHz spectral filtering is still challenging in the visible range [15], and where spectral features such as astrophysical lasers may be investigated [3, 4]. We have shown that we were able to quantitatively measure the single to multiple scattering ratio and demonstrated a good agreement between experimental and simulated results. These measurements may also be useful, in further studies, to investigate the polarization or the anomalous correlation of the scattered light at different optical thicknesses. In particular, it is still not clear why the contrast is reduced at high optical thicknesses. One may question the impact of the non-Gaussian statistics of the photon step length in atomic vapors [27]. Eventually, there might also be a subtle change of the correlation function due to the Zeeman degeneracy [28–30].
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