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Abstract Physically unclonable function (PUF) is a widely used hardware-level identification method. SRAM PUFs are the most well-known PUF topology, but they typically suffer from low reproducibility due to non-deterministic behaviors and noise during power-up process. In this work, we propose two power-up control techniques that effectively improve reproducibility of the SRAM PUFs. The techniques reduce undesirable bit flipping during evaluation by controlling either evaluation region or power supply ramp-up speed. Measurement results from the 180 nm test chip confirm that native unstable bits (NUBs) are reduced by 54.87% and bit error rate (BER) decreases by 55.05% while reproducibility increases by 2.2x.
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1. Introduction

Implementing secure hardware is one of the key issues in IoT (Internet of Things) devices such as wearable platforms and autonomous vehicles. Physically unclonable functions (PUFs) are frequently adopted in those IoT devices as identification and other security measures. Typically, PUF circuits generate die-specific unique key values using process variations such as threshold voltage mismatch of MOSFET transistors. Process variations occur innately during fabrication process, and hence a unique fingerprint can be assigned to each die at a low cost [1].

In the last decade, studies on PUFs have been carried out extensively in various ways. For instance, authors in [2] propose a PUF based on the resistance variations in the power grids. At the circuit level, different PUF cell circuit topologies have been proposed, e.g., static random-access memories (SRAMs) [3, 4, 5], proportional to absolute temperature (PTAT) voltage generators [6], NAND gates [7], current mirrors [8], analog amplifiers [9], ternary content addressable memory (TCAM) [10], sub-threshold current array [11], and leakage-based PUF [12]. In [3], delay variation is used in the clock path to generate PUF outputs, and a post processing circuit is exploited to improve robustness further. In [4], the authors propose a modified SRAM with additional reset transistors, which achieves higher stability than a typical SRAM. In [9], a sub-threshold amplifier-based PUF cell is presented, demonstrating good reproducibility with smaller area and power consumption. Among a number of PUF cell designs, SRAM bit cell is still widely used since it has a wide operation region and can be easily incorporated into the standard digital design flow. Also, SRAMs can easily provide enough number of PUF output values to generate keys long enough for devices that are produced in large quantities [13].

Despite of the simple design process, SRAM PUFs have a reliability issue since they exhibit proneness to evaluation errors, causing native unstable bits (NUBs) in the array. Various post processing methods have been proposed to resolve this issue. For instance, the temporal majority voting (TMV) is a method to take the majority of the results of multiple evaluations using a counter [3, 6, 9]. In [13], the authors propose a bit selection algorithm that utilizes the spatial correlation in the SRAM cell array, whereas the authors in [14] propose an algorithm to select uncorrelated bits under various environment conditions. In [15], SRAM blocks are tested under different long-term storage scenarios to capture the effect of the negative-bias temperature instability (NBTI) on the PUF reliability and data-dependent operations are proposed to mitigate this issue. In [16, 17], temperature compensation scheme is exploited to improve stability for PUF.

In this work, we investigate the vulnerability of SRAM PUF cells during the initialization process and propose to enhance reliability by adopting power-up sequence control schemes. The proposed schemes effectively suppress evaluation errors and improves PUF reliability with minimal circuit and system overheads.

The rest of this paper is organized as follows. In Section II, we briefly describe and analyze the terms and metrics necessary to understand the reliability of the SRAM PUF cells. Section III introduces the proposed power-up control techniques to improve reproducibility. Section IV analyzes measurement results from the test chip. Finally, Section V summarizes the work.

2. SRAM PUF

A typical 6T SRAM bit cell consists of two cross-coupled inverters and two access transistors as shown in Fig. 1. When a bit cell is powered on or reset, the internal nodes start evaluation through positive feedback of the inverter loop. If the transistors in the cross-coupled inverters are not perfectly balanced due to transistor mismatch, each internal node is skewed toward either 0 or 1. Since transistor threshold voltage mismatch generally follows a well-de-
For the responses of the PUFs to be used as a fingerprint, each instance must produce a unique value. Uniqueness refers to the degree of the dissimilarity of responses from different PUFs for the same challenge. Inter-chip Hamming distance (inter-HD) measures the Hamming distance between the responses of two chips for the same input. Assuming an ideal random distribution, inter-HD should approach 50%.

2.2 Reproducibility
Ideally, PUFs must generate the same fingerprint for the same input across different operating conditions for reliable operation. Reproducibility refers to the degree of response variation when evaluating the response from a PUF module, which is typically computed as the intra-chip Hamming distance (intra-HD). Intra-HD captures how many bits are altered when the responses are measured multiple times for a single PUF instance. For ideal error-tolerant PUF devices, intra-HD should be zero.

2.3 Hold static noise margin (SNM)
The hold SNM is a metric for measuring the static stability of cross-coupled inverters in the SRAM [19, 20]. The hold SNM is defined as the maximum amount of noise that can be tolerated in the SRAM without flipping the state when noise interferes with the bit cell. Fig. 2 shows the voltage transfer curves (VTCs) of the inverters (INV0, INV1). The hold SNM is calculated as the largest square that fit inside of each eye in the VTC. If INV0 and INV1 are identical, two squares will have the identical size. In practice, however, due to transistor mismatch the squares possess different areas and the internal node tends to converge towards 0 or 1.

2.4 Bit error rate (BER)
BER is the average ratio of bit errors occurring in each sampling [21]. BER is generally tightly coupled with native unstable bits (NUBs); for instance, as NUBs decrease BER also tends to be reduced.

Post processing such as TMV [3] and error correction code (ECC) [22] is often employed to correct errors in the final response. However, the higher BER there exist in the PUF, the more cost required for post processing.

2.5 PUF static noise margin ratio (PSNM\text{ratio})
The authors in [23] analyze the SRAM start-up behavior and suggest another metric, PUF static noise margin (PSNM) to quantify the degree of skewness of an SRAM bit cell. PSNM\text{ratio} determines the direction and degree of skewness, where the value larger than 1 implies the power-up state tendency of 1. PSNM\text{ratio} can be acquired by noise margins (NM and \overline{NM}) of the VTC. The NM and \overline{NM} are calculated using the values at four points of the VTC where \frac{dv_{out}}{dv_{in}} = -1 in the VTC of the SRAM as follows:
\begin{equation}
NM = \min(V_{OH} - V_{HI}, V_{IL} - V_{OL})
\end{equation}
\begin{equation}
\overline{NM} = \min(V_{OH} - V_{HI}, V_{IL} - V_{OL})
\end{equation}

For INV1, which is the right side inverter of the SRAM cell in Fig. 1, the output is \(V_{OH}\) and \(V_{OL}\) when the input is \(V_{IL}\) and \(V_{HI}\), respectively. Similarly, the output voltages \(V_{OH}\) and \(V_{OL}\) of INV0 are obtained when the input is \(V_{IL}\) and \(V_{HI}\). PSNM\text{ratio} is defined as the ratio of the two noise margins.
\begin{equation}
PSNM\text{ratio} = NM/\overline{NM}
\end{equation}

3. Improving reliability through power-up control
As an SRAM array is turned on by raising power supply voltage, each bit cell starts evaluation when it reaches its minimum operating point where hold SNM becomes large enough to skew toward 0 or 1 and hold the value. If the ramp up speed of the SRAM power supply is not well defined, the PUF cell may be exposed to varying amount of noise during each evaluation.

This issue has been studied in various ways in prior works. The authors in [24] suggests an SRAM test methodology that identifies unreliable bit cells during power-up using additional test circuitry in the SRAM array. In [25], SRAMs in microcontroller ICs are tested under several power supply conditions, but the work does not provide detailed experiments solely focused on the power-up sequences.

In [26], it was hinted that increasing supply voltage very slowly would make each bit cell evaluate at its expected state.
minimum operating voltage where the SNM is skewed most and the lowest bit error rate is achieved, and the authors in [27] suggest to use different supply voltage change speeds and directions to detect unreliable cells. The authors in [28] propose to manipulate the ramp-up speed to cancel out the effect of the variation of operating temperature. The ramp-up speed was controlled by programming an external power supply, and it was shown that the PUF cell produce results similar to the ones obtained at nominal temperature by altering the ramp-up speed.

Alternatively, here we propose simple power-up control schemes to improve the reproducibility of SRAM PUFs that can be fully integrated on chip, and confirm their effectiveness both in simulation and measurements. In this section, two power-up sequence control techniques are proposed: 1) utilizing the characteristics of the transistors in the sub-threshold region, and 2) manipulating the voltage ramp-up speed during the power-up sequence. Both techniques minimize the effect of circuit noise on the evaluation process and achieve an optimal operating point in terms of PUF cell reliability.

### 3.1 Scheme 1: developing fingerprint in sub-threshold region

In the sub-threshold region, the effect of transistor mismatch is exaggerated compared to the near- or super-threshold regions [29], and consequently the butterfly curve of an SRAM bit cell shows more asymmetric hold SNMs as shown in Fig. 2(b). Since the state with smaller hold SNM is highly prone to upset, the bit cell in such a state ultimately exits the state and settles into the opposite one where the hold SNM is significantly larger [30].

To analyze the relationship between the PUF reliability and the operating voltage, we simulated the switching point voltage ($V_{\text{switch}}$) variation of a minimum sized inverter while sweeping the supply voltage using Monte-Carlo simulations. $V_{\text{switch}}$ is the voltage where the output is equal to the input voltage. If $V_{\text{switch}}$ deviates from the half-$V_{\text{DD}}$ point more, the probability of large relative skewness of the cross-coupled inverter increases since the skewness of hold SNM is proportional to the difference between $V_{\text{switch}}$ values of the back-to-back inverters. In simulation, the $V_{\text{DD}}$ is swept from 300 mV to 1.8 V in 300 mV steps, and the results are shown in Table I. Although the absolute amount of skewness is proportional to $\sigma$, at lower operating voltages other factors such as circuit speed and power supply-related noises including $Ldi/dt$ and IR drop are decreased as well due to reduced current draw. Therefore, we calculate the $\sigma/V_{\text{DD}}$ to compare the amount of $V_{\text{switch}}$ variation with respect to $V_{\text{DD}}$. In the sub-threshold region, the variation is significantly larger than the near- or super-threshold regions, so we achieve a larger relative skewness in the sub-threshold region.

We also obtained the $\text{PSNM}_{\text{ratio}}$ from 1 K Monte-Carlo simulations while varying the $V_{\text{DD}}$ of the SRAM PUF from 300 mV to 1.8 V. Fig. 3 shows the simulated histogram of $\text{PSNM}_{\text{ratio}}$. In the histogram (Fig. 3), the x-axis represents the PSNM ratio value, and the y-axis represents the normalized count. Table II shows the standard deviation and mean of $\text{PSNM}_{\text{ratio}}$ with respect to $V_{\text{DD}}$. The results show that the variation of $\text{PSNM}_{\text{ratio}}$ is larger at lower $V_{\text{DD}}$. This means that the relative skewness is greater at low voltages. In other words, a cell with a low amount of transistor mismatch can still exhibit reliable operation at a low $V_{\text{DD}}$, due to the enlarged relative skewness. Consequently, the reproducibility is improved if the response of the PUFs is developed in the sub-threshold regime for both enrollment and reconstruction phases. Note that an SRAM bit cell can be susceptible to noise when it operates at minimum possible operating voltage ($V_{\text{min}}$) where its hold margin is almost zero. However, for higher voltages still in sub-threshold regime, it can stay for a long time without losing stored values. Therefore, it is important to develop the SRAM responses at an optimal voltage.

### 3.2 Scheme 2: controlling voltage ramp-up speed

The effect of the developing response in the sub-threshold region can be also realized by making the ramp-up speed of $V_{\text{DD}}$ very slow. The SRAM bit cells are stabilized immediately after the $V_{\text{DD}}$ arrives at the minimum operation voltage $V_{\text{min}}$ of the SRAM, which is typically well below the super-threshold region. However, the hold SNM becomes very small near $V_{\text{min}}$ and hence the operation becomes unreliable if the $V_{\text{DD}}$ stays there for a long time, which implies that the SRAM would be susceptible to noise if the ramp-up speed is very slow, which disagrees with the prediction from [26]. This also explains the observations in [28], where the authors show that the slowest

| $V_{\text{DD}}$ (V) | $\mu$ (mV) | $\sigma$ (mV) | $\sigma/V_{\text{DD}}$ |
|-------------------|------------|--------------|----------------------|
| 0.3               | 98.78      | 19.76        | 0.066                |
| 0.6               | 240.4      | 20.94        | 0.035                |
| 0.9               | 386.2      | 23.04        | 0.026                |
| 1.2               | 517.5      | 25.02        | 0.021                |
| 1.5               | 630.0      | 26.68        | 0.018                |
| 1.8               | 734.6      | 27.88        | 0.015                |

| $V_{\text{DD}}$ (V) | $\mu$ | $\sigma$ |
|-------------------|------|---------|
| 0.3               | 1.0841 | 0.7173  |
| 0.4               | 1.0209 | 0.1554  |
| 1.7               | 1.0030 | 0.0348  |
| 1.8               | 1.0030 | 0.0349  |
ramp-up speed is not necessarily an optimal operating point to suppress errors. Therefore, to maximize the PUF reliability one needs to finely control the ramp-up speed and operate the design at an optimal point while minimizing circuit overheads.

To achieve this goal, we propose a digitally-controlled ramp-up manipulation circuit depicted in Fig. 4. The proposed circuitry consists of two parts, the binary-weighted power gates along with additional gate transistors biased by $V_B$ and the control transistors which takes digital signals for finer speed control. While the lower power transistors are binary-weighted, the amount of current flowing through each control transistor can be further adjusted through $V_B$.

4. Measurement results

A test chip incorporating SRAM PUFs along with the proposed circuitry is fabricated in 180 nm CMOS process. Fig. 5 shows the die photo of the fabricated chip. The proposed power-up control schemes are tested on 20 chips in total. Each chip includes a 256-bit SRAM cell array with a readout circuitry and the power gates shown in Fig. 4. The total area is 17,181 µm², where the proposed power control circuit occupies 2,158 µm² (66,604 F²).

The measurement setup is shown in Fig. 5. An external digital-to-analog converter (DAC) generates the supply voltage of the SRAM cell array, and an FPGA board controls both the DAC output voltage and the on-chip power gate control signals. We used MCP4725 DAC with the driving current of 210 µA and settling time of 6 µs.

First of all, the fingerprints are captured from each chip with $V_B = 0$ V and $\text{Ramp}[7:0] = 255$ to obtain the fastest ramp-up speed. These results are used as baseline in the experiments since this represents a typical SRAM case where no power gate exists.

To evaluate scheme 1, we control the initialization voltage ($V_i$) of the SRAM. The DAC output voltage first moves from 0 V to the desired $V_i$ instantly as shown Fig. 6. Since the ramp-up speed of DAC is fast enough (0.55 V/µs in datasheet), the bit cells evaluate the fingerprints at this $V_i$ and we can determine the effect of evaluation voltage of the SRAM PUF on the bit error rates. We measured NUBs and BER when the supply voltage is directly increased to 1.8 V and when the supply is initialized to a lower starting point that varies from 100 mV to 900 mV with 100 mV step size. Fig. 7 illustrates measurement results obtained from a single die. The results confirm that both NUBs and BER drop noticeably in the deep sub-threshold region which is below 300 mV.

For scheme 2, we measure those metrics while changing the control signals of the ramp-up speed control circuit ($V_B$ and $\text{Ramp}[7:0]$). The control signals $V_B$ and $\text{Ramp}[7:0]$ enable coarse and fine tuning of the ramp-up speed, respectively. As anticipated in the previous section, there exists an optimal point in terms of reliability as shown in Fig. 8.

Using the measurement procedure above, the proposed power control schemes are tested across 20 dies in total.
Fig. 8. Measurement results for Scheme 2. X-axis represents the control values of the power gates in Fig. 4.

Fig. 9. Measured NUB ratio and BER across 20 chips.

Fig. 9 shows the ratio of NUBs of the baseline and the case when the scheme 1 is applied, where the number of NUBs decreases after applying the scheme 1 for all 20 dies. Likewise, BER is also reduced when compared to the baseline. The number of NUBs and BER averaged over all dies are reduced by 35.11% and 38.27%, respectively.

For each die, we find the optimal ramp-up speed at which NUBs and BER are minimized by sweeping Ramp[7:0]. In Fig. 9, the values representing scheme 2 are obtained from the optimal points. The measurements confirm that BER and NUBs are lowered for all chips when scheme 2 is applied. NUBs are reduced by 54.87% and BER decreases by 55.05%, suggesting that scheme 2 is more effective technique than scheme 1 in mitigating evaluation errors. The BER improvements under different temperatures across 10 dies are shown in Fig. 10, which confirms both scheme are effective at all temperatures. At higher temperatures, the scheme 1 exhibits larger improvements, whereas the scheme 2 is more effective at lower temperatures.

Fig. 11(a) represents the distribution of the normalized Hamming distance (HD). For the baseline, inter-chip HD has $\mu = 0.475$ and $\sigma = 0.030$ while intra-chip HD shows $\mu = 0.064$ and $\sigma = 0.014$. The value exhibits 7.4x mean separation between intra and inter-chip HD. With scheme 1, the separation becomes 15.7x that is 2.12x higher than the baseline. In the case of scheme 2, 16.3x mean separation is achieved, exhibiting 2.2x higher value than the baseline. The measurement results confirm that the proposed schemes improve both the reproducibility and the uniqueness of the SRAM PUFs. Fig. 11(b) shows the distribution of the bit-aliasing, which represents the correlation of each cell across multiple dies. The value should be 0.5 in the ideal case without biasness. The average bit-aliasing is improved from 0.39 to 0.49 for scheme 1 and to 0.43 for scheme 2.

5. Conclusion

This paper presents power-up sequence control techniques to reduce the evaluation errors of SRAM PUF. We first propose a method of developing responses in the sub-threshold region, which intentionally skews SNM more for reliable evaluation. The second scheme controls the power supply voltage ramp-up speed and operates the PUFs at the optimal operating point. The on-chip power control circuitry provides coarse grain tuning based on the bias voltage and fine grain tuning by digital control signals.

We demonstrate the validity of the two proposed schemes with both SPICE simulations and measurements from 180nm test ICs. The proposed schemes successfully reduce both BER and NUBs, and hence improve the reliability of the SRAM PUFs without additional post processing circuitry.
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