An analytical theory of CEP-dependent coherence driven by few-cycle pulses
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The interaction between an atomic system and a few-cycle ultrafast pulse carries rich physics and a considerable application prospect in quantum-coherence control. However, theoretical understanding of its general behaviors has been hindered by the lack of an analytical description in this regime. Here, we present an analytical theory that describes a two-level atom driven by a far-off-resonance, few-cycle square pulse. A simple, closed-form solution of the Schrödinger equation is obtained under the first-order perturbation without invoking the rotating-wave approximation or the slowly varying envelope approximation. Further investigation reveals an arithmetic relation between the final inversion of the atom and the CEP of the pulse. Despite its mathematical simplicity, the relation is able to capture some of the key features of the interaction, which prove to be robust against generalization of pulse shapes and show good agreements with numerical solutions. The theory can potentially offer a general guidance in future studies of CEP-sensitive quantum coherence.
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I. INTRODUCTION

Light-matter interactions have drawn a lot of interest in quantum optics and atomic physics in recent years. Driven by the growing prospect of quantum information, considerable effort has been dedicated to the research of quantum coherence and quantum interference in atomic systems [1–3]. Over the last two decades, the advance in ultrafast laser technology has made few-cycle pulses widely available [4–5]. This enables the study of quantum coherence in the few-cycle regime, which leads to a number of new discoveries [6–8] and applications [9–11].

Few-cycle excitation of a two-level atom bears some unique features. Generally, the area theorem is no longer valid for few-cycle pulses, and the actual field pattern underneath the pulse envelope has a direct impact on the interaction outcome [6–12]. The field pattern in a few-cycle pulse is often characterized by the so-called carrier-envelope phase (CEP), the phase of the optical carrier relative to the peak of the pulse envelope. When the pulse width becomes comparable to the optical cycle, CEP can strongly affect the shape of the oscillating field [4]. As a result, CEP has proved to be a critical factor in strong-field interactions such as high-harmonic generation [13], above-threshold ionization [14] and attosecond pulse generation [15]. Moreover, due to the breakdown of the rotating-wave approximation (RWA) and the slowly varying envelope approximation (SVEA) in the few-cycle regime [16–18], Bloch equations without RWA and SVEA have to be adopted, which increases the complexity of the problem significantly. Consequently, theoretical analysis in this regime has been primarily based on numerical approaches.

The lack of an analytical description has rendered the physics of few-cycle interactions less clear. Most of the findings so far have been based on numerical solutions aligned towards specific problems, while a general picture of the qualitative trend is missing. There has been some prior effort in pursuit of analytical solutions in the few-cycle regime [19–21]. One particularly interesting area is the study of atomic coherence driven by far-off-resonance pulses [20]. Far-off-resonance pulses are of practical significance because of their potential applications in efficient generation of soft x-ray and UV radiations [22–23]. A suite of analytical solutions have been obtained under the RWA for far-detuned many-cycle pulses [21–25]. In the few-cycle regime, however, the perturbation theory has to be invoked to simplify the Schrödinger equation under strong excitation, which yields a partial solution in the form of a nested integral [20, 23]. This solution is implicit and would still require numerical methods when solving actual problems.

In this work, we take a different approach to solve the Schrödinger equation. By assuming a far-detuned, few-cycle square pulse, we are able to obtain a simple, closed-form solution. The solution is further applied to evaluating the impact of CEP on atomic inversion, which leads to a concise, arithmetic expression. Comparisons with direct numerical solutions of the Schrödinger equation show good agreements. Key characteristics of the CEP dependence are found to be robust against generalization of the pulse shapes, indicating the feasibility of the method in offering a sound physical picture beyond the square pulse. As such, this analytical theory appears to be able to complement the traditional numerical methods with a qualitative guideline.

II. THEORETICAL MODEL

Our theoretical model is based on the general framework of a two-level system (TLS) under the excitation of an electromagnetic field. The Hamiltonian of the TLS is
given by
\[ \hat{H} = \hbar \omega_c \left| c \right\rangle \left\langle c \right| - \mu \mathcal{E}(t) \left| c \right\rangle \left\langle d \right| - \mu \left[ \mathcal{E}(t) \right]^* \left| d \right\rangle \left\langle c \right|, \] (1)

where \(|c\rangle\) and \(|d\rangle\) are upper and lower level states of the TLS, respectively. \(\mu\) is the dipole moment. \(\omega_c\) is the transition frequency of the TLS. \(\mathcal{E}(t) = E(t) \cos(\omega t + \varphi)\) is the excitation field defined in the moving frame, where \(E(t)\) represents the pulse envelop, \(\omega\) is the carrier wave frequency, and \(\varphi\) is the CEP. The medium is assumed to be optically thin so the propagation effects are neglected.

From the Schrödinger equation, the following relations can be established,
\[ \dot{C}(t) = -i\Omega(t) \cos(\omega t + \varphi)e^{i\omega_c t}D(t), \] (2a)
\[ \dot{D}(t) = -i\Omega^*(t) \cos(\omega t + \varphi)e^{-i\omega_c t}C(t), \] (2b)

where \(C(t)\) and \(D(t)\) are probability amplitudes of the state vector \(|\Psi\rangle\), with \(|\Psi\rangle = C(t)e^{-i\omega_c t}|c\rangle + D(t)|d\rangle\). \(\Omega(t) = \mu E(t)/\hbar\) is the Rabi frequency.

By defining \(f(t) = C(t)/D(t)\), the Schrödinger equation (2) can be converted into a Riccati equation without invoking the RWA or the SVEA [20],
\[ \dot{f} = \Omega^*(t) \cos(\omega t + \varphi)e^{-i\omega_c t}f^2 - \Omega(t) \cos(\omega t + \varphi)e^{i\omega_c t}. \] (3)

Eq. (3) can be simplified under the first-order perturbation by introducing \(g(t) = f(t) + i\theta(t)\), where
\[ \theta(t) = \int_{-\infty}^t \Omega(t') \cos(\omega t' + \varphi)e^{i\omega_c t'} dt'. \] (4)

Since \(-i\theta(t)\) is the solution of (3) when the \(f^2\) term on the right hand side of (3) is set to zero, \(g(t)\) is effectively the difference between \(f(t)\) and its zeroth-order approximation. Substituting \(g(t)\) into (3) and neglecting the \(g^2\) term yields the equation
\[ \dot{g} - 2\theta^* \dot{g} = -i\theta^2 \dot{\theta}^*. \] (5)

Applying the Green’s function to (5) leads to the general solution
\[ g(t) = -i \int_{-\infty}^t \theta^2 \dot{\theta}^* e^{\alpha(t';t)} dt', \] (6)

where \(\alpha(t';t)\) is given by
\[ \alpha(t';t) = 2 \int_{t'}^t \theta^* \dot{r} \ dt''. \] (7)

Since \(da/dt'' = -2\theta \dot{\theta}^*\), (6) can be simplified to
\[ g(t) = \frac{i}{2} \int_{-\infty}^t \theta(t') d\alpha(t';t). \] (8)

The right-hand side of (8) can be integrated by parts using the conditions \(\theta(-\infty) \approx 0\) and \(\alpha(t;0) = 0\). This then leads to the general solution of \(f(t)\),
\[ f(t) = -\frac{i}{2} \left[ \theta(t) + \int_{-\infty}^t \dot{\theta}(t') e^{\alpha(t';t)} dt' \right]. \] (9)

Note that a slightly different version of this integration-form solution has been given in Ref. 20. The focus of the current paper, however, is to find a closed-form solution of the Schrödinger equation for a particular type of excitation pulse, specifically, a few-cycle square pulse. The pulse is defined as
\[ E(t) = \begin{cases} E_0, & 0 \leq t \leq \tau \\ 0, & \text{Otherwise} \end{cases} \] (10)

where \(\tau\) is the pulse width. Taking such a pulse into (4), it is easy to see that, within the duration of the pulse \((0 \leq t \leq \tau)\), \(\theta(t)\) satisfies
\[ \theta(t) = \Omega_0 \int_0^t \cos(\omega t' + \varphi)e^{i\omega_c t'} dt', \] (11)

where \(\Omega_0 = \mu E_0/\hbar\) is the peak Rabi frequency. The integral in (11) can be separately evaluated for \(\omega > \omega_c\) and \(\omega < \omega_c\), and the results are similar in form. Here, we only focus on the \(\omega < \omega_c\) case, with the understanding that the \(\omega > \omega_c\) case can be treated in a similar fashion. A tedious but straightforward derivation shows that \(\theta(t), \theta^*(t), \dot{\theta}(t)\) and \(\dot{\theta}^*(t)\) can be expressed as follows:
\[ \theta = -i\eta \left[ \cos(\omega t + \varphi + i\beta)e^{i\omega_c t} - \cos(\varphi + i\beta) \right], \] (12a)
\[ \theta^* = i\eta \left[ \cos(\omega t + \varphi - i\beta)e^{-i\omega_c t} - \cos(\varphi - i\beta) \right], \] (12b)
\[ \dot{\theta} = \Omega_0 \cos(\omega t + \varphi)e^{i\omega_c t}, \] (12c)
\[ \dot{\theta}^* = \Omega_0 \cos(\omega t + \varphi)e^{-i\omega_c t}. \] (12d)

where \(\eta = \Omega_0/\sqrt{\omega_c^2 - \omega^2}\) and \(\beta\) satisfies the relations \(\cos \beta = \omega_c/\sqrt{\omega_c^2 - \omega^2}\) and \(\sinh \beta = \omega/\sqrt{\omega_c^2 - \omega^2}\).

By substituting (12) into (7), one can show that \(\alpha(t';t)\) consists of three parts written in an integration form,
\[ \alpha(t';t) = -i\eta \Omega_0 \int_{t'}^t \left\{ \cos i\beta + \cos(2\omega t'' + 2\varphi + i\beta) - 2 \cos(\varphi + i\beta) \cos(\omega t'' + \varphi)e^{-i\omega_c t''} \right\} dt''. \] (13)

Among these three terms, the second and the third terms have periodic amplitudes oscillating at \(2\omega\) and \(\omega\), respectively. When the integral covers multiple carrier cycles, the contributions of these two terms become negligible compared to the first one. Thus, we can drop the last two terms in the integral and simplify (13) to
\[ \alpha(t';t) = -i\eta^2 \omega_c(t - t'). \] (14)

Bringing (14) into (9), the integral in (9) can be rewritten as
\[ \int_{-\infty}^t \dot{\theta}(t') e^{\alpha(t';t)} dt' = e^{-i\eta^2 \omega_c t} \int_{-\infty}^t \Omega_0 \cos(\omega t' + \varphi)e^{i(1+\eta^2)\omega_c t'} dt'. \] (15)
If $\eta$ satisfies the condition $\eta^2 \ll 1$, then $1 + \eta^2 \approx 1$, and the integral on the right-hand side of (15) becomes $\theta(t)$. From (9), the final expression for $f(t)$ is

$$f(t) = \frac{i}{2} \left( 1 + e^{-i\eta^2 \omega_c t} \right) \theta(t),$$

(16)

where $\theta(t)$ is given by (12a). The relation (16) is a closed-form analytical solution of the Riccati equation (3) under the first-order perturbation for square-pulse excitation. Its valid range is set by the condition $\eta^2 \ll 1$, which can be rewritten as $(\omega/\omega_c)^2 + (\Omega_0/\omega_c)^2 \ll 1$. Since $\omega < \omega_c$ is assumed in the current case, the above condition is always satisfied if we have

$$\left( \frac{\omega}{\omega_c} \right)^2 + \left( \frac{\Omega_0}{\omega} \right)^2 \ll 1.$$  

(17)

It is thus clear that the solution (16) is valid when the TLS is excited by a far-off-resonance square pulse with a peak Rabi frequency much less than the carrier frequency. This latter condition implies that the peak field of the pulse must stay well below the level required for the so-called carrier-wave Rabi flopping \cite{12, 26}. Meanwhile, the large-detuning condition also implies that $\cos i \beta = \cosh \beta \approx 1$, which ensures that the simplification of (13) is valid under the assumption.

### III. COMPARISON WITH NUMERICAL SOLUTIONS

In order to validate the above analytical solution and also investigate its applicability, we numerically solve the Schrödinger equation (2) and compare the results with the analytical predictions made by (16). The results presented in the following are based on a two-cycle square pulse as shown in Fig. 1. Other pulse widths and field patterns have also been studied and the results are similar in nature. In all the calculations, the carrier frequency $\omega$ is fixed at a wavelength of 800 nm. The transition frequency $\omega_c$ and the Rabi frequency $\Omega_0$ are adjusted to produce different combinations of the detuning factor $\omega/\omega_c$ and the amplitude factor $\Omega_0/\omega$.

![FIG. 1: The incident two-cycle square pulse.](image)

![FIG. 2: The analytical-numerical comparisons of $|f(t)|$ across the excitation pulse under four different peak fields, with $\Omega_0/\omega = 0.05, 0.1, 0.15$ and 0.2. Three different detuning levels, with $\omega/\omega_c = 0.3, 0.6, \text{ and } 0.9$, are plotted in each case.](image)
FIG. 3: The final upper-level probability $|C_{\text{final}}|^2$ versus the detuning factor $\omega/\omega_c$ under different excitation levels, with $\Omega_0/\omega = 0.05, 0.1, 0.15$ and $0.2$, respectively. Good analytical-numerical agreement is found in general except for the cases with large $\omega/\omega_c$ (small detuning).

shown in Fig. 4(b). A diagonal guideline is added to Fig. 4(b) to highlight the boundary between the area where $\Delta|C_{\text{final}}| = 0$ and the area where nonzero $\Delta|C_{\text{final}}|$ is generally observed. It is easy to see that the resulted valid condition qualitatively agrees with the theoretical prediction given by (17).

IV. CEP-DEPENDENCE OF THE FINAL INVERSION

The analytical solution given by (16) offers some interesting physical insights that numerical solutions would not be able to provide. For example, many prior studies have pointed out that the inversion of a TLS can be controlled by the CEP of a few-cycle pulse [17, 19, 26]. This bears some practical implications given that the inversion is a direct measurable and hence can be used for experimental verification of quantum coherence. However, such a dependence has never been explicitly shown in closed form. The current theory has made it possible to derive such a relation.

We begin by recognizing that the inversion $w$ of a TLS can be expressed as $w = |C|^2 - |D|^2 = (|f|^2 - 1)/(|f|^2 + 1)$, where $|f|^2$ can be derived from (16),

$$|f|^2 = \frac{1}{2} (1 + \cos \eta^2 \omega_c t) |\theta|^2. \quad (18)$$

Using (12a) and (12b), it is straightforward to express

Typically, we are interested in the final inversion of the TLS at the end of the driving pulse. For simplicity, we further assume that the square pulse contains an integer number of optical cycles. We then replace all the $t$ in (19) by $2N\pi/\omega$, which leads to

$$|\theta_f|^2 \equiv \theta^{*2} \equiv \eta^2 \left\{ \cosh 2\beta \cdot (1 - \cos \omega t \cos \omega_c t)
+ \cos (\omega t + 2\varphi)(\cos \omega t - \cos \omega_c t)
- \sinh 2\beta \cdot \sin \omega t \cdot \sin \omega_c t \right\}. \quad (19)$$

where $N$ is a nonzero integer and the subscription $f$ indicates the final state upon the passage of the driving pulse. Note that the relation $\cosh 2\beta = (\omega_c^2 + \omega^2)/(\omega_c^2 - \omega^2) \approx 1$ has been used in (20) under the far-detuning condition $\omega \ll \omega_c$. Substituting (20) into (18) and applying the definition of $w$ yield a concise expression of the final inversion

$$w_f = \frac{Q\eta^2 \cos^2 \varphi - 1}{Q\eta^2 \cos^2 \varphi + 1}, \quad (21)$$

where

$$Q = \left(1 + \cos 2N\eta^2 \frac{\omega_c}{\omega} \right) \left(1 - \cos 2N\frac{\omega_c}{\omega} \right). \quad (22)$$
Equation (21) highlights the direct impact of CEP on the inversion of a TLS. An immediate finding is that this CEP-dependence takes the form of \( \cos^2 \varphi \), which means \( \varphi = 0 \) and \( \varphi = \pi \) result in the same inversion. In the current case, the minimum inversion occurs when \( \varphi = \pm \pi/2 \). These qualitative observations have been confirmed by comparing the numerical solution of the Schrödinger equation (2) with the results given by (21), as shown in Fig. 5(a) by the solid (numerical) and the dotted (analytical) traces. Aside from a small discrepancy in the absolute value, which results from the approximation of \( \cosh 2\beta \approx 1 \), (21) offers a fairly accurate picture of the behaviors of the final inversion versus the CEP. Moreover, it is believed that these behaviors can be generalized to more realistic pulse shapes. As evidence, we show in Fig. 5(a) the numerical result based on a two-cycle top-hat pulse (depicted in the inset). The solution shares a similar CEP-dependence as the square pulse, albeit in a smaller variation scale.

Further insights can be obtained by using the fact that \( Q\eta^2 \cos^2 \varphi \) is typically much less than 1 and hence rewriting (21) as

\[
    w_f \approx -1 + 2Q\eta^2 \cos^2 \varphi. \tag{23}
\]

Clearly, the effect of the CEP on \( w_f \) is modulated by \( \eta^2 \) and, more importantly, by \( Q \), which is given by (22). The value of \( Q \) is bounded within \( 0 \leq Q \leq 4 \), with \( Q = 0 \) occurring periodically when \( \omega_c/\omega \) is an integer or \( \eta^2 \omega_c/\omega \) is a half integer. This leads to an important realization that, when seeking an CEP-dependent inversion, it is critical to properly choose \( \omega_c \), \( \omega_c \) and \( \Omega_0 \) to maximize \( Q \). On the other hand, the final inversion is locked to \(-1\) when \( Q = 0 \), regardless of the CEP value. This is especially interesting from the viewpoint of \( \eta^2 \omega_c/\omega \) (the first term in (22)), as it suggests that certain peak-field values can override the effect of the CEP. Such a phenomena has been observed in numerical studies in the past, but has not been given a clear explanation before [19, 27]. To further elucidate this point, Fig. 5(b) shows the dependence of the final inversion over the peak field of the square pulse for three different CEP values. Despite their different oscillation amplitudes, all three traces reach \( w_f = -1 \) at the same values of \( \Omega_0/\omega \). Once again, these conclusions are not restricted to square-pulse excitation. For instance, we have numerically calculated the CEP-dependence of \( w_f \) with various \( \Omega_0 \) for a 1.5-cycle Gaussian pulse and found similar characteristics. One of these traces with CEP = 0 is included in Fig. 5(b). The trace shares the same features as the square-pulse traces with an oscillatory behavior and multiple minima at \( w_f = -1 \).

V. CONCLUSION

In conclusion, a closed-form analytical solution of the Schrödinger equation has been derived to describe the excitation of a TLS by a far-detuned, few-cycle square pulse without invoking the RWA or the SVEA. Despite its mathematical simplicity, the solution appears to capture some of the key aspects of the interaction, including its dependence on the CEP, and has shown very good agreements with numerical solutions. Some of the predictions of the theory prove to be robust against change of pulse shapes, demonstrating the potential of this analytical formalism as a generic description of light-matter interactions in the few-cycle regime. It is hoped that this work can shed some light on the path towards highly efficient control of quantum coherence along with other relevant topics.
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