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Abstract—Since their introduction in the last few years, conditional generative models have seen remarkable achievements. However, they often need the use of large amounts of labelled information. By using unsupervised conditional generation in conjunction with a clustering inference network, ClusterGAN has recently been able to achieve impressive clustering results. Since the real conditional distribution of data is ignored, the clustering inference network can only achieve inferior clustering performance by considering only uniform prior based generative samples. However, the true distribution is not necessarily balanced. Consequently, ClusterGAN fails to produce all modes, which results in sub-optimal clustering inference network performance. So, it is important to learn the prior, which tries to match the real distribution in an unsupervised way. In this paper, we propose self-augmentation information maximization improved ClusterGAN (SIMI-ClusterGAN) to learn the distinctive priors from the data directly. The proposed SIMI-ClusterGAN consists of four deep neural networks: self-augmentation prior network, generator, discriminator and clustering inference network. The proposed method has been validated using seven benchmark datasets and has shown improved performance over state-of-the art methods. To demonstrate the superiority of SIMI-ClusterGAN performance on imbalanced dataset, we have discussed two imbalance cases imbalanced conditions on MNIST datasets with one-class imbalance and three classes imbalanced cases. The results highlight the advantages of SIMI-ClusterGAN.
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I. INTRODUCTION

Clustering is a popular unsupervised representation learning method, which has been widely studied in computer vision and machine learning communities such as image segmentation [1], visual features representation learning [2], and 3D object recognition [3]. The lower dimensional representation of high dimensional semantics data has been described by many latent-space based clustering methods, such as DCN [4], DEC [5], Dual-AE [6], and ClusterGAN [7].

Latent space clustering methods have been developed based upon the clustering-assignment objective in the latent-space. Therefore, the objective still lies in the discriminative learning representation blending with data reconstruction loss. This discriminative lower dimensional representation can capture all discrete factors in the lower dimensional latent space such as data variations within the same group, which are the key factors for clustering objective. However, it fails to reconstruct the real data due to the clustering assignment objective. Hence, similarities based clustering methods (such as K-means) have been incorporated with latent space to determine the clustering assignments [4]. Further improvement using latent-space clustering objectives and pretrained reconstruction are employed to determine the optimal lower cluster assignment representation [8]. However, this is a very laborious task to obtain both optimal lower representation and a reconstruction of the real data at the same time. To obtain this representation, the high-dimensional data is first represented in lower dimensional latent space and then different distance-metric clustering objectives are applied on latent space to determine clustering assignments [5] [9].

Generative adversarial networks (GAN) are one of the most effective tools to learn an implicit function [10]–[13] from complex real data distribution [3], [7], [14]–[19]. The learning process is formulated as an adversarial game using the minimax principle. The generator network takes the sample from the noisy latent distribution to estimate the real distribution, while the discriminator network is trained to discriminate the real from fake samples, respectively. For learning complicated data distributions, generative models have been extensively studied in most circumstances. When it comes to downstream tasks like clustering, the estimation of the posterior distribution of latent inference from the data is an intractable problem in GAN models. Therefore, the researchers developed a mode-matching network for estimating downstream tasks [7], [20]. In a mode matching network, a clustering inference network estimates the multi-modal latent prior through bounding loss. Thus, an inference network works as a regularisation of the GAN objective where each mode is defined for each class of real data distribution. However, it is well-defined that mode matching network can’t be fully enforced the clustering objective on the generative samples when dealing with high-dimensional data [21]–[23]. Therefore, for high-dimensional data like CIFAR-10, STL-10, the mode matching network [7], [20] is dependent on the semantics of the data, which may not be directly related to the labels(class) information. In addition, in real-life scenarios, the classes of real distribution are not uniformly distributed. For example, the MNIST dataset contains ten distinctive classes, where mode matching methods try to estimate ten distinctive modes through ten uniform priors [7], [20]. Although the latent priors originate from ten different distributions, the uniform prior-based generative model can only create major classes. Thus,
the inverting inference network fails to provide appropriate clustering performance. As a solution, we need to include regularisation that compel inference networks to accurately estimate downstream tasks and create all unique modes in imbalanced situations. To tackle both the issues, we propose a self augmented information maximization improved ClusterGAN (SIMI-ClusterGAN) in this paper. SIMI-ClusterGAN has four deep neural networks: self-augmentation prior network, generator, discriminator and clustering inference encoder. Prior network is used to learn the discrete representation of data in discrete space by self-augmentation maximization principle. This learned prior blends with continuous variable to form a discrete noise latent space. Then, generative network takes continuous-discrete Gaussian noise latent space prior to map in real data domain. Clustering inference encoder predicts the lower-level representation of the generated as well as real data through clustering assignment indices. To enforce the disentanglement clustering representation of real data, the weight sharing generator-encoder networks pair have been utilised. We propose three additional loss functions to modify the ClusterGAN objectives. These three losses are used to create distinctive latent-space to help maintaining diversity in generative samples in addition to improving the clustering performance.

In summary, the main contributions of this work are as follows:

- We propose self-augmented mutual information maximization based disentanglement categorical priors (one-hot encode) learning from the data.
- The learned discrete categorical priors with continuous Gaussian noise are utilised to form smooth disentangle noise latent spaces. This learned mixture of continuous-discrete disentangle latent spaces is used to generate the real class distribution of the data.
- Three additional loss functions are introduced to modify ClusterGAN objectives for improved performance. Theses loss functions account for reconstruction, prior bounding and cross modality.
- A comparison of the the proposed SIMI-ClusterGAN and other GAN clustering methods is presented to validate the superiority of the proposed method in clustering tasks. We have used seven datasets including CIFAR-10 and STL-10 to accommodate complex high-dimensional data. We further demonstrate the superiority of our proposed method for imbalanced dataset by comparing the performance with ClusterGAN under two different imbalanced conditions.

II. RELATED WORK

A. Disentangle latent space clustering

Most of the latent-space based approaches in practice have the encoder-decoder (Enc-Dec) structure where lower dimensional encoding latent code is used for clustering tasks [5], [24]–[26]. In deep embedding clustering (DEC) [5], an Enc-Dec structure with reconstruction loss has been considered to train the model parameters. Once pre-training has been done, then a clustering network is added over the Enc network for further training with clustering similarities loss. In improved DEC [26], to maintain the local structure in the latent space, reconstruction loss is also considered in the final stage. The whole learning process is jointly trained as in DEC [5]. The Deep clustering network (DCN) is developed based on the Enc-Dec and K-means clustering objective [25]. In order to maintain the local semantics in latent space, the reconstruction loss is adopted along with the K-means objective. However, the performance of the DCN method is still not seen to be adequate.

The variation of disentangle factor in autoencoder based generative models can give explainable semantic latent code from the data. Most of the disentangle representations are associated with defining the separate latent spaces using variational factors [27]–[30] in which a single-stage or two-stage learning procedure can be found. Single stage disentanglement mostly deals with variations of two factors [27], [31]–[33] or three factors [28], [29]. In all single-stage methods, the disentanglement has improved due to the partial knowledge of label information through cross-entropy loss. Meanwhile, two-stage disentanglement methods, such as β-TCVAE [34], β-VAE [35], factor-VAE [36], and joint continuous-discrete factors VAE [37] methods create separate latent spaces without knowledge of class-label information. These methods mostly deal with autoencoder structures with a Gaussian prior distribution in the encoded space. The disentanglement is accounted through reconstruction grade and regularisation of latent code factorization even though the real world data require more disentangle factors (eg. labels), which can’t be obtained directly with continuous latent spaces. Consequently, joint VAE [37] came up with continuous-discrete factors of variations into the latent space.

B. Generative prior-based inverse latent space clustering

The multi-modal prior based latent space clustering can be segregated into two ways, 1) by applying a mixture of continuous distributions, such as the GMM [38], and 2) by applying a combination of discrete and continuous distributions, such as the InfoGAN [20] and ClusterGAN [7]. The latter is the more popular of the two and is often accomplished by the concatenation of discrete and continuous random variables. In InfoGAN, the disentanglement of latent factor is maximised between the latent code and the generated data. The modification of infoGAN, known as ClusterGAN [7], works on the same principle except for the bounded non-smooth latent space. The non-smooth discrete disentangle latent space is based on mixture of continuous-discrete (one-hot code) latent variables. The one-hot code discrete variable is used to measure the clustering performance by the encoder inference network. However, the continuous-discrete latent space variables are unable to complete disentanglement (e.g. categories) in ClusterGAN. It is reasonable to assume that the cluster characteristics of real data will not be replicated in the generated data, resulting in incorrect coverage of clusters in the generated data, as described in [20]. To tackle such an issue, more disentanglement in latent space is observed in [23]. However, the proposed NEMGAN [23], that has the same ClusterGAN structure except a mode
engineering network is used to learn the discrete prior from the data. The Mode network is updated by minimizing the KL divergence loss between mutual information data and mode network output. Thus, mode network output depends on mutual information of the data which is more relevant than the uniform discrete distribution of ClusterGAN. While updating the mode network, NEMGAN accounts for partial true label information. However, the performance is not significantly improved without partial information of true labels compared to the ClusterGAN. Therefore, NEMGAN is not a completely unsupervised method; instead, we would say it is a semi-supervised method.

In SIMI-ClusterGAN, we have proposed a two-stage approach to improve ClusterGAN performance. For learning the discrete prior assignments from the data, the self-augmented information maximization principle is employed. Once the learned prior from the data is obtained, it is used to form continuous-discrete mixtures to improve our SIMI-ClusterGAN performance. Unlike NEMGAN, the clustering inference network is used to separate the continuous-discrete variable without any supervision.

III. PROPOSED APPROACH

This section begins with a brief introduction to the ClusterGAN algorithm. The discrete prior is then discovered by applying the SIM principle directly to the data. We created our novel SIMI-ClusterGAN approach by combining this learnt discrete prior with three additional losses. The architecture of the proposed method is depicted in Figure 1.

A. ClusterGAN

Let, the given i-th sample of real data \( \{ x_i \} \subset X \in p_r \), represent the \( \mathcal{M} \)-discrete representable form by the function \( Y = s(X) \), where \( Y \in \{ y_1, y_2, \ldots, y_M \} \subset c \). Where, \( c \in \{ c_1, c_2, \ldots, c_M \} \) is the ground truth classes. The ClusterGAN objective is estimate the \( s(\cdot) \) through adversarial GAN game principle. Generative adversarial networks (GAN) \([10]\) are defined by two neural network (NN) components, the generative component (G) and the discriminator component (D), which are parameterised by \( \theta \) and \( \eta \), respectively. The generator \( (G_\theta) \) takes noise distribution to map real distribution, \( G_\theta : Z \rightarrow X \) whereas the discriminator \( (D_\eta) \) is assigned a probabilistic value for the data sample of being real vs fake data, \( D_\eta : X \rightarrow \mathbb{R} \). The GAN game is working on a two players min-max game principle defined as follows,

\[
\min_\theta \max_\eta \mathbb{E}_{x \sim p_r}[f(D_\eta(x))] + \mathbb{E}_{z \sim p_z}[f(1 - D_\eta(G_\theta(z)))]
\]

where, the real sample \( (x \in X) \) belongs to real probabilities distribution \( x^r \in p_r \), \( z \in p_z \) is the latent space samples, which are drawn from a known prior distribution \( (p_z) \) (e.g. multivariate Gaussian distribution). \( p_\theta \) is the generated sample distribution which defines \( x^g = G_\theta(z) \) and \( f \) is the standard GAN type selection function. For vanilla GAN, \( f(z^g) = \log x^r \) and for Wasserstein GAN, \( f(z^g) = x^g. \) \([39]\). The adversarial GAN objective is to learn the function \( f(\cdot) \) (\( p_r = f(p_z) \)) through density estimation \([40]\).

1) Continuous-discrete prior based disentanglement in ClusterGAN: In ClusterGAN, the multi-modal latent space \( z \in Z \) is defined by a mixture of continuous and discrete prior distribution to form a discrete smooth manifold. Generally, a discrete smooth manifold mixture is obtained by cascading the normal distribution with uniform categorical distribution, and its disentanglement in latent space is controlled through categorical distributions. To be more specific, the latent space prior represents \( z = (z_\theta, z_M) \) where \( z_\theta = \mathcal{N}(\mu = 0, \sigma^2 I_{d_\theta}) \) and \( z_M \sim U[1, 2, \ldots, M] \), \( \mathcal{U} \in R^M \) is the discrete uniform prior, which represents the number of \( M \) classes present in the dataset. However, the variance \( \sigma \) of the normal distribution \( \mathcal{N} \) is kept to a low value for the \( G_\theta \) network so that all the discrete modes (labels) can be generated with high purity. Hence, the sigma value \([7]\) has been chosen to \( (\sigma = 0.10) \) for all experiments in this paper. Thus, the continuous-discrete latent space \( (z_n) \) is bounded within \( z \in (-0.6, 0.6) \) < 1. This uniform discrete latent priors allow us to design an algorithm capable of detecting a number of clusters in the inverse generated space.

2) Inference Clustering Network in ClusterGAN: Many previous methods \([21, 22]\) are mainly focused on the inverse latent space to reconstruct \( (x^r) \) through an encoder inference \( (E_\omega) \) network. However, this bidirectional mapping can’t guarantee the reconstruction of the latent space due to a lack of consistency between the samples and the latent space. Due to the non-convex optimization nature of the problem, the reconstruction always suffers from different latent space embedding \( z \). DeliGAN \([38]\) has used different initialization to reconstruct the discrete latent space. Stochastic clipping of \( z \) at each step is also found in \([42]\). However, none of the methods are related to the latent space based clustering.

In ClusterGAN \([7]\), the bounded discrete latent space is computed by inference autoencoder network \( (E_\omega) \). The generator takes the mixture of continuous-discrete latent space \( (z = z_\theta, z_M) \) to generate \( x^g \) and the encoder estimates back to the latent space \( (z^g_\theta, z^g_M) = E_\omega(x^g) \). The encoding cyclic loss for generated samples is computed by cross-entropy loss and reconstruction losses between \( (z_n, z_M) \) and \( (z^g_\theta, z^g_M) \). The generated samples cross entropy loss \( (J_{ce}) \) between \( z_M \) and \( z^g_M \) is defined as follows,

\[
J_{ce} = \mathbb{E}_{z \sim p_z}[l(z_M, E_\omega(G_\theta(z_n, z_M)))]
\]

where, \( l \) is associated with the cross-entropy loss. The reconstruction loss \( (J_{mse}) \) between \( z_n \) and \( z^g_n \) is defined by the mean square error (MSE) as follows,

\[
J_{mse} = \mathbb{E}_{z \sim p_z} \| z_n - E_\omega(G_\theta(z_n, z_M)) \|_2
\]

Finally, the three-player ClusGAN game directs attention to the following optimisation problem:

\[
\min_{\theta, \omega} \max_\eta \mathbb{E}_{x \sim p_r}[f(D(x^r))] + \mathbb{E}_{z \sim p_z}[f(1 - D(G(z)))] + \alpha_{cl} J_{ce} + \alpha_{mse} J_{mse}
\]

The regularisation coefficients \( (\alpha_{cl}, \alpha_{mse}) \) control the disentanglement factors in the encoded latent space. To determine the clustering accuracy, the real data distribution samples pass through the \( E_\omega \) network to predict continuous and discrete
variables. Afterwards, the $K$-means clustering algorithm is applied to concatenated continuous and discrete vectors to obtain clustering performance. For downstream tasks like clustering, the cluster characteristics of real data can’t be completely replicated through generated samples. This results in the disentanglement of encoded latent space, which may not be enough because the $E_\omega$ network has never been exposed to real distribution. As a result, adequate performance can’t be obtained with this learning strategy. To tackle this issue, we first learn the lower level representation by using the SIM principle. Afterwards, the learned prior is used to guide more disentanglement in encoded latent space by using three additional losses. Unlike NEMGAN, both the learning stages don’t consider any true level of information.

B. Self-augmented information maximization(SIM) for discrete prior learning:

We use SIM principle to learn the discrete prior($y_1, y_2, ..., y_M$) from the data directly. Our objective is estimate the $s(.)$ by maximised mutual information between $X$ and $Y$. According to Gomes et al. [43], regularised information maximisation (RIM) maximizes the mutual information between the data and its discrete representation $(m = 1, 2, ..., M)$ by learning the prior network $(P_\phi(Y|X))$. Therefore, the regulariser based RIM objective function is defined as follows,

$$R_{\phi} - \beta_p I(X : Y)$$

(5)

where, $I(.)$ measures the mutual information between the data and the discrete representation. The regulariser constraint, $R_{\phi}$, updates the prior network parameters $\phi$. $\beta_p$ controls the regulariser and mutual information. The prior network objective is to maximise the conditional probabilities based on the similar representation of the data [43]. The independent conditional probabilities of given model, $P_\phi(y_1, y_2, ..., y_M|X)$, are represented in the following form,

$$P_\phi(y_1, y_2, ..., y_M|X) = \prod_{m=1}^{M} P_\phi(y_m|X)$$

(6)

Maximising Eq. 6 is to represent the $M$ discrete classes based on the mutual information between data. Hu. et al. [44] suggested the regularisation $(R_\phi)$ can be represented in a flexible formation, which is defined as a self-augmented training (SAT). The self-augmentation regularisation between data $x^r$ and its augmented variations $T(x^r)$ is represented as follows,

$$R_{SAT}(\phi; x^r, T(x^r)) = - \sum_{m=1}^{M-1} \sum_{y_m=0}^{M} P_\phi(y_m|x^r) \log P_\phi(y_m|T(x^r))$$

(7)

where, $T(.)$ is a self augmentation function. $P_\phi(y_m|x^r)$ is the current prediction of data $x^r$ and $\hat{\phi}$ is the current update of $P$ network parameters. Equation 7 represents the ability of the augmented data $(T(x^r))$ to push closer to the conditional probabilities $P_\phi(y_m|x^r)$. Generally, for image data, the augmentation is mostly dealt with an affine transformation such as random rotation, scaling and shearing [44].

The local perturbation of data can’t alter the invariant nature and the local perturbation based self-augmentation can be defined as follows,

$$T(x^r) = x^r + l_p$$

(8)

where $l_p$ is the local perturbation which does not change the data representation in low dimensional regions/manifold [45]. The local perturbation regularisation method is based on the
virtual adversarial training method [46] in which the local perturbation is defined as follows,

\[ l_p = \arg \max_i [R_{SAT}(\tilde{\phi}; x', x^r + l_p), \| l_p \|_2 \leq \beta_i] \]  \hspace{1cm} (9)

The local perturbation solution of Eq. 9 can be easily obtained from [49].

The discrete cluster representation of Eq. 5 can be reviewed in terms of the difference in the mutual information between the entropy and the marginal conditional entropy [43] as follows,

\[ R_{SAT} - \beta_p[H(Y) - \beta_{mu}H(Y|X)] \]  \hspace{1cm} (10)

where, \( H(Y) \) and \( H(Y|X) \) represent the marginal entropy and conditionals entropy, respectively, which are calculated as follows,

\[ H(Y) = h(P_\theta(y_M)) = h\left(\frac{1}{N}\sum_{n=1}^{N} P_\theta(y_M|x'_n)\right) \]  \hspace{1cm} (11)

\[ H(Y|X) = \frac{1}{N}\sum_{n=1}^{N} h(P_\theta(y_M|x'_n)) \]

where, \( h(.) \) is an entropy function. The marginal entropy and conditionals entropy are working together to represent the discrete representation \( (y_M) \) of the data. Hence, Eq. 10 is the final optimization problem that can give us discrete prior index \( (y_M) \) from the data. After obtaining the learned prior, it has to be represented in one-hot-code categorical priors \( (z_M) \) in the proposed SIMI-ClusterGAN. The one-hot code (OHC) representation of \( y_M \) is defined by the following form,

\[ z_M = 1_M(y_M) = \begin{cases} 
1 & \text{when } y_M \in M \\
0 & \text{when } y_M \notin M 
\end{cases} \]  \hspace{1cm} (12)

C. Inference network disentanglement representation in SIMI-ClusterGAN

The generated samples \( (x^g) \) are only considered in the \( (E_\omega) \), to obtain cluster representations of the data in ClusterGAN. However, this can’t guarantee that representation of data always lies in the categories of the labels [7]. Hence, a suitable disentanglement is required to enforce the representation to remain at categories labels. At the same time, it also handles the mode diversity issue. The \( G_\theta \) takes the continuous \( (z_n) \)-discrete \( (\hat{z}M) \) mixtures prior noise to generate samples \( x^g \) and then, the generated samples passing through the \( E_\omega \) to estimate the \( \hat{z}n^M \) and \( \hat{z}M \) by the two equations [3] and [2] respectively. These two equations are known as cyclic loss in ClusterGAN objective Eq. 4. To estimate the posterior distribution from the real data \( (x^r) \), the \( E_\omega \) encodes as \( (\hat{z}n^r, \hat{z}M^r) \). The \( G_\theta \) takes the estimated categorical posterior \( (\hat{z}M^r) \) with varying continuous distribution, \( (z_n) \), to generate realistic samples, \( (\hat{x}^r) \). The encoding and decoding distributions match can be achieved by two networks \( E_\omega \) and \( G_\theta \), respectively [47]. This \( E_\omega - G_\theta \) reconstruction loss is defined as follows,

\[ J_{rec} = \mathbb{E}_{x^r \sim p_r} \| x^r - (G_\theta(E_\omega(x^r))) \|_2 \]  \hspace{1cm} (13)

This loss can be looked upon as the real-reconstructing loss between \( E_\omega \) and \( G_\theta \) pairs to force reconstruction levels disentanglement.

The above cyclic losses and reconstruction losses are used to maintain the local level disentanglement between the real space, \( (x^r) \), and the generated space, \( (x^g) \). To enforce more disentanglement on the \( E_\omega \), we have added one regularisation penalty on the bounded real discrete prior loss. We have used the same \( E_\omega \) networks with sharing weights that will help to update the parameters on different constraints. To determine prior bounding loss, we draw samples from the real distribution, \( x^r \in p_r \) and \( E_\omega \) maps real samples into real disentangle representation variables, \( \hat{z}n^r \) and \( \hat{z}M^r \). The cross-entropy prior bounded loss is defined as follows,

\[ J_{pce} = \mathbb{E}_{x^r \sim p_r} \| (\hat{z}M, E_\omega(x^r)) \|_2 \]  \hspace{1cm} (14)

Moreover, to generate diverse samples within the same prior discrete representation \( (z_M) [48] \), we have also introduced cross-modality loss by considering two generated samples from the \( G_\theta \) network. To generate two samples \( (x^9, \hat{x}^9) \) from \( G_\theta \), two different variants latent codes have been used with the same prior \( (z_M) \). They are obtained by varying the continuous variable \( (z_n) \) only while maintaining \( z_M \) fixed. The latent variables for cross-modality is represented as \( (z_1, z_2) \), where \( z_1 = (z_n, z_M) \) and \( z_2 = (\hat{z}_n, \hat{z}_M = E_\omega(x^r)) \). Cross-modality loss continues to generate diverse images and penalises the generator. Cross-modality is defined as follows,

\[ J_{cm} = \mathbb{E}_{x^r \sim p_r, \hat{z} \sim p_z} \| x_g - (G_\theta(z_n^r, E_\omega(x^r))) \|_2 \]  \hspace{1cm} (15)

D. Final objective function of SIMI-ClusterGAN

The proposed SIMI-ClusterGAN objective function incorporates all of the above defined losses along with ClusterGAN cyclic losses. Thus, the SIMI-ClusterGAN objective function is defined as follows,

\[ \min \max_{\theta_\omega, \eta} \mathbb{E}_{x^r \sim p_r} [f(D_\eta(x))] + \mathbb{E}_{z \sim p_z} [f(1 - D_\eta(G_\theta(z)))] + \alpha_{cel} J_{rec} + \alpha_{mse} J_{mse} + \alpha_{re} J_{rec} + \alpha_{pce} J_{pce} + \alpha_{cm} J_{cm} \]  \hspace{1cm} (16)

where, the regularisation coefficients \( (\alpha_{rec}, \alpha_{pce}, \alpha_{cm}) \) are used to maintain disentanglement of encoded latent space and diversify the generated samples.

IV. RESULTS & EXPERIMENTS

We validate the proposed SIMI-ClusterGAN performance on several benchmark datasets. We used an imbalanced dataset under two imbalanced situations to verify the proposed method’s superiority over ClusterGAN. We also examine the extensive ablation studies of each component of the proposed method’s objective function to evaluate the clustering performance.

A. Datasets

SIMI-ClusterGAN clustering performance has been evaluated on several benchmark datasets such as MNIST, Fashion-MNIST, USPS, Pendigits, 10×73k, STL-10 [49] and CIFAR-10 [50] datasets. The information about these datasets and their corresponding latent space dimensions are provided in Table 4. The SIMI-ClusterGAN algorithm is provided in Algorithm 1.
**Algorithm 1** SIMI-ClusterGAN algorithm

**Input:** training data\(D^{train}\) = \{\(x^r \in R^d, y \in R^M\}\), testing data\(D^{test}\) = \{\(x^r \in R^d, y \in R^M\}\), 
\(epoch_1 = 60, epoch_2 = 200, B_1 = 256, B_2 = 30, \beta_p = 0.1, \beta_l = 0.25, \beta_{mu} = 4, \lambda = 10\), regularisation factors \(\alpha_{cl} = 10, \alpha_{mse} = 10, \alpha_{re} = 1, \alpha_{pce} = 10\) and \(\alpha_{cm} = 1\).

**Output:** \(P_\phi, G_\theta, D_\eta, E_\omega\)

1. Phase 1: The Prior Learning Algorithm (\(P_\phi\))
   2. for epoch in \(epoch_1\) do
      3. Samples \(x^r \in p_1\) drawn in a mini-batch \(B_1\).
      4. Calculate the self-augmentation distance by using equ. (12).
      5. Maximize the discrete representation\(y_M\) by optimizing the equ. (10).
   6. end for

2. SIMI-ClusterGAN using the learned prior\(P_\phi\)
   3. for epoch in \(epoch_2\) do
      4. Sample \(x^r \in p_2\) drawn in a mini-batch \(B_2\).
      5. Calculate discrete prior assignment \(z_M\) by using equation (12).
      6. Samples \(z_n \in p_2\) drawn in a mini-batch \(B_2\).
      7. The continuous-discrete mixture of latent space variable \(z = (z_n, z_M)\).
      8. \(G_\theta(z) \rightarrow x^g\)
      10. WGAN 1-GP stability applied on \(D_\eta\) parameters.
          Discriminator parameters \(\eta\) are updated by the following equation. 
          \(D_\eta \rightarrow D_\eta(x^g) - D_\eta(x^g) + \lambda((|D_\eta(x^g)| - 0)^2\) where, 
          \(x^g = \alpha x^r + (1 - \alpha)x^g\)
   11. end for

12. Encodes the generated samples \(E_\omega(x^g) \rightarrow (\hat{z}_n, \hat{z}_M)\).
13. Calculate the cyclic loss by using equations (3) and (2).
14. The reconstruction loss\(J_{rec}\) between \(E_\omega - G_\theta\) networks pair is obtained by equation (13).
15. The prior bounded cross entropy loss\(J_{pce}\) is obtained by equation (14).
16. The cross-modality loss\(J_{cm}\) is obtained by equation (15).
17. The generator\(G_\theta\) network parameters \(\theta\) are updated by the following form, \(G_\theta \rightarrow D_\eta(x^g) + \alpha_{cl}J_{cl} + \alpha_{mse}J_{mse} + \alpha_{cm}J_{cm} + \alpha_{pce}J_{pce}\)
18. The inference\(E_\omega\) network parameters \(\omega\) are updated by the following form, \(E_\omega \rightarrow \alpha_{cl}J_{cl} + \alpha_{mse}J_{mse} + \alpha_{cm}J_{cm} + \alpha_{re}J_{pce} + \alpha_{pce}J_{pce}\)
19. if epoch2 = 0 then
   20. \# Encode latent spaces for \(D^{test}\) #
   21. \(E_\omega(x^r \in D^{test}) \rightarrow (\hat{z}_n, \hat{z}_M)\)
   22. Apply K-means on \((\hat{z}_n, \hat{z}_M)\) to calculate ACC and NMI values.
23. end if
24. end for

---

**TABLE I:** Data and latent variable Dimensions

| Datasets       | Samples | Labels | Dimensions \(\in R^d\) | \(z_n\) | \(z_M\) |
|---------------|---------|--------|-------------------------|--------|--------|
| MNIST \[51\]  | 70k     | 10     | 1 \times 28 \times 28   | 30     | 10     |
| Fashion-MNIST \[51\] | 70k     | 10     | 1 \times 28 \times 28   | 30     | 10     |
| USPS \[6\]    | 9,298   | 10     | 1 \times 16 \times 16    | 30     | 10     |
| Pendigits \[7\] | 10,992  | 10     | 1 \times 16             | 5       | 10     |
| CIFAR-10 \[4\] | 7,323   | 8      | 1 \times 720             | 30     | 8      |
| STL-10 \[4\]  | 60k     | 10     | 3 \times 32 \times 32    | 50     | 10     |

---

**B. Simulations Implementation**

Four different neural networks \(P_\phi, G_\theta, D_\eta, E_\omega\) have been developed for handling the four different tasks; prior assignment learning, generator, discriminator and clustering inference network, respectively. The \(P_\phi\) is used to learn the prior indices from the data using the self-augmentation maximization principle. This prior assignment is used as the discrete one-hot code variable to train the improved clustering GAN. The data is normalised in the range of \([-1, 1]\) for all datasets except STL-10 \([0, 1]\). The tangent-hyperbolic and sigmoid activation functions are used in the last layer of the \(G_\theta\) network. However, for learning the clustering prior from the data, we have used a \(P_\phi\) network with three MLP hidden layers given by \((d - 1200 - 1200 - M)\) for the MNIST, Fashion-MNIST, CIFAR-10, STL-10 datasets in which \(d \times M\) represent input data dimension and cluster assignments index respectively. For lower dimensional data such as Pendigits, USPS, and \(10 \times 73\)k, we have used the \(P_\phi\) network as \(d - 256 - 256 - M\). For MNIST and Fashion-MNIST, the conv-trans.conv layer with ReLU and LeakyReLU activation functions have been used in \(G_\theta, D_\eta\) and \(E_\omega\) networks respectively \([7]\). The clustering network \(E_\omega\) has the same structure of \(D_\eta\) to estimate continuous\((\hat{z}_n)\) and discrete\((\hat{z}_M)\) variables. For Pendigits, \(10 \times 73\)k and USPS datasets, we have used the two layers MLP models for \(G_\theta, D_\eta\) and \(E_\omega\). Our proposed SIMI-ClusterGAN method has two learning stages. First, the discrete prior learns \(M\) categorical discretization representations from data by using the \(P_\phi\) network. The learning hyper-parameters are set to be \(\beta_p = 0.1\), mutual information coefficient \(\beta_{mu} = 4\), perturbation coefficient \(\beta_l = 0.25\) while updating the \(P_\phi\) network. We have used the ADAM optimizer with learning rate of 0.002. Once the \(M\) categorical representation is obtained then it is formulated into one-hot-code\((\hat{z}_M) \in R^M\) to create \(M\) discrete priors \([7]\). We have added the Gaussian Normal distribution, \(z_n = \mathcal{N}(\mu = 0, \sigma^2 = 1)\), into \(z_M\) to create the \(M\) discrete non-smooth surfaces. The noise samples are drawn from the continuous and discrete mixture variables to generate the realistic samples. Moreover, the learning rate of \(G_\theta, D_\eta, E_\omega\) networks are set to \(1e - 4\). Similarly for \(P_\phi\) network, we have adapted the ADAM optimiser with learning hyper-parameters\((\beta_1 = 0.5, \beta_2 = 0.999)\) \([7], [40]\). To determine the cluster labels from the real datasets, the \(K - means\) \([9]\) algorithm is applied to estimate encode latent space from the \(E_\omega\) network \([7]\). The variation factors of each loss are controlled by five multiplication factors given by \(\alpha_{cl} = 10\) \([7]\), \(\alpha_{mse} = 10\) \([7]\), \(\alpha_{re} = 1\), \(\alpha_{pce} = 10\) and \(\alpha_{cm} = 1\). The simulations are implemented on PyTorch environment with...
NVIDIA GTX GPU.

C. Clustering performance Evaluation

We mainly focus on two popular evaluation indices given by accuracy (ACC) [5] and normalised mutual information (NMI) [5] for comparing the clustering performance. The ACC is defined as follows,

\[
ACC = \max_{\delta} \frac{\sum_{i=1}^{N} 1 \{ c_i = \delta(y^k_i) \}}{N}
\]

where, \( c_i \in R^M \) is the \( i \)-th ground truth labels, \( y^k_i \) is \( i \)-th predicted labels which is obtained by applying K-means method on encoded latent-space \( E_o \) [7]. The \( \delta \) covers all potential one-to-one mappings between true and predicted labels of data. This measure identifies the best match between an unsupervised algorithm’s cluster prediction and a ground truth assignment. The Hungarian method efficiently computes the optimum mapping [59]. Similarly, NMI is defined as follows,

\[
NMI = \frac{2 \times I(Y; c)}{H(Y) + H(c)}
\]

where, \( I(Y; c) \) is defined mutual information between predicted and ground truth labels. NMI determines similarity between the true class and the predicted class labels, which is bounded by 0 (worst similarity) to 1 (ultimate similarity).

Table II represents the clustering results of SIMI-ClusterGAN and other state-of-the art methods on the five benchmark datasets which are mostly dealt with single channel image datasets and a tabular dataset. The best evolution matrices are highlighted in the table II with 5 runs [7]. It is clearly seen from the Table II that deep neural network based clustering methods attained better performance compared to traditional machine-learning approaches. In comparison, our proposed SIMI-ClusterGAN achieved significant performance improvement for all datasets. For the MNIST dataset, our proposed method obtained better performance than the second best results of Dual-AE (ACC: 0.978 vs 0.986, NMI: 0.941 vs 0.958). While learning discrete prior \( P_o \) from the Fashion-MNIST dataset, we have used the following affine distortion to maximize the mutual information between categories \( Y_M \). The following transformations are adopted to learn the \( P_o \) network parameters,

- Uniformly drawn samples along with random rotation by \( \chi \) within \([-10^5, 10^5]\)
- Uniformly drawn samples along with \( x \)-axis and \( y \)-axis by scaling factor \([0.3, 1]\)
- Uniformly drawn samples along \( x \)-axis and \( y \)-axis by random shearing \((-0.3, 0.3)\)

The performance has improved significantly due to random affine transformation on the data since our proposed method is heavily dependent on the learning of the prior. Besides the affine transformations of data, self-augmentation is also applied to learn prior for the proposed SIMI-ClusterGAN method. The ACC and NMI values are 0.721 and 0.675, which are much better than the ClusterGAN. Similarly, for the \( 10 \times 73k \) dataset, our proposed method performance is improved significantly compared with ClusterGAN (ACC: 0.810 vs 0.917, NMI: 0.730 vs 0.878).

Specifically, for 16-dimensional pendants dataset, the K-means method outperformed all the GANs methods. But, our proposed SIMI-ClusterGAN obtained better performance on both evaluation indices (ACC: 0.793 vs 0.857, NMI: 0.730 vs 0.825). For the USPS dataset, the best NMI is obtained by JULE but our proposed method achieved the best results in ACC. The ClusterGAN method obtained ACC and NMI values as 0.798 and 0.703 respectively.

![Fig. 2: Samples generated by SIMI-ClusterGAN for MNIST and Fashion-MNIST datasets. Each row represents each class. The generated classes maintained purity without mixtures of other classes](https://github.com/zhampel/clusterGAN)

![Fig. 3: Samples generated by ClusterGAN for Fashion-MNIST dataset](https://github.com/zhampel/clusterGAN)

All the distinctive classes are fully achieved by SIMI-ClusterGAN method. It is observed from Figure 2 that the SIMI-ClusterGAN is able to generate all the modes without supervision with higher accuracy. For MNIST dataset, all the distinctive classes are represented in each row of Figure 2. Similarly, for Fashion-MNIST, our proposed method is able to generate all the classes without supervision as shown in Figure 3. For fair comparisons of our proposed method with ClusterGAN, we have plotted two distinctive generated classes("Sandal" and "Sneaker") for better understandings. ClusterGAN is not able to generate two distinctive classes without purity, as can be seen in Figure 3. As shown in Figure 4 however, the proposed SIMI-ClusterGAN is capable of generating two different classes with a high degree of purity.

![Fig. 4: Sandal and Sneaker](https://github.com/zhampel/clusterGAN)
TABLE II: Quantitative analysis of the clustering performance

| Datasets        | MNIST Performance Index | Fashion-MNIST Performance Index | USPS Performance Index | Pendigits Performance Index | $10 \times 73k$ Performance Index |
|-----------------|-------------------------|---------------------------------|------------------------|-----------------------------|-----------------------------------|
| Models          | ACC     | NMI     | ACC     | NMI     | ACC     | NMI     | ACC     | NMI     | ACC     | NMI     |
| K-means [9]     | 0.532   | 0.500   | 0.474   | 0.501   | 0.668   | 0.601   | 0.793   | 0.730   | 0.623   | 0.577   |
| NMF [52]        | 0.471   | 0.452   | 0.500   | 0.510   | 0.652   | 0.693   | 0.670   | 0.580   | 0.710   | 0.690   |
| SC [53]         | 0.656   | 0.731   | 0.660   | 0.704   | 0.649   | 0.794   | 0.700   | 0.690   | 0.400   | 0.290   |
| AGGLO [54]      | 0.640   | 0.650   | 0.550   | 0.570   | -       | -       | 0.700   | 0.690   | 0.630   | 0.580   |
| DEC [5]         | 0.863   | 0.834   | 0.518   | 0.546   | 0.762   | 0.767   | -       | -       | -       | -       |
| DCN [4]         | 0.802   | 0.786   | 0.563   | 0.608   | -       | -       | 0.720   | 0.690   | -       | -       |
| JULE [25]       | 0.964   | 0.913   | 0.563   | 0.608   | 0.950   | 0.913   | -       | -       | -       | -       |
| DEPICT [55]     | 0.965   | 0.917   | 0.392   | 0.392   | 0.899   | 0.906   | -       | -       | -       | -       |
| SpectralNet [56]| 0.800   | 0.814   | -       | -       | -       | -       | -       | -       | -       | -       |
| Dual-AE [6]     | 0.978   | 0.941   | 0.662   | 0.645   | 0.869   | 0.857   | -       | -       | -       | -       |
| InfoGAN [24]    | 0.890   | 0.860   | 0.610   | 0.590   | -       | -       | 0.720   | 0.730   | 0.620   | 0.580   |
| ClusterGAN [7]  | 0.950   | 0.890   | 0.630   | 0.640   | 0.798*  | 0.703*  | 0.770   | 0.730   | 0.810   | 0.730   |
| GAN with bp [7] | 0.950   | 0.900   | 0.560   | 0.530   | -       | -       | 0.760   | 0.710   | 0.650   | 0.590   |
| CaTGAN [57]     | 0.890   | 0.900   | 0.550   | 0.600   | -       | -       | -       | -       | -       | -       |
| GANMM [58]      | 0.640   | 0.610   | 0.340   | 0.270   | -       | -       | -       | -       | -       | -       |
| NEMGAN [23]     | 0.960   | 0.910   | 0.650   | 0.610   | -       | -       | -       | -       | -       | -       |
| SIMI-ClusterGAN | 0.986   | 0.958   | 0.745   | 0.705   | 0.951   | 0.894   | 0.857   | 0.825   | 0.917   | 0.878   |

No available data : (−), simulated : *.

![Fig. 4: Samples generated by SIMI-ClusterGAN for Fashion-MNIST dataset](image)

D. Complex high-dimensional dataset performance

We evaluate the proposed SIMI-ClusterGAN clustering performance on complex coloured image datasets: CIFAR-10 and STL-10. For learning the clustering prior, the colour image can’t be directly used in the $F_\phi$ network because associated raw pixels of images are colour dominant [44]. Therefore, for learning the prior clustering assignments, we have used 50-layer pretrained features extractor from raw data [44], [60]. We are not directly using the class information to $F_\phi$ network. Instead, the well-separated lower dimensional features are used to get the class assignment prior. For both the cases, the extracted features size is $2048$. Once, the prior assignment network is learned from extracted features data, the learned prior is used to train SIMI-ClusterGAN. The clustering performance of feature space data is listed in the Table III. It is clearly observed from the table III that our proposed method has outperformed other state-of-the-art methods. The uniform prior based ClusterGAN accuracy performance for CIFAR-10 is obtained as 15.9. This is because the clustering loss in clustering inference network is focused on the generated samples’ semantics instead of categories of data [7]. The ClusterGAN accuracy performance for STL-10 dataset is 12.6. Similarly for the STL-10 dataset, our proposed method SIMI-ClusterGAN obtained better results.

![Fig. 5: Encoding latent space visualisation for CIFAR-10 dataset where colors are used to differentiate between distinct types of classes](image)
When dealing with high-dimensional datasets such as CIFAR10 and STL-10, the disentanglement at $E_\omega$ is very important in determining the accuracy of clustering. In order to facilitate comprehension, the superiority of the SIMI-ClusterGAN over the ClusterGAN is displayed in Figure 5 which shows estimated encoded latent spaces from both methods in comparison to each other. Due to the joint learning framework of $E_\omega - G_{\theta}$ networks in the ClusterGAN method, $E_\omega$ is more reliable on generated sample semantics than focusing on downstream tasks like clustering. When we incorporate prior learning with three additional losses, the encoded latent spaces are well separated from ClusterGAN, which will lead to a significant improvement in clustering performance. Similar phenomena are also being observed for the STL-10 dataset. The encoded latent representation for the STL-10 dataset is depicted in Fig 6 where both clustering methods’ results are shown.

![Fig. 6: Encoding latent space visualisation for STL-10 dataset](image)

E. Latent space interpolation

The one-hot code ($z_M$) variable of the proposed SIMI-ClusterGAN method represents the cluster information in the data. The continuous variable ($z_n$) is controlling the variation of Gaussian representation in the latent space. In addition, we have also used the interpolation between different classes while varying two discrete variables $z_1^M$, $z_2^M$. The new continuous-discrete latent space vector is represented by $z = (z_n, \tau z_1^M + (1 - \tau) z_2^M)$ where $\tau \in [0, 1]$, and $z_n$ is fixed. The smooth transition between one class to another class is depicted in Figure 7 for the two datasets MNIST and Fashion-MNIST.

![Fig. 7: Latent space interpolation between classes](image)

F. Ablation studies

We have extensively analysed the proposed SIMI-ClusterGAN components in the following subsections.

![Fig. 8: Visualisation of individual loss performance through t-SNE](image)

| Dataset | Fashion-MNIST | NMI | ACC |
|---------|---------------|-----|-----|
| $J_{\text{ce}} + J_{\text{mse}}$ | 0.5796 | 0.5853 |
| $J_{\text{ce}} + J_{\text{mse}} + J_{\text{rec}}$ | 0.6580 | 0.6996 |
| $J_{\text{ce}} + J_{\text{mse}} + J_{\text{rec}} + J_{\text{cm}} + J_{\text{pce}}$ | 0.6620 | 0.7056 |
| all losses | 0.7053 | 0.7459 |

1) different losses in SIMI-ClusterGAN: We also evaluate each loss function in the proposed SIMI-ClusterGAN objective function. The performance on Fashion-MNIST data by SIMI-ClusterGAN is reported in Table IV. In Table IV the first loss is related when only the generated samples are passed to clustering inference network [7]. The uniform distribution based prior learning is not adequate to improve the clustering performance while using only generated samples. The performance is below the ClusterGAN performance. While considering the reconstruction loss into proposed objective function, the performance has improved significantly. All losses have an individual impact on the clustering performance to get accurate categories in fully unsupervised way. Figure 8 depicts the encoding latent space in 2D for Fashion-MNIST dataset. Figure 8a depicts the raw-data in 2D encoding latent space. Considering the generated samples to the encoding network, the t-SNE [63] plot of encoded latent space is illustrated in Figure 8b which gives better representation than the raw-data. In addition, the encoding space gets better separated while considering the reconstruction loss into the proposed objective function. As illustrated in the Fig 8c the SIMI-ClusterGAN gives better discrimination on encoding space while considering all the losses into proposed objective function.
2) Variations of $\sigma$ in $z_n$: A non-smooth latent variable is formed when the continuous variable ($z_n$) is mixed with the discrete variables ($z_M$). Because the non-smooth bounded prior has an effect on clustering performance, it is thus necessary to assess the performance of clustering while changing the variance ($\sigma$) of the continuous variable ($z_n$). Therefore, we have illustrated the clustering performance on the Figure 9 when $\sigma$ is varied incrementally by 0.3. When the variance is at its highest ($\sigma = 1.0$), ClusterGAN suffers a significant performance drop. Our suggested SIMI-ClusterGAN, in contrast to ClusterGAN, has no performance issues. Therefore, SIMI-ClusterGAN has a more robust performance than ClusterGAN.

![Figure 9: Varying $\sigma$ in $z_n$](image)

3) Uniform Prior based SIMI-ClusterGAN: We also examined the clustering performance of our proposed method with the ClusterGAN when the $P_\omega$ network is not involved in the adversarial game. Thus, the SIMI-ClusterGAN prior comes from uniform distribution, as it is like ClusterGAN. Table V depicts the quantitative performance comparison between ClusterGAN and SIMI-ClusterGAN. It is clearly observed from the Table V that SIMI-ClusterGAN produces more disentanglement’s by considering the real data distribution into $E_\omega$ network. However, for CIFAR-10 dataset, the adequate performance can’t be obtained by considering uniform prior distribution. When the $E_\omega - G_\theta$ networks work together to learn, the $E_\omega$ focus is on semantics of the data rather than clustering. Therefore, prior learning is required for forcing $E_\omega$ network to match the real data distribution.

![Figure 10: Encoding latent space visualisation by t-SNE [63](a) ClusterGAN (b) SIMI-ClusterGAN](image)

For three classes imbalanced conditions, both the methods failed to generate the minor ‘digit-1’ which is shown in the Figure 11. However, for other two minor classes (‘digit-3’ and ‘digit-5’), proposed SIMI-ClusterGAN is able to generate pure classes. For better visual understanding, we have plotted with two minor classes data in Figure 13 in which ’50’samples were generated for each class. It is clearly observed from the Figure 13 that our proposed method is able to generate both classes with high purity. However, ClusterGAN, generated mixture of samples of ‘digit-3’ and ‘digit-5’ and 50 samples were generated for digit-8. We have also visualised encoding latent space in 2D for both the methods in Figure 12.

![Figure 11: Encoding latent space visualisation by t-SNE](image)

For three classes imbalanced conditions, both the methods failed to generate the minor ‘digit-1’ which is shown in the Figure 11. However, for other two minor classes (‘digit-3’ and ‘digit-5’), proposed SIMI-ClusterGAN is able to generate pure classes. For better visual understanding, we have plotted with two minor classes data in Figure 13 in which ’50’samples were generated for each class. It is clearly observed from the Figure 13 that our proposed method is able to generate both classes with high purity. However, ClusterGAN, generated mixture of samples of ‘digit-3’ and ‘digit-5’ and 50 samples were generated for digit-8. We have also visualised encoding latent space in 2D for both the methods in Figure 12.

![Figure 12: Encoding latent space visualisation by t-SNE](image)

V. CONCLUSION

In this paper, we have proposed a SIMI-ClusterGAN which is the modification of uniform prior latent space based ClusterGAN method. The proposed method consists of four networks, a prior network, a generator, a discriminator and a clustering inference network. The proposed method is followed by two stage learning methods: learning categorical prior from the conditional generator and discriminator. The simulation results indicate that the proposed SIMI-ClusterGAN achieved better performance than the state-of-the-art methods. The effectiveness of each loss has been studied through an ablation study.

![Figure 13: Encoding latent space visualisation by t-SNE](image)
It is also observed that the proposed method can handle imbalanced conditions. However, if the data distribution is highly imbalanced in nature, the SIM-based $P_o$ won’t be able to capture how the real data is distributed. Consequently, SIMI-ClusterGAN fails to generate the minority classes. Rather than relying on two-stage techniques, we will instead leverage self-supervised losses \cite{64} to develop a single-stage learning technique that simultaneously updates prior and clustering inference networks.
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