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ABSTRACT. In this paper we will present a construction of a CAT(0) cube complex (an infinite cube), on which the uncountable family of Grigorchuk groups $G_\omega$ act without bounded orbit. Moreover, if the sequence $\omega$ does not contain repetition, we prove that the action is proper and faithful. As a consequence of this result, this cube complex is a model for the classifying space of proper actions for all the groups $G_\omega$ with $\omega$ without repetition. This construction works in a general way for any group acting on a set and which admits a commensurated subset. These examples of non-elliptic actions of infinite finitely generated torsion groups on a non-positively curved cube complex contrast to several established fixed-point theorems concerning actions of torsion groups.

1. INTRODUCTION

CAT(0) cube complexes are nice examples of CAT(0) spaces that share many similarities with trees. Their combinatoric and geometric properties provide useful tools to study the large class of groups which admit non-trivial actions on CAT(0) cube complexes. Groups acting on CAT(0) cube complexes were shown to play an important role in low dimensional topology [11, 23, 25, 37] and in geometric group theory [7, 8, 9, 30, 31, 32, 34].

In [15], Grigorchuk constructed an infinite finitely generated 2-group, now known as the first Grigorchuk group, and showed that this group has a lot of exotic properties. Most notably, it is of intermediate growth and hence amenable, but not elementary amenable. This example was generalized in [16] to an uncountable family of groups $\{G_\omega\}_{\omega \in \{0,1,2\}^\omega}$, the Grigorchuk groups, that have since generated a lot of research. Grigorchuk groups are defined by their action by automorphisms on the infinite binary rooted tree. This action extends naturally to an action by homeomorphisms on the boundary of the tree. Schreier graphs of stabilizers of points in this action have linear structure and have proved an important tool in the study of these groups, see e.g. [2, 17, 18, 36].

In [33], Sageev showed that if a finitely generated group has a Schreier graph with more than one end, then one can construct a CAT(0) cube complex on which the group acts without bounded orbit. The way in which the complex and the action are constructed is explicitly described when an almost invariant subset is given, which is the case if a description of a multi-ended Schreier graph is available.

It is well known that Grigorchuk groups have Schreier graphs with 2 ends and hence it is tempting to apply Sageev’s construction and to investigate the complex that it gives and the action of $G_\omega$ on it for different sequences $\omega$. Recall that the groups $G_\omega$ are not quasi-isometric and may have different algebraic and geometric properties, for example, being torsion groups or not. We will show explicitly how all groups $G_\omega$ act on an infinite cube $\mathcal{X}$ (isometric to all the $\mathcal{X}_\omega$) without bounded orbit, see Theorem 13.

Moreover, we can strengthen this result for an uncountable subfamily of groups $G_\omega$, including the self-similar examples $G_{(012)}$ (the first Grigorchuk group which is an infinite

---

1It is always possible to find a common cubulation for groups, since every CAT(0) cube complex can be equivariantly embedded into an infinite cube. In other words, all the (countable) cubulable groups act on the (countably) infinite cube.
2-group) and $G_{[01]}$ (which has an element of infinite order), by proving that the actions of these groups on $\mathcal{X}$ are faithful and proper, see Theorem C.

All Grigorchuk groups $G_\omega$ are amenable and therefore have the Haagerup property [5]. It is known that groups with the Haagerup property satisfy the Baum-Connes conjecture [26]. Recall that this conjecture links the $K$-homology of the classifying space of proper actions of a group $G$ and the $K$-theory of its reduced $C^*$-algebra by conjecturing that the assembly map $\mu_i: RK^G_i(EG) \to K_i(C^*_r(G))$ is an isomorphism for $i = 0, 1$, see [35]. Even if the conjecture is proved for a particular group, it is interesting to be able to describe the isomorphisms $\mu_i$. For this, we need a model for the classifying space of proper actions $EG$.

Theorem 4.0.2 shows that the complex $\mathcal{X}$ gives such a model for all the groups $G_\omega$ whose action on $\mathcal{X}$ is proper.

From the more global point of view of the geometric group theory, there are various results which show that purely elliptic actions of finitely generated groups on non-positively curved complexes are automatically elliptic, see [20] and the references therein. However, the construction presented in this paper diverges from these results by providing examples of purely periodic actions without fixed points of finitely generated groups.

In reality, this construction applies more generally to groups acting transitively on a set and admitting a commensurated subset, see Theorem A. We shall present this general construction in Section 2 before applying it to the case of Grigorchuk groups in the remaining sections, see Theorem B and Theorem C.

2. General Case

2.1. CAT(0) cube complexes. Let us recall some useful facts and fixing notations about cube complexes and group actions. A cube complex is a space obtained by gluing, via isometries, euclidean cubes with edges of length one. This space can be equipped with a metric induced by that of the cubes. If the complex is simply connected and if the link of each cube does not contain the boundary of a triangle which is not filled then the metric verifies the CAT(0) condition, see [27, Theorem B.8].

A key feature of CAT(0) cube complexes is the existence of hyperplanes. Two edges are said equivalent if they are the opposite sides of a square. An equivalent class of edges is a hyperplane. It is also possible to define hyperplanes in a more geometrical way, as the codimension-1 subspace spanned by the midpoints of the edges. In the case of a CAT(0) cube complex, hyperplanes are also CAT(0) cube complexes which split the complex into exactly two connected components called half-spaces, see [33] for details.

The following proposition will be useful. It is a generalization, without any restriction on dimension or local finiteness, of the fixed point theorems for actions with bounded orbits.

**Proposition 2.1.1.** Let $G$ be a group acting on a CAT(0) cube complex $X$. If the action has a bounded orbit and no hyperplane-inversion (i.e. no element sends a half space to its complement), then $G$ fixes a vertex of $X$.

**Proof.** It is known that if a group acts with bounded orbits on a CAT(0) cube complex, there exists a cube $Q$ which is stabilized by the action. If the dimension of $Q$ is equal to 0, we have our fixed point. If the dimension is greater than 0, let $h$ be a hyperplane which crosses $Q$ and $h_+$ be one of the two halfspaces delimited by $h$. As the action does not contain any inversion, the set of halfspaces $\{gh_+: g \in G\}$ pairwise intersect. Using the Helly property, the set $Q \cap \bigcap_{g \in G} gh_+$

---

2Here, an action is called proper if the cubes’ stabilizers are all finite.
is not empty and provides a proper subcube of $Q$ which is stabilized by the action of $G$. We can find a fixed vertex by iterating the process. □

### 2.2. Commensurated subset and action on a cube complex.
Following Cornulier’s work [10], we will use the fact that the main ingredient of this construction is the existence of a group action on a set that has a commensurated subset.

**Definition 2.2.1.** Let $G$ be a group which acts on a set $X$. A subset $Y$ of $X$ is **commensurated** by the action of $G$ if

$$|gY \triangle Y| < \infty$$

for all $g$ in $G$.

In this case, we will prove the following result

**Theorem A.** Let $G$ be a group acting on a set $S$ and $R \subset S$ a subset. Assume that:
- $G$ acts transitively on $S$.
- $R$ is commensurated by $G$ and $R$ and $S \setminus R$ are both infinite.

Then $G$ acts on an infinite cube $X$ without bounded orbit and every subgroup $H < G$ with bounded orbits fixes a vertex.

Moreover, if
- $\text{Stab}(T)$ is finite for every $T \subset S$ such that $T \triangle R$ is finite,
then $G$ acts properly on $X$.

**Proof.** We consider $\mathcal{P}(S)$ the set of subsets of $S$ which can be seen as

$$\mathcal{P}(S) \cong \{0, 1\}^S \cong \{\varphi : S \to \{0, 1\}\}.$$  

This set can naturally be endowed with a cube complex structure. Each subset of $S$ is a vertex and two vertices are connected by an edge if and only if their symmetric difference contains one element. We use this element to label the edge. The hyperplanes consists of the sets of edges with the same label. For every element $s$ of $S$, the associated hyperplane $h_s$ cuts the complex into two halfspaces $h^0_s$ and $h^1_s$. The vertices contained in these halfspaces can be explicitly described

$$h^0_s = \{\varphi \in \mathcal{P}(S) : \varphi(s) = 0\} \text{ and } h^1_s = \{\varphi \in \mathcal{P}(S) : \varphi(s) = 1\}.$$  

If $S$ is infinite, the cube complex has infinite dimension and is neither locally finite nor path connected.

The action $G \curvearrowright S$ can be extended to an action $G \curvearrowright \mathcal{P}(S)$ via

$$g\varphi(s) = \varphi(g^{-1}s).$$

Let us consider $X$ the connected component which contains the vertex associated to the subset $R$. It should be observed that since $R$ and $S \setminus R$ are infinite, the preimage of 0 and 1 are infinite for all the vertices of $X$ (viewed as functions).

As $R$ is commensurated by the action of $G$, the action $G \curvearrowright \mathcal{P}(S)$ can be restricted to an action $G \curvearrowright X$. Combining the descriptions of the halfspaces, the facts that $G$ acts transitively on $X$ and that the functions associated to the vertices of $X$ are equal to 0 and 1 one infinitely many elements of $S$, we observe that the action does not contain a hyperplane inversion. Then, by the Proposition 2.1.1 if a subgroup $H$ has a bounded orbit, it fixes a vertex. However, the only vertices which are fixed by the group $G$ are those associated with $\emptyset$ and $S$, but they are not in $X$. Then, the group $G$ acts without bounded orbit. The second part of the proposition is clear. □

We will now apply Theorem A to Grigorchuk groups. To do this, we first need to construct an action on a set and find a set that is commensurated. Then we will show that the action is proper in some cases.
3. Grigorchuk groups and group action

3.1. Grigorchuk groups. Let $\mathcal{T}_2$ denote the infinite binary rooted tree. The vertices of this tree can be described as (finite) binary sequences, see Figure 1.

Definition 3.1.1. Let $\omega = \omega_1\omega_2\ldots$ be an infinite sequence in $\{0, 1, 2\}^\infty$. Denote by $\sigma$ the shift on the space $\{0, 1, 2\}^\infty$. The group $G_\omega$ is the subgroup of the automorphisms group of $\mathcal{T}_2$ generated by the automorphisms $a, b_\omega, c_\omega, d_\omega$ where,

$$a(0x) = 1x \quad \text{and} \quad a(1x) = 0x$$

for all binary sequences $x$ and

$$b_\omega(0x) = \begin{cases} \omega_1(x) & \text{if } \omega_1 = 2 \\ 0x & \text{if } \omega_1 \neq 2 \end{cases} \quad \quad b_\omega(1x) = 1b_\sigma \omega(x)$$

$$c_\omega(0x) = \begin{cases} \omega_1(x) & \text{if } \omega_1 = 1 \\ 0x & \text{if } \omega_1 \neq 1 \end{cases} \quad \quad c_\omega(1x) = 1c_\sigma \omega(x)$$

$$d_\omega(0x) = \begin{cases} \omega_1(x) & \text{if } \omega_1 = 0 \\ 0x & \text{if } \omega_1 \neq 0 \end{cases} \quad \quad d_\omega(1x) = 1d_\sigma \omega(x).$$

The actions of these generators can be represented graphically, see Figure 2.

Let $v$ be a vertex of the $n$th level of the tree and $g \in G_\omega$ an element which fix $v$. We can look at the action of $g$ on the subtree rooted at $v$. This subtree is isometric to $\mathcal{T}_2$ and then, we can define a new automorphism, which is an element of $G_{\sigma \omega}$. This automorphism is called the restriction of $g$ on $v$ and is denoted by $g_v$.

An element $g$ stabilizes the $n$th level if $g(v) = v$ for every $v$ on the $n$th level. The subgroup of all such elements in $G_\omega$ is $\text{Stab}_\omega(n)$, the stabilizer of the $n$th level. For an element $g$ in $\text{Stab}_\omega(1)$, we denote by $(g_0, g_1)$ the two restrictions of $g$ on the two subtrees rooted at the first level. If $g$ does not stabilize the first level, we can still write it as $a(g_0, g_1)$. We refer the reader to the section VII of [11] and [19] for a detailed general exposition of these concepts.

3.2. Construction of the action. The action of $G_\omega$ can be extended to $\partial \mathcal{T}_2$, the boundary of the tree. The points of the boundary $\partial \mathcal{T}_2$ of the tree can be seen as one-sided binary sequences. Consider the orbit of $0^\omega$ and define $\Gamma_\omega$ as the graph with $G_\omega 0^\omega$ as vertices and $\{(g0^\omega, sg0^\omega) : g \in G_\omega, s \in \{a, b_\omega, c_\omega, d_\omega\}\}$ as edges. This is the orbital graph of the action of $G_\omega$ on $0^\omega$. These graphs are not isomorphic if we look at them as labelled graphs, but the underlying unlabelled graphs are the same.

3By labelled graph we mean a graph with edges labelled by generators $\{a, b_\omega, c_\omega, d_\omega\}$.
Proposition 3.2.1. The vertices of the graphs $\Gamma_\omega$ are exactly the infinite sequences with a finite number of 1. Moreover all the $\Gamma_\omega$ are equal as unlabelled graphs.

Proof. These facts are proved in [28] for the orbital graph of $1^\infty$, but the proofs can be adapted directly. □

Definition 3.2.2. We define the graph $\Gamma$ as the underlying unlabelled graph of the graphs $\Gamma_\omega$ and $V(\Gamma)$ as its set of vertices.

See Figure 3 for some examples of graphs $\Gamma_\omega$ and $\Gamma$.

We will now define the commensurated subset. Let $\Gamma_+$ be the set of vertices of $\Gamma$ including $0^\infty$ and all the vertices on the right side of it, see Figure 4.

The vertices of $\Gamma_+$ can be described in an explicit way as follows,

Proposition 3.2.3. The set $\Gamma_+$ consists of $0^\infty$ and all the vertices of the form $x = x_1x_2\ldots x_n0^\infty$ with $x_n = 1$ and $n$ odd.

Proof. Let us begin by an observation. Given any element $x$ of $\{0,1\}^\infty$, a generator $s$ of $G_\omega$ can only acts non-trivially in two ways:
The black vertices are elements of $\Gamma_+^\omega$.

- flip the first digit of $x$ (if $s = a$
- flip the digit after the first apparition of 0 (if $s \in \{b_\omega, c_\omega, d_\omega\}$)

It is straightforward to see that these two moves do not change the parity of the position of the last 1, except for $0^\omega$ and $10^\omega$. We constructed $\Gamma$ in a way to have $10^\omega$ on the right of $0^\omega$, and then, the parity of the position of the last 1 is the same as for $10^\omega$ for all the other vertices on the right of $0^\omega$. □

**Proposition 3.2.4.** The set $\Gamma_+^\omega$ is commensurated by the action of $G_{\omega}$.

**Proof.** We need to prove that $g\Gamma_+^\omega \triangle \Gamma_+^\omega$ is finite for every $g$ in $G_{\omega}$.

Let $Y = \Gamma_+^\omega \setminus g\Gamma_+^\omega$. If $n$ is the length of $g$ with respect to the standard generating set, a vertex $x$ in $Y$ must be at distance at most $n$ of $\Gamma_+^\omega$ in the graph $\Gamma$. As this graph is locally finite, $Y$ is necessarily finite. Similarly $g\Gamma_+^\omega \setminus \Gamma_+^\omega$ is finite and so $g\Gamma_+^\omega \triangle \Gamma_+^\omega$ is also finite. □

The following theorem is now a direct consequence of the first part of the previous proposition and Theorem A.

**Theorem B.** There exist an infinite $\text{CAT}(0)$ cube complex $\mathcal{X}$ on which every $G_{\omega}$ acts without bounded orbit, for every $\omega$ in $\{0, 1, 2\}^\omega$.

In the following, we will keep the notation $\mathcal{X}$ for this cube complex which is the connected component of $\Gamma_+^\omega$ in the infinite cube constructed from the set $\Gamma$ (see section 2 for details).

**Remark 3.2.5.** We can ask if it is possible to construct an action of $G_{\omega}$ without bounded orbit on a $\text{CAT}(0)$ cube complex of finite dimension, or at least of locally finite dimension. A negative answer can be given for the groups $G_{\omega}$ whose sequences $\omega$ contain an infinity of 0, 1 and 2. Indeed, such groups are 2-groups, see [16], and the following theorem shows that they cannot act on smaller $\text{CAT}(0)$ cube complexes without bounded orbit.

**Theorem 3.2.6 ( [14]).** Let $G$ be a group acting on a $\text{CAT}(0)$ cube complex $X$. Assume that there is a finite number of orbits of hyperplanes and that $X$ does not contain an Hilbert cube

$\text{4}$A Hilbert cube is the product of countably infinitely many copies of intervals $[0, 1]^n$.

3.3. Properness and Faithfulness. In this section, we will consider the uncountable subfamily of Grigorchuk groups $G_{\omega}$ which are indexed by sequences $\omega$ in $\{0, 1, 2\}^\omega$ without repetition, i.e. $\omega_i \neq \omega_{i+1}$ for every $i$, and prove that their action on $\mathcal{X}$ is proper and faithful by using the second part of Theorem A.

The idea of the proof is to show that stabilizing a subset of vertices of $\Gamma$ is a strong condition and only few elements of $G_{\omega}$ succeed. We will decompose this proof into different steps. Firstly, we will compute the stabilizers of two particular subsets of $V(\Gamma)$. Secondly, we will show that the stabilizer of a subset of vertices of $\Gamma$ which has a finite symmetric difference with the two particular subsets, is also finite. Finally, we will explain how these stabilizers of subsets can be related with the stabilizers of the cubes of $\mathcal{X}$.

Let us begin by defining precisely the notion of stabilizer of a subset of $V(\Gamma)$ and the two particular subsets that we will study.
Definition 3.3.1. Let \( \Omega \subset V(\Gamma) \) be a subset of vertices of \( \Gamma \) and \( G_\omega \) a Grigorchuk group. The stabilizer of \( \Omega \) for the action of \( G_\omega \cap \mathcal{K} \) is
\[
\text{Stab}_\omega(\Omega) = \{ g \in G_\omega : g\Omega = \Omega \}.
\]

Definition 3.3.2. We will study two particular subsets of \( V(\Gamma) \):
- \( \Gamma_+ \), which we have already described above
- \( \tilde{\Gamma}_+ = \Gamma_+ \setminus \{0^\omega\} \).

The following lemma explains the behaviour of the vertices of \( \Gamma \) between these two subsets when we add a digit at the beginning of their binary writing.

Lemma 3.3.3. Let \( x \) be a vertex of \( \Gamma \). Then
- \( x \in \Gamma_+ \iff 0x \in \tilde{\Gamma}_+ \).
- \( x \in \Gamma_0 \iff 0x \in \tilde{\Gamma}_+ \).
- \( x \in \Gamma_+ \Rightarrow 1x \in \tilde{\Gamma}_+ \).
- \( x \in \tilde{\Gamma}_+ \iff 0x \in \Gamma_+ \).
- \( x \in \tilde{\Gamma}_0 \iff 0x \in \Gamma_+ \).
- \( x \in \tilde{\Gamma}_+ \iff 1x \in \Gamma_+ \).

Proof. We proved in Proposition 3.3.2 that \( \Gamma_+ \) can be fully described by looking at the parity of the position of the last digit 1. This allows us to give the following descriptions:
\[
\begin{align*}
\Gamma_+ &= \{0^\omega\} \cup \{x_1x_2\ldots x_{2n+1}0^\omega\} \\
\Gamma_0 &= \{x_1x_2\ldots x_{2n}0^\omega\} \\
\tilde{\Gamma}_+ &= \{x_1x_2\ldots x_{2n+1}0^\omega\} \\
\tilde{\Gamma}_0 &= \{0^\omega\} \cup \{x_1x_2\ldots x_{2n}0^\omega\}
\end{align*}
\]
where every last \( x_i \) is equal to 1. Every point of the lemma can be proved by direct computations using these descriptions.

We will study the restrictions of elements of \( \text{Stab}_\omega(\Gamma_+) \) and \( \text{Stab}_\omega(\tilde{\Gamma}_+) \) on the first level of the tree.

Lemma 3.3.4. Let \( \omega \) be a sequence in \( \{0, 1, 2\}^\omega \) and \( g \) an element of \( G_\omega \).
- (1) If \( g \) stabilizes the first level of the tree and \( g \in \text{Stab}_\omega(\Gamma_+) \), then \( g_0, g_1 \in \text{Stab}_{\sigma_0}(\tilde{\Gamma}_+) \).
- (2) If \( g \) stabilizes the first level of the tree and \( g \in \text{Stab}_\omega(\tilde{\Gamma}_+) \), then \( g_0 \in \text{Stab}_{\sigma_0}(\Gamma_+) \) and \( g_1 \in \text{Stab}_{\sigma_0}(\Gamma_+) \cap \text{Stab}_{\sigma_0}(\tilde{\Gamma}_+) \).
- (3) If \( g \) does not stabilize the first level of the tree and \( g \in \text{Stab}_\omega(\tilde{\Gamma}_+) \), then \( g_0, g_1 \in \text{Stab}_{\sigma_0}(\Gamma_+) \cap \text{Stab}_{\sigma_0}(\tilde{\Gamma}_+) \).

Proof. Let’s start by noting that an element \( g \) is in \( \text{Stab}_\omega(\Gamma_+) \) (resp. \( \text{Stab}_\omega(\tilde{\Gamma}_+) \)) if and only if it is in \( \text{Stab}_{\sigma_0}(\Gamma_+) \) (resp. \( \text{Stab}_{\sigma_0}(\tilde{\Gamma}_+) \)). The proof is an application of Lemma 3.3.3

1. Let \( g \) be an element of \( \text{Stab}_\omega(\Gamma_+) \) which stabilizes the first level of the tree. Then,
\[
\begin{align*}
x \in \tilde{\Gamma}_+ \Rightarrow 0x & \in \Gamma_+ \\
\Rightarrow g(0x) & \in \Gamma_+ \\
\Rightarrow 0g_0(x) & \in \Gamma_+ \\
\Rightarrow g_0(x) & \in \tilde{\Gamma}_+ \\
\Rightarrow g_0 & \in \text{Stab}_{\sigma_0}(\tilde{\Gamma}_+),
\end{align*}
\]
(2) Let $g$ be an element of $\text{Stab}_\omega(\tilde{\Gamma}_0)$ which stabilizes the first level of the tree. Then,

$$
x \in \tilde{\Gamma}_0' \Rightarrow 1x \in \Gamma_+
\Rightarrow g(1x) \in \Gamma_+
\Rightarrow 1g_1(x) \in \Gamma_+
\Rightarrow g_1(x) \in \tilde{\Gamma}_0^c
\Rightarrow g_1 \in \text{Stab}_{\sigma\omega}(\tilde{\Gamma}_0),
$$

(3) Let $g$ be an element of $\text{Stab}_\omega(\tilde{\Gamma}_0)$ which does not stabilize the first level of the tree. Then,

$$
x \in \tilde{\Gamma}_0' \Rightarrow 0x \in \tilde{\Gamma}_0'
\Rightarrow g(0x) \in \tilde{\Gamma}_0'
\Rightarrow 0g_0(x) \in \tilde{\Gamma}_0'
\Rightarrow g_0(x) \in \Gamma_+
\Rightarrow g_0 \in \text{Stab}_{\sigma\omega}(\Gamma_+),
$$
\[ x \in \Gamma_+ \Rightarrow 1x \in \tilde{\Gamma}_+ \]
\[ \Rightarrow g(1x) \in \tilde{\Gamma}_+ \]
\[ \Rightarrow 0g_1(x) \in \tilde{\Gamma}_+ \]
\[ \Rightarrow g_1(x) \in \Gamma_+ \]
\[ \Rightarrow g_1 \in \text{Stab}_{\sigma \omega}(\Gamma_+) \]

We recall the following classical lemma which gives an estimate of the size of restrictions of an element which fixes the first level of the tree.

**Lemma 3.3.5.** Let \( \omega \) be a sequence in \( \{0, 1, 2\}^\infty \) and \( g \) an element of \( G_\omega \) which stabilizes the first level of the tree. Then,

\[ l_{\sigma \omega}(g_i) \leq \frac{l_\omega(g) + 1}{2} \quad i = 0, 1 \]

where \( l_\omega(g) \) (resp. \( l_{\sigma \omega} \)) is the length function with respect to the corresponding generating set of \( G_\omega \) (resp. of \( G_{\sigma \omega} \)).

**Proof.** It is a straightforward generalization of [11, Lemma VIII.46].

We can now compute explicitly the stabilizers of \( \Gamma_+ \) and \( \tilde{\Gamma}_+ \).

**Proposition 3.3.6.** Let \( \omega \) be a sequence without repetition. Then,

\[ \text{Stab}_{\omega}(\Gamma_+) = \langle a, u_{\omega, 0, 1} \rangle \cong D_8 \]
\[ \text{Stab}_{\omega}(\tilde{\Gamma}_+) = \langle b_\omega, c_\omega, d_\omega \rangle \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \]

where \( u_{\omega, 0, 1} \) is the generator in \( \{b_\omega, c_\omega, d_\omega\} \) such that \( u_{\omega, 0, 1}0^\omega = 0^\omega \), or explicitly,

\[ u_{\omega, 0, 1} = \begin{cases} b_\omega & \omega_1 = 2 \\ c_\omega & \omega_1 = 1 \\ d_\omega & \omega_1 = 0 \end{cases} \]

**Proof.** We will proceed by induction on the length of the elements of the group in parallel for the two parts of the proposition and all the sequences \( \omega \) without repetition.

Let us begin by some notations. We denote by \( u_{\omega, n} \) the generator in \( \{b_\omega, c_\omega, d_\omega\} \) such that \( u_{\omega, n}1^n0^\omega = 1^n0^\omega \), or explicitly,

\[ u_{\omega, n} = \begin{cases} b_\omega & \omega_n = 2 \\ c_\omega & \omega_n = 1 \\ d_\omega & \omega_n = 0 \end{cases} \]

For the initial step, we verify the statements by hand for the elements of length smaller or equal to 2. It is clear that \( \langle a, u_{\omega, 0, 1} \rangle \subset \text{Stab}_{\omega}(\Gamma_+) \) and \( \langle b_\omega, c_\omega, d_\omega \rangle \subset \text{Stab}_{\omega}(\tilde{\Gamma}_+) \). For all the other elements, an example of a vertex that comes out of the sets is given in Figure 5.
The restrictions of these generators are \( \sigma \omega \) repetition, the elements of length at most \( n \) smaller to 2 which is not in \( \langle \sigma \omega \rangle \). The first level of the tree has an explicit generating set: \( \Gamma \). For every element of \( G_\omega \) of length smaller to 2 which is not in \( \langle a, u_\omega, 1 \rangle \), we exhibit a vertex of \( \Gamma_+ \) whose image is in \( \Gamma_+ \).

\[
\begin{array}{c|c}
 u_\omega & 0^n \\
 w & 0^n \\
 au_\omega & 0^n \\
 aw & 0^n \\
 u_\omega a & 10^n \\
 wa & 10^n \\
\end{array}
\]

\( \) For every element of \( G_\omega \) of length smaller to 2 of \( G_\omega \) which is not in \( \langle u_\omega, 1, u_\omega, 2, a \rangle \), we exhibit a vertex of \( \Gamma_+ \) whose image is in \( \Gamma_+ \).

\[ a | 10^n \]
\[
\begin{array}{c|c}
 au_\omega & 1010^n \\
 aw & 1010^n \\
 u_\omega a & 10^n \\
 wa & 10^n \\
\end{array}
\]

\( \) For every element of \( G_\omega \) of length smaller to 2 of \( G_\omega \) which is not in \( \langle u_\omega, 1, u_\omega, 2, a \rangle \), we exhibit a vertex of \( \Gamma_+ \) whose image is in \( \Gamma_+ \).

**Figure 5.** Initial step for the elements of small length.

We now suppose that, for a fixed integer \( n \geq 3 \) and all the admissible sequences \( \omega \), all the elements of length at most \( n \) are in the desired subgroups. Recall that the stabilizer of the first level of the tree has an explicit generating set:

\[ \text{Stab}_\omega (1) = \langle b_\omega, c_\omega, d_\omega, ab_\omega a, ac_\omega a, ad_\omega a \rangle. \]

The restrictions of these generators are

\[
\begin{align*}
 b_\omega &= (l^2_\omega, b_\sigma \omega) \\
 c_\omega &= (l^1_\omega, c_\sigma \omega) \\
 d_\omega &= (l^0_\omega, d_\sigma \omega) \\
 ab_\omega a &= (b_\sigma \omega, l^2_\omega) \\
 ac_\omega a &= (c_\sigma \omega, l^1_\omega) \\
 ad_\omega a &= (d_\sigma \omega, l^0_\omega) \\
\end{align*}
\]

Let \( g \) be an element of \( G_\omega \) of length \( n + 1 \). We note that if \( \omega \) is a sequence without repetition, \( \sigma \omega \) is also. There are three cases to prove.

1. **If \( g \) is in \( \text{Stab}_\omega (\Gamma_+) \).** We notice that \( g \) is in \( \text{Stab}_\omega (\Gamma_+) \) if and only if \( ag \) also is. By supposing that \( g \) can be of length \( n + 2 \), we can assume that \( g \) stabilizes the first level of the tree. By Lemmas 3.3.4 and 3.3.5, \( g_0 \) and \( g_1 \) are of length at most \( n \) and are in \( \text{Stab}_\omega (\Gamma_+) \). Using induction’s hypothesis, \( g_0 \) and \( g_1 \) are in \( \langle b_\sigma \omega, c_\sigma \omega, d_\sigma \omega \rangle \). As the restriction \( g_0 \) does not contain the generator \( a \) in its writing, the element \( g \) can only contain the generator \( u_\omega, 1 \) of the set \( \{ b_\omega, c_\omega, d_\omega \} \). The same way, the restriction \( g_1 \) does not contain the generator \( a \) and then the element \( g \) can only contain the generator \( au_\omega, 1, a \) of the set \( \{ ab_\omega a, ac_\omega a, ad_\omega a \} \). Therefore, \( g \) is in \( \langle u_\omega, 1, au_\omega, 1, a \rangle \), but we may have multiply \( g \) by \( a \), then \( g \) is in \( \langle a, u_\omega, 1 \rangle \).

2. **If \( g \) is in \( \text{Stab}_\omega (\Gamma_+) \) and stabilizes the first level.** Combining Lemmas 3.3.4 and 3.3.5, the restriction \( g_0 \) is in \( \langle a, u_\sigma \omega, 1 \rangle \) and the restriction \( g_1 \) is in \( \langle u_\sigma \omega, 1 \rangle \). The
form of \( g_0 \) allows the element \( g \) to contain only the generator \( au_{\omega_0}z \) of the set \( \{ ab_{\omega_0}, ac_{\omega_0}, ad_{\omega_0}a \} \) because this is the only one which projects on \( u_{\omega_0}a_1 \). The restriction \( g_1 \) does not contain the generator \( a \), then the element \( g \) can only contain the element \( au_{\omega_0}z \) of \( \{ ab_{\omega_0}, ac_{\omega_0}, ad_{\omega_0}a \} \). As \( \omega_1 \neq \omega_2 \), the element \( au_{\omega_0}z \) is not equal to the element \( au_{\omega_1}z \) and then \( g \) is in \( \langle b_{\omega_1}, c_{\omega_1}, d_{\omega_1} \rangle \).

(3) If \( g \) is in \( \text{Stab}_{\omega}(\tilde{\Gamma}^+) \) and does not stabilize the first level. Once again by combining Lemmas 3.3.4 and 3.3.5, the restrictions \( g_0 \) and \( g_1 \) are in \( \{ u_{\omega_0,1} \} \). The form of \( g_0 \) allows only the generators \( \{ u_{\omega,1}, au_{\omega,2} \} \) and \( g_1 \) only the generators \( \{ u_{\omega,2}, au_{\omega,1} \} \). As \( \omega_1 \neq \omega_2 \), these generators are different and then \( g \) is equal to 1.

For the explicit isomorphisms, it is left to the reader to generalize the case of \( G_{(112)}^\omega \) proved in [11] VIII.B.10 and [11] VIII.B.16.

The second step of the proof is to show that it is also difficult to stabilize subsets which differ only on a finite number of vertices with \( \Gamma^+ \).

**Proposition 3.3.7.** Let \( \Omega \) be a sequence without repetition and \( \Omega \) a subset of vertices of \( \Gamma \) such that \( \Omega \Delta \Gamma^+ \) is finite. Then \( \text{Stab}_\omega(\Omega) \) is finite.

**Proof.** We denote by \( \Lambda \) the symmetric difference \( \Omega \Delta \Gamma^+ \). This is a finite set, therefore there exists an even integer \( n \) such that, for every \( x \) in \( \Lambda \), there exists \( x' \in \{ 0,1 \}^\infty \) such that \( x = x'0^n \).

Let \( x \) be an arbitrary prefix of length \( n \) such that \( x0^\omega \) is an element of \( \Omega \) and let \( y \) be an element of \( \{ 0,1 \}^\infty \). We claim that

\[
xy \in \Omega \text{ if and only if } y \in \Gamma^+.
\]

The claim is trivial if \( y = 0^n \). Now, let us assume that \( y \) is not equal to \( 0^n \). As the length of \( x \) is even, the parities of the positions of the last 1 of \( y \) and of \( xy \) are equal. Then \( y \) is in \( \Gamma^+ \) if and only if \( xy \) is also in \( \Gamma^+ \). Moreover, the element \( xy \) is in \( \Omega \) if and only if \( xy \) is in \( \Gamma^+ \). Indeed, all the elements of the symmetric difference \( \Lambda \) have a prefix of length shorter or equal than \( n \) which is not the case of \( xy \) as \( y \) is not equal to \( 0^n \). The claim is therefore true.

In the same way, let \( x \) be a prefix of length \( n \) such that \( x0^n \) is not an element of \( \Omega \) and let \( y \) be an element of \( \{ 0,1 \}^\infty \), we claim that

\[
xy \in \Omega \text{ if and only if } y \in \tilde{\Gamma}^+.
\]

Let \( K = \text{Stab}_\omega(\Omega) \cap \text{Stab}_\omega(n) \) be the subgroup of elements which stabilizes \( \Omega \) as well as the \( n \)th level of the tree. For every vertex \( x \) of the \( n \)th level of the tree and every element \( g \) of \( K \), the restriction \( g_x \) is an element of \( \text{Stab}_{\sigma^x\omega}(\Gamma^+) \cup \text{Stab}_{\sigma^x\omega}(\tilde{\Gamma}^+) \).

Indeed, if \( x0^n \) is in \( \Omega \), the following equivalences are true for all \( y \in \Gamma^+ \):

\[
y \in \Gamma^+ \iff xy \in \Omega
\]

\[
\iff g(xy) \in \Omega
\]

\[
\iff xg_x(y) \in \Omega
\]

\[
\iff g_x(y) \in \Gamma^+
\]

and then \( g_x \) is in \( \text{Stab}_{\sigma^x\omega}(\Gamma^+) \). In the same way, if \( x0^n \) is not in \( \Omega \):

\[
y \in \tilde{\Gamma}^+ \iff xy \in \Omega
\]

\[
\iff g(xy) \in \Omega
\]

\[
\iff xg_x(y) \in \Omega
\]

\[
\iff g_x(y) \in \tilde{\Gamma}^+
\]
and then $g_1$ is in Stab$_{σω}^*(\tilde{Γ}^+)$.

Therefore, we can define the following embedding:

$$K \hookrightarrow \prod_{v \in \{0, 1\}^n} \left( \text{Stab}_{σω}^*(Γ^+) \cup \text{Stab}_{σω}^*(\tilde{Γ}^+) \right).$$

We proved in Proposition 3.3.6 that Stab$_{σω}^*(Γ^+)$ and Stab$_{σω}^*(\tilde{Γ}^+)$ are finite and then $K$ is also finite. As $K$ is a subgroup of Stab$_ω(Ω)$ of index at most $2^n$, the stabilizer is finite.

Corollary 3.3.8. Let $ω$ be a sequence without repetition, $v$ a vertex of $X$ with a support $Λ$ and $n$ an even integer such that the prefixes of the elements of $ΛΔΓ^+$ are at most of length $n$. Then,

$$|\text{Stab}_{ω}(v)| \leq 8 \cdot 4 \cdot 4^n$$

Proof. It is a direct computation using the embedding in the proof of Proposition 3.3.7, the cardinals of $D_8$ and $Z/2Z \times Z/2Z$ and $[G_{ω}, \text{Stab}_{ω}(n)] = 2^n$. □

We can now prove the main theorem of this section.

Theorem C. Let $ω$ be an element of $\{0, 1, 2\}^∞$ without repetition. Then the action of $G_{ω}$ on $X$ is proper and faithful.

Proof. The properness is a consequence of Proposition 3.3.7 and the second part of Theorem A.

To prove that the action is faithful, we need to show that

$$\bigcap_{Ω \in V(Γ)} \bigcap_{|ΩΔV(Γ)|<∞} \text{Stab}_{ω}(Ω) = \bigcap_{v \in X} \text{Stab}_{ω}(v) = \{1\}.$$ 

By Proposition 3.3.6, the intersection $\text{Stab}_{ω}(Γ) \cap \text{Stab}_{ω}(\tilde{Γ}^+) = \{1, d_{ω}\}$. Moreover, $d_{ω}$ does not stabilize $Γ^+ \setminus \{0^n, 1010^n\}$ because $d_{ω}101^n = 10^n$. Then, the intersection above is trivial. □

Remark 3.3.9. The faithfulness is an automatic consequence of the properness of the action for the groups $G_{ω}$ which are just infinite, like the first Grigorchuk group $G_{(012)}^∞$ or, more generally, all the $G_{ω}$ with $ω$ containing an infinite number of 0, 1 and 2, see [3].

We can further refine the description of the stabilizers.

Proposition 3.3.10. Let $ω$ be a sequence without repetition and $H$ be a finite subgroup of $G_{ω}$. Then, there exists a vertex $v$ of $X$ such that $H < \text{Stab}_{ω}(v)$.

Proof. It is direct an application of Proposition 2.1.1. □

Corollary 3.3.11. Let $ω$ be a sequence without repetition. The stabilizers of the vertices of $X$ for the action of $G_{ω}$ are arbitrarily large.

Proof. The order of the elements of $G_{ω}$ is not bounded, then there exist finite arbitrarily large finite subgroups in $G_{ω}$. By the previous proposition, we can also find arbitrarily large stabilizers of vertices. □

It is possible to describe the distortion of infinite order elements.

Corollary 3.3.12. Let $ω$ be a sequence without repetition. Then, all infinite order elements of the group $G_{ω}$ are undistorted.

Proof. It is a direct application of Haglund’s axis theorem [24, Theorem 1.6]. □
4. CLASSIFYING SPACE OF PROPER ACTIONS

Definition 4.0.1. A classifying space of proper actions of a group $G$, denoted by $EG$, is a topological space which admits a proper $G$-action and with the following property: if $X$ is any space with a proper $G$-action, then there exists a $G$-equivariant map $f : X \to EG$ and any two $G$-equivariant maps $X \to EG$ admit a $G$-equivariant homotopy between them.

As proved in Theorem C, the cube complex $X$ is a topological space which admits a proper $G_{\omega}$-action if $\omega$ does not contain repetition. We will show that it satisfies the property above.

Theorem 4.0.2. Let $\omega \in \{0, 1, 2\}^\infty$ be a sequence without repetition. Then the CAT(0) cube complex $X$ is a model for $EG$, the classifying space of proper actions of $G_{\omega}$.

Proof. We use the reformulation of the universality definition proved in [4, Prop 1.8]. Applied to our situation, it means that in order to prove that CAT(0) cube complex is a model for $EG$, it is enough to verify the following two points.

1. If $H$ is a finite subgroup of $G_{\omega}$, then there exists a point $x$ in $X$ which is fixed by $H$.
2. View $X \times X$ as a space endowed with the usual diagonal action $g(x_0, x_1) = (gx_0, gx_1)$. Denote by $p_0, p_1 : X \times X \to X$ the two projections on each component, then there exists a $G$-equivariant homotopy between $p_0$ and $p_1$.

The first point is a consequence of Proposition 3.3.10. For the second one, we define the following homotopy $h((x_0, x_1), t) = tx_0 + (1 - t)x_1$. This is well-defined as $X$ is convex.

5. FURTHER DIRECTIONS OF RESEARCH

A group action $G \rtimes X$ of a group $G$ on a metric space $X$ is called metrically proper if $d(x, g_n x) \to \infty$ for every infinite family $\{g_n\}$ of elements of $G$ and every point $x$ in $X$. This property is strictly stronger than the definition of proper action used above if the space $X$ is not locally compact. For example, consider the Cayley graph of a free group generated by a countable infinite family of generators and the canonical associated action of the group on it. All the stabilizers are trivial hence the action is proper, but all the generators send the identity at distance 1 and so it is not metrically proper. We don’t know if the actions $G_{\omega} \rtimes X$ are metrically proper.

Question 5.0.1. Are there any sequences $\omega$ for which the action of $G_{\omega}$ on $X$ is metrically proper?

Our intuition tells us that this is the case for the groups $G_{\omega}$ where the action is proper. A positive answer will give an elegant proof of the Haagerup property for these groups by [9]. This property is known for all Grigorchuk groups using the fact that they have subexponential growth, whereas here we would have a more elementary proof.

It is not clear to us if the condition on the sequence $\omega$ appearing in Theorem C is purely technical or if it reflects a real difference in the behaviour of actions. Indeed, we had never seen a condition of this type appear before in the study of Grigorchuk groups. It would be interesting to study the actions of the groups whose sequences have repetitions and to see if these are proper. However, it seems to us that the proof presented above is unlikely to be generalized to these cases.

Question 5.0.2. Are the actions of the groups $G_{\omega}$ proper if the sequence $\omega$ has a repetition?

On Remark 3.2.5, we explain why the groups $G_{\omega}$ which are 2-groups cannot act without bounded orbit on a CAT(0) cube complex of locally finite dimension. However, we do not
know any obstruction of the existence of such an action for groups with elements of infinite order.

**Question 5.0.3.** Let $G_\omega$ a group which contains an element of infinite order. Is it possible to construct an action of $G_\omega$ on a CAT(0) cube complex of (locally) finite dimension without bounded orbit?

Using the Tits’ alternative proved by Caprace and Sageev [6] for groups acting on finite dimensional CAT(0) cube complexes and the fact that the $G_\omega$ are amenable, the previous question can be reduced to:

**Question 5.0.4.** May the $G_\omega$ virtually surject onto $\mathbb{Z}$?

There are several notions of boundaries of a CAT(0) cube complex, like the simplicial boundary [21, 22], the Roller boundary (which for a cube complex $X$ coincides with $X \setminus X$) [32] and the Poisson-Furstenberg boundary [12, 13, 29]. An interesting question would be the study of the actions we have built on these boundaries and to understand what can be deduced from it.

**Question 5.0.5.** Is it possible to understand the action of $G_\omega$ on the boundaries of $\mathcal{X}$?

Grigorchuk groups are examples of branch groups [3]. There are other classes of branch groups which share properties used in the construction of $\mathcal{X}$ and tools used in the proof (Schreier graph with more than one end, restriction of the action on the subtrees, reduction lemma, etc.).

**Question 5.0.6.** Is it possible to do the same construction for other finitely generated branch groups with a Schreier graph with at least 2 ends to obtain an action without bounded orbit, faithful, proper on a CAT(0) cube complex?
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