Abstract: There is an important significance for human health in predicting atmospheric concentration precisely. However, due to the complexity and influence of contingency, atmospheric concentration prediction is a challenging topic. In this paper, we propose a novel hybrid learning method to make point and interval predictions of PM2.5 concentration simultaneously. Firstly, we optimize Sparrow Search Algorithm (SSA) by opposition-based learning, fitness-based learning, and Lévy flight. The experiments show that the improved Sparrow Search Algorithm (FOSSA) outperforms SSA-based algorithms. In addition, the improved Sparrow Search Algorithm (FOSSA) is employed to optimize the initial weights of probabilistic forecasting model with autoregressive recurrent network (DeepAR). Then, the FOSSA–DeepAR learning method is utilized to achieve the point prediction and interval prediction of PM2.5 concentration in Beijing, China. The performance of FOSSA–DeepAR is compared with other hybrid models and a single DeepAR model. Furthermore, hourly data of PM2.5 and O₃ concentration in Taian of China, O₃ concentration in Beijing, China are used to verify the effectiveness and robustness of the proposed FOSSA–DeepAR learning method. Finally, the empirical results illustrate that the proposed FOSSA–DeepAR learning model can achieve more efficient and accurate predictions in both interval and point prediction.
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1. Introduction

As one of the pollutants under public concern, PM2.5 concentration has a vital impact on air quality and human health. High concentration of PM2.5 will result in poor air quality and cause harm to human health, such as respiratory diseases, and even death in severe cases. Furthermore, the fluctuation of PM2.5 concentration has negative impacts on the travelling and working of residents. Thus, accurate prediction of PM2.5 concentration is significant for alerting residents before the high concentrations of PM2.5 occur. It is helpful for residents to arrange their outdoor activities flexibly, and reduce the health damage caused by bad air quality.

Over the past few years, most models established for PM2.5 concentration prediction are based on the time series analysis method [1]. However, the nonstationarity of atmospheric concentration brings a great challenge for accurate prediction. In recent years, some methods are proposed to predict atmospheric concentration such as the distribution-based method, machine learning, and optimization algorithms. For instance, Cavieres et al. [2] proposed a method based on bivariate control charts with heavy-tailed asymmetric distributions to monitor environmental quality. Puentes et al. [3] used bivariate regression and Birnbaum–Saunders distributions to predict PM2.5 and PM10 concentration. Jiang et al. [4]
proposed a hybrid approach based on extreme learning machine (ELM) optimized by pigeon-inspired optimization (PIO) to predict the price. Wong et al. [5] applied a land use regression and extreme gradient boosting to predict PM2.5 concentration. Lu et al. [6] proposed a learning approach which combined long short-term memory (LSTM) and 3D numerical model with 3D-VAR. Jiang et al. [7] proposed a hybrid model based on the group teaching optimization algorithm (GTOA) and ELM. Huang et al. [8] used empirical mode decomposition (EMD) to decompose the time series of PM2.5 concentration, and then applied gated recurrent units (GRU) to forecast single sub-sequence. Jiang et al. [9] established a hybrid model which composed of the improved pigeon-inspired optimization (IPIO) algorithm and ELM. Recently, sparrow search algorithm (SSA) [10] was proposed, which outperformed particle swarm optimization (PSO) [11], grey wolf optimizer (GWO) [12] and gravitational search algorithm (GSA) [13]. In addition, some improved SSA algorithms have been proposed to enhance the search ability. For example, Yuan et al. [14] proposed an improved sparrow search algorithm (ISSA) by using the centroid opposition-based learning (COBL) method. Liu et al. [15] proposed a modified sparrow search algorithm (CASSA) optimized by chaotic strategy, adaptive inertia weight and Cauchy–Gaussian mutation strategy. Li [16] proposed a hybrid sparrow search algorithm (HSSA) with opposition-based learning to improve quality of initial population. Zhang et al. [17] proposed a chaotic sparrow search algorithm (CSSA) using logistic mapping, adaptive inertia weight, and a self-adaptive updating formula. Lévy flight (LF) mechanism and chaos mechanism were utilized in a balanced sparrow search algorithm (BSSA) proposed in [18]. The position updating method in the bird swarm algorithm (BSA) was applied to improve SSA [19]. In this paper, we use opposition-based learning, Lévy flight, and fitness-based learning to improve SSA.

However, most of the previous research focused on the point prediction of atmospheric concentration, which is insufficient to guarantee the reliability of air quality forecast. As we know, interval prediction is helpful for quantifying uncertainty caused by accidental factors. It can provide the upper and lower bounds of atmospheric concentration and more valuable information. Salinas et al. [20] proposed the autoregressive recurrent networks (DeepAR) model to achieve point and interval prediction of the time series. The output of DeepAR is not a simple forecast value, but the probability distribution. At present, DeepAR model has been utilized to forecast sales volume, traffic occupancy rate, electricity, and deformation prediction [21]. To the best of our knowledge, DeepAR is not used to predict atmospheric concentration. In this paper, DeepAR model is utilized in the field of air quality prediction in order to simultaneously achieve the point and interval prediction of PM2.5 and O\textsubscript{3} concentration. In addition, as a novel swarm intelligence optimization algorithm, we will improve SSA by using opposition-based learning, Lévy flight, and fitness-based learning (FOSSA). Here, the opposition-based learning method is used to initialize population to improve diversity and quality of initial population. Lévy flight is used in the updating methods of producers and alarmers. This is helpful for avoiding local optimal solution, while fitness-based learning is utilized to endow the population with powerful global search capability. Moreover, the proposed FOSSA is used to optimize the initial weights of DeepAR. Finally, the point prediction and interval prediction of PM2.5 concentration are given by using the FOSSA–DeepAR learning model. Additionally, the proposed FOSSA–DeepAR model has good robustness in prediction of O\textsubscript{3} concentration.

The remaining sections of this paper is organized as follows. Section 2 introduces some methodologies utilized in this paper and then gives an improved SSA with opposition-based learning, Lévy flight, and fitness-based learning. At the same time, we employ some benchmark functions to show the effectiveness of FOSSA. Section 3 shows the experimental results and analysis of prediction result of FOSSA–DeepAR model. Finally, conclusions and further research are given.
2. Methods
2.1. Sparrow Search Algorithm

SSA [10] is a novel swarm optimization approach inspired by the search behavior of sparrow population. The sparrow population consists of producers and scroungers, and the two kinds of sparrows follow different rules to update their positions. In order to find food, sparrows flexibly transform their roles between the producers and scroungers and then perform different search behaviors. Some sparrows will send out warning messages and immediately move to the safe area when they detect the predators. The sparrows who detect the danger are called alarmers in this paper.

There are two ways for producers to update their positions. The one way is executed when the producer does not receive the warning signal issued by the alarmer. In this case, the updated location of producers is shown in Equation (1).

\[ P_{t+1}^{i,j} = P_t^{i,j} \times \exp\left(\frac{-i}{\alpha \times \text{epoch}}\right), \quad R_2 < ST, \]

where \( t \) indicates the current iteration. Epoch denotes the maximum number of iterations and \( \alpha \) is a random number between 0 and 1. \( P_{i,j} \) represents the value of the \( j \)-th dimension of the \( i \)-th individual and \( d \) is the dimension of the problem we want to solve. \( ST \) (\( ST \in [0.5, 1] \)) and \( R_2 \) (\( R_2 \in [0, 1] \)) represent the threshold value and the warning value, respectively.

The other way is implemented when the warning signal is received by the producer. The producer knows that the predator is approaching, and then guides all sparrows to a safe area. The location is updated as Equation (2).

\[ P_{t+1}^{i,j} = P_t^{i,j} + r \times D, \quad R_2 \geq ST, \]

where \( r \) is a random number that obeys the normal distribution, and \( D \) is a \( 1 \times d \) matrix in which all elements are 1.

Some scroungers with better fitness will move towards the best producer, whose positions are updated as Equation (3).

\[ P_{t+1}^{i,j} = P_{t+1}^{\text{best}} + \left| P_{t+1}^{i,j} - P_{t+1}^{\text{best}} \right| \times A^+ \times D, \quad i \leq \frac{n}{2}, \]

where \( P_{\text{best}} \) represents the optimal position of the entire population. \( A \) is a \( 1 \times d \) matrix, in which all elements are 1 or −1. \( A^+ = A^T (AA^T)^{-1} \).

The remaining scroungers with poor fitness will continue to search for food near the previous location. This kind of scrounger updates their position as Equation (4).

\[ P_{t+1}^{i,j} = r \times \exp\left(\frac{P_t^{\text{worst}} - P_t^{i,j}}{r^2}\right), \quad i > \frac{n}{2}. \]

If the producer of optimal position perceives danger, it will become an alarmer and the entire group must be led to a safe area. In this situation, the location of the alarmer is updated as Equation (5).

\[ P_{t+1}^{i,j} = P_t^{i,j} + K \times \left( \frac{P_t^{i,j} - P_t^{\text{worst}}}{f_i - f_{\text{w}}} + \varepsilon \right), \quad f_i = f_{\text{g}}, \]

where \( K \) is a random number between −1 and 1, and \( f_i, f_{\text{g}}, f_{\text{w}} \) represent the current fitness value of the sparrow, the current optimal fitness value and the worst fitness value of the entire group, respectively. Let \( \varepsilon \geq 0 \) is a small constant in order to ensure that the denominator is not 0.
If the alarmer is not located in the best position, the alarmer will move towards the optimal position in order to reduce the probability of being preyed. The location updated as Equation (6).

\[ p_{i,j}^{t+1} = p_{i,j}^t + \beta \times |p_{i,j}^t - p_{\text{best}}^t|, \quad f_i > f_g \]  

(6)

2.2. Sparrow Search Algorithm with Fitness-Based and Opposition-Based Learning

In this paper, the opposition-based learning, Lévy flight, and fitness-based learning are used to improve the performance of SSA. The improvement of FOSSA mainly comes from three aspects. First of all, we use opposition-based learning to increase the diversity and quality of the initial population. Secondly, the Lévy flight is utilized to update the positions of producers and alarmers. Finally, the fitness-based learning method is employed to enhance the search ability of the sparrow population. The improvement details of FOSSA are summarized as follows.

2.2.1. Opposition-Based Learning

In the ordinary SSA [10], the positions of the initial population are randomly initialized. The diversity and quality of the initial population, generated by random initialization method, are not guaranteed. Accordingly, the accuracy of the SSA solution decreases. The opposition-based learning method can greatly improve the quality of the initial population.

The steps of initializing the population via opposition-based learning are described as follows:

Step 1. Generate \( N \) individuals by random initialization, and calculate the center of gravity of \( N \) individuals. The calculation method of the center of gravity is expressed as Equation (7):

\[ G_j = \frac{\sum_{i=1}^{N} X_{i,j}}{n}, \]  

(7)

where \( G_j \) represents the center of gravity of the \( j \)-th dimension, \( n \) is the number of sparrows, and \( d \) is the dimension;

Step 2. Calculate the opposite position of each individual. The calculation method is shown as Equation (8):

\[ X_{i,j} = 2 \times G - X_{i,j}, \quad i = 1, 2, 3, \ldots n. \]  

(8)

Step 3. Make sure the position of the anti-center of gravity individual within the search scope. The method is shown as Equation (9):

\[ X_{i,j} = \begin{cases} \min_j + \text{rand}(0, 1) \times (G_j - \min_j), & \text{if } X_{i,j} < \min_j \\ G_j + \text{rand}(0, 1) \times (\max_j - G_j), & \text{if } X_{i,j} > \max_j \end{cases} \]  

(9)

where \( \min_j = \min(X_{i,j}) \), \( \max_j = \max(X_{i,j}) \);

Step 4. Calculate the fitness value of \( 2N \) individuals, and select \( N \) individuals with the best fitness as the initial individuals of the population.

2.2.2. Lévy Flight

In BSSA, the Lévy flight is used to update a single parameter in Equation (6), but sparrows cannot avoid local optimum effectively. Lévy flight is applied in this paper to update the entire position of producers and alarmers. Equations (2) and (6) are changed as Equations (10)–(12).

\[ \sigma = \frac{\text{gamma}(1 + \tau) \times \sin(\pi \times \tau \div 2)}{\text{gamma}((1 + \tau) \div 2) \times \tau \times 2^{\frac{\tau - 1}{\tau}}}, \]  

(10)
\[ s = \frac{\partial}{|v|^\tau}, \]  

(11)  

\[ p_{i,j}^{t+1} = m \times \text{step} \times s \times (p_{i,j}^t - p_{\text{best},j}^t) \]  

(12)  

where gamma represents the gamma function. \( \tau \) is a hyperparameter, and this article sets the value of \( \tau \) as 1. \( \partial \) and \( v \) are random variables which obey the normal distribution \( N(0, \sigma^2) \) and \( N(0, 1) \), respectively. Moreover, \( m \) is a random number, and \( s \) is the step size whose value is 0.001. \( p_{\text{best},j} \) represents the value of the global optimal position in the \( j \)-th dimension at the previous iteration.

2.2.3. Fitness-Based Learning

On the one hand, some individuals will fall into the local optimum during the searching process, and their positions will not change during several continuous iterations. The part of sparrows, which can be regarded as lack of search ability, should be updated in the subsequent search process to increase the convergence speed and accuracy.

On the other hand, the producers in SSA are responsible for determining the search direction of the entire population and search in wider space. Accordingly, the producers are vital for whether the population can move towards the optimal result. The scroungers follow the producers and search for food near producers. It follows that the scrounger can improve the accuracy of the solution. In the original SSA, the number of producers and scroungers is fixed. There are too many producers in the early stage of the search process that the population cannot move towards the correct search direction quickly. In the later stage of the search process, the search scope gradually concentrates on a small range. In the later searching process, many scroungers are bad for exploring the high valuable area.

Therefore, this paper utilizes fitness-based learning to endow the population with powerful global search capability. First of all, inspired by the transformation behavior of employed bees to onlooker in an artificial bee colony (ABC) [22], fitness-based learning is introduced into FOSSA. If an individual does not update its position during 5 consecutive iterations, the individual will get a new position generated randomly. In addition, we adjust the number of producers and scroungers based on fitness value during the search process. The fitness value of each individual is calculated as Equation (13):

\[
\text{fit}(X_i) = \begin{cases} 
1 & \text{if } f(X_i) \geq 0 \\
\frac{1}{1 + |f(X_i)|} & \text{otherwise}
\end{cases},
\]  

(13)  

where \( f(\cdot) \) is the objective function for a minimization problem. Individuals with fitness greater than 0.9 will perform the tasks of the producer. When the fitness value of a sparrow is greater than 0.7 but less than 0.9, the sparrow will become a scrounger. It will leave its current position immediately and approach the optimal producer. If the fitness value is less than 0.7, the sparrow becomes a scrounger but will not move towards the best producer. The flowchart of FOSSA is shown in Figure 1.

2.3. DeepAR

Probabilistic forecasting with autoregressive recurrent networks (DeepAR), proposed by Salinas et al., is a novel forecasting method which could achieve accurate probabilistic forecasts. Combining several related time series together, this forecasting method could not only learn a global model from analogous time series, but also provides flexibility to achieve point prediction, interval prediction, or both. In addition, time step of prediction is also a selectable hyperparameter in this method.
Figure 1. Flowchart of FOSSA. First of all, opposition-based learning is used to generate initial population for improving the quality and diversity of initial population. In addition, the Lévy flight is utilized in Equations (2) and (6). Finally, fitness-based learning is introduced into the whole searching process of sparrows.

The goal of DeepAR is to model the conditional distribution which is presented as Equation (14):

\[
P(z_{i,t_0:T} | z_{i,1:t_0-1}, x_{i,1:T}),
\]

where \(z_{i,t}\) is the value of time series \(i\) at time \(t\). Given the past series \([z_{i,1}, z_{i,2}, \cdots, z_{i,t_0-2}, z_{i,t_0-1}]\), this model can be employed to predict the future series \([z_{i,t_0}, z_{i,t_0+1}, \cdots, z_{i,T}]\), where the \(t_0\) is the time point from which \(z_{i,t}\) needs to be predicted. \([1 : t_0 - 1]\) and \([t_0 : T]\) represent the conditioning range and prediction range, respectively. The DeepAR model will predict the value of prediction range based on the value of the conditioning range. If covariate time series \(x_i\) is introduced in the model, the value of the \(x_i\) from time 1 to time \(T\) \((x_{i,1:T})\) will
also be used for forecasting. However, the value of covariate series must be available during the entire time period.

How the model works in conditioning range is shown in Figure 2. DeepAR assumes that $P(z_{i,t_0:T} | z_{i,1:t_0−1}, x_{i,1:T})$ consists of likelihood factors. These likelihood factors are defined as Equations (15) and (16).

$$P(z_{i,t_0:T} | z_{i,1:t_0−1}, x_{i,1:T}) = \prod_{t=t_0}^{T} P(z_{i,t} | z_{i,1:t−1}, x_{i,1:T}),$$  

(15)

$$h_{i,t} = h(h_{i,t−1}, z_{i,t−1}, x_{i,t}, \theta),$$  

(16)

where $h_{i,t}$ is the output of a multi-layer recurrent neural network constructed by an LSTM cell which is parametrized by $\theta$. Given a time series as conditioning range, we can obtain $h_{i,t_0−1}$ by Equation (16) as the initial state. For prediction range, we can sample $\tilde{z}_{i,t}$ by $P(\cdot | \theta(h_{i,t−1}, \theta))$, where $\tilde{h}_{i,t} = h(h_{i,t−1}, \tilde{z}_{i,t}, x_{i,t}, \theta)$. The samples achieved in this way could be used to compute some statistics we are interested in, such as the mean and quantile, in a future period.

In this paper, we assume PM2.5 concentration obeys normal distribution. We give $z$ by Equation (17). Here, $\mu$ and $\sigma$ are given by Equations (18) and (19). After training the model by using the conditioning range, the trained model is used to predict the mean value $\mu$ and

![Figure 2. Process of DeepAR in conditioning range. At each time point $t$, the inputs of DeepAR model are $x_{i,t}$, $z_{i,t}$ and $h_{i,t−1}$, where $h_{i,t−1}$ is the previous output of neural network, $x_{i,t}$ is the value of covariates at time $t$, $z_{i,t}$ is the target value at time $t−1$. The value of $z_{i,t}$ is available during conditioning range and is used to train the model. The $z_{i,t}$ is unknown during prediction range, and $z_{i,t}$ is replaced by $\tilde{z}_{i,t−1}$ when DeepAR is utilized to achieve multi-step forecasts.](image-url)
variance \( \sigma \) of each time point. Then, we can obtain joint samples by using \( N(\mu, \sigma) \) and using them to compute some statistics of interest.

\[
P(z | \mu, \sigma) = \left( \frac{2\pi \sigma^2}{\sigma^2} \right)^{-\frac{1}{2}} \exp \left( -\frac{(z - \mu)^2}{2\sigma^2} \right),
\]

(17)

\[
\mu(h_{i,t}) = w_{\mu}^T h_{i,t} + b_{\mu},
\]

(18)

\[
\sigma(h_{i,t}) = \log \left( 1 + \exp \left( w_{\sigma}^T h_{i,t} + b_{\sigma} \right) \right).
\]

(19)

2.4. Framework of FOSSA–DeepAR

In order to provide an accurate point prediction and interval prediction of PM2.5 concentration, a novel hybrid model is established based on the FOSSA and DeepAR. FOSSA is utilized to optimize the initial weights of DeepAR. The structure of the proposed approach is summarized as follows:

Step 1. Data preprocessing. In order to avoid the gradient vanishing and gradient exploding problem, the data is standardized before training model;

Step 2. Establish DeepAR model. In this study, the recurrent neural network used in DeepAR is the long short-term memory (LSTM) model. In addition, we assume that PM2.5 concentration follows a Gaussian distribution;

Step 3. Optimize the initial weights of DeepAR via FOSSA. It is inefficient and unnecessary to use all samples for weight initialization due to the similarity between some samples. Therefore, the first thousand samples are used to train the initial weight of the DeepAR network. The objective function which FOSSA needs to optimize is the sum of squared errors of the samples;

Step 4. Train FOSSA–DeepAR model. The samples got from the conditioning range are utilized to train FOSSA–DeepAR model. The number of iterations is set to 30;

Step 5. Forecast PM2.5 concentration. The samples resulting from the prediction range will be predicted via the FOSSA–DeepAR model, then we can obtain the point and interval prediction result. In addition, the prediction results will be compared with true values.

2.5. Comparison of SSA-Based Algorithms

In this subsection, according to six different benchmark functions shown in Table 1, we compare the performance of FOSSA with other existing improved algorithms of SSA. Unimodal functions only have the global optimum, thus can be used to verify the basic search ability and convergence speed of the algorithm. Conversely, multimodal functions not only have the global optimum, but also the local optimum. Accordingly, they can be used to test the ability of global search. According to [10,23], the dimension of benchmark functions is set to 30.

The experiments are implemented with Spyder (anaconda) running on a PC with Inter (R) Core (TM). The packages used are NumPy and pandas.

The solutions of the optimization algorithms have randomness. Thus, the algorithms run 50 times independently in this study. The maximum number of iterations is set to 30, and the population size is set to 100. In all optimization algorithms, the alarm threshold is 0.8. Here, 10% of the individuals in the population detect danger signals and issue alarm. Except for FOSSA, 20% of individuals of other algorithms are producers, and scroungers account for 80% of the total population.
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Table 1. Benchmark functions: $f_1$–$f_3$ are unimodal functions and $f_4$–$f_6$ are multimodal functions.

| Function | Range         | Optimal | Dimension |
|----------|---------------|---------|-----------|
| $f_1 = \sum_{i=1}^{n} x_i^2$ | $[-100, 100]^n$ | 0       | 30        |
| $f_2 = \sum_{i=1}^{n} |x_i| + \prod_{i=1}^{n} |x_i|$ | $[-10, 10]^n$ | 0       | 30        |
| $f_3 = \max\{|x_i|, 1 \leq i \leq n\}$ | $[-100, 100]^n$ | 0       | 30        |
| $f_4 = \sum_{i=1}^{n} [x_i^2 - 10 \cos(2\pi x_i) + 10]$ | $[-5.12, 5.12]^n$ | 0       | 30        |
| $f_5 = -20 \exp\left[-0.2 \left(\sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2} - 1\right)^2\right] - \prod_{i=1}^{n} \cos\left(\frac{2\pi x_i}{\sqrt{n}}\right) + 20 + e$ | $[-32, 32]^n$ | 0       | 30        |
| $f_6 = \frac{1}{\min_{n=1}^{n} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos\left(\frac{2\pi x_i}{\sqrt{n}}\right) + 1}$ | $[-600, 600]^n$ | 0       | 30        |

Tables 2 and 3 show the results of the optimization algorithms on unimodal functions and multimodal functions, respectively. The four parameters shown in Tables 2 and 3 are the minimum, maximum, mean, and variance of the optimization results. For the unimodal functions, FOSSA can find the global optimal value of $f_1$, $f_2$, $f_3$, but the other seven algorithms cannot find the global optimal solution. FOSSA can achieve better solutions in fewer iterations. Based on the statistics, the values of standard deviation, minimum, maximum, minimum, and mean of FOSSA are the smallest. Hence, the proposed FOSSA can improve the accuracy and stability of SSA. ISSAs1, ISSA1, and SSA have the poorest performance of $f_1$, $f_2$, and $f_3$, respectively.

Table 2. Compared results of algorithms for unimodal functions.

| Function | FOSSA | SSA [10] | ISSA [14] | ISSA1 * [19] | HSSA [16] | CASSA [15] | CSSA [17] | BSSA [18] |
|----------|-------|----------|-----------|-------------|-----------|------------|-----------|-----------|
| $f_1$    | Min   | $1.2832 \times 10^{-11}$ | $6.5350 \times 10^{-54}$ | $1.8723 \times 10^{-10}$ | $4.0926 \times 10^{-12}$ | $9.3945 \times 10^{-16}$ | $2.6205 \times 10^{-16}$ | $2.7542 \times 10^{-11}$ |
|          | Max   | $2.0067 \times 10^{-5}$ | $7.6709 \times 10^{-37}$ | $4.0530 \times 10^{-5}$ | $4.9072 \times 10^{-7}$ | $7.4786 \times 10^{-7}$ | $1.0377 \times 10^{-6}$ | $4.0879 \times 10^{-6}$ |
|          | Mean  | $1.2283 \times 10^{-6}$ | $1.6564 \times 10^{-38}$ | $3.1881 \times 10^{-6}$ | $5.9980 \times 10^{-8}$ | $7.0295 \times 10^{-8}$ | $1.0301 \times 10^{-7}$ | $3.9100 \times 10^{-7}$ |
|          | Std   | $3.2764 \times 10^{-16}$ | $1.0734 \times 10^{-37}$ | $7.2891 \times 10^{-6}$ | $1.1877 \times 10^{-7}$ | $1.6261 \times 10^{-7}$ | $2.0642 \times 10^{-7}$ | $8.4509 \times 10^{-7}$ |
| $f_2$    | Min   | $3.7571 \times 10^{-7}$ | $9.1651 \times 10^{-22}$ | $8.3980 \times 10^{-7}$ | $1.5489 \times 10^{-9}$ | $2.7173 \times 10^{-10}$ | $2.4980 \times 10^{-7}$ | $3.0233 \times 10^{-7}$ |
|          | Max   | $0.0032$ | $1.5301 \times 10^{-18}$ | $0.0042$ | $0.0001$ | $0.0000$ | $0.0007$ | $0.0027$ | $0.0440$ |
|          | Mean  | $0.0007$ | $7.1462 \times 10^{-20}$ | $0.0008$ | $1.8077 \times 10^{-5}$ | $7.5227 \times 10^{-5}$ | $0.0002$ | $0.0005$ | $0.0005$ |
|          | Std   | $0.0008$ | $2.8116 \times 10^{-19}$ | $0.0009$ | $2.2011 \times 10^{-5}$ | $0.0002$ | $0.0002$ | $0.0005$ | $0.0010$ |
| $f_3$    | Min   | $6.0371 \times 10^{-6}$ | $4.9501 \times 10^{-29}$ | $5.9852 \times 10^{-7}$ | $2.6545 \times 10^{-7}$ | $3.6010 \times 10^{-14}$ | $1.4181 \times 10^{-13}$ | $4.7708 \times 10^{-7}$ |
|          | Max   | $0.0013$ | $2.2001 \times 10^{-19}$ | $0.0016$ | $0.0007$ | $0.0002$ | $0.0002$ | $0.0002$ | $0.0010$ |
|          | Mean  | $0.0002$ | $7.1001 \times 10^{-21}$ | $0.0003$ | $0.0001$ | $8.9555 \times 10^{-6}$ | $4.3154 \times 10^{-5}$ | $0.0001$ | $0.0001$ |
|          | Std   | $0.0003$ | $3.2061 \times 10^{-20}$ | $0.0003$ | $0.0002$ | $3.3462 \times 10^{-5}$ | $5.4241 \times 10^{-5}$ | $0.0002$ | $0.0002$ |

* The ISSA1 shown in Table 2 represents the improved sparrow search algorithm proposed in [21].

In the experiment of multimodal function, FOSSA can give the best solution. For all multimodal functions, the four parameters of FOSSA and ISSA are smallest, which can indicate that the two algorithms achieve best performance. In general, ISSA1 has the worst performance among eight algorithms.

As shown in Figure 3, the fitness value of initial population of FOSSA is smallest, which can indicate that the quality of the initial population of FOSSA is best among all algorithms. The opposition-based learning can significantly improve the quality of the initial population than random initialization and chaotic mapping initialization. In addition, the convergence speed of FOSSA is the fastest. It can illustrate that opposition-based learning, Lévy flight, and fitness-based learning can improve searching speed and
avoid getting stuck in local optimal solutions. As a result, these advantages of FOSSA can raise the accuracy of the final result.

Table 3. Compared results of algorithms for multimodal functions.

|       | FOSSA | SSA [10] | ISSA [14] | ISSA1 [19] | HSSA [16] | CASSA [15] | CSSA [17] | BSSA [18] |
|-------|-------|----------|-----------|------------|-----------|------------|-----------|-----------|
| f4    | Min   | 0.0000   | 4.9578×10⁻¹⁰| 0.0000     | 5.5509×10⁻¹⁰| 7.6739×10⁻¹³| 0.0000    | 0.0000    | 2.8599×10⁻¹⁵|
|       | Max   | 0.0000   | 0.0010    | 0.0000     | 0.0046    | 1.2333×10⁻⁵ | 0.0007    | 0.0003    | 0.0010    |
|       | Mean  | 0.0000   | 2.7938×10⁻⁵| 0.0000     | 0.0003    | 8.9170×10⁻⁷ | 4.6639×10⁻⁵ | 2.6021×10⁻⁵ | 4.2719×10⁻⁵ |
|       | Std   | 0.0000   | 0.0001    | 0.0000     | 0.0009    | 2.6570×10⁻⁶ | 0.0001    | 7.3981×10⁻⁵ | 0.0002    |
| f5    | Min   | 4.4409×10⁻¹⁶| 1.2970×10⁻⁶| 4.4409×10⁻¹⁶| 5.0758×10⁻⁶| 5.8863×10⁻⁸| 9.9920×10⁻⁷| 6.2466×10⁻⁷| 8.6839×10⁻⁹|
|       | Max   | 4.44089×10⁻¹⁶| 0.0025     | 4.4409×10⁻¹⁶| 0.0021    | 0.0002     | 0.0001    | 2.2301×10⁻⁵| 0.0008    |
|       | Mean  | 4.4409×10⁻¹⁶| 0.0002    | 4.4409×10⁻¹⁶| 0.0003    | 2.0866×10⁻⁵| 1.5892×10⁻⁵| 9.2232×10⁻⁵| 0.0002    |
|       | Std   | 0.0000   | 0.0004    | 0.0000     | 0.0004    | 3.4949×10⁻⁵| 2.8091×10⁻⁵| 0.0001    | 0.0002    |
| f6    | Min   | 0.0000   | 1.1925×10⁻¹¹| 0.0000     | 9.9737×10⁻¹²| 2.2204×10⁻¹⁶| 0.0000    | 0.0000    | 4.7729×10⁻¹⁵|
|       | Max   | 0.0000   | 1.8262×10⁻⁶| 0.0000     | 1.2323×10⁻⁵| 2.3328×10⁻⁷ | 1.4312×10⁻⁷| 3.6241×10⁻⁷| 1.2347×10⁻⁶|
|       | Mean  | 0.0000   | 1.2497×10⁻⁷| 0.0000     | 1.1063×10⁻⁶| 1.4002×10⁻⁸ | 3.6135×10⁻⁹| 2.1757×10⁻⁸| 9.1045×10⁻⁸|
|       | Std   | 0.0000   | 2.9969×10⁻⁷| 0.0000     | 2.4449×10⁻⁶| 3.8204×10⁻⁸ | 2.0267×10⁻⁸| 6.2499×10⁻⁸| 2.2412×10⁻⁷|

Figure 3. Convergence curve of algorithms on unimodal functions and multimodal functions. Subgraphs (A–F) represent the convergence curve of benchmark function $f_1$–$f_6$. The quality of the initial population generated by the FOSSA algorithm is significantly higher than other algorithms. In addition, the convergence speed and search abilities of FOSSA is better than other algorithms.

3. Empirical Results and Analysis

In this section, we will use FOSSA–DeepAR model to make point prediction and interval prediction for PM2.5. Hourly PM2.5 concentration data observed at the Huairou monitoring station of Beijing is applied in this paper. The experiments are implemented with Spyder (anaconda) and Tensorflow running on a PC with Inter (R) Core (TM).

3.1. Data Set and Evaluation Criteria

In this paper, we use PM2.5 concentration data of the past twenty four hours to predict the PM2.5 concentration an hour later in the future. These hourly PM2.5 concentration time series are collected from 1 January 2020 to 10 April 2021. Specifically, these datasets contain...
two subsets: training dataset from 1 January 2020 to 3 p.m. on 1 April 2021 for establishing FOSSA–DeepAR model and test dataset from 4 p.m. 1 April 2021 to 23 p.m. 10 April 2021 for verifying the predicting performance of FOSSA–DeepAR. The time series of PM2.5 concentration is shown in Figure 4. The recurrent neural network (RNN) used in DeepAR is the long short-term memory (LSTM) model. After the training process, sample size generated by the model is set to 300, and the point prediction value of time $t$ is the mean value of the 300 samples. Moreover, the variance of 300 samples is assumed as variance value at time $t$.

Figure 4. PM2.5 concentration in Beijing.

To evaluate the prediction ability of the FOSSA–DeepAR model for PM2.5 concentration, several statistical indices are employed in this work. These performance metrics, including Theil’s coefficient (TIC), root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and $R^2$, are used to evaluate the point prediction performance. IF coverage probability and IF normalized average width is introduced to evaluate the interval prediction performance. The statistical indices are calculated as Equations (20)–(26).

\[
TIC = \frac{\sqrt{\frac{1}{T} \sum_{t=1}^{T} (Z(t) - \hat{Z}(t))^2}}{\sqrt{\frac{1}{T} \sum_{t=1}^{T} Z(t)^2} \sqrt{\frac{1}{T} \sum_{t=1}^{T} \hat{Z}(t)^2}}, \tag{20}
\]

\[
RMSE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (\hat{Z}(t) - Z(t))^2}, \tag{21}
\]

\[
MAE = \frac{1}{T} \sum_{t=1}^{T} |\hat{Z}(t) - Z(t)|, \tag{22}
\]

\[
MAPE = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{Z(t) - \hat{Z}(t)}{Z(t)} \right| \times 100\%, \tag{23}
\]

\[
R^2 = 1 - \frac{\sum_{t=1}^{T} (Z(t) - \hat{Z}(t))^2}{\sum_{t=1}^{T} (Z(t) - \bar{Z})^2}, \tag{24}
\]
IFCP = \frac{1}{T} \sum_{t=1}^{T} c_t, \quad c_t = \begin{cases} 1, & \text{if } \hat{Z}(t) \in (L_t, U_t) \\ 0, & \text{otherwise} \end{cases}

IFNAW = \frac{1}{T} \sum_{t=1}^{T} (U_t - L_t) / (Z_{max} - Z_{min})

where the $T$ is the number of samples for testing, $\hat{Z}(t)$ and $Z(t)$ are the prediction value and true value of time $t$, respectively, $Z$ is the mean value of time series, and $U_t$ and $L_t$ are the upper and lower bounds of the prediction interval, respectively. The smaller value of TIC, RMSE, MAE, MAPE, and IFNAW mean lower prediction bias and better prediction performance. The higher values of IFCP and $R^2$ mean superior prediction performance.

3.2. Results and Analysis

In order to show the effectiveness of FOSSA–DeepAR model, we use eight benchmark models including DeepAR, SSA–DeepAR, BSSA–DeepAR, CASSA–DeepAR, CSSA–DeepAR, HSSA–DeepAR, ISSA–DeepAR, and ISSA1–DeepAR.

3.2.1. Prediction of PM2.5 Concentration in Beijing

Figures 5 and 6 show point prediction values and absolute bias values of PM2.5 concentration, respectively. Point prediction errors of FOSSA–DeepAR are smallest in nine models. Compared to the DeepAR model, the RMSE, MAE, and MAPE of FOSSA–DeepAR are reduced by 5.77%, 10.39%, and 51.7%, respectively. The single DeepAR model has the poorest performance for PM2.5 concentration among the forecasting models. The proposed FOSSA–DeepAR achieves the best performance for point prediction.

**Figure 5.** Point prediction results and true values of PM2.5 concentration in Beijing. In the nine prediction models, the point prediction result of FOSSA–DeepAR outperforms other models.
Figure 5. Point prediction results and true values of PM2.5 concentration in Beijing. In the nine prediction models, the point prediction result of FOSSA–DeepAR outperforms other models.

Figure 6. Prediction bias of PM2.5 concentration in Beijing. In the nine prediction models, the prediction bias of FOSSA–DeepAR is the smallest, which means FOSSA–DeepAR has best accuracy.

Table 4 shows the evaluation indices of different models for point prediction of PM2.5 concentration. From Table 4, we see that the forecasting accuracy of the nine models are different. TIC, RMSE, MAE, and MAPE of the FOSSA–DeepAR model are lower than other hybrid models and the single DeepAR model. At the same time, $R^2$ of FOSSA–DeepAR is higher than other models. Accordingly, FOSSA–DeepAR outperforms other hybrid models and the single model for point prediction of PM2.5 concentration. Compared with a single DeepAR model, FOSSA–DeepAR model can reduce the RMSE of point prediction by an average of 5.76%, MAE by an average 10.39%, and MAPE by average 9.76%. In addition, compared with other hybrid models, FOSSA–DeepAR reduces the RMSE, MAE, and MAPE by an average of 2.834%, 6.243%, and 22.55%, respectively. In addition, the $R^2$ of FOSSA–DeepAR is 0.93 and is higher than other benchmark models. The FOSSA–DeepAR model has better model fitting capability and more accurate point prediction. For the interval prediction, IFCP of FOSSA–DeepAR is 14.79% higher than the DeepAR, 16.63% higher than other hybrid models, on average. FOSSA has a better performance for optimizing the initial weight of the DeepAR model. FOSSA can significantly improve the prediction accuracy of DeepAR.

Figure 7 shows the interval prediction results PM2.5 concentration. The blue shaded area is the interval prediction of PM2.5 concentration. Higher IFCP means a stronger interval prediction ability of model. In addition, the lower IFNAW indicates a higher...
The FOSSA–DeepAR model has better model fitting capability and more accurate point prediction. The proposed FOSSA–DeepAR can improve the interval prediction performance of PM2.5 concentration.

Figure 7 shows the interval prediction results of PM2.5 concentration. The blue shaded area is the interval prediction of PM2.5 concentration. Higher IFCP means a stronger interval prediction ability of model. In addition, the lower IFNAW indicates a higher accuracy of interval prediction. The minimum value of IFCP is 0.7175, which is 21.87% lower than FOSSA–DeepAR. ISSA1–DeepAR has the poorest performance for interval prediction. The proposed FOSSA–DeepAR can improve the interval prediction performance of PM2.5 concentration.

Figure 7. Point and interval prediction of PM2.5 concentration in Beijing. Subgraphs (a–i) represent the point and interval prediction result of BSSA–DeepAR, CASSA–DeepAR, CSSA–DeepAR, FOSSA–DeepAR, HSSA–DeepAR, ISSA–DeepAR, ISSA1–DeepAR, SSA–DeepAR, and DeepAR, respectively.

To further demonstrate the forecasting ability of the proposed FOSSA–DeepAR model, Diebold–Mariano hypothesis test [24] is utilized to verify that the prediction results of FOSSA–DeepAR are significantly different from the results of another benchmark models. In other words, the significance difference represents the difference in model prediction performance. According to the results shown in Table 5, all SSA-based algorithms can reinforce the prediction performance of DeepAR. However, compared with other hybrid models, the result of FOSSA–DeepAR has a significant difference. The result means that FOSSA–DeepAR model has a more effective forecasting ability. FOSSA–DeepAR outperforms other hybrid models and single model as the initial weights of DeepAR are optimized significantly by FOSSA.
Table 5. DM test results of PM2.5 concentration point forecasting results in Beijing.

| Tested Model   | BSSA–DeepAR | CASSA–DeepAR | CSSA–DeepAR | HSSA–DeepAR | ISSA–DeepAR | ISSA1–DeepAR | SSA–DeepAR | DeepAR |
|----------------|-------------|--------------|-------------|-------------|-------------|--------------|------------|--------|
| FOSSA–DeepAR   | 2.9466      | 7.4423       | 2.5708      | 4.0025      | 4.2075      | 6.6270       | 3.2962     | 3.0460 |
|                | (0.0032)    | (9.8810 × 10^{-14}) | (0.0101)    | (6.2684 × 10^{-5}) | (2.5816 × 10^{-5}) | (3.4248 × 10^{-11}) | (0.0009) | (0.0023) |
| BSSA–DeepAR    | 1.9894      | 1.2799       | 1.2799      | 2.1025      | 0.1172      | 1.7705       | 1.2393     | 2.0132 |
|                | (0.0467)    | (0.2006)     | (0.2006)    | (0.0355)    | (0.0119)    | (0.0593)     | (0.0098)   | (0.0023) |
| CSSA–DeepAR    | 4.2459      | 6.8126       | 5.4134      | 6.1825 × 10^{-8} | 9.5870 × 10^{-12} | 3.0355       | 1.2393     | 2.0132 |
|                | (2.1771 × 10^{-5}) | (3.555 × 10^{-6}) | (6.1825 × 10^{-8}) | (9.5870 × 10^{-12}) | (3.0355 × 10^{-6}) | (3.555 × 10^{-6}) | (2.0132)   | (0.0023) |
| HSSA–DeepAR    | 1.8231      | 2.0038       | 1.8455      | 0.0650      | 0.1172      | 1.7705       | 1.2393     | 2.0132 |
|                | (0.0683)    | (0.0451)     | (0.0593)    | (0.0119)    | (0.0593)    | (0.0593)     | (0.0098)   | (0.0023) |
| ISSA–DeepAR    | 2.5708      | 2.0038       | 2.0038      | 0.1172      | 1.7705      | 1.7705       | 1.7705     | 1.7705 |
|                | (0.0101)    | (0.0451)     | (0.0593)    | (0.0119)    | (0.0593)    | (0.0593)     | (0.0098)   | (0.0023) |
| ISSA1–DeepAR   | 4.2075      | 2.0038       | 2.0038      | 0.1172      | 1.7705      | 1.7705       | 1.7705     | 1.7705 |
|                | (2.5816 × 10^{-5}) | (0.0451)     | (0.0593)    | (0.0119)    | (0.0593)    | (0.0593)     | (0.0098)   | (0.0023) |
| SSA–DeepAR     | 6.6270      | 3.2962       | 3.2962      | 1.5721      | 1.7705      | 1.7705       | 1.7705     | 1.7705 |
|                | (3.4248 × 10^{-11}) | (0.0009)     | (0.0009)    | (3.555 × 10^{-6}) | (3.555 × 10^{-6}) | (3.555 × 10^{-6}) | (3.555 × 10^{-6}) | (3.555 × 10^{-6}) |
| DeepAR         | 3.0460      | 3.0460       | 3.0460      | 3.0460      | 3.0460      | 3.0460       | 3.0460     | 3.0460 |
|                | (0.0023)    | (0.0023)     | (0.0023)    | (0.0023)    | (0.0023)    | (0.0023)     | (0.0023)   | (0.0023) |
3.2.2. Robustness Analysis of FOSSA–DeepAR

To further show the stability of FOSSA–DeepAR, this proposed model is applied to predict PM2.5 concentration and O3 concentration observed by Taian monitoring station in Shandong, O3 concentration observed by Huairou monitoring station in Beijing. For the conditioning range and prediction range, the last 200 time points of each time series will be used as the prediction range, and other time series are used to train the model.

Table 6 gives the evaluation indices of FOSSA–DeepAR model for PM2.5 prediction. For point prediction of PM2.5, the average value of TIC, RMSE, MAE, and MAPE are 0.0024, 9.8623, 6.7003, and 28.45%, respectively. RMSE, MAE, and MAPE in Taian are higher due to higher PM2.5 concentration. The average value of $R^2$ is 0.9252. This means FOSSA–DeepAR achieves good point prediction for PM2.5 in Beijing and Taian. In addition, for interval prediction, the average value of IFCP and IFNAW are 0.8247 and 0.1749, respectively. This means 82.47% of true values are included in the interval prediction. FOSSA–DeepAR model also achieves good interval prediction for PM2.5 in Beijing and Taian. For O3 concentration, the average value of TIC, RMSE, MAE, MAPE, $R^2$, IFCP, and IFNAW are 0.0021, 8.6106, 6.0872, 14.66%, 0.9069, 0.805, and 0.2031, respectively. This shows that FOSSA–DeepAR also provides a good prediction for O3 concentration.

| Time Series   | Statistical Indicator |
|---------------|-----------------------|
|               | TIC | RMSE | MAE | MAPE | $R^2$ | IFCP | IFNAW |
| O3 in Beijing | 0.0012 | 7.9824 | 5.9910 | 0.0939 | 0.9005 | 0.8350 | 0.1996 |
| PM2.5 in Taian| 0.0013 | 14.1004 | 10.1996 | 0.3797 | 0.9182 | 0.7750 | 0.2390 |
| O3 in Taian   | 0.0029 | 9.3287 | 6.1833 | 0.1993 | 0.9132 | 0.7750 | 0.2065 |

Figures 8–10 show the interval prediction of O3 concentration in Beijing, PM2.5 concentration in Taian, and O3 concentration in Taian, respectively. Most of the true values of atmospheric concentration are included in the interval prediction. The range of interval prediction is small, which means the accuracy of interval prediction is good. Accordingly, the proposed FOSSA–DeepAR model can be utilized for different atmospheric concentration and different regions.

Figure 8. Forecasting results of O3 concentration in Beijing.
ability can also be utilized in the FOSSA–DeepAR model.

We know that PM2.5 concentration is affected by many factors, such as air humidity, air pressure, and landforms, etc. These factors are not considered in this paper, which is a limitation. In future work, we will pay close attention to covariate time series in the FOSSA–DeepAR model. We will also take into account the prediction capability of the proposed model in different areas and countries, such as Brazil and Mexico. Other probability can also be utilized in the FOSSA–DeepAR model.

4. Conclusions and Future Research

In this paper, a hybrid learning approach based on FOSSA and DeepAR is proposed to obtain the point and interval prediction of the PM2.5 concentration. In this paper, a novel hybrid learning approach based on FOSSA and DeepAR is proposed to simultaneously obtain point and interval predictions of PM2.5 concentration. Firstly, driven by the ABC algorithm, we use fitness-based learning, opposition-based learning, and Lévy flight to improve SSA, which outperforms other existing SSA-based algorithms. Thus, we introduce the DeepAR model into the field of air quality prediction, and use the proposed FOSSA to optimize DeepAR. Consequently, a FOSSA–DeepAR learning method is established. Moreover, we use the FOSSA–DeepAR hybrid learning method to predict PM2.5 and O3 concentration in Beijing and Taian. The empirical results show the powerful optimization capabilities of FOSSA, and the outstanding prediction performance of FOSSA–DeepAR.

We know that PM2.5 concentration is affected by many factors, such as air humidity, air pressure, and landforms, etc. These factors are not considered in this paper, which is a limitation. In future work, we will pay close attention to covariate time series in the FOSSA–DeepAR model. We will also take into account the prediction capability of the proposed model in different areas and countries, such as Brazil and Mexico. Other probability can also be utilized in the FOSSA–DeepAR model.
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