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Abstract—In this paper, a novel search algorithm that based on the Contraction-Expansion algorithm and integrated three operators Exchange, Move, and Flip (EMF-CE) is proposed for the traveling salesman problem (TSP). EMF-CE uses a negative exponent function to generate critical value as the feedback regulation of algorithm implementation. Also, combined Exchange Step, Move step with Flip step and constitute of more than twenty combinatorial optimizations of program elements. It has been shown that the integration of local search operators can significantly improve the performance of EMF-CE for TSPs. We test small and medium scale (51-1000 cities) TSPs were taken from the TSPLIB online library. The experimental results show the efficiency of the proposed EMF-CE for addressing TSPs compared to other state-of-the-art algorithms.

Index Terms— Contraction-Expansion algorithm (CE), Exchange-Move-Flip (EMF), combinatorial optimization, traveling salesman problem (TSP)

I. INTRODUCTION

The traveling salesman problem (TSP) is well known for the classical and fundamental NP-hard combinatorial optimization problems. The classical TSP that can be described as following: find a path through a weighted graph that starts and ends in the same city, includes every other city exactly once and minimizes the total distance tour of n cities. The above-described path is always a Hamiltonian cycle or tour. In the mathematical field of graph theory, the Hamiltonian path problem and the Hamiltonian cycle problem are problems of determining whether a Hamiltonian path or a Hamiltonian cycle exists in a given graph (whether directed or undirected). Both problems are NP-complete [1-3]. Special cases of the TSP that included metric TSP, Euclidean TSP, asymmetric TSP, analyst’s traveling salesman problem, and TSP path length for random sets of points in a square. TSPs raise important issues because various problems in
science, engineering, and bioinformatics fields such as very large scale integration (VLSI) design [4], vehicle routing [5], scheduling problems [6], integrated circuits designs [7], genome sequencing [8, 9], physical mapping problems [10], and constructing phylogenetic trees [11] can be formulated as TSPs. An important characteristic of these problems is that tests performed on challenging TSP instances provide a basis for analyzing the performance characteristics of global search meta-heuristic techniques [2]. On the other hand, it falls into a class of NP-hard or NP-complete problems. Therefore, the research on the TSP is theoretically important. This paper focuses on a Contraction-expansion algorithm based on Move, Change, and Fliplr technique that generates near to optimal TSP solutions. After all these years, a huge number of methods have been developed for solving TSPs. Exact methods [12], heuristics [3, 13-15], and metaheuristics [16-19] have been proposed to solve the static TSPs. Due to the fierce increase in the computation time when the problem size increases, heuristics and metaheuristics are more preferable than exact methods since they trade optimality for efficiency. And also the TSP has attracted extensive research and has been repeatedly used as the basis of comparison for different optimization algorithms such as genetic algorithms (GAs) [19, 20], tabu search [21-24], simulated annealing (SA) [25, 26], local search [27, 28], ant colony system (ACS) [16, 29], evolutionary algorithms (EAs) [18], neural network [30, 31], and so on. These diverse approaches have demonstrated various degrees of strength and success. Most exact methods, e.g., Concorde, and heuristic methods, e.g., Lin–Kernighan, 2-Opt or 3-Opt, are not (directly) applicable for asymmetric TSP cases since they are based on the triangle inequality of Euclidean distance associated with symmetric TSPs. Methods for asymmetric TSPs are less studied with only a few exceptions [32, 33]. Of course, symmetric methods can be applied with some modifications to the problem or the method itself. But, this may significantly increase the computation time or degrade their effectiveness [29], [52]. Evolutionary algorithms (EAs) and Ant colony optimization (ACO) algorithms have proved to be powerful methods to tackle such problems due to their adaptation capabilities. Such methods are capable of finding the global optimum (or close to the global optimum) solution for symmetric TSP cases in seconds. Recently, there were many new approaches derived from evolutionary algorithms (EAs), ant colony optimization (ACO), simulated annealing (SA), and neural network, which have been presented effectually to solve the TSPs [18, 25, 26, 34-36]. Such as Genetic-based Particle Swarm Optimization (GPSO) algorithm for TSPs, and this evolutionary algorithm includes two phases. Where the first two was fuzzy C-Means and Genetic-based PSO procedure applied to reduce the complexity and better efficiency of solving TSPs with large number of cities, respectively [37]. Another two methods that hybrid method (based on Particle Swarm Optimization, Ant Colony Optimization, and 3-Opt algorithms) and adaptive simulated
annealing algorithm with greedy search to solve TSP, which was better than the former of the
performance[25, 38]. In hybrid methods that PSO is used for determining parameters, and which affected
the performance of the ACO, and the 3-Opt is used for getting rid of the local solution found in the ACO
algorithm. The metaheuristics approach looks for more effective mutations, a more rational greedy search
strategy, and more universal adaptive parameter control of the proposed algorithm to achieve better results
and faster convergence in solving TSP with large-scale cities. The solution accuracy of the Move, Change
and Flip Search Algorithm(MCFSA) are still not comparable to some other state-of-the-art heuristics and
metaheuristics for the TSP, including Ant Colony Optimization, Simulated Annealing[25], and
Evolutionary algorithms(EAs)[18] for tackling the large-scale cities.

The rest of this paper is organized as follows. Section II introduces the TSP problem definition and
describes how the TSP cases are generated. Section III describes the approaches from the literature that
have been applied to solve the TSPs. Section IV gives details of the proposed EMF-CE algorithm. Section
V presents the experimental studies that include comparisons with other popular heuristics and state-of-the-
art algorithms. Finally, concluding remarks and future work directions are presented in Section VI.

II. DEFINITION OF TRAVELING SALESMAN PROBLEMS

A. Problem Formulation

Quintessentially, a TSP instance is modeled by a fully connected weighted graph $G = (N, A)$, where
$N = \{x_1, \ldots, x_n\}$ is a set of $n$ nodes and $A = \{(x_i, x_j) | x_i, x_j \in N \land i \neq j\}$ is a set of arcs. For the classic TSP,
nodes and arcs represent the cities and the links between them. Each arc $(x_i, x_j) \in A$ is associated with a
nonnegative value $d_{ij} \in R^+$, which for the classic TSP represents the distance between cities $x_i$ and $x_j$. While
TSP instance is considered to be symmetric if $d_{ij} = d_{ji}$, or asymmetric if $d_{ij} \neq d_{ji}$ for at least
one $(x_i, x_j) \in A$, and in this paper we only considered the symmetric TSP. The most studied and well known
special case of symmetric TSP is the version in which the distances among cities always satisfy the triangle
inequality (e.g., $d_{ij} + d_{jk} \leq d_{ik}$), known as Euclidean TSP. But the definition of $d_{ij}$ that the distance among
cities may have multiple choices, while we also used the Euclidean distance here. Currently, there are many
existing methods, both exact and heuristic, such that are based on the triangle inequality[12]. However, the
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Evaluation function: It measures the cost of the route and is calculated using the sum of the Euclidean distances between each pair of cities with coordinates \((x_i, x_j)\). Assumed that the route has a length of \(n\) cities, then the fitness function[39] is defined in this paper as follows:

\[
\text{tsp}(x) = \sum_{i=0}^{n-1} d(x_i, x_j), \quad i \neq j \quad (1)
\]

Where \(d(x_i, x_j)\) is the distance between cities \(x_i\) and \(x_j\). If both cities have \(y\) and \(z\) coordinates, then the distance is calculated as:

\[
d(x_i, x_j) = \sqrt{(y_i - y_j)^2 + (z_i - z_j)^2} \quad (2)
\]

III. METHODOLOGIES FOR SOLVING TSPs

The challenges of algorithms in solving NP-complete problems and in static environments are well-known in terms of computational complexity. In the following sections, we briefly review existing and comparing algorithms designed to address the TSPs.

A. Evolutionary Algorithms

Evolutionary algorithms (EAs) forebode a very promising direction. However, only general problem-independent EAs are frequently inefficient in solving TSPs, especially large TSPs. Tsai et al.[18] proposes an evolutionary algorithm, called the heterogeneous selection evolutionary algorithm (HeSEA), which integrates edge assembly crossover (EAX) and Lin–Kernighan (LK) local search, through family competition and heterogeneous pairing selection. Where the HeSEA is especially efficient to cope with the large TSPs.

Jin et al.[19] proposed the integrated self-organizing map (ISOM) that combination the canonical genetic algorithm(GA) in the neural-evolutionary system, in which every individual (chromosome) represents an effective learning scheme(rule). The evolved ISOM (eISOM) has made at least a 1% improvement over the SOM developed by Budinich[30], the ESOM[40], the convex elastic net[41], and the FLEXMAP[42] algorithm that examined on a wide spectrum of TSPs. Feng et al.[43] developed the hybrid evolutionary fuzzy learning scheme combines the adaptive fuzzy C-means (FCM), simple MAX–MIN merging concept, simulated annealing (SA) learning algorithm, and an efficient table transform-based particle swarm optimization (TPSO) that automatically determines the near-optimal traveling path in LSTSPs. It denotes the clustering-based FCM algorithm as a classifier to reduce the complexity of the full traveling cities by dividing samples into the proper number of subgroups. After the TPSO and SA local optimal learning scheme identify the optimal traveling paths in each subgroup, and the novel and effective MAX–MIN algorithm rebuilds the complete traveling path.
Baraglia et al.\[44\] showed that combines the compact genetic algorithm (Cga) for the TSP with an
efficient implementation of LK local search heuristics designed by Lin and Kernighan\[14\] (Cga-LK).
Which exploited the low memory requirements and the high computational efficiency. Nguyen et al.\[45\]
further proposed hybrid genetic algorithm (HGA) was based on a multipopulation steady-state GA and
combined with the local search heuristics. The offspring replacing the worst individual in the population
that using a steady-state update strategy and linear ranking for selecting parents to maintain a more diverse
population for a GA. They also use LK local search heuristics for tour improvement. And these approaches
aimed at solving the large-scale TSPs.

B. Simulated Annealing

Simulated annealing (SA) is a probabilistic technique for approximating the global optimum of a given
function. Specifically, it is a metaheuristic to approximate global optimization in a large search space. It is
often used when the search space is discrete (e.g., all tours that visit a given set of cities)\[7\]. But the major
shortage of SA is that it can be extremely slow and require significantly more processing time than other
meta-heuristics. Several studies have tried to improve SAs performance by changing the generation and
acceptance mechanisms.

Pepper et al.\[46\] applied a conventional simulated annealing (SA) algorithm to solve Euclidean TSPs,
which SA showed as the best of the non-demon algorithms with average accuracy and running time. Geng
et al.\[25\] proposed an adaptive simulated annealing algorithm with greedy search (ASA-GS) to deal with
the TSPs, and based on the standard simulated annealing that it can find a better solution at the cost of vast
time. Chen et al.\[26\] presented a method that called the genetic simulated annealing ant colony system with
particle swarm optimization techniques for solving the TSPs. The system simulates the annealing process
of metal atoms. Metal atoms at a high temperature will become unstable from their initial states and search
for the newest states. Li et al.\[47\] proposed a new hybrid scheme of parallel tempering and simulated
annealing (hybrid PT/SA) to copy with the TSPs. Which the SA process was to allow the temperature at
each temperature level to decrease gradually toward a target temperature.

Wang et al.\[48\] proposed a multi-agent SA algorithm with instance-based sampling (MSA-IBS) aims at
both improving the efficiency of SA and adding parallelism of SA more naturally for traveling salesman
problem, which employs a population of agents running SA algorithm and evolving individuals of instance-
based meta-heuristics collaboratively. Motivated by the success of using instance-based learning to
improve the efficiency of SA algorithm\[49, 50\] and ACO algorithm. Wang et al.\[51\] presented swarm SA
(SSA) algorithm which exploited swarm of agents running SA algorithm and used the solution component selection scheme of ACO algorithm to generate candidate solutions that can be efficient solve the TSPs.

Inspired by a metaheuristic algorithm called the list-based threshold-accepting (LBTA) algorithm which has shown significant performance for combinatorial optimization problems that are NP-hard[52, 53]. Zhan et al.[54] proposed the list-based simulated annealing (LBSA) algorithm to solve traveling salesman problem algorithm, and used the novel list-based cooling scheme to control the decrease of temperature, also generated a list of maximum temperature which was used by Metropolis acceptance criterion to decide whether to accept the candidate solution.

C. Ant Colony Optimization Algorithms

Ant colony optimization algorithm (ACO) is a probabilistic technique for solving computational problems which can be reduced to discovery good paths through graphs. However, for multifaceted large-scale optimization problems, the drawback of the ACO that was leisurely premature convergence.

The AS[55] is the first ACO algorithm applied for the TSP. Dorigo et al.[16] proposed ant colony system (ACS) algorithm that built on the previous ant system in the direction of enlightening efficiency when applied to symmetric and asymmetric TSPs. The main idea that was sets of cooperating agents called ants, which search in parallel for good solutions to the TSP and also cooperated through pheromone-mediated indirect and global communication. They also combined the local optimization heuristic with the restricted 3-opt procedure, which inserting/removing three edges on the path, and considers only 3-opt moves that did not return the order in which the cities were visited. Furthermore, also Chu et al.[56] presented the parallel ant colony system that combined seven communication strategies, which the communication was to update the pheromone level for each route according to the best route found by neighboring groups. However, Chen et al.[57] further built on the PACS and cooperating with GA, while the PGACS outperformed the PACS in terms of accuracy solution quality.

Mavrovouniotis and Yang [58] further improved the MMAS algorithm[59] based on with or without direct communication(DC) scheme, where the DC scheme reduced computational runtime and improved the solution quality of conventional ACO algorithms to solve the large-scale TSPs. Which DC scheme allowing to exchange cities and utilize the different solutions constructed by ants on each iteration.

D. Heuristics And Neural Network

Local search with k-change neighborhoods, k-opt, are the most widely used heuristic method for the traveling salesman problem. Helsgaun [60, 61] proposed a new LKH called LKH-2, and based on the LKH-1, which eliminates many of the limitations and shortcomings LHK-1. Combined use of general K-opt
moves with six partitioning schemes, for obtaining high-quality solutions and reducing the complexity of solving large-scale problem instances, respectively. As we all know, LKH-2 is the best search algorithm to achieve the best optimal tour so far. Rego et al.[15] surveyed leading heuristics for the TSPs, which gathered with Lin–Kernighan (LK) and stem-and-cycle (S&C) methods, as well known the most effective and efficient local search ejection chain (EC) methods. Proposing six and two variants of the Lin–Kernighan (LK) and stem-and-cycle (S&C) ejection chain method, respectively.

Mahdi Saadatmand-Tarzjan et al.[62] proposed a novel constructive-optimizer NN (CONN), combined uses a feedback structure and competitive training algorithm, which similar to Hopfield-type NNs (HNN)[63] and Kohonen-type self-organizing maps(K-SOM)[19] were presented to provide the best conciliation between the convergence speed and solution quality, respectively. Consequently, CONN has consisted of a constructive part, which grew the tour and an optimizer part to optimize it. In the training algorithm, an initial tour was created first and introduced to CONN. Thiago A.S. Masutti et al.[36] further modified the Real-Valued Antibody Network designed to solve the Traveling Salesman Problem (RABNET-TSP) [64], which cooperated with the immune-inspired self-organizing neural network based on the immune system, and aim at improving its efficacy (quality of the solutions found) and reducing the computational time.

IV. PROPOSED EXCHANGE-MOVE-FLIP BASED ON CE ALGORITHM

In this paper, a novel search algorithm that based on we proposed Contraction-Expansion algorithm[65] is introduced to provide the best compromise between the convergence speed and solution quality. The main idea of the proposed EMF-CE is taking advantage of integrated three operators Move, Exchange, and Flip techniques, and cooperated the CE to search for the optimal solution of TSPs. We will use ten nodes as an example to illustrate the process of the EMF-CE algorithm, as Fig.1-a show.
A. Exchange Step

Assume that have \( x_i \) \( \rightarrow \) \( x_n \) nodes, if exchange \( x_i \) and \( x_j \) \((i \neq j = 1...n)\) can make the total distance \( tsp \) (1) value less than before, then achieved this exchange step, furthermore, anew generated another better tour. Those exchanges should include that the position of \( x_i \) and \( x_j \) in a two-dimensional array-based data structure with an n-vector to control two-dimensional matrix \((n \times 2)\) original data. Each row corresponds to each current city and each column corresponds to the order of traveling sequence of this current tour. Also, the position wherein the Euclidean distance matrix the row and column of \( x_i \) and \( x_j \) will be complete exchange. To illustrate how this Exchange step is formulated, the following example is used for explanation. Which there are ten cities(nodes), as Fig.1b, after exchanged the \( x_2 \) and \( x_4 \), the original path sequence 1-2-3-4-5\ldots became 1-4-3-2-5\ldots. The difference of tour length between the old path and the new path as follows:

\[
d = d(1,2) \neq d(4,5) \neq d(1,4) \neq d(2,5) \equiv 659- (3)
\]

Where \( d < 0 \), it is indicated that the new path superior old path, then exchanged \( x_2 \) and \( x_4 \) two nodes. Here, if \( d \neq 2 \), then \( d \) that the difference of tour length only is between the red and blue dashed lines Fig1-b. And the other line segments (arcs) without change. Identically, it isn’t necessary to calculate the distance in order to that decrease the computation burden. If \( d > 2 \), which would be involved eight line segments (arcs) (Fig.2a-b and Fig3a-b, the four red and four blue dashed lines). The difference in tour length \( d \) should be the following:
\[ d = d(i-1,i) + d(i,i+1) - d(j-1,j) + d(j,j+1) - d(i,j) + d(i,j+1) \]

\[ i = 2, 3, \ldots, n - 1, j = 1, 2, \ldots, n \]  

(4)

It is worth noting that should be immediately exchanged only if \( d < 0 \). Meanwhile, exchange the row position of \( x_i \) and \( x_j \) in two-dimensional matrix of original data, also corresponding to exchange row and column in the distance matrix. The exchanged sequence can from the smallest to largest (such an exchange was called sequential[66], \( i \) was small to large, \( j > i \) executed) or inverse (\( i \) was large to small, \( j < i \) executed) executed. Identically, for the next Move step and Flip step both should be executed and following this principle. Given a feasible TSP tour, the algorithm repeatedly performs exchanges that reduce the length of the current tour, until a tour is reached for which no exchange yields an improvement.
Fig. 3 exchange $x_5, x_7$ (a) and $x_7, x_8$ (b) nodes

All possible tours are made of ten nodes that more than one hundred and eighty thousand. But in the original tour of ten nodes (the sequence was random permutation), where only exchanged 5 times and instantly achieved optimal result Fig.1a-b. In the completely random (or random permutation nodes) condition, where the exchange times will be an increase, while will not considerably increase, and also can achieve preferably (maybe optimal) result. If found the better tour or smallest tsp (1) value should be marker $X_m$ and $tspm$ variables archived. Algorithm1-7 (supplement1).

B. Move Step

k-Opt algorithm (2-, 3-, and 4-opt move, etc.) was a simple local search algorithm for solving the TSP in optimization[66]. In this algorithm, k-Opt analysis involves deleting k connections (or edges) on a tour, reconnecting the tour in all other possible ways, and then evaluating each reconnection method to find the optimum one. Here, we proposed the move (1-move, 2-move, 3-move, etc.) algorithm of concept was different from k-opt, which only moves the nodes forward or backward, and also can move one, two, and three nodes etc together. For instance, tried to move the position of $x_i$ ($i=1...n$) forward or backward, and only change it that in the sequence of the TSP (Traveling salesman problems) tour. If made the tsp(1) value less than before, then executed this step. The number of move nodes could be one node or simultaneously moved to adjoin nodes from two to n nodes were chose. Buts large number of experiments show that move simultaneously chose from two to five nodes together was the best choice. Such as, based on the original of
ten nodes path Fig.4a, and moved \( x_3 \) to the front of \( x_2 \) Fig.4b (this step is equivalent to exchange \( x_3 \) and \( x_2 \), both moves adjoin nodes are equivalent to exchange step), and the difference of tour length that the old path and generated new path only included four segments Fig.4b (two red dashed line and two blue dashed line) (5). Cause \( d < 0 \), this move step made the TSP path shorter.

\[
\Delta = d(1,3) + d(2,4) - d(1,2) - d(3,4) \quad 2 \neq 0
\] (5)

Fig. 4 the original path of ten nodes (a) and moved \( x_3 \) to the front of \( x_2 \) (b) if \( d^2 < 0 \) then involved six segments line (or edges) Fig.5a, three red dashed lines and three blue dashed lines, respectively. And the difference of tour length between the segments line should be as following:

\[
\Delta = d_{i-1,j} + d_{j,i} + d_{j+1,i} + d_{1,i} + d_{j+1,j} + d_{j,i} + i + 2, 3 = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 \quad 2 \leq n \quad n
\] (6)

As a show, if \( d < 0 \), only exchange the adjoin nodes \( x_i \) and \( x_j \) or move \( x_j \) to the front of \( x_i \). When moving multiple nodes (from two to five) that should make a judge whether may insert forward or insert backward, and only picking the proper insert direction that can make \( d \) a decrease. Depending on the orientations of the paths within the current structure, the path between \( i \) and \( j \) city may have to be reversed. As illustrated above that move could be forward or backward. For example, the original path (Fig.4a) that only by four times single node moving and instantly can achieve the optimum result as shown in Fig.5 Fig.6 show. But after another random permutation of the current tour that the move times will increase. Also, the move step always stops after may \( n \) iterations if its rerouting strategy fails to improve the current best solution and will immediately execute another step. A similar local search algorithm starts at some location in the search
space and subsequently moves from the present location to a neighboring location or interval two and three nodes. Move algorithm is used for the purpose of improving tour arrangement operations.

![Fig 5](image1.png)

**Fig 5** moved $x_4$ to the front of $x_2$ (a) and $x_5$ to the front of $x_3$ (b)

![Fig 6](image2.png)

**Fig 6** moved $x_4$ to the front of $x_3$ (a) and the optimal path of ten nodes problem (b)

**C. Flip Step**
The concept of Flip in this paper that means Fliplr. If flip a segment line (or an edge) can make the \( \text{tsp}(1) \) value decrease, then executed flip step operation. As Fig.7a, there is a crossover link between \( x_4, x_5, \) and \( x_6, \) and this kink between edge\((x_3, x_4)\) and edge\((x_6, x_7)\) make tours more complex and lengthy. Therefore, removing these kinks is wise action. Eliminating kinks from the current tour that means the path 3-4-5-6-7 should become 3-6-5-4-7, and achieve that only to flip \( x_4, x_5, x_6 \) to \( x_6, x_5, x_4 \). The difference of tour length between the new path and old path as following (Fig.7b, two blue and two red dashed lines):

\[
d = d_{3, 6} + d_{4, 7} + d_{3, 4} + d_{6, 7} - 15.9 \quad (7)
\]

As shown not only the \( \text{tsp}(1) \) value decrease by 15.9, and also eliminated the crossover link. For another flip edge \((x_4, x_7)\) and edge \((x_5, x_7)\), and the red and blue dashed lines that were the change segments line Fig.8a-b.
Universally, before or after flip that the difference of tour length $\delta$, as follows, which only involved four segments line (or edges):

$$\delta = d_{i,j} + d_{j,i} - d_{2,n} - d_{n,2}$$  \hspace{1cm} (8)$$

Where should instantly flip edges $(x_i, x_j)$ path, when the $\delta<0$. As above example **Fig.7a**, which only flip three times and could realize the optimum result. If the original path was completely disarrayed, requiring number of times of flip will comfortably increase. As we know, flip step can easily eliminate the crossover link than others step hard completed. It is an implementation of the path transform that for not generated the kinks yet before, and also play a complementary role for combining the exchange and move steps, accelerating the speed that tends to optimum results and finds the best solution.

### D. Contraction-Expansion Algorithm

It is easy to achieve global optimal for simple TSPs that only combined exchange, move and flip three steps, while is hard to achieve global optimization for generalized traveling salesman problems. Here, we used the contraction-expansion algorithm to expand the search spaces for searching for the best tours. The algorithm is specified in exchanges (or moves, flips) that can convert one candidate solution into another gainful move. Therefore, we set of rules for $\delta$ that gave an appropriate critical value ($crt$ supplement algorithms 11), if $\delta \notin crt$, even though exchange and move steps may increase target function $tsp(1)$ value, we are still forced to execute these operations (the process of operation that we call redeploy of
enforceability). It can help to drop out the pitfall of the local optimal, and greatly increase the possibility of realizing global optimal.

With the feasibility criterion that the loop is stopped as soon as the chain represents a gainful exchange, and move, or when the chain cannot be produced better optimum \(tsp\) (1) value (no longer less than \(tsp\) value) anymore. In theory, there will be up to \(n\) iterations in the loop, where \(n\) is the number of nodes. In practice, however, the number of iterations is much smaller (due to the confirm of critical value). So we set rules for the critical value. If \(crt\) is too small, it cannot drop out the pitfall of local optimum. And if \(crt\) is too large that should not have exchanged and moved, it’s would be forced to implement, and after one loop or more loops that the sequence of the tour would be disarray and have a strong impact on the effectiveness of implementation. Meanwhile, as the change of \(crt\) with the search loops alters, it appeared the form of the wave for changing. Therefore, we spent plenty of time researching and seeking the best function that can reasonably adjust and control the \(crt\) changing. Here, we found the function (9) that was a negative exponent function, which was used to the method of feedback regulation. This stop criterion (a product the feasibility critical value) plays a major role in the efficiency of the algorithm.

\[crt = \text{crt} \times e^{(-t)}\] (9)

E. Combinatorial Optimization of Program Elements

Pseudocode of those programs that included exchange, move and flip (involved one node and from two to five nodes choose together), besides, combined the contraction-expansion algorithm and process of redeploying of enforceability which compiled more than twenty program elements. And the implement of the sequence of those programs that is the core of high effectiveness achieve global optimal. The implement of rules that are after exchange forward following on exchange backward with the different types of program elements, also, such that avoid an ineffective exchange of the nodes which should be legitimately configuration exchange between the one node and multiple nodes. A large computational experiment show that reasonably arrange the sequence of program elements is the point to increase the power of achieving the global optimum for traveling salesman problems. As far, that combinatorial optimization of program elements still not the best and yet have the space to reach the optimal.

Practically, after certainly loops that random to implement those programs of elements, it can prevent happened of invalid remove and vibration from the process of exchange and move nodes, also, yielding a better tour solution and more efficient to nearness optimal solution. Included all process of these program of elements is called loop times (round). It is impossible to achieve the global optimal for complicated traveling salesman problems just one loop times, and even hundreds of cycle rounds for large scare TSPs. But for small or middle scare TSPs that above procedure can produce a better tour solution.
**F.Rotating TSP Loop**

Above that procedure of exchange, move and flip the position of the start point, and endpoint won’t implement the exchange and move steps. Also, it was hard to generate efficient exchange for the closely linked nodes. Sometimes, it will be not only left the dead corner to achieving the optimal tour, and also obstruct from yield the global optimal tour. Therefore, after certainly loop times that need to redefine the start node and keep the search for the best optimal tour. Usually, it is based on before generating the best tour that random forward or backward move to certainly nodes, and rotate TSP cycle that the lots of position as the new start(end) point. By doing this made the procedure of exchange, move and flip more unobstructed (no dead corner) for the complicate TSPs and increase the speed of the process of search the best tour solution.

**V. EXPERIMENTAL STUDY**

In this section, we describe the test problems and implementation details of the algorithms that we use in our computational study. We present and discuss the results generated by other different algorithms that have reported from the literature on the same problems in TSPLIB. Also, in our experiments, which we presented a new evaluation index described as following, and it was used to evaluate the performance of EMF-CE algorithm. And used the following index that was described as the efficiency index of EMF-CE algorithm.

**A.Evaluation Index**

To test developed operator performance, which test problems for small and medium scale (51-1000 cities) TSPs were taken from the TSPLIB online library[67] and the website at [http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/](http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/). As we all know, if an algorithm can reach the nearby global optima for all kinds of traveling salesman problems, then it should be the best program or software. For all the test problems, we both random permutation for the initial path (disorganize the original data sequence) as the restart path after yield optimal solution. Which also records the optimal rates and time of achieved the global optima twenty times. And gave the optimal solution of the result was from the Condore 1.1(current best software) running in windows as the benchmark.
We used the rates of optimal solution ($R_o = N_o / N_r$, $N_o$ is the number of optimal, $N_r$ is the number of runs), the average tour length, and median tour length as the power of evaluation index. And the efficiency of the index included the shortest time, average time, and median time. By reason of complicated problems in a set of loops can’t all achieve global optima and early quit, which also can’t calculate the meantime to reach global optima. In some way, it was fake that if we take early quit time into consideration. While median time (must have more than half to achieve global optima) isn’t affected by extremes value; therefore, it is more stable and more valuable as an efficiency index.

The first two sets of experiments were *eil51.tsp* and *ch150.tsp* two small scale problems were used to test the executable of CPU time and rates of optimal. For random permutation the initial path as start path, and instantly record the CPU time as long as obtained the optimal solution. The CPU time-frequency distribution resulted from multiple replications executes. In early, obtained a few times for executing, while the CPU time was unimodal skewed normal distribution which was incompatible with the theory. But with the continuous running 1000 times, its CPU time of frequency distribution was similar to the formerly cardinal principle and showed the extremely skewed distribution as follows Fig.9.

![The distribution of CPU time of 1000 replicates for eil51](image)

**Fig 9** the frequency distribution of CPU time with 1000 replicates for *eil51.tsp* problem

Executed one thousand times for this issue and the rates of optimal was 100% ($R_o = 1000 / 1000$), also all of the lengths of the tour were 426, but between all of them, the CPU time has a more significant
Fig. 9. As the show that the last group was 53 times for CPU time more than 30 seconds. The minimum and maximum CPU time was 0.05s and 65.01s, respectively. Because exist of the extreme value, the mean of the CPU time was 5.09s (the red line show) which wasn’t reasonable as the efficiency of the index for indicating the effectiveness of the algorithm. While the median was 1.61s (the green line show) and has run for 775 times that the CPU time was less than 3s to achieve global optimal, also, it is indicating the median better than average as the efficiency of index.

As we all know, the tour length of the global optimal of eil51.tsp problem was 426. While we dig deeper and found that situation was different. We tried to retain 3 decimals, the tour length was 429.118, but this is not the real global optimal, and the tour length of global optimal should be 428.871 (the rounded number was 427) Fig.10-b. Otherwise, if round the tour length to nearest the integer was 426 Fig.9, keep integer distance of between \( d_{25,26} + d_{26,27} + d_{27,28} \) and \( d_{25,27} + d_{27,26} + d_{26,28} \), there are not the only one optimal tours. There are groups of test problems from TSPLIB that existed retain integer for the tour length will be influenced to produce optimal results. While for a large data TSP problem, the integer has little effect.

Fig 10 the global optimal solution of integer (a) and non-integer (b) for eil51.tsp problem
the optimal results and relatively easy to obtain the optimal results, also convenient to compare each other with different algorithms, which maybe was the reason for the widespread use. But there are some test TSP problems, if retain 4~6 decimals, the optimal results will be the global optimal.

Where also executed one thousand times for ch150.tsp issue and the rates of optimal was 90.5% (Ro=905/1000), all of the lengths of the tours were 426, but between all of them, the CPU time has a more significant difference Fig.10. And have 156 times for the CPU time more than 60s in the last group as show Fig.10. The results indicated that minimum, average, maximum, and median tour length was 6528 (integer), 6593, 6531.06, and 6528, respectively. Also, the minimum, average, maximum, and median time were 1.04s, 58.12, 760.66, and 1.61s, respectively. Indicating that already have Ro=726/1000 for the CPU time less than 3s. It was also indicating that median time or tour length will be better than average time or tour length as an index for proving the effectiveness of the algorithm. But the set of iteration times less than 300 that can’t achieve global optimal.

There were three weak peaks that respectively nearby the 20s, 40s, and 50s both achieved the global optimal. After researched the program and found that appeared these phenomena, which has certain relations with the periodic variation of crt. While these peaks relatively the crt value both in the bottom and easy to achieve global optimal after early big crt value broke the pitfall of local optimal. For the other test problems that the distribution of CPU time both corresponding to the first two problems. This indicates

![the distribution of cpetime of 1000 replicates for ch150](image)

mean cpetime me=58.1196

median cpetime md=1.6064

Fig 10 the frequency distribution of CPU time with 1000 replicates for ch150.tsp
that the new algorithm to achieve global optimal with a shorter median time, and another small part of it
takes a long time to run. With the complexity of the problem, this phenomenon will become more obvious.
This also reflects algorithmic programs to improve the possibility of need.

B. Implementation Details

All the experimental results were obtained by an Intel(R) Core(TM)2 Duo 2.93GHz with 2-GB main memory
using MATLAB environment and running the Windows 7 operating system. For comparing EMF-CE with other
algorithms in terms of CPU time, we scaled the CPU time of each algorithm by an appropriate scaling coefficient
related to its processing system. We utilized the results reported to obtain the scaling coefficients as shown in Table I.
Note that the codes made by 3-GL programming languages such as C/C++, PASCAL, and FORTRAN are more
efficient than M-codes in the MATLAB interpreter. Nevertheless, we did not consider any scaling coefficient for
comparing M-codes with 3-GL codes. In other words, it is expected to obtain better performance by implementing
our algorithm using an efficient programming language like C or C++.

Table I

| Counterpart Algorithm | Processing System | Program Language | Scaling Coefficients |
|-----------------------|-------------------|------------------|----------------------|
| ASA-GS[26]            | 2.8GHz            | C++              | 1.00                 |
| CONN[62]              | 1.4GHz            | C++              | 0.49                 |
| eISOM, ESOM, Budinich[19] | 1.4GHz            | C++              | 0.48                 |
| RABNET-TSP[36]        | 3.0GHz            | C++              | 1.06                 |
| GCGA[68]              | 2.8GHz            | C++              | 0.99                 |
| HGA[69]               | 2.3GHz            | C++              | NA                   |
| GSTM[70]              | 2.8GHz            | Delphi           | NA                   |
| ACS[16]               | 200MHz            | C++              | NA                   |
| SA[46]                | SPARCULTRA5       | C++              | NA                   |
| PSO–ACO–3Opt[38]      | 2.8GHz            | C++              | NA                   |

The percent differences (relative error) have been computed using:

\[
RE(\%) = \frac{l - l_{\text{opt}}}{l_{\text{opt}}} \times 100\% \quad (48)
\]

Where \(l\) were best tour lengths (BL, the result from EMF-CE), average tour lengths(AL), or median tour
lengths(ML), however, \(l_{\text{opt}}\) is the optimal tour lengths(OPT). Note that for each TSP EMF-CE gives the same
solution in all runs.
C. EMF-CE Performance on TSPLIB Problems

We select 43 problems from the TSPLIB online library. Each problem is randomly generated. We use Euclidean distances (all of the Euclidean distances are real distances). The problems range in size from small to middle-scale 51 to 1000. Following Johnson and McGeoch[71], and only one running pr2392 was performed for this instance, which were used in previous computational studies (see Jin et al. [19, 25, 26, 62, 70]. Each entry gives the number of nodes in the problem (e.g., eil51 has 51 nodes). We use the approximate Euclidean distance metric specified in TSPLIB. Moreover, we did not apply EMF-CE to the instances with 3000 or more cities since it would have taken too much time (future work for large TSP). Therefore, we considered only a qualitative comparison between the different algorithms. The results are listed in Table II. For each benchmark problem, the first ten columns of this table are 1) number; 2) the TSP name; 3) optimal tour length (OPT) as reported in TSPLIB, and some instances renew calculated that used the Concorde (http://www.math.uwaterloo.ca/tsp/concorde gui/gui.htm), and 4) described in V.A. 5) were Shortest tour lengths (SL, the result from EMF-CE) and RE(%); 6) average tour lengths(AL) and RE(%); 7) median tour lengths(ML) and RE(%); 8) the shortest of running time in second; 9) the average of running time in second; 9) the median of running time in second. And the CPU time of average and median distribution as the Fig.11 scatter diagram demo. Also, in order to facilitate comparison with different algorithms. According to Pepper et al.[46], we split the set of selection problems into the first three sets that 51 to 299 nodes(31 instances), 318 to 574 nodes(7 instances), and 666 to 100 and one 2392 nodes(5 instances).

**TABLE II**

| No. | Instances | OPT  | Ro   | SL(%) | AL(%) | ML(%) | ST(s) | AT(s) | MT(s) |
|-----|-----------|------|------|-------|-------|-------|-------|-------|-------|
| 1   | eil51     | 426  | 20/20| Optimal| 426(0)| 426(0)| 0.21  | 20.71 | 12.95 |
| 2   | st70      | 675  | 20/20| Optimal| 675(0)| 675(0)| 0.52  | 15.98 | 13.37 |
| 3   | eil76     | 538  | 20/20| Optimal| 538(0)| 538(0)| 1.09  | 75.96 | 66.14 |
| 4   | pr76      | 108159| 20/20| Optimal| 108159(0)| 108159(0)| 12.85| 32.62 | 29.37 |
| 5   | rat99     | 1211 | 20/20| Optimal| 1211(0)| 1211(0)| 2.33  | 77.97 | 73.00 |
| 6   | kroA100   | 21282| 20/20| Optimal| 21282(0)| 21282(0)| 0.67  | 39.54 | 21.37 |
| 7   | kroB100   | 22141| 20/20| Optimal| 22141(0)| 22141(0)| 7.88  | 150.29| 156.76|
| 8   | kroC100   | 20749| 20/20| Optimal| 20749(0)| 20749(0)| 2.20  | 43.71 | 27.62 |
| 9   | kroD100   | 21294| 20/20| Optimal| 21294(0)| 21294(0)| 1.00  | 37.05 | 24.24 |
| 10  | kroE100   | 22068| 7/20 | Optimal| 22097.3(0.13)| 22100(0.15)| 32.11| 1287.12| 182.31|
| 11  | rd100     | 7910 | 20/20| Optimal| 7910(0)| 7910(0)| 16.26 | 149.86| 159.14|
| 12  | eil101    | 629  | 14/20| Optimal| 630.35(0.21)| 629(0)| 24.83 | 173.40| 173.51|
| 13  | lin105    | 14379| 20/20| Optimal| 14379(0)| 14379(0)| 16.92 | 37.33 | 26.66 |
| 14  | pr107     | 44303| 20/20| Optimal| 44303(0)| 44303(0)| 0.36  | 8.86  | 3.75  |
| 15  | pr124     | 59030| 20/20| Optimal| 59030(0)| 59030(0)| 6.09  | 70.23 | 50.38 |
| 16  | bier127   | 118282| 3/20 | Optimal| 118483.4(0.17)| 118476.7(0.16)| 101.83| 396.94| 388.89|
| 17  | ch130     | 6110 | 7/20 | Optimal| 6130.45(0.33)| 6128(0.29)| 149.25| 337.28| 335.73|
| 18  | gr137     | 697  | 20/20| Optimal| 697(0)| 697(0)| 2.02  | 166.41| 172.51|
| 19  | pr144     | 58537| 20/20| Optimal| 58537(0)| 58537(0)| 4.68  | 118.55| 96.50 |
| Test Problems | CPU Time (s) | Shortest Time | Average Time | Median Time |
|---------------|-------------|---------------|--------------|-------------|
| kroB200       | 29437       | 29440.01      | 29597.70     | 29530.53    |
| kroA200       | 29368       | 29543.45      | 29545.56     | 532.67      |
| kroB150       | 29437       | 29440.01      | 29597.70     | 29530.53    |
| kroA150       | 29368       | 29543.45      | 29545.56     | 532.67      |
| kroB100       | 29437       | 29440.01      | 29597.70     | 29530.53    |
| kroA100       | 29368       | 29543.45      | 29545.56     | 532.67      |
| kroA50        | 29437       | 29440.01      | 29597.70     | 29530.53    |
| kroB50        | 29368       | 29543.45      | 29545.56     | 532.67      |

Fig. 11 EMF-CE average CPU time versus the number of cities for 43 benchmark TSPs from TSPLIB
Fig. 11 shows the EMF-CE CPU time versus the number of cities for 43 benchmark TSPs. Fig. 7 shows the CONN CPU time versus the number of cities for all benchmark TSPs. In this figure, the CPU time versus n has been fitted to a polynomial.

As illustrated in Fig. 12, the three evaluation indexes showed that the solution qualities of EMF-CE are range 0.00% ~ 0.46%, 0.00%~2.28%, and 0.00%~2.58% for all test benchmark TSPs TABLE II. Furthermore, EMF-CE gave the optimal solutions for 29 benchmark TSPs, in which the number of cities less than 300.

D. Comparing with Computationally Comparable Algorithms

In this section, we compared EMF-CE with several well-known evolutionary algorithms, simulated annealing, evolutionary algorithms, and neural network including ASA-GS, GCGA, HGA, CONN, and LBSA, and so on. Which were reported in[26], [68], [69],[62] and [54], respectively. Also, these algorithm methodologies that we already briefly described in section II. EMF-CE has a competitive computational complexity with respect to these algorithms (O(n^3)). The third set of experiments was performed on 38 benchmark TSPs from TSPLIB with 51(small-scale) to 783 cities (medium-scale). The results are only given the percent difference of shortest tour lengths in Table III.

For average shortest tour length that corresponding to the same TSP instances and EMF-CE provided 0.35%, 1.49%, 0.82, 3.11%, and 0.02% improvements over ASA-GS, GCGA, HGA, CONN, and LBSA, respectively. When we also split the set of problems into three sets, as described in section V.C. Over the corresponding to first set problems Fig.13, we see that EMF-CE and LBSA was the most accurate algorithm with the difference of 0.003%. However, EMF-CE provided 0.22%, 0.92%, 0.47%, and 2.75% improvements over ASA-GS, GCGA, HGA and CONN to the average shortest tour length, respectively; also, corresponding to second set problems, EMF-CE
provided 0.16%, 0.80%, 3.09%, 4.62% and 4.51% improvements over LBSA, ASA-GS, HGA, GCGA and CONN to the average shortest tour length, respectively. We can see that for the medium-scale TSPs, and the EMF-CE gave the best tour length.

### TABLE IV

COMPARING EMF-CE AND ITS FIVE COUNTERPARTS INCLUDING ASA-GS, GCGA, HGA, CONN AND LBSA FOR THE SAME BENCHMARK TSPS FROM TSPLIB IN TERMS OF THE SOLUTION QUALITY AND COMPUTATIONAL COMPLEXITY.

| Instances | OPT | EMF-CE | ASA-GS | GCGA | HGA | CONN | LBSA |
|-----------|-----|--------|--------|------|-----|------|------|
|           |     | SS(%)  | SS(%)  | SS(%)| SS(%)| SS(%)| SS(%)|
| eil51     | 426 | 0      | 0.67   | 0.23 | 0.67 | 2.58 | 0    |
| st70      | 675 | 0      | 0.31   | 0    | 0.31 | 2.96 | 0    |
| eil76     | 538 | 0      | 0      | 0    | 0    | 4.34 | 0    |
| pr76      | 108159 | 0     | 0      | 0    | 0    | 4.34 | 0    |
| rat99     | 1211 | 0     | 0.68   | 0.99 | 0.68 | 0.33 | 0    |
| kroA100   | 21282 | 0     | 0.02   | 0.05 | 0.02 | 2.57 | 0    |
| kroB100   | 22141 | 0     | 0      | 0    | 0.24 | na   | 2.6  |
| kroC100   | 20749 | 0     | 0.01   | 0.32 | 0.01 | 1.53 | 0    |
| kroD100   | 21294 | 0     | 0      | 1.22 | 0    | 1.42 | 0    |
| kroE100   | 22068 | 0     | 0.17   | 0.24 | na   | 1.97 | 0    |
| rd100     | 7910 | 0     | 0      | 0    | 0    | 3.59 | 0    |
| eil101    | 629 | 0      | 1.78   | 1.59 | 1.78 | 5.09 | 0    |
| lin105    | 14379 | 0     | 0.03   | 0.56 | 0.03 | 0.38 | 0    |
| pr107     | 44303 | 0     | 0      | 1.15 | 0    | 2.77 | 0    |
| pr124     | 59030 | 0     | 0      | 0.04 | na   | 5.5  | 0    |
| bier127   | 118282 | 0    | 0.01   | 0.91 | na   | 2.45 | 0    |
| ch130     | 6110 | 0      | 0.01   | na   | 0.01 | 4.88 | 0    |
| pr144     | 58537 | 0     | 0      | 0    | 0    | 2.34 | 0    |
| ch150     | 6528 | 0      | 0.04   | na   | 0.04 | 5.5  | 0    |
| kroA150   | 26524 | 0     | 0      | 1.4  | 0    | 2.27 | 0    |
| kroB150   | 26130 | 0     | 0.04   | 1.63 | –    | 3.09 | 0    |
| pr152     | 73682 | 0     | 0      | 0.19 | 0    | 0.79 | 0    |
| u159      | 42080 | 0     | 0.74   | 1.74 | na   | na   | 0    |
| kroA200   | 29368 | 0     | 0.15   | 1.33 | 0    | 0.79 | 0    |
| kroB200   | 29437 | 0.01  | 0.23   | 2.09 | 0.05 | 1.07 | 0    |
| ts225     | 126643 | 0    | 0      | 0.64 | 1.18 | na   | na   |
| pr226     | 80369 | 0     | 0.22   | 0.35 | 0.08 | 2.35 | na   |
| pr264     | 49135 | 0     | 0      | 0.62 | 0.03 | 3.58 | na   |
| a280      | 2579 | 0     | na     | na   | 3.13 | 4.24 | na   |
| pr299     | 48191 | 0.07  | 0.16   | 4.11 | 2.64 | 4.85 | 0    |
| lin318    | 42029 | 0.3   | 0.66   | 3.74 | 1.42 | na   | 0.1  |
| rd400     | 15281 | 0.38  | 0.46   | 6.11 | 5.03 | 1.93 | 0.2  |
| fl417     | 11861 | 0.1   | 0.67   | 1.65 | na   | 3.58 | na   |
|     |     |     |     |     |     |     |
|-----|-----|-----|-----|-----|-----|-----|
| pr439 | 107217 | 0.05 | 2.61 | 5.19 | 2.76 | 4.07 | na |
| pcb442 | 50778 | 0.46 | 0.56 | 7.66 | 4.13 | 4.8 | 0.11 |
| u574 | 36905 | 0.14 | 0.89 | na | na | 5.77 | na |
| u724 | 41910 | 0.12 | 0.87 | na | na | 6.48 | 0.7 |
| rat783 | 8806 | 0.45 | 1.68 | na | na | 6.72 | 0.92 |
| Average | 0.05 | 0.4 | 1.54 | 0.87 | 3.16 | 0.07 |

Note: ‘na’ represented no data.

Fig.13 Average shortest tour lengths percent above optimality for EMF-CE and five comparable algorithms

VI. CONCLUSION

In this paper, we presented a new method, which Contraction-expansion algorithm based on Move, Change, and Flip three operators called EMF-CE, for TSPs. The main purpose of designing EMF-CE is to achieve near to optimal solution quality and the most accurate algorithm while the method would give comparatively slower of convergence speed. Its computational intensity is $O(n^3)$. But it is now can achieve global optimal for the small scale TSPs. For the generalized traveling salesman problems that round number and round integer may affect the end optimal result. Usually can take 4 to 6 significant digit to calculate the distance and TSP path length, in order to prevent the loss of precision and affect the realization of the optimal solution.

The EMF-CE performance was compared with those of several computationally comparable including ASA-GS, GCGA, HGA, CONN, and LBSA, etc. in terms of the qualitative comparison between those algorithms. However,
we only show that five algorithms compare with the EMF-CE (have compared and reported in [25, 26, 38, 54], etc.). Cause the others state-of-the-art (GATM, GSM, SA, ITS, GSA-ACS-PSO, RABNET-TSP, and MSA-IBS, etc. have described and overviewed in section II) algorithm that can’t give the best tour lengths (reach to global optimal) for the small scale TSPs and let alone the medium-scale TSPs. Where EMF-CE has outperformed these state-of-the-art NNs and evolution algorithms in terms of accuracy and in a reasonable time for the best tour length and average tour length. But these algorithms provided a better and promising CPU time with poverty solution quality. Also, the CPU time of EMF-CE with M code and only using single-core for computing. Moreover, the scaling coefficients large than any 3G program language TABLE I. In other words, it is expected to obtain better performance by implementing our algorithm using an efficient programming language like C/C++.

Future work should investigate and improve convergence speed. While the encouraging results presented here led us to adapt the algorithm to solve more complex routing problems, such as both symmetric and asymmetric DTSPs, and the capacitated vehicle routing problem (CVRP). Also, further investigations must be performed with larger TSP instances and hybrid use of the proposed algorithm with route improvement heuristics, such as k-opt and simulated annealing.
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