Orbital selective spin waves in detwinned NaFeAs
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The existence of orbital-dependent electronic correlations has been recognized as an essential ingredient to describe the physics of iron-based superconductors. NaFeAs, a parent compound of iron-based superconductors, exhibits a tetragonal-to-orthorhombic lattice distortion below \( T_\mathrm{N} \approx 60 \, \text{K} \), forming an electronic nematic phase with two 90° rotated (twinned) domains, and orders antiferromagnetically below \( T_\text{c} \approx 42 \, \text{K} \). We use inelastic neutron scattering to study spin waves in uniaxial pressure-detwinned NaFeAs. By comparing the data with combined density functional theory and dynamical mean-field theory calculations, we conclude that spin waves up to an energy scale of \( E_\text{crossover} \approx 100 \, \text{meV} \) are dominated by \( d_{xz}-d_{yz} \) intraorbital scattering processes, which have the twofold (C\(_2\)) rotational symmetry of the underlying lattice. On the other hand, the spin wave excitations above \( E_\text{crossover} \) have approximately fourfold (C\(_4\)) rotational symmetry, arise from the \( d_{xy} \) orbital, and are \( d_{xy} \) intraorbital scattering that controls the overall magnetic bandwidth in this material. In addition, we find that the low-energy \((E \approx 6 \, \text{meV})\) spin excitations change from approximate \( C_4 \) to \( C_2 \) rotational symmetry below a temperature \( T^* (\approx T_\text{c}) \), while spin excitations at energies above \( E_\text{crossover} \) have approximate \( C_4 \) rotational symmetry and are weakly temperature dependent. These results are consistent with angle-resolved photoemission spectroscopy measurements, where the presence of a uniaxial strain necessary to detwin NaFeAs also raises the onset temperature \( T^* \) of observable orbital-dependent band splitting to above \( T_\text{c} \), thus supporting the notion of orbital selective spin waves in the nematic phase of iron-based superconductors.
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I. INTRODUCTION

High-temperature superconductivity in the copper oxides and iron pnictides arises from electron and hole doping of their respective antiferromagnetically ordered parent compounds [1,2]. In the case of copper oxide superconductors, the parent compounds are Mott insulators with strong electron correlations [3], and superconductivity arises from electron correlations [1] and interactions that give rise to anisotropic spin fluctuations [4]. For iron pnictide superconductors, the parent compounds such as BaFe\(_2\)As\(_2\) and NaFeAs are semimetallic [5], and antiferromagnetism can be generated either by Fermi surface nesting of itinerant electrons [6] or local moments mediated by superexchange interactions through the As anions [Fig. 1(a)] [7]. Instead of the single \( d_{xz-yz} \) band in copper oxides, the electronic structure of iron pnictides near the Fermi level contains several active bands with appreciable mixing of the Fe 3d \( t_{2g} \) orbitals \((d_{xz}, d_{yz}, \text{and } d_{xy})\) [Figs. 1(b)–1(d)] [8]. Therefore, a fundamental difference between copper oxides and iron pnictides is the multiorbital multiband nature of the underlying electronic structure in iron-based superconductors.

In addition to having collinear antiferromagnetic (AF) order below \( T_\text{N} \) as shown in Fig. 1(a), iron pnictides exhibit a tetragonal (C\(_4\) symmetric) to orthorhombic (C\(_2\) symmetric) lattice distortion at temperature below \( T_\text{c} \) \((T_\text{c} \approx T_\text{N})\) [5], forming an electronic nematic phase with two 90° rotated (twinned) domains [Figs. 1(e)–1(h)] [9,10]. In the paramagnetic tetragonal (C\(_4\)) and nematic orthorhombic (C\(_2\)) phases, the Fermi surfaces of NaFeAs observed by angle-resolved photoemission spectroscopy (ARPES) experiments are schematically shown in Figs. 2(a) and 2(b), respectively [8]. The appearance of a nematic phase is associated with an energy splitting between \( d_{xz} \) and \( d_{yz} \) orbitals, where the \( d_{yz} \) band of the electron Fermi surface at \( X \) goes up in energy, while the \( d_{xz} \) band at \( Y \) goes down in energy [Fig. 2(c)] [8]. The splitting leads to more favorable Fermi surface nesting conditions for the \( d_{yz} \) orbital along the AF-ordering direction [Figs. 1(e) and 2(b)], and lowers the rotational symmetry of electronic interactions that give rise to anisotropic spin fluctuations [11]; conversely, spin fluctuations with lower rotational symmetry may themselves generate rotational anisotropy in the orbital channel [12]. The situation is not necessarily the same for strongly coupled, localized electrons, through which spin fluctuations are generated by superexchange interactions taking place between Fe ions across the anion (pnictogen/chalcogen) site, reminiscent of strongly coupled...
electrons in the cuprate materials [7]. In the iron-based superconductors, the \(d_{\sigma}\) orbital is most closely positioned to the anions, and it is also the most strongly localized [8]. For example, in Fe\(_{1-x}\)Se, superconductors with a nematic phase but without static AF order [13–15], signatures of the \(d_{\sigma}\) orbital completely vanish from ARPES measurements at high temperature, indicating that the \(d_{\sigma}\) orbital is becoming more localized, possibly entering into an orbital selective Mott phase [7,16] or a highly incoherent state through the formation of large on-site fluctuating moments due to the Hund’s rule coupling [17,18]. From scanning tunneling experiments on FeSe, superconductivity is believed to occur via orbital selective Cooper pairing from the \(d_{\sigma}\) orbital submanifold [19].

In the case of NaFeAs, ARPES studies have found that the \(d_{\sigma}\)-dominated band is more strongly renormalized than the same band in other pnictides, but less so than chalcogenides. Thus, one has a system with moderate overall correlation strength [8,9] that may exhibit spin fluctuations from the real-space configuration, shown for \(d_{\sigma}\) in red, \(d_{\tau}\) in green, and \(d_{\pi}\) in blue, corresponding to the color scheme used throughout this work. The As 4\(p_x\) and 4\(p_y\) orbitals are shown in gray at each As site. (e) In-plane \(\mathbf{Q}\)-space configuration in a detwinned sample with uniaxial compression along the vertical direction and the corresponding two-iron magnetic unit cell shaded in gray. Magnetic Bragg reflections at \(\mathbf{Q}_{\text{AF,strong}} = (1, 0)\) and equivalent are shown with green dots, corresponding to favorable nesting conditions for low-energy \(d_{\sigma}-d_{\pi}\) intraorbital scattering processes. Broken tetragonal symmetry below \(T_c\) removes the equivalent nesting conditions for \(d_{\sigma}-d_{\pi}\) processes, with the positions of residual magnetic Bragg peaks from the unfavored domains shown at \(\mathbf{Q}_{\text{AF,weak}} = (0, 1)\) and equivalent positions shown as smaller red dots. The diamond-shaped zones around each peak show the area of integrated intensity in Fig. 6. (f) A picture of the 20 coaligned NaFeAs crystals in uniaxial pressure devices used in the SEQUOIA and MERLIN experiments. The arrows mark the applied uniaxial pressure direction. (g) Temperature dependence of the elastic scattering at the strong-domain magnetic Bragg peak position \(\mathbf{Q} = (1, 0, 1.5)\). (h) A 2D image of \(E = 6.5 \pm 2.5\) meV spin waves of NaFeAs at 10 K obtained on MERLIN with incident neutron energy of \(E_i = 40\) meV along the \(c\) axis.

FIG. 1. (a) Real-space spin structure of stripe-antiferromagnetically ordered NaFeAs. (b)–(d) Fe 3\(d\) orbital wave functions projected into the real-space configuration, shown for \(d_{\pi}\) in red, \(d_{\sigma}\) in green, and \(d_{\pi}\) in blue, corresponding to the color scheme used throughout this work. The As 4\(p_x\) and 4\(p_y\) orbitals are shown in gray at each As site. (e) In-plane \(\mathbf{Q}\)-space configuration in a detwinned sample with uniaxial compression along the vertical direction and the corresponding two-iron magnetic unit cell shaded in gray. Magnetic Bragg reflections at \(\mathbf{Q}_{\text{AF,strong}} = (1, 0)\) and equivalent are shown with green dots, corresponding to favorable nesting conditions for low-energy \(d_{\sigma}-d_{\pi}\) intraorbital scattering processes. Broken tetragonal symmetry below \(T_c\) removes the equivalent nesting conditions for \(d_{\sigma}-d_{\pi}\) processes, with the positions of residual magnetic Bragg peaks from the unfavored domains shown at \(\mathbf{Q}_{\text{AF,weak}} = (0, 1)\) and equivalent positions shown as smaller red dots. The diamond-shaped zones around each peak show the area of integrated intensity in Fig. 6. (f) A picture of the 20 coaligned NaFeAs crystals in uniaxial pressure devices used in the SEQUOIA and MERLIN experiments. The arrows mark the applied uniaxial pressure direction. (g) Temperature dependence of the elastic scattering at the strong-domain magnetic Bragg peak position \(\mathbf{Q} = (1, 0, 1.5)\). (h) A 2D image of \(E = 6.5 \pm 2.5\) meV spin waves of NaFeAs at 10 K obtained on MERLIN with incident neutron energy of \(E_i = 40\) meV along the \(c\) axis.

electronics in the cuprate materials [7]. In the iron-based superconductors, the \(d_{\tau}\) orbital is most closely positioned to the anions, and it is also the most strongly localized [8]. For example, in Fe\(_{1-x}\)Se, superconductors with a nematic phase but without static AF order [13–15], signatures of the \(d_{\tau}\) orbital completely vanish from ARPES measurements at high temperature, indicating that the \(d_{\tau}\) orbital is becoming more localized, possibly entering into an orbital selective Mott phase [7,16] or a highly incoherent state through the formation of large on-site fluctuating moments due to the Hund’s rule coupling [17,18]. From scanning tunneling experiments on FeSe, superconductivity is believed to occur via orbital selective Cooper pairing from the \(d_{\tau}\) orbital submanifold [19].

In the case of NaFeAs, ARPES studies have found that the \(d_{\tau}\)-dominated band is more strongly renormalized than the same band in other pnictides, but less so than chalcogenides. Thus, one has a system with moderate overall correlation strength [8,9] that may exhibit spin fluctuations from the real-space configuration, shown for \(d_{\tau}\) in red, \(d_{\pi}\) in green, and \(d_{\pi}\) in blue, corresponding to the color scheme used throughout this work. The As 4\(p_x\) and 4\(p_y\) orbitals are shown in gray at each As site. (e) In-plane \(\mathbf{Q}\)-space configuration in a detwinned sample with uniaxial compression along the vertical direction and the corresponding two-iron magnetic unit cell shaded in gray. Magnetic Bragg reflections at \(\mathbf{Q}_{\text{AF,strong}} = (1, 0)\) and equivalent are shown with green dots, corresponding to favorable nesting conditions for low-energy \(d_{\sigma}-d_{\pi}\) intraorbital scattering processes. Broken tetragonal symmetry below \(T_c\) removes the equivalent nesting conditions for \(d_{\sigma}-d_{\pi}\) processes, with the positions of residual magnetic Bragg peaks from the unfavored domains shown at \(\mathbf{Q}_{\text{AF,weak}} = (0, 1)\) and equivalent positions shown as smaller red dots. The diamond-shaped zones around each peak show the area of integrated intensity in Fig. 6. (f) A picture of the 20 coaligned NaFeAs crystals in uniaxial pressure devices used in the SEQUOIA and MERLIN experiments. The arrows mark the applied uniaxial pressure direction. (g) Temperature dependence of the elastic scattering at the strong-domain magnetic Bragg peak position \(\mathbf{Q} = (1, 0, 1.5)\). (h) A 2D image of \(E = 6.5 \pm 2.5\) meV spin waves of NaFeAs at 10 K obtained on MERLIN with incident neutron energy of \(E_i = 40\) meV along the \(c\) axis.

In previous inelastic neutron scattering work on twinned NaFeAs [30] and AFe\(_2\)As\(_2\) (\(A = Ca, Ba, Sr\)) [31–33], it was found that spin waves in NaFeAs have a zone boundary energy lower than that of AFe\(_2\)As\(_2\). These results have been interpreted as due to increased electron-electron correlations from larger pnictogen height [9], consistent with a combined density functional theory (DFT) and dynamical mean-field theory (DMFT) calculation [30,34]. As these results are obtained on twinned samples that obey the CA rotational symmetry, one cannot deduce the relationship between spin excitations and orbital degrees of freedom from symmetry considerations alone in the twinned case. Although recent spin wave measurements on detwinned BaFe\(_2\)As\(_2\) reveal strong magnetic anisotropy between the AF wave vector \(\mathbf{Q}_{\text{strong}} = (1, 0)\) and \(\mathbf{Q}_{\text{weak}} = (0, 1)\) in the collinear AF state below the ordering temperature \(T_N\) [35], the nearly coupled structural and AF phase transitions in BaFe\(_2\)As\(_2\) [36,37] prevent a determination of the relationship between the \(\mathbf{Q}_{\text{strong}} = (1, 0)\) and \(\mathbf{Q}_{\text{weak}} = (0, 1)\) magnetic anisotropy and nematic (structural) phase transition below \(T_c\). On the other hand, NaFeAs exhibits a tetragonal-to-orthorhombic structural transition at \(T_c \approx 60\) K.
and a separate collinear AF order below $T_N \approx 42$ K at $Q_{AF} = (1, 0)$ [Fig. 1(g)] [38,39]. Thus, detwinned NaFeAs not only presents a platform for testing the relationship between itinerant and localized physics in different orbital degrees of freedom, but also tests how spin waves are associated with the nematic phase across $T_s$.

II. EXPERIMENTAL DETAILS

Our inelastic neutron scattering experiments are carried out at the SEQUOIA [40] and MERLIN [41] neutron time-of-flight chopper spectrometers, located, respectively, at the Spallation Neutron Source, Oak Ridge National Laboratory, and ISIS facility, Rutherford-Appleton Laboratory. We define the wave vector $Q$ in three-dimensional reciprocal space in Å$^{-1}$ as $Q = Ha^* + Kb^* + Lc^*$, where $H$, $K$, and $L$ are Miller indices and $a^* = 2\pi/a$, $b^* = 2\pi/b$, $c^* = 2\pi/c$ are reciprocal lattice units of the orthorhombic unit cell, where $a \approx 5.6$ Å, $b \approx 5.6$ Å, and $c \approx 7.0$ Å [38,39,42]. Figures 1(a) and 1(e) show schematic diagrams of the collinear AF order in NaFeAs in real and reciprocal space, respectively. In the unstrained state, NaFeAs forms twin structural domains below $T_s$ [Fig. 1(e)]. To overcome this, uniaxial mechanical pressure has been used to favor one twin orientation [43–47]. Twenty single crystals of NaFeAs were aligned and cut into rectangular shapes along the $a/b$ direction, individually potted in hydrogen-free Cytop M glue, and wrapped in aluminum foil to protect them from exposure to air [Fig. 1(f)]. Since the NaFeAs single crystals are detwinned via uniaxial pressure along the $b$ axis [the vertical arrow direction using aluminum springs in an aluminum manifold as shown in Fig. 1(f)], the AF order occurs at the in-plane wave vector $Q_{strong} = (\pm, 0, 0)$ positions, and there should be no magnetic scattering at $Q_{weak} = (0, \pm, 0)$ positions. For a 100% detwinned sample, the magnetic Bragg peak intensity at the AF in-plane wave vector $Q_{strong}$ should be a factor of 2 of that at zero pressure, while there should be no observable magnetic Bragg scattering at the $Q_{weak}$ position [Fig. 1(e)]. In typical neutron triple-axis experiments on one single-crystal sample of iron pnictides, the detwinned ratio of the system can be accurately determined by either comparing the uniaxial pressured induced magnetic Bragg peak intensity gain at $(\pm, 0, L)$ or comparing the magnetic Bragg peak intensities at $(\pm, 0, L)$ and $(0, \pm, L)$ positions, where $L = 1, 3, \ldots$ for BaFe$_2$As$_2$ and 0.5, 1.5, \ldots for NaFeAs [43–46]. Unfortunately, the rectangular assembly of 20 single crystals of NaFeAs under uniaxial pressure shown in Fig. 1(f) could not be arranged in the sample environment of a triple-axis experiment. For our measurements using neutron time-of-flight spectrometers with only one sample rotation axis (A3, along the $b$ axis), elastic scans at different temperatures were collected by rotating the $A3$ angle of the sample assembly to satisfy the elastic condition ($E = 0$) at the magnetic ($1,0,1.5$) Bragg reflection and revealed $T_N \approx 47$ K [Fig. 1(g)] [38]. Since it is not possible to rotate the “weak” magnetic

FIG. 2. (a) Fermi surface nesting scheme in the high-temperature paramagnetic tetragonal phase and (b) detwinned paramagnetic orthorhombic phase stable for $T_N \approx 45$ K $< T < T_e \approx 60$ K. The gray arrow in (b) shows the position of favorable nesting for $d_{xz}$ and $d_{yz}$ intraorbital scattering at $Q_{AF, strong} = (1, 0, 1)$ between the inner hole-like pocket at $Z = (0, 0, 1)$ and the elongated electron pocket at $X = (1, 0, 0)$. ARPES data indicate that the inner hole pocket is strictly closed at $Z = (0, 0, 1)$ in the high-temperature phase, and just touches the Fermi level in the paramagnetic orthorhombic phase. Therefore, we show this pocket in light shading to reflect the fact that nesting at $Q_{AF, strong} = (1, 0, 1)$ may still be satisfied for very low energy scattering processes or for a slightly different choice of $k_x$ values, for example from (0,0.9,0) to (1, 0, –0.1). To further clarify details about the three-dimensionality of the nesting condition, we show the full 3D case in the Supplementary Material [42]. (c) The effect of tetragonal-orthorhombic structure on the $d_{xz}$ and $d_{yz}$ orbital electronic structures of NaFeAs [49,50]. (d), (e) The calculated wave-vector dependence of the real part of the bare susceptibility, $\chi_0(E, Q)[Re]$, for (d) $d_{xz}$ and (e) $d_{yz}$ orbitals at zero energy ($E = 0$). (f) The intensity of $\chi_0(E, Q)[Re]$ for $d_{xz}$ and $d_{yz}$ orbitals at (0,1) and (1,0) positions, respectively.
Bragg peak at \((0, \pm 1, 1.5)\) positions onto the detector bank at fixed \(E_i\), one cannot use the above-mentioned method to directly measure the sample assembly detwinning ratio, defined as \(n = |I(1, 0, 1.5) - I(0, 1, 1.5)|/|I(1, 0, 1.5) + I(0, 1, 1.5)|\), where \(I(1, 0, 1.5)\) and \(I(0, 1, 1.5)\) correspond to the strong and weak magnetic Bragg peaks, respectively [22]. Nevertheless, one can still determine the sample detwinning ratio \(n\) using the low-energy inelastic part of the spin fluctuation spectrum, which at least provides a firm lower bound, and was in fact observed to have one-to-one correspondence to \(n\) in previous experiments on the NaFeAs and BaFe\(_2\)As\(_2\) systems [22,23].

We estimate the detwinning ratio \(n\) by integrating the inelastic fluctuation spectrum for energies just above the spin anisotropy gap where spin waves appear at both the strong and weak positions. For spin wave energies below 20 meV, the anisotropy is not highly energy dependent, giving us confidence in this method. From the inelastic slice containing \(4 \leq E \leq 9\) meV with \(E_i = 40\) meV [Fig. 1(b)], we find that the integrated intensities at the strong \((I_s\) at \(Q_{\text{strong}}\)) and weak \((I_w\) at \(Q_{\text{weak}}\)) positions can give \(n = (I_s - I_w)/(I_s + I_w) \approx 50\%\), or a 3:1 domain ratio, only slightly smaller than \(n \approx 62.4\%\) obtained on one single crystal of NaFe\(_{0.985}\)Co\(_{0.015}\)As [22].

Our measurements were carried out with incident neutron energies \(E_i = 40, 80, 150,\) and 250 meV at SEQUOIA, and \(E_i = 29, 54,\) and 170 meV at MERLIN, with the incident beam always along the \(c\) axis. In this experimental geometry, points with a given \(H, K,\) and energy transfer are always coupled to specific values of \(L\). A typical constant-energy slice contains data from a wide range of \(L\) values spanning at least half of a unit cell along the \(c\)-axis direction. We simply average over the \(L\) values contained in a given slice, converting the analysis into a two-dimensional (2D) problem. For simplicity, we refer to the \((H, K)\) values without specifying \(L\) when the energy and \(E_i\) are also specified.

### III. EXPERIMENTAL RESULTS

Figures 2(a) and 2(b) schematically illustrate the electron-hole Fermi surfaces of NaFeAs and their nesting conditions above and below \(T_s\) for different orbitals [11,48–50]. In the paramagnetic tetragonal state, the electron-hole Fermi surface nesting of the \(d_{xz}-d_{yz}\) and \(d_{xz}^*-d_{yz}^*\) orbital quasiparticles is near the \(Q_{\text{strong}} = (\pm 1, 0)\) and \(Q_{\text{weak}} = (0, \pm 1)\) positions, respectively. When the system is cooled below \(T_s\) in the paramagnetic orthorhombic nematic phase, the \(d_{xz}\) electron band shifts up in energy while the \(d_{yz}\) electron band shifts down [Fig. 2(c)] [49,50]. As a result, the inner hole-like pocket at the zone center that is partially closed along \(k_x\) acquires an elliptical shape which improves the nesting condition close to the Fermi level due to the larger \(d_{xz}\) spectral weight near \(E = 0\), therefore enabling scattering processes involving the \(d_{xz}\) orbitals to participate in fluctuations with lower overall energy at approximately \(Q_{\text{strong}} = (\pm 1, 0)\). Similarly, scattering processes with the wave vector close to the \(Q_{\text{weak}}\) direction are more favorable for \(d_{xz}^*-d_{yz}^*\) orbital hole-electron Fermi surface scattering [51].

To determine quantitatively whether the above Fermi-surface nesting description is appropriate for understanding the collinear AF order in NaFeAs, we calculated the wave vector \((Q)\) dependence of the real part of the bare susceptibility, \(\chi_0(E, Q)\) [52], at zero energy \((E = 0)\) contributed by the Fe \(d_{xz}\) and \(d_{yz}\) orbitals (intraorbital components). While the Fe \(d_{xz}\) orbital component has a peak structure around \(Q_{\text{weak}}\) [Fig. 2(d)], the Fe \(d_{yz}\) orbital component peaks around \(Q_{\text{strong}}\) [Fig. 2(e)]. Since the comparison plot in Fig. 2(f) shows a somewhat larger \((\approx 10\%)\) bare susceptibility around \(1, 0\) than that around \((0, 1)\), the Fermi surface nesting favors \(Q_{\text{strong}}\) in this compound. However, the Fermi surface nesting itself cannot produce the large anisotropy of the experimental spin excitations between \((1, 0)\) and \((0, 1)\) [Fig. 1(h)]. The two-particle vertex correction strongly enhances this difference and gives rise to the large anisotropy of the spin susceptibility between \((1, 0)\) and \((0, 1)\), defined as \(\chi(E, Q) = \chi_0(E, Q)/(1 - \Gamma_0(E, Q))\), where \(\Gamma\) is the two-particle vertex function [34]. For example, if \(\Gamma_0(E, Q) = 0.99\) at \((1, 0)\) and \(\Gamma_0(E, Q) = 0.90\) at \((0, 1)\), the spin susceptibility \(\chi(E, Q)\) at \((1, 0)\) is about 10 times the value at \((0, 1)\). Therefore, both the Fermi surface nesting and the two-particle vertex correction play important roles in forming the AF order at \(Q_{\text{strong}}\).

Figures 3(a)–3(f) show 2D images of spin waves at constant energy transfers of \(E = 6.5, 17.5, 50, 65, 85,\) and 120 meV in the AF-ordered state at \(10\) K. At \(E = 6.5 \pm 2.5\) meV, there is clear spin wave anisotropy at the \(Q_{\text{strong}} = (\pm 1, 0)\) and \(Q_{\text{weak}} = (0, \pm 1)\) positions. With increasing energy transfer, spin wave anisotropy between \(Q_{\text{strong}}\) and \(Q_{\text{weak}}\) becomes smaller and spin waves become almost \(C_4\) rotational symmetric around \(E = 120 \pm 10\) meV. In addition, spin waves broaden and split in the transverse direction with increasing energy, and merge into the \(Q = (1, 1)\) position where they remain somewhat anisotropic at \(E = 120 \pm 10\) meV. Figures 3(g)–3(l), 3(m)–3(r), and 3(s)–3(x) show the corresponding cuts in the \(d_{xz}^*-d_{xz}^*, d_{yz}^*-d_{yz},\) and \(d_{xy}^*-d_{xy}\) intraorbital scattering channels, respectively, from the combined DFT+DMFT calculations. For spin waves from the \(d_{xz}^*-d_{yz}^*\) orbital quasiparticle excitations [Figs. 3(g)–3(l)], the spectral weight of the spin waves is mostly focused at \(Q_{\text{weak}},\) inconsistent with the observed low-energy spin waves [Figs. 3(a)–3(d)]. On the other hand, spin waves from the \(d_{xz}^*-d_{yz}^*\) orbital quasiparticle excitations are opposite and have large spectral weight at the \(Q_{\text{strong}}\) positions [Fig. 3(m)–3(r)]. Finally, spin waves from the \(d_{xy}^*-d_{xy}\) orbital scattering have spectral weight at both \(Q_{\text{strong}}\) and \(Q_{\text{weak}}\) with approximate \(C_4\) rotational symmetry [Fig. 3(s)–3(x)].

In previous inelastic neutron scattering work on twinned NaFeAs, low-energy spin excitations are enhanced dramatically below \(T_s\) instead of \(T_d\) due to spin-lattice coupling [53]. To determine whether spin excitation anisotropy at \(Q_{\text{strong}}\) and \(Q_{\text{weak}}\) in NaFeAs is also controlled by the nematic phase below \(T_s\), we summarize in Fig. 4 the temperature dependence of the spin excitations at different energies across \(T_s\) and \(T_d\). Figures 4(a)–4(e) and 4(f)–4(j) plot the temperature evolution of spin waves at \(E = 6.5 \pm 2.5\) meV and \(E = 55 \pm 5\) meV, respectively. Figures 4(k), 4(l), and 4(m) show the temperature dependence of the spin excitation peak intensity at \(Q_{\text{strong}}\) and \(Q_{\text{weak}}\) for energies \(E = 6.5 \pm 2.5, E = 45 \pm 5,\) and \(E = 75 \pm 5\) meV, respectively. Since the widths of spin excitations at these energies are identical for \(Q_{\text{strong}}\) and \(Q_{\text{weak}}\) and only
FIG. 3. (a)–(f) Inelastic neutron scattering data from SEQUOIA at $T = 10$ K, for energy transfer $E = 6.5 \pm 2.5, 17.5 \pm 2.5, 50 \pm 5, 65 \pm 10, 85 \pm 5$, and $120 \pm 10$ meV, in absolute units with color scale shown above. Below, corresponding constant-energy slices from the DFT+DMFT calculation, in the $dxz$-$dxz$ [(g)–(l)], $dyz$-$dyz$ [(m)–(r)], and $d_{xy}$-$d_{xy}$ [(s)–(x)] intraorbital scattering channels, for similar energies compared with the neutron scattering data as shown in each panel, and the corresponding intensity scale to the right of each row. The anisotropy of the $dyz$-$dyz$ channel best resembles the low-energy measurements, but only $d_{xy}$-$d_{xy}$ processes capture the migration of intensity to the $Q = (1, 1, L)$ position at high energies. The $dxz$-$dxz$ channel (second row) exhibits an orientation and anisotropy in the opposite sense from the data. The color scale is fixed for all panels except the top row. The $d_{xy}$ orbital data in (u)–(w) is broader in $Q$ and has large weakly dispersive background scattering, thus giving a comparable integrated intensity to that of the $dyz$ orbital in the diamond-shaped zones depicted in Fig. 1(e) and Fig. 5(f), despite a smaller peak intensity at (1,0).

weakly temperature dependent as shown in the Supplemen-
tal Material [42], the temperature dependence of the peak intensity should give an accurate account of the spin excitation anisotropy.

For spin excitations at $E = 6.5 \pm 2.5$ meV, we find enhanced magnetic scattering at a temperature $T^*$ above $T_s$ marked as a wide dark line, different from that of previous work on unstrained twinned NaFeAs [53]. In addition, a strong magnetic excitation anisotropy between $Q_{\text{strong}}$ and $Q_{\text{weak}}$ is also established at temperatures across $T_s$, and persists to temperatures above $T_s$ [Fig. 4(k)]. Upon increasing excitation energies to $E = 45 \pm 5$ [Fig. 4(l)] and $75 \pm 5$ [Fig. 4(m)] meV, spin excitation anisotropy is also present to temperatures above $T_s$. These results are consistent with ARPES and transport measurements on both NaFeAs and Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$, where anisotropy reflecting the nematic order is observed to begin at a temperature $T^*$ above the zero pressure $T_s$ due to the applied uniaxial pressure necessary to detwin and maintain the single-domain orthorhombic AF phase of iron pnictides [48–50,54–56]. To see this, Fig. 4(n) compares the temperature dependence of the band splittings in pressure-free and uniaxial pressure-strained NaFeAs single crystals [50]. Without applied uniaxial pressure, the band splitting of an unstrained (twinned) NaFeAs crystal begins at $T_s$. For a detwinned crystal in the presence of uniaxial strain, the band splitting due to orbital anisotropy is resolvable up to at least 70 K, well above $T_s$ [Fig. 4(n)]. The comparison with and without strain shows that this elevation of band splitting to higher temperatures is a direct result of uniaxial strain, which acts like a biasing field to the nematic order just like a magnetic field does to a ferromagnetic order. It is likely that a small anisotropy persists as long as the biasing field—strain in this case—is present, but unresolvable due to finite energy resolution in the ARPES experiments. This is consistent with the observation that while low-energy spin excitations in BaFe$_2$As$_2$ ($T_N \approx T_s \approx 140$ K) have a small anisotropy at all temperatures below 250 K, the enhancement of spin excitation anisotropy below $T^*$ ($T_N, T_s < T^* \ll 250$ K) is associated
FIG. 4. (a)–(e) Inelastic neutron scattering data from SEQUOIA at constant energy transfer $E = 6.5 \pm 2.5$ meV, at temperatures $T = 10, 38, 52, 70, \text{and} 90$ K, after background subtraction [42] and with constant color scale shown at right. (f)–(j) The same as (a)–(e) at energy transfer $E = 55 \pm 5$ meV. (k), (l) Peak height of Gaussian fits to transverse cuts, at (k) $E = 6.5 \pm 2.5$ meV and (l) $45 \pm 5$ meV, in absolute units. (m) Peak height of the incommensurate ($dyz$) peak, fitted along transverse cuts at $E = 75 \pm 5$ meV to a two-peak model including one peak constrained to the position $Q = (1, 1)$ as described in the Supplementary Material [42]. (n) Temperature dependence of the $dyz$ (green) and $dxz$ (red) band positions measured on twinned and detwinned crystals of NaFeAs from Ref. [50]. The light and dark shaded vertical lines in (k)–(n) mark zero pressure $T_N$ and $T_s$, respectively. The wide shaded line in (k) indicates $T^*$. With resistivity anisotropy and band splitting [56]. Although the exact uniaxial pressures used in Ref. [50] and Figs. 4(k)–4(m) are unknown, it is clear that the $T^*$ associated with the enhanced spin excitation anisotropy occurs at approximately the band-splitting temperature of strained NaFeAs.

To test the temperature dependence of the spin excitation anisotropy for energies above $E = 80$ meV, we show in Figs. 5(a)–5(e) 2D raw images of the $E = 100 \pm 10$ meV spin excitations at $T = 10, 38, 52, 70, 90$ K, respectively, obtained on SEQUOIA with $E_i = 150$ meV. On warming across $T_N$ and $T_s$, spin excitations have approximate $C_4$ rotational symmetry with weak anisotropy, but are essentially temperature independent. Figure 5(f) shows the 2D raw image of spin excitations at $E = 140 \pm 10$ meV obtained on SEQUOIA with $E_i = 250$ meV and $T = 10$ K, again revealing approximate $C_4$ rotational symmetry with weak anisotropy. Comparing these results with the combined DFT+DMFT calculations at $E = 140$ meV for $d_{xz}$-$d_{yz}$ [Fig. 5(g)], $d_{xz}$-$d_{xy}$ [Fig. 5(h)], and $d_{xy}$-$d_{xy}$ [Fig. 5(i)] intraorbital scattering channels, we see that spin excitations with energies above $E = 100$ meV are peaked at the $(\pm 1, \pm 1)$ positions, which is most consistent with the $d_{xy}$-$d_{xy}$ intraorbital scattering [Fig. 5(i)].

To understand the small, weakly temperature dependent, spin excitation anisotropy observed at all energies in Figs. 4 and 5, we note that the applied uniaxial pressure necessary to detwin the sample also induces an orthorhombic lattice distortion and a strain field at all temperatures [57]. For an applied pressure of $P \approx 20$ MPa, the pressure-induced lattice parameter distortion in BaFe$_2$As$_2$ at temperatures well above the zero-pressure $T_s$ is weakly temperature dependent and about 15% of the intrinsic orthorhombic lattice distortion below $T_s$ (see Fig. 1(c) of Ref. [57]). Since the resistivity and spin excitation anisotropy at temperatures above the zero-pressure $T_s$ increase with increasing uniaxial pressure [54–56], it is safe to assume that the uniaxial pressure-induced strain field in NaFeAs will produce a small $C_4$ rotational symmetry breaking spin excitation component at all energies and temperatures.

### IV. DFT+DMFT Calculations and Comparison with Data

DFT+DMFT [58] was employed to compute the electronic structure and spin dynamics of NaFeAs and BaFe$_2$As$_2$ in the nematic state. The full-potential linearized augmented plane wave method implemented in WIEN2k [59] was used for the density functional theory part in conjunction with the Perdew-Burke-Ernzerhof generalized gradient approximation [60] of the exchange correlation functional. DFT+DMFT was implemented on top of WIEN2k and documented in Ref. [61].
In the DFT+DMFT calculations, the electronic charge was computed self-consistently on DFT+DMFT density matrix. The quantum impurity problem was solved by the continuous time quantum Monte Carlo method [62,63] with a Hubbard $U = 5.0$ eV and Hund’s rule coupling $J_H = 0.8$ eV in the paramagnetic state [9,34]. Such a choice of the Hund’s rule coupling is essential for the large spin excitation strength and small spin wave bandwidth. If the Hund’s rule coupling is small, there will be very small local spin moment, very weak spin excitations, and large spin wave bandwidth. There are also hybridizations of the $d_{xz}$, $d_{yz}$, and $d_{xy}$ orbitals between the neighboring Fe atoms, and therefore affecting the interorbital contributions of the total spin excitations. Since the strength of the interorbital contribution lies between the individual intraorbital contributions, we can focus on the intraorbital contribution to obtain a simplified but largely accurate picture.

The Bethe-Salpeter equation is used to compute the dynamic spin susceptibility where the bare susceptibility is computed using the converged DFT+DMFT Green’s function. We assume that the two-particle vertex is the same in the paramagnetic state as in the nematic state, while the two-particle vertex is directly sampled using the continuous-time quantum Monte Carlo after achieving full self-consistency of the DFT+DMFT density matrix. The detailed method of computing the dynamic spin susceptibility is documented in Ref. [34] and was shown to be able to compute accurately the spin dynamics of many iron pnictide superconductors.

To simulate the nematic state, 50 meV and 80 meV on-site energy splitting of the $d_{xy}$ orbitals were added to the DFT+DMFT converged solutions of the paramagnetic state for NaFeAs and BaFe$_2$As$_2$, respectively, consistent with ARPES measurements at the $(1,0)$ and $(0,1)$ electron pockets [49,50]. The experimental crystal structures of NaFeAs [64] and BaFe$_2$As$_2$ [65] were used in the calculations.

FIG. 5. (a)–(e) 2D images of spin excitation raw data of $E = 100 \pm 10$ meV obtained on SEQUOIA with $E_i = 150$ meV along the $c$ axis at temperatures $T = 10, 38, 52, 70$, and 90 K. The streaks in the images represent the positions of detector gaps which are slightly $Q$-dependent in the $E = 90–110$ meV energy window at $E_i = 150$ meV, thus leading to a smearing effect. (f) 2D image of spin wave raw data of $E = 140 \pm 10$ meV at 10 K obtained on SEQUOIA with $E_i = 250$ meV along the $c$ axis. The green and red boxes are intensity integration regions for the strong and weak positions, respectively. The DFT+DMFT calculation for $E = 140 \pm 10$ meV in the $d_{z^2}-d_{z^2}$ (g), $d_{z^2}-d_{y^2}$ (h), and $d_{xy}-d_{xy}$ (i) intraorbital scattering channels.

Figures 6(a), 6(c) and 6(e) show the calculated spin wave dispersions of NaFeAs from the $d_{z^2}$, $d_{y^2}$, and $d_{xy}$ orbital channels, respectively. Figures 6(b), 6(d) and 6(f) show similar calculations for BaFe$_2$As$_2$. The data points overlaid in Figs. 6(c) and 6(d) are the spin wave dispersion relations of NaFeAs and BaFe$_2$As$_2$, respectively, determined from neutron scattering experiments [35]. By comparing Fig. 6 with Fig. 3 for NaFeAs and those of detwinned BaFe$_2$As$_2$ [35], we conclude that spin waves below $E_{\text{crossover}} \approx 100$ meV along the $Q_{\text{strong}}$ direction arise predominantly from the $d_{xy}$ channel. For $E \geq 110$ meV, the neutron data show the most spectral weight at the $Q_{\text{strong}} = (1,0)$ position [Fig. 3(f)], consistent with the calculations in the $d_{xy}$ channel but not the $d_{z^2}$ channel. This is also the case for spin excitations at $E = 140 \pm 10$ meV [Fig. 5(f)]. The spin excitations centered at $Q_{\text{strong}} = (1,0)$ remain partially anisotropic at least as high as 150 meV, probably arising from the applied pressure-induced lattice anisotropy. There is also experimental [49,66] and theoretical [67] evidence that the $d_{xy}$-dominated bands may participate in the broken $C_4$ rotational symmetry.

To quantitatively compare the observed spin wave anisotropy in NaFeAs with DFT+DMFT calculations, we show the local dynamic susceptibility $\chi''(E)$ in Fig. 7(a) as a function of energy, integrated over the green $[Q_{\text{strong}} = (\pm 1, 0)]$ and red $[Q_{\text{weak}} = (0, \pm 1)]$ diamond-shaped zones shown in Fig. 1(e). Each diamond has the area of one magnetic unit cell. The intensity in each region is converted into absolute units of magnetic susceptibility by fitting and subtracting the background and correcting for the magnetic form factor of Fe$^{2+}$ and the Bose factor, as described in the Supplemental Material [42]. The resulting integrated intensity from the strong and weak positions can be averaged to roughly match previously published data [30,68]. The green, red, and blue dashed lines represent the DFT+DMFT results from the $d_{z^2}$,
FIG. 6. DFT+DMFT intensity along Q-E cuts around the high-symmetry paths in the in-plane orthorhombic unit cell, for NaFeAs [(a), (c), (e)] and BaFe$_2$As$_2$ [(b), (d), (f)], in (a), (b) the $d_{xz}$-$d_{xz}$, (c), (d) $d_y$-$d_y$, and (e), (f) $d_y$-$d_y$ intraorbital scattering channels. The peak positions from neutron scattering data closely match the DFT+DMFT intensity in the $d_y$-$d_y$ channel for both (c) NaFeAs and (d) BaFe$_2$As$_2$, with data taken from [35]. Above $\sim$110 meV, spin fluctuations are observed at (1,1) and are consistent with the $d_y$-$d_y$ scattering channel as shown in the constant-energy slices in Fig. 3. Spin fluctuations at (1,1) are pushed above $E \approx 150$ meV in BaFe$_2$As$_2$ and persist to the band top of nearly 300 meV, showing that the larger overall bandwidth of BaFe$_2$As$_2$ is controlled by $d_y$-$d_y$ fluctuations.

$d_{xz}$, and $d_{xy}$ intraorbital scattering. Experimental results from SEQUOIA and MERLIN are clearly marked.

Figure 6(b) shows the spin wave energy dependent anisotropy, defined as $\delta = (I_s - I_w)/(I_s + I_w)$ [69], and its comparison with $\delta$ from the DFT+DMFT calculation for different orbitals. While the observed spin wave anisotropies are similar for energies below $E \approx 80$ meV for SEQUOIA and MERLIN measurements, they are slightly different at higher energies, due in part to different applied uniaxial pressures in these two experiments. The spin wave anisotropy decreases with increasing energy, and changes from the $C_2$ to $C_4$ rotational symmetry around $E_{crossover} \approx 100$ meV (Figs. 3–5). While the low-energy spin excitations change anisotropy at temperatures slightly above $T_s$, spin excitations at energies above $E_{crossover}$ have approximate $C_4$ rotational symmetry that does not change across $T_s$ (Figs. 4, 5). These results clearly reveal orbital selective spin waves, suggesting that low-energy spin waves are mostly controlled by the $d_{xz}$ orbital scattering associated with the nematic order below $T_s$, while high-energy spin waves near the zone boundary are determined by the electronic bandwidth of the $d_{yz}$ orbitals [8]. The electronic nematic phase below $T_s$ is associated with the splitting of the $d_{yz}$ and $d_{xz}$ orbital bands and spin wave anisotropy between $Q_{strong}$ and $Q_{weak}$ [49,50], although such an effect is already present above $T_s$ due to applied uniaxial pressure (Fig. 4) [8,55]. In the paramagnetic state at a temperature well above $T_s$, spin wave anisotropy between $Q_{strong}$ and $Q_{weak}$ becomes weakly temperature dependent together with the vanishing splitting of the $d_{yz}$ and $d_x$ orbital bands [8,55]. Therefore, the energy splitting of the $d_{xz}$ and $d_{yz}$ orbital bands is directly associated with the electronic and spin nematic phase, and spin waves in NaFeAs are orbital selective and controlled by the electronic properties of the system.

The observation of low-energy $d_{xz}$-$d_{xz}$ fluctuations is consistent with the idea that these excitations are itinerant and responsible for superconducting pairing [21–23], while the $d_{xy}$-$d_{xy}$ fluctuations are more localized and do not observably change across the electron-doped superconducting dome [68]. Since the spin fluctuation spectrum in BaFe$_2$As$_2$ also exhibits qualitatively similar results to that in NaFeAs, and with DFT+DMFT calculations showing high-energy scattering centered at $Q_{xy} = (1, 1)$ but extending to higher energy in BaFe$_2$As$_2$, we conclude that the overall magnetic bandwidth in iron pnictides is controlled by localized magnetic superexchange interactions. With increased pnictogen height above the iron plane and resulting increased electron correlations on
moving from BaFe$_2$As$_2$ to NaFeAs, we see a clear reduction in energy for spin excitations at the $Q_{xy} = (1, 1)$ position, suggesting that spin excitations around the $Q_{xy} = (1, 1)$ position are mostly associated with the $d_{xy}$ orbital [11,48–50]. These results are consistent with the notion that increased electron correlations in NaFeAs are accompanied by reduced electronic bandwidth in the $d_{xy}$ orbital [8] and spin wave energy bandwidth (and the magnetic exchange coupling $J$) [30].

Our conclusion that the microscopic origin of magnetic scattering is orbitally selective is not in contradiction with other models previously used for the iron pnictides. Although spin excitations in detwinned NaFeAs can be much better understood by orbital selective scattering processes, one should also be able to parametrize these excitations with a Heisenberg Hamiltonian which has no information concerning the orbital nature of the excitations [30]. Since superconductivity in iron pnictides arises from electron/hole-doped antiferromagnets, one can use the $t$-$J$ model to estimate high-temperature superconductivity states regardless of the microscopic origin of spin excitations [70]. In the notion of spin fluctuation driven superconductivity [1], the superconducting condensation energy of the system should be dominated by the change in magnetic exchange energy between the normal (N) and superconducting (S) phase at zero temperature $\Delta E_{ex}(T = 0)$. Within the $t$-$J$ model, this means that $\Delta E_{ex}(T) = 2J[S_{i+} \cdot S_i]_N - (S_{i+} \cdot S_i)_S$, where $J$ is the nearest-neighbor magnetic exchange coupling and $(S_{i+} \cdot S_i)$ is the magnetic scattering in absolute units at temperature $T$ [71]. In this picture, the quasiparticle excitations across the nested hole-electron Fermi surfaces in the nematic phase arise mostly from the $d_{xy}$-$d_{yz}$ intraorbital excitations, and give rise to the $C_2$ neutron spin resonance seen in different families of iron-based superconductors [21–23]. The increased electron-electron correlations from BaFe$_2$As$_2$ to NaFeAs, reflected in reduced bandwidth of the $d_{xy}$ orbital and high-energy spin excitations [30], correspond to the reduced magnetic exchange coupling $J$. Therefore, localized electrons in the $d_{xy}$ orbital and associated high-energy spin excitations with $C_2$ symmetry are also important for superconductivity of iron-based materials.

V. CONCLUSIONS

In summary, we have used inelastic neutron scattering to study spin waves of detwinned crystals of NaFeAs. By comparing the energy and temperature dependence of the spin wave anisotropy with DFT+DMFT calculations, we conclude that spin waves in iron pnictides are orbital selective. While the $d_{xy}$ orbital scattering processes control the bandwidth of spin fluctuations in the iron pnictides, the low-energy spin fluctuations may arise through Fermi surface nesting of itinerant electrons with $d_{yz}$ orbital character below $T_c$, and coupled to the nematic phase transition. Superconductivity in nematic-ordered iron pnictides may therefore be controlled by Fermi surface nesting of itinerant electrons with $d_{yz}$ orbital character while high-energy spin excitations asso-

FIG. 7. (a) Energy dependence of the momentum-integrated local dynamic magnetic susceptibility, from inelastic neutron scattering, for the strong (solid symbols) and weak positions (open symbols) at 10 K. Orbital selective DFT+DMFT calculation, with the strong-side integrated intensity shown as solid lines and weak-side intensity as dashed lines, demonstrates that $\chi''$ intraorbital component of $\chi$ computed by DFT+DMFT up to at least 100 meV. The purple line shows the results of linear spin wave theory using the Heisenberg parameters in [30]. (c) Anisotropy of spin excitations at 5 K ($\ll T_N$), 52 K ($> T_N$ and $< T_c$), and 62 K (larger than zero pressure $T_c$). The dashed black lines in (b), (c) are the results obtained for BaFe$_2$As$_2$ reported in [35].
associated with the $d_{xy}$ orbital and electron correlations are also important.
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