A volume of fluid method for simulating fluid/fluid interfaces in contact with solid boundaries
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Abstract

In this paper, we present a novel approach to model the fluid/solid interaction forces of a general van der Waals type in a direct solver of the Navier-Stokes equations based on the volume of fluid interface tracking method. The key ingredient of the model is the explicit inclusion of the fluid/solid interaction forces into the governing equations. We show that the interaction forces lead to a partial wetting condition and in particular to a natural definition of an equilibrium contact angle. We present two numerical approaches for the discretization of the interaction forces that enter the model. These two approaches are found to be complementary in terms of convergence properties and complexity. To validate the computational framework, we consider the application of these models to simulate two-dimensional drops at equilibrium, as well as drop spreading. We find that the proposed methods can accurately describe the physics of the considered problems. In general, the model allows for the accurate treatment of a variety of problems involving wetting and dewetting for arbitrary contact angles.
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1. Introduction

The interaction of fluid/fluid interfaces with solid boundaries is of fundamental importance to wetting and dewetting phenomena. Examples include the dewetting dynamics of thin liquid films, and the stability of contact lines. In this paper, we present a computational framework for the inclusion
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of a general van der Waals type interaction in a direct solver of the Navier-Stokes equations. The key of the presented model is the treatment of the fluid interaction with a solid boundary and the interface condition between a fluid/fluid interface and the solid, known as the ‘contact angle’. We employ a formulation that includes the interaction force as a temporally and spatially dependent body force. The method differs from techniques that employ the Derjaguin approximation to include the van der Waals or electrostatic interactions into the model in the form of a local pressure contribution (disjoining pressure) acting on the fluid/fluid interface, which is derived under the assumption of a flat film [1, 2, 3, 4, 5, 6, 7].

To track the dynamic fluid/fluid interface, we use a volume of fluid method. Numerical methods that use an implicit representation of the interface, such as the volume of fluid and level set methods, can robustly represent the dynamics of the evolving interfaces and accurately incorporate the surface tension forces [8, 9, 10, 11]. In these methods, the contact angle is typically imposed as a geometrical boundary condition by prescribing ‘ghost values’ for the volume of fluid and level set functions so that the desired contact angle is enforced [12, 13, 14]. ‘Ghost values’ are needed in these numerical methodologies for specifying the orientation of the reconstructed interface as well as for the calculation of the surface tension force that requires the computation of the curvature at the contact line. Such approaches were used to compare the results of volume of fluid based simulations with long-wave theory [15] and to model the dynamics of non-wetting drops, that could even detach from the substrate [16], as well as spreading drops [14, 17, 18]. The van der Waals interaction has been implemented previously in a volume of fluid based solver for the liquid/liquid interaction of colliding droplets [19], but to our knowledge it has not been considered for flows involving wetting phenomena.

In modeling the dynamics of wetting, a difficulty arises in the solution to the Navier-Stokes equations when employing a no-slip boundary condition at the fluid/solid interface: a non-integrable shear-stress singularity at the moving contact line [17, 18, 20, 21, 22, 23]. Simulating dynamic contact lines therefore requires additional ingredients to the model: these may be either (i) assuming the presence of slip at the fluid/solid interface, or (ii) including fluid/solid interaction forces with conjoining-disjoining terms that naturally lead to the formation of a prewetted (often called ‘precursor’) layer in nominally ‘dry’ regions, therefore effectively removing the ‘true’ contact line, see, e.g. [3, 4, 24]. Both slip and disjoining-pressure models have been
extensively used to model a variety of problems including wetting, dewetting, film breakup, and many others (see e.g. [5, 25] for extensive reviews).

Here, we present a new framework which, by implementing the fluid/solid interaction forces into the governing Navier-Stokes equations, allows arbitrary contact angles to be incorporated into a volume of fluid method in a natural way. Our work is distinguished from conventional volume of fluid based implementations in that the contact angle arises from the modeling of the underlying physics. We show that the inclusion of the fluid/solid interaction forces gives rise to the equilibrium contact angle for a sessile droplet on a solid surface. Our approach also leads to the regularization of the viscous stress because the fluid film thickness never becomes zero. Furthermore, our numerical framework can account for additional physical effects, such as the van der Waals induced instability and breakup of very thin liquid films, which would not be described if fluid/solid interaction forces were not included. In applying our numerical methodologies, we focus on the description of the approach for the inclusion of interaction forces and develop two different methods that can be used. We discuss the issues related to convergence and accuracy of both methods. To validate our proposed numerical scheme, we also consider a representative example: the spreading of drops in two spatial dimensions, which allows us to compare our results with well established analytic solutions for a particular flow regime.

We describe the details of the fluid/solid interaction in Sec. 2. In Sec. 3, we describe two finite-volume methods for the discretization of the considered fluid/solid interaction forces. The presentation in these two sections applies to any generic fluids. In Sec. 4, we present a comparison of the two considered discretization methods for equilibrium and spreading drops, for a particular choice of material parameters. In Sec. 5, we give an overview and future outlook.

2. Model

Consider a perfectly flat solid substrate covered by two immiscible fluids. For clarity, we will refer to these fluids as the liquid phase (subscript $l$), and the vapor phase (subscript $v$), although the present formulation applies to any two fluids. Assume that gravity can be neglected, and also ignore any phase-change effects, such as evaporation and condensation. There are three relevant interfacial energies: the liquid/solid, $\gamma_{ls}$, the vapor/solid, $\gamma_{vs}$, and the liquid/vapor, $\gamma$, energies. The contact angle is commonly defined as
the angle between the tangent plane of the interface between the liquid and vapor phases and the solid substrate at the point where the interface meets the surface. At equilibrium, the contact angle, $\theta_{eq}$, and the surface energies are related by Young’s Equation [26]:

$$\gamma_{vs} = \gamma_{ls} + \gamma \cos \theta_{eq}$$

(1)

If there is a nonzero contact angle at equilibrium, the liquid partially wets the solid surface; if the equilibrium configuration is a flat layer covering the whole substrate, then it fully wets the solid surface. It is also possible for the liquid to be non-wetting, where the liquid beads up into a sphere on the surface. The wetting behavior of the system can be characterized by the equilibrium spreading coefficient, defined by:

$$S_{eq} = \gamma_{vs} - (\gamma_{ls} + \gamma)$$

(2)

which expresses the difference in energy per unit area between a surface with no liquid, and one with a layer of liquid (what we call ‘dry’ and ‘wet’ states, respectively). Wetting is determined by the sign of $S_{eq}$; partial wetting occurs for $S_{eq} < 0$, and complete wetting for $S_{eq} = 0$ [27].

The above characterization of the contact angle is straightforward for static configurations and at macroscopic length scales. If these assumptions are not satisfied, definitions of contact angles become more complex. In the literature, a distinction is made between the apparent contact angle, $\theta_{ap}$, and the microscopic contact angle, $\theta_{m}$, distinguished by the distance from the contact line at which the measurement is made [28]. The contact angle resulting from measuring on macroscopic length scales is $\theta_{ap}$, while $\theta_{m}$ is measured at short length scales which are still long enough so that the continuum limit is appropriate [27, 29]. The microscopic contact angle, $\theta_{m}$, is often identified with $\theta_{eq}$, which is commonly used in the derivation of spreading laws, such as the classical Cox-Voinov law [29]. It should be noted that the details of the fluid behavior on nano scales in the vicinity of the fluid fronts and associated contact lines are far from being completely understood [27], and the way in which the contact angle arises at small scales is a subject of ongoing research [30].

The surface energies entering Eq. (1) and Eq. (2) arise due to the van der Waals interaction between the different phases that are relevant on short length scales. Three kinds of van der Waals interactions are usually considered: interactions between polar molecules, interaction of molecules that
have an induced polarization, and the dispersion forces [1]. The dispersion interaction is relevant for all molecules, and will be the only one that we consider. A common model for approximating the dispersion interaction of two particles, of phases $i$ and $j$, centered at $x_0$ and $x_1$ is the 12-6 Lennard Jones potential [1]:

$$\phi_{\text{LJ}}(r) = 4\epsilon_{ij}\left(\left(\frac{\sigma}{r}\right)^{12} - \left(\frac{\sigma}{r}\right)^{6}\right) \quad (3)$$

This potential has a minimum, $\epsilon_{ij}$, at $r = 2^{1/6}\sigma$, and for simplicity we assume that $\sigma$ is a constant for any two interacting particles. The center distance between the two particles is given by:

$$r = \sqrt{(x_0 - x_1)^2 + (y_0 - y_1)^2 + (z_0 - z_1)^2}$$

The powers 12 and 6 in Eq. (3) correspond to short range repulsion and long range attraction, respectively. For our purposes, we generalize this formulation and use the following form:

$$\phi_{ij}(r) = K^*_{ij}\left(\left(\frac{\sigma}{r}\right)^p - \left(\frac{\sigma}{r}\right)^q\right) \quad (4)$$

Here $K^*_{ij}$ is the scale of the potential well, having units of energy per particle pair interaction. In general, we require only that $p > q$ are integers, such that $q > 3$, for reasons that will become clear shortly.

Our model considers two fluid phases, a liquid phase and a vapor phase occupying the region $y > 0$, interacting with a flat, half infinite, solid substrate (subscript $s$) in the region $y < 0$. Consider now a particle located at $x_0 = (x_0, y_0, z_0)$ of phase $i$ (where $i$ is either $l$ or $v$). The interaction energy between this particle and the substrate per unit volume of the substrate is:

$$\psi_{is}(r) = n_s\phi_{is}(r) \quad (5)$$

where $n_s$ is the particle density in the substrate.

We derive the force per unit volume following a similar procedure outlined in [19]. Integrating Eq. (5) over the region $y < 0$ yields the following total interaction of a particle in phase $i$ with the substrate:

$$\int_{-\infty}^{0} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi_{is}(r)dxdzdy = 2\pi n_s K^*_{is}\sigma^3 \left[ \frac{1}{(2 - p)(3 - p)} \left(\frac{\sigma}{y_0}\right)^{p-3} \right. \left. - \frac{1}{(2 - q)(3 - q)} \left(\frac{\sigma}{y_0}\right)^{q-3} \right]$$
Although the van der Waals interaction is not strictly additive, the effects due to non-additivity are usually weak [1], and we ignore them for simplicity.

Multiplying by $n_i$, the particle density in phase $i$, we obtain the van der Waals interaction per unit volume of phase $i$:

$$
\Phi_{is}(y_0) = 2\pi n_i n_s K_{is}^* \sigma^3 \left[ \frac{1}{(2-p)(3-p)} \left( \frac{\sigma}{y_0} \right)^{p-3} - \frac{1}{(2-q)(3-q)} \left( \frac{\sigma}{y_0} \right)^{q-3} \right]
$$

We introduce the following parameters:

$$
K_{is} = 2\pi n_i n_s K_{is}^* \sigma^3 \left( \frac{[(p-2)(p-3)]^{q-3}}{[(q-2)(q-3)]^{p-3}} \right)^{\frac{1}{p-q}}
$$

$$
h^* = \left[ \frac{(q-2)(q-3)}{(p-2)(p-3)} \right]^{\frac{1}{p-q}} \sigma
$$

$$
m = p - 3 \quad n = q - 3
$$

This simplifies Eq. (6) to:

$$
\Phi_{is}(y) = K_{is} \left[ \left( \frac{h^*}{y} \right)^m - \left( \frac{h^*}{y} \right)^n \right]
$$

The quantity $h^*$ is referred to as the ‘equilibrium film thickness’ and will be considered in more detail below. Note that Eq. (9) has an identical form as Eq. (4).

The force per unit volume on phase $i$ that results from the potential is computed by taking the gradient of Eq. (9):

$$
F_{is}(y) = -\nabla \Phi_{is}(y) = \frac{K_{is}}{h^*} \left[ m \left( \frac{h^*}{y} \right)^{m+1} - n \left( \frac{h^*}{y} \right)^{n+1} \right] \hat{y}
$$

Here $\hat{y}$ refers to the unit vector $(0, 1, 0)$.

We proceed to derive an expression for $\theta_{eq}$ in terms of $K_{is}$ and $K_{vs}$ in Eq. (9) according to the microscopic arguments outlined in [2]. Combining
Eqs. (1) and (2), we obtain the following expression for the equilibrium spreading coefficient:

\[ S_{eq} = \gamma (\cos \theta_{eq} - 1) \]  

(11)

where \( S_{eq} \) is the difference in the energy per unit area between a dry system and a wet system. The total energy required to remove a liquid layer originally occupying \( \delta_0 < y < \infty \) and replace it with a layer of the vapor phase is given by:

\[ \Delta E = \int_{\delta_0}^{\infty} (\phi_{vs} - \phi_{ls}) dy \]  

(12)

If \( \delta_0 \) is the smallest distance between particles of the substrate and fluids when they are in contact, Eq. (12) specifies the total energy required to completely remove the liquid from the substrate. Even if \( \delta_0 \) takes a larger value, Eq. (12) consistently describes the energy difference between a wet system, and a dry system which consists of a fluid layer of thickness \( \delta_0 \) wetting the solid substrate.

Performing the integration in Eq. (12), we obtain:

\[ S_{eq} = (K_{vs} - K_{ls}) h^* \left[ \frac{1}{m-1} \left( \frac{h^*}{\delta_0} \right)^{m-1} - \frac{1}{n-1} \left( \frac{h^*}{\delta_0} \right)^{n-1} \right] \]  

(13)

In order to be in a partial wetting regime, i.e. where there is a non-zero contact angle, we require \( S_{eq} < 0 \). Based on Eq. (13), we find:

1. \( \delta_0 > \left( \frac{n-1}{m-1} \right)^{\frac{1}{m-n}} h^* \): In this case, the attractive term in Eq. (13) dominates. This leads to a negative spreading coefficient only if \( K_{vs} > K_{ls} \), so that the vapor phase must experience a greater attraction than the liquid phase in order to be in a partial wetting regime.

2. \( \delta_0 < \left( \frac{n-1}{m-1} \right)^{\frac{1}{m-n}} h^* \): In this case, the repulsive term in Eq. (13) dominates. Thus partial wetting is possible when \( K_{vs} < K_{ls} \).

The first case states that when \( \delta_0 \) is large, the vapor phase must interact more strongly with the substrate than the liquid phase; the reverse is true when \( \delta_0 \) is small. For example, the second case must hold for partial wetting of a droplet surrounded by a vacuum.

For comparison, we briefly describe a similar method of contact angle implementation used in the long-wave theory [3, 4]. In its most basic form, the disjoining pressure modifies the pressure jump across the interface of a thin, flat film, and can be derived as a macroscopic consequence of the van
der Waals interaction [2]. For a flat film of thickness $h$, the difference between the pressure in the exterior vapor phase, $p_v$, and the liquid phase, $p_l$, is given by:

$$p_v - p_l = \Pi(h) = K_{dj} \left[ \left( \frac{h^*}{h} \right)^m - \left( \frac{h^*}{h} \right)^n \right].$$  \hspace{1cm} (14)

The definition of the parameter $h^*$ is identical to that of Eq. (13). In the long-wave literature, this quantity is identified with an equilibrium film thickness, such that in the case of a drop in the partial wetting regime, there is an additional film of thickness $h^*$ completely wetting the substrate.

Following the example of disjoining pressure above, we consider situations such that there is a layer of thickness $h^*$ completely covering the surface even when the fluid is partially wetting. In particular, this means that we assume that $\delta_0 = h^*$, so that in Eq. (12), the liquid is removed only to a thickness $h^*$. This value of $\delta_0$ has the convenient property that it allows for Eq. (13) to be simplified, while the presence of a wetting layer over the whole substrate removes the contact line singularity. Plugging $\delta_0 = h^*$ into Eq. (13), and substituting in the expression for $S_{eq}$ from Eq. (11), we obtain the following expression for the difference between $K_{vs}$ and $K_{ls}$ as a function of $\theta_{eq}$:

$$K_{vs} - K_{ls} = \frac{\gamma(1 - \cos \theta_{eq})}{h^*} \left( \frac{(m - 1)(n - 1)}{m - n} \right).$$ \hspace{1cm} (15)

Therefore, only the difference $K_{vs} - K_{ls}$ is needed to specify $\theta_{eq}$. Similar formulations appear in the long-wave literature [3, 4]. Note that since Eq. (12) assumes that the fluid occupies a half infinite domain in the wet state, Eq. (15) is satisfied exactly only in the limit where $h^*$ is vanishingly small relative to the drop thickness.

To summarize, in this section we have formulated a method that allows for the inclusion of fluid/solid interaction forces without the limitations inherent in long-wave theory, such as negligible inertia and small interfacial slope. Next we proceed to discuss numerical implementation.

3. Numerical Methods

Equations (9) and (10) present a difficulty in that they diverge as $y \to 0$. This can be dealt with by introducing a cutoff length, i.e. forcing $F_{ls} = 0$ when $y$ is less than the cutoff. This method has the drawback of making the
force discontinuous, and may lead to poor numerical convergence. For this reason, we introduce a shifted potential:

\[ \hat{\Phi}_{ls} = \mathcal{K}_{ls} \left[ \left( \frac{h^*}{y + h_c} \right)^m - \left( \frac{h^*}{y + h_c} \right)^n \right] \]  

(16)

where \( h_c \) is some parameter less than \( h^* \). Equation (16) removes the singular portion of the potential near \( y \to 0 \) for a small \( h_c \), and is equal to zero at \( y = h^* - h_c \), but otherwise keeps the same functional form. We refer to films occupying \( 0 \leq y \leq h^* - h_c \) as equilibrium films, and \( h^* - h_c \) as the equilibrium film thickness. The force corresponding to Eq. (16) is given by

\[ \hat{F}_{ls} = \frac{\mathcal{K}_{ls}}{h^*} \left[ m \left( \frac{h^*}{y + h_c} \right)^{m+1} - n \left( \frac{h^*}{y + h_c} \right)^{n+1} \right] \hat{y} \]  

(17)

We can express the total body force due to the van der Waals interaction more compactly by introducing a characteristic function, \( \chi \), which takes the value 1 inside the liquid phase and 0 elsewhere:

\[ \hat{F}_B(y) = \chi \hat{F}_{ls} + (1 - \chi) \hat{F}_{vs} \]  

(18)

where the interaction strength explicitly depends on the phase through \( \chi \), so that \( \mathcal{K}(1) = \mathcal{K}_{ls} \) and \( \mathcal{K}(0) = \mathcal{K}_{vs} \).

We solve the full two-phase Navier-Stokes equations subject to the force given by Eq. (17):

\[ \rho(\chi)(\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) = -\nabla p + \nabla \cdot \left[ \mu(\chi)(\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \right] + \gamma \kappa \delta_s \mathbf{n} + \hat{F}_B(y) \]  

(19)

\[ \nabla \cdot \mathbf{u} = 0 \]  

(20)

The phase dependent density and viscosity are given by \( \rho(\chi) = \chi \rho_l + (1 - \chi) \rho_v \) and \( \mu(\chi) = \chi \mu_l + (1 - \chi) \mu_v \). The velocity field is \( \mathbf{u} = (u, v, w) \), and \( p \) is the pressure. The force due to the surface tension is included as a singular body force in the third term on the right hand side of Eq. (19) (see [31]), where \( \delta_s \) is a delta function centered on the interface, \( \kappa \) is the curvature, and \( \mathbf{n} \) is the inward pointing unit normal of the interface. Letting \( L \) be the length scale,
and \( \tau \) the time scale, we define the following dimensionless variables:

\[
\begin{align*}
\tilde{x} &= \frac{x}{L} & \tilde{y} &= \frac{y + h_c}{L} \\
\tilde{z} &= \frac{z}{L} & \tilde{t} &= \frac{t}{\tau} \\
\tilde{h}^* &= \frac{h^*}{L} & \tilde{h}_c &= \frac{h_c}{L} \\
\tilde{u} &= \frac{u}{L} & \tilde{p} &= \frac{L}{\gamma\rho} p \\
\tilde{\kappa} &= L\kappa & \tilde{\delta}_s &= L\delta_s
\end{align*}
\]

With these scales, and dropping the tildes, the dimensionless Navier-Stokes equations are as follows:

\[
\begin{align*}
We(\chi)(\partial_t u + u \cdot \nabla u) &= -\nabla p + \nabla \cdot \left[ Ca(\chi)(\nabla u + \nabla u^T)\right] + \kappa \delta_s \mathbf{n} \\
&= \text{+ } \mathbf{F}_B(y) \quad (21) \\
\nabla \cdot u &= 0 \quad (22)
\end{align*}
\]

where

\[
\mathbf{F}_B(y) = K(\chi) F(y) \hat{y} = K(\chi) \left[ m \left( \frac{h^*}{y} \right)^{m+1} - n \left( \frac{h^*}{y} \right)^{n+1} \right] \hat{y} \quad (23)
\]

Here, the dimensionless \( y \)-coordinate is translated, so that \( F(h^*) = 0 \), and the equilibrium film occupies \( h_c \leq y \leq h^* \). The (phase-dependent) dimensionless numbers are the Weber number, \( We \), the capillary number, \( Ca \), and the force scale for the van der Waals interaction, \( K \), given by the following:

\[
\begin{align*}
We(\chi) &= \frac{\rho(\chi) L^3}{\tau^2 \gamma} = \chi We_l + (1 - \chi) We_v = \frac{L^3}{\tau^2 \gamma} \left( \chi \rho_l + (1 - \chi) \rho_v \right) \\
Ca(\chi) &= \frac{\mu(\chi) L}{\gamma \tau} = \chi Ca_l + (1 - \chi) Ca_v = \frac{L}{\gamma \tau} \left( \chi \mu_l + (1 - \chi) \mu_v \right) \\
K(\chi) &= \frac{K(\chi) L}{h^* \gamma} = \chi K_{ls} + (1 - \chi) K_{vs} = \frac{L}{h^* \gamma} \left( \chi K_{ls} + (1 - \chi) K_{vs} \right)
\end{align*}
\]

Upon nondimensionalization, Eq. (15) yields the following expression for \( \theta_{eq} \):

\[
\Delta K(\theta_{eq}) := K_{vs} - K_{ls} = \frac{(1 - \cos \theta_{eq})}{h^*} \left( \frac{(m - 1)(n - 1)}{(m - n)} \right) \quad (24)
\]
Figure 1: Illustration of the quad-tree used to discretize the continuity domain. The mesh resolution can be chosen adaptively, so that each cell $C$ has a corresponding size $\Delta C$. The red curve shows the piecewise linear reconstruction of the liquid/vapor interface obtained using the volume of fluid method.

The system of Eqs. (21)-(22), is solved using the open-source package Gerris [32], described in detail in [11]. In Gerris, the Navier-Stokes equations are solved using a finite-volume based projection method, with the interface between the two fluids tracked using the volume of fluid method. The fluid domain is discretized into a quad-tree of square cells (see Fig. 1): note that we consider the implementation in two spatial dimensions from now onward. The finite-volume method treats each cell $C$ as a control volume, so that the variables associated with $C$ represent the volume averaged value of the variable over $C$. Each cell has a size $\Delta C$, and center coordinates $(x_c, y_c)$. The volume of fluid method tracks the interface implicitly by defining a volume fraction function, $T(C)$, which gives the fraction of the volume of $C$ occupied by the liquid phase. $T(C)$ is advected by the fluid flow according to the following equation:

$$\partial_t T + \nabla \cdot (uT) = 0$$

The value of $We$ and $Ca$ in a cell $C$ are then represented using an average:

$$We(C) = We_l T(C) + We_v (1 - T(C))$$

$$Ca(C) = Ca_l T(C) + Ca_v (1 - T(C))$$

Here, as before, subscript $l$ corresponds to liquid, and $v$ to the vapor phase.

The volume of fluid method reconstructs a sharp interface. For each cell, the gradient, $\nabla T$, is computed using the Mixed-Young’s method [33].
so that the unit normal vector is given by $\mathbf{M} = \nabla T / |\nabla T|$. This permits a linear reconstruction of the interface in each cell, according to the equation $\mathbf{M} \cdot \mathbf{x} = \alpha$, where $\alpha$ is determined by $T$ (see [34] for details).

The exact average of the force over the computational cell, $C$, is given by:

$$F_B(C) = \frac{1}{\Delta_C^2} \int \int_C K(\chi(x,y)) \mathcal{F}(y) dC \, \hat{y}$$

$$= \frac{1}{\Delta_C^2} \int \int_C [K_{ls}\chi(x,y) + K_{vs}(1-\chi(x,y))] \mathcal{F}(y) dC \, \hat{y} \quad (26)$$

where $\mathcal{F}(y)$ is defined by Eq. (23). We detail two possibilities for the discretization of the van der Waals force term in Eq. (21). For both of these methods, the force is included explicitly in the predictor step of the projection method.

**Method I:**

Our first method proceeds by a simple second order discretization of Eq. (26):

$$F_I(C) = \frac{\mathcal{F}(y_c)}{\Delta_C^2} \int \int_C [K_{ls}\chi(x,y) + K_{vs}(1-\chi(x,y))] dC \, \hat{y}$$

$$= \left[ \frac{\mathcal{F}(y_c)}{\Delta_C^2} K_{ls} \int \int_C \chi(x,y) dC + \frac{\mathcal{F}(y_c)}{\Delta_C^2} K_{vs} \int \int_C (1-\chi(x,y)) dC \right] \hat{y} \quad (27)$$

We identify the average of $\chi$ over $C$ with $T(C)$, yielding the following expression:

$$F_I(C) = [T(C)K_{ls} + (1-T(C))K_{vs}] \mathcal{F}(y_c) \hat{y} \quad (27)$$

However, we note that the accuracy of this simple method can deteriorate at low mesh resolutions because $\mathcal{F}$ has a large gradient as $y \to 0$. Consider a cell such that $T(C) = 1$. To a first approximation, the error in Eq. (27) is given by:

$$\mathcal{E} = |F_B(C) - F_I(C)| = \left| K_{ls} \frac{\Delta_C^2}{24} \mathcal{F}''(y_c) + o(\Delta_C^2) \right|$$

$$\approx \frac{\Delta_C^2 K_{ls}}{24} \frac{m(m+1)(m+2)}{h^* y^3} \left( \frac{h^*}{y} \right)^{m+3}$$

$$-n(n+1)(n+2) \left( \frac{h^*}{y} \right)^{n+3}$$
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To show that this can lead to large errors, consider the error when $\Delta C = h^* - h_c$, in a cell with center at $y_c = (h^* + h_c)/2$, i.e. for a cell along the bottom boundary when $h^*$ is just barely resolved. The error in this cell is:

$$E_1 = \frac{(1 - h_c/h^*)^2}{24} K_{ls} \frac{m(m + 1)(m + 2)}{1 + h_c/h^*} m^{m+3} \bigg| -n(n + 1)(n + 2) \left( \frac{2}{1 + h_c/h^*} \right)^{n+3} \bigg|$$

The lower bound of this error can be shown to be:

$$E_1 > \frac{(1 - h_c/h^*)^2}{24} K_{ls} (m(m + 1)(m + 2) - n(n + 1)(n + 2))$$

Since $m \geq n + 1$, we can bound this further by:

$$E_1 > \frac{(1 - h_c/h^*)^2}{8} K_{ls} m(m + 1) \quad (28)$$

Note that $E_1$ is not the discretization error, but the error found for a fixed grid size.

Recalling that Eq. (24) implies that $K_{ls}$ is proportional to $1/(h^*)^2$, so if $h_c$ is significantly smaller than $h^*$ the errors are quite large unless $\Delta C$ is much smaller than $h^*$. Furthermore, $h^*$ is generally small relative to the length scale of the droplet considered in Eq. (13), so that the mesh size required to accurately resolve the right hand side of Eq. (26) will increase the computational cost.

**Method II:**

Since Eq. (23) gives an exact formula for the force per unit volume in a single phase, much of the simplification used in deriving Eq. (27) is unnecessary. For the second method, we take advantage of this fact to more accurately approximate Eq. (26). First, note that it is trivial to integrate Eq. (26) when $T(C) = 1$ or $T(C) = 0$. Moreover, the volume of fluid method gives additional information beyond just the fraction of the cell occupied by the liquid phase; using the reconstructed interface, we have an approximation of the portion of the cell which is occupied by the liquid phase as well. Therefore, we introduce the following alternative method. Consider a cell $C$ with center $(x_c, y_c)$, where $0 < T(C) < 1$, so that the volume of fluid method
yields a linear reconstruction of the interface in the cell. This interface divides the cell into a region occupied by the liquid phase, $C_l$, and a region occupied by the vapor phase, $C_v$ (see Fig. 2a). We can write a general algorithm to integrate over these regions, yielding the following expression for the average force on cell $C$:

$$F_{II}(C) = \left[ \frac{K_{ls}}{\Delta C} \int \int_{C_l} F(y) dxdy + \frac{K_{vs}}{\Delta C} \int \int_{C_v} F(y) dxdy \right] \hat{y}$$  \hspace{1cm} (29)

We briefly outline the general process to perform the integrations over $C_l$ and $C_v$. Let the volume of fluid reconstructed interface in the cell be given by $\mathbf{M} \cdot \mathbf{x} = \alpha$, where $\mathbf{M} = (M_x, M_y)$ is a normal pointing into the liquid phase. We only present the problem of integrating over $C_l$, since $C_v$ involves an analogous procedure. If $|M_x| < \xi$, for a small tolerance $\xi$, the interface is approximately horizontal; thus the integration of $F(y)$ over $C_l$ becomes:

$$\frac{1}{\Delta C} \int \int_{C_l} F(y) dxdy = \frac{1}{\Delta} \int_{y_c - \Delta/2}^{y_c - \Delta/2 + T\Delta} F(y) dy$$

On the other hand, if $|M_y| < \xi$, the interface is approximately vertical, and
the integration over $C_l$ becomes:

\[
\frac{1}{\Delta C^2} \int \int_{C_l} \mathcal{F}(y) dx dy = \frac{T}{\Delta} \int_{y_c-\Delta/2}^{y_c+\Delta/2} \mathcal{F}(y) dy
\]

We can now proceed to provide general formulas when $|M_y| > \xi$ and $|M_x| > \xi$. Since $\mathcal{F}(y)$ is independent of $x$, the sign of the interfacial slope is irrelevant, so, without loss of generality, suppose that $M_x/M_y > 0$. Define the following values:

\[
\begin{align*}
x_a &= x_c - \Delta C/2 \\
x_b &= \max \left( -M_y(y_c + \Delta C/2) + \frac{\alpha}{M_x}, x_c - \Delta C/2 \right) \\
x_d &= \min \left( -M_y(y_c - \Delta C/2) + \frac{\alpha}{M_x}, x_c + \Delta C/2 \right) \\
x_e &= x_c + \Delta C/2
\end{align*}
\]

If $M_y < 0$, the integration over $C_l$ can be expressed as follows:

\[
\frac{1}{\Delta C^2} \int \int_{C_l} \mathcal{F}(y) dx dy = \frac{1}{\Delta C^2} \left[ (x_b - x_a) \int_{y_c - \Delta/2}^{y_c + \Delta/2} \mathcal{F}(y) dy + \int_{x_b}^{x_d} \int_{y_c - \Delta/2}^{y_c + \Delta/2} \mathcal{F}(y) dy dx \right]
\]

On the other hand, if $M_y > 0$, the integration over $C_l$ is given by:

\[
\frac{1}{\Delta C^2} \int \int_{C_l} \mathcal{F}(y) dx dy = \frac{1}{\Delta C^2} \left[ \int_{x_b}^{x_d} \int_{-M_x/M_y + \alpha/M_y}^{y_c + \Delta/2} \mathcal{F}(y) dy dx + (x_e - x_d) \int_{y_c - \Delta/2}^{y_c + \Delta/2} \mathcal{F}(y) dy \right]
\]

Thus, in two dimensions, the general process of integration reduces to integration over two regions. Note again that $\mathcal{F}(y)$ is known exactly, so that the integrals in Eqs. (30)-(31) can be computed exactly, in contrast to the large error for Method I in Eq. (28). Therefore, we conclude that regarding approximation of Eq. (26), Method II is superior. For example, for a single phase fluid, or when the interface is flat, Eq. (29) is exact. We will consider both Method I and Method II in what follows and discuss their performance.
Our computational domain is rectangular, with \( x \in (0, x_{\text{max}}) \) and \( y \in (h_c, y_{\text{max}}) \). Throughout the remainder of the paper, we will impose a homogeneous Neumann boundary condition on all boundaries for the pressure, \( p \). For the velocity field, we will apply a homogeneous Neumann boundary condition at all boundaries except \( y = h_c \), where we will apply one of the following two boundary conditions: the no-slip, no-penetration condition by setting \( u \) to 0 on the substrate:

\[ (u, v)|_{y=h_c} = (0, 0) \]

or a free-slip condition by:

\[ \partial_y u|_{y=h_c} = 0 \quad v|_{y=h_c} = 0 \]

The boundary condition for the van der Waals force is straightforward. At \( y = h_c \), we set

\[ F_{I,II}|_{y=h_c} = K_{lt}\mathcal{F}(h_c) \]

At \( y = y_{\text{max}} \), we set

\[ F_{I,II}|_{y=y_{\text{max}}} = K_{vs}\mathcal{F}(y_{\text{max}}) \]

The boundary condition for the volume fraction, \( T \), is again homogeneous Neumann on all boundaries, except on the bottom boundary, where we apply

\[ T|_{y=h_c} = 1 \]

which is equivalent to taking the bottom boundary to always be wetted with the liquid phase.

4. Results

In this section, we consider simulations of the full Navier-Stokes equations in which contact angles have been imposed using the van der Waals force, which is included using Methods I and II described in Sec. 3. Our simulation setup consists of a drop on an equilibrium film, initially at rest, which then relaxes to equilibrium under the influence of the van der Waals force. We compare Methods I and II for a drop which is initially close to its equilibrium contact angle, as predicted by Eq. (24), as well as for a spreading drop which is initially far from its equilibrium. Furthermore, we consider the effect of equilibrium film thickness for small, intermediate, and large contact angles, using Method II.
In simulations, droplets are surrounded by an equilibrium film of thickness \( \hat{h} := h^* - h_c \) defined by \( y < h^* \), where \( h_c \) is the amount the force is translated by in Eq. (17). The initial profile is given by the following:

\[
\{(x, y) : x^2 + (y + R \cos \theta_i - h^*)^2 < R^2 \text{ or } y < h^*\}
\]  

(32)

Here \( R \) is chosen so that the total area of the circular cap is equal to \( A_0 = \pi 0.75^2/2 \). The quantity \( \theta_i \) is the initial contact angle of the droplet. In all simulations, we fix the ratio of these length scales so that \( h^* = 2h_c \). Additionally, throughout this section, we always set \( m = 3 \) and \( n = 2 \) in Eq. (23).

There are four contact angles that we consider in this section. The initial contact angle, \( \theta_i \), as in Eq. (32), specifies the angle formed by the tangent of the initial circular profile with the equilibrium film at the point where they meet. The (time dependent) apparent contact angle is denoted \( \theta \), and the numerical equilibrium angle \( \theta_{\text{num}} \) is the value of \( \theta \) when the system under consideration is in equilibrium; \( \theta \) is measured by a circle fit procedure described below. Finally, we refer to the imposed contact angle, \( \theta_{eq} \), which we use to specify \( K_{vs} - K_{ls} \) via Eq. (24); the only relevant quantity is the difference between \( K_{vs} \) and \( K_{ls} \), but for definiteness, we set \( K_{vs} = 1.1\Delta K(\theta_{eq}) \) and \( K_{ls} = 0.1\Delta K(\theta_{eq}) \). The value of \( \theta_{eq} \) differs from \( \theta_{num} \) in simulations because \( h^* \) is small but non negligible relative to the thickness of the drop.

We measure \( \theta \) according to the following procedure. A drop has a circular cap shape that transitions smoothly to the equilibrium film. We define the contact angle in this context in the following way: let \( \pm x_{\text{inf}} \) represent the points of inflection of the drop profile. We perform a least squares fit of a circle to the profile over the interval \( (-x_{\text{inf}}, x_{\text{inf}}) \). The point at which the fitted circle intersects the equilibrium film is called the contact point (in three dimensions, this is the contact line). \( \theta \) is measured as the angle the fitted circle makes with the equilibrium film at the contact point.

We first investigate a static drop, with \( h^* = 0.03 \) and \( \theta_i = \pi/2 \). The dimensionless numbers are set to be \( We_l = We_v = Ca_l = Ca_v = 0.05 \) (for simplicity, in the present work, we use the same parameters for both fluids). The drop is then allowed to relax to its equilibrium shape. The computational domain is \( (x, y) \in [0, 2] \times [h_c, 1 + h_c] \); the domain is resolved at a constant resolution. A no-slip boundary condition is imposed on the solid boundary, \( y = h_c \). Figure 3 shows such a drop at equilibrium (with the contact angle imposed using Method II). The equilibrium film has negative pressure with
Figure 3: Pressure distribution for a drop with $\theta_{eq} = \pi/2$, $h^* = 0.03$, at equilibrium. The pressure is normalized by the (non-dimensional) capillary pressure of the equilibrium drop, which is given by the curvature of the interface far from the contact point, where it is approximately circular. The solid black curve shows the volume of fluid reconstructed interface, and the dashed curve is the initial profile; $\Delta = 1/256$.

Figure 4: The convergence of the $L^1$ norm of the difference between $T(C)$ at $\Delta$ and $\Delta = 1/256$, for a drop at equilibrium with $\theta_{eq} = \pi/2$, $h^* = 0.03$, with a uniform mesh size $\Delta$. 
very high absolute value, and its thickness at equilibrium differs from $\bar{h}^*$ by about 3%. With this $h^*$, there is a noticeable difference between the true equilibrium contact angle found by simulations, $\theta_{num}$, and the imposed angle $\theta_{eq}$. The effect of $h^*$ on the equilibrium drop shape will be considered below.

Figure 4 shows the convergence for Methods I and II for a uniform mesh. Simulations are run until time $t = 1.75$, with a constant time step of $\Delta t \approx 2.8 \times 10^{-5}$; the stability constraint due to the explicit discretization of the surface tension dominates in this velocity regime, and this time step ensures that this constraint is satisfied for all resolutions we consider (see [32]). For two sets of volume fractions $T_1$ and $T_2$ such that $T_2$ is computed on a quad-tree $Q$ with mesh-size $\Delta_Q$, the $L^1$ norm is computed according to the following formula:

$$||T_1(C) - T_2(C)|| = \sum_{C \in Q} |T_1(C) - T_2(C)| \Delta^2_Q$$

(33)

In this case $\Delta_Q = 1/256$, and $T_1(C)$ is equal to $T_1$ on the largest cell containing $C$. For reference, $\Delta = 1/32$ is about $h^*$, so that the low resolution case is not even resolving the equilibrium film. Both methods perform comparably well at $\Delta = 1/64, 1/128$, with Method I converging slightly faster. However, at low resolutions, $\Delta = 1/32$, Method II performs significantly better.

We now move onto the question of how a drop behaves when $\theta_i$ is far from $\theta_{num}$. The initial shape of the drop is as above, with $h^* = 0.03$, $R = 0.75$, so that $\theta_i = \pi/2$. At $y = h_c$, we use free-slip since it allows the drop to reach its steady state more quickly, reducing computational time. The simulation domain is $(x, y) \in [0, 4] \times [h_c, 1 + h_c]$. For these simulations, we will set $We_l = We_v = Ca_l = Ca_v = 1$. We note that even with this choice of parameters, the dimensionless contact point speed is sufficiently small so that surface tension effects still dominate over viscous effects (or precisely speaking, the capillary number defined based on the speed of the contact point is still small). Here, we impose a small contact angle of $\theta_{eq} = \pi/6$. Unlike the above, we use an adaptive mesh which refines regions to a level of $\Delta_{max}$ near the liquid/vapor interface, or if there is a high gradient in $F_B$. Figure 5 shows the initial and equilibrium profiles and pressure distribution when the drop reaches equilibrium, computed using Method II. The pressure inside the liquid phase is near unity, while the pressure in the vapor phase just above the equilibrium film is five times the capillary pressure. The equilibrium contact angle in Fig. 5 is $\theta_{num} \approx \pi/7$.

Figure 6 shows the front locations for the spreading drops as a function
Initially, $\theta_i = \pi/2$, and the drop spreads to its equilibrium configuration, defined by $\theta_{eq} = \pi/6$. The initial profile is shown by the dashed curve. As in Fig. 3, the pressure is normalized by the capillary pressure of the equilibrium drop; $\Delta = 1/256$.

of time for Method I and Method II. Both methods show broadly similar results, with Method II appearing to slightly outperform Method I in terms of convergence. In order to compute the convergence, we calculate the error as:

$$E(\Delta)_{I,II} = \frac{1}{100} \int_0^{100} |x_f(t)_{\Delta} - x_f(t)_{\Delta=1/256}| dt$$  \hspace{1cm} (34)$$

Here $x_f(t)_{\Delta}$ is the front location computed with $\Delta_m = \Delta$, and $x_f(t)_{\Delta=1/256}$ is the front location computed with $\Delta_m = 1/256$. The errors are shown in Fig. 7. Method II displays significantly better convergence for the front location as a function of time.

We briefly compare the qualitative behavior of the spreading drop to the well known Cox-Voinov law [29]. For a drop displacing another immiscible fluid on a solid surface, the speed of the contact point, $v_f$, is related to $\theta_i$ and $\theta_{num}$ to leading order by [35]:

$$\theta^3 - \theta_{num}^3 \propto v_f$$  \hspace{1cm} (35)$$

Figure 8 shows $v_f$ versus $\theta^3 - \theta_{num}^3$ using Method II, for $\Delta_{max} = 1/256$. The blue (solid) line shows the numerical results, and the black dashed line
Figure 6: Front location for the spreading drop for varying resolution for (a) Methods I and (b) Method II. The maximum mesh resolution is $\Delta$. 

(a) Method I  

(b) Method II
Figure 7: Convergence of the front location of spreading drops, for Methods I and II, where the error is estimated according to Eq. (34).

Figure 8: Cox-Voinov law for the spreading drop. The blue (solid) curve shows simulation results for a droplet spreading from $\theta_i = \pi/2$ to equilibrium, with an imposed contact angle of $\theta_{eq} = \pi/6$ using Method II. The black dashed line is proportional to $v_f$, and the agreement with the blue (solid) curve shows that the drop spreading approximately satisfies the Cox-Voinov law.
Figure 9: Equilibrium profiles with $\theta_{eq} = \theta_i = \pi/2$ for various values of $h^*$. The black dotted profile shows the initial condition for $h^* = 0.015$. We plot $\bar{y} = y - h_c$ so that for each curve the $y$ range is $(0, 1)$.

shows the slope expected if the Cox-Voinov law is obeyed. The results show that the drop spreading initially speeds up, but afterwards $v_f$ decreases with $\theta^3 - \theta^3_{num}$, and the drop spreading approximately satisfies the Cox-Voinov law for $v_f \in (10^{-2}, 10^{-3})$.

Next, we turn our attention to the precise value of the contact angle. As shown in Figs. 3 and 5, the actual equilibrium contact angle, $\theta_{num}$, is generally smaller than the imposed angle $\theta_{eq}$. This is due to the fact that Eq. (24) is derived under the assumption of small $h^*$, while in our simulations the ratio of drop radius and $h^*$ is about 25. To confirm the above statement, we analyze in more detail the resulting contact angles as $h^*$ is varied. We set $\theta_{eq} = \pi/2$ using Method II, and the resolution is fixed at a uniform $\Delta = 1/256$. The value of $h^*$ varies over 0.03, 0.015, and 0.0075. The initial condition is imposed with $\theta_i = \pi/2$ as in Eq. (32). The drop is again permitted to relax to its equilibrium with a fixed time step for 1.75 units of time. Figure 9 shows the equilibrium profiles for various values of $h^*$. The dotted profile is the initial condition for $h^* = 0.015$, and is included as a reference. As $h^*$ is decreased, the equilibrium profiles are characterized by contact angles closer to $\theta_{eq}$.

We quantify the dependence of $\theta_{num}$ on $h^*$ in Table 1. As before, we compute the contact angle $\theta_{num}$ using a circle fit of the drop after 1.75 units of time.
time, at a fixed time step for all simulations. As $h^*$ is reduced, the calculated $\theta_{num}$ approaches $\theta_{eq} = \pi/2$. The relative difference between $\theta_{num}$ and $\theta_{eq}$ reduces with $h^*$ approximately linearly. These measures however depend on the accuracy of the estimation of $\theta_{num}$; to analyze the convergence more directly, we compare the volume fractions of the initial condition, $T_i(C)$, with the equilibrium state $T_f(C)$, using an $L^1$ norm computed as Eq. (33). Initially, $\theta_i = \theta_{eq}$, so this comparison provides a measure of the difference between $\theta_{num}$ and $\theta_{eq}$. This difference again decreases approximately linearly with $h^*$.

Finally, we consider the effects of varying $h^*$ for $\theta_{eq}$ other than $\pi/2$. Figure 10a shows the equilibrium drop profiles for $\theta_{eq} = \theta_i = \pi/4$ and varying $h^*$, and Fig. 10b shows the same for $\theta_{eq} = \theta_i = 3\pi/4$. For $\theta_{eq} = \pi/4$, as $h^*$ decreases, the profile quickly converges to the initial condition and hence the contact angle to $\theta_{eq}$, as seen by the comparison of the black curve with that of $h^* = 0.0075$ in Fig. 10a. For $\theta_{eq} = 3\pi/4$, it can be seen that even for $h^* = 0.0075$, the drop profile still shows some difference between $\theta_{num}$ and $\theta_{eq}$. Nonetheless, this plot demonstrates a central advantage of our methods: $\theta_{num}$ larger than $\pi/2$ can be simulated with the van der Waals force.

5. Conclusions

In this paper, we have described a novel approach for including the fluid/solid interaction forces, considered to be of van der Waals type, into a direct solver of the Navier-Stokes equations with a volume of fluid interface tracking method. The model does not restrict the contact angles to be small, and therefore, can be used to accurately model wetting and dewetting of fluids on substrates characterized by arbitrary contact angles. We study the problems of a two-dimensional drop on a substrate and compare the results with the Cox-Voinov law for drop spreading. These validations and results

| $h^*$  | $\theta_{num}$ | $|\theta_{num} - \theta_{eq}|/\theta_{eq}$ | $||T_i(C) - T_f(C)||$ |
|-------|---------------|---------------------------------|---------------------|
| 0.03  | 1.37          | 0.125                           | 0.05                |
| 0.015 | 1.47          | 0.066                           | 0.03                |
| 0.0075| 1.53          | 0.025                           | 0.009               |

Table 1: Dependence of $\theta_{num}$ on $h^*$. We calculate $\theta_{num}$ using a circle fit. The third column gives the relative difference between $\theta_{num}$ and $\theta_{eq}$. The fourth column is the $L^1$ norm of the difference between the initial volume fractions $T_i(C)$ and the equilibrium $T_f(C)$.
Figure 10: Dependence of the drop profile at equilibrium on $h^*$ for (a) $\theta_{eq} = \pi/4$ and (b) $\theta_{eq} = 3\pi/4$. The black dotted profile shows the initial condition for $h^* = 0.015$. As in Fig. 9 we plot $\bar{y} = y - h_c$ so that for each curve the $y$ range is $(0, 1)$. 
illustrate the applicability of our proposed method to model flow problems involving contact lines. Furthermore, our approach has the desirable property of regularizing the viscous stress singularity at a moving contact line by introducing an equilibrium liquid film.

We have considered two alternative finite-volume discretizations of the van der Waals force term that enters the governing equations to include the fluid/solid interaction forces. These two methods are complementary in terms of their accuracy and the ease of use, and therefore the choice of the method could be governed by the desired features of the results. In particular, Method I discretizations can be straightforwardly extended to the third spatial dimension. However, we have shown that, when implementing Method I, to guarantee accurate results, sufficient spatial resolution of the computational mesh must be used. We also show that Method II does not suffer accuracy deterioration at low mesh resolutions, and is therefore, superior to Method I, albeit being more involved to implement.

The presented approach opens the door for modeling problems that could have not been described so far, in particular van der Waals induced dewetting and associated film breakup for fluids characterized by large contact angles. Furthermore, the model allows to study the effects of additional mechanisms, such as the inclusion of inertia. We will consider these problems in future work.
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