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ABSTRACT

Inductive knowledge graph completion requires models to comprehend the underlying semantics and logic patterns of relations. With the advance of pretrained language models, recent research has designed transformers for link prediction tasks. However, empirical studies show that linearizing triples affects the learning of relational patterns, such as inversion and symmetry. In this paper, we propose Bi-Link, a contrastive learning framework with probabilistic syntax prompts for link predictions. Using grammatical knowledge of BERT, we efficiently search for relational prompts according to learnt syntactical patterns that generalize to large knowledge graphs. To better express symmetric relations, we design a symmetric link prediction model, establishing bidirectional linking between forward prediction and backward prediction. This bidirectional linking accommodates flexible self-ensemble strategies at test time. In our experiments, Bi-Link outperforms recent baselines on link prediction datasets (WN18RR, FB15k-237, and Wikidata5M). Furthermore, we construct Zeshel-Ind as an in-domain inductive entity linking the environment to evaluate Bi-Link. The experimental results demonstrate that our method yields robust representations which can generalize under domain shift. Our code and dataset are publicly available at https://anonymous.4open.science/r/Bi-Link-2277/.
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1 INTRODUCTION

Knowledge graphs are structured fact databases representing entities as nodes and relations as edges. With open-end incoming data, automatically completing knowledge graphs is an a-billion-dollar problem for knowledge-intensive tasks, such as question answering [19] and dialogue systems [25]. As a particularly popular paradigm, TransE [2] initially proposes an additive model for knowledge representations. Despite its simplicity, TransE has modelled relational patterns such as inversion and composition. ComplEx [30] represents symmetric relations with a real embedding space and an imaginary embedding space. With a multiplicative model, RotatE [27] has extended expressiveness to most general patterns, including antisymmetry and reflexivity.

However, link prediction in the real world is an inductive learning process, as shown in Figure 1, where models are not only required to understand logical patterns but also reason on unseen entities. To perform well in the inductive setting, models should command the relational semantics of knowledge graphs, i.e., the logical rules among the relations. For example, an intelligent model should have an induction ability to put entities in logical frames, as follows

$$\exists Y. (X, \text{son_of}, Y) \land (Z, \text{daughter_of}, Y) \rightarrow (X, \text{siblings_of}, Z)$$

DKRL [36], a pioneering inductive link prediction method, proposes to ground these logical rules from entity descriptions. KEPLER [34] incorporates the logic of triples and semantics of entity description encoded with the advance of pre-trained language models (PLM). The loss function is a linear combination of TransE’s loss and masked-language modelling loss. Unfortunately, the method converges unexpectedly slow and shows sensitivity to noise in entity descriptions. With highly efficient bi-encoders, SimKGC [33] effectively compares knowledge representations using normalized contrastive loss [3]. With very fast convergence, this simple method completes link prediction on FB15k-237 with ~10min, whereas KEPLER needs ~20h.

However, empirical studies show that the recent contrastive link prediction method heavily relies on the semantic match and ignores the underlying graphical structure. We hypothesize flawed initialization is the culprit of poor contrastive representation learning.
In other words, it is hard for PLMs to estimate the similarity between linearized relational expression and entity, e.g., comparing “X inverse sibling of” with “Z”.

This phenomenon reveals at least two problems. First, different semantics need different ways to express inversion. Motivated by recent prompt-tuning studies [6, 13], we generate rule-based prompts to improve the fluency of the relational expression under different types of syntax. Using syntax as the principle to find prompts not only improves interpretability but also reduces the difficulty of the prompt search, as there are not too many grammar rules in English. Specifically, we finetune PLMs on the part-of-speech tagging task to encode grammar and text into the same semantics space. Using the embeddings of PLMs, in Figure 2, we train a multi-layer perceptron to predict the syntactical patterns in a smooth low-dimensional space. Then a Gaussian mixture model indexes a pair of reversible prompts for forward and backward link predictions. We combine the prompts and unfinished edges as relational expressions to better finetune bi-encoders for inductive link predictions. The parameters of the MLP and bi-encoders are updated with the expectation maximization (EM) algorithm [14].

Another problem is that recent contrastive representation learning devastatingly affects symmetric relation modelling. Symmetry has deeply rooted foundations in neural computing [38]. To improve expressiveness on symmetry, we introduce bidirectional linking between relational bi-encoders (Figure 3), briefly known as Bi-Link. Given relational expressions, Bi-Link understands a triple from relational bi-encoders [37], with data of Fandom. To adapt our model to zero-shot entity linking task, ranks all candidate documents to predict a link from a named entity mention in context to its referent entity document. Recently, Zeshel [16] has greatly supported the zero-shot learning accommodates flexible self-ensembling options for test-time augmentation. Bi-Link outperforms recent baselines in our experiments on transductive and inductive link prediction tasks.

In summary, our major contributions are threefold: 1.) We propose a probabilistic syntactic prompt method to verbalize the unfinished edge into natural relational expressions with a generalizable lightweight model. 2.) We design symmetric relational encoders, Bi-Link, for text-based knowledge graph link predictions, and adapt it to entity linking tasks. 3.) We build a new open-source benchmark, Zeshel-Ind as a fully-inductive reflection of Zeshel for in-domain zero-shot performance evaluation. We extensively validate Bi-Link against several recent baselines on Zeshel and Zeshel-Ind.

2 RELATED WORK

Contrastive knowledge representation. Contrastive knowledge representation Inspired by NCE [8] principle, CPC [22] and SimCLR [3] are particularly popular contrastive learning paradigms that learn robust representation with noisy negative samples. For semantic textual similarity tasks (STS), SimCSE [7] significantly simplifies previous contrastive sentence embedding methods using bi-transformers. PromptBERT [10] has further improved the results with template denoising. However, empirical studies [32] show that SimCSE is not helpful for entity linking. Using bi-transformers to contrast document representations is still an ongoing research direction. Finding proper negative samples is crucial for contrastive learning [33]. GPL [32] automatically find high-quality negative samples with a pipeline, including T5 [23], dense retriever [24] and a cross-encoder [9]. In this work, we generalize a lightweight syntactic prompt generator learnt on a subgraph to a large knowledge graph. The prompts improve the quality of negative samples by transferring unfinished edges to approximate relational expressions.

Retrieval with pretrained transformers. Bi-encoders independently map queries and documents to a shared semantic space to efficiently compute their similarity scores. By contrast, cross-encoders [57] broadcast a query and concatenate it with all possible documents, predicting relevance scores with cross-attention between the query and documents. Previous work [9] has shown that cross-encoders can produce more robust representations and achieve better results. But the cumbersome computational overhead harshly increases the inference time. To address this problem, ColBERT [12] and TwinBERT [18] concurrently propose hybrid networks consisting of bi-encoders and cross-attention layers. As a result, these works have facilitated real-world search engines by significantly reducing the computational burden while retaining the performance. On the flip side, the late-stage interaction requires additional training data and strategy. Our work is different from the previous work because our prompt-based bi-encoders can be useful when queries are fragmented words.

3 METHODS

Given a directed knowledge graph $G = (V, E, R)$ with $|V|$ entities, $|E|$ observed edges, and $|R|$ relation types, our transductive link prediction task is to infer a missing edge $e$ described as $(h, r, t)$ or its inverse version $e_{\text{rev}}$ described as $(r, t, s)$. As a logical operator, a triple $(h, r, t)$ consists of a head entity, relation and a tail entity. In this work, we present Bi-Link, a symmetric framework that learns knowledge representations from entity description and reversible relational text. As the example shown in Figure 2, we enrich $G$ with inverse relational textual information phrased by probabilistic rule-based prompt expressions. Then we encode relational information with a siamese network, Bi-Link (Figure 3). The grammatical module and the Bi-Link network are updated with EM algorithm. We use this general framework for transductive link prediction, fully-inductive link prediction [28], inductive named entity linking.
An overview of the propose framework is presented in Figure 2 and Figure 3 with each step explained in more detail below.

### 3.1 Probabilistic rule-based prompts

To reduce the semantic gap between bi-encoders, we introduce probabilistic rule-based prompts (RP) to utilize the implicit knowledge in PLMs. To obtain grammatical information from contextualized embeddings, we follow the procedure of RoBERTa [15] to finetune BERT [5] on a well-known part of tagging dataset, PennTreeBank [21]. We use this finetuned BERT as backbone for knowledge graph link prediction. Given a named entity description \( x = [w_1, w_2, \ldots, w_n] \) and one of the entity’s outflow edge \( e_i = (h^i, r^i, \text{[MASK]}) \), as shown in Figure 2, we iteratively combine the edge with all possible prompts \( T_{forward} \) in our grammar rule base. The size of \( T_{forward} \) is \( m \). After tokenization, we feed the tokens and positions into the BERT embedding layer and take the averaged embeddings. These relational embeddings then go through a MLP, projected as low dimensional representations \( x^t \). We then compute the responsibility of Gaussian mixture models and apply a label sharpening, allowing top predictions to update. The probability of selecting a template with the edge can be formally written as,

\[
P(\tau | e) = P(\tau | h, r) = \prod_{e_i \in E} N(g_\theta(h, \tau, r), \mu, \Sigma)
\]

where \( \tau \) denotes a template corresponding to a syntactical pattern, \( g \), a shallow encoder parameterized with \( \theta \), encodes the embeddings of an incomplete edge and the prompt of last iteration into a lower dimensional space. \( \mu \) and \( \Sigma \) are the parameters of the Gaussian mixture model. The cluster number \( k \) is a hyperparameter.

The parameters of this syntactical prompt generator and bi-encoder are updated the EM algorithm, and the M step can be written as follows,

\[
z_i = g_\theta(\tau, e)
\]

\[
u_k = \frac{\sum_{i=1}^N w_i \cdot \gamma_i^{max}}{N}
\]

\[
\Sigma_k = \sum_{i=1}^N \gamma_i^{max} \cdot (\gamma_i^{max} - \nu_k)^T
\]

where \( u_k \) and \( \Sigma_k \) are the mean and covariance of the \( k \)th Gaussian component, \( r_{ik} \) is the responsibility, \( \gamma_i^{max} \) is the most probable prompt-based relational expression. Additionally, the parameters of GMMs are initialized with the statistics of a manually labelled subset of the validation set. Annotators have combined these triples with most suitable prompts based on the frequency of expressions in English-Corpora\(^1\). With the most possible syntactical prompts, we verbalize the outflow edge and inflow edge as relational expressions, \( v(e_{hr}) \) and \( v(e_{rt}) \) in the input space.

### 3.2 KG link prediction

In Figure 3, Bi-Link uses bi-transformers to score the similarity between a relational expression and an entity, which is a ranking problem in this paper. In the forward link prediction, Bi-Link models the probability of a tail entity given the head entity’s relational expression as \( P(h | e_{hr}, r, R_P) \). Similarly, the backward probability can be represented as \( P(h | e_{rt}, r, R_P) \). This model can be used for both transductive learning [2] and inductive learning [28] tasks, and the contextualized relational representations can be written as,

\[
T_f = \text{PLM}(v(e_{hr}), d_h), \quad T_b = \text{PLM}(d_t)
\]

\[
H_f = \text{PLM}(v(e_{rt}), d_t), \quad H_b = \text{PLM}(d_h)
\]

\[
h_r = \text{PLM}(\tau),
\]

where \( \text{PLM} \) is a pretrained language model that encodes the outflow edge \( v(e_{hr}) \) and the head entity’s description \( d_h \) as the forward relational representation \( T_f \). Similarly, in the backward link prediction, the PLM encodes the inflow edge \( v(e_{rt}) \) and the tail entity’s description as a backward relational representation \( H_b \). With attention mask, the head and tail entity descriptions are encoded as \( H_f \) and \( H_b \). In Figure 3, these representations are output from the places of relational markers. \( h_r \) is the representation of the rule-based prompt \( \tau \) for template denoising [10].

We learn the embeddings for link predictions by pulling the textual relational embeddings of the forward prediction and the backward prediction together, with the training objective written as,

\[
\max_{i,j \in C} \sum_{i,j \in C} s(H_{f_i}, \hat{H}_{b_i}) + s(T_{b_i}, \hat{T}_{f_i}) - s(i \neq j | H_{b_i}, \hat{T}_{f_i})
\]

\[
s(x_i, x_j) = \frac{x_i^T x_j}{\|x_i\| \|x_j\| / t},
\]

\[
\hat{H}_{b_i} = H_{b_i} - h_r.
\]

---

\(^1\)https://www.english-corpora.org
where $E$ is the entity set and $s$ is the scaled cosine similarity between embeddings. The third term of Equation 10 penalizes naive matching based on prompt patterns. $\beta$ is the temperature parameter. $\tilde{T}_f$ and $\tilde{H}_b$ are denoised templates. Initially proposed in Prompt-BERT [10], template denoising improves contrastive sentence matching based on prompt patterns.

In practice, we optimize the training objective shown in Equation 10 with the following contrastive loss function:

$$L_1 = \frac{1}{|T|} \sum_{i \in T} \left[ \log e^{s(T_h, \tilde{T}_f)} - \log \sum_{j \in B_i} e^{s(T_h, \tilde{T}_f)} \right], \quad (13)$$

$$L_2 = \frac{1}{|H|} \sum_{i \in H} \left[ \log e^{s(\tilde{H}_b, H_b)} - \log \sum_{j \in B_i} e^{s(\tilde{H}_b, H_b)} \right], \quad (14)$$

$$L_3 = -\log \sum_{j \in B_f} e^{s(\tilde{H}_b, \tilde{T}_f)} , \quad (15)$$

$$L = L_1 + L_2 + \beta \cdot L_3, \quad (16)$$

where $H$ and $T$ are textual expression sets for head and tail entities. $B$ is the set of the current batch, and $\beta$ is the bidirectional linking coefficient.

At the test stage, to predict a missing inflow edge $(?, r, t)$, we compute a bidirectional similarity score between the verbalized relational expression $(v(e_c), d_t)$ and all entity descriptions $d_h$. In Figure 3, Bi-Link augments test performance with self-ensembling, formally written as,

$$sp1(c, r, t) = s(\tilde{H}_b, H_f), \quad (17)$$

$$sp2(c, r, t) = s(\tilde{T}_b, \tilde{T}_f), \quad (18)$$

$$\text{score}(h, r, t) = sp1 + w(c) \cdot sp2 \quad (19)$$

where $sp1$ and $sp2$ are the same text sequence scored from the two perspectives. $c \in C$ is a candidate set suggested by $sp1$. $w(c)$ is a flexible weighting function. For simplicity, we follow the filtered setting of TransE. Note that there is no conflict between modelling inverse patterns and symmetric patterns because tail entities can take the place of head entities with reversible rule-based prompts mentioned in Section 3.1.

### 3.3 Inductive entity linking

When a new group of entities come into the database, they are never really mentioned in the previous records of the current society. For new posts from this timestamp, we want to link newly appearing mentions to the new entities while disambiguating them from the old. For example, after some new fictional figures are released, the administrators want to remove some disturbing new mentions to sensitive topics that can easily breed social hatred. Therefore, we give a formal definition for inductive entity linking with the following definition.

**Definition** Given mention sets $M$, entity sets $E$, candidate sets $C$, and a specific text domain $D$, inductive entity linking satisfies $\forall c \in C, \forall e \subseteq M_{\text{test}} \lor c \in E_{\text{train}}$, where $M_{\text{train}} \subseteq E_{\text{train}} \subseteq D$, $M_{\text{test}} \subseteq E_{\text{test}} \subseteq D$.

Without explicit relational structures, inductive entity linking is a knowledge-intensive information retrieval task that requires semantics to disambiguate in-domain named entity mentions. In the following experiments, we compare the zero-shot performance of Bi-Link with cross-encoder baselines under the defined inductive setting and another cross-domain setting.

### 4 EXPERIMENTS

We have designed experiments to evaluate our proposed methods from the following aspects:

- **Transductive link prediction.** In the transductive knowledge graph completion task, triples are split into training, validation and test sets, but entities are shared across different sets. This setting requires the model to comprehend
Table 1: Statistics of benchmarks. The numbers of vertices (entities), relations and triples are denoted as $|V|$, $|R|$ and # respectively. In the inductive settings, training subgraphs and evaluation subgraphs are disjoint, resulting in sparse graphs.

| Dataset          | WN18RR          | FB15k-237        | Wikidata5M       | Zeshel          |
|------------------|-----------------|-----------------|-----------------|----------------|
|                  | Transductive    | Inductive       | Transductive    | Inductive       |
| $|V|+|R|$          | 40,943+11       | 15,441+237      | 4,594k+822      | 492,321        |
| #training        | 86,835          | 272,115         | 20,614k         | 76.1           |
| #validation      | 3,034           | 17,535          | 5,163           | 60.3           |
| #test            | 3,134           | 20,466          | 5,163           | 84.4           |

Table 2: Main results of transductive link predictions on FB15k-237 and WN18RR.

|               | FB15k-237 | WN18RR     |
|---------------|-----------|------------|
|               | MRR | H@1 | H@3 | H@10 | MRR  | H@1 | H@3 | H@10 |
| TransE [2]    | 27.9 | 19.8 | 37.6 | 44.1 | 22.3 | 1.3 | 40.1 | 53.1 |
| ComplEx [30]  | 27.1 | 18.4 | 30.1 | 44.7 | 44.6 | 41.0 | 45.8 | 50.2 |
| RotatE [27]   | 33.8 | 24.1 | 37.5 | 53.3 | 47.6 | 42.8 | 49.2 | 57.1 |
| KG-BERT [37]  | 24.2 | 14.8 | 26.9 | 43.0 | 21.9 | 9.5 | 24.3 | 49.7 |
| StAR [31]     | 29.6 | 20.5 | 32.2 | 48.2 | 40.1 | 24.3 | 49.1 | 70.9 |
| TuckER [1]    | 35.8 | 26.6 | 39.4 | 54.4 | 47.0 | 44.3 | 48.2 | 52.6 |
| SimKGC [33]   | 33.6 | 24.9 | 36.2 | 51.1 | 66.6 | 58.7 | 71.7 | 80.0 |
| Bi-Link       | 33.9 | 26.4 | 38.3 | 52.6 | 69.2 | 59.6 | 73.5 | 81.9 |
| Bi-Link$_{Re}$| 34.3 | 26.5 | 38.6 | 53.8 | 71.8 | 60.3 | 76.1 | 84.4 |

- Relational syntactic frames from the training data and predict missing relations by putting reasonable entities into the frames.
- **Inductive relation prediction.** In the fully inductive setting proposed in GraIL [28], relations are shared across training, validation and test triples, but entities are disjoint. Specifically, an inductive knowledge graph dataset consists of a pair of graphs, training subgraph and inductive test subgraph. The two graphs have mutual relations but disjoint entities. Composing new entities and relations, models must learn entity-independent relational semantics to complete knowledge graphs.
- **Inductive entity linking.** The goal of this inductive setting is to predict links between mentions and their referent entities. Mentions and entities are from a remixed domain and disjointly split into training, validation and test sets. To disambiguate an entity’s mention, models should learn the underlying semantics of mentions in their context. These semantics, on the other hand, should reflect distinction between referent entities and similar candidates.
- **Cross domain inductive entity linking.** Data splits are on domain level where some domains are specified as training domains and the rest are evaluation domains. The cross domain inductive setting is more difficult than the inductive setting because there are domain shifts between mention context and entity description.

4.1 Datasets

The statistics of the datasets used in our experiments are shown in Table. The WN18RR [2], FB15k-237 [29] and Wikidata5M [34] are standard benchmarks for link predictions as available in the literature. These datasets are de facto built for transductive link predictions by their original designs. To evaluate inductive link prediction, we employ the data splits of GraIL [28] where the entities of training samples and test samples are from disjoint subgraphs. For entity linking, we consider Zeshel [16] as the cross-domain entity linking benchmark. This dataset holds community-written encyclopedias specializing in different topics, such as a fictional world or a parallel universe. Entities and mentions are from 16 topics, with 8 for training and each 4 for validation and test. Different topics have no mutual mentions or entities. Zeshel is a superb benchmark for evaluating inductive learning methods. Specifically, entities commonly presented as subjects may be present as objects in Fandom.

To distinguish inductive entity linking with domain adaptation, we create Zeshel-Ind, an in-domain zero-shot benchmark with disjoint entity-mention splits. In detail, we first create an entity-mention set in each domain and split these sets into training, validation and test subsets by uniformly sampling mentions without replacement. Hence the subsets have disjoint entities. In our experiments, we retrieve top 64 candidates with Apache Lucene [26]. We remove samples without any coarse search candidate. These hard positive pairs only constitute 0.1% of the entire population and are also not used in the evaluation of [16]. For samples with less than 64 candidates, we add randomly sampled in-domain documents until the length of the candidate list is 64. These samples constitute 23% of the dataset. We remove entity names from candidate documents to avoid potential label leakage, and to penalize naive text matching. Finally, we correspondingly merge the subsets of different domains into three data splits, namely training, validation and test sets.
4.2 Implementation details

Knowledge graph link prediction. In the transductive link prediction setting, we run experiments on three KGs of different sizes with the number of nodes varying from ~15k to ~5M. As for shallow embedding models, we use the codes of TransE [2], ComplEx [30] and RotatE [27] implemented by GraphVite\(^2\) [39] and report the results. We re-implement KG-BERT [37], and reuse the official implementations of KEPLER [34] and SimKGC [33] as baselines.

Considering the diversity of relations, we select the size of the syntactical rule sets according to the frequency of relational grammar. In the experiments of WN18RR, we set the size of the rule set and the number of hidden dimensions to be 8, i.e., 8 pairs of reversible relational prompts. In the experiments of FB15k-237 and Wikidata5M, the size of the rule set is 32, i.e., 32 pairs of with fine-grained grammar. In particular, we use the forward relational templates in forward link prediction, and inverse relation templates in backward link prediction. During training, we use the Gaussian mixture model introduced in Section 3.1 for soft relational rule selection. At the test stage, when evaluating a single model, we use the relational template with the highest probability for the current triple \((h, r, [T])\) or \(([H], r, h)\) suggesting the more frequent grammar for this relational expression. We use the average of bidirectional predictions shown in Figure 3 (b).

We truncate entity descriptions that are longer than 64 due to computational limitation, and pad those short descriptions with neighbours’ entity name to bake in neighborhood information. For fair comparison with other baselines, we employ BERT [5] as the default pretrained language model for all link prediction methods. We initialize the bi-encoders with the weights of Hugging Face’s bert-base-uncased and update them separately for fair comparison. Using better pre-trained language models as encoders is expected to improve performance further. In both training and test, embeddings extracted from the masked entity positions are zero-centered with template normalization before scoring. Using AdamW [17] as the optimizer, we grid search the learning rate from \(1e^{-5}, 2e^{-5}, 5e^{-5}\) with 500 warm up steps and linear decaying strategy. The weight decay parameter is 1e-4. All results are run across 3 random seeds.

Entity linking. Entity linking ranks all candidate documents to predict a link from a named entity mention in context to its referent. Different from knowledge graph link prediction, our entity linking tasks do not provide explicit relations but candidate sets with a fixed size, as shown in Figure 4. For each mention-entity pair, the referent entity document is labelled as 1 and the negative candidates are labelled as 0. Similar with prompts for semantic textual similarity, relational prompts are not necessary to be probabilistic. For fair comparison, we fix the max sequence length to 64 in all experiments.

4.3 Metrics

Following the standard rank-based evaluation protocol of TransE [2], we evaluate the performance of our link prediction methods under the closed-world assumption (CWA). In particular, we report mean reciprocal rank (MRR) and Hits@$k$ \((k \in \{1, 3, 10\})\) of Bi-Link on four link prediction tasks mentioned above. For transductive KG link prediction, all entities within KGs are considered as candidates during evaluation. MRR is the average reciprocal rank of entities labelled as 0. Similar with prompts for semantic textual similarity, relational prompts are not necessary to be probabilistic. For fair inductive link prediction, we also report the ranking results among all entities. Note that our evaluation is different from that of GraIL, which randomly samples nodes as a candidate set using the probabilistic local world assumption. For entity linking, each mention-entity pair has a candidate set, which includes referent entity’s document, coarse searched documents and randomly sampled in-domain documents. MRR and Hits@$k$ are calculated among these candidate sets.

4.4 Results

Transductive link prediction. We report the results of transductive link prediction in Table 2. Our experiments show that contrastive learning can efficiently extract semantics from textual

\(^2\)https://graphvite.io/docs/latest/benchmark
We list the results of entity linking on Zeshel and Zeshel-Ind in Table 3. The first two rows show the zero-shot performance of BERT [5] and SpanBERT [11] followed by the performance of baseline methods and our methods. On Zeshel-Ind, Bi-Link outperforms baselines with a large margin. By contrast, Bi-Link outperforms KG-BERT by 0.3%, indicating contrastive learning is vulnerable to domain shifts. In Figure 4, we take accuracy(Hits@1, MRR) and recall(Hits@10) as the analysis criteria. Our experiments demonstrate the importance of high-quality negative samples. With other experimental conditions being the same, using all 64 candidates gives the best results. On the in-domain entity linking task, our method outperforms KG-BERT in both linking accuracy and recall ability.

**Error analysis.** Running examples in Tables 6 and 7 show that our method is effective. We noticed that different entities’ documents contain more mentions for the same entity. Running examples in Table 6 and 7 show that our method is effective. We noticed that different entities’ documents contain more mentions for the same entity.
may point to the same entity, as shown in Table? This is understandable since this dataset is community-contributed, and there may be biases during the construction of the data leading to this many-to-one situation. Under this circumstance, in the case that the documents of different entities are extremely similar, it is already difficult for people to distinguish them, which means that they can all be used as the entity’s links. To a certain extent, the discriminability of the model is even better than that of humans in this regard.

**Limitations.** In this work, discrete prompts are manually designed by linguistic experts, which are quite expensive. When the knowledge base has a diverse collection of relations, syntax prompts may bring in too much noise to contrastive representation learning.

## 5 CONCLUSION

In this paper, to learn a text-based model for inductive link predictions, we propose an effective contrastive learning framework, Bi-Link, with probabilistic rule-based prompts. Specifically, to create natural relational expression, the framework Bi-Link first generates rule-based prompts from syntactical patterns. We learn a Gaussian mixture model using grammatical knowledge of PLMs for syntax prediction. To better express symmetric relations, we design a symmetric link prediction model, establishing bidirectional linking between forward prediction and backward prediction. The bidirectional linking accommodates flexible self-ensemble strategies at test time. We release Zeshel-Ind dataset for in-domain zero-shot entity linking. The experiment results show that Bi-Link framework can learn robust representation via text for knowledge graph link prediction and entity linking tasks. Future work can incorporate path information into this framework to produce more explainable knowledge representations.
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### Table 6: A mention its candidates from The Doctor Who

| Query | Which system has the habitable planet as New Earth? |
|-------|---------------------------------------------------|
| **Label**: New Earth (Doctor Who and the Dogs of Doom) New Earth was a planet located in the New Earth System | |
| **Method** | **Evidence** |
| BM25 | New Earth Republic  
New Earth (New Earth)  
Tales from New Earth (audio anthology)  
Fire Island  
**New Earth (Doctor Who and the Dogs of Doom)** |
| Bi-Link | New Earth (New Earth)  
The New Earth System  
**New Earth (Doctor Who and the Dogs of Doom)**  
New Earth (Invasion of the Dinosaurs)  
New Earth (Time of Your Life) |

### Table 7: A mention with its candidates from Sports

| Query | Which conference did The 2009 Holiday Bowl football game featured the 2nd pick from? |
|-------|-----------------------------------------------------------------------------------|
| **Label**: Pacific - 10 Conference The Pacific - 12 Conference (Pac - 12) is a college athletic conference that operates in the Western United States. | |
| **Method** | **Evidence** |
| BM25 | 2001 Oregon Ducks football team  
Dave Hoffmann  
**Pacific - 10 Conference The Pacific - 12 Conference (Pac - 12)**  
2003 Rose Bowl  
Pacific - 12 Conference The Pacific - 12 Conference (Pac - 12) |
| Bi-Link | **Pacific - 10 Conference The Pacific - 12 Conference (Pac - 12)**  
Pacific - 12 Conference The Pacific - 12 Conference (Pac - 12)  
Bowl Alliance  
2009 Holiday Bowl  
Bowl Coalition |