I. INTRODUCTION

Parameter estimation is a fundamental and important subject in physics, with its applications in various aspects, such as gravitational-wave detectors \cite{1, 2}, frequency spectroscopy \cite{3, 4}, interferometry \cite{5, 6}, and atomic clocks \cite{7, 8}. And one usually utilizes Cramér-Rao bound \cite{9} on the error as a criterion to assess the performance of a parameter estimation technique, which is proportional to the inverse of the square root of the so-called Fisher information (FI) \cite{9, 10}. The maximization of the FI over all measurement strategies allowed by quantum mechanics lead to a nontrivial quantity: quantum Fisher information (QFI).

Temperature, being one of the most fundamental and the most frequently measured physical quantity, has recently attracted a growing interest in obtaining an accurate reading. Indeed, precise knowledge of the temperature of a sample proved indispensable for many advancements in physics \cite{12}, biology \cite{13}, material science \cite{14} and microelectronic industry \cite{15}. Also the task of temperature measurement can be translated using the language of estimation theory to the problem of parameter estimation.

With the progress in manipulation of individual quantum system, the study of thermometry precision, using individual quantum system as a probe, has attracted considerable attentions \cite{16, 22}. Specifically, Ref. \cite{16} analyzed the thermometry of an unknown bath and proved that the optimal quantum probe is an effective two-level atom with a maximally degenerate excited state, while Refs. \cite{17, 18} used a single qubit as the probe to estimate the temperature of the micro-mechanical resonators. Meanwhile, Jevtic et al. \cite{19} have also used a single qubit to distinguish between two different temperatures of a bosonic bath and found the potential role played by coherence and entanglement in simple thermometric tasks. In addition, Ref. \cite{20} has made use of the ac Stark effect to implement the practical and precise qubit thermometry of an oscillator. And Refs. \cite{21, 22} used two-level atomic quantum dots as thermometers of BECs. The fundamental and important questions such as the scaling of the precision of temperature estimation with the number of quantum probes has been discussed in Ref. \cite{23}, and it was shown that it is possible to map the problem of measuring the temperature onto the problem of estimating an unknown phase, as a result, the scaling of the precision of a thermometer may be in principle improved to $1/N$, representing the Heisenberg limit to thermometry. Following this paper, Jarzyna and Zwierz provided a detailed description of the interferometric thermometer and found that this approach is capable of measuring the temperature of a sample in the $N$K regime \cite{24}. Recently, Ref. \cite{25} introduced the local quantum thermal susceptibility (LQTS) functional to quantify the best achievable accuracy for the temperature estimation of a composite system via local measurements. And Ref. \cite{26} has clarified the limitations of a universal concept of scale-independent temperature by showing that temperature is intensive on a given length scale if and only if correlations are negligible. Besides, some theoretical works \cite{27, 28} have shown that interactions among particles may be a valuable resource for quantum metrology, allowing scaling beyond the Heisenberg limit. Recently, Ref. \cite{29} has used an ultracold lattice gas simulating a strongly correlated system consisted of $N$ interacting particles as a probe for the thermometry.

In this paper, we consider a ring-structure system with nearest neighbor interactions as our probe to estimate the temperature of an electromagnetic field (bath). And the ring-structure probe, consisted of $N$ two-level atoms, is coupled through dipole interactions with the electromagnetic field. We first calculate the QFI of the probe at any time and then analyze how the structure (strength of the dipole-dipole interaction between adjacent atoms)
and the particle number of the probe affect the temperature estimation in two complementary scenarios, i.e., the thermal equilibrium thermometry (one estimates the temperature when the probe reaches thermal equilibrium with the bath) and the dynamical thermometry (one estimates the temperature before the probe attains full thermalization). For the dynamical thermometry, we use the Greenberger-Horne-Zeilinger (GHZ) state as the initial state of our probe and study its dynamical evolution before achieving full thermalization with the electromagnetic field.

Our main results are the following. First, for the thermal equilibrium thermometry, the ferromagnetic probe can measure a lower temperature of the bath with an improved precision compared with the non-structure case. More accurately, when the structure is ferromagnetic, as the absolute value of the coupling strength increases, the optimal temperature \( T_{\text{opt}} \) at which the QFI achieves its maximum, becomes lower and the value of the corresponding equilibrated QFI of the probe becomes larger. However, the probe would take a longer time to be equilibrated with the bath. Fortunately, we can reduce this time by increasing the particle number \( N \) of the probe. In contrast, for the dynamical thermometry, the antiferromagnetic structure would play a distinctive role. Specifically, when the coupling strength increases to a certain maximum, becomes lower and the value of the corresponding equilibrated QFI of the probe becomes larger. Similarly, we can reduce this optimal measurement time \( t_{\text{opt}} \) by increasing the particle number \( N \) of the probe.

The remainder of this paper is organized as follows: in Sec. II we first introduce our model and its dynamics and then analyze its energy level structure. In Sec. III, we first review the quantum parameter estimation theory and then calculate the QFI at any time for our model, and based on which we analyze the effects of the structure and the particle number \( N \) of the probe on the thermometry precision in two complementary scenarios, i.e., the thermal equilibrium thermometry and the dynamical thermometry. Finally Sec. IV closes the paper with some concluding remarks.

II. RING-STRUCTURE PROBE AND ITS DYNAMICAL EVOLUTION

A. Model and Dynamics

In this paper, we adopt a ring structure [31, 32] system consisted of \( N \) identical and permutational symmetric two-level atoms (see Fig. 1) as a probe to detect the temperature of an electromagnetic field. The Hamiltonian of \( N \) atoms is (\( \hbar = c = 1 \))

\[
H_s = \frac{1}{2} \omega_A \sum_{n=1}^{N} \sigma_z^n
\]

with \( \omega_A \) being the bare atomic transition frequency and \( \sigma_z^n = |e\rangle\langle e| - |g\rangle\langle g| \) being the Pauli operator for the \( n \)th atom. The Hamiltonian of the electromagnetic field is

\[
H_B = \sum_{\mathbf{k}} \sum_{\lambda=1,2} \omega_{\mathbf{k}} a_{\lambda}^\dagger(\mathbf{k}) a_{\lambda}(\mathbf{k}),
\]

where \( \omega_{\mathbf{k}} \) is the field frequency for the wave vector \( \mathbf{k} \), and \( a_{\lambda}(\mathbf{k}) \) and \( a_{\lambda}^\dagger(\mathbf{k}) \) are the field annihilation and creation operators, respectively. \( \lambda = 1, 2 \) denote two independent polarization directions of the electromagnetic field for each \( \mathbf{k} \). The atom-field interaction can be expressed as

\[
H_I = -\sum_n \left( \sigma_+^n \mathbf{d} \cdot \vec{\mathbf{E}}(r_n) + \sigma_-^n \mathbf{d}^\dagger \cdot \vec{\mathbf{E}}(r_n) \right),
\]

in which \( \sigma_+^n = |e\rangle\langle g| \) and \( \sigma_-^n = |g\rangle\langle e| \) are the upper and lower operators to describe the \( n \)th two-level atom, and \( \mathbf{d} \) is the atomic dipole vector. The electric field operator \( \vec{\mathbf{E}} \) is given by

\[
\vec{\mathbf{E}}(r_n) = i \sum_{\mathbf{n}=1}^{N} \sum_{\mathbf{k},\lambda} \sqrt{\frac{2\pi \omega_{\mathbf{k}}}{V}} e_{\lambda}(\mathbf{k}) (a_{\lambda}^\dagger(\mathbf{k}) e^{-ikr_n} - a_{\lambda}(\mathbf{k}) e^{ikr_n}),
\]

FIG. 1. (Color online) A schematic diagram showing the thermometry process with a ring-structure probe. \( \Omega \) represents the coupling between adjacent atoms of the probe, \( g \) denotes the coupling between the probe and the electromagnetic field, and \( t \) represents the evolution time of the probe at which the probe is measured to estimate the temperature \( T \) of the electromagnetic field.
where, $e_{\lambda}(k)$ is the polarization vector of the field, $V$ is an arbitrary quantization volume, much larger than the
atomic system and $r_n$ is the position vector of the $n$th two-level atom.

$$\frac{d\rho_s(t)}{dt} = -i[H_s + H_d, \rho_s(t)] + \sum_{\omega > 0} \sum_{m,n} \sqrt{\frac{4\omega^3|d|^2}{3}} \left( (1 + N(\omega)) (\sigma_n^+ \rho_s(t) \sigma_m^- - \frac{1}{2} \{\sigma_m^+ \sigma_n^-, \rho_s(t)\}) + N(\omega) (\sigma_n^+ \rho_s(t) \sigma_n^- - \frac{1}{2} \{\sigma_m^+ \sigma_n^-, \rho_s(t)\}) \right),$$

(5)

where $N(\omega) = (\exp[\omega/T] - 1)^{-1}$ is the Planck distribution with $T$ being the temperature, and satisfies $N(-\omega) = -(1 + N(\omega))$ (here we let the Boltzmann constant $k_B = 1$). The Hamiltonian

$$H_d = \Omega \sum_n (\sigma_n^+ \sigma_n^{+1} + \sigma_n^- \sigma_n^{+1})$$

(6)

is the Van der Waals dipole-dipole interaction induced by the electromagnetic field where $\Omega$ is the interaction strength (throughout this paper, the term ‘structure’ refers to it), and the periodic boundary condition $\sigma_0^{N+1} = \sigma_1$ is considered. Due to the fact that $[H_s, H_d] = 0$, so to the first order of the Van der Waals dipole-dipole interaction, i.e., Eq. (6), it does not mix the eigenstates of $H_s$, only shifts their energies. And it is this energy level shift that could contribute to the thermometry precision, which will be shown in the next section. While in the following, we will discuss this energy shift in detail.

B. Energy Levels

Due to the permutation symmetry of the probe system, the $N$ atoms become indistinguishable such that the electromagnetic field interacts with them collectively. The dynamics is then described by collective operators:

$$J_\pm = \sum_{n=1}^{N} \sigma_n^\mp, \quad J_z = \frac{1}{2} \sum_{n=1}^{N} \sigma_n^z.$$  

(7)

And any $N$ spin-1/2 state invariant by atom permutation is an eigenstate corresponding to the maximum $J = N/2$ value of the angular momentum, which can be written as the Dicke state $|J, M\rangle$, obtained by repeated action of the symmetrical collective deexcitation operator $J_-$ on the state $|e, e \cdots e\rangle$:

$$|J, M\rangle = \sqrt{\frac{(J + M)!}{N!(J - M)!}} J_{-}^{J-M} |e, e \cdots e\rangle.$$  

(8)

And the actions of the collective operators $J_\pm$ and $J_z$ on the Dicke state can be described as:

$$J_\pm |J, M\rangle = \sqrt{(J \pm M + 1)(J \pm M)} |J, M \pm 1\rangle, \quad J_z |J, M\rangle = M |J, M\rangle.$$  

(9)

The system dynamics is then generically determined by the following master equation (the detailed derivation is shown in Appendix A) [31, 32]

$$H_e \equiv H_s + H_d = \sum_{M=-J}^{J} E_M |M\rangle \langle M|,$$

(11)

where $E_M$ is the eigenenergy of the state $|M\rangle$:

$$E_M = M\omega_A + \Omega \sqrt{\frac{J^2 - M^2}{J - \frac{1}{2}}}.$$  

(12)

And the energy difference between any two adjacent energy levels can be obtained as:

$$\Delta E_{M \rightarrow M-1} \equiv E_{M} - E_{M-1} = \omega_A - 4\Omega \frac{M - \frac{1}{2}}{N - 1}.$$  

(13)

From Eq. (13) we can see that if we neglect the dipole-dipole interaction, i.e., $\Omega = 0$, the transition frequencies between any two adjacent energy levels are degenerate and equal to $\omega_A$. On the contrary, if we consider the dipole-dipole interaction, i.e., $\Omega \neq 0$, then it would break the degeneracy of the transition frequency.
E system’s dynamical equation Eq. (5) can be expressed as

\[
E = \text{no interactions} (\Omega = 0), \text{the energy level is equally}
\]

\[
\Delta E \text{ decreases (increases) and } \Delta E \text{ increases (decreases)}.
\]

The coupling strength $\Omega$ with $N - 5$. We can see that when there is no interactions ($\Omega = 0$), the energy level is equally spaced, i.e., each transition has the same frequency $\omega_A$ (Throughout this paper, we take $\omega_A$ as unit). But as the coupling strength $\Omega$ changes, each energy level would shift except for the ground level and the highest excited level, and become unequally spaced, i.e., each transition now has a unique frequency $\omega_M = \Delta E_{M-M-1}$. We emphasize that we only consider the range $\Omega \in (-0.5, 0.5)$ because the Hamiltonian spectrum (Eq. (12)) would become very complicated and the energy levels would have at least one energy level crossing for $\Omega \geq 0.5$ or $\Omega \leq -0.5$.

And then we would analyze the effects of the particle number $N$ and the coupling strength $\Omega$ on the energy difference $\Delta E_{M-M-1}$, which will be used in Sec. III. From Eq. (13), we can obtain that the energy difference between the two highest energy levels $E_\infty$ and $E_\infty$ is $\Delta E_{-\frac{1}{2},-\frac{1}{2}} = E_{\frac{1}{2}} - E_{-\frac{1}{2}} = \omega_A - 2\Omega$ and the energy difference between the two lowest energy levels $E_{-\frac{1}{2}+1}$ and $E_{-\frac{1}{2}}$ is $\Delta E_{\frac{1}{2}+1,-\frac{1}{2}} = E_{\frac{1}{2}+1} - E_{-\frac{1}{2}} = \omega_A + 2\Omega$, and we can see that both $\Delta E_{-\frac{1}{2},-\frac{1}{2}}$, $\omega_A$, $\omega_A + 2\Omega$, and $\Delta E_{\frac{1}{2}+1,-\frac{1}{2}}$ are independent of the particle number $N$. Moreover, for the higher energy differences near $\Delta E_{-\frac{1}{2},-\frac{1}{2}}$, we can obtain that $\Delta E_H \sim E_{-\frac{1}{2},-\frac{1}{2}} - E_{-\frac{1}{2}} = \omega_A - 2\Omega(1 - \frac{1}{N-1}) = \Delta E_{-\frac{1}{2},-\frac{1}{2}} - \frac{4\Omega}{N-1}$, and for the lower energy differences near $\Delta E_{\frac{1}{2}+1,-\frac{1}{2}}$, we can obtain that $\Delta E_L \sim E_{-\frac{1}{2}+1,-\frac{1}{2}} - E_{-\frac{1}{2}} = \omega_A + 2\Omega(1 - \frac{1}{N-1}) = \Delta E_{\frac{1}{2}+1,-\frac{1}{2}} - \frac{4\Omega}{N-1}$. Here, the subscripts $H$ and $L$ on $\Delta E$ mean ‘High’ and ‘Low’, respectively. From the expressions of $\Delta E_H$ and $\Delta E_L$, we can see that when $\Omega > 0$ ($\Omega < 0$), as $N$ increases, $\Delta E_H$ decreases (increases) and $\Delta E_L$ increases (decreases). Here we emphasize that when $N \rightarrow \infty$, $\Delta E_H \rightarrow \Delta E_{\frac{1}{2},-\frac{1}{2}}$ and $\Delta E_L \rightarrow \Delta E_{-\frac{1}{2},-\frac{1}{2}}$ and both of them are independent of $N$. On the other hand, when $\Omega > 0$ ($\Omega < 0$), as $|\Omega|$ increases, $\Delta E_H$ decreases (increases) and $\Delta E_L$ increases (decreases), and $\Delta E_L > \Delta E_H$ ($\Delta E_L < \Delta E_H$) (see Fig. 2).

Defining the ladder operator $L_M = |M - 1\rangle\langle M|$, the system’s dynamical equation Eq. (3) can be expressed as

\[
\frac{d\rho_s(t)}{dt} = -i[H_s, \rho_s(t)] + \sum_M \Gamma_M \left( N(\omega_M) D[L_M^\dagger] \rho_s(t) + (N(\omega_M) + 1) D[L_M] \rho_s(t) \right),
\tag{14}
\]

with $D[A] \rho = A \rho \rho \rho \rho - \frac{1}{2} \{ A 1 A \rho \}$, $\Gamma_M = \frac{4\omega^2}{M-1}(J - M + 1)(J + M + 1)$. Here, we let $|d|^2 = 1$. If we ignore the interactions between the adjacent atoms ($\Omega = 0$), the master equation can be simplified as:

\[
\frac{d\rho_s(t)}{dt} = -i[H_s, \rho_s(t)] + \Gamma_0 \left( N(\omega_A) D[J_s^\dagger] \rho_s(t) + (N(\omega_A) + 1) D[J_s] \rho_s(t) \right),
\tag{15}
\]

with $\Gamma_0 = 4\omega^3_A/3$.

It is easy to show that the equilibrium state $\rho(T) = Z^{-1} \sum_M e^{-E_M/T} |M\rangle \langle M|$, with $Z = \sum_M e^{-E_M/T}$, is a fixed point of Eqs. (14) and (15), i.e., any symmetrical initial state of the probe would arrive at thermal equilibrium with the bath eventually. The problem now goes down to solving Eqs. (14) and (15). Based on this we can obtain the QFI at any time and further analyze the effects of the structure $\Omega$ and the particle number $N$ of the probe on the thermometry precision. This will be done in the next section, and we would write $\rho$ instead of $\rho_s$ for convenience below.

Finally, it should be noted that if we consider a permutation symmetric spin-1/2 chain with the periodic boundary condition, in which the interaction between the spins is intrinsic and is not induced by the environment, as a probe to detect the temperature of a bosonic bath, the energy level structure, the dynamical process (Eqs. (14) and (15)) and the results about the thermometry obtained in the next section are also valid.

\section{III. EFFECTS OF THE STRUCTURE $\Omega$ AND THE PARTICLE NUMBER ON THE THERMOMETRY PRECISION}

In this section we apply the quantum estimation theory to estimate the temperature of a bath. An estimation procedure always consists of the following steps: First we send the probe initialized in a quantum state $\rho(0)$ through a sample, which undergoes an evolution depending on some parameter $\theta$; afterwards, we subject the probe to a general quantum measurement, described by a POVM, which outputs measurement results $x$; finally, we should choose an unbiased estimator $\theta$ to process the data and infer the value of the unknown parameter $\theta$, and the unbiased estimator $\theta$ satisfies $\langle \theta \rangle = \theta$. This scheme describes not only the quantum estimation tasks but also the classical ones.
The standard deviation of this estimator, i.e., $\Delta \hat{\theta} = \sqrt{\text{Var}(\hat{\theta})}$, quantifies the error on estimation of $\theta$. The quantum Cramér-Rao bound sets a lower bound on this error as follows:

$$\Delta \hat{\theta} \geq \frac{1}{\sqrt{\nu Q(\rho(\theta; t))}},$$  \hspace{1cm} (16)

where $\nu$ is the number of independent experimental repetitions, and $Q(\rho(\theta; t))$ is the quantum Fisher information (QFI) associated with the parameter $\theta$, which is given by:

$$Q(\rho(\theta; t)) = \text{Tr}[\rho(\theta; t)L^2_{\rho(\theta; t)}].$$  \hspace{1cm} (17)

And the symmetric logarithmic derivative $L_{\rho(\theta; t)}$ in the above equation is defined as:

$$\frac{d\rho(\theta; t)}{d\theta} = \frac{1}{2}(\rho(\theta; t)L_{\rho(\theta; t)} + L_{\rho(\theta; t)}\rho(\theta; t)).$$  \hspace{1cm} (18)

Writing $\rho(\theta; t)$ in its spectral decomposition as $\rho(\theta; t) = \sum \rho_j \ket{\psi_j}\bra{\psi_j}$, one can obtain:

$$Q(\rho(\theta; t)) = 2\sum_{j,k} \frac{1}{p_j + p_k} \left| \langle \psi_j | \frac{d\rho(\theta; t)}{d\theta} | \psi_k \rangle \right|^2.$$  \hspace{1cm} (19)

The computation of the QFI is in general hard since the diagonalization of $\rho(\theta; t)$ is required. However, there exist several upper bounds on the Fisher information [34, 35]. Nevertheless, for the special initial state we choose, we can easily calculate the QFI with respect to parameter $T$ at arbitrary time $t$.

In this paper we consider the GHZ-like state $\ket{\psi} = \cos \phi g \ket{g, g \cdots g} + \sin \phi e \cdots e$, $(\phi \in [0, \pi/2])$, as our initial state of the probe. According to the definition of the Dicke state (Eq. (8)), the GHZ-like state can be expressed as $\ket{\psi} = \cos \phi \ket{J} + \sin \phi \ket{b}$ $(M = -J$ and $J)$ and the state at time $t$ can be written as:

$$\rho(T; t; \phi) = \rho_{-J, J}(T; t; \phi) + \rho_{J, -J}(T; t; \phi)\ket{J}\bra{J},$$

where $\rho_{M, M}(T; t; \phi)$ are the diagonal elements of the probe state $\rho$ at time $t$, and $\rho_{-J, J}(T; t; \phi)$ and $\rho_{J, -J}(T; t; \phi)$ are the two nondiagonal elements of $\rho$ at time $t$. This form of the density operator $\rho(T; t; \phi)$ can be diagonalized because it is a $2 \times 2$ block diagonal.

And then we can calculate the dynamical QFI by putting Eq. (20) into Eq. (19) associated with the parameter $T$ as follows:

$$Q_d(\rho(T; t; \phi)) = \sum_{j,k=+, -} \frac{2}{p_j + p_k} \left[ a_j^* a_k \frac{d\rho_{-J, -J}(T; t; \phi)}{dT} + a_k^* b_k \frac{d\rho_{-J, J}(T; t; \phi)}{dT} + b_j^* a_k \frac{d\rho_{J, -J}(T; t; \phi)}{dT} + b_k^* b_k \frac{d\rho_{J, J}(T; t; \phi)}{dT} \right]^2,$$  \hspace{1cm} (21)

where $a_{\pm} = \frac{\rho_{-J, -J}(T; t; \phi)}{\chi_{\pm}}$, $a_+ = \frac{\rho_{J, J}(T; t; \phi)}{\chi_+}$, $b_{\pm} = \frac{\rho_{-J, J}(T; t; \phi)}{\chi_{\pm}}$, $b_+ = \frac{\rho_{J, -J}(T; t; \phi)}{\chi_+}$, with $p_\pm = \frac{1}{2}((\rho_{-J, -J}(T; t; \phi) + \rho_{J, J}(T; t; \phi)) \pm \eta)$, $\eta = \sqrt{\rho_{-J, -J}(T; t; \phi)^2 + (\rho_{J, -J}(T; t; \phi) - \rho_{J, J}(T; t; \phi))^2}$ and $\chi_{\pm} = \sqrt{\rho_{-J, -J}(T; t; \phi)^2 + (\rho_{J, J}(T; t; \phi) - \rho_{-J, -J}(T; t; \phi))^2}$.

And from Eq. (21) we can see that the nondiagonal elements $\rho_{-J, -J}(T; t; \phi)$ and $\rho_{-J, J}(T; t; \phi)$, associated with quantum coherence, affect the dynamical QFI.

On the other hand, for temperature estimation on a thermal equilibrium state $\rho(T)$, the QFI is analytically given by [30, 37]:

$$Q_c(\rho(T)) = \frac{\Delta H^2}{T^4},$$  \hspace{1cm} (22)

where

$$\Delta H^2 \equiv \text{Tr}(H^2 \rho(T)) - \left( \text{Tr}(H \rho(T)) \right)^2 = \frac{1}{Z} \sum_M E_M e^{-E_M/T} - \frac{1}{Z^2} \left( \sum M E_M e^{-E_M/T} \right)^2,$$  \hspace{1cm} (23)

with $\rho(T) = Z^{-1} \sum_M e^{-E_M/T} |M\rangle \langle M|$ and $Z = \sum_M e^{-E_M/T}$ mentioned below Eq. (15). In light of Eq. (22), we can see that the maximization of the QFI at a given $T$ is equivalent to the maximization of the energy variance at thermal equilibrium, i.e., more levels are populated. And from Eq. (21) it can be verified that:

$$\lim_{t \to \infty} Q_d(\rho(T; t; \phi)) = Q_c(\rho(T)).$$  \hspace{1cm} (24)

Here it should be noted that $t \to \infty$ in Eq. (24) just means that finally the probe should be in equilibrium.
with the bath, and from our numerical calculation we find that in most cases the probe can be approximately in equilibrium with the bath in a finite time.

In what follows, we will analyze the effects of the structure \( \Omega \) and the particle number \( N \) of the probe on the thermometry precision in two complementary scenarios, the thermal equilibrium thermometry and the dynamical thermometry.

### A. Thermal equilibrium thermometry

First, we consider the thermal equilibrium thermometry, where the measurement is taken when the probe reaches thermal equilibrium with the bath, so it is irrespective of what the symmetrical initial state of the probe we choose. According to Eqs. (22) and (23) and through our calculations, we find that for the thermal equilibrium thermometry, the ferromagnetic structure (\( \Omega < 0 \)) has an advantage over the non-structure case (\( \Omega = 0 \)) in the thermometry precision while the antiferromagnetic structure (\( \Omega > 0 \)) does not. Besides, we find that at very low temperature, the behavior of the equilibrated QFI is almost independent of the particle number \( N \). While as the temperature increases, the particle number \( N \) becomes somewhat related to the value of the equilibrated QFI.

As an example, in Figs. 3(a) and (b), we plot the equilibrated QFI (Eq. (22)), as a function of the bath temperature \( T \) for different coupling strength with \( N = 20 \) in the case of the ferromagnetic structure and the antiferromagnetic structure, respectively. We can see from Figs. 3(a) and (b) that as the coupling strength \( \Omega \) varies from \(-0.49\omega_A \rightarrow 0.49\omega_A\), the optimal temperature \( T_{\text{opt}} \) becomes higher and the value of its corresponding equilibrated QFI becomes smaller gradually. It can be clearly seen that for the ferromagnetic structure (\( \Omega < 0 \)), the thermometry precision is always higher than that of the non-structure case (\( \Omega = 0 \)) (see Fig. 3(a)), for example, when the coupling strength \( \Omega = -0.49\omega_A \), the value of the equilibrated QFI is very large and \( T_{\text{opt}} \) is very low. While for the antiferromagnetic structure (\( \Omega > 0 \)), the thermometry precision is lower than that of the non-structure case (\( \Omega = 0 \)) (see Fig. 3(b)). It can be concluded that for the thermal equilibrium thermometry, the ferromagnetic structure has an advantage over the non-structure case (\( \Omega = 0 \)) in the attainable thermometry precision, i.e., it can measure a lower temperature of the bath with an improved precision than the non-structure probe.

This can be understood as follows. For the thermal equilibrium thermometry and at low temperature, the atoms are mainly distributed in the lower energy levels, so the distribution of the lower energy levels plays a leading role in the thermometry precision. Besides, we know that the smaller the energy difference, the more sensitive the probe to the thermal fluctuation, because even at a very low temperature, almost all the lower energy levels can be populated, that is, the energy variance \( \Delta H^2 \) is large, and hence the resulting equilibrated QFI is large, and vice versa. As a result, when \( \Omega < 0 \), the lower energy difference is smaller than that of the non-structure case (\( \Omega = 0 \)) (see Fig. 2), so the value of the equilibrated QFI is larger than that of the non-structure case. Moreover, for the ferromagnetic structure (\( \Omega < 0 \)), the larger the absolute value of the coupling strength \( \Omega \), the smaller the lower energy difference \( \Delta E_L \), which has been analyzed in Sec. II, so the lower the \( T_{\text{opt}} \), and the larger the value of the equilibrated QFI at its corresponding \( T_{\text{opt}} \). Note that at \( T_{\text{opt}} \), the transition frequencies of the probe, corresponding to the lower energy differences \( \Delta E_L \) are close to resonance with the characteristic frequency of the thermal fluctuation of the bath \( \hbar \). In contrast, when \( \Omega > 0 \), the lower energy difference is larger than that of the non-structure case (\( \Omega = 0 \)) (see Fig. 2), so the value of the equilibrated QFI is smaller than that of the non-structure case. Moreover, for the antiferromagnetic structure (\( \Omega > 0 \)), the larger the coupling strength \( \Omega \), the larger the lower energy difference \( \Delta E_L \), so the higher the \( T_{\text{opt}} \), and the smaller the value of the equilibrated QFI at its corresponding \( T_{\text{opt}} \).

Next, in Figs. 3(c) and (d), we plot the equilibrated QFI (Eq. (23)), as a function of the bath temperature \( T \) for different particle number \( N \) in the case of the ferromagnetic structure \( \Omega = -0.45\omega_A \) and the an-
tiferromagnetic structure $\Omega = 0.45\omega_A$, respectively. We can see from Fig. 3(c) that at very low temperature ($T \in (0, 0.05)$), the behaviors of the equilibrated QFI for the ferromagnetic structure are almost the same for different particle number $N$, while as the temperature increases, slight difference appears among them. Specifically, the larger the particle number $N$, the larger the value of the equilibrated QFI. On the contrary, for the antiferromagnetic structure, from Fig. 3(d) we can see that at relatively low temperature ($T \in (0, 0.7)$), the larger the particle number $N$, the smaller the value of the equilibrated QFI; while at relatively high temperature ($T > 2.5$), the larger the particle number $N$, the larger the value of the equilibrated QFI.

This can be illustrated from the point of the energy level structure (refer to Fig. 2 and the analysis in Sec. II). Specifically, when $\Omega < 0$, the lower energy difference $\Delta E_L$ is smaller than the higher energy difference $\Delta E_H$ and the populations of the lower energy levels are greater than that of the higher energy levels. So the lower energy difference plays a leading role in the thermal equilibrium thermometer. As the particle number $N$ increases, the lower energy difference $\Delta E_L$ becomes smaller, so the value of the equilibrated QFI increases. Note that at a very low temperature, the atoms are almost distributed in the ground level and the first excited level and due to the fact that the energy difference between the ground level and the first excited level is independent of the particle number $N$, so the equilibrated QFI is almost independent of the particle number $N$, which can be seen in Fig. 3(c). On the contrary, when $\Omega > 0$, the lower energy difference $\Delta E_L$ is larger than the higher energy difference $\Delta E_H$ but the populations of the lower energy levels are greater than that of the higher energy levels. In this case things become complicated and there might be a trade-off between the population and the energy difference. So in this regime ($\Omega > 0$), the equilibrated QFI is not monotonous with respect to $N$ in the entire temperature range. Specifically, for relatively low temperature, the higher energy levels get almost unpopulated, so the lower energy difference $\Delta E_L$ plays a leading role in the thermometry precision. As a result, the larger the particle number $N$, the larger the $\Delta E_L$, and thus the smaller the value of the equilibrated QFI; while for relatively high temperature, the higher energy levels start to get populated, and the higher energy difference $\Delta E_H$ is smaller than the lower energy difference $\Delta E_L$, so the higher energy difference $\Delta E_H$ may play an indispensable role in the thermometry precision. As a result, the larger the particle number $N$, the smaller the $\Delta E_H$, and thus the larger the value of the equilibrated QFI, which can be seen in Fig. 3(d). Here we emphasize that for each coupling strength $\Omega \in (-0.5\omega_A, 0.5\omega_A)$, when $N \to \infty$, i.e., in the thermodynamic limit, the equilibrated QFI is independent of $N$, because when $N \to \infty$, both $\Delta E_L$ and $\Delta E_H$ are independent of $N$ (see Sec. II).

Besides, we also investigate the effects of the coupling strength $\Omega$ and the particle number $N$ on the time $t_e$ that the probe needed to arrive at equilibrium with the bath. In this paper we numerically calculate $t_e$ as following. For each bath temperature $T$, we first give the analytical expression of the thermal equilibrated QFI, $Q_e(\rho(T))$, and then we calculate the dynamical QFI, $Q_d(\rho(T; t; \phi))$, of the probe state at time $t$, and in our numerical calculations we define $t_e$ as the shortest time which satisfies $|Q_d(\rho(T; t_e; \phi)) - Q_e(\rho(T))| < 10^{-12}$, and in this case we suppose that the probe is approximately in equilibrium with the bath at temperature $T$. And through our numerical calculations, we find that the closer the coupling strength $\Omega$ to the energy level crossing ($\Omega = \pm 0.5\omega_A$), the slower the probe evolves to the thermal equilibrium state no matter what the symmetrical initial state of the probe is. Fortunately, we can reduce the time $t_e$ by increasing the particle number $N$ of the probe, that is, as the particle number $N$ increases, $t_e$ becomes shorter. In Fig. 4, we plot $t_e$, at the optimal temperature $T_{opt}$, as a function of the particle number $N$ for (a) $\Omega = -0.3\omega_A$, (b) $\Omega = -0.4\omega_A$, and (c) $\Omega = -0.45\omega_A$ and we choose the ground state ($\phi = 0$) as the probe initial state for simplicity. Here we emphasize that some other forms of the symmetrical initial state are also available for calculating $t_e$, however, the ground state is relatively quicker to arrive at thermal equilibrium with the bath than others. We can see from Fig. 4 that for fixed particle number $N$, the larger the absolute value of the coupling strength $\Omega$, the longer the time $t_e$. However, for fixed coupling strength $\Omega$, the larger the particle number $N$, the shorter the time $t_e$. In particular, we can see from Fig. 4 that the time $t_e$ is approximately scaled by $1/N$ for any coupling strength $\Omega$. This is because that the decay rates appearing in Eq. (13) are $\Gamma_M = \frac{4\omega_A}{\hbar}(J-M+1)(J+M)$, where the minimal value of $(J-M+1)(J+M) \sim N$ (when $J = N/2$, $M = J$ or $-J$).
FIG. 4. (Color online) The time that the probe needed to reach thermal equilibrium with the bath, \( t_e \), at the optimal temperature \( T_{opt} \), as a function of the particle number \( N \) for (a) \( \Omega = -0.3\omega_A \), (b) \( \Omega = -0.4\omega_A \) and (c) \( \Omega = -0.45\omega_A \), \( \phi = 0 \).

FIG. 5. (Color online) Quantum Fisher information, \( Q_d(\rho; T, t) \), as functions of the bath temperature \( T \) and the measurement time \( t \) for different coupling strengths \( \Omega = -0.45\omega_A, 0, 0.1\omega_A, 0.3\omega_A, 0.4\omega_A, 0.45\omega_A \) with \( N = 20 \). \( \phi = \pi/4 \), \( k_B = \hbar = 1 \).

### B. Dynamical thermometry

All the previous analyses are focused on the thermal equilibrium thermometry. In practice, however, one may have to read out the temperature before achieving full thermalization due to some constraint, for example, the probe is very hard to reach thermal equilibrium with the bath, i.e., \( t_e \) is very long. Now, let us analyze the effects of the structure \( \Omega \) and the particle number \( N \) of the probe on the dynamical thermometry (see Eqs. [13] and [14] where the measurement is taken before the thermal equilibrium is reached. In order to maximize the dynamical QFI, \( Q_d(\rho; T, t; \phi) \) (Eq. (21)), we numerically optimize the GHZ-like initial state over \( \phi \) and find that the optimal initial state is the standard GHZ state, i.e., \( \phi = \pi/4 \). So we will use the standard GHZ state as our initial state of the probe for the dynamical thermometry in the following. And it is noted that for simplicity we will omit \( \phi \) in the expression of \( Q_d(\rho; T, t; \phi) \), i.e., we will use \( Q_d(\rho; T, t) \) to represent the QFI for the standard GHZ state in the following. Based on Eq. (21) and
through our calculations, we find that for the dynamical thermometry, the antiferromagnetic structure \((\Omega > 0)\) plays a distinctive role in the thermometry precision, that is, it can make the dynamical QFI larger than the equilibrated QFI, and on this condition, increasing \(N\) in a limited range can increase the value of the dynamical QFI. Moreover, the best precision achieved in the case of the antiferromagnetic structure can be higher than that in the non-structure case.

While for the ferromagnetic structure and the non-structure, through our numerical calculations, we find that they can not make the dynamical QFI larger than the equilibrated QFI. As an example, we plot Figs. 5(a) and (b) to show the behaviors of the QFI as functions of the bath temperature \(T\) and the measurement time \(t\) with \(N = 20\) in the ferromagnetic and the non-structure cases, respectively. We can see from Figs. 5(a) and (b) that for both the ferromagnetic and the non-structure, the QFI would arrive at its largest value when the probe is equilibrated with the bath.

In contrast, in Figs. 5(e-f) we plot the QFI as functions of the bath temperature \(T\) and the measurement time \(t\) for different coupling strengths \(\Omega = 0.1\omega_A, 0.3\omega_A, 0.4\omega_A, 0.45\omega_A\) in the case of the antiferromagnetic structure with \(N = 20\). We can see that for small coupling strength, for example, \(\Omega = 0.1\omega_A\), the QFI arrives at its largest value when the probe is equilibrated with the bath. But for relatively larger coupling strengths, i.e., \(\Omega = 0.3\omega_A, 0.4\omega_A, 0.45\omega_A\), the largest value of the QFI appears in the dynamical process, rather than in the equilibrium state. Besides, we can see from Figs. 5(d-f) that as the coupling strength increases, the optimal QFI, \(Q_d(\rho(T_{opt}, t_{opt}))\), which has the largest value in the entire \(T-t\) parameter space (the reddest point in Fig. 5), becomes increasingly larger.

Furthermore, in Fig. 6(a), we plot the time optimized QFI, i.e., \(Q_M(\rho(T)) \equiv \max_{T,T_{opt}} Q_d(\rho(T,t))\), as a function of the bath temperature \(T\) for different coupling strengths \(\Omega = 0, 0.3\omega_A, 0.4\omega_A, 0.45\omega_A, 0.49\omega_A\) with \(N = 20\). The maximization above is carried out over all the measurement time \(t\) during the evolution of the probe, at which the dynamical QFI \(Q_d(\rho(T,t))\) achieves its largest value. The inset of Fig. 6(a) is for \(\Omega = 0.49\omega_A\). We can see that in the case of the antiferromagnetic structure \((\Omega > 0)\), as the coupling strength \(\Omega\) increases, the optimal QFI is monotonically increasing and \(T_{opt}\) is generally shifting towards the low temperature region slightly. That is, the larger the coupling strength, the lower the \(T_{opt}\), and the larger the optimal QFI. And we can also see that the optimal QFI obtained in the case of the antiferromagnetic structure can be much larger than that in the non-structure case.

The above phenomena can be interpreted as follows. Different from the thermal equilibrium thermometry, for the dynamical thermometry, all the energy levels would contribute to the thermometry precision, not just the lower energy levels. This is because that the initial state, GHZ state, is equally distributed in the highest excited level and the ground level, so the transitions between the adjacent higher energy levels are bound to happen during the evolution. For \(\Omega = 0\), i.e., the non-structure case, all the energy levels are equally spaced, so the dynamical QFI can not be larger than the equilibrated QFI. For \(\Omega < 0\), the lower energy difference \(\Delta E_L\) is smaller than the higher energy difference \(\Delta E_H\), and the populations of the lower energy levels are greater than that of the higher energy levels during the evolution, so the contributions of the higher energy levels to the precision are less than that of the lower energy levels. As a result, the dynamical QFI also can not be larger than the equilibrated QFI. While for \(\Omega > 0\), although the populations of the higher energy levels are still smaller than that of the lower energy levels during the time evolution, the higher energy difference \(\Delta E_H\) is smaller than the lower energy difference \(\Delta E_L\). So there exists a competition in the contribution to the thermometry precision between the population and the energy difference, and only when the higher energy difference \(\Delta E_H\) is far smaller than the lower energy difference \(\Delta E_L\), the dynamical QFI can be larger than the equilibrated QFI. And on this condition, the larger the coupling strength, the smaller the higher energy difference \(\Delta E_H\), so the lower the \(T_{opt}\), and the larger the value of the optimal QFI. Note that at \(T_{opt}\), the transition frequencies of the probe, corresponding to the higher energy differences \(\Delta E_H\) are close to resonance with the characteristic frequency of the thermal fluctuation of the bath. In addition, the optimal QFI obtained in the case of the antiferromagnetic structure can be much larger than that in the non-structure case because when the coupling strength \(\Omega\) increases to a certain value, the higher energy difference can be much smaller than the equally spaced energy difference of the non-structure case.

Next, in Fig. 6(b) we plot the time optimized QFI, \(Q_M(\rho(T))\), as a function of the bath temperature \(T\) for different particle numbers \(N = 2, 5, 10, 20\) with \(\Omega = 0.3\omega_A\). We can see from Fig. 6(b) that as the particle number \(N\) increases, the value of the optimal...
QFI becomes larger. This is because that as the particle number \( N \) increases, the higher energy difference \( \Delta E_H \), which plays a leading role in this case, becomes gradually smaller, so the optimal QFI becomes increasingly larger. And through our numerical calculations we find that when \( N \to \infty \), i.e., in the thermodynamic limit, the behavior of the dynamical QFI is independent of \( N \).

![Graph showing optimal measurement time vs. particle number for different \( \Omega \) values](image)

**Fig. 7.** (Color online) Optimal measurement time \( t_{\text{opt}} \), corresponding to \( Q_d(\rho(\omega_{\text{opt}}, t_{\text{opt}})) \), as a function of the particle number \( N \) for (a) \( \Omega = 0.3\omega_A \), (b) \( \Omega = 0.4\omega_A \) and (c) \( \Omega = 0.45\omega_A \). \( \varphi = \pi/4 \).

**IV. CONCLUSIONS**

In summary, we have investigated the effects of the structure \( \Omega \) (strength of the dipole-dipole interaction between adjacent atoms) and the particle number \( N \) of a ring-structure probe on the thermometry precision of an electromagnetic field (bath) in two complementary scenarios, i.e., the thermal equilibrium thermometry and the dynamical thermometry. We have calculated the quantum Fisher information (QFI) of the probe for our model at any time and then analyzed what roles the structure and the particle number of the probe would take in the temperature estimation. We have found that for the thermal equilibrium thermometry, the ferromagnetic structure (\( \Omega < 0 \)) can measure a lower temperature of the bath with a higher precision compared with the non-structure probe (\( \Omega = 0 \)). More accurately, as the absolute value of the coupling strength \( \Omega \) increases, the optimal temperature becomes lower and the value of the corresponding equilibrated QFI of the probe becomes larger. However, the probe would take a longer time to be equilibrated with the bath. Fortunately, we can reduce it by increasing the particle number \( N \) of the probe. Moreover, for the ferromagnetic structure, increasing \( N \) in a limited range can also improve the thermometry precision more or less especially for a relatively higher temperature. In contrast, for the dynamical thermometry, the antiferromagnetic structure (\( \Omega > 0 \)) would play an important role. Specifically, when the coupling strength \( \Omega \) increases to a certain value, the QFI of the probe in the dynamical process can be much larger than that in equilibrium with the bath, which is somewhat counterintuitive. Moreover, the best precision achieved in the case of the antiferromagnetic structure can be much higher than that in the non-structure case. Specifically, the larger the coupling strength, the lower the optimal temperature and the larger the optimal QFI. But the optimal measurement time becomes longer. Similarly, we can reduce it by increasing the particle number \( N \) of the probe. Additionally, increasing \( N \) in a limited range can also increase the value of the dynamical QFI.

While in this paper we have not discussed the effect of the quantum correlation on the thermometry, and actually we have tried various initial states during our research besides the GHZ-like state to study their dynamical thermometry, including the ground state and the excited state which have neither the classical correlation nor the quantum correlation, the maximally mixed state which has classical correlation, the superposition state composed of the highest excited state \( |N/2\rangle \) and...
the second highest excited state \( |N/2 - 1\rangle \) and some other forms of superposition state which have both classical and quantum correlations. And we have found that among all the initial states we considered, the standard GHZ state performs the best for the dynamical thermometry. So we have finally chosen the standard GHZ state as our initial state of the probe for the dynamical thermometry. But the exact mechanism of how the coherence can promote the dynamical thermometry and what is the potential role played by quantumness in thermometry are complicated and still unknown for us, which deserves a deep investigation in our further work. On the other hand, we have just investigated a relatively simple energy level structure of our model which does not involve the energy level crossing, but when the parameter \( \Omega \) extends the regime we considered in this paper, there would be some energy level crossings and things become complicated. We have found that at these points (energy level crossing) the evolution speed of the probe would be reduced significantly, which is associated with the quantum phase transition. And we are very curious about what would happen for the thermometry around these phase transition points and what is the relationship between quantum phase transition and thermometry, which would be investigated in our future work.

\[
\Gamma_{mn}(\omega) = \frac{|d|^2}{4\pi} \int_0^\infty d\omega k \kappa(\omega k) \omega^3 F(\omega k r_{mn}) \left( (1 + N(\omega k)) e^{i k \cdot r_{mn}} \int_0^\infty dse^{-i(\omega_k - \omega)s} + N(\omega_k) e^{-i k \cdot r_{mn}} \int_0^\infty dse^{i(\omega_k + \omega)s} \right) ,
\]

where \( \kappa(\omega) = \sum_k |g_k|^2 \delta(\omega - \omega_k) \) is the spectral density, \( F(\omega k r_{mn}) \) is a diffraction-type function with the vector \( r_{mn} = r_n - r_m \). Due to \( \int_0^\infty dse^{\pm i \omega s} = \pi \delta(\epsilon) \pm iP \) (where \( P \) denotes the Cauchy principal value), the spectral correlation tensor \( \Gamma_{mn}(\omega) \) can be divided into two parts \( \Gamma_{mn}(\omega) = \gamma_{mn}(\omega) + iS(\omega) \).

The real part \( \gamma_{mn} \) is derived from the \( \delta \)-functions and gives rise to the dissipative dynamics. In this paper we assume that all atomic dipoles are parallel, and perpendicular to the plane defined by the ring. And we are working in the small atomic system limit, where the wavelength of the electromagnetic field is far longer than the size of our probe, i.e., \( \omega r_{mn} \approx 0 \). In this case, \( F(\omega k r_{mn}) \approx 8\pi / 3 \). For a flat spectral density, the dissipative rate can be expressed as

\[
\gamma_{mn} \approx \gamma(\omega) = \frac{4\omega^3 |d|^2}{3} (1 + N(\omega)),
\]

where \( N(\omega) = (\exp[\omega/T] - 1)^{-1} \) is the Planck distribution with the property \( N(-\omega) = -(1 + N(\omega)) \). The dissipative dynamics corresponding to the real part is

\[
\left( \frac{d \rho_s(t)}{dt} \right)_{\text{real}} = \sum_{\omega > 0} \sum_{m,n} \frac{4\omega^3 |d|^2}{3} \left( (1 + N(\omega)) \{\sigma_n^+ \sigma_m^-(t), \rho_s(t)\} - \frac{1}{2} \{\sigma_n^+ \rho_s(t), \sigma_m^-\{\}\} + N(\omega) \{\sigma_n^+ \rho_s(t), \sigma_m^-\} - \frac{1}{2} \{\sigma_n^+ \sigma_n^-, \rho_s(t)\} \right),
\]

where \( \{\cdot, \cdot\} \) represents the anticommutator.
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**Appendix A: The derivation of the master equation**

For the model we consider in this paper, i.e., Eqs. (1) in the main text, after performing the standard Born-Markov approximation and taking the trace over the environment, the starting point for our derivation is

\[
\frac{d \rho_s(t)}{dt} = -i[H_s, \rho_s(t)] + \sum_{\omega} \sum_{m,n} [\Gamma_{mn}(\omega)\{\sigma_n^+ \rho_s(t)\sigma_m^- + \sigma_m^+ \sigma_n^-\rho_s(t)\} + h.c.],
\]

where h.c. denotes the Hermitian conjugate. \( \Gamma_{mn}(\omega) = \int_0^\infty dse^{i\omega s} \text{Tr}_B[d^* \cdot E(r_m, s) d \cdot E(r_n, 0) \rho_B(T)] \) is the spectral correlation tensor, \( \rho_B(T) = \frac{1}{Z} \exp[-H_B/T] \) is the thermal state of the environment with the partition function \( Z = \text{Tr}[\exp[-H_B/T]] \) and \( T \) being the temperature (here we let the Boltzmann constant \( k_B = 1 \)). In this case, the spectral correlation tensor \( \Gamma_{mn}(\omega) \) can be expressed as

\[
\begin{align}
\gamma_{mn}(\omega) &\approx \gamma(\omega) = 4\omega^3 |d|^2 \left. (1 + N(\omega)) \right|, \\
\end{align}
\]

where \( N(\omega) = (\exp[\omega/T] - 1)^{-1} \) is the Planck distribution with the property \( N(-\omega) = -(1 + N(\omega)) \). The dissipative dynamics corresponding to the real part is

\[
\left( \frac{d \rho_s(t)}{dt} \right)_{\text{real}} = \sum_{\omega > 0} \sum_{m,n} \frac{4\omega^3 |d|^2}{3} \left( (1 + N(\omega)) \{\sigma_n^+ \sigma_m^-\} + N(\omega) \{\sigma_n^+ \sigma_m^-\} - \frac{1}{2} \{\sigma_n^+ \sigma_n^-, \rho_s(t)\} \right),
\]

where \( \{\cdot, \cdot\} \) represents the anticommutator.
$F(0) = 8\pi/3$, correspond to the ordinary Lamb shift of individual atom transitions; these can be accounted for by a renormalization of the bare atomic frequency $\omega_A$. By contrast, the $m \neq n$ terms correspond to the Van der Waals dipole-dipole interaction induced by the electromagnetic field. For a small atomic system $\omega r_{mn} \ll 1$, the Van der Waals dipole-dipole interaction can be described as (here, we neglect the Stark shifts):

$$H_d = \sum_{m>n} \Omega_{mn}(\sigma_+^m \sigma_+^n + \sigma_-^m \sigma_-^n),$$

(A5)

with the interaction strength $\Omega_{mn}$ given by [31, 32]

$$\Omega_{mn} = \frac{d^2}{4\pi r_{mn}^3}\left[ 1 - \frac{3|\hat{e}_a \cdot r_{mn}|^2}{r_{mn}^2}\right] \approx \frac{d^2}{4\pi r_{mn}^3},$$

(A6)

where $\hat{e}_a$ is a unit vector parallel to the direction of the dipoles. Due to the $1/r_{mn}^3$ decreasing of the dipole-dipole interaction, the interactions between the adjacent atoms play a dominant role, additionally, for a symmetric geometries, i.e., the ring structure considered in this paper, the interaction strength $\Omega_{mn} := \Omega$ is a constant, such that the dipole-dipole interaction (Eq. (A5)) reduces to:

$$H_d = \Omega \sum_n (\sigma_+^n \sigma_-^{n+1} + \sigma_-^n \sigma_+^{n+1}),$$

(A7)

where $\Omega = \frac{\alpha^2}{r}$, $r$ represents the distance between the neighbor atoms, and the periodic boundary condition $\sigma_n^{N+1} = \sigma_1^N$ is considered. The dynamics corresponding to the imaginary part can be described as [31, 32]

$$\frac{d\rho_s(t)}{dt}_{imag} = -i[H_s + H_d, \rho_s(t)].$$

(A8)

Combining Eqs. (A4) and (A8), the dynamics of the probe system can be expressed as

$$\frac{d\rho_s(t)}{dt} = -i[H_s + H_d, \rho_s(t)] + \sum_{\omega > 0} \sum_{m,n} \frac{4\omega^3|d|^2}{3} \left( (1 + N(\omega)) (\sigma_+^m \rho_s(t) \sigma_-^n(t) - \frac{1}{2}\{\sigma_+^m \sigma_-^n, \rho_s(t)\}) + N(\omega)(\sigma_-^m \rho_s(t) \sigma_+^n(t) - \frac{1}{2}\{\sigma_-^m \sigma_+^n, \rho_s(t)\}) \right).$$

(A9)
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