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Abstract
We give a geometric approach to groups defined by automata via the notion of enriched dual of an inverse transducer. Using this geometric correspondence we first provide some finiteness results, then we consider groups generated by the dual of Cayley type of machines. Lastly, we address the problem of the study of the action of these groups in the boundary. We show that examples of groups having essentially free actions without critical points lie in the class of groups defined by the transducers whose enriched dual generate a torsion-free semigroup. Finally, we provide necessary and sufficient conditions to have finite Schreier graphs on the boundary yielding to the decidability of the algorithmic problem of checking the existence of Schreier graphs on the boundary whose cardinalities are upper bounded by some fixed integer.

1 Introduction
This paper frames into the setting of the study of the properties of graphs and groups generated by finite automata. This theory became very popular after the introduction of the (first) Grigorchuk’s group as the first example of a group with intermediate growth, i.e super-polynomial and sub-exponential (see, for example, [8]). The class of groups generated by automata, or invertible transducers, also contains groups with special and interesting properties, among these, in the last years people have highlighted a very strong and surprising connection with complex dynamics and dynamical system. It is worth mentioning here the seminal works of V. Nekrashevych (see [13]), that contributed, for example, in clarifying the correspondence between expanding complex maps (and the
associated Julia sets) and contracting self-similar groups (and their Schreier graphs). Shreier graphs, naturally appear in this context: they correspond to the stabilizers of words in $A^* \sqcup A^\omega$ and can be depicted as orbital graphs of the action of the generators of the group on $A^n$ and $A^\omega$. Since the action of such groups preserves the uniform Bernoulli measure on $A^\omega$, one can study the dynamical system given by the action of $\mathcal{G}(\mathcal{A})$ on the boundary of the tree and the relative action on the space of its subgroups stabilizers [8].

Given $\mathcal{G}(\mathcal{A})$, the problem of classifying (topologically and isometrically) its Schreier graphs on the boundary $A^\omega$ is still open. Partial results were obtained in [5] for the action of the Basilica group and in [4] for groups generated by bounded automata (see also [3]). Here two kinds of actions are particularly interesting: the totally non free actions and the essentially free actions. The latter corresponds to groups whose stabilizers on the boundary are almost all trivial, the former is given by groups whose stabilizers on the boundary are almost all distinct (see [18]). In the case of essentially free actions, it is an open question weather it is possible to find examples of non residually abelian groups acting without critical points, i.e. elements in the boundary whose stabilizer does not coincide with the stabilizer of any its neighbor. In this work we address these questions by studying the geometry of an enriched version $(\partial \mathcal{A})^-$ of the dual automaton $\partial \mathcal{A}$, obtained by exchanging the state space and the input/output set of the automaton $\mathcal{A}$ and adding arrows labelled by formal inverses of the input/output alphabet in order to equip $\partial \mathcal{A}$ with a structure of inverse transducer. The study of such automaton is the key tool of the paper, since it encodes very well the action of the group $\mathcal{G}(\mathcal{A})$ and can offer an alternative approach for attacking the problems that we have presented above. In particular, in Section 7, we show that examples of groups with all trivial stabilizers in the boundary can be found only in the class of transducers whose enriched dual generates a torsion-free semigroup. The properties captured by the enriched dual automaton are used to study three different types of the so called Cayley machines, regarded as dual automata of groups. Two machines generate finite groups, while the dual of the usual Cayley machine generates in general a group, containing the free semigroup, and for which we provide a recursive way to build its presentation. A useful tool that we introduce in this paper is the components growth $\chi_{\mathcal{A}}(n)$ defined as the size of the smallest component of the $n-$th power of the dual automaton of $\mathcal{A}$. This allows us to give a decidable algorithm to determine the existence of a finite Schreier graph on the boundary.

The paper is organized as follows: in Section 2 and Section 3 we introduce the notation and the notion of inverse transducer that is crucial for our analysis. Section 4 introduces the enriched dual transducer and highlights its geometric relationship with the original transducer by showing its connection with the Schreier and the Cayley graphs of the group defined by the original transducer. Then we pass to study the finiteness conditions for (semi-)groups generated by transducers by introducing the notion of supesymmetric automata. The power of our method is demonstrated by the fact that we can easily recover some important known results (see, for example, Corollary 2 in Section 5). In Section 6 we study transducers modeling Cayley graphs of finite groups. The last section contains the results relative to the study of the Schreier graphs on the
boundary of the tree.

2 Preliminaries

A word $w$ over a finite alphabet $A$ is a tuple $w = (w_1, \ldots, w_n)$ of element of $A$ which is more often represented as a string $w = w_1 \ldots w_n$, and for convenience we will use both the notations freely. In the sequel $A$ denotes a finite set, called alphabet, $A^*$ ($A^+$) is the free monoid with identity 1 (semigroup) on $A$. By $A^\leq n$ ($A^\approx n$, $A^n$) we denote the set of words of length less or equal (greater or equal, equal) to $n$. With $A^\omega$ we denote the set of right infinite words in $A$, we use the vector notation, and for an element $u = u_1 u_2 \ldots u_i \ldots \in A^\omega$ the prefix of length $k > 0$ is denoted by $u[k] = u_1 u_2 \ldots u_k$, while the factor $u_i \ldots u_j$ is denoted by $u[i, j]$. In this paper we deal mostly with automata and transducers from a geometric point of view, this means that we deal with paths, connected components, and, in general properties of their underlying graphs. Therefore, to have a common notation both for transducers and for automata, we present them as directed labelled graphs. Hence, in our context a directed graph (for short digraph) is a graph in the sense of Serre (see for instance [14]). Thus, it is a tuple $(V, E, \iota, \tau)$, where $V$ is the set of vertices, $E$ is the set of edges, and $\iota$, $\tau$ are functions from $E$ into $V$ giving the initial and terminal vertices, respectively. We may depict an edge $e \in E$ as $e = q \longrightarrow q'$ where $q = \iota(e), q' = \tau(e)$. The respective labelled structure is an $A$-labelled directed graph (for short an $A$-digraph) which is a tuple $\Gamma = (V, E, \iota, \tau, \mu)$ where $(V, E, \iota, \tau)$ is a digraph and $\mu : E \rightarrow A$ is the labeling map. In this case we depict $e \in E$ with $q = \iota(e), q' = \tau(e), \mu(e) = a$ as $e = q \overset{a}{\longrightarrow} q'$. A path is a sequence of edges $p = e_1, \ldots, e_k$ such that $\tau(e_i) = \iota(e_{i+1})$ for $i = 1, \ldots, k - 1$, and we say that the origin of $p$ is $\iota(p) = \iota(e_1)$ and the terminal vertex is $\tau(p) = \tau(e_k)$. The label of the path $p$ is the word $\mu(p) = \mu(e_1) \ldots \mu(e_k)$, and we graphically represent this path as $p = v \overset{\mu(p)}{\longrightarrow} v'$. When we fix a vertex $v \in V$ (a base point), the pair $(\Gamma, v)$ can be seen as a language recognizer (A-automaton), whose language recognized is the set:

$$L(\Gamma, v) = \{ \mu(p) : p \text{ is a path in } \Gamma \text{ with } \iota(p) = \tau(p) = v \}$$

When we pinpoint the vertex $v$, we implicitly assume that the underlying $A$-digraph of $(\Gamma, v)$ is the connected component of $\Gamma$ containing $v$. For a graph $\Gamma$ with set of vertices $V(\Gamma)$, for any $v \in V(\Gamma)$ we denote $\|\Gamma, v\|$ the cardinality of the set of vertices of a connected component of $\Gamma$ containing $v$, and we put $\|\Gamma\| = \max_{v \in V}\{\|\Gamma, v\|\}$. An important operation between automata is the product of automata. Given two automata $(\Gamma_1, v_1)$, $(\Gamma_2, v_2)$ with $\Gamma_1 = (V_1, E_1, A, \iota_1, \tau_1, \mu_1), \Gamma_2 = (V_2, E_2, A, \iota_2, \tau_2, \mu_2)$ the product is the automaton is given by

$$(\Gamma_1, v_1) \times (\Gamma_2, v_2) = ((V_1 \times V_2, D, A, \iota_1 \times \iota_2, \tau_1 \times \tau_2, \mu_1 \times \mu_2), (v_1, v_2))$$

where $D \subseteq E_1 \times E_2$ is the set of pair of edges $(e_1, e_2)$ such that $\mu_1(e_1) = \mu_2(e_2)$. It is a standard fact that the product of two automata recognizes the intersection of the two languages recognized, i.e.

$$L((\Gamma_1, v_1) \times (\Gamma_2, v_2)) = L(\Gamma_1, v_1) \cap L(\Gamma_2, v_2)$$
A morphism $\psi : \Gamma \to \Gamma'$ between the two $A$-digraphs $\Gamma = (V, E, A, \iota, \tau, \mu)$ and $\Gamma' = (V', E', A, \iota', \tau', \mu')$ consists of a pair $(\psi_V, \psi_E)$ of maps $\psi_V : V \to V'$ and $\psi_E : E \to E'$ preserving the $A$-digraph structure, i.e. $\iota' (\psi_V (e)) = \psi_V (\iota(e))$, $\tau' (\psi_E (e)) = \psi_V (\tau(e))$, and it is labeling preserving $\mu(e) = \mu' (\psi_E (e))$. A morphism of two automata $\psi : (\Gamma, v) \to (\Gamma', v')$ is just a morphism $\psi$ of the two underlying $A$-digraphs preserving the base points. The $A$-labelled graph $\Gamma$ is called complete (deterministic) if for each vertex $v \in V$ and $a \in A$ there is (at most) an edge $e \in E$ with $\iota(e) = v$ and $\mu(e) = a$.

More commonly in literature a deterministic and complete $A$-labelled graph $\Gamma$ with a finite number of vertices is referred as semiautomaton [10] and it can be equivalently described by a 3-tuple $A = (Q, A, \delta)$ where $Q$ is a finite set of states, $A$ is a finite alphabet, $\delta : Q \times A \to Q$ is the transition function. Fixing a base-point $q \in Q$ the language recognized by the automaton (DFA) $(A, q)$ is the set $L(A, q) = \{ u \in A^* : \delta(q, u) = q \}$. This notation is compatible with the one presented above since this language is the same as the language of the underlying $A$-digraph of $A$ with base point $q$. Another way of seeing the map $\delta$ is as an action $Q \curvearrowright A^*$ of $A^*$ on $Q$ defined inductively by the formula $q \cdot (a_1 \ldots a_n) = \delta(q, a_1) \cdot (a_2 \ldots a_n)$ for any $q \in Q$, $a_1 \ldots a_n \in A^*$. The semiautomaton $A$ is called reversible whenever this action is a permutation, or equivalently the maps $\delta(-, a) : Q \to Q$ are permutations for any $a \in A$.

In this paper we clearly consider alphabetical transducers with the same input and output alphabet, for further details on the general theory of automata and transducers we refer the reader to [7, 10]. A finite state Mealy automaton, shortly a transducer, is a 4-tuple $A = (Q, A, \delta, \lambda)$ where $(Q, A, \delta)$ is a semiautomaton, while $\lambda : Q \times A \to A$ is called the output function. This function defines an action $Q \curvearrowright A^*$ of $Q$ on $A^*$ defined inductively by

$$q \circ (a_1 \ldots a_n) = \lambda(q, a_1) ((q \cdot a_1) \circ (a_2 \ldots a_n)).$$

Usually, in the theory of groups (semigroup) defined by automata, people are interested in the action $Q \curvearrowright A^*$ of the group (semigroup) on the rooted tree $A^* \cup A^\omega$. However, in this paper we are dealing with the dual of a transducer in which the role is reversed. For this reason, it is convenient to deal with these actions in a symmetric way by extending them to $Q^*$ in the natural way. Thus, the pair $(Q^* \curvearrowright A^*, Q^* \curvearrowright A^*)$ is called the associated coupled-actions of the transducer $A$, and henceforth we will write $A = (Q, A, \iota, \circ)$.

From the geometrical point the transducer $A$ can be visualized as an $A \times A$-labelled digraph $(Q, E, A \times A, \iota, \tau, \mu)$ with edges of the form $q \xrightarrow{a_1 \ldots a_n} q'$ whenever $q \cdot a = q'$ and $q \circ a = b$, and we will make no distinction between the transducer and the digraph notation. Thus, given a transducer $A = (Q, A, \iota, \circ)$ we implicitly assume that it also has a structure $A = (Q, E, A \times A, \iota, \tau, \mu)$ of $A \times A$-labelled digraph. Considering just the input or the output labeling, we may define the input automaton $A_{\mathcal{I}} = (Q, E, A, \iota, \tau, \mu_1)$ where $\mu_1(e) = a$ whenever $e = q \xrightarrow{a_1 \ldots a_n} q'$ is an edge of $A_{\mathcal{I}}$, and dually the output automaton is $A_{\mathcal{O}} = (Q, E, A, \iota, \tau, \mu_2)$ where $\mu_2(e) = b$ whenever $e = q \xrightarrow{a_1 \ldots a_n} q'$ is an edge of $A_{\mathcal{I}}$. Sometimes, we may write $L(A_{\mathcal{I}}, q) = L(A_{\mathcal{O}}, q)$.

The product of the two machines $A = (Q, E, A \times A, \iota, \tau, \mu)$, $B = (T, D, A \times A, \iota', \tau', \mu')$ is the machine $A_{\mathcal{B}} = (Q \times T, F, A \times A, \tau, \mu_1 \mu_2)$ whose edges are given by $(q, q') \xrightarrow{a_1 \ldots a_n} (p, p').$
whenever $q \xrightarrow{a b} p$ is an edge in $E$ and $q' \xrightarrow{c d} p'$ is an edge in $D$. The $k$-th power of the machine $\mathcal{A}$ is defined inductively by $\mathcal{A}^k = (\mathcal{A}^{-1})^k$, and we put $\mathcal{A}^1 = (\mathcal{A})^1$.

For the study of the dynamic in the boundary we are interested in limits of these powers. Consider the sequence $\{\mathcal{A}^k\}_{k \geq 1}$ of $A \times A$-graphs with the morphisms $\phi_{i,i-1}$ mapping the edge $(q_1, \ldots, q_k) \xrightarrow{a} (p_1, \ldots, p_k)$ into the edge $(q_1, \ldots, q_{k-1}) \xrightarrow{a} (p_1, \ldots, p_{k-1})$. Thus, $\{\mathcal{A}^k\}_{k \geq 1}$ forms an inverse system. The following proposition is a standard fact of the projective limit.

**Proposition 1.** Let $\varprojlim \{\mathcal{A}^k\}_{k \geq 1} = \mathcal{A}^\infty$ be the inverse limit of the inverse system $\{\mathcal{A}^k\}_{k \geq 1}$, and let $\varphi_k : \mathcal{A}^\infty \to \mathcal{A}^k$ be the natural maps. Then, for any $q \in Q^\infty$ we have:

$$L(\mathcal{A}^\infty, q) = \bigcap_{k \geq 0} L(\mathcal{A}^k, \varphi_k(q))$$

with $\varphi_k(q) = q[k]$.

From the algebraic point of view the action $Q^* \acts A^*$ gives rise to a semigroup $\mathcal{S}(\mathcal{A})$ generated by the endomorphisms $\mathcal{A}_q$, $q \in Q$, of the rooted tree identified with $A^*$ defined by $\mathcal{A}_q(u) = q \circ u$, $u \in A^*$. For $q_1, \ldots, q_m \in Q$ we may use the shorter notation $\mathcal{A}_{q_1 \cdots q_m} = \mathcal{A}_{q_1} \cdots \mathcal{A}_{q_m}$. An important role in group theory is played by groups defined by invertible transducers, for more details we refer the reader to [13]. A transducer $\mathcal{A} = (Q, A, \circ, \cdot)$ is called invertible whenever the map $\lambda(q, \circ) : A \to A$ is a permutation. In this case all the maps $\mathcal{A}_q$, $q \in Q$, are automorphisms of the rooted regular tree identified with $A^*$, and the group generated by these automorphisms is denoted by $\mathcal{G}(\mathcal{A})$.

Henceforth a generator $\mathcal{A}_q$ of $\mathcal{G}(\mathcal{A})$ is identified with the element $q \in Q$, and its inverse with the formal inverse $q^{-1} \in Q^{-1} = \{q^{-1} : q \in Q\}$. The action of $\mathcal{G}(\mathcal{A})$ naturally extends on the boundary $A^\omega$ of the tree. We are interested in faithful actions hence, throughout the paper we assume all the transducers to have this property. Notice that, since $|Q| < \infty$, the action of $\mathcal{G}(\mathcal{A})$ on $A^\omega$ cannot be transitive and so it decomposes into uncountably many orbits. Given $v \in A^* \sqcup A^\omega$, the stabilizer $\text{Stab}_{\mathcal{G}(\mathcal{A})}(v) = \{g \in \mathcal{G}(\mathcal{A}) : g(v) = v\}$ is a subgroup of $\mathcal{G}(\mathcal{A})$. The stabilizer of the $n$-th level is the normal subgroup $\text{Stab}_{\mathcal{G}(\mathcal{A})}(n) = \cap_{v \in A^n} \text{Stab}_{\mathcal{G}(\mathcal{A})}(v)$. In many cases one tries to determine the stabilizers of the elements in $A^\omega$. The stabilizers are strongly related to the Schreier graphs: given $v \in A^* \sqcup A^\omega$ and its stabilizer $\text{Stab}_{\mathcal{G}(\mathcal{A})}(v)$, the Schreier graph $\text{Sch}(\text{Stab}_{\mathcal{G}(\mathcal{A})}(v), Q \sqcup Q^{-1})$ corresponds to the orbital graph of $v$ under the action of the generators $Q \sqcup Q^{-1}$. For an invertible transducer $\mathcal{A} = (Q, E, A \times A, \iota, \tau, \mu)$ we define the inverse (transducer) $\mathcal{A}^{-1} = (Q^{-1}, E, A \times A, \iota, \tau, \mu')$, and there is an edge $q \xrightarrow{a b} p$ in $\mathcal{A}^{-1}$ whenever $q \xrightarrow{a b} p$ is an edge in $\mathcal{A}$. Another two important classes of transducers that we consider throughout the paper are the reversible and bireversible machines. A transducer $\mathcal{A}$ is called reversible whenever $\mathcal{A}_2$ is a reversible semiautomaton, and it is called bireversible if in addition also $\mathcal{A}_0$ is a reversible semiautomaton, hence in this case $\mathcal{A}$ must be necessarily invertible. A reversible invertible transducer will be also called $RI$-transducer. The following proposition shows that reversibility is preserved under the product of machines.
Proposition 2. Let $\mathcal{A}$, $\mathcal{B}$ be two transducers. If $\mathcal{A}$ and $\mathcal{B}$ are reversible (bireversible), then $\mathcal{A} \mathcal{B}$ is reversible (bireversible). Moreover, if $\mathcal{A}$ satisfies the property that for any $a \in A$ there is an edge $q \xrightarrow{ba} q'$, then $\mathcal{A} \mathcal{B}$ is reversible if and only if both $\mathcal{A}$ and $\mathcal{B}$ are reversible.

Proof. Suppose that $\mathcal{A} \mathcal{B}$ is not reversible, and so there are two distinct edges

$$(q, q') \xrightarrow{ab}(p, p'), \quad (s, s') \xrightarrow{ac}(p, p')$$

in $\mathcal{A} \mathcal{B}$ with $(q, q') \neq (s, s')$. Therefore, let $q \xrightarrow{a} p$, $s \xrightarrow{a} p$, and $q' \xrightarrow{b} p'$, $s' \xrightarrow{c} p'$ be the corresponding edges of $\mathcal{A}$, $\mathcal{B}$, respectively. If $q \neq s$, then $\mathcal{A}$ is not reversible, and we are done. Thus, we can assume $q = s$, from which we get $d = e$. Since $(q, q') \neq (s, s')$, then $q' \neq s'$, from which we get $s' \xrightarrow{c} p'$, $q' \xrightarrow{b} p'$ are two different edges in $\mathcal{B}$, whence $\mathcal{B}$ is not reversible. If both $\mathcal{A}$ and $\mathcal{B}$ are bireversible, then they are invertible and their inverses $\mathcal{A}^{-1}$, $\mathcal{B}^{-1}$ are necessarily reversible. Thus, since $(\mathcal{A} \mathcal{B})^{-1} = \mathcal{B}^{-1} \mathcal{A}^{-1}$, then by the previous result $(\mathcal{A} \mathcal{B})^{-1}$ is reversible, whence $\mathcal{A} \mathcal{B}$ is bireversible.

Let us prove the last statement, we need to prove the only if part. Thus, assume that $\mathcal{A} \mathcal{B}$ is reversible. If both $\mathcal{A}$ and $\mathcal{B}$ are reversible, then we are done. Thus, suppose that $\mathcal{A}$ is not reversible and $\mathcal{B}$ is reversible, and let $q \xrightarrow{a} p$, $s \xrightarrow{a} p$ be two edges of $\mathcal{A}$ with $q \neq s$. Since $\mathcal{B}$ is reversible, there are edges $q' \xrightarrow{b} p'$, $s' \xrightarrow{c} p'$ in $\mathcal{B}$. Hence $(q, q') \xrightarrow{ab}(p, p')$ and $(s, s') \xrightarrow{ac}(p, p')$ are two edges of $\mathcal{A} \mathcal{B}$ with $(q, q') \neq (s, s')$, whence $\mathcal{A} \mathcal{B}$ is not reversible. On the other hand, suppose that $\mathcal{A}$ is reversible and $\mathcal{B}$ is not reversible, and let $q' \xrightarrow{b} p'$, $s' \xrightarrow{c} p'$ be two edges of $\mathcal{B}$ with $q' \neq s'$, and by the condition on $\mathcal{A}$, let $q \xrightarrow{a} p$ be an edge in $\mathcal{A}$. Hence, in $\mathcal{A} \mathcal{B}$ there are two edges $(q, q') \xrightarrow{ab}(p, p')$, $(q, s') \xrightarrow{ac}(p, p')$, a contradiction. \qed

3 Inverse graphs, inverse transducers and free groups

Let $A$ be a finite alphabet and let $\tilde{A} = A \cup A^{-1}$ be the involutive alphabet where $A^{-1}$ is the set of formal inverses of $A$. The operator $-1 : A \to A^{-1}$ is extended to an involution on the free monoid $\tilde{A}^*$ through

$$1^{-1} = 1, \quad (a^{-1})^{-1} = a, \quad (uv)^{-1} = v^{-1}u^{-1} \quad (a \in A; \; u, v \in \tilde{A}^*).$$

Let $\sim$ be the congruence on $\tilde{A}^*$ generated by the relation $\{(aa^{-1}, 1) \mid a \in \tilde{A}\}$. The quotient $F_A = \tilde{A}^*/\sim$ is the free group on $A$, and throughout the paper $\sigma : \tilde{A}^* \to F_A$ denotes the canonical homomorphism. The set of all reduced words on $\tilde{A}^*$, may be compactly written as

$$R_A = \tilde{A}^* \setminus \bigcup_{a \in \tilde{A}} \tilde{A}^*aa^{-1}\tilde{A}^*$$

For each $u \in \tilde{A}^*$, $\overline{u} \in R_A$ is the (unique) reduced word $\sim$-equivalent to $u$. We write also $\overline{uv} = \overline{u} \overline{v}$. As usual, we often identify the elements of $F_A$ with their reduced representatives. For $B \subseteq \tilde{A}^*$, $\overline{B}$ denotes the set of reduced words of $B$. An $\tilde{A}$-digraph $\Gamma$ is called involutive if whenever $p \xrightarrow{a} q$ is and edge of $\Gamma$, so is $q \xrightarrow{a^{-1}} p$; the graph $\Gamma$ is called inverse if in
addition Γ is deterministic. When we depict an inverse graph we can draw just one between the two edges \( p \xrightarrow{a} q \), \( q \xleftarrow{a} p \), \( a \in \tilde{A} \), this corresponds to chose an orientation \( E^+ \) on the set of edges \( E \). For inverse graphs there is an important property which relates languages to morphisms:

**Proposition 3.** Given two inverse graphs \( \Gamma_1, \Gamma_2 \), and two vertices \( q_1, q_2 \) belonging to \( \Gamma_1, \Gamma_2 \), respectively. Then \( L(\Gamma_1, v_1) \subseteq L(\Gamma_2, v_2) \) if and only if there is a morphism \( \varphi : (\Gamma_1, v_1) \to (\Gamma_2, v_2) \). Furthermore, \( (\Gamma_1, v_1) \) is the minimal inverse automaton (up to isomorphisms) recognizing \( L(\Gamma_1, v_1) \).

**Proof.** The proof belongs to the folklore, see for instance [2]. □

Let \( \Gamma = (V,E,A,\iota,\tau,\mu) \) be an inverse graph, when we fix a base point \( v \) of \( \Gamma \), the pair \( (\Gamma, v) \) is often referred as an *inverse automaton*. There is an important connection between inverse automata and subgroups of \( F_A \), we recall the basic facts and we refer the reader to [2,12] for more details. A path \( p \xrightarrow{w} q \) in \( \Gamma \) is called reduced if \( \varphi = z \). It is not difficult to see that if \( p \xrightarrow{w} q \) is a path in \( \Gamma \), then \( p \xrightarrow{-w} q \) is also a path. Therefore, if there is a path connecting two vertices, then there is also a reduced path connecting them, hence \( L(\Gamma, v) \subseteq L(\Gamma, v) \). We can consider a smaller inverse subautomaton with this property, the *core* \( \text{Core}(\Gamma, v) \) is the induced inverse subautomaton \( \text{Core}(\Gamma, v) \) of \( (\Gamma, v) \) containing all the reduced paths \( p \) with \( \iota(p) = \tau(p) = v \). From the language point of view this operation does not erase reduced words:

\[
\overline{L(\Gamma, v)} \subseteq L(\text{Core}(\Gamma, v)) \subseteq L(\Gamma, v)
\]

in particular \( \overline{L(\Gamma, v)} = \overline{L(\text{Core}(\Gamma, v))} \). The connection between subgroups of \( F_A \) and inverse graphs (automata) can be summarized in the following theorem.

**Theorem 1.** Let \( \Gamma = (V,E,A,\iota,\tau,\mu) \) be an inverse graph, \( v \in V \), and let \( Y \) be a spanning tree of \( (\Gamma, v) \) (a connected subtree of \( \Gamma \) with the same set of vertices of \( (\Gamma, v) \)). For each vertex \( t \in (\Gamma, v) \) there is a unique path \( p_t \) in \( Y \) connecting \( v \) to \( t \). Fix an orientation \( E^+ \), and let \( T^+ \subseteq E^+ \) be the set of edges lying outside \( Y \). Then \( H = \overline{L(\Gamma, v)} \) is a (free) subgroup of \( F_A \) generated by:

\[
\{\mu(p_s)\mu(e)\mu(p_t)^{-1} : e = s \xrightarrow{\mu(e)} t \in T^+\}
\]

Furthermore, if \( \text{Sch}(H, A) \) is the Schreier graph of \( H \), and \( \text{Sch}(H, A), H \) is the associated inverse automata, then \( \text{Core}(\Gamma, v) = \text{Core}(\text{Sch}(H, A), H) \). Conversely, if \( H \) is a subgroup of \( F_A \), then \( \text{Sch}(H, A), H \) is an inverse automaton such that \( \sigma^{-1}(H) = \overline{L(\text{Sch}(H, A), H)} \), in particular \( H = \overline{L(\text{Sch}(H, A), H)} \).

By this theorem for each inverse automaton \( (\Gamma, v) \) we can associate with it a unique subgroup. For a finitely generated group \( H \), \( \text{Core}(\text{Sch}(H, A), H) \) can be build via the so called *Stallings construction*. This construction involves an operation, called *Stallings foldings* which is used to transform an involutive graph into an inverse graph. If there are two edges \( p \xrightarrow{a} q \), \( p \xrightarrow{a} q' \) in an involutive graph \( \Delta \) with \( q \neq q' \) and \( a \in \tilde{A} \), then
the folding is performed by identifying these two edges, as well as the two respective inverse edges, obtaining the inverse graph \( \overline{\mathcal{G}} \). If the subgroup \( H \) is generated by a finite set \( X \subseteq R_A \) of reduced words, the Stallings automaton \( S(X) \) is obtained considering the involutive graph \( \mathcal{F}(X) \) consisting of all the paths \( u \xrightarrow{a} v \), \( u \in X \), and then applying all the possible foldings to \( \mathcal{F}(X) \) getting \( S(X) = (\mathcal{F}(X), v) \). Note that this construction does not depend of the generating set \( X \), whence we can write \( S(H) = S(X) \).

While inverse automata on the alphabet \( A \) essentially represent subgroups of \( F \), there is an important tool recently introduced by Silva in [15] which is a compact way to deal with maps on \( F_A \): the class of inverse transducers. Although in [15] they are introduced in a more general form, in our context we restrict them to transducers whose associated \( \tilde{A} \times \tilde{A} \)-digraphs are involutive, where the involution is given by \((a, b) \mapsto (a^{-1}, b^{-1})\). Note that the property of being invertible is not preserved on the alphabet \( A \). Indeed, if by absurd we assume that \( q \xrightarrow{a|b} p \) and \( q' \xrightarrow{a|c} p \) implies \( q = q' \). This condition ensures that \( \mathcal{A}^- \) is a transducer. The fact that \( \mathcal{A}^- \) is still reversible follows from the determinism of \( \mathcal{A} \). Indeed, if by absurd we assume that \( q \xrightarrow{a|b|c^{-1}} p \), \( q' \xrightarrow{a^{-1}|b|c^{-1}} p \) are edges of \( \mathcal{A}^- \) for some \( a, b, c \in A \) and \( q \neq q' \), then \( p \xrightarrow{a|b} q \), \( p \xrightarrow{a|c} q' \) are also edges of \( \mathcal{A} \), a contradiction. The bireversibility of \( \mathcal{A}^- \) in case \( \mathcal{A} \) is bireversible arises from the the bireversibility of \( \mathcal{A} \) itself, the details are left to the reader.

Note that the property of being invertible is not preserved on the alphabet \( \tilde{A} \) in the passage from \( \mathcal{A} \) to its associated inverse transducer \( \mathcal{A}^- \). However, if \( \mathcal{A} \) is bireversible this property is preserved. This operator also commutes with the product of transducers.

**Proposition 4.** Let \( \mathcal{A}, \mathcal{B} \) be two reversible transducers, then:

\[
(\mathcal{A} \mathcal{B})^- = \mathcal{A}^- \mathcal{B}^-
\]

In particular, there is a morphism from \( S(\mathcal{A}^-) \) onto \( S(\mathcal{A}) \).

**Proof.** This is an easy consequence of the fact that \((q, q') \xrightarrow{a^{-1}|b|c^{-1}} (p, p')\) is an edge in \((\mathcal{A} \mathcal{B})^-\) if and only if \( q \xrightarrow{a|b} p \) in an edge in \( \mathcal{A}^- \) and \( q' \xrightarrow{b^{-1}|c} p' \) is an edge in \( \mathcal{B}^- \), which is equivalent to the fact that \( p \xrightarrow{a|b} q \), \( p' \xrightarrow{b|c} q' \) are edges in \( \mathcal{A} \), \( \mathcal{B} \), respectively.

### 4 A geometric perspective via the enriched dual

In this section we fix a transducer \( \mathcal{A} = (Q, A, \cdot, \circ) \). The dual is the (well defined) transducer \( \partial \mathcal{A} = (A, Q, \circ, \cdot) \). It is a quite useful tool already used in [1, 17, 19, 20]. It
is straightforward to check that $\partial(\partial A) = A$, and $\partial A$ can be visually obtained by the correspondence

$$p \xrightarrow{a|b} q \iff a \xrightarrow{p|q} b$$

The coupled-actions associated to $A$ ($Q^* \curvearrowleft A^*, Q^* \curvearrowright A^*$) can be compactly described by the following two recursive equations:

$$(q_1 \ldots q_{n-1}q_n) \cdot (a_1 \ldots a_k) = ((q_1 \ldots q_{n-1}) \cdot (q_n \circ (a_1 \ldots a_k))) q_n \cdot (a_1 \ldots a_k)$$

$$(q_1 \ldots q_{n-1}q_n) \circ (a_1 \ldots a_k) = (q_1 \ldots q_{n-1} \circ (q_n \circ (a_1 \ldots a_k)))$$

Hence, for $\partial A$ the associated coupled-actions is given by ($A^* \curvearrowleft Q^*, A^* \curvearrowright Q^*$).

The following proposition sums up some relationships between a transducer and its dual, some of them have already been observed in [19, 20].

**Proposition 5.** Let $A$ be a transducer, then:

i) $A$ is invertible if and only if $\partial A$ is reversible;

ii) $A$ is a RI-transducer if and only if $\partial A$ is a RI-transducer.

iii) $A$ is bireversible if and only if $\partial A$ is bireversible;

**Proof.** Follows from the definitions.  

In case $A$ is invertible, we can extend $A$ to the disjoint union $A \sqcup A^{-1}$ in the obvious way. This extension is clearly reflected on the coupled-action ($\tilde{Q}^* \curvearrowleft A^*, \tilde{Q}^* \curvearrowright A^*$). Note that the action of group $G(A)$ on $A^*$ is the same as $\tilde{Q}^* \curvearrowleft A^*$. The following lemma, although very simple, is a key lemma to understand the approach considered in this paper.

**Lemma 2.** Let $A$ be an inverse automaton, then

$$\partial (A \sqcup A^{-1}) = (\partial A)^{-1}$$

**Proof.** By i) of Proposition 5 $\partial A$ is reversible. Moreover, in $A$ there is an edge $p \xrightarrow{a|b} q$ if and only if $p^{-1} \xrightarrow{b|a} q^{-1}$ in $A^{-1}$ if and only if $a \xrightarrow{p|q} b$ and $q^{-1} \xrightarrow{a|b} p$ are edges in $(\partial A)^{-1}$.  

By enriching $\partial A$ with the a structure of inverse transducer allows us to have a powerful tool to geometrically encode algebraic and topological properties of the group $G(A)$. For this reason we name $(\partial A)^{-1}$ as the *enriched dual* of $A$. We have the following characterization of the relations defining the group $G(A)$.

**Theorem 2.** Let $A = (Q, A, \cdot, \circ)$ be an invertible transducer, with $G(A) \simeq F_Q/N$. Consider the transducer $(\partial A)^{-1} = (A, \tilde{Q}, \circ, \cdot)$, and let

$$\mathcal{N} \subseteq \bigcap_{a \in A} L ((\partial A)^{-1}, a)$$

be the maximal subset invariant for the action $A \curvearrowright \tilde{Q}^*$. Then $N = \overline{\mathcal{N}}$. 
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Proof. Let \( N' = \sigma^{-1}(N) \), then for any \( u \in N' \) we have

\[
\begin{align*}
    u \circ (a_1 \ldots a_n) &= a_1 \ldots a_n \quad \text{(2)} \\
    [u \cdot (a_1 \ldots a_n)] \circ (b_1 \ldots b_m) &= b_1 \ldots b_m
    \end{align*}
\]

for any \( a_1 \ldots a_n, b_1, \ldots, b_m \in A^* \) holds in \( A \cup A^{-1} = (\tilde{Q}, A, \cdot, \circ) \). In particular, equations \( 2 \) \( 3 \) hold for single elements \( a_1, b_1 \), hence by Lemma 2, \( u \in \cap_{a \in A} L ((\partial A)^{-1}, a) \), and by \( 3 \) \( a_1 \cdot u \in N' \), which shows that \( N' \) is stable for \( A \rtimes \tilde{Q}^* \). Whence by maximality \( N' \subseteq N \). Conversely, assume that \( 1 \) holds, and let us prove by induction on \( k \) that \( u \circ (a_1 \ldots a_k) = a_1 \ldots a_k \). Note that \( N' \) is stable for \( A \rtimes \tilde{Q}^* \) if and only if it is stable for \( A^* \rtimes \tilde{Q}^* \). Since \( u \in \cap_{a \in A} L ((\partial A)^{-1}, a) \), then for any \( a \in A \) the induction base \( u \circ a = a \) clearly holds. Assume now that \( u \circ (a_1 \ldots a_{k-1}) = a_1 \ldots a_{k-1} \), hence

\[
u \circ (a_1 \ldots a_k) = a_1 \ldots a_{k-1} [u \cdot (a_1 \ldots a_{k-1})] \circ a_k = a_1 \ldots a_k\]

where in the last passage we have used the stability of \( N \) for the action \( A^* \rtimes \tilde{Q}^* \), i.e. \( (a_1 \ldots a_{k-1}) \cdot u \in N' \). \( \square \)

By \( C^+(G, A) \) we denote the \textit{the Cayley graph} of the group \( G \) with generating set \( A \), while we denote by \( \mathcal{C}(G, A) \) the \textit{Cayley automaton} of the group \( G \) with generating set \( A \cup A^{-1} \) and base point the identity of \( G \). Note that if \( G = F_A/H \), then \( L(\mathcal{C}(G, A)) = \sigma^{-1}(H) \). The following theorem gives a way to represent the Schreier automata from the powers of the enriched dual as well as a way to build (in the limit) the Cayley automaton of the group \( \mathcal{G}(A) \).

**Theorem 3.** Let \( G = \mathcal{G}(A) = F_{Q}/N. \) For any \( k \geq 1 \) put \( D_k = ((\partial A)^{-1})^k \). The following facts hold.

\begin{enumerate}
    \item[i)] If \( v = a_1 \ldots a_k \in A^k, \) and \( H = \text{Stab}_G(v) \). Then
        \[
        (D_k, v) \simeq (\text{Sch}(H, A), H)
        \]
    \item[ii)] If \( v = a_1 a_2 \ldots \in A^\omega, \) and \( H = \text{Stab}_G(v) \), then \( \lim_{k \to \infty} \{D_k^k\}_{k \geq 1} = \mathcal{D}_T^\infty \) is an inverse graph such that
        \[
        (\mathcal{D}_T^\infty, v) \simeq (\text{Sch}(H, A), H)
        \]
    \item[iii)] Let \( (N_k, v_k) = \prod_{v \in A^k} (D_k, v). \) Then \( \mathcal{C}(G/\text{Stab}_G(k), Q) \simeq (N_k, v_k) \). Furthermore, the inclusions \( L(N_{k-1}, v_{k-1}) \subseteq L(N_{k-1}, v_{k-1}) \) induces maps \( \psi_{k,k-1} : (N_k, v_k) \to (N_{k-1}, v_{k-1}) \) giving rise to the inverse system \( \{ (N_k, v_k) \}_{k \geq 1}, \psi_{i,j} \) such that if \( N^\infty = \lim_{k} (N_k, v_k) \), then
        \[
        \mathcal{C}(G, Q) \simeq N^\infty
        \]
\end{enumerate}

\textbf{Proof.} i) By Proposition 3 it is enough to prove that \( L(D_k, v) = L(\text{Sch}(H, A), H) \). Let \( u \in L(D_k, v) \), then \( u \circ v = v \), and so \( v \in H \), whence \( u \in L(\text{Sch}(H, A), H) \). Conversely, if
ii) As before, we have to prove that \( L(D_T^\infty, \psi) = L(Sch(H, A), H) \). Given \( \psi \in A^\omega \), we denote by \( H_k = Stab_G(\psi[k]) \). We have
\[
u \in L(D_T^\infty, \psi) \iff \forall k \geq 1, \nu \in L(D_T^\infty, \psi[k]) 
\iff \nu \in L(Sch(H_k, A), H_k) 
\iff \nu \in L(Sch(H, A), H).
\]

The last equivalence follows from the fact that if \( \nu \notin L(Sch(H, A), H) \), then \( uH \neq H \).
This implies there is \( h \in H \) such that \( uh \notin H \). In particular, since \( H = \cap H_k \) there exists \( k \) with \( uh \notin H_k \). Hence \( uH_k \neq H_k \). On the other hand, if \( u \in L(Sch(H, A), H) \) it follows \( u \in L(Sch(H_k, A), H_k) \) for any \( k \).

iii) The first statement follows by showing \( L(N_k, v_k) = \sigma^{-1}(Stab_G(k)) \) and Proposition 3.
From the definition of product of automata we have \( u \in L(\prod_{v \in A^k}(D_k, v)) \) if and only if \( v \circ u = v \).
Let us show that the map \( \psi_{i,j} \) is well defined for \( i \geq j \). This follows from the fact that if \( u \in \sigma^{-1}(Stab_G(i)) \) then \( u \circ v = v \) for every \( v \in A^k \) which is equivalent to \( u \in \sigma^{-1}(Stab_G(k)) \).

The isomorphism in the statement follows from Proposition 3 and \( L(N^\infty) = \sigma^{-1}(N) \).
Indeed, we get
\[
u \in \sigma^{-1}(N) \iff \forall k \geq 1, \forall v \in A^k \nu \in L(D_k, v) 
\iff \forall k \geq 1 \nu \in L(N_k, v_k) 
\iff u \in \bigcap_{k \geq 1} L(N_k, v_k) = L(N^\infty)
\]
where the last equality follows from the usual properties of projective limit.

Note that by the previous theorem \( Core(N^\infty) \) is not complete if and only if \( \mathcal{G}(\mathcal{A}) \) is free. We now state the analogous of Theorem 2 for the semigroup \( S(\mathcal{A}) \) defined by the transducer \( \mathcal{A} = (Q, A, \cdot, \circ) \). First we need the following definition. We say that a pair of words \( u, v \in Q^* \) are colliding in \( \partial \mathcal{A} = (A, Q, \circ, \cdot) \) whenever \( a \circ u = a \circ v \) for all \( a \in A \).
A set \( \mathcal{R} \subseteq Q^* \times Q^* \) is said to be invariant for the action \( A \acts Q^* \) whenever \( a \cdot (u, v) = (a \cdot u, a \cdot v) \in \mathcal{R} \) for all \( (u, v) \in \mathcal{R}, a \in A \).

**Theorem 4.** Let \( \mathcal{A} = (Q, A, \cdot, \circ) \) be an inverse automaton, with \( S(\mathcal{A}) \simeq Q^* / \mathcal{R} \). Consider the automaton \( \partial \mathcal{A} = (A, Q, \circ, \cdot) \). Then, \( \mathcal{R} \) is the maximal subset of \( Q^* \times Q^* \) of colliding pairs invariant for the action \( A \acts Q^* \).

**Proof.** In the same spirit of the proof of Theorem 1 the statement follows from the observation that \( u = v \) in \( S(\mathcal{A}) \) if and only if
\[
a \circ u = a \circ v 
\]
holds for any \( a, b \in A \) in \( \partial \mathcal{A} \).
5 Connected components of powers of transducers

In this section we study finiteness conditions. In particular we show that the finiteness of the semigroup $S(A)$ is equivalent to the finiteness of $S(\partial A)$. We also show, by using the notion of supersymmetric transducers, a relationship between the geometry of the the powers of the dual automata $\partial A$ and the finiteness of the group generated by $A$. More precisely, transducers whose powers of the dual keep to be symmetric and, in some sense, homogeneous, generate only a finite number of actions of the original group.

We now study how the connected components of two inverse transducers behaves when we compose them. Let $A = (Q, A, \cdot, \circ)$ be a transducer, note that for any $q \in Q^k$ and $u \in A^m$ the automata $(A^k_q, q)$ and $((\partial A)^m_u, u)$ represent the graph of the orbits of $q,u$ with respect to the the actions $Q^* \cdot A^* \circ Q^*$, respectively. We have the following proposition.

**Proposition 6.** Let $A = (Q, A, \cdot, \circ)$ be a transducer. Then the following are equivalent:

i) $S(A)$ is finite;

ii) there is an integer $n$ such that $\|(\partial A)^k\| \leq n$ for all $k \geq 1$.

iii) $S(\partial A)$ is finite;

iv) there is an integer $m$ such that $\|A^k\| \leq m$ for all $k \geq 1$.

**Proof.** i) $\Rightarrow$ ii). Suppose that $S(A)$ is finite and consider the orbits of $S(A)$ on the sets $A^k$. These orbits correspond to the connected components of the graphs of the orbit $((\partial A)_k^q, u_0), ((\partial A)_k^q, u_1), \ldots, ((\partial A)_k^q, u_{n(k)})$ for some $n(k)$. Since $S(A)$ is finite there exists $n$ such that $\|(\partial A)_k^q, u_i\| \leq n$ for any $k \geq 1$ and $i = 1, \ldots, n(k)$. In particular, since $(\partial A)^k$ is represented by the disjoint union of the automata $((\partial A)_k^q, u_i)$, $\|(\partial A)^k\| \leq n$ for every $k$.

ii) $\Rightarrow$ iii). Suppose that $\|(\partial A)^k\| \leq n$ for every $k \geq 1$. This implies that up to isomorphism there is only a finite number $N$ of automata $((\partial A)_k^q, u_i)$. Notice that such graphs describe the complete action of the dual semigroup $S(\partial A)$ on $Q^*$. More precisely, the number of possible different actions, i.e. the number of distinct elements in $S(A)$ is uniformly bounded by $N|Q|^{|Q|^2}$. This implies that $S(A)$ is finite.

iii) $\Rightarrow$ iv). It follows from i) $\Rightarrow$ ii) by passing to the dual transducer.

iv) $\Rightarrow$ i). It follows from ii) $\Rightarrow$ iii) by passing to the dual transducers.

From the previous proposition we get the following result.

**Corollary 1.** Let $A = (Q, A, \cdot, \circ)$ be an invertible transducer and put $G = G(A)$. The following are equivalent:

i) $G$ is finite;

ii) $S(\partial A)$ is finite;
iii) the cardinality of all the Schreier graphs in the boundary are upper bounded, i.e. there is an integer $n$ such that $||\text{Sch}((\text{Stab}_G(u), A), \text{Stab}_G(u))|| \leq n$ for all $u \in A^\omega$.

Proof. Observe that, in the case of groups, it follows from Proposition 4 and Theorem 3 that the graphs of the orbits $((\partial \mathcal{A})^k, u)$ of $(\partial \mathcal{A})^k$ seen as inverse automata are given by the Schreier graphs $\text{Sch}(H, A)$ and there is a bijection between the connected components of $\text{Sch}(H, A)$ and $(\partial \mathcal{A})^k$. Proposition 6 implies that $G$ is finite if and only if $||((\partial \mathcal{A})^k|| \leq n$ for every $k$. In particular, we have that $||\text{Sch}((\text{Stab}_G(u), A), \text{Stab}_G(u))|| \leq n$ for all $u \in A^\omega$. On the other hand, if there is a sequence of components $((\partial \mathcal{A})^k, v_1 \cdots v_k)$ such that $||((\partial \mathcal{A})^k, v_1 \cdots v_k|| > k$, then the orbit of $v = v_1v_2 \cdots \in A^\omega$ is unbounded. This implies $||\text{Sch}((\text{Stab}_G(u), A), \text{Stab}_G(u))|| = \infty$. □

Proposition 7. Let $\mathcal{A}, \mathcal{B}$ be two inverse transducers, and let $p, q$ be two vertices belonging to $\mathcal{A}, \mathcal{B}$, respectively. The following conditions are equivalent:

i) $||\mathcal{A} \mathcal{B}, (p, q)|| = ||(\mathcal{A}, p)||$

ii) $\mathcal{A}_p(L(\mathcal{A}_I, p)) \subseteq L(\mathcal{B}_I, q)$

iii) $L(\mathcal{A} \mathcal{B}, (p, q)) = L(\mathcal{A}_I, p)$

Proof. i) $\Leftrightarrow$ ii) It is straightforward to check that $||\mathcal{A} \mathcal{B}, (p, q)|| \geq ||(\mathcal{A}, p)||$ holds. Note that the condition $||\mathcal{A} \mathcal{B}, (p, q)|| > ||(\mathcal{A}, p)||$ is clearly equivalent in having two distinct states $(p', t)$, $(p', t')$ of $\mathcal{A} \mathcal{B}$ in the same connected component of $(p, q)$. This occurs if and only if there are two words $u, v \in A^*$ such that $p \xrightarrow{u_1} p' \xleftarrow{v_1} v' \xrightarrow{u_2} p'$ are paths in $\mathcal{A}$, with $u_1 = \mathcal{A}_p(u)$, $v_1 = \mathcal{A}_p(v)$, and there are paths $q \xrightarrow{v_2} t$, $q \xrightarrow{u_2} t'$ in $\mathcal{B}$. Since the two transducers are inverse, these last conditions are equivalent to the fact that $p \xrightarrow{u_1v_1} v'$ is a path in $\mathcal{A}$ while $q \xrightarrow{u_2v_2} q$ is not a path in $\mathcal{B}$, i.e. $\mathcal{A}_p(L(\mathcal{A}_I, p)) \nsubseteq L(\mathcal{B}_I, q)$.

Equivalence ii) $\Leftrightarrow$ iii) is a consequence of the following equality:

$L(\mathcal{A} \mathcal{B}, (p, q)) = L(\mathcal{A}_I, p) \cap \mathcal{A}_p^{-1}(L(\mathcal{B}_I, q))$ □

If $\mathcal{A}$ is invertible we have the stronger condition

$||\mathcal{A} \mathcal{B}, (p, q)|| \geq \max\{||\mathcal{A}, p||, ||\mathcal{B}, p||\}$

In this case we have the following proposition whose proof is similar to the previous one and it is left to the reader.

Proposition 8. Let $\mathcal{A}, \mathcal{B}$ be two inverse transducers, with $\mathcal{A}$ invertible, and let $p, q$ be two vertices belonging to $\mathcal{A}, \mathcal{B}$, respectively. The following conditions are equivalent:

i) $||\mathcal{A} \mathcal{B}, (p, q)|| = \max\{||\mathcal{A}, p||, ||\mathcal{B}, q||\}$
In general (Proof.\[p\] supersymmetry condition implies that for any pair proposition shows. There is another symmetry given by the swapping invariance condition as the following we also have that \(u\)\[i\] connected component (\(B\), \(q\)) if and only if
\[
\|L(B, q)\| \leq \|(\mathcal{A}, p)\|
\]
\[
\mathcal{A}_p(L(B_1, p)) \subseteq L(B, q) \text{ if } \|(B, q)\| \leq \|(\mathcal{A}, p)\|
\]
\[
L(B, q) \subseteq \mathcal{A}_p(L(B_1, p)) \text{ if } \|(\mathcal{A}, p)\| \leq \|(B, q)\|
\]

Note that we can also use the shorter notation \(\mathcal{A}_p(L(B_1, p)) = L(\mathcal{A}_O, p)\). We say that a connected component (\(B, q\)) of an inverse transducer \(B\) has the swapping inclusion property with respect to the pair \((p_1, p_2)\) if the condition of Proposition 7 holds for \(\mathcal{A} = B\), i.e. \(L(\mathcal{A}_O, p_1) \subseteq L(B, p_2)\). Furthermore, if \(B\) is invertible, we say that \((B, q)\) has the swapping invariant property with respect to the pair \((p_1, p_2)\) if the conditions of Proposition 8 hold: \(L(\mathcal{A}_O, p_1) = L(B, p_2)\), if in addition this condition holds for any pair \((p_1, p_2)\) of (\(B, q\)), then \((B, q)\) is named supersymmetric. Note that by Proposition 3, the supersymmetry condition implies that for any pair \(p_1, p_2\) of vertices \((B_1, p_1) \simeq (B_2, p_2)\). There is another symmetry given by the swapping invariance condition as the following proposition shows.

**Proposition 9.** Let \(B = (Q, A, \cdot, \circ)\) be an inverse transducer and let \((B, q)\) be a connected component which is swapping invariant with respect to \((p, p)\), then \((B_O, p) \simeq (B_I, p)\).

**Proof.** In general \((B_O, p)\) is not deterministic, so let \(\overline{B_O}\) be the inverse graph obtained from \(B_O\) applying all the possible foldings. We claim that
\[
L(B_O, p) = L(\overline{B_O}, p)
\]
Since \(L(B_O, p) \subseteq L(\overline{B_O}, p)\) holds, we just need to prove the other inclusion. Thus, let \(u \in L(B_O, p)\). A path \(p \rightarrow u\) in \(B_O\) lifts to a path \(p \rightarrow u'\) in \(\overline{B_O}\) with
\[
u' = u_1v_1u_2v_2\ldots v_{n-1}u_{n-1}v_n
\]
for some words \(v_i, u_i \in \tilde{A}\) with \(u = u_1u_2\ldots u_{n-1}\) and \(v_1 = v_2 = \ldots = v_{n-1} = 1\). Since \(B_I\) is an inverse graph, being \(B\) an inverse transducer, and \(u' \in L(\overline{B_O}, p) = L(B_I, p)\) we also have that \(u \in L(B_I, p) = L(B_O, p)\), whence the claim \(L(\overline{B_O}, p) \subseteq L(B_O, p)\). Since \(L(B_O, p) = L(\overline{B_O}, p)\), and by the minimality property of Proposition 3, we have that \((B_I, p) \simeq (B_O, p)\), whence no folding is performed. Thus, \((\overline{B_O}, p) = (B_O, p)\), and so the statement \((B_O, p) \simeq (B_I, p)\). \(\square\)

By Proposition 8 it is obvious that \((B, q)\) is swapping invariance with respect to \((p_1, p_2)\) if and only if \(\|(B, q)\| = \|(B_O, p)\|\), and \((B, q)\) is supersymmetric if and only if \(\|(B, q)\| = \|(B_O, p)\|\) for all the vertices \((p_1, p_2)\) of \((B, q)\). The notion of
supersymmetric component is related to finite groups defined by $RI$-transducers as we shall show. For this reason we define the symmetric powers $\mathcal{S}_j$ $j \geq 0$, of an $RI$-transducer $\mathcal{A}$ inductively by $\mathcal{S}_0 = (\partial \mathcal{A})^{-1}$, and $\mathcal{S}_i = \mathcal{S}_{i-1}^2$ for all $i > 0$. We have the following lemma.

**Lemma 3.** For any $j \geq 0$, $\mathcal{S}_j$ is bireversible if and only if $\mathcal{S}_{j+1}$ is bireversible. In particular, the product of a non-bireversible component $(\mathcal{S}_j, q)$ having two distinct edges $q \rightarrow_{a,b} p'$, $q' \rightarrow_{c,d} p'$ with any component $(\mathcal{S}_j, s)$ gives rise to a non-bireversible component $(\mathcal{S}_{j+1}, (q, s))$.

**Proof.** By Proposition 2 we just need to prove the “if” part. Thus, suppose that $\mathcal{S}_j$ is not bireversible, a contradiction. By Proposition 8 $(\mathcal{S}_j, q)$ is not bireversible, hence there are two edges $p \rightarrow_{a,b} p', q \rightarrow_{c,d} p'$ in $(\mathcal{S}_j, q)$, and consider any edge $s \rightarrow_{bi,d} s'$ in $(\mathcal{S}_j, s)$. Hence $(p, s) \rightarrow_{a,b} (p', s')$, $(t, s) \rightarrow_{c,d} (p', s')$ are two distinct edges in $(\mathcal{S}_{j+1}, (q, s))$, i.e. $\mathcal{S}_{j+1}$ is not bireversible, a contradiction.

The following proposition shows that for finite groups defined by $RI$-transducers the maximal connected components of the symmetric powers eventually become supersymmetric.

**Proposition 10.** Let $\mathcal{A}$ be an $RI$-transducer such that $G = G(\mathcal{A})$ is finite. With the above notation, there is an integer $n$ such that for all $i \geq n$ the maximal components of $\mathcal{S}_i$ are supersymmetric.

**Proof.** Since $\|\mathcal{S}_{j+1}\| \geq \|\mathcal{S}_j\|$, by Proposition 6 there is an integer $n$ such $\|\mathcal{S}_i\| = \|\mathcal{S}_n\|$ for all $i \geq n$. Thus for any maximal connected components $(\mathcal{S}_i, q)$ we get $\|\mathcal{S}_i, q\| = \|\mathcal{S}_n\|$ for all $i \geq n$. In particular for any pair $(p_1, p_2)$ of $(\mathcal{S}_i, q)$ we get:

$$\|\mathcal{S}_{i+1}, (p_1, p_2)\| = \|\mathcal{S}_i, p_1\|$$

Thus, by Proposition 8 $(\mathcal{S}_i, q)$ has the swapping invariant property with respect to the pair $(p_1, p_2)$, i.e. $(\mathcal{S}_i, q)$ is supersymmetric.

Using the previous results we obtain an alternative proof of the following corollary.

**Corollary 2.** [1, Corollary 22] Let $\mathcal{A}$ be an $RI$-transducer. If $\mathcal{A}$ is not bireversible, then $G(\mathcal{A})$ is infinite.

**Proof.** Suppose contrary to our claim that $G = G(\mathcal{A})$ is finite. Let $n$ be the integer of Proposition 10 such that for all $i \geq n$ the maximal connected components of $\mathcal{S}_i$ are supersymmetric. By Lemma 3 there is an integer $j \geq n$ and a maximal connected component $(\mathcal{S}_j, q)$ which is supersymmetric and not bireversible, hence there are two edges $p \rightarrow_{a,b} p', t \rightarrow_{c,d} p'$ in $(\mathcal{S}_j, q)$. By Proposition 9 $((\mathcal{S}_j)_I, p') \simeq ((\mathcal{S}_j)_O, p')$, i.e. $(\mathcal{S}_j)_O, p'$ is an inverse automaton. However, in $(\mathcal{S}_j)_O$ there are the two edges $p \rightarrow p', t \rightarrow p'$, a contradiction.
In this section we show some applications of the results obtained by the approach that we have developed in Section 4. We focus our attention to duals of transducers whose input automata are Cayley graphs, this class contains the Cayley machines, already studied from the spectral point of view in [11]. In the same flavor of [6] we consider “colorings” of the Cayley graph $C^+(G,A)$ of the finite group $G$ with set of generators $A$ into transducers. Since $C^+(G,A)$ is a reversible automaton all these colorings give rise to reversible transducers, hence by Proposition 5 the duals of these machines are all invertible, and so they all define a group. In this section we consider the following Cayley machines types of transducers.

• The (“usual”) Cayley machine $\mathcal{C}(G) = (G,G,\circ,\cdot)$ with transitions of the form $g \xrightarrow{x \cdot} gx$ for all $g,x \in G$.

• The palindrome Cayley machine $\mathcal{C}_p(G) = (G,G,\circ,\cdot)$ with transitions of the form $g \xrightarrow{x \cdot} gx$.

• The identity Cayley machine $\mathcal{C}_I(G) = (G,G,\circ,\cdot)$ with transitions of the form $g \xrightarrow{x} gx$ for all $g,x \in G$.

Note that $\mathcal{C}_p(G), \mathcal{C}_I(G)$ are bireversible. Let $G = F_G/H$, when dealing with the enriched dual to avoid confusion between inverses of $G$ and formal inverses of $G^{-1}$, we shall write words in $\tilde{G}^*$ using parenthesis. For instance, $(u^{-1})$ represents the element $u^{-1}$ of $G$, while $(u)^{-1}$ is the element of $G^{-1}$ which is the formal inverse of $u$. We denote by $e$ the identity of the group $G$. For a word $(u_1)^{e_1} \cdots (u_k)^{e_k} = u \in \tilde{G}^*$ with $e_1, \ldots, e_k \in \{1,-1\}$ we put $\hat{u} = u_1^{e_1} \cdots u_k^{e_k} \in G^*$. Note that the following holds

$$u \in \sigma^{-1}(H) \iff u \in L(\mathcal{C}(G)^-,g) \iff u \in L(C(G,G)) \iff \hat{u} = e \quad (4)$$

In [16, Theorem 4.1] the authors describe the groups defined by Cayley machines, in particular it is proven that the semigroups defined by these machines are free. The following theorem proves the analogous fact for the dual of these machines.

**Theorem 5.** For any non-trivial finite group $G$, then the semigroup $S(\partial \mathcal{C}(G))$ is free.

**Proof.** Let $S(\partial \mathcal{C}(G)) = G^*/R$ we claim $R$ is the identity relation. Indeed, assume by contradiction, that $R$ is not the identity relation. By [16, Lemma 2.7] we can assume that there is an element $(u,v) \in R$ with $|u| = |v|$ and $u \neq v$. Furthermore, we can assume that $|u|$ is minimal among all the pairs $(s,t) \in R$ with $|s| = |t|$. By Theorem 4 we are seeking for a maximal subset $R \subseteq G^* \times G^*$ of colliding pairs which is invariant for the action $G \wr G^*$ in $\mathcal{C}(G)$. Note that since the input-automaton of $\mathcal{C}(G)$ is the Cayley automaton of $G$ with generating set $G$, then for any colliding pair $(s,w)$ with $s = s_1 \cdots s_m$, $w = w_1 \cdots w_k$ we get

$$s_1 \cdots s_m = w_1 \cdots w_k \quad (5)$$
Since the set \( \mathcal{R} \) is invariant for the action \( G \curvearrowleft G^* \) and \( \mathcal{C}(G) \) is invertible, we have that \( \mathcal{R} \) is also invariant for the action \( (G)^{-1} \curvearrowleft G^* \) given by the inverse automaton \( \mathcal{C}(G)^{-1} = (G^{-1}, G, \circ, \cdot) \) with transitions \( (g)^{-1} \xrightarrow{y\cdot g^{-1}} (y)^{-1} \). Thus, in particular for the chosen pair \((u, v)\) with \( u = u_1 \ldots u_n, v = v_1 \ldots v_n \) and any \( g \in G \) the pair \((u', v')\) with
\[
v' = (g)^{-1} \cdot (v_1 \ldots v_n) = (g^{-1}v_1)(v_1^{-1}v_2)(v_2^{-1}v_3)\ldots(v_{n-1}^{-1}v_n)
\]
\[
u' = (g)^{-1} \cdot (u_1 \ldots u_n) = (g^{-1}u_1)(u_1^{-1}u_2)(u_2^{-1}u_3)\ldots(u_{n-1}^{-1}u_n)
\]
belongs to \( \mathcal{R} \). Hence, by \((5)\) we get \( g^{-1}v_n = g^{-1}u_n \), i.e. \( v_n = u_n \). Since \( \partial \mathcal{C}(G) \) is invertible, then \( S(\partial \mathcal{C}(G)) \) is a cancellative monoid, thus since \( u_1 \ldots u_n = v_1 \ldots v_n \) in \( S(\partial \mathcal{C}(G)) \), we get \( u' = u_1 \ldots u_{n-1} = v_1 \ldots v_{n-1} = v' \) in \( S(\partial \mathcal{C}(G)) \), i.e. \( (u', v') \in \mathcal{R} \) with \( |u'| \leq |u| \) and \( u' \neq v' \), a contradiction, whence \( \mathcal{R} \) is trivial.

We now make some consideration regarding the group \( G(\partial \mathcal{C}(G)) = F_G/N \). In this case we consider the automaton \( \mathcal{C}(G)^- = (A, G, \circ, \cdot) \), and by Theorem \( 2 \) we have to look for the maximal subset \( \mathcal{N} \subseteq \cap_{g \in G} L(\mathcal{C}(G)^-; g) \) which is stable for the action \( G \curvearrowleft G^* \). The set \( \mathcal{N} \) represents the set of relations for the group \( G(\partial \mathcal{C}(G)) \). By the previous Theorem \( 5 \) we immediately obtain the following corollary.

**Corollary 3.** *With the above notations \( \mathcal{N} \cap G^+ = \emptyset \).*

The natural question is if there are non-trivial relations involving necessarily elements from \( G^{-1} \). A word \( (u_1)e_1 \ldots (u_{2k}e_{2k}) \in G^* \) with \( e_1 = 1, e_{i+1} = -e_i \) for \( i = 1, \ldots, 2k - 1 \) is called *alternating*. We have the following lemma.

**Lemma 4.** *With the above notation, \( g \cdot (u_1)(u_2)^{-1} = 1 \) for any \( g \in G \). In particular, \( \overline{g} \cdot \overline{u} = 1 \) for any alternating word.*

**Proof.** In \( \mathcal{C}(G)^- \) a transition with its inverse is given by \( (gx^{-1}) \xrightarrow{x \cdot g} g, g^{(x)^{-1}(u)^{-1}}(gx^{-1}) \). Therefore, a simple computation yields to
\[
\overline{g} \cdot (u_1)(u_2)^{-1} = \overline{(gu_1)}(gu_1)^{-1} = 1
\]
The last statement is a consequence of this last fact.

Given a word \( u = (u_1)(u_2)\ldots(u_{2k-1})(u_{2k}) \in G^* \), we define the alternating map by \( \alpha(u) = (u_1)(u_2^{-1})^{-1} \ldots (u_{2k-1})^{-1}(u_{2k})^{-1} \). Note that \( \alpha(u) \) is reduced if \( u \) does not contain any factor \((u)(v)\)^{-1}. The following proposition shows that \( G(\partial \mathcal{C}(G)) \) is in general not free.

**Proposition 11.** *With the above notation, for any \( u \in \sigma^{-1}(H) \) with \( |u| \) even, we have \( \alpha(u) \in \mathcal{N} \).*

**Proof.** By \((4)\) \( \sigma^{-1}(H) = L(\mathcal{C}(G)^-, g) \) holds for all \( g \in G \) and the alternating map preserves this inclusion, i.e. \( \alpha(u) \in L(\mathcal{C}(G)^-, g) \) for any \( u \in \sigma^{-1}(H) \). Furthermore, if \( |u| \) is even, \( \alpha(u) \) is alternating. Hence, by Lemma \( 4 \), \( \overline{h} \cdot \alpha(u) = 1 \) for all \( h \in G^* \), i.e. \( \alpha(u) \in \mathcal{N} \).
For a word \( u \in \widetilde{G}^* \) we may write \([u]_c = \{ xy : g x = u \}\) for the set of all the words that can be obtained by a cyclic shift of \( u \). In the next proposition we provide a recursive way to build the relations \( \mathcal{N} \) that defines the group \( G(\mathcal{E}(G)) \). We shall use the two following subsets

\[ \mathcal{N}_{2k} = \mathcal{N} \cap \widetilde{G}^{2k}, \quad \mathcal{V}_{2k} = \{ v \in \widetilde{G}^{2k} : \forall g \in G, g \cdot v \in \mathcal{N}_{2k} \} \]

Note that given \( \mathcal{N}_{2k} \) it is possible to (algorithmically) compute \( \mathcal{V}_{2k} \) by

\[ \mathcal{V}_{2k} = \bigcap_{g \in G} \{ u \in \widetilde{G}^{2k} : g \cdot u \in \mathcal{N}_{2k} \} \]

Therefore, the previous equality and the following proposition provides a recursive way to compute the set \( \mathcal{N} \).

**Proposition 12.** With the above notation:

\[ \mathcal{N}_{2(k+1)} = \bigcup_{x,y \in G} \bigcup_{v \in \mathcal{V}_{2k}} \bigcup_{xy^{-1}v = e} [(x)(y)^{-1}v]_c \]

**Proof.** Let \( T_{2(k+1)} \) the right side of the equality. We show the inclusion \( \mathcal{N}_{2(k+1)} \supseteq T_{2(k+1)} \). It is enough to prove \((x)(y)^{-1}v \in \mathcal{N}_{2(k+1)}\) since by Theorem 2 relations are invariant under cyclic shifts. Since \( xy^{-1}v = e \), by (4) it is easy to see that

\[ (x)(y)^{-1}v \in L(\mathcal{E}(G)^{-}, g), \quad \forall g \in G \]

Moreover, by Lemma 4 for any \( g \in G \) we have:

\[ g \cdot (x)(y)^{-1}v = (gx)(gx)^{-1} (gxy^{-1}) \cdot v \in \mathcal{N}_{2(k+1)} \]

since by definition \((gx)(gx)^{-1} \in \mathcal{N}_2\), \((gxy^{-1}) \cdot v \in \mathcal{N}_{2k}\) and \( \mathcal{N} \) is closed for the concatenation of words. Hence, \((x)(y)^{-1}v \in \mathcal{N}_{2(k+1)}\).

Conversely, consider a relation \( u \in \mathcal{N}_{2(k+1)} \) by Corollary 3 \( u \) contains a positive \((G)\) and a negative \((G^{-1})\) occurrence of \( G \), i.e. \( u = w(r)w'(s)^{-1}w'' \). Thus, after applying a suitable cyclic shift we can assume \( u' = (x)(y)^{-1}v \in \mathcal{N}_{2(k+1)} \) for some \( v \in \widetilde{G}^{2k} \). Hence, if we prove \( u' \in T_{2(k+1)} \), then since \( T_{2(k+1)} \) is closed by cyclic shifts, we also have \( u \in T_{2(k+1)} \). By (4) we clearly have \( xy^{-1}v = e \). Furthermore, by Lemma 4 \((gx)(gx)^{-1} (gxy^{-1}) \cdot v = g \cdot (x)(y)^{-1}v \in \mathcal{N}_{2(k+1)}\). Hence, taking \( h = gxy^{-1} \) we have \( h \cdot v \in \mathcal{N}_{2k} \) for all \( h \in G \), whence \( v \in \mathcal{V}_{2k} \) and so \( u' = (x)(y)^{-1}v \in T_{2(k+1)} \). \( \square \)

We now pass to study the last two cases starting from the palindrome Cayley machine. The name comes from the notion of palindrome, these are words which are equal to their mirror images. Given a subset \( L \subseteq \widetilde{G}^* \), its mirror \( L^R \) is the set of words \( u = u_1 \ldots u_n \in \widetilde{G}^* \) whose mirrors \( u^R = u_n \ldots u_1 \in L \). Note that the mirror of a reduced word is still reduced. Therefore, if \( N \subseteq F_G \), the set \( N^R = \sigma \((\sigma^{-1}(N)^R)\) is still a subgroup, and in case \( N \) is normal, \( N^R \) is also normal. Note that \( \mathfrak{p} \in N \cap N^R \) if and
only if $\pi^R \in N$. Consider the group $G = F_G/H$, the associated palindromic group is the group

$$G^{(p)} = F_G/(H \cap H^R)$$

Note that this group gives an index of the degree of “palindromicity” of $H$. Indeed, in case $H^R = H$, we get $G = G^{(p)}$, while in the other extreme case $H \cap H^R = \{e\}$ we get $G^{(p)} = F_G$ is free.

**Proposition 13.** With the above notation $K = G((Dp(G))) \simeq G^{(p)}$. Moreover, for any element $u \in G$ $\text{Stab}_K(u) = H/(H \cap H^R)$, and for $u \in G^{22}$, $\text{Stab}_K(u) = \{1\}$.

**Proof.** Let $K = F_G/N$, by Theorem 2 $N = \overline{N}$, where

$$\overline{N} \subseteq \bigcap_{g \in G} L(\mathcal{C}_p(G)^-, g)$$

is the maximal subset invariant for the action $G \curvearrowright \overline{G}$. By (4) we have $L(\mathcal{C}_p(G)^-, g) = \sigma^{-1}(H)$. We claim that $N = H \cap H^R$. Let $u = (u_1)^{e_1} \cdots (u_n)^{e_n}$ for some $e_1, \ldots, e_n \in \{1, -1\}$ such that $u = \pi \in H \cap H^R$. Hence for any $g \in G$ we get

$$g \cdot u = g \cdot ((u_1)^{e_1} \cdots (u_n)^{e_n}) = (u_1^{-1})^{e_1} \cdots (u_n^{-1})^{e_n} \in H \cap H^R$$

since $(u_1^{-1})^{e_1} \cdots (u_n^{-1})^{e_n} \in H$ and $(g \cdot u)^R = (u_1^{-1})^{e_1} \cdots (u_n^{-1})^{e_n} \in H$ by the fact that $(u^R)^{-1} = (u_1)^{-e_1} \cdots (u_n)^{-e_n} \in H$ and $(u)^{-1} = (u_1)^{-e_1} \cdots (u_n)^{-e_n} \in H$, respectively. Moreover, assume $\sigma^{-1}(H \cap H^R) \subseteq N$ and let $u \in \overline{N} \setminus \sigma^{-1}(H \cap H^R)$ with $u = \pi$. Thus $u \in H$, and for any $g \in G$ $\sigma(g \cdot u) = (u_1^{-1})^{e_1} \cdots (u_n^{-1})^{e_n} \in H$, hence $(u_1^{-1})^{e_1} \cdots (u_n^{-1})^{e_n} \in H$, which implies $u^R = (u_1)^{e_1} \cdots (u_n)^{e_n} \in H$, i.e. $u \in H \cap H^R$.

Let $\pi : F_G \to G^p = F_G/(H \cap H^R)$ be the canonical map, and put $D_m = (\mathcal{C}_p(G)^-)_{\overline{I}}$. Note that for $m = 1$ and for all $g \in G$, $\sigma(L(D_1, g)) = H$, while it is not difficult to check that for $m \geq 2$ and for all $g \in G^m$ we have $\sigma(L(D_m, g)) \subseteq H \cap H^R$. Hence, by Theorem 3, for any $g \in G$ we get

$$\text{Stab}_K(g) = \pi(\sigma(L(\text{Sch}(\text{Stab}_K(g), G), \text{Stab}_K(g)))) = \pi(\sigma(L(D_1, g))) = H/(H \cap H^R)$$

while for any $g \in G^m$ with $m \geq 2$ we get

$$\text{Stab}_K(g) = \pi(\sigma(L(\text{Sch}(\text{Stab}_K(g), G), \text{Stab}_K(g)))) = \pi(\sigma(L(D_m, g))) = \{1\}$$

We have the following immediate corollary of the previous proposition.

**Corollary 4.** For a palindromic group $G = G^{(p)}$, $G \simeq G((Dp(G)))$. Moreover, for any element $u \in G^* \sqcup G^\omega$, $\text{Stab}_G(u)$ is trivial.

The following propositions shows that for any finite group $G$ there is a transducer defining $G$ and having all trivial stabilizers.
Proposition 14. For any finite group $G$, $K = G(\partial \mathcal{E}_1(G)) \simeq G$. Moreover, for any element $g \in G^*$, $\text{Stab}_K(g)$ is trivial.

Proof. Let $G = F_G/H$. The proof follows the same line of the proof of Proposition 13. In this case the action $\sigma_g \in \text{Stab}_G(g)$ trivially on some neighborhood of $x \in \partial G$. An element $g \in G$, from which it follows that $G(\partial \mathcal{E}_1(G)) \simeq F_G/H$. An element $g \in G$ acts on a topological space $X$, a singular point is a point such that $\text{Stab}_G(x) = 1$, where $\text{Stab}_G(x)$ denotes the subgroup of elements acting trivially on some neighborhood of $x$.

In Section 6 we have seen some examples of groups having trivial stabilizers in the boundary. All these examples are finite. An element $g \in G$ acts on the boundary of the associated rooted tree. More precisely we deal with the existence of finite Schreier graphs on the boundary whose dimension is upper bounded by a certain integer passed in the input. Our approach strongly uses the machinery developed in the previous sections.

7 Dynamics on the boundary

In this section we are interested in the dynamic of a group defined by a transducer acting on the boundary of the associated rooted tree. More precisely we deal with the problem of determine the algebraic properties of a group acting on the boundary having all trivial stabilizers. In the second part we deal with the existence of finite Schreier graphs on the boundary, and we finally give an algorithm to solve the problem of finding finite Schreier graphs on the boundary whose dimension is upper bounded by a certain integer.

7.1 Stabilizers on the boundary

In [9] Grigorchuk and Savchuk noticed that in all known essentially free actions of not virtually abelian groups generated by finite automata there is at least one singular point. Recall that if a group $G$ acts on a topological space $X$, a singular point is a point such that $\text{Stab}_G(x) \neq \text{Stab}^0_G(x)$, where $\text{Stab}^0_G(x)$ denotes the subgroup of elements acting trivially on some neighborhood of $x$.

In Section 6 we have seen some examples of groups having trivial stabilizers in the boundary. However, all these examples are finite.

An element $\xi \in A^\omega$ is called periodic if $\xi = w^\omega$ for some $w \in A^*$. We may denote the set of periodic points as $A^\omega_p$. Periodic points play an important role in this context, as the following proposition shows.

Proposition 15. Let $\mathcal{A} = (Q, A, \cdot, \circ)$ be an invertible transducer, and let $G = \mathcal{G}(\mathcal{A})$. Then, for any $\underline{u} \in A^\omega$, $\text{Stab}_G(\underline{u}) = \{1\}$ if and only if $\text{Stab}_G(\underline{u})$ for all $\underline{v} \in A^\omega_p$.

Proof. Let $\pi : \tilde{A}^\ast \rightarrow G$ be the canonical map. The “only if” part is trivial, so let us prove the “if” part. Assume that there is an element $\underline{u} \in A^\omega$ such that $\text{Stab}_G(\underline{u})$ is non-trivial, and let $g \in \text{Stab}_G(\underline{u})$ with $g \neq 1$ represented by an element $q_1 \cdots q_k \in \tilde{Q}^\ast$. Thus, for any $n > 0$ we have

\[
(q_1 \cdots q_k) \circ \underline{u}[n] = \underline{u}[n] \\
(q_1 \cdots q_k) : \underline{u}[n] = \underline{v}_n
\]
for some $v_n \in \tilde{Q}^k$. Suppose that for some $m$, $\pi(v_m) = 1$, hence it is straightforward to check

$$(q_1 \ldots q_k) \circ \underline{u}^{|m|} = \underline{u}^{|m|}$$

whence $g \in \text{Stab}_G(\langle \underline{u}^{|m|} \rangle)$, and the statement holds. Therefore, we can assume $\pi(v_m) \neq 1$ for all $m > 0$. By the finiteness of $\tilde{Q}^k$, and since $\{v_i\}_{i>0}$ is infinite, there are two indices $j_1, j_2$ such that $v_{j_1} = v_{j_2}$. It is straightforward to check that

$$v_{j_1} \circ \underline{u}[j_1 + 1, j_2]^\omega = \underline{u}[j_1 + 1, j_2]^\omega$$

Since $\pi(v_{j_1}) \neq 1$, we get $\pi(v_{j_1}) \in \text{Stab}_G(\langle \underline{u}[j_1 + 1, j_2]^\omega \rangle) \neq \{1\}$. $\square$

We recall that an element $a$ of a semigroup is of finite order if the *monogenic* subsemigroup $\langle a \rangle$ generated by $a$ is finite. In this case there are two integers $k, p$, the *index* and the *period*, respectively, such that $a^{k+p} = a^k$. The set of elements of finite order is denoted by $\text{Tor}(S)$, and $S$ is *torsion-free* if this set is empty. In case we consider the semigroup $S(A')$ generated by the transducer $A' = (Q, A, \cdot, \circ)$, if $\pi : Q^* \to S(A')$ denotes the canonical map, with a slight abuse of notation we say $q \in Q^*$ is an element of $\text{Tor}(S(A'))$ whenever $\pi(q) \in \text{Tor}(S(A'))$. We have the following lemma.

**Lemma 5.** Let $A' = (Q, A, \cdot, \circ)$ be a (non necessarily invertible) reversible transducer, and let $q \in Q^k$ such that $q \in \text{Tor}(S(A'))$. Put $A^k = (Q^k, A, \cdot, \circ)$, and let $n$ be the cardinality of the transition monoid (which is a group) of $(Q^k, A, \cdot)$. If $m, p$ are the index and the period of $\pi(q)$, then there is an integer $0 < \ell \leq n^{m+p-1}$ such that $q^\ell \cdot u^\ell = q^\omega$.

**Proof.** By Proposition 2 $A^k$ is reversible, hence the transition monoid $(Q^k, A, \cdot)$ is a group and we clearly have $q \cdot u^n = q$. Throughout the proof we will use the following fact which can be easily proved: if $q \cdot v = q$, then for any integer $i$ we have $(q \circ v)^i = q \circ v^i$. By definition of index and period we get that for all $j \geq 1$ and $0 \leq r < p$ we have

$$q^{m+jp+r} \circ v = q^{n+r} \circ v, \ \forall v \in A^*$$

(6)

We claim that there is an integer $\ell \leq n^{m+p-1}$ such that for all $0 \leq i \leq m + p - 1$ we have:

$$q \cdot (q^i \circ (u^i)) = q$$

(7)

Since (7) holds for $i = 0$, with $\ell = n$, let $s$ be the maximum integer with $0 \leq s \leq m + p - 1$ satisfying (7) with $\ell_s \leq n^s$. Assume, contrary to the claim, that $s < m + p - 1$. Therefore, $q \cdot (q^{s+1} \circ (u^s)) \neq q$, but since $A^k$ is reversible, we get $q \cdot (q^{s+1} \circ (u^s))^n = q$. By the previous remark, from $q \cdot (q^s \circ (u^s)) = q$ we get $(q^{s+1} \circ (u^s))^n = q \circ (q^s \circ (u^s))^n$. Hence, $q \cdot (q^{s+1} \circ (u^s))^n = q$, and using an induction, by (7) and the same remark we can move the $n$-th power to the exponent of $u$, whence $(q^i \circ (u^i))^n = q \circ (q^{i-1} \circ (u^i))^n$ holds for all $0 \leq i \leq s$. In particular for $i = s$ we get

$$(q^{s+1} \circ (u^s))^n = q \circ (q^s \circ (u^s))^n = q^{s+1} \circ (u^{sn})$$
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Taking $\ell = \ell \cdot n \leq n^{s+1}$, we have that (7) holds for $s + 1$, a contradiction. We claim that $q^{m+jp} \cdot u^\ell = q^{m+jp}$ holds for all $j \geq 1$. By (7), the induction base $q^{m+p} \cdot u^\ell = q^{m+p}$ clearly holds. Hence, assume the claim true for $j > 1$, then we get

$$q^{m+(j-1)p} = q^{m+(j-1)p} \cdot u^\ell = \left(q^{(j-1)p} \cdot (q^m \circ u^\ell)\right) q^m$$

whence, from this equation, (6) and $q^{m+p} \cdot u^\ell = q^{m+p}$ we obtain:

$$q^{m+jp} \cdot u^\ell = \left(q^{(j-1)p} \cdot \left(q^{m+p} \circ u^\ell\right)\right) \left(q^{m+p} \cdot u^\ell\right) = \left(q^{(j-1)p} \cdot \left(q^m \circ u^\ell\right)\right) q^{m+p}$$

$$= \left(q^{(j-1)p} \cdot \left(q^m \circ u^\ell\right) q^m\right) q^p = \left(q^{m+(j-1)p}\right) q^p = q^{m+jp}$$

from which it follows the statement of the lemma $q^\omega \cdot u^\ell = q^\omega$. 

The following celebrated result is due to Zelmanov [21, 22].

**Theorem 6.** Any finitely generated residually finite group with bounded torsion is finite.

The following theorem relates torsion elements of the semigroup defined by the enriched dual of an invertible transducer with the stabilizers of periodic elements in the boundary.

**Theorem 7.** Let $\mathcal{A} = (Q, A, \cdot, \circ)$ be an invertible transducer such that $G = \mathcal{G}(\mathcal{A})$ is not finite. Then for any $u \in A^*$ with $u \in Tor(S((\partial\mathcal{A})^-))$ we have $\text{Stab}_G(u^\omega) \neq \{1\}$.

**Proof.** Assume by contradiction that there is some $u \in Tor(S((\partial\mathcal{A})^-))$ with $u \in A^k$ such that $\text{Stab}_G(u^\omega) = \{1\}$. Let $\pi : A^* \to S((\partial\mathcal{A})^-)$ be the canonical map, and let $m, p$ be the index and the period of the element $\pi(u)$, respectively, and let $n$ be the order of the transition monoid (which is a group) of $((\partial\mathcal{A})^-)_T^k$. We claim that $G$ is a torsion group and that the order of the elements is bounded by $n^{m+p-1}$. Thus, let $\psi : \tilde{Q}^* \to G$ be the canonical map, take any $g \in G$ and $q \in \tilde{Q}^*$ such that $\psi(q) = g$. By Lemma 5 applied to $(\partial\mathcal{A})^-$, we get that there is an integer $\ell \leq n^{m+p-1}$ such that $u^\omega \circ q^\ell = u^\omega$. Hence, $q^\ell \in \text{Stab}_G(u^\omega) = \{1\}$, i.e. the claim $q^\ell = 1$ with $\ell \leq n^{m+p-1}$. Therefore by Theorem 6, being $G$ residually finite, $G$ must be finite, a contradiction. 

In particular, looking for examples of groups defined by automata with trivial stabilizers in the boundary is restricted to transducers whose enriched dual generates a torsion-free semigroup. We record this fact in the following corollary.

**Corollary 5.** Let $\mathcal{A} = (Q, A, \cdot, \circ)$ be an invertible transducer such that $G = \mathcal{G}(\mathcal{A})$ is not finite, and $\text{Stab}_G(u^\omega) = \{1\}$ for all $u \in A^*$, then $S((\partial\mathcal{A})^-)$ is torsion-free.
7.2 Finite Schreier graphs

We now consider the study the existence of finite Schreier graphs in the boundary. We need first a lemma which is a consequence of the results proved in Section 5, for this reason we stick to the notation introduced in that section.

**Lemma 6.** Let $B = (Q, \tilde{A}, \cdot, \circ)$ be an inverse transducer which has the swapping inclusion property with respect to the pair $(p_1, p_2)$. Then, there is a sequence $q_0, \ldots, q_m$ of distinct vertices of $(B, p_1)$ such that:

$$L(B, q_i) \subseteq L(B, q_{i+1})$$

for $i = 0, \ldots, m - 1$, and $L(B, q_m) \subseteq L(B, q_0)$.

**Proof.** Let $p_1 h_1 h_2 \to p_2$ be a path in $(B, p_1)$ connecting $p_1$ with $p_2$ for some $h_1 \in \tilde{A}^*$. Put $h_2 = h'_1$, and let $p_3$ be the vertex such that $p_2 h_1 h'_2 \to p_3$ is a path in $(B, p_1)$. We claim that $L(B, p_1) \subseteq L(B, p_2)$, and so using the fact that $B$ is inverse we get $v' \in L(B, p_3)$, and this prove the claim $L(B, p_1) \subseteq L(B, p_3)$. Continuing in this way we can find a sequence $p_1, p_2, \ldots, p_k, \ldots$ of vertices of $(B, p_1)$ such that $L(B, q_i) \subseteq L(B, q_{i+1})$ for all $i \geq 0$. Since $(B, p_1)$ is finite, let $j, m + 1$ be the integers such that $p_j = p_{j+m+1}$, the statement is satisfied considering the sequence $q_0 = p_j, q_2 = p_{j+1}, \ldots, q_m = p_{j+m}$. 

Henceforth we use the notation $H_\omega = \text{Stab}_G(\omega)$ for any $\omega \in A^\omega$. We have the following sufficient conditions to have finite Schreier graphs for a periodic point in the boundary.

**Proposition 16.** Let $\mathcal{A} = (Q, A, \cdot, \circ)$ be an invertible transducer, and let $\mathcal{C} = (\partial \mathcal{A})^- = (A, \bar{Q}, \circ, \cdot)$. If a connected component $(\mathcal{C}^k, p)$ has the swapping inclusion property, then there is a periodic point $\omega \in A^\omega$ such that $\text{Sch}((H_\omega, A), H_\omega)$ is finite.

**Proof.** Let $B = \mathcal{C}^k$, and let $q_0, \ldots, q_m$ be the vertices of $(B, p)$ as in Lemma 6. Put $w = q_0 \ldots q_m$, and consider $v = w^\omega$, we claim that $\text{Sch}((H_\omega, A), H_\omega)$ is finite. We prove by induction that for any $j \geq 0$ the following inclusion holds:

$$B_{q_j \ldots q_0} (L(B^{j+1}, (q_0, \ldots, q_j))) \subseteq L(B, q_{(j+1) \mod m}) \tag{8}$$

Note that by Proposition 7, the previous statement is equivalent to

$$L(B^{j+2}, (q_0, \ldots, q_{j+1})) = L(B^{j+1}, (q_0, \ldots, q_j)) \tag{9}$$

Since $B_{q_0} (L(B, q_0)) \subseteq L(B, q_1)$, the base case is satisfied. Thus, suppose the claim true for $j$ and let us prove it for $j + 1$. Thus, by (8) and (9) we get the following inclusions:

$$B_{q_{j+1}q_j \ldots q_0} (L(B^{j+2}, (q_0, \ldots, q_{j+1}))) = B_{q_{j+1}q_j \ldots q_0} (L(B^{j+1}, (q_0, \ldots, q_j))) \subseteq B_{q_{j+1}} (L(B, q_{(j+1) \mod m})) = L(B, q_{(j+1) \mod m}) \subseteq L(B, q_{(j+2) \mod m})$$
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hence (8) holds for \( j + 1 \). By (9) we have \( L(\mathcal{B}^\infty, w^\omega) = L(\mathcal{B}, q_0) \), whence by Theorem 3 \( (\mathcal{B}^\infty, w^\omega) \cong \text{Sch}(H_{\mathcal{B}}, A) \) is finite.

To have a result which also holds in the other direction we need to look at points in the boundary that generalize the notion of periodic points. We recall that a point \( w \in A^\omega \) is called almost periodic (sometimes called also pre-periodic) if there is \( x, y \in A^+ \) such that \( w = xy^\omega \). With this notion we characterize the case when we have a finite Schreier graph in the boundary. First we need to introduce a growth function. Let \( \mathcal{A} = (Q, A, \cdot, \circ) \) be an invertible transducer, we consider the following components growth function defined by

\[
\chi_{\mathcal{A}}(n) = \min\{\| (\partial \mathcal{A})^m \| : q \in A^n \}
\]

Note that \( \chi_{\mathcal{A}}(n) \) is monotonically increasing, and by simple computation shows that \( \chi_{\mathcal{A}}(n) \leq \| \partial \mathcal{A} \|^n \) holds.

**Theorem 8.** Let \( \mathcal{A} = (Q, A, \cdot, \circ) \) be an invertible transducer, and let \( m \geq 1 \) be an integer. Then, the following are equivalent

i) There exists \( v \in A^\omega \) such that \( \| \text{Sch}(H_{\mathcal{B}}, A), H_{\mathcal{B}} \| = \chi_{\mathcal{A}}(m) \), and we have that \( \text{Sch}(H_{\mathcal{B}}, A), H_{\mathcal{B}} \) is the smallest Schreier graph among the ones in the boundary;

ii) There exists \( v \in A^\omega \) such that \( \| \text{Sch}(H_{\mathcal{B}}, A), H_{\mathcal{B}} \| \leq \chi_{\mathcal{A}}(m) \);

iii) There exists an almost periodic element \( v = xy^\omega \) such that \( |x| + |y| \leq m + (|A|\|\partial \mathcal{A}\| |m| |A|)^2 \) and \( \| \text{Sch}(H_{\mathcal{B}}, A), H_{\mathcal{B}} \| \leq \chi_{\mathcal{A}}(m) \);

iv) \( \chi_{\mathcal{A}}(m) = \chi_{\mathcal{A}}(m + i) \) for all \( i \leq (|A|\|\partial \mathcal{A}\| |m| |A|)^2 \);

v) \( \chi_{\mathcal{A}}(m) = \chi_{\mathcal{A}}(m + i) \) for all \( i \geq 0 \).

**Proof.** i) \( \Leftrightarrow \) ii) is a consequence of the definitions.

ii) \( \Rightarrow \) v) Suppose that \( \lim_{m \to \infty} \chi_{\mathcal{A}}(m + i) = \infty \), hence by Theorem 3 all the Schreier graph are infinite, i.e. \( \| \text{Sch}(H_{\mathcal{B}}, A), H_{\mathcal{B}} \| = \infty \) for all \( \mathcal{B} \in A^\omega \).

v) \( \Rightarrow \) iv) Put \( \mathcal{B} = (\partial \mathcal{A})^- \). Condition iv) implies that there is a connected component \( (\mathcal{B}^m, (q_1, \ldots, q_m)) \) of cardinality \( \chi_{\mathcal{A}}(m) \) and a finite sequence \( q_{m+i} \) for \( 0 \leq i \leq (|A|\|\partial \mathcal{A}\| |m| |A|)^2 \) of vertices of \( \mathcal{B} \) such that for all \( 0 \leq i \leq (|A|\|\partial \mathcal{A}\| |m| |A|)^2 \)

\[
\| (\mathcal{B}^m, q_1 \ldots q_{m+i}) \| = \chi_{\mathcal{A}}(m)
\]

Hence, by Proposition 7 and Proposition 3 this sequence of transducers have all isomorphic input automata, i.e. for all \( 0 \leq i \leq (|A|\|\partial \mathcal{A}\| |m| |A|)^2 - 1 \) we have

\[
((\mathcal{B}^m, q_1 \ldots q_{m+i}), (\mathcal{B}^m, q_1 \ldots q_{m+i+1}) \cong ((\mathcal{B}^{m+i}, q_1 \ldots q_{m+i+1})\]

\[
(10)
\]

Now, if we see \( (\mathcal{B}^m, q_1 \ldots q_{m+i}) \) with \( 0 \leq i \leq (|A|\|\partial \mathcal{A}\| |m| |A|)^2 \), as inverse transducers, or equivalently as \( \mathcal{A} \times \mathcal{A} \)-automata, by (10) and a straightforward computation
it is easy to check that there are at most \( |A| |\partial \mathcal{A}|^{|m|} |A|^2 \) possible inverse transducers with \( \| (B^m, q_1 \ldots q_m) \| \) states. Therefore, there are two integers \( k, p \) with \( k + p \leq (|A| |\partial \mathcal{A}|^{|m|} |A|^2) \) such that the following isomorphism (as \( \bar{A} \times \bar{A} \)-automata)

\[
(B^{m+k}, q_1 \ldots q_{m+k}) \cong (B^{m+k+p}, q_1 \ldots q_{m+k+p})
\]

holds. Consider the words \( x = q_1 \ldots q_{m+k}, \ y = q_{m+k+1} \ldots q_{m+k+p} \), and the almost periodic point \( v = xy^\omega \). Hence, we clearly have

\[
|x| + |y| \leq m + (|A| |\partial \mathcal{A}|^{|m|} |A|^2)
\]

and we claim that \( \| \text{Sch}((H_v, A), H_v) \| \leq \chi_{\mathcal{A}}(m) \) holds. Since (11) holds, then it is not difficult to check that

\[
(B^{m+k+p}, xy) \cong (B^{m+k+p}, xy^t)
\]

holds for any \( t \geq 1 \). Therefore, by (10) we get \( (B^\infty, xy^\omega) \cong (B^{m+k}, x) \), whence by Theorem 3

\[
((B^{m+k}), x) \cong (B^\infty, xy^\omega) \cong \text{Sch}((H_v, A), H_v)
\]

is a finite Schreier graph with \( \| \text{Sch}((H_v, A), H_v) \| = \| ((B^{m+k}), x) \| = \chi_{\mathcal{A}}(m) \), and this concludes the proof of the implication.

\( \text{iii) } \Rightarrow \text{ ii).} \) Trivial.

Put \( c = |\partial \mathcal{A}| \) and let us define the following function:

\[
\zeta_{\mathcal{A}}(n) = \max \left\{ y : n \geq |A| |A|^2 \left( \frac{c |A|^2 (y+1) - c |A|^2}{c |A|^2 - 1} \right) - \frac{y(y+1)}{2} \right\}
\]

It is easy to check that \( \zeta_{\mathcal{A}}(n) \) is also monotonically increasing, and a rough lower bound for this function is given by

\[
\zeta_{\mathcal{A}}(n) \geq \frac{1}{|A|^2} \log_c \left( \frac{(c |A|^2 - 1)n}{|A| |A|^\sigma} \right) - 1
\]

From the previous theorem we obtain the following gap result.

**Corollary 6.** Given an invertible transducer \( \mathcal{A} \), then either \( \chi_{\mathcal{A}}(n) \) stabilizes for a certain integer \( m \), i.e. \( \chi_{\mathcal{A}}(m+i) = \chi_{\mathcal{A}}(i) \) for all \( i \geq 0 \), or \( \chi_{\mathcal{A}}(n) \) is not upper bounded and \( \chi_{\mathcal{A}}(n) \geq \zeta_{\mathcal{A}}(n) \). In particular, if there is a Schreier graph \( \| \text{Sch}((H_v, A), H_v) \| < \zeta_{\mathcal{A}}(m) \) for some \( v \in A^m \), then there is an almost periodic point \( u \in A^\omega \) such that \( \| \text{Sch}((H_u, A), H_u) \| \leq \chi_{\mathcal{A}}(m) \).

**Proof.** By Theorem 8, in case \( \chi_{\mathcal{A}}(n) \) is not upper bounded, then for any \( m \) we have

\[
\chi_{\mathcal{A}} \left( m + (|A| |\partial \mathcal{A}|^{m} |A|^2 - 1) \right) > \chi_{\mathcal{A}}(m)
\]
Thus, for a fixed integer $n$, $\chi_\mathcal{A}(n)$ is greater or equal to the greatest integer $y$ such that the following inequality
\[
n \geq \sum_{j=1}^{y} \left( |A|^2 c |A|^2 j - 1 \right) = |A|^2 \left( \frac{c |A|^2 (y+1) - c |A|^2}{c |A|^2 - 1} \right) - \frac{y(y+1)}{2}
\]
holds, whence $\chi_\mathcal{A}(n) \geq \zeta_\mathcal{A}(n)$. The last statement is a consequence of the previous results and Theorem 3.

Another consequence of the previous theorem is the following decidability result.

**Corollary 7.** Given an invertible transducer $\mathcal{A}$, the following algorithmic question is decidable:

- “Input”: An integer $\ell$.
- “Output”: Is there a Schreier graph $\text{Sch}((H_{v, A}, H_{v})$ for some element $v \in A^\omega$ in the boundary with $\|\text{Sch}((H_{v, A}, H_{v})\| \leq \ell$?

**Proof.** Let $t$ be the smallest integer such that $\zeta_\mathcal{A}(t) > \ell$. Note that this integer is clearly computable. Furthermore, by Theorem 8 checking if there is a Schreier graph $\text{Sch}((H_{v, A}, H_{v})$ for some element $v \in A^\omega$ in the boundary with $\|\text{Sch}((H_{v, A}, H_{v})\| \leq \ell$ is equivalent to check if there is an integer $1 \leq j \leq t$ for which condition $iv)$ holds and such that $\chi_\mathcal{A}(j) \leq \ell$. This is clearly a decidable task. Moreover, if such integer does not exist, then by Corollary 6 we have $\chi_\mathcal{A}(j) \geq \zeta_\mathcal{A}(j) > \ell$ for all $j > t$, hence by $i)$ of Theorem 8 the smallest Schreier graph in the boundary is strictly greater than $\ell$.
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