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Abstract

Convolutional Neural Networks (CNNs) are well established models capable of achieving state-of-the-art classification accuracy for various computer vision tasks. However, they are becoming increasingly larger, using millions of parameters, while they are restricted to handling images of fixed size. In this paper, a quantization-based approach, inspired from the well-known Bag-of-Features model, is proposed to overcome these limitations. The proposed approach, called Convolutional BoF (CBoF), uses RBF neurons to quantize the information extracted from the convolutional layers and it is able to natively classify images of various sizes as well as to significantly reduce the number of parameters in the network. In contrast to other global pooling operators and CNN compression techniques the proposed method utilizes a trainable pooling layer that is end-to-end differentiable, allowing the network to be trained using regular back-propagation and to achieve greater distribution shift invariance than competitive methods. The ability of the proposed method to reduce the parameters of the network and increase the classification accuracy over other state-of-the-art techniques is demonstrated using three image datasets.

1. Introduction

Deep Convolutional Neural Networks (CNNs) are powerful well-known models used for various computer vision tasks, ranging from image classification [24], to visual question answering [18]. Their great success in difficult large-scale recognition problems, such as classifying the images of the ImageNet dataset [24], established them as the model of choice for the aforementioned tasks, displacing other models that were previously used, such as the Bag-of-Features (BoF) model, also known as the Bag-of-Visual-Words (BoVW) model [12].

CNNs are composed of a feature extraction layer followed by a fully connected layer that acts as a classifier. The feature extraction layer is further composed of a series of convolutional layers and pooling layers. Many different combinations of convolution and pooling operators have been proposed [8, 7, 13, 26]. The feature maps extracted from the last convolutional/pooling layer are flatten into a vector which is subsequently fed to the fully connected layer. Regardless the details of the used architecture, all the CNNs share the same fundamental principle: the parameters of the feature extraction layer are not fixed, but they are learned using back-propagation, just as any other parameter of the network.

Despite their great success, most of the proposed CNN formulations are unable to handle arbitrary sized images, as they operate on a fixed input size, restricting the CNN into accepting images of a specific size and leading to a constant cost for feed-forwarding the network (the number of floating point operations (FLOPs) needed to feed-forward the network depends on the size of the input image). This is because the dimensionality of the (flattened) output of the feature extraction layer depends on the size of the input image. Therefore, an already trained CNN cannot be directly deployed in a lower computational resource scenario, i.e., an embedded real-time system on a drone or a mobile device, or adapt to the available computational resources, without completely replacing the fully connected layer and retraining it. Furthermore, flattening the extracted feature maps leads to tremendously large fully connected layers. For example, for the VGG-16 network [26], 90% of the network’s parameters are needed for just three fully connected layers, while only 10% of the parameters are actually spent on its 13 convolutional layers used for the feature extraction. The reason for this is the large number of the extracted feature maps (512 feature maps of size 7x7).

There were some attempts to overcome the aforementioned limitations by using global pooling operators that ensure that the output of the feature extraction layer has fixed length [7, 21]. Even though these global pooling operators can be used to provide scale invariance and allow the network to operate with arbitrary sized images, it was experimentally established (Section 4) that the accuracy of the network is reduced when the input image size is altered.
This is because the scale invariance is not provided by learning a scale-invariant pooling layer, but by learning scale-invariant filters that are then pooled together. However, as it is demonstrated in this work, learning both the pooling layer and the convolutional layers can provide significantly better scale-invariance, while reducing the size of the resulting network. Note that compression techniques, such as [5, 6, 29], can be also used to reduce the size of CNNs, however they are not capable of dealing with arbitrary sized images.

In this work, a BoF-inspired layer, that acts as a trainable quantization-based pooling layer, is used between the feature extraction layer and the fully connected layer to resolve these problems. It worths mentioning that the BoF model was originally designed to tackle similar problems, i.e., to deal with a variable number of feature vectors and provide scale and position invariance, that arose when handcrafted feature extractors were used. To understand this, consider the pipeline of the BoF model: First, a number of feature vectors are extracted from an image using a handcrafted feature extractor, such as SIFT [17], HoG [4], or LBP [20]. The number of feature vectors might vary according to the type of feature extraction and the size of each image. Then, these feature vectors are quantized into a predefined number of bins, called codewords. Finally, a constant length histogram representation is extracted for each image by counting the number of feature vectors that were quantized into each bin. The feature maps extracted from the last convolutional layer of a CNN can be converted to feature vectors as follows. Each convolutional filter contributes to a specific position of the feature vectors, i.e., the dimensionality of the extracted feature vectors equals to the number of the used convolutional filters, while the size of the feature maps defines the number of the extracted feature vectors. Instead of directly feeding the extracted vectors into the fully connected layer, a BoF-based pooling layer is used between the last convolutional layer and the fully connected layer. This can reduce the size of the fully connected layer and allows to operate the CNN using images of any size. However, combining the BoF model with CNNs is not a straightforward task. The representation learned by the convolutional layers of a CNN is constantly altering during the training prohibiting standard BoF quantization techniques, such as k-means quantization, to be used effectively. Therefore, the BoF model must be appropriately modified in order to efficiently handle trainable convolutional feature extractors.

The contributions of this work are briefly summarized below. First, a neural generalization of the BoF model, composed of RBF neurons, is proposed as a generic pooling layer that can fit between the feature extraction layer and the fully connected layer of a CNN. Note that the proposed pooling layer can be also used at various depths of the network to further increase the scale-invariance and bring more fine-grained information to the fully connected layer. To the best of our knowledge, this is the first time that the BoF model is combined with convolutional neural networks into one unified architecture, called Convolutional BoF (CBoF), that is end-to-end differentiable and allows from training the resulting network using regular back-propagation. It is shown, using extensive experiments on three datasets, that CBoF provides much better invariance to distribution shifts, caused by feeding images of different sizes to the network than competitive global pooling strategies, such as Spatial Pyramid Pooling [7]. Also it can greatly reduce the number of parameter of the network over the competitive methods. This allows the proposed technique to be easily used with embedded devices with limited processing power and memory, e.g., GPU-based processing units for drones and robots. Finally, a spatial segmentation scheme is also proposed and combined with the CBoF to retain the spatial information that is carried by the extracted feature vectors. A reference implementation of the proposed method is available at https://github.com/passalis/cbof.

The rest of the paper is structured as follows. In Section 2 the related work is introduced and compared to the proposed CBoF model. The proposed method is presented in detail in Section 3. Next, the CBoF is evaluated and compared to other state-of-the-art techniques using three different datasets (Section 4), including a large-scale face image dataset. Finally, conclusions are drawn in Section 5.

2. Related Work

The problem of dealing with large CNNs is well recognized in the literature, with several recent works trying to reduce the model size [5, 6, 7, 29]. Most of these works use compression and pruning techniques to reduce the size of CNN models [1, 5, 6, 29]. These approaches focus on compressing an already trained CNN, instead of training a CNN with less parameters in the first place. Also they are unable to natively handle images of various sizes, leading to a constant cost for feed-forwarding the convolutional layers (since the image must be resized to a predefined size). Note that vector quantization is used both by some of these works [5, 29], and the proposed CBoF technique. However, the CBoF method uses a differentiable quantization scheme that allows training both the quantizer and the rest of the network simultaneously, instead of using fixed quantization just to reduce the size of the model. This allows for directly training CNN models with less parameters (instead of compressing them after training) as well as natively handling differently sized images. Note that the proposed CBoF model can be readily combined with any CNN compression technique to further decrease the size of the model.

The problem of dealing with arbitrary sized images is addressed in the literature using global pooling operators [7, 21, 19]. Since the naive global max pooling [21], leads
to the loss of valuable spatial information, spatial pooling techniques [19, 7], were proposed to overcome this issue. Both the global pooling techniques and the proposed CBoF technique reduce the size of network and they can handle images of different sizes. However, as we show in Section 4, the proposed method greatly outperforms all the other global pooling methods, achieving both higher recognition accuracy and using overall less parameters. This can be attributed to the ability of the proposed method to learn how to perform quantization-based pooling, that allows for efficiently compressing the output of the feature extraction layer and providing much better invariance to distribution shifts caused by feeding differently sized images to the network.

Finally, the proposed method is related to supervised dictionary learning approaches for the BoF representation. A very rich literature exists for BoF supervised dictionary learning [11, 15, 16, 23]. However, all these methods are designed to work with handcrafted feature extractors instead of trainable convolutional layers. To the best of our knowledge, this is the first work that combines the BoF model with convolutional layers into one unified architecture that allows for training the resulting network from scratch by back-propagating the error from the fully connected layer to the convolutional feature extractor.

3. Proposed Method

The proposed Convolutional BoF model is composed of three layer blocks: a) a feature extraction layer block (composed of many convolutional and pooling layers), b) a BoF pooling layer block and c) a fully connected layer block. The structure of the CBoF model is illustrated in Figure 1. Each of the layers used in the CBoF is described in detail in the next subsections. Next, a learning algorithm for the CBoF model is derived and its computational complexity is discussed and compared to other methods.

3.1. Feature Extraction Layer Block

Let $\mathcal{X}$ be a set of $N$ images to be classified using the CBoF model. The $i$-th image is fed to the feature extraction layer, which is composed of a sequence of convolutional layers and subsampling (pooling) layers. Any CNN architecture can be used as feature extractor, such as the LeNet [13], the VGG [26], or the ResNet [8], after removing its fully connected layers.

The last convolutional layer, denoted by $L$, is used to extract feature vectors that are subsequently fed to the BoF layer. The $j$-th feature vector of the $i$-th image is denoted by $x_{ij} \in \mathbb{R}^D$, where $D$ is the number of filters used in the last convolutional layer. The number of the extracted feature vectors depends on the size of the feature map and the used filter size, as described in the Introduction. For example, for an image of 28x28 pixels and two convolutional layers with filter size 5x5 a total of $20 \times 20 = 400$ feature vectors can be extracted from the final convolutional layer (assuming that the filters fully overlap with the image). To simplify the presentation of the proposed method, the number of feature vectors extracted from the last convolutional layer for the $i$-th image is denoted by $N_i$.

3.2. BoF Layer Block

After the feature extraction the $i$-th image is represented by a set of $N_i$ feature vectors: $x_{ij} \in \mathbb{R}^D$ ($j = 1 \ldots N_i$). Instead of simply fusing the extracted feature vectors, like the CNNs [8, 13, 24, 26], or using a spatial pooling approach, like the SPP [7], the BoF layer compiles a fixed-length histogram for each image by quantizing its feature vectors into a predefined number of histogram bins/codewords. Note that the length of the extracted histogram vector does not depend on the number of available feature vectors, which allows the network to handle images of arbitrary size without any modification.

The BoF model is formulated as a generic neural layer that is composed of two sublayers: an RBF layer that measures the similarity of the input features to the RBF centers and an accumulation layer that builds the histogram of
the quantized feature vectors. The proposed layer can be thought of as a unified processing layer that feeds the extracted representation to a subsequent classifier. The output of the $k$-th RBF neuron $\phi(x)_k$ is defined as:

$$\phi(x)_k = \exp(-||x - v_k||^2/\sigma_k)$$  \hspace{1cm} (1)

where $x$ is a feature vector and $v_k$ is the center of the $k$-th RBF neuron. The RBF neurons behave somewhat like the codewords in the BoF model, i.e., they are used to measure the similarity of the input vectors to a set of predefined vectors and quantize the feature space. Each RBF neuron is also equipped with a scaling factor $\sigma_k$ that adjusts the width of its Gaussian function. That allows for better modeling of the input distribution, since the distribution modeled by each RBF can be independently learned. The number of RBF neurons used is denoted by $N_K$. The size of the extracted representation can be adjusted by using a different number of RBF neurons ($N_K$) in the BoF layer.

To ensure that the output of each RBF neuron is bounded, a normalized RBF architecture is used. This normalization is equivalent to the $l^1$ scaling that is utilized in the BoF model that uses soft-assignments [28]. Thus, the output of the RBF neurons is re-defined as:

$$\phi(x)_k = \frac{\exp(-||x - v_k||^2/\sigma_k)}{\sum_{m=1}^{N_K} \exp(-||x - v_m||^2/\sigma_m)}$$  \hspace{1cm} (2)

The output of the RBF neurons is accumulated in the next layer, compiling the final representation of each image:

$$s_i = \frac{1}{N_i} \sum_{j=1}^{N_i} \phi(x_{ij})$$  \hspace{1cm} (3)

where $\phi(x, t) = ([\phi(x, t)],[\phi(x, t),N_K]^T \in \mathbb{R}^{N_K}$ is the output vector of the RBF layer. Note that each $s_i$ has unit $l^1$ norm and defines a histogram distribution over the RBF neurons that describes the visual content of each image. The vector $s_i$ can be then used for the subsequent classification or retrieval tasks [22]. Hard quantization is also supported by the proposed formulation. In this case, only the RBF neuron with the maximum response is activated for each feature vector and the rest of the architecture remains unchanged. However, this modification introduces non-continuities that make the optimization of the input layer intractable and it is not used in this work.

Note that the previous process discards most of the spatial information carried by the feature vectors, since all the feature vectors are described by the same histogram regardless the part of the image from which they were extracted. To overcome this, a spatial segmentation scheme, similar to the Spatial Pyramid Matching scheme [12], is proposed. Before quantizing the feature vectors using the BoF layer, each feature vector is assigned into one spatial region and a separate BoF layer is used to quantize the feature vectors that belong to each region. That way, a different histogram is extracted from each region, allowing to introduce more spatial information into the CBBoF model. This process is illustrated in Figure 2. The number of used spatial regions is denoted by $N_S$.

### 3.3. Fully Connected Layer

The previous layer receives the feature vectors of an image and compiles its histogram representation. Then, this histogram must be fed to a classifier that decides the class of the image. In this work a multilayer perceptron (MLP) with one hidden layer is used for this purpose, although any other classifier with differentiable loss function can be used.

Only the single-label classification problem is considered: the $i$-th training image is annotated by a label $t_i$ and there are $N_C$ different labels. This is without loss of generality since the proposed method can be readily applied to multi-label classification or regression problems as well.

Let $W_H \in \mathbb{R}^{N_C \times (N_K N_S)}$ be the hidden layer weights and $W_O \in \mathbb{R}^{N_C}$ be the output layer weights, where $N_H$ is the number of hidden neurons. Then, the hidden layer activations for the input histogram $s_i$ of the $i$-th image are computed as:

$$h_i = \phi^{elu}(W_H s_i + b_H) \in \mathbb{R}^{N_H}$$  \hspace{1cm} (4)

where $\phi^{elu}(x)$ is the $elu$ activation function [3]:

$$\phi^{elu}(x) = x \text{ if } x > 0, \text{ or } \phi^{elu}(x) = \alpha_{elu} (\exp(x) - 1) \text{ otherwise.}$$

The parameter $\alpha_{elu}$ is typically set to 1. The activation function is applied element-wise and $b_H \in \mathbb{R}^{N_H}$ is the hidden layer bias vector.

Similarly, the output of the MLP is calculated as:

$$y_i = \phi^{softmax}(W_O h_i + b_O) \in \mathbb{R}^{N_C}$$  \hspace{1cm} (5)

where each output neuron corresponds to a label (the one-vs-all strategy is used), $b_O \in \mathbb{R}^{N_C}$ is the output layer bias vector and $\phi^{softmax}$ is the softmax activation function.

In this work, the categorical cross entropy loss is used for training the network:

$$L = -\sum_{i=1}^{N} \sum_{j=1}^{N_C} [t_{ij}] \log([y_{ij}])$$  \hspace{1cm} (6)
where \( t_i \in \mathbb{R}^{NC} \) is the target output vector, which depends on the label \((t_i)\) of the input image and it is defined as: \( [t_i]_j = 1 \) if \( j = t_i \), or \( [t_i]_j = 0 \), otherwise. For both the input layer and the hidden layer the dropout technique can be used \(^{[27]}\). Dropout with rate \( p = 0.5 \) is used, except otherwise stated.

### 3.4. Learning with the CBoF

All the layers of the CBoF network can be trained using back-propagation and gradient descent: \[ \Delta(W_{MLP}, V, \sigma, W_{conv}) = -\eta_{MLP} \frac{\partial L}{\partial W_{MLP}}, \eta_V \frac{\partial L}{\partial V}, \eta_{\sigma} \frac{\partial L}{\partial \sigma}, \eta_{conv} \frac{\partial L}{\partial W_{conv}} \], where the notation \( W_{MLP} \) and \( W_{conv} \) is used to refer to the parameters of the classification layer and the feature extraction layer respectively. Instead of using simple gradient descent, a recently proposed method for stochastic optimization, the Adam (Adaptive Moment Estimation) algorithm \(^{[9]}\), is utilized for learning the parameters of the network.

The convolutional layers can be either learned from scratch or finetuned, when a pretrained feature extractor is used. The hidden weights of the MLP are initialized using random orthogonal initialization \(^{[25]}\). The centers of the RBF neurons can be either randomly chosen or initialized using the k-means algorithm over the set of all feature vectors \( S = \{x_{ij} | i = 1...N, j = 1...N_K\} \). In this work, the set \( S \) is clustered into \( N_K \) clusters and the corresponding centroids (codewords) \( v_k \in \mathbb{R}^D(k = 1...N_K) \) are used to initialize the centers of the RBF neurons. The same approach is used in the BoF model to learn the codebook that is used to quantize the feature vectors. However, in contrast to the BoF model, the CBoF model uses this process only to initialize the centers. Both the RBF centers and the scaling factors (initially set to 0.1) are learned.

### 3.5. Computational Complexity Analysis

The asymptotic storage requirements for the network and the cost for the feed-forward process are derived in this Section. Note that these quantities are calculated for the part of the network after the last convolutional layer (assuming that \( N_F \) convolutional filters are used in the last convolutional layer, the size of each feature map/number of feature vectors is \( N_i \) and two fully connected layers are used). The proposed method is also compared to a regular CNN as well as to the SPP technique. For both the CBoF and the SPP techniques the number of used spatial regions is denoted by \( N_S \).

The CNN method requires \( O(N_iN_FN_H + N_HNC) \) weights after the last convolutional layer, the SPP method requires \( O(N_SN_FN_H + N_HNC) \) weights, while the proposed CBoF method requires \( O(N_SN_KN_F + N_SN_KN_H + N_HNC) \) weights. Note that the CBoF method is capable of decoupling the input feature dimensionality \( N_F \) from the network architecture, allowing to use significantly smaller networks. The cost of feed forwarding the network is \( O(N_iN_FN_F + N_HN_NC) \) for the CNN, \( O(N_SN_FN_F + N_SN_K + N_HNC) \) for the SPP method and \( O(N_SN_KN_FN_F + N_SN_KN_H + N_HNC) \) for the CBoF method.

Both the SPP and the CBoF methods carry an extra cost for the feature aggregation/quantization step \( O(N_iN_F) \) and \( O(N_SN_KN_F) \) respectively, but in practice this cost is amortized by the smaller number of operations that are needed after this step (it is reasonable to assume that \( N_K \leq N_H \), as in the conducted experiments). Also, note that since \( N_i \) is dependent on the input image size, the cost of the feed forward process can be adjusted for the SPP and the CBoF methods by simply resizing the input image.

### 4. Experiments

Three different datasets were used to evaluate the proposed method: the MNIST database of handwritten digits (MNIST) \(^{[14]}\), the fifteen natural scene (15-scene) dataset \(^{[12]}\), and the large-scale Annotated Facial Landmarks in the Wild (AFLW) dataset \(^{[10]}\).

The MNIST database \(^{[14]}\), is a well-known dataset that contains 60,000 training images and 10,000 testing images of handwritten digits. The training set was split into 50,000 training images and 10,000 validation images that were used to evaluate the learned models and prevent overfitting. There are 10 different classes, one for each digit (0 to 9), and the size of each image is \( 28 \times 28 \).

The 15-scene dataset \(^{[12]}\), consists of images belonging to fifteen different natural scene categories, such as industrial, forest, city, bedroom and living room scenes. The dataset has a total of 4,485 images, with an average size of \( 300 \times 250 \) pixels, and the number of images in each category ranges from 200 to 400 images. Since there is no predefined train/test split, the standard evaluation protocol is used \(^{[12]}\): the train split is composed of 1,500 randomly chosen images (100 from each category), the test split is composed of the remaining 2985 images and the evaluation process is repeated 5 times.

The Annotated Facial Landmarks in the Wild (AFLW) dataset \(^{[10]}\), is a large-scale dataset for facial landmark localization. The AFLW dataset was used to evaluate the performance of the proposed method for the problem of facial pose estimation using a light-weight model that can be deployed on embedded devices, such as drones that will assist the video shooting of sport events. Estimating the facial pose of the actors allows for calculating the appropriate shooting angle according to the specifications of each shot. The 75% of the images were used to train the models, while the rest 25% for evaluating the accuracy of the models. The face images were cropped according to the given annotation and face images smaller than \( 16 \times 16 \) pixels were not used for training or evaluating the model.

In this work, three different feature extraction blocks are
utilized to demonstrate the flexibility of the CBoF. For the first one, the Feature Extraction Layer Block A, 32 5 × 5 convolutional filters are used in the first layer, followed by a 2 × 2 max layer and 64 5 × 5 convolutional filters in the last layer. The Feature Extraction Layer Block B is deeper and it is composed of two layers with 64 3 × 3 convolutional filters, a layer with 128 3x3 convolutional filters, a 2 × 2 max-pooling layer followed by another two 256 3x3 convolutional layers, a 512 3x3 convolutional layer and a 2 × 2 max pooling layer. These blocks are learned from scratch. For the Feature Extraction Layer Block C a pretrained convolutional network with 5 convolutional layers is used [31]. This block was pretrained on the Places205 dataset and the feature vectors are extracted from its last convolutional layer (256 feature maps). Different learning rates must be used for each layer, depending on whether the network is learned from scratch or being finetuned. For the first two setups (learning from scratch) the same learning rate is used for all the layers $\eta_{MLP} = \eta_V = \eta_\sigma = \eta_{conv} = 10^{-4}$. For the third setup different learning rates are used, since the feature extraction layer is already trained: $\eta_{MLP} = \eta_\sigma = 10^{-4}$, $\eta_{conv} = 10^{-5}$ and $\eta_V = 10^{-2}$.

4.1. MNIST Evaluation

The well known MNIST dataset is used to study the behavior of the proposed method under different settings. First, the effect of the number of RBF neurons (codewords) is examined in Figure 3 using two different spatial levels, spatial level 0 ($N_S = 1$) and spatial level 1 ($N_S = 4$) (as shown in Figure 2). The network is learned from scratch (feature extraction layer block A). All the layers of the network are trained using back-propagation for 50 epochs. When no spatial segmentation is used (spatial level 0), using more RBF neurons reduces the classification error leading to 0.74% error when 128 neurons are used. Using spatial segmentation at level 1 further reduces the error to 0.61 when 4 × 32 = 128 codewords are used. It worths noticing that “bottlenecking” the network into just 8 RBF neurons after the convolutional layer, which is less than the classes of the problem, achieves a remarkable classification error of just 1.13% (similar to a LeNet-4 [13], which fully flattens the feature maps).

Next, the ability of CBoF to learn and classify images of various sizes is examined in Table 1 (32 RBF neurons and spatial level 0 are used). The CBoF is evaluated using images of 20 × 20, 24 × 24, 28 × 28, 32 × 32 and 36 × 36 pixels. These images were generated by resizing the original MNIST images (using spline interpolation). Three different training setups are considered: Train A, where only 28x28 images are used for training, Train B, where 24 × 24, 28 × 28 and 32 × 32 images are used for training, and Train C, where all the available image sizes are used for training. When the size of an image to be classified is close to the image size used for training, i.e., ±4 pixels or ±14% of training image size, the impact on classification accuracy is relatively small. The scale-invariance of the model is significantly improved when it is trained using images of different sizes (Train B and Train C setups), as shown in Table 1. Also, the multiple size training process leads to better overall accuracy, since the classification error is reduced to 0.68% from 0.88% (for the given setup).

The RBF neurons provide a Voronoi-like segmentation of the space where they operate, i.e., the space of the convolutional feature vectors. This makes the proposed technique relatively invariant to mild distribution shifts. This phenomenon is illustrated in Figure 4, where the activations of the RBF neurons are shown when images of different sizes are fed to the network (which is trained only for 28x28 images). Even though the actual input distribution is shifted, relatively mild shifts are observed in the activation of the RBF neurons (especially for the smaller image).

Finally, in Table 2 the CBoF method (spatial level 1 ($N_S = 1$), 32 RBF neurons) is compared to other state-
of-the-art techniques for image classification. For the CNN method the same convolutional layers as in the CBoF method are used, combined with a $2 \times 2$ pooling layer (dropout with $p = 0.5$ is also used) before the fully connected layer ($1000 \times 10$). For the Global Max Polling (GMP)/SPP the global pooling/spatial pooling layer is connected after the last convolutional layer. One spatial level is used for the SPP technique. For the GMP, SPP and the CBoF techniques the models were trained using digit images of $20 \times 20$, $24 \times 24$, $28 \times 28$, $32 \times 32$ and $36 \times 36$ pixels. The classification error for images of two sizes are reported: for the default image size ($28 \times 28$ pixels) and for a reduced image size ($20 \times 20$ pixels). The number of parameters used in the layers after the feature extraction layer, which is common among all the evaluated networks, is also reported. All the layers of the networks are learned during the training.

The proposed CBoF outperforms both the CNN and the GMP/SPP techniques, while using significantly less parameters after the convolutional layers (about one order of magnitude less parameters than a similarly performing CNN). Also, it provides much better scale-invariance than the competitive GMP/SPP techniques, even though both techniques were trained using 5 different image sizes. Note that the purpose of the conducted experiments was not to achieve state-of-the-art performance on the MNIST dataset, but to examine the behavior of the proposed method under different training scenarios. Nonetheless, the proposed method achieves performance close to other much more complicated techniques, such as ensembles of neural networks trained using various distortions of the images [2]. These methods can be combined with the proposed approach and possibly increase the classification accuracy even more, while reducing the overall network size. Also, to demonstrate that the actual architecture of the BoF layer contributes to the improved results, the GMP and SPP networks were also evaluated with an added $1 \times 1$ convolutional layer with 64 filters. Again, the proposed CBoF method outperforms both the GMP and SPP methods (3.52% classification error for the GMP and 1.66% for the SPP method (for $20 \times 20$ images)).

### 4.2. 15-scene Evaluation

First, the performance of the CBoF is evaluated for different codebook sizes and spatial levels. Instead of using randomly initialized convolutional layers, a pretrained CNN is used (feature extraction layer block C) [31]. The network was trained for 100 epochs. Also, the fully connected layers were pre-trained for 10 epochs before training the whole network to avoid back-propagating gradients from randomly initialized layers. Figure 5 illustrates the precision on the test set for different number of codewords (evaluated on one test split). As before, using more codewords leads to better classification accuracy when no spatial segmentation is used. Unlike the MNIST dataset, using spatial segmentation does not improve the overall classification accuracy for the 15-scene dataset. This is happening possibly due to the nature of the dataset (the spatial information is less important when recognizing natural scenes than when detecting the edges of aligned digits) and the larger receptive field of the final convolutional filters.

Then, the CBoF model is trained using images of different sizes (one dataset split is used for the evaluation). The results are shown in Table 4. Again, training with different image sizes helps to improve the classification accuracy for any image size. Note that the classification accuracy increases from 90.66% to 92.38%, when multiple image sizes are used for training, highlighting the importance of training the network using different image sizes.

Finally, the CBoF (256 RBF neurons, no spatial segmentation) is compared to other state-of-the-art techniques in Table 4. All the evaluated method share the same feature extraction layer. For the CNN, a $1000 \times 15$ fully connected layer is added after the last pooling layer, while the GMP/SPP layer is added between the last convolutional and the fully connected layers. Note that the fully connected layer of the pretrained network is not used [31], leading to slightly different reported results for the CNN method.

| Method        | Cl.Err. (28) | Cl.Err. (20) | # Param. |
|---------------|--------------|--------------|----------|
| CNN           | 0.56         | (0.78)*      | 1.035k   |
| GMP           | 0.62         | 3.22         | 75k      |
| SPP           | 0.52         | 1.78         | 331k     |
| CBoF(0, 32)   | 0.68         | 1.44         | 45k      |
| CBoF(1, 32)   | 0.55         | 0.94         | 147k     |
| CBoF(1, 64)   | 0.51         | 0.83         | 284k     |

Table 2. MNIST: Comparing CBoF to other state-of-the-art techniques. The spatial level and the number of RBF neurons are reported in the parenthesis for the CBoF model. (*Training from scratch for $20 \times 20$ images)

Figure 5. 15-scene: Comparing test accuracy of CBoF for different number of codewords and spatial levels

![Figure 5](image-url)
### 4.3. AFLW Evaluation

Finally, the proposed method is evaluated on AFLW dataset. The Feature Extraction Layer Block B was used for these experiments and a hidden layer with 1000 × 1 neurons was utilized. The models were trained for 5000 iterations, while the CBoF and the GMP/SPP methods were trained using three image sizes, i.e., 32 × 32, 64 × 64, and 96 × 96 pixels (for each iteration batches from each size were fed to each network). No dropout was used after the feature extraction layer block for the GMP, SPP and CBoF methods, since it was established that slows down the training process significantly. All the networks were trained to perform regression on the horizontal facial pose (yaw) using the mean squared error as the objective function for the training procedure. The experimental results are shown in Table 5. The mean absolute angular error (Ang. Err.) in degrees is reported. As in the previous experiments, the proposed method significantly reduces the size of the models, while still increasing the accuracy of the yaw angle estimation. Note that even though the CBoF (0, 128) and the CNN models used the same number of parameters, the spatial segmentation scheme used in CBoF (1, 32) significantly increases the accuracy since the spatial information is especially important for the task of facial pose estimation.

612.16k)

### 5. Conclusions

In this paper, a neural extension of the well-known BoF model was combined with convolutional neural networks to form powerful image recognition machines. It was demonstrated, using three image datasets, that the proposed CBoF model is able to natively classify images of various sizes as well as to significantly reduce the number of parameters in the network, while achieving remarkable classification accuracy. In contrast to CNN compression techniques, that simply compress an already trained CNN, the proposed method provides an improved CNN architecture that is end-to-end differentiable and it is invariant to mild distribution shifts. Nonetheless, the proposed technique can be combined with CNN compression techniques, such as [5][6][29], to further reduce the size of the resulting network. Furthermore, the proposed RBF-based quantization scheme can be approximated using only linear layers instead of RBF-layers increasing the classification speed even more. Preliminary experiments show that this approach can indeed increase both the training and the testing speed, without significantly harming the accuracy of the models. The proposed pooling layer can be further enhanced by also learning the spatial regions over which the pooling is performed, similarly to [19], or using visual attention mechanisms [30].
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