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Abstract. We prove an asymptotic expansion for the eigenvalues and eigenfunctions of
Schrödinger-type operator with a confining potential and with principle part a periodic
elliptic operator in divergence form. We compare the spectrum to the homogenized
operator and characterize the corrections up to arbitrarily high order.

1. Introduction

1.1. Motivation and informal summary of results. In this paper we are interested in
asymptotic expansions of eigenvalues and eigenfunctions of the operator
\[ L_\varepsilon := -\nabla \cdot a(\cdot) \nabla + W, \]
where \( a(\cdot) \) is a \( \mathbb{Z}^d \)-periodic, uniformly elliptic coefficient field valued in the \( d \times d \) symmetric
matrices, \( W \) is a confining potential that is quadratic at infinity, and \( \varepsilon > 0 \) is a small
parameter.

The classical theory of periodic homogenization asserts that, as \( \varepsilon \to 0 \), the behavior of the
elliptic operator \( L_\varepsilon \) is well-approximated by the constant-coefficient homogenized operator
\[ L_0 := -\nabla \cdot \overline{a} \nabla + W, \]
where \( \overline{a} \) is a constant symmetric matrix called the homogenized matrix. Owing to
the growth of \( W \) at infinity, both the operators \( L_\varepsilon \) as well as \( L_0 \) have a compact resolvent,
and therefore have a discrete collection of eigenvalues which we denote by \( \{ \lambda_{\varepsilon,j} \}_{j \in \mathbb{N}} \) in the case
of \( L_\varepsilon \) and \( \{ \lambda_{0,j} \}_{j \in \mathbb{N}} \) in the case of \( L_0 \). These sequences are arranged in nondecreasing order,
repeated according to multiplicity, and increase to infinity as the index \( j \to \infty \). The classical
theory of homogenization implies that \( \lambda_{\varepsilon,j} \to \lambda_{0,j} \) as \( \varepsilon \to 0 \) for each fixed \( j \), with convergence
of the corresponding eigenspaces in \( L^2(\mathbb{R}^d) \) (see [5, 6]). In this paper we are concerned with
obtaining quantitative information concerning this convergence.

We would ideally like to obtain asymptotic expansions in the parameter \( \varepsilon \), hopefully
identifying the next-order terms in the expansion. Moreover, we are interested in estimates
which are quantitative in both parameters \( j \) and \( \varepsilon \), to identify precisely how high in the
spectrum our expansions are valid for, as a function of \( \varepsilon \).

Such questions have been previously addressed in the context of Dirichlet and Neumann
eigenvalue problems in bounded domains. In [4], the authors prove the estimate
\[ |\lambda_{\varepsilon,j} - \lambda_{0,j}| \leq C\varepsilon \lambda_{0,j}^{3/2}, \]
for a constant \( C \) which does not depend on \( j \). For identifying the next-order terms in the context of boundary value problems, the geometry of the boundary and its interaction with
the periodic lattice plays an important role. The works [9, 7] characterize the limit points of
\( \frac{\lambda_{\varepsilon,j} - \lambda_{0,j}}{\varepsilon} \) as \( \varepsilon \to 0 \), for a simple eigenvalue \( \lambda_{0,j} \) of \( -\nabla \cdot \overline{a} \nabla \) with homogeneous Dirichlet
boundary conditions.\(^1\) The authors in [9] demonstrate numerically, that for a planar domain
that has faces with rational directions, the possible subsequential limits of the first order
correction to the eigenvalue \( \frac{\lambda_{\varepsilon,j} - \lambda_{0,j}}{\varepsilon} \) as \( \varepsilon \to 0 \) can, in general, be a continuum; the authors
in [7] provide a representation formula for the possible subsequential limits of in terms of

\(^1\) There is also an unpublished manuscript in the website of Vogelius that deals with the homogeneous Neumann boundary condition case, with similar conclusions.
subsequent limits of corrector equations with oscillating boundary conditions. Thus, in
general polygonal domains, it is not possible to identify the $O(\varepsilon)$ term in an asymptotic
expansion due to the behavior of solutions in boundary layers.

In smooth, uniformly convex domains, the results in [8] and [12] identify the $O(\varepsilon)$ term
in the expansion of $\lambda_{\varepsilon,j}$ in terms of the solutions of boundary-layer problem, with an error
of $O(\varepsilon^{3/2})$ in $d > 2$ and $O(\varepsilon^{3/4})$ in two dimensions, where the implicit constants depend also
on $j$. These results use quantitative estimates for the boundary layer problem in homogenization
proved in [3, 2, 10, 11]. To go further in the analysis and understand the higher-order
terms in the expansion, a finer analysis of the boundary layer problem is required, beyond
the current state of the art.

Our motivation for considering the Schrödinger-type operator $L_\varepsilon$ in (1.1) and posing the
eigenvalue problems in the whole space is to circumvent the need to understand boundary
layers, and thereby give a more complete asymptotic expansion. The role of the quadratically
growing potential $W$ is to provide localization for the eigenfunctions and compactness of the
resolvent.

Given a simple eigenvalue $\lambda_{0,j}$ of the operator $L_0$ defined in (1.1), with corresponding
normalized eigenfunction $\phi_{0,j}$, we exhibit asymptotic expansions for $\lambda_{\varepsilon,j}$ and $\psi_{\varepsilon,j}$ of the form

$$\lambda_{\varepsilon,j} = \lambda_{0,j} + \sum_{p=2}^{P} \varepsilon^p \mu_p + O(\varepsilon^{P+1})$$

and

$$\psi_{\varepsilon,j} = \phi_{0,j} + \sum_{p=2}^{P} \varepsilon^p \sum_{k=2}^{p-k} \sum_{m=0}^{p-k} \nabla^m U_k : \chi_{p-k,m,k}(x, x/\varepsilon) + O(\varepsilon^{P+1}),$$

where the sequences $\{\mu_p\}_{p \geq 2} \subseteq \mathbb{R}$ and $\{U_p\}_{p \geq 2} \subseteq L^2(\mathbb{R}^d)$ are constructed explicitly and
depend on $j$ but not on $\varepsilon$, and the functions $\chi_{p,m,k}$ are correctors that contain the $\varepsilon$-scale
wiggles in the eigenfunction. The implicit norm in the expansion of $\psi_{\varepsilon,j}$ is the strong $H^1(\mathbb{R}^d)$
norm.

The expansions are valid for any $P \in \mathbb{N}$, but we should be more explicit about the error
term $O(\varepsilon^{P+1})$. The term is actually

$$C\gamma(\lambda_{0,j}) \left( \frac{\varepsilon^{3/2}}{\gamma(\lambda_{0,j})} \right)^{P+1},$$

where the constant $C$ does not depend on $j$, $p$ nor $\varepsilon$, and $\gamma(\lambda_{0,j})$ denotes the spectral gap
between $\lambda_{0,j}$ and the nearest eigenvalue of $L_0$ which is not equal $\lambda_{0,j}$:

$$\gamma(\lambda_{0,j}) := \min\{|\lambda_{0,k} - \lambda_{0,j}| : \lambda_{0,k} \neq \lambda_{0,j}\}. \quad (1.4)$$

The point of restricting $P$ as above is that, without this restriction, the implicit constant
in the $O(\varepsilon^{P+1})$ term actually grows doubly exponentially in $P$, which renders the estimate
useless. Note that this estimate coincides with (1.3) in the case $P = 0$. We remark that some
dependence on the spectral gap is necessary and occurs even in perturbation theory in finite dimensions (i.e., matrices). See Theorem 1.2 below for the precise statement.

It should be remarked that the expansion is valid in the case $P = 1$, when we have

$$|\lambda_{\varepsilon,j} - \lambda_{0,j}| + \|\psi_{\varepsilon,j} - \phi_{0,j}\|_{H^1(\mathbb{R}^d)} \leq \frac{C\varepsilon^2 \lambda_{0,j}^3}{\gamma(\lambda_{0,j})},$$

where $\psi_{\varepsilon,j} \in L^2(\mathbb{R}^d)$ is the eigenfunction of $L_\varepsilon$ associated with eigenvalue $\lambda_{\varepsilon,j}$, normalized
such that $\int_{\mathbb{R}^d} \psi_{\varepsilon,j} \phi_{0,j} \, dx = 1$. In particular, the $O(\varepsilon)$ term vanishes. This is due to the
simple fact that the leading-order correction to the homogenized operator, represented by the
(symmetric part of the) third-order homogenized tensor, is zero.

Our methods yield similar expansions in the case of eigenvalues of $L_0$ with multiplicity, but these asymptotic expansions become difficult to describe in complete generality. It is necessary to describe the entire perturbed eigenspace at once, and the multiplicities can bi-
furcate (or not) at any higher-order level, leaving us with many different cases to enumerate.
For simplicity, we present a result in Theorem 1.4 which gives a complete asymptotic expansion in the case that the eigenspace bifurcates at the level of \( \varepsilon^2 \) (we do this by assumption that a particular matrix has distinct eigenvalues).

### 1.2. Statements of the main results.

Throughout the paper, \( d \geq 2 \) denotes the spatial dimension, \( \theta \in (1, \infty) \) is the ellipticity ratio, and we fix positive constants \( \Lambda, \Lambda_0 > 0 \) and \( \Lambda_- \leq \Lambda_+ \). We consider a coefficient field \( a(\cdot) : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) satisfying the following properties:

\[
a_{ij} = a_{ij}, \quad \forall i, j \in \{1, \ldots, d\},
\]

\[
|\xi|^2 \leq \langle a(x)\xi, \xi \rangle \leq \theta |\xi|^2, \quad \forall \xi \in \mathbb{R}^d, \ a.e. \ x \in \mathbb{R}^d,
\]

and

\[
a(x + z) = a(x) \quad \forall z \in \mathbb{Z}^d, \ a.e. \ x \in \mathbb{R}^d.
\]

We assume the potential \( W \in C^\infty(\mathbb{R}^d) \) satisfies, for all \( x \in \mathbb{R}^d \),

\[
|\nabla^k W(x)| \leq k!\Lambda^k \left(1 + |x|^2\right)^{\frac{k}{2} - k}, \quad \forall k \in \mathbb{N}_0,
\]

and

\[
\Lambda_- |x|^2 \leq W(x) \leq \Lambda_+ |x|^2.
\]

Throughout we denote

\[
data := (d, \theta, \Lambda, \Lambda_0, \Lambda_+).\]

So when we say that a constant \( C \) depends on data, we mean that it depends on the parameters \((d, \theta, \Lambda, \Lambda_0, \Lambda_+).

The hypotheses (1.5), (1.6) and (1.9) imply that, for every \( \varepsilon > 0 \), the Schrödinger operator

\[
\mathcal{L}_\varepsilon := -\nabla \cdot a(\nabla) + W(x)
\]

is a positive operator which has discrete spectrum in \( L^2(\mathbb{R}^d) \). To be precise, the eigenvalues of \( \mathcal{L}_\varepsilon \) can be put into a sequence \( \{\lambda_{\varepsilon,j}\}_{j=1}^\infty \subseteq (0, \infty) \), with \( \lambda_{\varepsilon,j} \leq \lambda_{\varepsilon,j+1} \) for every \( j \in \mathbb{N}_0 \) and \( \lambda_{\varepsilon,j} \to +\infty \) as \( j \to \infty \). These eigenvalues evidently have no finite cluster points and are repeated according to multiplicity, with every eigenvalue having finite multiplicity. Associated to these eigenvalues \( \{\lambda_{\varepsilon,j}\}_{j=1}^\infty \) are eigenfunctions \( \{\phi_{\varepsilon,j}\}_{j=1}^\infty \subseteq H^1(\mathbb{R}^d) \) that may be assumed to be orthonormal in \( L^2(\mathbb{R}^d) \).

We let \( \overline{a} \) denote the homogenized matrix corresponding to \( a(\cdot) \) in the standard theory of periodic homogenization. It satisfies that same uniform ellipticity estimate (1.6), and the operator \( \mathcal{L}_0 \) defined in (1.2) captures the leading order asymptotics of the operators \( \mathcal{L}_\varepsilon \) as \( \varepsilon \to 0 \). We arrange the eigenvalues of \( \mathcal{L}_0 \) in a nondecreasing sequence \( \{\lambda_{0,j}\}_{j=1}^\infty \subseteq (0, \infty) \), with eigenvalues repeated according to (finite) multiplicity, with \( \lambda_{0,j} \to \infty \) as \( j \to \infty \). Associated to the eigenvalues \( \{\lambda_{0,j}\}_{j=1}^\infty \) are \( L^2 \)-normalized eigenfunctions of \( \mathcal{L}_0 \), denoted by \( \{\phi_{0,j}\}_{j=1}^\infty \). For any eigenvalue \( \lambda_{0,j} \) of \( \mathcal{L}_0 \), we define the spectral gap \( \gamma(\lambda_{0,j}) \) as in (1.4).

We organize our results in four theorems: Theorems 1.1 and 1.3 give the first-order expansions for simple and multiple eigenvalues, respectively, and their associated eigenfunctions to errors that are \( O(\varepsilon^2) \), with dependence of the prefactor on the eigenvalue. Theorems 1.2 and 1.4 present the higher-order expansions for the eigenvalues and eigenfunctions associated to simple and multiple eigenvalues respectively.

**Theorem 1.1.** Fix \( j \in \mathbb{N} \) such that \( \lambda_{0,j} \) is a simple eigenvalue of \( \mathcal{L}_0 \). There exist constants \( c(\text{data}) \in (0, 1] \) and \( C(\text{data}) < \infty \) such that, if \( \varepsilon \) satisfies

\[
0 < \varepsilon \leq c\gamma(\lambda_{0,j})\lambda_{0,j}^{-2/3},
\]

then the \( j \)th eigenvalue \( \lambda_{\varepsilon,j} \) of \( \mathcal{L}_\varepsilon \) is simple and satisfies the estimate

\[
|\lambda_{\varepsilon,j} - \lambda_{0,j}| \leq \frac{C\varepsilon^2\lambda_{0,j}^3}{\gamma(\lambda_{0,j})}
\]

and, moreover, if we let \( \psi_{\varepsilon,j} \) denote the corresponding eigenfunction for \( \lambda_{\varepsilon,j} \), normalized according to

\[
\int_{\mathbb{R}^d} \psi_{\varepsilon,j}\phi_{0,j} \, dx = 1,
\]
then we have the estimate
\[
\|\psi_{\varepsilon,j} - (\phi_{0,j} + \varepsilon \nabla \phi_{0,j} : \chi^{(1)}(\cdot))\|_{H^1(\mathbb{R}^d)} \leq C \varepsilon^2 \frac{\lambda_0^{3/2}}{\gamma(\lambda_{0,j})}. \tag{1.13}
\]

The previous result, which expands a simple eigenvalue to a precision of roughly \(\varepsilon^2\), is a special case of our next result which provides a higher-order expansion to a precision of roughly \(\varepsilon^{|\log|\log \varepsilon|}\). This higher-order expansion is given in terms of certain objects—namely the homogenized tensors \(\mathbf{\bar{\alpha}}_{g,m,k}\), correctors \(\chi_{g,m,k}\), and the sequences of corrections to the eigenvalues \(\{\mu_k\}_{k \geq 2}\) and eigenfunctions \(\{U_k\}_{k \geq 2}\)—which are defined in Section 4 via a recursive construction.

**Theorem 1.2.** Under the hypotheses of Theorem 1.1, there exist constants \(c(\text{data}) \in (0,1]\) and \(C(\text{data}) > 1\) such that, if \(\varepsilon > 0\) satisfies (1.10) and we define
\[
P := \left\lfloor c \log \log \left(\frac{\varepsilon \lambda_0^{3/2}}{\gamma(\lambda_{0,j})}\right) \right\rfloor,
\]
along with
\[
\begin{align*}
\tilde{\lambda}_\varepsilon &:= \lambda_{0,j} + \sum_{p=2}^{P} \varepsilon^p \mu_p, \\
\omega_\varepsilon &:= \phi_{0,j} + \sum_{p=2}^{P} \varepsilon^p \sum_{k=2}^{p} \sum_{m=0}^{p-k} \nabla^m U_k : \chi_{p-k,m,k}(x, \frac{x}{\varepsilon}),
\end{align*}
\]
then the \(j\)th eigenvalue \(\lambda_{\varepsilon,j}\) of \(\mathcal{L}_\varepsilon\) is simple, and its associated eigenfunction \(\psi_{\varepsilon,j}\) of \(\mathcal{L}_\varepsilon\) normalized according to (1.12), admits the asymptotic expansion
\[
\frac{1}{\gamma(\lambda_{0,j})} \left( |\lambda_{\varepsilon,j} - \tilde{\lambda}_\varepsilon| + \|\psi_{\varepsilon,j} - \omega_\varepsilon\|_{H^1(\mathbb{R}^d)} \right) \leq \rho \left( \frac{\varepsilon \lambda_0^{3/2}}{\gamma(\lambda_{0})} \right),
\]
where the modulus \(\rho : (0,1) \rightarrow (0,\infty)\) is defined by
\[
\rho(t) := Ct^{|\log|\log t||}.
\]

Concerning multiple eigenvalues, once again we offer two theorems: the analog of Theorem 1.1 is in Theorem 1.3 below where we provide the first order expansions for \(N > 1\) eigenvalue-eigenfunction pairs of \(\mathcal{L}_\varepsilon\), that coalesce into a single eigenvalue of the homogenized operator \(\mathcal{L}_0\) of high multiplicity \(N\). The analog of Theorem 1.2 is Theorem 1.4, which contains the high order asymptotic expansion for multiple eigenvalues. For these theorems, we make a simplifying assumption that a certain symmetric matrix which arises in the analysis has distinct eigenvalues, which ensures that the eigenspace bifurcates into \(N\) distinct branches. This is the matrix \(\mathbb{D}\) given in (5.2). We expect that this assumption is generic, although certainly not always satisfied. In the case it is not satisfied, one needs to study another such symmetric matrix which occurs at a higher-order level in the expansion. For a general result, one needs to study all possible splittings of the eigenspace at all possible levels in the analysis, which is something we do not attempt to describe fully here.

**Theorem 1.3.** Fix \(j \in \mathbb{N}\) such that \(\lambda_{0,j}\) is a multiple eigenvalue of \(\mathcal{L}_0\) of multiplicity \(N \geq 1\), labeled such that \(\lambda_{0,j} = \lambda_{0,j+1} = \ldots = \lambda_{0,j+N-1}\). Let \(\{\phi_{0,j+r}\}_{r=0,...,N-1}\) be an orthonormal basis for the associated eigenspace. Assume that the \(N\)-by-\(N\) symmetric matrix \(\mathbb{D}\) defined in (5.2) has \(N\) distinct eigenvalues. Then there exist constants \(c(\text{data}) \in (0,1]\) and \(C(\text{data}) < \infty\) such that, if \(\varepsilon\) satisfies
\[
0 < \varepsilon \leq c \gamma(\lambda_{0,j}) \tilde{\lambda}_{0,j}^{-3/2}, \tag{1.14}
\]
then for each \(r = 0,\ldots,N-1\),
\[
\frac{|\lambda_{\varepsilon,j+r} - \lambda_{0,j+r}|}{\lambda_{0,j+r}} \leq C \varepsilon^2 \frac{\lambda_0^3}{\gamma(\lambda_{0,j})},
\]
and moreover, there exists an orthogonal matrix $E \in \mathbb{R}^{N \times N}$ with $E = (e_{e_0}^r)$, such that if we normalize the associated eigenfunctions (and relabel them using $\psi_{e,j+r}$, $r = 0, \ldots, N-1$) according to
\[
\int_{\mathbb{R}^d} \psi_{e,j+r} \phi_{0,j+s} \, dx = e_{e_0}^r, \quad (1.15)
\]
then we have the estimate
\[
\frac{1}{\lambda_{0,j}} \left\| \psi_{e,j+r} - \sum_{s=0}^{N-1} e_{e_0}^s (\nabla \phi_{0,j+r} + \epsilon \nabla \phi_{0,j+r} : \mathbf{X}^{(1)}(\epsilon)) \right\|_{H^1(\mathbb{R}^d)} \leq \frac{C \epsilon^2 \lambda_{0,j}^3}{\gamma(\lambda_{0,j})}, \quad (1.16)
\]

Our final result concerns a higher-order asymptotic expansion for the spectrum of $L_e$ near an eigenvalue of $L_0$ with multiplicity.

**Theorem 1.4.** Under the hypotheses of Theorem 1.3, there exist constants $c(\text{data}) \in (0, 1]$ and $C(\text{data}) > 1$ such that, if the matrix $E = (e_{e_0}^r)_{r=0,\ldots,N-1}$ are as in Theorem 1.3, $\epsilon > 0$ satisfies (1.10) and we define
\[
P := \left\{ \epsilon \log \log \left( \frac{\epsilon \lambda_{0,j}^{3/2}}{\gamma(\lambda_{0,j})} \right) \right\}, \quad U_{0,j+r} := \sum_{s=0}^{N-1} e_{e_0}^s \phi_{0,j+s},
\]
along with
\[
\begin{aligned}
\tilde{\lambda}_{e,j+r} &:= \lambda_{0,j} + \sum_{p=2}^N \epsilon^p \mu_{p,j+r}, \\
\tilde{w}_e &:= U_{0,j+r} + \sum_{p=2}^N \sum_{k=2}^{p-k} \sum_{m=0}^{p-k} \nabla_{k,m,k,r} : \mathbf{X}_{p-k,m,k,r}(x, \frac{x}{\epsilon}),
\end{aligned}
\]
then for each $r = 0, \ldots, N-1$, the eigenvalues $\lambda_{e,j+r}$ of $L_e$ and their associated eigenfunctions, $\{\psi_{e,j+r}\}_{r=0}^{N-1}$ of $L_e$ normalized according to (1.15), admit the asymptotic expansion
\[
\frac{1}{\gamma(\lambda_{0,j})} \left| \lambda_{e,j} - \tilde{\lambda}_e \right| + \| \psi_{e,j} - \tilde{w}_e \|_{H^1(\mathbb{R}^d)} \leq \rho \left( \frac{\epsilon \lambda_{0,j}^{3/2}}{\gamma(\lambda_{0,j})} \right),
\]
where the modulus $\rho : (0, 1) \to (0, \infty)$ is defined by
\[
\rho(t) := Ct^{\log \log t}.
\]

2. Preliminaries

2.1. The First and Second Order Homogenized Tensors. We introduce the first and second order correctors, their associated homogenized tensors $\mathbf{R}, \mathbf{R}^{(2)}$, and prove a symmetry property of $\mathbf{R}^{(2)}$ which will play a crucial role in our analysis. These correctors, as well as the first and third homogenized tensors will arise in our infinite order expansion subsequently, however, for the time being we prefer to set some notation that is less heavy (and is well-known) to experts in homogenization.

For each $e \in \mathbb{R}^d$ we let $\chi^1_e \in H^1(\mathbb{T}^d)$ denote the first-order corrector, that is, the unique mean-zero periodic solution of
\[
- \nabla \cdot (a(e + \nabla \chi^1_e)) = 0, \quad \langle \chi^1_e \rangle = 0. \quad (2.1)
\]
The homogenized tensor $\mathbf{R}$ is defined by the formula
\[
\mathbf{R} e := \langle a(e + \nabla \chi^1_e) \rangle, \quad e \in \mathbb{R}^d
\]
We let $\mathbf{g}_e$ denote the difference between the flux of the corrector and the homogenized flux:
\[
\mathbf{g}_e := a(e + \nabla \chi^1_e) - \mathbf{R} e.
\]

We introduce an associated stream matrix $s_e$, which is skew-symmetric and satisfies
\[
\nabla \cdot s_e = \mathbf{g}_e \quad \text{(in coordinates, } \partial_x s_{e,ij} = \mathbf{g}_{e,ij}), \quad (2.2)
\]
and whose $ij$th entry $s_{e,ij}$ is defined as the unique mean-zero $H^1(\mathbb{T}^d)$ solution of
\[
- \Delta s_{e,ij} = \partial_x g_{e,i} - \partial_x g_{e,j} \quad \langle s_{e,ij} \rangle = 0. \quad (2.3)
\]
We call \( s_{e,ij} \) a **flux corrector**. It is clear from (2.3) that \( s_e \) is skew-symmetric. To check the condition (2.2), apply \( \partial_{x_i} \) to both sides of (2.3), sum over \( i \), and use the equation (2.1) to obtain, in the sense of distributions,

\[
-\Delta (\nabla \cdot s_e)_j = -\Delta g_{e,j}. \tag{2.4}
\]

Since both \( g_{e,j} \) and \( \nabla \cdot s_e \) are of zero mean, it follows that they are equal.

We also introduce the second-order corrector. Later on we will introduce it as a two-tensor valued mean-zero, periodic field \( \chi^{(2)} \): this means that it is indexed by two indices, say \( \{\chi_{e,j}^{2}\}_{j,k=1}^{d} \) defined to be the unique mean-zero \( H^1(\mathbb{T}^d) \) solution to

\[
-\nabla \cdot a\nabla \chi_{e,j}^{2} = \nabla \cdot (a\epsilon_j \chi_{e,j}^{1} - s_{e,j}^{1} \epsilon_j).
\]

Introducing the third order homogenized tensor

\[
\mathbf{x}_{e,j}^{(3)} := (a\nabla \chi_{e,j}^{2} + a\epsilon_j \chi_{e,j}^{1} - s_{e,j}^{1} \epsilon_j)_i,
\]

the preceding equation asserts that the vector field

\[
a\nabla \chi_{e,j}^{2} + a\epsilon_j \chi_{e,j}^{1} - s_{e,j}^{1} \epsilon_j - \mathbf{x}_{e,j}^{(3)}
\]

is mean-zero and divergence free; it then follows as before that there exists a skew-symmetric tensor field \( s_{e,j}^{2} \) such that

\[
(\nabla \cdot s_{e,j}^{2})_i = (a\nabla \chi_{e,j}^{2} + a\epsilon_j \chi_{e,j}^{1} - s_{e,j}^{1} \epsilon_j)_i - \mathbf{x}_{e,j}^{(3)}.
\]

The following lemma collects a fundamental symmetry property of the third-order homogenized tensor \( \mathbf{x}_{e,j}^{(3)} \).

**Lemma 2.1.** For each \( i, j, k \in \{1, \ldots, d\} \), setting

\[
\mathbf{x}_{e,j}^{(3),s} := \frac{\mathbf{x}_{e,j}^{(3)} + \mathbf{x}_{e,k}^{(3)}}{2},
\]

we have the identity

\[
\mathbf{x}_{e,j}^{(3),s} + \mathbf{x}_{e,k}^{(3),s} + \mathbf{x}_{e,ij}^{(3),s} = 0. \tag{2.5}
\]

**Proof.** Utilizing the equations for the first and second order correctors, along with the skew symmetry of \( s_{e,j}^{2} \), we find

\[
2\mathbf{x}_{e,j}^{(3),s} = \langle a(\nabla \chi_{e,j}^{2} + \nabla \chi_{e,k}^{2}) \cdot \epsilon_i \rangle + \langle a_{ik} \chi_{e,j}^{1} + a_{ij} \chi_{e,k}^{1} \rangle
\]

\[
= -\langle \nabla \chi_{e,j}^{2} + \nabla \chi_{e,k}^{2} \cdot a\nabla \chi_{e,j}^{1} + \langle a_{ik} \chi_{e,j}^{1} + a_{ij} \chi_{e,k}^{1} \rangle
\]

\[
= \langle -a_{jm} \partial_{x_m} \chi_{e,j}^{1} \cdot \chi_{e,k}^{1} - a_{km} \partial_{x_m} \chi_{e,k}^{1} \chi_{e,j}^{1} \rangle
\]

\[
+ \langle a_{jm} \partial_{x_m} \chi_{e,j}^{1} \chi_{e,k}^{1} + a_{km} \partial_{x_m} \chi_{e,j}^{1} \chi_{e,k}^{1} \rangle + 2\langle a_{jk} \chi_{e,j}^{1} \rangle.
\]

The desired identity follows by cyclically summing over \( i, j \) and \( k \).

2.2. **Zeroth Order Estimates for Eigenvalues.** The following proposition, which gives a first estimate for the rate of convergence of the eigenvalues of \( L_\varepsilon \) towards those of \( L_0 \), is a straightforward modification of the results in [4]; it forms an ingredient in the proofs of all of our theorems. While the result in that paper lies in the setting of homogenization of the Dirichlet eigenvalues of periodic elliptic operators in bounded domains, the proof, which is based on Courant’s minimax characterization of the eigenvalues, adapts readily to our setting. This basic estimate provides an upper bound for how much eigenvalues of \( L_\varepsilon \) can move relative to those of \( L_0 \). We recall that \( \{\lambda_{e,ij}\}_{j=1}^{\infty} \) (resp. \( \{\lambda_{0,ij}\}_{j=1}^{\infty} \)) denote the eigenvalues of \( L_\varepsilon \) (resp. \( L_0 \)) written in nondecreasing order. For each eigenvalue \( \lambda_{0,ij} \) of \( L_0 \) we recall that \( \gamma(\lambda_{0,ij}) \) denotes the associated the spectral gap of \( \lambda_{0,ij} \), (see (1.4) for the definition). The following proposition can be readily proved as in [4], and we omit the proof.

**Proposition 2.2.** There exists \( C_1 > 0 \) independent of \( \varepsilon \) and \( k \) such that for each \( k \in \mathbb{N} \) and for every \( \varepsilon > 0 \) we have

\[
|\lambda_{e,ij} - \lambda_{0,ij}| \leq C_1 \varepsilon \lambda_{0,ij}^{\gamma(\lambda_{0,ij})}. \tag{2.6}
\]
3. Estimates for Analyticity

3.1. Elliptic Estimates. The goal of this section is to derive exponential decay estimates for eigenfunctions to the operator

\[ \mathcal{L}_0 U := -\nabla \cdot \tilde{\alpha} \nabla U + W(\cdot) U. \]

Let \( \lambda > 0 \) be an eigenvalue of \( \mathcal{L}_0 \), corresponding to eigenfunction \( U_0 \), with \( \|U_0\|_{L^2} = 1 \), so that

\[ -\nabla \cdot \tilde{\alpha} \nabla U + W U = \lambda U. \]  

(3.1)

**Lemma 3.1.** Let \( \lambda \) be an eigenvalue of \( \mathcal{L}_0 \), and let \( f \in C^\infty \cap L^2(\mathbb{R}^d) \) be such that \( \int_{\mathbb{R}^d} f \phi_\lambda = 0 \) for every eigenfunction \( \phi_\lambda \) associated to \( \lambda \). There exist \( \alpha(\text{data}) > 0, C_1(\text{data}) > 0 \) and \( C(\text{data}) > 0 \) such that the following holds: for every solution \( u \) of

\[ \langle \mathcal{L}_0 - \lambda \rangle u = f \quad \text{in } \mathbb{R}^d, \]  

(3.2)

we have the estimate

\[ \int_{\mathbb{R}^d} (\lambda + |x|^2)^n e^{2H} |\nabla^m u|^2 dx + \int_{|x| > R_{n, \lambda}} (\lambda + |x|^2)^{n-1} e^{2H} |\nabla^{m-1} u|^2 dx \]

\[ \leq ((m - 1)!)^2 C_1^{-1} \Lambda^{-m-2} \int_{|x| \leq R_{n, \lambda}} e^{2H} (\lambda + |x|^2)^{n+m-2} u^2 dx \]

\[ + ((m - 1)!)^2 C_1^{-1} \Lambda^{-m-2} \sum_{k=0}^{m-1} \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n+m-k-2} |\nabla^k f|^2 dx, \]  

(3.3)

where \( H : \mathbb{R}^d \to \mathbb{R} \) is defined via \( H(x) := \alpha |x|^2 \), and

\[ R_{n, \lambda} := C \max(\sqrt{n}, \sqrt{\lambda}) \]  

(3.4)

**Proof.** The proof is an induction argument on \( m \in \mathbb{N} \).

*The base case.* Let \( \eta \in C^\infty_c(\mathbb{R}^d) \) be a smooth function. We multiply (3.2) with \( \eta^2 \) and integrate on \( \mathbb{R}^d \) to arrive at

\[ \int_{\mathbb{R}^d} \eta^2 \tilde{\alpha} \nabla u \cdot \nabla u \, dx + \int_{\mathbb{R}^d} W(x) \eta^2 u^2 \, dx = \lambda \int_{\mathbb{R}^d} \eta^2 u^2 \, dx + \int_{\mathbb{R}^d} \eta^2 f u \, dx - 2 \int_{\mathbb{R}^d} \eta u \tilde{\alpha} \nabla u \cdot \nabla \eta. \]

Using ellipticity of \( \tilde{\alpha} \), and by Cauchy-Schwarz, we obtain

\[ \int_{\mathbb{R}^d} \eta^2 |\nabla u|^2 \, dx \leq \int_{\mathbb{R}^d} \eta^2 u^2 (\lambda - W(x)) + C_0 u^2 |\nabla \eta|^2 \, dx + \int_{\mathbb{R}^d} \eta^2 f u \, dx, \]  

(3.5)

for some universal constant \( C_0 \) (for instance we can take \( C_0 = 8 \)). We use test functions of the form \( \eta = e^{H} \chi \) for various choices of \( \chi \in C^\infty_c(\mathbb{R}^d) \). The function \( H \) will be chosen of the form \( H(x) := \alpha |x|^2 \) for some small \( \alpha = \alpha(\text{data}) > 0 \). Inserting this choice in the prior display we find, for any \( \theta > 0 \),

\[ \int_{\mathbb{R}^d} \chi^2 e^{2H} |\nabla u|^2 \, dx + \int_{\mathbb{R}^d} \chi^2 e^{2H} u^2 \left( W(x) - \frac{C_0}{2} |\nabla H|^2 - \lambda \right) \, dx \]

\[ \leq \int_{\mathbb{R}^d} e^{2H} u^2 \left( |\nabla \chi|^2 + \chi^2 |\nabla H|^2 \right) \, dx + \int_{\mathbb{R}^d} e^{2H} \chi^2 \left( \frac{f^2}{\theta} + \theta u^2 \right) \, dx. \]

We thus arrive at the main Caccioppoli estimate that we use for the rest of the proof:

\[ \int_{\mathbb{R}^d} \chi^2 e^{2H} |\nabla u|^2 \, dx + \int_{\mathbb{R}^d} \chi^2 e^{2H} u^2 \left( W(x) - \frac{C_0}{2} |\nabla H|^2 - (\lambda + \theta) \right) \]

\[ \leq \int_{\mathbb{R}^d} e^{2H} \left( u^2 |\nabla \chi|^2 + \frac{f^2}{\theta} \chi^2 \right) \, dx. \]  

(3.6)

Here, \( (z)_+ \) denotes the positive part of \( z \in \mathbb{R} \). From (1.9) we find that

\[ W(x) - C|\nabla H|^2 - (\lambda + \theta) \leq \Lambda_+ |x|^2 - \lambda \leq 0, \]

for all \( \theta > 0 \) if \( |x| \leq \sqrt{\frac{\Lambda_+}{\lambda}} : R_0(\lambda) \). In particular, the second term of (3.6) on the left hand side does not contribute on this ball centered at the origin.
We now make a choice of the $\theta$, of the test function $\chi$, and of the exponential weight $H$ toward obtaining the desired estimate.

- We set $\theta = \frac{\lambda}{2} (\lambda + |x|^2)$,
- we set $H(x) := \alpha |x|^2$ for $\alpha$ sufficiently small so that $\frac{\alpha}{2} \geq 2C_0 \alpha^2$, and
- we set $\chi(x) = (\lambda + |x|^2)^{\nu_2} \omega_R(x)$ for $\omega_R \in C^\infty_c(\mathbb{R}^d)$ with $\omega_R(x) \equiv 1$ for $|x| \leq R$, $\omega_R(x) \equiv 0$ for $|x| \geq 2R$ and $|\nabla \omega_R(x)| \leq \frac{1}{R}$, with $|\omega_R(x)| \leq 1$ for all $x \in \mathbb{R}^d$.

Here, $R \gg 1$ is a parameter that we will send to infinity at the end of the argument of the base case.

Then,
\[
|\nabla \chi|^2 \leq \frac{n^2 (\lambda + |x|^2)^{n-1}}{2} + \frac{(\lambda + |x|^2)^n}{R^2}.
\]

Inserting these choices in (3.6) we find
\[
\int_{\mathbb{R}^d} (\lambda + |x|^2)^n \omega_R^2(x) e^{2H} |\nabla u|^2 \, dx
+ \int_{\mathbb{R}^d} (\lambda + |x|^2)^n \omega_R^2(x) e^{2H} u^2 \left( W(x) - \frac{C_0}{2} |\nabla H|^2 - (\lambda + \frac{\Lambda}{8n}(\lambda + |x|^2)) \right) \, dx
\]
\[
\leq \int_{\mathbb{R}^d} n^2 (\lambda + |x|^2)^{n-1} e^{2H} \left( u^2 + \frac{f^2}{2n^2} \right) \, dx + \frac{1}{R^2} \int_{\mathbb{R}^d} (\lambda + |x|^2)^n e^{2H} u^2 \, dx.
\]

Now, if $\frac{\alpha}{4} |x|^2 \geq \frac{\alpha}{4} \lambda + \Lambda_0 + \Lambda$, which we rewrite as $|x| \geq R_1(\lambda) \sim \sqrt{\Lambda} > R_0(\lambda)$, then choosing $\alpha > 0$ small enough so $\frac{\alpha}{2} \geq 2C_0 \alpha^2$, a short calculation shows
\[
W(x) - \frac{C_0}{2} |\nabla H|^2 - \left( \lambda + \frac{\Lambda}{8n}(\lambda + |x|^2) \right) \geq \Lambda_- |x|^2 - \Lambda_0 - 2C_0 \alpha^2 |x|^2 - \lambda - \frac{\Lambda}{8n}(\lambda + |x|^2)
\]
\[
\geq \Lambda_- (\lambda + |x|^2).
\]

For any $R_{n,\lambda} > R_1(\lambda)$ (a specific choice will be made presently), the estimate (3.7) then rewrites as
\[
\int_{\mathbb{R}^d} (\lambda + |x|^2)^n \omega_R^2 e^{2H} |\nabla u|^2 \, dx + \int_{|x| \geq R_{n,\lambda}} (\lambda + |x|^2)^{n-1} \left( \frac{\Lambda_0}{8n}(\lambda + |x|^2) - n^2 \right) e^{2H} u^2 \omega_R^2(x) \, dx
\]
\[
\leq n^2 \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^{n-1} e^{2H} u^2 \, dx + \int_{\mathbb{R}^d} (\lambda + |x|^2)^n e^{2H} f^2 \, dx
+ \frac{1}{R^2} \int_{\mathbb{R}^d} (\lambda + |x|^2)^n e^{2H} u^2 \, dx.
\]

Choosing $R_{n,\lambda} > R_1(\lambda)$ so that $\frac{\alpha}{2} (\lambda + R_{n,\lambda}^2)^2 \geq n^2$, and then sending $R \to \infty$, we obtain
\[
\int_{\mathbb{R}^d} (\lambda + |x|^2)^n e^{2H} |\nabla u|^2 \, dx + \frac{\Lambda_-}{16} \int_{|x| \geq R_{n,\lambda}} (\lambda + |x|^2)^{n-1} e^{2H} u^2 \, dx
\]
\[
\leq n^2 \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^{n-1} e^{2H} u^2 \, dx + \int_{\mathbb{R}^d} (\lambda + |x|^2)^n e^{2H} f^2 \, dx.
\]

(3.8) holding for every $n \in \mathbb{Z}$. This completes the base case. We note that $R_{n,\lambda}$ satisfies
\[
R_{n,\lambda} > R_1(\lambda) = C \sqrt{\Lambda}, \quad \text{and} \quad R_{n,\lambda} > C \sqrt{n}.
\]

The induction hypothesis. Suppose that, for each $p \in \{1, \cdots, m\}$, we have shown that for every $n \in \mathbb{N}_0$, there holds
\[
\int_{\mathbb{R}^d} (\lambda + |x|^2)^n e^{2H} |\nabla^p u|^2 \, dx \leq C_1^{n+p-1} A^{p-1} ((p-1))! \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^{n+p} e^{2H} u^2 \, dx
+ \sum_{j=0}^{p} C_1^p A^2 ((p-1))! \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n+(p-j)-1} |\nabla^j f|^2 \, dx.
\]

(3.9)
The induction step. Let \( \alpha \in \mathbb{N}_0^m \) denote a multiindex of length \( m \). As \( f \in C^\infty(\mathbb{R}^d) \), and \( \pi \) is a constant matrix, it follows that \( u \in C^\infty(\mathbb{R}^d) \). Setting \( v := \partial^\alpha u \), we apply \( \partial^\alpha \) derivative of (3.2) to find that \( v \) satisfies the PDE

\[-\nabla \cdot \pi \nabla v + W(x)v = \lambda v + \partial^\alpha f - f_\alpha =: \lambda v + F_\alpha,\]

(3.10)

where, by Liebniz rule, and using (1.8), \( f_\alpha \) satisfies the bound

\[|f_\alpha| \leq \sum_{j=0}^m \binom{m}{j} |\partial^j W(x)||\partial^{m-j} u| \leq \sum_{j=0}^m \binom{m}{j} j! \Lambda^j (1 + |x|^2)^{\frac{j}{2}(2-j)} |\nabla^{m-j} u|,\]

where we used (1.8) in the second inequality above. Applying the base case to (3.10) we obtain

\[
\int_{\mathbb{R}^d} (\lambda + |x|^2)^{n-1} e^{2H} |\nabla^{m+1} u|^2 dx + \int_{|x| > R_{n,\lambda}} (\lambda + |x|^2)^{n-1} e^{2H} |\nabla^m u|^2 dx \\
\leq C_1^n \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^{n+1} e^{2H} |\nabla^m u|^2 dx + \int_{\mathbb{R}^d} (\lambda + |x|^2)^{n-1} e^{2H} |F_\alpha|^2 dx.
\]

(3.11)

To complete the induction step, we must estimate the second term. By Cauchy-Schwarz, since \((a_0 + \ldots + a_m)^2 \leq (m+1)(a_0^2 + \ldots + a_m^2)\) for any \((m+1)\) positive numbers \(a_0, \ldots, a_m\), we find by the induction hypothesis (3.9),

\[
\int_{\mathbb{R}^d} (\lambda + |x|^2)^{n-1} e^{2H} |F_\alpha|^2 dx \\
\leq \int_{\mathbb{R}^d} (\lambda + |x|^2)^{n-1} e^{2H} (|\nabla^m f|^2 + |f_\alpha|^2) dx \\
\leq \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n-1} |\nabla^m f|^2 dx \\
+ (m+1) \sum_{j=0}^m \binom{m}{j} (j!)^2 \Lambda^j \int_{\mathbb{R}^d} (\lambda + |x|^2)^{n+1} (1 + |x|^2)^{2-j} e^{2H} |\nabla^{m-j} u|^2 dx \\
\leq \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n-1} |\nabla^m f|^2 dx \\
+ (m+1) \left( C_1^{n+m-1} \Lambda^{m-1} ((m-1)!)^2 \int_{|x| \leq R_{n,\lambda}} e^{2H} (\lambda + |x|^2)^{n+m+1} u^2 dx \\
+ C_1^n \Lambda^2 ((m-1)!)^2 \sum_{\ell=0}^{m-1} \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n+1+(m-\ell)} |\nabla^\ell f|^2 dx \\
+ \frac{(m-1)^2 m^2}{4} \left( C_1^{n+m-1} \Lambda^{m-2} (m-2)! \int_{|x| \leq R_{n,\lambda}} e^{2H} (\lambda + |x|^2)^{n+m-1} u^2 dx \\
+ C_1^{n-1} \Lambda^2 ((m-1)!)^2 \sum_{\ell=0}^{m-2} \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n+1+(m-\ell)} |\nabla^\ell f|^2 dx \\
+ \sum_{j=1}^m \binom{m}{j} (j!)^2 \Lambda^j \left( C_1^{n+m-j-1} \Lambda^{m-j-1} ((m-j-1)!)^2 \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^{n+1+m-j} e^{2H} u^2 dx \\
+ C_1^{n-j} \Lambda^2 ((m-j-1)!)^2 \sum_{\ell=0}^{m-j-1} \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n+1+(m-j-\ell)} |\nabla^\ell f|^2 dx \right) \right) \\
\leq m!^2 C_1^{n+m} \Lambda^{m-1} \int_{|x| \leq R_{n,\lambda}} e^{2H} (\lambda + |x|^2)^{n+m+1} u^2 dx \\
+ m!^2 C_1^{n+m+1} \sum_{\ell=0}^{m} \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n+m-\ell-1} |\nabla^\ell f|^2 dx.
\]

(3.12)
In the last line, we repeatedly used the fact that \( \sum_{j=1}^{4} t^j \sim t^{q+1} \) with the choice \( t = (\lambda + |x|^2) \) to combine the various terms. The proof of the induction step, and therefore that of the lemma, is complete.  

Our next lemma concerns \( L^2 \) estimates for eigenfunctions, i.e., equations of (3.2) with \( f = 0 \) with the weight \( e^{2H} \). To this end, we let \( \phi_\lambda \), as before, denote an \( L^2 \)-normalized eigenfunction of \( \mathcal{L}_0 \), so that

\[
(\mathcal{L}_0 - \lambda)\phi_\lambda = 0, \quad \text{in } \mathbb{R}^d, \quad \|\phi_\lambda\|_{L^2(\mathbb{R}^d)} = 1. \tag{3.13}
\]

**Corollary 3.2.** Let \( \phi_\lambda \) be an eigenfunction of \( \mathcal{L}_0 \) with eigenvalue \( \lambda \), normalized as in (3.13). Then there exists \( c_2(\text{data}) > 0 \), such that

\[
\int_{\mathbb{R}^d} \phi_\lambda^2 e^{2H} dx \leq e^{2c\lambda^2}. \]

**Proof.** We set \( f \equiv 0 \) in (3.3), along with the choice \( n = 1 \) and \( m = 1 \). This yields

\[
\int_{|x| > R_{1,\lambda}} e^{2H} \phi_\lambda^2 dx \leq \int_{|x| < R_{1,\lambda}} e^{2H} (\lambda + |x|^2)^2 \phi_\lambda^2 dx \leq e^{2c\lambda^2} \int_{\mathbb{R}^d} \phi_\lambda^2 dx = e^{2c\lambda^2}. \]

### 3.2. Spectral Estimates

Next we turn our attention to estimates on the problem

\[
(\mathcal{L}_0 - \lambda)V = f, \tag{3.14}
\]

where \( \lambda \in \sigma(\mathcal{L}_0) \) is a given eigenvalue with associated normalized eigenfunction \( \phi_\lambda \), which we assume simple for the time being, and \( f \in C^\infty \cap L^2(\mathbb{R}^d) \) such that

\[
\int_{\mathbb{R}^d} f \phi_\lambda dx = 0.
\]

Here, and in what follows, we use \( \sigma(\mathcal{L}_0) \) to denote the spectrum of \( \mathcal{L}_0 \). Motivated by the decay rates proven in Lemma 3.1, it is natural to measure the regularity of \( f \) using weighted spaces with inverse Gaussian weights. Setting \( \Lambda_2 := \sqrt{\Lambda} \), we define, for any \( \lambda \in \sigma(\mathcal{L}_0) \), for any \( g \in L^2 \cap C^{\infty}(\mathbb{R}^d) \),

\[
\|g\|_{\lambda, \Theta} := \sup_{m \in \mathbb{N}} \sup_{n \in \mathbb{N}} \sup_{\alpha \in \mathbb{R}_+} \left( \int_{\mathbb{R}^d} (\lambda + |x|^2)^n |\nabla^m g(x)|^2 \exp\left(\alpha|x|^2 - 2\alpha R_{n,\lambda}^2\right) dx \right)^{1/2}. \tag{3.15}
\]

Here, we recall that the lengthscale \( R_{n,\lambda} \sim \sqrt{n} \) is defined in (3.4).

We next give an analyticity estimate for solutions of (3.14). Recall that \( \gamma(\lambda) > 0 \) is the spectral gap, \( \gamma(\lambda) := \inf\{ |\lambda - \mu| : \mu \in \sigma(\mathcal{L}_0) \} \setminus \{\lambda\} \).

**Lemma 3.3.** Let \( \lambda \) be an eigenvalue of \( \mathcal{L}_0 \) and \( f \in C^{\infty} \cap L^2(\mathbb{R}^d) \) be such that \( \int_{\mathbb{R}^d} f \phi_\lambda = 0 \) for every eigenfunction \( \phi_\lambda \) associated to \( \lambda \). Then, for every solution \( u \) of

\[
(\mathcal{L}_0 - \lambda)u = f \quad \text{in } \mathbb{R}^d,
\]

and for every \( \Theta \geq C_1 \), we have the estimate

\[
\|u\|_{\lambda, \Theta} \leq \frac{1}{\gamma(\lambda)} \|f\|_{\lambda, \Theta}.
\]

**Proof.** The proof proceeds by combining spectral information with Lemma 3.1.

**Step 1.** In this step we obtain the spectral solution formula for \( u \). As \( \int f \phi_\lambda = 0 \) for each eigenfunction \( \phi_\lambda \) associated with the eigenvalue \( \lambda \), it follows that

\[
(\mathcal{L}_0 - \lambda)u = f
\]

admits a unique solution satisfying the normalization condition \( \int u \phi_\lambda = 0 \) for each eigenfunction \( \phi_\lambda \) associated with eigenvalue \( \lambda \in \sigma(\mathcal{L}_0) \). It follows therefore, that if

\[
f := \sum_{\mu \in \sigma(\mathcal{L}_0) \setminus \{\lambda\}} f_\mu \phi_\mu, \quad f_\mu := \int f \phi_\mu.
\]
then
\[ u = \sum_{\mu \in \sigma(\mathcal{L}_0)} \frac{f_\mu}{\mu - \lambda} \phi_\mu. \]

**Step 2.** By Lemma 3.1, for any \( m \in \mathbb{N} \), we obtain that for any \( \Theta \geq C_1 \),
\[
\frac{1}{\Theta^{n+m} \Lambda_2^m(m-1)!} \left( \int_{\mathbb{R}^d} (\lambda + |x|^2)^n |\nabla^m u|^2 \exp(\alpha |x|^2 - 2\alpha R_{n,\lambda}^2 + dx) \right)^{1/2}
= \frac{1}{\Theta^{n+m} \Lambda_2^m(m-1)!} \left( \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^n |\nabla^m u|^2 dx \right)^{1/2}
\]
\[
\times \left( \int_{|x| \geq R_{n,\lambda}} (\lambda + |x|^2)^n |\nabla^m u|^2 dx + e^{-2\alpha R_{n,\lambda}^2} \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^n e^{2H} |\nabla^m u|^2 dx \right)^{1/2}
\]
\[
\leq \frac{1}{\Theta^{n+m} \Lambda_2^m(m-1)!} \left( \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^n |\nabla^m u|^2 dx \right)^{1/2}
\]
\[
+ e^{-2\alpha R_{n,\lambda}^2} (m-1)!^2 C_1^{n+1} \Lambda_2^{m-2} \int_{|x| \leq R_{n,\lambda}} (\lambda + |x|^2)^{n+m} e^{2H} u^2 dx
\]
\[
+ (m-1)!^2 C_1 \Lambda_2 e^{-2\alpha R_{n,\lambda}^2} \sum_{\ell=0}^{m-1} \int_{\mathbb{R}^d} e^{2H} (\lambda + |x|^2)^{n+m+\ell-2} |\nabla^\ell f|^2 dx \right)^{1/2}
\]
\[
\leq \left( \int_{\mathbb{R}^d} u^2 dx \right)^{1/2}
+ \sum_{j=0}^{m-1} \frac{C_1^{n+1} \Lambda_2^2}{\Theta^{n+m} \Lambda_2^{m-1}!} \left( \int_{\mathbb{R}^d} (\lambda + |x|^2)^{n+m-1} e^{2H} |\nabla f|^2 dx \right)^{1/2}
\]
\[
\leq \left( \int_{\mathbb{R}^d} u^2 dx \right)^{1/2} + ||f||_{L^2} \lambda_\Theta.
\]
Taking the supremum with respect to \( m, n \in \mathbb{N} \) on both sides, we arrive at
\[
||u||_{L^2} \lambda_\Theta \leq \left( \int_{\mathbb{R}^d} u^2 dx \right)^{1/2} + C ||f||_{L^2} \lambda_\Theta.
\] (3.16)

It remains to estimate the \( L^2 \) norm of \( u \). Toward this end, using the formula from Step 1, and Plancherel,
\[
\int_{\mathbb{R}^d} u^2 dx = \sum_{\mu \in \sigma(\mathcal{L}_0)} \frac{|f_\mu|^2}{(\mu - \lambda)^2} \leq \frac{1}{\gamma(\lambda)^2} \sum_{\mu \in \sigma(\mathcal{L}_0)} |f_\mu|^2 = \frac{1}{\gamma(\lambda)^2} \int_{\mathbb{R}^d} f^2 dx,
\]
since \( \int f_\lambda = 0 \). The proof is concluded by observing that \( ||f||_{L^2} \leq ||f||_{L^2} \lambda_\Theta \), and combining this with (3.16).

4. **Expansions for Simple Eigenvalues and their Eigenfunctions**

In this section we consider the simpler case of a simple eigenvalue of the second-order homogenized operator \( \mathcal{L}_0 \) and build an expansion for the corresponding eigenvalue and eigenfunction for the heterogeneous operator \( \mathcal{L}_e \). Of course, this is only a very particular case of our main results, but the computations and the notation are much less heavy and therefore easier to understand in this setting.

4.1. **First Order Expansions for Simple Eigenvalues.**

**Proof of Theorem 1.1.** Define
\[
\tilde{\lambda}_\varepsilon := \lambda_{0,j} + \varepsilon \mu_{1,j},
\]
where \( \mu_{1,j} \) is given by
\[
\mu_{1,j} := \int_{\mathbb{R}^d} (\nabla^2 \phi_{0,j}(x)) \cdot \nabla \phi_{0,j}(x) dx.
\]
we also set
\[ w_\varepsilon := \phi_{0,j} + \varepsilon U_{1,j} + \varepsilon \nabla (\phi_{0,j} + \varepsilon U_{1,j}) \cdot \chi^{(1)}(\varepsilon) \],
where we recall that \( U_{1,j} \) is the unique solution to the equation
\[ (L_0 - \lambda_{0,j})U_{1,j} = \mu_{1,j}\phi_{0,j} + \mathbf{a}^{(3)} : \nabla^3 \phi_{0,j}, \]
which is orthogonal in \( L^2 \) to \( \phi_{0,j} \). In step 1 below we insert this ansatz above in the PDE and compute, and to alleviate notation, suppress the dependence on \( j \) (the index of the eigenvalue), which is fixed.

**Step 1.** By a direct computation (see, for instance [1, Lemma 6.7]), we find that
\[ -\nabla \cdot \mathbf{a}^\varepsilon \nabla w_\varepsilon = -\nabla \cdot \mathbf{a}^\varepsilon (\phi_0 + \varepsilon U_1) + \nabla \cdot \left( \sum_{k=1}^d (s_{\varepsilon}^k - \chi_{\varepsilon}^k \mathbf{a}^\varepsilon) \nabla \partial_{x_k} (\phi_0 + \varepsilon U_1) \right). \]
Using the equation for the second-order corrector equation, we can write the second term as
\[
\nabla \cdot \left( \sum_{k=1}^d (s_{\varepsilon}^k - \chi_{\varepsilon}^k \mathbf{a}^\varepsilon) \nabla \partial_{x_k} (\phi_0 + \varepsilon U_1) \right) = \nabla \cdot \sum_{k=1}^d \mathbf{a}^\varepsilon \chi_{\varepsilon}^{2,\varepsilon} \nabla \partial_{x_k} (\phi_0 + \varepsilon U_1) - \sum_{k=1}^d (\mathbf{a}^\varepsilon \chi_{\varepsilon}^{2,\varepsilon} + s_{\varepsilon}^k - \chi_{\varepsilon}^k \mathbf{a}^\varepsilon) \nabla^2 \partial_{x_k} (\phi_0 + \varepsilon U_1).
\]
The first term on the right side is \( O(\varepsilon^2) \). The second term on the right side can be rewritten in terms of the second-order flux corrector as follows:
\[
\sum_{k=1}^d (\mathbf{a}^\varepsilon \chi_{\varepsilon}^{2,\varepsilon} + s_{\varepsilon}^k - \chi_{\varepsilon}^k \mathbf{a}^\varepsilon) \nabla^2 \partial_{x_k} (\phi_0 + \varepsilon U_1) = \varepsilon \mathbf{a}^{(3)} : \nabla^3 (\phi_0 + \varepsilon U_1) + \nabla \cdot \sum_{k=1}^d (\mathbf{a}^\varepsilon \chi_{\varepsilon}^{2,\varepsilon} + s_{\varepsilon}^k - \chi_{\varepsilon}^k \mathbf{a}^\varepsilon) \nabla^2 \partial_{x_k} (\phi_0 + \varepsilon U_1).
\]
Therefore we obtain that
\[
-\nabla \cdot \mathbf{a}^\varepsilon \nabla w_\varepsilon = -\nabla \cdot \mathbf{a}^\varepsilon (\phi_0 + \varepsilon U_1) - \varepsilon \mathbf{a}^{(3)} : \nabla^3 (\phi_0 + \varepsilon U_1) + \nabla \cdot \sum_{k=1}^d (\mathbf{a}^\varepsilon \chi_{\varepsilon}^{2,\varepsilon} \nabla \partial_{x_k} - s_{\varepsilon}^k \nabla^2 \partial_{x_k}) (\phi_0 + \varepsilon U_1) \tag{4.1}
\]
We note that
\[
\| R_\varepsilon \|_{L^2} \leq C \varepsilon^2 \| \nabla^2 \phi_0 \|_{L^2} + \varepsilon \| \nabla^2 U_1 \|_{L^2} \leq C \varepsilon^2 (\| \nabla^3 \phi_0 \|_{L^2} + \varepsilon \| \nabla^3 U_1 \|_{L^2}) \leq C \varepsilon^2 \lambda_0^{\frac{3}{2}} + C \varepsilon^3 \frac{\lambda_0^{\frac{3}{2}}}{\gamma(\lambda_0)}.
\]
We deduce that
\[
\| \nabla \cdot R_\varepsilon \|_{H^{-1}(\mathbb{R}^d)} \leq \| R_\varepsilon \|_{L^2(\mathbb{R}^d)} \leq C \varepsilon^2 \lambda_0^{\frac{3}{2}} + C \varepsilon^3 \frac{\lambda_0^{\frac{3}{2}}}{\gamma(\lambda_0)} \tag{4.2}
\]
Next, we compute
\[
(W(x) - \tilde{L}_\varepsilon) w_\varepsilon = (W(x) - \lambda_0) \phi_0 + \varepsilon ((W(x) - \lambda_0) U_1 + \mu_1 U_1) + S_\varepsilon,
\]
\[
S_\varepsilon := -\varepsilon^2 (\mu_1 U_1 + \mu_1 \nabla (\phi_0 + \varepsilon U_1) \cdot \chi^{(1)}(\varepsilon)) + \varepsilon ((W(x) - \lambda_0) \nabla (\phi_0 + \varepsilon U_1) \cdot \chi^{(1)}(\varepsilon)) =: S^{(1)}_\varepsilon + S^{(2)}_\varepsilon. \tag{4.3}
\]
The term $S_ε^{(1)}$ is clearly of order $O(ε^2)$ in $L^2(\mathbb{R}^d)$; explicitly, $$\|S_ε^{(1)}\|_{L^2(\mathbb{R}^d)} \leq Cε^2 \|μ_1\|_1 (\|U_1\|_{L^2(\mathbb{R}^d)} + \|∇φ_0 + ε∇U_1\|_{L^2(\mathbb{R}^d)})$$ $$\leq Cε^2 λ_{0}^{3/2} \left( λ_0^{3/2} + λ_0^{1/2} + ελ_{0}^{3/2} \right).$$ (4.4)

Concerning $S_ε^{(2)}$, for each $x \in \mathbb{R}^d$, we introduce the function $z \in H^1(\mathbb{T}^d)$ to be the unique mean zero solution to $$-∇_y · a∇_y z(x, y) = (W(x) - λ_0)∇φ_0(x) · χ^{(1)}(y).$$

This problem is well-posed, since $\langle χ^{(1)}(y) \rangle = 0$. We set $z_ε(x) := ε^3 z(x, ε/4)$, and compute that

$$∇ · a^ε∇z_ε = ε^3 ∇_x · a^ε∇_x z + ε^2 (∇_y · (a^ε∇_x z) + ∇_x · a^ε∇_y z)|_{(x, ε/4)} + ε∇_y · a^ε∇_y z(x, ε/ε)$$

$$= S_ε^{(3)}(x, ε/ε) - ε(W(x) - λ_0)∇φ_0(x) · χ^{(1)}(y).$$ (4.5)

By Proposition 4.1, for any $α \in \mathbb{N}^d_0$ and $x \in \mathbb{R}^d$,

$$\|a_ε^{α} z(x, ·)\|_{H^1(\mathbb{T}^d)} \leq C∥a^α ((W(x) - λ_0)∇φ_0(x) · χ^{(1)}(y))∥_{L^2(\mathbb{T}^d)}$$

$$\leq C∥a^α (W(x) - λ_0)∇φ_0(x)∥_1.$$

It follows that

$$\|S_ε^{(3)}(x, ε/ε)\|_{L^2(\mathbb{R}^d)} \leq Cε^3 \|Δ_ε z(x, y)\|_{L^2(\mathbb{R}^d) \times L^∞(\mathbb{T}^d)} + ε^2 \|∇_x \nabla_y z(x, y)\|_{L^2(\mathbb{R}^d) \times L^∞(\mathbb{T}^d)}$$

$$\leq Cε^3 λ_{0}^{3/2} + Cε^2 λ_{0}^{3/2}.$$ (4.6)

Combining (4.1) through (4.6) we arrive at

$$(L_ε - \hat{λ}_ε)(w_ε - z_ε) = ∇ · R_ε + S_ε^{(1)} + ε^2(W(x) - λ_0)∇U_1 · χ^{(1)}(ε/ε) + S_ε^{(3)}$$

$$= ∇ · R_ε + \tilde{S}_ε.$$

Here,

$$\|∇ · R_ε\|_{L^2(\mathbb{R}^d)} + \|\tilde{S}_ε\|_{L^2(\mathbb{R}^d)}$$

$$\leq Cε^{2} λ_0^{3/2} + Cε^2 λ_0^{3/2} + Cε^3 λ_0^{3/2} + \frac{1}{γ(λ_0)}(Cε^3 λ_0^{3/2} + Cε^2 λ_0^3 + Cε^3 λ_0^3 + Cε^2 λ_0^3) =: δ_ε(λ_0).$$

**Step 2.** We write $R_ε = \sum_{i=1}^{∞} c_{ε,i} φ_{ε,i}$, and $S_ε = \sum_{i=1}^{∞} s_{ε,i} φ_{ε,i}$, where $\{φ_{ε,i}\}_{i=1}^{∞}$ denote the eigenfunctions of $L_ε$, normalized so they form an orthonormal basis of $L^2(\mathbb{R}^d)$. Similarly, we write $w_ε - z_ε = \sum_{i=1}^{∞} d_{ε,i} φ_{ε,i}$. Then

$$(L_ε - \hat{λ}_ε)(w_ε - z_ε) = ∇ · R_ε + S_ε,$$

yields

$$\sum_{i=1}^{∞} |d_{ε,i}|^2 (λ_{ε,i} - \hat{λ}_ε)^2 \leq \sum_{i=1}^{∞} |c_{ε,i}|^2 + |s_{ε,i}|^2 = δ_ε(λ_0)^2.$$ (4.7)

Now, as $\int_{\mathbb{R}^d} U_1 φ_0 \, dx = 0$ by choice,

$$\int_{\mathbb{R}^d} w_ε^2 \, dx = \int_{\mathbb{R}^d} (φ_0 + εU_1 + ε∇(φ_0 + εU_1) · χ^{(1)}(ε/ε))^2 \, dx = 1 + δ_ε(λ_0).$$

so that by Plancherel,

$$\sum_{i=1}^{∞} |d_{ε,i}|^2 = 1 + δ_ε(λ_0).$$ (4.8)
Step 3. In this step, we restore notating the dependence of various quantities on \( k \), and obtain an intermediate bound. By Proposition 2.2, for all \( \varepsilon \) and \( j \in \mathbb{N} \), we have
\[
|\lambda_{\varepsilon,i} - \lambda_{0,i}| \leq C_1 \varepsilon^{\frac{3}{2}}.
\]
As \( |\tilde{\lambda}_i - \lambda_{0,j}| \leq \varepsilon |\mu_{1,j}| \leq \varepsilon C_{2,0} \lambda_{0,j}^{\frac{3}{2}} \), it follows from the triangle inequality that for all \( i \neq j \) we have
\[
|\lambda_{\varepsilon,i} - \tilde{\lambda}_i| = |\lambda_{0,i} - \lambda_{0,j} + \lambda_{0,j} - \tilde{\lambda}_i + \lambda_{\varepsilon,i} - \lambda_{0,i}| \\
\geq \gamma(\lambda_{0,j}) - \varepsilon (C_1 + C_{2,0}) \lambda_{0,j}^{\frac{3}{2}}.
\]
In particular, if \( \varepsilon < \frac{\gamma(\lambda_{0,j})}{2(C_2+1) \lambda_{0,j}^{\frac{3}{2}}} \), it follows that
\[
|\lambda_{\varepsilon,i} - \tilde{\lambda}_i| \geq \frac{\gamma(\lambda_{0,j})}{2},
\]
for all \( i \neq j \). It follows that
\[
\sum_{i \neq j} |d_{\varepsilon,i}|^2 \leq \frac{\varepsilon_0(\lambda_{0,j})^2}{\gamma(\lambda_{0,j})^2}
\]
From (4.8) it then follows that
\[
||d_{\varepsilon,j}||^2 - 1 \leq \frac{\varepsilon_0(\lambda_{0,j})^2}{\gamma(\lambda_{0,j})^2}.
\]
Therefore,
\[
|\lambda_{\varepsilon,j} - \tilde{\lambda}_j| \leq \frac{1}{1 - \frac{\varepsilon_0(\lambda_{0,j})}{\gamma(\lambda_{0,j})^2}} \leq 2\varepsilon_0(\lambda_{0,j})^2.
\]
This implies the estimate desired in (1.11). Finally, to prove (1.13), we note that the eigenfunction \( \psi_{\varepsilon,j} \) associated to the eigenvalue \( \lambda_{\varepsilon,j} \), which is normalized as in (1.12) satisfies
\[
(\mathcal{L}_\varepsilon - \lambda_{\varepsilon,j})(\psi_{\varepsilon,j} - (w_\varepsilon - z_\varepsilon)) = (\tilde{\lambda}_j - \lambda_{\varepsilon,j})(w_\varepsilon - z_\varepsilon) + \nabla \cdot R_\varepsilon + S_\varepsilon.
\]
Then, once again, by Plancherel’s theorem we find
\[
\int_{\mathbb{R}^d} (\psi_{\varepsilon,j} - (w_\varepsilon - z_\varepsilon))^2 \, dx \leq \sum_{i \neq j} |d_{\varepsilon,i}|^2 + |1 - |d_{\varepsilon,j}|^2| \leq \frac{\varepsilon_0(\lambda_{0,j})^2}{\gamma(\lambda_{0,j})^2}.
\]
Similarly, the \( H^1 \) estimate is proven by differentiating the equation for \( \psi_{\varepsilon,j} - (w_\varepsilon - z_\varepsilon) \), and estimating similarly using Plancherel.

Step 4. In order to complete the argument we must show that \( \mu_{1,k} = 0 \), and so \( U_{1,k} \equiv 0 \). Recalling that
\[
\mu_{1,k} = \int_{\mathbb{R}^d} \nabla^{(3)} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \, dx.
\]
By the symmetry of the hessian this means
\[
\mu_{1,k} = \int_{\mathbb{R}^d} (\nabla^{(3)} \phi_{\varepsilon,j}) \cdot \nabla^{(3)} \phi_{\varepsilon,j} \, dx = 2 \int_{\mathbb{R}^d} \nabla_{ij}^{(3)} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \, dx.
\]
Integrating by parts twice, and then re-indexing we get
\[
\mu_{1,k} = 2 \int_{\mathbb{R}^d} \nabla_{ij}^{(3)} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \, dx.
\]
and similarly,
\[
\mu_{1,k} = 2 \int_{\mathbb{R}^d} \nabla_{ij}^{(3)} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \phi_{\varepsilon,j} \, dx.
\]
Adding, and invoking Lemma 2.1, we find that
\[
3\mu_{1,k} = 0.
\]
It follows then that \( U_{1,k} \equiv 0 \), and hence the conclusion of the theorem obtains. \( \blacksquare \)
The rest of this section develops the machinery, and eventually proves the high order expansion for a simple eigenvalue \( \lambda_{\varepsilon,j} \) of \( L_{\varepsilon} \) from a simple eigenvalue \( \lambda_{0,j} \) of \( L_{0} \) (along with associated expansions for the eigenfunctions). In the remainder of this section, we work with a fixed simple eigenvalue \( \lambda_{0,j} \) of \( L_{0} \), and we omit the dependence on the index \( j \), henceforth denoting \( \lambda_{0,j} \) by \( \lambda_{0} \).

4.2. Formal expansion and heuristic derivation of the corrector equations. In this subsection we give some heuristic computations to motivate our asymptotic expansion. Let \( \lambda_{\varepsilon} \) be an eigenvalue of \( L_{\varepsilon} \) with eigenfunction \( u_{\varepsilon} \), and we look for an eigenpair \( (u_{\varepsilon}, \lambda_{\varepsilon}) \) of the heterogeneous operator \( L_{\varepsilon} \) which admits the following ansatz:

\[
\lambda_{\varepsilon} = \lambda_{0} + \sum_{j=1}^{\infty} \varepsilon^{j} \mu_{j} = \sum_{j=0}^{\infty} \varepsilon^{j} \mu_{j},
\]

where for convenience we have set \( \mu_{0} := \lambda_{0} \), and

\[
u_{\varepsilon}(x) = \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \sum_{|\alpha|=m}^{\infty} \varepsilon^{k+n} \partial_{x}^{\alpha} U_{k}(x) \chi_{n,\alpha,k}(x, x/\varepsilon).
\]

The parameters \( \{\mu_{j}\}_{j\in\mathbb{N}} \) will be determined together with the functions \( \chi_{n,\alpha,k}(x, y) \), called the correctors, which are periodic in the variable \( y \). Note that the correctors \( \chi_{n,\alpha,k} \) are indexed by \( (n, \alpha, k) \), where \( n, k \in \mathbb{N}_{0} \) and \( \alpha \) is a multiindex. We also denote

\[
\chi_{n,m,k} = (\chi_{n,\alpha,k})_{|\alpha|=m},
\]

which is a periodic function taking values in \( \mathbb{T}^{m} \). We may then write the ansatz in the second line of (4.10) in tensor notation as

\[
u_{\varepsilon}(x) = \sum_{p=0}^{\infty} \sum_{k=0}^{p} \sum_{m=0}^{p-k} \varepsilon^{p} \nabla^{m} U_{k}(x) : \chi_{p-k,m,k}(x, x/\varepsilon)
\]

We declare straightaway that the correctors will satisfy the following properties:

\[
\chi_{0,0,k} = 1, \quad \forall k \in \mathbb{N}, \quad \text{and} \quad \langle \chi_{p,\alpha,k} \rangle = 1_{\{p=0, \alpha=0\}}.
\]

Since \( \chi_{p,\alpha,k} \) only appears in (4.10) if \( p \geq |\alpha| \), and if all the indices are nonnegative, we also adopt the convention that

\[
p < |\alpha| \implies \chi_{p,\alpha,k} = 0, \quad \forall p, \alpha, k;
\]

and that \( \chi_{p,\alpha,k} = 0 \) if any index is negative. Throughout, if \( F(x, y) \) is a function which is periodic in the variable \( y \), then we denote by \( \langle F \rangle(x) \) the mean of \( F(x, \cdot) \) and set

\[
\tilde{F}(x, y) := F(x, y) - \langle F \rangle(x).
\]

To determine the correctors \( \chi_{q,\alpha,k} \), the parameters \( \{\mu_{j}\} \) and the macroscopic functions \( \{U_{k}\} \), we proceed (informally) by plugging the ansatz for \( u_{\varepsilon} \) into the equation \( L_{\varepsilon} u_{\varepsilon} = \lambda_{\varepsilon} u_{\varepsilon} \). First, we compute the right hand side of the equation by multiplying (4.9) and (4.10):

\[
\lambda_{\varepsilon} u_{\varepsilon}(x) = \sum_{j=0}^{\infty} \sum_{p=0}^{\infty} \sum_{k=0}^{p} \sum_{m=0}^{p-k} \sum_{|\alpha|=m}^{\infty} \varepsilon^{p+j} \mu_{j} \partial_{x}^{\alpha} U_{k}(x) \chi_{p-k,m,k}(x, x/\varepsilon)
\]

\[
= \sum_{p=0}^{\infty} \sum_{k=0}^{p} \sum_{m=0}^{p-k} \sum_{|\alpha|=m}^{\infty} \varepsilon^{p} \partial_{x}^{\alpha} U_{k}(x) \mu_{p-k} \chi_{p-k,m,k}(x, x/\varepsilon)
\]

\[
= \sum_{p=0}^{\infty} \sum_{k=0}^{p} \sum_{m=0}^{p-k} \sum_{|\alpha|=m}^{\infty} \varepsilon^{p} \partial_{x}^{\alpha} U_{k}(x) \sum_{r=m}^{p} \mu_{p-r} \chi_{p-r-k,m,k}(x, x/\varepsilon).
\]
We turn to the computation of the left side of the equation, namely $L_x u_\epsilon$. We first compute the gradient $\nabla u_\epsilon$ in coordinates:

\[
\partial_x u_\epsilon(x) = \left( \partial_x^+ + \epsilon^{-1} \partial_y^+ \right) \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|\alpha|=m} \epsilon^p \partial_x^\alpha U_k(x) \chi_{p-k,\alpha,k}(x, y) \right)_{y=\frac{x}{\epsilon}} \\
= \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|\alpha|=m} \epsilon^p \partial_x^\alpha U_k(x) \chi_{p-k,\alpha,k}(x, y) \\
= \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|\alpha|=m} \epsilon^p \partial_x^\alpha U_k(x) \\
\times \left( \partial_y \chi_{p-k,\alpha,k}(x, y) + \chi_{p-1-k,\alpha-e_j,k}(x, y) + \partial_x \chi_{p-1-k,\alpha,k}(x, y) \right)_{y=\frac{x}{\epsilon}}.
\]

In the last line, we re-indexed two of the sums in order to make the common factor $\epsilon^p \partial_x^\alpha U_k$ appear in each of the three terms. This requires changing the bounds on the summands, and the expression we have written actually extra terms in the sum because we did not change the bounds. However, the extra terms correspond to $\chi_{p,\alpha,k}$ with either $p = -1$ or $\alpha = -e_j$. If we adopt the convention that $\chi_{p,\alpha,k} := 0$ if any index is negative, then the expression above is valid. We will play the same game in our computations below.

We next compute

\[
(\nabla \cdot a_x \nabla u_\epsilon)(x) \\
= \sum_{i,j=1}^d \left( \partial_x^+ + \epsilon^{-1} \partial_y^+ \right) \partial_y \chi_{p-k,\alpha,k} \nabla \chi_{p-1-k,\alpha,k} + \sum_{i,j=1}^d \partial_y \left( a_{ij} \chi_{p-1-k,\alpha-e_j,k} \right) \\
= \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|\alpha|=m} \epsilon^p \partial_x^\alpha U_k \\
\times \left( \nabla_y \cdot a \nabla_y \chi_{p-k,\alpha,k} + \nabla_y \cdot a \nabla_x \chi_{p-1-k,\alpha,k} + \sum_{i,j=1}^d \partial_y \left( a_{ij} \chi_{p-1-k,\alpha-e_j,k} \right) \right) \\
+ \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|\alpha|=m} \sum_{i,j=1}^d \epsilon^p \partial_x^{\alpha+e_i} U_k a_{ij} \left( \partial_y \chi_{p-k,\alpha,k} + \chi_{p-1-k,\alpha-e_j,k} + \partial_x \chi_{p-1-k,\alpha,k} \right) \\
+ \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|\alpha|=m} \epsilon^p \partial_x^\alpha U_k \\
\times \left( \nabla_x \cdot a \nabla_y \chi_{p-k,\alpha,k} + \nabla_x \cdot a \nabla_x \chi_{p-1-k,\alpha,k} + \sum_{i,j=1}^d \partial_x \left( a_{ij} \chi_{p-1-k,\alpha-e_j,k} \right) \right)_{x=\frac{y}{\epsilon}}.
\]
Changing the bounds on the sums in order to factor out the common term $\varepsilon^{p-2}\partial_x^a U_k$, we can write this expression as

\[
(\nabla \cdot a_x \nabla u_x)(x) = \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|a|=m} \varepsilon^{p-2}\partial_x^a U_k \nabla_y \cdot a \nabla_y \chi_{p-k,a,k} + \nabla_x \cdot a \nabla_x \chi_{p-1-k,a,k} + \sum_{i,j=1}^d \partial_y (a_{ij} \chi_{p-1-k,a-\epsilon_i,k})
\]

\[
+ \sum_{i,j=1}^d a_{ij} (\partial_y \chi_{p-1-k,a-\epsilon_i,k} + \chi_{p-2-k,a-\epsilon_i,k} + \partial_x \chi_{p-2-k,a-\epsilon_i,k})
\]

\[
+ \nabla_x \cdot a \nabla_y \chi_{p-1-k,a,k} + \nabla_x \cdot a \nabla_x \chi_{p-2-k,a,k} + \sum_{i,j=1}^d \partial_x (a_{ij} \chi_{p-2-k,a-\epsilon_j,k}) \bigg|_{y=\frac{x}{\varepsilon}}.
\]

In order to simplify this expression, we introduce the vector field $f_{q,a,k}(x,y)$ with $i$th entry given by

\[
(f_{q,a,k})_i := (\nabla_y \chi_{q,a,k})_i + (\nabla_x \chi_{q-1,a,k})_i + \sum_{j=1}^d a_{ij} \chi_{q-1,a-\epsilon_j,k}.
\]

Substituting this expression into the previous display, we get

\[
(\nabla \cdot a_x \nabla u_x)(x) = \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|a|=m} \varepsilon^{p-2}\partial_x^a U_k (\nabla_y \cdot f_{p-k,a,k} + \nabla_x \cdot f_{p-1-k,a,k} + \sum_{i=1}^d f_{p-1-k,a-\epsilon_i,k}) \bigg|_{y=\frac{x}{\varepsilon}}.
\]

Combining (4.15) with the previous display, remembering also the $W u_x$ term, we obtain

\[
(-\nabla \cdot a_x \nabla + W - \lambda_x) u_x = \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \sum_{|a|=m} \varepsilon^{p-2}\partial_x^a U_k \left( -\nabla_y \cdot f_{p-k,a,k} - \nabla_x \cdot f_{p-1-k,a,k} - \sum_{i=1}^d f_{p-1-k,a-\epsilon_i,k} - W \chi_{p-2-k,a,k} - \sum_{r=|a|}^{p-2} \mu_{p-2-r} \chi_{r-k,a,k} \right) \bigg|_{y=\frac{x}{\varepsilon}} + \sum_{r=|a|}^{p-2} \mu_{p-2-r} 1_{\{r=k,a=0\}}. \tag{4.16}
\]

Our ansatz would obviously be very good if the term inside parenthesis on the right side of (4.16) was zero (or at least very small), for every $(p, a, k)$. But before aiming for such a lofty goal, we first insist that it be macroscopic, that is, independent of the variable $y$. This is the same as demanding that it be equal to its mean over $y \in \mathbb{T}^d$. In view of (4.12), this is

\[
-\nabla_y \cdot f_{p-k,a,k} - \nabla_x \cdot f_{p-1-k,a,k} - \sum_{i=1}^d f_{p-1-k,a-\epsilon_i,k} + W \chi_{p-2-k,a,k} - \sum_{r=|a|}^{p-2} \mu_{p-2-r} \chi_{r-k,a,k}
\]

\[
= -\nabla_x \cdot \langle f_{p-1-k,a,a,k} \rangle - \sum_{i=1}^d \langle f_{p-1-k,a-\epsilon_i,k} \rangle + W(x) 1_{\{p=k+2,a=0\}} - \sum_{r=|a|}^{p-2} \mu_{p-2-r} 1_{\{r=k,a=0\}}.
\]
We can rewrite this, using the notation (4.14) and substituting $q = p - k$, as

$$-\nabla_y \cdot \mathbf{a}_y \nabla_y \chi_{y,\alpha,k} = \nabla_y \cdot \mathbf{a}_x \nabla_x \chi_{x-1,\alpha,k} + \sum_{i,j=1}^d \partial_x \left( a_{ij} \chi_{x-1,\alpha-e_i,k} \right)$$

$$+ \nabla_x \cdot \tilde{f}_{q-1, \alpha, k} + \sum_{i=1}^{q+k-2} \tilde{f}_{q-1, \alpha - e_i,k} - W \left( \chi_{q-2, \alpha,k} - 1_{\{q=2,|\alpha|=0\}} \right)$$

$$+ \sum_{r=0}^{q+k-2-r} \mu_{q+k-2-r} \left( \chi_{r+k, \alpha,k} - 1_{\{r=k,|\alpha|=0\}} \right). \quad (4.17)$$

This is the sequence of corrector equations we have been seeking. Observe that this equation involves the constants $\{\mu_k : k \in \{0, \ldots, q+k-m-2\}$, which are a priori unknown. This is because these corrector equations have to be understood as coupled to the macroscopic equations, which we introduce next. Define the homogenized coefficients by

$$\overline{\mathfrak{M}}_{q, \alpha,k} := \langle \tilde{f}_{q, \alpha,k} \rangle.$$ 

We note that $\overline{\mathfrak{M}}_{q, \alpha,k}$ is $\mathbb{R}^d$-valued and depends on the macroscopic variable $x$. Assuming for the moment that the corrector equation (4.17) is satisfied, we insert it back into the expression (4.16) to obtain

$$(-\nabla \cdot a_x \nabla - W - \lambda_\varepsilon) u_\varepsilon$$

$$= \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \varepsilon^{p-2} \overline{\mathfrak{M}}_{p-1,k,\alpha,k} \left( -\nabla_x \cdot \overline{\mathfrak{M}}_{p-1,k,\alpha,k} - \sum_{i=1}^d \widehat{\mathfrak{M}}_{p-1,k,\alpha-e_i,k} \right)$$

$$+ W 1_{p+k+2,|\alpha|=0} - \sum_{r=m}^{p-2} \mu_{p-2-r} 1_{r+k,|\alpha|=0}$$

$$= -\nabla_x \cdot \sum_{p=0}^\infty \sum_{k=0}^p \sum_{m=0}^{p-k} \varepsilon^p \overline{\mathfrak{M}}_{p+1,k,\alpha,k} \partial^\alpha \partial^\alpha U_k + \sum_{p=0}^\infty \varepsilon^p W U_p - \sum_{p=0}^\infty \sum_{k=0}^p \varepsilon^p \mu_{p-k} U_k$$

$$= \sum_{p=0}^\infty \varepsilon^p \left( -\nabla_x \cdot \left( \sum_{k=0}^p \sum_{m=0}^{p-k} \overline{\mathfrak{M}}_{p+1,k,\alpha,k} \partial^\alpha \partial^\alpha U_k \right) + W U_p - \sum_{k=0}^p \mu_{p-k} U_k \right). \quad (4.18)$$

This is the macroscopic equation, or to be more precise, it encodes a sequence of macroscopic equations—one for every $p \in \mathbb{N}_0$:

$$-\nabla_x \cdot \left( \sum_{k=0}^p \sum_{m=0}^{p-k} \overline{\mathfrak{M}}_{p+1,k,\alpha,k} \partial^\alpha \partial^\alpha U_k \right) + W U_p = \sum_{k=0}^p \mu_{p-k} U_k. \quad (4.19)$$

If we can find $\{\mu_k\}$ and $\{U_k\}$ solving the system (4.19), with correctors $\chi_{q,\alpha,k}$ solving (4.17), then we will be able to show that the function $u_\varepsilon$ is close to a true eigenfunction of the operator $L_\varepsilon$, with eigenvalue close to $\lambda_\varepsilon$.

Before we consider the hierarchy of equations in (4.19) in more detail, we make some remarks about the first few homogenized coefficients. First, for every $k \in \mathbb{N}$ and $j \in \{1, \ldots, d\}$, the corrector $\chi_{1,e_j,k}$ is the usual first-order corrector in homogenization theory. In particular, it is independent of $x$ and solves the equation

$$-\nabla \cdot \mathbf{a}(e_j + \nabla \chi_{1,e_j,k}) = 0.$$ 

We deduce that, for each $k \in \mathbb{N}$, the $(i,j)$th entry of the usual homogenized matrix $\overline{\mathfrak{M}}$ in elliptic homogenization theory is equal to the $i$th component of the coefficient $\overline{\mathfrak{M}}_{1,e_j,k}$ defined above (which in particular does not depend on $x$):

$$\overline{\mathfrak{M}}_{ij} = \langle \overline{\mathfrak{M}}_{1,e_j,k} \rangle_i.$$
Recalling also that $\mu_0 = \lambda_0$, we may therefore write (4.19) as

$$- \nabla \cdot \Pi \nabla U_p + (W - \lambda_0)U_p = \nabla_x \cdot \left( \sum_{k=0}^{p-1} \sum_{m=0}^{p-k} \sum_{|\alpha|=m} \Pi_{p+1-k,\alpha,k} \partial_{\alpha}^s U_k \right) + \sum_{k=0}^{p-1} \mu_{p-k} U_k. \quad (4.20)$$

This equation gives us hope that we can solve for $U_p$, provided that we have already determined $U_0, \ldots, U_{p-1}$ and $\mu_1, \ldots, \mu_p$ as well as $\Pi_{q,\alpha,k}$ for every $(q, \alpha, k)$ with $2 \leq q + k \leq p + 1$ and $0 \leq |\alpha| \leq q - 1$. We will require that $U_k$ be orthogonal to $U_0$ in $L^2(\mathbb{R}^d)$ for every $k \geq 1$:

$$\int_{\mathbb{R}^d} U_k(x)U_0(x) \, dx = 0, \quad \forall k \geq 1. \quad (4.21)$$

We can determine the values of $\{\mu_k\}$ by requiring that (4.20) be solvable; that is, the right side of (4.20) must be orthogonal to $U_0$. This yields a formula for $\mu_p$:

$$\mu_p = \int_{\mathbb{R}^d} \mu_p U_0^2 = \sum_{k=0}^{p-1} \mu_{p-k} \int_{\mathbb{R}^d} U_k U_0 = \sum_{k=0}^{p-1} \sum_{m=0}^{p-k} \sum_{|\alpha|=m} \int_{\mathbb{R}^d} \Pi_{p+1-k,\alpha,k} \partial_{\alpha}^s U_k \cdot \nabla_x U_0. \quad \mu_p \in \mathbb{R}^{d,0,0,0}$$

This gives a formula for $\mu_p$ in terms of $U_0, \ldots, U_{p-1}$ and the tensors $\Pi_{q,\alpha,k}$ with indices $(q, \alpha, k)$ satisfying $2 \leq q + k \leq p + 1$ and $0 \leq |\alpha| \leq q - 1$.

4.3. **Rigorous construction with estimates.** In this subsection we use the foregoing formal argument to provide a rigorous inductive proof that the higher order correctors $\{\chi_{q,m,k}\}$ and effective tensors $\{\Pi_{q,m,k}\}$ are well-defined for $q,m,k \in \mathbb{N}_0$. This amounts to showing that we can solve the corrector equations in some appropriate order so that all the terms on the right side have been already previously defined.

In this section we employ tensor notation instead of the multi-index notation from the previous section. All tensors are actually indexed by these multi-indices, and the precise meaning of the (implicit) tensor contractions (sometimes denoted by “:”) can be inferred from the computations in the previous section. However, these turn out to be not very important for the computations that follows, and so for convenience we use the more compact tensor notation.

As in the rest of this section, we assume that $\lambda_0$ is a simple eigenvalue of the homogenized operator $L_0 := -\nabla \Pi \nabla + W$ and $U_0$ is a corresponding eigenfunction such that $\|U_0\|_{L^2(\mathbb{R}^d)} = 1$.

**Base case.** We initialize the construction by making the following definitions for the first few correctors and effective parameters:

- We set $\mu_0 := \lambda_0$.
- We take $\chi_{0,0,k} := 1$, as well as $f_{0,0,k} := 0$ and $\Pi_{0,0,k} := 0$, for every $k \in \mathbb{N}_0$.
- $\chi_{q,0,k} := 0$, as well as $f_{q,0,k} := 0$ and $\Pi_{q,0,k} := 0$, for every $q \in \mathbb{N}_0$.
- $\chi_{q,m,k} := 0$, as well as $f_{q,m,k} := 0$ and $\Pi_{q,m,k} := 0$, for every $q, m, k \in \mathbb{N}_0$ with $m > q$.
- We define $\chi_{1,1,k}$, for each $k \in \mathbb{N}_0$, to be the usual first-order corrector in classical periodic homogenization, that is, the solution of

$$\begin{cases}
- \nabla_y \cdot a \nabla_y \chi_{1,1,k} = \nabla_y \cdot (a \otimes 1) \quad \text{in } \mathbb{T}^d, \\
\langle \chi_{1,1,k} \rangle = 0.
\end{cases} \quad (4.22)$$

We also define

$$f_{1,1,k} := a(I + \nabla_y \chi_{1,1,k}) \quad \text{and} \quad \Pi_{1,1,k} := \langle f_{1,1,k} \rangle.$$

Observe that $\Pi_{1,1,k}$ corresponds to the usual homogenized matrix in classical homogenization. Note that $\chi_{1,1,k}$, $f_{1,1,k}$ and $\Pi_{1,1,k}$ depend neither on the index $k$ nor the slow variable $x$.

- We define $\chi_{2,1,k} := 0$, as well as $f_{2,1,k} := 0$ and $\Pi_{2,1,k} := 0$, for every $k \in \mathbb{N}_0$.
- We define $\chi_{2,2,k}$, for each $k \in \mathbb{N}_0$, to be the solution of

$$\begin{cases}
- \nabla_y \cdot a \nabla_y \chi_{2,2,k} = \nabla_y \cdot (a \otimes \chi_{1,1,k}) + a \otimes 1 + a \nabla_y \chi_{1,1,k} - \Pi_{1,1,k} \quad \text{in } \mathbb{T}^d, \\
\langle \chi_{2,2,k} \rangle = 0.
\end{cases} \quad (4.23)$$
We also define

\[ f_{2,2,k} := a \nabla_y \chi_{2,2,k} + a \otimes \chi_{1,1,k} \quad \text{and} \quad \Pi_{2,2,k} := \langle f_{2,2,k} \rangle. \]

Note that \( \chi_{2,2,k} \) is the second-order corrector, and \( \Pi_{2,2,k} \) is the usual third-order homogenized matrix, in classical homogenization. In particular, \( \chi_{2,2,k} \), \( f_{2,2,k} \) and \( \Pi_{2,2,k} \) depend neither on the index \( k \) nor the slow variable \( x \), and the symmetric part of \( \Pi_{2,2,k} \) vanishes.

**Induction step.** Let us suppose that, for some integer \( K \in \mathbb{N} \), \( K \geq 2 \), we have defined \( \chi_{q,m,k} \), the associated fluxes \( f_{q,m,k} \) and homogenized coefficients \( \Pi_{q,m,k} \) for indices \( (q, m, k) \in J(K) := \{(q, m, k) : m \in \mathbb{N}_0, 0 \leq k \leq K, 0 \leq q \leq K + 2 - k\} \), as well as \( \mu_k \) and \( U_k \) for every \( k \in \{0, \ldots, K - 2\} \). Note that for \( K = 2 \) we defined these objects in the base case above.

We then make the following definitions.

- We define \( \mu_{K-1} \) by

\[
\mu_{K-1} := \sum_{k=0}^{K-2} \sum_{m=1}^{K-k} \int_{\mathbb{R}^d} \Pi_{K-k,m,k} : \nabla^m U_k : \nabla U_0. \tag{4.25}
\]

- We define the macroscopic function \( U_{K-1} \) to be the unique solution of

\[
(\mathcal{L}_0 - \mu_0)U_{K-1} = \sum_{k=0}^{K-2} \mu_{K-1-k} U_k + \nabla \cdot \sum_{k=0}^{K-2} \sum_{m=1}^{K-k} \Pi_{K-k,m,k} : \nabla^m U_k \quad \text{in} \ \mathbb{R}^d. \tag{4.26}
\]

which is orthogonal to \( U_0 \) in \( L^2(\mathbb{R}^d) \). Note that this indeed uniquely determines \( U_{K-1} \) since \( \mu_{K-1} \) was chosen above so that the right side of (4.26) is orthogonal to the eigenspace of \( \mathcal{L}_0 \) corresponding to \( \mu_0 \).

- The functions \( \chi_{2,m,k} \), as well as \( f_{2,m,k} \) and \( \Pi_{2,m,k} \), have already been defined in the base case above, for every \( k \) and in particular for \( k = K + 1 \). The only nonzero function among these is \( \chi_{2,2,k} \) which was defined in (4.23).

- We define \( \chi_{q,m,k} \) for each \( (q, m, k) \in J(K+1) \backslash J(K), q \neq 2 \), to be the solution of

\[
\begin{aligned}
- \nabla_y \cdot a \nabla_y \chi_{q,m,k} &= \nabla_y \cdot (a \otimes \chi_{q-1,m-1,k}) + \nabla_y \cdot a \nabla_x \chi_{q-1,m,k} \\
&\quad + f_{q-1,m-1,k} + \nabla_x \cdot f_{q-1,m,k} \\
&\quad - W(x) \chi_{q-2,m,k} + \sum_{r=m+k}^{q-2-k} \mu_{q-2+k-r} \chi_{r,k,m,k} \quad \text{in} \ \mathbb{T}^d,
\end{aligned}
\]

\[
\langle \chi_{q,m,k} \rangle = 0. \tag{4.27}
\]

Note that \( q \neq 2 \) implies \( q \geq 3 \) and thus \( k \leq K \). Therefore all the terms on the right side have been defined already, by the induction hypothesis, because all the index triples belong to \( J(K) \) and the highest index \( i \) of \( \mu_i \) that appears in (4.27) is \( i = K - 1 \), which we have above defined in (4.25). Moreover, the right side of the equation has zero mean and so the equation is uniquely solvable. We then define

\[
f_{q,m,k} := a \nabla_x \chi_{q-1,m,k} + a \otimes \chi_{q-1,m-1,k} + a \nabla_y \chi_{q,m,k}, \tag{4.28}
\]

and then

\[
\Pi_{q,m,k}(x) := \langle f_{q,m,k}(x, \cdot) \rangle. \tag{4.29}
\]

We have therefore defined \( \chi_{q,m,k} \), the associated fluxes \( f_{q,m,k} \) and homogenized coefficients \( \Pi_{q,m,k} \) for every \( (q, m, k) \in J(K + 1) \). By induction, this concludes the construction of the correctors, homogenized tensors.
4.4. Regularity estimates. In this section we study the regularity, with respect to the slow variable $x$, of the objects defined above in Section 4.3. This amounts to going over the entire recursive construction, step-by-step, and estimating all $x$ derivatives of each newly defined object. This is a rather laborious and tedious but straightforward process.

The regularity of the effective homogenized tensors $\mathbf{a}_{q,m,k}$ will follow from the regularity of the fluxes $\mathbf{f}_{q,m,k}$, and the latter will be obtained rather easily from the product rule and the regularity in $x$ of the correctors $\chi_{q,m,k}$. The latter will be obtained by repeatedly differentiating the equation for the correctors and using the regularity of all objects previously defined. Fortunately, every term in (4.27), with one exception, has only one factor with $x$ dependence. The exception is the term $W(x)\chi_{q-2,m,k}$, which is simple to differentiate and estimate. Therefore the computation is not overly involved.

We begin with a preliminary lemma that we repeatedly invoke in our bounds for $\chi_{q,m,k}$, and hence the corrections $\mathbf{u}_{q,m,k}$, $\mu_k$ and $U_k$.

**Lemma 4.1.** Let $\Phi : \mathbb{R}^d \times \mathbb{T}^d \to \mathbb{R}$ be the unique periodic (in $y$) solution to

\[-\nabla_y \cdot a \nabla_y \Phi = -\nabla_y \cdot F + G, \quad \langle \Phi(x, 0) \rangle = 0, \quad \text{(4.30)}\]

where $F, G \in H^1_{\text{per}}(\mathbb{T}^d, C^{\infty}(\mathbb{R}^d))$ with $\langle G(x, \cdot) \rangle = 0$ for every $x$. Then for every $x \in \mathbb{R}^d$

\[\|\nabla_y \partial_x^\alpha \Phi(x, \cdot)\|_{L^2(\mathbb{T}^d)} \leq C \left( \|\partial_x^\alpha F(x, \cdot)\|_{L^2(\mathbb{T}^d)} + \|\partial_x^\alpha G(x, \cdot)\|_{L^2(\mathbb{T}^d)} \right), \quad \text{(4.31)}\]

for a universal constant $C(\theta, d) > 0$, and for any multiindex $\alpha \in \mathbb{N}_0^d$.

**Proof.** We set $v := \partial_x^\alpha \Phi$, for any $\alpha \in \mathbb{N}_0^d$. Then, it is clear that $\langle v(x, \cdot) \rangle = 0$ by the choice of normalization in $\Phi$. Moreover, $v$ satisfies

\[-\nabla_y \cdot a \nabla_y v = \nabla_y \cdot \partial_x^\alpha F + \partial_x^\alpha G. \quad \text{(4.32)}\]

Multiplying the equation by $v$, integrating by parts on $\mathbb{T}^d$, using the ellipticity of $\mathbf{a}$ and Cauchy-Schwarz and Poincaré inequalities, we obtain the desired estimate. \hfill \blacksquare

We are now ready to prove regularity estimates for each object constructed in Section 4.3.

**Proposition 4.2.** There exists $C(d, \theta) < \infty$ such that, for every $q, m, k \in \mathbb{N}$ with $m \leq q$,

\[
\begin{cases}
|\mu_k| \leq \frac{\lambda_{2q}}{\gamma(\lambda)_{k-1}^q} \exp(C^{k+1}), \\
\|U_k\|_{L^\infty} \leq \frac{\lambda_{2q}}{\gamma(\lambda)^k} \exp(C^{k+1}), \\
\frac{1}{(q + l)!} \sup_{x \in \mathbb{R}^d} (\lambda + |x|^2)^{-\frac{d}{2}(q-l)} \|\nabla_x \chi_{q,m,k}(x, \cdot)\|_{H^1(\mathbb{T}^d)} \leq \exp(C^{q-m+k}) \frac{\gamma(\lambda)(q-2-m)^+}{\gamma(\lambda)^{(q-2-m)_+}},
\end{cases}
\quad \text{(4.33)}
\]

where, we recall that $\gamma(\lambda)$ is the spectral gap of the simple eigenvalue $\lambda$.

**Proof.** We argue by induction, following the same procedure as in the construction of the objects.

**Step 1.** We begin by noticing that each of the objects introduced in the "base case" of the construction; in particular, for every $(q, m, k) \in J(2)$ and $(q, m, k) \in \{(2, 2, k) : k \in \mathbb{N}\}$, we have that estimates (4.33) are satisfied.

Turning to the the induction step, we suppose that $A, B \in [1, \infty)$ and $K \in \mathbb{N}$ are such that, for every $(q, m, k) \in J(K)$,

\[
\begin{cases}
|\mu_k| \leq \frac{\lambda_{2q}}{\gamma(\lambda)_{k-1}^q} \exp(A^{k+1}), \\
\|U_k\|_{L^\infty} \leq \frac{\lambda_{2q}}{\gamma(\lambda)^k} \exp(A^{k+1}), \\
\frac{1}{(q + l)!} \sup_{x \in \mathbb{R}^d} (\lambda + |x|^2)^{-\frac{d}{2}(q-l)} \|\nabla_x \chi_{q,m,k}(x, \cdot)\|_{H^1(\mathbb{T}^d)} \leq \exp(A^{q-m+k}) \frac{\gamma(\lambda)(q-2-m)^+}{\gamma(\lambda)^{(q-2-m)_+}},
\end{cases}
\quad \text{(4.34)}
\]
with the last estimate holding for every \( l \in \mathbb{N}_0 \). Recall \( J(K) \) is defined in (4.24). We will show that, if \( A \) and \( B \) are chosen sufficiently large, depending only on \( (d, \theta) \), then the same estimates are valid for every \((q, m, k) \in J(K + 1)\).

**Step 2.** We record estimates for \( f_{q,m,k} \). The claim is that, for every \((q, m, k) \in J(K)\), and for every \( l \in \mathbb{N}_0\),

\[
\frac{1}{(q + l)l!} \sup_{x \in \mathbb{R}^d} (\lambda + |x|^2)^{-\frac{1}{2}(q-l)} |\nabla f_{q,m,k}(x, \cdot)|_{L^2(\mathbb{T}^d)} |\nabla^l f_{q,m,k}(x) - \nabla^l f_{q,m,k}(x)|_{L^2(\mathbb{T}^d)} \leq \frac{1}{\gamma(\lambda)(q-2-m)_+} \exp(A^{q-m+k}) \cdot (4.35)
\]

Compute, using the induction hypothesis, for every \((q, m, k) \in J(K)\),

\[
\|\nabla^l f_{q,m,k}(x)\|_{L^2(\mathbb{T}^d)} \leq \frac{1}{\gamma(\lambda)(q-2-m)_+} (\lambda + |x|^2)^{\frac{1}{2}(q-l-2)} \exp(A^{q-m+k-1})
\]

\[
+ (q + l - 1)! \frac{1}{\gamma(\lambda)(q-2-m)_+} (\lambda + |x|^2)^{\frac{1}{2}(q-l-1)} \exp(A^{q-m+k})
\]

\[
+ (q + l)! \frac{1}{\gamma(\lambda)(q-2-m)_+} (\lambda + |x|^2)^{\frac{1}{2}(q-l)} \exp(A^{q-m+k})
\]

\[
\leq C(q + l)! \frac{1}{\gamma(\lambda)(q-2-m)_+} (\lambda + |x|^2)^{\frac{1}{2}(q-l)} \exp(A^{q-m+k}) .
\]

This yields (4.35); moreover, by the definition in (4.29), the homogenized tensors then satisfy

\[
\frac{1}{(q + l)l!} \sup_{x \in \mathbb{R}^d} (\lambda + |x|^2)^{-\frac{1}{2}(q-l)} |\nabla f_{q,m,k}(x)| \leq C \frac{1}{\gamma(\lambda)(q-2-m)_+} \exp(A^{q-m+k}) . (4.36)
\]

**Step 3.** The estimate for \( \mu_{K-1} \). By our induction hypothesis, we have

\[
\left| \sum_{k=1}^{K-1} \mu_{K-1-k} \int_{\mathbb{R}^d} U_k U_0 \right| \leq \sum_{k=1}^{K-2} \|\mu_{K-1-k}\|_{L^2(\mathbb{R}^d)} \|U_k\|_{L^2(\mathbb{R}^d)} \|U_0\|_{L^2(\mathbb{R}^d)}
\]

\[
\leq \sum_{k=1}^{K-2} \frac{\lambda^{\frac{1}{2}}(K-1-k) + \frac{2}{\gamma(\lambda)(K-1-k+1)}}{\gamma(\lambda)(K-1-k+1)} \exp(A^{K-1-k} + A^k)
\]

\[
\leq C \frac{\lambda^{\frac{1}{2}}(K-1)}{\gamma(\lambda)(K-1)} \exp(A^{K-2}) .
\]

We recall by the energy bound that \( \|U_0\|_{L^2(\mathbb{R}^d)} \leq \sqrt{\lambda} \) and next estimate

\[
\left| \sum_{k=0}^{K-2} \sum_{m=1}^{K-2-k} \sum_{m=1}^{K-2-k} \sum_{m=1}^{K-2-k} \|\nabla f_{K,m,k} : \nabla U_k : \nabla U_0\|_{L^2(\mathbb{R}^d)} \right|
\]

\[
\leq \|U_0\|_{L^2(\mathbb{R}^d)} \sum_{k=0}^{K-2-k} \sum_{m=1}^{K-2-k} \sum_{m=1}^{K-2-k} \left( \int_{\mathbb{R}^d} |\nabla f_{K,m,k} : \nabla U_k|_m^2 d x \right)^{1/2}
\]

\[
\leq C \sqrt{\lambda} \sum_{k=0}^{K-2-k} \sum_{m=1}^{K-2-k} (K-k)! \exp(A^{K-m}) \frac{\gamma(\lambda)(K-k+m-2)_+}{\gamma(\lambda)(K-k-m-2)_+} \left( \int_{\mathbb{R}^d} \lambda + |x|^2 \right)^{K-k} \|\nabla^k U_k(x)|_m^2 d x \right)^{1/2}
\]

\[
\leq C \lambda^{\frac{1}{2}}(K-2) \sum_{k=0}^{K-2-k} \sum_{m=1}^{K-2-k} (K-k)!^3 A_2^m \gamma(\lambda)(K-k-m-2)_+ \exp(A^{K-m}) \|U_k\|_{L^2(\mathbb{R}^d)}
\]

\[
\leq C \lambda^{\frac{1}{2}}(K-2) \sum_{k=0}^{K-2-k} \sum_{m=1}^{K-2-k} (K-k)!^3 A_2^m \frac{1}{\gamma(\lambda)(K-k-m-2)_+ + k} \exp(A^{K-m} + A^k + k(K-k+m) \log B + m \log A_2)
\]

\[
\leq C \lambda^{\frac{1}{2}}(K-1) \gamma(\lambda)(K-2)^3 \exp(A^{K-1} + A^{K-2} + K^2 \log B + K \log A_2) .
\]
Using the triangle inequality and (4.25) and choosing $B$ sufficiently large depending on $A$, we have that

$$|\mu_{K-1}| \leq \frac{C \lambda^2(K-1)}{\gamma(\lambda)^K-2} \exp(A^K).$$

**Step 4.** We estimate $|||\nabla \cdot (\mathcal{P}_{K-k,m,k}: \nabla^m U_k)|||_{\lambda, \Theta}$ for each $\Theta > 0$. We will show that, for each $m \geq 2$,

$$|||\nabla \cdot (\mathcal{P}_{K-k,m,k}: \nabla^m U_k)|||_{\lambda, \Theta} \leq \frac{1}{\gamma(\lambda)(K-k-2-m)+1} \exp(A^{K-m})|||U_k|||_{\lambda, \Theta}(C(\Theta)K^{-k}\Lambda_2^m(K-k+m))!$$  \hspace{1cm} (4.37)

We have that

$$\nabla^{l+1}(\mathcal{P}_{K-k,m,k}: \nabla^m U_k) = \sum_{j=0}^{l+1} \binom{l+1}{j} \nabla^j \mathcal{P}_{K-k,m,k}: \nabla^{l+m+1-j} U_k.$$ 

We estimate the $|||\cdot|||_{\lambda, \Theta}$ norm of each term on the right side: by (4.36) in Step 2 we have

$$\left( \int_{\mathbb{R}^d} (\lambda + |x|^2)^n |\nabla \mathcal{P}_{K-k,m,k}: \nabla^m U_k|^2 \exp((\alpha|x|^2 - c_2 \lambda)_+) \, dx \right)^{1/2} \leq \frac{1}{\gamma(\lambda)(K-k-2-m)+1} \exp(A^{K-m})$$

$$\times \left( \int_{\mathbb{R}^d} (\lambda + |x|^2)^n |\nabla^{l+m+1-j} U_k|^2 \exp((\alpha|x|^2 - c_2 \lambda)_+) \, dx \right)^{1/2} \leq \frac{1}{\gamma(\lambda)(K-k-2-m)+1} \exp(A^{K-m})$$

$$\times |||U_k|||_{\lambda, \Theta}\Theta^{n+K+l+m+1-k-2j}\Lambda_2^{l+m+1-j}(n+K-k-j)!(l+m+1-j)!.$$ 

Substituting this estimate into the identity above and using the triangle inequality, we obtain

$$\left( \int_{\mathbb{R}^d} (\lambda + |x|^2)^n |\nabla^{l+1}(\mathcal{P}_{K-k,m,k}: \nabla^m U_k)|^2 \exp((\alpha|x|^2 - c_2 \lambda)_+) \, dx \right)^{1/2} \leq \sum_{j=0}^{l+1} \binom{l+1}{j} \left( \int_{\mathbb{R}^d} (\lambda + |x|^2)^n |\nabla^j \mathcal{P}_{K-k,m,k}: \nabla^{l+m+1-j} U_k|^2 \exp((\alpha|x|^2 - c_2 \lambda)_+) \, dx \right)^{1/2} \leq \frac{1}{\gamma(\lambda)(K-k-2-m)+1} \exp(A^{K-m})|||U_k|||_{\lambda, \Theta}(C(\Theta)K+l+m+1-k-2j)\Lambda_2^{l+m+1-j}(n+K-k-j)!(l+m+1-j)!!.$$ 

Taking the supremum over $n$ and $l$ yields (4.37).

**Step 5.** The estimate for $U_{K-1}$. We apply Lemma 3.3 to the equation (4.26) for $U_{K-1}$ and use the triangle inequality to get

$$|||U_{K-1}|||_{\lambda, \Theta} \leq \gamma(\lambda)^{-1} \left( \sum_{k=0}^{K-2} |\mu_{K-1-k}| \cdot |||U_k|||_{\lambda, \Theta} + \sum_{k=0}^{K-2} \sum_{m=1}^{K-k} |||\nabla \cdot (\mathcal{P}_{K-k,m,k}: \nabla^m U_k)|||_{\lambda, \Theta} \right).$$  \hspace{1cm} (4.38)

Recall in the induction step that we must estimate $U_{K-1}$ in the $|||\cdot|||_{\lambda, \Theta}$ norm with the choice $C = B, \Theta = B^{K-2}$ so that $C(\Theta) = B^{K-1}$. We estimate the second term on the right
The first term on the third line is bounded by

\[
\sum_{k=0}^{K-2} \sum_{m=1}^{K-k-1} ||| \nabla \cdot (\Pi_{K-k,m,k} : \nabla^{m} U_k) |||_{\lambda, CB^k}
\]

\[
\leq \sum_{k=0}^{K-2} \sum_{m=1}^{K-k-1} \frac{1}{\gamma(\lambda)(K-k-m-2)^+} \exp(A^{K-m}) ||| U_k |||_{\lambda, B^k} (CB^k)^{K-k} \Lambda^m (K - k + m)!
\]

\[
\leq \sum_{k=0}^{K-2} \frac{1}{\gamma(\lambda)(K-k-3)^+} (CB^k)^{K-k} \frac{\lambda}{\gamma(\lambda)} \exp(2K-1 + A^{k+1})(K - k + 1)!
\]

\[
\leq K(K + 1)! \frac{\lambda(2K-2)}{\gamma(\lambda)K-2} (CB^{k+2}) \exp(A^{K-1} + A^{K-1})
\]

\[
\leq \frac{\lambda(2K-2)}{\gamma(\lambda)K-2} \exp \left( 2A^{K-1} + (K + 2) \log(K + 2) + 4K^2 \log B \right).
\]

In the above, we tacitly used the inequality that \( ||| \cdot |||_{\lambda, B^{K-1}} \leq ||| \cdot |||_{\lambda, B^k} \) for any \( k \leq K - 1 \). Once more, choosing \( B \) suitably large in terms of \( A \), this completes the induction step for estimating \( ||| U_{K-1} |||_{\lambda, B^{K-1}} \), since from (4.38) using the triangle inequality we get

\[
||| U_{K-1} |||_{\lambda, B^{K-1}} \leq \frac{\lambda(2K-2)}{\gamma(\lambda)K-1} \exp(A^{K}).
\]

**Step 6.** The estimates for \( \chi_{q,m,k} \) for \( (q, m, k) \in J(K + 1) \). By Lemma 4.1, we have

\[
||| \nabla_y \nabla_x^l \chi_{q,m,k}(x, \cdot) |||_{L^2(\mathbb{T}^d)}
\]

\[
\leq ||| a \otimes \nabla_x^l \chi_{q-1,m-1,k}(x, \cdot) |||_{L^2(\mathbb{T}^d)} + ||| a \nabla_x^{l+1} \chi_{q-1,m,k}(x, \cdot) |||_{L^2(\mathbb{T}^d)}
\]

\[
+ ||| \nabla_x^l f_{q-1,m-1,k}(x, \cdot) |||_{L^2(\mathbb{T}^d)} + ||| \nabla_x^{l+1} f_{q-1,m,k}(x, \cdot) |||_{L^2(\mathbb{T}^d)}
\]

\[
+ ||| \nabla_x^l (W \chi_{q-2,m,k})(x, \cdot) |||_{L^2(\mathbb{T}^d)} + \sum_{r=m+k}^{q-2} ||| \nabla_x^r \chi_{r-k,m,k}(x, \cdot) |||_{L^2(\mathbb{T}^d)}.
\]

Using the induction hypothesis and (4.35) we can bound the terms on the first two lines by

\[
\frac{(\lambda + |x|^2)^{\frac{1}{2}(q-1)}}{\gamma(\lambda)(q-m-2)^+} \exp(A^{q-m+k}).
\]

The first term on the third line is bounded by

\[
||| \nabla_x^l (W \chi_{q-2,m,k})(x, \cdot) |||_{L^2(\mathbb{T}^d)}
\]

\[
\leq C^l \sum_{j=0}^{l} ||| \nabla_x^j W(x) ||| \nabla_x^{l-j} \chi_{q-2,m,k}(x, \cdot) |||_{L^2(\mathbb{T}^d)}
\]

\[
\leq C^l \sum_{j=0}^{l} (1 + |x|^2)^{\frac{1}{2}(2-j)} (\lambda + |x|^2)^{\frac{1}{2}(q-2-l-j)} \frac{1}{\gamma(\lambda)(q-m-4)^+} \exp(A^{q-m+k})
\]

\[
\leq \frac{(\lambda + |x|^2)^{\frac{1}{2}(q-1)}}{\gamma(\lambda)(q-m-4)^+} \exp(A^{q-m+k}).
\]
To prepare for the estimate of the second term on the third line, we first observe that, for every $r \in \{m + k, \ldots, q + k - 2\}$,
\[
|\mu_{q-2+k-r}| \|\nabla_x^r \tilde{X}_{r-k,m,k}(x, \cdot)\|_{L^2(\mathbb{T}^d)} \\
\leq \frac{\lambda^{\frac{1}{2}(q-2+k-r)}}{\gamma(\lambda)^{q-3+k-r}} \exp(A^q + 1 + A^r) (\lambda + |x|^2)^{\frac{1}{2}(r-k-1)} \\
\leq \frac{(\lambda + |x|^2)^{\frac{1}{2}(q-2+k-r)} (\lambda + |x|^2)^{\frac{1}{2}(r-k-1)}}{\gamma(\lambda)^{q-3+m}} \exp(A^q + 1 + A^q + 2m + k) \\
= \frac{(\lambda + |x|^2)^{\frac{1}{2}(q-2+k-r)} (\lambda + |x|^2)^{\frac{1}{2}(r-k-1)}}{\gamma(\lambda)^{q-3+m}} \exp(A^q + 1 + A^q + 2m + k),
\]
and then sum this over $r \in \{m + k, \ldots, q + k - 2\}$ to get
\[
\sum_{r=m+k}^{q-2+k} |\mu_{q-2+k-r}| \|\nabla_x^r \tilde{X}_{r-k,m,k}(x, \cdot)\|_{L^2(\mathbb{T}^d)} \\
\leq (q - m - 2) \frac{(\lambda + |x|^2)^{\frac{1}{2}(q-2+k-r)} (\lambda + |x|^2)^{\frac{1}{2}(r-k-1)}}{\gamma(\lambda)^{q-3+m}} \exp(A^q + 1 + A^q + 2m + k) \\
= \frac{1}{\gamma(\lambda)^{q-3+m}} (\lambda + |x|^2)^{\frac{1}{2}(q-2+k-r)} \exp(A^q + 1 + A^q + 2m + k).
\]
Combining the above displays yields
\[
\|\nabla_x \nabla_x^l \tilde{X}_{q,m,k}(x, \cdot)\|_{L^2(\mathbb{T}^d)} \leq \frac{(\lambda + |x|^2)^{\frac{1}{2}(q-2+k-r)} (\lambda + |x|^2)^{\frac{1}{2}(r-k-1)}}{\gamma(\lambda)^{q-3+m}} \exp(A^q + 1 + A^q + 2m + k).
\]
This completes the induction step, and the proof of the proposition.

\section*{4.5. Higher Order Expansions for Simple Eigenvalues}

Given the explicit construction of higher order correctors $\{X_{q,m,k}\}$, along with their homogenized tensors $\tilde{\pi}_{q,m,k}$, the sequence $\{\mu_k\}$, and smooth functions $\{U_k\}$, we are now ready to prove Theorem 1.2 on the higher order expansion of a simple eigenvalue.

\textbf{Proof of Theorem 1.2.} The proof of this theorem proceeds similarly to that of Theorem 1.1, and we follow similar steps—naturally, the associated computations are more involved.

We let $P \in \mathbb{N}$ be an integer that will be fixed at the end of the proof.

\textbf{Step 1.} We set
\[
\tilde{\lambda}_\varepsilon := \lambda_0 + \varepsilon \mu_1 + \ldots + \varepsilon^p \mu_p,
\]
and
\[
w_\varepsilon(x) := \sum_{p=0}^{P} \sum_{k=0}^{p} \sum_{m=0}^{p-k} \nabla^m U_k(x) : X_{p-k,m,k}(x, x) \varepsilon.
\]
Then, the derivation leading up to (4.18) shows that
\[
- \nabla \cdot \alpha \nabla \tilde{w}_\varepsilon + (W(x) - \tilde{\lambda}_\varepsilon) \tilde{w}_\varepsilon \\
= \sum_{p=0}^{P} \varepsilon^p \left( (L_0 - \lambda_0) U_p - \sum_{k=1}^{p-1} \left( \nabla \cdot \sum_{m=1}^{p-k} \tilde{\pi}_{p-k,m,k} : \nabla^m U_k + \mu_{p-k} U_k \right) \right) + \nabla \cdot R_\varepsilon + S_\varepsilon,
\]
where, by Proposition 4.2 the functions $R_\varepsilon$ and $S_\varepsilon$ satisfy
\[
\|R_\varepsilon\|_{L^2(\mathbb{T}^d)} + \|S_\varepsilon\|_{L^2(\mathbb{T}^d)} \leq C \varepsilon^p \lambda^{\frac{3p}{2}} \gamma(\lambda)^p \exp(A^{p+1}). \tag{4.39}
\]

\textbf{Step 2.} We set $\delta(\varepsilon, \lambda_0) := \varepsilon^{\lambda_0^{\frac{3}{2}}}$, which, by (1.10) is smaller than 1. To complete the argument it remains to minimize the function $f(P) := \delta^p \exp(A^{p+1})$ over $P \in (1, \infty)$. 

Toward this goal, it is easily seen that $f(P) \to \infty$ as $P \to \infty$, and $f(1) = \delta \exp(A^2) = O(\delta)$. At an interior critical point we must have $f'(P) = 0$, so that

$$0 = \frac{f'(P)}{f(P)} = \log \delta + A^{P+1} \log A,$$

so that the optimal choice $P_*$, namely

$$P_* \sim \frac{1}{\log A} \log \left| \frac{\log \delta}{\log A} \right|,$$

and correspondingly,

$$f(P_*) = \delta^P \exp(A^{P+1}) = \exp(P \log \delta + A^{P+1})$$

$$= \exp \left( \log \frac{\log \delta}{\log A} \log \frac{\log \delta}{\log A} + \left| \log \frac{\log \delta}{\log A} \right| \frac{\log \delta}{\log A} \right).$$

It follows that $f(P_*) \leq \rho(\delta(\varepsilon, \lambda_0)) = \rho(\frac{\varepsilon^{3/2}}{\gamma(\lambda_0)}), \text{ where } \rho(t) := t^{\log |\log t|}. \text{ Inserting this in (4.39) we obtain that}$

$$\|R_\varepsilon\|_{L^2(\mathbb{R}^d)} + \|S_\varepsilon\|_{L^2(\mathbb{R}^d)} \leq \gamma(\lambda_0) \rho \left( \frac{\varepsilon^{3/2}}{\gamma(\lambda_0)} \right).$$

The proof is now completed exactly as in Step 3 of Theorem 1.1. \[\blacksquare\]

5. Expansions for High Multiplicity Eigenvalues and Their Eigenfunctions

5.1. First Order Expansions for Multiple Eigenvalues. In this section we consider expansions for eigenvalues that are of high multiplicity. To be precise, let $\lambda_{0,j} = \lambda_{0,j+1} = \ldots = \lambda_{0,j+N-1}$ be an eigenvalue of $\mathcal{L}_0$ of multiplicity $N > 1$, and let $\{\phi_{0,j+r}\}_{r=0}^{N-1}$ denote the associated eigenfunctions of $\mathcal{L}_0$. Here, as usual we have used the enumeration of the eigenvalues of $\mathcal{L}_0$ in nondecreasing order, repeated according to multiplicity. We seek to expand the eigenvalues $\{\lambda_{\varepsilon,j+r}\}_{r=0}^{N-1}$ of the operator $\mathcal{L}_\varepsilon$, and their associated eigenfunctions.

Toward this goal we begin with a preliminary lemma that we will crucially use.

Next we define the matrix $\mathbb{D}$ via

$$\mathbb{D}_{rs} := \sum_{i=1}^{d} \int_{\mathbb{R}^d} \pi_{3,i,0} \cdot \nabla \phi_{0,j+r} \delta_x \phi_{0,j+s} \, dx + \sum_{|\alpha|=2} \int_{\mathbb{R}^d} \pi_{3,\alpha,0} \partial_x^\alpha \phi_{0,j+s} \cdot \nabla \phi_{0,j+r} \, dx. \quad (5.1)$$

The next lemma collects properties of $\mathbb{D}$ that will be crucially used in the sequel.

**Lemma 5.1.** The matrix $\mathbb{D}$ satisfies

$$\mathbb{D}_{rs} = \sum_{i,k=1}^{d} \langle \chi_{1,e_i,0} \chi_{1,e_i,0} \rangle \int_{\mathbb{R}^d} (W(x) - \mu_0) \delta_x \phi_{0,j+r}(x) \delta_x \phi_{0,j+s}(x) \, dx. \quad (5.2)$$

In particular, $\mathbb{D}$ is symmetric.

**Proof.** Repeating the proof of Lemma 2.1, i.e., utilizing that when $|\alpha| = 2$, then $\pi_{3,\alpha,0}$ is constant, and integrating by parts three times yields that the second group of terms in $\mathbb{D}_{rs}$ evaluate to zero. It therefore remains to compute the first term. Using the definition of the higher order homogenized tensors, we have

$$\overline{\pi}_{3,e_i,0} = \langle a \nabla_y \chi_{3,e_i,0} \rangle,$$

where the higher order corrector $\chi_{3,e_i,0}$ is the unique mean-zero (in $y$) solution to

$$\nabla_y \cdot a \nabla \chi_{3,e_i,0} = (W(x) - \mu_0) \chi_{1,e_i,0}.$$
Testing this equation (in the fast variable) with \( \chi_{1, \epsilon, 0} \) and using the PDE satisfied by the first order corrector \( \chi_{1, \epsilon, 0} \) yields

\[
-(a_3, \epsilon, 0)_k = -\epsilon_k \cdot \int_{\mathbb{T}^d} a\nabla y \chi_{3, \epsilon, 0} \, dy = \int_{\mathbb{T}^d} \nabla \chi_{1, \epsilon, 0} \cdot a\nabla \chi_{3, \epsilon, 0} \, dy
\]

\[
= -(W(x) - \mu_0) \int_{\mathbb{T}^d} \chi_{1, \epsilon, 0} \chi_{1, \epsilon, 0} \, dy.
\]

This completes the proof. \( \blacksquare \)

We are now ready to prove Theorem 1.3.

**Proof of Theorem 1.3.** We have shown in Lemma 5.1 that \( \mathbb{D} \) is symmetric. Now we let \( r \in \{0, \ldots, N-1\} \), and let \( \mu_{2, j+r} \) denote the \( r \)-th eigenvalue of the matrix \( \mathbb{D} \) along with the eigenvector \( e^r \) (by symmetry and our assumption, we can arrange the \( \mu_{2, j+r} \) in increasing order). We also define

\[
U_{0, j+r} := \sum_{s=0}^{N-1} e^s \phi_{0,j+s}.
\]

Here, \( e^r := (e^r_1, \ldots, e^r_n) \) denotes the eigenvector of the matrix \( \mathbb{D} \) associated to the eigenvalue \( \mu_{2, j+r} \). Then, clearly, \( \mathcal{L}_0 U_{0, j+r} = \lambda_{0,j} U_{0, j+r} \), and

\[
\int_{\mathbb{R}^d} U_{0, j+r} U_{0, j+s} = \begin{cases} 1 & r = s \\ 0 & r \neq s. \end{cases}
\]

As in the proof of Theorem 1.1, we let

\[
\tilde{x}_{e, j+r} := \lambda_{0,j} + \epsilon^2 \mu_{2, j+r},
\]

and we set

\[
w_{e, j+r} := U_{0, j+r} + \epsilon^2 U_{2, j+r} + \epsilon \nabla (U_{0, j+r} + \epsilon^2 U_{2, j+r}) \cdot \chi^{(1)}(\frac{x}{\epsilon}),
\]

where \( U_{2, j+r} \) is the unique solution to

\[
(\mathcal{L}_0 - \mu_0) U_{2, j+r} = \mu_{2, j+r} U_{0, j+r} + \nabla_x \cdot \sum_{m=1}^{2} \sum_{|\alpha| = m} \alpha \nabla_{x} a_{0} \nabla_{x} U_{0, j+r},
\]

which is orthogonal to each of \( \{\phi_{0,j+s}\}_{s=0}^{N-1} \).

We observe that by choice of \( \mu_{2, j+r} \), such a solution exists for each \( r = 0, \ldots, N-1 \). By linearity, this solution is also orthogonal to \( \{U_{0, j+r} : r = 0, \ldots, N-1\} \).

Finally, as in the proof of Theorem 1.1, for fixed \( x \in \mathbb{R}^d \) we let \( z_{j+r}(x, \cdot) : \mathbb{T}^d \to \mathbb{R}^d \) denote the unique \( H^1(\mathbb{T}^d) \) mean-zero solution to the PDE

\[
\nabla \cdot a \nabla z_{j+r}(x, y) = (W(x) - \lambda_{0,j}) \nabla U_{0, j+r} \cdot \chi^{(1)}(y).
\]

We then set \( z_{e, j+r}(x) := \epsilon^3 z_{j+r}(x, x/\epsilon) \).
Step 2. In this step we compute \((\mathcal{L}_\varepsilon - \tilde{\lambda}_\varepsilon)w_\varepsilon\). Proceeding as in the proof of Theorem 1.1 we find
\[
(\mathcal{L}_\varepsilon - \tilde{\lambda}_\varepsilon)(w_\varepsilon - z_{\varepsilon,j+r}) = (\mathcal{L}_0 - \lambda_0)U_{0,j+r} \\
+ \varepsilon^2 \left( (\mathcal{L}_0 - \lambda_0)U_2 + (W(x) - \lambda_0)U_2 - \mu_2 U_0 \right) \\
- \nabla_x \cdot \left( \sum_{m=1}^2 \mathbf{p}_{3,\alpha,0} \partial^\alpha U_0 \right) \\
+ \varepsilon^2 \nabla \cdot \left( \sum_{k=1}^d \varepsilon \lambda_{\varepsilon,k} \right) \nabla \partial_{x_k} \left( U_0 + \varepsilon^2 U_2 \right) \\
+ \varepsilon^2 \nabla_x \cdot \left( \sum_{m=1}^2 \mathbf{p}_{3,\alpha,0} \partial^\alpha U_0 \right) \\
+ \varepsilon^3 (W(x) - \lambda_0) \nabla U_2 \cdot \chi^{(1)}(\varepsilon) + (W(x) - \lambda_0)z_{\varepsilon,j+r} \\
- \varepsilon^3 \mu_2 \nabla (U_0 + \varepsilon^2 U_2) \cdot \chi^{(1)}(\varepsilon) - \varepsilon^4 \mu_2 U_2.
\]

By definition, the first two lines of the preceding display are zero. By the computations in Theorem 1.1 (specifically, those involving the second-order corrector equation and leading up to (4.1)), and using the symmetry property of \(\mathbf{p}^{(3)}\) from lemma 2.1, we obtain that the third line rewrites in divergence form as \(\nabla \cdot R_\varepsilon\), with \(R_\varepsilon\) satisfying the bound
\[
\|\nabla \cdot R_\varepsilon\|_{L^2(\mathbb{R}^d)} \leq \|R_\varepsilon\|_{L^2(\mathbb{R}^d)} \leq C\varepsilon^2 \lambda_0^{3/2} + C\varepsilon^3 \lambda_0^{3/2}/\gamma(\lambda_0).
\]

Writing the term in the fourth line, which is in divergence form, as \(\nabla \cdot \tilde{R}_\varepsilon\), we easily have the estimate
\[
\|\nabla \cdot \tilde{R}_\varepsilon\|_{L^1(\mathbb{R}^d)} \leq C\varepsilon^2 \lambda_0.
\]

Finally, combining the fifth and sixth lines and denoting them by \(S_\varepsilon\), we estimate similarly to (4.6)
\[
\|S_\varepsilon\|_{L^2(\mathbb{R}^d)} \leq C\varepsilon^3 \lambda_0^{3/2} + C\varepsilon^2 \lambda_0^{3/2} / \gamma(\lambda_0,j).
\]

Therefore we can write
\[
(\mathcal{L}_\varepsilon - \tilde{\lambda}_{\varepsilon,j+r})(w_{\varepsilon,j+r} - z_{\varepsilon,j+r}) = \nabla \cdot \tilde{R}_{\varepsilon,j+r} + \tilde{S}_{\varepsilon,j+r}, \tag{5.4}
\]

with
\[
\|\nabla \cdot \tilde{R}_{\varepsilon,j+r}\|_{L^1(\mathbb{R}^d)} + \|\tilde{S}_{\varepsilon,j+r}\|_{L^2(\mathbb{R}^d)} \leq C\varepsilon^2 \lambda_0^{3/2} + C\varepsilon^2 \lambda_0^{3/2} / \gamma(\lambda_0,j).
\]

In order to proceed as in Step 2 of the proof of Theorem 1.1, we make some preliminary observations about a convenient basis in which to solve (5.4). We note that for any \(r, s \in \{0, \ldots, N - 1\}\), in light of (5.3),
\[
\int_{\mathbb{R}^d} w_{\varepsilon,j+r} w_{\varepsilon,j+s} \, dx \\
= \int_{\mathbb{R}^d} \left( U_{0,j+r} + \varepsilon U_{2,j+r} + \varepsilon \nabla (U_{0,j+r} + \varepsilon U_{2,j+r}) \cdot \chi^{(1)}(\varepsilon) \right) \\
\times \left( U_{0,j+s} + \varepsilon U_{2,j+s} + \varepsilon \nabla (U_{0,j+s} + \varepsilon U_{2,j+s}) \cdot \chi^{(1)}(\varepsilon) \right) \, dx \\
= \int_{\mathbb{R}^d} U_{0,j+r} U_{0,j+s} \, dx + \varepsilon \left( \int_{\mathbb{R}^d} U_{2,j+r} U_{0,j+s} + \int_{\mathbb{R}^d} U_{0,j+r} U_{2,j+s} \right) \\
+ \varepsilon \left( \int_{\mathbb{R}^d} U_{0,j+r} \nabla U_{0,j+s} \cdot \chi^{(1)}(\varepsilon) + U_{0,j+s} \nabla U_{0,j+r} \cdot \chi^{(1)}(\varepsilon) \right) + \delta_\varepsilon(\lambda_0,j),
\]

with
\[
|\delta_\varepsilon(\lambda_0,j)| \leq C\varepsilon^2 \lambda_0^{3/2} + C\frac{\varepsilon^2 \lambda_0^{3/2}}{\gamma(\lambda_0,j)}.
\]
Now, by construction, \( \int_{\mathbb{R}^d} U_{2,j+r} U_{0,j+s} = 0 \), and \( \int_{\mathbb{R}^d} U_{0,j+r} U_{2,j+s} = 0 \), and for the other \( O(\varepsilon) \) term in the computation above, we observe that
\[
\left| \int_{\mathbb{R}^d} U_{0,j+r} \nabla U_{0,j+s} \cdot \chi^{(1)}(\phi) + U_{0,j+s} \nabla U_{0,j+r} \cdot \chi^{(1)}(\phi) \right| \\
\leq \varepsilon \|U_{0,j+r} \nabla U_{0,j+s}\|_{H^1(\mathbb{R}^d)} \|\chi^{(1)}\|_{H^{-1}(\mathbb{R}^d)} \leq \delta_\varepsilon(\lambda_{0,j}).
\]

In light of (5.3) it then follows then that the set \( \{w_{\varepsilon,j+r}\}_{r=0}^{N-1} \) is approximately orthogonal in \( L^2(\mathbb{R}^d) \):
\[
\int_{\mathbb{R}^d} w_{\varepsilon,j+r} w_{\varepsilon,j+s} = \delta_{rs} + \delta_\varepsilon(\lambda_{0,j})^2. \tag{5.5}
\]

In order to complete the argument, we let \( \{\psi_{\varepsilon,j+r}\}_{r=0}^{N-1} \) denote the eigenvalues of \( \mathcal{L}_\varepsilon \) associated with \( \lambda_{\varepsilon,j}, \ldots, \lambda_{\varepsilon,j+N-1} \), respectively, that are normalized according to the conditions
\[
\int_{\mathbb{R}^d} \psi_{\varepsilon,j+s} \psi_{0,j+r} \, dx = c_r^\varepsilon.
\]

For each \( r, s \in \{0, \ldots, N - 1\} \), we set
\[
d_{\varepsilon,j+r,s} := \int_{\mathbb{R}^d} \left( w_{\varepsilon,j+r} - z_{\varepsilon,j+r} \right) \frac{\psi_{\varepsilon,j+s}}{\|\psi_{\varepsilon,j+s}\|_{L^2(\mathbb{R}^d)}} \, dx.
\]

Then by the triangle inequality and (5.5) we find
\[
|d_{\varepsilon,j+r,s} - \delta_{rs}| \leq \int_{\mathbb{R}^d} \left( w_{\varepsilon,j+r} - z_{\varepsilon,j+r} \right) \frac{\psi_{\varepsilon,j+s}}{\|\psi_{\varepsilon,j+s}\|_{L^2(\mathbb{R}^d)}} \left( \frac{\psi_{\varepsilon,j+s}}{\|\psi_{\varepsilon,j+s}\|_{L^2(\mathbb{R}^d)}} - (w_{\varepsilon,j+s} - z_{\varepsilon,j+s}) \right) \, dx \leq \delta_\varepsilon(\lambda_{0,j}).
\]

From (5.4) we find
\[
\sum_{s=0}^{N-1} (\lambda_{\varepsilon,j+s} - \lambda_{\varepsilon,j+r})^2 d_{\varepsilon,j+r,s}^2 \leq \delta_\varepsilon(\lambda_{0,j})^2.
\]

Combining the last two displays yields
\[
|\lambda_{\varepsilon,j+r} - \lambda_{\varepsilon,j+r}| \leq \delta_\varepsilon(\lambda_{0,j}) \left( 1 + \left\| \frac{\psi_{\varepsilon,j+r}}{\|\psi_{\varepsilon,j+r}\|_{L^2(\mathbb{R}^d)}} - (w_{\varepsilon,j+r} - z_{\varepsilon,j+r}) \right\|_{L^2(\mathbb{R}^d)} \right).
\]

To complete the argument, we must estimate the convergence rates for the eigenfunctions, and for this let us note that
\[
(\mathcal{L}_\varepsilon - \lambda_{\varepsilon,j+r}) \left( \frac{\psi_{\varepsilon,j+r}}{\|\psi_{\varepsilon,j+r}\|_{L^2(\mathbb{R}^d)}} - (w_{\varepsilon,j+r} - z_{\varepsilon,j+r}) \right) = (\lambda_{\varepsilon,j+r} - \lambda_{\varepsilon,j+r}) \frac{\psi_{\varepsilon,j+r}}{\|\psi_{\varepsilon,j+r}\|_{L^2(\mathbb{R}^d)}} + \nabla \cdot \bar{R}_{\varepsilon,j+r} + \bar{S}_{\varepsilon,j+r},
\]

so that,
\[
\left\| \frac{\psi_{\varepsilon,j+r}}{\|\psi_{\varepsilon,j+r}\|_{L^2(\mathbb{R}^d)}} - (w_{\varepsilon,j+r} - z_{\varepsilon,j+r}) \right\|_{H^1(\mathbb{R}^d)} \leq |\lambda_{\varepsilon,j+r} - \lambda_{\varepsilon,j+r}| + \delta_\varepsilon(\lambda_{0,j}) \leq \delta_\varepsilon(\lambda_{0,j}) \left( 1 + \left\| \frac{\psi_{\varepsilon,j+r}}{\|\psi_{\varepsilon,j+r}\|_{L^2(\mathbb{R}^d)}} - (w_{\varepsilon,j+r} - z_{\varepsilon,j+r}) \right\|_{L^2(\mathbb{R}^d)} \right) + \delta_\varepsilon(\lambda_{0,j}).
\]

The proof is finished by buckling, and using the triangle inequality.
5.2. Rigorous Construction and Estimates. As is well-known from perturbation theory, if \( \lambda_{0,j} \) is an eigenvalue of \( L_0 \) with multiplicity \( N > 1 \) then we must construct all \( N \) branches of eigenpairs splitting off of \( \lambda_{0,j} \) together, since the branches interact with each other. As in the simple case, our construction of the higher order branches will be inductive.

Base case.

- For each \( s := \{0, \ldots, N - 1\} \), we set \( \mu_0 := \lambda_{0,j} \), and let \( \{\phi_{0,j+r}\}_{r=0}^{N-1} \) denote the \( N \) orthonormal eigenfunctions of \( L_0 \) associated to the eigenvalue \( \lambda_{0,j} \), which is the \( j \)th eigenvalue of \( L_0 \) in an enumeration of the eigenvalues in nondecreasing order. In order to ease notation, we will largely suppress the dependence on the index \( j \) in the remainder of this section.
- For all \( N \) branches, we initialize our construction by setting \( \chi_{0,0,k} = 1 \), and we define \( f_{0,0,k} := 0 \) and \( \bar{\pi}_{0,0,k} := 0 \) for every \( k \neq 0 \).
- \( \chi_{q,0,k} := 0 \), as well as \( f_{q,0,k} := 0 \) and \( \bar{\pi}_{q,0,k} := 0 \), for every \( q \in \mathbb{N}, k \in \mathbb{N}_0 \).
- \( \chi_{q,m,k} := 0 \), as well as \( f_{q,m,k} := 0 \) and \( \bar{\pi}_{q,m,k} := 0 \) for every \( q, m, k \in \mathbb{N}_0 \) with \( m > q \).
- We define \( \chi_{1,1,k} \), for each \( k \in \mathbb{N}_0 \) to be the usual first-order corrector in classical periodic homogenization, that is, the unique solution of (4.22). Also we define
  \[
  f_{1,1,k} := a(I + \nabla_y \chi_{1,1,k}), \quad \text{and} \quad \bar{\alpha}_{1,1,k} := \langle f_{1,1,k} \rangle.
  \]

As usual, \( \bar{\pi}_{1,1,k} = \bar{\pi} \) is the usual homogenized matrix of classical periodic homogenization. Note that \( \chi_{1,1,k}, f_{1,1,k} \) and \( \bar{\alpha}_{1,1,k} \) depend neither on the index \( k \), nor on the slow variable \( x \).
- We define \( \chi_{2,1,k} := 0 \), as well as \( f_{2,1,k} := 0 \) and \( \bar{\pi}_{2,1,k} := 0 \), for every \( k \in \mathbb{N}_0 \).
- We define \( \chi_{2,2,k} \) for each \( k \in \mathbb{N}_0 \), to be the unique zero-sum solution of (4.23), define \( f_{2,2,k} := a\nabla_y \chi_{2,2,k} + a \otimes \chi_{1,1,k} \), and let \( \bar{\pi}_{2,2,k} := \langle f_{2,2,k} \rangle \).
- **We define** that
  \[
  U_{0,j+r} = \sum_{s=0}^{N-1} e^s \phi_{0,j+s}, \tag{5.6}
  \]

where \( \{e^r\}_{r=0}^{N-1} \) are the eigenfunctions of the symmetric matrix \( D \), which form an orthonormal basis of \( \mathbb{R}^N \). We will denote the \( N \) eigenvalues of \( D \) by \( \{\mu_{2,j+r}\}_{r=0}^{N-1} \) (we recall \( \lambda_{0,j} = \ldots = \lambda_{0,j+N-1} \) and \( j \) denotes the lowest index such that \( \lambda_{0,j} \) is an eigenvalue of \( L_0 \).)
- We set \( \mu_{1,j+2} = 0 \) and also set \( U_{1,j+r} \equiv 0 \) for every \( r \in \{0, \ldots, N - 1\} \).

Induction Step. Let us suppose that, for some integer \( K \in \mathbb{N}, K \geq 2 \), we have defined \( \chi_{q,m,k,j+s} \), the associated fluxes \( f_{q,m,k,j+s} \) and the homogenized coefficients \( \bar{\pi}_{q,m,k,j+s} \) for indices

\[
(q, m, k) \in J(K) := \{(q, m, k) : m \in \mathbb{N}_0, 0 \leq k \leq K, 0 \leq q \leq K + 2 - k, 0 \leq s \leq N - 1\}, \tag{5.7}
\]

The higher order correctors depend on the specific branch \( s \), and this is the reason for the last index in each of these objects, next to the three familiar ones from the simple eigenvalue case.

Additionally in the induction hypothesis, we assume that \( \mu_{k,j+s} \) have been defined for every \( k \in \{0, \ldots, K - 2\}, s \in \{0, \ldots, N - 1\} \) along with macroscopic functions \( U_{k,j+s} \), and these functions satisfy the normalization conditions

\[
\int_{\mathbb{R}^d} U_{k,j+s} \phi_{0,j+r} \, dx = \alpha_{k,s,r}, \quad k \in \{1, \ldots, K - 4\}, r, s \in \{0, \ldots, N - 1\}.
\]

In the induction step we give ourselves the task of determining the \( N \) branches of macroscopic correctors at order \( \{U_{K-1,j+r}\}_{r=0}^{N-1} \), and \( \{\mu_{K-1,j+r}\}_{r=0}^{N-1} \), as well as the normalization conditions \( \alpha_{K-3,s,s} \) for these functions \( \{U_{K-3,s}\}_{s=0}^{N-1} \). We point out that, as we will explain below, the normalization conditions for a given stage arises two stages further in the inductive construction as part of a solvability criterion.
Precisely, by the formal derivation of the homogenized equations, we recall that \( U_{K-1,j+r} \)
must satisfy
\[
(\mathcal{L}_0 - \lambda_0)U_{K-1,j+r} = \nabla_x \cdot \left( \sum_{k=0}^{K-2} \sum_{m=0}^{K-1-k} \sum_{|\alpha|=m} \mathfrak{p}_{K-k,0,k,j+r+s}^0 \partial_x^2 U_{k,j+r} \right) + \sum_{k=0}^{K-2} \mu_{K-1-k,j+r} U_{k,j+r}.
\]
(5.8)

Solvability for this PDE requires that the right-hand side of (5.8) be orthogonal to each of
\( \{\phi_{0,j+t} \}_{t=0}^{N-1} \). Imposing this, and using (5.6) yields
\[
\int_{\mathbb{R}^d} \sum_{k=0}^{K-1} \mu_{K-1-k,j+s} \int_{\mathbb{R}^d} U_{k,j+s} \phi_{0,t} dx + \mu_{K-1,j+s} \int_{\mathbb{R}^d} U_{0,s} \phi_{0,t} dx + \mu_{2,s} \int_{\mathbb{R}^d} U_{K-3,j+s} \phi_{0,t} dx.
\]

Observe carefully that the terms corresponding to the index \( k = K - 2 \) do not appear in the preceding display: this is because \( \mu_{1,j+s} = 0 \) for each \( s \), and the homogenized coefficients \( \mathfrak{p}_{2,a,k} \) vanishes when \( |\alpha| = 1 \), by the base-case. Toward determining the normalizations \( \alpha_{K-3,s,t} \), let us write
\[
U_{K-3,j+s} := \hat{U}_{K-3,j+s} + \sum_{t=0}^{N-1} \alpha_{K-3,s,t} \phi_{0,t}, \quad s = 0, \ldots, N - 1.
\]

By the induction hypothesis, \( \hat{U}_{K-3,j+s} \), which is the unique solution to the PDE for \( U_{K-3,j+s} \)
which is orthogonal to \( \{\phi_{0,t} \}_{t=0}^{N-1} \) exists. Inserting this decomposition in the preceding display
yields the following problem for \( \mu_{K-1,s} \) and \( \{\alpha_{K-3,s,t} \}_{t=0}^{N-1} \):
\[
(\mathbb{D} - \mu_{2,j+s}) \begin{pmatrix} \alpha_{K-3,s,0} \\ \vdots \\ \alpha_{K-3,s,N-1} \end{pmatrix} = \mu_{K-1,j+s} \begin{pmatrix} \epsilon_{s,0} \\ \vdots \\ \epsilon_{s,N-1} \end{pmatrix} + \mathbb{F}_{j+s},
\]
(5.9)
here \( \mathbb{F}_{j+s} \in \mathbb{R}^N \) is defined via
\[
(\mathbb{F}_{j+s})_t := -\sum_{k=1}^{K-4} \sum_{m=0}^{K-1-k} \sum_{|\alpha|=m} \int_{\mathbb{R}^d} \mathfrak{p}_{K-k,0,k,j+s}^0 \partial_x^2 U_{k,j+s} dx,
\]
and
\[
+ \sum_{k=1}^{K-4} \mu_{K-1-k,j+s} \int_{\mathbb{R}^d} U_{k,j+s} \phi_{0,j+t} dx.
\]

At this point we use our assumption that \( \mu_{2,j+s} \) is a simple eigenvalue of \( \mathbb{D} \) for each \( s \in \{0, \ldots, N - 1\} \) and that the associated eigenvector is \( \mathbf{e}_s := (\epsilon_{s,0}, \ldots, \epsilon_{s,N-1})' \). Taking
the inner product of (5.9) with the unit vector \( \mathbf{e}_s \) and using the symmetry of \( \mathbb{D} \) from Lemma 5.1, we find
\[
\mu_{K-1,j+s} = -\mathbb{F}_{j+s} \cdot \mathbf{e}_s.
\]

By elementary linear algebra then, since the right-hand side of (5.9) is orthogonal to the
kernel of \( \mathbb{D} - \mu_{2,j+s} \), it follows that we can invert (5.9) to find the undetermined coefficients
\( \{\alpha_{K-3,s,t} \}_{t=0}^{N-1} \), and in turn, since \( \hat{U}_{K-3} \) is then uniquely determined, the existence of
\( U_{K-1,j+r} \) is obtained for each \( r = 0, \ldots, N - 1 \). The macroscopic function \( U_{K-1} \) is nonunique
up to an arbitrary function in the kernel of \( \mathcal{L}_0 - \lambda_0 \), which, as in the induction step, is
determined as part of the solvability condition for \( U_{K+1} \). Towards completing the inductive
construction, we notice that

- The above argument uniquely determines, for each \( s \in \{0, \ldots, N - 1\} \), \( \mu_{K-1,j+s} \in \mathbb{R} \). It also determines \( U_{K-1,j+s} \in L^2(\mathbb{R}^d) \) which is unique up to addition of linear combinations of \( \{\phi_{0,j+r} \}_{r=0}^{N-1} \).
Fixing \( s = 0, \ldots, N-1 \), the functions \( \chi_{2,m,k} \), as well as \( f_{2,m,k} \) and \( \Pi_{2,m,k} \), have already been defined in the base case above, for every \( k \), and in particular for \( k = K + 1 \). The only nonzero object among these is \( \chi_{2,2,k} \), and therefore only \( \Pi_{2,2,k} \). Notice these objects do not depend on \( s \), nor on the macroscopic variable \( x \).

- We define, \( \chi_{q,m,k,j+s} \) for each \( (q, m, k) \in J(K+1) \setminus J(K) \), \( q \neq 2, s \in \{0, \ldots, N-1\} \), to be the unique solution of

\[
\begin{aligned}
- \nabla_y \cdot a \nabla_y \chi_{q,m,k,j+s} &= \nabla_y \cdot (a \otimes \chi_{q-1,m-1,k,j+s}) + \nabla_y \cdot a \nabla_x \chi_{q-1,m-1,k,j+s} \\
&+ \tilde{f}_{q-1,m-1,k,j+s} \nabla_x \cdot \tilde{f}_{q-1,m,k,j+s} + W(x) \chi_{q-2,m,k,j+s} \\
&+ \sum_{r=m+k} \mu_{q-2+k-r,j+s} \chi_{r-k,m,k,j+s} \quad \text{in } \mathbb{T}^d,
\end{aligned}
\]

\[ \langle \chi_{q,m,k,j+s} \rangle = 0. \tag{5.10} \]

Note that \( q \neq 2 \) implies \( q \geq 3 \) and thus \( k \leq K \). Therefore all the terms on the right side have been defined already, by the induction hypothesis, because all the index triples belong to \( J(K) \) and the highest index \( i \) of \( \mu_i \) that appears in (4.27) is \( i = K - 1 \), which we have above defined in (4.25). Moreover, the right side of the equation has zero mean and so the equation is uniquely solvable. We then define

\[
f_{q,m,k,j+s} := a \nabla_x \chi_{q-1,m,k,j+s} + a \otimes \chi_{q-1,m-1,k,j+s} + a \nabla_y \chi_{q,m,k}^s,
\]

and then

\[
\Pi_{q,m,k}(x) := \langle f_{q,m,k,j+s}(x, \cdot) \rangle. \tag{5.12}
\]

This completes the inductive construction of all the objects we set out to construct.

By easy modifications of the arguments in the proof of Proposition 4.2, we can prove:

**Proposition 5.2.** There exists \( C(d, \theta) < \infty \) such that, for every \( q, m, k \in \mathbb{N} \) with \( m \leq q \), and for each \( s \in \{0, \ldots, N-1\} \),

\[
\begin{aligned}
|\mu_{k,j+s}| &\leq \frac{\lambda_{k,j}^{2k}}{\gamma(\lambda_{0,j})^{k-1}} \exp(C^{k+1}), \\
\|U_{k,j+s}\|_{\mathcal{C}^k} &\leq \frac{\lambda_{0,j}^{2k}}{\gamma(\lambda_{0,j})^k} \exp(C^{k+1}), \\
\frac{1}{(q+l)!} \sup_{x \in \mathbb{R}^d} (\lambda_{0,j} + |x|^2)^{-\frac{1}{2}(q-l)} \|\nabla_x \chi_{q,m,k,j+s}(x, \cdot)\|_{H^1(\mathbb{T}^d)} &\leq \frac{\exp(C^{q-m+k})}{\gamma(\lambda_{0,j})^{q-2-m}},
\end{aligned}
\]

where, we recall that \( \gamma(\lambda_{0,j}) \) is the spectral gap of the multiple eigenvalue \( \lambda_{0,j} \).

### 5.3. Higher Order Expansions for Multiple Eigenvalues

We are finally in a position to prove Theorem 1.4.

**Proof of Theorem 1.4.** The proof proceeds exactly like that of Theorem 1.2, and is concluded like in the proof of Theorem 1.3. \( \blacksquare \)
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