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Refined Holonomic Summation Algorithms in Particle Physics

Johannes Blümlein, Mark Round and Carsten Schneider

Abstract An improved multi-summation approach is introduced and discussed that enables one to simultaneously handle indefinite nested sums and products in the setting of difference rings and holonomic sequences. Relevant mathematics is reviewed and the underlying advanced difference ring machinery is elaborated upon. The flexibility of this new toolbox contributed substantially to evaluating complicated multi-sums coming from particle physics. Illustrative examples of the functionality of the new software package RhoSum are given.

1 Introduction

A standard approach to symbolic summation is that of telescoping. There are many individual variations and specific technologies, however one may summarize all technologies by stating the problem of parameterized telescoping. Given sequences $F_1(k), \ldots, F_d(k)$ over an appropriate field $\mathbb{K}$, find $d$ constants (meaning free of $k$ and not all zero) $c_1, \ldots, c_d \in \mathbb{K}$ and a sequence $G(k)$ such that

$$G(k+1) - G(k) = c_1 F_1(k) + \ldots + c_d F_d(k).$$

(1)

If one does succeed then one can sum the relation to obtain

$$G(a+1) - G(b) = c_1 \sum_{k=a}^{b} F_1(k) + \ldots + c_d \sum_{k=a}^{b} F_d(k).$$

(2)
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for some properly chosen bounds $a, b$. Restricting to $d = 1$ gives the telescoping formula, which expresses the sum over $F_l$ as a difference. Alternatively, if the sequence of $F_l$ is found from a bivariate sequence, $F_l(k) = F(n + i - 1, k)$, then the problem reduces to Zeilberger’s creative telescoping. In this case, if $S(n) = \sum_{k=1}^{L(n)} F(n, k)$ for $l \in \mathbb{N}$ and for some integer linear expression $L(n)$ then, omitting some mild assumptions, one gets a linear recurrence of the form

$$h(n) = c_1(n) S(n) + c_2(n) S(n + 1) + \cdots + c_d(n) S(n + d - 1)$$

where $h(n)$ comes from $G(L(n) + 1) - G(l)$ and extra terms taking care of the shifts in the boundaries. In the creative telescoping setting we assume that the field $\mathbb{K}$ contains the variable $n$ and thus the constants $c_i$ may depend on $n$.

This recurrence finding technology based on parameterized telescoping started for hypergeometric sums \( [27, 69, 50, 48] \) and has been extended to $q$-hypergeometric and their mixed versions \( [22, 47] \). A generalization to multi-summation has also been performed \( [67, 66, 21] \). Further, the input class has been widened significantly by the holonomic summation paradigm \( [68] \) and the efficient algorithms worked out in \( [34, 44] \). Using these tools it is possible to solve the parameterized telescoping problem for (multivariate) sequences that are a solution of a system of linear difference (or differential) equations. In particular, applying this technology recursively enables one to treat multi-sum problems.

Another general approach was initiated by M. Karr’s summation algorithm \( [40] \) in the setting of $\Pi \Sigma$-fields and has been generalized to the more general setting of $R \Pi \Sigma$-difference ring extensions \( [61, 63, 62] \). Using the summation package Sigma \( [57] \) one can solve the parameterized telescoping equation in such difference rings and fields not only for the class of $(q)$-hypergeometric products and their mixed versions, but also for indefinite nested sums defined over such objects covering as special cases, e.g., the generalized harmonic sums \( [13] \)

$$S_{r_1, \ldots, r_m}(x_1, \ldots, x_m, n) = \sum_{k_1=1}^{n} \frac{x_1^{k_1}}{k_1} \sum_{k_2=1}^{k_1} \frac{x_2^{k_2}}{k_2} \cdots \sum_{k_m=1}^{k_{m-1}} \frac{x_m^{k_m}}{k_m}$$

with $x_1, \ldots, x_m \in \mathbb{K} \setminus \{0\}$ which contain as special case the so-called harmonic sums \( [31, 65] \) defined by $S_{x_1, \ldots, x_m}(n) = S_{x_1, \ldots, x_m}(x_1, \ldots, x_m, n)$ with $x_1, \ldots, x_r \in \{-1, 1\}$. Further, $R \Pi \Sigma$-extensions enable one to model cyclotomic sums \( [12] \) or nested binomial sums \( [10] \). Using efficient recurrence solvers \( [49, 33, 53, 56, 17] \) that make use of d’Alambertian solutions \( [13] [19] \), a strong machinery has been developed to transform definite sums to expressions in terms of indefinite nested sums defined over $(q)$-hypergeometric products and their mixed versions. (d’Alembertian solutions are a subclass of Liouvillian solutions \( [38, 51] \).) In the last years this strong machinery \( [60] \) has been utilized heavily for problems in particle physics, see, e.g., \( [7, 8, 27, 5] \) and references therein. However, for several instances we were

\[^1\] $L(n_1, \ldots, n_l)$ stands for $z_0 + z_1 n_1 + \cdots + z_l n_l$ for some integers $z_0, \ldots, z_l$. 
forced to push forward our existing summation technologies to be able to carry out our calculations.

More precisely, we utilized and refined the Sigma-approach that has been developed in [54, 57] to unite Karr’s $ΠΣ$-field setting with the holonomic system approach: one can solve the parameterized telescoping problem in terms of elements from a $ΠΣ$-field together with summation objects which are solutions of inhomogeneous linear difference equations. In particular, a refined tactic has been worked out for the well-known holonomic approach [34] that finds recurrences without Gröbner basis computations or expensive uncoupling algorithms [70, 32]. This efficient and flexible approach has been applied to derive the first alternative proof [20] of Stembridge’s TSPP theorem [64].

This article is the continuation of this work and explains new features that were necessary to compute highly non-trivial problems coming from particle physics [7, 3, 27, 5]. First, the ideas of [54] are generalized from the difference field to the ring setting: we consider a rather general class of difference rings that is built by the so-called $RIΣ$-extensions [61, 63] and introduce on top a so-called higher-order linear difference extension. In this way, indefinite nested sums can be defined covering in addition a summation object that is a solution of an (inhomogeneous) linear difference equation defined over indefinite nested sums and products. In particular, our new algorithms from [58, 59, 61] are applied to derive new and more flexible algorithms for the parameterized telescoping problem. Further, we push forward the theory of higher-order linear extensions in connection with $RIΣ$-extension. We show that certain non-trivial constants, in case of existence, can be computed in such rings and that such constants can be utilized to design improved higher-order linear extension with smaller recurrence order. Finally, this machinery is applied recursively to multi-sums in order to produce linear recurrences. As it turns out, our refined difference ring algorithms in combination with the ideas from [54] introduce various new options as to how such recurrences can be calculated: using different telescoping strategies will lead to more or less complicated recurrence relations and the calculation time might vary heavily. In order to dispense the user from all these considerations, a new summation package RhoSum has been developed that analyzes the different possibilities by clever heuristics and performs the (hopefully) optimal calculation automatically.

The manuscript is organized as follows. In Section 2 we present our toolbox to solve the parameterized telescoping problem in our general setting built by $ΠΣ$-fields, $RIΣ$-extensions and a higher-order linear extension on top. In addition, new theoretical insight is provided that connects non-trivial constants in such extensions and the possibility to reduce the recurrence order of higher-order extensions. Then, in Section 3 our multi-sum approach based on our refined holonomic techniques is presented and and specific technical aspects of the algorithm are explained. Such details are important for an efficient implementation. With the main results of the summation approach discussed, Section 4 gives an illustrative example arising from particle physics which shows some of the features of the algorithm in practice. Finally, in Section 5 there is a brief summary.
2 Parameterized telescoping algorithms in difference rings

In our difference ring approach the summation objects are represented by elements in a ring or field $\mathbb{A}$ and the shift operator acting on these objects is rephrased in terms of a ring or field automorphism $\sigma : \mathbb{A} \to \mathbb{A}$. In short, we call $(\mathbb{A}, \sigma)$ a difference ring or a difference field. The set of units of a ring $\mathbb{A}$ is denoted by $\mathbb{A}^*$ and the set of constants of $(\mathbb{A}, \sigma)$ is defined by

$$\text{const}_\sigma \mathbb{A} = \{ f \in \mathbb{A} \mid \sigma(f) = f \}.$$ 

In general $\mathbb{K} := \text{const}_\sigma \mathbb{A}$ is a subring of $\mathbb{A}$ (or a subfield of $\mathbb{A}$ if $\mathbb{A}$ is field). In the following we will take care that $\mathbb{K}$ is always a field containing the rational numbers $\mathbb{Q}$ as subfield. $\mathbb{K}$ will be also called the constant field of $(\mathbb{A}, \sigma)$. For a vector $f = (f_1, \ldots, f_d) \in \mathbb{A}^d$ we define $\sigma(f) = (\sigma(f_1), \ldots, \sigma(f_d)) \in \mathbb{A}^d$. $\mathbb{N}$ denotes the non-negative integers.

Finally, we will heavily use the concept of difference ring extensions. A difference ring $(\mathbb{E}, \sigma')$ is a difference ring extension of a difference ring $(\mathbb{A}, \sigma)$ if $\mathbb{A}$ is a subring of $\mathbb{E}$ and $\sigma'(f) = \sigma(f)$ for all $f \in \mathbb{A}$. If it is clear from the context, we will not distinguish anymore between $\sigma$ and $\sigma'$.

Suppose that one succeeded in rephrasing the summation objects $F_1(k), \ldots, F_d(k)$ in a difference ring $(\mathbb{A}, \sigma)$ with constant field $\mathbb{K}$, i.e., $F_i(k)$ can be modeled by $f_i \in \mathbb{A}$ where the corresponding objects $F_i(k+1)$ correspond to the elements $\sigma(f_i)$. Then the problem of parameterized telescoping (1) can be rephrased as follows.

**Problem RPT in $(\mathbb{A}, \sigma)$: Refined Parameterized Telescoping.**

*Given a difference ring $(\mathbb{A}, \sigma)$ with constant field $\mathbb{K}$ and $f = (f_1, \ldots, f_d) \in \mathbb{A}^d$.*

*Find, if possible, an "optimal" difference ring extension $(\mathbb{E}, \sigma')$ of $(\mathbb{A}, \sigma)$ with $\text{const}_\sigma \mathbb{E} = \text{const}_\sigma \mathbb{A}$, $g \in \mathbb{E}$ and $c_1, \ldots, c_d \in \mathbb{K}$ with $c_1 \neq 0$ and

$$\sigma(g) - g = c_1 f_1 + \cdots + c_d f_d.$$  \hspace{1cm} (5)

\text{"optimal" criterion will be specified later in the setting of $R\Pi\Sigma$-extensions.}

Namely, suppose that we find $g \in \mathbb{E}$ and $c_1, \ldots, c_d \in \mathbb{K}$ and we succeed in reinterpreting $g$ as $G(k)$ in terms of our class of summation objects where $\sigma(g)$ represents $G(k+1)$. Then this will lead to a solution of the parameterized telescoping equation (1). In Subsection 2.1 we will work out this machinery for difference rings that are built by $R\Pi\Sigma$-extensions and which enables one to model summation objects, e.g., in terms of indefinite nested sums defined over $(q-)$hypergeometric products and their mixed versions. Afterwards, we will use this technology in Subsection 2.2.2 to tackle summation objects that can be represented in terms of recurrences whose coefficients are given over the earlier defined difference rings.
2.1 $\Pi\Sigma$-fields and $R\Pi\Sigma$-extensions

A central building block of our approach are Karr’s $\Pi\Sigma$-fields [40][41].

**Definition 2.1.** A difference field $(\mathcal{F}, \sigma)$ with constant field $\mathcal{K}$ is called a $\Pi\Sigma$-field if $\mathcal{F} = \mathcal{K}(t_1, \ldots, t_e)$ where for all $1 \leq i \leq e$ each $\mathcal{F}_i = \mathcal{K}(t_1, \ldots, t_{i-1})$ is a transcendental field extension of $\mathcal{F}_{i-1} = \mathcal{K}(t_1, \ldots, t_{i-1})$ (we set $\mathcal{F}_0 = \mathcal{K}$) and $\sigma$ has the property that $\sigma(t_i) = a_i t_i$ or $\sigma(t_i) = t_i + a$ for some $a \in \mathcal{F}_i$.

**Example 2.1.** (1) The simplest $\Pi\Sigma$-field is the rational difference field $\mathcal{F} = \mathcal{K}(t)$ for some field $\mathcal{K}$ and the field automorphism $\sigma : \mathcal{F} \to \mathcal{F}$ defined by $\sigma(c) = c$ for all $c \in \mathcal{K}$ and $\sigma(t) = t + 1$.

(2) Another $\Pi\Sigma$-field is the $q$-rational difference field. Here one takes a rational function field $\mathcal{K} = \mathcal{K}'(q)$ over a field $\mathcal{K}'$ and the rational function field $\mathcal{F} = \mathcal{K}(t, t_1, \ldots, t_e)$ over $\mathcal{K}$. Finally, one defines the field automorphism $\sigma : \mathcal{F} \to \mathcal{F}$ determined by $\sigma(c) = c$ for all $c \in \mathcal{K}$ and $\sigma(t) = q t$.

(3) One can combine the two constructions (1) and (2) and arrives at the mixed ($q_1, \ldots, q_e$)-multibasic rational difference field [22]. Here one considers the rational function field $\mathcal{K} = \mathcal{K}'(q_1, \ldots, q_e)$ over the field $\mathcal{K}'$ and the rational function field $\mathcal{F} = \mathcal{K}(t, t_1, \ldots, t_e)$ over $\mathcal{K}$. Finally, one takes the field automorphism $\sigma : \mathcal{F} \to \mathcal{F}$ determined by $\sigma(c) = c$ for all $c \in \mathcal{K}$, $\sigma(t) = t + 1$ and $\sigma(t_i) = q_i t_i$ for all $1 \leq i \leq e$.

By [40] Cor. 5.1) $(\mathcal{F}, \sigma)$ is again a $\Pi\Sigma$-field.

(4) Besides these base fields, one can model nested summation objects. E.g., one can define the $\Pi\Sigma$-field $(\mathcal{K}(t)(h), \sigma)$ with constant field $\mathcal{K}$ where $(\mathcal{K}(t), \sigma)$ is the rational difference field and $\sigma$ is extended from $\mathcal{K}(t)$ to the rational function field $\mathcal{K}(t)(h)$ subject to the relation $\sigma(h) = h + \frac{1}{1+t}$. Here $h$ in $\mathcal{F}$-scopes the shift behavior of the harmonic numbers $S_1(k) = \sum_{i=1}^{k} \frac{1}{i}$ with $S_1(k+1) = S_1(k) + \frac{1}{k+1}$.

A drawback of Karr’s very elegant $\Pi\Sigma$-field construction is the disability to treat the frequently used summation object $(-1)^k$. In order to overcome this situation, $R\Pi\Sigma$-extensions have been introduced [61][63][62].

**Definition 2.2.** A difference ring $(\mathcal{E}, \sigma)$ is called an APS-extension of a difference ring $(\mathcal{A}, \sigma)$ if $\mathcal{A} = \mathcal{A}_0 \leq \mathcal{A}_1 \leq \cdots \leq \mathcal{A}_e = \mathcal{E}$ is a tower of ring extensions where for all $1 \leq i \leq e$ one of the following holds:

- $\mathcal{A}_i = \mathcal{A}_{i-1}[t_i]$ is a ring extension subject to the relation $t_i^n = 1$ for some $n \geq 2$ where $\frac{\sigma(t_i)}{n} \in (\mathcal{A}_{i-1})^*$ is a primitive $n$th root of unity (if $t_i$ is called an $A$-monomial, and $n$ is called the order of the $A$-monomial);
- $\mathcal{A}_i = \mathcal{A}_{i-1}[t_i, t_i^{-1}]$ is a Laurent polynomial ring extension with $\frac{\sigma(t_i)}{n} \in (\mathcal{A}_{i-1})^*$ ($t_i$ is called a $P$-monomial);
- $\mathcal{A}_i = \mathcal{A}_{i-1}[t_i]$ is a polynomial ring extension with $\sigma(t_i) - t_i \in \mathcal{A}_{i-1}$ ($t_i$ is called an $S$-monomial).

If all $t_i$ are $A$-monomials, $P$-monomials or $S$-monomials, we call $(\mathcal{E}, \sigma)$ also a (nested) $A$-extension, $P$-extension or $S$-extension. If in addition the constants remain unchanged, i.e., $\text{const}_A \mathcal{A} = \text{const}_A \mathcal{E}$ an $A$-monomial is also called $R$-monomial,
$P$-monomial is called a $\Pi$-monomial and an $S$-monomial is called a $\Sigma$-monomial. In particular, such an APS-extension (or $A$-extension or $P$-extension or $S$-extension) is called an $R\Pi\Sigma$-extension (or $R$-extension or $\Pi$-extension or $\Sigma$-extension).

For the $R\Pi\Sigma$-extension $(E, \sigma)$ of $(A, \sigma)$ we also will write $E = A\langle t_1 \rangle \ldots \langle t_e \rangle$. Depending on the case whether $t_i$ with $1 \leq i \leq e$ is an $R$-monomial, $\Pi$-monomial or $S$-monomial, $G(t_i)$ with $G = A\langle t_1 \rangle \ldots \langle t_{i-1} \rangle$ stands for the algebraic ring extension $G[t_i]$ with $t_i^n$ for some $n > 1$, for the ring of Laurent polynomials $G[t_1, t_1^{-1}]$ or for the polynomial ring $G[t_i]$, respectively.

We will rely heavily on the following property of $R\Pi\Sigma$-extensions [61, Thm 2.12] generalizing the $\Pi\Sigma$-field results given in [41, 53].

**Theorem 2.1.** Let $(A, \sigma)$ be a difference ring. Then the following holds.

1. Let $(A[t], \sigma)$ be an $S$-extension of $(A, \sigma)$ with $\sigma(t) = t + \beta$ where $\beta \in A$ such that $\text{const}_A A$ is a field. Then this is a $\Sigma$-extension (i.e., $\text{const}_A A[t] = \text{const}_A A$) iff there does not exist a $g \in A$ with $\sigma(g) = g + \beta$.

2. Let $(A[t, t^{-1}], \sigma)$ be a $P$-extension of $(A, \sigma)$ with $\sigma(t) = \alpha t$ where $\alpha \in A^\ast$. Then this is a $\Pi$-extension (i.e., $\text{const}_A A[t, t^{-1}] = \text{const}_A A$) iff there are no $g \in A \setminus \{0\}$ and $m \in \mathbb{Z} \setminus \{0\}$ with $\sigma(g) = \alpha^m g$.

3. Let $(A[t], \sigma)$ be an $A$-extension of $(A, \sigma)$ of order $\lambda > 1$ with $\sigma(i) = \alpha i$ where $\alpha \in A^\ast$. Then this is an $R$-extension (i.e., $\text{const}_A A[t] = \text{const}_A A$) iff there are no $g \in A \setminus \{0\}$ and $m \in \{1, \ldots, \lambda - 1\}$ with $\sigma(g) = \alpha^m g$.

In the following we will focus on the special class of simple $R\Pi\Sigma$-extensions.

**Definition 2.3.** Let $(A, \sigma)$ be a difference ring extension of $(G, \sigma)$. Then an $R\Pi\Sigma$-extension $(A\langle t_1 \rangle \ldots \langle t_e \rangle, \sigma)$ of $(A, \sigma)$ is called $G$-simple if for any $R$-monomial $t_i$ with $1 \leq i \leq e$ we have that $\frac{\sigma(t_i)}{t_i} \in (\text{const}_G G)^\ast$, and for any $\Pi$-monomial $t_i$ with $1 \leq i \leq e$ we have that $\frac{\sigma(t_i)}{t_i} \in G^\ast$. If $A = G$, we just say simple and not $G$-simple.

Take a simple $R\Pi\Sigma$-extension $(A\langle t_1 \rangle \ldots \langle t_e \rangle, \sigma)$ of $(A, \sigma)$. If $t_i$ is an $R$-monomial or $\Pi$-monomial, we can reorder the generator and obtain the difference ring $(E, \sigma)$ with $E = A\langle t_1 \rangle \langle t_2 \rangle \ldots \langle t_{i-1} \rangle \langle t_{i+1} \rangle \ldots \langle t_e \rangle$. Note that this rearrangement does not change the set of constants. Further note that the recursive nature of $\sigma$ is respected accordingly. Thus $(E, \sigma)$ is again a simple $R\Pi\Sigma$-extension of $(A, \sigma)$. Applying such permutations several times enables one to move all $R$-monomials and $\Pi$-monomials to the left and all the $\Sigma$-monomials to the right yielding a simple $R\Pi\Sigma$-extension of the form $(A\langle t_1 \rangle \ldots \langle t_u \rangle \langle t_1 \rangle \ldots \langle t_v \rangle, \sigma)$ with $u + v = e$ where the $t_i$ with $1 \leq i \leq u$ are $R$- or $\Pi$-monomials and the $t_i$ with $1 \leq i \leq v$ are $\Sigma$-monomials.

We emphasize that the class of simple $R\Pi\Sigma$-extensions defined over the rational difference field, $q$-rational difference or mixed multibasic difference field (see Example 2.1) cover all the indefinite nested summation objects that we have encountered so far in practical problem solving: this class enables one to treat $(-1)^k$, e.g., with the $R$-monomial $t_1$ with $\sigma(t_1) = -t_1$ and $t_1^2 = 1$ and more generally it allows one to formulate all hypergeometric/$q$-hypergeometric/mixed multibasic hypergeometric products [55, 40] and nested sums defined over such products [61, 63].
For the definition of the hypergeometric class see Definition [3,4] below. In particular, this class enables one to represent d’Alembertian solutions [18,19], a subclass of Liouvillian solutions [38,51].

For $\Pi\Sigma$-fields $(\mathbb{G},\sigma)$ and more generally for simple $R\Pi\Sigma$-extensions $(A,\sigma)$ of $(\mathbb{G},\sigma)$ many variations of Problem RPT have been worked out [40,61,63]. In this regard, the depth function $\delta : A \to \mathbb{N}$ will be used. More precisely, let $(A,\sigma)$ be a simple $R\Pi\Sigma$-extension of $(\mathbb{G},\sigma)$ with $A = \mathbb{G}(t_1)\ldots(t_e)$. By definition we have $\sigma(t_i) = \alpha_i t_i + \beta_i$ for $1 \leq i \leq e$ where the $\alpha_i, \beta_i$ are taken from the ring below. Then the depth function $f : A \to \mathbb{N}$ is defined iteratively as follows. For $f \in \mathbb{G}$ we set $\delta(f) = 0$. If $\delta$ has been defined for $E = A(t_1)\ldots(t_{i-1})$, then define $\delta(f) = 1 + \max_{j\in\text{supp}(f)} \delta(t_j)$. Further, for $f \in E(t_i)$, define $\delta(f) = \max_{j\in\text{supp}(f)} \delta(t_j)$. In other words $\delta(t_i)$ for $1 \leq i \leq e$ gives the maximal nesting depth of an $R\Pi\Sigma$-monomial and $\delta(f)$ for $f \in A$ measures the maximal nesting depth among all the arising $R\Pi\Sigma$-monomials $t_i$ in $f$.

In the following we emphasize the following four variants of Problem RPT that will play a role in this article.

\textbf{Remark 2.1.} Let $(A,\sigma)$ be a simple $R\Pi\Sigma$-extension of a $\Pi\Sigma$-field $(\mathbb{G},\sigma)$ with $A = \mathbb{G}(t_1)\ldots(t_e)$ and let $f_1,\ldots,f_d \in A$. Then the following strategies are proposed that can be executed within the summation package Sigma.

\textbf{RPT$_1$:} Decide constructively, if Problem RPT is solvable with $E = A$; see [61].

\textbf{RPT$_2$:} Try to solve Problem RPT$_1$. If this is not possible, decide constructively if there is a $\Sigma$-extension $(E,\sigma)$ of $(A,\sigma)$ with $E = A[\tau]$ in which one finds the desired $c_i$ and $g \in E$ with the extra property that $\delta(\tau) \leq \delta(c_1 f_1 + \ldots + c_d f_d)$ holds for all $1 \leq i \leq v$; see [58] in combination with [61].

\textbf{RPT$_3$:} By the recursive nature, we may reorder the $R\Pi\Sigma$-monomials in $A$ such that $\delta(t_1) \leq \delta(t_2) \leq \cdots \leq \delta(t_v)$ holds. With this preparation step, try to solve Problem RPT$_2$. If this is not possible, decide if there is a $\Sigma$-extension $(E,\sigma)$ of $(A,\sigma)$ with $E = A[\tau]$ and $\sigma(\tau) = \tau \in \mathbb{G}(t_1)\ldots(t_l)$ for some $0 \leq i \leq e$ where at least one of the $t_{i+1},\ldots,t_e$ occurs in $c_1 f_1 + \ldots + c_d f_d$ and $i$ is minimal among all such possible choices; see [59] in combination with [61].

\textbf{RPT$_4$:} Try to solve Problem RPT$_3$. If this is not possible, it follows in particular that there is no $g \in A$ with $\sigma(g) - g = f_j$. By part 1 of Theorem [2,3] we can construct the $\Sigma$-extension $(A[\tau],\sigma)$ of $(A,\sigma)$ with $\sigma(\tau) = \tau + f_1$ and return $g = \tau$ and $c_1 = 1, e_i = 0$ for $2 \leq i \leq d$.

\textbf{Example 2.2.} Consider the definite sum $X(k) = \Sigma_{j=0}^k F(k,j)$ with the summand $F(k,j) = \binom{k}{j} S_1(j)^2$ and the shifted versions $F(k+i,j) = \prod_{l=1}^i \frac{k+l}{k+j+l} \binom{k}{j} S_1(j)^2$ for $i = 0, 1, 2, \ldots$. We start with the difference field $(\mathbb{K}(t),\sigma)$ with $\sigma(t) = t + 1$ and constant field $\mathbb{K} = \mathbb{Q}(k)$. Further we rephrase $\binom{k}{j}$ with the shift behavior $\binom{k}{j+1} = \frac{k-j}{j+1} \binom{k}{j}$. 

---

2 For a finite set $L \subseteq A$ we define $\text{supp}(L) = \{ 1 \leq j \leq e \mid t_j \text{ occurs in } L \}$.

3 In order to apply our summation algorithms, we must assume that the constant field $\mathbb{K} = \text{const}_G \mathbb{G}$ has certain algorithmic properties [55]; this is guaranteed if we are given, e.g., a rational function field $\mathbb{K} = \mathbb{K}(x_1,\ldots,x_i)$ over an algebraic number field $\mathbb{K}'$. 
with \( b \) in the \( \Pi \)-extension \((\mathbb{K}(r)[b, b^{-1}], \sigma)\) of \((\mathbb{K}(r), \sigma)\) with \( \sigma(b) = \frac{1}{r+1} b \). Further, we rephrase \( S_1(k) \) with \( h \) in the \( \Sigma \)-extension \((\mathbb{K}(r)[b, b^{-1}][h], \sigma)\) of \((\mathbb{K}(r)[b, b^{-1}], \sigma)\) with \( \sigma(h) = h + \frac{1}{r+1} \). In this ring we are now in the position to represent \( F_i(j) = F(k+i-1,j) \) with \( f_i = \prod_{k=1}^{j} \frac{k+i}{k} b h^2 \) for \( i = 1,2, \ldots \). First we will solve Problem RPT with the simplest variant RPT\(_1\). We start with \( d = 0,1, \ldots \) and are successful with \( d = 5 \): \( \Sigma \)igma computes \( c_1 = -8(1+k)(3+k), c_2 = 4(29+25k+5k^2), c_3 = -2(8+3k)(10+3k), c_4 = 86+49k+7k^2, c_5 = -(4+k)^2 \) and

\[
g = b \left( \frac{(1+k)(2+k)(3+k)(4+k)^2}{(1-r+k)(2-r+k)(3-r+k)} - \frac{2(1+k)(10r-6r^2+6k-2r^2k+k^2)}{(1-r+k)(2-r+k)(3-r+k)} h \right) + \frac{r^2(1+k)(56-56r+12r^2+42k-30k^2+4k^2+11k^2-4k^2+k^2)}{(-4+r-k)(-3+r-k)(-2+r-k)(-1+r-k)} h^2 \]

such that (5) holds. Reinterpreting \( b \) and \( h \) as \( \left( \frac{k}{k} \right) \) and \( S_1(j) \), yields a solution of (1) for \( F_i(j) \). Finally, summing this relation over \( j \) from 0 to \( k \) and taking care of compensating terms yields the linear recurrence relation

\[
X(4+k) = -\frac{8(1+k)(3+k)}{(4+k)^2} X(k) + \frac{4(29+25k+5k^2)}{(4+k)^2} X(1+k) - \frac{2(8+3k)(10+3k)}{(4+k)^2} X(2+k) + \frac{86+49k+7k^2}{(4+k)^2} X(3+k) + \frac{1}{(4+k)^2} \tag{6}.
\]

RPT\(_2\) will not contribute to a shorter recurrence. However, applying RPT\(_3\) \( \Sigma \)igma finds for \( d = 2 \) the solution \( c_1 = -4(1+k), c_2 = 2(3+2k), c_3 = -2-k \) and

\[
g = -(1+k)(2+k) \tau + \left( -\frac{2(1+k)}{1-r-k} h + \frac{r(1+k)(-2+2r-k)}{(1-r-k)(-1+r-k)} h^2 \right) b
\]

within the \( \Sigma \)-extension \((\mathbb{K}(r)[b, b^{-1}][\tau], \sigma)\) of \((\mathbb{K}(r)[b, b^{-1}][h], \sigma)\) with \( \sigma(\tau) = \tau + \frac{b}{(1+r)(1+k-r)} \). Interpreting \( \tau \) as the sum \( s(k,j) = \sum_{j=1}^{j} \frac{(j)}{r(1-r+k)(2-r+k)} \) and performing similar steps as above, \( \Sigma \)igma produces the linear recurrence

\[
-4(1+k)X(k) + 2(3+2k)X(1+k) + (-2-k)X(2+k)
\]

\[
= -\frac{5-5k-k^2}{(1+k)(2+k)} - (1+k)(2+k) \sum_{i=1}^{k} \frac{(i)}{r(1-r+k)(2-r+k)} \tag{7}.
\]

Note that the sum \( s(k) = s(k,k) \) on the right hand side is given in a form that is not indefinite nested and thus cannot be represented automatically in terms of an \( \Pi \Sigma \)-extension. However, the sum \( s(k) \) can be simplified further. Applying RPT\(_1\) \( \Sigma \)igma computes the linear recurrence

\[
-2(1+k)(2+k)s(k) + (2+k)(10+3k)s(1+k) - (4+k)^2 s(2+k) = \frac{4-k-k^2}{(1+k)(2+k)(3+k)}
\]

and solves the recurrence in terms of d’Alembertian solutions:

\[
\left\{ \frac{c_1}{1+k(2+k)} + c_2 \left[ \frac{4+3k}{1+k}(2+k)^2 + \frac{S_1(2k)}{8(1+k)(2+k)} \right] - \frac{2(3+2k)}{1+k(2+k)^2} - \frac{S_1(k)}{1+k(2+k)} \right\} c_1, c_2 \in \mathbb{K} ,
\]

\[
\sum_{i=1}^{k} \frac{(i)}{r(1-r+k)(2-r+k)}
\]

\[
\sum_{i=1}^{k} \frac{(i)}{r(1-r+k)(2-r+k)}
\]
and products of the form $P_A$ where the sequences $s(n)$ and to use one of the tactics from Remark 2.1 – this is our usual strategy. Instead of working with the zero-order recurrence (10) we will work from $[60]$ to tackle such sums. In Example 2.5 below we will follow an alternative strategy. Instead of working with the zero-order recurrence \( (11) \) we will work with the higher-order recurrences \( (9) \) or \( (8) \). The advantage will be to work in a smaller \( \mathbb{R}_{\mathbb{T}} \)-extension and encoding parts of the expression \( (11) \) within the recurrence operator. In order to accomplish this new strategy, we introduce and explore higher-order extensions in the next subsection.

2.2 Higher order linear extensions

So far we have considered indefinite nested sums of the form $S(k) = \sum_{i=1}^{k} F(i)$ and products of the form $P(k) = \prod_{i=1}^{l} F(i)$ with $l \in \mathbb{N}$ that can be encoded by the first order homogeneous recurrences $S(k+1) = S(k) + F(k+1)$ and $P(k+1) = P(k) + F(k+1) \cdot P(k)$, respectively. However, many interesting summation objects can be only described by higher-order recurrences, like Legendre polynomials, Hermite polynomials, or Bessel functions. More precisely, we are interested in dealing with a sequence $X(k)$ which satisfies a linear recurrence

\[
X(k+s+1) = A_0(k) X(k) + A_1(k) X(k+1) + \cdots + A_s(k) X(k+s) + A_{s+1}(k) \tag{11}
\]

where the sequences $A_i(k)$ (\( 1 \leq i \leq s+1 \)) are expressible in a difference ring \( (A, \sigma) \).

**Remark 2.2.** Sequences that satisfy \( (11) \) are also called holonomic. Specializing to the case that the $A_i(k)$ with $0 \leq i \leq s+1$ are elements of the rational or $q$-rational
difference field, many important properties have been elaborated \cite{68,52,45,33,34,42,43}.

Then the summation object $X(k)$ with the recurrence relation \eqref{11} is encoded by \eqref{12}. Namely, if we rephrase $X$ if and only if the following equations hold:

Given $f$

first focus on the following basic telescoping problem.

Then the summation object

\begin{equation}
\sigma(x_i) = a_0 x_0 + a_1 x_1 + \cdots + a_s x_s + a_{s+1}
\end{equation}

for some $a_0, \ldots, a_{s+1} \in \mathbb{A}$. $s+1$ is also called the extension order or recurrence order.

Concerning concrete computations, we usually start with a $\Pi\Sigma$-field $(\mathbb{G}, \sigma)$ (in particular as defined in Example \cite{21}, in which the $A_i(k)$ are encoded by $a_i \in \mathbb{G}$). Further, we assume that $A_{i+1}(k)$ can be rephrased as $a_{i+1}$ in an $R\Pi\Sigma$-extension $(\mathbb{A}, \sigma)$ of $(\mathbb{G}, \sigma)$. Then we construct the h.o.l. extension $(\mathbb{H}, \sigma)$ of $(\mathbb{A}, \sigma)$ with $\mathbb{H} = \mathbb{A}[x_0, \ldots, x_s]$ and $\eqref{12}$ with $a_0, \ldots, a_s \in \mathbb{G}$ and $a_{s+1} \in \mathbb{A}$.

In the following we will work out summation algorithms that tackle Problem RPS in $(\mathbb{H}, \sigma)$ with $f_i \in \mathbb{A} x_0 + \cdots + \mathbb{A} x_s + \mathbb{A}$ for $1 \leq i \leq d$ and $g \in \mathbb{E} x_0 + \cdots + \mathbb{E} x_s + \mathbb{E}$ for an appropriate difference ring extension $(\mathbb{E}, \sigma)$ of $(\mathbb{A}, \sigma)$. To warm up we will first focus on the following basic telescoping problem.

Given $f \in \mathbb{H}$ with $f = f_0 x_0 + \cdots + f_s x_s + f_{s+1}$ where $f_i \in \mathbb{A}$ for $0 \leq i \leq s + 1$.

Find, if possible, $g = g_0 x_0 + \cdots + g_s x_s + g_{s+1}$ where $g_i \in \mathbb{A}$ for $0 \leq i \leq s + 1$.

In order to tackle this problem (and more generally Problem RPT below) we rely on the following lemma that follows immediately by \cite{54} Lemmas 1,2; the proof is based on coefficient comparison.

\textbf{Lemma 2.1.} Let $(\mathbb{A}[x_0, \ldots, x_s], \sigma)$ be a h.o.l. extension of $(\mathbb{A}, \sigma)$ with $\eqref{12}$. Let $f = f_0 x_0 + \cdots + f_s x_s + f_{s+1}$ with $f_i \in \mathbb{A}$ and $g = g_0 x_0 + \cdots + g_s x_s + g_{s+1}$ with $g_i \in \mathbb{A}$. Then

\begin{equation}
\sigma(g) - g = f
\end{equation}

if and only if the following equations hold:

$$
\sum_{j=0}^{s} \sigma^{s-j}(a_j)\sigma^{s-j+1}(g_s) - g_s = \sum_{j=0}^{s} \sigma^{s-j}(f_j),
\end{equation}

\begin{equation}
\sigma(g_{s+1}) - g_{s+1} = f_{s+1} - a_{s+1} \sigma(g_s),
\end{equation}

\begin{equation}
g_0 = a_0 \sigma(g_s) - f_0,
\end{equation}

\begin{equation}
g_i = \sigma(g_{i-1}) + a_i \sigma(g_s) - f_i, \quad (0 \leq i < s).
\end{equation}
Namely, suppose that we succeed in computing \( g_s \in \mathbb{A} \) and \( g_{s+1} \in \mathbb{A} \) with \eqref{13} and \eqref{15}. Then we can compute \( g_0, \ldots, g_{s-1} \in \mathbb{A} \) using \eqref{16} and \eqref{17}, and by Lemma \ref{2.1} it follows that \( g = g_0 x_0 + \cdots + x_s x_5 + g_{s+1} \) is a solution of \eqref{15}.

**Remark 2.3.** If \( s = 0 \), constraint \eqref{13} is nothing else than \( \sigma(g_s) - g_s = 0 \) which gives the solution \( g_s = 1 \). Hence what remains is constraint \eqref{15} which reduces to \( \sigma(g_{s+1}) - g_{s+1} = f_{s+1} \). In other words, in this special case Lemma \ref{2.1} boils down to the telescoping problem in \( (\mathbb{A}, \sigma) \).

**Example 2.3.** Consider the sum \( S(n) = \sum_{k=0}^{n} F(k) \) with the summand \( F(k) = \frac{x(k)}{2^k} \) where the sequence \( X(k) \) is determined by the recurrence

\[
X(2 + k) = -\frac{4(1 + k)}{2 + \tau} X(k) + \frac{2(3 + 2k)}{2 + \tau} X(1 + k) - \frac{1}{2 + \tau}
\]

and the initial values \( X(0) = 0 \), \( X(1) = -1 \). We take the rational difference field \( (G, \sigma) \) with \( G = \mathbb{Q}(t) \) and \( \sigma(t) = t + 1 \) and construct the \( \Pi \)-extension \( (\mathbb{A}, \sigma) \) of \( (G, \sigma) \) with \( \mathbb{A} = \mathbb{G}[p, p^{-1}] \) and \( \sigma(p) = 2p \). Finally, we construct the h.o.l. extension \( (\mathbb{H}, \sigma) \) of \( (\mathbb{A}, \sigma) \) with \( \sigma(x_2) = -\frac{4(1 + k)}{2 + \tau} x_0 + \frac{2(3 + 2k)}{2 + \tau} x_1 - \frac{1}{2 + \tau} \) and search for \( g = g_0 x_0 + g_1 x_1 + g_2 \) with \( g_i \in \mathbb{A} \) such that \( \sigma(g) - g = \frac{a_n}{p} \) holds. The constraint \eqref{13} of Lemma \ref{2.1} reads as

\[
-\frac{4(2 + s)}{3 + \tau} \sigma^2(g_1) + \frac{2(1 + 2s)}{2 + \tau} \sigma(g_1) - g_1 = \frac{1}{2p}.
\]

We take the rational difference field \( (\mathbb{Q}(t), \sigma) \) with \( \sigma(t) = t + 1 \) and construct the \( \Pi \)-extension \( (\mathbb{A}, \sigma) \) of \( (\mathbb{Q}(t), \sigma) \) with \( \mathbb{A} = \mathbb{Q}(t)[p, p^{-1}] \) and \( \sigma(p) = 2p \). Finally, we construct the h.o.l. extension \( (\mathbb{H}, \sigma) \) of \( (\mathbb{A}, \sigma) \) with \( \sigma(x_2) = -\frac{4(1 + k)}{2 + \tau} x_0 + \frac{2(3 + 2k)}{2 + \tau} x_1 - \frac{1}{2 + \tau} \) and search for \( g = g_0 x_0 + g_1 x_1 + g_2 \) with \( g_i \in \mathbb{A} \) such that \( \sigma(g) - g = \frac{a_n}{p} \) holds. The constraint \eqref{13} of Lemma \ref{2.1} reads as

\[
-\frac{4(2 + s)}{3 + \tau} \sigma^2(g_1) + \frac{2(1 + 2s)}{2 + \tau} \sigma(g_1) - g_1 = \frac{1}{2p}.
\]

Using \texttt{Sigma} we compute \( g_1 = -\frac{(1 + 4t)(1 + k)}{1 + 2p} \in \mathbb{A} \) and we get the constraint (compare \eqref{15}): \( \sigma(g_2) - g_2 = -\frac{1}{4p} \). Solving this telescoping equation gives \( g_2 = \frac{1 + 4t}{2p} \in \mathbb{A} \). Further, using \eqref{16}, we obtain \( g_0 = \frac{1 + 4t + t^2}{2p} \). Reinterpreting \( g \) in terms of our summation objects yields

\[
G(k) = \frac{1 + k + t^2}{2^p} X(k) - \frac{(1 + k)(1 + k)}{22} X(k + 1) + \frac{1 + k}{22} \text{ with } \frac{x(k)}{2^p} = G(k + 1) - G(k).
\]

Finally, summing this equation over \( k \) from 0 to \( n \) produces

\[
S(n) = \frac{1 + n}{2^{1+n}} \left( 1 + 2nX(n) + (1 - n)X(1 + n) \right).
\]

**Remark 2.4.** More generally, multivariate sequences are often described by a system of homogeneous linear recurrences with coefficients from the difference field \( (\mathbb{K}(t), \sigma) \) with \( \sigma(t) = t + 1 \) or with \( \sigma(t) = qt \). Then the telescoping problem with \( \mathbb{A} = \mathbb{K}(t) \) and more generally, the parameterized telescoping problem, can be treated in this setting using the holonomic system approach \cite{68}. In this regard, Chyzak’s fast algorithm \cite{34} was a major breakthrough that has been improved further in \cite{44}. Lemma \ref{2.1} specializes to one linear recurrence (and does not treat a system in the multivariate sequence case). However, it dispenses the user to work with Gröbner bases and expensive uncoupling procedures \cite{70} \cite{32} that are needed in the standard approaches \cite{34} \cite{44}. In particular, the constraints \eqref{13} and \eqref{15} have been worked out explicitly which will be the basis for further explorations. An extra bonus is the treatment of inhomogeneous recurrences that will be utilized below.

We remark further that a special case of Lemma \ref{2.1} can be also related to \cite{14}. 
Suppose that the summand $F(k)$ can be rephrased by $f$ in a difference ring $(\mathbb{A}, \sigma)$ as constructed above. In most applications, one will fail to find a telescoping solution for $f$ in $\mathbb{A}$. To gain more flexibility, we will consider two strategies.

(I) Try to extend the difference ring $(\mathbb{A}, \sigma)$ with a simple $\Pi \Sigma$-extension in which one finds a telescoping solution.

(II) In case that the summand $F(k)$ contains an extra parameter, say $F(k) = F(n, k)$, utilize the creative telescoping paradigm with $F_i(k) = F(n+i-1, k)$ for $1 \leq i \leq d$.

As it turns out below, the successful application of strategy I can be connected to the problem of finding constants in a difference ring or equivalently to construct higher-order extensions with smaller recurrence order. In Subsection 2.2.1 we will provide a constructive theory that enables one compute such constants and thus to find improved higher order extensions in the setting of simple $\Pi \Sigma$-extensions. Based on this insight, we will propose in Subsection 2.2.2 our algorithm to solve the parameterized telescoping problem in $(\mathbb{A}, \sigma)$ or in a properly chosen simple $\Pi \Sigma$-extension of it. In a nutshell, we will combine strategies (I) and (II) that will lead to efficient and flexible algorithms to tackle indefinite and definite summation problems.

2.2.1 Finding constants or finding recurrences with lower order

We are interesting in the following problem.

| Problem C for $(\mathbb{A}, \sigma)$ | Find a linear constant. |
|-------------------------------------|-------------------------|
| Given a h.o.l. extension $(\mathbb{A}[x_0, \ldots, x_s], \sigma)$ of $(\mathbb{A}, \sigma)$ with $x_0, \ldots, x_s, 1 \in \mathbb{A}$. |
| Find a $g = g_0 x_0 + \cdots + g_s x_s + g_{s+1} \in \mathbb{H} \setminus \mathbb{A}$ with $g_i \in \mathbb{A}$ (or in an appropriate extension of it) such that $\sigma(g) = g$ holds. |

Setting $f_i = 0$ for $0 \leq i \leq s + 1$ in Lemma 2.1 yields a basic strategy for Problem C.

**Lemma 2.2.** Let $(\mathbb{H}, \sigma)$ be a h.o.l. extension of $(\mathbb{A}, \sigma)$ with $\mathbb{H} = \mathbb{A}[x_0, \ldots, x_s]$ and $\mathbb{A}$ where $a_i \in \mathbb{A}$. Then there exists a $g = g_0 x_0 + \cdots + g_s x_s + g_{s+1} \in \mathbb{H} \setminus \mathbb{A}$ with $g_i \in \mathbb{A}$ such that $\sigma(g) = g$ if and only if there is a $g \in \mathbb{A} \setminus \{0\}$ with

$$
\sum_{j=0}^{s} \sigma^{s-j}(a_j) \sigma^{s-j+1}(h) - h = 0
$$

(19)

and a $\gamma \in \mathbb{A}$ with

$$
\sigma(\gamma) - \gamma = -a_{s+1} \sigma(h).
$$

(20)

In this case we can set $g_s = h$, $g_{s+1} = \gamma$, $g_0 = a_0 \sigma(g_s)$ and $g_i = \sigma(g_{i-1}) + a_i \sigma(h)$ for $1 \leq i < s$.

In other words, if one finds an $h \in \mathbb{A} \setminus \{0\}$ with (19) and a $\gamma \in \mathbb{A}$ with (20), one can compute a $g \in \mathbb{H} \setminus \mathbb{A}$ with $\sigma(g) = g$.

**From constants to recurrences with smaller order.** Now suppose that we find such a $g \in \mathbb{H} \setminus \mathbb{A}$ with $\sigma(g) = g$ and reinterpret $g$ as
\[ G(k) = G_0(k)X(k) + \cdots + G_s(k)X(k+s) + G_{s+1}(k) \]

where we rephrase for \( 1 \leq i \leq s+1 \) the \( g_i \), in terms of our summation objects yielding the expression \( G_i(k) \). Suppose that \( G(k+1) = G(k) \) holds for all \( k \in \mathbb{N} \) with \( k \geq \lambda \), for some \( \lambda \) chosen big enough. Evaluating \( c := G(\lambda) \in \mathbb{K} \) with our given sequence \( X(k) \) gives the identity \( G(k) = c \). In other words, we find the new linear recurrence

\[ G_0(k)X(k) + \cdots + G_s(k)X(k+s) = c - G_{s+1}(k) \quad (21) \]

with order \( s \); note that so far we used the recurrence \((11)\) to model the object \( X(k) \) which has order \( s+1 \). Now suppose that \( g_i \in \mathbb{A}^+ \) holds. Then we can define the h.o.l. extension \( \langle \mathbb{A}|y_0, \ldots, y_{s-1}, \sigma \rangle \) of \( \langle \mathbb{A}, \sigma \rangle \) with \( \sigma(y_{s-1}) = g_0y_0 + \cdots + g_{s-1}y_{s-1} + g_s \), with \( g'_i = -\frac{g_i}{g_{i+1}} \) for \( 0 \leq i < s \) and \( g'_s = \frac{c - g_{s+1}}{g_s} \).

Summarizing, finding a constant indicates that the recurrence used to describe the object \( X(k) \) is not optimal. But given such a constant also enables one to cure the situation. One can derive a recurrence that models \( X(k) \) with a smaller order. Before we look at a concrete application in Example 2.4 below, we will work out the different possible scenarios to hunt for constants. So far we considered

**Case 1.1:** there is an \( h \in \mathbb{A} \setminus \{0\} \) with \((19)\) and a \( \gamma \in \mathbb{A} \) with \((20)\). Then we activate Lemma 2.2 and find

\[ g = g_0x_0 + \cdots + g_sx_s + g_{s+1} \quad (22) \]

with \( g_i \in \mathbb{A} \) for all \( 0 \leq i \leq s+1 \), \( g_s \neq 0 \), with \( \sigma(g) = g \).

It might happen that one finds an \( h \in \mathbb{A} \setminus \{0\} \) with \((19)\) but one fails to find a \( \gamma \in \mathbb{A} \) with \((20)\). This situation can be covered as follows.

**Case 1.2:** There is no \( \gamma \in \mathbb{A} \) with \((20)\). By part (1) of Theorem 2.1 we can construct a \( \Sigma \)-extension \( \langle \mathbb{A}[\tau], \sigma \rangle \) of \( \langle \mathbb{A}, \sigma \rangle \) with \( \sigma(\tau) = \tau - a_{s+1} \sigma(h) \) and can put on top our h.o.l. extension \( \langle \mathbb{A}[\tau]|x_0, \ldots, x_s, \sigma \rangle \) of \( \langle \mathbb{A}[\tau], \sigma \rangle \) with \((12)\). Then by Lemma 2.2 we get

\[ g = g_0x_0 + \cdots + g_sx_s + \tau \quad (23) \]

with \( g_i \in \mathbb{A} \) for \( 0 \leq i \leq s \) such that \( \sigma(g) = g \) holds.

Now let us tackle the case that there is no \( h \in \mathbb{A} \) with \((19)\) but there is such an \( h \) in a simple RII\( \Sigma \)-extension. More precisely, we suppose that \( \langle \mathbb{A}, \sigma \rangle \) itself is a simple RII\( \Sigma \)-extension of \( \langle \mathbb{G}, \sigma \rangle \) and that for \((12)\) we have that \( a_0, \ldots, a_s \in \mathbb{G} \) and \( a_{s+1} \in \mathbb{A} \).

In this setting, suppose that there is a \( \mathbb{G} \)-simple RII\( \Sigma \)-extension \( \langle \mathbb{E}, \sigma \rangle \) of \( \langle \mathbb{A}, \sigma \rangle \) in which one finds an \( h \in \mathbb{E} \) with \((19)\). Note that \( \langle \mathbb{E}, \sigma \rangle \) is a simple RII\( \Sigma \)-extension of \( \langle \mathbb{G}, \sigma \rangle \). Then we can apply the following result. A simpler field version can be found in [55, Lemma 4.5.3]; for the Liouvillean case with \( \mathbb{A} = \mathbb{K}(t) \) and \( \sigma(t) = t+1 \) we refer to [58, Thm. 5.1].

**Proposition 2.1.** Let \( \langle \mathbb{A}, \sigma \rangle \) with \( \mathbb{A} = \mathbb{G}[\tilde{t}_1] \cdots [\tilde{t}_d][\tilde{t}_1] \cdots [\tilde{t}_d] \) be a simple RII\( \Sigma \)-extension of \( \langle \mathbb{G}, \sigma \rangle \), and let \( \langle \mathbb{E}, \sigma \rangle \) with \( \mathbb{E} = \mathbb{A}[\tilde{t}_1] \cdots [\tilde{t}_d][\tau_1] \cdots [\tau_d] \) be a \( \mathbb{G} \)-simple RII\( \Sigma \)-extension of \( \langle \mathbb{A}, \sigma \rangle \) where the \( \tilde{t}_i, \tau_i \) are RII-monomials and the \( \tilde{t}_i, \tau_i \) are \( \Sigma \)-monomials. Let \( f \in \mathbb{A} \) and \( a_0, \ldots, a_s \in \mathbb{G} \). Suppose there is a \( g \in \mathbb{E} \setminus \{0\} \) with

\[ \cdots + G_s(k)X(k+s) = c - G_{s+1}(k) \quad (21) \]
\[ a_i \sigma^i(g) + \cdots + a_0 g = f. \]  

(24)

1. If \( f = 0 \) or \( g \not\in \mathbb{A}(t_1) \ldots \langle t_u \rangle \), then there are \( l, j, i \in \mathbb{Z} \) and \( w \in G^* \) such that for \( h = \tilde{w}^l_1 \ldots \tilde{w}^l_i \tilde{t}_1^j \ldots \tilde{t}_u^j \) we have
\[ a_i \sigma^i(h) + \cdots + a_0 h = 0. \]  

(25)

2. Otherwise, if \( f \neq 0 \) and \( g \in \mathbb{A}(t_1) \ldots \langle t_u \rangle \), then there is an \( h \in \mathbb{A} \) with (25).

Proof. (1) Set \( \mathbb{E}_j = \mathbb{A}(t_1) \ldots \langle t_u \rangle \langle \tau_1 \rangle \ldots \langle \tau_j \rangle \) for \( 0 \leq j \leq v \). First we show that there is an \( h \in \mathbb{E} \setminus \{0\} \) with (25). If \( f = 0 \), this holds by assumption. Otherwise, we can conclude that there is a \( g \in \mathbb{E} \setminus \mathbb{E}_0 \) with (24) again by assumption. Now take among all the possible \( g \) with (24) an element \( g \in \mathbb{E} \setminus \mathbb{E}_{v-1} \) where \( i > 0 \) is minimal. Then \( g = h \tau^m + b \) for some \( m > 0 \) and \( h, b \in \mathbb{E}_{v-1} \) with \( h \neq 0 \). By coefficient comparison w.r.t. \( \tau \) in (24) and using the fact that \( \sigma(\tau_j) - \tau_j \in \mathbb{E}_{v-1} \) and \( a_i \in \mathbb{G} \), we conclude that \( h \) is a solution of (25). Hence in any case there is an \( h \in \mathbb{E} \setminus \{0\} \) with (25).

We can reorder \( (\mathbb{E}, \sigma) \) to \( \mathbb{E} = \mathbb{H}[s_1] \ldots [s_u] \) with \( \mathbb{H} = G(t_1) \ldots \langle \tilde{t}_u \rangle (t_1) \ldots \langle t_u \rangle \) where \( \langle s_1, \ldots, s_{u+v} \rangle = (t_1, \ldots, t_v, \tau_1, \ldots, \tau_v) \). Set \( \mathbb{E}' = \mathbb{H}[s_1] \ldots [s_u] \). Suppose there is no such \( h \) with \( h \in \mathbb{H} \setminus \{0\} \). Then we can choose among all the possible solutions \( h \in (25) \) an element \( h \in \mathbb{E}' \setminus \mathbb{E}'_{u-1} \) with \( k > 0 \) being minimal. We can write \( h = \alpha s_k^+ + \beta \) with \( \mu > 0 \) and \( \alpha, \beta \in \mathbb{E}'_{u-1} \) where \( \alpha \neq 0 \). Doing coefficient comparison w.r.t. \( s_k \) in (25), using \( \sigma(s_k) - s_k \in \mathbb{E}'_{u-1} \) and knowing that \( a_0, \ldots, a_t \in \mathbb{G} \), we conclude that \( \alpha \) is a solution of (25), a contradiction to the minimality of \( k \).

Summarizing, we can find \( h \in \mathbb{H} \setminus \{0\} \) with (25). Now write
\[ h = \sum_{(l_1, \ldots, l_u) \in S} h(l_1, \ldots, l_u) t_1^{j_1} \ldots t_u^{j_u} \]
for a finite set \( S \subseteq \mathbb{Z}^{k+u} \) and \( h(l_1, \ldots, l_u) \in \mathbb{G} \). By coefficient comparison it follows that \( h = \tilde{w}^l_1 \ldots \tilde{w}^l_i \tilde{t}_1^j \ldots \tilde{t}_u^j \) is a solution of (25).

(2) Let \( f \neq 0 \) and \( g \in \mathbb{A}(t_1) \ldots \langle t_u \rangle \) with (24). Note that we can write \( g = \sum_{(i_1, \ldots, i_u) \in S} h_{i_1, \ldots, i_u} i^1 \ldots i^u \) for a finite set \( S \subseteq \mathbb{Z}^u \) and \( h_{i_1, \ldots, i_u} \in \mathbb{A} \). By coefficient comparison w.r.t. \( i^1 \ldots i^u \) in (24) we conclude that for \( h = h_{0, \ldots, 0} \in \mathbb{A} \setminus \{0\} \) the equation \( a_i \sigma^i(h) + \cdots + a_0 h = f \) holds. \( \square \)

We will reformulate Proposition 2.1 to Corollary 1 by using the following lemma; for a simpler version see [55, Prop. 6.13].

**Lemma 2.3.** Let \( (\mathbb{E}, \sigma) \) with \( \mathbb{E} = \mathbb{A}(t_1) \ldots \langle t_v \rangle \) be a simple RPI-connection of \( (\mathbb{A}, \sigma) \) with \( a_i := \frac{\sigma(i)}{i} \in \mathbb{G}^* \), and let \( l_i \in \mathbb{Z} \) such that \( l^1 \ldots l^k \notin \mathbb{A} \). Then there exists an RPI-connection \( (\mathbb{A}(t), \sigma) \) of \((\mathbb{A}, \sigma)\) with \( \sigma(i) = \alpha i \) where \( \alpha = \prod_{i} a_i^l_i \).

**Proof.** Define \( M = \{ i \mid l_i \neq 0 \} \) and set \( h := t^1 \ldots t^k \). Note that \( \sigma(h) = \alpha h \). First, suppose that \( \alpha^n = 1 \) for some \( n > 0 \). Then for all \( i \in M, t_i \) is an R-monomial. In particular, since the \( \alpha_i \) are roots of unity, \( \alpha \) is a root of unity. Let \( m > 0 \) be minimal such
that $\alpha^m$. If $m = 1$, then $\alpha = 1$ thus $\sigma(h) = h$, and consequently $h \in \text{const}_\sigma \mathbb{A}$. Therefore $h = 1$, a contradiction. Thus $\alpha$ is a primitive $m$th root of unity with $m > 1$. Now construct the $A$-extension $(\mathbb{A}[i], \sigma)$ of $(\mathbb{A}, \sigma)$ with $\sigma(t) = \alpha t$ and suppose that there is a $k \in \mathbb{N}$ with $k < m$ and $g \in \mathbb{A} \setminus \{0\}$ such that $\sigma(g) = \alpha^k g$. We can find an $r$ such that $t^k \neq 1$ (otherwise $h^k = 1$, thus $1 = \sigma(h^k) = \alpha^k h^k = \alpha^k$ and $m$ is not minimal with $\alpha^m = 1$). But this implies that $\alpha^j \neq 1$ (otherwise $t^k \in \text{const}_\sigma \mathbb{E} \setminus \mathbb{A}$, but $\text{const}_\sigma \mathbb{E} = \text{const}_\sigma \mathbb{A}$). Choose $r \geq 1$ to be maximal with this property, and let $u > 1$ be minimal such that $\alpha^u = 1$. Then we can find $k'$ with $1 \leq k' < u$ with $\alpha^{k'} = \alpha^{k'}$. Further, with $\tilde{h} = g/(t_1^{k_1} \cdots t_{r-1}^{k_{r-1}})$ in $\mathbb{A}(t_1) \cdots (t_{r-1})$ we get $\sigma(\tilde{h}) = \alpha^{k'} \tilde{h}$. Hence $t_r$ is not an $R$-monomial by part 3 of Theorem 2.1 a contradiction.

Otherwise, suppose that there is no $n > 0$ with $\alpha^n = 1$. Then there is at least one $i \in M$ such that $t_i$ is a $\Pi$-monomial. W.o.l.g. suppose that $t_i$ is a $\Pi$-monomial with $\max(M) = r$; otherwise we reorder the generators accordingly. Suppose that the $P$-extension $(\mathbb{A}(t), \sigma)$ of $(\mathbb{A}, \sigma)$ with $\sigma(t) = \alpha t$ is not a $\Pi$-extension. Then there is a $k \in \mathbb{Z} \setminus \{0\}$ and $g \in \mathbb{A}(t) \cdots (t_{r-1}) \setminus \{0\}$ with $\sigma(g) = \alpha^k g$. Define $\tilde{h} = g/(t_1^{k_1} \cdots t_{r-1}^{k_{r-1}})^k$. Then, as above, $\sigma(\tilde{h}) = \alpha^{k'} \tilde{h}$ with $k' \neq 0$ and consequently $t_r$ is not a $\Pi$-monomial by part 2 of Theorem 2.1 a contradiction. □

Corollary 1. Let $(\mathbb{A}, \sigma)$ be a simple $\Pi\Sigma$-extension of $(\mathbb{G}, \sigma)$ with $a_0, \ldots, a_n \in \mathbb{G}$ and $f \in \mathbb{A}$. Suppose there is a $\mathbb{G}$-simple $\Pi\Sigma$-extension $(\mathbb{E}, \sigma)$ of $(\mathbb{A}, \sigma)$ in which one finds a $g \in \mathbb{E}$ with (24). Then there is a $g \in \mathbb{A} \setminus \{0\}$ with (25) or there is an $\Pi$-extension $(\mathbb{A}(t), \sigma)$ of $(\mathbb{A}, \sigma)$ with $\sigma(i) \in \mathbb{G}^*$ such that (25) holds for some $h = w^m$ with $m \in \mathbb{Z} \setminus \{0\}$ and $w \in \mathbb{G} \setminus \{0\}$.

Proof. Suppose there is a $\mathbb{G}$-simple $\Pi\Sigma$-extension $(\mathbb{E}, \sigma)$ of $(\mathbb{A}, \sigma)$ as in Proposition 2.1 in which we find $g \in \mathbb{E} \setminus \{0\}$ with (24). First assume that $g$ depends on one of the $\tau_i$ or $f = 0$. Thus by part 1 of Proposition 2.1 we can find an $h' = w t_1^{i_1} \cdots t_u^{i_u}$ with $i, l \in \mathbb{Z}$ and $w \in \mathbb{G} \setminus \{0\}$ with (25) (where $h$ is replaced by $h'$). If $h' \in \mathbb{G}$, we are done. Otherwise, set $a = \tilde{r}_1^{i_1} \cdots \tilde{r}_u^{i_u}$ and define $\alpha := \frac{\sigma(a)}{a} \in \mathbb{G}^*$. Then we can construct the $\Pi\Sigma$-extension $(\mathbb{A}(t), \sigma)$ of $(\mathbb{A}, \sigma)$ with $\sigma(t) = \alpha t$ by Lemma 2.3 and get $h = w^m$ with (19). In the second case, we may assume that $g$ does not depend on the $\tau_i$ and that $f \neq 0$. Then by part 2 of Proposition 2.1 there is an $h \in \mathbb{A} \setminus \{0\}$ with (19) which completes the proof. □

With these new results in $\Pi\Sigma$-theory, we can continue to tackle Problem C. Recall that we assume that there is no $h \in \mathbb{A}$ with (19), but there exists a $\mathbb{G}$-simple $\Pi\Sigma$-extension in which we find such an $h$. Then by Corollary 1 there is also an $\Pi$-extension $(\mathbb{A}(t), \sigma)$ of $(\mathbb{A}, \sigma)$ with $\sigma(i) \in \mathbb{G}^*$ and $h \in \mathbb{A}(t)$ with $h = w^m$ where $m \in \mathbb{Z} \setminus \{0\}$ and $w \in \mathbb{G} \setminus \{0\}$. As above, we can consider two cases.

Case 2.1: Suppose that we find a $\gamma \in \mathbb{A}(t)$ with (20). Then with Lemma 2.2 we get $g = g_0 t_0 + \cdots + g_s t_s + g_{s+1}$ with $g_0 \in \mathbb{A}(t)$ such that $\sigma(g) = g$ holds. Even more, looking at the construction it follows for $0 \leq i \leq s$ that $g_i = g_i' t^m$ for some $g'_i \in \mathbb{G}$. Further we can use the following simple lemma.

Lemma 2.4. Let $(\mathbb{A}(t), \sigma)$ be an $\Pi$-extension of $(\mathbb{A}, \sigma)$. Let $f = f' t^m$ with $f' \in \mathbb{A}$, $m \neq 0$, and $g \in \mathbb{A}(t)$. If $\sigma(g) - g = f$, then $g = g' t^m + c$ with $g' \in \mathbb{A}$ and $c \in \text{const}_\sigma \mathbb{A}$. 
Proof. Let $\alpha = \frac{\sigma(t)}{\lambda} \in \mathbb{A}^*$ and $g = \sum g_i t^i \in \mathbb{A}(t)$. By coefficient comparison it follows that $\alpha^i \sigma(g_i) - g_i = 0$ for all $i$ with $i \neq m$. By part (2) of Theorem 2.1 it follows that $g_i = 0$ if $i \neq 0$. Further, $g_i \in \text{const}_\sigma \mathbb{A}$ if $i = 0$. □

Using this lemma, $g_{s+1} = g'_{s+1} t^m$ for some $g'_{s+1} \in \mathbb{A}$ and therefore

$$g = t^m (g'_0 x_0 + \cdots + g'_s x_s + g'_{s+1})$$

with $g'_i \in \mathbb{G}$ for $0 \leq i \leq s$, $g_{s+1} \in \mathbb{A}$ and $m \in \mathbb{Z} \setminus \{0\}$.

Case 2.2: There is no $\gamma \in \mathbb{A}(t)$. Then as in Case 1.2 we can construct the $\Sigma$-extension $(\mathbb{A}(t)[\tau], \sigma)$ of $(\mathbb{A}(t), \sigma)$ with $\sigma(\tau) = \tau - a_{s+1} \sigma(h)$ and get

$$g = t^m (g'_0 x_0 + \cdots + g'_s x_s) + \tau$$

with $m \in \mathbb{Z} \setminus \{0\}$ and $g_i \in \mathbb{G}$ for $0 \leq i \leq s$.

Summarizing, we obtain the following result.

**Theorem 2.2.** Let $(\mathbb{A}, \sigma)$ be a simple RΠΣ-extension of $(\mathbb{G}, \sigma)$ and let $(\mathbb{H}, \sigma)$ be a h.o.l. extension of $(\mathbb{A}, \sigma)$ with $\mathbb{H} = \mathbb{A}[x_0, \ldots, x_s]$ and $\sigma(t) = a_0, \ldots, a_s \in \mathbb{G}$ and $a_{s+1} \in \mathbb{A}$. Suppose that there is an $h$ in a $\mathbb{G}$-simple RΠΣ-extension with (19). Then there is a $\mathbb{G}$-simple RΠΣ-extension $(\mathbb{E}, \sigma)$ of $(\mathbb{A}, \sigma)$ and a h.o.l. extension $(\mathbb{E}[x_1, \ldots, x_s], \sigma)$ of $(\mathbb{E}, \sigma)$ with $\sigma(t) = \sigma(\tau)$ in which one gets $g \in \mathbb{E}[x_1, \ldots, x_s]$ with $\sigma(g) = g$. In particular, one of the four situations hold.

Case 1.1: (22) with $g_i \in \mathbb{A}$.
Case 1.2: $(\mathbb{E}, \sigma)$ is a $\Sigma$-extension of $(\mathbb{A}, \sigma)$ with $\mathbb{E} = \mathbb{A}[t]$; (23) with $g_i \in \mathbb{A}$.
Case 2.1: $(\mathbb{E}, \sigma)$ is an RΠ-extension of $(\mathbb{A}, \sigma)$ with $\mathbb{E} = \mathbb{A}(t)$ and $\sigma(t) \in \mathbb{G}^*$; (26) with $g'_i \in \mathbb{G}$ for $0 \leq i \leq s$ and $g'_{s+1} \in \mathbb{A}$.
Case 2.2: $(\mathbb{E}, \sigma)$ is an RΠΣ-extension $(\mathbb{A}, \sigma)$ with $\mathbb{E} = \mathbb{A}(t)[\tau]$ where $\sigma(t) \in \mathbb{G}$ and $\sigma(\tau) - \tau \in \mathbb{A}$; (27) with $g'_i \in \mathbb{G}$ for $0 \leq i \leq s$.

Let $(\mathbb{A}, \sigma)$ be a simple RΠΣ-extension of a $\Pi\Sigma$-field $(\mathbb{G}, \sigma)$ and suppose that $a_0, \ldots, a_s \in \mathbb{G}$ and $a_{s+1} \in \mathbb{A}$. Then we can tackle problem C as follows.

1. Decide constructively if there is an $h \in \mathbb{A} \setminus \{0\}$ with (19) using the algorithms from (23) (25) (26) (17) (61) (63). If such an $h$ exists, continue with step 6.
2. Otherwise, decide constructively if there is an RΠ-extension $(\mathbb{G}(t), \sigma)$ of $(\mathbb{G}, \sigma)$ such that we find $h \in \mathbb{G}(t)$ with (19). Here one can utilize, e.g., the algorithms given in (50) (22) if $(\mathbb{G}, \sigma)$ is one of the instances (1–3) from Example 2.1. Otherwise, we can utilize the more general algorithms from (17).
3. Check if there is an $h' \in \mathbb{A}$ with $\sigma(h') = \sigma(h)$ using the algorithms from (61). If yes, $h'$ is a solution of (19). Go to step 6 where $h'$ takes over the role of $h$.
4. Check if the AP-extension $(\mathbb{A}(t), \sigma)$ of $(\mathbb{A}, \sigma)$ is an RΠ-extension using Theorem 2.1 and applying the algorithms from (61). If yes, we get the solution $h' = t \in \mathbb{A}(t)$ of (19) and we go to step 6 where $h'$ takes over the role of $h$. 
5. Try to redesign and extend the difference ring \((A, \sigma)\) to \((A', \sigma)\) such that one can find \(h \in A'\) with \((19)\) and such that \((A', \sigma)\) is an \(\Pi \Sigma\)-extension of \((A, \sigma)\). If \((G, \sigma)\) is one of the instances \((1–3)\) from Example 2.1, this can be accomplished with the algorithms from \([55, 46]\) in combination with \([61]\). For a general \(\Pi \Sigma\)-field \((G, \sigma)\) our method might fail. Otherwise replace \(A\) by \(A'\) and go to step 6.

6. Compute, if possible, a \(\gamma \in A\) with \((20)\) using the algorithms from \([61]\). If this is not possible, construct the \(\Sigma\)-extension \((A[\tau], \sigma)\) of \((A, \sigma)\) with \(\sigma(\tau) = \tau - a_{s+1} \sigma(h)\) and set \(\gamma = \tau\).

7. Use Lemma 2.2 with the given \(h, \gamma\) to compute \(g\) with \(\sigma(g) = g\).

**Remark 2.5.** (1) If \((G, \sigma)\) is one of the base difference fields \((1–3)\) from Example 2.1 all steps can be carried out. However, if \((G, \sigma)\) is a general \(\Pi \Sigma\)-field, one might fail in step 5 with the existing algorithms to redesign and extend the difference ring \((A, \sigma)\) to \((A', \sigma)\) such that it is an \(\Pi \Sigma\)-extension of \((A, \sigma)\) in which one gets \(h \in A'\) with \((19)\).

(2) Suppose that there exists a \(g = g_0 a_0 + \cdots + g_s + g_{s+1}\) with \(g_i \in E\) for \(0 \leq i \leq s + 1\) and \(\sigma(g) = g\) for some \(G\)-simple \(\Pi \Sigma\)-extension \((E, \sigma)\) of \((A, \sigma)\). Then the above method will always find such a \(g\) as predicted in Theorem 2.2. Namely, by Lemma 2.2 there is an \(h \in E\) with \((19)\). Thus by Corollary 1 \(h \in A\) or there is an \(\Pi \Sigma\)-extension \((A(\tau), \sigma)\) of \((A, \sigma)\) with \(\sigma(\tau) \in G^*\) in which we have \(h \in G(\tau)\) with \((19)\). Thus the above method can be executed without entering in step 5.

**Example 2.4.** Consider the sequence \((13)\) with the initial values \(X(0) = 0, X(1) = -1\). We remark that this recurrence is completely solvable in terms of d’Alembertian solutions:

\[
X(k) = 2^k(S_1(\frac{1}{2}, k) - S_1(k)). \tag{28}
\]

We will compute this zero-order recurrence by iteratively computing constants. We start with \((13)\) and set up the underlying h.o.l. extension. Since there is a recurrence with smaller order (order zero), there must exist a non-trivial constant. Our algorithm produces the constant \(G(k) = 2^{-k}((1 + k)2^{1-k}X(k) + (-1 - k)2^{-k}X(1 + k))\).

With \(G(0) = 2\) we get a new recurrence of order 1: \(X(1 + k) = \frac{-1 + 2^{1-k}}{1+2} + 2X(k)\). We use this recurrence and set up a new h.o.l. extension and search again for a constant. We get \(G(k) = 2^{-k}X(k) - S_1(\frac{1}{2}, k) + S_1(k)\) and with \(G(0) = 0\) we obtain \((28)\).

In other words, computing stepwise constants (where in each step the constant has the shape as worked out in Theorem 2.2), we find the smallest possible recurrence that can be given in terms of simple \(\Pi \Sigma\)-extensions. Note that this mechanism has been utilized already earlier to find an optimal recurrence in the context of finite element methods \([24]\). In particular, if there is a recurrence of order 0 where the inhomogeneous part is given in a simple \(\Pi \Sigma\)-extension, such a recurrence will be eventually calculated with our method from above. Note that this strategy to find minimal recurrences (and to solve the recurrence in terms of d’Alembertian solutions if possible) is also related to the remarks given in \([50, \text{page 163}]\) that deals with the computation of left factors of a recurrence.
2.2.2 The refined parameterized telescoping problem

Suppose that we are given $F_i(k)$ for $1 \leq i \leq d$ and suppose that we can represent them in a difference ring as introduced above. Namely, suppose that we succeeded in constructing an $R\Sigma$-extension $(\mathbb{A}, \sigma)$ of a $\Pi\Sigma$-field $(\mathbb{G}, \sigma)$ with $\mathbb{K} = \text{const}_\sigma \mathbb{G}$, and on top of this, we designed a h.o.l. extension $(\mathbb{A}[x_1, \ldots, x_s], \sigma)$ with $a_0, \ldots, a_s \in \mathbb{G}$ and $a_{s+1} \in \mathbb{A}$ with the following property: the $F_i(k)$ can be rephrased as

$$f_i = f_{i,0} x_0 + \cdots + f_{i,s} x_s + f_{i,s+1}$$

for $1 \leq i \leq d$ with $f_{i,j} \in \mathbb{G}$ for $0 \leq j \leq s$ and $f_{i,s+1} \in \mathbb{A}$.

In this setting, we are interested in solving Problem RPT. Namely, we aim at finding, if possible, an appropriate $\mathbb{G}$-simple $R\Pi\Sigma$-extension $(\mathbb{E}, \sigma)$ of $(\mathbb{A}, \sigma)$ in which one can solve Problem RPT with $c_1, \ldots, c_d \in \mathbb{K}$ where $c_1 \neq 0$ and $g = g_0 x_0 + \cdots + g_s x_s + g_{s+1}$ with $g_i \in \mathbb{E}$ for $0 \leq i \leq s + 1$. Then given such a result and rephrasing $g$ as $G(k)$ yields \text{[1]} and enables one to compute the sum relation \text{[2]}.

In our main application we set $F_i(k) = F(n+i-1,k)$ for a bivariate sequence. Then \text{[3]} can be turned to a linear recurrence of the form \text{[3]} for a definite sum, say $S(n) = \sum_{l=1}^{L(n)} F(n,k)$ for $l \in \mathbb{N}$ and for some integer linear function $L(n)$. During this construction, we should keep in mind that various optimality criteria might lead to different preferable recurrences.

1. Find a recurrence \text{[3]} with lowest order $d - 1$.
2. Find a recurrence such that the underlying difference ring is as simple as possible (e.g., the number of arising sums and products is as small as possible, the nesting depth of the sums is minimal, or the number of objects within the summands is as low as possible.)

Note that in most examples both criteria cannot be fulfilled simultaneously: in an appropriate $R\Pi\Sigma$-extension the number $d$ might be reduced, but the difference ring will be enlarged by further, most probably more complicated $R\Pi\Sigma$-monomials; in the extreme case one might find a zero-order recurrence formulated in a rather large $R\Pi\Sigma$-extension. Contrary, increasing $d$ might lead to simpler $R\Pi\Sigma$-extensions in which the recurrence can be formulated; ideally, one can even find a recurrences without introducing any further $R\Pi\Sigma$-monomials. In our experience a compromise between these extremes are preferable to reduce the underlying calculation time. On one side, we are interested in calculating a recurrence as efficiently as possible. On the other side, we might use the found recurrence as the new defining h.o.l. extension and to tackle another parameterized telescoping problem in a recursive fashion (see Section\text{[3]}. Hence the derivation of a good recurrence (not to large in $d$ but also not too complicated objects in the inhomogeneous part) will be an important criterion.

Having this in mind, we will focus now on various tactics to tackle Problem RPT that give us reasonable flexibility for tackling definite multi-sums but will be not too involved concerning the complexity of the underlying algorithms. We start as follows. Set $f = c_1 f_i + \cdots + c_d f_d$ for unknown $c_1, \ldots, c_d$ and write $f = h_0 x_0 + \cdots + h_s x_s + h_{s+1}$ with $h_i = c_1 f_{i,1} + \cdots + c_d f_{i,d}$. By Lemma\text{[2]} it follows that \text{[14]} and \text{[15]} must hold (where $f_i$ is replaced by $h_i$). Note that \text{[14]} reads as
\[
\sum_{j=0}^{s} \sigma^{s-j}(a_j)\sigma^{s-j+1}(g_s) - g_s = \sum_{j=0}^{s} \sigma^{s-j}(h_j) = c_1 f_1 + \cdots + c_d f_d
\]  
(30)

with
\[
\tilde{f}_i = \sum_{j=0}^{s} \sigma^{s-j}(f_{i,j}) \in \mathbb{G}.
\]  
(31)

Hence one could utilize the summation package Sigma as follows: (1) look for a \(g_s\) in \(\mathbb{G}\); (2) if this fails, try to find a solution in \(A\); (3) if there is no such solution, search for a solution in a \(\mathbb{G}\)-simple \(R\Pi\Sigma\)-extension.

Remark 2.6. Assume there exists such a solution \(g_s \neq 0\) with (30) either in \((A, \sigma)\) or in a \(\mathbb{G}\)-simple \(R\Pi\Sigma\)-extension \((\mathbb{E}, \sigma)\) of \((\mathbb{G}, \sigma)\), but not in \(\mathbb{G}\). This implies that there is an \(h \in \mathbb{E}\) with \(g' = g'_{0}x_{0} + \cdots + g'_{s}x_{s} + g'_{s+1}\) with \(\sigma(g') = g'\) and \(g_s \neq 0\). Note that such an extension and \(g'\) can be even computed; see part (2) of Remark 2.5.

Hence following the recipe after Lemma 2.2, we can construct a recurrence (21) \(g'_i\) is rephrased as the summation object \(G_i(k)\) for our summation object \(X(k)\) which has a smaller recurrence order. Further, we can construct an improved h.o.i. extension with recurrence order \(s\) that describes better the shift behavior of the sequence \(X(k)\).

Summarizing, finding a solution \(g_s\) in \(A\) or in a \(\mathbb{G}\)-simple \(R\Pi\Sigma\)-extension implies that one can also reduce the recurrence order of the h.o.l. extension that models \(X(k)\). In this regard, we emphasize that having a recurrence with smaller order will also increase the chance to find a parameterized telescoping solution: the larger the recurrence order is, the more sequences are satisfied by the recurrence and thus a solution of Problem PRS is more general. Conversely, the smaller the recurrence order is, the better the problem description and thus the higher the chances are to find a solution if it exists. Hence instead of searching for a \(g_s\) in \(A\) or in an appropriate \(\mathbb{G}\)-simple \(R\Pi\Sigma\)-extension, we opt for outsourcing this task to the user: if it seems appropriate, the user should try to hunt for a recurrence with lower order by either using other summation tactics (see Example 2.2) or applying the machinery mentioned in part (2) of Remark 2.5 as a preprocessing step to produce a h.o.l. extension with lower order.

Remark 2.7. Note that the classical holonomic summation algorithms \([34, 44]\) handle the case (12) with \(a_{s+1} = 0\) and \(a_i \in \mathbb{G}\) where \((\mathbb{G}, \sigma)\) is the rational or \(q\)-rational difference field (see instances (1) and (2) of Example 2.1). In most cases, the arising recurrences are optimal in the following sense: the recurrence orders cannot be reduced and the recurrence system is the defining relation. Together with the above inside (see Remark 2.6), this explains why standard holonomic approaches are optimal: they hunt for solutions \(g = g_0x_0 + \cdots + g_sx_s\) where the \(g_i\) are in \(\mathbb{G}\) and do not try to look for any simple \(R\Pi\Sigma\)-extension.
With this understanding, we will restrict ourselves to the following

**Strategy 1:** we will search for \( c_1, \ldots, c_d \in K \) with \( c_1 \neq 0 \) and for \( g_s \) with \([30]\) and \([31]\) only in \( G \), but not in \( A \) or in any other simple \( RII\Sigma \)-extension. To obtain all such solutions, we will assume that we can solve the following subproblem.

**Problem PRS in \((G, \sigma)\):** Parameterized recurrence solving.
Given a difference field \((G, \sigma)\) with constant field \( K = \text{const}_d G \), \( \emptyset \neq (a_0, \ldots, a_m) \in G^{m+1} \) and \( f = (f_1, \ldots, f_d) \in G^d \). Find a basis of the \( K \)-vector space\(^4\)

\[ V = \{(c_1, \ldots, c_d, g) \in K^d \times G \mid a_0 g + \cdots + a_m \sigma^m(g) = c_1 f_1 + \cdots + c_d f_d \}. \tag{32} \]

\(^4\) The dimension of \( V \) is at most \( d + m \); see \([36, 56]\).

We remark that this strategy is also down to earth: searching \( g_s \) in \( G \) is usually very efficient and does not need any fancy algorithms. In particular, we can solve Problem PRS if \((G, \sigma)\) is a \( \Pi\Sigma \)-field\(^5\) see \([33, 53, 56, 17]\).

We continue with our algorithm for Problem RPT. Namely, suppose that we can compute a non-empty basis of \( V \) as posed in Problem PRS. Then by Lemma 2.1 we have to find a \((c_1, \ldots, c_d, g_s) \in V \) with \( c_1 \neq 0 \) such that there is a \( g_{s+1} \) with \([15]\) where \( f_{s+1} \) must be replaced by \( c_1 f_{1,s+1} + \cdots + c_d f_{d,s+1} \). If we find such a \( g_{s+1} \) in \( A \), we are done. Namely, following Lemma 2.1 we take

\[
g_0 = a_0 g_s - (c_1 f_{0,1} + \cdots + c_d f_{0,d}), \\
g_i = \sigma(g_{i-1}) + a_i \sigma(g_s) - (c_1 f_{i,1} + \cdots + c_d f_{i,d}), \quad 1 \leq i < s \tag{33} \]

and get the desired solution \( g = g_0 x_0 + \cdots + g_s x_s + g_{s+1} \) of \([5]\). Otherwise, one could take any \((c_1, \ldots, c_d, g_s) \in V \) with \( c_1 \neq 0 \). Then by Theorem 2.1 we can construct the \( \Sigma \)-extension \((A[\tau], \sigma)\) of \( (A, \sigma) \) with \( \sigma(\tau) = \tau + \phi \) where

\[
\phi = (c_1 f_{1,s+1} + \cdots + c_d f_{d,s+1}) - a_{s+1} \sigma(g_s) \tag{34} \]

and can choose \( g_{s+1} = \tau \). However, this might not be the best choice. Using strategies RPT, with \( r = 2, 3, 4 \) of Remark 2.1 might produce a better result. In any case, if one fails to find a solution with the proposed tactics or if the produced \( RII\Sigma \)-extension is too involved for further processing (in particular for our application in Section 3), one can also enlarge \( d \) to search for a recurrence with a higher order but with simpler summation objects involved. These considerations yield

**Strategy 2:** we will search \( g_{s+1} \) in \( A \) (RPT\(_1\)) and if this fails provide the option to use our refined algorithms RPT\(_2\), RPT\(_3\) or RPT\(_4\) of Remark 2.1 to look for an optimal \( \Sigma \)-extension \((E, \sigma)\) of \((A, \sigma)\) in which \( g_{s+1} \) can be found.

Summarizing, we propose the following general summation tactic in higher-order extensions that enables one to incorporate our Strategies 1 and 2 from above.

---

\(^4\) If one is only interested in the telescoping problem with \( d = 1 \), it might be worthwhile to look for a solution of \([14]\) in a \( G \)-simple \( RII\Sigma \)-extension; this particular case is neglected in the following.

\(^5\) For the rational and \( q \)-rational difference fields see also \([15, 16, 39]\).
Algorithm 1 Refined holonomic parameterized telescoping.

ParameterizedTelescoping((A[x_0,\ldots,x_r],\sigma),f)

Input: A difference ring extension \((A,\sigma)\) of a difference field \((G,\sigma)\) with constant field \(K = \text{const}_f G = \text{const}_a k\).\(^6\) where one can solve Problems RPT in \((A,\sigma)\) and PRS in \((G,\sigma)\). A h.o.l. extension \((A[x_0,\ldots,x_r],\sigma)\) of \((A,\sigma)\) with \((x_0,\ldots,x_r)\) and \(a_0,\ldots,a_r \in G \text{ and } a_{r+1} \in A\).

Output: \(A\) h.o.l. extension \((E[x_0,\ldots,x_r],\sigma)\) of \((E,\sigma)\) with \((E,\sigma)\) an "optimal" h.o.l. extension of \((A,\sigma)\) with \(g \in Gx_0 + \cdots + Gx_r + E\) and \(c_1,\ldots,c_d \in K\) s.t. \(c_1 \neq 0\) and \((6)\). If such an optimal extension does not exist, the output is "No solution".

1. Compute \(f_i\) for \(1 \leq i \leq d\) as given in \((31)\), \(\tilde{a}_0 = -1, \tilde{a}_i = \sigma^{-i-1}(a_{i+1},\ldots) \in G\) for \(1 \leq i \leq s+1\).
2. Solve Problem PRS: compute a basis \(B = \{(c_1,\ldots,c_d,\tilde{y})\}_{1 \leq \tilde{y} \leq \tilde{y}}\) of \((32)\).
3. If \(B = \{\} \text{ or } c_{1,1} = c_{1,2} = \cdots = c_{1,d} = 0\), then Return "No solution".
4. We assume that \((c_{1,1},\ldots,c_{1,d})\) has at most one entry which is non-zero. Otherwise, take one row vector in \(B\) where the first entry is non-zero and perform row operations over \(K\) with the other row vectors of \(B\) such that the first entries are zero (note that the result will be again a basis of \((33)\).
5. Define \(\mathbf{C} = (c_{ij}) \in K^{n \times d}\) and \(\gamma = (\gamma_1,\ldots,\gamma_n) \in G^n\), and compute
\[
\phi = (\phi_1,\phi_2,\ldots) = \mathbf{C}(f_1,\ldots,f_{d+1}) - a_{r+1}\sigma(0)\gamma \in \mathcal{M}^n.
\]
6. Solve Problem RPT: find, if possible, an "optimal" difference ring extension \((E,\sigma)\) of \((A,\sigma)\) with \(g_{s+1} \in E\) and \(k_1,\ldots,k_n \in K\) with \(k_1 \neq 0\) and \(\sigma(g_{s+1}) - g_{s+1} = k_1 \phi_1 + \cdots + k_n \phi_n\).
7. If such an optimal extension does not exist, return "No solution".
8. Otherwise, compute \((c_1,\ldots,c_d) = (k_1,\ldots,k_n)\mathbf{C} \in K^d\) and \(g_1 = (k_1,\ldots,k_n)\gamma \in G\).
9. Compute the \(g_i\) with \(0 \leq i < s\) as given in \((32)\).
10. Return \((c_1,\ldots,c_d) \in K^d\) and \(g = g_0x_0 + \cdots + g_sx_s + g_{s+1}\).

Proposition 2.2. If Algorithm 1 returns \((c_1,\ldots,c_d) \in K^d\) and \(g = g_0x_0 + \cdots + g_sx_s + g_{s+1}\), then \(g_1,\ldots,g_s \in G, g_{s+1} \in E, c_1 \neq 0\) and \((5)\) holds.

Proof. Suppose that the algorithm outputs \((c_1,\ldots,c_d) \in K^d\) and \(g = g_0x_0 + \cdots + g_sx_s + g_{s+1}\). By construction, \(g_i \in G\) for \(0 \leq i \leq s\) and \(g_{s+1} \in E\). Further, the matrix \(\mathbf{C}\) has in the first column precisely one nonzero entry (see step 4). Thus with \((c_1,\ldots,c_d) = (k_1,\ldots,k_n)\mathbf{C}\) in step 8 it follows that \(c_1 \neq 0\) if and only if \(k_1 \neq 0\). But \(k_1 \neq 0\) is guaranteed in step 6 due to the specification of Problem RPT. Hence \(c_1 \neq 0\). Finally, define \(h = c_1f_1 + \cdots + c_df_d\) and write \(h = h_0x_0 + \cdots + h_sx_s + h_{s+1}\) with \(h_i \in A\) for \(0 \leq i \leq s\) and \(h_{s+1} \in E\). Then
\[
\begin{align*}
\sum_{j=0}^{s} \sigma^{s-j}(a_j)\sigma^{s-j+1}(g_s) - g = (k_1,\ldots,k_n)\left(\sum_{j=0}^{s} \sigma^{s-j}(a_j)\sigma^{s-j+1}(\gamma') - \gamma'\right) \\
= (k_1,\ldots,k_n)\mathbf{C}(f_1,\ldots,f_{d+1}) = c_1\tilde{f}_1 + \cdots + c_df_d \mathbf{C} \sum_{j=0}^{s} \sigma^{s-j}(h_j),
\end{align*}
\]
\[
\begin{align*}
\sigma(g_{s+1}) - g_{s+1} = k_1\phi_1 + \cdots + k_n\phi_n \\
= (k_1,\ldots,k_n)(C(f_1,\ldots,f_{d+1}) \gamma - a_{s+1}\sigma(\gamma')) \\
= (c_1,\ldots,c_d)(f_1,\ldots,f_{d+1}) \gamma - a_{s+1}(k_1,\ldots,k_n)\sigma(\gamma') = h_{s+1} - a_{s+1}\sigma(g_s).
\end{align*}
\]
Thus by Lemma 2.1 it follows that \(\sigma(g) - g = f\). □

\(^6\) We will make this statement precise in Theorem 2.3 by choosing specific variants of Problem RPT.
Theorem 2.3. Let $(\mathbb{A}, \sigma)$ be a simple RΠΣ-extension of a $\Pi\Sigma$-field $(\mathbb{G}, \sigma)$ with $\mathbb{A} = \mathbb{G}/(t_1) \ldots (t_e)$; let $f_1, \ldots, f_d \in \mathbb{A}$ with \( f_i \in \mathbb{G} \) for $1 \leq i \leq d$ and $f_{i,j+1} \in \mathbb{A}$ for $1 \leq j \leq s$ and $f_{i,s+1} \in \mathbb{A}$. Execute Algorithm 1 where in step 2. Problem RPT is specialized by one of the versions RPT, with $r = 1, 2, 3, 4$, as given in Remark 2.7. If the output is $(c_1, \ldots, c_d) \in \mathbb{K}^d$ and $g = g_0 x_0 + \ldots g_s x_s + g_{s+1}$, then the following holds for the corresponding specialization.

RPT1. $g_{s+1} \in \mathbb{A} = \mathbb{E}$.

RPT2. $g_{s+1} \in \mathbb{G}$ if this is possible. Otherwise, one gets a $\Sigma$-extension $(\mathbb{E}, \sigma)$ of $(\mathbb{A}, \sigma)$ with $g_{s+1} \in \mathbb{E} \setminus \mathbb{A}$ and $\delta(g_{s+1}) \leq \delta(c_1 f_{1,s+1} + \ldots + c_d f_{d,s+1})$.

RPT3. $g_{s+1} \in \mathbb{A}$ as given in RPT2 if this is possible. Otherwise, one obtains a $\Sigma$-extension $(\mathbb{A}[\tau], \sigma)$ of $(\mathbb{A}, \sigma)$ with $g_{s+1} \in \mathbb{A} \setminus \mathbb{A}$ and $\sigma(\tau) = \tau \in \mathbb{G}(t_1) \ldots (t_i)$ with $0 \leq i < e$ where at least one of the $t_{i+1}, \ldots, t_e$ occurs in $c_1 f_{1,s+1} + \ldots + c_d f_{d,s+1}$ and $i$ is minimal among all such possible solutions.

RPT4. $g_{s+1} \in \mathbb{A}$ as given in RPT3 if this is possible. Otherwise, $g_{s+1} = \tau$ within the $\Sigma$-extension $(\mathbb{A}[\tau], \sigma)$ of $(\mathbb{A}, \sigma)$ with $\sigma(\tau) = \tau + \phi$ where $(\mathcal{C})$.

If the output is “No solution”, then there is no solution of $(\mathcal{E})$ with $(c_1, \ldots, c_d) \in \mathbb{K}^d$ where $c_1 \neq 0$ and $g = g_0 x_0 + \ldots g_s x_s + g_{s+1}$ with $g_i \in \mathbb{G}$ for $1 \leq i \leq s$ and where $g_{s+1}$ can be represented as formulated in RPT, with $r = 1, 2, 3, 4$, respectively.

Proof. Problem PRS can be solved in a $\Pi\Sigma$-field; see [33, 53, 56, 17]. Further, Problems RPT, with $r = 1, 2, 3, 4$ can be solved in this setting; see Remark 2.7. Now let $r \in \{1, 2, 3, 4\}$ and suppose that our algorithm is executed with variant RPT. If Algorithm 1 returns $(c_1, \ldots, c_d) \in \mathbb{K}^d$ and $g = g_0 x_0 + \ldots g_s x_s + g_{s+1}$, then $g_1, \ldots, g_s \in \mathbb{G}$, $g_{s+1} \in \mathbb{E}$, $c_1 \neq 0$ and $(\mathcal{E})$ holds by Proposition 2.2. Further, by construction the $g_{s+1}$ is given as specified in RPT. This completes the first part. Now suppose that the algorithm returns “No solution” but there exists a solution $(c_1, \ldots, c_d) \in \mathbb{K}^d$ with $c_1 \neq 0$ and $g_{s+1}$ as specified in RPT. By Lemma 2.1 we conclude that $(c_1, \ldots, c_d, g_s)$ is an element of $(\mathcal{E})$. Thus we get $B \neq \{0\}$ in step 2 and we do not quit in step 3. Since $B$ is a $\mathbb{K}$-basis of $(\mathcal{E})$, there is a $(\kappa_1, \ldots, \kappa_n) \in \mathbb{K}^n$ with $(c_1, \ldots, c_d) = (\kappa_1, \ldots, \kappa_n) C$. By Lemma 2.1 we conclude that $(\kappa_1, \ldots, \kappa_n) \phi = \sigma(g_{s+1}) - g_{s+1}$. Thus the variant RPT, is solvable, and the algorithm cannot return “No solution” in step 2. Consequently, the output “No solution” is not possible, a contradiction. \( \square \)

We conclude this section by a concrete example that demonstrates the full flexibility of our refined holonomic machinery to hunt for linear recurrences.

Example 2.5. Given $S(n) = \sum_{k=1}^{n} \binom{n}{k} X(k)$ with $X(k) = \sum_{j=0}^{k} \binom{k}{j} S_1(j)^2$, we aim at computing a linear recurrence of the form $(\mathcal{E})$. We start with the $\Pi\Sigma$-field $(\mathbb{G}, \sigma)$ with constant field $\mathbb{K} = \mathbb{Q}(n)$ and $\mathbb{G} = \mathbb{K}(t)(b)$ where $\sigma(t) = t + 1$ and $\sigma(b) = \frac{t}{t+1} b$. (A) In a first round, we will exploit the recurrence $(\mathcal{E})$ to set up our h.o.l. extension defined $(\mathbb{G}, \sigma)$ (here we can set $\mathbb{A} = \mathbb{G}$) and search for a solution $g = g_0 x_0 + g_1 x_1 + g_2 x_2 + g_3 x_3 + g_4$ of Problem RPT with $g_0, g_1, g_2, g_3 \in \mathbb{G}$ and $g_4$ in $\mathbb{G}$ or in a properly chosen RΠΣ-extension of $(\mathbb{G}, \sigma)$. First, we will activate Algorithm 1 with the telescoping strategy RPT for $d = 0, 1, 2, 3, \ldots$ until we find a
recurrence. Following our algorithm we search for $g_3 \in \mathbb{G}$ and $c_1, \ldots, c_d \in \mathbb{K}$ by solving the following parameterized difference equation

$$
- \frac{8(4+t)(6+t)}{(7+t)^2} \sigma^4(g_3) + \frac{4(99+45t+5r^2)}{(6+t)^2} \sigma^3(g_3) - \frac{2(11+3r)(13+3r)}{(5+r)^2} \sigma^2(g_3) + \frac{86+49r+7r^2}{(4+r)^2} \sigma(g_1) - g_3 = c_1 \tilde{f}_1 + \cdots + c_d \tilde{f}_d
$$

where the first six $\tilde{f}_i$ are given by

$$
\begin{align*}
\tilde{f}_1 & = - \frac{b(-n+t)(1-n+t)(2-n+t)}{(1+t)(2+t)(3+t)}, & \tilde{f}_2 & = \frac{b(1+n)(-1+n-t)}{(1+t)(2+t)(3+t)}, \\
\tilde{f}_3 & = \frac{b(1+n)(2+n)(n-t)}{(1+t)(2+t)(3+t)}, & \tilde{f}_4 & = \frac{b(1+n)(2+n)(3+n)}{(1+t)(2+t)(3+t)}, \\
\tilde{f}_5 & = \frac{b(1+n)(2+n)(n+t)(4+n)}{(1+t)(2+t)(3+t)(1+n-t)}, & \tilde{f}_6 & = \frac{b(1+n)(2+n)(3+n)(4+n)}{(1+t)(2+t)(3+t)(1+n-t)}.
\end{align*}
$$

We obtain the first non-trivial solution with $d = 5$: the basis $B_5$ of the $\mathbb{K}$-vector space $\mathbb{V}^{12}$ has dimension 1 and is given by $B = \{ (c_{1,1}, c_{1,2}, c_{1,3}, c_{1,4}, c_{1,5}, r_1) \}$ with $c_{1,1} = 27(5+2n)$, $c_{1,2} = -\frac{27(28+27n+6n^2)}{2(1+n)(2+n)}$, $c_{1,3} = \frac{3(148+54n+225n^2+30n^3)}{2(1+n)(2+n)}, c_{1,4} = -\frac{414+504n+187n^2+22n^3}{2(1+n)(2+n)}$, $c_{1,5} = \frac{(4+n)^3(3+2n)}{2(1+n)(2+n)}$, and $r_1 = -\frac{b(3+n)^2(4n-2n+2r)}{2(1+t)(2+t)(1+n-t)}$. So our hope is that $(c_1, c_2, c_3, c_4, c_5, g_3)$ equals the element of $B_5$. Next, we check if we can determine $g_4 \in \mathbb{G}$ with

$$
\sigma(g_4) - g_4 = \frac{b(9+4n+5r+2n^2)}{2(1+t)(2+t)(3+t)} = : \phi.
$$

Since there is no such solution, we restart our algorithm for $d = 6$. This time the $\mathbb{K}$-vector space $\mathbb{V}^{12}$ has the dimension 2, i.e., we obtain a basis $B_6$ with two elements (which we do not print here). So we have more flexibility to set up $g_4$. In order to determine $g_4 \in \mathbb{G}$, it must be a solution of $\sigma(g_4) - g_4 = k_1 \phi_1 + k_2 \phi_2$ with

$$
\phi_1 = \frac{2b(63+46n+8n^2+35+24nt+4n^2)}{(5+2n)(1+t)(2+t)(3+t)}, \quad \phi_2 = -\frac{b(13+4n+7r+2n^2)}{(1+t)(2+t)(3+t)(1+n-t)}.
$$

for their calculation see (55). We find $k_1 = \frac{3+2n}{(5+2n)(1+n-t)}, k_2 = \frac{-(3+n)(1+2n)}{(5+2n)^2}, g_4 = -\frac{b(-2n-3-2nt)}{(5+2n)(1+t)(2+t)(1+n-t)}$. Combining this solution with entries of $B$ delivers

$$
\begin{align*}
108(1+n)(2+n)(3+2n)S(n) - 54(2+n)(21+30n+8n^2)S(1+n) \\
+ 3(831+1634n+795n^2+114n^3)S(2+n) \\
+ (-1227-2556n-1095n^2-134n^3)S(3+n) \\
+ 4(283+632n+243n^2+26n^3)S(4+n) - (5+n)^2(1+2n)S(5+n) = 0.
\end{align*}
$$

Algorithm[1] with the tactics RPT$_2$, RPT$_3$ will deliver the same recurrence. Applying RPT$_4$ we will obtain for $d = 5$ the basis $B_5$ from above and have to find a solution for (36). Since there is no solution $g_4 \in \mathbb{G}$ (and the tactics from RPT$_2$, RPT$_3$ fail),
we continue and construct the $\Sigma$-extension $(G[\tau], \sigma)$ of $(G, \sigma)$ with $\sigma(\tau) = \tau + \phi$ and get the solution $g_4 = \tau$. Gluing all the building blocks together, $\Sigma$-ma delivers

$$
54(1+n)(2+n)(5+2n)S(n) - 27(2+n)(28 + 27n + 6n^2)S(1+n)
+ 3(418 + 544n + 225n^2 + 30n^3)S(2+n) - (414 + 504n + 187n^2 + 22n^3)S(3+n)
+ (4 + n)^2(3 + 2n)S(4+n) = 2n + (1+n)(2+n)\sum_{i=0}^{n} \binom{n}{i} \binom{4+5i+2n+2in}{1+n+i}. \quad (38)
$$

We remark that the found sum on the right hand side can be turned to an expression in terms of indefinite nested objects (like for the sum $\binom{3}{0})$ and the right hand side can be simplified to $(1+2n)2^{2+n}$.

(B) In the second round, we will exploit the recurrence $\mathbb{H}$ and set up a h.o.l. extension defined over a properly chosen $RIT\Sigma$-extension $(A, \sigma)$ of $(G, \sigma)$. In this setting we search for a solution $g = g_0 x_0 + g_1 x_1 + g_2$ of Problem RPT with $g_0, g_1 \in G$ and $g_2$ in $A$ or in a properly chosen $RIT\Sigma$-extension of $(A, \sigma)$. If we apply tactic RPT$_1$ or RPT$_2$, we will get $\binom{37}{0}$. However, if we apply RPT$_3$, we find

$$
-36(1+n)^2(2+n)(3+n)S(n) + 6(1+n)(2+n)(3+n)(12 + 7n)S(1+n)
+ 2(-19 - 8n)(1+n)(2+n)(3+n)S(2+n) + 2(1+n)(2+n)(3+n)^2S(3+n)
= -2^{3+n}(1+n)^2 + 2 3^{2+n}(1+n)(3+2n). \quad (39)
$$

Finally, if we activate tactic RPT$_4$ in $\Sigma$-ma, we end up at the recurrence

$$
-9(1+n)S(n) + 3(3+2n)S(1+n) + (-2 - n)F(2+n)
= \frac{2^{1+n}(4+3n)}{(1+n)(2+n)} \frac{3^{1+n}(5+4n)}{(1+n)(2+n)} + 2^{1+n}S_1(n) - 2^{1+n}S_1\left(\frac{2}{3}, n\right).
$$

Note that we obtained in both cases first a recurrence where on the right hand side definite sums pop up which afterwards are simplified to indefinite versions.

(C) In a third round, one can use the zero-order recurrence $\mathbb{H}$ following the standard $\Sigma$-ma approach [60] and can apply purely the tools from Subsection 2.4. In contrast to the variants (A) and (B), these calculations are more involved since they have to be carried out within a much larger $RIT\Sigma$-extension.

Solving any of the found recurrences in terms of d’Alembertian solutions yields

$$
S(n) = 3^n\left(-2S_1(n)S_1\left(\frac{2}{3}, n\right) - 2S_2\left(\frac{2}{3}, n\right) - S_{1,1}\left(\frac{2}{3}, \frac{2}{3}, n\right)
+ 3S_{1,1}\left(\frac{2}{3}, 1, n\right) + S_1(n)^2 + S_2(n)\right).
$$

Summary: we provided different holonomic summation tactics in the context of $RIT\Sigma$-extensions to find linear recurrences. The smaller the obtained recurrence order is, the more the underlying difference ring algorithms are challenged to handle many $RIT\Sigma$-extensions. Conversely, the higher the recurrence order is, the larger will be the computed coefficients of the recurrence and thus the underlying arithmetic operations get more involved.
3 A multi-sum method to determine recurrences

We aim at computing a recurrence of an \(m\)-fold definite nested multi-sum

\[
S(n) = \sum_{k_1=\alpha_1}^{L_1(n)} h_1(n,k_1) \sum_{k_2=\alpha_2}^{L_2(n,k_1)} h_2(n,k_1,k_2) \cdots \sum_{k_m=\alpha_m}^{L_m(n,k_1,\ldots,k_{m-1})} h_m(n,k_1,\ldots,k_m)
\]

where for \(1 \leq i \leq m\) the following holds: \(\alpha_i \in \mathbb{N}\), \(L_i(n,k_1,\ldots,k_{i-1})\) stands for an integer linear expression or equals \(\infty\), and \(h_i(n,k_1,\ldots,k_i)\) is an expression in terms of indefinite nested sums over hypergeometric products w.r.t. the variable \(k_i\).

**Definition 3.1.** Let \(f(k)\) be an expression that evaluates at non-negative integers (from a certain point on) to elements of a field \(\mathbb{K}\). \(f(k)\) is called an expression in terms of indefinite nested sums over hypergeometric products w.r.t. \(k\) if it is composed of elements from the rational function field \(\mathbb{K}(k)\), by the three operations (\(+, -, \cdot\)), by hypergeometric products of the form \(\prod_{j=1}^{\ell} h(j)\) with \(\ell \in \mathbb{N}\) and a rational function \(h(t) \in \mathbb{K}(t) \setminus \{0\}\), and by sums of the form \(\sum_{j=1}^{k} F(j)\) with \(l \in \mathbb{N}\) and where \(F(j)\), being free of \(k\), is an expression in terms of indefinite nested sums over hypergeometric products w.r.t. \(j\).

For this task we will improve substantially the multi-sum approach introduced in \([34]\) by exploiting our new difference ring machinery from Section 2. More precisely, we will process the sums in \((40)\) from inside to outside and will try to compute for each sub-sum \(X(n,k)\) a refined holonomic system w.r.t. \(k\).

**Definition 3.2.** Consider a multivariate sequence \(X(n,k)\) with the distinguished index \(k\) and further indices \(n = (n_1,\ldots,n_u)\) and let \(e_i\) be the \(i\)th unit vector of length \(u\). A refined holonomic system for \(X(n,k)\) w.r.t. \(k\) is a set of equations of the form

\[
X(n,k+s+1) = A_0(n,k)X(n,k) + \cdots + A_s(n,k)X(n,k+s) + A_{s+1}(n,k),
\]

\[
X(n+e_i,k) = A^{(I)}_0(n,k)X(n,k) + \cdots + A^{(I)}_s(n,k)X(n,k+s) + A^{(I)}_{s+1}(n,k) \quad \text{for } 1 \leq i \leq u
\]

with \(1 \leq i \leq u\) which holds within a certain range of \(k\) and \(n\) and where the \(A_j(n,k)\) and \(A^{(I)}_j(n,k)\) with \(0 \leq j \leq s\) and \(1 \leq i \leq u\) are rational functions in \(K(n,k)\) for some field \(K\) and the \(A_{s+1}(n,k)\) and \(A^{(I)}_{s+1}(n,k)\) for \(1 \leq i \leq u\) are indefinite nested sums over hypergeometric products w.r.t. \(k\).

**Base case.** We process the trivial sum \(X(n,k_1,\ldots,k_m) = 1\) and can construct the refined holonomic system \(X(n+1,k_1,\ldots,k_m) = X(n,k_1,\ldots,k_m)\) and \(X(n,k_1,\ldots,k_i+1,\ldots,k_m) = X(n,k_1,\ldots,k_i,k_{i+1},\ldots,k_m)\) for all \(1 \leq i \leq m\).

\[7\] Also in \([34]\) coupled systems are constructed to handle multi-sums. Here we restrict to a special form so that the full power of our tools from Section 2 can be applied without using any Gröbner bases or uncoupling computations. In particular, the recurrences can have inhomogeneous parts which can be represented in \(\Pi\Sigma\)-fields and \(R\Pi\Sigma\)-extensions. Also the coefficients could be represented in general \(\Pi\Sigma\)-fields (see \([34]\)), but we will skip this more exotic case.
Now suppose that we succeeded in treating the sum
\[
X(n, k_1, \ldots, k_u) = \sum_{k_{u-1} = \alpha_{u-1}}^{L_{u-1}(n,k_1,\ldots,k_{u-1})} h_{u-1}(\ldots) \sum_{k_m = \alpha_m}^{L_m(n,k_1,\ldots,k_{m-1})} h_m(n, k_1, \ldots, k_m).
\] (43)

For convenience, set \( n = (n_1, \ldots, n_u) := (n, k_1, \ldots, k_{u-1}) \) and \( k = k_u \); further set \( \tilde{n} = (n_1, \ldots, n_{u-1}) \). By assumption we computed a refined holonomic system for \( X(n, k) = X(\tilde{n}, n_u, k) \) w.r.t. \( k \) as given in Definition 3.2. If \( u = 0 \), we are done. Otherwise we proceed as follows.

**Recursion step.** Consider the next sum
\[
\tilde{X}(n) = \tilde{X}(\tilde{n}, n_u) = \sum_{k=\alpha_u}^{L_u(n)} F(n, k)
\]
with \( F(n, k) = h_u(n, k)X(n, k) \). Then we aim at computing a refined holonomic system for \( \tilde{X}(n) \) w.r.t. \( n_u \). Namely, set \( F_1(k) = F(n + (i - 1) e_u, k) = F(\tilde{n}, n_u + i - 1, k) \). Then using the rewrite rules (41) and (42) we can write \( F_1(k) \) as
\[
F_1(k) = F(n + (i - 1) e_u, k) = F_{i,0}(k) X(k) + \cdots + F_{i,s}(k) X(k+s) + F_{i,s+1}(k)
\]
where for \( 1 \leq i \leq d \) and \( 0 \leq j \leq s + 1 \) the \( F_{i,j}(k) \) are indefinite nested sums over hypergeometric products w.r.t. \( k \). Given this form, we try to construct an \( \mathcal{RIP}\Sigma \)-extension \( (\mathbb{A}, \sigma) \) of a \( \mathcal{HP} \)-field \( (\mathbb{G}, \sigma) \) with the following properties: we can rephrase the \( A_j(k) \) from (41) with \( 1 \leq j \leq s \) by \( a_j \) in \( \mathbb{G} \) and \( A_{s+1} \) by \( a_{s+1} \) in \( \mathbb{A} \), and simultaneously, we can rephrase the \( F_{i,j}(k) \) with \( 1 \leq i \leq d \) and \( 0 \leq j \leq s \) by \( f_{i,j} \) in \( \mathbb{G} \) and the \( F_{i,s+1} \) with \( 1 \leq i \leq d \) by \( f_{i,s+1} \) in \( \mathbb{A} \).

**Remark 3.1.** (1) Consider the special case \( u = m \). Looking at the base case, we get \( s = 0 \) with \( a_0 = 1 \) and \( a_1 = 0 \). Further, \( F_1(n, k) = h_{m}(n, k) \) is given in terms of indefinite nested sums over hypergeometric products, and also the shifted versions \( F_i(n, k) = h_m(n + (i - 1) e_u, k) \) for \( i \geq 2 \) are again from this class. All these objects can be rephrased in one common \( \mathcal{RIP}\Sigma \)-extension \( (\mathbb{A}, \sigma) \) of the rational difference field \( (\mathbb{G}, \sigma) \) with \( \mathbb{G} = \mathbb{K}(t) \) and \( \sigma(t) = t + 1 \) using the algorithms from [55, 61, 63, 46]. In a nutshell: for this special case the desired construction is always possible.

(2) If \( h_u(n, k) \in K(n, k) \) (for some field \( K \) ), then \( F_{i,j}(k) \in K(n, k) \) for all \( 1 \leq i \leq d \) and \( 0 \leq j \leq s \). In addition, \( A_j(n, k) \in K(n, k) \) for all \( 0 \leq j \leq s \) by our recursive construction. Further, \( F_{i,s+1}(n, k) \) with \( 1 \leq i \leq d \) and \( A_{s+1}(n, k) \) are indefinite nested sums over hypergeometric products w.r.t. \( k \). Hence by using our tools from [55, 61, 63, 46], we can accomplish this construction.

If \( h_u(n, k) \) \( (1 \leq u < m) \) is more involved, we refer to part (3) of Remark 3.2 below.

If this rephrasing in \( \mathbb{G} \) and \( \mathbb{A} \) is possible, take the h.o.l. \( (\mathbb{H}, \sigma) \) of \( (\mathbb{A}, \sigma) \) with \( \mathbb{H} = \mathbb{A} [x_0, \ldots, x_s] \) with [12]. In other words, we model \( F_i(k) \) by [29]. Now we activate our Algorithm [1] by choosing an appropriate tactic \( \text{RPT}_r \), with \( r \in \{1,2,3,4\} \): for \( d = 0,1,2,\ldots \) we check with the input \( f = (f_1, \ldots, f_d) \) if we find a solution for
Problem RPT. If we succeed for \( d \) (\( d \) is minimal for a given tactic) and rephrase the found solution in terms of indefinite nested sums and products, we obtain the summand recurrence \((1)\) and summing this equation over the summation range\(^8\) yields a recurrence of the form \((41)\) for the next sum \( \tilde{X}(\tilde{n}, n_u) \).

Similarly, choose \( i \) with \( 1 \leq i < u \). Then we can set \( F^{(i)}_0 = F(n + e_i, k) \) and using the rewrite rules \((41)\) and \((42)\) we obtain

\[
F^{(i)}_0(k) = F(n + e_i, k) = F^{(i)}_0(k)X(k) + \cdots + F^{(i)}_s(k)X(k + s) + F^{(i)}_{s+1}(k)
\]

where the \( F^{(i)}_j(k) \) are indefinite nested sums over hypergeometric products w.r.t. \( k \).

As above, we try to represent these elements by \( f^j_0 = f^j_0 x_0 + \cdots + f^j_s x_s + f^j_{s+1} \) with \( f^j_s \in \mathbb{G} \) for \( 0 \leq j \leq s \) and \( f^j_{s+1} \in \mathbb{A} \) in an \( RIT \)-extension \((\mathbb{A}, \sigma)\) of a \( \Pi \Sigma \)-field \((\mathbb{G}, \sigma)\). Now we activate again Algorithm \([\text{1}]\) with the input \( f = (f^0_0, f^1_0, \ldots, f^s_0) \) for \( \delta = 0, 1, \ldots \). In all our applications we have been successful for a \( \delta < d \) by choosing one of the tactics RPT with \( j \in \{1, 2, 3, 4\} \) (usually, with the tactic RPT, that lead to \((41)\)). In other words, reinterpreting this solution in terms of indefinite nested sums and products and summing the found equation over the summation range will produce a recurrence of the form \((42)\) for \( \tilde{X}(\tilde{n}, n_u) \).

Performing this calculation for all \( i \) with \( 1 \leq i < u \) yields a system of recurrences for \( \tilde{X}(\tilde{n}, n_u) \) of the form \((41)\) and \((42)\). To turn this to a refined holonomic system, one has to face an extra challenge. The inhomogeneous sides \( A_{x+1}(k) \) and \( A^{(i)}_{x+1}(k) \) often contain definite sums (see, e.g., the recurrences \((7)\) and \((38)\)). To rewrite them to indefinite nested versions (which are expressible in an \( RIT \)-extension) further symbolic simplifications are necessary; see Subsection \([3.2.2]\) below. If this is not possible, our method fails. Otherwise, this completes the recursion step of our method.

**Remark 3.2.**

(1) If a refined holonomic system with \( s = 0 \) arises in one of these recursion steps (this is in particular the case if we treat the first summation), Algorithm \([\text{1}]\) boils down to solve Problem RPT in \((\mathbb{A}, \sigma)\); compare also Remark \([2.3]\).

(2) If the expression \( X(n) \) in the recursion step is free of \( n_i \) (\( 1 \leq i \leq u \)), one gets trivially \( \tilde{X}(n, e_i) = \tilde{X}(n) \).

(3) Given \((40)\), the summands \( h_i(n, k_1, \ldots, k_l) \) with \( i < m \) (i.e., not the innermost summand \( h_m \)) might introduce complications. The indefinite nested sums over hypergeometric products w.r.t. \( k_i \) in the \( h_i \) and their shifted versions in the parameters \((n, k_1, \ldots, k_{l-1}) \) must be encoded in a \( \Pi \Sigma \)-field \((\mathbb{G}, \sigma)\); see Remark \([3.1]\). If this is not possible, our method fails. If it works, Problem PRS has to be solved in \((\mathbb{G}, \sigma)\). Hence the \( \Pi \Sigma \)-field should be composed only by a reasonable sized set of generators to keep the algorithmic machinery efficient. Conversely, if one sets \( h_1 = \cdots = h_{m-1} = 1 \) in \((40)\) and moves all summation objects into \( h_m \), one can choose for \((\mathbb{G}, \sigma)\) the rational difference field; see Remark \([3.1]\). However, in this case the inhomogeneous parts of the refined holonomic system will blow up. In our

\(^8\) If there are exceptional points within the summation range, we refer to Subsection \([3.2.3]\). Further, if the upper bound is \( \infty \), limit computations are necessary. For wide classes of indefinite nested sums asymptotic expansions can be computed \([12, 11, 13, 10]\) that can be used for this task.
experiments we found out that choosing \( h_i \) as a hypergeometric product (that can be formulated in a \( \Pi \Sigma \)-field) was a reasonable trade-off to gain speed up and to keep the \( \Pi \Sigma \)-field simple; see Example 2.5 for a typical application.

Our machinery works also for sums \( \{40\} \) where the \( h_i \) depend on mixed multibasic hypergeometric products. This means that in Definition 3.1 one also allows products of the form \( \prod_{j=1}^{n} f(j, q_1, \ldots, q_c) \) where \( f(t_1, t_2, \ldots, t_c) \) is a rational function. The only extra adaption is to take as ground field instance (3) of Example 2.2.

### 3.1 Illustrative examples

Our working example (see Examples 2.2 and 2.5) follows precisely the above multisum method. Namely consider our sum \( S(n) = \sum_{k=0}^{n} \binom{k}{j} X(n, k) \) with \( X(n, k) = \sum_{j=0}^{k} \binom{k}{j} S_1(j)^2 \). We worked from inside to outside and computed a refined holonomic system for each summand. First, we took the inner sum \( X(k) = X(n, k) \) and computed a recurrence purely in \( k \) demonstrating our different telescoping strategies. Since \( X(k) \) is free of \( n \), we get trivially the recurrence \( X(n+1, k) = X(n, k) \). Afterwards, we applied our multi-sum machinery to the second sum: namely, as worked out in Example 2.5 we computed a recurrence of \( S(n) \) by exemplifying our different summation tactics.

Now let us turn to a Mathematica–implementation of the refined holonomic approach called RhoSum. It is built on top of Sigma, HarmonicSums [11] and EvaluateMultiSums [60]. The first step is to load these packages,

\[
\text{In[1]:=} \quad \text{<< Sigma.m} \\
\text{Sigma - A summation package by Carsten Schneider © RISC} \\
\text{In[2]:=} \quad \text{<< HarmonicSums.m} \\
\text{HarmonicSums by Jakob Ablinger – © RISC} \\
\text{In[3]:=} \quad \text{<< EvaluateMultiSums.m} \\
\text{EvaluateMultiSums by Carsten Schneider – © RISC} \\
\text{In[4]:=} \quad \text{<< RhoSum.m} \\
\text{RhoSum by Mark Round – © RISC}
\]

By loading these packages one obtains recurrence finding and solving tools from Sigma, special function algorithms for indefinite nested sums \( \{12\} \) from HarmonicSums, and summation technologies from EvaluateMultiSums and finally the refined summation package itself, RhoSum. Then with a single command the above method is applied to our double sum to deliver a recurrence.

\[
\text{In[5]:=} \quad \text{FindRecurrence}[\binom{n}{k} \binom{k}{j} S_1[j]^2, \{\{j, 0, k\}, \{k, 0, n\}, \{n\}, \{0\}, \{\infty\}}]
\]

\[
\text{Out[5]=} \quad -36(1+n)^2(2+n)(3+n)n\text{Sum}[n] + 6(1+n)(2+n)(3+n)(12+7n)n\text{Sum}[1+n] \\
+ 2(-19-8n)(1+n)(2+n)(3+n)n\text{Sum}[2+n] \\
+ 2(1+n)(2+n)(3+n)^2 n\text{Sum}[3+n] == -2^{3+n}(1+n)^2 + 2 3^{2+n}(1+n)(3+2n)
\]

Internally, RhoSum used up to a certain complexity the subroutines of Sigma with the tactic RPT\(_3\) (see Theorem 2.3) and delivers the recurrence \( \{39\} \). If one wants to
solve the recurrence in addition in terms of d’Alembertian solutions (in case this is possible), one can execute the command

$$\texttt{FindSum}\left(\begin{array}{c} n \\ k \\ j \end{array}\right) S_1(j)^2, \{\{j, 0, k\}, \{k, 0, n\}\}, \{n\}, \{0, \infty\}$$

Out[6]= 3\((n-2S_1[n]S_1[\frac{n}{2}, n]-2S_2[\frac{n}{2}, n]-S_1[1][\frac{n}{2}, \frac{n}{2}, n]+3S_1[1][\frac{n}{2}, 1, n]+S_1[1, n]^2+S_2[1])\)

We will concentrate on the slightly more involved triple sum

$$S(N) = \sum_{n=0}^{N} \sum_{k=0}^{n+N} \sum_{j=0}^{k} S_1(j) \binom{n+N}{j}^2$$

in order to outline all steps of our multi-sum method. Our aim is to compute a refined holonomic system for the complete multi-sum $S(N)$. This refined holonomic system is particularly simple, it consists of just one recurrence of shifts in $N$. To compute the recurrence our algorithm is to encode the summand $b_{N,n}$ in to a refined holonomic system too. This is a system of two recurrences involving shifts in $N$ and $n$. Again this will be done by encoding the summand $c_{N,n,k}$ in yet another refined holonomic system. This is the base case because we can compute with the summand explicitly.

Using $\texttt{Sigma}$ the refined holonomic system

$$-c_{N,n,k} + c_{N,n,k+1} = \binom{n+N}{k}^2 \left( \frac{(k-n-N)^2}{(1+k)^2} + \frac{(k-n-N)^2}{(1+k)^2} S_1(k) \right)$$

$$2(1+2n+2N)c_{N,n,k} - (1+n+N)c_{N,n+1,k} = E(N,n,k)$$

$$2(1+2n+2N)c_{N,n,k} - (1+n+N)c_{N+1,n,k} = E(N,n,k)$$

can be computed with

$$E(N,n,k) = \left( \frac{1-3n+4n+N}{1+n+N} + (1-2k+3n+3N)S_1(k) \right) \binom{n+N}{k}^2 + \frac{(-1-4n-4N)}{1+n+N} (1+s(k))$$

which contains the extra sum $s(k) = \sum_{i=1}^{k} \binom{n+N}{i}^2$. Next we use this system to compute a refined holonomic system for the sequence $b_{N,n}$. Using $\texttt{Sigma}$ we get a recurrence purely shifted in $n$:

$$2(-1+n+N)(1+2n+2N)b_{N,n} - (-2+n+N)(1+n+N)b_{N,n+1}$$

$$= 2(1+2n+2N)c_{N,n,0} + 4(1+n+2N)c_{N,n,N+n}$$

$$+ \frac{(5+20n-7n^2-4n^2+20N-14nN-12n^2-7N^2-12Nn^2-4N^3)}{2(1+n+N)} (1+s(n+N))$$

Notice that the middle line contains “telescoping points” (see also Subsection 3.2.2) and $s(n+N)$ turns to a definite sum (the integer parameters $N$ and $n$ arise inside the sum and at the upper bound). These give three new summation problems. $c_{N,n,0} = 0$
is trivial, while the remaining sums can be treated similar to the sum in Example 2.2. Namely, we get

\[ c_{N,n,N+n} = \sum_{j=0}^{n_N} S_1(j) \left( \binom{n_N}{j}^2 \right) = \frac{3}{2} \frac{(2n+2N)! S_1(n+N)}{((n+N)!)^2} - \frac{(2n+2N)!}{((n+N)!)^2} \sum_{j=1}^{n_N} \frac{1}{2j-1}, \]

\[ s(n+N) = -1 + \frac{(2n+2N)!}{((n+N)!)^2}. \]

The result contains a cyclotomic harmonic sum \[\text{[12]}\]. Replacing these definite sums with their indefinite nested sum representations leads to the final recurrence for \( b_{N,n} \), purely with shifts in \( n \). There is also a recurrence shifted in \( N \) (note that \( n \) and \( N \) are symmetric) and we end up at the refined holonomic system

\[ 2(-1+n+N)(1+2n+2N)b_{N,n} - (-2+n+N)(1+n+N)b_{N,n+1} = r(N,n), \]
\[ 2(-1+n+N)(1+2n+2N)b_{N,n} - (-2+n+N)(1+n+N)b_{N+1,n} = r(N,n) \]

with the same right hand side

\[ r(N,n) = 4(1+2n+2N) \left( \frac{3}{2} \frac{(2n+2N)! S_1(n+N)}{((n+N)!)^2} - \frac{(2n+2N)!}{((n+N)!)^2} \sum_{j=1}^{n_N} \frac{1}{2j-1} \right) \]
\[ + \frac{(5+20n-7n^2-4n^2+20N-14nN-12n^2-7N^2-12nN^2-4N^3)}{2(1+n+N)} \frac{(2n+2N)!}{(n+N)!}. \]

Finally, this system can be used to compute a recurrence for the entire multi-sum. Using \( \Sigma \) one obtains

\[ \frac{3}{(-1+N)(1+N)(1+2N)} S_1(2N) + \frac{4(1+3N-38N^2-40N^3)b_{N,N}}{(-1+N)(1+N)(1+2N)} - \frac{4(1+4N)(7+9N)}{(-1+N)(1+N)(1+2N)} \frac{(4N)!}{(2N)!^2} \]
\[ = S(N) - S(N+1). \]

There are two telescoping points \( b_{N,N} \) and \( b_{N,0} \) to evaluate which turn out to be two double sums. Applying our machinery again to these sums gives recurrences in \( N \) and solving them produces closed form solutions in terms of indefinite nested sums. Plugging these simplifications into the telescoping points provides the final result: a recurrence for \( S(N) \) in terms of indefinite nested sums. We remark that this recurrence can be also solved in terms of indefinite nested sums over hypergeometric products, but the result is too big to be printed here.
3.2 Implementation remarks

This section contains a discussion of various technical components, knowledge of which is required for an efficient implementation of the underlying machinery in RhoSum. Some remarks refer to how the recurrence should be computed and handled before being returned by the recurrence finding technology. As such, in terms of our multi-sum approach described in the beginning of Section 3, these comments fit inside the calls to the recurrence finding technology.

Usually recurrence finding technologies are very costly. In general, a multi-summation algorithm based on refined difference field theory will compute up to $m(m+1)/2$ recurrences in an $m$-fold sum. This makes controlling the individual recurrences very important because if any individual recurrence is too large in size or the underlying difference ring consists of too many $R_{\Pi \Sigma}$-monomials then the inherently high cost of recurrence finding technologies may easily lead to the entire multi-sum problem becoming intractable. Notice also that because recurrences are computed from sums of lower depth, efficiency issues can become cumulative; a recurrence which is not expressed in a simple form is likely to lead to longer computation times when used as an input for another calculation. This further serves to highlight the importance of the technical details of recurrence computations. We will discuss some of the specific issues that fit into this central problem.

3.2.1 Managing recurrence computation time

When computing a recurrence, one must define the desired type of recurrence. The definition corresponds to how one constructs $g_{s+1}$ in Theorem 2.3. A configuration that searches for minimal order recurrences translates to applying tactic RPT$_4$ where $d$ is minimal. Such an approach is, relatively speaking, cheap to compute; the linear system one must solve for the homogeneous part is of minimal size and one takes the first available solution then extends the ring to get an inhomogeneous solution. The potential penalty is to adjoin a $\Sigma$-extension which might be rather complicated which afterwards has to be converted to an expression in terms of indefinite nested sums. At the other extreme, one can use tactic RPT$_1$, i.e., to relax the condition of minimal order and try to compute $g_{s+1}$ in the difference ring that one uses to describe the input problem – and if this fails to increase the recurrence order $d$ of the parameterized telescoping problem. When working with harder sums the different approaches, including tactics RPT$_2$ and RPT$_3$, may have very different computation times. The different possibilities are carried out in Example 2.5.

There are several reasonable heuristics, one could choose a single methodology for all recurrence computations. In the case of particle physics sums this can be useful. In fact, if a minimal order approach is taken for sums originating from particle physics, then the computations are likely to be representative of an optimum balance of the two methods. This is a strong motivation for pursuing refined holonomic summation. It offers the best approach to particle physics sums as compared to other techniques. Always applying a non-minimal order approach is likely to require com-
putations that are not feasible with modern computer power. One could also choose
to switch between the two methods. For example a crude but simple approach would
be to adopt some non-minimal order approach and if the search is yet to return a re-
sult after a given time limit one switches to a minimal order approach. Another
option would be to limit the order the non-minimal search takes place over. When
that order has been exceeded one would then switch to a minimal order approach.
Implementing both a time and recurrence order limit is recommended to avoid the
scenario that a low but non-minimal order recurrence is very slow to compute and
so must be avoided but at the same time allow the implementation to find simple
recurrences of relatively high order.

3.2.2 Definite sums inside of recurrences

As already observed in part (3) of Remark 3.2 one has to deal with definite sums
that arise within the calculation of recurrence relations. Namely, given a summand
recurrence (1) for properly chosen summands $F_i(k)$, one obtains a recurrence rela-
tion (3) where $h(n)$ comes from $G(L(n) + 1) - G(l)$ which either evaluates nicely
or otherwise turns to definite sums. More precisely, one either obtains the so-called
telescoping points $X(l)$ or $X(L(n + i))$ with $i \in \mathbb{N}$ or one gets definite sums coming
from certain $\Sigma$-extensions. In both cases, these sums are simpler summation prob-
lems: in the first case, they are simpler than the main multi-sum because they are at
specific values, in the second case they come from our $R\Pi\Sigma$-extensions which can
be formulated in a simpler $R\Pi\Sigma$-extension (the summand can be formulated in a
smaller difference ring). In other words, we have to solve simpler summation prob-
lems and the resulting recursive calls of our algorithms (i.e., calling $\text{FindSum}$) will
eventually terminate. We remark that higher-order recurrences lead to larger num-
bers of telescoping points (tactic RPT$_1$) but more involved $R\Pi\Sigma$-extensions (tactic
RPT$_4$) might also lead to more complicated definite sums. Here tactics RPT$_2$ and
RPT$_3$ can be an interesting alternative to reduce the calculation time concerning the
treatment of extra definite sums and avoiding any slow down of our refined holon-
omic summation implementation. With modern computers it is likely however that
the telescoping points can be computed simultaneously by using parallelization.

3.2.3 Exceptional points

It may be that the function $G(k)$ computed in solving the parameterized telescoping
problem (compare to (1)) is not defined for some values in the range of summation.
Thus when one tries to sum over the expression to obtain (2), one encounters ill-
defined expressions even though the original summation problem is well-defined
at that point. Usually such exceptional points restrict the summation range by a
difference of one or two, should they occur at all. E.g., consider the sum $b_{n,k} =
\sum_{j=0}^{k} c_{n,k,j}$ for which we want to compute a refined holonomic system, and suppose
that we find a refined holonomic system for $c_{n,k,j}$ which is only valid within the
range \( j = j_1, \ldots, k - j_2 \) for some \( j_1, j_2 \in \mathbb{N} \). If one wishes to continue with a refined approach, there are two options. One could accept the restricted ranges returned by the summation technology and continue without making any adjustments. Then the final expression will be valid for a different sum which is contained within the original sum and it is most likely that only significantly simpler sums are required to solve the entire problem. However by disturbing the structure of the multi-sum, many unwanted, and possibly hard, sums might not cancel and one is faced with extra work to treat these sums. Alternatively one can compute the values of the exceptional points and compensate in the problem. To do this consider the rewriting

\[
b_{n,k} = \sum_{j=0}^{k} c_{n,k,j} = \sum_{j=0}^{j_1-1} c_{n,k,j} + \sum_{j=k-j_2+1}^{k} c_{n,k,j} + \sum_{j=j_1}^{k-j_2} c_{n,k,j} = K + \sum_{j=j_1}^{k-j_2} c_{n,k,j}.
\]

The expression for \( K \) is just given by two definite sums, which are often easy to handle. Within this approach there is a subtlety as to where one places \( K \) in the multi-sum expression. The choices are

\[
a_n = \sum_{k=0}^{n} \left( K + \sum_{j=j_1}^{k-j_2} c_{n,k,j} \right) \quad \text{or} \quad a_n = \sum_{k=0}^{n} \sum_{j=j_1}^{k-j_2} \left( \frac{K}{k-j_2-j_1+1} + c_{n,k,j} \right).
\]

In general, our heavy calculations coming from particle physics gave the experience that the second strategy is more preferable: within the summand further cancellations arise and the processing of the summations turn out to be easier.

### 4 Examples from elementary particle physics

Perturbative calculations in quantum field theory lead to various summation problems, solving mutually nested infinite and finite sums. They are described by recurrence relations of a certain order and polynomial degree, where the polynomials contain an integer variable \( N \) and a series of parameters. One of which is the dimensional parameter \( \varepsilon = D - 4 \), which is required to handle divergences in the Feynman diagrams. This introduces a small parameter \( \varepsilon > 0 \) inside of the sum (40).

Some of our results reproduce calculations that have only recently entered the particle physics literature [7, 3, 27]. In some very rare cases one can apply directly our method FindRecurrence to compute a recurrence for \( S(n) \) or to apply FindSum to compute a closed form in terms of indefinite nested sums. However, in most cases one will fail to solve the arising recurrences within this class. In particular, the definite sums inside of our method as outlined in Subsection 3.2.2 cannot be expressed in our \( \Pi \Sigma \) extensions.

Consider (40); for simplicity, we will assume that \( h_i = 1 \) for \( 1 \leq i < m \) and we set \( h = h_m \). Then a more flexible tactic is to consider \( h \) as a Laurent expansion

\[
h(n,k_1,\ldots,k_m) = f_1(n,k_1,\ldots,k_m)\varepsilon^l + \cdots + f_r(n,k_1,\ldots,k_m)\varepsilon^r + O(\varepsilon^{r+1}) \tag{44}
\]
w.r.t. \( \varepsilon \) up to a certain order \( r \) with \( r \geq l \); in 3-loop calculations one expects \( l = -3 \).

If the sums in (40) are finite, one obtains the first coefficients

\[
F_i(n) = \sum_{k_1=0}^{L_1(n)} \cdots \sum_{k_m=0}^{L_m(n,k_1,\ldots,k_{m-1})} f_i(n,k_1,\ldots,k_m)
\]

of the desired \( \varepsilon \)-expansion

\[
S(n) = F_1(n)\varepsilon + \cdots + F_r(n)\varepsilon^r + O(\varepsilon^{r+1}).
\]

If also infinite sums are involved, extra care has to be taken into account. As it turns out the \( f_i \) themselves can be again written in terms of hypergeometric products together with harmonic numbers and cyclotomic harmonic sums \[12\]. Hence one option is to apply our summation methods to (45) which is free of \( \varepsilon \). Then in basically all our calculations the arising definite sums turn out to be solvable within our difference ring approach. However, the coefficients \( f_i \) in (44) and thus the summands in (45) get more and more involved (in particular they depend more and more on the harmonic sums) which blow up the calculations.

More successfully one can apply our new algorithms in combination with the following clever \( \varepsilon \)-expansion technique \[11\] to our simple example (46). As an illustration of the refined approach for a particle physics sum consider the following

\[
S(n) = \sum_{k=0}^{n-2} \frac{n-k-1}{1+k} \sum_{j=0}^{n-k-2} \frac{(-1)^j(k+j)!}{(3-\varepsilon)k+j(3+\frac{\varepsilon}{2})_j} \left( n-k-2 \right) \quad (46)
\]

We start to compute a refined holonomic system for the inner sum denoted by \( b_{n,k} \):

\[
0 = - (1+k)(2-\varepsilon+2k)b_{n,k} + (14+\varepsilon-\varepsilon^2+14k+\varepsilon k + 4k^2-\varepsilon n-2kn)b_{n,k+1} - 2(2+\varepsilon+k)(3+k-n)b_{n,k+2},
\]

\[
0 = (2-\varepsilon^2+2k+\varepsilon k + 2k^2+2n-\varepsilon n-2kn+2n^2)b_{n,k} - 2(1+\varepsilon+k)(2+k-n)b_{n,k+1} + (1+\varepsilon-n)(2+\varepsilon+2n)b_{n+1,k}.
\]

The complete double sum can be written as, \( S(n) = \sum_{k=0}^{n-2} \frac{n-k-1}{1+k} b_{n,k} \). Using \texttt{Sigma} once more the sequence obeys a recurrence only valid for the upper bound \( n-4 \). For this adjusted sum \( S'(n) \) we get

\[
-2(1+n)^2(2+n)(2+\varepsilon+2n)S'(n) - (2+n)(2+\varepsilon+2n)(-8+2\varepsilon+\varepsilon^2-10n+\varepsilon n-4n^2)S'(1+n) + (1+n)(-2+\varepsilon-n)(2+\varepsilon+2n)(4+\varepsilon+2n)S'(2+n) = r(\varepsilon,n)
\]

where \( r(\varepsilon,n) \) depends on \( b_{n,0}, b_{n,1} \) and \( b_{n,-4}, b_{n,-3} \). Rewriting these definite sums, that depend on \( \varepsilon \), to an expression in terms of indefinite nested sums is not possible. Therefore, we compute the \( \varepsilon \)-expansion of the arising sums (e.g., by expanding the summands and applying the summation quantifiers to the coefficients of their
expansion as proposed above). Solving these telescoping points, i.e., computing the first coefficients of their $\epsilon$-expansion gives

$$r(\epsilon, n) = \frac{16(336 + 48n - 24n^2 - 7n^3 + 186n^4 + 121n^5 + 138n^6 - 81n^7 + 26n^8 + 7n^9 - 6n^{10} + n^{11})}{(-2 + n)^2(-1 + n)^n(1 + n)}$$

$$+ \epsilon \left[ -\frac{4(-4032 + 7104n + \ldots + 7n^{15} + n^{16})}{(-2 + n)^2(-1 + n)^n(1 + n)^2(3 + n)} - \frac{16(\epsilon + n)\Delta_1(n)}{3 + n} \right] \ldots \quad (49)$$

Finally, given the first initial values $F_i(j)$ with $i = 0, 1$ and $j = 2, 3$ in $S(2) = F_0(2) + F_1(2)\epsilon + \ldots$ and $S(3) = F_0(3) + F_1(3)\epsilon + \ldots$ one can activate Sigma’s $\epsilon$-expansion solver [30] to (48) and obtains the coefficient $F_0(n)$ and $F_1(n)$ of $S'(n) = F_0(n) + F_1(n)\epsilon + O(\epsilon^2)$. Taking care of the extra points $k = n - 2, n - 3$ one finally obtains the expansion of the input sum $S(n)$. With the implementation RhoSum a complete automation is possible with the function call

\[ \text{In}[7] := \text{FindSum}\left[\left\{\frac{(-1)^{j-k}(-j-k+n)^{(-2/k-n)(j-k)}}{(1+k)(3+j-2)k^{(3+j-2)k}}, \{j, 0, n - 2\}, \{k, 0, n - 2\}\right\}\right] \]

\[ \text{Out}[7] := \{\{\text{ExpandIn} \rightarrow \{\epsilon, 0, 1\}\}\right\} \]

Instead of calculating the expansions of the sums in (49) in the old-fashioned way (i.e., by expanding the summands and applying the summation quantifiers to the coefficients of their expansion), one can apply recursively our proposed technology to obtain the expansion (49).

More generally, following the strategy in Section[5] we will calculate stepwise from inside to outside a refined holonomic system given by the recurrences (41) and (42) but in each step we will expand the inhomogeneous parts in an $\epsilon$-expansion whose coefficients can be expressed in an \textit{RIIE}-extension. E.g., the inhomogeneous parts of the recurrences in (47) are 0 and the $\epsilon$-expansion is trivial. Further, the recurrence (48) with (49) can be a component of a refined holonomic system that might be used to tackle another sum which is on top.

More practically, RhoSum has been applied to solve many such sums being with many more summation quantifiers that originate in particle physics. Here we would like to mention the calculation of the massive 3-loop contributions to the heavy quark effects for the structure functions in deep-inelastic scattering [29]. This has already contributed to a rich literature [9, 26, 24, 8, 3, 27, 25, 28, 24, 6] which has made new physical insight possible [5]. When this project is completed, the strong coupling constant $\alpha_s(M_Z^2)$ and the charm quark mass $m_c$ can be measured from the deep-inelastic world data with unprecedented accuracy and a significant improve-
5 Summary

A new method of summation known as the refined holonomic approach has been introduced that extends significantly the ideas worked out in [54]. Its main features are the ability to work with inhomogeneous recurrences and to balance the difficulty of a telescoping problem with the number of ring extensions made to find a solution. These techniques have proved useful in particle physics where inhomogeneous recurrences are essential to modern computation. A future development may consist of the application of the algorithm to summation problems in which further real parameters, beyond the dimensional parameter $\varepsilon$, are present. This is of high relevance for multi-leg scattering processes at high energy colliders like the LHC and a planned future $e^+e^-$ collider. These parameters may be the masses and/or the virtualities of the external legs of the corresponding Feynman diagrams. RhoSum is expected to handle problems of this kind more efficiently than other implementations. The algorithm has been implemented in Mathematica to employ the technique in practical situations and problems from particle physics involving large numbers of sums have been successfully solved.

The earlier approach [54] served as the central tool to provide the first computer assisted proof [20] of Stembridge’s celebrated TSPP theorem [64] in the context of plane partitions. In that time the computation steps have been carried out manually. First experiments show that our new package RhoSum in interaction with Sigma can support the user heavily: many steps can be carried out now mechanically and critical special cases are discovered automatically. In a nutshell, our tools can guide the user to a big extend through these complicated and subtle calculations. It is expected that this machinery will contribute further in difficult calculation coming from particle physics but will also assist in new challenging problems in the context of combinatorics.
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