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Abstract

Emojis are a widely used tool for encoding emotional content in informal messages such as tweets, and predicting which emoji corresponds to a piece of text can be used as a proxy for measuring the emotional content in the text. This paper presents the first model for predicting emojis in highly multilingual text. Our BERTmoticon model is a fine-tuned version of the multilingual BERT model (Devlin et al., 2018), and it can predict emojis for text written in 102 different languages. We trained our BERTmoticon model on 54.2 million geolocated tweets sent in the first 6 months of 2020, and we apply the model to a case study analyzing the emotional reaction of Twitter users to news about the coronavirus. Example findings include a spike in sadness when the World Health Organization (WHO) declared that coronavirus was a global pandemic, and a spike in anger and disgust when the number of COVID-19 related deaths in the United States surpassed one hundred thousand. We provide an easy-to-use and open source python library for predicting emojis with BERTmoticon so that the model can easily be applied to other data mining tasks.

1 Introduction

The COVID-19 pandemic has caused intense emotional reactions on social media. Some tweets are sad:

\textit{This Corona stuff is no joke. Watching people get laid off at work today really made me open my eyes. Wish it was all over. 😞😞😞.}

And other tweets are angry:

\textit{I saw that bottles of Purell were selling for $149! Go away price gougers and go away coronavirus! 😞😞😞😞😞}

What both of these tweets have in common is that their emotional content is captured by emojis present in the tweet’s text. Emojis are often used in informal tweets sent between friends (Danesi, 2016), but most tweets do not contain emojis. For example, the following tweet by the BBC (a major British newspaper) is clearly meant to help us find joy amidst the stress of COVID-19:

\textit{Father dresses as Transformers character Bumblebee to surprise his son on his first day back at school after lockdown.}

But there are no emojis in the text to indicate that the tweet is joyful. One possible emoji for this tweet would be the “grinning face” (😊), but more subtle emojis like “grinning face with tongue” (😊) or “grinning face with smiling eyes” (😊) would also be appropriate and convey slightly different emotions. The goal of this paper is to automatically annotate these emoji-less tweets with appropriate emojis in order to better understand the emotional content in online discussions of COVID-19.
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Prior work on predicting emojis from the text of a tweet (Barbieri et al., 2017, Felbo et al., 2017, Zhang et al., 2019) has focused only on English language tweets. Models submitted for the SemEval 2018 Task 2 (Barbieri et al., 2018) are the most multilingual emoji prediction models currently published, but this task considered only English and Spanish tweets. Because COVID-19 is a worldwide phenomenon, however, to understand emotional responses to COVID-19, we must be able to predict emojis in all languages used on Twitter. We therefore introduce the first highly multilingual model for emoji prediction, which we call BERTmoticon. Our model is based on fine-tuning the multilingual BERT model (Devlin et al., 2018), which was trained on a dataset of 102 distinct languages. Figure 1 shows the output of our model on a tweet translated into ten different languages.

A large body of work has emerged analyzing tweets about COVID-19. One prominent line of research attempts to identify how misinformation about the disease spreads online (Elhadad et al., 2020, Kouzy et al., 2020, Prabhakar Kaila et al., 2020, Sharma et al., 2020, Yang et al., 2020). An important subcategory of this research investigates the spread of racist (Budhwani and Sun, 2020, Schild et al., 2020) and ageist (Jimenez-Sotomayor et al., 2020) misinformation. Other research more similar to our own investigates the sentiment of tweets about the coronavirus. Some of this research focuses on specific locations such as Belgium (Kurten and Beullens, 2020), Paris (Saire and Cruz, 2020), Poland (Jarynowski et al., 2020) or India (Das and Dutta, 2020). Other research studies English-language tweets (Rajput et al., 2020, Yin et al., 2020) over wider geographic areas. Our research stands out from this prior work in two important ways. First, we do not consider a subset of tweets about COVID-19, we consider all tweets, written in all languages, sent from anywhere in the world. This is a significantly more challenging technical problem than previous research addressed, but it is also much more useful. Second, we are the first paper to consider the more general emoji prediction problem rather than the sentiment prediction problem. In sentiment prediction, the goal is to assign a positive or negative sentiment to each tweet, and for the coronavirus topic it can be difficult to decidedly assign one sentiment. Tweets about COVID-19 can express negative sentiments because the disease has killed millions of people and forced us to make drastic changes to our lifestyles but also can contain funny, uplifting content exhibiting a positive sentiment such as:

Happy #NationalCatDay from my beautiful adopted pandemic pet!

In the emoji prediction task, we are able to get a more fine-tuned emotional understanding of tweets. For example, we can answer questions like: is the tweet sad? angry? joyful?
Our contributions are as follows. In Section 2 we introduce the first dataset for training highly multilingual emoji prediction models, TwitterEmoticon. We then use this dataset to train the first highly multilingual emoticon prediction model, BERTmoticon. Our model is open source and has an easy to use PyPi package. In Section 3, we introduce the first highly multilingual dataset of tweets about COVID-19, called TwitterCOVID. To generate the dataset, we introduce a novel dataset generation method combining the Twitter API, Bing Translate, and the spaCy tokenization library (Honnibal and Montani, 2017). We then apply the BERTmoticon model to the TwitterCOVID dataset to map how Twitter users across the world have emotionally responded to a variety of COVID-19 news events. This is the first highly multilingual emotion analysis of tweets in any language, and by far the most comprehensive analysis to-date specifically about the COVID-19 pandemic.

2 The BERTmoticon Model

In this section, we first describe the emoticons we are trying to predict and present the TwitterEmoticon dataset that the BERTmoticon model was trained on. Then we describe our training procedure and model evaluation results. We take particular care to ensure that the TwitterEmoticon dataset is sampled from a similar distribution to the TwitterCOVID dataset analyzed in Section 3 below in order to ensure that the BERTmoticon model will transfer well to this unlabeled dataset.

2.1 The Target Emoticons

Emojis were first added to the Unicode standard in 2010, and the current version of the standard (12.1.0) defines 3304 different emojis (The Unicode Consortium, 2019). Prior work on emoji prediction has limited itself to predicting only a subset of the available emojis. For example, Barbieri et al. (2017) consider only the 20 most commonly used emoji, and DeepMoji (Felbo et al., 2017) considers only 64 emoji. There are two primary reasons for only considering a subset of emoji. First, emoji-usage follows a power law distribution where the top 1% of most used emoji account for over 99% of all emoji usage. There is therefore very little training data for the less popular emojis, and so we cannot expect a classifier to have high prediction accuracy for these emoji. Second, many emoji (e.g. the Greek Flag emoji 🇬🇷) do not contain emotional information, and so the ability to predict these emoji does not help us understand the emotional content of text.

We follow previous work and focus on predicting only a limited set of emoji. Specifically, we focus on the original 80 emoji defined in the Unicode standard’s emoticon code block (code points 0x1f600
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1 https://github.com/Stefanos-stk/Bertmoticon
2 See http://www.emojitracker.com/ for real-time stats on Twitter emoji usage.
- 0x1f650). In common usage, the words *emoji* and *emoticon* are interchangeable, but in this paper we adopt the Unicode Standard’s definitions of these terms. By these definitions, an *emoji* is any one of 3304 pictographs that are not part of any written language, and an *emoticon* is one of the original 80 emoji defined in the code block specified above. We limit our analysis to emoticons for three reasons. First, they are the most commonly used emoji on twitter, so we can expect to achieve relatively high accuracy. Second, each emoticon represents an emotion (emoticon is a portmanteau of emotion and icon). Third, the emoticon block contains the “face with medical mask” emoji ( Educação), which is important for our case study analyzing emotional responses to the coronavirus.

Figure 2 shows the 80 emoticons and a mapping from these emoticons to the Plutchik wheel of emotions (Plutchik, 1991). The Plutchik wheel is a standard psychological model for encoding emotions that has been highly influential in emotion prediction systems (e.g. Kant et al., 2018, Liu et al., 2019, Suttles and Ide, 2013). It has 8 primary emotional categories (anger, anticipation, disgust, fear, joy, sadness, surprise, and trust). These emotions are arranged spatially so that similar emotions (e.g. joy, trust) appear near each other, and dissimilar emotions (e.g. joy, sadness) appear opposite each other. Furthermore, each emotional category is broken down into sub-categories that encode the strength of the emotion (e.g. ecstasy is an extreme form of joy, and serenity is a mild form of joy).

There is currently no standard mapping from emoticons onto the Plutchik wheel, and in Figure 2 (*right*) we provide a suggested mapping. To generate this mapping, we manually assigned each emoticon to an emotion based on the description of the emoticon on the website emojipedia.org. The mapping is not perfect. The category joy has many emoticons representing different facets of joy, but the category anticipation has only a single emoticon. We emphasize that our BERTmoticon model will predict raw emoticons directly, but we present the mapping onto the Plutchik wheel emotions to help make the wide array of emoticon emotions more easily understandable.

### 2.2 The TwitterEmoticon Dataset

The TwitterEmoticon dataset is designed for training a classifier that takes as input a tweet and outputs an emoticon that represents the emotion of the tweet. To generate the dataset, we collected all geolocated\(^3\) tweets sent over the six month period between January and June, 2020. Approximately 400 million tweets meet this criteria. Then we filtered these tweets so that only tweets containing one of our 80 target emoticons were included, and any retweets were removed. In total, the TwitterEmoticon dataset contains 64.2 million tweets sent by 4.2 million users. The tweets are written in 66 different languages and were sent from 246 different countries. Figure 3 shows the total number of tweets per
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\(^3\)Twitter users can adjust their privacy settings to include different amounts of geolocation metadata. In particular, they can include the exact GPS coordinate that a tweet was sent from, an approximate location (for example, the city that the tweet was sent from), or no location information at all. We say that a tweet is *geolocated* if any of this metadata is included about the tweet. Approximately 1% of all tweets are geolocated.
Figure 4: The 80 target emoticons we are trying to predict, and their fraction of all emoticons in the TwitterEmoticon dataset. The distribution follows a power law.

language, and Figure 4 shows the frequency of each emoticon in the dataset.

We preprocess each tweet by replacing all user mentions with a special token `<mention>` and all URLs with a special token `<url>` and deleting all emojis. We decided to keep all hashtags because hashtags can contain potentially valuable emotional content useful for emoticon prediction. Finally, we delete all emoticons from the tweet, and use the emoticons as the tweet’s classification label. Most tweets have only a single emoticon label, but some tweets have multiple emoticons. This is a problem because standard multi-class classification techniques require only a single label per data point. We address the issue by following the procedure established by (Felbo et al., 2017). If a tweet has multiple emoticons, then we duplicate it in the training data once for each emoticon, with each instance being labeled by a single one of the emoticons.

We carefully split the TwitterEmoticon dataset into training, validation, and test sets ensuring that no user is present in more than one set in order to prevent data leakage. In particular we assign 80% of users to the training set, 10% to the validation set, and 10% to the test set. The tweets contained in each set are then the tweets sent by each of the users in the set.

2.3 Training Protocol

Our BERTmoticon model is the multilingual BERT model (Devlin et al., 2018) fine-tuned on the TwitterEmoticon dataset. The multilingual BERT model is a popular model for fine-tuning because it achieves state-of-the-art performance on a wide variety of natural language tasks. It was trained on data from 102 distinct languages, and the language of each training sample need not be known for either training or inference. Followup research has shown that the multilingual BERT model has language-independent internal representations that allow it to encode information from languages it has not seen during training time (Pires et al., 2019, Wu et al., 2019). Feng et al. (2020) recently released a more advanced version of the multilingual BERT model that achieves better performance on standard NLP tasks and uses 109 training languages. We would expect better performance on our emoticon-prediction task using this more advanced multilingual BERT model, but we did not use this model because all of our experiments were completed before this model was publicly released.

We followed a two step fine-tuning procedure. First, we trained only the last layer of the model, generating a model we call BERTmoticon-LL. Then, we trained all parameters to generate the BERTmoticon model, warm starting from BERTmoticon-LL. We used the validation set to select optimal hyperparameters for both models. BERTmoticon-LL was trained using Adam (Kingma and Ba, 2014) with a learning rate of $10^{-4}$, and BERTmoticon was trained using Adam with a learning rate of $10^{-5}$. Both models used a batch size of 64. A single epoch on the TwitterEmoticon dataset took approximately 6 days to run on one NVidia GeForce RTX 2080 GPU. We trained both models on a single epoch, but found that the model converged before the epoch was finished.

2.4 Model Evaluation

The BERTmoticon-LL model achieves a Macro-F1 score of 0.159 on the test set and the BERTmoticon model achieves a Macro-F1 score of 0.210. Table 1 shows a performance breakdown by emoji and by language. Prediction performance on each language varies dramatically because each
Table 1: (top) F1 scores for the BERTmoticon-LL and BERTmoticon models on 12 selected emojis, and the Macro-F1 incorporating all 80 target emoticons. The full BERTmoticon model offers significantly better performance across all emoji categories. (bottom) Performance of the BERTmoticon model broken down by language on 15 selected languages. The Undefined language corresponds to tweets for which the Twitter API was not able to assign a language. Even for these tweets, which are either written in an unsupported language or do not a significant amount of text within them, the BERTmoticon model is able to get performance comparable to many officially supported languages.

bacteria, cdc, china, corona, coronavirus, cough, covid, covid-19, covid19, disease, doctor, epidemic, fever, flatten the curve, flu, lockdown, n95, ncov, nurse, outbreak, pandemic, sars-cov-2, sick, sinophobia, social distancing, trump, vaccine, virus, wuhan

Figure 5: The 29 English-language search terms we used to select tweets. These terms were translated using Bing Translate into 72 other languages as part of our multilingual tweet filtering process.

language uses emojis with different frequencies. Arabic language tweets, for example, use the “crying tears of joy” emoticon (😭) frequently, but rarely use the “smiling face with heart eyes” emoticon (❤️). The model has therefore learned to favor predictions of this emoticon whenever these predictions are present in the tweet. As Figure 1 demonstrates, this causes the same text translated into different languages to receive different emoji labels. We believe that this is a strength of our model, as different cultures use emojis differently, and our model is able to capture this fact.

3 Coronavirus Case Study

We now apply the BERTmoticon model to understand the emotional response of Twitter users to news about the coronavirus. We first introduce our TwitterCOVID dataset, then we present an analysis of this dataset.

3.1 The TwitterCOVID Dataset

The goal of the TwitterCOVID dataset is to include any geolocated tweet that references COVID-19 in any language. There is currently no standard procedure for generating multilingual datasets of tweets about a topic, so we used the following four step procedure: (1) We generated a list of 29 English-language search terms related to the coronavirus, as shown in Figure 5. The choice of terms was inspired by the terms used in a dataset generated by Chen et al. (2020), but we also removed Twitterisms like “kungflu” which would not translate well into non-English languages. (We discuss in detail the full differences between our dataset and the dataset of Chen et al. (2020) below.) Our search terms include generic words like “china” and “trump” that are not necessarily about the coronavirus, but given the time period we searched over, many tweets including these terms will be about the coronavirus. (2) We then used Bing’s translation API to translate each of these terms into the 72 languages supported by Bing
We used Python’s spaCy library (Honnibal and Montani, 2017) to tokenize and lemmatize each of the 400 million geolocated tweets sent between January and June 2020. This is the same time period that we examined for the TwitterEmoticon dataset, and so we hope that the BERTmoticon model trained on the TwitterEmoticon dataset will transfer well to this TwitterCOVID dataset. spaCy supports tokenization in 58 different languages, and for each tweet we used the appropriate spaCy module for the language specified in the tweet’s metadata. For languages not directly supported by spaCy, we tokenized on whitespace. Finally, the TwitterCOVID dataset is constructed as the set of all tweets whose lemmatized text contains any of the search terms from the tweet’s language or English. We include both languages in this filtering step because it is common for non-English tweets to use English words like “coronavirus” when referencing the virus. Figure 6 shows the full list of 54 languages that are supported by all 3 services. The TwitterCOVID dataset contains tweets in an unknown number of other languages, and the filtering procedure for these unsupported languages used language-agnostic steps, which likely results in less recall. In total, 16.2 million tweets meet the criteria to be included in the TwitterCOVID dataset.

The other significant dataset of coronavirus related tweets was introduced by Chen et al. (2020). There are two main differences between our dataset and theirs. First, we only include geolocated tweets, whereas they include non-geolocated tweets as well. This results in their dataset being about fifteen times larger than ours, with about 250 million tweets over the same time period. Because their data is not geolocated, however, it is not suitable for understanding how different countries have reacted emotionally to COVID-19. The second difference is that our dataset uses a more advanced language-aware filtering method. They only search for tweets that contain English keywords. Most languages, however, have few words in common with English, and non-Latin based languages frequently do not even use the word “coronavirus” to describe the virus. Chinese tweets, for example, commonly refer to COVID-19 with the string 病毒, and Chinese-language tweets containing this string will get included in our dataset but not in their dataset. As a result of this more advanced processing, the fraction of non-English tweets is much larger in our dataset than theirs (48% versus 38%). Capturing as many non-English tweets as possible about COVID-19 is important for ensuring that our analysis is not unfairly skewed towards English-speaking countries.

3.2 Results

Only 15.11% percent of tweets in the TwitterCOVID dataset contain an emoticon. We used the BERTmoticon model to label the remaining tweets. Figure 7 shows the distribution of tweets present in the dataset vs those we predicted. The anticipation, disgust, joy, surprise, and trust emoticons appear less frequently in the predicted dataset, and the anger, sadness, and fear emotions appear more often in the predicted set. We hypothesize that this difference is due to the fact that more-formal Twitter accounts (such as for newspapers or government organizations) are less likely to use emoji in their tweets, and
these formal accounts also tweet about different topics than more informal accounts of ordinary people.

Our main result is shown in Figure 8. For each day, we calculate the fraction of tweets that represent each emotion from the Plutchik wheel (see Figure 2), and we can observe a strong correlation between the emotional content of tweets and important COVID-19 news. For example, on March 11, the World Health Organization (WHO) declared COVID-19 a worldwide pandemic. At the same time, we can see a large spike in tweets about the coronavirus, and in particular we see an increase in sadness and a decrease in joy. Since sadness and joy are at opposite ends of the Plutchik wheel of emotions, it makes sense that a rise in one would cause a fall in the other. As another example, on May 28, the United States had its one hundred thousandth death to the coronavirus. At the same time, we see spikes in anger and disgust. The following tweet from this time period is a representative example:

How do we tolerate 3000 Americans dying everyday from #COVID19? THREE. THOUSAND. EVERY. DAY.

This tweet was not originally sent with any emoticons, but our BERTmoticon model was able to label it with 😡, 😡, 😡, 😡. As another example, notice that the mask emoji usage increases in mid-January. Interestingly, at that time little information was available about COVID-19 and protecting yourself against it. Finally, in early February some important news-events that circulated in Twitter were the Diamond Princess Ship being placed under quarantine and the death of Doctor Li Wenliang (a Chinese doctor who issued a warning about the coronavirus before the pandemic was officially recognized). At that point we notice a spike in anger and disgust.

4 Conclusion

We introduced the BERTmoticon model for multilingual emoji prediction, and used this model to better understand how Twitter users responded emotionally to news about the coronavirus. In follow up studies, we hope to analyze how different countries and language communities reacted differently to events, and have designed our TwitterCOVID dataset and BERTmoticon model to facilitate these cross-sectional analyses. We also hope that the BERTmoticon model will prove useful for analyzing the emotions of text in other contexts outside of COVID-19, and we make the model available in an easy to use Python package to facilitate this process.
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