I. INTRODUCTION

Interest in non-contact sensor-based vital-sign detection has been growing, and several studies have been published that show that each individual has a unique pattern of breathing signals [1, 2]. Based on these results, it has been shown that user identification is possible using a pattern of vital signals [2]. Radar sensors have attracted particular attention as they are non-contact sensors, providing convenience to the user, and use radio waves, so they are resistant to external environmental factors, such as strong light, darkness, and fog. Radar systems can also continuously authenticate users [2].

In [2], the authors tried to identify users using a continuous wave (CW) radar and a K-nearest neighbor (KNN) machine learning algorithm. However, CW radar employs only the frequency domain, making it difficult to distinguish the vital signals of multiple users, and the classification accuracy of the KNN algorithm can be degraded when the feature vector is not properly set.

This letter details two developments to improve the classification accuracy of radar-based authentication: first, a frequency-modulated continuous wave (FMCW) radar-based simultaneous recognition method, which has the advantage over CW radar of using both range and vital Doppler frequency parameters [3, 4], and second, a deep learning algorithm with enhanced performance for vital sign-based user authentication. A deep neural network (DNN) is suitable for the detection of vital signs with waveforms that change over time, and we therefore show in this letter improvement in the accuracy of user identification using the proposed algorithm.
II. SYSTEM MODEL AND PROPOSED ALGORITHM

This section describes the system model and the proposed algorithm of the vital FMCW radar. Let a total of $L$ chirp signals be transmitted, reflected by $M$ targets, and received. The received signal is dechirped by mixing the conjugate of the TX signal, and the dechirped signal is sampled as analog-to-digital converter (ADC). The $l$-th sampled beat signal is denoted by $y[l][n]$ for $0 \leq n \leq N_s - 1$, where the number of samples is $N_s$. By omitting the noise term, $y[l][n]$ is expressed as

$$y[l][n] = \sum_{m=0}^{M-1} a_m \exp\left(\frac{j 2 \pi \mu \tau_m n T_s}{\lambda}\right) \times \exp\left(\frac{j 4 \pi}{\lambda} lT \left(x_m^{(h)} + \sum_{p=1}^{P} x_m^{(p)} + \theta\right)\right)$$

where $a_m$ is the complex amplitude of the $m$-th target, $\mu$ is the frequency slope of the FMCW chirp symbol, $\tau_m$ is the delay term due to the distance, $T_s$ is the sampling interval, $T$ is the duration of a chirp symbol, and $x_m^{(h)}$ and $x_m^{(p)}$ represent the $m$-th human’s body motion by heartbeat and $p$-th harmonic term of respiration, respectively [5]. The sampled beat signal $y[l][n]$ is a column vector of size $N_s$ for $1 \leq l \leq L$ and is represented as a matrix $Y$:

$$Y = [y_1[n], y_2[n], ..., y_L[n]].$$

(2)

The beat signal $Y$ is the input to the human identification method using a respiration pattern; this method is performed as follows:

The proposed algorithm finds the distance parameter of multiple targets by using the fast Fourier transform results of the received beat signal [5]; high-classification accuracy is then obtained by performing the DNN using the vital Doppler signal of the distance index. When the heart rates of multiple targets are different, each target has a different vital Doppler component from the perspective of the FMCW signal. To classify targets based on each vital Doppler signal, various classification methods are usually employed. Of these, a KNN classifier is used for conventional identification systems [2], which is a kind of supervised learning that uses the labeled data to classify by referring to close labels of $k$ different data, as shown in Fig. 1. The KNN algorithm is a simple and effective method for multi-class classification and can model non-linear distributions. The KNN classifier uses a Euclidean distance method to calculate the distance between the $i$-th feature $S_i$ obtained from the training data and the features obtained from the testing data. The KNN classifier chooses $k$ training data, and the input feature is then assigned based on the smallest distance difference. However, the KNN algorithm is part of the machine learning category, and machine learning has lower accuracy than deep learning algorithms, such as the DNN algorithm upon which this paper focuses. Compared to other conventional machine learning algorithms, the DNN employs a multi-layer structure to improve generalization and abstraction performance.

For DNN training and testing, the vital Doppler signal from the received data is used to construct the complete dataset. In Fig. 2, the received vital Doppler signal is fed into the least mean square filter, which achieves signal-to-noise ratio improvement. The filtered signal matrix $R$ is the result of the adaptive filter. The output of the DNN is denoted by $H$ and is represented as

$$H = \sigma(W_1^\top \cdots \sigma(W_k^\top \sigma(W_1^T R)))$$

(3)

where $W_k$ is the $k$-th weight matrix $k = 1, 2, ..., K$; $(\cdot)^T$ is a transpose operator; and $\sigma(\cdot)$ defines the activation function, such as ReLU.

The DNN with three hidden layers is selected as a network structure with final Softmax activation, as shown in Fig. 2. The activation function selected in the hidden layers is ReLU. By
using three hidden layers, it is possible to represent an arbitrary decision boundary with a rational activation function that can approximate any type of smooth mapping to any degree of accuracy, and additional layers can learn more complex representations. However, there is a tradeoff between architecture layers (depth) and the computational complexity of the proposed system. In this work, significant accuracy improvements were not achieved by increasing the number of layers \( K > 3 \), whereas the training process time was longer.

III. EXPERIMENTS

This section presents experimental results to verify the improvement of the proposed algorithm. An experiment was conducted in an indoor room in DGIST in South Korea. The overall experimental environment is shown in the simulation section.

We utilized the 24 GHz FMCW radar system in [6]. The experiment sought the vital Doppler signal of the target selected from among the range estimation results from the human targets. The four human subjects described in this letter produced different vital Doppler signals, and these are shown in Fig. 3. For this experiment, various subjects’ respiration and heartbeat signals, obtained for user authentication, were acquired.

Since the field of view for the radar system is within \( \pm 15^\circ \) in [6], the number of people who can be measured simultaneously is two. The distance between the people in each experiment was therefore set to 2 m. The experimental results are presented to demonstrate the improvement of the proposed algorithm. The four Doppler signals of the individuals are shown in Fig. 3. Human subjects have various vital Doppler signals, as shown in Fig. 3.

Table 1 shows the classifications of the KNN-based and proposed algorithms, comparing their performance. The input feature was of size \( 1 \times 60 \) and \( k \) was set to 3, but the KNN-based user identification results are worse than those of the DNN-based algorithm.

The DNN used to classify the users consisted of an input layer of size \( 1 \times 60 \), a 1st hidden layer of size \( 60 \times 500 \), a 2nd hidden layer of size \( 500 \times 250 \), a 3rd hidden layer of size \( 250 \times 250 \).

| User | Accuracy (%) |
|------|--------------|
| User 1 | 70/100       |
| User 2 | 10/0         |
| User 3 | 0/0          |
| User 4 | 0/0          |

Values are presented as KNN/proposed algorithms.

Fig. 3. Doppler signals of four subjects: (a) 1st person, (b) 2nd person, (c) 3rd person, and (d) 4th person.
and an output layer of size 350 × 4. The DNN-based user identification results are better than those of the KNN-based algorithm, as shown in Table 1, because the conventional algorithm using KNN had 95% accuracy.

IV. CONCLUSION

This letter proposed a method of human identification by measuring respiration patterns using radar. The radar system overcomes the drawbacks of identification using specific body parts. Using KNN algorithms to classify multiple users has relatively poor classification results, and so a DNN algorithm was proposed to classify the respiration patterns of each person. The DNN-based user identification radar system was shown to classify four persons with 100% accuracy. In future research, heartbeat and respiration-based vital-sign data for user identification will be accumulated to improve vital monitoring techniques.
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