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ABSTRACT: Graphene has drawn wide attention due to its exceptional thermal conductivity but complete understanding of thermal characteristics of polycrystalline graphene is still elusive to date. For the first time, herein, we have systematically studied the effect of temperature on the thermal conductance behavior of polycrystalline graphene for a range of grain sizes and grain boundary types, by using non-equilibrium molecular dynamics simulations. It is noted that increasing the temperature remarkably enhances thermal boundary conductance (Kapitza conductance) across grain boundaries while it deteriorates thermal conductivities of defect-free grain regions, regardless of grain sizes and grain boundary types. This enhancement effect becomes more important for smaller grain sizes and higher temperatures, whose normal adverse effects on the heat transfer are thus ideally counterbalanced, making total thermal conductivity rather robust against the temperature increment for sufficiently small grain sizes. Upon heating from 300 to 500 K, thermal conductivity of graphene with maximally tilted grain boundaries decreases only by 9 % for a grain size of 50 nm in contrast to the decrease of 28 % for 250 nm, and further, it even increases below 30 nm. We presented quantitative mapping of its (grain, grain boundaries, and total) thermal conductivities in terms with grain sizes and temperatures, providing a guideline for graphene-based thermal engineering and suggesting novel defect-based thermal architectures as well.
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INTRODUCTION

With the aggressive downscaling of transistor technology toward nanometer scales and the concurrently increasing on-chip power consumption, thermal management in electronic circuits has become an integral part of the design for high-performance and reliable lifetimes of ultra large scale integrated (ULSI) systems. The emergence of state-of-the-art recording technology, i.e., heat assisted magnetic recording (HAMR) has also compounded this thermo-cooling issue as it demands operating temperature as high as 800 K.

A possible approach for solving this problem is finding a material with an extremely high thermal conductivity. This material can be integrated to CMOS devices and hard disk drive (HDD) employing HAMR technology, in order to prevent substrate temperature rises which may result in sub-threshold current leakage in the CMOS and critically damage the HDD. Besides pursuing efficient heat dissipations, acquiring the detailed information on system temperature distributions is also needed to establish a consolidated thermal management policy because complicated thermal distributions generally take place over the systems, creating interior hot spots.

Graphene, a single layer of carbon atoms arranged in a honeycomb structure, is famous for many astonishing properties such as superb electrical conductivity and mechanical strength. In particular, regarding thermal management solutions, it has attracted a great deal of attention due to its ultrafast thermal conductivity as well as excellent suitability for integration with CMOS devices compared to diamond and carbon nanotubes. Recently, an innovative chemical vapor deposition technique was developed for the large-scale synthesis of graphene film, opening a new avenue for the practical use of graphene in various fields. However, this method inherently generated the polycrystalline form of graphene due to the crystal imperfections of the substrate and the kinetics of the growth process, and grain boundaries have become the most frequently observed defects in graphene.

A number of theoretical studies have been performed so far to characterize the thermal conductance of graphene in its various forms such as nanoribbon, mono-layered, few-layered, and hydrogenated/hybrid structures. However, the early studies have been dedicated to single crystalline graphene only, and the thermal properties of polycrystalline graphene have never been theoretically studied so far except for one latest pioneering study. In this study, all investigations were performed assuming the systems were subject to room temperature, although the device temperature increments with a broad spectrum of spatial distribution would generally occur under actual operating conditions.

Here, to address this challenging issue, we have studied systematically the effect of temperature on thermal conductance behavior of polycrystalline graphene using non-equilibrium molecular dynamics (NEMD) simulations. In this study, various zigzag and armchair-oriented tilted grain boundaries were considered for different chiralities and misorientation angles, and the system temperature was changed from 300 to 700 K with intervals of 100 K. The thermal conductance of polycrystalline graphene
was inspected separately for two characteristic regions, i.e., grain boundaries and defect-free grain regions surrounded by grain boundaries.

The structures of the zigzag and armchair-oriented tilted grain boundaries employed in our study are depicted in Figure 1. The zigzag or armchair direction that is closest to perpendicular to the grain boundary is marked in magenta in Figures 1 (b) and (e). The chiral type of this direction determined whether the grain boundary is referred to as zigzag-oriented or armchair-oriented. The misorientation angle is defined as the angle made between this chiral direction and the normal direction of the grain boundary. For both zigzag and armchair-oriented grain boundaries, we examined three cases by decreasing the misorientation angle from the largest value and they were denoted by ZZTi and ACTi (i=1~3, in order from the largest to the smallest misorientation angle), respectively.

COMPUTATIONAL METHODS

The thermal conductance was examined in the regime of the NEMD approach; when a heat flux is imposed through a polycrystalline system, temperature jumps emerge across grain boundaries and temperature gradients developed over grain regions, as illustrated in Figure 2. The boundary conductance (G), known as the Kapitza conductance,\textsuperscript{33} is inversely proportional to the temperature jump (ΔT) emerging across grain boundaries as given by

\[ G = \frac{J}{\Delta T} \]  

where \( J \) is the heat flux, which is defined as the amount of energy per unit time transferred through each unit of cross sectional area.

In contrast, the thermal conductivity (\( \lambda \)) of grain regions is obtained by measuring the temperature gradient (\( \nabla T \)) and using Fourier’s law of

\[ \lambda = \frac{J}{\nabla T} \]  

To obtain the temperature profile for \( \nabla T \), the systems were divided into slabs that were approximately 10 Å wide along the heat flow direction and their respective temperatures were calculated.

In the NEMD approach, imposing a heat flux is accomplished by periodically exchanging kinetic energies between coldest atoms located in the heat source region and hottest atoms located in the heat shrink region. After sufficient exchange has occurred, a steady-state heat flux is attained in the system, which can be calculated by

\[ J = \frac{\Delta E}{2 \Delta t A} \]  

where \( \Delta t \) is the time over which the simulation is performed, \( \Delta E \) is the total exchanged energy during the time period of \( \Delta t \), and \( A \) is the cross-sectional area perpendicular to the direction of the heat flow.
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Figure 2. A schematic diagram of the simulation system for measuring the thermal conductivity of polycrystalline graphene in the regime of NEMD approach. The bonds marked in red denote grain boundaries which are directionally opposite to each other to fulfill the periodic boundary condition.

Three different dimensions of the systems were examined for each type of grain boundaries to see the (grain) size effect and they were approximately 100 nm, 250 nm, and 500 nm long along the heat flux direction with a common width of 50 nm, being composed of about 2x10\(^5\), 5x10\(^5\), and 1x10\(^5\) carbon atoms, respectively. Periodic boundary conditions were applied to all systems by embedding two directionally opposite grain boundaries in the structures (Figure 2). The dimension of the simulation system and atomic coordinates were first optimized using a gradient-based minimization method with tolerance criteria of 10\(^{-8}\) eV/Å in
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Figure 1. The structures of zigzag (top panel) and armchair (bottom panel) oriented tilted grain boundaries with (a,d) the first, (b,e) the second, and (c,f) the third largest misorientation angles. Specifically, the misorientation angles are 20.434°, 13.598°, and 11.138° for zigzag-oriented grain boundaries while they are 27.5°, 22.5°, and 18.3° for armchair-oriented ones.
force and/or $10^8$ eV in energy. Based on the system size obtained above, the system was equilibrated with a time step of 0.5 fs for $1\times10^6$ steps at the desired temperature using a canonical NVT simulation. Then, with the imposition of heat flux, the canonical ensemble was performed consecutively for $2\times10^6$ steps to allow the system to reach the steady-state regime. Finally, a microcanonical NVE ensemble simulation was performed for $4\times10^6$ steps to calculate the thermal conductivity where the temperature profile and the heat flux were stored every 40 steps and averaged over the $1\times10^5$ samples. The simulations were performed using the LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulation) software package,\textsuperscript{35} and the carbon atomic interaction was described by the optimized Tersoff potential proposed by Lindsay and Broido,\textsuperscript{36} which has been shown to reproduce accurate acoustic phonon velocities in excellent agreement with experimental data. The acoustic phonon velocities contributed significantly to the thermal conductivity and in accordance with this fact, the Tersoff potential modification was shown to yield much improved thermal conductivity values for various carbon nanomaterials.\textsuperscript{37,38}

RESULTS AND DISCUSSION

We first calculated the thermal boundary conductance across zigzag-oriented grain boundaries at room temperature for various misorientation angles and grain sizes. We observed that the boundary conductance for these grain boundaries fell in the range of $2.0\times10^{10}$–$4.5\times10^{10}$ W/(m$^2$ K), in excellent agreement with the reported values of the previous study.\textsuperscript{39} In addition, we have also calculated thermal conductivity in defect-free grain regions surrounded by grain boundaries. They were estimated to be $537.66\pm10.18$, $987.07\pm16.51$, and $1375.24\pm24.16$ W/mK at room temperature for grain sizes of 50 nm, 100 nm, and 250 nm, respectively. These grain thermal conductivities were almost unaffected by the misorientation angle change of surrounding grain boundaries and were very similar to those ($532$, $898$, and $1460$ W/mK) of pristine graphene cells which have periodic lengths of 50 nm, 100 nm, and 250 nm along the heat flow direction, respectively.\textsuperscript{30} These excellent coincidences definitely validate our computational approach for calculating the thermal conductance of polycrystalline graphene.

Next, the thermal boundary conductance of zigzag-oriented grain boundaries was plotted as a function of temperature to examine the temperature effect. Surprisingly, we found that the boundary conductance remarkably increased as the temperature increased, regardless of the misorientation angle and the grain size (Figures 3 (a) and S1). It is counterintuitive considering the normal adverse effect of temperature due to thermal perturbations. This trend was maintained at least up to 600-700K (few exceptional points were neglected in this statement considering the error tolerance). In contrast to such peculiar behaviors of thermal boundary conductance, the thermal conductivity of grain regions decreased as the temperature increased as is the case in pristine graphene (Figures 3 (b) and S2). We have also investigated the thermal conductance behavior of armchair-oriented grain boundaries, to our knowledge, which has never been inspected so far. They yielded smaller magnitudes of thermal boundary conductance compared to those of zigzag-oriented grain boundaries but showed very similar results generally (Figures 3 (c) and S1).

As the grain size decreased, both the thermal boundary conductance and the grain thermal conductivity decreased substantially for all grain boundaries types and temperatures. It is supposed to be due to a boundary effect shown in the system that is smaller than mean free path of phonons, which is exceptionally long for graphene as much as 775 nm.\textsuperscript{39} As the misorientation angle decreased, the boundary conductance increased generally (Figure 4), while the thermal conductivity of grain regions remained almost constant. The extent of this increase was more striking between small misorientation angles (namely, for $T_2$ to $T_3$ rather than for $T_1$ to $T_2$) at low temperatures.
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Figure 3. (a,c) Thermal boundary conductance of grain boundaries and (b,d) thermal conductivities of grain regions for various grain sizes and temperatures in polycrystalline graphene with ZZT (top panel) and ACT (bottom panel), respectively.
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Figure 4. The thermal boundary conductance, known as the Kapitza conductance, plotted as a function of the misorientation angle at various temperatures for (a) zigzag-oriented and (b) armchair-oriented grain boundaries.
The boundary conductance enhancement due to the temperature increase has been also observed in ultrathin diamond films, several interfacial systems, and multilayered structures where the results were well explained by a theoretical model under the assumption of least interfacial scattering of phonons. Thus, it was inferred that such a positive temperature dependence of thermal boundary conductance of polycrystalline graphene should be attributed to strong bond strengths and structural completeness (no dangling bonds) shown in the grain boundaries of graphene.

Under the heat flow imposed perpendicular to grain boundaries, the total thermal conductivity ($\lambda_t$) of polycrystalline graphene can be expressed using the boundary conductance ($G$) of grain boundaries, the thermal conductivity ($\lambda_g$) of grain regions, and the magnitude of the grain size ($l$), as written by

$$\lambda_t = [\lambda_g^{-1} + (lG)^{-1}]^{-1}$$  \hspace{1cm} (4)

To investigate how the total thermal conductivity of polycrystalline graphene changes as the temperature and the grain size varies, we constructed quantitative mapping of these relations for ZZT$_1$ system as follows. We first derived the equations that can reproduce the simulation data of $\lambda_g(T, l)$ and $G(T, l)$ in the range of 300-500 K and 50-250 nm for ZZT$_1$ system, as written by

$$\lambda_g = a_1 + b_1 \times T, \quad G = a_2 + b_2 \times T$$  \hspace{1cm} (5)

Here, $a_1$, $b_1$, $a_2$, and $b_2$ are given in the following form of

$$[a_1, b_1, a_2, b_2] = c_1 \times \exp(-l/c_2) + c_3$$  \hspace{1cm} (6)

Their respective values of $c_1$, $c_2$, and $c_3$ are presented in Table S1. Using eqs 5-6, we first calculated the contour lines for $\lambda_g$ and $G$ as a function of the grain size ($l$) and temperature ($T$). For a specific grain size, the magnitude of $\lambda_g$ decreased as the temperature increased (Figure 5 (a)). For a specific temperature, the magnitude of $\lambda_g$ increased to presumably converge toward a certain (bulk) value as the grain size increased. This convergence occurred earlier for higher temperatures. On the other hand, the magnitude of $G$ increased as the temperature increased or the grain size increased (Figure 5 (b)).

Finally, using eqs 4-5, the total thermal conductivity ($\lambda_t$) was plotted as a function of the temperature ($T$) and the grain size ($l$) (Figures 5 (c) and (d)). We supposed that, as the grain size de-
creases, the second term in the denominator of eq 4, which possesses positive temperature dependence should be dominate and thus, the resultant total thermal conductivity would be less deteriorated for the temperature increase because the second term would effectively counterbalance the first term that exhibits negative temperature dependence. We found that this conjecture is indeed correct, as seen in Figure 5 (c), where the contour lines of \( \lambda \) are also shown along with those of \( \lambda_0 \) for comparison. Here, we see that the contour lines of \( \lambda \) are more parallel to the direction of the temperature axis compared to those of \( \lambda_0 \) and its extent is more pronounced as the grain size decreases, indicating a robust heat transfer against temperature increase. Specifically, as the temperature increases from 300 K to 500 K, the thermal conductivity is reduced by 27.8% for a grain size of 250 nm while it decreases only by 9.1% for a grain size of 50 nm (Figure 5 (e) and Table 1). Interestingly, the thermal conductivity is even predicted to increase for grain sizes below 30 nm as the temperature increases, provided that the extrapolation of the above equations are valid below a grain size of 50 nm (Figure 5 (f) and Table 1). In these peculiar cases, the thermal conductivity increases monotonically for grain sizes of 10 and 20 nm as the temperature increases, while it increases up to 400 K then decreases substantially for a grain size of 30 nm.

Based on our above analyses, we also concluded that the presence of grain boundaries would never affect the thermal conductance behavior of graphene even at the higher temperatures (at least, up to 600–700 K) other than room temperature (this fact was already validated for room temperature\(^{30}\)), provided that a grain size is larger than 1 \( \mu \)m, suggesting a promising potential of polycrystalline graphene for thermal cooling engineering.

**CONCLUSION**

In summary, the temperature effect on the thermal conductance behavior of polycrystalline graphene is systematically investigated using non-equilibrium molecular dynamics simulations. The thermal conductance is basically comprised of thermal boundary conductance across grain boundaries and thermal conductance in defect-free grain regions. Notably, as the temperature increases, the boundary conductance remarkably increases, presumably due to the great strengths and structural completeness of bonds comprising the grain boundaries, while the thermal conductivity of grain regions decreases due to thermal perturbations. The resultant total thermal conductivity is less sensitive (less deteriorated) to the temperature increase for smaller grain sizes and its extent is more pronounced as the grain size decreases. It is predicted that total thermal conductivity would even increase for grain sizes smaller than 30 nm.

The difference in the total thermal conductivity for different grain sizes is substantially reduced as the temperature increases. In addition, our work indicates that the presence of grain boundaries would not affect the thermal conductance behavior of graphene in the temperature range of 300K–700K provided that its grain size is larger than 1 \( \mu \)m, suggesting the promising potential of polycrystalline graphene for thermo-cooling applications. We believe that this study will greatly contribute to in-depth understanding of thermal conductance characteristics of polycrystalline as well as to the engineering for defect-based novel thermal architectures.
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Table 1. The thermal conductivities of polycrystalline graphene for different temperatures and grain sizes. The unit for thermal conductivities is Watt per meter Kelvin (W/mK) and the values given in parentheses indicate the variation percentage to thermal conductivity values calculated at 300 K.

|       | 10 nm  | 20 nm  | 30 nm  | 50 nm  | 125 nm | 250 nm |
|-------|--------|--------|--------|--------|--------|--------|
| 300 K | 60.6   | 131.7  | 206.4  | 345.8  | 794.6  | 1190.7 |
| 400 K | 75.1 (23.9 %) | 144.3 (9.6 %) | 212.6 (3.0 %) | 335.5 (-3.0 %) | 716.2 (-9.9 %) | 1030.7 (-13.4 %) |
| 500 K | 83.5 (37.8 %) | 147.8 (12.2 %) | 208.5 (1.0 %) | 314.5 (-9.1 %) | 626.5 (-21.2 %) | 859.9 (-27.8 %) |
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Figure S1. (a-d) The temperature-dependent Kapitza (thermal boundary) conductance of ZZT$_2$, ZZT$_3$, ACT$_2$, and ACT$_3$, respectively. They were studied for various grain sizes.
Figure S2. (a-d) The temperature-dependent thermal conductivities of grain regions of ZZT$_2$, ZZT$_3$, ACT$_2$, and ACT$_3$, respectively. They were studied for various grain sizes.
Table S1. The four sets of $c_1$, $c_2$, and $c_3$ values fitted to the parameters of $a_1$, $b_1$, $a_2$, and $b_2$, respectively, in the equations of $[a_1, b_1, a_2, b_2] = c_1 \times \exp(-l/c_2) + c_3$. The values for $a_1$, $b_1$, $a_2$, and $b_2$ had been obtained in advance through the fitting to the simulation data of Kapitza conductance ($G$) and grain thermal conductivity ($\lambda_g$) for the various grain sizes and temperatures, in the equations of $\lambda_g = a_1 + b_1 \times T$ and $G = a_2 + b_2 \times T$.

|   | $a_1$             | $b_1$             | $a_2$             | $b_2$             |
|---|-------------------|-------------------|-------------------|-------------------|
| $c_1$ | -2376.04 (W/mK)   | 3.105 (W/mK$^2$) | -4.59×10$^4$ (W/m$^2$K) | 1.34×10$^4$ (W/m$^2$K$^2$) |
| $c_2$ | 3181.96 (Å)       | 4524.84 (Å)      | 2067.00 (Å)       | 1337.97 (Å)       |
| $c_3$ | 2453.21 (W/mK)    | -3.100 (W/mK$^2$)| 3.754×10$^4$ (W/m$^2$K) | 3.23×10$^4$ (W/m$^2$K$^2$) |