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Abstract

Motivation: Observational health data can be leveraged to measure the real-world use and potential benefits or risks of existing medical interventions. However, lack of programming proficiency and advanced knowledge of causal inference methods excludes some clinicians and non-computational researchers from performing such analyses. Code-free dashboard tools provide accessible means to estimate and visualize treatment effects from observational health data.

Results: We present TreatmentEstimatoR, an R Shiny dashboard that facilitates the estimation of treatment effects from observational data without any programming knowledge required. The dashboard provides effect estimates from multiple algorithms simultaneously and accommodates binary, continuous, and time-to-event outcomes. TreatmentEstimatoR allows for flexible covariate selection for treatment and outcome models, comprehensive model performance metrics, and an exploratory data analysis tool.

Availability: TreatmentEstimatoR is available at https://github.com/CollinSakal/TreatmentEstimatoR. We provide full installation instructions and detailed vignettes for how to best use the dashboard.

Keywords: R Shiny application, Treatment effects, observational health data
1. Introduction

Estimating treatment effects from observational data involves adjusting for the differences in baseline characteristics between subjects in the treated and control groups, to compensate for the lack of treatment randomization. Many popular methods achieve this covariate balance between treatment and control groups by stratifying, matching, or weighing each subject according to their conditional probability of belonging to the treated group (i.e., the propensity score). Therefore, causal inference estimates often require: (1) an accurate estimate of the treatment model, (2) an accurate estimate of the outcome model, and (3) a valid strategy to adjust the outcome model according to the treatment mechanism [1]. Each of these steps is error-prone, either due to complex study designs or programmatic errors when writing the code to perform the analysis. In addition, visualization of the balance in covariate distributions between treated and control groups is important for the analyst to understand the validity and generalizability of the effect estimates.

Dashboard tools that expand the accessibility of statistical analyses are being popularized through development software such as R’s Shiny package. Here, we present TreatmentEstimatoR, a Shiny dashboard that guides users through the steps to calculate treatment effects, automates the estimation of treatment effects using multiple statistical and machine learning algorithms, and provides the user with interactive data analysis and visualization tools.

2. Methods
TreatmentEstimatoR is freely available through GitHub at https://github.com/CollinSakal/TreatmentEstimatoR. The dashboard was developed in R using the Shiny and shinydashboard packages. TreatmentEstimatoR can handle three types of outcomes: binary, continuous, and time-to-event (survival). For binary and continuous outcome analyses, the dashboard includes Inverse Probability Weighting (IPW), a SuperLearner based Targeted Maximum Likelihood Estimator (TMLE), and Bayesian Additive Regression Trees (BART) [2]. For analysis of survival data, the dashboard includes Cox Proportional Hazard models with inverse probability weights, BART, and TMLE. TreatmentEstimatoR accepts comma-separated (csv) files and requires a dichotomous treatment variable. Data from the 2019 Atlantic Causal Inference Conference Data Challenge (including values of treatment effects) was used for testing TreatmentEstimatoR (see Supplementary Materials).

3. Software description

TreatmentExploreR is divided into three sections based on the type of analysis: binary, continuous, and survival. Each analysis type includes three subsections: Data Import, Summary Statistics, and Results. See Supplementary Materials for a full description of TreatmentEstimatoR.

3.1 Data Import Section

The data import page for binary and continuous outcome analyses prompts the user to upload a csv file containing column headers, an outcome column, a dichotomous treatment column, and at least one covariate column. Next, the user must specify information about the data: which columns represent the outcome and treatment, which covariates are categorical, which covariates...
should be removed from the treatment models or outcome models. For survival analysis, the user must specify the columns that correspond to observation start and end dates, and a cut-off value (follow-up) to calculate censoring. Lastly, a metric to estimate must be chosen from average treatment effect (ATE), average treatment effect on the treated, and average treatment effect on the controls [3].

### 3.2 Summary Statistics Section

The Summary Statistics page displays basic information about the data: the number of covariates and subjects, the percentage of subjects receiving treatment, the percentage experiencing the outcome, and what percent of the data are missing. An exploratory data analysis (EDA) tool enables users to obtain detailed information about a selected variable. For categorical variables, the EDA tool will return the category proportions and a distribution plot stratified by treatment assignment. For continuous variables the EDA tool displays summary statistics, a histogram with density overlay, and a distributional plot stratified by treatment assignment. The Summary Statistics page also automatically generates a baseline characteristics table (i.e., “Table 1”), which can be copied directly from the dashboard into an editor for further editing. Every plot in the Summary Statistics page can be saved directly as an image, enabling images to quickly be incorporated into manuscripts.

### 3.3 Results Section

For binary and continuous outcomes, the results page features a forest plot showing the treatment effect estimates from IPW, TMLE, and BART (Fig. 1). Point and interval estimates are provided along with p-values. For each algorithm, the dashboard displays a propensity score plot stratified
by treatment assignment. For survival analysis, the results page calculates estimates using TMLE, BART, and a Cox Proportional Hazard Model. We defined ATE in the survival context as the difference in survival curves between the treated and untreated groups, with an interactive plot allowing users to examine ATE across all time points.

Metrics for evaluating the quality of the predictions of each algorithm’s treatment and outcome models are calculated using 5-fold cross-validation. The area under the receiver operating characteristic curve is used for evaluating treatment models and binary outcome models, continuous outcome models are evaluated using mean squared error, and the concordance index is used for survival outcome models. For assessing calibration, the results page includes Brier scores and calibration plots.

4. Conclusion

Observational health data sources provide valuable opportunities for estimating treatment effects without some of the complications posed by conducting randomized clinical trials. Yet, programming proficiency and the complexity of causal inference methods remain sizable impediments for researchers wishing to analyze such data. We created a freely available dashboard, TreatmentEstimatoR, which streamlines the process of estimating treatment effects from observational health data without any programming required. This has the potential to lower the barrier to estimate treatment effects using causal inference methods, speed up the conduct of this research and corresponding publications, and improve the reproducibility of causal inference studies.
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Figure 1. Results screen. The results page shows the automatically calculated treatment effect estimates for multiple algorithms, a propensity score plot stratified by treatment assignment, and model performance statistics for treatment and outcome models.
Supplementary Materials

1. Installation Instructions

TreatmentEstimatoR is freely available at https://github.com/CollinSakal/TreatmentEstimatoR. Before being able to run TreatmentEstimatoR the local device must have R and RStudio downloaded. The first step is to download the repository as a ZIP file and store it in a local directory. Thereafter, navigate to RStudio and open the “server.R” or “ui.R” file and click “Run App” in the top right corner. R Studio may prompt you to download all of the necessary packages if they are not installed already, click yes in order to proceed.

2. Binary Data Analysis Walkthrough

Estimating treatment effects for binary outcome data begins with obtaining a properly formatted data set. TreatmentEstimatoR requires a comma separated (.csv) file with column headings, and in the binary case, a data set with dichotomous outcome and treatment columns, and at least one covariate column.

Next, open TreatmentEstimatoR and navigate to the “Binary Data Analysis” section and the “Data Import” submenu. Click browse and upload the data. Select which column name corresponds to the outcome column and which value within the outcome column corresponds to the outcome occurring. Repeat this process where indicated for the treatment column. Next, select which columns in the data are categorical. TreatmentEstimatoR will use all remaining columns (i.e. all columns that are not the outcome and treatment) as covariates in both the treatment model and the outcome model automatically. However, certain columns may be
removed from either model in the “Remove Unwanted Variables” box. Lastly, select a metric to estimate from Average Treatment Effect (ATE), Average Treatment Effect on the Treated (ATT), and Average Treatment Effect on the Controls (ATC). Click “Start Analysis” to indicate to TreatmentEstimatoR that all the necessary data specifications have been made. If any errors occurred in the data import and specification process simply click “Reset Dashboard for New Analysis” in the Import Data box to start over.

Navigate to the “Summary Statistics” page or the “Results” page. We will describe the Summary Statistics page first. Upon opening there will be a box with summarizing information on the data: number of covariates, subjects, percentage of data missing, percentage of subjects who received treatment, and percentage who experienced the outcome. The “Summary Statistics About a Specific Variable” box will prompt the selection of a variable and whether it is categorical or not. For categorical variables category proportions and a barplot stratified by treatment will appear upon selection. For continuous variables TreatmentEstimatoR will return a histogram with density overlay, a density plot stratified by treatment, and a few statistics: minimum, mean, median, and maximum. Furthermore, there is a dropdown menu to select variables to include in a correlation matrix which will be generated in the right adjacent box. Lastly, there is a Table 1 creator, which automates the creation of Table 1s found in medical and epidemiological papers. This table can be copied and pasted directly into excel for editing.

The results page features a forest plot of treatment effect estimates from three algorithms: Inverse Probability Weighting (IPW), a SuperLearner based Targeted Maximum Likelihood Estimator (TMLE), and Bayesian Additive Regression Trees (BART). For more information on the algorithms please refer to the About the Algorithms section. Frequentist 95% confidence
intervals, point estimates, and p-values are provided for IPW and TMLE. For BART a 95% Bayesian credible interval is provided along with a point estimate. Each treatment and outcome model is independently cross validated. Information on the area under the receiver operating characteristic curve (AUC) across the 5 cross-validation folds and a calibration plot can be found in the Method Performance Statistics box. Propensity score plots stratified by treatment assignment are also present in the Results Section.

Figures 1-4 show the data import, summary statistics, and results pages for the binary data analysis section.

3. Continuous Data Analysis Walkthrough

Estimating treatment effects for continuous outcome data begins with obtaining an appropriately formatted data set. TreatmentEstimatoR requires a comma separated (.csv) file with column headings, and in the continuous case, a data set with an outcome column, a dichotomous treatment column, and at least one covariate column.

Next, open TreatmentEstimatoR and navigate to the “Continuous Data Analysis” section and the “Data Import” submenu. Click browse and upload the data. Select which column name corresponds to the outcome column, then select the name of the treatment column and which value in the column corresponds to receiving treatment. Next, select which covariates in the data are categorical. TreatmentEstimatoR will use all remaining columns (i.e. all columns that are not the outcome and treatment) as covariates in both the treatment model and the outcome model automatically. However, certain columns may be excluded from either model in the “Remove Unwanted Variables” box. Lastly, select a metric to estimate from Average Treatment Effect
(ATE), Average Treatment Effect on the Treated (ATT), and Average Treatment Effect on the Controls (ATC). Click “Start Analysis” to indicate to TreatmentEstimatoR that all the necessary data specifications have been made. If any errors occurred in the data import and specification process simply click “Reset Dashboard for New Analysis” in the Import Data box to start over.

Navigate to the “Summary Statistics” page or the “Results” page. We will describe the Summary Statistics page first. Upon opening there will be a box with summarizing information on the data: number of covariates, subjects, percentage of data missing, percentage of subjects who received treatment, and the mean outcome. The “Summary Statistics About a Specific Variable” box will prompt the selection of a variable and whether it is categorical or not. For categorical variables category proportions and a barplot stratified by treatment will appear upon selection. For continuous variables TreatmentEstimatoR will return a histogram with density overlay, a density plot stratified by treatment, and a few statistics: minimum, mean, median, and maximum. Furthermore, there is a dropdown menu to select variables to include in a correlation matrix which will be generated in the right adjacent box. Lastly, there is a Table 1 creator, which automates the creation of Table 1s found in medical and epidemiological papers. This table can be copied and pasted directly into excel for editing.

The results page features a forest plot of treatment effect estimates from three algorithms: Inverse Probability Weighting (IPW), a SuperLearner based Targeted Maximum Likelihood Estimator (TMLE), and Bayesian Additive Regression Trees (BART). For more information on the algorithms please refer to the About the Algorithms section. Frequentist 95% confidence intervals, point estimates, and p-values are provided for IPW and TMLE. For BART a 95% Bayesian credible interval is provided along with a point estimate. Each treatment and outcome model is independently cross validated. For the treatment model information on the area under
the receiver operating characteristic curve (AUC) across the 5 cross-validation folds and a calibration plot can be found in the Method Performance Statistics box. For the outcome model information on the mean squares error (MSE) across the cross-validation folds can also be found. Propensity score plots stratified by treatment assignment are also present in the Results Section.

Figures 5-8 show the data import, summary statistics, and results pages for the continuous data analysis section.

4. Survival Data Analysis Walkthrough

Estimating treatment effects using TreatmentEstimatoR for survival begins with acquiring an appropriately formatted data set. TreatmentEstimatoR requires a comma separated (.csv) file with a dichotomous treatment column, a dichotomous event column, a person-level start date column, person-level end date column, and at least one covariate column. The start date column must be populated with subject level dates indicating when they began the study. The end date column must contain similar information for the end of the study or the last follow up time.

Next, open TreatmentEstimatoR and navigate to the “Survival Data Analysis” section and the “Data Import” submenu. Click browse and upload the data. Select which column name corresponds to the event column, and which value within the event column corresponds to the outcome occurring. Repeat this process where indicated for the treatment column. Next, select which columns in the data are categorical. TreatmentEstimatoR will use all columns that are not the event, treatment, start date, or end date as covariates in the treatment and survival models. However, additional columns may be excluded from either model in the “Remove Columns” dropdown menus. Next, indicate the start and end date columns, the date format, time units, and
the time cutoff (in the units selected) for the study. Any subjects who did not have an event before the cutoff will be censored. Click “Start Analysis” to conclude the requisite actions in the Data Import Section.

Navigate to the “Summary Statistics” page or the “Results” page. We will describe the Summary Statistics page first. Upon opening there will be a box with summarizing information on the data: number of covariates, subjects, percentage of data missing, percentage of subjects who received treatment, percentage who experienced the event, percentage censored, and the average time to event. There is also a follow-up time plot stratified by censor status. The “Summary Statistics About a Specific Variable” box will prompt the selection of a variable and whether it is categorical or not. For categorical variables category proportions and a barplot stratified by treatment will appear upon selection. For continuous variables TreatmentEstimator will return a histogram with density overlay, a density plot stratified by treatment, and a few statistics: minimum, mean, median, and maximum. Furthermore, there is a dropdown menu to select variables to include in a correlation matrix which will be generated in the right adjacent box. Lastly, there is a Table 1 creator, which automates the creation of Table 1s found in medical and epidemiological papers. This table can be copied and pasted directly into excel for editing.

The results section features interactive survival and ATE plots for each algorithm. The ATE plot is simply the difference in survival curves with confidence estimates. Points of the curves for both the survival and ATE plots can be viewed at any time point by hovering the mouse over a specific point. Additionally, a Kaplan-Meier plot is shown along with propensity score plots for Cox PH and TMLE (the survival algorithm for BART does not incorporate propensity scores). Lastly, performance metrics are provided for the treatment and survival models. The treatment model metrics include the mean, minimum, maximum, and standard
deviation for the area under the receiver operating characteristic curve (AUC) across five cross-validation folds; a calibration plot is also shown. For the survival models fivefold cross-validation was also performed, but the metric shown is the C-index. Users should note that the TMLE and BART in the survival section are very computationally intensive, especially for cross-validation. We recommend only utilizing these algorithms if time or computing power are in abundance.

Figures 9-13 show the data import, summary statistics, and results pages for the survival data analysis sections.

5. Back End

TreatmentEstimatoR is built in R shiny and has a front-end user interface (UI) and a back end (server file). In short, the user interacts with the UI which, depending on the user’s action, triggers backend functions that relay new information to the UI. The walkthroughs presented above showed how the user interacts with the UI. For completeness we now describe the back end for each outcome type: binary, continuous, and survival.

The binary and continuous outcome backends are essentially identical and will be described in parallel. Once the user has uploaded their data a series of filtering functions return three data sets: one for the summary statistics page, one for the treatment models, and one for the outcome models. This ensures the user can explore their whole data frame in the summary statistics tab even if they removed covariates from the treatment or outcome models. Moreover, the separate data sets for the treatment and outcome models allows for different covariates to be included in each. An outline of the backend is shown in figure 14.
The survival backend has a similar structure but with more functions to accommodate the additional output. After the user has uploaded their data and made the requisite specifications in the Data Import tab TreatmentEstimatoR creates three data frames: one for the summary statistics tab, one for the treatment models, and one for the survival models. This allows different covariates to be included in both models, while a complete view of the data can be observed in the summary statistics section. An outline of the backend is shown in figure 15.

6. Validation

In order to test the validity of TreatmentEstimatoR we used it to analyze data with known values of ATE. For the binary and continuous case we used data from the 2019 Atlantic Causal Inference Conference (ACIC) [1]. The survival analysis section is still under development and has yet to be tested. The type of data is described on the website as:

“Covariates were drawn from publicly available data and also simulated. Identifiability of the parameter is guaranteed, however challenges to estimation have been built-in to the processes for generating the binary treatment assignment, and binary or continuous outcome. These include non-linearity of the response surface, treatment effect heterogeneity, varying proportion of true confounders among the observed covariates, and near violations of the positivity assumption.”

For the binary section we used the “low1” data set, which has a true ATE of 0.11. In the data import tab we did not indicate that any columns were categorical, and included all possible covariates in both the treatment and outcome models. These specifications were mainly due to the fact that we had no knowledge of what the covariates represented. The TreatmentEstimatoR
estimates for ATE were as follows: 0.10 (0.01, 0.19) for BART, 0.12 (0.04, 0.19) for TMLE, and 0.12 (0.05, 0.2) for IPW. All interval estimates included the true ATE and all point estimates were fairly close to the true value.

For the continuous section we used the “low10” data set, which has a known ATE of -0.8. We again did not indicate that any columns were categorical, and included all available covariates in both the treatment and outcome models. The TreatmentEstimatoR estimates were -0.79 (-1, -0.58) for BART, -0.8 (-0.98, -0.62) for TMLE, and -0.83 (-1.08, -0.59) for IPW. Again all interval estimates included the true ATE and all point estimates were fairly close to the true value with BART estimating the true value exactly.

7. About the Algorithms

For each data type treatment effect estimates are given by three algorithms. For the binary and continuous outcomes these are: a SuperLearner based Targeted Maximum Likelihood Estimation approach (TMLE), Bayesian Additive Regression Trees (BART), and Inverse Probability Weighting (IPW) [2-8]. For survival data the algorithms are Cox Proportional Hazard models (Cox PH), One-shot TMLE, and BART [9-12]. Further descriptions of each algorithm can be found below

Inverse Probability Weighting (IPW) for the binary and continuous outcome sections first estimates the propensity score via a logistic regression. Thereafter it computes the inverse probability weights, or the inverse probability of being assigned treatment, and assigns them to each subject. The mean difference in outcome between the treated and untreated groups is
computed to obtain treatment effect estimates. The IPW functions were largely based off of the causalweight package [13].

The SuperLearner based Targeted Maximum Likelihood procedure for the binary and continuous data types is a doubly robust estimator. It first uses a machine learning ensemble consisting of XGBoost, Multivariate Additive Regression Splines (MARS), and a lasso regularized regression to estimate the treatment mechanism and assign weights. Then, the outcome is estimated using an ensemble with the same algorithms. Finally, a TMLE adjustment is made to obtain effect estimates. This procedure was implemented using the SuperLearner [3] and TMLE [4] packages. For survival analysis we implemented a TMLE procedure that performs the adjustment at multiple time points from the MOSS library. [12]

The Bayesian Additive Regression Trees (BART) was implemented for the binary and continuous outcome sections using the bartCause package [8]. BART is a black box sum of trees model implemented under a Bayesian framework. The survival BART was implemented using the BART package [11].

The survival section also featured a Cox Proportional Hazard (Cox PH) model with inverse probability weights. The weights were calculated from propensity scores estimated by logistic regression. The Cox PH model was implemented using the survival package [10].
8. R Packages

A list of R packages used in the dashboard’s main functions is presented below divided into a few sections: application framework, modeling, data filtering, data visualizations, and miscellaneous. For each package a brief note on how it was used is provided. Note that the tables do not include every R package used. The full citations of every R package can be found in the R Package Citations section.

Application Framework

| R Package and Version | Use                                      |
|-----------------------|------------------------------------------|
| 1. shiny 1.6.0         | 1. User Interface                        |
| 2. shinydashboard 0.7.1| 2. User Interface                        |
| 3. shinyjs 2.0.0       | 3. Data import pages                     |
| 4. rJava 0.9-13       | 4. Required to build Shiny apps           |

Modelling

| R Package and Version | Use                                           |
|-----------------------|-----------------------------------------------|
| 1. tmle 1.5.0-1       | 1. Binary and continuous outcome TMLE         |
| 2. MOSS 1.2.0         | 2. Survival TMLE                             |
| 3. survtmle 1.1.1     | 3. Survival TMLE (required to run MOSS)      |
| 4. bartCause 1.0-4    | 4. Binary and continuous BART                |
| 5. BART 2.9           | 5. Survival BART                             |
| 6. bartMachine 1.2.6  | 6. Cross validating binary and continuous BART|
| 7. bartMachineJARs 1.1| 7. Required for bartMachine                  |
| 8. SuperLearner 2.0-28| 8. Propensity score estimation, cross validation of treatment models |
| 9. glmnet 4.1-2       | 9. Used in SuperLearner ensembles for treatment and outcome estimation |
| 10. earth 5.3.0       | 10. Used in SuperLearner ensembles for treatment and outcome estimation |
| 11. survival 3.2-10   | 11. Cox PH model                            |
# Data Filtering

| R Package and Version | Use |
|-----------------------|-----|
| 1. dplyr 1.0.5        | 1. Used throughout the backend for any tasks requiring data manipulation |
| 2. lubridate 1.7.10   | 2. Used for manipulating dates in the survival data filtering functions |
| 3. tidyr 1.1.3        | 3. Used extensively for various data filtering tasks |
| 4. data.table 1.14.0  | 4. For creating data tables |
| 5. cobalt 4.3.1       | 5. Used in conjunction with other packages for weighting in the Cox PH survival section |
| 6. WeightIt 0.12.0    | 6. Used for weighting in the Cox PH models |
| 7. caret 6.0-88       | 7. Creating cross-validation folds |

# Data Visualizations

| R Package and Version | Use |
|-----------------------|-----|
| 1. ggplot2 3.3.5      | 1. All histograms, density plots, and bar plots |
| 2. tableone 0.12.0    | 2. Table 1 generator in the summary statistics pages |
| 3. forestplot 1.10.1  | 3. Forest plots in the binary and continuous results page |
| 4. rms 6.1-1          | 4. Calibration plots for treatment model cross validation and binary outcome model |
| 5. corrplot 0.89      | 5. Correlation plots in the summary statistics tabs |
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| Method            | Interval Type     | ATE          | P-value |
|-------------------|-------------------|--------------|---------|
| Super Learner THUE| Frequent 95% CI   | 0.15 (0.11, 0.29) | 0       |
| DART              | Bayesian 95% Cr    | 0.10 (0.11, 0.29) | NA      |
| IPW               | Frequent 95% CI   | 0.12 (0.13, 0.25) | 0       |

**Metrics and Interval Information**

**Average Treatment Effect (ATE)**
- ATE is the mean difference in outcome between subjects assigned to the treatment group compared to those assigned to the control group.
- *Note:* Information (Click Here)

**Confidence or Credible Intervals**
- Confidence intervals are frequentist; credible intervals are Bayesian.
- Estimates do not accompany Bayesian interval estimates.
- Confidence interval interpretations given the experiment is repeated infinitely many times the true value will be within the interval 95% of the time.
- Credible interval interpretation: given the data observed, the probability of the true value lying within the interval is 95%.
- *Note:* Information (Click Here)
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