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Abstract. The augmented Lagrangian method (ALM) is a benchmark for convex programming problems with linear constraints; ALM and its variants for linearly equality-constrained convex minimization models have been well studied in the literature. However, much less attention has been paid to ALM for efficiently solving linearly inequality-constrained convex minimization models. In this paper, we exploit an enlightening reformulation of the newly developed indefinite linearized ALM for the equality-constrained convex optimization problem, and present a new indefinite linearized ALM scheme for efficiently solving the convex optimization problem with linear inequality constraints. The proposed method enjoys great advantages, especially for large-scale optimization cases, in two folds mainly: first, it largely simplifies the challenging key subproblem of the classic ALM by employing its linearized reformulation, while keeping low complexity in computation; second, we show that only a smaller proximity regularization term is needed for provable convergence, which allows a bigger step-size and hence significantly better performance. Moreover, we show the global convergence of the proposed scheme upon its equivalent compact expression of prediction-correction, along with a worst-case $O(1/N)$ convergence rate. Numerical results on some application problems demonstrate that a smaller regularization term can lead to a better experimental performance, which further confirms the theoretical results presented in this study.
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1 Introduction

A fundamental optimization model is the canonical convex programming problem with linear inequality constraints:

$$\min \left\{ \theta(x) \mid Ax \geq b, \ x \in \mathcal{X} \right\}, \quad (1.1)$$

where $\theta: \mathbb{R}^n \to \mathbb{R}$ is a closed proper convex but not necessarily smooth function, $\mathcal{X} \subset \mathbb{R}^n$ is a nonempty closed convex set, $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$. Throughout our discussion, the solution set of (1.1) is assumed to be nonempty, and $\rho(\cdot)$ is used to stand for the spectrum of a matrix.

The model (1.1) finds many applications in, e.g., linear and nonlinear programming problems \[1, 6, 24\], variational image processing models \[33, 34, 35, 36\] and some machine learning problems \[9, 10, 31\]. In particular, the classic linearly equality-constrained convex optimization problem

$$\min \left\{ \theta(x) \mid Ax = b, \ x \in \mathcal{X} \right\}, \quad (1.2)$$
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can be simply taken as its special case, for which the augmented Lagrangian method (ALM) proposed in [21, 27] was developed as a fundamental tool by imposing the quadratic penalty term \( \beta \|Ax - b\|^2/2 \) on the linear equality constraints for constructing the augmented Lagrangian function w.r.t. (1.2):

\[
L^E_{\beta}(x, \lambda) = \theta(x) - \lambda^T (Ax - b) + \frac{\beta}{2} \|Ax - b\|^2,
\]

(1.3)

where \( \beta > 0 \) and \( \lambda \in \mathbb{R}^m \) is the Lagrange multiplier; moreover, with given \( \lambda^k \), the iterative scheme of ALM for (1.2) is

\[
\text{(Equality ALM)} \begin{cases} 
x^{k+1} = \arg \min \{L^E_{\beta}(x, \lambda^k) \mid x \in X\}, \\
\lambda^{k+1} = \lambda^k - \beta (Ax^{k+1} - b).
\end{cases}
\]

(1.4)

The method (1.4) plays a significant role in both theoretical and algorithmic aspects for a large number of convex minimization problems. We refer the readers to, e.g., [3, 4, 5, 12, 13, 22], for some monographs about the ALM and its variants. In particular, it was shown in [28, 29] that the ALM (1.4) is essentially an application of the proximal point algorithm [25] to the dual of (1.2).

Likewise, the classic way to solve the studied model (1.1) is to apply the inequality version of ALM (see, e.g., [3, 4]), where its iterative scheme is

\[
\text{(Inequality ALM)} \begin{cases} 
x^{k+1} = \arg \min \{L^I_{\beta}(x, \lambda^k) \mid x \in X\}, \\
\lambda^{k+1} = \left[\lambda^k - \beta (Ax^{k+1} - b)\right]_+,
\end{cases}
\]

(1.5)

with the defined augmented Lagrangian function for (1.1):

\[
L^I_{\beta}(x, \lambda) := \theta(x) + \frac{1}{2\beta} \left\{ \|\lambda - \beta (Ax - b)\|_+^2 - \lambda^T \lambda \right\}.
\]

(1.6)

Here, \([-]_+\) denotes the standard projection operator on the non-negative orthant in Euclidean space. Clearly, the essential step for implementing the inequality-constrained ALM (1.5) is to tackle the subproblem (1.5a). However, discern that the gradient of the smoothness term over \(x\)

\[
\nabla_x (\|\lambda^k - \beta (Ax - b)\|_+^2) = -2\beta A^T [\lambda^k - \beta (Ax - b)]_+\]

is non-smooth. This is the main obstacle for efficiently implementing the inequality ALM (1.5), and the primary purpose of this paper is to focus on overcoming this difficulty.

Recent development on the linearized equality ALM (see Section 2.2), which adds an additional proximal term w.r.t. an underlying matrix \(L\) (see (2.8)) to linearize the augmented Lagrangian function (1.3) so as to properly reduce the computational difficulty of the pivotal subproblem (1.4a), shows that the positive definiteness of the added proximal term for linearization is not necessarily needed for rendering convergence. It thus results in an efficient indefinite linearized equality ALM for solving (1.2), which allows a bigger step-size to accelerate the convergence. Motivated by this discovery, alternatively, the primary purpose of this paper is to develop an indefinite linearized inequality ALM for efficiently solving the convex minimization problem (1.1) with linear inequality constraints.

To the best of our knowledge, this is the first work to study the indefinite linearized ALM framework for efficiently tackling the linearly inequality-constrained convex minimization problem (1.1). The proposed method enjoys great advantages in many folds: first, compared with the classic inequality ALM (1.5), the new algorithm provides a much easier and
more effective optimization strategy for tackling its core $x$-subproblem, so as to keep the same computational complexity as the linearized equality ALM; second, the introduced relaxation of the proximal regularization term allows a bigger step-size, and hence better performance; third, the new algorithm covers the most recent indefinite linearized equality ALM as its special case. Also, we establish the convergence analysis for the proposed method based on its equivalent prediction-correction interpretation, and further numerically illustrate its efficiency by extended experiments on the support vector machine for classification and continuous max-flow models for image segmentation.

The rest of this paper is organized as follows. In Section 2, we summarize some preliminaries to motivate the proposed method for the studied model. In Section 3, we propose an indefinite linearized inequality ALM for convex programming problems with linear inequality constraints, which is rooted in a new reformulation of the most recent indefinite linearized equality ALM. We exploit a smaller regularization term for the proposed method, and establish its convergence theory in Section 4. The numerical experiments are further conducted in Section 5, which validates our theoretical results numerically. Finally, some extensions and conclusions are discussed in Section 6 and Section 7, respectively.

2 Preliminaries

In this section, we summarize some preliminary results for further analysis.

2.1 Variational inequality characterization

Similar to our previous work such as [16, 19], the analysis of this work will be conducted in the variational inequality (VI) context. Let us first recall a basic lemma regarding the VI optimality condition, whose proof is elementary and can be found in, e.g., [2].

Lemma 2.1. Let $\theta : \mathbb{R}^n \to \mathbb{R}$ and $f : \mathbb{R}^n \to \mathbb{R}$ be convex functions, and let $\mathcal{X} \subset \mathbb{R}^n$ be a closed convex set. If $f$ is differentiable on an open set which contains $\mathcal{X}$ and the solution set of the optimization problem $\min \{ \theta(x) + f(x) \mid x \in \mathcal{X} \}$ is nonempty, then we have

$$x^* \in \arg \min \{ \theta(x) + f(x) \mid x \in \mathcal{X} \}$$

if and only if

$$x^* \in \mathcal{X}, \; \theta(x) - \theta(x^*) + (x - x^*)^T \nabla f(x^*) \geq 0, \; \forall \; x \in \mathcal{X}.$$

Then we derive the equivalent optimality condition of (1.1) in the VI context. To this end, by adding the Lagrange multiplier $\lambda \in \mathbb{R}_+^m$ to the inequality constraints, the Lagrange function of (1.1) is

$$L(x, \lambda) = \theta(x) - \lambda^T (Ax - b).$$

A point $(x^*, \lambda^*) \in \mathcal{X} \times \mathbb{R}_+^m$ is called a saddle point of (2.1) if it satisfies

$$L_{\lambda \in \mathbb{R}_+^m}(x^*, \lambda) \leq L(x^*, \lambda^*) \leq L_{x \in \mathcal{X}}(x, \lambda^*).$$

According to Lemma 2.1, these two inequalities can be alternatively rewritten as

$$\begin{cases}
  x^* \in \mathcal{X}, & \theta(x) - \theta(x^*) + (x - x^*)^T (-A^T \lambda^*) \geq 0, \; \forall \; x \in \mathcal{X}; \\
  \lambda^* \in \mathbb{R}_+^m, & (\lambda - \lambda^*)^T (Ax^* - b) \geq 0, \; \forall \; \lambda \in \mathbb{R}_+^m,
\end{cases}$$

where $\mathcal{X}$ is a closed convex set.
or more compactly,
\[ \text{VI}(\Omega, F, \theta) : \quad w^* \in \Omega, \quad \theta(x) - \theta(x^*) + (w - w^*)^T F(w^*) \geq 0, \quad \forall w \in \Omega, \] (2.3)
by setting
\[ \Omega = \mathcal{X} \times \mathbb{R}_+^m, \quad w = \begin{pmatrix} x \\ \lambda \end{pmatrix} \quad \text{and} \quad F(w) = \begin{pmatrix} -A^T \lambda \\ A x - b \end{pmatrix}. \] (2.4)
Since the operator \( F(\cdot) \) in (2.4) is affine with a skew-symmetric matrix, it implies that
\[ (u - v)^T (F(u) - F(v)) \equiv 0, \quad \forall u, v \in \Omega, \] (2.5)
which means that \( F \) is monotone. Throughout, we denote by \( \Omega^* \) the solution set of (2.3), which is also the saddle point set of the Lagrange function (2.1) for the studied model (1.1).

### 2.2 Indefinite linearized ALM for the linearly equality-constrained convex programming

It is clear that the essential step for implementing the equality ALM (1.4) is to solve the subproblem (1.4a), for which the proximal ALM (see, e.g., [17, 37]) provides a significant strategy by considering the proximal regularized version of ALM:

\[
\begin{aligned}
\text{(Proximal ALM)} \quad & \left\{ x^{k+1} = \arg \min_{x \in \mathcal{X}} \left\{ L^E_\beta (x, \lambda^k) + \frac{1}{2} \|x - x^k\|^2_D \right\} \
& \lambda^{k+1} = \lambda^k - \beta (A x^{k+1} - b) \right\},
\end{aligned}
\] (2.6a)

with \( \|x\|_D^2 := x^T D x \) for any symmetric matrix \( D \). As discussed in [17], the proximal matrix \( D \in \mathbb{R}^{n \times n} \) in (2.6) is required to be symmetric and positive-definite (i.e., \( \| \cdot \|_D \) is a norm) for provable convergence. To implement the subproblem (2.6a), by ignoring some constant terms, we have
\[
\begin{aligned}
x^{k+1} &= \arg \min_{x \in \mathcal{X}} \left\{ \theta(x) - x^T A x^k - \beta (A x - b) \right\} + \frac{\beta}{2} \|A x - b\|^2 + \frac{1}{2} \|x - x^k\|^2_D \\
&= \arg \min_{x \in \mathcal{X}} \left\{ \theta(x) - x^T A^T \lambda^k + \frac{\beta}{2} \|A x - x^k\|^2 + \frac{1}{2} \|x - x^k\|^2_D \right\} \\
&= \arg \min_{x \in \mathcal{X}} \left\{ \theta(x) - x^T A^T [\lambda^k - \beta (A x^k - b)] + \frac{\beta}{2} \|A x - x^k\|^2 + \frac{1}{2} \|x - x^k\|^2_D \right\}. 
\end{aligned}
\] (2.7)

Clearly, the solution set of (2.7) is determined by the objective function \( \theta \), the matrix \( A \), the domain \( \mathcal{X} \) and the proximal matrix \( D \). Its solution in general, as discussed in e.g., [11, 17], can only be approximated by certain iterative approach. On the other hand, if the positive definite matrix \( D \) in (2.6) is taken as
\[ D := r I_n - \beta A^T A \quad \text{with} \quad r > \beta \rho(A^T A), \] (2.8)
the subproblem (2.6a) or (2.7) can be essentially reduced to
\[
\begin{aligned}
x^{k+1} &= \arg \min_{x \in \mathcal{X}} \left\{ \theta(x) - x^T A^T [\lambda^k - \beta (A x^k - b)] + \frac{r}{2} \|x - x^k\|^2 \right\}, \\
&= \arg \min_{x \in \mathcal{X}} \left\{ \theta(x) + \frac{r}{2} \|x - x^k - \frac{1}{r} A^T [\lambda^k - \beta (A x^k - b)]\|^2 \right\}, 
\end{aligned}
\] (2.9)
i.e., the proximity operator of \( \theta \) when \( \mathcal{X} = \mathbb{R}^n \), and it thus leads to the following so-called linearized ALM:

\[
\text{(Linearized ALM)} \begin{cases} 
  x^{k+1} = \arg \min_{x \in \mathcal{X}} \left\{ L^E_{\beta}(x, \lambda^k) + \frac{1}{2} \| x - x^k \|_D^2 \mid x \in \mathcal{X} \right\}, \\
  \lambda^{k+1} = \lambda^k - \beta (Ax^{k+1} - b).
\end{cases} \tag{2.10a}
\]

This linearization is particularly significant for the case when the proximity operator of \( \theta \), which is defined via

\[
\text{Prox}_{\theta, \beta}(y) = \arg \min_{x \in \mathbb{R}^n} \left\{ \theta(x) + \frac{1}{2\beta} \| x - y \|_2^2 \mid x \in \mathbb{R}^n \right\}, \tag{2.11}
\]

has a closed-form solution. For instance, the solution of (2.11) can be given by the soft thresholding function (see, e.g., Example 6.8 in [2]) when \( \theta = \| \cdot \|_1 \). We also see the review paper [26] for more concrete examples.

Meanwhile, it is easy to discern that a smaller \( r \) in (2.9) would result in a bigger step-size at each iteration, which can accelerate the convergence moderately. It thus motivates the following linearized ALM with the optimal step size proposed in [17]:

\[
\text{(IDL-ALM)} \begin{cases} 
  x^{k+1} = \arg \min_{x \in \mathcal{X}} \left\{ L^E_{\beta}(x, \lambda^k) + \frac{1}{2} \| x - x^k \|_{D_0}^2 \mid x \in \mathcal{X} \right\}, \\
  \lambda^{k+1} = \lambda^k - \beta (Ax^{k+1} - b),
\end{cases} \tag{2.12a}
\]

in which

\[
D_0 := \tau r I - \beta A^T A \quad \text{with} \quad r > \beta \rho(A^T A) \quad \text{and} \quad \tau \in (0.75, 1). \tag{2.13}
\]

Moreover, with the positive definite matrix \( D \) defined in (2.8), \( D_0 \) can be denoted by

\[
D_0 = \tau D - (1 - \tau) \beta A^T A. \tag{2.14}
\]

On the one hand, compared with \( D \) defined in (2.8), it is easy to see that the new proximal matrix \( D_0 \) can be indefinite when \( \tau \in (0.75, 1) \), which means that \( \| \cdot \|_{D_0} \) is not necessarily a norm. On the other hand, the subproblem (2.12a) can be linearized in the form of (2.9). With this regard, we call (2.12) the indefinite linearized ALM (abbreviated as IDL-ALM for short).

### 2.3 New insights to the IDL-ALM (2.12)

Now we give an enlightening reformulation of the IDL-ALM (2.12), which brings some new theoretical insights to the proposed numerical scheme for the studied model (1.1). More concretely, setting \( \tilde{\lambda}^k = \lambda^k - \beta (Ax^k - b) \), the subproblem (2.12a) equals to

\[
x^{k+1} = \arg \min_{x \in \mathcal{X}} \left\{ \theta(x) - x^T A^T \left[ \tilde{\lambda}^k - \beta (Ax^k - b) \right] + \frac{\beta}{2} \| A(x - x^k) \|_2^2 + \frac{1}{2} \| x - x^k \|_{D_0}^2 \right\}
\]

\[
= \arg \min_{x \in \mathcal{X}} \left\{ \theta(x) - (\tilde{\lambda}^k)^T A x + \frac{\beta}{2} \| A(x - x^k) \|_2^2 + \frac{1}{2} \| x - x^k \|_{(\tau r I - \beta A^T A)}^2 \right\}
\]

\[
= \arg \min_{x \in \mathcal{X}} \left\{ \theta(x) - (\tilde{\lambda}^k)^T A x + \frac{\tau r}{2} \| x - x^k \|_2^2 \right\},
\]

and the \( \lambda \)-subproblem (2.12b) can be further rewritten as

\[
\lambda^{k+1} = \lambda^k - \beta (Ax^{k+1} - b) = \lambda^k - \beta (Ax^k - b) + \beta A(x^k - x^{k+1}) = \tilde{\lambda}^k + \beta A(x^k - x^{k+1}).
\]
Consequently, we can rewrite the newly developed IDL-ALM (2.12) as

\[
\begin{align*}
\tilde{\lambda}^k &= \lambda^k - \beta (A x^k - b), \\
x^{k+1} &= \arg \min \{ \theta(x) - (\tilde{\lambda}^k)^T A x + \frac{\tau r}{2} \| x - x^k \|^2 \mid x \in \mathcal{X} \}, \\
\lambda^{k+1} &= \tilde{\lambda}^k + \beta A (x^k - x^{k+1}).
\end{align*}
\] (2.15)

Indeed, this new representation (2.15) of the IDL-ALM (2.12) motivates the main result of this work immediately.

### 3 Indefinite linearized ALM for the linearly inequality-constrained convex programming

The primary purpose of the paper is to efficiently solve the linearly inequality-constrained convex optimization problem (1.1). The essential step of the classic ALM approach for (1.1) is to tackle the subproblem (1.5a), which is, however, often complicated in practice and has no efficient solution in general. With this respect, we now introduce a new indefinite linearized ALM approach for the studied model (1.1), which is motivated by the IDL-ALM reformulation (2.15) and can properly avoid solving such a difficult subproblem (1.5a).

More specifically, with given \((x^k, \lambda^k)\), our new algorithm generates \((x^{k+1}, \lambda^{k+1})\) via

\[
\begin{align*}
\tilde{\lambda}^k &= [\lambda^k - \beta (A x^k - b)]_+, \\
x^{k+1} &= \arg \min \{ \theta(x) - (\tilde{\lambda}^k)^T A x + \frac{\tau r}{2} \| x - x^k \|^2 \mid x \in \mathcal{X} \}, \\
\lambda^{k+1} &= \tilde{\lambda}^k + \beta A (x^k - x^{k+1}),
\end{align*}
\] (3.1)

where

\[ r > \beta \rho (A^T A) \quad \text{and} \quad \tau \in (0.75, 1). \] (3.1d)

Compared with the classic inequality ALM (1.5), the proposed method (3.1) only needs to tackle a much easier proximal estimation at each iteration, which may have a direct closed-form solver for many favorable application problems. Also, recall the equivalent representation (2.15) for the IDL-ALM (2.12). It is clear that the minor difference between (3.1) and (2.15) is the corresponding \(\tilde{\lambda}\) step, and that the original IDL-ALM (2.12) can be regarded as a special case of (3.1) when the linearly equality-constrained model (1.2) is considered (i.e., the multiplier \(\lambda\) is free). With this regard, we also name (3.1) the inequality version of indefinite linearized ALM (abbreviated as I-IDL-ALM).

#### 3.1 Prediction-correction interpretation of the I-IDL-ALM (3.1)

To simplify the analysis for the new algorithm (3.1), we first rewrite (3.1) as a prediction-correction method as follows.

(Prediction Step)

\[
\begin{align*}
\tilde{\lambda}^k &= [\lambda^k - \beta (A x^k - b)]_+ , \\
x^k &= \arg \min \{ \theta(x) - (\tilde{\lambda}^k)^T A x + \frac{\tau r}{2} \| x - x^k \|^2 \mid x \in \mathcal{X} \},
\end{align*}
\] (3.2)

(Correction Step)

\[
\begin{pmatrix} x^{k+1} \\ \lambda^{k+1} \end{pmatrix} = \begin{pmatrix} x^k \\ \lambda^k \end{pmatrix} - \begin{pmatrix} I_n & 0 \\ -\beta A & I_m \end{pmatrix} \begin{pmatrix} x^k - x^k \end{pmatrix}. \] (3.3)
We would emphasize that such a two-stage explanation (3.2)-(3.3) only serves for further theoretical analysis and there is no need to use it when implementing the new method (3.1).

Then we derive the associated VI of the prediction step (3.2). To this end, it follows from Lemma 2.1 that the output of the $x$-subproblem in (3.2) satisfies

$$\tilde{x}^k \in \mathcal{X}, \quad \theta(x) - \theta(\tilde{x}^k) + (x - \tilde{x}^k)^T \{-A^T\tilde{\lambda}^k + \tau r (\tilde{x}^k - x^k)\} \geq 0, \quad \forall x \in \mathcal{X}. \quad (3.4)$$

For the $\lambda$-subproblem in (3.2), according to the basic property of the projection operator onto a convex set (see, e.g., Appendix B of [24]), we have

$$\tilde{\lambda}^k \in \mathbb{R}^m_+, \quad (\lambda - \tilde{\lambda}^k)^T \{\lambda^k - \beta(Ax^k - b) - \tilde{\lambda}^k\} \leq 0, \quad \forall \lambda \in \mathbb{R}^m_+, \quad (3.5)$$

Adding (3.4) and (3.5), and using the notations in (2.4), the VI of (3.2) can be compactly written as

$$\tilde{w}^k \in \Omega, \quad \theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (w - \tilde{w}^k)^T Q(w^k - \tilde{w}^k), \quad \forall w \in \Omega, \quad (3.6)$$

where

$$Q = \begin{pmatrix} \tau r I_n & 0 \\ -A & \frac{1}{\beta} I_m \end{pmatrix}. \quad (3.7)$$

Moreover, the corrector (3.3) can be recursively given by

$$w^{k+1} = w^k - M(w^k - \tilde{w}^k), \quad (3.8)$$

where

$$M = \begin{pmatrix} I_n & 0 \\ -\beta A & I_m \end{pmatrix}. \quad (3.9)$$

### 3.2 Some basic matrices

To simplify the notations for further analysis, let us also define some basic matrices. More concretely, with the matrices $Q$ and $M$ defined in (3.7) and (3.9), respectively, we first define $H := QM^{-1}$. Then it holds that

$$H = QM^{-1} = \begin{pmatrix} \tau r I_n & 0 \\ -A & \frac{1}{\beta} I_m \end{pmatrix} \begin{pmatrix} I_n & 0 \\ -\beta A & I_m \end{pmatrix} = \begin{pmatrix} \tau r I_n & 0 \\ 0 & \frac{1}{\beta} I_m \end{pmatrix}. \quad (3.10)$$
It is clear that the matrix $H$ is symmetric and positive-definite for any $\tau > 0$, $r > 0$ and $\beta > 0$. Since $H = QM^{-1}$, we have

$$M^T H M = M^T Q = \begin{pmatrix} I_n & -\beta A^T \\ 0 & I_m \end{pmatrix} \begin{pmatrix} \tau r I_n & 0 \\ -A & \frac{1}{\beta} I_m \end{pmatrix} = \begin{pmatrix} \tau r I_n + \beta A^T A & -A^T \\ -A & \frac{1}{\beta} I_m \end{pmatrix}.$$

Moreover, we define $G := Q^T + Q - M^T H M$, then we get

$$G = (Q^T + Q) - M^T H M = \begin{pmatrix} 2\tau r I_n & -A^T \\ -A & \frac{2}{\beta} I_m \end{pmatrix} - \begin{pmatrix} \tau r I_n + \beta A^T A & -A^T \\ -A & \frac{1}{\beta} I_m \end{pmatrix} = \begin{pmatrix} \tau r I_n - \beta A^T A & 0 \\ 0 & \frac{1}{\beta} I_m \end{pmatrix} G_0 = \begin{pmatrix} D_0 & 0 \\ 0 & \frac{1}{\beta} I_m \end{pmatrix}.$$

(3.11)

Note that $D_0$ defined in (2.13) is a symmetric but not necessarily positive-definite matrix. $\| \cdot \|_G$ (where $\| u \|^2_G := u^T G u$) is not necessarily a norm.

4 Convergence analysis

In this section, we explore the in-depth choice of the regularization parameter $\tau$ for the proximal subproblem of $x^{k+1}$ in the proposed I-IDL-ALM (3.1), which is the main numerical load for (3.1), so as to reach its convergence efficiently with less iterations. We also establish the convergence theory for the proposed method (3.1).

4.1 In-depth choice on $\tau$

It is obvious that a smaller $\tau$ for the proximal optimization of $x^{k+1}$ in the proposed method (3.1) allows a bigger step size for the proximity approximation of $x^{k+1}$, which potentially saves iterations to render a faster convergence. Indeed, we show that the value of $\tau$ can be even less than 1, actually within $(0.75, 1)$, to achieve convergence, which exactly means that a positive indefinite matrix $D_0$, denoted by (2.13), is taken for proximity approximation. To establish the global convergence theory of the proposed method (3.1), let us first prove an essential inequality.

Lemma 4.1. Let $\{w^k\}$ and $\{\tilde{w}^k\}$ be the sequences generated by the prediction-correction formulation (3.2)-(3.3) of the proposed I-IDL-ALM (3.1) for the studied model (1.1). Then we have

$$\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(w) \geq \frac{1}{2} \| w - w^{k+1} \|^2_H - \| w - w^k \|^2_H + \frac{1}{2} \| w^k - \tilde{w}^k \|^2_G, \quad \forall \ w \in \Omega,$$

(4.1)

where $G$ is the matrix defined as in (3.11).

Proof. First, it follows from (3.8) and (3.10) that $H(w^k - w^{k+1}) = Q(w^k - \tilde{w}^k)$. Then we have

$$(w - \tilde{w}^k)^T Q(w^k - \tilde{w}^k) = (w - \tilde{w}^k)^T H(w^k - w^{k+1}),$$

(4.2)
and thus we obtain
\[
\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(w) \geq (w - \tilde{w}^k)^T Q(w^k - \tilde{w}^k) \geq (w - \tilde{w}^k)^T H (w^k - w^{k+1}). \tag{4.3}
\]

Applying the identity
\[
(a - b)^T H (c - d) = \frac{1}{2} \{ ||a - d||_H^2 - ||a - c||_H^2 \} + \frac{1}{2} \{ ||c - b||_H^2 - ||d - b||_H^2 \}
\]
to the right hand of (4.3) with \( a = w, b = \tilde{w}^k, c = w^k \) and \( d = w^{k+1} \), we obtain
\[
(w - \tilde{w}^k)^T H (w^k - w^{k+1}) = \frac{1}{2} \{||w - w^{k+1}||_H^2 - ||w - w^k||_H^2\} + \frac{1}{2} \{||w^k - \tilde{w}^k||_H^2 - ||w^{k+1} - \tilde{w}^k||_H^2\}. \tag{4.4}
\]

For the second term of (4.4), we have
\[
||w^k - \tilde{w}^k||_H^2 - ||w^{k+1} - \tilde{w}^k||_H^2 \geq 2(w^k - \tilde{w}^k)^T H M (w^k - \tilde{w}^k) - (w^k - \tilde{w}^k)^T M^T H M (w^k - \tilde{w}^k) = (w^k - \tilde{w}^k)^T (Q^T + Q - M^T H M)(w^k - \tilde{w}^k). \tag{4.5}
\]

Substituting (4.4) and (4.5) into (4.3), the assertion of the lemma follows immediately.

If the matrix \( G \) defined in (3.11) is positive definite (it holds naturally when \( \tau \geq 1 \)), then Lemma 4.1 can essentially imply the global convergence and a worst-case convergence rate measured by iteration complexity for the proposed method (3.1). We refer the readers to, e.g., [16, 17, 18], for the analogous analytical techniques. However, we are interested in whether a smaller \( \tau \) is feasible, which means that the matrix \( G \) is not necessarily positive-definite. Hence, the assertion of Lemma 4.1 can not be utilized directly, which makes the convergence analysis for the new algorithm (3.1) more challenging.

Motivated the analysis techniques in, e.g., [14, 15, 19, 20], our main goal in the following is to show the term \( ||w^k - \tilde{w}^k||_G^2 \) in (4.1) satisfies
\[
||w^k - \tilde{w}^k||_G^2 \geq \phi (w^k, w^{k+1}) - \phi (w^{k-1}, w^k) + \varphi (w^k, w^{k+1}), \tag{4.6}
\]
where \( \phi (\cdot, \cdot) \) and \( \varphi (\cdot, \cdot) \) are both non-negative functions, and \( \varphi (\cdot, \cdot) \) is used to measure how much \( w^{k+1} \) fails to be a solution point of (2.3). Once the above inequality is established, by substituting (4.6) into (4.1), we can immediately obtain
\[
\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(w) \geq \frac{1}{2} \{ ||w - w^{k+1}||_H^2 + \phi (w^k, w^{k+1}) \} - \frac{1}{2} \{ ||w - w^k||_H^2 + \phi (w^{k-1}, w^k) \} + \varphi (w^k, w^{k+1}), \quad \forall \ w \in \Omega. \tag{4.7}
\]
As will be shown in Section 4.2, the inequality (4.7) is an essential property for establishing the convergence analysis of the proposed method (3.1).

To show the desired inequality (4.6), we first write \( ||w^k - \tilde{w}^k||_G^2 \) as the sum of several terms.
Lemma 4.2. Let \( \{w^k\} \) and \( \{\tilde{w}^k\} \) be the sequences generated by the prediction-correction formulation \((3.2)-(3.3)\) of the I-IDL-ALM \((3.1)\) for the studied model \((1.1)\). Then we have

\[
\|w^k - \tilde{w}^k\|^2_G = \tau \|x^k - x^{k+1}\|^2_D + \tau \beta \|A(x^k - x^{k+1})\|^2 + \frac{1}{\beta} \|\lambda^k - \lambda^{k+1}\|^2 + 2(\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1}). \tag{4.8}
\]

Proof. To begin with, it follows from \((3.11)\) and \((2.14)\) that

\[
\|w^k - \tilde{w}^k\|^2_G = \|x^k - \bar{x}^k\|^2_{D_0} + \frac{1}{\beta} \|\lambda^k - \bar{\lambda}^k\|^2 + \tau \|x^k - \bar{x}^k\|^2_D - (1 - \tau) \beta \|A(x^k - \bar{x}^k)\|^2 + \frac{1}{\beta} \|\lambda^k - \bar{\lambda}^k\|^2. \tag{4.9}
\]

According to \((3.3)\), we have

\[
\bar{x}^k = x^{k+1} \quad \text{and} \quad \lambda^k - \bar{\lambda}^k = (\lambda^k - \lambda^{k+1}) + \beta A(x^k - x^{k+1}). \tag{4.10}
\]

Substituting \((4.10)\) into \((4.9)\), we get

\[
\|w^k - \tilde{w}^k\|^2_G = \tau \|x^k - x^{k+1}\|^2_D - (1 - \tau) \beta \|A(x^k - x^{k+1})\|^2 + \frac{1}{\beta} \|\lambda^k - \lambda^{k+1}\|^2 + 2(\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1}),
\]

and the proof is complete. \(\square\)

Now we turn to deal with the crossing term \(2(\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1})\) in \((4.8)\) and estimate a lower-bound in the quadratic forms. Two various lower-bounds for the crossing term \((\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1})\) are given in the following two lemmas, respectively.

Lemma 4.3. Let \( \{w^k\} \) and \( \{\tilde{w}^k\} \) be the sequences generated by the prediction-correction formulation \((3.2)-(3.3)\) of the I-IDL-ALM \((3.1)\) for solving \((1.1)\). Then we have

\[
(\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1}) \geq \left\{ \frac{1}{2} \tau \|x^k - x^{k+1}\|^2_D + \frac{1}{2} (1 - \tau) \beta \|A(x^k - x^{k+1})\|^2 \right\}
- \left\{ \frac{1}{2} \tau \|x^{k-1} - x^k\|^2_D + \frac{1}{2} (1 - \tau) \beta \|A(x^{k-1} - x^k)\|^2 \right\}
- 2(1 - \tau) \beta \|A(x^k - x^{k+1})\|^2. \tag{4.11}
\]

Proof. Our first goal is to rewrite the inequality \((3.4)\) as a form which does not contain \(\bar{x}^k\) and \(\bar{\lambda}^k\). To this end, it follows from \((4.10)\) that

\[
\bar{x}^k = x^{k+1} \quad \text{and} \quad \bar{\lambda}^k = \lambda^{k+1} - \beta A(x^k - x^{k+1}).
\]

Recall the matrix \(D_0\) defined in \((2.14)\). It holds that

\[
-A^T \bar{\lambda}^k + \tau r(\bar{x}^k - x^k) = -A^T (\lambda^{k+1} - \beta A(x^k - x^{k+1})) + \tau r(x^{k+1} - x^k)
= -A^T \lambda^{k+1} + D_0(x^{k+1} - x^k).
\]
Therefore, the inequality (3.4) can be rewritten as
\[ \theta(x) - \theta(x^{k+1}) + (x - x^{k+1})^T \{-A^T \lambda^{k+1} + D_0(x^{k+1} - x^k)\} \geq 0, \ \forall x \in \mathcal{X}. \] (4.12)

Note that (4.12) also holds for \( k := k - 1 \). We thus obtain
\[ \theta(x) - \theta(x^k) + (x - x^k)^T \{-A^T \lambda^k + D_0(x^k - x^{k-1})\} \geq 0, \ \forall x \in \mathcal{X}. \] (4.13)

Setting \( x = x^k \) and \( x = x^{k+1} \) in (4.12) and (4.13), respectively, and adding them, we get
\[ (\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1}) \geq \|x^k - x^{k+1}\|_{D_0}^2 + (x^k - x^{k+1})^T D_0(x^k - x^{k-1}). \] (4.14)

For the first part of the right side of (4.14), we have
\[ \|x^k - x^{k+1}\|^2_{D_0} \geq \|x^k - x^{k+1}\|^2_{(\tau D - (1-\tau)\beta A^T A)} = \tau \|x^k - x^{k+1}\|^2_D - (1 - \tau)\beta \|A(x^k - x^{k+1})\|^2. \] (4.15)

For the second part of the right side of (4.14), using Cauchy-Schwarz inequality, we get
\[
\begin{align*}
(x^k - x^{k+1})^T D_0(x^k - x^{k-1}) &= (x^k - x^{k+1})^T (\tau D - (1-\tau)\beta A^T A)(x^k - x^{k-1}) \\
&= \tau (x^k - x^{k+1})^T D(x^k - x^{k-1}) - (1 - \tau)\beta (A(x^k - x^{k+1}))^T A(x^k - x^{k-1}) \\
&\geq \frac{1}{2} \tau \{\|x^k - x^{k+1}\|^2_D + \|x^{k-1} - x^k\|^2_D\} \\
&- \frac{1}{2} (1 - \tau)\beta \{\|A(x^k - x^{k+1})\|^2 + \|A(x^{k-1} - x^k)\|^2\}.
\end{align*}
\] (4.16)

Substituting (4.15) and (4.16) into (4.14), the assertion (4.11) follows immediately. \( \square \)

Lemma 4.4. Let \( \{w^k\} \) be the sequence generated by the prediction-correction scheme (3.2)-(3.3) of the proposed I-IDL-ALM (3.1) for solving the studied model (1.1). Then, for any \( \tau \in [\frac{3}{4}, 1] \), we have
\[ (\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1}) \geq - (\tau - \frac{1}{2})\beta \|A(x^k - x^{k+1})\|^2 - \frac{5}{2} - 2\tau \frac{1}{\beta} \|\lambda^k - \lambda^{k+1}\|^2. \] (4.17)

Proof. Since \( (\tau - \frac{1}{2}) > 0 \), it follows from Cauchy-Schwarz inequality that
\[ (\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1}) \geq - (\tau - \frac{1}{2})\beta \|A(x^k - x^{k+1})\|^2 - \frac{1}{4(\tau - \frac{1}{2})\beta} \|\lambda^k - \lambda^{k+1}\|^2. \]

Thus, it suffices to prove that
\[ \frac{1}{4(\tau - \frac{1}{2})} \leq \frac{5}{2} - 2\tau, \ \forall \tau \in [\frac{3}{4}, 1]. \]

Let \( h(\tau) := (\tau - \frac{1}{2})(\frac{5}{2} - 2\tau) \). It is easy to verify that \( h(\tau) \) is a concave function and it reaches its minimum on the interval \([\frac{3}{4}, 1]\) at the endpoint \( \tau = \frac{3}{4} \) or \( \tau = 1 \). Due to \( h(\frac{3}{4}) = h(1) = \frac{1}{4} \), we have
\[ h(\tau) = (\tau - \frac{1}{2})(\frac{5}{2} - 2\tau) \geq \frac{1}{4}, \ \forall \tau \in [\frac{3}{4}, 1]. \]

This completes the proof of the lemma. \( \square \)
Proof. Substituting (4.18) into (4.8), we obtain
\[ 2(\lambda^k - \lambda^{k+1})^T A(x^k - x^{k+1}) \geq \left\{ \frac{1}{2} \tau \| x^k - x^{k+1} \|^2_D + \frac{1}{2} (1 - \tau) \beta \| A(x^k - x^{k+1}) \|^2 \right\} - \left\{ \frac{1}{2} \tau \| x^{k-1} - x^k \|^2_D + \frac{1}{2} (1 - \tau) \beta \| A(x^{k-1} - x^k) \|^2 \right\} + (\tau - \frac{3}{2}) \beta \| A(x^k - x^{k+1}) \|^2 - \left( \frac{5}{2} - 2\tau \right) \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2, \] (4.18)

Then we obtain the following theorem immediately.

**Theorem 4.1.** Let \( \{w^k\} \) and \( \{\tilde{w}^k\} \) be the sequences generated by the prediction-correction formulation (3.2)-(3.3) of the I-IDL-ALM (3.1) for (1.1). Then, for any \( \tau \in \left[ \frac{3}{4}, 1 \right] \), we have
\[
\| w^k - \tilde{w}^k \|_G^2 \geq \frac{1}{2} \left\{ \tau \| x^k - x^{k+1} \|^2_D + (1 - \tau) \beta \| A(x^k - x^{k+1}) \|^2 \right\} - \frac{1}{2} \left\{ \tau \| x^{k-1} - x^k \|^2_D + (1 - \tau) \beta \| A(x^{k-1} - x^k) \|^2 \right\} + \tau \| x^k - x^{k+1} \|^2_D + 2(\tau - \frac{3}{4}) \left\{ \beta \| A(x^k - x^{k+1}) \|^2 + \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2 \right\}. \tag{4.19}
\]

Proof. Substituting (4.18) into (4.8), we obtain
\[
\| w^k - \tilde{w}^k \|_G^2 \geq \tau \| x^k - x^{k+1} \|^2_D + \tau \beta \| A(x^k - x^{k+1}) \|^2 + \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2 + \frac{1}{2} \left\{ \frac{1}{\tau} \| x^k - x^{k+1} \|^2_D + \frac{1}{2} (1 - \tau) \beta \| A(x^k - x^{k+1}) \|^2 \right\} - \left\{ \frac{1}{2} \tau \| x^{k-1} - x^k \|^2_D + \frac{1}{2} (1 - \tau) \beta \| A(x^{k-1} - x^k) \|^2 \right\} + (\tau - \frac{3}{2}) \beta \| A(x^k - x^{k+1}) \|^2 - \left( \frac{5}{2} - 2\tau \right) \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2.
\]

It can be further summarized as
\[
\| w^k - \tilde{w}^k \|_G^2 \geq \frac{1}{2} \left\{ \tau \| x^k - x^{k+1} \|^2_D + (1 - \tau) \beta \| A(x^k - x^{k+1}) \|^2 \right\} - \left\{ \frac{1}{2} \tau \| x^{k-1} - x^k \|^2_D + (1 - \tau) \beta \| A(x^{k-1} - x^k) \|^2 \right\} + \tau \| x^k - x^{k+1} \|^2_D + 2(\tau - \frac{3}{4}) \left\{ \beta \| A(x^k - x^{k+1}) \|^2 + \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2 \right\},
\]
and the proof is complete. \( \square \)

Obviously, the assertion (4.19) corresponds to the desirable inequality (4.6) by defining the non-negative functions \( \phi(\cdot, \cdot) \) and \( \varphi(\cdot, \cdot) \) as below:
\[
\phi(w^k, w^{k+1}) := \frac{1}{2} \left\{ \tau \| x^k - x^{k+1} \|^2_D + (1 - \tau) \beta \| A(x^k - x^{k+1}) \|^2 \right\}
\]
and
\[
\varphi(w^k, w^{k+1}) := \tau \| x^k - x^{k+1} \|^2_D + 2(\tau - \frac{3}{4}) \left\{ \beta \| A(x^k - x^{k+1}) \|^2 + \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2 \right\}.
\]
4.2 Global convergence

To show the global convergence of the I-IDL-ALM (3.1) for the convex programming problem (1.1) with linear inequality constraints, we first prove an essential inequality which paves the way to the convergence proof of (3.1) by the following lemma.

**Lemma 4.5.** Let \( \{ w^k \} \) and \( \{ \tilde{w}^k \} \) be the sequences generated by the prediction-correction scheme (3.2)-(3.3) of the I-IDL-ALM (3.1) for solving (1.1). Then, for any \( \tau \in [\frac{3}{7}, 1] \) and \( w^* \in \Omega^* \), we have

\[
\| w^{k+1} - w^* \|^2_H + \frac{1}{2} \{ \tau \| x^k - x^{k+1} \|^2_D + (1 - \tau) \beta \| A(x^k - x^{k+1}) \|^2 \} \\
\leq \| w^k - w^* \|^2_H + \frac{1}{2} \{ \tau \| x^{k-1} - x^k \|^2_D + (1 - \tau) \beta \| A(x^{k-1} - x^k) \|^2 \} \\
- \{ \tau \| x^k - x^{k+1} \|^2_D + 2(\tau - \frac{3}{4})(\beta \| A(x^k - x^{k+1}) \|^2 + \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2) \}. \tag{4.20}
\]

**Proof.** Substituting (4.19) into (4.1), we have

\[
\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(w) \\
\geq \left\{ \frac{1}{2} \| w - w^{k+1} \|^2_H + \frac{1}{4}(\tau \| x^k - x^{k+1} \|^2_D + (1 - \tau) \beta \| A(x^k - x^{k+1}) \|^2) \right\} \\
- \left\{ \frac{1}{2} \| w - w^k \|^2_H + \frac{1}{4}(\tau \| x^{k-1} - x^k \|^2_D + (1 - \tau) \beta \| A(x^{k-1} - x^k) \|^2) \right\} \\
+ \frac{\tau}{2} \| x^k - x^{k+1} \|^2_D + (\tau - \frac{3}{4})\left\{ \beta \| A(x^k - x^{k+1}) \|^2 + \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2 \right\}. \tag{4.21}
\]

Setting \( w \) as arbitrary \( w^* \in \Omega^* \) in (4.21), it further implies that

\[
\| w^k - w^* \|^2_H + \frac{1}{2} \{ \tau \| x^{k-1} - x^k \|^2_D + (1 - \tau) \beta \| A(x^{k-1} - x^k) \|^2 \} \\
- \left\{ \| w^{k+1} - w^* \|^2_H + \frac{1}{2}(\tau \| x^k - x^{k+1} \|^2_D + (1 - \tau) \beta \| A(x^k - x^{k+1}) \|^2) \right\} \\
\geq \tau \| x^k - x^{k+1} \|^2_D + 2(\tau - \frac{3}{4})\left\{ \beta \| A(x^k - x^{k+1}) \|^2 + \frac{1}{\beta} \| \lambda^k - \lambda^{k+1} \|^2 \right\} \\
+ 2\{ \theta(\tilde{x}^k) - \theta(x^*) + (\tilde{w}^k - w^*)^T F(w^*) \}.
\]

Note that

\[
\theta(x^*) - \theta(\tilde{x}^k) + (\tilde{w}^k - w^*)^T F(w^*) \geq 0.
\]

The assertion of this lemma follows immediately. \( \square \)

According to Lemma 4.5, now we are ready to show the global convergence of the proposed I-IDL-ALM (3.1), and it is summarized in the following theorem.

**Theorem 4.2.** Let \( \{ w^k \} \) and \( \{ \tilde{w}^k \} \) be the sequences generated by the prediction-correction formulation (3.2)-(3.3) of the I-IDL-ALM (3.1) for solving the studied model (1.1). Then, for any \( \tau \in (0.75, 1) \), the sequence \( \{ w^k \} \) converges to some \( w^\infty \in \Omega^* \).
Hence, the sequence \( \{\|w^k\|_H^2\} \) and thus \( w^\theta \) is a cluster point of \( \{\tilde{w}^k\} \) and the sequence \( \{w^\theta\} \) is also bounded. Moreover, it follows from (4.23) that the sequence \( \{\tilde{w}^k\} \) is also bounded.

For any \( w^\star \in \Omega^* \) and the integer \( k \geq 1 \), it follows from (4.20) that
\[
\|w^{k+1} - w^\star\|_H^2 \\
\leq \|w^k - w^\star\|_H^2 + \frac{1}{2} \tau \|x^{k-1} - x^k\|_D^2 + (1 - \tau) \beta \|A(x^{k-1} - x^k)\|^2 \\
\leq \cdots \leq \|w^1 - w^\star\|_H^2 + \frac{1}{2} \tau \|x^0 - x^1\|_D^2 + (1 - \tau) \beta \|A(x^0 - x^1)\|^2, \tag{4.24}
\]
the sequence \( \{w^k\} \) is thus bounded. Moreover, it follows from (4.23) that the sequence \( \{\tilde{w}^k\} \) is also bounded.

Then, we show that the sequence \( \{w^k\} \) converges to some \( w^\infty \in \Omega^* \). Let \( w^\infty \) be a cluster point of \( \{\tilde{w}^k\} \), and \( \{w^{k_j}\} \) be the associated subsequence converging to \( w^\infty \). Combining (3.6) and (4.23), it follows from the continuity of \( \theta \) and \( F \) that
\[
\theta(x) - \theta(x^\infty) + (w - w^\infty)^T F(w^\infty) \geq 0, \quad \forall w \in \Omega,
\]
and thus \( w^\infty \in \Omega^* \). Furthermore, according to (4.24), we have
\[
\|w^{k+1} - w^\infty\|_H^2 \leq \|w^k - w^\infty\|_H^2 + \frac{1}{2} \tau \|x^{k-1} - x^k\|_D^2 + (1 - \tau) \beta \|A(x^{k-1} - x^k)\|^2.
\]
Hence, the sequence \( \{\|w^k - w^\infty\|_H^2\}_{k \geq 0} \) is nonincreasing, and it is bounded away below from zero. Moreover, it follows from \( \lim_{j \to \infty} \tilde{w}^{k_j} = w^\infty \) and (4.23) that \( \lim_{j \to \infty} w^{k_j} = w^\infty \). Therefore, we have \( \{w^k\} \) converges to \( w^\infty \) and the proof is complete.

\textbf{Remark 4.1.} Following the same analysis techniques as in, e.g., [17, 19], it is trivial to prove that the proposed method (3.1) enjoys a worst-case \( O(1/N) \) convergence rate measured by the iteration complexity. Here, we opt to omit these meticulous details for succinctness.
5 Numerical experiments

In this section, we evaluate the numerical performance of the proposed I-IDL-ALM (3.1) by solving the support vector machine for classification and continuous max-flow models for image segmentation, which can be well modelled in terms of convex minimization problems (1.1) with linear inequality constraints. The preliminary numerical results illustrate that the new algorithm can converge efficiently with a smaller regularization term and perform competitively with the influential primal-dual algorithm (PDA) proposed in [7] (as a benchmark for comparison). Our algorithms were implemented in Python 3.9 and conducted in a Lenovo computer with a 2.20GHz Intel Core i7-8750H CPU and 16GB memory.

5.1 Linear support vector machine (SVM)

Let us first consider the linear support vector machine (SVM) model. Suppose the set of training data given by \( D = \{(x_i, y_i) \mid x_i \in \mathbb{R}^n, y_i \in \{-1, 1\}, i = 1, \ldots, m\} \) is linearly separable, in which \( x \) and \( y \) denote the attribute and the label of a sample, respectively. The linear SVM aims at finding the maximum-margin hyperplane separating two classes of data as much as possible. As discussed in [10], its mathematical form is

\[
\min_{w \in \mathbb{R}^n, a \in \mathbb{R}} \frac{1}{2} \|w\|^2 \quad \text{s.t.} \quad y_i(w^T x_i + a) \geq 1, \quad i = 1, \ldots, m.
\]

Obviously, such a model can be compactly regrouped as

\[
\min \left\{ \frac{1}{2} \|Hu\|^2 \mid Au \geq b \right\}, \tag{5.1}
\]

by setting

\[
u = (w, a), \quad H = \begin{pmatrix} I_{n \times n} & 0_{n \times 1} \\ 0_{1 \times n} & 0 \end{pmatrix}, \quad A = \begin{pmatrix} y_1(x_1^T, 1) \\ \vdots \\ y_m(x_m^T, 1) \end{pmatrix} \quad \text{and} \quad b = \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}.
\]

When the proposed I-IDL-ALM (3.1) is applied to (5.1), the resulting scheme is

\[
(I\text{-IDL-ALM}) \quad \begin{cases} 
\tilde{\lambda}^k &= [\lambda^k - \beta(Au^k - b)]_+, \\
u^{k+1} &= (HTH + \tau rI_{n+1})^{-1}(A^T \tilde{\lambda}^k + \tau ru^k), \\
\lambda^{k+1} &= \tilde{\lambda}^k + \beta A(u^k - u^{k+1}).
\end{cases} \tag{5.2}
\]

To simulate, we follow some standard way (e.g., as elucidated on https://web.stanford.edu/~boyd/papers/admm/svm/linear_svm_example.html) to generate the random training data satisfying a normal distribution, and we set \( n = 2 \) for visualizing the classification results. Moreover, the stopping criterion for (1) is defined as

\[
\|u^{k+1} - u^k\| < 10^{-11}.
\]

For efficiently implementing the tested algorithms, by selecting out from a great number of different values, we empirically choose the specific parameter settings as follows.
• PDA: \( r = \sqrt{\rho(A^T A) + 0.1} \) and \( r = \sqrt{\rho(A^T A) + 0.1} \);
• I-IDL-ALM (3.1): \( \beta = 0.01, r = \beta(\rho(A^T A) + 0.1) \) and \( \tau = 0.75, 1.00, 1.20, 1.50 \).

Figure 1: Left column: some classification results solved by the I-IDL-ALM (3.1) with \( \tau = 0.75 \). Right column: the convergence curves of the PDA and the I-IDL-ALM (3.1) with various \( \tau \) for the linear SVM (1) with \( m = 100, 500, 1000 \).
Table 1: Numerical results of the linear SVM (5.1) with different \( m \), solved by the PDA, the I-IDL-ALM (3.1) with various values of \( \tau \).

| \( m \) | PDA \( \tau = 0.75 \) | PDA \( \tau = 1.00 \) | PDA \( \tau = 1.20 \) | PDA \( \tau = 1.50 \) |
|---|---|---|---|---|
| Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU |
| 100 | 3635 | 0.96 | 959 | 0.25 | 1346 | 0.34 | 1784 | 0.45 | 2210 | 0.54 |
| 200 | 4974 | 1.21 | 2286 | 0.56 | 3133 | 0.77 | 3704 | 0.94 | 4442 | 1.12 |
| 300 | 10106 | 2.45 | 6963 | 1.87 | 8283 | 2.24 | 9639 | 2.62 | 11743 | 3.20 |
| 400 | 11102 | 3.56 | 8713 | 2.78 | 10410 | 3.34 | 11866 | 3.79 | 14815 | 4.82 |
| 500 | 9640 | 3.02 | 7729 | 2.51 | 9491 | 3.07 | 11041 | 3.61 | 13073 | 4.31 |
| 600 | 10548 | 3.44 | 8859 | 2.93 | 11024 | 3.64 | 12789 | 4.14 | 15308 | 5.18 |
| 700 | 11388 | 3.83 | 9859 | 3.31 | 12432 | 4.10 | 14397 | 4.85 | 17413 | 5.76 |
| 800 | 11592 | 3.80 | 9715 | 3.22 | 11196 | 3.70 | 13519 | 4.42 | 17006 | 5.75 |
| 900 | 12305 | 4.17 | 10179 | 3.31 | 11602 | 3.77 | 15027 | 5.10 | 19380 | 6.31 |
| 1000 | 12861 | 4.18 | 9326 | 3.00 | 13857 | 4.52 | 16984 | 5.54 | 21120 | 7.06 |
| 2000 | 32414 | 10.99 | 28580 | 9.64 | 36243 | 12.23 | 41925 | 14.33 | 50770 | 18.28 |

In Table 1, iteration numbers (“Iter”) and computational time (“CPU”) are reported for various settings of total data number \( m \). As can be seen easily, the new algorithm (3.1) needs both the less required iteration numbers and computing time for a smaller regularization factor \( \tau \). In particular, the in-depth choice of \( \tau = 0.75 \) is experimentally shown to be optimal, and it saves up to 25% iterations compared with the baseline choice of \( \tau = 1 \). We also see from Table 1 that the new algorithm (3.1) with \( \tau = 0.75 \) outperforms the influential PDA experimentally, which further shows the efficiency of the proposed method. To further visualize the numerical results, in Figure 1, we show the computational classification results of the new algorithm (3.1) with \( \tau = 0.75 \) and plot the convergence curves of the tested algorithms for 100, 500 and 1000 training date sets, respectively. It can be seen again from Figure 1 that the new algorithm (3.1) has a steeper convergence curve for a smaller factor \( \tau \).

### 5.2 Potts model-based image segmentation

During recent years, convex optimization has been developed as an efficient and powerful tool to image segmentation [7, 8, 23, 35] with provable convergence. In this subsection, we consider the convex-relaxed Potts model for multiphase image segmentation

\[
\min_{u_i(x) \geq 0} \left\{ \sum_{i=1}^{m} \int_{\Omega} u_i(x) \rho(l_i, x) + \alpha |\nabla u_i(x)| dx \middle| \sum_{i=1}^{m} u_i(x) = 1 \right\},
\]

where \( \alpha > 0 \) is the weight parameter for the regularization term of the total perimeter of all segmented regions, and \( \rho(l_i, x) \) \( (i = 1, \ldots, m) \) are used to evaluate the cost of assigning the label \( l_i \) to the specified position \( x \). To avoid directly tackling the complicated pixel-wise simplex constraints on the labeling functions \( u_i(x) \), \( i = 1, \ldots, m \), and the non-smooth total-variation (TV) term (see [30]) in (5.3), we exploited its equivalent dual optimization model
introduced in [34], namely the continuous max-flow model:

\[
\begin{align*}
\max_{p_s, p_i} & \int_\Omega p_s(x) dx \\
\text{s.t.} & \quad \text{Div } q_i(x) - p_s(x) + p_i(x) = 0, \ i = 1, 2, \ldots, m; \\
& \quad |q_i(x)| \leq \alpha, \ p_i(x) \leq \rho(l_i, x), \ i = 1, 2, \ldots, m,
\end{align*}
\]  

(5.4)

where \(p_s(x)\) and \(p_i(x)\) \((i = 1, \ldots, m)\) denote the source flow and the sink flow respectively, and the linear equality constraints are the so-called flow balance conditions of the continuous max-flow model. The optimized labeling functions \(u_i(x)\) \((i = 1, \ldots, m)\) by the convex relaxed Potts model are just the multipliers to the linear equality constraints in (5.4). We follow the variational analysis as in [33, 34], where the linear inequality constraints \(p_i(x) \leq \rho(l_i, x)\) \((i = 1, \ldots, m)\) of (5.4) are nothing but associated with \(u_i(x) \geq 0\), then we can omit both the flow variables \(p_i(x)\) and their related linear inequalities so as to fix non-negative labeling functions \(u_i(x) \geq 0\) directly. This largely saves computational complexities and therefore results in a new abbreviated version of the continuous max-flow model (5.4) as follows:

\[
\begin{align*}
\min_{p_s, q} & \int_\Omega -p_s(x) dx \\
\text{s.t.} & \quad \text{Div } q_i(x) - p_s(x) \geq -\rho(l_i, x), \ i = 1, 2, \ldots, m; \\
& \quad |q_i(x)| \leq \alpha, \ i = 1, 2, \ldots, m.
\end{align*}
\]  

(5.5)

It is easy to observe that the above simplified continuous max-flow model (5.5) can be equally written as [1,1] in that

\[
\begin{align*}
\min_{p_s, q} & \int_\Omega -p_s(x) dx + I_C(q(x)) \\
\text{s.t.} & \quad \text{Div } q_i(x) - p_s(x) \geq -\rho(l_i, x), \ i = 1, 2, \ldots, m,
\end{align*}
\]  

(5.6)

where \(I_C(q(x))\) is the convex characteristic function of the convex set \(C := \{|q_i(x)| \leq \alpha, \ i = 1, 2, \ldots, m\}\).

After discretization, the linearly inequality-constrained convex minimization model (5.6) can be essentially written as

\[
\min_{p_s, q} -1^T p_s + I_C(q) \quad \begin{array}{c}
\theta(p_s, q)
\end{array}
\]

subject to the following linear inequality constraints

\[
\begin{pmatrix}
-I \\
-I \\
\vdots \\
-I
\end{pmatrix}
\begin{pmatrix}
p_s(x) \\
p_i(x) \\
0
\end{pmatrix}
+ \begin{pmatrix}
\text{Div} \\
\text{Div} \\
0
\end{pmatrix}
\begin{pmatrix}
q_1(x) \\
q_i(x) \\
q_m(x)
\end{pmatrix}
\geq \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]

\[
\begin{pmatrix}
\rho(l_1, x) \\
\rho(l_2, x) \\
\rho(l_m, x)
\end{pmatrix}
\]

The associated matrix \(A\) of (5.6) is thus specified as

\[
\begin{pmatrix}
-I & \text{Div} & 0 & \cdots & 0 \\
-I & 0 & \text{Div} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-I & 0 & 0 & \cdots & \text{Div}
\end{pmatrix}, \quad \text{and } AA^T = \begin{pmatrix}
I - \Delta & I & \cdots & I \\
I & I - \Delta & \cdots & I \\
\vdots & \vdots & \ddots & \vdots \\
I & I & \cdots & I - \Delta
\end{pmatrix}.
\]
Applied the I-IDL-ALM (3.1) to (5.6), the resulting scheme is
\[
\begin{align*}
\bar{u}^k_i &= [u^k_i - \beta(-p^k_i + \rho(l_i) + \nabla q^k_i)]_+ , \; i = 1, \ldots, m, \\
p^{k+1}_s &= p^k_s + \frac{1}{\tau}(1 - \sum_{i=1}^n \bar{u}^k_i), \\
q^{k+1}_i &= \mathcal{P}_C(q^k_i + \frac{\nabla^T \bar{u}^k_i}{\tau}), \; i = 1, \ldots, m, \\
u^{k+1}_i &= \bar{u}^k_i + \beta\{p^{k+1}_s - p^k_s + \nabla q^k_i - q^{k+1}_i\}, \; i = 1, \ldots, m.
\end{align*}
\] (5.7)

To simulate, we follow the package developed by the authors of [34] (all the codes and image data are available at https://www.mathworks.com/matlabcentral/fileexchange/34224-fast-continuous-max-flow-algorithm-to-2d-3d-multi-region-image-segmentation), and the stopping criterion for (5.6) is defined as
\[
\text{ADE}(k) := \frac{\|u^{k+1} - u^k\|}{\text{size}(u)} < 10^{-7},
\]
where “ADE” is short for the average of dual error. In addition, as analyzed in [32], we have \(\rho(A^TA) \leq (8 + m)\) for the 2D image and \(\rho(A^TA) \leq (12 + m)\) for the 3D image in the convex relaxed Potts model (5.6). To implement the tested algorithms efficiently, by selecting out from a number of various values, we choose the concrete parameter settings as follows.

- For the case \(m = 2\), i.e., the foreground-background image segmentation:
  - PDA: \(r = 3\) and \(s = 9.1/r\) for 2D image, and \(r = 10\) and \(s = 13.1/r\) for 3D image;
  - I-IDL-ALM (3.1): \(\beta = 0.3\), \(r = 9.1\beta\) and \(\tau = 0.75, 1.00, 1.20, 1.50\) for 2D image, and \(\beta = 1.0\), \(r = 9.1\beta\) and \(\tau = 0.75, 1.00, 1.20, 1.50\) for 3D image;
- For the case \(m = 4\), i.e., the four-phases image segmentation:
  - PDA: \(r = 2\) and \(s = 12.1/r\) for 2D image, and \(r = 2\) and \(s = 16.1/r\) for 3D image;
  - I-IDL-ALM (3.1): \(\beta = 0.4\), \(r = 12.1\beta\) and \(\tau = 0.75, 1.00, 1.20, 1.50\) for 2D image, and \(\beta = 0.2\), \(r = 16.1\beta\) and \(\tau = 0.75, 1.00, 1.20, 1.50\) for 3D image.

5.2.1 Numerical experiments on foreground-background image segmentation

The foreground-background image segmentation aims to partition the given image into two regions of foreground and background, i.e., two labels.

In Table 2, iteration numbers (“Iter”) and computational time (“CPU”) are reported for 2D and 3D foreground-background image segmentation. Again, it can be seen easily that the new algorithm (3.1) converges faster with a small regularization quadratic terms, and that the in-depth choice \(\tau = 0.75\) is experimentally shown optimal for both the 2D and 3D foreground-background image segmentation. These preliminary numerical results affirmatively verify our theoretical result of the paper, i.e., the relaxation of the regularization term allows a bigger step size to potentially reduce required convergence iterations. In addition, we can discern from Table 2 that the new algorithm (3.1) with \(\tau = 0.75\) performs competitively with the benchmark PDA, which can be further used to demonstrate the efficiency of the new algorithm. The computed segmentation regions in 2D and 3D images are visualized in Figure 2 and Figure 3, respectively.
Table 2: Numerical results of the foreground-background image segmentation with the TV regularization parameters $\alpha = 0.5$ (2D image) and $\alpha = 0.2$ (3D image), respectively, solved by the PDA, the I-IDL-ALM (3.1) with various values of $\tau$.

| Image    | PDA $\tau = 0.75$ | PDA $\tau = 1.00$ | PDA $\tau = 1.20$ | PDA $\tau = 1.50$ |
|----------|-------------------|-------------------|-------------------|-------------------|
|          | Iter   | CPU   | Iter   | CPU   | Iter   | CPU   | Iter   | CPU   |
| 2D image | 212    | 0.70  | 188    | 0.56  | 206    | 0.66  | 213    | 0.67  | 227    | 0.76  |
| 3D image | 115    | 71.34 | 101    | 75.52 | 117    | 87.51 | 130    | 97.64 | 148    | 110.67|

Figure 2: From left to right: the original image and the computed segmentation result solved by the I-IDL-ALM (3.1) with $\tau = 0.75$ (image size: $238 \times 238$).

Figure 3: First row: the original images (the 40-th, 50-th, 60-th, 70-th slice in sagittal view). Second row: the computed segmentation results solved by the I-IDL-ALM (3.1) with $\tau = 0.75$ (image size: $208 \times 112 \times 114$).
5.2.2 Experiments on multiphase image segmentation

Numerical experiments on multiphase (4 labels) image segmentation are also conducted in 2D and 3D cases.

Similar to Section 5.2.1 in Table 3, iteration numbers (“Iter”) and computational time (“CPU”) are reported for 2D and 3D multiphase (4 labels) image segmentation. For new algorithm (3.1), it is easy to see that a smaller value of \( \tau \) results in fewer iterations to render convergence for both 2D and 3D experiments, and the acceleration effect of the I-IDL-ALM (3.1) with the in-depth choice \( \tau = 0.75 \) is obviously shown again. It can be seen again from Table 3 that the proposed (3.1) with \( \tau = 0.75 \) performs competitively with the baseline PDA. Moreover, the computed segmentation regions in 2D and 3D images are visualized in Figure 4 and Figure 5 respectively.

Table 3: Numerical results of the multiphase image segmentation (4 labels) with the TV regularization parameter \( \alpha = 1.0 \) (both for 2D and 3D images), solved by the PDA, the I-IDL-ALM (3.1) with various values of \( \tau \).

| Image   | PDA          | \( \tau = 0.75 \) | \( \tau = 1.00 \) | \( \tau = 1.20 \) | \( \tau = 1.50 \) |
|---------|--------------|-------------------|-------------------|-------------------|-------------------|
|         | Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU |
| 2D image| 168  | 7.24| 141  | 5.21| 166  | 7.90| 194  | 9.98| 231  | 11.85|
| 3D image| 238  | 315.58| 219  | 337.90| 249  | 375.95| 272  | 417.16| 306  | 464.51|

Figure 4: From left to right: the original image and the computed segmentation result solved by the proposed I-IDL-ALM (3.1) with \( \tau = 0.75 \) (4 labels, image size: \( 256 \times 256 \)).

In summary, our observations from these numerical experiments affirmatively demonstrate that the new algorithm (3.1) can converge faster with a smaller regularization term. This numerically validates the theoretical results presented in this study.
Extension

Note that $\rho(A^T A)$ needs to be estimated beforehand when implementing the proposed method (3.1) for a concrete model in the form of (1.1). In this section, we also introduce an indefinite ALM for the studied model (1.1) when $\rho(A^T A)$ is difficult to estimate.

We follow the basic indefinite linearized framework (3.1) and present the new algorithm as follows:

\[
\begin{aligned}
\tilde{\lambda}^k &= [\lambda^k - \beta (Ax^k - b)]_+, \\
x^{k+1} &= \arg \min \left\{ \theta(x) - (\tilde{\lambda}_k)^T A x + (\tau + \delta)\frac{\beta}{2} \|A(x - x^k)\|^2 \mid x \in \mathcal{X} \right\}, \\
\lambda^{k+1} &= \tilde{\lambda}^k + \beta A(x^k - x^{k+1}),
\end{aligned}
\]

in which $\beta > 0$, $\delta > 0$ and $\tau \in (0.75, 1)$. It is clear that the proposed I-IDL-ALM (3.1) is indeed the linearized version of (6.1). Also, for the prototypical ALM (1.4), by ignoring some terms, it can be regrouped as the following scheme:

\[
\begin{aligned}
\tilde{\lambda}^k &= \lambda^k - \beta (Ax^k - b), \\
x^{k+1} &= \arg \min \left\{ \theta(x) - (\tilde{\lambda}_k)^T A x + \frac{\beta}{2} \|A(x - x^k)\|^2 \mid x \in \mathcal{X} \right\}, \\
\lambda^{k+1} &= \tilde{\lambda}^k + \beta A(x^k - x^{k+1}).
\end{aligned}
\]
Clearly, the new algorithm (6.1) has the same computational complexity as the equality ALM (1.4) (or (6.2)); it particularly covers the prototypical ALM (1.4) for the case $\delta + \tau = 1$ when the linearly equality-constrained problem (1.2) is considered; as well as it allows a smaller regularization factor $\delta + \tau \in (0.75, 1)$.

To show convergence of the new algorithm (6.1) for any given $\beta > 0$, $\delta > 0$ and $\tau \in (0.75, 1)$, we first reformulate (6.1) into a prediction-correction method. Similar to Section 3.1, by setting $\tilde{x}^k = x^{k+1}$, the predictor of (6.1) then reads as

$$\begin{cases}
\tilde{\lambda}^k &= \lambda^k - \beta (Ax^k - b) +, \\
\tilde{x}^k &= \arg\min \{ \theta(x) - (\tilde{\lambda}^k)^T Ax + (\tau + \delta) \frac{\beta}{2} \| x - x^k \|^2 \mid x \in X \}.
\end{cases} \tag{6.3}$$

and its corresponding VI-structure satisfies

$$\begin{align*}
\tilde{w}^k &\in \Omega, \quad \theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (w - \tilde{w}^k)^T Q(w^k - \tilde{w}^k), \quad \forall w \in \Omega,
\end{align*} \tag{6.4}$$

Furthermore, the corrector of (6.1) can be recursively rewritten as

$$w^{k+1} = w^k - M(w^k - \tilde{w}^k), \tag{6.5}$$

where

$$M = \begin{pmatrix}
I_n & 0 \\
-\beta A & I_m
\end{pmatrix}. \tag{6.5}$$

Under the assumption that $A$ is full column-rank, $\beta > 0$, $\delta > 0$ and $\tau \in (0.75, 1)$, we can easily verify that,

$$H = QM^{-1} = \begin{pmatrix}
(\tau + \delta)\beta A^T A & 0 \\
0 & \frac{1}{\beta} I_m
\end{pmatrix} > 0,$$

and

$$G = Q^T + Q - M^T HM = \begin{pmatrix}
\delta \beta A^T A & (1 - \tau)\beta A^T A & 0 \\
D_0 & 0 & \frac{1}{\beta} I_m
\end{pmatrix}.$$
7 Conclusions

We present an indefinite linearized ALM for the canonical convex minimization problem with linear inequality constraints, overcoming the calculation difficulty of the core subproblem in the original inequality ALM. To the best of our knowledge, this is the first work to introduce the structure-probed ALM-based scheme for efficiently tackling the canonical convex minimization problem with linear inequality constraints. Under the new algorithmic framework, the recent indefinite linearized ALM for the linearly equality-constrained convex optimization problem can be regarded as its special case. The numerical tests on some application problems, including the support vector machine for classification and continuous max-flow models for image segmentation, demonstrate that the proposed method can converge faster with a smaller regularization term. This study can enrich and extend our knowledge for the inequality version of ALM.
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