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Abstract: This research is devoted to the energy, exergy, and economic analyses and optimization of a heliostat field. The model of the heliostat solar receiver includes detailed geometric factors related to the optical and thermal losses and efficiencies throughout the year. The main parameters of the thermal performance of this system consist of energy and exergy efficiencies, and economic parameters are investigated. By computing the energy, exergy, and economic analysis tools, they are applied for the analysis of performance, and viability of the system’s operating in Tehran City, including the detailed information of the environmental conditions of that location. For optimization purposes, 7 design variables related to geometric specification of the heliostat field are selected and the related lower and upper bonds are selected. Two target functions considered for the optimization are heliostat field exergy efficiency and payback period. The economic feasibility results of this study reveal that the net present value is 58.84 million US$, the payback period is 6.76 years, and the internal rate of return is 0.16. By considering the MOPSO algorithm, the annual mean exergy efficiency is increased from the 30.9% to 34.3% while the heliostat field payback period in reduced from the 6.76 to 4.3 years.
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1. Introduction

The concentrated solar power (CSP) called the solar tower, is one promising technology to utilize solar energy. The CSP solar system is a set of mirrors with the tracking system in different lines; sometimes it is called a heliostat field [1]. This device is the core element in solar technology. The system is based on a set of mirrors rotating on two axes, reflecting and concentrating the sunlight at the top of a spot or tower. There, the sunlight turns into heat with high-temperature, which can be used to produce steam or a hot working fluid for electrical power generation[2, 3]. The thermodynamic and optical assessment of heliostat fields has been extensively reported in the literature[4-6]. The solar collector performance is affected by different types of the reflector and receiver and working fluid. In the application of this device, selecting the proper types of the working fluid, storage systems, and thermal and optical performance of the solar...
receiver are very important parameters [7]. In an experimental study done by Said et al.[5], the effect of the number of mirrors on the optical performance of Fresnel heliostat was investigated. Results of this research showed that by increasing the number of mirrors, the optical efficiency of this type of heliostat was increased too. Since by variation of the number of mirrors from 7 to 9 and 11, the optical performance of this system varied to 20.65%, 27.13%, and 29.13%, respectively. Moreover, the concentration ratio of this device varied from 6.74 to 9.77 due to changing the number of mirrors from 7 to 11.

Eddhibi et al. [8] studied a heliostat field, including different losses like shadowing losses, blocking and atmospheric attenuation, and cosine loss in modeling and simulation. This study's results revealed efficiencies associated with the cosine loss, atmospheric attenuation, and shadowing and blocking losses of 82.41%, 95%, and 92%, respectively. The same investigation was conducted by other research groups, with good results' agreement [9, 10]. The optimization of a heliostat field with specified geometry was done by Talebizadeh et al. [11] to find the best achievement of the heliostat field for the maximum heat absorption of the solar receiver. Results revealed that increasing the height of the tower by 7.7% and reducing the heliostat field by 19.5% lead to about a 4% increase and a 17% decrease of the heliostat field's total efficiency and total area, respectively. The economic optimization of a heliostat field was conducted by Li et al. [12] to obtain the maximum absorbed solar energy per unit cost of the specific heliostat field (Lhasa). In this study, the unit cost of collected energy was evaluated for different parameters including radius of the field, optical parameters of the mirrors, the height of the tower, and the heliostat mirror cost. Results of this optimization showed that increasing the radial distance by 6% leads to an increase of the unit cost of collected energy from 12.49 to 12.98 \(\text{MJ} / g\). In the optimization of a hybrid combined power cycle and the solar dish made by Saghafifar [13], the layout configuration of the heliostat was analyzed for two arrangements. Also, different economic parameters such as net present value (NPV), payback period (PP), levelised cost of electricity (LCoE), and life cycle saving. Knope objective function were investigated for these two configurations. Results of heliostat field optimization showed that the weighted efficiency was 58.6% for the radial–staggered layout and 58.4% for the spiral layout. This study showed that the LCoE for both layouts is close to 34 \$/MW.h.

A new method was applied by Zi and Zhifeng [14] for the PS 10 location in China. In this research, the optical effects of the heliostat were investigated considering a solar tracking system in the field layout. Heliostat field different parameters including mean optical efficiency, cosine efficiency, blocking and shadowing effects, and atmospheric transmission were evaluated annually. A good agreement was obtained when comparing the results of this study with those of the existing heliostat layout. The exergy and thermo-economic study of a solar power plant with a central receiver were conducted by Toro et al. [15]. A thermodynamic and economic evaluation and optimization of this solar power plant were conducted to obtain the best exergy and economic efficiencies of the systems, reducing the exergy destruction and the exergoeconomic cost of the produced power. In other studies [16, 17], different layouts heliostat fields
including the staggered, spiral, and combinations of these two arrangements were investigated and compared. The obtained results from this research showed that the optical efficiency of the spiral layout was better than that of the staggered layout and that even the combined layout has better performance than the staggered arrangement. The energy and exergy evaluation of a system composed of a solar tower for power generation with molten salt as the working fluid was carried out for different operating and design parameters such as the type of power cycle, the direct normal irradiation (DNI), and the concentration ratio [18]. The conclusion of this research revealed that the major exergy destruction happens in the receiver system. Moreover, the results showed thermodynamics efficiency of the receiver and the whole system increased by increasing the concentration ratio and the DNI. It was also concluded that the system thermal efficiency increased if advanced power cycles were used such as reheat and supercritical Rankine cycles [18, 19]. The combination of a solar tower with an energy storage system using molten salt as the operating fluid in Chile was studied by Gallardo et al. [20]. The conclusion of this research revealed the optimal solar power plant in terms of size and configuration operating in Chile. The result was the suggestion of CSP and TES configuration. Results of this combination showed that the specific exergy cost for this system was 65.6 US$/MWh in 2018 and that this cost was estimated as 48.1 US$/MWh in 2030 [20]. The hybrid combination of CSP and TES systems was studied in several similar types of research [21]. Different parameters such as energy efficiency (ENE), exergy efficiency (EXE), and some important economic parameters such as the LCoE for different solar systems and storage units were investigated [22, 23]. Other similar researches have been carried out for the application of different operating fluids such as molten salt, thermal oil, and supercritical carbon dioxide, and inclusion of phase change materials (PCM) to increase the energy storage of the system [23, 24].

2.1. Research gap and innovation

From the previous researches, it can be concluded that although several types of research have been done about the heliostat solar receiver and integration with other systems to produce electricity, heating, and cooling,

No research in literature includes three 3E including energy, exergy, and economic analyzes in the field of solar heliostat alone and optimization with multi-objective particle swarm optimization MOPSO algorithm that considered exergy and economic aspects of this field.

Because the only energy and exergy analyses are not enough to evaluate a system and a comprehensive economic study gives a better view of choosing a system. Also, by configuration optimization of the heliostat field with the MOPSO algorithm, the system can operate with better performance with low expenses. Since no additional sub-systems are added to the heliostat field and only the geometry is changed. For this target, the heliostat solar receiver is modeled considering all the factors related to the optic and thermal losses and efficiencies during 8760 hours a year. In this work, the energy, exergy, and economic analyses of a typical heliostat solar receiver system are conducted. The model is
validated by comparing it with results obtained from the literature. Various key performance parameters such as ENE and EXE, and economic parameters such as PP, NPV, and IRR are evaluated for the system operating in Tehran City. Furthermore, by choosing two target functions (EXE and payback period), the configuration of the heliostat field is optimized.

The main innovative aspects of this study can be summarized as:

- Thermodynamic and economic analyses of a heliostat solar receiver.
- Evaluation of the exergy lost rate for each component of this typical solar receiver.
- Optimization of heliostat field by MOPSO algorithm
- Evaluation and investigation of the key parameters related to the energy and exergy performance, and economic feasibility of this system in Tehran City.

2. Methodology and model

2.1. System and process description

The schematics of the system and process under analysis are illustrated in Figure 1. The heliostat layout is radially staggered. The circulation pump moves the working fluid (Therminol-VP1) into the system. After absorbing heat in the receiver, the working fluid is transferred to the thermal energy storage tank, the stored thermal energy being ready to be used for any useful purpose. The operating fluid convoys the thermal energy from the solar receiver to the storage tank and the storage tank providing a heat source for useful purposes.

Figure 1. Schematics of the system and process under analysis
2.2. Heliostat optic modeling

The solar radiation modeling is described in Appendix A. Figure 2. The layout of heliostat field fundamentals shows the heliostat field layout’s characteristics. A lot of geometrical information is required for the evaluation of how the incident solar radiation in every single heliostat reaches the receiver at the top of the tower.

![Figure 2. The layout of heliostat field fundamentals [25]](image)

The distance between adjacent heliostats centers is the characteristic diameter that can be expressed as [26]:

\[
DM = \sqrt{L_H^2 + L_W^2 + desp}
\]  

where desp denotes the extra separation between adjacent heliostats, and \(L_W\) and \(L_H\) are the width and the height of the heliostat, respectively. In the first zone, the minimum radial increase of the field (\(\Delta R_{\text{min}}\)) is obtained as [26]:

\[
\Delta R_{\text{min}} = DM \cos(30^\circ)
\]  

For the heliostat field first zone, the azimuth angular spacing (\(\Delta az_1\)) is obtained as [26]:

\[
\Delta az_1 = 2\sin^{-1}\frac{DM}{R_1}
\]  

Where \(R_1\) is the radial distance the first row of heliostats from the tower, obtained as [26]:

\[
R_1 = \text{Nhel}_1 \frac{DM}{2\pi}
\]
\( N_{\text{hel}}_1 \) is the number of heliostats in the first row.

The distance between two adjacent mirrors is a function of the radial length from the tower as the layout is radially staggered. Therefore, the farther from the tower the more space between mirrors. If this space is higher than DM, installing an additional heliostat would be possible. When all these spaces have been filled with additional heliostats, the field is settled. For the \( i^{th} \) field, the azimuth angular spacing is obtained as [26]:

\[
\Delta \text{az}_i = \frac{\Delta \text{az}_{i-1}}{2^{i-1}}
\]

The radial distance between the first row of \( i^{th} \) field and the tower (\( R_i \)) can be obtained as [26]:

\[
R_i = 2^{i-1} \left( \frac{\text{DM}}{\Delta \text{az}_i} \right)
\]

and for every line of \( i^{th} \) field, the number of heliostats is expressed as [26]:

\[
N_{\text{hel}}_i = \left( \frac{2\pi}{\Delta \text{az}_i} \right)
\]

For the \( i^{th} \) field, the number of heliostats rows can be obtained [26]:

\[
N_{\text{row}}_i = \left( \frac{R_{i+1} - R_i}{\Delta R_{\text{min}}} \right)
\]

The heliostat optic performance is obtained as [27, 28]:

\[
\eta_{\text{opt}} = \rho \times \eta_{\text{s&b}} \times \eta_{\text{cos}} \times \eta_{\text{spillage}} \times \eta_{\text{at}}
\]

where \( \eta \) denotes efficiency, and subscripts s&b, cos, ref, at, and spillage are respectively shadowing and blocking, cosine, spillage, and atmospheric attenuation. \( \rho \) denotes mirror reflectivity efficiency is considered to be 95% [29].

The cosine efficiency can be obtained by [27, 28]:

\[
\eta_{\text{cos}} = \cos[\arccos \left( \frac{1}{2} \langle \hat{s}, \hat{r} \rangle \right)]
\]

\( \hat{s} \) and \( \hat{r} \) are the unit vector of incident and reflected lights.

The shadowing and blocking efficiency can be considered by the following relation [27, 28]:
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\[ \eta_{s\&b} = 1 - \frac{A_{SH}}{A_{HSR}} \]  

(11)

Subscripts SH means shaded. The method of calculation of \( \eta_{s\&b} \) is explained in Ref. [27].

The atmospheric attenuation efficiency can be expressed as [29]:

\[ \eta_{at} = 0.99321 - 0.0001176d + 1.97 \times 10^{-8}d^2 \quad d < 1000 \text{ m} \]  
\[ \eta_{at} = \exp(-0.0001106d) \quad d > 1000 \text{ m} \]  

(12)

Spillage efficiency can be evaluated as [30]:

\[ \eta_{spillage} = \int_{-r_{ap}}^{r_{ap}} f_1 \times d \]  

(13)

where \( f_1 \) is obtained as [30]:

\[ f_1 = \frac{1}{\sigma_1 \sqrt{2\pi}} \exp \left( - \frac{R^2}{2\sigma^2} \right) \]  

(14)

where \( R \) is the space between the base of the tower and each heliostat, and \( \sigma_1 \) can be evaluated as [30]:

\[ \sigma_1 = \frac{d}{3} \sqrt{\tan^2(\delta_s) + \tan^2(\varepsilon_{surf}) + \tan^2(\varepsilon_{track})} \]  

(15)

where \( \varepsilon_{track} \) and \( \varepsilon_{surf} \) are the errors caused by tracking and angular deviation due to surface defects, which are considered to be equal to 1° and 2°, respectively [30]. \( \delta_s \) denotes solar declination, evaluated in Appendix A.

In Eq. (13) \( r_{ap} \) is the effective size of the receiver opening, which can be obtained as [30]:

\[ r_{ap} = \sqrt{\frac{A_{ap}}{\pi}} \times \cos(\theta_R) \]  

(16)

where \( \theta_R \) denotes the angle between the vertical direction and the reflected irradiation, \( A_{ap} \) means total aperture area, \( \cos(\theta_R) \) being obtained as [30]:

\[ \cos(\theta_R) = \cos(\alpha_s) \times \cos(\varphi) \]  

(17)
where $\varphi$ is latitude and $\alpha_s$ is the angle of solar altitude given in Appendix A.

### 2.3. Energy analysis

The focus of the present study is not on the energy storage subsystem, but on the heliostat and receiver tower system, the steady-state analysis allowing the most relevant searched results. The energy and mass balance equations for each component of the system can be expressed as:

$$0 = m_{in}h_{in} - m_{out}h_{out} + \dot{Q}_{net}$$  \hspace{1cm} (18)

$$0 = m_{in} - m_{out} = 0$$  \hspace{1cm} (19)

where $h$ is the specific enthalpy, subscripts $in$ and $out$ are inlet and outlet streams of the control volume, respectively, and $\dot{Q}_{net}$ is the heat power received by the control volume, which is evaluated as:

$$\dot{Q}_{net} = \dot{Q}_S - \dot{Q}_{loss}$$  \hspace{1cm} (20)

In the heliostat field, the solar energy input can be evaluated as [31]:

$$\dot{Q}_S = \eta_{opt} \alpha A_{ap} G_b$$  \hspace{1cm} (21)

where $A_{ap}$ is the total aperture area, $G_b$ is the solar direct beam irradiation, and $\alpha$ is the absorption factor of the solar receiver. The thermal power losses of the system are evaluated as [32]:

$$\dot{Q}_{loss} = \dot{Q}_{loss, conv} + \dot{Q}_{loss, rad}$$  \hspace{1cm} (22)

where subscripts conv and rad mean convection and radiation heat transfer from the solar receiver to the environment. The radiative thermal power loss can be obtained as [32]:

$$\dot{Q}_{loss, rad} = \sigma \varepsilon_{re} A_{re} (T_{re}^4 - T_{amb}^4)$$  \hspace{1cm} (23)

where $\sigma$ is the Stefan-Boltzman constant, $\varepsilon$ is the receiver surface emissivity, $A_{re}$ is the surface area of the solar receiver, and $T$ is its absolute temperature. Subscript amb means ambient. The convective thermal power loss can be evaluated as [32]:

$$\dot{Q}_{loss, conv} = h_{forced} A_{re} (T_{re} - T_{amb})$$  \hspace{1cm} (24)
A denotes the surface area of the receiver, and T its temperature. $h_{\text{forced}}$ is the forced convection heat transfer coefficient can be obtained as [32]:

$$h_{\text{forced}} = k_m \cdot \frac{\text{Nu}_{\text{forced}}}{D_{\text{re}}}$$  \hfill (25)

where $k_m$ is the air thermal conductivity, and Nu and $D_{\text{re}}$ are the Nusselt number and the solar receiver’s diameter, respectively. For forced convection due to the ambient wind flow over the receiver, the Nusselt number is obtained as [32]:

$$\text{Nu}_{\text{force}} = 0.00239 \cdot \text{Re}^{0.98} + 0.000945 \cdot \text{Re}^{0.98}$$  \hfill (26)

the Reynolds number being evaluated as [32]:

$$\text{Re} = \frac{U_{\text{wind}} D_{\text{re}}}{\nu_m}$$  \hfill (27)

$U_{\text{wind}}$ and $\nu_m$ mean wind speed and kinetic viscosity.

The overall ENE of the proposed system is expressed as:

$$\eta_{\text{energy}} = \frac{Q_{\text{net}} - W_p}{A_{\text{ap}} G_b}$$  \hfill (28)

where subscript $p$ refers to the circulation pump, and $Q_{\text{net}}$ is the net thermal power received by the receiver and $W_p$ is the mechanical power needed for the circulation pump operation, evaluated as

$$W_p = \dot{m}_t \frac{(h_{2s} - h_1)}{\eta_p}$$  \hfill (29)

where $h_{2s}$ is the specific enthalpy of the stream leaving the pump if the pumping process is assumed to be isentropic. The pump efficiency is considered 85%.

### 2.4. Exergy analysis

Exergy is defined as achievable mechanical work when a system reversibly evolves up to be in equilibrium with the ambient contacting it [33, 34]. Exergy analysis can be used to identify and quantify irreversibilities, and thus imperfections, in a system. For a stream, the total specific exergy is expressed as [33, 35]:

$$\text{ex} = (h - h_0) - T_0(s - s_0) + T_0 \sum x_i R_i \ln y_i + \sum x_i \text{ex}_{\text{chi}} + \frac{V^2}{2} + gz$$  \hfill (30)
where $T$ is the absolute temperature, $h$ is the specific enthalpy, and $s$ is the specific entropy. $R_i$ is the particular gas constant of chemical species $i$ in the stream, $e_{x_i}$ its specific chemical exergy, $x_i$ its mass fraction and $y_i$ its molar fraction. $g$, $V$, and $z$ are gravitational acceleration, velocity, , and height, respectively. Subscript 0 refers to the environmental (equilibrium) conditions. Table 1 summarizes the exergy destruction rate (EDR) relations for the main components of the system under analysis.

Table 1. EDR relations for the system main components

| No. | Component       | Exergy destruction rate                                      |
|-----|-----------------|-------------------------------------------------------------|
| 1   | Pump            | $\dot{m}(e_{x_1} - e_{x_2}) + \dot{W}_p$                  |
| 2   | Solar receiver  | $\dot{m}(e_{x_2} - e_{x_3}) + \dot{Q}_{\text{loss}} \left(1 - \frac{T_{\text{amb}}}{T_{\text{re}}}ight)$ |
| 3   | Heliostats      | $G_b A_p \left[1 - \frac{4}{3} \left(\frac{T_{\text{amb}}}{T_{\text{Sun}}}\right) + \frac{4}{3} \left(\frac{T_{\text{amb}}}{T_{\text{Sun}}}\right)^4\right] - \dot{Q}_{\alpha} \left(1 - \frac{T_{\text{amb}}}{T_{\text{hel}}}\right)$ |

The symbols and subscripts in Table 3, are defined earlier. The EXE of the proposed system can be calculated by:

$$\eta_{\text{exergy}} = \frac{Q_{\text{net}} \left(1 - \frac{T_{\text{amb}}}{T_{\text{re}}}\right) - \dot{W}_p}{G_b A_p \left[1 - \frac{4}{3} \left(\frac{T_{\text{amb}}}{T_{\text{Sun}}}\right) + \frac{4}{3} \left(\frac{T_{\text{amb}}}{T_{\text{Sun}}}\right)^4\right]}$$

(31)

where $T_{\text{Sun}}$ is the Sun temperature.

2.5. Economic analysis

Heliostat field, central tower, and receiver are the three main elements of the plant, which are analyzed separately. In what follows, the Z factors are expressed in units of US dollars. The total capital investment of the plant is evaluated as [30, 36, 37]

$$Z_{\text{plant}} = Z_{\text{re}} + Z_{\text{tow}} + Z_{\text{piping}} + Z_{\text{heliostat field}}$$

(32)

In Which, subscripts re, and tow denote receiver and tower. The investment cost of each system component is depicted in Table 2 [13, 30, 38, 39].

Table 2. The investment cost of mirrors, land, wire, and other costs

| No. | Description                      | Cost function | Ref |
|-----|----------------------------------|---------------|-----|
|     |                                  |               |     |
| 10  |                                  |               |     |
1. Heliostat Mirror
   \[ Z_{\text{mirror}} = 126N_{\text{hel}}A_{\text{hel}} \] [13, 30, 38, 39]

2. Wire
   \[ Z_{\text{wire}} = \sum_{i=1}^{100} N_{\text{hel,cell,i}} \left( 0.031r_{\text{cell,i}} + 24 \sqrt{\frac{A_{\text{hel}}}{p_{\text{cell,i}}}} \right) \] [13, 30, 38, 39]
   \[ \rho_{\text{cell,i}} = \frac{N_{\text{hel,cell,i}}A_{\text{hel}}}{A_{\text{cell,i}}} \]

3. Land
   \[ Z_{\text{land}} = 0.62(1.5A_{\text{land}} + 1.8 \times 10^5) \] [13, 30, 38, 39]

4. Tower
   \[ Z_{\text{tow}} = 1.09025 \times 10^6 \exp(0.00879H_{\text{tow}}) \quad H_{\text{tow}} < 120 \text{ m} \] [38, 40]
   \[ Z_{\text{tow}} = 0.78232 \times 10^6 \exp(0.01130H_{\text{tow}}) \quad H_{\text{tow}} > 120 \text{ m} \]

5. Piping
   \[ Z_{\text{piping}} = [3600 \frac{D_{\text{outer}}}{1.31} + 420 \frac{D_{\text{int}}}{0.87}] H_{\text{tow}} + 90000 \frac{D_{\text{int}}}{0.87} \] [30, 36, 37]

6. Receiver
   \[ Z_{\text{re}} = 23500A_{\text{re}} \] [30, 36, 37]

Where \( Z \) is the capital investment, \( D_{\text{outer}} \) and \( D_{\text{int}} \) are the outer and inner diameters of concentric piping. \( N_{\text{hel,cell,i}} \) is the number of heliostats in cell i. \( r_{\text{cell,i}} \) is the receiver-cell’s center distance. Subscript hel and land refer to heliostat and land, respectively [41]. It should be noted that the cells closer to the receiver have more heliostats; however, shorter cables are required for these cells. Wiring cost evaluation starts considering that for the cells of the equal area the density of heliostats is obtained as [13, 17, 39, 41, 42]. The cost of equipment installation is estimated as [43]

\[ Z_{\text{ins}} = 0.2Z_{\text{plant}} \] (33)

Plant’s maintenance costs can be estimated as [30]

\[ Z_{\text{om}} = 0.03Z_{\text{mirror}} + 0.04Z_{\text{tow}} \] (34)

Moreover, during development and building phases, some indirect additional costs must be considered, which can be estimated as [30, 44, 45]

\[ Z_{\text{if}} = 0.05Z_{\text{plant}} \] (35)

Another cost related to unexpected technological/ regulatory issues is evaluated as [30, 44, 45]

\[ Z_{\text{cont}} = 0.1Z_{\text{plant}} \] (36)
At the end of the heliostat field lifetime, the costs of decommissioning can be estimated as [30]:

\[ Z_{\text{dec}} = 0.05 Z_{\text{plant}} \]  

(37)

Concerning the plant operation, labor costs for 20 years of the lifetime of the project need to be considered. The salaries of the labor and required staff are presented in Table 3.

Table 3. Annual salaries and required number of staff of the plant [30]

| Employee                          | Annual salary (US$) | Required number of staff |
|-----------------------------------|---------------------|-------------------------|
| The operator of the control room  | 40000               | \( N_{\text{opr}} \)   |
| Technician of the solar field     | 40000               | \( N_{\text{tec}} \)   |
| Plant engineer                    | 92000               | 1                       |

In Table 3, subscripts opr and tec denote operator and technician, respectively. The number of operators for the control room can be evaluated as [30]:

\[ N_{\text{opr}} = 3 + 2 \left( \frac{A_{\text{hel}} N_{\text{hel}}}{100000} \right) \]  

(38)

and the number of technicians for the solar field as [30]:

\[ N_{\text{tec}} = 1 + 3 \left( \frac{A_{\text{hel}} N_{\text{hel}}}{100000} \right) \]  

(39)

Hence, the total labor cost can be expressed as [30]:

\[ Z_{\text{lab}} = 1.5 \sum_{\text{staff}} \text{sal}_{\text{staff}} N_{\text{staff}} N_{\text{years}} \]  

(40)

where \( N_{\text{staff}} \) is the number of required employees as operators, technicians, and engineers mentioned earlier. \( \text{sal}_{\text{staff}} \) is the annual salary of each employee as detailed in Table 3. \( N_{\text{years}} \) denotes the project lifetime (20 years) [31, 46]. Therefore, the total cost of the heliostat plant is obtained as:

\[ Z_0 = Z_{\text{plant}} + Z_{\text{ins}} + Z_{\text{om}} + Z_{\text{if}} + Z_{\text{cont}} + Z_{\text{dec}} + Z_{\text{lab}} \]  

(41)

The simple payback period (SPP) [31, 46]:

\[ \text{SPP} = \frac{Z_0}{Z_f} \]  

(42)
$Z_0$ is one of the most significant indices for evaluation of a plant, where $Z_f$ is the annual income. The annual cash flow $Z_f$ can be obtained as [31, 46]:

$$Z_f = Y_{heating}k_{heating}$$  \(43\)

where $Y_{heating}$ is the capacity of heating production during a year, and $k_{heating}$ denotes the specific cost of that heating.

The inflation rate effect can be evaluated by [47]:

$$Z_n = Z_0(1 + i)^n$$  \(44\)

In which $n$ is the number of years, $i$ is the inflation rate which is equal to 3.11% [48]. The payback period (PP) is evaluated as [31, 46]:

$$PP = \frac{\ln(Z_f - rZ_0)}{\ln(1 + r)}$$  \(45\)

where $r$ is the discount factor (considered 3% in this study). The total gain from the plant during its lifetime is defined as the net present value, evaluated as [31, 46]:

$$NPV = Z_f \frac{(1 + r)^{N_{years}} - 1}{r(1 + r)^{N_{years}}} - Z_0$$  \(46\)

Another significant economic factor is the internal rate of return, evaluated as [31, 46]:

$$IRR = \frac{Z_f}{Z_0} \left[ 1 - \frac{1}{(1 + IRR)^N} \right]$$  \(47\)

### 3. MOPSO Algorithm

The MOPSO algorithm is one kind of the PSO algorithm to solve multi-objective optimization. The MOPSO and PSO algorithms use an update of the particle location and velocity in the same manner. As it is known in the PSO algorithm, the update for the velocity and location of a particle can be found by calculation of two parameters. These two parameters are the optimal solution that each particle is obtained (individual best), and the optimal solution that the whole population is gained (global best). In the simple version of the PSO algorithm, the position and speed updates can be evaluated by [49, 50]:

---

13
\[ v_{i_d}(t + 1) = w v_{i_d}(t) + r_1 c_1 (P_{i_d} - x_{i_d}(t)) + r_2 c_2 (g_{i_d} - x_{i_d}(t)) \]  \hspace{1cm} (48)

\[ x_{i_d}(t + 1) = x_{i_d}(t) + v_{i_d}(t + 1) \]  \hspace{1cm} (49)

In the above equations, \( a \) and \( d \) are dimensional search space, \( v_{i_d}(t) \), \( x_{i_d}(t) \), \( v_{i_d}(t + 1) \), \( x_{i_d}(t + 1) \), \( P_{i_d} \), \( g_{i_d} \), \( w \), \( c_1 \) and \( c_2 \), and \( r_1 \) and \( r_2 \) are the existing particle velocity, existing particle location, newest particle velocity, newest particle location, the best result that the particle, the best result that the whole population has obtained thus far, inertia weight, acceleration coefficients, and random numbers within the interval \([0,1]\). The MOPSO flowchart is represented in Figure 3.

![Figure 3. The flowchart of the MOPSO algorithm [51]](image)

Two selected objective functions for the optimization are as follows:

Objective I = \( \eta_{\text{exergy}} \)  \hspace{1cm} (50)

Objective II = \( PP \)  \hspace{1cm} (51)

The design variables and the range of them considered in this optimization are depicted in Table 4.
Table 4. The ranges of design variables

| No. | Design variables | Unit | Lower bond | Upper bond |
|-----|------------------|------|------------|------------|
| 1   | L                | m    | 16         | 25         |
| 2   | l                | m    | 6          | 12         |
| 3   | d                | m    | 8          | 14         |
| 4   | H_t              | m    | 100        | 140        |
| 5   | β                | m    | 5          | 30         |
| 6   | R_a              | m    | 2          | 8          |
| 7   | R_H              | m    | 8          | 14         |

4. Results and discussion

The outcomes of the complete 3E analyses of a typical heliostat are presented in this section. It starts with validation of the model (and of its implementation in a MATLAB code) and is followed by the relevant description of the location where the system is operating (Tehran City), ending with the energy, exergy, and economic results and analysis. For that purpose, it is assumed that all the thermal energy reaching the storage tank in Fig. 1 is used daily. In the first step, the solar radiation in each hour is calculated through a year. After it, the amount of solar radiation absorbed by the solar receiver is calculated. Then, considering the energy analysis the outlet temperature of the storage tank is calculated. By calculating the thermodynamic properties in each stream of the system, the exergy evaluation is done. By considering the initial and installation cost and other indirect costs, the economic investigation is done. For the optimization, the two target functions are considered and the Pareto-front figure is presented and the optimization point is selected. For the parametric study, the results of the heliostat field are compared before and after optimization. Input parameters of the heliostat field model are summarized in Table 5 [9, 13, 26, 41, 52-54]. Properties of the working fluid(Therminol VP-1), are tabulated in Table 6 [55].
Table 5. Input parameters of the model

| No. | Parameter          | Unit | Value/definition |
|-----|--------------------|------|------------------|
| 1   | Working fluid      | -    | Therminol VP-I   |
| 2   | L                  | m    | 20               |
| 3   | H<sub>t</sub>      | m    | 120              |
| 4   | d                  | m    | 10               |
| 5   | R<sub>a</sub>      | m    | 4                |
| 6   | R<sub>H</sub>      | m    | 9                |
| 7   | L<sub>H</sub>      | m    | 12.3             |
| 8   | L<sub>W</sub>      | m    | 9.8              |
| 9   | Field zones number | -    | 3                |
| 10  | N<sub>hel</sub>    | -    | 20               |
| 11  | N<sub>tot</sub>    | -    | 1460             |
| 12  | φ                  | Degree | 35.689 N          |
| 13  | L<sub>loc</sub>    | Degree | 51.5 E              |
| 14  | Field layout       | -    | Radial-staggered/spired |
| 15  | l                  | m    | 8                |
| 16  | The additional separation distance between adjacent heliostats | m | 0 |
| 17  | ṁ                  | kg/s | 4.5             |
| 18  | β                  | Degree | 10              |
| 19  | Heliostat vertical distance from the ground | m | 5 |
| 20  | P<sub>1</sub>      | kPa  | 101.3            |

Table 6. Properties of Therminol VP-1 [55]

| No. | Parameter          | Unit | Value/definition |
|-----|--------------------|------|------------------|
| 1   | Composition        | -    | Biphenyl/diphenyl oxide eutectic mixture |
2 Density at 15 ℃ kg/m³ 1069
3 Thermal conductivity at 15 ℃ W/(mK) 0.1367
4 Specific heat at 15 ℃ kJ/(kgK) 1.529
5 Viscosity at 15 ℃ kg/(ms) 0.005051
6 Specific enthalpy at 15 ℃ kJ/kg 4.7
7 Normal boiling point ℃ 257
8 Crystallizing point ℃ 12
9 Average molecular weight kg/kmol 166
10 Maximum bulk temperature ℃ 400
11 Flashpoint PMCC ℃ 110
12 Flashpoint COC ℃ 124

4.1. Model validation

Results from Ref [39] were used for the model validation. The model was implemented in MATLAB, and the data summarized in Table 6 from Ref [39] inserted in the developed code. The comparison between the key parameters of the heliostat solar tower evaluated using the present model (and its implementation) with the data in Table 20 of Ref [39] is made in Table 7. For evaluation of the EXE of the heliostat system, the reference [56] is considered. In that reference, the solar radiation about 800 W/m² and heliostat and central receiver characteristics in Table 1 of that reference are considered. The heliostat field and central receiver EXE’s are calculated about 75.0% and 55.8%, respectively in that reference. So, in general, the EXE of the total heliostat system is about 41% by multiplying these two exergy efficiencies. By inserting the solar radiation and heliostat and central receiver of the reference [56], the total EXE is calculated around 38.9%. The deviation is around 5% which is acceptable in engineering calculation.

| No. | Parameter                                              | Unit   | Model  | Ref [39] | Difference (%) |
|-----|--------------------------------------------------------|--------|--------|----------|----------------|
| 1   | Annual thermal energy provided by the heliostat field  | GWh    | 102.3  | 99.275   | 3              |
| 2   | Heliostat field mean cosine efficiency                  | %      | 85.1   | 83.21    | 2.2            |
| 3   | Heliostat field mean attenuation efficiency            | %      | 94.1   | 95.23    | 1.2            |
| 4   | Heliostat field averaged spillage efficiency          | %      | 94     | 97.68    | 4              |
4.2. Heliostat location

The field is located in Tehran City, Iran, at 35.41° N latitude and 51.19° E longitude [57]. Tehran City is a semi-arid metropolis with very hot summers and cold winters, with eventual snowfall. Based on a yearly average, Tehran City has about 13 daylight hours and 11 hours of sunshine[58, 59][59, 60][59, 60]. As can be seen from Figure 4, the city experiences the maximum and minimum temperatures in July and in January, respectively. The three months with the highest temperatures (by decreasing order) are July, August, and June, and the three months with the lowest temperatures (by increasing order) are January, February, and December. The mean temperature changes from 3.8 °C up to 21.8 °C. Generally, the highest temperature in the city is 36.9 °C, and the lowest temperature is 0.3 °C [60].

![Figure 4. The minimum, maximum, and mean temperatures of the Tehran City](image)

Table 8 summarizes detailed information about annual wind speed in Tehran, categorized by different wind velocity ranges. The annual total amount of wind velocity for each range also can be found. This number means the total number of occurrences of wind flow within each of the wind velocity range along a year. Figure 5 reports the mean wind velocity of Tehran City during a year. As illustrated, the maximum mean wind velocity of about 5.9 m/s occurs in May, and December has the lowest mean wind velocity of about 3.6 m/s. The three months of April, May, and June have the highest mean wind velocities, and August, September, and December have the minimum mean wind velocities.

Table 8. The quantity of wind velocity in the particular ranges for each month in Tehran [61-63]
Figure 5. Mean wind velocity in the Tehran City

Figure 6 presents the solar radiation during January, May, and July 15th. As can be seen, the solar radiations for July and May are close, with a maximum close to 894 W/m$^2$. The highest achievable solar radiation in January is about 641 W/m$^2$. Since January has a late sunrise and early sunset in comparison to May and July, the solar radiation is significantly lower. A typical day of May and July has 13 and 14 hours of solar radiation, respectively.
Figure 6. Solar radiation during the January, May, and July 15th

4.3. Daily energy analysis of the heliostat field

Figure 7 presents the absorbed solar power by the solar receiver, $Q_{abs}$, being the absorbed solar radiation from the heliostats to the solar dish. As depicted, the maximum absorbed solar power of about 70.9 MW belongs to July, followed by 68.1 MW maximum solar power absorbed in May. Similarly, to Figure 5, January has the lowest maximum absorbed solar power of about 45.6 MW.
Figure 7. Absorbed solar power without any losses during January, May, and July 15th.

Figure 8 presents the solar receiver outlet temperature for January, May, and July 15th. For all these three months, this temperature increases when the sun rises, but with different behaviors for each month. The decrease of this outlet temperature begins with the sunset, as no more solar radiation is available and thermal energy losses from the solar receiver become dominant. Although May and July trends are close to each other, the highest outlet temperature of about 490 °C occurs in July. The highest achievable solar receiver outlet temperature for May is about 465 °C, the lowest outlet temperature of about 259 °C belonging to January.
Figure 8. Outlet temperature from the solar receiver during January, May, and July 15th

4.4. Optimization results

Figure 9 shows the Pareto-front curve for variation of objective functions versus decision variables depicted in Table 4. In this figure, the effects of changing the decision variables on objective functions are presented. In the optimized point, the EXE reaches 38.9% and the PP is reduced to 4.3 years. Table 9 shows the optimized decision variables.
Figure 9. The Pareto-front curve

Table 9. The optimized decision variables

| No. | Design variables | Unit | Optimized value |
|-----|------------------|------|-----------------|
| 1   | L                | m    | 17.1            |
| 2   | l                | m    | 6               |
| 3   | d                | m    | 8.1             |
| 4   | H_l              | m    | 100.5           |
| 5   | β                | m    | 6               |
| 6   | R_a              | m    | 2               |
| 7   | R_H              | m    | 8               |
4.5. Parametric study

Figure 10 displays the monthly average heliostat optic efficiency before and after optimization. The maximum optic efficiency of about 56.7% belongs to July, December having the lowest heliostat optic efficiency of about 47.5%. While after optimization, these values reach 59.5% and 49.2%, respectively. It is noticeable that the variation between the minimum and maximum achievable heliostat optic efficiency over a year is not significant. Moreover, the highest heliostat optic efficiency can be obtained in the four months of April, May, June, and July.

![Graph showing heliostat optic efficiency](image)

**Figure 10. Monthly average of the heliostat optic efficiency before/after optimization**

Figure 11 presents the monthly averaged absorbed solar energy for each month before/after optimization. As mentioned before, the $Q_{abs}$ defines solar energy absorbed without any loss. The highest achievable absorbed solar power is about 2.6 TJ which occurs in July, December having the lowest of about 1.1 TJ. The three months of November, December, and January have a low potential for solar energy absorption; on the opposite side, May, June, and July have the highest potential for solar energy absorption. Several reasons can be invoked for lower absorbed solar power in December than in January, such as the heliostat optic efficiency and angle of radiation. By doing optimization, the average solar energy absorbed is improved. This increase is more considerable in hot months than cold ones.
Figure 11. Monthly average absorbed solar energy

Figure 12 exhibits the monthly averaged outlet temperature from the solar receiver for each month before/after optimization. As can be seen, this means temperature reaches a maximum of 274.9 °C in July and a minimum of about 123.6 °C in December before optimization. The highest mean working fluid temperatures occur in May, Jun, and July, November, December, and January having the lowest mean working fluid temperatures. Optimization of the heliostat field improves the outlet temperature of the working fluid. For example, in July the working temperature reaches 322.2 °C (around 17.2%).
Figure 12. Monthly average outlet temperature from the solar receiver

Figure 13 illustrates the monthly average heliostat solar tower ENE before and after optimization. Similar to previously presented results, the maximum ENE of about 49.4% belongs to July, December having the lowest ENE of about 42.6%. Although there is a significant difference in the average net energy absorbed by the solar tower in the July and December months, as depicted in Figure 11, there is a comparatively slight difference of about 16% on the ENE’s. This is due to the solar energy input in the denominator of Eq. (28). As the solar energy input for each month changes, and is at the lowest level in months such as December and January, the reduction of both the numerator and the denominator for these months decreases the corresponding ENE’s difference. After optimization, the ENE is improved. For example, in July, the heliostat field ENE is improved from 49.4% to 53.8%.
Figure 13 shows the monthly averaged heliostat solar tower EXE. The trends in Figures 13 and 14 are similar. July has the highest EXE of about 34.7%, and December the lowest EXE of about 26.2%. The highest EXE is available in the three months of May, June, and July. Since both energy and EXE’s follow the same pattern and only the numerator and denominator of EXE are multiplied with a ratio. Similar to the heliostat field ENE, the heliostat field EXE is promoted.
Figure 14. Monthly averaged heliostat solar tower EXE during a year

Figure 15 shows the annual ENE and EXE of the heliostat solar field before and after optimization. These values before optimization are equal to 46.2% and 30.9%, respectively while the MOPSO optimization algorithm improves these values to 49.9% and 34.4%, respectively.
The results of the economic evaluation and annual ENE and EXE of the heliostat solar tower are summarized in Table 10.

Table 10. Economic results of the heliostat solar field

| No. | Parameter | Unit | Value (Before optimization) | Value (After optimization) |
|-----|-----------|------|------------------------------|-----------------------------|
| 1   | NPV       | US$  | $58.84 \times 10^6           | $63.34 \times 10^6          |
| 2   | SPP       | Year | 6.04                         | 3.8                         |
| 3   | PP        | Year | 6.76                         | 4.3                         |
| 4   | IRR       | –    | 0.16                         | 0.19                        |

From Table 10 it can be concluded that the PP is of 6.76 years, which is slightly higher than SPP. Considering the expected lifetime of 20 years for the system, this indicates the economic viability of the system, not far from that of many other systems for renewable energy capture and conversion. The IRR and NPV are equal to 0.16, and $58.84 \times 10^6$ US$, respectively. Like in all renewable energy systems, it must be emphasized that the real economic results will depend also on the environmental conditions, the most important environmental condition for solar-powered systems being solar radiation. By using the
5. Conclusions

A lot of research has been made in the subject of heliostat solar field integrated with other systems to produce electricity, heating, and cooling. However, no significant research has been conducted concerning the single heliostat solar field, and especially its energy, exergy, and economic analyses. Also, optimization of this field has not been done before. The model of the heliostat field includes a lot of related geometric information leading to the optic characteristics and efficiency of these systems. The whole system energy and exergy performance depends also on the profile of the thermal energy storage, depending on the solar energy capture and the thermal energy use, this depending on the energy use profile. As the focus is on the heliostat system receiver, it is assumed that the net thermal energy is consumed at the same rate as it is captured. The model for evaluation of the energy and exergy performances of these systems includes also the location and environment conditions, a good performance being obtained with the properly designed equipment and operation together with the expected environmental conditions. The economic input data are of major relevance for the evaluation of the economic system’s viability; however, they are only estimating, that can experience considerable unpredictable changes during the system’s lifetime due to reduction in performance caused by depreciation. MOPSO optimization algorithm is carried out for 7 parameters of the heliostat field. Two objective functions including EXE and payback period are considered for this optimization. Once the model and its implementation were validated by comparison with information obtained from the literature, it was for the specific system under analysis when operating in Tehran City. Detailed yearly environment data from Tehran City, with emphasis on the available solar radiation, allows anticipation of the best periods of the system’s operation. Results show that the heliostat optical efficiency presents only slight changes during a year, being maximum in July and minimum in December, and having a yearly average value slightly above 50%. The monthly averaged absorbed solar power, the monthly averaged outlet temperature from the solar receiver, and the monthly averaged net energy absorbed by the solar receiver follow essentially similar patterns along a year, strongly dictated by the net heat received in each month, with maximum value in July and minimum value in December. The monthly averaged solar ENE of the solar tower changes slightly during a year, with a maximum value in July (49.4%) and minimum value in December (42.6%), with an average value close to 46%. The monthly averaged solar exergy efficiency of the heliostat presents more changes than the monthly averaged solar ENE along a year, by the maximum in July (34.7%) and minimum in December (26.2%), with an average value close to 31%. From economic analysis are highlighted a PP is of 6.76 years, slightly higher than the SPP of 6.04 years. These are not far from that of many other systems for renewable energy capture and conversion, indicating the economic viability of the system considering its expected lifetime operation for 20 years. The results of the optimization reveal that the annual average energy rose to 49.9% and the EXE increase to 34.3. Also, the payback period of the heliostat field decrease from 6.76 to 4.3 years.
Nomenclature

Acronyms:

CSP  Concentrated solar power
ENNEnergy efficiency
EXEExergy efficiency
GA  Genetic algorithm
IRR  Internal Rate of Return
LCoELevelised Cost of Electricity
MOPSO Multi-Objective Particle Swarm Optimization
NPVNet Positive Value
PP  Payback Period
PSO Particle Swarm Optimization
SPP  Simple Payback Period

Symbols:

A, B  Constant in equation (5)
A_{ap}  Total aperture area (m²)
A_{cell,i}  Area of cell i (m²)
A_{hel}  Area of one heliostat (m²)
A_{land}  Heliostat field land area (m²)
A_{re}  Solar receiver area (m²)
d  Heliostat - receiver distance (m)
D  Reflected area diameter (m)
D_{re}  Receiver’s diameter (m)
desp  Extra separation between adjacent heliostats (m)
DM  Distance between adjacent heliostats centers (m)
ex  Specific exergy (J/kg)
g  Gravitational acceleration (m/s²)
\( G_b \) Direct normal irradiance (W/m\(^2\))

\( h \) Specific enthalpy (J/kg)

\( H \) Height (m)

\( h_{\text{forced}} \) Forced convection heat transfer coefficient (W/(m\(^2\)K))

\( h_s \) Angle of the solar hour (degrees)

\( k_m \) Thermal conductivity (W/(m.K))

\( l \) Reflector length (m)

\( L \) Height of absorbing area (m)

\( L_H \) Heliostat height (m)

\( L_W \) Heliostat width (m)

\( L_{\text{loc}} \) Location longitude (degrees)

\( L_{\text{st}} \) Local standard meridian (degrees)

\( \dot{m} \) Mass flow rate (kg/s)

\( N \) Number of days of a year in equation (20)

\( \text{Nu} \) Nusselt number

\( N_{\text{hel}} \) Total number of heliostats

\( N_{\text{hel}}_1 \) The number of first zone heliostats in every line

\( N_{\text{helcell}i} \) The heliostats’ number in cell i

\( N_{\text{row}i} \) The number of heliostats rows

\( \dot{Q} \) Heat transfer rate (W)

\( r \) Discount factor

\( R \) Distance between each heliostat and the base of the tower (m)

\( R \) Specific gas constant (J/kg.K)

\( R_a \) Receiver radius (m)

\( R_H \) Receiver height (m)

\( r_{\text{ap}} \) Effective size of receiver opening (m)

\( r_{\text{cell}i} \) Distance of the receiver and the cell center (m)

\( R_i \) Radial distance between the first row of ith field and the tower (m)

\( r_{\text{int}} \) Inner radius of the concentric piping (m)
**Greek symbols:**

\( \alpha \)  
Absorption angle of the solar receiver (degrees)  

\( \beta \)  
Parameter in equation (2)  

\( \beta_{hs} \)  
Angle of rotation of incident solar radiation (degrees)  

\( \delta \)  
Deflection angle (degrees)  

\( \delta_S \)  
Solar declination (degrees)  

\( \varepsilon \)  
Emissivity of a surface  

\( \varepsilon_{surf} \)  
Errors caused by angular deviation  

\( \varepsilon_{track} \)  
Errors caused by tracking  

\( \eta \)  
Efficiency  

\( \theta_R \)  
Angle of received reflected irradiation from heliostat field (degrees)  

\( \theta_S \)  
Angle of solar incidence (degrees)  

\( \theta_z \)  
Angle of solar zenith (degrees)  

\( \lambda_s \)  
Angle between vertical direction and reflected irradiation (degrees)
\( \rho_{\text{cell},i} \) Density of heliostats in cell \( i \)
\( \sigma \) Constant of Stefan-Boltzmann (W/m\( ^2 \).K\( ^4 \))
\( \sigma_i \) Parameter in equation (34)
\( \alpha_s \) Angle of solar altitude (degrees)
\( \varphi \) Latitude angle (degrees)
\( \varphi' \) Solar azimuth angle (degrees)
\( \varphi_S \) Angle of solar azimuth (degrees)
\( \omega \) Sunset hour angle (degrees)
\( \Delta \text{az}_1 \) Azimuth angular spacing (degrees)
\( \Delta R_{\text{min}} \) Minimum radial increase of the field (m)

**Subscripts:**
- 0: environment condition
- abs: absorbed
- amb: ambient
- at: atmospheric attenuation
- ch: chemical
- conv: convection
- cos: cosine
- dec: decommissioning
- hel: heliostat
- i: line \( i \) of the field
- if: indirect factors
- in: inlet stream
- Ins: installation
- lab: labor
- lat: latitude
- min: minimum
- om: operation and maintenance
- opr: operator
Appendix A. Solar radiation modeling

The solar time is evaluated as [64-66]:

\[
\text{Solar time} = \text{Standard time} + E - 4(L_{st} - L_{loc})
\]  

(A.1)

where \( L_{loc} \) is the location longitude, \( L_{st} \) is the local zone time standard meridian, and \( E \) is obtained as [64-66]

\[
E = 229.2(0.000075 + 0.001868\cos\beta - 0.04089\sin2\beta - 0.014615\cos2\beta - 0.032077\sin\beta)
\]  

(A.2)

In Eq. (2) \( \beta \) is equal to \( \frac{(n-1)360}{365} \), where for January first \( n \) is equal to 1. The sunset hour angle is evaluated as [64-66]

\[
\omega = \arccos(\tan(\phi)\tan(\delta))
\]  

(A.3)

where \( \delta \) denotes the angle of deflection and \( \phi \) the location latitude. The angle of deflection \( \delta \) can be evaluated as [25]

\[
\delta = 23.45\sin\left(\frac{360(284 + n)}{365}\right)
\]  

(A.4)

The direct normal irradiance \( G_n \) is obtained as [25]
\[ G_h = A \cos(\theta_z) \exp\left(\frac{-B}{\cos(\theta_z)}\right) \]  

(A.5)

where \( \theta_z \) denotes the angle of solar zenith, and A and B are constants adapted from Ref [25]. These constants are based on the average metrological data during 10 years. The angle of solar zenith can be evaluated as [67]

\[ \theta_z = 90^\circ - \alpha_S \]  

(A.6)

where the \( \alpha_S \) is the solar altitude angle.

The angle of solar altitude is obtained as follows [68]:

\[ \alpha_S = \sin^{-1}\left[\sin(\phi) \cdot \sin(\delta_S) + \cos(h_S) \cdot \cos(\phi) \cdot \cos(\delta_S)\right] \]  

(A.7)

The angle of the solar hour can be expressed as [67]:

\[ h_S = 15^\circ \times (\text{Solar time} - 12) \]  

(A.8)

where solar time defines the time that the sun was shining for a day.

The solar azimuth angle can be obtained as [55]

\[ \phi' = \sin^{-1}\left(\frac{\sin(h_S) \cdot \cos(\delta_S)}{\sin(\theta_z)}\right) \]  

(A.9)

where \( \theta_z \) is the angle of solar zenith. The conditions for the angle of the solar hour can be expressed as follows [55]:

If \( \cos(h_S) \geq \left(\frac{\tan(\delta_S)}{\tan(\phi_{lat})}\right) \), \( \varphi_S = 180^\circ - \phi' \)  

(A.10)

else \( \varphi_S = 180^\circ + \phi' \)  

(A.11)

where \( \varphi_S \) is the angle of surface azimuth.

The angle of surface azimuth is evaluated as [55]:

If \( \varphi_S - \phi' > 0 \), \( \varphi_{surf} = \phi' + 90^\circ \)  

(A.12)
\[
\text{else} \quad \varphi_{\text{surf}} = \varphi' - 90^\circ \tag{A.13}
\]

where subscript surf means surface.
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