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Abstract—Environmental Sound Classification (ESC) is a challenging field of research in non-speech audio processing. Most of current research in ESC focuses on designing deep models with special architectures tailored for specific audio datasets, which usually cannot exploit the intrinsic patterns in the data. However recent studies have surprisingly shown that transfer learning from models trained on ImageNet is a very effective technique in ESC. Herein, we propose SoundCLR, a supervised contrastive learning method for effective environment sound classification with state-of-the-art performance, which works by learning representations that disentangle the samples of each class from those of other classes. Our deep network models are trained by combining a contrastive loss that contributes to a better probability output by the classification layer with a cross-entropy loss on the output of the classifier layer to map the samples to their respective 1-hot encoded labels. Due to the comparatively small sizes of the available environmental sound datasets, we propose and exploit a transfer learning and strong data augmentation pipeline and apply the augmentations on both the sound signals and their log-mel spectrograms before inputting them to the model. Our experiments show that our masking based augmentation technique on the log-mel spectrograms can significantly improve the recognition performance. Our extensive benchmark experiments show that our hybrid deep network models trained with combined contrastive and cross-entropy loss achieved the state-of-the-art performance on three benchmark datasets ESC-10, ESC-50, and US8K with validation accuracies of 99.75%, 93.4%, and 86.49% respectively. The ensemble version of our models also outperforms other top ensemble methods. The code is available at https://github.com/alireza-nasiri/SoundCLR

I. INTRODUCTION

Sound classification has a wide variety of applications in robot navigation [1], surveillance systems [2], alert systems [3], damage monitoring of materials [4], wildlife monitoring [5, 6], and designing autonomous cars [7, 8]. Environmental sounds have much higher variety than speech and this diversity and their noise-like characteristics makes ESC much more challenging than speech recognition. However, in recent years, sound recognition has seen great progress, which is partially due to the availability of large-scaled labeled datasets such as Environmental Sound Classification (ESC-50, ESC-10) [9], and Urbansound8K(US8K) [10]. The other reason is due to the shift from the traditional machine learning methods to deep learning models in the sound analysis tasks [11, 12]. Signal processing and machine learning methods such as matrix factorization [13], [14], dictionary learning [15], Support Vector Machines (SVM) [5], [16], Gaussian Mixture Model (GMM) [17], [18], and K-Nearest Neighbor (KNN) [9], [19], are widely adopted in ESC. However, currently deep learning models mostly consisting of convolutional layers, are achieving the highest accuracies in ESC benchmark studies [20], [21], [22].

More recently, there has been studies that utilize transfer learning to improve ESC with significant improvements [20], [23], [24], [25]. These studies employ the deep fully convolutional models, which are, surprisingly, pre-trained on ImageNet, and fine-tune them using the spectrogram representation of the audio samples. Since spectrograms of the audio events show some kind of local correlation similar to the images, models pre-trained on the large image datasets, perform well in the audio classification too.

In most supervised learning approaches for audio classification, the training is guided by the cross-entropy loss [20], [23], [24], [25]. The cross-entropy loss measures the difference between the output probability distribution and 1-hot encoded label and the model tries to reduce this loss by mapping the samples of the same class to their respective label vector. Since a cross-entropy loss does not explicitly push away the samples of different classes from each other, it can suffer from poor margins between the representations of the samples from different classes [26]. This problem can negatively affect the generalization power of the model. We argue that we can strengthen the training signal by explicitly disentangling the samples of different classes from each other in the representation space. This can be done by introducing another term into the loss function which tries to pull the samples of the same class together while pushing them away from the samples of other classes in the representation space. The supervised contrastive loss [27] can be a suitable candidate for this.

The contrastive loss function which recently made significant progress in self-supervised learning [28], [29], [30], is based on defining positive and negative pairs by which it aims to pull together the samples in the positive pair (different augmented views of the same sample), while pushing away the samples in the negative pair (augmented views of different samples in the dataset). In self-supervised learning, the goal is to create a strong representation for the samples without using the ground-truth labels. By forcing the model to distinguish
the different views of the same sample from the views of other samples, the model learns to focus on the most discriminative features of the samples.

Khosla et al. [27] has introduced a modified version of the contrastive loss for image classification, where the actual labels are employed to generate the positive and negative pairs. In the so-called supervised contrastive loss function, the samples of the same class are being pulled together in the representation space, while being pushed away from the representations of the samples from the other classes. In [27], they propose to train a model using supervised contrastive loss as a feature extractor in the first stage, and then freeze the weights of the model in the second stage and train a shallow classifier on top of it using cross-entropy loss. This model achieves higher accuracy than the same neural network model trained using the cross-entropy loss for image classification. Inspired by this study, here we aim to examine the effect of the supervised contrastive loss for ESC. In this paper, We propose a new framework for ESC by introducing the supervised contrastive loss as the complementary to the cross-entropy loss for ESC. By calculating the training signals using both loss functions simultaneously, we allow the network parameters of the feature extraction model to be adjusted by a stronger signal with a single-stage training process.

In this paper, we propose SoundCLR, a new framework for ESC which is based on strong data augmentation, supervised contrastive loss on the representation space along with the cross-entropy loss on the final output of the model. We show that by adding the cross-entropy loss as a factor to the supervised contrastive loss, we can further separate audio event classes from each other and reach higher accuracy than the exact same models trained by either cross-entropy or supervised contrastive loss alone. Due to the small sizes of environmental sound datasets [9], [10], applying data augmentation techniques is crucial in achieving high accuracy in ESC. Here in addition to applying the common strong data augmentation methods, we introduce a simple but effective masking based data augmentation technique for ESC. Extensive experiments over three common environmental sound benchmark datasets show that our new framework achieves the state-of-the-art performance when compared to existing independent and ensemble models. Also, we show that increasing the number of channels by just triplicating the input mel-spectrograms can improve the accuracy of the classifiers trained on ImageNet.

Our major contributions in this paper are as follows:

1) We propose a new framework for environmental sound classification based on a hybrid loss function consisting of a supervised contrastive loss and a cross-entropy loss. The supervised contrastive loss is applied in the representation space to disentangle the samples of the classes from each other, and the cross-entropy loss is applied on the output of the classifier to map the representation vectors of the samples to their respective ground-truth labels.

2) We build a strong data augmentation pipeline, modifying the input data in both the wave signals and the mel-spectrograms. We show that triplicating input mel-spectrograms when using models pre-trained on ImageNet and random-masking of the mel-spectrograms can significantly improve the results.

3) We show that the deep neural network models trained with our proposed hybrid loss outperform the models with the same architecture, but trained by using only either the cross-entropy loss or the supervised contrastive loss. Also, we show that our model achieves state-of-the-art results on ESC-50, ESC-10 and US8K datasets.

The rest of the paper is organized as: In section II, we briefly review the current approaches for sound classification, and then discuss the cross-entropy and contrastive loss in more details. Section III goes over the different components of our proposed method. Experimental setup and their results are shown in section IV. Finally we conclude the paper in section V.

II. RELATED WORK

A. Environmental Sound Classification

Environmental sound classification (ESC) deals with identifying some of the everyday audio events with varying lengths in a given audio signal. Even though a wide range of machine learning methods are proposed for sound classification [9], [17], [18], the deep learning methods have proven to achieve the best results in this field in recent years.

One of the earliest deep learning models for ESC was introduced by Piczak [24]. He used a 2-D structure, derived from the log-mel features of the audio signal as input to a model with two convolutional layers and two fully connected layers. This small model achieved 64.5% accuracy on ESC-50, and 81.0% on ESC-10, which is an increase of 20.6% for ESC-50 and 7.8% for ESC-10 compared to other traditional machine learning approaches such as random forest [9]. In the following studies, the researchers developed deeper convolutional models which achieve even higher accuracies in ESC [31], [32]. In [32], a model made of a combination of 1-D convolutional layers and fully connected layers extracts the features from the raw waveforms and achieves 71.0% accuracy on ESC-50. Zhu et. al [31] proposed a model with six convolutional layers to extract features from both the raw waves and the spectrograms. They gain accuracy values of 93.75% and 79.1% on ESC-10 and ESC-50, respectively.

Training deep neural networks with millions of parameters needs large amount of data. Current ESC benchmark datasets are considered to be comparatively small in the deep learning paradigm. Applying data augmentation techniques partially addresses this challenge [33], [34], [21]. Salamon et. al extensively studied the effects of data augmentation techniques like time-stretching, pitch-shifting and adding background noise on improving the performance of their proposed CNN model [35]. Zhang et. al proposed using mixup on audio signals to train a model of stacked convolutional and pooling layers [34]. Similar to mixup, between-class learning proposed in [21], mixes signals of the samples from different classes according
to a random ratio, and a deep model of convolutional layers is trained to output the mixing ratio. By outputting the mixing ratio, the model learns the most important features in the sound signal. They achieve accuracy of 84.9%, 91.4%, and 78.3% over three datasets ESC-50, ESC-10, and US8K, respectively.

It is clear that deeper convolutional models and data augmentation can both improve the ESC classification performance. However, the sizes of the common environmental datasets put a constraint on training models with around fifteen convolutional layers. To train deeper models that can potentially achieve better results, transfer learning with models pre-trained on ImageNet has proven to be successful for ESC\cite{20}, \cite{23}. Since spectrograms, which are commonly used to train audio classifiers, show image-like characteristics such as close correspondence between the local points, using the pre-trained models on ImageNet contributes to a better feature-extraction and in turn to a higher classification accuracy. More recently, ESResNet-Attention \cite{20} uses a ResNet-50 model pre-trained on ImageNet with parallel attention blocks for both frequency and time domains. It achieves accuracies of 97\%, 91.5\%, and 85.4\% on ESC-10, ESC-50 and US8K. Also, Palanisamy et. al \cite{23}, studied the performance of different well-known pre-trained models on ImageNet in audio classification. They report the validation accuracies of 90.65\% and 84.76\% on ESC-50 and US8K data sets when they use a single ResNet model. However, their best results come from an ensemble of 5 DenseNet models where they achieve 92.89\% and 87.42\% accuracies on ESC-50 and US8K. They set a new state-of-the-art performance on these datasets.

B. Cross-entropy and Contrastive Loss Functions

All of the classifiers in the previous studies in ESC, use the cross-entropy loss to train their deep neural network models \cite{20}, \cite{21}, \cite{23}, \cite{34}. Cross-entropy loss was introduced to train neural networks with probability outputs \cite{35}, \cite{36}, and now is one of the most commonly used loss functions in classification tasks. This loss function measures the entropy between the actual probability distribution of the samples and the output probability distribution of the model. It can be calculated as:

$$H(p, q) = - \sum_x p(x) \log(q(x))$$  \hspace{1cm} (1)

where $p$ is the true probability distribution and $q$ is the calculated one. By training the model to minimize the cross-entropy loss, the samples in the same class are mapped to the near-by points in the embedding space and the intra-class distances are minimized.

One of the downsides of the cross-entropy loss is the poor margins between the samples of different classes \cite{26}, which reduces the generality of the model trained by this loss function. The poor margins, or low inter-class distances, are related to the fact that there is no term in current loss function to push samples of different classes away from each other in the representation space.

There are a few loss functions proposed to improve the discrimination power of classifiers. Soft nearest neighbor loss \cite{37}, \cite{38}, and triplet loss \cite{39} leverage the euclidean distances among the representation vectors of the samples to separate different classes from each other in the representation space. In both of them, minimizing the loss will force the model to output values which would minimize the intra-class to inter-class distance ratios. The main difference is that in the soft nearest neighbor loss, these distances are calculated among all of the samples present in the batch, where the triplet loss only considers 3 samples at a time: anchor, positive, and negative, where anchor and positive have the same label and the negative sample has a different label.

Another related work is contrastive learning \cite{40}, which has recently seen a lot of progress in the self-supervised learning field \cite{28}, \cite{29}, \cite{30}, \cite{41}. Their main idea is the contrastive loss, which is based on building groups of samples as positives and negatives. It aims to decrease the distances among the representations of the samples in the positive group while increasing the distance among the representations of the samples in negative pairs, away from each other. In self-supervised learning \cite{29}, \cite{41}, \cite{42}, this loss is applied to pull together embeddings of two augmented views of a single data sample at a time, while pushing them away from the augmented views of the other samples. In the supervised version of the contrastive loss proposed by \cite{27}, instead of augmented views of the same sample, the positive pairs are built using samples with the same labels. This is very similar to what the triplet loss calculates. The major distinction is that the triplet loss only uses one negative and one positive pair while in supervised contrastive learning, we can have more than two samples in the positive or the negative group, which improves the training gradients by building a stronger contrast among the multiple samples and then may achieve higher accuracy. The proposed supervised contrastive learning \cite{27} consists of two stages. In the first stage, the supervised contrastive loss is applied to disentangle the samples of the different classes from each other and in the second stage, the model’s parameters are frozen and a classifier is trained on top of the model using the cross-entropy loss. Here, the supervised contrastive loss is introduced as an alternative to the cross-entropy loss. However, it seems that these two loss functions can be applied together as they are complementary to each other, where the representation space is simultaneously divided between the samples of the different classes using the contrastive loss, and the representation vectors are mapped to the ground-truth labels using the cross-entropy loss. In this paper, we investigate whether the contrastive loss can train better models for environmental audio classification and propose a simple framework, in which both contrastive and cross-entropy loss functions are applied together to train a classifier, which achieves higher accuracy than the models trained with either one of these loss functions.
II. PROPOSED METHOD

Figure 1 shows an overview of our three implemented models, where the first model is trained using the cross-entropy loss, the second model is trained using the supervised contrastive loss and the cross-entropy loss in two stages, and finally our proposed hybrid models are trained with both cross-entropy and supervised contrastive loss simultaneously within one stage.

A. Data Augmentation

In the small datasets like ESC-50 and ESC-10, data augmentation plays a big role in improving the performance of deep neural network models. Data augmentation is a collection of deformations applied to the signal that creates a slightly different signal while preserving its ground-truth label. This technique exposes the model to a wider variety of samples of a class and as a result, improves the generalization power of the model.

We design several augmentation techniques to be applied on the audio signals consecutively on both the wave and the spectrogram forms of the audio signals. Because of the randomness of these techniques, the same signal can be augmented differently at each training iteration. Figure 2 shows the order in which the data augmentation processes are applied on the samples. The techniques that we use on the wave form of the audio signals are:

1) Removing Silent Beginning and End: We remove the silent parts from the start and the end of the signals. Some of the environmental sounds have a silent part in at least one end, which does not carry useful information. Removing the silent part allows more variety in the augmented signal, since the non-silent signal can be moved across the time axis more freely.
2) Random Scaling: This is the same technique used in [21], [20]. A random scaling factor is sampled uniformly from $[1.25^{-1}, 1.25]$, and is used for linear interpolation of the wave. This is equivalent to the combined pitch-shifting and time-stretching. We use this method because it only uses the waves and therefore is computationally much cheaper and faster than the time-stretching or pitch-shifting, where two short-time Fourier transforms are needed for each one of them.
3) Random Padding / Random Crop: Removing the silent part and scaling the signal, changes its length. To have signals with uniform lengths, we use the random padding or cropping depending on the length of the modified signal.

After applying these augmentations on the wave form of the audio, we extract the log-scaled mel-spectrograms from the waves. The log-scaled mel-spectrograms are two dimensional features which imitate the human hearing perception and are widely used in audio analysis. We apply another set of augmentations on these spectrograms including:

1) Frequency Masking: We randomly select $f$ segments of the spectrograms in the frequency axis where width of each segment comes uniformly from $[0, F]$. The frequency values in these segments are set to 0.
2) Time Masking: We randomly select $t$ segments of the spectrograms in the time axis where width of each segment is drawn uniformly from $[0, T]$. The frequency values in these segments are set to 0.

In this remainder of this section, we present the different modules of our method in details. We start by specifying our data augmentation techniques in III-A. Then we discuss the characteristics of the three methods that we use to train the classifiers for environmental sounds. In III-B, we go over the details of our baseline model which is trained using the cross-entropy loss. In III-C, we explain the components of our audio classifier trained with the contrastive loss in two steps, and we present our hybrid loss, which uses the contrastive loss to disentangle the representation space while simultaneously using the cross-entropy loss to map the representations to their respective ground-truth labels.
By masking segments of the spectrograms along the time and frequency axes, we are forcing the model to focus more on the temporal-frequency patterns in order to classify them, rather than a specific frequency or temporal value. This is similar to how dropout acts in making the model to not rely on any specific neuron [43].

B. Baseline Model

We use the network model \( f(.) \) to create the representations for the augmented audio samples. We choose ResNet-50 [44] as the representation model in all of our experiments. The output of the final average-pooling layer with 2048 dimensions in the ResNet model is normalized and we refer to it as the representation vectors for the audio samples. The classifier model is composed of a fully connected layer with \( c \) hidden units, where \( c \) specifies the number of the classes in the dataset. This classifier model uses the representation vectors as input, and outputs the probability of the samples belonging to each one of the \( c \) classes. One-hot encoded vectors and cross-entropy loss are used to train the representation model and the classifier in an end-to-end manner. The loss is calculated as:

\[
L_i^{\text{cross-entropy}} = - \sum_i \log(y_i^{\text{logits}}) \quad (2)
\]

where \( y_i^{\text{logits}} \) is the 1-hot encoded ground-truth label for the sample \( i \) and \( y_i^{\text{logits}} \) is the output of the model for that sample.

C. Training Audio Classifiers with Contrastive and Hybrid Loss

Contrastive loss is based on differentiation between positive and negative sample pairs. We want to maximize the similarity between the samples in the positive pairs and minimize the similarity between the samples in the negative pairs. We build the positive and negative pairs based on the labels of the samples, where samples with the same label in the mini-batch create the positives. Since all of the samples with the same label are grouped together, all of the samples in the mini-batch which are not in the same group with a given sample, are considered to be negatives in regard to that sample.

Our supervised contrastive learning model consists of two networks: the representation network, and the projection network. The network \( f(.) \) maps the sample \( x_i \) to the representation vector \( h_i \), where \( h_i = f(x_i) \in \mathbb{R}^D \). Applying the contrastive loss on the representation vectors \( h_i \), because of the high dimensionality of the representation space, does not separate the samples of the different classes from each other. Reducing the dimension of the representation space causes loss of information by shrinking the size of the representation vectors. To prevent shrinking the representation vectors and also to separate the samples of different classes from each other, we use an additional network, which we call the projection network. The projection network \( g(.) \) performs dimension-reduction by linearly mapping the representation vectors to the projection space with lower dimension. \( z_i = g(h_i) \in \mathbb{R}^D \), where \( D < < D \). Our experiments show that applying the contrastive loss on the projection space, improves the performance of the classifier significantly.

We run our experiments by using ResNet-50 as the representation network. Our model, which is a linear fully connected layer, uses the normalized representation vectors to output the projection vectors. The supervised contrastive loss [21], is applied on the normalized projection vectors of the audio signals. Given labels \( Y = \{y_1, y_2, \ldots, y_N\} \) corresponding to samples \( X = \{x_1, x_2, \ldots, x_N\} \), the loss is calculated as:

\[
L_i^{\text{sup-cont}} = - \frac{1}{N_{y_i}} \log \sum_{j=1}^{N_{y_i}} \frac{1}{\tau} \exp \left( \frac{y_i - y_j}{\tau} \right) - \sum_{k=1}^{N} \frac{1}{\tau} \exp \left( \frac{z_i - z_k}{\tau} \right) \quad (3)
\]

where \( N_{y_i} \) is the number of samples in the mini-batch with the same label as \( y_i \), \( 1[y_i = y_j] \in \{0, 1\} \) evaluates to 1 if \( y_i = y_j \), and \( u.v \) measures the cosine similarity between the vectors \( u \) and \( v \) which is calculated as \( u.v = u^T v / ||u|| ||v|| \). The \( N \) refers to the batch size and \( \tau \) is the temperature, which controls the effect of the hard negatives in the training process [45].

After training the representation and the projection networks with the contrastive loss, we freeze \( f(.) \) and train a classifier on the representation vectors, using the cross-entropy loss. In this way, the contrastive and the cross-entropy loss functions are being used to train the model in two separate stages, where the loss signal from the cross-entropy loss does not modify the parameters in the representation model. We believe these two losses can be applied as complementary to each other in one single training stage. In our hybrid approach, we propose to use the supervised contrastive loss to disentangle the repre-
sentations of the samples of a class from the representations of the samples of the other classes, and to use the cross-entropy loss in mapping the logits of the samples of each class to the one-hot encoded vector. We believe that by combining these two loss signals, we can provide a stronger training signal from the representation model, which can lead to a better classification accuracy. Assuming that the cross-entropy loss identifies the similarities between the samples with the same label by mapping them to the same 1-hot encoded vector, and the contrastive loss tries to minimize the intra-class to inter-class distance ratio, combining these two loss signals provides the model with a much more informative signal for the classification task. In this hybrid method, we calculate the loss as:

\[ \mathcal{L}_i = \alpha \mathcal{L}_{i}^{\text{sup-con}} + (1 - \alpha) \mathcal{L}_{i}^{\text{cross-entropy}} \]  

where \( \alpha \) is a hyper-parameter. We show that using this combined loss, results in a faster and better convergence. To run the experiments using this loss function, we add two parallel branches to the output of the embedding network. As shown in Figure 1c, the logits from the last layer of the ResNet-50 are normalized to create the representation vectors. We apply two models in parallel to these vectors. One is the classifier which is a linear fully connected layer that has as many hidden units as the number of the classes and is used to calculate the cross-entropy loss. The other is a projection model with the same architecture as the classifier. The projection layer downsamples the representation vector and normalizes the output in order to calculate the supervised contrastive loss in a more efficient way within a lower dimension space.

IV. Experiments and Results

In this section, we describe the settings for our experiments, evaluate our proposed methods, and compare the results with the other methods in ESC.

A. Datasets

We train and evaluate our models using three publicly available datasets, which are commonly used in environmental sound classification studies. These datasets are ESC-50, ESC-10 [9], and UrbanSound8K [10].

The ESC-50 dataset includes 2000 audio samples (each is 5 seconds long), which are divided equally into 50 classes in 5 folds. Each fold is balanced regarding the number of the samples from different classes. This means that there are 8 samples for each class inside every fold. The classes can be divided into five major categories: animals, natural soundscapes and water sounds, non-speech human sounds, interior/domestic sounds, and exterior/urban sounds. The sampling rate of each audio signal is 44.1 kHz.

The ESC-10 is a subset of ESC-50 with 400 samples in 10 classes. Like ESC-50, the ESC-10 is also divided into five folds. The classes in ESC-10 are dog bark, rain, sea waves, baby cry, clock tick, person sneeze, helicopter, chainsaw, rooster, and fire crackling. The length of each one of the sound samples is 5 seconds.

The UrbanSound8K or in short US8K, has 8732 samples from 10 different classes. The length of the audio clips are different and the maximum length is 4 seconds. The classes are air conditioner, car horn, children playing, dog bark, drilling, engine idling, gun shot, jackhammer, siren, and street music. The sound segments in US8K, have different sampling rates and can be mono or stereo. For the stereo audio segments, we calculate an average of the channels before augmenting the samples.

We use the official split of these three datasets in our experiments.

B. Preprocessing and Data Augmentation

We normalize all of the wave signals into values in the range of [-1, 1]. Then in training, we make the signals go through the data augmentation pipeline described in section III-A. For ESC-10 and ESC-50, we perform the random padding and random crop with the output size of 22500 to include 5 seconds of data. For US8K, this output size is 176400 to have signals with length of 4 seconds which is the maximum length for the audio clips in this dataset.

To calculate the mel spectrograms, we use hamming window with a size of 1024 with 50% overlap and 128 mel-bands. We get the logarithm of the mel-spectrograms to make our features more compatible with the humans hearing sense.

We are augmenting the data in two stages: wave, and spectrogram. We explained the techniques used in each stage in section III-A. To show the contribution of the different modules in our augmentations pipeline, we run experiments on ESC-50 using our baseline model and show the results in Figure 3. Our first experiment is run by randomly initializing ResNet-50, without using any of the data augmentation techniques, and feeding the mel-spectrograms in one channel to the model which achieves an average validation accuracy of 74.6% across all 5 folds of ESC-50. Triplicating the number of channels at this point (not using transfer learning) does not improve the results. By not using the transfer learning, increasing the number of channels just increases the size of the input without providing any extra information to the model and the randomly initialized model cannot utilize this extra redundant information. Initializing the weights of the model with the parameters learnt by training on the ImageNet, increases the average accuracy from 74.6% to 84.6%. This significant rise in the accuracy is due to the correlation among the nearby spectrotemporal values in the spectrograms which is similar to the correlation among the nearby pixels in an image. Since the parameters of the ResNet-50 model that we use as our feature extractor, is trained on images with three channels, to utilize all of the parameters of the model, we present our input in three channels. By simply copying the log-scaled mel-spectrogram values to increase the number of the channels to three. As shown in Figure 3 this simple technique increases the average accuracy value by more than 4%. Each set of the augmentations on the wave signals and mel-spectrograms, as outlined in section III-A and shown in Figure 3, further improve the average accuracy by 1.6% and 1.45%, respectively.
To identify the best parameters for the number of the masked segments \((f \text{ and } t)\) and their maximum-width \((F \text{ and } T)\), we run experiments using values of \{16, 32\} for \(F\) and \{32, 64\} for \(T\), where \(F\) and \(T\) are the maximum width of each frequency and temporal masked segments. To find the best number for the masked segments across the frequency and time axes, we perform a grid-search for \(f, t \in \{0, 1, 2, 3\}\), where \(f\) is number of the masked segments in frequency values and \(t\) is the number of masked temporal segments. Table I shows the accuracy values from running the baseline model on ESC-50. It turns out that the best accuracy for the baseline model happens when \(F = 32, T = 32\) and \(f = 2, t = 1\). Using these settings for masking, improves the accuracy of the baseline model on ESC-50 from 90.2% to 92.1%. We believe that this improvement is caused by forcing the model not to be dependent on any specific spectrotemporal values. Our results show that the frequency masking is comparatively more effective than the temporal masking. This might be in part due to the higher importance of the information in the frequency bands compared to most of the short temporal segments, which forces the model to identify more global patterns in classifying the audio events. Increasing the number of the masked segments beyond two frequency and one temporal segments, eliminates some of the essential information and reduces the overall accuracy of the model.

### TABLE I

| \(F = 16, T = 32\) | \(F = 32, T = 32\) | \(F = 32, T = 64\) |
|-----------------|-----------------|-----------------|
| t = 0 | 90.2 | 90.2 | 90.2 |
| t = 1 | 91.2 | 91.45 | 91.6 |
| t = 2 | 91.35 | 91.7 | 91.8 |
| t = 3 | 91.45 | 91.5 | 91.8 |

### TABLE II

| \(\alpha\) | ESC-50 (%) | ESC-10 (%) | US8K (%) |
|-----------|------------|------------|----------|
| \(\alpha = 0.01\) | 91.85 | 99.25 | 85.03 |
| \(\alpha = 0.25\) | 92.25 | 99.5 | 85.46 |
| \(\alpha = 0.5\) | 93.2 | 99.75 | 85.96 |
| \(\alpha = 0.75\) | 92.8 | 99.25 | 84.94 |
| \(\alpha = 0.99\) | 92.7 | 99.23 | 84.72 |

C. Training Settings

We use ResNet-50 as the representation model in our experiments. The outputs of the final pooling layer with 2048 dimension is normalized to generate the representation vector for each sample. In the baseline model we add a linear fully connected layer with \(h_c\) hidden units where \(h_c\) is the number of the classes in the dataset. The \(h_c = 10\) for ESC-10 and US8K and it is 50 for ESC-50. We train the baseline model using the cross-entropy loss.

In training with supervised contrastive loss, we use a linear projection model with one fully connected layer with linear activation. Based on our experiments using a linear layer with...
TABLE III

RESULTS OF OUR THREE METHODS. THE AVERAGE VALUES SHOWS THE AVERAGE VALIDATION ACCURACIES OF OUR MODELS OVER 5 TIMES TRAINING.

| Model                        | Architecture | Features        | ESC-50 (%) | ESC-10 (%) | US8K (%) |
|------------------------------|--------------|-----------------|------------|------------|----------|
| Human [9]                    | -            | -               | -          | 81.3       | 95.7     |
| Piczak-CNN [24]              | 2 conv + 2 FC layers | Mel-Spectrogram | 64.5       | 90.2       | 73.7     |
| ESResNet-v2 [21]             | 10 conv + 3 FC + 5 max-pooling layers | Raw Wave | 84.7       | 91.3       | 78.3     |
| DeepResNet-Ensemble [23]     | ResNet-50    | Log Spectrogram | 90.8       | 96.75      | 84.9     |
| ResNet-Ensemble [23]         | ResNet-50    | Log Mel-Spectrogram | 91.5     | 97.0       | 85.42    |
| DenseNet-Ensemble [23]       | DenseNet-201 | Log Mel-Spectrogram | 91.52    | -          | 83.31    |
| SoundCLR-Ensemble            | ResNet-50    | Log Mel-Spectrogram | 93.4     | 99.75      | 86.49    |

TABLE IV

COMPARING THE RESULTS OF OUR PROPOSED TRAINING METHOD WITH THE HYBRID LOSS AND OTHER STATE-OF-THE-ART METHODS. IN ORDER TO HAVE A FAIR COMPARISON, WE HAVE SEPARATED THE RESULTS ACHIEVED BY THE SINGLE MODELS FROM THE ENSEMBLE ONES.

| Model                        | Architecture | Features        | ESC-50 (%) | ESC-10 (%) | US8K (%) |
|------------------------------|--------------|-----------------|------------|------------|----------|
| Human [9]                    | -            | -               | -          | 81.3       | 95.7     |
| Piczak-CNN [24]              | 2 conv + 2 FC layers | Mel-Spectrogram | 64.5       | 90.2       | 73.7     |
| ESResNet-v2 [21]             | 10 conv + 3 FC + 5 max-pooling layers | Raw Wave | 84.7       | 91.3       | 78.3     |
| DeepResNet-Ensemble [23]     | ResNet-50    | Log Spectrogram | 90.8       | 96.75      | 84.9     |
| ResNet-Ensemble [23]         | ResNet-50    | Log Mel-Spectrogram | 91.5     | 97.0       | 85.42    |
| DenseNet-Ensemble [23]       | DenseNet-201 | Log Mel-Spectrogram | 91.52    | -          | 83.31    |
| SoundCLR-Ensemble            | ResNet-50    | Log Mel-Spectrogram | 93.4     | 99.75      | 86.49    |
| ResNet-Ensemble [23]         | Ensemble of 5 ResNet-50 | Log Mel-Spectrogram | 92.64    | -          | 87.35    |
| DenseNet-Ensemble [23]       | Ensemble of 5 DenseNet-201 | Log Mel-Spectrogram | 92.89    | -          | 87.42    |
| SoundCLR-Ensemble            | Ensemble of 5 ResNet-50 | Log Mel-Spectrogram | 93.6     | 99.75      | 88.01    |

We use Adam optimizer with a base learning rate of $\alpha=0.01$ for ESC-50 and ESC-10, and $1e-4$ for US8K. We also applied an exponential learning rate decay with a factor of 0.98 and 10 warm-up epochs. To ensure a fair comparison among our models, we use the same hyperparameters in training the baseline, models with supervised contrastive loss, and the hybrid loss.

D. Results of Our Three Models

We run experiments to identify the optimal value for $\alpha$ in Formula 4 from the possible values of \{0.01, 0.25, 0.5, 0.75, 0.99\}. When $\alpha = 0.01$, most of the hybrid loss value comes from the cross-entropy loss, and when $\alpha = 0.99$, the supervised contrastive loss is the dominant
The environmental sound classifiers need to be robust to the noise, since environmental sound recordings usually include several types of background noise. We use white noise signal with normal distribution to study the effect of the noise in our classifiers. These noise signals are created randomly with mean of 0 and different standard deviation values of $1e^{-4}$, $5e^{-4}$, and $1e^{-3}$. We add the noise signals to the audios in the test set. Figure 5 shows the effect of the noise on the performance of our classifiers trained on ESC-50 dataset. This figure shows that the models trained with the supervised contrastive loss are more resistant against the noise and the accuracies of these model decreases slower than the other two models. We think this is due the higher distance between the samples in the representation space of the models trained with the contrastive loss. The contrastive loss is based on increasing the distance among the samples of the different classes and this increased margin contributes to the better performance on the noisy signals.

V. CONCLUSION

In this paper, we introduced SoundCLR, a novel framework based on strong data augmentation and contrastive learning to classify environmental audio events. We introduced the supervised contrastive learning concept into ESC, and showed that our model can achieve state-of-the-art results in ESC by using the contrastive loss to disentangle the samples of the different classes from each other in the representation space, combined with the cross-entropy loss used to map the representation vectors to the output labels. In our proposed method, we demonstrated how the contrastive and cross-entropy loss functions can be used as complementary to each other in audio classification to provide a stronger error signal in training the audio classifiers. Furthermore, we showed how simple data augmentation techniques such as masking and increasing the number of the channels in the input mel-spectrograms can significantly increase the classification accuracy of the model.
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