The virtual element method for linear elastodynamics models. Design, analysis, and implementation

Antonietti, P.F; Manzini, G.; Mourad, H.M.; Verani, M.

MOX, Dipartimento di Matematica
Politecnico di Milano, Via Bonardi 9 - 20133 Milano (Italy)

mox-dmat@polimi.it http://mox.polimi.it
The virtual element method for linear elastodynamics models.
Design, analysis, and implementation

P. F. Antonietti a, G. Manzini b, H. M. Mourad c, and M. Verani d

a MOX, Dipartimento di Matematica, Politecnico di Milano, Italy; e-mail: paola.antonietti@polimi.it

b Group T-5, Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM, USA; e-mail: gmanzini@lanl.gov

c Group T-3, Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM, USA; e-mail: hmourad@lanl.gov

d MOX, Dipartimento di Matematica, Politecnico di Milano, Italy; e-mail: marco.verani@polimi.it

Abstract

We design the conforming virtual element method for the numerical simulation of two dimensional time-dependent elastodynamics problems. We investigate the performance of the method both theoretically and numerically. We prove the stability and the convergence of the semi-discrete approximation in the energy norm and derive optimal error estimates. We also show the convergence in the $L^2$ norm. The performance of the virtual element method is assessed on a set of different computational meshes, including non-convex cells up to order four in the $h$-refinement setting. Exponential convergence is also experimentally seen in the $p$-refinement setting.
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1. Introduction

In recent years, numerical modeling of elastic waves propagation problems through the elastodynamics equation has undergone a constantly increasing interest in the mathematical and geophysics engineering community. One of the first numerical methods was based on finite differences, see, e.g., [8, 75, 97] and [92] for a comprehensive review. Spectral and pseudo-spectral formulations have also been employed for the elastodynamics equation [81, 84, 85, 118]. To improve the geometric flexibility while preserving accuracy, spectral element methods have successfully been applied to the elastodynamics equation, cf. [72, 73, 83, 103, 107]. See, also, [77, 109, 113] for spectral methods on tensor-product grids and the extension to tetrahedral and/or hybrid meshes based on employing nodal (or Lagrangian) basis functions associated to suitable interpolation points. Elastic waves propagation problems have been treated numerically by applying the Discontinuous Galerkin (DG) and the Discontinuos Galerkin Spectral Element method [9, 10, 15, 65, 74, 106] to the displacement formulation and the stress-velocity formulation [71, 82]. High-order DG methods for elastic and elasto-acoustic wave propagation problems have been extended to arbitrarily-shaped polygonal/polyhedral grids [12, 14] to further enhance the geometrical flexibility of the DG approach while guaranteeing low dissipation and dispersion errors.

Studying the elastodynamic behavior of structures with complicated geometrical features is often of interest in many practical situations, e.g., in aerospace and power-generation applications. Traditionally, triangular—and in 3D, tetrahedral—elements have been the only available option when it came to the spatial discretization of such structures. This is problematic because low-order triangles/tetrahedra are known to over-estimate the structure’s stiffness (and hence its natural frequencies and the wave propagation speed within it), especially with nearly-incompressible
materials such as rubber, or in the presence of well-developed (isochoric) plastic flow in metals [58, 68, 112]. In addition, very small triangular elements are often needed to resolve intricate features of the geometry, which then requires a very small time step to be used in view of the CFL stability condition [63]. Polygonal elements can alleviate such difficulties, since they often obviate the need to refine the spatial discretization even in the presence of complicated/intricate geometrical features. This is especially true if the underlying numerical method allows non-convex polygonal elements to be used efficiently, as is the case with the virtual element method (VEM); e.g., see [61].

We are aimed, here, at investigating the use of the virtual element method for numerical modeling wave propagation phenomena in elastic media. To this end, we consider the conforming virtual element method (VEM) that was proved to be successful for simple parabolic and hyperbolic problems [1, 2, 110, 111]. We also mention a first work in this direction, see Ref. [98, 99], where the low-order virtual element method is applied to nonconvex polygonal meshes.

The VEM was originally proposed for solving elliptic boundary-value problems on polytopal meshes in [18, 20]. The central idea is that the basis functions are defined as the solution of a local elliptic partial differential equation and are never explicitly computed in the practical implementation of the method. For this reason, they are dubbed as virtual, and the finite element space of the VEM is called the virtual element space. Instead of computing the basis functions, the VEM uses their elliptic polynomial projections to compute approximate bilinear forms (stiffness and mass matrices) and the continuous linear functional expressing the loading term. Such projections are computable from the degrees of freedom without introducing any further approximation error and are used to decompose the bilinear form at the elemental level into two parts: the consistent term that approximates the stiffness matrix on a given polynomial space and the correction term that ensures stability. As in finite elements, element-level assembly procedures are used to obtain the discrete system of linear equations.

The outline of the paper is as follows. We conclude this introductory section with a subsection reviewing background material for the VEM and a subsection introducing the notation used in this paper. In Section 2 we introduce the model problem and its virtual element approximation. In Section 3 we present the design of the VEM. In Section 4 we discuss the convergence of the VEM and we derive the error estimates. In Section 5 we investigate the performance of the method on a set of suitable numerical experiments. In Section 6 we offer our final remarks and conclusions.

1.1. Background material on the VEM

The VEM was originally developed as a variational reformulation of the nodal mimetic finite difference (MFD) method [29, 36, 48, 88] for solving diffusion problems on unstructured polygonal meshes. A survey on the MFD method can be found in the review paper [87] and the research monograph [30]. The VEM inherits the flexibility of the MFD method with respect to the admissible meshes and this feature is well reflected in the many significant applications that have been developed so far, see, for example, [11, 21–28, 31, 33–35, 38–46, 49, 51, 94, 95, 100, 101, 111, 117]. Moreover, the connection between VEM and finite elements on polygonal/polyhedral meshes is thoroughly investigated in [54, 70, 89], and between VEM and BEM-based FEM method in [53]. The VEM was originally formulated in [20] as a conforming FEM for the Poisson problem. It was later extended to convection-reaction-diffusion problems with variable coefficients in [5, 27]. Meanwhile, the nonconforming formulation for diffusion problems was proposed in [18] as the finite element reformulation of [86] and later extended to general elliptic problems [56], Stokes problem [52], and the biharmonic equation [13, 121].

In the most recent years, a great amount of work has also been devoted to the development of approximation methods for the numerical modeling of linear and nonlinear elasticity problems and materials. VEM for plate bending problems [21, 49] and stress/displacement VEM for plate elasticity problems [16], plane elasticity problems based on the Hellinger-Reissner principle [17], two-dimensional mixed weakly symmetric formulation of linear elasticity [119], mixed virtual element method for a pseudostress-based formulation of linear elasticity [50] nonconforming virtual element method for elasticity problems [120], linear [76] and nonlinear elasticity [66], contact problems [117] and frictional contact problems including large deformations [116], elastic and inelastic problems on polytope meshes [31], compressible and incompressible finite deformations [115], finite elasto-plastic deformations [59, 78, 114], linear elastic fracture analysis [96], phase-field modeling of brittle fracture using an efficient virtual element scheme [6] and ductile fracture [7], crack propagation [80], brittle crack-propagation [79], large strain anisotropic material with inextensive fibers [108], isotropic damage [67], computational homogenization of polycrystalline materials [90], gradient recovery scheme [60], topology optimization [62], nonconvex meshes for elastodynamics [98, 99], acoustic vibration
problem [37], virtual element method for coupled thermo-elasticity in Abaqus [69], a priori and a posteriori error estimates for a virtual element spectral analysis for the elasticity equations [93], virtual element method for transversely isotropic elasticity [105].

1.2. Notation of functional spaces and technicalities

We use the standard definition and notation of Sobolev spaces, norms and seminorms, cf. [4]. Let $k$ be a nonnegative integer number. The Sobolev space $H^k(\omega)$ consists of all square integrable functions with all square integrable weak derivatives up to order $k$ that are defined on the open bounded connected subset $\omega$ of $\mathbb{R}^2$. As usual, if $k = 0$, we prefer the notation $L^2(\omega)$. Norm and seminorm in $H^k(\omega)$ are denoted by $\| \cdot \|_{k,\omega}$ and $| \cdot |_{k,\omega}$, respectively, and $(\cdot, \cdot)_{\omega}$ denote the $L^2$-inner product. We omit the subscript $\omega$ when $\omega$ is the whole computational domain $\Omega$.

Given the mesh partitioning $\Omega_h = \{ P \}$ of the domain $\Omega$ into elements $P$, we define the broken (scalar) Sobolev space for any integer $k > 0$

$$H^k(\Omega_h) = \prod_{P \in \Omega_h} H^k(P) = \{ v \in L^2(\Omega) : v|_P \in H^k(P) \},$$

which we endow with the broken $H^k$-norm

$$\| v \|_{k,h}^2 = \sum_{P \in \Omega_h} \| v \|_{k,P}^2 \quad \forall v \in H^k(\Omega_h), \quad (1)$$

and, for $k = 1$, with the broken $H^1$-seminorm

$$| v |_{1,h}^2 = \sum_{P \in \Omega_h} \| \nabla v \|_{0,P}^2 \quad \forall v \in H^1(\Omega_h). \quad (2)$$

We denote the linear space of polynomials of degree up to $\ell$ defined on $\omega$ by $\mathbb{P}_\ell(\omega)$, with the useful conventional notation that $\mathbb{P}_{-1}(\omega) = \{ 0 \}$. We denote the space of two-dimensional vector polynomials of degree up to $\ell$ on $\omega$ by $[\mathbb{P}_\ell(\omega)]^2$; the space of symmetric $2 \times 2$-sized tensor polynomials of degree up to $\ell$ on $\omega$ by $\mathbb{P}_{\ell,\text{sym}}(\omega)$. Space $\mathbb{P}_\ell(\omega)$ is the span of the finite set of scaled monomials of degree up to $\ell$, that are given by

$$\mathcal{M}_\ell(\omega) = \left\{ \left( \frac{x - x_\omega}{h_\omega} \right)^\alpha \text{ with } |\alpha| \leq \ell \right\},$$

where

- $x_\omega$ denotes the center of gravity of $\omega$ and $h_\omega$ its characteristic length, as, for instance, the edge length or the cell diameter for $d = 1, 2, 3$;
- $\alpha = (\alpha_1, \alpha_2)$ is the two-dimensional multi-index of nonnegative integers $\alpha_i$ with degree $|\alpha| = \alpha_1 + \alpha_2 \leq \ell$ and such that $x^\alpha = x_1^{\alpha_1}x_2^{\alpha_2}$ for any $x \in \mathbb{R}^2$.

We will also use the set of scaled monomials of degree exactly equal to $\ell$, denoted by $\mathcal{M}_\ell^*(\omega)$ and obtained by setting $|\alpha| = \ell$ in the definition above.

Finally, we use the letter $C$ in the error estimates to denote a strictly positive constant whose value can change at any instance and that is independent of the discretization parameters such as the mesh size $h$. Note that $C$ may depend on the constants of the model equations or the variational problem, like the coercivity and continuity constants, or even constants that are uniformly defined for the family of meshes of the approximation while $h \to 0$, such as the mesh regularity constant, the stability constants of the discrete bilinear forms, etc. Whenever it is convenient, we will simplify the notation by using expressions like $x \lesssim y$ and $x \gtrsim y$ to mean that $x \leq Cy$ and $x \geq Cy$, respectively, $C$ being the generic constant in the sense defined above.

2. Model problem and virtual element formulation

We consider an elastic body occupying the open, bounded polygonal domain denoted by $\Omega \subset \mathbb{R}^2$ with boundary denoted by $\Gamma = \partial \Omega$. We assume that boundary $\Gamma$ can be split into the two disjoint subsets $\Gamma_D$ and $\Gamma_N$, so that $\Gamma = \Gamma_D \cup \Gamma_N$ and $\Gamma_D \cap \Gamma_N = \emptyset$. For the well-posedness of the mathematical model, we further require that the
Consider the external load $f \in L^2((0, T); [L^2(\Omega)]^2)$, the boundary function $g_N \in C^1((0, T); [H^1_{0,\Gamma_N}]^2)$, and the initial functions $u_0 \in [H^1_{0,\Gamma_N}(\Omega)]^2$, $u_1 \in [L^2(\Omega)]^2$. For such time-dependent vector fields, we may indicate the dependence on time explicitly, e.g., $f(t) := f(\cdot, t) \in [L^2(\Omega)]^2$, or drop it out to ease the notation when it is obvious from the context.

The equations governing the two-dimensional initial/boundary-value problem of linear elastodynamics for the displacement vector $u : \Omega \times [0, T] \rightarrow \mathbb{R}^2$ are:

$$\rho \ddot{u} - \nabla \cdot \sigma(u) = f \quad \text{in } \Omega \times (0, T),$$  \hspace{1cm} \text{(3)}

$$u = 0 \quad \text{on } \Gamma_D \times (0, T),$$  \hspace{1cm} \text{(4)}

$$\sigma(u) n = g_N \quad \text{on } \Gamma_N \times (0, T),$$  \hspace{1cm} \text{(5)}

$$u = u_0 \quad \text{in } \Omega \times \{0\},$$  \hspace{1cm} \text{(6)}

$$\dot{u} = u_1 \quad \text{in } \Omega \times \{0\}.$$  \hspace{1cm} \text{(7)}

Here, $\rho$ is the mass density, which we suppose to be a strictly positive and uniformly bounded function and $\sigma(u)$ is the stress tensor. In (4) we assume homogeneous Dirichlet boundary conditions on $\Gamma_D$. This assumption is made only to ease the exposition and the analysis, as our numerical method is easily extendable to treat the case of nonhomogeneous Dirichlet boundary conditions.

We denote the space of symmetric $2 \times 2$-sized real-valued tensors by $\mathbb{R}^{2\times2}_{\text{sym}}$ and assume that the stress tensor $\sigma : \Omega \times [0, T] \rightarrow \mathbb{R}^{2\times2}_{\text{sym}}$ is expressed, according to Hooke’s law, by $\sigma(u) = D\varepsilon(u)$, where, $\varepsilon(u)$ denotes the symmetric gradient of $u$, i.e., $\varepsilon(u) = (\nabla u + (\nabla u)^T)/2$, and $D = D(x) : \mathbb{R}^{2\times2}_{\text{sym}} \rightarrow \mathbb{R}^{2\times2}_{\text{sym}}$ is the inverse of the compliance tensor

$$D\tau = 2\mu\tau + \lambda\text{tr}(\tau)\cdot I$$ \hspace{1cm} \text{(8)}

for all $\tau \in \mathbb{R}^{2\times2}_{\text{sym}}$. In this definition, $I$ and $\text{tr}(\cdot)$ are the identity operator and the trace operator; $\lambda$ and $\mu$ are the first and second Lamé coefficients, that we assume to be in $L^\infty(\Omega)$ and nonnegative.

Let $V = [H^1_{1,0}(\Omega)]^2$ be the space of $H^1$ vector valued functions with null trace on $\Gamma_D$. We consider the two bilinear forms $m(\cdot, \cdot), a(\cdot, \cdot) : V \times V \rightarrow \mathbb{R}$ defined as

$$m(w, v) = \int_\Omega \rho w \cdot v \, dV \quad \forall w, v \in V,$$  \hspace{1cm} \text{(9)}

$$a(w, v) = \int_\Omega \sigma(w) : \varepsilon(v) \, dV \quad \forall w, v \in V,$$  \hspace{1cm} \text{(10)}

and the linear functional $F(\cdot) : V \rightarrow \mathbb{R}$ defined as

$$F(v) = \int_\Omega f \cdot v \, dV + \int_{\Gamma_N} g_N \cdot v \quad \forall v \in V.$$  \hspace{1cm} \text{(11)}

The variational formulation of the linear elastodynamics equations reads as: For all $t \in (0, T]$ find $u(t) \in V$ such that for $t = 0$ it holds that $u(0) = u_0$ and $\dot{u}(0) = u_1$ and

$$m(\ddot{u}, v) + a(u, v) = F(v) \quad \forall v \in V.$$  \hspace{1cm} \text{(12)}

As shown, for example, in [104, Theorem 8-3.1], the variational problem (12) is well posed and its unique solution satisfies $u \in C^0((0, T]; V) \cap C^1((0, T]; [L^2(\Omega)]^2)$. The virtual element approximation of problem (12) relies on the virtual element space $V_h^V$, which is a subspace of $[H^1_{1,0}(\Omega)]^2$. Space $V_h^V$ is built upon the scalar conforming space considered in [20]. For the sake of completeness, we briefly review the construction of the scalar space in the next section. Then, we consider the virtual element bilinear forms $m_h(\cdot, \cdot)$ and $a_h(\cdot, \cdot)$, which approximate the bilinear forms $m(\cdot, \cdot)$ and $a(\cdot, \cdot)$, and the virtual element functional...
$F_h(\cdot)$, which approximates the linear functional $F(\cdot)$. The definition of $m_h(\cdot, \cdot)$, $a_h(\cdot, \cdot)$, and $F_h(\cdot)$ and the discussion of their properties is addressed in the next section.

The semi-discrete virtual element approximation of (12) read as: \textit{For all $t \in [0, T]$ find $u_h(t) \in V^h$ such that for $t = 0$ it holds that $u_h(0) = (u_0)_I$, and $u_h(0) = (u_1)_I$, and}\n
\[
m_h(\tilde{u}_h, v_h) + a_h(u_h, v_h) = F_h(v_h) \quad \forall v_h \in V^h.
\]  

Here, $u_h(t)$ is the virtual element approximation of $u$ and $v_h$ the generic test function in $V^h$, while $(u_0)_I$ and $(u_1)_I$ are the virtual element interpolants of the initial solution functions $u(0)$ and $\tilde{u}(0)$, respectively.

Time integration is performed by applying the leap-frog time marching scheme [102] to the second derivative in time $\tilde{u}_h$. To this end, we subdivide the interval $(0, T)$ into $N_T$ subintervals of amplitude $\Delta t = T/N_T$ and at every time level $\tau^n = n\Delta t$ we consider the variational problem:

\[
m_h(u_h^{n+1}, v_h) - 2m_h(u_h^n, v_h) + m_h(u_h^{n-1}, v_h) + \Delta t a_h(u_h^n, v_h) = \Delta t F_h^n(v_h) \quad \forall v_h \in V^h.
\]  

The leap-frog scheme is second-order accurate, explicit and conditionally stable, cf. [102]. It is straightforward to show that these properties are inherited by the fully-discrete scheme (14).

3. Virtual Element Approximation

The VEM proposed in this paper is a vector extension of the VEM previously developed for scalar elliptic and parabolic problems in [5, 18, 20, 56], that we shortly review in this section. First, we introduce the family of mesh decompositions of the computational domain and the mesh regularity assumptions needed to prove the stability and convergence of the method. Then, we formulate the conforming virtual element spaces of various degree $k$ and present the degrees of the freedom that are unisolvent in such spaces. Finally, we present the definition of the virtual element bilinear forms and discuss their properties.

3.1. Mesh definition and regularity assumptions

Let $\mathcal{T} = \{\Omega_h\}_k$ be a family of decompositions of $\Omega$ into nonoverlapping polygonal elements $\mathcal{P}$ with nonintersecting boundary $\partial \mathcal{P}$, center of gravity $x_\mathcal{P}$, two-dimensional measure (area) $|\mathcal{P}|$, and diameter $h_{\mathcal{P}} = \sup_{x, y \in \mathcal{P}} |x - y|$. The subindex $h$ that labels each mesh $\Omega_h$ is the maximum of the diameters $h_{\mathcal{P}}$ of the elements of that mesh. The boundary of $\mathcal{P}$ is formed by straight edges $e$ and the midpoint and length of each edge are denoted by $x_e$ and $h_e$, respectively.

We denote the unit normal vector to the elemental boundary $\partial \mathcal{P}$ by $n_\mathcal{P}$, and the unit normal vector to edge $e$ by $n_e$. Vector $n_\mathcal{P}$ points out of $\mathcal{P}$ and the orientation of $n_e$ is fixed once and for all in every mesh

Now, we state the mesh regularity assumptions that are required for the convergence analysis.

(A0) Mesh regularity assumptions.

- There exists a positive constant $\varrho$ independent of $h$ (and, hence, of $\Omega_h$) such that for every polygonal element $\mathcal{P} \in \Omega_h$ it holds that
  
  (i) $\mathcal{P}$ is star-shaped with respect to a disk with radius $\geq \varrho h_{\mathcal{P}}$;
  
  (ii) for every edge $e \in \partial \mathcal{P}$ it holds that $h_e \geq \varrho h_{\mathcal{P}}$.

Remark 3.1 Star-shapedness property (i) implies that the elements are simply connected subsets of $\mathbb{R}^2$. Scaling property (ii) implies that the number of edges in each elemental boundary is uniformly bounded over the whole mesh family $\mathcal{T}$.

To conclude this section, we note that the above mesh assumptions are very general and, as observed from the first publications on the VEM, see, for example, [20], allow us to formulate the VEM on grids of polygonal elements having very general geometric shapes, e.g., nonconvex elements or elements with hanging nodes. See also the recent work [32] for weaker mesh assumptions.
Fig. 1. The degrees of freedom of the scalar conforming virtual element spaces $V^h_k(P)$ defined on the pentagonal cell $P$ for $k = 1, 2, 3$.

3.2. Virtual element space, degrees of freedom and projection operators

The global virtual element space is defined as

$$V^h_k := \{ v \in V : v|_P \in V^h_k(P) \text{ for every } P \in \Omega_h \}. \quad (15)$$

The construction of the local virtual space is carried out along these three steps: (i) we select the set of degrees of freedom that uniquely characterizes the functions of the local space; (ii) we introduce the elliptic projector onto the subspace of polynomials; (iii) we define the virtual element functions as the solution of a differential problem, also using the elliptic projector.

Let us move to the first step.

– Each virtual element function $v^h$ is uniquely characterized by

  (C1) the values of $v^h$ at the vertices of $P$;

  (C2) the moments of $v^h$ of order up to $k - 1$ on each one-dimensional edge $e \in \partial P$:

$$\frac{1}{|e|} \int_e v^h m \, ds, \quad \forall m \in M_{k-1}(e), \quad \forall e \in \partial P; \quad (16)$$

  (C3) the moments of $v^h$ of order up to $k - 2$ on $P$:

$$\frac{1}{|P|} \int_P v^h m \, ds, \quad \forall m \in M_{k-2}(P). \quad (17)$$

Figure 1 shows the degrees of freedom of the three scalar conforming virtual element spaces defined on a pentagonal cell for $k = 1, 2, 3$. Since we assume that $V^h_k(P) = [V^h_k(P)]^2$, being $V^h_k(P)$ the local scalar conforming virtual space, the degrees of freedom of each component of the vector-valued functions $v^h$ are those described above.

In the second step, we introduce the elliptic projection operator $\Pi^\nabla_k : H^1 \cap C^0(P) \to P_k(P)$, so that the elliptic projection of a function $v^h$ is the polynomial of degree $k$ that satisfies the variational problem given by

$$\int_P \nabla \Pi^\nabla_k v^h \cdot \nabla q_k \, dV = \int_P \nabla v^h \cdot \nabla q_k \, dV \quad \forall q_k \in P_k(P), \quad (18)$$

with the additional condition that

$$\int_{\partial P} \Pi^\nabla_k v^h \, dV = \int_{\partial P} v^h \, dV \quad \text{for } k = 1, \quad (19)$$

$$\int_P \Pi^\nabla_k v^h \, dV = \int_P v^h \, dV \quad \text{for } k \geq 2. \quad (20)$$

The crucial property is that $\Pi^\nabla_k v^h$ is computable using only the information on $v^h$ provided by its degrees of freedom, i.e., the values of the linear functionals (C1)-(C3).
In the third and final step, we define the conforming virtual element space of order \( k \geq 1 \) by
\[
V^h_k(P) := \left\{ v_h \in H^1(P) : v_{h|\partial P} \in C(\partial P), v_{h|e} \in \mathbb{P}_k(e) \ \forall e \in \partial P, \quad \Delta v_h \in \mathbb{P}_k(P), \ (v_h - \Pi^k v_h, \mu_h)_P = 0 \ \forall \mu_h \in \mathbb{P}_k(P) \setminus \mathbb{P}_{k-2}(P) \right\}. \tag{21}
\]

**Remark 3.2** A few remarkable facts characterize these scalar functional spaces:

(i) their definition resorts to the enhancement strategy introduced in [5] for the conforming VEM;

(ii) the degrees of freedom (CI)-C3 are unisolvent in \( V^h_k(P) \), cf. [20];

(iii) the scalar polynomial space \( \mathbb{P}_k(P) \) is a subset of both \( V^h_k(P) \);

(iv) the \( L^2 \)-orthogonal projections \( \Pi^0_k v_h \in \mathbb{P}_k(P) \) and \( \Pi^0_{k-1} \nabla v_h \in [\mathbb{P}_{k-1}(P)]^2 \) are computable for all \( v_h \in V^h \) using only the degrees of freedom of \( v_h \).

From (iv), we readily find that for all \( v_h \in V^h_k \) the \( L^2 \)-orthogonal projections \( \Pi^0_k v_h \in [\mathbb{P}_k(P)]^2 \) and \( \Pi^0_{k-1} \varepsilon(v_h) \in \mathbb{P}^{2 \times 2}_{k-1, \text{sym}}(P) \) are also computable (without any approximation) using only the degrees of freedom of \( v_h \). In particular, the latter one is the solution of the finite dimensional variational problem:
\[
\int_P \Pi^0_{k-1}(\varepsilon(v_h)) : \varepsilon^p \, dV = \int_P \varepsilon(v_h) : \varepsilon^p \, dV \quad \forall \varepsilon^p \in \mathbb{P}^{2 \times 2}_{k-1, \text{sym}}(P), \tag{22}
\]
i.e., the \( L^2 \)-projection of the symmetric gradient \( \varepsilon(v_h) \) onto \( \mathbb{P}^{2 \times 2}_{k-1, \text{sym}}(P) \), that (we recall) is the space of symmetric 2 \times 2-sized tensor-valued polynomials of degree up to \( k - 1 \).

Finally, the degrees of freedom of the global space \( V^h_k \) are provided by collecting all the local degrees of freedom. We note that the value of vertex degrees of freedom is the same for all the elements to which the vertex belongs. Similarly, the value of the edge degrees of freedom at internal edges (i.e., shared by two mesh elements) is the same for the two elements to which this edge belongs. The unisolvency of such degrees of freedom for the global space \( V^h_k \) is an immediate consequence of the unisolvency of the local degrees of freedom for the elemental spaces \( V^h_k(P) \).

### 3.3. Virtual element bilinear forms

In the virtual element setting, we define the bilinear forms \( m_h(\cdot, \cdot) \) and \( a_h(\cdot, \cdot) \) as the sum of elemental contributions, which are denoted by \( m^P_h(\cdot, \cdot) \) and \( a^P_h(\cdot, \cdot) \), respectively:
\[
m_h(\cdot, \cdot) : V^h_k \times V^h_k \rightarrow \mathbb{R}, \quad \text{with} \quad m_h(w_h, v_h) = \sum_{P \in \Omega_h} m^P_h(w_h, v_h),
\]
\[
a_h(\cdot, \cdot) : V^h_k \times V^h_k \rightarrow \mathbb{R}, \quad \text{with} \quad a_h(w_h, v_h) = \sum_{P \in \Omega_h} a^P_h(w_h, v_h). \tag{23}
\]

The local bilinear form \( m^P_h(\cdot, \cdot) \) is given by
\[
m^P_h(v_h, w_h) = \int_P \rho \Pi^0_k v_h : \Pi^0_k w_h \, dV + S^P_m(v_h, w_h), \tag{24}
\]
where \( S^P_m(\cdot, \cdot) \) is the local stabilization term. The bilinear form \( m^P_h \) depends on the orthogonal projections \( \Pi^0_k v_h \) and \( \Pi^0_k w_h \), which are computable from the degrees of freedom of \( v_h \) and \( w_h \), respectively, see the previous section. The local form \( S^P_m(\cdot, \cdot) : V^h_k \times V^h_k \rightarrow \mathbb{R} \) can be any symmetric and coercive bilinear form that is computable from the degrees of freedom and for which there exists two strictly positive real constants \( \sigma_+ \) and \( \sigma_- \) such that
\[
\sigma_+ m^P(v_h, v_h) \leq S^P_m(v_h, v_h) \leq \sigma_- m^P(v_h, v_h) \quad v_h \in \ker(\Pi^0_k) \cap V^h_k(P). \tag{25}
\]
We can define computable stabilizations \( S^P_m(\cdot, \cdot) \) by resorting to the two-dimensional implementations of the effective choices for the scalar case investigated in [64, 91]. The one used in our implementation of the method is discussed in subsection 3.5.

The discrete bilinear form \( m^P_h(\cdot, \cdot) \) satisfies the two fundamental properties:
- **k-consistency**: for all \( v_h \in V_h^k \) and for all \( q \in [P_k(P)]^2 \) it holds
  \[
m^P_h(v_h, q) = m^P(v_h, q);
  \]  
(26)

- **stability**: there exists two positive constants \( \mu_*, \mu^* \), independent of \( h, k \) and \( P \), such that
  \[
  \mu_* m^P(v_h, v_h) \leq m^P_h(v_h, v_h) \leq \mu^* m^P(v_h, v_h) \quad \forall v_h \in V^h_h.
  \]  
(27)

The local bilinear form \( a^P_h(\cdot, \cdot) \) is given by

\[
a^P_h(v_h, w_h) = \int_P D \Pi^0_{k-1}(e(v_h)) : \Pi^0_{k-1}(e(w_h)) \, dV + S^P_h(v_h, w_h),
\]  
(28)

where \( S^P_h(\cdot, \cdot) \) is the local stabilization term. The bilinear form \( a^P_h \) depends on the orthogonal projections \( \Pi^0_{k-1} \nabla v_h \) and \( \Pi^0_{k-1} \nabla w_h \), which are computable from the degrees of freedom of \( v_h \) and \( w_h \), respectively, see the previous section. \( S^P_h(\cdot, \cdot) : V_h^k \times V_h^k \to \mathbb{R} \) and can be any symmetric and coercive bilinear form that is computable from the degrees of freedom and for which there exists two strictly positive real constants \( \sigma_* \) and \( \sigma^* \) such that

\[
\sigma_* a^P(v_h, v_h) \leq S^P_h(v_h, v_h) \leq \sigma^* a^P(v_h, v_h) \quad \forall v_h \in \ker(\Pi^0_k) \cap V^k_h(P).
\]  
(29)

Note that \( S^P_h(\cdot, \cdot) \) must scale like \( \sigma^P(v_h, v_h) \), i.e., as \( O(1) \). We can define computable stabilizations \( S^P_h(\cdot, \cdot) \) by resorting to the two-dimensional implementations of the effective choices for the scalar case investigated in [64, 91]. The one used in our implementations of the method is discussed in subsection 3.5.

The discrete bilinear form \( a^P_h(\cdot, \cdot) \) satisfies the two fundamental properties:

- **k-consistency**: for all \( v_h \in V_h^k \) and for all \( q \in [P_k(P)]^2 \) it holds
  \[
a^P_h(v_h, q) = a^P(v_h, q);
  \]  
(30)

- **stability**: there exists two positive constants \( \alpha_*, \alpha^* \), independent of \( h, k \) and \( P \), such that
  \[
  \alpha_* a^P(v_h, v_h) \leq a^P_h(v_h, v_h) \leq \alpha^* a^P(v_h, v_h) \quad \forall v_h \in V^h_h.
  \]  
(31)

Constants \( \alpha_* \) and \( \alpha^* \) may depend on \( \mu \) and \( \lambda \). See [28, Remark 6.1] for the independence of \( k \).

**Remark 3.3** We will use the stability of both \( m^P_h(\cdot, \cdot) \) and \( a^P_h(\cdot, \cdot) \) to prove that the semi-discrete virtual element approximation is stable in time, i.e., the approximate solution \( u_h(t) \) for all \( t \in [0, T] \) depends continuously on the initial solutions \( u_0 \) and the source term \( f \).

**Remark 3.4** The stability of the symmetric bilinear forms \( m^P_h(\cdot, \cdot) \) and \( a^P_h(\cdot, \cdot) \) implies that both are inner products on \( V^h_h \), and, hence, that they are continuous. In fact, the Cauchy-Schwarz inequality and the local stability of \( m_h \), imply that

\[
m_h(v_h, w_h) \leq \left( m_h(v_h, v_h) \right)^{1/2} \left( m_h(w_h, w_h) \right)^{1/2} \leq \mu^* \left( m(h, v_h) \right)^{1/2} \left( m(h, w_h) \right)^{1/2}
\]  
(32)

\[
\mu^* \|v_h\|_{2, h} \leq \|v_h\| \leq \|v_h\|_{2, h}
\]  
(33)

for all \( v_h \in V^h_h \). Similarly, the Cauchy-Schwarz inequality and the local stability of \( a_h \), imply that

\[
a_h(v_h, w_h) \leq \left( a_h(v_h, v_h) \right)^{1/2} \left( a_h(w_h, w_h) \right)^{1/2} \leq \alpha^* \left( a(v_h, v_h) \right)^{1/2} \left( a(w_h, w_h) \right)^{1/2}
\]  
(34)

for all \( v_h \in V^h_h \).

### 3.4. Approximation of the right-hand side

We approximate the right-hand side (13) of the semi-discrete formulation (and, consequently, (14) of the full discrete formulation) as follows:

\[
F_h(v_h) = \int_{\Omega} f \cdot \Pi^0_{k-2}(v_h) \, dV + \sum_{e \in \Gamma_h} \int_{\Gamma_e} g_N \cdot \Pi^0_{k-1}(v_h) \quad \forall v_h \in V^h_h,
\]  
(34)
where $\Pi^{0,e}_k(v_h)$ is the $L^2$-orthogonal projection of the components of the virtual element vector field $v_h$ on the space of scalar polynomials defined on edge $e$. The linear functional $F_h(\cdot)$ is clearly computable since we have already noted that $\Pi^{0}_k(v_h)$ and $\Pi^{0,e}_k(v_h)$ are computable from the degrees of freedom of $v_h$. Moreover, when $g_N = 0$ using the stability of the projection operator and the Cauchy-Schwarz inequality, we note that

$$|F_h(v_h)| \leq \int_{\Omega} \phi(t) \cdot \Pi^{0}_{k-2}(v_h) \, dV \leq \|\phi(t)\|_{0} \|\Pi^{0}_{k-2}(v_h)\|_{0} \leq \|\phi(t)\|_{0} \|v_h\|_{0} \quad \forall t \in [0, T].$$  (35)

We will use (35) in the proof of the stability of the semi-discrete virtual element approximation.

3.5. The hitchiker’s guide of the VEM for the elastodynamics

In this subsection, we present the implementation details that are practically useful and the basic steps to reduce the implementation of the VEM to the calculation of a few small elemental matrices. In fact, the implementation of the VEM relies on the $L^2$-orthogonal projection matrices for scalar shape functions and their gradients. Their construction can be found, for example, in [22].

We build the mass and stiffness matrices of the VEM by applying definitions (24) and (28) to the vector-valued shape functions generating $V^h_k(P)$. Let $\phi_i$ be the $i$-th “canonical” vector-valued basis function of the global virtual element space $V^h_k$. We define the mass matrix $M = (M_{ij})$ and the stiffness matrix $K = (K_{ij})$ by $M_{ij} = m_h(\phi_i, \phi_j)$ and $K_{ij} = a_h(\phi_i, \phi_j)$, respectively. The stability condition (27) implies that $\|\phi_i\|_0^2 \leq m_h(\phi_i, \phi_i) \leq \|\phi_i\|_0^2$ for every $i$. Therefore, mass matrix $M$ is strictly positive definite (and symmetric) and, hence, nonsingular. Similarly, the stability condition (31) implies that $|\phi_i|^2 \leq a_h(\phi_i, \phi_i) \leq |\phi_i|^2$. Therefore, the stiffness matrix $K$ is non-negative definite (and symmetric).

As discussed in the previous subsections, the virtual element space of two-dimensional vector-valued functions $V_k \in V^h_k(P)$ is built by taking the two components of $v_h$ in the scalar virtual element space $V^h_k$. Let $\phi_i$ be the shape function of $V^h_k(P)$ that is associated with the $i$-th degree of freedom, so that by definition, its $i$-th degree of freedom is equal to one, while all other degrees of freedom are equal to zero. Here, we consider the index $i$ and $j$ (in the next formulas) as running from 1 to $N_{\text{dofs}}$, where $N_{\text{dofs}}$ is the dimension of $V^h_k(P)$. Using this convention, the dimension of the vector virtual element space $V^h_k(P)$ is actually $2N_{\text{dofs}}$. Accordingly, the set of “canonical” shape functions that generate $V^h_k(P)$ is given by vector-valued functions of the form $\phi_i^{\text{up}} = (\phi_i, 0)^T$ and $\phi_i^{\text{down}} = (0, \phi_i)^T$.

For the exposition’s sake, we simplify the notation for the orthogonal projections. More precisely, we use the “hat” symbol over $\phi_i$, e.g., $\hat{\phi}_i$, to denote the $L^2$-projection of $\phi_i$ onto the polynomials of degree $k$. We also denote the partial derivatives of $\phi_i$ along the $x$ and $y$ direction by $\partial_x \phi_i$ and $\partial_y \phi_i$, respectively, and, with a small abuse of notation, their $L^2$-orthogonal projections onto the polynomials of degree $k-1$ by $\hat{\partial}_x \phi_i$ and $\hat{\partial}_y \phi_i$. As discussed previously, all these projections are computable from the degrees of freedom of $\phi_i$, cf. [22, 55].

Let $M = M^c + M^s$ and $K = K^c + K^s$ be the mass and stiffness matrices, that we write as the sum of the consistency term, i.e., matrices $M^c$ and $K^c$, and stability term, i.e., matrices $M^s$ and $K^s$. In the rest of this section, we detail the construction of each one of these four matrix terms.

The splitting of the polygonal shape functions in vector-valued functions like $\phi_i^{\text{up}}$ and $\phi_i^{\text{down}}$, where only one component is actually nonzero, simplifies the expression of the mass matrix significantly. Matrix $M^c$ is, indeed, block diagonal, each block has size $N_{\text{dofs}} \times N_{\text{dofs}}$, and its $(ij)$-th entry is given by

$$M^c_{ij} = \int_P \partial_{x_i} \phi_j \, dV.$$  (36)

Let $\Pi^0_k$ be the projection matrix of the set of scalar shape functions $\{\phi_i\}_{i=1}^{N_k}$. Matrix $\Pi^0_k$ has size $N_k \times N_{\text{dofs}}$, where $N_k$ is the dimension of $\Pi_k(P)$. The coefficients of the expansion of $\phi_i$ on the monomial basis are on the $i$-th columns of $\Pi^0_k$, so that

$$\hat{\phi}_i(x, y) = \sum_{\alpha=1}^{N_k} m_{\alpha}(x, y) (\Pi^0_k)_{\alpha,i}.$$  (37)
The stability matrix used in this work is obtained from the stabilization bilinear form
\[ Q \]
where the stability part of the mass matrix is provided by the formula:
\[ Q_{\alpha,\beta} = \int_P m_\beta(x,y) m_\alpha(x,y) \, dV. \]  
(39)

The equivalent matrix form is
\[ M^c = (\Pi_k^0)^T Q \Pi_k^0. \]  
(40)

The block-diagonal structure above is induced by our choice of using the vector basis functions
\[ \phi_i^{\text{up}} = (\phi_i, 0)^T \] and \[ \phi_i^{\text{down}} = (0, \phi_i)^T \] for the vector basis functions, the stability part of the mass matrix is provided by the formula:
\[ M^c_{ij} = \rho h^2 \sum_{\ell=1}^{2N_{\text{dof}}} \text{dof}_\ell (1 - \Pi_k^0) \phi_{i,j}^{\text{up}} \text{dof}_\ell (1 - \Pi_k^0) \phi_{j,i}^{\text{up}} \]
\[ + \text{dof}_\ell (1 - \Pi_k^0) \phi_{i,j}^{\text{down}} \text{dof}_\ell (1 - \Pi_k^0) \phi_{j,i}^{\text{down}} \]  
(42)

Using \[ \phi_i^{\text{up}} = (\phi_i, 0)^T \] and \[ \phi_i^{\text{down}} = (0, \phi_i)^T \] for the vector basis functions, the stability part of the mass matrix is provided by the formula:
\[ M^c_{ij} = \rho h^2 \sum_{\ell=1}^{2N_{\text{dof}}} \text{dof}_\ell (1 - \Pi_k^0) \phi_{i,j} \text{dof}_\ell (1 - \Pi_k^0) \phi_{j,i} \]  
(43)

The situation is more complex for the stiffness matrix, where the splitting “up – down” induces the \( 2 \times 2 \) splitting:
\[ K^c = \begin{bmatrix} K^c_{\text{up,up}} & K^c_{\text{up,down}} \\ K^c_{\text{down,up}} & K^c_{\text{down,down}} \end{bmatrix}. \]  
(44)

To detail each one of these four submatrices, consider first a generic vector-valued field \( w = (w_x, w_y)^T \). From the standard definition of the tensor fields \( \varepsilon(w) \) and \( \sigma(w) \), we immediately find that:
\[ \varepsilon(w) = \begin{bmatrix} \partial_x w_x & \frac{1}{2} (\partial_x w_y + \partial_y w_x) \\ \frac{1}{2} (\partial_x w_y + \partial_y w_x) & \partial_y w_y \end{bmatrix} \]  
(45)

and, according to (8),
\[ \sigma(w) = \begin{bmatrix} (2\mu + \lambda) \partial_x w_x + \lambda \partial_y w_y & \mu (\partial_x w_y + \partial_y w_x) \\ \mu (\partial_x w_y + \partial_y w_x) & (2\mu + \lambda) \partial_y w_y \end{bmatrix}. \]  
(46)
Then, we take \( \mathbf{w} \in \{ \phi_i^{\text{up}}, \phi_i^{\text{down}} \}_{i=1}^{N_{\text{dof}}} \), so that

\[
\mathbf{e}(\phi_i^{\text{up}}) = \begin{bmatrix} \frac{1}{2} \partial_x \phi_i & 0 \\ \frac{1}{2} \partial_y \phi_i & 0 \end{bmatrix}, \quad \mathbf{e}(\phi_i^{\text{down}}) = \begin{bmatrix} 0 & \frac{1}{2} \partial_x \phi_i \\ \frac{1}{2} \partial_y \phi_i & \partial_y \phi_i \end{bmatrix}
\]

(47)

and

\[
\mathbf{\sigma}(\phi_i^{\text{up}}) = \begin{bmatrix} (2\mu + \lambda) \partial_x \phi_i & \mu \partial_y \phi_i \\ \mu \partial_y \phi_i & \lambda \partial_x \phi_i \end{bmatrix}, \quad \mathbf{\sigma}(\phi_i^{\text{down}}) = \begin{bmatrix} \lambda \partial_y \phi_i & \mu \partial_x \phi_i \\ \mu \partial_x \phi_i & (2\mu + \lambda) \partial_y \phi_i \end{bmatrix}.
\]

(48)

Using such definitions, a straightforward calculation immediately provides us the formulas for the stiffness submatrices:

\[
\begin{align*}
\mathbf{K}_{ij}^{\text{up,up}} &= \int_p \mathbf{\sigma}(\phi_i^{\text{up}}) : \mathbf{e}(\phi_j^{\text{up}}) \, dV = (2\mu + \lambda) \int_p \partial_x \phi_i \partial_x \phi_j \, dV + \mu \int_p \partial_y \phi_i \partial_y \phi_j \, dV, \\
\mathbf{K}_{ij}^{\text{up,down}} &= \int_p \mathbf{\sigma}(\phi_i^{\text{up}}) : \mathbf{e}(\phi_j^{\text{down}}) \, dV = \mu \int_p \partial_y \phi_i \partial_x \phi_j \, dV + \lambda \int_p \partial_x \phi_i \partial_y \phi_j \, dV, \\
\mathbf{K}_{ij}^{\text{down,up}} &= \int_p \mathbf{\sigma}(\phi_i^{\text{down}}) : \mathbf{e}(\phi_j^{\text{up}}) \, dV = \lambda \int_p \partial_y \phi_i \partial_x \phi_j \, dV + \mu \int_p \partial_x \phi_i \partial_y \phi_j \, dV, \\
\mathbf{K}_{ij}^{\text{down,down}} &= \int_p \mathbf{\sigma}(\phi_i^{\text{down}}) : \mathbf{e}(\phi_j^{\text{down}}) \, dV = \mu \int_p \partial_y \phi_i \partial_x \phi_j \, dV + (2\mu + \lambda) \int_p \partial_x \phi_i \partial_y \phi_j \, dV.
\end{align*}
\]

(49)

A thorough inspection of these formulas reveals that we only need the two projection matrices \( \mathbf{\Pi}_{k=1}^{0,x} \) and \( \mathbf{\Pi}_{k=1}^{0,y} \) such that

\[
\partial_x \phi_i(x, y) = \sum_{\alpha=1}^{N_{k-1}} m_\alpha(x, y) (\mathbf{\Pi}_{k=1}^{0,x})_{\alpha,i}, \quad \partial_y \phi_i(x, y) = \sum_{\alpha=1}^{N_{k-1}} m_\alpha(x, y) (\mathbf{\Pi}_{k=1}^{0,y})_{\alpha,i},
\]

(50)

and the four additional matrices involving the derivatives of monomials up to the degree \( k \):

\[
\begin{align*}
\mathbf{Q}_{\alpha,\beta}^{x,x} &= \int_p \partial_x m_\alpha \partial_x m_\beta \, dV, & \mathbf{Q}_{\alpha,\beta}^{x,y} &= \int_p \partial_x m_\alpha \partial_y m_\beta \, dV, \\
\mathbf{Q}_{\alpha,\beta}^{y,x} &= \int_p \partial_y m_\alpha \partial_x m_\beta \, dV, & \mathbf{Q}_{\alpha,\beta}^{y,y} &= \int_p \partial_y m_\alpha \partial_y m_\beta \, dV.
\end{align*}
\]

Using such matrices we can reformulate the entries of the four subblocks of matrix \( \mathbf{K}^e \) as follows:

\[
\begin{align*}
\mathbf{K}_{ij}^{\text{up,up}} &= (2\mu + \lambda) \sum_{\alpha,\beta} \mathbf{Q}_{\alpha,\beta}^{x,x} (\mathbf{\Pi}_{k=1}^{0,x})_{\alpha,i} (\mathbf{\Pi}_{k=1}^{0,x})_{\beta,j} + \mu \sum_{\alpha,\beta} \mathbf{Q}_{\alpha,\beta}^{x,y} (\mathbf{\Pi}_{k=1}^{0,y})_{\alpha,i} (\mathbf{\Pi}_{k=1}^{0,x})_{\beta,j}, \\
\mathbf{K}_{ij}^{\text{up,down}} &= \mu \sum_{\alpha,\beta} \mathbf{Q}_{\alpha,\beta}^{y,y} (\mathbf{\Pi}_{k=1}^{0,y})_{\alpha,i} (\mathbf{\Pi}_{k=1}^{0,y})_{\beta,j} + \lambda \sum_{\alpha,\beta} \mathbf{Q}_{\alpha,\beta}^{y,x} (\mathbf{\Pi}_{k=1}^{0,x})_{\alpha,i} (\mathbf{\Pi}_{k=1}^{0,y})_{\beta,j}, \\
\mathbf{K}_{ij}^{\text{down,up}} &= \lambda \sum_{\alpha,\beta} \mathbf{Q}_{\alpha,\beta}^{y,y} (\mathbf{\Pi}_{k=1}^{0,y})_{\alpha,i} (\mathbf{\Pi}_{k=1}^{0,y})_{\beta,j} + \mu \sum_{\alpha,\beta} \mathbf{Q}_{\alpha,\beta}^{y,x} (\mathbf{\Pi}_{k=1}^{0,x})_{\alpha,i} (\mathbf{\Pi}_{k=1}^{0,y})_{\beta,j}, \\
\mathbf{K}_{ij}^{\text{down,down}} &= \mu \sum_{\alpha,\beta} \mathbf{Q}_{\alpha,\beta}^{x,x} (\mathbf{\Pi}_{k=1}^{0,x})_{\alpha,i} (\mathbf{\Pi}_{k=1}^{0,x})_{\beta,j} + (2\mu + \lambda) \sum_{\alpha,\beta} \mathbf{Q}_{\alpha,\beta}^{y,y} (\mathbf{\Pi}_{k=1}^{0,y})_{\alpha,i} (\mathbf{\Pi}_{k=1}^{0,y})_{\beta,j}.
\end{align*}
\]

(51)

The equivalent compact matrix form is:
The stability matrix can be written in block-diagonal form, and in this work we consider mesh regularity assumption (A0) that

\[
K^{c, \text{up, up}} = (2\mu + \lambda) (\Pi_{k-1}^{0,x})^T Q^{xx} \Pi^{0,x}_{k-1} + \mu (\Pi_{k-1}^{0,y})^T Q^{yy} \Pi^{0,y}_{k-1},
\]

\[
K^{c, \text{up, down}} = \mu (\Pi_{k-1}^{0,x})^T Q^{xy} \Pi^{0,y}_{k-1} + \lambda (\Pi_{k-1}^{0,y})^T Q^{yx} \Pi^{0,x}_{k-1},
\]

\[
K^{c, \text{down, up}} = \lambda (\Pi_{k-1}^{0,x})^T Q^{yx} \Pi^{0,y}_{k-1} + \mu (\Pi_{k-1}^{0,y})^T Q^{xy} \Pi^{0,x}_{k-1},
\]

\[
K^{c, \text{down, down}} = \mu (\Pi_{k-1}^{0,x})^T Q^{xx} \Pi^{0,x}_{k-1} + (2\mu + \lambda) (\Pi_{k-1}^{0,y})^T Q^{yy} \Pi^{0,y}_{k-1}.
\]

The stability matrix used in this work is obtained from the stabilization bilinear form

\[
S^P_{\omega}(v_h, w_h) = \max(2\overline{\mu}, \overline{\lambda}) \sum_{\ell=1}^{2N^{dofs}} \text{dof}_\ell(v_h) \text{dof}_\ell(w_h),
\]

where \(\overline{\mu}\) and \(\overline{\lambda}\) are the cell averages of \(\mu\) and \(\lambda\), respectively. Since we assume that the Lamé coefficients are constant, \(\overline{\mu}\) and \(\overline{\lambda}\) are respectively equal to \(\mu\) and \(\lambda\). We recall that index \(\ell\) runs from 1 to \(N^{dofs}\) because \(N^{dofs}\) is the number of degrees of freedom of the scalar virtual element space. Using \(\phi^P_{\omega} = (\phi_i, 0)^T\) and \(\phi^{\text{down}} = (0, \phi_i)^T\) for the vector basis functions, the stability part of the mass matrix is provided by the formula:

\[
K_{ij} = \max(2\overline{\mu}, \overline{\lambda}) \sum_{\ell=1}^{N^{dofs}} \text{dof}_\ell \left[ (1 - \Pi_k^{\nabla,P}) \phi^P_{\omega} \right] \text{dof}_\ell \left[ (1 - \Pi_k^{\nabla,P}) \phi^P_{\omega} \right] + \text{dof}_\ell \left[ (1 - \Pi_k^{\nabla,P}) \phi^{\text{down}} \right] \text{dof}_\ell \left[ (1 - \Pi_k^{\nabla,P}) \phi^{\text{down}} \right].
\]

The stability matrix can be written in block-diagonal form, and in this work we consider

\[
K^s = \max(2\overline{\mu}, \overline{\lambda}) \begin{bmatrix}
(I - \Pi_k^{\nabla})^T (I - \Pi_k^{\nabla}) & 0 \\
0 & (I - \Pi_k^{\nabla})^T (I - \Pi_k^{\nabla})
\end{bmatrix},
\]

where \(\Pi_k^{\nabla}\) is the elliptic projection matrix for the scalar case. An alternative formulation can be obtained by considering the orthogonal projector \(\Pi_k^{0,P}\) instead of the elliptic projector \(\Pi_k^{\nabla,P}\) in (54), and, consistently, the orthogonal projection matrix \(\Pi_k^{0}\) instead of \(\Pi_k^{\nabla}\) in (55).

4. Stability and convergence analysis for the semi-discrete problem

The main results of this section are stated in Theorems 4.5, 4.6 and 4.8, which respectively prove the stability and convergence in the mesh dependent energy norm that will be introduced in (58) and the convergence in the \(L^2(\Omega)\)-norm. For exposition’s sake, we set \(\rho = 1\) in (3), (9) and (24) and \(g_N = 0\) in (5), (11) and (34).

4.1. Technicalities and preliminary results

To carry out the analysis of this section and derive a priori estimates, we need the error estimates for piecewise polynomial approximations and interpolation in the virtual element space \(V_k\) that are stated in the two following lemmas.

**Lemma 4.1** Let \(\mathbb{P}_k(\Omega_h)\) be the space of discontinuous polynomials of degree up to \(k\) defined on mesh \(\Omega_h\). Under the mesh regularity assumption (A0), for all \(u \in H^{m+1}(\Omega), m \in \mathbb{N}\), there exists a vector-valued field \(u_x \in \mathbb{P}_k(\Omega_h)^2\) such that
\[ \| u - u_I \|_0 \lesssim \frac{h^{k+1}}{k^{m+1}} \| u \|_{m+1} \quad \mu = \min(k, m), \quad m \geq 0, \]
\[ |u - u_\tau|_{1,h} \lesssim \frac{h^\mu}{k^m} \| u \|_{m+1} \quad \mu = \min(k, m), \quad m \geq 1. \]

**Proof.** The assertion of the lemma is proved in [28]. \qed

**Lemma 4.2** Under the mesh regularity assumption (A0), for all \( u \in H^{m+1}(\Omega), \) \( m \in \mathbb{N}, \) there exists a virtual element interpolant \( u_I \in V_h^k \) such that
\[ \| u - u_I \|_0 \lesssim \frac{h^{k+1}}{k^{m+1}} \| u \|_{m+1} \quad \mu = \min(k, m), \quad m \geq 0 \]
\[ |u - u_I|_{1,h} \lesssim \frac{h^\mu}{k^m} \| u \|_{m+1} \quad \mu = \min(k, m), \quad m \geq 1. \]

**Proof.** The assertion of the lemma is proved in [57]. \qed

**Remark 4.3** The \( L^2 \)-estimate provided by Lemma 4.2 is suboptimal in \( k \) as we have a dependence like \( k^m \) instead of \( k^{m+1} \) in the fraction denominators. Nonetheless, as observed in [28], whenever the components of \( u \) are the restrictions to \( \Omega \) of analytic functions, it is still possible to prove that the rate of convergence in terms of \( m \) is exponential.

### 4.2. Stability

The semi-discrete virtual element approximation of the time-dependent linear elastodynamics problem in variational form is stable and convergent, cf. Theorems 4.5 and 4.6 below, which are the main results of this section. Moreover, we state Theorems 4.5 and 4.6 below by using the energy norm
\[ \| v_h(t) \|^2 = \| \dot{v}_h(t) \|^2_0 + |v_h(t)|_2^2, \quad t \in [0, T], \]
which is defined for all \( v \in V_h^k \). The local stability property of the bilinear forms \( m_h(\cdot, \cdot) \) and \( a_h(\cdot, \cdot) \) readily imply the equivalence relation
\[ m_h(v_h, \dot{v}_h) + a_h(v_h, v_h) \lesssim \| v_h(t) \|^2 \lesssim m_h(v_h, \dot{v}_h) + a_h(v_h, v_h) \]
for all time-dependent virtual element functions \( v_h(t) \) with square integrable derivative \( \dot{v}_h(t) \).

**Remark 4.4** The hidden constants in (59) may depend on the stability parameters \( \mu, \mu^*, \alpha, \alpha^* \), the regularity constant \( \varrho \) of the mesh, and the polynomial degree \( k \) (see [28, Remark 6.1] for more details). However, they are independent of the mesh size parameter \( h \).

**Theorem 4.5** Let \( f \in L^2((0, T]; [L^2(\Omega)]^2) \) and let \( u_h \in C^2((0, T]; V_h^k) \) be the solution of (13). Then, it holds
\[ \| u_h(t) \| \lesssim \| (u_0)_h \| + \int_0^t \| f(\tau) \|_{0,\Omega} \, d\tau. \]

**Proof.** We substitute \( v_h = \dot{u}_h(t) \) in (13) and, for all \( t \in (0, T] \), we obtain
\[ m_h(\dot{u}_h, \dot{u}_h) + a_h(\dot{u}_h, u_h) = F_h(\dot{u}_h). \]
Since both \( m_h(\cdot, \cdot) \) and \( a_h(\cdot, \cdot) \) are symmetric bilinear forms, a straightforward calculation yields
\[ \frac{1}{2} \frac{d}{dt} \left( m_h(\dot{u}_h, \dot{u}_h) + a_h(u_h, u_h) \right) = m_h(\ddot{u}_h, \dot{u}_h) + a_h(u_h, \dot{u}_h). \]

We substitute this expression in the left-hand side of (61), we integrate in time the resulting equation from 0 to the intermediate time \( t \), and using the definition of norm \( \| \cdot \| \) in (58) and the equivalence relation (59), we find that
\[
\|u_h(t)\|^2 \lesssim m_h(\hat{u}_h(t), \hat{u}_h(t)) + a_h(u_h(t), u_h(t)) \\
= m_h(\hat{u}_h(0), \hat{u}_h(0)) + a_h(u_h(0), u_h(0)) + 2 \int_0^t F_h(\hat{u}_h(\tau))d\tau \\
\lesssim \|u_h(0)\|^2 + \int_0^t F_h(\hat{u}_h(\tau))d\tau.
\]

Since \(u_h(0) = (u_0)_I\), and using (35) (with \(v_h = \hat{u}_h\)), we find that
\[
\|u_h(t)\|^2 \lesssim \|(u_0)_I\|^2 + \int_0^t F_h(\hat{u}_h(\tau))d\tau \lesssim \|(u_0)_I\|^2 + \int_0^t \|f(\tau)\|_0 \|\hat{u}_h(\tau)\|_0 d\tau.
\]

The thesis follows on applying [47, Lemma A5, p. 157].

4.3. Convergence analysis in the energy norm

In this section, we prove the convergence of the semi-discrete virtual element approximation in the energy norm (58). \textit{A priori} error estimates of the approximation error are derived from Theorem 4.6 as a corollary, which is reported at the end of the section, by using approximation results for discontinuous polynomial and virtual element spaces.

**Theorem 4.6** Let \(u \in C^2((0, T]; [H^{m+1}(\Omega)]^2), m \in \mathbb{N},\) be the exact solution of problem (12). Let \(u_h \in V^h_k\) be the solution of the semi-discrete problem (13) under the mesh regularity assumption (A0). Then, for all \(t \in [0, T]\) and all discontinuous polynomial approximations \(u_\pi(t)\) of \(u(t),\) it holds that
\[
\|u(t) - u_h(t)\| \lesssim \sup_{\tau \in [0, T]} G_0(\tau) + \int_0^t G_1(\tau) d\tau,
\]
where
\[
G_0(\tau) = \|\hat{u}(\tau) - \hat{u}_I(\tau)\|_0 + \|u(\tau) - u_I(\tau)\|_1 + \|u(\tau) - u_\pi(\tau)\|_1,
\]
\[
G_1(\tau) = \|\hat{u}(\tau) - \hat{u}_I(\tau)\|_0 + \|\hat{u}(\tau) - \hat{u}_\pi(\tau)\|_0 + \|u(\tau) - \hat{u}(\tau)\|_1 + \|\u(\tau) - \hat{u}(\tau)\|_1
\]
\[+ \sup_{v_h \in V^h_k} \frac{|F(v_h) - F_h(v_h)|}{|v_h|_1}.\]

**Proof.** Since \(V^h_k\) is a subspace of \(V,\) we can take \(v_h \in V^h_k\) as test function in (12) and substract from (13) to find the error equation:
\[
m(\hat{u}(t), v_h) - m_h(u_h(t), v_h) + a(u(t), v_h) - a_h(u_h(t), v_h) = F(v_h) - F_h(v_h),
\]
which holds for all \(v_h \in V^h_k.\) Next, we rewrite this equation as \(T_1 + T_2 = T_3,\) with the definitions:
\[
T_1 := m(u, v_h) - m_h(\hat{u}, v_h),
T_2 := a(u, v_h) - a_h(u_h, v_h),
T_3 := F(v_h) - F_h(v_h),
\]
where we dropped out the explicit dependence on \(t\) to simplify the notation. We analyze each term separately. First, we rewrite \(T_1\) as
\[
T_1 = m_h(\hat{u}_I - \hat{u}_I, v_h) + m(\hat{u} - \hat{u}_\pi, v_h) - m_h(\hat{u}_\pi - \hat{u}_\pi, v_h)
\]
by adding and subtracting \(\hat{u}_I\) and \(\hat{u}_\pi\) to the arguments of \(m(\cdot, \cdot)\) and \(m_h(\cdot, \cdot)\) and noting that \(m(\hat{u}_\pi, v_h) = m_h(\hat{u}_\pi, v_h)\) for all \(v_h \in V^h_k.\) We also rewrite \(T_2\) as
\[
T_2 = a_h(u_I - u_h, v_h) + a(u - u_\pi, v_h) - a_h(u_I - u_\pi, v_h).
\]
by adding and subtracting \( u_I \) and \( u_\pi \) to the arguments of \( a(\cdot, \cdot) \) and \( a_h(\cdot, \cdot) \) and noting that \( a(u_\pi, v_h) = a_h(u_\pi, v_h) \) for all \( v_h \in V_h \). Let \( e_h = u_I - u_h \). It holds that \( e_h(0) = \hat{e}_h(0) = 0 \) since \( u_h(t) = (u_0(0))_t = u_I(t) \) and \( \hat{u}_h(t) = (u_1(0))_t = u_I(t) \). Then, using the definition of \( e_h \), we reconsider the error equation

\[
T_1 + T_2 = m_h(\hat{e}_h, v_h) + a_h(e_h, v_h) + m(\bar{u} - \bar{u}_\pi, v_h) - m_h(\bar{u}_I - \bar{u}_\pi, v_h) + a(u - u_\pi, v_h) - a_h(u_I - u_\pi, v_h) = F(v_h) - F_h(v_h). \tag{66}
\]

Assume that \( v_h \neq 0 \) and consider the inequalities:

\[
|F(v_h) - F_h(v_h)| = \left|\frac{F(v_h) - F_h(v_h)}{|v_h|_1}\right| \leq \left(\sup_{v_h \in V_h \setminus \{0\}} \left|\frac{F(v_h) - F_h(v_h)}{|v_h|_1}\right|\right) ||e_h||. \tag{67}
\]

Note that there hold:

\[
m_h(\bar{e}_h, \bar{e}_h) + a_h(e_h, \bar{e}_h) = \frac{1}{2} \frac{d}{dt} (m_h(\bar{e}_h, e_h) + a_h(e_h, e_h)), \tag{68}
\]

\[
|F(\bar{e}_h) - F_h(\bar{e}_h)| \leq \left(\sup_{v_h \in V_h \setminus \{0\}} \left|\frac{F(v_h) - F_h(v_h)}{|v_h|_1}\right|\right) ||e_h||. \tag{69}
\]

Setting \( v_h = \bar{e}_h(t) \) on the left-hand side of (66) and employing (68)-(69) together with (65), we obtain, after rearranging the terms, that:

\[
\frac{1}{2} \frac{d}{dt} \left( m_h(\bar{e}_h, e_h) + a_h(e_h, e_h) \right) \leq - m(\bar{u} - \bar{u}_\pi, \bar{e}_h) + m_h(\bar{u}_I - \bar{u}_\pi, \bar{e}_h) - a(u - u_\pi, \bar{e}_h) + a_h(u_I - u_\pi, \bar{e}_h) + \left(\sup_{v_h \in V_h \setminus \{0\}} \left|\frac{F(v_h) - F_h(v_h)}{|v_h|_1}\right|\right) ||e_h||. \tag{70}
\]

To ease the notation, we collect together the last two terms above and denote them by \( R_1(t) \) (note that they still depend on \( t \)). We integrate in time from 0 to \( t \) both sides of (70), note that the initial term is zero since \( e_h(0) = \hat{e}_h(0) = 0 \) and use (59)

\[
||e_h(t)||^2 \leq m_h(e_h(t), e_h(t)) + a_h(e_h(t), e_h(t)) \leq \int_0^t \left( R_1(\tau) - m(\bar{u}(\tau) - \bar{u}_\pi(\tau), \bar{e}_h(\tau)) + m_h(\bar{u}_I(\tau) - \bar{u}_\pi(\tau), \bar{e}_h(\tau)) - a(u(\tau) - u_\pi(\tau), \bar{e}_h(\tau)) + a_h(u_I(\tau) - u_\pi(\tau), \bar{e}_h(\tau)) \right) d\tau. \tag{71}
\]

Then, we integrate by parts the integral that contains \( a(\cdot, \cdot) \) and \( a_h(\cdot, \cdot) \), and again use the fact that \( e_h(0) = \hat{e}_h(0) = 0 \), to obtain

\[
||e_h(t)||^2 \leq \int_0^t \left( R_1(\tau) + \left[ - m(\bar{u}(\tau) - \bar{u}_\pi(\tau), e_h(\tau)) + m_h(\bar{u}_I(\tau) - \bar{u}_\pi(\tau), e_h(\tau)) \right] + \left[ a(\bar{u}(\tau) - \bar{u}_\pi(\tau), e_h(\tau)) - a_h(u_I(\tau) - u_\pi(\tau), e_h(\tau)) \right] \right) d\tau + \int_0^t \left( R_2(\tau) + R_3(\tau) \right) d\tau + R_4(t). \tag{72}
\]
where terms $R_\ell$, $\ell = 2, 3, 4$, match with the squared parenthesis. For the next development, we do not need an upper bound of term $R_1$. Instead, we have to bound the other three terms in the right-hand side of (72). To bound $R_2$ we use the continuity of $m(\cdot, \cdot)$ and $m_h(\cdot, \cdot)$ and the definition of the energy norm $\| \cdot \|$ given in (58):
\[
|R_2| \leq |m(\bar{\mathbf{u}} - \bar{\mathbf{u}}_x, \mathbf{e}_h)| + |m_h(\bar{\mathbf{u}}_I - \bar{\mathbf{u}}_x, \mathbf{e}_h)| \leq \left( \|\bar{\mathbf{u}} - \bar{\mathbf{u}}_x\|_0 + \|\bar{\mathbf{u}}_I - \bar{\mathbf{u}}_x\|_0 \right) \|\mathbf{e}_h\|_0 \\
\leq \left( \|\bar{\mathbf{u}} - \bar{\mathbf{u}}_x\|_0 + \|\bar{\mathbf{u}}_I - \bar{\mathbf{u}}_x\|_0 \right) \|\mathbf{e}_h\|.
\] (73)
Similarly, to bound $R_3$ we use the continuity of $a(\cdot, \cdot)$ and $a_h(\cdot, \cdot)$ and the definition of the energy norm $\| \cdot \|$ given in (58):
\[
|R_3| \leq |a(\bar{\mathbf{u}} - \bar{\mathbf{u}}_x, \mathbf{e}_h)| + |a_h(\bar{\mathbf{u}}_I - \bar{\mathbf{u}}_x, \mathbf{e}_h)| \leq \left( \|\bar{\mathbf{u}} - \bar{\mathbf{u}}_x\|_1 \|\mathbf{e}_h\|_1 \right) \\
\leq \left( \|\bar{\mathbf{u}} - \bar{\mathbf{u}}_x\| + \|\bar{\mathbf{u}}_I - \bar{\mathbf{u}}_x\| \right) \|\mathbf{e}_h\|. 
\] (74)
Finally, to bound $R_4$ we first use the continuity of $a(\cdot, \cdot)$ and $a_h(\cdot, \cdot)$, and the right inequality in (59); then, we apply the Young inequality, so that
\[
|R_4| \leq |a(u - u_x, e_h)| + |a_h(u_I - u_x, e_h)| \leq \left( \|u - u_x\|_1 \|e_h\|_1 \right) \\
\leq \left( \|u - u_x\|_1 + \|u_I - u_x\|_1 \right) \|e_h\| \leq \frac{1}{2\epsilon} \left( \|u - u_x\|_1 + \|u_I - u_x\|_1 \right)^2 + \frac{\epsilon}{2} \|e_h\|^2. 
\] (75)
Using bounds (73), (74), and (75) in (72), we find the inequality
\[
\|\mathbf{e}_h(t)\|^2 \lesssim \tilde{G}_0^2(t) + \int_0^t G_1(\tau) \|\mathbf{e}_h(\tau)\| d\tau \lesssim \left( \sup_{\tau \in [0,T]} G_0(\tau) \right)^2 + \int_0^t G_1(\tau) \|\mathbf{e}_h(\tau)\| d\tau,
\]
where $\tilde{G}_0^2(t) = (\|u(\tau) - u_I(\tau)\|_1 + \|u(\tau) - u_x(\tau)\|_1)^2$, and $G_0(t)$ and $G_1(t)$ are the time-dependent functions defined in (63)-(64). Again, an application of [47, Lemma A5, p. 157] yields
\[
\|\mathbf{e}_h(t)\| \lesssim \sup_{\tau \in [0,T]} G_0(\tau) + \int_0^t G_1(\tau) d\tau.
\]
The theorem follows on using the triangular inequality
\[
||u(t) - u_h(t)|| \leq ||u(t) - u_I(t)|| + ||u_I(t) - u_h(t)||
\]
and noting that $\|u(t) - u_I(t)\|$ is absorbed in $\sup_{\tau \in [0,T]} G_0(\tau)$. \qed

**Corollary 4.7** Under the conditions of Theorem 4.6, for $f \in L^2((0, T); [\mathbb{H}^{m-1}(\Omega)]^2)$ we have that
\[
\sup_{0 < \tau < T} \|u(t) - u_h(t)\| \lesssim \frac{h^\mu}{k^m} \sup_{0 < \tau < T} \left( \|\bar{\mathbf{u}}(\tau)\|_{m+1} + \|\bar{\mathbf{u}}(\tau)\|_{m+1} \right) \\
+ \int_0^T \left( \frac{h^{\mu+1}}{k^m} (\|\bar{\mathbf{u}}(\tau)\|_{m+1} + \|\bar{\mathbf{u}}(\tau)\|_{m+1}) + \frac{h^\mu}{k^m} (\|\bar{\mathbf{u}}(\tau)\|_{m+1} + \|\bar{\mathbf{u}}(\tau)\|_{m+1}) \right) d\tau \\
+ \int_0^T \|I - \Pi^0_{k+2-}f(\tau)\|_{0} d\tau,
\] (76)
where $\mu = \min(k, m)$.

**Proof.** Note that
\[
F_h(v_h) = \int_{\Omega} f \cdot \Pi^0_{k+2}v_h \, dV = \int_{\Omega} \Pi^0_{k+2}f \cdot v_h \, dV.
\] (77)

For all $v_h \in V^h_k$ it holds that
\[
|F(v_h) - F_h(v_h)| = \left| \int_{\Omega} (I - \Pi^0_{k+2})f \cdot v_h \, dV \right| = \left| \int_{\Omega} (I - \Pi^0_{k+2})f \cdot (I - \Pi^0_{k+2})v_h \, dV \right| \\
= \|\|I - \Pi^0_{k+2}\|_0 \|\|I - \Pi^0_{k+2}\|_0 \|v_h\|_0 \lesssim h \|\|I - \Pi^0_{k+2}\|_0 \|v_h\|_0 \|. \] (78)
Hence,
\[
\sup_{\mathbf{v}_h \in \mathbf{V}_h^0 \setminus \{0\}} \frac{|F(\mathbf{v}_h) - F_h(\mathbf{v}_h)|}{\|\mathbf{v}_h\|_1} \leq h\| (I - \Pi_{L^2}^h) \mathbf{f} \|_0. \tag{79}
\]

Estimate (76) follows on applying this inequality and the results of Lemmas 4.1 and 4.2 to (63) and (64), using the resulting estimates in (62), and taking the supremum on the time interval \([0, T]\).

\[\square\]

4.4. Convergence analysis in the \(L^2\) norm

The main result of this section is the following theorem that proves the \(L^2\)-convergence (with suboptimal rate) of the conforming VEM. The strategy we use in the proof is inspired by Ref. [19], using also the substantial modifications required to set it up in the virtual element framework found in [3].

**Theorem 4.8** Let \( \mathbf{u} \) be the exact solution of problem (12) under the assumption that domain \( \Omega \) is \(H^2\)-regular and \( \mathbf{u}_h \in \mathbf{V}_h^h \) the solution of the virtual element method stated in (13) under the mesh assumptions of Section 3.1. If \( \mathbf{u}, \mathbf{u}, \mathbf{v} \in L^2([0, T]; [H^{m+1}(\Omega) \cap H^1(\Omega)]^2) \), with integer \( m \geq 0 \), then the following estimate holds for almost every \( t \in [0, T] \) by setting \( \mu = \min(m, k) \):

\[
\|\mathbf{u}(t) - \mathbf{u}_h(t)\|_0 \lesssim \|\mathbf{u}_h(0) - \mathbf{u}_0\|_0 + \|\mathbf{u}_h(0) - \mathbf{u}_1\|_0 + \frac{h^{\mu+1}}{k^m} \left( \|\mathbf{u}\|_{L^2([0, T]; [H^{m+1}(\Omega)]^2)} + \|\mathbf{u}\|_{L^2([0, T]; [H^{m+1}(\Omega)]^2)} + \|\mathbf{u}\|_{L^2([0, T]; [H^{m+1}(\Omega)]^2)} + \|\mathbf{u}\|_{L^2([0, T]; [H^{m+1}(\Omega)]^2)} \right) + \int_0^T \| (1 - \Pi_{L^2}^h) \mathbf{f}(\tau) \|_0^2 d\tau. \tag{80}
\]

The constant hidden by the “\( \lesssim \)” notation is independent of \( h \), but depends on the regularity constant \( \sigma \) of the mesh, the stability constant \( \mu^* \), and may not grow faster than \( \exp(T^3) \) with respect to the final integration time \( T \).

To prove this theorem, we need the energy projection operator \( \mathcal{P}_h : [H^1_0(\Omega)]^2 \to \mathbf{V}_h^h \), which is such that \( \mathcal{P}_h \mathbf{u} \in \mathbf{V}_h^h \), for every \( \mathbf{u} \in [H^1_0(\Omega)]^2 \), is the solution of the variational problem:

\[
a_h(\mathcal{P}_h \mathbf{u}, \mathbf{v}_h) = a(\mathbf{u}, \mathbf{v}_h) \quad \forall \mathbf{v}_h \in \mathbf{V}_h^h. \tag{81}
\]

The energy projection \( \mathcal{P}_h \mathbf{u} \) is a virtual element approximation of the exact solution \( \mathbf{u} \), and the accuracy of the approximation is characterized by the following lemma.

**Lemma 4.9** Let \( \mathbf{u} \in [H^{m+1}(\Omega) \cap H^1(\Omega)]^2 \) be the solution of problem (12) under the mesh assumptions of Section 3.1. Then, there exists a unique function \( \mathcal{P}_h \mathbf{u} \in \mathbf{V}_h^h \) such that

\[
\|\mathbf{u} - \mathcal{P}_h \mathbf{u}\|_{1, \Omega} \lesssim \frac{h^\mu}{k^m} \|\mathbf{u}\|_{m+1} \tag{82}
\]

with \( \mu = \min(k, m) \) and \( m \geq 1 \). Moreover, if domain \( \Omega \) is \( H^2\)-regular, it holds that

\[
\|\mathbf{u} - \mathcal{P}_h \mathbf{u}\|_0 \lesssim \frac{h^{\mu+1}}{k^m} \|\mathbf{u}\|_{m+1}. \tag{83}
\]

**Proof.** The argument we use in this proof is similar to that used in the proof of [111, Lemma 3.1] for the conforming virtual element approximation of a scalar parabolic problem. Nonetheless, our proof herein differs in several points due to different problem, the vector nature of space \( \mathbf{V}_h^h \) and use the \( h^p \)-interpolation estimates of Lemmas 4.1 and 4.2.

First, we note that the bilinear form \( a_h(\cdot, \cdot) \) is continuous and coercive on \( \mathbf{V}_h^h \times \mathbf{V}_h^h \), the linear functional \( a(\mathbf{u}, \cdot) \) is continuous on \( \mathbf{V}_h^h \), and the Lax-Milgram Lemma implies that the solution \( \mathcal{P}_h \mathbf{u} \) to problem (81) exists and is unique. Then, to prove estimate (82), we introduce the virtual element interpolate \( \mathbf{u}_I \) of \( \mathbf{u} \), which is the function in \( \mathbf{V}_h^h \) that has the same degrees of freedom of \( \mathbf{u} \) and satisfies the error inequality given in Lemma 4.2. A straightforward application of the triangular inequality yields:

\[
\|\mathbf{u} - \mathcal{P}_h \mathbf{u}\|_1 \leq \|\mathbf{u} - \mathbf{u}_I\|_1 + \|\mathbf{u}_I - \mathcal{P}_h \mathbf{u}\|_1, \tag{84}
\]
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We estimate the first term on the right by using the first inequality in (57). Instead, to estimate the second term we need the following developments. Let \( \delta_h = P_h u - u \) and \( u_x \) any piecewise polynomial approximation of degree (at most) \( k \) that satisfies inequality (56) on each element \( P \). Using the \( k \)-consistency property, stability, and the continuity of the bilinear forms \( \alpha_h \) and \( \alpha \) yield the development chain:

\[
\alpha_h |\delta_h|_{1,h} = \alpha_h(a(\delta_h, \delta_h)) \leq a_h(a_h(\delta_h, \delta_h), \delta_h) = a_h(P_h u, \delta_h) - a_h(u_f, \delta_h) = a(u, \delta_h) - a(u_f, \delta_h)
\]

\[
= \sum_{P \in \Omega_h} \left( a^p(u, \delta_h) - a^h_P(u_f, \delta_h) \right)
\]

\[
= \sum_{P \in \Omega_h} \left( a^p(u - u_x, \delta_h) - a^h_P(u_f - u_x, \delta_h) \right)
\]

\[
\leq \sum_{P \in \Omega_h} \left( |u - u_x|_{1,p} + \alpha^* |u_f - u_x|_{1,p} \right) \delta_h_{1,p}
\]

\[
\lesssim \max(1, \alpha^*) \left( |u - u_x|_{1,h} + |u_f - u_x|_{1,h} \right) \delta_h_{1,h}.
\]

Therefore, it holds that

\[
|P_h u - u_f|_{1,h} \lesssim \left( |u - u_x|_{1,h} + |u_f - u_x|_{1,h} \right) \lesssim \left( 2|u - u_x|_{1,h} + |u_f - u| \right).
\]

Inequality (82) follows on substituting this relation in (84) and using (56).

To derive the estimate in the \( L^2 \)-norm, we consider the weak solution \( \psi \in [H^2(\Omega)]^2 \cap [H^1_{\Gamma,0}(\Omega)]^2 \) to the auxiliary elliptic equation:

\[
- \nabla \cdot \sigma(\psi) = u - P_h u \quad \text{in} \ \Omega,
\]

\[
\psi = 0 \quad \text{on} \ \Gamma,
\]

which satisfies, as \( \Omega \) is an \( H^2 \)-regular domain, the following stability result:

\[
|\psi|_2 \leq C||u - P_h u||_0. \quad (85)
\]

Let \( \psi^f \in V_h^0 \) be the virtual element interpolate of \( \psi \) that satisfies the interpolation error estimate given in Lemma 4.2 (with \( m = 1 \)). We integrate by parts and use the definition of the energy projection \( P_h \):

\[
||u - P_h u||_0^2 = (u - P_h u, u - P_h u) = (u - P_h u, -\nabla \cdot \sigma(\psi)) = a(u - P_h u, \psi) = a(u - P_h u, \psi^f) + a(u - P_h u, \psi^f)
\]

\[
= T_1 + T_2. \quad (86)
\]

The proof continues by estimating each term \( T_i \), \( i = 1, 2 \), separately. The first term is bounded as follows:

\[
|T_1| = |a(u - P_h u, \psi - \psi^f)| \leq ||u - P_h u||_{1,h} \||\psi - \psi^f||_{1,h} \lesssim \frac{h^{\mu}}{k^m} \||u||_{m+1} h ||\psi||_2
\]

\[
\lesssim \frac{h^{\mu+1}}{k^m} \||u||_{m+1} ||u - P_h u||_0
\]

where we used the estimate in the energy norm (82) derived previously and interpolation error estimate (57). For the second term, first we use the consistency and stability property to transform \( T_2 \) as follows:

\[
T_2 = a(u, \psi^f) - a(P_h u, \psi^f) = \sum_{P \in \Omega_h} \left( a^p_P(P_h u, \psi^f) - a^p(P_h u, \psi^f) \right)
\]

\[
= \sum_{P \in \Omega_h} \left( a^p_P(P_h u - u_x, \psi^f - \Pi^0_P \psi) - a^p(P_h u - u_x, \psi^f - \Pi^0_P \psi) \right).
\]

Then, we add and subtract \( u \) and \( \psi \) and use estimates (56) and (57) to obtain
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implies the identity
\[ T_2 = \max(1, \alpha^*) \sum_{p \in \Omega_h} |\mathcal{P}_h u - u_{\pi}|_{1,p} \|\psi' - \Pi_h^0 \psi|_{1,p} \]
\[ \leq \max(1, \alpha^*) \sum_{p \in \Omega_h} (|\mathcal{P}_h u - u_{\pi}|_{1,p} + |u - u_{\pi}|_{1,p}) (|\psi' - \psi|_{1,p} + |\psi - \Pi_h^0 \psi|_{1,p}) \]
\[ \lesssim \sum_{p \in \Omega_h} \frac{h_p^\mu}{k_m} |u|_{m+1,p} h_p |\psi|_{2,p} \lesssim \frac{h^{\mu+1}}{k_m} |u|_{m+1} \|\psi\|_2 \]
\[ \lesssim \frac{h^{\mu+1}}{k_m} |u|_{m+1} ||u - \mathcal{P}_h u||_0, \]
and the bound of $T_2$ is derived by using in the final step the $H^2$-regularity of $\psi$. The estimate in the $L^2$-norm is finally proved by collecting the estimates of the two terms $T_i, i = 1, 2$.

**Proof of Theorem 4.8.** We use the energy projection to split the approximation error as follows: $u(t) - u_h(t) = \rho(t) - \eta(t)$, with $\rho(t) = u(t) - \mathcal{P}_h u(t)$ and $\eta(t) = u_h(t) - \mathcal{P}_h u(t)$. Since $V_h^D$ is a subspace of $[H^1_{0,n}(\Omega)]^2$, to derive the error equation, we test (12) and (13) against $v_h \in V_h^D$

\[ m(\ddot{u}, v_h) + a(u, v_h) = F(v_h), \]
\[ m_h(\ddot{u}_h, v_h) + a_h(u_h, v_h) = F_h(v_h), \]
and take the difference
\[ m_h(\ddot{u}_h, v_h) + a_h(u_h, v_h) - m(\ddot{u}, v_h) - a(u, v_h) = F_h(v_h) - F(v_h). \tag{87} \]

We add and subtract $\mathcal{P}_h \ddot{u}$ and $\mathcal{P}_h u$ in the virtual element bilinear forms $m_h$ and $a_h$ and rearrange the terms containing $\ddot{u}$ and $u$ to the right-hand side to obtain:

\[ m_h(\ddot{u}_h - \mathcal{P}_h \ddot{u}, v_h) + a_h(u_h - \mathcal{P}_h u, v_h) = F_h(v_h) - F(v_h) + m(\ddot{u}, v_h) + a(u, v_h) \]
\[ - m_h(\mathcal{P}_h \ddot{u}, v_h) - a_h(\mathcal{P}_h u, v_h). \tag{88} \]

Since (81) implies that $a(u, v_h) - a_h(\mathcal{P}_h u, v_h) = 0$, and using the notation $\ddot{\eta} = \ddot{u}_h - \mathcal{P}_h \ddot{u}$ and $\eta = u_h - \mathcal{P}_h u$, we obtain

\[ m_h(\ddot{\eta}, v_h) + a_h(\eta, v_h) = F_h(v_h) - F(v_h) + m(\ddot{u}, v_h) - m_h(\mathcal{P}_h \ddot{u}, v_h). \tag{89} \]

Hereafter in this proof, we will assume that

\[ v_h(t) = \int_0^t \eta(\tau)d\tau \tag{90} \]

for every $t$ and $\xi \in [0, T]$. The function $v_h(t)$ given by (90) obviously belongs to the virtual element space $V_h$ as it is a linear superposition of virtual element functions in such a space and, thus, can be used as a test function. Since now $v_h$ depends on time $t$, we are allowed to consider its time derivatives. In particular, we observe that the straightforward calculation

\[ \frac{d}{dt} \left( v_h \frac{d}{dt} (u - u_h) \right) = \frac{d}{dt} \left( v_h \frac{d}{dt} (\rho - \eta) \right) = \frac{dv_h}{dt} \frac{d\rho}{dt} - \frac{dv_h}{dt} \frac{d\eta}{dt} + v_h \frac{d^2\rho}{dt^2} - v_h \frac{d^2\eta}{dt^2} \]

implies the identity

\[ m_h(\ddot{\eta}, v_h) = - m_h(\ddot{\eta}, \ddot{v}_h) - \frac{d}{dt} m_h(\ddot{u}_h - \ddot{u}, v_h) + m_h(\ddot{\rho}, v_h) + m_h(\ddot{\rho}, v_h). \tag{91} \]

Therefore, using (91) in (89) yields

\[ - m_h(\ddot{\eta}, v_h) + a_h(\eta, v_h) = F_h(v_h) - F(v_h) + m(\ddot{u}, v_h) - m_h(\mathcal{P}_h \ddot{u}, v_h) \]
\[ + \frac{d}{dt} m_h(\ddot{u}_h - \ddot{u}, v_h) - m_h(\ddot{\rho}, v_h) - m_h(\ddot{\rho}, v_h). \tag{92} \]
We rewrite the approximation error on the source term on the right-hand side of (92) as follows:

\[ F_h(v_h(t)) - F(v_h(t)) = m(\tilde{f}_h(t) - f(t), v_h(t)), \]  

(93)

where \( \tilde{f}_h(t) = \Pi^0_{k-2} f \) according to (34). Following [3], we consider the integral quantities

\[ \mathcal{A}_1(t) = \int_0^t (\tilde{f}_h(\tau) - f(\tau)) d\tau, \quad \mathcal{A}_2(t) = \int_0^t \tilde{u}(\tau) d\tau, \quad \mathcal{A}_3(t) = \int_0^t \mathcal{P}_h \tilde{u}(\tau) d\tau, \]  

(94)

and note that

\[ F_h(v_h(t)) - F(v_h(t)) = \frac{d}{dt} m(A_1, v_h) - m(A_1, \dot{v}_h), \]  

(95)

\[ m(\tilde{u}, v_h) = \frac{d}{dt} m(A_2, v_h) - m(A_2, \dot{v}_h), \]  

(96)

\[ m_h(\mathcal{P}_h \tilde{u}, v_h) = \frac{d}{dt} m(A_3, v_h) - m_h(A_3, \dot{v}_h). \]  

(97)

Hence, using (95), (96) and (97) in (92) yields

\[- m_h(\dot{\eta}, \dot{v}_h) + a_h(v_h) = \sum_{i=1}^2 \left[ \frac{d}{dt} m(A_i, v_h) - m(A_i, \dot{v}_h) \right] \]  

\[ + \frac{d}{dt} m_h(\dot{u} - \tilde{u}_h, v_h) - m_h(\dot{\rho}, v_h) - m_h(\dot{\rho}, \dot{v}_h). \]  

(98)

To prove the assertion of the theorem we integrate both sides of (98) with respect to \( t \) between 0 and \( \xi \); then, we estimate a lower bound for the left-hand side and an upper bound for the right-hand side.

To estimate a lower bound for the left-hand side of (98), we note that \( v_h = -\eta, v_h(\xi) = 0 \) and \( a_h(v_h(0), v_h(0)) \geq 0 \) from the coercivity of \( a_h \). Thus, we estimate the left-hand side as follows:

\[ \int_0^\xi \left[ \text{LHS of Eq. (98)} \right] dt = \int_0^\xi \left[ m_h(\dot{\eta}, \eta) - a_h(v_h, v_h) \right] dt \]  

\[ = \int_0^\xi \frac{d}{dt} \left[ m_h(\eta, \eta) - a_h(v_h, v_h) \right] dt \]  

\[ = \frac{1}{2} \left[ m_h(\eta(\xi), \eta(\xi)) - m_h(\eta(0), \eta(0)) \right] - \frac{1}{2} \left[ a_h(v_h(\xi), v_h(\xi)) - a_h(v_h(0), v_h(0)) \right] \]  

\[ \geq \frac{1}{2} \left( m_h(\eta(\xi), \eta(\xi)) - m_h(\eta(0), \eta(0)) \right). \]  

(99)

To estimate an upper bound for the right-hand side of (98), we note that \( A_i(0) = 0 \) for \( i = 1, 2, 3 \) and use again the fact \( v_h(\xi) = 0 \). So, for \( i = 1, 2 \), a direct integration yield

\[ \int_0^\xi \left[ \frac{d}{dt} m(A_i, v_h) - m(A_i, \dot{v}_h) \right] dt = m(A_i(\xi), v_h(\xi)) - m(A_i(0), v_h(0)) \]  

\[ - \int_0^\xi m(A_i, \dot{v}_h) dt \]  

(100)

and, similarly,

\[ \int_0^\xi \left[ \frac{d}{dt} m_h(A_3, v_h) - m_h(A_3, \dot{v}_h) \right] dt = m_h(A_3(\xi), v_h(\xi)) - m_h(A_3(0), v_h(0)) \]  

\[ - \int_0^\xi m_h(A_3, \dot{v}_h) dt. \]  

(101)
Using (100) and (101) in the right-hand side of (98) and rearranging the terms yield
\[
\int_0^\xi [\text{RHS of Eq. (98)}] \, dt = - \int_0^\xi m(A_1, \hat{v}_h) \, dt + \int_0^\xi \left( m_h(A_3, \hat{v}_h) - m(A_2, \hat{v}_h) \right) \, dt
\]
\[
+ \left[ m_h(\hat{u}(\xi), v_h(\xi)) - m_h(\hat{u}(0), v_h(0)) \right]
\]
\[
- \int_0^\xi \left( m_h(\hat{p}, v_h) + m_h(\hat{\rho}, \hat{v}_h) \right) \, dt = L_1(\xi) + L_2(\xi) + L_3(\xi) + L_4(\xi).
\]

The proof continues by bounding the four terms \(L_i(\xi), i = 1, 2, 3, 4,\) separately.

**Estimate of term \(L_1.\)** To estimate \(L_1,\) we first note that \(m(\cdot, \cdot)\) is an inner product, so we can apply the Cauchy-Schwarz and the Young inequalities to derive the following bound, which holds for any \(t \in [0, \xi]:\)
\[
|m(A_1(t), \hat{v}_h(t))| \leq ||A_1(t)||_0 \ |\bar{v}_h(t)||_0 \leq \frac{1}{2} ||A_1(t)||_0^2 + \frac{1}{2} ||\hat{v}_h(t)||_0^2.\]  
(102)

We estimate term \(||A_1(t)||_0\) by applying Jensen’s inequality and Fubini’s theorem to exchange the integration order
\[
||A_1(t)||_0^2 = \int_\Omega \left( \int_0^t (f(\tau) - \Pi_{k-2}^0 f(\tau)) \, d\tau \right)^2 \, dV \leq \int_\Omega T \left( \int_0^\xi |(I - \Pi_{k-2}^0 f(\tau))|^2 \, d\tau \right) \, dV
\]
\[
= T \int_0^\xi \left( \int_\Omega |(I - \Pi_{k-2}^0 f(\tau)|^2 \, dV \right) \, d\tau \leq T \int_0^\xi ||(I - \Pi_{k-2}^0 f(\tau))||_0^2 \, d\tau.
\]  
(103)

We use (103) in (102) and the resulting inequality in the definition of \(L_1;\) then, we note that the last integral in (103) is on the whole interval \([0, T],\) and is, thus, independent on \(t.\) Since \(\xi \leq T\) and by using the Young’s inequality, we readily find that
\[
|L_1(\xi)| \leq \int_0^\xi |m(A_1(t), \hat{v}_h(t))| \, dt \leq \int_0^\xi m(A_1(t), \hat{v}_h(t)) \, dt \leq \frac{1}{2} \int_0^\xi ||A_1(t)||_0^2 \, dt + \frac{1}{2} \int_0^\xi ||\hat{v}_h(t)||_0^2 \, dt
\]
\[
\leq \frac{T^2}{2} \int_0^\xi ||(I - \Pi_{k-2}^0 f(\tau))||_0^2 \, d\tau + \frac{1}{2} \int_0^\xi ||\hat{v}_h(t)||_0^2 \, dt.
\]

**Estimate of term \(L_2.\)** Let \(\bar{u}_\pi\) be any piecewise polynomial approximation of degree at most \(k\) of \(\bar{u}\) that satisfies Lemma 4.1. Now, consider the piecewise polynomial function defined on mesh \(\Omega_h\) that is given by
\[
(A_{2\pi}) = \int_0^\xi \bar{u}_\pi(\tau) \, d\tau.
\]

Then, we start the estimate of the integral argument of \(L_2\) by using consistency property (26) to add and substract \((A_{2\pi}):\)
\[ \|m(A_2, \dot{v}_h) - m_h(A_3, \dot{v}_h)\| = \|m(A_2 - (A_2)_\pi, \dot{v}_h) - m_h(A_3 - (A_2)_\pi, \dot{v}_h)\| \]  
add and subtract \(A_2\)

\[ = |m(A_2 - (A_2)_\pi, \dot{v}_h) - m_h(A_3 - A_2, \dot{v}_h) - m_h(A_2 - (A_2)_\pi, \dot{v}_h)| \]  
use triangular inequality

\[ \leq |m(A_2 - (A_2)_\pi, \dot{v}_h)| + m_h(A_3 - A_2, \dot{v}_h) + |m_h(A_2 - (A_2)_\pi, \dot{v}_h)| \]  
use (32) and continuity of \(m\)

\[ \leq \left( (1 + \mu^*) \|A_2 - (A_2)_\pi\|_0 + \mu^* \|A_3 - A_2\|_0 \right) \|\dot{v}_h\|_0 \]  
note that \(\mu^* < 1 + \mu^*\)

\[ \leq (1 + \mu^*) \left( \|A_2 - (A_2)_\pi\|_0 + \|A_3 - A_2\|_0 \right) \|\dot{v}_h\|_0 \]  
use Young’s inequality

\[ \leq \frac{(1 + \mu^*)}{2} \left( \|A_2 - (A_2)_\pi\|_0^2 + \|A_3 - A_2\|_0^2 \right) + \frac{(1 + \mu^*)}{2} \|\dot{v}_h\|_0^2 \]  
use (a + b)^2 \leq 2a^2 + 2b^2

To estimate \(\|A_2(t) - (A_2(t))_\pi\|_0^2\), we start from the definition of \(A_2(t)\) and \((A_2(t))_\pi\):

\[ \|A_2(t) - (A_2(t))_\pi\|_0^2 = \left| \int_0^t \left( \ddot{u}(\tau) - \dddot{u}_\pi(\tau) \right) d\tau \right|^2 \]  
use definition of \(L^2(\Omega)\)-norm

\[ = \int_\Omega \int_0^t \left( \ddot{u}(\tau) - \dddot{u}_\pi(\tau) \right)^2 dV \]  
use Jensen’s inequality

\[ \leq \int_\Omega \left( \int_0^t |\ddot{u}(\tau) - \dddot{u}_\pi(\tau)|^2 d\tau \right) dV \]  
apply Fubini’s Theorem

\[ \leq T \int_\Omega \left( \int_0^t |\ddot{u}(\tau) - \dddot{u}_\pi(\tau)|^2 dV \right) d\tau \]  
use definition of \(L^2(\Omega)\)-norm

\[ = T \int_0^t \|\ddot{u}(\tau) - \dddot{u}_\pi(\tau)\|_0^2 d\tau \]  
apply Lemma 4.1

\[ \lesssim T \frac{h^{2(\mu + 1)}}{k^{2(m + 1)}} \int_0^t |\ddot{u}(\tau)|_{m+1}^2 d\tau \]  
use definition of \(L^2(0, T; [H^{m+1}(\Omega)]^2)\)-norm

\[ \lesssim T \frac{h^{2(\mu + 1)}}{k^{2(m + 1)}} \|\ddot{u}\|_{L^2(0, T; [H^{m+1}(\Omega)]^2)}^2 . \]

Similarly, to estimate \(\|A_3(t) - A_2(t)\|_0^2\), we start from the definition of \(A_3(t)\) and \(A_2(t)\):
\[ \|A_2(t) - A_2(t)\|^2_\beta = \left\| \int_0^t \left( \mathcal{P}_h \tilde{u}(\tau) - \tilde{u}(\tau) \right) d\tau \right\|^2_0 \]  
\textit{[use definition of } L^2(\Omega)\text{-norm]}

\[ = \int_\Omega \left( \int_0^t \left( \mathcal{P}_h \tilde{u}(\tau) - \tilde{u}(\tau) \right) d\tau \right)^2 dV \]  
\textit{[use Jensen’s inequality]}

\[ \leq \int_\Omega \left( \int_0^t \left| \mathcal{P}_h \tilde{u}(\tau) - \tilde{u}(\tau) \right|^2 d\tau \right) dV \]  
\textit{[apply Fubini’s Theorem]}

\[ \leq T \int_0^t \left( \int_\Omega \left| \mathcal{P}_h \tilde{u}(\tau) - \tilde{u}(\tau) \right|^2 dV \right) d\tau \]  
\textit{[use definition of } L^2(\Omega)\text{-norm]}

\[ = T \int_0^t \left\| \mathcal{P}_h \tilde{u}(\tau) - \tilde{u}(\tau) \right\|_0^2 d\tau \]  
\textit{[apply Lemma 4.9]}

\[ \lesssim T \frac{h^{2(\mu+1)}}{k^{2m}} \left\| \tilde{u} \right\|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 . \]

Using the previous estimates, and noting that the integration on the time interval \([0, \xi], \xi \leq T\), produces an additional factor \(T\), we obtain the final upper bound for term \(L_2\):

\[ |L_2(\xi)| \leq \int_0^\xi \left| m_h(A_3, \dot{\tilde{v}}_h) - m(A_2, \dot{\tilde{v}}_h) \right| dt \lesssim T^2 \frac{h^{2(\mu+1)}}{k^{2m}} \left\| \tilde{u} \right\|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 + \frac{1 + \mu^*}{2} \int_0^\xi \left\| \dot{\tilde{v}}_h \right\|_0^2 dt . \]

**Estimate of term** \(L_3\). Since \(v_h(\xi) = 0\) by definition, term \(L_3\) only depends on the approximation error on \(\dot{u}(0) = u_1\), i.e., the initial condition for \(\tilde{u}\). Using (32) and Young’s inequality yield:

\[ |L_3(\xi)| = \left| m_h(\dot{u}(0) - \tilde{u}_h(0), v_h(0)) \right| \leq \mu^* \| \dot{u}(0) - \tilde{u}_h(0) \|_0 \| v_h(0) \|_0 \]

\[ \leq \left( \frac{\mu^*}{2} \right)^2 \left\| \dot{u}(0) - \tilde{u}_h(0) \right\|_0^2 + \frac{(\mu^*)^2}{2} \left\| v_h(0) \right\|_0^2 . \]

**Estimate of term** \(L_4\). We start from the definition of term \(L_4\) and apply the triangular inequality to find that:

\[ |L_4(\xi)| = \left| \int_0^\xi \left( m_h(\mathring{\rho}, v_h) + m_h(\mathring{\rho}, \dot{v}_h) \right) dt \right| \leq \int_0^\xi |m_h(\mathring{\rho}, v_h)| dt + \int_0^\xi |m_h(\mathring{\rho}, \dot{v}_h)| dt . \]  
\textit{[104]}

Both terms on the right depend on the exact solution \(u\) and its approximation provided by the energy projection \(\mathcal{P}_h u\). We bound the first term by starting from (32):

\[ \int_0^\xi |m_h(\mathring{\rho}, v_h)| dt \leq \mu^* \int_0^\xi \| \mathring{\rho} \|_0 \| v_h \|_0 dt \]  
\textit{[use Young’s inequality]}

\[ \leq \frac{\mu^*}{2} \int_0^\xi \| \mathring{\rho} \|_0^2 dt + \frac{\mu^*}{2} \int_0^\xi \| v_h \|_0^2 dt \]  
\textit{[apply Lemma 4.9 to } \mathring{\rho} \text{]}

\[ \lesssim \frac{\mu^*}{2} \frac{h^{2(\mu+1)}}{k^{2m}} \int_0^\xi \| \mathring{\rho} \|_{m+1}^2 dt + \frac{\mu^*}{2} \int_0^\xi \| v_h \|_0^2 dt \]  
\textit{[use definition of } L^2(0,T;[H^{m+1}(\Omega)]^2)\text{-norm]}

\[ \lesssim \frac{\mu^*}{2} \frac{h^{2(\mu+1)}}{k^{2m}} \left\| \mathring{\rho} \right\|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 + \frac{\mu^*}{2} \int_0^\xi \left\| v_h \right\|_0^2 dt . \]

Similarly, we bound the second term by starting from (32):
\[ \int_0^\xi |m_h(\dot{\rho}, \dot{\eta})| \, dt \leq \mu^* \int_0^\xi \|\dot{\rho}\|_0 \|\dot{\eta}\|_0 \, dt \]  
\text{[use Young’s inequality]}
\[ \leq \frac{\mu^*}{2} \int_0^\xi \|\dot{\rho}\|_0^2 \, dt + \frac{\mu^*}{2} \int_0^\xi \|\dot{\eta}\|_0^2 \, dt \]  
\text{[apply Lemma (4.9) to \(\dot{\rho}\)]}
\[ \lesssim \frac{h^2(\mu+1)}{k^{2m}} \int_0^\xi |\dot{\eta}|_{m+1}^2 \, dt + \frac{\mu^*}{2} \int_0^\xi \|\dot{\eta}\|_0^2 \, dt \]  
\text{[use definition of \(L^2(0,T;[H^{m+1}(\Omega)]^2)\)-norm]}
\[ \lesssim \frac{h^2(\mu+1)}{k^{2m}} \|\dot{\eta}\|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 + \frac{\mu^*}{2} \int_0^\xi \|\dot{\eta}\|_0^2 \, dt. \]  

Using these two estimates in (104), we immediately find that

\[ |L_4(\xi)| \lesssim \frac{\mu^* h^2(\mu+1)}{k^{2m}} \left( \|\dot{u}\|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 + \|\dot{u}\|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 \right) + \mu^* \int_0^\xi \|\dot{\eta}\|_0^2 \, dt. \]  
\text{(105)}

**Estimate of \(\|\eta\|_0^2\) and conclusion of the proof:** On collecting the upper bounds of \(L_i(\xi), i = 1, 2, 3, 4\), and using the lower bound (99), we have that

\[ \mu_* \|\eta(\xi)\|_0^2 = \mu_* m(\eta(\xi), \eta(\xi)) \leq m_h(\eta(\xi), \eta(\xi)) \]
\[ \lesssim m_h(\eta(0), \eta(0)) + \|\dot{u}(0) - \dot{u}_h(0)\|_0^2 + T^2 \int_0^T \|I - \Pi_{k-2}\|_{H^m} \|\dot{\eta}\|_0^2 \, d\tau \]
\[ + \frac{h^2(\mu+1)}{k^{2m}} \left( \|\dot{u}\|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 + T^2 \|\dot{u}\|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 \right) \]
\[ + \int_0^\xi \|\dot{\eta}\|_0^2 \, dt + \int_0^\xi \|\dot{v}\|_0^2 \, dt. \]  
\text{(106)}

We estimate the first term in the right-hand side of (106) by using property (26), the definition of \(\eta(0)\), adding and subtracting \(P_h u(0)\), and estimate (83):

\[ m_h(\eta(0), \eta(0)) \leq \mu^* \|\eta(0)\|_0^2 = \mu^* \|u_h(0) - P_h u(0)\|_0^2 \]
\[ \leq 2\mu^* \|u_h(0) - u(0)\|_0^2 + 2\mu^* \|u(0) - P_h u(0)\|_0^2 \]
\[ \lesssim \|u_h(0) - u_0\|_0^2 + \frac{h^2(\mu+1)}{k^{2m}}|u_0|_{m+1}^2. \]  
\text{(107)}

We also estimate the last integral term in (106) by using the definition of the \(L^2(\Omega)\)-norm, definition (90), Jensen’s inequality, and Fubini’s Theorem to change the integration order:

\[ \|\dot{v}(t)\|_0^2 = \int_\Omega \int_t^\xi |\eta(\tau)|^2 \, dV \leq \int_\Omega |\xi - t| \left( \int_t^\xi |\eta(\tau)|^2 \, d\tau \right) \, dV \]
\[ = |\xi - t| \int_t^\xi \left( \int_\Omega |\eta(\tau)|^2 \, dV \right) \, d\tau \leq T \int_0^\xi \|\eta(\tau)\|_0^2 \, d\tau \]  
\text{(108)}

and

\[ \int_0^\xi \|\dot{v}(t)\|_0^2 \, dt = \left( T \int_0^\xi \|\eta(\tau)\|_0^2 \, d\tau \right) \left( \int_0^\xi \|\eta(\tau)\|_0^2 \, d\tau \right) \leq T^2 \int_0^\xi \|\eta(\tau)\|_0^2 \, d\tau \]  
\text{(109)}

Using estimates (107) and (108) in (106) and recalling that \(\dot{\psi}_h = -\dot{\eta}\), we find that
Fig. 2. Base meshes (top row) and first refined meshes (bottom row) of the following mesh families from left to right: randomized quadrilateral mesh; mainly hexagonal mesh; nonconvex octagonal mesh.

\[ \eta(\xi) \lesssim \| u(0) - u_h(0) \|_0^2 + \| \dot{u}(0) - \dot{u}_h(0) \|_0^2 + T^2 \int_0^T \| (I - \Pi_{k-2}^0) f(\tau) \|_0^2 d\tau \]
\[ + \frac{h^{2(\mu+1)}}{k^m} \left( \| u_0 \|_1^{2m+1} + \| \dot{u} \|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 + T^2 \| \ddot{u} \|_{L^2(0,T;[H^{m+1}(\Omega)]^2)}^2 \right) \]
\[ + (1 + T^2) \int_0^T \| \eta(\tau) \|_0^2 d\tau. \] (110)

An application of Gronwall’s inequality yields, for (almost) every \( t \in [0,T] \), the desired upper bound on \( \eta(t) \):

\[ \| \eta(t) \|_0 \lesssim C(T) \left( \| u(0) - u_h(0) \|_0 + \| \dot{u}(0) - \dot{u}_h(0) \|_0 + \int_0^T \| (1 - \Pi_{k-2}^0) f(\tau) \|_0 d\tau \right. \]
\[ \left. + \frac{h^{2m+1}}{k^m} \left( \| u_0 \|_{1+1,\Omega} + \| \dot{u} \|_{L^2(0,T;[H^{m+1}(\Omega)]^2)} + \| \ddot{u} \|_{L^2(0,T;[H^{m+1}(\Omega)]^2)} \right) \right), \] (111)

where \( C(T) \approx \exp(T^3) \) and the constant hidden in the “\( \lesssim \)" notation depends on \( \mu^* \) and the mesh regularity constant \( \varrho \), but is independent of \( h \). Finally, we prove the assertion of the theorem through the triangular inequality \( \| u_h - u \|_0 \lesssim \| \rho \|_0 + \| \eta \|_0 \) and, then, on using (82) to bound \( \rho \) and (111) to bound \( \eta \).

**Remark 4.10** The \( L^2 \) estimate in Theorem 4.8 is suboptimal in \( k \) because of the suboptimality of the invoked results contained in Lemma 4.2.

**5. Numerical experiments**

In this section, we aim to confirm the optimal convergence rate of the numerical approximation of the elastodynamic problem (3)-(7) provided by the virtual element method in accordance with Theorems 4.6 and 4.8. In particular, we let \( \Omega = (0,1)^2 \) for \( t \in [0,T], T = 1 \), and consider initial condition \( u_0 \), boundary condition \( g \) and forcing term \( f \) determined from the exact solution.
To this end, we consider three different mesh partitionings, denoted by:
- Mesh 1, randomized quadrilateral mesh;
- Mesh 2, mainly hexagonal mesh with continuously distorted cells;
- Mesh 3, nonconvex octagonal mesh.

The base mesh and the first refined mesh of each mesh sequence are shown in Figure 2.

These mesh sequences have been widely used in the mimetic finite difference and virtual element literature, and a detailed description of their construction can be found, for example, in [29]. The discretization in time is given by applying the Leapfrog method with $\delta t = 10^{-4}$ and carried out for $10^4$ time cycles in order to reach time $T = 1$.

For these calculations, we used the VEM approximation based on the conforming space $V^h_k$ with $k = 2, 3, 4$ and the convergence curves for the three mesh sequences above are reported in Figures 3, 4 and 5. The expected rate of convergence is shown in each panel by the triangle closed to the error curve and indicated by an explicit label. According to Theorem 4.6, we expect that the approximation error decreases as $O(h^k)$ when using the virtual element method of order $k$ and measuring the error in the $H^1$ norm. Consistently with our approximation, we also expect to see the approximation error to decrease as $O(h^{k+1})$ when using the $L^2$ norm. Furthermore, Figure 6 shows the semilog error curves obtained through a “$p$”-type refinement calculation for the previous benchmark, i.e for a fixed

$$u(x, y, t) = \cos \left( \frac{2\pi t T}{T} \right) \begin{pmatrix} \sin^2(\pi x) \sin(2\pi y) \\ \sin(2\pi x) \sin^2(\pi y) \end{pmatrix}.$$  

(112)
5 × 5 mesh of type I the order of the virtual element space is increased from k = 1 to k = 10. We refer the reader to [28] for a detailed presentation of the p/hp virtual element formulations. Here, we compare the performance of the method for two different implementations. In the first one, the space of polynomials of degree k is generated by the standard scaled monomials, while in the second one we consider an orthogonal polynomial basis. Details on the orthogonalization of the basis polynomials are found in [43, 64, 91], where the impact that such a basis can have on the accuracy of the high-order VEM is also discussed. The behavior of the VEM when using nonorthogonal and orthogonal polynomials basis shown in Figure 6 is in accordance with the literature.

These plots confirm that the conforming VEM formulations proposed in this work provide a numerical approximation with optimal convergence rate on a set of representative mesh sequences, including deformed and nonconvex polygonal cells.

6. Conclusions

In this work, we extended the conforming virtual element method for the numerical simulation of two dimensional time-dependent elastodynamics problems. The formulation of the VEM is investigated both theoretically and numerically. From the theoretical side, we proved the stability and the convergence of the semi-discrete approximation in the energy norm and obtain optimal rate of convergence. We also derive $L^2$ error estimates for the h- and p-refinement. From the numerical side, we assessed the performance of the conforming VEM on a set of different computational
Fig. 5. Convergence plots for the virtual element approximation of Problem (3)-(7) with exact solution (112) using family Mesh 3 of nonconvex octagonal meshes. Error curves are computed using the $L^2$ norm (left panels) and $H^1$ norm (right panels) and are plot versus mesh size $h$ (top panels) and number of degrees of freedom (bottom panels).

Fig. 6. Convergence plots for the virtual element approximation of Problem (3)-(7) with exact solution (112) using family Mesh 1 of randomized quadrilateral meshes. Error curves are computed using k-refinement the $L^2$ norm (left panel) and $H^1$ norm (right panel) and are plot versus the number of degrees of freedom by performing a refinement of type “p” on a $5 \times 5$ mesh. Each plot shows the two convergence curves that are obtained using monomials (circles) and orthogonalized polynomials (squares.)
meshes, including non-convex cells. The theoretical optimal convergence rates in the energy norm are numerically validated, whereas the numerically observed $L^2$ convergence rates assess the suboptimality of our theoretical $L^2$ error estimates. Finally, in the $p$-refinement setting, exponential convergence is experimentally observed.
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