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ABSTRACT

Dialogue systems (DSs) are evaluated depending on their type and purpose. Two categories are often distinguished: (1) task-oriented dialogue systems (TDSs), which are typically evaluated on utility, i.e., their ability to complete a specified task, and (2) open-domain chat-bots, which are evaluated on the user experience, i.e., based on their ability to engage a person. What is the influence of user experience on the user satisfaction rating of TDSs as opposed to, or in addition to, utility? We collect data by providing an additional annotation layer for dialogues sampled from the ReDial dataset, a widely used conversational recommendation dataset. Unlike prior work, we annotate the sampled dialogues at both the turn and dialogue level on six dialogue aspects: relevance, interestingness, understanding, task completion, efficiency, and interest arousal. The annotations allow us to study how different dialogue aspects influence user satisfaction. We introduce a comprehensive set of user experience aspects derived from the annotators’ open comments that can influence users’ overall impression. We find that the concept of satisfaction varies across annotators and dialogues, and show that a relevant turn is significant for some annotators, while for others, an interesting turn is all they need. Our analysis indicates that the proposed user experience aspects provide a fine-grained analysis of user satisfaction that is not captured by a monolithic overall human rating.

CCS CONCEPTS

• Computing methodologies → Discourse, dialogue and pragmatics;  
• Information systems → Users and interactive retrieval;  
Evaluation of retrieval results.
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1 INTRODUCTION

Recent research into the evaluation of conversational systems such as dialogue systems and conversational recommender systems has proposed automatic metrics that are meant to correlate well with human judgements [3]. Many of these standard evaluation metrics have been shown to be ineffective in dialogue evaluation [3, 16]. As a consequence, a significant amount of dialogue research relies on human evaluation to measure a system’s effectiveness. Recently, estimating a user’s overall satisfaction with system interaction has gained momentum as the core evaluation metric for task-oriented dialogue system (TDS) [8, 13]. Though useful and effective, overall user satisfaction does not necessarily give insights on what aspect or dimensions the TDS is performing well. Knowing why a user is satisfied or dissatisfied helps the conversational system recover from an error and optimise toward an individual aspect to avoid total dissatisfaction during an interaction session.

Understanding user satisfaction with a TDS at a fine-grained level is vital at both the design and evaluation stages. Metrics such as engagement, relevance, and interestingness have been investigated to understand fine-grained user satisfaction and how they determine a user’s overall satisfaction in different scenarios and applications [7, 20, 24]. For TDS, user satisfaction is modelled as an evaluation metric for measuring a system’s ability to achieve a functional goal with high accuracy (i.e task success rate and dialogue cost) [19]. Unlike TDS, the main focus in chat-bot evaluation is on the user experience during interaction (i.e how engaging, interesting etc. the system is) [14].

The metrics proposed in [7, 24] provide a granular analysis on how they influence user satisfaction for chat-bots – but it is not known how these aspects influence user satisfaction of TDSs [see, e.g., 12, 26]. In this study, we focus on understanding the significance of several dialogue aspects on overall impression rating of a TDS. We investigate some of the metrics from [7] originally introduced for chat-bots (viz. interestingness, relevance, and understanding) and how they determine a user’s overall impression of a TDS. We also propose a new aspect, interest arousal, as a metric in measuring TDS effectiveness. We find that this newly proposed metric achieves the highest correlation with overall user satisfaction with a TDS, compared to other metrics that focus on the user experience, with a Spearman’s $\rho$ of 0.7903.

To understand the influence of the dialogue aspects, we collect human quality annotations for the recommendation dialogues (ReDial) dataset [15]. The dialogues are annotated at both the turn and dialogue levels on several aspects stated above and extensive analysis is conducted on the annotated dataset. With these we sought to answer the following questions: What dialogue aspects influence overall impression of TDS? and; What role does the utility and user experience dimensions play when rating the overall impression of a task oriented dialogue?
The contributions we make in this paper are: (i) We add an extra annotation layer for the ReDial dataset. A human quality annotation effort is set up on Amazon Mechanical Turk (AMT),\footnote{https://mturk.com} for the annotation of 40 sampled dialogues at the turn and dialogue level on six dialogue aspects: relevance, interestingness, understanding, task completion, efficiency, and interest arousal. (ii) We analyse the annotated dataset to identify dialogue aspects that influence the overall impression. (iii) We propose additional dialogue aspects with significant contributions to the overall impression of a TDS. We classify the annotators’ open comments left in the justification box into different categories. Apart from the six dialogue aspects investigated in this study, natural conversation, success in the last interaction and repetition are among other aspects stated by the annotators that influenced their overall impression.

2 RELATED WORK

User satisfaction. Kelly [10] defines user satisfaction as the fulfillment of a user’s specified desire or goal. User satisfaction has gained popularity as an evaluation metric of information retrieval (IR) systems based on implicit signals [8, 9, 11–13]. Due to the reliance on the user’s intelligence and emotions to measure user satisfaction, user satisfaction in information systems depends on the user’s interaction experience and the fulfillment of their specified desires, and goals [10]. Factors such as system effectiveness, user effort, user characteristics and expectations influence a user’s satisfaction rating for IR systems [1]. In TDS, user satisfaction is measured by rating a dialogue at both the turn and dialogue level on overall impression [2, 23]. We rate both the turn and dialogue level with fine-grained aspects of user satisfaction in our work.

Dialogue qualities. Dialogue systems are often evaluated on their overall impression [3]. Recently, research into fine-grained user satisfaction has increased. Walker et al. [25] propose a framework for evaluating dialogues in a multi-faceted way. It measures several dialogue qualities and combines them to estimate user satisfaction. Mehri and Eskenazi [18] develop an automatic evaluation metric for evaluating dialogue systems at a fine-grained level, including interestingness, engagingness, diversity, understanding, specificity, and inquisitiveness. Several other publications have investigated human evaluation of dialogue systems on different dialogue qualities [see, e.g., 4, 20]. Our work rates user satisfaction at both turn and dialogue level on six fine-grained user satisfaction aspects, unlike previous research rating both levels on overall impression. We also propose a new aspect, interest arousal, which strongly correlates with the overall impression.

3 METHODOLOGY

To establish dialogue aspects that lead to overall user satisfaction with a TDS, we create an additional annotation layer for the ReDial dataset. We set up an annotation experiment on Amazon Mechanical Turk (AMT) using so-called master workers. The AMT master workers annotate a total of 40 conversations on six dialogue aspects. Following Mehri and Eskenazi [18] work, we hand-selected three system responses from each conversation for turn-level annotation. Each response has two previous turns as context plus the following user utterance. Unlike [23], we ask the annotators to decide on the label by considering the user’s next action. We display all three turns on a single page and instruct the annotators to answer questions for each turn. After completing the turn-level annotation, the same annotators are taken to a new page where they provide dialogue-level annotations on the same dialogue. The annotators cannot return to the turn-level annotation page. This restriction is based on two considerations: (i) to avoid bias of annotators on the turn-level labels when making decisions on the dialogue-level annotations; and (ii) to prevent annotators from going back to change their turn-level ratings. With this we aim to capture how well an annotator’s turn ratings correlate with their dialogue-level ratings and overall ratings.

We crowd-source the annotations to enable scalable and efficient annotation labels while capturing different points of view. We refined the instructions in a series of pilot studies and internal reviews to ensure the workers understood the task. Moreover, we clearly define each evaluation aspect, backed by real examples from the dataset. In the instructions, we stress the fact that the workers need to base their judgements on evidence present in the dialogue (e.g., “I really liked your suggestion.”) to show relevance, not their personal taste or guess. We annotate each dialogue with 5 workers. The annotators answered two questions for each turn and five at the dialogue level. In total, the annotated dataset includes 1,200 turn-level and 1000 dialogue-level data points. At the end of each dialogue, we ask each annotator to leave an open comment to justify their overall impression rating of the TDS. We obtain 200 open comments from 32 workers, which we use for analysis to propose additional aspects to be studied with respect user satisfaction as shown in Table 3.

Recommendation dialogue dataset. The ReDial dataset [15] is a large dialogue-based human-human movie recommendation corpus. It consists of 11,348 dialogues. One person is the movie seeker, and the other is the recommender. The movie seeker should explain the kind of movie they like and ask for suggestions. The recommender tries to understand the seeker’s movie tastes and recommends movies. This dataset is categorised as both chit-chat and task-oriented since the recommender needs to discover the seeker’s movie preference before recommending.

Turn-level annotation. At the turn level, given the previous context, and the next user utterance, we instruct the workers to assess the system’s response according to two fine-grained aspects on a scale of 1 to 3: Relevance (1–3): The system’s response is appropriate to the previous turn and fulfills the user’s interest [7, 18, 20, 21]. Interestingness (1–3): The system makes chit-chat while presenting facts [7, 18, 20, 22]. The options for each aspect were: No, Somewhat, Yes. For Relevance, we also provided a Not applicable option in case an annotator believes there is not enough evidence to determine whether the response is relevant (e.g., if no movie is recommended).

Dialogue-level annotation. The workers rate the system’s quality considering the entire dialogue for the dialogue-level annotation. This level is evaluated based on four aspects. For understanding, task completion, and interest arousal we provide three options: No, Somewhat, Yes. For efficiency raters are given a binary choice [5, 13]. We also ask workers to rate the system on overall impression. The
**Table 1: Correlation of overall impression with turn-level and dialogue-level annotations. All correlations in this table are statistically significant ($p < 0.01$).**

| Level  | Aspect         | Spearman’s $\rho$ | Pearson’s $r$ |
|--------|----------------|-------------------|---------------|
| Turn   | Relevance      | 0.5199            | 0.5622        |
|        | Interactivity  | 0.3374            | 0.3603        |
| Dialogue | Understanding | 0.7589            | 0.7928        |
|       | Task completion | 0.7895            | 0.8280        |
|       | Interest arousal | **0.7903**       | **0.8341**    |
|       | Efficiency     | 0.5946            | 0.5697        |

The overall impression is rated on a Likert scale of 1 to 5 (with 1 being very dissatisfied and 5 very satisfied). Below is a summary of the definitions we provide for the dialogue aspects: **Understanding** (1–3): The system understands the user’s request and fulfils [5, 18, 24]. **Task completion** (1–3): The system makes suggestions that the user finally accepts [13]. **Efficiency** (0–1): The system can make suggestions that meet the user’s interest within the first three interactions [5, 18]. **Interest arousal** (1–3): The system attempts to intrigue the user’s interest into accepting a suggestion they are not familiar with. **Overall impression** (1–5): The worker’s overall impression of the system’s performance, given the dialogue context [7, 13, 18, 20, 22].

Finally, we ask the workers to justify their rating on overall impression. We use the justifications to contextualise the given ratings and analyse and discover additional aspects that affect the quality of a dialogue.

**Participants.** A total of 32 AMT workers took part in the human annotation effort, 18 female and 14 male. Their ages range from 18 to 49.

## 4 RESULTS AND ANALYSIS

This section presents the results from our annotation effort and an analysis of the annotators’ comments on their overall impression labels. We intend to answer the following questions: (RQ1) To what extent do turn-level aspects correlate with the overall user impression in TDS? And (RQ2) What dialogue-level aspects have a more significant influence on the overall user impression?

As explained above, apart from rating dialogues on six dialogue aspects, annotators also rated the system on overall impression. We use these ratings to classify the dialogues into several categories. First, a dialogue is satisfactory if it has a majority rating of 3 or more; it is unsatisfactory if it has a majority rating of less than 3. Second, we label a dialogue as being subjective if: (i) two or more annotators selected labels that indicated both satisfactory and unsatisfactory, and (ii) only two annotators agreed on a label whereas the other three selected different labels from each other. That is, we have four different labels selected. There are 26 satisfactory and 6 unsatisfactory dialogues; 8 dialogues are categorised as subjective. Inter annotator agreement for the overall impression ratings was fair, with a Fleiss Kappa score of 0.412.

### 4.1 Turn-level aspects influencing overall impression

We compute Spearman’s $\rho$ and Pearson’s $r$ correlation coefficients with the overall impression for each turn and average across the three turns; see Table 1 (top). The relevance aspect exhibits the highest correlation at the turn-level. Out of the dialogues classified as satisfactory, 46% of the turns were rated relevant (= 3) compared to 31% rated interesting (= 3). Hence, more system responses are found to be relevant but not interesting as a TDS is traditionally expected to optimise towards task success and not engagement.

When a turn is relevant, the dialogue’s overall impression is more likely to be satisfactory (96% of the turns). The same does not hold for a nonrelevant turn (43% of the turns led to a satisfactory dialogue), suggesting that in this case, the user’s overall impression depends not only on relevance but on other dialogue aspects too. A system’s success in making a successful suggestion$^2$ in the final turn has more weight on the overall impression than the preceding turns. This conforms to the findings of [13, 17], which shows that the latest interactions with a system more influence the overall satisfaction of users. Although relevance is essential in determining the overall impression, it is not the only influencing aspect.

### 4.2 Dialogue-level aspects with significant influence on overall impression

In Figure 1 we plot the distribution of the ratings for the dialogue-level aspects against overall impression. We see a clear dependency of the overall impression on the interest arousal aspect; out of the dialogues classified as satisfactory, 73% were rated high in terms of interest arousal (see Figure 1a). We also notice that all dialogues rated low (= 1) are unsatisfactory overall. Thus the ability of a TDS to intrigue the user’s interest in watching a novel suggestion can be the determinant of the overall impression.

Table 1 (bottom) reports Spearman’s $\rho$ and Pearson’s $r$ correlation coefficients of the dialogue-level aspects with overall impression rating. Efficiency is the least correlating aspect for both scores. In our study, this aspect captures the system’s ability to make relevant recommendations meeting the user’s need within the first

$^2$A successful suggestion is a movie suggestion that the user accepts.

---

**Table 2: Determinant coefficients computed with regression showing the effect size of all aspects to overall impression.**

| Aspect | Utility | User experience | $R^2$ |
|--------|---------|-----------------|-------|
| Turn (T) | Relevance (R) | +               | 0.568 |
|         | Interestingness (I) | +               | 0.258 |
|         | R + I | +               | **0.583** |
| Dialogue (D) | Understanding (U) | +               | 0.629 |
|         | Task completion (TC) | +               | 0.686 |
|         | Interest arousal (IA) | +               | 0.696 |
|         | Efficiency (E) | +               | 0.325 |
|         | IA + TC + U + E | +               | **0.825** |
|         | R + TC | +               | 0.761 |
|         | IA + U + I + E | +               | 0.803 |
|         | IA + TC + U + I + E + R | +               | **0.844** |
Table 3: Additional aspects captured from the open comments. The % show how often the aspect was stated.

| Aspect                | Definition                                                                 | Annotator comment                                                                 |
|-----------------------|---------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| Opinion (2.4%)        | System expresses general opinions on a generic topic or expressing strong personal opinion | “I don’t think that the system should be providing its own opinions on the movies” |
| Naturalness (5.42%)   | The flow of the conversation is good and fluent                           | “The conversation flow naturally from one exchange to the next”                    |
| Success on the last interaction (10.8%) | System gets better as time goes by                                         | “The system finally recommends a good movie at the very end”                       |
| Repetition (1.8%)     | The system repeating itself or suggestions                                | “The system has good suggestions, but it repeats itself over and over which is strange.” |
| User (4.21%)          | User’s actions influencing the overall impression                          | “The system was being helpful but the user was difficult in answering preference questions” |

Three exchanges. Unlike chatbots, which are meant to engage with a user for a long period, TDS dialogues should be concise [6].

We see in Figure 1b that more dialogues are rated inefficient than efficient (53.5% vs. 46.5%), suggesting that efficient suggestions of movies contribute to a dialogue being satisfactory. Our analysis, however, indicates that the opposite cannot be said for inefficient dialogues: some of them were rated satisfactory (64.44%). We note from the annotators’ open comments that though a system took extra turns to make a relevant suggestion, as long as the user got a suggestion, they rate the system as satisfactory. This indicates that a system that fails to satisfy the user’s need in the first three interactions is less likely to do so in further interactions.

To understand the significance of the investigated dialogue aspects to the overall impression, we train various regression models considering different aspect combinations (both single and multiple aspects); see Table 2 for the results. At the turn-level, an approach that combines both aspects outperforms the best turn-level single aspect (relevance). As for the dialogue-level aspects, interest arousal exhibits the highest significance among all other aspects, taken individually. The combination of dialogue-level aspects clearly shows a stronger relationship to the overall rating model than individual aspects. Unsurprisingly, combining all aspects performs better than that of individual aspects or different levels.

Tables 1 and 2 show that dialogue-level aspects have a bigger influence on the overall impression than turn-level aspects. This suggests that turn-level aspects cannot be used solely to estimate the user’s overall satisfaction effectively. This is attributed to cases where a system’s response at a turn is sub-optimal, thus not representing the entire dialogue impression. The turn and dialogue aspects concern two evaluation dimensions: utility and user experience. Relevance and task completion measure the utility of a TDS, i.e., its ability to accomplish a task by making relevant suggestions. The user experience dimensions (understanding, interest arousal, efficiency and interestingness) focus on the user’s interaction experience. Combining dialogue aspects from both dimensions has a strong relationship to the overall impression, unlike the individual aspects. In Table 2 the columns Utility and User experience show the two dimensions: combining both dimensions (the last row in each section in Table 2) leads to the best performance. The combination of turn and dialogue level aspects (D+T, third group) achieves the highest $R^2$. In summary, leveraging aspects from both dimensions (utility and user experience) is essential when designing a TDS that is meant to achieve a high overall impression.

4.3 Analysis of the justifications

We report on a manual inspection of the workers’ open comments. We went through the comments and assigned them to evaluation aspects based on the worker’s perspective. E.g., a comment that mentions “the system kept recommending the same movie” signals the existence of a novel aspect that concerns repeated recommendations in a dialogue. Table 3 lists the (dominant) novel categories discovered from the comments, together with a gloss and example. Several interesting aspects are observed by the annotators. For example, most annotators disliked the fact that the system expressed its opinion on a genre or movie. In cases where the system is repetitive (in terms of language use or recommended items), the annotators’ assessments were negatively impacted. Some annotators noted the positive impact of a dialogue being natural and human-like or that the system made a good recommendation after several failed suggestions (i.e., success on the last interaction). There were some examples where all annotators agreed that the suggestions were good, but the user did not react rationally.
5 DISCUSSION AND CONCLUSIONS

In this paper, we focus on providing a fine-grained understanding of what the overall user impression means in TDSs. We asked annotators to follow a dialogue and assess both at the turn and dialogue level on multiple aspects. While related work highlights the significance of these aspects [20, 22, 27], not much work has been done on the impact of these aspects on TDSs.

Providing relevant recommendations throughout a dialogue is crucial for user satisfaction, but it does not tell the whole story. Both from the annotations and open-ended comments, we find that engaging with users in the form of chit-chat can have two effects. If a user is already happy with a provided recommendation, more engagement can lead to further interest arousal, and hence more satisfaction; but if the system fails to meet the user’s expectations, it can have a negative effect. This is in line with [22], who stress the importance of finding the right amount of chit-chat in a dialogue.

Our analysis of open-ended comments and justifications revealed new aspects that can affect users’ satisfaction. In line with our quantitative analysis and related work [13, 17], many annotators mentioned the importance of user experience in the final turns or at least one successful interaction in the dialogue. Other aspects such as repeated utterances and recommendations negatively impacted the user experience. This indicates the need for jointly optimising turn- and dialogue-level metrics and for a fine-grained model of user satisfaction that incorporates multiple aspects.

One limitation of our work is that the annotators assess user satisfaction based on the user’s utterances and reactions to the system’s responses. While we observed a high level of agreement for most dialogues, we noticed a disagreement between annotators on some dialogues. We plan to collect a set of fine-grained annotation labels directly from users. Also, we plan to extend this study to learn to predict the overall impression of the users in a TDS.
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