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The prediction of flow and heat transfer characteristics of liquid sodium with CFD technology is of significant importance for the design and safety analysis of sodium-cooled fast reactor. The accuracies and uncertainties of the CFD models should be evaluated to improve the confidence of the numerical results. In this work, the uncertainties from the turbulent model, boundary conditions, and physical properties for the flow and heat transfer of liquid sodium were evaluated against the experimental data. The results of uncertainty quantization show that the maximum uncertainties of the Nusselt number and friction coefficient occurred in the transition zone from the inlet to the fully developed region in the circular tube, while they occurred near the reattachment point in the backward-facing step. Furthermore, in backward-facing step flow, the maximum uncertainty of temperature migrated from the heating wall to the geometric center of the channel, while the maximum uncertainty of velocity occurred near the vortex zone. The results of sensitivity analysis illustrate that the Nusselt number was negatively correlated with the thermal conductivity and turbulent Prandtl number, while the friction coefficient was positively correlated with the density and Von Karman constant. This work can be a reference to evaluate the accuracy of the standard \( k-\varepsilon \) model in predicting the flow and heat transfer characteristics of liquid sodium.

1. Introduction

Liquid sodium is widely used as a coolant in nuclear reactor engineering, aerospace, chemical engineering, and industrial waste heat utilization, due to the high thermal conductivity and low kinematic viscosity. The investigations on flow and heat transfer characteristics of liquid sodium began from 1940s [1–6]. The conclusion reached was that the flow characteristics of liquid sodium are similar to that of water [7–9]. However, Jenkins [10] indicated that the heat transfer characteristics of liquid sodium and water, such as the turbulent Prandtl number, were different. Wu et al. [11] made an overview of the flow and heat transfer characteristics of liquid sodium in different channel geometries including circular tube, annular tube, and rod bundle. However, conducting experimental research is difficult and expensive in some specific flow regions, such as narrow channels, helical wire spacer [12, 13], and sudden enlargement pipe. To predict the flow and heat transfer characteristics of liquid sodium more efficiently, numerical simulation method has been adopted. Meanwhile with the development of turbulence theory, a variety of models have been proposed for various flow and heat transfer conditions. The standard \( k-\varepsilon \) model has been improved in previous studies [14, 15] and widely used in commercial CFD codes, which is efficient in prediction of the flow and heat transfer characteristics of liquid sodium when it flows in tubes or complex channels with high Reynolds number in nuclear engineering normally. However, the prediction based on standard \( k-\varepsilon \) model may not be accurate, since this model is developed from conventional fluids such as water and air and widely used in commercial CFD codes. However, this model is developed based on conventional fluids such as water and air.
In the calculation process of turbulent heat transfer by standard k-ε, the method to solve the energy equation is similar to that dealing with the momentum equation. There are usually two methods [16]. One is using the turbulence Prandtl number to close energy equation. Kays [17] and Weigand et al. [18] proposed turbulent Prandtl number model and corresponding extended model. Taler [19] adjusted the turbulent Prandtl number of different models, which made the calculated values in agreement with the experimental data better. Ge et al. [20] assessed the applicability of different turbulent Prandtl number models in the bundle flow and recommended models of Kays [17] and Aoki [4]. The other method is to use the four-parameter equation model to describe the turbulent energy propagation process. Da Vià and Manservisi [21] simulated the turbulent flow of liquid sodium in backward-facing step with the four-parameter turbulence model, and the calculated results were in good agreement with the DNS data. However, there is still no uniform standard for the value of turbulent Prandtl number or the coefficients in the four-parameter equation. The uncertainty of these coefficients not only leads to the lack of universality but also reduces the accuracy of models. Meanwhile, many uncertainties will also generate from input boundary conditions, model coefficients, grid division, and so on. The accuracy of the standard k-ε model still needs an evaluation.

Uncertainty and sensitivity analysis has become a common practice in CFD to evaluate the accuracy of algorithms [22]. This method can quantify the accuracy of the turbulence model and find the key parameters which have a greater impact on the results. Dunn et al. [23] analyzed the uncertainty of the standard k-ε model in predicting the flow characteristic of water in backward-facing step. They found that the largest uncertainty appears near the recirculating region and the reattachment point. Wang et al. [24] analyzed the uncertainty of laminar and turbulent aeroheating predictions for Mars entry. It showed that, in the leeside region, the key parameters, which produce significant uncertainties in laminar and turbulent cases, are evidently different. Qureshi and Chan [25] discussed the influence of vorticity-to-strain ratio on turbulence parameters and adjusted vorticity-to-strain ratio reduces uncertainties, which improved the performance of standard k-ε model. Rakhimov et al. [26] proposed an uncertainty quantification method for CFD validated for turbulent mixing experiments from GEMIX. The results showed that uncertainty in the turbulence model input parameters has a significant contribution to the overall uncertainty in the simulation results. So far, there has not been enough evaluation on the uncertainty of the standard k-ε model, especially in terms of predicting the heat transfer characteristics of liquid sodium.

In this work, in order to provide a reference for the optimization of k-ε model in predicting turbulent flow and heat transfer characteristics of liquid sodium, uncertainty quantification and sensitivity analysis were adopted. The CFD software FLUENT was used to simulate the turbulent flow of sodium in the circular tube and the backward-facing step, and the uncertainty was imported by the Latin hypercube sampling (LHS) method [27]. The aim of this work is to obtain the rules of uncertainties in the standard k-ε model. Moreover, several key factors which influence the flow and heat transfer characteristics of liquid sodium were identified.

2. Mathematical and Physical Models

The k-ε turbulence model can be used to describe turbulence at high Reynolds number, which is composed of the transport equations of turbulent kinetic energy k and turbulent dissipation rate ε:

\[
\frac{\partial k}{\partial t} + U \frac{\partial k}{\partial x_i} = \frac{\partial}{\partial x_j} \left( \frac{\nu_t}{\sigma_k} \frac{\partial k}{\partial x_j} \right) + P - \epsilon, \quad \frac{\partial \epsilon}{\partial t} + U \frac{\partial \epsilon}{\partial x_i} = \frac{\partial}{\partial x_j} \left( \frac{\nu_t}{\sigma_\epsilon} \frac{\partial \epsilon}{\partial x_j} \right) + C_{\epsilon 1} \frac{P}{k} - C_{\epsilon 2} \frac{\epsilon^2}{k} \tag{1}
\]

\[
Pr_t = \frac{\nu_t}{\sigma_k}
\]

Source, diffusion, and dissipation of turbulent kinetic energy and turbulent kinetic energy dissipation are contained in the k-ε equations. To close the equation, the model usually needs to specify five coefficients, and the best combination is [28–30]

\[
C_p = 0.09, \quad C_{\epsilon 1} = 1.44, \quad C_{\epsilon 2} = 1.92, \quad \sigma_k = 1.0, \quad \sigma_\epsilon = 1.3.
\]

Besides, turbulent Prandtl number Pr_t will be introduced, which reflects the turbulent heat transport process. For liquid metals, the value of Pr_t is different from that for conventional fluids.

The principle for determining the coefficients is that the prediction by the k-ε model should be consistent with the results of DNS or experiment [31].

(1) Determination of \(C_p\):

In simple steady and parallel shear turbulence, the generation and dissipation of turbulent kinetic energy \(k\) are in equilibrium; that is, \(-\langle u'v' \rangle (\partial \langle u \rangle / \partial y) = \epsilon\). According to vortex viscosity model:

\[-\langle u'v' \rangle = C_{\mu} (k^2/\epsilon) (\partial \langle u \rangle / \partial y),\]

we have

\[C_{\mu} = \frac{\langle u'v' \rangle^2}{k^2} \tag{3}\]

In the linear layer and logarithmic layer, \(\langle u'v' \rangle / k \approx 0.3\) [31], so \(C_{\mu} \approx 0.09\).

(2) Determination of \(C_{\epsilon 2}\):

The equation of \(k\) and \(\epsilon\) in uniform turbulence can be simplified as follows:

\[
\frac{\partial k}{\partial t} + U \frac{\partial k}{\partial x_i} = \frac{\partial}{\partial x_j} \left( \frac{\nu_t}{\sigma_k} \frac{\partial k}{\partial x_j} \right) + P - \epsilon, \quad \frac{\partial \epsilon}{\partial t} + U \frac{\partial \epsilon}{\partial x_i} = \frac{\partial}{\partial x_j} \left( \frac{\nu_t}{\sigma_\epsilon} \frac{\partial \epsilon}{\partial x_j} \right) + C_{\epsilon 1} \frac{P}{k} - C_{\epsilon 2} \frac{\epsilon^2}{k}
\]
\[ \frac{dk}{dt} = -\varepsilon, \]  
\[ \frac{de}{dt} = \frac{C_{\varepsilon} \varepsilon^2}{k}. \]  

The attenuation of uniform turbulence conforms to exponential law: \( k \sim t^{-n}[32], \) and \( \varepsilon \sim n^{-1}\) can be obtained from the equation of \( k. \) The above formulas can be simplified to

\[ C_{\varepsilon} = \frac{(n + 1)}{n}. \]  

(5)

The value of \( n \) was measured in the grille turbulence experiment [33]; \( n \in (1.2, 1.3). \) However, it was adjusted later [34]:

\[ C_{\varepsilon} = 1.92 \]  

(6)

(3) Determination of \( C_{\varepsilon} \) and \( \sigma_{k}: \)

In the logarithmic region, the average velocity \( u \) obeys \( \langle u \rangle = u_0 \ln y/k + c. \) Therefore, the expression of Reynolds stress is

\[ \langle u'v' \rangle = u_t^2 \frac{\partial \langle u \rangle}{\partial y} = C_{\mu} \frac{k^2 u_t}{\varepsilon \kappa y}. \]  

(7)

The expression of dissipation rate \( \varepsilon \) is

\[ \varepsilon = C_{\mu} \frac{k^2}{u_t \kappa y}. \]  

(8)

On the other hand, the source and dissipation of turbulent kinetic energy are equal:

\[ \varepsilon = P_k = -\langle u'v' \rangle \frac{\partial \langle u \rangle}{\partial y} = \nu_t \left( \frac{\partial \langle u \rangle}{\partial y} \right)^2 = C_{\mu} \frac{k^2}{\varepsilon} \frac{u_t^2}{\kappa y^2}. \]  

(9)

\[ \varepsilon = \frac{C_{\mu}^{0.5} k u_t}{\kappa y}. \]  

(10)

Multiplying (8) and (10),

\[ \varepsilon = \frac{C_{\mu}^{\frac{3}{4}} k^{\frac{1}{2}}}{\kappa y}. \]  

(11)

In the logarithmic layer, Reynolds stress and turbulent kinetic energy \( k \) are approximately constant. The gradient of turbulent kinetic energy dissipation \( \varepsilon \) along the flow direction is approximately equal to zero, and the source term is in equilibrium with the dissipative term. Therefore, the equation of turbulent kinetic energy dissipation \( \varepsilon \) transport is

\[ \frac{d}{dy} \left( \frac{\nu_t}{\sigma_k} \frac{d\varepsilon}{dy} \right) + C_{\varepsilon} \frac{\varepsilon^2}{k} - C_{\varepsilon}^2 \frac{\varepsilon^2}{k} = 0, \]  

(12)

\[ C_{\varepsilon} - C_{\varepsilon}^2 = \frac{k^2}{\sigma_k^2 C_{\mu}} \]  

(13)

An equation is still needed to determine \( C_{\varepsilon} \) and \( \sigma_{k}. \)

Some experimental results of uniform shear flow can be adopted to obtain their relation [31]. In the uniform shear turbulent field, the spatial derivative of the turbulence statistic is zero, so its standard \( k-\varepsilon \) equation can be simplified as follows:

\[ \frac{dk}{dt} = P - \varepsilon, \]  

(14)

\[ \frac{d}{dy} \left( \frac{\nu_t}{\sigma_k} \frac{d\varepsilon}{dy} \right) + C_{\varepsilon} \frac{\varepsilon^2}{k} - C_{\varepsilon}^2 \frac{\varepsilon^2}{k} = 0, \]  

(12)

\[ C_{\varepsilon} - C_{\varepsilon}^2 \]  

(13)

\[ P \]  

The turbulent energy \( -\langle u'v' \rangle \langle d(u)/dy \rangle. \) Experiments and DNS have confirmed that \( k/\varepsilon \) in uniform shear turbulence tends to be constant gradually [31]; that is, \( [(d/dt)(k/\varepsilon)]_{t-\infty} = 0. \) To sum up, the following formula will be obtained:

\[ C_{\varepsilon} = 1 + \frac{C_{\varepsilon}^2 - 1}{P/\varepsilon}. \]  

(15)

In the early studies, the measured value of \( P/\varepsilon \) in the uniform shear turbulence experiment was about 1.4, which was later revised to 2.1 [34].

The constant \( \kappa \) can be calculated by logarithmic law: \( \langle u \rangle = u_0 \ln y/k + c. \) Usually, \( \kappa = 0.41, \) which was obtained by DNS in turbulent channel flow from Kim et al. [35].

Combined with (13), (15), and \( \kappa = 0.41, \) the relation of \( C_{\varepsilon} \) and \( \sigma_{k} \) is

\[ C_{\varepsilon} = 1.44, \sigma_{k} = 1.3. \]  

(16)

(4) Determination of \( \sigma_{k}: \)

Because the turbulent kinetic energy diffusion \( \varepsilon \) occurs in the heterogeneous turbulent field, it is difficult to determine the turbulent kinetic energy diffusion coefficient \( \sigma_{k}. \) Assuming that the transfer of turbulent kinetic energy \( k \) and momentum proceed in the same mechanism,

\[ \sigma_{k} = 1. \]  

(17)

In conclusion, the coefficients of \( k-\varepsilon \) are obtained as shown in Table 1. This set of coefficients was first proposed by [28] and is known as the standard \( k-\varepsilon \)
constants. They are determined by three measured parameters \((P/\varepsilon, C_{\varepsilon^2}, \text{and } \kappa)\) and two assumed parameters \((\langle u'v' \rangle/k, \text{and } \sigma_k)\), which are dependent on theories and experiment. The model coefficients cannot be changed arbitrarily because of their relationship in the mathematical derivation.

In this work, the input uncertainties came from three sources: (1) boundary conditions, such as the input mainstream temp \(T\), the mainstream velocity \(V\), and heat flux \(Q\); (2) physical property parameters, such as density \(\rho\), dynamic viscosity \(\mu_f\), thermal conductivity \(\lambda\), and thermal capacity \(C_p\); (3) model coefficients, such as the five coefficients of standard \(k-\varepsilon\) and turbulent Prandtl number \(Pr_t\).

Table 2 summarizes the input samples, which were independent from each other. Probability density functions of the sampled parameters were constructed by statistical information. The measured quantities, such as boundary conditions and physical properties, were subject to Gaussian distribution. The model coefficients also obeyed Gaussian distribution, which fluctuated around the nominal value. However, the turbulent Prandtl number was uniformly distributed within the range of 0.85–4.2 due to the absence of a unified nominal value.

In this work, interval estimation was carried out for samples conforming to Gaussian distribution [36]. The standard deviation \(s\) reflects the degree of fluctuation. The confidence interval of the expectation \(\mu\) was \(\mu \pm 3s\), and the uncertainty was defined as \(s/\mu\).
In terms of samples with non-Gaussian distribution, ±95% of the data was considered to be within the confidence interval.

Latin hypercube sampling (LHS) method was adopted to quantify the uncertainties, which can reduce the number of samples to achieve a reasonable random distribution compared with traditional Monte Carlo method [27]. Based on Wilks formula [37, 38], the sample size was 153, which satisfied the requirements of interval.

In sensitivity analysis, the Pearson coefficients [39] and Spearman coefficients [40] were used to evaluate the correlation. If the value of the correlation coefficient between two variables is greater than ±0.3, they have a strong positive relationship, and vice versa [39, 40].

Uncertainty analysis software Dakota was used for sampling, and CFD software FLUENT was adopted for simulation. The combination of hydraulic diameter and turbulence intensity was input into the FLUENT solution, and the standard wall function was used to solve the near-wall region.

3. Results and Discussion

In this work, the rules of uncertainty propagation and key factors affecting flow and heat transfer characteristics in the standard k-ε model were analyzed and discussed. Liquid sodium flowed in the circular tube and backward-facing step. The output parameters are Nusselt number Nu, friction coefficient $C_f$, velocity, and temperature field. In terms of the backward-facing step, the reattachment point $X_r$ was also considered.

3.1. Analysis of the Circular Tube. Liquid sodium flowed in a circular tube with uniform diameter, which was heated with constant heat flux. The inlet temperature was 673K. The Reynolds number was 93500. Given the enhanced heat
Table 3: K–S test results of $X_r$.

| Normal parameters, b | $X_r$ |
|----------------------|-------|
| a. Test distribution is normal | 153   |
| b. Calculated from data | Mean 5.73 |
| Std. deviation | 0.58 |
| Absolute | 0.199 |
| Most extreme differences | Positive 0.199 |
| Negative $-0.156$ |
| Test statistics | 0.199 |
| Asymp. Sig. (2-tailed) c. Lilliefors significance correction | 0.000$^c$ |

Figure 5: Scatter diagrams of $Nu$ and $C_f$.

Figure 6: Backward-facing step geometry from Dunn [23].
transfer characteristics of the inlet segment, the modified parameters were taken into account [41]:

\[ A = A_0 \times \left(1 + \frac{D}{x}\right)^{0.7}, \]  

(18)

\( A_0 \): dimensionless number.

For \( Nu \), the experimental correlation formula of [4] was used for comparison:

\[ Nu_0 = 6 + 0.025(\Psi Pe)^{0.8}, \]

\[ Nu = Nu_0 \times \left(1 + \frac{D}{x}\right)^{0.7}, \]

(19)

\[ \Psi = 0.014 Re^{0.45} Pr^{0.2} \left[1 - \exp(-71.8 Re^{-0.45} Pr^{-0.2})\right], \]

Pr \( \in [0.003, 0.06] \).
For $C_f$, the classical experimental correlation formula of Blasius [42] was used for comparison:

$$
C_{f0} = 0.184\text{Re}^{-0.25},
$$

$$
C_f = C_{f0} \times \left(1 + \frac{D}{x}\right)^{0.7},
$$

$$
\text{Re} \in [3 \times 10^4, 10^6].
$$

(20)

The results of uncertainty quantification are shown in Figures 1 and 2. In the fully developed region, the standard $k-\varepsilon$ model had a divergence effect on Nu and $C_f$. The small input uncertainty would be amplified in the output. The maximum uncertainty of Nu and $C_f$ occurred in the transition region from the inlet to the fully developed region ($x/D \approx 35–40$).

The results of sensitivity analysis about Nu and $C_f$ are shown in Figures 3–5 which show the scatter diagram. There

Figure 9: Scatter diagrams of $X_r$. 

For $C_p$, the classical experimental correlation formula of Blasius [42] was used for comparison:
was a strong positive relationship between $\text{Nu}$ and the thermal conductivity $\lambda$. While the turbulent Prandtl number $\text{Pr}_t$ was significantly strongly negatively correlated with $\text{Nu}$. For $C_f$, the density $\rho$ and the Von Karman constant $\kappa$ were significantly positively correlated with it.

### 3.2. Analysis of the Adiabatic Backward-Facing Step

Boundary layer separation and reattachment in backward-facing step make the predicted results of standard $k$-$\varepsilon$ model distorted. In the adiabatic condition, the configuration of step referred to Dunn [23] (Figure 6), and the boundary conditions were consistent with the experiment results of Kim [35]. The Reynolds number with outlet height $H$ as the characteristic length is $132000$ ($\text{Re}_H = 132000$).

The uncertainty of the normalized flow field is shown in Figure 7. The confidence interval of velocity completely included the experimental point when $x^*/h > 5.33$, which proved that the flow characteristics of liquid sodium are similar to that of water [7–9]. However, in the vortex region ($x/h < 5.33$), the mean value of velocity was a little larger than the experimental value. The experimental value was almost coincident with the lower limit of the confidence interval.

The standard $k$-$\varepsilon$ model underestimates $X_r$ by about 20% [43], and for this reason, many studies have adjusted the model coefficients to better predict the reattachment point [23]. Table 3 shows the results of $K$–$S$ test for the $X_r$, which obeyed Gaussian distribution. Figure 8 shows the sensitivity analysis results of $X_r$. Figure 9 shows the scatter between the inputs and outputs which were significantly correlated. It illustrates that to improve $X_r$ to approach the experiment data, the coefficient with positive relationship $\sigma_2$ needs to be improved, and the coefficient with negative relationship $C_{\mu}$, $C_{\varepsilon_1}$, $C_{\varepsilon_2}$, and $P/\varepsilon$ needs to be reduced.

The results of uncertainty quantification are shown in Figure 10. The $C_f$ represented the friction coefficient on the side with the step. The maximum uncertainty occurred rear the region that was close to the reattachment point $X_r$ ($X^* = 0$). At four times of $X_r$, the uncertainty gradually decreased to zero.
3.3. Analysis of the Heating Backward-Facing Step. The geometry of backward-facing step referred to Da Vià [21] is shown in Figure 11. The Reynolds number \( R_e \) took the height \( h \) of the step as the characteristic length, and the value was 4805. The height of the channel was three times that of the step; that is, \( E/h = 3 \). The \( L_h \) is the heating surface with constant heat flux.

\[
\begin{aligned}
\tau_w &= \mu \frac{\partial U}{\partial y} \bigg|_{y=0} \\
C_f &= \frac{2\tau_w}{\rho U_0^2}
\end{aligned}
\]  

(21)

The result of uncertainty quantification of normalized velocity and temperature field is shown in Figure 12. Before \( y/h = 6 \), the calculated mean values of temperature were more consistent with DNS data. However, after \( y/h = 6 \), the calculated mean values of the velocity field matched the DNS data better. On the whole, the uncertainty of temperature and velocity increased along the flow direction. The maximum uncertainty of the velocity always occurred about the vortex region, while the maximum uncertainty of the temperature field would migrate from near the wall to the geometric center of the flow channel.

The result of quantifying uncertainty of friction coefficient \( C_f \) and Nu along the flow direction is shown in Figures 13 and 14, respectively. The calculated results of \( C_f \) were not precise enough, especially before the vortex region. The
uncertainty tends to be the maximum at the minimum value of $C_f$, which jumped from $-10\%$ to $20\%$. After $y/h=12$, the mean value of $C_f$ was about 30\% higher than DNS data, and the confidence interval did not contain any DNS data points. The calculated results of Nu were a little bit more accurate, and there would be some DNS data points in the confidence interval after $y/h\approx 6$. There were similarities between $C_f$ and Nu in the rule of uncertainty propagation. The uncertainties of $C_f$ and Nu increased near the vortex region. As the flow fields became more stable, their uncertainty decreases. In the fully developed region, their uncertainties were less than those from the inlet.

On the whole, according to the relationship from Table 1 and the conclusion of sensitivity analysis from Figures 12–14, appropriate adjustment on model coefficients should be considered to make the calculated results of $C_f$ and Nu conform to DNS data better. The effective way to increase Nu was to reduce the turbulent Prandtl number reasonably, while the calculated value of $C_f$ can be reduced by reasonably selecting a smaller $\kappa$.

4. Conclusion

In this work, the processes of turbulent flow and heat transfer of liquid sodium in circular tube and backward-facing step were simulated with the standard k-\(\varepsilon\) model. The results of uncertainty quantification and sensitivity analysis are as follows.

The uncertainties of Nu and $C_f$ in the fully developed region are larger than those of the input. In the circular tube, their uncertainty first increases and then decreases along the flow direction. The maximum uncertainty occurs in the transition zone from the inlet to the fully developed region. In the backward-facing step, the maximum uncertainties of Nu and $C_f$ occur near the reattachment point. The maximum uncertainty of the temperature field migrates from near the heating wall to the geometric center of the channel, while the maximum uncertainty of the velocity field occurs near the vortex region.

The results of sensitivity analysis show that, for Nusselt number, the thermal conductivity is significantly positively correlated with it, while the turbulent Prandtl number is significantly strongly negatively correlated. For friction coefficient, the density and the Von Karman constant are significantly positively correlated with it. For reattachment point $X_r$, the coefficient $\sigma_\varepsilon$ is positively correlated with it, while the coefficient $C_{\mu}, C_{\varepsilon 1}, C_{\varepsilon 2}$, and $P/\varepsilon$ are negatively correlated. If the standard k-\(\varepsilon\) model is used in engineering calculation to predict flow and heat transfer of liquid sodium, attention should be paid to in some regions where the boundary layer separates or reattaches. Meanwhile, the relationship between the model coefficients should be taken into account. Besides, some physical properties have impacted with the CFD results, such as density and thermal conductivity.

Nomenclature

- $c$: Constant
- $C_f$: Friction coefficient
- $C_{\text{fout}}$: Friction coefficient of fully developed region
- $C_p$: Specific heat
- $C_{\varepsilon 1}$: k-\(\varepsilon\) model constant
- $C_{\varepsilon 2}$: k-\(\varepsilon\) model constant
- $C_{\mu}$: k-\(\varepsilon\) model constant
- $h$: Step height
- $k$: Turbulence kinetic energy
- $n$: Decay rate
- Nu: Nusselt number
- $P$: Rate of production of turbulent kinetic energy
- $Pe$: Berkeley number
- Pr: Prandtl number
- Pr$_t$: Turbulent Prandtl number
- Q: Wall heat flux
Re: Reynolds number
s: Deviation of the sample
t: Time
T: Mainstream temperature
U: Inlet velocity
u: Velocity along the flow channel
u': Fluctuation velocity along the flow channel
u*: Velocity in the direction of the coordinate axis
u*: Local wall-shear velocity
V: Mainstream velocity
V*: Inlet velocity
v': Fluctuation velocity perpendicular to the flow channel
x: Coordinate along the flow channel
X*: Normalized reattachment point
Xr: Reattachment point
y: Coordinate perpendicular to the flow channel

Greek
α: Confidence level
α: Eddy thermal diffusivity
e: Dissipation rate
κ: Von Kármán constant
λ: Thermal conductivity
μ: Expectation of the sample
μ*: Dynamic viscosity
ν: Kinematic viscosity
ν: Eddy kinematic viscosity
ν*: Turbulent viscosity
ρ: Density
σ: Standard deviation
σ*: k-ε model constant
σ*: k-ε model constant
τ*: Wall-shear stress

Data Availability
All datasets supporting the results are included in the article.

Conflicts of Interest
The authors declare that they have no conflicts of interest regarding this article.

Acknowledgments
This work was supported by the National Natural Science Foundation of China (no. 11705035) and Natural Science Foundation of Heilongjiang (no. LH2019A009), which are gratefully acknowledged.

References
[1] R. N. Lyon, Forced Convection Heat Transfer Theory and Experiments with Liquid Metals, Oak Ridge National Laboratory, Oak Ridge, TN, USA, 1949.
[2] R. N. Lyon, “Liquid metal heat transfer coefficients,” Chemical Engineering Technology, vol. 47, pp. 91–97, 1951.
[3] B. Lubarsky and S. J. Kaufman, “Review of experimental investigations of liquid-metal heat transfer,” Journal of Thermal Science, vol. 22, no. 5, pp. 484–490, 1954.
[4] S. Aoki, “Current liquid metal heat transfer research in Japan,” Heat and Mass Transfer In Liquid Metals, vol. 7, pp. 569–587, 1973.
[5] S. Shuangkai, Z. Zhencan, Z. Yongji, and L. Jusheng, “Experimental study of heat transfer to liquid metal sodium flowing in circular tube and annuli,” Journal of Engineering Thermophysics, vol. 2, pp. 173–180, 1981.
[6] K. Hata, Y. Takeuchi, and M. Shiotso, “Natural convection heat transfer from a horizontal cylinder in liquid sodium: part 1: experimental results,” Nuclear Engineering and Design, vol. 193, pp. 105–118, 1999.
[7] S. E. Isakoff and T. B. Drew, Heat and Momentum Transfer in Turbulent Flow of Mercury, Columbia Univ and Brookhaven National Lab, Cornell-Harvard, NY, USA, 1951.
[8] C. Bonilla, “Mass transfer in molten metal and molten salt systems,” in Proceedings of the Second United Nations International Conference on the Peaceful Uses of Atomic Energy, Geneva, Switzerland, September 1955.
[9] H. Brown, B. Amstead, and B. Short, “Temperature and velocity distribution and transfer of heat in a liquid metal,” Trans ASME, vol. 79, pp. 279–285, 1957.
[10] R. Jenkins, “Variation of the eddy conductivity with Prandtl number and its use in prediction of turbulent heat transfer coefficients,” in Proceedings of the 4th Heat Transfer and Fluid Mechanics Institute, Stanford University, Stanford, CA, USA, 1951.
[11] Y. Wu, Y. Hou, L. Wang et al., “Review on heat transfer and flow characteristics of liquid sodium (1): single-phase,” Progress in Nuclear Energy, vol. 104, pp. 306–316, 2018.
[12] K. Hata, Q. Liu, and T. Nakajima, “Natural convection heat transfer from a vertical single cylinder with helical wire spacer in liquid sodium,” Nuclear Engineering and Design, vol. 341, pp. 73–90, 2019.
[13] Y. S. Jeong, J. Y. Kim, and I. C. Bang, “Enhanced heat transfer and reduced pressure loss with U-pattern of helical wire spacer arrangement for liquid metal cooled-fast reactor fuel assembly,” Annals of Nuclear Energy, vol. 2020, Article ID 106971, p. 135, 2020.
[14] V. Yakhot and S. A. Orszag, “Renormalization group analysis of turbulence. I. Basic theory,” Journal of Scientific Computing, vol. 1, no. 1, pp. 3–51, 1986.
[15] C. G. Speziale, “Analytical methods for the development of reynolds-stress closures in turbulence,” Annual Review of Fluid Mechanics, vol. 23, no. 1, 1991.
[16] A. Shams, A. D. Santis, L. K. Koloszar, A. V. Ortiz, and C. Narayanan, “Status and perspectives of turbulent heat transfer modelling in low-Prandtl number fluids,” Nuclear Engineering and Design, vol. 353, p. 110220, 2019.
[17] W. M. Kays, “Turbulent Prandtl number—where are we?” Journal of Heat Transfer, vol. 116, no. 2, pp. 284–295, 1994.
[18] B. Weigand, J. R. Ferguson, and M. E. Crawford, “An extended Kays and Crawford turbulent Prandtl number model,” International Journal of Heat and Mass Transfer, vol. 40, no. 17, pp. 4191–4196, 1997.
[19] D. Talor, “Heat transfer in turbulent tube flow of liquid metals,” Procedia Engineering, vol. 157, pp. 148–157, 2016.
[20] J. L. Zhiao Ge, P. Zhao, X. Nie, and M. Ye, “Investigation on the applicability of turbulent-Prandtl-number models in bare rod bundles for heavy liquid metals,” Nuclear Engineering and Design, vol. 314, pp. 198–206, 2017.
[21] R. Da Via and S. Manservisi, "Numerical simulation of forced and mixed convection turbulent liquid sodium flow over a vertical backward facing step with a four parameter turbulence model," *International Journal of Heat and Mass Transfer*, vol. 135, pp. 591–603, 2019.

[22] A. Dubois, Z. Q. Leong, H. D. Nguyen, and J. R. Binns, "Uncertainty estimation of a CFD-methodology for the performance analysis of a collective and cyclic pitch propeller," *Applied Ocean Research*, vol. 85, pp. 73–87, 2019.

[23] M. C. Dunn, B. Shotorban, and A. Frendi, "Uncertainty quantification of turbulence model coefficients via Latin hypercube sampling method," *ASME*, vol. 1, pp. 2913–2921, 2010.

[24] X. Wang, C. Yan, S. Ju, Y. Zheng, and J. Yu, "Uncertainty analysis of laminar and turbulent aerothermodynamics predictions for Mars entry," *International Journal of Heat and Mass Transfer*, vol. 112, pp. 533–543, 2017.

[25] M. Z. I. Qureshi and A. L. S. Chan, "Influence of eddy viscosity parameterisation on the characteristics of turbulence and wind flow: assessment of steady RANS turbulence model," *Journal of Building Engineering*, vol. 27, Article ID 100934, 2020.

[26] A. C. Rakhimov, D. C. Visser, and E. M. J. Komen, "Uncertainty Quantification method for CFD validated for turbulent mixing experiments from GEMIX," *Nuclear Engineering and Design*, vol. 358, Article ID 110444, 2020.

[27] J. C. Helton and F. J. Davis, "Latin hypercube sampling and the propagation of uncertainty in analyses of complex systems," *Reliability Engineering System Safety*, vol. 81, no. 1, pp. 23–69, 2003.

[28] B. E. Launder and D. B. Spalding, "The numerical computation of turbulent flows," *Computer Methods in Applied Mechanics and Engineering*, vol. 3, no. 2, pp. 269–289, 1974.

[29] A. K. Singhal and D. B. Spalding, "Predictions of two-dimensional boundary layers with the aid of the k-ε model of turbulence," *Computer Methods in Applied Mechanics & Engineering*, vol. 25, no. 3, pp. 365–383, 1981.

[30] A. Borgohain, B. K. Jaiswal, N. K. Maheshwari, P. K. Vijayan, D. Saha, and R. K. Sinha, "Natural circulation studies in a lead bismuth eutectic loop," *Progress in Nuclear Energy*, vol. 53, no. 4, pp. 308–319, 2011.

[31] Z. Zhao, S. Guo, X. Chunxiang, and H. Weixi, *Theory and Modeling of Turbulence*, pp. 248–253, Wiley, Hoboken, NJ, USA, 2nd edition, 2017.

[32] H. Bercovici, P. Constantin, C. Foias, and O. P. Manley, "Exponential decay of the power spectrum of turbulence," *Journal of Statistical Physics*, vol. 80, no. 3-4, pp. 579–602, 1995.

[33] M. Gibson and T. Dakos, "Production of temperature fluctuations in grid turbulence: wiskind’s experiment revisited," *Experiments in Fluids*, vol. 16, no. 2, pp. 146–154, 1993.

[34] S. Pope, *Turbulent Flows*, Springer, Berlin, Germany, 2000.

[35] J. Kim, P. Moin, and R. Moser, "Turbulence statistics in fully developed channel flow at low Reynolds number," *Journal of Fluid Mechanics*, vol. 177, pp. 133–166, 1987.

[36] D. Freedman, R. Pisani, R. Purves, and A. Adhikari, *Statistics*, China statistics press, Beijing, China, 1997.

[37] S. S. Wilks, "Determination of sample sizes for setting tolerance limits," *The Annals of Mathematical Statistics*, vol. 12, no. 1, pp. 91–96, 1941.

[38] A. Guha, M. Makai, and L. Pál, "Statistical aspects of best estimate method—I," *Reliability Engineering System Safety*, vol. 80, no. 3, pp. 217–232, 2003.

[39] P. S. C. Coefficient, "Pearson’s correlation coefficient," *New Zealand Medical Journal*, vol. 109, no. 1015, p. 38, 1996.

[40] P. Sedgwick, "Spearman’s rank correlation coefficient," *BMJ*, vol. 349, no. nov28 1, p. g7327, 2014.

[41] Y. Shiming and T. Wenquan, *Heat Transfer*, pp. 229–300, Springer, Berlin, Germany, 2006.

[42] B. Joseph, *Fluid Mechanics, with Engineering Applications*, Springer, Berlin, Germany, 1977.

[43] S. Thangam and G. C. Speziale, "Turbulent separated flow past a backward-facing step: a critical evaluation of two-equation turbulence models," *AIAA Journal*, vol. 30, no. 5, pp. 1314–1320, 1991.