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Abstract: The integration of renewables into electrical grids calls for the development of tailored control schemes which in turn require reliable grid models. In many cases, the grid topology is known but the actual parameters are not exactly known. This paper proposes a new approach for online parameter estimation in power systems based on optimal experimental design using multiple measurement snapshots. In contrast to conventional approaches, our method computes optimal excitations extracting the maximum information in each estimation step to accelerate convergence. The performance of the proposed method is illustrated with a case study.
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1. INTRODUCTION

The safe and reliable operation and control of power systems with a large share of renewables requires reliable grid models. In many cases topology information is available while the line parameters are unknown or erroneous (Abur and Expósito (2004); Kusic and Garrison (2004)). This might lead to difficulties in predicting critical situations which in turn can lead to black-outs and to substantial socio-economic costs. At the same time, shutting down of critical power systems infrastructure to perform identification procedures is usually no viable option. Thus, online algorithms for determining the parameters in electrical power systems are of significant interest.

In the present paper, we consider the stationary AC power system parameter estimation problem, i.e. the problem of estimating line parameters of the AC power flow equations neglecting transient phenomena. More specifically, we propose to tackle the problem via concepts stemming from Optimal Experimental Design (OED). Classical static power system parameter estimation can roughly be categorized along two axis: first, methods considering only one time instant of measurements versus methods using multiple ones; and second, methods simultaneously estimating states (voltage magnitude and phase angle) and the parameters versus methods only considering the parameters or following a sequential state-parameter estimation procedure cf. (Abur and Expósito (2004); Monticelli (1999); Zarco and Gómez-Expósito (2000)). Bian et al. (2011) and Slutsker et al. (1996) consider pure parameter estimation with multiple time samples, whereas Quintana and Cutssem (1988) rely on a single snapshot. This method is extended to multiple snapshots in (Van Cutssem and Quintana (1988)). Slutsker et al. (1996) present a version based on the Kalman filter including past measurements indirectly via the corresponding a posteriori state estimate and the error covariance matrix. Combined state and parameter estimation is considered in (Liu et al., 1992). An approach for combined topology/parameter estimation which seemingly does not fit in the above categorization was recently presented in (Deka et al., 2016; Park et al., 2018).

Optimal experiment design as described by Pukelsheim (1993); Franceschini and Macchietto (2008) appears to have received only little attention in the power system context. It is so far used in the context of measurement placement only (Li et al., 2011). In contrast, OED is frequently used in the context of parameter estimation for linear and nonlinear dynamic systems, especially in the context of chemical process system identification (Körkel et al., 2004; Houska et al., 2015). Lemoine-Nava et al. (2016) introduce a method of using OED for reducing the degree of freedom of variables in the field of frame material discovery: a method for reducing the volume of high-throughput experiments based on OED was proposed by Talapatra et al. (2018). Pronzato (2008) highlights the strong relations between experimental design and control such as the use of optimal inputs to obtain precise parameter estimation.

Methods relying on a large number of samples include more information into the estimation process and thus yield a better performance compared to single snapshot.
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2 We refer to (Zhao et al. (2019)) for a recent overview on dynamic power system parameter estimation.
techniques. Hence we focus on multiple snapshot techniques here. There exists two approaches on how past measurements are considered: One simple approach is to incorporate the measurements of all sampling instances in one big estimation problem which grows with the number of observed measurements. This leads to potentially intractable estimation problems and therefore recursive methods have been developed considering information about past measurements as parameters in the current estimation step. In turn this leads to real-time algorithms which are able to estimate parameters while the system is running. Prominent examples for these methods are the recursive least-squares method or the Kalman filter (Ljung, 1999).

This paper proposes an approach for applying methods from optimal experimental design to the online estimation of the admittance parameters in AC power grids. Section 2 recap the AC power grid model. The main contribution is presented in Section 3. By relying on available measurements only, i.e. voltage and power measurements of the grid, the proposed method can be categorized as a recursive online estimator. A distinctive feature of our method is that we design optimal generator power profiles—i.e. excitations—such that as much information as possible is extracted in a single estimation step while keeping the power output at the consumer constant. This strategy enables us to perform optimally designed experiments while, at the same time, ensuring that the grid remains completely functional and delivers a constant power output to the end-users. In Section 4, we compare our results to a recursive estimator with constant input on a 5-bus benchmark system. Our results indicate that the proposed method outperforms classical recursive parameter estimation techniques.

Notation: For a given \( a \in \mathbb{R}^n \) and \( \mathcal{C} \subseteq \{1, \ldots, n\} \), \((a_k)_{k \in \mathbb{R}^{|\mathcal{C}|}}\) stacks all \( k \in \mathcal{C} \) elements. Similarly, for a given \( A \in \mathbb{R}^{n \times l} \) and \( \mathcal{S} \subseteq \{1, \ldots, n\} \times \{1, \ldots, l\} \), \((A_{i,k})_{(i,k) \in \mathcal{S}} \in \mathbb{R}^{|\mathcal{S}|}\) denotes a vector stacking elements \( A_{i,k} \) for all \( (i,k) \in \mathcal{S} \). Moreover, \( i = \sqrt{-1} \) denotes the imaginary unit, and hence \( z = \text{Re}(z) + i \cdot \text{Im}(z) \).

2. AC POWER GRID MODEL

Let \((\mathcal{N}, \mathcal{L}, Y)\) be a power grid with \( \mathcal{N} = \{1, \ldots, N\} \) denoting the set of buses, \( \mathcal{L} \subseteq \mathcal{N} \times \mathcal{N} \) is the set of transmission lines, and \( Y \in \mathbb{C}^{N \times N} \) is the sparse, complex-valued admittance matrix. The admittance matrix is defined as

\[
Y_{k,l} = \begin{cases} 
(g_{k,j} + i b_{k,l}) & \text{if } k = l, \\
-(g_{k,l} + i b_{k,l}) & \text{if } k \neq l,
\end{cases}
\]

where \( g_{k,l} \) are the line conductances and \( b_{k,l} \) are the line susceptances for all transmission lines \((k,l) \in \mathcal{L}\). In general, not all buses are connected. Thus, for most real networks the matrix \( Y \) can be expected to be sparse. Hence we set \( g_{k,l} = b_{k,l} = 0 \) for all \((k,l) \notin \mathcal{L}\). For example, for the 5-bus network in Figure 1 the nodes 3 and 5 are not directly connected.

3 We use the per-unit system which is a standard normalization procedure from power systems (Glover et al., 2012). The base-power is 100MVA and the base-voltage is 230kV. The base-frequency is 50Hz.

Fig. 1. Modified 5-bus system from Li and Bo (2010) with 4 generators and 3 consumers.

Let \( v_k \) denote the voltage amplitude at the \( k \)-th node and \( \theta_k \) the voltage angle. Throughout this paper, we assume that the voltage magnitude and the voltage angle at the first node,

\[
\theta_1 = 0 \quad \text{and} \quad v_1 = \text{const.},
\]

are fixed. This assumption can always be made without loss of generality, since the power flow in the network depends on the relative voltage angles \( \theta_k - \theta_1 \). Similarly, the voltage \( v_1 \) at the first node is regarded as the reference voltage. Thus, because \( \theta_1 \) and \( v_1 \) are given, the vector

\[
x = (v_2, \theta_2, v_3, \theta_3, \ldots, v_N, \theta_N)^\top
\]

is the state of the power system. In the following, we use the auxiliary function

\[
P_k(x,y) = v_k^2 \sum_{l \in N_k} \left( \frac{g_{k,l}}{b_{k,l}} \right) - v_k \sum_{l \in N_k} v_l \left( \frac{g_{k,l} b_{k,l}}{-b_{k,l} g_{k,l}} \right) \left( \cos(\theta_k - \theta_l) \right. \\
\left. + \sin(\theta_k - \theta_l) \right)
\]

in order to model the active and reactive power residuum at the \( k \)-th node, where the shorthand

\[
N_k = \{ l \in \mathcal{N} \mid (k,l) \in \mathcal{L} \}
\]

denotes the set of neighbors of the \( k \)-th node. Moreover,

\[
y = \left( g_{k,l} b_{k,l} \right)_{(k,l) \in \mathcal{L}} \in \mathbb{R}^{2|\mathcal{L}|}
\]

denotes the admittance parameter vector, that is, a vector consisting of all non-zero components of the admittance matrix \( Y \) that are off-diagonal. Notice that \( \dim y = 2|\mathcal{L}| \) grows with the number of transmission lines.

The variables \( p^a_k \) and \( q^a_k \) denote the active and reactive power demands, which are, for the sake of simplicity, assumed to be known and constant. We set \( p^a_k = 0 \) and \( q^a_k = 0 \), if there is no consumer at the \( k \)-th node. Moreover, \( \mathcal{G} \subseteq \mathcal{N} \) is the set of generators in the system. The associated generator active and reactive power at the \( k \)-th node, with \( k \in \mathcal{G} \), are denoted by \( p^g_k \) and \( q^g_k \), respectively. Notice that the net active and reactive net power supply at Node \( k \) are unfortunately not given in the dataset (Li and Bo, 2010), but it is also not needed as conductances and susceptances are given.
\[ S_k(u) = \left( \begin{array}{c} p_k^e - p_k^d \\ q_k^e - q_k^d \end{array} \right) \text{ if } k \in G \]

and

\[ S_k(u) = \left( \begin{array}{c} -p_k^d \\ -q_k^d \end{array} \right) \text{ if } k \notin G . \]

In the context of this paper, we regard the active and reactive powers at all but the first generator

\[ u = \left( \begin{array}{c} p_k^e \\ q_k^e \end{array} \right)_{k \in G(1)} \]

as an input that the grid operator can choose. Notice that the conservation of energy must hold at all nodes, which implies that the power residuum at the nodes must be equal to the supplied power,

\[ \forall k \in N, \quad P_k(x, y) = S_k(u). \quad (1) \]

In the literature equations (1) are known under the name power-flow equations (Monticelli, 1999). At this point, it is important to be aware of the fact that, because the consumer demand is assumed to be constant and given, the grid operator can choose \( u \) but needs to make sure that the active and reactive power at the first generator satisfy

\[ \left( \begin{array}{c} p_1^e \\ q_1^e \end{array} \right) = P_1(x, y) + \left( \begin{array}{c} p_1^d \\ q_1^d \end{array} \right), \quad (2) \]

i.e. the overall power balance holds. In the power systems literature, Node 1 is commonly called the slack node (Grainger and Stevenson, 1994). Typically, a large generator is connected to this node ensuring that the above power balance can always be satisfied.

**Remark 1.** (Considering energy storage). Equation (2) can alternatively be satisfied by installing a battery or other storage devices at the first node, which supplies the active and reactive power \( p_1^e \) and \( q_1^e \). The advantage of introducing a storage device is that (2) can be satisfied even if the generators temporarily do not match the consumer demand.

In summary, the power flow equations can be written compactly as

\[ P(x, y) = S(u), \quad (3) \]

with shorthands

\[ P = [P_2^T, \ldots, P_N^T]^T \quad \text{and} \quad S = [S_2^T, \ldots, S_N^T]^T. \]

Notice that

\[ \dim(P) = \dim(x) = 2(N - 1). \]

Moreover, the active and reactive power flow in the transmission line \((k, l) \in \mathcal{L}\) is given by

\[ \Pi_{k, l}(x, y) = v_k^2 \left( \begin{array}{c} g_{k, l} \\ -b_{k, l} \end{array} \right) - u_k v_l \left( \begin{array}{c} g_{k, l} b_{k, l} \\ -b_{k, l} g_{k, l} \end{array} \right) \left( \begin{array}{c} \cos(\theta_k - \theta_l) \\ \sin(\theta_k - \theta_l) \end{array} \right), \]

which also depends on the non-zero admittance matrix coefficients \( y \), \( P_k(x, y) = \sum_{l \in \mathcal{N}_k} \Pi_{k, l}(x, y) \).

### 3. OPTIMAL EXPERIMENT DESIGN FOR ADMITTANCE ESTIMATION

Next, we introduce a repeated Optimal Experiment Design (OED) and parameter estimation procedure for estimating the admittance matrix in AC power networks.

#### 3.1 Maximum Likelihood Parameter Estimation

Throughout this paper we assume that the power flow over the transmission lines as well as the system state \( x \) can be measured. Therefore, we consider the measurement function \( M : \mathbb{R}^{2(N-1)} \times \mathbb{R}^{2|\mathcal{L}|} \to \mathbb{R}^m, m = 2(|\mathcal{L}| + N - 1) \)

\[ M(x, y) = \left[ x^\top, (\Pi_{k, l}(x, y))_{(k, l) \in \mathcal{L}} \right]^\top. \]

If the associated measurement error has a Gaussian distribution with zero mean and given variance \( \Sigma \in \mathbb{R}^{m \times m} \), \( \Sigma \in \mathbb{S}_+^m \), the associated maximum likelihood estimation problem for the unknown admittance coefficients \( y \) reads

\[ \min_{x, y} \frac{1}{2} \| M(x, y) - \eta \|_{\Sigma^{-1}}^2 + \frac{1}{2} \| y - y_c \|_{\Sigma^{-1}}^2 \]

s.t. \( P(x, y) = S(u) \).

Here, we assume that \( y_c \in \mathbb{R}^m \) is a given initial parameter estimate with given variance \( \Sigma_0 \in \mathbb{S}_+^m \) and \( \eta \) are (possibly noisy) measurements associated with \( M(x, y) \).

#### 3.2 Fisher Information

The power flow equation, \( P(x, y) = S(u) \), has in general multiple solutions. For example, this equation is invariant under voltage angle shifts. However, if the sensitivity matrix

\[ \frac{\partial}{\partial x} P(x, y) \]

has full rank at an optimal solution \((x, y)\) of (4) for a given \( u \), then we can use the implicit function theorem to show that a locally differentiable parametric solution \( x^*(y, u) \) of the equation \( P(x, y) = S(u) \) exists. Moreover, this solution satisfies

\[ \frac{\partial}{\partial x} x^*(y, u) = - \left[ \frac{\partial}{\partial x} P(x, y) \right]^{-1} \frac{\partial}{\partial y} P(x, y) \]

and, the Fisher information matrix (Pukelsheim (1993)) of the admittance estimation problem (4) reads

\[ \mathcal{F}(x, y, u) = \Sigma_0^{-1} + T(x, y, u) \Sigma^{-1} T(x, y, u)^\top, \quad (5) \]

where the shorthand

\[ T(x, y, u) = \frac{\partial}{\partial y} M(x, y) + \frac{\partial}{\partial x} M(x, y) \frac{\partial}{\partial y} x^*(y, u) \]

is used. The inverse of the Fisher information matrix, \( \mathcal{F}(x, y, u)^{-1} \), can be interpreted as a linear approximation of the variance matrix of the posterior distribution of the parameter \( y \) (Telen et al. (2013)). Because this variance depends on the generator power inputs \( u \), these inputs can be used to improve the expected quality of the estimate by using an optimal experiment design procedure, as outlined below.

\[ \text{with the matrix } \frac{\partial}{\partial y} P(x, y) \text{ has full-rank can be found in (Hauswirth et al., 2018), where linear independence constraint qualifications for AC power flow problems are discussed in a more general setting.} \]

---
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Algorithm 1 Optimal Experiment Design for Power System State Estimation

**Input:** Initial guess $y^-$ and variance $\Sigma^-$, a termination tolerance $\epsilon > 0$, and an initial generator set-point $u^-$. 

**Repeat:**

1) **Experiment Design:** solve the OED problem (6) and denote the optimal solution for the control input by $u$. 
2) **Collection of Measurements:** set the active and reactive power at the generators to $u$ and take a measurement $\eta$. 
3) **Maximum Likelihood Estimation:** solve the maximum likelihood estimation problem (4) for given $u$ and denote the optimal solution by $(y, \Sigma)$. 
4) **Termination Check:** If the trace of the variance is sufficiently small, $\text{Tr}((\mathcal{F}(x, y, u))^{-1}) < \epsilon$, break and return the parameter estimate $y$ as well as its approximate variance $(\mathcal{F}(x, y, u))^{-1}$. 
5) **Update Step:** Set $y^- \leftarrow y$, $\Sigma^- \leftarrow (\mathcal{F}(x, y, u))^{-1}$. Moreover, we set $u^- \leftarrow u$ and return to Step 1).

3.3 Optimal Experiment Design for AC Power Networks

Next, we develop an OED procedure for improving the accuracy of admittance estimation. Although there are many OED design objectives possible, we focus on the A−design criterion, because the trace of a matrix can be efficiently evaluated and differentiated without much computational overhead (Telen et al., 2013, 2014). Now, the OED problem at hand reads

$$\min_{x,u} \text{Tr} \left( (\mathcal{F}(x, y^-, u))^{-1} \right) + \rho \| u - u^- \|^2$$

s.t. $P(x, y^-) = S(u)$

$$\begin{align*}
 y^- & \leq u \leq \overline{u} \\
 \underline{x} & \leq x \leq \overline{x} \\
 \underline{p}_1 & \leq \underline{p}_1(x, y^-) + \left( \begin{array}{c} p_1^d \\ q_1^d \end{array} \right) \leq \overline{p}_1
\end{align*}$$

(6)

Here, $y^-$ denotes the current parameter estimate and $u^-$ denotes the old generator set point used for regularization with regularization parameter $\rho \ll 1$. Moreover, the lower and upper bounds $y$, $\overline{u}$ are introduced in order to enforce upper and lower bounds on the generator power. Similarly, the lower and upper bounds $\underline{x}$, $\overline{x}$ are used to model physical limitations on the voltage magnitude and angle. The proposed OED approach to power system state estimation is summarized in Algorithm 1.

Remark 2. (Termination in finitely many steps). Because we assume measurements of the power flow over all transmission lines, it is clear that all admittance coefficients are observable. In other words, the matrix $T(x, y, u)$ always has full-rank—indepedent of how one chooses $u$. Thus, it follows from (5) and from the update of $\Sigma_0$ in Step 5) of Algorithm 1 that the Fisher information is strictly monotonically increasing, which, in turn, implies that Algorithm (1) terminates after a finite number of iterations.

4. NUMERICAL RESULTS

Next we illustrate the performance of Algorithm 1 drawing upon the modified 5-bus system from (Li and Bo, 2010) shown in Figure 1.

4.1 Implementation and data

The problem data is obtained from the MATPOWER dataset (Zimmerman et al., 2011). As discussed in Section 2, we use bus 1 as reference with fixed $v_0$ and $\theta_0$.

We consider measurements $M(x(y, u^*), y) + \chi$ with additive Gaussian noise $\chi$, which has zero mean and covariance $10^{-4} I$. Here, $\bar{y}$ denotes the ground truth of $y$ (i.e. the line parameters from the MATPOWER dataset) and $I$ is the identity matrix. Furthermore, we use $\rho = 8 \cdot 10^{-4}$ as regularization parameter in Step 1 of Algorithm 1. We initialize $y^-$ with a non-zero vector with small norm to avoid numerical difficulties. Apart from evaluating the total variance of the OED estimator $\text{Tr}(V)$, we also compute the mean relative error of the estimated parameters $y$ via

$$\text{MRE}_g = \frac{1}{|\mathcal{L}|} \sum_{(k,l) \in \mathcal{L}} \frac{|g_{k,l} - \hat{g}_{k,l}|}{|g_{k,l}|},$$

$$\text{MRE}_b = \frac{1}{|\mathcal{L}|} \sum_{(k,l) \in \mathcal{L}} \frac{|b_{k,l} - \hat{b}_{k,l}|}{|b_{k,l}|}.$$
Figure 3 shows the mean relative error \( \text{MRE}_g \) and \( \text{MRE}_b \) over the iteration index \( k \) for two different methods: For OED and for OED with a constant input \( u \) generated in the first iteration of Algorithm 1.

The latter approach is similar to a standard recursive least-squares method. One can see that with the one-shot estimate after the first iterate, the relative error is around 80%. The error can be reduced to a level of around 1% after a couple of iterations. One can see that the performance of using an optimal input yields a considerably better performance. Moreover, the strong decrease in \( \text{MRE}_g \) and \( \text{MRE}_b \) after several iterations in both methods underlines the importance of techniques using multiple snapshots.

Table 1. Line parameter estimation results [S].

| Index | Conductance true value | Conductance estimate | Susceptance true value | Susceptance estimate |
|-------|------------------------|----------------------|------------------------|----------------------|
| (1, 2) | 3.523                  | 3.515                | -35.235                | -35.233              |
| (1, 4) | 3.257                  | 3.274                | -32.569                | -32.546              |
| (1, 5) | 15.470                 | 15.364               | -154.703               | -154.832             |
| (2, 3) | 9.168                  | 9.725                | -91.676                | -91.023              |
| (3, 4) | 3.334                  | 3.319                | -33.337                | -33.347              |
| (4, 5) | 3.334                  | 3.351                | -33.337                | -33.329              |

Table 1 shows the ground truth \( \bar{y} \) and the OED estimation result after 100 iterations. One can see that in all cases the relative error is below 6%, the \( \text{MRE}_g \) is 1.41% and the \( \text{MRE}_b \) is 0.0985%. Notice that the maximum absolute error is 0.557 Siemens.

Figure 4 shows the total variance of the estimation error \( \text{Tr}(\mathbf{V}(u, y^-)) \) over the iterates \( k \). One can see a monotonic decrease up to a level of \( 10^{-1} \) within 100 iterations. The blue solid line represents \( \text{Tr}(\mathbf{V}(u, y^-)) \) using Algorithm 1, and the red dashed line corresponds to the traditional recursive least square method.

Figures 5 and 6 show the optimal input for active and reactive power of the three controllable generators in the 5-bus system. One can see that after after around 15 iterations, the input remains constant because of the second term in Step 1) of Algorithm 1. As the Fisher information matrix \( \mathcal{F} \) is strictly monotonically increasing its inverse is strictly monotonically decreasing. With that, the second term in problem (6) starts dominating as Algorithm 1 proceeds and thus the change in the optimal input decreases.

5. CONCLUSION

This work proposed an approach to online power system parameter estimation for the AC grids based on techniques from optimal experimental design. Our simulation of a 5-bus AC power system shows that the optimal generator excitation as computed by the proposed method leads to a considerably higher estimation accuracy of the system parameters compared to a recursive least-squares estimation without such excitations. Specifically, we are able to decrease the mean relative error to less than 1% in a cou-
Fig. 6. Optimal reactive power inputs for all generators as obtained by Algorithm 1.

REFERENCES

Abur, A. and Expósito, A.G. (2004). Power System State Estimation: Theory and Implementation. Power Engineering. CRC Press.

Bian, X., Li, X.R., Chen, H., Gan, D., and Qiu, J. (2011). Joint estimation of state and parameter with synchrophasors—part ii: Parameter tracking. IEEE Transactions on Power Systems, 26(3), 1209–1220.

Deka, D., Backhaus, S., and Chertkov, M. (2016). Learning topology of distribution grids using only terminal node measurements. In IEEE International Conference on Smart Grid Communications, 205–211.

Franceschini, G. and Macchietto, S. (2008). Model-based design of experiments for parameter precision: State of the art. Chemical Engineering Science, 63(19), 4846 – 4872.

Glover, J.D., Sarma, M.S., and Overbye, T. (2012). Power system analysis & design, SI version. Cengage Learning.

Grainger, J. and Stevenson, W. (1994). Power system analysis. McGraw-Hill series in electrical and computer engineering: Power and energy. McGraw-Hill.

Hauswirth, A., Bolognani, S., Hug, G., and Dörfler, F. (2018). Generic existence of unique lagrange multipliers in ac optimal power flow. IEEE Control Systems Letters, 2(4), 791–796.

Houska, B., Telen, D., Logist, F., Diehl, M., and Impe, J.F.V. (2015). An economic objective for the optimal experiment design of nonlinear dynamic processes. Automatica, 51, 98 – 103.

Körkel, S., Kostina, E., Bock, H.G., and Schlöder, J.P. (2004). Numerical methods for optimal control problems in design of robust optimal experiments for nonlinear dynamic processes. Optimization Methods and Software, 19(3-4), 327–338.

Kusic, G.L. and Garrison, D.L. (2004). Measurement of transmission line parameters from SCADA data. In IEEE PES Power Systems Conference and Exposition, 440–445.

Lemoine-Nava, R., Walter, S.F., Körkel, S., and Engell, S. (2016). Online optimal experiment design: Reduction of the number of variables. IFAC-PapersOnLine, 49(7), 889–894.

Li, F. and Bo, R. (2010). Small test systems for power system economic studies. In IEEE PES General Meeting, 1–4.

Li, Q., Negi, R., and Blić, M.D. (2011). Phasor measurement units placement for power system state estimation: A greedy approach. In 2011 IEEE Power and Energy Society General Meeting, 1–8.

Liu, W.E., Wu, F., and Lun, S. (1992). Estimation of parameter errors from measurement residuals in state estimation (power systems). IEEE Transactions on Power Systems, 7(1), 81–89.

Ljung, L. (1999). System Identification - Theory for the User. Prentice Hall, New Jersey, 2nd ed edition.

Monticelli, A. (1999). State estimation in electric power systems: a generalized approach. Springer Science & Business Media.

Park, S., Deka, D., and Chertkov, M. (2018). Exact topology and parameter estimation in distribution grids with minimal observability. In 2018 Power Systems Computation Conference (PSCC), 1–6.

Ponzato, L. (2008). Optimal experimental design and some related control problems. Automatica, 44(2), 303–325.

Pukelsheim, F. (1993). Optimal Design of Experiments. John Wiley & Sons, Inc., New York.

Quintana, V.H. and Cutsem, T.V. (1988). Power system network parameter estimation. Optimal Control Applications and Methods, 9(3), 303–323.

Slutsker, I.W., Mokhtari, S., and Clements, K.A. (1996). Real time recursive parameter estimation in energy management systems. IEEE Transactions on Power Systems, 11(3), 1393–1399.

Talapatra, A., Boluku, S., Duong, T., Qian, X., Dougherty, E., and Arroyave, R. (2018). Towards an autonomous efficient materials discovery framework: An example of optimal experiment design under model uncertainty. arXiv preprint arXiv:1803.05460.

Telen, D., Houska, B., Logist, F., Van Der Linden, E., Diehl, M., and Van Impe, J. (2013). Optimal experiment design under process noise using ricatti differential equations. Journal of Process Control, 23, 613–629.

Telen, D., Logist, F., Quirynen, R., Houska, B., Diehl, M., and Van Impe, J. (2014). Optimal experiment design for nonlinear dynamic (bio)chemical systems using sequential semidefinite programming. AsChe Journal, 60, 1728–1739.

Van Cutsem, T. and Quintana, V.H. (1988). Network parameter estimation using online data with application to transformer tap position estimation. IEEE Proceedings C - Generation, Transmission and Distribution, 135(1), 31–40.

Zarco, P. and Gómez-Expósito, A. (2000). Power system parameter estimation: a survey. IEEE Transactions on Power Systems, 15(1), 216–222.

Zhao, J., Gómez-Expósito, A., Netto, M., Mili, L., Abur, A., Terzija, V., Kamwa, I., Pal, B., Singh, A.K., Qi, J., Huang, Z., and Meliopoulos, A.P.S. (2019). Power system dynamic state estimation: Motivations, definitions, methodologies, and future work. IEEE Transactions on Power Systems, 34(4), 3188–3198.

Zimmerman, R.D., Murillo-Sanchez, C.E., and Thomas, R.J. (2011). Matpower: Steady-state operations, planning, and analysis tools for power systems research and education. IEEE Transactions on Power Systems, 26(1), 12–19.