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Abstract. Let $G$ be a finite group, and $F$ a field of characteristic 0 or prime to the order of $G$. In 1952, Witt and in 1956, Berman independently proved that the number of inequivalent irreducible $F$-representations of $G$ is equal to the number of $F$-conjugacy classes of the elements of $G$, where “$F$-conjugacy” was defined in a certain way. In this paper, we define $F$-conjugacy on $G$ in a natural way and give a proof of the above Witt-Berman theorem. In addition, we give an explicit formula for computing a primitive central idempotent (pci) of the group algebra $F[G]$ corresponding to an irreducible $F$-representation of $G$, which can be obtained from the “$F$-character table” of $G$.

Let $G$ be a finite group with a normal subgroup $H$ of index $p$, a prime. In 1955, in case $F$ is algebraically closed, Berman computed the primitive central idempotent (pci) of $F[G]$ corresponding to an irreducible $F$-representation of $G$, in terms of pci’s of $F[H]$. In this paper, we give a complete proof of this Berman’s theorem, and extend this result when $F$ is not necessarily algebraically closed (Theorem 5.1.1). Also, using classical Schur’s theory and Wedderburn’s theory, we work out decomposition of induced representation of an irreducible $F$-representation of $H$, into irreducible components (Theorem 6.1.1). In a separate paper we shall give more applications of theorems 5.1.1 and 6.1.1.

1. Introduction

Throughout this paper, $G$ denotes a finite group, and $F$ denotes a field of characteristic 0 or prime to the order of $G$, unless it is explicitly stated.

Let $H$ be a subgroup of $G$, and $\overline{F}$ the algebraic closure of $F$. Let $\Omega_G$, $\Omega_H$ be the set of all $F$-representations of $G$ and $H$ respectively. In case we know $\Omega_H$, then the study of $\Omega_G$ amounts to studying how the induced representations of $G$ induced
from representations in $\Omega_H$ decompose into irreducible components. When $F$ is not algebraically closed, there is an additional arithmetic aspect arising from how the cyclotomic polynomials split over $F$. The additional subtlety, in this case, is that of Schur index. The account of Schur index in the literature, I. Reiner (see [13]), I. M. Isaacs (see [9]), gives a view “from the top”. For the solution to our problem, we need to develop a view of the Schur index “from the bottom”. A combination of these two views leads to a solution to the general problem.

Let $F$ be a field of characteristic $p \geq 0$. An element $g \in G$ is called $p$-regular if $p = 0$ or if $p > 0$ and the order of $g$ is not divisible by $p$. Let $u$ be the least common multiple of the orders of the $p$-regular elements of $G$. Let $\omega$ be a primitive $u$-th root of unity in $\overline{F}$. Let $K = \text{Gal}(F(\omega)/F)$, which is an abelian group. Notice that $p \nmid u$ and then we have a homomorphism $\theta$ from the Galois group $K$, into the multiplicative group $\mathbb{Z}^*_u$, defined as follows. If $\sigma \in K$, then $\sigma(\omega) = \omega^a$, where $a \in \mathbb{Z}^*_u$, and we define $\theta(\sigma) = a$. Let $A = \theta(K) \leq \mathbb{Z}^*_u$.

Following Berman [3], we say that two $p$-regular elements $x, y \in G$ are conjugate in the sense of Berman, or “Berman-conjugate”, if there exists $g \in G$ and $j \in A$ such that $g^{-1}xg = y^j$, that is, $x$ is conjugate to $y^j$. This is an equivalence relation on the set of $p$-regular elements of $G$, and so the set of $p$-regular elements of $G$ is a disjoint union of Berman conjugacy classes of $p$-regular elements. In 1952, Witt (see [17]) and in 1956 (see [1], [3]), Berman independently proved that the number of equivalence classes of irreducible $F$-representations of $G$ equals the number of Berman conjugacy classes of $p$-regular elements of $G$. This theorem is known as Witt-Berman theorem. The result can be found in characteristic 0 as (see [5], p. 306, Theorem 42.8), and the proof is based on Witt-Berman induction theorem (see [17], [3], [5], p. 302, Theorem 42.3). A simplified proof in characteristic $p$ using Brauer characters can be found in [14].

In this paper, we prove Witt-Berman theorem when $F$ is a field of characteristic 0 or prime to the order of $G$. We define $F$-conjugacy as follows. We say two elements $x, y \in G$ are $F$-conjugate, denoted by $\sim_F$, if $\chi(x) = \chi(y)$ for all $F$-characters $\chi$ of $G$. Note that $\sim_F$ is an equivalence relation on the elements of $G$. Here, using our definition of $F$-conjugacy, we prove that $x \sim_F y$ if and only if $x, y$ are Berman conjugate, and so the number of inequivalent irreducible $F$-representations of $G$ is equal to the number of $F$-conjugacy classes of elements of $G$. We also show that the $F$-conjugacy class of an element in $G$ of order $n$, is a union of certain conjugacy classes of $G$, and is determined by the roots of a single irreducible factor of $\Phi_n(X)$, the $n$-th cyclotomic polynomial, over $F$. Witt-Berman theorem allows us to consider $F$-character table, like usual the character
We give an explicit formula for *primitive central $F$-idempotents* (pci’s) of $F[G]$ corresponding to irreducible $F$-representations of $G$, and which can be read from the $F$-character table. The formula is known (see [12], p. 89, Theorem 2.1.6), but we express it in terms of the irreducible $F$-characters and $F$-conjugacy classes.

Now suppose $G$ contains a normal subgroup of prime index $p$. In case $F$ is algebraically closed, it is well known that as a consequence of Clifford’s theorem (see [4], [9], p. 79, Theorem 6.2, [6], p.72, Theorem 14.1), every irreducible representation of $H$ either induces an irreducible representation of $G$, or else it extends to $p$ distinct irreducible representations of $G$. In 1955, Berman (see [2]), actually constructed primitive central idempotents of $F[G]$ in terms of the pcis of $F[H]$.

In turn, this helps in actually constructing the matrices of representations of a finite solvable group over an algebraically closed field (see [10], p. 21, Section 4). Berman’s paper is in Russian. We do not know any reference which gives a complete proof of Berman’s theorem. In this paper, we give such a proof, and extend Berman’s theorem to the case when $F$ is not necessarily algebraically closed. This is the first main theorem of the paper. In turn, this helps to construct the pci’s of the semisimple group algebra of a finite solvable group.

Suppose that $G$ contains a normal subgroup $H$ of index $p$, a prime, and $F$ is not necessarily algebraically closed. Then the study of irreducible $F$-representations of $G$ amounts to determining the decomposition of induced representations induced from the irreducible representations of $H$, into irreducible components. In 1996, Glasby (see [7]) showed that there are six possibilities for the structure of the induced module, when $F$ is not assumed to be algebraically closed and its characteristic is positive. In 2004, Glasby (see [8]) using techniques from non-commutative ring theory showed that there are even more possibilities, when $F$ is not assumed to be algebraically closed and its characteristic is 0. In this paper, using classical Schur’s theory (see [15], [16], [13], [9], Chapter 10) and Wedderburn’s theory (see [13]), we work out decomposition of induced representations into irreducible components. This is the second main theorem of the paper. In addition, we illustrate all the cases of the splitting of idempotents and decomposition of induced representations, by several examples.

This paper is arranged as follows: After setting up the necessary notation, in Sec. 2, we give two definitions of Schur index “from the top” and “from the bottom”. In Sec. 3, we define $F$-conjugacy, give a complete proof of Witt-Berman theorem (Theorem 3.1.2), and an explicit formula for primitive central $F$-idempotents (Theorem 3.3.1). In Sec. 4, we give a complete proof of Berman’s theorem.
(Theorem 4.1.2). In Sec. 5, we extend Berman’s theorem to the case when $F$ is not necessarily algebraically closed (Theorem 5.1.1). In Sec. 6, for a group $G$ with a normal subgroup $H$ of index $p$, a prime, $F$ is not necessarily algebraically closed, we determine the decomposition of induced representation, induced from the irreducible representations of $H$ (Theorem 6.1.1), into irreducible components, and finally, in Sec. 7, we illustrate our results, by several examples.

**Notations.** The algebraic closure of $F$ is denoted by $\overline{F}$. If $V$ is a finite dimensional vector space over $F$, and $\rho : G \to \text{GL}(V)$ is a group homomorphism, we say that $\rho$ is an $F$-representation of $G$, and denote it by $\rho$. For an irreducible $F$-representation $\rho : G \to \text{GL}(V)$, its corresponding pci in $F[G]$, we denote by $e_p$. For a positive integer $n$, a cyclic group of order $n$ is denoted by $C_n$. For a subgroup $H$ of $G$, and an $F$-representation $\eta$ of $H$, the conjugate representation of $\eta$ by an element $x \in G$ is denoted by $\eta^x$. For a prime $p$, and an indeterminate $X$, we denote $(1 + X + \cdots + X^{p-1})/p$ by $e_X$. The rest of our notations are standard.

## 2. Schur Index, Two Definitions

Let $\rho : G \to \text{GL}(V)$ be an irreducible $F$-representation of $G$. We call the $F$-vector space $V$ the representation-space of $\rho$. The multiplication in $G$, extended by linearity, turns $F[G]$ into an $F$-algebra. The representation $\rho : G \to \text{GL}(V)$ canonically extends to an $F$-algebra homomorphism $\rho^* : F[G] \to \text{End}(V)$, making $V$ an $F[G]$-module. For notational convenience, we use the same notation $\rho$ instead of $\rho^*$. Let $D = \{A \in \text{End}(V) | A \text{ commutes with } \rho(g) \text{ for all } g \in G\}$. By Schur’s lemma $D$ is a finite-dimensional $F$-algebra which is a division ring. We call $D$, the centralizer of $G$ in $\text{End}(V)$. We can regard $V$ as a right vector space over $D^o$, where $D^o$ is $D$ with the opposite multiplication: $x \cdot y$ in $D^o$ equals $y \cdot x$ in $D$. Let $n$ be the dimension of $V$ over $D^o$, called the reduced dimension of $V$. Then $M_n(D^o)$ is abstractly isomorphic to the minimal 2-sided ideal of $F[G]$ which corresponds to the irreducible representation $\rho$. If we regard $F[G]$ as a $F[G]$-module, then $V$ occurs as a simple submodule of $F[G]$ with multiplicity $n$, or, in different terminology, in the left regular $F$-representation, $\rho$ appears with multiplicity $n$, the reduced dimension of $V$.

Now we briefly describe classical Schur’s theory on group representations (see [15], [16]) and connection with Wedderburn’s theory of semisimple algebras. Let $\rho : G \to \text{GL}(V)$ be an irreducible $F$-representation of $G$. Let $\overline{F}$ be the algebraic closure of $F$. Then $V \otimes_F \overline{F}$ is a $\overline{F}$-representation of $G$. Schur asserted that $V \otimes_F \overline{F}$ decomposes into distinct irreducible $\overline{F}$-representations $\rho_1, \rho_2, \ldots, \rho_k$ which occur
with the same multiplicity, say, \( m \). In other words, if \( \rho_i : G \to \text{GL}(V_i) \), then 
\[
\rho \otimes F \overline{F} = m(\rho_1 \oplus \rho_2 \oplus \cdots \oplus \rho_k),
\]
and \( V \otimes F \overline{F} \cong m(W_1 \oplus W_2 \oplus \cdots \oplus W_k) \). Its isotypic components \( MW_i \) are canonically defined as submodules of \( V \otimes F \overline{F} \). The number \( m \) was later called the Schur index of \( \rho \).

The main new ingredients from the theory of semisimple \( F \)-algebras are the following. Let \( D \) be a finite dimensional \( F \)-algebra which is a division ring. Let \( Z \) be its center. Then \( Z \) is a finite dimensional field extension of \( F \), and \( D \) has a structure of a \( Z \)-algebra. Then \([D : Z] = m^2\), for some natural number \( m \). \( D \) contains maximal subfields \( E \) such that \([E : Z] = m\). Moreover \( D \otimes_Z E \) is isomorphic to \( M_m(E) \), the \( mxm \) matrix ring with entries in \( E \). This is a split simple \( E \)-algebra. The Schur index of \( D \) (or more generally, \( M_n(D) \), for any \( n \)) over \( F \) may be defined to be \( m \). This will be used in the theory of representations of finite groups as follows.

Let \( \rho : G \to \text{GL}(V) \) be an irreducible \( F \)-representation of \( G \). Let the minimal 2-sided ideal of \( F[G] \) corresponding to \( \rho \) be abstractly isomorphic to \( M_n(D) \), for suitable \( n \), and a division ring \( D \). Let \( Z \) be the center of \( D, [Z : F] = k \), and \( E \) a maximal subfield of \( D \). Then \( E \) contains \( Z \). Note that \( Z[G] = F[G] \otimes_F Z \) is a sum of certain number of minimal 2-sided ideals, which correspond to irreducible \( Z \)-representations of \( G \). Now \( M_n(D) \otimes F Z \) is isomorphic to a summand of \( Z[G] \). Since \( Z \) is the center of \( D \), we have \( M_n(D) \otimes F Z \cong M_n(D \otimes_F Z) \cong M_n(D + D + \cdots + D) \cong M_n(D) + M_n(D) + \cdots + M_n(D) \), where in the last two terms there are \( k \) summands. Each of these summands is isomorphic to a minimal 2-sided ideal of the group algebra \( Z[G] \). In terms of representations, \( V \otimes_F Z \) splits into \( k \) simple \( Z[G] \)-summands, \( V_1 \oplus V_2 \oplus \cdots \oplus V_k \). Each \( V_i \) is a \( Z \)-vector space, which by restriction of scalars may be regarded as an \( F \)-vector space. We have \( \dim_F V = (\dim_F Z)(\dim_Z V) = k(\dim_Z D)(\dim_D V) = km^2n = k\text{dim}_Z V_i \) for each \( i = 1, 2, \ldots, k \). So, \( \rho \otimes F Z \) splits into \( k \) distinct irreducible \( Z \)-representations of \( G \). For more precision, we shall write \( M_n(D)_i \) for the \( i \)-th summand in \( M_n(D) \otimes_F Z \cong M_n(D) + M_n(D) + \cdots + M_n(D) \), which itself occurs as a summand in \( Z[G] \). We have \( M_n(D)_i \cong M_n(D) \), for each \( i = 1, 2, \ldots, k \), and the corresponding representation-space is \( V_i \).

Let us now consider \( E[G] = Z[G] \otimes_Z E \). Each summand of \( E[G] \), isomorphic to \( M_n(D) \otimes_Z E \cong M_n(D \otimes_Z E) \cong M_n(M_m(E)) \cong M_{nm}(E) \). The last term is a single, split, \( E \)-algebra. Let the corresponding irreducible representation-space be denoted by a \( E \)-vector space, say \( W \), of dimension \( nm \), so of dimension \( nmdim_Z E = nm^2 \) over \( Z \). More precisely, for each \( i = 1, 2, \ldots, k \), corresponding
to the summand $M_n(D)_i$ of $E[G]$, we have an irreducible representation-space $W_i$.

Now consider $V_i \otimes_Z E$. It is an $E$-representation-space of $G$. As such it decomposes into irreducible $E$-representation-spaces of $G$. From the above description, its irreducible components are $E$-representation-spaces isomorphic to $W_i$. Since $\dim_Z V_i \otimes_Z E = nm^2$, it follows that $V_i \otimes_Z E$ is a sum of $m$ copies of $W_i$.

To summarise: Let $\rho : G \rightarrow GL(V)$ be an irreducible $F$-representation of $G$. Then, with $D, Z, E$, as defined above, we have $V \otimes_F E = V \otimes_F Z \otimes_Z E = (V_1 + V_2 + \cdots + V_k) \otimes_Z E = m(W_1 + W_2 + \cdots + W_k)$, a decomposition into distinct representation-spaces $W_1, W_2, \ldots, W_k$ of $E$-irreducible representations, each occurring with the same multiplicity $m$, where $m$ is the Schur index of $\rho$, and $V_i = mW_i$, for each $i = 1, 2, \ldots, k$.

Note that the $D$’s occurring in the $F$-representation of finite groups are special. Namely, $Z = \text{the centre of } D$, is a cyclotomic extension of $F$, that is, it is contained in an extension of the form $F(\zeta_r)$, where $\zeta_r$ is a primitive $r$-th root of unity. This may be seen as follows.

If $u$ is the exponent of $G$, then by Brauer’s theorem $F(\zeta_u)$ is a splitting field for all representations of $G$. So, the center of $M_n(D) \otimes_F F(\zeta_u)$ is a direct sum of certain number of copies of $F(\zeta_u)$, and $Z \otimes_F 1$ is injected in the center of $M_n(D) \otimes_F F(\zeta_u)$.

Reiner, (see [13]), actually gives a different definition of the Schur index. If we consider $F$ as the “bottom” and $\overline{F}$ as the “top”, Reiner gives a definition of the Schur index from a viewpoint of the “top”. The fields $Z, E$ mentioned above arise as subfields of $\overline{F}$, which depend on a specific irreducible $F$-representation. This needs some more terminology, for which we follow Martin Isaacs’s textbook, (see [9], Chapter 10).

Let $\tilde{\rho}$ be an irreducible representation of $G$ over $\overline{F}$. Let $\chi = \chi_{\tilde{\rho}}$ be the character of $\tilde{\rho}$. Then for each $g$ in $G$, $\chi(g)$ is the sum of eigenvalues of $\tilde{\rho}(g)$. Let $u$ be the exponent of $G$, that is the l.c.m. of the orders of elements of $G$. Then $\chi(g)$ is a sum of $u$-th roots of unity. So $\chi(g)$ is an element of the field $F(\zeta_u)$, where $\zeta_u$ is a primitive $u$-th root of unity. Let $F(\chi) = F(\chi_{\tilde{\rho}})$ be the extension field of $F$ obtained by adjoining all $\chi(g)$’s for $g$ in $G$. It is a subfield of $F(\zeta_u)$. It is called the character field of $\tilde{\rho}$ over $F$. Since $F(\zeta_u)$ is an abelian Galois extension of $F$, it follows that $F(\chi)$ is also an abelian Galois extension field of $F$. Let $A$ be the Galois group of $F(\chi)$ over $F$. It is easy to see that for each $a$, an element of $A$,
the values $\alpha(\chi(g))$ are also values of a character of a representation of $G$ over $\overline{F}$. In effect, starting with $\tilde{\rho}$, we have obtained $|A|$ distinct representations of $G$, over $\overline{F}$. Any two of these representations are called algebraically conjugate. In this way we have obtained a class of mutually inequivalent algebraically conjugate representations of $G$. These representations have different characters, but they all have the same character field.

Let $Z_1$ denote the field $F(\chi)$, and $e = e_{\tilde{\rho}}$ be the pci corresponding to $\tilde{\rho}$. Then $e$ is in $Z_1[G]$, and $Z_1[G]e$ is a minimal 2-sided ideal of $Z_1[G]$. By the Artin-Wedderburn theorem, $Z_1[G]e \cong M_n(D_1)$, for some $n$ and some division ring $D_1$. Then $V_1 \cong D_1^n$ is a representation space of $G$ over $Z_1$. Then $Z_1$ is the center of $D_1$ and the dimension of $D_1$ over $Z_1$ is $m^2$ for some $m$. If $E_1$ is a maximal subfield of $D_1$, it can serve as a splitting field for $D_1$, and so the representation $\tilde{\rho}$, is realisable over $E_1$. That is, we can choose a basis of the representation space $V_1 \otimes E_1$, w.r.t. which all the entries of the matrices $\tilde{\rho}(g)$ for all $g$ in $G$ lie in $E_1$. Since the dimension of $E_1$ over $Z_1$ is $m$, and $m$ is the least such dimension, we can take the second definition, due to I. Reiner (see [13]), of Schur index as the minimum of the dimensions of fields $\tilde{E}$ over which the representation $\tilde{\rho}$, is realisable over $\tilde{E}$. Let $V$ be the vector space over $F$ obtained from $V_1$ by restriction of scalars from $Z_1$ to $F$. Consider it as a representation space of a representation $\rho$ of $G$. It is easy to see that $D_1$ is the centraliser of $G$ in $EndV$. Then the Schur index of $\rho$ according to the first definition, equals the Schur index of the representation $\tilde{\rho}$ according to the second definition. These two definitions are related in the following way.

**Theorem.** Let $\rho : G \to GL(V)$ be an irreducible $F$-representation of $G$. Let $D, Z, [D : Z] = m^2, [Z : F] = k$ be as in the above. Then

1. $Z$ is a cyclotomic extension of $F$.
2. $V \otimes_F Z$ splits into distinct irreducible $Z$-representations $V_1, V_2, \ldots, V_k$. The Galois group $Gal(Z : F)$ acts simply transitively on the set $\{V_1, V_2, \ldots, V_k\}$.
3. $V \otimes_F \overline{F}$ splits into irreducible $\overline{F}$-representations $W_1, W_2, \ldots, W_k$, each with multiplicity $m$.
4. $Z$ is isomorphic to the character field of each of $W_1, W_2, \ldots, W_k$.

### 3. $F$-conjugacy, $F$-character table and $F$-idempotents

**3.1. $F$-conjugacy.** It is a well known fact, in the semisimple case, that is, when characteristic of $F$ is 0 or prime to the order of $G$, character determines representation up to equivalence, that is, if $\chi_{\rho_1} = \chi_{\rho_2}$ then $\rho_1$ is equivalent to $\rho_2$. We
say that a character $\chi$ is irreducible if it is not a non-trivial sum of two characters. Therefore, the number of inequivalent irreducible $F$-representations of $G$ is equal to the number of irreducible $F$-characters of $G$.

Two elements $x, y$ in $G$ are said to be $F$-conjugate: $x \sim_F y$ if for all finite dimensional $F$-representations $(\rho, V)$ with the characters $\chi_\rho$, we have $\chi_\rho(x) = \chi_\rho(y)$. Notice that $\sim_F$ is an equivalence relation on $G$. The $F$-conjugacy class of an element $x \in G$ consists of all those elements in $G$, which are $F$-conjugate to $x$. We denote the $F$-conjugacy class of $x$ by $C_F(x)$ and the conjugacy class of $x$ by $C(x)$.

In the following proposition, we describe the factorization of $n$-th cyclotomic polynomial $\Phi_n(X)$ into monic irreducible factors over $F$.

**Proposition 3.1.1.** Let $n$ be a positive integer. Let $F$ be a field of characteristic 0 or prime to $n$. Let $\Phi_n(X) = f_1(X)f_2(X) \cdots f_k(X)$ be the decomposition of $\Phi_n(X)$ into irreducible monic polynomials over $F$. Then

1. The degrees of all $f_i(X)$’s are the same.
2. Let $\zeta$ be a root of one $f_i(X)$. Then all the roots of $f_i(X)$ are $\{\zeta^{r_1}, \zeta^{r_2}, \ldots, \zeta^{r_s}\}$, where all $r_i$’s are natural numbers with $r_1 = 1$, and the sequence $\{r_1, r_2, \ldots, r_s\}$ is independent of irreducible factors of $\Phi_n(X)$ and any root of $\Phi_n(X)$.

**Proof.** The proof follows from the fact that if $\zeta$ is a primitive $n$-th root of $1 \in F$ then the splitting field of each irreducible factor $f_i(X)$ of $\Phi_n(X)$ over $F$ is $F(\zeta)$, which is also the splitting field of $\Phi_n(X)$ over $F$. ■

**Theorem 3.1.2.** Let $G$ be a finite group and $F$ be a field of characteristic 0 or prime to the order of $G$. Then the number of mutually inequivalent irreducible $F$-representations of $G$ is equal to the number of $F$-conjugacy classes of elements of $G$.

**Proof.** Let $u$ be the exponent of $G$. Let $\omega$ be a primitive $u$-th root of $1 \in F$. Let $K$ be the Galois group of $F(\omega)$ over $F$. Let $A$ be the subgroup of $\mathbb{Z}_u^*$ which gives all the $F$-automorphisms in $K$. Define the following relations on $G$:

- $g \sim h$ if $g$ is Berman-conjugate to $h$, that is, $g$ is conjugate to $h^a$ for some $a \in A$;
- $g \sim_F h$ if $\chi(g) = \chi(h)$ for all $F$-characters $\chi$ of $G$.

For any $g \in G$, let $[g]_\sim$ and $[g]_{\sim_F}$ denote the equivalence classes of $g$ under $\sim$ and $\sim_F$ respectively.

**Claim:** $[g]_\sim \subseteq [g]_{\sim_F}$ for all $g \in G$. 


Let \( h \in [g]_{\sim} \). Then \( g \) is conjugate to \( h^a \) for some \( a \in A \), which implies \( \chi(g) = \chi(h^a) \) for all \( F \)-characters \( \chi \). Note that \( \sigma: w \mapsto w^a \) is an \( F \)-automorphism of \( F(\omega) \). So, for all \( F \)-characters \( \chi \), \( \chi(g) = \chi(h^a) = \sigma(\chi(h)) = \chi(h) \), which implies that \( h \in [g]_{\sim_f} \). Therefore, \([g]_{\sim} \subseteq [g]_{\sim_f} \) for all \( g \in G \).

Consider the sets
\[
M = \{ f: G \to F \mid f \text{ is constant on each } \sim \text{ equivalence class of } G \},
\]
\[
N = \{ f: G \to F \mid f \text{ is constant on each } \sim_f \text{ equivalence class of } G \}.
\]
Then \( M \) and \( N \) are \( F \)-vector spaces. Let \( \phi_1, \phi_2, \ldots, \phi_r \) be the all distinct irreducible \( F \)-characters of \( G \). By definition, \( \text{span}\{\phi_1, \ldots, \phi_r\} \subseteq N \subseteq M \). We show that \( M = \text{span}\{\phi_1, \ldots, \phi_r\} \), which will imply that \([g]_{\sim} = [g]_{\sim_f} \), and the proof will be complete.

Consider \( \theta \in M \). As \( \theta \) is constant on each conjugacy class of \( G \), we can write \( \theta = \sum_{i=1}^k c_i \chi_i \) where \( c_i \in F(\omega) \) and \( \chi_i \)'s are irreducible characters of \( G \) over \( F(\omega) \). Let \( \sigma \) be the \( F \)-automorphism \( \omega \mapsto \omega^a \) of \( F(\omega) \). Then for any \( g \in G \),
\[
\theta(g) = \theta(g^a),
\]
hence
\[
\sum_{i=1}^k c_i \sigma(\chi_i(g)) = \sum_{i=1}^k c_i \chi_i(g^a) = \theta(g^a) = \theta(g) = \sum_{i=1}^k c_i \chi_i(g).
\]
Therefore \( c_i = c_j \) if and only if \( \sigma(\chi_i) = \chi_j \) (by linear independence of \( \chi_i \)'s over \( F(\omega) \)). Therefore \( \theta \) is an \( F(\omega) \)-linear combination of \( \phi_i \)'s, say
\[
\theta = \sum_{i=1}^r d_i \phi_i.
\]

Claim: Each \( d_i \) belongs to \( F \).

Since \( \phi_1, \ldots, \phi_r \) are linearly independent over \( F \) (see[9], Theorem 9.22), there exists \( x_j \in G \) for \( j = 1, 2, \ldots, r \) such that the \( r \times r \) matrix \( (\phi_i(x_j)) \) is non-singular. Therefore, \( d_i \)'s are uniquely determined by the system of linear equations
\[
\theta(x_j) = \sum_{i=1}^r d_i \phi_i(x_j), \quad j = 1, 2, \ldots, r.
\]
It follows that \( d_i = \sigma(d_i) \), for any \( F \)-automorphism \( \sigma \) of \( F(\omega) \). Thus \( \theta \) is an \( F \)-linear combination of \( \phi_1, \ldots, \phi_r \). Therefore, \( \text{span}\{\phi_1, \ldots, \phi_r\} = N = M \). Therefore, \( \{\phi_1, \ldots, \phi_r\} \) is a basis of both \( N \) and \( M \). Consequently, \([g]_{\sim} = [g]_{\sim_f} \), which implies that the number of equivalence classes of elements of \( G \) under \( \sim \) is equal to the number of \( F \)-conjugacy classes of elements of \( G \). Since \( r = \dim F \), therefore \( [g]_{\sim} = [g]_{\sim_f} \).
then the number of \(F\)-irreducible representations of \(G\) is equal to the number of \(F\)-conjugacy classes of elements of \(G\). This completes the proof. \(\blacksquare\)

**Corollary 3.1.3.** The set of inequivalent irreducible \(F\)-characters of \(G\) forms a basis of the space of all functions \(f : G \rightarrow F\), which are constant on each \(F\)-conjugacy class of \(G\).

**Theorem 3.1.4.** Let \(F\) be a field of characteristic 0 or prime to the order of \(G\). Let \(x\) be an element of order \(n\) in \(G\). Then \(C_F(x)\) is equal to \(C(x^{r_1}) \cup C(x^{r_2}) \cup \cdots \cup C(x^{r_s})\), where \(r_1, r_2, \ldots, r_s\) is the sequence associated with \(\Phi_n(X)\) as in the Proposition 3.1.1.

**Proof.** Let \(u\) be the exponent of \(G\). As the order of \(x\) is \(n\) then \(n\) is a divisor of \(u\). Let \(\omega\) be a primitive \(u\)-th root and \(\zeta\) be a primitive \(n\)-th root of 1 in \(F\). Then \(\zeta = \omega^a\), for some positive integer \(a\). Let \(K, L\) be the Galois group of \(F(\omega)\) and \(F(\zeta)\) over \(F\) respectively. Let \(A, B\) be the subgroup of \(\mathbb{Z}_{u}^{\ast}, \mathbb{Z}_{n}^{\ast}\) respectively, which give all the \(F\)-automorphisms of \(F(\omega), F(\zeta)\) in \(K\) and \(L\) respectively. Therefore \(B = \{ \overline{r_1} = \overline{r_2} = \cdots = \overline{r_s} \}\) where \(r_i = r_i(\text{mod}\ n)\).

Note that \(C_F(x)\) is invariant under all inner automorphisms of \(G\). So it is union of conjugacy classes. We first prove that \(C(x) \cup C(x^{r_2}) \cup \cdots \cup C(x^{r_s}) \subseteq C_F(x)\).

Let \(\rho\) be an arbitrary \(F\)-representation of \(G\), and \(\chi\) be its character. Then \(\chi(x) = \zeta^{u_1} + \zeta^{u_2} + \cdots + \zeta^{u_i}\) for some \(u_i \in \mathbb{Z}\), and it belongs to \(F\). Since \(\sigma_i : \zeta \mapsto \zeta^{r_i}\) is an element in \(L\), then

\[
\chi(x^{r_i}) = \zeta^{r_1 u_1} + \zeta^{r_2 u_2} + \cdots + \zeta^{r_i u_i} = \sigma_i(\zeta^{u_1} + \cdots + \zeta^{u_i}) = \sigma_i(\chi(x)) = \chi(x).
\]

This implies that \(C(x) \cup C(x^{r_2}) \cup \cdots \cup C(x^{r_s}) \subseteq C_F(x)\).

Now we prove the other inclusion. Let \(y\) be an element of \(C_F(x) = [x]_{\sim_F}\). Since \([x]_{\sim_F} = [x]_{\sim}\) then \(y\) is conjugate to \(x^a\), for some \(a \in A\), which implies that \(y\) is conjugate to \(x^a\), for some \(a \in B\). Therefore \(y \in C(x) \cup C(x^{r_2}) \cup \cdots \cup C(x^{r_s})\), and hence \(C_F(x) \subseteq C(x) \cup C(x^{r_2}) \cup \cdots \cup C(x^{r_s})\). This completes the proof. \(\blacksquare\)

**Example 3.1.5.** Let \(F = \mathbb{Q}\). Then \(C_{\mathbb{Q}}(x)\) is equal to the union of \(C(x^i)\), where \(i\) runs over the positive integers relatively prime to \(n\).

**Example 3.1.6.** Let \(F = \mathbb{R}\). Then \(C_{\mathbb{R}}(x)\) is equal to the union of \(C(x)\) and \(C(x^{-1})\).

**Example 3.1.7.** Let \(F = \mathbb{F}_q, q = p^r\), \(p\) a prime and \(r\) is a positive integer. Let \(d\) be the smallest positive integer such that \(q^d \equiv 1\) \((\text{mod}\ n)\). Then \(C_F(x)\) is equal to the union of \(C(x^{q^i})\) for \(i = 0, 1, \ldots, d - 1\).

**Corollary 3.1.8.** Let \(x\) be an element in \(G\), and of order \(n\). Then the \(F\)-conjugacy class of \(x\) is uniquely determined by the roots of just one irreducible factor of \(\Phi_n(X)\) over \(F\).
3.2. **F-character table.** By Theorem 3.1.2, for a finite group $G$, the number of $F$-conjugacy classes of elements of $G$ is equal to the number of $F$-irreducible representations of $G$. We can list the $F$-character values on $F$-conjugacy classes in the form of a square matrix over $F$, which is called the $F$-character table. The columns of $F$-character table are parametrized by $F$-conjugacy classes and the rows are parametrized by irreducible $F$-characters. Since the number of $F$-conjugacy classes, in general, is less than or equal to the number of conjugacy classes, the size of the matrix representing the $F$-character table is smaller than the usual character table.

**Remark 3.2.1.** Consider the important case $F = \mathbb{Q}$, and $G$ abelian. Then the character table over $\mathbb{F}$ is a $|G| \times |G|$ square matrix. One the other hand, let $|G| = \prod p_i^{r_i}$. Then the character table of $G$ over $\mathbb{F}$, has size only $\prod p_i^{r_i}$, where $p_i^{r_i}$ is the number of partitions of $i$, which depends only on the exponents of primes occurring in the prime factorization of $|G|$, and not on the actual primes themselves.

3.3. **F-idempotents.** Now we give a formula for computing the pci’s of $F[G]$ in terms of $F$-conjugacy classes. Let $R = F[G]$. Let $e_i (i = 1, 2, \ldots, r)$ be the pci’s of $R$, then each $Re_i$ is a minimal two-sided ideal of $R$. Let $V$ denote one of these simple $R$-modules and $e$ be the corresponding pci. Then by Schur’s lemma, $\text{End}_{F[G]}(V)$ is a division ring $D$, whose center $Z$ contains $F$. Let $n = \text{dim}_D V$. Then $Re$ is abstractly isomorphic to $M_n(D^o)$, $V$ is isomorphic to $(D^o)^n$, and $Re$ is isomorphic to the direct sum of $n$ copies of $V$. Let $\text{dim}_F Z = \delta$ and $\text{dim}_Z D = m^2$. Then $\text{dim}_F V = nm^2 \delta$, and so $\text{dim}_F Re = n^2 m^2 \delta$.

Let $L_1, L_2, \ldots, L_r$ be the $F$-conjugacy classes of $G$ and $C_1, C_2, \ldots, C_s$ be the conjugacy classes of $G$. Let $\chi$ be any $F$-character of $G$. Let $\chi(L_i)$ denote the common value of $\chi$ over $L_i$. Let $L_i$ be the $F$-conjugacy class of $x$. We denote the $F$-conjugacy class of $x^{-1}$ by $L_i^{-1}$. For any subset $S$ of $G$, $S^*$ denotes the formal sum of elements of $S$. We use the above notation in the following theorem.

**Theorem 3.3.1.** Let $F$ be a field of characteristic 0 or prime to the order of $G$. Let $(\rho, V)$ be an irreducible $F$-representation of $G$, $\chi$ be its character and $e$ be the corresponding pci in $F[G]$. Let $n$ be the reduced dimension of $V$. Then

$$e = \frac{n}{|G|} \sum_{i=1}^{r} \chi(L_i^{-1}) L_i^*.$$ 

**Proof.** By the classical theorem of Schur (see Section 2), $\rho \otimes_F \mathbb{F}$ splits into $\delta$ distinct irreducible representations over $\mathbb{F}$ of degree $mn$, and with the multiplicity
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$m$. Let

$$\rho \otimes_F F = m(\bigoplus_{i=1}^{\delta} \tilde{\rho}_i),$$

where $\tilde{\rho}_i$’s are algebraically conjugates over $F$ and $m$ is the Schur index of $\tilde{\rho}_i$ with respect to $F$. Let $\tilde{\chi}_i$ be the $F$-character of $\tilde{\rho}_i$. The pci corresponding to the representation $\tilde{\rho}_i$ is given by

$$\tilde{e}_i = \frac{mn}{|G|} \sum_{k=1}^{s} \tilde{\chi}_i(C_k^{-1})C_k^*.$$

From the Theorem 3.3.1(1) in [11], we have $e = \tilde{e}_1 + \tilde{e}_2 + \cdots + \tilde{e}_{\delta}$. So,

$$e = \frac{mn}{|G|} \sum_{k=1}^{s} \left( \tilde{\chi}_1 + \tilde{\chi}_2 + \cdots + \tilde{\chi}_{\delta} \right)(C_k^{-1})C_k^* = \frac{n}{|G|} \sum_{i=1}^{r} \chi(L_i^{-1})L_i^*.$$

This completes the proof.

**Corollary 3.3.2.** Let $e'' = \sum_{x \in G} \chi(x^{-1})x$. Then $e'' = |G|/n \cdot e$, and $e''^2 = (|G|/n)^2 \cdot e^2 = (|G|/n)^2 \cdot e = (|G|/n) \cdot e''$. So if we know $\chi$, then one can determine $n$. Therefore one can read the complete set of pci’s of $F[G]$ from the $F$-character table.

4. Berman’s Theorem

Berman (see [2]), described a method for constructing the irreducible representations of a finite solvable group over an algebraically closed field via the group algebra. For that, he inductively constructed all the pci’s of the group algebra of a finite solvable group. In this section, we give a proof of Berman’s theorem.

4.1. A Proof of Berman’s Theorem. For the proof of Berman’s theorem, we need the following lemma.

**Lemma 4.1.1.** Let $G = \langle x | x^p = 1 \rangle$ be the cyclic group of prime order $p$. Let $F$ be an algebraically closed field of characteristic either 0 or coprime to $p$. Let $\zeta$ be a primitive $p$-th root of unity. Then the pci’s in $F[G]$ are $e_{\zeta^i x}$, where $i$ runs over $0, 1, \ldots, p - 1$.

The proof of the lemma is a standard calculation and we skip it.

Let $G$ be a finite group and $H$ a normal subgroup of index $p$, a prime. Let $G/H = \langle \overline{x} \rangle$, and $x$ be a lift of $\overline{x}$ in $G$. Let $F$ be an algebraically closed field of characteristic either 0 or coprime to $|G|$. Let $\overline{C(x)}$ be the conjugacy class sum of $x$ in $F[G]$. Since $C(x)$ is a central element in $F[G]$, then $\overline{C(x)^p}$ is a central element of $F[H]$. 
Let \((\eta, W)\) be an irreducible \(F\)-representation of \(H\) and \(e_\eta\) be the pci of \(\eta\) in \(F[H]\).

As a consequence of Clifford’s theorem (see [4]), if \(\eta \not\cong \eta^x\), then the induced representation \(\eta \uparrow_H^G\) is an irreducible representation of \(G\), and \(\eta \uparrow_H^G \cong e_\eta \oplus \eta^x \oplus \cdots \oplus \eta^{x_{p-1}}\), where \(e_\eta\) is an idempotent, \(\eta\) is a primitive \(p\)-adic character, and each \(\eta^x\) is irreducible. It is easy to see that \(e_\rho = e_\eta + e_{\eta^x} + \cdots + e_{\eta^{x_{p-1}}}\).

Now suppose that \(\eta \cong \eta^x\). Then \(\overline{C(x)} e^p_\eta\) belongs to the center of \(F[H]e_\eta\). By Schur’s lemma, \(\overline{C(x)} e_\eta = \lambda e_\eta\), where \(\lambda \in F\). We show below that \(x\) in \(G - H\) may be chosen so that \(\lambda \neq 0\).

Let \(\mu\) be any \(p\)-th root of \(\lambda\), in \(F\). Let \(c = \overline{C(x)} e_\eta / \mu\). Then \(c^p = e_\eta\). Let \(\zeta\) be a primitive \(p\)-th root of unity in \(F\). By the Lemma (4.1.1), \(e_{\zeta^i} e_\eta\) are \(p\) mutually orthogonal central idempotents in \(F[G]\), and \(e_\eta\) is a sum of \(e_{\zeta^i} e_\eta\) in \(F[G]\). Since \(e_\eta\) can split into at most \(p\) central idempotents, then \(\eta \uparrow_H^G\) splits into \(p\) distinct irreducible representations of \(G\). In fact each of these representations are extensions of \(\eta\), that is, the \(H\)-action on the representation space \(W\) extends to \(p\) distinct \(G\)-actions on the same vector space \(W\).

It remains to show that \(x\) in \(G - H\) may be chosen such that \(\lambda \neq 0\). Suppose for all \(x\) in \(G - H\) we have \(\overline{C(x)} e_\eta = 0\). Let \(\rho\) be an extension of \(\eta\), with corresponding character \(\chi_\rho\) and the pci \(e_\rho\) in \(F[G]\). If \(\chi_\rho\) vanishes on \(G - H\), then

\[
e_\rho = \frac{\deg\eta}{|G|} \sum_{g \in G} \chi_\rho(g^{-1}) g = \frac{\deg\eta}{p|H|} \sum_{h \in H} \chi_\eta(h^{-1}) h = \frac{1}{p} e_\eta,
\]

and this implies that \(e_\rho\) is not an idempotent, a contradiction. This completes the proof of Berman’s theorem.

We summarise the above discussion in the following theorem:

**Theorem 4.1.2.** Let \(G\) be a finite group and \(H\) be a normal subgroup of index \(p\), a prime. Let \(G/H = \langle xH \rangle\), for some \(x\) in \(G\). Let \(F\) be an algebraically closed field of characteristic either 0 or prime to the order of \(G\). Let \(\eta\) be an irreducible representation of \(H\) over \(F\). We distinguish two cases:

1. If \(\eta \not\cong \eta^x\), then \(\rho \cong \eta \uparrow_H^G\) is irreducible, \(\rho \downarrow_H^G \cong \eta \oplus \eta^x \oplus \cdots \oplus \eta^{x_{p-1}}\), and

   \[e_\rho = e_\eta + e_{\eta^x} + \cdots + e_{\eta^{x_{p-1}}}.
\]

2. If \(\eta \cong \eta^x\), then \(\eta\) extends to \(p\) distinct irreducible representations \(\rho_0, \rho_1, \ldots, \rho_{p-1}\) of \(G\) over \(F\), and \(\eta \uparrow_H^G \cong \rho_0 \oplus \rho_1 \oplus \cdots \oplus \rho_{p-1}\). Correspondingly, \(e_\eta = e_{\rho_0} + e_{\rho_1} + \cdots + e_{\rho_{p-1}}\). In the above notation, we may take \(e_{\rho_i} = e_{\zeta^i} e_\eta, i = 0, 1, \ldots, p - 1\).
Corollary 4.1.3. With the hypothesis in the Theorem B, for an irreducible character \( \chi \) of \( G \), \( \chi(x) \neq 0 \) for some \( x \in G - H \) if and only if \( \chi|_H \) is an irreducible character of \( H \).

5. Extension of Berman’s Theorem

Let \( H \) be a normal subgroup of prime index \( p \) in \( G \). Let \( F \) be a field of characteristic 0 or prime to the order of \( G \). Let \( \overline{F} \) be the algebraic closure of \( F \). Let \( G/H = \langle \mathfrak{m} \rangle \). Let \( x \) be a lift of \( \mathfrak{m} \) in \( G \). Let \( \eta \) be an irreducible \( F \)-representation of \( H \), \( \psi \) be its corresponding character and \( e_{\eta} \) be its corresponding pci in \( F[H] \). Let \( \overline{C(x)} \) denote the conjugacy class sum of \( x \) in \( F[G] \). Let \( I(\eta) = F[H]e_{\eta} \). Let \( Z \) denote the center of \( I(\eta) = F[H]e_{\eta} \). So, \( \overline{C(x)} \) is a lift of \( e_{\eta} \) in \( F[G] \). We consider two cases:

We have

\[
I(\eta) \otimes_{F} Z = F[H]e_{\eta} \otimes_{F} Z = Z[H]e_{\eta} \cong M_n(D) \oplus M_n(D) \oplus \cdots \oplus M_n(D), (\delta \text{ times}).
\]

Note that the above isomorphism is a \( Z \)-algebra isomorphism. Each summand \( M_n(D) \) is a central simple algebra over \( Z \). In terms of representations, \( \eta \otimes_{F} Z = \eta_1 + \eta_2 + \cdots + \eta_\delta \), where \( \eta_i \)'s are inequivalent irreducible \( Z \)-representations of \( G \).

If \( \eta^x \not\cong \eta \), then like the algebraically closed case \( \eta \uparrow^G_H \) is irreducible, and \( \eta \uparrow^G_H \cong \eta^1 \uparrow^G_H \oplus \cdots \oplus \eta^{p-1} \uparrow^G_H \cong \rho \), say. Moreover, \( e_\rho = e_{\eta} + e_{\eta^x} + \cdots + e_{\eta^{p-1}} \). So, from now onwards we restrict our attention to the case \( \eta^x \cong \eta \).

Assume that \( \eta^x \cong \eta \). Then \( e_{\eta} \) is central in \( F[G] \). If \( e_{\eta} \) remains a pci in \( F[G] \), we say \( e_{\eta} \) does not split in \( F[G] \), otherwise we say \( e_{\eta} \) splits in \( F[G] \).

Let \( \Phi_p(X) \) denote the \( p \)-th cyclotomic polynomial. Let \( \Phi_p(X) = f_1(X) \ldots f_k(X) \) be the factorization into monic irreducible polynomials over \( Z \). Then \( X^p - 1 = f_0(X)f_1(X) \ldots f_k(X) \), where \( f_0(X) = X - 1 \), is the factorization into monic irreducible polynomials over \( Z \). By Proposition 3.1.1, for \( i = 1, 2, \ldots, \delta \), the degree of \( f_i(X) \)'s are the same, say, \( d \). If \( \zeta \) is a root of \( f_i(X) \), then all the roots of \( f_i(X) \) are \( \zeta, \zeta^2, \ldots, \zeta^d \), and also the sequence \{ \( r_1 = 1, r_2, \ldots, r_d \) \} is independent of \( f_i(X) \) and the roots of \( f_i(X) \). Now we shall state and prove the first main theorem.

5.1. First Main Theorem. Suppose that \( \eta^x \cong \eta \). We consider two cases:

(1) \( \eta^x_1 \not\cong \eta_1 \) and (2) \( \eta^x_1 \cong \eta_1 \).
In case (1), it is easy to see that \( \overline{C(x)}^p e_\eta = 0 \) for all \( x \) in \( G - H \).

In case (2), since \( \eta_1^x \cong \eta_1 \), there exists \( y \in G - H \), \( \overline{C(y)}^p e_\eta = \lambda e_\eta \), for some \( \lambda \neq 0 \). Without loss of generality, we take \( y \) to be \( x \). So, \( \overline{C(x)}^p e_\eta = \lambda e_\eta \), for some \( \lambda \neq 0 \).

Suppose \( Z \) contains a \( p \)-th root of \( \lambda \), say \( \mu \). Let \( \zeta = \overline{C(x)} e_\eta / \mu \). So \( \zeta \) is a central element of \( Z[G] \). Then \( c^p = e_\eta \). Consider \( e_c = (1 + c + c^2 + \cdots + c^{p-1})/p \). Then \( e_c e_\eta \) is a central idempotent in \( Z[G] \).

Let \( \mu_1, \mu_2, \ldots, \mu_p \), be the \( p \) distinct \( p \)-th roots of \( \lambda \) in \( \overline{F} \). Let \( c_i = \overline{C(x)} e_\eta / \mu_i, i = 1,2,\ldots, p \) and \( e_{c_i} = (1 + c_i + c_i^2 + \cdots + c_i^{p-1})/p \). Then \( e_c e_\eta, i = 1,2,\ldots, p \) are mutually orthogonal central idempotents in \( \overline{F}[G] \). So, in \( \overline{F} \), \( e_\eta \) splits into \( p \) distinct central idempotents: \( e_c e_\eta, i = 1,2,\ldots, p \). Their sum is \( e_\eta \).

As for \( Z \) itself, the following three mutually exclusive cases can occur:

(A) \( \lambda \) has no \( p \)-th roots in \( Z \).

(B) \( \lambda \) has two distinct \( p \)-th roots in \( Z \), then \( Z \) contains all \( p \), \( p \)-th roots of \( \lambda \), say \( \mu_1, \mu_2,\ldots, \mu_p \). In this case, \( \mu_2/\mu_1 = \zeta \), is a primitive \( p \)-th root of \( 1 \). So, \( \zeta \) lies in \( Z \). Then \( \mu_1 \zeta^i, i = 0,1,2,\ldots, p-1 \), are the distinct \( p \)-th roots of \( \lambda \) in \( Z \). Since \( Z \) is a field, \( \lambda \) has at most \( p \) distinct \( p \)-th roots in \( Z \). So, \( \{\mu_1, \mu_2,\ldots, \mu_p\} = \{\mu_1 \zeta^i, i = 0,1,2,\ldots, p-1\} \).

(C) \( \lambda \) has exactly one \( p \)-th root of \( \lambda \), say \( \mu \), in \( Z \).

Using all the above notations, we state and prove the first main theorem:

**Theorem 5.1.1.** Let \( G \) be a finite group, and \( H \) a normal subgroup of prime index \( p \) in \( G \). Let \( G/H = \langle \overline{x} \rangle \). Let \( x \) be a lift of \( \overline{x} \) in \( G \). Let \( F \) be a field of characteristic 0 or prime to the order of \( G \). Let \( \eta \) be an irreducible \( F \)-representation of \( H \), and \( e_\eta \) be its corresponding pci in \( F[H] \). Suppose that \( \eta^x \cong \eta \). Let \( Z \) denote the center of \( F[H] e_\eta \). Then

(1) If \( \eta_1^x \ncong \eta_1 \), then \( e_\eta \) does not split in \( F[G] \).

(2) If \( \eta_1^x \cong \eta_1 \), then it follows that \( \overline{C(x)}^p e_\eta = \lambda e_\eta \), where \( \lambda \in Z - \{0\} \). We consider three subcases:

(A) If \( \lambda \) has no \( p \)-th root in \( Z \), then \( e_\eta \) does not split in \( F[G] \).

(B) If \( \lambda \) has two distinct \( p \)-th roots in \( Z \), then \( e_\eta \) splits into \( p \) pci’s in \( F[G] \). They are given by \( e_{c_i} e_\eta, i = 1,2,\ldots, p \).
(C) If \( \lambda \) has only one \( p \)-th root in \( \mathbb{Z} \), then \( e_\eta \) splits into \( 1 + k \) pci’s in \( F[G] \). Let 
\[ \zeta_{ij}, j = 1, 2, \ldots, d \text{ be the roots of } f_1(X) \text{ in } \overline{F}. \]
Let \( c_{ij} = \frac{C(x)e_\eta}{\mu \delta_{ij}}, \)
\[ e_{c_{ij}} = (1 + c_{ij} + c_{ij}^2 + \cdots + c_{ij}^{p-1})/p, \quad i = 1, 2, \ldots, k; j = 1, 2, \ldots, d \]
and \( e_{f_i(X)} = \sum_{j=1}^d e_{c_{ij}}e_\eta \). Then \( e_\eta \) splits into \( e_{f_i(X)}, i = 1, 2, \ldots, k \), together with \( e_c e_\eta \).

**Proof.** (1) As \( \eta_1^p \not\equiv \eta_1 \) then \( \eta_i^p \not\equiv \eta_i \), for all \( i = 1, 2, \ldots, \delta \). It is easy to see that \( \delta \) is a multiple of \( p \). Let \( \delta = lp \) where \( l \) is a positive integer. Since \( \eta_i^p \not\equiv \eta_i, \eta_i \uparrow_{\eta_1}^G \) is irreducible \( Z \)-representation of \( G \), say, \( \rho_i \). The pci \( e_{\rho_i} \) corresponding to \( \rho_i \) is:
\[ e_{\rho_i} = e_{\eta_i} + e_{\eta_i^2} + \cdots + e_{\eta_i^{p-1}}. \]

It is easy to see that \( e_\eta = e_{\rho_1} + e_{\rho_2} + \cdots + e_{\rho_l} \) and \( e_{\rho_i} \)'s are algebraically conjugates over \( F \). Therefore, \( e_\eta \) does not split in \( F[G] \). This completes the proof of (1).

(2) It is easy to show that if \( \eta_1^p \cong \eta_1 \), then it follows that \( C(x)^p e_\eta = \lambda e_\eta \), where \( \lambda \in \mathbb{Z} - \{0\} \).

In case (A), \( e_\eta \) does not split in \( \mathbb{Z}[G] \), therefore, does not split in \( F[G] \).

In case (B), we see that in \( \mathbb{Z}[G] \), \( e_\eta \) splits into \( p \) distinct central idempotents. They are given by
\[ e_{c_i} e_\eta, i = 1, 2, \ldots, p. \]

But \( \mathbb{Z} \) is contained in \( F[H] \), so each \( e_{c_i} e_\eta \) is defined in \( F[G] \), and therefore \( e_\eta \) splits into \( p \) distinct central idempotents in \( F[G] \). But \( e_\eta \) splits into at most \( p \) distinct pci’s in \( F[G] \). Therefore, \( e_\eta \) splits into \( p \) pci’s \( e_{c_i} e_\eta, i = 1, 2, \ldots, p \), in \( F[G] \).

In case (C), \( \mathbb{Z} \) contains exactly one \( p \)-th root \( \mu \) of \( \lambda \). Then the Newton’s identities expressing the power symmetric functions into elementary symmetric functions, it is easy to see that
\[ e_{c_{ij}} e_\eta, j = 1, 2, \ldots, d \]
add to an expression which has coefficients in \( \mathbb{Z} \). Since \( \mathbb{Z} \) is in \( F[H] \), these elements lie in \( F[G] \). We denote this sum by \( e_{f_i(X)}, i = 1, 2, \ldots, k \). Let
\[ c = \frac{C(x)e_\eta}{\mu} \text{ and } e_c = (1 + c + c^2 + \cdots + c^{p-1})/p. \]

One can easily show that \( e_{f_i(X)}, i = 1, 2, \ldots, k \), together with \( e_c e_\eta \), we get \( 1 + k \) pci’s, in \( F[G] \), and their sum is \( e_\eta \). This completes the proof of the theorem. \( \blacksquare \)
Let \( G \) be a finite group and \( H \) be a subgroup in \( G \). Let \( F \) be a field of characteristic 0 or prime to the order of \( G \). Let \( \eta \) be an irreducible \( F \)-representation of \( H \), \( \psi \) be its character and \( e_{\eta} \) be its corresponding pci in \( F[H] \). Let \( V \) be the representation space of \( \eta \). Let \( I(\eta) \) be the minimal 2-sided ideal of \( F[H] \) corresponding to \( \eta \), that is, \( I(\eta) = F[H]e_{\eta} \). Let \( D \) be the \( H \)-centraliser of \( \eta \). Then \( I(\eta) \cong M_n(D) \). So, \( \dim_F I(\eta) = n^2 \dim_F D \). Let \( Z \) be the center of \( I(\eta) = F[H]e_{\eta} \), which is equal to the center of \( D \). Let \( [Z : F] = \delta \). Let \( m \) be the Schur index of \( \eta \). So, \( \dim_Z D = m^2, \dim_F D = \delta m^2, \dim_F I(\eta) = \delta n^2 m^2 \).

Let \( \phi : F[H] \to F[G] \) be the canonical inclusion. Let \( J_1, J_2, \ldots, J_r \) be the minimal 2-sided ideals of \( F[G] \), each of whose intersection with \( \phi(I(\eta)) \) is non-zero. So the module induced from \( I(\eta) \) is \( J_1 + J_2 + \cdots + J_r \), as the module induced from \( F[H] \) is \( F[G] \otimes_{F[H]} F[H] = F[G] \). Note that \( I(\eta) = nV \) as \( F[H] \)-modules. So the induced module of \( V \) is contained in the induced module of \( I(\eta) \), i.e., \( J_1 + J_2 + \cdots + J_r \), so realizable in \( F[G] \).

Now we assume that \( H \) is a normal subgroup of prime index \( p \) in \( G \). Let \( G/H = \langle x \rangle \). Let \( x \) be a lift of \( x \) in \( G \). Let \( \eta \) be an irreducible \( F \)-representation of \( H \) such that \( \eta^x \cong \eta \). Let \( C(x) \) denote the conjugacy class sum of \( x \) in \( F[G] \). So, \( C(x)^p e_{\eta} = \lambda e_{\eta} \), where \( \lambda \in Z \). Then

\[
I(\eta) \otimes_F Z = F[H]e_{\eta} \otimes_F Z = Z[H]e_{\eta} \cong M_n(D) \oplus M_n(D) \oplus \cdots \oplus M_n(D), (\delta \text{ times}).
\]

Each summand \( M_n(D) \) is a central simple algebra over \( Z \).

In terms of representations, \( \eta \otimes_F Z = \eta_1 + \eta_2 + \cdots + \eta_\delta \), where \( \eta_i \)'s are inequivalent irreducible \( Z \)-representations of \( G \). In terms of pci’s, \( e_{\eta} = e_{\eta_1} + e_{\eta_2} + \cdots + e_{\eta_\delta} \) is the splitting of \( e_{\eta} \) into pci’s in \( Z[G] \). So, each \( Z[H]e_{\eta_i} \) is abstractly isomorphic to \( M_n(D) \) as \( Z \)-algebra. Let \( I(\eta_i) = Z[H]e_{\eta_i} \) be the minimal 2-sided ideal of \( Z[H] \) corresponding to \( \eta_i \). Let \( I(\eta) \uparrow^G_H \) be the induced ideal in \( F[G] \) from \( I(\eta) \) and \( I(\eta_i) \uparrow^G_H \) be the induced ideal in \( Z[G] \) from \( I(\eta_i) \). Therefore, \( I(\eta) \uparrow^G_H = F[G]e_{\eta} \) and \( I(\eta_i) \uparrow^G_H = Z[G]e_{\eta_i} \).

### 6.1. Second Main Theorem

We now state and prove the second main theorem.

**Theorem 6.1.1.** Let \( G \) be a finite group, and \( H \) a normal subgroup of prime index \( p \) in \( G \). Let \( G/H = \langle x \rangle \). Let \( x \) be a lift of \( x \) in \( G \). Let \( F \) be a field of characteristic 0 or prime to the order of \( G \). Let \( \eta \) be an irreducible \( F \)-representation of \( H \), and \( e_{\eta} \) be its corresponding pci in \( F[H] \). Suppose that \( \eta^x \cong \eta \). Let \( Z \) denote the center of \( I(\eta) = F[H]e_{\eta} \). Then
(1) If $\eta_1^{x} \not\cong \eta_1$, then $\eta \uparrow_{H}^{G}$ is either irreducible or equivalent to $p\rho$, where $\rho$ is the unique extension of $\eta$ to $G$.

(2) If $\eta_1^{x} \cong \eta_1$, then it follows that $\overline{C(x)^{p}}e_{\eta} = \lambda e_{\eta}$, where $\lambda \in Z - \{0\}$. Then we consider three subcases:

(A) If $\lambda$ has no $p$-th root in $Z$, then $\eta \uparrow_{H}^{G}$ is either irreducible or equivalent to $p\rho$, where $\rho$ is the unique extension of $\eta$ to $G$.

(B) If $\lambda$ has two distinct $p$-th roots in $Z$, then $\eta$ extends to $p$ distinct irreducible $F$-representations of $G$, say, $\rho_0, \rho_1, \ldots, \rho_{p-1}$. Then $\eta \uparrow_{H}^{G} \cong \rho_0 \oplus \rho_1 \oplus \cdots \oplus \rho_{p-1}$.

(C) If $\lambda$ has only one $p$-th root in $Z$, then $\eta \uparrow_{H}^{G}$ decomposes into $1 + k$ distinct irreducible $F$-representations of $G$. If $\rho_0, \rho_1, \ldots, \rho_k$ be the $1 + k$ distinct irreducible $F$-representations of $G$ appear in $\eta \uparrow_{H}^{G}$ then $\eta \uparrow_{H}^{G} \cong \rho_0 \oplus s(\rho_1 \oplus \cdots \oplus \rho_k)$, where $\rho_0$ is the unique extension of $\eta$ and $s$ divides $\gcd(m, d)$, where $m$ is the Schur index of $\eta$ and $d$ is the common degree of irreducible factors of $\Phi_p(X)$ over $Z$.

Proof. (1) As $\eta_1^{x} \not\cong \eta_1$ then by Theorem 5.1.1, $e_{\eta}$ does not split in $F[G]$. So, $I(\eta) \uparrow_{H}^{G} = F[G]e_{\eta}$ is a minimal 2-sided ideal in $F[G]$. Consequently, $\eta \uparrow_{H}^{G}$ is either irreducible or equivalent to $p(\rho)$, where $\rho$ is the unique extension of $\eta$. This completes the proof of (1).

(2) It is easy to show that if $\eta_1^{x} \cong \eta_1$, then it follows that $\overline{C(x)^{p}}e_{\eta} = \lambda e_{\eta}$, where $\lambda \in Z - \{0\}$.

In case (A), if $\lambda$ has no $p$-th root in $Z$, then by Theorem 5.1.1, $e_{\eta}$ does not split in $F[G]$. So, $I(\eta) \uparrow_{H}^{G} = F[G]e_{\eta}$ is a minimal two-sided ideal in $F[G]$. Consequently, $\eta \uparrow_{H}^{G}$ is either irreducible or equivalent to $p(\rho)$, where $\rho$ is the unique extension of $\eta$.

In case (B), $\lambda$ has two distinct $p$-th roots in $Z$, then by Theorem 5.1.1, $e_{\eta}$ splits into $p$ $pci$'s in $F[G]$. So $I(\eta) \uparrow_{H}^{G} = F[G]e_{\eta}$ is direct sum of $p$ minimal 2-sided ideals in $F[G]$. Consequently, $\eta \uparrow_{H}^{G}$ is direct sum of $p$ distinct extensions of $\eta$, say, $\rho_0, \rho_1, \ldots, \rho_{p-1}$ and $\eta \uparrow_{H}^{G} \cong \rho_0 \oplus \rho_1 \oplus \cdots \oplus \rho_{p-1}$. 
In case (C), $Z$ contains exactly one $p$-th root of $\lambda$. Since $\eta_1^s \cong \eta_1, \overline{C(x)}^p e_{\eta_1} = \lambda_1 e_{\eta_1}$ for some $\lambda_1 \in Z - \{0\}$ and there exist only one $\mu_1$ in $Z$ such that $\mu_1^p = \lambda_1$. Then

$$I(\eta_1) \otimes_{Z[H]} Z[G] \cong M_n(D) \otimes_{Z[H]} Z[G]$$

$$= M_n(D) \otimes_{Z} Z[G/H]$$

$$= M_n(D) \otimes_{Z} Z[X]/(X^p - 1)$$

$$= M_n(D) \otimes (Z[X]/(X - 1) \oplus Z[X]/(\Phi_p(X)))$$

$$= M_n(D) \oplus M_n(D) \otimes Z[X]/(\Phi_p(X))$$

$$= M_n(D) \oplus M_n(D) \otimes Z[X]/(\Phi_p(X))).$$

Also,

$$M_n(D) \oplus M_n(D \otimes Z[X]/(\Phi_p(X)))$$

$$\cong M_n(D) \oplus M_n(D \otimes Z[X]/(f_1(X))) \oplus D \otimes Z[X] \left(\frac{Z[X]}{(f_2(X))}\right) \oplus \cdots \oplus D \otimes Z[X] \left(\frac{Z[X]}{(f_k(X))}\right)$$

$$\cong M_n(D) \oplus M_n(M_s(D_1)) \oplus M_n(M_s(D_2)) \oplus \cdots \oplus M_n(M_s(D_k))$$

$$\cong M_n(D) \oplus M_{ns}(D_1) \oplus M_{ns}(D_2) \oplus \cdots \oplus M_{ns}(D_k).$$

Note that $Z_p^s$ permutes the summands in $D \otimes Z \left(\frac{Z[X]}{(f_1(X))}\right) \oplus D \otimes Z[X] \left(\frac{Z[X]}{(f_2(X))}\right) \oplus \cdots \oplus D \otimes Z[X] \left(\frac{Z[X]}{(f_k(X))}\right)$, so all summands are abstractly isomorphic, and so all $D_i$'s are abstractly isomorphic, and the same $s$ works for all $D_i$'s.

So if $V \cong D^n$ is an $F$-irreducible representation space for $H$, then its induced $G$-representation space splits into $G$-irreducible representation spaces $\cong V \oplus s(V_1 \oplus V_2 \oplus \cdots \oplus V_k)$. If $\rho_0, \rho_1, \ldots, \rho_k$ are the $1 + k$ distinct irreducible $F$-representations of $G$ appear in $\eta \uparrow_G^H$ then $\eta \uparrow_G^H \cong \rho_0 \oplus s(\rho_1 \oplus \cdots \oplus \rho_k)$.

We have $[D : Z] = m^2$. $D_1$ is contained in $D \otimes Z(\zeta)$. The latter is a semisimple algebra. $D_1$ is a division ring contained in $D \otimes Z(\zeta)$. Let $Z_1$ be the centre of $D_1$. It contains $Z(\zeta)$. So $[D_1 : Z_1]$ divides $[D \otimes Z(\zeta) : Z(\zeta)]$. $\dim_{Z}(D) = \dim_{Z(\zeta)}(D \otimes Z(\zeta))$. Note that $Z_1 = Z(\zeta)$. Therefore, $m^2 = \dim_{Z_1}(D \otimes Z(1)) = \dim_{Z_1}(M_s(D_1)) = s^2m_1^2$, where $m_1$ is the Schur index of $D_1$. So, we get $m^2 = s^2m_1^2$. Therefore $s^2$ divides $m^2$. This implies that $s$ divides $m$. Moreover, $m_1 = m/s$. It is clear that $s$ divides $d$, and hence $s$ divides $\text{g.c.d.}(m, d)$. This completes the proof of the theorem.

Remark 6.1.2. Let $G$ be a finite group, and $H$ a normal subgroup of prime index $p$ in $G$. Let $G/H = \langle \mathfrak{r} \rangle$. Let $x$ be a lift of $\mathfrak{r}$ in $G$. Let $F$ be a field of characteristic 0 or prime to the order of $G$. Let $\eta$ be an irreducible $F$-representation of $H$, and
$e_\eta$ be its corresponding pci in $F[H]$. If $\eta^x \not\cong \eta$ then $\eta \uparrow_H^G$ is irreducible, say, $\rho$ and also if $F[H]e_\eta \cong M_n(D)$ then $F[G]e_\rho \cong M_{np}(D)$.

Remark 6.1.3. Now we make some comments on Theorem 6.1.1. We use the notation as in Theorem 6.1.1.

(1) $\eta^x_1 \not\cong \eta_1$.
   In this case $\eta \uparrow_H^G$ is either irreducible or equivalent to $p\rho$, where $\rho$ is the unique extension of $\eta$.
   * In case $\eta \uparrow_H^G$ is irreducible, $\rho$, say, then the Schur index of $\rho$ is $mp$.
   * In case $\eta \uparrow_H^G$ is equivalent to $p\rho$, where $\rho$ is the unique extension of $\eta$, then the Schur index of $\rho$ is $m$.

(2) $\eta^x_1 \cong \eta_1$.
(A) If $\lambda$ has no $p$-th roots in $Z$, then $\eta \uparrow_H^G$ is either irreducible or equivalent to $pp$, where $\rho$ is the unique extension of $\eta$.
   * In case $\eta \uparrow_H^G$ is irreducible, $\rho$, say, then the Schur index of $\rho$ is $m$.
   * In case $\eta \uparrow_H^G$ is equivalent to $pp$, where $\rho$ is the unique extension of $\eta$, then the Schur index of $\rho$ is $m/p$.

(B) If $\lambda$ has two distinct $p$-th roots in $Z$, then $\eta$ extends to $p$ distinct irreducible $F$-representations of $G$, say, $\rho_0, \rho_1, \ldots, \rho_{p-1}$.
   * In this case, the Schur index of each $\rho_i$ is $m$.

(C) If $\lambda$ has only one $p$-th root in $Z$, then $\eta \uparrow_H^G$ decomposes into $1 + k$ distinct irreducible $F$-representations of $G$. Let $\rho_0, \rho_1, \ldots, \rho_k$ be the $1 + k$ distinct irreducible $F$-representations of $G$ appear in $\eta \uparrow_H^G$. Recall that $\rho_0$ is an extension of $\eta$ and $\rho_1, \ldots, \rho_k$ appear in $\eta \uparrow_H^G$ with multiplicity $s$.
   * The Schur index of $\rho_0$ is $m$.
   * The Schur index of each $\rho_i, i = 1, 2, \ldots, k$ is $m/s$, where $s$ is a divisor of $g.c.d(m, d)$.
   * We always have $dk = p - 1$. So $\deg \rho_i = d/s \deg \eta$, for $i = 1, 2, \ldots, k$. In the frequently occurring case, $m = 1$, so $s = 1$, and so $\deg \rho_i = d \deg \eta$.

7. Examples

In this section, we give some examples illustrating the cases in Theorem 5.1.1 and in Theorem 6.1.1. We shall use the notations as in the previous section.

Example 7.0.1. Consider $G$ to be $Q_8$ with a presentation:
$$G = \langle x, y, z \mid x^2 = 1, y^2 = x, z^2 = y^2, z^{-1}yz = xy \rangle.$$
Take \( H = C_4 = \langle x, y \mid x^2 = 1, y^2 = x \rangle \) and \( F = \mathbb{Q} \). Let \( \eta \) be the unique faithful irreducible \( \mathbb{Q} \)-representation of \( H \) of degree 2, and so \( \eta^2 \cong \eta \). We check that \( e_\eta = 1 - e_x \), where \( e_x = (1 + x)/2 \) and \( \mathbb{Z} \cong \mathbb{Q}(i), \ i = \sqrt{-1} \). In this case, \( e_\eta \) does not split, and \( \eta \uparrow^G_H \) is irreducible, say, \( \rho \). Note that the simple components of \( \eta \) and \( \rho \) in their Wedderburn decompositions are \( \mathbb{Q}(i) \) and \( \mathbb{H}_Q \) respectively, where \( \mathbb{H}_Q \), the quaternion algebra over \( \mathbb{Q} \). So, the Schur index of \( \rho \) is 2.

Note that the irreducible \( \mathbb{Q} \)-representations of \( G \) are of degrees 1, 1, 1, 1 and 4, whereas the degrees of irreducible \( \mathbb{Q} \)-representations of \( G \) are 1, 1, 1, 1 and 2. Let \( V \) be an irreducible representation space of \( G \) of dimension 4 over \( \mathbb{Q} \). Here \( V \cong \mathbb{H}_Q \) (as a \( \mathbb{Q} \)-vector space) has reduced dimension 1, that is, it has dimension 1 regarded as a right vector space over \( \mathbb{H}_Q \) (as a division ring). As is well known, as rings, \( \mathbb{H}_Q \otimes \mathbb{Q} \) is \( M_2(\mathbb{Q}) \), the ring of \( 2 \times 2 \) matrices over \( \mathbb{Q} \). Each of the two columns of \( M_2(\mathbb{Q}) \) can serve as an irreducible representation space of \( G \) over \( \mathbb{Q} \). Notice that \( \dim(V \otimes \mathbb{Q} \mathbb{Q}) = 4 \) also, and it is a direct sum of 2 copies of the same irreducible 2-dimensional representation space of \( G \) over \( \mathbb{Q} \). It was the genius of Schur to realise that this indeed was a general phenomenon!

**Example 7.0.2.** Consider \( G \) to be \( C_7 \times C_3 \) with a presentation:

\[
G = \langle x, y \mid x^7 = y^3 = 1, y^{-1}xy = x^2 \rangle.
\]

Take \( H = C_7 = \langle x \mid x^7 = 1 \rangle \) and \( F = \mathbb{Q} \). Let \( \eta \) be the unique faithful irreducible \( \mathbb{Q} \)-representation of \( H \) of degree 6, and so \( \eta^6 \cong \eta \). We check that \( e_\eta = 1 - e_x \), where \( e_x = (1 + x + \cdots + x^6)/7 \), and \( \mathbb{Z} \cong \mathbb{Q}(\zeta) \), where \( \zeta \) is a primitive 7-th root of unity. In this case, \( e_\eta \) does not split in \( \mathbb{Q}[G] \), and \( \eta \uparrow^G_H \cong 5\rho \), where \( \rho \) is an extension of \( \eta \). Note that simple components corresponding to \( \eta, \rho \) are \( \mathbb{Q}(\zeta) \) and \( M_3(\mathbb{Q}(\zeta + \zeta^2 + \zeta^4)) \) respectively.

**Example 7.0.3.** Let \( p \) be a prime. Consider \( G \) to be \( C_{p^2} = \langle x, y \mid x^p = 1, y^p = x \rangle \). Take \( H = C_p = \langle x \mid x^p = 1 \rangle \), and \( F = \mathbb{Q} \). Let \( \eta \) be the unique faithful irreducible \( \mathbb{Q} \)-representation of \( H \) of degree \( p - 1 \). We check that \( e_\eta = 1 - e_x \), where \( e_x = (1 + x + \cdots + x^{p-1})/p \), and \( \mathbb{Z} \cong \mathbb{Q}(\zeta_p) \), where \( \zeta_p \) is a primitive \( p \)-th root of unity. In this case, \( e_\eta \) does not split in \( \mathbb{Q}[G] \) and \( \eta \uparrow^G_H \) is irreducible, say, \( \rho \). Note that simple components corresponding to \( \eta, \rho \) are \( \mathbb{Q}(\zeta_p) \) and \( \mathbb{Q}(\zeta_{p^2}) \) respectively, where \( \zeta_{p^2} \) is a primitive \( p^2 \)-th root of unity.

**Example 7.0.4.** Consider \( G \) to be \( Q_8 \times C_2 \times C_4 \) (central product) with a presentation:

\[
\langle x, y, z, t \mid x^2 = 1, y^2 = x, z^2 = y^2, z^{-1}yz = xy, t^2 = x, t^{-1}xt = x, t^{-1}yt = y, t^{-1}zt = z \rangle.
\]

Take \( H = Q_8 \) and \( F = \mathbb{Q} \). Take \( \eta \) to be the unique faithful irreducible \( \mathbb{Q} \)-representation of \( H \) of degree 4. We check that \( e_\eta = 1 - e_x \), where \( e_x = (1 + x)/2 \).
and $Z \cong Q$. In this case, $e_\eta$ does not split in $Q[G]$, and $\eta \uparrow_H^G \cong 2\rho$, where $\rho$ is an extension of $\eta$. Note that simple components corresponding to $\eta$, $\rho$ are $H_Q$ and $M_2(Q(\omega))$ respectively.

**Example 7.0.5.** Let $p$ be a prime. Consider $G$ to be $C_p \times C_p$ with presentation

\[
\langle x, y \mid x^p = y^p = 1, xy = yx \rangle.
\]

Take $H = C_p = \langle x \mid x^p = 1 \rangle$ and $F = Q$. Let $\eta$ be the degree $p - 1$ unique faithful irreducible $Q$-representation of $H$. For an indeterminate $X$, let $e_X = (1 + X + \cdots + X^{p-1})/p$. One can see that $e_\eta = 1 - e_x$ and $Z \cong Q(\zeta_p)$, where $\zeta_p$ be a primitive $p$-th root of unity. In this case, $e_\eta$ splits into $p$ pci's in $Q[G]$. Correspondingly, $\eta \uparrow_H^G$ decomposes into $p$ distinct extensions of $\eta$ to $G$, say, $\rho_0, \rho_1, \ldots, \rho_{p-1}$. Then $e_{\rho_i} = e_x e_y(1 - e_x), i = 0, 1, \ldots, p - 1$. Note that the simple component corresponding to each $\rho_i$ in the Wedderburn decomposition is $Q(\zeta_p)$.

**Example 7.0.6.** Consider $G$ to be $SL_2(3)$ with a presentation:

$SL_2(3) = \langle x, y, z, t \mid x^2 = 1, y^2 = x, z^2 = y, z^{-1}yz = xy, y^3 = 1, t^{-1}yt = z, t^{-1}zt = yz \rangle$.

Take $H = Q_8$ and $F = Q$. Let $\eta$ be the degree 4 unique faithful irreducible $Q$-representation of $H$. We can see that $e_\eta = 1 - e_x$, where $e_x = (1 + x)/2$, and $Z \cong Q$. In this case, $e_\eta$ splits into two pci’s in $Q[G]$. Correspondingly, $\eta \uparrow_H^G$ decomposes into two distinct irreducible $Q$-representations of $G$, and of degrees 4, say, $\rho_0, \rho_1$. In fact, $\eta \uparrow_H^G \cong \rho_0 \oplus 2\rho_1$. Note that the simple component corresponding to $\eta$ is $H_Q$, and the simple components corresponding to $\rho_0, \rho_1$ are $H_Q, H_Q(\omega) \cong M_2(Q(\omega))$ respectively, where $\omega$ is a primitive cube root of unity.
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