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ABSTRACT
In speech enhancement, complex neural network has shown promising performance due to their effectiveness in processing complex-valued spectrum. Most of the recent speech enhancement approaches mainly focus on wide-band signal with a sampling rate of 16K Hz. However, research on super wide band (e.g., 32K Hz) or even full-band (48K) denoising is still lacked due to the difficulty of modeling more frequency bands and particularly high frequency components. In this paper, we extend our previous deep complex convolution recurrent neural network (DCCRN) substantially to a super wide band version – S-DCCRN, to perform speech denoising on speech of 32K Hz sampling rate. We first employ a cascaded sub-band and full-band processing module, which consists of two small-footprint DCCRs – one operates on sub-band signal and one operates on full-band signal, aiming at benefiting from both local and global frequency information. Moreover, instead of simply adopting the STFT feature as input, we use a complex feature encoder trained in an end-to-end manner to refine the information of different frequency bands. We also use a complex feature decoder to revert the feature to time-frequency domain. Finally, a learnable spectrum compression method is adopted to adjust the energy of different frequency bands, which is beneficial for neural network learning. The proposed model, S-DCCRN, has surpassed PercepNet as well as several competitive models and achieves state-of-the-art performance in terms of speech quality and intelligibility. Ablation studies also demonstrate the effectiveness of different contributions.

Index Terms— speech enhancement, super wide band, S-DCCRN

1. INTRODUCTION
With the fast development of tele-conference and other real-time speech communication scenarios, the demand for high-quality Hi-Fi speech has increased sharply. With a higher sampling rate, speech will contain richer information and more fine details, especially in higher frequency bands. However, most current deep learning based speech enhancement approaches mainly focus on wide band signal at sampling rate of 16K Hz. The potential of speech enhancement on super wide band [1] or even full-band signal is still to be explored since the challenges exist in modeling more frequency bands and particularly high frequency components. Moreover, modeling with larger dimensional features will cause higher complexity of the modeling, making real-time implementation becomes more difficult. Some speech enhancers have adopted compressed features like bark spectrum [2] to model high frequency signal while feature compression may unavoidably lose important information of frequency bands, resulting in sub-optimal performance.

For a long time, DNN-based speech front-end algorithms attempt to only enhance the noisy magnitude while the noisy phase is directly incorporated for speech waveform reconstruction. The reasons can be attributed to the unclear structure of the phase, which is considered challenging to estimate. Subsequently, complex ratio mask (CRM) [3] was proposed by Williamson et al., which can reconstruct speech perfectly by enhancing both real and imaginary components of the noisy speech simultaneously. Wide-band scenario based SOTA methods like SDD-Net [4] and DCCRN [5] have shown outstanding performance, especially for complex denoising cases with low SNRs and sudden noise. DCCRN combines the advantages of both DCUNET [6] and CRN [7], using LSTM to model temporal context with significantly reduced trainable parameters and computational cost. SDD-Net applies the power-compressed spectrum [8] as the input features and employs four particularly designed stages, which dramatically improved speech quality in simultaneous dereverberation and denoising. For full-band scenario, studies in RNNoise [2] adopt bark spectrum, instead of STFT, as the input of the model. Bark spectrum only has 22 dimensions on frequency axis totally [9], which can reduce the model size to a great extend and speed up model inference. The bark spectrum assumes that the spectral envelopes of the speech and noise are flat sufficiently [2]. However, this method may lead to severe attenuation in the real acoustic scenario due to the complexity of the real acoustic scenario (such as sudden noises and reverberation), which leads to excessive noise residual. Very recently, the PercepNet [10] proposed a perceptual band representation which operates on only 32 triangular spectral bands, spaced according to the equivalent rectangular bandwidth (ERB) scale [9]. However, the resolution of bark scale and ERB scale are more rough than linear spectrum from STFT, leading to the leakage of information of frequency bands. Speech enhancement on super wide band/full-band signal has drawn much attention recently – deep noise suppression challenge (DNS) [11] has particularly set up a full-band track.

This paper proposes super wide band DCCRN (S-DCCRN) for speech enhancement in super wide-band scenarios at 32K Hz sampling rate. The contribution of this work is three-fold, evaluated objectively on Voicebank and Demo dataset and subjectively on DNS-2021 blind test set.

We propose two lightweight DCCRN sub-modules for sub-band and full-band (SAF) modeling respectively, since it is considered that low frequency bands contain higher energy while higher frequency bands have a great impact on subjective perception [12]. Therefore, sub-band processing module is employed to model low frequency bands and high frequency bands separately. However, only adopting sub-band processing may cause unsmooth connection among frequency bands since there is no explicit information interaction between low- and high-frequency components. Thus, we further apply a full-band processing module to smooth the bound-
Inspired by spectrum compression in wide-band denoising [8], we introduce learnable spectrum compression (LSC) in our model, which can dynamically adjust the energy of different frequency bands. The use of LSC results in more clear patterns on the high-frequency bands and this update brings an extra PESQ gain of 0.07.

Motivated by the encoder/decoder block of the DPT-FSNet [14], we employ a complex feature encoder (CFE) after STFT and a complex feature decoder (CFD) before iSTFT. We keep the same STFT points as most wide-band speech enhancement models. Although the frequency resolution is relatively low for high sampling rate scenario, the CFE block can refine the information of different frequency bands of the STFT spectrum. With learnable spectrum compression, this update brings an extra PESQ gain of 0.07.

The proposed S-DCCRN model surpasses all tested SOTA models, including RNoise and DCCRN, and obtains superior performance with 3.62 MOS score on the blind test set of Interspeech 2021 DNS challenge [11].

2. SUPER WIDE BAND DCCRN (S-DCCRN)

2.1. Complex Feature Encoder/Decoder

Researchers usually adopt Bark spectrum as the input of the network for full-band speech enhancement in wide band scenario, which can convert physical frequency to psychoacoustic frequency based on human perception [2]. However, the original physical frequency bands are compressed through this conversion, and the phase information is discarded as well. In addition, features based on the human perception may not be suitable for the input of the network. On the other hand, using the STFT features directly also causes certain problems. With a larger number of points of STFT, the network complexity will increase due to high-dimensional input features that are hard to model. On the contrary, the use of the STFT features with a smaller number of points can also cause the degradation of frequency resolution. In this paper, inspired by the encoder/decoder block of DPT-FSNet [14], we adopt a complex feature encoder/decoder after STFT to refine the information of different frequency bands based on 512-dimensional complex STFT features.

As shown in Figure 2(a), the input of the complex feature encoder (CFE) module is the T-F spectrum obtained by STFT. We employ complex conv2d with a kernel size of 1 to extract high-dimensional information. Then a dilated dense block [15] is used to capture long-term contextual features from time scale. Finally, a complex conv2d is adopted to extract complex local features. LayerNorm and PReLU activation are successively performed after each convolution.

As shown in Figure 2(b), the input of the complex feature decoder (CFD) module is the real/imag features of the output of SAF module. In detail, we employ the dilated dense block to process the estimated real/imag features. Then the output of dilated dense block is processed by complex pixel convolution, which substitute the convolution in the pixel convolution with complex convolution. The pixel convolution is considered as a better alternative for transposed convolution to avoid checkerboard artifacts [17]. Finally, a complex convolution is performed to revert the high-dimensional feature to the time-frequency domain. As shown in Figure 2(c), each dense block consists of five layers of conv2d. The convolutions across the frames are causal. The dense connection to all the previous layers avoids the vanishing gradient problem [15].

2.2. Sub-band and Full-band Processing Module

As the sampling rate increases, the number of frequency bands also increases to a great extent. Different frequency bands are hard to be modeled by only full-band processing because the information among low-frequency and high-frequency is substantially different [12]. It is not optimal to model them within one module. On the other hand, sub-band processing can cause a certain unsmooth connection at the boundary of different frequency bands since there is no information interaction among different bands. Based on the considerations mentioned above, we propose a sub-band And full-band processing (SAF) module to take the advantage from both.

As shown in Figure 3 we use the encoded feature from CFE as the input of the SAF module, which is mainly composed of a sub-band DCCRN and a full-band DCCRN. In the SAF module, the features are firstly processed by a sub-band DCCRN. The concatenation of the sub-band DCCRN output together with the encoded feature from CFE, which is considered to help to smooth frequency bands, is treated as the input of the full-band DCCRN. The output of full-band DCCRN is the complex ratio mask (CRM) of the encoded feature from CFE.

The structure of the sub-band DCCRN is shown in Figure 3. The general design of the sub-band DCCRN is similar to the oracle DCCRN, but the complex convolution block in oracle DCCRN...
2.3. Learnable Spectrum Compression

It is pointed out that local patterns in the spectrum are often different in each frequency band: the lower frequency band tends to contain high energies, tonalities as well as long sustained sounds, while the higher frequency band is likely to have low energy components, noise, and rapidly decaying sounds [12]. Recently, spectrum compression on wide-band denoising has shown promising results, which can increase the energy of the high-frequency bands through a compression rate of 0.5 [8].

We believe that the compression rate of frequency bands should be different since high-frequency bands may require a lower compression ratio to maintain its high energy. This inspires us to develop a learnable spectrum compression module using a set of network layers to compress the STFT spectrum. The sigmoid activation is performed after the learnable network layers, aiming to compress the output to $0 \sim 1$. In detail, the learnable spectrum compression can be described as

$$Y_{LSC} = Y^\alpha e^{i\phi Y}$$

where $Y$ and $\alpha$ denote the noisy spectrum and the learnable parameters respectively.

2.4. Loss Function

For the learning objective, we first apply SI-SNR [18] loss, which is a time-domain loss function. Furthermore, we employ complex mean-squared error (MSE) loss and the Kullback-Leibler Divergence [19] to improve the similarity between the estimated spectrum and the clean spectrum in complex domain. The purpose of KL Divergence is to optimize clean and estimated spectrum from the perspective of probability distribution. The three losses are optimized jointly by:

$$\begin{align*}
\mathcal{L}_{\text{MSE}} &= \frac{1}{T \times F} \sum_{t,f} |X| e^{i \phi X} - |\hat{X}| e^{i \phi \hat{X}} \\
\mathcal{L}_{\text{KL}} &= \frac{1}{T \times F} \sum_{t,f} \hat{X} \cdot \log(\hat{X}) \\
\mathcal{L} &= \mathcal{L}_{\text{SI-SNR}} + \mathcal{L}_{\text{MSE}} + \mathcal{L}_{\text{KL}}
\end{align*}$$

where $\hat{X}$ and $X$ denote the network output and clean spectrum respectively. We omit the dependency of the target speech spectral bins $X_{t,f}$ on the frequency and time indices $t, f$ for brevity.

3. EXPERIMENTS

3.1. Datasets

We carry out speech enhancement experiments on audio samples with 32K sampling rate. We firstly conduct ablation experiments to prove the effectiveness of each proposed sub-modules on Voice Bank and DEMAND dataset [20]. Specifically, the source speech comes from the VoiceBank corpus [21], which contains 28 speakers for training and another 2 speakers for testing. Ten noise types with two artificially generated and eight real recordings from DEMAND [22] are used for training. Note that all data are downsampled from 48 K to 32K Hz before experimentation. Totally, the fixed training and validation set contains 11,572 utterances (10 h), and 872 utterances (30 min), respectively. We also compare other SOTA models (including PercepNet [10]) with S-DCCRN on this dataset.

Then S-DCCRN is further trained and evaluated with the Interspeech 2021 DNS challenge dataset to show its performance on more complicated and real acoustic scenarios. The source speech data comes from DNS-2021 full-band dataset, which contains 672 h speech data. The 180-hour DNS-2021 noise set, which includes 65,000 noise clips from 150 noise classes, is selected as the source noise data. The training set contains 605 h source speech data, while the validation set contains 67 h source speech data respectively. The training data are generated on-the-fly with 32K Hz sampling rate and segmented into 8 s chunks in one batch with SNR ranges from -5 to 20 dB. The total data ‘seen’ by the model is more than 9000 h after 14 epochs of training.

3.2. Training setup and baselines

For the proposed models, the window length and frame shift are 15ms and 5ms, respectively, resulting in a 20 ms at runtime of the model. The STFT length is 512. For the models trained on Voice Bank and DEMAND dataset, all models are trained for 36 epochs with the following learning rate schedule: a constraint learning rate of 0.000025 is used for the first 10 epochs to warmup; then the learning rate is reset to 0.001. For the models trained on DNS-2021 dataset, the initial learning rate is 0.001 and will get halved if there is no loss decrease on the validation set. We also compare the proposed S-DCCRN model and its ablation components on the Voice Bank and DEMAND dataset with other SOTA models. They are described as follows.

**DCCRN**: The number of channels for the DCCRN is $\{16,32,64,128,256,256\}$, and the convolution kernel and step size are set to $(5,2)$ and $(2,1)$ respectively. Two LSTM layers are adopted and the number of nodes is 256. There is a $1024 \times 256$ fully connected layer after the LSTM. Each encoder/decoder module handles the current frame and one previous frame.

**S-DCCRN**: The number of channels for the sub-band DCCRN is $\{32,64,64,128,256\}$, and the convolution kernel and step size are set to $(5,2)$ and $(2,1)$ respectively. In addition, the channel number of the first layer of full-DCCRN is 64. One LSTM layer is adopted by sub-band DCCRN and full-band DCCRN respectively and the number of nodes is 256. There is a $256 \times 256$ fully connected layer after the LSTM. Each encoder/decoder module handles the current frame and one previous frame. The hidden channels of the complex feature encoder/decoder module are 32, and the depth...
of DenseBlock is 5. LayerNorm and PReLU are performed after each convolution, except for the last layer of the CFD module.

### 3.3. Experimental results and discussion

As presented in Table 1, ablation studies are conducted to evaluate the effectiveness of different model components of S-DCCRN, including a) sub-band processing module (SP), b) sub-band and full-band processing module (SAF), c) S-DCCRN without complex feature encoder/decoder module (CFE/CFD), d) S-DCCRN without CFE/CFD and substitute learnable spectrum compression (LSC) with spectrum compression (SC), e) substitute LSC with SC. It should be noted that the SP only consists of a sub-band DC- CRN, and thus the number of channels of encoder and decoder are \{2, 64, 128, 128, 256\}. The LSTM layers and units of SP are 2 and 256 respectively. We adopt CSIG, COVL, CBAK [23], STOI [24] and PESQ [25] as five evaluation metrics.

**Table 1.** Results of various models and ablation experiments on Voice Bank and DEMAND set.

| Model                  | # Para.(M) | PESQ | CSIG | COVL | CBAK | STOI |
|------------------------|------------|------|------|------|------|------|
| Noisy                  | -          | 1.97 | 3.35 | 2.63 | 2.44 | 0.921|
| RNNoise                | 0.06       | 2.34 | 3.40 | 2.84 | 2.51 | 0.922|
| PercepNet              | 8          | 2.73 |      |      |      |      |
| DCCRN                  | 2.76       | 2.63 | 3.86 | 3.23 | 3.03 | 0.935|
| + SC                   | 2.73       | 2.76 | 3.98 | 3.36 | 2.87 | 0.938|
| + LSC                  | 2.73       | 2.77 | 3.98 | 3.35 | 2.92 | 0.938|
| + CFE/CFD              | 2.34       | 2.69 | 3.90 | 3.28 | 3.08 | 0.939|
| + SC                   | 2.34       | 2.77 | 3.98 | 3.37 | 2.87 | 0.940|
| + LSC (S-DCCRN)        | 2.34       | 2.84 | 4.03 | 3.43 | 2.97 | 0.940|

It can be seen from the results that the performance of the SAF module is obviously better than DCCRN, which obtains 0.17 PESQ improvement with a smaller model size. Compared with SP module, SAF module yielded 0.08 PESQ improvement. Because the low frequency and high frequency are modeled separately in the information of different frequency bands cannot be integrated. Adding CFE/CFD block yields lower PESQ compared to the SAF module alone. The low PESQ performance is caused by the low energy of high frequency, which is difficult for CFE/CFD block to model. This problem can be solved by adding a spectrum compression block. In addition, the results indicate that the proposed learnable spectrum compression is more effective than traditional spectrum compression [8] and it is especially beneficial for CFE/CFD block. It is worth to note that our approach achieves 0.11 PESQ improvement compared to Percepnet.

In Figure 5, we show the learned compression ratio of different frequency bands on our denoising systems. We can observe that for the frequency bands lower than 13K Hz, the spectrum compression rate gradually decreases as the frequency increases. When frequency is higher than 13K Hz, the compression rate first increases and then stabilizes at about 0.5. We can consider that the low-frequency band has relatively larger energy and is unnecessary to be compressed to a great extent. In addition, the high-frequency bands demand a lower compression ratio to amplify the energy. Furthermore, the information of higher frequency bands is relatively few, which is not necessary to be deeply compressed. The spectrum after applying the traditional spectrum compression [8] and learnable spectrum compression are shown in Figure 6. With the help of the learnable approach, the components of low-frequency band is not suppressed too much due to the high compression rate. Additionally, the speech and noise in the high-frequency band are more clear, leading to better noise reduction.

**Fig. 5.** Compression ratio of different frequency automatically learned by the proposed learnable spectrum compression.

**Fig. 6.** Comparison on the denoising result on a testing noisy clip for the cases with/without learnable spectrum compression.

We further evaluate the models trained on the DNS-2021 dataset. Subjective tests are conducted by 10 listeners with aired hearing to evaluate the speech quality and intelligibility, in terms of 5-point mean opinion score (MOS) [26], i.e, 1-bad, 2-poor, 3-fair, 4-good, 5-excellent on randomly selected 20 utterances. We also downsample the enhanced waveform to 16K Hz and conduct a DNSMOS evaluation [27], which is used to simulate the human subjective evaluation. As shown in Table 2, with more training data, the MOS and DNSMOS for the SAF module are restored to the same level as DCCRN. When CFE/CFD and LSC modules are applied, the S-DCCRN further improves the scores and achieves state-of-the-art performance.

**Table 2.** MOS and DNSMOS results on DNS-2021 blind test set.

| Model                  | MOS | DNSMOS* |
|------------------------|-----|---------|
| Noisy                  | 1.66| 2.94    |
| RNNoise                | 2.32| 3.07    |
| DCCRN                  | 3.30| 3.31    |
| SAF                    | 3.20| 3.33    |
| S-DCCRN                | 3.62| 3.43    |

*: Calculated on downsampled speech (16K Hz)

**4. CONCLUSIONS**

In this paper, we propose a novel super wide-band STFT domain denoising network running on 32K signal. The S-DCCRN is equipped with SAF module via a cascaded sub-band and full-band processing module, aiming at benefiting from both local and global frequency information processing. Importantly, a complex feature encoder/decoder is adopted to refine the information of different frequency bands. Finally, a learnable spectrum compression method is employed to adjust the energy of different frequency bands. The proposed S-DCCRN model obtains superior performance with 3.62 MOS score on the blind test set of Interspeech 2021 DNS challenge. Experiments have shown the effectiveness of these methods.

---

- **DNSMOS only supports 16k Hz sampling rate**
- **Demo page is available at https://imybo.github.io/S-DCCRN/**
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