How machine learning is impacting research in atrial fibrillation: implications for risk prediction and future management
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Abstract

There has been an exponential growth of artificial intelligence (AI) and machine learning (ML) publications aimed at advancing our understanding of atrial fibrillation (AF), which has been mainly driven by the confluence of two factors: the advances in deep neural networks (DeepNNs) and the availability of large, open access databases. It is observed that most of the attention has centred on applying ML for detecting AF, particularly using electrocardiograms (ECGs) as the main data modality. Nearly a third of them used DeepNNs to minimize or eliminate the need for transforming the ECGs to extract features prior to ML modelling; however, we did not observe a significant advantage in following this approach. We also found a fraction of studies using other data modalities, and others centred in aims, such as risk prediction, AF management, and others. From the clinical perspective, AI/ML can help expand the utility of AF detection and risk prediction, especially for patients with additional comorbidities. The use of AI/ML for detection and risk prediction into applications and smart mobile health (mHealth) technology would enable ‘real time’ dynamic assessments. AI/ML could also adapt to treatment changes over time, as well as incident risk factors. Incorporation of a dynamic AI/ML model into mHealth technology would facilitate ‘real time’ assessment of stroke risk, facilitating mitigation of modifiable risk factors (e.g. blood pressure control). Overall, this would lead to an improvement in clinical care for patients with AF.
1. Introduction

Atrial fibrillation (AF) is the commonest arrhythmia worldwide, increasing the risk of stroke and heart failure. In the general population, diabetes mellitus (DM), high blood pressure, and coronary artery disease are regarded main risk factors. An increased risk of AF also occurs in patients undergoing major operations and those suffering from acute severe illness (e.g. infection or other pyrexical illnesses), chronic chest disease, and lifestyle factors, such as obesity.

Over the last decade, artificial intelligence (AI) has gained momentum and is rapidly becoming a mature discipline. The term AI was coined in the late 50s by McCarthy, to denote the simulation of human intelligence in machines. Therefore, AI is not necessarily a newcomer, although most of its recent growth in popularity is due to machine learning (ML). ML is a branch of AI that deals with the development of algorithms that use data to make predictions and to improve their accuracy without being explicitly programmed to do so.

Note that the process of learning the task of making predictions from data follows inductive logic. This means that if an ML algorithm is supplied with enough data, it should be able to provide us with an accurate response, although not necessarily 100% accurate. Unlike mechanistic models, ML models are not aimed at finding causal relations between inputs and outputs. However, they both could synergistically work to accelerate the understanding of AF. In several domains, the use of the terms AI and ML are often mistakenly interchanged, sometimes accidentally, and also because of commercial reasons: AI sounds old-fashioned within some sectors. In this review, we will adhere to the definition of ML as a branch of AI.

ML has captured the interest of the medical and healthcare community, and particularly in the last 2–3 years, we have seen an explosion of publications using ML in medicine. This has also been the case in cardiovascular research, where we know ML and AI are having an impact in AF research; however, it is less known what the magnitude of such impact is. The main aim with this review is to produce a clear picture of how ML is changing the research in AF, which, ultimately, could help in gaining a better understanding of it.
2. Data used in this study

To conduct this study, we retrieved 465 publications from the PubMed online database that contained the terms ‘atrial fibrillation’ and either ‘machine learning’, ‘artificial intelligence’, ‘deep learning’, or combinations of them. Manuscripts were restricted to English language. Many publications were excluded as they were not directly addressing the problem of using machine learning for atrial fibrillation research. A final set of 147 publications were included in this review.

3. Number of publications using ML for AF is exponentially growing

The use of ML in AF has attracted great attention in recent years, as evident by the ever-growing number of related scientific publications (Figure 1). We have identified the following non-mutually exclusive categories: AF detection, risk prediction, portable and wearable devices, management, and others. ML has been predominantly applied in AF detection, but other aspects, such as the development of ML risk prediction models and the use of wearable technology, have been of increasing interest. It is also worth highlighting the seemingly fresh interest in applying ML for AF management.

4. Machine learning for AF analysis

Several ML algorithms are used for the analysis of AF. As it is seen in Figure 2A, artificial neural networks8 (ANN) have clearly become the preferred ML choice for the AF research community, particularly in the last 3 years. Within the ANN category, deep neural networks (DeepNNs) significantly outnumbered shallow neural networks (ShallowNNs), the more traditional ANNs, as can be seen in Figure 2B. More specialized DeepNNs, such as convolutional neural networks8 (CNNs) and recurrent neural networks9 (RNNs), are particularly popular choices. CNNs and RNNs have the key functionality of working as automatic feature extractors (i.e. that they are not pre-designed by humans), which allows them for a direct processing of data modalities commonly used for AF analysis such as electrocardiograms (ECG), echocardiograms, and cardiac magnetic resonance images (MRI).

In recent years, DeepNNs have proved to be successful in solving medical tasks at similar or higher accuracy than expert humans. However, DeepNNs have a few caveats: they typically require large amount of data to guarantee the appropriate optimization of their model parameters, and high-performance computer to reduce computing time. Furthermore, DeepNNs tend to work as ‘black boxes’, which makes difficult to explain the rationale behind their model decision making. This poses a major limitation if, instead of a predictive modelling, an explanatory analysis is required. It is worth mentioning that attempting to ‘open’ the box of DeepNN models is an active area of research.10,11

Other ML families use a different approach. For instance, the tree-based methods and ensemble learning family uses the combination of ‘weak’ ML algorithms, typically decision trees, as their ‘processor units’.12,13 Examples of them are random forest and gradient boosted machines. They have consistently shown to be excellent choices as they typically exhibit high model performance while being relatively simple to train. Tree-based ensemble learning methods can also provide some level of interpretation of the results, as opposed to ANNs. As opposite to CNN and RNN algorithms, they can only process data in tabular form. Therefore, their use for AF analysis via medical images and waveforms require the implementation of a processing stage to extract handcrafted features before the ML modelling.

There are also algorithms, such as discriminant analysis, logistic regression, and other linear models, that could also be considered ML algorithms despite being traditionally used in statistics. In AF analysis, they are commonly used for risk prediction modelling as they offer high level of interpretability in the form of odds ratios or similar.

Attempting to delineate hard boundaries between ML families is not entirely correct since it is frequent to find algorithms that overlap across several families or share mathematical basis. There are several
comprehensive reviews on ML algorithms, but we consider Deo\textsuperscript{14} one of the most complete as it contains most of the elements needed for an overview of ML in medicine.

Figure 3 summarizes several ways ML is used for AF analysis. As it is seen in the figure, the format of the data could be a single modality such as electronic health records (EHRs), ECGs, or medical images (e.g. cardiac MRI), or multi-modal, when using combinations of them. The data format influences the selection of the ML algorithm as some of them, such as CNN and RNN, can process multi-modal data by design, while others require to perform some transformation to the data first. The aim of the analysis could also influence the ML algorithm choice as detecting AF is commonly defined as a prediction problem while risk analysis may involve explanatory analysis too.

5. Publicly available databases for AF research

In recent years, several databases that allow for research in AF have been made publicly available (Figure 4). This is likely one of the key aspects that has driven the recent interest for AF in the ML community. The modelling of AF-related data is challenging since it typically involves not only the handling of noisy multivariate time series and also the fusion of different data formats and sources.

A large number of recent publications related to ML applications in AF use at least one of these databases. They are hosted by PhysioNet\textsuperscript{15} (physionet.org), a large data repository for biomedical research. The MIT-BIH Atrial
Fibrillation Database, which includes 25 long-term ECG recordings of human subjects with AF (mostly paroxysmal); the MIT-BIH Arrhythmia Database, which contains 48 half-hour ambulatory ECG recordings, obtained from 47 subjects; the MIT-BIH Noise Stress Test database, which includes 12 half-hour ECG recordings and 3 half-hour recordings of noise typical in ambulatory ECG recordings; and the PAF Prediction Challenge Database, which was used for the Computing in Cardiology Challenge of 2001, an open competition with the goal of developing automated methods for predicting paroxysmal AF.

Another large boost comes from the Computing in Cardiology (CinC) Challenge 2017, also organized by PhysioNet. The challenge was created to directly address the problem of identifying AF from short single-lead ECG recordings. The task was to develop a classifier to discriminate between AF, other arrhythmias, normal sinus, and noise. PhysioNet released a database with a training set with 8528 single lead ECG recordings lasting from 9 to just over 60 s and a test set with 3658 ECG recordings of similar lengths.

Other databases, such as MIMIC-II and UK BioBank, have also been used for AF research, although their scope is wider. MIMIC-III stands for Medical Information Mart for Intensive Care III and is a publicly available database that comprises the clinical records of more than 50,000 ICU admissions to the Beth Israel Deaconess Medical Center (MA, USA) between 2001 and 2012. In parallel, there is also available the MIMIC-III Waveform Database, which contains more than 67,000 waveforms of ~30,000 patients, most of them also in the MIMIC-III. The UK BioBank is a very large, detailed, and prospective database that contains genetic and detailed health data of more than half a million UK participants.

These publicly available databases have played a pivotal role in key areas of AF research, such as AF detection (Figure 4), where these databases have been used in numerous studies not only on their own and also to support the development of models that also use (or are validated on) other proprietary data. Figure 5A includes further details on the number of times these databases were used, showing that the two most popular databases have been the PhysioNet/CinC Challenge 2017 and the MIT-BIH Atrial Fibrillation databases.

Figure 5B shows further details on how these databases supported a variety of studies for the detection of AF using different methodological approaches, such as the use of methods that rely on transformations of the ECG, the use of methods that require little or no transformation of the ECG, methods for the detection of new-onset AF (NOAF), and other approaches for AF detection using ML. The following section will look at this in further detail.
6. ML for detecting AF

ML models have become very accurate in detecting AF, most of them exhibiting accuracies higher than 90%. Some models are designed to detect AF only, but there are others that also identify other arrhythmias. Data typically involve the use of ECGs, either a single or 12 leads, but there are also some methods that use other modalities, such as ballistocardiogram (BCG), photoplethysmogram (PPG), tabular data extracted from EHR, or combinations of them. Another critical question is whether transforming the data is necessary or useful before applying ML, or whether it is possible to use (almost) raw data as inputs. This decision could heavily contribute to the decision of what ML algorithm should be used. For instance, tree-based methods can handle missing values by design, CNN algorithms can directly learn from time series and/or images, etc.
6.1 Methods using data transformation of the ECG

Yang et al.\textsuperscript{24} were one of the first articles that used ANNs for the detection of AF in ECG signals back in 1994, specifically to separate sinus rhythm with supraventricular extrasystoles and/or ventricular extrasystoles from AF. A further model combining ANNs and deterministic logic was also implemented achieving AUC on the test sets above 0.9. Also in 1994, Cubanski et al.\textsuperscript{25} aimed at distinguishing AF from other supraventricular arrhythmias in ambulatory (Holter) ECG. More recently in 2008, Asl et al.\textsuperscript{26} proposed an algorithm based on the generalized discriminant analysis to classify the ECG recordings into six distinct categories: normal sinus rhythm, premature ventricular contraction, AF, sick sinus syndrome, ventricular fibrillation, and 2 degrees heart block. Fast forward a few years, we have seen the upsurge of publications in this area, as discussed earlier (Figure 1).

Various authors have extracted non-linear high order spectrum features, reporting model performances in the order of 97–98% accuracy, which could give us an indication of the expected baseline performance nowadays. More recent methodological approaches have seen the use of incremental learning models based on transfer learning in ANNs,\textsuperscript{27} or even the transformation of ECG waveforms into images, using only 5 beats to detect AF.\textsuperscript{28}

Several transformations of the ECG have become widely used and essential steps in the success of AF detection as well as other arrhythmias. Table 1 summarizes many of them along with the ML algorithms that take in the resulting features from such transformations, an extract of the data used, and the best performance reported in the different studies. As it can be observed in the table, many of them are derived from morphological characteristics of the ECG, such as RR interval—the time between QRS complexes, heart rate variability (HRV)—the variation in time between beats, and P-wave shape. They are also known as time-domain transformations. Another group of transformations work on the frequency domain, which requires the use of the Fourier transform (FT). They are useful to discriminate high vs. low frequency segments of the ECG. Transformations based on the wavelet transform\textsuperscript{64} (WT) apply a set of wavelets to decompose the ECG in time-frequency measurements. Wavelets are sensitive to very localized time and frequency intervals, while the second one to perform the actual AF detection; Mousavi et al.\textsuperscript{80} developed an interpretable RNN for AF detection, and claimed that the model was able to explain the reasons behind their decisions whilst still retaining performance.

An interesting test was performed by Attlia et al.\textsuperscript{82} which consisted in assessing the feasibility of accurately detecting AF using a single 10-s, 12-lead ECG was acquired during normal sinus rhythm. AF signature was found using a CNN model that exhibited performance levels that could allow for its use in clinical settings. Their model achieved even higher performance if repeated ECGs were used over a month time window.

6.2 Methods requiring little or no transformation of the ECG

Table 2 shows a summary of the studies that implemented ML models to detect AF requiring little or no transformation of the ECG recordings. As mentioned above, this kind of models works directly with the ECG as input and use either CNN or RNN to automatically extract data features as part of the pipeline of detecting AF.

The MIT-BIH Atrial Fibrillation Database was used by Faust et al.\textsuperscript{64} which implemented a two-stage DeepNN model, first, training to detect RR intervals, and second, an LSTM model that used the ECG segments. The PhysioNet/CinC Challenge database was used several studies.\textsuperscript{56–71,74,75} Other databases were also used for AF detection with little or no transformation of the ECG, e.g. Ribeiro et al.\textsuperscript{72,73} used a very large database named Clinical Outcomes in Digital Electrocardiography. Tran et al.\textsuperscript{74} implemented a multiplicative fusion of two DeepNN models, one of the single models using hand-crafted features while the other one, the raw ECG recordings, with authors claiming that the fusion model outperformed the single models when analysed individually; and Pleisinger et al.\textsuperscript{75} which implemented two ML algorithms to be used in parallel, one of them a CNN model that processed the raw ECG, the second one an ensemble learning algorithm that received several hand-crafted features, both algorithms attempted to predict the classes, and the final decision was made based on prediction certainty.

Novel ML architectures have also been proposed. For instance, Fan et al.\textsuperscript{83} proposed a multi-scaled fusion of CNNs that employs two streams of CNNs to capture features of different scales, where the learned features were visualized and compared against linear methods; Lee et al.\textsuperscript{77} implemented and evaluated up to 30 different CNN architectures; Mousavi et al.\textsuperscript{78} implemented a two-channel CNN model: the first one aimed to identify where to look for the detection of AF in the ECG, while the second one to perform the actual AF detection; Mousavi et al.\textsuperscript{80} developed an interpretable RNN for AF detection, and claimed that

6.3 NOAF detection

A smaller proportion of the studies concentrated on NOAF. Boon et al.\textsuperscript{84} investigated the effect of 15- and 30-min segments of HRV prior to NOAF, using for this extracted statistical features on an SVM model. Chesnokov et al.\textsuperscript{85} attempted a more distant prediction by analysing changes in the HRV dynamics and showed satisfactory result predicting paroxysmal AF up to 60 min before the event. Their ANN and SVM models were trained on extracted features using spectral and complexity analysis. Tse et al.\textsuperscript{86} developed a decision tree model for NOAF in
Table 1  Summary of publications that make use of transformations of the ECG to extract relevant features, which are then used by ML algorithms to learn how to detect AF

| Study          | Transformationa | ML algorithmb | Data                                                                                                                                                                                                 | Best performancec |
|----------------|-----------------|---------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-------------------|
| Cubanski et al.25 | Several morphological characteristics of the non-QRS portions of the waveforms. | ANN           | 47 744 ECG segments (including 32 076 AF segments and 15 668 with other supraventricular arrhythmia segments).                                                                                     | Se: 82.40 Sp: 96.60 |
| Asl et al.26     | Generalized discriminant analysis. | SVM           | 1367 ECG segments each with 32 RR intervals containing six different arrhythmia classes.                                                                                                          | Se: 95.77 Sp: 99.40 Acc: 99.16 |
| Mohebbi et al.28 | Linear discriminant analysis on ECG. | SVM           | Episodes: 1157 (835 normal episodes, 322 AF episodes). Train/test episodes for normal and AF classes were 555/280 and 214/108, respectively.                                                                 | Se: 99.07 Sp: 100   |
| Prasad et al.29  | High-order spectra and independent component analysis. | KNN, ANN, DeepNN | 23 ECG records, 605 episodes. A total of 641 normal, 887 atrial fibrillation, and 855 atrial flutter ECG beats were used.                                                                              | Se: 98.16 Sp: 98.75 Acc: 97.65 |
| Xia et al.30     | Short-term Fourier transform and WT. | CNN           | 23 ECG records, 605 episodes. Only 1 ECG lead used for AF detection.                                                                                                                            | Se: 98.79 Sp: 97.87 Acc: 98.63 |
| Xu et al.31      | Combined modified frequency slice WT. | CNN           | 23 ECG records. 294 136 AF images + 294 136 normal images randomly selected, resulting in 588 272 images for training.                                                                                | Se: 79.05 Sp: 89.99 AUC: 0.92 |
| Kong et al.32    | Statistical features from RR intervals. | RBF, RVM      | 1960 patients, 10 s per lead, from which 1056 are AF patients and 904 healthy subjects.                                                                                                           | Acc: 98.16         |
| Lai et al.33     | RR interval and F-wave frequency-domain features. | CNN           | 23 ECG records, segmented into 83 461 10-s ECG segments, from which 49 952 were normal and the rest were AF segments.                                                                                | Se: 97.40 Sp: 97.20 Acc: 97.30 |
| Gliner et al.34  | Time-domain, frequency-domain, and statistical features. | SVM, ANN      | 12 186 ECG records: 60.43% normal, 0.54% noisy, 9.04% AF, and 30% other rhythm disturbances.                                                                                                      | F1: 0.80           |
| Sadr et al.35    | Time-domain, frequency-domain, and statistical features. | ANN           | 12 186 ECG records: 8528 for training and 3658 for test.                                                                                                                                              | F1: 0.78           |
| Shi et al.27     | The waveform and some statistics of the RR interval (mean, standard deviation, entropy). | ANN           | 48 ECG records (2 leads with 30 min duration, and 25 long-term (c. 10 h) ECG recordings from AF patients, also 2 leads.                                                                            | Acc: 97.53 Se: 100  |
| Liu et al.36     | P-wave absence detection, statistical, information theory, and frequency domain features. | SVM           | 12 186 ECG records: 8528 for training and 3658 for test.                                                                                                                                              | F1: 80             |

Continued
### Table 1  Continued

| Study                    | Transformationa | ML algorithmb | Data                                                                 | Best performancec |
|--------------------------|-----------------|---------------|----------------------------------------------------------------------|-------------------|
| Andersen et al.37        | Time-domain features. | SVM, DeepNN    | 12 186 ECG records: 8528 for training and 3658 for test.             | Se: 96.81         |
|                          |                  |               |                                                                      | Sp: 96.20         |
|                          |                  |               |                                                                      | AUC: 0.99         |
| Asgari et al.38          | Stationary WT.   | SVM           | 12 186 ECG records: 8528 for training and 3658 for test.             | Se: 97            |
|                          |                  |               |                                                                      | Sp: 97.1          |
|                          |                  |               |                                                                      | Acc: 97.1         |
|                          |                  |               |                                                                      | AUC: 99.95        |
| Xin et al.39             | Wavelet multi-scale entropy features of HRV. | SVM | 23 ECG records, 605 episodes.                                         | Se: 94.88         |
|                          |                  |               |                                                                      | Sp: 89.48         |
|                          |                  |               |                                                                      | Acc: 92.18        |
| He et al.40              | ECG waveforms transformed into images using WT | CNN | 23 ECG records, 605 episodes.                                         | Se: 99.41         |
|                          |                  |               |                                                                      | Sp: 98.91         |
|                          |                  |               |                                                                      | Acc: 99.23        |
| Lown et al.41            | De-correlated Lorenz plots of 60 consecutive RR intervals, followed by WT to compress the resulting images. | SVM | ECG records: 250 h from 25 subjects and 24 h of data from 47 subjects. Validation data: 415 subjects, 79 with AF, and 336 without. | Se: 100            |
|                          |                  |               |                                                                      | Sp: 97.6          |
| Hernandez et al.42       | WT, time-domain, and frequency-domain features. | FCNN | 12 186 ECG records: 8528 for training and 3658 for test.             | Se: 95.70         |
|                          |                  |               |                                                                      | Sp: 72.39         |
|                          |                  |               |                                                                      | F1: 64            |
| Wu et al.43              | WT-based features | CNN          | For all the 17 850 ECG segments, 60% for training, rest for test.    | Acc: 97.56        |
|                          |                  |               |                                                                      | Se: 97.56         |
|                          |                  |               |                                                                      | Sp: 99.19         |
|                          |                  |               |                                                                      | AUC: 99.83        |
| Herraiz et al.44         | Transformed ECGs into scalograms | CNN | Samples from available data sources: 1000 + 500 ECG records. From a proprietary database: 1000 ECG records. | Se: 94.42         |
|                          |                  |               |                                                                      | Sp: 90.61         |
|                          |                  |               |                                                                      | Acc: 92.51        |
| Hong et al.45            | Hand-crafted features based on medical domain knowledge, and CNN-based features. | Gradient boosting decision trees | 12 186 ECG records: 8528 for training and 3658 for test.             | F1: 82.5          |
| Smisek et al.46          | Time-domain features. | SVM | 12 186 ECG records: 8528 for training and 3658 for test.             | F1: 81            |
| Sodmann et al.47         | CNN-based features. | GBM           | 12 186 ECG records: 8528 for training and 3658 for test.             | F1: 82            |
| Rubin et al.48           | Noise reduction filter followed by WT. | CNN | 12 186 ECG records: 8528 for training and 3658 for test.             | F1: 82            |

Continued
| Study | Transformation | ML algorithm | Data | Best performance |
|-------|----------------|--------------|------|-----------------|
| Khamis et al. | Artefact masking filters and QRS detection algorithms followed by RR intervals, PQST morphologic, and artefact/noise ratio features. | FCNN, ensemble learning | 12 186 ECG records: 8528 for training and 3658 for test. | F1: 80 |
| Bashar et al. | HRV-derived density Poincaré plots followed by image processing. | KNN, SVM, and RF | ECG recordings obtained from 20 subjects, resulting in a total of 500 AF and 340 PAC/PVC segments. Seven additional subjects (2 with persistent AF, 5 had PAC/PVC rhythms). | F1: 80, Se: 98.99, Sp: 95.18, Acc: 97.45 |
| Oster et al. | HRV-derived density Poincaré plots and morphologic features. | SVM, DeepNN | 450 subjects from the UK Biobank dataset. Expert annotations in this study classified 52 subjects with AF out of 450. | F1: 84.8, Se: 75 |
| Jalali et al. | 2D-ECG spectrogram features generated from short-term Fourier transforms. | CNN | ECG records from various publicly available data sources: 25 AF and 25 normal rhythms, each containing one 30-min ECG segment; 23 annotated ECG records from a Holter monitor of AF patients; and 8528 short ECG recordings. | Se: 99.9, Sp: 99.7, Acc: 99.8 |
| Ebrahimzadeh et al. | Time-domain, frequency-domain, and non-linear analysis of HRV. | Mixture of experts | 106 signals from 53 pairs of 30-min ECG recordings, one ECG segment before PAF onset and another one at least 45 min distant from the onset. | Se: 100, Sp: 95.55, Acc: 98.21 |
| Marinucci et al. | Several morphological, F-waves, and HRV features. | FCNN | 8028 ECG records (training: 4493; validation: 1125; testing: 2410) classified into AF and non-AF cases. | Se: 81.2, Sp: 81.2, AUC: 90.38 |
| Boon et al. | Time-domain, frequency-domain, and non-linear analysis of HRV. | SVM | 106 signals from 53 pairs of 30-min ECG recordings, one ECG segment before PAF onset and another one at least 45 min distant from the onset. | Se: 86.8, Sp: 88.7, Acc: 87.7 |
| Baalman et al. | Morphological features. | DeepNN | 1469 ECG records from participants in the AF Ablation and Autonomic Modulation via Thoracoscopic Surgery (AFACT) trial. | Acc: 96, AUC: 97, F1: 94 |
| Abdul-Kadir et al. | Second order dynamic system-based features. | ANN, SVM | 41 ECG records from two publicly available data sources. | Acc: 95.3 |
| Ghosh et al. | Multi-rate cosine filters. | DeepNN | c. 71 ECG records from various publicly available data sources. Different data combinations trialled. | Acc: 94.40, Se: 98.77, Sp: 100 |
mitral stenosis based on features extracted from the ECG, plus several clinical and demographic factors (e.g. age and systolic blood pressure), while Bashar et al. proposed an ML algorithm for NOAF detection during sepsis using data extracted from the MIMIC-III database.

### 6.4 Other approaches for AF detection using ML

There have been other approaches used for AF detection that are less related to the previous categories mentioned. Zalabarria et al. proposed an AF diagnosis algorithm based on ANNs that uses parameters extracted from short-length heart period measures obtained by arterial pulse wave foot point detection, while Yan et al. used video and a pretrained CNN to analyse facial PPG signals in AF detection. Two other studies used electronic health records (EHR): in the case of Karnik trained CNNs to analyse facial PPG signals in AF detection. Two other coders that predicts AF highly accurately and provides some model interpretability.

### 7. Risk prediction modelling with AI/ML methods

A variety of risk prediction models have been developed using AI/ML methods. Some of them related to the risk of developing AF, as it is the case of Censi et al., which produced a model to quantify morphological aspects of the P-wave to improve the identification of patients having different risks of developing AF. Another example is the study from Suzuki et al. where they developed a model that was able to identify non-valvular AF with high performance. Non-valvular AF is associated with an increased risk of stroke; however, many patients are diagnosed after onset.

Several studies concentrated on predicting the risk of AF recurrence. In the study by Budzianowski et al., the focus was on identifying the laboratory and clinical parameters responsible for early recurrence of AF following cryoballoon ablation. Bhalodia et al. also proposed a method that deals with AF recurrence prediction, this time using statistical shape modelling techniques on left atrium MRI scans.

Shade et al. developed a model to predict which patients are more likely to experience AF recurrence after pulmonary vein isolation (PVI), using pre-PVI late gadolinium-enhanced MRI scans, while Liu et al. proposed a model using pre-ablation pulmonary vein computed tomography to predict the trigger origins in patients with paroxysmal AF.
| Study                | ML algorithm | Data                                                      | Best performance |
|---------------------|--------------|-----------------------------------------------------------|-------------------|
| Faust et al.\(^6^4\) | DeepNN, LSTM | 23 ECG records from different subjects, 10 h each, containing two ECG signals with AF annotations. | Acc: 99.77, Se: 99.87, Sp: 99.61, AUC: 100 |
| Erdenebayar et al.\(^6^5\) | CNN          | 19 804 short-term ECG segments were extracted from 139 subjects: 11 882 AF segments and 7922 normal segments. | Acc: 98.7, Se: 98.7, Sp: 98.6, AUC: 100 |
| Kamaleswaran et al.\(^6^6\) | CNN          | 12 186 ECG records: 8528 for training and 3658 for test. | F1: 0.83 |
| Hsieh et al.\(^6^7\) | CNN          | 10 151 ECG samples: 903 AF, 5959 normal, 299 noisy, and 2990 other. | F1: 78.2, Acc: 80.8 |
| Ping et al.\(^6^8\) | CNN, LSTM    | 12 186 ECG records: 8528 for training and 3658 for test. | F1: 89.55, Se: 87.42, Sp: 91.37, Acc: 85.06 |
| Warrick et al.\(^6^9\) | CNN, LSTM    | 12 186 ECG records: 8528 for training and 3658 for test. | F1: 82 |
| Xiong et al.\(^7^0\) | CNN, RNN     | 12186 ECG records: 8528 for training and 3658 for test. | F1: 82 |
| Parvaneh et al.\(^7^1\) | CNN          | 12 186 ECG records: 8528 for training and 3658 for test. An additional 6312 ECG segments with AF from various sources were used when training. A total of 18 498 records were used collectively with 3658 used for validation. | F1: 82 |
| Ribeiro et al.\(^7^2\) | CNN          | 12 lead ECG records from 1 558 415 patients. | F1: 80, Sp: 99 |
| Ribeiro et al.\(^7^3\) | CNN          | 12 lead ECG records from 1 676 384 patients. | F1: 80, Sp: 99 |
| Tran et al.\(^7^4\) | DeepNN       | 12 186 ECG records: 8528 for training and 3658 for test. | F1: 80, AUC: 85 |
| Plesinger et al.\(^7^5\) | CNN, Ensemble learning | 12 186 ECG records: 345 removed due to disagreement with expert labelling, 8183 used for training and 3658 for test. | F1: 83 |
| Cai et al.\(^7^6\) | FCNN         | 16 557 samples of 12-lead ECG recordings from 11 994 subjects: 3353 AF, 5650 normal, and 7554 other abnormalities. | Acc: 99.35, Se: 99.19, Sp: 99.44 |
| Fan et al.\(^7^7\) | CNN          | 12 186 ECG records: 8528 for training and 3658 for test. | Acc: 98.13, Se: 93.77, Sp: 98.77 |
| Lee et al.\(^7^7\) | CNN          | 20 000 unique participants: 10 000 normal sinus rhythm and 10 000 AF. | Acc: 99.90 |
| Mousavi et al.\(^7^8\) |              | 162 536 5-s segments were extracted from 25 long-term ECG records: 61 924 AF segments, and 100 612 non-AF segments. | Se: 99.53, Sp: 99.26, Acc: 99.40 |
| Lai et al.\(^7^9\) | CNN          | Long-duration ECGs recorded from patch-based leads. More than 510k 10-s ECG segments were extracted. | Acc: 93.1, Se: 93.1, Sp: 93.4 |

Continued
receiving catheter ablation, aiming at identifying patients with a high risk of non-pulmonary vein trigger before ablation, to reduce the recurrence of post-ablation AF.

Tse et al.102 aimed at improving the risk stratification for adverse outcomes in heart failure, such as incident AF, transient ischaemic attack (TIA)/stroke, and all-cause mortality, while Wu et al.103 focused on a more specific risk stratification model of young patients with hypertension. Hospital readmissions data for AF patients undergoing catheter ablation was investigated by Hung et al., to estimate the risk factors behind 90-104 and 30-day105 hospital readmissions.

The risk of mortality associated with the presence of AF was evaluated in Ribeiro et al.,72 showing that AF was a strong predictor of cardiovascular mortality and mortality for all causes, with increased risk in women. Additional cardiovascular outcomes were evaluated in Ambale-Venkatesh et al.,106 including all-cause mortality, stroke, coronary heart disease, and all atherosclerotic cardiovascular disease combined outcomes, incident heart failure, and AF.

Several articles considered the way AF increases the risk of ischaemic stroke and other thromboembolisms. Some examples are Han et al.107 studying how AF severity or burden can further risk stratify stroke patients, particularly for near-term events, while Li et al.108 worked on improving prediction models that would help identify risk factors for thromboembolism. In a more recent study, Li et al.109 proposed a model to be used especially when typical risk factors are unknown to improve stroke screening efficiency, while Kamel et al.110 studied the associations between cardioembolic stroke and AF. A study from Akça et al.111 aimed at identifying sex-specific risk factors, investigating the risk factors of post-coronary artery bypass grafting AF in patients without history of AF, while Bundy et al.112 developed models with the aim of improving the prediction of 5-year AF risk.

Goto et al.113 developed a model for predicting clinical outcomes, such as major bleeding, stroke/systemic embolism, and death, in newly diagnosed AF patients who were treated with vitamin K antagonists, using serial prothrombin time international normalized ratio values collected within 1 month after starting treatment. In a different article, Feeny et al.114 researched whether ML models could predict echocardiographic cardiac resynchronization therapy beyond current guidelines, and found that it was possible, although there is still room for improvement in this area.

Xiong et al.115 performed meta-analysis to investigate the association between DM and NOAF, obtaining that patients with DM had 49% greater risk of developing AF compared with individuals without DM. After adjusting for three additional risk factors, i.e. hypertension, obesity, and heart disease, the relative risk reported was 23%.

8. AI/ML in AF management

In some cases, AI/ML models have been used for predicting or understanding factors related to the management of AF patients, e.g. drug dosing, success of certain procedure or treatment, etc. Some examples have been chosen below, although many of the risk prediction studies mentioned above would also inform AF patients’ management.

The initiation of the antiarrhythmic medication dofetilide requires 3 days of telemetry monitoring due to heightened risk of toxicity within this period, and there is a range of approaches to dosing the medication. Levy et al.116 proposed the use of reinforcement learning for evaluating dose adjustment decisions, attaining an accuracy of 96%, and found that making dose adjustments, particularly at later time points, was associated with less probability of successful initiation of the medication. The authors argued that this finding could reduce healthcare costs, as it would, for example, save time and money to stop the initiation process early in a patient in whom the probability of successful initiation is unlikely.

The study from Vinter et al.117 attempted to improve the understanding of which patients would benefit from electrical cardioversion, which is frequently performed to restore sinus rhythm in patients with persistent AF. However, AF recurs in many patients and identifying those who benefit from electrical cardioversion remains challenging in clinical practice. The study was conducted in women and men separately, using logistic regression and random forest to develop sex-specific prediction models for successful cardioversion. The results presented showed modest predictive performance for successful electrical cardioversion, with best reported results being 60% accuracy for women and 59% for men.

Another study proposed by Alhusseini et al.118 focused on improving the mapping of intracardiac activation in AF using CNN, with 95% accuracy on a separate test set. They also used explainability analyses
(applying gradient-weighted class activation mapping) to show that results agree with experts, which may provide immediate clinical utility to guide ablation. The study from Ghrisi et al. resulted in a model to automatically identify ablation sites based on their spatiotemporal dispersion, which is the delay of the cardiac activation observed in intracardiac electrograms across contiguous leads. The performance of the best model exhibited a 90% accuracy, which was obtained when using a CNN inspired architecture on augmented data. The aim was to use this model to aid patient-tailored catheter ablation procedures for treating persistent AF.

9. Portable and wearable devices

PPG monitoring has been implemented in many portable and wearable devices. Its simplicity and cost-effectiveness have facilitated its daily use for health and fitness tracking, enabling continuous monitoring of cardiac rhythm. Numerous studies have successfully used PPG for AF detection, several of them using DeepNN models. Some artefacts in PPG signals can lead to missed episodes, which can be a limitation in some scenarios such as the detection of paroxysmal AF. Different studies have centred the efforts on dealing with this issue, proposing approaches to assess the quality of the signals in the presence of AF. For example, Torres-Soto et al. used an unsupervised transfer learning CNN autoencoder to filter noise out from the PPG signals. Other studies evaluate the quality of the signals in wearable devices, such as Sadrawi et al. where quality is evaluated against the ANSI/AAMI EC57:2012 standard.

Wasserlauf et al. showed that an AF-sensing watch was highly sensitive for detection of AF and assessment of AF duration in an ambulatory population, when compared with simultaneous recordings from an insertable cardiac monitor. Also using a standard smartphone, this one equipped with Google Android OS, Lahdenoja et al. intended to detect AF via the use of the accelerometer and gyroscope.

Other studies have proposed the use of ML on BCG recording during sleep, reporting accuracies above 90% and arguing that BCG could be used to detect AF in home-monitoring applications. A contrasting study by Kido et al. focused on making the use of capacitive ECG a viable option for heart monitoring (measuring the cardiac electrical signal via capacitive coupling between electrodes and skin). The results obtained using CNNs were encouraging, although it was reported that the instability in the quality of the signal hinders its further use.

Remote-monitoring data from patients with cardiac implantable electronic devices have also been used. Han et al. used it to predict risk of stroke, while Lai et al. showed how a patch-based ECG lead, together with DeepNN-based algorithms, could provide an accurate and inexpensive tool for AF mass screening. Publicly available databases of ambulatory ECG have also been widely used, playing a substantial role in the methodological advances in this area.

10. Other perspectives

This section comprises a selection of other AF studies, not specifically related to AF detection, risk prediction models or AF management. They would cover subjects such as localization of AF drivers, segmentation of the left atrium, and impact of pollution on cardiovascular systems.

McGillivray et al. proposed a method to locate re-entrant drivers using a collection of indirect electrogram measurements. The method successfully located drivers in tissues containing a single driver of AF, as well as in tissues containing two drivers, although in its current form, the presented techniques are not refined enough to be used in clinical settings.

A more recent study on AF drivers by Zolotarev et al. uses ML to model electrogram frequency spectra, aiming to accurately automate driver detection by multielectrode mapping and add some objectivity to the interpretation of multielectrode-mapping findings, since AF driver detection by clinical surface-only multielectrode mapping has relied on subjective interpretation of activation maps. The developed model was competitive, but further work will be needed to increase performance.

Zahid et al. produced a model that shows that AF in fibrotic substrates is perpetuated by re-entrant drivers persisting in fibrosis boundary zones characterized by specific regional fibrosis metrics. The results reported provide new insights into the mechanisms that sustain persistent AF and could pave the way for personalized management of the condition.

Some studies have centred on the segmentation of the left atrium. For example, in 2018 Jin et al. presented an approach for the segmentation and quantitative assisted diagnosis of AF using 4D computed tomography data. The experimental results showed that this approach could construct the 3D left atrial appendage geometries. Later in the year, the authors published another study using a more robust methodological approach for this segmentation.

In 2019, Xiong et al. proposed a model to automatically segment late 3D gadolinium-enhanced MRI of the left atrial epicardium and endocardium on AF patients, indicating to have outperformed other state-of-the-art methods, having tested against the largest known dataset for left atrial segmentation. Later in 2020, Du et al. also proposed an approach for segmentation and visualization of the left atrium using the same kind of images. The authors reported to have outperformed other state-of-the-art methods and suggested this method could improve the clinical diagnosis and treatment of AF.

Recently, two studies paid attention to the influence of air pollution on cardiovascular systems. Yang et al. examined the impact of fine particulate matter pollution on the cardiovascular system and found that ambient exposure to them was linked with increased risk of arrhythmias in outpatients visiting Shanghai community hospitals, with an immediate or lag effect. Kim et al. also found results suggesting such associations and used them to predict incident AF.

11. Discussion

This review has highlighted the exponential growth of publications using AI/ML in AF research in the recent years. They are advancing our understanding of atrial fibrillation, broadly in relation to the following categories: AF detection, risk prediction, portable and wearable devices, management, and others.

Precise comparisons between reported results are not feasible as factors, such as data sources, task specificities, and error metrics, would greatly affect the performance scores. However, we observed that most of the studies modelling the task of detecting AF with ML-reported model performance that suggests that ML could fail to detect AF in between 1 in 10 and 1 in 100 of the cases, particularly if ECGs are used as data format. This could suggest that a natural ceiling might have been reached already in what is possible to achieve with this specific task and data format. However, by no means this is an indication that research in AF detection with ML is finalized, but a suggestion that perhaps the
attention should move to other related questions, such as the early AF detection as investigated by Attila et al.\(^2\) We also found that other data modalities are significantly less used, which could be associated with clinical needs and costs. However, we consider there is clinical value in combining modalities in the analysis of AF which could be helpful to improve the performance of the models, and/or to discover new features or biomarkers.

From the clinical perspective, AI/ML can help expand the utility of AF detection and risk prediction especially for patients with additional comorbidities. What are the appropriate measures to operationalize this? The use of AI/ML for detection (especially with the growth of portable and wearable devices) and risk prediction into Apps and smart mHealth technology would enable ‘real time’ dynamic assessments, incorporated into patient management pathways. As an illustrative example, the AF patient pathway could perhaps apply risk reassessment(s) at intervals, when not on antithrombotic therapy (e.g. when newly diagnosed), and while on aspirin (e.g. with background vascular disease) and post-anticoagulation (whether on warfarin or direct oral anticoagulants). AI/ML could adapt to these treatment changes over time, as well as incident risk factors. The latter can then be proactively managed.

Some of the potential opportunities here are illustrated by the mHealth technology to improve optimization of integrated care in patients with Atrial Fibrillation App programme (mAFA) which investigated mHealth technology for improved screening and integrated care in patients with AF, facilitating early diagnosis, dynamic (re)assessments of risk profiles, and holistic AF management.\(^143\) In the prospective cluster randomized clinical trial, this integrated care approach significantly reduced the composite outcome of ‘ischaemic stroke/systemic thromboembolism, death, and rehospitalization’ compared with usual care,\(^144\) which featured the mAFA trial long term extension.\(^145\) Ongoing studies are likely to address these issues in UK and EU countries.

In conclusion, incorporation of a dynamic AI/ML model into mHealth technology would enable ‘real time’ dynamic assessments, in cardiology challenge. The computers in cardiology challenge.

Funding
This work was partially funded by the LJMU FET Scholarship 2019.

References
1. Lip GYT, Faucher L, Freedman SB, Gelder IV, Natela A, Gianni C, Nattel S, Potpara T, Rienstra M, Tse H-F, Lane DA. Atrial fibrillation. Nat Rev Dis Primers 2016;2:1609.
2. Chebbou R, Heywood EG, Drake TM, Wild JRL. Lee J, Wilson M, Lee MJ. A systematic review of the incidence of and risk factors for postoperative atrial fibrillation following general surgery. Anesthesia 2018;73:490–498.
3. Dwivedi YK, Hughes L, Isgamova E, Aarts G, Coombs C, Crick T, Duan Y, Dwivedi R, Edwards J, Eing A, Galano V, Ilavarasan PV, Janssen M, Jones P, Kar AK, Kizgin H, Kronenmann B, Lal B, Lucin B, Medaglia R, Le Meunier-FitzHugh LC, Mira S, Mogaji E, Sharma SK, Singh JB, Raghavan V, Raman R, Rana NP, Samothrakis S, Spencer J, Tamiravan I, Tubadji A, Walton P, Williams MD. Artificial intelligence (AI): multidisciplinary perspectives on emerging challenges, opportunities, and agenda for research, practice and policy. Int J Inf Manage 2021; 57: 101994.
4. Mahadeviah G, Rv P, Bermejo I, Jaffray D, Dekker A, Wee L. Artificial intelligence-based clinical decision support in modern medical physics: selection, acceptance, commissioning, and quality assurance. Med Phys 2020;47:2238.
5. Russel S, Norvig P. Artificial Intelligence: A Modern Approach, 4th edn. Harlow, UK: Pearson Education Limited; 2020.
6. Bishop CM. Pattern Recognition and Machine Learning, 3rd edn. New York, NY: Springer; 2006.
7. Corral-Acejo J, Margara F, Marciniak M, Rodero C, Loncaric F, Feng Y, Gilbert A, Fernandes JF, Bukhari HA, Wajdan A, Martinez MV, Santos MS, Samoshandem M, Luo H, Westphal P, Leeson P, Daichille P, Gurev V, Mayr G, Menis L, Pathamathanvan P, Morrison T, Cornelussen R, Prinzen F, Delhaas T, Doltra A, Stiges M, Vigmond EJ, Zasur E, Grau V, Rodriguez B, Remde WM, Niederer S, Mortier P, McLeod K, Potse M, Puyou E, Bueno-Orovio A, Lamata P. The ‘Digital Twin’ to enable the vision of precision cardiology. Eng Eng 2020;1;4556–4564.
8. LeCun Y, Bengio Y, Hinton G. Deep learning. Nature 2015;521:436–444.
9. Hochreiter S, Schmidhuber J. Long short-term memory. Neural Comput 1997; 9: 1735–1780.
10. Carvalho DV, Pereira EM, Cardoso JS. Machine learning interpretability: a survey on methods and metrics. Electronics 2019;8:832.
11. Doshi-Velez F, Kim B. Towards A Rigorous Science of Interpretable Machine Learning. 2017. arXiv preprint arXiv:1702.08608 (2017).
12. Kwok SW, Carter C. Multiple decision trees. Mach Intel Pattern Recogn 1990; 9: 327–335.
13. James G, Witten D, Hastie T, Tibshirani R. An Introduction to Statistical Learning. New York, NY: Springer; 2013. p303–335.
14. Dee RC. Machine learning in medicine. Circulation 2015;132:1920–1930.
15. Goldberger AL, Amaral LAN, Glass L, Hausdorff JM, Ivanov PC, Mark RG, Mietus JE, Moody GB, Peng CK, Stanley HE. PhysioBank, PhysioToolkit, and PhysioNet: components of a new research resource for complex physiologic signals. Circulation 2000;101:e215–e220.
16. Moody GB, Mark RR. A new method for detecting atrial fibrillation using R-R intervals. Comput Cardiol 1993;10:227–230.
17. Moody GB, Mark RG. The impact of the MIT-BIH arrhythmia database. IEEE Eng Med Biol Mag 2001;20:45–50.
18. Moody GB, Muldrow WK, Mark RG. A noise stress test for arrhythmia detectors. Comput Cardiol 1984;11:381–384.
19. Moody GB, Goldberger AL, McClellan S, Swinyr SP. Predicting the onset of paroxysmal atrial fibrillation: the computers in cardiology challenge. Comput Cardiol 2001; 2001:113–116.
20. Clifford GD, Liu C, Moody B, Lehman L-WH, Silva I, Li Q, Johnson AE, Mark RG. AF classification from a short single lead ECG recording: the PhysioNet/competing in cardiology challenge. Circulation Cardiol 2017;144:1–4.
21. Johnson AEW, Pollard TJ, Shen L, Lehman LW, Feng M, Ghassemi M, Moody B, Szolovits P, Anthony Cel L, Mark RG. MMIC-III, a freely accessible critical care database. Sci Data 2016;3:9.
22. Moody B, Moody G, Villareso M, Clifford G, Silva I. MMIC-III Waveform Database (version 1.0). PhysioNet. 2020. Available from: 10.13026/cb607M (27 May 2021, date last accessed).
23. Sudlow C, Gallagher J, Allen N, Beral V, Burton P, Danesh J, Downey P, Elliott P, Greenland S, Lawundy M, Lewis B, Mathews P, Ong G, Pell J, Simlan A, Young A, Sprosen T, Peacock T, Collins R, UK Biobank: an open access resource for identifying the causes of a wide range of complex diseases of middle and old age. PLoS Med 2015;12:e1001779.
24. Yang TF, Devine B, Macfarlane PW. Artificial neural networks for the diagnosis of atrial fibrillation. Med Biol Eng Comput 1994;32:615–619.
25. Cubarski D, Cygarski D, Antman EM, Feldman CL. A neural network system for detection of atrial fibrillation in ambulatory electrocardiograms. J Cardiovasc Electrophysiol 1994;5:602–608.
26. Asi BM, Setarehdan SK, Mohebbi M. Support vector machine-based arrhythmia classification using reduced features of heart rate variability signal. Arq Intel Med 2008; 4451–64.
27. Shi H, Wang H, Qin C, Zhao L, Liu C. An incremental learning system for atrial fibrillation detection based on transfer learning and active learning. Comput Methods Programs Biomed 2020;187:105219.
28. Mohebbi M, Ghasselian H. Detection of atrial fibrillation episodes using SVM. Annu Int Conf IEEE Eng Med Biol Soc 2008;2008:177–180.
29. Prasad H, Mantis R, Achariya UR, Lim MC, Suri JS. Application of higher order spectra for accurate delineation of atrial arrhythmia. Annu Int Conf IEEE Eng Med Biol Soc 2013;2013:57–60.
30. Xia Y, Wulan N, Wang K, Zhang H. Detecting atrial fibrillation by deep convolutional neural networks. Comput Biol Med 2018;93:94–92.
31. Xu X, Wei S, Ma C, Luo K, Zhang L, Liu C. Atrial fibrillation beat identification using the combination of modified frequency slice wavelet transform and convolutional neural networks. J Healthc Eng 2018;2018:1–8.
32. Kong D, Zhu J, Wu S, Duan C, Liu L, Chen D. A novel IRBF-RVM model for diagnosis of atrial fibrillation. Comput Methods Programs Biomed 2019;177:183–192.
33. Lai D, Zhang X, Zhang Y, Heyat MB. Convolutional neural network based detection of atrial fibrillation combing R-R intervals and F-frequency spectrum. In: 2019 41st Annual International Conference of the IEEE Engineering in Medicine and
Machine learning and atrial fibrillation

34. Gliner V, Yaniv Y. An SVM approach for identifying atrial fibrillation. Physiol Meas. 2018;39:094007.

35. Sadr N, Jayawardhana M, Pham TT, Tang R, Balaei AT, de Chazal P. A low-complexity algorithm for detection of atrial fibrillation using an ECG. Physiol Meas. 2018;39:064003.

36. Liu N, Sun M, Wang L, Zhou W, Dang H, Zhou X. A support vector machine approach for AF classification from a short single-lead ECG recording. Physiol Meas. 2018;39:064004.

37. Andersen RS, Poulsen ES, Puthusserypady S. A novel approach for automatic detection of Atrial Fibrillation based on Inter Beat Intervals and Support Vector Machine. Ann Int Conf IEEE Eng Med Biol Soc. 2017;2019:2039–2042.

38. Asgari S, Mehrnia A, Moussavi M. An SVM approach for identifying atrial fibrillation using stationary wavelet transform and support vector machine. Comput Biol Med. 2015;60:132–142.

39. Xin Y, Zhao Y. Paroxysmal atrial fibrillation recognition based on multi-scale wavelet x-entropy. Biomed Eng Online. 2017;16:121.

40. He R, Wang K, Zhao N, Liu Y, Yuan L, Li Q, Zhang H. Automatic detection of atrial fibrillation based on continuous wavelet transform and 2D convolutional neural networks. Front Physiol. 2018;9:1206.

41. Lowen M, Brown M, Brown C, Yue AM, Shah BN, Corbett SJ, Lewith G, Stuart B, Moore M. Little P. Machine learning detection of atrial fibrillation using wearable technology. PLoS One. 2020;15:e0227401.

42. Hernandez F, Mendez D, Altuve AL. Atrial fibrillation detection in short single lead ECG recordings using wavelet transform and artificial neural networks. Ann Int Conf IEEE Eng Med Biol Soc. 2018;2019:5982–5985.

43. Wu Z, Feng X, Yang C. A deep learning method to detect atrial fibrillation based on continuous wavelet transform. Ann Int Conf IEEE Eng Med Biol Soc. 2019:1908–1912.

44. Herráiz ÁH, Martínez-Rodrigo A, Bertomeu-González V, Quesada A, Rietta J, Alcaraz R. A deep learning approach for featureless robust quality assessment of intermittent atrial fibrillation recordings from portable and wearable devices. Entropy. 2020;22:233.

45. Hong S, Zhou Y, Wu M, Wang J, Wang Q, Li H, Xie J. Combining deep neural networks and engineered features for cardiac arrhythmia detection from ECG recordings. Physiol Meas. 2019;40:54009.

46. Smisik R, Heje J, Rontzina M, Nemcova A, Marsanova L, Kolarova J, Vitek PW. Tele-electrocardiography and biograde: the CODE (Clinical Outcomes in Digital Electrocardiography) study. Cardiovasc Electrophysiol. 2019:575–578.

47. Ribeiro AH, Ribeiro MH, Pinto GMM, Oliveira DM, Ferreira MP, Castro N, Ribeiro LB, Macfarlane PW. Automatic detection of atrial fibrillation based on new artificial adaptive systems. Physiol Meas. 2018:119004.

48. Kissohara M, Masuda Y, Ueda E, Nohara Y. Optimal length of R-R interval for detection of paroxysmal atrial fibrillation based on multi-lead ECG signal using multiscale cosine filter bank and deep neural network. J Med Syst. 2020;44:114.

49. Kishara M, Masuda Y, Yuda E, Ueda N, Hayano J. Optimal length of R-R interval segment window for Lorenz plot detection of paroxysmal atrial fibrillation by machine learning. Biomed Eng 2020;19:49.

50. Iqbal U, Wah TY, Habib Ur Rehman M, Mujtaba G, Imran M, Shoaib M. Deep detec- ministic learning for pattern recognition of different cardiac diseases through the inte- rview of medical things. J Med Syst. 2018;42:52.

51. Buscema PM, Grossi E, Massini G, Breda M, Della TF. Computer-aide diagnosis for atrial fibrillation based on new artificial adaptive systems. Comput Methods Programs Bioeng. 2020;191:105401.

52. Seena V, Yomans J. A review on feature extraction and denoising of ECG signal using wavelet transform. In: 2014 2nd International Conference on Devices, Circuits and Systems (ICDCS). IEEE. 2014. p.1–4.

53. Liu C, Oster J, Reineitzen E, Li Q, Zhao L, Nemetal S, Clifford GD. A comparison of entropy approaches for AF discrimination. Physiol Meas. 2018;39:074002.

54. Faust O, Shenfield A, Kaveem R, San TR, Fujita H, Acharya UR. Automated detection of atrial fibrillation using long short-term memory network with RR interval sig- nal. IEEE J Biomed Heal Inform. 2019;3:1206.

55. Erdenebayar U, Kim H, Park J-U, Kang D, Lee K-J. Automatic prediction of atrial fi- brillation based on convolutional neural network using a short-term normal electrocar- diogram signal. J Korean Med Sci. 2019:34:64.

56. Kamalawarahan R, Mahajan R, Alikkili O. A robust deep convolutional neural net- work for the classification of abnormal cardiac rhythm using single lead electrocar- diograms of variable length. Physiol Meas. 2018;39:035006.

57. Hsieh C-H, Li Y-S, Hwang B-J, Hoio C-H. Detection of atrial fibrillation using 1D convolutional neural networks. Sensors. 2020;20:2136.

58. Ping Y, Chen C, Wu L, Wang Y, Shu M. Automatic detection of atrial fibrillation based on CNN-LSTM and shortcut connection. Health (Basel, Switzerland). 2020;8:139.

59. Warrick PA, Nabhan Hoomi M. Ensembling convolutional and long short-term memory networks for electrocardiogram arrhythmia detection. Physiol Meas. 2018;39:114002.

60. Xiong Z, Nash MP, Cheng E, Fedoronov V, Stiles MK, Zhao J. ECG signal classification for the detection of cardiac arrhythmias using a convolutional recurrent neural network. Physiol Meas. 2018;39:4006.

61. Parvaneh S, Rubin J, Rahman A, Conroy B, Babaeizadeh S. Analyzing single-lead short ECG recordings using deep convolutional neural networks and feature-based post-processing to detect atrial fibrillation. Physiol Meas. 2018;39:084003.

62. Ribeiro ALP, Paixão GMM, Gomes PR, Ribeiro MH, Ribeiro AH, Canazart JA, Oliveira DM, Ferreira MP, Lima EM, Moraes JD, Castro N, Ribeiro LB, Macfarlane PW. Tele-electrocardiography and biograde: the CODE (Clinical Outcomes in Digital Electrocardiography) study. Cardiovasc Electrophysiol. 2019:575–578.

63. Ribeiro AH, Ribeiro MH, Pinto GMM, Oliveira DM, Gomes PR, Canazart JA, Canazart MF, Anderson CR, Macfarlane PW, Meira WJ, Schon TB, Ribeiro ALP. Automatic diagnosis of the 12-lead ECG using a deep neural network. Nat Comm. 2020:11:1760.

64. Tran L, Li Y, Nocera L, Shahabi C, Xiong L. MultiFusionNet: atrial fibrillation detec- tion with deep neural networks. AMIA J Summits Transl Sci. 2020;2019:2:0643.

65. Pleisenger F, Nejedly P, Viscoar I, Halsemek J, Jurak P. Parallel use of a convolutional neural network and bagged tree ensemble for the classification of Holzer ECG. Physiol Meas. 2018;39:094002.

66. Moussavi S, Alghaf A, Razi A, Acharya UR. Egnet: learning where to attend for de- tection of atrial fibrillation with deep visual attention. In: 2019 IEEE EMBS International Conference on Biomedical & Health Informatics (BHI). IEEE. Northern Arizona University, Flagstaff, USA; 2019. pp.1–4.

67. Li D, Bu Y, Su Y, Zhang X, Ma C-S. Non-standardized patch-based ECG lead to- gether with deep learning based algorithm for automatic screening of atrial fibrilla- tion. IEEE J Biomed Heal Inform. 2020:14:1569–1578.

68. Moussavi S, Alghaf A, Acharya UR. HAN-ECG: an interpretable atrial fibrillation detection model using hierarchical attention networks. Comput Biol Med. 2020:127:104507.

69. Fan X, Gao X, Ku S, Mao X, Yang X, Wu C, Yu H, Ji L, Wang Z, Tang S, Ying J, Wang W, Ge Y, Chen Y, Guo J, Liu Y. Automated detection of cardiovascular dis- ease by electrocardiogram signal analysis: a deep learning system. Cardiovasc Diag Ther. 2020:10:227–235.

70. Attia ZL, Noseworthy PA, Lopez-Jimenez F, Asrivatham J, Deshmukh AJ, Gersh BJ, Carter RE, Yao X, Rabinstein AA, Erickson BJ, Kapa S, Friedman PA. An artificial in- telligence-enabled ECG algorithm for the identification of patients with atrial fibrilla- tion during sinus rhythm: a retrospective analysis of outcome prediction. Lancet. 2019;394:861–867.

71. Fan X, Yao Q, Cai Y, Mao F, Sun F, Li Y. Multiscaled fusion of deep convolutional neural networks for screening atrial fibrillation from single lead short ECG recordings. IEEE J Biomed Heal Inform. 2018;22:1744–1753.

72. Ribeiro ALP, Khalil-Hani M, Afghah F, Mousavi S. Paroxysmal atrial fibrillation predic- tion method with shorter HRV sequences. Comput Methods Programs Bioeng. 2016:134–187, 196.

73. Chesnokov YV. Complexity and spectral analysis of the heart rate variability dynam- ics for distinct prediction of paroxysmal atrial fibrillation with artificial intelligence methods. Anf Int Med 2008;43:151–165.
105. Hung M, Hon LE, Xu E, Ruiz-Negro J, Rosales B, Li M, Barton W, O'Brien T, Su et al.

104. Wu X, Yuan X, Wang W, Liu K, Qin Y, Sun X, Ma W, Zou Y, Zhang H, Zhou X, et al.

103. Wu X, Yuan X, Wang W, Liu K, Qin Y, Sun X, Ma W, Zou Y, Zhang H, Zhou X, Suzuki R, Katada J, Ramagopalan S, McDonald L. Potential of machine learning methods applied to harmonized electronic health record data for prediction of incident atrial fibrillation. JAMA Netw Open 2020;3:e191396.

102. Christopoulos G, Graft-Radford J, Lopez CL, Yao X, Atia Z, Rabinstein AA, Petersen RC, Knopman DS, Melke MM, Kremers W, Vemuri P, Sintos KC, Friedman PA, Northover PW. Artificial intelligence-electrocardiography to predict incident atrial fibrillation: a population-based study. Circ Arrhythm Electrophysiol 2020;13:e009355.

101. Chua W, Purmiah Y, Cardoso VR, Gkoutos GV, Tu SL, Neculau G, Thomas MR, Kotecha D, Lip GYH, Khamaisi AS, Folsom AR, Shea S, Guallar E, Bluemke DA, Lima JAC. Cardiovascular event performance for the detection and quantification of atrial fibrillation. JAMA Cardiol 2020;5:105–107.

100. Karnik S, Tan SL, Berg B, Glunch I, Zhang J, Viditale HJ, Page CD, Chowdhry R. Predicting atrial fibrillation and flutter using electronic health records. Ann Int Conf IEEE Eng Med Biol Soc 2012:3562–5565.

99. Tiwari P, Colborn KL, Smith DE, Xing F, Ghosh D, Rosenberg MA. Assessment of a machine learning model applied to harmonized electronic health record data for the prediction of incident atrial fibrillation. JAMA Netw Open 2020;3:e203009.

98. Budzianowski J, Hiczkiewicz J, Burchardt P, Pieszko K, Rzezniczak J, Budzianowski P, Goto S, Goto S, Pieper KS, Bassand J-P, Camm AJ, Fitzmaurice DA, Goldhaber SZ, Hasbun H, Parkhomokina A, Qin Y, Montagut F, Turpe AGG, Veerstra GL, Vissers LCJM, Verheugt FWA, Fava KAA, Gerb J, Bakkar AK. New artificial intelligence prediction model using serial prothrombin time international normalized ratio measurements in atrial fibrillation patients on vitamin K antagonists: GARFIELD-AF. Eur Heart J 2020;41:301–309.

97. Ghrissi A, Almonfrey D, Almeida RC, de Squara F, Montagnat J, Zarzoso V. Data augmentation for automatic identification of spatiotemporal dispersion electrograms in persistent atrial fibrillation ablation using machine learning. Ann Int Conf IEEE Eng Med Biol Soc 2020;2020:406–409.

96. Zalabarria U, Irigoyen E, Lowe A. Diagnosis of atrial fibrillation based on arterial wave morphology assessment by a Gaussian functions-based model in atrial fibrillation. JMIR mHealth uHealth 2020;8:e35.

95. Censi F, Calcagnini G, Ricci C, Ricci RP, Santini M, Grammatico A, Bartolini P. Prediction models of atrial fibrillation (from the Multi-Ethnic Study of Atherosclerosis [MESA]). Am J Cardiol 2020;125:55–62.

94. Goto S, Goto S, Pieper KS, Bassand J-P, Camm AJ, Fitzmaurice DA, Goldhaber SZ, Hasbun H, Parkhomokina A, Qin Y, Montagut F, Turpe AGG, Veerstra GL, Vissers LCJM, Verheugt FWA, Fava KAA, Gerb J, Bakkar AK. New artificial intelligence prediction model using serial prothrombin time international normalized ratio measurements in atrial fibrillation patients on vitamin K antagonists: GARFIELD-AF. Eur Heart J 2019;40:835.

93. Levy AE, Biswas M, Weber R, Tarakji K, Chung M, Noseworthy PA, Newton-Cheh C, Rosenberg MA. Applications of machine learning in decision analysis for dose management for dofetilide. PLoS One 2019;14:e202734.

92. Vinter N, Frederiksen AS, Albertsen AE, Lip GYH, Fenger-Gren M, Trinquart L, Frost L, Møller DS. Role for machine learning in sex-specific prediction of surgical cardiovascular in atrial fibrillation? Open Heart 2020;7:e001297.

91. Alhusseini MI, Abuzaid F, Rogers AJ, Zaman JAB, Baykaner T, Clopton P, Balsi P, Zaharia M, Wang JP, Rappel W-J, Narayan SM. Machine learning to classify intracardiac electrical patterns during atrial fibrillation: machine learning of atrial fibrillation. Circ Arrhythm Electrophysiol 2020;13:e008160.

90. Ghirsi A, Almonfrey D, Almeida RC, de Squara F, Montagnat J, Zarzoso V. Data augmentation for automatic identification of spatiotemporal dispersion electrograms in persistent atrial fibrillation ablation using machine learning. Ann Int Conf IEEE Eng Med Biol Soc 2020;2020:406–409.

89. Pereira T, Ding C, Gadhoumi K, Tran N, Colorado RA, Meisel K, Hu X. Deep learning approaches for plethysmography signal quality assessment in the presence of atrial fibrillation. Physiol Meas 2019;40:125002.

88. Kwon S, Hong J, Choi E-K, Lee E, Hostallero DE, Kang WJ, Lee J, Jeong-E R-K, Koo B-K, Oh S, Yi Y. Deep learning approaches to detect atrial fibrillation using photoplethysmographic signals: algorithms development study. JMIR mHealth uHealth 2019;7:e12770.

87. Neumann F, Ghassouni MM, Ambai V, Isakadze N, Levantsevych O, Shah A, Clifford GD. Monitoring and detecting atrial fibrillation using wearable technology. Ann Int Conf IEEE Eng Med Biol Soc 2016;2016:3394–3397.

86. Chen E, Jiang J, Su R, Gao M, Zhu S, Zhou H, Huo Y. A new smart wristband equipped with an artificial intelligence algorithm to detect atrial fibrillation. Heart Rhythm 2020;17:847–853.

85. Kwon S, Hong J, Choi E-K, Lee B, Balcik C, Lee E, Jeong-E R-K, Koo B-K, Oh S, Yi Y. Detection of atrial fibrillation using a ring-type wearable device (CardioTracker) and deep learning analysis of photoplethysmography signals: prospective observational proof-of-concept study. J Med Internet Res 2020;22:e16443.

84. Torres-Soto J, Ashley EA. Multi-task deep learning for cardiac rhythm detection in wearable devices. NPJ Digit Med 2020;3:1–8.

83. Krause J, Kuczyński B, Poh YC, Pun L, Leung WW-C, Wong Y-F, Wong MM-Y, Chiu DW-S, Su C-W. Diagnostic assessment of a deep learning system for detecting atrial fibrillation in pulse waveforms. Heart 2018;104:1921–1928.

82. Pereira T, Gadhoumi K, Ma M, Liu X, Xiao R, Colorado RA, Keenan KJ, Meisel K, Hu X. A supervised approach to robust photoplethysmography signal quality assessment. Ann Int Conf IEEE Eng Med Biol Soc 2020:649–657.

81. Sadrawi M, Lin C-H, Lin Y-T, Hsieh K, Kuo C-C, Chien JC, Haraikawa K, Abbod MF, Vasankari T, Airaksinen J, Pankaala M, Koivisto T. Atrial fibrillation detection via photoplethysmography. Thorac Cardiovasc Surg 2018;66:483–490.

80. Hu X. A supervised approach to robust photoplethysmography signal quality assessment. JAMA Netw Open 2020:649–657.

79. Sadrawi M, Lin C-H, Lin Y-T, Hsieh K, Kuo C-C, Chien JC, Haraikawa K, Abbod MF, Vasankari T, Airaksinen J, Pankaala M, Koivisto T. Atrial fibrillation detection via photoplethysmography. Thorac Cardiovasc Surg 2018;66:483–490.

78. Torres-Soto J, Ashley EA. Multi-task deep learning for cardiac rhythm detection in wearable devices. NPJ Digit Med 2020;3:1–8.

77. Sadrawi M, Lin C-H, Lin Y-T, Hsieh K, Kuo C-C, Chien JC, Haraikawa K, Abbod MF, Vasankari T, Airaksinen J, Pankaala M, Koivisto T. Atrial fibrillation detection via photoplethysmography. Thorac Cardiovasc Surg 2018;66:483–490.

76. Hu X. A supervised approach to robust photoplethysmography signal quality assessment. JAMA Netw Open 2020:649–657.
132. Yu B, Zhang B, Xu L, Fang P, Hu J. Automatic detection of atrial fibrillation from bal- 
listocardiogram (BCG) using wavelet features and machine learning. Annu Int Conf 
IEEE Eng Med Biol Soc 2019;2019:4322–4325.
133. Kido K, Ono N, Altal-Ul-Amin MD, Kanaya S, Huang M. The feasibility of arrhyth- 
mias detection from a capacitive ECG measurement using convolutional neural net-
work. In: Proceedings of the Annual International Conference of the IEEE Engineering in Medicine and Biology Society, EMBS Nara Institute of Science and Technology, Nara, Japan, Nara, 630-0192, Japan; 2019. p.3494–3497.
134. McGillivray MF, Cheng W, Peters NS, Christensen K. Machine learning methods for 
locating re-entrant drivers from electrogams in a model of atrial fibrillation. R Soc 
Open Sci 2018;5:172434.
135. Zolotarev AM, Hansen BJ, Ivanova EA, Helfrich KM, Li N, Janssen PML, Mohler PJ, 
Mokadam NA, Whitson BA, Fedorov MV, Hummel JD, Dylov DV, FedorovVV. 
Optical mapping-validated machine learning improves atrial fibrillation driver detec-
tion by multi-electrode mapping. Circ Arrhythm Electrophysiol 2020;13:e008249.
136. Zahid S, Cochot H, Boyle PM, Schwarze EL, Whyte KN, Vignond Ej, Dubois R, 
Hocini M, Haissaguerre M, Jais P, Trayanova NA. Patient-derived models link re-en-
trant driver localization in atrial fibrillation to fibrosis spatial pattern. Cardiovasc Res 2016;110:443–454.
137. Jin C, Feng J, Wang L, Yu H, Liu J, Zhou J. Left atrial appendage segmentation and 
quantitative assisted diagnosis of atrial fibrillation based on fusion of temporal-
spatial information. Comput Biol Med 2018;96:52–68.
138. Jin C, Feng J, Wang L, Yu H, Liu J, Lu J, Zhou J. Left atrial appendage segmentation 
using fully convolutional neural networks and modified three-dimensional condi-
tional random fields. IEEE J Biomed Health Inform 2018;22:1906–1916.
139. Xiong Z, FedorovVV, Fu X, Cheng E, Maceod R, Zhao J. Fully automatic left atrium 
segmentation from late gadolinium enhanced magnetic resonance imaging using a 
dual fully convolutional neural network. IEEE Trans Med Imaging 2019;38:515–524.
140. Du X, Yin S, Tang R, Liu Y, Song Y, Zhang Y, Liu H, Li S. Segmentation and visualization 
of left atrium through a unified deep learning framework. Int J CARS 2020;15: 
589–600.
141. Yang M, Zhou R, Qiu X, Feng X, Sun J, Wang Q, Lu Q, Zhang P, Liu B, Li W, Chen 
M, Zhao Y, Mo B, Zhou X, Zhang X, Hua Y, Guo J, Bi F, Cao Y, Ling F, Shi S, Li Y, 
G. Artificial intelligence-assisted analysis on the association between exposure to 
ambient fine particulate matter and incidence of arrhythmias in outpatients of 
Shanghai community hospitals. Environ Int 2020;139:305745.
142. Kim I-S, Yang P-S, Jang E, Jung H, You SC, Yu HT, Kim T-H, Uhm J-S, Pak H-N, Lee 
M-H, Kim Y-J, Jang B. Long-term PM(2.5) exposure and the clinical application of 
machine learning for predicting incident atrial fibrillation. Sci Rep 2020;10:16324.
143. Guo Y, Lane DA, Wang L, Chen Y, Lip GYH, Eckstein J, Thomas GN, Mei F, Xuejun 
L, Xiaoming L, Zhaoliang S, Xiangming S, Wei Z, Yunli X, Jing W, Fan W, Sitong Y, 
Xiaojing J, Bo Y, Xiaoquan B, Yuting J, Yangxia L, Yingying S, Zhongliu T, Li Y, 
Tianzhu L, Chunfeng N, Lili Z, Shuyuan L, Zuliu W, Bing X, Liming L, Yuanzhe J, 
Yunlong X, Xiaohong C, Fang W, Lina Z, Yihong S, Shujie J, Jing L, Nan L, Shujun L, 
Huxia L, Rong L, Fan L, Qingfeng G, Tianyuan G, Yuan W, Xin L, Yan R, Xiaoping C, 
Ronghua C, Yun S, Tong L, Yulan Z, Haili S, Yuejie Z, Quanchun W, Weidong S, Lin 
W, Chan E, Guangliang S, Chen Y, Wei Z, Dandi C, Xiang H, Anding X, Xiaohan F, 
Ziqiang Y, Xiang G, Fulin G; the mAFA-II Trial investigators. Mobile Health (mHealth) 
technology for improved screening, patient involvement and optimizing integrated care in atrial fibrillation: the mAFA (mAFA-II) randomised trial. Int J Clin Pract 2019;73:e13352.
144. Guo Y, Lane DA, Wang L, Zhang H, Wang H, Zhang W, Wen J, Xing Y, Wu F, Xia 
Y, Liu T, Wu F, Liang Z, Liu F, Zhao Y, Li R, Li X, Zhang L, Guo J, Burnside G, Chen 
Y, Lip GYH, Guo Y, Lip GYH, Lane DA, Chen Y, Wang L, Eckstein J, Thomas GN, 
Tong L, Mei F, Xuejun L, Xiaoming L, Zhaoliang S, Xiangming S, Wei Z, Yunli X, Jing 
W, Fan W, Sitong Y, Xiaojing J, Bo Y, Xiaoquan B, Yuting J, Yangxia L, Yingying S, 
Zhongliu T, Li Y, Tianzhu L, Chunfeng N, Lili Z, Shuyuan L, Zuliu W, Bing X, Liming L, 
Yuanzhe J, Yunlong X, Xiaohong C, Fang W, Lina Z, Yihong S, Shujie J, Jing L, Nan L, 
Shujun L, Huxia L, Rong L, Fan L, Qingfeng G, Tianyuan G, Yuan W, Xin L, Yan R, 
Xiaoping C, Ronghua C, Yun S, Yulan Z, Haili S, Yuejie Z, Quanchun W, Weidong S, Lin 
W, Chan E, Guangliang S, Chen Y, Wei Z, Dandi C, Xiang H, Anding X, Xiaohan F, 
Ziqiang Y, Xiang G, Fulin G. Mobile Health to improve optimization of integrated 
care in patients with atrial fibrillation: mAFA-II trial. J Am Coll Cardiol 2020;75: 
1523–1534.
145. Guo Y, Guo J, Shi X, Yao Y, Sun Y, Xia Y, Yu B, Liu T, Chen Y, Lip GYH. Mobile health technology-supported atrial fibrillation screening and integrated care: a re-
port from the mAFA-II trial Long-term Extension Cohort. Eur J Intern Med 2020;62: 
105–111.