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ABSTRACT
Prediction queries are widely used across industries to perform advanced analytics and draw insights from data. They include a data processing part (e.g., for joining, filtering, cleaning, featurizing the datasets) and a machine learning (ML) part invoking one or more trained models to perform predictions. These parts have so far been optimized in isolation, leaving significant opportunities for optimization unexplored.

We present Raven, a production-ready system for optimizing prediction queries. Raven follows the enterprise architectural trend of collocating data and ML runtimes. It relies on a unified intermediate representation that captures both data and ML operators in a single graph structure to unlock two families of optimizations. First, it employs logical optimizations that pass information between the data part (and the properties of the underlying data) and the ML part to optimize each other. Second, it introduces logical-to-physical transformations that allow operators to be executed on different runtimes (relational, ML, and DNN) and hardware (CPU, GPU). Novel data-driven optimizations determine the runtime to be used for each part of the query to achieve optimal performance. Our evaluation shows that Raven improves performance of prediction queries on Apache Spark and SQL Server by up to 13.1× and 330×, respectively. For complex models where GPU acceleration is beneficial, Raven provides up to 8× speedup compared to state-of-the-art systems.
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1 INTRODUCTION
Thanks to its recent advances, machine learning (ML) is being widely adopted in the enterprise and is on track to revolutionize every industry [55]. Trained ML models are being deployed in a wide variety of scenarios, ranging from datacenters to edge devices and across the software stack [74], to capitalize on the immense possibilities ML offers by drawing patterns and insights from data.

High-value data in the enterprise is expressed, to a large extent, in structured or semi-structured forms [2, 17, 29], typically stored in relational databases, data warehouses [3, 6, 19], or data lakes [8, 73]. To train models on this data, data scientists often perform several pre-processing steps, e.g., to combine datasets (through unions, joins, aggregates), tokenize or unnest records, clean them, and encode them into features. Therefore, most widely used ML frameworks have added support for defining trained pipelines, i.e., Direct Acyclic Graphs (DAGs) of operators including ML models along with pre-processing steps [4, 10, 47, 60, 78].

ML inference in the enterprise.1 Data analysts and software engineers issue prediction queries, which are complex analytics queries that employ trained pipelines to perform predictions over new data arriving in the database/data lake. These queries often include additional data processing operators (e.g., filters or joins), implementing prediction-specific logic. As we discuss in §2, ML inference drives the majority of the cost (up to 90% [31]) associated with ML in the enterprise, whereas traditional ML models (i.e., non-neural networks, such as linear regression and tree-based models) are still the most widely used by a large margin [32, 69]. Moreover, based on the analysis of 130 customer engagements at Microsoft, we found that batch inference is chosen over online inference in most enterprise scenarios. Not surprisingly, most cloud vendors have enabled issuing batch prediction queries through recent SQL extensions or traditional user-defined functions (UDFs) for inference [7, 9, 24, 27, 52, 54]. Therefore, in this work we focus on the optimization of batch prediction queries that invoke traditional ML models.

Optimization opportunities. We make two crucial observations that open untapped opportunities for the optimization of prediction queries. First, existing work has mainly focused on optimizing each part of the prediction queries in isolation [16, 38, 42]. However, at their core, prediction queries are just a set of operations over data, which, treated holistically, offer great opportunities for optimization—we provide an analysis of hundreds of pipelines in

1Hereafter, we use the terms prediction and inference interchangeably.
§2. With Raven’s initial version [35], we laid out our vision of optimizations spanning data and ML operators in prediction queries. However, in that initial prototype, a few limited optimizations were applied manually over simplistic single-operator models—our analysis in §2 shows that such models are uncommon in practice. Recently, a few more works have started touching upon optimization across data and ML operators, but only in the context of training and generalized linear models [14, 40, 41, 59, 86] or targeting their execution at the physical level [64].

Second, most related research efforts consider a unified runtime to execute relational and ML queries [14, 41, 64]. In industry-grade data systems, however, we observe a different trend: while some of these ideas can be applied on parts of the query, production systems have steered away from running every ML workload natively. This is particularly true for complex data operations (e.g., tf.data allows only simple transformations [56]) or complex ML operations (linear algebra may be efficiently executed inside the database but covers small portion of prediction pipelines). Instead, modern data engines integrate with ML runtimes for breadth of ML support: Microsoft SQL Server/ONNX Runtime [52], Google BigQuery/TensorFlow [24], Amazon Redshift/SageMaker [7].

We believe that the co-existence of specialized (software/hardware) accelerators into data runtimes is not the outcome of current technology limitations but an architecture that is here to stay. Thus, the natural question to ask is: having these ML runtimes next to the data engine, how and when should we exploit each runtime to accelerate prediction queries?

**Raven Optimizer.** Through this work, we substantially push the envelope in realizing and extending our Raven vision [35] for the optimization of prediction queries. Following the architecture of collocating data engines with ML accelerators, we present the optimizer that fuels Raven, which is the result of 10 people-years of work. Our optimizer (i) applies logical optimizations to holistically optimize the query; and (ii) judiciously picks which part of the plan to run on each engine. Concretely, we make the following contributions.

**State of enterprise ML inference** (§2). We provide several insights for the state of ML inference in the enterprise, based on findings from Microsoft, customer engagements, offerings from various cloud vendors, and an analysis of hundreds of publicly available pipelines. All these acted as a motivation for building Raven.

**Logical optimizations** (§4). Raven relies on a unified intermediate representation (IR) that captures both data and ML operators in a common structure (§3). It combines concepts from the relational algebra and similar efforts recently introduced by ML frameworks (namely, ONNX [60]). Having all operators of a prediction query in a single IR allows us to optimize the query holistically. In particular, we extend the cross-optimizations (first introduced in [35]) to support a wide range of models with multiple operators each, which are actually used in the enterprise (including several tree-based models, such as random forests and gradient boosting trees). We also introduce novel data-induced optimizations. Through these logical optimizations, Raven exploits features of data processing operators and data properties to avoid unnecessary computation in the ML part and vice-versa by flowing information between operators [11]. For example, a data predicate on an input feature can be used to simplify the model at compile time, whereas input features that end up not participating in inference can be completely removed from the whole query.

**Logical-to-physical runtime selection** (§5). The collocation of the data engine with ML accelerators allows Raven to assign different parts of the IR to the runtime that will lead to optimal performance. To this end, we employ logical-to-physical optimizations that can turn a classical ML model to an equivalent SQL statement (to be executed by the data engine) or to an equivalent neural network (to be executed by the ML accelerator, possibly on a GPU).

Most importantly, we show that these optimizations are not always beneficial: blindly applying them, as we did in the initial Raven prototype [35], can lead to slowdowns of up to 6×. Hence, Raven introduces optimization strategies to pick the rules that would lead to best performance for each query on a given hardware setup. Instead of relying on hard-coded heuristics that do not work across workloads and hardware, Raven employs data-driven, instance-optimized strategies: a novel data-informed strategy and two ML-based ones.

**An end-to-end system** (§6). The Raven optimizer, which has been fully implemented as an extension to Apache Spark, is the first production-ready system to incorporate such optimizations. Users specify prediction queries in SparkSQL invoking models expressed in ONNX (or any format convertible to ONNX [61]). Raven’s optimizer with all the above optimizations and optimization strategies are implemented as a co-optimizer invoked by Spark’s Catalyst optimizer. We have also made it possible to execute Raven’s optimized plans in SQL Server.

We experimentally validate the benefits of Raven over a variety of datasets, prediction queries, and hardware (§7). Our results show significant performance gains on both Spark and SQL Server. In particular, Raven’s optimized plans achieve 1.4–13.1x speedup against Spark and 1.4–330x against SQL Server. We also report similar and even bigger gains against other state-of-the-art systems, such as MADib [27]. Moreover, we show that complex models benefit from GPU acceleration by up to 8x.

Raven’s execution of prediction queries, using the newly introduced PREDICT statement, became publicly available recently as part of Microsoft’s Spark cloud offering [54]. We are currently working closely with the product groups to make the optimizer also available. Raven is only the first click-stop in our long-term vision—we are exploring, for example, when and how to offload relational and graph operators to ML accelerators with very promising initial results [37].

2 OVERVIEW

In this section, we provide evidence data about the state of ML in the enterprise, which motivated us to focus on the problem of optimizing batch prediction queries that involve traditional ML models. Then we give an overview of Raven.

2.1 Motivation

**Inference drives the cost of ML in the enterprise.** In most applications, models are trained at regular intervals but used for inference continuously. Although a training instance might be more
Prediction queries in SQL. Input to Raven are prediction queries, i.e., advanced analytics queries that process data residing in (local or remote) files or databases through various data transformation operations and feed them into one or more trained pipelines. Two main ways are used to express such queries: SQL and Python. In this work, we consider the SQL syntax as adopted by SQL Server offerings (including Azure SQL DB and DW [52]), i.e., a PREDICT table-valued function (TVF) accepting as parameters a model (the trained pipeline) and a table, as depicted in Fig. 2 (➊). Similar SQL-based syntax is used by both Google BigQueryML [24] and Amazon RedshiftML [7], and recent work can be used to translate prediction queries from Python to SQL [5].

Traditional ML is most widely used. According to the latest Kaggle survey [32] and an analysis of publicly available Python notebooks [69], traditional ML algorithms, such as linear/logistic regression and tree-based models (decision trees, random forests, gradient boosting) are the most popular by a large margin. ~80% of the Kaggle responders use them, as opposed to 43% for neural networks. Scikit-learn [67], which focuses on traditional ML, is the most widely used ML library in both studies. Thus, while Raven can execute queries including any model expressible in ONNX [60], our current focus is on optimizing queries with traditional ML operators.

Trained pipelines are complex and vary greatly. We studied 508 scikit-learn trained pipelines over 72 datasets from OpenML’s CC18 benchmark suite [12], Fig. 1 highlights the significant variations across pipelines. Pipelines have a median of 21 inputs but some receive more than 1000 inputs. After featureization, due to categorical inputs, models have a median of 77 features but some models have more than 50M features. Likewise, while tree-based models (which account for 88% of all models) include less than 10 trees with a median depth of 11, some are extremely complex with thousands of trees and depth. Each model consists of a large number of operators with an average of 126, a median of 20, and a min/max of 4/3560, as shown in Fig. 1. Similar model complexity variations have been reported in production settings [4]. These variations make different transformations be beneficial for each model and dictate data-driven optimization strategies to determine which rules to apply (§5).

Finally, to avoid overfitting in linear models, regularization techniques (e.g., Lasso) [13] are often used during model training, which end up creating zero weights. In tree-based models, features are often left out during training due to correlations or insignificant contributions. In the 508 OpenML models we analyzed, on average 46% of the model features remain unused during inference! This observation makes the model-projection pushdown rule particularly effective, as we discuss in §4.1.

2.2 Raven

Running example. Consider a model that predicts whether a patient is in high risk of COVID-19 complications. This model is trained over a large amount of data across several COVID-19 testing sites and hospitals. The result of model training is the model pipeline \( M \), shown in Fig. 2 (➋). Along with the actual tree classifier, it includes pre-processing steps to prepare the data for inference. \( M \) is deployed, and then a data analyst can use it in a prediction query \( P \) to “find asthma patients who are likely in the high-risk COVID-19 group,” depicted in Fig. 2 (➌). The analyst uses \( P \) to find such patients in a specific hospital and to do so, \( P \) first joins \( patient\_info \) with two
Building the unified IR. Given a prediction query $P$, which includes both data processing operators in SQL and the trained pipeline $M$, Raven parses $P$ and constructs a DAG expressed in Raven’s unified IR (Fig. 2 (1)). The unified IR contains a mix of ML operators (the TreeClassifier, Scaler, and OneHotEncoder) and relational ones (e.g., the selection predicate over asthma and the joins between the three tables). The unified IR unlocks several logical and logical-to-physical optimizations.

Optimizations. Raven’s optimizer is a co-optimizer sitting alongside the optimizers of the data and ML engine, and is invoked before those optimizers. Given the IR corresponding to an inference query $P$, including both data and ML operators, the Raven optimizer triggers several optimization rules in the form of passes over the IR (Fig. 2 (2)), falling in two main categories:

- **Logical optimizations** that simplify the data part of the query by taking into account information from the ML part and vice versa (cross-optimizations) or that use data statistics to simplify the query (data-induced). Optimizations in this category are always beneficial and are applied first (similar to the heuristic optimizations always applied first by relational optimizers).

- **Logical-to-physical optimizations** that transform traditional ML operators into equivalent SQL statements or neural networks to be executed by the data engine or the neural network runtime (possibly over GPU), respectively. Raven uses data-driven optimization strategies for determining which transformation to apply given $P$. Note that well known optimizations are also triggered by the data and ML engines that Raven uses prior to executing $P$ (e.g., projection or aggregate pushdowns, join eliminations, compiler optimizations).

Execution of optimized plan. The final optimized prediction query will be executed by the data engine that owns the data (Fig. 2 (3))—Apache Spark or SQL Server in our implementation. The data engine will perform all data operations (i.e., SQL operators, as well as ML operators that got translated to SQL by Raven) and will invoke ML runtimes as required for evaluating the trained pipelines. In particular, ONNX Runtime [51] is integrated with SQL Server [35, 52] and can be invoked through the PREDICT statement. We added a similar syntax in Apache Spark to invoke ONNX Runtime (both on CPU and GPU). More implementation details are discussed in §6.

3 RAVEN’S UNIFIED IR

IRs have been commonly used for optimizations in various settings. Most database optimizers rely on relational algebra [72], whereas different IRs are used in ML runtimes (e.g., [16, 25, 26, 60, 70]) or to combine relational and linear algebra operators for ML training [28, 41]. In Raven, we represent a wider range of data and ML operators in a unified IR, which allows us to perform logical optimizations holistically (§4) and perform runtime selection (§5). Our IR’s operators fall in the following categories:

- **Relational algebra.** This includes all the relational algebra operators, which are found in a typical RDBMS.

- **Linear algebra.** A large fraction of the operators used in ML frameworks, and in particular neural network runtimes [1, 51, 66], fall into this category. Examples include matrix multiplication and convolution operators.

- **Other ML operators and data featurizers.** These are all the operators widely used in traditional ML frameworks (e.g., scikit-learn [78], ML.NET [4]) but cannot be expressed in linear algebra. Examples are decision trees and featurization operations (e.g., categorical encoding, text featurization). Note that supporting such operators is crucial (see §2.1) but also challenging, as they do not abide by an algebra and can correspond to arbitrary algorithms.

The main motivation when designing our IR was to (i) ease production adoption, and (ii) be able to express a wide range of prediction queries. To this end, we made the following design choices:

- We based our IR implementation on ONNX, which we extended with common relational operators (e.g., projections, selections), rather than start from a relational IR. This was a pragmatic choice as there are many more ML operators than relational ones.

- We chose ONNX for the ML part, as most popular frameworks translate to it. Our current set of ML operators is all ONNX operators, including featurizers (e.g., one-hot encoder, scaler, normalizer, etc.), linear algebra, and traditional ML ones (e.g., decision tree, random forest, gradient boosting, linear regression).

- Unlike most systems, we support more operators than just linear algebra for ML. Linear algebra is easily executed in the DB but lacks expressivity for models used extensively in production, e.g., featurizers and tree-based models.

Embracing widely used standards, namely SQL and ONNX, in our IR was key for production adoption. For example, on the relational side, all standard SQL operators in SQL Server and SparkSQL can be mapped to Raven IR operators. Similarly, on the ML side, by supporting ONNX, Raven also supports by transitivity all models that can be converted to ONNX [61], such as scikit-learn, SparkML, PyTorch, and TensorFlow. Given there is an 1-1 mapping between SQL/ONNX operators and our IR operators, it is also straightforward to construct the IR by traversing the prediction query.

Note that some operators are semantically very close, e.g., FeatureExtractor (common in ONNX graphs) and the relational Projection—we allow both in our IR and have equivalence rules that let us translate from one to the other. Models with operators that are not yet supported are executed but not optimized by Raven.

4 LOGICAL OPTIMIZATIONS

In this section, we describe two types of logical optimizations applied by Raven’s optimizer: (i) cross-optimizations (§4.1) that exchange information between the data and ML parts of the query to optimize each other; and (ii) data-induced optimizations (§4.2) that exploit statistics of the underlying data to further simplify the query plan. All these are implemented as rules over Raven’s IR.2

4.1 Cross-optimizations

In these optimizations, we leverage properties of the data processing part of the prediction query to optimize the ML part (data-to-model) and vice-versa (model-to-data). These optimizations can be seen

---

2 We use prediction queries and their corresponding IR interchangeably in this section.
as similar in spirit to sideways information passing at compile time [11]. Below we describe one optimization from each category. Fig. 3 shows several versions of the IR when applying the two optimizations on the prediction query of Fig. 2 (1).

We first introduced the two optimizations below in [35], supporting only models with a single linear regression or decision tree operator. We are expanding these optimizations here in two main ways: (i) we support a much wider range of traditional ML operations (e.g., multiplications in linear models). 

For each trained pipeline $M$ of the query, the algorithm proceeds in two steps:

**Step 1.** It collects $M$'s inputs that participate in predicates. For each equality predicate, it replaces the corresponding model input with a constant node and adds a projection to prevent that input from reaching the model. This projection can then be pushed down by the relational optimizer to completely avoid scanning that column—with sufficient predicates even full table scans can be avoided. It also annotates with predicate information the model inputs corresponding to range predicates. In Fig. 3 (1), given $\text{asthma}=1$, the algorithm replaces the asthma input with a constant node and removes the corresponding data column from the project operator.

**Step 2.** It passes the equality/range predicate information through the pre-processing/featurization operators of $M$ (e.g., Scaler, OneHotEncoder, Concat), updating the predicate information as needed. Once it reaches a tree-based model (e.g., decision tree, random forest, gradient boosting), it uses this information to prune branches of each tree in the model.

In Fig. 3 (2), predicate asthma=1 becomes $[0, 1]$ when pushed through the OneHotEncoder for the two categories $\text{is_not asthm a patient}, \text{is asthma patient}$. Similarly, a constant $n_c$ is updated to $(constant - offset) \times scale$ when pushed through a Scaler. Moreover, TreeClassifier's root and right branch were completely pruned based on asthma=1. It can also leverage range predicates, e.g., with age<30, it can further prune the right branch of the tree in Fig. 3 (2).

**Predicate-based model pruning.** Given a prediction query $P$, this data-to-model optimization identifies data predicates in $P$ (from the WHERE clause of the query) and passes them to the trained pipelines in $P$ to simplify them, resulting in an optimized prediction query $P'$. The benefit of this optimization is twofold: (i) it may reduce the number of inputs to the trained pipeline (if an input is a known constant, we do not need to provide it to trained pipeline at runtime); and (ii) it reduces the complexity of the models, e.g., by pruning tree-based models or statically pre-computing parts of the ML operations (e.g., multiplications in linear models).
Predicate-based model pruning can be particularly effective with predicates over a categorical input $c_1$ with $V$ unique values. These inputs are typically one-hot encoded to $V$ binary variables, and an equality predicate on $c_1$ leads to $V$ known constant model inputs.

We also support predicates on the outputs of the trained pipelines, such as $\text{risk}_{\text{of_covid}} = \text{'high'}$ in Fig. 2. In the case of tree-based models, we pick the leaves that satisfy the predicate and traverse the model bottom up, keeping the paths from these leaves to the model inputs and pruning all other nodes.

**Model-projection pushdown.** This model-to-data optimization relies on the model sparsity observation we made in §2.1 about features often left unused during inference. Features might also be deemed unnecessary due to other optimizations: after predicate-based model pruning, the features of the right tree branch in Fig. 3 (➋) are no longer used. Model-projection pushdown identifies such unused features and attempts to push them down below the trained pipeline, towards the data processing part. This can bring significant performance benefits: (i) if we push the projection all the way to the scan, we completely avoid reading some features from disk; (ii) even if this is not possible, we might still be able to push them below joins, thereby significantly reducing shuffling costs, or avoid those joins altogether if all features of a table end up getting projected out.

This optimization is implemented as two passes over the IR, each applying a transformation rule until fixpoint. In the first pass, for each model $m$ in the trained pipeline $M$, it detects its unused features and creates a dense version $m'$ of it.³ Then it replaces $m$ with $m'$ and projects out the unused features by adding a FeatureExtractor node $n_{af}$ in $M$.⁴ In the second pass, a rule is triggered on every newly added $n_{af}$ to push it down to its parents in $M$.

In Fig. 3 (➋), the original TreeClassifier using only the features with indices $[0,4,5]$ is replaced by the densified model $m'$ in Fig. 3 (➋) using indices $[0,1,2]$ along with a FeatureExtractor node $n_{af}$ to project out unused features from the model. In Fig. 3 (➌), the FeatureExtractor is pushed below Concat operator, creating three FeatureExtractors. The middle one is empty and is removed from the DAG along with its parents. The left-most is further pushed below Scaler, and the unused input BPM is removed from the pipeline and from the list of input columns in the Project operator (Fig. 3 (➌)).

**Extension to neural networks.** Based on the evidence data we presented in §2.1, we have focused our efforts so far on traditional ML operators, such as linear and tree-based models and featurizers (see §3), given their popularity. Thus, our optimizations cannot be applied to neural networks yet. Predicate-based model pruning in a neural network would amount to constant folding. Model-projection pushdown might be less beneficial on fully connected models like MLPs, but it remains open for sparser models.

---

### 4.2 Data-induced Optimizations

RDBMS as well as big data systems, such as Apache Spark, commonly store data statistics, such as maximum and minimum values for each data column, to allow the optimizer to generate better, more accurate query plans. Data statistics can also be used in concert with data partitioning to further speed up query execution, for instance by means of data skipping [20].

In Raven, we make use of data statistics to optimize the ML models of a prediction query. For example, age is the root feature of the tree of Fig. 3 (➌), and any instance with age $> 60$ will go in the left sub-tree of the tree, or right otherwise. However, if the input data contain no instance with age $\leq 60$, the tree can be simplified by completely pruning the right sub-tree, also removing the participating data inputs (age in our example). Raven induces such predicates based on min/max data statistics.

Taking this idea a step further, we also exploit the fact that big data systems store data in partitions [21], which are either specified by the user or are the result of a data operation (e.g., group-by). Following this intuition, Raven compiles an optimized model for each partition, leveraging the data distribution of that partition. Going back to our previous example, if data is partitioned and distributed over the age feature, Raven can generate partition-optimized trees by pruning the left or the right sub-tree based on the maximum and minimum value contained in each partition. Note that data-induced predicates can work with the other cross-optimizations: i.e., if a feature is pruned from a model thanks to a data-induced predicate, the model-projection pushdown optimization can further prune the column from the inputs if not used elsewhere.

---

### 5 LOGICAL TO PHYSICAL: RUNTIME SELECTION

We now focus on logical-to-physical optimizations that aim to convert (a set of) operator(s) to another in order to allow more efficient engines and hardware to be used for executing those operators (§5.1). A crucial observation is that such rules can be detrimental if not applied with care. For example, in our experiments, turning a scikit-learn gradient boosting classifier with default values (100 estimators, max-depth 3) to a SQL statement led to a 6x slowdown. Therefore, we introduce three optimization strategies to judiciously pick when to apply each transformation (§5.2).

#### 5.1 Transformations for Runtime Selection

MLtoSQL turns ML operators to SQL statements to avoid invoking the ML runtime for those operators, whereas MLtoDNN transforms traditional ML operators to equivalent (deep) neural networks (DNN) to make use of state-of-the-art DNN runtimes and compilers over modern hardware.

**MLtoSQL** This optimization converts ML operators (linear algebra and other ML operators and featurizers; see §3) to equivalent (i.e., semantics-preserving) relational ones. The main benefit of this conversion is to reduce or completely avoid (when we can convert the whole model pipeline to SQL) invoking the ML runtime, thereby avoiding initialization costs and data conversions/copies between the relational and ML engines. It can also enable more extensive relational optimizations in the DBMS, e.g., pushing ML computation (now expressed as relational operators) below joins and aggregates.

Raven supports the conversion of a wide range of traditional ML models to SQL, such as linear models (e.g., logistic/linear regression) and tree-based models, namely, decision trees, random forests, and popular gradient boosting models (LightGBM [36], XGBoost [15]).
Furthermore, it supports representative featurizers: scalers, normalizers, and categorical feature encoders (e.g., OneHotEncoder, LabelEncoder).

The algorithm converts a model pipeline $M$ of a prediction query $P$ to an equivalent SQL statement. First, it replaces each ML operator in $M$ with a corresponding SQL operator. Linear models and scaling operators are converted to SQL using multiplication/addition/subtraction operators, while tree-based models and encoding operators are translated via case statements. For example, in case of decision trees, we do a depth-first search traversal of the tree nodes and create a nested case expression. For the TreeClassifier in Fig. 3 (a), the corresponding SQL expression is:

```sql
CASE WHEN F[0] > 60 THEN (
    CASE WHEN F[1] = 0 THEN 1 ELSE 0 END
) ELSE (
    CASE WHEN F[2] = 1 THEN 1 ELSE 0 END
) END
```

Once the per-operator conversion is done, MLtoSQL traverses the updated IR in topological order and each SQL operator is merged with its parents to produce a single SQL statement out of the IR. MLtoSQL currently transforms the whole model pipeline $M$ to SQL or it fails (and $M$ is used instead). As part of our future work, we are investigating the benefit of a partial conversion.

Note that, as we discuss in §5.2 and show in §7, MLtoSQL should be used with care: it can be very beneficial in some cases but can be detrimental especially for complex models.

**MLtoDNN.** Unlike relational operators that are based on relational algebra and DNN operators that are based on tensor abstractions, traditional ML operators (i.e., non-DNN ones, such as featurizers and linear/tree-based models) do not follow a similar computation abstraction. Hence, despite its significance in the enterprise (as discussed in §2), traditional ML has received less attention for optimization and hardware acceleration, as it is much harder to optimize arbitrary computation.

Raven leverages recent work on Hummingbird [57] to translate traditional ML operators to equivalent DNNs that can be executed on highly efficient DNN engines like ONNX Runtime, PyTorch, and TensorFlow. This is very important performance-wise, as DNN engines support out-of-the-box hardware acceleration through GPUs/FPGAs, as well as code generation [16]. As we show in §7, thanks to MLtoDNN, we were able to evaluate prediction queries on SQL Server and Spark using GPUs for the trained pipelines of the queries. Note that given the overhead of moving data to the GPU, we will show that complex models benefit more from this optimization.

We are also investigating similar translations for the relational operators, so that we can hardware accelerate them without having to implement custom GPU kernels.

### 5.2 Data-Driven Optimization Strategies

We now present novel optimization strategies that are employed by Raven’s optimizer to determine which optimization rules to apply on a given prediction query. We present an ML-informed rule-based and two ML-based strategies.

The input prediction query $P$ might include one or more predict operators, each invoking a trained pipeline (see §2). Raven triggers the optimization strategy on each sub-part of the IR that corresponds to a predict statement. In our running example, this is the part of the IR that corresponds to the trained pipeline $M$, depicted in the gray box in Fig. 2 (a).

To perform data-driven decisions, we used the OpenML CC18 classification benchmark [12] we described in §2.1. We used 138 models, which we executed using all combinations of our rules (both on CPU and GPU in the case of MLtoDNN). All OpenML evaluations were performed on Azure NC12s_v2 instances, each with 12 vCPUs, 224GB of RAM, and an NVIDIA Tesla P100 GPU.

Our first observation is that our logical optimizations (§4) are always beneficial, as they reduce the required computation and data inputs when applicable, or leave the prediction query unchanged otherwise. Therefore, Raven applies them in all cases. This intuition was confirmed in all OpenML runs. The resulting speedup from these optimizations depends on the number of data predicates and unused columns, as we show in §7. We apply the predicate-based model pruning before model-projection pushdown, as the former can enable further application of the latter (see §4).

On the other hand, our OpenML runs showed that the impact of each logical-to-physical optimization (§5.1) varies, as also shown in §7.2. Therefore, the optimization strategy has to choose between four evaluations for the trained pipeline: MLtoSQL (using the relational engine), MLtoDNN (evaluating the resulting DNN on CPU or GPU), or none of them (using the ML runtime after applying only the cross-optimizations). Based on our runs, we excluded MLtoDNN-on-CPU from the choices when a GPU is available, as it always gave worse or similar performance to MLtoDNN-on-GPU. Next we introduce different optimization strategies to pick between the above three evaluations based on the model’s characteristics.

**ML-informed rule-based strategy.** Instead of hard-coding rules based on experience and magic numbers (like existing relational optimizers often do), this strategy follows a hybrid approach. It trains a decision tree based on our OpenML runs, uses it to find the $k$ most contributing features, and uses those to build a new much shallower decision tree that is turned to a rule. This also allows us to adapt to the specific hardware in hand. For each of the 138 trained pipelines in the benchmark, we gathered 22 statistics, including: #inputs to the pipeline; #inputs to model (after featurization); #specific operators (e.g., one-hot encoders/OHEs); mean/max #outputs of OHEs; #trees, mean/max/stddev tree depth for tree-based models. As an example, using $k = 3$ to strike a balance between simplicity and accuracy, the following rule was generated: if #features >100, apply MLtoDNN; else if #inputs >12 and mean tree depth ≤10, apply MLtoSQL. The added benefit of this strategy is that no ML model needs to be invoked during optimization, which makes deployment in production simpler.

**Classification-based strategy.** In this strategy, we train an ML classifier using the OpenML dataset with the 138 trained pipelines and the 22 features mentioned in the rule-based strategy. The classifier predicts one of the following classes that correspond to the transformation to be applied: MLtoSQL, MLtoDNN, none. We experimented with several scikit-learn [78] classifiers (using default values), such as logistic regression, decision tree, random forest,
and gradient boosting. Out of them, we use the random forest, as it gave best accuracy results.

**Regression-based strategy.** In this ML-based strategy, instead of building a classifier to directly pick the most promising transformation rule, we build a regression model that predicts the expected runtime after applying one of the MLtoSQL, MLtoDNN, and no transformation variants. Therefore, the transformation becomes a feature in the regression model. The benefit of this approach is a 3-fold increase of the training set (one fold for every transformation option). At inference time, we perform three predictions, one for each transformation, and pick the option that gives the lowest runtime. We experimented with several scikit-learn regression models (e.g., linear regression, decision tree, random forest, XGB, adaptive boosting), and opted again for the decision tree due to best accuracy.

**Strategy evaluation.** We now compare the performance of our strategies on the OpenML benchmark. Given our training set is relatively small and imbalanced (25 models perform best with MLtoSQL, 72 with MLtoDNN, 41 with no transformation), we use stratified 5-fold cross validation (with an 80/20 split between the training and test sets) and repeat the process 40 times for a total of 200 runs. The rule-based had the lowest mean accuracy (0.76), while the ML-based ones both had 0.79 (the regression-based had higher accuracy variance). Fig. 4 depicts the speedup achieved by each strategy (considering the total inference time to run all models of a run’s test set) when compared to using the optimal transformation for each model. The median speedup of all three is comparable (classification-based is best with a speedup of 0.97). However, classification-based has significantly lower variance, e.g., its 25th percentile speedup is 0.94 as opposed to 0.72 and 0.83 for the rule- and regression-based, respectively. In terms of training time, the 200 runs took less than a minute for each strategy—users can go through this process once to finetune their strategy on their workload and hardware setup.

To sum up, Raven first applies the logical optimizations in a strict order (predicate-based pruning before model-projection pushdown), and then it applies the logical-to-physical ones based on our data-driven strategies. Among the ML-based strategies, the classification-based is preferable. The rule-based is a viable alternative when it is not desirable to invoke ML models during optimization.

---

**Figure 4:** Inference time speedup over optimal strategy achieved by different optimization strategies. Reported numbers are over 200 stratified folds of the OpenML training dataset. Boxplots indicate 25th, median, and 75th percentile; whiskers indicate min and max values.

**Figure 5:** Raven integration in Spark with the newly introduced components shown in gray.

---

6 IMPLEMENTATION

We implemented Raven as an extension to Apache Spark, depicted in Fig. 5 with the main Raven components in gray. In particular: (i) we introduced the PREDICT statement to allow SparkSQL users to express prediction queries, similar to [7, 24, 52]; (ii) we added a new rule to the Catalyst optimizer that internally invokes our Raven optimizer, described in §5.2; and (iii) we defined a Python UDF that allows invoking external ML runtimes (ONNX Runtime in the current implementation, as we support ONNX and ONNX-convertible models) to execute the prediction queries (on CPU and GPU). In our integration, we made heavy use of Spark’s extensibility framework: Raven is provided as an external jar and no modification to Spark’s source code is required. This was required to be able to deploy Raven in any existing Spark installation and across Microsoft’s Spark offerings. The PREDICT statement was made publicly available recently as part of our Azure Synapse Spark offering [54]; we are actively working on productizing the optimizer, too.

Raven can be enabled programmatically by invoking the Raven Session instead of the usual SparkSession. Below we present the main components introduced, and then discuss how Raven can generate queries to be executed in SQL Server.

**Adding the PREDICT statement to the parser.** We extended the ParserInterface to allow users to submit SparkSQL queries containing PREDICT statements either as (i) a UDF, e.g., SELECT PREDICT(model.onnx, *) AS predict FROM table; or (ii) as a table-valued function (TVF), e.g., SELECT data.*, prediction.score FROM PREDICT(model = model.onnx, data = data) WITH(score float) AS prediction. We internally rewrite PREDICT TVFs into UDFs, so that we can have a single implementation for execution. The Raven parser detects PREDICT statements and rewrites them to call the pre-defined Raven Python UDF we introduced to invoke ML runtimes (see below). This allows us to hide the details of the Raven UDF from the users and to trigger the Raven optimizer when a PREDICT statement is detected.

**Optimizing SparkSQL prediction queries.** We introduced a single PostHocResolutionRule (“RavenRule” in Fig. 5) to trigger the Raven (co-)optimizer when a PREDICT statement is detected. This rule calls

---

Note that the Raven Session is actually a wrapper around the SparkSession, thereby inheriting all SparkSession functionalities.
the Raven optimizer as an external Python process. It also provides the optimizer with the predicates in the WHERE clause of the query (for the predicate-based model pruning rule), along with the model filename.

The Raven optimizer uses the onnxconverter_common library [61] to build a DAG of ONNX operators, containing all ML operators (see §3) present in the prediction query. The data operators of the query are then added to the IR. Once the full IR is built, the optimizer triggers all rules. The output is the filename of the optimized model and a (possibly empty) set of columns (output of the model-project pushdown rule). The rule then injects a new Projection operator, and rewrites the PREDICT with the new model information.

To deal with the wide range of ONNX operators, we strive to share rule implementations across operators when possible. In particular, we share most of the rule implementation within linear models and within tree-based models (e.g., forests are just multiple trees). Featurizers are trickier and we have to custom code for each.

Running predictions with the Python Vectorized UDF. We implemented the Raven UDF using Spark’s Python vectorized UDF [81], which allows to execute arbitrary Python code on a columnar view of input data, given as batches (of 10k tuples by default). Our UDF implementation performs the following: (i) loads the model from HDFS; (ii) initializes and caches the model on a global variable to decrease model loading overheads in successive invocations on the same worker; (iii) transforms the input columns to the right format; and (iv) invokes ONNX Runtime to perform the prediction.

Regarding the translation between relational data and model inputs (step (iii) above), most traditional ML models that we consider receive vectors as inputs \((M \times 1)\), with \(M\) being the batch dimension. Spark’s vectorized UDF automatically turns data to columnar Pandas dataframes, hence the translation is a 1-1 mapping. For models with \(M \times N\) inputs, we concatenate the \(M \times 1\) vectors within the UDF.

Transforming Raven plans to SQL Server queries. If specified by the user, Raven can output a T-SQL version (SQL Server’s SQL dialect) of the optimized prediction query. Our goal with this design is to enable Raven to output queries for other DBMSs too.

7 EXPERIMENTAL EVALUATION

We now evaluate the benefits of Raven on prediction queries over real-world datasets. To this end, we use Raven to optimize the queries and execute them on Apache Spark and SQL Server (see §6). We compare our results with several state-of-the-art systems for evaluating prediction queries, namely, SparkML, Spark invoking scikit-learn and ONNX Runtime, as well as MADlib (§7.1). Then, through a set of micro-experiments, we study the impact of each optimization rule on various model types (§7.2) and the benefit of GPU acceleration (§7.3). We finally include a discussion on overheads, coverage, and accuracy. Our key results are the following:

- On Spark, Raven with all optimizations enabled delivers speedups of 1.4×-13.1× against Raven with no optimizations, and up to 48× and 25.3× speedups against SparkML and Spark with scikit-learn, respectively.

| Datasets | # of tables | # of data inputs (numeric/categorical) | # of features after encoding (numeric/categorical) |
|----------|-------------|----------------------------------------|---------------------------------------------------|
| Credit Card [33] | 1 | 28 (28/0) | 28 (28/0) |
| Hospital [53] | 1 | 24 (9/15) | 59 (9/50) |
| Expedia [68] | 3 | 28 (8/20) | 3965 (8/3957) |
| Flights [68] | 4 | 37 (4/33) | 6475 (4/6471) |

![Figure 6: Prediction query runtime on Spark for different models and datasets, comparing Raven with: SparkML, Spark with scikit-learn, and Raven w/o optimizations.](image)

- On SQL Server, Raven plans provide speedups of 1.4×-330× over plans without Raven optimizations. Single-threaded Raven gives speedups up to 108× over MADlib for the supported queries.
- For complex models, such as large gradient boosting models, Raven can deliver significant speedups over GPUs: up to 8× on Spark and 2.6× on SQL Server.
- Based on the characteristics of each prediction query, different optimizations lead to optimal performance (as also shown in our optimization strategies of §5).

Datasets. Throughout our experiments, we use four real-world datasets that have been widely used in data science tasks [33, 53, 68], summarized in Tab. 1. Some datasets are comprised of a single table while others of multiple ones, allowing us to vary the complexity of data operations from simple scans to multi-way joins. The datasets include both numerical and categorical columns—the number of features per dataset (after encoding) ranges from 28 to 6,475 features. In order to test prediction queries at scale and to match the dataset sizes we observe in production, we replicate each dataset several folds, while making sure to not violate any primary-key constraints—for each experiment, we will specify the scale used.

Trained pipelines. We evaluate Raven over four popular traditional ML model types [32, 69], namely, logistic regression (LR), decision tree (DT), gradient boosting (GB), and random forest (RF). Each trained pipeline includes featurizers for numerical and categorical inputs: we normalize the former using standard scaling, and encode the latter using one-hot encoding [79, 80]. Trained pipelines all implement a binary classification task. Each pipeline is trained using scikit-learn over 80% of the original (not scaled) datasets, and then converted into the ONNX format. Each operator of the pipeline is trained using its default hyperparameters setting except when stated otherwise.

Prediction queries. The prediction queries we use over single-table datasets (i.e., Credit Card and Hospital) involve a single table scan, whereas queries over Expedia and Flights involve a 3-way...
and a 4-way join, respectively. For the extra data predicates (e.g., asthma=1 in our running example), we add equality predicates in the WHERE clause of the queries.

Reported metrics. For each experiment we report the trimmed mean of the execution time of five runs, removing the lowest and highest runtimes. For the Spark experiments, we report the total amount of time it takes to execute the prediction query and write the result to HDFS (with df.write.parquet(hdfs://...)) to avoid moving all results to the driver node. For SQL Server we add an aggregate operator on prediction results on the prediction queries.

System setup. For our Spark experiments, we set up a Spark v2.4.4 cluster on Microsoft Azure HDInsight [49]. It runs on YARN with 4 worker nodes and a driver node. Each worker has 36GB RAM and 8 cores, and the driver has 28GB RAM and 4 cores. We store data in Parquet [65] on Azure Block File System (ABFS). We leave the UDF batch size fixed at the default 10k rows per batch. For SQL Server, unless otherwise specified, we used an Azure D32ds_v4 VM instance, with 32 vCPUs, 128GB of RAM, and a 1.2TB SSD. We used the clustered columnstore index for all database tables. For MADlib, we used version 1.17.0 on PostgreSQL 10.15.

Trained pipelines are authored using scikit-learn 0.21.3 (we use this version in inference comparisons, too). We use ONNX Runtime 1.2.0 and Hummingbird 0.2.1 (which internally uses PyTorch 1.7.1).

7.1 End-to-end Raven Evaluation

In this section, we evaluate Raven against state-of-the-art frameworks, both distributed on Apache Spark (§7.1.1) and single-node on SQL Server (§7.1.2). These experiments are on CPUs. We use the classification-based optimization strategy, as it gave us the best results (see §5.2).

7.1.1 Raven on Spark. We compare our Raven implementation on Spark (which uses ONNX Runtime as its ML runtime—see §6) against Raven with all optimizations disabled (Raven (no-opt)) and the following widely used alternatives for distributed inference: (i) SparkML; and (ii) a UDF-based approach similar to Raven (no-opt) but with scikit-learn as its ML runtime (Spark+SKL), to make sure Raven (no-opt) is competitive with state-of-the-art approaches.

Datasets. Credit Card is scaled to 1.6B rows; Hospital is scaled to 2B rows; Expedia is scaled to 500M rows; and Flights is scaled to 200M rows. We use a varying Hospital dataset size in the scalability experiment below. We use (uncompressed) datasets between 200MB (1M rows Hospital dataset) and 800GB (Credit Card). This scaling aligns with our customer needs: most production datasets we see are between 1GB and 1TB.

Prediction queries. For this experiment we pick three models: DT with max tree-depth of 8; LR with $L_1$-regularization and $\alpha$ (the regularization strength) set to 0.001; and GB with 20 estimators and max-depth of 3. These models have, across all datasets, higher or similar AUC than the ones trained with default scikit-learn hyperparameters. In §7.2 we study Raven’s performance using different model parameters. We implemented SparkML queries using PySpark with the same operators and settings as the scikit-learn pipelines. Prediction queries in this experiment are run without data predicates.
7.1.2 Raven on SQL Server. Here we configure Raven to output SQL Server queries (see §6) and compare them with the original unoptimized queries on SQL Server. In both the optimized and non-optimized case we use SQL Server’s PREDICT statement that invokes ONNX Runtime to evaluate the model pipelines [35, 52] along with all default SQL Server optimizations enabled. We also compare against MADlib (on PostgreSQL), which is another well-known in-database ML engine [27]. Since MADlib supports only single-threaded execution, for a fair comparison we report both single-threaded (with degree-of-parallelism 1 or DOP1) and multi-threaded (DOP16) execution for SQL Server (and thus Raven). Unlike SQL Server, PostgreSQL does not support a columnstore layout.

Datasets scale. We use all four datasets scaled to 100M rows.

Prediction queries. We use the same queries as in §7.1.1 with the exception of the GB model in MADlib which we substitute with RF as this is the only tree ensemble model supported by MADlib. For the MADlib queries, we trained models using MADlib’s ML training libraries with the same hyperparameters used for the original models. Note that MADlib does not support pipelining of ML operations in most cases—instead we were forced to materialize the output of the featurization. For Expedia and Flights this led to surpassing the max number (1,600) of columns PostgreSQL allows in a table. Therefore, we skip these two datasets in the MADlib experiments.

Results. Fig. 8 shows the results of our runs for Raven on SQL Server, (un-optimized) SQL Server, and MADlib. As discussed in §7.1.1, Raven triggers model-projection pushdown for all models, but MLtoSQL only for LR and DT. Over SQL Server, it delivers speedups of 1.4–330×. Specifically for DOP16, for LR and DT models, Raven outperforms SQL Server by up to three orders of magnitude due to the translation to SQL and the removal of unused inputs, which are further pushed down below joins by SQL Server’s optimizer. Moreover, for the cases that the whole query gets translated to SQL, Raven benefits from multi-threading more than the un-optimized query on SQL Server does. The bigger speedup in the SQL Server experiments compared to the Spark ones is due to SQL Server’s more sophisticated optimizer. When Raven turns a model to a SQL statement with ML-to-SQL, SQL Server can optimize it much more than Spark. Finally, single-threaded Raven significantly outperforms MADlib by 3.9–108×. This is to a large extent due to MADlib’s materialization of intermediate featurization steps and its lack of Raven optimizations.

7.2 Micro-experiments

In this section, we explore the impact of each optimization rule (see §4) on different model types.

7.2.1 Linear Models. We first study the benefits of Raven’s optimizations as we increase the sparsity of the linear model. To this end, we use the Credit Card dataset with 200M rows on LR models with varying $L_1$ regularization strengths ($\alpha$ parameter). The lower the value of $\alpha$ the higher the regularization strength and the less the features with non-zero weights.

Our results are given in Fig. 9. The X-axis shows the $\alpha$ value and the resulting number of zero-weight inputs (out of the 28 total inputs). We report runtimes for different combination of rules (we use ModelProj to denote model-projection pushdown) and for Raven (no-opt) with all optimizations disabled.

We see that the combination of ModelProj and MLtoSQL is the best optimization for all LR model variants. Using only one of the two is not sufficient for realizing the full benefits of Raven. ModelProj shows that as $\alpha$ increases, this optimization varies from only taking 20% of the baseline run-time (with $\alpha = 0.001$) to requiring slightly longer than the baseline (with $\alpha = 2$), as the number of unused features decreases and thus the amount of data to be read increases. MLtoSQL alone is consistently about 60% of the baseline run-time, as it avoids invoking the ML runtime. The LR models in this experiments do not require too much compute, and therefore translation to DNN is not beneficial.

7.2.2 Tree-based Models. In this section, we evaluate Raven’s optimizations over decision trees. All experiments in this section were run on the Hospital dataset with 200M rows.

Model complexity. In Fig. 10 we show the impact of Raven’s optimizations as we increase DT’s depth. The X-axis depicts the tree depth and (in parentheses) the number of columns, out of the 24, that are not used by the DT—the higher the depth the more inputs participate. As we can see, model-projection pushdown is less effective as the tree depth increases, because less inputs are unused and can be pruned.

MLtoSQL provides a 21.7× speedup for the depth-3 tree, but gets progressively less beneficial as tree depth increases, becoming a 2.3× slowdown for the final model. Note that the performance of MLtoSQL alone varies for tree models, whereas its impact on all LR models in Fig. 9 was the same. This is because, unlike MLtoSQL for LR, MLtoSQL for DT is automatically pruning unused features even without ModelProj—it creates CASE statements (see §5.1) only for paths with used inputs and the relational optimizer automatically
Table 2: Columns pruned by the data-induced optimization for three decision tree models on the Hospital dataset with different data partitioning schemes.

| Decision tree depth | no partitioning | partitioning on num_issues | partitioning on rcount |
|---------------------|-----------------|----------------------------|------------------------|
| 10                  | 4               | 8                          | 11                     |
| 15                  | 0               | 6                          | 5                      |
| 20                  | 0               | 6                          | 5                      |

projects out the rest. This is also the reason that ModelProj does not provide additional benefit on top of MLtoSQL. Finally, as with LR, MLtoDNN is not a good option for small DTs on a CPU cluster.

These results reinforce the importance of optimization strategies for picking the most efficient runtime, as shown in §5.2.

Data predicates. In this experiment, we study the benefit of the predicate-based model pruning optimization by introducing an equality predicate in the WHERE clause of the prediction query for the Hospital dataset. We experimented with different DT models. For the decision tree with depth 20, which uses all 24 inputs, this optimization allowed to prune several tree branches based on the equality predicate. This led to an optimized trained pipeline with a shallower tree (i.e., depth 15) along with less data inputs (i.e., 23 inputs). Raven saved ~8% of query time with predicate-based model pruning, and additional ~12% by removing 2 more data inputs with model-projection pushdown.

Data-induced optimizations. To assess the benefit of the data-induced optimizations (§4.2), we use the Hospital dataset, which we now partition in two different ways—on the ‘number of health issues’ column (num_issues) and the ‘readmission count’ column (rcount), respectively. The former led to two partitions (whether or not there were health issues), while the latter led to six partitions.

Raven uses the data-induced predicates to generate a different optimized (stripped-down) model for each partition. We compare: (i) Raven (no-opt); (ii) Raven w/o partitioning, which is the “best-of” our prior optimizations (when data is not partitioned, the data-induced optimization is not applied); and (iii) Raven on the two partitioned versions of the dataset with all optimizations enabled.

Fig. 11 shows the impact of the data-induced optimizations on the end-to-end time of scoring 200M rows of the Hospital dataset for decision trees of varying depth, while Tab. 2 shows the number of columns that were pruned on average across the optimized models. For decision trees with depth 15 and 20, Raven with the data-induced optimization improves the performance by ~20% due to the additional tree pruning based on the induced predicates (see Tab. 2) whereas Raven w/o partitioning is similar to Raven (no-opt). For depth 10, Raven with partitioning provides 2.1–3.2× and 1.3–2.1× performance improvements over Raven (no-opt) and Raven w/o partitioning, respectively, due to pruning more tree branches along with the MLtoSQL transformation. Although the exact benefit depends on the partitioning column, it is beneficial in both cases.

7.3 GPU acceleration of complex models

Although we showed that MLtoDNN is not beneficial for simple models, using GPUs can greatly decrease inference time for more complicated ones, which are not uncommon as we saw in §2. For this experiment, we used a separate Spark cluster with one driver node and three worker nodes, each with 6 CPUs, 56 GB memory, and NVIDIA Tesla K80 GPUs. We purposely picked this setup to have an hourly cost close to the CPU Spark cluster we used.

Unlike §7.1 where we used 20 estimators with max tree-depth 3, here we use 60–500 estimators with max depth 4–8. For these models, model-projection pushdown is not beneficial as all inputs are used, and MLtoSQL is detrimental as it generates too complex SQL expressions.

Fig. 12 shows our results to compare Raven without optimizations with Raven that triggers MLtoDNN. The resulting plan includes a PyTorch DNN (instead of the original GB model) that we execute over both CPU and GPU (the remainder of the plan is executed on CPU) for the Hospital dataset. We observe speedups of 1.56–7.96× on GPU. Note the break in the graph: the 500 estimators/depth 8 model took 3,184 seconds on CPU without optimizations and only 400 seconds when run on GPU. In general, the more complicated the model, the bigger the speedups on GPU. Depending on the complexity of the model, MLtoDNN can be beneficial on CPU, too: the first two models have a minimal slowdown due to overhead, but the rightmost models have sizable speedups of 1.08–1.33× on CPU.

We performed the same experiments for SQL Server on an Azure NC6s_v3 instance with a Tesla V100-PCIE-16GB GPU. MLtoDNN produced speedups of 2.3–2.6× across the four models. For these runs we use SQL Server’s Python extensibility framework [48]—using a tighter integration [52] should further increase benefits.

7.4 Discussion

Optimization overheads in Spark. Our (un-optimized) inference queries on Spark showed an overhead of 2–4 seconds for cold runs and ~0.1 second on warm runs, related to invoking the ML runtime through the Python UDF and loading the model from HDFS. Although optimization time varies based on model type and dataset, model-projection pushdown takes 1–5 seconds, MLtoSQL takes 3–5 seconds, and MLtoDNN takes 0.1–0.5 seconds on warm runs. Among our experimental prediction queries, the complex ones with hundreds of nodes in the IR tend to take up to 5 seconds for optimizations. On our four-node Spark cluster, we found that ~1M rows were a sufficient quantity across all of our datasets to mask the optimization overheads (see Fig. 7). We are investigating optimizations that could further reduce these overheads. Moreover, some of our optimizations could be performed offline (saving the optimized model/plan)—this way Raven can be beneficial for any dataset size.
The main overheads introduced by the predict statement are from (i) the model loading from disk, (ii) the startup time for the UDF (i.e., the Python runtime startup cost), and (iii) the data conversion from Spark internal row representation to the format used by the models. For (i), we are already exploring how to cache/reuse models within Spark. For (ii), an alternative is to implement the UDF directly in Scala. However, this will force us to call the ML runtime using JNI, which will introduce other overheads. For (iii), when calling a predict UDF, Spark converts its row format to Arrow and then to Pandas dataframes. Most overhead comes from the conversion to Arrow, while the Arrow-to-Pandas conversion is zero-copy.

Coverage. To study the coverage that our IR and our optimizations provide in terms of ML operators, we trained 508 scikit-learn pipelines from the OpenML CC-18 benchmark [12], which we converted to ONNX. We found that all operators can be expressed in our IR. Regarding the applicability of Raven’s optimizations, model-projection pushdown can be performed on all pipelines, MLtoSQL lacks support for just 4 operators across all pipelines, and MLtoDNN covers 88% of all pipelines.

Prediction accuracy. To investigate whether our operator transformations (§5.1) introduce rounding errors, we compared the result of the optimized Raven plan with the unoptimized one for all our models in Spark and SQL Server. In the 30 models that we examined, MLtoSQL led to rounding errors in 0.006–0.3% of the predictions, whereas MLtoDNN in less than 0.8% [57]. Such negligible rounding errors are considered acceptable for ML converters [61].

8 RELATED WORK

The history of integrating ML algorithms in databases is rather long. In the early 2000’s, SQL Server shipped with data mining operators [58]. Later in the 2010’s, MADlib [27] suggested using UDFs for embedding ML into the database. Apache Spark’s MLlib [47], Apache Mahout Samsara [75] and others [22, 30, 40, 77, 82, 83, 88] can be seen as a continuation of this effort. A broad overview of in-DB ML techniques can be found in [39]. All these works, however, focus mostly on the training aspect of ML that is heavy on iterations. Moreover, ML components are handled as black boxes, thereby limiting optimization opportunities.

More recently, Amazon, Google, and Microsoft have added support for in-DB ML inference [7, 24, 35, 52], also focusing on enterprise capabilities of managed databases [2]. Raven follows the architectural trend of collocating data engines with ML runtimes for inference, and takes it a step further by co-optimizing relational and ML operators and using the most efficient runtime for each part of the prediction query. As part of our broader effort to make it easier to author inference queries using any model, we have made the predict statement available in several of our engines, including Azure Synapse SQL and Spark, and Azure SQL Edge [50, 52, 54].

The Raven optimizer we presented in this paper realizes and extends the vision that we first introduced in [35] in the following ways: we (i) built an end-to-end optimizer for applying the logical optimizations, (ii) added the data-induced optimizations, (iii) introduced data-driven strategies for the logical-to-physical optimizations, (iv) provided several production evidence data, the OpenML study, and (v) an extended experimental evaluation. Our initial prototype of [35] could manually apply just two logical optimizations over single-operator linear regression and decision tree models, but real models include at least tens and up to thousands of operators. The optimizer we presented here covers all OpenML pipelines for the logical optimizations and 88% for the physical ones—our initial prototype could handle none of these models.

SystemML explores cross-optimizations between relational and ML operators, but, unlike Raven, focuses on the training part. Probabilistic predicates [44] is a method to learn predicates and push them below trained pipelines for optimizing inference—such techniques could be integrated with Raven, too. More recently, [34] co-optimizes featureization and deep learning models. Thanks to its whitebox approach, Raven is able to optimize arbitrary ML pipelines containing featureizers, trees, and algebraic models.

Tensorflow’s tf.data [56] provides optimizations for data pipelines feeding Tensorflow models, but no cross-optimizations between data and ML are explored. Teradata’s recent Collaborative Optimizer [22] pushes projections and predicates over analytical functions. Raven’s cross-optimizations are related but go further by specifically targeting prediction functions over ML models, which they can optimize, e.g., by pruning the model or compiling it into SQL statements. Froid [71] compiles a limited class of UDFs into SQL. Our data-induced optimizations have similarities with the data-induced predicates used to optimize relational queries [63]. SQL4ML [46] translates ML operators implemented in SQL into Tensorflow components such that training can be efficiently executed in Tensorflow.

Recent works have used a common IR to express both relational and ML operators [28, 41, 84], focusing on ML training and on supporting relational and linear algebra. Similarly, another line of work [14, 45, 76, 85, 87] integrates tensor types and linear algebra routines within a data processing system for efficiently handling in-engine SQL and ML workloads. Although these are useful for generalized linear models and DNNs that rely heavily on linear algebra, they cannot target tree-based methods and featureization operators that are among the most used ML operators (see §2). Weld [64] introduces a new set of abstractions and runtime for speeding up Python programs containing Pandas and scikit-learn models. It offers an IR targeting physical optimizations that could be used after Raven’s logical optimizations.

The wide deployment of ML models has also drawn the attention of the systems community to focus on efficient inference, beyond the training of ML models. Popular approaches for model inference [43] include containerized [18] and in-application [4] execution. ML frameworks built from the ground up for inference workloads are also emerging [16, 51]. Pretzel and Willump are optimizers specifically built for inference workloads [38, 42], but, unlike Raven, they are not capable of holistically optimizing inference queries.

9 CONCLUSION

Efficient execution of prediction queries, which involve data processing operators and trained models for inference, is key for the success of machine learning in the enterprise. In this paper, we exploit the recent trend of collocating data engines with ML accelerators and attempt to break the silos between relational and ML
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