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I. INTRODUCTION

Free-space optical communications (FSO) is a promising candidate that will play a crucial role in supporting high data rates in the backhaul of future generation of wireless communications [1]. However,
due to narrow beamwidth of the optical signal, acquisition and tracking subsystems are required in order to acquire, and thereafter, maintain the link alignment (tracking) with narrow optical beams [2].

In most optical receivers employed in terrestrial FSO links, the received signal energy is divided into beam tracking and data/symbol detection paths or channels [3], [4]. In this regard, a beam splitter is used to split received energy between the two channels. In the tracking channel, an array of detectors is employed in order to track the beam, and a single detector is employed in the data or symbol detection channel. Even though the authors in [5] have proposed that a single array of detectors can be used for both signal detection and beam tracking (thereby doing away with the tracking channel altogether), the single detector scheme may still outperform low complexity combiners—such as an equal gain combiner—that are used to fuse the outputs of each detector in the array\(^1\). However, an array of detector—that employs either a selection combiner or a maximal ratio combiner—may outperform the single detector in terms of probability of error performance if the number of detectors in the array is large enough\(^2\). However, the computational cost of such fusion algorithms can be prohibitively high which, among other factors, depends on the number of detectors in the array [6]. Therefore, depending on the following factors, a single detector receiver based on separate beam tracking and data detection channels would be a more attractive choice as opposed to a detector array that is used for both beam tracking and data detection.

1) If the variance of the pointing error is not too large, a single-detector system can perform significantly better than an array of detectors (equal gain combiner), and can provide a satisfactory probability of error performance. We define the pointing error as the Euclidean distance between the beam center and the origin, where the origin is the center of the array in the tracking channel, or the center of the single-detector in the data channel.

2) The rate at which the detector is switched on and off depends on the junction capacitance of the detector which in turn is a function of the physical size of the detector: A larger detector implies a larger capacitance which in turn limits the rate at which the data can be sensed by the detector [4]. Thus, if an array of detectors is used for simultaneous beam tracking and symbol detection, then a significantly large number of smaller detectors may be required to achieve the appropriate surface area in order to satisfactorily track the pointing error of large variance. A large number of

\(^1\)This is because the equal gain combiner not only adds the signal power from each detector in the sufficient statistic, but also the noise power.

\(^2\)This is an intuitive argument since a maximal ratio combiner will optimally weight the output of each detector in the array. Hence, the output of each detector will be scaled proportionally to the SNR in the said detector before the fusion of all outputs takes place. In this context, a maximal ratio combiner may outperform a single-detector system.
detectors in the array would increase the computational complexity manifold with a maximal ratio [6] or a selection combiner. In this scenario, an array with a small number of detectors (large-sized detectors) may only be used in the tracking channel that does not have to have a large bandwidth (since it is not being used for symbol detection), and a single small detector may be employed in the data channel for a faster response.

A. Motivations of Current Study

In this context, the probability of error of a single-detector receiver is a function of two parameters: *pointing error variance* and the *signal-to-noise ratio* in the data detection channel. The variance of pointing error is a function of the mean-square error performance of the tracking system, which in turn is a function of the signal-to-noise ratio in the tracking channel. In order to maximize the performance of the receiver, it is important to optimally divide received beam power between beam tracking and data detection channels so that there is enough power in the two channels in order to minimize the probability of error. If the power going into the tracking channel is not enough, the tracking performance degrades and the resulting probability of error becomes worse due to a high variance of the resulting pointing error. On the other hand, if more than enough power is channeled into the tracking assembly but not enough in the data detection assembly, the probability of error suffers due to low signal-to-noise ratio in the data detection channel. Hence, the power allocation to each channel should be optimized\(^3\) in order to minimize the probability of error of the receiver.

II. Literature Review and Model Assumptions

References such as [2], [3], [4] and [7] discuss the division or split of energy between tracking and data detection channels in an FSO receiver without analyzing the optimization of the energy allocation between the two channels. The authors in [4] and [8] promote communications with an array of avalanche photodiodes. They claim that such arrays can be efficiently utilized for both beam tracking and symbol detection. The authors in [9], [10], [11], [12] discuss beam position tracking and symbol detection performance of photon-counting detector arrays for a photon-starved channel in a deep-space optical communication setting. Additionally, [13], [14], [15] consider the communications performance with an array of detectors for a deep-space communications channel. The authors in [16], [17], [18] analyze the performance and capacity of an FSO single-detector receiver that suffers from generalized pointing errors.

\(^3\)The power going into each of the two channels may be varied by the use of a variable beam splitter.
However, none of these studies describe or touch upon optimal techniques to split received beam energy or power between the tracking and data detection channels for a single-receiver system. For the purpose of the current study, we conducted a thorough search on optimal beam splitting in an optical receiver in the current FSO literature, and we were unable to find any study that deals with this issue conclusively.

Regarding the pointing error, the authors in [19] investigate the pointing error statistics for a single-detector receiver and the Gaussian beam, and the outage capacity of the system is optimized in terms of the received signal beam radius impinging on the aperture. The authors in [20] consider the maximization of link availability as a function of beam radius for a single-detector receiver.

In this paper, we have analyzed the optimal power allocation between beam tracking and data detection channels of a single-detector optical receiver. In this analysis, we have used a low complexity centroid algorithm for tracking the beam with an array of detectors in the tracking channel. In order to simplify the analysis, we have used the asymptotic approximation $M \to \infty$, where $M$ is the number of detectors in the array for a fixed array size or area. Such an asymptotic array is termed as the “continuous array” in this paper, as opposed to a “discrete array” whose $M$ is finite. For a fixed array area, $M \to \infty$ implies that the area of a single detector in the array is approaching zero. Fig. 1 illustrates a $4 \times 4$ or a 16-cell square array for which the area of each individual detector is the same.

As shown in Section VII, the performance of the actual (discrete) array is close to that of the continuous array if $M$ is large enough, and this closeness in performance justifies our choice of the continuous array in the analysis of this study. Analysis with a continuous array results in tractable mathematical expressions that are easier to analyze and simulate.

A. Model Assumptions

In this paper, we make the following assumptions about the signal model at the receiver:
1) The intensity profile of the spot on the detector/detector array is approximated by a Gaussian. The center \((x_0, y_0)\) of this Gaussian beam deviates about the origin \((0, 0)\). The beam moves about in a random fashion due to vibrations of the transmitter/receiver mechanical assemblies and the beam wander due to atmospheric turbulence. The deviation of the center of the beam from the origin is represented by random variable \(R\). The random variable \(R\) is also known as the pointing error in literature.

2) In the data detection channel, the detector radius \(a\) is much smaller than the radius \(\rho_d\) of the beam. This assumption is valid since the focus of current FSO research is on small sized detectors that are able to switch at fast enough rates due to their smaller junction capacitance [4]. A beam footprint (or radius) larger than the size of the detector is required in order to minimize the outage probability due to jitter or pointing error.

3) In the tracking channel, the dimensions of the array are much larger than the variance of the pointing error. Additionally, the dimensions of the array are also larger than the radius of the beam \(\rho_t\) (which does not have to be necessarily the same as the beam radius \(\rho_d\) in the data detection channel). These assumptions follows from the design practice in which arrays with large enough dimensions/area are chosen in order to account for the beam wander and minimize the outage probability.

4) Without any loss of generality, the shape of the array is chosen to be a square, and each detector in the array is also a square (please see Fig. 1).

5) We consider a high received signal energy scenario which usually holds for a ground-based free-space optical communications channel [21]. For the high energy model, the (discrete) photon counting model based on Poisson distribution converges to the (continuous) Gaussian distribution. Therefore, the sum of thermal and shot noise in a detector is modeled by a zero-mean Gaussian random variable with variance \(\sigma^2\).

B. Organization of this Paper

This paper is organized as follows. Section III lays out the probability of error expression for the single-detector receiver. Section IV briefly discusses the jitter model and Section V describes the statistics of the centroid error in detail for both the discrete and continuous arrays. Section VI discusses the justification for approximating the centroid error by a Gaussian distribution and Section VII carries out a bias/variance analysis of the centroid estimator of beam position for a continuous array. Section VIII investigates the
optimization of the error and outage probabilities for different channel conditions and fading channels. Section IX sums up the conclusions of this paper.

III. Probability of Error for the Single-Detector Receiver

For a Gaussian beam, let the total received signal energy in the data detection channel be given by

$$P_D \triangleq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \alpha \frac{\lambda_p}{2\pi \rho_d^2} \exp\left(-\frac{(x-x_0)^2 + (y-y_0)^2}{2\rho_d^2}\right) dy \, dx,$$

(1)

where $\rho_d$ is the beam radius in the data detection channel, $\lambda_p$ is the peak intensity or the average power, $(x_0, y_0)$ is the center of the beam, and $0 < \alpha < 1$ is known as the power split factor or the power allocation factor. The power in the tracking channel is described by

$$P_T \triangleq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (1-\alpha) \frac{\lambda_p}{2\pi \rho_t^2} \exp\left(-\frac{(x-x_0)^2 + (y-y_0)^2}{2\rho_t^2}\right) dy \, dx,$$

(2)

where $\rho_t$ is the beam radius in the tracking channel.

In the data channel, the signal energy received by a detector whose center lies at a distance $R$ from the center of the beam is,

$$P(R) \triangleq \int_{R-a}^{R+a} \int_{-\sqrt{a^2-(x-R)^2}}^{+\sqrt{a^2-(x-R)^2}} \alpha \frac{\lambda_p}{2\pi \rho_d^2} \exp\left(-\frac{(x^2+y^2)}{2\rho_d^2}\right) dy \, dx.$$

(3)
A. Probability of Error

Let the output of the data/symbol detector be given by

\[ Y = S + V, \tag{4} \]

where

\[ S = S(R) \overset{\Delta}{=} \int_0^{T_s} P(R) \, dt \tag{5} \]

for some observation interval \( T_s \) and \( V \sim \mathcal{N}(\mu_V, \sigma^2) \). The quantity \( V \) lumps the effects of noise power due to background radiation and thermal energy. Its mean \( \mu_V \overset{\Delta}{=} \lambda_n \pi a^2 \), where \( \lambda_n \) is the noise intensity in Joules/square millimeters/second. Let us transmit symbol \( 0 \leq j < M \) for an \( M \)-PPM scheme where PPM stands for pulse position modulation and \( M \) a positive integer that represents the order of a PPM symbol. For an equal gain combiner that operates on the maximum likelihood principle, we say that a symbol \( j \) is detected if \( Y_j > Y_i \) for all \( i \neq j, 0 \leq i < M \). Then, the conditional probability of the correct decision is

\[ P(c|j) = \left( P \left\{ Y_j - Y_i > 0 \right\} \right)^{M-1}, \tag{6} \]

where \( Y_j \sim \mathcal{N}(S(R) + \mu_V, \sigma^2) \) and \( Y_i \sim \mathcal{N}(\mu_V, \sigma^2) \). For an equiprobable symbol scheme, we have that \( P(c|j) = P(c) \). Therefore, the probability of error, \( P(e) \), is \( P(e) = 1 - P(c) \).

The quantity \( (Y_j - Y_i) \sim \mathcal{N}(S(R), 2\sigma^2) \). Therefore, \( P(e|R = r) = 1 - \left( Q \left( -\frac{S(r)}{\sqrt{2}\sigma} \right) \right)^{M-1} \), and

\[ P(e) = \int_0^\infty P(e|r)f_R(r) \, dr = \int_0^\infty \left( 1 - \left( Q \left( -\frac{S(r)}{\sqrt{2}\sigma} \right) \right)^{M-1} \right) f_R(r) \, dr, \tag{7} \]

where \( f_R(r) \) represents the probability density function of the pointing error, and the function \( Q(x) \overset{\Delta}{=} 1 - \Phi(x) \) where \( \Phi(x) \) is the cumulative distribution function of a standard normal random variable for any \( x \in \mathbb{R} \).

B. Pointing Error \( R \)

The pointing error \( R \)—at some discrete-time interval \( N \)—is the deviation of the beam center \((x_0, y_0)\) from the center of the detector (the center of the detector is also called the origin). Specifically, we say
that

\[ R \triangleq \sqrt{x_0^2 + y_0^2}. \]  \hspace{1cm} (8)

Additionally, \( R \) may be broken down as a sum of two random variables \( R_J \) and \( R_E \):

\[ R = R_J + R_E. \]  \hspace{1cm} (9)

The random variable \( R_J \) denotes the *jitter*. The jitter is defined as a deviation of the incoming beam’s center away from the detector during some time interval \( N \). The jitter occurs either because of atmospheric turbulence, or due to vibrations in the mechanical assemblies of the transmitter/receiver terminals. The job of the tracking system is to sense or estimate \( R_J \) every \( N \) time units, and send the error signal to a control block that activates a *fast steering mirror* (FSM) assembly in order to align the beam center back to the center of the array (please see Fig. 2). Therefore, the average value of \( R_J \) depends on how frequently the FSM is activated (the duration of interval \( N \)) in order to align the beam.

The random variable \( R_E \) is the Euclidean error between the actual and the estimated beam center locations, and depends on the mean-square error of the beam position tracker/estimator. Let us assume that the values of \( x_0 \) and \( y_0 \) are estimated every \( N \) time units with the help of an array of detectors in the tracking channel. Let us assume that the center of the array is the origin \((0, 0)\), and that the estimates of \( x_0 \) and \( y_0 \) are given by \( \hat{x}_0 \) and \( \hat{y}_0 \), respectively, at time \( N \). The control input at the \( N \)th time instant, \( U[N] \), is then equal to \( U[N] \triangleq \left[ -\hat{x}_0 \quad -\hat{y}_0 \right]^\top \), where \( \top \) denotes the transpose operator. Thus, the control input “tries” to bring the beam center back to the point \((0, 0)\) by subtracting \( \left[ \hat{x}_0 \quad \hat{y}_0 \right]^\top \) from \( \left[ x_0 \quad y_0 \right]^\top \).

Thus, when the beam position is adjusted by the control input every \( N \) time units, \((x_0, y_0)\) is not aligned exactly at the origin, but is aligned at \( \mathcal{E}^4 \), where

\[ \mathcal{E} = \begin{bmatrix} \mathcal{E}_x \\ \mathcal{E}_y \end{bmatrix} \triangleq \begin{bmatrix} x_0 - \hat{x}_0 \\ y_0 - \hat{y}_0 \end{bmatrix}, \] \hspace{1cm} (10)

is the error introduced by the estimator. It then follows that \( R_E \triangleq \|\mathcal{E}\|_2 \). The covariance matrix of this error is

\[ C_\mathcal{E} = \mathbb{E} [(\mathcal{E} - \mathbb{E}[\mathcal{E}])(\mathcal{E} - \mathbb{E}[\mathcal{E}])^\top]. \] \hspace{1cm} (11)

\(^4\text{We assume that the delay introduced by the FSM channel is negligible, i.e., the FSM assembly adjusts the beam position almost instantaneously.}\)
The deviation or error $R$ is a random variable with a certain variance $\sigma_R^2$. We will later show that for a continuous array, $R$ is Rayleigh distributed with scale parameter $\sigma_R$ which implies that $x_0 \sim \mathcal{N}(0, \sigma_R^2), y_0 \sim \mathcal{N}(0, \sigma_R^2)$. Additionally, for continuous arrays, we will also see that $R_J$ and $R_E$ are also Rayleigh distributed with scale parameters $\sigma_{R_J}$ and $\sigma_{R_E}$, respectively.

**IV. Distribution of $R_J$**

Let us assume that we estimate the beam center once every $N$ discrete-time units. Let $R_J = \|X[N]\|_2$, where

$$X[n] = \Phi X[n-1] + V[n], \quad (12)$$

where $X[n]$ is a 2×1 random vector at time $n$: $X[n] \triangleq \begin{bmatrix} X[n] & Y[n] \end{bmatrix}^T$, $\Phi$ is the 2×2 state transition matrix, and $V[n]$ is a 2×1 white Gaussian noise vector with covariance matrix $C_V = \sigma_V^2 I_2$ where $I_2$ is a 2×2 identity matrix. The quantity $(X[n], Y[n])$ is a discrete-time random process that represents the center of the beam at the discrete-time instant $n^5$. Specifically, $x_0 \triangleq X[N]$ and $y_0 \triangleq Y[N]$. It can be shown that

$$X[N] = \Phi^N X[0] + \sum_{\ell=1}^{N} \Phi^{N-\ell} V[\ell], \quad (13)$$

where we assume that $X[0] \sim \mathcal{N}(0, \sigma_0^2)$. The covariance matrix of $X[N]$ is

$$C_X = \sigma_0^2 \Phi^{2N} + \sigma_V^2 \sum_{\ell=1}^{N} \Phi^{2(N-\ell)}. \quad (14)$$

For the sake of simplification, we will assume that the state transition matrix is a diagonal matrix which means there is no coupling between the $x$ and $y$ dimensions of evolution noise. Moreover, we assume that the eigenvalues of $\Phi$ are equal. Additionally, since the eigenvalues of $\Phi$ are equal and the covariance matrix of $V[n]$ is diagonal with equal diagonal values, we have that $C_X$ is of the form $\sigma_X^2 I_2$ for some positive number $\sigma_X^2$.

Let us define $\sigma_{R_J}^2 \triangleq \sigma_X^2$. Now, we have that $R_J \triangleq \|X[N]\|_2$, where $X[N]$ is a zero-mean Gaussian vector with i.i.d $x$ and $y$ components. We note that $R_J$ is a Rayleigh random variable whose scale parameter $\sigma_{R_J}$ is dependent on $N$ through (14).

---

5This process as known as the Gauss-Markov process in the control literature.
V. Derivation of Distribution Function of 
\((\hat{x}_0, \hat{y}_0)\) for Centroid Estimator

Since \(R\) depend on \((\hat{x}_0, \hat{y}_0)\), this section is dedicated to the derivation of the statistics of estimate \((\hat{x}_0, \hat{y}_0)\) that is computed by a centroid estimator. For the purpose of the following analysis, we assume that \((x_0, y_0)\) is fixed on the array in the tracking assembly (a deterministic but hidden quantity). The region of the square detector array is defined by the set \(A\). The center of the array lies at the origin \((0, 0)\), and the array extends from \(-\frac{\ell(A)}{2}\) to \(\frac{\ell(A)}{2}\) along each axis. Thus, the length of one side of the array is \(\ell(A)\).

The amount of power allocated for the tracking channel is \(P_T\) given by (2).

A. Centroid is the Weighted Least Squares Estimate of \((x_0, y_0)\)

A weighted least squares estimate of the beam position on the array is defined as

\[
\hat{x}_0 \triangleq \arg \min_{x_0} (x_0 - x) \mathbf{P}(x_0 - x), \quad \hat{y}_0 \triangleq \arg \min_{y_0} (y_0 - y) \mathbf{P}(y_0 - y),
\]

(15)

where \(x \triangleq [x_1 \ x_2 \ \cdots \ x_M]^\top\), \(y \triangleq [y_1 \ y_2 \ \cdots \ y_M]^\top\), and \(\mathbf{P} \triangleq \begin{bmatrix} P_1 & 0 & 0 & \cdots & 0 \\
0 & P_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & P_M \end{bmatrix}\). Here, \((x_m, y_m)\) denote the center of the \(m\)th cell, and \(P_m\) is the total power (or energy) in the \(m\)th detector. The integer \(M\) is the total number of detectors in the array.

Equation (15) can be rewritten as

\[
\hat{x}_0 \triangleq \arg \min_{x_0} \sum_{m=1}^{M} P_m (x_0 - x_m)^2, \quad \hat{y}_0 \triangleq \arg \min_{y_0} \sum_{m=1}^{M} P_m (y_0 - y_m)^2,
\]

(16)

where the output \(P_m\) of the \(m\)th detector is

\[
P_m \triangleq \int_A \int_{A_m} \frac{(1 - \alpha) \lambda_p}{2\pi \rho_i^2} \exp\left(-\frac{(x - x_0)^2 + (y - y_0)^2}{2\rho_i^2}\right) dy \, dx + W_m,
\]

(17)

where \(W_m\) is the noise contribution of the \(m\)th detector. The quantity \(W_m\) is a discrete-time white noise process with \(E[W_m] = 0\) and \(E[W_m^2] = \sigma_m^2\) for all \(m = 1, 2, \ldots, M\).
Now, from (16), we have that

\[ \frac{\partial}{\partial x_0} \sum_{m=1}^{M} P_m (x_0 - x_m)^2 = 0 \implies \sum_{m=1}^{M} P_m (x_0 - x_m) = 0 \]

\[ \implies x_0 P_0 - \sum_{m=1}^{M} P_m x_m = 0 \implies \hat{x}_0 = \frac{1}{P_0} \sum_{m=1}^{M} P_m x_m, \tag{18} \]

where \( P_0 \triangleq \sum_{m=1}^{M} P_m \) is the total signal power in the tracking channel. Expression (18) is the well known centroid estimator of \( x_0 \). Similarly, it can be shown that the linear least squares estimate of \( y_0 \) is \( \hat{y}_0 = \frac{1}{P_0} \sum_{m=1}^{M} P_m y_m \).

### B. Finite M Case

In this regard, let the noise power from a single detector of the array \( \sigma^2_M \triangleq N_0 \frac{|A|}{M} \), where \( N_0 \) is noise power per unit area (Watts/mm²). Moreover, let

\[ \Lambda_m \triangleq \int_{A_m} \frac{(1-\alpha) \lambda_p}{2\pi \rho_t^2} \exp \left( -\frac{(x-x_0)^2 + (y-y_0)^2}{2\rho_t^2} \right) \, dy \, dx, \tag{19} \]

which is the signal component in the \( m \)th detector. Then, from (18), the value of \( \hat{x}_0 \) is given by

\[ \hat{x}_0 = \frac{\sum_{m=1}^{M} x_m \Lambda_m + \sum_{m=1}^{M} x_m W_m}{\int_{A} (1-\alpha) \lambda_p \exp \left( -\frac{(x-x_0)^2 + (y-y_0)^2}{2\rho_t^2} \right) \, dy \, dx + \sum_{m=1}^{M} W_m} \approx \frac{\sum_{m=1}^{M} x_m \Lambda_m + \sum_{m=1}^{M} x_m W_m}{(1-\alpha) \lambda_p + \sum_{m=1}^{M} W_m}, \tag{20} \]

where we have used the fact that \( \int_{A} (1-\alpha) \lambda_p \exp \left( -\frac{(x-x_0)^2 + (y-y_0)^2}{2\rho_t^2} \right) \, dy \, dx = 1 \) since we assume that \( \pi \rho_t^2 << |A| \).

Let us denote \( U_1 \triangleq \sum_{m=1}^{M} x_m \Lambda_m + \sum_{m=1}^{M} x_m W_m \), and \( U_0 \triangleq (1-\alpha) \lambda_p + \sum_{m=1}^{M} W_m \). Then, \( \hat{x}_0 = \frac{U_1}{U_0} \).

Additionally, both \( U_1 \) and \( U_0 \) are Gaussian, and \( E[U_1] = \sum_{m=1}^{M} x_m \Lambda_m \), \( \text{VAR}[U_1] = \sigma^2_M \sum_{m=1}^{M} x_m^2 \), \( E[U_0] = (1-\alpha) \lambda_p \), and \( \text{VAR}[U_0] = M \sigma^2_M = N_0 |A| \). Additionally,

\[ E[U_1 U_0] = E \left[ \left( \sum_{m=1}^{M} x_m \Lambda_m + \sum_{m=1}^{M} x_m W_m \right) \left( (1-\alpha) \lambda_p + \sum_{m=1}^{M} W_m \right) \right] \tag{21} \]

\[ = (1-\alpha) \lambda_p \sum_{m=1}^{M} x_m \Lambda_m + \sum_{m=1}^{M} x_m \sum_{\ell=1}^{M} \text{VAR}[W_\ell W_\ell] = (1-\alpha) \lambda_p \sum_{m=1}^{M} x_m \Lambda_m + \sigma^2_M \sum_{m=1}^{M} x_m \]

\[ = (1-\alpha) \lambda_p \sum_{m=1}^{M} x_m \Lambda_m = E[U_1]E[U_0]. \tag{22} \]

We thus conclude that \( U_1 \perp U_0 \).
In a similar fashion, \( \hat{y}_0 = \frac{\sum_{m=1}^{M} y_m \Lambda_m}{(1-\alpha) \lambda_p + \sum_{m=1}^{M} y_m W_m} \), and denoting \( V_1 \triangleq \sum_{m=1}^{M} y_m \Lambda_m + \sum_{m=1}^{M} y_m W_m \), we have that \( \hat{y}_0 = \frac{V_1}{U_0} \), where \( V_1 \) is also a Gaussian random variable: \( \mathbb{E}[V_1] = \sum_{m=1}^{M} y_m \Lambda_m \), and \( \text{VAR}[V_1] = \sigma^2_M \sum_{m=1}^{M} y_m^2 \). Additionally, we can easily show that \( V_1 \perp U_0 \).

1) Approximate Cumulative Distribution Functions of \( \hat{x}_0 \) and \( \hat{y}_0 \)

Under conditions of high signal-to-noise ratio, the random variables \( \hat{x}_0 \) and \( \hat{y}_0 \) are approximately distributed as quasiGaussian random variables [22]. Thus,

\[
F_{\hat{x}_0}(x) \rightarrow \Phi \left( \frac{x - \mu_{u_1}/\mu_{u_0}}{\sigma_{u_1} \sigma_{u_0} a(x)/\mu_{u_0}} \right),
\]

as \( \lambda_p/N_0 \rightarrow \infty \), and

\[
a(x) \triangleq \left( \frac{x^2}{\sigma^2_{u_1}} + \frac{1}{\sigma^2_{u_0}} \right)^{\frac{1}{2}},
\]

\( \mu_{u_1} \triangleq \mathbb{E}[U_1], \mu_{u_0} \triangleq \mathbb{E}[U_0], \sigma^2_{u_1} \triangleq \text{VAR}[U_1], \) and \( \sigma^2_{u_0} \triangleq \text{VAR}[U_0] \). The function \( \Phi(\cdot) \) in (23) is the cumulative distribution function of a standard normal random variable. The distribution \( F_{\hat{x}_0}(x) \) is not a Gaussian distribution since the variance of this distribution is a function of the argument \( x \) through \( a(x) \). However, if \( a(x) \) were a constant, then (23) would be a Gaussian distribution. We will later argue in Section VI that for \( a(x) \triangleq a(\mu_{u_1}/\mu_{u_0}) \), the resulting (Gaussian) distribution approximates the quasiGaussian distribution close enough for a large enough signal-to-noise ratio.

Similarly,

\[
F_{\hat{y}_0}(y) \rightarrow \Phi \left( \frac{y - \mu_{v_1}/\mu_{u_0}}{\sigma_{v_1} \sigma_{u_0} a(y)/\mu_{u_0}} \right),
\]

as signal-to-noise ratio \( \rightarrow \infty \). Additionally, \( \mu_{v_1} \triangleq \mathbb{E}[V_1] \) and

\[
a(y) \triangleq \left( \frac{y^2}{\sigma^2_{v_1}} + \frac{1}{\sigma^2_{u_0}} \right)^{\frac{1}{2}}.
\]

and in order to approximate (25) by the Gaussian distribution, we use \( a(y) \approx a(\mu_{v_1}/\mu_{u_0}) \).

Thus, for high enough signal-to-noise ratio, \( \hat{x}_0 \sim \mathcal{N}(\mu_{x_0}, \sigma^2_{x_0}) \), and \( \hat{y}_0 \sim \mathcal{N}(\mu_{y_0}, \sigma^2_{y_0}) \), where

\[
\mu_{\hat{x}_0} \triangleq \sum_{m=1}^{M} x_m \int_{A_m} \frac{1}{2\pi \rho^2} \exp \left( -\frac{(x-x_0)^2 + (y-y_0)^2}{2\rho^2} \right) dy \, dx,
\]

\[
\mu_{\hat{y}_0} \triangleq \sum_{m=1}^{M} y_m \int_{A_m} \frac{1}{2\pi \rho^2} \exp \left( -\frac{(x-x_0)^2 + (y-y_0)^2}{2\rho^2} \right) dy \, dx.
\]
We note that the bias vector \( \begin{bmatrix} x_0 - \mu_{x_0} & y_0 - \mu_{y_0} \end{bmatrix}^T \) is not necessarily zero. Moreover, from (23) and (25),

\[
\sigma_{\hat{x}_0} = \frac{\sigma_{u_1} \sigma_{u_0} a(\mu_{u_1} / \mu_{u_0})}{\mu_{u_0}}, \quad \sigma_{\hat{y}_0} = \frac{\sigma_{v_1} \sigma_{u_0} a(\mu_{v_1} / \mu_{u_0})}{\mu_{u_0}},
\]

(29)

where \( \sigma_{u_1}^2 = \sigma_{v_1}^2 = \sigma_M^2 \sum_{m=1}^M x_m^2 \) and \( \sigma_{u_0}^2 = M \sigma_M^2 = N_0 |A| \). It can then be shown that

\[
\sigma_{\hat{x}_0}^2(x_0, y_0) = \left( \frac{N_0^2 |A|^2}{M(1 - \alpha)^2 \lambda_p^2} \sum_{m=1}^M x_m^2 \right) \left( \frac{M \left( \sum_{m=1}^M x_m \lambda_m \right)^2}{((1 - \alpha)e_p^2) \left( N_0 |A| \sum_{m=1}^M x_m^2 \right) + 1} \right),
\]

(30)

\[
\sigma_{\hat{y}_0}^2(x_0, y_0) = \left( \frac{N_0^2 |A|^2}{M(1 - \alpha)^2 \lambda_p^2} \sum_{m=1}^M y_m^2 \right) \left( \frac{M \left( \sum_{m=1}^M y_m \lambda_m \right)^2}{((1 - \alpha)e_p^2) \left( N_0 |A| \sum_{m=1}^M y_m^2 \right) + 1} \right),
\]

(31)

where \( \sigma_{\hat{x}_0}^2 \) and \( \sigma_{\hat{y}_0}^2 \) are functions of \( x_0 \) and \( y_0 \) since \( \Lambda_m \) is a function of \((x_0, y_0)\).

The correlation between \( \hat{x}_0 \) and \( \hat{y}_0 \) is \( \mathbb{E}[\hat{x}_0 \hat{y}_0] = \mathbb{E} \left[ \frac{\hat{U}_1 \hat{V}_1}{\hat{U}_0^2} \right] \), which implies

\[
\mathbb{E}[\hat{x}_0 \hat{y}_0] = \left( \sum_{m=1}^M \sum_{\ell=1}^M x_m y_\ell \Lambda_m \Lambda_\ell + \sigma_M^2 \sum_{m=1}^M x_m y_m \right) \mathbb{E} \left[ \frac{1}{\hat{U}_0^2} \right],
\]

(32)

and, since \( \sum_{m=1}^M x_m y_m = 0 \),

\[
\mathbb{E}[\hat{x}_0 \hat{y}_0] = \left( \sum_{m=1}^M \sum_{\ell=1}^M x_m y_\ell \Lambda_m \Lambda_\ell \right) \int_{-\infty}^{\infty} \frac{1}{u^2} f_{U_0}(u) \, du.
\]

(33)

where \( U_0 \sim \mathcal{N}(0, (1 - \alpha) e_p, N_0 |A|) \).

a) **High SNR Case:** For high signal-to-noise ratio, it is argued in Section V-C3 that the integral \( \int_{-\infty}^{\infty} \frac{1}{u^2} f_{U_0}(u) \, du \) can be approximated by \( (1 - \alpha)^2 e_p^2 \). Thus, for high signal-to-noise ratio,

\[
\mathbb{E}[\hat{x}_0 \hat{y}_0] = \frac{\sum_{m=1}^M \sum_{\ell=1}^M x_m y_\ell \Lambda_m \Lambda_\ell}{(1 - \alpha)^2 e_p^2}.
\]

(34)

C. **\( M \rightarrow \infty \) Case**

In this case, the area of each detector, \(|A_m|\), goes to zero, and we achieve a “continuum” on the array in the limit. Since the noise from each infinitesimal point detector of this continuous array is independent, the noise over the region of the array is modeled by a white noise process \( W(x, y) \), which is a zero-mean wide-sense stationary Gaussian process in two dimensions. In this case, we assume that the autocorrelation function \( R_W(\tau, \varsigma) = N_0 \delta(\tau, \varsigma) \), where \( N_0 > 0 \), and \( \delta(x, y) \) is the Dirac delta function in
two dimensions. Specifically, \( \delta(x, y) = \infty \) if \( x = 0 \) and \( y = 0 \), \( \delta(x, y) = 0 \) if \( x \neq 0 \) or \( y \neq 0 \), \( \delta(x)\delta(y) \), and \( \int_{-\epsilon}^{\epsilon} \int_{-\epsilon}^{\epsilon} \delta(x, y) \, dy \, dx = 1 \) for any \( \epsilon > 0 \). It then follows that

\[
E[W(x, y)W(s, t)] = N_0 \delta(x - s, y - t) = N_0 \delta(x - s)\delta(y - t).
\]  

(35)

Let us assume that we divide the continuous array into a number of very small square regions \( A_m \). Let the total number of regions be \( M \), where \( M \) is a large number. The power in each small region \( A_m \) is

\[
P_m \approx \frac{(1-\alpha)\lambda_p}{2\pi \rho_t^2} \exp \left(-\frac{(x_m-x_0)^2+(y_m-y_0)^2}{2\rho_t^2}\right) \Delta_M + \iint_{A_m} W(x, y) \, dy \, dx,
\]

and the centroid estimator of \( x_0 \) is

\[
\hat{x}_0 = \frac{\sum_{m=1}^{M} x_m \iint_{A_m} \left(\frac{(1-\alpha)\lambda_p}{2\pi \rho_t^2} \exp \left(-\frac{(x-x_0)^2+(y-y_0)^2}{2\rho_t^2}\right) + W(x, y)\right) \, dy \, dx}{(1-\alpha)\lambda_p + W_0},
\]

where \( W_0 \triangleq \iint_{A} W(x, y) \, dy \, dx \). In the limit as \( M \to \infty \),

\[
\lim_{M \to \infty} \hat{x}_0 = \frac{\sum_{m=1}^{M} x_m \frac{(1-\alpha)\lambda_p}{2\pi \rho_t^2} \exp \left(-\frac{(x-x_0)^2+(y-y_0)^2}{2\rho_t^2}\right) \Delta_M + \sum_{m=1}^{M} x_m \iint_{A_m} W(x, y) \, dx \, dy}{(1-\alpha)\lambda_p + W_0}
\]

\[
= \frac{\iint_{A} x \frac{(1-\alpha)\lambda_p}{2\pi \rho_t^2} \exp \left(-\frac{(x-x_0)^2+(y-y_0)^2}{2\rho_t^2}\right) \, dy \, dx + W_1}{(1-\alpha)\lambda_p + W_0} = \frac{(1-\alpha)\lambda_p x_0 + W_1}{(1-\alpha)\lambda_p + W_0},
\]

(37)

where \( W_1 \triangleq \iint_{A} x W(x, y) \, dy \, dx \). In a similar fashion,

\[
\hat{y}_0 = \frac{(1-\alpha)\lambda_p y_0 + W_1}{(1-\alpha)\lambda_p + W_0}.
\]

(38)

**Note:** The centroid estimator’s performance is independent of beam radius \( \rho_t \) in the tracking channel (please see (37) and (38)).
1) Variance of $W_0$ and $W_1$

It can be easily shown that both $W_0$ and $W_1$ are zero-mean Gaussian random variables. The variance of $W_0$ is

$$\mathbb{E}[W_0^2] = \mathbb{E} \left[ \iint_A W(x, y) \, dy \, dx \iint_A W(s, t) \, ds \, dt \right] = \iint_A \iint_A \mathbb{E} [W(x, y)W(s, t)] \, dt \, ds \, dy \, dx$$

$$= N_0 \iint_A \iint_A \delta(x - s)\delta(y - t) \, dt \, ds \, dy \, dx = \iint_A \iint_A \frac{\ell(A)}{2}^2 \delta(x - s)\delta(y - t) \, dt \, ds \, dy \, dx$$

$$= N_0 \ell^2(A) = N_0 |A|. \quad (39)$$

The variance of $W_1$ is

$$\mathbb{E}[W_1^2] = \mathbb{E} \left[ \iint_A xW(x, y) \, dy \, dx \iint_A sW(s, t) \, ds \, dt \right] = \iint_A \iint_A x \mathbb{E}[W(x, y)W(s, t)] \, dt \, ds \, dy \, dx$$

$$= N_0 \iint_A \iint_A x s \delta(x - s)\delta(y - t) \, dt \, ds \, dy \, dx = N_0 \iint_A \iint_A x s \delta(x - s) \, ds \, dx \iint_A \iint_A \frac{\ell(A)}{2}^2 \delta(y - t) \, dt \, dy$$

$$= N_0 \frac{|A|^2}{12}. \quad (40)$$

2) Uncorrelatedness of $W_0$ and $W_1$

$$\mathbb{E}[W_1W_0] = \mathbb{E} \left[ \iint_A xW(x, y) \, dy \, dx \iint_A W(s, t) \, dt \, ds \right] = \iint_A \iint_A x \mathbb{E}[W(x, y)W(s, t)] \, dt \, ds \, dy \, dx$$

$$= N_0 \iint_A \iint_A x \delta(x - s) \, ds \, dx \iint_A \iint_A \frac{\ell(A)}{2}^2 \delta(y - t) \, dt \, dy$$

$$= N_0 \iint_A \frac{\ell(A)}{2} \, dx \iint_A \frac{\ell(A)}{2} \, dy = 0 \quad (41)$$

which is equal to $\mathbb{E}[W_1]\mathbb{E}[W_0]$. Therefore, $W_0 \perp W_1$.

3) Approximate Cumulative Distribution Functions of $\hat{x}_0$ and $\hat{y}_0$

Let us assume that $U_1 \triangleq (1 - \alpha)\lambda_p + W_1$, and $U_0 \triangleq (1 - \alpha)\lambda_p + W_0$. Additionally, let $V_1 \triangleq (1 - \alpha)\lambda_p + W_1$. Then, $\hat{x}_0 = \frac{V_1}{U_0}$, and $\hat{y}_0 = \frac{V_1}{U_0}$. Since $U_1 \perp U_0$ and $V_1 \perp U_0$, the random variables $\hat{x}_0$ and $\hat{y}_0$ are approximately distributed as Gaussian random variables for high signal-to-noise ratio as discussed in V-B1. The expressions for $F_{\hat{x}_0}(x), a(x), F_{\hat{y}_0}(y)$ and $a(y)$ are the same as given in (23), (24), (25) and (26), respectively.
Thus, \( \hat{x}_0 \sim \mathcal{N}(\mu_{x_0}, \sigma_{x_0}^2) \), and \( \hat{y}_0 \sim \mathcal{N}(\mu_{y_0}, \sigma_{y_0}^2) \), where

\[
\mu_{\hat{x}_0} \triangleq \frac{\mu_{u_1}}{\mu_{u_0}} = \frac{(1 - \alpha)\lambda_p x_0}{(1 - \alpha)\lambda_p} = x_0, \quad \mu_{\hat{y}_0} \triangleq \frac{\mu_{v_1}}{\mu_{v_0}} = \frac{(1 - \alpha)\lambda_p y_0}{(1 - \alpha)\lambda_p} = y_0, \tag{42}
\]

and we note that \( \hat{x}_0 \) and \( \hat{y}_0 \) are unbiased estimators of \( x_0 \) and \( y_0 \), respectively. Additionally,

\[
\sigma_{\hat{x}_0}^2 = \frac{\sigma_{u_1}^2}{\mu_{u_0}} = \frac{\sigma_{u_0}^2}{\mu_{u_0}}, \quad \sigma_{\hat{y}_0}^2 = \frac{\sigma_{v_1}^2}{\mu_{v_0}} = \frac{\sigma_{v_0}^2}{\mu_{v_0}}, \tag{43}
\]

where \( \sigma_{u_1}^2 = \sigma_{v_1}^2 = \frac{N_0}{12} |A|^2 \) and \( \sigma_{u_0}^2 = \sigma_{v_0}^2 = N_0 |A| \). After a few simplifications, we obtain

\[
\sigma_{\hat{x}_0}^2(x_0) = \frac{N_0 |A|^2}{12(1 - \alpha)^2 \lambda_p^2} \left( 1 + \frac{12x_0^2}{|A|} \right), \quad \sigma_{\hat{y}_0}^2(y_0) = \frac{N_0 |A|^2}{12(1 - \alpha)^2 \lambda_p^2} \left( 1 + \frac{12y_0^2}{|A|} \right). \tag{44}
\]

The correlation between \( \hat{x}_0 \) and \( \hat{y}_0 \) is

\[
\mathbb{E} [\hat{x}_0 \hat{y}_0] = \mathbb{E} \left[ \frac{U_1 V_1}{U_0^2} \right] = \mathbb{E} [U_1 V_1] \mathbb{E} \left[ \frac{1}{U_0^2} \right] = \mathbb{E} \left[ \frac{(1 - \alpha)^2 \lambda_p^2 x_0 y_0 + (1 - \alpha)\lambda_p (x_0 + y_0) W_1 + W_1^2}{U_0^2} \right], \tag{45}
\]

\[
= \left( 1 - \alpha \right)^2 \lambda_p^2 x_0 y_0 + N_0 \frac{|A|^2}{12} \mathbb{E} \left[ \frac{1}{U_0^2} \right], \tag{46}
\]

which implies that

\[
\mathbb{E} [\hat{x}_0 \hat{y}_0] = \left( 1 - \alpha \right)^2 \lambda_p^2 x_0 y_0 + N_0 \frac{|A|^2}{12} \int_{-\infty}^{\infty} \frac{1}{u^2} f_{U_0}(u) \, du, \tag{47}
\]

where \( U_0 \sim \mathcal{N}((1 - \alpha)\lambda_p, N_0 |A|) \). Therefore,

\[
\mathbb{E} [\hat{x}_0 \hat{y}_0] = \left( 1 - \alpha \right)^2 \lambda_p^2 x_0 y_0 + N_0 \frac{|A|^2}{12} \int_{-\infty}^{\infty} \frac{1}{u^2} \frac{1}{\sqrt{2\pi N_0 |A|}} \exp \left( -\frac{(u - (1 - \alpha)\lambda_p)^2}{2N_0 |A|} \right) \, du, \tag{48}
\]

where (48) shows the dependence of the cross-correlation \( \mathbb{E} [\hat{x}_0 \hat{y}_0] \) on \( \alpha \). Even though the integrand in (48) is not integrable, we can get an approximate result for the high signal-to-noise ratio case. For large signal-to-noise ratio \( (\lambda_p \gg N_0) \), the Gaussian distribution in (48) is approximated by a Dirac delta function. Then, for \( 0 < \alpha < 0.9 \), (48) can be rewritten as

\[
\mathbb{E} [\hat{x}_0 \hat{y}_0] \approx (1 - \alpha)^2 \lambda_p^2 x_0 y_0 \int_{-\infty}^{\infty} \frac{1}{u^2} \delta(u - (1 - \alpha)\lambda_p) \, du = (1 - \alpha)^2 \lambda_p^2 x_0 y_0 \frac{1}{(1 - \alpha)^2 \lambda_p^2} \tag{49}
\]

\[
= x_0 y_0, \tag{50}
\]

where \( \delta(\cdot) \) is the Dirac delta function. Hence, we see that for the high signal-to-noise ratio case, \( \hat{x}_0 \) and \( \hat{y}_0 \) are approximately uncorrelated for the continuous array.
The centroid estimator for a continuous has a number of features that make it attractive in terms of optimization. For one, the centroid is unbiased with uncorrelated components (for high signal-to-noise ratio). This implies that the radial distance of the centroid error is zero-mean. In the following sections, we will show that the (average) variance of the centroid error in each dimension is equal, and that the centroid error is approximately Gaussian in each dimension. This implies that the radial error \( R_E \) of the centroid is a Rayleigh distributed random variable. Finally, the expression of the centroid for the continuous array is straightforward (see (37) and (38)) as opposed to the centroid for a discrete array (see (20)) which is a function of number of detectors \( M \).

VI. Gaussian Approximation of Centroid Error for Continuous Arrays

In this section, we argue that the centroid error for a continuous array can be approximated by a Gaussian distribution for a large signal-to-noise ratio. We know that \( \hat{x}_0 = \frac{U_1}{U_0} \) and \( \hat{y}_0 = \frac{V_1}{U_0} \) where \( U_1, U_0 \) and \( V_1 \) are defined in Section V-C3. The quasiGaussian approximation for \( \hat{x}_0 \) and \( \hat{y}_0 \) is furnished by (23) and (25), respectively.

As one notes from (23) and (25), the variance of the quasiGaussian distribution increases monotonically with the absolute value of the argument (\( x \) or \( y \)) since the parameter \( a(x) \) or \( a(y) \) increase monotonically with \( x \) and \( y \). Let us look at the \( x_0 \) case only since the results obtained regarding the analysis of \( x_0 \) will also hold for \( y_0 \). This quasiGaussian distribution is plotted as a function of \( x \) in Fig. 3 by using the following expression:

\[
f_{\hat{x}_0}(x) = \frac{1}{\sqrt{2\pi \sigma_{u_1} \sigma_{u_0} a(x)/\mu_{u_0}}} \exp \left( -\frac{(x - \mu_{u_1}/\mu_{u_0})^2}{2 \left( \sigma_{u_1} \sigma_{u_0} a(x)/\mu_{u_0} \right)^2} \right)
\]  

(51)

Let us denote the Gaussian approximation of (51) by \( f'_{\hat{x}_0}(x) \):

\[
f'_{\hat{x}_0}(x) \triangleq \frac{1}{\sqrt{2\pi \sigma_{u_1} \sigma_{u_0} a(\mu_{u_1}/\mu_{u_0})/\mu_{u_0}}} \exp \left( -\frac{(x - \mu_{u_1}/\mu_{u_0})^2}{2 \left( \sigma_{u_1} \sigma_{u_0} a(\mu_{u_1}/\mu_{u_0})/\mu_{u_0} \right)^2} \right).
\]  

(52)

Additionally, let us denote the actual probability density function of \( \frac{U_1}{U_0} \) by the ratio distribution \( f_U(u) \). The ratio distribution \( f_U(u) \) is plotted by the (normalized) histogram by randomly sampling \( U_1 \) and \( U_0 \) and then computing their ratio. Fig. 3 indicates the histogram of the actual distribution of \( \hat{x}_0 \), the quasiGaussian approximation, and the Gaussian approximation for different values of signal-to-noise ratio. From this figure, we note that the Gaussian and quasiGaussian distributions converge to the histogram as the signal-to-noise ratio grows large.
In this section, we test the normality of the centroid error by an alternative technique. Here, we look at two commonly used statistical tests, namely the Anderson-Darling test and the Shapiro test, in order to check the normality of $\hat{x}_0$ and $\hat{y}_0$. The interested readers may consult [23] and [24] for more details on these tests.

Let $H_0$ be the hypothesis that the sample comes from a normal distribution. In the case of Anderson-Darling test, we have five possible values of significance level and the critical value. We conduct the Anderson-Darling test against this set of five values. The results are tabulated in Table I.

1) Significance Level = 15, Critical Value = 0.538
2) Significance Level = 10, Critical Value = 0.613
3) Significance Level = 5, Critical Value = 0.736
4) Significance Level = 2.5, Critical Value = 0.858
5) Significance Level = 1, Critical Value = 1.021

In case of the Shapiro test, the critical value is set equal to 0.05, and the p-Value is compared against this critical value in order to decide between i) reject $H_0$, or ii) failure to reject $H_0$. As seen in the outcome of the Anderson-Darling test shown in Table I, the test fails to reject the null hypothesis $H_0$.

| Noise Power | Statistic | Conclusion |
|-------------|-----------|------------|
| $N_0 = 0.001$ | 0.415 | Fail to reject $H_0$ for all five cases |
| $N_0 = 0.003$ | 0.487 | Fail to reject $H_0$ for all five cases |
| $N_0 = 0.005$ | 0.554 | Fail to reject $H_0$ for 2, 3, 4 and 5 |
| $N_0 = 0.007$ | 0.613 | Fail to reject $H_0$ for 2, 3, 4, and 5 |
| $N_0 = 0.009$ | 0.663 | Fail to reject $H_0$ for 3, 4, and 5 |
| $N_0 = 0.01$  | 0.687 | Fail to reject $H_0$ for 3, 4, and 5 |

TABLE I: Anderson-Darling Test
| Noise Power | Statistic | p-Value  | Conclusion       |
|-------------|-----------|----------|------------------|
| $N_0 = 0.001$ | 0.977     | 0.418    | Fail to reject $H_0$ |
| $N_0 = 0.003$ | 0.974     | 0.320    | Fail to reject $H_0$ |
| $N_0 = 0.005$ | 0.970     | 0.242    | Fail to reject $H_0$ |
| $N_0 = 0.007$ | 0.968     | 0.191    | Fail to reject $H_0$ |
| $N_0 = 0.009$ | 0.966     | 0.153    | Fail to reject $H_0$ |
| $N_0 = 0.01$  | 0.965     | 0.137    | Fail to reject $H_0$ |

TABLE II: Shapiro Test

that the samples come from a Gaussian distribution given by (52) for most significance level and critical values for the high signal-to-noise ratio scenarios. Moreover, the p-values for the Shapiro test also remain higher than the predefined critical value of 0.05, and this test fails to reject $H_0$ for a range of $N_0$ values as shown in Table II. From the tests conducted in this section, we conclude that the centroid error is roughly distributed as a Gaussian random variable for $\lambda_p = 1$ Watts and $N_0 \leq 0.01$ Watts/mm$^2$.

VII. Bias/Variance Analysis of Centroid Estimator

The mean-square error for the estimation of beam center $(x_0, y_0)$ is given by [25]

$$\text{MSE}(\theta) \triangleq \text{Tr}(C(\theta)) + b^T(\theta)b(\theta),$$

(53)

where $\theta \triangleq \begin{bmatrix} x_0 & y_0 \end{bmatrix}^T$, $C(\theta)$ is the $2 \times 2$ covariance matrix of $\theta$, $b(\theta)$ is the bias vector: $b(\theta) \triangleq \begin{bmatrix} b_{x_0}(x_0) & b_{y_0}(y_0) \end{bmatrix}^T$. The mean-square error is defined as $\text{MSE}(\theta) \triangleq \mathbb{E}\left( (\theta - \hat{\theta})^T(\theta - \hat{\theta}) \right)$.

A. Discrete Array

From (27) and (28), we know that the bias function of a centroid estimator for a discrete array is given by

$$b_{x_0}(x_0) \triangleq \sum_{m=1}^{M} x_m \frac{\Lambda_m}{(1 - \alpha)\lambda_p} - x_0$$

(54)

$$b_{y_0}(y_0) \triangleq \sum_{m=1}^{M} y_m \frac{\Lambda_m}{(1 - \alpha)\lambda_p} - y_0.$$  

(55)

The variance of the centroid estimator for discrete case is given by (30) and (31). Thus, by (53), we have that

$$\text{MSE}(\theta) = \sigma^2_{x_0}(x_0, y_0) + \sigma^2_{y_0}(x_0, y_0) + b^2_{x_0}(x_0) + b^2_{y_0}(y_0).$$

(56)
B. Continuous Array

Since the centroid estimate is unbiased for a continuous array, the error in (10) is zero-mean. In addition to this, \( \hat{x}_0 \) and \( \hat{y}_0 \) are Gaussian and uncorrelated, and therefore, independent\(^6\) for a continuous array. Thus, we have that \( R_0 \) is distributed as a Rayleigh random variable with scale parameter \( \sigma_{R_0} = \sigma_{\hat{x}_0} = \sigma_{\hat{y}_0} \).

We note from (44) that \( \sigma^2_{\hat{x}_0}(x_0) \) and \( \sigma^2_{\hat{y}_0}(y_0) \) are functions of \( x_0 \) and \( y_0 \), respectively. In order to obtain the “average” variance (which we now denote by \( \sigma^2_{\hat{x}_0} \) or \( \sigma^2_{\hat{y}_0} \) to indicate no explicit dependence on \( x_0 \) and \( y_0 \)), we average over the pdf of \( x_0 \) and \( y_0 \). For the sake of simplicity, let us look at only the variance of \( x_0 \) (since the variance of \( y_0 \) will follow in the similar manner). The pdf of \( x_0 \) is a Gaussian density function: \( x_0 \sim N(0, \sigma^2_{\hat{x}_0}) \). Therefore, we have that,

\[
\sigma^2_{\hat{x}_0} \triangleq \int_{-\infty}^{\infty} \sigma^2_{\hat{x}_0}(x_0) f(x_0) dx_0 = \int_{-\infty}^{\infty} \frac{N_0 |A|^2}{12(1 - \alpha)^2 \lambda_p^2} \left( 1 + \frac{12 \sigma^2_{\hat{x}_0}}{|A|} \right) f(x_0) dx_0
\]

\[
= \frac{N_0 |A|^2}{12(1 - \alpha)^2 \lambda_p^2} \left( 1 + \frac{12 \sigma^2_{\hat{x}_0}}{|A|} \right) = \frac{N_0 |A|^2}{12(1 - \alpha)^2 \lambda_p^2} \left( 1 + \frac{12 (\sigma^2_{R_J} + \sigma^2_{R_0})}{|A|} \right)
\]

(57)

\[
= \frac{N_0 |A|^2}{12(1 - \alpha)^2 \lambda_p^2} \left( 1 + \frac{12 (\sigma^2_{R_J} + \sigma^2_{\hat{x}_0})}{|A|} \right),
\]

(58)

where the second equality in (57) comes from the independence of \( R_J \) and \( R_0 \). The independence of these two random variables can be proved quickly. Let us assume that \( f(r_j, r_e) \) is the joint distribution of \( R_J \) and \( R_0 \), and \( f(r_e|r_j) \) is the conditional distribution of \( R_0 \) given \( R_J = r_j \). Additionally, we also know that \( \mathbb{E}[R_J] = \mathbb{E}[R_0] = 0 \). Therefore,

\[
\mathbb{E}[R_J R_0] = \int_{0}^{\infty} \int_{0}^{\infty} r_j r_e f(r_j, r_e) dr_j dr_e = \int_{0}^{\infty} r_j \int_{0}^{\infty} r_e f(r_e|r_j) dr_e f(r_j) dr_j,
\]

(59)

where \( \int_{0}^{\infty} r_e f(r_e|r_j) dr_e = 0 \) since the centroid error is zero mean for a continuous array for any \( r_j \). Thus, it follows that \( \mathbb{E}[R_0 R_J] = 0 = \mathbb{E}[R_J] \mathbb{E}[R_0] \), which implies that \( R_0 \perp R_J \) since both \( R_J \) and \( R_0 \) are Gaussian random variables.

After a few easy manipulations of (58), we have that

\[
\sigma^2_{\hat{x}_0} = \frac{N_0 |A| (|A| + 12 \sigma^2_{R_J})}{12 (|A| + 12 \sigma^2_{R_J} - N_0 |A|)},
\]

(60)

and similarly, it follows that

\[
\sigma^2_{\hat{y}_0} = \frac{N_0 |A| (|A| + 12 \sigma^2_{R_J})}{12 (|A| + 12 \sigma^2_{R_J} - N_0 |A|)}.
\]

\(^6\)The independence follows from the (approximate) Gaussianity of \( \hat{x}_0 \) and \( \hat{y}_0 \).
Finally, because of the unbiasedness of the centroid for a continuous array, we have that

$$\text{MSE}(\theta) = \text{Tr}(C_e) = \text{Tr} \begin{pmatrix} \sigma_{x_0}^2 & 0 \\ 0 & \sigma_{y_0}^2 \end{pmatrix} = \sigma_{x_0}^2 + \sigma_{y_0}^2,$$

(61)

Fig. 4 compares the mean-square error and the bias performance of the centroid estimator as a function of noise parameter $N_0$ and $\rho_t$. The figure indicates the the performance of a discrete array approaches the continuous array as $M \to \infty$. Roughly, the performance is comparable to a continuous array when the number of detectors $M$ is equal to or greater than 16.

In the following section, we will carry out the optimization of error and outage probabilities assuming that the array is continuous. A continuous array leads to an optimization problem formulation that is easier to analyze as compared to discrete arrays. We expect that the optimization results obtained with a continuous array would be roughly the same for a discrete array whose number of detectors $M \geq 16$.

VIII. Optimization Problems

In order to simplify the analysis for the purpose of optimization, we use the “point-detector” approximation for (3) in this paper defined as follows. When $\rho/a \gg 1$, (3) can be approximated by

$$P(R) \approx \int_{R-a}^{R+a} \frac{\lambda_p}{2\pi \rho_d^2} \exp \left( -\frac{(x^2 + y^2)}{2\rho_d^2} \right) \, dy \, dx \approx \alpha \frac{\lambda_p}{2\pi \rho_d^2} \exp \left( -\frac{R^2}{2\rho_d^2} \right) \pi a^2. \quad (62)$$

This approximation gets rid of the double integral in (3) and saves us the extra computational complexity in carrying out the optimization.
Additionally, as discussed towards the end of Section VII, the optimization problem is solved under the assumption that the array is continuous. The area of the array is fixed at 4 mm$^2$, and the single-detector radius $a = 0.05$ mm for all the experiments. The value of $\lambda_p = 1$ Watts and the order of PPM is $M = 8$. Additionally, the value of noise parameter $N_0$ ranges from 0.001 to 0.01 Watts/mm$^2$. This range of values is chosen based on the data available in [19], where the authors have set the noise power equal to $10^{-14}$ Watts/Hz. Let us assume that the bandwidth of the filter is 1 MHz (assuming that the data rate is approximately 1 Megasymbols per second). Then, the resulting noise power is approximately $10^{-8}$ Watts. In our case, the total noise power turns out to be $N_0 \pi a^2$ where the detector radius $a = 0.05$ mm. Hence, the total noise power in our study ranges from approximately $8 \times 10^{-6}$ to $8 \times 10^{-5}$ Watts.

Finally, the optimization is performed by a gradient descent algorithm with a step size of 0.05.

A. Optimization of Probability of Error

1) Uncorrelated Pointing Error

For a high data-rate scheme for which the symbol period $T_s$ is very small, we can assume that $S(R)$ in (5) can be approximated as $S(R) \approx P(R)T_s$. Without loss of generality, we set $T_s = 1$ time unit in order to simplify the analysis. Therefore, we have that $S(R) = P(R)$, and (7) is rewritten as

$$P(e) = \int_0^\infty \left(1 - \left(Q\left(-\frac{\sqrt{2}\sigma}{\sigma_R (\alpha)}\right)\right)^{M-1}\right) f_R(r) \, dr \quad (63)$$

$$= \int_0^\infty \left(1 - \left(Q\left(-\frac{\alpha \lambda_p}{2\pi^2 \sigma_R^2} \exp\left(-\frac{r^2}{2\sigma^2 R(\alpha)}\right)\right)\right)^{M-1}\right) r \sigma_R^2 (\alpha) \exp\left(-\frac{r^2}{2\sigma^2 R(\alpha)}\right) \, dr. \quad (64)$$

In (64), the distribution of $R$ is characterized by a Rayleigh random variable whose scale parameter squared is given by

$$\sigma_R^2 (\alpha) = \sigma_{R_j}^2 + \sigma_{R_e}^2 = \sigma_{R_j}^2 + \frac{N_0 |A| (|A| + 12\sigma_{R_j}^2)}{12 ((1 - \alpha)^2 \lambda_p^2 - N_0 |A|)} \quad (65)$$

since $\sigma_{R_e}^2 = \sigma_{y_0}^2 = \sigma_{y_0}^2$, where $\sigma_{y_0}^2$ is given by (60).

The objective function we want to minimize is the probability of error given by (64).

a) Optimization of $\alpha$:

$$\text{minimize}_{\alpha} \quad P(e)$$

subject to $0 < \alpha < 1$. 

b) Joint Optimization of $\alpha$ and $\rho_d$:

\[
\begin{align*}
\text{minimize} & \quad P(e) \\
\text{subject to} & \quad i) \ 0 < \alpha < 1, \\
& \quad ii) \ \rho_{d_0} < \rho_d < \rho_{d_1}.
\end{align*}
\]

The value of $\rho_{d_0} = 0.1$ mm and $\rho_{d_1} = 0.5$ mm for all the experiments in this paper. The beam radius $\rho_d$ projected on the detector depends on the characteristics of the lens used to focus the beam.

Fig. 5 indicates the probability of error as a function of beam split factor $\alpha$ and beam radius (detection channel) $\rho_d$ for three different values of noise parameter $N_0$. Fig. 6 depicts the probability of error as a function of $\alpha$ for different values of jitter standard deviation $\sigma_R$. We note from these figures that there is a particular value of $\alpha$ and $\rho_d$ that will minimize the probability of error.

Fig. 7 illustrate the variation in optimal values $\alpha^*$ and $\rho_d^*$ as a function of noise parameter $N_0$ for different values of jitter standard deviation $\sigma_R$. We conclude from this figure that the smaller the signal-to-noise ratio, the larger the fraction of energy, $(1 - \alpha)$, that goes into the tracking channel (or the smaller the amount of energy in the data detection channel) in order to minimize the probability of error. Additionally, it follows that a larger jitter corresponds to a smaller signal-to-noise ratio, which again leads to a larger fraction of energy going into the tracking channel for the optimization of error probability. Moreover, in order to minimize the probability of error, a poorer signal-to-noise ratio also leads to the requirement of a more focused beam (a smaller beam radius $\rho_d$) in the data detection channel.
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Fig. 6. This figure shows probability of error as a function of $\alpha$ for different values of jitter standard deviation $\sigma_{RJ}$. The value of other parameters are as follows: noise power is $N_0 = 0.001$ Watts/mm$^2$, beam radius $\rho_d = 0.2$ mm, and $M = 8$.

Fig. 7. This figure shows the plots of jointly optimized parameters, $\alpha^*$ (left) and $\rho_d^*$ (center) as a function of noise power $N_0$ for different values of jitter standard deviation $\sigma_{RJ}$. The figure on the right shows the minimum probability of error as a function of noise power for optimized $\alpha^*$ and $\rho_d^*$.

2) Correlated Pointing Error

In this case, we assume that the $x$ and $y$ components of the jitter are correlated. The more general expression for the probability of error in this case is

$$P(e) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left(1 - Q \left( -\frac{\alpha \frac{\lambda_0}{2\pi \rho_d} \exp \left( -\frac{(x^2+y^2)}{2\rho_d^2} \right) \pi \sigma^2 \right) \right)^{M-1} f_{X_0Y_0}(x,y) \, dx \, dy.$$

where

$$f_{X_0Y_0}(x,y) \triangleq \frac{1}{2\pi \sigma^2_R(\alpha) \sqrt{1-\gamma^2}} \exp \left( -\frac{(x^2+y^2-2\gamma xy)}{2(1-\gamma^2)\sigma^2_R(\alpha)} \right).$$

where $\gamma$ is the correlation coefficient and $\sigma^2_R(\alpha)$ is furnished by (65). In the probability density function represented by (67), we have assumed equal variance in each of the two dimensions: $\sigma^2_X = \sigma^2_Y = \sigma^2_R(\alpha)$.

Fig. 8 shows the effect of correlation coefficient of the pointing error on the minimization of error.
Fig. 8. This figure shows the probability of error as a function of $\alpha$ and $\rho_d$ for the continuous array for different values of correlation coefficient between $x_0$ and $y_0$. The value of noise parameter $N_0 = 0.001$ Watts/mm$^2$, and the jitter variance $\sigma^2_{R_j} = 0.01$ mm. For the plot on left, the beam radius $\rho_d = 0.2$ mm, and for the plot on right, $\alpha = 0.5$.

We see that a larger value of correlation coefficient implies a higher probability of error.

B. Optimization of Probability of Outage

We say that the optical receiver experiences an “outage” if the received signal-to-noise ratio goes below a certain threshold $\Upsilon_{th}$. The signal-to-noise ratio for the point-detector case is

$$\text{SNR} = \frac{P(R)}{N_0 \pi a^2} = \frac{\alpha \lambda}{2 \pi \rho_d^2} \exp \left( \frac{R^2}{2 \rho_d^2} \right),$$

and the outage probability, $P_{out}$, is defined as

$$P_{out} = P \left( \left\{ \frac{\alpha \lambda}{2 \pi \rho_d^2} \exp \left( \frac{-R^2}{2 \rho_d^2} \right) < \Upsilon_{th} \right\} \right) = P \left( \left\{ \exp \left( \frac{-R^2}{2 \rho_d^2} \right) < \frac{\Upsilon_{th} N_0 2 \pi \rho_d^2}{\alpha \lambda_p} \right\} \right)$$

$$= P \left( \left\{ R^2 > 2 \rho_d^2 \left( -\ln \left( \frac{\Upsilon_{th} N_0 2 \pi \rho_d^2}{\alpha \lambda_p} \right) \right) \right\} \right).$$

The quantity $R^2$ is an exponential random variable with mean $2\sigma^2_R$. Thus, $P_{out}$ in this case is the complementary cumulative distribution function of this exponential random variable. Therefore,

$$P_{out} = \exp \left( -\frac{2 \rho_d^2 \left( -\ln \left( \frac{\Upsilon_{th} N_0 2 \pi \rho_d^2}{\alpha \lambda_p} \right) \right)}{2 \sigma^2_R(\alpha)} \right) = \exp \left( \frac{\rho_d^2 \ln \left( \frac{\Upsilon_{th} N_0 2 \pi \rho_d^2}{\alpha \lambda_p} \right)}{\sigma^2_R(\alpha)} \right)$$

where $\sigma^2_R(\alpha)$ is supplied by (65).

Fig. 9 shows the probability of outage as a function of $\alpha$ for different values of noise parameter $N_0$ and threshold $\Upsilon_{th}$. We note from Fig. 10 a similar trend in the optimized values of $\alpha$ and $\rho_d$ as the probability
### C. Optimal Power Allocation for a Fading Channel

In this section, we optimize the power split factor \( \alpha \) for a fading channel. We have considered two types of common fading techniques, the exponentiated Weibull fading and the lognormal fading, that simulate both the strong and weak turbulent regimes via selection of appropriate parameters.

1) **Exponentiated Weibull Fading**

The exponentiated Weibull (EW) distribution has been shown to provide a better fit to the experimental data under weak and moderate turbulence and all aperture averaging conditions when compared to lognormal and Gamma-Gamma distributions [26]. Another attractive property of EW distribution is the
tractable and closed-form expression of its probability density function which is given by

\[ f(z) = \frac{ab}{\eta} \left( \frac{z}{\eta} \right)^{b-1} \exp \left( - \left( \frac{z}{\eta} \right)^b \right) \left( 1 - \exp \left( - \left( \frac{z}{\eta} \right)^b \right) \right)^{a-1} \cdot 1_{[0,\infty)}(z). \] (71)

In (71), \( b \) is a shape parameter that is related to the scintillation index, \( a \) is another shape parameter that depends on the receiver aperture size, and \( \eta \) is the scale parameter. The function \( 1_A(x) \) is the indicator function over some measurable set \( A \).

2) Lognormal Fading

The expression for lognormal fading is given by

\[ f(z) = \frac{1}{\sqrt{2\pi}\sigma z} \exp \left( -\frac{(\ln z + \sigma^2/2)^2}{2\sigma^2} \right) \cdot 1_{[0,\infty)}(z), \] (72)

where \( \sigma \) is known as the scintillation level, and its value typically ranges between 0.1 and 0.5, but will never exceed 0.75 [27].

3) Error and Outage Probabilities

The probability of error for the fading channel is given by

\[ P(e) = \int_0^\infty \int_0^\infty \left( 1 - Q \left( -\frac{\alpha z^2}{2\pi} \exp \left( -\frac{r^2}{2\rho^2} \pi a^2 \right) \right) \right)^{M-1} \frac{r}{\sigma_R^2(\alpha, z)} \exp \left( -\frac{r^2}{2\sigma_R^2(\alpha, z)} \right) f(z) \, dr \, dz \] (73)

where

\[ \sigma_R^2(\alpha, z) = \sigma^2_{RJ} + \frac{N_0 |A| (|A| + 12\sigma^2_{RJ})}{12 ((1 - \alpha)^2z^2 - N_0 |A|)}, \] (74)

and \( f(z) \) is the fading distribution.

The outage probability is given by

\[ P_{\text{out}} = \int_0^\infty \exp \left( \frac{\rho^2}{\sigma^2_R(\alpha, z)} \ln \left( \frac{\chi_{\nu, N_0 2\pi \rho^2}}{\alpha z} \right) \right) f(z) \, dz. \] (75)

Fig. 11 shows the curves for the pdf’s of exponentiated Weibull and lognormal fading for different parameter values. These parameter values are taken from [26] for different fading and aperture averaging conditions. Fig. 12 depicts the probability of error as a function of \( \alpha \) for the two fading distributions. We note from these two figures that harsher fading conditions lead to a smaller optimum \( \alpha \) (more power in
the tracking channel) that will minimize the error probability.

IX. Conclusions

In this paper, we have analyzed the optimal division or allocation of power between beam tracking and data detection channels in a free-space optical receiver. In this regard, we analyzed the error and outage probability optimization under different scenarios of pointing error variance, signal-to-noise ratio values, threshold values (for outage probability) and different fading conditions. The main conclusion from this study is that for large signal-to-noise ratio, most of the power should be diverted to the data detection channel for optimal error and outage probability performance. However, as the signal-to-noise ratio degrades, a higher fraction of received energy should be channeled into the tracking system in order to minimize the error and outage probabilities.
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