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Abstract—This paper presents a small-signal analysis of an islanded microgrid composed of two or more voltage source inverters connected in parallel. The primary control of each inverter is integrated through internal current and voltage loops using PR compensators, a virtual impedance, and an external power controller based on frequency and voltage droops. The frequency restoration function is implemented at the secondary control level, which executes a consensus algorithm that consists of a load-frequency control and a single time delay communication network. The consensus network consists of a time-invariant directed graph and the output power of each inverter is the information shared among the units, which is affected by the time delay. The proposed small-signal model is validated through simulation results and experimental results. A root locus analysis is presented that shows the behavior of the system considering control parameters and time delay variation.
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I. INTRODUCTION

THE growth in the applicability of the microgrid systems is a recent phenomenon, which consist of distributed systems where the sources and the loads are placed locally [1]. The hierarchical control of a microgrid can be organized in three levels, primary, secondary and tertiary control as presented in [2]. The primary control level, based on the droop control method, provides the power sharing between units, but it applies the voltage and frequency deviations according to the load demand. Then, the functions of the voltage regulation and the frequency restoration, which need communication to operate, must be implemented at a secondary control level [2][4]. The tertiary control manages the power flow between the microgrid and the grid, considering the grid-connected operation.

Several strategies for frequency and voltage restoration applied to the microgrid systems have been proposed [4][6]. In order to increase the system reliability by the addition of redundancy, the decentralized controller is preferred over the centralized one [4]. The secondary control can incorporates yet the cooperative characteristic, where each distributed source acts as an agent, which operates together with other agents to achieve a common goal.

In [7] one notes that the distributed secondary control presents an improved performance, considering the communication latency, when compared to the central secondary control. The impact of communication delays on the secondary frequency control in an islanded microgrid is shown in [8]. However, in this case the frequency restoration is implemented in a centralized controller using a proportional integral compensator. In [6], robust control strategies for frequency restoration are implemented considering a variable and unknown time delay in data communication, but in this approach, a centralized secondary control is used, and additionally, the system control incorporates a PLL (Phase Locked Loop) to obtain the frequency at the bus loading.

The time delay effect on the system’s stability has been the topic of investigation in several engineering applications by the use of delay differential equations (DDE). The spectrum analysis of DDE is more complicated than that of ordinary differential equations (ODE). The analytical solution is only possible in simple cases, where numerical approaches are used for practical systems [9][10]. In these cases, the effect of the time delays on power system stability is presented.

This paper presents a small-signal modeling of a microgrid system operating in islanded mode, which presents a distributed control divided into primary and secondary levels. Frequency restoration based on a consensus algorithm is implemented in the secondary control level, which uses a specific control law and a data network. This data network presents a single time delay and its topology can be described using the graph theory.

The contribution of this paper is in its presentation of an approach for building a DDE model for a microgrid with a single load bus, which allows for stability studies, taking into consideration the secondary and primary control parameters, the data network topology and the communication time delay.

The rest of the paper is organized as follows. Section II...
presents the system control scheme. The proposed small-signal model of the system is presented in Section III. In order to validate the proposed model, simulation and experimental results are presented in Section IV. Section V shows that it is a simple task to extend the model over to a system with more inverter units. Details about a communication system with constant time delay and the packet loss are presented in Section VI. Section VII presents the conclusion of the present work.

II. THE CONTROL SCHEME

The complete scheme of the microgrid considered in this work is presented in Fig. 1. The microgrid is composed of an arbitrary number of inverter units. Each unit presents a hierarchical control, which integrates the inner control, the primary control and the secondary control [2].

The inner control is composed of a current loop and an external voltage loop. In both loops Proportional Resonant (PR) controllers are used in $\alpha - \beta$ reference, considering the ideal function represented by (1), where $k_r$ is the proportional gain, $k_{res}$ is the resonant gain and $\omega$ is the frequency of the resonant pole, which in this case is equal to the grid frequency. To keep the resonant pole over the system frequency, the frequency reference provided by the primary control is used for frequency tracking.

$$G_{PR} = k_r + k_{res} \frac{s}{s^2 + \omega^2} \tag{1}$$

In order to improve system stability, a virtual impedance is considered using the same implementation presented in [11], where the voltage drops over the virtual impedance $V_{\alpha \beta}$ and $V_{\alpha \beta}$ are described by (2), being $R_v$ and $L_v$ the virtual resistance and inductance, respectively, and $I_{\alpha}$ and $I_{\beta}$ the inverter output currents in $\alpha - \beta$ reference.

$$\begin{bmatrix} V_{\alpha} \\ V_{\beta} \end{bmatrix} = \begin{bmatrix} R_v & -\omega L_v \\ \omega L_v & R_v \end{bmatrix} \begin{bmatrix} I_{\alpha} \\ I_{\beta} \end{bmatrix} \tag{2}$$

The primary control is based on the droop control method, which is capable of providing the active and reactive power sharing between the units without using communication, that is, only the local measurements are used. This control level is not capable of guaranteeing the equitable power sharing, since it is affected by the possible discrepancy of parameters between units, such as distinct line impedances. Besides that, the load affects the operational frequency and voltage.

The frequency and voltage droops used to control each inverter are described by (3) and (4), respectively, these present the gains $k_p$ and $k_v$. $Q_{eq}$ is reactive power at the equilibrium point, where the inverter operates with the voltage amplitude $E_{eq}$ and a frequency $\omega_{eq}$. $P_{av}$ and $Q_{av}$ are the average active and reactive power measured by a data acquisition system in each inverter. $P_{ref}$ is the power reference of the frequency droop, a differentiated analysis to that presented in [12], where $P_{ref}$ was a constant and equivalent to the active power $P_{eq}$ at the equilibrium point. Here it represents an input variable that will be defined by the secondary control.

$$\omega = \omega_{eq} - k_p (P_{av} - P_{ref}) \tag{3}$$

$$E = E_{eq} - k_v (Q_{av} - Q_{eq}) \tag{4}$$

The algorithms for active and reactive power measuring use a first order low-pass filter with cut-off frequency of $\omega_f$, then the relationships between the instantaneous powers ($p$ and $q$) and average powers ($P_{av}$ and $Q_{av}$) measured by filters are:

$$P_{av} = \frac{\omega_f}{s + \omega_f} p \tag{5}$$

$$Q_{av} = \frac{\omega_f}{s + \omega_f} q \tag{6}$$

In a microgrid system, the frequency restoration and the voltage regulation can be implemented by the secondary control, but a communication data link is necessary. In this work, a decentralized secondary control that performs only the frequency restoration function is presented. The control law implemented in each node of the distributed secondary control is described by (7). The goal of this controller is to eliminate the difference between the power reference of the $i-th$ inverter to the active power supplied by the others, as presented in Section III-C. The idea can be applied to an arbitrary number of units, but for the sake of simplicity, the model and its validation are presented considering only a three node system. Results for twelve-inverter system are presented in Section V. The data link network that connects all units presents a single and constant time delay.

$$P_{ref} = -k_{pri} \int \sum_{j=1}^{n} (P_{ref} - P_{av}) dt \tag{7}$$

III. SMALL-SIGNAL ANALYSIS

In order to facilitate one’s comprehension of the proposed small-signal model, the math development is divided into 5 sections. Initially, the small-signal analysis for the primary control in each inverter is presented. Considering the admittance nodal equation, the connection between the nodes provided by the power network and the loads is analyzed. The consensus algorithm for the secondary control and the data network are presented, on which all links present the same arbitrary time delay. Finally, the complete model is presented. The respective time delay is considered constant in this work. This assumption corresponds to practical real-time digital communication setups, in which inter-processing times of the received packets are made constant, by means of buffering and use of sequence-numbers/time-stamps contained in the packets [13]. In other words, the delay between two packet arrivals, that inevitably varies, can be assumed to be made constant, and the delay assumed in the paper is the upper bound of the total allowed delay in the system, made equal for all communication links. Another communication impairment that arises in practice are the packet losses, which can also account for the cases when the packet delay exceeds the upper bound. This impairment is not included in the
analysis provided in this section. However, in the simulation results presented in Section VI, one also covers this aspect and shows that for a realistic packet loss probability that can be expected in practice, there is no significant difference between the results obtained by simulation and the results obtained by the small-signal model in which the packet loss probability is not included. More details are presented in Section VI.

A. Small-Signal Model for each Inverter Under The Primary Control

Considering the linearization around the equilibrium point specified by \( \omega_{eq}, E_{eq}, P_{eq}, Q_{eq} \) and the measuring filters described by (5) and (6), one can rewrite (3) and (4) as:

\[
\begin{align*}
    s\Delta\omega &= -\omega_f \Delta\omega - k_p \omega_f \Delta p + k_p s \Delta P_{ref} \\
    s\Delta E &= -\omega_f \Delta E - k_v \omega_f \Delta q
\end{align*}
\]  

(8)

It is important to keep in mind that \( P_{ref} \) is a variable, therefore two extra terms are implied in (8) related to the deviation \( \Delta P_{ref} \) and its derivative.

The analytical calculations for the inverter voltage are the same as those presented in [12], those being, the inverter voltage \( \vec{E} \), this can be written using a coordinate system with direct-axis and quadrature-axis:

\[
\vec{E} = e_d + j e_q = E \cos(\delta) + j E \sin(\delta)
\]

(10)

where:

\[
\delta = \arctan\left(\frac{e_q}{e_d}\right)
\]

(11)

It is important to emphasize that \( \delta \) is not the relative phase between output voltages of inverters connected to the system, but it is the absolute inverter voltage phase. Therefore, as one notes in Section IV, a redundant state and an eigenvalue at the origin [12] are implied. Besides this, as developed in [12], the reference voltage of each inverter obtained by the voltage droop is considered as being equal to the inverter output voltage, that is, the inverters are considered as ideal voltage sources.

Linearizing (11) for a given \( e_d \) and \( e_q \) defined by the equilibrium point:

\[
\Delta\delta = \frac{\partial \delta}{\partial e_d} \Delta e_d + \frac{\partial \delta}{\partial e_q} \Delta e_q = m_d \Delta e_d + m_q \Delta e_q,
\]

(12)

where:

\[
m_d = -\frac{e_q}{e_d^2 + e_q^2}, \quad m_q = \frac{e_d}{e_d^2 + e_q^2}
\]

(13)

Since \( \Delta\omega(s) = s\Delta\delta(s) \), then:

\[
\Delta\omega = m_d \Delta e_d + m_q \Delta e_q.
\]

(14)

Considering that (15) defines the amplitude of the inverter voltage, its respective linearization around the equilibrium point can be obtained by equation (16):

\[
E = |\vec{E}| = \sqrt{e_d^2 + e_q^2}
\]

(15)

\[
\Delta E = n_d \Delta e_d + n_q \Delta e_q
\]

(16)

where:

\[
n_d = \frac{e_d}{\sqrt{e_d^2 + e_q^2}}, \quad n_q = \frac{e_q}{\sqrt{e_d^2 + e_q^2}}
\]

(17)

Which implies that:

\[
s\Delta E = n_d s \Delta e_d + n_q s \Delta e_q.
\]

(18)

Solving the equation system formed by (9), (14), (16) and (18), isolating the derivatives \( s\Delta e_d \) and \( s\Delta e_q \), and considering (8), one obtains the state equation (19), which describes the behavior of the states \( \Delta\omega, \Delta e_d, \) and \( \Delta e_q \) of the \( i \)-th inverter in
the neighborhood of the equilibrium point. As one can see, the
input of the state equation includes a term which depends on
the deviation of apparent power that the inverter is supplying,
and the all other terms are related to the reference average
power deviation and its derivative.

\[
\begin{bmatrix}
\Delta \omega_i \\
\Delta v_{di} \\
\Delta v_{qi}
\end{bmatrix} = [M_i] \begin{bmatrix}
\Delta \omega_i \\
\Delta v_{di} \\
\Delta v_{qi}
\end{bmatrix} + [B_{si}] \begin{bmatrix}
\Delta p_i \\
\Delta q_i \\
\Delta \omega_i
\end{bmatrix} + [B_{ri}] \begin{bmatrix}
\Delta P_{refi} \\
\Delta \omega
\end{bmatrix} + [B_{di}] \begin{bmatrix}
\Delta P_{refi} \\
\Delta q_i
\end{bmatrix}
\]

or representatively:

\[
\begin{bmatrix}
\Delta \dot{X}_{si}
\end{bmatrix} = [M_i] \begin{bmatrix}
\Delta X_{si}
\end{bmatrix} + [B_{si}] \begin{bmatrix}
\Delta S_i
\end{bmatrix} + [B_{ri}] \begin{bmatrix}
\Delta P_{refi}
\end{bmatrix} + [B_{di}] \begin{bmatrix}
\Delta P_{refi}
\end{bmatrix}
\]

where:

\[
[M_i] = \begin{bmatrix}
\frac{-\omega_f}{m_q n_d} & \frac{m_q n_d \omega_f}{m_q n_d - m_d n_q} & 0 \\
\frac{m_q n_d \omega_f}{m_q n_d - m_d n_q} & \frac{-\omega_f}{m_d n_q} & 0 \\
0 & 0 & \frac{-\omega_f}{m_d n_q}
\end{bmatrix}
\]

\[
[B_{si}] = \begin{bmatrix}
-k_p \omega_f & 0 \\
0 & \frac{k_p \omega_f}{m_q n_d - m_d n_q} \\
0 & \frac{k_p \omega_f}{m_d n_q}
\end{bmatrix}
\]

\[
[B_{ri}] = \begin{bmatrix}
-k_p \\
0 \\
0
\end{bmatrix}
\]

\[
[B_{di}] = \begin{bmatrix}
k_p \\
0 \\
0
\end{bmatrix}
\]

B. Small-Signal Model for The Entire Microgrid Under The Primary Control

The principle used to develop the model can be applied to
a microgrid with an arbitrary number of nodes. However, in
order to facilitate this development, an islanded microgrid
will be examined; this is composed of three inverters connected in
parallel to a common load bus, as visualized in Fig. 2.

In order to simplify the power network analysis, the effect
of frequency variation over the frequency-dependent loads
will be neglected, that is, the network reactances will be
considered constant. This assumption can be considered rea-
sonable because the droop controllers are designed to apply
low deviations along the system frequency. It is important to
keep in mind that the higher the system frequency range, the
lower the precision of this modeling will be.

Therefore, neglecting the frequency variations, the nodal admittance equation for the islanded microgrid presented in
Fig. 2 can be obtained considering the regular networked
microgrid shown in Fig. 3, where the gray admittances are
null and there is no inverter connected in the load bus.

Hence, the nodal equation of the islanded microgrid is (25),
which in its representative form is (26).

\[
\begin{bmatrix}
\dot{I}_1 \\
\dot{I}_2 \\
\dot{I}_3 \\
\dot{I}_4
\end{bmatrix} = \begin{bmatrix}
Y_{ad} & 0 & 0 & -Y_{ad} \\
0 & Y_{bd} & 0 & -Y_{bd} \\
0 & 0 & Y_{cd} & -Y_{cd} \\
-Y_{da} & -Y_{db} & -Y_{dc} & Y_{da} + Y_{db} + Y_{dc} + Y_{dd}
\end{bmatrix} \begin{bmatrix}
\dot{E}_1 \\
\dot{E}_2 \\
\dot{E}_3 \\
\dot{E}_4
\end{bmatrix}
\]

Fig. 2. Parallel-connected inverters in an islanded microgrid

Fig. 3. Relation Between the Common Load Bus and Regular Networked Microgrids

\[
\begin{bmatrix}
I_{1234}^- \\
\omega
\end{bmatrix} = \begin{bmatrix}
Y
\end{bmatrix} \begin{bmatrix}
E_{1234}^-
\end{bmatrix}.
\]

\[
\begin{bmatrix}
\dot{E}_1 \\
\dot{E}_2 \\
\dot{E}_3 \\
\dot{E}_4
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
Y_{da}/Y_t & Y_{db}/Y_t & Y_{dc}/Y_t & 1
\end{bmatrix} \begin{bmatrix}
\dot{E}_1 \\
\dot{E}_2 \\
\dot{E}_3 \\
\dot{E}_4
\end{bmatrix}
\]

or representatively:

\[
\begin{bmatrix}
E_{1234}^-
\end{bmatrix} = \begin{bmatrix}
T_{4to3}
\end{bmatrix} \begin{bmatrix}
E_{123}^-
\end{bmatrix},
\]

where \( Y_t = Y_{da} + Y_{db} + Y_{dc} + Y_{dd} \).

Then, the admittance nodal equation of the three-inverter
system shown in Fig. 2 is:
where the matrix $[Y_s]$ is the submatrix $(1:3,1:3)$ of the product $[Z][T_{det}]$.

Converting the complex equation (29) to its real form:

$$
\begin{bmatrix}
\Delta i_1 \\
\Delta i_2 \\
\Delta i_3
\end{bmatrix} = 
\begin{bmatrix}
i_{q1} & \frac{G_{11}}{2} & -\frac{G_{12}}{2} & \frac{G_{13}}{2} & \frac{e_{d1}}{2} \\
\frac{G_{11}}{2} & -\frac{G_{12}}{2} & \frac{G_{13}}{2} & \frac{e_{d1}}{2} \\
\frac{G_{12}}{2} & \frac{G_{12}}{2} & -\frac{G_{23}}{2} & \frac{e_{d2}}{2} \\
\frac{G_{13}}{2} & \frac{G_{13}}{2} & \frac{G_{23}}{2} & \frac{e_{d3}}{2} \\
\frac{e_{q1}}{2} & 0 & 0 & \frac{e_{q3}}{2}
\end{bmatrix} 
\begin{bmatrix}
\Delta i_1 \\
\Delta i_2 \\
\Delta i_3
\end{bmatrix}
$$

where:

$$Y_{si} = G_{si} + jB_{sj}. \quad (31)$$

Linearizing (30), one obtains (32).

$$[\Delta i] = [Y_s][\Delta e] \quad (32)$$

Considering the expressions used for calculating the active and reactive power for the $i$-th inverter using a $d$-$q$ orthogonal coordinate system, one has:

$$p_i = e_{di}i_{di} + e_{qi}q_i \quad (33)$$

$$q_i = e_{di}i_{qi} - e_{qi}i_{di} \quad (34)$$

Considering the system presented in Fig. 2 and linearizing (33) and (34), one obtains (35), which describes the deviations of the active and reactive power around the equilibrium point.

Equation (35) can be written representatively as:

$$[\Delta S] = [I_s][\Delta e] + [E_s][\Delta i]. \quad (36)$$

Substituting (32) into (36), then:

$$[\Delta S] = ([I_s] + [E_s][Y_s]) [\Delta e]. \quad (37)$$

The state equation that represents the system shown in Fig. 2 can be derived from (19), this represents each inverter separately. Thus resulting in the state equation (38).
represented by (46) 

\[ \dot{x} = -C(D_g - A_g)x = -CLx \]  

(46)

\[ L = D_g - A_g. \]  

(47)

In this case, the distributed control law can be represented by (48), considering an unweighted graph, where \( C \) is a constant called the diffusion constant, which affects the convergence rate [16].

\[ P_{refi} = -C \int \sum_{j=1}^{n}(P_{avi} - P_{avj}) dt \]  

(48)

The consensus algorithm implemented using the distributed controller represented by (48) is capable of keeping the equitable active power sharing in spite of load variation, but it does not guarantee the operation at the nominal frequency. Therefore, in order to meet both requirements, in this work the control law for the secondary control implemented in each inverter is described by (49), which corresponds to the distributed controller implemented in the multi-agent system represented by the graph in Fig. 4, where \( k_{pri} \) is the integral gain of the controller in each inverter.

\[ P_{refi} = -k_{pri} \int \sum_{j=1, j \neq i}^{n}(P_{refj} - P_{avj}) dt \]  

(49)

C. Small-Signal Model for The Entire Microgrid Under The Secondary Control

The goal of the secondary control in this work is to keep the system frequency over the nominal value in spite of the load variation, but concomitantly keeping the equitable active power sharing, that is, its function is the frequency restoration. Thus, in order to perform this function, the secondary control modifies the power reference \( P_{refi} \) of the frequency droop in each inverter.

The islanded microgrid presented in Fig. 2 can be considered as a power network where there is a consensus to provide the power sharing, and where the frequency and voltage droops are the distributed controllers. This consensus keeps the system stable and in steady state all inverters operate at the same frequency, not necessarily the nominal frequency. The load sharing and the equilibrium frequency depend on the load and the setpoints of the reference power in each inverter. Thus, another network will be used for implementing the frequency restoration that being a data link network. This new network can be presented in several topologies. A strongly connected example [14] is shown in Fig. 4, where only three inverters are considered.

The data link network in Fig. 4 is a directed graph where the inverters are the vertices and the directional data links are the edges. In this work, a not strongly connected directed network will be considered, so the data links shown in gray will be neglected. Thus, the adjacency matrix \( A_g \) and the degree matrix \( D_g \) of the directed graph presented in Fig. 4 are:

\[ A_g = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad D_g = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]  

(45)

It is possible to implement different types of consensus algorithm into the secondary control level. For example, to implement the active power sharing an average-consensus algorithm can be used. This kind of consensus can be represented by (46) [14]–[16], where \( x \) is the state vector of the system, \( L \) is the Laplacian matrix of the graph defined by (47).

\[ \Delta X_g = ([M_x] + [B_{sa}] ([I_a] + [E_a] [Y_a]) [K_a]) \Delta X_g + [B_{rs}] [\Delta P_{ref_s}] + [B_{ds}] [\Delta P_{ref_s}] \]  

(44)

The terms to be included in the summation presented in (49) depend on the topology of the data link network, that is, the existence of an outgoing edge from vertex \( i \), which is incident on vertex \( j \), implying the term \((P_{refi} - P_{avj})\) in the summation. It is assumed that all vertex has at least one incoming edge, which implies that all distributed controllers have at least one term in the summation. Then, considering the data link network as the graph described by the green line edges (Fig. 4), the linearization of the control law shown in (49) is:

\[
\begin{aligned}
\left[ \Delta P'_{ref1} \\
\Delta P'_{ref2} \\
\Delta P'_{ref3}
\right] &=
\begin{bmatrix}
-\frac{k_{pri}}{2} & 0 & 0 \\
0 & \frac{k_{pri}}{2} & 0 \\
0 & 0 & \frac{k_{pri}}{2}
\end{bmatrix}
\begin{bmatrix}
\frac{1}{2} & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & \frac{1}{2}
\end{bmatrix}
\left[ \Delta P'_{ref1} \\
\Delta P'_{ref2} \\
\Delta P'_{ref3}
\right]
\end{aligned}
\]

(50)

or in its representative form:

\[ [\Delta P_{ref_s}] = -[k_{prs}] [D_g] [\Delta P_{ref_s}] + [k_{prs}] [A_g] [\Delta P_{av}]. \]  

(51)

If a distinct graph is considered with different edges from those highlighted in Fig. 4, to obtain a new control law, it is necessary only to change the degree matrix \( D_g \) and adjacency matrix \( A_g \) in (51). It is important to emphasize that no loop is considered in the network graph, that is, the term \( P_{refi} - P_{avj} \) is not presented in the summation of (49). This would be an option for keeping the nominal frequency in case of only one inverter or vertex remaining in operation, but in fact, no consensus is necessary if only one vertex is presented, since the nominal frequency could be imposed by the controller. Thus, as the loops are not considered in simple graphs, they will not be considered here either.

\[ \left[ \Delta X_g \right] = \left( \left( \left[ M_x \right] + \left[ B_{sa} \right] \left( \left[ I_a \right] + \left[ E_a \right] \left[ Y_a \right] \right) \left[ K_a \right] \right) \left[ \Delta X_g \right] + \left[ B_{rs} \right] \left[ \Delta P_{ref_s} \right] + \left[ B_{ds} \right] \left[ \Delta P_{ref_s} \right] \right) \]  

(44)

\[ \dot{x} = -C(D_g - A_g)x = -CLx \]  

(46)
D. Time Delay on The Secondary Control

Equation (51) represents the distributed controller in each inverter if no time delay is present in the data communication link. However, in this work, a constant time delay $t_d$ will be considered in each data communication link represented by the edges on the network graph. Then, (52) must replace (51).

$$\Delta P_{ref}(t) = -[k_{prs}] D_g \Delta P_{ref}(t) + [k_{prs}] A_g \Delta P_{av}(t - t_d).$$

(52)

Substituting (52) in (44), it is possible to eliminate the input derivative term in the small-signal model for the islanded microgrid under the primary level control. Then, after some algebraic manipulations:

$$\Delta X_s(t) = (\begin{bmatrix} [M_s] + [B_{ss}] \left( [I_s] + [E_s] \left[ Y_s \right] \left[ K_e \right] \right) \Delta X_s(t) \\
\left( [B_{rs}] - [B_{ds}] \left[ k_{prs} \right] \left[ D_g \right] \right) \Delta P_{ref}(t) \\
\left( [B_{ds}] \left[ k_{prs} \right] \left[ A_g \right] \right) \Delta P_{av}(t - t_d) \end{bmatrix}) \Delta X_s(t).$$

(53)

It is important to keep in mind that the states in vector $\Delta X_s$ and vector $\Delta P_{ref}$ imply local feedbacks and no data communication link is necessary. Only the inverter output power measurement is sent from one vertex to the other using the data communication link, which is affected by the time delay $t_d$.

According to (5) the relation between the deviations from average active power and instantaneous power in each inverter that integrates the network is:

$$\begin{bmatrix} \dot{\Delta P}_{av1} \\
\dot{\Delta P}_{av2} \\
\dot{\Delta P}_{av3} \end{bmatrix} = \begin{bmatrix} \omega f_1 & 0 & 0 \\
0 & \omega f_2 & 0 \\
0 & 0 & \omega f_3 \end{bmatrix} \begin{bmatrix} \Delta P_{av1} \\
\Delta P_{av2} \\
\Delta P_{av3} \end{bmatrix} + \begin{bmatrix} \omega f_1 & 0 & 0 \\
0 & \omega f_2 & 0 \\
0 & 0 & \omega f_3 \end{bmatrix} \begin{bmatrix} \Delta p_1 \\
\Delta p_2 \\
\Delta p_3 \end{bmatrix}.$$  

(54)

Or representatively:

$$\begin{bmatrix} \dot{\Delta P}_{av}(t) \end{bmatrix} = -[\omega f_s] \Delta P_{av}(t) + [\omega f_s] \Delta P_{av}(t).$$

(55)

It is possible to represent the vector $\Delta P_{av}$ as a function of the vector $\Delta S$, thus it follows that:

$$\begin{bmatrix} \Delta p_1 \\
\Delta p_2 \\
\Delta p_3 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} \Delta P_{av1} \\
\Delta P_{av2} \\
\Delta P_{av3} \end{bmatrix}.$$  

(56)

which in its representational form is:

$$\Delta P_{av} = [k_{ps}] \Delta S.$$  

(57)

E. Small-Signal Model for The Entire System - a DDE Model

Considering (52), (53) and (58), it is possible to write the state equation (59) which corresponds to the small-signal model for the whole system, where the vectors $\Delta X_s$, $\Delta P_{av}$ and $\Delta P_{ref}$ are the components of the new state vector $\Delta X$.

The small-signal model represented by (59) can be expressed representatively as (60), where $\phi(t)$ is the initial history function. Equation (60) belongs to the class of DDE with a single delay [17].

$$\begin{cases} \Delta X(t) = A \Delta X(t) + \Delta P_{av}(t - t_d); \quad t > 0 \\
\Delta X(t) = \phi(t); \quad t \in [-t_d, 0] \end{cases}$$  

(60)

The characteristic equation for the system described in (60) is:

$$\text{det}(-sI + A + A_d e^{-st_d}) = 0.$$  

(61)

Equation (61) has infinite solutions, which implies that the systems represented by (60) have an infinite number of eigenvalues [18]. Different approaches have been proposed to handle DDE's, considering analytical solutions [19] or numerical solutions [20].

The spectrum of scalar single delay DDE’s can be determined using the Lambert $W$ function [19]. The results from the scalar case can be extended to the non-scalar cases when the matrices $A$ and $A_d$ are simultaneously triangularizable, otherwise, the solution based on the Lambert $W$ function is not applicable to the arbitrary DDE [17]. Unfortunately, the matrices $A$ and $A_d$ of the system expressed by (59) are not simultaneously triangularizable.

In the present work, in order to analyze the spectrum of the single delay DDE expressed by (59), a numerical approach encountered in [21] is used, with the respective Matlab code as presented in [17]. The solution of the DDE is obtained by the Matlab dde23 function.

IV. SIMULATION AND EXPERIMENTAL RESULTS

In order to validate the proposed small-signal model, a number of simulations and experiments were performed considering the islanded microgrid presented in Fig. 2, defined by the parameters shown in Table I. Each node is composed of a three-phase inverter with the control scheme as presented in Section II. The reader has to keep in mind that the inverter internal controllers are neglected in the proposed small-signal model. The value of transmission line impedance for the inverter 1 was considered twice the value of the impedance of the other inverters for increasing the degree of generalization.

The data communication links used in the simulations are represented by the highlighted edges shown in Fig. 4. The time delay in simulations were implemented using a pure delay block $e^{-t_d s}$.

Each results’ graph presents four curves identified as Model, Sim1, Sim2 and Exp in the graph legend, which corresponds to the following results:

Model This curve corresponds to the solution of the DDE, which is a linear time-invariant system with delay.
This curve is an experimental result obtained from the Matlab/Simulink simulation of the nonlinear system modelled in the lab prototype, as seen in Fig. 5. The inner and outer control loops were implemented, except the internal controllers, the virtual impedances and the LC output filters were included in the circuit simulator. The effect of the pulse width modulation was neglected.

**Exp** This curve is an experimental result obtained from the lab prototype, as seen in Fig. 5. The inner loops, primary and secondary control loops were modelled in the Matlab/Simulink and then the respective code was programmed into a dSPACE 1006 to control the three Danfoss FC302 converters. The three-unit system was powered by a Regatron GSS DC power supply. Finally, the output power and frequency of the converters were locally monitored by the dSPACE Control Desk. The inverter switching frequency was 10kHz.

In order to maintain the same comparison basis in our analysis and as the virtual impedance represents an element connected in series with the actual line impedance, both values were added to represent the inverter connection impedance to obtain the **Model** and **Sim1** results. This was due to the fact that the virtual impedance concept was only included in the inverter controllers for **Sim2** and **Exp** results.

The results correspond to a transient situation between two
steady states, defined by Load 1 and Load 2 (see Table I). Initially the system is considered as being in the steady state, as defined by the connection of Load 1. This situation implies a constant historical function for all states \( \Delta X(t) = \phi(t) = constant, t \in [-t_d, 0] \) and a load flow is implemented to calculate this initial condition. Then, Load 2 is connected in parallel with Load 1 and the system moves to the new steady state, which consists of the equilibrium point shown in Table I. A new load flow is implemented to calculate this equilibrium point, where the parameters are used to calculate the small-signal model constants.

Fig. 6 shows the behavior of the frequency of the three inverters during the transient, considering two distinct values for the time delay \( t_d \) in the data communication link. The frequencies were obtained by the small-signal model, by the simulations (\( Sim1=\text{ideal inverters}, Sim2=\text{real inverters} \)), as well as by the experiment. The calculations for the model were obtained through the dde23 Matlab function. One notes there exists a perfect agreement between the model and simulation (Sim1), where the inverter internal dynamics is neglected. Even considering the inverter internal dynamics, the agreement between the model, simulation (Sim2) and the experimental result (Exp) is very good, which shows that the inverter internal dynamics does not affect the interaction between nodes significantly and it is reasonable therefore, to neglect this interaction in the stability studies of the microgrid.

When the load is changed, the primary control responds fast and moves the frequency of the system in order to keep the system stable and to provide load sharing. The secondary control provides the frequency restoration to the nominal value as we can see in Fig. 6. At the time delay \( t_d = 200 \text{ms} \), the system almost achieves the new equilibrium frequency, and then, even with this delay, the secondary control starts the frequency restoration.

The root locus plot of the system considering the time delay \( t_d \) variation from 0 to 200 ms is presented in Fig. 7, which is focused upon the rightmost eigenvalues. The finite set of eigenvalues represented by the blue stars corresponds to the system spectrum if no time delay is considered, then in this case, the system is represented by an ODE as shown by (62), where the \( \phi(t_0) \) is the initial condition and the historical function is no longer necessary.

\[
\begin{align*}
\Delta X(t) &= (A + A_d)\Delta X(t); \quad t > 0 \\
\Delta X(t_0) &= \phi(t_0); \quad t_0 = 0 
\end{align*}
\tag{62}
\]

This root locus in Fig.7 corresponds to a numerical approximation, as it is an arduous task to determine the exact values...
of eigenvalues in DDE systems, mainly in the case of the presented model where $A$ and $A_d$ do not commute, that is, they are not simultaneously triangularizable. An error analysis for this numerical approach is presented in [17] for a system with an analytical solution, then it is expected that the root locus presented in Fig. 7 corresponds to a well-defined accuracy. It is noted that the system maintains stability in spite of the variation of the time delay over the considered range. As the large time delay in communication implies a low exponential decay in the system’s answer, the low frequency modes move toward imaginary axis on the root locus graph, but they do not cross it.

V. EXTENSION OF THE PROPOSED MODEL

For the sake of simplicity, a three-inverter system was considered for presenting the math developed for the proposed model and the respective validation by simulation and experimental results, as presented in Section III and IV, respectively. The proposed model can be extended in a straightforward manner to represent a microgrid with more inverters connected. For each new inverter, the model order will be increased by 5.

In order to show an example of the model extension, in this Section, a twelve-inverter system was considered with the same droop gains presented in Table I. In order to increase the degree of generalization, each inverter was connected to a distinct transmission line, with inductances in the range of 0.95 to 3.6$mH$. Across all results presented in this Section, a communication time delay $t_d$ of 200$ms$ was considered.

In Fig. 8 the frequency of each inverter is shown during the frequency restoration process, when $Load2(40Ω)$ is connect in parallel with $Load1(40Ω)$. This is the result of the respective 60$Hz$ order model. In this case, a regular data communication network was used, that is, all edges in the respective twelve vertex graph are presented, which implies a fast convergence in the consensus algorithm.

VI. CONSTANT TIME DELAY AND PACKET LOSS IN A COMMUNICATION SYSTEM

In practice, it can be expected that a digital communication system will be used for the communication among the units. In this case, besides measurement information, packets also carry control information, which typically includes sequence numbers and/or timestamps [13], [22]. By means of buffering and inspecting sequence-numbers/timestamp information, one can insure that the receiver processes the packets received from its peers in the order that enforces equal delay on the links. This technique is commonly used in real-time communication systems, like PDH, SDH, VoIP, teleconferencing etc. Further, the buffer delay is simply incorporated in the total delay. In this sense, the delay used in the analysis in the paper could be considered as an upper limit of the total delay, made equal for all links by using standard communication techniques.

A series of experiments conducted in our lab showed that, for an off-the-shelf WiFi equipment, the duration of the packet containing measurements is markedly less than 1$ms$, and the packet generation rate is of the order 1–5$ms$, which includes the transition from receiving to transmitting state. In a scenario with ca. 10 stations, all-to-all communication and scheduled access, this implies that the frequency of secondary control can be made of the order of 50–100$Hz$.

In order to evaluate the performance of the secondary control considering an actual communication link, the twelve-inverter system presented in Section V was simulated in the same transient situation. The sampling frequency of the

| Variable                                      | Value | Unit |
|-----------------------------------------------|-------|------|
| Inverter LC filter - inductor                 | 1.8   | $mH$ |
| Inverter LC filter - capacitor                | 27.0  | $μH$ |
| Load 1 = Load 2                               | 119 + j0 | $Ω$ |
| Line transmission - inverter 1                | 0.2 + j1.131 | $Ω$ |
| Line transmission - inv. 2 and 3              | 0.1 + j0.566 | $Ω$ |
| Measuring filter cut-off frequency            | $314.05$ | rad/s |
| Frequency droop coefficient ($k_{p1} = k_{p2} = k_{p3}$) | 0.0004 | rad/s/$W$ |
| Voltage droop coefficient ($k_{p1} = k_{p2} = k_{p3}$) | 0.0005 | V/var |
| Freq. restoration integral gain ($k_{pr1} = k_{pr2} = k_{pr3}$) | 5 | W/$s$ |
| Current PR controller                          |       |      |
| Proportional gain ($k_{pr}$)                  | 0.06  | $A/V$ |
| Resonant gain ($k_{res}$)                     | 40.0  | $A/V$ |
| Virtual resistance ($R_v$)                    | 1.5   | $Ω$  |
| Virtual inductance ($L_v$)                    | 4     | $mH$ |
| Apparent power                                |       |      |
| Inverter 1 ($P_1 + jQ_1$)                     | 442.5 $-$ j9.7 | $VA$ |
| Inverter 2 ($P_2 + jQ_2$)                     | 442.5 + j8.6 | $VA$ |
| Inverter 3 ($P_3 + jQ_2$)                     | 442.5 + j8.6 | $VA$ |
| Inverter 1 output voltage ($E_1$)             | 230.0 $≤$0 | V (rms), rad |
| Inverter 2 output voltage ($E_2$)             | 229.9$9_{2} ≤$0.0018 | V (rms), rad |
| Inverter 3 output voltage ($E_3$)             | 229.9$9_{3} ≤$0.0018 | V (rms), rad |
| Nominal frequency ($\omega$)                  | 314.159 | rad/s |
| Switching frequency                           | 10    | kHz  |
secondary control was tuned to $50\,\text{Hz}$, which is a rate that could be supported by off-the-shelf equipment and considered communication setup. It was also incorporated a packet loss probability of $10^{-2}$, which can be assumed to hold for $2\,\text{Mb/s}$ WiFi links in rural scenarios [23]. Fig. 9 shows the angular frequency of each inverter of the twelve-inverter system in the scenario described above. Compared with the result presented in Section V, Fig. 8, one observes a good agreement. This last result shows that the usage of a realistic communication system, including the techniques mentioned above, implies no significant difference in the system behavior.

VII. CONCLUSION

This work presented the small-signal analysis for a microgrid system using the droop control method in the primary control and a frequency restoration function in the secondary control, where the respective communication data link was submitted to a single and constant time delay.

The secondary control was implemented in a distributed mode, considering a consensus algorithm. The data network can be considered in different configurations, which can be easily set into the proposed small-signal model. The proposed small-signal model allowed for the stability analysis of a given microgrid, and it was possible to conclude that a single and constant time delay in the communication data link does not cause instability over the presented system.

In short, this work presents a starting point for future research, since it shows a direction for dealing with time delays in the secondary control of microgrids when one considers more realistic data communication links. The assumption of a constant time delay is reasonable, even when an actual communication system is used. The typical sampling rate and the packet loss observed in these communication systems do not affect the performance of the secondary control in the studied microgrid.

REFERENCES

[1] J. M. Guerrero, J. Matas, L. G. de Vicuña, M. Castilla, and J. Miret, “Decentralized control for parallel operation of distributed generation inverters using resistive output impedance,” IEEE Trans. Ind. Electron., vol. 54, no. 2, pp. 994–1004, Apr. 2007.
[2] J. M. Guerrero, J. C. Vasquez, J. Matas, L. G. de Vicuña, and M. Castilla, “Hierarchical control of droop-controlled ac and dc microgrids - a general approach toward standardization,” IEEE Trans. Ind. Electron., vol. 58, no. 1, pp. 158–172, Jan. 2011.
[3] A. Bidram, A. Davoudi, F. L. Lewis, and J. M. Guerrero, “Distributed cooperative secondary control of microgrids using feedback linearization,” IEEE Trans. Power Syst., vol. 28, no. 3, pp. 3462–3470, 2013.
[4] J. W. Simpson-Porco, Q. Shafee, F. D’Rffer, J. C. Vasquez, J. M. Guerrero, and F. Bullo, “Secondary frequency and voltage control of islanded microgrids via distributed averaging,” IEEE Trans. Ind. Electron., 2015.
[5] F. Guo, C. Wen, J. Mao, and Y.-D. Song, “Distributed secondary voltage and frequency restoration control of droop-controlled inverter-based microgrids,” IEEE Trans. Ind. Electron., vol. 62, no. 7, pp. 4355–4364, Jul. 2015.
[6] C. Ahumada, R. Cardenas, D. Saez, and J. Guerrero, “Secondary control strategies for frequency restoration in islanded microgrids with consideration of communication delays,” IEEE Trans. Smart Grid, no. 99, Aug. 2015.
[7] Q. Shafee, J. M. Guerrero, and J. C. Vasquez, “Distributed secondary control for islanded microgrids - a novel approach,” IEEE Trans. Power Electron., vol. 29, no. 2, pp. 1018–1030, Feb. 2014.
[8] S. Liu, X. Wang, and P. X. Liu, “Impact of communication delays on secondary frequency control in an islanded microgrid,” IEEE Trans. Ind. Electron., vol. 62, no. 4, pp. 2021–2031, Apr. 2015.
[9] F. Milano and M. Anghel, “Impact of time delays on power system stability,” IEEE Trans. Circuits Syst., vol. 59, no. 4, pp. 889–900, Apr. 2012.
[10] H. Jia, N. Guangyu, S. T. Lee, and P. Zhang, “Study on the impact of time delay to power system small signal stability,” in IEEE Mediterranean Electrotechnical Conference, 2006, pp. 1011–1014.
[11] J. He and Y. W. Li, “Analysis, design, and implementation of virtual impedance for power electronics interfaced distributed generation,” IEEE Trans. Ind. Appl., vol. 47, no. 6, Nov. 2011.
[12] E. A. A. Coelho, P. C. Cortizo, and P. F. D. Garcia, “Small signal stability for parallel-connected inverters in standalone ac supply systems,” IEEE Trans. Ind. Appl., vol. 38, no. 2, pp. 533–542, March-April 2002.
[13] H. Schulzirine, S. Casner, R. Frederick, and V. Jacobson, “Rtp: A transport protocol for real-time applications,” The Internet Engineering Task Force - https://tools.ietf.org/html/rfc3550, Tech. Rep., 2003.
[14] R. Olfati-Saber and R. M. Murray, “Consensus problems in networks of agents with switching topology and time-delays,” IEEE Trans. Aut. Control, vol. 49, no. 9, pp. 1520–1533, Sep. 2004.
[15] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and cooperation in networked multi-agent systems,” Proc. IEEE, vol. 95, no. 1, pp. 215–233, Jan. 2007.
[16] L.-Y. Lu and C.-C. Chu, “Consensus-based droop control synthesis for multiple power converters in lossy micro-grids,” in Asia-Pacific Power and Energy Engineering Conference (APPEEC 2013), Dec. 2013, pp. 1–6.
[17] E. Jarlebring, “The spectrum of delay-differential equations: numerical methods, stability and perturbation,” Ph.D. dissertation, Inst. Comp. Math, TU Braunschweig, 2008.
[18] E. Jarlebring and T. Damm, “The Lambert W function and the spectrum of some multidimensional time-delay systems,” Automatica, vol. 43, no. 12, pp. 2124–2128, 2007.
[19] S. Yi, A. G. Ulsoy, and P. W. Nelson, “Solution of systems of linear delay differential equations via laplace transformation,” in Proceedings of the 45th IEEE Conference on Decision and Control, Dec. 2006, pp. 2535 – 2540.
[20] A. Bellen and S. Maset, “Numerical solution of constant coefficient linear delay differential equations as abstract cauchy problems,” Numerische Mathematik, vol. 84, no. 3, pp. 351–374, Jan. 2000.
[21] D. Breda, S. Maset, and R. Vermiglio, “Pseudospectral approximation of eigenvalues of derivative operators with non-local boundary conditions,” Applied Numerical Mathematics, vol. 56, no. 3–4, pp. 318–331, 2006.
[22] J. Postel, “User datagram protocol,” The Internet Engineering Task Force - https://tools.ietf.org/html/rfc768, Tech. Rep., 1980.
[23] P. Barocchi, G. Olieri, and F. Potorti, “Frame error model in rural Wi-fi networks,” in 5th International Symposium on Modeling and Optimization in Mobile, Ad Hoc and Wireless Networks and Workshops, 2007. [Online]. Available: http://fy.isti.cnr.it/pub/papers/pdf/Rural-model-Winmee07.pdf