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Abstract: We investigate the diffusion asymptotics of the Boltzmann equation for gaseous mixtures, in the perturbative regime around a local Maxwellian vector whose fluid quantities solve a flux-incompressible Maxwell–Stefan system. Our framework is the torus and we consider hard-potential collision kernels with angular cutoff. As opposed to existing results about hydrodynamic limits in the mono-species case, the local Maxwellian we study here is not a local equilibrium of the mixture due to cross-interactions. By means of a hypocoercive formalism and introducing a suitable modified Sobolev norm, we build a Cauchy theory which is uniform with respect to the Knudsen number \(\varepsilon\). In this way, we shall prove that the Maxwell–Stefan system is stable for the Boltzmann multi-species equation, ensuring a rigorous derivation in the vanishing limit \(\varepsilon \to 0\).
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1. Introduction

The multi-species Boltzmann system is an extension of the standard Boltzmann mono-species equation [22, 23, 50], adapted to the case where the particles constituting the rarefied gas are of different kinds. More precisely, a gaseous mixture composed of \( N \geq 2 \) different species of chemically non-reacting monoatomic particles, having atomic masses \((m_i)_{1 \leq i \leq N}\) and evolving on the 3-dimensional torus \( \mathbb{T}^3 \), can be modelled by means of a distribution function \( F = (F_1, \ldots, F_N) \), where \( F_i = F_i(t, x, v) \) describes the evolution of the \( i \)-th species of the mixture and satisfies, for any \( 1 \leq i \leq N \), the equation of Boltzmann type

\[
\partial_t F_i + v \cdot \nabla_x F_i = Q_i(F, F) \quad \text{on } \mathbb{R}_+ \times \mathbb{T}^3 \times \mathbb{R}^3,
\]

with a given initial data

\[
F_i(0, x, v) = F^\text{in}_i(x, v), \quad x \in \mathbb{T}^3, \quad v \in \mathbb{R}^3.
\]

We mention in particular that one can derive this type of equations from Newtonian mechanics, at least formally, in the case of a single species gas [22, 23]. The rigorous derivation of the mono-species Boltzmann equation from Newtonian laws has by now only been proved locally in time (see [38, 39, 41] and, more recently, [29, 46]).

Throughout the article, \( N \)-vectors (or vector-valued functions) will be denoted by bold letters, while the corresponding indexed letters will indicate their components. For example, \( \mathbf{W} \) represents the vector or vector-valued function \( (W_1, \ldots, W_N) \).

The Boltzmann operator \( Q = (Q_1, \ldots, Q_N) \) is given for any \( 1 \leq i \leq N \) by

\[
Q_i(F, F) = \sum_{j=1}^{N} Q_{ij}(F_i, F_j),
\]

where \( Q_{ij} \) models the interactions between particles of either the same \( (i = j) \) or of different \( (i \neq j) \) species and is local in time and space. We focus on binary and elastic collisions, meaning that if two particles of different species of respective atomic masses \( m_i \) and \( m_j \) collide with velocities \( v' \) and \( v'_* \), then the shape of their post-collisional velocities \( v \) and \( v_* \) is prescribed by the conservation of momentum and kinetic energy

\[
m_i v + m_j v_* = m_i v' + m_j v'_*, \quad \frac{1}{2} m_i |v|^2 + \frac{1}{2} m_j |v_*|^2 = \frac{1}{2} m_i |v'|^2 + \frac{1}{2} m_j |v'_*|^2. \tag{1.2}
\]

We point out that, unlike the mono-species case where \( N = 1 \) and so \( m_i = m_j = m \), we can see here an asymmetry in the role played by \( v \) and \( v_* \), due to the different masses of the species. This issue will be of primary interest in our work. The bi-species collision operators then read, for any \( 1 \leq i, j \leq N \),

\[
Q_{ij}(F_i, F_j)(v) = \int_{\mathbb{R}^3 \times S^2} B_{ij}(|v - v_*|, \cos \theta) \left[ F'_i F'^*_j - F_i F'^*_j \right] d v_* d \sigma,
\]

where \( B_{ij} \) is the bi-species collision kernel.
where the shorthand notations $F_i' = F_i(v')$, $F_i = F_i(v)$, $F^*_j = F_j(v'_*)$ and $F_j^* = F_j(v_*)$ are used with the definitions

$$
\begin{align*}
&v' = \frac{m_i v + m_j v_*}{m_i + m_j} + \frac{m_j}{m_i + m_j} |v - v_*| \sigma, \\
v_*' = \frac{m_i v + m_j v_*}{m_i + m_j} - \frac{m_i}{m_i + m_j} |v - v_*| \sigma,
\end{align*}
$$

and

$$
\begin{align*}
&F_{ij}^* = F_j(v'_*), \\
&F_{ij} = F_j(v_*),
\end{align*}
$$

are used with the definitions

$$
\begin{align*}
&v = \frac{m_i v + m_j v_*}{m_i + m_j}, \\
&v_* = \frac{m_i v + m_j v_*}{m_i + m_j}.
\end{align*}
$$

In particular, the cross-sections $B_{ij}$ model the physics of the binary collisions between particles. Here we shall focus on cutoff Maxwellian, hard-potential and hard-sphere collision kernels. Namely, let us make the following assumptions on each $B_{ij}$, $i$ and $j$ being fixed.

(H1) It satisfies a symmetry property with respect to the interchange of both species indices $i$ and $j$

$$
B_{ij}(|v - v_*|, \cos \vartheta) = B_{ji}(|v - v_*|, \cos \vartheta), \quad \forall v, v_* \in \mathbb{R}^3, \forall \vartheta \in [0, \pi].
$$

(H2) It decomposes into the product of a kinetic part $\Phi_{ij} \geq 0$ and an angular part $b_{ij} > 0$, namely

$$
B_{ij}(|v - v_*|, \cos \vartheta) = \Phi_{ij}(|v - v_*|)b_{ij}(\cos \vartheta), \quad \forall v, v_* \in \mathbb{R}^3, \forall \vartheta \in [0, \pi].
$$

(H3) The kinetic part has the form of hard or Maxwellian ($\gamma = 0$) potential, i.e.

$$
\Phi_{ij}(|v - v_*|) = C^\Phi_{ij} |v - v_*|^\gamma, \quad C^\Phi_{ij} > 0, \quad \gamma \in [0, 1], \quad \forall v, v_* \in \mathbb{R}^3.
$$

(H4) For the angular part, we consider a strong form of Grad’s angular cutoff [33]. We suppose that $b_{ij}$ is $C^1$ and that there exists a constant $C > 0$ for which

$$
b_{ij}(\cos \vartheta), \quad b_{ij}'(\cos \vartheta) \leq C, \quad \forall \vartheta \in [0, \pi].
$$

Furthermore, we assume that

$$
\inf_{\sigma_1, \sigma_2 \in \mathbb{S}^2} \int_{\mathbb{S}^2} \min\{b_{ii}(\sigma_1 \cdot \sigma_3), b_{ii}(\sigma_2 \cdot \sigma_3)\} d\sigma_3 > 0.
$$

Note that the above hypotheses on the collision kernels are standard in both the multi-species setting [17,25] and the mono-species one [2,44], and are assumed to hold in order to derive suitable spectral properties on the linear operator. Assumption (H1) translates the idea that the collisions are micro-reversible. Assumption (H2) is only made for the sake of clarity (even though it is commonly used in a lot of physical models) and could probably be relaxed at the price of technicalities. Assumption (H3) is proper to collision kernels that come from interaction potentials behaving like power-laws. Finally, the positivity assumption on the infimum of the integral appearing in (H4) is satisfied by most physical models and is required to obtain an explicit spectral gap estimate in the mono-species case [2,44], thus becoming necessary to establish explicit computations of the spectral gap also in the multi-species setting [17]. In particular, this hypothesis will be a hidden prerequisite any time the explicit spectral gap $\lambda_L$ derived in [17] will appear in our computations.
The first a priori laws one can extract [14,25,27] from (1.1) are the conservation, over time $t \geq 0$, of the quantities

$$c_{i,\infty} = \int_{\mathbb{T}^3 \times \mathbb{R}^3} F_i(t, x, v)dx\,dv,$$

$$\rho_{\infty}u_{\infty} = \sum_{i=1}^{N} \int_{\mathbb{T}^3 \times \mathbb{R}^3} m_i v F_i(t, x, v)dx\,dv,$$

$$\frac{3}{2} K_B \rho_{\infty} \theta_{\infty} = \sum_{i=1}^{N} \int_{\mathbb{T}^3 \times \mathbb{R}^3} m_i \frac{1}{2} |v - u_{\infty}|^2 F_i(t, x, v)dx\,dv,$$

(1.3)

where $K_B$ is the Boltzmann constant, $c_{i,\infty}$ stands for the number of particles of species $i$, and we have denoted the total mass of the mixture $\rho_{\infty} = \sum_{i=1}^{N} m_i c_{i,\infty}$, its total momentum $\rho_{\infty}u_{\infty}$ and its total energy $\frac{3}{2} K_B \rho_{\infty} \theta_{\infty}$. The lack of symmetry mentioned before clearly appears here, since only the total momentum and energy of the gas are preserved, as opposed to a preservation of the momentum and energy of each single species.

The second important feature is that the operator $Q = (Q_1, \ldots, Q_N)$ also satisfies a multi-species version of the classical $H$-theorem [27], from which one deduces that the only distribution functions satisfying $Q(F, F) = 0$ are given by the local Maxwellian vectors $(M_{(c_i, u, \theta)})_{1 \leq i \leq N}$, having the specific form

$$M_{(c_i, u, \theta)}(t, x, v) = c_i(t, x) \left( \frac{m_i}{2 \pi K_B \theta(t, x)} \right)^{3/2} e^{-m_i \frac{|v - u_i(t, x)|^2}{2 K_B \theta(t, x)}}, \quad t \geq 0, \ x \in \mathbb{T}^3, \ v \in \mathbb{R}^3,$$

(1.4)

for some functions $c = (c_i)_{1 \leq i \leq N}$, $u$ and $\theta$, and where the factor $\left( \frac{m_i}{2 \pi K_B} \right)^{3/2}$ is the standard Gaussian normalizing constant appearing in the multi-species setting. These are the fluid quantities associated to $M$ and satisfy, for any $(t, x) \in \mathbb{R}_+ \times \mathbb{T}^3$, the relations

$$c_i(t, x) = \int_{\mathbb{R}^3} M_{(c_i, u, \theta)}(t, x, v)dv, \quad 1 \leq i \leq N,$$

$$\sum_{i=1}^{N} m_i c_i(t, x)u(t, x) = \sum_{i=1}^{N} \int_{\mathbb{R}^3} m_i v M_{(c_i, u, \theta)}(t, x, v)dv$$

$$\frac{3}{2} K_B \sum_{i=1}^{N} m_i c_i(t, x) \theta(t, x) = \sum_{i=1}^{N} \int_{\mathbb{R}^3} m_i \frac{1}{2} |v - u(t, x)|^2 M_{(c_i, u, \theta)}(t, x, v)dv.$$

Going further, since we work in $\mathbb{T}^3$, one can also prove that the only global equilibrium of the mixture, i.e. the unique stationary solution $F$ to (1.1), is given by the global Maxwellian vector $(M_{(c_{i,\infty}, u_{\infty}, \theta_{\infty})})_{1 \leq i \leq N}$ whose fluid quantities satisfy the relations (1.3). In particular, without loss of generality, in what follows we shall consider as unique global equilibrium of the mixture the $N$-vector $\mu = (\mu_1, \ldots, \mu_N)$, defined componentwise as

$$\mu_i(v) = c_i,\infty \left( \frac{m_i}{2 \pi} \right)^{3/2} e^{-m_i \frac{|v|^2}{2 K_B}}, \quad \forall v \in \mathbb{R}^3,$$

(1.5)
and obtained by a translation and a dilation of the coordinate system, which allow to choose \( u_\infty = 0 \) and \( K_B \theta_\infty = 1 \).

The Cauchy theory and the trend to equilibrium for solutions of Eq. (1.1) studied in a perturbative setting around the global Maxwellian state (1.5) have been shown in \( L^\infty_x (\mathbb{T}^3; L^1_x (\mathbb{R}^3)) \) with polynomial weights [17] and in \( L^\infty_x (\mathbb{T}^3 \times \mathbb{R}^3) \) with exponential and polynomial weights [16]. In the present work we are interested in studying the diffusion limit of Eq. (1.1). More precisely, introducing a small parameter \( \varepsilon > 0 \) (which can be interpreted as being the Knudsen number, i.e. the molecular mean free path) and the space-time scaling \( (t, x) \mapsto (t/\varepsilon^2, x/\varepsilon) \) we look at the following scaled version of (1.1), given for any \( 1 \leq i \leq N \) by

\[
\frac{\partial_t}{\varepsilon^2} F_i^\varepsilon + \frac{1}{\varepsilon^2} v \cdot \nabla_x F_i^\varepsilon = \frac{1}{\varepsilon^2} Q_i (F^\varepsilon, F^\varepsilon) \quad \text{on } \mathbb{R}_+ \times \mathbb{T}^3 \times \mathbb{R}^3,
\]

and we investigate the behaviour of the fluid quantities \( c_i^\varepsilon (t, x), u_i^\varepsilon (t, x) \) and \( \theta_i^\varepsilon (t, x) \) associated to each distribution \( F_i^\varepsilon \), when the scaling parameter \( \varepsilon \) vanishes. A first formal derivation [14] showed that, in the case where \( F^\varepsilon = (M_{(c_i^\varepsilon, u_i^\varepsilon, \theta_i)} \varepsilon)_{1 \leq i \leq N} \) is a local Maxwellian vector with constant temperature \( \bar{\theta} > 0 \) and \( (c_i^\varepsilon, u_i^\varepsilon)_{1 \leq i \leq N} \) converge towards \((\bar{c}_i, \bar{u}_i)\), the limit macroscopic quantities are solutions, on \( \mathbb{R}_+ \times \mathbb{T}^3 \), to the flux-incompressible Maxwell–Stefan system

\[
\partial_t c_i + \nabla_x \cdot (c_i u_i) = 0, \quad (1.7)
\]

\[
-\nabla_x c_i = \sum_{j=1}^N c_i c_j \frac{u_i - u_j}{\Delta_{ij}}, \quad (1.8)
\]

\[
\partial_t \left( \sum_{i=1}^N c_i \right) = 0, \quad \nabla_x \cdot \left( \sum_{i=1}^N c_i u_i \right) = 0, \quad (1.9)
\]

where \( \Delta_{ij} \) are symmetric (with respect to the species indices) positive constants only depending on the Boltzmann constant \( K_B \), the temperature \( \bar{\theta} \), the masses \((m_i)_{1 \leq i \leq N}\) and the collision kernels \((B_{ij})_{1 \leq i, j \leq N}\). Note that the incompressibility is to be understood in the whole and not for each species. At first sight, the structure of the limit equations looks rather different from the Navier–Stokes limit of the Boltzmann mono-species equation \((N = 1)\). However, as showed in [14], the momentum balance equation appears partly at order \( \varepsilon^2 \) under the explicit form

\[
\varepsilon^2 \frac{m_i}{K_B \bar{\theta}} \left[ \partial_t (c_i^\varepsilon u_i^\varepsilon) + \nabla_x \cdot (c_i^\varepsilon u_i^\varepsilon \otimes u_i^\varepsilon) \right] + \nabla_x c_i^\varepsilon = \sum_{j=1}^N c_i^\varepsilon c_j \frac{u_i^\varepsilon - u_j^\varepsilon}{\Delta_{ij}},
\]

and we actually see the Navier–Stokes structure showing up, without viscous terms because the solution is supposed to be a local Maxwellian and therefore the interactions between the microscopic part and the fluid quantities are not taken into account.

In particular, the Maxwell–Stefan system (1.7)–(1.8)–(1.9) is of core importance in physics and biology, since it is used to model the evolution of diffusive phenomena in mixtures [12,24,43,48,49]. As such, its derivation from the kinetic equations is of great interest from both a mathematical and a physical point of view.

As already underlined, the problem at hand is reminiscent of the hydrodynamic limit of the mono-species Boltzmann equation, towards the incompressible Navier–Stokes
system. Therefore, let us first give a brief description of the strategies which have been
developed in this context. We emphasize that the list is not exhaustive, does not concern
any other type of hydrodynamic limit (such as Euler equations or acoustics) and we refer
to [30,47] for more references and discussions.

The formal derivation of the Navier–Stokes limit from the mono-species Boltzmann
equation came from a series of articles called the Bardos-Golse-Levermore (BGL) pro-
gram [3,4]. It has been made rigorous in various ways, always with the help of a Taylor
expansion of the solution with respect to the parameter $\varepsilon$ [34]. One could look at perturba-
tive solutions around a global Maxwellian $\mu(v) = c_{\infty}/(2\pi K_B\theta_{\infty})^{3/2} \exp \left\{ -\frac{|v|^2}{2K_B\theta_{\infty}} \right\}$, that is to say solutions of the form $F^\varepsilon = \mu + \varepsilon f^\varepsilon$, and study their limit when $\varepsilon$ tends
to 0. This has been done by describing the spectrum of the linear operator $L(f^\varepsilon) =
\varepsilon^{-2} (Q(\mu, f^\varepsilon) + Q(f^\varepsilon, \mu))$ [5,28], by directly tackling the Cauchy problem for $f^\varepsilon$ in
Sobolev spaces to get convergence results on the fluid quantities of $f^\varepsilon$ in the setting
of renormalised solutions [31,32,42] or by using hypocoercivity techniques [15,35].

Another strategy is to investigate the stability of the Boltzmann equation not around
a global equilibrium, but around a local Maxwellian whose fluid quantities solve the
limit system and one can thus study the fluid perturbations explicitly.

For the time being, only formal derivations of the Maxwell–Stefan system from the
Boltzmann multi-species equation have been obtained [13,14,37] and, unlike the BGL
program [4] for the mono-species case, they do not provide any convergence of the fluid
quantities given an a priori program [4] for the mono-species case, they do not provide any convergence of the fluid
quantities of $f^\varepsilon$ in the setting
of renormalised solutions [31,32,42] or by using hypocoercivity techniques [15,35].

Another strategy is to investigate the stability of the Boltzmann equation not around
a global equilibrium, but around a local Maxwellian whose fluid quantities solve the
limit macroscopic system. In this spirit, De Masi, Esposito and Lebowitz [26] studied
solutions of the form $F^\varepsilon = M(\mu, f^\varepsilon) + \varepsilon f^\varepsilon$ where $u = u(t, x)$ is a smooth solution of the
perturbed incompressible Navier–Stokes equation, around the constant macroscopic
equilibrium $(c_{\infty}, 0, \theta_{\infty})$. The interest of this method, initiated by Caflisch [21] for the Euler limit of the Boltzmann equation, is that the main order term already encodes the
limit system and one can thus study the fluid perturbations explicitly.

For the time being, only formal derivations of the Maxwell–Stefan system from the
Boltzmann multi-species equation have been obtained [13,14,37] and, unlike the BGL
program [4] for the mono-species case, they do not provide any convergence of the fluid
quantities given an a priori convergence in distribution. Note moreover that in the context
of mixtures other formal hydrodynamic limits have been also recently derived in a non-
dissipative regime [1,6–8] and in a stationary regime for two species in a slab [19,20]
but, up to our knowledge, no rigorous convergences have been provided yet. This work
aims at filling this gap.

The strategy of studying close-to-global equilibrium solutions offers bounds (and
thus compactness) in Sobolev spaces, but has to be transferred into a convergence of
the nonlinear moments. We therefore chose to investigate the hydrodynamic limit of the
multi-species Boltzmann equation in the spirit of [21,26]. More precisely, we construct
solutions in Sobolev spaces to the perturbed system (1.6) of the form $F^\varepsilon = M^\varepsilon + \varepsilon f^\varepsilon$, where the local Maxwellian state $M^\varepsilon = (M_{i1}^\varepsilon, \ldots, M_{iN}^\varepsilon)$ is given for any $1 \leq i \leq N$ and
for any $(t, x, v) \in \mathbb{R}_+ \times \mathbb{T}^3 \times \mathbb{R}^3$ by

$$M_{i1}^\varepsilon(t, x, v) = c_i(t, x) \left( \frac{m_i}{2\pi K_B\theta} \right)^{3/2} \exp \left\{ -m_i \frac{|v - \varepsilon u_i(t, x)|^2}{2K_B\theta} \right\},$$

and its fluid quantities $(c_i, u_i)_{1 \leq i \leq N}$ are perturbative solutions of the incompressible
Maxwell–Stefan system (1.7)–(1.8)–(1.9), whose global existence and exponential re-
laxation to equilibrium have been recently obtained by the authors in [11].

We however differ from [26] in several ways. First of all, the local Maxwellian
(1.10) is not an equilibrium state for the mixture, meaning in particular that the relation
$Q(M^\varepsilon, M^\varepsilon) = 0$ does not hold true in our setting. Secondly, even though we only
deal with the case of a fixed temperature $\theta$, we do not ask $c_i(t, x)$ to be constant,
but we shall consider perturbations of a constant state \([11]\). We also believe that a non-isothermal setting with non-constant (but close to the common constant equilibrium state \(\theta\)) temperatures for each species could be treated by adapting our arguments, as soon as one manages to recover uniform lower and upper bounds on the species’ temperatures studying the corresponding limit macroscopic system, whose structure has been derived in \([36]\). At last, we shall not use higher order fluid expansions, but we are able to develop a hypocoercive strategy in the spirit of \([15,45]\), by separating the leading order of the limit Maxwell–Stefan components from the full microscopic and fluid part perturbations. The idea is indeed natural, remembering that the Maxwell–Stefan system is obtained when one only looks at the interactions at the first order in \(\varepsilon\).

We plug the perturbation \(F^\varepsilon = M^\varepsilon + \varepsilon f^\varepsilon\) into the rescaled Boltzmann system \((1.6)\) and we obtain the perturbed equation

\[
\partial_t f^\varepsilon + \frac{1}{\varepsilon} v \cdot \nabla_x f^\varepsilon = \frac{1}{\varepsilon^2} L^\varepsilon (f^\varepsilon) + \frac{1}{\varepsilon} Q(f^\varepsilon, f^\varepsilon) + S^\varepsilon, 
\]

where the linear operator \(L^\varepsilon = (L_1^\varepsilon, \ldots, L_N^\varepsilon)\) is given for any \(1 \leq i \leq N\) by

\[
L_i^\varepsilon (f^\varepsilon) = \sum_{j=1}^N \left( Q_{ij}(M_i^\varepsilon, f_j^\varepsilon) + Q_{ij}(f_i^\varepsilon, M_j^\varepsilon) \right),
\]

and the source term \(S^\varepsilon\) encodes the distance between the Maxwell–Stefan system and the fluid part of the perturbed Boltzmann equation, and is defined through the relation

\[
S^\varepsilon = \frac{1}{\varepsilon^3} Q(M^\varepsilon, M^\varepsilon) - \frac{1}{\varepsilon} \partial_t M^\varepsilon - \frac{1}{\varepsilon^2} v \cdot \nabla_x M^\varepsilon.
\]

The perturbative setting \((1.11)–(1.12)–(1.13)\) is classical in the case of the Boltzmann mono-species equation. Usually, the strategy consists in proving that the linear operator \(L^\varepsilon\) is self-adjoint in some space, with non-trivial null space, and features a spectral gap. In fact, the spectral gap allows to get strong negative feedback from the microscopic part (orthogonal to \(\ker L^\varepsilon\)) of the solution and therefore one is only left with finding a way to control the kernel part of the solution, in order to close the energy estimates. This can be achieved either by investigating the fluid equations \([17,35]\) or by using hypocoercive norms \([15,45,51]\) which generate a complete negative return in higher Sobolev norms, \(via\) the commutator \([v \cdot \nabla_x, \nabla_v] = -\nabla_x\).

Unfortunately, the central spectral gap property essentially comes from the fact that, in the mono-species case, any local Maxwellian is a local equilibrium. As soon as \(N > 1\) we have seen that a local Maxwellian vector is an equilibrium of the system of Eq. \((1.6)\) only if each component shares the same velocity and temperature \((1.4)\). This is not the case for the local Maxwellian state \((1.10)\) we consider, where each species evolves at its own speed \(\varepsilon u_i\). Not only one loses the self-adjointness of the linear operator \(L^\varepsilon\) in the usual \(L^2\) space weighted by the local Maxwellian \(M^\varepsilon\), but also the spectral gap property. However, it has been recently showed in \([10]\) that if one does not have a spectral gap, it is still possible to recover a negative return on the fluid part by adding an error term of order \(\varepsilon\), as long as the velocities \((\varepsilon u_i)_{1 \leq i \leq N}\) remain small, of order \(\varepsilon\). Our contribution aims at extending this perturbative result to the case of more general densities \(c_i(t, x)\), in particular to the case of perturbative solutions of the Maxwell–Stefan system, where the loss of the spectral gap remains at a lower order of magnitude. We then construct a new modified Sobolev norm which allows to recover a coercivity property and to close
the energy estimates on the nonlinear terms. This is an extension and an adaptation of the hypocoercivity methods developed in [15,45], where fine controls over the \( \epsilon \)-dependencies of the coefficients act to counter-balance the out-of-equilibrium property of our system, as well as the interactions with the non constant fluid quantities appearing in the weight. We emphasize again that this is achieved by looking at the perturbative solutions of the Maxwell–Stefan system constructed in [11]. Such a setting also appears in standard studies in the mono-species case, where one only recovers perturbative Leray solutions of the incompressible Navier–Stokes equation. Besides, the perturbative setting for the Maxwell–Stefan system proves itself to be exactly the one needed to control the problematic source term \( S^\epsilon \). Finally, we underline once more that our result extends to the multi-species case the previous methods of De Masi, Esposito and Lebowitz [26] and provides a hypocoercive approach to their framework.

The rest of the paper is structured as follows. In Section 2 we introduce the notations, we state our main theorem and we also provide a thorough description of the methods and strategies built up to prove it. Using the expansion \( \mathbf{F}^\epsilon = \mathbf{M}^\epsilon + \epsilon \mathbf{f}^\epsilon \) around the local Maxwellian vector \( \mathbf{M}^\epsilon \) given by (1.10) we establish in Section 3 global existence and uniqueness of the fluctuations \( \mathbf{f}^\epsilon \), which are solutions to the perturbed Boltzmann Eq. (1.11). The uniform in \( \epsilon \) \textit{a priori} estimates eventually allow us to prove a stability result which tells that the distribution function \( \mathbf{F}^\epsilon \) remains close to the local Maxwellian \( \mathbf{M}^\epsilon \) up to an order \( \epsilon \), thus ensuring a rigorous derivation of the Maxwell–Stefan system (1.7)–(1.8)–(1.9) from the Boltzmann multi-species equation (1.11). In particular, our strategy exploits the hypocoercive structure of (1.11), following the works [15,45]. This consists in proving a series of \textit{a priori} estimates satisfied by the operators \( \mathbf{L}^\epsilon \) and \( \mathbf{Q} \), and by the source term \( S^\epsilon \). While in Section 3 we only introduce these fundamental results, all their technical proofs are finally collected in Section 4.

2. Main Result

2.1. Notations and conventions. Let us begin by detailing all the notations that we use throughout the article. Recalling that we denote \( \mathbf{W} = (W_1, \ldots, W_N) \) any vector or vector-valued operator belonging to \( \mathbb{R}^N \), we shall use the symbol \( \mathbf{1} \) to name the specific vector \( (1, \ldots, 1) \). Henceforth, the multiplication of \( N \)-vectors has to be understood in a component by component way, so that for any \( w, \mathbf{W} \in \mathbb{R}^N \) and any \( q \in \mathbb{Q} \) we have

\[
\mathbf{wW} = (w_i W_i)_{1 \leq i \leq N}, \quad \mathbf{W}^q = (W_i^q)_{1 \leq i \leq N}.
\]

Moreover, we introduce the Euclidean scalar product in \( \mathbb{R}^N \), weighted by a vector \( \mathbf{W} \), which is defined as

\[
\langle \mathbf{f}, \mathbf{g} \rangle_{\mathbf{W}} = \sum_{i=1}^{N} f_i g_i W_i,
\]

and induces the norm \( \| \mathbf{f} \|^2_{\mathbf{W}} = \langle \mathbf{f}, \mathbf{f} \rangle_{\mathbf{W}} \). In particular, when \( \mathbf{W} = \mathbf{1} \), the index \( \mathbf{1} \) will be dropped in both the notations for the scalar product and the norm. At last, note that we shall also make use of the following shorthand notation

\[
\langle v \rangle = \sqrt{1 + |v|^2},
\]

not to be confused with the scalar product defined above.
The convention we choose for the functional spaces is to index the space by the name of the concerned variable. For \( p \in [1, +\infty) \) we have
\[
L^p_i = L^p(0, +\infty), \quad L^p_v = L^p \left( \mathbb{T}^3 \right), \quad L^p_v = L^p \left( \mathbb{R}^3 \right).
\]

Consider now some positive measurable vector-valued functions \( w : \mathbb{T}^3 \to (\mathbb{R}_+^*)^N \) in the variable \( x \) and \( W : \mathbb{R}^3 \to (\mathbb{R}_+^*)^N \) in the variable \( v \). For any \( 1 \leq i \leq N \), we define the weighted Hilbert spaces \( L^2(\mathbb{T}^3, w_i) \) and \( L^2(\mathbb{R}^3, W_i) \) by introducing the respective scalar products and norms
\[
\langle c_i, d_i \rangle_{L^2_v(w_i)} = \int_{\mathbb{T}^3} c_i d_i w_i^2 \, dx, \quad \| c_i \|_{L^2_v(w_i)}^2 = \langle c_i, c_i \rangle_{L^2_v(w_i)}, \quad \forall c_i, d_i \in L^2(\mathbb{T}^3, w_i),
\]
\[
\langle f_i, g_i \rangle_{L^2_v(W_i)} = \int_{\mathbb{R}^3} f_i g_i W_i^2 \, dv, \quad \| f_i \|_{L^2_v(W_i)}^2 = \langle f_i, f_i \rangle_{L^2_v(W_i)}, \quad \forall f_i, g_i \in L^2(\mathbb{R}^3, W_i).
\]

With these definitions, we say that \( c : \mathbb{T}^3 \to \mathbb{R}^N \) belongs to \( L^2(\mathbb{T}^3, w) \) and that \( f : \mathbb{R}^3 \to \mathbb{R}^N \) belongs to \( L^2(\mathbb{R}^3, W) \) if and only if \( c_i : \mathbb{T}^3 \to \mathbb{R} \in L^2(\mathbb{T}^3, w_i) \) and \( f_i : \mathbb{R}^3 \to \mathbb{R} \in L^2(\mathbb{R}^3, W_i) \) for any \( 1 \leq i \leq N \). The weighted Hilbert spaces \( L^2(\mathbb{T}^3, w) \) and \( L^2(\mathbb{R}^3, W) \) are therefore endowed with the induced scalar products and norms
\[
\langle \mathbf{c}, \mathbf{d} \rangle_{L^2_v(w)} = \sum_{i=1}^N \langle c_i, d_i \rangle_{L^2_v(w_i)}, \quad \| \mathbf{c} \|_{L^2_v(w)} = \left( \sum_{i=1}^N \| c_i \|_{L^2_v(w_i)}^2 \right)^{1/2},
\]
\[
\langle \mathbf{f}, \mathbf{g} \rangle_{L^2_v(W)} = \sum_{i=1}^N \langle f_i, g_i \rangle_{L^2_v(W_i)}, \quad \| \mathbf{f} \|_{L^2_v(W)} = \left( \sum_{i=1}^N \| f_i \|_{L^2_v(W_i)}^2 \right)^{1/2}.
\]

In the specific case of positive measurable functions \( W : \mathbb{R}^3 \to (\mathbb{R}_+^*)^N \) in the sole variable \( v \), without risk of confusion we shall also consider the weighted Hilbert space \( L^2(\mathbb{T}^3 \times \mathbb{R}^3, W) \), defined similarly by the natural scalar product and norm
\[
\langle \mathbf{f}, \mathbf{g} \rangle_{L^2_{x,v}(W)} = \sum_{i=1}^N \int_{\mathbb{T}^3 \times \mathbb{R}^3} f_i(x, v) g_i(x, v) W_i^2(v) \, dx \, dv,
\]
\[
\| \mathbf{f} \|_{L^2_{x,v}(W)}^2 = \sum_{i=1}^N \int_{\mathbb{T}^3 \times \mathbb{R}^3} f_i^2(x, v) W_i^2(v) \, dx \, dv,
\]
for any \( \mathbf{f}, \mathbf{g} \in L^2_{x,v}(\mathbb{T}^3 \times \mathbb{R}^3, W) \).

Finally, in the same way we can introduce the corresponding weighted Sobolev spaces. Consider two multi-indices \( \alpha, \beta \in \mathbb{N}^3 \), of lengths \( |\alpha| = \sum_{k=1}^3 \alpha_k \) and \( |\beta| = \sum_{k=1}^3 \beta_k \) respectively. We shall use the convention that \( \alpha \) always refers to \( x \)-derivatives while \( \beta \) refers to \( v \)-derivatives. Moreover, we shall employ the standard notation of the canonical basis in \( \mathbb{R}^3 \) to name the specific multi-indices having one component equal to 1 and the others equal to 0. In particular, a typical transfer of derivatives from one variable to another will be shortened using the notation \( \partial_x^{\alpha_k} \partial_v^{\beta_k} \). Taking as example \( k = 1 \) and \( \alpha_1 \in \mathbb{N}^3 \) such that \( \alpha_1 \geq 1 \), the expression \( \partial_v^{\alpha_1} \partial_x^{\alpha_1-1} \partial_x^{\alpha_2} \partial_v^{\alpha_3} \) will translate into the multi-derivative \( \partial_{v_1} \partial_{v_1}^{\alpha_1-1} \partial_{v_2}^{\alpha_2} \partial_{v_3}^{\alpha_3} \).
For any $s \in \mathbb{N}$ and any vector-valued functions $c \in H^s(T^3, \mathbf{w})$ and $f \in H^s(S, \mathbf{W})$, where either $S = \mathbb{R}^3$ or $S = T^3 \times \mathbb{R}^3$, we define the norms

\[
\|c\|_{H^s_c(\mathbf{w})} = \left( \sum_{i=1}^{N} \sum_{|\alpha| \leq s} \|\partial^\alpha_x c_i\|_{L^2_c(w_i)}^2 \right)^{1/2},
\]

\[
\|f\|_{H^s_c(\mathbf{w})} = \left( \sum_{i=1}^{N} \sum_{|\beta| \leq s} \|\partial^\beta_x f_i\|_{L^2_c(w_i)}^2 \right)^{1/2},
\]

\[
\|f\|_{H^s_{x,v}(\mathbf{w})} = \left( \sum_{i=1}^{N} \sum_{|\alpha|,|\beta| \leq s} \|\partial^\beta_x \partial^\alpha_x f_i\|_{L^2_{x,v}(w_i)}^2 \right)^{1/2}.
\]

2.2. Statement of the result and strategy. Thanks to the Cauchy theory built up by the authors [11], we can construct the local Maxwellian $\mathbf{M}^\varepsilon$ whose fluid quantities are solutions of the Maxwell–Stefan system (1.7)–(1.8)–(1.9) perturbed around any macroscopic equilibrium state of the form $(\overline{c}, \overline{u})$, where $\overline{c} \in \mathbb{R}^N$ is a positive constant $N$-vector and $\overline{u} = (\overline{u}, \ldots, \overline{u})$ is such that the velocity vector $\overline{u} : \mathbb{R}^+ \times T^3 \to \mathbb{R}^3$ is common to all the species and satisfies $\nabla_x \cdot \overline{u} = 0$. For the reader convenience, let us first recall the result obtained in [11].

**Theorem 2.1.** Let $s > 3$ be an integer, $\overline{u} : \mathbb{R}^+ \times T^3 \to \mathbb{R}^3$ be in $L^\infty(\mathbb{R}^+; H^s(T^3))$ with $\nabla_x \cdot \overline{u} = 0$, and consider $\overline{c} > 0$. There exist $\delta_{MS}, C_{MS}, C'_{MS}, \lambda_{MS} > 0$ such that for all $\varepsilon \in (0, 1]$ and for any initial datum $(\overline{c}^{in}, \overline{u}^{in}) \in H^s(T^3) \times H^{s-1}(T^3)$ satisfying, for almost any $x \in T^3$ and for any $1 \leq i \leq N$,

(i) **Mass compatibility:** $\sum_{i=1}^{N} \overline{c}^{in}_i(x) = 0$ and $\int_{T^3} \overline{c}^{in}_i(x) dx = 0$,

(ii) **Mass positivity:** $\overline{c}_i + \varepsilon \overline{c}^{in}_i(x) > 0$,

(iii) **Moment compatibility:** $\nabla_x \overline{c}^{in}_i = \sum_{j \neq i} \frac{c^{in}_i c^{in}_j}{\Delta_{ij}} (\overline{u}^{in}_j - \overline{u}^{in}_i),$

(iv) **Smallness assumptions:** $\|\overline{c}^{in}\|_{H^s_c} \leq \delta_{MS}$ and $\|\overline{u}\|_{L^\infty H^s_{x,v}} \leq \delta_{MS},$

there exists a unique weak solution

$$(c, u) = (\overline{c} + \varepsilon \overline{c}, \overline{u} + \varepsilon \overline{u})$$

in $L^\infty(\mathbb{R}^+; H^s(T^3)) \times L^\infty(\mathbb{R}^+; H^{s-1}(T^3))$ to the incompressible Maxwell–Stefan system (1.7)–(1.8)–(1.9), such that initially $(\overline{c}, \overline{u})|_{t=0} = (\overline{c}^{in}, \overline{u}^{in})$ a.e. on $T^3$. In particular, if $s > 4$ and $\overline{u} \in C^0(\mathbb{R}^+; H^s(T^3))$, then the couple $(c, u)$ also belongs to $C^0(\mathbb{R}^+; H^{s-1}(T^3)) \times C^0(\mathbb{R}^+; H^{s-2}(T^3))$.

Moreover, $c$ is positive and the following relations hold a.e. on $\mathbb{R}^+ \times T^3$:

$$\langle c, \overline{u} \rangle = \sum_{i=1}^{N} c_i(t, x)\overline{u}_i(t, x) = 0 \quad \text{and} \quad \int_{T^3} \overline{c}_i(t, x) dx = 0. \quad (2.1)$$
Finally, for almost any time \( t \geq 0 \)

\[
\|\tilde{c}\|_{H^2_t(\mathbb{R}^3)} \leq e^{-t\lambda_{MS}} \|\tilde{c}^{in}\|_{H^2_t(\mathbb{R}^3)},
\]

\[
\|\tilde{u}\|_{H^{1}_{x,t}} \leq C_{MS} e^{-t\lambda_{MS}} \|\tilde{c}^{in}\|_{H^2_t(\mathbb{R}^3)},
\]

\[
\int_0^t e^{2(t-\tau)\lambda_{MS}} \|\tilde{u}(\tau)\|_{H^2_t}^2 d\tau \leq C'_{MS} \|\tilde{c}^{in}\|_{H^2_t(\mathbb{R}^3)}^2.
\]

The constants \( \delta_{MS}, \lambda_{MS}, C_{MS} \) and \( C'_{MS} \) are constructive and only depend on \( s \), the number of species \( N \), the diffusion coefficients \( (\Delta_{ij})_{1 \leq i,j \leq N} \) and the constant vector \( \bar{c} \). In particular, they are independent of the parameter \( \varepsilon \).

Now, recall that we can select as unique global equilibrium of the mixture the global Maxwellian state \( \mu \) defined by (1.5), where \( u_\infty = 0 \) and \( K_B \theta_\infty = 1 \). Thanks to the above result, we can choose the macroscopic equilibrium state \( (\tilde{c}_i, \tilde{u})_{1 \leq i \leq N} \) to be compatible with the global (kinetic) equilibrium of the mixture \( \mu \), by taking \( \tilde{c}_i = c_{i,\infty} \) for any \( 1 \leq i \leq N \). Therefore, supposing the uniform (in space) and constant (in time) temperature \( \theta \) to be equal to \( 1/K_B \) for simplicity, we introduce the local Maxwellian vector \( M^e_i = M_{(c,\varepsilon u,1)} = (M^e_{1,i}, \ldots, M^e_{N,i}) \), given for any \( 1 \leq i \leq N \) by

\[
M^e_i(t, x, v) = c_i(t, x) \left( \frac{m_i}{2\pi} \right)^{3/2} \exp \left\{ -m_i \frac{|v - \varepsilon u_i(t, x)|^2}{2} \right\}, \quad t \geq 0, \ x \in \mathbb{T}^3, \ v \in \mathbb{R}^3,
\]

where \( (c, u) \) is the unique weak solution of the Maxwell–Stefan system (1.7)–(1.8)–(1.9), perturbed around the macroscopic equilibrium state \( (c_{\infty}, u) \). More precisely, the fluid quantities of \( M^e \) take the form

\[
\begin{cases}
  c_i(t, x) = c_{i,\infty} + \varepsilon \tilde{c}_i(t, x), \\
  u_i(t, x) = \tilde{u}(t, x) + \varepsilon \tilde{u}_i(t, x), \ \nabla_x \cdot \tilde{u}(t, x) = 0,
\end{cases} \quad t \geq 0, \ x \in \mathbb{T}^3,
\]

for any \( 1 \leq i \leq N \). In particular, we notice that under the assumptions of Theorem 2.1 the following fundamental properties are verified by the couple \( (c_{\infty} + \varepsilon \tilde{c}, u + \varepsilon \tilde{u}) \):

(i) \( \min_{1 \leq i \leq N} \left(c_{i,\infty} + \varepsilon \tilde{c}_i(t, x)\right) > 0 \) a.e. on \( \mathbb{R}_+ \times \mathbb{T}^3 \),

(ii) \( (c_{\infty} + \varepsilon \tilde{c}(t, x), 1) = C_0 > 0 \) a.e. on \( \mathbb{R}_+ \times \mathbb{T}^3 \),

(iii) \( \|\tilde{c}\|_{L^\infty_t H^2_t(c_{\infty}^{-1})} \leq \delta_{MS} \),

(iv) \( \|\tilde{u}\|_{L^\infty_t H^2_t} \leq \delta_{MS} \) and \( \|\tilde{u}\|_{L^\infty_t H^2_t} \leq \delta_{MS}C_{MS} \).

Starting from this choice of the local Maxwellian, we consider solutions to the Boltzmann multi-species Eq. (1.6) of the form \( F^e = M^e + \varepsilon f \), where the fluctuations \( f \) satisfy the perturbed system (1.11).

Our strategy for developing a uniform Cauchy theory for Eq. (1.11) is inspired by the works \([15,45]\) and aims at building a suitable Sobolev-equivalent norm which satisfies a Gr"onwall-type inequality among solutions of (1.11). The idea of the method originates from the hypocoercive behaviour shown by some classical kinetic equations in the mono-species framework, where the interaction of a degenerate coercive operator with a conservative operator may induce global dissipation in all variables, and consequently relaxation towards equilibrium. A typical example is precisely the inhomogeneous Boltzmann mono-species equation. In fact, the mono-species Boltzmann
operator $L$ linearized around a global equilibrium of the gas exhibits a spectral gap which translates into a negative return in some Hilbert space depending on the sole velocity variable $v$. In particular, $L$ is degenerate in the sense that its kernel is much larger than the set of global equilibria. Here, precisely comes into play the effect of the conservative transport operator $v \cdot \nabla_x$, that introduces a dependence on the space variable $x$ which at first sight cannot be handled using the dissipation of $L$ in $v$. Nevertheless, it is possible to prove [45,51] that the association of these operators can actually produce a global negative return in both $x$ and $v$, if one considers a well-designed Lyapunov functional that is able to transfer the dissipation of $L$ into a (hypo) dissipation of $T = L - v \cdot \nabla_x$.

One possibility is for example to introduce [45] a modified Sobolev norm where we add to the usual $H^s_{x,v}$ norm, new suitable terms based on commutators of higher derivatives, such as the well-known $[v \cdot \nabla_x, \nabla v] = -\nabla v$. In this way, the linear part is dealt with, and the full nonlinear Boltzmann equation (close to equilibrium) can be tackled [45] and its solution can be proved to relax towards a global equilibrium, with an exponential decay rate of convergence.

As already mentioned in the introduction, this kind of strategy has been developed in [15] for the study of the hydrodynamic limit of the Boltzmann mono-species equation set under a standard diffusive scaling, leading to the same conclusions as [45]. In particular, a global dissipation can be obtained if one introduces a new Sobolev norm which is adapted from the one used in [45], by adding a dependence on $\varepsilon$ in its terms. In such a way, the operator $T^\varepsilon = \varepsilon^{-2}L - \varepsilon^{-1}v \cdot \nabla_x$ exhibits the required hypocoercive behaviour which provides a control on the nonlinear stiff term $\varepsilon^{-1}Q$ and allows to ensure a global negative return in both $x$ and $v$ as well as the expected convergence to equilibrium for the solution.

In the multi-species setting we consider here, even if the linearization around the non-equilibrium Maxwellian $M^\varepsilon$ gives rise to a linearized Boltzmann Eq. (1.11) involving the new operators $L^\varepsilon$ and $S^\varepsilon$, we wish to prove that the underlying hypocoercive structure of our model is in fact almost formally identical to the one featured by the mono-species equation studied in [15]. The approach that will guide our presentation from now on will consist in adapting the tools and computations developed in [15], in order to study Eq. (1.11). However, we stress the fact that this is not a straightforward extension. Indeed, a full spectral gap property for $L^\varepsilon$ is missing [10] when we settle our analysis in a Hilbert space weighted by the global equilibrium $\mu$, which is incompatible with the operator $L^\varepsilon$, linearized around the local Maxwellian $M^\varepsilon$. In particular, we recall that we see the appearance of an extra positive term of order $\varepsilon$, which contains the projected part $\pi_L(f)$ and precisely takes into account this incompatibility. It is therefore fundamental to ensure that this loss in the spectral gap does not affect too much the computations derived in [15] and that $L^\varepsilon$ can still provide a complete negative return in combination with the transport operator $v \cdot \nabla_x$. This feature is indeed characteristic of our model and will appear any time the linearized operator $L^\varepsilon$ (and more specifically its higher derivatives in $x$) is involved. It is at this point that the specific form of the fluid quantities (2.3) prominently comes into play in order to gain a lower order factor in $\varepsilon$ or in $\delta_{\text{MS}}$. In particular, we underline the importance of having $\delta_{\text{MS}}$ as a free parameter of the problem, since its choice shall be crucial in order to obtain a careful control on some of the extra terms produced by $L^\varepsilon$, where the presence of the factor $\varepsilon$ will not be enough to close the estimates as in [15]. Finally, we remind the reader the additional difficulties caused by the source term $S^\varepsilon$, which displays an intricate dependence on the local Maxwellian $M^\varepsilon$ and is at first glance of order $O(\varepsilon^{-3})$. Again, the particular form of the solution $(c, u)$ is at the core of our derivation of the correct estimates to control $S^\varepsilon$,
and the perturbative setting we consider for the Maxwell–Stefan system will prove itself sufficient in order to handle the negative powers of \( \varepsilon \).

**Choice of the functional spaces.** It has been pointed out in [10] that even if \( L^\varepsilon \) exhibits no clear self-adjointness in the usual space of linearization \( L^2(\mathbb{R}^3, (M^\varepsilon)^{-\frac{1}{2}}) \) it is still possible to recover a partial spectral gap property for \( L^\varepsilon \) by linking it to the Boltzmann operator \( L \), linearized around the global equilibrium \( \mu \). This connection is obtained by choosing \( L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \) as the space of interest. Therefore, in order to exploit the result of [10], from now on we set our study in the corresponding weighted Sobolev spaces \( H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \), defined for any \( s \in \mathbb{N} \).

**Choice of a referent hypocoercive operator.** Next, we must identify the dissipative and the conservative operators that play a central role in the theory of hypocoercivity. Since it is crucial to determine the explicit expression of the equilibria of the mixture, \( L^\varepsilon \) is not a valuable choice as we possess no information about the shape of its kernel. Therefore, as in the mono-species case [15,45], we select the hypocoercive operator of interest to be defined for any \( \varepsilon \in (0, 1] \) by \( T^\varepsilon = \varepsilon^{-2}L - \varepsilon^{-1}v \cdot \nabla_x \), acting on \( H^{\frac{1}{2}}(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \). In particular, recall that the dissipative operator \( L = (L_1, \ldots, L_N) \) is defined for any \( 1 \leq i \leq N \) by

\[
L_i(f) = \sum_{j=1}^{N} \left( Q_{ij}(\mu_i, f_j) + Q_{ij}(f_i, \mu_j) \right),
\]

and is a closed self-adjoint operator in the space \( L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \). Moreover, its kernel is described by an orthonormal basis \( (\phi^{(k)})_{1 \leq k \leq N+4} \) in \( L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \), that is

\[
\ker L = \text{Span}(\phi^{(1)}, \ldots, \phi^{(N+4)}),
\]

where

\[
\begin{align*}
\phi^{(i)} &= \frac{1}{\sqrt{c_i, \infty}} \mu_i (\delta_{ij})_{1 \leq j \leq N} = \frac{1}{\sqrt{c_i, \infty}} \mu_i e^{(i)}, \quad 1 \leq i \leq N, \\
\phi^{(N+\ell)} &= \frac{1}{\sqrt{\sum_{j=1}^{N} m_j c_j, \infty}} \left( m_i \mu_i \right)_{1 \leq i \leq N}, \quad 1 \leq \ell \leq 3, \\
\phi^{(N+4)} &= \frac{1}{\sqrt{\sum_{j=1}^{N} c_j, \infty}} \left( \frac{m_i |v|^2 - 3}{\sqrt{6}} \mu_i \right)_{1 \leq i \leq N}.
\end{align*}
\]

In this way, we can write the orthogonal projection onto \( \ker L \) in \( L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \) as

\[
\pi_L(f)(v) = \sum_{k=1}^{N+4} \int_{\mathbb{R}^3} f \cdot \phi^{(k)}_{L^2(\mu^{-\frac{1}{2}})}(\mu^{-\frac{1}{2}}) \phi^{(k)}(v), \quad \forall f \in L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}), \quad (2.4)
\]
In particular, its explicit expression is given by

\[
\pi_L(f) = \frac{1}{c_i} \int_{\mathbb{R}^3} f_i \, dv \, \mu_i e^{(i)}
\]

\[
+ \frac{3}{\sum_{i=1}^{N} \int_{\mathbb{R}^3} m_i v_i f_i \, dv} \left[ \sum_{i=1}^{N} \int_{\mathbb{R}^3} m_i v_i f_i \, dv \right] (m_i \mu_i)_{1 \leq i \leq N}
\]

\[
+ \frac{1}{\sum_{i=1}^{N} c_i} \left[ \sum_{i=1}^{N} \int_{\mathbb{R}^3} m_i |v|^2 - \frac{3}{\sqrt{6}} f_i \, dv \right] \left( \frac{m_i |v|^2 - \frac{3}{\sqrt{6}} \mu_i}{\sqrt{6}} \right)_{1 \leq i \leq N}.
\]

**Choice of the norm.** With the aim of deriving similar *a priori* estimates to [15], we choose the same Sobolev-equivalent norm. For any \( s \in \mathbb{N}^* \) and any \( \varepsilon \in (0, 1) \), we introduce the following functional, defined on the space \( H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) by

\[
\| \cdot \|_{\mathcal{H}_{\varepsilon}^s} = \left[ \sum_{|\alpha| \leq s} a_{a}^{(e)} \| \partial_{x}^{\alpha} \|_{L_{x,v}^2(\mu^{-\frac{1}{2}})}^2 + \varepsilon \sum_{|\alpha| \leq s, k, \alpha_k > 0} b_{a,k}^{(e)} \| \partial_{x}^{\alpha} \partial_{v}^k \partial_{x}^{\alpha_k} \|_{L_{x,v}^2(\mu^{-\frac{1}{2}})}^2 
\]

\[
+ \varepsilon^2 \sum_{|\alpha|+|\beta| \leq s, |\beta| \geq 1} a_{a,\beta}^{(e)} \| \partial_{b}^{\beta} \partial_{x}^{\alpha} \|_{L_{x,v}^2(\mu^{-\frac{1}{2}})}^2 \right]^{1/2},
\]

for some positive constants \((a_{a}^{(e)})_{a}, (b_{a,k}^{(e)})_{a,k} \) and \((d_{a,\beta}^{(e)})_{a,\beta} \) to be appropriately fixed later.

Thanks to these choices, we can now establish our main result.

**Theorem 2.2.** Let the collision kernels \( B_{ij} \) satisfy assumptions (H1)–(H2)–(H3)–(H4), and consider the local Maxwellian \( M^e \) defined by (2.2)–(2.3). There exist \( \delta_{0} \in \mathbb{N}^* \), \( \delta_{MS} > 0 \) and \( \varepsilon_0 \in (0, 1) \) such that the following statements hold for any integer \( s \geq s_0 \).

(i) There exist three sets of positive constants \((a_{a}^{(e)})_{a}, (b_{a,k}^{(e)})_{a,k} \) and \((d_{a,\beta}^{(e)})_{a,\beta} \) such that, for all \( \varepsilon \in (0, \varepsilon_0] \), both following norms are equivalent

\[
\| \cdot \|_{\mathcal{H}_{\varepsilon}^s} \sim \left( \| \cdot \|_{L_{x,v}^2(\mu^{-\frac{1}{2}})}^2 + \sum_{|\alpha| \leq s} \| \partial_{x}^{\alpha} \|_{L_{x,v}^2(\mu^{-\frac{1}{2}})}^2 + \varepsilon^2 \sum_{|\alpha|+|\beta| \leq s, |\beta| \geq 1} \| \partial_{b}^{\beta} \partial_{x}^{\alpha} \|_{L_{x,v}^2(\mu^{-\frac{1}{2}})}^2 \right)^{1/2}.
\]

(ii) There exists \( \delta_B > 0 \) such that, for all \( \varepsilon \in (0, \varepsilon_0], \) for all \( \delta_{MS} \in [0, \delta_{MS}] \) and for any initial datum \( f^{in} \) in \( H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) with

\[
\| f^{in} \|_{\mathcal{H}_{\varepsilon}^s} \leq \delta_B/2, \quad \| \pi_T^e(f^{in}) \|_{L_{x,v}^2(\mu^{-\frac{1}{2}})} \leq C \delta_{MS},
\]

for some positive constant \( C > 0 \) independent of the parameters \( \varepsilon \) and \( \delta_{MS} \), there exists a unique \( f \in C^0(\mathbb{R}_+; H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}})) \) such that \( F^e = M^e + \varepsilon f \) is
the unique weak solution of the Boltzmann multi-species Eq. (1.11). Moreover, if 
\[ F^{\varepsilon, \text{in}} = M^{\varepsilon, \text{in}} + \varepsilon \mathbf{f}^{\text{in}} \geq 0, \] 
then \( F^{\varepsilon}(t, x, v) \geq 0 \) almost everywhere on \( \mathbb{R}^+ \times \mathbb{T}^3 \times \mathbb{R}^3 \). 
Finally, for any time \( t \geq 0 \), \( F^{\varepsilon} \) satisfies the stability property

\[ \| F^{\varepsilon} - M^{\varepsilon} \|_{\mathcal{H}^s_\varepsilon} \leq \varepsilon \delta_B, \quad \forall \varepsilon \in (0, \varepsilon_0]. \]

The constant \( \delta_B \) is explicit and only depends on the number of species \( N \), on the atomic masses \( (m_i)_{1 \leq i \leq N} \), and on the cross sections \( (B_{ij})_{1 \leq i, j \leq N} \). In particular, it is independent of the parameters \( \varepsilon \) and \( \delta_{\text{MS}} \).

**Remark 2.3.** Let us make a few comments that help in clarifying some important features of the above result.

(i) First of all, the uniqueness has to be understood in a perturbative regime, that is among solutions of the form \( M^{\varepsilon} + \varepsilon \mathbf{f} \) with small \( \mathbf{f} \). Moreover, due to the presence of the source term \( S^{\varepsilon} \) we do not obtain an exponential decay to equilibrium for the perturbation \( \mathbf{f} \), but we expect to recover it in the case where \( \bar{u} = 0 \) (see Remark 3.14).

(ii) We also emphasize that the Maxwell–Stefan model we consider is not properly the hydrodynamic limit of the Boltzmann multi-species equation, since the fluid quantities of the perturbation \( \mathbf{f} \) have the same order of magnitude as the ones of the local Maxwellian \( M^{\varepsilon} \). However, we here prove that the system (1.7)–(1.8)–(1.9) is stable in the limit \( \varepsilon \rightarrow 0 \) of the perturbed Eq. (1.11). In other words, our result shows that the arising Maxwell–Stefan system is actually a stable perturbation of Fick’s multi-species model, whose derivation from Eq. (1.6) has been recently proved in [18].

(iii) At last, it is important to note that since the proof of Theorem 2.2 is based on the hypocoercive formalism, its procedure can be actually applied to a wider class of limit macroscopic models which satisfy some minimal abstract hypotheses. In particular, our theorem could be easily generalized to cover a lot of previous results regarding the diffusive limit of the Boltzmann mono-species equation (and their counterparts in the multi-species setting), like the rigorous derivation of the Navier–Stokes equations obtained via Hilbert expansion [26] or by means of hypocoercivity techniques [15]. We shall not give any details of its proof since it could be recovered with a slight adjustment to our next computations, which is out of the principal scope of this work.

**Theorem 2.4** (More general result). Let the collision kernels \( B_{ij} \) satisfy assumptions (H1)–(H2)–(H3)–(H4), and consider some general fluid system of equations \( P(c, \mathbf{u}) = 0 \). Let the system possess a unique perturbative solution \( (c, \mathbf{u}) = (\bar{c} + \varepsilon \bar{c}, \bar{\mathbf{u}} + \varepsilon \bar{\mathbf{u}}) \) around any macroscopic equilibrium \( (\bar{c}, \bar{\mathbf{u}}) \) of \( P \), with \( \bar{c} \in (\mathbb{R}_+^*)^N \) and \( \bar{\mathbf{u}} = (\bar{u}, \ldots, \bar{u}) \). Construct the local Maxwellian \( M^{\varepsilon} \) defined by (2.2), using the fluid quantities \((c, \mathbf{u})\) and suppose that there exists a constant \( \delta_{\text{fluid}} > 0 \) verifying

\( i \) \( \bar{c} \in L^\infty(\mathbb{R}_+^3; H^s(\mathbb{T}^3)) \) and \( \| \bar{c} \|_{L^\infty H^s_x} \leq \delta_{\text{fluid}}, \)

\( ii \) \( \bar{\mathbf{u}}, \bar{\mathbf{u}} \in L^\infty(\mathbb{R}_+^3; H^{s-1}(\mathbb{T}^3)) \) and \( \| \bar{\mathbf{u}} \|_{L^\infty H^{s-1}_x}, \| \bar{\mathbf{u}} \|_{L^\infty H^{s-1}_x} \leq \delta_{\text{fluid}}, \)

\( iii \) The microscopic and the fluid parts of the source term \( S^{\varepsilon} \) are controlled in the \( \mathcal{H}^s_\varepsilon \) norm as
\[
\| \pi_{L} S^{\varepsilon} \|_{\mathcal{H}^s_\varepsilon} = \mathcal{O}\left(\frac{\delta_{\text{fluid}}}{\varepsilon}\right) \quad \text{and} \quad \| \pi_{L} S^{\varepsilon} \|_{\mathcal{H}^s_\varepsilon} = \mathcal{O}(\delta_{\text{fluid}}).
\]
Then, there exist $s_0 \in \mathbb{N}^*$, $\delta_{\text{fluid}} > 0$ and $\varepsilon_0 \in (0, 1]$ such that, for any integer $s \geq s_0$, there exists an explicit $\delta_B > 0$ such that, for all $\varepsilon \in (0, \varepsilon_0]$, for all $\delta_{\text{fluid}} \in [0, \delta_{\text{fluid}}]$ and for any initial datum $f^{in}$ in $H^s (\mathbb{T}^3 \times \mathbb{R}^3, \mu - \frac{1}{2})$ with

$$\|f^{in}\|_{\mathcal{H}_\ell^s} \leq \delta_B / 2, \quad \|\pi^\varepsilon_T(f^{in})\|_{L^2_{x,v} (\mu - \frac{1}{2})} = O(\delta_{\text{fluid}}),$$

there exists a unique $f \in C^0 (\mathbb{R}_+; H^s (\mathbb{T}^3 \times \mathbb{R}^3, \mu - \frac{1}{2}))$ such that $F^\varepsilon = M^\varepsilon + \varepsilon f$ is the unique weak solution of the Boltzmann multi-species Eq. (1.11). Moreover, if $F^{\varepsilon, in} = M^{\varepsilon, in} + \varepsilon f^{in} \geq 0$, then $F^\varepsilon (t, x, v) \geq 0$ almost everywhere on $\mathbb{R}_+ \times \mathbb{T}^3 \times \mathbb{R}^3$. Finally, for any time $t \geq 0$, $F^\varepsilon$ satisfies the stability property

$$\|F^\varepsilon - M^\varepsilon\|_{\mathcal{H}_\ell^s} \leq \varepsilon \delta_B, \quad \forall \varepsilon \in (0, \varepsilon_0].$$

3. Perturbative Cauchy Theory for the Boltzmann Multi-species Equation

In this section we establish a Cauchy theory for the Boltzmann multi-species Eq. (1.11), perturbed around the local Maxwellian state (2.2)–(2.3). In the first part we present the hypocoercive properties satisfied by the Boltzmann operators $L^\varepsilon$ and $Q$, which allow to connect our analysis to the formalism used in [15,45]. The proofs of these lemmata are postponed to Sect. 4 for clarity purposes. In the second part we prove Theorem 2.2: we derive suitable uniform (in $\varepsilon$) bounds for the problematic source term $S^\varepsilon$; then list the a priori energy estimates that we are able to recover for any solution $f$ of (1.11); we at last notice that our estimates actually coincide (up to lower orders in $\varepsilon$ or in $\delta_{\text{MS}}$) to the ones obtained in [15].

3.1. Hypocoercive formalism. The initial step consists in verifying some structural properties on $L^\varepsilon$ and $Q$, necessary to recover the basic a priori energy estimates that will be presented in the following part. We shall see that the extension of the methods in [15] is absolutely nontrivial and many new issues come up in the analysis. For this reason, we choose to keep the same order of presentation of the technical assumptions adopted in [15]. This will allow us to enlighten the similarities and especially the main differences between our strategies.

Before stating our lemmata, we here provide a brief description of the main features of the linearized Boltzmann operator $L^\varepsilon$. We recall that $L^\varepsilon$ can be written under the form

$$L^\varepsilon = K^\varepsilon - \nu^\varepsilon,$$

where $K^\varepsilon = (K_1^\varepsilon, \ldots, K_N^\varepsilon)$ is defined, for any $1 \leq i \leq N$, by

$$K_i^\varepsilon (f)(v) = \sum_{j=1}^{N} \int_{\mathbb{R}^3 \times S^2} B_{ij} (|v - v_{||}|, \cos \vartheta) \left( M_{i}^{\varepsilon, f} f_{j}^{\varepsilon, f} + M_{j}^{\varepsilon, f} f_{i}^{\varepsilon, f} - M_{i}^{\varepsilon} f_{j}^{\varepsilon} \right) dv_{||} d\sigma,$$

and $\nu^\varepsilon = (\nu_1, \ldots, \nu_N)$ acts like a multiplicative operator, namely, for any $1 \leq i \leq N$,

$$\nu_i^\varepsilon (f)(v) = \sum_{j=1}^{N} \nu_{ij}^\varepsilon (v) f_j (v),$$
\[ v_{ij}^\varepsilon(v) = \int_{\mathbb{R}^3 \times S^2} B_{ij}(|v - v_*|, \cos \theta) M_j^\varepsilon(v_*) dv_* d\sigma, \quad \forall v \in \mathbb{R}^3. \quad (3.2) \]

**Remark 3.1.** Note that throughout this initial presentation we shall suppose that the solution \((c, u)\) of the Maxwell–Stefan system we consider is always smooth enough to perform all the estimates, as stated in Theorem 2.1. The required regularity will be fixed afterwards and will allow to apply all the results obtained in this section. As such, the quantities \(\min, c_i > 0, C_0 = \langle c, 1 \rangle, \|v\|_{L_\infty^N H^2} \) and \(\|u\|_{L_\infty^N H^2} \) are considered as constants and we only keep their track when the explicit order of magnitude \(O(\delta_{MS})\) is needed in order to close the energy estimates at the kinetic level. Also, each time a constant is written, it is independent of \(\varepsilon\). This is only done for a sake of simplicity and clarity, but nevertheless each of these constants will be computed explicitly inside the proofs.

We begin with a lemma establishing some general controls on \(v^\varepsilon\) and \(L^\varepsilon\) (which states in particular the coercivity of \(v^\varepsilon\)).

**Lemma 3.2 (Estimates on \(v^\varepsilon\) and \(L^\varepsilon\)).** For any \(\varepsilon \in (0, 1]\), the linearized operator \(L^\varepsilon\) and its multiplicative part \(v^\varepsilon\) satisfy the following explicit bounds. There exist some explicit positive constants \(C_1^\varepsilon, C_2^\varepsilon\) and \(C_3^\varepsilon\) such that, for any \(f, g \in L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}})\), we have

\[
C_1^\varepsilon \|f\|_{L^2_\varepsilon(\mu^{-\frac{1}{2}})} \leq C_2^\varepsilon \|f\|_{L^2_\varepsilon((v) \frac{\nu}{\mu}\mu^{-\frac{1}{2}})} \leq \langle v^\varepsilon(f), f \rangle_{L^2_\varepsilon(\mu^{-\frac{1}{2}})} \leq C_3^\varepsilon \|f\|_{L^2_\varepsilon((v) \frac{\nu}{\mu}\mu^{-\frac{1}{2}})}. \quad (3.3)
\]

\[
\left\|L^\varepsilon(f), g\right\|_{L^2_\varepsilon(\mu^{-\frac{1}{2}})} \leq C_1^\varepsilon \|f\|_{L^2_\varepsilon((v) \frac{\nu}{\mu}\mu^{-\frac{1}{2}})} \|g\|_{L^2_\varepsilon((v) \frac{\nu}{\mu}\mu^{-\frac{1}{2}})}. \quad (3.4)
\]

The constant \(C_1^\varepsilon\) in (3.3) translates into a coercivity property for \(v^\varepsilon\). Our next result shows that \(v^\varepsilon\) also exhibits a defect of coercivity along its \(v\)-derivatives.

**Lemma 3.3 (Defect of coercivity for \(\partial_v^\beta \partial_x^\alpha v^\varepsilon\)).** For any \(s \in \mathbb{N}^*\), and for all multi-indices \(\alpha, \beta\) such that \(|\alpha| + |\beta| = s\) and \(|\beta| \geq 1\), there exist some explicit positive constants \(C_k\), with \(k \in \{3, \ldots, 7\}\), such that, for any \(f \in H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}})\),

\[
\left\{\partial_v^\beta \partial_x^\alpha v^\varepsilon(f), \partial_v^\beta \partial_x^\alpha f\right\}_{L^2_{\varepsilon,v}(\mu^{-\frac{1}{2}})} \geq \left( C_3^\varepsilon - \varepsilon \mathbb{1}_{\{\alpha \geq 1\}} C_4^\varepsilon \right) \|\partial_v^\beta \partial_x^\alpha f\|_{L^2_{\varepsilon,v}(\mu^{-\frac{1}{2}})}^2
\]

\[
- \left( C_5^\varepsilon + \varepsilon \mathbb{1}_{\{\alpha \geq 1\}} C_6^\varepsilon \right) \|f\|_{H_{\varepsilon,d}(\mu^{-\frac{1}{2}})}^2
\]

\[
- \varepsilon \mathbb{1}_{\{\alpha \geq 1\}} C_7^\varepsilon \sum_{0 < |\alpha'| + |\beta'| \leq s - 1} \|\partial_v^\beta \partial_x^\alpha f\|_{L^2_{\varepsilon,v}(\mu^{-\frac{1}{2}})}^2. \quad (3.5)
\]

We here notice for the first time the main difference with the mono-species case treated in [15], where the Boltzmann equation is perturbed around a global equilibrium. Since the Maxwellian \(M^\varepsilon\) we consider depends on the space variable, we see the appearance of several new terms in the estimates, coming precisely from the \(x\)-derivatives of \(M^\varepsilon\). Nevertheless, each of these correction terms is at a lower order in \(\varepsilon\) and they are thus likely to be controlled by the main terms, which correspond to the ones derived in [15].
Let us now turn to the analysis of $K^\varepsilon$. Following again the strategy of Mouhot and Neumann [45], we want to prove that this operator exhibits a regularizing behaviour whenever we consider some $\nu$-derivatives. More precisely, we shall see that $\partial_\nu^\beta \partial_\alpha^\alpha K^\varepsilon$ is controlled by a main term only depending on lower derivatives of $f$ plus a correction term (which can be made arbitrary small) involving the same order of derivatives $\partial_\nu^\beta \partial_\alpha^\alpha f$. We can think of this property as the counterpart of the defect of coercivity shown previously on $\partial_\nu^\beta \partial_\alpha^\alpha \varepsilon^\varepsilon$, in the sense that the correction term appearing in the bound of $\partial_\nu^\beta \partial_\alpha^\alpha K^\varepsilon$ will be controlled by the negative contribution coming from $\partial_\nu^\beta \partial_\alpha^\alpha \varepsilon^\varepsilon$.

Compared to the mono-species case, we shall dive deeper into the structure of the operator, encountering two major issues. The first issue is that we need to recover a full explicit expression of $K^\varepsilon$ in a kernel form, which is not just a simple extension of the mono-species case. This is done in Appendix A by deriving a precise Carleman representation of $K^\varepsilon$, following the work of [17]. The second issue arises because the kernel operator strongly depends on $|\nu - \nu_\varepsilon|$ and we need to properly treat the $\nu$-derivatives in the small region where the relative velocity is close to zero. This last step will in particular involve dealing with the different decay rates of the global equilibria $\mu_i$, a strategy developed in [10].

**Lemma 3.4** (Mixing properties in velocity for $\partial_\nu^\beta \partial_\alpha^\alpha K^\varepsilon$). Let $s \in \mathbb{N}^*$ and consider two multi-indices $\alpha, \beta$ such that $|\alpha| + |\beta| = s$ and $|\beta| \geq 1$. Then, for any $\xi \in (0, 1)$, there exist two constants $C_1^K(\xi), C_2^K > 0$ such that, for all $f \in H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}})$,

$$
\left| \partial_\nu^\beta \partial_\alpha^\alpha K^\varepsilon(f, \partial_\nu^\beta \partial_\alpha^\alpha f) \right|_{L^2_{\nu,v}(\mu^{-\frac{1}{2}})} \leq C_1^K(\xi) \|f\|^2_{H^s_{\nu,v}(\mu^{-\frac{1}{2}})} + \xi C_2^K \\|\partial_\nu^\beta \partial_\alpha^\alpha f\|^2_{L^2_{\nu,v}(\mu^{-\frac{1}{2}})}.
$$

The constants $C_1^K(\xi)$ and $C_2^K$ can be explicitly determined, and in particular $C_2^K$ does not depend on the parameter $\xi$.

**Remark 3.5.** The explicit dependence of the constant $C_1^K(\xi)$ on the free parameter $\xi \in (0, 1)$ and on the macroscopic observables $(c, u)$ is of the form

$$
C_1^K(\xi) = \mathcal{O} \left( \xi^{- \max(|\beta|, 3)} \sum_{|\alpha| = 0} \sum_{|\beta'| = 0} \left( \|c\|_{L^\infty_{\nu,v} H^s_{|\alpha'|}} + \|c\|_{L^\infty_{\nu,v} H^s_{|\alpha'|}} \right) \right).
$$

The next crucial step in establishing a solid hypocoercivity framework is to determine whether $L^\varepsilon$ possesses a spectral gap in the space of interest $L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}})$. The main issue is linked to the fact that $L^\varepsilon$ is not self-adjoint in our setting and thus all the tools from classical spectral theory [40], as well as methods from [17, 25], cannot be applied directly. Nevertheless, a partial answer to this problem has been already provided in [10], where we were able to recover a quantitative upper bound for the Dirichlet form of the linearized operator $L^\varepsilon$ in the space $L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}})$. We recall that the idea is to look for a penalization of type $L^\varepsilon = L + (L^\varepsilon - L)$, where $L$ is the Boltzmann operator linearized around the global equilibrium $\mu$. In this way, the Dirichlet form of $L^\varepsilon$ can be upper bounded by the usual spectral gap plus two correction terms of order $\varepsilon$. The first term gives the distance between the non-equilibrium Maxwellian $M^\varepsilon$ (of the linearization) and the global equilibrium $\mu$, while the second one translates the fact that the spectral projection is taken with respect to the space of equilibria of $L$, which does not correspond to the space of equilibria of $L^\varepsilon$. We present an extended and slightly different version
of the estimate obtained in [10], since our study requires more control on the term accounting for the projection onto \( \ker L \) (say a control of order \( \varepsilon^2 \)). The reason is that we need to handle the factor \( 1/\varepsilon^2 \) in front of \( L^\varepsilon \). At last, we stress the fact that it is also crucial at this point to keep track of the quantity \( \delta_{MS} \) that uniformly bounds the \( L^\infty \) norms of \( \tilde{c} \) and \( \tilde{u} \). Indeed, in what follows we shall essentially need the freedom in the choice of \( \delta_{MS} \), in order to take it small enough to close the \textit{a priori} estimates and recover the correct negative return in the Sobolev norm \( \| \cdot \|_{H^2} \).

**Lemma 3.6** (Local coercivity of \( L^\varepsilon \)). Let the collision kernels \( B_{ij} \) satisfy assumptions (H1)–(H2)–(H3)–(H4), and let \( \lambda_L > 0 \) be the spectral gap in \( L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \) of the operator \( L \). There exists an explicit constant \( C_{L^\varepsilon}^1 > 0 \) such that, for all \( \varepsilon \in (0, 1] \) and for any \( \eta_1 > 0 \), the operator \( L^\varepsilon \) satisfies the following estimate. For any \( f \in L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \)

\[
\langle L^\varepsilon(f), f \rangle_{L^2_\varepsilon(\mu^{-\frac{1}{2}})} \leq - \left( \lambda_L - (\varepsilon + \eta_1)C_{L^\varepsilon}^1 \right) \| f - \pi_L(f) \|^2_{L^2_\varepsilon(\mu^{-\frac{1}{2}})} + \varepsilon^2 \delta_{MS} \frac{C_{L^\varepsilon}^1}{\eta_1} \| \pi_L(f) \|^2_{L^2_\varepsilon(\mu^{-\frac{1}{2}})},
\]

(3.7)

where \( \pi_L \) is the orthogonal projection onto \( \ker L \) in \( L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \), and we recall that \( \delta_{MS} > 0 \) can be chosen as small as desired from Theorem 2.1.

We now turn to the study of the full nonlinear Boltzmann operator \( Q \).

**Lemma 3.7** (Orthogonality to \( \ker L \) and general controls on \( Q \)). The linear operator \( L^\varepsilon \) and the bilinear operator \( Q \) are orthogonal to the kernel of \( L \), namely

\[
\pi_L(L^\varepsilon(f)) = \pi_L(Q(g, h)) = 0, \quad \forall f, g, h \in L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}).
\]

Moreover, \( Q \) satisfies the following estimate. For any \( s \in \mathbb{N} \) and for all multi-indices \( \alpha, \beta \) such that \( |\alpha| + |\beta| = s \), there exist two nonnegative functionals \( G^s_x \) and \( G^s_{x,v} \) satisfying \( G^s_{x} \leq G^s_x \), \( G^s_{x,v} \leq G^s_{x,v} \), and such that

\[
\left| \frac{\partial^\alpha Q(g, h)}{\partial g^\beta} \bigg|_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \right| \leq \begin{cases} G^s_{x}(g, h) \| f \|_{L^2_{x,v}(\mu^{-\frac{1}{2}})} & \text{if } |\beta| = 0, \\ G^s_{x,v}(g, h) \| f \|_{L^2_{x,v}(\mu^{-\frac{1}{2}})} & \text{if } |\beta| \geq 1. \end{cases}
\]

(3.9)

In particular, there exists \( s_0 \in \mathbb{N}^* \) such that, for any integer \( s \geq s_0 \), there exists an explicit constant \( C^Q_x \) > 0 verifying

\[
G^s_x(g, h) \leq C^Q_x \left( \| g \|_{H^s_{x,v}(\mu^{-\frac{1}{2}})} \| h \|_{H^s_{x,v}(\mu^{-\frac{1}{2}})} + \| h \|_{H^s_{x,v}(\mu^{-\frac{1}{2}})} \| g \|_{H^s_{x,v}(\mu^{-\frac{1}{2}})} \right),
\]

\[
G^s_{x,v}(g, h) \leq C^Q_x \left( \| g \|_{H^s_{x,v}(\mu^{-\frac{1}{2}})} \| h \|_{H^s_{x,v}(\mu^{-\frac{1}{2}})} + \| h \|_{H^s_{x,v}(\mu^{-\frac{1}{2}})} \| g \|_{H^s_{x,v}(\mu^{-\frac{1}{2}})} \right).
\]

(3.10)

For the reader’s convenience, we point out that an explicit form of the functionals \( G^s_x \) and \( G^s_{x,v} \) in the mono-species setting is provided in [15, Appendix A].

The above lemma completes the investigation of the hypocoercivity properties satisfied by our kinetic model. We can finally step forward to the actual proof of Theorem 2.2.
3.2. Proof of Theorem 2.2. For the sake of clarity, we divide our presentation into several steps. We begin by studying the source term $S^\varepsilon$, which constitutes the main novelty of this work. Its correct estimate can in fact be seen as the last feature in providing a satisfactory hypocoercive framework. We then present some basic properties of the macroscopic projector $\pi_L$, which is used in the next step in order to derive the \textit{a priori} energy estimates satisfied by the perturbations $f$. In the last step, we adapt the computations carried out in [15] to recover the conclusions of Theorem 2.2.

Step 1 – Estimates on the source term $S^\varepsilon$. We here provide the study of the source term

$$S^\varepsilon = \frac{1}{\varepsilon^3} Q(M^\varepsilon, M^\varepsilon) - \frac{1}{\varepsilon} \partial_t M^\varepsilon - \frac{1}{\varepsilon^2} v \cdot \nabla_x M^\varepsilon.$$ 

This term gives the distance between the Maxwell–Stefan system and the fluid part of the Boltzmann equation, and it represents one of the main differences from the model considered in [15], and also one of the main drawbacks. In fact, since $S^\varepsilon$ strongly depends on inverse powers of $\varepsilon$ and on $M^\varepsilon$ and its derivatives, it is crucial to determine its leading order of magnitude with respect to $\varepsilon$ and to understand the role played by the macroscopic quantities $c$ and $u$.

The idea at the basis of our analysis is simple. The Lyapunov functional (2.6) we chose is essentially made up of three terms: the $L^2_{x,v}(\mu^{-\frac{1}{2}})$ norm which accounts for pure spatial derivatives and for mixed derivatives, and the $L^2_{x,v}(\mu^{-\frac{1}{2}})$ scalar product which corresponds to a higher order commutator. In particular, as soon as one derivative in velocity is considered, the weights $\varepsilon$ and $\varepsilon^2$ are used in order to balance out the energy estimates by cancelling the stiffest terms.

With this idea in mind, we consider three cases, each referring to one of the three sums appearing in the Sobolev norm (2.6). Their investigation is similar and essentially based on the separated study of the linear part and of the nonlinear term $Q(M^\varepsilon, M^\varepsilon)$. On the one side, the linear part accounts for an order $\varepsilon^{-1}$ since we can check that $\nabla_x M^\varepsilon = O(\varepsilon)$. On the other hand, we handle the nonlinear term by exploiting the particular form of $u = \bar{u} + \varepsilon \tilde{u}$. More precisely, we show that $M^\varepsilon$ is close to a local equilibrium of the mixture (with common macroscopic velocity $\varepsilon \bar{u}$) up to an order $\varepsilon^2$, allowing to prove that $\partial_t^\alpha \partial_x^\beta Q(M^\varepsilon, M^\varepsilon) = O(\varepsilon^2)$ for any multi-indices $\alpha, \beta \geq 0$. In such a way, we are able to deduce that the general leading order of the source term (and of its derivatives) is actually $O(\varepsilon^{-1})$, which can be easily handled in the $H^s_\mu$ norm by the factors $\varepsilon$ and $\varepsilon^2$, as soon as one derivative in $v$ is considered. Unfortunately, since $x$-derivatives are instead controlled by a mere factor of order 1, the $L^2_{x,v}(\mu^{-\frac{1}{2}})$ norm of $\partial_x^\alpha S^\varepsilon$ could blow up at a rate of $O(\varepsilon^{-1})$.

That is why we derive a more precise estimate for the source term, in the case where only $x$-derivatives are taken into account. In particular, the strategy consists in decomposing $\partial_x^\alpha S^\varepsilon$ into a fluid and a microscopic part as $\partial_x^\alpha S^\varepsilon = \pi_L(\partial_x^\alpha S^\varepsilon) + \partial_x^\alpha S^\varepsilon\perp$, in order to show that the stiff problematic terms are actually concentrated in the sole orthogonal component $\partial_x^\alpha S^\varepsilon\perp$. This, together with the fact that $c$ and $u$ satisfy the Maxwell–Stefan system (1.7)–(1.8)–(1.9), will be sufficient to prove that actually $\pi_L(\partial_x^\alpha S^\varepsilon) = O(1)$. Thanks to the previous considerations, we shall eventually recover the leading order $\partial_x^\alpha S^\varepsilon\perp = O(\varepsilon^{-1})$, but in this case it will no more constitute an issue since the spectral gap of $\partial_x^\alpha L^\varepsilon$ will provide the needed negative return.
Lemma 3.8. (Estimates on \( S^e \)). Let \( s \in \mathbb{N} \) and \( f \in H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \), and consider two multi-indices \( \alpha, \beta \) such that \( |\alpha| + |\beta| = s \). If \( |\beta| \geq 1 \), there exists a positive constant \( C_{\alpha, \beta} \), such that, for any \( \varepsilon \in (0, 1) \) and any \( n_2 > 0 \),

\[
\left| \langle \partial_\nu^{\alpha} \partial_x^{\beta} S^e, \partial_\nu^{\alpha} \partial_x^{\beta} f \rangle_{L^2_v,1}(\mu^{-\frac{1}{2}}) \right| \leq \frac{\delta_{MS}^2 C_{\alpha, \beta}}{n_2} + \eta_2 \left\| \partial_\nu^{\alpha} \partial_x^{\beta} f \right\|_{L^2_v,1}(\langle v \rangle \frac{\varepsilon}{2}) \left( \varepsilon \mu^{-\frac{1}{2}} \right). \tag{3.11}
\]

In particular, if \( \alpha_k > 0 \) for some \( k \in \{1, 2, 3\} \) and \( \beta = e_k \), there exists \( C_{\alpha, k} > 0 \) such that, for any \( \varepsilon \in (0, 1) \) and any \( n_3 > 0 \),

\[
\left| \langle \partial_x^{\alpha} S^e, \partial_\nu^{\alpha} \partial_x^{e_k} f \rangle_{L^2_v,1}(\mu^{-\frac{1}{2}}) \right| \leq \frac{\delta_{MS}^2 C_{\alpha, k}}{\varepsilon n_3} + \frac{\eta_3}{\varepsilon} \left\| \partial_\nu^{\alpha} \partial_x^{e_k} f \right\|_{L^2_v,1}(\langle v \rangle \frac{\varepsilon}{2}) \left( \varepsilon \mu^{-\frac{1}{2}} \right). \tag{3.12}
\]

Finally, if \( |\beta| = 0 \), we ask for a stronger control on the projection \( \pi_L(S^e) \). There exists a positive constant \( C_{\alpha} \) such that, for any \( \varepsilon \in (0, 1) \) and any \( n_4, n_5 > 0 \),

\[
\left| \langle \partial_x^{\alpha} S^e, \partial_\nu^{\alpha} f \rangle_{L^2_v,1}(\mu^{-\frac{1}{2}}) \right| \leq \frac{\delta_{MS}^2 C_{\alpha}}{n_4 n_5} + \frac{\eta_4}{\varepsilon} \left\| \pi_L(\partial_\nu^{\alpha} f) \right\|_{L^2_v,1}(\mu^{-\frac{1}{2}}) + \frac{\eta_5}{\varepsilon} \left\| \partial_x^{\alpha} f \right\|_{L^2_v,1}(\langle v \rangle \frac{\varepsilon}{2}) \left( \varepsilon \mu^{-\frac{1}{2}} \right). \tag{3.13}
\]

The constants \( C_{\alpha, \beta}, C_{\alpha, k}, \) and \( C_{\alpha} \) are explicit and only depend on the physical parameters of the problem, and on polynomials in the variables \( \|e\|_{L^\infty_t H^{s+4}_x} \) and \( \|u\|_{L^\infty_t H^{s+4}_x} \). In particular, they are independent of \( \varepsilon \).

Again, the proof is left to Section 4.

Step 2 – Properties of the fluid projection \( \pi_L \). The derivation of the a priori energy estimates finally requires a deeper understanding of the properties of the projectors \( \pi^e_T \) and \( \pi_L \). We present in this step three lemmata which are preliminary to our following study, the main one being a result establishing a fundamental Poincaré-type inequality satisfied by \( \pi_L \).

Lemma 3.9. For any \( \varepsilon > 0 \), the operator \( T^e = \frac{1}{\varepsilon^2} L - \frac{1}{\varepsilon} v \cdot \nabla_x \), acting on \( H^1(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \), satisfies \( \ker T^e = \ker L \cap \ker (v \cdot \nabla_x) \). Moreover, the associated projection \( \pi^e_T \) explicitly writes

\[
\pi^e_T(f) = \int_{\mathbb{T}^3} \pi_L(f) dx, \tag{3.14}
\]

for any \( f \in H^1(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \).

The proof of this lemma is very simple and is therefore omitted. It can be found for example as an initial remark in [17, Section 4].

Next, we present a very useful property of the projection \( \pi_L \), which is intensively used in what follows: the equivalence of the \( L^2_v(\mu^{-\frac{1}{2}}) \) and \( L^2_v(\langle v \rangle^2 \mu^{-\frac{1}{2}}) \) norms on the space \( \ker L \).

Lemma 3.10. There exists a positive explicit constant \( C_\pi \) such that

\[
\|\pi_L(f)\|_{L^2_v(\langle v \rangle^2 \mu^{-\frac{1}{2}})} \leq C_\pi \|\pi_L(f)\|_{L^2_v(\mu^{-\frac{1}{2}})}, \tag{3.15}
\]

for any \( f \in L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \).
Proof of Lemma 3.10. The proof is a straightforward adaptation of the arguments used in [25, Proof of Lemma 15], using the explicit expression of \( \pi_L(f) \) from (2.4) by means of the orthonormal basis \((\phi^{(k)})_{1 \leq k \leq N+4}\) in \( L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}) \). In particular, (3.15) holds with the choice
\[
C_\pi = (N + 4) \max_{1 \leq k, \ell \leq N+4} \left| \left( \phi^{(k)}, \phi^{(\ell)} \right)_{L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}})} \right|.
\]

\( \square \)

To conclude this preliminary step, we establish a Poincaré-type inequality for \( \pi_L \) which represents a tool of crucial importance in order to apply the hypocoercive strategy of [15,45]. Note however that, as opposed to the works in the mono-species setting, where the solution of the Boltzmann equation is perturbed around a global equilibrium, satisfying initially a small correction of order a Poincaré inequality can still be recovered at a lower order, allowing the appearance of in [25, Proof of Lemma 15], using the explicit expression of [15,45]. Note however that, as opposed to the works in the mono-species setting, which represents a tool of crucial importance in order to apply the hypocoercive strategy of Proof of Lemma 3.10.

Lemma 3.11. Let us denote with \( C_{T^3} \) the Poincaré constant on the torus, and let \( \delta_{MS} > 0 \). Consider a solution \( f \in H^1(T^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) of the perturbed Boltzmann Eq. (1.11), satisfying initially \( \| \pi_T^\varepsilon f^{\text{ini}} \|_{L^2_{\mu\nu}(\mu^{-\frac{1}{2}})} \leq C \delta_{MS} \) for some constant \( C > 0 \) independent of the parameters \( \varepsilon \) and \( \delta_{MS} \). There exists a positive constant \( C_T^\varepsilon \) such that
\[
\| \pi_L(f) \|^2_{L^2_{\mu\nu}(\mu^{-\frac{1}{2}})} \leq 2C_{T^3} \| \nabla f \|^2_{L^2_{\mu\nu}(\mu^{-\frac{1}{2}})} + \delta_{MS}^2 C_T^\varepsilon .
\]
(3.16)

In particular, \( C_T^\varepsilon \) is explicit and does not depend on the parameter \( \varepsilon \).

Proof of Lemma 3.11. Pick a solution \( f \in H^1(T^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) of (1.11). Recalling the relation (3.14) between the projectors provided by Lemma 3.9, we observe that we can express \( \pi_L(f) \) in terms of \( \pi_T^\varepsilon(f) \) and apply Poincaré inequality to first obtain
\[
\| \pi_L(f) \|^2_{L^2_{\mu\nu}(\mu^{-\frac{1}{2}})} \leq 2 \| \pi_L(f) - \frac{1}{|T^3|} \pi_T^\varepsilon(f) \|^2_{L^2_{\mu\nu}(\mu^{-\frac{1}{2}})} + \frac{2}{|T^3|^2} \| \pi_T^\varepsilon(f) \|^2_{L^2_{\mu\nu}(\mu^{-\frac{1}{2}})}
\]
\[
\leq 2C_{T^3} \| \nabla \pi_L(f) \|^2_{L^2_{\mu\nu}(\mu^{-\frac{1}{2}})} + \frac{2}{|T^3|^2} \| \pi_T^\varepsilon(f) \|^2_{L^2_{\mu\nu}(\mu^{-\frac{1}{2}})} .
\]
(3.17)

Note that for the models in [15,45], the authors are able to prove that \( \pi_T^\varepsilon(f) = 0 \), starting from an initial datum satisfying \( \pi_T^\varepsilon(f^{\text{ini}}) = 0 \). This is a peculiarity of the Boltzmann equation, which naturally preserves the action of the projection \( \pi_T^\varepsilon \) on it. Clearly, in our case we do not have the same property, and in fact our aim is to show that actually the second term accounts for an order \( O(\delta_{MS}^2) \). To do this, we need to recover an equation for \( \pi_T^\varepsilon(f) \) from (1.11).

Using Lemma 3.9, thanks to the linearity of \( \pi_T^\varepsilon \) and to the orthogonality of \( L^\varepsilon \) and \( Q \) to \( ker \ L \) given by (3.8), one can see that the transport terms and the Boltzmann operators cancel out, so that we are left with the identity, holding a.e. on \( \mathbb{R}_+ \times T^3 \times \mathbb{R}^3 \),
\[
\partial_t \pi_T^\varepsilon(f) = -\frac{1}{\varepsilon} \partial_t \pi_T^\varepsilon(M^\varepsilon),
\]
where we have also used the fact that the projection operator commutes with the time derivative. In particular, integrating over \([0, t]\) the above identity, we obtain the desired equation for \(\pi_T^\varepsilon(f)\), which reads

\[
\pi_T^\varepsilon(f) = \pi_T^\varepsilon(f^\text{in}) - \frac{1}{\varepsilon} \pi_T^\varepsilon(M^\varepsilon - M^\varepsilon, \text{in}).
\]  

(3.18)

Consequently, since \(M^\varepsilon\) and \(M^\varepsilon, \text{in}\) only depend on the macroscopic quantities \((c, u)\) and \((c^\text{in}, u^\text{in})\), using the relation (3.14) together with the formula (2.5) of the projection \(\pi_L\), we compute

\[
\pi_T^\varepsilon(M^\varepsilon - M^\varepsilon, \text{in})
\]

\[=
\int_{T^3} \pi_L(M^\varepsilon - M^\varepsilon, \text{in}) \, dx
\]

\[=
\sum_{i=1}^N \left[ \frac{\varepsilon}{c_i, \infty} \int_{T^3} \left( \tilde{c}_i(t, x) - \tilde{c}_i^\text{in}(x) \right) \, dx \right] \mu_i e^{(i)}
\]

\[+
\frac{\varepsilon v}{\sum_{i=1}^N m_i c_i, \infty} \left[ \sum_{i=1}^N \int_{T^3} m_i (c_i u_i - c_i^\text{in} u_i^\text{in}) \, dx \right] (m_i \mu_i)_{1 \leq i \leq N}
\]

\[+
\frac{\varepsilon^2}{\sqrt{6} \sum_{i=1}^N c_i, \infty} \left[ \sum_{i=1}^N \int_{T^3} m_i (c_i |u_i|^2 - c_i^\text{in} |u_i|^2) \, dx \right] \left( \frac{m_i |v|^2 - 3}{\sqrt{6}} \mu_i \right)_{1 \leq i \leq N}.
\]

In particular, the couple \((c, u)\) is solution of the Maxwell–Stefan system (1.7)–(1.8)–(1.9), so that, from (2.1), one gets that the zeroth-order terms disappear, because both \(\tilde{c}_i\) and \(\tilde{c}_i^\text{in}\) have zero mean on the torus. Therefore, replacing the above identity in (3.18), we finally recover the expression of \(\pi_T^\varepsilon(f)\), which writes explicitly

\[
\pi_T^\varepsilon(f) = \pi_T^\varepsilon(f^\text{in}) - \frac{v}{\sum_{i=1}^N m_i c_i, \infty} \left[ \sum_{i=1}^N \int_{T^3} m_i (c_i u_i - c_i^\text{in} u_i^\text{in}) \, dx \right] (m_i \mu_i)_{1 \leq i \leq N}
\]

\[-
\frac{\varepsilon}{\sqrt{6} \sum_{i=1}^N c_i, \infty} \left[ \sum_{i=1}^N \int_{T^3} m_i (c_i |u_i|^2 - c_i^\text{in} |u_i|^2) \, dx \right] \left( \frac{m_i |v|^2 - 3}{\sqrt{6}} \mu_i \right)_{1 \leq i \leq N}.
\]

Recalling the uniform controls on \(c\) and \(u\) given by Theorem 2.1 and applying the continuous Sobolev embedding of \(H_x^{s/2}\) in \(L_x^\infty\) for \(s > 3\), one easily infers the existence of a positive constant \(C^T\) such that

\[
\left| \sum_{i=1}^N \frac{v}{m_i c_i, \infty} \int_{T^3} m_i (c_i u_i - c_i^\text{in} u_i^\text{in}) \, dx \right|
\]

\[\leq |v| \frac{N |T^3|}{C_0} \left( \max_{1 \leq i \leq N} m_i c_i, \infty \right)
\]

\[\times \left( \|c\|_{H_x^s(c_x^{-1/2})} \|u\|_{H_x^{s-1}} + \|c^\text{in}\|_{H_x^s(c_x^{-1/2})} \|u^\text{in}\|_{H_x^{s-1}} \right)
\]
\[ \leq C^T |v| \left( 2 \| e_\infty \|_{L^2_t(L^2_x(e^{-\frac{1}{2}}))} + \varepsilon \| \tilde{c}^i \|_{H^1_t(L^2_x(e^{-\frac{1}{2}}))} + \varepsilon \| \tilde{c}^{in} \|_{H^1_t(L^2_x(e^{-\frac{1}{2}}))} \right) \]

\[ \times \left( 2 \| \tilde{u} \|_{H^{1-1}_x} + \varepsilon \| \tilde{u} \|_{H^{1-1}_x} + \varepsilon \| \tilde{u}^{in} \|_{H^{1-1}_x} \right) \]

\[ \leq C^T \delta_\text{MS} |v| \left( \sqrt{N} + \varepsilon \delta_\text{MS} \right) \left( 1 + \varepsilon C_\text{MS} \right), \]

and a similar result can be recovered for the second order terms. As \( \varepsilon \leq 1 \), we can thus successively increase the value of \( C^T > 0 \) to derive the final control

\[ \| \pi_T^\varepsilon(\mathbf{f}) \|_{L^2_t(L^2_x(\mu^{-\frac{1}{2}}))} \leq 2 \| \pi_T^\varepsilon(\mathbf{f}^{in}) \|_{L^2_t(L^2_x(\mu^{-\frac{1}{2}}))} + C^T \delta_\text{MS}^2 \| (1 + |v| + |\mathbf{v}|^2) \mu \|_{L^2_t(\mu^{-\frac{1}{2}})} \]

\[ \leq C^T \delta_\text{MS}^2. \]

since the norm on the right-hand side is clearly finite, and we have also used the hypothesis on the initial datum \( \mathbf{f}^{in} \).

Moreover, since \( \pi_L \) commutes with \( x \)-derivatives, we can use the unique orthogonal writing \( \nabla_x \mathbf{f} = \pi_L(\nabla_x \mathbf{f}) + \nabla_x \tilde{\mathbf{f}} \) to get

\[ \| \nabla_x \pi_L(\mathbf{f}) \|_{L^2_t(L^2_x(\mu^{-\frac{1}{2}}))} \leq \| \nabla_x \mathbf{f} \|_{L^2_t(L^2_x(\mu^{-\frac{1}{2}}))}^{2}. \]

Plugging both last inequalities into (3.17) and redefining accordingly \( C^T \) allow to end the proof. \qed

**Step 3 — A priori energy estimates.** It is crucial at this point to show the strict similarities between the a priori estimates that we obtain here, with the one derived in [15, Section 3]. Indeed, it is enough to prove this analogy in order to deduce that the exact same computations of [15] apply in our case, leading to the expected results of existence and uniqueness. To do this, we write down all the estimates for the terms appearing in the modified Sobolev norm (2.6), whose structure has been fixed at the beginning of this section. We list all the estimates, separating inside square brackets the extra terms that appear in our study. In particular, the extra terms involving the norms of \( \mathbf{f} \) and its derivatives are estimated either by a factor of order \( \varepsilon \) or by a factor of order \( \delta_\text{MS} \), both of which can be taken as small as desired in order to close the estimates as in [15]. Note however that we cannot recover the exponential decay in time obtained in [15,45], as the presence of the source term strongly influences the shape of the energy estimates. Despite this inconvenience, we mention that our analysis is not the sharpest possible, and we guess that an exponential decay rate could probably be recovered in the particular case when \( \tilde{u} = 0 \). We shall give a brief discussion on the topic later on.

For the sake of simplicity, we shall use the notations \( C^{(k)} \) and \( \tilde{C}_k \) for the technical constants appearing in the following a priori estimates. Note that once one gets hypocoercivity properties as we have recovered for the multi-species operators, direct and constructive estimates follow from slight modifications of the computations done in [15,45]. For concision we do not write down these calculations, but their details, as well as the values of all the technical constants, can be found in [9, Appendix C]. In addition to this, in order to enlighten the computations, we suppose from now on that \( \delta_\text{MS} \leq 1 \), even if this requirement may not be optimal.

Let \( s \in \mathbb{N}^+ \) and consider a function \( \mathbf{f} \) in \( H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) which solves the perturbed Boltzmann Eq. (1.11) and satisfies initially \( \| \pi_T^\varepsilon(\mathbf{f}^{in}) \|_{L^2_t(L^2_x(\mu^{-\frac{1}{2}}))} = O(\delta_\text{MS}), \)
as in the statement of Theorem 2.2. Moreover, let us introduce the standard notation \( f^\perp = f - \pi_L(f) \) for the part of \( f \) that is projected onto \((\ker L)^\perp\).

The estimate for the \( L^2_{x,v}(\mu^{-\frac{1}{2}}) \) norm of \( f \) reads

\[
\frac{d}{dt} \|f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 \leq -\frac{\lambda_L}{\varepsilon^2} \|f^\perp\|_{L^2_{x,v}(\nu^\perp \mu^{-\frac{1}{2}})}^2 + \frac{8(C^L_2 + 1)}{\lambda_L} G_x^0(f, f)^2 + \left[ \delta_{MS} C^{(1)} \|\nabla_x f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 + \delta_{MS} \delta_{MS} \right].
\]

(3.19)

The time evolution of the \( L^2_{x,v}(\mu^{-\frac{1}{2}}) \) norm of \( \nabla_x f \) is estimated as

\[
\frac{d}{dt} \|\nabla_x f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 \leq -\frac{\lambda_L}{\varepsilon^2} \|\nabla_x f^\perp\|_{L^2_{x,v}(\nu^\perp \mu^{-\frac{1}{2}})}^2 + \frac{8(2 + 2C^L_1 + C_1^L K_x)}{\lambda_L} G_x^1(f, f)^2 + \left[ \delta_{MS} C^{(2)} \|\nabla_x f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 + \frac{\varepsilon \delta_{MS} C^{(3)}}{\varepsilon^2} \|f^\perp\|_{L^2_{x,v}(\nu^\perp \mu^{-\frac{1}{2}})}^2 + \delta_{MS} \right].
\]

(3.20)

The estimate for the \( L^2_{x,v}(\mu^{-\frac{1}{2}}) \) norm of \( \nabla_v f \) reads

\[
\frac{d}{dt} \|\nabla_v f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 \leq \frac{4(3 + C_3^K)}{C_3^v} G_x^1(f, f)^2 + \left[ \delta_{MS} \varepsilon C^{(5)} \|\nabla_{x,v} f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 \right].
\]

(3.21)

The estimate for the commutator reads, for any \( \varepsilon > 0 \),

\[
\frac{d}{dt} \langle \nabla_x f, \nabla_v f \rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \leq \frac{2C^L_1 \varepsilon}{\varepsilon^3} \|\nabla_x f^\perp\|_{L^2_{x,v}(\nu^\perp \mu^{-\frac{1}{2}})}^2 - \frac{1}{\varepsilon} \|\nabla_x f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 + \frac{C^{(4)}}{\varepsilon} \|\nabla_v f\|_{L^2_{x,v}(\nu^\perp \mu^{-\frac{1}{2}})}^2 + \frac{\varepsilon^2 C^{(6)}}{\varepsilon^3} \|f^\perp\|_{L^2_{x,v}(\nu^\perp \mu^{-\frac{1}{2}})}^2 + \left[ \delta_{MS} \varepsilon C^{(5)} \|\nabla_{x,v} f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 \right].
\]

(3.22)

We then consider two multi-indices \( \alpha, \beta \in \mathbb{N}^3 \) such that \( |\alpha| + |\beta| = s \). If \( |\beta| = 0 \), the estimate for higher \( x \)-derivatives reads

\[
\frac{d}{dt} \|\partial_x^\alpha f\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})}^2 \leq -\frac{\lambda_L}{\varepsilon^2} \|\partial_x^\alpha f^\perp\|_{L^2_{x,v}(\nu^\perp \mu^{-\frac{1}{2}})}^2 + \frac{C^{(7)}}{\varepsilon} G_x^s(f, f)^2
\]
In the following, we also need to consider the particular case when we replace $-\alpha$ with $\beta$, and estimate on mixed derivatives $e_k$ and $\beta$ with $e_k$ in the previous estimate. Inequality (3.24) becomes

\[
\frac{d}{dt} \left\| \partial_x^\alpha \partial_x^\beta f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} 
\leq - \frac{C^v_3}{\varepsilon^2} \left\| \partial_x^\alpha \partial_x^\beta f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} + \frac{K_{x-1}}{\varepsilon^2} \left\| f \right\|^2_{H^{-1}_x, (\mu - \tfrac{1}{2})} + C^{(9)} \left\| \partial_x^\beta f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} + \frac{4(C^K_3 + C^v_4)}{C^v_3} G^s_{x, v} (f, f)^2 
\]

\[+ \left[ \frac{\varepsilon C^v_7}{\varepsilon^2} \left\| f \right\|^2_{H^{-1}_x, (\mu - \tfrac{1}{2})} + \tilde{C}_{\alpha, \beta} \delta_{MS} \right]. \tag{3.25} \]

In the following, we also need to consider the particular case when we replace $\alpha$ with $\alpha - e_k$ and $\beta$ with $e_k$ in the previous estimate. Inequality (3.24) becomes

\[
\frac{d}{dt} \left\| \partial_x^{\alpha - e_k} \partial_x^\alpha f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} 
\leq - \frac{C^v_3}{\varepsilon^2} \left\| \partial_x^{\alpha - e_k} \partial_x^\alpha f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} + \frac{K_{x-1}}{\varepsilon^2} \left\| f \right\|^2_{H^{-1}_x, (\mu - \tfrac{1}{2})} + C^{(9)} \left\| \partial_x^\alpha f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} + \frac{4(C^K_3 + C^v_4)}{C^v_3} G^s_{x, v} (f, f)^2 
\]

\[+ \left[ \frac{\varepsilon C^v_7}{\varepsilon^2} \left\| f \right\|^2_{H^{-1}_x, (\mu - \tfrac{1}{2})} + \tilde{C}_{\alpha, \beta} \delta_{MS} \right]. \tag{3.26} \]

Finally, we need to upper bound the commutator for higher derivatives

\[
\frac{d}{dt} \left\| \partial_x^\alpha f, \partial_x^{e_k} \partial_x^{\alpha - e_k} f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} 
\leq \frac{2C^L_1}{\varepsilon^3} \left\| \partial_x^\alpha f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} - \frac{1}{\varepsilon} \left\| \partial_x^\alpha f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} + \frac{C^{(10)}}{\varepsilon} \left\| \partial_x^{e_k} \partial_x^{\alpha - e_k} f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} + \frac{2\varepsilon}{\varepsilon C^v_1} G^s_{x, v} (f, f)^2 
\]

\[+ \left[ \frac{\delta_{MS} e K_{\alpha, k}}{\varepsilon} \left\| f \right\|^2_{H^{-1}_x, (\mu - \tfrac{1}{2})} + \delta_{MS} e C^{(11)} \left\| \partial_x^\alpha f \right\|^2_{L^2_x, (\mu - \tfrac{1}{2})} \right]. \tag{3.26} \]
where the estimate holds for any \( e > 0 \), and we underline that the last term satisfies the fundamental property

\[
- \sum_{|\alpha|=s} \left( \partial_x^{\alpha-e_k} (v \cdot \nabla_x f), v_k \partial_x^{\alpha_f} \right)_{L^2_t \times \mathbb{R}^3} \left( \mu^{-\frac{1}{2}} \right) = - \sum_{|\alpha|=s-1} \left\| v \cdot \nabla_x \partial_x^{\alpha_f} \right\|^2_{L^2_t \times \mathbb{R}^3} \left( \mu^{-\frac{1}{2}} \right) \leq 0.
\]

(3.27)

Starting from these inequalities, we are now able to establish the link with [15]. For the sake of clarity, we divide the derivation of the a priori energy estimates into two successive results. In the first one, we recover a preliminary upper bound which provides a partial negative return.

**Proposition 3.12.** There exist \( \delta_{MS} > 0 \) and \( \varepsilon_0 \in (0, 1] \) such that the following statements hold for any \( s \in \mathbb{N}^* \).

(i) There exist three sets of positive constants \( \left( a_{\alpha}^{(s)} \right)_{\alpha}, \left( b_{\alpha,k}^{(s)} \right)_{\alpha,k} \) and \( \left( d_{\alpha,\beta}^{(s)} \right)_{\alpha,\beta} \) such that, for all \( \varepsilon \in (0, \varepsilon_0) \),

\[
\| \cdot \|_{\mathcal{H}^1_t} \sim \left( \| \cdot \|^2_{L^2_t \times \mathbb{R}^3} + \sum_{|\alpha| \leq s} \| \partial_x^{\alpha_f} \|^2_{L^2_t \times \mathbb{R}^3} \left( \mu^{-\frac{1}{2}} \right) + \varepsilon^2 \sum_{|\alpha|+|\beta| \leq s} \| \partial_x^{\alpha_f} \partial_x^{\beta} \|^2_{L^2_t \times \mathbb{R}^3} \left( \mu^{-\frac{1}{2}} \right) \right)^{1/2}.
\]

(3.28)

(ii) There exist four positive constants \( K_0^{(s)}, K_1^{(s)}, K_2^{(s)} \) and \( C^{(s)} \) such that, for any values of \( \varepsilon \in (0, \varepsilon_0) \) and \( \delta_{MS} \in (0, \delta_{MS}) \), if \( f \in H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) solves the perturbed Boltzmann Eq. (1.11) with initial datum \( f^{in} \) belonging to \( H^5(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) and satisfying \( \| \pi^s(f^{in}) \|_{L^2_t \times \mathbb{R}^3} = O(\delta_{MS}) \), then, for every time \( t \geq 0 \),

\[
\frac{d}{dt} \| f \|^2_{\mathcal{H}^1_t} \leq -K_0^{(s)} \left( \| f \|^2_{H^s_t \times \mathbb{R}^3} (v) \left( \mu^{-\frac{1}{2}} \right) + \frac{1}{\varepsilon^2} \sum_{|\alpha| \leq s} \| \partial_x^{\alpha_f} \|^2_{L^2_t \times \mathbb{R}^3} (v) \left( \mu^{-\frac{1}{2}} \right) \right)
\]

\[
+K_1^{(s)} \mathcal{G}_x^s(f, f)^2 + \varepsilon^2 K_2^{(s)} \mathcal{G}_{x,v}^s(f, f)^2 + C^{(s)} \delta_{MS},
\]

(3.29)

where the functionals \( \mathcal{G}_x^s \) and \( \mathcal{G}_{x,v}^s \) have been introduced in Lemma 3.7.

**Proof of Proposition 3.12.** Let \( f \in H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) be any solution of (1.11) with initial condition satisfying the hypothesis of our statement, and consider a solution \( (c, u) \in H^{s+5}_x \times H^{s+4}_x \) of the Maxwell–Stefan system (1.7)–(1.8)–(1.9). Moreover, suppose that \( \delta_{MS} \leq 1 \) for simplicity. Under these hypotheses, estimates from (3.19) up to (3.26) hold and can be applied.

Following [15, Section 5], we proceed by induction on \( s \in \mathbb{N}^* \). For \( s = 1 \), the modified Sobolev norm \( \mathcal{H}^1_t \) reads, for any \( f \in H^1(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \),

\[
\| f \|^2_{\mathcal{H}^1_t} = A \| f \|^2_{L^2_t \times \mathbb{R}^3} \left( \mu^{-\frac{1}{2}} \right) + \alpha \| \nabla_x f \|^2_{L^2_t \times \mathbb{R}^3} \left( \mu^{-\frac{1}{2}} \right)
\]

\[
+b \varepsilon \langle \nabla_x f, \nabla_v f \rangle_{L^2_t \times \mathbb{R}^3} \left( \mu^{-\frac{1}{2}} \right) + d \varepsilon^2 \| \nabla_v f \|^2_{L^2_t \times \mathbb{R}^3} \left( \mu^{-\frac{1}{2}} \right).
\]
Therefore, we consider the linear combination $A(3.19) + a(3.20) + d\varepsilon(3.21) + b\varepsilon(3.22)$. Recalling from Lemma 3.7 that we have the monotone behaviour $\mathcal{G}_x^0 \leq \mathcal{G}_x^1$, we can easily find some positive constants $K_1^{(1)}$, $K_2^{(1)}$ and $C^{(1)}$ such that, at first,

\[
\frac{d}{dt} \| f \|_{\mathcal{H}_x^1}^2 \leq \frac{1}{\varepsilon^2} \left[ \varepsilon (a\delta_{MS}C^{(3)} + \varepsilon K_1d + b\varepsilon C^{(6)}) - \frac{A\lambda L}{2} \right] \| f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 \\
+ \frac{1}{\varepsilon^2} \left[ 2C_1 e b - \frac{a\lambda L}{2} \right] \| \nabla_x f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 \\
+ \left[ \delta_{MS}(A^{(1)} + aC^{(2)}) + K_{dx}d - b \left( 1 - \delta_{MS}eC^{(5)} \right) \right] \| \nabla_x f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 \\
+ \left[ C^{(4)} b - dC_3 \right] \| \nabla_v f \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 \\
- \frac{A\lambda L}{2\varepsilon^2} \| f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 - \frac{a\lambda L}{2\varepsilon^2} \| \nabla_x f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 \\
+ K_1^{(1)} \mathcal{G}_x^1(f, f)^2 + \varepsilon^2 K_2^{(1)} \mathcal{G}_x^1(f, f)^2 + C^{(1)} \delta_{MS}.
\]

For the reader’s convenience we underline that, compared to the estimates derived in [15], the new terms appearing here are the ones multiplied by the constants $C^{(k)}$, $k = 1, 2, 3, 5, 6$. If we now choose

\[
\bar{\delta}_{MS} \leq \min \left\{ 1, \frac{K_{dx}d}{AC^{(1)} + aC^{(2)}}, \frac{1}{2\varepsilon C^{(5)}} \right\}, \quad \varepsilon_0 \leq \min \left\{ 1, \frac{K_1d}{aC^{(3)} + K_1d + bC^{(6)}} \right\},
\]

we can repeat the same computations in [15] in order to fix the values of $A$, $a$, $b$, $d$ and $\varepsilon$. In particular, the equivalence between the modified norm $\mathcal{H}_x^1$ and the standard Sobolev norm $H_x^1 L_{x,v}^2(\mu^{-\frac{1}{2}})$ immediately follows, and we also recover, because $\varepsilon \in (0, 1]$, the estimate

\[
\frac{d}{dt} \| f \|_{\mathcal{H}_x^1}^2 \leq - \left( \| f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 + \| \nabla_x f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 \\
+ \| \nabla_v f \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 \right) \\
- \frac{A\lambda L}{2\varepsilon^2} \| f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 - \frac{a\lambda L}{2\varepsilon^2} \| \nabla_x f^\perp \|_{L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})}^2 \\
+ K_1^{(1)} \mathcal{G}_x^1(f, f)^2 + \varepsilon^2 K_2^{(1)} \mathcal{G}_x^1(f, f)^2 + C^{(1)} \delta_{MS}.
\]

Note that we have kept the constants $A$ and $a$ in the extra negative contributions coming from $f^\perp$, for the sake of clarity. In particular, we stress the fact that $A$ and $a$ have been fixed independently of $\delta_{MS}$ and $\varepsilon$.

To conclude, we observe that thanks to the Poincaré inequality (3.16) and the equivalence between the $L_{x,v}^2(\{ v \frac{y}{\mu} \leq r \})$ and $L_{x,v}^2(\mu^{-\frac{1}{2}})$ norms on $\ker L$, the following upper bounds hold
\[ \|f\|_{L^2_{\nu,v}}^2 \leq C' \left( \left\| \frac{\partial^2}{\partial \nu^2} \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \right) + \frac{1}{2} \|\nabla_x f\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} + \delta_{MS}^2 \],

\[ \|\nabla_x f\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \leq \tilde{C}' \left( \left\| \frac{\partial^2}{\partial \nu^2} \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \right) + \frac{1}{2} \|\nabla_x f\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} + \delta_{MS}^2, \]

for some positive constants \( C' \) and \( \tilde{C}' \) computed from (3.15) and (3.16), which are independent of the parameters \( \delta_{MS} \) and \( \epsilon \). By plugging the above inequalities into (3.30) and by adding the small extra term \( \delta_{MS}^2 \) to the same one multiplying \( C^{(1)} \), we deduce the existence of a positive constant \( K_0^{(1)} \) (independent of \( \delta_{MS} \) and \( \epsilon \)) such that

\[ \frac{d}{dt} \|f\|_{H^s_{\nu,v}}^2 \leq -K_0^{(1)} \|f\|_{H^s_{\nu,v}}^2 + \frac{\lambda_L}{2\epsilon^2} \min \{A, a\} \left( \left\| \frac{\partial^2}{\partial \nu^2} \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \right) + \frac{\lambda_L}{2\epsilon^2} \left( \left\| \frac{\partial^2}{\partial \nu^2} \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \right) \]

\[ + K_1^{(1)} C^2 (f, f) + \epsilon^2 K_2^{(1)} C^2 (f, f) + C^{(1)} \delta_{MS}, \]

Therefore, redefining \( K_0^{(1)} \) small enough to ensure that also \( K_0^{(1)} \leq \lambda_L \min \{A, a\} / 2 \), we finally recover estimate (3.29) in the case \( s = 1 \).

For the general case, we suppose that the result is true up to the integer \( s - 1 \), and we prove that it also holds for \( s \). The first statement, about the equivalence between the \( H^s_{\nu} \) and \( L^2_{\nu,v}(\mu^{-\frac{1}{2}}) \) norms, is straightforward. For the second property, regarding the \( a \) priori estimate, in a similar way to what we have done for \( s = 1 \), we define this time

\[ F_s(t) = \epsilon^2 B \sum_{\alpha + |\beta| = s} \left\| \frac{\partial^\beta}{\partial \nu^2} \frac{\partial^\alpha}{\partial \nu^2} f \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} + B' \sum_{|\alpha| = s, k, \alpha_k > 0} \frac{Q_{\alpha,k}(t)}{K_{\alpha,k}}, \quad (3.31) \]

\[ Q_{\alpha,k}(t) = a \left\| \frac{\partial^\alpha}{\partial \nu^2} f \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} + b\epsilon \left\| \frac{\partial^\alpha}{\partial \nu^2} \frac{\partial^\alpha}{\partial \nu^2} f \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \]

\[ + d\epsilon^2 \left\| \frac{\partial^\alpha}{\partial \nu^2} \frac{\partial^\alpha}{\partial \nu^2} f \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \],

and the positive constants have to be fixed as previously.

By taking the linear combination \( a(3.23) + b\epsilon (3.26) + d\epsilon^2 (3.25) \), we compute

\[ \frac{d}{dt} Q_{\alpha,k}(t) \leq \frac{1}{\epsilon^2} \left[ 2C^1_{\alpha} C^1_{\beta} \left( \frac{\partial^\alpha}{\partial \nu^2} \frac{\partial^\beta}{\partial \nu^2} f \right) \right] + \frac{\lambda_L}{\epsilon} \left( \left\| \frac{\partial^2}{\partial \nu^2} \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \right) \]

\[ + \left[ \frac{C^{(10)} b}{e} - C^{(2)}_3 d \right] \left\| \frac{\partial^\alpha}{\partial \nu^2} \frac{\partial^\alpha}{\partial \nu^2} f \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \]

\[ + \left[ \delta_{MS} C^{(8)} a + \epsilon^2 C^{(9)} d - b \left( 1 - \delta_{MS} e C^{(11)} \right) \right] \left\| \frac{\partial^\alpha}{\partial \nu^2} \frac{\partial^\alpha}{\partial \nu^2} f \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \]

\[ - \frac{\lambda_L}{2\epsilon^2} \left\| \frac{\partial^\alpha}{\partial \nu^2} \frac{\partial^\alpha}{\partial \nu^2} f \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} + \frac{\lambda_L}{2\epsilon^2} \sum_{|\alpha| \leq s-1} \left\| \frac{\partial^\alpha}{\partial \nu^2} \frac{\partial^\alpha}{\partial \nu^2} f \right\|_{L^2_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \]

\[ + K_{s-1} d \left\| f \right\|_{H^s_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} + \left( \delta_{MS} e K_{\alpha,k} + \epsilon C^{(9)}_d \right) \left\| f \right\|_{H^s_{\nu,v}}^2 (v)^\frac{\nu}{2} \mu^{-\frac{1}{2}} \]
Redefining the constants if necessary, we can then copy the arguments used in [15, Section 5] to finally obtain the existence of $\varepsilon_0 \in (0, 1]$ such that, for all $\varepsilon \in (0, \varepsilon_0]$, 

$$
+ \tilde{K}_1^{(s)} G_x^s(f, f)^2 + \varepsilon^2 \tilde{K}_2^{(2)} G_{x,v}^s(f, f)^2 + \bar{C}^{(s)} \delta_{\text{MS}}
$$

$$
- b \langle \partial_{x}^{a-e} K(v \cdot \nabla_x f), v_k \partial_x^{a} f \rangle_{L_{x,v}^2} (\mu^{-\frac{1}{2}}).
$$

In particular, we can redefine $\bar{C}_{\text{MS}}$ to satisfy also $\bar{C}_{\text{MS}} \leq \min \left\{ \frac{C^{(9)d}}{C^{(9)d}}, \frac{1}{2eC^{(11)}} \right\}$, so that the first three contributions are the same as in [15, Section 5]. Therefore, we can set the values of $a, b, d$ and $e$ in such a way that

$$
\frac{d}{dt} Q_{\alpha,k}(t) \leq - K_0^{(s)} \left( \left\| \partial_v^{\alpha} \partial_x^{a} f \right\|_{L_{x,v}^2}^2 \right) + \frac{a \lambda L}{2e^2} \left\| \partial_x^{a} f \right\|_{L_{x,v}^2}^2 + \frac{a \varepsilon \delta_{\text{MS}} K_\alpha}{\varepsilon^2} \sum_{|\alpha'| \leq s-1} \left\| \partial_x^{\alpha'} f \right\|_{L_{x,v}^2}^2 + \tilde{K}_1^{(s)} G_x^s(f, f)^2 + \varepsilon^2 \tilde{K}_2^{(2)} G_{x,v}^s(f, f)^2 + \bar{C}^{(s)} \delta_{\text{MS}}
$$

where we have used the equivalence between the $L_{x,v}^2(\langle v \rangle^{\frac{\gamma}{2}} \mu^{-\frac{1}{2}})$ and the $L_{x,v}^2(\mu^{-\frac{1}{2}})$ norms on ker$L$, and we have also accordingly redefined all the main constants of interest to enlighten the computations. In particular, we stress again the fact that all these constants remain independent of the parameters $\delta_{\text{MS}}$ and $\varepsilon$.

Now, note that if we sum (3.33) over $|\alpha| = s$ and $k = 1, 2, 3$, such that $\alpha_k > 0$, the terms accounting for the scalar products disappear, thanks to the property (3.27). Therefore, going back to the definition (3.31) of $F_{s}(t)$, combining $B$’ (3.33) with $\varepsilon^2 B$ (3.24) we obtain

$$
\frac{d}{dt} F_{s}(t) \leq - C_{s}^B \sum_{|\alpha| = s} \left( \left\| \partial_v^{\alpha} \partial_x^{a} f \right\|_{L_{x,v}^2}^2 \right) + \tilde{K}_0^{(s)} \left( \left\| \partial_x^{a} f \right\|_{L_{x,v}^2}^2 \right) + \tilde{K}_1^{(s)} G_x^s(f, f)^2 + \varepsilon^2 \tilde{K}_2^{(2)} G_{x,v}^s(f, f)^2 + \bar{C}^{(s)} \delta_{\text{MS}}
$$

Redefining the constants if necessary, we can then copy the arguments used in [15, Section 5] to finally obtain the existence of $\varepsilon_0 \in (0, 1]$ such that, for all $\varepsilon \in (0, \varepsilon_0]$, 

$$
\frac{d}{dt} F_{s}(t) \leq - C_{s}^B \sum_{|\alpha| = s} \left( \left\| \partial_v^{\alpha} \partial_x^{a} f \right\|_{L_{x,v}^2}^2 \right) + \tilde{K}_0^{(s)} \left( \left\| \partial_x^{a} f \right\|_{L_{x,v}^2}^2 \right) + \tilde{K}_1^{(s)} G_x^s(f, f)^2 + \varepsilon^2 \tilde{K}_2^{(2)} G_{x,v}^s(f, f)^2 + \bar{C}^{(s)} \delta_{\text{MS}}.
$$
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\[
\frac{d}{dt} F_s(t) \leq \tilde{K}_{s-1} \|f\|_{H^{s-1}_\infty}^2 (\mu^{-\frac{1}{2}} \sum_{\alpha+\beta=s} \|\partial^\alpha_v \partial^\beta_x f\|^2_{L^2_\infty} (\mu^{-\frac{1}{2}})) - B \sum_{|\alpha|+|\beta|=s} \|\partial^\alpha_v \partial^\beta_x f\|^2_{L^2_\infty} (\mu^{-\frac{1}{2}}) + B \sum_{|\alpha'| \leq s} \|\partial^{\alpha'}_v \sum \|\partial^\alpha_v \partial^\beta_x f\|^2_{L^2_\infty} (\mu^{-\frac{1}{2}}) + C^{(s)} MS^2.
\]

To conclude, for some positive constants \((K_p)_{p \leq s}\), we only have to consider a linear combination \(\sum_{p=1}^s K_p F_p(t)\) and use the induction hypothesis, together with \(\varepsilon \leq 1\) and the last requirement

\[
\tilde{\delta}_{MS} \leq \min_p K_p.
\]

Recalling that the functionals \(G^p_\varepsilon\) and \(G^p_{x,v}\) are monotonically increasing in \(p\), we can finally recover the following estimate, valid for any \(\varepsilon \in (0, \varepsilon_0)\) and any \(\delta_{MS} \in [0, \tilde{\delta}_{MS}]\).

\[
\frac{d}{dt} \left( \sum_{p=1}^s K_p F_p(t) \right) \leq -K_0^{(s)} \left( \sum_{|\alpha|+|\beta| \leq s} \|\partial^\alpha_v \partial^\beta_x f\|^2_{L^2_\infty} (\mu^{-\frac{1}{2}}) + \frac{1}{\varepsilon^2} \sum_{|\alpha'| \leq s} \|\partial^{\alpha'}_v \sum \|\partial^\alpha_v \partial^\beta_x f\|^2_{L^2_\infty} (\mu^{-\frac{1}{2}}) \right) + K_1^{(s)} G^s_\varepsilon(f, f)^2 + \varepsilon^2 K_2^{(s)} G^s_{x,v}(f, f)^2 + C^{(s)} MS^2.
\]

which is the expected result. \(\square\)

Starting from this general preliminary estimate, we can finally prove the result that establishes the uniform \(a priori\) control on \(f\), which in turn ensures the stability of the expansion around \(M^0\).

**Corollary 3.13.** There exist \(s_0 \in \mathbb{N}^*\), \(\delta_{MS} > 0\) and \(\varepsilon_0 \in (0, 1]\) such that, for any integer \(s \geq s_0\), there exists \(\delta_B > 0\) such that, for any \(\varepsilon \in (0, \varepsilon_0]\) and any \(\delta_{MS} \in [0, \tilde{\delta}_{MS}]\), if \(f \in H^s(T^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}})\) solves the perturbed Boltzmann Eq. (1.11), and satisfies initially

\[
\|f^{in}\|_{H^s_0} \leq \frac{\delta_B}{2}, \quad \|\pi_\varepsilon^s (f^{in})\|_{L^2_\infty} (\mu^{-\frac{1}{2}}) = O(\delta_{MS}),
\]

then \(\|f\|_{H^s_0} \leq \delta_B\) for all \(t \geq 0\).

**Proof of Corollary 3.13.** Since we are under the same hypotheses of Proposition 3.12, we have seen how to fix the values of \(\tilde{\delta}_{MS} > 0\) and \(\varepsilon_0 \in (0, 1]\), so that, for any \(s \in \mathbb{N}^*\), the \(a priori\) estimate (3.29) holds for any time \(t \geq 0\). Note in particular that we can get rid of the negative terms involving the pure \(x\)-derivatives of \(f\), as their presence was needed in the previous result only to ensure the control of the small positive extra terms of \(O(\varepsilon)\), in order to close the induction procedure. Therefore, for any \(s \in \mathbb{N}^*\) and any \(t \geq 0\), the time evolution of the \(H^s_0\) norm of \(f\) is uniformly controlled in \(\varepsilon \in (0, \varepsilon_0]\) and \(\delta_{MS} \in [0, \tilde{\delta}_{MS}]\) as
\[
\frac{d}{dt} \|f\|_{\mathcal{H}_e^s}^2 \leq -K_0^{(s)} \|f\|_{H_{e,v}^s}^2 + K_1^{(s)} G_x^s(f, f)^2 + K_2^{(s)} G_{x,v}^s(f, f)^2 + C^{(s)} \delta_{MS}.
\]

The idea is then to properly bound the functionals \(G_x^s\) and \(G_{x,v}^s\). For this, recall from Lemma 3.7 that we can find an integer \(s_0 \in \mathbb{N}^*\) for which estimates (3.10) hold for any integer \(s \geq s_0\). Moreover, thanks to the equivalence between the \(\mathcal{H}_e^s\) norm and the standard Sobolev norm given by (3.28), we can infer the existence of two positive constants \(C_{eq}\) and \(C_{EQ}\) such that

\[
C_{eq} \left( \|\|_{L_{2,v,0}^s(\mu^{-\frac{1}{2}})}^2 + \sum_{|\alpha| \leq s} \|\partial_x^\alpha g\|_{L_{2,v,0}^s(\mu^{-\frac{1}{2}})}^2 + \epsilon^2 \sum_{|\alpha|+|\beta| \leq s \atop |eta| \geq 1} \|\partial_x^\alpha \partial_v^\beta \|_{L_{2,v,0}^s(\mu^{-\frac{1}{2}})}^2 \right) \leq \|\|_{\mathcal{H}_e^s}^2 \leq C_{EQ} \|\|_{H_{e,v}^s(\mu^{-\frac{1}{2}})}^2 \cdot
\]

(3.35)

Therefore, \(G_x^s\) can be successively estimated as

\[
G_x^s(f, f)^2 \leq 2(C_{eq}^2)^2 \|f\|_{H_{e,v}^s(\mu^{-\frac{1}{2}})}^2 \|f\|_{H_{e,v}^s(\mu^{-\frac{1}{2}})}^2 \leq 2(C_{eq}^2)^2 \|f\|_{\mathcal{H}_e^s}^2 \|f\|_{\mathcal{H}_e^s}^2 \cdot
\]

and similarly, for \(G_{x,v}^s\), we get

\[
G_{x,v}^s(f, f)^2 \leq 2(C_{eq}^2)^2 \|f\|_{H_{e,v}^s(\mu^{-\frac{1}{2}})}^2 \|f\|_{H_{e,v}^s(\mu^{-\frac{1}{2}})}^2 \cdot
\]

Plugging the above inequalities into (3.34), we thus obtain

\[
\frac{d}{dt} \|f\|_{\mathcal{H}_e^s}^2 \leq \left( \frac{2(C_{eq}^2)^2}{C_{eq}} (K_1^{(s)} + K_2^{(s)}) \|f\|_{\mathcal{H}_e^s}^2 - K_0^{(s)} \right) \|f\|_{H_{e,v}^s(\mu^{-\frac{1}{2}})}^2 + C^{(s)} \delta_{MS}.
\]

If we then choose \(\delta_B > 0\) satisfying

\[
\frac{2(C_{eq}^2)^2}{C_{eq}} (K_1^{(s)} + K_2^{(s)}) \delta_B^2 \leq \frac{K_0^{(s)}}{2},
\]

thanks to (3.35), the following inequality

\[
\frac{d}{dt} \|f\|_{\mathcal{H}_e^s}^2 \leq -\frac{K_0^{(s)}}{2} \|f\|_{H_{e,v}^s(\mu^{-\frac{1}{2}})}^2 + C^{(s)} \delta_{MS} \leq -\frac{K_0^{(s)}}{2C_{EQ}} \|f\|_{\mathcal{H}_e^s}^2 + C^{(s)} \delta_{MS},
\]

holds as long as \(\|f\|_{\mathcal{H}_e^s} \leq \delta_B\). Therefore, setting \(\lambda_B = \frac{K_0^{(s)}}{2C_{EQ}}\), from Grönwall’s lemma we also deduce, for any \(s \geq s_0\), for any \(\epsilon \in (0, \epsilon_0]\) and for all \(\delta_{MS} \in [0, \tilde{\delta}_{MS}]\), the upper bound

\[
\|f\|_{\mathcal{H}_e^s} \leq \|f\|_{\mathcal{H}_e^s}^{(s)} e^{-\frac{\lambda_B}{2} t} + \left( \frac{C^{(s)} \delta_{MS}}{\lambda_B} \right)^{1/2} (1 - e^{-\lambda_B t})^{1/2},
\]

(3.36)
as long as \( \|f\|_{\mathcal{H}_T^s} \leq \delta_B \). Suppose now by contradiction that

\[
T = \sup \left\{ t > 0 : \|f(t)\|_{\mathcal{H}_T^s} \leq \delta_B \right\} > 0
\]

is finite. From (3.36) we infer that at \( t = T \)

\[
\|f(T)\|_{\mathcal{H}_T^s} \leq \max \left\{ \frac{\delta_B}{2}, \left( \frac{C^{(s)} \delta_{\text{MS}}}{\lambda_B} \right)^{1/2} \right\}.
\]

Since \( \delta_B \) has been chosen independently of the parameter \( \delta_{\text{MS}} > 0 \), by imposing

\[
\delta_{\text{MS}} \leq \frac{\delta_B^2 \lambda_B}{4C^{(s)}},
\]

we deduce that \( \|f(T)\|_{\mathcal{H}_T^s} \leq \delta_B/2 < \delta_B \), contradicting the definition of \( T \). Therefore, \( T = +\infty \) and we finally ensure the validity of the estimate \( \|f\|_{\mathcal{H}_T^s} \leq \delta_B \) for any time \( t \geq 0 \), hence concluding the proof. \( \Box \)

**Remark 3.14.** We emphasize that the above result only provides a stability condition for the expansion around \( \mathcal{M}^\varepsilon \), in the sense that the \( \mathcal{H}_T^s \) norm of \( f \) can be bounded uniformly in time by the constant \( \delta_B > 0 \). Unfortunately, we cannot obtain a full exponential decay in time because of the presence of the extra term \( C^{(s)} \delta_{\text{MS}} \) which accounts for the macroscopic quantities that define \( \mathcal{M}^\varepsilon \). It is particularly important to emphasize that the constant \( C^{(s)} \) contains factors depending on \( \|c_\infty\|_{L^2} \) and \( \|\bar{u}\|_{L^\infty H^{2+4}} \), which are uniformly controlled by some positive constants, but cannot exhibit an exponential decay. To be more specific about this issue, we actually guess that the only problematic quantity is the incompressible velocity \( \bar{u} \), because it appears as a multiplicative factor in some of the terms composing \( C^{(s)} \). In particular, if we get rid of \( \bar{u} \) by looking at the stationary macroscopic state \( (c_\infty, 0) \), we can probably recover a global exponential decay in time for \( f \), by means of the exponential decays obtained for \( \tilde{c} \) and \( \tilde{u} \). Besides, this feature can be explained with the perturbative theory of convergence towards equilibrium which, in our case, prescribes the exponential-in-time relaxation towards the sole global equilibrium \( \mu \), having macroscopic velocity \( u_\infty = 0 \). Therefore, the only physically meaningful incompressible velocity \( \bar{u} \) should precisely be \( 0 \).

**Step 4 – Existence and uniqueness of the perturbation \( f \).** We are finally able to prove that the solution \( f \) to the perturbed Boltzmann Eq. (1.11) exists uniquely in time, on \( \mathbb{R}_+ \). Even if the proofs are very standard, we sketch the ideas behind and the computations, for the sake of completeness.

**Proposition 3.15.** Let the collision kernels \( B_{ij} \) satisfy assumptions \((H1)-(H2)-(H3)-(H4)\), and consider the local Maxwellian \( \mathcal{M}^\varepsilon \) defined by (2.2)-(2.3). Let \( s \geq s_0 \), given by Lemma 3.7. There exist \( \varepsilon_0 \in (0, 1] \) and \( \delta_{\text{MS}}, \delta_B > 0 \) such that, for all \( \varepsilon \in (0, \varepsilon_0) \), all \( \delta_{\text{MS}} \in [0, \delta_{\text{MS}}] \), and for any initial datum \( f^{\text{in}} \) in \( H^s(T^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \) satisfying

\[
\|f^{\text{in}}\|_{\mathcal{H}_T^s} \leq \frac{\delta_B}{2}, \quad \|\pi_T^\varepsilon(f^{\text{in}})\|_{L^2_{t,v}(\mu^{-\frac{1}{2}})} = \mathcal{O}(\delta_{\text{MS}}),
\]

there exists \( f \in C^0(\mathbb{R}_+; H^s(T^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}})) \) such that \( F^\varepsilon = M^\varepsilon + \varepsilon f \) is a weak solution of the Boltzmann multi-species Eq. (1.11). Moreover, if \( F^{\varepsilon,\text{in}} = M^{\varepsilon,\text{in}} + \varepsilon f^{\text{in}} \geq 0 \), then also \( F^\varepsilon(t, x, v) \geq 0 \) a.e. on \( \mathbb{R}_+ \times T^3 \times \mathbb{R}^3 \).
Proof of Proposition 3.15. The proof of the existence is based on a standard iterative method, where we construct a solution on a finite time interval \([0, T_0]\), and we then show that \(T_0\) can be extended up to \(+\infty\). Let \(s \geq s_0\), given by Lemma 3.7 and consider a solution \((\mathbf{c}, \mathbf{u})\) of the Maxwell–Stefan system \((1.7)–(1.8)–(1.9)\) which is at least \(L^\infty(\mathbb{R}_+; H^{s+5}(\mathbb{T}^3)) \times L^\infty(\mathbb{R}_+; H^{s+4}(\mathbb{T}^3))\). In particular, recall that \((\mathbf{c}, \mathbf{u})\) also belongs to 
\(C^0(\mathbb{R}_+; H^{s+4}(\mathbb{T}^3)) \times C^0(\mathbb{R}_+; H^{s+3}(\mathbb{T}^3))\), so that the local Maxwellian \(M^\varepsilon\) is continuous with respect to \(t \geq 0\).

With these choices, set initially 
\[
f^{(0)} = f^{\text{in}}, \quad T_0 = \frac{\delta_B \min \left\{ 1, \frac{K^{(s)}}{2} \right\}}{4C^{(s)}\delta_{MS}}, \tag{3.37}
\]
and suppose that on \([0, T_0]\) a sequence of functions \((f^{(\overline{n})})_{0 \leq \overline{n} \leq n}\) is given up to an integer \(n \in \mathbb{N}^+\), satisfying, for any \(0 < \overline{n} \leq n\) and for any \(t \in [0, T_0]\),
\[
f^{(\overline{n})} \in H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}), \quad \left\| \pi_T^s(f^{(\overline{n})}) \right\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})} = O(\delta_{MS}).
\]

By induction on \(n > 0\), we define the function \(f^{(n+1)}\) such that
\[
\begin{cases}
\partial_t f^{(n+1)} + \frac{1}{\varepsilon} \mathbf{v} \cdot \nabla_x f^{(n+1)} = \frac{1}{\varepsilon^2} \mathbf{L}^\varepsilon(f^{(n+1)}) + \frac{1}{\varepsilon} Q(f^{(n)}, f^{(n+1)}) + S^\varepsilon, \\
\left. f^{(n+1)} \right|_{t=0} = f^{\text{in}}.
\end{cases}
\tag{3.38}
\]

It is now a classical result the existence of a solution \(f^{(n+1)} \in H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}})\) satisfying \(\left\| \pi_T^s(f^{(n+1)}) \right\|_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \leq C_T \delta_{MS}\) for any \([0, T_0]\). This is done by introducing the functional
\[
E_{[0,T_0]}(f) = \sup_{t \in [0,T_0]} \left( \left\| f(t) \right\|_{H^s_T}^2 + \int_0^t \left\| f(\tau) \right\|_{H^s_T(\mu^{-\frac{1}{2}})}^2 \, d\tau \right),
\]
defined on \(H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}})\) and rewriting Eq. (3.38) in the form
\[
\partial_t f^{(n+1)} = T^\varepsilon(f^{(n+1)}) + \frac{1}{\varepsilon^2} (\mathbf{L}^\varepsilon - \mathbf{L})(f^{(n+1)}) + \frac{1}{\varepsilon} Q(f^{(n)}, f^{(n+1)}) + S^\varepsilon, \tag{3.39}
\]
where the operator \(T^\varepsilon = \frac{1}{\varepsilon^2} \mathbf{L} - \frac{1}{\varepsilon} \mathbf{v} \cdot \nabla_x\) generates a strongly continuous semigroup in \(H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}})\) (see [40] for the general theory, and [17, Section 4.2] for the specific case of the Boltzmann multi-species equation). Therefore, the sequence \((f^{(n)})_{n \in \mathbb{N}}\) remains well-defined. One then aims at proving by induction that \((E(f^{(n)}))_{n \in \mathbb{N}}\) can be uniformly bounded (dropping the subscript \([0, T_0]\) for simplicity). Each \(f^{(n)}\) satisfies all the hypotheses needed in order to copy the computations used to derive the \(a\ priori\) estimates in the previous step. More precisely, from Proposition 3.12, we know that there exist \(\overline{\delta}_{MS} > 0\) and \(\varepsilon_0 \in (0, 1]\) such that, for any \(s \geq s_0\), for any \(\delta_{MS} \in [0, \overline{\delta}_{MS}]\) and \(\varepsilon \in (0, \varepsilon_0]\), one recovers the estimate
\[
\frac{d}{dt} \left\| f^{(n+1)} \right\|_{H^s_T}^2 \leq -K^{(s)}(t) \left\| f^{(n+1)} \right\|_{H^s_T(\mu^{-\frac{1}{2}})}^2.
\]
Thanks to (3.35) and proceeding like in the proof of Corollary 3.13 to recover the bounds on the functionals \( G^s_x \) and \( G^s_{x,v} \), one can prove that for any \( t \in [0, T_0] \)

\[
\frac{d}{dt} \left\| f^{(n+1)} \right\|_{\mathcal{H}^s_x}^2 + \frac{K^0 (s)}{2} \int_0^t \left\| f^{(n+1)} (\tau) \right\|_{\mathcal{H}^s_x}^2 \frac{\gamma}{\mu - \frac{1}{2}} d\tau \leq \left\| f^{\text{in}} \right\|_{\mathcal{H}^s_x}^2 + K^s (s) E \left( f^{(n+1)} \right) E \left( f^{(n)} \right) + t C^s (s) \delta_{MS},
\]

where we have defined \( K^s = \frac{4 (C_0^0)^2}{C_{eq}} \left( K_1^s + K_2^s \right) \).

Choosing \( \delta_B > 0 \) such that \( E \left( f^{(n)} \right) \leq K_0 (s)/2 K^s \), we can thus integrate the previous inequality on \([0, t]\), with \( t \leq T_0 \), to obtain

\[
\left\| f^{(n+1)} \right\|_{\mathcal{H}^s_x}^2 + \frac{K^0 (s)}{2} \int_0^t \left\| f^{(n+1)} (\tau) \right\|_{\mathcal{H}^s_x}^2 \frac{\gamma}{\mu - \frac{1}{2}} d\tau \leq \left\| f^{\text{in}} \right\|_{\mathcal{H}^s_x}^2 + K^s (s) E \left( f^{(n+1)} \right) E \left( f^{(n)} \right) + t C^s (s) \delta_{MS}.
\]

Therefore, if we also suppose that

\[
\delta_B \leq \min \left\{ 1, \frac{K_0 (s)}{2} \right\} / 2 K^s \quad \text{and} \quad \delta_B \leq \min \left\{ 1, \frac{K_0 (s)}{2} \right\} / 4,
\]

using the induction hypothesis on \( E \left( f^{(n)} \right) \), we deduce that

\[
E \left( f^{(n+1)} \right) \leq \frac{2}{\min \left\{ 1, \frac{K_0 (s)}{2} \right\}} \left\| f^{\text{in}} \right\|_{\mathcal{H}^s_x}^2 + \frac{2 C^s (s) \delta_{MS}}{\min \left\{ 1, \frac{K_0 (s)}{2} \right\}} T_0 \leq \delta_B,
\]

thanks to our choice of \( T_0 \). Hence, \( \left( E \left( f^{(n)} \right) \right)_{n \in \mathbb{N}} \) is uniformly bounded by \( \delta_B \), and thus \( \left( f^{(n)} \right)_{n \in \mathbb{N}} \) is also uniformly bounded in the norm \( L^\infty \left( 0, T_0; H^s_{x,v} (\mu - \frac{1}{2}) \right) \cap L^1 \left( 0, T_0; H^s_{x,v} (\langle v \rangle \frac{\gamma}{\mu - \frac{1}{2}}) \right) \). Therefore, thanks to the Rellich-Kondrachov theorem on compact embeddings into less regular Sobolev spaces, we can take the limit \( n \to +\infty \) in (3.38), since \( T^s, L^s - L \) and \( Q \) are continuous. In particular, we can extract a subsequence that converges towards a function \( f^{(\infty)} \) which belongs to \( C^0 \left( [0, T_0]; H^s \left( \mathbb{T}^3 \times \mathbb{R}^3, \mu - \frac{1}{2} \right) \right) \) and solves the initial value problem

\[
\begin{cases}
\partial_t f^{(\infty)} + \frac{1}{\varepsilon} v \cdot \nabla_x f^{(\infty)} = \frac{1}{\varepsilon^2} L^s \left( f^{(\infty)} \right) + \frac{1}{\varepsilon} Q \left( f^{(\infty)}, f^{(\infty)} \right) + S^s, \\
f^{(\infty)} |_{t=0} = f^{\text{in}}.
\end{cases}
\]

This proves our result on the interval \([0, T_0]\). Moreover, \( f^{(\infty)} \) satisfies

\[
\left\| \pi_T^s \left( f^{(\infty)} \right) \right\|_{L^2_{x,v} (\mu - \frac{1}{2})} \leq C^T \delta_{MS}, \quad \forall t \in [0, T_0],
\]
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and the estimate \( \| f^\infty \|_{\mathcal{H}^s_x} \leq \delta_B \), thanks to Corollary 3.13. By simply restarting this procedure on a new time interval \([T_0, 2T_0]\) using \( f^\infty(T_0) \) as initial datum and considering the corresponding functional \( E_{T_0, 2T_0} \), one can repeat the previous computations, so that we recover the existence of a solution \( f \in C^0 \left( \mathbb{R}_+^+; H^s(\mathbb{T}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}) \right) \), as desired. In particular, thanks to the \textit{a priori} estimates that we have previously established, this solution satisfies the uniform control

\[
\| f \|_{\mathcal{H}^s_x} \leq \delta_B, \quad \forall t \geq 0,
\]

holding for any \( \varepsilon \in (0, \varepsilon_0] \).

The positivity of the solution \( F^\varepsilon = M^\varepsilon + \varepsilon f \) is finally showed using a standard method, which can be found for example in [17, Section 6.3]. This ends the proof. \( \square \)

Finally, the constructed solution is unique, providing the full Cauchy theory of our problem.

**Proposition 3.16.** Let \( s \geq s_0 \) and consider a function \( f^{in} \) satisfying the assumptions of Proposition 3.15. There exist \( \delta_{MS} > 0 \) and \( \varepsilon_0 \in (0, 1] \) such that, if \( f \) and \( g \) are two solutions of (1.11) having the same initial datum \( f^{in} \), then \( f = g \).

**Proof of Proposition 3.16.** As in the proof of the previous result, fix initially a time

\[
T_0 = \frac{\delta_B \min \left\{ 1, \frac{K_0^{(s)}}{2} \right\}}{4C^{(s)}\delta_{MS}}.
\]

Next, define \( h = f - g \). Subtracting the equations satisfied by \( f \) and \( g \), we see that \( h \) is solution on \([0, T_0] \times \mathbb{T}^3 \times \mathbb{R}^3 \) of

\[
\begin{aligned}
\partial_t h + \frac{1}{\varepsilon} v \cdot \nabla_x h &= \frac{1}{\varepsilon^2} L^\varepsilon(h) + \frac{1}{\varepsilon} \left( Q(h, f) + Q(g, h) \right), \\
h|_{t=0} &= 0.
\end{aligned}
\]

By copying the proof of the previous result, we recover the existence of a positive constant \( \tilde{K} \) such that

\[
\frac{d}{dt} \| h \|_{\mathcal{H}^s_x}^2 \leq \left( \tilde{K} \left( E(f) + E(g) \right) - K_0^{(s)} \right) \| h \|_{H_{x,v}^s \left( \langle v \rangle^\frac{1}{2} \mu^{-\frac{1}{2}} \right)}^2 + \tilde{K} \left( \| f \|_{H_{x,v}^s \left( \langle v \rangle^\frac{1}{2} \mu^{-\frac{1}{2}} \right)}^2 + \| g \|_{H_{x,v}^s \left( \langle v \rangle^\frac{1}{2} \mu^{-\frac{1}{2}} \right)}^2 \right) E(h).
\]

In particular, since \( f \) is a solution of the Boltzmann multi-species Eq. (1.11), we have seen previously that it satisfies the estimate \( E(f) \leq \delta_B \) on \([0, T_0] \), and the same holds for \( g \). Therefore, choosing initially \( \delta_B \leq K_0^{(s)} / 4\tilde{K} \) and integrating on \([0, t] \), with \( t \leq T_0 \), since \( h^{in} = 0 \) we obtain this time

\[
\| h \|_{\mathcal{H}^s_x}^2 + \frac{K_0^{(s)}}{2} \int_0^t \| h(\tau) \|_{H_{x,v}^s \left( \langle v \rangle^\frac{1}{2} \mu^{-\frac{1}{2}} \right)}^2 d\tau \leq \tilde{K} E(h) \left( E(f) + E(g) \right),
\]
from which immediately follows that

\[ E(h) \leq \frac{2\tilde{K}\delta_B}{\min\left\{ 1, \frac{k_n^{(e)}}{\bar{K}} \right\}} E(h). \]

Taking \( \delta_B > 0 \) sufficiently small allows to conclude that \( E(h) = 0 \), and thus \( f = g \) for any time \( t \in [0, T_0] \). We can then repeat the computations on the time interval \([T_0, 2T_0]\) with \( E = E_{[T_0, 2T_0]} \), recovering the same conclusions. An iteration of this procedure finally allows to deduce that \( f = g \) for all \( t \geq 0 \). This ends the proof. \( \square \)

**Step 5 – Conclusion.** Theorem 2.2 is a direct gathering of Propositions 3.12, 3.15, 3.16 and Corollary 3.13. Moreover, thanks to Theorems 2.1 and 2.2, both the local Maxwellian \( M^\varepsilon \) and the perturbation \( f \) are well-defined, are unique and exist globally in time. Therefore, we can now reconstruct \( F^\varepsilon = M^\varepsilon + \varepsilon f \), which is the unique global weak solution of the Boltzmann multi-species Eq. (1.11), perturbed around the non-equilibrium state \( M^\varepsilon \). To conclude, since the perturbation \( f \) is uniformly bounded in the \( \mathcal{H}_\varepsilon^2 \) norm by the constant \( \delta_B \) (independent of \( \varepsilon \) and computed in the Corollary 3.13), we also deduce the stability property

\[ \| F^\varepsilon - M^\varepsilon \|_{\mathcal{H}_\varepsilon^2} = \varepsilon \| f \|_{\mathcal{H}_\varepsilon^2} \leq \varepsilon \delta_B, \quad \forall \varepsilon \in (0, \varepsilon_0]. \]

**4. Technical Proofs of the Hypocoercivity Properties**

In this last section we collect all the proofs of the lemmata leading to the hypocoercive structure of our model.

Since, in what follows, we often estimate the Euclidean distance between \( M^\varepsilon \) and \( \mu \), in order to enlighten our computations we here introduce the local and global Maxwellians \( M^\varepsilon = M^{1,\varepsilon}_{1, u, 1} \) and \( M = M^{1, 0, 1} \) which will allow us to write \( \mu = c_\infty M \) and, in this way, separate \( M^\varepsilon \) into a close-to-equilibrium part and a lower order term as \( M^\varepsilon = c_\infty M^\varepsilon + \varepsilon \tilde{c} M^\varepsilon \).

**4.1. Proof of Lemma 3.2.** Fix \( \delta \in (0, 1) \). In order to prove (3.3), we initially observe that, since \( M^\varepsilon_i = c_i M^\varepsilon_i \), we can apply to \( M^\varepsilon_i \) similar estimates to the ones derived in [10, Lemma 4.1] to obtain for any \( 1 \leq i \leq N \) the upper bound

\[ M^\varepsilon_i(t, x, v) \leq C^\text{up}_\delta \left( 1 + \exp \left\{ \frac{4m_i}{1-\delta} \varepsilon^2 |u_i(t, x)|^2 \right\} \right) c_i M^\delta_i(v), \quad t \geq 0, x \in T^3, v \in \mathbb{R}^3, \]

where

\[ C^\text{up}_\delta = \max_{1 \leq i \leq N} \left( \frac{m_i}{2\pi} \right)^{\frac{3(1-\delta)}{2}} \left( \sup_{|v| \in \mathbb{R}^+} e^{-(1-\delta)\frac{m_i}{4}|v|^2} + 1 \right) > 0. \]

Similarly we can recover a lower bound for \( M^\varepsilon_i \) as follows. For any \( 1 \leq i \leq N \), we can write

\[ M^\varepsilon_i(t, x, v) = M^{1/\delta}_i(v) M^\varepsilon_i(t, x, v) M^{-1/\delta}_i(v), \quad t \geq 0, x \in T^3, v \in \mathbb{R}^3. \]
Then, the product $\mathcal{M}^ε_i^\delta_1^\delta_1 (v)$ can be lower estimated as

$$\mathcal{M}^ε_i^\delta_1 (v) \mathcal{M}^{−1/δ}_i (v) \geq \left( \frac{m_i}{2π} \right)^{\frac{(δ−1)}{2δ}} \exp \left\{ \frac{m_i (1 − δ)}{2δ} |v|^2 − m_i ε |u_i| − ε^2 \frac{m_i}{2} |u_i|^2 \right\} ,$$

where we have dropped the dependence on both variables $(t, x)$ for the sake of simplicity. We then distinguish two cases.

1. For $|v| \geq \frac{4δε |u_i|}{1 − δ}$, we have

$$\mathcal{M}^ε_i^\delta_1 (v) \mathcal{M}^{−1/δ}_i (v) \geq \left( \frac{m_i}{2π} \right)^{\frac{(δ−1)}{2δ}} \exp \left\{ −m_i \frac{ε^2}{2} |u_i|^2 \right\} .$$

2. For $|v| \leq \frac{4δε |u_i|}{1 − δ}$, we get

$$\mathcal{M}^ε_i^\delta_1 (v) \mathcal{M}^{−1/δ}_i (v) \geq \left( \frac{m_i}{2π} \right)^{\frac{(δ−1)}{2δ}} \exp \left\{ −4m_i \frac{δ}{1 − δ} ε^2 |u_i|^2 − m_i \frac{ε^2}{2} |u_i|^2 \right\} .$$

These estimates allow to deduce that

$$M_i^ε (v) \geq C_{δ}^\text{low} \exp \left\{ −m_i \frac{7δ + 1}{2(1 − δ)} ε^2 |u_i|^2 \right\} c_j \mathcal{M}_i^{1/δ}, \quad \forall v \in \mathbb{R}^3 , \quad (4.2)$$

where we simply set

$$C_{δ}^\text{low} = \min_{1 \leq i \leq N} \left( \frac{m_i}{2π} \right)^{\frac{(δ−1)}{2δ}} > 0 .$$

Gathering now (4.1) and (4.2), it is easy to deduce that, for any $1 \leq i, j \leq N$, there exist two positive constants $\tilde{v}^{(δ)}_{ij}, \tilde{v}^{(δ)}_{ij}$ such that, for all $v \in \mathbb{R}^3$,

$$0 < \tilde{v}^{(δ)}_{ij} e^{-m_j \frac{7δ + 1}{2(1 − δ)} ε^2 |u_j|^2} c_j (v)^γ \leq v^{(δ)}_{ij} (v) \leq \tilde{v}^{(δ)}_{ij} \left( 1 + e^{4m_j \frac{ε^2}{2} |u_j|^2} \right) c_j (v)^γ .$$

This in turns implies that, for any $1 \leq i \leq N$, there also exist $\tilde{v}^{(δ)}_{i}, \tilde{v}^{(δ)}_{i} > 0$ such that, for all $v \in \mathbb{R}^3$,

$$0 < \tilde{v}^{(δ)}_{i} \exp \left\{ − \max_{1 \leq i \leq N} m_i \frac{7δ + 1}{2(1 − δ)} ε^2 \|u\|_{L^1_i L^∞_x}^2 \right\} \left( \min_{1 \leq i \leq N} c_i \right) (v)^γ \leq v^{(δ)}_{i} (v) \leq \tilde{v}^{(δ)}_{i} \left( 1 + \exp \left\{ \max_{1 \leq i \leq N} m_i \frac{4ε^2}{1 − δ} \|u\|_{L^1_i L^∞_x}^2 \right\} \right) \|e\|_{L^∞_i L^∞_x}^γ (v)^γ , \quad (4.3)$$

recalling that $\min_i c_i > 0$ a.e. on $\mathbb{R}_+ \times \mathbb{T}^3$.

Since $\nu^{ε}$ is a multiplicative operator, from these bounds it is finally easy to compute explicitly the values of $C_1^γ$ and $C_2^γ$ such that

$$C_1^γ \|f\|_{L^2_\tilde{γ}^r}^2 \leq \left( \nu^{ε} (f), \frac{f}{\mu^{−\tilde{γ}}} \right)_{L^2_\tilde{γ}} \leq C_2^γ \|f\|_{L^2_\tilde{γ}}^2$$
is satisfied. Moreover, since $\langle v \rangle^\gamma \geq 1$, it is then straightforward that the $L^2_\gamma(v)^\gamma \mu^{-\frac{1}{2}}$ norm upper bounds the $L^2_\gamma(\mu^{-\frac{1}{2}})$ norm. Thus (3.3) is proved for any $\delta \in (0, 1)$.

At last, estimate (3.4) can be proved in a very similar way using the fact that $K^e$ can be written under a kernel form and applying (4.1) to obtain the same bounds as in [10]. From this and from (3.3), using the Cauchy-Schwarz inequality, we infer (3.4) by choosing

$$C_1^L = C(\delta) \|c\|_{L^\infty L^\infty}(1 + \exp \left\{ \max_{1 \leq i, j \leq N} \frac{4\varepsilon^2}{1 - \delta} \|u\|_{L^\infty L^\infty} \right\}) \max_{1 \leq i, j \leq N} \sqrt{\frac{c_j}{C_i}} > 0.$$ 

Here $C(\delta)$ is a constant only depending on the masses $(m_i)_{1 \leq i \leq N}$, the number of species $N$ and an arbitrary parameter $\delta \in (\bar{\delta}, 1)$, where $\bar{\delta}$ is fixed independently of $\varepsilon$. This concludes the proof.

4.2. Proof of Lemma 3.3. We prove the result in the simple case where $|\alpha| = |\beta| = 1$ (the case $|\alpha| = 0$ being included). The general case can then be obtained in a similar way, by iterating our computations.

We first notice that, thanks to our assumptions on the collision kernels $B_{ij}$, it is easy to check that $\nabla_v v_i^e \in L^\infty_v(\mathbb{R}^3)$ for any $1 \leq i \leq N$. In fact, choosing $\delta \in (0, 1)$ independently of $\varepsilon$ and using the upper bound (4.1) on $M_j^e$, we obtain, for any $v \in \mathbb{R}^3$,

$$|\nabla_v v_i^e(v)| = \sum_{j=1}^N \int_{\mathbb{R}^3 \times S^2} b_{ij}(\cos \vartheta) r^{\gamma - 1} e^{-\varepsilon m_j} M_j^e(v) |v - v^e|^{\gamma - 1} e^{-\varepsilon m_j} M_j^e(v) dv^e d\sigma \leq C(\delta) \langle c, 1 \rangle < +\infty,$$

since $\gamma \in [0, 1]$ and thus the above integral is clearly finite.

Next, considering the $(x_k, v_\ell)$ derivatives, we can write

$$\left\{ \partial_v \partial_{x_k} v_i^e(f), \partial_v \partial_{x_k} f_i^e \right\}_{L^2_x(v^{-\frac{1}{2}})} = \sum_{i=1}^N \int_{T^3 \times \mathbb{R}^3} \partial_v \partial_{x_k} \left( v_i^e \partial_{x_k} f_i \right) \partial_v \partial_{x_k} f_i \mu_i^{-1} dx dv + \sum_{i=1}^N \int_{T^3 \times \mathbb{R}^3} \partial_v \partial_{x_k} v_i^e \partial_v \partial_{x_k} f_i \mu_i^{-1} dx dv.$$

Denote by $I_1$ and $I_2$, respectively, the first and second term on the right-hand side. Using Young’s inequality, the first term can be estimated as

$$I_1 = \sum_{i=1}^N \left( \int_{T^3 \times \mathbb{R}^3} \partial_v v_i^e \partial_{x_k} f_i \partial_v \partial_{x_k} f_i \mu_i^{-1} dx dv + \int_{T^3 \times \mathbb{R}^3} v_i^e |\partial_v \partial_{x_k} f_i|^2 \mu_i^{-1} dx dv \right) \geq \sum_{i=1}^N \left( -\frac{1}{2} \int_{T^3 \times \mathbb{R}^3} \left( \partial_v v_i^e \right)^2 (\partial_{x_k} f_i)^2 \mu_i^{-1} dx dv + \frac{1}{2} \int_{T^3 \times \mathbb{R}^3} v_i^e |\partial_v \partial_{x_k} f_i|^2 \mu_i^{-1} dx dv \right).$$
\[ \geq C_3^v \| \partial_{v^*} \partial_{x_k} f \|_{L^2_{t,v}}^2 (v) - C_3^v \| f \|_{H_{t,v}^1}^2 \mu^{-\frac{1}{2}}, \]

where \( C_3^v \) is obtained from (4.3) as

\[ C_3^v = \frac{1}{2} \left( \min_{1 \leq i \leq N} v_i^{(\delta)} c_i \right) \exp \left\{ - \max_{1 \leq i \leq N} m_i \frac{7\delta + 1}{2(1 - \delta)} \| u \|_{L_1^\infty L_\infty^\infty} \right\} > 0, \]

and

\[ C_5^v = \max_{1 \leq i \leq N} \sup_{v \in \mathbb{R}^3} \frac{(\partial_{v^*} v_i^{(\delta)} )^2}{2v_i} \]

is positive and finite thanks again to the lower bound (4.3) and the fact that \( \nabla_v v_i^{(\delta)} \in L_v^\infty (\mathbb{R}^3) \) for any \( 1 \leq i \leq N \).

To estimate the second term, we first notice that from \( M^\delta = c_\infty M^\delta + \varepsilon \bar{c} M^\delta \) we get, for any \( (t, x, v) \in \mathbb{R}^3 \times T^3 \times \mathbb{R}^3 \),

\[ \partial_{x_k} v_i(t, x, v) \]

\[ = \sum_{j=1}^N \int_{\mathbb{R}^3 \times S^2} b_{ij} (\cos \theta) \| v - v_* \|^\gamma \partial_{x_k} M_j^\delta (v_*) d\nu_s d\sigma \]

\[ = \varepsilon \sum_{j=1}^N \int_{\mathbb{R}^3 \times S^2} \frac{b_{ij} (\cos \theta) \| v - v_* \|^\gamma}{\partial_{x_k} \bar{c}_j + m_j c_j (v_* - \varepsilon u_j) \cdot \partial_{x_k} u_j} M_j^\delta (v_*) d\nu_s d\sigma \]

\[ = \varepsilon \bar{v}_i^\delta (t, x, v), \]

hence \( \bar{v}_i^\delta \) and \( v_i^{(\delta)} \) have the same structure. In particular, as done for \( v_i^{(\delta)} \), it is easy to show that \( \nabla_v \bar{v}_i^\delta \in L_v^\infty (\mathbb{R}^3) \) and that the following upper bound, similar to (4.3), is satisfied for all \( v \in \mathbb{R}^3 \):

\[ \bar{v}_i^\delta (v) \leq C_i (\delta) \exp \left\{ \max_{1 \leq i \leq N} m_i \frac{7\delta + 1}{2(1 - \delta)} \| u \|_{L_1^\infty L_\infty^\infty} \right\} \]

\[ \times \left( \| \partial_{x_k} \bar{c} \|_{L_1^\infty L_\infty^\infty} + \| c \|_{L_1^\infty v L_\infty^\infty} (1 + \| u \|_{L_1^\infty L_\infty^\infty}) \| \partial_{x_k} u \|_{L_1^\infty L_\infty^\infty} \right) \langle v \rangle^\gamma. \quad (4.4) \]

Note that, in this case, we are no more able to prove a lower bound for \( \bar{v}_i^\delta \), as it was done in (4.3) for \( v_i^{(\delta)} \). From this lack of positivity comes the last term in the estimate. In fact, using again Young’s inequality, we easily see that \( I_2 \) can be estimated as

\[ I_2 = \varepsilon \sum_{i=1}^N \left( \int_{T^3 \times \mathbb{R}^3} \partial_{v^*} \bar{v}_i^\delta f_i \partial_{v^*} \partial_{x_k} f_i \mu_i^{-1} dxdv + \int_{T^3 \times \mathbb{R}^3} \bar{v}_i^\delta \partial_{v^*} f_i \partial_{v^*} \partial_{x_k} f_i \mu_i^{-1} dxdv \right) \]

\[ \geq \varepsilon \sum_{i=1}^N \left( -\frac{1}{2} \int_{T^3 \times \mathbb{R}^3} \frac{(\partial_{v^*} \bar{v}_i^\delta)^2}{v_i^\delta} \mu_i^{-1} dxdv - \frac{1}{2} \int_{T^3 \times \mathbb{R}^3} \bar{v}_i^\delta (\partial_{v^*} f_i)^2 \mu_i^{-1} dxdv \right) \]
For any fixed order in $\varepsilon$,

\[
-\frac{1}{2} \int_{\mathbb{T}^3 \times \mathbb{R}^3} (v_i^e + \vec{v}_i^e) |\partial v_i \partial x_j f_i| \mu_i^{-1} \mathrm{d}x \mathrm{d}v
\]

\[
\geq -\varepsilon C_4 \| \partial v_i \partial x_k f_i \|_{L^2_{x,v}}^2 (v, \frac{\eta}{\sqrt{\mu}}) - \varepsilon C_5^\nu \| f \|_{H^1_{x,v}(\mu^{-\frac{1}{2}})}^2 - \varepsilon C_7 \| \partial v_i f \|_{L^2_{x,v}} (v, \frac{\eta}{\sqrt{\mu}}) - \frac{1}{2} \int_{\mathbb{T}^3} \frac{\mu_i^{-1} \mathrm{d}x}{\pi}
\]

where $C_4^\nu, C_7$ are easily recovered from (4.3) and (4.4), and

\[
C_5^\nu = \max_{1 \leq i \leq N} \sup_{v \in \mathbb{R}^3} \frac{(\partial v_i \vec{v}_i^e)^2}{2v_i^e} > 0.
\]

Gathering the estimates for $I_1$ and $I_2$ concludes the proof.

### 4.3. Proof of Lemma 3.4.

We prove the result in the simplest case where $|\alpha| = 0$ and $|\beta| = 1$. The extension to the general case is again straightforward. We emphasize that compared to the usual case when the Maxwellian only depends on $v$, $x$-derivatives of $M^\nu$ generate new terms involving products of the form $\varepsilon \partial_x^\alpha u \partial_x^\beta \tilde{c}$, displaying a lower order in $\varepsilon$.

We want to estimate the term

\[
\langle \nabla_v K^\nu(f), \nabla_v f \rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} = \sum_{i=1}^N \int_{\mathbb{T}^3 \times \mathbb{R}^3} \nabla_v K^\nu_i(f) \nabla_v f_i \mu_i^{-1} \mathrm{d}x \mathrm{d}v,
\]

where, for any $1 \leq i \leq N$, $K^\nu_i$ is written under its kernel form (explicitly recovered in Appendix A) as

\[
K^\nu_i(f)(v) = \sum_{j=1}^N \left\{ \int_{\mathbb{R}^3} \kappa^{(1)}_{ij}(v, v_s) f_j^s \mathrm{d}v_s + \int_{\mathbb{R}^3} \kappa^{(2)}_{ij}(v, v_s) f_j^s \mathrm{d}v_s - \int_{\mathbb{R}^3} \kappa^{(3)}_{ij}(v, v_s) f_j^s \mathrm{d}v_s \right\}.
\]

For any fixed $i, j$, we shall treat separately the three kernels. We present a detailed proof for deriving an estimate for $\kappa^{(1)}_{ij}$. The computations for the two remaining kernels are skipped, since they can be obtained using similar arguments.

We recall the explicit expression (A.1) of $\kappa^{(1)}_{ij}$ obtained in Appendix A. We compute its $v$-derivatives and immediately note that the singularity of the operator coming from $|v - v_s|$ imposes to introduce a proper splitting (depending on a small parameter) in order to deal with a smooth part that we can derive infinitely many times and a remainder part (taking into account the region where $v - v_s$ is close to 0) which goes to zero with the small parameter. Let us relabel the relative velocity $\eta = v - v_s$ and choose $v$ and $\eta$ as new variables of $\kappa^{(1)}_{ij}$, rewriting $v_s = v - \eta$. Thus, denoting $\overline{R} = R(v, \eta)$ and $\overline{O} = O(v, \eta)$ the quantities

\[
\overline{R} = \frac{m_j}{|m_i - m_j|} |\eta|, \quad \overline{O} = \frac{m_i}{m_i - m_j} v - \frac{m_j}{m_i - m_j} (v - \eta),
\]

defined for $i \neq j$, the operator $\kappa^{(1)}_{ij}$ reads

\[
\kappa^{(1)}_{ij}(v, \eta) = C_{ij} c_i |\eta|^{\gamma} \int_{\mathbb{S}^2} b_{ij} \left( \frac{\omega \cdot \frac{\eta}{|\eta|}}{|\eta|} \right) \left[ \frac{m_i^2 + m_j^2}{(m_i - m_j)^2} + \frac{2m_i m_j}{(m_i - m_j)(m_i - m_j)} \left( \frac{\omega \cdot \frac{\eta}{|\eta|}}{|\eta|} \right)^{1-\gamma} \right] \mathrm{d}^2 \omega.
\]
\[ \times e^{-\frac{m_0}{2} |\mathbf{R}\omega + \mathbf{O}|^2 + \varepsilon m_1 (|\mathbf{R}\omega + \mathbf{O}| - \varepsilon^2 \frac{m_0}{2} |u_i|^2} \, d\omega. \]

Since the operator \( \kappa_{ij}^{(1)}(v, \eta) \) is regular with respect to the variable \( v \), we only need to ensure that we can take derivatives also with respect to \( \eta \). For some small parameter \( \xi > 0 \), let us introduce a mollified indicator function \( \mathbb{1}_{|\eta| \geq \xi} \) and define the splitting

\[ \kappa_{ij}^{(1)} = \kappa_{ij}^{(1), S} + \kappa_{ij}^{(1), R}, \]

where we have called the smooth part

\[ \kappa_{ij}^{(1), S}(v, \eta) = \mathbb{1}_{|\eta| \geq \xi} \kappa_{ij}^{(1)}(v, \eta), \]

and \( \kappa_{ij}^{(1), R} \) is the remainder. It is straightforward to check that \( \kappa_{ij}^{(1), S}(v, \eta) \) is smooth in both variables \( v \) and \( \eta \), and that \( \kappa_{ij}^{(1), R} \) is integrable with respect to \( \eta \) near 0. More precisely, one can prove that there exists \( \delta \in (0, 1) \), depending on \( \|u\| \) and \( \|c\| \) but not on \( \varepsilon \), such that \( \kappa_{ij}^{(1), R} \) is uniformly bounded with respect to \( v \), namely

\[ \kappa_{ij}^{(1), R}(v, \eta) \sqrt{\frac{\mu_j(v - \eta)}{\mu_i(v)}} \leq C_{ij}(\delta) |\eta|^{\gamma} e^{-C(\delta)|\eta|^2}, \quad \forall v \in \mathbb{R}^3, \]

where \( C_{ij}(\delta), C(\delta) > 0 \) are two explicitly computable constants depending on an arbitrary parameter \( \delta \in (\delta, 1) \). This last fact allows to easily deduce that

\[ \left\| \kappa_{ij}^{(1), R}(v, \eta) \sqrt{\frac{\mu_j(v - \eta)}{\mu_i(v)}} \right\|_{L^1_\eta} \leq C_{ij}^{(1)}(\delta) \xi^{\gamma + 3}, \quad \forall v \in \mathbb{R}^3. \quad (4.5) \]

Now, setting

\[ W_{ij}^{(1)}(\omega, \eta) = \left| \frac{m_i^2 + m_j^2}{(m_i - m_j)^2} + \frac{2m_i m_j}{(m_i - m_j)(m_i - m_j)} \right|^{-1} \left( \omega \cdot \eta \right) \]

to ease the computations, we can take the \( \eta \)-derivative of \( \kappa_{ij}^{(1), S} \) to obtain

\[ \nabla_\eta \kappa_{ij}^{(1), S}(v, \eta) = C_{ij} \nabla_\eta \mathbb{1}_{|\eta| \geq \xi} |\eta|^{\gamma} \int_{\mathbb{R}^2} b_{ij} W_{ij}^{(1)} M_{ij}^{\varepsilon} (\mathbf{R}\omega + \mathbf{O}) d\omega \]

\[ + C_{ij} \mathbb{1}_{|\eta| \geq \xi} \nabla_\eta |\eta|^{\gamma} \int_{\mathbb{R}^2} b_{ij} W_{ij}^{(1)} M_{ij}^{\varepsilon} (\mathbf{R}\omega + \mathbf{O}) d\omega \]

\[ + C_{ij} \mathbb{1}_{|\eta| \geq \xi} \nabla_\eta b_{ij} W_{ij}^{(1)} M_{ij}^{\varepsilon} (\mathbf{R}\omega + \mathbf{O}) d\omega \]

\[ + C_{ij} \mathbb{1}_{|\eta| \geq \xi} \nabla_\eta \nabla_\eta W_{ij}^{(1)} M_{ij}^{\varepsilon} (\mathbf{R}\omega + \mathbf{O}) d\omega \]

\[ + C_{ij} \mathbb{1}_{|\eta| \geq \xi} \nabla_\eta W_{ij}^{(1)} \nabla_\eta M_{ij}^{\varepsilon} (\mathbf{R}\omega + \mathbf{O}) d\omega \]

\[ := I_{1, 1}^S + I_{1, 2}^S + I_{1, 3}^S + I_{1, 4}^S + I_{1, 5}^S. \]
Our aim is now to bound each term $I^S_{1,k}$ uniformly with respect to $v \in \mathbb{R}^3$. The estimate for $I^S_{1,1}$ is straightforward, since $|b_{ij}| \leq C$ from Grad’s cutoff assumption and $|W_{ij}^{(1)}(v)| \leq 1$. Thus, we can apply the upper bound (4.1) for the local Maxwellian $M_i^\varepsilon$ to initially infer that
\[
|I^S_{1,1}| \leq C(\delta_1)C_i |\eta|^\gamma' e^{-\delta_1\lambda(m_i,m_j)|\eta|^2 - \delta_1\lambda(m_i,m_j)|\eta|^2 - 2(\varepsilon|\eta^2|)|\eta|^2} \left(\frac{|\eta|^2|\eta|^2}{|\eta|^2}\right) \frac{\mathcal{M}^{\delta_1}_i(v)}{\mathcal{M}^{\delta_1}_j(v - \eta)},
\]
for any $\delta_1 \in (0,1)$. Then, using the same estimates as in [17, Lemma 5.1], we recover the bound
\[
|I^S_{1,1}| \leq C(\delta_1)C_i |\eta|^\gamma' e^{-\delta_1\lambda(m_i,m_j)|\eta|^2 - \delta_1\lambda(m_i,m_j)|\eta|^2 - 2(\varepsilon|\eta^2|)|\eta|^2} \left(\frac{|\eta|^2|\eta|^2}{|\eta|^2}\right) \frac{\mathcal{M}^{\delta_1}_i(v)}{\mathcal{M}^{\delta_1}_j(v - \eta)}.
\]
For $I^S_{1,2}$, $I^S_{1,3}$ and $I^S_{1,4}$, we obtain a similar result, since
\[
\nabla_\eta |\eta|^{\gamma'} \leq \gamma |\eta|^{\gamma'} - 1, \quad \nabla_\eta b_{ij} \leq C_{ij}|\eta|^{-1}
\]
and also $\nabla_\eta W_{ij}^{(1)} \leq C_{ij}|\eta|^{-1}$, thanks to the assumption that $|b'_{ij}(\cos \theta)| \leq C$. Thus, for $k \in \{2,3,4\}$, we deduce that
\[
|I^S_{1,k}| \leq C(\delta_k)C_i |\eta|^\gamma' e^{-\delta_k\lambda(m_i,m_j)|\eta|^2 - \delta_k\lambda(m_i,m_j)|\eta|^2 - 2(\varepsilon|\eta^2|)|\eta|^2} \left(\frac{|\eta|^2|\eta|^2}{|\eta|^2}\right) \frac{\mathcal{M}^{\delta_k}_i(v)}{\mathcal{M}^{\delta_k}_j(v - \eta)},
\]
for any $\delta_k \in (0,1)$, $k = 2, 3, 4$. A bit different is the last term $I^S_{1,5}$. We observe that
\[
\nabla_\eta (\mathbf{R}\omega + \mathbf{O})^2 \leq C_{ij}\left(|\eta| + |v|\right) \quad \nabla_\eta ((\mathbf{R}\omega + \mathbf{O}) \cdot u_i) \leq C_{ij}|u_i|,
\]
thus
\[
\nabla_\eta M_i^\varepsilon (\mathbf{R}\omega + \mathbf{O}) \leq C_{ij}(\delta_5)C_i\left(|\eta| + |v| + \varepsilon|u_i|\right) \mathcal{M}^{\delta_5}_i(\mathbf{R}\omega + \mathbf{O}),
\]
for any $\delta_5 \in (0,1)$. Therefore, since $\varepsilon \leq 1$, we can upper bound the last term as
\[
|I^S_{1,5}| \leq C(\delta_5)C_i |\eta|^\gamma' \left(|\eta| + |v| + |u_i|\right) e^{-\delta_5\lambda(m_i,m_j)|\eta|^2 - \delta_5\lambda(m_i,m_j)|\eta|^2 - 2(\varepsilon|\eta^2|)|\eta|^2} \left(\frac{|\eta|^2|\eta|^2}{|\eta|^2}\right) \frac{\mathcal{M}^{\delta_5}_i(v)}{\mathcal{M}^{\delta_5}_j(v - \eta)}.
\]
Gathering the estimates on $I^S_{1,k}$, $k \in \{1, \ldots, 5\}$, and, in particular, carefully choosing the parameter $\delta_5 \in (0,1)$ in order to control the term in $|v|$, the computations carried out in [10] directly apply and provide the uniform bound
\[
\left|\nabla_\eta k_{ij}^{(1),S}(v,\eta)\right| \sqrt{\frac{\mu_j(v - \eta)}{\mu_j(v)}} \leq C_{ij}(\delta) \sqrt{\frac{v_j}{v_i}} \|\mathbf{e}\|_{L^\infty_x L^\infty_t} \left(1 + \|\mathbf{u}\|_{L^\infty_x L^\infty_t}\right) \left(1 + |\eta|^{\gamma - 1} + |\eta|^\gamma + |\eta|^{\gamma}e^{-C(\delta)|\eta|^2},
\right.
\]
(4.6)
holding for any \( v \in \mathbb{R}^3 \) and any \( \delta \in (0, 1) \), where \( \delta \in (0, 1) \) is fixed independently of \( \varepsilon \).

In a similar way, we can estimate the \( v \)-derivatives of \( \kappa_{ij}^{(1), S} \) and \( \kappa_{ij}^{(1), R} \). It is even simpler in this case, since the only dependence on \( v \) inside these operators appears in the Maxwellian \( M^\varepsilon_i(\overline{R} \omega + \overline{O}) \). Looking at \( \nabla_v \kappa_{ij}^{(1), S} \) (for \( \nabla_v \kappa_{ij}^{(1), R} \) the same computations will apply), we easily get

\[
\nabla_v \kappa_{ij}^{(1), S}(v, \eta) = C_{ij} \mathbb{I}_{[|\eta| \geq \xi]} |\eta|^\gamma \int_{\mathbb{R}^3} b_{ij} W_{ij}^{(1)} \nabla_v M^\varepsilon_i(\overline{R} \omega + \overline{O})d\omega.
\]

Therefore, repeating the previous considerations and thanks to the straightforward upper bound

\[
\nabla_v M^\varepsilon_i(\overline{R} \omega + \overline{O}) \leq C_{ij}(\delta) c_i (|\eta| + |v| + |u_i|) M^\delta_i(\overline{R} \omega + \overline{O}),
\]

valid for any \( \delta \in (0, 1) \), we recover the uniform estimate

\[
\left| \nabla_v \kappa_{ij}^{(1), S}(v, \eta) \right| \leq C_{ij}(\delta) \sqrt{\frac{\mu_j(v - \eta)}{\mu_i(v)}} \leq C_{ij}(\delta) \sqrt{\frac{\mu_j(v - \eta)}{\mu_i(v)}},
\]

(4.7)

holding for all \( v \in \mathbb{R}^3 \) and for any \( \delta \in (0, 1) \), where \( \delta \in (0, 1) \) is fixed independently of \( \varepsilon \), and can in particular be chosen in order to satisfy both (4.7) and (4.6). Using the same arguments in order to derive an upper bound for \( \nabla_v \kappa_{ij}^{(1), R} \), estimates (4.6)–(4.7) finally imply that for all \( v \in \mathbb{R}^3 \) we have

\[
\left\| \nabla_v \kappa_{ij}^{(1), S}(v, \eta) \right\|_{L^1_{\eta}} \leq C_{ij}^{(1)}(\delta, \xi),
\]

(4.8)

and the exact same bound will hold for \( \nabla_v \kappa_{ij}^{(1), S} \) and \( \nabla_v \kappa_{ij}^{(1), R} \), by simply adapting the value of \( C_{ij}^{(1)}(\delta, \xi) \).

Recovering similar bounds for the kernels \( \kappa_{ij}^{(2)} \) and \( \kappa_{ij}^{(3)} \), we can then successively write

\[
\left\{ \nabla_v K^\varepsilon(f), \nabla_v \mu \right\}_{L^2_{\varepsilon,v}}(\mu^{-1/2})
\]

\[
= \sum_{i,j=1}^N \int_{T^3 \times \mathbb{R}^3} \left( \nabla_v \int_{\mathbb{R}^3} \left( \kappa_{ij}^{(1), S}(v, \eta) + \kappa_{ij}^{(1), R}(v, \eta) \right) f_j(v - \eta) d\eta \right) \nabla_v f_i \mu_i^{-1} dv
\]

\[
+ \sum_{i,j=1}^N \int_{T^3 \times \mathbb{R}^3} \left( \nabla_v \int_{\mathbb{R}^3} \left( \kappa_{ij}^{(2), S}(v, \eta) + \kappa_{ij}^{(2), R}(v, \eta) \right) f_i(v - \eta) d\eta \right) \nabla_v f_i \mu_i^{-1} dv
\]

\[
+ \sum_{i,j=1}^N \int_{T^3 \times \mathbb{R}^3} \left( \nabla_v \int_{\mathbb{R}^3} \left( \kappa_{ij}^{(3), S}(v, \eta) + \kappa_{ij}^{(3), R}(v, \eta) \right) f_j(v - \eta) d\eta \right) \nabla_v f_i \mu_i^{-1} dv
\]

:= \mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3.
The behaviour of the three terms is the same. We shall thus focus on the first one and the others will be estimated in an equivalent way. Since
\[ \nabla_v f_j(v - \eta) = -\nabla_\eta f_j(v - \eta), \]
we initially apply integration by parts to deduce that
\[
\nabla_v \int_{\mathbb{R}^3} \left( \kappa^{(1),S}_{ij}(v, \eta) + \kappa^{(1),R}_{ij}(v, \eta) \right) f_j(v - \eta) d\eta \\
= \int_{\mathbb{R}^3} \left( \nabla_v \kappa^{(1),S}_{ij}(v, \eta) - \nabla_\eta \kappa^{(1),S}_{ij}(v, \eta) + \nabla_v \kappa^{(1),R}_{ij}(v, \eta) \right) f_j(v - \eta) d\eta \\
+ \int_{\mathbb{R}^3} \kappa^{(1),R}_{ij}(v, \eta) \nabla_v f_j(v - \eta) d\eta.
\]
Thus, if we multiply and divide inside the integral by the factor \( \sqrt{\mu_j(v - \eta)} / \mu_j(v) \), we can apply Cauchy-Schwarz inequality and an \( L^1 / L^2 \) convolution inequality, together with estimates (4.5) and (4.8), to finally deduce that
\[
\mathcal{I}_1 \leq C_1^{(1)}(\delta, \xi) \| f \|^2_{L^1_v(\mu^{-\frac{1}{2}})} + \xi C_2^{(1)}(\delta) \| \nabla_v f \|^2_{L^2_v(\mu^{-\frac{1}{2}})},
\]
for any \( \xi \in (0, 1) \).

Similar bounds for \( \mathcal{I}_2 \) and \( \mathcal{I}_3 \) hold with some positive constants \( C_k^{(2)}, C_k^{(3)}, k = 1, 2 \). Gathering the bounds for the three terms concludes the proof.

4.4. Proof of Lemma 3.6. The proof follows exactly the computations presented in [10], except for the final estimate where Young’s inequality allows to refine the control on \( \pi_L(f) \). Let us sketch the idea.

We initially rewrite \( L^\varepsilon \) componentwise as
\[
L_i^\varepsilon(f) = \sum_{j=1}^N \int_{\mathbb{R}^3 \times \mathbb{S}^2} B_{ij}(v, \nu, \vartheta) \left( c_{1,\infty} M_i^\varepsilon f_j^\varepsilon + c_{j,\infty} M_j^\varepsilon f_i^\varepsilon - c_{1,\infty} M_i^\varepsilon f_j^\varepsilon - c_{j,\infty} M_j^\varepsilon f_i^\varepsilon \right) d\nu d\vartheta \\
+ \varepsilon \sum_{j=1}^N \int_{\mathbb{R}^3 \times \mathbb{S}^2} B_{ij}(v, \nu, \vartheta) \left( \tilde{c}_{1,\infty} M_i^\varepsilon f_j^\varepsilon + \tilde{c}_{j,\infty} M_j^\varepsilon f_i^\varepsilon - \tilde{c}_{1,\infty} M_i^\varepsilon f_j^\varepsilon - \tilde{c}_{j,\infty} M_j^\varepsilon f_i^\varepsilon \right) d\nu d\vartheta \\
:= L_i^\infty(f) + \varepsilon \tilde{L}_i^\varepsilon(f).
\]
Now, we can study the Dirichlet form of \( L^\varepsilon \) by introducing the penalization with respect to \( L \). Recall the shorthand notation \( f^\perp = f - \pi_L(f) \). Using the fact that \( L^\varepsilon \) shares the conservation properties of the Boltzmann operator \( Q \), we can successively write
\[
\langle L^\varepsilon(f), f^\perp \rangle_{L^2_v(\mu^{-\frac{1}{2}})} = \langle L^\varepsilon(f), f^\perp \rangle_{L^2_v(\mu^{-\frac{1}{2}})} \\
= \langle L(f), f^\perp \rangle_{L^2_v(\mu^{-\frac{1}{2}})} + \langle L^\infty(f) - L(f), f^\perp \rangle_{L^2_v(\mu^{-\frac{1}{2}})} \\
+ \varepsilon \langle \tilde{L}^\varepsilon(f), f^\perp \rangle_{L^2_v(\mu^{-\frac{1}{2}})}.
\]
We estimate each term separately. Thanks to [17, Theorem 3.3], the first term provides the spectral gap for \( L \)

\[
\langle L(f), f^\perp \rangle_{L^2_\mu} (\mu^{-\frac{1}{2}}) \leq -\lambda_L \| f^\perp \|_{L^2_\mu(v) \frac{\gamma}{\mu} \mu^{-\frac{1}{2}}}^2.
\]

Recalling that \( L_{\infty} - L = \mathcal{O}(\varepsilon) \), the second term can be estimated following the strategy of [10]. We split \( f = f^\perp + \pi_L(f) \) and we then apply Young’s inequality with a positive constant \( \eta_1/\varepsilon \) to recover

\[
\langle (L_{\infty}^\varepsilon - L)(f), f^\perp \rangle_{L^2_\mu} (\mu^{-\frac{1}{2}}) = \langle (L_{\infty}^\varepsilon - L)(f^\perp), f^\perp \rangle_{L^2_\mu} (\mu^{-\frac{1}{2}}) + \langle (L_{\infty}^\varepsilon - L)(\pi_L(f)), f^\perp \rangle_{L^2_\mu} (\mu^{-\frac{1}{2}}) \\
\leq (\varepsilon + \eta_1) C_2^L \| f^\perp \|_{L^2_\mu(v) \frac{\gamma}{\mu} \mu^{-\frac{1}{2}}}^2 + \varepsilon^2 \| \pi_L(f) \|_{L^2_{L,\varepsilon}}^2 \frac{C_2^L}{\eta_1} \| \pi_L(f) \|_{L^2_{L,\varepsilon}}^2.
\]

Note in particular that we have bounded each \( u_i \) appearing in the estimate of [10, Theorem 3.2] with \( \| u \|_{L^2_{L,\varepsilon}} \).

In a very similar way, using again Young’s inequality with the same constant \( \eta_1/\varepsilon \) and increasing the constant \( C_2^L \) if necessary, the third term provides

\[
\langle \bar{L}^\varepsilon(f), f^\perp \rangle_{L^2_\mu} (\mu^{-\frac{1}{2}}) = \langle \bar{L}^\varepsilon(f^\perp), f^\perp \rangle_{L^2_\mu} (\mu^{-\frac{1}{2}}) + \langle \bar{L}^\varepsilon(\pi_L(f)), f^\perp \rangle_{L^2_\mu} (\mu^{-\frac{1}{2}}) \\
\leq \frac{\eta_1 C_2^L}{\varepsilon} \| f^\perp \|_{L^2_\mu(v) \frac{\gamma}{\mu} \mu^{-\frac{1}{2}}}^2 + \varepsilon \| \bar{c} \|_{L^2_{L,\varepsilon}} \frac{C_2^L}{\eta_1} \| \pi_L(f) \|_{L^2_{L,\varepsilon}}^2.
\]

where we have used the straightforward estimates \( \bar{c}_i \leq \| \bar{c} \|_{L^2_{L,\varepsilon}}, 1 \leq i \leq N \), to bound all the \( \bar{c}_i \) and \( \bar{c}_j \) appearing in the definition of \( \bar{L}^\varepsilon \).

Gathering the three estimates, and using the Sobolev embedding of \( H^{1/2}_\varepsilon \) in \( L^\infty_x \) to upper bound \( \| u \|_{L^2_{L,\varepsilon}} \) and \( \| \bar{c} \|_{L^2_{L,\varepsilon}} \) by \( \delta_{MS} \), we obtain the expected result. This ends the proof.

4.5. Proof of Lemma 3.7. The first part comes from the conservation properties of the Boltzmann operator. In fact, we have seen that

\[
\sum_{i=1}^N \int_{\mathbb{R}^3} Q_i(g, h)(v) \psi_i(v) dv = 0, \quad \forall g, h \in L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}),
\]

whenever \( \psi \in \text{Span}(e^{(1)}, \ldots, e^{(N)}, v_1 m, v_2 m, v_3 m, |v|^2 m) \) is a collision invariant of the mixture. In particular the above equality rewrites

\[
\langle Q(g, h), \pi_L(f) \rangle_{L^2_\mu(v) \frac{\gamma}{\mu} \mu^{-\frac{1}{2}}} = 0, \quad \forall f, g, h \in L^2(\mathbb{R}^3, \mu^{-\frac{1}{2}}),
\]

which is exactly (3.8) for \( Q \). Then the property follows also for \( L^\varepsilon \), since by definition \( L^\varepsilon(f) = Q(M^\varepsilon, f) + Q(f, M^\varepsilon) \) and both terms are orthogonal to ker\( L \).
The second part is an extension of the same property satisfied by the Boltzmann operator in the mono-species case. Let \( s \in \mathbb{N} \) and \( \alpha, \beta \) be fixed such that \( |\alpha| + |\beta| = s \). We initially note that

\[
\langle \partial_v^\alpha \partial_x^\beta Q(g, h), f \rangle_{L^2_{\mathbb{R}}(\mu^{-\frac{1}{2}})} = \sum_{i,j=1}^{N} \langle \partial_v^\alpha \partial_x^\beta Q_{ij}(g_i, h_j), f_i \rangle_{L^2_{\mathbb{R}}(\mu^{-\frac{1}{2}})}.
\]

Since each \( Q_{ij} \) acts like a mono-species Boltzmann operator, we can easily adapt the computations made in [15, Appendix A] to prove that, for any \( 1 \leq i, j \leq N \), there exist two nonnegative functionals \( G_i^{x,v,s} \) and \( G_i^{x,s} \) satisfying \( G_i^{x,v,s+1} \leq G_i^{x,v,s} \), \( G_i^{x,s+1} \leq G_i^{x,s} \) and such that

\[
\langle \partial_v^\alpha \partial_x^\beta Q_{ij}(g_i, h_j), f_i \rangle_{L^2_{\mathbb{R}}(\mu^{-\frac{1}{2}})} \leq \begin{cases} G_{ij}^{x,s}(g_i, h_j) \| f_i \|_{L^2_{\mathbb{R}}((v)^{\frac{\gamma}{2}} \mu^{-\frac{1}{2}})} & \text{if } |\beta| = 0, \\
G_{ij}^{x,v,s}(g_i, h_j) \| f_i \|_{L^2_{\mathbb{R}}((v)^{\frac{\gamma}{2}} \mu^{-\frac{1}{2}})} & \text{if } |\beta| \geq 1.
\end{cases}
\]

Moreover, there exists an integer \( s_0 > 0 \) such that, for all \( s > s_0 \), there exists an explicit constant \( C_i^Q > 0 \) verifying

\[
G_i^{x,s}(g_i, h_j) \leq C_i^Q \left( \| g_i \|_{H^i_{L^2}(\mu^{-\frac{1}{2}})} \| h_j \|_{H^i_{L^2}(\mu^{-\frac{1}{2}})} + \| h_j \|_{H^i_{L^2}(\mu)} \| g_i \|_{H^i_{L^2}(v^{\frac{\gamma}{2}} \mu^{-\frac{1}{2}})} \right),
\]

and

\[
G_i^{x,v,s}(g_i, h_j) \leq C_i^Q \left( \| g_i \|_{H^i_{L^2}(\mu^{-\frac{1}{2}})} \| h_j \|_{H^i_{L^2}(\mu v^{\frac{\gamma}{2}} \mu^{-\frac{1}{2}})} + \| h_j \|_{H^i_{L^2}(\mu^{-\frac{1}{2}})} \| g_i \|_{H^i_{L^2}(v^{\frac{\gamma}{2}} \mu^{-\frac{1}{2}})} \right).
\]

From this, we immediately deduce that

\[
\langle \partial_v^\alpha \partial_x^\beta Q(g, h), f \rangle_{L^2_{\mathbb{R}}(\mu^{-\frac{1}{2}})} \leq \begin{cases} \left( \sum_{i,j=1}^{N} G_{ij}^{x,s}(g_i, h_j) \right) \| f \|_{L^2_{\mathbb{R}}((v)^{\frac{\gamma}{2}} \mu^{-\frac{1}{2}})} & \text{if } |\beta| = 0, \\
\left( \sum_{i,j=1}^{N} G_{ij}^{x,v,s}(g_i, h_j) \right) \| f \|_{L^2_{\mathbb{R}}((v)^{\frac{\gamma}{2}} \mu^{-\frac{1}{2}})} & \text{if } |\beta| \geq 1,
\end{cases}
\]

and defining \( C_s^Q = N^2 \max_{1 \leq i, j \leq N} C_i^Q \) finishes the proof of (3.9)–(3.10).

4.6. Proof of Lemma 3.8. We divide the proof into two separated parts for the sake of clarity. The first one deals with inequalities (3.11)–(3.12), where at least one \( v \)-derivative is considered, since the proofs of the two estimates are almost the same. The second part treats pure spatial derivatives, which require a slightly different approach. Note that, throughout the proof, we shall carefully keep track of the parameter \( \delta_{\text{MS}}^2 \) which uniformly bounds the quantities \( \| \tilde{c} \|_{L^\infty_t H^i_x} \) and \( \| u \|_{L^\infty_t H^i_x} \). For simplicity, all the other factors multiplying the term of interest \( \delta_{\text{MS}}^2 \) will always be hidden inside a suitable
constant, even if a lower order (in $\delta_{\text{MS}}$ or in $\varepsilon$) appears. This choice will also help in enlightening the computations.

**Step 1 - Estimates with velocity derivatives.** The idea to recover the first estimate (3.11) is to show that
$$\partial^\beta_v \partial^\alpha_x S^\varepsilon = O(\varepsilon^{-1}).$$
For this, let us initially extract a power $\varepsilon^{-1}$ from the source term and write
$$\langle \partial^\beta_v \partial^\alpha_x S^\varepsilon, \partial^\beta_v \partial^\alpha_x f \rangle_{L^2_x(t,M^\varepsilon)} = \frac{1}{\varepsilon} \langle \partial^\beta_v \partial^\alpha_x \left( \partial_t M^\varepsilon + \frac{1}{\varepsilon} \varepsilon \cdot \nabla_x M^\varepsilon \right), \partial^\beta_v \partial^\alpha_x f \rangle_{L^2_x(t,M^\varepsilon)} + \frac{1}{\varepsilon^2} \langle \partial^\beta_v \partial^\alpha_x Q(M^\varepsilon, M^\varepsilon), \partial^\beta_v \partial^\alpha_x f \rangle_{L^2_x(t,M^\varepsilon)}.
$$
We shall treat the linear part and the nonlinear term separately.

Computing the time and space derivatives in the linear contribution, we note that, for any $1 \leq i \leq N$,
$$\partial_t M^\varepsilon_i + \frac{1}{\varepsilon} \varepsilon \cdot \nabla_x M^\varepsilon_i = \left( \partial_t c_i + \varepsilon m_i c_i (v - \varepsilon u_i) \cdot \partial_x u_i \right) M^\varepsilon_i$$
$$+ \sum_{k=1}^3 v_k \left( \varepsilon \partial_x \tilde{c}_i + m_i c_i (v - \varepsilon u_i) \cdot \partial_x u_i \right) M^\varepsilon_i, \quad (4.9)$$
and that the leading order seems to be $O(1)$. Let us show that it is actually $O(\delta_{\text{MS}})$. For this, recall that $(c, u)$ is the unique perturbative solution of the Maxwell–Stefan system (1.7)–(1.8)–(1.9). From the mass equation
$$\partial_t c = - \nabla_x \cdot (cu) = - \varepsilon \nabla_x \tilde{c} \cdot u - c \nabla_x \cdot u,$$
we easily deduce a bound for $\partial_t c$. Rewriting the momentum Eq. (1.8) in vectorial form
$$\nabla_x c = A(c) u,$$
we can derive an estimate for $\partial_t u$ by taking the time derivative on both sides to obtain
$$A(c) \partial_t u = - \partial_t A(c) u + \partial_t (\nabla_x c).$$
It is then straightforward to check that the right-hand side of the above equality satisfies
$$- \partial_t A(c) u + \partial_t (\nabla_x c) \in (\ker A)^\perp,$$
so that the relation can be inverted by applying $A(c)^{-1}$, and the equation governing $\partial_t u$ explicitly reads
$$\partial_t u = - A(c)^{-1} \left( \partial_t A(c) u - \nabla_x \left( - \varepsilon \nabla_x \tilde{c} \cdot u - c \nabla_x \cdot u \right) \right).$$
Noticing that one of the macroscopic quantities $\tilde{c}$ and $u$ (or their derivatives) always appears as a factor in each term of (4.9), by means of the continuous Sobolev embedding of $H^{s/2}_x$ in $L^\infty$, $s > 3$, we can infer the existence of a polynomial $P$ such that, for any $1 \leq i \leq N$ and for almost any $(t, x, v) \in \mathbb{R}_+ \times \mathbb{T}^3 \times \mathbb{R}^3$,
$$\left| \partial_t M^\varepsilon_i(t, x, v) + \frac{1}{\varepsilon} \varepsilon \cdot \nabla_x M^\varepsilon_i(t, x, v) \right|^2 \leq \delta_{\text{MS}}^2 C(\delta) P(v) \mathcal{M}^{2\delta}(v),$$
for a positive constant \( C(\delta) \) only depending on an arbitrary parameter \( \delta \in (0, 1) \), which is chosen independently of \( \varepsilon \). Note in particular the factor 2 (simply coming from the square power) in the exponent of \( M_i^{2\delta} \), which is crucial in order to compensate the weight \( \mu_{\frac{1}{2}} \) of the \( L_{\varepsilon,v}^2(\mu^{-\frac{1}{2}}) \) norm. Moreover, we again emphasize that the other terms containing \( \|c\|_{L_t^\infty H_x^\alpha} \) or \( \|u\|_{L_t^\infty H_x^\alpha} \) (for \( s \leq 4 \)) have been simply collected inside the constant \( C(\delta) \).

Now, taking \( \alpha \) and \( \beta \) derivatives of the linear term only increases the number of factors depending on polynomials of \( v \), and (at most) \( |\alpha| + 4 \) derivatives of \( c \) and \( u \). In particular it does not modify the leading order \( O(\varepsilon^{-1}) \), nor the presence of the multiplicative constant \( \delta^2_{MS} \). Therefore, the exact same arguments apply, and we deduce that there also exist a polynomial \( P_L \) and a constant \( C_L(\delta) > 0 \) such that, for any \( 1 \leq i \leq N \) and for almost any \( (t, x, v) \in \mathbb{R}_+ \times \mathbb{T}^3 \times \mathbb{R}^3 \),

\[
\left| \partial_v^\beta \partial_x^\alpha \left( \partial_t M_i^\varepsilon(t, x, v) + \frac{1}{\varepsilon} v \cdot \nabla_x M_i^\varepsilon(t, x, v) \right) \right|^2 \leq \delta^2_{MS} C_L(\delta) P_L(v). M_i^{2\delta}(v), \quad (4.10)
\]

where again \( \delta \in (0, 1) \) is arbitrarily chosen, and the other dependencies on \( \|c\|_{L_t^\infty H_x^\alpha} \) and \( \|u\|_{L_t^\infty H_x^\alpha} \) have been hidden inside \( C_L(\delta) \).

If we now fix \( \delta \in (1/2, 1) \) in (4.10), applying Young’s inequality with a positive constant \( \eta_2/\varepsilon \) and recalling the that we use the notation \( \mu_i = c_i, \infty M_i \) for any \( 1 \leq i \leq N \), we can finally estimate the linear part as

\[
\frac{1}{\varepsilon} \left( \left| \partial_v^\beta \partial_x^\alpha \left( \partial_t M_i^\varepsilon + \frac{1}{\varepsilon} v \cdot \nabla_x M_i^\varepsilon \right), \partial_v^\beta \partial_x^\alpha f \right|_{L_{\varepsilon,v}^2(\mu^{-\frac{1}{2}})} \right) \\
\leq \frac{1}{\eta_2} \left\| \partial_v^\beta \partial_x^\alpha \left( \partial_t M_i^\varepsilon + \frac{1}{\varepsilon} v \cdot \nabla_x M_i^\varepsilon \right) \right\|^2_{L_{\varepsilon,v}^2(\mu^{-\frac{1}{2}})} + \frac{\eta_2}{\varepsilon^2} \left\| \partial_v^\beta \partial_x^\alpha f \right\|^2_{L_{\varepsilon,v}^2(\mu^{-\frac{1}{2}})} \\
\leq \frac{\delta^2_{MS} C_L(\delta)}{\eta_2} \sum_{i=1}^N \int_{\mathbb{T}^3 \times \mathbb{R}^3} c_i^{-1} P_L(v) M_i^{2\delta-1}(v) dx dv + \frac{\eta_2}{\varepsilon^2} \left\| \partial_v^\beta \partial_x^\alpha f \right\|^2_{L_{\varepsilon,v}^2(\mu^{-\frac{1}{2}})} \\
\leq \frac{\delta^2_{MS} C_L(\delta)}{\eta_2} \min_{1 \leq i \leq N} c_i, \infty \left\| \partial_v^\beta \partial_x^\alpha f \right\|^2_{L_{\varepsilon,v}^2(\mu^{-\frac{1}{2}})}, \quad (4.11)
\]

by simply increasing the constant \( C_L(\delta) \) in order to include the value of the sum of the integrals, which are clearly finite since \( 2\delta - 1 > 0 \) thanks to our choice of the parameter \( \delta \).

Let us continue with the analysis of the nonlinear term \( Q(M^\varepsilon, M^\varepsilon) \). For this, recall that the macroscopic velocity \( u \) is defined componentwise as \( u_i = \overline{u} + \varepsilon \tilde{u}_i \), and introduce the local Maxwellian distribution \( M_{\overline{u}} = (M_{\overline{u},1}, \ldots, M_{\overline{u},N}) \), given for any \( 1 \leq i \leq N \) by

\[
M_{\overline{u},i}(t, x, v) = \left( \frac{m_i}{2\pi} \right)^{3/2} \exp \left\{ -\frac{m_i}{2} |v - \varepsilon \overline{u}(t, x)|^2 \right\}, \quad t \geq 0, \ x \in \mathbb{T}^3, \ v \in \mathbb{R}^3.
\]

Since the bulk velocity \( \overline{u} \) is common to all the different species, \( M_{\overline{u}} \) is a local equilibrium state of the mixture. This means in particular that \( Q(M_{\overline{u}}, M_{\overline{u}}) = 0 \). We exploit this property by following the same used to study the linearized operator \( L^\varepsilon \). Namely, we split \( M^\varepsilon = c M_{\overline{u}} + (M^\varepsilon - c M_{\overline{u}}) \) into a local equilibrium part which cancels the nonlinear
term, plus a penalty which is close to this local equilibrium up to an order $\varepsilon^2 \| \tilde{u} \|_{L_{x,v}^\infty}$. More precisely, since also $Q(cM_{\pi}, cM_{\pi}) = 0$, we can rewrite

$$Q(M^\varepsilon, M^\varepsilon) = Q(cM_{\pi}, M^\varepsilon - cM_{\pi}) + Q(M^\varepsilon - cM_{\pi}, cM_{\pi}) + Q(M^\varepsilon - cM_{\pi}, M^\varepsilon - cM_{\pi}).$$

Similarly to the case of the linear part, one can infer (see [10, Lemma 4.1] for more details) the existence of some polynomials $P_1$ and $P_2$ in one variable, such that, for any $1 \leq i \leq N$ and for almost any $(t, x, v) \in \mathbb{R}_+ \times T^3 \times \mathbb{R}^3$,

$$\partial^\beta_v \partial^\alpha_x \left( c_i(t, x)(M_{\pi}^\varepsilon(t, x, v) - M_{\pi,i}(t, x, v)) \right) \leq \varepsilon^2 \delta_{MS} C_1(\delta) P_1(v) M_{i}^\varepsilon(v),$$

$$\partial^\beta_v \partial^\alpha_x \left( c_i(t, x)M_{\pi,i}(t, x, v) \right) \leq C_2(\delta) P_2(v) M_{i}^\varepsilon(v),$$

for some positive constants $C_1(\delta), C_2(\delta)$ depending on a parameter $\delta \in (0, 1)$, which can be chosen independently of $\varepsilon$. It is important to note that, for $|\alpha| = 0$, we can still recover the correct factor $\delta_{MS}$ in the first inequality, but this is not the case for the second one. Indeed, when $|\alpha| = 0$, the computations carried out in Section 4.1, proof of Lemma 3.2, show that

$$\partial^\beta_v \left( c_i(M_{\pi}^\varepsilon - M_{\pi,i}) \right) \leq \varepsilon^2 \| \tilde{u} \|_{L_{x,v}^\infty} \tilde{C}_1(\delta) \tilde{P}_1(v) M_{i}^\varepsilon(v),$$

for some other polynomial $\tilde{P}_1$ and a constant $\tilde{C}_1(\delta) > 0$. In particular, we immediately see that this does not represent an issue, since we always consider products of type $\partial^\beta_v \partial^\alpha_x \left( c_i(M_{\pi}^\varepsilon - M_{\pi,i}) \right) \times \partial^\beta_v \partial^\alpha_x \left( c_i M_{\pi,i} \right)$, which preserve the expected $O(\delta_{MS}^2)$.

Indeed, using estimate (3.10) from Lemma 3.7 applied to the decomposition of $Q(M^\varepsilon, M^\varepsilon)$, we deduce that

$$\frac{1}{\varepsilon^3} \left\| \partial^\beta_v \partial^\alpha_x Q(M^\varepsilon, M^\varepsilon), \partial^\beta_v \partial^\alpha_x f \right\|_{L_{x,v}^\infty} (\mu^{-\frac{1}{2}}) \leq \frac{2C^Q}{\varepsilon} \left( \left\| cM_{\pi} \right\|_{H^\infty_{x,v}} (\mu^{-\frac{1}{2}}) \frac{M^\varepsilon - cM_{\pi}}{\varepsilon^2} \right) \left\| H_{x,v}^\infty \left( \left\| \tilde{u} \|_{(\mu^{-\frac{1}{2}})} \right\| \right) \right\| \left\| \partial^\beta_v \partial^\alpha_x f \right\|_{L_{x,v}^\infty} (\mu^{-\frac{1}{2}})$$

$$+ \frac{C^Q}{\varepsilon} \left( \left\| M^\varepsilon - cM_{\pi} \right\|_{H^\infty_{x,v}} (\mu^{-\frac{1}{2}}) \frac{cM_{\pi}}{\varepsilon^2} \right) \left\| H_{x,v}^\infty \left( \left\| \tilde{u} \|_{(\mu^{-\frac{1}{2}})} \right\| \right) \right\| \left\| \partial^\beta_v \partial^\alpha_x f \right\|_{L_{x,v}^\infty} (\mu^{-\frac{1}{2}})$$

$$+ \frac{C^Q}{\varepsilon} \left( \left\| M^\varepsilon - cM_{\pi} \right\|_{H^\infty_{x,v}} (\mu^{-\frac{1}{2}}) \frac{M^\varepsilon - cM_{\pi}}{\varepsilon^2} \right) \left\| H_{x,v}^\infty \left( \left\| \tilde{u} \|_{(\mu^{-\frac{1}{2}})} \right\| \right) \right\| \left\| \partial^\beta_v \partial^\alpha_x f \right\|_{L_{x,v}^\infty} (\mu^{-\frac{1}{2}}).$$

Now, each term inside the parentheses is dealt with by simply taking the square power in the inequalities (4.12). In particular, we recognize the same structure of (4.11), which allows to infer the boundedness of all the terms involving $cM_{\pi}$ and $M^\varepsilon - cM_{\pi}$. By some constant only depending on $\|c\|_{L_{x,v}^\infty H^{|\alpha|+4}}$ and $\|u\|_{L_{x,v}^\infty H^{|\alpha|+4}}$. In this way we recover the correct leading order $O(\varepsilon^{-1})$, and we can finally apply Young’s inequality with the same constant $\eta_2/\varepsilon$ used for the linear part, to get

$$\frac{1}{\varepsilon^3} \left\| \partial^\beta_v \partial^\alpha_x Q(M^\varepsilon, M^\varepsilon), \partial^\beta_v \partial^\alpha_x f \right\|_{L_{x,v}^\infty} (\mu^{-\frac{1}{2}}) \leq \frac{\delta_{MS}^2 C^Q(\delta)}{\eta_2} + \frac{\eta_2}{\varepsilon^2} \left\| \partial^\beta_v \partial^\alpha_x f \right\|_{L_{x,v}^\infty} (\mu^{-\frac{1}{2}}).$$

(4.13)
To conclude, since \((v)\) \(\geq 1\), it is straightforward that

\[
\|\partial_v^\beta \partial_x^\alpha f\|_{L^2_v, \mu^{-\frac{1}{2}}}(\mu^{-\frac{1}{2}}) \leq \|\partial_v^\beta \partial_x^\alpha f\|_{L^2_v, \mu^{-\frac{1}{2}}}(v\mu^{-\frac{1}{2}}), \quad \forall f \in H^2(\mathbb{R}^3 \times \mathbb{R}^3, \mu^{-\frac{1}{2}}).
\]

Thanks to this inequality, we can further bound the linear part (4.11) to finally ensure the validity of the first estimate (3.11), by gathering (4.11) and (4.13) with the choices \(C_{\alpha, \beta} = \max \left\{ \frac{C_{\delta}(\delta)}{\min c_i}, C_{\lambda}(\delta) \right\} \).

The same arguments can be used to derive estimate (3.12). The only difference is that, in the \(H^s\) norm, we only have a factor \(\varepsilon\) multiplying the commutator. Therefore, in this case, we are constrained to preserve the order \(\varepsilon^{-1}\) in front of each term. This is easily achieved by choosing a general positive constant \(\eta_3\) (in place of \(\eta_2/\varepsilon\)) each time Young’s inequality is applied. In this way, estimate (3.12) for the commutator directly follows.

**Step 2 - Estimates for the spatial derivatives.** In order to prove estimate (3.13) for the \(x\)-derivatives, we first expand the scalar product by means of the orthogonal projection \(\pi_L\).

We split

\[
\langle \partial_x^\alpha S^\varepsilon, \partial_x^\beta f \rangle_{L^2_v, \mu^{-\frac{1}{2}}} = \langle \pi_L(\partial_x^\alpha S^\varepsilon), \pi_L(\partial_x^\beta f) \rangle_{L^2_v, \mu^{-\frac{1}{2}}} + \langle \partial_x^\alpha S^\varepsilon, \partial_x^\beta f \rangle_{L^2_v, \mu^{-\frac{1}{2}}},
\]

and we study both contributions separately. Regarding the first term, let us begin by making some considerations about \(\pi_L(S^\varepsilon)\). Using the linearity of the orthogonal projection, together with the fact that \(Q(f, f) \in (\ker L)^\perp\), from Lemma 3.7, we obtain

\[
\pi_L(S^\varepsilon) = \pi_L \left( -\frac{1}{\varepsilon} \varepsilon \partial_t M^\varepsilon - \frac{1}{\varepsilon^2} v \cdot \nabla_x M^\varepsilon \right) + \frac{1}{\varepsilon^3} \pi_L(Q(M^\varepsilon, M^\varepsilon))
\]

\[
= -\frac{1}{\varepsilon^2} \pi_L(\varepsilon \partial_t M^\varepsilon + v \cdot \nabla_x M^\varepsilon).
\]

The idea is again to prove that this term is actually \(O(\delta_{MS})\). In fact, \(\pi_L(\varepsilon \partial_t M^\varepsilon + v \cdot \nabla_x M^\varepsilon)\) is nothing but the projection onto the macroscopic equations governed by the Maxwell–Stefan system (1.7)–(1.8)–(1.9). Thus, following the computations in [14], it is easy to see that, for any \(1 \leq i \leq N\),

\[
\int_{\mathbb{R}^3} M^\varepsilon_i(t, x, v) \begin{pmatrix}
\frac{1}{v^2} \\
\varepsilon c_i(t, x)
\end{pmatrix} dv = \begin{pmatrix}
c_i(t, x) \\
\varepsilon c_i(t, x) u_i(t, x) + \frac{3}{m_i} c_i(t, x) |u_i(t, x)|^2
\end{pmatrix}.
\]

We can then deduce, for any \(1 \leq i \leq N\), that

\[
\int_{\mathbb{R}^3} (\varepsilon \partial_t M^\varepsilon_i + v \cdot \nabla_x M^\varepsilon_i) dv = \varepsilon \left( \partial_t c_i + \nabla_x \cdot (c_i u_i) \right),
\]

\[
\int_{\mathbb{R}^3} m_i v (\varepsilon \partial_t M^\varepsilon_i + v \cdot \nabla_x M^\varepsilon_i) dv = \varepsilon^2 m_i \left( \partial_t (c_i u_i) + \nabla_x \cdot (c_i u_i \otimes u_i) \right) + \nabla_x c_i,
\]

\[
\int_{\mathbb{R}^3} \frac{m_i |v|^2}{\sqrt{6}} - \frac{3}{\sqrt{6}} (\varepsilon \partial_t M^\varepsilon_i + v \cdot \nabla_x M^\varepsilon_i) dv
\]
\[
\frac{2\varepsilon}{\sqrt{6}} \nabla_x \cdot (c_i u_i) + \frac{\varepsilon^3}{\sqrt{6}} \left( m_i \partial_t (c_i |u_i|^2) + 3 \nabla_x \cdot (c_i |u_i|^2 u_i) \right),
\]
since
\[
\int_{\mathbb{R}^3} |v|^2 v \cdot \nabla_x M_i^2 \, dv = \varepsilon \frac{5}{m_i} \nabla_x \cdot (c_i u_i) + \varepsilon^3 \frac{3}{m_i} \nabla_x \cdot (c_i |u_i|^2 u_i).
\]
The fact that \((c, u)\) is a solution of the system (1.7)–(1.8)–(1.9) ensures that, for any \(1 \leq i \leq N\),
\[
\partial_t c_i + \nabla_x \cdot (c_i u_i) = 0,
\]
with
\[
\sum_{i=1}^{N} \nabla_x c_i = 0, \quad \partial_t \left( \sum_{i=1}^{N} c_i \right) = 0, \quad \nabla_x \cdot \left( \sum_{i=1}^{N} c_i u_i \right) = 0.
\]
This allows to conclude from (2.5) that the orthogonal projection of \(S^\varepsilon\) onto \(\ker L\) explicitly writes
\[
\pi_L(S^\varepsilon) = - \frac{v}{\sum_{i=1}^{N} m_i c_i, \infty} \cdot \left[ \sum_{i=1}^{N} m_i \left( \partial_t (c_i u_i) + \nabla_x \cdot (c_i u_i \otimes u_i) \right) \right] (m_i \mu_i)_{1 \leq i \leq N}
\]
\[- \frac{\varepsilon}{\sqrt{6} \sum_{i=1}^{N} c_i, \infty} \left[ \sum_{i=1}^{N} \left( m_i \partial_t (c_i |u_i|^2) + 3 \nabla_x \cdot (c_i |u_i|^2 u_i) \right) \right] \left( m_i |v|^2 - 3 \sqrt{6} \mu_i \right)_{1 \leq i \leq N}.
\]
Supposing that we have all the required regularity on the solution \((c, u)\), as done in the previous step, we now note that either \(\tilde{c}_i\) or \(u_i\) always appear in each term of the sums in the left-hand side. Therefore, we can infer the existence of two constants \(C_1, C_2 > 0\) such that
\[
\left\| \sum_{i=1}^{N} \left( \partial_t (c_i u_i) + \nabla_x \cdot (c_i u_i \otimes u_i) \right) \right\|_{L^2_x} \leq C_1 \delta_{MS}^2,
\]
\[
\left\| \sum_{i=1}^{N} \left( m_i \partial_t (c_i |u_i|^2) + 3 \nabla_x \cdot (c_i |u_i|^2 u_i) \right) \right\|_{L^2_x} \leq C_2 \delta_{MS}^2,
\]
which in turn ensures that it is possible to control \(\pi_L(S^\varepsilon)\) in the \(L^2_{x,v} \left( \mu^{-\frac{1}{2}} \right)\) norm as
\[
\left\| \pi_L(S^\varepsilon) \right\|_{L^2_{x,v} \left( \mu^{-\frac{1}{2}} \right)} \leq C_{\pi_L} \delta_{MS}^2 \left\| (1 + |v| + |v|^2) \mu \right\|_{L^2_{x,v} \left( \mu^{-\frac{1}{2}} \right)} \leq C_{\pi_L} \delta_{MS}^2,
\]
since the integral is clearly finite (we have also used that \(\varepsilon \in (0, 1]\)).

Moreover, because the orthogonal projection only acts on the velocity variable, it commutes with the \(x\)-derivatives. Note that this property was not at hand in the previous step, when dealing with \(v\)-derivatives. Therefore, in the case \(|\beta| = 0\) we are looking at
here, the arguments used for \( \pi_L(S^\varepsilon) \) apply in the exact same way to \( \pi_L(\partial_x^\alpha S^\varepsilon) \), allowing to deduce that
\[
\left\| \pi_L(\partial_x^\alpha S^\varepsilon) \right\|^2_{L^2_{x,v}(\mu^{-\frac{1}{2}})} = \left\| \partial_x^\alpha \pi_L(S^\varepsilon) \right\|^2_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \leq C^{(1)}_\alpha \delta_{\text{MS}}^2.
\]

We conclude that the first contribution can easily be estimated applying Young’s inequality with a constant \( \eta_4 > 0 \), to get
\[
\left\langle \pi_L(\partial_x^\alpha S^\varepsilon), \pi_L(\partial_x^\alpha f) \right\rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \leq \frac{1}{\eta_4} \left\| \pi_L(\partial_x^\alpha S^\varepsilon) \right\|^2_{L^2_{x,v}(\mu^{-\frac{1}{2}})} + \eta_4 \left\| \pi_L(\partial_x^\alpha f) \right\|^2_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \leq \frac{\delta_{\text{MS}}^2 C^{(1)}_\alpha}{\eta_4} + \eta_4 \left\| \pi_L(\partial_x^\alpha f) \right\|^2_{L^2_{x,v}(\mu^{-\frac{1}{2}})}.
\]

The second contribution in \((4.14)\) is handled in a very similar way, by explicitly writing the definition of the orthogonal part. It gives
\[
\left\langle \partial_x^\alpha S^\varepsilon, \partial_x^\alpha f \right\rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} = \left\langle \partial_x^\alpha S^\varepsilon - \pi_L(\partial_x^\alpha S^\varepsilon), \partial_x^\alpha f \right\rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} = \left\langle \partial_x^\alpha S^\varepsilon, \partial_x^\alpha f \right\rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} - \left\langle \pi_L(\partial_x^\alpha S^\varepsilon), \partial_x^\alpha f \right\rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})}.
\]

Looking at these two terms, we recognize the same structure of the scalar products that led to estimates \((4.11), (4.13)\) and \((4.15)\). In fact, all the computations carried out until now only depend on the particular form of the source term, and not on the scalar product in itself (the final upper bounds have been always obtained thanks to an application of Young’s inequality). Using Young’s inequality with two positive constants \( \eta_5/\varepsilon \) and \( \eta_5 \), we can thus repeat the previous considerations to recover (increasing the values of the constants if necessary)
\[
\left\langle \partial_x^\alpha S^\varepsilon, \partial_x^\alpha f \right\rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \leq \frac{\delta_{\text{MS}}^2 (C_L(\delta) + C_Q(\delta))}{\eta_5} + \frac{\eta_5}{\varepsilon^2} \left\| \partial_x^\alpha f \right\|^2_{L^2_{x,v}(\mu^{-\frac{1}{2}})},
\]
from \((4.11)-(4.13)\), and
\[
\left\langle \pi_L(\partial_x^\alpha S^\varepsilon), \partial_x^\alpha f \right\rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \leq \frac{\delta_{\text{MS}}^2 C^{(1)}_\alpha}{\eta_5} + \frac{\eta_5}{\varepsilon^2} \left\| \partial_x^\alpha f \right\|^2_{L^2_{x,v}(\mu^{-\frac{1}{2}})},
\]
from \((4.15)\). Therefore, since the \( L^2_{x,v}(\mu^{-\frac{1}{2}}) \) norm controls the \( L^2_{x,v}(\mu^{-\frac{1}{2}}) \) norm, we obtain
\[
\left\langle \partial_x^\alpha S^\varepsilon, \partial_x^\alpha f \right\rangle_{L^2_{x,v}(\mu^{-\frac{1}{2}})} \leq \frac{\delta_{\text{MS}}^2 C^{(2)}_\alpha}{\eta_5} + \frac{\eta_5}{\varepsilon^2} \left\| \partial_x^\alpha f \right\|^2_{L^2_{x,v}(\mu^{-\frac{1}{2}})}.
\]

We finally infer the validity of the last estimate \((3.13)\), by gathering \((4.15)-(4.16)\) with the choice \( C_\alpha = \max \left\{ \eta_5 C^{(1)}_\alpha, \eta_4 C^{(2)}_\alpha \right\} \). This concludes the proof of Lemma 3.8.
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Appendix A. Explicit Carleman Representation of the Operator $K^\varepsilon$

We here provide the basic tools that are used in Lemma 3.4 to prove the regularizing effect of $\partial_\beta^\varepsilon \partial_\alpha^\varepsilon K^\varepsilon$. Looking at the work of Mouhot and Neumann [45] in the mono-species context, the authors recover this property by transferring to the kernel of the compact operator $K$ all the derivatives, which are then computed and estimated explicitly. This analysis is possible mainly because the kernel of $K$ has itself an explicit expression. Ideally, one may want to apply a similar strategy in our multi-species framework, but this would require knowing the structure of the kernel of $K^\varepsilon$.

In this appendix we derive an explicit expression of the kernel of $K^\varepsilon$, following the methods of [17] where a Carleman representation of the Boltzmann multi-species operator was obtained. In particular, we shall rework the pointwise estimates established by the authors, replacing them by a series of pointwise equalities where all the technical computations are made fully explicit.

Let us begin by recalling that $K^\varepsilon = (K_1^\varepsilon, \ldots, K_N^\varepsilon)$ can be written componentwise, for any $f \in L^2(\mathbb{R}^3, \mu^{-1/2})$, under the kernel form [17, Lemma 5.1]

\[
K_i^\varepsilon(f)(v) = \sum_{j=1}^{N} C_{ij} \int_{\mathbb{R}^3} \left( \frac{1}{|v - v_*|} \int_{E_{vv_*}^{ij}} B_{ij} \left( v - V(w, v_*), \frac{v_* - w}{|v_* - w|} \right) M_i^\varepsilon(w) \, d\tilde{E}(w) \right) f_j^* \, dv_*
\]

\[
+ \sum_{j=1}^{N} C_{ji} \int_{\mathbb{R}^3} \left( \frac{1}{|v - v_*|} \int_{E_{vv_*}^{ij}} B_{ij} \left( v - V(v_*), w, \frac{w - v_*}{|w - v_*|} \right) M_j^\varepsilon(w) \, dE(w) \right) f_j^* \, dv_*
\]

\[
- \sum_{j=1}^{N} \int_{\mathbb{S}^2} \left( \int_{E_{vv_*}^{ij}} B_{ij} \left( |v - v_*|, \cos \theta \right) M_i^\varepsilon \, d\sigma \right) f_j^* \, dv_*,
\]

where we have defined $V(w, v_*) = v_* + m_i m_j^{-1} w - m_i m_j^{-1} v$ and called $C_{ij}, C_{ji} > 0$ some explicit constants which only depend on the masses $m_i, m_j$. Moreover, we have denoted by $dE$ the Lebesgue measure on the hyperplane $E_{vv_*}^{ij}$, orthogonal to $v - v_*$ and passing through

\[
V_E(v, v_*) = \frac{m_i + m_j}{2m_j} v - \frac{m_i - m_j}{2m_j} v_*,
\]

and by $d\tilde{E}$ the Lebesgue measure on the space $\tilde{E}_{vv_*}^{ij}$, which corresponds to the hyperplane $E_{vv_*}^{ij}$ whenever $m_i = m_j$, and to the sphere of radius $R = R(v, v_*)$ and centre $O = O(v, v_*)$

\[
R = \frac{m_j}{|m_i - m_j|} |v - v_*|, \quad O = \frac{m_i}{m_i - m_j} v - \frac{m_j}{m_i - m_j} v_*,
\]

whenever $m_i \neq m_j$. 

We can thus define, for any $1 \leq i, j \leq N$, the kernels

$$\kappa^{(1)}_{ij}(v, v_*) = \frac{C_{ij}}{|v - v_*|} \int_{E_{v_*}^{ij}} \frac{B_{ij}(v - V(w, v_*), \frac{v_* - w}{|w - v_*|})}{|w - v_*|} M^{i}(w) \, d\tilde{E}(w),$$

$$\kappa^{(2)}_{ij}(v, v_*) = \frac{C_{ji}}{|v - v_*|} \int_{E_{v_*}^{ij}} \frac{B_{ij}(v - V(v_*, w), \frac{w - v_*}{|w - v_*|})}{|w - v_*|} M^{j}(w) \, dE(w),$$

$$\kappa^{(3)}_{ij}(v, v_*) = \int_{S^2} B_{ij}(|v - v_*|, \cos \theta) M^{i} \, d\sigma,$$

where we have dropped the parameter $\epsilon$ in order to enlighten our notations. In this way, each $K^{\epsilon}_{i}$ can be rewritten as

$$K^{\epsilon}_{i}(f) = \sum_{j=1}^{N} \left\{ \int_{\mathbb{R}^3} \kappa^{(1)}_{ij}(v, v_*) f_{j}^{*} dv_* + \int_{\mathbb{R}^3} \kappa^{(2)}_{ij}(v, v_*) f_{j}^{*} dv_* - \int_{\mathbb{R}^3} \kappa^{(3)}_{ij}(v, v_*) f_{j}^{*} dv_* \right\}.$$

Let us now fix two indices $i, j \in \{1, \ldots, N\}$ and study each of the three kernels separately.

### A.1. Explicit form of $\kappa^{(1)}_{ij}$

The first kernel is easy to make explicit, since the domain of integration $\tilde{E}_{v_*}^{ij}$ is a sphere. We thus perform an initial change of variables consisting on a translation of its centre and a dilation of its radius, in order to end up on $S^2$. In this new coordinate system, $\kappa^{(1)}_{ij}$ writes

$$\kappa^{(1)}_{ij}(v, v_*) = \frac{C_{ij} m_j^2}{(m_i - m_j)^2} |v - v_*| \int_{S^2} \frac{b_{ij}(v, v_*, \omega)}{|R\omega + O - v_*|^{1-\gamma}} M^{i}(R\omega + O) \, d\omega,$$

with $b_{ij}$ being given by

$$b_{ij}(v, v_*, \omega) = b_{ij} \left( \frac{(v - V(R\omega + O, v_*)) \cdot (v_* - (R\omega + O))}{|v - V(R\omega + O, v_*)| \cdot |R\omega + O - v_*|} \right).$$

Direct computations then show that

$$\kappa^{(1)}_{ij}(v, v_*) = C_{ij} c_i |v - v_*|^{\gamma} \int_{S^2} \frac{b_{ij} \left( \omega \cdot \frac{v_* - v}{|v_* - v|} \right)}{\frac{m_i^2 + m_j^2}{(m_i - m_j)^2} + \frac{2 m_i m_j}{(m_i - m_j)(m_i - m_j)} \frac{v - v_*}{|v - v_*|} \omega} \, d\omega \times e^{-\frac{m_i}{2} |R\omega + O|^2 + \epsilon m_i (R\omega + O) \cdot u_i - \epsilon^2 \frac{m_i}{2} |u_i|^2} \, d\omega,$$

(A.1)

where we have renamed for simplicity

$$C_{ij} = \frac{C_{ij} m_j^2}{(m_i - m_j)^2} \left( \frac{m_i}{2\pi} \right)^{3/2}.$$
the angular part has the form

\[ b_{ij} \left( \omega, \frac{v - v_*}{|v - v_*|} \right) = b_{ij} \left( \frac{2m_i m_j}{(m_i - m_j)^2} + \frac{m_i^2 + m_j^2}{(m_i - m_j) |m_i - m_j| |v - v_*|} \right) \frac{(v - v_*) \cdot \omega}{(v - v_*)} \]

and the exponent explicitly reads

\[ |R \omega + O|^2 = \frac{m_j^2}{(m_i - m_j)^2} |v - v_*|^2 + \frac{2m_j |v - v_*|}{(m_i - m_j) |m_i - m_j|} (m_i v - m_j v_*) \cdot \omega \]

\[ + \frac{1}{(m_i - m_j)^2} |m_i v - m_j v_*|^2, \]

\[ (R \omega + O) \cdot u_i = \frac{m_j}{|m_i - m_j|} |v - v_*| (\omega \cdot u_i) + \frac{(m_i v - m_j v_*) \cdot u_i}{m_i - m_j}. \]

This concludes the study for \( \kappa_{ij}^{(1)} \).

A.2. Explicit form of \( \kappa_{ij}^{(2)} \). Recovering the explicit expression of \( \kappa_{ij}^{(2)} \) is more subtle. We recall that the domain of integration \( E_{vv_*}^{ij} \) is the hyperplane orthogonal to \( v - v_* \) and passing through

\[ V_E(v, v_*) = \frac{m_i + m_j}{2m_j} v - \frac{m_i - m_j}{2m_j} v_* \]

Let us consider \( \omega \in (\text{Span}(v - v_*))^\perp \) and let us make the initial change of variables \( w = V_E(v, v_*) + \omega \) which translates \( E_{vv_*}^{ij} \) to the parallel hyperplane passing through the origin of \( \mathbb{R}^3 \). Thus \( \kappa_{ij}^{(2)} \) transforms into

\[ \kappa_{ij}^{(2)}(v, v_*) = \frac{C_{ij}}{|v - v_*|} \int_{(v - v_*)^\perp} \frac{b_{ij}(v, v_*, \omega) M_j^\varepsilon(V_E(v, v_*), \omega)}{|v - V(v_*, V_E(v, v_*) + \omega)|^{1 - \gamma}} \, d\omega, \]

where the angular part writes

\[ b_{ij}(v, v_*, \omega) = b_{ij} \left( \frac{v - V(v_*, V_E(v, v_*) + \omega) \cdot (V_E(v, v_*) + \omega - v_*)}{|v - V(v_*, V_E(v, v_*) + \omega)| |V_E(v, v_*) + \omega - v_*|} \right). \]

The exponent of the Maxwellian can be computed as follows. We initially develop the square to get

\[ |V_E(v, v_*) + \omega - \varepsilon u_j|^2 = |V_E(v, v_*) + \omega|^2 - 2 \varepsilon (V_E(v, v_*) + \omega) \cdot u_j + \varepsilon^2 |u_j|^2. \]

The first term can be rewritten as

\[ |V_E(v, v_*) + \omega|^2 = \left| \omega + \frac{1}{2} (v + v_*) \right|^2 + \frac{m_i^2}{4m_j^2} |v - v_*|^2 + \frac{m_i}{2m_j} (|v|^2 - |v_*|^2) \]

\[ = \left| \omega + \frac{1}{2} V \right|^2 + \frac{1}{4} |V|^2 + \frac{m_i^2}{4m_j^2} |v - v_*|^2 + \frac{m_i}{2m_j} (|v|^2 - |v_*|^2). \]
where we have decomposed $v + v_s = V^\parallel + V^\perp$, with $V^\parallel$ being the projection onto $\text{Span}(v - v_s)$ and $V^\perp$ being the orthogonal part. In the same way, the second term reads
\[
(V_E(v, v_s) + \omega) \cdot u_j = \left( \frac{1}{2} V^\parallel + \frac{m_i}{2m_j} (v - v_s) \right) \cdot u_j + \left( \frac{1}{2} V^\perp + \omega \right) \cdot u_j.
\]

Since by the definition of $V^\parallel$
\[
|V^\parallel|^2 = \frac{((v + v_s) \cdot (v - v_s))^2}{|v - v_s|^2} = \frac{|v|^2 - |v_s|^2}{|v - v_s|^2},
\]
the kernel $\kappa_{ij}^{(2)}$ becomes
\[
\kappa_{ij}^{(2)}(v, v_s) = P_{ij}(v, v_s) \int_{(v - v_s)^\perp} b_{ij}(v, v_s, \omega) W_{ij}(v, v_s, \omega) M_j^{i} \left( \omega + \frac{1}{2} V^\perp \right) dE(\omega),
\]
where
\[
P_{ij}(v, v_s) = \frac{C_{ji}}{|v - v_s|} e^{-\frac{m_i^2}{2|v - v_s|^2} \frac{|v|^2 - |v_s|^2}{|v - v_s|^2} + \frac{m_j}{2} \frac{|v|^2 - |v_s|^2}{|v - v_s|^2} \frac{1}{|v - v_s|^2}} \frac{1}{\sqrt{\mu_s}},
\]
\[
b_{ij}(v, v_s, \omega) = b_{ij} \left( \frac{m_i + m_j}{2m_j} \right)^2 \frac{|v - v_s|^2 - |\omega|^2}{|v - v_s|^2 + |\omega|^2},
\]
\[
W_{ij}(v, v_s, \omega) = \left( \frac{m_i + m_j}{2m_j} \right)^2 \frac{|v - v_s|^2 + |\omega|^2}{|v - v_s|^2 + |\omega|^2} \frac{1}{2}.\]

Finally, it remains to take care of the domain of integration which still depends on $(v, v_s)$. The idea is to transform the hyperplane defined by $(v - v_s)^\perp$ to end up on $\mathbb{R}^2$. Proceeding as in [44, Proposition 2.4], we first observe that the integral is even with respect to $v - v_s$, since it only depends on its modulus. Thus, we focus on the set of relative velocities $v - v_s$ such that the first coordinate is nonnegative. Call $e_1$ the first unit vector of the corresponding orthonormal basis and, for any fixed $\frac{v - v_s}{|v - v_s|}$, introduce the linear transformation
\[
\mathcal{L} \left( \frac{v - v_s}{|v - v_s|}, \mathcal{X} \right) = 2 \left( e_1 + \frac{v - v_s}{|v - v_s|} \right) \cdot \mathcal{X} \left( e_1 + \frac{v - v_s}{|v - v_s|} \right) - \mathcal{X}, \quad \forall \mathcal{X} \in \mathbb{R}^3,
\]
which corresponds to the specular reflection through the axis defined by $e_1 + \frac{v - v_s}{|v - v_s|}$. Now, $\mathcal{L}$ is a diffeomorphism from $\{ \mathcal{X} = (0, X), X \in \mathbb{R}^2 \}$ onto $(v - v_s)^\perp$, with unitary Jacobian matrix. Thus, we can use this linear transformation to pass from $(v - v_s)^\perp$ to $\mathbb{R}^2$ into the integral of $\kappa_{ij}^{(2)}$, which can be finally explicitly written as
\[
\kappa_{ij}^{(2)}(v, v_s)
\]
\[ P_{ij}(v, v^\ast) \int_{\mathbb{R}^2} b_{ij} \left( \frac{(m_i + m_j)}{2m_j} \right)^2 \frac{|v - v|}{|2|} \left( \frac{(m_i + m_j)}{2m_j} \right)^2 \frac{|v - v^\ast|}{|2| + |X|} \left( \frac{(m_i + m_j)}{2m_j} \right) \frac{|v - v^\ast|}{|2 + |X||} \right)^{\gamma - 1} \times M_j^\ast \left( \mathcal{L} \left( \frac{v - v^\ast}{|v - v^\ast|} (0, X + \frac{1}{2} X) \right) \right) dX, \] (A.2)

where we have called \( \overline{X} \in \mathbb{R}^2 \) the preimage of \( V^\perp \in (v - v^\ast)^\perp \) through the transformation \( \mathcal{L} \), and we have used the straightforward identity

\[ \left| \mathcal{L} \left( \frac{v - v^\ast}{|v - v^\ast|} (0, X) \right) \right| = |X|, \quad \forall X \in \mathbb{R}^2, \forall v, v^\ast \in \mathbb{R}^3. \]

This concludes the study for \( \kappa_{ij}^{(2)} \).

**A.3. Explicit form of \( \kappa_{ij}^{(3)} \)**. The analysis of \( \kappa_{ij}^{(3)} \) is the easiest one, since it is already fully explicit. It simply reads

\[ \kappa_{ij}^{(3)} (v, v^\ast) = \int_{\mathbb{S}^2} b_{ij} \left( \sigma \cdot \frac{v - v^\ast}{|v - v^\ast|} \right) |v - v^\ast| \mathcal{L}_i^\ast (v) d\sigma. \]

This concludes its study.
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