Phase-recovery algorithm for harmonic/percussive source separation based on observed phase information and analytic computation
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Abstract: Phase recovery is a methodology of estimating a phase spectrogram that is reasonable for a given amplitude spectrogram. For enhancing the signals obtained from the processed amplitude spectrograms, it has been applied to several audio applications such as harmonic/percussive source separation (HPSS). Because HPSS is often utilized as preprocessing of other processes, its phase recovery should be simple. Therefore, practically effective methods without requiring much computational cost, such as phase unwrapping (PU), have been considered in HPSS. However, PU often results in a phase that is completely different from the true phase because (1) it does not consider the observed phase and (2) estimation error is accumulated with time. To circumvent this problem, we propose a phase-recovery method for HPSS using the observed phase information. Instead of accumulating the phase as in PU, we formulate a local optimization model based on the observed phase so that the estimated phase remains similar to the observed phase. The analytic solution to the proposed optimization model is provided to keep the computational cost cheap. In addition, iterative refinement of phase in the existing methods is applied for further improving the result. From the experiments, it was confirmed that the proposed method outperformed PU.
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1. INTRODUCTION

Harmonic/Percussive source separation (HPSS) is a widely utilized preprocessing method in audio applications [1–8], such as automatic transcription [1], chord detection [2], and beat tracking [3]. It aims to separate harmonic and percussive components (denoted by $s_h$ and $s_p$, respectively) from their mixture $s_{obs} = s_h + s_p$. This separation is usually performed in the time-frequency domain, where the signals are represented using complex numbers that comprise amplitude and phase. Although separation of amplitude is the main interest in HPSS, phase is also critical to recovering the waveform in the time domain from the separated components in the time-frequency domain.

Phase recovery, which tries to obtain a phase spectrogram that is reasonable with respect to the given amplitude, has been applied in signal enhancement [9–14], generation [15–18], and separation [19–21]. It has also been applied to HPSS after the estimation of the amplitude spectrograms [22,23] for improving the quality of separation. A popular phase-recovery method is temporal linear phase unwrapping (PU) [24], which recursively calculates the subsequent phase from the instantaneous frequency based on the sinusoidal model, as described in Sect. 2. PU is a computationally efficient method, which makes it popular in HPSS because HPSS is mainly used as preprocessing whose computation should be cheap. In HPSS, it is usually applied to the harmonic components, and the phase of the percussive components is intact or iteratively estimated using enhanced harmonic components [23].

However, PU often results in a phase that is completely different from the true phase. PU is originally proposed for a problem of phase recovery from an amplitude spectrogram, i.e., phase is not given in observation. Therefore, the generated phase usually does not match with the true phase unless some other specific information on phase is additionally given. Its recursive nature accumulates the estimation error with time, which may also reduce the reliability. Yet, the observation in HPSS contains the phase which should include the important information of the
signals. By considering the observed phase, it should be possible to obtain a phase-recovery method that is suitable for HPSS.

In this study, a phase-recovery method that considers the observed phase is proposed for HPSS. It is formulated as a simple optimization problem using the observed phase and instantaneous frequency. Because the formulation is locally defined, it does not accumulate the estimation error. The analytic solution to the proposed formulation is provided so that the computational cost does not considerably increase compared to PU. In addition, an iterative refinement algorithm as in [25] is applied to the proposed method for further improvement. The effectiveness of the proposed method was tested by numerical experiments, and the results indicated that the proposed method outperformed PU.

The rest of the paper is organized as follows. In Sect. 2, the sinusoidal model (which is the basis of PU and the proposed method) and PU are briefly reviewed. Then, the proposed method is described in Sect. 3. After the iterative refinement method used in the experiments is reviewed in Sect. 4, the effectiveness of the proposed method is investigated through experiments in Sect. 5. Finally, this paper is concluded in Sect. 6.

2. SINUSOIDAL-MODEL-BASED PHASE RECOVERY

A popular methodology of phase recovery is based on the sinusoidal model [23–31]. It locally considers a signal \( s = [s_1, \ldots, s_L]^T \) as the sum of \( N \) sinusoids as follows:

\[
s_l = \sum_{n=0}^{N-1} A_n e^{2\pi j f_n l + j \phi_n},
\]

where \( A_n, f_n, \) and \( \phi_n \) denote the amplitude, frequency, and initial phase of the \( n \)th sinusoid, respectively, and \( j = \sqrt{-1} \) denotes the imaginary unit. When this signal model is valid for the \( r \)th and \((r+1)\)th windowed segments (and when the frequencies are sufficiently separated), the phase spectrogram of the signal, \( \phi \), obeys the following relation:

\[
\phi_{\xi,\tau+1} = \phi_{\xi,\tau} + 2\pi a \phi_{\xi,\tau},
\]

where \( a \) is the window-shifting step, \( \phi_{\xi,\tau} \) is the instantaneous frequency at the \((\xi,\tau)\)th time-frequency bin, and \( \xi \) and \( \tau \) are the frequency and time indices, respectively. This relation shows that the phase of a harmonic signal can be estimated from that of the adjacent bin via the instantaneous frequency.

PU is one of the most well-known phase-recovery methods based on the above-mentioned sinusoidal model. Starting from some initial values \( \phi_{\xi,0} \) and \( \phi_{\xi,\tau} \), it recursively estimates the subsequent phase \( \phi_{\xi,\tau+m} \) \((m > 0)\) by directly calculating Eq. (2). Such model-based phase-recovery methods were utilized for source separation [25], speech synthesis [26], and enhancement [27–30]. To calculate the phase in this manner, the instantaneous frequency at each time-frequency bin, \( \phi_{\xi,\tau} \), is required.

There are several methods for estimating the instantaneous frequency. When the available information is only amplitude spectrum (which is an often-encountered situation in, e.g., speech synthesis), a popular choice is the quadratic interpolation method [32], which estimates the instantaneous frequency by finding the peak positions of the amplitude spectrogram. However, when the phase information is available as in HPSS, the instantaneous frequency can be directly calculated by differentiating the phase as follows [33]:

\[
\phi_{\xi,\tau} = \frac{\partial \phi_{\xi,\tau}}{\partial \tau} = \Im \left[ \frac{1}{\delta_{\xi,\tau}} \frac{\partial S_{\xi,\tau}}{\partial \tau} \right],
\]

where \( \tau \) denotes the time, \( \Im[\cdot] \) denotes the imaginary part, and \( S_{\xi,\tau} \) denotes the \((\xi,\tau)\)th time-frequency bin of the complex spectrogram of the signal. The derivative on the right-hand side can be easily calculated using a differential window [34] or approximated using a finite difference method [35,36].

3. PHASE RECOVERY METHOD USING OBSERVED PHASE INFORMATION

In this section, we propose a local phase-matching method based on the sinusoidal model to consider the observed phase in the harmonic phase recovery. Since usual HPSS algorithms output amplitude spectrograms of harmonic and percussive components, their phase should be recovered to obtain better waveforms. The proposed method aims to recover the phase of harmonic component because it can be modeled well by the sinusoidal model. Unlike PU, the proposed method considers the observed phase which is available for HPSS. To do so, we formulate an optimization problem for local phase matching and provide its analytic solution for efficient computation. For enhancing the percussive component, the iterative phase refinement method [25] is applied afterward, which is described in the next section.

3.1. Formulation

Based on the sinusoidal model, the phase of the harmonic component at the \((\xi,\tau)\)th time-frequency bin can be predicted based on the adjacent bins at \((\xi,\tau-1)\) and \((\xi,\tau+1)\) as follows:

\[
\phi_{\xi,\tau} = \phi_{\xi,\tau-1} + 2\pi a \phi_{\xi,\tau},
\]

\[
\phi_{\xi,\tau+1} = \phi_{\xi,\tau+1} - 2\pi a \phi_{\xi,\tau+1},
\]

where \( \phi_{\xi,\tau} \) denotes the observed phase at the \((\xi,\tau)\)th bin, \( \phi_{\xi,\tau} \) denotes the instantaneous frequency calculated from the observed signal as in Eq. (3), and \( \phi_{\xi,\tau} \) and \( \phi_{\xi,\tau} \) are the
time-forward and time-reversed predictions of the phase based on the previous and next bins, respectively. If the signal comprises only harmonic components well-described by the sinusoidal model, the predicted phase values, \( \phi_{\xi,\tau}^+ \) and \( \phi_{\xi,\tau}^- \), should be the same as the observed phase value, \( \phi_{\text{obs},\xi,\tau} \). In reality, however, they do not coincide because of the perturbation due to the percussive components. Using \( \phi_{\text{obs},\xi,\tau}^+ \) and \( \phi_{\text{obs},\xi,\tau}^- \), the proposed method aims to estimate the phase of the harmonic component, denoted by \( \psi_{\xi,\tau} \).

To estimate the phase in a computationally efficient manner, an optimization problem is formulated time-frequency-bin-wise. As the phase is an an interval variable [37], the following is a natural measure for quantifying the closeness of the two phase values \( \phi_1 \) and \( \phi_2 \):

\[
\mathcal{D}(\phi_1, \phi_2) = 1 - \cos(\phi_1 - \phi_2),
\]

which takes the minimal value of 0 when the phase values are the same up to the addition of integer multiples of 2\pi. Using this measure, we formulate a scalar-valued optimization problem for estimating the phase at each time-frequency bin as follows:

\[
\psi_{\xi,\tau} = \arg \min_x \lambda^+ \mathcal{D}(x, \phi_{\text{obs},\xi,\tau}^+) + \lambda \mathcal{D}(x, \phi_{\text{obs},\xi,\tau}^-) + \lambda^- \mathcal{D}(x, \phi_{\text{obs},\xi,\tau}),
\]

(7)

where \( \lambda^+, \lambda, \lambda^- > 0 \) denote weights that will be described in the next subsection. Regarding the weighted least squares method, a solution to this problem can be interpreted as the weighted average in terms of phase, i.e., this optimization problem attempts to merge \( \phi_{\text{obs},\xi,\tau}^+ \) and \( \phi_{\text{obs},\xi,\tau}^- \) based on the weights that are selected by their reliability.

The concepts of PU and the proposed method are depicted in Fig. 1. Although PU in Eq. (2) propagates the phase in the forward direction only, the proposed method in Eq. (7) considers both forward and backward directions. The estimated result of PU depends on the previously estimated phase, while the proposed method estimates each phase independently of each other, which enables the parallel implementation. In addition, the proposed method considers the observed phase in contrast to PU.

3.2. Selection of Weights

The weights \( \lambda^+, \lambda, \lambda^- \) should be selected such that they appropriately reflect the reliability of the phase values. Based on the Wiener filter for source separation, we propose to utilize bin-wise weights, \( \lambda = \lambda_{\xi,\tau} \), which are calculated using the separated amplitude spectrogram \( A_{\xi,\tau} \) as follows:

\[
\lambda_{\xi,\tau}^+ = \frac{(A_{\xi,\tau}^h)^2}{\sum_{n=-1}^{1}(A_{\xi,\tau+n}^h)^2 + (A_{\xi,\tau+n}^p)^2},
\]

(8)

\[
\lambda_{\xi,\tau} = \frac{(A_{\xi,\tau}^h)^2}{\sum_{n=-1}^{1}(A_{\xi,\tau+n}^h)^2 + (A_{\xi,\tau+n}^p)^2},
\]

(9)

\[
\lambda_{\xi,\tau}^- = \frac{(A_{\xi,\tau}^p)^2}{\sum_{n=-1}^{1}(A_{\xi,\tau+n}^h)^2 + (A_{\xi,\tau+n}^p)^2},
\]

(10)

where \( A_{\xi,\tau}^h \) and \( A_{\xi,\tau}^p \) represent the separated amplitudes of the harmonic and percussive components, respectively. Note that the proposed method imposes no restriction on the selection of these weights, and any other rules are acceptable for them. These formulae were empirically selected based on our preliminary experiments.

3.3. Analytic Solution to Eq. (7)

Because Eq. (7) is a scalar-valued optimization problem, it can be easily solved as follows. The objective function without the constant terms can be written as

\[
g(x) = -\lambda^+ \cos(x - \phi^+) - \lambda \cos(x - \phi_{\text{obs}}) - \lambda^- \cos(x - \phi^-),
\]

(11)

where the subscripts (\( \xi \) and \( \tau \) of \( \lambda_{\xi,\tau} \) and \( \phi_{\xi,\tau} \)) are omitted in this subsection for convenience. Its derivative with respect to \( x \) is obtained as follows:

\[
\frac{dg}{dx}(x) = \sqrt{\alpha_x^2 + \alpha_c^2} \sin(x - \text{atan2}(\alpha_c, \alpha_x)),
\]

(12)

where \text{atan2}(\cdot, \cdot) denotes the two-argument arctangent, and \( \alpha_x \) and \( \alpha_c \) are the coefficients calculated by

\[
\alpha_x = \lambda^+ \cos(\phi^+) + \lambda \cos(\phi_{\text{obs}}) + \lambda^- \cos(\phi^-),
\]

(13)

\[
\alpha_c = \lambda^+ \sin(\phi^+) + \lambda \sin(\phi_{\text{obs}}) + \lambda^- \sin(\phi^-).
\]

(14)

The zero-crossing points of this derivative are located at \( x = \text{atan2}(\alpha_c, \alpha_x) + \pi k \), where \( k \) is an arbitrary integer. Therefore, the solution to Eq. (7) is either \( \text{atan2}(\alpha_c, \alpha_x) + 2\pi k \) or \( \text{atan2}(\alpha_c, \alpha_x) + \pi + 2\pi k \) because a zero-crossing point of Eq. (12) is either the minimum or maximum point.
To distinguish these two, the second derivative of the objective function,
\[
\frac{d^2 \tilde{g}}{dx^2}(x) = \alpha_x \cos(x) + \alpha_c \sin(x),
\]
is considered. As it is negative at the maxima, the solution to Eq. (7) should be modified by adding \( \pi \) whenever the second derivative is negative. Thus, by introducing an indicator function \( \chi \) for the second-order optimality,
\[
\chi(x) = \begin{cases} 
1 & (\alpha_x \cos(x) + \alpha_c \sin(x) < 0) \\
0 & \text{otherwise}
\end{cases},
\]
the solution to Eq. (7) can be expressed as follows:
\[
\psi_{x_0} = \text{atan2}(\alpha_c, \alpha_x) + \pi \chi(\text{atan2}(\alpha_c, \alpha_x))
\]
up to the 2\( \pi \) ambiguity whose determination is not important for phase recovery.

The proposed method is summarized in Algorithm 1. For each time-frequency bin, the proposed method requires 17 multiplications, 13 additions, 3 divisions, 8 trigonometric evaluations, 1 arctan operation, and 1 comparison. Although the number of computations of the proposed method is greater than that of PU (1 multiplication with the pre-calculated constant 2\( \pi a \) and 1 addition), it should be a reasonable amount for supporting the computational efficiency. Note that the proposed method can be computed in parallel for each bin (in contrast to PU that requires previously estimated results for calculating the current segment). In addition, as will be discussed at the end of Sect. 5, the number of computations of the proposed method can be reduced to 5 multiplications, 8 additions, 8 trigonometric evaluations, 1 arctan operation, and 1 comparison when the window-shifting step is sufficiently small.

4. ITERATIVE REFINEMENT OF PHASE

In addition to the proposal in the previous section, we propose applying the following iterative phase refinement method for enhancing the percussive components. In [25], an iterative phase-refinement method was formulated as an optimization problem for determining complex spectrograms \( X^h \) and \( X^p \) as follows:
\[
\min_{X^h, X^p} \| S^{obs} - X^h - X^p \| _2 \quad \text{s.t.} \quad \| X^h \| = A^h, \quad \| X^p \| = A^p,
\]
where \( S^{obs} \) is the observed complex spectrogram, \( \| \cdot \| \) is the Euclidean norm, and \( \| \cdot \| \) is the element-wise absolute value. An iterative method for solving this problem is summarized in Algorithm 2, where Arg(\( \cdot \)), exp(\( \cdot \)), and \( \odot \) are the element-wise complex argument, element-wise exponential function, and element-wise multiplication, respectively. \( \mu^h \) and \( \mu^p \) are the element-wise step sizes that are calculated as follows:

Algorithm 1 Proposed Phase-Recovery Method

**Input:** Phase spectrogram \( \phi^{obs} \), instantaneous frequency \( \nu^{obs} \), estimated amplitude spectrograms \( \{A^h, A^p\} \)
**Output:** Estimated phase spectrogram \( \psi \)
1: Calculate \( \{h^+, \phi^h\} \) from \( \{\phi^{obs}, \nu^{obs}\} \) by Eqs. (4), (5)
2: Calculate \( \{A^+, A^-\} \) from \( \{A^h, A^p\} \) by Eqs. (8)–(10)
3: Calculate \( \{\alpha_x, \alpha_c\} \) from \( \{\phi^h, \phi^{obs}, \phi^-, A^+, A^-\} \) by Eqs. (13), (14)
4: Calculate \( \psi \) from \( \{\alpha_x, \alpha_c\} \) by Eqs. (16), (17)

Algorithm 2 Iterative Phase Refinement

**Input:** Complex spectrogram \( S^{obs} \), estimated phase spectrogram \( \psi \), estimated amplitude spectrograms \( \{A^h, A^p\} \)
**Output:** Refined phase spectrograms \( \{\psi^h, \psi^p\} \)
1: \( X_0^h = A^h \odot \exp(j\psi) \)
2: \( X_0^p = A^p \odot \exp(j\text{Arg}[S^{obs}]) \)
3: for \( k = 0 \) to \( K - 1 \) do
4: \( Y^h = X_k^h + \mu^h \odot (S^{obs} - X_k^h - X_k^p) \)
5: \( Y^p = X_k^p + \mu^p \odot (S^{obs} - X_k^h - X_k^p) \)
6: \( X_{k+1}^h = A^h \odot \exp(j\text{Arg}[Y^h]) \)
7: \( X_{k+1}^p = A^p \odot \exp(j\text{Arg}[Y^p]) \)
8: end for
9: \( \psi^h = \text{Arg}[X_{K}^h] \)
10: \( \psi^p = \text{Arg}[X_{K}^p] \)

\[
\mu^h = \frac{(A^h)^2}{(A^h)^2 + (A^p)^2},
\]
\[
\mu^p = \frac{(A^p)^2}{(A^h)^2 + (A^p)^2},
\]
where the square and division are performed element-wise. This algorithm can assist the phase recovery when the window-shifting step is not small, as shown below.

5. NUMERICAL EXPERIMENTS

5.1. Experimental Conditions

As the target of HPSS, we utilized DSD100, which is a dataset of musical signals proposed for the 2016 signal separation evaluation campaign [38]. DSD100 is provided as two sets, Dev and Test, where each set contains 50 audio tracks (sampled at 44,100 Hz) that comprise 4 components (bass, drums, vocals, and other). In the experiments, drums was considered the percussive component, while a mixture of the other three components was used as the harmonic component. All 50 songs from the Test set were utilized, and a 10-second-long segment was selected for each song. The signals were down-mixed to monaural by averaging the left and right channels [23]. The short-time Fourier transform (STFT) and instantaneous frequency were calculated using the LTFAT toolbox [39] with a 4096-sample Hann window, whose shifting step was
set to 2,048, 1,024, and 512 samples (corresponding to the 1/2-, 1/4-, and 1/8-shifting, respectively). For the evaluation, the source-to-distortion ratio (SDR), source-to-interferences ratio (SIR), and sources-to-artifacts ratio (SAR) were calculated using the BSS Eval toolbox [40].

5.2. Effect of Iterative Refinement

Here, we investigated the effect of the iterative phase refinement in Algorithm 2. The iterative refinement was applied to the phase spectrograms obtained using PU and the proposed method, where the amplitude spectrograms, $A^b$ and $A^p$, were obtained by employing the ideal Wiener filter calculated using the true amplitudes. The mean and standard deviation (SD) for all 50 songs for each iteration were calculated and summarized in Fig. 2. Note that the 0th iteration at the left end represents the results of PU and the proposed method without iterative refinement.

From the figure, it can be seen that the proposed method without iteration (left end) tends to perform better when the window-shifting step is smaller. Specifically, the results for 1/8-shifting (7/8-overlap) in the bottom row suggest that the iterative refinement is not necessary for the proposed method when the window shifting is sufficiently small. This should be because the predictions of the phase based on the instantaneous frequency become better for such situations. However, when the window shifting was large, the iterative algorithm refined the results, as seen in the top row. For such situations, the proposed method achieved better scores than those achieved by PU at the same iteration, or the proposed method obtained scores similar to those of PU with fewer iterations.

At the right end of the figure, SDR for the first 10 iterations is shown. For the 7/8- and 3/4-overlap conditions, no iteration or few iterations are required for the proposed method. In contrast, PU requires 50 iterations for Algorithm 2 to achieve the same performance. This result illustrates the computational efficiency of the proposed method when they are combined with the iterative refinement. While the proposed method itself needs more operations as discussed at the end of Sect. 3.3, the proposed method is much efficient compared to PU in total because the number of required iterations of the iterative refinement for the proposed method can be very small. Although the number of required iterations increased for the 1/2-overlap case, the proposed method performed better than PU when the number of iterations is small.

An example of a phase recovered using the proposed method is depicted in Fig. 3, where the so-called baseband phase difference [27] is shown instead of the phase for better visibility. By comparing the bottom-left and bottom-right figures, it can be seen that the recovered phase was more similar to the original phase than the observed (mixed) phase at the bottom center.

5.3. Application to Several HPSS Methods

The proposed method is compared with other phase-recovery methods. For the amplitude estimation of HPSS, the median filtering [41] and kernel additive model (KAM)
were utilized in addition to the ideal Wiener filter. The parameters of the median filter and KAM were set to the suggested values provided in their original paper. As phase-recovery methods, PU and PU with iterative refinement (PUIter) were applied. Two computationally expensive methods, the manifold-optimization-based iterative method (ManOpt) [37] and the multiple input spectrogram inversion (MISI) [19], were also applied as reference. ManOpt [37] is a sinusoidal-model-based method that considers the inter-frequency relation of a sinusoid, i.e., the proposed method can be interpreted as a simplified version of ManOpt. MISI [19] is an iterative method that involves STFT and the inverse STFT within each iteration, which requires much computational time compared to the other methods. For the manifold optimization (ManOpt), the algorithm in [37] was iterated 300 times. For the iterative refinement and MISI, the number of iterations was set to 10 or 50. In addition, to investigate the effect of the weights, the proposed method without iterative refinement or weights (NoWeight) performed comparable to the other methods. Therefore, for small window-shifting step, the computational cost of the proposed method can be further reduced by setting all the weights to 1 (this simplification eliminates 12 multiplications, 5 additions, and 3 divisions from the computation listed at the end of Sect. 3).

Since PU itself cannot perform well, it requires the iterative refinement which tends to be computationally expensive than the proposed method without the iterative refinement. By comparing PUIter10 (or PUIter50) with Prop (or NoWeight), they tended to perform similar for the 3/4- and 7/8-overlap conditions. In such case, the proposed method without the iterative refinement is advantageous in terms of computational efficiency because of its non-iterative nature provided by the proposed analytic computation. For the 1/2-overlap condition, the advantage of computational efficiency is diminished because performance of the proposed method without the iterative refinement decreased in that case. Even so, PropIter10 was able to perform similar to PUIter50 (as also confirmed by Fig. 2), which indicates the computational efficiency of the proposed method. Note that, even though ManOpt performed well, it is computationally far expensive compared to the proposed method (see the algorithm in [37] that requires several hundreds iterations whose computation per iteration is expensive than the proposed method). Overall, the proposed method is balanced in terms of performance and computational efficiency, which confirms its suitability as a preprocessing method.

6. CONCLUSIONS

In this study, a phase-recovery method for HPSS was proposed. It uses the observed phase information to improve the quality of the recovered phase. By formulating an optimization problem and providing its analytic solution, the proposed method can be computed efficiently as indicated by the easily counted number of computations per time-frequency bin. We experimentally confirmed that the proposed method performed well especially when the window-shifting step was small. However, when the
window-shifting step is not sufficiently small, the proposed method requires the iterative refinement, which is not very efficient. Therefore, some modification of the proposed method for the larger window shifting case is desired, which is left as a future work. In this work, a basic proposal and investigation were presented. Some real-world applications as well as a fast parallel implementation of the proposed method should also be considered as the future works.
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