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Introduction

In this work we are interested in the convergence in distribution of

$$\sqrt{N} \left( U \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i} \right) - U(\mu) \right)$$  \hspace{1cm} \text{(1)}$$

where $U$ is a general function defined on some Wasserstein space of probability measures on $\mathbb{R}^d$ and $(X_i)_{i \geq 1}$ is a given sequence of $\mathbb{R}^d$-valued random vectors.

In the mathematical statistics literature, Von Mises [1] [2] (see also Chapter 6 of [9]) was the first to develop an approach for deriving the asymptotic distribution theory of functionals $U\left(\frac{1}{N} \sum_{i=1}^{N} \delta_{X_i} \right)$ (called “statistical functions”) under the assumption of independent and identically distributed real-valued random variables $(X_i)_{i \geq 1}$.

Through the use of the Gâteaux differential, he introduced a Taylor expansion of $U\left(\frac{1}{N} \sum_{i=1}^{N} \delta_{X_i} \right)$ around $U(\mu)$ where $\mu$ is the common distribution of the random variables. He proved that if the linear term is the first nonvanishing term in the Taylor expansion of the functional $U(.)$ at $\mu$, the limit distribution is normal (under the usual restrictions corresponding to the central limit theorem). One of the main difficulty was to prove that the remainder in the Taylor expansion goes to zero.

In dimension $d = 1$, Boos and Serfling [10] assumed the existence of a differential for $U(.)$ at $\mu$ in a sense stronger than the Gâteaux differential. They assumed the existence of $\frac{dU}{d\nu} \big|_{\nu = \mu} = dU(\mu, \nu - \mu)$ at $\mu$ that is linear in $\nu - \mu$ (for $\nu$ any probability measure on the real line) and such that

$$U \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i} \right) - U(\mu) = \frac{1}{N} \sum_{i=1}^{N} dU(\mu, \delta_{X_i} - \mu) + o \left( \left\| \frac{1}{N} \sum_{i=1}^{N} 1_{\{X_i \leq \cdot\}} - \mu(-\infty, \cdot] \right\|_\infty \right).$$  \hspace{1cm} \text{(2)}$$

Taking advantage of known stochastic properties of the Kolmogorov-Smirnov distance, in particular the boundness in probability of $\left( \sqrt{N} \left( \left\| \frac{1}{N} \sum_{i=1}^{N} 1_{\{X_i \leq \cdot\}} - \mu(-\infty, \cdot] \right\|_\infty \right) \right)_{N \geq 1}$, they conclude that $\sqrt{N} \left( U \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i} \right) - U(\mu) \right)$ converges in distribution to a centered Gaussian random variable with asymptotic variance equal to the common variance of the independent and identically distributed random
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variables $dU (\mu, \delta X_i - \mu)$ when they are square integrable and centered. In addition to the limitation of their approach to dimension $d = 1$, it relies on the uniformity in the approximation with respect to the Kolmogorov-Smirnov distance which is a strong assumption almost amounting to Fréchet differentiability of $U$ at $\mu$ for the Kolmogorov norm. When $\mu$ is a probability measure on any measurable space, Dudley [11] obtains central limit theorems for $\sqrt{N}(U(\frac{1}{N}\sum_{i=1}^N \delta X_i) - U(\mu))$ under Fréchet differentiability of $U$ at $\mu$ with respect to $\|\nu - \mu\| = \sup_{f \in F} \left| \int f(x)(\nu - \mu)(dx) \right|$ where the class $F$ of measurable functions is such that a central limit theorem for empirical measures holds with respect to uniform convergence over $F$. Clearly the requirements on $F$ impose some balance: the larger the class $F$, the easier Fréchet differentiability becomes, but the stronger the uniform convergence over $F$ becomes.

Recently Jourdain and Tse [5] reconsidered the same problem under the assumption of independent and identically distributed $\mathbb{R}$-valued Markov chain with transition kernel $P$ and unique invariant probability measure $\mu$. They replace the uniformity leading to Fréchet differentiability required in the statistical literature, by supposing that the linear functional derivative exists not only at $\mu$ but on a Wasserstein ball with positive radius containing $\mu$. This is a mild restriction, since when a central limit theorem holds for some statistical functional, it is in general not limited to a single value of the common distribution $\mu$ of the samples.

The aim of this work is to generalize what has been done by Jourdain and Tse. We will first relax the equidistribution assumption by studying the convergence of [11] by assuming that the $\mathbb{R}^d$-valued random vectors $(X_i)_{i \geq 1}$ are independent and non-equidistributed and we denote the law of $X_i$ by $\nu_i$. Since in our case we do not assume the equidistribution of the random variables, we need to give sufficient conditions for $\frac{1}{N}\sum_{i=1}^N \delta X_i$ and for $\frac{1}{N}\sum_{i=1}^N \nu_i$ to converge to a common limit $\mu$ (for a distance that will be specified later). We will split $\sqrt{N}(U\left(\frac{1}{N}\sum_{i=1}^N \delta X_i\right) - U(\mu))$ into the sum

$$\sqrt{N} \left( U \left( \frac{1}{N} \sum_{i=1}^N \delta X_i \right) - U(\mu) \right) + \sqrt{N} \left( U \left( \frac{1}{N} \sum_{i=1}^N \nu_i \right) - U \left( \frac{1}{N} \sum_{i=1}^N \nu_i \right) \right).$$

We will give sufficient conditions for the first component to converge to a constant that will be specified later. For what concerns the second component we generalize the linearization argument by means of the linear functional derivative $\frac{dU}{dm}$ in [3] to prove the convergence in distribution to a gaussian random variable.

We next get rid of the independence hypothesis by assuming that the sequence of random vectors $(X_i)_{i \geq 1}$ to be a $\mathbb{R}^d$-valued Markov chain with transition kernel $P$ and unique invariant probability measure $\mu$. By using the linear functional derivative $\frac{dU}{dm}$, we again linearize $\sqrt{N}(U\left(\frac{1}{N}\sum_{i=1}^N \delta X_i\right) - U(\mu))$ into the

$$\sqrt{N} \left( U \left( \frac{1}{N} \sum_{i=1}^N \delta X_i \right) - U(\mu) \right) + \sqrt{N} \left( U \left( \frac{1}{N} \sum_{i=1}^N \nu_i \right) - U \left( \frac{1}{N} \sum_{i=1}^N \nu_i \right) \right).$$
sum of (3) and a remainder. Under assumptions on the Markov kernel $P$ that ensure that the central limit theorem holds for linear functionals and by giving sufficient conditions for the remainder to vanish in probability as $N$ goes to infinity, we conclude that

$$
\sqrt{N} \left( U \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i} \right) - U(\mu) \right) \overset{d}{\to} \mathcal{N} \left( 0, \mu \left( PP^2 (\mu, \cdot) \right) - \mu \left( (PF)^2 (\mu, \cdot) \right) \right)
$$

with $F$ solution of the Poisson equation

$$
F (\mu, x) - PF (\mu, x) = \frac{\delta U}{\delta m} (\mu, x) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, y) \mu(dy), \quad x \in \mathbb{R}^d.
$$

As far as we know, such a generalization to non-i.i.d. random vectors $X_i$ appears for the first time in the literature. This illustrates that the linear functional derivative is a versatile tool.

In the first section, we will provide the statement of the two results. Each of them will be preceded by reminders useful for its understanding. Together with the independent non-equidistributed case we will recall the notions of Wasserstein distance and linear functional derivative and together with the Markov chains case we will recall definitions and general facts about Markov chains and the Poisson equation. In the second section, the proofs of the two results are given.

1 Main Results

1.1 Independent Non-Equidistributed Random Variables

Let us observe that the case of a linear functional $U$, that is $U(m) = \int_{\mathbb{R}^d} f(x) m(dx)$ with $f : \mathbb{R}^d \to \mathbb{R}$ a measurable function, has been largely studied in this context.

We recall that a sequence $(f(X_i))_{i \geq 1}$ is Strongly Residually Cesàro $\beta$-Integrable for some $\beta > 0$ (SRCI($\beta$), in short) if

(i) $\sup_{N \geq 1} \frac{1}{N} \sum_{i=1}^{N} E(|f(X_i)|) < \infty$

(ii) $\sum_{i=1}^{\infty} \frac{1}{i} E \left( \left( |f(X_i)| - i^{\beta} \right) 1_{\{|f(X_i)| > i^{\beta}\}} \right) < \infty$.

Chandra and Goswami [12, Theorem 4.1] proved that if $(f(X_i))_{i \geq 1}$ is a sequence of random variables pairwise independent and verifying the condition SRCI($\beta$) for some $\beta \in (0,1)$, then the Strong Law of Large Numbers holds:

$$
\lim_{N \to \infty} \frac{\sum_{i=1}^{N} (f(X_i) - E(f(X_i)))}{N} = 0 \quad a.s.
$$

Moreover Lindeberg proved (see for instance [13]) that, also in this case, the Central Limit Theorem holds. More in detail, consider a sequence $(f(X_i))_{i \geq 1}$ of square-integrable independent random variables such that $\lim_{N \to \infty} \frac{\sum_{i=1}^{N} \text{Var}(f(X_i))}{N} = \sigma^2$ where $\sigma^2 > 0$. If moreover the Lindeberg’s condition is satified

$$
\forall \epsilon > 0 \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E((f(X_i) - E(f(X_i)))^2 1_{|f(X_i) - E(f(X_i))| > \epsilon \sqrt{N}}) = 0,
$$
Before giving the statement of the Central Limit Theorem for general $U$ in the case of independent non-equidistributed random variables, let us recall some notions about the Wasserstein distance and the linear functional derivative.

1.1.1 The Wasserstein distance and the linear functional derivative

Let $U : \mathcal{P}_\ell (\mathbb{R}^d) \to \mathbb{R}$ where for $\ell \geq 0$ we denote by $\mathcal{P}_\ell (\mathbb{R}^d)$ the set of probability measures $m$ on $\mathbb{R}^d$ such that $\int_{\mathbb{R}^d} |x|^\ell m(dx) < \infty$. For $\ell > 0$, we consider the $\ell$-Wasserstein metric defined for $\mu_1, \mu_2 \in \mathcal{P}_\ell (\mathbb{R}^d)$ by

$$W_\ell (\mu_1, \mu_2) = \inf \left\{ \left( \int_{\mathbb{R}^{2d}} |x - y|^\ell \rho(dx, dy) \right)^{\frac{1}{\ell}} : \rho \in \mathcal{P}(\mathbb{R}^{2d}) \text{ with } \rho(\cdot \times \mathbb{R}^d) = \mu_1(\cdot), \rho(\mathbb{R}^d \times \cdot) = \mu_2(\cdot) \right\}.$$  \hspace{1cm} (7)

If $\mu \in \mathcal{P}_\ell (\mathbb{R}^d)$ and $(\mu_n)_{n \in \mathbb{N}}$ is a sequence in this space, then $\lim_{n \to \infty} W_\ell (\mu_n, \mu) = 0$ if and only if $\lim_{n \to \infty} \int_{\mathbb{R}^d} |x|^\ell \mu_n(dx) = \int_{\mathbb{R}^d} |x|^\ell \mu(dx)$ and $\mu_n$ converges weakly to $\mu$ as $n \to \infty$ where we write $\mu_n \to \mu$ to denote the weak convergence. Alternatively $\lim_{n \to \infty} W_\ell (\mu_n, \mu) = 0$ if and only if $\forall \phi : \mathbb{R}^d \to \mathbb{R}$ continuous $\mu$-almost everywhere and such that $\sup_{x \in \mathbb{R}^d} \frac{\phi(x)}{1 + |x|^\ell} < \infty$,

$$\lim_{n \to \infty} \int_{\mathbb{R}^d} \phi(x) \mu_n(dx) = \int_{\mathbb{R}^d} \phi(x) \mu(dx).$$  \hspace{1cm} (8)

For $\ell = 0$ and $\mu_1, \mu_2 \in \mathcal{P}_0 (\mathbb{R}^d)$, we consider

$$W_0 (\mu_1, \mu_2) = \inf \left\{ \int_{\mathbb{R}^{2d}} (1 \wedge |x - y|) \rho(dx, dy) : \rho \in \mathcal{P}(\mathbb{R}^{2d}) \text{ with } \rho(\cdot \times \mathbb{R}^d) = \mu_1(\cdot), \rho(\mathbb{R}^d \times \cdot) = \mu_2(\cdot) \right\}.$$  \hspace{1cm} (9)

Notice that $W_0$ metricizes the topology of weak convergence. For $\ell \geq 0$ we can also consider $\mathcal{M}_\ell (\mathbb{R}^d)$, the space of the signed measures $\tau$ on $\mathbb{R}^d$ such that $\int_{\mathbb{R}^d} |x|^\ell |\tau|(dx) < \infty$ where $|\cdot|$ denotes the total variation of a signed measure. For each $\tau \in \mathcal{M}_\ell (\mathbb{R}^d)$ we will define the norm $||\tau||_\ell = \sup_{f : |f(x)| \leq 1 + |x|^\ell} \int_{\mathbb{R}^d} f(x) \tau(dx)$ where the supremum is computed over the set of the measurable functions satisfying the growth condition and it can be proved that given $\tau \in \mathcal{M}_\ell (\mathbb{R}^d)$ and $(\tau_n)_{n \in \mathbb{N}}$ a sequence in this space such that $||\tau_n - \tau||_\ell \to 0$, then $||\tau_n|| = ||\tau||_\ell \to 0$.

Let us observe that in $\mathcal{P}(\mathbb{R}^d)$ the convergence with respect to $\|\cdot\|_\ell$ implies the convergence with respect to $W_\ell$. Moreover if $\ell = 0$, for $\mu_1, \mu_2 \in \mathcal{P}(\mathbb{R}^d)$ we have

$$\|\mu_1 - \mu_2\|_0 = \sup_{\|f\|_{\infty} \leq 1} \left| \int_{\mathbb{R}^d} f(x)(\mu_1(dx) - \mu_2(dx)) \right| = 2d_{TV}(\mu_1, \mu_2)$$

$$= 2 \sup_{A \in \mathcal{B}(\mathbb{R}^d)} |\mu_1(A) - \mu_2(A)| = |\mu_1 - \mu_2|(\mathbb{R}^d)$$

where $\mathcal{B}(\mathbb{R}^d)$ denotes the Borel $\sigma$-algebra of $\mathbb{R}^d$ and $d_{TV}$ the total variation distance between $\mu_1$ and $\mu_2$. Let us now recall the notion of (first order) linear functional derivative associated to $U$. For a more detailed description, including the definition of the linear functional derivative of a superior order, see [7].

\hspace{1cm} (6)
Definition 1. Let \( \ell \geq 0 \). A function \( U : \mathcal{P}_\ell(\mathbb{R}^d) \rightarrow \mathbb{R} \) admits a linear functional derivative at \( \mu \in \mathcal{P}_\ell(\mathbb{R}^d) \) if there exists a measurable function \( \mathbb{R}^d \ni y \mapsto \frac{\delta U}{\delta m}(\mu, y) \) such that \( \sup_{y \in \mathbb{R}^d} \frac{\left| \frac{\delta U}{\delta m}(\mu, y) \right|}{1 + |y|^\frac{\ell}{2}} < \infty \) and

\[
\forall \nu \in \mathcal{P}_\ell(\mathbb{R}^d), \quad \left. \frac{d}{d\epsilon} \right|_{\epsilon=0^+} U(\mu + \epsilon(\nu - \mu)) = \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu, y)(\nu - \mu)(dy).
\]

The next lemma allows to express a finite difference of the function \( U \) as an integral of the functional linear derivative.

Lemma 1. Let \( \ell \geq 0, m, m' \in \mathcal{P}_\ell(\mathbb{R}^d) \) and suppose that the linear functional derivative of a function \( U : \mathcal{P}_\ell(\mathbb{R}^d) \rightarrow \mathbb{R} \) exists in the segment \( (m_s := sm' + (1-s)m)_{s \in [0,1]} \). Then if \( \sup_{s,y \in [0,1] \times \mathbb{R}^d} \frac{\left| \frac{\delta U}{\delta m}(m_s, y) \right|}{1 + |y|^\frac{\ell}{2}} < \infty \), one has

\[
U(m') - U(m) = \int_0^1 \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}((1-s)m + sm', y)(m' - m)(dy)ds. \tag{9}
\]

1.1.2 Statement of the theorem

Given a measure \( \mu \in \mathcal{P}_\ell(\mathbb{R}^d) \), we will consider the following group of hypotheses about the regularity of the functional derivative \( U(\mathcal{P}_\ell(\mathbb{R}^d)) \) in a neighborhood of \( \mu \):

RU1 there exists \( r > 0 \) such that \( U \) admits a linear functional derivative on the ball \( B(\mu, r) \) centered at \( \mu \) with radius \( r \) for the metric \( W_\ell \)

RU2 \( \exists C < \infty, \forall (\tilde{\mu}, x) \in B(\mu, r) \times \mathbb{R}^d \) \( \frac{\delta U}{\delta m}(\tilde{\mu}, x) \leq C \left( 1 + |x|^{\frac{\ell}{2}} \right) \)

RU3 \( \sup_{x \in \mathbb{R}^d} \left| \frac{\delta U}{\delta m}(\tilde{\mu}, x) - \frac{\delta U}{\delta m}(\mu, x) \right| \) converges to 0 when \( W_\ell(\tilde{\mu}, \mu) \) goes to 0

RU4 \( x \mapsto \frac{\delta U}{\delta m}(\mu, x) \) is continuous \( \mu \)-almost everywhere

RU5 \( \exists \alpha \in (\frac{1}{2}, 1], \exists C < \infty, \forall \mu_1, \mu_2 \in B(\mu, r), \forall x \in \mathbb{R}^d \)

\[
\left| \frac{\delta U}{\delta m}(\mu_2, x) - \frac{\delta U}{\delta m}(\mu_1, x) \right| \leq C \left( (1 + |x|^\ell) \| \mu_2 - \mu_1 \|_0^\alpha + (1 + |x|^{\ell(1-\alpha)}) \left( \int_{\mathbb{R}^d} |y|^\ell |\mu_2 - \mu_1|(dy) \right)^\alpha \right).
\]

Moreover we will consider the following assumption about the tails of the random vectors \( (X_i)_{i \geq 1} \):

TX there exists \( \beta \in (0,1) \) such that \( \sum_{i=1}^{\infty} \frac{1}{i} \mathbb{E} \left( \left( |X_i|^\ell - i^\beta \right) 1_{\{|X_i|^\ell > i^\beta\}} \right) < \infty \).

Let us observe that it coincides with condition (iii) of the Strongly Residually Cesaro \( \beta \)-Integrability with the choice of \( f(x) = x^\ell \). We are now ready to state respectively the Strong Law of Large Numbers and the Central Limit Theorem.

Theorem 1 (LLN for independent non-equidistributed r.v.). Let \( \ell \geq 0 \) and let \( X_i, i \geq 1 \) be a sequence of independent random variables on \( \mathbb{R}^d \) with law \( \nu_i \in \mathcal{P}_\ell(\mathbb{R}^d) \) and let us define

\[
\mu_N := \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i}
\]
Let us assume $\mathbf{T X}$ and the existence of $\mu \in \mathcal{P}_\ell(\mathbb{R}^d)$ such that $\lim_{N \to \infty} W_\ell(\bar{\nu}_N, \mu) = 0$. Then

$$W_\ell(\mu_N, \mu) \underset{N \to \infty}{\longrightarrow} 0 \quad \text{a.s.}$$

**Proof.** Thanks to the existence of $\mu \in \mathcal{P}_\ell(\mathbb{R}^d)$ such that $\lim_{N \to \infty} W_\ell(\bar{\nu}_N, \mu) = 0$, by the characterization of the Wasserstein convergence, one has $\bar{\nu}_N \Rightarrow \mu$ and so by Wellner paper [6] $\mu_N \to \mu$ a.s. If $\ell = 0$ the proof is completed, let us therefore suppose that $\ell > 0$ and let us check the convergence of the $\ell$-th moment. Since the $|X_i|$'s are independent, Assumption $\mathbf{T X}$ holds and $\sup_{N \geq 1} \frac{1}{N} \sum_{i=1}^N \mathbb{E}(|X_i|^{\ell}) = \sup_{N \geq 1} \int_{\mathbb{R}^d} |x|^{\ell} \nu_N(dx) < \infty$ (using again the characterisation of the Wasserstein convergence), we can apply (5) and obtain that

$$\int_{\mathbb{R}^d} |x|^{\ell} \mu_N(dx) - \int_{\mathbb{R}^d} |x|^{\ell} \bar{\nu}_N(dx) = \frac{|X_1|^{\ell} + \cdots + |X_N|^{\ell} - (\mathbb{E}(|X_1|^{\ell}) + \cdots + \mathbb{E}(|X_N|^{\ell}))}{N} \underset{N \to \infty}{\longrightarrow} 0 \quad \text{a.s.}$$

Therefore

$$\lim_{N \to \infty} \int_{\mathbb{R}^d} |x|^{\ell} \mu_N(dx) - \int_{\mathbb{R}^d} |x|^{\ell} \mu(dx) = \lim_{N \to \infty} \int_{\mathbb{R}^d} |x|^{\ell} \mu_N(dx) - \int_{\mathbb{R}^d} |x|^{\ell} \bar{\nu}_N(dx) + \int_{\mathbb{R}^d} |x|^{\ell} \bar{\nu}_N(dx) - \int_{\mathbb{R}^d} |x|^{\ell} \mu(dx) = 0 \quad \text{a.s.}$$

$\Box$

**Theorem 2** (CLT for independent non-equidistributed r.v.). Using the same notations of Theorem 1, let us assume that

1. $W_\ell \left( \frac{1}{N} \sum_{i=1}^N \nu_i(dx) \nu_i(dy), \eta(dx, dy) \right) \underset{N \to \infty}{\longrightarrow} 0$ for some measure $\eta \in \mathcal{P}_\ell(\mathbb{R}^d \times \mathbb{R}^d)$ with $\mu(\cdot) = \eta(\mathbb{R}^d, \cdot) = \eta(\cdot, \mathbb{R}^d)$

2. $\| \sqrt{N} (\bar{\nu}_N - \mu) - \sigma \|_\ell \underset{N \to \infty}{\longrightarrow} 0$ for some measure $\sigma$ in $\mathcal{P}_\ell(\mathbb{R}^d)$.

If moreover $\mathbf{RU}$ and $\mathbf{T X}$ hold then

$$\sqrt{N} (U(\mu_N) - U(\mu)) \overset{d}{\longrightarrow} \mathcal{N} \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \sigma(dx), \int_{\mathbb{R}^d} \left( \frac{\delta U}{\delta m} (\mu, x) \right)^2 \mu(dx) - \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \eta(dx, dy) \right).$$

**Remark 1.** Since the marginals of $\frac{1}{N} \sum_{i=1}^N \nu_i(dx) \nu_i(dy)$ and $\eta(dx, dy)$ are respectively $\bar{\nu}_N$ and $\mu$, one has

$$W_\ell (\bar{\nu}_N, \mu) \leq W_\ell \left( \frac{1}{N} \sum_{i=1}^N \nu_i(dx) \nu_i(dy), \eta(dx, dy) \right)$$

and so Assumption $\mathbf{E}$ implies that $W_\ell (\bar{\nu}_N, \mu) \underset{N \to \infty}{\longrightarrow} 0$. 

and

\[ \nu_N := \mathbb{E}(\mu_N) = \frac{1}{N} \sum_{i=1}^N \nu_i. \]
Remark 2. According to the theorem, the asymptotic variance is given by
\[
\int_{\mathbb{R}^d} \left( \frac{\delta U}{\delta m} (\mu, x) \right)^2 \mu(dx) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \eta(dx, dy).
\]

By Jensen’s inequality
\[
\frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \nu_i(dx)\nu_i(dy) = \frac{1}{N} \sum_{i=1}^{N} \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \nu_i(dx) \right)^2 \geq \left( \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \nu_i(dx) \right)^2.
\]

Thanks to Hypothesis 1, Hypothesis RU2 and Hypothesis RU4 by taking the limit over \( N \to \infty \), one deduces that
\[
\int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \eta(dx, dy) \geq \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \mu(dx) \right)^2.
\]

Therefore the following “variance” inequality holds
\[
\int_{\mathbb{R}^d} \left( \frac{\delta U}{\delta m} (\mu, x) \right)^2 \mu(dx) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \eta(dx, dy) \leq \int_{\mathbb{R}^d} \left( \frac{\delta U}{\delta m} (\mu, x) \right)^2 \mu(dx) - \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \mu(dx) \right)^2.
\]

In what follows, we provide an example where Hypotheses 1 and 2 are verified.

Example 1. Let \( \theta_0, \theta_1, \ldots, \theta_{m-1} \in \mathcal{P}_1(\mathbb{R}^d) \) for \( m \in \mathbb{N}^* \) and define \( \nu_i(dx) := \theta_{(i-1) \mod m}(dx) \) for \( i \geq 1 \).

We are now going to verify that Hypothesis 1 and 2 are satisfied with \( \eta(dx, dy) = \frac{1}{m} \sum_{i=0}^{m-1} \theta_i(dx)\theta_i(dy) \) and \( \sigma = 0 \).

If we prove that
\[
\lim_{N \to \infty} \sqrt{N} \left\| \frac{1}{N} \sum_{i=1}^{N} \theta_{(i-1) \mod m}(dx)\theta_{(i-1) \mod m}(dy) - \frac{1}{m} \sum_{i=0}^{m-1} \theta_i(dx)\theta_i(dy) \right\|_f = 0,
\]
then using that the convergence with respect to \( \| \cdot \|_f \) implies the convergence with respect to \( W_\ell \), Hypothesis 1 will follow. Moreover since the marginals of \( \frac{1}{N} \sum_{i=1}^{N} \theta_{(i-1) \mod m}(dx)\theta_{(i-1) \mod m}(dy) \) and \( \frac{1}{m} \sum_{i=0}^{m-1} \theta_i(dx)\theta_i(dy) \) are respectively \( \frac{1}{N} \sum_{i=1}^{N} \theta_{(i-1) \mod m} \) and \( \frac{1}{m} \sum_{i=0}^{m-1} \theta_i \), Hypothesis 2 will follow too. Let us therefore prove (10). For each \( N > 0 \), there exist \( k_N \in \mathbb{N} \) and \( r_N \in \mathbb{N} \) with \( 0 \leq r_N < N \) such that \( N = k_N m + r_N \). Let \( f \) be a function on \( \mathbb{R}^{2d} \) such that \( |f(x, y)| \leq 1 + |x|^6 + |y|^6 \). One has

\[
\sqrt{N} \left| \int_{\mathbb{R}^{2d}} f(x, y) \frac{1}{N} \sum_{i=1}^{N} \theta_{i-1 \mod m}(dx)\theta_{i-1 \mod m}(dy) - \frac{1}{m} \sum_{i=0}^{m-1} \int_{\mathbb{R}^{2d}} f(x, y)\theta_i(dx)\theta_i(dy) \right| = \sqrt{N} \left| \left( \frac{k_N}{N} - \frac{1}{m} \right) \sum_{i=0}^{m-1} \int_{\mathbb{R}^{2d}} f(x, y)\theta_i(dx)\theta_i(dy) + \frac{1}{N} \sum_{i=0}^{r_N-1} \int_{\mathbb{R}^{2d}} f(x, y)\theta_i(dx)\theta_i(dy) \right|
\]

Taking the superior limit over \( N \to \infty \), the right hand-side converges to 0 which completes the proof.

In the following example Hypothesis 2 is verified with \( \sigma = 0 \).
Example 2. Let $\mu \in \mathcal{P}_1(\mathbb{R}^d)$ and $\nu_i \in \mathcal{P}_1(\mathbb{R}^d)$ such that $\|\nu_i - \mu\|_\ell \leq \frac{c}{\ell^\alpha}$ for $i \geq 1$ with $c < \infty$ and $\alpha > \frac{1}{2}$.

Then
\[
\sqrt{N} \sup_{f:|f(x)| \leq 1+|x|^2} \left| \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} f(x)\nu_i(dx) - \int_{\mathbb{R}^d} f(x)\mu(dx) \right| \leq \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \|\nu_i - \mu\|_\ell \leq \frac{c}{\sqrt{N} \ell^{\alpha}} \sum_{i=1}^{N} \frac{1}{\ell^\alpha} = \begin{cases} O \left( \frac{\sqrt{N}}{\ell^\alpha} \right) & \text{if } \alpha > 1 \\ O \left( \frac{\ln N}{\sqrt{N}} \right) & \text{if } \alpha = 1 \\ O \left( N^{\frac{1}{2}-\alpha} \right) & \text{if } \alpha \in (0, 1) \end{cases}
\]

Therefore, since $\alpha > \frac{1}{2}$, taking the superior limit over $N \to \infty$ we have $\sqrt{N}\|\bar{\nu}_N - \mu\|_\ell \xrightarrow{N \to \infty} 0$.

1.2 Markov Chains

1.2.1 Markov Chains and the Poisson equation

We are now going to state the Central Limit Theorem for Markov chains but before doing it, let us recall some facts useful to it. See [15] for more details.

Let us consider $X_i, i \geq 1$ a Markov chain with initial distribution $\nu_i$ and transition kernel $P$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$. We say that $P$ verifies the Lyapunov Condition if:

\begin{itemize}
  \item [L1] $\exists \psi: \mathbb{R}^d \to \mathbb{R}_+$ measurable, $\exists K \in \mathbb{R}_+$, $\exists \gamma \in (0, 1)$, $\forall x \in \mathbb{R}^d$, $P_V(x) \leq \gamma V(x) + K$
  \item [L2] $\exists R > \frac{2K}{1-\gamma}, \exists \rho \in (0, 1)$, $\forall x, y \in \mathbb{R}^d$ such that $V(x) + V(y) \leq R$, $P(x, \cdot) \wedge P(y, \cdot)(\mathbb{R}^d) \geq \rho$.
\end{itemize}

We can introduce the following normed space
\[ V := \{ \phi: \mathbb{R}^d \to \mathbb{R} \text{ measurable} : \sup_{x \in \mathbb{R}^d} \frac{1}{1+V(x)} < \infty \} \]

equipped with the norm
\[ \|\phi\|_{V, \beta} = \sup_{x \in \mathbb{R}^d} \frac{|\phi(x)|}{1+\beta V(x)} \]

where $\beta > 0$. We can also associate the distance $d_{V, \beta}$ on $\mathcal{P}_1(\mathbb{R}^d) := \{ \theta \in \mathcal{P}(\mathbb{R}^d) : \theta(V) < \infty \}$ defined by
\[ d_{V, \beta}(\theta, \sigma) = \sup_{\phi: \|\phi\|_{V, \beta} \leq 1} |\theta(\phi) - \sigma(\phi)|. \]

It can be proved that under the Lyapunov condition, the transition kernel $P$ admits a unique invariant probability measure $\mu$. Moreover
\[ \mu(V) \leq \frac{K}{1-\gamma} \quad (11) \]

and
\[ \forall \beta > 0, \forall \sigma \in \mathcal{P}(\mathbb{R}^d), \forall n \in \mathbb{N}, d_{V, \beta}(\sigma P^n, \mu) \leq (\chi(\rho, \beta, \gamma, K, R))^n d_{V, \beta}(\sigma, \mu) \quad (12) \]

where $\chi(\rho, \beta, \gamma, K, R) = (1 - \rho + \beta K) \vee \frac{2\gamma \beta + 2\gamma K}{2\gamma + \beta R} \in (0, 1)$ if $\beta \in (0, \frac{\rho}{K})$.

The proof of this result is given in [18] under a stronger condition on $P$: it verifies [18] and there exists a constant $q \in (0, 1)$ and a probability measure $\zeta$ so that $\inf_{x \in C} P(x, \cdot) \geq q \zeta(\cdot)$ with $C = \{ x \in \mathbb{R}^d : V(x) \leq R \}$ for some $R > \frac{2K}{\gamma}$. It remains valid in our context too.

We are now ready to recall the Strong Law of Large Numbers under the Lyapunov condition, a result that will be largely used in what follows.
Theorem 3. Let us assume that the transition kernel $P$ satisfies the Lyapunov condition and let $\mu$ be its unique invariant probability measure. Then for each function $f : \mathbb{R}^d \to \mathbb{R}$ measurable and such that $\mu(|f|) < \infty$,

$$\forall \nu_1 \in \mathcal{P}(\mathbb{R}^d) \quad \mathbb{P}_{\nu_1} \left( \frac{1}{N} \sum_{k=1}^{N} f(X_k) \to_{N \to \infty} \mu(f) \right) = 1.$$  

Since, by (11), $\mu(V) < \infty$ then

$$\sup_{x \in \mathbb{R}^d} \frac{|f(x)|}{1 + V(x)} < \infty \quad (13)$$

is a sufficient condition to ensure that $\mu(|f|) < \infty$.

Before enunciating the Central Limit Theorem for Markov chains, we need to introduce some facts about the Poisson equation. For a fixed $f$ such that $\mu(|f|) < \infty$, a function $F : \mathbb{R}^d \to \mathbb{R}$ measurable and such that $\forall x \in \mathbb{R}^d$, $P[F](x) < \infty$ is called solution of the Poisson equation if it satisfies

$$\forall x \in \mathbb{R}^d, \quad F(x) - PF(x) = f(x) - \mu(f) \quad (14)$$

where $\mu$ as above denotes the invariant probability measure associated to $P$.

If the transition kernel $P$ satisfies the Lyapunov condition and $f \in \mathcal{V}$, the series of general term $(P^n f - \mu(f))_{n \in \mathbb{N}}$ converges in the space $\mathcal{V}$ equipped with the norm $\| | \cdot | \|_{1}$ and

$$F = \sum_{n \in \mathbb{N}} (P^n f - \mu(f)) \quad (15)$$

is a solution of the Poisson equation (14). Moreover any solution can be written as $c + \sum_{n \in \mathbb{N}} (P^n f - \mu(f))$ for a constant $c \in \mathbb{R}$.

We now strengthen the condition on $P$ in order to have the Lyapunov condition satisfied with $\sqrt{V}$ as well as with $V$. It can be proved that if $P$ satisfies (11) and

$$L2' \quad \exists R > \frac{4K}{(1 - \sqrt{\gamma})^2}, \exists \rho \in (0, 1), \forall x, y \in \mathbb{R}^d \text{ such that } V(x) + V(y) \leq R, P(x, \cdot) \wedge P(y, \cdot)(\mathbb{R}^d) \geq \rho,$$

then one has the Lyapunov condition for the quadruple $(V, \gamma, K, R)$ and for the quadruple $(\sqrt{V}, \sqrt{\gamma}, \sqrt{K}, \sqrt{R})$.

In particular (11) and Jensen’s inequality imply that

$$P\sqrt{V}(x) \leq \sqrt{P V(x)} \leq \sqrt{\gamma V(x)} + K \leq \sqrt{\gamma} \sqrt{V(x)} + \sqrt{K}. \quad (16)$$

The following proposition holds.

**Proposition 1.** Let us assume that the transition kernel $P$ verifies (11) and L2’. Then if $f$ is such that $f^2 \in \mathcal{V}$, $F = \sum_{n \in \mathbb{N}} (P^n f - \mu(f))$ converges in $\| | \cdot | \|_{\sqrt{V}}$. $F$ is solution of the Poisson equation (14) and satisfies $F^2 \in \mathcal{V}$. Moreover for each $\beta \in (0, \frac{1}{\sqrt{K}})$ and for each $n \in \mathbb{N}$

$$\sup_{x \in \mathbb{R}^d} \frac{|P^n f(x) - \mu(f)|}{1 + \sqrt{V(x)}} \leq D \chi^n \sup_{x \in \mathbb{R}^d} \frac{|f(x)|}{1 + \beta \sqrt{V(x)}}$$

with $\chi = \chi(\rho, \beta, \sqrt{\gamma}, \sqrt{K}, \sqrt{R}) \in (0, 1)$ and $D = D(\beta, \sqrt{K}, \sqrt{\gamma})$ a finite constant.
We are now ready to enunciate the Central Limit Theorem for Markov chains in the linear case (see as reference book [8]).

**Theorem 4.** Let us assume that the transition kernel $P$ verifies $\mathbf{L}1$ and $\mathbf{L}2'$. Then for each function $f : \mathbb{R}^d \to \mathbb{R}$ measurable and such that $f^2 \in \mathcal{V}$,

$$\sqrt{N} \left( \frac{1}{N} \sum_{i=1}^{N} f(X_i) - \int_{\mathbb{R}^d} f(x) \mu(dx) \right) \overset{d}{\to} N \left( 0, \mu \left( F^2 \right) - \mu \left( (PF)^2 \right) \right)$$

with $F$ solution of the Poisson equation

$$F(x) - PF(x) = f(x) - \mu(f) \quad x \in \mathbb{R}^d.$$

**1.2.2 Statement of the theorem**

As in the statement of Theorem 2, for a given measure $\mu \in \mathcal{P}_\ell(\mathbb{R}^d)$, let us consider the Hypoteses $\mathbf{RU1-3}$ together with $\mathbf{RU6}$

$\exists \alpha \in \left( \frac{1}{2}, 1 \right]$, $\exists C < \infty$, $\forall \mu_1, \mu_2 \in B(\mu, r)$

$$\sup_{x \in \mathbb{R}^d} \frac{\left| \frac{\delta U}{\delta m}(\mu_2, x) - \frac{\delta U}{\delta m}(\mu_1, x) \right|}{1 + |x|^\frac{\alpha}{2}} \leq C \left( \int_{\mathbb{R}^d} (1 + |y|^\frac{\alpha}{2}) |\mu_2 - \mu_1|(dy) \right)^{\alpha}.$$

$L3 \quad C_\ell := \sup_{x \in \mathbb{R}^d} \frac{|x|^\ell}{1 + V(x)} < \infty.$

**Remark 3.** Let us observe that by $\mathbf{L1}$ and $\mathbf{L3}$, we have

$$\int_{\mathbb{R}^d} |x|^\ell \mu(dx) < \infty. \quad (17)$$

We are now ready to provide the Strong Law of Large Numbers and the Central Limit Theorem in this context.

**Theorem 5** (LLN for Markov chains). Let $\ell \geq 0$ and let $X_i, i \geq 1$ a Markov chain with initial law $\nu_1$ and transition kernel $P$ that we assume to satisfy $\mathbf{L1}$, $\mathbf{L2}$ and $\mathbf{L3}$. Let $\mu$ denote its unique invariant probability measure and let us define

$$\mu_N := \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i}.$$

Then

$$W_\ell(\mu_N, \mu) \overset{N}{\to} 0 \quad a.s.$$

**Proof.** Let us first prove that $\mu_N \to \mu$ a.s. It can be proved that for probability measures it is possible to test the weak convergence over the continuos functions with compact support (see for instance Corollary 30.9 [14]). Therefore

$$\mathbb{P} \left( \frac{\mu_N(f)}{N} \overset{N}{\to} \mu(f) \quad \forall f \in C_b(\mathbb{R}^d) \right) = \mathbb{P} \left( \frac{\mu_N(f)}{N} \overset{N}{\to} \mu(f) \quad \forall f \in C_c(\mathbb{R}^d) \right)$$

where $C_b(\mathbb{R}^d)$ denotes the set of bounded continuos functions and $C_c(\mathbb{R}^d)$ the set of continuos functions with compact support. Since $C_c(\mathbb{R}^d)$ is separable with respect to the infinity norm, we can apply Theorem...
then it is easy to deduce that the right hand-side is equal to 1 and so the almost sure weak convergence of $\mu_N$ to $\mu$ is proved. If $\ell > 0$, to conclude the proof of the Wasserstein convergence we need to prove the convergence of the $\ell$th moment. Since (17) holds, we can again apply Theorem [3] and deduce that

$$
\lim_{N \to \infty} \int_{\mathbb{R}^d} |x|^\ell \mu_N(dx) = \int_{\mathbb{R}^d} |x|^\ell \mu(dx) \quad \text{a.s.}
$$

\[\square\]

**Theorem 6** (CLT for Markov chains). Under the same notations of Theorem [3] let us assume that the transition kernel $P$ satisfies [L2, L2'] and L3. Let us moreover assume $RU_1$ and $RU_2$.

Then

$$\sqrt{N} (U(\mu_N) - U(\mu)) \overset{d}{\to} N \left(0, \mu \left(F^2(\mu, \cdot) - \mu \left((PF)^2(\mu, \cdot)\right)\right)\right)$$

where $F(\mu, \cdot)$ denotes the unique (up to an additive constant) solution of the Poisson equation

$$F(\mu, x) - PF(\mu, x) = \frac{\delta U}{\delta m}(\mu, x) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu, y) \mu(dy), \quad x \in \mathbb{R}^d.$$

In what follows, we provide an example of functional satisfying the Hypotheses $RU_1$ and $RU_2$.

**Example 3.** (U-statistics) Let $\ell > 0$, $n \in \mathbb{N} \setminus \{0, 1\}$ and $\phi : (\mathbb{R}^d)^n \to \mathbb{R}$ be a symmetric continuous function such that

$$\lim_{|x_1| \to \infty} \sup_{(x_2, \ldots, x_n) \in (\mathbb{R}^d)^{n-1}} \frac{|\phi(x_1, x_2, \ldots, x_n)|}{\prod_{i=1}^n (1 + |x_i|^\frac{\ell}{2})} = 0. \quad (18)$$

We consider the function on $\mathcal{P}_\ell(\mathbb{R}^d)$ defined by

$$U(\mu) := \int_{(\mathbb{R}^d)^n} \phi(x_1, \ldots, x_n) \mu(dx_1) \cdots \mu(dx_n).$$

It is possible to prove (see Example 2.7 [5]) that its linear functional derivative is defined for each $\mu \in W_\ell(\mathbb{R}^d)$ and it is given by

$$\frac{\delta U}{\delta m}(\mu, x_1) = n \int_{(\mathbb{R}^d)^{n-1}} (\phi(x_1, x_2, \ldots, x_n) - \phi(0, x_2, \ldots, x_n)) \mu(dx_2) \cdots \mu(dx_n), \quad x_1 \in \mathbb{R}^d.$$

By the symmetry of $\phi$ and (18), $\forall \epsilon > 0 \exists M_\epsilon$ such that for $|x_1| > M_\epsilon$

$$\sup_{(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \in (\mathbb{R}^d)^{n-1}} \frac{|\phi(x_1, x_2, \ldots, x_n)|}{\prod_{j=1}^n (1 + |x_j|^\frac{\ell}{2})} \leq \epsilon. \quad (19)$$

Moreover by (19) and the continuity of $\phi$, $\forall (x_1, \ldots, x_n) \in (\mathbb{R}^d)^n$ one has

$$|\phi(x_1, x_2, \ldots, x_n)| = |\phi(x_1, x_2, \ldots, x_n)| 1_{\|x\|_\infty > M_1} + |\phi(x_1, x_2, \ldots, x_n)| 1_{\|x\|_\infty \leq M_1}$$

$$\leq \prod_{i=1}^n (1 + |x_i|^\frac{\ell}{2}) + C \quad (20)$$

for some positive constant $C < \infty$. We are now going to verify that $RU_3$ and $RU_4$ are satisfied.

Let us fix $\mu \in \mathcal{P}_\ell(\mathbb{R}^d)$ and $r > 0$. We recall that $B(\mu, r)$ denotes the ball centered at $\mu$ with radius $r$ for the metric $W_\ell$.
RU2. Let \((\tilde{\mu}, x_1) \in B(\mu, r) \times \mathbb{R}^d\). Using the above estimation we obtain
\[
\left| \frac{\delta \tilde{\mu}}{\delta \mu}(\tilde{\mu}, x_1) \right| \leq n \int_{(\mathbb{R}^d)^{n-1}} \left( |\phi(x_1, x_2, \cdots, x_n)| + |\phi(0, x_2, \cdots, x_n)| \right) \tilde{\mu}(dx_2) \cdots \tilde{\mu}(dx_n)
\leq n \int_{(\mathbb{R}^d)^{n-1}} \left( \prod_{i=1}^{n} (1 + |x_i|^\frac{s}{t}) + \prod_{i=2}^{n} (1 + |x_i|^\frac{s}{t}) \right) \tilde{\mu}(dx_2) \cdots \tilde{\mu}(dx_n) + 2Cn
\leq D(1 + |x_1|^\frac{s}{t})
\]
for some positive constant \(D < \infty\).

RU3. If \(W_t(\tilde{\mu}, \mu)\) goes to 0, let \(\pi \in \mathcal{P}(\mathbb{R}^{2d})\) with \(\pi \left( \cdot \times \mathbb{R}^d \right) = \tilde{\mu}(\cdot), \pi \left( \mathbb{R}^d \times \cdot \right) = \mu(\cdot)\). One has
\[
\sup_{x_1 \in \mathbb{R}^d} \frac{\int_{\mathbb{R}^d} \left| \phi(x_1, x_2, \cdots, x_n) - \phi(x_1, s_2, \cdots, s_n) \right| \pi(dx_2, ds_1)}{1 + |x_1|^\frac{s}{t}} \leq n \sup_{x_1 \in \mathbb{R}^d} \int_{(\mathbb{R}^d)^{2(n-1)}} \left| \phi(x_1, x_2, \cdots, x_n) - \phi(x_1, s_2, \cdots, s_n) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i)
\leq n \int_{(\mathbb{R}^d)^{2(n-1)}} \left| \phi(0, x_2, \cdots, x_n) - \phi(0, s_2, \cdots, s_n) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i)
\leq 2n \sup_{x_1 \in \mathbb{R}^d} \int_{(\mathbb{R}^d)^{2(n-1)}} \left| \phi(x_1, x_2, \cdots, x_n) - \phi(x_1, s_2, \cdots, s_n) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i). \tag{25}
\]
Let \(\epsilon > 0\). By observing that for \(|y| \geq \frac{1}{2}, \frac{1}{|y|} \leq \epsilon\), let us define \(\tilde{M}_\epsilon := \max(\frac{1}{2}, M_\epsilon)\). The function \(\phi\) is uniformly continuous on \(B = \left\{ x \in (\mathbb{R}^d)^n : ||x||_\infty \leq \tilde{M}_\epsilon \right\}\). Therefore \(\exists \eta_\epsilon, \tilde{M}_\epsilon > 0\) such that for \(x, \tilde{x} \in B\) satisfying \(\max_{2 \leq i \leq n} |x_i - \tilde{x}_i| \leq \eta_\epsilon, \tilde{M}_\epsilon\),
\[
|\phi(x_1, x_2, \cdots, x_n) - \phi(x_1, \tilde{x}_2, \cdots, \tilde{x}_n)| \leq \epsilon. \tag{26}
\]
If we denote the vectors \((x_2, \cdots, x_n)\) and \((s_2, \cdots, s_n)\) respectively by \(x_{2:n}\) and \(s_{2:n}\), it is possible to rewrite the integral in \((25)\) in the following way (*)
\[
\int \left| \phi(x_1, x_{2:n}) - \phi(x_1, s_{2:n}) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i)
+ 2 \int \left| \phi(x_1, x_{2:n}) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i)
+ \int \left| \phi(x_1, x_{2:n}) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i)
+ \int \left| \phi(x_1, s_{2:n}) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i)
+ \int \left| \phi(x_1, x_{2:n}) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i)
+ \int \left| \phi(x_1, s_{2:n}) \right| \prod_{i=2}^{n} \pi(dx_i, ds_i).
\]
Let us now study one by one the terms appearing in the above expression (*).
1. By (20)
\[
\int \phi(x_1, x_2) - \phi(x_1, s_2) \leq \eta \sum_{i=2}^{n} \int_{\|x_i - s_i\|_{\infty} > \eta} \pi(dx_i, ds_i) \leq \epsilon.
\]

2. By the continuity of \( \phi \) and Markov's inequality
\[
2 \int \phi(x_1, x_2) \leq 2 \sup_{\|x\|_{\infty} \leq M} \phi(x) \cdot \sum_{i=2}^{n} \int_{\|x - s_i\|_{\infty} > \eta} \pi(dx_i, ds_i) \leq \frac{2}{\eta} \sup_{\|x\|_{\infty} \leq M} \phi(x) \cdot \sum_{i=2}^{n} \int_{\|x - s_i\|_{\infty} > \eta} \pi(dx_i, ds_i).
\]

3. By (21), Markov's inequality, Cauchy-Schwarz inequality and the fact that \( \frac{1}{M} \leq \epsilon \)
\[
\int \phi(x_1, x_2) \leq \sum_{i=2}^{n} \int (1 + |x_i|) \cdot \prod_{j=2}^{n} (1 + |s_j|) \cdot \pi(dx_j, ds_j) \leq \epsilon \int |s|^\xi \mu(ds) + \epsilon \cdot \int (1 + |x_1|)(1 + |s|)^2 \mu(dx) \cdot \left( \int (1 + |s|^\xi)^{2} \mu(ds) \right)^{\frac{\alpha - 1}{\xi}} \cdot \left( \int |s|^\xi \mu(ds) \right)^{\frac{\xi}{\xi}}.
\]

4. Similarly to the previous point
\[
\int \phi(x_1, x_2) \leq \sum_{i=2}^{n} \int (1 + |x_i|) \cdot \prod_{j=2}^{n} (1 + |s_j|) \cdot \pi(dx_j, ds_j) \leq \epsilon \int |s|^\xi \mu(ds) + \epsilon \cdot \int (1 + |x_1|)(1 + |s|)^2 \mu(dx) \cdot \left( \int (1 + |s|^\xi)^{2} \mu(ds) \right)^{\frac{\alpha - 1}{\xi}} \cdot \left( \int |s|^\xi \mu(ds) \right)^{\frac{\xi}{\xi}}.
\]

5. Finally by (19)
\[
\int \phi(x_1, x_2) \leq \sum_{i=2}^{n} \int (1 + |x_i|) \cdot \prod_{j=2}^{n} (1 + |s_j|) \cdot \pi(dx_j, ds_j) \leq \epsilon \int |s|^\xi \mu(ds) + \epsilon \cdot \int (1 + |x_1|)(1 + |s|)^2 \mu(dx) \cdot \left( \int (1 + |s|^\xi)^{2} \mu(ds) \right)^{\frac{\alpha - 1}{\xi}} \cdot \left( \int |s|^\xi \mu(ds) \right)^{\frac{\xi}{\xi}}.
\]

Therefore plugging all these estimations in (28), choosing \( \pi \) as the optimal \( W_\epsilon \) coupling between \( \tilde{\mu} \) and \( \mu \), we obtain
\[
\sup_{x_i \in \mathbb{R}^d} \frac{\frac{\partial V}{\partial m}(\tilde{\mu}, x_i) - \frac{\partial V}{\partial m}(\mu, x_i)}{1 + |x_i|^\xi} \leq D \left( \sup_{\|x\|_{\infty} \leq M} \phi(x) \cdot \frac{W_\epsilon^{A}(\tilde{\mu}, \mu)}{\eta \cdot \tilde{C} \cdot \tilde{r}} + (\epsilon + \epsilon^2 + \epsilon^3) \left( \left( \int (1 + |s|^\xi)^{2} \mu(dx) \right)^{\frac{\alpha - 1}{\xi}} + 1 \right) \right)
\]
for a positive constant \( D \) depending neither on \( \epsilon \) nor on \( \tilde{\mu} \). For fixed \( \epsilon \), let \( W_\epsilon(\tilde{\mu}, \mu) \) converge to 0. Then \( \int |s|^\xi \mu(dx) \) converges to \( \int |s|^\xi \mu(ds) \) and \( \int (1 + |s|^\xi)^{2} \mu(dx) \) converges to \( \int (1 + |s|^\xi)^{2} \mu(ds) \). It is then possible to conclude that the left-hand side goes to 0 by letting \( \epsilon \) go to 0.
RU6. Let $\mu_1, \mu_2 \in B(\mu, r)$. By (27) we have

$$\sup_{x_1 \in \mathbb{R}^d} \left| \frac{\delta U}{\delta m}(\mu_2, x_1) - \frac{\delta U}{\delta m}(\mu_1, x_1) \right| \leq \frac{2n \sup_{x_1 \in \mathbb{R}^d} \int_{[\mathbb{R}^d]^{n-1}} |\phi(x_1, x_2, \ldots, x_n)| |\mu_2(dx_2) \cdots dx_n| - \mu_1(dx_2) \cdots dx_n|}{1 + |x_1|^\frac{1}{2}} \leq \frac{2n \sup_{x_1 \in \mathbb{R}^d} \sum_{k=2}^{n} \left( C + \prod_{i=1}^{n} \left( 1 + |x_i|^\frac{1}{2} \right) \right) \mu_2(dx_{k+1}) \cdots dx_n |\mu_2 - \mu_1| \cdot (dx_k) \mu_1(dx_2) \cdots \mu_1(dx_{k-1})}{1 + |x_1|^\frac{1}{2}} \leq \tilde{C} \int_{\mathbb{R}^d} \left( 1 + |x|^\frac{1}{2} \right) |\mu_2 - \mu_1| \cdot (dx)$$

for a constant $\tilde{C} < \infty$ not depending on $(\mu_1, \mu_2)$.

2 Proof of the Results

In this section we will provide the proofs of Theorem 2 and Theorem 6. We will start by proving the independent and non-equidistributed case where the common parts, where possible, are not repeated.

2.1 Markov Chains

In the proof of the theorem we will need that the integral of $V$ with respect to $\nu_1$ is finite. The next Lemma permits to suppose it in the proof.

Lemma 2. If Theorem 2 holds for each $\nu_1 \in \mathcal{P}(\mathbb{R}^d)$ such that $\nu_1(V) < \infty$, then it holds for all $\nu_2 \in \mathcal{P}(\mathbb{R}^d)$.

Proof. If $\nu_1(V) = \infty$, for $K > \inf_{x \in \mathbb{R}^d} V(x)$ let us consider $x_0 \in \mathbb{R}^d$ such that $V(x_0) \leq K$ and define $\phi_K(x) = 1_{\{V(x) \leq K\}} + x_0 1_{\{V(x) > K\}}$. If we now consider the measure $\nu_1^K(A) := \nu_1(\phi_K^{-1}(A))$ for $A \in \mathcal{B}(\mathbb{R}^d)$, then

$$\nu_1^K(V) = \int_{\mathbb{R}^d} V(x) \nu_1^K(dx) = \int_{\mathbb{R}^d} V(\phi_K(x)) \nu_1(dx) = \int_{\mathbb{R}^d} \left( V(x) 1_{\{V(x) \leq K\}} + V(x_0) 1_{\{V(x) > K\}} \right) \nu_1(dx) \leq K.$$  

Moreover

$$d_{TV}(\nu_1^K, \nu_1) = \sup_{\psi \in \mathcal{P}_r} \left| \int_{\mathbb{R}^d} \psi(x) \nu_1^K(dx) - \int_{\mathbb{R}^d} \psi(x) \nu_1(dx) \right| = \sup_{\psi \in \mathcal{P}_r} \left| \int_{\mathbb{R}^d} \left( \psi(x_0) - \psi(x) \right) 1_{\{V(x) > K\}} \nu_1(dx) \right| \leq \nu_1 \left( \{ x : V(x) > K \} \right).$$

Let us consider now the Markov chain with initial law $\nu_1^K$ and we denote by $\mathbb{P}_{\nu_1^K}$ the law of the process ($\mathbb{P}_{\nu_1}$ will denote the law of the original Markov chain). Since the initial law of a Markov chain determines the law of the entire process, one has that $d_{TV}(\mathbb{P}_{\nu_1}, \mathbb{P}_{\nu_1^K}) = d_{TV}(\nu_1, \nu_1^K)$. Therefore if we are able to prove that for all bounded, continuous functions $f$

$$\lim_{N \to \infty} \mathbb{E}_{\nu_1^K} \left( f \left( \sqrt{N} \left( U_{\mu_N} - U(\mu) \right) \right) \right) = \mathbb{E} \left( f(G) \right)$$
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where \( G \) is a Gaussian random variable not depending on \( K \), then

\[
\left| \mathbb{E}_{\nu_1} \left( f \left( \sqrt{N} (U(\mu N) - U(\mu)) \right) \right) - \mathbb{E}(f(G)) \right|
\leq \left| \mathbb{E}_{\nu_1} \left( f \left( \sqrt{N} (U(\mu N) - U(\mu)) \right) \right) - \mathbb{E}_{\nu_1^K} \left( f \left( \sqrt{N} (U(\mu N) - U(\mu)) \right) \right) \right|
+ \left| \mathbb{E}_{\nu_1^K} \left( f \left( \sqrt{N} (U(\mu N) - U(\mu)) \right) \right) - \mathbb{E}(f(G)) \right|
\leq 2 \| f \|_{\infty} d_{TV} \left( \mathbb{P}_{\nu_1}, \mathbb{P}_{\nu_1^K} \right) + \left| \mathbb{E}_{\nu_1^K} \left( f \left( \sqrt{N} (U(\mu N) - U(\mu)) \right) \right) - \mathbb{E}(f(G)) \right|
\leq 2 \| f \|_{\infty} d_{TV} \left( \nu_1, \nu_1^K \right) + \left| \mathbb{E}_{\nu_1^K} \left( f \left( \sqrt{N} (U(\mu N) - U(\mu)) \right) \right) - \mathbb{E}(f(G)) \right|.
\]

Since \( d_{TV} \left( \nu_1, \nu_1^K \right) \leq \nu_1 \{ \{ x : V(x) > K \} \} \), we can first take the superior limit over \( N \to \infty \) so to obtain that

\[
\lim_{N \to \infty} \sup \mathbb{E}_{\nu_1} \left( f \left( \sqrt{N} (U(\mu N) - U(\mu)) \right) \right) - \mathbb{E}(f(G)) \leq 2 \| f \|_{\infty} \nu_1 \{ \{ x : V(x) > K \} \}.
\]

Then we can conclude that the left hand-side is equal to 0 by letting \( K \) to infinity. \( \square \)

The proof of the theorem relies on the Poisson equation whose explicit solution and norm estimations are studied in the following Lemma.

**Lemma 3.** Under the assumptions of the previous theorem, for a given \( m \in B(\mu, r) \) let us consider the following Poisson equation

\[
F(m, x) - PF(m, x) = \frac{\delta U}{\delta m} (m, x) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (m, y) \mu(dy), \quad x \in \mathbb{R}^d.
\]

Then \((27)\) admits a solution given by \( F(m, \cdot) = \sum_{n \in \mathbb{N}} (P^n \frac{\delta U}{\delta m} (m, \cdot) - \mu(\frac{\delta U}{\delta m} (m, \cdot))) \).

Moreover

- For \( m \in B(\mu, r) \)

\[
\| F(m, \cdot) \|_{\nabla^1, 1} \leq \tilde{C}_2
\]

(28)

- For \( m_1, m_2 \in B(\mu, r) \)

\[
\|F(m_1, \cdot) - F(m_2, \cdot)\|_{\nabla^1, 1} \leq \tilde{C}_2 \sup_{x \in \mathbb{R}^d} \frac{\frac{\delta U}{\delta m} (m_1, x) - \frac{\delta U}{\delta m} (m_2, x)}{1 + V(x)}
\]

(29)

and so for \( \alpha \in \left( \frac{1}{2}, 1 \right) \)

\[
\|F(m_1, \cdot) - F(m_2, \cdot)\|_{\nabla^1, 1} \leq \tilde{C}_2 \left( \int_{\mathbb{R}^d} (1 + |y|^\frac{\alpha}{\mu_r}) |m_2 - m_1|(dy) \right)^\alpha
\]

(30)

with \( \tilde{C}_2 \) a finite constant not depending on \( m, m_1 \) and \( m_2 \).

**Proof.** By Proposition\( 1 \) to ensure the existence of the solution, it is sufficient to check that \( \left( \frac{\delta U}{\delta m} (m, \cdot) \right)^2 \in \mathcal{V}_v \). By Hypothesis RU(2) and L3

\[
\sup_{x \in \mathbb{R}^d} \frac{\left( \frac{\delta U}{\delta m} (m, x) \right)^2}{1 + V(x)} \leq 2C^2 \sup_{x \in \mathbb{R}^d} \frac{1 + |x|^\ell}{1 + V(x)} \leq 2C^2 (1 + C_\ell) < \infty.
\]
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Let us now estimate the norm \( \|F(m, \cdot)\|_{\nabla, 1} \) of \( F(m, \cdot) \). By Proposition[1] one has

\[
\|F(m, \cdot)\|_{\nabla, 1} = \lim_{n \to \infty} \left\| \sum_{k=0}^{n} P^k \frac{\delta U}{\delta m} (m, \cdot) - \mu \left( \frac{\delta U}{\delta m} (m, \cdot) \right) \right\|_{\nabla, 1}
\]

\[
\leq \sum_{k=0}^{\infty} \left\| P^k \frac{\delta U}{\delta m} (m, \cdot) - \mu \left( \frac{\delta U}{\delta m} (m, \cdot) \right) \right\|_{\nabla, 1}.
\]

Let \( \beta \in \left( 0, \frac{1}{\sqrt{K}} \right) \), then again by Proposition[1] and Hypothesis RU[2]

\[
\left\| P^k \frac{\delta U}{\delta m} (m, \cdot) - \mu \left( \frac{\delta U}{\delta m} (m, \cdot) \right) \right\|_{\nabla, 1} = \sup_{x \in \mathbb{R}^d} \left\| \frac{P^k \delta U}{\delta m} (m, x) - \frac{\delta U}{\delta m} (m, \cdot) \right\|_{\nabla, 1} \leq D \chi^k \sup_{x \in \mathbb{R}^d} \left| \frac{\delta U}{\delta m} (m, x) \right| \leq D \chi^k C \left( 1 + \sup_{x \in \mathbb{R}^d} \left| \frac{\delta U}{\delta m} (m, x) \right| \right) \leq DC \chi^k \left( 1 + \frac{\sqrt{C_\ell}}{\min(\beta, 1)} \right)
\]

where to obtain the last inequality we used L[3].

Therefore we have obtained that

\[
\|F(m, \cdot)\|_{\nabla, 1} \leq \frac{1}{1 - \chi} DC \left( 1 + \frac{\sqrt{C_\ell}}{\min(\beta, 1)} \right).
\]

Finally let \( m_1, m_2 \in B(\mu, r) \) and proceeding as above, by Proposition[1] we have

\[
\|F(m_1, \cdot) - F(m_2, \cdot)\|_{\nabla, 1} \leq \sum_{k=0}^{\infty} \left\| P^k \left( \frac{\delta U}{\delta m} (m_1, \cdot) - \frac{\delta U}{\delta m} (m_2, \cdot) \right) - \mu \left( \frac{\delta U}{\delta m} (m_1, \cdot) - \frac{\delta U}{\delta m} (m_2, \cdot) \right) \right\|_{\nabla, 1}
\]

Let \( \beta \in \left( 0, \frac{1}{\sqrt{K}} \right) \), then by Proposition[1] and Hypothesis RU[6]

\[
\left\| P^k \left( \frac{\delta U}{\delta m} (m_1, \cdot) - \frac{\delta U}{\delta m} (m_2, \cdot) \right) - \mu \left( \frac{\delta U}{\delta m} (m_1, \cdot) - \frac{\delta U}{\delta m} (m_2, \cdot) \right) \right\|_{\nabla, 1} = \sup_{x \in \mathbb{R}^d} \left| \frac{P^k \delta U}{\delta m} (m_1, x) - \frac{\delta U}{\delta m} (m_2, x) \right| \leq D \chi^k \sup_{x \in \mathbb{R}^d} \left| \frac{\delta U}{\delta m} (m_1, x) - \frac{\delta U}{\delta m} (m_2, x) \right| \leq DC \chi^k \left( 1 + \frac{\sqrt{C_\ell}}{\min(\beta, 1)} \right) \leq DC \chi^k \left( 1 + \frac{\sqrt{C_\ell}}{\min(\beta, 1)} \right) \left( \int_{\mathbb{R}^d} (1 + |y|^{2/\alpha}) |m_2 - m_1| (dy) \right)\alpha
\]

where we used L[3] to obtain the last equality. Therefore we have

\[
\|F(m_1, \cdot) - F(m_2, \cdot)\|_{\nabla, 1} \leq DC \frac{1}{1 - \chi} \left( 1 + \frac{\sqrt{C_\ell}}{\min(\beta, 1)} \right) \left( \int_{\mathbb{R}^d} (1 + |y|^{2/\alpha}) |m_2 - m_1| (dy) \right)\alpha.
\]
Proof of Theorem 6

FIRST STEP

Let us preliminary recall that by Theorem 5, \( W_\ell (\mu_N, \mu) \to 0 \) a.s. To study the limit distribution of \( \sqrt{N} (U(\mu_N) - U(\mu)) \), let us define for \( i = 1, \cdots, N \) and \( s \in [0,1] \)

\[
\mu_{i,s}^N = \frac{1}{N} \sum_{j=1}^{i-1} \delta_{X_j} + \frac{s}{N} \delta_{X_i} + \left( 1 + \frac{1 - i - s}{N} \right) \mu.
\]

We have \( \mu_{N,1}^N = \mu_N \) and \( \mu_{N,0}^N = \mu \). Moreover, since for \( i = 1, \cdots, N - 1 \)

\[
\mu_{i+1,1}^N = \mu_{i,0}^N,
\]

one has

\[
\sqrt{N} (U(\mu_N) - U(\mu)) = \sqrt{N} \sum_{i=1}^{N} \left( U(\mu_{i,1}^N) - U(\mu_{i,0}^N) \right).
\]

Let us show that almost surely \( \mu_{N,s}^N \) converges uniformly to \( \mu \) with respect to the distance \( W_\ell \) that is

\[
\max_{1 \leq i \leq N} \sup_{s \in [0,1]} W_\ell (\mu_{i,s}^N, \mu) \to 0 \quad \text{a.s.} \quad (31)
\]

For \( i = 1, \cdots, N \) and \( s \in [0,1] \)

\[
\mu_{i,s}^N = s \mu_{i,1}^N + (1 - s) \mu_{i-1,1}^N
\]

under the convention \( \mu_{0,1}^N = \mu_{N,0}^N \). Let \( \pi \in \Pi(\mu_{i,1}^N, \mu) \) and \( \tilde{\pi} \in \Pi(\mu_{i-1,1}^N, \mu) \) where \( \Pi(\mu_1, \mu_2) = \{ \mu \in \mathcal{P}(\mathbb{R}^d) : \mu(\cdot \times \mathbb{R}^d) = \mu_1(\cdot) \} \) for \( \mu_1, \mu_2 \in \mathcal{P}(\mathbb{R}^d) \) and define

\[
\tilde{\pi} (dx, dy) = s \pi (dx, dy) + (1 - s) \tilde{\pi} (dx, dy).
\]

Then

\[
\tilde{\pi} (dx, \mathbb{R}^d) = s \pi (dx, \mathbb{R}^d) + (1 - s) \tilde{\pi} (dx, \mathbb{R}^d) = s \mu_{i,1}^N + (1 - s) \mu_{i-1,1}^N = \mu_{i,s}^N,
\]

\[
\tilde{\pi} (\mathbb{R}^d, dy) = s \pi (\mathbb{R}^d, dy) + (1 - s) \tilde{\pi} (\mathbb{R}^d, dy) = s \mu + (1 - s) \mu = \mu.
\]

By supposing that \( \ell > 0 \), we have:

\[
W_{\ell}^{\psi_{1}} (\mu_{N,s}^N, \mu) \leq \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^{\ell} \tilde{\pi} (dx, dy) = s \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^{\ell} \pi (dx, dy) + (1 - s) \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^{\ell} \tilde{\pi} (dx, dy).
\]

Taking the infimum over \( \pi \) and \( \tilde{\pi} \), we conclude that

\[
W_{\ell}^{\psi_{1}} (\mu_{i,s}^N, \mu) \leq s W_{\ell}^{\psi_{1}} (\mu_{i,1}^N, \mu) + (1 - s) W_{\ell}^{\psi_{1}} (\mu_{i-1,1}^N, \mu) \leq W_{\ell}^{\psi_{1}} (\mu_{i,1}^N, \mu) \lor W_{\ell}^{\psi_{1}} (\mu_{i-1,1}^N, \mu)
\]

and so

\[
\max_{1 \leq i \leq N} \sup_{s \in [0,1]} W_{\ell} (\mu_{i,s}^N, \mu) = \max_{0 \leq i \leq N} W_{\ell} (\mu_{i,1}^N, \mu) \quad (33)
\]
Now since for $i = 1, \ldots, N$

$$\mu_{N}^{i,1} = \frac{1}{N} \sum_{j=1}^{i} \delta_{x_{j}} + \left(1 - \frac{i}{N}\right) \mu = \frac{i}{N} \mu_{i} + \left(1 - \frac{i}{N}\right) \mu,$$

let $\gamma \in \Pi(\mu_{i}, \mu)$ and define $\tilde{\gamma}(dx, dy) = \frac{i}{N} \gamma(dx, dy) + \left(1 - \frac{i}{N}\right) \mu(dx) \delta_{x}(dy)$. Then

$$\tilde{\gamma}(dx, \mathbb{R}^{d}) = \frac{i}{N} \gamma(dx, \mathbb{R}^{d}) + \left(1 - \frac{i}{N}\right) \mu(dx) \delta_{x}(\mathbb{R}^{d}) = \frac{i}{N} \mu_{i}(dx) + \left(1 - \frac{i}{N}\right) \mu(dx) = \mu_{N}^{i,1}(dx)$$

$$\tilde{\gamma}(\mathbb{R}^{d}, dy) = \frac{i}{N} \gamma(\mathbb{R}^{d}, dy) + \left(1 - \frac{i}{N}\right) \mu(dy) \delta_{y}(\mathbb{R}^{d}) = \frac{i}{N} \mu(dy) + \left(1 - \frac{i}{N}\right) \mu(dy) = \mu(dy).$$

Therefore

$$W_{\ell}^{\gamma_{N}} \left(\mu_{N}^{i,1}, \mu\right) \leq \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} |x - y|^{\ell} \tilde{\gamma}(dx, dy) = \frac{i}{N} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} |x - y|^{\ell} \gamma(dx, dy). \quad (34)$$

Taking the infimum over $\gamma$, one has

$$W_{\ell} \left(\mu_{N}^{i,1}, \mu\right) \leq \left(\frac{i}{N}\right)^{\frac{1}{\ell}} W_{\ell} \left(\mu_{i}, \mu\right).$$

Finally let $\alpha \in (0, 1)$ so that

$$\max_{0 \leq i \leq N} W_{\ell} \left(\mu_{N}^{i,1}, \mu\right) \leq \max_{1 \leq i \leq N} \left(\frac{i}{N}\right)^{\frac{1}{\ell}} W_{\ell} \left(\mu_{i}, \mu\right) = \max_{1 \leq i \leq N} \left(\frac{i}{N}\right)^{\frac{1}{\ell}} W_{\ell} \left(\mu_{i}, \mu\right) + \max_{\lambda N \leq i \leq N} \left(\frac{i}{N}\right)^{\frac{1}{\ell}} W_{\ell} \left(\mu_{i}, \mu\right)

\leq \alpha^{\frac{1}{\ell}} \sup_{i} W_{\ell} \left(\mu_{i}, \mu\right) + \max_{\lambda N \leq i \leq N} W_{\ell} \left(\mu_{i}, \mu\right).$$

Since we have proved that $\lim_{N \to \infty} W_{\ell}(\mu_{N}, \mu) = 0$, for fixed $\alpha$ the last term goes to 0 as $N$ goes to infinity while the first one is arbitrarily small for $\alpha$ small and so (31) is proved.

By replacing $|x - y|^{\ell}$ with $1 \land |x - y|$ in (32) and (34), we can do exactly the same for $\ell = 0$.

**SECOND STEP** Let us define

$$I_{N} = \min \left\{ 1 \leq i \leq N : \exists s \in [0, 1] : W_{\ell} \left(\mu_{N}^{i,s}, \mu\right) \geq r \right\}$$

and let us introduce the filtration $(\mathcal{F}_{i} = \sigma (X_{1}, \ldots, X_{i}))_{i \geq 1}$ for which $I_{N}$ is a stopping time. According to the first step, under the assumption $\min \emptyset = N + 1$, $I_{N}$ is a.s. equal to $N + 1$ for each $N \geq N^{*}$ for a random variable $N^{*}$ taking integers values. This stopping time allows to introduce in the proof the linear functional derivative associated to $U$ since by Hypothesis RU1 it is well defined in the ball of radius $r$ and center $\mu$.

For $N \geq N^{*}$, by Lemma 1, we have

$$U \left(\mu_{N}\right) - U \left(\mu\right) = \sum_{i=1}^{N} \left( U \left(\mu_{N}^{i,1}\right) - U \left(\mu_{N}^{i,0}\right) \right) = \sum_{i=1}^{N} \int_{0}^{1} ds \int_{\mathbb{R}^{d}} \frac{\delta U \left(\mu_{N}^{i,s}, x\right)}{N} \frac{\delta x_{i} - \mu(dx)}{N}. \quad (35)$$
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Setting \( Q_N := \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\delta U}{\delta m}(\mu_{i,N}^{i,N,0}, X_i) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu_{i,N}^{i,N,0}, x) \mu(dx) \right), \)

we deduce that for \( N \geq N^* \), \( U(\mu_N) - U(\mu) - Q_N \) coincides with

\[
R_N = \frac{1}{N} \sum_{i=1}^{N} \int_0^1 ds \int_{\mathbb{R}^d} \left( \frac{\delta U}{\delta m}(\mu_{i,s}^{i,N}, x) - \frac{\delta U}{\delta m}(\mu_{i,s}^{i,0}, x) \right) (\delta X_i - \mu)(dx).
\]

Let us therefore consider the following decomposition:

\[
\sqrt{N} (U(\mu_N) - U(\mu)) = \sqrt{N} (U(\mu_N) - U(\mu) - Q_N) + \sqrt{N} Q_N.
\]

We will see that the first term will go to 0 in probability (third step) while the second one will converge in distribution to a normal random variable (fourth step).

**THIRD STEP** Let us first prove the convergence in probability of \( \sqrt{N} (U(\mu_N) - U(\mu) - Q_N) \) to 0. By definition we need to prove that \( \forall \epsilon > 0 \)

\[
\lim_{N \to \infty} \mathbb{P} \left( \sqrt{N}|U(\mu_N) - U(\mu) - Q_N| \geq \epsilon \right) = 0.
\]

One has

\[
\left\{ \sqrt{N}|U(\mu_N) - U(\mu) - Q_N| \geq \epsilon \right\} = \left( \left\{ \sqrt{N}|U(\mu_N) - U(\mu) - Q_N| \geq \epsilon \right\} \cap \{ N \geq N^* \} \right) \cup \left( \left\{ \sqrt{N}|U(\mu_N) - U(\mu) - Q_N| \geq \epsilon \right\} \cap \{ N < N^* \} \right)
\]

\[ \subseteq \left( \left\{ \sqrt{N}|U(\mu_N) - U(\mu) - Q_N| \geq \epsilon \right\} \cap \{ N \geq N^* \} \right) \cup \{ N < N^* \}. \]

Therefore

\[
\mathbb{P} \left( \sqrt{N}|U(\mu_N) - U(\mu) - Q_N| \geq \epsilon \right) \leq \mathbb{P} (N < N^*) + \mathbb{P} \left( \sqrt{N}1_{N \geq N^*} \cdot |U(\mu_N) - U(\mu) - Q_N| \geq \epsilon \right).
\]

Since \( \lim_{N \to \infty} \mathbb{P} (N < N^*) = 0 \), it is sufficient to prove the almost sure convergence of \( \sqrt{N}R_N \) to 0. One has

\[
|R_N| \leq \frac{1}{N} \sum_{i=1}^{N} \int_0^1 ds \int_{\mathbb{R}^d} \left| \frac{\delta U}{\delta m}(\mu_{i,s}^{i,N}, x) - \frac{\delta U}{\delta m}(\mu_{i,s}^{i,0}, x) \right| |\delta X_i - \mu|(dx)
\]

\[ \leq \frac{1}{N} \sum_{i=1}^{N} \int_0^1 ds \int_{\mathbb{R}^d} \left| \frac{\delta U}{\delta m}(\mu_{i,s}^{i,N}, x) - \frac{\delta U}{\delta m}(\mu_{i,s}^{i,0}, x) \right| (\delta X_i + \mu)(dx). \]

By Assumption RU6 \( \exists C < \infty, \exists \alpha \in (\frac{1}{2}, 1] \) such that for \( N \geq N^* \)

\[
\left| \frac{\delta U}{\delta m}(\mu_{i,s}^{i,N}, x) - \frac{\delta U}{\delta m}(\mu_{i,s}^{i,0}, x) \right| \leq C(1 + |x|^\frac{1}{2}) \left( \int_{\mathbb{R}^d} (1 + |y|^\frac{1}{2}) |\mu_{i,s}^{i,N} - \mu_{i,s}^{i,0}|(dy) \right)^\alpha
\]
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with
\[ |\mu_{N}^{1,s} - \mu_{N}^{1,0}|(dy) \leq \frac{s}{N}(\delta_{X_i} + \mu)(dy). \]

Substituting the above quantity and using the subadditivity of \( x \mapsto x^\alpha \) one obtains
\[
\left| \frac{\delta U}{\delta m}(\mu_{N}^{1,s}, x) - \frac{\delta U}{\delta m}(\mu_{N}^{1,0}, x) \right| \leq C \left( 1 + |x|^\frac{\alpha}{2} \right) \left( 2 + \int_{\mathbb{R}^d} |y|^\frac{\alpha}{2} (\delta_{X_i} + \mu)(dy) \right)^\alpha \left( \frac{s}{N} \right)^\alpha \leq \frac{C}{N^\alpha} \left( 1 + |x|^\frac{\alpha}{2} \right) \left( 1 + |X_i|^\frac{\alpha}{2} \right)
\]

where we used (17) to obtain the last inequality with \( C^* \) a finite constant. Therefore
\[
|R_N| \leq \frac{C^*}{N^\alpha + 1} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \left( 1 + |x|^\frac{\alpha}{2} \right) \left( 1 + |X_i|^\frac{\alpha}{2} \right) (\delta_{X_i} + \mu)(dx)
\]
\[= \frac{C^*}{N^\alpha + 1} \sum_{i=1}^{N} \left( 1 + |X_i|^\frac{\alpha}{2} \right) \left( 2 + |X_i|^\frac{\alpha}{2} + \int_{\mathbb{R}^d} |x|^\frac{\alpha}{2} \mu(dx) \right)
\]
\[= \frac{C^*}{N^\alpha + 1} \sum_{i=1}^{N} \left( 2 + \int_{\mathbb{R}^d} |x|^\frac{\alpha}{2} \mu(dx) + \left( 3 + \int_{\mathbb{R}^d} |x|^\frac{\alpha}{2} \mu(dx) \right) |X_i|^\frac{\alpha}{2} + |X_i|^\frac{\alpha}{2} \right)
\]
\[\leq \frac{C_1}{N^\alpha} + \frac{C_2}{N^\alpha} \int_{\mathbb{R}^d} |y|^\alpha \mu_N(dy)
\]

for some positive constants \( C_1 \) and \( C_2 \). Therefore one has
\[
\sqrt{N}|R_N| \leq \frac{C_1}{N^{\alpha - \frac{\alpha}{2}}} + \frac{C_2}{N^{\alpha - \frac{\alpha}{2}}} \int_{\mathbb{R}^d} |y|^\alpha \mu_N(dy)
\]

and since \( \alpha > \frac{1}{2} \) and \( \lim_{N \to \infty} \int_{\mathbb{R}^d} |y|^\alpha \mu_N(dy) = \int_{\mathbb{R}^d} |y|^\alpha \mu(dy) \), we can conclude that the left-hand side goes to 0 as \( N \) goes to infinity and so the third step is concluded.

**FOURTH STEP** As anticipated, we are now going to prove the convergence in distribution of \( \sqrt{N}Q_N \) to a Gaussian random variable.

Remember that
\[
\sqrt{N}Q_N = \frac{1}{\sqrt{N} \sqrt{N}} \sum_{i=1}^{N} \left( \frac{\delta U}{\delta m}(\mu_{N}^{1,s}, X_i) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu_{N}^{1,s}, x) \mu(dx) \right)
\]

and let us consider for a given \( m \in B(\mu, r) \) the following Poisson equation
\[
F(m, x) - PF(m, x) = \frac{\delta U}{\delta m}(m, x) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(m, y) \mu(dy), \quad x \in \mathbb{R}^d.
\]

By Proposition[1] we know that it admits a solution. Thanks to that, we are able to rewrite \( \sqrt{N}Q_N \) as
\[\sqrt{N}Q_N = \frac{1}{N} \sum_{i=1}^{N} \left( F\left( \mu_{N}^{i \wedge I_N,0}, X_i \right) - PF\left( \mu_{N}^{i \wedge I_N,0}, X_i \right) \right) \]

\[= \frac{1}{\sqrt{N}} \left( \sum_{i=1}^{N} F\left( \mu_{N}^{i \wedge I_N,0}, X_i \right) - \sum_{i=2}^{N} F\left( \mu_{N}^{(i-1) \wedge I_N,0}, X_i \right) \right) \]

\[+ \frac{1}{\sqrt{N}} \left( \sum_{i=2}^{N} F\left( \mu_{N}^{(i-1) \wedge I_N,0}, X_i \right) - \sum_{i=2}^{N+1} PF\left( \mu_{N}^{(i-1) \wedge I_N,0}, X_{i-1} \right) \right) \]

\[= K_{0,N} + K_{1,N} + K_{2,N} + K_{3,N} \]

with

\[K_{0,N} = \frac{F(\mu, X_1)}{\sqrt{N}},\]

\[K_{1,N} = \frac{1}{\sqrt{N}} \sum_{i=2}^{N} \left( F\left( \mu_{N}^{i \wedge I_N,0}, X_i \right) - F\left( \mu_{N}^{(i-1) \wedge I_N,0}, X_i \right) \right),\]

\[K_{2,N} = - PF\left( \mu_{N}^{N \wedge I_N,0}, X_N \right),\]

\[K_{3,N} = \frac{1}{\sqrt{N}} \sum_{i=2}^{N} \left( F\left( \mu_{N}^{(i-1) \wedge I_N,0}, X_i \right) - PF\left( \mu_{N}^{(i-1) \wedge I_N,0}, X_{i-1} \right) \right).\]

The idea now is to study the convergence of \(K_{1,N}\) for \(i = 0, \cdots, 3\). We will see that \(K_{0,N}, K_{1,N}\) and \(K_{2,N}\) go to 0 in probability as \(N\) goes to infinity while \(K_{3,N}\) is the term providing the convergence in distribution to a Gaussian random variable. By Slutsky’s theorem, we can therefore obtain the limit of \(\sqrt{N}Q_N\) (same as the limit of \(K_{3,N}\)) and conclude the proof.

**Convergence of \(K_{0,N} + K_{1,N} + K_{2,N}\) to 0 in probability**

The almost sure convergence (and so in probability) of \(K_{0,N}\) to 0 is immediate. For what concerns the convergence in probability of \(K_{1,N}\) to 0, following the same idea used in the third step, it is sufficient to prove the almost sure convergence of \(1_{N \geq N^*} |K_{1,N}|\) to 0. Therefore

\[1_{N \geq N^*} |K_{1,N}| = \left| \frac{1}{\sqrt{N}} \sum_{i=2}^{N} \left( F\left( \mu_{N}^{i \wedge I_N,0}, X_i \right) - F\left( \mu_{N}^{(i-1) \wedge I_N,0}, X_i \right) \right) \right| \]

\[\leq \frac{1}{\sqrt{N}} \sum_{i=2}^{N} \left| F\left( \mu_{N}^{i,0}, X_i \right) - F\left( \mu_{N}^{i-1,0}, X_i \right) \right| \]

\[\leq \frac{1}{\sqrt{N}} \sum_{i=2}^{N} \left\| F\left( \mu_{N}^{i,0}, \cdot \right) - F\left( \mu_{N}^{i-1,0}, \cdot \right) \right\|_{\nabla,1} \left( 1 + \sqrt{V(X_i)} \right). \]

By (36), observing that \(\mu_{N}^{i,0} - \mu_{N}^{i-1,0} = \frac{1}{N} (\delta_{X_i} - \mu)\), one obtains
where we used (17) and the subadditivity of $x \mapsto x^\alpha$ to obtain the last inequality with $\tilde{C}_+^\alpha$ a finite constant. Therefore plugging this inequality in (38), we obtain the following estimation for $1_{N \geq N^*} |K_{1,N}|$

$$1_{N \geq N^*} |K_{1,N}| \leq \frac{1_{N \geq N^*} \tilde{C}_+^\alpha}{N^{\alpha+\frac{1}{2}}} \sum_{i=2}^N (|X_{i-1}|^{\frac{\alpha}{2}} + 1) \left(1 + \sqrt{V(X_i)}\right)$$

$$= 1_{N \geq N^*} \tilde{C}_+^\alpha \left(\frac{1}{N^{\alpha+\frac{1}{2}}} \sum_{i=2}^N |X_{i-1}|^{\frac{\alpha}{2}} + \frac{1}{N^{\alpha+\frac{1}{2}}} \sum_{i=2}^N |X_{i-1}|^{\frac{\alpha}{2}} \sqrt{V(X_i)}\right)$$

$$+ 1_{N \geq N^*} \tilde{C}_+^\alpha \left(\frac{1}{N^{\alpha+\frac{1}{2}}} \sum_{i=2}^N \sqrt{V(X_i)} + \frac{N-1}{N^{\alpha+\frac{1}{2}}} \right)$$

$$\leq 1_{N \geq N^*} \tilde{C}_+^\alpha \left(\frac{1}{N^{\alpha+\frac{1}{2}}} \sum_{i=2}^N |X_{i-1}|^{\frac{\alpha}{2}} + \frac{1}{N^{\alpha+\frac{1}{2}}} \sum_{i=2}^N V(X_i) + \frac{2N-1}{N^{\alpha+\frac{1}{2}}} \right).$$

Since $\alpha > \frac{1}{2}$, $\frac{1}{N^{\alpha+\frac{1}{2}}} \sum_{i=2}^N |X_{i-1}|^{\frac{\alpha}{2}}$ converges a.s. to $\int_{\mathbb{R}^d} |x|^{\frac{\alpha}{2}} \mu(dx)$ and $\frac{1}{N} \sum_{i=2}^N V(X_i)$ converges a.s. to $\mu(V)$, we can conclude that $K_{1,N}$ goes to 0 in probability.

Finally let us prove the convergence of $K_{2,N}$ to 0 in probability. Still in this case it is sufficient to prove that $1_{N \geq N^*} |K_{2,N}|$ converges in probability to 0. By (28) we have

$$1_{N \geq N^*} |K_{2,N}| = \frac{1_{N \geq N^*}}{\sqrt{N}} \left|\int_{\mathbb{R}^d} P\left(\mu_N^{N,0}, X_N\right) - \mu_N^{N,0}\right|_{\sqrt{V,1}} \leq \frac{1_{N \geq N^*}}{\sqrt{N}} \left\|F\left(\mu_N^{N,0}, \cdot\right)\right\|_{\sqrt{V,1}} \int_{\mathbb{R}^d} (1 + \sqrt{V(x)}) P(X_N, dx)$$

$$= \frac{1_{N \geq N^*}}{\sqrt{N}} \left\|F\left(\mu_N^{N,0}, \cdot\right)\right\|_{\sqrt{V,1}} \left(1 + P\sqrt{V(X_N)}\right) \leq \frac{1_{N \geq N^*} \tilde{C}_+^\alpha}{\sqrt{N}} \left(1 + \gamma \sqrt{V(X_N)} + \sqrt{V}\right)$$

where we applied (10) to obtain the last inequality. We can therefore conclude that the right-hand side goes to 0 as $N$ goes to infinity by observing that by Theorem 3 $\hat{V}_N := \frac{1}{N} \sum_{i=1}^N V(X_i)$ converges almost surely to $\mu(V)$ and consequently

$$\sqrt{\frac{V(X_N)}{N}} = \frac{\sqrt{\hat{V}_N} - \frac{N-1}{N} \sqrt{\hat{V}_{N-1}}}{\sqrt{N-1}} \to 0 \text{ a.s.}$$

**Convergence in distribution of $K_{3,N}$**

To study the convergence in distribution of $K_{3,N}$, we apply the Central Limit Theorem for martingales (see Corollary 3.1 [4]). First we need to prove a square integrable martingale property and then that the Bracket condition and the Lindeberg condition hold.

Let us recall the expression of $K_{3,N}$

$$K_{3,N} = \frac{1}{\sqrt{N}} \sum_{i=2}^N \left( F\left(\mu_N^{(i-1)\wedge I_N,0}, X_i\right) - PF\left(\mu_N^{(i-1)\wedge I_N,0}, X_{i-1}\right) \right).$$
For $i = 2, \cdots, N$ let
\[
Y_{N,i} = \frac{1}{\sqrt{N}} \left( F \left( \mu_N^{(i-1)\wedge I_N,0}, X_i \right) - PF \left( \mu_N^{(i-1)\wedge I_N,0}, X_{i-1} \right) \right).
\]

We will start by checking that $E(Y_{N,i}|F_{i-1}) = 0$. Since $\mu_N^{i\wedge I_N,0} = \sum_{j=1}^{i-1} 1_{(I_N=j)}\mu_N^{j,0} + 1_{(I_N=i-1)}\mu_N^{i,0}$ is $F_{i-1}$-measurable, one has
\[
E(Y_{N,i}|F_{i-1}) = \frac{1}{\sqrt{N}} E \left( F \left( \mu_N^{(i-1)\wedge I_N,0}, X_i \right) - PF \left( \mu_N^{(i-1)\wedge I_N,0}, X_{i-1} \right) \right) = \frac{1}{\sqrt{N}} \left( E \left( F \left( \mu_N^{(i-1)\wedge I_N,0}, X_i \right) \right) - E \left( F \left( \mu_N^{(i-1)\wedge I_N,0}, X_{i-1} \right) \right) \right) = 0.
\]

For what concerns the square integrability, it is sufficient to check that
\[
E \left( F^2 \left( \mu_N^{(i-1)\wedge I_N,0}, X_i \right) \right) < \infty.
\]

By (28)
\[
E \left( F^2 \left( \mu_N^{(i-1)\wedge I_N,0}, X_i \right) \right) \leq E \left( \left\| F \left( \mu_N^{(i-1)\wedge I_N,0}, \cdot \right) \right\|_{\mathcal{V},1}^2 \left( 1 + \sqrt{V(X_i)} \right)^2 \right) \leq 2C^2 \left( 1 + E(V(X_i)) \right)
\]
where $E(V(X_i)) \leq \gamma_i^{-1} \mu_1(V) + K \sum_{i=0}^{i-2} \gamma^i$ and so by Lemma 2 the right-hand side is finite.

Let us now study the convergence of $\sum_{i=2}^{N} E(Y_{N,i}^2|F_{i-1})$.

\[
\sum_{i=2}^{N} E(Y_{N,i}^2|F_{i-1}) = \frac{1}{N} \sum_{i=2}^{N} E \left( F^2 \left( \mu_N^{(i-1)\wedge I_N,0}, X_i \right) \right) + \left( PF \right)^2 \left( \mu_N^{(i-1)\wedge I_N,0}, X_{i-1} \right) - 2 F \left( \mu_N^{(i-1)\wedge I_N,0}, X_{i-1} \right) PF \left( \mu_N^{(i-1)\wedge I_N,0}, X_{i-1} \right) = \frac{1}{N} \sum_{i=2}^{N} \left( PF \right)^2 \left( \mu_N^{(i-1)\wedge I_N,0}, X_{i-1} \right)
\]

Before studying the behavior of the above quantity, let us observe that the convergence of
\[
\sup_{x \in \mathbb{R}^d} \frac{\frac{\delta U}{\delta m}(\tilde{\mu}, x) - \frac{\delta U}{\delta m}(\mu, x)}{1 + |x|^\frac{d}{2}} \text{ to } 0 \quad \text{when } W_t(\tilde{\mu}, \mu) \text{ goes to } 0 \quad \text{together with the a.s. convergence of } \max_{1 \leq i \leq N} W_t(\tilde{\mu}_N^{1,0}, \mu) \text{ to } 0 \text{ imply the existence of a sequence of random variables } (\epsilon_N)_{N \geq 0} \text{ converging a.s. to } 0 \text{ as } N \to \infty \text{ such that}
\]
\[
\forall 1 \leq i \leq N \quad \left| \frac{\delta U}{\delta m}(\mu_N^{i\wedge I_N,0}, x) - \frac{\delta U}{\delta m}(\mu, x) \right| \leq \left( 1 + |x|^\frac{d}{2} \right) \epsilon_N. \quad (39)
\]

With (29) and L3, we deduce that
\[
\left\| F \left( \mu_N^{i\wedge I_N,0}, \cdot \right) - F(\mu, \cdot) \right\|_{\mathcal{V},1} \leq C_2 \epsilon_N \sup_{x \in \mathbb{R}^d} \frac{1 + |x|^\frac{d}{2}}{1 + \sqrt{V(x)}} \leq C_2 \left( 1 + \sqrt{C_2} \right) \epsilon_N. \quad (40)
\]
First Component. We can rewrite the first component in the following way

$$\frac{1}{N} \sum_{i=2}^{N} PF^2 \left( \mu_N^{(i-1)\land I_N,0}, X_{i-1} \right) = \frac{1}{N} \sum_{i=2}^{N} \left( PF^2 \left( \mu_N^{(i-1)\land I_N,0}, X_{i-1} \right) - PF^2 \left( \mu, X_{i-1} \right) \right) + \frac{1}{N} \sum_{i=2}^{N} PF^2 \left( \mu, X_{i-1} \right).$$

Since by 11

$$\|PF^2 (\mu, \cdot)\|_{V,1} \leq \|F^2(\mu, \cdot)\|_{V,1} \sup_{x \in \mathbb{R}^d} \frac{1 + PV(x)}{1 + V(x)} < \infty,$$

by Theorem 3 we obtain that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=2}^{N} PF^2 \left( \mu, X_{i-1} \right) = \mu(PF^2(\mu, \cdot)) = \mu(F^2(\mu, \cdot)) \text{ a.s.}$$

where for the last equality we used the invariance of $\mu$ with respect to $P$. On the other hand

$$\left| \frac{1}{N} \sum_{i=2}^{N} \left( PF^2 \left( \mu_N^{(i-1)\land I_N,0}, X_{i-1} \right) - PF^2 \left( \mu, X_{i-1} \right) \right) \right|$$

$$\leq \frac{1}{N} \sum_{i=2}^{N} \int_{\mathbb{R}^d} \left| F^2 \left( \mu_N^{(i-1)\land I_N,0}, x \right) - F^2 \left( \mu, x \right) \right| P \left( X_{i-1}, dx \right)$$

$$\leq \frac{1}{N} \sum_{i=2}^{N} \int_{\mathbb{R}^d} \left| F \left( \mu_N^{(i-1)\land I_N,0}, x \right) - F \left( \mu, x \right) \right|^2 P \left( X_{i-1}, dx \right)$$

$$+ \frac{2}{N} \sum_{i=2}^{N} \int_{\mathbb{R}^d} |F(\mu, x)||F \left( \mu_N^{(i-1)\land I_N,0}, x \right) - F \left( \mu, x \right)| P \left( X_{i-1}, dx \right)$$

$$\leq \frac{1}{N} \sum_{i=2}^{N} \left\| F \left( \mu_N^{(i-1)\land I_N,0}, \cdot \right) - F \left( \mu, \cdot \right) \right\|_{\mathbb{V},1}^2 \left( 1 + PV(X_{i-1}) + 2P\sqrt{V}(X_{i-1}) \right)$$

$$+ \frac{2}{N} \sum_{i=2}^{N} \left\| F(\mu, \cdot) \right\|_{\mathbb{V},1} \left\| F \left( \mu_N^{(i-1)\land I_N,0}, \cdot \right) - F \left( \mu, \cdot \right) \right\|_{\mathbb{V},1} \left( 1 + PV(X_{i-1}) + 2P\sqrt{V}(X_{i-1}) \right)$$

$$\leq \epsilon_N \left( C_2^2 \left( 1 + \sqrt{C} \right)^2 + 2C_2^2 \left( 1 + \sqrt{C} \right) \right) \frac{1}{N} \sum_{i=2}^{N} \left( 1 + \gamma V(X_{i-1}) + K + 2\sqrt{\gamma V(X_{i-1})} + 2\sqrt{K} \right)$$

where we used 10, 28, the Lyapunov condition and 16. Therefore the right-hand side goes to 0 since $\frac{1}{N} \sum_{i=2}^{N} V(X_{i-1})$ converges to $\mu(V)$, $\frac{1}{N} \sum_{i=2}^{N} \sqrt{V(X_{i-1})}$ converges to $\mu(\sqrt{V})$ and $\epsilon_N$ goes to 0 a.s.

Second Component. As before, we can rewrite the second component in the following way

$$\frac{1}{N} \sum_{i=2}^{N} (PF)^2 \left( \mu_N^{(i-1)\land I_N,0}, X_{i-1} \right)$$

$$= \frac{1}{N} \sum_{i=2}^{N} \left( (PF)^2 \left( \mu_N^{(i-1)\land I_N,0}, X_{i-1} \right) - (PF)^2 \left( \mu, X_{i-1} \right) \right) + \frac{1}{N} \sum_{i=2}^{N} (PF)^2 \left( \mu, X_{i-1} \right).$$
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By (11) and Jensen’s inequality \( \| (PF)^2 (\mu, \cdot) \|_{V, 1} \leq \infty \), therefore by Theorem \( \ref*{thm:lin} \)
\[
\frac{1}{N} \sum_{i=2}^{N} (PF)^2 (\mu, X_{i-1}) = \mu((PF)^2 (\mu, \cdot)) \quad \text{a.s.}
\]

On the other hand
\[
\left| \frac{1}{N} \sum_{i=2}^{N} \left( (PF)^2 \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, X_{i-1} \right) - (PF)^2 (\mu, X_{i-1}) \right) \right| \\
\leq \frac{1}{N} \sum_{i=2}^{N} \left( (PF) \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, X_{i-1} \right) - PF (\mu, X_{i-1}) \right)^2 \\
+ \frac{2}{N} \sum_{i=2}^{N} |PF (\mu, X_{i-1})| |PF \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, X_{i-1} \right) - PF (\mu, X_{i-1})| \\
\leq \frac{1}{N} \sum_{i=2}^{N} \left( \left\| F (\mu_{N}^{(i-1) \wedge I_{N}, 0}, \cdot) - F (\mu, \cdot) \right\|_{\sqrt{V}, 1} \left( 1 + P \sqrt{V}(X_{i-1}) \right) \right)^2 \\
+ \frac{2}{N} \sum_{i=2}^{N} \left\| F (\mu, \cdot) \right\|_{\sqrt{V}, 1} \left( F (\mu_{N}^{(i-1) \wedge I_{N}, 0}, \cdot) - F (\mu, \cdot) \right) \left( 1 + P \sqrt{V}(X_{i-1}) \right)^2 \\
\leq \epsilon_{N} \left( \tilde{C}_{2} \left( 1 + \sqrt{C_{1}} \right)^{2} \epsilon_{N} + 2C_{2}^{2} \left( 1 + \sqrt{C_{1}} \right) \right) \frac{1}{N} \sum_{i=2}^{N} \left( 1 + \sqrt{\gamma \sqrt{V(X_{i-1})} + \sqrt{K}} \right)^2.
\]

The right-hand side goes to 0 as \( N \) goes to infinity since \( \epsilon_{N} \) goes to 0 a.s. and, by Theorem \( \ref*{thm:lin} \)
\[
\frac{1}{N} \sum_{i=2}^{N} V(X_{i-1}) \text{ converges to } \mu(V) \quad \text{and} \quad \frac{1}{N} \sum_{i=2}^{N} \sqrt{V(X_{i-1})} \text{ converges to } \mu(\sqrt{V}).
\]

In conclusion we have proved that almost surely
\[
\frac{1}{N} \sum_{i=2}^{N} \left( (PF)^2 \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, X_{i-1} \right) - (PF)^2 (\mu, X_{i-1}) \right) \xrightarrow{N \to \infty} \mu (F^2 (\mu, \cdot)) - \mu \left( (PF)^2 (\mu, \cdot) \right).
\]

To finally conclude that \( K_{3, N} = \sum_{i=2}^{N} Y_{N,i} \overset{d}{\Rightarrow} N \left( 0, \mu (F^2 (\mu, \cdot)) - \mu \left( (PF)^2 (\mu, \cdot) \right) \right) \), it remains just to verify that the Lindeberg condition holds.

We need to check that for \( \epsilon > 0 \), \( \sum_{i=2}^{N} \mathbb{E} \left( Y_{N,i}^{2} 1_{\{Y_{N,i}^{2} > \epsilon \}} \right) \) goes to 0 in probability as \( N \) goes to infinity. By Jensen’s inequality, the Lyapunov condition, (10) and (28) we obtain
\[
NY_{N,i}^2 = \left( F (\mu_{N}^{(i-1) \wedge I_{N}, 0}, X_{i}) - PF \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, X_{i-1} \right) \right)^2 \\
\leq 2F^2 \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, X_{i} \right) + 2PF^2 \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, X_{i-1} \right) \\
\leq 2 \left( F \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, \cdot \right) \right)^2 \left( 1 + \sqrt{V(X_{i})} \right)^2 + 2 \left( F \left( \mu_{N}^{(i-1) \wedge I_{N}, 0}, \cdot \right) \right)^2 \left( 1 + PV(X_{i-1}) + 2P \sqrt{V(X_{i-1})} \right) \\
\leq 2 \tilde{C}_{2} \left( 2 + V(X_{i}) + 2 \sqrt{V(X_{i})} + \gamma V(X_{i-1}) + K + 2 \sqrt{\gamma \sqrt{V(X_{i-1})} + K} \right) \\
\leq 2L \tilde{C}_{2} \left( 1 + V(X_{i}) + V(X_{i-1}) \right)
\]
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where $L$ is a finite constant. As, for $a, b, c, g \in \mathbb{R}_+$

$$(a + b + c) 1_{a+b+c \geq g} = (a + b + c) \left(1_{a+b,a>c,a+b+c \geq g} + 1_{b \geq a,b,c,a+b+c \geq g} + 1_{c \geq a,b,c,a+b+c \geq g}\right)$$

$$\leq 3a1_{a+b,a>c,a+b+c \geq g} + 3b1_{b \geq a,b,c,a+b+c \geq g} + 3c1_{c \geq a,b,c,a+b+c \geq g}$$

it is enough to check that for each $\epsilon > 0$

$$\frac{N-1}{N} \sum_{i=2}^{N} \mathbb{P} \left( V(X_i) \leq 1 \right) \mathbb{P} \left( \frac{V(X_i)}{N} \leq 1 \right) \bigg| \mathcal{F}_{i-1} \bigg) + \sum_{i=2}^{N} \mathbb{P} \left( V(X_i-1) \leq 1 \right) \mathbb{P} \left( \frac{V(X_i-1)}{N} \leq 1 \right)$$

it goes to 0 in probability as $N$ goes to infinity.

It is immediate to prove that the **first component** goes to 0. For the **second component** let us observe that

$$E \left( \sum_{i=2}^{N} \mathbb{P} \left( V(X_i) \leq 1 \right) \mathbb{P} \left( \frac{V(X_i)}{N} \leq 1 \right) \bigg| \mathcal{F}_{i-1} \right) = \sum_{i=2}^{N} \mathbb{P} \left( V(X_i) \leq 1 \right) \mathbb{P} \left( \frac{V(X_i)}{N} \leq 1 \right)$$

$$= \sum_{i=2}^{N} \int_{\mathbb{R}^d} \frac{V(x)}{N} 1_{\{v(x) \leq \epsilon\}} \nu_1 P^{i-1} (dx)$$

$$= \sum_{i=2}^{N} \int_{\mathbb{R}^d} \frac{V(x)}{N} 1_{\{v(x) \leq \epsilon\}} (\nu_1 P^{i-1} (dx) - \mu (dx))$$

$$+ \frac{N-1}{N} \int_{\mathbb{R}^d} V(x) 1_{\{v(x) \leq \epsilon\}} \mu (dx)$$

$$\leq \sum_{i=2}^{N} \int_{\mathbb{R}^d} \frac{V(x)}{N} 1_{\{v(x) \leq \epsilon\}} \lambda \nu_1 P^{i-1} (dx) + \frac{N-1}{N} \int_{\mathbb{R}^d} V(x) 1_{\{v(x) \leq \epsilon\}} \mu (dx).$$

Choosing $\beta \in \left(0, \frac{\epsilon}{\sqrt{N}}\right)$, we can apply (12) and deduce that

$$\sum_{i=2}^{N} \int_{\mathbb{R}^d} \frac{V(x)}{N} 1_{\{v(x) \leq \epsilon\}} \lambda \nu_1 P^{i-1} (dx)$$

$$\leq \int_{\mathbb{R}^d} \frac{V(x)}{N} 1_{\{v(x) \leq \epsilon\}} \lambda \nu_1 P^{i-1} (dx) + \frac{N-1}{N} \int_{\mathbb{R}^d} V(x) 1_{\{v(x) \leq \epsilon\}} \mu (dx)$$

By Lemma 2 it is enough to suppose that $\nu_1 (V) < \infty$ so that $d_{V,\beta} (\nu_1, \mu) < \infty$ and the first term goes to 0. The second term goes to 0 by Lebesgue’s theorem since $\mu (V) < \infty$. Finally let us study the **third component**. By Theorem 3 we know that $\overline{V}_N := \frac{1}{N} \sum_{i=1}^{N} V (X_i)$ converges almost surely to $\mu (V)$. Therefore

$$\frac{V (X_N)}{N} = \overline{V}_N - \frac{N-1}{N} \overline{V}_{N-1} \rightarrow 0 \quad a.s.$$
\[ V(X_N) 1_{\left\{ \frac{v(X_N)}{N} > \epsilon \right\}} \xrightarrow{N \to \infty} 0 \quad \text{a.s.} \]

and taking the Cesaro mean we deduce that
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} V(X_i) 1_{\left\{ \frac{v(X_i)}{N} > \epsilon \right\}} \leq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} V(X_i) 1_{\left\{ \frac{v(X_i)}{i} > \epsilon \right\}} = 0. \]

\[ \square \]

2.2 Independent Non-Equidistributed Random Variables

Before providing the proof of Theorem 2, let us observe that Hypothesis TX implies the Lindeberg condition.

**Lemma 4.** Hypothesis TX implies that
\[ \forall \epsilon > 0, \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E \left( |X_i|^\beta 1_{\{|X_i|^\beta > \epsilon N\}} \right) = 0. \]  

(43)

_Proof._ An application of Kronecker’s lemma shows that TX implies
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E \left( (|X_i| - i^\beta) 1_{\{|X_i|^\beta > i^\beta\}} \right) = 0. \]  

(44)

Let \( \epsilon > 0 \), then exists \( \bar{N}_{\epsilon, \beta} \) such that for \( N \geq \bar{N}_{\epsilon, \beta} \), \( N^\beta \leq \frac{\epsilon N}{2} \). Therefore if \( N \geq \bar{N}_{\epsilon, \beta} \), the following chain of inequalities holds for each \( i = 1, \ldots, N \)
\[ (|X_i| - i^\beta) 1_{\{|X_i|^\beta > i^\beta\}} \geq \left( |X_i|^\beta - \frac{\epsilon N}{2} \right) 1_{\{|X_i|^\beta > \epsilon N\}} \]
\[ \geq \frac{|X_i|^\beta}{2} 1_{\{|X_i|^\beta > \epsilon N\}}. \]

Taking the expectation and using (44) we can obtain (43).

\[ \square \]

_Proof of Theorem 2._ To study the limit distribution of \( \sqrt{N} (U(\mu_N) - U(\mu)) \), let us consider the following decomposition
\[ \sqrt{N} (U(\mu_N) - U(\mu)) = \sqrt{N} (U(\mu_N) - U(\bar{\nu}_N)) + \sqrt{N} (U(\bar{\nu}_N) - U(\mu)). \]  

(45)

We will prove that \( \sqrt{N} (U(\mu_N) - U(\bar{\nu}_N)) \xrightarrow{d} \mathcal{N} (0, \int_{\mathbb{R}^d} \frac{dt}{4\sigma} (\mu, x)^2 \mu(dx)) \) \[ \rightarrow \mathcal{N} (0, \int_{\mathbb{R}^d} \frac{dt}{4\sigma} (\mu, x)\mu(dx)) \]

and \( \sqrt{N} (U(\bar{\nu}_N) - U(\mu)) \xrightarrow{N \to \infty} \int_{\mathbb{R}^d} \frac{dt}{4\sigma} (\mu, x)\sigma(dx). \)

Let us start by studying the second term in the above decomposition.
Let us now prove that the above quantity tends to 0. Thanks to Assumption 2 and Assumption (iii), we have:

\[ W \parallel RU_2 \rightarrow 0 \] for what concerns the first component of the right-hand side, we have by Hypothesis (i):

\[ \left| \sqrt{N} \int_0^1 ds \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu + s(\bar{\nu}_N - \mu), x)(\bar{\nu}_N - \mu)(dx) - \sqrt{N} \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu, x)(\bar{\nu}_N - \mu)(dx) \right| \]

For \( N \) bigger than a fixed \( N_r \), by Lemma [1] we can rewrite

\[ \sqrt{N} (U(\bar{\nu}_N) - U(\mu)) = \sqrt{N} \int_0^1 ds \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu + s(\bar{\nu}_N - \mu), x)(\bar{\nu}_N - \mu)(dx). \]

Let us now prove that the above quantity tends to \( \int_{\mathbb{R}^d} (1 + |x|^\ell N) \right| \] for \( \tau \in M_1(\mathbb{R}^d) \), the second component of the right-hand side goes to 0 thanks to Assumption 2 and Assumption RU 2.

For what concerns the first component of the right-hand side, we have by Hypothesis RU 5:

\[ \left| \sqrt{N} \int_0^1 ds \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu + s(\bar{\nu}_N - \mu), x)(\bar{\nu}_N - \mu)(dx) - \sqrt{N} \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu, x)(\bar{\nu}_N - \mu)(dx) \right| \]

Recalling that \( ||\tau||_\ell = \sup_{f:|f(x)| \leq 1 + |x|^\ell} \int_{\mathbb{R}^d} f(x) \tau(dx) \) for \( \tau \in M_1(\mathbb{R}^d) \), the second component of the right-hand side goes to 0 thanks to Hypothesis 2.

For what concerns the first component of the right-hand side, we have by Hypothesis RU 2:

\[ \left| \sqrt{N} \int_0^1 ds \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu + s(\bar{\nu}_N - \mu), x)(\bar{\nu}_N - \mu)(dx) - \sqrt{N} \int_{\mathbb{R}^d} \frac{\delta U}{\delta m}(\mu, x)(\bar{\nu}_N - \mu)(dx) \right| \]

Since \( ||\sqrt{N}(\bar{\nu}_N - \mu) - \sigma||_\ell \rightarrow 0 \) implies \( ||\sqrt{N}(\bar{\nu}_N - \mu) - |\sigma||_\ell \rightarrow 0 \), we can deduce that:

(i) \( \int_{\mathbb{R}^d} (1 + |x|^\ell) \sqrt{N}(\bar{\nu}_N - \mu)(dx) \rightarrow \int_{\mathbb{R}^d} (1 + |x|^\ell) \sigma(dx) < \infty \)

(ii) \( \int_{\mathbb{R}^d} (1 + |x|^{\ell(1-\alpha)}) \sqrt{N}(\bar{\nu}_N - \mu)(dx) \rightarrow \int_{\mathbb{R}^d} (1 + |x|^{\ell(1-\alpha)}) \sigma(dx) < \infty \)

(iii) \( \bar{\nu}_N - \mu(\mathbb{R}^d) = \frac{\sqrt{N}(\bar{\nu}_N - \mu)(\mathbb{R}^d)}{\sqrt{N}} \rightarrow 0 \)
Therefore it is sufficient to prove that \( \max_{\mathcal{Y}} 0 W \), where

Let us preliminary recall that by Remark \( \mathbb{I} \) Theorem \( \mathbb{I} \) implies \( W_\ell (\mu_N,\mu) \to 0 \) a.s.

Let us now define for \( i = 1,\ldots, N \) and \( s \in [0,1] \)

\[
\mu_{i,s}^N = \frac{1}{N} \sum_{j=1}^{i-1} \delta_{X_j} + \frac{s}{N} \delta_{X_i} + \frac{(1-s)}{N} \nu_i + \frac{1}{N} \sum_{j=i+1}^{N} \nu_j.
\]

We have \( \mu_{N,1}^N = \mu_N \) and \( \mu_{N,0}^N = \bar{\nu}_N \). Moreover since for \( i = 1,\ldots, N-1 \)

\[
\mu_{i,1}^N = \mu_{i+1,0}^N,
\]

one has

\[
\sqrt{N} (U(\mu_N) - U(\bar{\nu}_N)) = \sqrt{N} \sum_{i=1}^{N} \left( U(\mu_{i,1}^N) - U(\mu_{i,0}^N) \right).
\]

Let us now show that

\[
\max_{1 \leq i \leq N} \sup_{s \in [0,1]} W_\ell (\mu_{i,s}^N,\mu) \to 0 \quad a.s. \quad N \to \infty
\]

Since for \( i = 1,\ldots, N \) and \( s \in [0,1] \)

\[
\mu_{i,s}^N = s \mu_{i,1}^N + (1-s) \mu_{i-1,1}^N
\]

under the convention \( \mu_{0,1}^N = \mu_{0,0}^N \), we can proceed as in the first step of the proof of Theorem \( \mathbb{I} \) to prove that

\[
\max_{1 \leq i \leq N} \sup_{s \in [0,1]} W_\ell (\mu_{i,s}^N,\mu) = \max_{0 \leq i \leq N} W_\ell (\mu_{i,1}^N,\mu). \tag{46}
\]

By the triangle inequality,

\[
W_\ell (\mu_{i,1}^N,\mu) \leq W_\ell (\mu_{i,1}^N,\bar{\nu}_N) + W_\ell (\bar{\nu}_N,\mu) \tag{47}
\]

where \( W_\ell (\bar{\nu}_N,\mu) \) goes to 0 as \( N \) goes to infinity.

Therefore it is sufficient to prove that \( \max_{0 \leq i \leq N} W_\ell (\mu_{i,1}^N,\bar{\nu}_N) \to 0 \) a.s. which we are now going to do.

For \( i = 1,\ldots, N \)

\[
\mu_{i,1}^N = \frac{i}{N} \mu_i + \frac{1}{N} \sum_{j=i+1}^{N} \nu_j.
\]

Hence let \( \gamma \in \Pi(\mu_i,\bar{\nu}_i) \) and define \( \tilde{\gamma}(dx,dy) = \frac{1}{N} \gamma(dx,dy) + \frac{1}{N} \sum_{j=i+1}^{N} \nu_j (dx) \delta_x(dy) \) : one has \( \tilde{\gamma}(dx,\mathbb{R}^d) = \mu_{N,1}(dx) \) and \( \tilde{\gamma}(\mathbb{R}^d,dy) = \bar{\nu}_N(dy) \). If \( \ell > 0 \) we have
where

As explained in the first step of the Theorem 6, we can adapt the reasoning to the case almost surely.

Taking the infimum over \( \gamma \), one has

\[
W_t \left( \mu_{i,1}^\ell, \bar{\nu}_N \right) \leq \left( \frac{i}{N} \right)^{\frac{\ell}{1}} W_t (\mu_i, \bar{\nu}_i) .
\]

Finally let \( \alpha \in (0, 1) \) so that

\[
\max_{0 \leq i \leq N} W_t \left( \mu_{i,1}^\ell, \bar{\nu}_N \right) = \max_{1 \leq i \leq N} W_t \left( \mu_{i,1}^\ell, \bar{\nu}_N \right) \leq \max_{1 \leq i \leq N} \left( \frac{i}{N} \right)^{\frac{\ell}{1}} W_t (\mu_i, \bar{\nu}_i)
\]

\[
\leq \max_{1 \leq i \leq \alpha N} \left( \frac{i}{N} \right)^{\frac{\ell}{1}} W_t (\mu_i, \mu) + \max_{1 \leq i \leq N} \left( \frac{i}{N} \right)^{\frac{\ell}{1}} W_t (\mu_i, \mu)
\]

\[
+ \max_{1 \leq i \leq \alpha N, j < i \leq N} \left( \frac{i}{N} \right)^{\frac{\ell}{1}} W_t (\mu_i, \bar{\nu}_i) + \max_{1 \leq i \leq \alpha N, j < i \leq N} \left( \frac{i}{N} \right)^{\frac{\ell}{1}} W_t (\mu_i, \bar{\nu}_i)
\]

\[
\leq \alpha^{\frac{\ell}{1}} \sup_i W_t (\mu_i, \mu) + \alpha^{\frac{\ell}{1}} \sup_i W_t (\mu_i, \bar{\nu}_i) + \max_{1 \leq i \leq \alpha N, j < i \leq N} W_t (\mu_i, \mu) + \max_{1 \leq i \leq \alpha N, j < i \leq N} W_t (\mu_i, \bar{\nu}_i) .
\]

For fixed \( \alpha \), the sum of the two last terms goes to 0 as \( N \) goes to infinity while the sum of the first two terms is arbitrarily small for \( \alpha \) small. Then it is possible to conclude that the left-hand side goes to 0 almost surely.

As explained in the first step of the Theorem 6, we can adapt the reasoning to the case \( \ell = 0 \).

**SECOND STEP** We can now reconsider the following stopping time

\[
I_N = \min \left\{ 1 \leq i \leq N : \exists s \in [0, 1] : W_t (\mu_{i,s}^\ell, \mu) \geq r \right\}
\]

for the filtration \( (\mathcal{F}_t) = \sigma (X_1, \cdots, X_t) \), \( t \geq 1 \). Proceeding exactly as in the second step of the proof of the Theorem 6 and keeping the same notations, we can obtain the following decomposition

\[
\sqrt{N} (U(\mu_N) - U(\bar{\nu}_N)) = \sqrt{N} (U(\mu_N) - U(\bar{\nu}_N) - Q_N) + \sqrt{N} Q_N
\]

where

\[
Q_N := \sum_{i=1}^N \left( \frac{\delta U}{\delta m} (\mu_{i,N}^{i,N,0}, X_i) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu_{i,N}^{i,N,0}, x) \nu_i(dx) \right)
\]

and for \( N \geq N^* \), \( U(\mu_N) - U(\bar{\nu}_N) - Q_N \) coincides with

\[
R_N = \frac{1}{N^*} \sum_{i=1}^N \int_0^1 ds \int_{\mathbb{R}^d} \left( \frac{\delta U}{\delta m} (\mu_{i,s}^\ell, x) - \frac{\delta U}{\delta m} (\mu_{i,s}^{0}, x) \right) (\delta x_i - \nu_i)(dx).
\]
**THIRD STEP**  Let us first prove the convergence in \( L^1 \) of \( \sqrt{N} R_N \) to 0. By applying the same argument as in the proof of Theorem \( \text{[6]} \) this is sufficient to deduce that \( \sqrt{N} (U(\mu_N) - U(\nu_N) - Q_N) \) goes to 0 in probability.

By Assumption \( \text{RU}[5] \) \( \exists \delta \in (\frac{1}{2}, 1] \) such that for \( N \geq N^* \)

\[
\frac{\delta U}{\delta m}(\mu_{N}, x) - \frac{\delta U}{\delta m}(\mu_{N}^0, x) \leq C \left( (1 + |x|^\ell) \left| \mu_{N}^{i,s} - \mu_{N}^{i,0} \right|_0 + (1 + |x|^\ell(1-\alpha)) \left( \int_{\mathbb{R}^d} |y|^\ell \left| \mu_{N}^{i,s} - \mu_{N}^{i,0}(dy) \right| \right)^\alpha \right)
\]

with

\[
\left| \mu_{N}^{i,s} - \mu_{N}^{i,0}(dy) \right| \leq \frac{s}{N} (\delta x_i + \nu_i)(dy)
\]

and

\[
\left| \mu_{N}^{i,s} - \mu_{N}^{i,0}(\mathbb{R}^d) \right| = \frac{s}{N} (\delta x_i + \nu_i(\mathbb{R}^d) \leq \frac{s}{N} (\delta x_i + \nu_i(\mathbb{R}^d) = \frac{2s}{N}.
\]

Substituting the above quantities and using Young’s inequality, one obtains

\[
\frac{\delta U}{\delta m}(\mu_{N}, x) - \frac{\delta U}{\delta m}(\mu_{N}^0, x) \leq C \left( (1 + |x|^\ell) \left( \frac{2s}{N} \right)^\alpha + (1 + |x|^\ell(1-\alpha)) \left( \int_{\mathbb{R}^d} |y|^\ell (\delta x_i + \nu_i)(dy) \right)^\alpha \right)
\]

\[
\leq \frac{2s}{N^\alpha} \left( (1 + |x|^\ell) + \alpha \left( |X_i|^\ell + \int_{\mathbb{R}^d} |y|^\ell \nu_i(dy) \right) + (1 - \alpha) + \alpha \left( |X_i|^\ell + \int_{\mathbb{R}^d} |y|^\ell \nu_i(dy) \right) + |x|^\ell(1 - \alpha) \right)
\]

\[
\leq \frac{2s}{N^\alpha} \left( \frac{1}{2} (1 + |x|^\ell) + \frac{3}{2} |X_i|^\ell + \frac{1}{2} \right) + \frac{1}{2} \left( |X_i|^\ell + \int_{\mathbb{R}^d} |y|^\ell \nu_i(dy) + |x|^\ell \right)
\]

\[
= \frac{2s}{N^\alpha} \left( \frac{3}{2} (1 + |x|^\ell) + 2|X_i|^\ell + \frac{1}{2} \int_{\mathbb{R}^d} |y|^\ell \nu_i(dy) \right).
\]

Therefore

\[
|R_N| \leq \frac{1}{N \geq N^*} \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{1} ds \int_{\mathbb{R}^d} \left| \frac{\delta U}{\delta m}(\mu_{N}, x) - \frac{\delta U}{\delta m}(\mu_{N}^0, x) \right| (\delta x_i + \nu_i)(dx)
\]

\[
\leq \frac{2s}{N^{\alpha+1}} \sum_{i=1}^{N} \left( \frac{3}{2} (1 + |x|^\ell) + 2|X_i|^\ell + \frac{1}{2} \int_{\mathbb{R}^d} |y|^\ell \nu_i(dy) \right) (\delta x_i + \nu_i)(dx)
\]

\[
= \frac{2s}{N^{\alpha+1}} \sum_{i=1}^{N} \left( 3 + \frac{11}{2} \int_{\mathbb{R}^d} |y|^\ell \delta x_i(dy) + \frac{11}{2} \int_{\mathbb{R}^d} |y|^\ell \nu_i(dy) \right)
\]

\[
= \frac{C_1}{N^\alpha} + \frac{C_2}{N^\alpha} \int_{\mathbb{R}^d} |y|^\ell \mu_N(dy) + \frac{C_3}{N^\alpha} \int_{\mathbb{R}^d} |y|^\ell \nu_N(dy)
\]

for some positive constants \( C_1, C_2 \) and \( C_3 \).

Finally

\[
\mathbb{E}(\sqrt{N}|R_N|) \leq \frac{C_1}{N^{\alpha-\frac{1}{2}}} + \frac{C_2}{N^{\alpha-\frac{1}{2}}} \int_{\mathbb{R}^d} |y|^\ell \nu_N(dy) + \frac{C_3}{N^{\alpha-\frac{1}{2}}} \int_{\mathbb{R}^d} |y|^\ell \mu_N(dy)
\]

and since \( \alpha > \frac{1}{2} \) and \( \lim_{N \to \infty} \int_{\mathbb{R}^d} |y|^\ell \nu_N(dy) = \int_{\mathbb{R}^d} |y|^\ell \mu(dy) \), we can conclude that the left-hand side goes to 0 as \( N \) goes to infinity and so the third step is concluded.

**FOURTH STEP**  We are now going to prove the convergence in distribution of \( \sqrt{N} Q_N \) to a Gaussian random variable. In this case, we can immediately apply the Central Limit Theorem for martingales while in Theorem \( \text{[3]} \) we had to introduce first the Poisson equation before applying it to \( K_{3,N} \). For \( 1 \leq i \leq N \) let
Let us first show that $\mathbf{E}(Y_{N,i} | \mathcal{F}_{i-1}) = 0$.

Since $X_i$ is independent of $\mathcal{F}_{i-1}$ and $\mu_N^{i \wedge 1_N,0} = \sum_{j=1}^{i-1} 1_{\{i_N=j\}} \mu_N^{j,0} + 1_{\{i_N>i-1\}} \mu_N^{i,0}$ is $\mathcal{F}_{i-1}$-measurable, applying the Freezing Lemma one has

$$
\mathbf{E}(Y_{N,i} | \mathcal{F}_{i-1}) = \mathbf{E} \left( \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, X_i \right) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, x \right) \nu_i(dx) \right) | \mathcal{F}_{i-1})
$$

$$
= \frac{1}{\sqrt{N}} \left( \mathbf{E} \left( \frac{\delta U}{\delta m} (t, X_i) \right) \right) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, x \right) \nu_i(dx) = 0.
$$

For what concerns the square integrability, let us check that both the components are squared integrable by applying Hypothesis RTU[2] and the fact that $u_t \in \mathcal{F}_t(\mathbb{R}^d)$.

- $\mathbf{E} \left( \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, X_i \right)^2 \right) \leq C^2 \mathbf{E} \left( (1 + |X_i|^4)^2 \right) \leq 2C^2 \mathbf{E} (1 + |X_i|^4) < \infty$

- $\mathbf{E} \left( \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, x \right)^2 \nu_i(dx) \right)^2 \right) \leq \mathbf{E} \left( \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, x \right)^2 \nu_i(dx) \right)^2 \right) \leq 2C^2 \left( 1 + \int_{\mathbb{R}^d} |x|^4 \nu_i(dx) \right) < \infty.

Let us now study the convergence of $\sum_{i=1}^N \mathbf{E}(Y_{N,i}^2 | \mathcal{F}_{i-1})$:

$$
\sum_{i=1}^N \mathbf{E}(Y_{N,i}^2 | \mathcal{F}_{i-1}) = \frac{1}{N} \sum_{i=1}^N \mathbf{E} \left( \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, x \right)^2 \nu_i(dx) \right)^2 \right) \leq \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, x \right)^2 \nu_i(dx) \right)^2.
$$

As in the fourth step of the proof of the Theorem 6 thanks to Hypothesis RTU[3] and thanks to the a.s. convergence of $\max_{1 \leq i \leq N} W_t(\mu_N^{i,\epsilon}, \mu)$ to 0, we obtain the existence of a sequence of random variables $(\epsilon_N)_{N \geq 0}$ converging a.s. to 0 such that

$$
\forall 1 \leq i \leq N \quad \left| \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, x \right) - \frac{\delta U}{\delta m} \left( \mu, x \right) \right| \leq \left( 1 + |x|^4 \right) \epsilon_N.
$$

First Component Let us first show that

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \wedge 1_N,0}, x \right)^2 \nu_i(dx) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu, x \right)^2 \nu_i(dx) = 0 \text{ a.s.}
$$

32
We can rewrite the difference in the following way

\[
\frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \land N, 0}, x \right) ^2 \nu_i(dx) - \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x)^2 \nu_i(dx)
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x)^2 \nu_i(dx) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x)^2 \mu(dx)
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \left( \frac{\delta U}{\delta m} \left( \mu_N^{i \land N, 0}, x \right) ^2 - \frac{\delta U}{\delta m} (\mu, x)^2 \right) \nu_i(dx) + \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x)^2 (\nu_N - \mu)(dx).
\]

Since \( \lim_{N \to \infty} W_1(\nu_N, \mu) = 0 \), by the characterization [8], we can deduce that the second term of the sum goes to 0 thanks to Assumption RU2 and Assumption RU. For what concerns the first term for \( i = 1, \cdots, N \), using Assumption RU2 and [18], one has

\[
\left| \frac{\delta U}{\delta m} \left( \mu_N^{i \land N, 0}, x \right) ^2 - \frac{\delta U}{\delta m} (\mu, x)^2 \right| \leq \left( \frac{\delta U}{\delta m} \left( \mu_N^{i \land N, 0}, x \right) - \frac{\delta U}{\delta m} (\mu, x) \right)^2 + 2 \frac{\delta U}{\delta m} (\mu, x) \left| \frac{\delta U}{\delta m} \left( \mu_N^{i \land N, 0}, x \right) - \frac{\delta U}{\delta m} (\mu, x) \right|
\]

\[
\leq \left( 1 + |x|^2 \right)^2 \epsilon_N + 2C \left( 1 + |x|^2 \right)^2 \epsilon_N \leq 2 \left( 1 + |x|^2 \right) \epsilon_N (\epsilon_N + 2C).
\]

Therefore

\[
\left| \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \left( \frac{\delta U}{\delta m} \left( \mu_N^{i \land N, 0}, x \right) ^2 - \frac{\delta U}{\delta m} (\mu, x)^2 \right) \nu_i(dx) \right| \leq 2 \epsilon_N (\epsilon_N + 2C) \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \left( 1 + |x|^2 \right) \nu_i(dx)
\]

\[
= 2 \epsilon_N (\epsilon_N + 2C) \left( 1 + \int_{\mathbb{R}^d} |x|^2 \nu_N(dx) \right)
\]

where the right-hand side goes to 0 a.s. since \( \lim_{N \to \infty} \int_{\mathbb{R}^d} |x|^2 \nu_N(dx) = \int_{\mathbb{R}^d} |x|^2 \mu(dx) \).

Second Component We are going to prove that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \land N, 0}, x \right) \nu_i(dx) \right)^2 - \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \eta(dx, dy) = 0 \ a.s.
\]

Let us rewrite the difference in the following way

\[
\frac{1}{N} \sum_{i=1}^{N} \left( \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_N^{i \land N, 0}, x \right) \nu_i(dx) \right)^2 - \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \nu_i(dx) \right)^2 \right)
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \nu_i(dx) \nu_i(dy) - \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \eta(dx, dy)
\]

Since Hypothesis [1] holds, again by the characterization [8], we can deduce that the second term of the sum goes to 0 a.s. thanks to Hypothesis RU2 and Hypothesis RU. For what concerns the first term, using Hypothesis RU2 and [18], one has that for \( i = 1, \cdots, N \)
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it remains just to verify that the Lindeberg condition holds. Therefore

\[
\frac{1}{N} \sum_{i=1}^{N} \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_{N}^{i}, I_{N}, 0, x \right) \nu_i(dx) \right)^2 - \frac{1}{N} \sum_{i=1}^{N} \left( \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \nu_i(dx) \right)^2 \\
\leq \frac{2\epsilon^2}{N} \int_{\mathbb{R}^d} (1 + |x|^\ell) \nu_i(dx) + 4C\epsilon N \int_{\mathbb{R}^d} (1 + |x|^\ell) \nu_i(dx) \\
\leq 2\epsilon^2 \int_{\mathbb{R}^d} (1 + |x|^\ell) \nu_i(dx) + 4C\epsilon N \int_{\mathbb{R}^d} (1 + |x|^\ell) \nu_i(dx) = (2\epsilon^2 N + 4C\epsilon N) \left( 1 + \int_{\mathbb{R}^d} |x|^\ell \nu_i(dx) \right) .
\]

Therefore

\[
\sqrt{N} Q_N = \sum_{i=1}^{N} Y_{N,i} \Rightarrow N \left( 0, \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x)^2 \mu(dx) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} (\mu, x) \frac{\delta U}{\delta m} (\mu, y) \eta(dx, dy) \right) ,
\]

it remains just to verify that the Lindeberg condition holds.

We need to check that for \( \epsilon > 0 \), \( \sum_{i=1}^{N} \mathbb{E} \left( Y_{N,i}^2 \mathbb{I}_{\{Y_{N,i}^2 > \epsilon \}} \right) \) goes to 0 in probability as \( N \to \infty \). By Jensen’s inequality and Hypothesis \( RU2 \) one has

\[
NY_{N,i}^2 = \left( \frac{\delta U}{\delta m} \left( \mu_{N}^{i}, I_{N}, 0, X_i \right) - \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_{N}^{i}, I_{N}, 0, x \right) \nu_i(dx) \right)^2 \\
\leq 2 \frac{\delta U}{\delta m} \left( \mu_{N}^{i}, I_{N}, 0, X_i \right)^2 + 2 \int_{\mathbb{R}^d} \frac{\delta U}{\delta m} \left( \mu_{N}^{i}, I_{N}, 0, x \right)^2 \nu_i(dx) \\
\leq 4C^2 (1 + |X_i|^\ell) + 4C^2 \int_{\mathbb{R}^d} (1 + |x|^\ell) \nu_i(dx) = 4C^2 \left( 2 + |X_i|^\ell + \int_{\mathbb{R}^d} |x|^\ell \nu_i(dx) \right) .
\]

Therefore, as in the fourth step of the proof of the Theorem \( 6 \) it is enough to check that for each \( \epsilon > 0 \)

\[
2 \times 1 \{ \# > \epsilon \} + \sum_{i=1}^{N} \mathbb{E} \left( \frac{|X_i|^\ell}{N} \mathbb{I}_{\{|X_i|^\ell > N\epsilon \}} \right) \mathbb{I}_{\{F_{i-1} \}} + \sum_{i=1}^{N} \frac{\int_{\mathbb{R}^d} |x|^\ell \nu_i(dx)}{N} \mathbb{1}_{\{\sum_{d=1}^{d} |x|^\ell \nu_i(dx) > N\epsilon \}}
\]

goesto 0 as \( N \) goes to infinity (a.s.).

It is immediate to prove that the first component goes to 0 while the second component goes to 0 by the independence of \( X_i \) by \( F_{i-1} \) and \( \{13\} \). For what concerns the third component, we have that \( \bar{y}_N := \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} |x|^\ell \nu_i(dx) \to \int_{\mathbb{R}^d} |x|^\ell \mu(dx) \). Therefore
\[
\frac{\int_{\mathbb{R}^d} |x|^t \nu_N(dx)}{N} = \bar{y}_N - \frac{N-1}{N} \bar{y}_{N-1} \xrightarrow{N \to \infty} 0
\]

that implies \(\forall \epsilon > 0\)

\[
\int_{\mathbb{R}^d} |x|^t \nu_N(dx)1\{f_{\mathbb{R}^d} |x|^t \nu_N(dx) > N\epsilon\} \xrightarrow{N \to \infty} 0
\]

and taking the Cesaro mean we deduce that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} |x|^t \nu_i(dx)1\{f_{\mathbb{R}^d} |x|^t \nu_i(dx) > i\epsilon\} \leq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} |x|^t \nu_i(dx)1\{f_{\mathbb{R}^d} |x|^t \nu_i(dx) > i\epsilon\} = 0
\]

and so the proof is concluded. \(\square\)
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