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In this paper we demonstrate the capability of the method of Lagrangian descriptors to unveil the phase space structures that characterize transport in high-dimensional symplectic maps. In order to illustrate its use, we apply it to a four-dimensional symplectic map model that is used in chemistry to explore the nonlinear dynamics of van der Waals complexes. The advantage of this technique is that it allows us to easily and effectively extract the invariant manifolds that determine the dynamics of the system under study by means of examining the intersections of the underlying phase space structures with low-dimensional slices. With this approach, one can perform a full computational phase space tomography from which three-dimensional representations of the higher-dimensional phase space can be systematically reconstructed. This analysis may be of much help for the visualization and understanding of the nonlinear dynamical mechanisms that take place in high-dimensional systems. In this context, we demonstrate how this tool can be used to detect whether the stable and unstable manifolds of the system intersect forming turnstile lobes that enclose a certain phase space volume, and the nature of their intersection.

Keywords: Symplectic maps, Phase space structure, Lagrangian descriptors, Chemical reaction dynamics.

I. INTRODUCTION

Visualizing the phase space of a Hamiltonian system is of significant importance since it helps to better analyze and understand the dynamics of the system. For a two dimensional (2D) phase space this is a standard procedure. However, for higher dimensions it is not a straightforward process. This underlines the importance of developing tools that help to identify high dimensional phase space structures which play a crucial role in the study of transport mechanisms in the phase space of both discrete and continuous systems [1]. This is concerned with the evolution from one phase space region to another or the escape from a region. Typically, the phase space of a system displays a mixture of chaotic and regular behavior, and this coexistence strongly influences the transport in the system, since chaotic orbits stick to the vicinity of regular structures, which is an effect known as trapping. In 2D maps, that correspond to Hamiltonian systems with 2 two degrees-of-freedom (DoF), this is well understood in terms of partial barriers and the turnstile mechanism [2–4]. In systems with more than two degrees of freedom, transport in higher dimensional systems is a relevant topic of current research, and in order to understand the transport mechanisms, it is of significant importance to understand the organisation of the phase space, which is more complicated for higher dimensional maps [5, 6].

In a two DoF system, the phase space is 4D and since energy is conserved, motion will be constrained to a 3D energy surface. It is possible to reduce the dynamics to a 2D phase space by using Poincaré surfaces of section, and therefore visualization becomes much easier because it is a 2D surface. On the other hand, for a three DoF Hamiltonian System the phase space is 6D. Due to the conservation of energy the dynamics is restricted to a 5D manifold and by introducing a Poincaré section we obtain a 4D symplectic map. For a deeper understanding of the underlying dynamics 4D maps, it is advantageous to visualize the geometry of the phase space structures of the map. Many different methods have been developed to help in the visualization of higher dimensional phase space structures, and usually they consist of reducing the order of complexity in the phase space by reducing the dimension in order to understand the dynamics better. For example, one can use 2D projections of the phase space of a 4D symplectic map, or the 4D Poincaré map of an autonomous 3 DoF Hamiltonian system [7–15] or 3D projections [12–14, 16], also including color to indicate the projected coordinate [17–23], frequency analysis [24–27], or 2D plots of multi sections [28, 29], and action-space plots [30]. In this work we emphasize the contribution of the method of Lagrangian descriptors (LDs) for the visualization of the phase space structures of a 4D symplectic map. It is a
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trajectory-based scalar diagnostic tool that was first introduced in [31–34]. For an extended tutorial on LDs, with detailed explanations on its implementation and examples, refer to [35]. This technique focuses on integrating a positive scalar function along the trajectory of an initial condition of the system. The method of LDs has been widely applied in the literature to problems that arise in many areas such as chemical reaction dynamics [36–38]. In this paper we use Discrete Lagrangian Descriptors (DLDs) for maps that has been introduced in [39, 40]. We highlight the contribution of the LD method to reveal all the phase space structures. The method of LDs is efficient and easy to apply providing a very detailed visualization of the phase space structures, even in the case where relevant fixed points are at infinity, as we will demonstrate in this paper. Using this method we can obtain information about the stable and unstable manifolds without the knowledge of the position of the fixed points. Moreover this tool can easily detect whether the geometrical characteristics of the intersection of manifolds is such that they can give rise to lobes having the property that they bound 4D regions of the phase space [41–45]. As a comparison, we will also apply the method introduced in [46] to visualize the KAM tori of the map.

In this work we apply DLDs to analyze the phase space of a 4D symplectic map model that is used in chemistry to explore the nonlinear dynamics of van der Waals complexes. This model system was originally introduced in [47]. The rare gas-diatomic halogen van der Waals (vdW) complexes, such as HeI2 in Fig. 1 have been proven to be ideal model systems for fundamental investigations of molecular dynamics [42, 45, 48], because of their relative simplicity. The authors in [47] produced a model that is a three DoF system, and then, by imposing a periodic kick they converted it into a Poincaré map, which is the 4D symplectic map that we will analyze in this paper. In this work, we want to study the phase space structures in this model that correspond to the intramolecular bonding, the dissociation and predissociation for the complex HeI2.

The contents of this paper are outlined as follows. In Sec II we introduce the 4D symplectic map that is used in chemical reaction dynamics to model the dissociation process of the HeI2 van der Waals complex. Section III is devoted to describing the results of applying the method of Discrete Lagrangian descriptors to unveil and visualize the geometrical template of high-dimensional phase space structures governing the dynamical evolution of this physical model. Finally, in Sec. IV we discuss the main contributions of this paper and highlight some potential research lines and interesting applications where the use of this methodology could provide relevant insights to explore the intricate nonlinear dynamics and transport mechanisms that take place in a high-dimensional phase space. The appendix includes information about the equilibrium points of the system, and also a brief introduction to the method of Lagrangian descriptors and its implementation details for this work.

II. THE 4D SYMPELECTIC MAP MODEL

In this work we study the phase space structure of the 4D symplectic map introduced in [42, 47] to analyze the dynamics of the planar HeI2 van der Waals complex. In this section we describe the Hamiltonian model that is the main focus of this work.

Consider the following Hamiltonian model:

\[ H = \frac{p_s^2}{2\mu} + \frac{p_r^2}{2m} + \frac{p_\gamma^2}{2I} + \frac{L^2}{2mr^2} + V(s, r, \gamma) \]  

(1)

where \( \mu \) represents the reduced mass of I2, \( m \) is that of the HeI2 complex, \( I \) is the moment of inertia of the I2 molecule, \( L \) is its corresponding angular momentum, \( r \) is the distance from the He atom to the center of mass of I2, \( s \) is the bond length for I2, \( \gamma \) is the angle between the I2 diatom axis and the He to I2 vector, and \( p_s, p_r, p_\gamma \) are the conjugate momenta respectively. The description of the dynamical behavior that we carry out here assumes that the orbital angular momentum associated to rotation in the plane to be constant, and for simplicity we set \( L = 0 \). Therefore the Hamiltonian has the form:

\[ H = \frac{p_s^2}{2\mu} + \frac{p_r^2}{2m} + \frac{p_\gamma^2}{2I} + V(s, r, \gamma) \]  

(2)

Moreover we assume that the bond length \( s \) is fixed at its equilibrium configuration, i.e. \( s = s_e \) and \( p_s = 0 \). A geometrical representation of the HeI2 complex and the relevant DoF in the model is shown below in Fig. 1.

The resulting Hamiltonian with 2 DoF has the form:

\[ H = \frac{p_r^2}{2m} + \frac{p_\gamma^2}{2I} + V(s_e, r, \gamma) \]  

(3)

and potential energy surface (PES) is known in the literature as the van der Waals (vdW) potential, and is described by a function that couples rotational and vibrational motion of the form:

\[ V(r, \gamma) \equiv V(s_e, r, \gamma) = D \left( 1 + \alpha \cos(2\gamma) \right) e^{-2\beta(r-r_e)} - 2e^{-\beta(r-r_e)} \]  

(4)
Figure 1. Degrees of freedom \((r, \gamma)\) for the \(\text{HeI}_2\) van der Waals complex. The angle is measured in the counter-clockwise direction from the reference line in black. The variable \(s\) represents the bond length between the atoms of the iodine molecule.

where \(D\) is the potential well depth (the dissociation energy), \(\beta\) is the Morse parameter, \(\gamma\) represents the DoF associated to the bending motion, \(r\) is the stretching DoF, \(r_e\) is the equilibrium internuclear distance (bond length), and \(0 \leq \alpha < 1\) is the coupling parameter between the DoF of the system. Notice that if the DoF are uncoupled \((\alpha = 0)\), the PES reduces to that of a Morse oscillator describing the intramolecular force between He and \(\text{I}_2\) in the radial direction, as if it were a diatomic molecule:

\[
V(r) = D \left( e^{-2 \beta (r - r_e)} - 2 e^{-\beta (r - r_e)} \right) = D \left( 1 - e^{-\beta (r - r_e)} \right)^2 - D
\]

(5)

The physical parameters of the vdW potential are given by:

\[
\alpha = \frac{B/W}{2 - (B/W)} , \quad D = W(1 - \alpha) , \quad r_e = r_{\text{min}} - \frac{\ln(1 - \alpha)}{\beta}
\]

(6)

and for the \(\text{HeI}_2\) complex we have used the physical values in Table I. In Fig. 2 A we show the energy landscape of the PES given in Eq. (4), and Fig. 2 B presents the one-dimensional Morse-like potential energy function that results from the intersection with the plane \(\gamma = \pi/2\).

| Physical Quantity | Description |
|-------------------|-------------|
| \(W = 1.62 \times 10^{-4}\) | van der Waals Well Depth |
| \(B = 4 \times 10^{-5}\) | Height of Barrier to Internal Rotation |
| \(r_{\text{min}} = 7\) | He-I Bond Distance at Potential Minimum |
| \(\beta = 0.6033\) | Morse Parameter |
| \(m = 7069.4\) | Reduced Mass of \(\text{HeI}_2\) |
| \(I = 3782220.8\) | Moment of Inertia of \(\text{I}_2\) |

Table I. Physical parameters for the \(\text{HeI}_2\) van der Waals complex, measured in atomic units.

The dynamics of the \(\text{HeI}_2\) complex is governed by Hamilton’s equations:

\[
\begin{aligned}
\dot{r} &= \frac{\partial H}{\partial p_r} = \frac{p_r}{m} \\
\dot{\gamma} &= \frac{\partial H}{\partial p_\gamma} = \frac{p_\gamma}{I} \\
\dot{p_r} &= -\frac{\partial H}{\partial r} = \frac{\partial V}{\partial r} = -2\beta D \left[ 1 - (1 + \alpha \cos(2\gamma)) e^{-\beta (r - r_e)} \right] e^{-\beta (r - r_e)} \\
\dot{p_\gamma} &= -\frac{\partial H}{\partial \gamma} = -\frac{\partial V}{\partial \gamma} = 2\alpha D \sin(2\gamma) e^{-2\beta (r - r_e)}
\end{aligned}
\]

(7)

so that the dynamics of the system takes place in a 4D phase space, and due to energy conservation, motion is restricted to a three-dimensional energy hypersurface. By examining the equations of motion it is easy to check that
Figure 2. A) van der Waals potential energy surface described in Eq. (4). B) Restricted to the plane $\gamma = \pi/2$, the resulting one-dimensional potential energy function resembles that of a classical Morse oscillator.

the following isoenergetic subspaces are invariant:

$$
\Sigma_1(H_0) = \{(r, \gamma, p_r, p_\gamma) \in \mathbb{R}^+ \times T \times \mathbb{R}^2 \mid \gamma = 0, p_\gamma = 0, H = H_0\}
$$

$$
\Sigma_2(H_0) = \{(r, p_r, \gamma, p_\gamma) \in \mathbb{R}^+ \times T \times \mathbb{R}^2 \mid \gamma = \pi/2, p_\gamma = 0, H = H_0\}
$$

where $\mathbb{R}^+$ represents the non-negative real numbers and $T = \mathbb{R}/(2\pi\mathbb{Z})$ is a one-dimensional torus (or circle). The invariance condition means that if we take initial conditions on any of these subspaces and evolve them in time, they will remain in that subspace forever along their trajectory.

At this point, we are ready to derive the 4D symplectic map model that is the aim of this work from the 2 DoF Hamiltonian in Eq. (3). To do so, we consider that the HeI$_2$ complex is periodically kicked with a period $T$. For small values of the kicking period the Hamiltonian mapping is a symplectic trajectory integrator. An interpretation of a symplectic 2N- dimensional map can be a Poincaré return map for a periodically driven N DoF. It is important to notice that the kicking period $T$ should be equal to the vibrational period of the $I_2$ molecule in its initial vibrational state. In this work we consider different values of the kicking period, between 1000 to 8000, for the analysis of the dynamics. This gives the time-dependent Hamiltonian:

$$
H(r, \gamma, p_r, p_\gamma) = \frac{p_r^2}{2m} + \frac{p_\gamma^2}{2I} + TV(r, \gamma) \sum_{n \in \mathbb{Z}} \delta(t - nT)
$$
Between kicks, the system is governed by Hamilton’s equations:

\[
\begin{align*}
\dot{r} &= \frac{p_r}{m} \\
\dot{\gamma} &= \frac{p_\gamma}{T} \\
\dot{p}_r &= -T \frac{\partial V}{\partial r} \sum_{n \in \mathbb{Z}} \delta(t - nT) \\
\dot{p}_\gamma &= -T \frac{\partial V}{\partial \gamma} \sum_{n \in \mathbb{Z}} \delta(t - nT)
\end{align*}
\]

\[\Leftrightarrow \begin{align*}
\begin{cases}
\dot{r} &= \frac{p_r}{m} \\
\dot{\gamma} &= \frac{p_\gamma}{T} \\
\dot{p}_r &= -T \frac{\partial V}{\partial r} \sum_{n \in \mathbb{Z}} \delta(t - nT) \\
\dot{p}_\gamma &= -T \frac{\partial V}{\partial \gamma} \sum_{n \in \mathbb{Z}} \delta(t - nT)
\end{cases}
\]

By integrating in time over one period \( T \) we obtain the following 4D symplectic map:

\[
\begin{align*}
\begin{cases}
r_{n+1} &= r_n + \frac{T}{m} p_r, n+1 = r_n + \frac{T}{m} p_r, n - T^2 \frac{\partial V}{\partial r}(r_n, \gamma_n) \\
\gamma_{n+1} &= \gamma_n + \frac{T}{I} p_\gamma, n+1 = \gamma_n + \frac{T}{I} p_\gamma, n - T^2 \frac{\partial V}{\partial \gamma}(r_n, \gamma_n) \mod (2\pi) \\
p_{r, n+1} &= p_{r, n} - T \frac{\partial V}{\partial r}(r_n, \gamma_n) \\
p_{\gamma, n+1} &= p_{\gamma, n} - T \frac{\partial V}{\partial \gamma}(r_n, \gamma_n) \mod (2\pi)
\end{cases}
\end{align*}
\]

(11)

Note that the phase space \((r, \gamma, p_r, p_\gamma)\) is periodic in \( p_\gamma \) in addition to the periodicity in the angle \( \gamma \) that we have mentioned previously and therefore the subspace \((\gamma, p_\gamma)\) is a 2 torus. It is important to highlight that this 4D map also has the same invariant subspaces as those we found for the 2 DoF continuous Hamiltonian system, which are described in Eq. (8). To finish this section, notice that the 4D map in Eq. (11) is invertible and that the inverse map is given by:

\[
\begin{align*}
\begin{cases}
r_n &= r_{n+1} - \frac{T}{m} p_{r, n+1} \\
\gamma_n &= \gamma_{n+1} - \frac{T}{I} p_{\gamma, n+1} \mod (2\pi) \\
p_{r, n} &= p_{r, n+1} + T \frac{\partial V}{\partial r}(r_n, \gamma_n) \\
p_{\gamma, n} &= p_{\gamma, n+1} + T \frac{\partial V}{\partial \gamma}(r_n, \gamma_n) \mod (2\pi)
\end{cases}
\end{align*}
\]

(12)

This is important because we need both, the 4D map and its inverse, in order to calculate Lagrangian descriptors for the analysis of the resulting high-dimensional phase space of the system.

### III. RESULTS

In this section we will study the ability of DLDs to reveal phase space structures of a 4D symplectic map. Furthermore, we want to study the phase space structures that correspond to intramolecular bonding, dissociation and predissociation.

In the case of intramolecular bonding the solutions of our model correspond to a bounded distance between the atom of \( He \) and the center of mass of the two atoms of \( I_2 \). This is the reason that for this case we are looking for structures that are invariant and for the points stay there forever. On the contrary, in the case of dissociation the solutions of our model correspond to an unbounded distance (goes to infinity) between the atom of \( He \) and the center mass of the two atoms of \( I_2 \). Finally, in the case of predissociation, the complex \( HeI_2 \) typically climbs into a state above the dissociation threshold for a Van der Waals complex. Nevertheless, it does not fly apart immediately, since some time is needed to redistribute the energy "intramolecularly" (see [49, 50]). In this case, the solutions of our model correspond to a distance of the atom of \( He \) from the center mass of the two atoms of \( I_2 \) that is bounded for
long discrete time (many iterations) until it goes to infinity. For this reason, we are looking for structures which give rise to this behavior.

In the first subsection, we study the phase space structures in a special case of the 4D mapping model (a 2D mapping model). In the second subsection, we extend our analysis in the full 4D mapping model.

A. Analysis of the 2D Area-Preserving Map

We begin this section by analyzing the phase space of the one DoF Hamiltonian system that results from restricting motion to the invariant subspace $\Sigma_2$ in Eq. (8) where the potential energy function reduces to:

$$V(r) \equiv V(r, \pi/2) = D \left( (1 - \alpha) e^{-2\beta(r-r_e)} - 2 e^{-\beta(r-r_e)} \right)$$

(13)

The integrable Hamiltonian is:

$$\tilde{H}(r,p_r) \equiv H(r,p_r,\pi/2,0) = \frac{p_r^2}{2m} + V(r)$$

(14)

and Hamilton’s equations of motion are given by:

$$\begin{cases}
\dot{r} = \frac{p_r}{m} \\
\dot{p}_r = -2\beta D \left[ 1 - (1 - \alpha) e^{-\beta(r-r_e)} \right] e^{-\beta(r-r_e)}
\end{cases}$$

(15)

Recall that this two-dimensional dynamical system has two equilibrium points located at:

$$(r^*, p_r^*) = \left( r_e + \frac{\ln(1 - \alpha)}{\beta}, 0 \right), \ (\infty, 0)$$

(16)

and that the equilibrium point at infinity is parabolic, and the other one (near the bottom of the potential well) is a center (stable fixed point). The separatrix of this system, which is a homoclinic trajectory comprised of the stable and unstable manifolds of the parabolic equilibrium point at infinity, is given by the curve with the same energy as that of the parabolic point:

$$\tilde{H}(\infty, 0) = 0 = \frac{p_r^2}{2m} + V(r)$$

(17)

In panel A of Fig. 3 we show the phase space for the van der Waals potential for $\gamma = \pi/2$ where the separatrix (17) is depicted in blue. In the interior of the separatrix are the periodic orbits (bounded orbits, bounded motion of the complex) whereas in the exterior we can distinguish the scattering orbits (unbounded orbits, dissociation or break up of the complex) in green. In panel B of Fig. 3 we have calculated LDs. The method reveals the phase space structures of the integrable system. The separatrix Eq. (17) in blue encloses all the bounded trajectories. Usually the method of LDs reveals the phase portrait of a system for a small integration time $\tau$. In this case the trajectories integrate very slowly and this is the reason that the value of $\tau$ here is very large.

Restricted to any of the invariant subspaces in Eq. (8), the 4D map reduces to an area-preserving 2D map in the $r$-$p_r$ subspace with the form:

$$\begin{cases}
r_{n+1} = r_n + \frac{T}{m} p_{r,n+1} \\
p_{r,n+1} = p_{r,n} - T \frac{\partial V}{\partial r}(r_n, \gamma^*)
\end{cases}, \ n \in \mathbb{N} \cup \{0\}$$

(18)

and the inverse mapping is:

$$\begin{cases}
r_n = r_{n+1} - \frac{T}{m} p_{r,n+1} \\
p_{r,n} = p_{r,n+1} + T \frac{\partial V}{\partial r}(r_n, \gamma^*)
\end{cases}, \ n \in \mathbb{Z}^-$$

(19)
where $\gamma^* = 0, \pi/2$ depending on the subspace. The fixed points of this map in the plane $\gamma = \pi/2$ are:

$$
\left( r_e + \frac{\ln(1-\alpha)}{\beta}, 0 \right), \quad (\infty, 0)
$$

(20)

Now we will describe the dynamics in this model using the method of Discrete Lagrangian Descriptors (DLD) as has been presented in [39, 40, 51]. The method of DLD can reveal the geometry of the phase space with increasing complexity as the number of the iterations is increased. We illustrate this property in Fig. 4 where the period of the kick has been chosen as $T = 8000$. In Fig. 4 A we show the computation for $N = 5$ iterations, while panel B corresponds to $N = 15$ iterations. We notice that since $T \neq 0$ the homoclinic orbit breaks and therefore now the orbits that start in the phase space region of bounded motion can enter the region of the phase space corresponding to unbounded motion.

We study the phase space structures close to the equilibrium point $(r_e + \ln(1-\alpha)/\beta, 0)$. On the left column of Fig. 5 we applied the DLDs for different kicking periods. We notice that as the kicking period is increasing we can decrease the number of iterations in order to reveal the geometric structures. The right column of the same figure shows the Poincaré map, superimposed with the stable (blue) and unstable (red) manifolds that have been extracted from the gradient of DLDs. In particular in panel B where the kicking period is respectively small we can see the separatrix and we observe that the region around the stable fixed point is regular without any presence of chaos. Around the stable periodic orbits we see invariant curves that represent the KAM (Kolmogorov-Arnold-Moser, see [52],[53],[54]) invariant tori in the Poincaré section. These curves are complete barriers to transport in the phase space. That means that any point starting inside the area bounded by a KAM torus will never get out. For higher kicking period we observe again many invariant curves around the stable fixed point (in the panels D and F of Fig. 5). These invariant curves correspond to the intramolecular bonding state of the system because the points that correspond to these invariant curves will stay there for ever. Except these invariant curves we see a resonance zone with many islands that is a sign of chaos. These islands are around a stable periodic orbit with high order multiplicity. This periodic orbit is a stable periodic orbit with period 12 (in panel D) or a stable periodic orbit with period 6 (in panel F). A sign of increasing chaos as we increase the value $T$ from 1000 to 8000 is the making of lobes with bigger oscillations (see the panels A, C and E of Fig. 5). This is a clear manifestation of the increasing chaos.

The phase space structures of Fig. 5 correspond to two different cases. The first one corresponds to intramolecular bonding and second one correspond dissociation in our system respectively:

1. **Case I - Intramolecular bonding:** In this case, the points lie on the invariant curves around the stable fixed points or they are inside the bounded region of these invariant curves. These invariant curves correspond to the KAM invariant tori and they are around the stable fixed point or around stable periodic orbits with high order multiplicity. The points that lie on these invariant curves or they are inside the bounded region of these
Figure 4. Phase space revealed by applying Discrete Lagrangian descriptors \((p = 1)\) to the 2D map described in Eq. (18) with a kicking period \(T = 8000\) on the invariant subspace \(\gamma = \pi/2\) and \(p_\gamma = 0\). A) \(N = 5\) iterations; B) \(N = 15\) iterations.

invariant curves will stay in this region for ever. This is the reason that the points in these regions do not escape (see panels E and F of Fig. 6). This means that the first case corresponds to a state of our system that we don’t have dissociation.

2. Case II - Dissociation: In this case, the points are in the region of the irregular distribution of points (see panels D and F of Fig. 5). This region is located after the region that is occupied by the invariant curves. These points stay at the region for a time interval before they leave for a larger region of the phase space. This case corresponds to a state of our system that we have dissociation. The time interval, that the points need to escape from the region, decreases as we increase the distance from the stable fixed point until we have escape times close to zero (see panels E and F of Fig. 6). The mechanism for this dynamical behavior of these points can be explained through the lobes of the stable and unstable invariant manifolds of the parabolic fixed point at the infinity (see the lobes in panels A,B and C of Fig. 6). The points that are in the chaotic region outside the region that is occupied from the invariant curves (see panels D and F of Fig. 5) can be trapped in the lobes of the stable and unstable invariant manifolds of the parabolic fixed point that is at the infinity (see the iterations of the point 0 that is located in one of these lobes in the Fig. 7). The points in these lobes can follow the stable or unstable invariant manifolds in order to be moved close to or far away from the neighborhood of the parabolic fixed point (that is at the infinity). This means that the points will leave the region around the invariant curves and they will go to the infinity. An example of this behavior is presented in Fig. 7 where the point 0, that is located to the upper lobe, leaves the region around the stable fixed point and its invariant curves (after 11 successive iterations) and it visits larger regions of the phase space.

B. Analysis of the 4D Symplectic Map

In this section we study the phase space structures of the 4D symplectic map for the van der Waals complex using DLDs [39, 40, 51] and 3D projections of the 4D phase space of the 4D symplectic map (representation of the phase space structures in 3D subspaces of the 4D phase space). The DLD method can help to recover geometrical structures in the phase space and therefore recovers the intersection of the invariant manifolds in the phase space with different slices of the phase space. It is evident that in all of the figures we can visualize manifolds and intersections of high dimensional objects with low dimensional planes. We can compute these invariant manifolds in 2D slices of the 4D phase space of a 4D symplectic map using DLDs. An example of this computation is presented in Fig. 8. Changing the value of the \(p_\gamma\) we get the manifolds in panels A, B, C and D and we see the manifolds to get more distorted as we increase the value of \(p_\gamma\). Another interesting finding is that panel D recovers panel B due to the fact that \(p_\gamma\) is symmetric with respect to the line \(p_\gamma = 1/2\). In Fig. 9 we present the visualization of the invariant manifolds (KAM
Figure 5. Phase space revealed by applying DLDs and Poincaré maps to the 2D area-preserving map described in Eq. (18) on the invariant subspace $\gamma = \pi/2$ and $p_{\gamma} = 0$. On the left column, we display the DLD scalar field, and the right column shows the stable (blue) and unstable (red) manifolds extracted from the gradient of DLDs together with KAM tori obtained from a Poincaré map. The first row corresponds to a kicking period $T = 1000$ and $N = 300$ iterations, the second row is for $T = 5000$ and $N = 35$, and the last row uses $T = 8000$ and $N = 20$. 
Figure 6. Phase space structures highlighted by means of applying DLDs \((p = 1)\), Poincaré maps and escape time plots to the 2D area-preserving map in Eq. (18) with a kicking period \(T = 8000\). This computation has been carried out in a zoom region of the invariant subspace \(\gamma = \pi/2\) and \(p_\gamma = 0\) to reveal the intricate structure of the turnstile lobes that governs phase space transport. A) DLD scalar field for \(N = 15\) iterations; B) corresponds to \(N = 25\) iterations; C) uses \(N = 50\) iterations; D) stable (blue) and unstable (red) manifolds extracted from the gradient of DLDs together with KAM tori revealed by a Poincaré map; E) Forward escape time distribution; F) Backward escape time distribution.
Figure 7. Phase space of the 2D area-preserving map in Eq. (18) for a kicking period \( T = 8000 \), as revealed by DLDs \((p = 1)\) using \( N = 15 \) iterations and Poincaré maps on the invariant subspace \( \gamma = \pi/2 \) and \( p_\gamma = 0 \). The stable (blue) and unstable (red) manifolds have been extracted from the gradient of the DLD scalar field. We also depict the forward orbit of an initial condition starting at the location labeled as 0 in order to illustrate the lobe dynamics governed by the turnstiles formed by the homoclinic intersections of the invariant manifolds of the parabolic point at infinity.

The stable (blue) and unstable (red) manifolds have been extracted from the gradient of the DLD scalar field. We also depict the forward orbit of an initial condition starting at the location labeled as 0 in order to illustrate the lobe dynamics governed by the turnstiles formed by the homoclinic intersections of the invariant manifolds of the parabolic point at infinity.

Here, the phase space structures that are responsible in the 4D map model of the van der Waals complex for the intramolecular bonding, dissociation, or intermediate situations between them, can be categorized into three different cases:

1. **Case I - Intramolecular bonding:** In this case, the points are located on a 2D invariant tori that exist (according to the KAM theorem \([52–54]\)) around the stable fixed points of the 4D symplectic map. The points will stay forever on these tori. For example if we perturb the initial conditions of a stable fixed point in the \( \gamma \) direction the successive iterations lie on a invariant tori as we see in Fig. 10. These tori correspond to the absence of dissociation for our system.

2. **Case II - Dissociation:** In this case, the points don’t lie on a invariant tori but they are located in the lobes of the invariant manifolds of the normally hyperbolic invariant manifold (NHIM) (that is at the infinity). A NHIM is a generalization of unstable periodic orbits to Hamiltonian systems with more than 2DoF and higher dimensional (more than 2) symplectic maps. For the 4D map the NHIM is 2D and the stable and unstable manifolds of the NHIM are 3D.

In Fig. 11, we present an example of points that are located in the lobes of the invariant manifolds of the NHIM in a 2D slide of the 4D phase space (see the cyan asterisk in the upper left lobe in the panels A and B). The successive iterations of the cyan asterisk shows how it starts to move away from the initial region (through the lobes of the invariant manifolds) in the 2D slice of the 4D phase space. The points in these lobes can follow the stable or unstable invariant manifolds in order to move close to or far away from the neighborhood of the NHIM (that is at infinity). Consequently, these points will leave from the initial region where they are located (close to the stable fixed point) and they will go to infinity. This is the reason that in our example the cyan asterisk will eventually escape to infinity (see Fig. 12). This means that these points correspond to dissociation for our...
3. Case III - Predissociation: The phase space structures, in this case, correspond to the states of our system (the complex of $HeI_2$) for which we have a transition from intramolecular bonding to dissociation. In this case the molecules are protected, for a long discrete time (many iterations), from dissociation. The phase space structures that correspond to this case are sticky tori and sticky curves which are around the stable fixed points. The points stay on these structures for many iterations until they leave these structures. This phenomenon is known as stickiness ([56]) and it has been studied in 4D Poincaré maps of Hamiltonian systems with three degrees of freedom in galactic dynamics and general relativity (see [18, 57, 58]). Eventually, the points escape to infinity through the manifolds of the NHIM as it was explained in case II. Some examples are presented in Figs. 13, 14,15,16 and 17. If we perturb the stable fixed point, we observe curves and islands around this point (see Fig. 13 when we perturb the stable fixed point in $r$-direction and $p_r$-direction and Fig. 14 for a perturbation only in the $r$-direction). These curves lie on the 2D plane $(r,p_r)$ of the 4D phase space for $\gamma = \pi/2$ and $p_r = 0$ (see Fig. 13, 14). The points stay on these curves for at least 1000 iterations. Now let’s focus on the red curve in Fig. 13. For more than 1208 successive iterations we see that the points start to leave this curve and the 2D plane $(r,p_r)$ (panel A of Fig. 15) in the $\gamma$ direction and they start to occupy larger volumes in the phase space (see panel B of Fig. 15). As we increase the iterations they form a torus (see panel A of Fig. 16) which contains (inside it's a hole) the curves that are around the stable fixed point. This torus has similar morphology with the torus of Fig. 10. The difference is that torus in Fig. 10 is a KAM invariant torus and the points lie on it forever. On the contrary, the torus in Fig. 16 is sticky, and after 2246 iterations the points start to leave this structure (see panel B of Fig. 16) before they escape to infinity (see Fig. 17). Consequently, we have two kinds of sticky structures (or stickiness), sticky curves and sticky tori. The first kind of stickiness corresponds to a state in which we have a transition of the complex $HeI_2$ from intramolecular bonding to intramolecular bonding for larger values for $r$ and $\gamma$. The second kind of stickiness corresponds to a state in which we have a transition from intramolecular bonding to dissociation. This is the first time that we see that the stickiness is important for the mechanism of the dissociation in chemical reactions. Alternative explanations of predissociation in other models of chemical reactions has been given due to the phenomenon of stable chaos (a known phenomenon from celestial mechanics for the stability of the asteroids [59]) that involves the interaction of two or more independent anharmonic resonances [60].

We finish the discussion of the results of this work by illustrating how the method of LDs can be used to identify situations where the stable and unstable manifolds of high-dimensional systems intersect transversely without forming lobes. This is a very well known behavior that is common in Hamiltonian systems with 3 or more DOF [41–45], and it was reported in [42] to occur for the van der Waals 4D symplectic map model we are studying here. This happens when the barrier height parameter ($B$) of the model is varied. Our goal is to replicate the results found in [42] with Lagrangian descriptors, and show the geometry of the manifolds of the system in different planes. In Fig. 18 we depict the stable and unstable manifolds in blue and red color respectively for different 2D phase space slices, where the column on the left corresponds to the barrier height $B = 2.5 \times 10^{-7}$ and the column on the right is calculated for a larger value, $B = 5.5 \times 10^{-5}$. We can clearly see how the lobes that were forming originally for smaller values of $B$ disappear when the barrier height increases, since the stable and unstable manifolds of the NHIM located at infinity do not intersect in the same way. We provide further evidence of this fact by presenting different 2D phase slices, where we show how the turnstile lobe formed by the stable/unstable manifold breaks apart, and therefore there is no volume enclosed in the turnstile anymore in the 4D phase space of the map.

IV. CONCLUSIONS

In this work we have shown how the method of Lagrangian descriptors can be used to reveal the high-dimensional phase space structures that arise in symplectic maps, by means analyzing their dynamics on low dimensional slices. In order to illustrate the applicability of this technique, we have focused on a 4D symplectic map model that is relevant in chemistry for the study of predissociation mechanisms in van der Waals complexes. This approach allows us to easily and systematically generate three-dimensional representations of the underlying phase space, from which one can gain meaningful insights on the full geometry of the system and the different nonlinear mechanisms that govern its dynamics. Interestingly, our analysis of phase space structure by means of LDs has revealed that we can identify situations where the stable and unstable manifolds of high-dimensional systems (three or more DoF) intersect transversely and do not form turnstile lobes, which can have an important impact on the study of transport for these systems.

Furthermore, in this paper we have studied all the phase space structures that are associated with intramolecular bonding, dissociation and predissociation mechanisms in the 2D and 4D map models for the $HeI_2$ van der Waals
Figure 8. Phase space structures obtained by applying Lagrangian descriptors on the two-dimensional slices that result from fixing the angle variable $\gamma$ and its conjugate momentum $p_\gamma$. The number of iterations used in the computation is $N = 25$ and the kicking period of the 4D symplectic map is set to $T = 8000$. In all panels $\gamma = 1/2$, and $p_\gamma = 0, 1/4, 1/2, 3/4$ correspond to the panels A, B, C and D respectively. The values given above for the angle and the momentum coordinate have been scaled accordingly by their corresponding periods.

Complex. The phase space structures are categorized into three cases:

1. **Case I - intramolecular bonding**: In this category, the points lie on KAM invariant curves or invariant tori forever. This means that these solutions of our mapping models correspond to a distance of the atom of He from the center mass of the two atoms of $I_2$ that is bounded and we have absence of dissociation. The case of the intramolecular bonding correspond to both the 2D map and to 4D map.

2. **Case II - Dissociation**: In this category, the points are located in the lobes of the invariant manifolds of the parabolic fixed points (for the 2D map) or of the NHIM (for 4D map) and they are guided to the infinity. This means that these solutions of our mapping models correspond to a distance of the atom of He from the center mass of the two atoms of $I_2$ that is not bounded (goes to the infinity) and we have the presence of the dissociation.

3. **Case III - Predissociation**: In this category, the points are located on sticky phase space structures (sticky curves and sticky tori). The points stay on these structures for many iterations before they leave and go to the infinity. These solutions of our mapping model correspond, for a long discrete time interval (many iterations), to a distance of the atom of He from the center mass of the two atoms of $I_2$ that is bounded. After this discrete time interval this distance goes to the infinity (dissociation). This means that we have a transition from a bounded state to the dissociation, after a long discrete time. The case of the predissociation correspond only to the 4D map.
Figure 9. Three-dimensional representation of the phase space structures obtained in the slice $p_\gamma = 0$ for the 4D symplectic map with kicking period $T = 8000$. A) KAM invariant tori and sticky region (in red) surrounding the yellow and blue tori, as revealed by the method of 3D projections. B) Visualization of the invariant manifolds (KAM tori and stable and unstable manifolds) by means of applying Lagrangian descriptors using $N = 25$ iterations on different 2D slices of the subspace $p_\gamma = 0$. Superimposed with the initial conditions of Fig. 11.

We are perfectly aware that the methodology introduced in this work constitutes just a small step towards the development of a complete understanding regarding the intricate dynamics that take place in the phase space of high-dimensional symplectic maps. Nevertheless, we are confident that the capabilities provided by Lagrangian descriptors to explore and visualize the geometry of the invariant manifolds that characterize phase space transport will be of great value to the nonlinear dynamics community in their efforts to address the outstanding challenges that lie ahead in this discipline. In particular, those aimed at disentangling the dynamical behavior of 3 DoF continuous Hamiltonian systems by means of reducing them to their equivalent 4D symplectic map representations.
Figure 10. The 3D representation \((r, \gamma, p_r)\) of a torus in the neighborhood of a stable fixed point (the initial conditions for this torus is: \(r = 7.0998, \gamma = 0.501\pi, p_r = p_\gamma = 0\)).

Figure 11. A) Phase space structures obtained by applying Lagrangian descriptors on the two-dimensional slices that result from fixing the angle variable \(\gamma\) and its conjugate momentum \(p_\gamma\). The number of iterations used in the computation is \(N = 25\) and the kicking period of the 4D symplectic map is set to \(T = 8000\) and \(B = 4 \times 10^{-5}\). In all panels \(\gamma = 1/2\), and \(p_\gamma = 0\). Forward iterations of the initial conditions \(r = 5.8559, p_r = -2.2287\) (black asterisk of panel A), \(r = 7.5227, p_r = 0.5068\) (magenta asterisk of panel A) \(r = 6.8484, p_r = 1.0045\) (cyan asterisk of panel A). B) Stable (blue) and unstable (red) manifolds.
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Figure 18. Stable (blue) and unstable (red) manifolds in different phase space slices extracted from the application of LDs with \( N = 20 \) iterations to the 4D symplectic map with kicking period \( T = 8000 \). The column on the left corresponds to the map with barrier height \( B = 2.5 \times 10^{-5} \) (see Table I), and the right column is for \( B = 5.5 \times 10^{-5} \). The top row corresponds to the slice \( \gamma = p_r = 0.4 \), the middle row represents the cut \( p_r = 0.4 \) and \( p_r = 1 \), and the bottom one is for \( p_r = 0.4 \) and \( p_r = -1 \). Magenta lines are located at \( \gamma = 0.4 \) and indicate the positions of the slices depicted in panels A) and B). The green lines in those panels are placed at \( p_r = \pm 1 \) and correspond to the cuts shown in figures C) to F).
Appendix A: Equilibrium points of the Hamiltonian Model

In this appendix we will describe the location and stability of the equilibrium points of the Hamiltonian model studied in this work. Firstly, we will find the equilibrium points \((r^*, \gamma^*, p_r^*, p_\gamma^*)\) of Hamilton’s equations in Eq. (7), which is a straightforward task, since they correspond to critical points of the PES, that is, \(\nabla V(r^*, \gamma^*) = 0\), and are located in configuration space, since \(p_r^* = p_\gamma^* = 0\). They are given by:

\[
\gamma^* = \frac{k\pi}{2}, \ k \in \mathbb{Z}, \quad r^* = r_e + \frac{\ln(1 + \alpha \cos(2\gamma^*))}{\beta}
\]  

(A1)

Interestingly, there is also another equilibrium point of the system located at \(r^* = \infty\). Moreover, since the PES is periodic in the variable \(\gamma\) with period \(\pi\), we will only need to consider the values \(\gamma^* = 0, \pi/2\). In order to determine the linear stability of the equilibrium points, we need the second order partial derivatives:

\[
\begin{align*}
V_{rr} &\equiv \frac{\partial^2 V}{\partial r^2} = 2\beta^2 D \left[-1 + 2 (1 + \alpha \cos(2\gamma)) e^{-\beta(r-r_e)}\right] e^{-\beta(r-r_e)} \\
V_{r\gamma} &\equiv \frac{\partial^2 V}{\partial r \partial \gamma} = -4\alpha D \cos(2\gamma) e^{-2\beta(r-r_e)} \\
V_{\gamma\gamma} &\equiv \frac{\partial^2 V}{\partial \gamma^2} = 4\alpha\beta D \sin(2\gamma) e^{-2\beta(r-r_e)} \\
\end{align*}
\]

(A2)

for the construction of the Hessian matrix, which is a submatrix of the Jacobian. Observe that, for the equilibrium point at infinity all the partial derivatives vanish, so that the Jacobian matrix has all zero eigenvalues and consequently this equilibrium point is said to be parabolic. On the other hand, when \(r^*\) is a finite equilibrium point we get:

\[
\begin{align*}
\frac{\partial^2 V}{\partial r^2} (r^*, \gamma^*) &= \frac{2\beta^2 D}{1 + \alpha \cos(2\gamma^*)} \\
\frac{\partial^2 V}{\partial \gamma^2} (r^*, \gamma^*) &= -\frac{4\alpha D \cos(2\gamma^*)}{(1 + \alpha \cos(2\gamma^*))^2} \\
\frac{\partial^2 V}{\partial r \partial \gamma} (r^*, \gamma^*) &= \frac{\partial^2 V}{\partial \gamma \partial r} (r^*, \gamma^*) = 0
\end{align*}
\]

(A3)

and the Jacobian matrix has the form:

\[
J(r^*, \gamma^*, p_r^*, p_\gamma^*) = \begin{pmatrix}
0 & 0 & \frac{1}{m} & 0 \\
0 & 0 & 1 & \frac{1}{I} \\
-V_{rr} & -V_{r\gamma} & 0 & 0 \\
-V_{r\gamma} & -V_{\gamma\gamma} & 0 & 0
\end{pmatrix} = \begin{pmatrix}
0 & 0 & \frac{1}{m} & 0 \\
0 & 0 & 0 & 1 \\
-\frac{2\beta^2 D}{1 + \alpha \cos(2\gamma^*)} & 0 & 0 & 0 \\
0 & \frac{4\alpha D \cos(2\gamma^*)}{(1 + \alpha \cos(2\gamma^*))^2} & 0 & 0
\end{pmatrix}
\]

(A4)

The eigenvalues for the equilibrium point \(r_e + \frac{\ln(1+\alpha)}{\beta}, 0, 0, 0\) are given by:

\[
\lambda_{1,2} = \pm \frac{2}{1 + \alpha} \sqrt{\frac{\alpha D}{I}}, \quad \lambda_{3,4} = \pm \beta \sqrt{\frac{2D}{m(1 + \alpha)}} i
\]

(A5)

so that the equilibrium point is an index-1 saddle with saddle\times center stability. On the other hand, for the equilibrium point \(r_e + \frac{\ln(1-\alpha)}{\beta}, \pi/2, 0, 0\) we get the eigenvalues:

\[
\omega_{1,2} = \pm \frac{2}{1 - \alpha} \sqrt{\frac{\alpha D}{I}} i, \quad \omega_{3,4} = \pm \beta \sqrt{\frac{2D}{m(1 - \alpha)}} i
\]

(A6)
which determines that this point is a center equilibrium. Observe that the value of the radial coordinate at this
equilibrium point is \( r_\star + \frac{\ln(1+\alpha)}{\beta} \), which coincides with the value \( r_{\min} \) we introduced in Eq. (6). It is also important
to remark that the values attained by the potential energy at these equilibria are:

\[
V_1 = V \left(r_\star + \frac{\ln(1+\alpha)}{\beta}, 0 \right) = -\frac{D}{1+\alpha} , \quad V_2 = V \left(r_\star + \frac{\ln(1-\alpha)}{\beta}, \pi/2 \right) = -\frac{D}{1-\alpha} \]  (A7)

If we define \( B = \Delta V = V_1 - V_2 \) as the potential barrier height that the HeI complex has to overcome for internal
rotation, and \( W = -V_2 \) is the well depth of the Morse-like oscillator in the plane \( \gamma = \pi/2 \), we can write the coupling
parameter \( \alpha \) in terms of \( B \) and \( W \) to yield:

\[
\alpha = \frac{B/W}{2 - (B/W)} \]  (A8)

and we recover the expression we already introduced in Eq. (6) when defining the vdW PES.

Now we are ready to find the fixed points \((r^\star, \gamma^\star, p_r^\star, p_\gamma^\star)\) of the 4D symplectic map in Eq. (11). The fixed points
are located at:

\[
p_r^\star = p_\gamma^\star = 0 \quad , \quad \gamma^\star = \frac{k\pi}{2} \quad , \quad k \in \mathbb{Z} \quad , \quad r^\star = r_\star + \frac{\ln(1+\alpha\cos(2\gamma^\star))}{\beta} \]  (A9)

and there is also a fixed point at infinity, \( r^\star = \infty \). In the next step, we compute their linear stability by analyzing the
eigenvalues of the Jacobian matrix obtained by linearizing the map about the fixed points:

\[
J(r^\star, \gamma^\star, p_r^\star, p_\gamma^\star) = \begin{pmatrix}
1 - \frac{T^2}{m} V_{rr} & -\frac{T^2}{m} V_{r\gamma} & \frac{T}{m} & 0 \\
-\frac{T^2}{T} V_{r\gamma} & 1 - \frac{T^2}{T} V_{\gamma\gamma} & 0 & T \\
-T V_{rr} & -T V_{r\gamma} & 1 & 0 \\
-T V_{r\gamma} & -T V_{\gamma\gamma} & 0 & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 - \frac{T^2}{m} V_{rr} & 0 & \frac{T}{m} & 0 \\
0 & 1 - \frac{T^2}{T} V_{\gamma\gamma} & 0 & T \\
0 & -T V_{r\gamma} & 0 & 1
\end{pmatrix} \]  (A10)

For the fixed point at infinity, the Jacobian matrix has only one eigenvalue, \( \lambda = 1 \), with multiplicity 4. Hence, this
point has parabolic stability. On the other hand, we discuss next the stability of the remaining fixed points of the 4D
map.

The eigenvalues of the equilibrium point \( \left(r_\star + \frac{\ln(1+\alpha)}{\beta}, 0, 0, 0 \right) \) are given by:

\[
\lambda_{1,2} = 1 - \frac{T^2 V_{rr}^*}{2m} \pm \frac{1}{2} \left( \frac{T^4}{m^2} V_{rr}^* - \frac{2T^2}{m} V_{r\gamma}^* \right)^{1/2} \quad , \quad \lambda_{3,4} = 1 - \frac{T^2 V_{\gamma\gamma}^*}{2m} \pm \frac{1}{2} \left( \frac{T^4}{m^2} V_{\gamma\gamma}^* - \frac{2T^2}{m} V_{r\gamma}^* \right)^{1/2} \]  (A11)

where \( V_{rr}^* = \frac{2\beta^2 D}{(1+\alpha)} \) and \( V_{\gamma\gamma}^* = -\frac{4\alpha D}{(1+\alpha)^2} \). The eigenvalues of the equilibrium point \( \left(r_\star + \frac{\ln(1-\alpha)}{\beta}, \frac{\pi}{2}, 0, 0 \right) \) are
given by:

\[
\lambda_{1,2} = 1 - \frac{T^2 V_{rr}^*}{2m} \pm \frac{1}{2} \left( \frac{T^4}{m^2} V_{rr}^* - \frac{2T^2}{m} V_{r\gamma}^* \right)^{1/2} \quad , \quad \lambda_{3,4} = 1 - \frac{T^2 V_{\gamma\gamma}^*}{2m} \pm \frac{1}{2} \left( \frac{T^4}{m^2} V_{\gamma\gamma}^* - \frac{2T^2}{m} V_{r\gamma}^* \right)^{1/2} \]  (A12)

where \( V_{rr}^* = \frac{2\beta^2 D}{(1-\alpha)} \) and \( V_{\gamma\gamma}^* = \frac{4\alpha D}{(1-\alpha)^2} \).

**Appendix B: The Method of Lagrangian Descriptors**

This appendix gives a brief description on the diagnostic tool that we have used in this work to analyze the
phase space structures of the 4D symplectic map modelling the dynamics of van der Waals complexes. The method of
Lagrangian descriptors is a technique that was originally introduced in the context of fluid mechanics to study transport
and mixing in geophysical flows [31, 32], but in the past years it has been found to provide useful information for the
analysis of the high dimensional phase space of chemical systems, see e.g. [35, 61] and references therein. Although the method was initially developed to analyze continuous-time dynamical systems [33, 34] with general time dependence, it has also been applied to maps [39], stochastic dynamical systems [62] and complex maps [51].

The idea behind the method of Lagrangian descriptors is very simple. Take any initial condition and accumulate along its trajectory the values attained by a positive scalar function that depends on the phase space variables. This calculation is carried out both forward and backward in time as the system evolves. Once this computation is done for a grid of initial conditions chosen on a given phase space slice where one would like to reveal structure, the scalar output obtained from the method will highlight the location of the invariant stable and unstable manifolds intersecting this slice. These manifolds will appear as 'singular features' of the scalar field, that is, they are detected at points where the values of LDs display an abrupt change, which indicates distinct dynamical behavior. Forward integration of trajectories detects stable manifolds while backward evolution does the same for unstable manifolds. It is important to remark that this technique also reveals the structure of KAM tori, but in this case the tori regions correspond to smooth values of the LD function. In fact, tori can be visualized by computing long-term time averages of LDs as discussed in [34, 37, 40].

We explain here the basic setup for the method of Discrete Lagrangian Descriptors (DLDs) to analyze maps. This tool was first introduced in Lopesino et al. [39] for the study of 2D area-preserving maps. Consider a domain $D \subset \mathbb{R}^k$ and a function $f$ that defines the discrete-time dynamical system,

$$
\mathbf{z}_{i+1} = f(\mathbf{z}_i) \quad \text{with} \quad \mathbf{z}_i = (x^i_1, \ldots, x^i_k) \in D, \quad \forall i \in \mathbb{N} \cup \{0\}.
$$

We assume that this mapping is invertible so that,

$$
\mathbf{z}_i = f^{-1}(\mathbf{z}_{i+1}) \quad \text{with} \quad \mathbf{z}_i = (x^i_1, \ldots, x^i_k) \in D, \quad \forall i \in \mathbb{Z}^-
$$

Given a fixed number of iterations $N > 0$ of the maps $f$ and $f^{-1}$, and take $p \in (0, 1]$ to specify the $l^p$ norm that we will use for constructing the method, then the DLD applied to systems (B1) and (B2) is given by the following function:

$$
MD_p(\mathbf{z}_0, N) = \sum_{i=-N}^{N-1} ||z_{i+1} - z_i||_p = \sum_{i=-N}^{N-1} \sum_{j=1}^{k} |x^j_{i+1} - x^j_i|^p
$$

where $\mathbf{z}_0 \in D$ is any initial condition. Observe that Eq. (B3) can be split into two quantities:

$$
MD_p(\mathbf{z}_0, N) = MD^+_p(\mathbf{z}_0, N) + MD^-_p(\mathbf{z}_0, N),
$$

where:

$$
MD^+_p = \sum_{i=0}^{N-1} ||z_{i+1} - z_i||_p = \sum_{i=0}^{N-1} \sum_{j=1}^{k} |x^j_{i+1} - x^j_i|^p,
$$

measures the forward evolution of the orbit of $\mathbf{z}_0$ and,

$$
MD^-_p = \sum_{i=-N}^{-1} ||z_{i+1} - z_i||_p = \sum_{i=-N}^{-1} \sum_{j=1}^{k} |x^j_{i+1} - x^j_i|^p,
$$

accounts for the backward evolution of the orbit of $\mathbf{z}_0$. In [39] it is shown that DLDs highlight stable and unstable manifolds at points where the $MD_p$ field becomes non-differentiable (discontinuities or unboundedness of its gradient). These non-differentiable points are displayed in a simple way when depicting the $MD_p$ scalar field, and are known in the literature as singular features. Moreover, [39] demonstrates that $MD^+_p$ detects the stable manifolds of the fixed points and $MD^-_p$ does the same for the unstable manifolds of the fixed points. Therefore, the fixed points with respect to the map (B1) will be located at the intersections of these structures.

In the definition of DLDs, the number of iterations $N$ considered for the computation of the orbit of any initial condition plays a crucial role, since it controls the level of detail with which the method reveals the geometrical structures in the phase space of the system. The underlying reason is that for a large number of iterations, we are incorporating into the analysis more information about the past and future history of the orbits of the map. However, issues might arise when applying this technique to analyze unbounded maps where orbits can escape to infinity very fast or even in finite time. This problem was circumvented in [40] by means of fixing a phase space region before the analysis is carried out, and computing the value attained by the DLD along the orbit of an initial condition until the
fixed number of iterations is reached or the orbit leaves the predefined domain, what happens first. This approach works nicely for many open systems such as the Hénon map that was studied in [40] with this adapted version of DLDs.

However, in the context of the 4D symplectic Morse map that we study in this work, we have observed that this strategy to avoid escaping trajectories is still posing some difficulties for the detection of phase space structure. For this reason, we have decided to adopt a different strategy that was developed in [51] for the study of complex maps and Julia sets. Since the unbounded dynamics of the Morse map takes place in the radial plane \( r - p_r \), and we know that the map has a fixed point at infinity, we compactify this plane by wrapping it around a unit sphere, and identifying all the points at infinity with the north pole of the sphere. This is done by means of using a stereographic projection \((S)\) that maps the points on the surface of the sphere, known as the Riemann sphere, onto its equatorial plane that is identified with the \( r - p_r \) plane. Given an initial condition \( z_0 = (r_0, \gamma_0, p_{r,0}, p_{\gamma,0}) \), where \( w_0 = (r_0, p_{r,0}) \) represents its coordinates in the radial plane, then we define the DLD scalar function as:

\[
D_p(z_0, N) = \sum_{i=-N}^{N-1} \left| S^{-1}(w_{i+1}) - S^{-1}(w_i) \right|_p .
\]

In this work we have chosen \( p = 1 \) as the exponent of the \( l^p \) norm used to define the DLD function. Notice that, although we can compute the DLD scalar function on any set of initial conditions, this is typically done by selecting two dimensional planes of the 4D phase space of the map. This is of great help for the visualization of structures of the high-dimensional space because we can use these slices to reconstruct the high-dimensional system. It is important to remark here that the implementation of DLDs that we have used relies only on the projections of the iterates of the radial components of the map onto the Riemann sphere. The reason behind this choice is that the dynamics in the angular degree of freedom \( \gamma \) is periodic, and thus, bounded, and in our analysis we are interested in the analysis of the dissociation mechanism in phase space, which is characterized by the situation where the radial coordinates of the map go to infinity. What the method is doing is to accumulate the \( p \)-norm of the vectors constructed between sequential points of the map in the radial plane, but this operation is carried out using the corresponding projections of the iterates onto the Riemann sphere to avoid the issues caused by orbits escaping to infinity at an increasing rate. For more details on how to construct this version of DLDs, refer to [63].