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Abstract

Model agnostic feature attribution algorithms (e.g., SHAP and LIME) are ubiquitous techniques for explaining the decisions of complex classification models, such as deep neural networks. However, since complex classification models produce superior performance when trained on low-level (or encoded) features, in many cases, the explanations generated by these algorithms are neither interpretable nor usable by humans. Methods proposed in recent studies that support the generation of human-interpretable explanations are impractical, because they require a fully invertible transformation function that maps the model’s input features to the human-interpretable features. In this work, we introduce Latent SHAP, a black-box feature attribution framework that provides human-interpretable explanations, without the requirement for a fully invertible transformation function. We demonstrate Latent SHAP’s effectiveness using (1) a controlled experiment where invertible transformation functions are available, which enables robust quantitative evaluation of our method, and (2) celebrity attractiveness classification (using the CelebA dataset) where invertible transformation functions are not available, which enables thorough qualitative evaluation of our method.

1. Introduction

Deep neural networks (DNNs) have demonstrated superior performance in solving complex problems in numerous domains, including image classification [9, 12], intrusion detection [5, 22], drug discovery [20], natural language processing [4, 7] and fraud detection [16]. When humans use complex machine learning (ML) models to make crucial decisions, a vital concern is whether humans can trust the model and its predictions. This requirement is mandatory in many domains such as healthcare (for medical treatment decisions [3]), finance (for automated lending decisions [18]), and autonomous vehicles (for decision-making by self-driving cars [11]) where human lives depend on the decisions made by the ML model. Unfortunately, complex models such as DNNs are difficult to explain [17].

Recent studies in the domain of explainable ML outline two desired characteristics for explainers: human interpretable i.e., explanations must provide meaningful and qualitative understanding regarding the decision made by the model, by considering human’s limitations, and faithfulness i.e., explanations must correspond to how the model truly behaves. Guided by these desired characteristics, recent research has proposed various methods for explaining ML models. These methods range from feature attribution approaches such as SHAP [14] and LIME [15], concept-based attribution approaches such as TCAV [10] and CaCE [8], example-based approaches such as counterfactual explanations [23], and rule-based approaches such as forest-based trees [19] and DeepRED [24].

Among these approaches, local interpretable, model-agnostic feature attribution approaches (e.g., SHAP, LIME) are the most popular methods for explaining ML models. These methods, train a second model that is inherently interpretable (such as a linear regression or decision tree model) on samples drawn from the local environment of the instance being predicted by the original model. That is, the second model is trained to approximate the decisions made by the original model in the local environment of the instance being explained. The explanations resulting from the second model are at least locally faithful to the decisions made by the original model [15].

The downside of feature attribution approaches is that in many use cases, they can be difficult to interpret by humans. Specifically, these approaches are designed to explain a model’s decision with respect to the model’s input features. However, in many cases, the input features are raw or encoded, making it very difficult for humans (e.g., domain experts) to draw meaningful and useful conclusions.

\textsuperscript{*}These authors contributed equally to this work
The abovementioned problem was not overlooked in recent works. Specifically, in the paper presenting LIME [15], the authors distinguish between model input features and interpretable data representations. Interpretable data representations must be understandable by humans, regardless of the actual features used by the model. In order to explain a model with respect to the interpretable data representations, the methods proposed in recent studies require the user to formulate an invertible transformation function that maps the model’s input features to the interpretable data representation [6, 15]. We argue that a transformation of this type is not possible in many real-world use cases.

A motivating example in the domain of computer vision is explaining the predictions made by a facial attractiveness classifier [1]. The input features of this type of classifier are raw three-colored pixels of an image of a person, and the output is whether or not this person is deemed attractive. In Figure 1, we present pixel-level explanations generated using SHAP (b). As can be seen, such detailed explanations fail to provide meaningful insights regarding the attractiveness of the person in the original image (a). In contrast, more meaningful insights can be obtained from an interpretable data representation, for instance, by using characteristics regarding a person’s appearance, e.g., “smiling,” “arched eyebrows,” and “wearing earrings” (c).

Unfortunately, when using methods such as SHAP or LIME to derive explanations with respect to the interpretable data representation, one must formulate an invertible transformation function from the model’s input features (i.e., raw three-colored pixels) to the interpretable data representation (i.e., characteristics regarding a person’s appearance). In practice, formulating such a transformation function is very challenging, because there is no direct mapping from features in the abstract interpretable data representation to the very granular input features.

In this paper, we extend the framework presented in LIME and SHAP papers to support the generation of human-interpretable explanations, when an invertible transformation from the model’s input features to the interpretable data representation is infeasible. Latent SHAP, our proposed framework, can produce human-interpretable explanations when just a non-invertible transformation function from the model’s input features to the interpretable data representation is available.

We evaluate Latent SHAP on (1) a toy example where invertible transformation functions are available, which enables us to perform a quantitative evaluation of the faithfulness of the proposed method with different hyperparameters and transformation functions; and (2) a real-world example from the computer vision domain - celebrity attractiveness classification (using the CelebA dataset) where invertible transformation functions are not available, which enables us to perform a qualitative evaluation of the faithfulness of
2. Feature Attribution Methods

In this section, we review LIME and SHAP, which are the most popular locally interpretable model-agnostic feature attribution methods.

2.1. LIME

Local Interpretable Model-agnostic Explanations (LIME) [15] explains the predictions \( f(x) \) of a complex model \( f \) for a given input sample \( x \), using an explanation model \( g \in G \), where \( G \) is a class of interpretable models such as linear models or decision trees. In practice, LIME includes the following two main phases:

**Phase I: Sampling a background dataset in the input’s local environment.** The explanation model \( g \) is trained to approximate \( f \) in the local environment of \( x \). The locality of \( x \) is represented using the proximity function \( \pi_x \) as follows:

\[
\pi_x(z) = e^{-D(x,z)^2/\sigma^2} \tag{1}
\]

where \( D \) is a distance function (e.g., \( L_2 \) distance), \( \sigma \) is the width. The background dataset \( B_x \) is sampled both in the vicinity of \( x \) and far from \( x \).

**Phase II: Training the explanation model.** The explanation model \( g \) is trained to minimize the objective function:

\[
\xi(x) = \underset{g \in G}{\text{argmin}} \mathcal{L}(g, f, \pi_x) + \Omega(g) \tag{2}
\]

where \( \Omega(g) \) is a measure of the complexity of the explanation model (e.g., in linear models, \( \Omega(g) \) may be the number of non-zero weights), and \( \mathcal{L}(g, f, \pi_x) \) is a measure of how unfaithful \( g \) is in approximating \( f \) in the locality defined by \( \pi_x \). \( \mathcal{L} \) is defined as the locally weighted square loss:

\[
\mathcal{L}(g, f, \pi_x) = \sum_{z \in B_x} \pi_x(z) (f(z) - g(z))^2 \tag{3}
\]

Using LIME to explain non-interpretable features. In the many cases where \( x \) is not interpretable by humans, explainers such as LIME can also provide explanations with respect to other interpretable input \( x' \) (a.k.a. simplified input). In such cases, the background dataset \( B_{x'} \) is sampled from the local environment of \( x' \) instead of \( x \) using a proximity function \( \pi_{x'} \). Furthermore, \( g \) is trained to minimize the following loss function:

\[
\mathcal{L}(g, f, \pi_{x'}) = \sum_{z \in B_{x'}} \pi_{x'}(z) (f(h_{x'}^{-1}(z)) - g(z))^2 \tag{4}
\]

where \( x = h_{x'}(x') \) is function that maps \( x \) to \( x' \). Note that in order to produce explanations with respect to the interpretable domain, \( g \) is trained on the local environment defined by \( \pi_{x'} \), which is sampled from the local environment of the interpretable input \( x' \).

2.2. SHAP

SHapley Additive exPlanations (SHAP) [14] is a model-agnostic feature attribution method inspired by the concept of Shapley values from game theory. Shapley values provide a way of fairly dividing up a reward between the players of a game [21]. The general idea of Shapley values is to estimate a player’s contribution, using the reduction in the expected reward of all possible subsets of players that do not include them. When applied to explaining ML models, prediction is the game, the model output is the reward, and the features are the players.

SHAP (specifically Kernel SHAP) explains the predictions \( f(x) \) of a complex model \( f \) for a given input sample \( x \), using an explanation model \( g \in G \), where \( G \) is a class of linear regression models. In practice, SHAP includes the following four main phases (see Figure 2a):

**Phase I: Sampling a background dataset.** A background dataset \( B \) is sampled from the distribution of the dataset used for training \( f \).

**Phase II: Creating coalition-specific background datasets.** For each subset of features \( c \subset \{x_1, x_2, ..., x_n\} \) (denoted as a coalition of features), SHAP creates a coalition-specific background dataset \( B_x^c \), in which values of features from the background dataset that are included in the coalition \( c \) are replaced with their feature values from \( x \).

**Phase III: Creating the dataset used to train the explanation model.** The dataset used for training \( g \) (denoted as \( B_x \)) includes a single instance for each coalition-specific background dataset \( B_x^c \). The features of this instance are binary indicators of the absence or presence of a feature within the coalition. The prediction value of this instance \( \hat{y}_x^c \) is calculated by averaging the predictions of \( f \) on \( B_x^c \):

\[
\hat{y}_x^c = \frac{1}{|B_x^c|} \sum_{z \in B_x^c} f(z) \tag{5}
\]

**Phase IV: Training the explanation model.** Model \( g \) is trained to minimize the following loss function:

\[
\mathcal{L}(g, f, \pi_c) = \sum_{c \in B_x} \pi_c(c)(\hat{y}_x^c - g(c))^2 \tag{6}
\]

where \( \pi_c(c) \) is a function defining the weight of a coalition \( c \) as a function of its size \( |c| \) as follows:

\[
\pi_c(c) = \frac{|c|!(n-|c|-1)!}{n!} \tag{7}
\]

Using SHAP to explain non-interpretable features. In the many cases where \( x \) is not interpretable by humans, explainers such as SHAP can also provide explanations with respect to other interpretable input \( x' \). In this case (which was described in detail in a recent study [6]), the
background dataset $B$ (which is sampled from the non-interpretable input’s domain) is transformed to the interpretable domain using a transformation function $h_x$ that maps $x$ to $x'$. Then, the transformed background dataset $B'$ is used for the creation of the coalition-specific background datasets $B'_c$ (note that in this case the coalition of features is sampled from the non-interpretable domain instead of the non-interpretable domain). Next, for each coalition-specific background dataset $B'_c$, a single instance is generated. The features of this instance represent the absence or presence of a feature within the coalition (in the interpretable domain). The prediction value of this instance $\hat{y}_{x'}$ is calculated as follows:

$$\hat{y}_{x'} = \frac{1}{|B'_c|} \sum_{z \in B'_c} f(h_x^{-1}(z)) \quad (8)$$

Finally, the explanation model $g$ is trained to minimize the loss function presented in Equation 6 using the weight function presented in Equation 7.

### 2.3. The Limitations of LIME and SHAP

While LIME and SHAP have many advantages, they both suffer from the same drawback – In order to explain a non-interpretable feature space, users must formulate an invertible transformation $h_x$ which maps the model’s (non-interpretable) input features $x$ to the human interpretable feature space $x'$. As presented in Equations 4 and 8, the original model $f$ cannot provide predictions on samples drawn from the interpretable domain $x'$ without applying the inverse transformation $h_x^{-1}$. However, in many real-world use cases practitioners would most likely prefer transformations that are inherently un-invertible. An example for a class of such transformations is transformations used for abstraction and aggregation. These kinds of transformations are very useful for mapping a complex non-interpretable feature space to an abstract human-interpretable feature space. On the other hand, these kinds of transformations will likely map multiple low-level input features to the same high-level abstract feature. Therefore, they are inherently un-invertible. To address these limitations, we introduce Latent SHAP, which can produce human-interpretable explanations when just a non-invertible transformation function from the model’s input features to the interpretable data representation is available.

### 3. Latent SHAP

Latent SHAP extends the concept of SHAP to support the generation of practical human-interpretable explanations, in use cases where an invertible transformation function does not exist. The rationale behind Latent SHAP is the existence of a statistical relationship between the non-interpretable input space and the human-interpretable input space. Latent SHAP models this statistical relationship and eliminates the need for an invertible transformation function.

#### 3.1. From SHAP to Latent SHAP

Similar to SHAP, Latent SHAP explains the predictions $f(x)$ of a complex model $f$ for a given input sample $x$ using an explanation model $g \in G$, where $G$ is a class of interpretable models. Additionally, both methods utilize the concept of “Shapley values” as a measure of feature importance. However, the main difference between SHAP and Latent SHAP is in their ability to explain a human-interpretable input $x'$ that is different from the input used to train $f$. Concretely, unlike SHAP, Latent SHAP only requires a one-way transformation function $h_x$ that maps non-interpretable input $x$ to human-interpretable input $x'$.

#### 3.2. Assumptions

Latent SHAP is able to eliminate the need for an invertible transformation function by assuming that there is a statistical relationship between the non-interpretable input $x$ and the human-interpretable input $x'$. Latent SHAP models this statistical relationship and estimates the predictions of $f$ for the interpretable input samples $B'_c$ (denoted as $\hat{y}_{x'}$, in Equation 8) by modeling the interpretable input samples $B'_c$ as a linear combination of samples from $B_x$.

#### 3.3. Algorithm

The Latent SHAP algorithm include the following eight main phases (see Figure 2b):

**Phase I: Sampling a background dataset from the non-interpretable feature space.** Similar to SHAP, Latent SHAP’s first phase is sampling a background dataset $B$ with the distribution of the dataset used to train $f$.

**Phase II: Transforming the background dataset to a human-interpretable feature space.** The background dataset $B$ (sampled from the non-interpretable input domain) is then transformed to the interpretable domain using a transformation function $h_x$ that maps $x$ to $x'$. We refer to this dataset as the transformed background dataset ($B'$).

**Phase III: Creating coalition-specific background datasets.** Similar to SHAP, for each subset of features $c \subset \{x_1, x_2, ..., x_n\}$ (the coalition of features), Latent SHAP creates a coalition-specific background datasets; $B'_c$, in which values of features from the background dataset $B$ that are included in the coalition $c$, are replaced with their feature values from $x$. However, in contrast to SHAP, Latent SHAP also creates coalition-specific datasets from the transformed background dataset $B'$. In this case, for each subset of interpretable features $c' \subset \{x'_1, x'_2, ..., x'_n\}$, Latent SHAP creates a coalition-specific background dataset $B'_{c'}$, in which values of features from the transformed background dataset $B'$ that are included in the
coalition $c'$, are replaced with their feature values from $x'$.  

**Phase IV: Creating a latent background dataset.** In order to eliminate the need for an invertible transformation function, Latent SHAP creates a latent background dataset ($L_x'$). This dataset is used to model the statistical relationships between the non-interpretable inputs $x$ and the human interpretable input $x'$. The features of this dataset are the result of applying the transformation function $h_x$ on each of the coalition-specific background datasets ($B^c_x$), and the prediction values of samples in $L_x$ ($\hat{Y}_{L_x}$) are calculated by applying $f$ on $B^c_x$ as follows:

$$L_{x'} = \bigcup_{i=1}^{k} h_x(B^c_x) \quad \hat{Y}_{L_x} = \bigcup_{i=1}^{k} f(B^c_x) \quad (9)$$

where $k$ is the number of coalitions in the non-interpretable feature space, $h_x(B^c_x)$ is the application of $h_x$ to each sample in $B^c_x$, and $f(B^c_x)$ is the application of $f$ to each sample in $B^c_x$.

**Phase V: Modeling the statistical relationships between the non-interpretable feature space and the interpretable feature space through the latent background dataset.** To model the statistical relationships between the non-interpretable feature space and the interpretable feature space, Latent SHAP calculates a distance matrix $M$ between samples in the latent background dataset ($L_x'$) and samples in the coalition-specific background datasets ($B^c_x$):

$$M = \begin{bmatrix} 
\pi(L_{x'_1}, B^c_{x_1}) & \cdots & \pi(L_{x'_1}, B^c_{x_k}) \\
\vdots & \ddots & \vdots \\
\pi(L_{x'_k}, B^c_{x_1}) & \cdots & \pi(L_{x'_k}, B^c_{x_k}) 
\end{bmatrix} \quad (10)$$

Figure 2. Kernel SHAP and Latent SHAP workflows.
where \( \pi \) is a proximity function defined using a distance function \( D \) (e.g., \( L_2 \) distance, cosine similarity) as in Eq. 1.

**Phase VI: Approximating the prediction values for each coalition-specific background dataset using the distance matrix.** The prediction values for each coalition-specific background dataset (denoted as \( f(B^c_{\cdot x}) \)) are approximated using the distance matrix \( M \), and the prediction values of samples in \( L_x \) (denoted as \( \hat{Y}_{L_x} \)) are calculated as follows:

\[
f(B^c_{\cdot x}) \approx \sigma(M^T) \cdot \hat{Y}_{L_x}
\]

(11)

where \( \sigma \) is the softmax function.

**Phase VII: Creating the dataset used to train the explanation model.** The dataset used for training \( g(B'_{\cdot x}) \) includes a single instance for each coalition-specific dataset generated from the transformed background dataset \( B^c_{\cdot x'} \). The features of this instance are binary indicators of the absence or presence of a feature within the coalition. The prediction value of this instance \( y^c_{x'} \) is calculated as follows:

\[
y^c_{x'} = \frac{f(B^c_{\cdot x})}{|B^c_{\cdot x}|}
\]

(12)

where \( f(B^c_{\cdot x}) \) is approximated according to Equation 11.

**Phase VIII: Training the explanation model.** Similar to SHAP, the explanation model \( g \) is trained to minimize the loss function presented in Equation 6.

### 4. Evaluation

In this section, we evaluate Latent SHAP’s performance. We conducted experiments with simulated data on a task of modeling a simple linear function (Section 4.1)), as well as evaluation with real data on an image classification task (Section 4.2).

#### 4.1. Evaluation with Simulated Data

In this section we address three research questions:

**RQ1:** Are Latent SHAP’s explanations locally faithful (i.e., correspond to how the model truly behaves in the vicinity of the instance being predicted).

**RQ2:** Are Latent SHAP’s explanations more locally faithful than the naive approach.

**RQ3:** How does a noisy transformation function affect the local faithfulness of Latent SHAP’s explanations.

To answer these research questions, we performed experiments on a simple problem using synthetic data.

#### 4.1.1 Experimental Setup

**The Problem:** We begin with the simple problem of explaining a classifier \( f \) that is trained to model the following function:

\[
g(x_1, \ldots, x_8) = \begin{cases} 
1 & \sum_{i=1}^{4} x_i - \sum_{i=5}^{8} x_i > 0 \\
0 & \text{otherwise}
\end{cases}
\]

(13)

**The Data:** 1,000 samples were drawn from a multivariate normal distribution parameterized by:
We use a simple logistic regression classifier. To answer the first research question, we measure the test accuracy of 98.2%. The classifier was trained on 500 samples and was tested on the remaining 500 samples. We observed a high test accuracy of 98.2%.

The Classifier: We use a simple logistic regression classifier. The classifier was trained on 500 samples and was tested on the remaining 500 samples. We observed a high test accuracy of 98.2%.

The Data: Specifically, the classifier is trained to predict the attractiveness of celebrities’ based on their image faces. In our evaluation, we consider the attractiveness feature as the label and the rest of the features as human-interpretable attributes.

The Problem: To obtain the ground truth, we use a Kernel SHAP explainer that utilizes the inverse PCA transformation to provide explanations with respect to the human-interpretable domain.

The Baseline Method: We evaluate Latent SHAP against a naive approach, which uses Kernel SHAP for providing explanations on the non-interpretable input space and then transforms the explanations (i.e., SHAP values) to the human interpretable space using the transformation function.

Evaluation Metric: We use the cosine similarity metric to evaluate the similarity of the explanations generated by Latent SHAP (or the baseline method) to the ground truth explanations.

4.1.2 Evaluation Results

RQ1: To answer the first research question, we measure the cosine similarity between the explanations generated by Latent SHAP and the explanations generated by the ground truth. The results are presented in Figure 3. As can be seen, when the background dataset is large enough (200 examples), and the transformation function is not noisy (σ=0), the explanations generated by Latent SHAP are very similar to the ground truth explanations (mean cosine similarity of 0.93 over 500 testing examples). The practical insight that can be derived from this observation is that Latent SHAP can provide locally faithful explanations with respect to the non-interpretable feature space when the transformation function is accurate.

RQ2: To answer the second research question, we also measure the cosine similarity between the explanations generated by the baseline method and the explanations generated by the ground truth. The results are presented in Figure 3. As can be seen, the naive approach yields very poor performance. The practical insight that can be derived from this observation is that the naive approach provides explanations that are not locally faithful.

RQ3: To answer the third research question, we evaluate the explanations generated by the baseline and Latent SHAP methods when Gaussian noise is added to the output of the transformation function. Specifically, for each feature in the interpretable input space (denoted as $x'_i$) we added Gaussian noise with $\mu = 0$ and $\sigma = \alpha * \sigma_{x'_i}$, where $\sigma_{x'_i}$ is the standard deviation of the feature $x'_i$, and $\alpha \in [0, 1]$ is a scaling factor. In our experiments we examined various values of $\alpha$, and the results of this examination are presented in Figure 3. As expected, adding noise reduces our method’s performance, with a slower reduction in performance seen with larger background dataset sizes. Nevertheless, Latent SHAP demonstrated high performance (mean cosine similarity of 0.9-0.78) for small noise ratios ($\alpha < 0.15$) when the background dataset is large enough (size $> 100$). Based on these findings we conclude that Latent SHAP can provide locally faithful explanations with respect to the non-interpretable feature space when the transformation function is relatively accurate.

4.2. Evaluation with Real Data

In this we address the following research questions:

RQ 1: Do Latent SHAP’s local explanations enable better understanding of model predictions than those provided by SHAP?

RQ 2: Are the explanations generated by Latent SHAP logical on a global level?

4.2.1 Experimental Setup

The Problem: We continue with a real-world problem of explaining a classifier $f$ used for image classification. Specifically, the classifier is trained to predict the attractiveness of celebrities’ based on their image faces.

The Data: We use the CelebA dataset [13] which contains 200,000 images (200k) of celebrities’ faces annotated with 40 binary human-interpretable features, that were manually labeled (such as wearing hat, smiling, pointy nose). One of these feature is the attractiveness of the face of the celebrity in the image. In our evaluation, we consider the attractiveness feature as the label and the rest of the features as human-interpretable attributes.

The Classifier: We train a convolutional neural network (CNN) classifier to predict the attractiveness of images of celebrities. The classifier’s architecture include 13 convolutional layers and a single Linear layer. Each convolutional layer was followed by a batch normalization layer, and a ReLU activation function. Max-pooling layers fol-
We train another deep neural network classifier to predict the other 39 human-interpretable features given images of celebrities. The classifier was trained on 180k samples and was validated and tested on the remaining 20k samples. We observed a test f1 score of 78.5%.

**The Transformation Function:** We train another deep neural network classifier to predict the other 39 human-interpretable features given images of celebrities. The classifier’s architecture was similar to $f$. The model was optimized using the momentum optimizer (learning rate= 0.1, momentum= 0.9) and a binary-cross-entropy loss. This classifier was trained and tested as the above classifier. We observed a test f1 score of 82.7%.

**Baseline Methods:** We use the SHAP Partition explainer, which commonly used for explaining high-dimensional data, as the baseline method. SHAP partition explainer approximates Shapley values in polynomial time (instead of exponential), by using Owen values. The explanations generated by SHAP Partition explainer colors groups of pixels that increase the attractiveness prediction in red and pixels that reduce the attractiveness prediction in blue, with the color saturation indicating how much a pixel contributes.

![Figure 4](image-url)  
**Figure 4:** Attractiveness Local explanation for all human-interpretable features for the image in Figure 1.

As can be seen in Figure 5, the size of the background dataset affects the results and should be selected carefully. For example, for the first image, the contribution of the 'high cheekbones' feature diminishes, and it moves from being the seventh most contributing feature (in absolute terms) with an importance score of -0.04 to a position outside the top-9 (as its importance value gets closer to zero) when the background size is increased from 50 to 150. This decrease in importance is significant enough that when 150 background samples are used, the 'high cheekbones' feature is no longer one of the top-9 contributing features and therefore does not appear in the figure.

**4.2.2 Evaluation Results**

**RQ1:** To answer the first research question, we evaluate Latent SHAPs explanations qualitatively. In Figure 4, we present Latent SHAP’s explanation for the image face presented in Figure 1. As can be noticed, Latent SHAP’s explanations enable high-level understanding of the prediction model, which is one of the main goals of explanation frameworks. The explanations presented in Figure 4 indicate that most of the features have little or no impact, which indicate the lack of a facial feature.

In Figure 5, we present four local Latent SHAP explanations for two facial images predicted to be attractive and two predicted to be unattractive. Latent SHAP provides explanations that are more informative than SHAP’s pixel-based explanations and makes it easier to draw conclusions about the prediction model. For example, some concepts may be difficult to identify when highlighted in the pixel space (such as smiling, open mouth, face shape, hair color), but when the image is transformed to the human-interpretable feature space, the concepts can be easily identified. In general, we found that when a face is classified as unattractive, Latent SHAP assigns low negative feature importance to many features. On the other hand, when a face is classified as attractive, Latent SHAP assigns high positive feature importance to just a few features.

As can be seen in Figure 5, the size of the background dataset affects the results and should be selected carefully. For example, for the first image, the contribution of the 'high cheekbones' feature diminishes, and it moves from being the seventh most contributing feature (in absolute terms) with an importance score of -0.04 to a position outside the top-9 (as its importance value gets closer to zero) when the background size is increased from 50 to 150. This decrease in importance is significant enough that when 150 background samples are used, the 'high cheekbones' feature is no longer one of the top-9 contributing features and therefore does not appear in the figure.
RQ2: To answer the second research question, we compare the global explanations generated by Latent SHAP (Figure 6 right) to the ground-truth correlations of the human-interpretable features for attractiveness (Figure 6 left). Note that we only present the 10 most influential features. The individual Latent SHAP feature attributions, denoted as Latent SHAP values, appear as dots on the right side of Figure 6. Each dot represents a single sample, where the x-axis is the Latent SHAP value, the color represents the feature value, and the y-axis shows bunching where many samples have the same feature values.

As can be seen in Figure 6, globally, the Latent SHAP values correspond well to ground-truth correlations with attractiveness. For example, ‘Heavy Makeup’ is positively correlated with attractiveness, and the Latent SHAP values indicate a low contribution for low feature values and a high contribution for high feature values. Latent SHAP also assigns appropriate Latent SHAP values to the male feature which is inversely correlated with attractiveness.

5. Conclusion

In this paper, we presented Latent SHAP, a framework for generating locally faithful model-agnostic human-interpretable explanations, given an un-invertible transformation function from the features the model was trained on to human-interpretable features that are used in the explanation. Our experiments show that Latent SHAP’s explanations are both locally faithful and highly intuitive.
Figure 6. Feature correlation for ‘attractive’ vs. Latent SHAP’s global explanation for the classification of celebrities’ attractiveness for features with the top-10 mean absolute importance values.
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