Selected Artificial Intelligence Methods in the Risk Analysis of Damage to Masonry Buildings Subject to Long-Term Underground Mining Exploitation
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Abstract: This paper presents an advanced computational approach to assess the risk of damage to masonry buildings subjected to negative kinematic impacts of underground mining exploitation. The research goals were achieved using selected tools from the area of artificial intelligence (AI) methods. Ultimately, two models of damage risk assessment were built using the Naive Bayes classifier (NBC) and Bayesian Networks (BN). The first model was used to compare results obtained using the more computationally advanced Bayesian network methodology. In the case of the Bayesian network, the unknown Directed Acyclic Graph (DAG) structure was extracted using Chow-Liu’s Tree Augmented Naive Bayes (TAN-CL) algorithm. Thus, one of the methods involving Bayesian Network Structure Learning from data (BNSL) was implemented. The application of this approach represents a novel scientific contribution in the interdisciplinary field of mining and civil engineering. The models created were verified with respect to quality of fit to observed data and generalization properties. The connections in the Bayesian network structure obtained were also verified with respect to the observed relations occurring in engineering practice concerning the assessment of the damage intensity to masonry buildings in mining areas. This allowed evaluation of the model and justified the utility of the conducted research in the field of protection of mining areas. The possibility of universal application of the Bayesian network, both in the case of damage prediction and diagnosis of its potential causes, was also pointed out.
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1. Introduction

The mining process of underground resources significantly disturbs the structure of the rock mass. This leads to negative effects manifested on the surface of mining areas. Usually, these take the form of large-scale continuous deformations [1,2], mining tremors [3,4] and local discontinuous deformations [5,6]. All these phenomena are a potential threat both in the context of safety [7,8], and often they are the cause of a significant reduction in the utility of buildings [9,10]. Regarding both of these issues, there have been efforts for many years to optimize the possibility of extraction of resources with the lowest possible degree of degradation of the existing buildings on the surface of the mining area. Today, apart from the issues related to mining technology, the assessment of potential mining damage is one of the most important problems conditioning the possibility of conducting underground operations. It is a very complex socio-economic problem, which concerns both owners or managers of buildings and mine officials. From a practical point of view, it is very important to be able to reliably predict the expected damage to buildings before mining activities start, as well as to diagnose the causes of the damage during the occurrence of effects. An additional difficulty is the uncertainty occurring in the process of collecting
information on the technical condition of buildings over a long period of exploitation and imprecise impact forecasts for the planned exploitation. Awareness of the complexity of this problem led the authors to undertake research using methods classified as artificial intelligence (AI) [11,12]. Particular attention was paid to methods operating on the basis of probabilistic notation of uncertainty, which include Naive Bayes Classifier and Bayesian networks [13,14].

The research was carried out on a database created of masonry buildings, for which information was established on the intensity of long-term impacts at the location of each structure and on the structural and material features of buildings, the quality of maintenance and the diagnosed range and intensity of damage. On this basis, two prognostic models, understood as decision-making systems for damage risk assessment, were created and compared. The first was the learned and tested structure of the Naive Bayes Classifier (NBC) [15]. The second, methodologically more complex model, was the Bayesian network structure [16]. During the construction of this model, an advanced technique involving the optimal extraction of the Bayes network structure from data (TAN-CL Chow-Liu’s Tree Augmented Naive Bayes) [17] was used. Thus, a method belonging to the field of Bayesian networks structure learning from data (BNSL) [18] was used.

The research methodology adopted in this paper to establish a meaningful decision system for damage risk assessment is currently under development, especially in the areas of medical science [19], biology [20], genetics [21,22]. This type of methodology is also used in civil engineering issues, especially in the context of safety [23], risk [24] and reliability [14] assessment. In addition, a great number of scientific studies indicate the effectiveness of this type of approach in issues related to hazards arising from the impact of random phenomena of natural origin (floods [25], earthquakes [26], tsunami [27]). However, recently one can also encounter implementation of this approach in the interdisciplinary area combining mining and civil engineering [13,28]. The separation of a model for damage risk assessment in buildings, in addition to the benefits in terms of optimizing the planning of the mining process, can be used in a wide spectrum of socio-economic issues and the digitalization of the construction industry—cf. Figure 1. It seems particularly important to implement such a tool in the intensively increasing trend of BIM, as an important component for the area of AEC (Architecture-Engineering-Construction) [29] and FM (Facilities Management) [30,31]. On the other hand, integration of building issues with the mining process allows us to include the problem of damage risk assessment into the activities related to the development of the Industry 4.0 [32].

![Figure 1. Diagram of the interaction of damage risk issues in various mining and civil engineering fields (own source).](image)

Evaluating the issue addressed in this paper only through the narrow prism of the development of digitalization and the need for optimal planning of the mining exploitation...
In the mining process, it is clear that there is a need to create a tool to improve the work of both mining and civil engineers involved in the process related to the underground exploitation of resources. An additional advantage of such a tool, based on AI methodology, is the ability to update the model with access to new data resources. This is especially the case with Bayesian networks, which, in addition to allowing inference in the mode of prediction of the range and intensity of damage and diagnosis of its causes [13,28]. This significantly extends the possibilities of implementing such a tool in other industrial sectors that coexist with the mining industry.

2. Indicating the Innovation of the Methodological Approach Used for the Research

AI methods are currently used in many areas of science and technology, especially where, due to the complexity of the issues, it is necessary to apply heuristic approaches. Although individual tools belonging to this group are still being developed and improved, the effectiveness of many of them has already been confirmed. The validity of AI methods has also been justified by research conducted within the interdisciplinary field of mining and civil engineering [9,13,28,33,34]. Among the available AI methods, the methods that allow representation of formal uncertainty during inference are particularly useful for describing the risk of building damage. To date, the most popular methods that allow a mathematical representation of formal uncertainty are systems based on fuzzy logic [34] and Bayesian inference principle using probabilistic formalism [35]. Currently, there are also hybrids resulting from the combination of these two approaches [36,37].

From the point of view of the problem undertaken, there were two main criteria for the choice of methodology for the construction of the damage risk model. The first criterion was the use of a notation that would allow mathematical treatment of uncertainty during the construction and subsequent operation of such a system. The second criterion was dictated by the practice of making assessments, in which sometimes a prediction of damage intensity is required for predicted mining impacts, and sometimes a diagnosis of the causes of damage that has occurred. Therefore, it was decided to reduce the group of potential AI methods to those based on probabilistic notation. This form of uncertainty description is used every day by engineers and is found in international standards guidelines [38].

At this point, it should be indicated that other methods whose high efficiency in relation to the analysis of building damage has been confirmed by numerous studies. The main tool for failure analysis in building structures, from a mechanical point of view, is the Finite Elements Method (FEM). With regard to the issues of mining impacts, it is applicable and confirms its effectiveness, both in static issues related to the impact of land subsidence [39–41], and in dynamic issues related to the impact of mining tremors [4,42]. However, this type of approach cannot be effectively applied when it is necessary to forecast the intensity of damage for a large number of buildings. An additional aspect that hinders this type of approach is often the differences between the structural arrangement of individual buildings and the lack of transparency of their spatial static arrangements. For this reason, with regard to the undertaken problem, with full awareness of the advantages of the FE methodology, it was decided to undertake research based on in-situ data and apply advanced statistical methods, which include machine learning tools.

In this paper, two methods using probabilistic uncertainty notation are used: Naive Bayes Classifier (NBC) and Bayesian Network (BN) methodology. The NBC methodology was used to obtain a reference model for the methodologically more complex approach using Bayesian networks. The results obtained for NBC provided a reference basis for assessing the quality of the established BN structure, which was considered the target model for describing the issue addressed in this paper.

Although Bayesian networks have already been successfully applied in issues of risk assessment of the occurrence of various types of negative natural or anthropogenic phenomena [43,44], the main problem is to determine the appropriate structure of such a model. Applications of Bayesian networks, whose structure is mostly arbitrarily determined by an expert, are encountered in mining and civil engineering problems. This approach is
efficient but is limited by finite human perception. This makes it impossible to build expert systems for processes or phenomena with a large number of variables. The risk problem related to the phenomenon of damage to existing buildings affected by mining exploitation depends on dozens of factors, the influence of which cannot be neglected in the analysis. Therefore, the application of a methodology based on the detection of the BN structure from data is indispensable in this case. In this regard, the issue is still open and requires testing various methods involving BN structure learning from data (BNSL—Bayesian Network Structure Learning). Implementations of BNSL methods are not often seen in engineering problems, especially civil engineering and mining. For this reason, the issue addressed in this paper is considered original and innovative in the above engineering fields.

3. Characteristics of the Information Collected in the Building Database and Description of Mining Impacts

Fulfilling the set research purposes, which consisted in building and verifying the NBC classifier and the BN structure, at the beginning required collecting data on the behavior of buildings subjected to the influence of mining exploitation. The most relevant factor here was the observed damage in the buildings before the mining operation and the actualization of the damage after it.

During the passage of underground exploration on the ground surface, deformation occurs. In general, vertical ($w$ [mm]) and horizontal ($u$ [mm]) displacements occur. However, in order to relate the deformation of the terrain to the problem of the threat of buildings, detailed measures are introduced, which are derived from vertical and horizontal displacements. These measures are horizontal deformations ($\varepsilon$ [mm/m]), inclinations ($T$ [mm/m]) and curvatures ($R$ [km]) of terrain. The values of these parameters may be established on the basis of model tests or as a result of geodetic measurements [45].

In order to explain the meaning of variables used in the research, the process of formation of a mining basin was presented and interpreted schematically in Figure 2. However, the characteristic damage to buildings on the convex and concave margins of a mining basin is illustrated in Figure 3.

![Figure 2. Distribution of deformation indices over the excavation: ($u$) vertical displacement; ($T$) inclination; ($K$) ground curvature; ($\varepsilon$) horizontal ground strain (own source).](image-url)

Finally, a group of 207 buildings was qualified for further analysis. Next, “in-situ” field research was carried out, during which information on the buildings was collected and finally archived in the database. The “in-situ” field research for the selected group of buildings concerned the determination of, among others, the geometrical parameters, applied structural solutions, existing protection against mining influence and the range and intensity of the existing damage. An example of two representative buildings from among all those qualified for the survey is presented in Figure 4.
Figure 3. Diagram of characteristic damage to buildings in a mining basin: (a) convex edge of the basin; (b) concave edge of the basin; (1) diagonal cracks, (2) vertical cracks [46].

Investigations of the state of damage to buildings taking into account the range and intensity, as well as the threat to the safety of the structure and users, made it possible to classify each case into one of four categories [47].

The description of the accepted building damage categories can be presented as follows:

- damage category 1: no structural damage, possible occurrence of damage in the form of insignificant cracks on the plaster of walls and ceilings.
- damage category 2: more intensive damage to non-structural elements and finishing elements, such as cracking or local separation of ceiling soffits, trimming of ceiling and wall plaster, cracking of elevation and interior wall plaster.
- damage category 3: damage in structural elements, the range, intensity and location of which, in the case of further ground deformation influences, may lead to the local loss of load-bearing capacity or stability of structural elements.
- damage category 4: damage threatening the local load-bearing capacity of its elements (which could have already been subjected to temporary protective works), or buildings in which there is large natural wear of structural elements, manifested by extensive and advanced erosion of masonry or concrete and reinforcement.

The distribution of damage intensity to buildings in the period 2011–2017 according to the adopted categorization is presented in Figure 5.
In the period of research, i.e., in the years 2011–2017, the development in the study area was subjected to the influence of coal mining, carried out in the system with roof collapse, whose characteristic parameters are summarized in Table 1.

Table 1. Summary of basic parameters of mining exploitation in the study area.

| Deck        | Wall     | Height [m] | Depth [m] | Period of Exploitation |
|-------------|----------|------------|-----------|------------------------|
| 503         | 4        | 2.6–3.3    | 625–720   | 2011–2013              |
| 510 wg      | 30a and 31a | 2.0–2.4    | 725–805   | 2013–2015              |
| 503         | 5 and 6  | 2.0–2.3    | 670–720   | 2015–2017              |

In the process of creating the database, information was collected on the occurring values of the horizontal ground deformations (ε—cf. Figure 2) in the locations of particular buildings. The basis for determining the values and directions of strains were the results of surveying measurements conducted by the mine. In turn, approximation of values and directions of strains to the location of each building was performed using dedicated modeling methods based on Budryk–Knothe theory [48]. The quantity of buildings, which were affected by horizontal tensile strain $\varepsilon^+$, together with their values with the accuracy of 0.5 mm/m, is presented in Figure 6. Whereas the quantity of buildings, which were affected by horizontal compressive strain $\varepsilon^-$ is presented in Figure 7.

Figure 5. Distribution of building damage categories determined during the inventory in the years 2011–2017.

Figure 6. Distribution of data on the occurrence of tensile horizontal strain $\varepsilon^+$ [mm/m] at the location of buildings from the period 2011–2017.
modeling methods based on Budryk–Knothe theory [48]. The quantity of buildings, which were affected by horizontal tensile strain $\varepsilon^+$, together with their values with the accuracy of 0.5 mm/m, is presented in Figure 6. Whereas the quantity of buildings, which were affected by horizontal compressive strain $\varepsilon^-$ is presented in Figure 7.

Figure 6. Distribution of data on the occurrence of tensile horizontal strain $\varepsilon^+$ [mm/m] at the location of buildings from the period 2011–2017.

Figure 7. Distribution of data on the occurrence of compressive horizontal strain $\varepsilon^-$ [mm/m] at the location of buildings from the period 2011–2017.

Based on the horizontal deformation impacts collected above, the resulting mining terrain categories were determined [46]. In this form, the intensity of influences from continuous deformation of the mining area was classified and included in the database.

Finally, taking into account multiple inspections of the technical state for the same buildings, a study material of 594 design cases was collected. A synthetic summary of building data and meaningful mining impacts is presented in Table 2.

Table 2. List of variables with indication of their discretization (categories).

| Variable Type       | Variable                          | Code | No. of Categories |
|---------------------|-----------------------------------|------|------------------|
| Geometry            | Length Geo1                       | 8    |
|                     | Width Geo2                        | 6    |
|                     | Building area Geo3                | 10   |
|                     | Number of overground storeys Geo4 | 5    |
|                     | Volume Geo5                       | 11   |
|                     | Length of a series of compact buildings Geo6 | 12 |
|                     | Dilation method Geo7              | 3    |
|                     | The shape of the building’s body Geo8 | 4 |
|                     | Basement Geo9                     | 3    |
|                     | Variable level of foundation Geo10 | 2   |
|                     | Variable building height Geo11    | 2    |
| Construction        | Foundation type Con1              | 3    |
|                     | Basement wall material Con2       | 3    |
|                     | Material of the walls of the ground floor and above Con3 | 2 |
|                     | Ceiling above the basement Con4   | 5    |
|                     | Ceiling above the ground floor and above Con5 | 3 |
|                     | Lintels Con6                      | 3    |
|                     | Protections for mining influence Con7 | 4 |
|                     | Protections—supplementary data Con8 | 3 |
| Other technical data| Year of construction Otd1         | 8    |
|                     | Natural wear (technical condition) Otd2 | 5 |
|                     | Repair factor Otd3                | 2    |
|                     | Static (deformation) resistance category Otd4 | 3 |
| Mining impacts      | Mining threat category of the terrain MC | 3 |
| Damage              | Damage category before impacts Dmg1 | 4 |
|                     | Damage category after impacts Dmg2 | 4 |
4. Characteristics of the AI Methods Used in the Research

As part of the research, it was decided to choose supervised learning as the optimal method to achieve the purpose [49]. Within this area, the NBC (Naive Bayes Classification) and BNs (Bayesian Networks) methods were qualified for further research. This choice was dictated by the fact that these methods allow notation of risk in a probabilistic form, which is in accordance with the functioning nomenclature in this area at an international level [50]. An additional advantage of these methods is the ability to capture uncertainty and, in the case of BNs, additionally incompleteness of information concerning the input variables. The last very important advantage from the utilitarian point of view, and concerning only BNs, is the possibility of inference in any direction. In the problem of damage risk, this proves that this model can be used both in the case of predicting the intensity of damage as well as to diagnose its causes.

Finally, it was concluded that the target damage risk model would be created using the BN method. The NBC method, on the other hand, would serve as a reference basis for verifying the quality of the model described by the extracted optimal BN structure.

4.1. NBC—Naive Bayes Classification

The NBC method determines the probability of occurrence of particular classes/labels/categories of the so-called decision variable depending on a given set of input variables. On the basis of the probability value, the classification result is determined by means of ranking. This result is called the classifier indication. Unlike BN, the assumption of mutual independence of particular input variables is used here. Taking input variables described as \( X_1, X_2, X_3, \ldots, X_n \) and the output variable \( y \) described by the number of classes: \( c_1, c_2, c_3, \ldots, c_k \) the mathematical form of the inference process expressed as [51] is obtained (1):

\[
P(C_k|x_1, x_2, x_3, \ldots, x_n) = \frac{P(C_k) \prod_{i=1}^{n} P(x_i|C_k)}{P(x_1, x_2, x_3, \ldots, x_n)}
\]

(1)

The assumption of independence is often overly optimistic (naive), but it allows for significant simplification of the computational procedure.

The schematic diagram of the NBC network structure is presented in Figure 8.

Figure 8. Schematic diagram of the NBC network structure.

Two procedures are used to build an NBC classifier from the learning dataset: Maximum Likelihood Estimation (MLE), which maximizes the conditional likelihood \( P(c|x) \) understood here as the verifiable claim of the existence of each class for the learning data [51] (2):

\[
h_{\text{MLE}} = \arg \max P(C_k|x_j)
\]

(2)

or Maximum a Posteriori Estimation (MAP), which maximizes the posterior probability of occurrence of each class for the learning set [51] (3):

\[
h_{\text{MAP}} = \arg \max P(x_j|C_k)
\]

(3)

The main advantages of the NBC classifier include high learning speed with relatively high classification accuracy. The quality of classification is not strongly determined by the
number of learning data, which is also considered to be an advantage of this approach. However, due to the assumption of mutual independence of all input variables, it can be assumed that the model structure may not reflect the real relationships between the analyzed variables in the issue of describing the risk of building damage. Therefore, in the framework of the present research, the NBC model created will play a comparative role, giving an idea about the effectiveness of a more complex model in the form of a separate BN structure.

4.2. BN—Bayesian Network

The Bayesian network (BN) can be interpreted as a Directed Acyclic Graph (DAG). The graph structure (G) encodes information about the interrelationships between the variables \( X = \{X_1, \ldots, X_N\} \), which is represented by graph edges (E) and nodes (V). In a meaningful sense, the fixed BN represents the joint probability distribution over the set of all random variables, which can be represented as [52] (4):

\[
P(X|G, \Theta) = \prod_{i=1}^{N} P(X_i|\Pi_{X_i}, \Theta_{X_i})
\]

where:

- \( G = G(X, E, V) \) — mathematical notation for describing the acyclic directed graph structure
- \( X = \{X_1, \ldots, X_N\} \) — the set of all variables that belong to the nodes of the graph
- \( X_i = \{x_i^{(1)}, \ldots, x_i^{(k)}\} \) — states of the \( i \)-th variable of \( X \)
- \( E \) — set of all edges
- \( V \) — set of all nodes
- \( \Pi_{X_i} = \{x_i^{(q_1)}, \ldots, x_i^{(q_k)}\} \) — the set of parents, i.e., all nodes of the graph that determine the state of the node \( X_i \)
- \( \theta = \{\theta_{X_1}, \ldots, \theta_{X_N}\} \) — the set of all parameters of conditional relations between particular nodes \( X_j \) and a set of their parents \( \Pi_{X_i} \)

In the case of discrete variables, the latent parameters of the model \( \theta_{X_j} = \{\theta_{ijk}\} \) are represented in terms of a multinomial Conditional Probability Table (CPT) whose elements are expressed as [51] (5):

\[
\theta_{ijk} = P(X_j = x_j^{(i)}|\Pi_{X_j} = \pi_j^{(k)})
\]

According to relation (4), the joint distribution \( P(X|G, \Theta) \) is decomposed based on the conditional local distributions \( P(X_i|\Pi_{X_i}, \Theta_{X_i}) \), described over each random variable \( X_i \) relative to its corresponding set of conditional variables so-called parents \( \Pi_{X_i} \). This formulation is possible due to the concept of conditional independence introduced by Pearl [53]. This allows for a significant reduction in the number of links that do not show cause-and-effect relationships. The introduction of the proposed linkage reduction allows significant simplification of the calculations related to the modelling of the joint probability distribution and simplifies the subsequent interpretation of the structure by the human user.

A diagram of an exemplary BN structure is presented in Figure 9. The provided diagram illustrates in a simplified manner the coding within CPT and the meaning interpretation of the nodes of the so-called parents.
The procedure for learning a BN from data consists of two interconnected steps: *Structure Learning* and *Parameter Learning* [54], which can be written as (6):

$$P(Model|D) = P(G, \Theta|D) = P(G|D) \cdot P(\Theta|G, D)$$  \hspace{1cm} (6)

The self-contained extraction of BN structure from the data is much more difficult than the implementation of an arbitrarily determined model, e.g., based on expert knowledge. This approach is mostly used where it is required to extract relationships among a large number of variables used to describe a given process. In such situations, determining the network structure from the data based on expert knowledge is impossible. This is dictated by the limited human perception when it comes to analyzing multivariate problems.

With respect to learning the BN structure from data, the unknowns are both the network structure (\(G\)) and the parameters (\(\theta\)) of the multinomial probability distribution tables (CPTs). In general, there are three different approaches in learning BN structure from data: constraint-based structure learning, score-based structure learning, and hybrid algorithms [35].

The risk of damage to buildings is described by numerous factors with subtle contributions, as demonstrated by years of research described, among others, in [10]. With these considerations in view, it is important that as many of the variables as possible are included in the model when extracting the BN structure. In turn, the basic criterion is that the probability distribution represented by the BN has the highest possible agreement with the information contained in the learning dataset. With this in mind, the research conducted analyses through a number of available score-based and constraint-based algorithms. As a result of these analyses, the optimal form of the DAG network was obtained for the learning method using Chow-Liu’s tree Augmented Naive Bayes (TAN-CL) algorithm [17].

5. Results

In order to select the optimal method of building a damage risk assessment model, the assembled database was adapted for analysis. Then the calculation stage was carried out to obtain classifiers to assess the risk of damage to masonry buildings. In line with the previous justification regarding the choice of research methodology, the NBC and BN approaches were used for further analysis. At the same time, as part of the BNs methodology, an approach was used based on teaching the structure of BN from data (BNSL).

The classifiers were built in the R [55] development environment with the use of the following packages: *bnlearn* [54], *bnclassify* [17], *caret* [56] oraz *naivebayes* [57].
5.1. Preparation of Data for Analysis

At the initial stage of data preparation for further analysis, extreme cases were rejected, the relative frequency of which for each of the variables did not exceed 5%. The data set filtered in this way was used for the stage in which the training and testing of individual models commenced.

Moving on to the learning stage, the data set was divided into training and test sets in the proportion of 80:20. Additionally, in order to maintain the completeness of the patterns for the learning and testing processes, the stratified sampling approach was applied [58]. In general, it forces the presence of patterns of the same category in both the training set and the test set. Thus, the information is complete for both the learning process and the subsequent testing.

Ultimately, the number of separated sets was 478 cases for the training set and 116 cases for the test set.

The training set was used for learning, as required for each method included in the research. The test set, which did not participate in the learning process, was used as unbiased to evaluate the created models in the context of generalization properties.

5.2. Interpretation of the Results and the Adopted Method of Their Verification

In order to effectively compare the results of individual methods, a universal measure of the classification correctness assessment was used, namely the confusion matrix. An example of such a matrix in a binary (dichotomous) classification is presented in Table 3.

| Actual Positive | Actual Negative |
|-----------------|-----------------|
| Predicted positive | True positives TP | False positives FP |
| Predicted negative | False negatives FN | True negatives TN |

The basic comparative parameter here is the overall accuracy, which is the quotient of the sum of correctly classified cases and their total number [59] (7):

\[
ACC = \frac{TP + TN}{TP + FP + FN + TN}
\]  

(7)

It is advisable that the chosen method should also be characterized by the highest possible precision and sensitivity:

- Positive Predictive Value (PPV) [59] (8):

\[
PPV = \frac{TP}{TP + FP}
\]  

(8)

- True Positive Rate (TPR) [59] (9):

\[
TPR = \frac{TP}{TP + FN}
\]  

(9)

As part of building models from the AI group, a very important feature is the generalization of the knowledge obtained during the learning process, which can be verified on the testing set. In this sense, knowledge generalization is defined as the ability of a model to predict the right response for non-learning cases.

In order to compare the generalization abilities of individual models, the relative difference in the accuracy of the classification for the training set and the test set ∆ACC was calculated in relation to the results obtained on the training set.

Finally, after creating the NBC model and after extracting the structure for the BN method, they were compared in terms of the quality of classification and generaliza-
tion properties. These results, together with a detailed discussion, are presented in Sections 5.3 and 5.4 of this work. As part of the presentation of the obtained results, error matrices were used, taking into account the division into training and test sets. In accordance with the formulas (7)–(9), these matrices also summarize the results on the accuracy of classification as well as the average precision and sensitivity.

5.3. The Results Obtained for the NBC Method

The construction of the NBC classifier was carried out using four packages in the R environment. The best classification accuracy was characterized by the classifier built using the naivebayes package [57] and this model was taken into account in the further part of the research.

In the selected package, the implemented algorithm detects and assigns classes to individual variables, which allows the use of different distributions for each of them [60]. A multinomial distribution was assigned to 23 variables. For the remaining four variables, with dichotomous values, Bernoulli distribution was proposed. In turn, the parameters for the conditional probability distribution tables (CPT) were determined by the maximum likelihood method (MLE—p. 4.1).

At the stage of building the NBC classifier, it is also necessary to use the Laplace smoothing parameter. It is characterized by the fact that for its lower values, the accuracy of classification increases, but its effectiveness deteriorates significantly in atypical cases [9]. Based on the multiple analyses carried out, it was found that when this parameter equal to the value of $p_L = 10$ was used, good classification accuracy was obtained while maintaining appropriate generalization properties.

The created model was assessed in the context of the correctness of the classification on the training and test sets as well as the generalization properties, in accordance with the criteria specified in Section 5.2. The results in the form of a confusion matrix are presented in Table 4.

Table 4. Confusion matrix of the NBC classifier—number of cases, precision, sensitivity and accuracy of classification.

| Damage State Category after Impacts (Dmg2) | Observed | Σ | PPV |
|-------------------------------------------|----------|---|-----|
|                                           | 1        | 2 | 3  |
| Predicted                                  | 1        | 28| 33 | 12 | 0  | Σ 73 | 38.36% |
|                                            | 2        | 12| 216| 1  | 8  | 237 | 91.14% |
|                                            | 3        | 1 | 3  | 140| 6  | 150 | 93.33% |
|                                            | 4        | 0 | 1  | 0  | 17 | 18  | 94.44% |
|                                           | Σ        | 41| 253| 153| 31 | Σ 478| avg. PPV 79.32% |
|                                           | TPR      | 68.29%| 85.38%| 91.50%| 54.84%| avg. TPR 75.00% ACC 83.89% |

Table 4 shows that the constructed model is characterized by a good classification accuracy of 83.89% for the training set. The results for the test set are satisfactory and the
classification accuracy is 75.86%. Using the previously defined relative measure of $\Delta ACC$, the generalization abilities of the model were assessed as satisfactory ($\Delta ACC = 9.57\%$).

5.4. The Results Obtained for the BN Method

The assumption of the possible mutual influence of individual variables allowed the analyses to be carried out in accordance with the BNs methodology.

The BN approach results in a network structure that depends on the selected classifier training method. The results for selected eight methods of learning the network structure were analysed. Some of the methods studied qualified for the constraint-based approach, and some for the score-based structure learning approach. These methods are available in the bnlearn [54] and bnclassify [17] packages.

The best results were obtained using the Chow-Liu’s tree Augmented Naive Bayes (TAN-CL) learning method. The chosen method of training the TAN-CL network is the result of a combination of two methods. The Tree Augmented Naive Bayes (TAN) method [61], which approximates the interactions between variables using a tree-shaped structure, with the Chow-Liu junction detection algorithm [62].

The controlling parameter in the construction of the model is the measure of the fit of the model acting as an objective function for score-based optimization. The impact of three selected functions was analysed: Log-Likelihood (loglik), Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). Ultimately, the best results were obtained for the AIC criterion.

The created model was assessed in the context of the correctness of classification and generalization properties. For this purpose, the results obtained from the simulation of the model response for the training and test set were used. As in the case of the NBC classifier, the representation of the results in the form of a matrix of errors was used, which is summarized in Table 5.

### Table 5. Confusion matrix of the BN classifier—number of cases, precision, sensitivity and accuracy of classification.

| Damage State Category after Impacts (Dmg2) | Observed | Predicted | $\Sigma$ | PPV   |
|------------------------------------------|----------|-----------|---------|-------|
| 1                                       | 40 15 0 0 55 | 72.73%    |         |       |
| 2                                       | 1 220 29 5 255 | 86.27%    |         |       |
| 3                                       | 0 15 118 3 136 | 86.76%    |         |       |
| 4                                       | 0 3 6 23 32 | 71.88%    |         |       |
| $\Sigma$                                | 41 253 153 31 478 | avg. PPV 79.41% |         |       |

| TPR           | 97.56% | 86.96% | 77.12% | 74.19% | avg. TPR 83.96% | ACC 83.89% |
|---------------|--------|--------|--------|--------|-----------------|------------|

| Damage State Category after Impacts (Dmg2) | Observed | Predicted | $\Sigma$ | PPV   |
|------------------------------------------|----------|-----------|---------|-------|
| 1                                       | 11 2 0 0 13 | 84.62%    |         |       |
| 2                                       | 0 58 4 0 62 | 93.55%    |         |       |
| 3                                       | 0 5 22 3 30 | 73.33%    |         |       |
| 4                                       | 0 1 0 10 11 | 90.91%    |         |       |
| $\Sigma$                                | 11 66 26 13 116 | avg. PPV 85.60% |         |       |

| TPR           | 100.00% | 87.88% | 84.62% | 76.92% | avg. TPR 87.35% | ACC 87.07% |
|---------------|---------|--------|--------|--------|-----------------|------------|

Table 5 shows that the created BN network is characterized by a high classification accuracy of 83.89% for the training set. The results for the test set are also high and the classification accuracy is 87.07%. On the other hand, using the previously defined relative measure $\Delta ACC$, it can be concluded that the BN model has high generalization properties of
the acquired knowledge from the learning stage ($\Delta$ACC = 3.79%). In this case, it proves an advantage in terms of the separated structure of BN (DAG), as well as correctly determined parameters in the learning process ($\theta$).

5.5. Comparison of Established NBC and BN Models

Considering the fact that both models achieved a high degree of correct classification for the training set, the main criterion for selecting a model to assess the risk of damage was the verification of generalization properties. This was done by analysing the classification accuracy of both models for the test set. In order to detail the verification process, the obtained results were additionally analysed in terms of precision (PPV) and sensitivity (TPR). The list of reliable criterion values is summarized in Table 6 and subjected to a graphic interpretation, which is illustrated in Figure 10.

Table 6. Comparison of classification accuracy (ACC), mean precision (avg. PPV) and sensitivity (avg. TPR) for selected artificial intelligence methods.

| Model Building Method | ACC for Training Set | ACC for Testing Set | Average PPV for Testing Set | Average TPR for Testing Set |
|------------------------|----------------------|---------------------|-----------------------------|----------------------------|
| NBC                    | 83.89%               | 76.72%              | 74.55%                      | 64.80%                     |
| BN                     | 83.89%               | 87.07%              | 85.60%                      | 87.35%                     |

![Figure 10](image.png)

Figure 10. Comparison of the criteria values used to verify the effectiveness of the created NBC and BN models.

As a result of the comparative analysis of the NBC and BN models, it was found that the separated structure of BN allows for the description of the modelled process, obtaining better results than in the case of the NBC model. As shown in Tables 3 and 6, the BN network obtained better results in relation to each of the verified criteria (ACC, PPV and TPR). Additionally, by simulating both models on the data from the test set, it was shown that the BN network has better generalization properties than NBC. This is evidenced by the value of the defined measure $\Delta$ACC, which for the BN model reached the value of $\Delta$ACC = 3.79%, and for the NBC model $\Delta$ACC = 9.57%. In this case, the smaller the value means the smaller the difference in the correctness of the classification for the training set and the test set. Thus, a lower value of the $\Delta$ACC measure indicates better generalization properties.

Taking into account the results of the comparative analysis, it was found that a more effective tool for modelling the risk of damage to masonry buildings is the separated structure of the BN. In addition, implicit evidence was obtained that in order to model the risk of damage, it is necessary to take into account the relationship between individual variables, which is not taken into account in the NBC method.
5.6. Analysis of Connections Occurring in the Separated Structure of the Bayesian Network

One of the advantages of the BN approach is the possibility of representing the model in the form of a graph structure (DAG), which increases the interpretability of the model itself, and also supports the user in making decisions (Decision Support Tool) [63].

During the process of learning the BN structure from the data, any external interference in the relationships between the variables was abandoned. And so, for the TAN-CL learning method, the definition of constraints (in the form of lists defining blocked or forced connections) [54] was abandoned, thus giving full autonomy to the adopted method of teaching the BN network structure. Figure 11 shows the structure of the Bayesian network, indicating the direction of inference, and presents the variables taken into account in the decision-making process.

![Figure 11. Network structure for the BN classifier obtained using the TAN-CL learning methods.](image)

Based on the qualitative assessment of the relationships occurring in the separated BN structure, created by applying the TAN-CL learning algorithm (Figure 11), it was found that there are numerous cause-effect relationships:

- geometry variables (Geo) are linked together, as are the structure variables (Con),
- the variable on mining impacts MC is not related to other variables and has an impact on the output variable Dmg2,
- out of 48 connections, 45 were positively assessed, and three connections were neutral.

To sum up, it is estimated that the network structure is coherent and logical, and the obtained connections between the variables mostly coincide with those observed in engineering practice.

6. Conclusions

This work presents an example of the use of selected tools from the group of artificial intelligence (AI) methods to assess the risk of damage to masonry buildings located in the mining area of active mining facilities. After taking into account a number of criteria resulting from the practice of making these types of assessments for the protection of
the development of mining areas, two AI tools belonging to the group of supervised learning methods were selected for analysis: NBC—Naive Bayes Classification and BN—Bayesian Networks.

Ultimately, using the “in-situ” data collected over many years of inspections of the technical condition of buildings in the mining area, 574 cases were collected and recorded in the form of a database. These data were used to train and test the NBC and BN models. At the same time, as part of building the BN model, it was necessary to isolate the unknown structure of connections between the variables describing the process under study. This task was finally carried out using the TAN-CL algorithm, which belongs to the group of methods for teaching the structure of BN from data (BNSL).

The obtained results were subjected to detailed individual and collective assessment. On this basis, it was found that the BN methodology was more effective than the simpler NBC approach. Thus, it has been shown implicitly that in order to describe a complex process which is the risk of damage to buildings, it is necessary to involve dependencies between individual variables, and thus to use BNSL methods.

The paper shows that better results in the context of mapping the information contained in the original data set were obtained for the extracted DAG structure of the Bayesian network compared to the simpler NBC model. This indicates the need to take into account the interrelationships between individual variables that are not taken into account in other AI methods, including the NBC model. Moreover, during the process of extracting the DAG structure of the Bayesian network, the connection between the variable describing the damage and the variable indicating the intensity of mining impacts was spontaneously separated.

The authors of the paper have currently undertaken research in the context of determining the significance of the relationships between the individual variables. Establishing the significance between individual nodes of the Bayesian network is necessary to complete the description of the damage process and to enable a more effective application of such a model in practice.

It should be emphasized that as in the case of all AI methods based on supervised learning, the reliability of the results obtained is strictly dependent on the information contained in the model data. This also means that a lot of emphasis should be placed already at the stage of collecting and archiving the data saved in the database. The authors dealt with the problem closely related to the issues of decision making under uncertainty. For this reason, based on specific criteria (Chapter 2), two presented methods based on the Bayesian inference formalism were distinguished for analysis. However, the choice of method depends absolutely on the type of problem. And so, for example, in the analysis of structural reliability assessment, other heuristic models, e.g., artificial neural networks, can be successfully used as a supporting tool for the FORM or SORM methods (First and Second Order Reliability Methods) [64,65].

As mentioned in chapter 1, the methodology of Bayesian networks is characterized by a very wide range of applications, an example of which can be found in issues related to threats of natural origin (e.g., floods, earthquakes, tsunamis, etc.).

The implementation of this type of tool may be implemented in the near future within the developing BIM concept. In conjunction with the IoT technology [66], it will allow for permanent monitoring of building structures along with the simultaneous assessment of the risk from the impact of the industrial environment, which also includes the impact of mining activities. In turn, automatic data archiving and updating the damage risk model will contribute to a more detailed understanding of this phenomenon, which may bring great socio-economic benefits.
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