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Abstract
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1 Introduction

There has been significant progress in the understanding and efficiency of calculation of perturbative scattering amplitudes for $\mathcal{N} = 4$ SYM theory in the planar limit. Important advances have made use of twistors, momentum twistor space and dual conformal symmetry (DCI) to provide an understanding of the integrand of the $n$-point, multiloop amplitudes, e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43]. These advances have given rise to elegant geometric interpretations of integrands in terms of polytopes obtained from gluing of elementary simplices [1]. For MHV $n$-point planar amplitudes at one-loop, one can also give a geometric interpretation of the integrated amplitudes [2]. Here again a polytope picture emerges, with the IR divergences controlled by a mass regulator. These various geometric descriptions give new insights into the structure of the theory.

In this paper we make use of twistor methods and polytope interpretations of subleading one-loop color-ordered amplitudes for $MHV, \text{NMHV}$ and more generally $N^k\text{MHV}$ amplitudes. Although one-loop subleading-color amplitudes are determined by the leading color amplitudes, there is significant motivation to consider these subleading color amplitudes in their own right. Firstly, rich polytope structures emerge from the analyses which involve gluings of the polytopes of the leading color amplitudes. As a corollary of the analysis, we show that the leading IR divergence of the one-loop subleading amplitudes are $\mathcal{O}(1/\epsilon)$ in contrast to the $1/\epsilon^2$ IR divergence of the planar amplitudes.

Interesting connections have been made between subleading $\mathcal{N} = 4$ SYM amplitudes and these of $\mathcal{N} = 8$ sugra at the one- and two-loop level. Connections between the two theories are very intriguing, and a deeper understanding of subleading amplitudes in $\mathcal{N} = 4$ SYM may contribute insights into the structure of $\mathcal{N} = 8$ sugra. This could be useful, as the technology for perturbative calculations for $\mathcal{N} = 8$ sugra lags behind that of $\mathcal{N} = 4$ SYM and other gauge theories.

The improvement in calculational technologies for $\mathcal{N} = 4$ SYM is now making an impact on QCD calculations [44, 45]. With that in mind, the $SU(3)$ gauge group of QCD may require $1/N$ corrections to the planar limit in applications. Therefore advances in our understanding of the non-planar corrections to $\mathcal{N} = 4$ SYM could be useful in QCD applications as well. These all point to the importance of understanding subleading amplitudes.

The color-dressed tree amplitude $A_n$ of $\mathcal{N} = 4$ SYM is related to the color-ordered tree amplitude $A_n$ by (using the notation in [46])

$$A_n^{\text{tree}}(12...n) = g^{2n-2} \sum_{\sigma \in S_n/Z_n} \text{Tr} (T^{a_{\sigma(1)}}...T^{a_{\sigma(n)}}) A_n^{\text{tree}}(\sigma(1)...\sigma(n))$$
\[ g^{n-2} \sum_{P(23...n)} \text{Tr} [T^{a_1}T^{a_{P(2)}}...T^{a_{P(n)}}]A_n^{\text{tree}} (12...n) \]  

(1.1)

where 1 is fixed and \( P(23...n) \) is a permutation of 2, 3, ..., \( n \).

For the \( n \)-point color-ordered tree amplitudes, there is a basis of \((n - 2)! \) amplitudes out of the total \( n! \), called Kleis-Kuijf basis, and we can find the others easily in terms of it [46]. It is based on the existence of the Kleis-Kuijf relations (KK), which are

\[ A_n(1, \{\alpha\}, n, \{\beta\}) = (-1)^{n\beta} \sum_{\{\sigma\}_i \in \text{OP}(\{\alpha\}, \{\beta^T\})} A_n(1, \{\sigma\}_i, n) \]  

(1.2)

where \( \sigma_i \) are ordered permutations, i.e. that keep the order of \( \{\alpha\} \) and of \( \{\beta^T\} \) inside \( \sigma_i \). Thus the KK basis is \( A_n(1, P(2, ..., n-1), n) \) where \( P \) are arbitrary permutations. We will use the KK basis as a convenient expansion basis even at 1-loop, in the cases where we can factorize tree amplitudes.

We note that, by using cyclicity, reflection invariance, \( A_n(12...n) = (-1)^n A_n(n...21) \)  

(1.3)

and the KK relations (1.2), we can reconstruct all the \( n! \) amplitudes from the KK basis.

At 1-loop the subleading pieces of the amplitude in the \( 1/N \) expansion can be obtained from the leading piece from [47]

\[ A_n^{1\text{-loop}}(12...n) = g^n \sum_{j=1}^{[n/2]+1} \sum_{\sigma \in S_n/S_{n,j}} G_{rn;j}(\sigma)A_{n;j}(\sigma(1)...\sigma(n)) \]

\[ G_{rn;1}(1) = N_c \text{Tr} (T^{a_1}...T^{a_n}) \]

\[ G_{rn;j}(1) = \text{Tr} (T^{a_1}...T^{a_{j-1}})\text{Tr} (T^{a_j}...T^{a_n}) \]

\[ A_{n;j}(12,..., j-1, j, j+1, ...n) = (-1)^{j-1} \sum_{\sigma \in \text{COP}(\alpha), \{\beta\}} A_{n;1}(\sigma) \]  

(1.4)

where \( S_{n;j} \) is the subset of permutations \( S_n \) that leaves the trace structure \( G_{rn;j} \) invariant, \( \{\alpha\} = \{j-1, j-2, ..., 2, 1\} \), \( \{\beta\} = \{j, j+1, ..., n-1, n\} \) and \( \text{COP}(\alpha), \{\beta\} \) are permutations with \( n \) fixed and keeping \( \{\alpha\} \) and \( \{\beta\} \) fixed up to cyclic permutations.

We will use these relations to find a polytope picture and a representation in momentum twistor space for the one-loop color ordered subleading amplitudes.

The paper is organized as follows. In section 2 we build a polytope picture for the MHV subleading amplitudes. After reviewing the leading-order results, we first obtain the 5-point and 6-point subleading pieces, and then generalize to \( A_{n;3} \) and \( A_{n;j} \). In section 3 we build a twistor interpretation for the subleading pieces, after reviewing the leading order results. In section 4 we write explicit formulas for the 6-point NMHV amplitude, after writing a polytope picture for the leading order, and in section 5 we conclude. In the Appendices we write some long explicit formulas at 5-point and 6-point MHV and analyze the IR divergences of the 6-point NMHV amplitudes in \( \mu \) regularization.
2 Polytope methods for subleading amplitudes

2.1 Review of the method for leading MHV amplitudes

In [2], a simple picture was found for the 1-loop color ordered leading amplitudes of $\mathcal{N} = 4$ SYM theory, in terms of the volume of a closed polytope in $AdS_5$. The starting point is writing amplitudes in a space dual to momenta, which trivializes the momentum conservation constraint, $\sum p_i = 0$, by $p_i = x_i - x_{i+1}$. Then for instance the 1-loop dimensionless massless box function becomes (writing the loop momentum as $l = x_0 - x_1$)

$$F_{0m}(1, 2, 3, 4) = i \int \frac{d^4 x_0}{2\pi^2} \frac{(x_1 - x_3)^2(x_2 - x_4)^2}{(x_0 - x_1)^2(x_0 - x_2)^2(x_0 - x_3)^2(x_0 - x_4)^2}$$  \hspace{1cm} (2.1)

This representation has manifest conformal invariance in the dual space, or dual conformal invariance (DCI) [48], although (2.1) needs an infrared (IR) regulator. Following [2], we then construct $x_\alpha \dot{\alpha} = x_\mu (\sigma_\mu)_{\alpha\dot{\alpha}}$ and finally map

$$x_\alpha \dot{\alpha} \rightarrow X^{AB} = \begin{pmatrix} -\frac{i}{2} \epsilon^{\alpha\beta} x^2 & ix_{\alpha}^{\beta} \\ -ix_\beta^\alpha & \epsilon_{\dot{\alpha}\dot{\beta}} \end{pmatrix}$$  \hspace{1cm} (2.2)

The $X$’s satisfy

$$X^2 \equiv \frac{1}{2} \epsilon_{ABCD} X^{AB} X^{CD} = 0$$
$$X_i \cdot X_j = -(x_i - x_j)^2$$  \hspace{1cm} (2.3)

and are coordinate patches on the quadric $X \cdot X = 0$ in $RP^5$, with $X^{AB} \sim \lambda X^{AB}$ their homogeneous coordinates. These $X$’s are considered as vertices situated at the boundary of an $AdS_5$ and are simple bitwistors living in twistor space, i.e. $\exists$ twistors $A^A$ and $B^B$ such that $X^{AB} = A^{|A|B^B}$ (a twistor $A^A$ is made of $(A^\alpha, A_{\dot{\alpha}})$).

In the case of a box function characterized by $X_1, X_2, X_3, X_4$, the following function of the Feynman parameters $\alpha_i \in (0, 1)$ with $\sum \alpha_i = 1$,

$$X(\alpha) = \alpha_1 X_1 + \alpha_2 X_2 + \alpha_3 X_3 + \alpha_4 X_4$$  \hspace{1cm} (2.4)

is a map to $RP^5$, but such that $X(\alpha) \cdot X(\alpha) \neq 0$, and in fact they vary over a tetrahedron in $RP^5$. After a normalization,

$$Y(\alpha) = \frac{X(\alpha)}{\sqrt{X(\alpha) \cdot X(\alpha)}}$$  \hspace{1cm} (2.5)

one obtains $Y(\alpha) \cdot Y(\alpha) = 1$, which means $Y(\alpha)$ lies in Euclidean $AdS_5$. Since straight lines $X(\alpha)$ are mapped to geodesics in $AdS_5$, the edges and faces of the tetrahedron in $AdS_5$ are geodesic, which by definition makes the tetrahedron ideal.

The value of the IR finite 4 mass box then matches twice the volume of the tetrahedron in $AdS_5$. The IR divergent lower mass functions need to be regularized, either in
dimensional regularization, or a mass regularization as used in [2] that modifies $X^2 = 0$ to $X \cdot X = \mu^2 (X \cdot I)$, with $I$ a fixed point (A useful choice of $I$ is $X_i \cdot I = 1$, $\forall i$).

The one loop MHV $n$–point amplitudes divided by the tree MHV amplitudes are given by the sum of 1-mass and 2-mass easy box functions with coefficient one, which add up to the volume of a closed 3-dimensional polytope (without a boundary) with $n$ vertices.

Note that here the definition of volume of a tetrahedron comes with a sign, determined by the order of the dual space vertices $x_i$ in the box function $F(i,j,k,l)$. That also induces an orientation (sign) for the triangular faces of the tetrahedron, determined by whether the missing vertex from $(ijkl)$ is in an even or odd position. Faces with same vertices and different orientation (sign) can be glued together, forming a continous object.

### 2.2 Subleading 5-point and 6-point MHV amplitudes

For the 5-point function, as explained in [2], the leading 1-loop MHV amplitude $A^{MHV}_{5;1}(12345)$ divided by the tree amplitude $A^{MHV}_{5}(12345)$ is the volume of the boundary of a 4-simplex,

$$
\frac{A^{MHV}_{5;1}(12345)}{A^{MHV}_{5}(12345)} = M^{MHV}_{5}(12345) = \sum_{cyclic} I(x_1,x_2,x_3,x_4,(x_5)) \equiv V(x_1,x_2,x_3,x_4,x_5)
$$

Here $I(x_1,x_2,x_3,x_4,(x_5))$ is the volume of the tetrahedron with vertices $x_1,x_2,x_3,x_4$, equal to $F(1,2,3,4)$, and the missing vertex $(x_5)$ is added in brackets since the cyclicity involves all 5 points; $V(x_1,x_2,x_3,x_4,x_5)$ is the volume of the boundary of the 4-simplex in $AdS_5$ space, with $(y)_i \rightarrow (Y)_i$, i.e. we map the arguments of $V$ into $AdS_5$ space. One must be careful, since the $x \rightarrow X$ relation in (2.2) is not linear, so a linear combination of $x_i$’s in not mapped to the linear combination of $X_i$’s.

For $n = 5$ there is only one subleading amplitude, $A_{5;3}$, which is related to the leading one by

$$
A_{5;3}(45123) = \sum_{\sigma \in COP_4^{123}} A_{5;1}(\sigma(1),... ,\sigma(4),5)
$$

where $COP_4^{123}$ are cyclic permutations of 123 inside 4 objects (1234).

The tree amplitudes can be expressed in terms of the Kleiss-Kuı̈jf (KK) basis by the KK relations (1.2). We can then express $A_{5;1}(12345) = A_{5}(12345) M_5(12345)$, etc. and write the tree amplitudes in the KK basis, obtaining for $A_{5;3}$

$$
A_{5;3}(12345) = A_{5}(12345) [M_5(12345) - M_5(41235) + M_5(43125) - M_5(31245)]
+ A_{5}(12345) [M_5(12435) - M_5(31245) + M_5(34125) - M_5(41235)]
+ A_{5}(14235) [M_5(14235) - M_5(31425) + M_5(43125) - M_5(21435)]
+ A_{5}(13245) [M_5(23145) - M_5(31245) + M_5(34125) - M_5(24315)]
+ A_{5}(13425) [M_5(23145) - M_5(31245) + M_5(34125) - M_5(24315)]
+ A_{5}(14325) [M_5(23145) - M_5(31245) + M_5(34125) - M_5(24315)]
$$

(2.8)
We see 12 simplices appearing in the MHV case. Note that from $M_5^{MHV}(12345) = V(x_1, x_2, x_3, x_4, x_5)$ it does not follow that the permuted $M$’s have permuted $x$’s, since it is the momenta $p_i$ which are permuted, and that does not translate into permuted $x$’s. For example,

$$M_5^{MHV}(23145) = V(x_1, (x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4, x_5)$$

(2.9)

and we can check that the difference between consecutive arguments gives the permuted momenta, e.g. $p_2 = x_1 - (x_1 - x_2 + x_3)$. The full list of simplices is given in the Appendix.

Note that $V$ is invariant under a change of the origin of the $y_i$’s, so we can always add a constant to all the arguments. Using this freedom, we find for the coefficient of the KK basis element $A_5(12345)$ in (2.8)

$$M_5^{MHV}(12345) - M_5^{MHV}(41235) + M_5^{MHV}(43125) - M_5^{MHV}(31245)$$

$$= V(x_1, x_2, x_3, x_4, x_5) - V((x_4 - x_5 + x_1), x_1, x_2, x_3, x_4)$$

$$+ V(x_4, (x_1 + x_4 - x_5), x_1, (x_1 - x_3 + x_4), (x_2 - x_3 + x_4))$$

$$- V(x_1, (x_1 - x_3 + x_4), (x_2 - x_3 + x_4), x_4, x_5)$$

$$\equiv V_1 - V_2 + V_3 - V_4$$

(2.10)

We observe several facts. In this factor we have only 8 points: $x_1, x_2, x_3, x_4, x_5, x_6 \equiv (x_1 + x_4 - x_5), x_7 \equiv (x_2 + x_4 - x_3), x_8 \equiv (x_2 + x_4 - x_3), x_9 \equiv (x_1 + x_4 - x_3)$. There are two common points to all, $x_1$ and $x_4$. One we fixed by translational invariance, but the second is nontrivial. More importantly, the two differences have 4 common points out of 5, so the differences in volumes are simpler. The full list of factors and their corresponding points is given in the Appendix.

In order to get a better understanding of the geometry in (2.10), we first express each of the $V$’s in terms of volumes of tetrahedra as

$$V_1 = I(1234(5)) + I(2345(1)) + I(3451(2)) + I(4512(3)) + I(5123(4))$$

$$\equiv A_1 + A_2 + A_3 + A_4 + A_5$$

$$V_2 = I(1234(6)) + I(2346(1)) + I(3461(2)) + I(4612(3)) + I(6123(4))$$

$$\equiv A_1 + A_6 + A_7 + A_8 + A_9$$

$$V_3 = I(6178(4)) + I(1784(6)) + I(7846(1)) + I(8461(7)) + I(4617(8))$$

$$\equiv A_{10} + A_{11} + A_{12} + A_{13} + A_{14}$$

$$V_4 = I(1784(5)) + I(7845(1)) + I(8451(7)) + I(4517(8)) + I(5178(4))$$

$$\equiv A_{12} + A_{15} + A_{16} + A_{17} + A_{18}$$

(2.11)

where the tetrahedra $A_1 - A_{18}$ are defined in the order they appear in the sum, and we then represent the sum in (2.10), $V_1 - V_2 - V_4 + V_3$ diagrammatically as in Fig 1. Here ”vertices” are tetrahedra, and ”links” are common faces. We did not represent all possible links, otherwise the figure would be too messy, just the ones inside each $V$, and the ones connecting the bottom two $V$’s with the upper two $V$’s (the signs work out such that the faces are glued together). We see that $V_1 - V_2$ and $V_3 - V_4$ have a tetrahedron cancelling out ($A_1$ and $A_{12}$), therefore they form a continuous polytope. Since each $V$ was already a closed polytope, and all 4 $V$’s are now connected, we have a closed polytope.

---

1The parenthesis here do not mean missing vertices.
Figure 1: Graphical representation of one term in the 5-point subleading MHV amplitude.

All in all, we have 17 vertices appearing in $AdS_5$ space (5 original and 12 new):

$$x_1, x_2, x_3, x_4, x_5, (x_1 + x_4 - x_5), (x_1 + x_3 - x_5), (x_2 + x_4 - x_3), (x_1 + x_4 - x_3), (x_2 + x_5 - x_1), (x_3 + x_5 - x_1), (x_3 + x_4 - x_4), (x_1 + x_3 - x_4), (x_2 + x_5 - x_4), (x_1 + x_3 - x_2), (x_1 + x_4 - x_2), (x_3 + x_5 - x_2)$$

Out of these 17 points we have 24 tetrahedra summed over, with the 6 KK basis tree amplitudes multiplying groupings of 4, with alternating signs.

We next move to the 6-point case. Now we have two objects, $A_{6;3}$ and $A_{6;4}$, but we will explicitly analyze $A_{6;3}$ only. However we will see in the next subsection that the generalization to $A_{n;3}$ and then $A_{n;j}$ is straightforward. The relation to $A_{6;1}$ in (1.4) explicitly gives

$$A_{6;3}(561234) = A_{6;1}(123456) + A_{6;1}(123546) + A_{6;1}(125346) + A_{6;1}(152346) + A_{6;1}(512346) + A_{6;1}(234156) + A_{6;1}(234516) + A_{6;1}(235416) + A_{6;1}(253416) + A_{6;1}(523416) + A_{6;1}(341256) + A_{6;1}(341526) + A_{6;1}(345126) + A_{6;1}(354126) + A_{6;1}(534126) + A_{6;1}(412356) + A_{6;1}(412536) + A_{6;1}(415236) + A_{6;1}(451236) + A_{6;1}(541236)$$

Using the KK relations (1.2) and also the inversion formula

$$A_n(12n) = (-1)^n A_n(n...21)$$

we then obtain

$$A_{6;3}(561234) = A_6(123456)[(M_6(123456) - M_6(512346)) + (M_6(541236) - M_6(412356))]$$
\[ + A_6(123546)[(M_6(123546) - M_6(412356)) + (M_6(451236) - M_6(512346))] \\
+ A_6(125346)[(M_6(125346) - M_6(412536)) + (M_6(451236) - M_6(512346))] \\
+ A_6(152346)[(M_6(152346) - M_6(415236)) + (M_6(451236) - M_6(512346))] \\
+ A_6(154326)[(M_6(234516) - M_6(345126)) + (M_6(341526) - M_6(234156))] \\
+ A_6(145326)[(M_6(235416) - M_6(354126)) + (M_6(341526) - M_6(234156))] \\
+ A_6(143526)[(M_6(253416) - M_6(534126)) + (M_6(341526) - M_6(234156))] \\
+ A_6(142536)[(M_6(254316) - M_6(541236)) + (M_6(341526) - M_6(234156))] \\
+ A_6(142356)[(M_6(534126) - M_6(341526)) + (M_6(341256) - M_6(534126))] \\
+ A_6(152436)[(M_6(341526) - M_6(415236)) + (M_6(451236) - M_6(345126))] \\
+ A_6(154236)[(M_6(341526) - M_6(415236)) + (M_6(451236) - M_6(345126))] \\
+ A_6(145236)[(M_6(341526) - M_6(415236)) + (M_6(541236) - M_6(354126))] \\
\]

(2.15)

We have grouped the $M$ factors in brackets of two, containing opposite signs, for purposes to be explained below.

We note some patterns that will repeat at higher $n$. First, unlike the $n = 5$ case, there are only 16 out of the $4! = 24$ members of the KK basis present. These KK basis elements start with 1 and end with $n = 6$, like all the KK basis members. Then $n - 1 = 5$ can take any position along the remaining 4 sites, i.e. we have 4 groups of 4, each group being characterized by just changing the position of $n - 1 = 5$. The 4 groups correspond to the permutations 234, 432, 243, 423. We note that the permutations missing are 324 and 342. The pattern is that the allowed permutations of 234 are as follows: the arrangement of the permuted objects 2, 3, 4 inside the permutation goes towards the right from 2 to $j_{max}$ and then towards the left until $n - 2 = 4$. Then indeed the only permutations that do not obey this rule are the excluded 324, 342.

We also note the rule that in each of the 2 () brackets for each KK basis term we have the same permutation of $n - 2 = 4$ objects, and the remaining 2 are flipped in between the two terms of the () bracket. This signifies that in the MHV case the bracket makes the difference of the volumes of the boundaries of two $n = 6$-polytopes with $n - 1 = 5$ common vertices and the last one (corresponding to the $x_i$ in between the two momenta being flipped) differing, which, according to the definition in [2] reviewed in the previous subsection, means that the two polytopes are glued into a single one. For instance the first () bracket in the last line of (2.15) is (after using cyclicity)

\[
M_6^{MHV}(415263) - M_6^{MHV}(415236) = V(x_1 + x_4 - x_5, x_1, x_2, x_2 + x_6 - x_5, x_3 + x_6 - x_5, x_3 + x_1 - x_5) \\
- V(x_1 + x_4 - x_5, x_1, x_2, x_2 + x_6 - x_5, x_3 + x_6 - x_5, x_4 + x_6 - x_5)
\]

(2.16)
This will also generalize. The 4 terms in the \[ \] bracket multiplying the KK basis element can be described, considering that \( M \) is \( M_n(\{\beta\},1,\{\alpha\},n) \), by saying that \( n-1 = 5 \) can be either in \( \{\alpha\} \) or in \( \{\beta\} \), and similarly \( j_{\text{max}} \) can be in either \( \{\alpha\} \) or \( \{\beta\} \), generalizing as well.

The two flipped objects in (2.15) are 26, 36, 46, 56, i.e. generalizing to \( 2n, 3n, \ldots (n-2)n \) and also \( (n-1)n \). Finally, the sign of \( M \) is simply given by \( n_{\beta} \), i.e. the number of objects in the permutation \( \{\beta\} \), and this will also generalize.

In this subsection we have seen that the subleading amplitude is expressed as a sum over elements of the KK basis of tree amplitudes, whose coefficients are sums of volumes of closed polytopes, the sum representing also the volume of a closed (without a boundary) polytope. The \( M_5 \)'s and \( M_6 \)'s were closed 3-dimensional polytopes with 5 and 6 vertices, and the coefficients of each tree amplitude was a sum of 4 terms, which split in two groups of 2. Each group is the difference of two polytopes with only one vertex different, forming together closed polytopes with 6 and 7 vertices respectively, and the two groups added up also form a closed polytope with a larger number of vertices. In the following we will generalize these results.

### 2.3 Generalization to \( n \)-point MHV subleading amplitudes

**Generalization to \( A_{n;3} \).**

Before we generalize the result of the last subsection, we rewrite for \( j = 3 \) the general formula (1.4) as [49]

\[
A_{n;3}(n-1,n,1,2,\ldots,n-2) = \sum_{\sigma \in COP^{(1\ldots n-2)}_{n-1}\{1\ldots n-1\}} A_{n-1}(\sigma(1),\ldots,\sigma(n-1),n) 
\] (2.17)

This is the same formula, since we can rewrite it as

\[
A_{n;3}(123\ldots n) = \sum_{\sigma \in COP^{(34\ldots n)}_{n-1}\{3,4\ldots n,1\}} A_{n;1}(\sigma(3),\ldots,\sigma(n),\sigma(1),2) 
= \sum_{\sigma \in COP^{(21,3\ldots n)}_{n-1}} A_{n;1}(\sigma) 
\] (2.18)

The second line also has \( (n-1)(n-2) \) terms \( (n-1) \) possible positions for 1, and once 1 is fixed, only \( n-2 \) positions for 2), and by periodicity of \( A_{n;1} \) we can put 2 on the last position. Then 1 is on any other position, and the rest \( \{3,4,\ldots n\} \) are cyclically ordered, i.e. we have exactly \( COP^{(34\ldots n)}_{n-1}\{3,4,\ldots n,1\} \), or the first line.

We want to understand the coefficients of the KK basis amplitudes in an expansion generalizing (2.15). They are all of the type \( M_n(\{\beta\},1,\{\alpha\},n) \), since we have used the KK relations (1.2) to get to the KK basis expansion. We then rewrite the amplitude on the right hand side of (2.17) as \( M_n(\{\beta\},1,\{\alpha\},n) \), where \( n-1 \) is either in \( \{\alpha\} \) or in \( \{\beta\} \) (since \( n-1 \) is not part of the cyclic permutations), and otherwise \( \{\alpha\} \) contains 2, 3, ..., \( k \) and \( \{\beta\} \) contains \( k+1,\ldots, n-2 \).
Then when using the KK relations (1.2), from \( \{\alpha\} \) and \( \{\beta\} \) we form the permutation \( \{\sigma\}_i \) which contains \( \{\alpha\} \) and \( \{\beta^2\} \), keeping the ordering, i.e. in the KK basis amplitude we have \( A(1,\{\sigma\},n) \), where if we extract the \( n-1 \), \( \{\alpha\} = 2,...,j_{\text{max}} \) is ordered, i.e. it goes from left to right in the permutation, and then \( \{\beta\} = j_{\text{max}} + 1,...,n-2 \) is transposed and still ordered, i.e. it goes from right to left. That is exactly the general rule for the KK basis members that we extrapolated from the \( n = 6 \) case before. But then we note that the same \( j_{\text{max}} \) (extracted from the resulting KK basis member) is obtained from either \( k \) or \( k+1 \). That means that there are exactly 4 terms corresponding to the same KK basis member, corresponding to both \( j_{\text{max}} \) and \( n-1 \) belonging to either \( \{\alpha\} \) or \( \{\beta\} \).

The sign of the terms is obtained from the sign in the KK relations (1.2) (besides that sign, there are only plus signs multiplying terms), i.e. \( (-1)^{n_\beta} \), where here \( \{\beta\} \) refers to the individual \( M_n(\{\beta\},1,\{\alpha\},n) \) term. We now look in more detail at the 4 terms that multiply the KK basis amplitude. It is easy to understand that \( j_{\text{max}} \) belonging to either \( \{\alpha\} \) or \( \{\beta\} \) means that in \( M_n(\{\beta\},1,\{\alpha\},n) \) we either have \( j_{\text{max}} \) at the end of \( \{\alpha\} \), or at the beginning of \( \{\beta\} \), i.e. we have a flip of \( j_{\text{max}} \) \( n \) vs. \( j_{\text{max}} \) in between terms with different signs, since different \( n_\beta \) (with or without \( j_{\text{max}} \)). The exception is when actually \( (n-1) \) is at the end of \( \{\alpha\} \) and not \( j_{\text{max}} \), which can then change into the first in \( \{\beta\} \) (in order to obtain the same KK basis member) in which case the same flip is now \( (n-1)n \) vs. \( n(n-1) \), and the same relative minus sign applies.

Since the pair in the difference in the ( ) bracket multiplying KK basis members has the same \( n-2 \) permutation, and the remaining two terms are flipped, as in the \( n = 6 \) case we have for MHV the difference of two \( n \)–polytopes with a common \( n-1 \)–polytope. Thus we have finished proving all the generalizations we have mentioned in the previous subsection.

For completeness, we will also find the total number of terms in \( A_{5;3} \). In \( M_n(\{\beta\},1,\{\alpha\},n) \) we have the permutation \( \text{COP}_{(n-1)}^{(1,...,(n-2))} \{1,...,n-1\},n \), but then we use the KK basis to sum over \( \{\sigma\}_i \in OP(\{\alpha\},\{\beta\}) \), so we have to count these last permutations. So we choose \( n_\alpha \) terms out of \( n_\alpha + n_\beta = n-2 \), corresponding to choosing the spots where we put the \( \{\alpha\} \) objects inside \( \{\sigma\}_i \), which is the binomial coefficient \( \binom{(n-2)\{\alpha\}}{n_\alpha} \). But were it not for \( n-1,\{\alpha\} \) would be fixed to be just \( 2,...,n_\alpha + 1 \). As it is, we can have \( n-1 \) be one of the \( n_\alpha \) terms, or one of the \( n_\beta = n-2-n_\alpha \) terms, giving finally

\[
\left( \sum_{n_\alpha=1}^{n-2} n_\alpha + \sum_{n_\alpha=0}^{n-3} (n-2-n_\alpha) \right) \frac{(n-2)!}{n_\alpha!(n-2-n_\alpha)!} \tag{2.19}
\]

However, we can easily see that the second sum equals the first, by redefining \( n-2-n_\alpha \equiv n_\alpha' \), so that we have

\[
2 \sum_{n_\alpha=1}^{n-2} n_\alpha \frac{(n-2)!}{n_\alpha!(n-2-n_\alpha)!} \tag{2.20}
\]

total number of terms, and \( 1/4 \) as much KK basis members. This counting of KK basis members matches for \( n=5 \) and \( n=6 \), obtaining \( 24/4=6 \) and \( 64/4=16 \) terms respectively. We note that in general, the number of KK basis terms appearing is much smaller than
the total number, since by the Sterling formula, \( n! \sim (n/e)^n \), so that (2.20) estimates to

\[
\sim \sum_{n_\alpha=1}^{n-2} \frac{(n-2)^{n-2}}{(n-2-n_\alpha)(n_\alpha-1)^{n_\alpha-1}}
\]

(2.21)

instead of \((n-2)! \sim ((n-2)/e)^{n-2}\), which is much larger than (2.21).

Finally, the formula for \( A_{n;3}^{\text{MHV}} \) can be written as

\[
A_{n;3}^{\text{MHV}}(n-1, n, 1, 2, \ldots, n-2) = \sum_{\{\sigma\} \in \text{OP}(\{\alpha\}, \{\beta_T\})} A_{n}^{\text{MHV}}(1, \{\sigma\}_1, n) \times \sum_{n-1 \in \{\alpha\}, \{\beta\}; j_{\text{max}} \in \{\alpha\}, \{\beta\}} (-)^{n_\beta} M_{n}^{\text{MHV}}(\{\beta\}, 1, \{\alpha\}, n)
\]

(2.22)

with \( M_{n}^{\text{MHV}} \) being the volume of a closed polytope, and pairs of opposite sign \( M_{n}^{\text{MHV}} \)’s adding up to another closed polytope, as explained above.

**Generalization to \( A_{n;j} \).**

The generalization to \( A_{n;j} \) is now also straightforward, though it becomes more involved. We rewrite the formula for \( A_{n;j} \) as a function of \( A_{n;1} \) as

\[
A_{n;j}(1\ldots n) = (-1)^{j-1} \sum_{\sigma \in \text{COP}_{\{j-1, \ldots, 1\}, \{j, \ldots, n\}}} A_{n;1}(\sigma) = \sum_{\sigma \in \text{COP}_{\{j, \ldots, n\}, \{j-2, \ldots, 1\}}} A_{n;1}(\sigma, j-1)
\]

(2.23)

where in the second equality we have used the cyclic property of \( A_{n;1}(\sigma) \). Then as before we write \( A_{n;1}(\ldots) \equiv A_{n}(\ldots) M_{n}(\ldots) \), and we rewrite the \( A_{n}(\ldots) \)'s in terms of the KK basis obtaining

\[
A_{n}(n-j+2, \ldots, n, 1, \ldots, n-j+1) = \sum_{\sigma \in \text{COP}_{\{1, \ldots, n-j+1\}, \{n-1, \ldots, n-j+2\}}} A_{n}(\sigma, n)
\]

(2.24)

Then we get \( M_{n}(\{\beta\}, 1, \{\alpha\}, n) \), where \( \{\alpha\} = 2, \ldots, j_{\text{max}} \) with or without \( \{n-1, \ldots, n-j+2\} \). At the end of the permutation \( \sigma \) in \( A(\sigma, n) \), just before \( n \), we can have either \( j_{\text{max}} \), OR one of \( \{n-1, \ldots, n-j+2\} \), i.e. one of \((j-2 \text{ terms})\).

Then the KK basis elements that we get are of a special type: If we take out \( n-1, \ldots, n-j+2 \) from the amplitude, then the situation should be like the one for \( n = 3 \), namely in the remaining permutation we go from 1 to \( j_{\text{max}} \) towards the right, and then towards the left. But moreover, in \( n-1, \ldots, n-j+2 \) we also have some ordering: some of them are in \( \{\alpha\} \), some in \( \{\beta_T\} \), which means that \( n-1, \ldots, l_{\text{max}}+1 \) is cyclic (i.e., towards the right), and \( n-j+2, \ldots, l_{\text{max}} \) is also cyclic (i.e., we change the direction of the cyclicity at \( l_{\text{max}} \)).

Then the number of terms multiplying a KK basis member is even, corresponding to having \( j_{\text{max}} \) in \( \{\alpha\} \) or \( \{\beta\} \) and any number of the \( j-2 \) terms \( \{n-1, \ldots, n-j+2\} \) in \( \{\alpha\} \) and the rest in \( \{\beta\} \). They come in pairs, the pairs corresponding to \( j_{\text{max}} \) being just before
n or just after, or otherwise one of the \( \{n - 1, ..., n - j + 2\} \) being either just before, or just after \( n \), and the pairs as before having different sign. The sign of the terms is then simply \((-1)^{j-1+n}\). In terms of polytopes, the two terms of different sign correspond as before to polytopes with only a vertex differing between them, which means they again add up to another polytope with one more vertex.

The final formula for \( A_{n,j} \) is:

\[
A_{n,j}^{MHV} (n - j + 2, ..., n, 1, ..., n - j + 1) = \sum_{\{\sigma\}_i \in \text{OP}(\{\alpha\}, \{\beta\})} A_{n}^{MHV} (1, \{\sigma\}_i, n) \times \sum_{\{n-1, ..., n-j+2\} \in \{\alpha\}, \{\beta\}, j_{\text{max}} \in \{\alpha\}, \{\beta\}} (-)^{n_{\beta}+j-1} M_{n}^{MHV} (\{\beta\}, 1, \{\alpha\}, n)
\]

(2.25)

where the complicated notation is explained above, and again we have pairs of \( M_{n}^{MHV} \)'s of different signs adding up to give other closed polytopes (of \( n + 1 \) vertices).

### 2.4 Leading IR singularities of \( A_{n,j} \)

At one-loop, (2.8), (2.15), (2.22) and (2.25) show that the amplitudes \( M_{n} \) come in alternating pairs. Each of these \( M_{n} \) has leading IR singularity \( 1/\epsilon^2 + O(1/\epsilon) \), and therefore at one-loop \( A_{n,j} \) has only a \( 1/\epsilon \) IR singularity.

In [50] and [51] it was shown that the leading IR singularity of the most subleading color amplitude for gluon-gluon scattering in \( \mathcal{N} = 4 \) SYM at L-loops is \( 1/\epsilon^L \), which is compatible and complementary to the results of this paper. For amplitudes which are not the most subleading, the leading IR singularity is \( 1/\epsilon^{L+k} \) for \( k = 1, ..., L \), where \( 1/\epsilon^{2L} \) corresponds to the single trace, i.e. planar terms.

### 3 Twistor methods for \( N^k MHV \) subleading amplitudes

#### 3.1 Review of twistor methods for leading amplitudes

Writing the amplitudes and superamplitudes in twistor space has proved to be a very useful tool over the last years. In the previous section, we made use of the dual space \( x_i \) which trivializes (identically solves) the momentum conservation condition \( \sum_{i=1}^{n} p_i = 0 \) by \( p_i = x_i - x_{i+1} \). On the other hand, for amplitudes of massless particles, we are interested in trivializing the lightlike condition \( p^2 = 0 \) by the use of helicity spinors \( p_{\alpha\dot{\alpha}} = \lambda_{\alpha} \bar{\lambda}_{\dot{\alpha}} \). We can use this to write twistor space representations for leading singularities of amplitudes.

The leading singularities of an amplitude are the discontinuities of the amplitude over the singularities where we put a maximum number of propagators on-shell, as explained in [4], where a conjecture for these leading singularities was proposed. The conjecture is that the same integral formula can be written for leading singularities of all the (color-ordered,
planar, i.e. leading) loop amplitudes and for the full (color-ordered) tree amplitude, where only integration contours are different. Moreover, the formalism naturally encompasses superamplitudes.

The MHV tree-level color-ordered superamplitudes are given by the Nair formula [52], a supersymmetric generalization of the Parke-Taylor formula [53, 54],

\[ A_{n,2}(12...n) = \frac{\delta^4(\sum_{i=1}^n \lambda_i \tilde{\lambda}_i) \delta^8(\sum_{i=1}^n \lambda_i \tilde{\eta}_i)}{(12)(23)...(n-1,n)} \]  

(3.1)

where as usual \((ij) = \epsilon^{\alpha\beta\lambda_i\lambda_j}\), \(\tilde{\eta}\) is a spinor with an index \(I = 1, ..., 4\) for supersymmetries suppressed, and the 2 in \(A_{n,2}\) refers to R-charge, since the \(N^k\) MHV amplitude has \(m = k + 2\) R-charge.

Then the leading singularities of the R-charge \(m\) superamplitudes are given by [3]

\[
L_{n,m} = \int \frac{d^{2m}C_{\mu\bar{\mu}}}{Vol(Gl(m))} \prod_{\mu=1}^m \delta^2(\sum_{i=1}^n C_{\mu\bar{\mu}} \tilde{\lambda}_i) \delta^{0|4}(\sum_{i=1}^n C_{\mu\bar{\mu}} \tilde{\eta}_i) \int \prod_{\mu=1}^m d^2 \rho_\mu \prod_{i=1}^n \delta^2(C_{\mu\bar{\mu}} \rho_\mu - \lambda_i)
\]  

(3.2)

Here \((12...m), etc.\) are Plucker coordinates on the Grassmanian \(G(m,n)\), i.e. determinants of \(m \times m\) minors of the matrix

\[
\begin{pmatrix}
C_{11} & C_{12} & \cdots & C_{1n} \\
C_{21} & C_{22} & \cdots & C_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{m1} & C_{m2} & \cdots & C_{mn}
\end{pmatrix}
\]  

(3.3)

After doing the integration over the delta functions, one is left with an \((m-2)(n-4)-(m-2)\) dimensional integral to be done. Note that in the MHV case \((m = 2)\), there is no integral left to be done, and the formula for the leading singularity reduces to

\[
A_{n,2} = \int \frac{d^{2n}C_{\mu\bar{\mu}}}{Vol(Gl(2))} \prod_{\mu=1}^2 \delta^2(\sum_{i=1}^n C_{\mu\bar{\mu}} \tilde{\lambda}_i) \delta^{0|4}(\sum_{i=1}^n C_{\mu\bar{\mu}} \tilde{\eta}_i) \int \prod_{\mu=1}^2 d^2 \rho_\mu \prod_{i=1}^n \delta^2(C_{\mu\bar{\mu}} \rho_\mu - \lambda_i)
\]  

(3.4)

which gives nothing but the tree MHV superamplitude (3.1).

Taking a Fourier transform over \(\lambda\),

\[
\tilde{L}_{n,m} = \int \prod_{i=1}^n d^2 \lambda_i e^{i<\lambda_i, \mu_i>} L_{n,m}
\]  

(3.5)

and defining

\[
W_i = \begin{pmatrix}
\tilde{\lambda}_i \\
\mu_i \\
\tilde{\eta}_i
\end{pmatrix} \in \mathbb{C}^{4|4}
\]  

(3.6)

where the physical configuration actually lives in dual supertwistor space \(CP^{3|4} \in \mathbb{C}^{4|4}\).

The leading singularity of the (color-ordered, planar, i.e. leading) amplitude is written in
dual supertwistor space as
\[ \tilde{\mathcal{L}}_{n,m} = \int \frac{d^{nm} C_{\mu i}}{Vol(Gl(2))} \prod_{\mu=1}^{m} \delta^{4|4}(\sum_{i=1}^{n} C_{\mu i} W_i) \prod_{\mu=1}^{m} \delta^{4|4}(12...m)(23...m + 1)...(n12...m) \] (3.7)

Taking the Fourier transform over the whole \( \mathcal{W}_i \), we obtain the leading singularity of the amplitude in twistor space parametrized by \( Z_i \),

\[ \tilde{\tilde{\mathcal{L}}}_{n,m} \equiv \int \mathcal{D}_{\lambda_\mu} \int \frac{d^{nm} C_{\mu i}}{(12...m)(n12...m)} \prod_{\mu=1}^{n} \delta^{4|4}(Z_i - \sum_{\mu} C_{\mu i} \xi_{\mu}) \] (3.8)

An even more powerful way to write the superamplitude is using Hodges’ momentum twistors [7, 9]. Indeed, it was shown in [5] that the form conjectured in [4] can be written in terms of momentum twistors. These are defined as follows. For each of the dual coordinates \( x_i \) we associate an \( \frac{\lambda}{\mu} = Z \in C^4 \)

\[ (\mu_i)_{\alpha\dot{\alpha}} = (x_i)_{\alpha\dot{\alpha}} \lambda_i^\alpha \] (3.9)

but since the data we are interested in is \( x_{\alpha\dot{\alpha}} \), which is invariant under rescalings of \( Z \), \( Z \) lives in \( CP^3 \) = twistor space, more specifically, defines a \( CP^1 \in CP^3 \). Thus a null ray in (dual) spacetime corresponds to a point in twistor space, but the (dual) spacetime point \( x_{\alpha\dot{\alpha}} \) defines a \( CP^1 \) line in twistor space. Given two points in spacetime \( X_{\alpha\dot{\alpha}} \) and \( Y_{\alpha\dot{\alpha}} \), they are null separated \( \Leftrightarrow \) the 2 \( CP^1 \)'s corresponding to them intersect on a single point. Therefore in momentum - twistor space, corresponding to our \( x_i \)'s with \( p_i = x_i - x_{i+1} \), we have polygons made up of \( CP^1 \) lines for \( x_i \), intersecting over vertices = momentum twistors \( Z_i \), thus ensuring both the null separation and momentum conservation of the original momenta. Reversely, given an arbitrary set of \( n \) twistors \( Z_i \), we can construct \( CP^1 \)'s connecting them, thus deriving \( n \) null momenta satisfying momentum conservation.

In terms of super-momentum twistors \( Z_i \), the leading singularity of the (color-ordered, planar, i.e. leading) \( N^k MHV \) amplitude is [5, 3]

\[ \mathcal{L}_{n,m} = \frac{\delta^4(\sum \lambda \lambda) \delta^8(\sum \lambda \bar{\eta})}{(12)(23)...(n1)} \int \mathcal{D}^{nk} \prod_{\mu=1}^{k} \delta^{4|4}(\sum_{i=1}^{n} D_{\mu i} Z_i) \frac{Vol(Gl(2))}{(12...k)(23...k + 1)...(n12k - 1)} = \mathcal{L}_{n,2} \times \mathcal{R}_{n,k} \] (3.11)

where \( k = m - 2 \). The prefactor \( \mathcal{L}_{n,2} \) is the tree MHV amplitude (3.1), and the integral \( \mathcal{R}_{n,k} = \mathcal{R}_{n,m-2} \) is Yangian invariant. This object is dual conformal covariant, only \( \mathcal{R}_{n,k} \) being DCI, and the tree amplitude is covariant.

As an aside, we note that one can rewrite the full loop amplitudes corresponding to Feynman diagrams in momentum twistor space, as integrals over an integrand, and at the
level of this integrand, we can decompose it in the integrands of boxes and pentagons [3].
The same momentum-twistor space integrand for the amplitude can be decomposed into
integrands of scalar integrals with unit chiral leading singularities, which are found to be
octagon integrals in general [3].

3.2 Application to subleading $N^k MHV$ amplitudes

We now return to the issue of the leading singularities and their connection with the amplitude.
They are obtained as residues of singularities found by putting a maximal number
of loop lines on-shell. We will be interested in the 1-loop case, for which that maximal
number is 4. Thus for the leading singularity, cutting 4 loop propagators, we are left with
a product of 4 tree amplitudes, which in the MHV case ($m = 2$) is just a representation
of the MHV tree amplitude via recurrence relations, $R \to \sum M^{(0)}_a M^{(0)}_b M^{(0)}_c M^{(d)}_d$.
This gives a simple test of the formula (3.11), which for MHV ($m = 2$) reduces to just the MHV tree
amplitude, coinciding with the previous result at one-loop.

The one-loop amplitudes of $\mathcal{N} = 4$ SYM can be reduced to just boxes via the van
Neerven and Vermaseren procedure (for a general gauge theory, we need also triangles and
bubbles), with some coefficients. At one-loop, the leading singularities also coincide with
the coefficients of these box functions [4], though at higher loops, this is more complicated.
For one-loop MHV, the coefficients of the boxes are known to be just the MHV tree amplitudes,
agreeing with the result above.

At one-loop, cutting the 4 loop propagators from the box functions in order to obtain
the leading singularities gives rise to the Schubert problem (1850) for finding the residues:
put
\begin{equation}
(x - x_i)^2 = 0; \quad (x - x_k)^2 = 0; \quad (x - x_l)^2 = 0; \quad (x - x_s)^2 = 0
\end{equation}
corresponding to the sought-for residues, or leading singularities. This can be mapped to
the problem of having 4 lines in twistor space $CP^3$, and finding all the lines that intersect
all of them. There are exactly two solutions to this problem for generic 4 lines in $CP^3$,
therefore there are exactly two residues, or leading singularities.

Finally, putting everything together, the planar (leading) color-ordered $N^k MHV$ amplitude is a sum of permutations of boxes with coefficients equal to the leading singularities,

\begin{equation}
A_{n;1}(1\ldots n) = \sum_{\sigma} \mathcal{L}_{n;1}(\sigma)I_{n;4}(\sigma) = \sum_{\sigma} A_n^{MHV}(\sigma)\mathcal{R}_{n;k}(\sigma)I_{n;4}(\sigma)
\end{equation}
At higher $n$-point, the situation is slightly more complicated. The box diagrams are ordered in groups that can be cyclically permuted, for each group having a given formula for the residue, but unlike 6-point, the residue is not universal for all the groups [4]. However, all the diagrams have still the external legs in the original order, which means, since the MHV tree amplitude is cyclically invariant, that we can again factorize the MHV tree amplitude, obtaining for planar $N^k_{MHV}$ amplitudes

$$A_{n;1}(1...n) = A_{n}^{MHV}(1...n) \sum_{\text{groups of diagrams}} \sum_{\lambda=cyclic} R_{n;k}(\lambda) \sum_{\sigma/\lambda} I_{n;4}(\sigma)$$

(3.15)

which implicitly defines $M_{n,k}$.

We now finally note that we have the same formula for $A_{n;1}(1...n)$ in terms of $A_{n}^{MHV}$ and $M_{n;k}$ from the previous section on polytopes, so we can apply the same calculations we used to obtain the $MHV$ $A_{n;j}$ in terms of $A_{n;1}$ in section 2, but now just change the definition of $M_{n,k}$ as in (3.15), thus also drop the polytope interpretation of $M_{n,k}$. But otherwise the same (2.25) found in the MHV case holds in the general $N^k_{MHV}$ case as well, as can be seen from (2.18), (2.22) and (2.24). A trivial case is $n=5$, $NMHV$, which is given by a single R-invariant [19].

4 The 6-point subleading NMHV amplitudes

The 6-point subleading MHV amplitude was calculated using polytope methods in section 2.2. We now consider the NMHV amplitudes in detail. In the previous section we found formulas for the superamplitude using twistor methods. However, we have seen that we can write boxes in terms of tetrahedra and polytopes. The 6-point NMHV can be written explicitly in terms of boxes, so we anticipate a polytope interpretation here too.

4.1 Polytope picture for leading 6-point NMHV amplitudes

The leading (planar) gluon amplitudes $A_{6;1}^{NMHV}$ were found in [55]. For the split-helicity configuration

$$A_{6;1}^{NMHV}(1^+2^+3^+4^-5^-6^-) = \frac{c_F}{2}(B_1W_6^{(1)} + B_2W_6^{(2)} + B_3W_6^{(3)})$$

(4.1)

where $W_6^{(i)}$ are cyclic permutations of $W_6^{(1)}$, and $W_6^{(i+3)} \equiv W_6^{(i)}$. The $W_6^{(i)}$ are given in terms of box functions by

$$W_6^{(i)} = F_{6;i}^{1m} + F_{6;i+3}^{1m} + F_{6;2;i+1}^{2m} + F_{6;2;i+4}^{2m}$$

(4.2)

and the $F$’s are are dimensionless boxes, related to the usual box integrals $I$ by

$$F_{n;i}^{1m} = \frac{t_{i-3}^{[2]} t_{i-2}^{[2]} t_{4;i}^{1m}}{r_T}$$
\[ F_{2mh}^{n;r;i} = -\frac{\Delta_{i-2}^{2r+1}}{2r\Gamma} I_{4r;i}^{2mh} \]  

where \( \Delta_{i}^{[r]} = (p_{i} + ... + p_{i+r-1})^2 \). The box integral \( I_{4r;i}^{1m} \) has massless particles \( i-3, i-2, i-1 \) at 3 consecutive vertices and \( i, ... \) at the other one, while \( I_{4r;i}^{2mh} \) has massless particles \( i-2, i-1 \) at two consecutive vertices, \( i, ..., i+r-1 \) at the next and \( i+r, ... \) at the last. In the above

\[
\begin{align*}
\Gamma &= \frac{\Gamma(1+\epsilon)\Gamma^2(1-\epsilon)}{\Gamma(1-2\epsilon)} \\
\Gamma &= \frac{\Gamma(1-2\epsilon)}{(4\pi)^{2-\epsilon}}
\end{align*}
\]

The other helicity configurations are

\[
\begin{align*}
A^{\text{NMHV}}_{6;1}^{1+2^3+4^5+6^-} &= \frac{c\Gamma}{2} (D_{1} W^{(1)}_{6} + D_{2} W^{(2)}_{6} + D_{3} W^{(3)}_{6}) \\
A^{\text{NMHV}}_{6;1}^{1+2-3^4+5^6^-} &= \frac{c\Gamma}{2} (G_{1} W^{(1)}_{6} + G_{2} W^{(2)}_{6} + G_{3} W^{(3)}_{6})
\end{align*}
\]

where the spin factors \( B_{i}, D_{i} \) and \( G_{i} \) are given in [55, 56].

The tree amplitudes are

\[
\begin{align*}
A(1^+2^3+4^-5^-6^-) &= \frac{1}{2} [B_{1} + B_{2} + B_{3}] \\
A(1^+2^3-4^5+6^-) &= \frac{1}{2} [D_{1} + D_{2} + D_{3}] \\
A(1^+2^-3^4+5^-6^-) &= \frac{1}{2} [G_{1} + G_{2} + G_{3}]
\end{align*}
\]

We have seen that the dimensionless boxes can be written as polytopes, for instance \( F_{6;1}^{1m} = F_{1m}(123456) \) is the polytope previously denoted by \( I(x_{1}, x_{5}, x_{6}, x_{1}(x_{2}, x_{3})) \), that we will now simply denote by \( (4561(23)) \), meaning \( x_{2} \) and \( x_{3} \) are omitted in writing the vertices. Then explicitly writing the \( W \)'s as polytopes in (4.2), we get

\[
\begin{align*}
W^{(1)}_{6} &= (4561(23)) + (1234(56)) + (1234(56)) + (4561(123)) \\
&\equiv A_{1} + A_{3} + A_{2} + A_{4} \\
W^{(2)}_{6} &= (5612(34)) + (2345(61)) + (2345(61)) + (5612(34)) \\
&\equiv A_{5} + A_{7} + A_{6} + A_{8} \\
W^{(3)}_{6} &= (6123(45)) + (3456(12)) + (3456(12)) + (6123(45)) \\
&\equiv A_{9} + A_{11} + A_{10} + A_{12}
\end{align*}
\]

where the \( A \)'s are tetrahedra defined in the order they appear in the \( W^{(i)}_{6} \) above.

For comparison, we also write the 6-point MHV amplitude,

\[
A^{\text{MHV}}_{6;1}(123456) = A(123456)([123456(6)) + (23456(1)) + (34561(2)) + (4561(23)) + (5612(34)) + (6123(45))]
\]

\[
= A(123456) [A_{13} + A_{14} + A_{15}]
\]
\[ + A_3 + A_7 + A_{11} + A_1 + A_5 + A_9 \]  

(4.8)

where again the various \( A \)'s are defined in the order they appear. Thus both \( A_{6;1}^{MHV} \) and \( W_6^{(i)} \) can be represented in terms of polytopes, and \( A_{6;1}^{NMHV} \) is given by \( W_6^{(i)} \) multiplied by spin coefficients. The polytopes are obtained by gluing tetrahedra along common faces of opposite orientation. A graphical representation of the resulting polytopes can be obtained by drawing the tetrahedra \( A_1 \) to \( A_{15} \) as "vertices", and the lines between them representing a common face. Then \( A_{6;1}^{MHV} \) is represented schematically as

\[ A_{6;1}^{MHV}(123456)/A(123456) = \]

![Diagram](image)

Figure 2:.

and \( W_6^{(i)} \) can be represented as

\[
\begin{align*}
W_6^{(1)} &= A_1 \rightarrow \rightarrow A_2 \\
&\quad | \quad | \\
&\quad | \quad | \\
&\quad A_4 \rightarrow \rightarrow A_3 \\
W_6^{(2)} &= A_5 \rightarrow \rightarrow A_6 \\
&\quad | \quad | \\
&\quad | \quad | \\
&\quad A_8 \rightarrow \rightarrow A_7 \\
W_6^{(3)} &= A_9 \rightarrow \rightarrow A_{10} \\
&\quad | \quad | \\
&\quad | \quad | \\
&\quad A_{12} \rightarrow \rightarrow A_{11}
\end{align*}
\]

(4.9)

We then see that the \( W_6^{(i)} \)'s have a polytope interpretation, though of course the coefficients \( B, D, G \) do not.
4.2 Subleading NMHV 6-point amplitude

We can attempt to use the polytope representation from the previous subsection for the subleading amplitudes. Equation (2.13) is still valid even for NMHV, but it is not clear if we can go further than that using (4.1), since now not only \( W_i \), but also \( B_i \) depend on the order of the momenta \((123456)\), so they would need to be permuted accordingly to obtain \( A_{6;3} \). Also note that when we permute we change \( B_i \)'s to \( D_i \)'s and \( G_i \)'s, since we also change the order of helicities in the amplitude. This is to be contrasted with the previous cases (MHV, and non-MHV in terms of twistors), when the helicity information was exclusively contained in the overall \( A_{\text{MHV}}^{\text{tree}}(123456) \) factor, allowing the use of simple combinatorics.

We also note that, because of the general properties of the color decomposition \( (A_{6;1}^{\text{MHV}}) \) multiplies a cyclic trace), \( A_{6;1}^{\text{NMHV}} \) must be cyclically invariant, though that is not manifest from the explicit formulas we wrote. Given the cyclical invariance, we can again write (2.23), which for \( n = 6 \) gives

\[
A_{6;3}(1,6) = \sum_{\sigma \in \text{COP}_{5}^{123456}} A_{6;1}(\sigma, 2) \]

\[
A_{6;4}(1,6) = \sum_{\sigma \in \text{COP}_{4}^{1256},(2,1)} A_{6;1}(\sigma, 3) \tag{4.10}
\]

which gives after a shift, and considering that the \( \{2, 1\} \) is superfluous in the second relation (up to cyclic means that the order of 1,2 is irrelevant, and then \( \text{COP}\{2, 1\} \) is irrelevant),

\[
A_{6;3}(561234) = \sum_{\sigma \in \text{COP}_{5}^{1234}} A_{6;1}(\sigma, 6) \]

\[
A_{6;4}(456123) = \sum_{\sigma \in \text{COP}_{4}^{123}} A_{6;1}(\sigma, 6) \tag{4.11}
\]

But this is the most we can say if we use the representation (4.1) for \( A_{6;1} \).

A more useful representation is the superamplitude obtained from an explicit form of the twistor formula (3.14), doing the twistor space integrals over the 1-loop NMHV contours. The result is [56, 19]

\[
A_{6;1}^{(1)\text{NMHV}}(123456) = \frac{a}{2} A_{6}^{(0)\text{MHV}}(123456)\left\{ [R_{413} + R_{146}]W_{6}^{(1)} \right. \]

\[+ (R_{524} + R_{251})W_{6}^{(2)} + (R_{635} + R_{362})W_{6}^{(3)} \right\} \]

\[\equiv A_{6}^{(0)\text{MHV}}(123456)M_{6}^{(1)\text{NMHV}}(123456) \tag{4.12}
\]

From the \( R_{n,k} \) terms in (3.14), one gets the sum of DCI basic R-invariants \( R_{j,j+3,j+5} \) above. The R-invariants themselves have a geometric interpretation in a dual momentum twistor space [6, 7, 9, 3, 1]. Here the \( R_{j,j+3,j+5} \) are given by

\[
R_{rst} = -\frac{\langle s - 1 | s \rangle \langle t - 1 | t \rangle \delta^{(4)}(\Xi_{rst})}{x_{st}^{2}\langle r|x_{rt}|x_{ts}|s - 1\rangle\langle r|x_{rt}|x_{ts}|s\rangle\langle r|x_{rs}|x_{st}|t - 1\rangle\langle r|x_{rs}|x_{st}|t \rangle}
\]
\[ \Xi_{rst} = \sum_{t}^{r-1} \eta_{t} \langle i | x_{ts} x_{sr} | r \rangle + \sum_{r}^{s-1} \eta_{r} \langle i | x_{st} x_{tr} | r \rangle \]

\[ x_{st} = x_{s} - x_{t} = \sum_{i = s}^{t-1} p_{i} \]  

(4.13)

and from [6, 19]

\[ R_{r,r+2,s} = R_{r+2,s,r+1} \]  

(4.14)

we have the explicit relations among the \( R \) coefficients

\[ R_{413} = R_{241} = R_{624} \]
\[ R_{135} = R_{352} = R_{524} \]
\[ R_{246} = R_{463} = R_{635} \]
\[ R_{146} = R_{514} = R_{351} \]
\[ R_{513} = R_{136} = R_{362} \]
\[ R_{251} = R_{625} = R_{462} \]  

(4.15)

These are further constrained by the relation [6, 19]

\[ R_{624} + R_{625} + R_{635} = R_{146} + R_{136} + R_{135} \]  

(4.16)

As explained in the section 3, we can then perform the same combinatorics that led us to (2.15) on the superamplitude \( A_{6}^{\{1\}NMHV}(123456) \), just that now we use the \( M_{6}^{\{1\}NMHV}(123456) \) in (4.12) instead of the \( M_{6}(123456) \). This way we obtain a twistor representation for the subleading 6-point NMHV superamplitude. We should also note that the \( R \)-invariants \( R_{j,j+3,j+5} \) appearing in (4.12) have a polytope interpretation, this time in dual momentum twistor space [6], while the \( W^{(i)}_{6} \)'s we saw had a polytope representation in \( AdS_{5} \).

One can do similar manipulations at higher points, as already explained. For \( n = 7 \) \( NMHV \) amplitudes, [19] give results analogous to (4.12), and a similar polytope interpretation follows.

### 5 Conclusions

In this paper we have extended results for the 1-loop leading color-ordered amplitudes of \( \mathcal{N} = 4 \) SYM to their subleading-color counterparts. Specifically, the known polytope interpretation for \( MHV \) amplitudes and the momentum-twistor formulas for \( N^{k}MHV \) amplitudes were generalized. The subleading-color amplitudes can be obtained from the leading-color ones by (1.4), but one may have wondered whether the necessary combinatorics become prohibitive at larger order \( n \), or whether the nice interpretation at leading order remains valid. However, we show that this extension is quite manageable. This is a relevant issue for possible extensions to QCD, when the subleading pieces also need to be calculated effectively.
We have shown that by using the KK basis of $MHV$ tree amplitudes we can write a simpler general formula (2.25), which one can use to find other properties. As a simple application we have found that the leading $1/\epsilon^2$ IR divergence of $A_{n,j}$ cancels, leaving only a $O(1/\epsilon)$ IR divergence for all one-loop subleading amplitudes (the same degree of IR divergence as one-loop gravitational scattering amplitudes). In the $MHV$ case we have found that the coefficients of the KK basis amplitudes can be written as sums of volumes of simple polytopes. In the case $A_{n,3}$ the coefficients of the KK basis reduce to the sum of two closed polytopes with two common points. In the $N^kMHV$ case the same formula in terms of an expansion in the KK basis of tree $MHV$ amplitudes holds, with coefficients which are momentum-twistor integrals times boxes.

We have made concrete application of these concepts to the case of 5-points and 6-points. In the $MHV$ case we have written explicitly the formulas in terms of the KK basis with polytope coefficients. In the $NMHV$ 6-point case we have found a polytope interpretation for the leading amplitudes, and for the subleading case we have written an explicit formula in terms of R-invariants obtained by doing momentum-twistor integrations.
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A  Explicit formulas for 5-point and 6-point MHV amplitudes

The 12 simplices appearing in $A_{5;3}$ are explicitly

\[
\begin{align*}
M_{5}^{MHV}(12345) & = V(x_1, x_2, x_3, x_4, x_5) \\
M_{5}^{MHV}(23145) & = V(x_1, (x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4, x_5) \\
M_{5}^{MHV}(31245) & = V(x_1, (x_1 - x_3 + x_4), (x_2 - x_3 + x_4), x_4, x_5) \\
M_{5}^{MHV}(12435) & = V(x_1, x_2, x_3 - x_4 + x_5, x_5) \\
M_{5}^{MHV}(14235) & = V(x_1, x_2, (x_2 - x_1 + x_5), (x_3 - x_4 + x_5), x_5) \\
M_{5}^{MHV}(31425) & = V((x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4, x_5, (x_5 - x_2 + x_3)) \\
M_{5}^{MHV}(34125) & = V((x_1 - x_2 + x_3), (x_1 - x_3 + x_5), (x_1 + x_4 - x_5), x_1, x_2) \\
M_{5}^{MHV}(41235) & = V((x_2 - x_3 + x_4), x_1, x_2, x_3, x_4) \\
M_{5}^{MHV}(43125) & = V((x_5 - x_1 + x_2), x_5, x_1, (x_1 - x_4 + x_5), (x_1 - x_3 + x_5), (x_2 - x_3 + x_5)) \\
M_{5}^{MHV}(42315) & = V((x_2 - x_4 + x_5), x_1, (x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4) \\
M_{5}^{MHV}(23415) & = V(x_2, x_3, x_4, x_5, (x_5 - x_1 + x_2)) \\
M_{5}^{MHV}(24315) & = V(x_2, x_3, (x_3 - x_4 + x_5), x_5, (x_5 - x_1 + x_2))
\end{align*}
\]

(A.1)

The coefficients of the expansion in KK basis elements are

\[
\begin{align*}
A_{5}^{MHV}(12345) & : \quad M_{5}^{MHV}(12345) - M_{5}^{MHV}(41235) + M_{5}^{MHV}(43125) - M_{5}^{MHV}(31245) \\
& = V(x_1, x_2, x_3, x_4, x_5) - V((x_4 - x_5 + x_1), x_1, x_2, x_3, x_4) \\
& \quad + V(x_4, (x_1 + x_4 - x_5), x_1, (x_1 - x_3 + x_4), (x_2 - x_3 + x_4)) \\
& \quad - V((x_1 - x_3 + x_4), (x_2 - x_3 + x_4), x_4, x_5) \\

A_{5}^{MHV}(12435) & : \quad M_{5}^{MHV}(12435) - M_{5}^{MHV}(31245) + M_{5}^{MHV}(34125) - M_{5}^{MHV}(41235) \\
& = V(x_1, x_2, x_3, x_4, x_5) - V((x_4 - x_5 + x_1), x_1, x_2, x_3, (x_5 - x_4 + x_3)) \\
& \quad + V(x_3, (x_1 + x_3 - x_5), (x_1 + x_4 - x_5), x_1, x_2) \\
& \quad - V((x_1 - x_4 - x_3), x_1, x_2, x_3, (x_5 - x_4 + x_3)) \\

A_{5}^{MHV}(14235) & : \quad M_{5}^{MHV}(14235) - M_{5}^{MHV}(31425) + M_{5}^{MHV}(34125) - M_{5}^{MHV}(41235) \\
& = V(x_1, x_2, (x_2 - x_4 + x_5), (x_3 - x_4 + x_5), x_5) \\
& \quad - V((x_1 - x_4 + x_3), x_1, x_2, (x_2 + x_5 - x_4), (x_3 + x_5 - x_4)) \\
& \quad + V(x_3, (x_1 + x_3 - x_5), (x_1 + x_4 - x_5), x_1, x_2) \\
& \quad - V((x_4 - x_5 + x_1), x_1, x_2, x_3, x_4) \\

A_{5}^{MHV}(13245) & : \quad M_{5}^{MHV}(23145) - M_{5}^{MHV}(31245) + M_{5}^{MHV}(34125) - M_{5}^{MHV}(43125) \\
& = V(x_1, (x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4, x_5) \\
& \quad - V(x_1, (x_1 - x_3 + x_4), (x_2 - x_3 + x_4), x_4, x_5) \\
& \quad + V(x_4, (x_1 + x_4 - x_5), x_1, (x_1 - x_3 + x_4), (x_2 - x_3 + x_4)) \\
& \quad - V((x_4 - x_5 + x_1), x_1, (x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4) \\

A_{5}^{MHV}(13425) & : \quad M_{5}^{MHV}(23415) - M_{5}^{MHV}(31425) + M_{5}^{MHV}(43125) - M_{5}^{MHV}(42315) \\
& = V(x_1, (x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4, x_5) \\
& \quad - V((x_5 - x_2 + x_3), (x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4, x_5) \\
& \quad + V(x_4, (x_1 + x_4 - x_5), x_1, (x_1 - x_3 + x_4), (x_2 - x_3 + x_4))
\end{align*}
\]
\[
A_5^{MHV}(14325) : \quad M_5^{MHV}(23145) - M_5^{MHV}(23415) + M_5^{MHV}(34125) - M_5^{MHV}(31425) \\
= \quad V(x_1, (x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4, x_5) \\
- V((x_1 - x_2 + x_3), (x_1 - x_2 + x_4), x_4, x_5, (x_3 + x_5 - x_2)) \\
+ V((x_3 + x_5 - x_1), x_3, x_4, x_5, (x_2 + x_5 - x_1)) \\
- V(x_2, x_3, x_4, x_5, (x_5 - x_1 + x_2)) \\
\] 

(A.2)

The points for each amplitude are: 8 points for \(A_5^{MHV}(12345)\):

\[
x_1, x_2, x_3, x_4, x_5, (x_1 + x_4 - x_5), (x_2 + x_4 - x_3), (x_1 + x_4 - x_3) \\
\] 

(A.3)

9 points for \(A_5^{MHV}(12435)\):

\[
x_1, x_2, x_3, x_4, x_5, (x_3 + x_5 - x_4), (x_1 + x_3 - x_4), (x_1 + x_3 - x_5), (x_1 + x_4 - x_5) \\
\] 

(A.4)

10 points for \(A_5^{MHV}(14235)\):

\[
x_1, x_2, x_3, x_4, x_5, (x_2 + x_5 - x_1), (x_3 + x_5 - x_4), (x_1 + x_3 - x_4), (x_1 + x_3 - x_5), (x_1 + x_4 - x_5) \\
\] 

(A.5)

8 points for \(A_5^{MHV}(13245)\):

\[
x_1, x_4, x_5, (x_1 + x_3 - x_2), (x_1 + x_4 - x_2), (x_1 + x_4 - x_3), (x_2 + x_4 - x_3), (x_1 + x_4 - x_5) \\
\] 

(A.6)

8 points for \(A_5^{MHV}(13425)\):

\[
x_1, x_4, x_5, (x_1 + x_3 - x_2), (x_1 + x_4 - x_2), (x_1 + x_4 - x_3), (x_2 + x_4 - x_3), (x_1 + x_4 - x_5) \\
\] 

(A.7)

10 points for \(A_5^{MHV}(14325)\):

\[
x_1, x_2, x_3, x_4, x_5, (x_1 + x_3 - x_2), (x_1 + x_4 - x_2), (x_2 + x_5 - x_1), (x_3 + x_5 - x_1), (x_3 + x_5 - x_2) \\
\] 

(A.8)

The expansion of the 6-point tree amplitudes in the KK basis (KK relations) is explicitly

\[
A_6(512346) = -A_6(123456) - A_6(123546) - A_6(125346) - A_6(152346) \\
A_6(231456) = -A_6(143256) - A_6(143526) - A_6(145326) - A_6(154326) \\
A_6(341256) = A_6(125436) + A_6(124536) + A_6(142536) \\
+ A_6(124356) + A_6(142536) + A_6(143256) \\
A_6(341526) = A_6(152436) + A_6(154236) + A_6(145236) \\
+ A_6(154326) + A_6(145326) + A_6(143526) \\
A_6(345126) = -A_6(154326) - A_6(154236) - A_6(152436) - A_6(125436) \\
A_6(354126) = -A_6(145326) - A_6(145236) - A_6(142536) - A_6(124536) \\
A_6(534126) = -A_6(143526) - A_6(143256) - A_6(142356) - A_6(124356) \\
A_6(412356) = -A_6(123546) - A_6(123456) - A_6(124356) - A_6(124536) \\
A_6(412536) = -A_6(125346) - A_6(125436) - A_6(124536) - A_6(124356) \\
A_6(415236) = -A_6(152346) - A_6(152436) - A_6(154236) - A_6(145236) \\
A_6(451236) = A_6(123546) + A_6(125346) + A_6(152346) \\
+ A_6(125436) + A_6(152436) + A_6(154236) \\
A_6(541236) = A_6(123456) + A_6(124356) + A_6(142356) \\
+ A_6(124536) + A_6(145236) + A_6(145326) \\
\] 

(A.9)
B IR divergences of leading NMHV 6-point amplitudes

In this Appendix we will review for completeness the IR divergences of leading NMHV 6-point amplitudes, in the massive regularization given in [2] for the MHV n-point case, and introduced in [8, 57, 58]. For the MHV case, only the $F_{1m}$ and $F_{2me}$ boxes were needed, and they were given in [2]. With the choice $X_i \cdot I = 1, \forall i$, we have

$$F_{2me}(i-1, i, j-1, j) = -\log\left(\frac{X_i \cdot X_j}{\mu^2}\right) \log\left(\frac{X_{i-1} \cdot X_{j-1}}{\mu^2}\right) + \frac{1}{2} \log^2\left(\frac{X_i \cdot X_{j-1}}{\mu^2}\right) + \text{Li}_2\left(1 - \frac{X_i \cdot X_{j-1}}{X_{i-1} \cdot X_{j-1}}\right) + \text{Li}_2\left(1 - \frac{X_i \cdot X_{j-1}}{X_i \cdot X_j}\right) + \text{Li}_2\left(1 - \frac{X_{i-1} \cdot X_{j-1}}{X_i \cdot X_j}\right)$$

$$F_{1m}(i-3, i-2, i-1, i) = -\log\left(\frac{X_{i-3} \cdot X_{i-1}}{\mu^2}\right) \log\left(\frac{X_{i-2} \cdot X_i}{\mu^2}\right) + \frac{1}{2} \log^2\left(\frac{X_i \cdot X_{i-3}}{\mu^2}\right) + \text{Li}_2\left(1 - \frac{X_i \cdot X_{i-3}}{X_i \cdot X_{i-1}}\right) + \text{Li}_2\left(1 - \frac{X_i \cdot X_{i-3}}{X_i \cdot X_{i-2}}\right) + \frac{\pi^2}{6}$$

We check that this gives the correct IR divergence for the 6-point MHV amplitude. We first extract the $\mu \rightarrow 0$ divergence of (B.1) and obtain in this limit (using $\log(A/\mu^2) \log(B/\mu^2) = 1/2 \log(A/\mu^2) + 1/2 \log(B/\mu^2) + \text{finite}$)

$$F_{1m}(i-1, i, j-1, j) = \frac{1}{2} \log^2\left(\frac{X_{i-3} \cdot X_{i-1}}{\mu^2}\right) + \frac{1}{2} \log^2\left(\frac{X_{i-2} \cdot X_i}{\mu^2}\right) + \text{finite}$$

$$F_{2me}(i-1, i, j-1, j) = \frac{1}{2} \log^2\left(\frac{X_i \cdot X_{i-1}}{\mu^2}\right) + \frac{1}{2} \log^2\left(\frac{X_{i-1} \cdot X_{j-1}}{\mu^2}\right)$$

Then for the MHV amplitude

$$\frac{A_{6,1}^{MHV}(123456)}{A_{6,0}^{MHV}(123456)} = F_{2me}(1245) + F_{2me}(2356) + F_{2me}(3461)$$

$$+ F_{1m}(1234) + F_{1m}(2345) + F_{1m}(3456)$$

$$+ F_{1m}(4561) + F_{1m}(5612) + F_{1m}(6123)$$

we obtain the IR divergence in $\mu$ regularization

$$\left[ \frac{1}{2} \log^2\left(\frac{X_2 \cdot X_4}{\mu^2}\right) + \frac{1}{2} \log^2\left(\frac{X_5 \cdot X_1}{\mu^2}\right) - \frac{1}{2} \log^2\left(\frac{X_2 \cdot X_5}{\mu^2}\right) - \frac{1}{2} \log^2\left(\frac{X_1 \cdot X_4}{\mu^2}\right) + 2 \text{ permutations} \right]$$
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\[ + \frac{1}{2} \log^2 \left( \frac{X_i \cdot X_j}{\mu^2} \right) - \frac{1}{2} \log^2 \left( \frac{X_i \cdot X_3}{\mu^2} \right) - \frac{1}{2} \log^2 \left( \frac{X_2 \cdot X_4}{\mu^2} \right) + 5 \text{ permutations} \]

\[ = - \frac{1}{2} \sum_{i=1}^{6} \log^2 \left( \frac{X_i \cdot X_{i+2}}{\mu^2} \right) \]  

(B.4)

Then this indeed agrees with the result of the dimensional regularization IR divergence

\[ - \frac{1}{\epsilon^2} \sum_{i=1}^{6} \left( \frac{X_i \cdot X_{i+2}}{\mu^2} \right)^{2-\epsilon} \]  

(B.5)

by dropping the terms divergent in \( \epsilon \) and keeping the terms finite in \( \epsilon \), but still divergent in \( \mu \to 0 \). Since the twistor space \( X_i \) is only defined in 4 dimensions, whereas the rest of the formulas are in \( d \) dimensions, the result is only formal.

All the box functions in dimensional regularization on the dual space \( (x_i) \) were given in Appendix B of [59] (see also [19]). We can translate to our notation and use the 4d twistor variables relation \( X_i \cdot X_j = -(x_i - x_j)^2 = -x_{ij}^2 \), obtaining in a formal way

\[ F_{2me}(i-1, i, j-1, j) = - \frac{1}{\epsilon^2} \left[ \left( \frac{X_{i-1} \cdot X_{j-1}}{\mu^2} \right)^{2-\epsilon} + \left( \frac{X_i \cdot X_j}{\mu^2} \right)^{2-\epsilon} - \left( \frac{X_i \cdot X_{j-1}}{\mu^2} \right)^{2-\epsilon} \right] \]

\[ + \text{Li}_2 \left( 1 - \frac{X_i \cdot X_{j-1}}{X_{i-1} \cdot X_{j-1}} \right) + \text{Li}_2 \left( 1 - \frac{X_i \cdot X_i}{X_{i-1} \cdot X_{j-1}} \right) \]

\[ + \text{Li}_2 \left( 1 - \frac{X_i \cdot X_{j-1}}{X_i \cdot X_{j-1} X_{i-1} \cdot X_{j-1}} \right) + O(\epsilon) \]

\[ F_{1m}(i-3, i-2, i-1, i) = - \frac{1}{\epsilon^2} \left[ \left( \frac{X_{i-1} \cdot X_{i-3}}{\mu^2} \right)^{2-\epsilon} + \left( \frac{X_{i-2} \cdot X_i}{\mu^2} \right)^{2-\epsilon} - \left( \frac{X_i \cdot X_{i-3}}{\mu^2} \right)^{2-\epsilon} \right] \]

\[ + \frac{1}{2} \log^2 \left( \frac{X_{i-1} \cdot X_{i-3}}{X_{i-2} \cdot X_i} \right) + \text{Li}_2 \left( 1 - \frac{X_i \cdot X_{i-3}}{X_{i-3} \cdot X_{i-1}} \right) \]

\[ + \text{Li}_2 \left( 1 - \frac{X_i \cdot X_{i-3}}{X_{i-2} \cdot X_i} \right) + \frac{\pi^2}{6} + O(\epsilon) \]

\[ F_{2mh}(i-1, i, i+1, j) = - \frac{1}{2\epsilon^2} \left[ \left( \frac{X_{i+1} \cdot X_i}{\mu^2} \right)^{2-\epsilon} + 2 \left( \frac{X_i \cdot X_j}{\mu^2} \right)^{2-\epsilon} \right] \]

\[ - \left( \frac{X_{i+1} \cdot X_i}{\mu^2} \right)^{2-\epsilon} - \left( \frac{X_{i+1} \cdot X_j}{\mu^2} \right)^{2-\epsilon} \]

\[ + \text{Li}_2 \left( 1 - \frac{X_{i+1} \cdot X_j}{X_i \cdot X_j} \right) + \text{Li}_2 \left( 1 - \frac{X_{i+1} \cdot X_j}{X_{i+1} \cdot X_{i+1}} \right) \log \left( \frac{X_{i+1} \cdot X_j}{X_{i+1} \cdot X_i + 1} \right) \]

\[ - \frac{1}{2} \log \left( \frac{X_{i+1} \cdot X_j}{X_{i+1} \cdot X_{i+1}} \right) + \frac{1}{2} \log^2 \left( \frac{X_{i+1} \cdot X_j}{X_{i+1} \cdot X_j} \right) + O(\epsilon) \]  

(B.6)

We can then check immediately that by expanding \( F_{1m} \) and \( F_{2me} \) in \( \epsilon \) and keeping only the terms finite in \( \epsilon \), but still divergent in \( \mu \to 0 \), we get the same result as in (B.1), confirming
our formal manipulations. Then we do the same for \( F_{2mh} \), and obtain
\[
F_{2mh}(i - 1, i, i + 1, j) = \frac{1}{4} \left[ \log^2 \left( \frac{X_{i-1} \cdot X_{i+1}}{\mu^2} \right) + \log^2 \left( \frac{X_{i+1} \cdot X_j}{\mu^2} \right) + \log^2 \left( \frac{X_{i-1} \cdot X_j}{\mu^2} \right) \right] \\
- \log \left( \frac{X_{i-1} \cdot X_{i+1}}{\mu^2} \right) \log \left( \frac{X_i \cdot X_j}{\mu^2} \right) \\
+ \text{Li}_2 \left( 1 - \frac{X_{i+1} \cdot X_j}{X_i \cdot X_j} \right) + \text{Li}_2 \left( 1 - \frac{X_{i-1} \cdot X_j}{X_i \cdot X_j} \right)
\] (B.7)
which is correct, and is the 4 dimensional \( F_{2mh} \) in \( \mu \) regularization. Then the \( \mu \to 0 \) IR divergence of the \( F_{1m}(1234) + F_{1m}(4561) \) terms in \( W_6^{(1)} \) is from (B.2)
\[
- \frac{1}{2} \log^2 \left( \frac{X_1 \cdot X_4}{\mu^2} \right) - \frac{1}{2} \log^2 \left( \frac{X_1 \cdot X_3}{\mu^2} \right) + \frac{1}{2} \log^2 \left( \frac{X_2 \cdot X_4}{\mu^2} \right) \\
- \frac{1}{2} \log^2 \left( \frac{X_1 \cdot X_4}{\mu^2} \right) - \frac{1}{2} \log^2 \left( \frac{X_4 \cdot X_6}{\mu^2} \right) + \frac{1}{2} \log^2 \left( \frac{X_5 \cdot X_1}{\mu^2} \right)
\] (B.8)
and the IR divergence of the \( F_{2mh}(6124) \) and \( F_{2mh}(3451) \) terms is
\[
\frac{1}{4} \left( \log^2 \left( \frac{X_2 \cdot X_4}{\mu^2} \right) + \log^2 \left( \frac{X_2 \cdot X_6}{\mu^2} \right) - \log^2 \left( \frac{X_2 \cdot X_6}{\mu^2} \right) \right) - \frac{1}{2} \log^2 \left( \frac{X_1 \cdot X_4}{\mu^2} \right) \\
\frac{1}{4} \left( \log^2 \left( \frac{X_5 \cdot X_1}{\mu^2} \right) + \log^2 \left( \frac{X_1 \cdot X_3}{\mu^2} \right) - \log^2 \left( \frac{X_5 \cdot X_3}{\mu^2} \right) \right) - \frac{1}{2} \log^2 \left( \frac{X_1 \cdot X_4}{\mu^2} \right)
\] (B.9)

Adding them up we get the IR divergence of \( W_6^{(1)} \),
\[
- \frac{1}{4} \sum_{i=1}^{6} \log^2 \left( \frac{X_i \cdot X_{i+2}}{\mu^2} \right)
\] (B.10)

Since this result is cyclically invariant, we get the same for \( W_6^{(2)} \) and \( W_6^{(3)} \). The IR divergence of the NMHV 6-point leading amplitude in \( \mu \) regularization is then
\[
\frac{1}{2} (B_1 + B_2 + B_3) W_{1, \text{div}} = A_{\text{tree}}^{\text{NMHV}} W_{1, \text{div}} = -\frac{A_{\text{tree}}^{\text{NMHV}}}{4} \sum_{i=1}^{6} \log^2 \left( \frac{X_i \cdot X_{i+2}}{\mu^2} \right)
\] (B.11)
which is indeed compatible with the known result in dimensional regularization
\[
-\frac{1}{2\epsilon^2} A_{\text{tree}}^{\text{NMHV}} \sum_{i=1}^{6} \left( -\frac{x_{i,i+2}}{\mu^2} \right)^{-\epsilon}
\] (B.12)
References

[1] N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo, A. Hodges, and J. Trnka, “A Note on Polytopes for Scattering Amplitudes,” 1012.6030.

[2] L. J. Mason and D. Skinner, “Amplitudes at Weak Coupling as Polytopes in AdS5,” J. Phys. A44 (2011) 135401, 1004.3498.

[3] N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo, and J. Trnka, “Local Integrals for Planar Scattering Amplitudes,” 1012.6032.

[4] N. Arkani-Hamed, F. Cachazo, C. Cheung, and J. Kaplan, “A Duality For The S Matrix,” JHEP 03 (2010) 020, 0907.5418.

[5] N. Arkani-Hamed, F. Cachazo, and C. Cheung, “The Grassmannian Origin Of Dual Superconformal Invariance,” JHEP 03 (2010) 036, 0909.0483.

[6] L. J. Mason and D. Skinner, “Dual Superconformal Invariance, Momentum Twistors and Grassmannians,” JHEP 11 (2009) 045, 0909.0250.

[7] A. Hodges, “Eliminating spurious poles from gauge-theoretic amplitudes,” 0905.1473.

[8] L. F. Alday, J. M. Henn, J. Plefka, and T. Schuster, “Scattering into the fifth dimension of N=4 super Yang- Mills,” JHEP 01 (2010) 077, 0908.0684.

[9] A. Hodges, “The box integrals in momentum-twistor geometry,” 1004.3323.

[10] R. Britto, F. Cachazo, and B. Feng, “Generalized unitarity and one-loop amplitudes in N = 4 super-Yang-Mills,” Nucl. Phys. B725 (2005) 275–305, hep-th/0412103.

[11] N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo, S. Caron-Huot, and J. Trnka, “The All-Loop Integrand For Scattering Amplitudes in Planar N=4 SYM,” JHEP 01 (2011) 041, 1008.2958.

[12] N. Arkani-Hamed, J. Bourjaily, F. Cachazo, and J. Trnka, “Local Spacetime Physics from the Grassmannian,” JHEP 01 (2011) 108, 0912.3249.

[13] N. Arkani-Hamed, F. Cachazo, C. Cheung, and J. Kaplan, “The S-Matrix in Twistor Space,” JHEP 03 (2010) 110, 0903.2110.

[14] J. M. Drummond, J. M. Henn, and J. Plefka, “Yangian symmetry of scattering amplitudes in N=4 super Yang-Mills theory,” JHEP 05 (2009) 046, 0902.2987.

[15] J. M. Drummond, J. Henn, G. P. Korchemsky, and E. Sokatchev, “Dual superconformal symmetry of scattering amplitudes in N=4 super-Yang-Mills theory,” Nucl. Phys. B828 (2010) 317–374, 0807.1095.
[16] J. M. Drummond and J. M. Henn, “All tree-level amplitudes in N=4 SYM,” *JHEP* **04** (2009) 018, 0808.2475.

[17] J. M. Drummond and L. Ferro, “Yangians, Grassmannians and T-duality,” *JHEP* **07** (2010) 027, 1001.3348.

[18] J. M. Drummond and L. Ferro, “The Yangian origin of the Grassmannian integral,” *JHEP* **12** (2010) 010, 1002.4622.

[19] J. M. Drummond, J. Henn, G. P. Korchemsky, and E. Sokatchev, “Generalized unitarity for N=4 super-amplitudes,” 0808.0491.

[20] J. M. Drummond and J. M. Henn, “Simple loop integrals and amplitudes in N=4 SYM,” 1008.2965.

[21] J. M. Drummond, J. Henn, V. A. Smirnov, and E. Sokatchev, “Magic identities for conformal four-point integrals,” *JHEP* **01** (2007) 064, hep-th/0607160.

[22] A. P. Hodges, “Twistor diagram recursion for all gauge-theoretic tree amplitudes,” hep-th/0503060.

[23] A. P. Hodges, “Twistor diagrams for all tree amplitudes in gauge theory: A helicity-independent formalism,” hep-th/0512336.

[24] A. P. Hodges, “Scattering amplitudes for eight gauge fields,” hep-th/0603101.

[25] M. Bullimore, L. J. Mason, and D. Skinner, “MHV Diagrams in Momentum Twistor Space,” *JHEP* **12** (2010) 032, 1009.1854.

[26] R. Boels, L. J. Mason, and D. Skinner, “From Twistor Actions to MHV Diagrams,” *Phys. Lett.* **B648** (2007) 90–96, hep-th/0702035.

[27] L. J. Mason and D. Skinner, “The Complete Planar S-matrix of N=4 SYM as a Wilson Loop in Twistor Space,” *JHEP* **12** (2010) 018, 1009.2225.

[28] L. J. Mason and D. Skinner, “Scattering Amplitudes and BCFW Recursion in Twistor Space,” *JHEP* **01** (2010) 064, 0903.2083.

[29] M. Bullimore, “MHV Diagrams from an All-Line Recursion Relation,” 1010.5921.

[30] M. Bullimore, “Inverse Soft Factors and Grassmannian Residues,” *JHEP* **01** (2011) 055, 1008.3110.

[31] G. P. Korchemsky and E. Sokatchev, “Superconformal invariants for scattering amplitudes in N=4 SYM theory,” *Nucl. Phys.* **B839** (2010) 377–419, 1002.4625.

[32] G. P. Korchemsky and E. Sokatchev, “Twistor transform of all tree amplitudes in N=4 SYM theory,” *Nucl. Phys.* **B829** (2010) 478–522, 0907.4107.
[33] N. Beisert, J. Henn, T. McLoughlin, and J. Plefka, “One-Loop Superconformal and Yangian Symmetries of Scattering Amplitudes in N=4 Super Yang-Mills,” JHEP 04 (2010) 085, 1002.1733.

[34] S. He and T. McLoughlin, “On All-loop Integrands of Scattering Amplitudes in Planar N=4 SYM,” JHEP 02 (2011) 116, 1010.6256.

[35] J. Kaplan, “Unraveling $L_{n,k}$: Grassmannian Kinematics,” JHEP 03 (2010) 025, 0912.0957.

[36] R. H. Boels, “On BCFW shifts of integrands and integrals,” JHEP 11 (2010) 113, 1008.3101.

[37] C. Vergu, “The two-loop MHV amplitudes in N=4 supersymmetric Yang- Mills theory,” 0908.2394.

[38] Z. Bern, L. J. Dixon, D. C. Dunbar, and D. A. Kosower, “One-Loop n-Point Gauge Theory Amplitudes, Unitarity and Collinear Limits,” Nucl. Phys. B425 (1994) 217–260, hep-ph/9403226.

[39] A. Brandhuber, P. Heslop, and G. Travaglini, “A note on dual superconformal symmetry of the N=4 super Yang-Mills S-matrix,” Phys. Rev. D78 (2008) 125005, 0807.4097.

[40] A. Brandhuber, P. Heslop, and G. Travaglini, “MHV Amplitudes in N=4 Super Yang-Mills and Wilson Loops,” Nucl. Phys. B794 (2008) 231–243, 0707.1153.

[41] A. Brandhuber, B. Spence, G. Travaglini, and G. Yang, “A Note on Dual MHV Diagrams in N=4 SYM,” JHEP 12 (2010) 087, 1010.1498.

[42] A. Brandhuber, B. Spence, and G. Travaglini, “From trees to loops and back,” JHEP 01 (2006) 142, hep-th/0510253.

[43] A. Brandhuber, B. J. Spence, and G. Travaglini, “One-loop gauge theory amplitudes in N = 4 super Yang-Mills from MHV vertices,” Nucl. Phys. B706 (2005) 150–180, hep-th/0407214.

[44] C. F. Berger et al., “Precise Predictions for W + 4 Jet Production at the Large Hadron Collider,” Phys. Rev. Lett. 106 (2011) 092001, 1009.2338.

[45] L. J. Dixon, J. M. Henn, J. Plefka, and T. Schuster, “All tree-level amplitudes in massless QCD,” JHEP 01 (2011) 035, 1010.3991.

[46] Z. Bern, J. J. M. Carrasco, and H. Johansson, “New Relations for Gauge-Theory Amplitudes,” Phys. Rev. D78 (2008) 085011, 0805.3993.

[47] Z. Bern, L. J. Dixon, M. Perelstein, and J. S. Rozowsky, “Multi-leg one-loop gravity amplitudes from gauge theory,” Nucl. Phys. B546 (1999) 423–479, hep-th/9811140.
[48] J. M. Drummond, “Review of AdS/CFT Integrability, Chapter V.2: Dual Superconformal Symmetry,” 1012.4002.

[49] Z. Bern and D. A. Kosower, “Color decomposition of one loop amplitudes in gauge theories,” *Nucl. Phys.* B362 (1991) 389–448.

[50] S. G. Naculich, H. Nastase, and H. J. Schnitzer, “Subleading-color contributions to gluon-gluon scattering in N=4 SYM theory and relations to N=8 supergravity,” *JHEP* 11 (2008) 018, 0809.0376.

[51] S. G. Naculich and H. J. Schnitzer, “IR divergences and Regge limits of subleading-color contributions to the four-gluon amplitude in N=4 SYM Theory,” *JHEP* 10 (2009) 048, 0907.1895.

[52] V. P. Nair, “A CURRENT ALGEBRA FOR SOME GAUGE THEORY AMPLITUDES,” *Phys. Lett.* B214 (1988) 215.

[53] S. J. Parke and T. R. Taylor, “An Amplitude for n Gluon Scattering,” *Phys. Rev. Lett.* 56 (1986) 2459.

[54] F. A. Berends and W. T. Giele, “Recursive Calculations for Processes with n Gluons,” *Nucl. Phys.* B306 (1988) 759.

[55] Z. Bern, L. J. Dixon, D. C. Dunbar, and D. A. Kosower, “Fusing gauge theory tree amplitudes into loop amplitudes,” *Nucl. Phys.* B435 (1995) 59–101, hep-ph/9409265.

[56] D. A. Kosower, R. Roiban, and C. Vergu, “The Six-Point NMHV amplitude in Maximally Supersymmetric Yang-Mills Theory,” 1009.1376.

[57] J. M. Henn, S. G. Naculich, H. J. Schnitzer, and M. Spradlin, “Higgs-regularized three-loop four-gluon amplitude in N=4 SYM: exponentiation and Regge limits,” *JHEP* 04 (2010) 038, 1001.1358.

[58] J. M. Henn, S. G. Naculich, H. J. Schnitzer, and M. Spradlin, “More loops and legs in Higgs-regulated N=4 SYM amplitudes,” *JHEP* 08 (2010) 002, 1004.5381.

[59] H. Elvang, D. Z. Freedman, and M. Kiermaier, “Dual conformal symmetry of 1-loop NMHV amplitudes in N=4 SYM theory,” *JHEP* 03 (2010) 075, 0905.4379.