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ABSTRACT—Objective: Brain-machine interfaces (BMIs) aim to provide direct brain control of devices such as prostheses and computer cursors, which have demonstrated great potential for motor restoration. One major limitation of current BMIs lies in the unstable performance due to the variability of neural signals, especially in online control, which seriously hinders the clinical availability of BMIs. Method: We propose a dynamic ensemble Bayesian filter (DyEnsemble) to deal with the neural variability in online BMI control. Unlike most existing approaches using fixed models, DyEnsemble learns a pool of models that contains diverse abilities in describing the neural functions. In each time slot, it dynamically weights and assembles the models according to the neural signals in a Bayesian framework. In this way, DyEnsemble copes with variability in signals and improves the robustness of online control. Results: Online BMI experiments with a human participant demonstrate that, compared with the velocity Kalman filter, DyEnsemble significantly improves the control accuracy (increases the success rate by 13.9% in the random target pursuit task) and robustness (performs more stably over different experiment days). Significance: DyEnsemble frames a novel and flexible dynamic decoding framework for robust BMIs, beneficial to various neural decoding applications.

I. INTRODUCTION

In recent decades, brain-machine interfaces (BMIs) have demonstrated great potential for restoring mobility for humans paralyzed by trauma to the neural system, such as spinal cord injuries [1–5]. Neural activities, recorded intracortically by microelectrodes placed on the motor cortex [6], could be translated into control signals for external assistive devices, such as computer cursors and robotic limbs.

Recent advances in BMIs have demonstrated the potential for high-performance communication and control. Much effort has been made to establish real-time motor BMIs to link brain and prosthetic limbs, including studies on the brain control of arms and hands for reaching and grasping [2], the motion of upper and lower limbs [7], and the degrees of freedom for arm movements [8]. Decoding methods, the mathematical models transforming neuronal signals to behavioral parameters to control external devices, play an important role in BMI. Since Georgopoulos proposed the classical population encoding mechanism [9], linear decoders have been leaving the translation of neural activity into movements, including Wiener filter [7], population vector algorithm [10], optimal linear estimation (OLE) [11], and Kalman filter [12–15]. Nonlinear decoders, which are capable of capturing more complex relationships and noise robustly, obtained superior decoding performance in the offline analysis [16, 17]. There is also evidence that nonlinear methods, especially those involving artificial neural networks, demonstrated higher performance in certain motion tasks [16, 18], compared with their linear counterparts. Nevertheless, studies suggested that it is not necessarily true that improvements in offline reconstruction will translate to improvements in online control, considering the participant’s learning and compensation abilities [19, 20]. Therefore, although nonlinear models might construct more powerful decoders, linear decoders such as OLE and Kalman filter are still the most popular choice for online control.

One critical barrier to clinical available BMI applications is the unstable performance due to the variability in neural signals. That is, individual neurons can exhibit significant variability in firing properties across different trials in a motor task [21–23]. In closed-loop BMI control, the variability of neural signals can be even more complicated with the influence of real-time feedback. Because a user will update the control strategy when the output of the decoder does not match the intent, i.e., the user’s adaptation to the decoder, which can apparently change neuronal tuning [24]. Besides, different conditions of neural feedback (e.g., the speed of the cursor) can induce variability in neural response and encoding [23, 25, 26]. If the variability is not properly addressed, it may lead to mistakes in intention interpretation, thus seriously hindering the availability of BMI systems. To improve the robustness of neural decoding, some studies transform the original neural activities to a lower-dimensional space using dimension reduction methods such as principal component analysis or factor analysis [27, 28], where the effect of variability can be suppressed. Other ways to deal with the variability include recording more neurons to mitigate the nonstationarity of single neurons [28, 29], or using larger datasets and more complex decoders (usually nonlinear) to improve the robustness against variability [21]. However, the unstable performance brought by neural variability is still a challenging problem that has not been well addressed.

This study focuses on the variability of neural encoding...
associated with brain states in closed-loop BMIs, which leads to shifts in the functional relationship between neural signals and kinematics [23, 25, 26]. To deal with the neural variability, this study proposes a dynamic ensemble Bayesian filter (DyEnsemble) for robust BMI control. Unlike classical Bayesian filters which use fixed models, DyEnsemble learns a pool of models that contains diverse abilities of describing the neural encoding functions in different time slots. Then in each time slot, it seeks a proper ensemble model by dynamically weighting and assembling the models in the pool according to the neural signals. In this way, it improves the robustness against the variability. To dynamically assemble a neural decoder along with signals, there are three main issues to address: 1) how to dynamically weight and assemble models in an online process; 2) how to construct the model pool to cover the variability in neural signals; 3) how to sequentially estimate the kinematic intentions with the DyEnsemble model. For 1), we propose to adaptively tune the weights of models by how much the observation neural signals support each model (i.e., the likelihood of the model), and assemble the models according to the Bayesian model averaging algorithm. For 2), we construct multiple models of linear, polynomial, and neural networks to cover the functional variability in neural encoding. For 3), we propose a particle-based solution to simultaneously estimate both the model ensemble and the kinematics recursively in time.

The proposed DyEnsemble model extends Bayesian neural decoders by incorporating Bayesian filtering and Bayesian model averaging in a uniform state-space formulation and a particle-based solution. With the dynamic model ensemble process, DyEnsemble can adapt to changes in neural activities; thus, it can better cover the neural variability to obtain a more robust online BMI control. In closed-loop BMI experiments with a human subject, DyEnsemble achieves significant performance improvement compared with the velocity Kalman filter. In the random target pursuit task, DyEnsemble increases performance improvement compared with the velocity Kalman filter. In the random target pursuit task, DyEnsemble increases performance improvement compared with the velocity Kalman filter.

II. DyEnsemble Bayesian Filter

The framework of DyEnsemble is given in Fig. 1. In this section, we firstly present the state-space formulation of DyEnsemble. Then we introduce the model pool construction strategy. After that, we describe the dynamic model ensemble algorithm in an online manner. Finally, we give the particle-based solution for state estimation with DyEnsemble.

A. State-space Formulation

In motor BMIs, the objective is to estimate kinematic parameters (state) given neural signals (observation) sequentially in time. The state-space model of DyEnsemble contains two parts: a state transition model and a measurement model. The state transition model describes how kinematic parameters evolve over time, and the measurement model describes the functional relationship between kinematics and neural signals.

In the state-space formulation, DyEnsemble extends classical Bayesian filters with a dynamically assembled measurement model. Unlike typical Bayesian filters, which adopt fixed measurement functions, the measurement model in DyEnsemble changes in time according to the neural signals, and the measurement noise model updates accordingly as well. The state-space formulation of DyEnsemble is as follows:

\[
x_t = Ax_{t-1} + b + u_{t-1} \\
y_t = H_{M_t}(x_t) + v_{V_t}
\]

where (1) and (2) are the state transition and measurement model, respectively. In the equations, \( t \) denotes the time step. \( x_t \) is the kinematic parameters to be estimated, which is a 2 \( \times \) 1 vector of \([v_x, v_y]\), where \( v_x, v_y \) represent the velocities in \( x \)-axis and \( y \)-axis, respectively. \( y_t \) is the firing rate of neurons in a 20 ms bin at time \( t \), which is a \( C \times 1 \) vector with \( C \) denoting the number of neurons.

In (1), \( A \) and \( b \) are the transition matrix and bias, with \( u_{t-1} \sim N(0, \sigma_u^2) \) is the i.i.d Gaussian transition noise with a zero mean and a variance of \( \sigma_u^2 \). The parameters of \( A \) and \( b \) are estimated with the least square algorithm. \( u_t \) is estimated with the fitting residuals.

In (2), \( M = [m_1, m_2, ..., m_q] \) is a set of candidate measurement functions in which \( m_k : \mathbb{R}^n \rightarrow \mathbb{R}^n \), where \( (k = 1, ..., q) \) is a functional mapping that infers the neural signals given kinematic parameters. \( n_x \) and \( n_y \) are the dimensions of \( x_t \) and \( y_t \), respectively. At a time step \( t \), the measurement function \( H_{M_t} \) is a weighted combination of functions in \( M \):

\[
H_{M_t} = \sum_{k=1}^{q} w_{k,t} m_k(.)
\]

where the weight \( w_{k,t} \) is dynamically updated at each \( t \) according to the fitness of functions given neural signals. Accordingly, the parameters of \( H_{M_t} \) changes adaptively with neural signals.

For the measurement noise term \( v_{V_t} \), suppose we have a set of \( V = [\hat{v}_1, \hat{v}_2, ..., \hat{v}_q] \), where \( \hat{v}_k \sim N(0, \sigma_{v_k}^2) \) is the i.i.d measurement noise corresponding to the \( k \)-th model in \( M \). The measurement noise model at time \( t \) can be defined by:

\[
v_{V_t} = \sum_{k=1}^{q} w_{k,t} \hat{v}_k.
\]

B. Model Pool Construction

Here we introduce how the model set \( M \) is constructed in DyEnsemble. In the measurement model, the function \( H_{M_t} \) transforms kinematics into neural activities, which can be regarded as an “encoding model” or neural encoder. Therefore, the model pool can be built by enrolling diverse neural encoders. During online BMI control, DyEnsemble can dynamically weight and assemble the neural encoders adaptively according to neural signals.

A classical neural encoder is a linear mapping from kinematics to neural activities according to the tuning curve.
theory, namely the firing rate of an individual unit is cosine-tuned to the movement directions [9, 30]. Recent studies suggest that the relationship between kinematics and neural activities contains nonlinearity [31, 32]. Study [32] compared different neural encoding models, including the preferred direction model (PD) [9], Poisson process velocity tuning model (PPVT) [33], generalized linear models (GLM) [34], and deep learning-based approaches such as multilayer perceptron model (MLP) and recurrent neural network (RNN). Results demonstrated that deep learning neural encoders show high neural data reproducing performance, and GLM obtained the best performance among the linear models.

To deal with the variability of neural encoding in online BMI control, we propose to enroll diverse types of neural encoders. In this study, we involve four encoders in the model pool: a linear encoder, a polynomial encoder, and two neural networks with different parameter sizes. The details of the encoding models are specified as follows:

- **Linear model.** We adopt the linear Gaussian GLM model $\mathcal{H}_l$ to learn a functional mapping from two-dimensional velocity to neural firing rates:

$$\mathcal{H}_l(x_t) = Wx_t + \tilde{\omega}_{l,t}. \quad (5)$$

The parameter $W$ can be estimated with the least square algorithm, and the noise term $\tilde{\omega}_{l,t} \sim N(0, \sigma_{\tilde{\omega}_l}^2)$ is estimated with the fitting residuals.

- **Polynomial model.** The polynomial encoder $\mathcal{H}_p$ maps the relationship between kinematics and neural activities with a second-order polynomial function:

$$\mathcal{H}_p(x_t) = W_2x_t^2 + W_1x_t + \tilde{\omega}_{p,t}. \quad (6)$$

The parameters are estimated by ridge regression, and the noise term $\tilde{\omega}_{p,t} \sim N(0, \sigma_{\tilde{\omega}_p}^2)$ is estimated with the fitting residuals.

- **Neural network models.** Two MLP models with different parameter sizes are employed to learn the encoding functions, namely $\mathcal{H}_{nn1}$ and $\mathcal{H}_{nn2}$. For both neural networks, one hidden layer is employed. The neuron number of the input layer is the size of the kinematic parameter vector $x_t$, and the neuron number of the output layer is the size of the neural signal $y_t$. The neuron numbers of the hidden layers are set to 30 and 50 respectively for the two neural networks. The parameters are optimized with the Adam algorithm [35] with a learning rate of 0.01 and a weight decay of 1e-4. An early stop strategy is adopted to mitigate the overfitting problem. The noise term $\tilde{\omega}_{nn1,t} \sim N(0, \sigma_{\tilde{\omega}_{nn1}}^2)$ and $\tilde{\omega}_{nn2,t} \sim N(0, \sigma_{\tilde{\omega}_{nn2}}^2)$ are estimated with the fitting residuals, respectively.

In this work, the model pool is defined by $\mathcal{M} = [\mathcal{H}_l, \mathcal{H}_p, \mathcal{H}_{nn1}, \mathcal{H}_{nn2}]$. Diverse settings can be applied in model pool construction according to different tasks.

### C. Dynamic Model Ensemble

One key problem in DyEnsemble is how to assemble the models dynamically during online BMI control, namely, how to estimate $w_{k,t}$ for each model in $\mathcal{M}$ at each time step $t$. There are four steps for weight calculation and state prediction. The first step is the neural encoding process with the models in the pool. Then the models are weighted according to the likelihood of the encoded neural signals given the observed neural signals at time $t$. After that, the multiple models are assembled to obtain the measurement function at time $t$ by Bayesian model averaging, and finally, $x_t$ can be estimated with recursive Bayesian filtering.

1) **Step 1: Neural encoding with multiple models:** Given the kinematics of time $t - 1$, we can predict the prior distribution of kinematics $p(x_t | x_{t-1})$ with the state transition function.

![Fig. 1. The framework of the DyEnsemble decoder. DyEnsemble learns a pool of different models that have diverse abilities in describing the functional mapping between neural signals and velocity in each time slot. To find the proper models dynamically at each time slot, DyEnsemble evaluates the models in the pool by the Bayesian likelihood of their estimated neural signals (encoded from the kinematics prior) to the observed neural signals. Based on this, models with a higher likelihood will obtain larger weights in the ensemble. The assembled decoder is used for predicting the velocity in the current time slot.](image-url)
Then using the prior kinematics as the input, we infer the neural signals with the encoding models in the model pool by

\[ \hat{y}_{k,t} = m_k(x_t) \] (7)

where \( m_k \in M = [H_1, H_p, H_{nn1}, H_{nn2}] \).

2) Step 2: Dynamic model weighting by likelihood of encoding: With the neural signal inferences by the models in the pool, we can evaluate the effectiveness of each model by how likely the observed neural signals at time \( t \) appear. Specifically, we compute the likelihood of the observed neural signals at time \( t \) with model \( m_k \) as \( p_k(y_t|y_{0:t-1}) \):

\[ p_k(y_t|y_{0:t-1}) = \int p_k(y_t|x_t)p(x_t|y_{0:t-1})dx_t. \] (8)

The models are weighted according to the likelihood values, which indicate how the observation data support each model. In this way, the weights of models can be dynamically adjusted to cope with neural changes brought by different conditions or non-stationarities in signals. The dynamic weighting process is the key point for improving the adaptation ability in DyEnsemble.

3) Step 3: Model assembling with Bayesian model averaging: Having the likelihoods of models at time \( t \) at hand, we can assemble the measurement model \( H_{M_t} \) at \( t \) with the Bayesian model averaging algorithm [36, 37], where the weight of each model is assigned by its posterior probability \( p(H_{M_t} = m_k|y_{0:t}) \) given incoming neural signals.

The computation of \( p(H_{M_t} = m_k|y_{0:t}) \) contains two parts, including the prior distribution of model \( m_k \), and the likelihood associated with model \( m_k \):

\[ p(H_{M_t} = m_k|y_{0:t}) = \frac{p(H_{M_t} = m_k|y_{0:t-1})p_k(y_t|y_{0:t-1})}{\sum_{j=1}^M p(H_{M_t} = m_j|y_{0:t-1})p_j(y_t|y_{0:t-1})} \] (9)

where \( p(H_{M_t} = m_k|y_{0:t-1}) \) denotes the prior distribution of \( m_k \), and \( p_k(y_t|y_{0:t-1}) \) is the likelihood of model \( m_k \) which we have obtained in Step 2.

For the prior distribution, we define the state transition with a forgetting coefficient as in our previous study [38]:

\[ p(H_{M_t} = m_k|y_{0:t-1}) = \frac{p(H_{M_{t-1}} = m_k|y_{0:t-1})^{\alpha}}{\sum_{j=1}^M p(H_{M_{t-1}} = m_j|y_{0:t-1})^{\alpha}} \] (10)

where the forgetting coefficient \( \alpha \in (0, 1) \) controls the rate of reducing the impact of historical signals.

4) Step 4: Kinematics estimation with recursive Bayesian filtering: According to the state-space model of DyEnsemble in (1) and (2), given a sequence of neural signals \( y_{0:t} \), the posterior of the kinematic parameters \( x_t \) at time \( t \) can be formulated by:

\[ p(x_t|y_{0:t}) = \sum_{k=1}^M p(x_t|H_{M_t} = m_k, y_{0:t})p(H_{M_t} = m_k|y_{0:t}) \] (11)

where \( p(x_t|H_{M_t} = m_k, y_{0:t}) \) is the posterior of the state with model \( m_k \), which can be estimated sequentially with recursive Bayesian filtering, given \( m_k \); and \( p(H_{M_t} = m_k|y_{0:t}) \) is the posterior probability of \( m_k \), which is obtained in Step 3.

From the aspect of modeling, DyEnsemble incorporates Bayesian model averaging with a recursive Bayesian filtering process, such that the weights of models can be adaptively adjusted with changes in neural signals. From the perspective of Bayesian filtering, DyEnsemble enforces classical Bayesian filters by accounting for the uncertainty of the measurement model. By simultaneously estimating both the state \( x_t \), and the measurement function \( H_{M_t} \) along with time, DyEnsemble improves the decoder’s adaption ability against non-stationary neural signals.

D. Particle-based State Estimation

In DyEnsemble, the posterior distribution of state \( x_t \) can be sequentially estimated using a particle-based algorithm proposed in our previous study of [38]. Here we briefly introduce the particle-based solution for (11).

The particle-based estimation of \( p(x_t|H_{M_t} = m_k, y_{0:t}) \) is similar to the classical particle filter with the observation model \( m_k(\cdot) \). Given a set of particles \( \{x^i_{1:T}\}_{i=1}^N \), the posterior distribution can be estimated by the particles and their associated weights:

\[ p_k(x_t|H_{M_t} = m_k, y_{0:t}) \approx \sum_{i=1}^N \omega^i_k \delta(x_t - x^i_t) \] (12)

where \( \delta(\cdot) \) denotes the Dirac delta function, \( N_i \) is the particle number, and \( x^i_t \) is the \( i^{th} \) particle at time \( t \) with \( \omega^i_k \) being its normalized weight associated with the observation function of \( m_k(\cdot) \). Sequential importance sampling (SIS) [39] is employed for recursive estimation, and the weights of particles can be updated by \( \omega^i_{k+1} \propto \omega^i_k p_k(y_{t+1}|x^i_t) \), with \( \sum_{i=1}^N \omega^i_k = 1 \).

Given the model set \( M = [m_1, m_2, ..., m_q] \), we can estimate \( p(H_{M_t} = m_k|y_{0:t}) \) in (9). Specifically, the prior of \( H_{M_t} = m_k \) can be computed with (10). The particle-based estimation of the marginal likelihood \( p_k(y_t|y_{0:t-1}) \) in (8) is given by:

\[ p_k(y_t|y_{0:t-1}) \approx \sum_{i=1}^N \omega^i_{t-1} p_k(y_t|x^i_t). \] (13)

To mitigate the problem of particle degeneracy, a resampling procedure is adopted to enhance the efficiency of particle evolution. Details of the particle filter are given in [38].

III. CLOSED-LOOP BMI EXPERIMENTS

A. Ethics

All clinical and experimental procedures in this study were approved by the Medical Ethics Committee of The Second Affiliated Hospital of Zhejiang University (Ethical review number 2019-158, approved on 05/22/2019) and were registered in the Chinese Clinical Trial Registry (Ref. ChiCTR2100050705). The informed consent was obtained both verbally from the participant and his immediate family members and signed by his legal representative.
B. Participant

The volunteer participant is a 74-year-old male who had a car crash and suffered from complete tetraplegia subsequent to a traumatic cervical spine injury at the C4 level. The volunteer participant has the ability to move his body part above the neck and has normal linguistic competence and comprehension of all tasks. For the limb motor behavior, the patient scored 0/5 on his skeletal muscle strength and had a complete loss of limb motor control.

C. Microelectrode Array Implantation

The participant was implanted with two 96-channel Utah intracortical microelectrode arrays (4mm × 4mm, Utah Array with 1.4 mm length, Blackrock Microsystems, Salt Lake City, UT, USA) in the left primary motor cortex, with one array in the middle of hand knob area (array-A) and the other located medially about 2mm apart (array-B). The implantation uses structural (CT) and functional imaging (fMRI) to guide the placement (Fig. 2). The participant was asked to perform imagery movement of hand grasp and elbow flexion/extension with fMRI scanning to confirm the activation area of the motor cortex. The surgery used a robotic arm to hold the array hider during the implantation. The participant was left for full recovery from the operation for a week before neural signal recording and BMI training tasks began.

D. Neural Signal Recording

The neural signal was recorded with the Neuroport system (NSP, Blackrock Microsystems). Neural activity was amplified, digitized, and recorded at 30 kHz. The thresholds for neural action potential detection were set at -6.5 to -4.5 times the root-mean-square of the high-pass filtered (250 Hz cutoff) full-bandwidth signal on each array separately with the Central software suite (Blackrock Microsystems), according to the condition of recorded signals. For situations where neural signals were interfered with by external noises, we used lower thresholds to suppress the influence of noises. For each experiment day, the threshold was fixed. Spike sorting was conducted manually at the beginning of each daily task, which took about 25 to 35 min. The spike activity was converted to a firing rate in 20 ms bins and low-pass filtered using an exponential smoothing function with a 450 ms window.

The participant performed BMI experiment tasks on workdays and rested on weekends. The BMI experiment took about 3 hours each day, including the preparation for signal recording, impedance testing, spike sorting, and main tasks. The experiment would be stopped once the participant reported being tired or in unusual physical conditions, such as having a fever or urinary tract infection.

E. BMI Control Task

The 2D cursor control is presented on a computer monitor placed 1.5 meters in front of the subject. In each trial, the participant was asked to control a blue cursor ball to reach a red target ball. In a successful trial, the distance between the centers of the blue and red balls would be less than a preset reach-threshold and held for no shorter than a pre-defined holding time. An auditory cue was given at the end of a trial to indicate whether it succeeded or failed. In our experiments, there are a total of three BMI control tasks: radial-8 task with big balls, radial-8 task with small balls, and the random target pursuit (RTP) task with small balls. The detailed settings of each task are given in Supplementary Table S1.

- **Radial-8 / Big.** The task contains eight targets at the top, bottom, left, right, and the four corners of the screen. The targets display sequentially in clockwise order. In each trial, the subject moves the cursor to the target, and the cursor will automatically return to the center when the trial is completed or time out.
- **Radial-8 / Small.** The settings are similar to Radial-8 / Big, only that the sizes of the cursor and target balls are relatively smaller, increasing the difficulty of the task.
- **RTP / Small.** In each trial, the target ball presents at a random position on the screen, and the subject controls the cursor to reach the target. There is no return stage in the RTP task, and the cursor directly begins from the previous target’s position.

F. Closed-loop Decoder Calibration and Test

Each experiment session consists of two phases, calibration and test. Both phases contain multiple blocks, with 16 trials in each block. The calibration phase is similar to the methods used in [8]. It started with two observation blocks wherein the system performed the task automatically, with the participant closely observing the movement of the cursor. The neural
signals recorded from the observation block were used to train the decoder initially. Ortho-impedance assistance was adopted in the following several blocks to further tune the decoder, but with a gradually decreased amount of assistance and an increased involvement of the participant (0.7, 0.5, 0.3, 0, see Supplementary Materials I-A for details).

The last decoder in the training phase was used in the test phase, where no computer assistance was used. The test phase begins at the 7th block, and the first two test blocks are the Radial-8 task with big and small balls respectively. The RTP task starts at the 9th block, and continues 3 to 10 blocks. In the test phase, the timeout is set to 10 seconds (see Supplementary Materials I-A for details).

IV. RESULTS

Experiments are carried out to evaluate the performance of DyEnsemble, including online BMI control, offline neural decoding, and simulations, where online comparison is mainly focused. In the online comparison, we evaluate the closed-loop BMI control performance of DyEnsemble in comparison with the Kalman filter and Bayesian filter using single models. Then we analyze the dynamics of model weights under different conditions to demonstrate the effectiveness of the dynamic ensemble. The results of simulation and offline decoding are presented in Supplementary Materials II-B and II-C.

A. Online Decoding Performance

Online experiments were carried out to evaluate the proposed DyEnsemble decoder in comparison with other approaches. An experiment day commonly contains two or three sessions according to the willingness of the participant. The experiments contain 12 days of data over about one month, and the experiments for each day are specified in Supplementary Materials Table S3 and Table S4.

1) Comparison with Kalman filter: To compare the performance of DyEnsemble and Kalman filter, we evaluated the two decoders in two separate sessions at each day, and the session order was randomly assigned for fair comparison (see Table I). The settings of the Kalman filter are specified in Supplementary Materials I-B. Fig. 4 compares DyEnsemble and Kalman filter with success rates in three tasks of Radial-8 with big and small targets, and the RTP task. As shown in Fig. 4 (a), DyEnsemble outperforms the Kalman filter with all three tasks, and the advantage is most significant in the RTP task, which is the most difficult. In the Radial-8 task, the average success rate of DyEnsemble is 98.8% for both big and small targets, which is significantly higher than 96.6% and 93.5% of the Kalman filter, respectively. With the RTP task, the performance of the Kalman filter drops to 80.4%, while DyEnsemble keeps a high success rate of 91.6%, which outperforms the Kalman filter by 13.9%. Paired t-test is performed to evaluate the significance of the improvement. Results demonstrate that, compared with the Kalman filter, DyEnsemble improves the success rate significantly with \( p = 0.0089 \) (paired t-test, a pair is defined as the success rate of DyEnsemble and Kalman filter of the same task in the same day). We further analyze the stability of online performance by the variance of the success rate over different days. Fig. 4 (c-e) compares the success rate of the three tasks across the five experiment days. With the DyEnsemble, the performance variances over different days are 6.92E-04, 6.92E-04 and 7.84E-04 for the three tasks respectively, which are 72%-91% lower than 2.51E-03, 7.90E-03 and 6.23E-03 of the Kalman filter, indicating that DyEnsemble performs more stably over days. Therefore, results demonstrate that DyEnsemble improves accuracy (higher success rate) and stability (lower variance) in online BMI control.

DyEnsemble also reduces reach time with all three tasks. As shown in Fig. 4 (b), DyEnsemble decreases reach time by 17.0%, 8.8%, and 13.5% for Radial-8 with big targets, Radial-8 with small targets, and the RTP task respectively. However, the improvement of reach time is not significant compared with the Kalman filter (paired t-test, \( p = 0.0560 \)).

In Fig. 5, we present the success rate over successive blocks for both DyEnsemble and the Kalman filter in the RTP task. Results show that, with the DyEnsemble, the success rate increases rapidly along with blocks, while the increase is not obvious with the Kalman filter. It suggests that the subject learns more efficiently with the DyEnsemble approach. While currently we only have online experiment results of one subject, more online evaluations will be carried out for further analysis.

Fig. 4. Online performance comparison of the DyEnsemble and the Kalman filter. (a) Comparison of success rate. (b) Comparison of reach time. (c-e) Comparison of success rate over different experiment days with three tasks.

2) Comparison with single models: Online experiments were carried out to compare the DyEnsemble with single models using a linear model or a neural network (NN-2) only. For single models, the particle filter is applied similar to DyEnsemble for a fair comparison. The details of the online experiments are given in Supplementary Materials Table S3. The results are illustrated in Fig. 6. Overall, DyEnsemble demonstrates the highest success rate and stability with all three tasks of Radial-8 with big and small targets, and the RTP task. The success rates of DyEnsemble are 93.9%, 98.3%, and 91.0%, respectively, for the three tasks. The success rates of single linear and network models are 86.2%, 97.8%, 85.1%, and 75.3%, 82.7%, 84.0%, for the three tasks, respectively.
**TABLE I**

**DETAILS OF SESSIONS ON THE EXPERIMENT DAYS.**

| Day / Date   | Day1 / 12-08 | Day2 / 12-09 | Day3 / 12-14 | Day4 / 12-15 | Day5 / 12-16 |
|--------------|--------------|--------------|--------------|--------------|--------------|
| Session 1    | Kalman filter (6-1-1-3)* | DyEnsemble (6-1-1-9) | DyEnsemble (6-1-1-10) | DyEnsemble (6-1-1-9) | Kalman filter (6-1-1-7) |
| Session 2    | DyEnsemble (6-1-1-5) | Kalman filter (6-1-1-4) | Kalman filter (6-1-1-8) | Kalman filter (6-1-1-7) | DyEnsemble (6-1-1-7) |

* The numbers in the parentheses indicate the number of blocks for each task. The numbers are in the form of (T-B-S-R), where T, B, S, and R are the block numbers for training, test with radial-8-big, test with radial-8-small, test with random target pursuit task, respectively.

DyEnsemble significantly outperformed both the single linear model and the single NN model, with the p-values of t-test being 0.0465 and 0.0009, respectively. In the experiment, we observed that using a single model gave an unstable performance. For several times, the training process has to be aborted due to bad control performance (one time for the linear model and two times for the NN model, as shown in Supplementary Materials Table S4). Using a single neural network obtained the worst performance. The results demonstrate the necessity and effectiveness of the dynamic ensemble.

**B. Model Adaptation in Online Control**

In online BMI control, we observed that with the Kalman filter, the participant occasionally had trouble moving the cursor to certain directions (such as the upper right), which led to poor control performance. While DyEnsemble performs more robust and stable compared with the Kalman filter. Analysis was carried out to investigate how the model ensemble adapts to neural signals. Firstly, we tracked the model weight changes in single trials to demonstrate the effectiveness of the dynamic ensemble. Then we analyzed the dynamic changes of model weights under different cursor speeds.

1) **Analysis of the dynamic ensemble process**

   Here we investigate the dynamic model ensemble process to demonstrate how DyEnsemble adaptively adjusts itself to changes in neural signals. We visualized the model weight change process in single trials. In Fig. 7 (a), we especially illustrate several RTP task trials with obvious model switching processes (which are mostly curvy). In each subfigure in Fig. 7 (a), the color of trajectory segments indicates which model was assigned with the largest weight. We can see that the dominant models altered during a single RTP task trial process.

   In Fig. 7 (b) and (c), we further analyze what causes the model weights to change with two examples. We illustrate the decoded velocity at each time step with an arrow for both the ensemble model (on the left), and single models in the model pool (on the right). With the RTP task trial in Fig. 7 (b), the initially dominant model was linear (stage I), and then switched to NN-2 (stage II). From the right panel, we find that at stage II, the speed direction decoded by the linear model deviated from the target, which could lead to inaccurate estimations. While with the NN-2 model, the decoded speed direction was pointed to the target. At this point, the DyEnsemble algorithm dynamically switched the dominant model from linear to NN-2. Thus the cursor could be correctly controlled toward the target. While with the linear model alone, the cursor could be deviated to the left and led to a failed trial. When the cursor was close to the target, the estimation of NN-2 deviated, and the DyEnsemble model adaptively switched to NN-1, which was more accurate. Fig. 7 (c) shows the model switching process with another RTP task trial. Similar results can be found that the DyEnsemble model switched its dominant models adaptively to make more accurate online control.

   The results demonstrate that, with the variability in neural signals, different models can show varying performance in an online control process. The variation and unstable decoding performance of single models suggests the necessity and importance of the dynamic model ensemble for robust BMI control. Results demonstrate that the DyEnsemble model can adaptively adjust the ensemble of models to cope with variability in neural signals, thus effectively improving the intention estimation accuracy and stability in online BMI.
Fig. 7. Online performance comparison of DyEnsemble and Kalman filter. (a) illustrates examples of the RTP task trials which contain dominant model switches. (b) and (c) present two specific RTP trials, where the velocities predicted with the DyEnsemble (on the left) and the single models (on the right) are illustrated to demonstrate the effectiveness of the dynamic ensemble. DyEnsemble can switch to proper models at each time slot such that more accurate and robust performance can be achieved.

2) Model adaptation to the cursor speed: Studies have reported that neural activities change with cursor speed during BMI control [21, 26]. Here we analyze the dynamic ensemble by examining model weight distributions across different speed conditions. Fig. 8 illustrates the results of three DyEnsemble sessions. It is interesting to find that DyEnsemble’s preference of models is different with different speed ranges. Specifically, the speed can be roughly divided into three ranges, including low, medium, and high, and the three ranges are alternately dominated by linear, neural networks, and polynomial models, respectively. We also observed that the pattern was mostly consistent among different sessions, only that the division of speed ranges shifted among sessions.

In Fig. 8 (b), the peak of the linear model is around 0.1, and the weight drops quickly at the high-speed range, and the weight is almost zero when the speed is higher than 0.7. It indicates the limitation of the linear models that they are only accurate in a certain speed range. While in online control, the cursor speed is mostly in the low-speed range (69%, 75%, and 71% for the three sessions, respectively). Thus linear decoders usually present good performance. Contrary to the linear model, the polynomial model demonstrates high weights at the high-speed side, and the weight increases rapidly when the speed is over 0.5. The dominant weight of polynomial models at high speed may indicate that there exists a speed-related higher-order variable in neural encoding of motor behaviors. The middle-speed range is covered by the NN-2 model. Similar results can be found in both Fig. 8 (a) and (c).

The results show the dynamic complementary property of different models, which also helps explain how the dynamic ensemble model works. As neural encoding function can occasionally shift, different models have diverse abilities in describing the neural encoding functions in each time slot (as shown in Fig. 7 and Fig. 8). In DyEnsemble, the dynamic re-assembling process can assign proper models with higher weights in each time slot, thus improving handling with variability.

C. Model Adaptation in Closed-loop Calibration

Here we analyze the model weight changes in the closed-loop BMI calibration. During calibration, we guided the subject to learn brain control by gradually decreasing the computer assistance and ortho-impedance assistance percentage. As the participant of brain control increases, the subject adjusted the neural signals as the effect of learning. Adaptively, the DyEnsemble model recalibrated the models in the pool and adjusted the model ensemble to cope with changes in neural signals.

In Fig. 9, we illustrate the weights of the four models in DyEnsemble across blocks. For each model, we average the weights over blocks. All the DyEnsemble sessions (a total of 11 sessions) across experiment days are employed. We observe that nonlinear models obtain higher weights in the observation blocks (block 2), while as the brain control percentage increases, the weight of the linear model increases and becomes dominant after the third block. During the calibration phase (block 1-6), the weight of the linear model increases continuously and becomes stable in the test phase. The pattern of weight change is consistent over different sessions and days (see Supplementary Materials Fig. S1). The results demonstrate that, as the subject gradually controls
models. Especially at high speeds that are poorly captured by linear models, we suppose that the performance improvement is brought by the brief switches of models (as shown in Fig. 7 and Fig. 8), especially at high speeds that are poorly captured by linear models.

V. DISCUSSION

The variability of neural signals has been a major challenge for robust and reliable motor BMI systems. Most existing neural decoding studies focus on more accurate modeling of functional relationships between neural signals and motor kinematics, while how to maintain a high performance given the variability of neural signals is not well addressed. The proposed DyEnsemble framework provides a novel perspective of thinking for adaptive online decoding in motor BMI systems and demonstrates its potential for robust and reliable BMI control.

A. Comparison with Existing Adaptive Decoders

Existing studies with adaptive BMI decoders can be divided into two categories: recalibration and dynamic modeling. Recalibration approaches cope with variability in neural signals by periodically recording both kinematic and neural signals and retraining decoders [40–43], and the state-of-the-art approaches have enabled rapid recalibration within several minutes [42, 43]. However, commonly the recalibration process would interrupt the BMI use process, which hinders the user experience.

Compared with recalibration-based decoders, the proposed DyEnsemble is able to tune the decoding model to cope with changes in signals without task or target information. Dynamic modeling approaches attempt to build a model to describe the dynamical changes of neural activities [44–46]. Study [47] proposed a Bayesian ensemble classifier, which demonstrated superior performance in non-stationary EEG signal processing. Compared with [47], DyEnsemble accounts for the sequential property of neural variability by extending the Bayesian ensemble to a state-space version. Other studies from this aspect include dual Kalman filter [45] and adaptive point-process [48]. However, they usually rely on strict assumptions of neural variability, and the performance can be degraded when the assumptions are not conformed. In DyEnsemble, the dynamic model adjustment process is completely data-driven and does not have strong assumptions in neural signals.

From the Bayesian perspective, the proposed DyEnsemble approach extends existing Bayesian decoders such as Kalman filters by accounting for model uncertainty in the neural decoding tasks, which can alleviate the risks brought by the overconfident inference with a fixed model [36, 37], thus improving the robustness of neural decoders.

B. DyEnsemble Provides a Novel Framework for Robust Neural Decoding

The presence of neural variability can lead to unstable performance, which has been a challenging problem for BMI systems. The variability in neural activities occurs continuously in association with the dynamics of neural systems, instabilities in signal recordings, or caused by different brain states and conditions, and can be even more complicated with the influence of closed-loop feedbacks online [21–23, 28]. In this study, with the DyEnsemble model using a model pool constituted of several linear and nonlinear models, we mainly focus on the variability of neural encoding in closed-loop BMI control.

More broadly, DyEnsemble frames a novel and flexible framework for robust neural decoding. From this aspect, the model proposed in this study can be considered as an example of the DyEnsemble framework, which uses a pool of diverse functions to deal with the variability in neural encoding. Our previous study [38] can be regarded as another example of DyEnsemble. In [38], we proposed to build a linear model pool, where the model candidates were generated with random channel dropout and weight perturbation to cope with nonstationary noises in channels. By designing and selecting different model pools with specific purposes, it is feasible to cope with different types of variability.

One limitation of DyEnsemble lies in that the performance highly depends on the construction of the model pool. For an effective model ensemble, the models in the pool should be diverse in the decoding ability and cover different variability in neural signals. In future work, different ways of building proper model pools to deal with diverse variability are to be studied.

C. DyEnsemble is a Flexible Encoder-based Decoding Model

Traditional Bayesian filters such as the Kalman filter can be considered as an encoder-based neural decoder, while only one fixed encoding model is applied. DyEnsemble extends Bayesian filters to a more flexible encoder-based decoder. In DyEnsemble, the model pool is equipped with multiple...
encoding models, and the dynamic ensemble process dynamically weights the encoders by how much they can explain the observed neural signals. With the DyEnsemble framework, neural decoders can be more flexibly and friendly constructed by designing a pool of possible encoders, and then letting DyEnsemble decide which model to use according to neural signals.

Encoder-based neural decoders have special advantages, because they are more interpretable compared with decoders that model the opposite causality from neural activity to kinematic variables. Neural encoding models, from classical tuning curves [9] to recently developed nonlinear functions [32] contain rich information for neural decoding from the perspective of neuroscience. DyEnsemble can use encoding models directly for decoding, which can benefit from the development of encoding models, and provides a framework for evaluation and comparison of encoding models.

VI. CONCLUSION

Toward robust motor BMI systems against neural variability, we propose a novel adaptive neural decoding approach, namely the DyEnsemble, which is able to adapt to nonstationary neural variability by dynamically adjusting the decoder according to neural activities. Different from existing decoders which rely on one fixed model, DyEnsemble learns a pool of models and dynamically assembles them along with changes in neural signals. Results demonstrated that the model ensemble of DyEnsemble can adaptively change to cope with variability in neural encoding, thus more accurate and robust performance can be achieved. DyEnsemble provides a flexible adaptive neural decoding framework, and by designing and selecting different model pools with specific purposes it is feasible to cope with different types of variability.
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