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Battery modeling has become increasingly important with the intensive development of Li-ion batteries (LIBs). The porous electrode model, relating battery performances to the internal physical and (electro)chemical processes, is one of the most adopted models in scientific research and engineering fields. Since Newman and coworkers’ first implementation in the 1990s, the porous electrode model has kept its general form. Soon after that, many publications have focused on the applications to LIBs. In this review, the applications of the porous electrode model to LIBs are systematically summarized and discussed. With this model, various internal battery properties have been studied, such as Li\(^+\) concentration and electric potential in the electrolyte and electrodes, reaction rate distribution, over-potential, and impedance. When coupled with thermal, mechanical, and aging models, the porous electrode model can simulate the temperature and stress distribution inside batteries and predict degradation during battery operation. With the help of state observers, the porous electrode model can monitor various battery states in real-time for battery management systems. Even though the porous electrode models have multiple advantages, some challenges and limitations still have to be addressed. The present review also gives suggestions to overcome these limitations in future research.

1. Introduction

The demand for energy has increased enormously due to economic and technological developments and the growth of the world population. Traditional fossil fuels are still dominant in the energy and power supply due to their convenience to use. The massive consumption will definitely deplete these fuels in the future because they are non-renewable. The low energy utilization efficiency is also causing tremendous energy waste. Furthermore, the consequent emission of greenhouse gases and other pollutants will cause global warming and other severe environmental problems. Therefore, exploring alternative energy sources is urgent and demanding in the energy research field.

Renewable energy sources, such as solar, wind, marine, and geothermal energies, are excellent candidates because they are safe, clean, permanent, and environment friendly. However, the intermittent nature limits the extensive applications of these renewable energy sources because it is challenging to meet the constant demand. Using energy storage systems is an essential solution to buffer the energy input and provide continuous supply. The battery-based stationary energy storage devices are currently the most popular energy storage systems for renewable energy sources. Li-ion batteries (LIBs) play a dominant role among all battery systems due to their excellent characteristics, such as high energy and power density, high coulombic and energy efficiency, and low cost. In addition to applications in stationary energy storage devices, LIBs are also widely used in portable electronic devices, electric vehicles (EV), and hybrid EVs (HEV).

A typical LIB consists of a positive electrode (cathode), a negative electrode (anode), a separator, and an electrolyte. The positive and negative electrodes usually are made up of current collectors, active materials, conducting additives, and polymer binders. The separator is a porous polymer membrane and an electronic insulator sandwiched between the positive and negative electrodes. The electrolyte is an electronic insulator but an ionic conductor. It provides an ionic pathway between the cathode and anode. According to the composition, the electrolytes can be classified as liquid, solid polymer, and solid inorganic electrolytes. During the operation of LIBs, electrochemical charge-transfer reactions occur at the surface of the electrode active materials...
with the simultaneous movement of electrons and ions.\[^{[8]}\] Equations (1) and (2) show the partial electrochemical reactions of a typical intercalation-type LiMO\(_2\)/C\(_6\) cell, respectively, which involve the charge-transfer reactions at the positive and negative electrodes, according to

\[
\text{LiMO}_2 \xrightarrow{\text{charge discharge}} \text{Li}_x\text{MO} + x\text{Li}^+ + xe^- \tag{1}
\]

\[
C_6 + y\text{Li} + ye^- \xrightarrow{\text{charge discharge}} \text{Li}_yC_6 \tag{2}
\]

During charging, electrons released from the positive electrode flow to the negative electrode through the connecting external circuit. Electrochemical oxidation and reduction reactions occur simultaneously at the positive and negative electrodes with the extraction and insertion of Li\(^+\) to keep electro-neutrality. Subsequently, Li-ions move from the positive electrode to the negative electrode via the electrolyte by diffusion and migration. As a result, an electric potential difference between the two electrodes evolves. These processes are reversed when the battery is discharging. For this reason, the LIBs are initially called “rocking-chair cells.”

Considering the complexity of the physical and electrochemical processes occurring inside batteries, modeling is a powerful tool for developing more advanced batteries. Multiscale models have been proposed and developed to mathematically describe the reaction mechanisms at various spatial scales.\[^{[9–12]}\] At an atomic level, some modeling tools, such as density functional theory (DFT) calculations and molecular dynamics (MD) simulations, are adopted to investigate the fundamental material properties based on quantum mechanics or Newton's law.\[^{[13]}\] At a mesoscale level (from the cluster to the electrode), phase-field (PF) modeling is frequently used to study physical and chemical reactions within a microstructure,\[^{[14]}\] such as dendrite growth and crack propagation. On a macroscale (from particle to cell) level, models are used to optimize the electrode and battery design by considering the relationship between battery design parameters and performance. These microscopic models are important in many engineering applications,\[^{[11,15–16]}\] such as battery design, degradation awareness, and battery state monitoring.

Reviews dealing with DFT calculations and PF modeling can be found elsewhere.\[^{[14,17]}\] The present review focuses more on the macroscale modeling. Three kinds of macroscale models are commonly distinguished: empirical models, equivalent circuit models (ECMs), and electrochemical models.\[^{[18–22]}\] Empirical models use experimental data to derive empirical equations through a fitting process. Such equations are further used to determine various battery parameters like the terminal voltage, throughput current, surface temperature, and state-of-charge (SoC).\[^{[18]}\] These models are simple and easy to implement. However, the accuracy of these models is relatively low due to the highly non-linear behavior of batteries under dynamic loading conditions. The estimated parameters usually do not have a physical meaning. Therefore, the simulations are only valid in the interpolation regions.\[^{[18,19]}\]

The ECM uses a series of electrical circuit components, such as resistances and capacitances, to describe the relationship between the current and terminal voltage of batteries.\[^{[19]}\] Due to its simplicity and easy implementation, ECM is frequently adopted in battery impedance modeling and online battery state estimations.\[^{[15,19]}\] ECM can also be applied to model thermal behavior.\[^{[19]}\] Compared to empirical models, ECM has a physical meaning in terms of electrical circuit components.\[^{[20,22]}\] They can, to some extent, help in understanding the battery performance. By adding more electrical circuit components, the accuracy of ECM can be improved.\[^{[19]}\] However, ECM generally lacks predictive power and suffers from poor out-of-sample performance. That means ECM can accurately fit the available data set but cannot predict the behavior of the battery for different experimental conditions. It is also challenging for ECM to forecast battery degradation and parameters of aged cells.\[^{[25]}\]

Electrochemical models describe the thermodynamics, the (electro)chemical reaction kinetics, and transport processes inside batteries. They provide a sophisticated and advanced tool for reaction mechanistic analysis, battery design optimization, battery state estimation, etc. One of the most famous electrochemical models is the porous electrode model, developed by Newman and his colleagues.\[^{[26–28]}\] They are composed of a coupled system of ordinary differential equations (ODEs), partial differential equations (PDEs), and algebraic equations to describe the various processes inside batteries. Nowadays, porous electrodes serve as the major components for commercial LIBs due to their advantages over nonporous counterparts.\[^{[29,30]}\] Porous electrode models are, therefore, widely adopted for battery modeling.\[^{[11,13]}\] Compared to empirical models and ECM, porous electrode models favorably combine the advantages of the physical description of battery performances with a high accuracy attributed to the detailed representation of electrodes’ microstructure and electrolyte properties.

Porous electrode models have been used in many publications to illustrate battery-related issues, such as battery performance and its influencing factors, battery optimization, mechanism analysis, experimental validation, etc. This comprehensive review summarizes the development and applications of the porous electrode model for LIBs. It aims to understand the various critical processes inside LIBs and clarify the remaining challenges for future research. The structure of this review is organized as follows. The characteristics of porous electrodes and the corresponding porous electrode models are presented in Section 2. Section 3 describes the applications of porous electrode models. These applications include battery performance modeling and optimization, overpotential and impedance modeling, temperature and stress simulations, and battery aging prediction. In addition, model simplifications are also addressed to be applied in advanced battery management systems (BMS). The remaining future challenges of porous electrode modeling are presented in Section 4.

2. Porous Electrode Modeling

Figure 1 shows four types of typical commercial LIBs with a) coin-type, b) cylindrical, c) prismatic, and d) pouch-type cells. The LIB structure remains, however, the same and includes a cathode, an anode, a separator, and an electrolyte. Figure 2a shows a cross-sectional view of stacked porous electrodes and...
separators of a commercial LiCoO₂/graphite cell. The upper composite layer corresponds to the porous graphite anode. The middle layer shows the porous separator, and the bottom layer stands for the porous LiCoO₂ cathode. To guide the eye, Figure 2b shows an artificially colored image of the same battery stack, where the green area represents the graphite particles in the anode, and red corresponds to the LiCoO₂ particles in the cathode. Black refers to either the separator between the two electrodes or the voids in both porous electrodes.

A porous electrode is defined as a composite solid containing interconnected void space that constitutes a significant portion of the volume. These void spaces are filled by the liquid electrolyte in a typical LIB. Electrochemical charge-transfer reactions occur at the electrode/electrolyte interface. One of the most important features of porous electrodes is the enlarged interfacial areas, which make the electrochemical behavior of porous electrodes different from that of planar electrodes. The use of porous electrodes also reduces the ionic diffusion pathways within the solid matrix and improves heat dissipation. Those improvements enable LIBs to show higher rate capabilities, and better cycle life performance compared to batteries using nonporous materials. Due to the numerous advantages, using porous electrodes is nowadays a generally accepted strategy for LIBs. Various physical properties, such as porosity, tortuosity, thickness, and specific areas, are essential characteristics for understanding the operation of porous electrodes.

Porosity ε refers to the percentage of pore volume inside porous electrodes and is one of the most significant engineering factors. Porosity can be considered at the level of the...
active material or at the level of the electrode. At the active material level, the pore properties are defined by the material microstructures, which are closely related to the synthesis methods and manufacturing conditions. Particle size and particle packing are the most relevant factors at the electrode level. The synthesis method and production conditions of the electrode materials mainly determine the particle size. Particle packing is related to the electrode fabrication process. In commercial battery-grade active materials, the electrode porosity is mainly determined at the electrode level.

Tortuosity $\tau$ is another parameter that influences the effective transport pathways of ions and electrons inside porous electrodes.$[^{30,37}]$ The electronic and ionic movements are seriously hindered in highly tortuous electrodes because the pathways wag and bend in various directions. In contrast, porous electrodes with low tortuosity can improve electrolyte penetration and transport kinetics across the electrode thickness significantly,$[^{38}]$ thereby improving the electrochemical electrode properties. The fabrication processes of powder-based porous electrodes include slurry preparation, coating, drying, and electrode pressing.$[^{14}]$ All these processes affect the electrode morphology and microstructure, further influencing the porosity and tortuosity of porous electrodes. Finally, external pressure applied to batteries also influences the porosity and tortuosity.$[^{39}]$ Due to the complexity of the microstructure and multiple physical and (electro)chemical phenomena inside porous electrodes, an in-depth understanding of porous electrodes is highly desirable. For this reason, porous electrode models have been developed.

The earliest description of a porous electrode model started in the 1960s. In 1960, Euler and Nonnenmacher$[^{40}]$ related the current distribution in porous electrodes to the macroscopic electrode properties, such as porosity, average surface area per volume, effective conductivity, and double-layer capacity charging per unit volume, assuming a constant concentration and linearized Butler–Volmer relationship. In 1962, Newman and Tobias$[^{41}]$ analyzed the current distribution in porous electrodes with a dilute solution theory. With linear and Tafel simplifications of the Butler–Volmer equation, the analytical equations for current distribution were derived with the assumption of the absence of concentration gradient in the electrolyte. In 1973, Newman and Chapman$[^{42}]$ used a concentrated solution theory to describe the restricted diffusion in a binary electrolyte. They accurately measured the diffusion coefficient in an as-denoted vertical experimental cell, designed to perform optical measurements of the electrolyte properties.

In 1975, Newman and Tiedemann reviewed the previous investigations and developed a porous electrode theory for battery applications based on a macroscopic description.$[^{26}]$ In this theory, the geometry of a porous electrode was simplified and treated averagely, ignoring the actual geometric pore details. Ionic mass transport in the pores of the porous electrode regions was described by both dilute and concentrated solution theory, considering the electroneutrality condition and pore volume changes during operation. The electric potential distributions in the solid and electrolyte-filled pores were expressed as continuous functions with respect to time and space coordinates. The Butler–Volmer equation described the charge-transfer reactions in the interfacial regions. This theory provided a basic theoretical framework for investigating the physical and electrochemical processes in batteries.

In 1993, Doyle, Fuller, and Newman$[^{27}]$ developed a porous electrode model for a Li anode/polymer electrolyte/porous-insertion-cathode cell with the help of the porous electrode theory. They used the concentrated solution theory for the electrolyte in both the porous electrode and separator region. The active material in the porous electrode was assumed to be spherical particles aligned with the battery thickness direction. Fick’s law expressed the Li$^+$ diffusion limitation inside the spherical particles. In addition, Duhamel’s superposition was used to calculate the Li$^+$ concentration at the particle surface to reduce the computing burden caused by solid-state diffusion. In 1994, Fuller, Doyle, and Newman$[^{28}]$ applied this porous electrode model to a graphite/LiMn$_2$O$_4$ cell. This model was also proven to successfully fit and predict the performance of a LIB with two porous insertion electrodes. Since then, the porous electrode model for LIBs has been completed and remained the most popular framework for LIB modeling up to date. Nowadays, it is usually called a pseudo-2D (P2D) model$[^{16,43}]$ or Doyle–Fuller–Newman model$[^{44–46}]$.

Figure 3a shows a cross-sectional simplification of an LIB with two porous electrodes and a porous separator. In this layout, the active materials in the anode and cathode are simplified to spherical particles with gray and orange colors. The conducting additives are simplified to black small particles. The porosity and tortuosity are also geometrically simplified. Figure 3b shows the corresponding P2D model. The $x$-dimension represents the macroscale where the mass transfer, electric potential in the solid, and electrolyte are simulated. The $r_n$ and $r_p$ denote the radius of the active particles of negative and positive electrodes. The values of $r_n$ and $r_p$ are in general, not the same but based on the average particle sizes in anode and cathode. The mass transport inside the negative and positive electrode particles are simulated in $r_n$ and $r_p$ direction, respectively. The governing equations of the P2D model are listed in Table 1, and include several ODEs, PDEs, and algebraic equations. The meaning of symbols is listed in Table S1 (Supporting Information). Fick’s law gives the Li$^+$ concentration distribution inside the solid particles in spherical coordinates (Equation (3)). The Li$^+$ concentration in the electrolyte at the porous electrode and separator regions are given by Equations (7) and (12) and are based on Fick’s laws, considering mass conservation. The electric potential in the solid matrix is given by Equation (9), representing Ohm’s law. The electric potential in the electrolyte is given by Equations (8) and (13) for the porous electrode and separator region, respectively, using Ohm’s law and Kirchhoff’s current law. The charge-transfer reactions occur at the electrode/electrolyte interfaces and are expressed by Butler–Volmer equations (Equations (4)–(6)). The electronic currents are transformed into ionic currents in Equation (11). The battery output voltage is expressed as the electric potential difference between the two current collectors (Equation (14)). The relations between the various parameters in the P2D model are summarized in Figure 4.

It is worth mentioning that the equations listed in Table 1 are derived based on the concentrated solution theory and porous electrode theory. The exact formulation of the charge-transfer kinetics can vary considerably. For instance,
the exchange current density has been related to the Li⁺ concentration in the electrode and electrolyte. In that case, concentration-dependent multipliers appear in front of the exponential terms,[47–49] as shown in Equations (5b) and (6b) (Table 1). In a typical P2D model, the electric potential in the electrode and electrolyte is defined as the potential versus a Li reference electrode.[50] However, absolute (galvanic) potentials are quite often used in the Nernst–Plank type approach,[51,52] which is the essence of the dilute solution theory.[50,53] When adopting absolute potentials in a porous electrode model, the \(2\frac{RT}{F}(1 - t_e)\) multiplier in Equation (8) and (13) should be replaced by \(\frac{RT}{F}(1 - 2t_e).\)[48,54]

Due to the complex coupled relations among the equations listed in Table 1, analytical solutions to the system are not available. Numerical solutions are therefore commonly applied. The most common numerical techniques used are finite-difference method (FDM),[55] the finite-volume method (FVM),[56] and finite-element method (FEM).[57] By these methods, the PDEs are discretized into a system of algebraic equations, including boundary and initial conditions. This system, in turn, can be solved by various methods. The advantages and disadvantages of these three numerical techniques have been reviewed in ref. [57] FDM and FVM are simple and accurate and can be applied to regular geometries. FVM performs better than FDM. FDM shows more accuracy with a small number of spatial nodes. FEM can be applied for cases with irregular geometries, unusual boundary conditions, or heterogeneous compositions. These numerical calculations have been implemented in software MATLAB,[56,58] FORTRAN,[27,28] C++,[46] and Python,[59] etc. Commercial software with porous electrode model implementation is also available, such as COMSOL, Ansys, AutoLion, and battery design studio.

3. Applications to LIBs

P2D-based models have been extensively used in simulations of LIBs, as schematically shown in Figure 5. In this section, the major applications of LIBs will be reviewed. Critical issues using P2D models will be introduced in the following subsections, including battery performance modeling and battery optimization, battery overpotential and impedance response modeling, battery temperature and stress modeling, battery aging modeling, battery internal status estimations, and other applications.

3.1. Battery Modeling and Optimization

Many parameters affect battery performance. Some macroscopic parameters, such as thickness and porosity, can be directly determined by experiments. Most material-related parameters, such as electronic and ionic conductivities, Li diffusion coefficients in the electrolyte and electrodes, equilibrium potential, charge-transfer reaction constant, etc., can be theoretically determined by the DFT and MD simulations.[9,10,17,61,62]
Table 1. Governing equations used in a P2D model.\[27,28,60] The meaning of symbols is listed in Table S1 (Supporting Information).

| Governing equations | Eq. | Boundary and initial conditions |
|---------------------|-----|---------------------------------|
| Porous electrode regions (m = n, p) | | |
| Diffusion in particles | \( \frac{\partial c_{1m}}{\partial t} = \lambda \frac{\partial}{\partial r} \left( r^2 D_{21m} \frac{\partial c_{1m}}{\partial r} \right) \) | \( -D_{1m} \frac{\partial c_{1m}}{\partial r} |_{r=R} = j_{m} \), \( \frac{\partial c_{1m}}{\partial r} |_{r=0} = 0 \). |
| Kinetics | | \( \eta_{1m} = \Phi_{1} - \Phi_{2} - U_{m} \) |
| | \( j_{m}^{a} = F k_{a} (c_{1m}^{max} - c_{1m})^{1-a_{a}} (c_{2m})^{a_{a}} \) | \( j_{m}^{b} = F k_{b} (c_{1m}^{max} - c_{1m})^{1-b_{b}} (c_{2m})^{b_{b}} \) |
| | \( j_{m}^{b} = \frac{\eta_{1m}}{F} \left[ \exp \left( \frac{F \eta_{1m}}{RT} \right) - \exp \left( \frac{(1-\alpha_{m}) F \eta_{1m}}{RT} \right) \right] \) | \( j_{m}^{b} = \frac{\eta_{1m}}{F} \left[ \exp \left( \frac{F \eta_{1m}}{RT} \right) - \exp \left( \frac{(1-\alpha_{m}) F \eta_{1m}}{RT} \right) \right] \) |
| Mass balance | | \( E_{m} \frac{\partial c_{2}}{\partial t} + \frac{\partial}{\partial x} \left( D_{21m}^{eff} \frac{\partial c_{2}}{\partial x} \right) + a_{m} j_{m} (1-t_{i}) \) |
| Potential in solution | | \( i_{2} = -\kappa_{m}^{eff} \frac{\partial \Phi_{1}}{\partial x} + 2 x^{eff} R T \left( 1 - t_{i} \right) \left( 1 + \frac{d \ln f_{i}}{d \ln c_{2}} \right) \frac{d \ln c_{2}}{d x} \) |
| Potential in solid | | \( i_{1} = -\sigma_{m}^{eff} \frac{\partial \Phi_{1}}{\partial x} \) |
| | \( i_{1} + i_{2} = I \) | \( i_{1} \big|_{x=d_{i}, \gamma_{m} = 0} = I \), \( i_{1} \big|_{x=d_{i}, \gamma_{m} = 0} = I \) |
| Separator region | | \( a_{m} j_{m} = \frac{1}{F} \frac{\partial j_{1}}{\partial x} \) |
| Mass balance | | \( \varepsilon_{sep} \frac{\partial c_{2}}{\partial t} = \frac{\partial}{\partial x} \left( D_{21sep}^{eff} \frac{\partial c_{2}}{\partial x} \right) \) |
| Potential in solution | | \( i_{2} = -\kappa_{sep}^{eff} \frac{\partial \Phi_{1}}{\partial x} + 2 x^{eff} R T \left( 1 - t_{i} \right) \left( 1 + \frac{d \ln f_{i}}{d \ln c_{2}} \right) \frac{d \ln c_{2}}{d x} \) |
| Battery output voltage | | \( V_{bat} = \Phi_{1b} - \Phi_{1b} \big|_{0} - IR_{f} \) |

Note that these parameters can also be experimentally determined. Other parameters can only be estimated or optimized. Examples are the Bruggeman coefficient, and charge-transfer coefficients, etc. All these parameters serve as input for porous electrode models. These characteristics are of great interest for optimizing the battery’s design and use. DFT and MD simulations cannot be applied to calculate these macroscopic characteristics since they are applied on different spatial scales.

To improve the accuracy of battery macroscopic characteristics under various operating conditions, the deviation between the experimentally observed and simulated battery voltage is minimized. Usually, the method of minimizing root-mean-squared error is used. The resulting optimized parameters are obtained. The battery performance and macroscopic characteristics can be critically evaluated using these optimized parameters. For example, the battery output voltage at different C-rates, the Li⁺ concentration distribution, the electric potential distribution in the electrolyte, and the electrode reaction rate distribution can be studied. This section reviews the battery macroscopic
characteristics and optimization-related issues to improve the battery performance using porous electrode models.

### 3.1.1. Battery Characteristics Modeling

**Li⁺-Concentration in the Electrolyte and Electrodes**: The active materials frequently used as porous anode in commercial LIBs are graphite-based materials: C₆ (further denoted as C), lithium titanate: Li₄Ti₅O₁₂ (LTO), silicon-based materials (Si), etc. The active materials often used for porous cathodes include compounds, for example, lithium manganese oxide LiMn₂O₄, lithium cobalt oxide: LiCoO₂ (LCO), lithium nickel-cobalt-manganese oxide: LiNiₓCo₁₋ₓMn₁−ₓ−yO₂ (LNCM), lithium nickel–cobalt–aluminum oxide: LiNi₀.₈₅Co₀.₁Al₀.₀₅O₂ (LNCA), and lithium iron phosphate: LiFePO₄ (LFP). The most popular electrolytes are non-aqueous solutions, in which the lithium hexafluorophosphate (LiPF₆) salt is dissolved in a mixture of organic solvents, including various combinations of ethylene carbonate (EC), dimethyl carbonate (DMC), propylene carbonate (PC), diethyl carbonate (DEC), and ethyl methyl carbonate (EMC). LiPF₆ dissolved in these solvents is dissociated into solvated Li⁺ and PF₆⁻ ions, for which the solvation structure depends on the nature of the solvent. This type of electrolyte is called a binary electrolyte. Various combinations of salts and solvents result in different electrolyte properties, such as viscosity, conductivity, and diffusivity. In addition, electrolyte additives such as vinylene carbonate (VC) and fluoroethylene carbonate (FEC), are used to increase the stability of the electrolyte in contact with the electrodes.

During operation, Li⁺ concentration gradients in both the electrolyte and electrodes are developed due to ionic transport limitations. The ionic transport in the electrolyte has been quantitatively described by electrolyte transport characteristics, such as salt diffusion coefficients and transfer numbers. These properties are, in turn, influenced by the electrolyte salt concentration and temperature. A low temperature and large salt concentration lead to small salt diffusion coefficients and low cation transference numbers. In addition, other factors, like the applied current density, porosity, convection, etc., also influence the electrolyte concentration distribution.

**Figure 4.** Relations between the various parameters in a P2D model. The one-way arrow represents that the variable at the beginning of the arrow influences the variable at the end of the arrow. The double-sided arrow denotes that the variables at both sides of the arrow influence each other.
between particles take place via the electrolyte present inside the porous electrodes.\cite{79}

Visualization of the Li\textsuperscript{+}-concentration distribution inside the electrolyte and electrodes is of great importance for many applications, including the design of optimal functioning porous electrodes and the optimization of efficient charging protocols. P2D-based model simulations have been extensively applied for these purposes.\cite{56,80–91} For example, Jiang et al.\cite{80} simulated the Li\textsuperscript{+}-concentration in the electrolyte (Figure 6a), and the SoC and depth of discharge (DoD) variations in the anode and cathode (Figure 6b) at various constant current discharge times. It can be observed that Li\textsuperscript{+}-concentration gradients in the electrolyte evolve quickly after applying the current. The Li\textsuperscript{+}-concentrations in the delithiated anode region are higher than that in the cathode region under these discharging conditions. Figure 6b shows that the degree of discharging in the anode is relatively non-uniform. In contrast, simulations show that the gradients are relatively uniform in the porous cathode electrode. As revealed in ref. \cite{92} the various phase transformations of the graphite electrode result in a relatively flat open-circuit voltage (OCV) of the anode, eventually causing non-uniform utilization of active materials and larger non-uniformity in Li\textsuperscript{+} concentration inside the electrode.

Similar observations of the Li\textsuperscript{+} concentration in the electrolyte and electrodes based on a P2D model have been reported by Torchio,\cite{56} Xia,\cite{82} Ghalkhani,\cite{83} Rahimian,\cite{89} and Saw.\cite{91} In these publications, the development of the Li\textsuperscript{+} concentration in the electrolyte showed an opposite trend in the cathode and anode region. The Li\textsuperscript{+} concentration in the electrode shows a gradient across electrode thickness. This gradient is attributed to the non-uniform reaction rate distribution. At the same time, there is a gradient inside particles in the radial direction. This gradient is a result of the diffusion inside particles. The concentration differences in both the electrodes and electrolyte were found to be influenced by the transport parameters and applied current.

In addition to dependence on the transport parameters and current, other factors, such as electrode microstructure, thickness, mass-loading density, and electrode particle size, influence the Li\textsuperscript{+} concentration in the electrolyte and electrodes. Jiang et al.\cite{80} investigated the influence of the electrode thickness and particle size through P2D simulations. Thicker electrodes cause a decline in material utilization due to the longer diffusion pathways and lead to larger Li\textsuperscript{+}-concentration gradients and faster concentration depletion in the electrolyte. At high discharge currents, the concentration gradients in both the

Figure 5. Layout of the applications of P2D models to LiBs.
electrodes and electrolytes become larger. The Li concentration gradients inside the electrode increased when larger particle sizes were simulated. Malifarge et al.\cite{88} compared the influence of the electrode thickness and porosity on graphite electrodes through 2D-based simulations and experiments. Thick electrodes and small porosities caused larger Li$^+$ concentration gradients inside the electrode.

![Figure 6. Simulations of a) the Li$^+$-concentration gradients in the electrolyte, b) SoC-distribution in the anode, and DoD-distribution in the cathode\cite{80} during constant current (0.1 C) discharging. c,d) The salt concentration in the electrolyte at the end of charging (4.1 V) under various indicated C-rates for a low (1.5 mAh cm$^{-2}$) and a moderate (2.5 mAh cm$^{-2}$) mass-loading cell. e,f) The intercalation fraction at the end of charging under various C-rates for low and moderate mass-loading cells.\cite{81} The intercalation fraction represents the ratio of Li$^+$ concentration and the maximum available Li$^+$ concentration in the particle. a,b) Reproduced under the terms of the CC BY 4.0 license.\cite{80} Copyright 2016, The Authors, published by Nature Publishing Group. c,f) Reproduced with permission.\cite{81} Copyright 2020, Elsevier.](image-url)
It can therefore be concluded that the Li\textsuperscript{+} concentration in the electrolyte at a delithiated electrode is higher than that at a lithiated electrode. The Li\textsuperscript{+} concentration at the surface of the electrode particles is higher than that at the center of these particles during lithiation, and the inverse holds during delithiation. Along the direction of the battery thickness, the Li\textsuperscript{+} concentration in the electrode near the separator interface is larger than that near the current collector interface during lithiation. The reverse holds during delithiation. Transport parameters, porous electrode geometry, current, and temperature all influence the Li\textsuperscript{+} concentration distribution in both the electrolyte and electrode.

**Electric Potential Distribution:** Electric potential distribution in the electrolyte and electrodes are other important battery properties. The absolute electric potential has only a theoretical meaning and is not directly measurable. Typically, the electric potential difference versus a reference can, however, only be indirectly measured. In the initial definition of the concentrated solution theory, the potential in the electrolyte has been defined with respect to an appropriate reference electrode positioned in the electrolyte. The charge-transfer reaction kinetics are also influenced by the electric potential change across the electrode/electrolyte interface, which is determined by the electric potential difference between the electrode and electrolyte.

The electric potential distribution has been simulated using P2D-models as a function of position and time.\cite{80,84,89,93,94} For applying the P2D model to LIBs, the electric potentials in the electrode and electrolyte are all defined with respect to a Li reference electrode for convenience. The electric potential difference in the electrode is influenced by the (effective) electronic conductivity (Equation (9) in Table 1). The electric potential difference in the electrolyte is a function of the (effective) ionic conductivity and its salt concentration (Equation (8) and (13)). The electric potential in the solid phase generally varies only marginally with position but continuously with time.

On the other hand, the electric potential distribution in the electrolyte shows a strong dependency on the electrode microstructure, current density distribution, and applied current. It has been demonstrated that a low porosity of the porous electrode leads to larger potential gradients in the electrolyte but has less influence on the electric potential gradients in the electrode. Jiang et al.\cite{89} conducted simulations of the electric potential in the electrolyte and electrode for a thin and thick electrode, where the thick electrode showed much larger electrolyte potential gradients. Xu et al.\cite{84} simulated the electric potential profiles at the end of galvanostatic discharging with different C-rates and electrode thicknesses. The electric potential was relatively homogeneous across the electrode thickness at different currents for thin electrodes. However, for thick electrodes, the electric potential showed larger gradients at high C-rates. Ori-Okaz et al.\cite{93} compared the ionic and electronic potential distribution for high porosity and low porosity electrodes, as shown in Figure 7. It can be seen that the electronic potential distribution is rather pronounced with respect to the porosity. Contrastingly, significant changes in the ionic potential distribution are observed. Richardson et al.\cite{94} used the P2D-model to simulate the electric potential at high C rates. The results showed that the electric potential in the electrode continuously varied with...
time while the electric potential in the electrode approached steady-state rapidly.

**Reaction Rate Distribution:** The active materials and conducting additives constitute the electronically conductive network of porous electrodes in LIBs. The charge-transfer reaction takes place at the interface of the active material and electrolyte. However, due to the geometry, (micro)structure, physical, and electrochemical properties of the porous electrodes and electrolyte, the charge-transfer reaction does not occur uniformly across the porous electrodes. The distribution of the charge-transfer reaction along the electrode thickness is usually found to be non-uniform and is often denoted as reaction rate distribution. Reaction rate distribution sometimes also refers to the reaction distribution, reaction flux, or pore wall flux distribution.\(^{26-27,96-97}\)

Electronic current distribution in the electrode and ionic current distribution in the electrolyte can be easily derived from the reaction rate distribution (Equations (4–6) and (10–11)).

The reaction rate distribution is critically important for LIBs. It determines the electrochemical performance, battery overpotential, battery aging, heat, and stress generation. The numerous interrelations make it challenging to investigate the reaction rate distribution. Porous electrode models present an alternative for analyzing the reaction rate distribution in rechargeable batteries.\(^{50}\) Newman and coworkers\(^{26,98}\) proposed four dimensionless ratios to determine the reaction rate distribution across porous electrodes, namely the dimensionless current density (Equation (15)), the dimensionless exchange current (Equation (16)), the ratio of charge-transfer coefficients (Equation (17)), and the ratio of effective conductivities in the electrolyte and electrode (Equation (18)), according to

\[
I_{\text{diss}} = \frac{\alpha_a F I L}{RT} \left( \frac{1}{\kappa^{\text{eff}}} + \frac{1}{\sigma^{\text{eff}}} \right)
\]

\[
i_{\text{diss}}^0 = (\alpha_a + \alpha_c) \frac{F a}{RT} \left( \frac{1}{\kappa^{\text{eff}}} + \frac{1}{\sigma^{\text{eff}}} \right)
\]

\[
\frac{\alpha_a}{\alpha_c}
\]

\[
\kappa^{\text{eff}} / \sigma^{\text{eff}}
\]

where \(I_{\text{diss}}\) or \(i_{\text{diss}}^0\) are the dimensionless current density and dimensionless exchange current density, \(\alpha_a\) and \(\alpha_c\) are the anodic and cathodic charge-transfer coefficients, \(a\) the specific area of the porous electrode, \(I\) the applied current density, \(L\) the porous electrode thickness, \(i^0\) the exchange current density, \(\kappa^{\text{eff}}\) and \(\sigma^{\text{eff}}\) the effective ionic and electronic conductivity. \(R\), \(T\), and \(F\) are the gas constant, the temperature in Kelvin, and Faraday’s constant, respectively. Note that the “effective conductivity” refers to the actual electronic and ionic pathway in the porous electrodes. When either the value of \(I_{\text{diss}}\) or \(i_{\text{diss}}^0\) is large, the reaction rate distribution is not uniform. The ratio of the effective conductivity \((\kappa^{\text{eff}}/\sigma^{\text{eff}})\) determines where the charge-transfer reaction predominantly occurs: at the separator interface, the current collector interface, or simultaneously at both interfaces. However, these four dimensionless ratios are applied under two assumptions. The first can be interpreted as an absence of concentration gradients in the electrolyte and electrodes. The second presumes a constant surface potential. Note that the surface potential refers to the equilibrium potential at the surface of the electrodes.

In the applications to LIBs, these two assumptions usually do not hold. Only at the first moment after switching on the current and assuming that the battery was in equilibrium before, Equations (15–18) can be applied to determine the reaction rate distribution. Further analytical equations can be derived in this specific case. For example, the Tafel approximation\(^{41}\) has been applied to the Butler–Volmer equation at high overpotentials to derive analytical equations for the reaction rate or current distribution without considering concentration gradients in the solution and electrodes. In ref. \(^{99}\) a linear approximation was applied to the Butler–Volmer equation at low overpotentials. A general solution has been written as an inverse Laplace transform. Furthermore, an asymptotical expression for short time intervals was found. Chen et al.\(^{100}\) applied the porous electrode model and analytically derived the reaction rate distribution at short times and low overpotentials. It was interestingly shown that small values of the effective electronic and ionic conductivity shift the reaction rate from the separator interface to the current collector interface. It was also discovered that an increase of the key parameters above a particular value, called saturation value, would not lead to considerable changes in the reaction rate distribution.

During long-time operation, concentration gradients in the electrolyte and electrodes are developed. The surface potential is not constant anymore and the conclusions based on Equations (15–18) no longer hold. However, numerical analyses based on the P2D model can still be performed. Wang et al.\(^{101}\) simulated the local current density distribution inside a porous LFP electrode during the operation of a Li/LFP cell. A small electronic conductivity was used in the simulations, leading to a dominant charge-transfer reaction near the current collector at the beginning of the current applied. A reaction front formed near the current collector subsequently propagates towards the separator interface. That happened because the particles near the current collector had already reached their fully discharged state, and lithium ions could no longer be inserted. The reaction front moves towards the separator region to satisfy the charge balance condition. Similar behavior was later experimentally confirmed by Rittweger et al.\(^{78}\) and denoted as the “intercalation frontier”. Tang et al.\(^{97}\) investigated the influence of the effective electronic and ionic conductivities on the reaction rate distribution by numerical simulations. They demonstrated that the effective electronic and ionic conductivity values strongly influenced the local reaction rate and, consequently, the local current density. Wang et al.\(^{96}\) numerically showed that the intrinsic thermodynamic behavior of the electrode materials, namely the equilibrium potential, also influenced the reaction inhomogeneity. The slopes in the equilibrium voltage curves mitigated the reaction inhomogeneity. In contrast, the flat parts of the equilibrium voltage curves increased the reaction inhomogeneity.

Chen et al.\(^{92}\) presented a further detailed investigation on the reaction distribution, as shown in Figure 8. They concluded that two factors influence the reaction rate distribution at long-time scales: thermodynamic (Figure 8a) and kinetic (Figure 8b).
factors. The kinetic factor refers to the charge-transfer reaction heterogeneity, which causes the non-uniform utilization of porous electrodes. The thermodynamic factor refers to the OCV of the cell. The plateaus of the OCV curve tend to make the electrode utilization even more non-uniform. In contrast, the sloping parts make the electrode utilization more uniform. The voltage transitions from the plateaus to the sloping parts of the OCV curve generate the waves of the reaction distribution. The thermodynamic and kinetic factors are coupled and influence in this way the reaction distribution at longer time scales.

3.1.2. Optimization of Electrode and Electrolyte Design

Commercial LIBs operate under various conditions and are often optimally designed for either high-energy or high-power applications. For portable electronics and mobile-phone applications, batteries need to provide as much energy as possible to extend the operation time within a single charge. Batteries need to endure high currents for power tools and reduce the voltage drop to deliver sufficient power. For the recently emerging EV market, the batteries must provide both a high-energy and high-power density to ensure a long-time driving range and quick short-time acceleration. In addition, a high-rate capability is also highly needed to meet the fast-charging demands for EVs. However, intrinsic limitations, such as diffusion in the electrolyte and electrodes, ohmic and kinetic resistances, cause difficulties in achieving the required power and energy density simultaneously. Therefore, it is vital to consider high energy/power demands in different scenarios for battery designs. The important factors that should be considered are electrode compositions, mass-loading density, electrode porosities, current collectors, separators, electrolytes, and connection tags.

Due to these multi-influencing factors, a trade-off strategy is usually applied to reach the maximum utilization of batteries in a specific situation. The P2D model can be used to clarify the complicated relationships between the battery performance and various battery parameters. Xu et al. simulated the effect of the electrode thickness on the battery performance. They showed that the electrode thickness hardly affects the electrode utilization at low C-rates. Thick electrodes significantly reduce, however, the utilization at high C-rates due to the ohmic polarization and the transport limitation in the electrolyte. To maximize the battery energy density at various C-rates, De et al. adopted a P2D model to optimize the battery design considering several battery parameters. It was concluded that lower porosities and larger electrode thicknesses were preferred to achieve the maximum energy at low discharge rates. For high C-rates, larger porosities and thinner electrodes were beneficial to reduce the mass transfer limitations within LIBs.

Mei et al. investigated the effects of the electrode thickness, the volume fraction of the active material in the electrodes, and particle size on both the energy and power density. It was reported that the increasing electrode thickness and volume fraction of active materials increased the battery energy density but also increased the polarization and, consequently, the heat generation. Small particles helped to increase both the energy and power density. Taleghani et al. studied the effects
of porosity and multiple particles size distribution on the battery performance by using the P2D model. The maximum specific energy can be obtained at a porosity of 0.55 while retaining the specific power for the Li/PEO$_x$-LiClF$_6$SO$_2$/TiS$_2$ battery system. Increasing the fraction of small particles increased the cell voltage and decreased the total polarization. That was more pronounced at high C-rates.

Multi-parameter optimization usually causes an enormous computation burden, especially when many battery parameters are used as input. Several approaches have been proposed to reduce the computing time and optimize the battery design under the framework of a P2D model, such as analytical derivations and parallel computation techniques. Wang and Tang$^{[10]}$ developed an efficient analytical model to evaluate the battery performance with different parameter sets. Their simulation results showed a close resemblance to the complete P2D model simulations. Figure 9a,b shows the calculated specific capacity ($Q_{W}$) of LNCM/Li half-cells and LNCM/C$_6$ complete batteries as a function of cathode thickness ($L_{\text{cat}}$) and porosity ($c_{\text{cat}}$). The maximum capacity can be extracted from both the analytical model and the P2D model. For porous electrodes used in a half-cell configuration, the rate performance is better than those used in a complete battery. For a better rate performance of thick electrodes, the adoption of active materials with a flat OCV curve, that is, LiFePO$_4$ and Li$_4$Ti$_5$O$_{12}$, should be avoided. Thermodynamically, this is because flat OCV intensifies the inhomogeneous utilization of active materials so as to decrease the energy and power density. This phenomenon will be even more pronounced at high C-rates.

However, other solutions from a kinetic perspective can be made to alleviate these restrictions, such as increasing the porosity and decreasing the electrode particle size to increase mass transport at the porous electrode.$^{[108]}$ Liu et al.$^{[112]}$ applied a modified Elitist Non-Dominated Sorting Genetic Algorithm to perform multi-objective and multi-parameter optimization of a complete P2D model. With the help of parallel computing, the computational cost has been significantly reduced. A sensitivity analysis suggested that a thinner electrode and smaller particle size can improve the battery performance. The optimized parameter set also showed a better cycling performance with fewer discharge capacity losses. Hui et al.$^{[113]}$ related two optimized electrode parameters (porosity and capacity loading) to the operating conditions and electrode/electrolyte properties. These simulations provided a guideline for manufacturing porous electrodes. They demonstrated that the electrode porosity mainly influenced the battery design at low C-rates. The tortuosity was also found to be an important parameter, influencing the optimized electrode porosity and capacity loading density.

In general, the intrinsic limitations of physical and (electro) chemical processes caused by the active electrode material and electrolyte cannot be avoided. Still, they can be mitigated through optimal battery design. The diffusion limitations in the electrolyte can be reduced by increasing the porosity and decreasing the thickness of the porous electrode. Adapting a novel salt or changing the solvent composition of the electrolyte is also an option.$^{[114]}$ Diffusion limitations in the electrodes can be mitigated by reducing the particle size. Optimizing synthesis conditions or fine-tuning the crystal structure of the material can be helpful.$^{[115]}$ Ohmic resistance limitations can also be reduced by increasing both the electrolyte ionic and electrode electronic conductivity. Surface-coating of the active materials and adding appropriate conducting additives will increase the electrode electronic conductivity further. Adjusting the electrolyte composition will change the electrolyte ionic conductivity.$^{[114]}$ Kinetic limitations can be adjusted by changing the composition of the electrode/electrolyte interfaces. For high-energy batteries, thick electrodes with minor porosity can be adopted. For high-power batteries, thin electrodes with appropriate porosity and small particle size must be considered.

### 3.1.3. Blending Active Materials

To optimize the energy/power density and other battery properties, such as thermal and cycling stability, blending two or more active materials into one electrode is a promising approach.$^{[116,117]}$ For the cathode, various combinations have been applied, such as blends of spinel (LiMn$_2$O$_4$) and layered oxides (LCO, LNCM, etc.), blends of olivine (LFP, LiMnPO$_4$),...
and layered oxides. For the anode, graphite (C₆) mixed with silicon (Si) is a frequently used combination. By blending two or more active materials, the merits and disadvantages of the parent materials can be tailored to meet specific application scenarios such as, for example, fast charging by combining graphite with hard carbon; high energy/power density, and lower cost by combining spinel LiMn₂O₄ and layered oxides; high energy/power density, and thermal stability by combining olivine LFP and layered oxides. The P2D model can also be applied to simulate blending active materials in a porous electrode. The electrochemical performance of each active material in a blended electrode can be separately modeled. Two (or multiple) parameter sets need to be applied to the several processes in the P2D model. These processes include ionic diffusion inside the active material, charge-transfer at the electrode/electrolyte interfaces, etc. Lory et al. applied a P2D model to blend electrodes, consisting of a SiC composite and graphite as active material. Note that the SiC composite in this paper is composed of approximately 100 nm silicon flakes embedded in a carbon conducting matrix. Figure 10 shows the capacity ratio of Si, carbon, and graphite in the negative electrode as a function of SoC at 0.05C (dis)charging. A competing reaction among graphite, Si, and carbon in SiC composite was reported. During lithiation, the capacity transferred to Si (red curve in Figure 10) was leading carbon in SiC composite was reported. During delithiation, the opposite occurred as the capacity of Si almost remained unchanged from 100% to 50% SoC, while the capacity of graphite and carbon decreased first. After the carbon and graphite had been fully delithiated, Si took over. This demonstrates that Si dominates the lithiated reaction during the initial stages of charging, followed by that of graphite and carbon. In contrast, Li extraction occurs preferentially at graphite and carbon, followed by that of Si. This behavior has also been observed in experiments. The different (de)lithiation equilibrium potentials of graphite and Si are responsible for these observations. At high C-rates, the SoC range of the dominant Si reaction during lithiation is reduced slightly in line with the offset of the electrode potentials. Chen et al. used the P2D model to analyze the fast charging capability of a graphite/hard carbon composite anode. Their simulations confirmed that the improved homogeneity of the reaction current distribution of these composite anodes, enabling significant improvements in fast charging. In addition, they showed that subtle differences in local microstructures influenced the local current density and affected the charging capability. Appian et al. simulated the electrochemical performance of Li-ion cells with a mixed LiMn₂O₄–LiNi₀.6Co₀.2Mn₀.2O₂ cathode. Pure LiNi₀.6Co₀.2Mn₀.2O₂ electrodes combined high specific energy with low specific power and good cycling stability. Pure LiMn₂O₄, on the other hand, showed high specific energy and high specific power but suffered from large capacity fading during cycling. Tuning the ratio of LiMn₂O₄ and LiNi₀.6Co₀.2Mn₀.2O₂ optimized both the electrode-specific energy/power and cycling stability. Dai et al. used a P2D model to analyze the stress effects on mixed LiMn₂O₄–LiNi₀.6Co₀.2Mn₀.2O₂ electrodes. They showed that adding LiNi₀.5Co₀.2Al₀.3O₂ to LiMn₂O₄ also reduced the stress-induced at the end of discharge.

In addition to modeling electrodes with different kinds of active materials, simulating the same active materials with different particle geometries might also be very useful to further optimize the electrode performance. It was found that small particles are preferred for fast charging as compared to the larger particles. This effect is related to Li diffusion inside electrodes. Large particles have longer diffusion pathways, increasing the concentration and kinetic polarization. Optimizing the particle size in porous electrodes will help to maximize the energy and power density and fast charging capability.

3.2. Overpotential and Impedance Modeling

Overpotential (η), or overvoltage, is one of the essential characteristics influencing battery performance. The overall overpotential is determined by all physical and (electro)chemical processes occurring inside batteries, including the charge-transfer reactions, transport, adsorption of reactants, desorption, transport of reaction products, electronic conduction, etc. These complex processes make it difficult to investigate the overall overpotential and its components. Overpotential simulations based on P2D models are convenient for relating the individual contribution of these processes and provide insights in optimizing the battery design. Dividing the overpotential by the applied current gives the battery impedance. Measuring impedance responses is useful to characterize the physical and (electro)chemical processes inside batteries. Interpreting impedance responses, therefore, has great significance for understanding these processes and overpotentials. Using P2D-based models has the advantage...
of physically quantifying the influence of multiple processes on the impedance response. This section reviews the applications of P2D-based models to the overpotential and impedance modeling.

### 3.2.1. Overpotential Modeling

The overpotential is defined as the additional potential needed to drive an electrochemical reaction at a given current.\(^{[49]}\) For battery applications, the overpotential is mathematically expressed as the deviation of the battery operating voltage (\(V_{\text{bat}}\)) from its equilibrium potential (\(U_{\text{eq}}\)), according to

\[
\eta_{\text{bat}} = V_{\text{bat}} - U_{\text{eq}} \tag{19}
\]

The overpotential creates an additional increase or decrease in the battery output voltage during charging and discharging, respectively. High overpotentials will reduce the battery power and energy density and induce intensive heat generation, incurring serious safety hazards.\(^{[128]}\)

Before reviewing overpotential modeling, the difference between planar electrode overpotential, porous electrode overpotential, and battery overpotential needs to be introduced. Figure 11a shows a schematic illustration of a planar electrode reaction, where the electrochemical reaction distributes only at the surface of this electrode. In this case, electrons act as charge carriers crossing the electrode/electrolyte interface. The overpotential of this planar electrode involves the diffusion overpotential, chemical reaction overpotential, and the charge-transfer overpotential.\(^{[49,129]}\)
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**Figure 11.** a) Schematic illustration of a planar electrode reaction, revealing the origin of the various overpotential components.\(^{[49]}\) b) Schematic illustration of a porous electrode reaction in a LIB, indicating multiple electronic and ionic transport processes. c) Multiple overpotential components across LFP/Li cells using a P2D-model.\(^{[137]}\) d) Overpotential analysis of a graphite-based porous electrode/Li cell during delithiation at 1.4C.\(^{[141]}\) The symbols are from measurements, and lines are obtained from simulations. \(\eta_{\text{bat}}\) is battery total overpotential. \(\eta_{1}\) represents electrolyte concentration overpotential, \(\eta_{2}\) represents the diffusion induced overpotential in electrode, \(\eta_{3}\) is non-uniform reaction induced overpotential. The summation of \(\eta_{1} + \eta_{2}\) represents the kinetic overpotential. \(\eta_{3}\) and \(\eta_{4}\) refer to the ohmic overpotential in the electrode and electrolyte. a) Reproduced with permission.\(^{[49]}\) Copyright 2001, John Wiley and Sons. c) Reproduced with permission.\(^{[137]}\) Copyright 2001, IOP Publishing. d) Reproduced under the terms of the CC BY 4.0 license.\(^{[141]}\) Copyright 2021, The Authors, published by Elsevier.
concentration overpotential. The charge-transfer overpotential reflects the driving force for the charge carriers crossing the electrode/electrolyte interface. The charge-transfer reaction kinetics strongly depend on the electrode potential. In contrast, chemical reactions depend on the (intermediate) reactant or product concentration.[129] When Li-ions are involved in the charge-transfer reactions in LIBs, the electrode composition changes during (de)intercalation. In this case, additional diffusion overpotential inside the electrode needs to be considered, representing concentration differences inside the electrodes. The potential drop across the solid–electrolyte-interface (SEI), formed at the surface of the electrodes, also poses an additional source of overpotential. This potential drop has recently been recognized as an important property for understanding the nature of passivation layers and shed more light on optimizing interfacial engineering for better LIBs.[130,131]

In the case of a porous electrode, the overpotential will be even more complicated. Figure 11b schematically shows a porous electrode in a LIB, where all the active materials are electronically connected by conducting additives, and the pores are filled with liquid electrolyte. The electrochemical reaction distributes all over the surface of the active materials. The concentration overpotential in the electrolyte, charge-transfer overpotential, and diffusion overpotential in the solid exists over the entire active electrode surface. The ohmic overpotential also appears because of the connecting issues among the current collector, active materials, and conducting additives. However, the overall overpotential cannot simply be obtained by adding up all these overpotential components since the electrochemical reactions at different positions inside the porous electrode can be thought of as connected in parallel. Besides, the charge-transfer reactions distribute heterogeneously across the whole surface areas of the active materials, making it even more complicated to investigate the overpotential.

Battery overpotential, in principle, is the combination of all overpotential components inside this battery, including overpotential from two (porous) electrodes, mass transport overpotentials in the bulk electrolyte and electrodes, as well as ohmic overpotentials in the electrolyte and electrode. The critical point is that the electrode overpotential only reflects the deviation from equilibrium at the electrode/electrolyte interface. In contrast, the battery overpotential reflects all deviations from equilibrium inside the battery, including interface regions and bulk regions in the electrodes and electrolyte.

Adopting porous electrodes in LIBs makes it more challenging to characterize the various battery overpotential components. Using physical-based models is, therefore, helpful in distinguishing various types of battery overpotentials and understanding the overpotential behaviors.[42,53,112–141] The P2D model has been adopted to study the various above-described overpotential components.[134–142] These models enable an investigation of the spatial distribution of overpotential components inside porous electrodes and electrolyte regions and give critical insight into the origin of the individual overpotential terms. Chandrasekaran[134] simulated the total overpotential of an 18650-type cell, which was split into salt concentration overpotential, ohmic overpotential, and charger-transfer overpotential. The contributions from various overpotential terms were dependent on the storage capacity (or SoC) and C-rates.

The charge-transfer overpotentials in both electrodes were, in general, found to be the dominating factors during discharging. These results were further used in the fast charging analysis for a C/liquid electrolyte/LiNiMnCoO2 battery at room temperature.[142] The overpotentials arising from the positive and negative porous electrodes accounted for 36% and 57% of the total overpotential, respectively. The overpotential from the separator region contributed to only 7% of the total overpotential at the end of 2 C charging. Reducing overpotentials is critical for cell design and operating condition optimization under various fast charging scenarios.

Srinivasan et al.[137] described the overpotential components across a Li/LFP cell using a P2D model. Overpotentials induced by the solution resistance, contact resistance, matrix resistance, charge-transfer resistance, and diffusion resistance in the electrode explained the total overpotential drop during battery discharge, as shown in Figure 11c. Note that the contact resistance stands for the resistance between the current collector and the porous electrode. Matrix resistance in this paper refers to the resistance across the porous electrode. Both the contact and so-called matrix resistance played a significant role in the total voltage drop. These resistances were caused by the electronic and ionic transports in the porous electrodes. The solution resistance and kinetic resistance only played a minor effect. Diffusion resistance appeared to be important at the end of discharge. It was proposed to eliminate the contact resistance by using carbon coatings at both the current collectors and electrode particle surface and adding conducting fillers to the porous electrode. Reducing the electrode particle size was also suggested to facilitate the solid-state ionic transport and reduce the matrix resistance.

Chen et al.[144] considered four overpotential components associated with the Li+–concentration overpotential in the electrolyte ($\eta_1^c$), the Li concentration overpotential in the solid ($\eta_1^s$), the kinetic overpotential ($\eta_2^c$), and the ohmic overpotential ($\eta_2^s + \eta_3^s$) for a graphite-based porous electrode/Li cell using a P2D model. The simulations are shown in Figure 11d. The electrolyte ohmic overpotential was most dominant, followed by the charge-transfer overpotential. These overpotential components showed fluctuations during operation due to fluctuations of the reaction distribution inside the porous electrode, which further caused the local charge-transfer reaction rate to change and influence the overpotential components.

Quarti and Bessler[140] deconvoluted the total overpotential into ohmic resistance of the current collector and in the electrolyte, the electrolyte concentration overpotential, Li concentrations in the solid electrodes, and activation (charge-transfer) overpotentials for a cell composed of an NCA/LCO blended cathode and a graphite anode. All these overpotential terms showed nonlinear variations with C-rates, SoC, and ambient temperatures. At 20 °C, the overpotential contributions of the cathode were dominant at low C-rates. In contrast, the overpotential contributions corresponding to the anode were dominant at higher C-rates. The ohmic overpotential, related to the current collector and electrolyte, became more important at higher temperatures.

It is worth mentioning that adopting porous electrodes makes it challenging to analyze battery overpotentials due to the heterogeneous and reaction distributions, which leads to dynamic changes in all overpotential components.[141] To reduce the complexity and avoid unnecessary calculations of all overpotential
terms, normalized\textsuperscript{[136]} or uniform\textsuperscript{[138]} reaction rate distribution has been applied to the P2D model, where the local reaction rate keeps constant during operation. Battery overpotential analysis is still challenging when the current and reaction rate distribution inside porous electrodes fluctuate during operation.

3.2.2. Impedance Response Modeling

The impedance is defined as the resistance to the current flow when an alternating-current (AC) signal is applied to the circuit.\textsuperscript{[143]} Impedance is normally a function of the frequency of the AC signal. The set of impedances for all applied frequencies is called the impedance spectrum. Electrochemical impedance spectroscopy (EIS) has been proven to be a powerful technique for investigating the impedance responses of electrochemical storage reactions. This technique can characterize electrochemical and physical phenomena (ionic transport, solid-phase diffusion, charge-transfer process) occurring inside batteries by investigating the frequency-dependent characteristics. In this technique, a small sinusoidal perturbation is applied to the battery. The resulting response is measured for a set of fixed frequencies. The impedance is then calculated according to

\[
Z(\omega) = \frac{\eta_{\text{vol}}(\omega)}{I(\omega)}
\]

where \(Z(\omega)\) denotes the impedance of the processes between the two connecting electrodes, \(I(\omega)\) represents the applied current, and \(\eta_{\text{vol}}(\omega)\) the overpotential as a function of frequency. Two types of plots are often used to illustrate impedance spectra.\textsuperscript{[143]} Bode plots show the phase shift and magnitude of the impedance as a function of applied frequency in logarithmic coordinates. Nyquist plots give the real and imaginary parts of the impedance in Cartesian coordinates. Nyquist plots are frequently used for LIBs to investigate the reaction mechanisms.

After obtaining the impedance spectra, analysis and interpretation need to be performed. Model-based methods are often used. One of the most commonly used models is the ECM. Although an ECM is often rather simple, generic, widely available in commercial software, and provides meaningful analysis, this approach suffers from polysemy, implying that EIS experimental data can be fitted by several different types of ECM.\textsuperscript{[144]} This may lead to uncertain and subjective conclusions.

P2D-based models provide an interesting alternative for EIS modeling and analysis. The original P2D model (Table 1) uses Butler–Volmer charge-transfer kinetics to describe a simplified electrode reaction without considering interface effects such as adsorption and the electrochemical double layer, as visualized in Figure 12a. At such a simplified electrode/electrolyte interface, the electric potential of the electrode directly jumps to the electric potential of the electrolyte without any interface charging. Based on the classical concept of the Gouy–Chapman–Stern model, space charges at the electrode/electrolyte interface constitute electrons at the electrode surface, which is counterbalanced by specifically adsorbed ionic charges in the inner Helmholtz or Stern plane at the electrolyte side.\textsuperscript{[145]} This charge separation leads to the capacitive behavior of the electrode/electrolyte interface, and the surface potential behaves differently from that of the simplified case (Figure 12b). However, such a detailed electrode interface model makes the description and simulation of the impedance response rather complicated. A simplified electrode interface is therefore often adopted to reduce the complexity and to describe the capacitive behavior. In this approach, the specifically adsorbed charges are ignored. Still, the space charge changes at the electrode/electrolyte interface are considered (Figure 12c). For the electrode surface covered by SEI, the space charge plays an important role in altering the electronic and ionic transport properties in the interfacial region.\textsuperscript{[130,131]} As a consequence, an additional equation combining the Faradaic (de)intercalation current and non-faradaic electrical-double-layer current is added to the P2D model,\textsuperscript{[146–149]} which replaces Equation (11) in Table 1, according to

\[
\frac{\partial i_b}{\partial x} = aFj_b + aC_{dl} \frac{\partial (\Phi_b - \Phi_d)}{\partial t}
\]

where \(C_{dl}\) is the electrical double-layer capacitance, and the other symbols have the same meaning as in traditional P2D models, which can be found in Table S1 (Supporting Information). If both the electrode/SEI film and the SEI film/electrolyte interface are considered, Equation (21) should be modified by considering two electrical double-layer currents.\textsuperscript{[150]}

EIS simulations, using P2D-based models, have been implemented in the form of either analytical solutions\textsuperscript{[145–147,149–153]} or numerical solutions.\textsuperscript{[145,148,150,154,155]} Several procedures have been applied to obtain analytical solutions. Due to the small amplitude of the input signal, the Butler–Volmer expression has been linearized to reduce the complexity.\textsuperscript{[150–152]} Via Laplace-transform or Fourier-transform techniques,\textsuperscript{[144,146,147,150–152]} a system of non-linear differential equations have been derived as a result of conversion from the time- to the frequency domain, which led to the analytical expressions for the impedance. In the numerical solution case, the input signal, for example, sinusoidal current, is supplied to the P2D-based models, and the output signal, that is, the resulted overpotential, is calculated numerically. Then the impedance is obtained according to Equation (20). The difference between the analytical solution and the numerical solution is that the analytical solution gives an explicit expression for impedance. In contrast, the numerical solution only gives the numerical result. Both these techniques are based on the porous electrode model.

By analytical expressions or numerical model responses, EIS data has been investigated. Huang et al.\textsuperscript{[155]} developed a full impedance model based on the concentrated solution theory and porous electrode model. Four simplified limiting cases are obtained under several assumptions and approximations. Lateral and cross-sectional inhomogeneities of porous electrodes were also considered. For insertion-type electrode reaction in LIBs (Figure 12d), the EIS characteristics at high frequencies show a cross-point with the real axis, which is due to the ohmic resistance. The semi-circle at the high-to-medium frequencies is due to the charge-transfer reaction coupled with the electrical double layer. Note that a 45° inclining line preceding the semi-circle at high frequencies is due to the distributed charge-transfer reaction impedance throughout the porous electrode.\textsuperscript{[147,149]} The features at the medium-to-low frequencies...
are caused by the ionic diffusion in the porous electrodes and electrolyte.

Gruet et al.\cite{152} derived an analytical solution for a P2D model of a porous electrode. They studied the dependency of the impedance on SoC and electrode geometrical parameters (Figure 12e,f). The charge-transfer resistance first decreases and subsequently increases with SoC, revealing a minimum at around 50% SoC. Large particle size electrodes increase the charge-transfer resistance and influence the EIS curve in the low-frequency range by enlarging the particle diffusion length (Figure 12e). The electrode porosity also influences the electrolyte ohmic resistance at high frequencies and the ionic diffusion in the electrolyte at low frequencies (Figure 12f). The charge-transfer resistance is also influenced by the electrolyte and binder volume ratio. Optimizing the electrolyte and binder volume ratio leads to the best use of active electrode materials. Kong et al.\cite{153} derived a set of closed-form equations for the cell impedance and other electrochemical variables based on a P2D model, including electrolyte concentration, electrolyte potential, solid potential, and solid surface concentration. It was shown

Figure 12. a–c) Schematic representation of the electrode potential at electrode/electrolyte interfaces.\cite{145} Red areas indicate the electrode region and blue the electrolyte region. a) The Butler–Volmer approach does not consider charges at the interface. b) More detailed representation of the electrode/electrolyte interface, considering specifically adsorbed species (green area) and screening counter charges at the surface of the electrode (dark red) and in the electrolyte (dark blue). c) Reduced electrode/electrolyte interface considering the surface charge in the electrode and screening charge in the electrolyte. d) Typical examples of impedance spectra for a porous electrode with insertion-type reactions.\cite{151} Impedance simulations of porous graphite electrodes in contact with electrolyte with e) various particle sizes and f) electrode porosities.\cite{152} a–c) Reproduced with permission.\cite{145} Copyright 2019, Royal Society of Chemistry. d) Reproduced with permission.\cite{151} Copyright 2016, IOP Publishing. e,f) Reproduced with permission.\cite{152} Copyright 2019, Elsevier.
that not only the battery voltage showed a phase shift with respect to the sinusoidal input current but also many other electrochemical variables. The closed-form equations exhibited the same output for the impedance as the full-order P2D model with much faster calculations. Cooper et al.\cite{156} studied the influence of microstructures on the impedance in porous electrodes. It was shown that the pore shape influenced the impedance in the low and high-frequency ranges.

P2D-based EIS models can not only explain the impedance responses but can also be applied for short-circuit indication, temperature indication, and aging. Kong et al.\cite{155} used the impedance response from a P2D-model to detect and predict the internal micro-short-circuits inside LIBs. The electronic conductivity of the separator was determined as a strong indication for internal short-circuits, which influence the EIS spectra in the low and moderate frequency range. Murbach et al.\cite{157,158} extended the P2D-model to simulate second and third harmonic spectra, allowing them to explore the dependency on the kinetics, mass-transport, and thermodynamic parameters. The second harmonic was sensitive to the charge-transfer coefficient, whereas the EIS results were not. Impedance changes have been used as a method of temperature indication\cite{159} and have also been interpreted by P2D-based impedance modeling.\cite{160} The contribution of various physical parameters, such as ion mobility, electrical double layer capacitance, permittivity, and ionic diffusion coefficient, was analyzed. Impedance measurements have also been used to investigate battery aging.\cite{148,165} The C-rate and temperature dependence and other physical parameters have been investigated to visualize the relationship between battery aging and impedance variation.\cite{148,159}

With the help of physics-based P2D models, the impact of electrolyte-phase diffusion and solid diffusion was separated. It was concluded that the former played a dominant role in the aging of LIBs.\cite{166}

### 3.3. Temperature and Stress Modeling

Temperature and mechanical stress modeling can be performed in conjunction with the electrochemical modeling for LIBs. The overpotentials, simulated by the P2D-model, are essential for calculations of the temperature behavior. Concentration gradients trigger the formation of stress inside active electrode materials and serve as input for mechanical stress modeling. This section will review the temperature and stress simulations coupled with the P2D model.

#### 3.3.1. Temperature Modeling

Temperature is a crucial parameter that significantly influences the overall battery performance. All physical and electrochemical processes inside batteries are temperature-dependent. Li diffusion in the electrolyte and electrodes are accelerated at higher temperatures. The charge-transfer reactions are also more facile at high temperatures. Meanwhile, the electronic conductivity is suppressed as the electronic resistance is higher at elevated temperatures. Lithium plating has to be considered at low temperatures when the kinetics of both Li$^+$-diffusion and the charge-transfer reactions are depressed.\cite{164}

The literature considers three types of temperatures,\cite{163–165} the environment, battery surface, and internal battery temperatures. The environmental temperature refers to the ambient temperature of the media surrounding the battery. The surface temperature indicates the temperature at the surface of the battery, and the internal temperature refers to the temperature inside the batteries.\cite{164} When batteries rest for an extended period of time, the surface and internal temperatures will eventually equal the environmental temperature. However, during battery operation, these temperatures will deviate because of the heat generation, which includes reversible and irreversible heat, as shown in Figure 13a. Reversible heat refers to the entropic heat related to the entropy changes of the (electro) chemical reactions of both battery electrodes. Irreversible heat includes the heat-induced by the overpotentials of the various electrochemical reactions and the ohmic effect resulting from the current collectors, porous electrodes, and electrolyte.\cite{166}

The internal and surface temperature awareness is vital for optimizing the battery performance and protecting the battery from abuses and hazards. Measurements and simulations are used to monitor the internal and surface temperatures in real-time. Temperature measurements need additional hardware devices, such as thermistors, thermocouples, impedance measurements, and fiber Bragg-grating techniques.\cite{128} A detailed review of temperature-indicating methods can be found elsewhere.\cite{128} Temperature simulations can be easily performed using physics-based models. Combining measurements with simulations provides an accurate and robust method for real-time temperature indication. The following of this section will review the temperature models coupled with P2D-based models.

The energy conservation law has been coupled with a P2D-model to simulate the temperature evolution during battery operation.\cite{83,118,165–180} Such coupled models are called electrochemical-thermal (thermal-electrochemical) models. The additional equations are listed in Table 2. The energy conservation law and boundary condition are shown in Equation (22). The reversible heat source is given in Equations (23) and (24), referring to the entropic heat of the electrochemical charge-transfer reactions. The irreversible heat sources are given in Equations (25) to (30), including polarization heat, electrode ohmic heat, electrolyte ohmic heat, and current-collector ohmic heat. The reversible and irreversible heat generation can be calculated with the help of the P2D model.

According to the battery geometry and simulation objectives, the energy conservation law can be implemented in 0D, 1D, 2D, or 3D configurations. For 0D simulations, the conductive heat transfer is considered to be infinitely fast. Consequently, the whole battery has the same temperature. Temperature changes can directly be related to heat generation and dissipation.\cite{118,165,175,176,183} The thermal behavior of the battery is closely related to the ambient temperature and applied current. Figure 13b shows the 0D temperature evolution of a commercial cylindrical cell at various C-rates under the ambient temperature of 25 °C. The cell temperature deviates more from the ambient temperature at high C-rates.
For 1D applications, the temperature can be simulated along a single dimension, for example, the radial dimension of a cylindrical cell or the length dimension of a pouch cell. The apparent restrictiveness of such models has led to only a few publications. \[182\] 2D thermal modeling has been adopted for both cylindrical or pouch-type cells. \[167,177,178,183\] Figure 13c shows 2D temperature distributions from simulation (left-hand side) and infrared camera measurement (right-hand side) of surface temperature distributions for a pouch-type cell at the end of 5 C discharging. \[183\] The simulation matches well with the spatial distribution of the measured surface temperature. It can be seen that the positive tab has a higher temperature than the negative tab due to the higher resistivity of the aluminum current collector at the positive electrode. The cell body adjacent to the tab regions shows the highest temperature. This is because of the higher heat generation and lower heat dissipation in this region. Similar findings are also reported by Zhang et al. \[178\] for pouch-type LIBs.

Nie et al. \[167\] implemented a 2D thermal model into a P2D model for different types of cylindrical cells. It was shown that the highest temperature was located at the center of the cell, and the difference between the internal and surface temperatures increased with the current. For a given C-rate, the temperature at the cell’s surface increased as the battery radius increased. Somasundaram et al. \[177\] applied a 2D thermal model to a 18650-type cylindrical cell. They found that the temperature gradient decreased from the center to the cell’s surface. They also showed that reversible heat contributed mainly to the temperature rise at low C-rates. In contrast, the ohmic heat was
the largest contributor to the temperature at high C-rates. From these 2D simulations of temperatures, optimization of electrode and tab designs is suggested to reduce the heat generation and increase heat dissipation.\cite{178} These studies also benefit the rational design of the cooling system.

A 3D thermal model usually applies to batteries with pouch or cylindrical shapes. The heat is conducted among the stacked or winded cathode, anode, and separator layers.\cite{166,168,173,179,180} Saw et al.\cite{91} simulated the 3D temperature distribution inside a 18650-type cylindrical cell. The temperature distribution at the end of the 5 C charge and discharge is shown in Figure 13d. It can be seen that hot spots are located at the top and bottom of the cell as the larger ohmic heat generation at these two positions. A large temperature gradient exists across the cell in the axial direction. The temperature distribution in an axial direction is relatively uniform. These observations are because the heat generation is confined in the main body of the cell. The heat dissipation in the radial direction is higher than that in the axial direction. Lin et al.\cite{179} modeled 3D temperature distribution across the multi-layers of a pouch-type LIB. They indicated that the strong electrochemical inhomogeneity in the battery stack at high C-rates caused a high local heat generation. The temperature inside the pouch cell is higher than that at the surface. The temperature near the tap region is also higher than in other regions. Mei et al.\cite{173} reported that the positive electrode tab exhibits elevated temperature levels compared to that of the negative electrode because of its higher resistance and lower thermal conductivity of the Al current collector. Du et al.\cite{166} reported that irreversible heat generation played a dominant role in the battery temperature rise by adopting 3D thermal models. Larger particle sizes increased the irreversible heat generation, as polarization heat played a dominant effect in their investigated batteries.

### 3.3.2. Stress Modeling

Li insertion and extraction are usually accompanied by the volumetric changes of the active electrode materials\cite{185,186} due to lattice changes and phase transformations. During (de)intercalation, Li concentration gradients are built up inside the active electrode particles due to transport limitations, causing strain and stress. This stress is generated at the particle level and has been denoted as diffusion-induced stress (DIS).\cite{187} For isotropic spherical particles, Li insertion causes concentration gradients along the radial direction. That leads to high concentrations near the surface region (Li-rich) and low concentrations in the core region (Li-poor). Typically, high Li concentrations lead to compression, and low Li concentrations to tension.\cite{188} The difference in Li concentrations results in different internal volume changes, causing radical (\(\sigma_r\)) and tangential (\(\sigma_\theta\)) stresses (Figure 14a), along the diameter and perpendicular to the diameter direction, respectively. The stress generated by Li diffusion will, in turn, influence the Li diffusion inside the particles and intercalation kinetics at the particle surface.\cite{176,187–189} Furthermore, the volume changes of the active electrode particles also cause porosity changes and finally give rise to stress on the cell level because the cell is often enclosed in a rigid housing condition.\cite{190}

On a particle level, the DIS is treated analogously to thermal stress.\cite{189} The governing equations in spherical coordinates are listed in Table 3. The stress equilibrium equation and the corresponding boundary conditions are described by Equation (31). The stress-strain and strain-displacement relations are given by Equations (32) and (33), respectively. The differential equation of displacement is given by Equation (34). Solving these equations leads to radial (\(\sigma_r\) in Equation (36)) and tangential stress (\(\sigma_\theta\) in Equation (37)), both of which depend on

| Table 2. Governing equations in temperature modeling.\cite{166,167} The meaning of the symbols is listed in Table S1 (Supporting Information). |
|----------------------------------|------------------|
| **Governing equations** | **Eq.** |
| \(m = n, p\), where \(n\) represents the negative electrode, and \(p\) represents the positive electrode | |
| **Energy conservation** | \(\rho C_p \frac{\partial T}{\partial t} = \nabla \cdot (\lambda \nabla T) + Q_{re} + Q_{ir} \) |
| **Boundary condition** | \(-\lambda \nabla T = -h(T_{amb} - T) - \varepsilon \sigma (T_{amb} - T^4) \) |
| **Reversible heat** | \(Q_{re} = a T \Delta S_{m} \) |
| **Irreversible heat** | \(Q_{ir} = \nabla \cdot \nabla \Phi \cdot \nabla \Phi \cdot \Delta S_{m} \) |
| **Polarization heat** | \(Q_{p} = a_{0} f(T_{amb} - T) \) |
| **Total ohmic heat generated in the porous electrode** | \(Q_{ohm} = Q_{cc,m} + Q_{re,m} \) |
| **Ohmic heat generated in the electrolyte** | \(Q_{e} = \kappa_{eff} \nabla \Phi \cdot \nabla \Phi \cdot \nabla \Phi_{2,m} + \frac{2RT \kappa_{eff}}{F} \left[ t_s - \left| \frac{1}{2} \frac{\partial n_f}{\partial \Phi_{2,m}} \right| \right] \Psi (0.5) \cdot \nabla \Phi_{2,m} \) |
| **Ohmic heat generated in the electrode** | \(Q_{ohm} = \sigma_{eff} \nabla \Phi_{1,m} \cdot \nabla \Phi_{1,m} \) |
| **Current-collector ohm heat** | \(Q_{ohm} = \sigma_{ohm} \nabla \Phi_{ohm} \cdot \nabla \Phi_{ohm} \) |
the Li concentration. The hydrostatic stress ($\sigma_h$) in a spherical coordinate is given by Equation (38). The Li concentration gradients inside particles are thought to be the driving force for stress in mechanical models. The P2D model can be used to predict the Li concentration distribution inside the electrode particles.

Many studies discuss implementing the stress model in the P2D framework. Such models are called electrochemical-mechanical or mechanical–electrochemical models. Figure 14b,c show $\sigma_r$ and $\sigma_\theta$ along the particle radius direction for a graphite particle during 30 C delithiation. It can be seen that the stresses are built up rapidly after current application because of the evolution of concentration gradients inside particles. The radial stress $\sigma_r$ shows the maximum compressive stress at the center of particle and is zero at the particle surface. The tangential stress $\sigma_\theta$ shows a maximum compressive stress at the center and a maximum tensile stress at the particle surface. Figure 14d shows the stress at the particle surface across the thickness of the negative electrode at the end of discharging with various C-rates. Obviously, the stress level is higher in the particles near the separator interface ($x = 0$) than in the particles near the current collector interface ($x = 1$). The magnitude of stress within the electrode increases with discharge C-rates. These observations are because the utilization of active materials is non-uniform across the electrode thickness direction. Higher reaction rates take place near the separator interface, causing larger concentration gradients inside the active materials near this interface, eventually leading to a higher stress level. At high C-rates, higher concentration gradients cause larger stress level. These results indicate that particles near the separator interface have a higher possibility to develop microcracks or fracture. These generated stresses play a critical role in the mechanical performance of the electrode.
The meaning of symbols is listed in Table S1 (Supporting Information).

| Governing equation | Eq. |
|--------------------|-----|
| Equilibrium of stresses | \( \frac{d\sigma_r}{dr} + \frac{2}{r} (\sigma_r - \sigma_0) = 0 \) |
| Boundary conditions | \( \sigma_r \big|_{r=0} = \sigma_0 \), \( \sigma_r \big|_{r=R_c} = 0 \) |
| Stress–strain relations | \( \epsilon_r = \frac{1}{E_r} (\sigma_r - 2v\sigma_0) + \frac{\Omega_r}{E_r} (\epsilon_r - \epsilon_p) \) |
| Strain–displacement relations | \( \epsilon_r = \frac{du}{dr} \), \( \epsilon_0 = \frac{u}{r} \) |
| Displacement | \( \frac{d^2u}{dr^2} + \frac{2}{r} \frac{du}{dr} - \frac{2u}{r^2} = \frac{(1+v)\epsilon}{3} \frac{dc}{dr} \) |
| Radial stress | \( \sigma_r(r) = \frac{2\sigma E}{(1-v)} \left[ \frac{1}{R_p^3} \int_0^{R_p} \epsilon_r r^2 \, dr - \frac{1}{r^3} \int_0^r \epsilon_f r^2 \, dr \right] \) |
| Tangential stress | \( \sigma_0(r) = \frac{\sigma \epsilon}{(1-v)} \left[ \frac{1}{R_p^3} \int_0^{R_p} \epsilon_c r^2 \, dr + \frac{1}{r^3} \int_0^r \epsilon_f r^2 \, dr - \epsilon_1 \right] \) |
| Hydrostatic stress | \( \sigma_h(r) = \frac{1}{3} \left[ \frac{\sigma}{r} + 2\sigma_0(r) \right] \) |

Furthermore, thermal and mechanical models can be implemented simultaneously into the electrochemical P2D model.\cite{206,209,210} Such models can describe the temperature, stress, and electrochemical properties simultaneously.

### 3.4. Battery Aging Modeling

Degradation of batteries is related to undesirable (electro)chemical side reactions and mechanical degradation that leads to capacity decline and power fade.\cite{201} Various degradation mechanisms have been proposed and are experimentally validated so far. Figure 15a presents some well-accepted degradation mechanisms\cite{202} including SEI formation at graphite anodes, Li plating, transition metal dissolution from the cathode, active particle cracking, structural disordering, etc. Based on the existing aging literature and their impact on battery performance, these degradation mechanisms can be classified into two groups: i) loss of Li inventory (LLI) and ii) loss of active materials (LAM).\cite{202–205} LLI results from side reactions, such as the SEI formation reactions with the electrolyte solvent(s), irreversible Li plating, etc. These side reactions electrochemically consume active lithium, which is therefore no longer available for the basic intercalation reactions. It also results in shifting the anode and cathode voltage curves with respect to each other, causing decreases in the output battery voltage upon aging.\cite{202,206} LAM occurs in both cathodes and anodes due to particle cracking, loss of electrical contact, active site blocking, etc. Transition metal dissolution in cathode material also leads to LAM. LAM will cause a shrinking effect on the potential curves of both cathodes and anodes.\cite{202} In this section, the modeling of LLI and LAM coupled with the P2D model is reviewed.

#### 3.4.1. Modeling Li Losses

Over the years, Li losses have been considered to be one of the most dominant factors causing battery aging.\cite{209,210} The time-dependent SEI development and Li plating are the leading processes responsible for these losses.\cite{207,208,211} The SEI is a complex film formed at the surface of the anode active materials, such as graphite, silicon, alkali metal, etc. It grows extremely fast during the first charging (formation) cycles.\cite{212,213} The structure of SEI is complex, as schematically shown in Figure 15b. A compact inorganic inner layer is formed at the surface of the active material and is called inner SEI. The inner SEI layer is electronically insulating and ionically conducting, protecting the surface of the anode from solvent molecules penetration but permitting Li-ions transport. A porous, mostly organic, outer SEI layer is formed between the inner SEI and the electrolyte. It allows the transport of both Li-ions and electrolyte solvent molecules (S).\cite{207,214} The thickness of the inner SEI is in the range of several nanometers, and the outer SEI is of the order of tens to hundreds of nanometers.\cite{207} Equations (39–41) show possible electrochemical charge-transfer reactions involved in the SEI formation. One- or two-electrons transfer reactions have been reported to accompany.
for example, the reduction of EC-based electrolytes at graphite-based anodes.\textsuperscript{[214–216]}

\[
\text{EC} + \text{Li}^+ + e^- \rightarrow \text{C}_2\text{H}_4\text{OCO}_2^- + \text{Li}^+ \quad (39)
\]

\[
2\text{EC} + 2\text{Li}^+ + 2e^- \rightarrow (\text{CH}_2\text{OCO}_2\text{Li})_2(s) + \text{C}_2\text{H}_4(g) \quad (40)
\]

\[
\text{EC} + 2\text{Li}^+ + 2e^- \rightarrow \text{Li}_2\text{CO}_3(s) + \text{C}_2\text{H}_4(g) \quad (41)
\]

\[
\text{Li}^+ + e^- \rightarrow \text{Li} \quad (42)
\]

Electrochemical modeling of the SEI formation at anode surfaces dates back to Peled,\textsuperscript{[217,218]} who considered the transport of electrons through the (inner) SEI and obtained a parabolic rate of SEI growth, as shown in Equation (43a). Later, the electron tunneling mechanism was put forward to describe the possibility of electrons crossing the energy barrier of the insulating inner SEI. The other mentioned SEI formation is related to the early works of Broussely et al.,\textsuperscript{[219]} as represented by Equation (43b). Broussely assumed that tunneling current declines linearly with the inner SEI layer thickness. The rate of the SEI growth is also parabolic, though the exact expression is different from that of Peled. Diffusion-controlled growth of SEI on a planar electrode geometry has also considered and gives rise to a square root relation with respect to time.\textsuperscript{[130]} Subsequent investigations used an analytical solution of the quantum-mechanical tunneling problem to derive an expression for the SEI formation rate.\textsuperscript{[207,220]} Figure 15b shows an example of electrons hopping through the inner SEI while charging a graphite/LFP cell. Considering electron tunneling as the rate-determining step for the SEI formation, the capacity loss caused by the electron tunneling current was analytically derived,\textsuperscript{[207]} according to Equation (43c). The resulting capacity loss model was successfully applied to predict the cycle life of various types of LIBs.\textsuperscript{[207,221–223]}

![Figure 15. a) Typical degradation mechanisms in Li-ion batteries using graphite-based anodes.\textsuperscript{[202]} Schematic representation of the SEI formation mechanism by adopting the electron tunneling approach.\textsuperscript{[207]} c) Li plating and SEI formation mechanism.\textsuperscript{[208]} a) Reproduced under the terms of the CC BY 4.0 license.\textsuperscript{[202]} Copyright 2017, The Authors, published by Elsevier. b) Reproduced under the terms of the CC BY-NC-ND 4.0 license.\textsuperscript{[207]} Copyright 2015, The Authors, published by IOP Publishing. c) Reproduced with permission.\textsuperscript{[208]} Copyright 2017, Elsevier.]
In an alternative approach, the SEI formed at the surface of the electrode active materials is due to the diffusion of solvent molecules, as shown in Figure 15c. The reaction rate is described by the Butter-Volmer type equations, as shown in Equation (43d). This model was extensively used in describing the SEI evolution due to the convenience of relating the overpotential and solvent concentration.[208]

Once a stable SEI is formed, it will protect electrode materials from further severe corrosion and deterioration. However, due to the porous morphology of the outer SEI film, a small amount of electrolyte can still diffuse through the SEI layer and will be reduced at the electrode surface during cycling and storage, leading to a slow but ongoing SEI growth.[208] Following the SEI growth mechanism, the capacity loss exhibits a (nearly) square root dependence on time or output capacity.[224–226] In addition, high temperatures accelerate side reactions, enhancing the SEI formation rate and increasing the capacity loss.[227]

Another important source for LLI losses is Li-plating on graphite-based anodes, according to Equation (42). This reaction is initiated by charge-transfer or Li diffusion limitations.[81,228–230] Under charge-transfer limitations, Li plating occurs as soon as the anode electrode potential becomes close to 0 V or below versus Li^+/Li. When Li diffusion limitation occurs inside the anode, the Li diffusion rate is lower than the Li intercalation rate of the charge-transfer reaction. Both situations frequently occur when charging at high currents and/or at low temperatures.[229,231] Li plating may occur even at moderate C-rates and temperatures for aged batteries due to the deteriorated kinetics and active anode material losses.[232,233] In addition, other factors may lead to Li plating, such as temperature heterogeneity,[234] mechanical stress,[235] and inhomogeneous current and potential distribution.[236]

Li consumption caused by SEI formation is irreversible. It causes permanent capacity losses.[213] However, it was demonstrated that part of plated Li could intercalate back into the active parties during the relaxation and strip into the electrolyte at the subsequent discharging.[237,238] recovering part of the battery capacity, but these recovery processes show a dependence on the battery aging status.[233] In addition, plated Li may react with electrolytes to form new SEI or lose contact with the electrode matrix, causing irreversible losses of the active lithium.[208] When the SEI evolution is dominant, the capacity loss was shown to be linear with time or cycle number (except at the beginning). If the dominant factor is Li plating, then the capacity loss has been reported to be nonlinear.[232,233]

Aging models based on SEI formation and Li-plating have been integrated into P2D models to simulate the battery capacity losses.[181,208,211,239–248] The additionally required

Table 4. Governing equations of losses in Li inventory models.[208,217,219] The meaning of symbols is listed in Table S1 (Supporting Information).

| Governing equations                                                                 | Eq. |
|-----------------------------------------------------------------------------------|-----|
| Peled (1979) approach[217]                                                        |     |
| \[ j_{\text{corr}} = \frac{V_{\text{cell}}}{\rho_{\text{tot}}} \]               | 43a |
| Broussely (2001) approach[219]                                                   |     |
| \[ j_{\text{B-V}} = \frac{Fk_{F}}{l_{\text{tot}}} \]                            | 43b |
| Electron tunneling-based SEI formation                                            | 43c |
| \[ j_{\text{EC}} = \frac{(s+x)p_{\text{C}}}{4M_{\text{C}}} \nu_{p_{\text{C}}} \exp \left( \frac{2J_{\text{C}}}{h} \right) \] |     |
| Butler–Volmer based SEI formation                                                | 43d |
| \[ j_{\text{SEI}} = -k_{\text{SEI}}F_{\text{C}} \exp \left(-\frac{\alpha_{\text{SEI}}F}{RT} \left( \Phi_{\text{1}} - \Phi_{\text{2}} - j_{\text{tot}}FR_{\text{lim}} - U_{\text{SEI}} \right) \right) \] |     |
| Li plating                                                                       | 44  |
| \[ j_{\text{LP}} = -\frac{i_{p}}{F} \exp \left(-\frac{\alpha_{\text{LP}}F}{RT} \left( \Phi_{\text{1}} - \Phi_{\text{2}} - j_{\text{tot}}FR_{\text{lim}} \right) \right) \] |     |
| Film resistance and thickness evolution                                           |     |
| \[ -D_{\text{EC}} \frac{\partial \varepsilon_{\text{EC}}}{\partial \delta_{\text{lim}}} = -j_{\text{SEI}} \] | 45  |
| \[ \frac{\partial \varepsilon_{\text{SEI}}}{\partial t} = -\frac{a_{\text{SEI}}}{z} - \frac{a_{\text{LP}}}{z} \beta \] | 46  |
| \[ \frac{\partial \varepsilon_{\text{LP}}}{\partial t} = -a_{\text{LP}}(1 - \beta) \] | 47  |
| \[ \delta_{\text{lim}} = \frac{1}{a} \left( \frac{c_{\text{SEI}}M_{\text{SEI}} + c_{\text{LP}}M_{\text{LP}}}{\rho_{\text{SEI}}} \right) \] | 48  |
| \[ R_{\text{lim}} = \frac{\delta_{\text{lim}}}{\kappa_{\text{SEI}}} \]            | 49  |
| Porosity evolution                                                               | 50  |
| \[ \frac{d \varepsilon}{d t} = -a \frac{d \delta_{\text{lim}}}{d t} \]         |     |
equations are summarized in Table 4. The SEI formation (Equation (43d)) and Li-plating (Equation (44)) are frequently described by cathodic Tafel expressions in order to reduce the computational complexity of the simulations. The film resistance and thickness evolution are shown in Equations (45–49). The electrolyte porosity change has been described by Equation (50). In Refs. [211, 239–242] the SEI growth is implemented into the framework of a P2D model to simulate battery capacity losses. For example, Frank et al. [211] modeled the capacity and power losses during battery cycling and storage. Zhang et al. [239] developed a side-reaction aging model based on the P2D framework to simulate the thickness and corresponding resistance of the formed SEI layer upon cycling. These side reactions resulted in significant battery performance degradation. Lamorgese et al. [243] simulated the mean SEI film thickness as a function of cycle number and time at various C-rates by integrating the SEI growth model into a P2D-based electrochemical-thermal model. They found that aging influences thermal dissipation due to the increasing SEI thickness. Dhillon et al. [242] implemented the SEI growth in a P2D model for a graphite/silicon composite electrode. They found that the SEI growth only played a minor effect on the battery capacity fading.

Both the SEI growth and Li plating are added to the P2D model to investigate the influences on the battery performance. [211, 208, 243–249] Yang et al. [208] introduced the SEI growth and Li plating into a P2D model. They simulated the capacity behavior of a graphite/LiNi0.6Co0.2Mn0.2O2 pouch cell and found that it changed from a linear to a nonlinear capacity loss dependency (Figure 16a). The SEI growth caused a linear capacity loss at the early stages of cycling. It was preferably initiated at the surface near the anode/separator interface, resulting in a thicker surface film, larger resistance, and lower electrode porosity near this interface. This situation facilitated Li-plating near the separator interface, causing a nonlinear capacity loss at higher cycle numbers (Figure 16a). Keil et al. [211] designed a P2D-based model with SEI formation and Li plating/stripping for 18650-type cylindrical graphite/LiNi0.33Co0.33Mn0.33O2 cells. SEI formation dominated the capacity loss before 500 cycles, and Li plating started after 300 cycles showing an accelerated capacity loss. Irreversible Li plating caused the accelerated
(nonlinear) capacity losses (black and blue lines in Figure 16b). If Li was fully stripped after plating, no extra capacity loss would be expected, as shown in the green line in Figure 16b. Yang et al.\textsuperscript{[247]} and Liang et al.\textsuperscript{[248]} introduced the SEI formation and Li plating into a P2D-based electrochemical-thermal-mechanical model to investigate the battery cycling performance at various currents and temperatures. The SEI formation was found to be accelerated at high temperatures, as expected. Li plating also led to accelerated capacity losses at low temperatures and large C-rates. Suthar et al.\textsuperscript{[249]} investigated the influence of electrode porosity, electrode thickness, and tortuosity on the battery capacity fading. Smaller porosities with larger tortuosities significantly reduced the discharging capacity even for thin electrodes. Applying a porosity gradient increasing from the current–collector interface to the separator interface would help to reduce the capacity fading during battery operation. Müller et al.\textsuperscript{[250]} studied the influence of the porosity on the capacity of a graphite-based LIB (Figure 16c) by introducing an aging model into the P2D model. Battery with conventional porosity design showed a linear capacity loss followed by a nonlinear capacity loss. Battery with a linear porosity design increased the porosity linearly from the current collector interface to the separator interface. Battery with two-stage porosity meant the porosity shows two typical values. Both the batteries with linear and two-stage porosities showed extended cycle life because the varied porosity designs can postpone and decrease Li plating.

In addition, DIS may cause cracks and crack propagation in the active electrode particles and SEI layers.\textsuperscript{[250,251]} SEI will subsequently be formed at the newly exposed pristine surfaces, leading to an elevated loss of cyclable lithium. Generally, SEI growth modeling inside cracks is performed on a single-particle level\textsuperscript{[251–253]} due to the intense computational load introduced by the complicated crack propagation.

### 3.4.2. Modeling Active Material Losses

LAM causes irreversible battery capacity and power losses,\textsuperscript{[202]} which may occur at both the cathode and anode. Among all degradation mechanisms shown in Figure 15a, two are frequently modeled as leading factors: i) transition metal dissolution from the cathode into the electrolyte,\textsuperscript{[211,254]} followed by the subsequent deposition of the dissolved ions at the anode\textsuperscript{[223]} ii) particle mechanical fatigue due to DIS and volume expansion/contraction.

Transition metal dissolution from the cathode is considered to be initiated by hydrofluoric (HF) acid. HF can be generated by the decomposition of LiPF$_6$ salt and the following reaction with the residual water in the electrolyte,\textsuperscript{[255]} according to Equations (51) and (52). It is reported that the generation of HF is accelerated at a potential above 4.0 V versus Li$^+$/Li.\textsuperscript{[256]}

\begin{align}
\text{LiPF}_6 & \rightleftharpoons \text{LiF}(&\text{s}) + \text{PF}_5 \tag{51} \\
\text{PF}_5 + \text{H}_2\text{O} & \rightarrow \text{POF}_3 + 2\text{HF} \tag{52}
\end{align}

Subsequently, the active cathode material is attacked by HF, and metal ions dissolve into the electrolyte.\textsuperscript{[257]} To reduce the complexity of simulations during cycling, the reaction rate of metal dissolution has been expressed by the anodic branch of the Butler–Volmer relation at positive electrode potentials,\textsuperscript{[211,254,238]} as shown by Equation (53) in Table 5. When the overpotentials are larger than 0 V, metal dissolution starts. Kindermann et al.\textsuperscript{[211]} implemented the metal dissolution mechanism of the cathode in a P2D-based model. It was reported that a non-linear capacity loss was initiated as soon as the LAM of the cathode caused by metal dissolution became more prominent than the LLI caused by SEI formation. Lin et al.\textsuperscript{[228]} simulated Mn dissolution from the cathode and subsequent precipitation at the anode, which caused severe degradation of both electrodes.

Mechanical fatigue on the particle level is another factor causing LAM. Particle cracks and interfacial debonding from the conducting matrix are considered two primary degradation mechanisms.\textsuperscript{[261,262]} Figure 17a,b show examples of particle fracture and interfacial debonding of a cycled NMC electrode. During repeated (dis)charging, active material particles undergo periodic volume shrinking and expansion.\textsuperscript{[185]} DIS inside particles leads to particle crack initiation and crack growth along the pre-existing crack position. Additionally, the volume expansion and contraction also cause particle debonding from the binder.\textsuperscript{[263]}

Generally, several intrinsic and external factors influence particle cracking.\textsuperscript{[264]} Intrinsic factors include particle size, morphology, composition, structure, defects, mechanical properties, etc. Size-dependent fracture has been observed in both cathode\textsuperscript{[265]} and anode active materials\textsuperscript{[266,267]} during battery operation. The particle morphology is also important.\textsuperscript{[268]} The DIS inside particles is calculated as a function of sphericity. Fibrous or flake-like particles exhibit reduced stress levels compared to the spherical particles.\textsuperscript{[268]} In general, alloy-type and conversion-type electrode materials experience larger volume expansion/contraction than the traditional intercalation-type materials,\textsuperscript{[269]} leading to a larger possibility of particle crack formation. External factors refer to current, cut-off voltage, thermal conditions, and cycling time.\textsuperscript{[264]} High C-rates, long cycling numbers, and high temperatures usually lead to severe particle cracks. Increasing the upper cut-off voltage for charging and decreasing the lower cut-off voltage for discharging accelerate the crack growth.\textsuperscript{[270]}

### Table 5. Governing equations for active material loss models\textsuperscript{[210,211,259,260]}

The meaning of symbols is listed in Table S1 (Supporting Information).

| Governing equations | Eq. |
|---------------------|-----|
| Transition metal\textsuperscript{[210]} dissolution | $j_{\text{TMD}} = \frac{j_{\text{TMD}}}{F} \exp \left( \frac{F}{K T} \left( \Phi_1 - \Phi_2 - U_{\text{TMD}} \right) \right)$ | 53 |
| Mechanical fatigue | $D_{\text{foc}} = (1 - \xi) D_1$ | 54 |
| | $E_{\text{foc}} = (1 - \xi) E$ | 55 |
| | $\xi = \exp \left( -\beta_1 \frac{d_x}{F} \right)$ | 56 |
| Influence of LAM | $\frac{dE_{\text{act}}}{dt} = \beta_1 \left( \frac{\sigma_{\text{hmax}} - \sigma_{\text{hmin}}}{\sigma_{\text{yield}}} \right)^2$ | 57 |
During repeated (dis)charging, the relentless volume changes of active electrode particles break the weak point of bonding between the active material and binder, causing damage to the conductive matrix. DIS inside the active particles and the adhesion between the particles and binders significantly affect the interfacial debonding behavior.[271–273] Simulations showed that debonding at the interface is initiated at the edge of the contacting area and gradually propagates towards the center of the contacting area.[273] Debonding at the interface is more likely to occur as the particle size and current decrease. That is opposite to the trend of fracturing inside particles, which is more likely to occur at a larger particle size and high currents.[263]

Two approaches have been used to simulate the influence of mechanical fatigue on the electrochemical performance of batteries using a P2D model. The first approach is to express the degradation using a decreased Li diffusion coefficient and mechanical properties, as shown in Equations (54–56). A so-called damage factor[259,260] has been proposed to modify the Li diffusion coefficient and mechanical properties, as shown in Equations (54–56). 

Figure 17. a) Particle fracture with 3D rendering, central virtual slice, and edge detection of an NMC secondary particle after cycling.[261] b) Interfacial debonding of active particles from the conductive network.[261] The void regions between the active particles and the conductive network of a cycled NMC cathode (10 cycles at 5 C) are indicated in blue. c) The cell voltage curves without electrode particle damage (black curve) and with damage to the mechanical properties (blue curve) and solid-state diffusion (red curve).[259] d) Cathode material loss at different cycling currents.[247] e,f) Model-based simulations of the SEI (blue curve) and mechanical degradation (red curve) contributions to the overall capacity fading at 2 and 10 C discharge current for LiFePO4/Cx cells.[243] (a-b) Reproduced with permission.[261] Copyright 2019, Elsevier. (c) Reproduced with permission.[259] Copyright 2017, IOP Publishing. d) Reproduced with permission.[247] Copyright 2019, Elsevier. e,f) Reproduced with permission.[243] Copyright 2018, Elsevier.
diffusion coefficient in the solid based on mechanical properties, such as stress, strain, and energy. It has been suggested that the damage accumulation during cycling significantly contributed to battery capacity fading and mechanical performance loss by suppressing the diffusivity and concentration in the active electrode material. Particles near the current collector showed delays in damage evolution.\cite{229} Figure 17c shows the cell voltage curve by integrating the damage into the Li diffusion in solid. The voltage curve and discharge capacity are obviously depressed (red curve in Figure 17c). Barai and Chen\cite{274,275} showed that the effective diffusivity in the electrode correlated with the microcrack density. They found mechanical damage to the electrode particles near the separator was more dominant in the beginning and subsequently spread across the electrode thickness. After multiple (dis)charge cycles, the damage became uniform. Small particles near the separator interface and large particles near the current collector interface suffer less from mechanical degradation and can help in reducing the capacity fade under driving cycles.

In another approach, the amount of active material has been reduced due to the particle crack growth and interfacial debonding. Multiple criteria have been proposed to indicate electrode failure under stress,\cite{276} including the maximum shear or principal stress, maximum principal strain, and volumetric strain. For active particles, similar criteria also have been implemented. Crawford et al.\cite{274} introduced a fatigue criterion by comparing the stress at the particle surface with the yield stress and adopted 20% active material loss after a 4-h exposure to the yield stress. Reniers et al.\cite{210} suggested using the ratio of the maximum hydrostatic stress and yield stress as an indicator for LAM (Equation (57)) by fitting to the capacity loss during cycling. Cheng et al.\cite{277} indicated that the total strain energy stored in spheres provided the driving force for the fracturing of particles. The total strain energy can be obtained by integrating the strain energy over the entire volume of spherical particles during battery operation. Yang et al.\cite{247} and Liang et al.\cite{248} used a critical limiting value of the total strain energy to indicate LAM for cathodes and anodes, respectively. In their methods, an active material loss rate was bound together with the total strain energy inside particles. Figure 17d shows the cathode material loss at different cycling currents. More cathode material loss was found at high C-rate charging and discharging as high-stress levels are generated inside the electrode particles. Jin et al.\cite{278,279} implemented the capacity loss by an Arrhenius-type equation of material loss, which is a function of the operation time, temperature, and activation energy. In their approach, both the cycling- and storage-induced LAM nicely fitted the experimental data. Tahmasbi et al.\cite{243} predicted the crack area growth within particles by adopting the Paris law. The crack areas were then used to simulate the particle breakage and agglomeration during cycling by making use of a population balance model. The crack growth led to an increased particle surface area during initial degradation, followed by a surface area decrease due to particle agglomeration during the subsequent cycles.

### 3.4.3. Modeling Other Factors Inducing Degradation

Some other factors that lead to battery capacity and power losses are also modeled, such as side reactions at the cathode,\cite{258} growth of cathode electrolyte interface,\cite{280} porosity changes during cycling,\cite{242} structural disorder, and structural changes of cathode materials.\cite{280} etc.

#### 3.4.4. Combined Degradation Model

LIB degradation is a complex issue caused by many different degradation processes. Many researchers have combined different degradation mechanisms together to fit and simulate the battery performance based on a P2D model. Figure 17e,f show examples of a combined aging model for LiFePO4/C6 cells cycling at different C-rates, where the SEI formation and mechanical degradation are decoupled. The capacity losses caused by SEI growth show dominant roles at all different cycling C-rates. The contributions from mechanical degradation remain small at low C-rates even after longer cycling (Figure 17e). At high C-rate (Figure 17f), the capacity loss caused by mechanical degradation takes an increasing share.

The degradation mechanism of LLI induced by SEI growth and LAM induced by DIS are commonly simulated together. LLI induced by irreversible Li plating\cite{244,247,248} and transition metal dissolution\cite{211,254,256,257} are sometimes added to the P2D model. In general, LLI induced by SEI growth dominates the capacity loss under mild cycling conditions\cite{246} at low and moderate C-rate cycling and moderate temperatures. SEI growth causes the battery capacity to decrease linearly with cycles\cite{208} or exhibits a (nearly) square root dependency on time.\cite{224} Both Li plating and LAM will lead to non-linear capacity losses\cite{208,210} and are reported to be the dominant factors causing capacity losses at low-temperature cycling.\cite{247,248} The SEI growth, on the other hand, is most dominant at higher temperatures.\cite{227,247}

#### 3.5. Model Simplification for Advanced BMS

Due to the high precision and easy access to internal battery states, such as SoC, State-of-Health (SoH), and State-of-Temperature (SoT), P2D models are very suitable for state estimation in advanced BMS applied in, for example, EVs.\cite{19,282,283} However, the high complexity of these models causes an enormous computation burden, which limits extensive applications. P2D-model simplification and acceleration are in high demand and have therefore become an essential research topic.

#### 3.5.1. Model Simplification and Acceleration

The complete P2D model includes numerous PDEs, ODEs, and algebraic equations. After discretization, the total number of parameters increases dramatically.\cite{19} Adding thermal, mechanical, and aging models to the P2D model will, even more, increase complexity. Appropriate model simplification is therefore essential for practical applications. Two approaches have been considered in the literature: optimized calculations and suitable model simplifications.

Several mathematical methods, such as proper orthogonal decomposition\cite{82,284} Chebyshev orthogonal collocation,\cite{25} QR factorization,\cite{285} implicit–explicit combined method,\cite{286} etc.,
have been applied to reduce the complexity of the P2D models and increase the calculation efficiency. Xia et al. proposed a computationally efficient method to optimize the calculation of the full and reduced P2D model. They combined a proper orthogonal decomposition and a discrete empirical interpolation to reduce the order of the nonlinear algebraic equations. A Gauss–Seidel approach and a damped Newton’s method were used to accelerate the convergence speed for the numerical calculation. The proposed method showed a high computation efficiency and sufficient accuracy compared to the full order model. Bermejo et al. applied a second-order implicit-explicit Runge–Kutta–Chebyshev scheme to the time discretization of the system of governing equations describing Li concentration in the particle and electrolyte. Their method showed an increased computational efficiency compared to the full-order model. Han et al. applied a numerically efficient method to solve the full-order P2D model. In their approach, the Li transport in the particles and electrolyte were only solved once at each time step. The proposed method showed a reduction in the computational cost. It achieved a high accuracy compared with the results from COMSOL Multiphysics.

Simplifying the mathematical model equations is another method to reduce the model complexity. The coupled relations between the various variables, including the Li concentration and electric potential distribution inside the electrodes and electrolyte and reaction rate distribution in porous electrodes, cause slow convergence in the calculations. To simplify the calculations of the Li concentration inside the electrode particles, many methods have been proposed based on, for example, a second-order or higher-order polynomial approximation, a pseudo-steady-state (PSS) approach, the so-called Padé approximation or using the Galerkin reformulation.

For the Li concentration distribution in the electrolyte, other additional approximations have been adopted, including the polynomial approximation, the Galerkin method, and the volume averaging technique, and the Padé approximation. Electric potential distributions inside the electrodes and electrolyte are influenced by the reaction rate distribution inside the porous electrodes, which is very complicated due to the highly coupled relations with numerous battery parameters. Proper approximations can reduce the model complexity significantly. Assuming that the charge-transfer reactions occur uniformly across the porous electrodes, this has resulted in a so-called average model (AM). Based on this assumption, the electric potential gradients inside the electrodes and electrolyte can be easily and fast simulated. Furthermore, only using a single particle to represent a porous electrode will significantly reduce the model complexity. Such a model is usually interpreted as a single-particle model (SPM), where the distribution of variables across the porous electrode (reaction rate, electric potential, Li electrolyte concentration distributions) are ignored. Consequently, only Li diffusion inside the single-particle and the charge-transfer kinetics at the particle surface is considered, resulting in even faster calculations. However, these major simplifications lead to poorer voltage accuracies in the simulations at moderate and high currents. Electrolyte dynamics have been added to the SPM to mitigate this drawback.

### 3.5.2. Online Applications

Both the complete and simplified P2D models have been applied to online state estimations, such as SoC and SoH. SoC often relates to the mean Li concentration in the positive or negative battery electrode. Based on the input current, the P2D model or its simplified version can be used to calculate the mean or surface Li concentration of electrode particles, and simulate the SoC and output voltage, respectively. The output voltage can also be experimentally determined by making use of voltage sensors for online applications. State filters are frequently applied to minimize the error between the voltage measurements and simulations.

Examples are Kalman filters (KF), extended KFs (EKF), unscented KFs (UKF), and Luenberger observers. Figure 18a shows an example of a general flowchart of a model-based SoC estimation method, in which the electrochemical models (or ECM) are applied with state filters (or observers) to estimate the battery SoC and output voltage. Domenico et al. simplified the P2D model into an AM. With the help of EKF, they realized a good estimation of the SoC for online applications. Li et al. adopted an extended SPM (eSPM) with the addition of Li concentration distribution in the electrolyte. They used the Padé approximation to reduce the model complexity further. Through an adaptive UKF, they simulated the Li concentration in the electrode and electrolyte and the battery SoC.

Li et al. adopted an SPM, incorporating Li ionic transport in the separator. They added a description of the electrical double layer at the electrode/electrolyte interface to modify the output voltage. This model was further used to estimate the battery SoC with the help of EKF. Figure 18b shows a comparison of their proposed method (EDL-EKF), experimental results, and the Ah method (coulomb counting) for SoC indication. Note that the EDL-EKF represents the proposed method considering an electrical double layer and extended KF. The Ah method stands for the conventional method using applied current and time. It can be seen their proposed model shows high accuracy even though a large deviation of the initial estimation is found in comparison to the experimental data for the New European Driving Cycle test. Sturm et al. used the polynomial approximation or eigenfunction method to simplify the Li concentration inside electrodes using a complete P2D model. Using the EKF estimation method, the simplified model in combination with the eigenfunction method showed fast convergences and low estimation errors.

SoH is an important parameter to indicate the battery aging status and provide lifetime predictions for online applications. Battery aging mechanisms and corresponding aging models have been reviewed in Section 3.4. In this Section, online SoH estimation making use of complete and simplified P2D models will be reviewed. The most commonly used indicators for online SoH assessment are the battery storage capacity and internal resistance. Other indicators, such as solid-state diffusion coefficient, SEI growth, and cyclable Li amount, have also been used. By employing P2D-based models and state estimation techniques, SoH estimation can be accurately performed.
Li et al.\textsuperscript{[301]} coupled an SPM with SEI formation and stress-induced crack growth. The reduced complexity of the model and fast computation can be used for fast SoH estimation. Gao et al.\textsuperscript{[318]} simplified the P2D model by adopting the Padé approximation for the Li\textsuperscript{+} concentration inside porous electrodes and electrolyte, assuming a uniform reaction rate distribution. SoH has been defined as the storage capacity of an aged cell with respect to its initial capacity. Considering the loss of Li-ions, loss of active material, and resistance increment, co-estimation of SoC and SoH has also been performed with an EKF procedure. Liu et al.\textsuperscript{[319]} adopted a PSS method and average reaction rate distribution for the Li\textsuperscript{+} concentration inside the electrodes and a polynomial approximation for the Li\textsuperscript{+} concentration in the electrolyte. The electric potential distribution and overpotentials were also simplified by making use of an average reaction rate distribution. Using a particle filter (PF), SoH estimation can be achieved with high accuracy. Figure 18c compares the referenced and the estimated SoH for 15 cells by this method. It is shown that the estimated SoH is accurate and robust.

Besides the online estimation of SoC and SoH, other states, including State-of-Power (SoP), State-of-Energy (SoE), State-of-Temperature (SoT),\textsuperscript{[313,322]} can also be determined by making use of complete and simplified P2D-models coupled with state filters or other techniques.

3.6. Other Applications

P2D-based models can also be used for other applications, such as electrode and electrolyte parameters extraction and
As described in Section 2, porosity \( \varepsilon \) is defined as the volume ratio between the void space with respect to the total volume. In a typical liquid-electrolyte LIB, the ionic transport in the electrolyte is modified by the porosity \( \varepsilon \) since this void space is filled by a liquid electrolyte, for example, by Equations (7) and (12). However, the porosity is used differently in solid-state battery electrodes. The porosity \( \varepsilon \) should be distinguished from the volume ratio of the solid electrolyte \( \varepsilon_{SE} \) defined as the ratio between the solid electrolyte volume and total volume. The ionic transport in the solid electrolyte is confined to the ratio of \( \varepsilon_{SE} \), not to \( \varepsilon \) any longer. \( \varepsilon_{SE} \) is therefore influenced by the volume ratio of the solid electrolyte \( \varepsilon_{SE} \). Applying porous electrode modeling can reveal the relationships between solid-state battery performance and electrode microstructures. It shows that small \( \varepsilon_{SE} \) leads to a large \( \tau \), a similar dependence as for porous electrodes in liquid electrolytes. It also reveals that small void space volume \( \varepsilon \) and large solid electrolyte volume \( \varepsilon_{SE} \) helps to improve the effective ionic conductivity and reduce the tortuosity significantly. Small active particle size causes a slight decrease in effective ionic conductivity but facilitates Li diffusion inside particles. Rate capability is improved by a high \( \varepsilon_{SE} \), a low \( \tau \), and a small electrode thickness. A trade-off strategy needs to be applied but is challenging.

Other battery chemistry with porous structures can also be simulated, such as Li–S battery, Na-ion battery, fuel cell, redox flow cell, etc.

4. Challenges and Outlook

Modeling nowadays has become an important tool for the fundamental research and engineering for LIBs. The P2D-based porous electrode model is one of the most popular models because it provides a deep understanding of the thermodynamics, reaction kinetics, and transport processes inside LIBs. The applications of the P2D porous electrode model to LIBs have been systematically reviewed in Section 3. In this Section, the remaining challenges will be discussed, and these issues might be addressed in future research:

1. P2D models include a macroscale and microscale dimension, as shown in Figure 3. On a macroscale, the P2D model only considers battery parameters and properties in the thickness direction. In-plane direction inhomogeneities are ignored. This simplification helps to reduce the computing complexity. Still, it could miss some important aspects, such as reaction rate inhomogeneity and temperature gradients in the in-plane direction, which play an important role in large-scale batteries and high current applications. The P2D model, therefore, needs to be extended to P3D or even P4D models to cope with the above battery properties. However, such an approach will surely increase the calculation burden.

On a microscale, all active particles are considered spheres in the P2D models, and Li diffusion inside particles is assumed to be isotropic. However, the geometries of active particles are in reality, very complicated, varying from spherical to more irregular shapes. The diffusion pathways for various materials changes from 1D for olivine materials (LiFePO₄) and 2D for layered materials (LiCoO₂, C₆) to 3D for spinel-type of materials (LiMn₂O₄). Adding these physical details may lead to more accurate models but significantly increase the model complexity. A trade-off strategy between high accuracy and low computational cost is quite challenging and very likely will be addressed in future research.

2. Owing to the advantages of porous electrode models, some hardly measurable macroscopic battery properties, such as the Li⁺ concentration distribution in the electrolyte and electrodes, the electric potential, and reaction rate distribution, can accurately be simulated. However, these simulated properties highly rely on the material properties given to the model, such as porosity, tortuosity, diffusion coefficients, electronic and ionic conductivities, etc. Therefore, it is vital to experimentally determine these battery parameters with high accuracy. Various types of simulations and experimental techniques have been used, for example, reconstruction of porous electrodes by focused ion beam (FIB) and scanning electron microscopy (SEM), impedance spectroscopy (EIS) analysis based on transmission line models (TLM), and restricted-diffusion methods (RDM). Transport properties of ions in the electrolytes are a function of concentration and temperature. Accurate determination of different electrolyte systems and electrode materials is also essential and highly demanded. Electrochemical experiments and mathematical models can be used together in this regard.

3. Optimization of the battery design is an important topic for engineering applications. Simulations by porous electrode models can reveal the influence of different parameters on the battery performance. It can achieve fast and reliable optimization in practice. In this field, several points need to be carefully treated: i) Optimization objectives need to be optimized for high-energy and high-power batteries. ii) Multiple effects need to be considered by changing one parameter, that is, increasing electronic conductivity but decreasing the porosity of the porous electrode by adding more conducting additives, increasing porosity, and also increasing the electrode thickness by reducing the pressing pressure. iii) Saturation conditions, which are defined by the maximum achievable battery performance, need to be considered. iv) Battery aging needs to be taken into consideration for optimized designs.

4. The influence of the reaction rate distribution on macroscopic battery properties, including overpotential, impedance, temperature, stress, and aging, should be carefully investigated. Influenced by thermodynamics and kinetics, the reaction rate distribution is generally not uniform across porous electrodes. Non-uniform reaction rate distribution will cause a non-uniform utilization of active materials across porous electrodes. This behavior will generate additional battery overpotential. The influence of non-uniform reaction rate distribution on the impedance is still not clear. A non-uniform reaction rate distribution usually influences the
temperature distribution in the in-plane direction. Areas near the positive tap generally show higher temperatures. Active electrode particles near the separator interface usually suffer more from parasitic side reactions and larger stress, leading to a higher degree of degradation. P2D models can be applied to visualize these phenomena, leading to improvements in electrode performance and battery design.

5. Aging models still need further development. Several points have to be stressed for future considerations: i) Electron tunneling approach can be added to aging models to give an accurate elaboration of the SEI formation mechanism. 

Up to date, different approaches have been used to describe the SEI models, as shown in Equation (43a–d). A Butler–Volmer type of equations under diffusion or kinetic control are mostly used. However, this mechanism only involves the general formation of SEI without considering details, such as SEI’s inner and outer layers. ii) Active materials experience particle fracturing and interfacial debonding during cycling. However, it is still challenging to model these two types of degradation mechanisms. Fractures lead to more exposed particle surfaces to the electrolyte. That increases the SEI formation and hinders Li$^+$ diffusion inside the particles. The fractures also increase the probability of particle breakage and disturb the electrical connection with the conducting matrix. Particle fracturing is often related to cycle numbers and DIS by Paris Law. Correlating fracturing to the diffusion, kinetic properties, and particle breakage remains a challenge. Interfacial debonding occurs during extended cycling due to repeated volume changes of electrode active particles and mechanical fatigue of binders. DIS is usually assigned as a reason for interfacial debonding. However, it is still highly desirable to physically relate the interfacial debonding to LAM during cycling.

6. Model simplification relies on reducing battery operating variables, such as Li$^+$ concentration in the electrodes and electrolyte, electric potential, and reaction rate distribution inside the porous electrodes. Realizing the reduction of battery operation variables will increase the computing efficiency. However, the simulation accuracy still needs to be improved, especially at high current loads. Balancing model reduction and simulation accuracy should be investigated in more detail in future research. In BMS applications, simplified P2D models are typically used. Battery states (SoC and SoH) are subsequently estimated by state filters. Several points could be addressed in future research: i) The ability of fast response needs to be improved through calculation optimization; ii) For aged cells, the SoC estimation should consider the influence of SoH; iii) Fault tolerance and correction need to be investigated, especially for aged cells, and iv) State estimation methods should be improved to adapt to batteries with flat OCV curves.

5. Conclusions

The present paper reviewed the development of P2D porous electrode models and their applications to LIBs. The P2D model, using a combination of the porous electrode theory and concentrated solution theory, provides a basic theoretical framework for the physical and electrochemical processes taking place inside LIBs. Simulations of the P2D-based model have been extensively used for LIBs and provide a better understanding of the reaction mechanisms and the battery state monitoring. Through the modeling, battery properties can be visualized, that is, output voltage and current, Li$^+$ concentration distribution and electric potential distribution in the electrolyte and electrode, and reaction rate distribution. Based on the modeling results, the optimization of battery design can be critically made. The features of battery overpotential and impedance can also be explained, revealing a deep understanding of the reaction mechanism inside porous electrodes. The simulated overpotential and Li concentration distribution from the P2D model can be used to calculate the temperature and stress distribution inside the battery. Equipped with an aging mechanism, the P2D model can simulate the battery degradation and suggest better battery designs for stable cycling behavior. The simplified P2D model can be applied to estimate and monitor battery states in real-time with the help of state observers. Due to the numerous advantages, P2D-based models have become essential for developing LIBs in scientific research and engineering fields. In scientific research, complicated electrode and active materials geometry details and other sophisticated physical parameters can be included in the model to reveal battery properties during operations. The P2D-based models need to be further simplified in the engineering field while keeping the accuracy to meet the requirements for real-time responses.
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