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ABSTRACT

Social image platforms allow their users sharing and searching their photos based on images’ tags. These tags are provided by different users. Inevitably, the tags are spontaneously ambiguous, and personalized. So, learning the relevance between tags and images is playing an important role in tag-based retrieval systems. Choosing visual neighbors for seed images as voters is a widely used method for learning tag relevance. However, most existing methods of choosing visual neighbors for seed images are based on the global features of the whole images, ignoring the local features. In this paper we propose a pixel voting method to choose the visual neighbors for seed images. Experiment shows that this method is a more natural way to measure the similarity of images. Based the selected neighbors we learn the tag relevance, and the experiment on the MIR Flickr dataset shows that our algorithm is effective in tag de-noising and tag ranking.

INTRODUCTION

Nowadays, more and more social networking sites, like Flickr, Twitter and Facebook, provide platforms to build social relationships among people who share similar interests and background by sharing pictures in most cases. In order to improve the efficiency of image retrieval effect, social media platforms allow people to provide tags for their images. However, these user-created tags are spontaneously vague and subjective. According to [1, 2], there are only 10% images having their most relevant tags at the first place. Therefore, more and more meaningful and challenge work based tag relevance learning algorithms is attracting people’s attention, such as tag de-noising [3-5], tag recommendation [6-8] and tag ranking [9-11], which are studied to improve social images retrieval efficiency.

Many outstanding works focus on the social image tags relevance learning from multiple perspectives: [12] proposes a tag recommender system by using social images’ meta-data, such as images’ GPS information and photo taken time, etc.; [1,13-18] study the tags relevance by textual information, for example [1, 13, 17,
18] calculate the tags concurrence probability and analyze the semantical relevance between tags, [14] analyzes the ontological relationship for tags, [1,15] assume that the important tags’ positions are prior to those irrelevant ones;[19,20] argue that tags are content-related to the image, and after comparing to other 3 factors, [19] concludes that the image content is the key factor for tag relevance learning.

We confirm the opinion of [19-21] that the image content is the key to learn tag relevance. However, different from previous work, we measure the similarity of images by pixel voting instead of the whole image.
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(a)Seed Image, Tags: clouds, lake, sunset, tree, water

(b)Tags: sky, structure, tree, plant life

(c)Tags: clouds, lake, plant life, sky, water

(d) Tags: sea, sky, sunset, water

(e)Tags: animal, clouds, plant life, sky

Figure 1. Visual neighbors of the seed image. Images (b)–(e) are the visual neighbors of the seed image (a). The highlight part shows the most similar pixels in the neighbor image.

As shown in Figure 1, the social image usually contains more than one topic. And when two images have the same tags, it is possible that these two images have similar visual features in part of pixels in the image. In order to calculate the relevance scores between the seed image and its tags, the visual neighbors of the seed image are selected. The more similar the two images are, the more common tags they have. In Figure 1, the image (b~e) are the visual neighbors of the seed image (a). The gray image next to the original images include lots of spot whose brightness and location show the every pixel’s similarity of the original images and seed image.
In this paper, we first put forward the method of pixel voting to measure the similarity for images. And then, we calculate the relevance of tags and image using neighbor voting method. In the end we test the tags’ relevance in tag-noising and tag ranking. The rest of this paper is organized as follows. Section 2 reviews the related work about neighbor voting method. Section 3 presents details of pixel voting method. Section 4 discusses the experimental results. Finally, we conclude the paper in Section 5.

RELATED WORK

Given a social image \( x \), the core of tag relevance learning is to calculate the relevance score between tag \( t \) and the image \( x \), denoted as \( f(x, t) \), where \( t \in T \) is the potential tag of the image \( x \), and \( T \) is the set of all the tags.

Neighbor voting method [20] assumes that the more neighbors who contain the same tag, the higher the relevance score is, and the tag relevance score is defined as (1):

\[
f(x, t) = \sum_{k=1}^{N} \text{score}(x, x_k) \ast \delta(x_k, t)
\]

The note \( x_k \) is defined as one of the \( N \) visual neighbors of the seed image \( x \). These visual neighbors are selected from the images dataset. And the \( \delta(x_k, t) \) is a Kronecker delta. If \( t \) is a tag of \( x_k \), \( \delta(x_k, t) = 1 \); otherwise \( \delta(x_k, t) = 0 \).

\( \text{score}(x, x_k) \in [0, 1] \) describe the similarity between two images. The higher the score, the higher the voting right of \( x_k \). [14] used the all tags’ sematic similarity of two images to calculate the similarity between image \( x \) and \( x_k \), that is \( \text{score}(x, x_k) \), ignoring the images visual information. [19, 20] extract the visual features for the social images, and then calculate the distance between query images and seed images. The distance functions include \( \chi^2 \), Euclidean distance, KL divergence, and etc.

These methods have obvious defects:

**Local features are masked by global features:** Global features are good at showing the overall visual effects. While in many cases, histogram value is used to describe the global features which masks the local features’ information in most case.

**Images are only partially similar to each other:** Social images contain more than one element. If two images share same elements, they are probably similar to each other and have same tags. The overall images comparison cannot reflect the characteristics of the image which are partial similarity to each other.

Many literatures [22, 23] focus on local and global similarity problems. Our work measures the similarity of images in pixel level, and the experiments show that this method is state-of-the-art in tag relevance studies.
IMAGE SIMILARITY

Sub Image Similarity Score

[23, 24] define the similarity score of sub image \( p_t \) and seed image \( \Omega \) by mutual information, which is shown in (2), where \( P \) is the feature point located in the sub image \( p_t \). And score \( s(P) \) is defined as the similarity score of the feature point \( P \) and the seed image.

\[
s(p_t) = MI(\Omega, p_t) = \frac{\log(p(p_t|\Omega))}{p(p_t)} = \log \frac{\prod_{P \in p_t} p(P|\Omega)}{\prod_{P \in p_t} p(P)} = \sum_{P \in p_t} \log \frac{p(P|\Omega)}{p(P)}
\]

\[
= \sum_{P \in p_t} \frac{\log \frac{1}{p(\Omega) + \frac{p(P|\Omega)}{p(P|\Omega)} p(\Omega)}}{p(\Omega)} = \sum_{P \in p_t} s(P)
\]

(2)

After numbering all the feature points in an image, and denoting them as \( P_j \), \( j=1..M \), the (2) can be written as (3):

\[
s(p_t) = (\alpha_{t1}, \alpha_{t2}, \ldots, \alpha_{tM}) \ast \left( \begin{array}{c} s(P_1) \\ s(P_2) \\ \vdots \\ s(P_M) \end{array} \right) = \omega_t \ast S(P)
\]

(3)

The row vector \( \omega_t = (\alpha_{t1}, \alpha_{t2}, \ldots, \alpha_{tM}) \), where \( \alpha_{tj} \in \{0,1\} \). If \( P_j \in p_t \), then \( \alpha_{tj} = 1 \), otherwise \( \alpha_{tj} = 0 \). \( S(P) = (s(P_1), s(P_2), \ldots, s(P_M))^T \) denotes all the features’ similarity scores.

Pixel Similarity Score

The query image can be partitioned into \( K \) sub images. And for each pixel \( t \), there are \( K_t \) sub images contain it. The pixel similarity score of \( t \) is defined as the expectation of all the \( K_t \) sub images’ similarity score, as shown in (4).

\[
s(t) = E(s(p_t))
\]

\[
= \sum_{i=1}^{K_t} p(p^{(i)}_t)s(p^{(i)}_t) = \frac{1}{K_t} \sum_{i=1}^{K_t} s(p^{(i)}_t)
\]

\[
= \frac{1}{K_t} \sum_{i=1}^{K_t} \omega^{(i)}_t \ast S(P) = W_t \ast S(P)
\]

(4)

The row vector \( W_t \) is defined as (5):
\[ W_t = \sum_{i=1}^{K_t} \frac{1}{K_t} \omega_t^{(i)} = \sum_{i=1}^{K_t} \alpha_t^{(i)} + \sum_{i=1}^{K_t} \alpha_t^{(i)} + \ldots + \sum_{i=1}^{K_t} \alpha_t^{(i)} \] (5)

That is \( W_t \) denoting the probability of the feature points locate in the sub images of the pixel \( t \). So we can adopt any probability function listed in TABLE I to calculate \( W_t \), where \( x \) is the distance of the pixel and the feature point.

**TABLE I. SEVERAL PROBABILITY FUNCTIONS FOR \( W_t \).**

| Common PDF | Probability density function |
|------------|----------------------------|
| **Exponential Distribution** | \( \exppdf(x|\mu) = \begin{cases} \frac{1}{\mu} \exp^{-\frac{x}{\mu}}, & \text{and } x \geq 0 \\ 0, & \text{and } x < 0 \end{cases} \) |
| **Folded Normal Distribution[25]** | \( \foldpdf(x|\mu,\sigma) = \begin{cases} \frac{1}{\sigma \sqrt{2\pi}} \exp \frac{(x-\mu)^2}{2\sigma^2} + \frac{1}{\sigma \sqrt{2\pi}} \exp \frac{(x+\mu)^2}{2\sigma^2}, & x \geq 0 \\ 0, & x < 0 \end{cases} \) |
| **Reciprocal Distribution[26]** | \( \recippdf(x,a,d_{max}) = \begin{cases} \frac{1}{a x + 1}, & \text{and } x \in (0,d_{max}) \\ 0, & x \notin (0,d_{max}) \end{cases} \) |

**Pixel Voting**

Given the query image \( x \), there are \( m \times n \) pixels and \( M \) feature points in it. Each feature point can affect all the pixels’ similarity score. After calculating the distance between each pixel and the feature point, the similarity score maps can be obtained. Each similarity score map can be designed as a probability map which is calculated on a selected probability density function as list in TABLE I.

![Figure 2. Similarity score map.](image)

This process can be calculated in parallel for all the \( M \) feature points, as shown in the Figure 2. Many kinds of features can be used here, such as SIFT[27], SURF[28], FAST feature[29] etc. These kinds of feature include interest points’ information and their locations. The feature points of an image are denoted as red triangles and blue points in the Figure 2. Compared to the average feature value of all the features in the dataset, red triangles are more similar to the seed image, and
the blue points are not. All the Maps overlap each other and form the whole similarity score map.

Each pixel can vote to determine the similarity score of query image and seed image by (6), \( \alpha \) is the threshold. If the similarity score of pixel \( t \) is greater than \( \alpha \), the two value function \( \delta(s(t) \geq \alpha) = 1 \), otherwise \( \delta(s(t) \geq \alpha) = 0 \).

\[
\text{score}(x, x_s) = \frac{1}{m \cdot n} \sum_{t \in x_s} \delta(s(t) \geq \alpha)
\]

\[ (6) \]

EXPERIMENT

The experiment data we used is composed of 3000 social images from MIR Flickr dataset [30]. Each image has a potential tag list and a ground truth tag list. We test our algorithm with 14 common tags, including animal, baby, bird, car, clouds, dog, flower, food, lake, night, people, sky, sunset, tree, and etc.

SURF descriptor is a scale- and rotation-invariant descriptor for an image features. It can be computed and matched much faster compared to SIFT feature. And this kind of descriptor includes two parts, one part is feature information, and the other part is the location of interest point. Bag-of-Words method ignores the descriptors’ location part, and change the descriptors feature information into scalar data which helps to simplify the calculations.

After extracting SURF feature for all the images, bag of words method is used to quantize the features, and the size of the vocabulary is 5000. In (2), the parameters are set as: \( p(\Omega) = p(\Omega^c) = 0.5 \), and distance function is \( p(P|\Omega) = \text{NHI}(f_P, f_\Omega) = \frac{|f_P \cap f_\Omega|}{|f_P \cup f_\Omega|} \in [0,1] \), threshold \( \alpha \) in (6) is set as 0.

Parameters of Several Probability Functions

In this section, we calculate the parameters of the three probability density functions listed in TABLE I. After analysis, those probability density functions need to meet the following three constraints: (1) For the pixel located the same position as the feature point, its probability is defined as \( p_{\text{max}} = 1 \); (2) For the farthest pixel away from the feature point, its probability is defined as \( p_{\text{max}} = \epsilon > 0 \), where \( \epsilon \) is a very small number; (3) All the Cumulate Distribution Function is less than 1, which also can be written as: \( \int_{0}^{d_{\text{max}}} pdf \ dx = 1 - \epsilon' \), where \( d_{\text{max}} \) is the max distance of pixels and feature point, pdf is the probability density function, and \( \epsilon' \) is another a very small number.

And then we can calculate the parameters in all the probability density functions:
a) **Exponential Distribution**

According to the constraint (1), \( \mu = 1 \), the calculation process is shown in (7):

\[
p_{max} = \text{exppdf}(x|\mu)|_{x=0} = \frac{1}{\mu} = 1
\]  

(7)

According to the constraint (2), we can normalize the distance of pixels and feature point as \( d \in [0, d_{max}] \), \( d_{max} = -ln(\varepsilon) \), which calculation process is shown in (8):

\[
p_{min} = \text{exppdf}(x|\mu)|_{x=d_{max}} = \exp(-d_{max}) = \varepsilon
\]  

(8)

b) **Folded Normal Distribution**

The folded normal distribution is a probability distribution related to the normal distribution. Given a normally distributed random variable \( x \) with mean \( \mu \) and variance \( \sigma^2 \), the random variable \( y = |x| \) has a folded normal distribution.

For \( p_{max} = \text{findpdf}(x|\mu, \sigma)|_{x=\mu} \), and according to constraint 1, we can set \( \mu = 0 \); And according to PaTa criterion \( \int_0^{3\sigma} pdf \ dx = 0.997 \), then we can set \( d_{max} = 3\sigma \). So we can normalize the distance of pixels and feature point as \( d \in [0, d_{max}] \), where \( d_{max} = 1 \), and \( \sigma = 1/3 \).

c) **Reciprocal Distribution**

According to the constraint (3), the Cumulate Distribution Function is shown as (9):

\[
F(d_{max}) = \int_0^{d_{max}} \frac{1}{ax + 1} \ dx = 1
\]

\[
\ln \left( \frac{1}{ax + 1} \right)|_0^{d_{max}} = a
\]

\[
d_{max} = \frac{\exp(a)-1}{a}
\]

(9)

So if we normalize the distance of pixels and feature point as \( d \in [0, d_{max}] \), where \( d_{max} = 1 \). According to constraint (2), \( p_{min} = \frac{1}{ax+1}|_{x=d_{max}} = \frac{1}{a*d_{max}+1} = \exp(a) \), if we set \( a = 5 \), then \( p_{min} = 0.0067 \) is a very small number.

**Similar Image List**

In this experiment, we adopt exponential probability density function as the function of \( W_t \) where \( \varepsilon \) is set to 0.001. After extracting global feature, neighbor voting algorithm is adopted as the baseline comparing to the pixel voting algorithm.
in selecting the top-9 similar images as shown in Figure 3. The left column is the seed image, and the right column is the top-9 similar images list according to their similar scores: the line (a) is the result of pixel voting method, and the line (b) is the result of the neighbor voting. The irrelevant image is shown in the red box.

Tag De-noising

The goal of tag de-noising is to remove irrelevant tags of social images. In this section, six algorithms are used for contrast experiments. Three of them are baseline methods including neighbor voting [20], weighted neighbor voting [3] and rank based neighbor voting [19]. And another three Pixel Voting algorithm are based different distributes.

The MIR Flickr dataset used here includes a potential tag list and a ground truth tag list for each image. Eliminating the irrelevant tags from the potential tags for each image is the goal of tag de-noising. Take the ‘baby’ tag for example, the seed image’s visual neighbors are selected according to (6). And the visual neighbors vote to calculate the relevance score of the tag ‘baby’ and the seed image. Then all the images are sorted inversed. The ground truth tag lists are used to class the images into positive and negative. According to the prediction result is correct or not, the result are divided into true positive (TP), false positive (FP), true negative (TN) and false negative. Then the TPR and FPR are calculated according to (10) and (11). Then the ROC curves can be plotted.

\[
TPR = \frac{TP}{TP + FN} \tag{10}
\]
\[
FPR = \frac{FP}{FP + TN} \tag{11}
\]

Three tags ROC curves are shown in Figure 4. The baseline is shown in dashed lines, and the Pixel Voting algorithm are shown in solid lines.

Another common measurement of evaluating the performance is Average Precision shown as (12), where \( R \) is the number of all the relevant images in image set, \( R_j \) is the number of relevant images among the top \( j \) ranked images, and if the \( j \)-th images is relevant \( I_j = 1 \), otherwise \( I_j = 0 \). And the result is shown in TABLE II.

\[
AP = \frac{1}{R} \sum_{j=1}^{n} \frac{R_j}{j} I_j \tag{12}
\]

The result shows pixel voting is good at fine category tag de-noising like baby, sunset, and etc. But the performance of pixel voting is not good at the coarse categories tags like animal and food, in which categories images are greatly different in details.
**Tag Ranking**

The tag’s position is an important factor in tag-base image searching. In this experiment, each image’s tags are classified into 5 levels: perfect relevant, excellent relevant, good relevant, fair relevant and bad relevant [1]. And we use NDCG score to evaluate the performance of tag ranking compared to the baseline methods.

| Seed Image | Sorted Similar Images |
|------------|-----------------------|
| baby       | (a) ![baby](image1)    |
|            | (b) ![baby](image2)    |
| bird       | (a) ![bird](image3)    |
|            | (b) ![bird](image4)    |
| dog        | (a) ![dog](image5)     |
|            | (b) ![dog](image6)     |
| sunset     | (a) ![sunset](image7)   |
|            | (b) ![sunset](image8)   |

Figure 3. Top 9 similar image list of the seed image.
Normalized Discounted Cumulative Gains (NDCG)[18] is a widely used measurement of tag ranking. The NDCG score is computed as (11), where $r(i)$ is the relevance level of the $i$-th tag, $K$ indicates that NDCG scores are calculated using the top $K$ ranked tags, and $z$ is a normalization constant ensuring the cumulative gain of NDCG score is 1. In this experiment we set $K$ to 5, 7, and 9. The result is shown in the Figure 5. It shows our method gains the highest NDCG scores compared to the other methods.

$$NDCG@K = z \sum_{i=1}^{K} \frac{2^{r(i)}-1}{\log(1+i)}$$

Figure 4. The ROC curves of three tags.
CONCLUSIONS

Since user-created tags are noisy and personalized, the relevance of the tags and images is important in the tag-based retrieving including tag de-noising and tag ranking. Experiment shows that visual neighbors of seed images have the best voting rights to determine the relevant tags for each social image. Most social images contain more than one visual element and there are only part of those elements is similar to the other social images. In order to measure the detailed similarity for images, we propose the pixel voting method to choose the visual neighbors for seed images, and these visual neighbors have weighted voting right based their similarity score. Experiment shows that the method is a more natural way to measure the similarity of images, and it is effective in tag de-noising and tag ranking.

Because of the semantic gap between the images and the tags, tag relevance learning cannot be completely resolved. For example, the tortoise image and the giraffe image have the same tag animal, but there are greatly different in images visually. So in the future, we have to learn the tag relevance from cross media semantic understanding to build shared semantic space.
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