Stability Conditions For a Noncommutative Scalar Field Coupled to Gravity via the Positive Energy Theorem
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Abstract. The stability requirements for a noncommutative scalar field coupled to gravity is investigated through the positive energy theorem. It is shown that for a noncommutative scalar with a polynomial potential, the stability conditions are similar to the ones for the commutative case. This result remains valid even whether the space-time has horizons.
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INTRODUCTION

Noncommutativity is believed to be an important ingredient in the description of space-time at quantum gravity scale, presumably at order of the Planck length [1]. In String theory, for instance, it is shown that noncommutativity arises under certain conditions [2]. Besides this relevance, one admits that noncommutativity is interesting on its own grounds, and can be implemented at quantum mechanics level at configuration or at full phase-space level [3, 4, 5, 6, 7, 8, 9, 10], and in quantum field theories [11, 12]. Other issues associated to noncommutative geometry involve the breaking of Lorentz symmetry [13, 14, 15], noncommutative fields in Friedmann-Lemaître-Robertson-Walker spaces [16, 17], astrophysics [18], black-holes [19] and noncommutative quantum cosmology [20, 21, 22].

In this contribution, one tackles the problem of stability of a noncommutative scalar field in a general curved space-time [23]. This problem is examined using the positive energy theorem, which states that the gravitational energy cannot be negative if matter fields satisfy the dominant energy condition [24, 25, 26]. This proves the stability of Minkowski space-time at classical and semi-classical levels. One can extend this theorem to include scalar and vector fields and this set-up can be used to show the stability of supergravity theories [27]. This method can be generalized to fields that do not admit a supersymmetric extension [28] and this in turn, can be used to obtain the stability condition for scalar fields that are non-minimally coupled to gravity [29]. The extension of this theorem to include black holes was proposed in Ref. [30].

The approach discussed here consists in obtaining the stability conditions for a noncommutative scalar fields defined in a curved space-time using the method of Refs. [28, 29]. Non-commutativity is implemented via the Moyal product adapted to curved spaces [16], and a condition to ensure associativity at a given order in the noncommutative parameter θ, for a noncommutative scalar field with a polynomial potential [17].

This work embodies the results of Ref. [23] and is organized as follows: first, one presents the model for a noncommutative scalar field and how it can be coupled to gravity. The noncommutative version of the generalized positive theorem is then obtained and the stability conditions are found for spaces with and without horizons. Finally, one presents a set of conclusions and discusses its implications.

THE MODEL

The set-up to study the stability conditions involve the following assumptions:

Assumption 1: Noncommutativity is implemented via a covariant version of the Moyal product [16, 17, 31, 32]
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\[ f * g = \sum_{n=0}^{\infty} \frac{(i/2)^n}{n!} \theta^{\alpha_1\beta_1} \cdots \theta^{\alpha_n\beta_n} (\nabla_{\alpha_1} \cdots \nabla_{\alpha_n} f) (\nabla_{\beta_1} \cdots \nabla_{\beta_n} g), \]  

(1)

where \( f \) and \( g \) are in general tensor fields, whose indices are omitted for simplicity. The operator \( \nabla_\mu \) denotes covariant derivative. This deformed product is not associative since the covariant derivatives do not commute. Furthermore, \( \theta^{\mu\nu} \), the noncommutative parameter, is regarded as a tensor and it is given by

\[ [x^\mu, x^\nu] = i\theta^{\mu\nu}. \]  

(2)

**Assumption 2**: \( \theta^{\mu\nu} \) is covariantly constant

\[ \nabla_\alpha \theta^{\mu\nu} = 0, \]  

(3)

this condition is a generalization of the constant \( \theta^{\mu\nu} \), of the Minkowski space-time \([16, 32]\).

**Assumption 3**: The noncommutative polynomial scalar potential is given by \([17]\):

\[ \tilde{V}(\Phi) = \sum_{n=0}^{\infty} \frac{\lambda_n}{n!} \tilde{\Phi} \cdots \tilde{\Phi}, \]  

(4)

where the tilde denotes a noncommutative function. Eq. (4) is obtained from the polynomial scalar potential \( V(\Phi) = \sum_{n=0}^{\infty} \frac{\delta^n}{n!} \Phi^n \) by substituting the usual point-wise product between functions by the Moyal one.

**Assumption 4**: One can define an associativity condition

\[ \theta^{\mu\nu} \nabla_\nu \Phi = 0. \]  

(5)

Although the covariant Moyal product is in general nonassociative, this condition keeps Eq. (4) associative up to second order in the noncommutative parameter \([17]\). Expanding Eq. (4) up to the second order in \( \theta \), one finds \([17]\):

\[ \tilde{V}(\Phi) = V(\Phi) + \frac{1}{2} \frac{d^2 V(\Phi)}{d\Phi^2} \left( -\frac{1}{8} \theta^{\alpha_1\beta_1} \theta^{\alpha_2\beta_2} \nabla_{\alpha_1} \nabla_{\alpha_2} \Phi \nabla_{\beta_1} \nabla_{\beta_2} \Phi \right). \]  

(6)

Notice that Eq. (5) has two classes of solutions. Choosing that \( \det \theta^{\mu\nu} = 0 \) does not trivialize the problem; if however, one chooses \( \det \theta^{\mu\nu} \neq 0 \), it implies that \( \nabla_\nu \Phi = 0 \), which is a too stringent condition.

**Assumption 5**: The gravity sector of the model is unaffected by noncommutativity, so that the usual Einstein’s equations remains unchanged,

\[ G_{\mu\nu} = \kappa \hat{T}_{\mu\nu}, \]  

(7)

where \( \kappa = 8\pi G \) and \( \hat{T}_{\mu\nu} \) is the noncommutative energy-momentum tensor that comprises a sum of two components: one related to the scalar field and the other related to matter fields, \( \hat{T}_{\mu\nu} = \hat{T}^\Phi_{\mu\nu} + \hat{T}^M_{\mu\nu} \).

**Assumption 6**: The matter fields satisfy the dominant energy condition. The noncommutative action then reads

\[ \tilde{S} = \int d^4x \sqrt{-g} \left[ \frac{i}{2} g^{\mu\nu} \nabla_\mu \Phi \nabla_\nu \Phi - \tilde{V}(\Phi) + \tilde{S}^M \right], \]  

(8)

and the noncommutative energy-momentum tensors are given by

\[ \tilde{T}^M_{\mu\nu} = \frac{2}{\sqrt{-g}} \frac{\delta (\sqrt{-g} \tilde{S}^M)}{\delta g^{\mu\nu}}, \quad \tilde{T}^\Phi_{\mu\nu} = \frac{1}{2} \left( \nabla_\mu \Phi \nabla_\nu \Phi + \nabla_\nu \Phi \nabla_\mu \Phi \right) - \frac{1}{2} g_{\mu\nu} \nabla^\rho \Phi \nabla_\rho \Phi + g_{\mu\nu} \tilde{V}(\Phi). \]  

(9)

**Assumption 7**: The product between spinor fields and gamma matrices is the usual one and the spinor fields commute with the noncommutative scalar field. The 4-momentum of the gravitational field can be associated to a four-momentum vector \( p_\mu \) in a asymptotically flat space by the following relationship \([26]\):

\[ \text{Physically this condition states that local energy density must be positive, that is for any time-like vector } W^\mu, T_{\mu\nu} W^\mu W^\nu \geq 0, \text{ and } T_{\mu\nu} W^\mu \text{ is not a space-like vector } \([13]\). \]
\[ 16\pi G p_\mu V^\mu = \frac{1}{2} \int_{S = \partial \Sigma} E^{\sigma \alpha} dS_{\sigma \alpha} = \int_{\Sigma} \nabla_\alpha E^{\sigma \alpha} d\Sigma_\alpha, \]

(10)

where \( V^\mu = \bar{\epsilon}_0 \gamma^\mu \epsilon_0 \), \( \epsilon_0 \) represents a constant Dirac spinor, \( \Sigma \) is an arbitrary three-dimensional hypersurface and \( S \) its boundary \( \partial \Sigma \) at infinity. The two-form \( E^{\sigma \alpha} \) is defined as:

\[ E^{\sigma \alpha} = 2 \left( \bar{\epsilon} \gamma^{\sigma \alpha \beta} \hat{\nabla}_\beta \epsilon - \bar{\nabla}_\beta \epsilon \Gamma^{\sigma \alpha \beta} \epsilon \right), \]

(11)

where \( \epsilon \) is a Dirac spinor which behaves as \( \epsilon \to \epsilon_0 + \mathcal{O} \left( \frac{1}{r} \right) \) at infinity. Hence, this assumption is justified as the total energy-momentum can be written with the use of spinor fields and Assumption 5.

**GENERALIZED POSITIVE ENERGY THEOREM**

As already mentioned, the positive energy theorem can be generalized in order to include fields that do not admit a supersymmetric extension. Since this extension is based on the generalized positive energy theorem, its derivation for supersymmetric theories is presented. One defines a generalized two-form \( \hat{E}^{\sigma \alpha} \) (Eq. (11))

\[ \hat{E}^{\sigma \alpha} = 2 \left( \bar{\epsilon} \Gamma^{\sigma \alpha \beta} \hat{\nabla}_\beta \epsilon - \bar{\nabla}_\beta \epsilon \Gamma^{\sigma \alpha \beta} \epsilon \right), \]

(12)

where \( \hat{\nabla}_\mu \) is the supercovariant derivative related to the change of the gravitino field under a supersymmetric transformation and \( i = 1, \ldots, \mathcal{N} \) is the number of supersymmetries. One can show that Eq. (10) is modified to

\[ 16\pi G p_\mu \bar{\epsilon}_0 \gamma^\mu \epsilon_0 = \int_{\Sigma} \left[ 16\pi G T^{\hat{M} \sigma}_\alpha \bar{\epsilon} \gamma^\mu \gamma^{\sigma \alpha \beta} \hat{\nabla}_\beta \epsilon + 4 \bar{\nabla}_\alpha \epsilon \Gamma^{\sigma \alpha \beta} \hat{\nabla}_\beta \epsilon + \bar{\delta} \chi^a \gamma^\sigma \delta \chi^a \right] d\Sigma_\sigma, \]

(13)

where \( \delta \chi^a \) represents the change of spin-\( \frac{1}{2} \) fields under a supersymmetric transformation. The first term in the integrand of Eq. (13) is positive since \( \gamma^{\hat{M} \sigma}_\alpha \) satisfies the dominant energy condition and \( \bar{\epsilon}_0 \gamma^\mu \epsilon_0 \) is non-space-like. Considering “0” as the time direction orthogonal to \( \Sigma \), hence the last two terms of the R.H.S. of Eq. (13) can be written as

\[ 4 \bar{\nabla}_m \epsilon^i \left( \gamma^0 \sigma^{mn} + \sigma^{mn} \gamma^0 \right) \bar{\nabla}_n \epsilon^i + \left( \delta \chi^a \right)^\dagger \delta \chi^a = -4 g^{mn} \left( \hat{\nabla}_m \epsilon^i \right)^\dagger \hat{\nabla}_n \epsilon^i + 4 \left( \hat{\nabla}_m \epsilon^i \right)^\dagger \gamma^m \gamma^0 \nabla \gamma^0 \epsilon^i + \left( \delta \chi^a \right)^\dagger \delta \chi^a. \]

(14)

If one chooses the Witten condition [27]

\[ \gamma^\mu \hat{\nabla}_\mu \epsilon^i = 0, \]

(15)

Eq. (14) is positive, and therefore the generalized positive energy theorem is proved. This method always works for supersymmetric theories since the values of \( \hat{\nabla}_\mu \epsilon^i \) and \( \delta \chi^a \) are set by supersymmetry [27, 28]. For non-supersymmetric scalar fields, the proof of the generalized theorem is similar [28]. But for the case under study one has to introduce noncommutative scalar functions that have to be found in order to ensure the positive energy theorem. One defines, generalizing the result of Ref. [29],

\[ \hat{\nabla}_\mu \epsilon^i = \nabla_\mu \epsilon^i + \frac{i}{2} \kappa_{\mu 0} f^{ij} (\Phi) \epsilon^j, \quad \delta \chi^a = i \gamma^\mu \nabla_\mu \Phi \times f^{\overline{a} \overline{t}} (\Phi) \epsilon^i + \overline{f}^{\overline{a} \overline{t}} (\Phi) \epsilon_i, \]

(16)

where \( f^{ij} (\Phi), f^{\overline{a} \overline{t}} (\Phi) \) and \( \overline{f}^{\overline{a} \overline{t}} (\Phi) \) are noncommutative real scalar functions to be determined. Using the spinor identity \([\nabla_\mu, \nabla_\nu] \epsilon = \frac{1}{2} \epsilon^{\alpha \beta} \sigma_{\alpha \beta} \epsilon \) and Eqs. (7) and (9), one gets

---

4 Our conventions are the following: the metric signature is \((+,-,-,-), \mathcal{E} = \epsilon^\gamma \gamma^\mu, \{\gamma^\mu, \gamma^\nu\} = 2 g^{\mu \nu}, \sigma^{\mu \nu} = \frac{1}{4} \left[ \gamma^\mu, \gamma^\nu \right], \epsilon_0 \epsilon_{123} = +1, \nabla_\alpha \epsilon = \partial_\alpha \epsilon - \frac{1}{2} \delta_{\alpha}^{\beta \nu} \sigma_{\nu \epsilon}, \Gamma^{\sigma \alpha \beta} = \gamma^{\sigma \beta} \rho^\sigma \delta^\rho_{\alpha}, \Gamma^{\sigma \alpha} = \gamma^{\sigma} \rho^\sigma \rho^\rho_{\alpha}. \]

5 Latin indices span over 1, 2, 3.
\[ \nabla_\alpha E^{\alpha \sigma} = 2 \kappa \tilde{\Sigma} \sigma^\alpha \tilde{\chi}^\alpha \epsilon^i + 4 \overline{\nabla}_\alpha \epsilon^i \Gamma^{\sigma \alpha \beta} \nabla_\beta \epsilon^i + \overline{\delta} \chi^\alpha \delta \chi^\alpha \]

\[ + \left( \tilde{f}_2^i (\Phi) \nabla_\alpha \Phi \right) \left( \nabla_\beta \Phi \right) \tilde{f}_2^i (\Phi) \right) \Gamma^{\sigma \alpha \beta} \epsilon^i \]

\[ + \left( 2 \kappa \delta^i j \right) \left( \nabla^\sigma \Phi \nabla_\alpha \Phi + \nabla_\beta \Phi \nabla^\sigma \Phi - \delta^\sigma \alpha \nabla^\rho \Phi \nabla_\rho \Phi \right) \frac{2}{2} \]

\[ - \left( \left( \tilde{f}_3^i (\Phi) \nabla_\alpha \Phi \right) \left( \nabla^\sigma \Phi \nabla_\beta \Phi \right) \tilde{f}_3^i (\Phi) \right) \right) \Gamma^{\sigma \alpha \beta} \epsilon^i \]

\[ - \left( \left( \tilde{f}_2^i (\Phi) \nabla_\alpha \Phi \right) \left( \nabla^\sigma \Phi \nabla_\beta \Phi \right) \tilde{f}_2^i (\Phi) \right) \right) \Gamma^{\sigma \alpha \beta} \epsilon^i \]

\[ - \left( \left( \tilde{f}_3^i (\Phi) \nabla_\alpha \Phi \right) \left( \nabla^\sigma \Phi \nabla_\beta \Phi \right) \tilde{f}_3^i (\Phi) \right) \right) \Gamma^{\sigma \alpha \beta} \epsilon^i \]

\[ + \left( \left( \tilde{f}_3^i (\Phi) \nabla_\alpha \Phi \right) \left( \nabla^\sigma \Phi \nabla_\beta \Phi \right) \tilde{f}_3^i (\Phi) \right) \right) \Gamma^{\sigma \alpha \beta} \epsilon^i \]

The stability problem consists in finding the noncommutative functions \( \tilde{f}_i^j (\Phi) \), \( \tilde{f}_2^i (\Phi) \) and \( \tilde{f}_3^i (\Phi) \) for a given \( \tilde{V} (\Phi) \) that ensure the positive-definiteness of Eq. (17).

**STABILITY CONDITIONS**

The method to obtain the stability conditions is to identify Eq. (17) with Eq. (13). So to ensure that Eq. (17) is positive, its last five terms must vanish. Notice that this system of equation is very difficult to solve, but it can be simplified if one assumes that the indices \( i, j, a \) are single-valued.

The task is to examine each term at the R. H. S. of Eq. (17). The first term is positive definite since the matter fields satisfy the dominant energy condition. Choosing the time direction as the direction orthogonal to \( \Sigma \) and using Eq. (15), one obtains that the second and the third terms are \(-4g^{\alpha \mu} \left( \tilde{V}_\alpha \epsilon^i \right) \right) \right) \Gamma^{\alpha \beta} \epsilon^j \). By the assumption that \( \theta^{\mu \nu} \) is covariantly constant, this sum is positive definite if one chooses the conditions:

\[ \theta^{\mu \nu} \nabla_\nu \tilde{V}_\alpha \epsilon^i = 0, \quad \theta^{\mu \nu} \nabla_\nu \delta \chi = 0. \]

Any noncommutative function \( \tilde{h} (\Phi) \) can be expanded up to second order in \( \theta \) as \( \tilde{h} (\Phi) = h + i \theta^{\mu \nu} h_{\mu \nu} + \theta^{\alpha \beta} \theta^{\beta \gamma} h_{\alpha \gamma} \), where \( h \) is a function of \( \Phi \), \( h_{\mu \nu} \) is an antisymmetric function of \( \Phi \) and its derivatives, and so on. To examine each term in Eq. (17), one has to expand the functions of \( \Phi \) up to second order, and the coefficients of each term in the expansion must vanish. This derivation has been fully carried on in Ref. [23]. As an example, one works in detail the term proportional to \( \tilde{V} \Gamma^{\alpha \beta} \epsilon \), which is absent in the commutative case discussed in Ref. [29]. It gives, after using that \( \Gamma^{\alpha \beta} \) is totally antisymmetric and a formula found in the Appendix of Ref. [23],

\[ \frac{i \theta^{\mu \nu}}{2} \tilde{f}_2^i \nabla_\mu \nabla_\alpha \Phi \nabla_\nu \nabla_\beta \Phi \tilde{V}^{\alpha \beta} \epsilon - \theta^{\alpha \beta} \theta^{\beta \gamma} f_2 f_2 a_\alpha b \nabla_\alpha \Phi \nabla_\beta \Phi \nabla_\gamma \Phi \tilde{V}^{\alpha \beta} \epsilon, \]

which vanishes if one chooses the condition

\[ \theta^{\mu \nu} \nabla_\mu \nabla_\alpha \Phi = 0. \]

The term proportional to \( \tilde{V} \epsilon \) vanishes if one uses condition Eq. (20). From Eq. (20) and formulas of the Appendix of Ref. [23], the term proportional to \( \tilde{V} \gamma^\mu \epsilon \) reads, as the coefficients of every order in the noncommutative parameter must vanish,

\[ f_2 = \sqrt{\kappa}, \quad f_2 \nu \mu = 0, \quad f_2 a_\alpha b \beta \beta = 0, \]

and thus that \( \tilde{f}_2 (\Phi) = \sqrt{\kappa} \). For the term proportional to \( \tilde{V} \gamma^4 \epsilon \) one must assume that \( \tilde{f} (\Phi) = a + b \Phi \Phi \), where constants \( a \) and \( b \) are obtained by the boundary conditions of the system of equations [29]. Using Eq. (20) one finds the following equations:
- f_3^2 + 2\kappa V(\Phi) + 6\kappa^2 f_3^2 = 0, \quad f_3\partial_\mu f_\nu = 0, \quad f_3 a_1 a_2_b_3 = \frac{f_3 a_1 b_1 f_3 a_2 b_2}{2f_3}.

This system of equations yield

\[ f_3\partial_\mu f_\nu = 0, \quad f_3 a_1 a_2_b_3 = 0. \]

Finally, the term proportional to \( \Gamma^{\sigma\alpha\epsilon} \) gives

\[ 4\kappa \left( \frac{df}{d\Phi} \right) - 2f_3 f_3 = 0. \]

The stability conditions are obtained after solving the system of equations

\[ 2\sqrt{\kappa} \left( \frac{df}{d\Phi} \right) = f_3, \quad -f_3^2 + 2\kappa V(\Phi) + 6\kappa^2 f_3^2 = 0. \]

This is precisely the set of equations for the commutative case for a quartic potential solved in Ref. [29]. One concludes that the stability conditions for a scalar with a noncommutative potential are not affected by noncommutativity.

After obtaining the stability conditions one can verify the consistency of Eqs. (28). One shows that \( \theta^{\mu\nu} \nabla_\nu \tilde{\chi} = 0 \), using the fact that noncommutativity does not act on spinors and Eq. (20).

**SPACE-TIME WITH HORIZONS**

To investigate black hole type spaces, the divergence theorem must be changed to include horizons, that is

\[ \frac{1}{2} \oint_S \tilde{E}^{\alpha\sigma} dS_{\sigma\alpha} - \frac{1}{2} \oint_H \tilde{E}^{\alpha\sigma} dS_{\sigma\alpha} = \int_{\Sigma} \nabla_\alpha \tilde{E}^{\alpha\sigma} dS_\sigma, \]

where \( H \) is a two-surface that denotes the horizon. An orthonormal tetrad frame \( \{ e_0 \} \) is introduced at the horizon [34], such that: \( e_0 \) is normal to \( \Sigma \), \( e_1 \) is normal to \( H \) and \( e_A (A = 2, 3) \) are tangent to \( H \). Using this coordinates one has to evaluate

\[ \oint_H \tilde{E}^{01} dS_{0\bar{1}}. \]

One omits for brevity the hat on the indices. One gets [4] after using the Witten’s condition and the spinor identities: \( \nabla_b e = (\kappa b) e + \frac{1}{2} K_{ab} \gamma^b \gamma^c e \) and \( \nabla_b A e = (\kappa A) e - \frac{1}{2} J_{AB} \gamma^b \gamma^c e \), where \( \nabla_b \) and \( \nabla_A \) are respectively the intrinsic three-dimensional covariant derivative on \( \Sigma \) and the intrinsic two-dimensional covariant derivative on \( H \); \( K_{ab} \) is the second fundamental form on \( \Sigma \) and \( J_{AB} \) is the second fundamental form on \( H \).

Thus, \( \tilde{E}^{01} |_H = e^1 \left[ 2\gamma^1 \gamma^A \mathcal{D}_A - (J + (K + K_{11}) \gamma^1 \gamma^0) + 2i\kappa \tilde{f}(\Phi) \gamma^1 \right] e + \text{h. c.} \),

where \( \mathcal{D}_A \equiv \left( (\kappa A - \frac{1}{2} A_{11} \gamma^0) \right) \), \( K = K^a_a \) and \( J = J^A_A \). To further proceed, one must introduce another restriction over the spinor fields on \( H \) [30]: \( \gamma^1 \gamma^0 e = e \). Eq. (28) can be written as

\[ \tilde{E}^{01} |_H = e^1 \left[ 2\gamma^1 \gamma^A \mathcal{D}_A - (J + (K + K_{11})) \right] e + 2i\kappa \tilde{f}(\Phi) e^\dagger \gamma^1 e + \text{h. c.} \).

Notice that \( J + (K + K_{11}) = -\sqrt{2} \psi \), where \( \psi \) is the expansion scalar [34], which vanishes if \( H \) is an apparent horizon. Using the condition \( \gamma^1 \gamma^0 e = e \), one sees that \( \gamma^1 \gamma^0 \) anticommutes with \( \gamma^1 \gamma^A \mathcal{D}_A \) and with \( \gamma^1 \), so \( e^\dagger \gamma^1 \gamma^A \mathcal{D}_A e = 0 \) and \( e^\dagger \gamma^1 e = 0 \). If one chooses the boundary \( H \) to be an apparent horizon, one finds

\[ \oint_H \tilde{E}^{01} dS_{0\bar{1}} = 0, \]

which shows that if one considers black hole type spaces, thus this does not alter the stability conditions obtained in the previous section.

---

6 The full derivation is presented in Ref. [23].
CONCLUSIONS

In this contribution the stability of noncommutative scalar fields coupled to gravity has been investigated. The proposed model consists in introducing the noncommutativity via a Moyal product adapted to curved spaces and an associativity condition $\theta^{\mu\nu} \nabla_{\nu} \Phi = 0$. One finds that the stability conditions for a noncommutative polynomial scalar potential are the very ones obtained for the commutative case, already examined in Ref. [29]. It is shown that if $H$ is an apparent horizon then $\oint_H \hat{E}^{\sigma\alpha} dS_{\sigma\alpha} = 0$, which proves that the stability conditions are not modified by the presence of horizons.

Finally, one stresses that the obtained stability conditions although similar to the commutative case are not by any means, trivial, as one might think at first sight. Indeed, one should notice that for the noncommutative case, the term proportional to $\varepsilon \Gamma_{\sigma\alpha\beta} \varepsilon$, which is absent in the commutative case, gives origin to the new Eq. (20).
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