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Abstract

We present an explicit solution of the eigen-spectrum of the Toeplitz matrix $C_{ij} = e^{-\kappa|i-j|}$ with $0 \leq i, j \leq N$, and extend it to a combination of a Toeplitz matrix and a Hankel matrix. The solution is found by elementary means that bypass the Wiener-Hopf technique usually used for this class of problems. It rests on the observation that the inverse of $C_{ij}$ is effectively a nearest neighbor hopping model with specific on-site energies, which can in turn be diagonalized easily. We apply this result to find analytically the plasma modes of a layered assembly of 2-dimensional electron gas. We find a sum rule relating the geometric mean of the frequencies of the plasma modes to the determinant of this Toeplitz matrix.
Introduction:

In the course of our study of layered electronic systems initiated in [1], we came across an interesting Toeplitz matrix

\[ C_{ij} = e^{-\kappa|i-j|}, \quad 0 \leq i, j \leq N. \]  

(1)

Eigenfunctions and eigenvalues of Toeplitz matrices are usually found by the Wiener-Hopf technique [2, 3]. The special case of Eq. (1) is called a Kac-Murdock-Szego matrix [4], which can be solved [5, 6, 7, 8] by noting that its inverse is a simple tridiagonal matrix, whose eigenfunctions and eigenvalues can easily be found. An aspect of interest is that the inverse matrix is a tridiagonal matrix, i.e. a nearest neighbor hopping model with a specific on-site and boundary energy. This type of matrix arises in a large number of problems in condensed matter physics, and therefore the relationships found here may thus be of broad interest.

The method of finding the eigenfunctions and eigenvalues of the matrix \( C_{ij} \) by constructing its inverse can be generalized to a matrix that is the combination of a Hankel matrix and a Toeplitz matrix:

\[ M_{ij} = ae^{-\kappa|i-j|} + be^{\kappa|i-j|} + c \left( e^{-\kappa(i+j)} + e^{-\kappa(2N-i-j)} \right) \]  

(2)

with arbitrary \( a, b \) and \( c \). This generalization is the subject of this paper.

The particular combination of Hankel and Toeplitz matrices given above is appropriate for solving the plasma modes of a layered assembly of 2-dimensional electron gas. The plasma mode frequencies have been found numerically for this system by a method different from ours [9, 10, 11], and has in fact been studied experimentally using Raman scattering [12]. Applying our method to this problem yields a simple expression for the eigenfunctions associated with these plasma modes, as well as a sum rule relating the frequencies of the (N+1) branches of the plasma frequency as functions of the parallel component of the photon wave vector. The density of states of eigenvalues is also of interest experimentally [14] and evaluated analytically here.
In the rest of this paper, we first review the details of the inversion of $C$, and two matrices closely related to it, followed by a calculation of the eigenspectrum. We then generalize the method to calculate the eigenspectrum of the matrix $M$ in Eq.(2). Finally, we apply the result to the layered electron gas.

§ The Inversion of $C_{ij}$

For $0 \leq j \leq N$ we denote the basis column vector $\hat{e}_j$ (with 1 at the $j^{th}$ row and 0 elsewhere) as $|j\rangle$, and write an operator $\hat{C}$ such that $\hat{C}|j\rangle = \sum_{l=0}^{N} C_{lj} |l\rangle$. Let us also denote $\omega_0 = e^{\kappa}$. We decompose $\hat{C}$ into right ($\hat{R}$) and left ($\hat{L}$) moving parts as

$$\hat{C} + 1 = \hat{R} + \hat{L},$$

where $1$ is the identity operator. The operators $\hat{R}$ and $\hat{L}$ are defined by their action on the basis states

$$\hat{R}|j\rangle = \sum_{l=j}^{N} e^{-\kappa(l-j)} |l\rangle = |r_j\rangle \equiv \sum_{l=j}^{N} \frac{\omega_0^l}{\omega_0^j} |l\rangle$$

and

$$\hat{L}|j\rangle = \sum_{l=0}^{j} e^{-\kappa(j-l)} |l\rangle = |l_j\rangle \equiv \sum_{l=0}^{j} \frac{\omega_0^l}{\omega_0^j} |l\rangle.$$

Note that the boundary vectors are given by

$$|l_0\rangle = |0\rangle, \text{ and } |r_N\rangle = |N\rangle.$$

For the next steps it is useful to note four recursion relations between the basis vectors and their domains

$$|l_{j+1}\rangle = \frac{1}{\omega_0} |l_j\rangle + |j + 1\rangle, \text{ for } 0 \leq j \leq N - 1$$

$$|l_{j-1}\rangle = \omega_0 |l_j\rangle - \omega_0 |j\rangle, \text{ for } 1 \leq j \leq N$$

$$|r_{j+1}\rangle = \omega_0 |r_j\rangle - \omega_0 |j\rangle, \text{ for } 0 \leq j \leq N - 1$$

$$|r_{j-1}\rangle = |j - 1\rangle + \frac{1}{\omega_0} |r_j\rangle \text{ for } 1 \leq j \leq N.$$
interior terms $1 \leq j \leq N - 1$:

\[
(\hat{C} + 1)|j + 1\rangle = |r_{j+1}\rangle + |l_{j+1}\rangle \\
= \omega_0|r_j\rangle + \frac{1}{\omega_0}|l_j\rangle + |j + 1\rangle - \omega_0|j\rangle,
\]

using Eqs. (7,9). Similarly

\[
(\hat{C} + 1)|j - 1\rangle = |r_{j-1}\rangle + |l_{j-1}\rangle \\
= \frac{1}{\omega_0}|r_j\rangle + \omega_0|l_j\rangle - \omega_0|j\rangle + |j - 1\rangle
\]

using Eqs. (8,10). Adding Eq. (11) and Eq. (12) and rearranging we find

\[
\hat{C}(|j + 1\rangle + |j - 1\rangle) = (\omega_0 + \frac{1}{\omega_0})\hat{C}|j\rangle - (\omega_0 - \frac{1}{\omega_0})|j\rangle.
\]

Multiplying through by the inverse operator $\hat{C}^{-1}$ we find

\[
\hat{C}^{-1}|j\rangle = \coth \kappa|j\rangle - \frac{1}{2 \sinh \kappa} (|j + 1\rangle + |j - 1\rangle).
\]

To determine the action of $\hat{C}^{-1}$ on the boundary term $j = 0$ we note

\[
(1 + \hat{C})|1\rangle = |l_1\rangle + |r_1\rangle = |1\rangle + \frac{1}{\omega_0}|0\rangle + \omega_0|r_0\rangle - \omega_0|0\rangle,
\]

\[
\hat{C}|1\rangle = \omega_0|r_0\rangle - (\omega_0 - \frac{1}{\omega_0})|0\rangle
\]

where we used Eq. (6), Eq. (7) and Eq. (9). Now observe that on using Eq. (6)

\[
\hat{C}|0\rangle = |r_0\rangle,
\]

and hence we may write

\[
\hat{C}|1\rangle = \omega_0\hat{C}|0\rangle - (\omega_0 - \frac{1}{\omega_0})|0\rangle,
\]

or taking the inverse,

\[
\hat{C}^{-1}|0\rangle = \frac{e^x}{2 \sinh \kappa}|0\rangle - \frac{1}{2 \sinh \kappa}|1\rangle.
\]

To determine the action of $\hat{C}^{-1}$ on the boundary term $j = N$ we note that

\[
\hat{C}|N - 1\rangle = \omega_0|l_N\rangle - \omega_0|N\rangle + \frac{1}{\omega_0}|N\rangle
\]
where Eq. (6) and Eq. (10) have been used. We further use
\[ \hat{C}|N\rangle = |l_N\rangle, \quad (20) \]
so that
\[ \hat{C}|N-1\rangle = \omega_0 \hat{C}|N\rangle - \omega_0 |N\rangle + \frac{1}{\omega_0} |N\rangle. \quad (21) \]
Upon inversion we get
\[ \hat{C}^{-1}|N\rangle = \frac{e^\kappa}{2 \sinh \kappa} |N\rangle - \frac{1}{2 \sinh \kappa} |N-1\rangle. \quad (22) \]
Combining Eq. (18), Eq. (22) and Eq. (14) we write the inverse matrix in the form of a tight-binding Hamiltonian
\[ \hat{C}^{-1} = \sum_{j=0}^{N} \epsilon(j) |j\rangle \langle j| - \tau \sum_{j=0}^{N-1} \{ |j+1\rangle \langle j| + |j+1\rangle \langle j+1| \}, \]
\[ \tau = \frac{1}{2 \sinh \kappa}, \]
\[ \epsilon(1) = \epsilon(2) = \cdots = \epsilon(N-1) = \coth \kappa, \]
\[ \epsilon(0) = \epsilon(N) = \frac{e^\kappa}{2 \sinh \kappa}; \quad (23) \]
§ Inverses of \( \hat{R} \) and \( \hat{L} \)
It is interesting to note the inverses
\[ \hat{R}^{-1} = 1 - e^{-\kappa} \sum_{j=0}^{N-1} |j+1\rangle \langle j| \]
\[ \text{i.e. the identity minus a right shift operator, and} \]
\[ \hat{L}^{-1} = 1 - e^{-\kappa} \sum_{j=0}^{N-1} |j\rangle \langle j+1| \]
\[ \text{i.e. the identity minus a left shift operator. The proof uses a similar idea as before. For Eq. (24) with } 0 \leq j \leq N - 1, \text{ we use Eq. (9) to write} \]
\[ \hat{R}|j+1\rangle = \omega_0 \hat{R}|j\rangle - \omega_0 |j\rangle, \text{ or } \hat{R}^{-1}|j\rangle = |j\rangle - \frac{1}{\omega_0} |j+1\rangle, \quad (26) \]
and for the boundary term use $\hat{R}^{-1}\vert N \rangle = \vert N \rangle$. For Eq. (25) with $0 \leq j \leq N - 1$, we use Eq. (7) to write
\[
\hat{L}\vert j + 1 \rangle = \frac{1}{\omega_0} \hat{L}\vert j \rangle + \vert j + 1 \rangle, \quad \text{or} \quad \hat{L}^{-1}\vert j + 1 \rangle = \vert j + 1 \rangle - \frac{1}{\omega_0} \vert j \rangle, \quad (27)
\]
and for the boundary term $\hat{L}^{-1}\vert 0 \rangle = \vert 0 \rangle$. Together these result in Eq. (24) and Eq. (25).

§Diagonalizing of $\hat{C}$

It is actually easier to diagonalize $\hat{C}^{-1}$ in Eq. (23). We try the wave function
\[
\vert \Psi(q) \rangle = \sum_{j=0}^{N} \cos(qj - \Phi(q))\vert j \rangle \quad (28)
\]
such that
\[
\hat{C}^{-1}\vert \Psi(q) \rangle = \Lambda^{-1}\vert \Psi(q) \rangle. \quad (29)
\]
Here $q$ and $\Phi(q)$ as well as the eigenvalue $\Lambda$ are to be determined. The interior terms $1 \leq j \leq N - 1$ are satisfied by this wavefunction provided
\[
\Lambda^{-1} = \coth \kappa - \frac{\cos q}{\sinh \kappa}. \quad (30)
\]
and the amplitude at $j = 0$ requires the condition
\[
(\Lambda^{-1} - \epsilon(0)) \cos \Phi = -\tau \cos(q - \Phi), \quad (31)
\]
or simplifying further we find the phase shift determined by
\[
\Phi(q) = \arccot \left\{ \frac{\sin q}{\cos q - e^{-\kappa}} \right\}. \quad (32)
\]
The phase shift $\Phi(q)$ varies continuously with $q$ in the interval $0 \leq q \leq \pi$, decreasing monotonically from $\pi/2$ to $-\pi/2$. It is thus a convenient parameterization for finding all the eigenvalues. The amplitude at $j = N$ is satisfied if
\[
(\Lambda^{-1} - \epsilon(N)) \cos(qN - \Phi(q)) = -\tau \cos(q(N - 1) - \Phi(q)), \quad (33)
\]
or simplifying further

\[
\sin(qN - 2\Phi(q)) = 0. \tag{34}
\]

Alternatively, we can observe that the eigenfunctions must be odd or even functions of the index \(j\) measured from the midpoint of \(j = N/2\) (this is true even if \(N\) is odd), so that either \(\sin(qN/2 - \Phi(q))\) or \(\cos(qN/2 - \Phi(q))\) is zero for each eigenfunction. The product of the two expressions, and therefore \(\sin(qN - 2\Phi(q))\) must therefore be zero for every eigenfunction. It is straightforward to verify that the \(N\) values \(\nu = 0, 1, \ldots N\) yield the \(N + 1\) distinct eigenvalues

\[
\Lambda(q_\nu, \kappa) = \frac{\sinh \kappa}{\cosh \kappa - \cos q_\nu}, \quad \text{with} \tag{35}
\]

\[
q_\nu N = \nu \pi + 2\Phi(q_\nu). \tag{36}
\]

We will usually denote \(\Lambda(q_\nu, \kappa)\) as \(\Lambda(q_\nu)\). At finite \(N\) the values \(q = 0\) and \(q = \pi\) are excluded since for these the wavefunction \(|\Psi(q)\rangle\) vanishes identically, formally these correspond to \(\nu = -1\) and \(\nu = N + 1\) respectively. Also we note that in the limit \(\kappa \to +\infty\), the phase shift \(\Phi(q) = \pi/2 - q\) and hence \(q_\nu = \frac{\nu + 1}{N+2} \pi\).

The matrices \(\hat{R}\) and \(\hat{L}\) act as raising or lowering operators and do not have the usual eigenfunctions, however it is easy to construct their generalized eigenfunctions.

\section*{Density of states}

For large \(N\) it is useful to employ the density of states of the exact eigenvalues, these can be found straightforwardly. We note the identity

\[
\frac{d\Phi(q)}{dq} = -\frac{1}{2} (1 + \Lambda(q)), \tag{37}
\]

so that we can write the difference in successive solutions from Eq. (36) in the form

\[
\pi \Delta \nu = N \Delta q_\nu - 2 \Delta \Phi(q_\nu) = \Delta q_\nu (N + 1 + \Lambda(q_\nu)) \tag{38}
\]
so that

\[ \sum_{\nu=0}^{N} \rightarrow \int_{q_0}^{q_N} \frac{dq}{\pi} \left\{ N + 1 + \Lambda(q) \right\}. \quad (39) \]

From Eq. (36)

\[ \frac{dq}{d\Lambda} = -\frac{\sinh \kappa}{\Lambda^2 \left[ 1 - (\cosh \kappa - \frac{\sinh \kappa}{\Lambda})^2 \right]^{1/2}} \quad (40) \]

and hence we can convert a sum over solutions to an integral over eigenvalues with a density of states

\[ \sum_{\nu} \rightarrow \frac{1}{\pi} \int_{\Lambda_<}^{\Lambda_>} \frac{d\Lambda}{\Lambda^2} \frac{\{ N + 1 + \Lambda \} \sinh \kappa}{\left[ 1 - (\cosh \kappa - \frac{\sinh \kappa}{\Lambda})^2 \right]^{1/2}} \quad (41) \]

where

\[ \Lambda_< = \frac{\sinh \kappa}{\cosh \kappa + 1}, \quad \Lambda_> = \frac{\sinh \kappa}{\cosh \kappa - 1}. \quad (42) \]

§Szegő’s theorem for the determinant of $C_{ij}$

It is interesting to compute the determinant of $C$. For the matrix Eq. (1) we are in the happy position of being able to do so exactly by using Gauss’s method of triangulation, leading to

\[ ||C|| = \det(C) = (1 - e^{-2\kappa})^N. \quad (43) \]

The proof is elementary. An alternative approach exploits the tridiagonal nature of $C^{-1}$. If one defines $A_j$ to be the $j \times j$ submatrix of $(2 \sinh \kappa)C^{-1}$ that ends at the bottom right corner of $C^{-1}$, it is easy to verify that $||A_{j+1}|| = V_j||A_j|| - ||A_{j-1}||$ for $j = 1, 2 \ldots N$ with the boundary condition $||A_0|| = 1$ and $||A_1|| = e^{\kappa}$, and $V_j = e^{\kappa} \delta_{j,N} + (1 - \delta_{j,N})2 \cosh \kappa$. With the boundary condition, the solution to the recurrence relation is $||A_j|| = e^{\kappa j}$ for $0 \leq j \leq N$, and so $||A_{N+1}|| = e^{(N+1)\kappa}(1 - e^{-2\kappa})$. Therefore $||C|| = (2 \sinh \kappa)^{N+1}/[e^{(N+1)\kappa}(1 - e^{-2\kappa})] = (1 - e^{-2\kappa})^N$.

We can also calculate the determinant from the strong theorem of Szegő [15], which is guaranteed to give the two leading terms in the
limit of large N. Specifically the theorem says that when the \((N+1)\times(N+1)\) Toeplitz matrix \(C\) is generated by a density \(\phi(\theta)\) through a Fourier series, i.e.

\[
C(i - j) = \int_{-\pi}^{\pi} \frac{d\theta}{2\pi} e^{-i\theta(i-j)} \phi(\theta) \tag{44}
\]

and further if

\[
\log \phi(\theta) = \sum_{l=-\infty}^{\infty} e^{il\theta} v_l \tag{45}
\]

then the determinant for large \(N\) is given by

\[
||C|| = \exp\left\{ (N + 1) v_0 + \sum_{l=1}^{\infty} l|v_l|^2 + o(N) \right\}. \tag{46}
\]

In the present case of Eq. (1) it is readily seen that

\[
\phi(\theta) = \frac{\sinh \kappa}{\cosh \kappa - \cos(\theta)}, \quad \text{and} \quad v_l = \delta_{l,0} \left( \log 2 \sinh \kappa - \kappa \right) + \left( 1 - \delta_{l,0} \right) \frac{e^{-|l|}}{|l|}. \tag{47}
\]

Substituting into Eq. (46) and carrying out the summation over \(l\) we see that Szegő’s theorem gives

\[
||C|| = \exp\{ (N + 1) \left[ \log(1 - e^{-2\kappa}) \right] - \left[ \log(1 - e^{-2\kappa}) \right] + o(N) \}
= \exp\{ N \left[ \log(1 - e^{-2\kappa}) \right] + o(N) \}. \tag{49}
\]

Comparing with Eq. (43) we see that the above expression is exact if we drop the \(o(N)\) correction terms altogether. We can also calculate the determinant using the exact eigenvalues \(\Lambda\) given in Eq. (36) and employing the Euler-Mclaurin formula. The first two terms are the same as in Eq. (49). The rather unexpected vanishing of the \(o(N)\) correction term, as explained to us by Prof. Ehrhardt, is the consequence of the following general result[16]: define \(\varphi(z) = \sum_{k=-\infty}^{\infty} C_{k+j}z^k\). If \(1/\varphi(z)\) has a Laurent series in which all \(z^k\) terms vanish for \(k > m\) or \(k < -m\), then the determinant of \(C\) is of the form \(GNE\) for \(N + 1 \geq m\), for some constants \(E\) and \(G\). (The constants can be defined as \(G = ||C_{N=m}||/||C_{N=m-1}||\) and \(E = ||C_{N=m}||/G^m\).) In the
case at hand, \( m = 1 \), and the determinant grows exponentially with \( N \) over the entire range of \( N \).

\section*{Generalization to combined Toeplitz-Hankel matrices}

Toeplitz matrices are closely related to Hankel matrices: the elements \( H_{ij} \) of a Hankel matrix \( H \) only depend on \( i + j \). It is clear that any Hankel matrix is related to some Toeplitz matrix through reflection about the midpoint: \( i \rightarrow N - i \) or \( j \rightarrow N - j \). In particular, the matrix

\[ \tilde{H}_{ij} = e^{-\kappa|i+j-N|}, \quad 0 \leq i, j \leq N. \]  

(50)

is a reflection of the Toeplitz matrix \( C_{ij} \) which we have analyzed. Since \( H = RC \), where \( R \) is the reflection operator, any eigenvector of \( C \) satisfies \( \tilde{H}|\psi\rangle = RC|\psi\rangle = \lambda R|\psi\rangle \). Since, as we have remarked earlier, the eigenvectors of \( C \) are even or odd under reflection about the midpoint, \( \tilde{H}|\psi\rangle = (-1)^P \lambda|\psi\rangle \), where \( P \) is the parity of the eigenvector.

A related Hankel matrix, \( H_{ij} = \exp[-\kappa(i+j)] \), for which there is no cusp on the diagonal, is even simpler to solve. It is easy to verify that any vector \( |\psi\rangle \) that satisfies \( \sum_j \exp[-j\kappa]|\psi\rangle = 0 \) is a null vector of \( H \). Thus the null space of \( H \) is \( N \)-dimensional, and the \( N + 1 \)'th eigenvector must be the vector that is orthogonal to this subspace: \( |\psi\rangle = \exp[-j\kappa] \) (unnormalized), with eigenvalue \( \sum \exp[-2j\kappa] \).

We now consider the problem of finding the eigenvalues of a combination of Hankel and Toeplitz matrices:

\[ M_{ij} = a \exp[-\kappa|i-j|] + b \exp[\kappa|i-j|] + c \{ \exp[-\kappa(i+j)] + \exp[-\kappa(2N-i-j)] \} \]  

(51)

with the restriction \( a \neq b \). Each of the four parts of this matrix can be solved (in our discussion of the matrix \( C \), there was no restriction that \( \kappa \) had to be positive), but they are non-commuting.
We define the tridiagonal matrix \( T \)
\[
T = \frac{1}{2(a - b) \sinh \kappa} \begin{pmatrix}
  e^\kappa & -1 & 0 & \ldots \\
  -1 & 2 \cosh \kappa & -1 & \ldots \\
  \vdots & \vdots & \ddots & \ddots 
\end{pmatrix}
\] (52)

which is the same tridiagonal matrix we used earlier, except for the factor of \( a - b \) in the denominator. Then it is possible to verify that
\[
TM = I + \begin{pmatrix}
  \alpha_0 & \alpha_1 & \ldots \\
  0 & 0 & \ldots \\
  \vdots & \vdots & \ddots \\
  \alpha_N & \alpha_{N-1} & \ldots 
\end{pmatrix}
\] (53)
i.e. the matrix \( T \) is the inverse of \( M \) except for boundary effects. Explicitly, the elements of the boundary rows are
\[
\alpha_i = \frac{1}{a - b} (b \exp[\kappa i] + c \exp[-\kappa i]).
\] (54)

The actual inverse of \( M \) is then
\[
M^{-1} = T + \begin{pmatrix}
x_0 & x_1 & \ldots \\
0 & 0 & \ldots \\
\vdots & \vdots & \ddots \\
x_N & x_{N-1} & \ldots 
\end{pmatrix}
\] (55)
where, taking advantage of the symmetry properties of \( M \), the condition to be satisfied by the \( x_i \)’s is
\[
M \begin{pmatrix}
x_0 \\
x_1 \\
\vdots \\
x_N 
\end{pmatrix} = - \begin{pmatrix}
\alpha_0 \\
\alpha_1 \\
\vdots \\
\alpha_N
\end{pmatrix}.
\] (56)

This has the solution
\[
\begin{pmatrix}
x_0 \\
x_1 \\
\vdots \\
x_N
\end{pmatrix} = -T \begin{pmatrix}
\alpha_0 \\
\alpha_1 \\
\vdots \\
\alpha_N
\end{pmatrix} - \begin{pmatrix}
\sum \alpha_i x_i \\
0 \\
\vdots \\
\sum \alpha_{N-i} x_i
\end{pmatrix}.
\] (57)
Substituting Eq.(54) in the first term on the right hand side, all the elements of \( T \cdot \alpha \) except the first and last ones are zero. Therefore, \( x_1, x_2 \ldots x_{N-1} = 0 \) and we are left with the coupled equations

\[
(a - b) \begin{pmatrix} x_0 \\ x_N \end{pmatrix} = -\frac{1}{a-b} \begin{pmatrix} c \\ be^{N\kappa} \end{pmatrix} - \begin{pmatrix} x_0 & x_N \\ x_N & x_0 \end{pmatrix} \begin{pmatrix} b + c \\ be^{N\kappa} + ce^{-N\kappa} \end{pmatrix}
\]

which has the solution

\[
x_0 = \frac{ac - bc + c^2 - b^2 e^{2N\kappa}}{(a-b)(a+c)^2 - (ce^{-N\kappa} + be^{N\kappa})^2}
\]

\[
x_N = \frac{c^2 e^{-N\kappa} - ab e^{N\kappa}}{(a-b)(a^2 + 2(a-b)c - b^2 e^{2N\kappa} + c^2(1 - e^{-2N\kappa})}. \tag{59}
\]

Once we have obtained \( M^{-1} \) in the form of Eq.(55), it is easy to see that the eigenvectors can be written with elements \( \psi_q(j) = \cos[q(j - N/2)] \) or \( \psi_q(j) = \sin[q(j - N/2)] \). The eigenvalues are related to \( q \) through

\[
\Lambda^{-1} = \frac{1}{a-b} \left[ \coth \kappa - \frac{\cos q}{\sinh \kappa} \right]. \tag{60}
\]

The boundary conditions for the even and odd eigenvectors

\[
(x_0 + x_N) \cos qN/2 + \frac{e^{-\kappa}}{2(a-b)\sinh \kappa} [\cos qN/2 + \cos q(N/2 + 1)] = 0
\]

\[
(x_0 - x_N) \sin qN/2 + \frac{e^{-\kappa}}{2(a-b)\sinh \kappa} [\sin qN/2 + \sin q(N/2 + 1)] = 0
\]

respectively determine the allowed values of \( q \).

From Eq.(53), it is easy to see that

\[
det(M) = (1 + \alpha_0)^2/det(T) = (a - b)^{N-1}(a + c)^2((1 - e^{-2\kappa})^N. \tag{62}
\]

\[\text{§2-d Plasmon spectrum}\]

As mentioned in the introduction, the Toeplitz matrix \( C_{ij} \) arises in the context of plasmons in multilayer systems, a system that has been studied extensively earlier. The original systems studied in the work of Olego, Pinczuk, Gossard and Wiegmann [12, 13] consists of alternating layers of insulating GaAs and conducting \((Al_xGa_{1-x})As\).
Here the conducting planes are coupled by the Coulomb interaction only, i.e. one ignores the direct hopping of electrons between layers [1]. Recent advances in materials allows a vast range of composite materials, generalizing this initial system [17, 18, 19, 20]. To understand plasmons in these systems, one needs to understand the dielectric function of layered systems [11, 10, 9], where the plasmon is a pole of a charge response function, probed by either a charged particle surface scattering, or as in the case of [12, 13, 9] by photons using Raman scattering. Within the widely used random phase approximation for these systems, the plasmon is found as the eigen-solution of a homogeneous Fredholm equation[9] satisfied by $\delta \rho(l)$, the induced charge density on layer $l$ due to a small excess external charge:

$$\delta \rho(l) = D_0(k_{||}, \omega)V(k_{||}) \sum_{m=0}^{N} e^{-k_{||}d|m-l|} \delta \rho(m), \quad (63)$$

where $k_{||}$ is the magnitude of the component of the photon parallel to the 2-d layer, $d$ the separation between the $N+1$ layers, $V(k_{||}) = \frac{2\pi e^2}{\epsilon_M k_{||}}$ and $\epsilon_M$ is the material dielectric constant. Here $D_0(k_{||}, \omega)$ is the "bubble" polarization in 2-d; it is approximated well in terms of the 2-d density $n$ and effective mass $m^*$ by

$$D_0 \sim \frac{nk_{||}^2}{m^* \omega^2}.$$

When the dielectric constants in the different layers are different, one must also add image charges to Eq. (63) as explained in [9], who provide a complete numerical solution for all cases.

Comparing Eq. (63) with Eq. (1) we see that the plasmon frequencies for the $N+1$ layer problem are obtained from $\Lambda_{\nu}$ in Eq. (35)

$$\omega_{\nu}(k_{||}) = \sqrt{\frac{2\pi n e^2}{\epsilon_M m^*}} \sqrt{k_{||} \Lambda(q_{\nu}, \kappa)} \quad (64)$$

by identifying $\kappa = k_{||}d$. The allowed $q_{\nu}$’s are given by Eq. (36), and are not evenly spaced. The exact determination of the Toeplitz deter-
minant implies that we have a sum-rule on
\[ \langle \omega(k||) \rangle_{gm} = \left[ \prod_{\nu=0}^{N} \omega_{\nu}(k||) \right]^{\frac{1}{N+1}} = \sqrt{\frac{2\pi n e^{2}}{\varepsilon_{M} m^*}} \sqrt{k||} \left[ (1 - e^{-2k||d}) \right]^{\frac{N}{2(N+1)}} \] (65)

In Fig. (1) we illustrate the plasmon solutions for the case of 6 layers using parameters close to those in [12], and also display the geometric mean.

It is useful to note that in general layered systems, the background dielectric function varies between layers, often described as a \( \varepsilon_0-\varepsilon-\varepsilon_0 \) configuration of the layers [9]. The pure Toeplitz spectrum is obtained when \( \varepsilon_0 = \varepsilon \). In fact the experiment in [13] corresponds to such a case, with a vanishing dielectric contrast.

In the generic \( \varepsilon_0-\varepsilon-\varepsilon_0 \) configuration of the layers [9], the problem corresponds to the more complicated Toeplitz-Hankel combination discussed in the previous section, with (in the notation of Ref. [9], with \( N \to N + 1 \))

\[ c/a = \frac{\varepsilon - \varepsilon_0}{\varepsilon + \varepsilon_0} \exp[-\kappa(L - Nd)] \]
\[ b/a = \left( \frac{\varepsilon - \varepsilon_0}{\varepsilon + \varepsilon_0} \right)^2 \exp[-2\kappa(L/d)]. \] (66)

The right hand side of Eq.(65) is multiplied by

\[ [(1 - b/a)^{N-1}(1 + c/a)^{2}]^{1/(N+1)}(1 - b/a)^{-1/2}. \] (67)
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Figure 1: The six plasmon branches for a six layer system in blue solid curves, the geometric mean frequency from Eq. (65) in red dashed curve, and the 3-d bulk and 2-d bulk plasmon in magenta dotted curves. The parameters used are similar to those of sample 1 in [12], we used $d=900\,\text{Å}$, $n=7.3\times 10^{11}\,\text{cm}^{-2}$, $m^* = 0.07m_e$, $\epsilon = 13.1$. 
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