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Abstract—Multicarrier-low density spreading multiple access (MC-LDSMA) is a promising multiple access technique that enables near optimum multiuser detection. In MC-LDSMA, each user's symbol is spread on a small set of subcarriers, and each subcarrier is shared by more than one user. The unique structure of MC-LDSMA makes the radio resource allocation more challenging compared to some well-known multiple access techniques. In this paper, we study the radio resource allocation for single-cell MC-LDSMA system. Firstly, we consider the single-user case, and derive the optimal power allocation and subcarriers partitioning schemes. Then, by capitalizing on the optimal power allocation of the Gaussian multiple access channel, we provide an optimal solution for MC-LDSMA that maximizes the users' weighted sum-rate under relaxed constraints. Due to the prohibitive complexity of the optimal solution, suboptimal algorithms are proposed based on the guidelines inferred by the optimal solution. The performance of the proposed algorithms and the effect of subcarrier loading and spreading are evaluated through Monte Carlo simulations. Numerical results show that the proposed algorithms significantly outperform conventional static resource allocation, and MC-LDSMA can improve the system performance in terms of spectral efficiency and fairness in comparison with OFDMA.
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I. INTRODUCTION

The need for ubiquitous coverage and the increasing demand for high data rate services keep constant pressure on the mobile network infrastructure. There has been intense research to improve the system spectral efficiency and coverage, and a significant part of this effort focused on developing and optimizing the multiple access techniques. One such promising technique that has been recently proposed is the low density spreading (LDS), which intelligently manages the multiple access interference to offer efficient and low complexity multiuser detection (MUD) [1]. It was shown that the low density spreading multiple access (LDSMA) enables near optimal MUD using belief propagation with affordable complexity [1]–[4]. The LDSMA concept has been extended to multicarrier communication to cope with the multipath channel effect [5]. In multicarrier-LDSMA (MC-LDSMA), each symbol is spread over a small number of the available subcarriers, and each subcarrier is shared by more than one user. The main focus in the literature of LDS, was on the evaluation of the asymptotic behaviour of the belief propagation algorithm and optimization of the system's bit error rate (BER) performance [1]–[4].

Given the limited spectrum availability, radio resource allocation is essential for optimizing the performance of mobile communication systems. Most of existing work on radio resource allocation for uplink scenario can be divided into two categories. The first category deals with resource allocation for generic multiple access channel (MAC), where only the users' power constraints are considered [6]–[8]. In the second category, specific multiple access schemes such as orthogonal frequency division multiple access (OFDMA) and time division multiple access are considered. Comparing to the generic MAC, in the specific multiple access schemes, extra constraints need to be satisfied in the resource allocation problem. In general, these constraints make the allocation problem non-linear and non-convex, which motivates suboptimal solutions, and can be resolved by analysing the optimality conditions [9]–[11] or based on the game theory approach [12]–[14]. Although, there has been a lot of work on the radio resource allocation, the existing schemes cannot be directly applied to the MC-LDSMA system under question.

The LDS structure imposes constraints on the number of users that share the same subcarrier and the number of subcarriers used for spreading each symbol, which make the radio resource allocation problem more challenging. We have proposed a heuristic algorithm for radio resource allocation without considering the spreading to simplify the problem [15]. In this paper, we consider the radio resource allocation for MC-LDSMA by taking into account the spreading, which significantly change the structure of the problem. We will consider the radio resource allocation for two cases; single-user and multiuser. The contributions of this paper can be summarized as follows. i) A single-user optimal power allocation scheme that consists of maximum ratio transmission (MRT) and water-filling is proposed. ii) An optimal subcarrier partitioning scheme for the proposed power allocation is derived. iii) Assuming continuous frequency selective channels, an optimal power allocation for MC-LDSMA is derived under certain relaxed conditions. iv) Using the single-user power allocation algorithm and the insights gained from the multiuser optimal solution, two suboptimal subcarrier and power allocation algorithms are proposed. v) The effects of subcarrier loading, effective spreading factor and power allocation are investigated through Monte Carlo simulations.

The rest of the paper is organized as follows. In Section II, background information on the optimal power allocation for
frequency selective MAC and the MC-LDSMA system model are presented. The optimal power allocation and subcarriers partitioning schemes for the single-user case are introduced in Section III. In Section IV, the optimality conditions of radio resource allocation for the multiuser case in addition to suboptimal algorithms are provided. In Section V, we evaluate the performance of the proposed algorithms in single-user and multiuser scenarios using Monte Carlo simulations. Finally, concluding remarks are drawn in Section VI. Table I summarizes the frequently used mathematical symbols in this paper.

| Symbol | Description |
|--------|-------------|
| $K$    | Set of users |
| $K'$   | Total number of users |
| $N$    | Set of subcarriers |
| $N'$   | Total number of subcarriers |
| $N_k$  | Set of subcarriers allocated to user $k$ |
| $N_k'$ | Number of subcarriers allocated to user $k$ |
| $M_k$  | Set of subcarriers’ subsets/groups of user $k$ |
| $M_k'$ | Number of symbols/subcarriers’ subsets of user $k$ |
| $P_k$  | Maximum power of user $k$ |
| $w_k$  | Weight assigned to user $k$ |
| $B_k$  | Rate of user $k$ |
| $\lambda_k$ | Lagrange multiplier of the $k$th user’s power constraint |
| $T_k$  | Set of users that interfere with the $k$th user |
| $\theta$ | Interference from users not cancelled yet |
| $\sigma^2$ | Noise power spectral density |
| $\pi(\cdot)$ | Permutation |
| $d_n$ | Number of users at each subcarrier in LDS |
| $d_n'$ | Effective spreading factor in LDS |
| $\mathcal{P}_{\text{ave}}$ | Set of subcarriers to spread symbol $u_n$ of user $k$ in LDS |
| $\mathcal{P}_{\text{ave}}(f)$ | $k$th user rate on the $m$th subset of subcarriers in LDS |
| $w_{k,m}$ | $k$th user utility on the $m$th subset of subcarriers in LDS |
| $u_{k,m}(f)$ | $k$th user utility on the $m$th subcarrier |
| $\mathcal{A}_f$ | Set of users allocated the same weight/priority |
| $\bar{w}_i$ | Weight assigned to the $i$th group of users ($B_i$) |
| $S_f, S_n$ | Set of active users at frequency $f$ & subcarrier $n$ |
| $\mathcal{P}_{\text{ave}}(f)$ | $k$th user power at frequency $f$ & subcarrier $n$ |
| $p_{k,m}(f)$ | $k$th user channel gain at frequency $f$ & subcarrier $n$ |
| $\max_{\mathcal{P}} \sum_{k \in \mathcal{S}} u_{k}(f) R_{\mathcal{P}}(f(k))$, (4) | Maximize sum-rate for frequency selective MAC |
| $\int_{-W/2}^{W/2} \mathcal{P}(f) df \leq P_k, \quad \forall k \in \mathcal{K}$, (5) | Subject to |
| $\sum_{k \in \mathcal{S}} \mathcal{P}(f) df \leq P_k, \quad \forall k \in \mathcal{K}$, (5) | Where $w_k$ is the weight associated with user $k$. By exploiting the Polymatroid properties of the capacity region (1) and using the Lagrange multipliers, Tse and Hanly [7] have shown that optimal power allocation can be carried out by optimization at each frequency, and the optimal solution for a given $\lambda = [\lambda_1, \ldots, \lambda_K]$ is given by |

Here, $W$ is the total bandwidth and $\mathcal{P}$ is a power allocation policy such that $\mathcal{P}(f)$ is the power user $k$ allocates at frequency $f$, and $h_k(f) = |\alpha_k(f)|^2$, where $\alpha_k(f)$ is the $k$th user channel frequency response at frequency $f$ and $\sigma^2$ is the noise power spectral density. This capacity area has $\mathcal{K}$! vertices in the positive quadrant, and each vertex is achievable by a successive decoding using one of the possible $\mathcal{K}$! distinct permutations of the set $\mathcal{K}$. The vertex $\mathbf{R}_\pi$, which corresponds to permutation $\pi(\cdot)$, is given by
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cancelled. \( \lambda_k \) is the Lagrange multiplier associated with the power constraint of user \( k \). The optimal power allocation can be obtained via a greedy algorithm, which is summarized as follows [15]. Let \( \sigma^2 + q \) represents the current “interference level” due to the noise and received power of users not yet cancelled. Starting with received power \( q = 0 \), the optimal solution can be obtained by adding a user, at each interference level, that leads to the largest increase in the objective function. The decoding order that achieves the optimal solution is in increasing order of the users’ weights \( w_{\pi(1)} \leq w_{\pi(2)} \cdots \leq w_{\pi(K)} \). It is worth mentioning that the solution is only valid for continuous channel gain or when the number of discrete channel gains reaches infinity [7].

For MAC, users’ total transmit power \( (P_k) \) is the only constraint in the optimization problem. For special multiple access schemes, an additional constraint is imposed on the optimization problem to control the number of users that share the same frequency. Let \( S_f \) be the set of active users at frequency \( f \), \( S_f = \{ k : P_k(f) > 0 \} \). As a special multiple access scheme, in MC-LDMSA the condition, \( |S_f| \leq d_c \), must be satisfied. On the other hand, in OFDMA \( |S_f| \in [0, 1] \) must be satisfied. As will be shown in Section IV, adding such a constraint to the optimization problem makes the problem non-convex. However, it will be proven that MC-LDMSA can be a special case of the generic MAC with certain conditions on the users’ weights, and the power allocation algorithm for MAC can be used to find the optimal power allocation for MC-LDMSA. Therefore, the constraint will be fulfilled without explicitly imposing it in the optimization problem.

Now, the system model of a single-cell MC-LDMSA will be presented, which can also be found in [16]. The conceptual block diagram of an uplink MC-LDMSA system is depicted in Fig. 1. The total frequency band is divided into a set of subcarriers \( N = \{1, \ldots, N\} \). Let \( a_k \) be a data vector of user \( k \) consisting of \( M_k \) modulated data symbols and denoted as \( a_k = [a_{k,1}, a_{k,2}, \ldots, a_{k,M_k}]^T \). The signature matrix \( S_k \) assigned for the \( k \)th user consists of \( M_k \) LDS signatures, i.e., \( S_k = [s_{k,1}, s_{k,2}, \ldots, s_{k,M_k}] \). Each LDS signature, \( s_{k,m} \in \mathbb{C}^{N \times 1} \), is a sparse vector consisting of \( N \) chips among which only \( d_c \) chips have non-zero values, where \( d_c \) is the effective spreading factor. Each data symbol \( a_{k,m} \) will be spread using the \( m \)th spreading sequence. Let \( c_k = [c_{k,1}, c_{k,2}, \ldots, c_{k,N}]^T \) denotes the chips vector belonging to user \( k \) after the spreading process, which is given by \( c_k = S_k a_k \).

At the receiver side, users’ signals that are using the same subcarrier will be superimposed. However, the number of users interfering at each subcarrier \( (d_c) \) is much less than the total number of users, i.e. \( d_c \ll K \). After performing OFDM demodulation operation at the receiver, the received signal at subcarrier \( n \) is given by

\[
y_n = \sum_{k \in S_n} a_{k,n} c_{k,n} + v_n,
\]

where \( v_n \) is the additive white Gaussian noise (AWGN) and \( S_n \) is the set of users that use subcarrier \( n \). This signal is passed to LDS MUD to separate users’ symbols using close to optimum chip-level iterative MUD based on message passing algorithm. More details about the LDS receiver can be found in [1].

### III. SINGLE-USER RADIO RESOURCE ALLOCATION

In this section, the single-user power allocation with LDS will be considered. The power allocation for LDS systems is more challenging compared with the non-spreading case, which has a well-known water-filling solution. Assuming that a set of subcarriers, \( N_k = \{1, \ldots, N_k\} \), are allocated to a user, the user will partition this set of subcarriers into \( M_k \) subsets/groups indexed by \( M_k = \{1, \ldots, M_k\} \). Each subset of subcarriers will be used to spread one symbol, and the total number of transmitted symbols will be \( M_k = N_k/d_c \).

Let the \( m \)th subset of subcarriers denoted by \( D_{k,m} \), where \( |D_{k,m}| = d_c \), is used to spread the \( m \)th symbol, then the rate achieved on that subset is given by

\[
R_{k,m} = \log \left( 1 + \sum_{n \in D_{k,m}} \sqrt{p_{k,n} g_{k,n}} \right)^2, \quad \forall m \in M_k,
\]

where \( g_{k,n} = \frac{h_{k,m}}{\sigma^2 W/N} \). Note that (9) represents the received signal from all the users in each subcarrier before the LDS detector (belief propagation algorithm). It is worth mentioning that in multiple access techniques that don’t use spreading, such as OFDMA, the information/symbols on each subcarrier are independent, hence, the rate achieved on a subset of subcarriers is obtained by a sum of the rate achieved on each subcarrier. However, this is not the case for spreading techniques, like MC-LDMSA. With spreading the same information (modulation symbol) is repeated on a set of subcarriers. Thus, the rate achieved on a set of subcarriers will be a function of the effective signal to noise ratio (SNR) on the subcarrier. Furthermore, in the optimization problem, we consider the effective SNR on the subcarriers that are used by each user/symbol after the LDS detector, which is represented in (10).

The single-user power allocation problem for LDS can be split into two parts: Firstly, what is the optimal subcarriers partitioning that maximizes the user rate? Secondly, for a given subcarriers partitioning, what is the optimal power allocation? These two issues will be addressed in the sequel.
\[ \text{A. Power Allocation} \]

For a given subcarriers partitioning scheme, the power allocation problem can be formulated as

\[
\max_{p_{k,n}} \sum_{m \in M_k} \log \left( 1 + \left( \sum_{n \in D_{k,m}} \sqrt{p_{k,n}g_{k,n}} \right)^2 \right), \tag{11}
\]

subject to

\[
\sum_{m \in M_k} \sum_{n \in D_{k,m}} p_{k,n} = P_k, \quad \text{and} \quad p_{k,n} \geq 0. \tag{12}
\]

To find the optimal power allocation, first the power allocation within each symbol is considered then the power allocation over the symbols is optimized. Let \( p_{k,m} = \sum_{n \in D_{k,m}} p_{k,n} \) be the power allocated to symbol \( m \). The optimal power allocation of the symbol power, \( \bar{p}_{k,m} \), over the symbol’s subcarriers, \( D_{k,m} \), is given by maximum ratio transmission (MRT)

\[
p_{k,n} = \frac{g_{k,n}}{\sum_{n \in D_{k,m}} g_{k,n}}, \quad \forall n \in D_{k,m}. \tag{13}
\]

The MRT is optimum in the sense it maximizes the received SNR of the symbol [17, Chapter 7]. Consequently, by substituting (13) in the objective function (11), the optimization problem will be

\[
\max_{\bar{p}_{k,m}} \sum_{m \in M_k} \log \left( 1 + \bar{p}_{k,m}g_{k,m} \right), \tag{14}
\]

subject to

\[
\sum_{m \in M_k} \bar{p}_{k,m} = P_k, \quad \text{and} \quad \bar{p}_{k,m} \geq 0, \tag{15}
\]

where

\[
g_{k,m} = \sum_{n \in D_{k,m}} g_{k,n}, \tag{16}
\]

which can be solved by single-user water-filling algorithm. The water-filling solution can be expressed as follows

\[
\bar{p}_{k,m}^* = \left[ \frac{1}{\lambda_k} - \frac{1}{g_{k,m}} \right]^+, \tag{17}
\]

where \([x]^+ = \max(0, x)\) and \( \lambda_k \) is the Lagrange multiplier that should satisfy the power constraint in (15). Hence, the single-user power allocation for MC-LDSMA will be conducted in two steps: the first step is water-filling to find the power for each symbol; the second step is MRT of the symbol power over the symbol’s subcarriers. This power allocation algorithm will be referred to as MRT-WF.

\[ \text{B. Subcarriers Partitioning} \]

In the MC-LDSMA technique, the allocated subcarriers to a user, \( \mathcal{M}_k \), should be partitioned into \( M_k \) subsets, each of which will be used to transmit one symbol. In the previous section, the optimal power allocation scheme for a given subcarriers partitioning has been derived. In this section, we investigate how to optimize the partitioning of available subcarriers.

In conventional LDS codes, the subcarriers are partitioned randomly. The random partitioning has shown satisfactory BER performance [4], [5]. However, the partitioning scheme has not yet been investigated from the user rate optimization perspective. Here, the subcarriers partitioning will be studied under the objective of user rate maximization. The problem of partitioning the subcarriers to maximize the user rate can be formulated as follows

\[
\max_{D_{k,m} \in \mathcal{M}_k} \sum_{m \in M_k} R_{k,m}(D_{k,m}), \tag{18}
\]

subject to

\[
D_{k,m} \cap D_{k,j} = \emptyset, \quad \forall m \neq j, \quad m, j \in \mathcal{M}_k, \tag{19}
\]

\[
|D_{k,m}| = d_v, \quad \forall m \in \mathcal{M}_k. \tag{20}
\]

This is a combinatorial optimization problem with a large search space. The number of possible LDS codes to be generated from the \( N_k \) subcarriers for a specific spreading factor \( d_v \) is given by

\[
C_{LDS} = \frac{1}{2} \left( \frac{2d_v}{d_v} \right)^{M_k-3} \frac{N_k - 1 - id_v}{d_v - 1}. \tag{21}
\]

In fact, \( C_{LDS} \) represents the cardinality of the feasible search space of problem (18 - 20). In order to see how large is the search space, let us consider \( N_k = 32 \) and \( d_v = 2 \). In this case, the number possible LDS codes will be \( C_{LDS} = 1.92 \times 10^{17} \). Apparently, brute-force search is infeasible for practical systems, and partitioning schemes with low complexity need to be sought. Even though the subcarriers partitioning problem is non-convex, there is an underlying Schur-convex structure, which can be utilized to solve the problem.

Let \( \mathbf{g}_k = [g_{k,1}, \ldots, g_{k,M_k}] \) represents the vector of symbols’ gains for a given subcarrier partitioning scheme. Using the MRT-WF allocation and by substituting the optimal power (17) in the user rate (14), the user rate can be formulated as a function of the symbol gains as follows

\[
R_k(\mathbf{g}_k) = \sum_{m \in M_k} \log \left( \frac{g_{k,m}}{\lambda_k} \right), \tag{22}
\]

where \( \frac{1}{\lambda_k} \) is the water-level and it is given by

\[
\frac{1}{\lambda_k} = \frac{1}{M_k} \left( P_k + \sum_{m \in M_k} \frac{1}{g_{k,m}} \right). \tag{23}
\]

Based on this new formulation of the user rate, the following theorem can be introduced to link between the majorization of the symbol gains and the user rate with MRT-WF power allocation.

\[ \text{Theorem 1. The user rate } R_k(\mathbf{g}_k) \text{ is Schur-convex function of the symbol gains vector } \mathbf{g}_k \text{, and} \]

\[
\mathbf{g}_k \succ \mathbf{\hat{g}}_k \Rightarrow R_k(\mathbf{g}_k) \geq R_k(\mathbf{\hat{g}}_k), \tag{24}
\]

if \( P_k < M_k^3 - M_k^2 - M_k \), where \( \mathbf{x} \succ \mathbf{y} \) means \( \mathbf{x} \) majorize \( \mathbf{y} \).

\[ \text{Proof: See Appendix A} \]
Theorem 1 shows that the user rate \( R_k(g_k) \) will be increased by majorizing the symbols’ gains vector \( g_k \). After showing the effect of symbols gains majorization on the user rate, the subcarrier partitioning can thus be derived based on this finding.

**Lemma 1.** The optimal subcarrier partitioning that maximizes the user rate with MRT-WF power allocation is given by

\[
D^*_{k,m} = \{g_k,\pi(m); g_k,\pi(m+1); \ldots; g_k,\pi(m+\tilde{d}_v-1)\}, \quad \forall m \in \mathcal{M}_k,
\]

where \( \tilde{d}_v = (m-1)d_v + 1 \), and \( \pi \) represents a permutation of the subcarrier gains in a descending order such that \( g_k,\pi(1) \geq g_k,\pi(2) \geq \cdots \geq g_k,\pi(N_k) \).

**Proof:** See Appendix B.

In the proposed scheme, the subcarriers are sorted in descending order then the first best \( d_v \) subcarriers are combined to create one symbol, the second best \( d_v \) for another symbol and so on. This partitioning scheme results in symbols’ gains vector \( (g_k) \) that majorize any other partitioning scheme. The proposed scheme will be compared with brute-force search in Section V. For comparison purposes, another partitioning scheme will be included, which attempts to generate the least majorized vector (LMV) by making the symbols gains close to each other as much as possible. In this scheme, the subcarriers are sorted in descending order \( g_k,\pi(1) \geq g_k,\pi(2) \geq \cdots \geq g_k,\pi(N_k) \). Then, the subcarriers that have the best channel gains are combined with the subcarriers that have the least gains to create one LDS symbol. The LMV partitioning scheme can be defined as

\[
D_{k,m} = \begin{cases} 
\{g_k,\pi(m); g_k,\pi(N_k-m+1)\}, & \text{for } d_v = 2, \\
\{g_k,\pi(m); g_k,\pi(N_k-2m+1)\}, & \text{for } d_v = 3.
\end{cases}
\]

**IV. MULTIUSER RADIO RESOURCE ALLOCATION**

In this section, the radio resource allocation for the MC-LDSMA in the multiuser case will be considered. Firstly, the subcarrier and power allocation problem for MC-LDSMA is formulated. The optimality conditions of power allocation for MC-LDSMA under relaxed conditions will be provided. This will shed light on the derivation of suboptimal subcarrier and power allocation algorithms.

**A. Problem Formulation**

To formulate the subcarrier and power allocation problem for MC-LDSMA system, let \( x_{k,n} \) be the channel allocation index such that \( x_{k,n} = 1 \) if subcarrier \( n \) is allocated to user \( k \) and \( x_{k,n} = 0 \) otherwise. Consequently, for a given subcarrier partitioning, the weighted sum-rate maximization problem for MC-LDSMA system can be formulated as follows.

**Problem LDS:** Weighted sum-rate maximization for MC-LDSMA

\[
\max_{x_{k,n},p_{k,n}} \sum_{k \in \mathcal{K}} w_{\pi(k)} \sum_{m \in \mathcal{M}_{\pi(k)}} R_{\pi(k),m},
\]

where

\[
R_{\pi(k),m} = \log \left( 1 + \left( \sum_{n \in \mathcal{D}_{\pi(k),m}} \sqrt{\text{snr}_{\pi(k),n}} \right)^2 \right),
\]

\[
\text{snr}_{\pi(k),n} = \frac{p_{\pi(k),n} h_{\pi(k),n}}{\sigma^2 W/N + \sum_{j=k+1}^{K} x_{\pi(j),n} p_{\pi(j),n} h_{\pi(j),n}},
\]

subject to

\[
\sum_{m \in \mathcal{M}_k} \sum_{n \in \mathcal{D}_{k,m}} p_{k,n} \leq P_k, \quad \forall k \in \mathcal{K},
\]

\[
p_{k,n} \geq 0, \quad \forall k \in \mathcal{K}, \quad n \in \mathcal{N},
\]

\[
\sum_{k \in \mathcal{K}} x_{k,n} \leq d_v, \quad \forall n \in \mathcal{N},
\]

\[
x_{k,n} \in \{0,1\}, \quad \forall k \in \mathcal{K}, \quad n \in \mathcal{N}.
\]

The constraints in (32) and (33) provide control on the number of users per subcarrier, which are referred to as the loading constraints. Note that there is an implicit spreading constraint, i.e. \(|D_{k,m}| > 1\). The loading and spreading constraints distinguish the MC-LDSMA system from generic MAC. The Problem LDS is non-convex for two reasons. Firstly, the binary constraint in (33) is a non-convex set. Secondly, the interference term in the objective function (27) makes it a non-convex function. Unlike the case in OFDMA, the constraint in (33) cannot be relaxed to take any real value in the interval \([0,1]\) to make the problem tractable [9]-[11]. In OFDMA, when the constraint is relaxed the users are still orthogonal to each other. If the binary constraint is relaxed in LDS, all the users may interfere at each subcarrier, which violate the main concept of LDS that only \(d_v\) users are allowed to interfere with each other at the same subcarrier. Furthermore, it can result in a situation when all the users transmit on all the subcarriers, leading to a fully connected graph rather than a low density one.

**B. Optimality Conditions for MC-LDSMA**

In this section, the optimality conditions for radio resource allocation in MC-LDSMA under relaxed conditions will be presented. The aim is to address the problem at a more fundamental level by finding the relationship between MC-LDSMA and the optimal multiple access scheme. Then the insights gained from the optimality conditions will be used to design suboptimal algorithms for subcarrier and power allocation in the next section. The spreading constraint is relaxed to find the solution to the problem that satisfies the other conditions, specifically, the loading constraints. Here, it will be shown that Problem LDS (27 - 33) can be solved by solving Problem MAC (4 and 5) under specific conditions. To relax the spreading constraint, let \( d_v = 1 \), and by allowing the channel gain to be continuous, the following relaxed problem is obtained.
Hence, for each frequency, only one user from each group will be dominant for each frequency. Consequently, no more than \( d_c \) users will share each frequency \( f \).

The objective is that, by grouping the users into groups and allocating the same weight for the users in the same group, the users sharing each frequency will not exceed the number of groups. The complexity of the optimal solution lies in the computation of the Lagrange multipliers, which are computed by an iterative algorithm to satisfy the power constraints [7]. Consequently, the complexity for solving Problem MAC is still too high for practical cellular systems. Furthermore, partitioning of the available bandwidth in an optimal fashion is difficult to achieve practically. However, the optimal algorithm and Lemma 1 shed light on the structure of the optimal solution, which will be useful in designing suboptimal algorithms.

C. Suboptimal Algorithms

As discussed in the previous section, finding the optimal solution to Problem LDS (27 - 33) is computationally intensive and impractical. Therefore, suboptimal subcarrier and power allocation algorithms with low complexity are presented here. We propose two suboptimal solutions that differ in the stage where the spreading is considered. In the first algorithm, the effect of spreading is taken into account from the outset, and in the following steps we consider:

- Each user will partition the available subcarriers, \( N_c \), into \( M \) subsets using the proposed partitioning scheme (26).
- Each user performs MRT-WF, (13) and (17), as single-user power allocation strategy.
- The subcarriers are allocated on set basis. In other words, at each iteration of the algorithm, \( d_c \) subcarriers are allocated to one user.

In the second algorithm, no spreading is assumed at the start and

- The subcarriers will not be partitioned at the first stage.
- Single-user water-filling power allocation is used for each user.
- The subcarriers are allocated individually, i.e., at each iteration of the algorithm one subcarrier is allocated to one user.
- After the subcarrier and power allocation is finished, the subcarriers are partitioned using (26) and the spreading effect is taken into account for rate calculation.

As the first algorithm is based on MRT-WF, it is referred to it as MUMRT, where MU stands for multiuser. The second algorithm is referred to as MUWF, since it is based on water-filling power allocation.

For the MUMRT algorithm, let us define the utility of the \( k \)th user on the \( m \)th set of subcarriers, \( D_{k,m} \), as follows

\[
 u_{k,m} = w_k \log \left( 1 + \frac{\sum_{n \in D_{k,m}} h_{k,n} p_{k,n}}{\sum_{i \in I_k} x_i n h_i p_i n + \sigma^2 W/N} \right)^2, 
\]
where $I_k$ is the set of users that interfere on the $k$th user, and based on the optimal successive decoding, it is given by $I_k = \{i : w_i > w_k\}$. In other words, each user will experience interference only from the users with higher weights. The suboptimal subcarrier and power allocation algorithm consists of two phases. In the first phase, the utilities of every user on each set of subcarriers are calculated. To this end, the MRT-WF single-user power allocation algorithm and partitioning scheme developed in the previous section are used. In the second phase, a set of subcarriers is allocated to one user based on the utilities calculated in the first phase. The algorithm iteratively allocates a set of subcarriers in each iteration. Analogous to the optimal algorithm, the allocated subcarriers are no longer available to the users from the same group.

Starting with zero interference, each user will calculate the utility on every set of subcarriers. Based on the calculated utilities, one user will be allocated one set of subcarriers. The interference is updated according to the subcarrier allocation and the users’ utilities are recalculated. The algorithm iterate until all the users have zero-utility on all the unallocated subcarriers.

Two different subcarrier allocation criteria are considered for the second phase of the algorithm. The first one is allocating the set of subcarriers to the user that has the maximum utility value, $u_{k,n}$, and we refer to this subcarrier allocation criterion as SA1. This criterion is inspired by the fact that in the optimal algorithm, maximizing the main objective is decoupled to maximizing over every channel state. The second criterion, which is referred to as SA2, is to allocate a set of subcarriers to the user that achieve the maximum increase in the objective function (27)

$$k^* = \arg \max_{k \in K} u_{k,n}(R_k - R_{k}^{a}),$$

(45)

where $R_{k}^{a}$ is the rate of user $k$ using the subcarriers that already allocated to that user ($N_k$), and $R_k$ is the rate on all the subcarriers ($N_k \cup N_k^a$) calculated at the power allocation phase.

The second algorithm, MUWF, has the same structure as the first algorithm but with different utility function which is defined at each subcarrier instead of set of subcarriers as follows

$$u_{k,n} = w_k \log \left(1 + \sum_{i \in I_k} h_{i,n} p_{i,n} + \sigma^2 W/N\right).$$

(46)

Also, single-user water-filling is used for power allocation and one subcarrier is allocated in each iteration. After allocating all the subcarriers to the users, each user partitions the allocated subcarriers using the proposed partitioning scheme (25), and the MRT-WF power allocation is implemented on the allocated subcarriers.

The proposed subcarrier and power allocation algorithms, MUMRT and MUWF, are summarized in Algorithm 1 and 2, respectively. In Algorithm 1 and 2, the notation $N_k^u$ represents the set of subcarriers that are not allocated to user $k$ or any user in its group. $M_k^u$ is the set of symbols after subcarriers partitioning of $N_k^u$. The interference matrix, $J \in R_{K \times N}^{K \times N}$, indicates the interference every user will experience on each subcarrier from other users, where $j_{k,n} = \sum_{i \in I_k} x_{i,n} h_{i,n} p_{i,n}$.

It is worth mentioning that the algorithms have a deterministic number of iterations to allocate all the subcarriers for a given $d_e$ and $d_c$. The first algorithm, as it allocates $d_e$ subcarriers in each iteration, requires $Nd_e/d_e$ maximum number of iterations to allocate all the available subcarriers. On the other hand, by allocating one subcarrier in each iteration, the second algorithm requires $Nd_c$ maximum number of iterations.

**Algorithm 1 Iterative Subcarrier and Power Allocation (MUMRT)**

1: **Users Grouping:** Set $u_l = \overline{w}_l$, $\forall k \in \mathcal{B}_l$, $l = 1, \ldots, d_c$.
2: **Initialization:** Put $J = 0$, $N_k = 0$ and $N_k^u = N$, $\forall k \in K$.
3: repeat
4: **Subcarriers Partitioning:** Partition the subcarriers using (25):
5: $N_k \to M_k$, and $N_k^u \to M_k^u$, $\forall k \in K$.
6: **Power Allocation:** Considering the interference from other users, $J$, each user performs MRT-WF over ($N_k \cup N_k^u$).
7: **Subcarrier Allocation (SA):** Calculate $u_{k,m}$ using (44) $\forall k$:
8: **Option 1 (SA1):** Choose the pair such that:
$$k^*, m^* = \arg \max_{k \in K, m \in M_k^u} u_{k,m},$$
9: **Option 2 (SA2):** Perform power allocation for all $k \in K$, $n \in N_k$ and calculate $R_k^a$. Choose the pair ($k^*, m^*$) such that:
$$k^* = \arg \max_k u_{k,n}(R_k - R_k^a)$$
and
$$m^* = \arg \max_{m \in M_k^u} u_{k,m}.$$  
10: until $u_{k,m} = 0$, $\forall m \in M_k^u$ or $M_k^u = \emptyset$, $\forall k \in K$.

**Algorithm 2 Iterative Subcarrier and Power Allocation (MUWF)**

1: **Users Grouping:** Set $u_l = \overline{w}_l$, $\forall k \in \mathcal{B}_l$, $l = 1, \ldots, d_c$.
2: **Initialization:** Put $J = 0$, $N_k = 0$ and $N_k^u = N$, $\forall k \in K$.
3: repeat
4: **Subcarriers Partitioning:** Partition the subcarriers using (25):
5: $N_k \to M_k$, and $N_k^u \to M_k^u$, $\forall k \in K$.
6: **Subcarrier Allocation (SA):** Calculate $u_{k,n}$ using (46) $\forall k$:
7: **Option 1 (SA1):** Choose the pair ($k^*, n^*$) such that:
$$k^*, n^* = \arg \max_{k \in K, n \in N_k^u} u_{k,n},$$
8: **Option 2 (SA2):** Perform power allocation for all $k \in K$, $n \in N_k$ and calculate $R_k^a$. Choose the pair ($k^*, n^*$) such that:
$$k^* = \arg \max_k u_{k,n}(R_k - R_k^a)$$
and
$$n^* = \arg \max_{n \in N_k^u} u_{k,n}.$$  
9: until $u_{k,n} = 0$, $\forall n \in N_k^u$ or $N_k^u = \emptyset$, $\forall k \in K$.
10: **Final power allocation:** Partition the subcarriers using (25) and implement MRT-WF for each user on the subcarriers allocated to it.
In this section, the performance of the proposed algorithms is evaluated through Monte Carlo simulation. A single hexagonal cell with 1 km inradius is considered, and the users’ locations are randomly generated and uniformly distributed over the cell. The maximum transmit power of each user is 23 dBm and the system bandwidth is 5 MHz consisting of 30 subcarriers. The link gain between the base-station and a user is given as the product of path loss and fast fading effects. ITU pedestrian B channel model [18] is adopted for fast fading generation and the simplified model [17] for the path loss. The noise power spectral density is assumed to be −173 dBm/Hz. Spectral efficiency and outage probability are used as the performance evaluation metrics. Taking into account fairness among users, the outage probability is defined as the number of users with zero rates divided by total number of users. To impose fairness in the system, users are grouped into $d_c$ groups based on their location from the base-station, and the group of users that are furthest from the base-station are assigned higher weight comparing to users that are closer to the base-station.

Starting with the single-user case, Figs. 2 and 3 show the user spectral efficiency for different subcarriers partitioning schemes with $d_v = 2$ and 3, respectively. Due to the complexity of brute-force search, small numbers of subcarriers ($N$) have been considered in this case. As it can be observed from the figures, the proposed partitioning scheme achieves the same spectral efficiency as the brute-force search and significantly outperforms the random and LMV schemes. This provide a numerical proof on the optimality of the proposed scheme. The random and LMV schemes only achieve about 86% and 73% of the optimal solution, respectively, which indicates the sub-optimality of these schemes. Furthermore, the very
To demonstrate the effect of subcarrier loading, $d_c$, Figs. 6 and 7 show the spectral efficiency and outage probability, respectively, for different subcarrier loading values. It can be seen from the figures that increasing the subcarrier loading improves the system performance in terms of spectral efficiency and outage probability at the cost of increased receiver complexity. Increasing the subcarrier loading will allow

Fig. 6. Spectral efficiency comparison for different subcarrier loading ($d_c$) (with MUMRT-SA1 and $d_v = 2$).

Fig. 7. Outage probability comparison for different subcarrier loading ($d_c$) (with MUMRT-SA1 and $d_v = 2$).

Fig. 8. Spectral efficiency comparison for different effective spreading factors (with MUMRT-SA1).

Fig. 9. Spectral efficiency comparison between MC-LDSMA (with MUMRT-SA1 and $d_v = 2$) and OFDMA systems.

poor performance of the LMV partitioning, demonstrate the importance of vector majorization in generating the symbols gains, where it shows that a less majorized gain vector will produce very low user rate.

Figs. 4 and 5 present the spectral efficiency and outage probability, respectively, in the multiuser case, for the two proposed algorithms together with the static subcarrier and power allocation case. The figures show the difference between the two algorithms (MUMRT and MUWF) and the two subcarrier allocation criteria (SA1 and SA2). In the static case, the subcarriers are equally distributed among the users, and the power of each user is equally allocated on its subcarriers. It is evident from Fig. 4 that both algorithms significantly improve the system spectral efficiency comparing to the static subcarrier and power allocation. Also, as the figure shows, the MUMRT algorithm achieves higher spectral efficiency compared with the MUWF algorithm. As shown in Fig. 5, MUWF algorithm achieves less outage probability thanks to the capability of allocating individual subcarriers to the users. Furthermore, it can be observed from Fig. 4 that the two subcarrier allocation criteria achieve almost the same spectral efficiency. The SA1 criterion has a marginal gain compared with SA2 in MUMRT algorithm. However, as it can be seen from Fig. 5, SA2 provides better fairness among users compared to SA1 by achieving less outage probability. Consequently, it can be concluded that SA1 is more greedy in the resource allocation in comparison to SA2.
subcarriers to be reused by more users, which will increase the spectral efficiency. Also, the number of users’ groups will be increased, resulting in improved fairness to the system, which consequently improves the outage probability. Furthermore, it can be observed that the required subcarrier loading increases as the total number of users increase to maintain a desired system performance. As an example, when the total number of users is 50 and the subcarrier loading are 2 and 3, the outage probabilities will be 54% and 36%, respectively. Therefore, the subcarrier loading needs to be adapted to the system load (total number of users) to balance between the system performance and complexity.

In order to quantify the effect of the effective spreading factor $d_v$ on the system performance, Fig. 8 presents the spectral efficiency for $d_v = 2$ and $d_v = 3$. As is evident from the figure, increasing the effective spreading factor will decrease the spectral efficiency. Also, the subcarrier loading has more impact for higher spreading factors. This result may give indication that it is more spectral efficient to not spread and use an orthogonal scheme. The following discussion will clarify this issue by comparing MC-LDSMA and orthogonal transmission.

From system level perspective, spreading has advantage and disadvantage. The advantage of spreading is to allow the users share the subcarriers at the same time, which will increase the system capacity comparing to orthogonal transmission. On the other hand, spreading reduces the user’s rate [19]. Thus, it is essential to investigate if the gain of allowing the users to share the subcarriers is sufficient to compensate the loss due to spreading. To this end, as a non-orthogonal transmission, MC-LDSMA will be compared with OFDMA system, as an orthogonal transmission technique. For OFDMA system, the subcarrier and power allocation algorithm developed in [11] will be used.

Figs. 9 and 10 show the spectral efficiency and outage probability, respectively, for MC-LDSMA and OFDMA with different subcarrier loading ($d_v$). For the OFDMA system, the ($d_v$) value is just for the weight calculation to keep the comparison fair and it does not affect the subcarrier loading as it is always equal to 1. As is clear from Fig. 9, for very small number of users (5 and 10), OFDMA slightly outperforms MC-LDSMA. However, for high number of users, MC-LDSMA significantly outperforms OFDMA. This due the fact that when the total number of users is small there is no need for reusing the subcarriers, and the available subcarriers are enough to support all the users.

On the other hand, when the total number of users is high, the subcarrier sharing is essential to support more users and achieve higher spectral efficiency. Furthermore, as can be observed from the figure, using higher fairness by increasing the number of users groups, results in a marginal reduction in the OFDMA spectral efficiency. This is because more fairness will be imposed and the subcarrier loading is not changed. In contrast, in MC-LDSMA, the increase in fairness is combined with an increase in the subcarrier loading, which improves the system performance. Also, as Fig. 10 shows, MC-LDSMA is fairer comparing to OFDMA system, and the resulting outage probability is much less than OFDMA. As an example, when the total number of users is 50, OFDMA has outage probability about 43%, while for MC-LDSMA 21%, 6.3% and 2.3% can be achieved with $d_v = 4, 6$ and 8, respectively.

From the results shown in Figs. 9 and 10, it can be concluded that low density spreading with the proposed radio resource allocation algorithms can significantly increase the system performance in terms of spectral efficiency and outage probability compared with orthogonal transmission techniques. These gains can be translated into an increase in the number of supported users within the cell and higher users’ data rates.

VI. CONCLUSION

In this paper, we considered the problem of radio resource allocation for single-cell MC-LDSMA system in single-user and multiuser scenarios. For single-user radio resource allocation, an optimal power allocation has been derived, which consists of two steps: water-filling over the symbols and maximum ratio transmission over the subcarriers of each symbol. Also, we have shown that the optimal subcarriers partitioning scheme is the one that gives the most majorized symbols’ gain vector. Numerical analysis revealed that the proposed partitioning scheme can significantly improve the user rate comparing to the conventional random partitioning. For multiuser radio resource allocation in MC-LDSMA, an analysis for the optimality conditions is provided and an optimal power allocation for a relaxed problem has been derived for continuous frequency selective channel. Using the structure of the optimal solution and the single-user power allocation, two suboptimal subcarrier and power allocation algorithms are proposed. The main difference between the two algorithms is the spreading effect: the first algorithm (MUMRT) takes into account the spreading from the onset of the allocation process and the subcarriers are allocated on subsets basis, whereas the second algorithm (MUWF) assumes no spreading and the subcarriers are allocated individually. The performance of the proposed algorithms have been evaluated.
by simulations, and results show that the proposed algorithms significantly improve the system spectral efficiency comparing to static subcarrier and power allocation. MUMRT algorithm has shown better performance comparing to the other one, and one subcarrier allocation (SA1) criterion has shown more greedy nature comparing to the other one (SA2). It is shown that there is a trade-off between the complexity (subcarrier loading) and the system performance, and the subcarrier loading can be chosen accordingly based on the system loading. Furthermore, we found that increasing the spreading factor to more than 2 will decrease the system performance. Finally, a comparison between MC-LDSMA and OFDMA systems has been carried out and shown that MC-LDSMA can improve the system performance in terms of spectral efficiency and outage probability comparing to OFDMA.

APPENDIX A
PROOF OF THEOREM 1

Proof: The proof of the theorem makes use of the properties of the elementary symmetric polynomials by using them as bridge to link between symbols gains majorization and the user rate. As the relation between the elementary symmetric polynomials and vector majorization is known, the only thing required is to show the connection between the user rate and the elementary symmetric polynomials. To this end, the user rate will be reformulated as a function of the elementary symmetric polynomials. The water-level in (23) can be rewritten as

\[ \frac{1}{\lambda_k} = \frac{1}{M_k} \left( \frac{\sum_{m=1}^{M_k} \prod_{i=1}^{M_k} g_{k,i}}{P_k + \prod_{m=1}^{M_k} g_{k,m}} \right), \]  

which can be further simplified using elementary symmetric polynomials as follows

\[ \frac{1}{\lambda_k} = \frac{S_{M_k}(g_k) P_k + S_{M_k-1}(g_k)}{M_k S_{M_k}(g_k)}, \]  

where \( S_i(\cdot) \) is the \( i \)th elementary symmetric polynomial and given by [20]

\[ S_{M_k}(g_k) = \prod_{m=1}^{M_k} g_{k,m}, \]  

\[ S_{M_k-1}(g_k) = \sum_{m=1}^{M_k} \prod_{i=1}^{M_k} g_{k,i}. \]  

Consequently, the user rate (22) will be

\[ R_k(g_k) = \sum_{m=1}^{M_k} \log \left( \frac{\bar{g}_{k,m}}{\lambda_k} \right) = \log \left( \prod_{m=1}^{M_k} \frac{\bar{g}_{k,m}}{\lambda_k} \right) \]

\[ = \log \left( \frac{1}{\lambda_k} S_{M_k}(g_k) \right) \]

\[ = M_k \log \left( \frac{1}{\lambda_k} \right) + \log (S_{M_k}(g_k)) \]

\[ = M_k \log \left( \frac{S_{M_k}(g_k) P_k + S_{M_k-1}(g_k)}{M_k S_{M_k}(g_k)} \right) \]

\[ + \log (S_{M_k}(g_k)) \]

\[ = M_k \log \left( S_{M_k}(g_k) P_k + S_{M_k-1}(g_k) \right) \]

\[ -(M_k - 1) \log (S_{M_k}(g_k)) - M_k \log (M_k). \]

Both \( S_{M_k}(g_k) \) and \( S_{M_k-1}(g_k) \) are Schur-concave functions [21, Chapter 3], and will be decreased by majorizing \( g_k \). Now, the change in the user rate with respect to \( S_{M_k}(g_k) \) and \( S_{M_k-1}(g_k) \) can be found through the partial derivative of the user rate as follows

\[ \frac{\partial R_k(g_k)}{\partial S_{M_k}} = \frac{S_{M_k}(g_k) P_k - (M_k - 1) S_{M_k-1}(g_k)}{S_{M_k}^2(g_k) P_k + S_{M_k}(g_k) S_{M_k-1}(g_k)}, \]

\[ \frac{\partial R_k(g_k)}{\partial S_{M_k-1}} = \frac{M_k}{S_{M_k}^2(g_k) P_k + S_{M_k}(g_k) S_{M_k-1}(g_k)}. \]

Consequently, the user rate will be a decreasing function of majorizing \( g_k \) if the total change with respect to \( S_{M_k}(g_k) \) and \( S_{M_k-1}(g_k) \) is negative, i.e.

\[ \frac{\partial R_k(g_k)}{\partial S_{M_k}} + \frac{\partial R_k(g_k)}{\partial S_{M_k-1}} < 0, \]

which is satisfied if the following condition holds

\[ P_k < (M_k - 1) \frac{S_{M_k-1}(g_k)}{S_{M_k}(g_k)} - M_k. \]

In fact, \( \frac{S_{M_k-1}(g_k)}{S_{M_k}(g_k)} \) is a Schur-convex function of \( g_k \) [21, Chapter 3], hence, the minimum its achieved when all the elements in \( g_k \) are equal, and the upper bound on the user power will be

\[ P_k < (M_k - 1) \frac{M_k^{M_k-1}}{M_k^M} - M_k \implies P_k < M_k^3 - M_k^2 - M_k. \]

This implies that if the user total power \( (P_k) \) is less than the bound in (56), the user rate will be decreased with the increase in \( S_{M_k}(g_k) \) and \( S_{M_k-1}(g_k) \). Consequently, the user rate (22) will be increased by majorizing \( g_k \).
APPENDIX B
PROOF OF LEMMA 1

**Proof:** The optimality proof of this scheme can be done by showing that the proposed partitioning scheme will give symbols gains vector that majorize any other partitioning scheme. Vectors majorization is defined as follows.

**Definition 1. (Majorization of vectors [21, Chapter 1]):** For two vectors $x, y \in \mathbb{R}^{N_k}$ with descending order such that $x_1 \geq x_2, \ldots, \geq x_{N_k}$ and $y_1 \geq y_2, \ldots, \geq y_{N_k}$, $x$ is said to be majorize $y$ and written as $x \succ y$ if

$$\sum_{i=1}^{n} x_i \geq \sum_{i=1}^{n} y_i, \quad n = 1, \ldots, N_k - 1 \quad \text{and} \quad \sum_{i=1}^{N_k} x_i = \sum_{i=1}^{N_k} y_i.$$  

Let $\pi$ represents the permutation of the subcarriers gains in descending order and $\rho$ is any other permutation. Based on these permutations it is clear that

$$\sum_{i=1}^{m} x_i \geq \sum_{i=1}^{m} y_i, \quad m = 1, \ldots, M_k - 1 \quad \text{and} \quad \sum_{i=1}^{M_k} x_i = \sum_{i=1}^{M_k} y_i,$$

where $x_i = \{g_k, p(i), g_k, p(i+1), \ldots, g_k, p(i+d_n-1)\}$ and $y_i = \{g_k, p(i), g_k, p(i+1), \ldots, g_k, p(i+d_n-1)\}$. Consequently, vector $x$ is majorizing vector $y$ according to Definition 1.
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