Multi-condition multi-objective optimization using deep reinforcement learning
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Abstract

A multi-condition multi-objective optimization method that can find Pareto front over a defined condition space is developed for the first time using deep reinforcement learning. Unlike the conventional methods which perform optimization at a single condition, the present method learns the correlations between conditions and optimal solutions. The exclusive capability of the developed method is examined in the solutions of a novel modified Kur-sawre benchmark problem and an airfoil shape optimization problem which include nonlinear characteristics which are difficult to resolve using conventional optimization methods. Pareto front with high resolution over a defined condition space is successfully determined in each problem. Compared with multiple operations of a single-condition optimization method for multiple conditions, the present multi-condition optimization method based on deep reinforcement learning shows a greatly accelerated search of Pareto front by reducing the number of required function evaluations. An analysis of aerodynamics performance of airfoils with optimally designed shapes confirms that multi-condition optimization is indispensable to avoid significant degradation.
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1. Introduction

Optimization is central to all decision-making problems including economics, business administration, and engineering [1]. In particular, in applied mechanics such as structural mechanics, electromagnetism, and biomechanics, designing an optimal shape that maximizes target performance, so-called shape optimization, has been actively studied to this day [2–5]. Likewise, in fluid mechanics, studies on shape optimization for numerous real applications have been conducted [6]. For example, studies to improve aerodynamic or hydrodynamic characteristics through shape optimization of airplanes, ships, and automobiles have been continuing [7–10]. In addition, there have been many efforts in designing wind turbine blades that maximize power efficiency [11] and marine propellers to reduce underwater radiated noise [12]. Since fluids have nonlinear and high-dimensional characteristics, the performance of fluid machines can vary greatly depending on the shapes. Therefore, shape optimization is essential for the efficient operation of fluid machines.

In practical applications, generally, the operating conditions and target performance of fluid machines vary depending on the situation. For example, in the case of wind turbines, varying wind conditions alter the aerodynamic and structural performance of the blades [13]. Also, in the case of aircraft, the aerodynamic requirements of the wing vary according to flight situations such as cruise, departure, and landing [14]. Therefore, in order to main-
tain the optimal state during operation, it is necessary to know the optimal shape under changing conditions and objectives and to modify its shape accordingly. In many application fields, numerous efforts have been made to maximize the target performance by changing the shape according to the situation [15]. For aircraft, many studies have been conducted to improve the performance by modifying the shape using smart adaptive devices and morphing materials [16–18]. In addition, morphing hydrofoils and morphing composite propellers have been actively studied in marine applications [19–21].

Despite these efforts, ironically, related studies in the perspective of optimization methodology are insufficient. In order to remain optimal, knowing the optimal solution under changing conditions and objectives should be preceded. Optimization for various objectives is possible through conventional multi-objective (MO) optimization methods [22–25]. However, to the best of our knowledge, there is no optimization method that can find the optimal solution considering various conditions. Therefore, in addition to MO optimization, an optimization method that can handle both various conditions and objectives is needed.

MO optimization method is to optimize multiple objectives that generally conflict with each other at a single condition. The goal of MO optimization is to find Pareto front which is a set of optimal trade-off solutions among the objectives. However, it can be only applied to a single prescribed condition. To find optimal solutions within a condition range, it is necessary to prescribe some conditions as representatives in advance, and perform optimization separately. For example, Secanell et al. [14] performed optimization
at seven prescribed flight conditions to design a morphing airfoil. In addition, Wang et al. [26] conducted optimization considering three representative conditions to design a centrifugal pump. However, if optimization is performed only at some prescribed conditions, the obtained solutions can be valid only at the predetermined conditions. In addition, because optimization has to be repeated from scratch for multiple conditions, it is very inefficient to perform optimization at sufficiently many conditions. Thus, in order to overcome these limitations, a multi-condition multi-objective (MCMO) optimization method that can efficiently find a set of optimal solutions (Pareto front) in a condition range is needed.

Recently, with the advancement of artificial intelligence, studies combining it with optimization are being actively conducted [27, 28]. In particular, deep reinforcement learning (DRL) is emerging as a new trend in the field of shape optimization [29]. Viquerat et al. [30] showed the capability of DRL in shape optimization by successfully performing airfoil shape optimization at a single flow condition. Thereafter, DRL has started to be adopted for many shape optimization problems. Qin et al. [31] conducted MO optimization of a cascade blade at a target flow condition using DRL. Also, Li et al. [32] conducted airfoil shape optimization to reduce drag using DRL, and they showed that the learned network can extract more improved shapes compared to the original shape at unlearned conditions. As these studies indicate, DRL has ample potential to be a key to the development of a MCMO optimization method. The basic concept of DRL is to find an optimal action with a given state. Thus, if the condition and objective of optimization are set as the state, it can take a role of a MCMO optimizer. Moreover,
in contrast to conventional methods where each condition should be treated independently, it is expected to be more efficient by learning the correlations between conditions and optimal solutions.

In the present study, a DRL-based MCMO optimization method that can efficiently find Pareto front over a condition space is developed. Then, two MCMO optimization problems are dealt with by the developed method. The first problem is a benchmark problem to validate the method. As a benchmark problem, the Kursawe test function \[^{[33]}\], which is a representative MO optimization problem, is newly extended to be suitable for MCMO optimization. Next, it is applied to airfoil shape optimization to show its applicability in practical engineering applications. The airfoil shape optimization is a representative shape optimization problem involving fluid dynamics, where non-linearity and high-dimensionality are combined. Despite these difficulties, it has been actively studied due to its direct applicability to numerous engineering fields \[^{[34–36]}\]. Finally, further analysis is conducted in each problem to identify the exclusive capability of the proposed method.

2. Background

2.1. Multi-objective optimization

2.1.1. Problem description

A MO optimization problem with the number of \(m\) objective functions can be defined as follows:

\[
\min_{\mathbf{x}} \mathbf{f}(\mathbf{x}) = \min_{\mathbf{x}} (f_1(\mathbf{x}), \ldots, f_m(\mathbf{x}))
\]

subject to \(\mathbf{x} \in \Omega\).
where $x$ is an element in the decision space $\Omega$, $f : \Omega \rightarrow \mathbb{R}^m$ consists of $m$ real-valued objective functions, and $\mathbb{R}^m$ is the objective space.

In this problem, generally, no single solution can optimize these objectives simultaneously as they conflict with each other. Instead, a set of optimal trade-off solutions among different objectives exists by the concepts of Pareto dominance and Pareto optimality, which are defined as follows:

- **Pareto dominance**: $x$ is said to Pareto dominate $y$, denoted by $x \preceq y$, if and only if $\forall i \in \{1, 2, \ldots, m\}, f_i(x) \leq f_i(y)$ and $f_j(x) < f_j(y)$ for at least one index $j \in \{1, 2, \ldots, m\}$.

- **Pareto optimality**: A solution $x^* \in \Omega$ is said to be Pareto optimal if and only if $\nexists x \in \Omega$ such that $x \preceq x^*$.

The goal of a MO optimization problem is to find the Pareto optimal set and the corresponding Pareto front which is defined as $\{f(x) \in \mathbb{R}^m | x \in \text{Pareto optimal set}\}$.

### 2.1.2. Weighted Chebyshev method

The weighted Chebyshev method is one of decomposition-based methods for solving MO optimization problems. It scalarizes a MO optimization problem into multiple single-objective (SO) optimization problems by introducing a weight vector $w$, and the Chebyshev scalarizing function $f_{\text{Chebyshev}}$. $w$ determines the weight between objectives and $f_{\text{Chebyshev}}$ is the scalarized objective of each SO optimization problem. Then, the original MO optimization problem can be solved by performing a number of scalarized SO optimization processes with different $w$. The scalarized SO optimization
problem can be written as follows:

\[
\min_{\mathbf{x}} f_{\text{Chebyshev}} = \min_{\mathbf{x}} \left( \max_{i=1,\ldots,m} w_i |f_i(\mathbf{x}) - f^*_i| \right)
\]

where \(|\mathbf{w}| = 1\) and \(w_i \geq 0\).

\[
\tag{2}
\]

(f^*_i) is an utopia value which is defined as \(f^*_i = \inf \{f_i(\mathbf{x})\} - \tau_i\), where \(\tau_i > 0\) is a relatively small value.

Unlike other decomposition-based methods, the weighted Chebyshev method guarantees that all Pareto optimal solutions can be obtained for both convex and nonconvex problems \[37\]. Because of this advantage, it has been widely used in literature \[38, 39\] and was also successfully used with DRL \[40\]. One of the difficulties in adopting the weighted Chebyshev method is that the utopia point, \(f^*\), has to be known before optimization, which requires SO optimization for each objective in advance. In the present study, the difficulty is overcome by integrating these overall processes into a single process, which will be further discussed in Section 4.1.1.

2.2. Deep reinforcement learning based optimization

2.2.1. Deep reinforcement learning

Reinforcement learning is a process of learning a policy to determine an optimal action with a given state \[41\]. At each discrete step \(n\), it determines an action according to its current policy \(a_n = \pi(s_n)\). Then, through the execution of the action, a reward \(r_n\), according to the decision and the next state \(s_{n+1}\), are given. As the step progresses, data is accumulated and learning proceeds. The goal of learning is to find the optimal policy that maximizes the value function \(Q^\pi(s_n, a_n)\) \[42\], which is defined as the expected sum of
an immediate reward, $r_n$, and discounted future rewards as follows:

$$Q^\pi(s_n, a_n) = \mathbb{E}(r_n + \gamma r_{n+1} + \gamma^2 r_{n+2} + \ldots),$$

where $\gamma$ is a discount factor that determines the weight between short-term and long-term future rewards. This process is repeated until the terminal state, and it is called one episode.

In particular, if deep learning is adopted for learning, it is called DRL. For example, deep neural networks can be used as a policy itself or for predicting the value function. By incorporating the deep neural network, DRL is known to be able to handle complex and high-dimensional problems [43, 44]. Especially, DRL has shown its outstanding ability in optimal control and optimization [29, 45, 46].

2.2.2. Single-step deep reinforcement learning based optimization

Single-step DRL based optimization is very recently introduced by Vi-querat et al. [30] where one learning episode consists of a single step; if an action is determined with a given state, a reward is given accordingly and the episode ends without the next state. Since the future rewards in Eq. (3) do not exist, the discount factor, $\gamma$, does not have to be defined and learning proceeds to maximize only the immediate reward. As a result, the optimal action that maximizes the reward itself can be directly determined. Therefore, if the reward is set as the objective function to be optimized, the optimal solution that maximizes the objective function can be directly obtained. By virtue of this characteristic, single-step DRL is known to be suitable as an optimization method [47].
3. Problem description of multi-condition multi-objective optimization

A MCMO optimization problem is extended from a MO optimization problem to include not only the decision variable \( x \), but also the condition variable \( c \). The problem with the number of \( m \) objective functions is defined as follows:

\[
\min_x f(x, c) = \min_x (f_1(x, c), \ldots, f_m(x, c))
\]

subject to \( x \in \Omega, c \in \Phi \),

where \( x \) is an element in the decision space \( \Omega \), \( c \) is an element in the condition space \( \Phi \), \( f: \Omega \times \Phi \rightarrow \mathbb{R}^m \) consists of \( m \) real-valued objective functions, and \( \mathbb{R}^m \) is the objective space.

Likewise, the concepts of Pareto dominance and Pareto optimality are extended to cover the condition variable, \( c \), which are defined as follows:

- Pareto dominance: \( x \) is said to Pareto dominate \( y \) at the condition variable \( c \in \Phi \), denoted by \( x \preceq_c y \), if and only if \( \forall i \in \{1, 2, \ldots, m\}, f_i(x, c) \leq f_i(y, c) \) and \( f_j(x, c) < f_j(y, c) \) for at least one index \( j \in \{1, 2, \ldots, m\} \).

- Pareto optimality: A solution \( x^*_c \in \Omega \) is said to be Pareto optimal at the condition variable \( c \in \Phi \), if and only if \( \nexists \, x \in \Omega \) such that \( x \preceq_c x^*_c \).

As in the MO optimization problem, solving a MCMO optimization problem is to find the Pareto optimal set and the corresponding Pareto front which is defined as \( \{ f(x_c, c) \in \mathbb{R}^m | x_c \in \text{Pareto optimal set} \} \). If \( c \) is fixed, the MCMO optimization problem is reduced to a MO optimization problem.
4. Method

4.1. Deep reinforcement learning algorithm for multi-condition multi-objective optimization

4.1.1. State, action, and reward

In MCMO optimization, the optimal solution varies depending on the condition and objective. Therefore, the state of DRL is set to include the condition and objective, which is defined as follows:

\[ s = [c, w, f^*] \]  \hspace{1cm} (5)


where \( c \) is a condition variable, \( w \) is a weight vector, and \( f^* \) is a utopia point at that condition. In the present study, \( f^* \) is adaptively updated during optimization to a slightly lower value than the minimum value of each objective function. Since the Chebyshev scalarizing function, \( f_{\text{Chebyshev}} \), differs depending on \( f^* \) as in Eq. \( 2 \), the changing utopia information is included in the state for stable learning.

The action of DRL determines \( x \), element in the decision space, according to its policy, which is defined as follows:

\[ a = [x] \]  \hspace{1cm} (6)

In addition, all variables in the state and action are normalized to an absolute magnitude around 1 for scaling.

Lastly, the reward of DRL is a quantitative evaluation of an action, which is defined as follows:

\[ r = -f_{\text{Chebyshev}} = - \max_{i=1,\ldots,m} w_i |f_i(x) - f_i^*| \]  \hspace{1cm} (7)
where $f_i(x)$ is the value of the objective function obtained by executing an action. Note that the minus sign is added because the aim of optimization is to find $x$ minimizing the Chebyshev scalarizing function.

4.1.2. Data reproduction method

In the present study, a data reproduction method is applied to enlarge the number and diversity of data by exploiting the nature of the Chebyshev scalarizing function, $f_{\text{Chebyshev}}$. As in Eq. (7), the reward of DRL is a function of $w$, $f$, and $f^*$.

Since $w$ is independent of $f$ and $f^*$, different rewards can be determined for arbitrary $w$, once the objective functions are evaluated. Therefore, it is possible to reproduce an original data of $(s, a, r)$ pair by changing $w$ with a single function evaluation. It is expected that this method would accelerate learning and, thus, be essential for optimization problems where the function evaluation is costly.

In the present study, at each episode, 100 data are reproduced from a single original data by changing $w$ in a uniform distribution.

4.1.3. Learning procedure

The learning procedure of the present study is summarized in Algorithm 1. For the DRL algorithm, the actor-critic algorithm [48] is used, which is one of the representative DRL algorithms. In the algorithm, two types of neural networks are introduced. One is an actor network, policy itself, which determines an action in continuous space. The other is a critic network which predicts the value function depending on the state and action. As learning progresses, the critic network predicts the value function more and more accurately and, based on this, the probability that the actor
network selects the optimal action increases.

Both networks are set as fully connected networks with four hidden layers of 512, 256, 256, and 128 neurons and the Leaky ReLU activation function \[49\] is used for the hidden layers in both networks. At the output layer of the actor network, the Tanh activation function is added so that the action values range from \(-1\) to \(1\). The learning rates are equally set to \(10^{-4}\) and Adam optimizer \[50\] is used for updating the network parameters. Especially, the actor network is updated every two learning iterations \((l_d = 2)\) for stable learning \[51\]. The mini-batch size, \(N_b\), is set to 100 and the learning amount per one episode, \(l_{max}\), is set to 100 which is the same as the number of reproduced data per one original data. The standard deviation of the exploration noise, \(\sigma\), is set to 1 in the initial 1000 warm-up episodes and \(0.05(\cos(2\pi/1000 \times \text{episode}) + 1)\) afterward. The use of the cosine function enables both exploration for avoiding local minima and exploitation for accurately finding optimal solutions.

4.2. Selection of Pareto front

Pareto dominance in a MCMO optimization problem is defined at each condition variable \(c \in \Phi\). However, as \(f(x, c)\) in the obtained data are scattered over \(\Phi\), there is no exactly the same \(c\) where the dominance can be judged. Therefore, a concept of decomposition of the condition space is introduced to derive approximate solutions for a MCMO optimization problem. \(\Phi\) is decomposed into \(N\) spaces as follows:

\[
\Phi_1 \cup \Phi_2 \cup \ldots \cup \Phi_N = \Phi, \\
\Phi_i \cap \Phi_j = \emptyset \text{ where } i \neq j.
\]
In each $\Phi_i$, $c$ is assumed to be the same, and Pareto front is selected from the data.

Note that the decomposition has no effect on the optimization process and can be modified during or after the optimization process. Therefore, $N$ can be freely adjusted according to the desired quality. For example, the denser the decomposition, the higher the resolution of the selected Pareto front, but the number of episodes required for convergence increases. In the present study, $\Phi$ is decomposed into 100 spaces of the same size for selecting Pareto front.

4.3. Convergence judgment

In order to judge the convergence of an optimization process, the hypervolume indicator (HV) [52] is adopted. It refers to the volume in the objective space between Pareto front and a fixed reference point as shown in Fig. 1. Due to its monotonic characteristic, the larger the HV, the more accurate the Pareto front. Therefore, it is one of the most frequently used indicators for convergence and capability assessment of MO optimization methods. A general guideline for determining the reference point is to use a slightly worse point than the nadir point consisting of the worst objectives values over the Pareto front [53].

In MCMO optimization, as described in Section 4.2, the condition space, $\Phi$, is decomposed and Pareto front is selected respectively in each decomposed space. Likewise, the HV is defined in each decomposed space. Therefore, in this study, the convergence of an optimization process is judged by $HV_{avg}$, the average HV over all the decomposed spaces.
5. Results and discussion

In this section, the proposed DRL-based MCMO optimization method is applied to two problems, and the results are analyzed. The first problem is a newly modified Kursawe test function to a MCMO optimization problem. The second problem is airfoil shape optimization which is a representative shape optimization problem involving fluid dynamics.

5.1. Modified Kursawe test function

5.1.1. Problem setup

The modified Kursawe problem for MCMO optimization is defined as follows:

\[
\begin{align*}
\min_{\mathbf{x}} f(\mathbf{x}, c) &= \min_{\mathbf{x}} (f_1(\mathbf{x}, c), f_2(\mathbf{x}, c)) \\
\text{subject to } \mathbf{x} &\in \Omega, c \in \Phi,
\end{align*}
\]

where

\[
\begin{align*}
f_1(\mathbf{x}, c) &= g_1(\mathbf{x}) \cos \theta_r - g_2(\mathbf{x}) \sin \theta_r, \\
f_2(\mathbf{x}, c) &= g_1(\mathbf{x}) \sin \theta_r + g_2(\mathbf{x}) \cos \theta_r, \\
g_1(\mathbf{x}) &= \sum_{i=1}^{2} (-10 \exp \left(-0.2 \sqrt{x_i^2 + x_{i+1}^2} \right)), \\
g_2(\mathbf{x}) &= \sum_{i=1}^{3} (|x_i|^{0.8} + 5 \sin(x_i^3)),
\end{align*}
\]

\[
\begin{align*}
\Omega &= \{(x_1, x_2, x_3)| -5 \leq x_i \leq 5, \; i = 1, 2, 3 \}, \\
\Phi &= \{ (\theta_r)| 0 \leq \theta_r \leq \pi/4 \}.
\end{align*}
\]

For the modification, \( \theta_r \) is introduced for rotational transformation. If \( \theta_r \) is set to 0, it reduces to the original Kursawe problem which is a MO optimization problem. Extending the problem through rotational transformation has two advantages. First, the characteristics of the original problem can be...
preserved. As the original Kursawe problem has discontinuous and nonconvex Pareto front, it has been actively adopted to evaluate the capability of MO optimization methods [54–57]. Thus, with the preserved characteristics, the modified Kursawe problem can be a satisfactory benchmark problem for validating the developed MCMO optimization method. Second, real solutions can be readily obtained, which is crucial in designing a benchmark problem. The boundary shape of the feasible region in the objective space remains unchanged from the original Kursawe problem by rotational transformation. Therefore, the real Pareto front corresponding to $\theta_r$ can be easily obtained by judging dominance from the rotated boundary.

5.1.2. Optimization results

The modified Kursawe problem is solved as described in Algorithm 1. Fig. 2 shows the optimization process. As shown in Fig. 2a in the early episodes, data are widely scattered as the network is not developed enough. However, as the episode progresses, data are accumulated, and the network learns to find an optimal action with a given state. As a result, better solutions are obtained for newly given conditions and objectives, increasing the resolution of the Pareto front. Also, the clustered data near the Pareto front reinforce the learning again, forming a positive feedback loop. Finally, the Pareto front and the network converge at episode 100000, which can be also seen in terms of HV$_{avg}$ as shown in Fig. 2b.

Fig. 3 shows the optimization results at the converged episode. Through the optimization, high-resolution Pareto front of 15268 solutions over the whole condition space is obtained. As shown in Fig. 3a, it shows good agreement with the real Pareto front including highly nonlinear parts near
\[ \theta_r/(\theta_r)_{\text{max}} = 0.4 \] where the shape of the Pareto front drastically changes along \( \theta_r \). It shows the exclusive ability of the proposed MCMO optimization method. If several representative conditions are predetermined and optimization is performed at each condition, it is difficult to capture the nonlinear parts. On the other hand, the developed MCMO optimization is performed over the entire condition space, so that high-resolution Pareto front can be found. Fig. 3b shows the optimization results in five decomposed condition spaces. Note that since the condition space, \( \Phi \), is equally decomposed into 100 spaces in the present study, each figure in Fig. 3b shows one decomposed condition space. Even in those decomposed spaces, the solutions match well with the real Pareto front.

5.1.3. Effectiveness of multi-condition optimization

In this section, a computational experiment based on the modified Kursawe problem is set to analyze how effective multi-condition (MC) optimization is compared to single-condition (SC) optimization. The experiment is designed to compare the number of function evaluations to reach the same quality of optimization. Since SC optimization cannot be performed over a condition space, equally distributed \( N_c \) conditions are prescribed in the condition space, \( \Phi \), for the comparison. To measure the quality of optimization, a reference \( \text{HV}^{\text{ref}}_i \) is set at each prescribed \( i^{th} \) condition.

Then, two cases are compared by the total number of function evaluations required to reach the same \( \text{HV}^{\text{ref}} \) at all prescribed conditions. The first case is SC optimization performed independently at each prescribed condition. The SC optimization method can be easily derived by fixing the condition in the developed method. The second case is MC optimization modified to be
conducted only at the prescribed conditions. Although the proposed method in this study is conducted over a whole condition space, it is modified in this experiment for fair comparison.

$HV_{ref}$ at each condition is determined as an average HV by performing SC optimization ten times up to episode 10000 since the optimization process is stochastic due to the exploration of DRL. The HV of SC optimization at each condition shows convergence around episode 10000 and the obtained Pareto front matches well with the real Pareto front as shown in Fig. 4. This is quite comparable to other studies using the Kursawe test function for evaluating their optimization methods [54–57]. In addition, when comparing the two cases, the average number of total function evaluations of ten runs is used for precise analysis.

Fig. 4 shows one example of the results when $N_c = 5$. As shown in Fig. 4a, SC optimization is performed independently at each prescribed condition while MC optimization is performed simultaneously at the five prescribed conditions. As shown in the figure, the number of function evaluations at each condition is reduced in the MC optimization, resulting in a significant reduction of the total number of function evaluations. Total 28481 function evaluations are required in the SC optimization while total 49811 function evaluations are required to reach the same $HV_{ref}$ in the MC optimization. This reduction is attributed to the fact that the MC optimization learns the correlations between the conditions and the optimal solutions. By utilizing the correlations, it can effectively find the Pareto front with a small number of function evaluations. Fig. 4b shows the Pareto front obtained from the two cases. Because both cases satisfy the same $HV_{ref}$, the Pareto front shows
good agreement with the real Pareto front in both cases.

Fig. 5 shows the experiment results according to $N_c$. In SC optimization, the number of function evaluations increases linearly with $N_c$. This is a natural result because optimization is performed at each condition independently. However, in MC optimization, the increment gradually decreases, so that the difference between the two cases increases with $N_c$. Especially, when $N_c = 17$, the number of function evaluations of MC optimization is only 33% of that of SC optimization. Considering the proposed method in the present study is conducted continuously over a whole condition space ($N_c \to \infty$), it can be inferred that the reduction of the number of required function evaluations will be much greater than this result. Therefore, we can conclude that MC optimization is much effective than SC optimization and it is enabled by learning the correlations between conditions and optimal solutions.

5.2. Airfoil shape optimization

5.2.1. Problem setup

In numerous engineering fields, the flow condition and aerodynamic requirement of an airfoil can vary depending on the situation. In this section, a MCMO airfoil shape optimization problem is defined reflecting the practical applications. First, the lift coefficient, $C_L$, and the lift-to-drag ratio, $C_L/C_D$, are set as the objectives of optimization to be maximized. These objectives are crucial factors in designing an airfoil which many researchers are interested in [58–61]. Next, as a representative value of the flow condition, the chord Reynolds number, $Re_c$, is set as a condition variable of optimization.

In this study, an airfoil shape is parameterized using the Kármán-Trefftz transformation [62]. A Kármán-Trefftz airfoil is generated from the trans-
formation of a circle in the $\zeta$-plane to the physical $z$-plane. The circle in the $\zeta$-plane centered on $(\mu_x, \mu_y)$ is defined to pass $(1, 0)$. Then, a complex variable $\zeta = \xi + i\eta$ on the circle is transformed to $z = x + iy$ to generate an airfoil as follows:

$$z = n \frac{(\zeta + 1)^n + (\zeta - 1)^n}{(\zeta + 1)^n - (\zeta - 1)^n},$$

$$n = 2 - \frac{\beta}{180^\circ},$$

where $\beta$ is a trailing-edge angle of the generated airfoil. Since it can generate various and realistic airfoils, it has been utilized in many studies \[63, 64\]. Along with the shape of an airfoil itself, the angle of attack $\alpha$ is an important factor that greatly influences the aerodynamic characteristics. Thus, when designing an airfoil, $\alpha$ relative to the flow direction has to be optimized to achieve optimal performance \[61\]. In the present study, in addition to $\mu_x$, $\mu_y$, and $\beta$ which determine a Kármán-Trefftz airfoil, $\alpha$ is included as a design variable of optimization.

The MCMO airfoil shape optimization problem is defined as follows:

$$\min_x f(x, c) = \min_x (f_1(x, c), f_2(x, c))$$

subject to $x \in \Omega, c \in \Phi$,

where $f_1(x, c) = -1/100 \frac{C_L}{C_D}$,

$$f_2(x, c) = -C_L,$$

$$\Omega = \{(\mu_x, \mu_y, \beta, \alpha) | -0.4 \leq \mu_x \leq -0.05, 0 \leq \mu_y \leq 0.4, 1^\circ \leq \beta \leq 30^\circ, 0^\circ \leq \alpha \leq 30^\circ\},$$

$$\Phi = \{(Re_c)|10^5 \leq Re_c \leq 10^7\}.$$  

Since the goal of optimization is to maximize $C_L/C_D$ and $C_L$, minus signs are added. $1/100$ is multiplied to $C_L/C_D$ to match the scale between $f_1(x, c)$ and
In order to evaluate $C_L/C_D$ and $C_L$, XFOIL which is an analysis tool for airfoils \cite{63} is adopted in the present study. It is widely used for airfoil shape optimization due to its low computational cost \cite{66–68}. The ranges of the design variables, $\mu_x$, $\mu_y$, $\beta$, and $\alpha$, are set to generate various airfoil shapes excluding unrealistic shapes, and the range of $Re_c$ is set to cover sufficiently wide applications \cite{69}.

5.2.2. Optimization results

The airfoil shape optimization problem is solved as described in Algorithm 1. Fig. 6 shows the results of airfoil shape optimization. As shown in Fig. 6a, $HV_{avg}$ is shown to converge at episode 100000. Fig. 6b shows the Pareto front at the converged episode. Overall, Pareto front of sufficient resolution is successfully found within the defined condition space, indicating that the developed method can be applied to practical engineering applications. As shown in Fig 6b, the maximum $C_L/C_D$ increases with $Re_c$ while the maximum $C_L$ remains relatively constant. In particular, along the line where $C_L/C_D$ is maximized, $C_L$ does not change significantly, which refers that $C_D$ decreases according to $Re_c$. In addition, two distinct features are observed in the Pareto front. When $C_L$ is maximized, nonconvex parts are observed near $Re_c = 10^5$. Next, when $C_L/C_D$ is maximized, nonlinear parts are observed near $Re_c = 2 \times 10^6$. These parts will be further discussed through analysis of the optimal solutions and the optimal airfoil shapes.

Fig. 7 shows the optimal solutions and the optimal airfoil shapes. As can be seen in Fig. 7a, various values of design parameters are obtained depending on $Re_c$ and $w_1$. For each design parameter, $\mu_x$ is a factor that determines the thickness of the airfoil, so the smaller the absolute value, the
thinner airfoil is generated. \( \mu_y \) determines the camber of the airfoil. \( \mu_y = 0 \) indicates a symmetric airfoil, and the larger the value, the upper cambered airfoil is generated. \( \beta \) and \( \alpha \) are the trailing-edge angle and the angle of attack respectively, which are expressed in degrees.

As shown in Fig. 7a, nonlinear features are observed where the optimal design parameters change dramatically with respect to \( Re_c \) and \( w_1 \). These are particularly noticeable for \( \mu_x \) and \( \alpha \) near \( Re_c = 10^5 \) and \( w_1 = 0 \), and for \( \mu_y \) and \( \beta \) near \( Re_c = 2 \times 10^6 \) and \( w_1 = 1 \). These parts correspond to the aforementioned nonconvex and nonlinear parts observed in Pareto front respectively. Except for these nonlinear parts, overall trends are observed. As the weight of \( CL/CD \) increases, thin and less cambered airfoils with low \( \alpha \) are generated. On the other hand, As the weight of \( CL \) increases, thick and highly cambered airfoils with high \( \alpha \) are generated. The trailing-edge angle, \( \beta \), shows relatively less variation and keeps its minimum value.

Fig. 7b is the optimal airfoil shapes according to \( Re_c \) and \( w_1 \). As mentioned above, as \( w_1 \) is close to 0, airfoils with high camber and \( \alpha \) are generated for maximizing the lift at all \( Re_c \). However, the values of \( \alpha \) do not increase to the maximum, which is due to the consideration of a stall phenomenon caused by excessively high \( \alpha \). On the contrary, as \( w_1 \) is close to 1, the opposite tendency is observed to consider the drag. Also, when considering the drag, the thicknesses of airfoils decrease except for \( Re_c = 10^5 \) where the aforementioned nonlinearity exists.

5.2.3. Aerodynamic performance analysis of optimal airfoil shapes

In this section, based on the previous optimization results, the need for MC optimization which can be performed over a whole condition space is con-
firmed. In order to show the need, an analysis is conducted on whether the optimal shapes at some representative conditions can provide sufficient performance over the entire condition space. For the analysis, the optimal airfoil shapes that maximize $C_L/C_D$ with a constraint $C_L \geq 2$ are selected. There are many situations to optimize one objective and keep others above a certain level. For example, in many aviation applications, $C_L/C_D$ is optimized while maintaining a certain level of $C_L$ to sustain their weight [61, 70, 71]. The optimal solutions of the constrained optimization problem can be easily obtained from Pareto front as shown in Fig. 8a.

As shown in the black lines in Fig. 8b, the optimal shapes show $C_L$ greater than 2 for all $Re_c$ and the maximized $C_L/C_D$ increasing with $Re_c$. Then, two optimal shapes at different conditions are used for the analysis. The red lines show $C_L$ and $C_L/C_D$ of the optimal airfoil at $Re_c = 2 \times 10^5$. Compared to the optimal performance, both $C_L$ and $C_L/C_D$ decrease notably except for the optimized condition. In particular, $C_L$ drops significantly at $Re_c$ slightly lower than the optimized condition, so the constraint cannot be satisfied at all. In the same way, the blue lines show $C_L$ and $C_L/C_D$ of the optimal airfoil at $Re_c = 2 \times 10^6$. Although it satisfies the constraint near the optimized condition, it also shows a substantial decrease in $C_L/C_D$ at $Re_c$ slightly higher than the optimized condition.

Fig. 8c shows the optimal airfoil shapes according to various conditions. The optimal shape at $Re_c = 2 \times 10^5$ quite differs from the optimal shape at $Re_c = 10^5$, which results in the aforementioned difference in $C_L$. However, the optimal shape at $Re_c = 2 \times 10^6$ is very similar to the optimal shape at $Re_c = 3 \times 10^6$, although there is a large difference in $C_L/C_D$ as men-
tioned before. Likewise, except for the optimal shape at $Re_c = 10^5$, there is no noticeable difference among the other optimal shapes while there exist significant performance differences. These results are attributed to the nonlinear characteristic of a fluid. The optimal shape can drastically change according to the condition, and even if there is no noticeable difference in shape, a slight variation in shape can make a huge performance difference.

Through the analysis, it is shown that an optimal shape at a specific condition cannot be valid at the nearby conditions, and it can be more severe in problems that have nonlinear characteristics. Therefore, it is inadequate to perform optimization by discretizing the condition space into several representative conditions. In order to overcome the problem and remain optimal for varying conditions, it is essential to consider the whole condition space through the MC optimization method proposed in the present study.

6. Concluding remarks

For the first time in the literature, a MCMO optimization method based on DRL has been developed to find Pareto front over a prescribed condition space. The main idea is based on that DRL can learn a policy for finding optimal solutions according to varying conditions and objectives. The method has been applied to two MCMO optimization problems. First, as a benchmark problem, the Kursawe test function has been newly modified to a MCMO optimization problem. Second, an airfoil shape optimization problem has been dealt with as a practical engineering application. The present MCMO optimization method shows outstanding ability in finding high-resolution Pareto front within the entire condition space including non-
linear and nonconvex parts.

Two additional analyses have been conducted to show its exclusive capability. Firstly, a computational experiment based on the modified Kursawe test function has been carried out to show the effectiveness of MC optimization. Compared with multiple operations of SC optimization for multiple conditions, the number of function evaluations required to find Pareto front is significantly reduced. This efficient optimization is enabled by learning the correlations between conditions and optimal solutions. Secondly, the necessity for MC optimization has been confirmed through an analysis of aerodynamic performance of airfoils with optimally designed shapes. An optimal solution at a specific condition cannot be valid at the nearby conditions, resulting in significant deterioration of target performance. Thus, it is essential to cover the entire condition space, which is possible through the proposed MC optimization method.

The proposed method can show its outstanding capability in optimization problems where conditions and objectives are not fixed. A representative example is shape optimization involving fluid mechanics in which the operating conditions are generally given as a range and the objectives differ depending on the situations. However, the proposed method is not limited to shape optimization and the dimensions of conditions and objectives are not restricted. It can be applied to any MCMO optimization problems. Through the developed MCMO optimization method, it is expected that the fields to which optimization can be practically applied will be greatly expanded. Moreover, from a methodological point of view, this study will pave the way to a new category of optimization as the first MCMO optimization method.
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**Algorithm 1:** Single-step DRL for MCMO optimization

Initialize actor network $\pi_\phi$ and critic network $Q_\theta$ with random parameters $\phi, \theta$; initialize episode, utopia $f^*$, and replay buffer $B$;

repeat

  episode ← episode + 1;
  select condition and weight: $c \sim U(0, 1)$, $w \sim U(0, 1)$ s.t. $|w| = 1$;
  calculate utopia $f^*(c)$;
  receive state: $s \leftarrow [c, w, f^*]$;
  select action with exploration noise: $a \leftarrow \text{clip}(\pi_\phi(s) + \epsilon, -1, 1)$, $\epsilon \sim \mathcal{N}(0, \sigma^2)$;
  execute action and evaluate objective function $f(x, c)$;
  $\forall i$, if $f_i(x, c) < f_i^*(c)$, update utopia and state;
  calculate reward and reproduce data;
  store data of $(s, a, r)$ in $B$;

  for $l = 1$ to $l_{\max}$ do
      sample mini-batch of $N_b$ data from $B$;
      update $\theta$ with the loss $N_b^{-1} \sum (r - Q_\theta(s, a))^2$;
      if $l \mod l_d$ then
          update $\phi$ by the deterministic policy gradient
          $N_b^{-1} \sum \nabla_a Q_\theta(s, a)|_{a=\pi_\phi(s)} \nabla_\phi \pi_\phi(s)$;
      end
  end

until convergence;
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Figure 1: Schematic of the HV when the number of objectives is two.
(a) Results during the optimization process. One data point is added for every episode. The Pareto front is selected from the data as described in Section 4.2. The network shows the values of objective functions corresponding to the actions determined by the network.

(b) HV$_{avg}$ over episodes with a reference point $((f_1^{ref}), (f_2^{ref})) = (-2, 13)$.

Figure 2: Optimization process of the modified Kursawe test function.
Figure 3: Optimization results of the modified Kursawe test function. The black dots show the Pareto front at episode 100000. The sky-blue surfaces in (a) and lines in (b) show real Pareto front depicted for comparison.
(a) The HVs over the total number of function evaluations with a reference point \( (f_{ref}^1, f_{ref}^2) = (-2, 13) \) at five prescribed conditions. \( \theta_r/(\theta_r)_{max} = \) \( 0/4; \) \( 1/4; \) \( 2/4; \) \( 3/4; \) \( 4/4 \). The left figure shows SC optimization and the right figure shows MC optimization. The dashed lines in both figures indicate the same HV\(^{ref}\). If the HV at a specific condition satisfies HV\(^{ref}\), the condition is excluded. The numbers near the lines are the numbers of function evaluations at each condition.

(b) Pareto front obtained from the two cases. The black crosses show the Pareto front obtained from SC optimization and the red crosses show the Pareto front obtained from MC optimization. The sky-blue lines show the real Pareto front at the five prescribed conditions.

Figure 4: One of the experiment results when \( N_c = 5 \).
Figure 5: The number of function evaluations required to reach the same $\text{HV}^{\text{ref}}$ according to $N_c$. The black line indicates the average of SC optimization and the red line indicates the average of MC optimization. The error bars show the minimum and maximum values over ten runs. The numbers below the red line are the percentages of MC optimization compared to SC optimization.
(a) $\text{HV}_{\text{avg}}$ over episodes with a reference point $(f_1^{\text{ref}}, f_2^{\text{ref}}) = (0, 1)$.

(b) Pareto front at episode 100000 from two different angles.

Figure 6: Results of airfoil shape optimization.
(a) Optimal design parameters corresponding to $Re_c$ and $w_1$. $w_1$ is the weight of $C_L/C_D$. Thereby, $w_1 = 1$ corresponds to the maximization of $C_L/C_D$ while $w_1 = 0$ corresponds to the maximization of $C_L$.

(b) Optimal airfoil shapes at different $Re_c$ and $w_1$. $w_1 = \ldots$, 0; \ldots, 0.5; \ldots, 1. $\alpha$ of the airfoils are expressed assuming that the flow direction is horizontal.

Figure 7: Optimal solutions and optimal airfoil shapes.
(a) Finding the optimal shapes that maximize $C_L/C_D$ with a constraint $C_L \geq 2$ in Pareto front. The black line corresponds to the optimal shapes.

(b) $C_L$ and $C_L/C_D$ of optimal shapes according to $Re_c$. The black lines correspond to the optimal shapes obtained in (a). The red and blue lines correspond to each optimal airfoil at $Re_c = 2 \times 10^5$ and $Re_c = 2 \times 10^6$ respectively, depicted as the stars.

(c) Optimal airfoil shapes obtained in (a) at various $Re_c$. Note that the red and blue airfoils correspond to the airfoils selected in (b).

Figure 8: Performance analysis of optimal airfoil shapes.
Highlights

- A multi-condition multi-objective optimization method is developed based on deep reinforcement learning.

- A novel benchmark problem for multi-condition multi-objective optimization is introduced.

- The developed method is shown to efficiently find high-resolution Pareto front over a condition space.

- Learning the correlations between conditions and optimal solutions enables efficient optimization.

- Critical degradation of target performance by optimization performed only at a specific condition is confirmed.