Domain dependence of eigenvalues of elliptic type operators
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Abstract. The dependence on the domain is studied for the Dirichlet eigenvalues of an elliptic operator considered in bounded domains. Their proximity is measured by a norm of the difference of two orthogonal projectors corresponding to the reference domain and the perturbed one; this allows to compare domains that have non-smooth boundaries and different topology. The main result is an asymptotic formula in which the remainder is evaluated in terms of this quantity. As an application, the stability of eigenvalues is estimated by virtue of integrals of squares of the gradients of eigenfunctions for elliptic problems in different domains. It occurs that these stability estimates imply well-known inequalities for perturbed eigenvalues.

1 Introduction

We consider eigenvalues of the Dirichlet problem for an elliptic operator in a domain in \( \mathbb{R}^n \), \( n \geq 2 \). Our main aim is to study how these eigenvalues depend on the domain. The first results concerning this classical problem can be found presumably in the book [16] by Rayleigh. A general technique was proposed by Hadamard [8, 9], who studied perturbations of a domain with a smooth boundary. In his works, the boundary of the perturbed domain
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\( \Omega_\varepsilon \) is described by the function \( \tau = \varepsilon h(x') \), where \( \tau \) is the variable along the normal to the boundary, \( h \) is a smooth function on the boundary and \( \varepsilon \) is a small parameter. Hadamard’s formula for the perturbed first eigenvalue \( \lambda(\Omega_\varepsilon) \) of the Dirichlet Laplacian is as follows:

\[
\lambda(\Omega_\varepsilon) = \lambda(\Omega_0) + \varepsilon \int_{\partial \Omega_0} |\partial_\tau \varphi|^2 h \, dS + o(\varepsilon),
\]

where \( \varphi \) is the first eigenfunction such that \( ||\varphi||_{L^2} = 1 \) and \( dS \) is the surface measure on \( \partial \Omega_0 \). In various generalizations of this formula, perturbations are described by a family of smooth mappings, other boundary conditions are considered as well as more general elliptic operators; see \([3], [1], [3], [15], [10]\) and references cited therein. Some non-smooth perturbations of smooth boundaries, that are described by normal shift functions, were treated in \([5]–[7], [17]\). On the other hand, there are many problems involving more general classes of perturbations, namely, non-smooth perturbations of non-smooth boundaries and perturbations that cannot be described by a family of isomorphisms.

In \([12]–[14]\), another approach was proposed to studying the dependence of \( \lambda \) on the domain and the operator’s coefficients. It is based on an abstract theorem concerning perturbation of eigenvalues for operators acting in different spaces. Here we further develop the approach used in \([12]\). In this paper, the main novelty is the application of a new small parameter to measure the proximity of two spectral problems. This parameter is a norm of the difference of orthogonal projectors on Sobolev spaces consisting of functions given on these domains. In Sect. 2.1 we show that the convergence with respect to this parameter (it is actually a distance) is equivalent to the convergence in the sense of Mosco or to \( \gamma \)-convergence, see \([10] \) and \([1]\). The latter type of convergence plays an important role in proving the existence of solutions to various shape optimization problems dealing with eigenvalues. Another new point is a refined estimate of the remainder term. It allows us to extend essentially the class of domains and their perturbations for which a certain ”generalized” asymptotic formula is still valid. Let us turn to a detailed description of the results. For this purpose we shall use an example of second order elliptic operator.

Let \( \Omega_1 \) and \( \Omega_2 \) be two bounded domains with nonempty intersection. We
consider a bilinear form

\[
(u, v) = \sum_{i,j=1}^{n} \int_{\mathbb{R}^n} A_{ij}(x) \partial x_j u \partial x_i v dx,
\]

(2)

where \( A_{ij} \) are bounded measurable real-valued functions such that \( A_{ij} = A_{ji} \) and

\[
\nu |\xi|^2 \leq \sum_{i,j=1}^{n} A_{ij}(x) \xi_i \xi_j \leq \nu^{-1} |\xi|^2
\]

(3)

for all \( \xi \in \mathbb{R}^n \setminus \mathcal{O} \) and \( x \in \mathbb{R}^n \). The form \((\cdot, \cdot)\) defines a new inner product in the space \( H_k = \dot{W}^{1,2}(\Omega_k), \ k = 1, 2 \) (we suppose that functions belonging to both of these spaces are extended by zero to the whole \( \mathbb{R}^n \)); the corresponding norm will be denoted by \( ||\cdot|| \). Let us consider the following spectral problems

\[
(\varphi, v) = \lambda \langle \varphi, v \rangle \quad \text{for all } v \in H_1
\]

(4)

and

\[
(U, V) = \mu \langle U, V \rangle \quad \text{for all } V \in H_2,
\]

(5)

where \( \langle \cdot, \cdot \rangle \) is the inner product in \( L^2 \), \( \varphi \in H_1 \) and \( U \in H_2 \). By \( \lambda_m \) we denote the \( m \)th eigenvalue of problem (4); let \( X_m \) be the corresponding eigenspace, \( J_m = \text{dim } X_m \). Our aim is to describe eigenvalues of problem (5) located near the eigenvalue \( \lambda_m \) of (4).

If \( \Omega_1 \) and \( \Omega_2 \) are sub-domains of a bounded domain \( D \), then by \( S_j, j = 1, 2 \), we denote the orthogonal projector defined on \( \dot{W}^{1,2}(D) \) whose image belongs to \( H_j \). For characterizing the proximity of \( \Omega_1 \) and \( \Omega_2 \) we use the best constant \( \sigma = \sigma(H_1, H_2) \) in the inequality

\[
| (S_1 - S_2) u |^2 \leq \sigma ||u||^2, \quad u \in \dot{W}^{1,2}(D),
\]

where \( | \cdot | \) is the \( L^2 \)-norm. In Sect. 2.1 we show that the \( \gamma \)-convergence of domains is equivalent to their convergence in terms of the distance (6).

If \( \sigma \) is sufficiently small, then problem (5) has exactly \( J_m \) eigenvalues, say \( \mu_1, \ldots, \mu_{J_m} \), in a neighborhood of \( \lambda_m \); see Proposition 3. In order to formulate one of our main results we introduce the following notation:

\( T_2 u = u - S_2 u, \quad \Psi = \Psi_\varphi \in H_2 \) is the solution of the equation

\[
(\Psi, w) = (\varphi, w) - \lambda_m \langle \varphi, w \rangle \quad \text{for all } w \in H_2
\]

(7)
and
\[ \rho = \max_{\varphi \in X_m, ||\varphi|| = 1} \left( |T\varphi|^2 + |\Psi \varphi|^2 + \sigma ||\Psi \varphi||^2 \right). \]  
(8)

Now we are in a position to formulate the following.

**Theorem 1.** The asymptotic formula holds:
\[ \mu_k^{-1} = \lambda_m^{-1} + \tau_k + O(\rho + |\tau_k|\sigma), \quad k = 1, \ldots, J_m. \]  
(9)

Here \( \tau = \tau_k \) is an eigenvalue of the problem
\[ \frac{1}{\lambda_m} \left( (\Psi \varphi, \Psi \psi) - (T\varphi, T\psi) - (\Psi \varphi, \psi) - (\varphi, \Psi \psi) \right) = \tau (S\varphi, S\psi) \quad \text{for all } \psi \in X_m, \]  
where \( \varphi \in X_m \); moreover, \( \tau_1, \ldots, \tau_m \) in \( (9) \) run through all eigenvalues of \( (10) \) counted according to their multiplicity.

In the case when \( \Omega_2 \subset \Omega_1 \), the function \( \Psi \varphi \) vanishes and the eigenvalue problem \( (10) \) takes the form:
\[ - \frac{1}{\lambda_m} (T\varphi, T\psi) = \tau (S\varphi, S\psi) \quad \text{for all } \psi \in X_m. \]  
(11)

If \( \Omega_1 \subset \Omega_2 \), then \( T\varphi = 0 \) and \( (10) \) can be written as follows:
\[ \frac{1}{\lambda_m} (\Psi \varphi, \Psi \psi) = \tau (S\varphi, S\psi) \quad \text{for all } \psi \in X_m. \]  
(12)

Similar theorems were proved in [12] and [14], but here, the main novelty is the use of the small parameter \( \sigma \) which makes the present theorem applicable to a substantially larger class of perturbations. The importance of this parameter, that serves as a distance in the set of all closed subspaces of \( \tilde{W}^{1,2}(D) \), lies in the fact that this set is compact with respect to this distance (see Proposition 2). As a result one obtain solutions of various optimization problems for functionals that are continuous with respect to this distance. Another new point is that the remainder in \( (10) \) has the form, in which the small parameter \( \sigma \) appears explicitly together with the quantities involved in the finite dimensional spectral problem \( (10) \).

\footnote{Two terms are lost in formula (5), [12], compare with (9) and (10). However, if \( \Omega_2 \subset \Omega_1 \) or \( \Omega_1 \subset \Omega_1 \), then formula (5), [12], is true.}
Let us describe some applications of the asymptotic formula (10). We begin with the case when both $\Omega_1$ and $\Omega_2$ are Lipschitz domains with the Lipschitz constant less than or equal to $C_*$ or, what is the same, uniformly Lipschitz (see [11] and [10], where the definitions of these notions are given). We assume that

$$\Omega_\varepsilon = \{ x \in \Omega_1, \text{dist}(x, \partial \Omega_1) > \varepsilon \} \subset \Omega_2 \subset \Omega_\varepsilon^+ = \{ x \in \mathbb{R}^n, \text{dist}(x, \Omega_1) < \varepsilon \},$$

(13)

where $\varepsilon$ is a small positive parameter. It is supposed that the constant $C_*$ is independent of $\varepsilon$. Then there exists a set $S$, subject to the conditions

$$\Omega_1 \setminus \Omega_\varepsilon \subset S \subset \Omega_1$$

and such that the following inequality holds:

$$|\mu_k^{-1} - \lambda_m^{-1}| \leq C_1 \max_{\varphi \in X_m, ||\varphi|| = 1} \int_{(\Omega_1 \setminus \Omega_2) \cup S} |\nabla \varphi|^2 dx, \ k = 1, \ldots, J_m.$$

(14)

Here $|S|$ is the surface measure of $S$ and the constants $C_1$ and $C_2$ do not depend on $\varepsilon$. If $\Omega_2 \subset \Omega_1$, then one has that

$$|\mu_k^{-1} - \lambda_m^{-1}| \geq c \min_{\varphi \in X_m, ||\varphi|| = 1} \int_{(\Omega_1 \setminus \Omega_2)} |\nabla \varphi|^2 dx, \ k = 1, \ldots, J_m,$$

where the integral is the same as in the right-hand side of (14). If we assume that the eigenfunctions $\varphi_k, k = 1, \ldots, J_m$, belong to $W^{1, p}(\Omega_1)$ for some $p \in (2, \infty]$ then formula (14) implies that

$$|\mu_k^{-1} - \lambda_m^{-1}| \leq C |\Omega_1 \Delta \Omega_2|^{1-\frac{2}{p}},$$

(15)

where $\Omega_1 \Delta \Omega_2$ denotes the symmetric difference of $\Omega_1$ and $\Omega_2$. Estimate (15) is equivalent to (1.8), [2], but the assumptions imposed on $\Omega_1$ and $\Omega_2$ are weaker here; in particular, all eigenfunctions are required to belong to $W^{1, p}(\Omega_1)$ in [2].

Let $\Omega_1$ be a bounded domain, $x_0 \in \partial \Omega_1$ and $\varepsilon > 0$. We assume that

$$\Omega_1 \setminus B_\varepsilon(x_0) \subset \Omega_2 \subset \Omega_1 \cup B_\varepsilon(x_0) = \Omega_\varepsilon^+(x_0),$$

(16)

where $B_\varepsilon(x_0)$ is the ball of the radius $\varepsilon$ centered at $x_0$. Let also for all $u \in W^{1,2}(B_{q\varepsilon}(x_0))$ such that $u = 0$ on $B_{q\varepsilon}(x_0) \setminus \Omega_\varepsilon^+(x_0)$ the following inequality

$$\int_{\Omega_\varepsilon^+(x_0) \cap B_{q\varepsilon}(x_0)} |u|^2 dx \leq C \varepsilon^2 \int_{\Omega_\varepsilon^+(x_0) \cap B_{q\varepsilon}(x_0)} |\nabla u|^2 dx$$

(17)
hold with some $q > 1$ and a constant $C$ independent of $\varepsilon$. Then it is proved in Sect. 5.1 that

$$|\mu_k^{-1} - \lambda_m^{-1}| \leq C \max_{\varphi \in X_m, ||\varphi|| = 1} \int_{\Omega_1 \setminus B_{q\varepsilon}(x_0)} |\nabla \varphi|^2 \, dx, \quad k = 1, \ldots, J_m.$$  

In Sect. 5.2 we consider perturbations satisfying (13). Assuming that for some $q > 1$ inequality (17) holds for all $x_0 \in \partial \Omega_1$, we prove the following estimate for the perturbed eigenvalues:

$$|\mu_k^{-1} - \lambda_m^{-1}| \leq C \max_{\varphi \in X_m, ||\varphi|| = 1} \int_{\Omega_1 \setminus \Omega_{q\varepsilon}} |\nabla \varphi|^2 \, dx, \quad k = 1, \ldots, J_m.$$  

Notice that the Sobolev space $\hat{W}^{1,2}(\Omega_k)$ can be considered as a subspace of a similar Sobolev space in a larger domain. Thus, we present an abstract approach for comparison of eigenvalues and eigenfunctions of operators acting in different subspaces of a certain Hilbert space in Sections 2–4. There, in order to measure the proximity of two subspaces, we introduce a distance $\sigma$ as a norm of two projectors onto these subspaces and show that the convergence with respect to this distance is equivalent to the Mosco convergence. In Sect. 2, we formulate a proposition about the closeness of eigenvalues and eigenfunctions of two eigenvalue problems, see Proposition 3. In the same section, we present the main asymptotic theorem, see Theorem 2. Proposition 3 and Theorem 2 are proved in Sections 3 and 4, respectively. In Sect. 5, we apply our asymptotic formula to eigenvalues of the Dirichlet problem for a second-order differential operator. In particular, we consider local and global perturbations of the boundary; the case of uniformly Lipschitz boundaries is also treated. A class of domain perturbations, for which the quantity $\sigma$ is small, is described for both cases; a stability estimate, which evaluates eigenvalues by integrals of squares of the gradient of eigenfunctions, is also presented.

### 2 Perturbation of eigenvalues. Abstract version.

#### 2.1 Statement of the perturbation problem

Here we present an abstract approach for study of perturbation of eigenvalues to the spectral problems from Introduction keeping the same notations.
Let $H$ and $\mathcal{H}$ be Hilbert spaces with inner products $(\cdot, \cdot)$ and $\langle \cdot, \cdot \rangle$ and with corresponding norms $|| \cdot ||$ and $| \cdot |$ respectively. We suppose that $H$ is compactly imbedded in $\mathcal{H}$. This implies existence of $c_0 > 0$ such that
\[ |u| \leq c_0 ||u||, \text{ for } u \in H. \] (18)

Let $H_1$ and $H_2$ be two subspaces of $H$ of infinite dimension. We introduce the operators $K_j : H_j \rightarrow H_j$ by $(K_j u, v) = \langle u, v \rangle$, where $u, v \in H_j, j = 1, 2$. One can check that the operators $K_1$ and $K_2$ are self-adjoint, positive definite and compact. Let $\mathcal{H}_j, j = 1, 2,$ be the closure of $H_j$ in the space $\mathcal{H}$. From the definition of $K_j, j = 1, 2,$ it follows that the operator can be extended to $\mathcal{H}_j$ and
\[ ||K_j||_{\mathcal{H}_j \rightarrow H_j} \leq c_0, \]
where $c_0$ is the constant in (18).

We consider two spectral problems
\[ K_1 \varphi = \lambda^{-1} \varphi, \varphi \in H_1, \] (19)
and
\[ K_2 U = \mu^{-1} U, \ U \in H_2, \] (20)
We denote by $\lambda_j^{-1}, j = 1, \ldots, \,$ eigenvalues of $K_1$, numerated according to $0 < \lambda_1 < \lambda_2 < \cdots, \,$ and by $X_j$ corresponding eigenspaces. We put $J_j = \dim X_j$. Our goal is to study eigenvalues of (20) located in a neighborhood of $\lambda_m$ for certain fixed $m$.

We denote by $S_j, j = 1, 2,$ the orthogonal projector in $H$ with the image $H_j$. We will measure the proximity between $H_1$ and $H_2$ by the constant $\sigma = \sigma(H_1, H_2)$ in the inequality
\[ |(S_1 - S_2)u|^2 \leq \sigma ||u||^2, \ u \in H. \] (21)
The quantity $\sigma(H_1, H_2)$ is a distance in $\mathcal{S}(H)$-the space of all closed subspaces of $H$. In the next proposition we prove that the Mosco convergence of subspaces (see Sect. 2.3.3 in [10] or Sect.4.5 in [1]) is equivalent to convergence of subspaces with respect to the distance $\sigma$.

\[ ^2\text{We note that the spectral problem (19) and (19), and also (20) and (20), have the same eigenvalues and eigenvectors.} \]
Proposition 1. Let $H_j$, $j = 1, \ldots$, and $H_*$ be subspaces in $H$ and let $S_j$ and $S_*$ be corresponding orthogonal projectors. the following assertions are equivalent:

(i) for all $u \in H$, $S_j u \to S_* u$ as $j \to \infty$;

(ii) $\sigma(H_j, H_*) \to 0$ as $j \to \infty$.

Proof. We denote by $0 < s_1 \leq s_2 \leq \cdots$, eigenvalues of problem \ref{19}, when $H_1 = H$. Here, we numerate them accounting their multiplicities. Due to the compactness of the imbedding $H \subset H$, $s_k \to \infty$ as $k \to \infty$. We denote by $v_1, v_2, \ldots$, corresponding eigenvectors which form an orthogonal basis in $H$. We normalize them according to $||v_k|| = 1$. It is clear that

\[ (v_k, w) = s_k (v_k, w) \quad \text{for all} \quad w \in H. \]

Therefore, the vectors $w_k = \sqrt{s_k} v_k$, $k = 1, 2, \ldots$, form the orthogonal basis in $H$ subject to $|w_k| = 1$.

Let us show that (i) implies (ii). We have

\[ (S_j - S_*) u = \sum_{k=1}^{N} s_k^{-1/2} (u, (S_j - S_*) v_k) w_k + \sum_{k=N+1}^{\infty} s_k^{-1/2} ((S_j - S_*) u, v_k) w_k. \]

Therefore,

\[ |(S_j - S_*) u|^2 \leq \left( \sum_{k=1}^{N} s_k^{-1} ||(S_j - S_*) v_k||^2 + s_{N+1}^{-1} \right) ||u||^2. \]

this implies

\[ \sigma(H_j, H_*) \leq \inf_N \left( \sum_{k=1}^{N} s_k^{-1} ||(S_j - S_*) v_k||^2 + s_{N+1}^{-1} \right). \]

The right hand side in the last inequality tends to zero when $j \to \infty$ because of strong convergence of $S_j$ to $S_*$.

Let us prove the implication (ii) $\Rightarrow$ (i). For $u \in H$, we have

\[ ((S_j - S_*) u, v_k) = s_k (S_j - S_*) u, v_k) \to 0 \quad \text{as} \quad j \to \infty \]

for $k = 1, 2, \ldots$ This implies that $((S_j - S_*) u, v) \to 0$ as $j \to \infty$ for all $v \in H$.

Therefore,

\[ ((S_j - S_*) u, (S_j - S_*) u) = (S_j u, u) - (S_* u, S_j u) - (S_j u, S_* u) + (S_* h, S_* u) \]

\[ \to (S_* u, u) - (S_* u, S_* u) - (S_* u, S_* u) + (S_* h, S_* u) = 0 \quad \text{as} \quad j \to \infty. \]

The proof is complete. \hfill \square
Using equivalence of \( \gamma \) convergence of domains and strong convergence of corresponding operators (see Theorem 2.3.10 in [9]), we derive from the previous assertion the following

**Corollary 1.** Let \( \Omega_j, j = 1, \ldots \), and \( \Omega_* \) be domains belonging to a bounded domain \( D \). If \( \Omega_j \) \( \gamma \)-converges to \( \Omega_* \) then \( \sigma(H_j, H_*) \to 0 \) as \( j \to \infty \), where \( H_j = \bar{W}^{1,2}(\Omega_j) \) and \( H_* = \bar{W}^{1,2}(\Omega_*) \).

**Proposition 2.** The metric space \( S(H) \) with the distance \( \sigma \) is compact.

*Proof.* Let \( S_k, k = 1, 2, \ldots \), be a family of orthogonal projectors. Let us show that one can choose a convergent subsequence. Let \( v_j \) be the same vectors as in the proof of Proposition 1. We can choose a subsequence such that

\[
(S_k v_i, v_j) \to \alpha_{ij} \quad \text{as} \quad k \to \infty
\]

for all \( i, j \geq 1 \). We used the same index for the subsequence in (22). Since \( ||S_k||_{H \to H} = 1 \), we derive from (22) that

\[
(S_k u, v) \to \alpha(u, v) \quad \text{as} \quad k \to \infty
\]

for all \( u, v \in H \), where \( \alpha(u, v) \) is a certain number. One can check that the form \( \alpha \) is linear with respect to the first argument and anti-linear with respect to the second one. Moreover, the form \( \alpha \) is bounded. Therefore, \( \alpha(u, v) = (S_* u, v) \), where \( S_* \) is an orthogonal projector. Reasoning as in the proof of Proposition 1(ii), we conclude that \( S_k u \to S_* u \) as \( k \to \infty \).

In what follows we shall use that the orthogonal projectors \( S_1 \) and \( S_2 \) posses the following symmetry property:

\[
(S_2 v, w) = (v, S_1 w) \quad \text{for} \quad v \in H_1 \text{ and } w \in H_2.
\]

### 2.2 Formulation of results

In what follows we denote by \( P_m \) the orthogonal projector in \( H \) with the image \( SX_m \).

**Proposition 3.** There exists positive \( \sigma_0, c \) and \( C \) depending on \( \lambda_1, \ldots, \lambda_{m+1} \) and \( c_0 \) such that for \( \sigma \leq \sigma_0 \) the following assertions are valid:

(i) The operator \( K_2 \) has exactly \( J_m \) eigenvalue in \( (1/\lambda_{m+1} + c\sigma^{1/2}, 1/\lambda_{m-1} - c\sigma^{1/2}) \) and all of them are located in \( (1/\lambda_m - c\sigma^{1/2}, 1/\lambda_m + c\sigma^{1/2}) \).
(ii) If \( \mu^{-1} \) is an eigenvalue of \( (20) \) from the interval \( (1/\lambda_m - \sigma^{1/2}, 1/\lambda_m + \sigma^{1/2}) \) and \( U \) is a corresponding eigenvector then
\[
||U - P_m U|| \leq C \sigma^{1/2} ||U||. \tag{23}
\]
We denote by \( \mu^{-1}_k \), \( k = 1, \ldots, J_m \), the eigenvalues of the spectral problem \( (20) \) located in the interval \( (\lambda_m^{-1} - \sigma, \lambda_m^{-1} + \sigma) \), where \( c \) is the same positive constant as in Proposition 3. In order to formulate the main result of this paper let us introduce some more objects. We put
\[
T_{2} u = u - S_{2} u \quad \text{and} \quad \Psi = \Psi \varphi \in H_2 \quad \text{as the solution of equation (7). Let also}
\]
\[
\rho = \max_{\varphi \in X_m, ||\varphi||=1} (\sigma ||\Psi \varphi||^2 + |T \varphi|^2 + |\Psi \varphi|^2).
\tag{24}
\]
**Theorem 2.** The following asymptotic formula holds:
\[
\mu^{-1}_k = \lambda_m^{-1} + \tau_k + O(\rho + |\tau_k| \sigma), \quad k = 1, \ldots, J_m, \tag{25}
\]
where \( \tau = \tau_k \) is an eigenvalue of the problem
\[
\frac{1}{\lambda_m} \left( (\Psi \varphi, \Psi \psi) - (T \varphi, T \psi) - (\Psi \varphi, \psi) - (\varphi, \Psi \psi) \right) = \tau (S \varphi, S \psi) \quad \text{for all} \quad \varphi \in X_m, \tag{26}
\]
where \( \varphi \in X_m \). Moreover, \( \tau_1, \ldots, \tau_m \) in \( (25) \) run through all eigenvalues of \( (26) \) counting their multiplicities.

In Sect. 3.1 we prove that \( ||\varphi||^2 - ||S \varphi||^2 \leq 1 - C \sigma^{1/2} \) for \( \varphi \in X_m \). This fact and Theorem 2 lead to the following corollaries.

**Corollary 2.** If \( H_2 \subset H_1 \) then \( \Psi \varphi = 0 \) for all \( \varphi \in X_m \). Therefore, from \( (26) \) it follows that \( |\tau_k| \leq C \rho \) and hence \( (25) \) implies
\[
c \min_{\varphi \in X_m, ||\varphi||=1} ||T \varphi||^2 \leq ||\mu^{-1}_k - \lambda_m^{-1}|| \leq C \max_{\varphi \in X_m, ||\varphi||=1} ||T \varphi||^2,
\]
where \( c \) and \( C \) are positive constants.

**Corollary 3.** Let \( S_0 \) be the orthogonal projector onto \( H_1 \cap H_2 \) and let \( T_0 u = u - S_0 u \). Then \( (\Psi \varphi, \psi) = (\Psi \varphi, T_0 \psi) \) and therefore from \( (26) \) it follows \( |\tau_k| \leq C \rho_0 \), where
\[
\rho_0 = \max_{\varphi \in X_m, ||\varphi||=1} (||T_0 \varphi||^2 + ||\Psi \varphi||^2).
\]
Consequently,
\[
|\mu^{-1}_k - \lambda_m^{-1}| \leq C \rho_0
\]
for arbitrary \( H_1 \) and \( H_2 \) subject to \( (21) \) with small constant \( \sigma \).
Remark 1. In [12] and [14] another quantity is used to measure proximity of two subspaces. It is defined as a constant
\( \sigma_* = \sigma_*(H_1, H_2) \) in the inequality
\[
| u |^2 \leq \sigma_* ||u||^2
\] (27)
for all elements \( u \) from \( u \in H_1 + H_2 \) orthogonal to \( H_1 \cap H_2 \). Since
\[
| (S_1 - S_2)u | \leq \sqrt{\sigma_*} ||(S_1 - S_2)u|| \leq 2\sqrt{\sigma_*} ||u||,
\]
the constant \( \sigma \) in (21) is subject to
\[
\sigma \leq 4\sigma_*.
\] (28)

One can check that \( T_\varphi \) and \( \Psi_\varphi \) belong to \( H_1 + H_2 \) and both of them are orthogonal to \( H_1 \cap H_2 \) for \( \varphi \in X_m \). Therefore, \( | T_\varphi | \leq \sigma_* ||T_\varphi||^2 \) and \( | \Psi_\varphi | \leq \sigma_* ||\Psi_\varphi||^2 \) due to (27). So, under assumption (27), we have
\[
\rho \leq c\sigma_* \rho_*, \quad \rho_* = \max_{\varphi \in X_m, ||\varphi||=1} (||T_\varphi||^2 + ||\Psi_\varphi||^2).
\] (29)

Using (29), we see that formula (25) in Theorem 2 implies the following asymptotic formula
\[
\mu_k^{-1} = \lambda_k^{-1} + \tau_k + O(\sigma_* \rho_* + |\tau_k| \sigma_*), \quad k = 1, \ldots, J_m,
\] (30)
where \( \tau = \tau_k \) is an eigenvalue of the problem (10). Moreover, \( \tau_1, \ldots, \tau_m \) in (30) run through all eigenvalues of (10) counting their multiplicities.

3 Proof of Proposition 3

In what follows, we put \( \mathcal{X}_m = X_1 + \cdots + X_m \) and by \( \mathcal{Y}_m \) we denote the orthogonal complement of \( S\mathcal{X}_m \) in \( H_2 \).

An important role will be played by the operator
\[
B = K_2 S_2 - S_2 K_1.
\] (31)

In Sect 3.1 we will show in particular, that the norm of \( B : H_1 \to H_2 \) is estimated by a constant times \( \sigma^{1/2} \).

By \( c, C, \ldots \) we denote various constants depending on \( \lambda_1, \ldots, \lambda_{m+1} \) and \( c_0 \).
3.1 Some inequalities

In this section we prove some important estimates, which follow from (21) and which will be used in the proofs of Proposition 3 and Theorem 2.

Estimates for $S_2$. Let us start with the following inequality

$$
\left(1 - \Lambda_m \sigma^{1/2}\right) \| \varphi \|^2 \leq \| S \varphi \|^2 \leq \| \varphi \|^2 \quad \text{for } \varphi \in X_m,
$$

where $\Lambda_m = \left( \sum_{k=1}^{m} \lambda_k \right)^{1/2}$. Since $S_2$ is an orthogonal projector, the right inequality is obvious. Let us prove the left one. We represent $\varphi$ as $\varphi_0 + \varphi_1$, where $\varphi_0 = S_2 \varphi$ and $\varphi_1 = (I - S_2) \varphi$. Since $S_2 \varphi_0 = \varphi_0$ and $S_2 \varphi_1 = 0$, we have $\| S \varphi \|^2 = \| \varphi_0 \|^2$. Using that $S_1 \varphi = \varphi$, we conclude that $\varphi_1 = (S_1 - S_2) \varphi$ and from (21) it follows that

$$
| \varphi_1 |^2 = |(S_1 - S_2) \varphi |^2 \leq \sigma \| \varphi \|^2.
$$

Representing $\varphi$ as $\varphi = \zeta_1 + \ldots + \zeta_m$, where $\zeta_k \in X_k$, and noting that $(\varphi_1, \varphi_1) = (\varphi, \varphi_1)$, we get

$$(\varphi_1, \varphi_1) = \sum_{k=1}^{m} (\zeta_k, \varphi_1) = \sum_{k=1}^{m} \lambda_k (\zeta_k, \varphi_1) \leq \sum_{k=1}^{m} \lambda_k | \zeta_k | \ | \varphi_1 | \leq \sum_{k=1}^{m} \lambda_k^{1/2} | | \zeta_k | | \ | \varphi_1 | \leq \Lambda_m \| \varphi \| \ | \varphi_1 | ,$$

where we used that $\zeta_k$ is an eigenvector of $K_1$ corresponding to the eigenvalue $\lambda_k^{-1}$. Using the last inequality together with (33), we get

$$(\varphi_1, \varphi_1) \leq \Lambda_m \sigma^{1/2}(\varphi, \varphi).$$

Therefore,

$$
\| S \varphi \|^2 = \| \varphi_0 \|^2 = \| \varphi \|^2 - \| \varphi_1 \|^2 \geq (1 - \Lambda_m \sigma^{1/2}) \| \varphi \|^2,
$$

which implies the left inequality in (32).

From (32) one can derive the estimate

$$
|(S \varphi, S \psi) - (\varphi, \psi)| \leq 3 \Lambda_m \sigma^{1/2} \| \varphi \|^2 \ | \psi \| \ | \varphi \| \ | \psi \| \quad \text{for } \varphi, \psi \in X_m.
$$

(34)

Indeed, introduce the form $b(u, v) = (S \varphi, S \psi) - (\varphi, \psi)$. By (33),

$$
|b(u, u)| \leq \varepsilon \| u \|^2;
$$

(35)
where \( \varepsilon = \Lambda_m \sigma^{1/2} \). Using that
\[
b(\varphi + \psi, \varphi + \psi) = b(\varphi, \varphi) + b(\psi, \psi) + b(\varphi, \psi) + b(\psi, \varphi)
\]
and applying (35) for estimating quadratic terms here we obtain
\[
|b(\varphi, \psi) + b(\psi, \varphi)| \leq 3\varepsilon(||\varphi||^2 + ||\psi||^2).
\]
Similar arguments applied to \( b(\varphi + i\psi, \varphi + i\psi) \) give the estimate
\[
|b(\varphi, \psi) - b(\psi, \varphi)| \leq 3\varepsilon(||\varphi||^2 + ||\psi||^2),
\]
which together with the previous one leads to (34).

An estimate for the operator \( B \). Let us prove that
\[
||Bv|| \leq 2c_0 \sigma^{1/2} ||v|| \quad \text{for } v \in H_1.
\] (36)

For \( w \in H_2 \) we have
\[
(Bv, w) = (K_2S_2v, w) - (S_2K_1v, w) = \langle S_2v, w \rangle - \langle v, S_1w \rangle.
\] (37)

We write \( v \) and \( w \) as \( v = S_2v + (I - S_2)v = v_0 + v_1 \) and \( w = S_1w + (I - S_1)w = w_0 + w_1 \). Then (37) implies
\[
(Bv, w) = \langle v_0, w_1 \rangle - \langle v_1, w_0 \rangle,
\] (38)

where we have used the equalities \( S_2v_1 = S_1w_1 = 0 \). Since \( v_1 = (S_1 - S_2)v \) and \( w_1 = (S_2 - S_1)w \), then by using estimate (21) for function containing index 1, we get
\[
|(Bv, w)| \leq \sigma^{1/2} (||v_0|| ||w|| + ||v|| ||w_0||).
\]

Applying here estimate (18), we get
\[
|(Bv, w)| \leq 2c_0 \sigma^{1/2} ||v|| ||w||,
\]
which implies (36).

An inequality for \( K_1 \) and \( K_2 \). Finally, let us show that
\[
(K_2w, w) \leq (K_1S_1w, S_1w) + (2c_0 \sqrt{\sigma} + \sigma)||w||^2 \quad \text{for } w \in H_2,
\] (39)
or what is equivalent, due to the definition of $K_1$ and $K_2$,

$$|w|^2 \leq |S_1 w|^2 + (2c_0 \sqrt{\sigma} + \sigma)||w||^2.$$  \hspace{1cm} (40)

We write $w = S_1 w + (I - S_1) w = w_0 + w_1$. Since $S_1 w_1 = 0$ and $S_1 w_0 = w_0$, relation (40) takes the form

$$|w_0 + w_1|^2 \leq |w_0|^2 + (2c_0 \sqrt{\sigma} + \sigma)||w||^2.$$ or

$$|w_1|^2 + 2\langle w_0, w_1 \rangle \leq (2c_0 \sqrt{\sigma} + \sigma)||w||^2.$$  \hspace{1cm} (41)

Using that $w_1 = (S_2 - S_1) w$ and applying (21), we estimate the left-hand side of (41) by

$$\sigma ||w||^2 + 2\sigma^{1/2} |w_0| ||w||.$$ According to (18), $|w_0| \leq c_0 ||w_0|| \leq c_0 ||w||$, which implies (41) and hence (39).

### 3.2 Proof of Proposition 3(i)

1) Let $u \in \mathcal{Y}_m$. Then $S_1 u$ is orthogonal to $X_1 + \cdots + X_m$ and by (39)

$$(K_2 u, u) \leq (K_1 S_1 u, S_1 u) + c\sigma^{1/2}||u||^2 \leq \frac{1}{\lambda_{m+1}}(S_1 u, S_1 u) + c\sigma^{1/2}||u||^2$$

$$\leq \left(\frac{1}{\lambda_{m+1}} + c\sigma^{1/2}\right)||u||^2.$$  \hspace{1cm} (42)

From this inequality it follows that there are $\leq J_1 + \cdots + J_m$ eigenvalues of $K_2$ counted together with their multiplicity in the interval $(1/\lambda_{m+1} + c\sigma^{1/2}, \infty)$.

2) Let $u = S_2 \varphi$, $\varphi \in \mathcal{X}_m$. Then

$$(K_2 u, u) = (S_2 K_1 \varphi, S_2 \varphi) + (B \varphi, u)$$
and using (36), we get

$$(K_2 u, u) \geq (S_2 K_1 \varphi, S_2 \varphi) - C \sigma^{1/2}||\varphi|| ||u||.$$ Applying (33) to the first term in the left-hand side, we obtain

$$(K_2 u, u) \geq (K_1 \varphi, \varphi) - C_1 \sigma^{1/2}(||K_1 \varphi||^2 + ||\varphi||^2) - C \sigma^{1/2}||\varphi|| ||u||,$$
which leads to

\[(K_2u, u) \geq (K_1\varphi, \varphi) - C_2\sigma^{1/2}(||\varphi||^2 \geq \left(\frac{1}{\lambda_{m-1}} - C_2\sigma^{1/2}\right)||\varphi||^2).\]

Applying (32) for estimating the second term in the right-hand side in the last inequality, we arrive at

\[(K_2u, u) \geq \left(\frac{1}{\lambda_m} - C_2\sigma^{1/2}\right)||u||^2.\]

This implies that there are \(\geq J_1 + \cdots + J_m\) eigenvalues of \(K_2\) in the interval \((1/\lambda_m - C_2\sigma^{1/2}, \infty).\)

Combining 1) and 2) we conclude that there are exactly \(J_1 + \cdots + J_m\) eigenvalues of \(K_2\) in the interval \((\gamma_1, \infty)\) for \(\gamma_1 \in (1/\lambda_{m+1} + C_1\sigma^{1/2}, 1/\lambda_m - C_2\sigma^{1/2})\).

Applying 1) and 2) with \(m\) replaced by \(m-1\) we obtain that there are exactly \(J_1 + \cdots + J_{m-1}\) eigenvalues of \(K_2\) in the interval \((\gamma_2, \infty)\) for \(\gamma_2 \in (1/\lambda_m + C_1\sigma^{1/2}, 1/\lambda_{m-1} - C_2\sigma^{1/2})\).

Therefore there exists positive constants \(c\) and \(\sigma_0\) depending on \(\lambda_1, \ldots, \lambda_{m+1}\) and \(\sigma_0\) such that the intervals \((1/\lambda_m - c\sigma^{1/2}, 1/\lambda_m + c\sigma^{1/2})\) and \((1/\lambda_{m+1} + c\sigma^{1/2}, 1/\lambda_{m-1} - c\sigma^{1/2})\) contains exactly \(J_m\) eigenvalues of \(K_2\) for \(\sigma \leq \sigma_0\). The proof of Proposition 3(i) is complete.

### 3.3 Proof of Proposition 3(ii)

First, let us consider the equation

\[Q_mK_2w - \mu w = f,\] (43)

where \(f, w \in Q_mH_2, Q_m = I - P_m\) and

\[|\mu^{-1} - \lambda_m^{-1}| \leq c\sigma^{1/2},\] (44)

where \(c\) is the same constant as in (i). Our first goal is to prove the estimate

\[||w|| \leq c_1||f||\] (45)

for solutions of equation (43). Here the constant \(c_1\) depends on \(\lambda_1, \cdots, \lambda_{m+1}\) and \(c_0\).
We represent $S_2X_m$ as $S_2X_m + Y_m$ where $Y_m$ is the orthogonal complement to $S_2X_m$ in $S_2X_m$. We introduce the orthogonal projectors $R_m$ onto $Y_m$ and $T_m$ onto $Y_m$. Then $Q_m = R_m + T_m$. We write $w = w_0 + w_1$ and $f = f_0 + f_1$, where $w_0, f_0 \in Y_m$ and $w_1, f_1 \in Y_m$. Equation (43) can be written as the following system of equations

\[ R_mK_2(w_0 + w_1) - \mu w_0 = f_0 \]  
and
\[ T_mK_2w_1 - \mu w_1 = f_1 - T_mK_2w_0. \]  

From the second equation we get
\[ (K_2w_1, w_1) - \mu (w_1, w_1) = (f_1 - T_mK_2w_0, w_1). \]

Using estimate (42), we obtain
\[ \mu (w_1, w_1) - \left( \frac{1}{\lambda_{m+1}} + c_\sigma^{1/2} \right) ||w_1||^2 \leq ||T_mK_2w_0|| + ||f_1||. \]  

Furthermore, representing $w_0$ as $S \varphi_0$, $\varphi_0 \in X_m$ we have
\[ T_mK_2w_0 = T_mK_2(S_2\varphi_0) = T_m(S_2K_1\varphi_0 + B\varphi_0) = T_mB\varphi_0. \]

Therefore, by (36) and (32)
\[ ||T_mK_2w_0|| \leq c\sigma^{1/2}||\varphi_0|| \leq c_1\sigma^{1/2}||w_0||. \]  

Combining this estimate with (48), we get
\[ ||w_1|| \leq C(||f_1|| + \sigma^{1/2}||w_0||). \]  

We represent $\varphi_0$ as $\varphi' + \varphi_m$, where $\varphi_m \in X_m$ and $\varphi' \in X_1 + \cdots + X_{m-1}$. Since $(S_2\varphi_0, S_2\varphi_m) = 0$, using (34) we get
\[ (\varphi_0, \varphi_m) = ||\varphi_m||^2 \leq 3\lambda_{m+1}^{1/2}\sigma^{1/2}||\varphi_0||^2. \]  
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Therefore,

\[(K_2 w_0, w_0) = (K_2 S_2 \varphi_0, S_2 \varphi_0) = (S_2 K_1 \varphi_0, S_2 \varphi_0) + (B \varphi_0, S_2 \varphi_0).\]

Using (34) and (36) for estimating the first and second terms in the right-hand side of the last relation respectively we get

\[(K_2 w_0, w_0) \geq (K_1 \varphi_0, \varphi_0) - c\sigma^{1/2}||\varphi_0||^2,\]  
\[\text{(52)}\]

where \(c\) depends on the eigenvalues \(\lambda_1, \lambda_m\) and the constant \(c_0\) in (18). Since

\[(K_1 \varphi_0, \varphi_0) = (K_1 \varphi_m, \varphi_m) + (K_1 \varphi', \varphi') = \frac{1}{\lambda_m}||\varphi_m||^2 + (K_1 \varphi', \varphi'),\]

by using (51), we get

\[(K_1 \varphi_0, \varphi_0) \geq \left(\frac{1}{\lambda_{m-1}} - c\sigma^{1/2}\right)||\varphi_0||^2 \geq \left(\frac{1}{\lambda_{m-1}} - c_1\sigma^{1/2}\right)||\varphi_0||^2.\]

Here we used also (32) in order to obtain the last inequality. Applying the last estimate to the first term in the right-hand side in (52), we obtain

\[(K_2 w_0, w_0) \geq \left(\frac{1}{\lambda_{m-1}} - c_2\sigma^{1/2}\right)||w_0||^2.\]  
\[\text{(53)}\]

Using (53) and (49), we conclude that equation (46) is solvable with respect to \(w_0\) and \(||w_0|| \leq c||f||\). Similar estimate for \(w_1\) follows from (50). Conclusively, equation (43) is uniquely solvable and for its solution \(w \in Q_m H_2\) estimate (45) holds.

Let \(\mu^{-1}\) be an eigenvalue of problem (20) satisfying (44) and let \(U\) be a corresponding eigenvector. We represent it as \(U = S_2 \varphi_m + w\) where \(\varphi_m \in X_m\) and \(w \in w \in Q_m H_2\). Then

\[K_2(S_2 \varphi_m + w) = \frac{1}{\mu}(S_2 \varphi_m + w).\]

We write this relation as

\[K_2 w - \frac{1}{\mu} w + S_2 K_1 \varphi_m + B \varphi_m - \frac{1}{\mu} S_2 \varphi_m = 0,\]
or, equivalently
\[ K_2 w - \frac{1}{\mu} w = -B \varphi_m + \left( \frac{1}{\mu} - \frac{1}{\lambda_m} \right) S_2 \varphi_m. \]  
(54)

We denote the left-hand side by \( f \). Then by (36) and assumption on \( \mu \), we have
\[ ||f|| \leq C \sigma_1^{1/2} ||\varphi_m||. \]

Applying operator \( T_m \) to both sides in (54) and using (45) together with the last estimate of \( f \) we obtain
\[ ||w|| \leq C \sigma_1^{1/2} ||\varphi_m|| \leq C_1 \sigma_1^{1/2} ||w||. \]  
(55)

### 3.4 Corollary of Proposition 3

Let \( Z_m \) be the space of eigenvectors of the problem (20) corresponding to eigenvalues located in the interval \((1/\lambda_m - c \sigma_1^{1/2}, 1/\lambda_m + c \sigma_1^{1/2})\), see Proposition (3). According to the same proposition \( \dim Z_m = J_m \). Let us show that
\[ |(U, V) - (P_m U, P_m V)| \leq C \sigma (||U||^2 + ||V||^2) \quad \text{for all } U, V \in Z_m. \]  
(56)

First, let us check that
\[ (U, U) - (P_m U, P_m U) \leq C \sigma ||U||^2 \quad \text{for all } U \in Z_m. \]  
(57)

Indeed, introduce an orthonormal basis \( U_1, \ldots, U_{J_m} \) in \( Z_m \) consisting of eigenvectors of problem (20). If \( U \in Z_m \) we represent it as \( U = a_1 U_1 + \cdots + a_{J_m} U_{J_m} \). Using (23), we get
\[ ||U - P_m U|| \leq \sum_{j=1}^{J_m} |a_j| ||U_j - P_m U_j|| \leq c \sigma^{1/2} \sum_{j=1}^{J_m} |a_j| \leq c_1 \sigma^{1/2} ||U||, \]
which implies (57) since \( ||U - P_m U||^2 = (U, U) - (P_m U, P_m U) \).

In order to prove (56) we introduce the quasi-linear form \( b(U, V) = (U, V) - (P_m U, P_m V) \). Since \( b(U, U) \geq 0 \), we have
\[ |b(U, V)| \leq b(U, U)^{1/2} b(V, V)^{1/2} \leq \frac{1}{2} (b(U, U) + b(V, V)), \]
which together with (57) implies (56).
4 Proof of Theorem 2

4.1 A finite dimensional reduction

We represent the function $U \in H_2$ in (5) as $U = S_2 \varphi + w$, where $\varphi \in X_m$ and $w \in Q_m H_2$. Then (5) takes the form

$$(\mu^{-1} - K_2)(S_2 \varphi + w) = 0.$$ 

By using the operator $B$, we can write the last relation as

$$
\left(\frac{1}{\mu} - \frac{1}{\lambda_m}\right)S_2 \varphi - B\varphi + (\mu^{-1} - K_2)w = 0
$$

Applying operators $P_m$ and $Q_m$ we get

$$
\left(\frac{1}{\mu} - \frac{1}{\lambda_m}\right)S_2 \varphi - P_m B \varphi - P_m K_2 w = 0 \quad (58)
$$

and

$$Q_m(\mu^{-1} - K_2)w = Q_m B \varphi. \quad (59)$$

We assume that $\mu$ satisfies (44). Then the last equation coincides with (43) if we take there $f = -Q_m B \varphi$. Therefore equation (59) is uniquely solvable and

$$||\mu^{-1} - Q_m K_2 Q_m^{-1}||_{Q_m H_2 \to Q_m H_2} \leq c_1,$$ 

where $c_1$ is the constant from (45). Inserting $w = (\mu^{-1} - Q_m K_2 Q_m)^{-1}Q_m B \varphi$ in (58), we obtain

$$
\left(\frac{1}{\mu} - \frac{1}{\lambda_m}\right)S_2 \varphi - P_m B \varphi - R(\lambda, \varphi) = 0,
$$

$$R(\lambda, \varphi) = P_m K_2 Q_m (\mu^{-1} - Q_m K_2 Q_m)^{-1}Q_m B \varphi \quad (61)$$

We represent $R$ as $R(\lambda, \varphi) = \mu P_m K_2 Q_m B \varphi + R_1(\lambda, \varphi)$, where

$$R_1(\lambda, \varphi) = P_m K_2 Q_m K_2 Q_m (\mu^{-1} - Q_m K_2 Q_m)^{-1}Q_m B \varphi.$$ 

Equation (61) becomes

$$
\left(\frac{1}{\mu} - \frac{1}{\lambda_m}\right)S_2 \varphi - P_m B \varphi - \mu P_m K_2 Q_m B \varphi - R_1(\lambda, \varphi) = 0. \quad (62)
$$
Taking the inner product of the left-hand side with \( S_2 \psi \) in \( H_2 \), where \( \psi \in X_m \), we get

\[
\left( \frac{1}{\mu} - \frac{1}{\lambda_m} \right) (S_2 \varphi, S_2 \psi)_2 = (B \varphi, S_2 \psi) - \mu (Q_m B \varphi, K_2 S_2 \psi) - (R_1(\lambda, \varphi), S_2 \psi) = 0
\]

Using that \( Q_m K_2 = Q_m B \psi \), we arrive at

\[
\left( \frac{1}{\mu} - \frac{1}{\lambda_m} \right) (S_2 \varphi, S_2 \psi)_2 = (B \varphi, S_2 \psi) - \mu (Q_m B \varphi, B \psi)_2 - (L(\mu) B \varphi, B \psi)_2 = 0,
\]

where \( L(\mu) = Q_m K_2 Q_m (\mu^{-1} - Q_m K_2 Q_m)^{-1} Q_m \). By (60), one can check the following estimate for the last operator

\[
|L(\mu) B \varphi, B \psi| \leq C (K_2 Q_m B \psi, Q_m B \psi)_2 = C (Q_m B \psi, Q_m B \psi).
\] (64)

### 4.2 Representation of \((B \varphi, S \psi)\)

For \( \varphi, \psi \in X_m \), we use the representations

\[
\varphi = S_2 \varphi + T_2 \varphi, \quad \psi = S_2 \psi + T_2 \psi.
\] (65)

Then

\[
(B \varphi, S_2 \psi) = (S_2 \varphi, S_2 \psi) - \lambda_m^{-1} (S_2 \varphi, S_2 \psi)
= (\varphi - T_2 \varphi, \psi - T_2 \psi) - \lambda_m^{-1} (\varphi - T_2 \varphi, \psi - T_2 \psi).
\] (66)

Using the relation

\[
(\Psi_\varphi, S_2 \psi) = (\Psi_\varphi, \psi) = (\varphi, S_2 \psi) - \lambda_m (\varphi, S_2 \psi)
\]

and similar equality with exchanged \( \varphi \) and \( \psi \), we obtain

\[
(B \varphi, S_2 \psi) = (T_2 \varphi, T_2 \psi) - (\varphi, \psi) + (\varphi, S_2 \psi) + (S_2 \varphi, \psi)
= (T_2 \varphi, T_2 \psi) - \lambda_m (\varphi, \psi) + (\Psi_\varphi, \psi) + \lambda_m (\varphi, S_2 \psi)
+ (\varphi, \Psi_\psi) + \lambda_m (S_2 \varphi, \psi).
\]

Replacing the last term in (66) according to this formula, we derive from (66)

\[
(B \varphi, S_2 \psi) = (T_2 \varphi, T_2 \psi) - \lambda_m^{-1} \left( (T_2 \varphi, T_2 \psi) + (\Psi_\varphi, \psi) + (\varphi, \Psi_\psi) \right).
\] (67)
Corollary 4. Let $H_2 \subset H_1$ and let $\lambda_1$ be the first eigenvalue of (19) and $\varphi$ be a corresponding eigenfunction. Then $\Psi_\varphi = \Psi_\psi = 0$ and from (63) and (67) it follows that
\[
1 - \frac{\lambda_1}{\mu_1} \leq \frac{||T\varphi||^2}{||S\varphi||^2},
\] (68)
where $\mu_1$ is the first eigenvalue of (20).

4.3 Representation of $(Q_mB\varphi, B\psi)$

For $\varphi \in X_M$ and $w \in H_2$, we have the following representation
\[
(B\varphi, w) = (K_2S_2\varphi, w) - \frac{1}{\lambda_m}(S_2\varphi, w) = (\varphi - T_2\varphi, w) - \frac{1}{\lambda_m}(\varphi, w)
= -\frac{1}{\lambda_m}(\Psi_\varphi, w) - (T_2\varphi, w).
\]
This implies
\[
B\varphi = K_2\Phi_\varphi - \lambda_m^{-1}\Psi_\varphi,
\] (69)
where $\Phi_\varphi$ is the orthogonal with respect to the inner product in $H$ projection of $T_2\varphi$ onto $H_2$. Using (69), we get the desired representation
\[
(Q_mB\varphi, B\psi) = \frac{1}{\lambda_2^2}(\Psi_\varphi, \Psi_\psi) + b_0(\varphi, \psi),
\] (70)
where
\[
b_0(\varphi, \psi) = -\frac{1}{\lambda_m^2}(P_m\Psi_\varphi, \Psi_\psi) + (Q_mK_2\Phi_\varphi, K_2\Phi_\psi)
-\frac{1}{\lambda_m}(\langle \Phi_\varphi, Q_m\Psi_\psi \rangle + \langle Q_m\Psi_\varphi, \Phi_\psi \rangle).
\] (71)
Let us estimate the form $b_0$. Since
\[
||K_2\Phi_\varphi|| \leq C \mid \Phi_\varphi \mid \leq C \mid T_2\varphi \mid,
\]
it follows from (69) and (36) that
\[
||\Psi_\varphi|| \leq C(\sigma^{1/2}||\varphi|| + ||T_2\varphi||) \quad \text{for } \varphi \in X_m.
\] (72)
Using that $T_2\varphi = (S_1 - S_2)\varphi$, we have that $||T_2\varphi||^2 \leq \sigma||\varphi||^2$. Therefore, (72) implies
\[
||\Psi_\varphi|| \leq C\sigma^{1/2}||\varphi|| \quad \text{for } \varphi \in X_m.
\] (73)
Let Υ, k = 1, ..., J_m, be an orthogonal basis in SX_m and let Υ_k = Sϕ_k, ϕ_k ∈ X_m. Then

\[(P_mΨ_ϕ, Ψ_ψ) = \sum_{k=1}^{J_m} (Ψ_ϕ, Sϕ_k) (Sϕ_k, Ψ_ψ). \tag{74}\]

Using definitions of S, K_2 and Ψ_ϕ, one can verify that

\[Sϕ = \lambda_m K_2 ϕ^* + Ψ_ϕ \quad \text{for } ϕ ∈ H_2, \tag{75}\]

where ϕ^* is orthogonal in H projection of ϕ on H_2. Therefore,

\[(Ψ_ϕ, Sϕ_k) = \lambda_m ⟨Ψ_ϕ, ϕ_k^*⟩ + ⟨Ψ_ϕ, Ψ_ϕ_k⟩. \tag{76}\]

Applying inequalities (76) for estimation of and ||Ψ_ϕ_k||, we get

\[|⟨Ψ_ϕ, Sϕ_k⟩| ≤ C\left( |Ψ_ϕ| + σ^{1/2}||Ψ_ϕ||\right). \tag{77}\]

Therefore, it follows from (74) that

\[|⟨P_mΨ_ϕ, Ψ_ψ⟩| \leq C\left( |Ψ_ϕ| + |Ψ_ψ| + |Ψ_ϕ| + |Ψ_ψ| \right). \tag{78}\]

Since K_2 is a bounded operator from H_2 to H_2, we have

\[(Q_mK_2Φ_ϕ, K_2Φ_ϕ) ≤ (K_2Φ_ϕ, K_2Φ_ϕ) ≤ C⟨Φ_ϕ, Φ_ϕ⟩ ≤ C \left| Tϕ \right|^2. \tag{79}\]

Similarly,

\[\left| ⟨Φ_ϕ, Ψ_ψ⟩ + ⟨Ψ_ϕ, Φ_ψ⟩ \right| \leq \left| Tϕ \right|^2 + \left| Tψ \right|^2 + \left| Ψ_ϕ \right|^2 + \left| Ψ_ψ \right|^2. \tag{80}\]

Combining (76)–(78), we obtain

\[b_0(ϕ, ψ) ≤ C(ϕ(ϕ) + ϕ(ψ)), \tag{81}\]

where

\[ϕ(ϕ) = \left| T_2ϕ \right|^2 + \left| Ψ_ϕ \right|^2 + σ||Ψ_ϕ||^2. \tag{82}\]

We note that from the definition of ρ, see (24), it follows that

\[ρ = \max_{ϕ ∈ X_m, ||ϕ|| = 1} ϕ(ϕ). \tag{83}\]
4.4 Estimate of $\langle Q_m B\varphi, Q_m B\psi \rangle$

Let us consider first the term $\langle P_m B\varphi, B\psi \rangle$. Using the basis $\Upsilon_k = S\varphi_k$, $k = 1, \ldots, J_m$, introduced in Sect. 4.3, we have

$$\langle P_m B\varphi, B\psi \rangle = \sum_{k=1}^{J_m} (B\varphi, S\varphi_k) \langle S\varphi_k, B\psi \rangle.$$  \hfill (81)

Applying representation (75), we get

$$(B\varphi, S\varphi_k) = \lambda_m \langle B\varphi, \varphi^*_k \rangle + (B\varphi, \Psi_{\varphi_k}),$$

which together with (73) and (69) leads

$$(B\varphi, S\varphi_k) \leq C \left( |T_2\varphi| + |\Psi_{\varphi}| + \sigma^{1/2} ||\Psi_{\varphi}|| \right).$$

Similarly,

$$|\langle S\varphi_k, B\psi \rangle| \leq C \left( |T_2\psi| + |\Psi_{\psi}| + \sigma^{1/2} ||\Psi_{\psi}|| \right).$$

Applying these for estimating the right-hand side of (81), we get

$$|\langle P_m B\varphi, B\psi \rangle| \leq C(\varphi(\varphi) + \varphi(\psi)). \hfill (82)$$

Similar considerations give the estimate

$$|\langle P_m B\varphi, P_m B\psi \rangle| \leq C(\varphi(\varphi) + \varphi(\psi)). \hfill (83)$$

Furthermore, using (69), we get

$$|\langle B\varphi, B\psi \rangle| \leq C(|T_2\varphi|^2 + |T_2\psi|^2 + |\Psi_{\varphi}|^2 + |\Psi_{\psi}|^2). \hfill (84)$$

Applying (82)–(84) for estimating the right-hand side in (64), we get

$$|(L(\mu)B\varphi, B\psi)| \leq C(\varphi(\varphi) + \varphi(\psi)). \hfill (85)$$

4.5 Proof of Theorem 2

Let $\mu$ satisfies (14). We put $\hat{\tau} = \mu^{-1} - \lambda_m^{-1}$. Then $\mu = \lambda_m - \lambda_m^2 \hat{\tau} + O(\sigma)$. Therefore, from (70) and (79) it follows that

$$\mu(Q_m B\varphi, B\psi) = \frac{1 - \lambda_m \hat{\tau}}{\lambda_m} (\Psi_{\varphi}, \Psi_{\psi}) + b_2(\varphi, \psi), \hfill (86)$$
where
\[ b_2(\varphi, \psi) = \mu b_0(\varphi, \psi) + \hat{\tau} \frac{\lambda_m - \mu}{\lambda_m} (\Psi \varphi, \Psi \psi) \]
and \( b_0 \) is given by (71). Using (79) and (44), we get
\[ b_2(\varphi, \psi) \leq C(\varphi(\varphi) + \varphi(\psi)). \]  
(87)
Using (67), (86) and (87) together with (85), we derive from (63)
\[ \hat{\tau}((S\varphi, S\psi) + (\Psi \varphi, \Psi \psi)) = \frac{1}{\lambda_m} (\Psi \varphi, \Psi \psi) - (T \varphi, T \psi) \]
\[ - (\Psi \varphi, \psi) - (\varphi, \Psi \psi) + b(\varphi, \psi) \quad \text{for all } \psi \in X_m, \]  
(88)
where
\[ b(\varphi, \psi) = b_2(\varphi, \psi) + (L(\mu) B\varphi, B\psi) + (T_2 \varphi, T_2 \psi). \]
Due to (87) and (85), the form \( b \) is subject to
\[ |b(\varphi, \psi)| \leq C(\varphi(\varphi) + \varphi(\psi)). \]  
(89)
Moreover, by (73)
\[ |(\Psi \varphi, \Psi \psi)| \leq c\sigma(||\varphi||^2 + ||\psi||^2). \]
From (32) it follows that \( ||\varphi||^2 \leq (1 + c\sigma^{1/2})||S\varphi||^2 \). Therefore
\[ |(\Psi \varphi, \Psi \psi)| \leq c\sigma(||S\varphi||^2 + ||S\psi||^2). \]  
(90)
Let \( \mu_j^{-1}, \ldots, \mu_j^{-1} \) be the eigenvalues of the problem (21) and let \( U_1, \ldots, U_{J_m} \) be corresponding eigenvectors. We assume that the eigenvectors are chosen to satisfy \( (U_j, U_k) = \delta_{j,k} \), where \( \delta_{j,k} \) is the Kronecker delta. Since \( P_m \) is the orthogonal projector with the image \( SX_m \), we can represent \( P_m U_j \) as \( P_m U_j = SV_j \), where \( V_j \in X_m \). According to (56),
\[ (SV_j, SV_k) = \delta_{j,k} + O(\sigma) \quad \text{for } j, k = 1, \ldots, J_m. \]  
(91)
Moreover according to the reduction from Sect. 4.1 \( \hat{\tau}_j = \mu_j^{-1} - \lambda_m^{-1}, j = 1, \ldots, J_m, \) is an eigenvalue to problem (88) and \( \varphi = V_j \) is the corresponding eigenvector.
Denote by \( \tau_k, k = 1, \ldots, J_m, \) the eigenvalue of the finite-dimensional problem (26) and by \( \Phi_1, \ldots, \Phi_{J_m} \) corresponding eigenvectors from \( X_m \), which satisfies the bi-orthogonality condition
\[ (S\Phi_j, S\Phi_k) = \delta_{j,k} \quad \text{for } j, k = 1, \ldots, J_m. \]  
(92)
Let us show that for each \( j = 1, \ldots, J_m \) there exists \( k = k(j), 1 \leq k \leq \ldots, J_m \) such that
\[
(SV_j, S\Phi_{k(j)}) \geq c_*,
\]
where \( c_* \) is a positive constant depending on \( J_m \). Moreover the function \( k(j) \) is isomorphism. In order to prove these facts we consider the matrix \( A = \{A_{jk}\} \), where \( A_{jk} = (SV_j, S\Phi_k), j, k = 1, \ldots, J_m \). Let us show that
\[
\det A = 1 + \mathcal{O}(\sigma^{1/2})
\]
Indeed, let \( \nu \) be an eigenvalue of the matrix \( A \) and \( a = (a_1, \ldots, a_{J_m}) \) be corresponding eigenvector with the norm 1. Then
\[
\sum_k (SV_j, S\Phi_k)a_k = \nu a_j \quad \text{for} \quad j = 1, \ldots, J_m,
\]
or equivalently \( SV_j, S\Phi = \nu a_j \), where \( \Phi = \Phi_1 + \cdots + \Phi_{J_m} \). Clearly, \( ||S\Phi|| = 1 \). We chose the constants \( b_j, j = 1, \ldots, J_m \), such that \( \sum b_j V_j = \Phi \). Clearly, the norm of the vector \( b = (b_1, \ldots, b_{J_m}) \) is equal to \( 1 + \mathcal{O}(\sigma) \). Then
\[
\sum_{j=1}^{J_m} b_j (SV_j, S\Phi) = (S\Phi, S\Phi) = \nu \sum_{j=1}^{J_m} a_j b_j.
\]
This implies \( 1 \leq |\nu|(1 + \mathcal{O}(\sigma)) \). Since the last relation is valid for all eigenvalues of \( A \) we obtain (94). Therefore, there exists an isomorphism \( k(j) \) such that the equality (93) is valid for \( j = 1, \ldots, J_m \). After the re-numeration of eigenvalues \( \tau_j \) and corresponding eigenvectors we can assume that the relations
\[
(SV_j, S\Phi_j) \geq c_*, \quad j = 1, \ldots, J_m,
\]
hold.
Choosing \( \varphi = V_j \) and \( \psi = \Phi_j \) in (88) we obtain
\[
(\tilde{\tau}_k - \tau_k)(SV_j, S\Phi_j) = b(V_j, \Phi_j) - \tilde{\tau}_j(V_j, \Phi_j).
\]
Using relations (95), (89) and (73) together with definition (24) of \( \rho \), we derive from (96)
\[
|\tilde{\tau}_k - \tau_k| \leq C(\max_{\psi \in X_m, ||\psi||=1} \varphi(\psi) + |\tilde{\tau}_k|\sigma).
\]
By (98), we get
\[ |\hat{\tau}_k - \tau_k| \leq C(\rho + |\hat{\tau}_k|\sigma). \] (98)
This implies
\[ |\hat{\tau}_k - \tau_k| \leq C(\rho + |\tau_k|\sigma) \] (99)
and hence (25).

5 Application to a second order elliptic equation

Here we consider the spectral problems (4) and (5) generated by the bi-linear form (2). Instead of (21) it is sufficient to check inequality (27).

5.1 Local perturbation of the boundary

Constant $\sigma_*$. Let $\varepsilon$ be a small positive number. We assume that there exists a point $x_0$ in $\partial \Omega_1$ such that
\[ \Omega_1 \setminus B_\varepsilon(x_0) \subset \Omega_2 \subset \Omega_1 \cup B_\varepsilon(x_0). \] (100)
We denote the domain $\Omega_1 \cup B_\varepsilon(x_0)$ by $\Omega_\varepsilon^+(x_0)$. We also assume that for $u \in \tilde{W}^{1,2}(\Omega_\varepsilon^+(x_0))$
\[ \int_{B_\varepsilon(x_0) \cap \Omega_\varepsilon^+(x_0)} |u|^2 dx \leq C \varepsilon^2 \int_{B_\varepsilon(x_0) \cap \Omega_\varepsilon^+(x_0)} |\nabla u|^2 dx \] (101)
for a certain $q > 1$ independent of $\varepsilon$. Here the constant $C$ may depend on $\Omega_1$, $n$, $q$ and the ellipticity constant $\nu$.

Let $Z_\varepsilon(x_0)$ be subspace of function in $\tilde{W}^{1,2}(\Omega_\varepsilon^+(x_0))$ subject to
\[ \sum_{i,j=1}^n A_{ij}(x) \partial_{x_i} u \partial_{x_j} w = 0 \text{ for all } w \in \tilde{W}^{1,2}(\Omega_1 \setminus B_\varepsilon(x_0)). \] (102)
In what follows we will omit the summation sign in formulas like (102).

Lemma 1. Let $u \in Z_{q/2\varepsilon}(x_0)$. Then
\[ \int_{\Omega_\varepsilon^+(x_0)} |\nabla u|^2 dx \leq C_1 \int_{B_\varepsilon(x_0) \cap \Omega_\varepsilon^+(x_0)} |\nabla u|^2 dx. \] (103)
(ii) Let $q_* \in [1, q^{1/2}]$ and let $T_{q_*}(x_0)$ be orthogonal projector from $\tilde{W}^{1,2}(\Omega^+_x(x))$ onto $Z_{q_*}(x_0)$. Then

$$\int_{\Omega^+_x(x_0)} |\nabla (T_{q_*}(x_0)u)|^2 dx \leq C_1 \int_{B_{q_*}(x_0) \cap (\Omega^+_x(x_0))} |\nabla u|^2 dx.$$  \hfill (104)

The constant $C_1$ in (i) and (ii) may depend on $n$, $\nu$, $q$ and $\Omega_1$.

Proof. We introduce a smooth function $\eta = \eta(t)$ which is equal to 1 for $t < q^{1/2}$ and to 0 for $t > q$ and let $\eta_\varepsilon(x) = \eta(|x-x_0|/\varepsilon)$.

(i) Put $u_\varepsilon = u - \eta_\varepsilon u$. One can check that $u_\varepsilon \in \tilde{W}^{1,2}(\Omega_1 \setminus B_{q^{1/2}}(x_0))$.

From (102) it follows that

$$\int A_{ij} \partial_{x_j} u_\varepsilon \partial_{x_i} w dx = - \int A_{ij} \partial_{x_j} (\eta_\varepsilon u) \partial_{x_i} w dx \quad \text{for all } w \in \tilde{W}^{1,2}(\Omega_1 \setminus B_{q^{1/2}}(x_0)).$$  \hfill (105)

Taking $w = u_\varepsilon$ in (105) we obtain

$$\int A_{ij} \partial_{x_j} u_\varepsilon \partial_{x_i} u_\varepsilon dx = - \int A_{ij} \partial_{x_j} (\eta_\varepsilon u) \partial_{x_i} u_\varepsilon dx,$$  \hfill (106)

which together with (3) implies

$$\int |\nabla u_\varepsilon|^2 dx \leq \nu^{-4} \int |\nabla (\eta_\varepsilon u)|^2 dx.$$  \hfill (107)

Using (101), we derive the following estimate from the last inequality:

$$\int_{\Omega_1} |\nabla u_\varepsilon|^2 dx \leq C_1 \int_{B_{q_*}(x_0) \cap (\Omega^+_x(x_0))} |\nabla u|^2 dx.$$  \hfill (108)

Similar estimate for $\eta_\varepsilon u$ follows from (101), which together with the estimate for $u_\varepsilon$ leads to (103).

(ii) Let $U_\varepsilon = T_{q_*}(x_0)u - \eta_\varepsilon u$. Then $U_\varepsilon(x) \in \tilde{W}^{1,2}(\Omega_1 \setminus B_{q_*}(x_0))$ and $U_\varepsilon + \eta_\varepsilon u \in Z_{q_*}(x_0)$. Therefore,

$$\int A_{ij} \partial_{x_j} U_\varepsilon \partial_{x_i} w dx = - \int A_{ij} \partial_{x_j} (\eta_\varepsilon u) \partial_{x_i} w dx \quad \text{for all } w \in \tilde{W}^{1,2}(\Omega_1 \setminus B_{q_*}(x_0)).$$

Taking here $w = U_\varepsilon$ and using Hölder inequality along with inequalities (3), we obtain

$$\int |\nabla U_\varepsilon|^2 dx \leq \nu^{-4} \int |\nabla (\eta_\varepsilon u)|^2 dx \leq C \int_{B_{q_*}(x_0) \cap (\Omega^+_x(x_0))} |\nabla u|^2 dx.$$  \hfill (109)
To get the last inequality we applied (101). The estimate of \( \eta \varepsilon u \) by the right-hand side of the last inequality follows from (101). Since \( T_{q,\varepsilon} (x_0) u = \eta \varepsilon u + U \varepsilon \), the above two estimates give (104). The proof is complete.

Now we are in position to prove the following

**Proposition 4.** There exists a function \( \sigma_* = \sigma_*(\varepsilon) \) such that \( \sigma_* (\varepsilon) \to 0 \) as \( \varepsilon \to 0 \) and for all \( u \in Z_\varepsilon (x_0) \)

\[
\int_{\Omega^\varepsilon_+ (x_0)} |u|^2\,dx \leq \sigma \int_{\Omega^\varepsilon_+ (x_0)} |\nabla u|^2\,dx. \tag{107}
\]

**Proof.** Let \( \lambda_k, k = 1, \ldots, \) be eigenvalues of the problem (11) and let \( \varphi_k \) be corresponding eigenfunctions normalized by \( ||\varphi||_{W^{1,2}(\Omega_1)} = 1 \). We represent \( u \) as \( u = \eta_{q^{-1}/2} u + u_\varepsilon \). Then \( u_\varepsilon \in \tilde{W}^{1,2}(\Omega_1) \) and \( T_{q^{1/2}} u_\varepsilon = u_\varepsilon \). Therefore we may represent \( u \) as

\[
u_\varepsilon = \sum_{k=N+1}^{\infty} (u_\varepsilon, \varphi_k) \varphi_k + \sum_{k=1}^{N} (u_\varepsilon, T_{q^{1/2}} \varphi_k) \varphi_k.\]

Since \( \{ \varphi_k \}_{k \geq 1} \) is an orthogonal basis in \( L^2(\Omega_1) \) also and \( ||\varphi_k||^2_{L^2(\Omega_1)} = \lambda_k^{-1} \), we have

\[
||u_\varepsilon||^2_{L^2(\Omega_1)} \leq \frac{1}{\lambda_{N+1}} ||u_\varepsilon||^2_{W^{1,2}(\Omega_1)} + \sum_{k=1}^{N} \frac{1}{\lambda_k} |(u_\varepsilon, T_{q^{1/2}} \varphi_k)|^2
\]

\[
\leq \left( \frac{1}{\lambda_{N+1}} + \sum_{k=1}^{N} \frac{1}{\lambda_k} ||T_{q^{1/2}} \varphi_k||^2_{W^{1,2}(\Omega_1)} \right) ||u_\varepsilon||^2_{W^{1,2}(\Omega_1)}.
\]

Using (103) we get

\[
||u_\varepsilon||^2_{L^2(\Omega_1)} \leq \left( \frac{1}{\lambda_{N+1}} + C \sum_{k=1}^{N} \frac{1}{\lambda_k} \int_{\Omega_1 \setminus \Omega_q} |\nabla \varphi_k|^2\,dx \right) ||u_\varepsilon||^2_{W^{1,2}(\Omega_1)}
\]

Let

\[
\sigma_1 = \inf \left( \frac{1}{\lambda_{N+1}} + C \sum_{k=1}^{N} \frac{1}{\lambda_k} \int_{\Omega_1 \setminus \Omega_q} |\nabla \varphi_k|^2\,dx \right).
\]
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then $\sigma_1(\varepsilon) \to 0$ as $\varepsilon \to 0$ and by the last inequality for $u_\varepsilon$ combined with (101), we obtain

$$
||u_\varepsilon||^2_{L^2(\Omega_1)} \leq \sigma_1||\nabla(u - \eta_{q^{-1/2}}u)||_{W^{1,2}(\Omega^+_0)} \leq C_1(\sigma_1 + \varepsilon^2)||\nabla u||^2_{W^{1,2}(\Omega^+_0)}.
$$

Using (101) again, we get

$$
||\eta_{q^{-1/2}}u||^2_{L^2(\Omega^+_0(x_0))} \leq C_2\varepsilon^2 \int_{\Omega^+_0(x_0) \setminus B_{q\varepsilon}(x_0)} |\nabla u|^2 dx.
$$

Now setting $\sigma = 2C_1(\sigma_1 + \varepsilon) + 2C_2\varepsilon^2$ and using the representation $u = \eta_{q^{-1/2}}u + u_\varepsilon$ we arrive at (107).

**Remark 2.** In the case $\Omega_2 \subset \Omega_1$ Lemma 1 and Proposition 4 are valid if $\Omega_\varepsilon(x_0)$ is replaced by $\Omega_1$ in their formulations and in (101).

**Remark 3.** Let several points $x_1, \ldots, x_m$ be given on the boundary $\partial \Omega_1$. Let also $\varepsilon$ be a small positive number, $q > 1$ and inequality (101) be valid for all points $x_1, \ldots, x_m$. Then Lemma 1 and Proposition 4 remain true for perturbation $\Omega_2$ subject to

$$
\Omega_1 \setminus \bigcup_{j=1}^m B_\varepsilon(x_j) \subset \Omega_2 \subset \Omega_1 \cup \bigcup_{j=1}^m B_\varepsilon(x_j)
$$

if we replace $\Omega^+_0(x_0)$ by $\Omega_1 \cup \bigcup_{j=1}^m B_\varepsilon(x_j)$ and $B_{q\varepsilon}(x_0)$ by $\bigcup_{j=1}^m B_{q\varepsilon}(x_j)$ in their formulations.

**Estimates of the function** $u = T\varphi$, $\varphi \in X_m$. Since $TT_\varepsilon = T_\varepsilon T = T$, we have that

$$
\int A_{ij} \partial_{x_j}(T\varphi)\partial_{x_i}(T\varphi) dx \leq \int A_{ij} \partial_{x_j}(T_\varepsilon \varphi)\partial_{x_i}(T_\varepsilon \varphi) dx.
$$

This together with Lemma 1(ii) gives

$$
||\nabla(T\varphi)||_{L^2(\Omega_2)} \leq c||\nabla(T\varphi)||_{L^2(B_{q\varepsilon}(x_0) \cap \Omega^+_0)}.
$$

**Estimate of the function** $\Psi = \Psi_\varphi$. We seek $\Psi$ in the form $\Psi = \eta(x) + v$, where $\eta = \eta(t)$ is a smooth function equals 1 for $t < q_1 = (1 + q)/2$ and 0 for $t > q_2 = (1 + q_1)/2$. Then the function $v$ belongs to $W^{1,2}(\Omega_2)$ and satisfies

$$
(v, w) = -\lambda_m \langle \varphi, \eta w \rangle + \int_{\Omega_2} A_{ij} \partial_{x_j} v \partial_{x_i} \eta dx - \int_{\Omega_2} v A_{ij} \partial_{x_j} \eta \partial_{x_i} w dx.
$$
Applying Hölder’s inequality to the left-hand side of (110) and using then (101) we arrive at
\[ \| \nabla v \|_{L^2(\Omega_2)} \leq c \| \nabla \varphi \|_{L^2(\Omega_1 \cap B_{q\varepsilon}(x_2))}. \] (111)
Applying (101), we get an estimate of \( \eta_\varepsilon \) by the right-hand side of (111).
Combining these two estimates, we obtain
\[ \| \nabla \Psi \|_{L^2(\Omega_2)} \leq c \| \nabla \varphi \|_{L^2(\Omega_1 \cap B_{q\varepsilon}(x_0))}. \] (112)
Using estimates (109), (112) and Corollary 3, we arrive at

**Corollary 5.** Under the assumptions on \( \Omega_1 \) and \( \Omega_2 \) of this section, the following estimate for the eigenvalues of the problems (4) and (5) holds
\[ |\lambda_m^{-1} - \mu_k^{-1}| \leq C \max_{\varphi \in X_m, \| \varphi \| = 1} \| \nabla \varphi \|_{L^2(\Omega_1 \cap B_{q\varepsilon}(x_0))}^2, \] where \( \mu_1, \ldots, \mu_J \) are eigenvalues of (5) located near \( \lambda_m^{-1} \), see Proposition 3.

### 5.2 Global perturbation of the boundary

Here we consider perturbations of \( \Omega_1 \) located near the boundary. Let \( \varepsilon \) be a small positive number. We introduce the sets
\[ \Omega_\varepsilon = \{ x \in \Omega_1 : \text{dist}(x, \partial \Omega_1) > \varepsilon \} \quad \text{and} \quad \Omega_\varepsilon^+ = \{ y \in \mathbb{R}^n : \text{dist}(y, \Omega_1) < \varepsilon \}. \]
We assume that
\[ \Omega_\varepsilon \subset \Omega_2 \subset \Omega_\varepsilon^+. \] (113)
and that for all \( x_0 \in \partial \Omega_1 \) and \( u \in \dot{W}^{1,2}(\Omega_\varepsilon^+) \) the inequality
\[ \int_{B_{q\varepsilon}(x_0) \cap \Omega_\varepsilon^+} |u|^2 dx \leq C \varepsilon^2 \int_{B_{q\varepsilon}(x_0) \cap \Omega_\varepsilon^+} |\nabla u|^2 dx \] (114)
holds with a certain \( q > 1 \) independent of \( \varepsilon \).
Let \( Z_\delta \) be subspace of function in \( \dot{W}^{1,2}(\Omega_\varepsilon^+) \) subject to
\[ \sum_{i,j=1}^n \int A_{ij}(x) \partial_{x_j} u \partial_{x_i} w dx = 0 \quad \text{for all } w \in \dot{W}^{1,2}(\Omega_\varepsilon^+ \setminus \Omega_\delta). \] (115)
Lemma 2. (i) Let $q_1 \in (1, q)$ and $u \in \tilde{W}^{1,2}(\Omega_1^\varepsilon)$. Then
\[ \int_{\Omega_1^\varepsilon \setminus \Omega_{q_1}^\varepsilon} |\nabla u|^2 \, dx \leq C_1 \varepsilon \int_{\Omega_1^\varepsilon \setminus \Omega_{q_0}^\varepsilon} |\nabla u|^2 \, dx. \] (116)

(ii) Let $u \in Z_{q_0}^\varepsilon$ with $q_0 \in (1, q)$. Then
\[ \int_{\Omega_1^\varepsilon} |\nabla u|^2 \, dx \leq C_1 \int_{\Omega_1^\varepsilon \setminus \Omega_{q_0}^\varepsilon} |\nabla u|^2 \, dx. \] (117)

(iii) Let $q_* \in [1, q)$ and let $T_{q_*}^\varepsilon$ be orthogonal projector from $\tilde{W}^{1,2}(\Omega_1^\varepsilon)$ onto $Z_{q_*}^\varepsilon$. Then
\[ \int_{\Omega_1^\varepsilon} |\nabla (T_{q_*}^\varepsilon u)|^2 \, dx \leq C_1 \int_{\Omega_1^\varepsilon \setminus \Omega_{q_*}^\varepsilon} |\nabla u|^2 \, dx, \] (118)

The constant $C_1$ in (i) -- (ii) may depend on $n, \nu, q, q_0, q_1, q_*$ and $\Omega_1$.

Proof. (i) Let us construct a set of points on $\partial \Omega_1$ satisfying the properties a) and b) below. We put $\alpha = \sqrt{q_2^2 - q_1^2}$ and choose points $x_1, \ldots, x_N$ in the following way. We take an arbitrary point $x_1 \in \partial \Omega_1$. Let the points $x_1, \ldots, x_m$ have been chosen. If there is a point on the boundary, say $x_*$, such that $|x - x_*| > \alpha \varepsilon$ then we put $x_{m+1} = x_*$. If there are no such point the the required set is constructed and we take $N = m$. The above procedure leads to a finite set of points with the following properties:

a). $\Omega_1^\varepsilon \setminus \Omega_{q_1}^\varepsilon \subset \bigcup_{k=1}^{N} B_{q_0}(x_k)$,

b). There is a integer $M$, depending only on $n$ and $q_1, q$, such that every $x \in \mathbb{R}^n$ may belong at most to $M$ balls $B_{q_0}(x_k), k = 1, \ldots, N$.

Using a), (101) and then b), we get
\[ \int_{\Omega_1^\varepsilon \setminus \Omega_{q_1}^\varepsilon} |u|^2 \, dx \leq \int_{\bigcup_{k=1}^{N} B_{q_0}(x_k)} |u|^2 \, dx \]
\[ \leq C \varepsilon^2 \int_{\bigcup_{k=1}^{N} B_{q_0}(x_k)} |\nabla u|^2 \, dx \leq CM \int_{\Omega_1^\varepsilon \setminus \Omega_{q_0}^\varepsilon} |\nabla u|^2 \, dx, \]

which leads to (116).

(ii). Let $\eta = \eta(t)$ be a smooth function which is equal to 1 for $t < q_0$ and 0 for $t > q_1 = (q_0 + q)/2$. It is clear that $1 < q_0 < q_1 < q$. Let
also \( \zeta_\epsilon(x) = \eta(d(x)/\epsilon) \), where \( d(x) = \max_k |x - x_k| \). We represent \( u \) as \( u = \zeta_\epsilon u + u_\epsilon \). Then \( u_\epsilon \) belongs to \( \dot{W}^{1,2}(\Omega^+_\epsilon \setminus \Omega_{q_1\epsilon}) \) and satisfies

\[
\sum_{i,j=1}^n \int A_{ij}(x) \partial_{x_j}(u_\epsilon + \zeta_\epsilon u) \partial_{x_i} w dx = 0 \text{ for all } w \in \dot{W}^{1,2}(\Omega^+_\epsilon \setminus \Omega_{q_0\epsilon}).
\]

Taking here \( w = u_\epsilon \), moving term with \( u \) to the right-hand side, using then Hölder inequality and (3), we obtain

\[
\int |u_\epsilon|^2 dx \leq \nu^{-4} \int |\nabla (\zeta_\epsilon u)|^2 dx
\]

which implies, due to (116),

\[
\int_{\Omega^+_\epsilon} |\nabla u_\epsilon|^2 dx \leq C_1 \int_{\Omega^+_\epsilon \setminus \Omega_{q_\epsilon}} |\nabla u|^2 dx.
\] (119)

The estimate of \( \zeta_\epsilon u \) by the left-hand side of (119) follows from (116), which together with (119) gives (117).

(iii) Let \( \eta = \eta(t) \) be a smooth function which is equal to 1 for \( t < q_0 = (q_* + q)/2 \) and 0 for \( t > q_1 = (q_0 + q)/2 \). One can check that \( 1 < q_0 < q_1 < q \).

Let also \( \zeta_\epsilon(x) = \eta(d(x)/\epsilon) \). We represent \( T_{q_\epsilon u} \) as \( T_{q_\epsilon u} = \eta_\epsilon u + u_\epsilon \). Since \( T_{q_\epsilon u}(x) = u(x) \) for \( x \in \Omega^+_\epsilon \setminus \Omega_{q_\epsilon} \) and \( (T_{q_\epsilon u}, w) = 0 \) for all \( w \in \dot{W}^{1,2}(\Omega_{q_\epsilon}) \), we have that \( u_\epsilon \in \dot{W}^{1,2}(\Omega_{q_\epsilon}) \) and

\[
(u_\epsilon, w) = -(\zeta_\epsilon u, w) \text{ for all } w \in \dot{W}^{1,2}(\Omega_{\epsilon}).
\]

We choose here \( w = u_\epsilon \) and obtain

\[
||u_\epsilon||^2 = -(\zeta_\epsilon u, u_\epsilon).
\]

This implies

\[
||u_\epsilon||_1^2 \leq ||\zeta_\epsilon u||_1^2,
\]

which leads to

\[
\int_{\Omega^+_\epsilon} |\nabla u_\epsilon|^2 dx \leq C_1 \int_{\Omega^+_\epsilon \setminus \Omega_{q_\epsilon}} |\nabla u|^2 dx,
\]

where we used (114). Similar estimate of \( \eta_\epsilon u \) by the right-hand side of the last inequality follows from (114). These two estimates give (118). \( \square \)
Proposition 5. There exists a function \( \sigma = \sigma(\varepsilon) \) such that \( \sigma(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \) and for all \( u \in \hat{W}^{1,2}(\Omega^+_\varepsilon) \) satisfying (115)

\[
\int_{\Omega^+_\varepsilon} |u|^2 \, dx \leq \int_{\Omega^+_\varepsilon} |\nabla u|^2.
\] (120)

Proof. Let \( \lambda_k, k = 1, \ldots, \) be eigenvalues of the problem (4) and let \( \varphi_k \) be corresponding eigenfunctions normalized by \( ||\varphi||_1 = 1 \). We introduce a smooth \( \eta = \eta(t) \) which is equal to 1 for \( t < q_0 = (1+q)/2 \) and 0 for \( t > q_1 = (q_0+q)/2 \). One can check that that \( 1 < q_0 < q_1 < q \). Let also \( \zeta_{\varepsilon}(x) = \eta(d(x)/\varepsilon) \). We represent \( u \) as \( u = \eta_{\varepsilon} u + u_{\varepsilon} \). Then \( u_{\varepsilon}(x) \in \hat{W}^{1,2}(\Omega_{q_0\varepsilon}) \) and \( T_{q_1\varepsilon} u_{\varepsilon} = u_{\varepsilon} \).

Therefore, we may represent \( u_{\varepsilon} \) as

\[
u_{\varepsilon} = \sum_{k=N+1}^{\infty} (u_{\varepsilon}, \varphi_k) \varphi_k + \sum_{k=1}^{N} (u_{\varepsilon}, T_{q_1\varepsilon} \varphi_k) \varphi_k.
\]

Since \( \{ \varphi_k \}_{k \geq 1} \) is an orthogonal basis in \( L^2(\Omega_1) \) also and \( ||\varphi_k||_{L^2(\Omega_1)}^2 = \lambda_k^{-1} \), we have

\[
||u_{\varepsilon}||_{L^2(\Omega_1)}^2 \leq \frac{1}{\lambda_{N+1}} ||u_{\varepsilon}||_{W^{1,2}(\Omega_1)}^2 + \sum_{k=1}^{N} \frac{1}{\lambda_k} ||(u_{\varepsilon}, T_{q_1\varepsilon} \varphi_k)||^2
\]

\[
\leq \left( \frac{1}{\lambda_{N+1}} + \sum_{k=1}^{N} \frac{1}{\lambda_k} ||T_{q_1\varepsilon} \varphi_k||_{W^{1,2}(\Omega_1)}^2 \right) ||u_{\varepsilon}||_{W^{1,2}(\Omega_1)}^2.
\]

Using Lemma 2(ii) we get

\[
||u_{\varepsilon}||_{L^2(\Omega_1)}^2 \leq \left( \frac{1}{\lambda_{N+1}} + C \sum_{k=1}^{N} \frac{1}{\lambda_k} \int_{\Omega_1 \setminus \Omega_q} |\nabla \varphi_k|^2 \, dx \right) ||u_{\varepsilon}||_{W^{1,2}(\Omega_1)}^2.
\]

Let

\[
\sigma_1 = 2 \inf \left( \frac{1}{\lambda_{N+1}} + C \sum_{k=1}^{N} \frac{1}{\lambda_k} \int_{\Omega_1 \setminus \Omega_q} |\nabla \varphi_k|^2 \, dx \right).
\]

then \( \sigma_1(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \) and by the last inequality for \( u_{\varepsilon} \), we obtain

\[
||u_{\varepsilon}||_{L^2(\Omega_1)}^2 \leq \sigma_1 ||\nabla u_{\varepsilon}||_{W^{1,2}(\Omega^+_\varepsilon)}.
\]

Since \( u_{\varepsilon} = (1 - \eta_{\varepsilon}) u \), we get

\[
||u_{\varepsilon}||_{L^2(\Omega^+_\varepsilon)}^2 \leq C ||\nabla u||_{W^{1,2}(\Omega^+_\varepsilon)}.
\]
Therefore
\[ \|u_\varepsilon\|_{L^2(\Omega_1)}^2 \leq C\sigma_1 \|\nabla u_\varepsilon\|_{W^{1,2}(\Omega_2^+)}^2. \]

From Lemma 2(i) it follows that
\[ \|\eta_\varepsilon u\|_{L^2(\Omega_2^+)}^2 \leq C\varepsilon \int_{\Omega_1 \setminus \Omega_{2\varepsilon}} |\nabla u|^2 \, dx. \]

Now setting \( \sigma = C\sigma_1 + C_1\varepsilon^2 \) and using the representation \( u = \eta_\varepsilon u + u_\varepsilon \) we arrive at (120).

**Estimates for \( T\varphi \).** Since \( TT_\varepsilon = T_\varepsilon T = T \), we conclude that \( T \) and \( T_\varepsilon \) satisfy (108). Now, Lemma 2 and (108) lead to the estimate
\[ \|T\varphi\|_{H^1(\Omega_2)} \leq C\|\nabla \varphi\|_{L^2(\Omega_1 \setminus \Omega_{2\varepsilon})}. \] (121)

**Estimate for \( \Psi \), \( \varphi \in X_m \).** Let \( d = d(x) \) and \( \eta_\varepsilon(x) = \eta(d(x)/\varepsilon) \) be the same as before. We are looking for the solution \( \Psi = \Psi_\varphi \) to equation (7) in the form
\[ \Psi = \eta_\varepsilon(x)\varphi(x) + v(x). \] (122)

Then \( v \in \tilde{W}^{1,2}(\Omega_2) \) and satisfies
\[ (v, w) = -\lambda(\eta_\varepsilon \varphi, w) + \int_{\Omega_2} (A_{ij}\partial_x^i \varphi \partial_x^j \eta_\varepsilon) \, dx - \int_{\Omega_2} \varphi A_{ij}\partial_x^i \eta_\varepsilon \partial_x^j w \, dx. \]

Choosing \( w = v \) and using Hölder’s inequality together with Lemma 2(i), we obtain
\[ \|\nabla v\|_{L^2(\Omega_2)} \leq C\|\nabla \varphi\|_{L^2(\Omega_1 \setminus \Omega_{2\varepsilon})}. \]

Taking into account (122), we get
\[ \|\Psi\|_{L^2(\Omega_2)} \leq C\|\nabla \varphi\|_{L^2(\Omega_1 \setminus \Omega_{2\varepsilon})}. \] (123)

Using (121), (123) and Corollary 3, we arrive at

**Corollary 6.** Under the assumptions on \( \Omega_1 \) and \( \Omega_2 \) of this section, the following estimate for the eigenvalues of the problems (4) and (5) holds
\[ |\lambda_m^{-1} - \mu_k^{-1}| \leq C\max_{\varphi \in X_m, \|\varphi\| = 1} \|\nabla \varphi\|_{L^2(\Omega_1 \setminus \Omega_{2\varepsilon})}^2, \]
where \( \mu_1, \ldots, \mu_{J_m} \) are eigenvalues of (5) located near \( \lambda_m^{-1} \), see Proposition 3.
5.3 The case of Lipschitz domains

We recall the domain Ω is called Lipschitz with Lipschitz constant less than or equal to $C_*$ if the boundary $\partial \Omega$ can be covered by a finite number of balls $B$ such that in an appropriate orthogonal system of coordinate $B \cap \Omega = B \cap \{y = (y', y_n) : y_n > h(y')\}$, where $h$ satisfies $|h(y') - h(z')| \leq C_*|y' - z'|$ and $h(0) = 0$ and $B$ has the center at the origin.

We assume in this section that $\Omega_1$ is a bounded Lipschitz domain and we denote by $B_k$, $k = 1, \ldots, M$, the balls from the covering of the boundary and by $h_k$ corresponding Lipschitz functions. Then there exists a positive $\delta$ such that the set $V_\delta = \{x \in \mathbb{R}^n : \text{dist}(x, \partial \Omega) \leq \delta\}$ contains in $\bigcup_{k=1}^{M} B_k$.

Concerning the domain $\Omega_2$ we assume that $\Omega_1 \subset \Omega_2 \subset \Omega_1^+$, where $\varepsilon$ is a sufficiently small positive number. Moreover, we suppose that the domain $\Omega_2$ is Lipschitz and

$$B_k \cap \Omega_2 = B_k \cap \{y = (y', y_n) : y_n > g_k(y')\} \text{ for } k = 1, \ldots, M,$$

where $g_k$ are Lipschitz functions with the Lipschitz constant $\leq C_*$. 

**Proposition 6.** The following inequality

$$||T_0 \varphi||^2 \leq C \int_{\Omega_1 \setminus \Omega_2} |\nabla \varphi|^2 dx$$

holds for all $\varphi \in X_m$. Here $T_0 = I - S_0$ and $S_0$ is the orthogonal projector onto $W^{1,2}(\Omega_1 \cap \Omega_2)$, compare with Corollary 3.

**Proof.** Since $\varphi \in \tilde{W}^{1,2}(\mathbb{R}^n \setminus (\Omega_1 \cap \Omega_2))$ the trace of this function on $\partial (\Omega_1 \cap \Omega_2)$ belongs to $W^{1/2,2}(\partial (\Omega_1 \cap \Omega_2))$ and

$$||\varphi||_{W^{1/2,2}(\partial (\Omega_1 \cap \Omega_2))} \leq C||\varphi||_{W^{1,2}(\Omega_1 \cap \Omega_2)}.$$

Since $T_0 \varphi$ is harmonic in $\Omega_1 \cap \Omega_2$ with the Dirichlet boundary condition $u = \varphi$ on $\partial \Omega_2$ we have that

$$||\nabla T_0 \varphi||_{L^2(\Omega_2)} \leq c||\varphi||_{W^{1/2,2}(\partial \Omega_2)} \leq C_1 ||\nabla \varphi||_{L^2(\Omega_1 \setminus \Omega_2)}.$$

This estimate together with $T \varphi = \varphi$ outside $\Omega_2$ implies (124).
The estimate obtained in the last proposition together with Corollary \( T_0 \phi = \varphi \) outside \( \Omega_1 \cap \Omega_2 \), implies the following

**Corollary 7.** Let \( \Omega_2 \subset \Omega_1 \). Then for \( j = 1, \ldots, J_m \),

\[
c_m \min \| \nabla \varphi \|^2_{L^2(\Omega_1 \setminus \Omega_2)} \leq \left| \mu_m^{-1} - \lambda_m^{-1} \right| \leq C \max \| \nabla \varphi \|^2_{L^2(\Omega_1 \setminus \Omega_2)},
\]

where minimum and maximum are taken over all \( \varphi \in X_m \) with \( \| \varphi \| = 1 \).

Let us turn to estimating of the function \( \Psi = \Psi_\phi \). We have the following

**Proposition 7.** There exists a domain \( S \) such that \( \Omega_2 \setminus \Omega_1 \subset S \subset \Omega_2 \), \(|S| \leq C|\Omega_2 \setminus \Omega_1|\) and the following inequality

\[
\| \nabla \Psi_\phi \|^2_{L^2(\Omega_2)} \leq C_1 \max \int_S |\nabla \varphi|^2 dx
\]  

(125)

holds, where \( \max \) is taken over all \( \varphi \in X_m \) satisfying \( \| \varphi \| = 1 \). Here by \(|S|\) is denote the area of \( S \) and the constant \( C \) is independent of \( \varepsilon \).

**Proof.** There exists a set of smooth functions \( \psi_k \in C^1(B_k) \) with compact support such that \( \psi_1(x) + \cdots + \psi_N(x) = 1 \) on \( \mathcal{V}_\delta \).

We take a smooth function \( \eta = \eta(t) \) which is equal to 1 for \( t < 3/2 \) and to 0 for \( t > 2 \) and introduce the function \( \zeta_k(x) \) in \( B_k \) by

\[
\zeta_k(x) = \eta \left( \frac{y_n - g_k(y')}{h_k(y') - g_k(y')} \right)
\]

if \( h_k(y') > g_k(y') \) and \( \zeta_k(x) = 0 \) otherwise. Here the local variable \( y \) is considered as a function of \( x \). We define also

\[
\zeta(x) = \sum_{k=1}^N \zeta_k(x) \psi_k(x).
\]

One can verify that \( \zeta(x) = 1 \) if \( x \in \Omega_2 \) and \( y_n - g_k(y') < 3(h_k(y') - g_k(y'))/2 \). Moreover, the following inequality holds:

\[
\int \| (\nabla \zeta)u(x) \|^2 dx \leq C \int_{\text{supp} \zeta} |\nabla u|^2 dx
\]  

(126)
for $u \in \dot{W}^{1,2}(\Omega_2)$. It is sufficient to prove a local version of this inequality, i.e.,
\[
\int_{B_k} |\nabla_y \zeta_k u|^2 dy \leq c \int_{B_k,0<y_n-g_k(y')<2|h_k(y')-g_k(y)|} |\nabla u|^2 dy \tag{127}
\]
for smooth functions $u$ equals zero for $y_n < g_k(y')$. Estimate (127) follows from one dimensional Hardy inequality.

Now, we are looking for the function $\Psi$ in the form $\Psi = \zeta \varphi + v$. Then $v$ satisfies the equation
\[
(v,w) = -\langle \varphi A_{ij} \partial_{x_j} \zeta, \partial_{x_i} w \rangle + \langle A_{ij} \partial_{x_j} \zeta \partial_{x_i} \varphi, w \rangle - \lambda_m \langle \zeta \varphi, w \rangle.
\]
Putting here $w = v$ and using (126), we get
\[
(v,v) \leq C \int_{\text{supp } \zeta} |\nabla \varphi|^2 dx,
\]
which implies (125). \qed

From Propositions 6, 7 and Corollary 3 it follows

**Corollary 8.** There exists a domain $S$ such that $\Omega_2 \setminus \Omega_1 \subset S \subset \Omega_2$, $|S| \leq C|\Omega_2 \setminus \Omega_1|$ and the following inequality
\[
|\mu_k^{-1} - \lambda_m^{-1}| \leq C_1 \max \int_{(\Omega_1 \setminus \Omega_2) \cup S} |\nabla \varphi|^2 dx
\]
holds, where max is taken over all $\varphi \in X_m$ satisfying $||\varphi|| = 1$.
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