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Abstract

For unsupervised image-to-image translation, we propose a discriminator architecture which focuses on the statistical features instead of individual patches. The network is stabilized by distribution matching of key statistical features at multiple scales. Unlike the existing methods which impose more and more constraints on the generator, our method facilitates the shape deformation and enhances the fine details with a greatly simplified framework. We show that the proposed method outperforms the existing state-of-the-art models in various challenging applications including selfie-to-anime, male-to-female and glasses removal.

1. Introduction

Unsupervised image-to-image translation has become an area of growing interest in computer vision. Powered by generative adversarial networks (GANs) [7], recent works [37, 17, 20, 31, 1, 10, 6, 30, 19] are able to change the local texture and style of the images without the assistance of any paired data. However, these methods still have difficulty with tasks which require a larger shape deformation. Our goal is to improve unsupervised image-to-image translation for applications which involve geometric changes between the source and the target domains.

GANs are trained by a game between a generator network and a discriminator network. At the core of the modern unsupervised image translation frameworks [37, 10, 16, 27, 26, 35] is a PatchGAN discriminator [11]. Instead of giving a single real vs. fake probability for the whole image, PatchGAN produces multiple outputs for multiple overlapping image patches. It helps with the convergence of the network by involving less parameters and stopping at a relatively low-level scale [11].

PatchGAN is feasible for identifying a specific type of texture all over the image, since it processes all the patches by the same set of convolutional weights. However, we find it less capable of dealing with complicated shape changes like selfie-to-anime. In such a case, the discriminative features for one area, e.g., the eyes of an anime face, can be
very different from another area, *e.g.*, the hair. Therefore, it becomes difficult to make an accurate and stable decision for every patch.

A related problem is that PatchGAN alone cannot guarantee the stability of an unsupervised image translation network. Various constraints have been proposed to stabilize and improve the training process, including the cycle constraints [37, 17] and the shared latent space assumptions [20, 10]. The constraints are applied on the generator to help alleviate some typical problems such as mode collapse. However, these methods often create a conflict between the interest of GANs and the additional constraints, resulting in incompletely translation. *E.g.*, it is challenging to reshape the hair properly in Figure 1a and Figure 1b, and remove the traces of glasses in Figure 1c.

The above issues can be potentially solved if one can stabilize the discriminator itself instead of introducing more constraints on the generator. With this motivation, we propose SPatchGAN, an improved multi-scale discriminator architecture which leverages the statistical features over patches. The network benefits from the stability and global view of statistical features at the low-level scales, and the strong discrimination capability at the high-level scales. All the scale levels are jointly optimized in a unified network. With the improved discriminator, we are able to reduce the full cycle constraints to a weak form that only operates on the forward cycle and the low resolution images.

The experiments demonstrate that our method is superior to the existing state-of-the-art methods. The main contributions are:

- Our novel discriminator architecture stabilizes the network by matching the distributions of the statistical features, and employing a shared backbone for the multiple scales.

- We propose a simplified framework that reduces the conflicts between GANs and the other constraints, and facilitates the shape deformation.

### 2. Related Work

**GANs.** GANs have provided a powerful tool for matching two distributions, and delivered promising results for various applications. However, GANs are usually non-ideal in practice due to some stability issues such as mode collapse and oscillation [23].

Various methods [29, 23, 2, 8, 22, 25] have been studied to stabilize GANs. Our work is inspired by the feature matching technique [29] which aligns the features of the generated images with the real images at an intermediate layer. We enhance the feature matching technique by considering distribution matching instead of minimizing the L1 or L2 distance. Moreover, our method operates on the statistics of activations instead of individual activation values. We also extend the method to multiple scales.

Many studies [24, 28, 13, 34, 5, 14, 12, 15] are related to improving GANs for random image generation, but these methods are not always applicable to image translation. *E.g.*, MSG-GAN [12] facilitates the flow of gradients by connecting the matching layers of the generator and discriminator, but there is no such layer correspondence in the typical image translation networks. Therefore, it is necessary to specifically optimize the network architecture for image translation.

**Discriminator Structures for Image Translation.** The discriminator in the original GAN framework [7] is simply a binary classifier. For supervised image translation, Isola *et al.* [11] propose the PatchGAN discriminator to classify if each image patch is real or fake. The responses of all the patches are averaged to provide the final output. PatchGAN is initially designed for improving the high-frequency part of the generated image, while the correctness of the overall structure is guaranteed by the supervision signal.

The PatchGAN structure has been extended to multiple scales [33] to cover the low frequency part as well, and has been widely adopted by the latest *unsupervised* image translation networks [10, 16, 26, 35]. Among these methods, U-GAT-IT [16] applies PatchGAN on two scales and uses a Class Activation Map (CAM) [36] based attention module. MUNIT [10] and ACL-GAN [35] collect the outputs from three scales. The multi-scale PatchGAN usually has an independent network for each scale, *e.g.*, the discriminator in [10, 35] consists of three networks respectively for the raw image, the 1/4 sized image and the 1/16 sized image. Different from the above methods, we switch our attention from the individual patches to the statistical features over patches, and employ a unified network for multiple scales.

**Unsupervised Image Translation Frameworks.** A cycle based framework [37, 17] is widely used to stabilize GANs for unsupervised image translation. In this framework, two generators are jointly optimized to enforce a forward cycle constraint and a backward cycle constraint. Though the framework is effective in preventing mode collapse, it often causes irrelevant traces of the source image to be left on the generated image [26, 35]. The cycle constraints are often used together with an identity mapping constraint [31] which reconstructs a target domain image with the generator. CUT [27] achieves a similar goal with cycle constraints through a different approach, enforcing the corresponding elements of the source and generated images to be mapped to a similar feature vector. In our work, the cycle constraints are relaxed to reduce the side effects.

Some recent works [10, 1, 19] further consider the problem of generating multiple output images for a given source image. MUNIT [10] supports multimodality by encoding the source image into a content code and a style code.
Council-GAN [26] further considers distribution matching among multiple generators, while ACL-GAN [35] considers distribution matching between the cycle output and the identity mapping output. The multimodal frameworks are usually more complicated than the unimodal frameworks, e.g., MUNIT requires the reconstruction of the image from the content and style codes, and the reconstruction of the codes from the image. In this paper we mainly focus on the unimodal case for simplicity, but we also compare our results to the state-of-the-art multimodal methods. The applicability of our method in multimodal translation is studied in the supplementary materials.

3. Model

Our model consists of a forward generator $G$, an SPatchGAN discriminator $D$, and a backward generator $B$ that operates on the low resolution images. The forward generator translates a source image $x_1$ to a generated image $G(x_1)$. $G$ and $D$ play an adversarial game, in which $D$ aims to distinguish the generated images from the real images, while $G$ aims to fool the discriminator. $B$ is jointly optimized with $G$ to ensure the similarity between the source image and the generated image, and to stabilize the network.

The source domain and the target domain for the image translation task are denoted $X_1$ and $X_2$. We denote the distribution of source images $x_1 \in X_1$ as $p_{src}(x)$, the distribution of real images $x_2 \in X_2$ as $p_{data}(x)$, and the distribution of the generated images $G(x_1)$ as $p_{g}(x)$. The goal is to match $p_{g}(x)$ with $p_{data}(x)$, and preserve the common characteristics between the two domains during the translation.

3.1. Discriminator Structure

Our discriminator structure is shown in Figure 2. $D$ takes an image $x$ as the input, which can be either a real image $x_2$ or a generated image $G(x_1)$. $D$ produces multiple outputs $D_{m,n}(x)$, $m = 1, 2, \ldots, M$, $n = 1, 2, \ldots, N$, where $M$ is the number of scales, $N$ is the number of statistical features. $D$ has an initial feature extraction block, followed by $M$ scales. Each scale consists of a downsampling block, an adaptation block, a statistical feature calculation block and $N$ multilayer perceptrons (MLPs). We show only two scales in Figure 2 for simplicity, starting from the scale at the lowest level, i.e., scale 1.

The feature maps of each scale are generated by the corresponding downsampling block, and are reused by the higher level scales. They are processed by an adaptation block to adjust the features specifically for the current scale. The adapted feature maps at the $m$-th level is denoted as $h_m(x) \in \mathbb{R}^{H_m \times W_m \times C_m}$, where $H_m$, $W_m$ and $C_m$ are the height, width and number of channels of the adapted feature maps. $h_m$ is the function for the backbone network of the $m$-th scale. It is jointly defined by the initial feature extraction block, the downsampling blocks up to the $m$-th scale and the adaptation block at the $m$-th scale. Each element of the adapted feature maps corresponds to a patch of the input image. A higher level has a larger patch size.

The adapted feature maps are sent to the statistical feature calculation block to generate the channel-wise statistics. For the $m$-th scale, $N$ statistical feature vectors $s_{m,n}(x) \in \mathbb{R}^{C_m}$, $n = 1, 2, \ldots, N$ are calculated,

$$s_{m,n}(x) = g_n(h_m(x)).$$

$g_n$ is the function that calculates the $n$-th statistical feature.

Each statistical feature vector is further processed by a multilayer perceptron (MLP) to finally generate a scalar output,

$$D_{m,n}(x) = f_{m,n}(s_{m,n}(x)),$$

where $f_{m,n}$ is defined by the MLP for the $n$-th statistical feature at the $m$-th scale.

Different from the individual patch based methods, the output of our discriminator is derived from the statistical features $s_{m,n}(x)$. The statistical features are usually more stable than the individual patches, since each of their elements is calculated over $H_mW_m$ patches. In contrast to the limited perceptive field of individual patches, every statistical feature is about the whole image. The global view...
is helpful for verifying the correctness of shape deformation, e.g., the change of the hairstyle. Furthermore, we employ a dedicated MLP for each statistical feature, rather than the shared convolutional weights in PatchGAN. This makes each output of our discriminator more accurate.

3.2. Analysis of Statistical Feature Matching

Our discriminator is designed to match the statistical features of the generated images with the real images. At a high-level scale, matching the statistical features is similar to fully matching the input distributions, since the high-level features are very discriminative. It also implies the difficulty for achieving a perfect matching at the high level. However, we can expect to match the statistical features at the lower levels with more confidence.

An important assumption in the original GAN framework is training \(D\) until optimal after each update of \(G\) [7]. For a given input \(x\), the optimal output is

\[
D^*(x) = \frac{p_{data}(x)}{p_{data}(x) + p^g(x)}. \tag{3}
\]

However, this assumption is usually not met in practice, where \(D\) is typically a complicated neural network to deal with a high dimensional input \(x\). It is very challenging to train \(D\) until optimal due to issues such as the saddle points and the local minimum.

Instead of directly matching the distributions of the input images, our target is matching the distributions of the statistical features \(s_{m,n}(x)\) in Eq. 1. We consider \(s_{m,n}(x)\) as a feature input, and its corresponding MLP \(f_{m,n}\) as a feature discriminator. \(s_{m,n}(x)\) as an input has a much lower dimension than the original input \(x\), so a simple MLP can serve as its discriminator with enough capacity. This makes it easier to train the feature discriminator \(f_{m,n}\) to optimal. Similar to Eq. 3, the optimal output of the feature discriminator is

\[
D_{m,n}(x) = f_{m,n}^*(s_{m,n}(x)) = \frac{p^g_{m,n}(s_{m,n}(x))}{p^g_{m,n}(s_{m,n}(x)) + p^p_{m,n}(s_{m,n}(x))}, \tag{4}
\]

where \(p^g_{m,n}(s)\) and \(p^p_{m,n}(s)\) are the distributions of \(s_{m,n}(x)\) for the real and generated images respectively. We expect \(D_{m,n}(x)\) to be close to 0.5 when the two distributions are well matched.

On the other hand, there is an disadvantage of the feature input \(s_{m,n}(x)\). Unlike the original input image, the feature input additionally depends on a part of the discriminator \(h_m\) according to Eq. 1. As a result, the feature discriminator is simultaneously updated with its input distributions \(p^g_{m,n}(s)\) and \(p^p_{m,n}(s)\), even if the generator is fixed. The main challenge for the feature discriminator turns out to be that its knowledge about the feature inputs is not fully up to date. Put simply, the feature discriminator is non-ideal unless \(h_m\) is fixed.

As the backbone of the discriminator, \(h_m\) is optimized to make the statistical features discriminative. We cannot fix \(h_m\), but we can stabilize \(h_m\) as much as possible. This is where our network structure plays an important role. The layers in \(h_m\) are shared by multiple scales and multiple outputs, so they are unlikely to be changed drastically according to one output. \(h_m\) at a low-level scale is especially stable, since it contains less layers, and receives optimization signals from more higher level outputs. Moreover, the statistical features are further stabilized by the calculation over multiple patches, especially at a low-level scale where the number of patches is large.

As long as the feature inputs are slow varying compared to the feature discriminator, the output of the discriminator becomes relatively accurate. As a result, \(G\) can be optimized in the correct direction to match \(p^g_{m,n}(s)\) with \(p^p_{m,n}(s)\) according to the signals from \(D\). Though the distributions are dependent on the non-cooperative \(h_m\), chances are they can be matched by \(G\) when \(h_m\) is stable enough.

Therefore, a good match between low-level statistical features can be practically achieved using the discriminator designed in our fashion, encouraging the generator to avoid the potential flaws that would break the distribution matching. Our experiments demonstrate that such statistical feature matching mechanism effectively alleviates mode collapse and stabilizes the training process.

3.3. Training Framework

Our training framework has three objectives. An adversarial loss is employed for matching the distributions of the statistical features. A weak cycle loss and an identity loss are added to keep the generated image correlated with the input image, and to further stabilize the network.

**Adversarial Loss.** We adopt the Least Squares GANs (LSGANs) objective [22] instead of the original GAN objective [7] for stable training. We use the binary 0-1 coding variant to keep the optimal output of the discriminator unchanged. The loss function for \(D\) is averaged over multiple scales and multiple statistical features,

\[
L_{adv}^D = \frac{1}{MN} \sum_m \sum_n \left( E_{x \sim p_{data}(x)} [(D_{m,n}(x) - 1)^2] + E_{x \sim p_{src}(x)} [D_{m,n}(G(x))^2] \right). \tag{5}
\]

Similarly, the adversarial loss function for \(G\) is

\[
L_{adv}^G = \frac{1}{MN} \sum_m \sum_n \left( E_{x \sim p_{src}(x)} [(D_{m,n}(G(x)) - 1)^2] \right). \tag{6}
\]

**Weak Cycle Loss.** In the original cycle based framework, a forward cycle constraint \(x_1 = B(G(x_1))\) and a
backward cycle constraint $x_2 = G(B(x_2))$ are necessary for preventing mode collapse [37]. After improving the discriminator, we find the network stable enough with the forward cycle only. We simply remove the backward cycle, and thus reduce the complexity by half.

Moreover, we further simplify the backward generator $B$, i.e., the generator from the target domain to the source domain. Compared to the original backward generator which operates on the full sized images, ours reconstructs a low resolution source image from a low resolution generated image. The weak cycle loss function is

$$L^{cyc} = \mathbb{E}_{x \sim \text{p_{src}(x)}}[\|u(x) - B(u(G(x)))\|_1], \quad (7)$$

where $u(x)$ is the operation to resize a full sized image to a low resolution image.

Since the weak cycle constraint is applied on the low resolution images, only the low frequency information of the source image is required to be preserved in the generated image. Compared to the full cycle constraints, the weak cycle constraint suppresses the leftovers from the source image, and facilitates the shape deformation. On the other hand, it still helps to keep the overall structure of the source image, such as the pose of face in the selfie-to-anime case. We know that some high frequency information may also need to be preserved depending on the application, and leave this job to the identity loss.

**Identity Loss.** Our identity loss is similar to that in [37, 16], with the exception that the loss is applied to the target domain only. Unlike the weak cycle loss, the identity loss is applied on the full sized images. The identity loss function is

$$L^{id} = \mathbb{E}_{x \sim \text{p_{data}(x)}}[\|x - G(x)\|_1]. \quad (8)$$

The identity loss turns the generator into an autoencoder for the target domain. This helps to preserve the common parts in the source and the target domains, such as the background in the glasses removal case. Compared to the cycle loss, the identity loss is less likely to conflict with the adversarial loss, since the input for the generator is taken from a different domain.

**Full Objective.** The total loss of the forward and backward generators is the weighted sum of Eq. 6, Eq. 7 and Eq. 8.

$$L_G = \lambda_{adv} L^{adv}_{G} + \lambda^{cyc} L^{cyc} + \lambda^{id} L^{id}, \quad (9)$$

The objective of the generators is minimizing $L_G$. The objective of the discriminator is minimizing its loss in Eq. 5.

### 3.4. Implementation

We describe the basic structure and parameter settings of our model in this section. The details are available in the supplementary materials. The height and width of the input images are assumed to be $H_0$ and $W_0$.

**Discriminator.** We set the number of scales to be $M = 4$. The height and width of the feature maps are downsampled to $\frac{H_0}{4}$ and $\frac{W_0}{4}$ by the feature extraction block, and further downsampled by a factor of 2 in each scale. The convolutional layers for downsampling are similar to those in the multi-scale PatchGAN [10, 26, 35]. The adaptation block consists of two $1 \times 1$ convolutional layers. We use spectral normalization [25] in the discriminator.

Our discriminator is flexible enough to incorporate with various kinds of statistical features. In our experiments, we find that a good performance can be achieved with three basic ones, i.e., $N = 3$. The function $g_1$ in Eq. 1 calculates the channel-wise mean values using global average pooling. $g_2$ calculates the channel-wise maximum values using global max pooling. $g_3$ calculates the channel-wise uncorrected standard deviation for each feature map. In our implementation, the statistical feature calculation layers are pre-defined rather than learnable, i.e., the contributions of all patches are taken into account in a fixed manner. In contrast, a learnable channel-wise reduction layer may dynamically switch its attention on different patches during the training process, making the calculated features less robust.

**Generator.** The generator in our framework can be chosen independently of the discriminator. In our implementation, we adopt a modified version of CycleGAN [37] as our forward and backward generator. To further facilitate shape deformation, we apply the residual blocks to feature maps of size $\frac{H_0}{8} \times \frac{W_0}{8}$ instead of $\frac{H_0}{4} \times \frac{W_0}{4}$. Accordingly, the input dimensions of the backward generator are resized to $\frac{H_0}{8} \times \frac{W_0}{8}$. We also use layer normalization [3] instead of instance normalization [32] in the upsampling layers to alleviate the blob artifact problem [15].

### 4. Experiments

#### 4.1. Experiment Setup

**Datasets.** Similar to [26, 35], we evaluate SPatchGAN on three tasks including selfie-to-anime, male-to-female and glasses removal.

**Selfie-to-Anime.** The selfie-to-anime dataset [16] contains 3,400 / 100 selfie images and 3,400 / 100 anime face images in the training / test set. The image size is $256 \times 256$.

**Male-to-Female.** The male-to-female dataset [26] contains face images cropped from CelebA [21]. The training / test set contains 68,261 / 16,173 images of male, and 94,509 / 23,656 images of female. The image size is $218 \times 178$.

**Glasses Removal.** The original glasses removal dataset [26] contains face images cropped from CelebA [21] for both male and female. It has a data imbalance problem that there are much more images of male with glasses than female with glasses. As a side effect, the face may become more feminine after removing the glasses [26, 35]. To avoid this problem and focus on the glasses removal task, we only...
use the male images in our experiments. The training / test set contains 8,366 / 2,112 images of male with glasses, and 59,895 / 14,061 images of male without glasses. The image size is the same as male-to-female.

**Baseline Models.** We compare our SPatchGAN to the state-of-the-art models for unsupervised image translation, including CycleGAN [37], MUNIT [10], U-GAT-IT [16], CUT [27], Council-GAN [26] and ACL-GAN [35]. CycleGAN and CUT use a single scale PatchGAN discriminator, while the others use the multi-scale PatchGAN. CycleGAN and U-GAT-IT are based on the cycle constraints. CUT is based on a contrastive learning approach which maximizes the mutual information between the source and generated images. MUNIT, Council-GAN and ACL-GAN are based on a partially shared latent space assumption. We use the official pre-trained models if available, including the selfie-to-anime and male-to-female models of Council-GAN, and the selfie-to-anime model of U-GAT-IT. The other results are reproduced using the official code base.

**Evaluation Metrics.** We adopt two metrics, the Fréchet Inception Distance (FID) [9] and the kernel inception distance (KID) [4], for the quantitative evaluation. FID is a widely used metric for comparing the distributions of the real and generated images. KID is an improved metric which takes additional aspects of the distributions into account, and is unbiased.

**Training.** Our model is trained with $\lambda_{adv} = 4$ and $\lambda_{id} = 10$ for all the datasets. $\lambda_{wc}$ is set to 20, 10 and 30 respectively for selfie-to-anime, male-to-female and glasses removal.

We use an Adam [18] optimizer with $\beta_1 = 0.5$ and $\beta_2 = 0.999$. We also use a weight decay at rate of 0.0001. The models are trained for 500k iterations with a batch size of four. The learning rate is 0.0001 for the first 100k iterations and linearly decayed to 0.00001. The training takes about 2 hours per 10k iterations on a NVIDIA Tesla V100 GPU. As a reference, U-GAT-IT [16] in its light mode costs about 3.5 hours per 10k iterations with the same batch size and infrastructure. The speed-up of our method is from the simplified training framework.

## 4.2. Ablation Studies

We compare SPatchGAN to several variants, including 1) removing the channel-wise mean feature, 2) removing the channel-wise maximum feature, 3) removing the channel-wise standard deviation feature, 4) replacing the whole SPatchGAN discriminator with the multi-scale PatchGAN discriminator in [10, 35].

The generated images are shown in Figure 3. We observe some minor defects when one of the statistical features is removed, e.g., inconsistent color of the two eyes, redundant lines on the face, and blurred local texture. The multi-scale PatchGAN often generates collapsed eyes, indicating that it failed to ensure the correctness of the individual patches when the constraints on the generator are relaxed.

The quantitative results are summarized in Table 1. As a reference, we also include the average FID and KID of the real images to demonstrate the performance in the ideal case. For the real image case, the training images of the target domain are compared to the testing images of the target domain. For the other cases, the generated images are compared to the testing images of the target domain. SPatchGAN has the best FID and KID scores, since it considers the full set of statistical features that reflect the key aspects of the distribution. However, there is still a gap between SPatchGAN and the real images, implying the difficulty of full distribution matching. The performance slightly deteriorate when one of the statistical features is removed. The multi-scale PatchGAN performs much worse than the SPatchGAN based methods in terms of both FID and KID.

We also take a closer look at the individual outputs of SPatchGAN. The outputs of the lowest level (scale 1) and the highest level (scale 4) are shown in Figure 4 for the generated images. The outputs of the intermediate levels are in between these two. A low output value means that the discriminator can successfully distinguish the generated im-

| Model                  | FID  | KID   |
|------------------------|------|-------|
| SPatchGAN              | 83.3 | 0.0214|
| SPatchGAN w/o Mean     | 84.1 | 0.0228|
| SPatchGAN w/o Max      | 83.8 | 0.0223|
| SPatchGAN w/o Stddev   | 84.9 | 0.0214|
| Multi-scale PatchGAN   | 94.0 | 0.0362|
| Real images            | 76.7 | 0.0030|

Table 1: Quantitative results of the ablation study cases for selfie-to-anime. Lower is better.
Figure 4: The discriminator outputs of SPatchGAN for the generated images in the selfie-to-anime case.

Table 2: Quantitative results of SPatchGAN and the baselines. Lower is better.
two applications, we expect to change only a small area of the image for glasses removal. The generated images are shown in Figure 7. Our method generally has less traces of the glasses on the generated images. This is mainly due to the relaxed cycle constraints. Our model is less likely to generate collapsed eyes for the inputs with sunglasses, thanks to the improved stability. Furthermore, we often observe undesirable changes outside the area of glasses with the baselines. Though we have relaxed the cycle constraints, we can still suppress the redundant changes with the weak cycle loss and the identity loss. Again, our model achieves the best FID and KID in Table 2.

5. Conclusions

In this paper, we have proposed an SPatchGAN discriminator for unsupervised image translation. Our discriminator stabilizes the network by statistical feature matching at multiple scales. It also enables training with relaxed constraints. We have shown in the experiments that our method improves the quality of the generated images, especially those with a large shape deformation. Our model outperforms the existing methods on both FID and KID metrics.
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6. Supplementary Material

In this document, we provide the detailed network architecture of SPatchGAN, the data augmentation method, the study about the weak cycle constraint, the experimental results of applying the SPatchGAN discriminator to other image translation frameworks, as well as additional comparison results for SPatchGAN and the baselines.

6.1. Implementation Details

We describe the details of our network architecture in this section. A convolutional layer with kernel size $p \times p$, stride $q$ and number of output channels $w$ is denoted as $K_p\text{-}S_q\text{-}C_w$. A fully connected layer with number of output channels $w$ is denoted as $FC_w$. A $2 \times$ nearest-neighbor upsampling layer is denoted as $U2$. A residual block with a shortcut branch and a residual branch $b$ is denoted as $\text{RES}(b)$. A block $b$ repeated $z$ times is denoted as $b \times z$.

**Discriminator.** The discriminator consists of a feature extraction block and four scales. Each scale has a downsampling block, an adaptation block and three MLPs. Spectral normalization (SN) and Leaky-ReLU (LReLU) with a slope of 0.2 are used in the discriminator.

- Feature extraction block: $K4\text{-}S2\text{-}C256\text{-}SN\text{-}LReLU$, $K4\text{-}S2\text{-}C512\text{-}SN\text{-}LReLU$.
- Downsampling block: $K4\text{-}S2\text{-}C1024\text{-}SN\text{-}LReLU$.
- Adaptation block: $(K1\text{-}S1\text{-}C1024\text{-}SN\text{-}LReLU) \times 2$.
- MLP: $(FC1024\text{-}SN\text{-}LReLU) \times 2$, FC1-SN.

Given an input tensor $a \in \mathbb{R}^{H \times W \times C}$ with height $H$, width $W$ and number of channels $C$, the statistical feature of uncorrected standard deviation is calculated as

$$s_k = \sqrt{\frac{1}{HW} \sum_{i=1}^{H} \sum_{j=1}^{W} (a_{i,j,k} - \bar{a}_k)^2},$$

where $s_k$ is the $k$-th element of the output feature vector $s \in \mathbb{R}^C$, $\bar{a}_k$ is the average value of the $k$-th input feature map, and $a_{i,j,k}$ is the input element at the $i$-th row, $j$-th column of the $k$-th feature map.

**Forward generator.** The forward generator consists of a downsampling module, a residual module, and an upsampling module. We use instance normalization (IN) in the downsampling and residual modules, and use layer normalization (LN) in the upsampling module. ReLU is utilized as the activation function except for the output layer, which uses Tanh.

- Downsampling module: $K3\text{-}S2\text{-}C128\text{-}IN\text{-}ReLU$, $K3\text{-}S2\text{-}C256\text{-}IN\text{-}ReLU$, $K3\text{-}S2\text{-}C512\text{-}IN\text{-}ReLU$.
- Residual module: $\text{RES}(K3\text{-}S1\text{-}C512\text{-}IN\text{-}ReLU, K3\text{-}S1\text{-}C512\text{-}IN) \times 8$.
- Upsampling module: $U2$, $(K3\text{-}S1\text{-}C512\text{-}LN\text{-}ReLU) \times 2$, $U2$, $K3\text{-}S1\text{-}C256\text{-}LN\text{-}ReLU$, $U2$, $K3\text{-}S1\text{-}C128\text{-}LN\text{-}ReLU$, $K3\text{-}S1\text{-}C3\text{-}Tanh$.

**Backward generator.** The backward generator has a pre-mixing module, a residual module, and a post-mixing module. The residual module has the same structure as the forward generator.

- Pre-mixing module: $K3\text{-}S1\text{-}C512\text{-}IN$.
- Post-mixing module: $K3\text{-}S1\text{-}C512\text{-}LN\text{-}ReLU$, $K3\text{-}S1\text{-}C3\text{-}Tanh$.

6.2. Data Augmentation

For selfie-to-anime, we adopt the data augmentation method in U-GAT-IT that first resizes the images to $286 \times 286$, then randomly crops the images to $256 \times 256$. For male-to-female and glasses removal, the images are center cropped to $178 \times 178$, resized to $256 \times 256$, and randomly shifted by up to 13 pixels horizontally and vertically.

We apply color jittering with random brightness offset in $[-0.125, 0.125]$, random hue offset in $[-0.02, 0.02]$, random saturation factor in $[0.8, 1.2]$, and random contrast factor in $[0.8, 1.2]$. All images are also randomly flipped horizontally.

6.3. Study of the Weak Cycle Constraint

To further evaluate the stability of SPatchGAN, we try to completely remove the weak cycle constraint. The qualitative results are shown in Figure 8. The generated images still have a good overall quality, verifying that the network has been stabilized to a large extent by the discriminator itself. However, the results without the weak cycle sometimes become too disconnected from the source images. E.g., the headscarf and the object in front of the face completely disappear in Figure 8a. There are also some undesirable changes of the background in Figure 8b, and some redundant changes of the hair in Figure 8c.

The quantitative results are summarized in Table 3. The FID and KID actually improve for selfie-to-anime after removing the weak cycle. This is partially due to the fact that the similarity between the source and generated images is not considered by the metrics. Without the constraint, the images can be translated more freely to match the distributions. We enable the weak cycle in the default setting, since it is desirable to keep the generated image correlated to the source image.

The weak cycle is beneficial for FID and KID in the male-to-female and glasses removal cases. For the applications which aim to adjust only a part of the image, the constraint helps to exclude the unnecessary changes and make the training process more efficient.

Generally speaking, our method helps to separate the need for keeping the source and target images correlated.
Figure 8: Generated images of SPatchGAN with and without the weak cycle constraint. Some redundant changes can be observed after removing the weak cycle constraint.

Table 3: Quantitative results of SPatchGAN with and without the weak cycle constraint. Lower is better.

| Model                  | Selfie-to-Anime | Male-to-Female | Glasses Removal |
|------------------------|-----------------|----------------|----------------|
| SPatchGAN w/ Weak Cycle| 83.3            | 0.0214         | 8.73           |
| SPatchGAN w/o Weak Cycle| **82.4**       | **0.0168**     | **11.4**       |

Table 4: Quantitative results of the applicability studies for male-to-female. Lower is better.

| Model       | FID   | KID  |
|-------------|-------|------|
| CycleGAN    | 24.5  | 0.0240|
| S-CycleGAN  | 13.4  | 0.0107|
| MUNIT       | 20.8  | 0.0161|
| S-MUNIT     | 17.0  | 0.0123|

6.4. Applicability to Other Frameworks

The SPatchGAN discriminator is generally agnostic of the architecture and constraints for the generator, and can be potentially leveraged to enhance other image translation frameworks. To study its applicability to other frameworks, we directly replace the default discriminators of CycleGAN and MUNIT with the discriminator of SPatchGAN, and evaluate their performance with the male-to-female dataset. The other modules and hyperparameters are unchanged. The qualitative and quantitative results are shown in Figure 9 and Table 4. CycleGAN and MUNIT with the SPatchGAN discriminator are denoted as S-CycleGAN and S-MUNIT respectively. Multimodal results are shown for MUNIT and S-MUNIT.

With the full cycle constraints, the main problem of CycleGAN is the limited shape deformation. In contrast, MUNIT introduces additional stochasticity for multimodality, and suffers more from the instability issue. It can be seen from Figure 9 that S-CycleGAN helps to make the hairstyle and face more feminine than CycleGAN. S-MUNIT helps to alleviate the blurriness of the generated images compared to MUNIT. The quantitative results of S-CycleGAN and S-MUNIT are also better than CycleGAN and MUNIT according to Table 4.

6.5. Additional Experimental Results

We show additional results for selfie-to-anime, male-to-female and glasses removal in Figure 10, Figure 11 and Figure 12, respectively.

from the need for stabilizing the network. The former is ensured by the weak cycle constraint, while the latter is mainly guaranteed by the SPatchGAN discriminator. Therefore, we can optimize the cycle weight $\lambda^{\text{cyc}}$ on an application basis without worrying too much about the stability issues. In contrast, the flexibility of the original cycle based framework is much more limited, since the cycle constraints have to be strict enough to stabilize the network.
Figure 9: Generated images of the applicability studies for male-to-female.
| Input | SPatchGAN | CycleGAN | MUNIT | U-GAT-IT | CUT | Council-GAN | ACL-GAN |
|-------|-----------|-----------|-------|----------|-----|-------------|--------|

Figure 10: Additional results of selfie-to-anime translation.
Figure 11: Additional results of male-to-female translation.
Figure 12: Additional results of glasses removal.