Analytic Light Curve for Mutual Transits of Two Bodies Across a Limb-darkened Star
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Abstract

We present a solution for the light curve of two bodies mutually transiting a star with polynomial limb darkening. The term “mutual transit” in this work refers to a transit of the star during which overlap occurs between the two transiting bodies. These could be an exoplanet with an exomoon companion, two exoplanets, an eclipsing binary and a planet, or two stars eclipsing a third in a triple-star system. We include analytic derivatives of the light curve with respect to the positions and radii of both bodies. We provide code that implements a photodynamical model for a mutual transit. We include two dynamical models, one for hierarchical systems in which a secondary body orbits a larger primary (e.g., an exomoon system) and a second for confocal systems in which two bodies independently orbit a central mass (e.g., two planets in widely separated orbits). Our code is fast enough to enable inference with Markov Chain Monte Carlo algorithms, and the inclusion of derivatives allows for the use of gradient-based inference methods such as Hamiltonian Monte Carlo. While applicable to a variety of systems, this work was undertaken primarily with exomoons in mind. It is our hope that making this code publicly available will reduce barriers for the community to assess the detectability of exomoons, conduct searches for exomoons, and attempt to validate existing exomoon candidates. We also anticipate that our code will be useful for studies of planet–planet transits in exoplanetary systems, transits of circumbinary planets, and eclipses in triple-star systems.

Unified Astronomy Thesaurus concepts: Exoplanets (498); Exoplanet detection methods (489); Exoplanet systems (484); Natural satellites (Extrasolar) (483); Binary stars (154); Multiple stars (1081); Trinary stars (1714); Exoplanet dynamics (490); Planet hosting stars (1242)

1. Introduction

Mutual transits, which have also been referred to as “planet–planet eclipses,” “planet–planet transits,” and “overlapping double transits” (Hirano et al. 2012; Masuda et al. 2013; Masuda 2014; Luger et al. 2017), occur when two bodies transit a star at the same time and exhibit some degree of overlap during the simultaneous transit. This can happen between an exoplanet and its moon, between two exoplanets, between a planet and a star in a circumbinary system, or between two stars in an eclipsing triple-star system. In past work, different techniques have been used to model the light curves resulting from this three-body overlap depending on the type of system being investigated.

In this paper we present a solution for the flux blocked by two mutually transiting bodies. Our solution follows the method outlined by Pál (2012) in applying Green’s theorem to transform the integral over the area of the star blocked by the transiting bodies into a line integral along the boundary of the unocculted area of the star, but unlike Pál (2012), which gives a general solution for N overlapping bodies, our solution is for exactly two bodies. This allows us to write down an analytic solution for the flux in each of the 16 possible geometric cases shown in Figure 1. We also expand on previous work by computing derivatives with respect to the limb-darkening parameters and the positions and radii of each body.

We use our solution to implement a photodynamical model which takes as input the dynamical parameters of two bodies, computes the positions of each at an array of times, and then calculates the flux observed at those times. We call this model gefera.3 Gefera includes two dynamical models: a hierarchical model that can be used to simulate either an exomoon system or a hierarchical triple-star system, and a confocal model which is applicable to mutual transits of two exoplanets. In Figure 2 we present a sample light curve for a mutual exomoon/exoplanet transit computed with gefera. In addition to computing the light curve itself, gefera provides derivatives of the light curve with respect to all of the input parameters. These derivatives can help speed up fitting algorithms and is essential for gradient-based Markov Chain Monte Carlo (MCMC) methods such as Hamiltonian MCMC. Derivatives are also necessary to compute the information matrix, which gives insight into the information content of the light curve with respect to each parameter under given noise assumptions (Vallisneri 2008). Figure 3 shows the derivatives of the simulated light curve in Figure 2. Gefera has been developed openly in a public github repository and is provided for use by the community under a GPL license.4

In the remainder of the introduction we discuss existing models for mutual transits and the types of systems to which they have been applied, highlighting the differences between these models and gefera.

3 gefera is an Old English word with the literal meaning “fellow traveller,” which might be translated today as companion or comrade. We feel that this is an appropriate name for a code developed to search for exomoons, companions, and fellow travelers to their exoplanet hosts.
4 The code is available at https://github.com/tagordon/gefera and is pip-installable under the name gefera. The Gnu Public License (GPL) generally permits both noncommercial and commercial use of the code under the stipulation that any works making use of the code are licensed in such a way that they grant users the same freedoms as received under the Gnu Public License. A permanent snapshot of the code is available on Zenodo (Gordon 2022).
1.1. Exomoon Transits

Despite a lack of observed exomoon transits, it is likely that these are the most frequently occurring, though not the most easily observable, mutual transit events. Several candidate exomoons have been identified in Kepler photometry (see Teachey & Kipping 2018 and Kipping et al. 2022). The analyses that produced these candidates used the code LUNA (Kipping 2011), which employs the small-planet approximation (or in this case the small-moon approximation) from Mandel & Agol (2002) to compute the flux blocked by the moon while applying the exact analytic solution (also from Mandel & Agol 2002) for the planet.

In contrast to LUNA, our method is exact for both bodies. While the small-planet approximation is very accurate for reasonably sized exomoons, this does limit the utility of LUNA for very large satellites or binary planet pairs, especially around M dwarfs with small radii. LUNA does not compute derivatives of the transit light curve. Finally, LUNA is proprietary whereas gefera is being made publicly available.

After this paper was initially submitted the publicly available exomoon transit code Pandora (Hippke & Heller 2022) was

![Figure 1. Representative examples of the different possible configurations of the planet–moon transit for the case where the planet and moon overlap each other. The letters in the top right of each box refer to the outcomes of the decision tree in Figure 4.](image-url)
released. Like LUNA, this code implements an approximate solution to the mutual transit based on the small-planet approximation. However, unlike LUNA the small-planet approximation is only applied to the area of overlap between the planet and the moon, so that the flux is exact when there is no overlap between the two bodies. Pandora does not compute derivatives of the light curve.

1.2. Mutual Transits of Exoplanets

A far less likely but more easily observed scenario is that in which two exoplanets overlap during a simultaneous transit (Ragozzine & Holman 2010). Brakensiek & Ragozzine (2016) gives a full treatment of the geometric probability of these events. Such an event is thought to have been observed in the Kepler-94 system (Hirano et al. 2012; Masuda et al. 2013). Additionally, one observed simultaneous transit of Kepler-51 b and d shows a feature which may be explained by planet–planet overlap during the transit (Masuda 2014; to be further explored in Section 9.3). These authors model the mutual transit event as a superposition of two single transits computed using the Mandel & Agol (2002) solution, with the addition of a “bump” function that depends on the area of the overlap between the two bodies and takes into account stellar limb darkening in an approximate fashion similar to the small-planet approximation put forth in Mandel & Agol (2002). The difference between the methods used by Masuda et al. (2013), Masuda (2014), and Kipping (2011) is that in the latter method the small-planet approximation is for the entire area of the smaller body, whereas Masuda et al. (2013) and Masuda (2014) only approximate the flux blocked by the region of overlap between the two bodies—the nonoverlapping regions are computed exactly.

The code planet--planet, described in Luger et al. (2017), is also capable of modeling planet–planet mutual transits. This code implements a somewhat novel integration scheme in which the limb-darkened stellar surface is approximated by a series of annuli of constant radiance. The region of overlap between these annuli and the occulting body can then be computed analytically. This method is then generalized for overlapping bodies. This treatment of the overlapping transit is analytic in the sense that the integral for each annulus is computed analytically but relies on an approximation of the limb-darkening profile and requires a potentially large number of evaluations of the analytic integrals to accurately approximate the limb-darkened light curve. Gefera again distinguishes itself in that it computes the exact light curve and includes derivatives, although in the case of the Masuda et al. (2013) method the light curve will be exact for any times during which the two bodies are nonoverlapping. The derivatives enable faster optimization and inference than can be accomplished otherwise.

1.3. Eclipsing Triple-star Systems

The type of mutual transit event for which we have the most examples are those that take place in triple-star systems when two stars transit the primary. These eclipses have most frequently been modeled using the Wilson–Devinney (Wilson & Devinney 1971) code or more recent codes based on that work (see Borkovits et al. 2020, 2022, and Mitnyan et al. 2020 for some recent examples that make use of lightcurve-factory; Borkovits et al. 2013, 2019). These codes compute light curves numerically, accounting for tidal distortion and light travel time, among other effects, and often including radial velocities and spectral information in their output. While slower to compute than an analytical model, the inclusion of
tidal distortion and light travel time effects is important for accurately modeling many multistar systems.

When spectral data are not available and when tidal distortion effects are not considered important, much faster analytic methods can be employed. Carter et al. (2012) use an analytic method developed by Pál (2012) which employs Green’s theorem to transform the integral over the occulted region of the star into a line integral along the boundary of the occulter. The code photodynam, based on that method, has been used to model the Kepler-126 system, a hierarchical triple-star system in which two low-mass stars transit a third star (Carter et al. 2011). Photodynam has also been used in the analysis of circumbinary planets Kepler-34 b and Kepler-35 b (Welsh et al. 2012), Kepler-16 b (Doyle et al. 2011), and Kepler-36 b and c (Carter et al. 2012). Short et al. (2018) also model Kepler-126 and Kepler-16 by numerically evaluating the line integral given in Pál (2012). This allows for the use of arbitrary limb-darkening laws and enables them to model the Rossiter–McLaughlin effect using the same principle of numerically evaluating the line integral over a map of the radial velocity.

Although gefera is not a viable alternative to the full spectral model implemented by Wilson & Devinney (1971) and
similar codes, it may be preferable to photodynam in cases where the more complete model is not required. While both photodynam and gefera compute an exact light curve, photodynam does not include derivatives and was found to be slightly slower than gefera in testing. Finally, whereas photodynam is available only as a C/C++ code and is coded to write output to a file, gefera is designed from the ground up for Bayesian inference and includes an easy-to-use Python interface. Gefera allows for one or both of the transiting bodies to be larger than the star. For transiting triple-star systems the user may wish to add the flux from the transit between the two foreground stars, which can be accomplished by running gefera a second time with the radius of one of the transiting bodies set to zero and adding this to the flux from the three-body computation. Details on this procedure are given in Section 9.2.

As the TESS and CHEOPS continue to collect light curves the small number of mutually transiting multiplanet systems is likely to expand. Furthermore, upcoming transit missions such as PLATO and ARIEL represent new opportunities to detect transiting exomoons, binary planets, or other interesting and exotic systems. These prospects all point toward the need for a fast, accurate, robust, and easy-to-use mutual transit model that is compatible with cutting-edge inference techniques. It is this need that we hope gefera will fulfill.

The organization of this paper is as follows. In Section 2 we outline our approach to computing the integral of the limb-darkening profile over the area of the occulting bodies. This follows closely the approach of Pál (2012), Luger et al. (2019), and Agol et al. (2020). We also show how we use the chain rule to write the derivatives with respect to the radii and positions of the two transiting bodies. In Section 3.1 we give the solution and its derivatives for the uniform term of the limb-darkening profile. In Section 3.2 we give the solution and derivatives for the linear term, and in Section 3.3 we do the same for the quadratic term. In Section 3.4 we extend our model to polynomial limb-darkening laws. In Section 4 we give formulae for computing the locations of the intersections between each transiting body and the limb of the star, and the planet or moon and the star’s limb. The formulae we give are crafted to be numerically stable and to mitigate roundoff error. In Section 5 we show how to choose the integration limits for each arc depending on the geometry of the system at that moment. This section references the flowchart in Figure 4, which shows the procedure for determining which geometric case the system is in at a given time. Figure 1 gives examples of the geometry for each of the cases in the flowchart, and Table 1 gives the evaluated integral for each case in terms of the solutions for $G_N$ given in Section 3.1, Section 3.2, Section 3.3, and Section 3.4.

In Section 7 we benchmark our code, both with and without the gradient computation, against photodynam, and in Section 8 we compare the accuracy of our code with LUNA. Finally, in Section 9 we discuss several applications of our code, focusing on conducting MCMC simulations to infer the parameters of the moon–planet transit and demonstrating the use of our code by reanalyzing the potential mutual transit of Kepler-51 b and d. Lastly, we include as an appendix a minor correction to Kipping (2011) and Fewell (2006) that has to do with an incorrect expression for the area of overlap of three circles.

2. Our Approach

We consider the flux from a star eclipsed by two bodies, here taken to be an exoplanet and its moon, though they could also represent two exoplanets, two stars, or a combination of these. For clarity and consistency throughout the paper we refer to the two transiting bodies as the planet and moon, with the planet being the larger body and the moon the smaller. We frequently use “p” and “m” as subscripts to refer to parameters that pertain to the planet and moon (or the larger and smaller bodies), respectively.

We initially consider the star’s radial surface brightness profile, $I(r)$, to be described by a quadratic limb-darkening law before expanding to consider polynomial limb darkening. The quadratic limb-darkening profile is given by

$$I(r) = 1 - c_1(1 - \mu) - c_2(1 - \mu)^2,$$

where $\mu = \sqrt{1 - r^2}$, with $r$ being the radial distance from the center of the star projected onto the sky plane. This intensity profile can be rearranged as follows:

$$I(r) = (1 - c_1 - 2c_2) + (c_1 + 2c_2)\mu + c_2(x^2 + y^2) = (1 - c_1 - 2c_2)g_0 + (c_1 + 2c_2)g_1 + c_2g_2 = u_0g_0 + u_1g_1 + u_2g_2,$$

where we have defined $g_0 = 1$, $g_1 = \mu = \sqrt{1 - x^2 - y^2}$ and $g_2 = r^2 = x^2 + y^2$. We consider each term of this equation separately, referring to the $g_0$ term as the constant or uniform term, $g_1$ as the linear term, and $g_2$ as the quadratic term. We define a coordinate system in which the planet is centered on the positive $x$-axis at $x = b_p$ and the moon is a distance $b_m$ from the planet. The line connecting the centers of the moon and planet is at an angle $\theta$ from the $x$-axis, as shown in Figure 5.

Following the approach of Pál (2012), we apply Green’s theorem to transform the integral from a surface integral over the eclipsed region of the star into a line integral over a vector field along the closed loop bounding the unocculted region. The integration along the boundary is split into arcs along the boundaries of the star, moon, and planet. An example configuration is shown in Figure 5.

We consider the arcs belonging to the planet and the moon separately. The path along the arc of the planet is parameterized as

$$x = b_p - r_p \cos \phi',$$

$$y = r_p \sin \phi',$$

where $\phi'$ is the angle measured from the negative $x$-axis.

Once we have completed the integration along the arcs belonging to the planet, we rotate our coordinate system through an angle $\theta_m$, where $\theta_m$ is the angle between the center of the planet and the center of the moon relative to the center of the star, so that the moon sits on the positive $x$-axis at $(0, b_m)$. The path along an arc belonging to the moon can now be parameterized as

$$x = b_m - r_m \cos \phi',$$

$$y = r_m \sin \phi'.$$

Green’s theorem does not technically allow us to transform coordinate systems midway through the integration, as that breaks the closed loop to which the theorem applies.
Fortunately, for radial limb-darkening laws it is possible to choose a vector field for Green’s theorem which is invariant to rotations about the center of the star so that the integral along the arc of a circle centered at \((b, 0)\) is identical to the integral along the arc of a circle centered at \((b \cos \theta_{pm}, b \sin \theta_{pm})\) for any value of \(\theta_{pm}\).
Figure 4. Decision tree when the planet and moon overlap each other ($b_{pm} < r_p + r_m$). Blue cells represent a test on the state of the system, the outcomes of which determine the cases represented by white boxes. The letters in the white boxes refer to the configurations shown in Figure 1, and the arcs to integrate and their integration limits for each case are listed in Table 1. The boxes labeled “No Flux” indicate cases where the star is completely obscured by one or both of the transiting bodies. These outcomes are only possible when either $r_p$, $r_m$, or both are greater than 1, and thus would likely only occur for eclipsing binary or triple-star systems.
and can correspond to either an intersection between the planet and moon, or an intersection between the planet or moon and the limb of the star. Thus \( \phi \) is a function of \( r_p, r_m, b_p, \) and \( b_m \). With this dependence made explicit, \( G_n \) becomes a function of \( r_p, r_m, b_p, \) and \( b_m \) as well. We can now use the chain rule to write the derivatives of \( G_n \) with respect to each of these variables:

\[
\begin{align*}
\frac{dG_n(\phi, b_p, r_p)}{dr_p} &= \frac{\partial G_n}{\partial r_p} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial r_p}, \\
\frac{dG_n(\phi, b_m, r_m)}{dr_p} &= \frac{\partial G_n}{\partial r_p}, \\
\frac{dG_n(\phi, b_p, r_p)}{dr_m} &= \frac{\partial G_n}{\partial r_m} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial r_m}, \\
\frac{dG_n(\phi, b_m, r_m)}{dr_m} &= \frac{\partial G_n}{\partial r_m} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial r_m}, \\
\frac{dG_n(\phi, b_p, r_p)}{db_p} &= \frac{\partial G_n}{\partial b_p} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial b_p}, \\
\frac{dG_n(\phi, b_m, r_m)}{db_p} &= \frac{\partial G_n}{\partial b_p} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial b_p}, \\
\frac{dG_n(\phi, b_p, r_p)}{db_m} &= \frac{\partial G_n}{\partial b_m} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial b_m}, \\
\frac{dG_n(\phi, b_m, r_m)}{db_m} &= \frac{\partial G_n}{\partial b_m} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial b_m}.
\end{align*}
\]

(12)

(13)

(14)

(15)

Because we locate the moon using the parameters \( b_{pm} \) and \( \theta \) rather than using \( b_m \) directly, we now need to show how the derivatives with respect to the set of input coordinates \( \{b_p, b_{pm}, \theta\} \) are recovered from the integrals with respect to \( b_p \) and \( b_m \) using the chain rule. For the derivatives of \( G_n \) we have

\[
\begin{align*}
\frac{dG_n(\phi, b_m, r_m)}{db_p} &= \frac{\partial G_n}{\partial b_p} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial b_p}, \\
\frac{dG_n(\phi, b_m, r_m)}{db_{pm}} &= \frac{\partial G_n}{\partial b_{pm}} + \frac{\partial G_n}{\partial \phi} \frac{\partial \phi}{\partial b_{pm}}, \\
\frac{dG_n(\phi, b_m, r_m)}{d\theta} &= \frac{\partial G_n}{\partial \theta}.
\end{align*}
\]

(16)

The derivatives of the angle \( \phi \) which appear in Equations (12), (13), (14), and (15) will be dealt with in Section 4. The derivatives of \( b_m \) are

\[
\begin{align*}
\frac{\partial b_m}{\partial b_p} &= b_p b_{pm} \sin \theta, \\
\frac{\partial b_m}{\partial b_{pm}} &= b_p b_{pm} - b_p \cos \theta, \\
\frac{\partial b_m}{\partial \theta} &= b_p b_{pm} \cos \theta.
\end{align*}
\]

(17)

where \( b_m \) is computed using the formula

\[
b_m = \sqrt{(b_p - b_{pm})^2 + 2b_p b_{pm}(1 - \cos \theta)},
\]

(18)

which is a rearranged version of the familiar law of cosines constructed to eliminate roundoff error (Kahan 2000).
3. Evaluating the Primitive Integrals

With the description of the primitive integral complete, we now evaluate the integral and its derivatives for each value of \( n \), starting with \( n = 0 \), i.e., a uniformly emitting source.

3.1. Uniform Limb Darkening

For the uniform term the primitive integral is

\[
G_0(\phi, r, b) = \int_0^{\phi} \frac{r}{2} (r - b \cos \phi') d\phi',
\]

which gives us

\[
G_0(\phi, r, b) = \frac{r}{2} (r\phi - b \sin \phi).
\]

This has the derivatives

\[
\frac{\partial G_0}{\partial r} = r\phi - b \frac{\sin \phi}{2},
\]

\[
\frac{\partial G_0}{\partial b} = -\frac{r}{2} \sin \phi,
\]

\[
\frac{\partial G_0}{\partial \phi} = \frac{r}{2} (r - b \cos \phi).
\]

3.2. Linear Limb Darkening

For the linear term \((n=1)\) the primitive integral is

\[
G_1(\phi, r, b) = \frac{r}{3} \int_0^{\phi} \frac{1 - (\mu^2 - b^2 + 2 b r c\phi')^3}{b^2 + r^2 - 2 b r c\phi'} (r - b c\phi') d\phi'.
\]

When this integral is evaluated it yields a combination of incomplete elliptic integrals of the first, second, and third kind, which we express in the form

\[
G_1(\phi, r, b) = \alpha(r, b) E(s, k) + \beta(r, b) F(s, k) + \gamma(r, b) K(s, k) + R(\phi, r, b),
\]

where \( s = s(\phi) \) is the amplitude of the incomplete elliptic integrals, \( n = n(r, b) \) is the parameter, and \( k = k(r, b) \) is the modulus, following the conventions of Byrd & Friedman (1954). The functions \( \alpha(r, b), \beta(r, b), \) and \( R(\phi, r, b) \) are defined as

\[
\alpha(r, b) = \begin{cases} 
\frac{1}{9} \sqrt{1 - (b - r)^2} (7 r^2 + b^2 - 4) & b + r \leq 1 \\
\frac{2}{9} \sqrt{br} (7 r^2 + b^2 - 4) & b + r > 1,
\end{cases}
\]

\[
\gamma(r, b) = \begin{cases} 
\frac{b + r}{3(b - r)^2} & b + r \leq 1 \\
\frac{b + r}{6(b - r)(2b r)} & b + r > 1,
\end{cases}
\]

and

\[
R(\phi, r, b) = \frac{\phi}{6} - \frac{1}{3} \tan^{-1} \left( \frac{b + r \tan \left( \frac{\phi}{2} \right)}{b - r} \right) - \frac{2 b r}{9} \sin \phi \sqrt{1 - (b - r)^2 - 2 b r \cos \phi}.
\]

The formula for \( R(\phi, r, b) \) is the same in the \( b + r > 1 \) case as in the \( b + r < 1 \) case.

The amplitude, characteristic, and parameter of the incomplete elliptic integrals is given by

\[
s = \begin{cases} 
\frac{\phi}{2} & b + r \leq 1 \\
\sin^{-1} \left( \frac{2 \sqrt{br} \sin(\phi/2)}{\sqrt{1 - (b - r)^2}} \right) & b + r > 1,
\end{cases}
\]

\[
k^2 = \begin{cases} 
\frac{4 b r}{1 - (b - r)^2} & b + r \leq 1 \\
\frac{4 b r}{1 - (b - r)^2} & b + r > 1
\end{cases}
\]

and

\[
n = \begin{cases} 
-\frac{4 b r}{(b - r)^2} & b + r \leq 1 \\
\frac{1}{(b - r)^2} & b + r > 1
\end{cases}
\]

When \( b = 0 \) and \( r = 1 \) the solution simplifies to \( G_1(\phi, b, r) = \phi \), which is useful when integrating along the boundary of the star.

When \( \phi \) corresponds to the intersection between the arc and the limb of the star, the amplitude of the incomplete elliptic integrals becomes \( \pi/2 \) and the solution can be computed with complete rather than incomplete elliptic integrals. In this case the integral evaluates to

\[
G_1(\phi, r, b) = \alpha(r, b) E(k) + \beta(r, b) F(k) + \gamma(r, b) K(n, k) + R(\phi, r, b),
\]

where \( \alpha, \beta, \) and \( \gamma \) are given by the expressions for \( b + r > 1 \) case and \( \phi \) is the angle to the intersection of the arc with the star’s limb.

\[
\beta(r, b) = \begin{cases} 
\frac{r^4 + b^4 + r^2 - b^2(5 + 2 r^2) + 1}{9 \sqrt{1 - (b - r)^2}} & b + r \leq 1 \\
\frac{3 + 2 r (b^3 + 5 b^2 r + 3 r^2 - 2) + b (7 r^2 - 4)}{18 \sqrt{br}} & b + r > 1,
\end{cases}
\]
3.2.1. Derivatives for the Linear Limb-darkening Case

The partial derivatives of \( G_l(\phi, r, b) \) with respect to \( b \) and \( r \) are
\[
\frac{\partial G_1}{\partial r} = u_r(r, b) E(s, k) + v_r(r, b) F(s, k) + p_r(\phi, r, b),
\]
\[
\frac{\partial G_1}{\partial b} = u_b(r, b) E(s, k) + v_b(r, b) F(s, k) + p_b(\phi, r, b).
\]
(34)

The coefficients by which the elliptic integrals are multiplied are given by
\[
u_r(r, b) = \begin{cases} 2r\sqrt{1-(b-r)^2} \quad r+b \leq 1, \\ \frac{4\sqrt{br^3}}{r+b} \quad r+b > 1, \end{cases}
\]
(35)
\[
u_r(r, b) = \begin{cases} 0 \quad b+r \leq 1, \\ \frac{r}{\sqrt{b}} ((b+r)^2-1) \quad b+r > 1, \end{cases}
\]
(36)
\[
u_b(r, b) = \begin{cases} 1 - (b-r)^2(b^2+r^2-1) \quad b+r \leq 1, \\ \frac{2}{3b} \sqrt{b} (b^2+r^2-1) \quad b+r > 1, \end{cases}
\]
(37)
\[
u_b(r, b) = \begin{cases} \frac{b^4-(r^2-1)^2-2b^2(r^2+1)}{3b\sqrt{1-(b-r)^2}} \quad b+r \leq 1, \\ -\frac{1}{3b} \sqrt{b} ((b+r)^2-1) \quad b+r > 1, \end{cases}
\]
(38)
and the functions \( p_r(\phi, r, b) \) and \( p_b(\phi, r, b) \) are given by
\[
p_r(\phi, r, b) = \frac{b \sin \phi}{3\xi} ((1 - \xi \sqrt[3]{3/2}) - 1)
\]
\[
p_b(\phi, r, b) = \frac{b \sin \phi}{3\xi} (1 - (1 + \xi) \sqrt[3]{1-\xi}),
\]
where \( \xi = b^2 + r^2 - 2br \cos \phi \).

The partial derivative with respect to \( \phi \) is
\[
\frac{\partial G_1}{\partial \phi} = \frac{1 - (1 - \xi \sqrt[3]{3/2})}{\xi} (r^2 - br \cos \phi).
\]
(39)

3.3. Quadratic Limb Darkening

For the quadratic term \((n = 2)\), the primitive integral is
\[
G_2(\phi, r, b) = \int_0^\phi \frac{r}{4} [r^3 + b^2r^2 + \cos(2\phi')] d\phi',
\]
(40)
which evaluates to
\[
G_2(\phi, r, b) = \frac{r}{4} [(2b^2r + r^3)\phi \\
+ (b^2r \cos \phi - 3br^2 - b^3) \sin \phi].
\]
(41)

This has the derivatives
\[
\frac{\partial G_2}{\partial r} = \frac{b}{4} (b^2 + 9r^2 - 2br \cos \phi) \sin \phi + rb^2 + r^2,
\]
\[
\frac{\partial G_2}{\partial b} = \frac{r}{4} (4r \phi + \sin(2\phi) - 3(b^2 + r^2) \sin \phi),
\]
\[
\frac{\partial G_2}{\partial \phi} = \frac{r}{4} (2b^2r + r^3 + b(br \cos(2\phi) - (b^2 + 3r^2) \cos \phi)).
\]
(42)

3.4. Polynomial Limb Darkening

We now give the general solution for polynomial limb-darkening laws of the form
\[
I(r) = 1 - \sum_{i=1}^N c_i(1 - \mu)^i,
\]
(43)
where again \( \mu = \sqrt{1-r^2} = \sqrt{1-x^2 - y^2} \). We follow Agol et al. (2020) in writing this limb-darkening law in Green’s basis as
\[
I(r) = g^T u,
\]
(44)
where \( g \) is defined as
\[
g = (1, \mu, 4\mu^2 - 2, 5\mu^3 - 3\mu, \ldots, (N + 2)\mu^N - N\mu^{N-2})^T,
\]
(45)
and \( u \) is a vector with elements defined recursively by
\[
u_n = \begin{cases} \frac{P_n}{n+2} + u_{n+2} \quad N \geq n \geq 2, \\ \frac{P_n}{n+2} + u_{n+2} \quad n = 1, 0 \end{cases}
\]
(46)
with \( u_{N+1} = u_{N+2} = 0 \), and where the elements of \( p \) are related to the elements of \( c \) as \( c = (c_0, c_1, c_2, \ldots, c_N) \) by
\[
P_n = (-1)^{n+1} \sum_{m=0}^n \binom{m}{n} c_m.
\]
(47)

with \( c_0 = -1 \). It is important to note that while this basis shares the first two terms with Equation (1), the quadratic and higher-order terms are distinct. Therefore the solution for the quadratic term given above should not be reused when computing light curves for higher-order limb-darkening laws.

Our goal is now to compute the integral over each term in Equation (45) along an arbitrary arc. The appropriate primitive integral in this case is
\[
G_n(\phi, r, b) = \int_0^\phi r(r - bc\phi') d\phi',
\]
(48)
for \( n \geq 2 \), which we can rewrite in the form
\[
G_n(\phi, r, b) = (1 + r^2 - b^2)M_n - \mathcal{M}_{n+2},
\]
(49)
where
\[
\mathcal{M}_n = \int_0^\phi \frac{1}{2} (1 - r^2 - b^2 + 2br \cos \phi')^{n/2} d\phi'.
\]
(50)
This integral obeys the recursion relation
\[
\begin{align*}
nM_n &= 2(n - 1)(1 - b^2 - r^2)M_{n-2} \\
&+ (n - 2)(1 - (b - r)^2)((b + r)^2 - 1)M_{n-4} \\
&+ 2br \sin \phi(1 - b^2 - r^2 + 2br \cos \phi)^{2-1}.
\end{align*}
\] (51)

Given \( M_1 \) through \( M_4 \) we can then use this recursion relation to compute \( M_n \) for any \( n \), which can then be plugged into Equation (49) to find the integral over any term in \( g \).

We can reuse \( M_n \) to write the derivatives of the polynomial terms:
\[
\begin{align*}
\frac{\partial G_n}{\partial r} &= 2r[(2 + n)M_n - nM_{n-2}] \\
&- b \sin \phi(1 - b^2 - r^2 + 2br \cos \phi)^{2}, \quad (52)
\end{align*}
\]
\[
\begin{align*}
\frac{\partial G_n}{\partial b} &= -\frac{n}{b}[r(2 + b^2)M_n - M_{n-2}] + (r^2 - b^2)M_{n-2} \\
&- r \sin \phi(1 - b^2 - r^2 + 2br \cos \phi)^{2},
\end{align*}
\]
and
\[
\frac{\partial G_n}{\partial \phi} = r(r - b \cos \phi)(1 - b^2 - r^2 + 2br \cos \phi)^{2}. \quad (53)
\]

Finally, we give the first four terms of the recursion which are necessary to compute subsequent terms:
\[
\begin{align*}
M_0 &= \frac{\phi}{2}, \\
M_1 &= \alpha_1 E(s, k) + \beta_1 F(s, k), \\
M_2 &= \frac{1}{2}(1 - b^2 - r^2)\phi + br \sin \phi, \\
M_3 &= \alpha_3 E(s, k) + \beta_3 F(s, k) + R_3(\phi, r, b),
\end{align*}
\] (54)
where the coefficients for \( M_1 \) are
\[
\begin{align*}
\alpha_1 &= \begin{cases} 
1 - (b - r)^2 & b + r \leq 1 \\
2br & b + r > 1
\end{cases}, \\
\beta_1 &= \begin{cases} 
0 & b + r \leq 1 \\
1 - (b + r)^2 & b + r > 1
\end{cases}.
\end{align*}
\]

and, for \( M_3 \),
\[
\begin{align*}
\alpha_3 &= \begin{cases} 
\frac{4}{3}(1 - b^2 - r^2)\sqrt{1 - (b - r)^2} & b + r \leq 1 \\
8(1 - b^2 - r^2) \sqrt{br} & b + r > 1
\end{cases}, \\
\beta_3 &= \begin{cases} 
\frac{2r^2(b^2 + 1) - (b^2 - 1)^2 - r^4}{6\sqrt{br}} & b + r \leq 1 \\
\frac{3\sqrt{1 - (b - r)^2}}{6\sqrt{br}} & b + r > 1
\end{cases}.
\end{align*}
\] (55)

The function \( R_3 \) is given by
\[
R_3(\phi, r, b) = \frac{2}{3} br \sin \phi \sqrt{1 - b^2 - r^2 + 2br \cos \phi}. \quad (56)
\]

The definitions of \( k \) and \( s \) are the same as for the linear limb-darkening case and are given in Equations (30) and (31).

We do not yet include polynomial limb-darkening laws in gefera, as in most cases quadratic limb darkening will be sufficiently accurate to model an observed light curve. As a result, we have not tested these equations for numerical stability to the extent that we have for uniform, linear, and quadratic expressions. Anyone interested in implementing this solution should therefore take care to check for stability and accuracy. Interested readers might find it useful to refer back to Agol et al. (2020) as a guide.

4. Computing \( \phi \)

The angle \( \phi \) is the one-sided integration limit as an angle along the arc, measured from the negative x-axis. It can take on values in the range \((−\pi, \pi)\). For \( \phi < 0 \) the integrals can be computed using the property \( G(−\phi, r, b) = G(\phi, r, b) \).

Depending on the geometry of the system, \( \phi \) will represent either the intersection of the planet and moon, or the intersection of the planet or moon with the limb of the star. In the case that the body we are integrating along the arc of does not intersect either the other body or the limb of the star, we will have \( \phi = ±\pi \). In this section we show how to compute \( \phi \) when the end point of the arc is an intersection with the other transiting body or with the stellar limb.

4.1. Intersections Between Planet and Moon

When the planet and moon overlap we need to compute four angles, these being the angles to the two points of intersection with respect to the centers of each body. Figure 6 shows the geometry of the planet–moon overlap. The two points of intersection with respect to the planet are measured from the line connecting the center of the star to the center of the planet.
These are given by
\[
\begin{align*}
\phi_p^+ &= \theta + \phi_p', \\
\phi_p^- &= \theta - \phi_p'.
\end{align*}
\] (57)

Similarly, the two points of intersection with respect to the moon are measured from the line connecting the center of the star to the center of the moon and are given by
\[
\begin{align*}
\phi_p^+ &= \theta_m + \phi_m, \\
\phi_p^- &= \theta_m - \phi_m,
\end{align*}
\] (58)

where \(\theta_m\) is the angle between the line connecting the centers of the planet and moon and the line connecting the centers of the star and moon, as seen in Figure 6. This angle is computed as
\[
\theta_m = \text{Atan2}(b_p \sin \theta, b_{pm} - b_p \cos \theta).
\] (59)

We use the method outlined in Agol et al. (2020) to compute \(\phi_p\) and \(\phi_m\) to high accuracy. First we compute a quantity we call \(\Delta\), which is four times the area of the triangle formed by \(r_p\), \(r_m\), and \(b_{pm}\), using the modified version of Heron’s formula by Kahan (2000):
\[
\Delta = \sqrt{(a + (b + c))(c - (a - b))(c + (a - b))(a + (b - c))},
\] (60)

where \(a, b, c\) are \(r_p, r_m,\) and \(b_{pm}\), ordered from highest to lowest. In this formula the exact placement of the parentheses is essential to preserving numerical accuracy and should not be altered. The angles are then given by
\[
\begin{align*}
\phi_p &= \text{Atan2}(\Delta, (r_p - r_m)(r_p + r_m) + b_{pm}^2), \\
\phi_m &= \text{Atan2}(\Delta, (r_m - r_p)(r_m + r_p) + b_{pm}^2).
\end{align*}
\] (61)

For the derivatives of \(\phi_p\) and \(\theta\) we have
\[
\begin{align*}
\frac{\partial \phi_p}{\partial r_p} &= \frac{(b_{pm} - r_p)(b_{pm} + r_p) - r_p^2}{r_p \Delta}, \\
\frac{\partial \phi_p}{\partial r_m} &= 2r_m, \\
\frac{\partial \phi_p}{\partial b_{pm}} &= \frac{(r_p - r_m)(r_p + r_m) - b_{pm}^2}{b_{pm} \Delta}, \\
\frac{\partial \phi_p}{\partial b_p} &= \frac{\partial \phi_p}{\partial \theta} = 0.
\end{align*}
\] (62)

The derivatives of \(\theta\) are all equal to zero except for the derivative of \(\theta\) with respect to itself, which is 1. For \(\phi_m\) and \(\theta_m\)
\[
\begin{align*}
\frac{\partial \phi_m}{\partial r_p} &= \frac{2r_p}{b_{pm} \Delta}, \\
\frac{\partial \phi_m}{\partial r_m} &= \frac{(b_{pm} - r_m)(b_{pm} + r_m) - r_p^2}{r_m \Delta}, \\
\frac{\partial \phi_m}{\partial b_{pm}} &= \frac{1}{b_{pm} \Delta}, \\
\frac{\partial \phi_m}{\partial b_p} &= \frac{\partial \phi_m}{\partial \theta} = 0.
\end{align*}
\] (63)

4.2. Intersections between the Planet/Moon and Stellar Limb

When the planet or moon intersects the limb of the star we again must compute four angles. The first two are the angles to the two points of intersection with respect to the planet or moon, which are used to integrate along the arc of that body, and the second two are the points of intersection with respect to the center of the star, which are used to integrate along the limb of the star. The angles to the intersections with respect to the center of the planet or moon are represented by \(\kappa_p\) or \(\kappa_m\), and those with respect to the center of the star are represented by \(\kappa_p^*\) or \(\kappa_m^*\). Figure 7 illustrates this geometry. All of these angles are computed relative to the line connecting the center of the star to the body in question. For the planet we have
\[
\kappa_p = \text{Atan2}(\Delta, (r_p - 1)(r_p + 1) + b_p^2),
\]
\[
\kappa_p^* = \text{Atan2}(\Delta, (1 - r_p)(1 + r_p) + b_p^2),
\] (64)

where \(\Delta\) is given by Equation (60), with \(a, b, c\) equal to 1, \(r_p\), and \(b_p\), ordered from highest to lowest, and for the moon we have
\[
\kappa_m = \text{Atan2}(\Delta, (r_m - 1)(r_m + 1) + b_m^2),
\]
\[
\kappa_m^* = \text{Atan2}(\Delta, (1 - r_m)(1 + r_m) + b_m^2),
\] (65)

where \(\Delta\) is again given by (60) but with \(a, b, c\) equal to 1, \(r_m\), and \(b_m\), ordered from highest to lowest. The geometry of the intersection between star and transiting body is shown in Figure 7.

For the derivatives we have
\[
\begin{align*}
\frac{\partial \kappa_p}{\partial r_p} &= \frac{(b_p + r_p)(b_p - r_p) - 1}{r_p \Delta}, \\
\frac{\partial \kappa_p}{\partial r_m} &= \frac{\partial \kappa_p}{\partial b_{pm}} = \frac{\partial \kappa_p}{\partial \theta} = 0, \\
\frac{\partial \kappa_p}{\partial b_p} &= \frac{(r_p + b_p)(r_p - b_p) - 1}{b_p \Delta},
\end{align*}
\] (66)
Figure 7. Geometry of the overlap between the star and a transiting planet or moon showing the angles $\kappa$ and $\kappa^*$ defined in Equations (64) and (65). Here the filled yellow circle represents the star and the smaller unfilled circle represents either the planet or the moon. In the text $\kappa$ and $\kappa^*$ are subscripted with $m$ or $p$ for the moon and planet, respectively.

\[
\begin{align*}
\frac{\partial \kappa^*_p}{\partial r_p} &= \frac{2 \kappa_p}{\Delta}, \\
\frac{\partial \kappa^*_b}{\partial r_p} &= \frac{\partial \kappa^*_p}{\partial \kappa^*_b} = \frac{1}{b_p} = 0, \\
\frac{\partial \kappa^*_p}{\partial b_{pm}} &= \frac{1}{b_p} \Delta, \\
\frac{\partial \kappa^*_b}{\partial b_{pm}} &= \frac{1}{b_p} \Delta - \frac{1}{b_p} (b_p - b_p \cos \theta), \\
\frac{\partial \kappa^*_p}{\partial \theta} &= \frac{r_p}{b_p \cos \phi}, \\
\frac{\partial \kappa^*_b}{\partial \theta} &= \frac{b_p \cos \theta}{b_p}, \quad (67)
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial \kappa^*_p}{\partial r_p} &= \frac{2 \kappa_p}{\Delta}, \\
\frac{\partial \kappa^*_b}{\partial r_p} &= \frac{\partial \kappa^*_p}{\partial \kappa^*_b} = \frac{1}{b_p} = 0, \\
\frac{\partial \kappa^*_p}{\partial b_{pm}} &= \frac{1}{b_p} \Delta, \\
\frac{\partial \kappa^*_b}{\partial b_{pm}} &= \frac{1}{b_p} \Delta - \frac{1}{b_p} (b_p - b_p \cos \theta), \\
\frac{\partial \kappa^*_p}{\partial \theta} &= \frac{r_p}{b_p \cos \phi}, \\
\frac{\partial \kappa^*_b}{\partial \theta} &= \frac{b_p \cos \theta}{b_p}, \quad (68)
\end{align*}
\]

5. Finding the Integration Limits

5.1. No Planet–Moon Overlap

When $b_{pm} > b_p + b_m$ the planet and moon do not overlap each other. In this case we integrate counterclockwise around the region of overlap between the transiting body and the star, and then to subtract this from the total flux of the star. For each body we determine whether or not it is entirely outside the perimeter of the star ($b > 1 + r$), overlapping the limb of the star ($1 - r < b < 1 + r$), or completely overlapping the star ($b < 1 - r$). In the first case the flux from the star is unobsured. In the second case we integrate from $\kappa$ to $-\kappa$ along the boundary of the transiting body, where $\kappa$ is defined in Equation (65) for the moon and Equation (64) for the planet. To this we add the integral along the limb of the star from $\kappa^* - \pi$ to $\pi - \kappa^*$, where $\kappa^*$ is defined alongside $\kappa$ in Equations (65) and (64). For each body we can write an expression for the obscured flux:

\[
F_{\text{obsured}} = \sum_{n=0}^{N} u_n[G_n(\kappa, r, b) + G_n(-\kappa, r, b) + G_n(\kappa^*-\pi, 1, 0) + G_n(\pi - \kappa^*, 1, 0)] = 2\sum_{n=0}^{2} u_n[G_n(\pi - \kappa^*, 1, 0) - G_n(\kappa, r, b)],
\]

where we have used the property that $G_n(\phi, r, b) = G_n(\phi, r, b)$ to simplify the expression. The expression for the flux received from the star can now be given as

\[
F = F_0 - F_{\text{obsured}},
\]

where $F_0$ is the unobsured stellar flux and is given by Equation (77). This solution for nonoverlapping bodies is equivalent to the solution given in Agol et al. (2020).

5.2. Planet–Moon Overlap

When the planet and moon overlap each other there are a number of possible geometries that can occur, each of which require us to compute integrals along a different set of arcs. Figure 4 is a flowchart demonstrating how we identify the correct geometry given the radii $r_p$ and $r_m$ radial distances $b_p$ and $b_m$, and the planet–moon distance $b_{pm}$. The outcomes in the flowchart, represented by the white boxes, indicate the corresponding system configuration shown in Figure 1. Table 1 gives the formula for the flux in each configuration. In Figure 4 and Table 1 the quantities $\delta_1$ and $\delta_2$ represent the distance from the center of the star to each of the planet–moon intersections. These are given by

\[
\begin{align*}
\delta_1^2 &= r^2 + b_m^2 - 2r_m b_m \cos \phi_m^+, \\
\delta_2^2 &= r^2 + b_m^2 - 2r_m b_m \cos \phi_m^-,
\end{align*}
\]

where the angles $\phi_m^\pm$ are defined in Equation (58). The angle $\theta_{pm}$, is the angle between the line connecting the center of the star to the planet, and the line connecting the center of the star to the moon. It is computed as

\[
\theta_{pm} = \text{Atan2}(\Delta, (b_m - b_{pm})(b_m + b_{pm}) + b_p^2),
\]

where $\Delta$ is computed from Equation (60) with $a$, $b$, and $c$ equal to $b_p$, $b_m$, and $b_{pm}$ ordered from highest to lowest. The
derivatives of this angle are
\[
\frac{\partial \theta_{pm}}{\partial b_p} = -\frac{b_{pm} \sin \theta}{b_m^2},
\]
(74)
\[
\frac{\partial \theta_{pm}}{\partial b_{pm}} = \frac{b_{pm} \cos \theta - b_{pm} \sin \theta}{b_m^2},
\]
(75)
\[
\frac{\partial \theta_{pm}}{\partial \theta} = \frac{b_p \sin \theta}{b_m^2}.
\]
(76)
The factor of $b_m^2$ in the denominator of these expressions may cause concern when $b_m$ approaches zero. This singularity occurs because the angle $\theta_{pm}$ changes by $\pi/2$ instantaneously when the moon crosses the center of the star. We have no reason to expect any of the derivatives of the flux to have a discontinuity here, however, which points to the fact that this singularity must not exist in the derivatives of the flux itself, but is rather an artifact of our specific formulation. In Appendix A we demonstrate that in the limit $b_m \to 0$ two factors of $b_m$ arise in the numerator of the $\phi$-derivatives of the flux, which cancel out with the factors of $b_m$ in the denominator such that the limit of the derivative as $b_m \to 0$ is well defined.

3.3. Normalization

In most cases we are interested in computing the normalized light curve where the unobscured flux is set to 1 and the light curve is interpreted as a measure of the fraction of the total stellar flux observed as a function of time. Equation (71) and the entries in Table 1 include $F_0$, which we define as the unnormalized stellar flux. To find the normalized light curve we simply divide out $F_0$, which can be found by integrating the primitive integrals along the boundary of the star from $-\pi$ to $\pi$. This integral evaluates to
\[
F_0 = u_0 \pi + u_1 \frac{2\pi}{3} + u_2 \frac{\pi}{2}
\]
(77)
for both the quadratic and polynomial limb-darkening laws.

6. Implementation Details

6.1. Keplerian Dynamics

We implement two separate dynamics models which apply to different physical systems in which mutual transits might be observed. The first is a hierarchical model in which a primary body is orbited by a secondary body, which together orbit the central mass. This model is applicable to exomoons, binary planets, and hierarchical triple-star systems. The second is a confocal model in which two bodies independently orbit a central mass, which is applicable to multiplanet systems in which multiple planets transit the host star. We describe each of these models in detail below. For both models we solve Kepler’s equation using the solver from Foreman-Mackey et al. (2021), which is itself based on the Kepler solver described in Raposo-Pulido & Peláez (2017). We propagate derivatives of the mean and eccentric anomalies with respect to each of the input parameters through the formula for the Cartesian coordinates of each body using the chain rule. For both types of system our dynamics module outputs $b_p$, $b_{pm}$, $\theta$, and the derivatives of each with respect to all input parameters. These coordinates are then used as input to the photometry module. The derivatives of the flux with respect to each of the input parameters are then given by the chain rule as
\[
\frac{dF}{dq_i} = \frac{\partial F}{\partial b_p} \frac{db_p}{dq_i} + \frac{\partial F}{\partial b_{pm}} \frac{db_{pm}}{dq_i} + \frac{\partial F}{\partial \theta} \frac{d\theta}{dq_i},
\]
(78)
where $q_i$ is the $i$th input parameter to the Kepler module.

6.1.1. Hierarchical Systems

For hierarchical systems we adopt a simplified model of the dynamics in which we assume the system consists only of the star, planet, and moon. We further assume no interaction between the moon and the star. This simplifies the computation significantly because it allows us to model two Keplerian systems, one consisting of the star and the planet/moon combined mass and the other consisting of the planet and moon separately, rather than requiring us to simulate the three-body dynamics of the system.

The approximation of the system as a hierarchy of two-body Keplerian systems is valid in the case that the moon orbits well within the planet’s Hill sphere. Because a moon orbiting too close to the outer edge of the Hill sphere is unstable over long timescales we would expect that any exomoon we observe would meet this criterion. Our approximation excludes non-Keplerian forces that occur in three-body systems, so care should be taken in cases where the precession rate is expected to be high relative to the duration of observations. The nodal precession period due to three-body moon–planet–star interactions is given by Martin et al. (2019) as
\[
P_{\text{precess}} = \frac{4 M_p + M_* P_p^3}{3 M_* P_m \cos i_m} \frac{1}{P_p}.
\]
(79)
If we assume that the mass of the planet is negligible compared to that of the star, then we can use the following criterion to determine when precession is not expected to impact our ability to model the system:
\[
\frac{P_{\text{precess}}}{P_p} \approx \frac{4 P_p}{3 P_m \cos i_m} \gg 1.
\]
(80)
When this criterion is not met we may observe nodal precession on the timescale of the planetary period, causing the parameters of the moon’s orbit to change from transit to transit and thus invalidating our dynamical model. In this case the user may wish to provide a dynamics module of their own which takes into account three-body interactions.

6.1.2. Confocal Systems

For confocal systems we assume no interactions between the two bodies and solve Kepler’s equation for each body separately. For the first body we set the longitude of the ascending node, $\Omega$, equal to 180 degrees following Winn (2010). For the second body we allow $\Omega$ to vary since this gives us the mutual inclination between the two orbits.

Because we assume no interaction our code is not able to model transit timing variations. However, since our primary purpose is to model mutual transits and the timing variation due to the other body is small when the bodies transit simultaneously, this should not be a problem in most cases. One scenario in which this might present an issue is when other planets are present in the system and contribute to transit timing variability.
6.2. Photometric Model

Given the positions of each of the two occulting bodies at a point in time we use the decision tree in Figure 4 to identify the appropriate geometric case. This determines the formula for the flux integral, which can be looked up in Table 1.

The linear and polynomial terms of the flux integral include incomplete elliptic integrals. Instead of computing these integrals directly, which can result in numerical instabilities for some values of the inputs, we compute them in terms of the Bulirsch elliptic integrals \( el1, el2, \) and \( el3, \) which are related to the standard elliptic integrals \( F, E, \) and \( \Pi \) as follows:

\[
\begin{align*}
F(\phi, k) &= el1(x, k_c), \\
E(\phi, k) &= el2(x, k_c, 1, k_c^2), \\
\Pi(\phi, n, k) &= el3(x, k_c, p),
\end{align*}
\]  

(81)

where \( x = \arctan \phi, \quad k_c = \sqrt{1 - k^2}, \) and \( p = n + 1 \) (Bulirsch 1965, 1969a). When derivatives are not required we use the following relationship to compute a linear combination of \( F(\phi, k) \) and \( E(\phi, k) \) with only one evaluation of \( el2 \) (Bulirsch 1969b):

\[
\alpha E(\phi, k) + \beta F(\phi, k) = el2(x, k_c, \alpha + \beta, \beta + \alpha k_c^2).
\]  

(82)

When computing the derivatives of the model all three of the incomplete elliptic integrals are required in different linear combinations. This requires us to compute all three functions individually, but the integrals can be computed simultaneously for computational efficiency by using some components of the computation which are shared in common.

6.3. Exposure-time Integration

Telescope observations do not represent instantaneous snapshots of a system, but are instead integrated over the duration of the exposure. Failing to account for finite integration times can negatively affect our ability to measure the parameters of the system (Kipping 2010). To capture this effect, we include in our model an option to numerically integrate the light curve using either the trapezoidal rule or Simpson’s rule.

For the trapezoidal rule with arbitrary exposure times we upsample the light curve by a factor of 2 and compute the observed flux at a time \( t \) as

\[
F_{\text{obs}}(t) = \frac{1}{2} \left[ F\left(t - \frac{\Delta t}{2}\right) + F\left(t + \frac{\Delta t}{2}\right) \right].
\]  

(83)

where \( \Delta t \) is the exposure time. This computation comes at the cost of twice the number of evaluations of the flux. However, for the common case where the exposure time is equal to the time between observations the start times and end times for adjacent exposures are the same. In this case we need only compute \( N + 2 \) flux evaluations, where \( N \) is the number of input times and the 2 arises from the need to evaluate the flux at the beginning of the first integration and the end of the last integration. If derivatives are required these can be integrated in the same way as the flux. Because the trapezoidal rule computes the integral of a linear spline interpolation of the true light curve the result can be inaccurate at points where the derivative of the light curve with respect to time changes rapidly. This occurs at the contact points between the star and planet, star and moon, and planet and moon. A more accurate option is Simpson’s rule. For Simpson’s rule in the case of arbitrary exposure times we upsample the light curve by a factor of 3 and compute the observed flux as

\[
F_{\text{obs}}(t) = \frac{1}{6} \left[ F\left(t - \frac{\Delta t}{2}\right) + 4F(t) + F\left(t + \frac{\Delta t}{2}\right) \right].
\]  

(84)

This costs three times the number of flux evaluations as the unintegrated light curve, and 50% more than for the trapezoidal rule, but it will be much more accurate than the trapezoidal rule for long integration times. Figure 8 shows the effect of exposure-time integration for an exposure time of 0.03 days on a light curve identical to the light curve in Figure 2. The left panel of the figure shows the full light curve while the right panel zooms in on the point where the moon transits the planet to show the effect of the sharp transition in the flux on the integral produced by the two methods.

7. Speed

We have benchmarked gefera on an Intel Macbook Pro from early 2015 with a 3.1 GHz dual-core Intel Core i7 CPU. Because the number of integrals needed to compute the flux depends on the geometry of the planet and moon, the time to compute the model is dependent on the geometry of the transit. We have therefore benchmarked two models, a simple model and a complex model. The simple model simulates an event in which the planet and moon do not overlap each other at any point during the transit, whereas the complex model simulates a transit in which the moon and planet overlap while crossing the limb of the star. This is the most computationally expensive case, in which the full set of three incomplete elliptic integrals must be computed for as many as four separate arcs at some timesteps. In comparison, the simple model will only require two complete elliptic integrals to be computed for each timestep during which the moon and planet both overlap the star.

Figure 9 shows our benchmarks for a number of observations ranging from ten to one-million for both the simple (dashed lines) and complex (solid lines) models. In the left panel we compute our model without gradients, and in the right we compute the model with gradients. We also include benchmarks for the photodynam code (Pál 2012; Carter et al. 2011), which implements a similar method to our code but is written to be more general and can include any number of bodies (as opposed to gefera, which only allows for two bodies in addition to the star). While photodynam does not include gradients, we have plotted the benchmarks in both panels for the sake of comparison. We find that gefera is about 22 times faster than photodynam without computing gradients for the simple model, and 10 times faster for the complex model without gradients. When we include the gradient computation, gefera is about 15 times faster than photodynam for the simple model and 7 times faster for the complex model. These results hold for all runs with more than about 100–1000 timesteps. For very small numbers of timesteps photodynam performs similarly to, but still slightly slower than, gefera.

We benchmark gefera with and without the inclusion of the dynamics module. While the photodynam code does include dynamics, we have chosen to time only the photometry
module. This is because the dynamics module provided with photodynam is not well suited to reproducing the hierarchical Sun–planet–moon system that we implement in gefera, and, as a result, a comparison between the two would not be very informative. The benchmarks for photodynam should therefore be compared to the results for gefera without dynamics (the dark blue lines) rather than with dynamics. We were unable to include benchmarks for LUNA as we do not have access to the fully optimized LUNA code. Our implementation of the LUNA algorithm was written in order to test accuracy, not speed, and is likely not as efficient as the original implementation. Therefore it does not seem fair or useful to provide a comparison.

8. Comparison to LUNA

LUNA (Kipping 2011) is an algorithm for computing exoplanet/moon transits which applies the small-planet approximation (Mandel & Agol 2002) for the flux blocked by the area of the moon’s overlap with the star while using the full analytic transit solution for the area of the planet–star overlap. While the original implementation of LUNA has not been made publicly available, we have implemented our own version of the algorithm as published in Kipping (2011) for purposes of comparison.

As a test, we model the transit of an exoplanet and accompanying moon with parameters consistent with the parameters inferred for the exomoon candidate Kepler-1701b i as published in Kipping et al. (2022). We adopt the mean of the posterior distribution for the planet–star radius ratio, $0.0818$, and the moon–planet radius ratio, $0.263$. We find a maximum discrepancy of about 4 ppm between LUNA and our model, which demonstrates the applicability of the small-moon approximation for this case. The first panel of Figure 10 shows the LUNA and gefera light curves with the absolute error between the two models. In the second panel we increase the radii of the planet and moon to 0.2 and 0.15 $R_\ast$, respectively. Here the small-moon approximation begins to break down with the LUNA model differing by about 500 ppm from the gefera model. In the third panel we again increase the radii to 0.7 and 0.6 $R_\ast$, respectively. While these parameters are unlikely to occur for a realistic binary planet system, it serves to...
demonstrate the breakdown of the small-planet approximation for large bodies.

We conclude that LUNA is likely sufficiently accurate for the vast majority of realistic planet–moon systems, but the difference between the approximate light curve computed by LUNA and the exact light curve computed by gefera may become important for large moons or binary planet systems, or in the case that very-high-precision photometry is available.

Another outcome of the use of the small-moon approximation in LUNA is that a LUNA light curve does not have a continuous derivative with respect to the position or radius of the moon. The derivatives of the LUNA model diverge at the contact points between the moon and the inner edge of the stellar limb. To illustrate this we compute the derivatives of the LUNA and gefera models with respect to the period of the moon’s orbit using finite differences using the parameters from the central panel of Figure 10. The upper panel of Figure 11 shows the derivatives themselves while the lower panel shows the difference between the LUNA and gefera derivatives. The configuration of the system at the points of divergence are illustrated in Figure 12. The lack of continuous derivatives may create issues for gradient-based inference algorithms such as Hamiltonian MCMC and any other analysis that requires the use of model derivatives.

We are unable to benchmark the computational speed of LUNA since we do not have access to the fully optimized version of the code, but we note that gefera is fast enough to enable MCMC inference for most data sets on a laptop computer, so we argue that any reduction in computational speed between LUNA and gefera is likely justified by the increase in accuracy. Additionally, since gefera provides derivatives of the transit it can be used with Hamiltonian MCMC which, carried out with No U-Turn Sampling (NUTS), may be more efficient than standard MCMC.

One final note on LUNA: in the process of implementing the algorithm we identified an error in Equation (37) of Kipping (2011) that appears to have been carried over from an incorrect formula published in Fewell (2006) for the area of overlap between three circles in the case that the region of overlap includes more than half of the area of the smallest circle. In Appendix B we provide an explanation of the error and a corrected formula.

9. Applications

We envision our model being used to search for exomoons in observations from current and upcoming missions including JWST, TESS, and PLATO, as well as archival data from the Kepler and CoRoT missions. It also may be useful for analyzing simultaneous mutual transits of eclipsing binary stars and circumbinary planets or more complicated multistar systems (Carter et al. 2011). In the next section we briefly discuss the options for conducting Bayesian inference using our model. Because we provide derivatives of the planet–moon transit, our model may also be used to conduct an information analysis along the lines of Carter et al. (2008) or Price & Rogers (2014).

It is also our hope that providing a publicly available exomoon transit code will make it easier for the community to conduct independent analyses of exomoon candidates such as Kepler-1625b i (Teachey & Kipping 2018) and Kepler-1708b i (Kipping et al. 2022). These candidates raise the exciting possibility that exomoon detections lie within the grasp of existing data sets, but the lack of nonproprietary exomoon transit models has made it difficult for other groups to conduct their own searches or to follow-up on existing candidates.

9.1. Inference with gefera

The gefera codebase is provided as a pip-installable python package. It is written to have a simple python interface that allows the user to define the orbit of the moon–planet system about the star and the orbit of the moon about the planet using standard Keplerian orbital parameters. The user can then compute a light curve with or without derivatives. This interface is useful both for quickly computing and plotting sample light curves as well as for plugging into inference packages for MCMC or nested sampling. With access to the derivatives users may also make use of gradient-based inference algorithms such as Hamiltonian Monte Carlo with NUTS (Hoffman & Gelman 2014). In testing the code we found that the streamlined python interface used with emcee...
the inner edge of the stellar limb. itself, crossing the one percent threshold at the point where the moon contacts F

The orbital parameters are identical to those used in Figure 10 and the radii of the planet and moon are 0.2 \text{R}_* and 0.15 \text{R}_* respectively, matching the center panel of Figure 10. The error in the derivative is larger than for the light curve and 0.15 \text{R}_* during the transit resulting from the decrease in the obstructed area of the stellar disk during the planet–planet overlap. Unfortunately bumps may also result from starspot crossings, making the interpretation of such a feature ambiguous. Ultimately M14 concludes that a starspot crossing is the likely cause of this feature, basing their conclusion on several arguments. First, fitting the mutual transit event, M14 infers impact parameters for both planets near zero and a large mutual inclination of $-25^\circ$ between the two orbits. The impact parameters conflict with the values inferred from other transits of planets b and d which are close to 0.25 for both planets, despite agreeing with the Kepler team’s determination of $b = 0.03$ for planet b and $b = 0.061$ for planet d. These large-impact parameters reduce the likelihood of a mutual transit, while impact parameters close to zero increase the likelihood of the event. Second, large mutual inclination is a problem for the mutual transit interpretation, as such a configuration is a priori unlikely to have both planets transit and would further reduce the chance of planet–planet overlap during the simultaneous transit.

M14 models the mutual transit bump by computing the area of overlap between the two planets, then multiplying that by a factor related to the surface brightness of the star at the location of the overlap as specified by a quadratic limb-darkening law, and finally adding this flux back to the light curve (since it is double-subtracted when the planet–planet interaction is not accounted for). This is similar to the approach taken by Kipping (2011) based on the small-planet approximation of Mandel & Agol (2002), except that the approximation is applied only to the area of overlap rather than to the entirety of the smaller body.

We begin our own analysis by using the built-in methods from lightkurve (Lightkurve Collaboration et al. 2018) to detrend the short-cadence Pre-search Data Conditioning Simple Aperture Photometry Kepler flux using a Savitzky–Golay filter with a polynomial of order 2 and a window length of 1.65 hr. We mask the in-transit points prior to detrending. We then use the truncated Newtonian minimization routine provided by scipy (Virtanen et al. 2020) to minimize a two-planet transit model with respect to the Keplerian orbital parameters $\{a, t_0, e, P, \omega, i\}$ for each body, where $a$ is the semimajor amplitude, $t_0$ is

\begin{equation}
F_{\text{total}} = F_{\text{nonluminous}} + F_{\text{twobodies}},
\end{equation}

where $F_{\text{nonluminous}}$ refers to the gfefera model computed under the assumption that the two transiting bodies are nonluminous and $F_{\text{twobodies}}$ refers to the ordinary two-body transit between the second star and the frontmost star or planet.

9.3. Test Case: Kepler-51 b and d

As a test of our code we have conducted a short reanalysis of a possible mutual transit event involving Kepler-51 b and d, previously studied by Masuda (2014, hereafter M14). Mutual transit events are characterized by a “bump”, an increase in flux during the transit resulting from the decrease in the obstructed area of the stellar disk during the planet–planet overlap. Unfortunately bumps may also result from starspot crossings, making the interpretation of such a feature ambiguous. Ultimately M14 concludes that a starspot crossing is the likely cause of this feature, basing their conclusion on several arguments. First, fitting the mutual transit event, M14 infers impact parameters for both planets near zero and a large mutual inclination of $-25^\circ$ between the two orbits. The impact parameters conflict with the values inferred from other transits of planets b and d which are close to 0.25 for both planets, despite agreeing with the Kepler team’s determination of $b = 0.03$ for planet b and $b = 0.061$ for planet d. These large-impact parameters reduce the likelihood of a mutual transit, while impact parameters close to zero increase the likelihood of the event. Second, large mutual inclination is a problem for the mutual transit interpretation, as such a configuration is a priori unlikely to have both planets transit and would further reduce the chance of planet–planet overlap during the simultaneous transit.

M14 models the mutual transit bump by computing the area of overlap between the two planets, then multiplying that by a factor related to the surface brightness of the star at the location of the overlap as specified by a quadratic limb-darkening law, and finally adding this flux back to the light curve (since it is double-subtracted when the planet–planet interaction is not accounted for). This is similar to the approach taken by Kipping (2011) based on the small-planet approximation of Mandel & Agol (2002), except that the approximation is applied only to the area of overlap rather than to the entirety of the smaller body.

We begin our own analysis by using the built-in methods from lightkurve (Lightkurve Collaboration et al. 2018) to detrend the short-cadence Pre-search Data Conditioning Simple Aperture Photometry Kepler flux using a Savitzky–Golay filter with a polynomial of order 2 and a window length of 1.65 hr. We mask the in-transit points prior to detrending. We then use the truncated Newtonian minimization routine provided by scipy (Virtanen et al. 2020) to minimize a two-planet transit model with respect to the Keplerian orbital parameters $\{a, t_0, e, P, \omega, i\}$ for each body, where $a$ is the semimajor amplitude, $t_0$ is

\begin{equation}
F_{\text{total}} = F_{\text{nonluminous}} + F_{\text{twobodies}},
\end{equation}
the reference epoch, $e$ the eccentricity, $P$ the period, $\omega$ the longitude of periape, and $i$ the inclination. In addition to these we include $\Omega$, which is the mutual inclination between the two orbits, as well as the radii of both bodies and the two quadratic limb-darkening parameters ($c_1$ and $c_2$ in Equation (1)). The truncated Newtonian minimization routine accepts the derivatives of the likelihood with respect to the parameters, which we find speeds up the minimization routine by a factor of 10 or more. The best-fit model is shown in Figure 13. These snapshots can be compared to Figure 3 in M14, with the caveat that our snapshots are rotated counterclockwise through an angle $\Omega$ relative to the figure in M14. This rotation does not affect the appearance of the light curve.

We also demonstrate the use of our model to estimate the posterior distribution for the model given the Kepler observations with MCMC. We use emcee (Foreman-Mackey et al. 2019) to run 1000 walkers for 44,000 steps. Figure 14 shows a random selection of 100 light curves sampled from the posterior distribution of the model given the flux (here shown as blue points). Figure 15 shows the posterior distribution for the mutual inclination marginalized over all other parameters (right) alongside the joint distribution of the impact parameters for each planet, and Figure 16 shows a snapshot of the best-fit transit from Figure 13, which is also consistent with the posterior distribution in Figure 15. Our results are consistent with M14. In particular we infer a mutual inclination of $-33.0^{+21.5}_{-29.3}$ deg compared to the M14 value of $-25.3^{+6.2}_{-6.8}$ deg. Because M14 do not describe the details of their MCMC algorithm it is difficult to explain the discrepancy between our relatively large error bars and their small error bars. In particular, M14 does not discuss what priors (if any) were used in their analysis. It should be noted, however, that in contrast to M14 our posterior admits models with low (though not zero) mutual inclination.

Like M14 we find a low likelihood for the large-impact parameters inferred from the phase-folded light curves of planets b and d. Figure 15 shows the joint posterior distribution for the impact parameters with the line $b_{K51b} = b_{K51d}$ and the values determined by the Kepler team. Since 2014, the Kepler-51 system has been observed by the Hubble Space Telescope, which has yielded additional estimates of the impact parameters for Kepler-51 b and d (Libby-Roberts et al. 2020). We include these values in the figure as well, and note that these measurements are consistent with the impact parameters found by M14 and that the mean estimates of the impact parameters place both models in the low-probability region of the posterior. Figure 15 can be compared to Figure 4 in M14. The multiple modes seen in Figure 15 present an issue for the default emcee sampler that we used for this analysis as the chains have a low probability of crossing the low-likelihood valleys. As a result the chains tend to get stuck in the local high-probability regions and do not fully mix between the modes. Given this, caution should be taken when interpreting our posteriors. In particular the apparent relative densities of each mode should not be taken to indicate a preference for one mode over another. We might partially rectify this limitation of our analysis by using Umbrella Sampling (Torrie & Valleau 1977; Gilbert 2022) to efficiently sample the low-likelihood regions between modes, or by employing an adaptive MCMC method designed for multimodal likelihoods such as the Jumping Adaptive Multimodal Sampler (Pompe et al. 2018). Such an analysis is beyond the scope of this paper but may be the subject of future work.

10. Conclusions

We have presented a solution for the flux during a mutual transit event in which two bodies overlap during their simultaneous transit of a star. It is mathematically equivalent to the solution given by Pál (2012) but is parameterized differently and includes derivatives with respect to the positions and radii of both bodies. While Pál (2012) gives a general method for computing the flux blocked by $N$ overlapping bodies, our solution only applies for exactly two bodies. As a result we are able to give an explicit analytic solution for each of 16 different possible geometric cases.

We couple our solution to a dynamical model to build a full photodynamical model in a code which we call gefera. We give the user an option to model either a hierarchical system, such as an exomoon/exoplanet system or hierarchical triple-star system, or a confocal system, such as two exoplanets orbiting the same star. We compare the speed of our implementation to photodynam and find that it performs several times faster even with the inclusion of the derivative computation. We also discuss the differences between our photodynamical model and LUNA, but because LUNA computes only an approximate solution and has not been made publicly available, a direct comparison is difficult to make.
Figure 15. Posterior plots for the impact parameter of each planet vs. the mutual inclination. Left: joint posterior distribution for the impact parameters of planets b and d with darker colors indicating higher probability. The distribution is multimodal, which presents a difficulty for MCMC methods. Dashed lines represent the line along which the impact parameters for both planets are equal, and the error bars represent the impact parameters found by the Kepler team and for each of the visits (V1 and V2) with the Hubble Space Telescope from Libby-Roberts et al. (2020). This figure can be compared to Figure 4 in Masuda (2014). We have made no attempt to account for the possible failure of the MCMC chains to fully explore all of the modes. Therefore the apparent densities of each mode relative to the others should not be interpreted as a preference for one mode over another. We merely intend to show that multiple modes exist and to demonstrate the use of our model with an MCMC analysis and thus the relative heights of the modes in this plot may not represent the actual relative probabilities of true transit parameters having been drawn from each mode.

Figure 16. A series of snapshots showing a transit with the best-fit parameters from Figure 13.

As a demonstration of our method we conduct a brief reanalysis of a simultaneous transit of Kepler-51 b and d, which was originally studied by Masuda (2014). We come to the conclusion that Masuda (2014) is correct in assessing that an overlapping planet–planet transit is an unlikely explanation of the data; we further agree with their conclusion that an overlapping transit explanation is inconsistent with the measured impact parameters of the two planets.

The code gefera is made publicly available as a pip-installable python package. It is our hope that the release of this package will lower barriers to conducting exomoon searches, carrying out independent analyses of putative exomoon transits and planet–planet mutual transits, and modeling transiting triple-star or circumbinary systems.
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Appendix A

Derivative of the Flux with Respect to φ in the Limit of Small Center-of-star–Moon Separations

To see how the two factors of $b_m$ cancel out to resolve the apparent singularity in the limit $b_m \rightarrow 0$, let us begin by identifying the factors of $b_m$ that appear in the series expansion of the numerator. The first of these comes from the factor of $\sin \theta$ in the numerator of Equations (74) and (76), for which the first term of the Taylor series expansion is $b_m/b_p$. For Equation (75) we first note that in the limit $b_m \rightarrow 0$ we have $b_{pm} \rightarrow b_p$, which allows us to factor out $b_p$ from the term $b_p \cos \theta - b_{pm}$ leaving a factor of $\cos \theta - 1$ in the numerator.

The first term of the series expansion for $\cos \theta - 1$ is $b_p^2/(2b_p^2)$, which fully cancels out the factors of $b_m$ in the denominator.
While this takes care of the singularity in Equation (75), we still need to find another factor of \( b_m \) in the numerator of Equations (74) and (76). To see where this second factor comes from we look to the Taylor series expansion of the \( \phi \)-derivatives of each of the primitive integrals (Equations (19), (24), (40), and (48)). Because each integral is evaluated from 0 to \( \phi \) taking the derivative with respect to \( \phi \) is simple: by the fundamental theorem of calculus we recover the integrand itself evaluated at \( \phi' = \phi \). The first term in the Taylor series expansion for small \( b \) can be found by setting \( b = 0 \). We immediately note that for each of these integrands setting \( b = 0 \) eliminates all factors of \( \phi \) and trigonometric functions thereof from the expressions. In other words, we can define

\[
H_{m,n}(r) = \lim_{b_m \to 0} \frac{\partial G_n(\phi, r_m, b_m)}{\partial \phi}
\]  

(A1)

to be the constant term of the Taylor series where \( H_{m,n} \) is a function only of \( r \). The integral along an arc of the moon intersected by the planet is computed from two evaluations of the primitive integrals as

\[
\sum_{n=0}^{N} u_n[G_n(\phi_m^+, r_m, b_m) - G_n(\phi_m^-, r_m, b_m)].
\]  

(A2)

This term appears in cases E, F, H, and K of Table 1, which represent all the cases that can arise when \( b_m = 0 \). Using the definition from Equation (A1) we can write the first term of the Taylor expansion for the derivative of this expression with respect to \( \phi \) as

\[
\sum_{n=0}^{N} u_n[H_{m,n}(r_m) - H_{m,n}(r_m)] = 0.
\]  

(A3)

We now see that the constant terms cancel out when the integral is evaluated along any arc of the moon in the limit that \( b_m \to 0 \). All remaining terms of the Taylor expansion have at least one factor of \( b_m \) in their numerators, which is sufficient to cancel the factor of \( b_m \) in the denominator of Equations (74) through (76) when the chain rule is applied.

We can apply this same reasoning to the arc of the planet. In this case the only variable in the primitive integrals which depends on \( b_m \) is the integration limit, \( \phi \), since the \( b \) in the integrands refers to \( b_p \). In this case taking the limit as \( b_m \to 0 \) is equivalent to taking the simultaneous limit as \( \theta \to 0 \) and \( b_{pm} \to b_p \). As we did for arcs along the moon, we define

\[
H_{p,n}(\phi, r_p, b_p) = \lim_{\theta \to 0, b_{pm} \to b_p} \frac{\partial G_n(\phi, r_p, b_p)}{\partial \phi}.
\]  

(A4)

Note that this expression is a function of \( \phi \), unlike the corresponding limit for arcs along the moon in Equation (A1). When \( \theta \to 0 \) the integration limits along the arc become \( \phi = \pm \phi_p \) (see Equation (57)). We again consider cases E, F, H, and K as the relevant cases for \( b_m = 0 \). Each of these cases includes a term:

\[
\sum_{n=0}^{N} u_n[G_n(\phi_p^+, r_p, b_p) + G_n(\phi_p^-, r_p, b_p)].
\]  

(A5)

In some cases the expressions in Table 1 must be rearranged to reveal this term, but it does arise in each case. Taking the limit of the \( \phi \)-derivative of this term and using the definition of \( H_{p,n} \) from (A4) we have

\[
\begin{align*}
\sum_{n=0}^{N} & u_n[H_{n,p}(\phi_p, r_p, b_p) + H_{n,p}(\phi_p, r_p, b_p)] \\
&= \sum_{n=0}^{N} u_n[-H_{n,p}(\phi_p, r_p, b_p) + H_{n,p}(\phi_p, r_p, b_p)] \\
&= 0,
\end{align*}
\]  

(A6)

where we have used the fact that the derivative of an even function (such as \( G_n \) which is even with respect to \( \phi \)) is an odd function to make the substitution \( H_{n,p}(\phi_p, r_p, b_p) = -H_{n,p}(\phi_p, r_p, b_p) \). Again we see that the constant terms of the expansion are eliminated when the integral is taken along a complete arc, and the remaining terms contain at least one factor of \( b_m \) to cancel the factor of \( b_m \) in the denominator of Equations (74) through (76).

None of the remaining terms in cases E, F, H, or K depend on \( \theta_m \), and therefore are not subject to the singularity in the derivatives of \( \theta_m \). Therefore we do not need to account for factors of \( b_m \) in any of these terms.

Unfortunately some numerical error is introduced into the calculation by these subtractions and cancellations. In our testing we have found that this error is limited to the region in which \( b_m \) is less than \( 10^{-6} \) stellar radii and is generally smaller than \( 10^{-5} \). It occurs only in the derivatives of parameters that control the position of the moon.

Appendix B

Correction to Equations (37) in Kipping (2011) and (16) in Fewell (2006)

This is a correction to the formula for the area of overlap of three circles when the chord connecting the intersections of the smallest circle with each of the larger circles spans more than half of the smallest circle. This configuration is shown in Figure 17, where the three circles are labeled 1 through 3, with circles 1 and 2 having the same radius and circle 3 having a smaller radius. The intersections demarcating the area of overlap are labeled I_{12}, I_{13}, and I_{23}, with the subscript indicating the pair of circles that are intersecting. In Figure 17 the region to the left of the vertical dashed line contains more than half of circle 3 (i.e., Equation (34) in Kipping (2011) is not true).

Fewell (2006); and therefore Kipping 2011, as well gives the area of the full region as

\[
A_{\text{fewell}} = \frac{\Delta}{4} + \sum_{i=1}^{3} r_i^2 \arcsin\left(\frac{c_1}{2r_i}\right) - \frac{c_1}{4} \sqrt{4r_i^2 - c_1^2} - \frac{c_2}{4} \sqrt{4r_i^2 - c_2^2} + \frac{c_1}{4} \sqrt{4r_i^2 - c_3^2},
\]  

(B1)

where \( \Delta \) is given by

\[
\Delta = \sqrt{(c_1 + c_2 + c_3)(c_1 + c_2 - c_3)(c_1 - c_2 + c_3)(c_2 + c_3 - c_1)}
\]  

(B2)

and \( \Delta / 4 \) is Heron’s formula for the area of a triangle with side lengths \( c_1, c_2, \) and \( c_3 \).

The above formula is incorrect. The correct expression can be arrived at by breaking down the region of overlap into three subregions and considering the area of each separately. Figure 18 highlights each of these regions. The first region, labeled A in Figure 18, is formed by the two minor segments of circles 1 and 2 formed by the chords connecting I_{12} to I_{23}, and
The general formula for the area of a minor segment is
\[ A = r^2 \sin \theta \left( \frac{\theta - \sin \theta}{2} \right), \]
where \( \theta \) is the angular length of the chord, which in this case yields the formula
\[ A = \sum_{i=1}^{2} r_i^2 \sin \frac{c_i}{2r_i} - \frac{c_i}{4} \sqrt{4r_i^2 - c_i^2}. \]  \tag{B3}

where \( r_i \) is the radius of circle \( i \) and \( c_i \) is the length of the chord segmenting circle \( i \). This formula agrees with Fewell (2006), as does the formula for the area of the next region, region B in Figure 18, which is the triangle formed by connecting the three points of intersection between the three circles. The area of this triangle is given by Heron’s formula:
\[ B = \Delta, \]  \tag{B4}
where \( \Delta \) is defined as in Equation (B1).

The disagreement between our formula and Fewell (2006) arises for the third subregion, labeled region C in 18, which is the remainder of the area of circle 3 after the minor segment formed by the chord connecting the intersections with circles 1
and 2 is subtracted. This can be expressed as
\[
C = \pi r_3^2 - (r_2^2 \arcsin \frac{c_3}{2r_3} - \frac{c_3}{4} \sqrt{4r_3^2 - c_3^2}) \\
= r_2^2 \left( \pi - \arcsin \frac{c_3}{2r_3} \right) + \frac{c_3}{4} \sqrt{4r_3^2 - c_3^2}.
\]

This differs from Fewell (2006) and Kipping (2011) in the inclusion of the \(\pi r_2^2\) term as well as in the sign of the arcsin term. The corrected total area is then
\[
A_{\text{total}} = \frac{\Delta}{4} + \sum_{i=1}^{2} \left( r_i^2 \arcsin \frac{c_i}{2r_i} - \frac{c_i}{4} \sqrt{4r_i^2 - c_i^2} \right) \\
+ r_3^2 \left( \pi - \arcsin \frac{c_3}{2r_3} \right) + \frac{c_3}{4} \sqrt{4r_3^2 - c_3^2}.
\]
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