Erasing odd-parity states in semiconductor quantum dots coupled to superconductors
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Quantum dots are gate-defined within InSb nanowires, in proximity to NbTiN superconducting contacts. As the coupling between the dot and the superconductor is increased, the odd-parity occupation regions in transport become nondiscernible (erased) both above and below the induced superconducting gap. Above the gap, conductance in the odd Coulomb-blockade valleys increases until the valleys are lifted. Below the gap, Andreev bound states undergo quantum phase transitions to Kondo-screened singlet ground states at odd occupancy. We investigate to what degree the apparent erasure of odd-parity regimes coincides at low and high biases. We complement experiments with numerical renormalization group simulations. We interpret the results in terms of a comparison between Kondo screening and superconductivity. In the erased odd-parity regime, the quantum dot exhibits transport features similar to a finite-size Majorana nanowire, drawing parallels between even-odd dot occupations and even-odd one-dimensional subband occupations.

The prospect of topological quantum computing has motivated recent studies of charge parity, which is an observable that can distinguish the states of a Majorana quantum bit [1]. Experiments have demonstrated that electrons can be added to small superconducting islands either in pairs or one at a time, depending on the interplay of energy scales of the system [2–5]. Quantum jumps of parity have been observed in superconducting circuits [6,7]. In quantum dots coupled to superconductors, a quantum phase transition (QPT) between odd- and even-parity ground states has been investigated theoretically [8–14] and experimentally [15–27].

In this paper, we study the transition from the closed to the open regime (i.e., weak hybridization to strong hybridization regime) in a quantum dot defined in a semiconductor nanowire with superconducting contacts. We demonstrate how the transport signatures of odd-parity-dot-states are erased in the open dot regime. At source-drain biases that exceed the induced superconducting gap, we observe a transition from well-defined Coulomb diamonds to a conductance modulation pattern in which odd-occupancy Coulomb-blockade valleys rise in conductance faster than even valleys do. At low biases below the gap, we concurrently observe Andreev bound states (ABSs) that cross zero energy at every change in ground state parity from even to odd, while in the open regime the ABSs do not cross zero bias. This is a manifestation of the above-mentioned QPT. The experimental observations pose a question: Are phenomena observed at low and at high biases related or simply coincident?

In an attempt to answer this question, we make use of the numerical renormalization group (NRG) to perform theoretical simulations of the Anderson impurity model in a wide range of parameters beyond those accessible in the experiment. Our intuition is that Kondo physics is relevant as it can affect transport both at zero and at finite bias voltages. We find that if the high-bias range is defined to be of the order of the gap $\Delta$ (i.e., a few times $\Delta$), the ABS QPT at low bias indeed coincides with the lifting of the odd Coulomb valleys at high bias. If the high-bias range is defined to be of the order of Coulomb energy (i.e., a significant fraction of the electron-electron repulsion parameter $U$), the correspondence is less clear-cut, because the relevant scale smoothly evolves from the Kondo temperature to the bare hybridization strength $\Gamma$ as the bias voltage is increased. Nevertheless, the crossover points remain close by for experimentally relevant parameter sets.

In the same system, we furthermore find similarities between the evolution of ABS and the emergence of Majorana bound states (MBSs). Specifically, the phase diagram of the ABS QPT in gate voltage and magnetic field is reminiscent of the phase diagram predicted for the topological superconducting phase, if even-odd dot occupations are replaced with even-odd subband occupations. This highlights the persistent need to identify truly unique signatures of MBSs and to deeper study the related regime of trivial ABSs.

InSb nanowires are grown using metalorganic vapor phase epitaxy and transferred onto metallic gate patterns which are lines with 60–80 nm center-to-center pitch. The gates are covered by 10 nm of HfO$_2$ dielectric. NbTiN superconducting contacts are fabricated on top of the nanowire. The device in Fig. 1(a) is highly tunable: Previous reports on the same
device demonstrated that it can be used to set up a quantum dot near the left or the right superconductor, as well as a double dot [28,29]. Here a single quantum dot is defined using gates t, p, s near the right superconductor. The left barrier is primarily controlled by gate t which is fixed near pinch-off, $V_T = -555 \text{ mV}$, so tunneling to the left is much weaker than tunneling to the right. The barrier controlled by the voltage $V_p$ on gate s tunes $\Gamma$, the coupling to the right superconductor [Fig. 1(b)]. The voltage on gate p, $V_p$ primarily controls the dot chemical potential $\mu$ or the number of electrons $n$. The minimal two-terminal resistance of the device is 4 kΩ. Measurements are performed in a dilution refrigerator with a base temperature of 40 mK.

The key experimental observations of the paper are presented in Figs. 2 and 3. For $V_S < 100 \text{ mV}$, the quantum dot is in the Coulomb blockade regime. We observe a sequence of Coulomb peaks by tuning $V_p$; we label these peaks 1 through 6 in Figs. 2(a) and 2(b). For $V_S > 100 \text{ mV}$ and with increasing $V_S$, Coulomb peaks are continuously merging pairwise into broad resonances labeled I, II, III in Figs. 2(a) and 2(c). Figure 2(a) is obtained under a source drain bias voltage $V_{\text{bias}} = 1 \text{ mV}$ which is somewhat above the apparent induced gap, but below the bulk gap of NbTiN. The current in every other Coulomb valley increases with higher $V_S$, i.e., the odd valleys are being lifted.

The effect of transitioning from $1e$ to $2e$ conductance pattern in nonsuperconducting open quantum dots, or in dots coupled to gapless (soft gap) superconductors, can be qualitatively understood in terms of Kondo physics (for $U/\Gamma > \pi$) or in terms of charge-quantization loss (for $U/\Gamma < \pi$); the evolution between these two regimes is a smooth crossover. The erasure is thus in principle a two-step process but the second step is not necessarily clearly discernible. Starting from the deep Coulomb-blockade regime with $U/\Gamma \gg \pi$ and negligible Kondo temperature, $T_K \ll T$, $V_{\text{bias}}$, by making the barrier more transparent with increasing hybridization strength $\Gamma$, the Kondo temperature $T_K$ increases and eventually exceeds the scale of $T$ and $V_{\text{bias}}$. When this happens, the conductance in odd-occupancy Coulomb-blockade valleys increases and gives rise to Kondo plateaux. The quantum dot occupancy is still quantized in this regime. As $\Gamma$ increases further, the local moment is lost at $U/\Gamma \sim \pi$ and the occupancy in the dot no longer varies in steps of 1, hence the Kondo plateaux are replaced by trivial conductance peaks with width dictated by $\Gamma$ [30].

At lower biases, a set of horizontal resonances near $V_{\text{bias}} = 0.4 \text{ mV}$ is observed [Figs. 2(b) and 2(c)]. In Fig. 2(b), the horizontal resonances appear to coexist with Coulomb resonances 1–6. Such resonances have been reported in quantum dots with superconducting contacts and are either related to cotunneling enhanced by high density of states at the gap edge [18] or related to ABSs in the dot. In Fig. 2(c), at higher $V_p$, when the coupling to the right superconductor is increased, the horizontal resonances are still present, but the Coulomb peaks are absent. Instead, the zero-bias conductance exhibits a local minimum throughout the range of $V_p$. At high bias, Coulomb diamonds are replaced with three broader resonances I, II, III.

The detailed evolution of low-bias superconductivity-related resonances as a function of $V_S$ is shown in Figs. 3(a)–3(f), which is focusing on the region labeled III in Fig. 2. For low $V_S$ [Figs. 3(a)–3(b)], the resonances form a loop around zero bias. The loop shrinks with increasing $V_S$ until the two zero-bias crossings merge around $V_S = 100 \text{ mV}$ [Fig. 3(c)]. For higher $V_S$, the horizontal resonances at positive and negative biases exhibit an anticrossing, its level repulsion growing with more positive $V_S$ [Figs. 3(d)–3(f)]. The Supplemental Material contains comprehensive data on the evolution from the closed to open dot regime over wider ranges of $V_{\text{bias}}$ and $V_p$ [31].

This transition from looplike to anticrossinglike resonances has been previously studied as a manifestation of the
singlet-doubled QPT at odd quantum dot occupancy [27,32–34]. The doublet state corresponds to a ground state which is a product state of a free (unscreened) local moment on the quantum dot and a Bardeen-Cooper-Schrieffer (BCS) state in the superconductor, while the singlet state is a precursor state to the Kondo singlet state and consists of an antiferromagnetically aligned state between the QD electron and a Bogoliubov quasiparticle from the superconductor.

In Fig. 3(g), we correlate the lifting of the odd Coulomb valley III with the singlet-doublet ABS QPT. To identify the valley-lifting regime, we plot in a solid line a trace of current valley III with the singlet-doublet ABS QPT. To identify a precursor state to the Kondo singlet state and consists of an (BCS) state in the superconductor, while the singlet state is

In addition, we take into account that the proximitized gap in the bulk gap of NbTiN (measured to be 2.5 mV), but transport is enabled by the soft gap effect. The soft gap here comes with a finite density of states at the Fermi level. For this reason, ABS resonances reach zero bias, and there is no need to subtract a bias equivalent to the gap when determining the ABS energies [29].

To numerically analyze the evolution of spectral properties inside and outside the superconducting gap in a simple model setting, we describe the quantum dot using the simple-impurity Anderson model,

$$H = \sum_\sigma \epsilon n_\sigma + U n_\uparrow n_\downarrow + \sum_{k\sigma} (t_k d_\sigma^\dagger c_{k\sigma} + \text{H.c.}) + H_{\text{lead}},$$

where $\epsilon$ is the quantum-dot level, $n_\sigma = d_\sigma^\dagger d_\sigma$ is the dot occupancy, $U$ is the electron-electron repulsion parameter, and $t_k$ are the tunneling amplitudes between the dot and the superconducting lead. The coupling between the dot and the lead is quantified by the hybridization strength $\Gamma = \pi |t_k|^2 \rho$, where $\rho$ is the normal-state density of states in the electrode. The lead is described by a BCS Hamiltonian with the gap $\Delta$. In addition, we take into account that the proximitized gap in the quantum dot is soft. The complete information about the lead is contained in the hybridization function in the Nambu formalism. For a BCS Hamiltonian, it takes the form

$$\Delta(z) = \sum_k \frac{|t_k|^2}{z^2 - \xi_k^2 - \Delta^2} \left[ \frac{z + \xi_k}{\Delta} \right].$$

To describe a hard induced gap, one uses the argument $z = \omega + i0^+$. To model a soft-gap situation, one instead uses $z = \omega + i\delta$ where $\delta$ is the finite lifetime of Bogoliubov quasiparticles: This smoothens the BCS coherence peaks as well as produces a finite density of states inside the gap. In this paper, we use $\delta = \Delta/5$. We study the spectral and transport properties of this model using the NRG method [35–37], which consists of discretizing the continuum of states in the leads, transforming the problem into a tight-binding chain form, and iteratively diagonalizing the resulting Hamiltonian. The Wilson chain coefficients that correspond to the generalized BCS hybridization can be computed using the artifactless discretization scheme [38,39] generalized to the matrix case [40]. The spectral function is computed using the density-matrix NRG algorithm. The energy unit is half-bandwidth, $D = 1$. The calculations were performed with the NRG discretization parameter $\Lambda = 2$ by averaging over $N_z = 8$ interleaved discretization grids.
To approximate the experimental finite-bias transport current within our model, we compute an integral of the quantum dot spectral function in the spirit of the Meir-Wingreen formalism, neglecting any possible nonequilibrium effects, from $-2\Delta$ to $2\Delta$. We first use model parameters $U = 1$, $\Delta = 0.1$, systematically sweeping $\Gamma$ and $\epsilon$. These results are shown in Fig. 4(a) as a function of the $p$ gate (converted to units of quantum dot charge $n$) and the contact barrier (expressed as hybridization strength $\Gamma$). The superconducting gap termiates the renormalization process and hence plays a similar role as temperature; this is the case even if the gap is somewhat soft. The degree of formation of the Kondo resonance in the impurity spectral function is thus determined by the ratio of $TK/\Delta$. For $TK \gg \Delta$ the Kondo resonance is well formed, only the $[-\Delta : \Delta]$ region is truncated. For $TK \ll \Delta$, there is no Kondo resonance. Because the bias voltage sufficiently exceeds the gap, similar transport processes are relevant as in the normal state. The transport properties are thus also controlled by the ratio of $TK/\Delta$ and the conductance reaches the Kondo plateau value only when $TK$ exceeds $\Delta$. Indeed, in the weak coupling regime, where $TK \ll \Delta$, the current is high only at the charge degeneracy points ($n = 1/2$ and $n = 3/2$) due to Coulomb blockade physics. As the coupling increases, so $TK \sim \Delta$, the current increases in the valley center ($n = 1$), as expected in the emerging Kondo regime; this is the range of $\Gamma/U \approx 0.2$ in Fig. 4(a). In this regime, the $1\epsilon$ pattern is no longer observed.

The detailed behavior at $n = 1$ as a function of $\Gamma$ is shown in Fig. 4(b). We observe that it is qualitatively similar to the rise of current in Fig. 3(g). Some quantitative differences are also noted: In the experiment, the current seems to reach a plateau at large $V_F$, while in the simulation it decreases at higher $\Gamma$ due to the breaking down of the Kondo state. The apparent plateau in the experiment for $V_F > 150$ mV in Fig. 3(g) may be due to factors not included in the simplified theoretical model. In Fig. 4(b), we also show the energies of the subgap Andreev bound states, which are extracted directly from the NRG flow diagrams. We find that the singlet-doublet transition occurs at $\Gamma/U \sim 0.2$. For systems with $U \gg \Delta$, as is the case here, this transition is well known to be controlled by the ratio between the Kondo temperature and the superconducting gap and occurs for $TK \sim \Delta$. This point nearly coincides with the current maximum ($\Gamma/U \sim 0.2 \text{ vs } 0.25$) and agrees at the qualitative level with the experimental results shown in Fig. 3(b). This agreement is due to the fact that both phenomena occur at the point of maximal competition between the Kondo screening and superconducting pairing, thus they share common origin.

To address the question of generality of this observation that in the model the ABS QPT and the current increase coincide, we perform additional calculations for a wide range of $\Delta/U$ at fixed $U = 0.1$. We consider two ways of estimating the current from the spectral function integration: With an integration window $[-U/4 : +U/4]$, the magenta curves correspond to the integration range $[-2\Delta : 2\Delta]$ (in this latter case, the values are rescaled for each plot separately).

![Graph showing ABS state energy difference and high-bias current](image)

**FIG. 5.** ABS state energy difference (blue) and the high-bias current for a range of $\Delta/U$. All values are rescaled and plotted without units. The red curves correspond to the integration range $[-U/4 : +U/4]$, the magenta curves correspond to the integration range $[-2\Delta : 2\Delta]$ (in this latter case, the values are rescaled for each plot separately).
FIG. 6. (a) Zero-bias conductance evolving in magnetic field in the open dot regime ($V_S = 250$ mV in this figure). Ground states of the quantum dot are labeled $|S\rangle$ (singlet) and $|D\rangle$ (doublet). The yellow dashed traces are plots three values of the magnetic field across the singlet-doublet transition. Yellow and green traces are guides to the eye.

applying magnetic field, a singlet-to-doublet QPT occurs. It is marked by zero-bias peaks that appear when magnetic field shifts the ABS to the middle of the gap [25]. At the same time, zero-bias peaks are intensely studied as signatures of MBSs which accompany a topological QPT.

In Fig. 6(a), we show that the singlet-doublet QPT maps out a similar phase boundary to that expected for topological superconductivity. The data in Fig. 6(a) are obtained at zero bias, thus contours of high current correspond to zero-bias peaks. The guide to the eye has a functional form of a topological phase boundary in an infinite nanowire: $E_Z > \sqrt{\mu^2 + \Delta^2}$, where $E_Z$ is the Zeeman energy, $\mu$ is the chemical potential that corresponds to a gate voltage [41,42]. The ground states of the quantum dot are marked with $|S\rangle$ for singlet and $|D\rangle$ for doublet. We observe that the boundary between $|S\rangle$ and $|D\rangle$ regions has a shape similar to the topological phase boundary, most clearly for regime III on the right. Figures 6(b)–6(d) show the magnetic-field-driven singlet-doublet QPT from anticrossinglike to looplike resonances extended in the source-drain bias dimension.

The topological region should correspond to an odd number of one-dimensional subbands crossing the Fermi level, while in this paper we are dealing with odd occupations of a quantum dot. Still, any similarities in data between MBSs and ABSs are important because unintended quantum dots can exist in Majorana devices and those dots can host trivial ABSs. One key difference in appearance between the topological phase of an infinite nanowire and the magnetically driven singlet-doublet QPT is that conductance inside the $|D\rangle$ region is low because the ABS resonances have shifted away from zero bias there, as indicated in Fig. 6(d) where zero-bias peaks are strictly transient. In contrast, MBS resonances should remain at or near zero bias over an area in gate-vs-field map enclosed by the yellow dash-dot trace in Fig. 6(a) [43]. At the same time, ABSs pinned to zero bias have also been reported in quantum dots [25,44–46], and such an ABS can exhibit a similar phase diagram to that found here. Note that here the magnetic field is applied at 30 degrees with respect to the nanowire, so no MBSs are expected because the field has a significant component parallel to the spin-orbit field [47], and ABSs pinning to zero is expected to be reduced as well [48]. We also do not expect MBSs because zero-bias peaks observed here are related to a small quantum dot (smaller than the spin-orbit length). We furthermore remark that the zero-bias conductance is not precisely zero due to resonance broadening and soft gap. Nevertheless, Fig. 6(a) adds to the list of known experimental similarities between ABSs and MBSs [25,29,44–46].
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