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Abstract

Apart from presenting some new insights and results, one of our main purposes is to put some records in the development of von Neumann modules straight.

The von Neumann or $W^*$-objects among the Hilbert ($C^*$-)modules are around since the first papers by Paschke (1973) [Pas73] and Rieffel (1974) [Rie74a, Rie74b] that lift Kaplan-sky’s setting (1953) [Kap53] to modules over noncommutative $C^*$-algebras. While the formal definition of $W^*$-modules is due to Baillet, Denizeau, and Havet (1988) [BDH88], the one of von Neumann modules as strongly closed operator spaces started with Skeide (2000) [Ske00]. It has been paired with the definition of concrete von Neumann modules in Skeide (2006) [Ske06]. It is well-known that (pre-)Hilbert modules can be viewed as ternary rings of operators and in their definition of Hilbert-von Neumann modules, Bikram, Mukherjee, Srinivasan, and Sunder (2012) [BMSS12] take that point of view.

We illustrate that a (suitably nondegenerate) Hilbert-von Neumann module [BMSS12] is the same thing as a strongly full concrete von Neumann module [Ske06]. We also use this occasion to put some things in the papers [Ske00, Ske06, BMSS12] right. We show that the tensor product of (concrete, or not) von Neumann correspondences is, indeed, (a generalization of) the tensor product of Connes correspondences (claimed in Skeide (2008) [Ske08]), viewed in a way quite different from [BMSS12]. We also present some new arguments that are useful even for (pre-)Hilbert modules.

1 Von Neumann modules: Comparison

Let us right start with comparing the notion of Hilbert-von Neumann modules in the sense of Bikram, Mukherjee, Srinivasan, and Sunder (2012) [BMSS12] with that of concrete von Neumann modules from Skeide (2006) [Ske06]. On the relation with the, still earlier, notion of von Neumann modules in Skeide (2000) [Ske00], we comment in Remark 1.2 especially, in Footnotes [2] and [3]
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Let $G$ and $H$ be Hilbert spaces. For $E \subset \mathcal{B}(G, H)$ denote by $[E] := \text{span} E$ the strongly closed subspace of $\mathcal{B}(G, H)$ generated by $E$.

Let $\mathcal{B}$ be a von Neumann algebra acting nondegenerately on the Hilbert space $G$. Skeide [Ske06, Definition 2] says, $E$ is a concrete von Neumann $\mathcal{B}$–module if $E$ is strongly closed, if it is a (right) $\mathcal{B}$–submodule\footnote{In [Ske06] we omitted to repeat that a module is closed under addition.} of $\mathcal{B}(G, H)$ (that is, $E + E \subset E$ and $E \mathcal{B} \subset E$), if $E^*E \subset \mathcal{B}$, and if $\text{span} EE = H$. We say $E$ is strongly full if $\text{span} E^*E = \mathcal{B}$.

Bikram, Mukherjee, Srinivasan, and Sunder [BMSS12] say on Page 50, $E$ is a von Neumann corner if $E = [E] \supset EE^*E$. It is nondegenerate if $\text{span} EE = H$, $\text{span} E^*H = G$. They say in [BMSS12, Definition 1.2(1)], a Hilbert-von Neumann module over a von Neumann algebra $\mathcal{A}$ is a von Neumann corner $E$ with a normal isomorphism $\pi$ from $\mathcal{A}$ onto $[E^*E]$.

Modulo nondegeneracy conditions, these definitions capture the same class of subspaces of $\mathcal{B}(G, H)$:

1.1 Theorem. Let $G$ and $H$ be Hilbert spaces. For the subset $E$ of $\mathcal{B}(G, H)$ denote by $\mathcal{B}$ the strong closure in $\mathcal{B}(G)$ of the algebra generated by $E^*E$. Then the following are equivalent:

1. $E$ is a nondegenerate von Neumann corner (so that, in particular, $\mathcal{B} = [E^*E]$).
2. $E$ is a Hilbert-von Neumann module over $\mathcal{B}$ for $\pi = \text{id}_B$ satisfying $\text{span} EE = H$ and $\text{id}_G \in \mathcal{B}$.
3. $E$ is a(n, automatically, strongly full) concrete von Neumann $\mathcal{B}$–module.

Moreover, for an isomorphism $\pi$ from the von Neumann algebra $\mathcal{A}$ onto the von Neumann algebra $\text{id}_G \in \pi(\mathcal{A}) \subset \mathcal{B}(G)$, the subset $E \subset \mathcal{B}(G, H)$ is a Hilbert-von Neumann module over $\mathcal{A}$ satisfying $\text{span} EE = H$ if and only if $E$ is a strongly full concrete von Neumann $\pi(\mathcal{A})$–module.

Proof. This is immediate from the observation that $\text{span} EE^*E = \text{span} \left( E \text{span}(E^*E) \right)$. ■

1.2 Remark. 

1. The statement in the proof is essentially the necessary observation to recover the well-known fact that Hilbert modules and ternary rings of operators (TRO) are the same thing; see the book [BLM04] by Blecher and Le Merdy (in particular, [BLM04, Section 8.7]) and the references therein. (The references go back at least to the to the 1990s.) A TRO is a (usually, norm closed) linear subspace $E$ of a $C^*$–algebra (for instance, of $\mathcal{B}(G, H) \subset \mathcal{B}(G \oplus H)$) satisfying $EE^*E \subset E$. Of course, nothing changes under strong closure.

2. Von Neumann modules have been defined in Skeide [Ske00]. A pre-Hilbert module $E$ over a von Neumann algebra $\mathcal{B}$ is a von Neumann module if its extended linking algebra $\mathcal{B}^a(\mathcal{B}) = \mathcal{B}^a(E)$ (denoting by $\mathcal{B}^a(E)$ the bounded adjointable operators on $E$) is a von
Neumann algebra.\(^2\) Directly after the definition, in [Ske00, Proposition 4.5] it is stated that this property is equivalent to \(E\) being strongly closed, that is, \(E\) is a concrete von Neumann module.

The definition of concrete von Neumann \(B\)–module frees the definition of von Neumann \(B\)–module from the obligation to first construct the (anyway, uniquely determined by \(B \subset \mathcal{B}(G)\) and \(E\)) embedding \(E \subset \mathcal{B}(G, H)\); see Footnote\(^2\). If \(E\) is given as \(E \subset \mathcal{B}(G, H)\), then Theorem 1.1 tells that the definition in [BMSS12] does not present a mentionable difference to the definition in [Ske06]\(^3\).

2 Self-duality

Von Neumann or \(W^\ast\)–modules can be characterized as those objects in the category of (pre-)Hilbert modules over a von Neumann algebra that are self-dual; a (pre-)Hilbert \(B\)–module \(E\) is self-dual if every bounded right linear map \(\Phi: E \to \mathcal{B}\) has the form \(y': x \mapsto \Phi(x) = \langle y, x \rangle\) for a suitable (obviously, unique) \(y \in E\). Baillet, Denizeau, and Havet [BDH88] take the property to be self-dual to define \(W^\ast\)–modules.\(^4\) For other definitions, of course, self-duality has to be a theorem.\(^5\)

\(^2\) It is to be noted that a von Neumann algebra \(B\) is, as always(1), acting nondegenerately as \(B \subset \mathcal{B}(G)\) on a Hilbert space \(G\). Having said this, we recall the well-known (at least, since Rieffel [Rie74b]) fact that every pre-Hilbert module over a concrete operator \(C^\ast\)–algebra \(B \subset \mathcal{B}(G)\) embeds canonically (and uniquely, up to obvious unitary equivalence) into \(\mathcal{B}(G, H)\), where \(H := E \otimes G\) is the Hausdorff completion of the algebraic tensor product \(E \otimes G\) with the semiinner product determined by \(\langle x \otimes g, x' \otimes g' \rangle := \langle g, \langle x, x' \rangle g' \rangle\). Now \(\mathcal{B}^{(G)}\) sits naturally in \(\mathcal{B}^{(G)}\), and it is clear what it means for \(\mathcal{B}^{(G)}\) to be a von Neumann algebra in \(\mathcal{B}^{(G)}\).

\(^3\) Calling this an “apparently much simpler manner” avoiding a “two stages completion” in the abstract of BMSS12 seems out of place. The “two stages completion” they are referring to is that of norm closure (to get a \(C^\ast\)–module) and then strong closure. It is not necessary to go through \(C^\ast\)–modules in the construction, and while Ske00, Definition 4.4 is really (for convenience, in order not to frighten people who are afraid of pre-Hilbert modules) formulated only for Hilbert modules, Ske01, Definition 3.1.1 (which for some reason is the only work quoted in BMSS12) is formulated for pre-Hilbert modules. As for the (Hausdorff) completion to obtain \(H\), in BMSS12 Sections 2+3 such constructions are performed. It would appear strange to “allow” such constructions for Stinespring type theorems and the tensor product of correspondences, but not to obtain the tensor product \(E \otimes G\). (Anyway, it is well-known (at least, from or Skeide Ske00, but probably earlier; see also Murphy Mor97) how to obtain the Stinespring construction of a CP-map into \(B \subset \mathcal{B}(G)\) from the tensor product of Pascke’s GNS-correspondence Pas73 \(E\) and the representation space \(G\) of \(B\). In this context, while it is not clear to us why BMSS12 Section 2) is restricted to standard Hilbert-von Neumann modules, a comparison with Ske00 Section 7) seems interesting.)

\(^4\) Attention, a few authors by \(W^\ast\)--module mean just a Hilbert module over a \(W^\ast\)--algebra. But this seems not quite enough to merit to be considered an object in a \(W^\ast\)--category.

\(^5\) One should note that the various definitions may be compared not only as to what extent they allow to check easily if a given pre-Hilbert module \(E\) over a von Neumann algebra is a von Neumann module or not; checking strong closure seems to have considerable advantages over checking self-duality. But they may also be compared as to what extent it is easy to obtain a von Neumann module from \(E\) in case it is not yet. Paschke Pas73 has constructed a
Actually, to show that a definition of von Neumann module is equivalent to another one, may be done by showing that it is equivalent to self-duality.\[6\]

Fortunately, we have:

2.1 Theorem (\cite{Ske00, Theorem 4.16}). Any von Neumann module is self-dual.

We also have (more or less \cite{Ske00, Theorem 5.5}) the following (more or less obvious, when taking into account Footnote \[2\]) consequence:

2.2 Corollary. A (pre-)Hilbert module over a von Neumann algebra is a von Neumann module (or isomorphic to a concrete von Neumann module or isomorphic to a Hilbert-von Neumann module) if and only if it is self-dual.

The proof of Theorem 2.1 presented in \cite{Ske00} relies on three basic pieces of knowledge:

- Polar decomposition (\cite{Ske00, Proposition 2.10} \[7\]): Every $x$ in a von Neumann $B$–module $E$ can be written (uniquely) as $v|x|$ where $v$ is a partial isometry in $E$ (satisfying $\ker\langle v, v \rangle = \ker\langle x, x \rangle \subset B \subset B(G)$).

- Existence of complete quasi-orthonormal systems (\cite{Ske00, Theorem 4.11} \[8\]): In a von Neumann $B$–module $E$ there exists a family $(e_s)_{s \in S}$ of partial isometries such that $\sum_{s \in S} e_s e_s^* = \text{id}_E$ (strong convergence in $B^a(E) \subset B(H)$).

- Boundedness of amplifications of bounded right linear maps between (pre-)Hilbert $B$–modules under tensoring from the right (Rieffel \cite{Rie69, Theorem 1.4} or Skeide \cite{Ske05, Remark 3.3}) \[9\]. In our concrete case: If a von Neumann module $E$ over $B \subset B(G)$ is represented as self-dual completion. As a space it is simply $B^a(E, B)$, the space of all bounded right linear $\Phi: E \to B$. But while it is actually not $a$ priori easy to find that space, it is even much harder to compute the inner products of its elements. The definitions in \cite{Ske00, Ske01, Ske06, BMSS12} suggest: Take the strong closure of $E$ – and it is obvious what the inner product of elements $x, y$ in this closure is, namely, $\langle x, y \rangle = x^* y$, and that it takes values in the von Neumann algebra $B$.

\[6\] In \cite{BMSS12, Proposition 1.9} it is shown that Hilbert-von Neumann modules are self-dual, and it is claimed earlier that this shows that this is equivalent to being a von Neumann module in the sense of \cite{Ske00}. But, actually the backwards direction of this statement is missing; it would not be easy to obtain it without the procedure of embedding a (pre-)Hilbert module into $B(G, H)$ (see Footnote \[2\]), which the authors of \cite{BMSS12} are so keen to avoid.

Anyway, it appears a remarkable idea to show equivalence of Hilbert-von Neumann modules and concrete von Neumann modules appealing to the (not so easy) self-duality, while we have the (fairly obvious) Theorem 1.1 (and the easy observation that the procedure explained in Footnote \[2\] transforms a von Neumann module into a concrete von Neumann module and the observation that a concrete von Neumann module is, obviously, a von Neumann module).

\[7\] See \cite{BMSS12, Lemma 1.6}.

\[8\] See also the proof of \cite{BMSS12, Proposition 1.7}.

\[9\] The result \cite{Rie69, Theorem 1.4} is for tensor products of Banach modules over $C^*$–algebras. \cite{Ske00, Lemma 3.9} is for (pre-)Hilbert modules, but (as sketched in \cite{Ske05, Remark 3.3}; see also the proof of \cite{BMSS12, Proposition 1.9}) the proof in \cite{Ske00} works correctly only for pre-Hilbert modules over a von Neumann algebra; in the case of $C^*$–algebras, there is a gap in the proof. See the appendix for a correct and new proof of this important result.
\[ E \subset \mathcal{B}(G, H), \] then a bounded right linear map \( \Phi: E \to \mathcal{B} \) is represented as \( \Phi \in \mathcal{B}(H, G) \) via \( \Phi(x) = \Phi x \) (operator multiplication); see \([\text{Ske05}, \text{Remark 3.3}]^{[10]}\). Namely: If \( E \subset \mathcal{B}(G, H) \), then (see Footnote \([2]\)) \( H = E \odot G \); and the general result asserts that the map \( \Phi \mapsto \Phi \odot \text{id}_G : H = E \odot G \to \mathcal{B} \odot G = G \) is bounded.

With these ingredients, it is more or less plain to see that \( y := \sum_{s \in \mathcal{S}} e_s \Phi(e_s)^* \) (strong convergence!) is an element of \( E \) such that \( \langle y, x \rangle = y^* x = \Phi(x) \).

2.3 Remark. As for these three ingredients and their interplay, polar decomposition follows (as explained in \([\text{Ske00}]\)) directly from polar decomposition in a von Neumann algebra; it is not necessary to redo its proof for Hilbert-von Neumann modules. It is applied to make sure that the elements \( e_s \) that occur in the quasi-orthonormal system (that is, \( \langle e_{s'}, e_s \rangle = \langle e_s, e_{s'} \rangle \delta_{s',s} \), but not necessarily complete) can be chosen to be partial isometries. Existence of a complete such system follows by a standard application of Zorn’s lemma from the observation that \( \sum_{s \in \mathcal{S}} e_s e_s^* \) still converges strongly to a projection \([\text{Ske00}, \text{Proposition 4.9}]^{[11]}\).

We have already explained before this remark how boundedness of \( \Phi \odot \text{id}_G \), together with the other two ingredients, allows to conclude the proof of self-duality. We wish, however, to emphasize that while the first two ingredients are specific to the proof presented in \([\text{Ske00}]^{[12]}\), it seems that establishing the third, boundedness of \( \Phi \odot \text{id}_G \), plays a decisive role in any proof of self-duality. The proof of \([\text{Rie74b}, \text{Proposition 6.10}]\) is based on identifying \( E \) as an intertwiner space, which is easily shown to be self-dual. \([\text{We come back to this in Section 3}]^{[13]}\) Since the statement for (pre-)Hilbert modules in \([\text{Ske00}, \text{Lemma 3.9}]\) is as well-known as it is difficult to actually find a (simple and independent) proof of this (general and interesting in its own) result in the appendix.

2.4 Observation. Here are some simple standard consequences – standard because they are (when choosing the right proof, of course) proved exactly as for Hilbert spaces. Here, \( \mathcal{B} \) is a \( C^* \)-algebra.

1. Of course, a self-dual pre-Hilbert \( \mathcal{B} \)–module \( E \) is necessarily Hilbert. (Corollary \([2.2]\) tells that if \( \mathcal{B} \subset \mathcal{B}(G) \) is a von Neumann algebra, then \( E \) is necessarily strongly closed in the

\[ \text{References:} \text{See also the proof of } [\text{BMSS12, Proposition 1.9}]. \]
\[ \text{See also the proof of } [\text{BMSS12, Proposition 1.7}]. \]
\[ \text{See also the proof of } [\text{BMSS12, Proposition 1.9}]. \]
\[ \text{The proof of self-duality in } [\text{Ske05}] \text{ has, in fact, a huge overlap with that of } [\text{Rie74b, Proposition 6.10}]. \]
\[ \text{The statement about Banach modules in } [\text{Rie69}] \text{ alluded to in } [\text{Rie74b}]. \]
\[ \text{It appears that many books or papers with introductions to the topic of Hilbert modules, either look only at amplifications of adjointable operators (where boundedness is an easy consequence of automatic contractivity of homomorphisms between } C^* \text{-algebras) or look at not necessarily adjointable operators but without considering their amplifications. It is likely that Rieffel’s original result in } [\text{Rie69}] \text{ (going beyond our scope) has been reproved in the (more general!) context of operator modules over (not necessarily self-adjoint) operator algebras.} \]
2. If $E$ is self-dual, then every bounded right linear map $E \to F$ has a (bounded right linear) adjoint.

3. Let $F$ be a (pre-)Hilbert submodule of the pre-Hilbert $\mathcal{B}$–module $E$. If the submodule $F$ is self-dual then there is projection $p \in \mathcal{B}'(E)$ such that $pE = F$.

4. And, less directly (rather a consequence of the preceding one and the fact that the strong closure of a pre-Hilbert submodule of a von Neumann module is a von Neumann module, hence, self-dual), if $A$ is a subset of a von Neumann module $E$, then the double-complement $A^\perp\perp$ is the von Neumann submodule of $E$ generated by $A$ (that is, $\text{span} A\mathcal{B} = A^\perp\perp$). In particular, if $F$ is a pre-Hilbert submodule, then $F^{\perp\perp} = \overline{F} \subset E \subset \mathcal{B}(G, H)$.

3 Von Neumann correspondences, Connes correspondences, and their tensor products

We do not know when exactly a full definition of the internal tensor product of two ($C^*$–)correspondences occurred for the first time; but, in special cases it is present already in Rieffel’s paper [Rie74a]. The (internal) tensor product (or tensor product over $\mathcal{B}$) of an $\mathcal{A}$–$\mathcal{B}$–correspondence $E$ and a $\mathcal{B}$–$\mathcal{C}$–correspondence $F$ is the unique $\mathcal{A}$–$\mathcal{C}$–correspondence $E \otimes F$ generated by elements $x \otimes y$ ($x \in E$, $y \in F$) subject to the relations

$$\langle x \otimes y, x' \otimes y' \rangle = \langle y, \langle x, x' \rangle y' \rangle, \quad a(x \otimes y) = (ax) \otimes y.$$

A special case is the tensor product $E \otimes G$ of a Hilbert $\mathcal{B}$–module (that is, a $\mathcal{C}$–$\mathcal{B}$–correspondence) $E$ and a representation space $G$ of $\mathcal{B}$ (that is, a $\mathcal{B}$–$\mathcal{C}$–correspondence), we have already met (for faithful representations of $\mathcal{B}$ only, but faithfulness is, of course, not necessary).

[15] See also [BMSS12, Proposition 1.7]. Of course, for strongly closed submodules of von Neumann modules, this can be proved by constructing the projection with the help of a quasi-orthonormal basis for the submodule (which is a von Neumann module in its own right). But for the simple and elegant (standard) proof from self-duality of the submodule, $\mathcal{B}$ may even be only a pre-$C^*$–algebra.

[16] Recall that a correspondence from $\mathcal{A}$ to $\mathcal{B}$ (or $\mathcal{A}$–$\mathcal{B}$–correspondence) is a Hilbert $\mathcal{B}$–module $E$ with a nondegenerate(!) left action of $\mathcal{A}$ that induces a homomorphism $\mathcal{A} \to \mathcal{B}'(E)$.

[17] By simple $C^*$–algebraic arguments it follows that the sesquilinear map on the algebraic tensor product $E \otimes F$ defined as in the first relation above, is positive, hence, defines a semiinner product on $E \otimes F$. (See the appendix.) Doing Hausdorff completion we obtain the Hilbert $C$–module $E \otimes F$, and since the left action of $\mathcal{A}$ induced by the second relation is by adjointable elements, it survives the quotient.

However, already in [Ske01, Section 4.2] the following alternative has been observed: It is easy, using cyclic decomposition of the representation of $\mathcal{B}$ on $G$ (see also the proofs [Ske01, Lemma 3.9] and [BMSS12, Proposition 1.9]), to see positivity of the inner product of $E \otimes G$. Using this, (assuming $\mathcal{C} \subset \mathcal{B}(L)$) one gets that $x \otimes y$ may
A (concrete) von Neumann correspondence ([Ske06, Definition 4.2]) ([Ske01, Definition 3.3.1]) is a correspondence between von Neumann algebras which is a (concrete) von Neumann module such that the left action is normal. (There are various equivalent ways, to say what it means that the left action is normal; see, for instance, [Ske01, Lemma 3.3.2]. Just recall that a (necessarily positive!) map is normal if it is order-continuous and that, for positive maps, this is equivalent to σ–weak continuity.)

3.1 Remark. There is an – obvious – analogue of Theorem 1.1 for Hilbert-von Neumann bimodules [BMSS12] and concrete von Neumann correspondences [Ske06], which we omit stating. And, obviously, every concrete von Neumann correspondence is a von Neumann correspondence, while every von Neumann correspondence can be turned into a concrete one be the procedure mentioned in Footnote [2].

Let \( A \subset B(K) \), \( B \subset B(G) \), \( C \subset B(L) \) be von Neumann algebras and let \( E \) and \( F \) be a von Neumann \( A \)-\( B \)-correspondence and a von Neumann \( B \)-\( C \)-correspondence, respectively. Then:

- Either construct the internal tensor product \( E \odot F \), embed it into \( B(L, (E \odot F) \odot L) \) (see Footnote [2]) to obtain the strong closure \( E \bar{\odot}^{s} F := \text{span} \{E \odot F \subset B(L, E \odot F \odot L)\} \).
- Or, construct for \( x \in E \) and \( y \in F \) the operators \( L_{y} = y \odot \text{id}_{L} \in B(L, F \odot L) \) and \( L_{x} = x \odot \text{id}_{F \odot L} \in B(F \odot L, E \odot (F \odot L)) \) (see Footnote [17]) to obtain the strong closure \( E \bar{\odot}^{s} F := \text{span} \{L_{E}L_{F} \subset B(L, E \odot F \odot L)\} \).

Since in the tensor category of correspondences the spaces \((E \odot F) \odot L\) and \((E \odot (F \odot L))\) are identified and denoted as \( E \odot F \odot L \), the two possibilities coincide. So the two ways lead to the same von Neumann \( C \)-module \( E \bar{\odot}^{s} F \). It is a remarkable feature of von Neumann modules obtained from strong closures of (pre-)Hilbert modules over a von Neumann algebra, that the bounded right linear operators on the original (pre-)Hilbert module extend as (adjointable) operators on the strong closure. (Taking into account the statement proved in the appendix, the bounded right linear operators are represented as bounded operators between the associated Hilbert spaces, and the composition by operator multiplication extends, of course, to the strong closure.) It is routine to show that the left action of \( A \) on \( E \odot F \) extended to \( E \bar{\odot}^{s} F \) is normal. So, \( E \bar{\odot}^{s} F \) is a von Neumann \( A \)-\( C \)-correspondence, the (internal) tensor product in the category of von Neumann correspondences.

3.2 Remark. In [BMSS12, Section 3], the authors call the (internal) tensor product of Hilbert-von Neumann bimodules (that is, of concrete von Neumann correspondences) the ‘Connes fusion’. Reasoning: There are certain bimodules over von Neumann algebras (also known under the name be represented as operator \( L_{y}L_{y} \in B(L, E \odot (F \odot L)) \) where \( L_{y} = y \odot \text{id}_{L} \in B(L, L, F \odot L) \) and \( L_{x} = x \odot \text{id}_{F \odot L} \in B(F \odot L, E \odot (F \odot L)) \); see, in particular, [Ske01, Equation (4.2.2)]. (See also the discussion leading to [BMSS12, Proposition 3.4].)
Connes correspondences) and a sort of tensor product for them (sometimes going under the name of ‘Connes fusion’), so it would be natural to use the same terminology also for other bimodules of von Neumann type.

- We find this a rather feeble motivation for changing the name of something, the tensor product over an algebra, that existed quite a bit before Connes correspondences.

- The motivation does not right hit the point. In fact, as mentioned in [Ske06, Remark 4.3], Connes correspondences may be viewed as (a special case of) concrete von Neumann correspondences and, in this translation, the tensor product of the latter is Connes’ product of the former. These facts are entirely missing in [BMSS12].

We shall explain and prove this in the sequel.

A concrete von Neumann correspondence $E \subset \mathcal{B}(G, H)$ from a von Neumann algebra $\mathcal{A} \subset \mathcal{B}(K)$ to a von Neumann algebra $\mathcal{B} \subset \mathcal{B}(G)$ comes along with a normal and unital representation

$$\rho: \mathcal{A} \rightarrow \mathcal{B}^a(E) \subset \mathcal{B}(H)$$

(where, with $H = E \odot G$, we identify $\mathcal{B}^a(E) = \mathcal{B}^a(E) \odot \text{id}_G \subset \mathcal{B}(H)$; see Footnote[20]), which we call the Stinespring representation of $\mathcal{A}$ on $H$ associated with $E$. The Stinespring representation comes from amplification of operators in $\mathcal{B}^a(E)$ acting on the left tensor factor $E$ in the tensor product $H = E \odot G$. However, there is also the possibility to amplify operators acting on the right factor $G$. But, in order that an operator $b'$ can be amplified to an operator $\text{id}_E \odot b'$ on $H$, it has to be left $\mathcal{B}$–linear, that is exactly, $b' \in \mathcal{B}' \subset \mathcal{B}(G)$. We refer to this normal and unital representation $\rho': \mathcal{B}' \rightarrow \text{id}_E \odot \mathcal{B}' \subset \mathcal{B}(H)$ as the commutant lifting of $\mathcal{B}'$ on $H$ associated with $E$.

We collect some basic facts:

1. $E = C_G(\mathcal{B}(G, H)) := \{ x \in \mathcal{B}(G, H) : \rho'(b')x = xb' \ (b' \in \mathcal{B}') \}$. 

[18] We have heard rumors that the creator of that construction is not too fond of that terminology, so we shall not use it.

[19] We did not quite understand, if no relation between Hilbert-von Neumann bimodules and Connes correspondences is made in [BMSS12], or if the authors think the relation would be the occurrence of two representations in the definition of Hilbert-von Neumann bimodule. The latter would not be applicable, because for a Hilbert-von Neumann bimodule $E \subset \mathcal{B}(G, H)$ there is the representation $\pi$ as for Hilbert-von Neumann modules (see the beginning of Section 1) acting on $G$ plus an analogue representation acting on $H$, while a Connes correspondence (see the basic fact 5 below) is a single Hilbert space $H$ with a representation and an anti-representation both acting on $H$.

[20] Already in [Ske00, Section 7] (see also [BS00, Example 2.16 and Observation 2.17]) it has been explained that when $E$ is the GNS-correspondence (Paschke [Paa73]) of a CP-map into a concrete $C^*$–algebra $\mathcal{B} \subset \mathcal{B}(G)$, then $\rho$ is, indeed, the Stinespring representation. See also [BMSS12, Section 2].

[21] Arveson’s representation discussed in the section “Lifting Commutants” in [Arv69], is a special case of our commutant liftings.
2. Conversely, if \( \rho' \) is any normal unital representation of \( \mathcal{B}' \) on a Hilbert space \( H \), then \( E \subset \mathcal{B}(G, H) \) defined as \( C_{\mathcal{B}}(\mathcal{B}(G, H)) \) is a concrete von Neumann \( \mathcal{B} \)–module and its commutant lifting is the \( \rho' \) we started with. [Ske06, Theorem 3.10]: The category of concrete von Neumann \( \mathcal{B} \)–modules and the category of normal unital representations of \( \mathcal{B}' \) are the same (not just equivalent, but really “the same”, in the sense that objects and morphisms correspond one-to-one).

3. \( \rho'(\mathcal{B}')' = \mathcal{B}''(E) \). Since \( \rho(\mathcal{A}) \subset \mathcal{B}''(E) \), we see that, in particular, \( [\rho(\mathcal{A}), \rho(\mathcal{B}')] = \{0\} \).

4. Conversely, if \( \rho \) and \( \rho' \) are any commuting pair of normal unital representations of \( \mathcal{A} \) and \( \mathcal{B}' \), respectively, then \( E := C_{\mathcal{B}}(\mathcal{B}(G, H)) \subset \mathcal{B}(G, H) \) is a concrete von Neumann \( \mathcal{B} \)–module inheriting a left action of \( \mathcal{A} \) via \( \rho \). Also here, we have a true one-to-one correspondence between the categories of such commuting pairs and concrete von Neumann \( \mathcal{A} \)–\( \mathcal{B} \)–correspondences.

But, we have even more. Exchanging the roles of \( \rho \) and \( \rho' \), we get a concrete von Neumann \( \mathcal{B}' \)–\( \mathcal{A}' \)–correspondence as \( E' = C_{\mathcal{A}'}(\mathcal{B}(K, H)) := \{x' \in \mathcal{B}(K, H): \rho(a)x' = x'a (a \in \mathcal{A})\} \) with left action of \( \mathcal{B}' \) via \( \rho' \). Also here we have [Ske06, Theorem 4.4]: This commutant is a bijective functor between the category of concrete von Neumann \( \mathcal{A} \)–\( \mathcal{B} \)–correspondences and the category of concrete von Neumann \( \mathcal{B}' \)–\( \mathcal{A}' \)–correspondences.

5. In particular, if \( \mathcal{B} \) is in standard representation, then \( \mathcal{B}' = \mathcal{B}'' \), the opposite von Neumann algebra of \( \mathcal{B} \), via Tomita conjugation. That is, on \( H \) we have a commuting pair of representations \( \rho \) of \( \mathcal{A} \) and \( \rho^o \) of \( \mathcal{B}' \). In other words, \( H \) is an \( \mathcal{A} \)–\( \mathcal{B} \)–bimodule, and as such a Connes correspondence from \( \mathcal{A} \) to \( \mathcal{B} \); see Connes [Con80]. Conversely, interpreting the representation \( \rho^o \) of \( \mathcal{B}' \) as representation \( \rho' \) of \( \mathcal{B}' \), every Connes correspondence gives rise to a concrete von Neumann correspondence.

But, in general, for us \( \mathcal{B} \) need not be in standard representation: Every Connes correspondence is a concrete von Neumann correspondence, but not every concrete von Neumann correspondence is a Connes correspondence.

3.3 Remark. The proofs of (1) and (3) rely on the simple computation

\[
\begin{pmatrix} \mathcal{B} & E' \\ E & \mathcal{B}''(E) \end{pmatrix} = \begin{pmatrix} \rho'(b') & b' \in \mathcal{B}' \end{pmatrix} = \begin{pmatrix} \mathcal{B} & C_{\mathcal{B}'}(\mathcal{B}(E \odot G, G)) \\ C_{\mathcal{B}'}(\mathcal{B}(G, E \odot G)) & \rho'(\mathcal{B}')' \end{pmatrix}
\]

(which holds for every pre-Hilbert module over \( \mathcal{B} \subset \mathcal{B}(G) \), when embedded into \( \mathcal{B}(G, H) \) with \( H = E \odot G \)); see [Ske05, Section 2]. The proof of (2), hence, (4) (only nondegeneracy \( \span EG = H \) is an issue), relies, furthermore, on Muhly and Solel [MS02, Lemma 2.10]. Both have been first observed in [Ske03, Section 2]. The statement in (5) is not more than a simple observation that has been made in [Ske06, Remark 4.3].
3.4 Theorem. The internal tensor product of two Connes correspondences (viewed as von Neumann correspondences) is (when viewed as Connes correspondence) Connes’ product of the two Connes correspondences.

This has been mentioned after Skeide [Ske08, Remark 6.3] without indicating a proof. The argument given in Shalit and Skeide [SS20, Footnote y] is very sketchy. Therefore:

Proof. Let $A$, $B$, $C$ be $W^*$–algebras, let $H$ be a Connes $A$–$B$–correspondence, and let $K$ be a Connes $B$–$C$–correspondence. As far as their Connes product $H \otimes \psi K$ (relative to a faithful normal semi-finite weight $\psi$ on $B$) is concerned, we use the presentation in Takesaki [Tak03, Section IX.3].

For the time being, we do not fix a representation of $A$ nor of $C$ turning them into von Neumann algebras. (This is only necessary in the very end, when we wish to consider $H$ and $K$ as von Neumann correspondences which are defined only over von Neumann algebras.) But we assume that $B \subset B(L^2(G), \psi)$, where $G = L^2(B, \psi)$, so that $B$ is in standard representation and $B' = B^\prime$ via Tomita conjugation.

It follows that $H$ carries a normal unital representation of $B'$ (commuting with the action of $A$) so that we may define the concrete von Neumann $B$–module $E := C_{\psi B}(B(G, H))$ (a von Neumann $A$–$B$–correspondence as soon as we represent $A$ as a von Neumann algebra). Note that this $E$ is exactly what has been denoted as $\mathcal{L}(L^2(N), \tilde{\mathcal{S}}N)$ preceding [Tak03, Lemma IX.3.3] for $N = B$, $L^2(N) = G$, and $\tilde{\mathcal{S}} = H$.

There is a dense (see [Tak03, Lemma IX.3.3(iii)]) subspace $\mathcal{D}$ (denoted $\mathcal{D}(\mathcal{S}, \psi)$ and defined in [Tak03, Equation IX.3.(10)]) and an injective (see [Tak03, Lemma IX.3.3(iv)]) map $\mathcal{L} : \mathcal{D} \to E$ (denoted $L_\psi$ and defined in [Tak03, Equation IX.3.(11)]). From the definition [Tak03, Equation IX.3.(11)], it follows that $\mathcal{L}(\mathcal{D})$ is a strongly dense subset of $E$.

Putting in [Tak03, Proposition IX.3.15] $\mathcal{R} = K$, just looking at [Tak03, Equation IX.3.(23)], tells us that the (semi)inner product of elements $d_i \otimes k_i$ in $\mathcal{D} \otimes K$ defined there is

$$B(d_1 \otimes k_1, d_2 \otimes k_2) = \langle \mathcal{L}(d_1) \otimes k_1, \mathcal{L}(d_2) \otimes k_2 \rangle,$$

the same as the inner product of the elements $\mathcal{L}(d_i)\psi k_i$ in $E \otimes K$. Now, if also $C \subset B(L)$ is in standard representation (so that $C' = C^\prime$), then $F := C_{\psi B}(B(L, K))$ is a von Neumann $B$–$C$–correspondence such that $K = F \otimes L$, including the representations of $B$ and $C'$. It is routine to show that $\tilde{\mathcal{S}} \otimes \psi \mathcal{R} \in [\tilde{\mathcal{S}} \otimes \psi \mathcal{R}]$ is $E \otimes F \otimes L$ including the representations of $A$ and $C'' = C'\prime$ that identify $E \tilde{\mathcal{D}}' F$ as the von Neumann $A$–$C$–correspondence coming from the Connes $A$–$C$–correspondence $\tilde{\mathcal{S}} \otimes \psi \mathcal{R}$. ■

3.5 Remark. The commuting pair picture of von Neumann correspondences is, therefore, a generalization of Connes correspondences and the tensor product of the former includes the Connes product of the latter. It coincides if we only look at von Neumann algebras in standard representation. But, unlike the construction of Connes’ product, the construction of the tensor product of von
Neumann correspondences does not depend on more advanced tools like Tomita-Takesaki theory and standard representation and the formulae do not depend manifestly on the choice of a faithful semi-finite normal weight.

This has been mentioned after [Ske08, Remark 6.3]; it has nothing to do with the term ‘Connes fusion’ in [BMSS12]. See also Thom [Tho11], where the discussion is, however, limited to bi-finite Connes correspondences (that is, the module dimensions of $H$ as left and right module are finite). We do not have any limitation.

We also would like to mention that there is a close connection with Sauvageot’s tensor product relative to an algebra [Sau80, Sau83].

**Appendix**

The scope of this appendix is to present a new and ‘painless’ proof of the following result.

**A.1 Theorem.** Let $E$ be a (pre-)Hilbert module over a (pre-)C$^*$–algebra $B$ and let $F$ be a (pre-)C$^*$–correspondence from $B$ to another (pre-)C$^*$–algebra $C$. Then for every $a \in B'(E)$ we have

$$\|a \odot \text{id}_F\| \leq \|a\|,$$

so $a \odot \text{id}_F \in B'(E \odot F)$.

**A.2 Observation.**

- We have not yet specified what we mean by $E \odot F$ in case of ‘pre’–. It is simply $\text{span}\{x \odot y : x \in E, y \in F\} \subset \overline{E \odot F}$. So, since $a$ is bounded we simply may complete the spaces $E, F, B, C$, proving the theorem only without ‘pre’–.

- Note that we need not have equality. Effectively, $E \odot F$, hence $a \odot \text{id}_F$, may very well be zero independently of $\|a\|$.

- Of course, the theorem remains true for $a \in B'(E_1, E_2)$; simply embed $B'(E_1, E_2)$ into $B'(E_1, B_2, E_2)$.

**A.3 Remark.** For Banach modules over $C^*$–algebras, the theorem is [Rie69, Theorem 1.4]. There should be versions for operator modules over (non-selfadjoint) operator algebras (including similar statements for CB-norms). The theorem is easy, if $a$ is required adjointable. ($a \mapsto a \odot \text{id}_F$ is a homomorphism between $C^*$–algebras and, therefore, contractive.)

---

[22] Note that the algebraic tensor product of a right $B$–module $E$ and a left $B$–module $F$ over $B$ is $E \bigotimes_B F := (E \bigotimes F) / \text{span}\{xb \odot y, y \odot (x \odot by) - xy \otimes by \}$. In the setting of the theorem, the semiinner product defined on $E \bigotimes F$ as usual always survives the quotient but still need not be inner on $E \bigotimes_B F$. (It is inner if $B$ and $E$ are complete; see [Ske01, Proposition 4.2.22] Therefore, it is pointless to divide first out the relations $xb \odot y = x \odot by$ and then a still possible kernel of the semiinner product on $E \bigotimes_B F$, but we divide out immediately the kernel of the semiinner product on $E \bigotimes F$. We emphasize, however, that the relation $xb \odot y = x \odot by$ is satisfied at any stage.
The proof of the theorem is a typical example for the following strategy to prove statements about (internal) tensor products.

**A.4 Observation.**

1. Frequently, a certain statement is easy (or easier) to prove on simple tensors \( x \otimes y \) instead of general elements \( \sum_{i=1}^{n} x_i \otimes y_i \) of the algebraic tensor product.

2. Use the equality of \( E \otimes F = E_n \otimes F^n \) via \( \sum_{i=1}^{n} x_i \otimes y_i = X_n \otimes Y^n \) (with \( X_n = (x_1, \ldots, x_n) \in E_n \) and \( Y^n = \left\{ \prod_{i=1}^{n} y_i \right\} \in F^n \), where \( E_n \) is the row-module with inner product \( \langle X_n, X'_n \rangle = (\langle x_i, x'_i \rangle) \in M_n(\mathcal{B}) \) and the obvious action of \( M_n(\mathcal{B}) \) on \( F^n \) to reduce the problem to simple tensors.

Among the various applications, there is that the inner product on \( (E \otimes F) \) is actually positive \( \langle \sum_{i=1}^{n} x_i \otimes y_i, \sum_{i=1}^{n} x_i \otimes y_i \rangle = \langle X_n \otimes Y^n, X_n \otimes Y^n \rangle = \langle Y^n, X_n X_n^{\ast} \rangle \geq 0 \), having established before that the inner product of \( E_n \) is positive; see Skeide [Ske11, Section 5]). Another application is the proof in Skeide and Sumesh [SST14, Corollary] of Blecher’s result [Ble97, Theorem 4.3] that \( E \otimes F \) is (completely isometrically) isomorphic to the Haagerup tensor product.

**Proof of the theorem.** Recall that we may restrict to the case without ‘pre-’. The statement of the theorem actually means that we show the estimate for elements of the form \( \sum_{i=1}^{n} x_i \otimes y_i \) and, then, extend \( a \otimes \text{id}_F \), well defined on that dense subspace, continuously to all of \( E \otimes F \). (Recall from Footnote [22] that this subspace is \( E_{\otimes \mathcal{B}} F \).

The proof decomposes into four parts.

(i) For all \( a \in \mathcal{B}'(E) \) we have \( \langle ax, x \rangle \leq \|a\|^2 \langle x, x \rangle \) in \( \mathcal{B} \). (This is the easier direction of [Pas73, Theorem 2.8], which asserts that the inequality actually characterizes among all linear maps on \( E \) those that are in \( \mathcal{B}'(E) \). See there for the quick proof of the part we need here; the other direction is much harder.)

(ii) For each \( a \in \mathcal{B}'(E) \) we have \( \mathcal{B}'(E) \ni a \geq 0 \) if (and only if) \( \langle x, ax \rangle \geq 0 \) for all \( x \in E \). (In this form, this is Lance [Lan95, Lemma 4.1], while [Pas73, Proposition 6.1] is the special case we would actually need in the next part. Paschke actually shows in his proof Lance’ more general statement; but here we prefer Lance’ proof.)

(iii) The inequality in Part (i) survives ‘amplification’ to \( E_n \). More precisely, for each \( X_n = (x_1, \ldots, x_n) \in E_n \), we have \( \left( \langle ax_i, ax_j \rangle \right) \leq \|a\|^2 \left( \langle x_i, x_j \rangle \right) \) in \( M_n(\mathcal{B}) \) or, equivalently,

\[
M_n(\mathcal{B}) \ni \left( \|a\|^2 \langle x_i, x_j \rangle - \langle ax_i, ax_j \rangle \right) \geq 0.
\]

Since \( M_n(\mathcal{B}) \) acts in the obvious way on the Hilbert \( \mathcal{B} \)–module \( \mathcal{B}^n \), we may apply Part (ii) to see...
that this element of $M_n(B)$ is positive. Indeed, for $B^n = \left( \begin{array}{c} b_i \\ \vdots \\ b_n \end{array} \right) \in B^n$ we find

\[
\langle B^n, \left( \|a\|^2 \langle x_i, x_j \rangle - \langle ax_i, ax_j \rangle \right) B^n \rangle = \sum_{i,j} b_i (\|a\|^2 \langle x_i, x_j \rangle - \langle ax_i, ax_j \rangle) b_j \\
= \|a\|^2 \left( \sum_i x_i b_i, \sum_i x_i b_i \right) - \langle a \sum_i x_i b_i, a \sum_i x_i b_i \rangle.
\]

By Part (i), this is positive.

(iv) By Part (iii) (applied in the step where the $\leq$ occurs), for $Y^n = \left( \begin{array}{c} y_i \\ \vdots \\ y_n \end{array} \right) \in F^n$ we find

\[
\left\| (a \otimes \text{id}_F) \left( \sum_i x_i \otimes y_i \right) \right\|^2 = \left\| \left( \sum_i ax_i \otimes y_i \right) \right\|^2 = \left\| (aX^n \otimes Y^n) \right\|^2 = \left\| \langle Y^n, \langle aX^n, aX^n \rangle Y^n \rangle \right\|
\leq \|a\|^2 \left\| \langle Y^n, \langle X^n, X^n \rangle Y^n \rangle \right\| = \|a\|^2 \left\| \sum_i x_i \otimes y_i \right\|^2,
\]
what was to be shown.

Acknowledgments. Discussions with several people helped a lot to improve this paper. In particular, I would like to thank Malte Gerhold and Orr Shalit.

References

[Arv69] W. Arveson, Subalgebras of $C^*$–algebras, Acta Math. 123 (1969), 141–224.

[BDH88] M. Baillet, Y. Denizeau, and J.-F. Havet, Indice d’une esperance conditionnelle, Compositio Math. 66 (1988), 199–236.

[Ble97] D.P. Blecher, A new approach to Hilbert $C^*$–modules, Math. Ann. 307 (1997), 253–290.

[BLM04] D.P. Blecher and C. Le Merdy, Operator algebras and their modules—an operator space approach, London Mathematical Society Monographs, no. 30, Oxford University Press, 2004.

[BMSS12] P. Bikram, K. Mukherjee, R. Srinivasan, and V.S. Sunder, Hilbert von Neumann Modules, Commun. Stoch. Anal. 6 (2012), 49–64, (arXiv: 1102.4663).

[BS00] B.V.R. Bhat and M. Skeide, Tensor product systems of Hilbert modules and dilations of completely positive semigroups, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 3 (2000), 519–575, (Rome, Volterra-Preprint 1999/0370).

[Con80] A. Connes, Correspondences, His hand-written notes, unpublished, 1980.

[Kap53] I. Kaplansky, Modules over operator algebras, Amer. J. Math. 75 (1953), 839–853.

[Lan95] E.C. Lance, Hilbert $C^*$–modules, Cambridge University Press, 1995.
[MS02] P.S. Muhly and B. Solel, Quantum Markov processes (correspondences and dilations), Int. J. Math. 51 (2002), 863–906, (arXiv: math.OA/0203193).

[Mur97] G.J. Murphy, Positive definite kernels and Hilbert C∗–modules, Proc. Edinburgh Math. Soc. 40 (1997), 367–374.

[Pas73] W.L. Paschke, Inner product modules over B∗–algebras, Trans. Amer. Math. Soc. 182 (1973), 443–468.

[Rie69] M.A. Rieffel, Multipliers and tensor products of Lp–spaces of locally compact groups, Studia Math. 33 (1969), 71–82.

[Rie74a] , Induced representations of C∗–algebras, Adv. Math. 13 (1974), 176–257.

[Rie74b], Morita equivalence for C∗–algebras and W∗–algebras, J. Pure Appl. Algebra 5 (1974), 51–96.

[Sau80] J.-L. Sauvageot, Produites tensoriels de Z–modules, Preprint 23, Publ. Univ. P. & M. Curie, 1980.

[Sau83] , Sur le produit tensoriel relatif d’espace de Hilbert, J. Operator Theory 9 (1983), 237–252.

[Ske00] M. Skeide, Generalized matrix C∗–algebras and representations of Hilbert modules, Mathematical Proceedings of the Royal Irish Academy 100A (2000), 11–38, (Cottbus, Reihe Mathematik 1997/M-13).

[Ske01] , Hilbert modules and applications in quantum probability, Habilitationschrift, Cottbus, 2001, Available at [http://web.unimol.it/skeide/](http://web.unimol.it/skeide/)

[Ske03] , Commutants of von Neumann modules, representations of $\mathcal{B}^a(E)$ and other topics related to product systems of Hilbert modules, Advances in quantum dynamics (G.L. Price, B.M. Baker, P.E.T. Jorgensen, and P.S. Muhly, eds.), Contemporary Mathematics, no. 335, American Mathematical Society, 2003, (Preprint, Cottbus 2002, arXiv: math.OA/0308231), pp. 253–262.

[Ske05] , Von Neumann modules, intertwiners and self-duality, J. Operator Theory 54 (2005), 119–124, (arXiv: math.OA/0308230).

[Ske06] , Commutants of von Neumann correspondences and duality of Eilenberg-Watts theorems by Rieffel and by Blecher, Banach Center Publications 73 (2006), 391–408, (arXiv: math.OA/0502241).

[Ske08] , Product systems: a survey with commutants in view, Quantum Stochastics and Information (V.P. Belavkin and M. Guta, eds.), World Scientific, 2008, (Preferable version: arXiv: 0709.0915v1!), pp. 47–86.

[Ske11] , Hilbert modules—square roots of positive maps, Quantum Probability and Related Topics — Proceedings of the 30th Conference (R. Rebollo and M. Orszag, eds.), Quantum Probability and White Noise Analysis, no. XXVII, World Scientific, 2011, (arXiv: 1007.0113v1), pp. 296–322.

[SS14] M. Skeide and K. Sumesh, CP-H-Extendable maps between Hilbert modules and CPH-semigroups, J. Math. Anal. Appl. 414 (2014), 886–913, electronically Jan 2014. Preprint, arXiv: 1210.7491v2.
[SS20] O.M. Shalit and M. Skeide, *CP-Semigroups and dilations, subproduct systems and superproduct systems: The multi-parameter case and beyond*, Preprint, arXiv: 2003.05166v1, 2020.

[Tak03] M. Takesaki, *Theory of operator algebras II*, Encyclopaedia of Mathematical Sciences, no. 125 (number VI in the subseries Operator Algebras and Non-Commutative Geometry), Springer, 2003.

[Tho11] A. Thom, *A remark about the Connes fusion tensor product*, Theory Appl. Categ. 25 (2011), 38–50, (arXiv: math0601045).

Michael Skeide: Dipartimento di Economia, Università degli Studi del Molise, Via de Sanctis, 86100 Campobasso, Italy, E-mail: skeide@unimol.it, Homepage: http://web.unimol.it/skeide