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Abstract—With the rapid development of measurement technology, LiDAR and depth cameras are widely used in the perception of the 3D environment. Recent learning-based methods for robot perception most focus on the image or video, but deep learning methods for dynamic 3D point cloud sequences are underexplored. Therefore, developing efficient and accurate perception methods compatible with these advanced instruments is pivotal to autonomous driving and service robots. An Anchor-based Spatio-Temporal Attention 3D Convolution operation (ASTA3DCConv) is proposed in this paper to process dynamic 3D point cloud sequences. The proposed convolution operation builds a regular receptive field around each point by setting several virtual anchors around each point. The features of neighborhood points are firstly aggregated to each anchor based on the spatio-temporal attention mechanism. Then, anchor-based 3D convolution is adopted to aggregate these anchors’ features to the core points. The proposed method makes better use of the structured information within the local region and learns spatio-temporal embedding features from dynamic 3D point cloud sequences. Anchor-based Spatio-Temporal Attention 3D Convolutional Neural Networks (ASTA3DCNNs) are built for classification and segmentation tasks based on the proposed ASTA3DCConv and evaluated on action recognition and semantic segmentation tasks. The experiments and ablation studies on MSRArtion3D and Synthia datasets demonstrate the superior performance and effectiveness of our method for dynamic 3D point cloud sequences. Our method achieves the state-of-the-art performance among the methods with dynamic 3D point cloud sequences as input on MSRArtion3D and Synthia datasets.

Index Terms—Point clouds, 3D deep learning, spatio-temporal embedding, action recognition, semantic segmentation.

I. INTRODUCTION

The measurement and understanding of the 3D environment, such as action recognition [1], [2] and semantic segmentation [3], are essential for autonomous driving and service robots. Some mainstream sensors, such as depth cameras and LiDAR, can directly get the dynamic 3D point cloud sequences of the surrounding environment, containing much spatio-temporal information. Thus, studying effective feature extraction and measurement methods for the 3D point clouds has been the research community’s focus in recent years. The latest works [4], [5] show the potential of directly consuming points, and they do not need to convert the point clouds into other forms, such as voxel form [6]–[8]. Many works have explored the learning of single point cloud on 3D object retrieval [9], classification [4], [5], and segmentation [10]–[12]. There are also a few research works on the learning of multi-frame point cloud [13]–[15], but there remain some challenges.

Some methods [13], [14] convert point clouds into grid representations. The grid quantization error is inevitable. Moreover, the extra conversion will cause inefficient processing performance. Latest work, MeteorNet [15] handles the point cloud sequences directly by adding time encoding with the position and feature encoding in PointNet++ [5]. In MeteorNet [15], the chained-flow grouping relies on the accuracy of scene flow estimation, and the direct grouping uses varying radius for different frames. However, shared Multi-layer Perceptrons (MLP) and max pooling are still used, which lacks the ability to describe structurally and loses information [10]–[12], [16]. It is still challenging to extract structured features from irregular point cloud sequences without converting the data forms. This paper focuses on a novel 3D convolution method for raw 3D point cloud sequences. Inspired by the recent interpolated convolution methods [10], [12] on a single frame of 3D point clouds, an anchor-based 3D convolution is designed to deal with dynamic 3D point cloud sequences.

Although spatio-temporal attention models have been widely used for image sequence based tasks, including person re-identification [17], video action recognition [18], video saliency detection [19], and so on, there are still challenges for the spatio-temporal attention for point cloud sequences. The spatio-temporal attention in the video sequence does not need to consider specific points with different spatial distribution, while the unstructured 3D point cloud requires different attention to different spatial positions because these points are not uniformly distributed in 3D space. The previous multi-frame work MeteorNet [15] only use max pooling for the feature aggregation after grouping, which losses information. We expect to make full use of information in an adaptive weighted method. Therefore, a new spatio-temporal attention model based on point cloud sequence is proposed in this paper.
In this paper, an anchor-based spatio-temporal attention 3D convolution (ASTA3DConv) is proposed to extract structural features by the spatio-temporal attentive embedding and customized 3D convolution form from the sparse and irregular point cloud sequence data. Specifically, multiple virtual anchors are established around each real point with the learnable convolution weights. The structural features from 3D points around these anchors are firstly learned and embedded into these virtual anchors by a spatio-temporal attentive embedding. The proposed spatio-temporal embedding method encodes spatial coordinates, timestamps, and point features to anchors’ structured features. Then, a predefined 3D convolution based on the structure of anchors is adopted to extract structural features from these anchors to obtain the final features of each real point, the kernel center of the anchor-based convolution kernel. Compared with classic K Nearest Neighbors (KNN) and ball query [5], the spatio-temporal attentive embedding structurally organizes the raw unordered and irregular data in a learnable fashion, and then the anchor-based 3D convolution method contributes to the 3D structure feature learning from irregular raw data. The proposed method makes it possible to learn 3D feature from irregular dynamic 3D point cloud sequences in a full learnable fashion, without the interpolation calculation [10], [12].

Based on the ASTA3DConv, we propose Anchor-based Spatio-Temporal Attention 3D Convolutional Neural Networks (ASTA3DCNNs), including the classification network and segmentation network. The classification network can obtain the probabilities that the point cloud sequences belong to each category. The segmentation network can output the probabilities that each point in point cloud sequences belongs to each category. The category with the highest probability of each point serves as the segmentation category for each point. The contributions are as follows:

- A novel Anchor-based Spatio-Temporal Attention 3D Convolution operation (ASTA3DConv) is proposed in this paper. By introducing a discrete 3D convolution kernel on multiple virtual structured anchors after the feature aggregation into anchors, the 3D features can be structurally extracted from raw disordered 3D data without discretizing the data.
- To gather sparse, irregular, and unordered points to the virtual anchors, the spatio-temporal attentive embedding is proposed to learn the spatio-temporal embedding information aggregated to each anchor. The spatio-temporal attentive embedding considers the euclidean space, feature space, and time space. The soft weighted method is used to replace the classical max pooling [15] to make full use of information.
- The Anchor-based Spatio-Temporal Attention 3D Convolutional Neural Networks (ASTA3DCNNs) are further proposed for the action recognition and semantic segmentation tasks. Experiments on MSRAction3D dataset [20] and Synthia dataset [21] show that the proposed networks achieve superior performance compared with the state-of-the-art methods. The ablation studies demonstrate the effectiveness of each design.

II. RELATED WORK

A. Deep Learning on Single Frame of Point Clouds

PointNet [4] is a pioneering work in applying deep learning to consume point clouds directly. The primary approach is to construct a symmetric function. It uses shared MLP to aggregate each point’s neighborhood information and then uses an element-wise max pooling to extract local features. The continuation work PointNet++ [5] extracted and aggregated neighborhood features hierarchically in the Euclidean space around each point.

Recent works made some innovations in the design of the convolution kernel. SPLATNet [22] used the high-dimension mesh to carry features of input points and then extracted features by adopting the bilateral convolution. SpiderCNN [23] proposed to apply different weights to each convolution kernel for each neighbor. Komarichev et al. [24] utilized annular convolution for point clouds before regular convolution operations by considering orbicular structures and directions. Method of Lei et al. [25] used spherical convolution kernel to separate the space and extracted features. Zhao et al. [26] applied the dense connection between every two points in the local neighborhood by Adaptive Feature Adjustment (AFA) to represent better than DGCNN [27]. ShellNet [28] used the max pooling for overall points in each concentric spherical shell. Unlike these works, ours focuses on shared discrete convolution on the feature extraction of raw 3D point clouds, like the successful convolutional neural networks (CNNs) on 2D images. However, different from the voxel-based methods [22], [25], [29], [30], our method can directly consume raw point clouds and does not need to carry out discrete quantization for 3D space, thus successfully avoiding the quantization error and realizing the structure learning in the unstructured raw unordered data.

KPConv [31] also learned the weights of structural positions in space. However, KPConv [31] sampled the 3D point clouds for the network input and used designed linear correlation in the convolution. In comparison, ours uses the anchor-based 3D convolution (implemented by \(1 \times m\) convolution kernel) to extract discrete local features, which learns geometry explicitly. In addition, our method does not require grid sampling [31] and can directly deal with raw unstructured point clouds. Mao et al. [10] and Wang et al. [12] used the interpolation based convolution method for 3D point clouds, which is consistent with the traditional discrete convolution method. However, the interpolation function is artificially designed, which can not adjust to the change of local point clouds. In contrast, our method can retain the superiority of local adaptation by spatio-temporal attentive embedding.

Some recent works [11], [16], [32] also used convolution twice, but they only used \(1 \times 1\) convolution kernel. In this paper, different convolution kernels are introduced: \(1 \times 1\) and \(1 \times m\). The first \(1 \times 1\) convolution organizes and encodes spatio-temporal information from unordered and irregular point clouds. Then, the structured information is extracted by the second \(1 \times m\) convolution.
B. Deep Learning on Dynamic 3D Point Cloud Sequences

In MinkowskiNet [13], 3D point cloud sequences are converted into 4D occupancy grids to deal with time sequences directly, and then the sparse 4D convolution is used. Our ASTA3DConv implements twice different convolutions, extracting more structural information than MinkowskiNet’s sparse convolution. Furthermore, our method expands the searching radius with frame intervals, considering more spatio-temporally adjacent points’ features.

HPLFlowNet [33] introduced DownBCL, UpBCL, and CorBCL operations, which transferred point clouds to structured information and used the convolution, but the manual interpolation is used for data preprocessing. Unlike converting raw 3D point clouds to grids or voxels, the proposed method can directly consume dynamic 3D point cloud sequences without losing information in the data preprocessing.

FlowNet3D [34], based on PointNet++ [5], used flow embedding layer to associate two point clouds, and generated scene flows from the flow embedding features by the flow refinement. [32] and [16] used the point cost volume to associate two point clouds. The point cost volume is also based on shared MLP, implemented by $1 \times 1$ convolution. These methods are only for two point clouds to find the local correspondence. MeteorNet [15] is one explorer of deep learning methods for dynamic 3D point cloud sequences. Direct grouping and chained-flow grouping are proposed to realize correspondence search. However, the structure of MeteorNet [15] is inherited from PointNet [4] and MeteorNet only uses shared MLP for interframe embedding learning. Recent PointLSTM [35] learn interframe embedding by the long short-term memory (LSTM) [36], [37], which focuses on implicit sequence feature propagation and modeling. ASAPNet [38] carries out interframe attention fusion after feature extraction of single frames, while our method directly integrates multi-frame information and then uses 3D convolution for explicit spatial feature extraction. P4Transformer [39] uses the transformer based self-attention on embedded features to correlate the similarity of features in different frames. Our method not only uses embedded information, but also includes timestamps and spatial coordinates for attention and performs explicit 3D feature extraction through anchor-based 3D convolution.

III. ANCHOR-BASED SPATIO-TEMPORAL ATTENTION 3D CONVOLUTIONAL NEURAL NETWORK

A novel Anchor-based Spatio-Temporal Attention 3D Convolution (ASTA3DConv) is proposed to gather information from multi-frame point clouds structurally. Then this operation is used to build classification and segmentation networks. The anchor-based convolution is introduced in Section III-A. The features of anchors are obtained through the spatio-temporal attentive embedding in Section III-B. The proposed Anchor-based Spatio-Temporal Attention 3D Convolutional Neural Networks (ASTA3DCNNs) are introduced in Section III-C.

A. Anchor-Based 3D Convolution

The previous method [15] only uses $1 \times 1$ convolution, which does not make full use of the structural features of point cloud sequences. Therefore, the anchor-based convolution model is proposed in this paper. The neighborhood spatio-temporal features are first embedded to anchors, and then the proposed anchor-based convolution is applied to gather anchors’ features. The anchors are expanded and connected around each consummational central core point as shown in Fig. 1(b). The novel convolution gathers the neighborhood information from raw unordered and irregular point cloud sequences in a structural fashion but avoids using the indeterminate manual interpolation [10], [12].

The overview of the proposed anchor-based spatio-temporal convolution model is shown in Fig. 1. The input of this model includes point cloud $P_{\text{raw}}$ of sequential multiple frames and some selected points $P_{\text{core}} = \{ p_i = \{ x_i, f_i, t_i \} | i = 1, 2, ..., N \}$ from $P_{\text{raw}}$. $P_{\text{core}}$ serves as central core points of the anchor-based convolution to aggregate features by Farthest Point Sampling (FPS) [5] from $P_{\text{raw}}$, $x_i \in \mathbb{R}^3$ represents the 3D coordinates. $f_i \in \mathbb{R}^c$ represents the raw feature of points,
and $c$ is the number of dimensions of the input feature. $t_i \in \mathbb{N}$ represent the timestamp (order of the frame) of the point $p_i$. The output is $P'_c = \{p'_i = (x'_i, f'_i, t'_i)|i = 1, 2, ..., N\}$ with aggregated feature $f'_i$, and $c'$ is the number of dimensions of the output feature.

Consider the simplest symmetrical structure of the closest-packed model of sphere [12], [40]–[42], the regular tetrahedron based 3D convolution kernel is adopted here. There are 4 vertices for a regular tetrahedron, so the built convolution kernel has only 4 learning convolution weights. 4 virtual anchors $A_i = \{a^i_j = (x^i_j, t^i_j)|j = 1, 2, 3, 4\}$ located at the 4 vertices of the regular tetrahedron can be determined based on each central core point $p_i$ as follows:

$$
\begin{align*}
\begin{bmatrix}
    x^1_i \\
    x^2_i \\
    x^3_i \\
    x^4_i \\
\end{bmatrix}
    &=
\begin{bmatrix}
    x_i \\
    x_i \\
    x_i \\
    x_i \\
\end{bmatrix} + \Delta X \cdot S,
\end{align*}
$$

(1)

$$
\begin{align*}
t^i_j &= t_i,
\end{align*}

(2)

where $x^j_i$ ($j = 1, 2, 3, 4$) and $t^i_j$ are respectively the coordinates and the timestamp of the anchor related with the core point $p_i$. $\Delta X \in \mathbb{R}$ is a scalar and represents the size of the regular tetrahedron, which decides the distance between the central point and anchors. $S$ is a hyperparameter set according to the defined anchor forms. For the regular tetrahedron in this paper, $S$ is defined as follows:

$$
S = \begin{bmatrix}
\frac{\sqrt{2}}{3}, & -\frac{\sqrt{6}}{3}, & -\frac{1}{3} \\
\frac{\sqrt{2}}{3}, & \frac{\sqrt{6}}{3}, & -\frac{1}{3} \\
-\frac{\sqrt{6}}{3}, & \frac{\sqrt{2}}{3}, & 0 \\
0, & 0, & 1
\end{bmatrix}.
$$

(3)

Each line in $S$ defines the relative position of one anchor to the central point. Note that anchors are virtual coordinates with virtual timestamps in the 3D space around the central core points. There may be no actual points at these locations.

To this step, the coordinates and the timestamps of anchors have been obtained. With these anchors as the centers of balls, neighborhood features from different frames are gathered by ball query [5] with different radii as shown in Section III-B. Unlike previous work [15], which directly gathers points around the core points, the proposed method gathers points based on anchors. In this way, the proposed method can make use of the structured 3D convolution on irregular 3D point cloud sequences. The successful experience of discrete convolution on images can be applied to point clouds without the need for interpolation [10].

As mentioned before, the feature extraction for central core points can be divided into two steps. The details of the first step to gather features of the neighborhood points to anchors are described in Section III-B. The features of anchors $e^i_j$ ($j = 1, 2, 3, 4$) are obtained by formula (9). With these features, the features of central points can be extracted through the proposed anchor-based convolution. In this convolution, the kernel size $1 \times 4$ corresponds to the number of anchors around each central core point in 3D space.

$$
f'_i = \sigma \left( \sum_{j=1}^{4} \omega_{ij} e^i_j + b_j \right),
$$

(4)

where $f'_i \in \mathbb{R}^{c'}$ represents the output feature of the core point $p_i$ using 3D convolution. $\omega_{ij}$ and $b_j$ are the convolution kernel parameters. $\sigma$ is the activation function, which represents the Rectified Linear Unit (ReLU) here. That is, a self-defined 3D convolution is implemented by customizing the positions of convolution kernel parameters $\omega_{ij}$ ($j = 1, 2, 3, 4$).

Unlike the traditional $n \times n \times n$ 3D convolution, the positions of learning parameters of our 3D convolution are defined by the anchors. As the anchors are located at the 4 vertices of the regular tetrahedron, so the $1 \times 4$ convolution is required. Compared with the traditional $1 \times 1$ convolution method (Shared MLP) usually used in point clouds, the 3D convolution kernel can explicitly learn the spatial structure from 3D point clouds [10], [12].

B. Spatio-Temporal Attentive Embedding

The anchor-based convolution in Section III-A excavates the structural information of point cloud sequences by anchors. In this part, the method of capturing spatio-temporal information for these anchors is presented.

In the proposed method, relative coordinates and timestamps of neighborhood points to anchors will be embedded in each anchor, which strengthens local spatio-temporal awareness. This module also gathers raw features at the same time. The motivation for the attentive embedding is that the point clouds from different frames have different influences on the classification or segmentation. Usually, points with closer timestamps and closer distance have more significant influences. However, [15] only use max pooling after grouping, which ignores this important information. Therefore, the attentive embedding with spatio-temporal awareness is proposed in this paper.

To sufficiently use the information from multiple frames, selecting neighborhood points of different frames is needed. Considering the movement of objects, a natural idea is that a broader area is searched for the points as the time interval increases like [15]. That is, different radii are adopted to search for the points from different frames as shown in Fig. 2. A larger radius is adopted for far frames when gathering points so that there is a greater probability of receiving features in different frames associated with anchors.

These different radii are applied to select points around each anchor from different frames. The radii are regarded as the maximum Euclidean distances between the neighborhood points and anchors to examine whether one point can be
selected for the feature extraction of anchors. The radius $R$, considering the timestamps of different frames, increases gradually with the time interval. A formula is used to calculate the radius:

$$R(a^i_j, p^i_j) = \tau \rho \left( \left\| t^i_j - t^i_{j'} \right\| \right),$$  \hspace{1cm} (5)

where $a^i_j$ and $p^i_j$ represent an anchor and an actual point around the anchor. $t^i_j$ and $t^i_{j'}$ are the timestamp of the anchor and the point separately. $\rho$ represents a monotonically increasing function with increasing time intervals, and the increasing extent is controlled by a hyperparameter $\tau$. $\left\| \cdot \right\|$ represents the absolute value of timestamp difference. Only the neighborhood points with a smaller distance from the anchors than the related radius can be selected for the feature extraction.

Through this method, 8 neighborhood points from multiple frames $N^j_i = \{n^j_i, k = 1, 2, \ldots, 8\}$ around an anchor $a^i_j$ are selected for feature extraction. $x^j_i, f^j_i$ and $t^j_i$ represent the coordinates, raw features and timestamps of the selected points respectively.

Around the core point $p_i$, there are 4 anchors: $A_i = \{a^1_i, a^2_i, a^3_i, a^4_i\}$. Each anchor $a^j_i$ chooses 8 neighborhood points $\{n^j_{i,1}, n^j_{i,2}, \ldots, n^j_{i,8}\}$ from multiple frames. The relative spatial coordinates and timestamps of points are used to realize spatio-temporal feature encoding:

$$\phi^j_i = \left( (x^j_i - x^i) \oplus \left\| t^j_i - t^i \right\| \oplus f^j_i \right),$$  \hspace{1cm} (6)

where $x^j_i$ and $t^j_i$ represent the coordinates and timestamp of the anchor $a^j_i$, $x^i, t^i$ and $f^i$ represent the coordinates, timestamps, and features of the neighborhood points selected by this anchor. $\oplus$ represents concatenation operation. The feature $\phi^j_i$ is used to obtain the features of anchor $a^j_i$ before the embedding based on attention:

$$h^j_i = MLP(\phi^j_i),$$  \hspace{1cm} (7)

where $h^j_i \in \mathbb{R}^d$, and $d$ is the number of dimensions of the embedding feature. The relative spatio-temporal information, together with the features of the neighborhood points, are input to a shared MLP for multimodal information fusion and encoding. Moreover, the relative spatio-temporal information helps determine the similarity of points and influence the weights for the attentive embedding later.

In order to aggregate the encoded information $h^j_i$ of 8 neighborhood points without losing information, we give up the max pooling used in [5] and [15]. We expect to make use of this information in an adaptive weighted method like [11]. The gathered feature $\phi^j_i$ introduced in equation (6) helps to decide the aggregation weights of the queried points:

$$w^j_i = \text{softmax}(MLP(\phi^j_i \oplus h^j_i)), $$  \hspace{1cm} (8)

where $w^j_i \in \mathbb{R}^d$ and softmax activation function is used to normalize the attention. The spatio-temporal embedding feature located at the anchor $a^j_i$ is:

$$e^j = \sum_{k=1}^{8} h^j_i \odot w^j_i,$$  \hspace{1cm} (9)
In this section, we introduce two networks based on our ASTA3DConv model in detail. These two networks are designed respectively for classification and segmentation tasks from dynamic 3D point cloud sequences, shown in Fig. 4.

1) Network for Classification Task: This network mainly consists of 3 FPS and ASTA3DConv operations with different sizes of MLPs. The initial input of this network is 3D point clouds from multiple frames. The FPS acts as a point downsampling module for central core point selection. Then, 3D points are encoded by the ASTA3DConv. The structural features are extracted into sampled core points through the ASTA3DConv model. The final extracted features are fed into 2 Fully Connected (FC) layers, and the output is the classification results. The raw input feature only includes 1D timestamp. Because there are 20 classification classes for the action recognition on MSRAction3D dataset [20] in Section IV-B, the output of classification network is 20D vector to present the class scores of 20 classes.

2) Network for Segmentation Task: The network of the segmentation task has an encoder-decoder architecture like U-Net [43]. The encoding part of this network is similar to that of the classification network. The difference comes from the number of ASTA3DConv models and the channels of the Shared MLP. After 4 FPS layers and ASTA3DConv models, the output features are fed into the decoding part. During the decoding process, the ASTA3DConv model’s output is concatenated with the encoded features from skip connections, and then the combined features are fed into a Shared MLP. After 4 ASTA3DConv models and shared MLPs, the final output provides the semantic segmentation results for all the input points. The input raw 4D feature includes 3D RGB color and 1D timestamp. Because there are 12 segmentation classes for the semantic segmentation on Synthia dataset [21] in Section IV-C, the output dimension of segmentation network is $n \times 12$ to present the segmentation scores of 12 classes for each point. Our classification and segmentation networks have the same input and output as MeteorNet [15] because we test on the same datasets.

C. Anchor-Based Spatio-Temporal Attention 3D Convolutional Networks

IV. Experiments and Evaluation

We designed the anchor-based spatio-temporal attention convolutional neural networks to learn the features from 3D point cloud sequences. Our networks learn from multiple frames in an adaptive weighted method and successfully extract the structural information. In this section, we will first describe the implementation details of experiments. Then our model is compared with the state-of-the-art models to show the superiority of our model. This is demonstrated in two tasks, action recognition and semantic segmentation. At last, several ablation studies are executed to analyze the contributions of our model.

A. Implementation

For action recognition, the initial learning rate is set as 0.001. For semantic segmentation, the initial learning rate is...
The proposed classification network is applied to action recognition on MSRAction3D dataset [20]. This dataset contains 567 Kinect depth map sequences from 10 people with 20 actions. Dynamic 3D point cloud sequences are reconstructed by these depth map sequences. Some action examples are shown in Fig. 5. The training set and test set division is the same as the previous works [15], [45].

The classification results are shown in Table 1. The evaluation metric is the average classification accuracy on the test set. We compare our method with the depth based methods [44], skeleton based method [45], [48], and the point cloud based methods [5], [15], [35], [39], [49]. Note that PointNet++ [5] is a single point cloud learning method, while MeteorNet [15], PointLSTM [35], and P4Transformer [39] are the learning based methods that consumes point cloud sequences, like ours. Therefore, the comparison between ours and [15], [35], [39] is mostly fair. As shown in Table 1 the result of ours with 12-frame input has even exceeded the 24-frame results of MeteorNet [15]. Finally, with 24-frame input, our method realizes more than 4% improvement over MeteorNet [15]. In addition, our method surpasses the traditional method consuming point cloud sequences, which is also a spatio-temporal scheme. Our method even surpasses the recent LSTM and transformer based methods [35], [39], which shows that our spatio-temporal awareness attention learning even exceeds the mainstream sequence model, LSTM, and the mainstream attention model, transformer, in 3D point cloud sequence tasks and achieves state of the art.

The customized 3D structured anchor distribution explicitly extracts the structural features from the point cloud sequences. Thereby, a more structural and comprehensive understanding of the sequential action improved the experimental results.

C. Semantic Segmentation

Our network for semantic segmentation is tested on the Synthia dataset [21]. Synthia dataset [21] is about driving scenarios and is used for semantic segmentation and related

---

**Table II**

**Semantic Segmentation Results on the Synthia Dataset**

| Number of Frames | Method           | Blding | Road | Sdwlk | Fence | Vegitn | Pole | Tsign | Psdr | Bicyc | Lane | Tlight | mIoU |
|------------------|------------------|--------|------|-------|-------|--------|------|-------|------|-------|------|--------|------|
| 1                | 4D MinkNet14 [13]| 89.39  | 97.68| 69.43 | 86.52 | 98.11  | 97.26| 93.50 | 79.45| 92.27 | 0.00 | 44.61  | 66.69| 76.24 |
|                  | PointNet++ [15]  | 96.88  | 97.72| 86.20 | 92.75 | 97.12  | 97.09| 90.85 | 66.87| 78.64 | 0.00 | 72.93  | 75.17| 79.35 |
|                  | Ours w/o attention| 98.35  | 98.72| 93.28 | 96.56 | 98.84  | 97.91| 95.35 | 75.36| 82.81 | 0.00 | 77.05  | 80.78| 82.92 |
| 2                | MeteorNet [15]   | 97.65  | 97.83| 90.03 | 94.06 | 97.41  | 97.79| 94.15 | 82.01| 79.14 | 0.00 | 72.59  | 77.92| 81.72 |
|                  | Ours             | 98.52  | 98.80| 94.46 | 96.80 | 99.06  | 98.46| 95.35 | 81.04| 88.23 | 0.00 | 77.68  | 81.72| 84.26 |
| 3                | 4D MinkNet14 [13]| 90.13  | 98.26| 73.47 | 87.19 | 99.10  | 97.50| 94.01 | 79.04| 92.62 | 0.00 | 50.01  | 68.14| 77.46 |
|                  | MeteorNet [15]   | 98.10  | 97.72| 88.65 | 94.00 | 97.98  | 97.65| 93.83 | 84.07| 80.90 | 0.00 | 71.14  | 77.60| 81.80 |
|                  | ASAP-Net [35]    | 97.67  | 98.15| 89.85 | 95.50 | 97.12  | 97.59| 94.90 | 80.97| 86.08 | 0.00 | 74.66  | 77.51| 82.73 |
|                  | P4Transformer [39]| 96.73  | 98.35| 94.03 | 95.23 | 98.28  | 98.01| 95.60 | 81.54| 85.18 | 0.00 | 75.97  | 79.07| 83.16 |
|                  | Ours             | 98.23  | 98.78| 95.38 | 96.38 | 98.61  | 98.56| 95.39 | 84.14| 87.78 | 0.00 | 78.46  | 85.49| 84.77 |

---

**Figure 5.** Some samples of MSRAction3D dataset [20]. From the top to the bottom: horizontal arm wave, side kick, high arm wave, hand clap, pickup & throw.
scene understanding tasks. The original video sequences are stereo RGBD images generated by 4 cameras located on the top of a moving car. In our task, RGB images and depth maps are utilized to generate the point cloud sequences. Overall, 6 video sequences in 9 different weather environments are preprocessed to create dynamic 3D point cloud sequences. For each frame of dynamic point cloud sequences, a cube with a limit of 50m × 50m × 50m is built, where the moving car is in the center. Inside each frame, the FPS is applied to obtain 8,192 points. The train/validation/test split is set as follows: Sequences 1-4 except for spring, sunset, and fog conditions are set as the training set. Sequence 5 is used as the validation set. Sunset and spring scenes in sequence 6 are used as the test set. Among the input dynamic 3D point cloud sequences, there are 19,888 frames for the training set, 815 frames for the validation set, and 1,886 frames for the test set.

The results are listed in Table III. The evaluation metrics are based on per-class and mean Intersection-over-Union (IoU). Our method is compared with 4D MinkNet14 [13], PointNet++ [5] and recent work MeteorNet [15]. The model is tested by changing the number of input frames. Among the baselines, MeteorNet [15], ASAP-Net [38], and P4Transformer [39] are the methods that perform semantic segmentation on raw 3D point cloud sequences, which is most similar to our method. Our method has the best results with different numbers of input frames and achieves state-of-the-art performance. Some visualized results are presented in Fig. 6. It can be found that the proposed method achieves accurate semantic prediction for most points.

D. Ablation Study

The ablation studies are executed to demonstrate the proposed contributions in this paper. The experiment settings are same with Section IV-B and Section IV-C except for ablation components.

1) Anchor-Based 3D Convolution: One of the essential components of our model is the anchor-based 3D convolution. Through the anchors, central core points are able to excavate features in two steps with a structural method. To show the effect of anchors, we compare the result of ours without the attentive embedding and that of MeteorNet [15] on action recognition task in Table III. We find that the anchors help improve the accuracy at least 2.5% for all the number of input frames except 4 frames. For 4 frames as input, the accuracy of our model with anchors (w/o attention) also exceeds MeteorNet [15]. There is an explanation for this. Most actions require a more extended period to be correctly classified. For the input with fewer frames, it is hard to get a significant improvement in accuracy even though the anchor-based method is applied. For semantic segmentation, structure information also exists in a single frame. Therefore, as shown in Table IV, the performance gain is enough significant for fewer frame inputs using the anchor-based method.

MeteorNet [15] will degenerate into PointNet++ [5] if the input changes to a single frame, while for our method, the anchor-based convolution can also be used for a single frame. We also test our anchor-based convolution on a single frame and compared it with PointNet++ [5] in Table I and Table II. Ours obtains better performance than PointNet++ [5], which shows the superiority of structured feature learning by 3D convolution.

2) Spatio-Temporal Attentive Embedding: Introduced in Section III-B an attentive embedding method is proposed during the feature embedding in the anchors. To demonstrate the effectiveness of this proposed method, we evaluate the networks with and without the attention both in action recognition and semantic segmentation. The experiment results of the two tasks are respectively shown in Table III and Table IV. The attention method improves the accuracy of both tasks for various input numbers of frames. With the spatio-temporal attentive embedding, features are gathered in an adaptive weighted method, which achieves reasonable distribution of attention without loss of information.

V. Conclusion

This paper proposes a novel anchor-based spatio-temporal attention 3D convolution (ASTA3DConv) and two networks based on ASTA3DConv to directly consume irregular dynamic 3D point cloud sequences. The anchor-based 3D convolution naturally aggregates structured information from unstructured point clouds. To adaptively fuse the spatio-temporal information from point cloud sequences, spatio-temporal attentive embedding is proposed and applied in the feature generation of anchors. Experiments on action recognition and semantic segmentation demonstrated the state-of-the-art performance of
the proposed approach. Both action recognition and semantic segmentation can be regarded as the intelligent measurement and perception of the physical world, and are used in many high-level tasks. For example, after action recognition is performed through depth camera sensors, smart homes [52] can be realized through a wireless sensor network [53] based on the Internet of Things (IoT). The outdoor semantic scene understanding through the LiDAR measurement can be used in the localization [54], depth estimation [55], object tracking [56], and navigation [57] of robots.
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