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Abstract

Word alignment is a fundamental step in machine translation. Current statistical machine translation systems suffer from a major drawback: they only extract rules from 1-best alignments, which adversely affects the rule sets quality due to alignment mistakes. To alleviate this problem, we extract hierarchical rules from weighted alignment matrix (Liu et al., 2009). Since the sub-phrase pairs would change the inside and outside areas in the weighted alignment matrix of the hierarchical rules, we propose a new algorithm to calculate the relative frequencies and lexical weights of hierarchical rules. To achieve a balance between rule table size and performance, we construct a scoring measure that incorporates both frequency and lexical weight to select the best target phrase for each source phrase. Experiments show that our approach improves BLEU score by ranging from 1.4 to 1.9 points over baseline for hierarchical phrase-based, and 1.4 to 1.5 points for tree-to-string model.

1 Introduction

Word alignment plays an important role in statistical machine translation (SMT). Most SMT systems, not only phrase-based models (Och and Ney, 2004; Koehn et al., 2003; Xiong et al., 2006), but also syntax-based models (Chiang, 2005; Liu et al., 2006; Galley et al., 2006; Huang et al., 2006; Shen et al., 2008), usually extract rules from word aligned corpora. However, these systems suffer from a major drawback: they only extract rules from 1-best alignments, which adversely affects the rule sets quality due to alignment mistakes.

Typically, syntax-based models are more sensitive to word alignments because they care about inside (i.e., subtracted phrases). Figure 1(a) shows an alignment of a sentence pair. Since there is a wrong link (de, of), we could not extract many useful hierarchical rules such as (zhongguo X1, China X1, economy, China X1). To alleviate this problem, a natural solution is to extract rules from n-best alignments (Venugopal et al., 2008).

However, using n-best alignments still face two major challenges. First, n-best alignments have to be processed individually although they share many links, see (zhongguo, China) and (jingji, economy) in Figure 1. Second, regardless of probabilities of links in each alignment, numerous wrong rule would be extracted from n-best alignments. For example, a wrong rule (X1 de jingji, of X1, ’s economy) would be extracted from the alignment in Figure 1(a).

Since Liu et al. (2009) show that weighted alignment matrix provides an elegant solution to these two drawbacks, we apply it to the hierarchical phrase-based model (Chiang, 2005) and the tree-to-string model (Liu et al., 2006; Huang et al., 2006). While such an idea seems intuitive, it is non-trivial to extract hierarchical rules from weighted alignment matrices.

Our work faces two major challenges. The first is how to calculate the relative frequencies and lex-
Figure 2: (a) One alignment of a sentence pair; (b) another alignment of the same sentence pair; (c) the resulting weighted alignment matrix that samples the two alignments, of which the initial probabilities are 0.6 and 0.4 respectively.

Another challenge is how to achieve a balance between performance and rule table size. Note that given a source phrase, there would be plenty of “potential” candidate target phrases in weighted matrices (Liu et al., 2009). If we retain all of them, these phrase pairs would produce even more hierarchical rules. For computational tractability, we need to design a measure to score the phrase pairs and wipe out the low-quality ones.

We propose a new algorithm to calculate the relative frequencies of rules, and construct a measure that incorporates both frequency and lexical weight to score target phrases. Experiments (Section 4) show that our approach improves BLEU score by ranging from 1.4 to 1.9 points over baseline for hierarchical phrase-based, and 1.4 to 1.8 points for tree-to-string model.

### 2 Weighted Alignment Matrix

A weighted alignment matrix (Liu et al., 2009) $m$ is a $J \times I$ matrix to encode the probabilities of $n$-best alignments of the same sentence pair. Each element in the matrix stores a link probability $p_m(j, i)$, which is estimated from an $n$-best list by calculating relative frequencies:

$$p_m(j, i) = \frac{\sum_{a \in \mathcal{N}} p(a) \times \delta(a, j, i)}{\sum_{a \in \mathcal{N}} p(a)} (1)$$

where

$$\delta(a, j, i) = \begin{cases} 1 & (j, i) \in a \\ 0 & \text{otherwise} \end{cases} (2)$$

Here $\mathcal{N}$ is an $n$-best list, $p(a)$ is the probability of an alignment $a$ in the $n$-best list. The numbers in the cells in Figure 2(c) are the corresponding $p_m$.

Since $p_m(j, i)$ is the probability that $f_j$ and $e_i$ are aligned, the probability that the two words are not aligned is

$$\widehat{p}_m(j, i) = 1.0 - p_m(j, i) (3)$$

Figure 2 shows an example. The probability for the two words zhongguo and China being aligned is 1.0 and the probability that they are not aligned is 0.0. In another way, the two words are definitely aligned.

Given a phrase pair $(f^{j_2}, e^{i_2})$, Liu et al. (2009) calculate relative frequencies following Och and Ney (2004):

$$\phi(\tilde{e}|\tilde{f}) = \frac{\text{count}(f^{j_2}, e^{i_2})}{\sum_{j_1} \text{count}(f^{j_2}, e^{i_2})} (4)$$

The key point to calculate the relative frequency of the phrase pair is to obtain its fractional count. Liu et al. (2009) use the product of inside and outside probabilities as the fractional count of a phrase pair. Liu et al. (2009) define that inside probability indicates the probability that at least
one word in source phrase is aligned to a word in target phrase, and outside probability indicates the chance that no words in one phrase are aligned to a word outside the other phrase. The fractional count is calculated:

\[ \text{count}(f_{j1}^2, e_{i1}^2) = \alpha(f_{j1}^2, e_{i1}^2) \times \beta(f_{j1}^2, e_{i1}^2) \]  

where \( \alpha(\cdot) \) and \( \beta(\cdot) \) denote the inside and outside probabilities respectively, which can be calculated as:

\[ \alpha(\cdot) = 1 - \prod_{(j,i) \in \text{in}(\cdot)} \bar{p}_m(j,i) \]  
\[ \beta(\cdot) = \prod_{(j,i) \in \text{out}(\cdot)} \bar{p}_m(j,i) \]  

Here \( \text{in}(\cdot) \) denotes the inside area, which includes elements that fall inside the phrase pair, while \( \text{out}(\cdot) \) denotes the outside area including elements that fall outside the phrase pair while fall in the same row or the same column. Figure 3 shows an example. The light shading area is the outside area of phrase pair and the area inside the pane with bold lines is the inside area.

To calculate the lexical weights, Liu et al. (2009) adapt \( p_m(j,i) \) as the fractional count \( \text{count}(f_j, e_i) \). The fractional counts of NULL words can be calculated as:

\[ \text{count}(f_j, e_0) = \prod_{i=1}^l \bar{p}_m(j,i) \]

For example, in Figure 2, \( \text{count}(de, 's) \) is 0.4 and \( \text{count}(de, NULL) \) is 0.24.

Then the lexical weight can be calculated as:

\[ p_w(e|f, m) = \prod_{i=1}^{\lvert e \rvert} \left( \frac{1}{\{ j | p_m(j, i) > 0 \}} \times \sum_{\forall j: p_m(j, i) > 0} p(e_i | f_j) \times p_m(j, i) \right) + p(e_i | f_0) \times \prod_{j=1}^{\lvert f \rvert} \bar{p}_m(j, i) \]  

where

\[ p(e_i | f_j) = \frac{\text{count}(f_j, e_i)}{\sum_{e_i'} \text{count}(f_j, e_i')} \]  

We apply weighted alignment matrix to the hierarchical phrase-based model (Chiang, 2007) and the tree-to-string model (Liu et al., 2006; Huang et al., 2006).

3 Rule Extraction

In hierarchical rules, both source and target sides are strings with NTs. In tree-to-string rules, the source side is a tree with NTs, while the target side is a string with NTs. Since the tree structure of source side has no effect on the calculations of relative frequencies and lexical weights, we can represent both tree-to-string and hierarchical rules as below:

\[ X \rightarrow \langle \gamma, \alpha, \sim \rangle \]

where \( X \) is a nonterminal, \( \gamma \) and \( \alpha \) are source and target strings (consist of terminals and NTs), and \( \sim \) represents word alignments between NTs in \( \gamma \) and \( \alpha \).

The bulk of syntax grammars consists of two parts: phrase pairs and variable rules. The difference between them is containing NTs or not. Since we can calculate relative frequencies and lexical weights of phrase pairs as in Liu et al. (2009), we only focus on the calculation of variable rules.

3.1 Extraction Algorithm

Following Chiang (2007) and Liu et al. (2006), our extraction algorithm involves two steps. First, we extract phrase pairs from weighted alignment matrices. Then, we obtain variable rules by replacing sub-phrase pairs with NTs.

Figure 4 shows the algorithm of extracting phrase pairs from a weighted matrix for the hierarchical phrase-based model. The input of the algorithm is a sentence pair \( (f^l_1, e^l_1) \) that are both
1: procedure PhraseExtraction\( (f^I_1, e^I_1, m, l) \)
2: \( R \leftarrow \emptyset \)
3: for \( j_1 \leftarrow 1 \ldots J \) do
4: \( j_2 \leftarrow j_1 \)
5: while \( j_2 < J \land j_2 - j_1 < l \) do
6: \( T \leftarrow \{ i \mid j_2 \leq j \leq j_2 + p_m(j, i) > 0 \} \)
7: \( i_1 \leftarrow \min(T) \)
8: \( i_n \leftarrow \max(T) \)
9: \( r \leftarrow \text{NULL} \)
10: \( s(r) \leftarrow -1 \)
11: for \( n \leftarrow 1 \ldots l \) do
12: \( i_1 \leftarrow i_1 - n + 1 \ldots i_v \) do
13: \( i_2 \leftarrow i_1 + n - 1 \)
14: if \( s(f_{j_1}^{i_1}, e_{i_2}^{i_1}) > s(r) \) then
15: \( r \leftarrow (f_{j_1}^{i_1}, e_{i_2}^{i_1}) \)
16: \( s(r) \leftarrow s(f_{j_1}^{i_1}, e_{i_2}^{i_1}) \)
17: \( R \leftarrow R \cup \{ r \} \)
18: \( j_2 \leftarrow j_2 + 1 \)
19: return \( R \)

Figure 4: Algorithm of extracting phrase pairs from a sentence pair \( (f^I_1, e^I_1) \) annotated with a weighted alignment matrix \( m \). We just retain the best target phrase for each source phrase. Here \( s(\cdot) \) denotes the selection criteria in Section 3.2.

| target phrase | \( \alpha \) | \( \beta \) | count |
|---------------|------------|------------|-------|
| China ’s economy | 1.0 | 0.4 | 0.4 |
| of China ’s economy | 1.0 | 0.6 | 0.6 |
| China ’s | 1.0 | 0.0 | 0.0 |
| of China ’s | 1.0 | 0.0 | 0.0 |

Table 1: Some candidate target phrases of the source phrase zhongguo de jingji in Figure 3 (suppose the structure of zhongguo de jingji is a complete sub-tree). Here \( \alpha \) is inside probability, \( \beta \) is outside probability, and \( \text{count} \) is fractional count.

strings, weighted alignment matrix \( m \), and a phrase length limit \( l \). Note that we just retain the target phrase of highest score for each source phrase (lines 13-16). We describe these in Section 3.2. After we extract phrase pairs, we can obtain variable rules by replacing sub-phrase pairs with NTs.

We can also extend this algorithm to tree-to-string model. The difference is that the source sentence should be a tree instead of a string and additional syntactic constraints operate.

3.2 Selection Criteria

(Liu et al., 2009) show that given a source phrase, there would be multiple “potential” candidate target phrases in weighted matrices. Table 1 lists some candidate target phrases of the source phrase zhongguo de jingji in Figure 3. If we retain all of them, it will lead to an exponentially increasing rule table. To achieve balance between rule table size and performance, we just select the best candidate target phrase.

An interesting finding is that a target phrase with the largest fractional count is not always the best one. For example in Table 1, the target phrase of China ’s economy has a larger fractional count than China ’s economy. However, we can see that (zhongguo de jingji, China ’s economy) is better.

To alleviate this problem, we incorporate lexical weight to distinguish good target phrases from bad ones. While frequency indicates how often the source phrase and target phrase occur together, lexical weight models the correspondence between them. Therefore, we can construct a scoring measure that incorporates both frequency and lexical weight. The scoring equation below models this effect:

\[
\hat{s}(\hat{f}, \hat{e}) = \omega \cdot \text{count}(\hat{f}, \hat{e}) + (1 - \omega) \cdot p_w(\hat{e} | \hat{f}, m) \quad (10)
\]

where \( \omega \) is the interpolation weight, \( \text{count}(\hat{f}, \hat{e}) \) is calculated by Equation 5, and \( p_w(\hat{e} | \hat{f}, m) \) by Equation 8. In practice, we set \( \omega = 0.5 \).\(^1\) Suppose \( p_w(China \ 's \ economy \ | \ zhongguo \ de \ jingji) \) is 0.7 and \( p_w(China \ 's \ economy \ | \ zhongguo \ de \ jingji) \) is 0.4, then we should choose the target phrase China ’s economy although of China ’s economy has a larger fractional count.

Note that we select the best target phrase for each source phrase for just one sentence. It means there could still be many target phrases for each source phrase during decoding.

3.3 Calculating Relative Frequencies

Figure 5 shows an example of the matrix of a hierarchical rule, which is generated from the phrase pair in Figure 3. Due to the existence of sub-phrase pairs, the inside and outside areas changes (see the difference between Figure 3 and Figure 5). Therefore, we can not simply calculate the outside probability of the hierarchical rule using the product of outside probabilities of phrase pair and sub-phrase pairs.

We follow Liu et al. (2009) to calculate relative frequencies using the product of inside and outside probabilities. We now extend the definitions of inside and outside probabilities to hierarchical rules that contain NTs.

\(^1\)We tried a few other settings and found them to be less effective.
Table 2: Some hierarchical rules generated from the phrase pair (zhongguo de jingji, China’s economy) in Figure 3 (suppose the structure of zhongguo de jingji is a complete sub-tree). Here \( \alpha \) is inside probability, \( \beta \) is outside probability, and count is fractional count.

| rule                     | \( \alpha \) | \( \beta \) | count |
|--------------------------|--------------|--------------|-------|
| X_1 de jingji, X_1 ’s economy | 1.0          | 0.4          | 0.4   |
| zhongguo X_1, China X_1   | 1.0          | 0.4          | 0.4   |
| zhongguo de X_1, China ’s X_1 | 1.0      | 0.24         | 0.24  |
| X_1 de X_2, X_1 ’s X_2   | 1.0          | 0.24         | 0.24  |

Accordingly, the outside probability is calculated as:

\[
\beta(R) = \prod_{(j,i) \in \text{out}(R)} \bar{p}_m(j,i) \tag{12}
\]

where

\[
\text{out}(R) = \text{out}(P) \bigcup \bigg( \bigcup_k \text{out}(X_k) \bigg)
\]

Figure 5: A weighted alignment matrix of a variable rule, which is obtained by replacing (zhongguo,China) with \( X \) in (zhongguo de jingji,China’s economy). The diagonal area is the inside area of the sub-phrase pair. The shading area is the outside area of the variable rule, and heavy shading area is the duplicate outside area. The no shading area inside the pane with bold lines is the inside area.

Given a variable rule \( (f', e') \), which is generated from the phrase pair \( (f^2_j, e^2_i) \) by replacing sub-phrase pairs with \( X \). We denote \( R \) as the variable rule, \( P \) as the phrase pair \( (f^2_j, e^2_i) \), and \( X_k \) as the \( k \)th sub-phrase pair that is replaced with \( X \). Therefore, the inside probability of a variable rule is calculated as:

\[
\alpha(R) = \prod_k \alpha(X_k) \tag{11}
\]

We tried to follow the constraints of Chiang (2007): (1) unaligned words are not allowed at the edges of phrases; (2) a rule must have at least one pair of aligned words. This would take into account the terminals in the variable rule, but make the calculation more complicated (especially constraint (1)). However, it didn’t work well. Therefore, we only constraint that the rule should respect the word alignment, which means one terminal in a phrase could not align to another word outside the phrase (using outside probability).

\[
p_w(e|\bar{f}, m) = \prod_{i \in T_R} \left( \frac{1}{|\{j | p_m(j,i) > 0\}|} \times \sum_{\forall j \ p_m(j,i) > 0} p(e_i|f_j) \times p_m(j,i) \right) + \sum_{\forall j \ p_m(j,i) > 0} p(e_i|f_0) \times \prod_{j \in S_R} \bar{p}_m(j,i) \tag{13}
\]

Note that we only consider each word pair \( (f_j, e_i) \) in the inside area of the variable rule. For example, the lexical weight of \( (X_1 de jingji, X_1 ’s economy \]
The probability that \( \text{economy} \) translates a source NULL token is 0.0.

4 Experiments

4.1 Data Preparation

Our experiments are on Chinese-English translation based on replications of hierarchical phrase-based system (Chiang, 2007) and tree-to-string system (Liu et al., 2006). We train a 4-gram language model on the Xinhua portion of GIGA-WORD corpus using the SRI Language Modeling Toolkit (Stolcke, 2002) with modified Kneser-Ney smoothing (Kneser and Ney, 1995). We optimize feature weights using the minimum error rate training algorithm (Och and Ney, 2002) on the NIST 2002 test set. We evaluate the translation quality using case-insensitive BLEU metric (Papineni et al., 2002) on the NIST 2003/2004/2005 test sets.

To obtain weighted alignment matrices, we follow Venugopal et al. (2008) to produce \( n \)-best lists via GIZA++. We produce 20-best lists in two translation directions, then used “grow-diag-final-and” (Koehn et al., 2003) to all \( 20 \times 20 \) bidirectional alignment pairs. We follow Liu et al. (2009) to use \( p_{s2t} \times p_{t2s} \) as the probabilities of an alignment pair. Analogously, we abandon duplicate alignments that are produced from different alignment pairs. After these steps, there are 110 candidate alignments on average for each sentence pair. We obtained \( n \)-best lists by selecting the top \( n \) alignments from 110-best lists. We re-estimated the probability of each alignment in the \( n \)-best list using re-normalization (Venugopal et al., 2008). Finally, we construct weighted alignment matrices from these \( n \)-best alignments.

We will first report results trained on a small-scaled corpus, and then scale to a larger one. When extracting tree-to-string rules, we limit the maximal height of rules to 3. We use the pruning threshold: \( t = 0.5 \).

4.2 Results on Small Data

To test the effect of our approach, we firstly carried out experiments on FBIS corpus, which contains 230K sentence pairs. Table 3 shows the rule table size and translation quality. Using \( n \)-best alignments slightly improved the BLEU score, but at the cost of much slower extraction, since each of top-\( n \) alignments has to be processed individually although they share many link points. Matrix-based extraction, by contrast, is much faster due to packing and produces consistently better BLEU scores. The absolute improvements of ranging from +1.6 to +1.8 BLEU points and +1.4 to +1.8 BLEU points over 1-best alignments for hierarchical phrase-based and tree-to-string models respectively, are statistically significant at \( p < 0.01 \) by using sign-test (Collins et al., 2005).

Basically, in the matrix case of the hierarchical phrase-based model, we can use about twice as many rules as in the 1-best case, or 1.3 times of 10-best extraction. However, in tree-to-string scenario, matrix-based extraction produces less rules than \( k \)-best extraction. We contribute this to the extra complete sub-tree constraint.

4.3 Results on Large Data

We also conducted experiments on a larger training data, which contains 1.5M sentence pairs coming from LDC dataset.

The rule table size and BLEU score are shown in Table 4. An interesting finding is that BLEU scores decline when using \( k \)-best extraction in some cases. We conjecture that some low-quality rules that harm the performance of decoder, are extracted from \( k \)-best alignments. Using weighted matrices on larger corpus also achieved significant and consistent improvements over using 1-best and \( n \)-best lists. These results confirm that our approach is a promising direction for syntax-based machine translation.

4.4 Comparison of Parameter Estimation

In this section we investigated the question of how many rules are shared by \( n \)-best and matrix-based extractions on small data (FBIS corpus). Our motivation is that weighted alignment matrices have been reported to be beneficial for better estimation of rule translation probabilities and lexical weights.

---

2The corpus includes LDC2002E18, LDC2003E07, LDC2003E14, Hansards portion of LDC2004T07, LDC2004T08 and LDC2005T06.
Table 3: Results with different rule extraction methods on small data. Here 1-best, 10-best and \( m(10) \) denote 1-best alignments, 10-best lists and weighted matrices estimated from 10-best lists respectively. The rules are filtered on the corresponding test set. “Extraction” denotes extraction time in millsecs per sentence pair. We evaluate the translation quality using 4-grams case-insensitive BLEU metric.

| Rules from... | Extraction | Total Rules | NIST03 Rules | NIST03 BLEU | NIST04 Rules | NIST04 BLEU | NIST05 Rules | NIST05 BLEU |
|---------------|------------|-------------|---------------|-------------|---------------|-------------|---------------|-------------|
|               |            |             |               |             |               |             |               |             |
| hierarchical phrase-based model | | | | | | | | |
| 1-best    | 17         | 39.7M       | 2.5M          | 30.14       | 4.2M          | 33.82       | 3.0M          | 30.33       |
| 10-best  | 155        | 62.7M       | 4.2M          | 30.59       | 7.0M          | 34.30       | 5.0M          | 30.73       |
| \( m(10) \) | 89         | 86.7M       | 5.7M          | \( \textbf{31.81} \) | 9.5M          | \( \textbf{35.67} \) | 6.6M          | \( \textbf{31.94} \) |
| tree-to-string model | | | | | | | | |
| 1-best    | 21         | 9.3M        | 532K          | 27.39       | 762K          | 30.30       | 614K          | 27.06       |
| 10-best  | 231        | 19.6M       | 890K          | 27.57       | 1.13M         | 30.65       | 1.02M         | 27.07       |
| \( m(10) \) | 44         | 9.2M        | 590K          | \( \textbf{28.92} \) | 836K          | \( \textbf{31.77} \) | 677K          | \( \textbf{28.87} \) |

Table 4: Results with different rule extraction methods on large data. We use \( m(10) \) for the weighted matrices estimated from 10-best lists.

| Rules from... | Total Rules | NIST03 Rules | NIST03 BLEU | NIST04 Rules | NIST04 BLEU | NIST05 Rules | NIST05 BLEU |
|---------------|-------------|---------------|-------------|---------------|-------------|---------------|-------------|
| hierarchical phrase-based model | | | | | | | | |
| 1-best    | 204M        | 10.3M         | 33.40       | 16.1M         | 34.65       | 11.7M         | 32.88       |
| 10-best  | 288M        | 16.5M         | 33.18       | 25.2M         | 34.75       | 18.6M         | 32.47       |
| \( m(10) \) | 524M        | 26.1M         | \( \textbf{35.10} \) | 40.7M         | \( \textbf{36.56} \) | 29.5M         | \( \textbf{34.31} \) |
| tree-to-string model | | | | | | | | |
| 1-best    | 30.7M       | 1.99M         | 30.76       | 2.68M         | 32.69       | 2.21M         | 30.36       |
| 10-best  | 71.4M       | 3.53M         | 31.54       | 4.63M         | 33.47       | 3.89M         | 31.09       |
| \( m(10) \) | 30.7M       | 2.24M         | \( \textbf{32.23} \) | 2.99M         | \( \textbf{34.24} \) | 2.48M         | \( \textbf{31.88} \) |

4.5 Best Rule or More Rules

Someone would argue that using more rules could improve the performance, especially for the tree-to-string model. Therefore, we carried out experiments on small data for tree-to-string model to investigate which one is better. Note that even though we retain the best target side for each source side for each sentence, there could still be many target sides for each source side when decoding.

Table 6 shows the results of different criterions. The first column “Criteria” indicates how many target phrases are preserved: the best one or all phrases that reach pruning threshold. We can see that “More Rules” could not outperform “Best Rule” even using almost 2.5 times rules. One possible reason is that it might introduce some low-quality target phrase such as of China’s economy in Table 1, which will generate more substandard variable rules.

5 Related Works

Recent works have shown that machine translation can benefit when offered more alternatives. Mi
Table 5: Comparison of rule tables learned from \( n \)-best lists and weighted matrices. The rules are filtered on both development and test sets. “All” denotes the full rule table, “Shared” denotes the intersection of two tables, and “Non-shared” denotes the complement. Note that the probabilities of “Shared” rules are different for the two approaches.

| Criteria          | Total Rules | NIST03 Rules | NIST03 BLEU | NIST04 Rules | NIST04 BLEU | NIST05 Rules | NIST05 BLEU |
|-------------------|-------------|--------------|-------------|--------------|-------------|--------------|-------------|
|                   |             | Rules        | BLEU        | Rules        | BLEU        | Rules        | BLEU        |
| Best Rule         | 9.2M        | 590K         | 28.92       | 836K         | 31.77       | 677K         | 28.87       |
| More Rules        | 21.4M       | 1.54M        | 29.07       | 1.97M        | 31.66       | 1.72M        | 29.02       |

Table 6: Comparison of rule tables learned from weighted matrices using different criterions. “Best Rule” denotes the rule table using the criteria described in Section 3.2, “More Rules” denotes the rule table using the criteria that retains all candidate target phrases that reach pruning threshold.

and Huang (2008) and Tu et al. (2010) use forests instead of 1-best trees; Venugopal et al. (2003) and Deng et al. (2008) soft the alignment consistency constraint to extract more rules; Dyer et al. (2008) use word lattices instead of 1-best segmentations to generate more alignments for a sentence pair; Venugopal et al. (2008) use \( n \)-best alignments directly for rule extraction.

To generate larger rule sets, de Gispert et al. (2010) extract hierarchical rules from alignment posterior probabilities. They concern how to extract larger rule sets using simple yet powerful hierarchical grammar, while we focus on whether weighted alignment matrix could overcome the alignment errors for different translation models (e.g. phrase-based, hierarchical phrase-based and tree-based models). They use phrase posteriors as the fractional count, while we use the product of inside and outside probabilities. Besides, they filter rules after extracting all rules from corpus, while we prune rules when extracting.

6 Conclusion and Future Works

Liu et al. (2009) proposed a new structure named weighted alignment matrix that make a better use of noisy alignments. Since weighted matrices proves effective for phrase-based model, we apply it to syntax-based models, which are more sensitive to word alignments. Due to the difference in structure between phrases and hierarchical rule, we develop new algorithms to calculate relative frequencies and lexical weights of hierarchical rules. To achieve a balance between rule table size and performance, we develop a scoring measure that incorporates both frequency and lexical weight to select the best target phrase for each source phrase. Our experiments show that our approach improves BLEU score significantly, with reasonable extraction speed, indicating that weighted alignment matrix also works for syntax-based models.

Besides the hierarchical phrase-based model and tree-to-string model, our method is also applicable to other paradigms such as the string-to-tree models (Galley et al., 2006) and the string-to-dependency models (Shen et al., 2008). Another interesting direction is to use a simpler alignment model that can compute alignment point posteriors directly, such as word-based ITG model (Zhang and Gildea, 2005; Haghighi et al., 2009).
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