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Abstract—Robots are used by humans not only as tools but also to interactively assist and cooperate with humans, thereby forming physical human–robot interactions. In these interactions, there is a risk that a feedback loop causes unstable force interaction, in which force escalation exposes a human to danger. Previous studies have analyzed the stability of voluntary interaction but have neglected involuntary behavior in the interaction. In contrast to the previous studies, this study considered the involuntary behavior: a human’s force reproduction bias for discrete-event human–robot force interaction. We derived an asymptotic stability condition based on a mathematical bias model and found that the bias asymptotically stabilizes a human’s implicit equilibrium point far from the implicit equilibrium point and destabilizes the point near the point. The bias model, convergence of the interaction toward the implicit equilibrium point, and divergence around the point were consistently verified via behavioral experiments under three kinds of interactions using three different body parts: 1) a hand finger; 2) wrist; and 3) foot. Our results imply that humans implicitly secure a stable and close relationship between themselves and robots with their involuntary behavior.
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I. INTRODUCTION

HUMAN–ROBOT interaction and collaboration are inevitable as robots advance [1]. Physical interaction [2], [3] and context-aware interaction [4], [5] between a robot and human have been studied to facilitate the robot advance. In the physical human–robot interaction, the relationship between a human and robot forms feedforward communication or feedback communication between a robot and a human. Interaction of a robot manipulated by a human forms the feedback communication from the human to the robot [6]–[8], and interaction of robotic assistance that restricts a human’s movements forms the feedforward communication from the robot to the human [8], [9]. In contrast to the feedforward communications, feedback communication includes a feedback loop between a robot and a human [10]–[12] for interactive assistance and cooperation [13], [14]. An inherent difference between the feedforward communication and feedback communication is the feedback loop, which has a risk of destabilization, even though equilibrium points of human behavior and robot control are stable. Thus, although the stability of human behavior and robot control can be independently evaluated in the feedforward communication, the stability cannot be independently evaluated in the feedback communication because of the feedback loop. For the feedback communication, in addition to stability analysis of a controller, the influence of the feedback loop and human behavior on the stability must be also analyzed to ensure safe interaction between a human and robot because unstable communication exposes the human to danger with force escalation.

Previous studies analyzed the stability of physical human–robot interaction, which is the feedback communication, using a model-free stability index [15] or second-order linear time-invariant model fitting [16]. Meanwhile, the models were not based on humans’ behavioral characteristics, for example, a model of how a human’s interactive force changes to cooperate with the interactive force applied by a robot. As a result, the stability analyses did not reflect the humans’ behavioral characteristics. Moreover, the studies focused on the interaction with a human’s voluntary behavior and neglected the human’s involuntary behavior, and the previous stability analyses neglecting the involuntary behavior were not sufficient to guarantee the stability of the human–robot interaction. Therefore, to analyze the stability properly, it is necessary to investigate the effects of the involuntary behavior on the stability on the basis of a model of the involuntary behavior.

Although the studies on the physical human–robot interaction neglected the involuntary behavior, several studies on physical human–human interaction reported that the involuntary behavior stabilizes or destabilizes an equilibrium point of discrete-event human–human force interaction based on force reproduction. The previous study [17] found that force escalation involuntarily occurs in the discrete-event human–human force interaction because of a human’s force reproduction bias, which is caused by the attenuated perception of self-generated force [18], [19]. On the other hand, another previous study found that force convergence occurs involuntarily in the discrete-event human–human force interaction.
interaction [20], where the study interpreted the force escalation found by [17] as the convergence toward a higher equilibrium point. Nevertheless, the bias, which is the influence of the involuntary behavior on the force reproduction, and the stability were not mathematically formulated in the previous human–human interaction studies, and they were not studied for human–robot interaction. To analyze the stability of the human–robot interaction properly, the influence of the bias on the stability needs to be examined, and the mathematical modeling of the bias and model-based stability analysis is necessary.

In this study, we found that the bias asymptotically stabilizes a human’s implicit equilibrium point in discrete-event human–robot force interaction far from the implicit equilibrium point and destabilizes the point near the point. The interaction is composed of alternating robot and human phases, as shown in Fig. 1. In the robot phase, a robot applies the same force as the force applied by a human in a previous human phase, and the human perceives the force. In the human phase, the human reproduces the force applied by the robot in the previous robot phase and applies the force to the robot, and the robot measures the applied force. The interaction can be said to be voluntarily marginally stable because the interaction is marginally stable if there is no bias on the human’s force reproduction. Regarding the force reproduction by the human, previous studies found that the bias depends on the magnitude of reproducing force [21]–[23]. We mathematically modeled the bias formulated by the implicit equilibrium point and implicit gain, as Hypothesis 1. Using the bias model, we derived an asymptotic stability condition for the interaction, as Hypothesis 2. Force reproduction experiments were conducted and verified Hypothesis 1, and the reproduction results and Hypothesis 2 predicted that the implicit equilibrium point of voluntarily marginally stable interaction would be asymptotically stable far from the implicit equilibrium point and unstable near the implicit equilibrium point. Then, we experimentally evaluated the stabilities, where the interaction force converged toward his or her own implicit equilibrium point due to the local asymptotic stability and diverged around the point due to the local instability. The bias model and stability were examined by three kinds of interactions using three different body parts: 1) a hand finger; 2) wrist; and 3) foot, which indicates that the model and asymptotic stability condition may be generalizable to various discrete-event interactions using various body parts.

The contributions of this study are Hypothesis 1 for the bias model, Hypothesis 2 for the asymptotic stability condition, and the finding that the bias asymptotically stabilizes the implicit equilibrium point of the interaction far from the implicit equilibrium point and destabilizes the point near the point.

II. MODELING AND HYPOTHESES

A. Discrete-Event Human–Robot Force Interaction

Consider the discrete-event human–robot force interaction

\[
\begin{cases}
    h_{k+1} = [1 + U(r_k)]r_k, & k = 0, 1, 2, 3, \ldots \\
    r_k = h_k
\end{cases}
\]

which is depicted in Fig. 1. A human and robot apply force to each other. The variable \( h_{k+1} \) denotes the interaction force voluntarily reproduced by the human from the interaction force \( r_k \). For the reproducing human, the interaction forces \( h_{k+1} \) and \( r_k \) are subjectively the same, but there is the bias \( U(r_k) \) involuntarily. The variable \( r_k \) denotes the interaction force reproduced by the robot, which is assumed to be precise reproduction. The shift operator \( D \) is defined to satisfy \( h_{k+1} = Dh_k \). The signs of the interaction forces \( h_k \) and \( r_k \), which are the directions of the force applications, are assumed to be positive

\[
h_k, r_k > 0.
\]

The interaction is voluntarily marginally stable, which indicates that the interaction is marginally stable \( h_{k+1} = r_k = h_k \) if there is no bias \( U(r_k) = 0 \). The robot and human phases are alternately performed in the interaction.

B. Hypotheses

We set up two hypotheses. One is for a mathematical model of the bias.

**Hypothesis 1:** The bias \( U(r_k) \) of the force reproduction by a human obeys

\[
U(r_k) = \delta(r_k) \text{sgn} (\gamma - r_k)
\]

where \( \delta(r_k) \) and \( \gamma \) are the implicit gain and implicit equilibrium point, respectively.

The model reflects the results of the previous studies that the bias depends on the reproducing force level [20]–[23]. To model the bias, we defined and used the implicit gain \( \delta(r_k) \) and the implicit equilibrium point \( \gamma \), which are related to the amplification and the sign of the bias, respectively, and characterized the convergence of the interaction. The other hypothesis is an asymptotic stability condition for the interaction.

**Hypothesis 2:** The implicit equilibrium point \( \gamma \) of the discrete-event human–robot force interaction is asymptotically stable if the asymptotic stability condition

\[
[r_k \delta(r_k) - 2|\gamma - r_k|] \delta(r_k) < 0 \text{ if } r_k \neq \gamma
\]

is satisfied.

The asymptotic stability condition (4) is derived from the models (1) and (3). For asymptotic stability analysis, we
defined the evaluation value $E$ with the left-hand side of (4) as follows:

$$E := \left[r_k \delta(r_k) - 2|y - r_k|\right] \delta(r_k). \quad (5)$$

The symbol $\delta \Leftarrow$ stands for the definition.

### C. Asymptotic Stability Condition

An error $e_k$ is defined by

$$e_k := y - r_k \quad (6)$$

and the asymptotic stability of the origin of the error $e_k$ is equivalent to that of the implicit equilibrium point $y$. The origin of $e_k$ is asymptotically stable if the discrete-time Lyapunov stability condition

$$\Delta V[e_k] := e_{k+1}^2 - e_k^2 = 0 \text{ if } e_k = 0 \quad (7a)$$

$$\Delta V[e_k] := e_{k+1}^2 - e_k^2 < 0 \text{ if } e_k \neq 0 \quad (7b)$$

is satisfied. According to (1) and (6), the error can be expressed as follows:

$$e_k = y - r_k = y - h_k. \quad (8)$$

If the origin of $e_k$ is asymptotically stable, the square error $e_{k+1}^2$ decreases from the previous square error $e_k^2$ toward zero, and the error remains at zero if the error is zero. This indicates that the interaction forces $r_k$ and $h_k$ converge to the implicit equilibrium point $y$.

The discrete-time Lyapunov stability condition (7) holds if the asymptotic stability condition (4) is satisfied, which is proved below. The function $\Delta V[e_k]$ is transformed using the interaction model (1) into

$$\Delta V[e_k] = (y - h_{k+1})^2 - e_k^2 = (y - (1 + U)r_k)^2 - e_k^2. \quad (9)$$

Using (3) and (8), (9) is further transformed as follows:

$$\Delta V[e_k] = [(y - (1 + U)(y - e_k))^2 - e_k^2$$

$$= e_k - U(y - e_k))^2 - e_k^2$$

$$= -2U e_k(y - e_k) + U^2(y - e_k)^2. \quad (10)$$

where $U e_k$ and $U^2$ can be expressed using (3) as follows:

$$U e_k = \delta(r_k), U^2 = \delta^2(r_k)sgn^2(e_k). \quad (11)$$

From (11), (10) becomes

$$\Delta V[e_k] = -2\delta(r_k)\gamma - r_k\gamma - e_k^2. \quad (12)$$

Finally, $\Delta V[e_k]$ is expressed by eliminating the error $e_k$ of (12) as follows:

$$\Delta V[y - r_k] = -2\delta(r_k)(y - r_k) + \delta^2(r_k)sgn^2(e_k)(y - e_k^2). \quad (13)$$

The condition (7a) is satisfied because

$$\Delta V[0] = 0 \quad (14)$$

where $sgn(0) = 0$. Moreover, using $0 < r_k$ and $sgn^2(y - r_k) = 1$ if $e_k \neq 0$, the condition (7b) is satisfied if the condition (4) is satisfied. Therefore, the discrete-time Lyapunov stability condition (7) holds if the asymptotic stability condition (4) is satisfied. Furthermore, the implicit equilibrium point $y$, which equals the origin of $e_k$, is asymptotically stable if the asymptotic stability condition (4) is satisfied.

### III. Method

#### A. Objectives and Study Design

We aimed to demonstrate Hypotheses 1 and 2. To this end, we designed four objectives: 1) verification of the bias model (Experiment 1-A); 2) stability prediction based on force reproduction results (Experiment 1-A); 3) validation of the predicted stability with human–robot interaction results (Experiment 1-B); and 4) exploration of the generalizability (Experiments 2-A, 2-B, 3-A, and 3-B). The first objective was for Hypothesis 1, the second and third objectives were for Hypothesis 2, and the last objective was for both the hypotheses.

#### B. Experimental Design

1) Robot System, Measurements, and Control: The hand-finger and foot interactions used the same one-degree-of-freedom robot (Fig. 2 left and right), and the wrist interaction used the two-degrees-of-freedom parallel robot (Fig. 2 middle). Both the robots used direct drive servomotors: SGMCS-02BDC41 from Yaskawa Electric Corporation. Motor angle was measured by rotary encoders, and torque was calculated using a reaction force sensor [24], [25]. Each experiment consisted of the robot phase and human phase. In the robot phase, force control was implemented in the robot systems with a disturbance observer [26], [27], where the disturbance observer was used to realize precise control by compensating for disturbances. The force controller was

$$I(s) = \frac{J}{K_{in}} C_f \left(T^{cmd}(s) - T^{res}(s)\right) + F^{mp}(s) \quad (15)$$

which is analyzed in [28], including its stability. The variables $I_n$, $J_n$, $K_{in}$, $C_f$, $T^{cmd}$, $T^{res}$, $F^{mp}$, and $s$ denote the current input for the motors, nominal inertia, nominal torque constant, force gain, torque command, torque response, compensation current, and Laplace operator, respectively. The compensation current...
\( f^{mp} \) was provided by the disturbance observer as follows:

\[
f^{mp}(s) = \frac{g}{s + g} \left[ K_in l_o(s) - J_n \left( \frac{g_{pd}}{s + g_{pd}} s \right)^2 \theta^{res}(s) \right]
\]

(16)

where \( g \), \( g_{pd} \), and \( \theta^{res} \) denote the cutoff frequency for the disturbance observer, cutoff frequency for the pseudodifferentiation, and angle response, respectively. The workspace position and force commands were calculated into the joint space angle and torque commands, and the controls were implemented in the joint space. The controllers were implemented on a PC using the real-time application interface (RTAI) for Linux and the advanced robot control system (ARCS) with sampling time at 0.1 ms.

2) **Experiment 1**: Twelve right-handed participants from 20 to 26 years old took part in Experiments 1-A (force reproduction) and 1-B (interaction). Experiment 1 employed hand-finger interaction (Fig. 2 left). The participants wore a wrist supporter to fix their wrist movements. The motor applied force to a right-hand index finger for 2 s in the robot phase. The participants were instructed to perceive the force without pushing back the motor in the robot phase, while the participants did not know how the robot applies force to the participants so that the participants were not aware of their involuntary behavior. In the human phase, the participants were instructed to apply the same force using their wrist for 3 s in the human phase. Similar to Experiments 1-A and 1-B, Experiments 2-A and 2-B were force reproduction and interaction experiments, respectively. The applied forces in Experiment 2-A and the ten initial forces in Experiment 2-B were randomly selected from 0.5, 1, \ldots, 5 N for the robot phases. The steady-state force, which was the force during the last 1 s of a phase, was measured as the interaction forces \( h_k \) and \( r_k \).

3) **Experiment 2**: Six right-handed participants from 20 to 25 years old took part in Experiments 2-A (force reproduction) and 2-B (interaction), where four of the participants took part in Experiment 1 also. Experiment 2 employed foot interaction (Fig. 2 middle). The right arm of each participant was fixed on an armrest, and the participant gripped the end effector of the robot. The robot applied force through the gripped end effector for 3 s in the robot phase. The participants were instructed to perceive the force without pushing back the end effector in the robot phase. They were instructed to apply the same force using their big toe for 3 s in the human phase. Similar to Experiments 1-A and 1-B, Experiments 2-A and 2-B were force reproduction and interaction experiments, respectively. The applied forces in Experiment 2-A and the ten initial forces in Experiment 2-B were randomly selected from 0.5, 1, \ldots, 5 N for the robot phases. The steady-state force, which was the force during the last 1 s of a phase, was measured as the interaction forces \( h_k \) and \( r_k \).

4) **Experiment 3**: The same six right-handed participants from Experiment 2 took part in Experiments 3-A (force reproduction) and 3-B (interaction). Experiment 3 employed foot interaction (Fig. 2 right). The motor applied force to a right foot’s big toe for 2 s in the robot phase. The participants were instructed to perceive the force without pushing back the motor in the robot phase and applied the same force using their big toe for 2 s in the next human phase. Similar to Experiments 1-A, 1-B, 2-A, and 2-B, Experiments 3-A and 3-B were force reproduction and interaction experiments, respectively. The applied forces in Experiment 3-A and the ten initial forces in Experiment 3-B were randomly selected from 2.5, 5, \ldots, 25 N for the robot phases. The steady-state force, which was the force in the last 1 s of a phase, was measured as the interaction forces \( h_k \) and \( r_k \).

5) **Outlier**: In Experiment 1-B, one participant whose mean of the final absolute errors \( \epsilon_{\text{final}} \) was greater than the other participants’ mean + 10 \times SD was judged as an outlier. Accordingly, the participant’s data were eliminated from the results. Additionally, Participant 2 (P2) of Experiment 2-B was not used to evaluate the normalized absolute errors because the interaction force might not converge in 40 trials owing to the participant’s large implicit equilibrium point (16.42 N).

C. Statistical Hypothesis Testing

This study used statistical hypothesis testing to evaluate the stability, the convergence of the normalized absolute errors, and the comparison of the fitting errors and implicit equilibrium points. The stability evaluation in Sections IV-B and IV-D used a one-sided Student’s \( t \)-test, which is a one-sample test for the evaluation values \( E \) of a participant. The null hypothesis was \( \mu \geq 0 \), and the alternative hypothesis was \( \mu < 0 \), where \( \mu \) is the mean of the evaluation values \( E \) for the asymptotic stability criteria. The significance level was set at 0.05. The convergence evaluation in Sections IV-C and IV-D used a one-sided paired \( t \)-test by classifying each participant’s ten interactions into Groups 1–x, and we tested the paired initial and final errors of each group. A group whose initial normalized absolute error \( \epsilon_{\text{init}} \) was not in the unstable region was
tested with the null hypothesis: \( \bar{\epsilon}_{\alpha} \leq \bar{\epsilon}_{\beta/2} \) and the alternative hypothesis: \( \bar{\epsilon}_{\alpha} > \bar{\epsilon}_{\beta/2} \). In contrast, a group whose initial normalized absolute error \( \bar{\epsilon}_{\alpha} \) was in the unstable region was tested with the null hypothesis: \( \bar{\epsilon}_{\alpha} \geq \bar{\epsilon}_{\beta/2} \) and the alternative hypothesis: \( \bar{\epsilon}_{\alpha} < \bar{\epsilon}_{\beta/2} \). \( \bar{\epsilon}_{\alpha} \) and \( \bar{\epsilon}_{\beta/2} \) are the means of the normalized absolute errors \( \bar{\epsilon}_{\alpha} \) and \( \bar{\epsilon}_{\beta/2} \), respectively. The significance level was set at 0.05. The discussion of Hypothesis 1 in Section V-A used a one-sided Welch’s t-test, which was used to compare the fitting errors and implicit equilibrium points between the three tasks with different variances. For the fitting errors of the hand finger \( \mu_H \), wrist \( \mu_W \), and foot \( \mu_F \) interactions, the null hypotheses were \( \mu_F \leq \mu_H \) and \( \mu_W \leq \mu_H \), and the alternative hypotheses were \( \mu_F > \mu_H \) and \( \mu_W > \mu_H \), respectively. For the implicit equilibrium points of the hand finger \( \mu_H \), wrist \( \mu_W \), and foot \( \mu_F \) interactions, the null hypotheses were \( \mu_F \leq \mu_H \) and \( \mu_W \leq \mu_H \), and the alternative hypotheses were \( \mu_F > \mu_H \) and \( \mu_W > \mu_H \), respectively. The significance level was set at 0.05.

IV. RESULTS

A. Bias Model

To examine the bias model of Hypothesis 1, we conducted Experiment 1-A: force reproduction experiment under the hand-finger interaction (Fig. 2 left). The robot applied force \( r_k \) to a participant in the robot phase, and the participant voluntarily applied the same force \( h_{k+1} \) to the robot in the human phase. From the interaction forces \( r_k \) and \( h_{k+1} \), we obtained each participant’s model parameters: \( \alpha \) and \( \beta \) of a nonlinear input–output transfer model using nonlinear least squares [Fig. 3(a)]

\[
ar_{ki}^\beta := h_{k+1}/r_k
\]

where we chose the model fit for the force reproduction results. The mean of the 12 participants’ root-mean-square errors (RMSEs) was 0.174, and their SD was 0.077. The RMSEs \( \bar{\epsilon} \) used in this study were calculated by

\[
\bar{\epsilon} := \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{h_{k+1}}{r_k} - ar_{ki}^\beta \right)^2}
\]

where \( i \) and \( n \) denote the trial number and the total number of the trials, respectively. The RMSEs were relatively small compared to the variations of \( h_{k+1}/r_k \) between 0 and 4. Using the model parameters \( \alpha \) and \( \beta \), the implicit gain and implicit equilibrium point were derived as follows:

\[
\delta(r_k) = \left| 1 - \alpha r_k^\beta \right|, \quad \gamma = (1/\alpha)^{1/\beta}.
\]

The mean of the 12 participants’ implicit equilibrium points was \( \gamma = 2.133 \), and their SD was 0.944 [Fig. 3(b)]. The SD showed wide variations depending on each participant’s condition. To analyze the data of the 12 participants integrally, we normalized the interaction force applied by the robot \( r_k \) as \( r_k/\gamma \) using each participant’s own implicit equilibrium point. Using the normalized data, we obtained the normalized input–output transfer model [Fig. 3(c)], where the normalized model parameters calculated by all participants’ data were \( \alpha_n = 1.006 \) and \( \beta_n = -0.625 \), and the normalized implicit equilibrium point was \( \gamma_n = 1.009 \). The RMSE of the normalized model was 0.208. According to (20), the normalized implicit gain was calculated using the normalized model parameters as \( \delta(r_k/\gamma) = |1 - 1.006(r_k/\gamma)^{-0.625}| \) [Fig. 3(d)].

B. Stability Prediction

For Hypothesis 2, we further analyzed the force reproduction results from Experiment 1-A whether the force reproduction satisfied the asymptotic stability condition (4). Using the normalized force \( r_k/\gamma \) and the normalized implicit gain \( \delta(r_k/\gamma) \) [Fig. 3(d)], the evaluation values \( E \) defined in (5) for the asymptotic stability condition were derived [Fig. 3(e)]. The asymptotic stability condition was significantly satisfied at \( r_k/\gamma = 0.746 \) (P6, \( p < 0.01 \)) and \( r_k/\gamma = 1.260 \) (P11, \( p < 0.05 \)) in contrast, the condition was not significantly satisfied at \( r_k/\gamma = 0.800 \) (P3, \( p > 0.05 \)) and \( r_k/\gamma = 1.201 \) (P8, \( p > 0.05 \)). Thus, stable and unstable regions existed with respect to the normalized force \( r_k/\gamma \). Subsequently, we assumed that the mean of the normalized force, which satisfies the asymptotic stability condition, and the normalized force, which does not satisfy the asymptotic stability condition, is the boundary between the stable and unstable regions. Then, we derived the unstable region for the normalized force as follows:

\[
0.773 < r_k/\gamma < 1.231
\]

where the boundaries 0.773 and 1.231 are the mean of \( r_k/\gamma = 0.746 \) (P6, \( p < 0.01 \)) and \( r_k/\gamma = 0.800 \) (P3, \( p > 0.05 \)) and the mean of \( r_k/\gamma = 1.260 \) (P11, \( p < 0.05 \)) and \( r_k/\gamma = 1.201 \) (P8, \( p > 0.05 \)), respectively. Furthermore, we calculated the unstable region for the normalized absolute error \( |e_k|/\gamma \) as follows:

\[
|e_k|/\gamma < 0.5(|1 - 0.773| + |1 - 1.231|) = 0.229.
\]

Therefore, we predicted that the interaction forces \( r_k \) and \( h_k \) would converge toward his or her own implicit equilibrium point \( \gamma \) calculated by (20) if the interaction forces were in the stable region \( |e_k|/\gamma \geq 0.229 \) and would diverge if the forces were in the unstable region \( |e_k|/\gamma < 0.229 \).

C. Convergence and Divergence of Discrete-Event Human–Robot Force Interaction

Based on the prediction in Section IV-B, we conducted Experiment 1-B: interaction experiment under the hand-finger interaction (Figs. 1 and 2 left). The robot applied the same interaction force \( r_k \) as the previous interaction force from a participant \( h_k \) in the robot phase. The participant voluntarily applied the same force \( h_{k+1} \) to the robot in the human phase. The robot and human phases were alternately conducted. The same 12 participants from Experiment 1-A also took part in Experiment 1-B. The experimental results showed that each participant’s interaction forces \( h_k \) and \( r_k \) converged toward but not at the predicted each participant’s own implicit equilibrium point \( \gamma \) [Fig. 4(a)]. To statistically evaluate the results, we classified each participant’s ten interactions into Groups
Fig. 3. Experiment 1-A: Force reproduction experiment. Experiment 1-A was conducted with 12 participants for the hand-finger interaction (Fig. 2, left). The force reproduction experiment involved 50 sets of two robot and human phases. The symbols ***, **, and *, and n.s. represent the statistical results: $p < 0.001$, $p < 0.01$, $p < 0.05$, and $p > 0.05$, respectively. (a) Input-output transfer model fitting $h_{k+1}/r_k = \alpha r_k^\beta$. Each dot represents each force reproduction result, and the square represents the implicit equilibrium point. (b) Box plot of the implicit equilibrium points. Each circle and the cross represent each participant’s point and the mean, respectively. (c) Normalized input–output transfer model $h_{k+1}/(r_k/\gamma) = \alpha_n(r_k/\gamma)^{\beta_n}$ of the 12 participants. The error bars denote the standard deviations (SDs). (d) Normalized implicit gain of the 12 participants. (e) Normalized asymptotic stability criteria for the 12 participants.

i–x. Group i has the interaction with the largest initial normalized absolute error $\epsilon_{i0} := |\gamma - r_{i0}|/\gamma$, while Group x has the interaction with the smallest normalized initial absolute error. Accordingly, the other eight interactions were classified into Groups ii–ix. The means of the normalized absolute errors: $\epsilon_{rk} := |\gamma - r_k|/\gamma$ and $\epsilon_{hk} := |\gamma - h_k|/\gamma$ converged toward the boundary between the stable and unstable regions 0.229 [Fig. 4(b)]. The final normalized absolute errors $\epsilon_{hk20}$ of Groups i–viii were significantly smaller than their initial normalized absolute errors $\epsilon_{i0}$ (Groups i–v: $p < 0.001$, Groups vi–viii: $p < 0.01$). Conversely, the final absolute error of Group x was significantly larger than its initial absolute error ($p < 0.05$). The final normalized absolute error of Group ix was not significantly smaller than its initial normalized absolute error.

D. Generalizability

To verify the generalizability of the hypotheses, we conducted four experiments under two different conditions: 1) wrist interaction and 2) foot interaction (Fig. 2 middle and right).

For the wrist interaction (Fig. 2 middle), we conducted Experiments 2-A and 2-B, which were force reproduction
Fig. 4. Experiment 1-B: Interaction experiment. Experiment 1-B was conducted with 12 participants for the hand-finger interaction (Fig. 2, left).

The interaction experiment involved ten sets of 40 robot and human phases (Fig. 1). The symbols ***, **, and *, and n.s. represent the statistical results: $p < 0.001$, $p < 0.01$, $p < 0.05$, and $p > 0.05$, respectively. (a) Interaction forces $h_k$ and $r_k$, which converged toward their own implicit equilibrium point $\gamma$. The points, which are represented by the lines, were calculated as Fig. 3(a). (b) Means of the normalized absolute errors $\epsilon = |\gamma - r_k|/\gamma$ and $\epsilon = |\gamma - h_k|/\gamma$ from Groups i–x and the box plots of the initial normalized absolute errors $\epsilon_{r0}$ and final normalized absolute errors $\epsilon_{h20}$. The circles represent the means.

Fig. 5. Experiment 2: Force reproduction (Experiment 2-A) and interaction (Experiment 2-B) experiments with six participants for the wrist interaction (Fig. 2, middle). The force reproduction experiment performed 50 sets of two robot and human phases, and the interaction experiment involved ten sets of 40 robot and human phases. The symbols ***, **, and *, and n.s. represent the statistical results: $p < 0.001$, $p < 0.01$, $p < 0.05$, and $p > 0.05$, respectively. (a) Input–output transfer model fitting $h_k + r_k = \alpha r_k \beta_k$. Each dot represents each force reproduction result, and the square represents the implicit equilibrium point. (b) Interaction forces $h_k$ and $r_k$, which converged toward their own implicit equilibrium point $\gamma$. The points, which are represented by the lines, were calculated as Fig. 5(a). (c) Normalized asymptotic stability criteria of the six participants. The error bars denote the SDs. (d) Means of the normalized absolute errors $\epsilon = |\gamma - r_k|/\gamma$ and $\epsilon = |\gamma - h_k|/\gamma$ from Groups i–x and the box plots of the initial normalized absolute errors $\epsilon_{r0}$ and final normalized absolute errors $\epsilon_{h20}$. The circles represent the means.
and viii were not significantly smaller than their initial normalized absolute errors, and the final normalized absolute error of Group ix was not significantly larger than its initial normalized absolute error.

For the foot interaction (Fig. 2 right), we conducted Experiments 3-A and 3-B, which were force reproduction experiments [Fig. 6(a)] and interaction experiments [Fig. 6(b)], respectively. Six participants took part in both the experiments. In Experiment 3-A, the mean and SD of the six RMSEs in the model fitting were 0.432 and 0.099, respectively. Additionally, the mean and SD of the implicit equilibrium points were 12.450 N and 6.870 N, respectively. For the asymptotic stability analysis, the evaluation values (4) were calculated [Fig. 6(c)]. The asymptotic stability condition was significantly satisfied at $r_k/\gamma = 0.721$ ($P_1, p < 0.01$) and $r_k/\gamma = 1.246$ ($P_5, p < 0.01$), and the condition was not significantly satisfied at $r_k/\gamma = 0.732$ ($P_6, p > 0.05$) and $r_k/\gamma = 1.206$ ($P_4, p > 0.05$). In the same manner as the derivation of the unstable region in Section IV-B, we derived the unstable region of the foot interaction with respect to the normalized force as $0.727 < r_k/\gamma < 1.226$, and the unstable region for the normalized absolute error was calculated as $|\epsilon_k|/\gamma < 0.250$. According to Experiment 3-B, we classified each participant’s ten interactions into Groups i–x in the same manner as the groups in the hand-finger interaction [Fig. 6(d)]. The means of the normalized absolute errors converged toward above the boundary 0.250 between the stable and unstable regions. The final normalized absolute errors $\epsilon_{x20}$ of Groups i, ii, iii, iv, and vi were significantly smaller than their initial normalized absolute errors $\epsilon_{x0}$ ($p < 0.01$). In contrast, the final normalized absolute error of Group x was significantly larger than its initial normalized absolute error ($p < 0.001$). The final normalized absolute errors of Groups v, vii, and viii were not significantly smaller than their initial normalized absolute errors, and the final normalized absolute error of Group ix was not significantly larger than its initial normalized absolute error.

E. Comparison of Three Interactions

We compared the hand-finger, wrist, and foot interactions to investigate whether the wider (narrower) unstable region, which was predicted by the force reproduction experiments and Hypothesis 2, results in the greater (less) variance of the interaction convergence.

First, according to the asymptotic stability criteria based on the force reproduction experiments in Experiments 1-A, 2-A, and 3-A (Figs. 3(e), 5(c), and 6(c), respectively), we counted the number of the convergent and divergent evaluation values $E$ in the range $0.5 \leq r_k/\gamma \leq 1.5$. The total number of the convergent evaluation values and that of the divergent evaluation values was 118 and 17 for the hand-finger interaction, 110 and 30 for the wrist interaction, and 102 and 23 for the foot interaction. Moreover, we calculated divergence rates at each range of the normalized force $r_k/\gamma$ as the lines in Fig. 7(a) with

$$\text{Divergence rate } [%] = \frac{100 \times \text{Num. of divergent } E}{\text{Num. of convergent } E + \text{Num. of divergent } E}.$$  

(23)
The sign function reflects that force reproduction by a human has a systematic error depending on reproducing force level [20]–[23]. We expected that the boundary of the sign inversion corresponds to the equilibrium point of the discrete-event human–robot force interaction, and we employed \( \text{sgn}(\gamma - \gamma_k) \) into the bias model. Because \( \text{sgn}(\gamma - \gamma_k) \) only determines the sign, we added the implicit gain \( \delta(\gamma_k) \) as the amplitude. Consequently, we hypothesized the bias model (3).

According to Experiment 1-A for the hand-finger interaction [Fig. 3(a)], the bias on force reproduction satisfactorily obeyed the model (3) with the small RMSEs. In the bias model, the 12 implicit equilibrium points showed the wide variations and SD [Fig. 3(b)], which might be because the implicit equilibrium point \( \gamma \) is an individual characteristic that differs among individuals and depends on a musculoskeletal system and accuracy of self-generated force perception [18], [19]. In contrast, the implicit gain \( \delta(\gamma_k) \) appeared to be a common function [Fig. 3(d)]. By normalizing the implicit equilibrium points, we attenuated the individual differences of the bias model and combined participants’ models into a single integrated model [Fig. 3(c)].

In addition to Experiment 1-A for the hand-finger interaction, we further examined the bias model with Experiments 2-A and 3-A for the wrist and foot interactions. The means of the RMSEs in the model fitting for the hand-finger, wrist, and foot interactions were 0.174, 0.432, and 0.498, respectively (Figs. 3(a), 5(a), and 6(a), respectively). Therefore, Hypothesis 1 holds for the three different tasks using the three different body parts: 1) hand; 2) wrist; and 3) foot, and the hypothesis may have a potential capacity holding for other tasks.

The accuracy of the bias model \( U \) depends on a type of a movement and perception for a task. The fitting RMSE of the foot interaction (mean: 0.432) was significantly larger \((p < 0.001)\) than that of the hand-finger interaction (mean: 0.174). This was because of an increase in the implicit equilibrium points, as the implicit equilibrium point of the foot interaction (mean: 12.450 N) was significantly larger \((p < 0.01)\) than that of the hand-finger interaction (mean: 2.133 N). Thus, the model accuracy did not deteriorate for the foot interaction compared to the hand-finger interaction. In contrast, although the fitting RMSE of the wrist interaction (mean: 0.498) was significantly larger \((p < 0.05)\) than that of the hand-finger interaction, the implicit equilibrium point of the wrist interaction (mean: 5.603 N) and that of the hand-finger interaction were not significantly different \((p > 0.05)\). Thus, the model accuracy might deteriorate for the wrist interaction.

V. DISCUSSION

A. Hypothesis 1

The bias model (3) is composed of two variables: 1) implicit gain \( \delta(\gamma_k) \) and 2) implicit equilibrium point \( \gamma \) to over-reproduce in the low-force level and under-reproduce in the high-force level. The implicit gain is used to express the amplitude of the bias, and the implicit equilibrium point is used to express the sign of the bias as follows:

\[
\text{sgn}(\gamma - \gamma_k) = \begin{cases} 
1, & \text{if } \gamma > \gamma_k \\
0, & \text{if } \gamma = \gamma_k \\
-1, & \text{if } \gamma < \gamma_k
\end{cases}
\]

\[
\text{Asym. conv. rate [%]} \equiv \frac{\text{Num. of trials whose } h_{20}/\gamma \text{ was between 0.75 and 1.25}}{\text{Num. of Trials}}. \quad (24)
\]

The asymptotic convergence rate was 59% for the hand-finger interaction, 28% for the wrist interaction, and 45% for the foot interaction. Hence, the rates that the interaction force converged around an implicit equilibrium point were different among the three interactions in the order Wrist Interaction (Experiment 2-B) < Foot Interaction (Experiment 3-B) < Hand-Finger Interaction (Experiment 1-B). This rate order was consistent with the predicted probability order based on the results of the force reproduction experiments.

B. Hypothesis 2

We evaluated whether the asymptotic stability condition (4) was satisfied by the force reproduction in Experiments 1-A, 2-A, and 3-A (Figs. 3(a), 5(a), and 6(a), respectively). As a result, the asymptotic stability condition was significantly satisfied, except for the area surrounding an implicit equilibrium point (Figs. 3(e), 5(c), and 6(c), respectively). Thus, Hypothesis 2 and the results of Experiments 1-A, 2-A, and
3-A predicted that the interaction force would converge toward his or her own implicit equilibrium point $\gamma$ and diverge near the point in the discrete-event human–robot force interaction. According to the stability criteria, we further calculated the unstable regions: $|e_k|/\gamma < 0.229$, $|e_k|/\gamma < 0.176$, and $|e_k|/\gamma < 0.250$ for the hand–finger, wrist, and foot interactions, respectively.

To confirm the prediction, Experiments 1-B, 2-B, and 3-B: hand–finger, wrist, and foot interaction experiments were conducted (Figs. 4(a), 5(b), and 6(b), respectively). Consistent with the prediction, the interaction force converged toward his or her own implicit equilibrium point and diverged near the point. The normalized absolute errors $\epsilon_{ik}$ and $\epsilon_{hk}$ decreased if the error was in the stable region and increased if the error was in the unstable region (Figs. 4(b), 5(d), and 6(d), respectively). The consistency between the prediction and results supported the bias model in Hypothesis 1 and the asymptotic stability condition in Hypothesis 2, which further indicates that the bias asymptotically stabilizes the implicit equilibrium point of the voluntarily marginally stable discrete-event human–robot force interaction far from the point and destabilizes the point near the point. Moreover, although the accuracy of the prediction depended on the task, Hypothesis 2 was verified under the three different interactions. This implies that Hypothesis 2 may also hold for other tasks with other body parts.

The interaction force, which converged toward his or her own implicit equilibrium point and diverged near the point, converged around the boundary between the stable and unstable regions. This was because the unstable force reproduction in the unstable region around the implicit equilibrium point might cause the steady-state errors of the normalized absolute errors in the three experiments (Figs. 4(b), 5(d), and 6(d), respectively). In the results of Experiments 1-B, 2-B, and 3-B, the initial absolute errors $\epsilon_{0}$ of Group X, which were in the unstable region, significantly increased at the final absolute errors $\epsilon_{20}$ due to the unstable force reproduction. Moreover, in the comparison of the three interactions in Section IV-E, the asymptotic convergence rate decreased [Fig. 7(b)] as the divergence rate increased [Fig. 7(a)]. This implies that the wider (narrower) unstable region results in the greater (less) variance of the interaction convergence corresponding to the steady-state errors.

The previous study [20] investigated the convergent discrete-event human–human interaction caused by the bias, which is similar to our results. We mathematically formulated the bias and mechanism of the convergence with the discrete-event human–robot interaction and further found the divergent interaction around the implicit equilibrium point. In addition to [20]–[23], our results also reconfirmed that the force escalation in [17] might be convergence of small initial force toward a higher implicit equilibrium point.

### C. Human’s Implicit Feedback Control

We discuss how the bias $U(r_k)$ affects general discrete-event human–robot force interaction. Consider the following general discrete-event human–robot force interaction:

$$\begin{align}
\dot{h}_{k+1} &= Hr_k + u_k(r_k), \quad k = 0, 1, 2, 3, \ldots \\
r_k &= R_{k+1}
\end{align}$$

which can be voluntarily asymptotically stable or unstable, unlike the model (1). The variables $H$ and $K$ are the positive voluntary gains of a human and robot, respectively, and $u_k(r_k)$ denotes the implicit input. The implicit input is derived from (3) as follows:

$$u_k(r_k) = U(r_k)r_k = K(r_k)[\gamma - r_k], \quad K(r_k) = \frac{\delta(r_k)}{|\gamma - r_k|}$$

which functions as a variable-gain $K(r_k)$ feedback controller that attenuates the error between the implicit equilibrium point $\gamma$ and interaction force $r_k$. The block diagram of the general discrete-event human–robot force interaction illustrates that the implicit feedback control by a human adjusts the interaction to equalize $r_k$ with $\gamma$ [Fig. 8(a)]. The variable gain $K(r_k)$ changes between 0 and 1 with respect to the interaction force $r_k$ [Fig. 8(b)].

The bias $U(r_k)$ generally functions as implicit feedback control and provides a positive stabilization effect on the general discrete-event human–robot force interaction. The error $e_k$ is defined by the implicit equilibrium point $\gamma$ and the interaction force of the robot $r_k$ as (6). The error dynamics of the general interaction (26) are

$$e_{k+1} = R(H - K)e_k.$$  

The variable gain satisfies

$$K(0) = 0, \text{ if } r_k = 0 \quad \text{(29)}$$

$$\lim_{r_k \to \infty} K(r_k) = 1 \quad \Rightarrow \beta < 0 \quad \text{(30)}$$

based on (20) and (27). The zero convergences of $P6$ in the hand–finger interaction [Fig. 4(a)] and $P4$ in the wrist interaction [Fig. 5(b)] might be caused by the zero gain $K(0) = 0$. The transition $R(H - K)$ satisfies

$$|R(H - K)| \leq RH, \quad \text{if } K \leq H \quad \text{(31)}$$

$$|R(H - K)| \leq R, \quad \text{if } H < K \quad \Rightarrow 0 \leq K \leq 1 \forall r_k.$$  

Although the stability of the implicit equilibrium point $\gamma$ of the general interaction depends on the voluntary gains $H$ and $R$ because the asymptotic stability condition is $|R(H - K)| < 1$ if $e_k \neq 0$, the variable gain $K$ reduces $RH$ or $R$ as $|R(H - K)|$, which is the positive stabilization effect.
D. Limitations

There are three limitations in this study. First, we considered the discrete-event human–robot force interaction (Fig. 1) and did not consider a continuous human–robot force interaction. Second, the interactions (Fig. 2) were one-dimensional (1D) interactions, and the generalizability of the results to a multidimensional interaction was not investigated. Third, four participants in Experiment 2 (wrist) also took part in Experiment 1 (hand finger), and the participants in Experiments 2 and 3 (foot) were the same. Nevertheless, participating in the hand-finger (Experiment 1), wrist (Experiment 2), and/or foot (Experiment 3) interactions might not change their bias and results of interactions because we did not provide their experimental results and the participants were unaware of their involuntary behavior.

VI. CONCLUSION

We set up the two hypotheses for the involuntary behavior in the discrete-event human–robot interaction. Hypothesis 1 provides the mathematical bias model, and Hypothesis 2 provides the asymptotic stability condition for the voluntarily marginally stable interaction in consideration of the bias. Hypothesis 1 was supported by the force reproduction experiments. Hypothesis 2 and the results of the force reproduction experiments predicted that the interaction would converge toward his or her own implicit equilibrium point and diverge around the point. The interaction experiments examined and showed that the interaction force significantly converged toward the point, and the steady-state errors occurred owing to the divergence, which supported Hypothesis 2. The hypotheses were supported by the three different interactions using different body parts: 1) a hand finger; 2) wrist; and 3) foot, which implies the generalizability of the hypotheses. Moreover, the bias could provide the stabilization effect on the general discrete-event human–robot interaction as a human’s implicit feedback control.
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