Comparative study of new MPPT control approaches for a photovoltaic system
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ABSTRACT
The output characteristics of the photovoltaic (PV) installation normally depend on solar radiation and ambient temperature, the charge impedance, its maximum power point (MPP) is not steady. In every state of the PV module has a point where it can create its MPP. Thus, MPPT (maximum point power monitoring) process can be employed to keep the photovoltaic panel running on its MPP. In this article, the objective was to determine how the different maximum point power monitoring (MPPT) techniques applied to PV systems work. Therefore, two MPPT algorithms are offered and compared under several situation of temperature and radiation conditions: MRAC methods and sliding mode controller combined with the Incremental Conductivity (IC) algorithm. They are often employed due to their low price and simple use. They have been tested on their performance employing the PSIM software with different situations of temperature and solar radiation.

1. INTRODUCTION
Nowadays, much of the world's energy production is provided by fossil fuels, the consumption of these sources rises the greenhouse effect and thus, increase pollution. Solar renewable energy is an important solution that contributes to minimize pollution. The production of this energy is not linear because the operating point of the photovoltaic panel (PV) does not always coincide with the point of maximum power. To have the best performance of the photovoltaic panel at all times, we use a maximum point researching and tracking mechanism called MPPT [1, 2].

As a consequence, numerous studies have concentrated on photovoltaic systems. They attempted to create algorithms to have the best energy performance from the PV and have better yield [2, 3]. Hill Climbing, P&O, and Conductance Increment (INC) [3] was precursor in this domain. There are also others advanced methods based on fuzzy logic (FL) [4, 5].

In this article, the objective was to study the operation of various MPPT techniques applied to PV systems. Therefore, two MPPT algorithms are presented and compared under various temperature and radiation conditions: MRAC methods and incremental conductance based sliding mode controller. These algorithms are widely used in PV systems because of their easy implementation and low cost. These techniques were analyzed and their performance evaluated using the PSIM software under different types of solar radiation and temperature.
2. PHOTOVOLTAICS SYSTEM

Fixed charge systems that use renewable energy as a source of energy always need an intermediate stage between the photovoltaic source and the load to get the most power available at any moment [6, 7], the intermediate stage used is a converter DC-DC as shown below:

![Diagram of PV connected to a load](image1)

**Figure 1. Diagram of PV connected to a load**

2.1. Photovoltaic panel

The photovoltaic panel consists of cells in series and in parallel that transform the sunlight into an electric current, the equivalent model of a cell is a current source in parallel with a diode in parallel and an internal resistance that reflects the internal heating of each cell, the variation of the output voltage with the current of a cell is defined by a resistor in series with the current source. Figure 2.

![Electrical model of PV module](image2)

**Figure 2. Electrical model of PV module**

The output current-voltage (I-V) characteristics can be calculated by using the following equation [4]

\[
 i_{pv} = N_p i_{sc} - N_p \left( \frac{V_{pv}}{R_s} + \frac{R_s i_{pv}}{R_p} - 1 \right) - \frac{V_{pv}}{R_p} \frac{R_s}{R_p} i_{pv}
\]

(1)

\( i_{sc} \): short-circuit current of PV cell, \( R_p \): Shunt Resistor, \( R_s \): resistor series, \( i_0 \) is the reverse saturation current of the diode. VT is the thermal voltage; it depends exclusively on the temperature. \( N_s \) number of serie cell, \( N_p \) number of parallel cells.

In this study, the SCHOTT POLY 240 module [7] is taken into account, the electrical characteristics of the module are shown in the Table 1:

| Pmpp (Nominal Power) [Wp] | ≥ 240 |
|--------------------------|------|
| Vmpp (Voltage at Nominal Power) [V] | 30.4 |
| Impp (Current at Nominal Power) [A] | 7.90 |
| Voc (Open-Circuit Voltage) [V] | 37.3 |
| Isc (Short-Circuit Current) [A] | 8.47 |

Figure 3 shows the variation of GPV current as a function of GPV voltage, while Figure 4 shows the variation of the GPV power provided by the voltage function under normal conditions [4, 5].

The characteristics \( I_{pv} \) Vs \( V_{pv} \) of the panel is a non-linear function, its linearization is required to study the dynamic behavior of systems (PV + boost) which strongly depends on the operating point of the photovoltaic generator, the linear model of MPP is given in Figure 3.
The model in Figure 3 has validity at the linearization point, which is a suitable approximation for the small signals analysis. While it is desirable to operate at the maximum point at all times, the GPV panel may change the area of the operating point of the source voltage or the current area [6, 7].

The dynamic behaviour of the entire system, solar panel and power plant, depends strongly on the panel’s operating point. For the purpose of designing the control system and ensuring the stability under all operating conditions, the photovoltaic module is also linearized at both current and voltage zones by using (3) and (4). The derivative of the non-linear function $I_{pv}$ vs $V_{pv}$ at the MPP operating point is given below:

\[
\frac{dI_{pv}}{dV_{pv}}|_{V_{pv}=V_{mp}} = g(I_{mp}, V_{mp}) = -\frac{N_{p}I_{0}}{N_{s}V_{T}} \left( e^{\frac{V_{mp}+R_{G}I_{mp}}{N_{s}V_{T}} - 1} \right) - \frac{1}{R_{p}} \tag{2}
\]

Figures 3 and 4 illustrate the current $I_{pv}$, voltage $V_{pv}$ characteristics and PV Power vs. voltage $V_{pv}$ characteristics, respectively.

The equation below represents the linearized model which is described by the tangent of the curve on the linearization point [5].

\[
I_{pv} = (-gV_{mp} + I_{mp}) + gV_{pw}
\tag{3}
\]

The equivalent Thevenin model [8] is represented below with:

\[
R_{eq} = -1/g \quad \text{And} \quad V_{eq} = V_{mp} - I_{mp}/g
\tag{4}
\]

Figure 5 shows the Thevenin model of PV.

2.2. Boost converter modelling

An adaptation stage (Step up converter) is required to ensure the interface between GPV and load for a good optimization of the system’s operation, it is essential to adapt the voltage and current of the GPV to the consumer’s requirements, and it can also ensure the transfer of power between the GPV and the load, whether it is battery, DC load or inverter. Figure 6 shows the boost scheme corresponding to the GPV Thevenin model, The Step up converter operating in continuous conduction mode (CCM) [1, 2 and 7].
The electrical circuit of the lossless PV system is shown in Figure 6. The dynamic equations are designed to represent the system in the state space where the state variables are the inductive current and the voltage at the input capacitor, while the converter input is the duty cycle, the GPV is represented by the equivalent circuit model Thevenin, and \( V_o \) is the Boost output voltage, \( v_{Cin} \) represents the voltage of the input capacitor, \( i_L \) is the inductive current and \( d \) is the duty cycle [6, 7 and 8].

Averaging state equations over a switching period period are given in the following set:

\[
\begin{align*}
    v_{eq} - R_{eq}i_{pv} - v_{pv} &= 0 \tag{5} \\
    i_{pv} &= i_{cin} + i_L \tag{6} \\
    L \frac{di_L}{dt} &= v_{pv} - (1 - d)v_o \tag{7} \\
    C_o \frac{dv_{eq}}{dt} &= (1 - d)i_L - \frac{v_o}{R_o} \tag{8}
\end{align*}
\]

Control to input voltage transfer function:

\[
\frac{v_{pv}(s)}{d} = \frac{-R_{eq}v_o}{R_{eq} + Ls + C_{in}R_{eq}s^2} \tag{9}
\]

Control to input voltage vs self current transfer function

\[
\frac{v_{pv}}{i_L} = \frac{R_{eq}}{1 + R_{eq}C_{in}s}
\]

3. **MPPT DESIGN**

3.1. **Incremental conductance design**

The incremental conductance (IC) algorithm used to achieve maximum power point tracking (MPPT) uses the concept that the power derivative with respect to voltage will be zero at MPP and positive for voltages below MPP as well as negative for voltages above MPP, which is achieved with obvious ease when viewing the energy voltage curve [9, 10]. Power-voltage curve as show in Figure 7.

![Power-voltage curve](image-url)

**Figure 7. Power-voltage curve**
The power derivative with respect to the voltage can be expressed as (10) since $P = IV$ and new conditions on the variation of conductance are given (11).

$$\frac{dP_{PV}}{dV_{PV}} = I_{PV} + V_{PV} \frac{dI_{PV}}{dV_{PV}} \equiv I_{PV} + V_{PV} \frac{\Delta I_{PV}}{\Delta V_{PV}}$$  \hspace{1cm} (10)$$

$$\begin{align*}
\frac{\Delta I_{PV}}{\Delta V_{PV}} < -\frac{I_{PV}}{V_{PV}} & \quad \text{left of MPP} \\
\frac{\Delta I_{PV}}{\Delta V_{PV}} = -\frac{I_{PV}}{V_{PV}} & \quad \text{at MPP} \\
\frac{\Delta I_{PV}}{\Delta V_{PV}} < -\frac{I_{PV}}{V_{PV}} & \quad \text{right of MPP}
\end{align*}$$  \hspace{1cm} (11)$$

The slope $dP_{PV}/dV_{PV}$ indicates the modified conditions for the change in conductance. The control point is located at the left-hand side of the MPP if the slope is greater than zero, at the right-hand side of the MPP the slope if the slope is less than zero, and the slope is zero exactly at the MPP. Therefore, the PV voltage needs to be increased when the slope is positive and decreased when the slope is negative.

In the previous section, Incremental Conductance is applied to determine the voltage $V_{ref}$ which aims to deliver the maximum power available in the stable state [11, 12]. It is also desirable that the system converge more quickly to the MPP when the irradiation is changed. The proposed architecture of the Model Reference Adaptive Control (MRAC) is designed to maintain a critical damping behaviour of the GPV voltage ($V_{pv}$) [13, 14]. The Figure 8 shows the basic structure of MRAC controller.

![Figure 8. Basic structure of the adaptive control with the reference model](image)

The transfer function of the GPV voltage with respect to the current $i_L$ is given below:

$$\frac{v_{pv}(s)}{i_L} = \frac{-R_{eq}}{R_{eq}C_{in}s+1}$$  \hspace{1cm} (12)$$

It is a transfer function of a first-order system. The design of MRAC is performed by selecting a first-order reference model to avoid exceeding the GPV voltage and have a very short stabilization time (settling time) [15, 16].

The reference model is of the following form

$$G_M(s) = \frac{G_{ref}}{V_{ref}} = \frac{a}{s+a}$$  \hspace{1cm} (13)$$

Where $G_{ref}$ is the form of the desired GPV voltage, and $V_{ref}$ is the voltage calculated by the incremental conductance algorithm [17, 18]. The error between the desired voltage $G_{ref}$ and the measured voltage $V_{pv}$ (or actual) is defined as follows:

$$e = G_{ref} - V_{pv}$$  \hspace{1cm} (14)$$

Expressing the equation of the model (12) in the time domain and simplification gives

$$\frac{dv_{pv}}{dt} = -AV_{pv} + BI_{ref}$$  \hspace{1cm} (15)$$
with
\[ A = \frac{1}{R_{eq}C_{in}}, B = \frac{1}{C_{in}} \]  

(16)

The rewriting of 17 in the time domain gives
\[ \frac{dG_{ref}}{dt} = -aG_{ref} + aV_{ref} \]  

(17)

From the (17), it can be deduced that a zero-error means that the rate of change for these should also be equal in this case. Thus assimilating (15) and (17) and simplifying we can reach:
\[ I_{Lref} = XV_{ref} - YV_{PV} \]  

(18)

where X=a/B, and Y=(a-A)/B

For the system to follow the behavior of the first-order reference model, the following conditions must be met:
\[ \dot{e} = G_{ref} - V_{PV} = 0 \]  

(19)

Using (15) and (17), and replacing in (19) we obtain
\[ \dot{e} = -ae + (BY + A - a)V_{PV} + (a - BX)V_{ref} \]  

(20)

For the voltage V_pv to be stable and to follow the reference voltage, the error and the error derivative between them must tend towards zero; in other hand, a Lyapunov candidate function is defined (21) to study the stability of the overall the system [13].

\[ V(x) = \frac{x_1^2 + x_2^2}{2} \]  

(21)

\[ \dot{V}(e, X, Y) = -ae^2 + \frac{1}{Y}(-a + A + BY)(yeV_{pv} + Y) + \frac{1}{Y}(a - BX)(YeG_{ref} - \dot{X}) \]  

(22)

According to the Lyapunov criteria, to guarantee the stability of the system, the time derivative of the candidate function Lyapunov should negative semi definite i.e \( V(x) < 0 \). This equality is true for the (22) and which fulfills the following conditions.

\[ \dot{X} = yeG_{ref} \]  

(23)

\[ \dot{Y} = -yeV_{PV} \]  

(24)

\[ X = \int yeG_{ref} + X_0 \]  

(25)

\[ Y = \int yeV_{PV} + Y_0 \]  

(26)

\[ \dot{V} = -ae^2 \]  

(27)

The (23) to (27) represent the law of adaptation, with X and Y being the adaptive gains and a is the positive constant that must be adjusted.

The above equations have been implemented in the PSIM for PV Systems to incorporate Model Reference Adaptive Controller as shown Figure 9.

The parameter \( a \) of the reference model defines the speed of the closed-loop response. If we want to decrease the closed-loop response we have to increase the parameter \( a \) on the other hand if we want to increase the closed-loop we will have to reduce \( a \).

From the equations above that present the adaptation law, the only control parameter is the positive gain. For the effective control of the variation in the amplitude of the reference signal, the control parameter \( \gamma \) plays an important role. Its value is maintained high if the variation of the reference signal is large and low if the variation of the reference signal is small. In our case \( \gamma = 0.003 \) and \( a = 7000 \) are chosen.
3.3. Super Twisting Sliding Control

Super-twisting algorithm (STA) is a non-linear control technique and is one of the most powerful continuous 2-order SMCs which ensures all fundamental properties of its traditional 1-order with chattering reduction capability [19, 20]. The main advantages of the STA are the robustness against variation of the system, and the ability to track the reference with high accuracy. It was developed in first time by Professor Levant for systems with a relative degree equal to 1 [21, 22]. This algorithm requires only the knowledge of the sliding variable and does not take into account its time derivative. In this work, the STA has been applied to drive the step-up converter with the purpose of keeping the GPV operating at the maximum power point.

The control law, as shown in Figure 10, is generated from a sliding surface treatment $s(x)$. The control signal $u(t)$ regulates the GPV voltage to operate at $V_{mp}$ voltage via switch S, it can be written as

$$ u(t) = \lambda \text{Sign}(S) + u_{d}(t) $$

(28)

$$ u = \begin{cases} -Ku & \text{if } |u| > 1 \\ -W \text{Sign}(S) & \text{if } |u| < 1 \end{cases} $$

(29)

where the sliding surface is defined as:

$$ S = e + K \int e $$

(30)

And

$$ e = V_{ref} - V_{pv} $$

(31)

The above algorithm does not require the evaluation of the sign of $S$. A second order sliding mode, exponentially stable, appears if the control law with $r = 1$ is used. The parameter $\rho = 0.5$ guarantee that the fulfilment of the second order sliding is achieved [23, 24].

The control law is in this case given by:

$$ u = \begin{cases} \dot{u}_1 = -K_2 \text{Sign}(S) \text{ si } |u| > u_0 \\ \dot{u}_2 = -K_1 |S|^{0.5} \text{Sign}(S) \text{ si } |u| \leq u_0 \end{cases} $$

(32)

The simplicity of the control law structure is quite obvious with only four parameters to be determined. Convergence conditions for these parameters are [25]:

$$ u_0 > \frac{C_0}{K_m} ; \quad k_2 > 0 $$

(33)

The switching control ensures the convergence of the entire system by keeping it moving on the sliding surface while ensuring robustness against external uncertainties and disturbance. Therefore $\lambda / u_0$ should be a high value.

The overall control law is implemented in PSIM tools as follow:
4. SIMULATION RESULTS

In order to have a proper characterization of the algorithms proposed in this paper, simulations were performed using the PSIM software. It takes into consideration the various operating conditions, steady state and transient state due to the variations in solar radiation (from 650W/m² to 1000W/m², temperature (25°C to 75°C) and charge variation.

The figure 11(a), 11(b) shows the simulation model of MRAC and SMC controller with PSIM. The figures 12, 13 indicate the simulation result of the GPV output current, voltage and GPV power for different operation conditions.

4.1. In case of irradiation change:

The two proposed methods are efficient and extract the maximum power, but the MRAC control combined with INC has the highest rise time compared with SMC as it can be seen in Figure 12(a). We can see also, in steady state, that MRAC have the higher oscillation around the maximum point, In addition; the GPV voltage is regulated to follow the reference voltage Vmp of the photovoltaic panel generated by INCC.
algorithm with less oscillation around it, in this case, the MRAC control affects the voltage of the GPV, which leads to oscillations around Vmpp (160mV vs 42mV for SMC). Also, the results also confirm that the optimal current is directly depend upon the solar illumination and is significantly affected by the sudden change Figure (c), instead of the optimal voltage, which is slightly affected Figure 12(b).

![Figure 12](image)

Figure 12. Simulation resultswith irradiation variation: a) Output power of GPV; b) output voltage of GPV; c) Current of GPV, d) Load output current.

4.2. In case of load variation and temperature

Figure 13 shows that both approaches have an effective performance to extract maximum power despite the change in temperature and load but still the SMC method has a faster response and a greater capacity compared to MRAC to follow the reference voltage Vmp of the photovoltaic panel. So, the MRAC algorithm is an efficient algorithm but has oscillations around the optimal value as shown in Figure 13 (b). This algorithm has a big inconvenience which is its poor behaviour after an abrupt change in temperature and loadings of loads. In addition, the SMC is characterized by its robustness, its efficiency and its stability.

Nevertheless, the set-up of this kind of algorithm is more complex than traditional algorithms. We therefore evaluated and compared these algorithms of each method to show the effectiveness of the method compared to the others.
5. EXPERIMENTAL TEST AND DISCUSSION

The Boost converter is used to transfer power from the input of the converter to this output, and to increase the low PV output voltage to a high voltage DC bus the Boost converter is used as an adaptation stage. The two signals used for the implementation of the MPPT algorithm and the voltage regulation loop are detected by an ACS711 current sensor (-12.5A to +12.5A) for $I_{PV}$, and by a resistive divider for $V_{PV}$ and are interfaced by an STM32F407 Discovery board via the ADC channels for controlling the DC-DC converter. The STM32 controls the hardware part using a PWM output for switching the MOSFET transistor (SCH2080KE).

The description of the software and hardware block for running the main loop is shown in the following Figure 14.

The data acquisition of PV voltage and current are logging throughout the tools STMStudio, the experimental results was plotted in the Figure 15, 16, 17.
The input PV voltage of the MRAC and SMC control is plotted in Figure 15 and shows that the SMC controller was able to maintain the PV voltage constant at 24.5 V and a current of 7.63 A, while for the MRAC controller, this voltage varies and exhibits an oscillation. The response of the input PV current for both methods is presented in Figure 16, and illustrates that the Ipv-smc converges rapidly towards the Ipv compared to the Ipv-mrac.

The PV power response for both controllers is shown in Figure 14. These results indicate that the SMC and MRAC controllers have the capabilities to converge at or near the maximum power point. The dynamic results confirm the effectiveness of the SMC method to converge quickly, without steady state oscillations, and recovering the power as much as possible from GPV. The IC+ MRAC method has a slow start-up response with PV voltage ripple.

6. CONCLUSION

In this paper, the main elements of the PV system have been described. Afterwards, we discussed the principle of two new and most efficient MPPT controllers. We finished the study by simulation with PSIM tool and experimental test of the two algorithms under the different conditions of irradiation, temperature and charge. The simulation results show that the SMC algorithm performs better than the MRAC. On the other hand, the SMC method is more efficient and has a higher efficiency than the MRAC control method.
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