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The behavior of the ground-state fidelity susceptibility in the vicinity of a quantum critical point is investigated. We derive scaling relations describing its singular behavior in the quantum critical regime. Unlike in previous studies, these relations are solely expressed in terms of conventional critical exponents. We also describe in detail a quantum Monte Carlo scheme that allows for the evaluation of the fidelity susceptibility for a large class of many-body systems and apply it in the study of the quantum phase transition for the transverse-field Ising model on the square lattice. Finite size analysis applied to the so obtained numerical results confirm the validity of our scaling relations. Furthermore, we analyze the properties of a closely related quantity, the ground-state energy's second derivative, that can be numerically evaluated in a particularly efficient way. The usefulness of both quantities as alternative indicators of quantum criticality is examined.
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I. INTRODUCTION

The quantity known as fidelity naturally appears in the field of quantum information science as a way of determining the reliability of a given protocol for quantum information transfer: the similarity between input $|\Psi_{\text{in}}\rangle$ and output $|\Psi_{\text{out}}\rangle$ states can be quantified by simply computing the absolute value of the overlap between them, $F = |\langle \Psi_{\text{in}} | \Psi_{\text{out}} \rangle|$. Recently, after the pioneering work of Zanardi and Pauković, and following a number of studies have extended the scope of applicability of the concept of fidelity to the study of quantum critical phenomena (for a review, see Ref. 3).

The basic idea behind this so-called fidelity approach is simple. We consider a general many-body Hamiltonian

$$H(g) = H_0 + gH_1,$$

with ground-state $|\Psi_0(g)\rangle$, $H(g)|\Psi_0(g)\rangle = E_0(g)|\Psi_0(g)\rangle$. Since $|\Psi_0(g)\rangle$ undergoes major changes in the vicinity of a quantum critical point (QCP) $g_c$, we expect a sharp drop in the fidelity,

$$F(g, dg) = |\langle \Psi_0 + dg | \Psi_0(g) \rangle|,$$

for small $(dg \to 0)$ variations in $g$ close to $g_c$. Therefore, by investigating the behavior of $F(g, dg)$ when couplings in the Hamiltonian are varied, one should be able to detect quantum criticality. Besides its novelty, this approach is purely quantum geometrical and therefore has the appeal that no a priori identification of order parameters is required.

The concept of fidelity susceptibility $\chi_F(g)$ naturally appears as the fidelity’s leading term in the limit $dg \to 0$,

$$F(g, dg \to 0) \simeq 1 - \frac{1}{2} \chi_F(g) dg^2.$$
a precise determination of scaling dimensions in the vicinity of a QCP.

Second, by building upon the aforementioned relationship between $\chi_F$ and response functions, we determine the scaling behavior of the fidelity susceptibility close to a QCP. The divergence of $\chi_F(g)$ at $g_c$ is shown to be related to the critical exponent $\nu$ describing the divergence of the correlation length. In this way, and supported by the results obtained from the QMC simulations, we assess the validity of other scaling analysis for the divergence of $\chi_F$ that have recently appeared in the literature.

Throughout the paper, we also analyze the properties of the ground-state energy’s second derivative, $\partial^2 E_0(g)/\partial g^2$. This quantity is closely related to the fidelity susceptibility and, as explained in Sec. II C, scales in a way related to the scaling of $\chi_F$ in the quantum critical regime. Since the computation of $\partial^2 E_0(g)/\partial g^2$ within QMC is much more efficient than that of $\chi_F$, as discussed in Sec. II C, it is important to address the question of which of these quantities is best suited to the study of second-order quantum phase transitions and of whether the current interest around the concept of fidelity susceptibility is justified on practical grounds.

The paper is organized as follows. After reviewing basic concepts in the fidelity approach in Sec. II A, we analyze an extension of the concept of fidelity susceptibility to finite temperatures (a prerequisite for path-integral QMC simulations) and relate it to a more commonly employed metric for thermal states in Sec. II B. We then perform a scaling analysis of $\chi_F$ and $\partial^2 E_0(g)/\partial g^2$ in Sec. II C and relate their scaling dimensions to conventional critical exponents.

In Sec. III, we give a detailed account of the previously introduced QMC scheme for calculating $\chi_F$ and further explore it (Sec. IV) in order to determine the scaling dimension of the fidelity susceptibility in one of the most paradigmatic models in the field of quantum phase transitions: the transverse-field Ising model (TIM) in two dimensions. Throughout the paper, concepts are illustrated by presenting results for the one-dimensional version of the TIM, which is exactly solvable.2-4 A summary is given in Sec. V and important technical details are discussed in the Appendix. Some of the results present in this paper have been first presented (by some of us) in Ref. 8.

II. FIDELITY SUSCEPTIBILITY

A. Definition

We consider the limit of $dg \to 0$ and perturbatively calculate the overlap appearing in Eq. (2) to leading order in $dg$. The fidelity susceptibility, defined by Eq. (1), can easily be shown to read

$$\chi_F(g) = \sum \frac{\langle |\Psi_n(g)| H_1 |\Psi_0(g)\rangle|^2}{[E_n(g) - E_0(g)]^2}.$$  (3)

in terms of the eigenbasis

$$\sum_n |\Psi_n(g)\rangle\langle\Psi_n(g)| = I$$  (4)

of $\mathcal{H}(g)$, $\mathcal{H}(g)|\Psi_n(g)\rangle = E_n(g)|\Psi_n(g)\rangle$.

Starting from Eq. (3), one can relate $\chi_F(g)$ to the imaginary-time correlation function

$$G_{H_1}(\tau) = \theta(\tau) \left[ (H_1(\tau)H_1(0)) - (H_1)^2 \right],$$  (5)

where $H_1(\tau) = e^{\tau \mathcal{H}} H_1 e^{-\tau \mathcal{H}}$, with $\tau$ denoting an imaginary time, $\theta(\tau)$ is the Heavside step function and zero-temperature averages are defined by $\langle O \rangle = \langle \Psi_0(g) | O | \Psi_0(g) \rangle$. Inserting Eq. (4) into this last equation and taking its Fourier transform we arrive to

$$\tilde{G}_{H_1}(\omega) = \sum_{n \neq 0} \frac{|\langle \Psi_n(g) | H_1 | \Psi_0(g) \rangle|^2}{E_n(g) - E_0(g) + i\omega},$$  (6)

The similarity between Eqs. (3) and (4) is evident and by simply performing a derivative, one can establish the important result

$$\chi_F(g) = i \left. \frac{d\tilde{G}_{H_1}(\omega)}{d\omega} \right|_{\omega=0} = \int_0^\infty d\tau \tau G_{H_1}(\tau).$$  (7)

This expression is remarkable for a number of reasons. First, it relates $\chi_F(g)$ to a dynamical response of the system to the “driving term” $H_1$, evidencing its physical content. Second, as discussed in detail in Sec. II C, Eq. (7) allows us to address the issue of the scaling behavior of $\chi_F(g)$. Finally, Eq. (7) permits us to extend the definition of fidelity susceptibility to finite temperatures (Sec. II B) and therefore constitutes an obvious starting point in devising a scheme to obtain $\chi_F(g)$ from path-integral QMC simulations.

Before proceeding, it is also instructive to consider the ground-state energy’s second-derivative, whose primitive relation to $\chi_F(g)$ has been pointed out in Refs. 7 and 12. Motivated by this close relationship, we define $\chi_E(g) = -\partial^2 E_0(g)/\partial g^2$ and, by using the eigenbasis of $\mathcal{H}(g)$, it is readily shown that

$$\chi_E(g) = 2 \sum_{n \neq 0} \frac{|\langle \Psi_n(g) | H_1 | \Psi_0(g) \rangle|^2}{E_n(g) - E_0(g)}.$$  (8)

Comparing Eqs. (3) and (5) it is straightforward to see that

$$\chi_E(g) = 2 \tilde{G}_{H_1}(\omega = 0) = 2 \int_0^\infty d\tau G_{H_1}(\tau).$$  (9)

We can notice that the only important difference between Eqs. (5) and (9) is that in the former the denominator is squared: this is reflected by the appearance of the $\tau$ factor in Eq. (7), absent in Eq. (9). One might thus expect $\chi_F(g)$ to display a more pronounced behavior around a QCP and therefore to be a better indicator of quantum
criticality, an observation put on firmer grounds by the scaling analysis of Sec. IIIC. Finally, similarly to the case of Eq. 7, the relation Eq. 10 can be used in order to extract \( \chi_E(g) \) from QMC simulations, as we discuss in Sec. III B.

B. Finite Temperature

Before discussing how to extend the definition of fidelity susceptibility \( \chi_F(g) \) to finite temperatures \((T = 1/\beta)\) it is instructive to consider first the similar extension for \( \chi_E(g) \). From Eq. 9, one obtains the finite-\( T \) generalization

\[
\chi_E(g, \beta) = 2 \int_0^{\beta/2} G_H(\tau) d\tau , \tag{10}
\]

where now \( G_H(\tau) \) is still defined by Eq. 5 but with thermal averages, \( \langle O \rangle = Z^{-1} \text{Tr} [\exp(-\beta H) O] \) replacing ground-state expectation values \( \langle Z = \text{Tr} \{\exp(-\beta H)\} \) is the partition function\]. An important subtlety is apparent here: notice that the upper integration limit in the above expression is \( \beta/2 \), instead of \( \beta \). The underlying reason is that, within the path-integral formalism used in QMC simulations, periodic boundary conditions are implied along the imaginary time direction. Connected physical correlation functions, such as \( G_H(\tau) \), are periodic along the \( \tau \)-direction, with period \( \beta \). This is illustrated in Fig. 1(a) for the one-dimensional TIM (see Sec. IV A) on a chain with \( L = 16 \) sites and \( \beta J = 16 \), for \( h/J = 1 \): we see that \( G_H(\tau) \) is symmetric around \( \beta/2 \) (vertical dashed line) and decays to zero at \( \tau \to \beta/2 \) for large enough \( \beta \), a trend already noticeable in Fig. 1(a) where data for the relatively high temperature \( \beta J = 16 \) are displayed. Therefore, in the present case we have

\[
\chi_E(g) = 2 \int_0^{\beta/2} G_H(\tau) d\tau = \int_0^{\beta} G_H(\tau) d\tau .
\]

The definition of fidelity susceptibility [Eq. 2] can be extended to finite temperatures in a similar way

\[
\chi_F(g, \beta) = \int_0^{\beta/2} \tau G_H(\tau) d\tau . \tag{11}
\]

An important difference appears though: the aforementioned properties of \( G_H(\tau) \) are not shared by the function \( \tau G_H(\tau) \), since the pre-factor \( \tau \) destroys the periodicity along the imaginary-time direction This is illustrated in Fig. 1(b), again using the one-dimensional TIM as an example. In particular, \( \int_0^{\beta/2} \tau G_H(\tau) d\tau \neq \int_0^{\beta/2} \tau G_H(\tau) d\tau \) and, therefore, in order to ensure that \( \chi_F(g, \beta) \) converges correctly to its zero temperature limit, \( \lim_{\beta \to \infty} \chi_F(g, \beta) = \chi_F(g) \), one must cut the integral at \( \beta/2 \). This has important implications for the QMC evaluation that is now made possible by Eq. 11, as clarified in Sec. III A.

While the just discussed generalization of \( \chi_F \) to finite \( \beta \) [Eq. 11] has been introduced for computational purposes, it is possible to relate it to more commonly used metrics for thermal (mixed) quantum states\(^{13} \) as we discuss in what follows.

1. Bures Metric

The so-called Uhlmann fidelity generalizes the concept of fidelity [Eq. 2] to the case of mixed states. For density matrices \( \rho_A \) and \( \rho_B \), it is defined as

\[
F(\rho_A, \rho_B) = \text{Tr} \sqrt{\rho_A^{1/2} \rho_B \rho_A^{1/2}} ,
\]

and has an associated metric \( ds(\rho_A, \rho_B) = \sqrt{2[1 - F(\rho_A, \rho_B)]} \), known as the Bures distance. We are interested in the case of thermal density matrices,

\[
\rho_g = \frac{1}{Z} \sum_n e^{-\beta E_n(g)} |\Psi_n(g)\rangle \langle \Psi_n(g)| ,
\]

expressed here in terms of the eigenbasis of \( H(g) \) [Eq. 4]. The concept of fidelity susceptibility [Eq. 3] can then be extended to the finite-\( T \) regime with the Bures metric

\[
\text{ds}^2(g, \beta) = \text{ds}^2(\rho_g, \rho_{g+dg})
\]

for density matrices associated to infinitesimally close \( (dg \to 0) \) couplings in the Hamiltonian, \( g \) and \( g + dg \). Following Zanardi et al.,\(^{16} \) one obtains the following expression for \( \text{ds}^2(g, \beta) \) (for the sake of simplicity we omit the dependence on \( g \) of the eigenvalues and eigenvectors in the remainder of this Section)

\[
\text{ds}^2(g, \beta) = \text{ds}^2_{\text{cl}}(g, \beta) + \sum_{n>m} \frac{|\langle \Psi_n| H_1 |\Psi_m\rangle|^2 e^{-\beta E_n} (1 - e^{-2x})^2}{Z (1 + e^{-2x})^2} ,
\]

FIG. 1: (Color online) Correlation functions (a) \( G_{H_i}(\tau) \) and (b) \( \tau G_{H_i}(\tau) \), as a function of \( \tau \), for finite inverse temperature \( \beta J = 16 \) for the \( d = 1 \) TIM on a chain with \( L = 16 \) sites and \( h/J = 1 \) (see Sec. IV A). Data are generated by using the QMC method detailed in Sec. III and fixing the parity to the \( P = +1 \) sector (Sec. IV A 2). Exact Diagonalization (ED) data with fixed parity \( P = +1 \) are also shown both for finite and zero temperatures.
where \( x = \beta(E_m - E_n)/2 \). One appealing feature in this expression is that it distinguishes “classical” and quantum contributions. The “classical” term, \( ds^2_{cl}(g, \beta) \), is given by

\[
ds^2_{cl}(g, \beta) = \frac{\beta^2}{4}(\langle H_{1,d}^2 \rangle - \langle H_{1,d} \rangle^2). \tag{13}\n\]

Here, \( H_{1,d} \) denotes the diagonal elements of \( H_1 \) in the eigenbasis Eq. (4), so that

\[
\langle H_{1,d} \rangle = \frac{1}{Z} \sum_n e^{-\beta E_n} \langle \Psi_n | H_1 | \Psi_n \rangle .
\]

The terms with \( n = m \) in the first term in the integrand are independent of \( \tau \) and can be regrouped with the second term to yield \( \frac{1}{2} ds^2_{cl}(g, \beta) \). Performing the integration for the remaining terms, we finally obtain

\[
\chi_F(g, \beta) = \frac{1}{2} \sum_{n,m} \int_0^{\beta/2} d\tau \tau \left[ e^{-\beta E_n + \tau(E_n - E_m)} \langle \langle \Psi_n | H_1 | \Psi_m \rangle \rangle^2 - \frac{e^{-\beta(E_n + E_m)}}{Z} \langle \langle \Psi_n | H_1 | \Psi_n \rangle \rangle \langle \langle \Psi_m | H_1 | \Psi_m \rangle \rangle \right] .
\]

On the other hand, the second term in Eq. (12) is of pure quantum origin and vanishes unless \( [\rho_g, \rho_{g+dg}] \neq 0 \).

2. Relation between \( \chi_F(g, \beta) \) and \( ds^2(g, \beta) \)

We now relate the two previously discussed finite temperature extensions for the fidelity susceptibility, namely Eqs. (11) and (12) [13]. We expand the trace for thermal averages and insert the eigenbasis of \( H(g) \) [Eq. (4)] in Eq. (11) arriving to

\[
\chi_F(g, \beta) = \frac{1}{2} \sum_{n,m} \int_0^{\beta/2} d\tau \tau \left[ e^{-\beta E_n + \tau(E_n - E_m)} \langle \langle \Psi_n | H_1 | \Psi_m \rangle \rangle^2 - \frac{e^{-\beta(E_n + E_m)}}{Z} \langle \langle \Psi_n | H_1 | \Psi_n \rangle \rangle \langle \langle \Psi_m | H_1 | \Psi_m \rangle \rangle \right] .
\]

C. Scaling Behavior

We focus now on the issue of how the fidelity susceptibility \( \chi_F \) behaves in the vicinity of a QCP and start by reviewing the main results from the scaling analysis devised by Campos Venuti and Zanardi [8].

Starting from Eq. (4) and following standard scaling arguments (see for instance Ref. [13]), they apply the scale transformation \( x' = sx, \tau' = s^2\tau \) (\( z \) is the dynamic critical exponent), and arrive to the following relation for the scaling of the fidelity susceptibility density:

\[
L^{-d} \chi_F \sim |g - g_c|^{\nu(d+2z-2\Delta_{H_1})} .
\]

Here, \( L^d = N \) is the number of sites for a \( d \)-dimensional system. In what follows, we assume that a second-order quantum phase transition takes place at a value \( g_c \) of the “driving parameter” \( g \) and that the correlation length diverges in its neighborhood as \( \xi \sim |g - g_c|^{-\nu} \); \( \Delta_{H_1} \) is the scaling dimension of the driving term \( H_1 \) in Eq. (1): \( H_1' = s^{-\Delta_{H_1}} H_1 \). Standard finite-size scaling arguments thus imply that

\[
\chi_F \sim L^{-2(z-\Delta_{H_1})} \tag{17}\n\]

for finite systems at criticality.

An alternative scaling analysis has been recently put forward by some of us in Ref. [8] where the simpler result

\[
\chi_F \sim L^{2/\nu} \tag{18}\n\]

has been derived. The appeal of the above scaling relation, as compared to Eq. (17), stems from the fact that it is not expressed in terms of the exponent \( \Delta_{H_1} \), rarely dealt with in more conventional approaches to quantum critical phenomena. In fact, \( \Delta_{H_1} \) can easily be related to the exponent \( \nu \) (see Ref. [8]). In what follows, we provide an intuitive equivalent derivation of the result Eq. (18).
We start by remarking that at $T = 0$ the free-energy density $f_H$ reduces to the ground-state energy density, $L^{-d}E_0$. Since, by definition, $f_H \sim |g - g_c|^{2-\alpha}$ (see for instance Ref. [15]), one readily obtains

$$L^{-d}\chi_E \sim |g - g_c|^{-\alpha}.$$ \hspace{1cm} (19)

This relation is not at all surprising since, as we can see from Eq. (19), $\chi_E (g) = -\partial^2 E_0 (g)/\partial g^2$ is similar to a “zero-temperature specific heat”. Comparing the expressions for $\chi_E$ [Eq. (19)] and $\chi_F$ [Eq. (17)], one sees that the only difference is the presence of an imaginary time (or inverse energy) scale $\tau$ in the latter, so that we naturally expect to scale as $|g - g_c|^{-\alpha}$ in the critical regime. We thus arrive at

$$L^{-d}\chi_F \sim |g - g_c|^{-(\alpha + 2\nu)} = |g - g_c|^{-(2 - d\nu)},$$ \hspace{1cm} (20)

where we have made use of the hyper-scaling formula $2 - \alpha = \nu (d + z)$. Therefore, we arrive to the conclusion that $L^{-d}\chi_E$ diverges only when $\nu < 2/d$.

On the other hand, by similarly inserting the hyper-scaling formula into Eq. (19), we obtain $L^{-d}\chi_E \sim |g - g_c|^{-2 + \sqrt{d + z}}$ and, as anticipated in Sec. II A, conclude that $\chi_E$ has a weaker divergence than $\chi_F$ at a critical point. Furthermore, we find that the more stringent condition $\nu < 2/(d + z)$ must be satisfied for $L^{-d}\chi_E$ to diverge and that there might be situations where only $L^{-d}\chi_F$ displays a divergence at a critical point, being in general a better indicator of quantum criticality.

If we go beyond the finite-size scaling analysis, we conclude that for the fidelity susceptibility per site we have

$$L^{-d}\chi_F \sim L^{2 - d},$$ \hspace{1cm} (21)

in agreement with the result Eq. (18) (Ref. 8). For $L^{-d}\chi_E$, we similarly obtain

$$L^{-d}\chi_E \sim L^{2 - (d + z)}.$$ \hspace{1cm} (22)

The validity of the scaling relations Eqs. (21) and (22) is confirmed by the analysis of the QMC data performed in Sec. IV C. Finally, we note that the scaling relations presented here have been independently found in the context of quantum quenches\cite{16,17} as discussed in Sec. IV.

III. STOCHASTIC SERIES EXPANSION

Despite the sign problem that precludes efficient simulations of most fermionic/frustrated models, Quantum Monte Carlo methods are among the most efficient tools to simulate quantum many-body problems. Particularly useful for our purpose here is the QMC formulation known as Stochastic Series Expansion (SSE), developed by Sandvik and coworkers\cite{19,20}. Basically, for a detailed account the reader is referred to Ref. 21. SSE relies on a power series expansion of the system’s partition function\cite{22}

$$Z = \text{Tr} \left( e^{-\beta H} \right) = \sum_{n=0}^{\infty} \sum_{\alpha} \sum_{S_n} \frac{\beta^n}{n!} \left\langle \alpha \prod_{i=1}^{n} H(b_i) \left\vert \alpha \right. \right. .$$ \hspace{1cm} (23)

Here $\{\alpha\}$ is any suitable basis and the system’s Hamiltonian is typically a sum over local operators: $H = \sum_b H(b)$, with $b$ labeling different local terms. For instance, $b$ may denote operators acting on different bonds of the lattice and/or diagonal versus non-diagonal operators. For our current purposes, it is convenient to choose a decomposition that respects the bipartition of Eq. (11), such that all terms appearing in $H_0$ are labelled by $b_0$ and those appearing in $gH_1$ by $b_1$ and we have $b \in \{b_0, b_1\}$. SSE configurations $(\alpha, S_n)$, with operator strings

$$S_n = \prod_{i=1}^{n} H(b_i),$$ \hspace{1cm} (24)

are then sampled, according to the statistical weight

$$W(\alpha, S_n) = \frac{\beta^n}{n!} \left\langle \alpha \prod_{i=1}^{n} H(b_i) \left\vert \alpha \right. \right. .$$

Efficient update schemes such as the directed loop algorithm\cite{23,24} render the SSE technique one of the most efficient QMC methods for quantum lattice models.

The general procedure for obtaining thermal averages within the SSE framework is discussed in detail by Sandvik in Ref. 24. The basic idea, supposing we are interested in an observable $O$, is to determine an estimator $O(\alpha, S_n)$ such that

$$\langle O \rangle_W = \frac{1}{Z} \sum_{\alpha} \sum_{S_n} O(\alpha, S_n) W(\alpha, S_n).$$

In what follows, we show how estimators for the fidelity susceptibility $\chi_F (g, \beta)$ [Eq. (14)] and $\chi_E (g, \beta)$ [Eq. (10)] can be obtained from SSE QMC simulations.

A. Fidelity Susceptibility

First, we need to evaluate imaginary-time operator products of the form $\langle H_1(\tau)H_1(0) \rangle$ appearing in the integrand of Eq. (11) [cf. Eq. (5)]. These operators being part of the Hamiltonian, one trick consists in re-interpreting two of the elements with label $b_1$ of the string Eq. (24) as the operators to be measured. Following Ref. 24, we arrive to

$$g^2 \langle H_1(\tau)H_1(0) \rangle = \sum_{m=0}^{n-2} \frac{(n - 1)!}{(n - m - 2)!m!} \beta^{-n}(\beta - \tau)^{n - m - 2}\tau^m \langle N_{gH_1}(m) \rangle_W .$$ \hspace{1cm} (25)

Here, $n$ is the length of the operator string $S_n$ [Eq. (24)] and $N_{gH_1}(m)$ the number of times any two operators
comprising $gH_1$ appear in the strings $S_n$ separated by $m$ positions. We discuss below how $N_{gH_1}(m)$ can be measured.

The second term in Eq. (6) is obtained by a simpler procedure and is given by

$$\langle H_1 \rangle^2 = \frac{1}{g^2 \beta^2} \langle N_{gH_1} \rangle_W^2,$$  \hspace{1cm} (26)

where $N_{gH_1}$ is the total number of $gH_1$ operators in $S_n$.

Inserting the results Eqs. (25, 26) into Eq. (11) and integrating from $\tau = 0$ to $\beta/2$ (taking into account the important multiplicative factor of $\tau$ in the integrand), we finally arrive to the result

$$\chi_F(g, \beta) = \frac{1}{g^2} \sum_{m=0}^{n-2} \left[ A(m, n) \langle N_{gH_1}(m) \rangle_W \right] - \frac{\langle N_{gH_1} \rangle_W^2}{8g^2},$$  \hspace{1cm} (27)

with the coefficient

$$A(m, n) = \frac{(n-1)!}{(n-m-2)!m!} \int_0^{1/2} d\tau \tau^m (1-\tau)^{n-m-2}.\hspace{1cm} (28)$$

We show in Appendix A how this coefficient can be approximated very accurately by an analytical expression in the limit of $n \gg 1$.

$N_{gH_1}(m)$ is conveniently extracted from the simulations in two steps. Firstly, the string Eq. (21) is traversed (for instance when performing diagonal updates; see Ref. 19) and the positions $i$ where a local Hamiltonian $H(b^i)$ appears with a label $b^i = b_1$ are recorded (there are in total $N_{gH_1}$ such operators). Secondly, the histogram $N_{gH_1}(m)$ is generated by computing all distances $m$ between all previously recorded positions $i$. This step is the most demanding as it requires $N_{gH_1}(N_{gH_1} - 1)/2$ operations. Note finally that the prefactor $1/g^2$ arises from the definition of the fidelity susceptibility Eq. (6) which does not include the coupling constant $g$, whereas the SSE decomposition used in Eq. (25) typically does.

B. Ground-State Energy’s Second Derivative

The results Eqs. (25, 26) can also be used in order to directly evaluate the ground-state energy’s second derivative, relying on Eq. (10) and extrapolating to the limit $\beta \to \infty$. The absence of the factor $\tau$ in Eq. (9) considerably simplifies the situation since the integration over $\tau$ can now always be performed exactly. In this way, we arrive to the simple result

$$\chi_E(g, \beta) = \frac{1}{g^2 \beta^2} \left[ \langle N_{gH_1}^2 \rangle_W - \langle N_{gH_1} \rangle_W^2 \right].\hspace{1cm} (29)$$

We stress that the computational cost for evaluating $\chi_E(g, \beta)$ is much lower than the one required to obtain $\chi_F(g, \beta)$: the estimator for the former quantity in Eq. (29) simply requires counting the number of times the operators contained in the “driving term” $gH_1$ occur in the operator strings $S_n$. This is to be contrasted with the computationally heavy task, specially in the limit of large lattice sizes and low temperatures, of computing the histogram $N_{gH_1}(m)$ necessary in evaluating $\chi_F(g, \beta)$ [cf. Eqs. (27, 28)].

IV. NUMERICAL SIMULATIONS

A. Transverse-Field Ising Model

1. Definition

The transverse-field Ising model (TIM) is perhaps the simplest model to display a QCP and many key concepts in the theory of quantum critical phenomena have been developed by analyzing its properties.$^{25}$

The TIM Hamiltonian reads

$$H(h) = J H_J + h H_h = -J \sum_{i,j} \sigma_{i,j}^x \sigma_{j,i}^x - h \sum_i \sigma_{i}^z,$$  \hspace{1cm} (30)

where $(i, j)$ denotes nearest-neighbor sites on a $d$-dimensional lattice and $\sigma_{i}^x, \sigma_{i}^z$ are Pauli matrices attached to the site $i$. We set the energy scale by henceforth fixing $J = 1$.

At zero temperature and in any dimension, a quantum phase transition occurring at a field $h_c$ separates a ferromagnetic phase for low fields $h < h_c$ from a polarized one for $h > h_c$, with spins aligning along the field direction. The quantum phase transition in $d$ dimensions belongs to the universality class of the finite-temperature phase transition of the classical Ising model in $d + 1$ dimensions and has a dynamic critical exponent $z = 1.$

The TIM is exactly solvable in the one-dimensional case.$^{25}$ The QCP is located at $h_c = 1$ and most observables, including $\chi_E$ can be computed analytically. We make use of these exact results in establishing the validity of the QMC method discussed in Sec. III for instance in Sec. IV A 2 where the issue of parity is discussed. On the other hand, the TIM is not solvable in two dimensions and has been investigated mainly through means of numerical techniques.$^{26, 27}$ The most precise estimate for the location of the QCP, $h_c = 3.04438(2)$, has been obtained from a QMC approach.$^{28}$

Before proceeding, we remark that a scaling analysis for the fidelity susceptibility and the second derivative of the ground-state energy for the TIM on the square lattice has been recently performed by Yu and collaborators in Ref. 32. Results are compared in Sec. VI.

2. Parity quantum number

An important issue concerning the TIM is the existence of a conserved quantum number, the parity $P$. It
Thus, the expression $P|\uparrow\downarrow\uparrow\downarrow\uparrow\rangle$ (for instance, $P|\uparrow\downarrow\uparrow\downarrow\uparrow\rangle$) is only consistent with the positiveness of the ground-state if $P = +1$ (one readily sees that the above relation can only be satisfied in the $P = -1$ sector if the coefficients for the basis elements $|\phi^\pm_m\rangle$ and $P|\phi^\pm_m\rangle = |\psi^\pm_n\rangle$ have opposite signs in the expansion for $|\Psi^-\rangle$).

The above discussion is directly relevant for our purposes here since, while expectation values for most physical observables are the same for the lowest-lying states in both parity sectors, this turns out not to be the case for $\chi_F$ and $\chi_E$. This is illustrated in Fig. 2 where exact results for $\chi_F$ (curves, see Ref. 3) for the TIM on a chain with $L = 16$ sites are shown for both parities, $P = +1$ and $P = -1$. Also shown are data obtained from a naive QMC implementation not discriminating between different parity sectors (triangles in Fig. 2): the disagreement is evident, specially in the neighborhood of the QCP at $h_c = 1$. While we expect this discrepancy to disappear in the thermodynamic limit (as suggested by exact results for the $d = 1$ TIM for increasingly larger systems; however, we have no general proof), QMC simulations are obviously restricted to finite system sizes and it thus important to take the parity quantum number into account.

Fortunately, the parity of a given SSE configuration $(\alpha, S_n)$ can easily be determined within the here adopted convention for the TIM [Eq. (30)]. Indeed, the parity operator, defined in Eq. (31), is diagonal in the $\sigma^z$ basis employed in SSE-QMC simulations and the parity is then readily obtained as

$$P = \prod_{i=1}^N \sigma_i^z \alpha(\tau = 0)$$

(since the parity is a conserved number, it can be computed at any time-slice, in particular at $\tau = 0$). Both parity sectors are sampled due to the non-local updates in the QMC scheme (see Ref. 21). Therefore, our strategy consists in computing the estimators required for obtaining $\chi_F$ and $\chi_E$ (see Sec. III) for all SSE configurations $(\alpha, S_n)$ and storing the results in different variables according to the parity of the state $|\alpha(\tau = 0)\rangle$. Data obtained in this way for the $d = 1$ TIM are shown in Fig. 2 and perfectly agree with the exact results. Finally, since finite systems the ground-state has $P = +1$, all results discussed in the present work have been obtained for this parity sector (with the exception of the indicated ones in Fig. 2).

### B. Simulation Details

The computation of $\chi_F(g, \beta)$ and $\chi_E(g, \beta)$ requires only small changes to an existing SSE code: estimators for both quantities [Eqs. (27) and (29), respectively] are simply computed by analyzing the operator strings [Eq. (24)], a task ideally carried out while performing diagonal updates for the SSE configurations $(\alpha, S_n)$ (see Ref. 21). Our code is based on the ALPS libraries implementation.
conclude from Eq. (3) that square lattice (data obtained from QMC simulations for the limit $T \to 0$,$^3$ results obtained from different partitions is recovered in Eq. (30) as the “driving term” (or, in general, any combination of these) appearing in \( \chi \) codes are independent from measurements for \( \beta \) and \( N \) [Eq. (12)] as a function of the inverse temperature \( \beta \). Specifically, for the case of the TIM considered here $^{31} \chi_F$ it is more efficient to compute \( N_{gH_1(m)} \) in the high-field limit if we set \( H_1 = H_J \); since the number of such operators in the strings \( S_n \) will be smaller than that of \( H_0 \) operators in this limit. In practice, we find that, for field magnitudes close to the QCP for the TIM on the square lattice, setting \( H_1 = H_J \) is the most efficient choice.

Following this strategy, we have simulated the TIM on the square lattice by considering clusters with linear size \( L \) and periodic boundary conditions (PBC), and are able to reach \( L = 28 \) when computing \( \chi_F \). On the other hand, computing \( \chi_E \) requires much lesser numerical effort and we are able to reach \( L = 48 \). For both quantities, we find that if we set the inverse temperature \( \beta = 2L \) both \( \chi_F \) and \( \chi_E \) reach their ground-state expectation values. This is illustrated in Fig. 5 for the \( L = 4 \) cluster. We have also performed a few simulations setting \( \beta = 4L \) in order to confirm that convergence has indeed been achieved, at least within error bars, for \( \beta = 2L \).

C. Results

Our QMC data for \( L^{-2}\chi_F \) and \( L^{-2}\chi_E \) for the TIM on the square lattice are shown in Fig. 4 for various system sizes \( L \). The presence of peaks in the curves for both quantities is evident: they become more pronounced for increasing \( L \) and their positions seemingly converge towards the estimate $^L_h = 3.04438(2)$ for the QCP found in Ref. $^{51}$ (see below). Furthermore, we notice that \( \chi_E \) displays less pronounced peaks than \( \chi_F \), as expected from our discussion in Sec. IV A. A quantitative data analysis is explained in what follows.

We start by determining the peaks positions and heights for both \( \chi_F \) and \( \chi_E \) from the raw data displayed in Fig. 1. The so obtained results are shown in Fig. 5. From the scaling relations derived in Sec. IV C $L^{-d}\chi_F \sim L^{ν-δ-d}$ and $L^{-d}\chi_E \sim L^{ν-δ-d+z}$ [Eqs. (21) and (22); \( d = 2 \) and \( z = 1 \)], we expect a linear dependence for the logarithm of the peaks’ height on \( \ln L \). This is confirmed by the results shown in Figs. 5a and c. By applying linear regression to the points associated to the three largest values of \( L \) in each plot we obtain our first estimates for correlation length’s exponent: $\nu = 0.623(8)$ [\( \chi_F \), Fig. 5a] and $\nu = 0.615(1)$ [\( \chi_F \), Fig. 5c]. While the former estimate is in good agreement with the result for the universality class of the three-dimensional classical Ising model $\nu = 0.6301(8)$, Ref. $^{37}$, the latter clearly underestimate $\nu$. This is likely to be explained by the weak divergence displayed by \( \chi_E \), implying that regular sub-leading corrections are important in accounting for the behavior in system sizes as the ones considered here: indeed we notice that the data points corresponding to the smallest
system sizes clearly deviate from the linear fit obtained for the points for the three largest $L$ in Fig. 4c).

In Figs. 4b) and (d) we plot the peaks’ location versus inverse system size $1/L$ for $\chi_F$ and $\chi_E$, respectively. We expect (see for instance the related discussion in Ref. 38) the following expression to hold for the scaling of the peak positions for $h_c(L)$ with system size $L$

$$h_c(L) = h_c^\infty + \frac{\lambda}{L^{1/\nu}}, \quad (32)$$

where $h_c^\infty$ is the result for $L \to \infty$. Data fits give the following estimates: $h_c^\infty = 3.0442(4)$ and $\nu = 0.625(7)$ [$\chi_F$, Fig. 4b)] and $h_c^\infty = 3.0442(7)$ and $\nu = 0.63(1)$ [$\chi_E$, Fig. 4d]. We remark that our estimates for the location of the QCP are in very good agreement with the result from Ref. 31 and, although quality is lesser in this case, our results for $\nu$ are consistent with the value $\nu = 0.6301(8)$ found in Ref. 37.

Finally, from the finite size scaling analysis performed in Sec. III we expect the following relation to describe the behavior of $\chi_F$ on finite systems in the neighborhood of the QCP

$$L^{-d}\chi_F(h,L) = L^{2-d} f_{\chi_F} \left( L^{1/\nu} |h - h_c| \right), \quad (33)$$

and similarly for $\chi_E$

$$L^{-d}\chi_E(h,L) = L^{2-(d+z)} f_{\chi_E} \left( L^{1/\nu} |h - h_c| \right). \quad (34)$$

In the above expressions $f_{\chi_F}$ and $f_{\chi_E}$ are homogeneous functions, a priori unknown. Estimates for critical parameters can thus be obtained by plotting $L^{-d}\chi_F$ and $L^{-d+z}\chi_E$ versus $L^{1/\nu} |h - h_c|$ and adjusting the values of $h_c$ and $\nu$ until data collapse is achieved. The so obtained data collapse plots are displayed in Fig. 4i from which we get the following estimates: $h_c = 3.0440(15)$ and $\nu = 0.625(3)$ [$\chi_F$, Fig. 4a]), and $h_c = 3.044(2)$ and

---

**FIG. 5:** (Color online) Finite size scaling analysis for the location and height of the peaks in $\chi_F$ [(a) and (b)] and $\chi_E$ [(c) and (d)], obtained from the QMC data shown in Fig. 4. In panels (a) and (c), the logarithm of the maxima in $L^{-2}\chi_F$ and $L^{-2}\chi_E$, respectively, are plotted as function of $1/L$. Linear regression (lines) is applied to the three rightmost data-points in each case, yielding the estimates (a) $\nu = 0.625(8)$ and (c) $\nu = 0.615(1)$ for the correlation length’s critical exponent. In (b) and (d), the peaks’ location $h_c(L)$ for, respectively, $L^{-2}\chi_F$ and $L^{-2}\chi_E$ are plotted against inverse system size $1/L$. Fits (curves) for these results by using Eq. (32) yield the estimates: (b) $h_c^\infty = 3.0442(4)$ and $\nu = 0.625(7)$ and (d) $h_c^\infty = 3.0442(7)$ and $\nu = 0.63(1)$ (the extrapolated values $h_c^\infty$ are indicated by the horizontal dashed lines). See main text for details.
We would like to highlight the fact that the novel QMC scheme for computing $\chi_F$ presented in Ref. [8] and discussed in detail in the present work opens several research possibilities within the so-called fidelity approach to quantum critical phenomena. Indeed, investigations in this field have been so far, to a large extent, restricted to one-dimensional systems, while our QMC scheme allows for the study of $\chi_F$ for a large class of sign-problem-free models in arbitrary dimensions. Furthermore, we stress that the required modifications in a pre-existing SSE code are minimal and that, even though SSE is particularly well suited for the task, it is also likely that measurements for $\chi_F(g)$ can be implemented within other QMC flavors, such as the loop algorithm. Another potentially interesting possibility opened by the QMC method considered here involves the study of the finite-$T$ properties of $\chi_F$ (which scales as the Bures metric, as shown in Sec. III B), along the lines of Ref. [12].

A second point worth to emphasize is the particularly simple scaling relations for $\chi_F$ derived in Sec. III C expressed solely in terms of the correlation length’s critical exponent $\nu$ and that considerably extends the result obtained by Campos Venuti and Zanardi. Perhaps even more importantly, our scaling analysis does not rely on novel concepts such as “quantum adiabatic dimension” recently advocated by Gu and coworkers. Also, and to the best of our knowledge, our Eq. (21) is consistent with several results for the scaling behavior of $\chi_F$ close to second order QCPs presented in the literature, including those compiled in Table I of the review Ref. [8] (note that some results from the literature quoted in this table mistake $\nu$ for $1/\nu$).

Additionally, we also obtain a scaling relation for $\chi_E$, something that allows us to address the important point of which of the two quantities, $\chi_F$ or $\chi_E$, is better suited in detecting quantum phase transitions. This question is particularly important from the perspective opened by the QMC SSE scheme: indeed, as we discuss in detail in Sec. III the computational cost for calculating $\chi_E$ can be orders of magnitude smaller than the one required in obtaining $\chi_F$, something in favor of the former as a better indicator of quantum criticality, from a practical perspective. However, our scaling analysis shows (Sec. III C) that $\chi_E$ exhibits a weaker divergence (by a factor of $z$ in the exponent) than $\chi_F$, meaning that it might be necessary to take into account non-divergent sub-leading corrections when performing finite size scaling analysis for $\chi_E$. Furthermore, there may even be situations where only $\chi_F$ diverges: according to the scaling theory, this happens whenever $2/(d + z) < \nu < 2/d$. As a concrete example, we mention the case of the QCPs for the CaVO system presented in Ref. 8 and discussed in detail in the present work opens several research possibilities within the so-called fidelity approach to quantum critical phenomena.
sible strategy consists in evaluating $\chi_E$ on system of up to intermediate sizes (where simulations are not too demanding) and search for the presence of peaks hinting at a singularity or a cusp in the thermodynamic limit. In the affirmative case, simulations for larger systems sizes may be performed in order to confirm the occurrence of singular behavior for this quantity. If this is not the case, one should measure $\chi_F$ for intermediate sizes and check on whether a singularity is more apparent.

More specifically, we compare now our results for the TIM on the square lattice to those obtained, through means of exact diagonalizations, by Yu and coworkers.\textsuperscript{22} Yu \textit{et al.} have been able to study $\chi_F$ and $\chi_E$ by considering clusters comprising up to 20 sites and have arrived to the following estimates of critical parameters: $h_c = 2.95(1)$ and $\nu \simeq 1.40$. On the other hand, by resorting on the SSE QMC method discussed in Sec. \textbf{III} and on the scaling relations in Sec. \textbf{IVC} we are able to compute $\chi_F$ for systems with up to $N = 28 \times 28$ sites and $\chi_E$ for systems with up to $N = 48 \times 48$, arriving at the estimates (from the data collapse for $\chi_F$ performed in Sec. \textbf{IVC}): $h_c = 3.0440(15)$ and $\nu = 0.625(3)$. Our estimate for the location of the QCP clearly compares much better with results from conventional approaches $[h_c = 3.04438(2) \text{ from Ref. 31}]$ than the one found in Ref. 32. And, even more importantly, while our result for $\nu$ is in good agreement with the known result for the universality class of the classical Ising model in $d = 3$ $[\nu = 0.6301(8) \text{, Ref. 35}]$, the value for $\nu$ quoted in Ref. 32 considerably deviates from it. Again, we suspect that the value for $\nu$ is incorrectly presented as the value for $1/\nu$.

The fact that the analysis employed in Ref. 32 fails to obtain critical parameters in agreement with the ones from conventional approaches highlights the importance of the two main results presented here. First, our SSE QMC allows for the computation of $\chi_F$ and $\chi_E$ for much larger systems than possible within exact diagonalizations, enormously improving the quality of finite-size scaling analysis (we remark that results for clusters comprising up to $20 \times 20$ sites are not even taken into account in the data collapse performed in Sec. \textbf{IVC}). Second, the scaling relations derived in Sec. \textbf{IVC} extends previous results\textsuperscript{26} and expresses the scaling dimensions for both $\chi_F$ and $\chi_E$ in terms of the correlation length exponent. This has the advantage that the exponents obtained for $\chi_F$ and $\chi_E$ can be directly compared to established results for a given universality class, allowing us to decide on the validity of the approach.

We also remark that the scaling relations derived here are in agreement with the ones recently derived in the field of quantum quenches\textsuperscript{16–18}. In this context, the fidelity (and its susceptibility) governs the probability for the system to transit to an excited state after a sudden change of the coupling constant $g$ away from the critical point $g_c$. This expands the range of applicability of the concept of fidelity susceptibility beyond the fidelity approach to quantum phase transitions\textsuperscript{23} We might therefore expect that the QMC method presented here, or an adaptation thereof, is also applicable in this context.
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Appendix A: Analytical approximation of an integral

In this section, we derive useful approximate analytical expressions for Eq. (28).

$$A(m, n) = \frac{(n - 1)!}{m!(n - m - 2)!} \int_0^{1/2} \tau^{m+1}(1 - \tau)^{n-m-2} d\tau.$$

First, we note that $A(m, n)$ can be written in a more symmetric form

$$A(m, n) = \frac{m+1}{n} f(m+1, n-m-2),$$

where

$$f(p, q) = \frac{(p + q + 1)!}{p!q!} \int_0^{1/2} \tau^p(1 - \tau)^q d\tau.$$

We now concentrate on finding efficient analytical approximations for $f(p, q)$, in the limit where $r = p + q + 1$ is large. Ultimately, we can apply these estimates to our practical case, corresponding to $p = m+1, q = n-m-2, r = n$.

$f(p, q)$ can be alternatively written

$$f(p, q) = \frac{\int_0^{1/2} \tau^p(1 - \tau)^q d\tau}{\int_0^{1/2} \tau^p(1 - \tau)^q d\tau}.$$

After the change of variable $\tau = \frac{1}{2} \left( 1 - \frac{t}{\sqrt{p+q}} \right)$, we obtain

$$f(p, q) = \frac{\int_{\sqrt{p+q}}^{1} \left( 1 - \frac{t^2}{p+q} \right)^{\frac{p+q}{2}} \left( 1 + \frac{t^2}{p+q} \right)^{\frac{p-q}{2}} dt}{\int_{\sqrt{p+q}}^{1} \left( 1 - \frac{t^2}{p+q} \right)^{\frac{p+q}{2}} \left( 1 + \frac{t^2}{p+q} \right)^{\frac{p-q}{2}} dt}.$$

As a first approximation in the limit $r \rightarrow \infty$, keeping fixed the ratio

$$X_1(p, q) = \frac{q-p}{\sqrt{r}},$$

we obtain

$$f(p, q) \approx \frac{\int_{-\infty}^{\infty} e^{-\frac{t^2}{2} + X_1(p, q)t} dt}{\int_{-\infty}^{\infty} e^{-\frac{t^2}{2} + X_1(p, q)t} dt}.$$
FIG. 7: (Color online) Results for (a) $X(p,q)$ and (b) $f(p,q)$ as a function of $p$ for $p + q = 50$. In both panels, the thick-full line corresponds to the “exact numerical” result, while thin-full and dashed curves are respectively first and fifth order approximations. The difference between these latter results and the exact ones for $f(p,q)$, almost indistinguishable in (b), are shown in (c). Notice that the second term in Eq. (A4) vanishes at $p = q$ [implying $f(p,q) = 1/2$ for $p = q$] and the approximations become exact at this point.

which simplifies into

$$f(p,q) \approx G[X_1(p,q)],$$  \hspace{1cm} (A2)

where

$$G(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-y^2/2} dy,$$

$$= \frac{1}{2} \left[ 1 + \text{Erf} \left( \frac{x}{\sqrt{2}} \right) \right].$$

In order to obtain more systematic and more rigorous approximate analytic expressions for $f(p,q)$, we quite generally introduce $X(p,q)$ such that

$$f(p,q) \equiv G[X(p,q)].$$  \hspace{1cm} (A3)

Since for $p \to +\infty$ (at fixed $q$), one has $f(p,q) \to 0$, we see that $X(p,q) \to -\infty$ in this limit. Moreover, the symmetry $f(p,q) = 1 - f(q,p)$ implies that $X(p,q) = -X(q,p)$.

We now look for a systematic expansion of $X(p,q)$ in powers of $(q - p)$ and expand the corresponding coefficients in (non necessarily integer) powers of $1/r$. In order to perform this expansion, we rewrite $f(p,q)$ in the form

$$f(p,q) = \frac{1}{2^t} \frac{\int_{0}^{1} (1 - t^2)^{1/2} \sinh \left[ \frac{\pi x}{2} \ln \left( \frac{1 + x}{1 - x} \right) \right] dt}{\int_{0}^{1} (1 - t^2)^{1/2} \cosh \left[ \frac{\pi t}{2} \ln \left( \frac{1 + x}{1 - x} \right) \right] dt},$$  \hspace{1cm} (A4)

This expression is formally expanded in powers of $(q - p)$ and the corresponding coefficients are evaluated for large $r$. This expansion is then matched with the one obtained from a similar formal expansion of $X(p,q)$ in Eq. (A3). This calculation can be carried out with the help of MATHEMATICA, and we finally obtain the fifth order expansion in $(q - p)$ of $X(p,q)$, which generalizes the first order result of Eq. (A2). This expansion can be nicely expressed as an expansion in odd powers of $X_1(p,q)$, with coefficient having an expansion in integer powers of $1/r$:

$$X(p,q) = a_1(r)X_1(p,q) + a_3(r)X_1^3(p,q) + a_5(r)X_1^5(p,q) + \cdots,$$  \hspace{1cm} (A5)

where $X_1(p,q)$ is given by Eq. (A1), and with the coefficients

$$a_1(r) = 1 - \frac{1}{12}r - \frac{19}{160}r^2 + \frac{155}{2688}r^3 + \cdots,$$

$$a_3(r) = \frac{1}{43}r - \frac{1}{360}r^2 - \frac{3253}{362880}r^3 + \cdots,$$

which were obtained up to third order in $1/r$. As suggested by the above result, one can indeed show that the expansion of $a_{2l+1}(r)$ in powers of $1/r$ starts at order $l$. Hence, we find that the expansion of Eq. (A5) is valid for $|q - p| \ll r$ instead of the naive estimate $|q - p| \ll \sqrt{r}$ which could have been guessed from the quick first order calculation presented above Eq. (A2). Since one has $X(p,q) \sim \sqrt{r}$ for $|q - p| \sim r$, $f(p,q)$ is thus extremely close to $0$ ($p > q$) or $1$ ($p < q$) in this regime, with an error exponentially small in $r$. Hence, for all practical numerical purpose, it is certainly not a serious problem to have an expansion of $X(p,q)$ limited to $|q - p| \ll r$.

We now briefly illustrate the precision of the above approximate forms for $f(p,q)$ using the simplest approximation for $X(p,q)$, given in Eq. (A1), or the fifth order calculation of Eq. (A5). For the simplest first-order expression of Eq. (A2), the maximal error is less than $10^{-3}$ for $r > 30$, and less than $10^{-4}$ for $r > 275$. For the fifth order approximation, we find a maximal absolute error which is less than $10^{-5}$, for $r > 25$, and less than $10^{-7}$ for $r > 120$.

In Fig. (7a), we plot $X(p,q)$ as a function of $p$ for $p + q = 50$, for the first and fifth order approximations, and for the “exact numerical” $X(p,q)$ obtained after evaluating numerically the defining integral of $f(p,q)$, and inverting the relation of Eq. (A3). The plot of the three corresponding $f(p,q)$ is presented in Fig. (7b).
well below our Monte Carlo statistical error and for all practical purposes the first-order expression is sufficient. Indeed, only in the case of the results presented in Fig. 3 we faced the case of \( r = n \lesssim 30 \). Such small values of the SSE expansion order, for which the analytical approximations may become not accurate enough, are only encountered in the case of very small lattices at high temperature. In these cases, a simple pre-computation with a numerical integration of Eq. 25 for all values of \((m, n)\) can be performed prior to simulations.
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