Bead Geometry Prediction Model for 9% Nickel Laser Weldment, Part 1: Global Regression Model vs. Modified Regression Model
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Abstract: Due to its excellent toughness and stiffness in cryogenic conditions, 9% nickel steel is applied to LNG storage facilities, and its usage is increasing as a result of changes in environmental regulations. A study was conducted on the development of a predictive model to optimize the laser welding process of 9% nickel steel, and two prediction models were developed using one hundred data points obtained through experiments. A global regression model used as a general prediction model and a modified regression model using the $p$-value of the analysis of variance were developed, and their prediction performance was compared. It was found that the modified regression model was superior to the global regression model in terms of predicting the bead shape, including parameters such as penetration depth, bead height, and area ratio.
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1. Introduction

Ship emission regulations are being strengthened in accordance with global environmental regulations to prevent climate change. The shipbuilding industry continues to study the use of liquefied natural gas (LNG) for marine fuels as an alternative to conventional fossil fuels [1,2]. With the application of LNG fuel, the material used for fuel tanks has also been changing, with the stainless steel 304L, aluminum alloy 5083-0, and Invar that were used in low temperature environments in the past being replaced with 9% nickel steel to reduce costs [3]. The 9% nickel steel is used as a material for cryogenic tanks such as LNG, and recently has been used as a material for LNG fuel tanks because of its relatively high yield strength/tensile strength compared to other materials. There are several factors that determine the thickness of an LNG fuel tank, among which the minimum yield/tensile strength is an important factor. The 9% nickel steel has the disadvantage that after welding, the welding strength is reduced and the tank thickness increases [4]. By applying laser welding, the strength of this part can be increased and the thickness of the tank reduced [5]. Laser welding is a welding method in which a material is melted with a high density of energy focused on a very small point [6]. In the process of laser welding, laser focused light reaches the surface of the material to be welded and is mostly lost through surface reflection, but a small amount of absorbed energy rapidly heats the material to generate high-temperature metal vapor and ions (laser plasma). In the welding process, when the laser focused light has a predetermined energy density, a keyhole, which is a small hole, is created in the material. When the keyhole is deepened, the laser light causes continuous reflection, increasing the energy transfer effect used for welding. As the laser beam is in continuous mode and welding proceeds, the molten metal around the keyhole adheres to some walls by surface tension, and some of it accumulates under the keyhole under the influence of gravity and solidifies to form a welding bead [7]. Laser welding using the keyhole phenomenon has a different welding mechanism than the conventional arc
welding method. In arc welding, the melting of the material and the formation of the weld are performed by heat conduction, so the melting isotherm moves outside the heat source [8]. In addition, since a large amount of energy must be administered to obtain a predetermined penetration depth, excess energy that is not directly used for melting of the material increases the size of the heat-affected zone. As a result, in arc welding, the penetration depth is low, the welding must be repeated several times, and the welding speed is also very slow. However, keyhole welding is a high-speed welding method of direct input in the thickness direction of the material rather than gradual heat transfer from the surface to the material when welding energy is transferred to the material [9,10].

The advantages of laser welding are as follows. In laser welding, narrow and deep welds can be obtained and, if the power is sufficient, considerably deep welds can be easily obtained with only one weld. It is very advantageous in productivity because the process of welding grooves and the use of welding rods can be excluded. In addition, the laser welding method can be carried out with little energy. Using less energy in welding means that the deformation of the material after welding can be minimized. If the amount of deformation is small, the pre- and post-welding treatment process, that is, the scale and load of the welding jig can be reduced, and since the work for shaping the welding product can be omitted or reduced, the production cost can be significantly reduced. In addition, metallurgically, it is possible to reduce the embrittlement of the heat-affected zone and reduce the coarsening of microstructures occurring near the weld zone. For this reason, laser welding technology is widely used for dissimilar metal welding [11,12]. Despite the advantages listed above, laser welding has limitations that cannot be overlooked. In laser welding, since the diameter of the focal point is about 0.5 mm, precise alignment of the weld is required. An additional jig is introduced for the alignment of these welds, which is also a factor that increases the cost of production equipment. Excessive gap opening causes welding defects such as depression of the bead after welding, therefore cracking the welding bead during the forming process or shortening the product fatigue life [13]. In addition, since the temperature gradient of the weld is very large compared to other welding techniques, there is a high probability of high temperature cracking in the center of the weld zone [14,15]. Management of welding conditions, etc., is very important in order to suppress the high-temperature cracking of such a weld zone.

At the manufacturing site, laser welding is performed by an automated system. The most important thing in the automation of the welding process is to determine the conditions that can enable stable welding over a wide welding range. A prediction model is needed to derive welding conditions suitable for the characteristics of a product, and many studies that sought to develop such prediction models have been conducted. More recently, machine learning-based prediction algorithms have been developed from the inferences of the empirical equations derived through many previous experiments, based on the carbon content for the preheating and post-heat treatment of welding materials [16,17]. However, even when the same process of welding technology is used, the welding results will differ depending on the type of material and heat source characteristics, making it difficult to use a general prediction model. Recently, as the industrial application of 9% nickel steel has increased, related research is increasing.

The welding strength and fatigue life of 9% nickel steel are widely predicted using computer simulation techniques, and the effectiveness of using FEM (finite element analysis) to predict the deformation of a welding part of 9% nickel steel applied to offshore LNG storage has been reported [18]. Park [19] conducted a study on predicting high-temperature cracking in laser welds of 9% nickel steel using regression analysis and response surface analysis. In addition, there was a study conducted to predict the hardness and tensile stress of a weld zone using a mathematical model and FEM according to the number of elements contained in the steel [20]. Most studies focus on predicting the mechanical properties of 9% nickel steel through mathematical or FEM analysis. Yet in practice, problems such as welding deformation and welding defects arise from the bead geometry. Poor welding, under-fill, and lack of fusion can be predicted through the weld shape, and to
address this, a bead shape prediction is necessary. Recently, prediction technologies using algorithms such as machine learning, deep learning, and neural networks have also been developed. This prediction technology is based on a mathematical model, and research on improving the predictive performance of the mathematical model needs to be ongoing. Bead shape prediction technology can provide empirical knowledge to minimize welding defects. Selection of a prediction model is important in predicting the bead shape of a specific material; the right model can secure excellent prediction performance. In this study, three models have been developed. The first is a global regression model and a modified regression model (local regression model), the second is a model developed through the correlation of the bead shape, and the third is a model developed through cluster analysis. Prediction performance comparison was performed by applying the regression, clustering, and correlation models used as general prediction models for 9% nickel steel bead geometry prediction. In Part I, the global regression model was developed and the performance improvement was compared with the modified regression model in which statistical techniques were introduced.

2. Welding Experiment for Model Development

The purpose of this study is to compare and evaluate the performance of various models in predicting the bead shape of 9% nickel steel. Various predictive models were developed through global regression analysis, modification of global regression, cluster analysis, and correlation analysis. Typically, experiments accumulate data and use them to develop a predictive model from the relationship between input and output variables. A laser welding experiment was performed to secure data for developing a predictive model for bead shape, and four models were developed using the acquired data. In this study, four representative models have been developed and various methods applied to improve the performance of the predictive equation. Figure 1 below depicts the overall procedure for creating and evaluating a mathematical model.

Three input variables were assumed: laser power \( P \), welding speed \( S \), and defocusing (focus position \( D_f \)). Laser power \( P \) and welding speed \( S \) are important parameters for determining the heat input, and defocusing \( D_f \) is a critical variable for the energy density. Based on the results of the three experiments, three variables were used to develop a mathematical model. The linear global regression model and curvilinear global regression model were developed and performance was evaluated through a variance analysis.

2.1. Materials

Approved by international regulations on construction and equipment and equipment of ships carrying liquefied gas in bulk, 9% Ni steel is used as a material for low
temperature/cryogenic energy storage/transport ships. Table 1 shows the mechanical properties and chemical composition of 9% Ni steel listed in ASTM (standard specification for pressure vessel plates, alloy steel, quenched and tempered 7, 8, and 9% nickel) A553. As shown in Figure 2, the test specimen for 9% Ni steel bead on plate welding used in the experiment was 15 mm thick and 150 mm × 300 mm.

Table 1. Mechanical properties and chemical composition of 9% Ni steel.

| Component     | Percentage (%) | Term                  | Value     |
|---------------|----------------|-----------------------|-----------|
| Carbon, C     | 0.13           | Yield strength (MPa)  | >585      |
| Iron, Fe      | 90.62          | Ultimate Tensile strength (MPa) | 690–825 |
| Manganese, Mn | 0.90           | CVN (J, −196 °C)     | >41       |
| Phosphorous, P| 0.035          | Elongation (%)        | 30        |
| Silicon, Si   | 0.15–0.40      |                       |           |
| Sulfur, S     | 0.040          |                       |           |
| Nickel, Ni    | 7.5–8.5        |                       |           |

Figure 2. BOP test specimen dimensions of 9% Ni steel.

2.2. Welding Experiment

Laser welding experiments were conducted to compare and analyze the weld quality of 9% nickel steel. For the experiment, a 5 kW fiber laser welder (Miyachi, Chiba, Japan, model ML-6950A) was used and the whole system was constructed using a robot system (Yaskawa, Kitakyushu, Japan, model: motorman DX100). Figure 3 shows the resonator of the laser welding system, incidental material, optical system, and jig used in the experiment. In welding technology, it is very important to clarify the type of process used, as like the type of base material, this can significantly influence weld quality. In this study, a fiber laser optical system with a specific wavelength of 1070 nm and a focal length of 148.8 mm was used for laser welding of 9% nickel steel. The specifications of the laser welding system are shown in Table 2.

Table 2. Specifications of 5 kW fiber laser welding machine.

| Oscillator | Maximum output | 5000 W (Fiber output) |
|------------|----------------|------------------------|
| Oscillation wavelength | 1070–1080 nm | |
| Output stability | ±2% @5000 W | |

| Optical System | Focal length | Beam size |
|----------------|--------------|-----------|
|                | 148.8 mm     | 400 μm    |
When developing a predictive model, training data are needed in a general supervised learning method. Although a large amount of training data is required to increase the predictive performance of the model, there are limitations to the potential for increasing the amount of data due to limited resources. In this study, an experiment was conducted to secure 100 points of learning data.

In terms of the welding conditions applied in the experiment, as shown in Table 3, bead on plate (BOP) tests with different conditions were performed by adjusting the laser power \( (P) \), welding speed \( (S) \), and focus position \( (D_f) \). The purpose of this study was to observe the difference in bead geometry according to welding conditions. The maximum laser power generally determines the critical thickness of the weld material. Since the maximum laser power of the fiber laser welding system applied in this study was 5 kW, the maximum limit thickness was predictable to about 15 mm. The basis of the estimation was the information provided in the manual of the Korean Welding Society. The welding parameters and range used in the experiment were appropriately welded through preliminary experiments, and were selected within the range in which the bead shape could be observed.

**Table 3. Experimental conditions of laser welding.**

| Welding Parameters | Unit   | Symbol | Condition Ranges       |
|--------------------|--------|--------|------------------------|
| Laser power        | kW     | \( P \) | 3.0–5.0 (5 cases)      |
| Welding speed      | m/min  | \( S \) | 0.3–3.0 (11 cases)     |
| Defocus            | mm     | \( D_f \) | –20, –10, 0, 10, 20 (5 cases) |

### 2.3. Measurement of Bead Geometry

Bead geometry measurement was performed to analyze the effect of the welding conditions on the formation of the molten part. Macro cross-sectional inspection is a method employed to smoothly polish the surface of a welded part and perform a chemical solution treatment to examine the structure, pore, penetration, heat affect zone (HAZ), etc. In this study, there were three types of geometry information that could be obtained through a bead cross-section analysis. The first geometry information was the penetration depth, the second was the bead height, and the third was the area ratio. The penetration
depth is generally related to the thickness of the weld material, and is also related to keyhole formation. As such, ideal welding can be achieved only if the penetration depth is greater than the thickness of the base material. In addition, securing the bead’s height serves to prevent welding defects such as underfills.

If underfill occurs, the thickness of the welded area becomes thinner than the thickness of the base material. The occurrence of underfill leads to the fracture of the weld zone due to the concentration of stress. When evaluating the quality of welds with the naked eye, the presence of underfill is a very important factor. Figure 4 shows weld failures caused by underfill [21,22].

![Laser welding defects observable with bead geometry.](image)

**Figure 4.** Laser welding defects observable with bead geometry.

The area ratio of the weld zone is a predictor variable related to weld deformation. The difference in the melting shape of the upper and lower welds of the central axis of the base metal causes weld deformation. As shown in Figure 5, when the molten metal solidifies, contraction force occurs, and deformation occurs due to the difference in the contraction force. This difference in output is related to the area of the melt, and the ratio of the upper and lower melt areas is called the area ratio. Matsuoka [23] found that the bead geometry of the weld zone directly affects the welding deformation and is reported to be based on the expansion and contraction of the weld zone. In addition, it has been reported that the larger the difference in the area of the central axis of the weld zone in the keyhole welding, the larger the angular deformity. For this reason, in this study, a model to predict welding defects such as underfill and welding deformation related to three major points of bead geometry (bead height, penetration depth, and area ratio) was developed.

![Mechanism of occurrence of deformation of welds by area ratio (melting zone asymmetry).](image)

**Figure 5.** Mechanism of occurrence of deformation of welds by area ratio (melting zone asymmetry).
2.4. Measurement of Bead Geometry

To measure bead geometry, the middle parts of the horizontal axis of the experiment specimen are cut to a size of 10 mm × 25 mm size using a wire cutting machine and polished. To make the experiment specimen’s bead geometry clearly visible, Nital (10% HNO3 and ethanol) solution was applied for etching the cross-section of specimens. In addition, an optic microscope system was used for the accurate measurement of bead geometry and actually measured cross-sectional bead geometries. Figure 6 shows the classification and measurement method of bead geometry. A microscope system was also used to support the accurate measurement of the bead geometry, and was actually capable of measuring cross-sectional bead geometries. To accurately measure the bead geometries, bead height, penetration depth and area ratio (upper area per bottom area) were measured by measuring the length of a pixel measuring 0.125 × 0.125 mm. Table 4 shows the data obtained through the experiment. After the welding was performed, the surface bead was observed through a visual test (VT), the shape of the cross-section was observed, and the data without internal pores and cracks were finally selected and used to develop a model. Figure 7 shows the three weld bead shapes obtained through this experiment, and Figure 8 shows the surface bead shape by observing the surface of the specimen for VT.

Figure 6. Classification and measurement method of bead geometry. (a) Laser welding cross-section taken through an optical microscope after the experiment. (b) Measurement point of bead geometry.

Figure 7. Bead geometry of 9% Ni steel welded by laser process (a) P: 3 kW, S: 1 m/min, d: 0 mm, (b) P: 4 kW, S: 1 m/min, d: 0 mm, (c) P: 5 kW, S: 1 m/min, d: 0 mm.
| NO. | P (kW) | S (m/min) | Df (mm) | H (mm) | Pd (mm) | Ra  |
|-----|--------|-----------|---------|--------|---------|-----|
| 1   | 3      | 3         | 0       | -0.13  | 3.31    | 1.89|
| 2   | 3      | 2.5       | 0       | -0.13  | 3.56    | 1.62|
| 3   | 3      | 2.2       | 0       | 0.00   | 3.81    | 2.10|
| 4   | 3      | 2         | 0       | 0.13   | 3.94    | 1.91|
| 5   | 3      | 1.8       | 0       | 0.06   | 3.69    | 2.20|
| 6   | 3      | 1.5       | 0       | 0.13   | 4.25    | 1.89|
| 7   | 3      | 1.2       | 0       | 0.19   | 4.56    | 2.18|
| 8   | 3      | 1         | 0       | 0.19   | 4.56    | 1.89|
| 9   | 3      | 0.8       | 0       | 0.38   | 5.06    | 1.81|
| 10  | 3      | 0.5       | 0       | 0.40   | 5.31    | 2.23|
| 11  | 3      | 0.3       | 0       | 0.50   | 5.56    | 2.27|
| 12  | 3.5    | 3         | 0       | -0.25  | 3.69    | 2.00|
| 13  | 3.5    | 2.5       | 0       | -0.25  | 3.94    | 1.91|
| 14  | 3.5    | 2.2       | 0       | -0.25  | 4.25    | 1.68|
| 15  | 3.5    | 2         | 0       | -0.38  | 4.31    | 2.36|
| 16  | 3.5    | 1.8       | 0       | -0.25  | 4.19    | 1.83|
| 17  | 3.5    | 1.5       | 0       | -0.13  | 4.44    | 2.31|
| 18  | 3.5    | 1.2       | 0       | 0.00   | 5.00    | 2.25|
| 19  | 3.5    | 1         | 0       | 0.13   | 5.38    | 2.02|
| 20  | 3.5    | 0.8       | 0       | 0.19   | 5.19    | 2.00|
| 21  | 3.5    | 0.5       | 0       | 0.19   | 5.81    | 2.11|
| 22  | 3.5    | 0.3       | 0       | 0.19   | 6.69    | 1.96|
| 23  | 4      | 3         | 0       | -0.15  | 3.94    | 1.97|
| 24  | 4      | 2         | 0       | -0.23  | 4.44    | 2.13|
| 25  | 4      | 1.8       | 0       | 0.13   | 4.57    | 2.33|
| NO. | P (kW) | S (m/min) | Df (mm) | H (mm) | Ra (mm) | NO. | P (kW) | S (m/min) | Df (mm) | H (mm) | Ra (mm) |
|-----|--------|-----------|---------|--------|---------|-----|--------|-----------|---------|--------|---------|
| 26  | 4      | 1.5       | 0       | 0.13   | 4.69    | 76  | 4      | 3         | 2.13    | 10     | 0.00    |
| 27  | 4      | 1.2       | 0       | 0.18   | 5.19    | 77  | 4      | 0.5       | 2.02    | 0      | −0.05   |
| 28  | 4      | 1        | 0       | 0.25   | 5.56    | 78  | 4      | 1.5       | 2.21    | 0      | −0.05   |
| 29  | 4      | 0.8      | 0       | 0.23   | 5.44    | 79  | 4      | 3         | 1.80    | 0      | 0.00    |
| 30  | 4      | 0.5      | 0       | 0.31   | 6.13    | 80  | 4      | 0.5       | 2.23    | −10    | 0.10    |
| 31  | 4      | 0.3      | 0       | 0.38   | 6.94    | 81  | 4      | 1.5       | 2.32    | −10    | 0.05    |
| 32  | 4.5    | 3        | 0       | −0.38  | 4.19    | 82  | 4      | 3         | 2.03    | −10    | 0.00    |
| 33  | 4.5    | 2.5      | 0       | −0.25  | 4.44    | 83  | 4      | 0.5       | 1.89    | −20    | 0.29    |
| 34  | 4.5    | 2.2      | 0       | −0.25  | 4.56    | 84  | 4      | 1.5       | 1.70    | −20    | 0.12    |
| 35  | 4.5    | 2        | 0       | −0.19  | 4.69    | 85  | 4      | 3         | 2.31    | −20    | 0.00    |
| 36  | 4.5    | 1.8      | 0       | 0.10   | 4.81    | 86  | 5      | 0.5       | 2.08    | 20     | 0.12    |
| 37  | 4.5    | 1.5      | 0       | 0.13   | 4.94    | 87  | 5      | 1.5       | 2.11    | 20     | 0.10    |
| 38  | 4.5    | 1.2      | 0       | 0.19   | 5.38    | 88  | 5      | 3         | 1.62    | 20     | 0.01    |
| 39  | 4.5    | 1        | 0       | 0.25   | 5.69    | 89  | 5      | 0.5       | 2.20    | 10     | 0.10    |
| 40  | 4.5    | 0.8      | 0       | 0.25   | 6.31    | 90  | 5      | 1.5       | 1.81    | 10     | 0.05    |
| 41  | 4.5    | 0.5      | 0       | 0.38   | 6.69    | 91  | 5      | 3         | 2.09    | 10     | 0.03    |
| 42  | 4.5    | 0.3      | 0       | 0.38   | 8.69    | 92  | 5      | 0.5       | 2.04    | 0      | 0.00    |
| 43  | 5      | 3        | 0       | −0.29  | 4.44    | 93  | 5      | 1.5       | 1.89    | 0      | 0.00    |
| 44  | 5      | 2.5      | 0       | −0.13  | 4.31    | 94  | 5      | 3         | 1.98    | 9       | 0.00    |
| 45  | 5      | 2.2      | 0       | −0.19  | 4.88    | 95  | 5      | 0.5       | 1.52    | 9       | 0.34    |
| 46  | 5      | 2        | 0       | −0.13  | 5.19    | 96  | 5      | 1.5       | 1.78    | 9       | 0.15    |
| 47  | 5      | 1.8      | 0       | −0.19  | 5.31    | 97  | 5      | 3         | 1.97    | 9       | 0.05    |
| 48  | 5      | 1.5      | 0       | −0.25  | 5.63    | 98  | 5      | 0.5       | 1.70    | −20    | 0.39    |
| 49  | 5      | 1.2      | 0       | 0.19   | 5.94    | 99  | 5      | 1.5       | 1.77    | −20    | 0.10    |
| 50  | 5      | 1        | 0       | 0.23   | 5.94    | 100 | 5      | 3         | 1.58    | −20    | 0.05    |
3. Development Method and Prediction Model

3.1. Global Regression Model

To develop a prediction model using global regression analysis, it is first important to grasp the relationship between the input and output variables. Of these variables, variables that affect other variables are generally called independent variables. A receiving variable is defined as a dependent variable. Regression analysis is a statistical analysis method that assumes a certain mathematical model to estimate the functional relationship between these independent variables and dependent variables, and estimates the model from the measured data. In this paper, the laser power, welding speed, and defocusing were selected as the input variables for the development of a mathematical model using regression analysis. If the bead geometry (penetration depth, bead height, area ratio) is selected as a dependent variable, the relationship between the variables can be expressed using the following Equation (1).

\[ Y = f(P, S, D_f) \]  

(1)

For a linear model (1st order model), the dependent variable can be calculated using a linear combination of independent variables, as shown in Equation (2) below.

\[ Y_{lin} = k_0 + k_1P + k_2S + k_3D_f \]  

(2)

A curvilinear (2nd order model) model is expressed in a different form. The function relationship between the input and output variables is the same as shown in Equation (1). When the predictive ability of the linear and curvilinear models is considered, the predicted values of the bead height, penetration depth, and area ratio can be derived. Assuming there is a relationship, it can be expressed in the form of a quadratic regression model as shown in Equation (3).

\[ Y_{cur} = \hat{\beta}_0 + \sum_{i=1}^{k} \hat{\beta}_i x_i + \sum_{i=1}^{k} \hat{\beta}_{ij} x_i^2 \ldots + \sum_{i=1}^{k} \hat{\beta}_{ij} x_i x_j + \epsilon \]  

(3)

\[ Y_{cur} = \hat{\beta}_0 + \hat{\beta}_1 x_1 + \hat{\beta}_2 x_2 + \hat{\beta}_3 x_3 + \hat{\beta}_{11} x_1^2 + \hat{\beta}_{22} x_2^2 + \hat{\beta}_{33} x_3^2 + \hat{\beta}_{12} x_1 x_2 + \hat{\beta}_{13} x_1 x_3 + \hat{\beta}_{23} x_2 x_3 + \epsilon \]  

(4)

In this study, since the number of input variables is three, Equation (3) can be expanded as shown in (4), where \( Y_{cur} \) is an estimate of the output variable (bead height, penetration depth, area ratio), and \( x_i \) is the coded unit of input variables (laser power, welding speed, and defocusing). \( \hat{\beta}_0, \hat{\beta}_i, \) and \( \hat{\beta}_{ij} \) represent the least square estimators of \( \beta_0, \beta_i, \) and \( \beta_{ij}, \) respectively, and \( \epsilon \) is an estimate of the output variable (bead height, penetration depth, and area ratio).
respectively, and \( e \) represents the error. The tool used for mathematical model development is Minitab, and the linear regression equations are shown in (5) to (7).

\[
H^{lin} = 0.297 + 0.0054P - 0.113S + 0.0011D_f
\]  
(5)

\[
P_{d}^{lin} = 4.51 - 0.738P - 1.63S + 0.0022D_f
\]  
(6)

\[
R_{a}^{lin} = 1.85 - 0.0329P - 0.0584S + 0.0006D_f
\]  
(7)

The regression coefficient and the quadratic regression model developed for the dependent variable using Equation (4) can be expressed as in Equations (8)–(10).

\[
H^{cur} = 1.114 - 0.4054P + 0.2254S + 0.01102D_f + 0.054P^2 + 0.063S^2 + 0.00085D_f^2 - 0.0235PS - 0.0036PD_f + 0.0015SD_f
\]  
(8)

\[
P_{d}^{cur} = 2.467 + 1.942P - 2.425S - 0.0548D_f - 0.0738P^2 + 0.6828S^2 - 0.00172D_f^2 - 0.3836PS - 0.0115PD_f + 0.0066SD_f
\]  
(9)

\[
R_{a}^{cur} = -0.5075 + 1.228P + 0.0899S + 0.0221D_f - 0.1638P^2 - 0.0755S^2 - 0.0016D_f^2 - 0.0312PS - 0.0046PD_f + 0.00209SD_f
\]  
(10)

Equations (5)–(7) are linear prediction models and Equations (8)–(10) are curvilinear models. \( H^{cur} \) is the predicted value of bead height, \( P_{d}^{cur} \) is the penetration depth, and \( R_{a}^{cur} \) is the area ratio.

3.2. Local Regression Model

To improve the performance of the prediction model such as bead height, penetration, and area ratio, the prediction performance can be improved through the screening of independent terms. This can be achieved by grasping the influence of individual factors or interactions of factors on the response value. There are three methods. The first is to analyze the coefficients obtained by the test statistics [24]. The second is to compare the relative magnitudes of the effects through normal probability and palette charts [25], and evaluate the degree of influence on the response values through a statistical analysis. The third is to determine influence by visualizing the main effect and mutual effects [26]. In this study, the independent effects and mutual influences of each independent variable were analyzed using the first method and screened for the insignificant factors based on the significant \( p \)-value [27]. Tables 5–7 are the test statistics for the bead height, penetration depth, and area ratio.

The \( p \)-value refers to the probability value of obtaining the test statistic as a sparse or extreme value from the zero hypothesis of true or false set by the researcher. The lower the calculated \( p \)-value, the stronger the evidence to reject the null hypothesis in the sample data. All \( p \)-values obtained from the parameter test have a uniform distribution within the range between 0 and 1 in any zero hypothesis. In this study, we tried to secure 80% of probability significance by setting the maximum limit of significance of the \( p \)-value to 0.2. The statistical significance of general industrial engineering is based on 0.2, which is determined by the level of demand of the user’s predictive model. As shown in the table, the effect of the relevant factors on the outcome was determined to be a significant factor when the degree of influence was less than 0.2, and as a non-significant factor when the degree of influence was over 0.2, based on the \( p \)-value. \( p \)-value analysis was used to determine the independence and interaction influence of each variable. As shown in Table 5, the \( p \)-values of the main, square, and interaction of the model were 0.001, 0.002, and 0.093, respectively, and the influence on the width of the bead was meaningfully confirmed. In addition, when analyzing each term of the model separately, the interaction between the square of the laser power \( (P^2) \) term, the welding speed \( (S) \) term, the square of the welding speed \( (S^2) \) term, the laser power \( (P) \) and the defocusing \( (D_f) \) \( (P \times D_f) \) term was found to have a \( p \)-value of less than 0.2.
Table 5. Analysis of variance of global regression model for bead height ($H_{cur}$).

| Terms       | Statistics Results |
|-------------|--------------------|
|             | Sum of Error | Coefficient | T-Value | p-Value |
| Constant    | 0.28150      | 1.114       | −1.365  | 0.176   |
| $P$         | 0.01856      | −0.4054     | −0.358  | 0.721   |
| $S$         | 0.02089      | −0.2254     | −9.209  | 0.001   |
| $D_f$       | 0.02962      | 0.01102     | −0.768  | 0.444   |
| $P^2$       | 0.03142      | 0.054       | 1.743   | 0.085   |
| $S^2$       | 0.03630      | 0.063       | 3.169   | 0.002   |
| $D_f^2$     | 0.03829      | 0.00085     | 0.895   | 0.373   |
| $P \times S$| 0.02674      | −0.0329     | −1.204  | 0.232   |
| $P \times D_f$| 0.03628     | 0.0036      | −2.019  | 0.046   |
| $S \times D_f$| 0.03892     | 0.0015      | 1.045   | 0.299   |

Source

| Degree of freedom | Sum of square | Adj. mean square | p-Value |
|------------------|--------------|------------------|--------|
| Main effects     | 3            | 1.6884           | 0.5628 | 0.001   |
| Square           | 3            | 0.3182           | 0.10607| 0.002   |
| Interactions     | 3            | 0.1307           | 0.04355| 0.093   |
| Residual error   | 10           | 1.7767           | 0.6285 |        |
| Total            | 10           | 3.7459           |        |        |

Table 6. Analysis of variance of global regression model for penetration depth ($P_{d_{cur}}$).

| Terms       | Statistics Results |
|-------------|--------------------|
|             | Sum of Error | Coefficient | T-Value | p-Value |
| Constant    | 0.1588       | 2.4677       | 27.579  | 0.001   |
| $P$         | 0.1047       | 1.9425       | 6.867   | 0.001   |
| $S$         | 0.1179       | −2.426       | −19.553 | 0.001   |
| $D_f$       | 0.1672       | −0.0549      | 0.245   | 0.807   |
| $P^2$       | 0.1773       | −0.0738      | −0.416  | 0.678   |
| $S^2$       | 0.2048       | 0.6828       | 6.076   | 0.001   |
| $D_f^2$     | 0.216        | −0.0017      | −3.188  | 0.002   |
| $P \times S$| 0.1509       | −0.3836      | −3.432  | 0.001   |
| $P \times D_f$| 0.2047     | 0.0115       | 1.124   | 0.264   |
| $S \times D_f$| 0.2196     | 0.0066       | 0.814   | 0.418   |

Source

| Degree of freedom | Sum of square | Adj. mean square | p-Value |
|------------------|--------------|------------------|--------|
| Main effects     | 3            | 257.765          | 89.985 | 0.001   |
| Square           | 3            | 26.547           | 8.8488 | 0.001   |
| Interactions     | 3            | 8.613            | 2.871  | 0.005   |
| Residual error   | 10           | 56.565           | 0.6285 |        |
| Total            | 19           | 349.489          |        |        |

In the analysis of variance of the penetration depth, it was confirmed that the p-value was 0.001, which is a very significant factor for the independent welding speed ($S$) and defocusing ($D_f$). The square terms such as the welding speed ($S^2$) and the defocusing ($D_f^2$) were also significant. Among the interactions, the interaction ($P \times S$) of the laser output ($P$) and the welding speed ($S$) was influential.

With regard to the area ratio, the squared terms have a large influence on the area ratio and are improved to a significant term. The p-values of the square of the laser output ($P^2$), the welding speed ($S^2$), and the defocusing ($D_f^2$) were 0.035, 0.122, and 0.001, respectively.
Table 7. Analysis of variance of global regression model for area ratio ($R_{cur}^{\text{var}}$)

| Terms          | Sum of Error | Coefficient | $T$-Value | $p$-Value |
|----------------|--------------|-------------|-----------|-----------|
| Constant       | 0.06851      | −0.5075     | 28.199    | 0.001     |
| $P$            | 0.04515      | 1.228       | −0.694    | 0.489     |
| $S$            | 0.05084      | 0.0899      | −0.918    | 0.361     |
| $D_f$          | 0.07209      | 0.0221      | −0.007    | 0.994     |
| $P^2$          | 0.07646      | −0.1639     | −2.143    | 0.035     |
| $S^2$          | 0.08833      | −0.0756     | −1.56     | 0.122     |
| $D_f^2$        | 0.09317      | −0.0016     | −6.93     | 0.001     |
| $P \times S$  | 0.06508      | −0.0312     | 0.648     | 0.519     |
| $P \times D_f$| 0.08828      | −0.0047     | −1.06     | 0.292     |
| $S \times D_f$| 0.09471      | 0.0021      | −0.596    | 0.553     |

Other terms can be identified as meaningless terms with a $p$-value greater than 0.2. The modified global regression model was developed by eliminating meaningless terms and performing regression analysis again. Equations (11)–(13) below show the modified global regression model.

\[
H_{mo}^{\text{var}} = 1.32947 - 0.46967P - 0.35991S + 0.01354D_f + 0.05803P^2 + 0.06598S^2 - 0.00366P \cdot D_f \quad (11)
\]

\[
P_{mo}^{\text{var}} = 3.60657 + 1.35197P - 2.42207S - 0.00216D_f + 0.68159S^2 - 0.00175D_f^2 - 0.38363P \cdot S \quad (12)
\]

\[
R_{mo}^{\text{var}} = -0.70745 + 1.27816P + 0.21487S - 0.00006D_f - 0.16388P^2 - 0.07559S^2 - 0.00161D_f^2 \quad (13)
\]

4. Results and Discussions

4.1. Evaluation of Predictive Performance

In this study, to estimate the performance of the prediction developed using various methods, the sum of the square error (SEE), $R^2$-square ($R^2$), and the standard error (SE) were calculated as expressed in Equations (14) and (15).

\[
\text{SSE} = \sum_{i=1}^{n}(\hat{Y}_i - \bar{Y})^2, \quad \text{SST} = \sum_{i=1}^{n}(Y_i - \bar{Y})^2 \quad (14)
\]

\[
R^2 = \frac{\text{SSE}}{\text{SST}} = \frac{\sum(\hat{Y}_i - \bar{Y})^2}{\sum(Y_i - \bar{Y})^2}. \quad \text{Adjusted} - R^2 = 1 - \frac{\text{MSE}}{\text{MST}} = \frac{1}{\hat{n}} \sum(\hat{Y}_i - \bar{Y})^2 \quad (15)
\]

The standard error of the evaluation is also called the root mean square error. As a lower value of standard error of the estimate indicates a better fit, it is a good measure of how accurately the model predicts the response. It is also the most important criterion for fit if the main purpose of the model is accuracy of prediction. Moreover, the most important figures here are the $R^2$ and the adjusted-$R^2$. $R^2$ is calculated as the degree to which the dependent variable is explained by the regression line. In other words, it is a number that shows how well independent variables describe dependent variables. The
The determination factor is the ratio of the section described by X (welding parameter), which is the overall variable Y of the sub-measure (experimental result). Because the numerator and denominator are nearly identical, the $R^2$ value can be adjacent to 1 if the outcome of each case is similar to the regression value. In addition, the coefficient of determination refers to the ratio, and the square root thereof is the absolute value of the correlation between the dependent variable and the independent variable, and thus has a range of $0 \leq R^2 \leq 1$. The adjusted-$R^2$ is used in a different sense. $R^2$ represents the magnitude of the explanatory power describing the dependent variable, the $R^2$ is generally larger as the independent variable increases in a multiple regression analysis. However, adding the independent variables to raise $R^2$ is contrary to the principle of parsimony, an important principle of regression analysis. The principle of parsimony is that the dependent variable should be described and expressed in as few meaningful variables as possible. Therefore, in order to efficiently explain the dependent variable, only the indispensable independent variables should be included. In addition, since the use of too many independent variables increases the multicollinearity, it is necessary to correct (adjust) the effect of the number of explanatory variables used in the multiple regression model to the decision coefficients. In summary, the adjusted $R^2$ explains the extent to which the dependent variable, taking into account the number of explanatory variables (independent variables), is described. Therefore, it is not necessary to report the adjusted-$R^2$ when a simple regression analysis (one independent variable) is run. It is, however, better to report the adjusted-$R^2$ when a multiple regression analysis (two or more independent variables) is run.

4.2. Global Regression Model

Analysis variance tests were performed to evaluate the performance of the developed global regression model. Analysis variance tests results for the global regression model are shown in Table 8. For the bead height, the $R^2$ value of the linear model was 40.6 and the $R^2$ value of the curvilinear model was 38.7. For penetration depth, the $R^2$ value of the linear model was 52.6 and the $R^2$ value of the curvilinear model was 47.67. For the area ratio, the $R^2$ value of the linear model was 1.9 and the $R^2$ value of the nonlinear model was 43.7. As the order of the prediction model increases, the regression performance increases, and the standard error also decreases. The $R^2$ value of the bead height and area ratio are less than 80%. The standard error of the bead height was 0.1522, which corresponds to the absolute value of the average height (0.159). It was also confirmed that the $R^2$ value of the area ratio was less than 50% and the prediction performance was extremely low. But for the penetration depth, the predictive performance of the curvilinear model was $R^2$ of 83.4% and the standard error was 0.7889, which is about 15% of the average penetration depth (5.09 mm). Bead geometry errors of 15% in the welding process can be evaluated as excellent. To verify the developed equations, the developed linear equations were compared with the experimental data.

Figure 9 compares measured bead geometry and predicted geometry for bead height ($H$), penetration depth ($P_d$), and area ratio ($R_a$). The diagonal line of the graph is used as a criterion for judging whether or not the predictive performance is accurate. The closer the value is to the diagonal line, the lower the difference between the measured values and the calculated values. In each graph, the predictions based on the first order global regression equation and the second order global regression equation coexist. SEE represents the average range of the errors indicated by the dotted line. It can be confirmed that the penetration depth is close to the diagonal line. This indicates excellent predictive ability. Through the first and second order global regression, the accuracy of penetration depth predictions model is high. However, the bead height and area ratio are distributed widely away from the diagonal line. This indicates that the bead height and area ratio are difficult to predict through the first and second order global regression.
Table 8. Analysis variance tests for global regression model.

| Bead Geometry | Model      | SSE   | $R^2$  | Adjusted $R^2$ |
|---------------|------------|-------|--------|----------------|
| Bead height ($H$) | Linear ($H_{lin}$) | 0.1369 | 40.6   | 38.7           |
| Penetration depth ($P_d$) | Linear ($P_{d_{lin}}$) | 0.7206 | 75.3   | 74.6           |
| Area ratio ($R_a$) | Linear ($R_{a_{lin}}$) | 0.4369 | 1.9    | 0              |
| Bead height ($H$) | Curvilinear ($H_{cur}$) | 0.1522 | 52.6   | 47.8           |
| Penetration depth ($P_d$) | Curvilinear ($P_{d_{cur}}$) | 0.7889 | 83.4   | 82.4           |
| Area ratio ($R_a$) | Curvilinear ($R_{a_{cur}}$) | 0.3419 | 43.7   | 38.0           |

Figure 9 compares measured bead geometry and predicted geometry for bead height ($H$), penetration depth ($P_d$), and area ratio ($R_a$). The diagonal line of the graph is used as a criterion for judging whether or not the predictive performance is accurate. The closer the value is to the diagonal line, the lower the difference between the measured values and the calculated values. In each graph, the predictions based on the first order global regression equation and the second order global regression equation coexist. $R_E$ represents the average range of the errors indicated by the dotted line. It can be confirmed that the penetration depth is close to the diagonal line. This indicates excellent predictive ability. Through the first and second order global regression, the accuracy of penetration depth predictions model is high. However, the bead height and area ratio are distributed widely away from the diagonal line. This indicates that the bead height and area ratio are difficult to predict through the first and second order global regression.

(a) Calculated vs. measured bead height (mm)

(b) Calculated vs. measured penetration depth (mm)

Figure 9. Cont.
Penetration depth ($R_{p}$), bead height, and area ratio ($R_{d}$) are two types of variance. The difference between the measured value and the calculated value is large, as shown in Figure 10a,b.

To evaluate the performance of the above model, the same analysis variance tests were performed as in previous tests. As can be seen from Table 9 below, for the bead height, $R^2$ was 54.8, $R^2$ of the penetration depth was 84.2, and $R^2$ of the area ratio was 42.5. The maximum measurement value of the bead height was about 1 mm, and it can be confirmed that an error of about 0.7832 mm occurred. The standard error of the penetration depth was 0.4925mm, which was judged to be a small error considering that the maximum penetration depth was 8 mm. For the predicted model of the area ratio, the standard error was close to 0.40, the maximum area ratio measured was 2.3, and 0.4 had a very large range of error. Figure 10 shows comparisons of 100 actual experimental results by applying the modified prediction model.

Table 9. Analysis variance tests for modified regression model.

| Bead Geometry | Model                  | SSE    | $R^2$ | Adjusted $R^2$ |
|---------------|------------------------|--------|-------|----------------|
| Bead height ($H$) | Modified Regression ($H_{\text{curmo}}$) | 0.7832 | 54.8  | 62.4           |
| Penetration depth ($P_d$) | Modified Regression ($P_{\text{curmo}}$) | 0.4925 | 84.2  | 86.1           |
| Area ratio ($R_a$) | Modified Regression ($R_{\text{curmo}}$) | 0.3399 | 42.5  | 38.8           |

The diagonal lines of Figure 10 show the line in which the measured value and the predicted value are matched by the experiment, and the dotted line represents the SSE of each model. As can be seen from Figure 10a, the penetration depth was similar to the actual measured value and the predicted results. Other than the bead height and area ratio, there are two types of variance. The difference between the measured value and the calculated value is large, as shown in Figure 10a,b.

However, the $R^2$ of the bead height and penetration depth in the unmodified curvilinear global regression model was 52.6 and 83.4 (see Tables 8 and 9), and the $R^2$ values in the modified regression model were revised to 54.8 and 84.2, respectively. Moreover, the predicted performance was improved compared to that of the unmodified model.
Figure 10. Prediction performance of the modified global regression model for area ratio: (a) bead height, (b) penetration depth, and (c) area ratio.
For the area ratio, in which the abovementioned two types of dispersion appear, global regression analysis, which analyzes all data at one time, confirmed that there is a prediction limit when one model is used for all cases. This is because the result is confirmed to form two groups, as shown in Figure 10c. To overcome this problem, cluster analysis was applied to form a cluster of input-output variables, and it was necessary to develop a prediction model for the relationship of formed clusters.

In this study, to evaluate the performance of the predictive model, normality evaluation was performed on the difference between the predicted and actual results. Figure 11 shows the results of normality analysis for the residuals of the finally developed regression model. For normality analysis, the Ryan-Joiner normality test was used. This test evaluates normality by calculating the correlation between the data and the normal score of the data. If the correlation coefficient is close to 1, the population is more likely to be normally distributed. The Ryan-Joiner statistic measures the degree of this correlation. If this statistic is less than the appropriate threshold, you reject the null hypothesis that the population is normally distributed. This test is similar to the Shapiro–Wilk normality test.

![Graph](image1)

**Figure 11.** Cont.
To determine whether your data do not follow a normal distribution, compare the p-value to the significance level. Usually, a significance level of 0.05 is appropriate. A significance level of 0.05 indicates that even if the data do not follow a normal distribution, there is a 5% or less risk of the data coming to an incorrect conclusion. Figure 11a,c shows the normality of bead height and area ratio. The p-value of the residual of the predictive model for bead height and area ratio was less than 0.010. It can be concluded that the residuals of the predictive model do not follow a normal distribution. In other words, there is a high probability of not following the normal distribution. However, for the penetration depth shown in Figure 11b, the p-value was greater than 0.1. If the p-value is greater than the significance level, you cannot reject the null hypothesis. There is not enough evidence to conclude that the data do not follow a normal distribution.

5. Conclusions

In this study, a global regression model and a modified regression model were developed to predict the bead shape of the laser welding part of 9% nickel steel. Both models were developed to predict bead height, penetration depth, and melt ratio, and a modified regression model was developed to improve prediction performance. The findings of the research can be summarized as follows.

1. To apply the laser process of 9% nickel steel, welding was performed by setting welding power, welding speed, and defocusing as input variables using a 5 kW class laser heat source. The bead shape was observed by selecting the bead height, penetration depth, and melting ratio as output variables. It was confirmed that under all conditions, a narrow and deep weld representing the characteristics of the laser weld was formed.

2. BOP laser welding experiments were performed 100 times using 9% nickel steel, and a global regression model was developed using 100 bead shape data. To improve the predictive performance of the global regression model, which is generally used as a predictive model, a modified global regression model was developed by applying a variable elimination method according to influence using a statistical analysis method.

3. Analysis variance tests were performed to evaluate the performance of the developed global regression model and modified regression model. The prediction performance was performed using the coefficient of determination ($R^2$), and the curvilinear model of the global regression model was evaluated to have better prediction performance than the linear model. For bead height, the coefficient of determination of the linear model was 40.6, and that of the curvilinear model was evaluated as 52.6, and neither
model achieved excellent performance. For the penetration depth, the coefficient of determination of the linear model was 75.3 and that of the curvilinear model was evaluated as 83.4, and the curvilinear model showed excellent predictive performance. For the area ratio, the coefficient of determination of the linear model was 1.9, which was so poor that the predictive performance could not be evaluated, and the coefficient of determination of the curvilinear model was evaluated as 43.7.

(4) Through evaluating the predictive performance of the modified regression model developed to improve the predictive performance of the global regression model’s curvilinear model, it was confirmed that the predictive performance for bead height and penetration depth were improved by about 1.0% and 0.8%, respectively. However, the predictive performance for area ratio decreased by 1.2%. Global regression and modified regression can predict the bead height and penetration depth, but it is not possible to predict the area ratio. To predict the area ratio, model development using a new analysis method is expected in the future.

(5) The performance of the model was further evaluated indirectly through the verification of the residual normality of the prediction result and the actual value, and it was confirmed that the penetration depth followed the null hypothesis and the result had a normal distribution. However, in the case of bead height and area ratio, an alternative hypothesis was established, confirming that the normal distribution was not followed.
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