We describe a new mechanism for high $T_c$ Bose-Einstein condensation. Strongly interacting particles condense into a quantum state which is an excited state at low density, but becomes the ground state as density increases because it minimizes the interaction energy. This strong energetic preference for the condensate is able to overcome the entropic cost of multiple occupation at higher temperatures than traditional systems. Mean field calculations for a graphene potential which holds two closely interacting layers of molecular hydrogen show condensation at temperatures up to 60 K.

PACS numbers: 05.30.-d, 67.85.Hj, 03.75.Kk, 67.63.Cd

A Bose-Einstein condensate (BEC) is a delicate state of ultra-cold matter in which many boson particles occupy the lowest energy quantum state. While condensation was long suspected to play a role in superfluidity \cite{1}, existence of a BEC was experimentally demonstrated \cite{2-4} relatively recently. Because a BEC only forms when the density of available quantum states (DOS) is reduced to the order of the actual particle density, which typically occurs at temperatures $T \lesssim 2.2$ Kelvin (K), sophisticated cooling techniques are required.

In this letter, we describe a new breed of high temperature BEC which can be observed at more reasonable temperatures. This high $T_c$ BEC forms from strongly interacting bosons that condense into a quantum state with non-zero kinetic energy, that also minimizes interactions relative to other states, creating a stronger and stronger energetic preference for the condensate as density increases which is able to overcome the entropic cost of multiple occupation at higher temperatures.

While it is conceivable that such high $T_c$ BECs may be observed in many types of systems, we demonstrate the concept here for molecular hydrogen ($H_2$) in a graphene potential with a precisely tuned width, in which $H_2$ forms two closely interacting layers. For an excited state in which a molecule hops between layers (Fig\(\ref{fig:1}\)(c)), mean field calculations show the first peak in the pair-correlation function \cite{5} for two condensed $H_2$ is increased just past the hard core repulsion diameter \cite{6}, reducing their interaction enough to produce condensation up to 60 K. To our knowledge this is the first system for which bosons are predicted to condense into an excited state at equilibrium without being driven by external conditions, as occurs with lasers, condensates of quasi-particle excitations \cite{7,8}, and vortices \cite{9,11}, solitons \cite{12,13}, and phonon-like collective oscillations \cite{14} evoked in typical BECs.

$H_2$ adsorption potentials created by parallel graphene layers \cite{15} with AA stacking separated by width $w$ are highly corrugated in the potential energy along the plane, by $\sim 45$ K. As a result, the low-energy single-particle quantum states are heavily perturbed from their free equivalents. These states have peaks in their probability densities which form a triangular lattice with spacing $a = 2.46$ Å. In pores with $w \geq 7$ Å, the probability density also separates into two layers, as depicted in Figure \ref{fig:1}(a).

In considering likely forms for many-body quantum states, we rely on neutron scattering experiments \cite{16}.
showing liquid H\textsubscript{2} on graphene at \( T = 14-34 \) K tends to have short-range order commensurate with the underlying lattice, meaning the strong influence of the corrugation persists at high density. The graphene lattice spacing \( a \) is smaller than the H\textsubscript{2} hard sphere diameter, \( d = 2.95 \) Å; below this separation the H\textsubscript{2}-H\textsubscript{2} interaction becomes highly repulsive. Thus only every third lattice point tends to be occupied, with an in-plane nearest neighbor distance of \( a' = 4.26 \) Å. The reciprocal lattice vectors of this overlying H\textsubscript{2} lattice are equal to the wavevector at the \( K \) and \( K' \) points of the graphene lattice. For \( w \approx 7-10 \) Å, the interaction between the top and bottom layers is also significant, and we distinguish between aligned (Fig. 1(b)) and staggered (Fig. 1(c)) lattices.

Matching quantum states may be easily formed from a few single particle states. We used the Mattera et al. C-H\textsubscript{2} interaction to find the potential \( V_{ext}(\vec{x}) \) for a graphene pore, and solved the Schrödinger equation numerically using periodic boundary conditions for surface area \( S = 32 \AA^2 \). The resultant quantum states are \( \psi_{\vec{k},m,n} \), where \( \vec{k} \) gives the wavevector in the first Brillouin Zone, \( m=1,2... \) is the band number, and \( n=0,1,... \) is the quantum number of the confined motion perpendicular to the plane. Consider the following probability densities,

\[
\rho_t = \sum_{\vec{k},m,n} e^{-\beta E_{\vec{k},m,n}} |\psi_{\vec{k},m,n}|^2,
\]

\[
\rho_a = \frac{1}{2} (\psi_{K,1,0} + \psi_{K',1,0}) + \frac{1}{\sqrt{2}} \psi_{0,1,0}^2,
\]

\[
\rho_s = \frac{1}{2} (\psi_{K,1,0} - \psi_{K',1,0}) + \frac{1}{\sqrt{2}} \psi_{0,1,1}^2,
\]

where \( \beta = 1/k_0T \). These are the thermally averaged, aligned commensurate (AC), and staggered commensurate (SC) states depicted in Figure 1(a)-(c). Figure 1(d) shows the first two terms of Eq. 3. They describe a real sinusoidal wavefunction whose magnitude alternates between +1, 0, and -1 at graphene hexagon centers, which is also in the ground vibrational state. The last term in Eq. 3 is the first excited vibrational state. Because the first two vibrational states (Fig. 1(e)) can be combined to localize the wavefunction at the top or bottom of the pore (Fig. 1(f)), the sum result is to create a state whose probability density hops between the top and bottom.

As Figure 1 shows, adjacent peaks in the probability density have the largest separation for the SC state. In narrow pores where the distance between the two layers (\( l \approx w-5.8 \) Å) is small, the SC state is the only one whose adjacent peaks are further apart than \( d \) (Fig 2(a)). As a result, the interaction of two H\textsubscript{2} in this state is slightly smaller than for any other pair of states.

When a high density of H\textsubscript{2} is condensed into the SC state, the coherence between the spatial extent of the H\textsubscript{2}-H\textsubscript{2} interaction and the natural periodicity of the SC state enhances the latter.

We calculated these many body quantum states using the mean field approximation, neglecting explicit correlation and exchange effects, and finding system energies \( E(N,N_a,N_s) \) and states as a function of number of total particles \( N \), AC particles \( N_a \), and SC particles \( N_s \), with the number of particles thermally distributed \( N_t = N - N_a - N_s \). These equations were solved iteratively until self-consistent solutions were found,

\[
\rho_{N,N_a,N_s}(\vec{x}) = N_t \rho_t(\vec{x}) + N_a \rho_a(\vec{x}) + N_s \rho_s(\vec{x}),
\]

\[
V_{dir}^{N,N_a,N_s}(\vec{x}) = \int u[\vec{z},\vec{x}'] \rho_{N,N_a,N_s}(\vec{x}')d\vec{x}',
\]

\[
\hat{H}^{N,N_a,N_s} = -\frac{\hbar^2}{2m} \nabla^2 + V_{ext}(\vec{x}) + V_{dir}^{N,N_a,N_s}(\vec{x}),
\]

\[
E_{\vec{k},m,n}^{N,N_a,N_s} \psi_{\vec{k},m,n}(\vec{x}) = \hat{H}^{N,N_a,N_s} \psi_{\vec{k},m,n}(\vec{x}),
\]

\[
V_{int}^{N,N_a,N_s}(\vec{x}) = \int V_{dir}^{N,N_a,N_s}(\vec{x}') \rho_{N,N_a,N_s}(\vec{x}')d\vec{x}',
\]
TABLE I. Parameters of the H$_2$-H$_2$ interaction functional.

| parameter | $h$ | $\epsilon$ | $\sigma$ | $\gamma$ |
|-----------|-----|-------------|-----------|----------|
| units     | A   | K           | A         | K$\AA^{1+(+\gamma)}$ |
| value     | 2.93| 34.2        | 2.96      | 2.19$\times10^{10}$ |

$$E(N, N_a, N_s) = N_t E_{0,1,0}^{N,N_a,N_s} + N_a E_a^{N,N_a,N_s}$$

$$+ N_s E_{1,1,0}^{N,N_a,N_s} - \frac{1}{2} V_{int}^{N,N_a,N_s}.$$  (9)

$$E_a = \frac{1}{2} E_{K,1,0} + \frac{1}{2} E_{0,1,0}.$$  (10)

$$E_s = \frac{1}{2} E_{K,1,0} + \frac{1}{2} E_{0,1,1}.$$  (11)

Numerical solutions of Eq. 7 are repeated periodically for $S' = 15S$ before use in Eqs. 3-5. Interactions are included through $u$, a finite-width H$_2$-H$_2$ interaction functional,

$$u(\vec{x}, \vec{x}', \rho(\vec{x}')) = \left\{ \begin{array}{ll}
\Phi_L\rho(\vec{x}'), & |\vec{x} - \vec{x}'| \geq h \\
\Phi_L(\vec{r}), & |\vec{x} - \vec{x}'| < h \\
-\rho(\vec{x} + \vec{r}) d\vec{r}', & \end{array} \right.$$

$$\left[ \frac{3}{4\pi h^3} \int_{|\vec{x} - \vec{r}| \leq h} \rho(\vec{x} + \vec{r}) d\vec{r}\right]^{1+\gamma},$$

$$\Phi_L(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right].$$  (13)

Even though the single-particle SC state is always higher in energy than the single-particle ground state (Fig. 2(c)), the tendency of the SC state to reduce the interaction energy means that a condensate in this state becomes the many-body ground state as density increases (Fig. 2(d)-(f)) for all widths studied. But it is only within a narrower range, centered around $w = 8$ Å, that the energy difference between the SC state and a thermal distribution is large enough (Fig. 2(d)) to form a condensate at temperatures above the melting point of H$_2$. In this range, the intermolecular interaction and the SC state are closely enough in phase to reduce the interaction energy significantly.

$N_t$ gives the number of particles that occupy the typical quantum states shown in Fig. 1(a). The number of these states which are thermally accessible and thus likely to be occupied at $T$ is given by

$$\tilde{g}_t^{N,N_a,N_s}(T) = 15 \sum_{k,m,n} e^{-\beta(E_{k,m,n}^{N,N_a,N_s} - E_{0,1,0}^{N,N_a,N_s})}$$

$$\approx \frac{S'}{\Lambda^2} = 15 \frac{S}{\Lambda^2},$$  (14)

$$Z(N, S', \beta) = \sum_{N_s} e^{-\beta E(N, N_a=0, N_s)} \frac{(N_t + g_t - 1)!}{N_s!(g_t)!}.$$  (15)

The canonical partition function was computed for a condensate in the SC state,
FIG. 3. (a) Condensate fraction, (b) average energy per particle, and (c) specific heat per particle as a function of temperature at density $n = 67\%$ for several different pore widths.

typical BEC, there is no simple definition for the critical temperature $T_c(w)$. The condensate fraction has a strong dependence on $n$ (not shown), with condensation only occurring at high density, $n > 50\%$, where the interaction energy is significant. Nevertheless, the specific heat (Fig. 3(c)) has the same characteristic cusp as a typical BEC, and falls toward the constant of a classical two-dimensional gas at $T > T_c(w)$.

We also found that the $f$ never reaches 1. This is because the energy is roughly constant above a critical value of $f$, as shown in Fig. 3(f). Above this point, the mean field of the condensate pulls all other states into similar forms which also minimize interactions. However, we have not included exchange in calculations, a factor which tends to favor condensation in a single state [25].

For the larger pores studied, $w \geq 9.3$ Å, the AC state is lowest in energy at high density, but the energy difference is not enough to form a condensate. Because the properties of larger pores approach those of independent graphene sheets, this result is consistent with studies of liquid H$_2$ on graphene which have found no evidence of condensation or superfluidity [28] except below the melting temperature with impurities [27].

At first glance, several objections could be made to our claim of high $T_c$ Bose-Einstein condensation in this quasi-two-dimensional (2D) system. Firstly, we claim to see a BEC at temperatures up to 60 K. But at this temperature, the thermal de Broglie wavelength [29] or "quantum size" of a hydrogen molecule is $\Lambda = 1.5$ Å, much smaller than the average separation between the particles in liquid H$_2$, 3.7 Å. Thus the wavefunctions of adjacent particles should not overlap, and a BEC should not form. However, the de Broglie wavelength is not an intrinsic property of a particle that is independent of its environment, but is derived [24] from the DOS. Because of the large gap in energy between the SC state and the other states in this system, there are fewer thermally accessible states, reducing the DOS and increasing $\Lambda$ so that a BEC may form at higher temperatures.

Secondly, it is generally accepted that BECs do not form in 2D. This was rigorously proven [28] by considering the phonon spectrum in a 2D system with continuous translational symmetry. As the phonon wavelengths approach infinity, their energies approach zero, leading to an infrared divergence in the phonon spectrum in 2D which tends to break the condensate apart. Physically, the long wavelength phonons tend to move macroscopically large sections of the condensate together. However, the system discussed here has discrete translational symmetry, and moving the condensate moves the H$_2$ out of the minima in the graphene potential. Thus the energy of long-wavelength phonons approaches a finite constant, and there is no infrared divergence.

We also note that because the H$_2$ condense into a single quantum state (SC state), the system has off-diagonal long range order, with the average value of the first-order coherence function $g(r)$ approaching a finite value as $r \to \infty$. But because of the natural periodicity of the SC state, $g(r)$ is not constant, but oscillates.

Here we have described a new mechanism for creating a Bose-Einstein condensate whose critical temperature is an order of magnitude higher than other BECs formed from real particles. Development of high $T_c$ BECs would reduce the sophistication and cost of the cooling techniques required, and also permit higher densities by eliminating the need for super-cooling. Because the confining potential described here is solid state (thus static) and evaporative cooling is not required, there should also be no limitation on the lifetime of the condensate.

While we have presented calculations for a high $T_c$ BEC of H$_2$ in graphene pores, other species and/or potentials may be substituted, as long as the same basic concept is employed: the periodicity of the potential and the inter-particle interactions must be tuned together so that a small subset of quantum states minimize the interactions. In particular, if this new BEC can be created from molecules in an optical lattice [29] with tunable interactions [30], the resultant system would have the advantages of a high $T_c$ BEC, in addition to the controllability and lack of defects of an optical lattice potential. An optical version could also be studied with simple light scattering rather than neutron scattering [31] [32], as required for the opaque H$_2$-graphene system.

Even with the limitations of real materials, the H$_2$-graphene system may provide immediate benefits for hydrogen storage [33] and sorption cryo-coolers [34]. A high $T_c$ optical version might someday be useful for large scale, cost-effective applications like quantum computing which cannot feasibly operate at ultra-cold temperatures.
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