Application of The Nearest Neighbor Algorithm for Classification of Online Taxibike Sentiments In Indonesia In The Google Playstore Application
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Abstract Google playstore is an official platform that provides applications to services, and not only that, user can perform assessments and reviews after using the Google playstore. One of the applications and services provided by Google playstore is online transportation. There’s a couple of online transports available but at this time's research just scanned the official transport account of gojek and grab online. The data used in this study were application review and service review data from the two online transportations which are processed using the K-Nearest Neighbor and Improved K-Nearest Neighbor algorithms by comparing the accuracy values. An experiment was conducted to divide the data with 5 K on the K-Fold Cross-Validation. The results of the comparison of the KNN application data were that Grab had a higher accuracy of 77.77% compared to Gojek which had an accuracy value of 66.24%. In terms of the Data Services using the IKNN algorithm, Grab had a higher accuracy value of 78.23% while Gojek had an accuracy value of 48.19%. Meanwhile, from the time complexity of the process, the IK-NN algorithm is better than the K-NN.

1. Introduction
Google Play and the App Store were first released in 2008 with more than 1 million applications that can be downloaded and can be reviewed or commented on [1]. Google Play is a digital content service owned by Google which consists of online product stores such as music/songs, books, applications, games, or cloud-based media players. Google Play can be accessed via the web, android application (Play Store), and Google TV [2]. Google informed that there were 1.4 billion Android devices activated in September 2015[3].

The reviews contained in the Google Playstore can be used as a reference and reference in various needs, especially in the field of Sentiment Analysis. Reviews from users are often used as an effective and efficient tool in finding information [4] on a product or service, therefore text mining techniques are needed in classifying reviews on Google Play[5].

Text mining is a process of mining large amounts of data, text mining has both structured and unstructured data types and can be analyzed using various tools[6]. Currently, text mining is a trend that is found in several research fields of computing such as linguistics, Information Retrieval (Ir)[7].
One of the goals of Text mining is to be able to examine new information to be able to find interesting patterns found in the review. With so much information that can be extracted from Google play and can be processed using text mining technology. The data processing stage in text mining can also adopt the data mining process[8].

Sentiment Analysis can be defined as a way to process public opinion data given to consumers [9] by using a combination of text mining and data mining that discusses the products and services of an agency [10]. This sentiment analysis was divided into 3 types of opinions, namely negative opinions, positive opinions, and neutral opinions to get information on how a product or service is marketed in the community.

This research was conducted using opinion data or reviews on the official Gojek and Grab online transportation accounts. Gojek's profit in 2019 reached $10 billion[11] while Grab had an even bigger profit of $10 trillion [12]. However, at the end of 2019, the world was shocked by the emergence of a deadly disease outbreak in Indonesia, in March 2020 Coronavirus Disease 2019 (Covid-19) was also growing rapidly throughout Indonesia. The spread of Covid-19 has caused a decline in people's economic conditions, including online transportation services with restrictions and policies for working from home or Work From Home (WFH) [13].

In analyzing or processing data, you can use the concept of text mining with classification methods, namely Improved k-Nearest Neighbor and k-Nearest Neighbor. KNN is an object classification algorithm based on the k value of the closest training data (nearest)[14] but with the condition that the k value cannot be greater than the amount of training data and the k value is an odd number that is more than one[15]. The KNN includes on classification algorithms that can process large data with high performance computing, and it also has a good value of accuracy and performance, and it is also a simple and easy algorithm to be learned with very fast training[16], but KNN also has a disadvantage is necessary to determine the optimal value of k to represent the number of nearest neighbors. Computational problems because in the classification process, all data are used to determine the class of the test pattern[17]. While Improved KNN is a development algorithm from KNN by using different k values for each category by adjusting the amount of training data it has[18].

A previous study conducted by Muslimah, et al (2019) regarding Film Classification Based on Synopsis Using Improved KNN involved 250 documents as training data and 50 documents as test data, the best results were obtained with precision = 1, recall = 0.88, f-measure = 0.93, and an accuracy rate of 88%, better than KNN[19].

Another study conducted by Onantya (2019) analyzed the sentiment on the BCA Mobile Application Review Using BM25 and Improved K-Nearest Neighbor. The test of this study resulted in the best k-values of 10, with a precision value of 0.946, recall of 0.934, f-measurement of 0.939, and accuracy of 0.942. The results of the tests carried out obtained fluctuating accuracy results because they were influenced by the magnitude of the k-values[20]. Therefore, in this study, a comparison of the Nearest Neighbor model with the KNN and IKNN algorithms was carried out to analyze sentiment in the Online Transportation application on Gojek and Grab. This study was also conducted to test the accuracy and advantages of the IKNN algorithm compared to KNN for the case of text mining. The main parameters in determining the algorithm were based on the accuracy and computation of each algorithm.

2. Material and Method

Text mining is a technology for extracting information from text by users by adopting processes[7]. Text mining focuses more on techniques and methodologies within the scope of information system retrieval and knowledge-based processes where users interact and work with a set of documents using several analytical tools. The process of processing and processing of data collection, preprocessing data, K-Fold Cross Validation, and implemented using KNN and IK-NN algorithms to get the accuracy and complexity value (Figure 1).
2.1 Text Preprocessing

Steps are needed in text mining to process text data to be more structured. One of the stages in text mining is preprocessing. This stage is the stage where the data is prepared to become data that can be analyzed[8]. The preprocessing stages in this study include Tokenizing, Filtering, and Stemming.

2.2 K-Nearest Neighbor (KNN)

K-Nearest Neighbor (KNN) is an algorithm used to classify objects based on the learning data that is closest to the object. KNN is a method that uses a supervised algorithm with the results of the newly classified query instance based on the majority of the categories in the KNN. KNN algorithm includes into the top ten data mining algorithms because it’s very simple and simple in the process but is quite effective in categorizing text. In achieving the goal of the KNN algorithm used the Euclidean distance formula in defining the distance between testing and training of objects[21]. The KNN algorithm is quite straightforward; it determines its KNN based on the distance between the query instance and the training sample. Near or far distance is usually calculated based on Euclidean Distance which is represented in equation (1).

\[
d(x_i, x_j) = \sqrt{\sum_{r=1}^{n} (a_r(x_i) - a_r(x_j))^2}
\]  

(1)

Where \((x_i, x_j)\) were obtained from the subtraction of records \((x_i)\) from each attribute then squared, then the results of the squares are added up and sorted by the smallest value to see the closest distance to the test data.

---

**Figure 1.** Research methodology
2.3 Improved k-Nearest Neighbor (IKNN)
The distinction between Improved KNN and the KNN method is that the value of k is determined differently. In order to achieve a high level of accuracy in the document classification process, the value of k in KNN must be determined appropriately and precisely.[22] Determination of the value of k, was then be calculated to get a new value of k (n), determine the value of new k (n) can be calculated using equation (2).

\[
n = \frac{k \times N(cm)}{\text{Max}[N(cm)]_{j=1..Nc}}
\]  

Description:
- \( n \) = New k value
- \( k \) = Set value of k
- \( \text{Max}[N(cm)]_{j=1..Nc} \) = Most training documents in all categories

Furthermore, the calculation of the probability of the X test document was conducted including the \( dj \) training document as many as n neighbor values for each category in the X document in the \( dj \) training document as many as n neighbor values for the training set. Equation 3 can be used to calculate the probability of the X test document in the m category.

\[
\frac{\sum_{dj \in \text{Top}_n\text{kNN(cm)}} \text{Sim(x,dj)} \text{y(dj,cm)}}{\sum_{dj \in \text{Top}_n\text{kNN(cm)}} \text{Sim(x,dj)}}
\]

Description:
- \( P(x, cm) \) = Probability of document X
- \( \text{Sim}(x,dj) \) = Similarity between document X and training document
- \( \text{Top}_n\text{kNN} \) = n best neighbor value
- \( Y(dj,cm) \) = Attribute function that meets one of the categories

3. Result and Analysis

3.1 Data Collection
Data collection in this study was carried out by scraping on Google Play using the python programming language, using search keywords related to official online transportation accounts used to serve consumers or responses on Google Play. The data used in this study were a time span from March 2020 to December 2020 on Gojek and Grab accounts. The reviews that were taken and analyzed were only in Indonesian which were divided into two parts, namely: reviews related to applications and reviews related to services. Gojek's review data were 3443 with 2225 (64.62%) service data and 1149 (33.37%) application data recorded. Meanwhile, Grab's data were 3443 with 1518 (44.08%) application data recorded and 1925 (55.91%) service data recorded.

3.2 K-Nearest Neighbor (KNN)
The application of the KNN algorithm in this study was used to obtain accurate results from text mining classification using review data from Google Play. KNN in this study employed the Euclidean Distance formula contained in equation 2.2 and uses five K parameters [23], namely \( k = 5, k = 10, k = 15, k = 20, \) and \( k = 25 \) by determining the distance based on equation 2.

The comparison of KNN Accuracy using Application Data and Service Data of Gojek can be seen in the graph below showing that Application Data has higher accuracy results which lie in parameter K-5 of 66.27% compared to Service data of 63.63% lies in parameter K -5 (Figure 2). Meanwhile, the results of the comparison of accuracy using the KNN algorithm on Application Data and Grab Online Transportation Service Data show that Data Services have a higher accuracy value of 77.77% which is located in parameter K-10 while Service Data has a lower accuracy value of 62.13%, which lies in the K-15 parameter (Figure 3).
3.3 Improved K-Nearest Neighbor (IK-NN)

Improved K-Nearest Neighbor (IK-NN) is the development of the K-NN method, where there are differences in determining the value of k. This study using Online Transportation Data which consists of Application Data and Service Data obtained from Google Playstore by scrapping on the official Gojek and Grab accounts.

Tests using the Improved K-Nearest Neighbor algorithm on application data and Gojek Online Transportation Service Data using K Initial 5, 10, 15, 20, and 25 resulted that the highest accuracy value lies at K-25 of 48.92% with a new K value is Negative K-25, Neutral K-21, and Positive K-17. While the Gojek Service Data, the highest accuracy value lies in K-20 of 69.45%, and the new K is Negative K-20, Neutral K-13, Positive K-8 (Figure 4). Meanwhile, in the Application data and Grab Online Transportation Service data, the test results show the highest accuracy value, namely Service Data of 78.23%, which lies in the initial K parameter 20 and gets a new K value, Negative K-3, Neutral K-6, and Positive K-20, while the Data The application obtained an accuracy value of 77.39% at the initial K 20 also with the new K Negative K-17, Neutral K-20 and Positive K-17 (Figure 5).

Based on the time complexity of the algorithm processing on the combination performed using K-NN and IK-NN, the IK-NN algorithm is obtained which has a faster processing time. In the 4th experiment on Gojek Data, it took 180 seconds on K-NN, while on the IK-NN algorithm it took 124 seconds on the 4th experiment on Data Grab. Therefore, if it is observed from the resulting pattern, it does not necessarily mean that the higher the K value, the better the processing time. Table 1 provides additional information.
Table 1. The Complexity of Processing Time in the Algorithm (in seconds)

| No | Experiment (K) | K-NN Gojek Data | K-NN Grab Data | IK-NN Gojek Data | IK-NN Grab Data |
|----|----------------|----------------|----------------|----------------|----------------|
| 1  | 5              | 189            | 213            | 187            | 140            |
| 2  | 10             | 194            | 199            | 191            | 138            |
| 3  | 15             | 180            | 198            | 131            | 130            |
| 4  | 20             | 182            | 196            | 141            | 124            |

4. Conclusion

After experimenting with the classification model with the K-Nearest Neighbor algorithm and Improved K-Nearest Neighbor using the data sharing method with 5 K on the K-Fold Cross Validation, the results of the comparison of the accuracy values between Application Data and Service Data on Gojek and Grab Online Transportation were obtained. Experiments using the KNN algorithm on Application data showed that Grab has higher accuracy results of 77.77% compared to Gojek of 66.27%.

While the result of IKNN Grab algorithm has higher accuracy in the amount of 77.39% and Gojek has accuracy value in the amount of 48.92%. In the data of Online Transportation Service obtained accuracy result using KNN algorithm for Gojek with higher accuracy in the amount of 63.63% compared to Grab which has accuracy value 62.13%. For Service Data using IKNN algorithm, Grab has higher accuracy value in the amount of 78.23% compared to Gojek which has accuracy value in the amount of 69.45%. Likewise with the time complexity of IK-NN algorithm process which has better time process compared to K-NN namely 124 seconds.
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