Observation of a nuclear recoil peak at the 100 eV scale induced by neutron capture
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Coherent elastic neutrino-nucleus scattering and low-mass Dark Matter detectors rely crucially on the understanding of their response to nuclear recoils. We report the first observation of a nuclear recoil peak at around 112 eV induced by neutron capture. The measurement was performed with a CaWO₄ cryogenic detector from the NUCLEUS experiment exposed to a ²⁵²⁰Cf source placed in a compact moderator. We identify the expected peak structure from the single-γ de-excitation of ¹⁸³W with 3σ and its origin by neutron capture with 6σ significance. This result demonstrates a new method for precise, in-situ, and non-intrusive calibration of low-threshold experiments.

Cryogenic detectors have demonstrated extremely low energy thresholds down to a few tens of eV, with detector masses of the order of 1 to 100 g [1][6]. These achievements enable a wide experimental program: the extension of Dark Matter (DM) searches to particles with masses below 1 GeV/c² [6][7], and the exploration of coherent elastic neutrino-nucleus scattering (CEνNS) [8][10]. Access to this new neutrino interaction channel will enable complementary tests of the Standard Model at low energies and searches for new physics [12][13]. The NUCLEUS experiment [14][16] is one of several experiments under development worldwide to study CEνNS at nuclear reactors [17][21]. A major challenge is the precise calibration of the nuclear recoil signature at the 10–100 eV scale due to the lack of suitable low-energy calibration sources. The DM and CEνNS communities prioritize the development of calibration techniques in the so-called “UV-gap” at 12–50 eV [22][23], above the energy of VUV photons and below the reach of X-ray fluorescence sources. Of particular interest is the direct calibration of low-energetic nuclear recoils, which is the experimental signature of DM and CEνNS. At energy depositions of ≤100 eV, the energy stored in lattice defects becomes comparable to the total deposited energy and crystal-defect creation increasingly impacts the visible (phonon-mediated) energy [24]. This effect is not accessible with state-of-the-art calibration techniques relying on electron recoils and requires the measurement of known nuclear recoils.

The capture of thermal neutrons in crystals has been recently proposed to provide an in-situ calibration by inducing peaks of nuclear recoils as low as a few tens of
of 112.5 eV [25]. It is associated with the nuclear recoil induced by the single-\(\gamma\) de-excitation of \(^{183}\text{W}\) after capturing a neutron on \(^{182}\text{W}\) which has a natural abundance of 26.50% in tungsten [27]. The corresponding \(\gamma\) has an energy of 6.191 MeV and given an attenuation of 3.7·10\(^{-2}\) cm\(^2\)/g in CaWO\(_4\). Such \(\gamma\)-rays have a high probability to escape a gram-scale crystal. The resulting energy deposition in the detector is hence a pure nuclear recoil signal. The single-\(\gamma\) emission competes with the de-excitation by multi-\(\gamma\) cascades, causing a broad distribution of nuclear recoils on the left side of the single-\(\gamma\) recoil peak [25]. The neutron capture on \(^{182}\text{W}\) is the dominant process with a cross-section of 20.32 barn [29]. Capture reactions on other W isotopes yield less prominent peaks at energies of 85 and 160 eV [25].

The experimental setup consists of a 0.75 g cubic CaWO\(_4\) crystal equipped with a tungsten thin-film Transition Edge Sensor (TES) [14]. The detector was built for the first phase of NUCLEUS and is based on TES technology developed for the CRESST experiment [16]. It is operated in a dry dilution refrigerator (Bluefors LD400) with a base temperature of < 7 mK, located at the Technical University of Munich. The TES has a superconducting transition temperature of 20 mK. It is biased with a constant current and stabilized in the operating point by a heater deposited close to the TES structure. The pulses are amplified and read out by a SQUID system and continuously streamed with a sampling rate of 400 kHz and a precision of 20 bits. The crystal is held between small sapphire spheres supported by flexible bronze clamps in a dedicated copper support box. A thin gold wire provides the thermal connection between the crystal and the copper holder, which acts as a thermal bath. The detector assembly is decoupled mechanically from the mixing chamber by a two-stage spiral spring made from bronze. This efficiently attenuates vibrations induced by the operation of the pulse tube cooler, which was constantly in operation throughout the measurements. An illustration of the experimental setup is shown in Fig. 1. The detector is continuously exposed to an \(^{55}\text{Fe}\) source providing the \(K_\alpha\)-lines at 5.985 keV (weighted average) and the \(K_\beta\) lines at 6.490 keV of Mn for electronic recoil calibration.

The cryogenic detector was exposed to a flux of thermal neutrons originating from a commercial \(^{252}\text{Cf}\) source with an activity of 3.54 MBq positioned outside of the cryostat. \(^{252}\text{Cf}\) decays by spontaneous fission with a branching ratio of 3%, emitting on average 3.77 neutrons per fission with an average energy of 2.12 MeV [30, 31]. The other decay channel, \(\alpha\) emission, has no impact on this measurement. A compact moderator was designed to fit inside a plexiglass box of dimensions (32×34×42) cm\(^3\). At its center, the source capsule is placed inside a polyethylene (PE) cube of 10 cm side length. In the direction of the cryostat, a 5 cm thick layer of PE for neutron thermalization and a 7 cm thick layer of lead to reduce the gamma flux are placed. Graphite blocks slow down and reflect neutrons and a layer of borated PE reduces the radiation dose in the surroundings (see Fig. 1 for details). This configuration — verified by simulations (see later) — optimizes the flux of thermal neutrons emitted in the direction of the cryostat, while reducing the fast neutron and source-induced \(\gamma\)-ray background. The source setup is installed on a mobile lifting table. The neutron source was placed at a distance of (80 ± 1) cm from the cryogenic detector, which results in a particle rate of 0.52 cps. Two data sets were acquired: background data to characterize the ambient background (lifetime 18.9 h) and source data with the \(^{252}\text{Cf}\) source in place (lifetime 40.2 h).

A complete description of the detector, its vicinity in-
cluding the full cryostat, and the neutron source have been implemented in a GEANT4 [22] Monte Carlo (MC) simulation. The FIFRELIN code [31] was used to obtain an accurate prediction of the particles emitted by the fission of $^{252}$Cf and by the de-excitation of tungsten nuclei following a neutron capture. From this simulation a thermal neutron rate of $\approx 252 \text{ kHz}$ is expected at the surface of the cryogenic detector leading to 114 events in the 112.5 eV peak for the source run. To estimate the systematic uncertainty on the expected number of events, we take into account the uncertainty on the source activity (15%) [32] and on the description of the geometry and materials in the MC simulations (20%), leading to a total systematic uncertainty of 25% on the predicted number of counts in the peak.

Two independent data analyses have been performed using two different frameworks: DIANA (analysis 1) developed for the CUORE experiments [34, 35] and adopted to the NUCLEUS analysis [36], and CAT (analysis 2) used e.g. by the CRESST experiment [37, 38]. In the following we present the results of analysis 1, being fully compatible with analysis 2 within uncertainties. To avoid any bias in the analysis event selection cuts were defined on the background data. In parallel, independent statistical tests were developed on simulated data.

A software trigger is applied to the continuously acquired data stream using an optimum filter calculated from randomly chosen noise samples and a template built from particle pulses [39]. With a resolution of (94.2 $\pm$ 1.4) eV in the 6 keV energy range, the Mn K$_\alpha$ and K$_\beta$ lines can be clearly separated. Figure 2 shows the reconstructed energy spectrum of the source data, with a net $^{55}$Fe rate of 0.13 cps. The Mn K$_{\alpha/\beta}$ events lie well below the TES saturation level. Therefore, a simple linear extrapolation of the energy calibration towards lower pulse heights is assumed. Possible non-linearities in the detector response, originating, e.g. from the shape of the transition curve or the electrical readout circuit [40], are not compensated for in this analysis. These effects imply a rather large combined systematic uncertainty of $[-18, +25] \%$ on the reconstructed energy at 112.5 eV.

Quality cuts are used to clean the data from pulse artifacts and pile-up events. The efficiency of the quality cuts is evaluated at zero energy with randomly chosen baseline samples and at 6 keV using $^{55}$Fe events. Reconstruction and trigger efficiencies are included in the final efficiency. We estimate a detection efficiency of (40.3 $\pm$ 8.3) $\%$ in the region-of-interest (60 – 300 eV), given by the average of the efficiency evaluated at zero energy (40.4 $\%$) and 6 keV (52.2 $\%$). The efficiency-corrected $^{55}$Fe count rates match within 3% for source and background data, as well as within 7% in between the two analysis frameworks, demonstrating the robustness of this approach. A baseline resolution of $\sigma_{BL} = (6.37 \pm 0.02) \text{ eV} / (6.54 \pm 0.02) \text{ eV}$ is observed for background/source measurement, see inset in Fig. 2.

A conservative analysis threshold of 50 eV is chosen corresponding to 8 $\sigma_{BL}$. A total rate of reconstructed events of 0.5 cps in the background data and an increase by 0.2 cps with the neutron source in place are measured. No significant drifts over time are observed neither on the position of the two $^{55}$Fe peaks nor in the baseline resolutions. Figure 3 shows the measured source spectrum (light gray) compared to the background spectrum (dark grey). The source spectrum features a peak-like structure, centered at an energy compatible with the nominal calibration peak at 112.5 eV above background.

In order to quantify the significance of this local structure, a simple statistical test has been developed. An effective model with two exponential functions describes the steep rise at low energy and the expected contribution of the scattering of fast neutrons from the source at higher energies. A Gaussian describes the sought-for calibration peak. Two consecutive binned likelihood fits are then performed in the range [60–300] eV, with $\mathcal{L}_{Bck+Sig}$ and without $\mathcal{L}_{Bck}$ the contribution of the Gaussian (see solid red and dashed blue lines in Fig. 3).

All parameters in the fits are left free to absorb possible experimental effects. The $\chi^2$ distribution of the constructed statistical test $t = -2 \ln(\frac{\mathcal{L}_{Bck+Sig}}{\mathcal{L}_{Bck}})$ has been simulated by generating numerous statistical realizations of our background model and was found to slightly deviate from the expected $\chi^2$ law for 3 degrees of freedom (d.o.f.). With $t = 14.86$, the hypothesis of the non-existence of a Gaussian peak is rejected with 3.1 $\sigma$ (2-sided). The best-fit yields a Gaussian peak with a mean value of $\mu_{peak} = 106.7^{+1.9}_{-2.0}$ eV, a standard deviation of $\sigma_{peak} = 6.0^{+1.7}_{-1.4}$ eV and an integral of $36.8^{+9.7}_{-8.5}$ counts. Correcting for the detector efficiency, the ratio of mea-
The number of observed events. The choice of the background model is validated a posteriori by the high p-value of the fit (0.82) when excluding the region $\mu_{\text{peak}} \pm 3\sigma_{\text{peak}}$. Analysis 2 finds compatible peak parameters and a statistical significance of 2.9$\sigma$. Considering the simplified calibration based on a linear extrapolation of the detector response from 6 keV down to threshold, and possible un-accounted non-linearities, the reconstructed peak is compatible with the nominal nuclear recoil peak at 112.5 eV. The peak resolution agrees with the measured baseline detector resolution within uncertainties. Despite the low neutron flux and the large background from fast neutrons, the fit uncertainty on the mean position of the peak is already as low as 2% (stat) in this short measurement, clearly opening the perspective for future precision studies.

As a complementary approach, we test the contribution of neutron captures in the measured spectrum. The expected recoil spectrum is predicted by GEANT4 MC simulation. The latter can be used to separate the contributions of n-capture events (signal) from other events (source background) which in the 60 – 300 eV range originate mainly from fast neutron scattering. The ambient background (which is not included in the simulation) is modeled with an exponential plus constant fit of the measured background spectrum, re-scaled to the lifetime of the source run. This contribution is kept fixed and added to the MC spectra. A statistical test similar to the previous peak search is thus defined based on two fits to the data, with and without the signal component. A linear correction of the energy scale, $\alpha$, and an energy-independent resolution, $\sigma$, are applied to all simulated events, and two independent normalization factors, $K_{\text{bck}}$ and $K_{\text{sig}}$, are applied to the source background and the signal predicted spectra, respectively. Thus, the statistical test is expected to follow a $\chi^2$ law for 1 d.o.f. from the $K_{\text{sig}}$ parameter. A MC study shows a slight deviation from this law, but again with little impact on the result. With a t-value of 42.3, the hypothesis of the non-existence of the n-captured-induced recoil spectrum is rejected with more than 6 $\sigma$ (2-sided). Figure 4 shows the comparison between the two best-fit models and the data. When including the signal recoil spectrum a very good agreement is observed, quantified by a $\chi^2$/ndf of 58.09/59. The parameters of the simulated spectrum converge to values fully compatible with those obtained in the peak search (see above): $\alpha = 0.946 \pm 0.014$ is equivalent to locating the peak at (106.4 $\pm$ 1.6) eV instead of the nominal 112.5 eV, and the fitted resolution is $\sigma = (6.00 \pm 0.47)$ eV. Taking into account the systematic uncertainty on the predicted rate and the detection efficiency, the normalization $K_{\text{sig}} = 0.74 \pm 0.28$ agrees with the ratio of measured to predicted number of events in the peak.

In the current data, the less prominent capture peak on $^{183}$W at 160.3 eV [25] has low statistical significance, however, a future high-statistics measurement under the same experimental conditions may be sensitive to this feature. Above $\sim 120$ eV, the background is dominated by fast neutrons from the source, a contribution that will be significantly suppressed when using a thermal neutron beam in the future [25].

The combined high significance of these statistical tests leads us to conclude that we have observed the first neutron-capture-induced peak at the 100 eV scale with a CaWO$_4$ cryogenic detector of the NUCLEUS experiment. The position and resolution of this peak are found to be compatible with the expectations for neutron capture on $^{182}$W given the experimental uncertainties. The result represents a milestone for the calibration and understanding of low-threshold detectors, although the current measurement is limited by statistics and the lack of electron recoil calibration sources. Both will be improved in the near future with extensive measurements using low-energy X-rays and LED calibration sources [12]. Such measurements will enable the study of the phonon physics at lowest energies, e.g. the impact of crystal defect creation, as well as detector-related effects, and quenching between the electron and nuclear recoil energy scales. Source-related background contributions can be significantly reduced by using a thermal neutron beam from a nuclear research reactor as pro-
posed in [25], which also allows accessing a wider energy range. The calibration of most cryogenic detectors, e.g., those using Ge, Si, PbWO$_4$, and Al$_2$O$_3$, is in principle accessible by this new calibration method. The demonstration of this method with a simple, portable neutron source enables an in-situ calibration of CE$_\nu$NS and Dark Matter experiments in a non-intrusive manner — a potential breakthrough for future low-threshold detectors being operated at the precision frontier.
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