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Abstract

The miRNA pathway consists of three segments – biogenesis, targeting and downstream regulatory effectors. How the cells control their activities remains incompletely understood. This study explored the intrinsically complex miRNA-mRNA targeting relationships, and suggested differential mechanistic control of the three segments. We first analyzed evolutionarily conserved sites for conserved miRNAs in the human transcriptome. Strikingly, AGO1, AGO2 and AGO3 are all among the top 14 mRNAs with highest numbers of unique conserved miRNA sites, and so is ANKRD52, the phosphatase regulatory subunit of the recently identified AGO phosphorylation cycle (AGOs, CSNK1A1, ANKRD52 and PPP6C). The mRNAs for TNRC6, which acts together with loaded AGO to channel miRNA-mediated regulation actions onto specific mRNAs, are also heavily miRNA-targeted. Moreover, mRNAs of the AGO phosphorylation cycle share much more than expected miRNA binding sites. In contrast, upstream miRNA biogenesis mRNAs do not display these characteristics, and neither do the downstream regulatory effector mRNAs. In a word, miRNAs heavily and directly feedback-regulate their targeting machinery mRNAs, but neither upstream biogenesis nor downstream regulatory effector mRNAs. The observation was then confirmed with experimentally determined miRNA-mRNA target relationships. In summary, our exploration of the miRNA-mRNA target relationship uncovers intensive, and specific, feedback auto-regulation of miRNA targeting activity directly by miRNAs themselves, i.e., segment-specific feedback auto-regulation of miRNA pathway. Our results also suggest that the complexity of miRNA-mRNA targeting relationship – a defining feature of miRNA biology – should be a rich source for further functional exploration.
Introduction

MicroRNAs (miRNA), an evolutionarily conserved category of non-coding RNAs, are vital transcriptome regulators. Components and segments of the miRNA pathway – biogenesis, targeting and regulatory actions – are well-understood. However, how cells control the pathway is not clear yet, and complexity of the miRNA-mRNA target relationship is a challenge.

Most miRNA biogenesis starts from RNA polymerase II production of pri-miRNA transcripts. The Drosha RNase III enzyme, with help from the RNA binding protein DGCR8, processes the pri-miRNA into pre-miRNAs, with one pri-miRNA producing up to 6 pre-miRNAs. Some pre-miRNAs are generated directly from mRNA introns and, thus, bypass the pri-miRNA and Drosha processing steps. The pre-miRNAs move, mainly via the Exportin-5 (XPO5) nucleocytoplasmic shuttle, out of nucleus into cytoplasm. The Dicer1 RNase III enzyme, in collaboration with the RNA binding protein TARBP2, processes the pre-miRNA into a mature 22-nucleotide long miRNA (1-3). The miRNA is then loaded onto the Argonaute (AGO) proteins to exert regulatory actions onto target mRNAs via base pairing between its seed sequence, which in human is only 6-8 nucleotide long, and cognate binding sites.

The loaded AGOs, together with the p-body (processing body) scaffold protein TNRC6 (Trinucleotide Repeat Containing 6) they recruit, form the core of the miRNA targeting machinery, bridging upstream miRNA biogenesis to downstream regulatory effectors. The AGO PAZ domain binds to the 3'-end of loaded miRNA, and the PIWI domain to the 5'-end, orienting the miRNA to facilitate base pairing with target mRNAs. Meanwhile, loaded AGOs disassociate from TARBP2 and DICER1 (3), and recruit TNRC6A/B/C. The TNRC6s, in turn, recruit downstream effectors – general translation inhibition and/or mRNA destabilization machinery such as the CCR4-NOT and PAN2-PAN3 complexes. Thus, the AGOs, together with recruited TNRC6s, channel miRNA-mediated regulatory actions onto specific target mRNAs. Given such importance, it is not surprising that AGOs are regulated by many post-translational mechanisms (4). For instance, there are multiple phosphorylation sites and multiple cognate protein kinases (4-8).

Recently, Golden et al discovered an AGO phosphorylation cycle (9), which was soon independently confirmed in both human cells and in C. elegans (10), revealing a new layer of regulation of miRNA targeting activity. Through iterative rounds of CRISPR/Cas9 library screening for regulators of miRNA pathway, they identified ANKRD52 and PPP6C – interacting components of protein phosphatase 6 (PPP6) complex – and cognate protein kinase CSNK1A1. Briefly, miRNA-mRNA binding triggers CSNK1A1 phosphorylation of AGO2 on multiple serine residues (S824 – S834), which are evolutionarily conserved in all AGO proteins and are within a structurally unresolved loop of the PIWI domain near the miRNA-target interface (9,10). The phosphorylation disrupts AGO-miRNA binding to mRNAs (10). Meanwhile, PPP6 de-phosphorylates AGO2, presumably getting it ready for the next target binding and phosphorylation cycle. Thus, the AGOs, ANKRD52, PPP6C and CSNK1A1 form a functional module within the miRNA targeting machinery (9,10).

The shortness of miRNA seed sequence leads to a complexity in the miRNA-mRNA target relationship. It enables individual miRNAs to target multiple, and sometimes a large number of,
mRNAs; conversely, one mRNA can have binding sites for potentially a large number of unique miRNAs. Unfortunately, the shortness also means low signal-to-noise ratio in transcriptome-wide miRNA binding site identification efforts. Though somewhat mitigated by analyzing evolutionary conservation or combinatorial patterns of multiple miRNA binding sites (11-13), this technical difficulty is perhaps why the complexity remains largely under-appreciated. Current research focuses mostly on individual binding sites instead of the overall binding site distribution pattern, such as the study of miRNA functions in cell cycle regulation (14,15) and in cancers (16,17).

The miRNA binding site distribution is, however, likely a rich source for functional exploration. In transcription regulation, the notion of functionally related genes sharing common transcription factor (TF) binding sites has long been a fruitful assumption (18,19). It is conceivable to assume the same in miRNA-mediated transcriptome regulation. Moreover, TF binding site distribution often reveals feedback regulation. It can be a TF binding to its sites within its own genomic regulatory regions to feedback-control transcription (20). There are also numerous reports of a miRNA pairing with a TF in a feedback loop; the miRNA regulates the TF mRNA, and the latter regulates the miRNA gene’s transcription (17,21,22). A computational study has shown enrichment of such loops in the human regulatory network (23). As for miRNA pathway itself, DICER1 is directly feedback-controlled by miR-103/107 and Let-7 in human (24,25). And, in C. elegans, the alg-1 AGO ortholog is directly regulated by mir-71 (26). However, it is unclear to which extent the pathway is directly feedback-controlled in this manner.

Thus, this study explored the distribution of evolutionarily conserved miRNA binding sites in the human transcriptome and, fortunately, shed new light onto cellular control of the miRNA pathway. Among heavily miRNA-targeted mRNAs, i.e., the mRNAs with highest miRNA binding site counts, we detected significant enrichment of miRNA targeting machinery mRNAs, but neither upstream miRNA biogenesis nor downstream effector mRNAs. The AGO phosphorylation cycle mRNAs best exemplified the enrichment, and also share more than expected common miRNA binding sites. Thus, our analysis suggests intensive and specific auto-feedback regulation of miRNA targeting activity by miRNAs themselves. The results also imply miRNA binding site distribution as a rich resource for further functional exploration.

**Results**

**The miRNA binding site distribution pattern**

We recently studied miRNA binding site distribution in the human transcriptome (27). The distribution is long known to be un-even; a small number of miRNAs target extra-ordinarily high numbers of mRNAs, and a small number of mRNAs contain extra-ordinarily high numbers of binding sites (28). Using evolutionally conserved miRNA-target relationships in the TargetScan database (11), we showed that the miRNA binding site distribution pattern can be described quantitatively by the so-called scale-free relationship ($P_k \propto (K+a)^{-a}$, with $P_k$ as the number of mRNAs containing $K$ unique binding sites; $a$ and $\alpha$ positive constants) (27), which is commonly seen in many domains of biology such as regulatory networks and protein family size distribution (29-31). This is shown in Figure 1. The TargetScan 7.2 dataset identifies 13,035 mRNAs with at least one conserved 3’-UTR miRNA binding sites. A small number of mRNAs
(24, less than 0.2%) are extremely miRNA-targeted, each with 60 or more sites. The vast majority of the mRNAs have much fewer sites; >50% of the mRNAs (6926) have 5 or fewer sites (Fig. 1).

Enrichment of AGO phosphorylation cycle mRNAs among top miRNA-targeted mRNAs

Our purpose in this study was to use the count of conserved miRNA sites as a measurement of the extent to which individual mRNAs are controlled by the miRNAs. We speculated that, if a cellular function was controlled primarily by miRNAs, relevant mRNAs should be enriched among the heavily miRNA-targeted mRNAs, i.e., those with highest conserved miRNA binding site counts. In the case of the miRNA pathway itself, such enrichment implies direct feedback control. Thus, the human mRNAs were ranked based on their binding site counts. We also used the histogram in Figure 1 for schematic interpretation of the site counts of individual mRNAs, i.e., how much a mRNA is miRNA-targeted, relative to the whole human transcriptome.

The top 14 mRNAs with highest miRNA binding site counts in their mRNA 3’-UTRs are listed in Table 1, section A. Consistent with previous analyses, TFs and protein kinases are in the list. They also revealed an obvious enrichment of mRNAs for the AGO phosphorylation cycle proteins. Remarkably, AGO1, AGO2 and AGO3 are all in the list. AGO1 is the 5th ranked mRNA, AGO2 the 6th and AGO3 the 11th. Even more significantly, ANKRD52 – the mRNA for regulatory subunit of the ANKRD52-PPP6C PPP6 phosphatase complex – is ranked the 2nd. This enrichment of AGO1-3 and ANKRD52 mRNAs is illustrated schematically with blue * symbol and text in Figure 1. They are all located to the right of the 0.2% line and, thus, ranked within the top 0.2%. The result strongly suggests that the miRNA regulatory system directly targets the AGO phosphorylation cycle, constituting a major feedback auto-regulatory loop.

Next, we examined CSNK1A1 and PPP6C, the respective protein kinase and phosphatase in the AGO phosphorylation cycle. Consistent with our hypothesis, CSNK1A1 and PPP6C are both heavily miRNA-targeted, with 39 and 38 miRNA binding sites, respectively. CSNK1A1 was ranked at the 198th, and PPP6C at the 223rd, both within the top 2% among the 13,035 genes with at least one conserved 3’-UTR miRNA binding sites. Their high ranks are shown schematically with blue * symbol and text in Figure 1 as well. Thus, six AGO phosphorylation cycle mRNAs (AGO1-3, ANKRD52, CSNK1A1 and PPP6C) are heavily miRNA-targeted, all ranked within the top 2%. It is statistically significant, with a p-value of 1.3e-5 based on a Mann-Whitney-Wilcoxon test. Additionally, though not as heavily targeted as AGO1-3, the AGO4 mRNA has 27 unique 3’-UTR miRNA sites, and ranked at the 670th. Thus, the AGO phosphorylation cycle seems under intensive direct feedback regulation by miRNAs.

The six mRNAs share significant numbers of common miRNA binding sites

It is usually assumed that functionally related genes share similarly gene expression regulation patterns and mechanisms, e.g., regulation by similar sets of transcription factors. In this case, we speculated that the six AGO phosphorylation cycle mRNAs shared more common miRNA binding sites than expected by random chances.
This was indeed the case. The mRNAs for the six proteins share five common miRNA binding sites. This count was significant based on the following analysis. We randomly selected 4 mRNAs from the top 14 mRNAs in table 1, 1 from the 25 genes with 39 miRNA binding sites and 1 from the 22 genes with 30 sites in their 3’-UTRs. We then counted common sites shared by mRNAs of the 6 randomly selected genes. In each computational experiment, this random selection and calculation process was repeated 1000 times, followed by calculating the proportion of the 1000 attempts that gave a five or higher count. Repeated performance of this computational experiment never generated a proportion higher than 0.05. The proportion fluctuated in a tight range centered at 0.04, suggesting a p-value of 0.04. The significance is also illustrated by a box-plot in Figure 2. The majority of the randomly selected mRNA sets share no or just 1 common miRNA site.

All miRNA targeting machinery mRNAs are heavily targeted by miRNAs

As discussed in introduction, TNRC6s and AGOs act together to channel miRNA-mediated regulatory actions onto specific mRNAs; AGOs host and position miRNAs for target binding; TNRC6s bridge the loaded AGO proteins to downstream general regulatory effector proteins. Thus, we examined the three TNRC6 mRNAs. Indeed, the TNRC6B mRNA provided clear added evidence for intensive direct feedback regulation of miRNA targeting activity. It has 58 unique miRNA sites, and was ranked the 27th highest among the 13,035 genes. TNRC6A and TNRC6C were also targeted, with 25 and 31 conserved sites, respectively. Their high ranks are also shown schematically with red • symbol and text in Figure 1.

Thus, in terms of the miRNA binding site count, both AGO phosphorylation cycle and TNRC6 mRNAs support intensive auto-feedback regulation of miRNA targeting activity. Statistically, the enrichment has a p-value of 2.06e-7. All of them, including AGO4, are ranked within the top 7% of miRNA-targeted mRNAs, all located to the right of the 7% line (Fig. 1). More significantly, AGO1-3, ANKRD52 and TNRC6B are all among the top 30 mRNAs (Table 1, sections A and B).

Specificity of the auto-feedback regulation for miRNA targeting activity

We also examined other segments of the miRNA pathway – the upstream biogenesis and the downstream regulatory effectors. No enrichment of miRNA biogenesis mRNAs was detected among the heavily miRNA-targeted mRNAs. The miRNA biogenesis mRNAs (DGCR8, DROSHA, XPO5, TARBP2 and DICER1) are shown in Figure 3A, with red • symbol and text, in contrast to the miRNA targeting machinery mRNAs shown in blue * symbol. None of them had more than 25 miRNA sites, though it has been reported that DICER1 mRNA is directly regulated by miRNAs. Regulation of their expression might be dominated by indirect miRNA feedback control of cognate transcription factor mRNAs as well as other mechanisms (17,21,22,32-34). To some degree, DICER1, the last step of miRNA biogenesis before loading onto the AGO proteins, is a transition point. Its mRNA had 25 unique miRNA sites (ranked at the top 800th) – more than its upstream and partner proteins’ mRNAs (DROSHA, DGCR8, XPO5 and TARBP2) but less than miRNA targeting machinery mRNAs (Table 1).
Downstream of the targeting machinery, the general regulatory effector mRNAs also became less miRNA-targeted. This is shown by the CNOTs (CNOT1-4, CNOT6, CNOT6L and CNOT7-11), PAN2 and PAN3 mRNAs schematically in Figure 3B. The CNOT and PAN mRNAs are shown with the red • symbol and text. Compared to the miRNA targeting machinery mRNAs (in blue * symbol), CNOT and PAN mRNAs have much lower miRNA binding site counts.

Thus, the intensive auto-feedback regulation seems specific for the mRNA targeting segment of the miRNA pathway. The specificity is supported by statistical analyses. The miRNA site counts of miRNA biogenesis mRNAs are not significantly different from the whole human transcriptome (p-value 0.33), and neither are those of the effector mRNAs (p-value 0.09). Both the miRNA biogenesis and the effector mRNAs have significantly lower miRNA binding site count than the targeting machinery mRNAs, with p-values of 1.66e-3 and 2.71e-4, respectively (Fig. 3A and B).

The specific auto-feedback regulation of miRNA targeting activity is also illustrated schematically. In Figure 4, the miRNA pathway is divided into 6 steps – DROSHA processing (1), XPO5 nucleus export (2), DICER1 processing (3), the AGO phosphorylation cycle (4), TNRC6 recruitment (5) and downstream regulatory effectors (6). The biogenesis mRNAs (steps 1-3) are shown with black symbols and text; the targeting step mRNAs (steps 4-5) in red symbols and text; and regulatory effector mRNAs (step 6), as exemplified by the CCR4-NOT and PAN2-PAN3 complexes, in blue symbol and text. The black line connects the median miRNA site count for each step, showing that overall miRNA site count increases from the first step of miRNA biogenesis (DROSHA) towards AGO phosphorylation cycle. Subsequently, it decreases towards the TNRC6s, and then towards downstream general effectors. Overall, the counts are higher in the targeting steps (steps 4-5) than in either the biogenesis steps or the downstream effector step (Fig 4).

**Confirmation of the enrichment with experimentally determined miRNA binding sites**

Another valuable resource for this study is the miRNA-mRNA target relationship identified experimentally with CLIP-seq based high-throughput approaches in a comprehensive and unbiased manner (35-37). The popular miRTarBase database collects and annotates such datasets (38,39). Thus, the miRTarBase CLIP-seq dataset was downloaded. The dataset identified 10,276 mRNAs with at least one miRNA binding sites. We ranked the mRNAs based on their unique miRNA binding site counts in the dataset, and repeated our analysis.

The result confirmed the specific enrichment of miRNA targeting machinery among top miRNA-targeted mRNAs (Fig. 5 and 6). Except for PPP6C mRNA, they all are located to the right of the 15% line and, thus, ranked within the top 15%, (Fig. 5A). AGO2 and AGO3 are both highly ranked, at the 4th and 47th, respectively; TNRC6B and TNRC6A at the 40th and 43rd, respectively; and so is ANKRD52, ranked within the top 2 percentile. Not surprisingly, the miRNA biogenesis mRNAs are not as highly ranked (Fig. 5A), and neither are the CNOTs, PAN2 and PAN3 mRNAs (Fig. 5B). CNOT3, CNOT8-11 and PAN3 have no miRNA site in miRTarbase dataset (Fig. 5B). Once again, DICER1 was intermediately ranked (Fig. 5A), consistent with its role as a transition point from miRNA biogenesis to target-binding activity.
Additionally, the mRNAs are plotted in Figure 6, in the same manner as in Figure 4, by steps of the miRNA pathway. Overall miRNA site count increases from the first step of miRNA biogenesis (DROSHA) towards the targeting steps (AGO phosphorylation cycle and TNRC6s), and then decreases towards downstream general effectors (Fig. 6). The increase of miRNA site counts from miRNA biogenesis to targeting has a p-value of 2.5e-3 (Fig. 5A); the decrease from targeting to downstream effector has a p-value of 2.6e-3 (Fig. 5B).

However, differences were also observed. Overall, the enrichment becomes less dramatic; the p-value is very significant, but increases to 0.003 from 2.06e-7. AGO1 and ANKRD52 both ranked high, but not as much as in the ranking based on TargetScan dataset. TNRC6A, on the other hand, became much higher ranked at the 43rd. This might be a reflection of the different biases in the two datasets. The TargetScan dataset is based on computational analysis and, due to technical necessity, covers only orthologously conserved sites. The experimental approaches for the miRTarBase dataset do not have such limitation. Instead, they tend to bias toward miRNAs and mRNAs that are expressed at high levels in the studied cells and under the specific experimental conditions; miRNAs and mRNAs that are not or lowly expressed tend to be missed. To some degree, the biases in the two datasets complement each other. The exact causes for the discrepancy between the two datasets become an interesting topic for our future investigation.

Discussion

MiRNAs are crucial components of cellular transcriptome regulatory machineries. Tremendous technical challenges remain to be solved. Among them is the low signal-to-noise ratio in miRNA binding site identification due to the shortness of the seed sequences – only 6-8 nucleotides in human. This challenge has been partially alleviated by evolutionary conservation analysis and by detecting combinatorial patterns of multiple sites. Evolutionary conservation analysis is exemplified by the TargetScan dataset. This study took advantage of this dataset and revealed novel insights into how the miRNA pathway itself is regulated. Briefly, the AGO phosphorylation cycle and the TNRC6 mRNAs seems, in terms of their numbers of unique miRNA sites, under intensive direct auto-feedback regulation by miRNAs. This is consistent with frequent auto-feedback regulation of key regulators, such as transcription factors (20). On the other hand, the upstream miRNA biogenesis steps seem not under such regulation. As for the downstream effectors, this regulation seems, though somewhat active, much less dominant. Our observation was confirmed with the miRTarBase experimentally determined dataset as well.

Why the AGO phosphorylation cycle and the TNRC6s are targeted for this direct auto-feedback-regulation is an interesting issue. These proteins link the upstream miRNA biogenesis and the downstream general mRNA inhibition machinery. It is tempting to speculate that this link serve as the rate-limiting step of the miRNA regulatory activity, as such steps generally are under tighter control. However, there seems to be no data available to test this speculation.

Our computational analysis utilized the occurrence of miRNA sites in mRNAs. The sites confer the capacity for the mRNA to be repressed by the miRNA pathway. However, intuitively, this repression should not be constitutive, as the ability to dynamically relieve the repression is operationally advantageous for the cells, e.g., for rapid protein production in case of a need for quick adaptation to signals. Unfortunately, current computational analysis techniques are
powerless in discerning such dynamics. To answer this issue, further experimental studies across different physiological conditions and/or transitions and in multiple cell types are needed.

These additional transcriptomic datasets will also enable computational mechanistic investigation into miRNA regulatory actions. While the miRNA sites and other regulatory signals embedded in mRNA sequences are the enabler of the regulatory actions, the datasets describe dynamic mRNA regulation patterns – the results of the regulatory actions. In other word, the datasets will serve as necessary inputs for computational reverse engineering efforts to decode the regulatory signals embedded in mRNA sequences. Among the many questions to be asked is whether and how specific combinatorial patterns of multiple regulatory signals dictate specific mRNA regulation patterns. The pattern can be a combination of multiple miRNA binding sites or a mix of miRNA sites with other regulatory elements, such as mRNA secondary structures.

It should be noted that miRNA-mediated mRNA inhibition exhibit technical similarities with transcription regulation by transcription factors. The complexity of regulator-target relationship applies to transcription regulation as well; a transcription factor usually regulates multiple genes, and a gene is always regulated by multiple transcription factors. And, in both cases, the consensus binding sites are short, leading to low signal-to-noise ratio in computational site predictions (40). Evolutionary conservation helped, in both cases, to alleviate this technical difficulty (41). Combinatorial patterns of multiple transcription factor binding sites and other genomic contextual information have provided additional means for improving the signal-to-noise ratios (42). It seems the combinatorial pattern of multiple sites also apply to miRNA-mediated mRNA inhibition. As our understanding of miRNA regulatory actions improves, it will be interesting to see whether additional similarities exist.

Finally, this study suggests that the overall miRNA binding site distribution pattern should be a rich source for further, technically more sophisticated, functional exploration. This distribution is currently relatively under-appreciated, perhaps due to the high levels of noise in such datasets. However, both computational and experimental approaches will improve, leading to more and more reliable datasets. It is our belief that the binding site distribution will play much more significant roles in our endeavor to a thorough understanding of miRNA-mediated transcriptome regulation.

**Materials and Methods**

*Evolutionarily conserved miRNA binding sites*

To alleviate the high noise issue associated with computational miRNA binding site prediction, we restricted our analysis to evolutionarily conserved binding sites for conserved miRNA families. The set of sites were downloaded from the TargetScan database 7.2 in July 2018 (11). At the time of download, this was the most current version. The dataset contains 120,702 evolutionarily conserved miRNA binding sites in the 3'-UTRs of 13,035 human genes. We have previously used the dataset of TargetScan 7.1 (27), with which all observations of this study were originally made. During our updating to the new version, we noticed a severe shortening of
the AGO2 3'-UTR to 895 base pairs in TargetScan 7.2, which is not consistent with the current AGO2 gene model. So, just for AGO2, we continued to use its information in TargetScan 7.1.

**Experimentally determined miRNA binding sites**

We downloaded the miRTarBase release 7.0 (September 2017 release) human data from its websites in July 2018 (38,39). At the time of download, this was the most current version. In this study, only CLIP-seq generated data was used, in order to ensure the data was generated in a comprehensive and unbiased manner. The data was used as a list of experimentally determined miRNA-mRNA target relationship.

**Computer software**

The open source software package R (version 3.3) installed on a Mac Pro desktop computer was used for data analysis and plotting. The Mann-Whitney-Wilcoxon tests were performed with the `wilcox.test()` method.
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Figure Legends

Figure 1: Distribution of miRNA binding sites in the human transcriptome and intensive targeting of AGO phosphorylation cycle and TNRC6 mRNAs by miRNAs. A histogram of human mRNAs based on their miRNA site counts is shown to illustrate the power-law relationship \( P(k) \propto (K+a)^{-\alpha} \). The two vertical lines denote positions of 0.2 and 7 percentile rankings. AGO phosphorylation cycle \( (*) \) and the TNRC6 \( (\bullet) \) mRNAs are plotted at their approximate positions to illustrate their high rankings, i.e., intensive targeting by miRNAs. The rankings are given inside the parentheses following gene symbols. The p-value for comparing the whole transcriptome and the miRNA targeting machinery mRNAs (AGO phosphorylation cycle and TNRC6) is specified inside the plot.

Figure 2: The six AGO phosphorylation cycle mRNAs share more than expected miRNA binding sites. A boxplot of numbers of shared miRNA sites of 1000 sets of randomly selected mRNAs (see text for details) is shown. A symbol is added to illustrate the significance of the observation that the six AGO phosphorylation cycle mRNAs share five sites.

Figure 3: Lower levels of miRNA-targeting of upstream miRNA biogenesis and downstream regulatory effectors. The histogram in Figure 1 is used to show the contrast in the levels of targeting by miRNAs between two groups of mRNAs. The miRNA biogenesis \( (\bullet) \) and miRNA targeting machinery \( (*) \) are shown in A, and the downstream regulatory effectors \( (\bullet) \) and miRNA targeting machinery \( (*) \) in B. In B, CNOTs 3 and 9-11 share one data point, as they have the same number of miRNA sites. The p-values of the contrast between two groups of mRNAs are specified inside both plots.

Figure 4: Specificity of auto-feedback regulation for the targeting segment of miRNA pathway. A scatter plot of mRNA miRNA binding site count is shown, with the mRNAs grouped into 6 steps of the miRNA pathway. The biogenesis steps are plotted in black, the targeting steps in red and the downstream effector in blue. The black line connects the median site counts of the 6 steps.

Figure 5: Confirmation of higher levels of miRNA-targeting of the targeting than other segments of the miRNA pathway with the miRTarBase experimental dataset. As in Figure 1, a histogram of human mRNAs based on their miRNA site counts in the miRTarBase dataset is shown, illustrating the power-law relationship. The vertical line denotes the position of 15th percentile ranking. The histogram is also used to display the contrast in the levels of targeting by miRNAs between two groups of mRNAs. The miRNA biogenesis \( (\bullet) \) and miRNA targeting machinery \( (*) \) are shown in A, and the downstream regulatory effectors \( (\bullet) \) and miRNA targeting machinery \( (*) \) in B. CNOTs 3 and 8-11 and PAN3 have no miRNA site in the miRTarbase dataset. They are plotted with one arbitrary data point (B) to help to illustrate the overall lower level of CNOT1-11 and PAN2/3 targeting by miRNAs. The p-value of the contrast between two groups of mRNAs are specified inside both plots.

Figure 6: Specificity of auto-feedback regulation for the targeting segment of miRNA pathway based on the miRTarBase experimental dataset. As in Figure 4, a scatter plot of mRNA miRNA binding site count is shown, with the mRNAs grouped into 6 steps of the miRNA pathway. The
biogenesis steps are plotted in black, the targeting steps in red and the downstream effectors in blue. The black line connects the median site counts of the 6 steps.
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![Graph showing miRNA site count versus percent of mRNAs with various miRNA biogenesis and targeting activities indicated. The graph includes points for TARBP2, DROSHA, DGCR8, XPO5, and DICER1, with a 7% line and P-value of 1.66e-3.](image-url)
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![Graph showing miRNA pathway steps and miRNA site counts. The graph includes markers for DROSHA, DGCR8, XPO5, DICER1, TARBP2, AGO phosphorylation cycle, TNRC6A/B/C, and CNOT11, PAN2/3.](image-url)
Table 1: List of the top 14 mRNAs with highest counts of unique conserved 3’-UTR miRNA binding sites (A), other AGO phosphorylation cycle and the TNRC6 mRNAs (B) and miRNA biogenesis mRNAs (C). NCBI gene symbol, description, miRNA site count and descending rank are shown. The AGO phosphorylation cycle mRNAs are highlighted by red font.

| Gene Symbol | Gene Description                                         | Site Count | Rank |
|-------------|----------------------------------------------------------|------------|------|
| ZBTB20      | Zinc finger and BTB domain containing 20                 | 105        | 1    |
| ANKR52      | Ankyrin repeat domain 52                                 | 77         | 2    |
| NUFIP2      | FMRI interacting protein 2                               | 75         | 3-4  |
| NFIB        | Nuclear factor I B                                        | 75         | 3-4  |
| AGO1        | Argonaute 1                                              | 74         | 5    |
| AGO2        | Argonaute 2                                              | 72         | 6    |
| KLF7        | Kruppel like factor 7                                     | 68         | 7    |
| LCOR        | Ligand dependent nuclear receptor corepressor            | 67         | 8-9  |
| TAOK1       | TAO kinase 1                                             | 67         | 8-9  |
| AAK1        | AP2 associated kinase 1                                   | 66         | 10   |
| AGO3        | Argonaute 3                                              | 63         | 11-14|
| NFIA        | Nuclear factor I A                                        | 63         | 11-14|
| PURB        | KH domain containing RNA binding                          | 63         | 11-14|
| CELF2       | CUGBP Elav-like family member 2                           | 63         | 11-14|
| TNRC6B      | Trinucleotide repeat containing 6B                       | 58         | 27   |
| CSNK1A1     | Casein kinase 1 alpha 1                                   | 39         | 198  |
| PPP6C       | Protein phosphatase 6 catalytic subunit                   | 38         | 223  |
| TNRC6C      | Trinucleotide repeat containing 6C                       | 31         | 446  |
| AGO4        | Argonaute 4                                              | 27         | 670  |
| TNRC6A      | Trinucleotide repeat containing 6A                       | 25         | 800  |
| DICER1      | Dicer 1, ribonuclease III                                 | 25         | 800  |
| TARBP2      | TARBP2, RISC loading complex RNA binding subunit          | 2          |      |
| XPO5        | Exportin 5                                               | 11         | 3208-3554|
| DGCR8       | DGCR8, microprocessor complex subunit                     | 9          | 3956-4391|
| DROSHA      | Drosha ribonuclease III                                  | 3          | 7739-8907|