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Abstract. A Hopf algebra is co-Frobenius when it has a nonzero integral. It is proved that the composition length of the indecomposable injective comodules over a co-Frobenius Hopf algebra is bounded. As a consequence, the coradical filtration of a co-Frobenius Hopf algebra is finite; this confirms a conjecture by Sorin Dăscălescu and the first author. The proof is of categorical nature and the same result is obtained for Frobenius tensor categories of subexponential growth. A family of co-Frobenius Hopf algebras that are not of finite type over their Hopf socles is constructed, answering so in the negative another question by the same authors.

Introduction

The Haar measure on a compact group $G$ induces a linear functional $f$ on the Hopf algebra of representative functions on $G$. The (right) invariance property of the Haar measure reads as a condition on $f$ that can be expressed in Hopf algebraic terms [H, page 28]. In [Sw2], Sweedler extended the notion of (right invariant) integral to arbitrary Hopf algebras by means of this condition. However, not every Hopf algebra admits a nonzero (right) integral; those that do are called co-Frobenius. There is an obvious left version but a right co-Frobenius Hopf algebra is automatically left co-Frobenius. Two main examples arose early in the study of this notion:

- finite dimensional Hopf algebras [LS],
- cosemisimple Hopf algebras [Sw2].

It became slowly clear that the existence of a nonzero integral is fundamentally linked with these properties: finiteness and semisimplicity. There are two instances where these relations are apparent. The first is cohomological. Let $H$ be a Hopf algebra over a field $k$ and let $M^H$ denote the category of right $H$-comodules. Given $M \in M^H$, its injective hull is denoted by $E(M)$. The next characterization summarizes several results along the years, see [L, Theorems 3 and 10], [DN] Proposition 2.3, [Do1] Lemma 1, [Do2] page 223 and [AC] Theorems 2.3 and 2.8.

Theorem 1. The following statements are equivalent:

(i) $H$ is co-Frobenius.
(ii) $E(S)$ is finite dimensional for every $S \in M^H$ simple.
(iii) $E(k)$ is finite dimensional.
(iv) $M^H$ has a nonzero finite dimensional injective object.
(v) Every $0 \neq M \in M^H$ has a nonzero finite dimensional quotient.
(vi) $M^H$ possesses a nonzero projective object.
(vii) Every $M \in M^H$ has a projective cover.
(viii) Every injective in $M^H$ is projective.
The second instance is the heuristic principle, suggested by several examples and results, that co-Frobenius Hopf algebras are somehow finite over a cosemisimple subobject. The largest cosemisimple subcoalgebra of $H$ is the coradical $H_0$, the first member of the coradical filtration $(H_n)_{n\geq 0}$. The relation between the following statements was early observed by Radford in [R2, Corollary 2]:

(a) $H$ is co-Frobenius.
(b) The coradical filtration of $H$ is finite.

It was proved there that (a) implies (b) under the assumption that $H_0$ is a Hopf subalgebra. This was derived from [R2, Proposition 4] stating that $H = H_0E(k)$ for $H$ co-Frobenius. Later, it was shown in [AD, Theorem 2.1] that (b) implies (a) and it was conjectured there that (a) $\Rightarrow$ (b) always holds. The first main result of this paper (see Section 1) is a positive answer to this conjecture, thus establishing that

**Theorem 2.** A Hopf algebra is co-Frobenius if and only if its coradical filtration is finite.

The strategy of the proof is to use that the finiteness of the coradical filtration is equivalent to bound the Loewy length of all indecomposable injective objects in $M^H$. We find, more strongly, that when $H$ is co-Frobenius their composition length is bounded by $d \dim E(k)$, where $d$ is the largest dimension of a composition factor of $E(k)$. Theorem 1.2 The proof exploits the tensor structure of the category of finite dimensional $H$-comodules and the existence of injective hulls. Indeed, we observe in Section 2 that the same result holds for Frobenius tensor categories of subexponential growth, Theorem 2.5, and provide an explicit uniform bound on the length of the indecomposable injective objects in terms of the composition series of the injective hull of the unit object.

In [AD], an alternative proof to Radford’s theorem was given, together with an analysis of the structure of a co-Frobenius Hopf algebra whose coradical is a Hopf subalgebra, along the lines of the method proposed in [AS]; see also [BDGN]. However, there are examples of co-Frobenius Hopf algebras whose coradical is not a Hopf subalgebra. A prominent one is the function algebra $O_q(G)$ of a semisimple quantum group $G$ at a root of one $q$; it was shown in [APW] that the injective hulls of the simple comodules are finite dimensional. Another approach appears in [AD] through the notion of Hopf socle. Assume that $H$ has bijective antipode. The Hopf socle $H_{soc}$ of $H$ is the span of the matrix coefficients of those simple $W \in M^H$ such that $V \otimes W$ and $W \otimes V$ are semisimple for every $V \in M^H$ simple. If $H$ is a finitely generated module over $H_{soc}$ (finite type), then $H$ is co-Frobenius [AD, Lemma 4.2]. This is another realization of the heuristic principle above since $O_q(G)$ is of finite type over its Hopf socle $O(G)$. The following natural question was posed in [AD, page 153]: Is any co-Frobenius Hopf algebra $H$ of finite type over $H_{soc}$? Our second main result gives a negative answer to this question. After presenting an initial direct example in Theorem 3.1 and Proposition 3.2, we construct in Subsection 3.3 a new family of infinite dimensional co-Frobenius Hopf algebras $D(m, \omega, (q_i)_{i \in I}, \alpha)$, depending on a natural number $m$, a root of unity $\omega$ whose order $n$ divides $m$, a scalar $\alpha$, a nonempty set $I$, and a family $(q_i)_{i \in I}$ of nonzero scalars. Theorem 3.7 characterizes when $D(m, \omega, (q_i)_{i \in I}, \alpha)$ is of finite type over its Hopf socle and yields as a consequence:
Theorem 3. The Hopf algebra \( D(m,\omega, (q_i)_{i \in I}, \alpha) \) is not of finite type over its Hopf socle if \( \alpha \neq 0 \) and at least one of the \( q_i \)'s is not a root of one.

The construction of \( D(m,\omega, (q_i)_{i \in I}, \alpha) \) is inspired by the presentation by generators and relations of the dual of a lifting of a quantum line, see Subsection 3.2, but blowing-up, in some sort, part of the structure. This seems to be a novel point of view that is being explored.

In Section 4 we construct other examples of co-Frobenius Hopf algebras, over fields of positive characteristic, that are not of finite type over their Hopf socles. They are smash products of a group algebra and the function algebra of a finite abelian group. An example of an infinite dimensional co-Frobenius Hopf algebra with trivial Hopf socle is given.

Although the answer to the question in [AD, page 153] is negative, the heuristic principle remains unscathed because the examples presented here fit into a cleft exact sequence of Hopf algebras where the kernel is finite dimensional and the cokernel cosemisimple. We wonder whether any co-Frobenius Hopf algebra is an extension of some sort (short exact sequence, bosonization or else) of a finite dimensional and co-Frobenius Hopf algebra. For example, the function algebra \( \mathcal{O}(G) \) of an affine group scheme \( G \) is co-Frobenius if and only if \( G \) contains a linearly reductive subgroup (not necessarily normal) of finite index [Dn2, page 218]. In this case, \( \mathcal{O}(G) \) fits into a short exact sequence where the kernel is not a normal Hopf subalgebra but a coideal subalgebra instead.

Preliminaries. For basic notions and results on Hopf algebra theory and unexplained terminology we refer to [DNR, M] or [Sw1]. Throughout we will work over a ground field \( k \). We write \( k^\times \) for \( k\setminus\{0\} \). Vector spaces, linear maps, and unadorned tensor products are always over \( k \). The comultiplication and counit of a coalgebra are denoted by \( \Delta \) and \( \varepsilon \) respectively. For a Hopf algebra \( H \) its antipode is denoted by \( S \) and its group of group-like elements by \( G(H) \). Given \( g,h \in G(H) \) we set \( P_{g,h}(H) = \{ x \in H : \Delta(x) = g \otimes x + x \otimes h \} \). A left integral \( \int \) for \( H \) satisfies \( \int(h(2))h(1) = \int(h)1_H \) for all \( h \in H \). Recall from [DNR, page 197] that if \( \int \neq 0 \) there exists a unique \( g \in G(H) \) such that \( \int(h(1))h(2) = \int(h)g \) for all \( h \in H \). Such an element is called the distinguished group-like element of \( H \).

The Loewy series of a right \( H \)-comodule \( M \) is the series

\[
0 \subset \text{Soc}(M) \subset \text{Soc}^2(M) \subset \cdots \subset \text{Soc}^n(M) \subset \cdots \subset \bigcup_{m \in \mathbb{N}} \text{Soc}^m(M) = M,
\]

defined as follows: \( \text{Soc}(M) \) is the socle of \( M \), i.e., the sum of all simple subcomodules of \( M \). For \( n > 1 \), \( \text{Soc}^n(M) \) is the unique subcomodule of \( M \) satisfying \( \text{Soc}^{n-1}(M) \subset \text{Soc}^n(M) \) and \( \text{Soc}(M/\text{Soc}^{n-1}(M)) = \text{Soc}^n(M)/\text{Soc}^{n-1}(M) \), see [C, 1.4] or [DNR, page 121]. An alternative description of this series is through the coradical filtration: let \( \rho : M \to M \otimes H_n \) denote the structure map of \( M \), then \( \text{Soc}^{n+1}(M) = \rho^{-1}(M \otimes H_n) \), see [DNR, Lemma 3.1.9]. If \( M = \text{Soc}^n(M) \) for some \( n \), the Loewy length of \( M \) is defined to be \( \ell(M) = \min\{m \in \mathbb{N} : M = \text{Soc}^m(M)\} \). Otherwise, \( \ell(M) = \infty \). The coradical filtration of \( H \) coincides with the Loewy series of \( H \), either as a right or left comodule.
1. The coradical filtration of a co-Frobenius Hopf algebra is finite

Let $H$ be a co-Frobenius Hopf algebra. To prove that $H$ has finite coradical filtration, we use a criterion from [C]. Let $\{S_i\}_{i \in I}$ be a full set of representatives of simple right $H$-comodules. Then $H \cong \bigoplus_{i \in I} E(S_i)^{n_i}$, with $n_i \in \mathbb{N}$ for all $i \in I$. Since $H$ is co-Frobenius, $E(S_i)$ is finite dimensional for all $i \in I$ and hence it has finite Loewy length. Observe that $\ell(E(S_i)) \leq \dim E(S_i)$, where $\ell(E(S_i))$ denotes the composition length of $E(S_i)$. Since the Loewy series commutes with direct sums, we have:

Proposition 1.1. [C, Proposition 3.1] $H$ has finite coradical filtration if and only if the set $\{\ell(E(S_i))\}_{i \in I}$ is bounded.

Thus, it would be sufficient to show that the set $\{\ell(E(S_i))\}_{i \in I}$ is bounded. Indeed, we will prove the stronger statement: the set $\{\ell(E(S_i))\}_{i \in I}$ is bounded.

Theorem 1.2. Let $S \in \mathcal{M}^H$ be simple and $d$ the largest dimension of a composition factor of $E(k)$. Then $\ell(E(S)) \leq d \dim E(k)$.

Proof. Let $W$ be a composition factor of $E(S)$. Then $\text{Hom}_H(E(S), E(W)) \neq 0$. Consider $E(W)$ as a submodule of $W \otimes E(k)$ and take a nonzero morphism $f : E(S) \to W \otimes E(k)$. We know, see for example [C, Theorem 5.2], that $E(S)$ has a unique simple quotient, isomorphic to $k g \otimes S^{**}$, where $g$ is the distinguished group-like element of $H$. So $k g \otimes S^{**}$ is a composition factor of $\text{Im}(f)$ and $W \otimes E(k)$. There is a composition factor $U$ of $E(k)$ such that $k g \otimes S^{**}$ is a composition factor of $W \otimes U$. Then $\dim S \leq \dim W \dim U \leq d \dim W$.

Set $n = \ell(E(S))$ and let $W_1, \ldots, W_n$ be the composition factors of $E(S)$. We have

$$\dim S \dim E(k) = \dim S \otimes E(k) \geq \dim E(S) = \sum_{j=1}^{n} \dim W_j \geq n \frac{\dim S}{d}.$$ 

From here, $n \leq d \dim E(k)$.

A small variation of the above arguments gives a bound for the length of $S \otimes X$, with $X \in \mathcal{M}^H$ of finite dimension, in terms of data not depending on $S$. Viewing $E(S)$ as a submodule of $S \otimes E(k)$, we get another bound for $E(S)$. It is less tight than the previous one but the proof is simpler and generalizable to tensor categories, as we will see in the next section.

Proposition 1.3. Let $X, S \in \mathcal{M}^H$ with $S$ simple and $\dim X < \infty$. Let $b_X$ denote the largest dimension of a composition factor of $E(k) \otimes X^*$. Then $\ell(S \otimes X) \leq b_X \dim X$.

Proof. Let $W$ be a composition factor of $S \otimes X$. Then $\text{Hom}_H(S \otimes X, E(W)) \neq 0$. Using the adjunction, $\text{Hom}_H(S, E(W) \otimes X^*) \neq 0$. Consider $E(W)$ included in $W \otimes E(k)$. Since $S$ is simple, it can be viewed as a submodule of $W \otimes E(k) \otimes X^*$. There is a composition factor $U$ of $E(k) \otimes X^*$ such that $S$ is a composition factor of $W \otimes U$. Then $\dim S \leq \dim W \dim U \leq b_X \dim W$. Now proceed as at the end of the previous proof.

This new bound can be slightly improved as follows:
Corollary 1.4. Let $X, S \in \mathcal{M}^H$ with $S$ simple and $\dim X < \infty$. Let $r$ be the number of 1-dimensional composition factors of $X$. Then:

$$\ell(S \otimes X) \leq b_X \dim X - r(b_X - 1).$$

Proof. Set $n = \ell(X)$. Let $X_1, \ldots, X_n$ be the composition factors of $X$ and assume that $X_{n-r+1}, \ldots, X_n$ are 1-dimensional. Then $X_j^*$ is a composition factor of $X^*$ for $j = 1, \ldots, n$. A composition series of $X^*$ gives rise to a series of $E(\mathbb{k}) \otimes X^*$ whose factors are isomorphic to $E(\mathbb{k}) \otimes X_j^*$ for $j = 1, \ldots, n$. Each composition factor of $E(\mathbb{k}) \otimes X_j^*$ is a composition factor of $E(\mathbb{k}) \otimes X^*$. Then $b_{X_j} \leq b_X$. Finally,

$$\ell(S \otimes X) = \sum_{j=1}^{n} \ell(S \otimes X_j) = \sum_{j=1}^{n-r} \ell(S \otimes X_j) + r \leq r + \sum_{j=1}^{n-r} b_{X_j} \dim X_j \leq b_X (\dim X - r) + r.

For $X, Y \in \mathcal{M}^H$ of finite dimension, the previous result implies that

$$\ell(Y \otimes X) \leq \ell(Y)(b_X \dim X - r(b_X - 1)).$$

Corollary 1.5. Let $S \in \mathcal{M}^H$ be simple. Let $b$ denote the largest dimension of a composition factor of $E(\mathbb{k}) \otimes E(\mathbb{k})^*$. Assume that there are $r$ composition factors of $E(\mathbb{k})$ of dimension 1. Then:

$$(1.1) \quad \ell(E(S)) \leq b \dim E(\mathbb{k}) - r(b - 1) \leq b \dim E(\mathbb{k}) - 2(b - 1).$$

Proof. The first inequality is a consequence of Corollary 1.4. For the second one, recall from the proof of Theorem 1.2 that $E(\mathbb{k})$ has a unique simple quotient, isomorphic to $kg$. Hence $r \geq 2$.

Remark 1.6. Observe that if $H$ is pointed, then $\ell(E(S)) = \ell(E(\mathbb{k})) = \dim E(\mathbb{k})$ for every $S \in \mathcal{M}^H$ simple. In this case, the bounds in Theorem 1.2 and Corollary 1.5 are tight because $d = b = 1$ and $r = \dim E(\mathbb{k})$. However, they are not so in general, as the next example shows.

Assume that $\mathbb{k}$ contains a primitive 3rd root of unity $q$. Denote by $H$ the dual Hopf algebra of the Frobenius-Lusztig kernel $u_q(\mathfrak{sl}_2(\mathbb{k}))$. There are 3 simple comodules: $V_0 = \mathbb{k}, V_1$, and $V_2$ of dimensions 1, 2, and 3 respectively. The comodule $V_2$ is injective, see, e.g., [A page 158]. The injective hull of $V_1$ is $V_1 \otimes V_2$. Its composition factors are $V_0$ and $V_1$ repeated twice each. Then $\ell(E(V_1)) = 4$. The decomposition of $V_1 \otimes E(V_1)$ is $V_2 \oplus V_2 \oplus E(\mathbb{k})$. Hence $\dim E(\mathbb{k}) = 6$. The composition factors of $E(\mathbb{k})$ are $V_0$ and $V_1$ repeated twice each. Then $d = r = 2$. The bound in Theorem 1.2 gives 12 to approximate 4.

On the other hand, $E(\mathbb{k})^* \simeq E(\mathbb{k})$ because the distinguished group-like element is trivial in this example. We have the decomposition $V_1 \otimes E(\mathbb{k}) \simeq V_2 \oplus V_2 \oplus E(V_1)$ and so $\ell(V_1 \otimes E(\mathbb{k})) = 2 + \ell(E(V_1))$. This also implies that $V_2$ occurs as a composition factor of $E(\mathbb{k}) \otimes E(\mathbb{k})^*$. Hence $b = 3$. The error of approximating $\ell(E(V_1))$ by $\ell(V_1 \otimes E(\mathbb{k}))$ is 2. The bound in Corollary 1.5 gives 14 to approximate 4.
2. Finiteness of the coradical filtration for Frobenius tensor categories

We show in this section that part of the arguments used above to prove that a co-Frobenius Hopf algebra has finite coradical filtration works in the more general setting of Frobenius tensor categories of subexponential growth. This allows one to obtain the same result, for instance, for co-Frobenius co-quasi-Hopf algebras.

We refer the reader to [EO] for terminology, basic notions and the results on tensor categories needed in the sequel.

2.1. Artinian categories and the coradical filtration. An essentially small\(^1\) abelian category \(\mathcal{C}\) over \(k\) is called artinian if objects have finite length and Hom spaces are finite dimensional. This amounts to that \(\mathcal{C}\) is equivalent to the category \(m^{\mathcal{C}}\) of finite dimensional right comodules over a coalgebra \(C\) over \(k\) (which is uniquely determined up to an equivalence), see section on reconstruction theory in [EGNO] and [T, Theorem 5.1]. Notice that the terminology used there for artinian is locally finite.

Let \(\mathcal{C}\) be an artinian category. For \(X \in \mathcal{C}\) denote, as before, by \(\ell(X)\) and \(\ell\ell(X)\) the length and Loewy length of \(X\) respectively. The category \(\mathcal{C}\) admits a filtration \((\mathcal{C}_n)_{n \geq 0}\), called coradical filtration, where \(\mathcal{C}_n\) is the full subcategory consisting of objects of Loewy length less or equal than \(n+1\). Considering \(\mathcal{C}\) as equivalent to \(m^{\mathcal{C}}\), we have that \(\mathcal{C}_n\) is equivalent to \(m^{\mathcal{C}_n}\), where \(C_n\) is the \(n\)-th member of the coradical filtration of \(C\).

2.2. Tensor categories of subexponential growth. Assume that \(k\) is algebraically closed. Here, by a tensor category we mean a rigid monoidal artinian category over \(k\) with unit object \(1\), in which the tensor product is bilinear on morphisms, and \(\text{End}(1) = k\). The following definition is essentially due to Deligne, see [De1, Proposition 0.5].

**Definition 2.1.** A tensor category \(\mathcal{C}\) has subexponential growth if for any \(X \in \mathcal{C}\) there exists a constant \(K \geq 1\) such that \(\ell(X^\otimes n) \leq Kn\) for large enough \(n\). The infimum of such \(K\) is called the spectral radius of \(X\) and denoted by \(\rho(X)\).

**Remark 2.2.**
1. If \(\mathcal{C} = m^H\) for a (co-quasi-) Hopf algebra \(H\), then it is clear that \(\mathcal{C}\) has subexponential growth, and \(\rho(X) \leq \dim X\).

2. More generally, assume that \(\mathcal{C}\) admits a dimension function, i.e., a function \(X \mapsto \dim(X) \in \mathbb{R}^+_0\) on isomorphism classes of objects, satisfying the following properties: \(\dim(1) = 1\), \(\dim(X^*) = \dim(X)\), \(\dim(Z) = \dim(X) + \dim(Y)\) for an exact sequence \(0 \to X \to Z \to Y \to 0\), and \(\dim(X \otimes Y) = \dim(X)\dim(Y)\). Then \(\mathcal{C}\) has subexponential growth, and \(\rho(X) \leq \dim(X)\). Indeed, since for \(X \neq 0\), the object \(X \otimes X^*\) contains \(1\), we see that \(\dim(X) \geq 1\). The additivity of \(\dim\) gives \(\ell(X) \leq \dim(X)\), which implies the statement.

3. Let \(\mathcal{C}\) be a tensor category. Suppose that its Grothendieck ring admits a unital complex matrix representation \(\pi\) such that \(\pi(X)\) is a matrix of size \(m\) with nonnegative real entries for any \(X \in \mathcal{C}\) (e.g., this holds if \(\mathcal{C}\) has a module category.

\(^1\)This means that the isomorphism classes of objects form a set.
M with finitely many simple objects). Then \( \mathcal{C} \) has subexponential growth. Indeed, we have

\[
\ell(X^\otimes n) \leq [X^\otimes n \otimes X^* \otimes n : 1] \leq \frac{1}{m} \tr(\pi(X)^n \pi(X^*))^n.
\]

The latter grows exponentially with \( n \) since so do the matrix elements of \( \pi(X)^n \) and \( \pi(X^*)^n \). Here \([X^\otimes n \otimes X^* \otimes n : 1]\) denotes the multiplicity of \( 1 \) in a composition series of \( X^\otimes n \otimes X^* \otimes n \).

4. There exist tensor categories which do not have subexponential growth, e.g., the categories \( \text{Rep}(S_t) \), \( t \in \mathbb{C} \), obtained by extrapolating of the representation categories of the symmetric groups \( S_n \), defined by Deligne in [De2].

2.3. Frobenius tensor categories. The following definition is inspired by the previous considerations on the category of finite dimensional comodules over a co-Frobenius Hopf algebra, see Theorem 1.

**Definition 2.3.** A tensor category \( \mathcal{C} \) is called Frobenius if each simple object has an injective hull. Equivalently, \( \mathcal{C} \) has injective hulls.

**Remark 2.4.** It is known, see [EO], Proposition 2.3, that duals of projective objects in a tensor category are injective, and vice versa. Since \( X \cong (X^*)^\ast \) for any object \( X \), a tensor category is Frobenius if and only if it has projective covers.

Semisimple tensor categories are Frobenius. In particular, Deligne’s tensor category \( \text{Rep}(S_t) \) is Frobenius for \( t \notin \mathbb{Z}_{\geq 0} \). Easy examples of Frobenius tensor categories that do not arise from \( m^H \) for a (co-quasi-) Hopf algebra \( H \) can be constructed by tensoring \( m^H \) with a fusion category of irrational dimension.

As before, for \( X \in \mathcal{C} \), let \( E(X) \) denote the injective hull of \( X \). Let \( \{S_i\}_{i \in I} \) be a full set of representatives of the simple objects in \( \mathcal{C} \). Given \( X, S \in \mathcal{C} \) with \( S \) simple, \([X : S]\) stands for the number of occurrences of \( S \) in a composition series of \( X \). Notice that \([X : S] = \dim \text{Hom}(X, E(S))\) and \([X : S] \geq \dim \text{Hom}(S, X)\).

The next result is a generalization of Theorem 1.2 and Corollary 1.3, with a weaker bound on the length.

**Theorem 2.5.** The coradical filtration of a Frobenius tensor category \( \mathcal{C} \) of subexponential growth is finite. More precisely, its Loewy length does not exceed

\[
\sum_{i \in I} [E(1) : S_i] \rho(S_i \otimes E(1) \otimes S_i^*)
\]

We need several preliminary results to establish Theorem 2.5.

**Lemma 2.6.** Let \( X, S \in \mathcal{C} \) with \( S \) simple. Then \([S \otimes X : S] \leq \rho(X)\).

**Proof.** Write \( m = [S \otimes X : S] \). Clearly, \( m^r \leq [S \otimes X^{\otimes r} : S] \) for any \( r \geq 1 \). Thus,

\[
m^r \leq \dim \text{Hom}(S \otimes X^{\otimes r}, E(S)) = \dim \text{Hom}(X^{\otimes r}, S \otimes E(S)) \leq K_S \ell(X^{\otimes r})
\]

for some constant \( K_S \) depending only on \( S \). This implies that \( m \leq \rho(X) \).

**Proposition 2.7.** Let \( S \) be a simple object of \( \mathcal{C} \). Then \( \ell(S \otimes X) \leq \rho(X \otimes E(1) \otimes X^*) \).
Proof. Let $W$ be a composition factor of $S \otimes X$. Then

$$[S \otimes X : W] = \dim \text{Hom}(S \otimes X, E(W)) = \dim \text{Hom}(S, E(W) \otimes X^*) .$$

Hence $[S \otimes X : W] \leq \dim \text{Hom}(S, W \otimes E(1) \otimes X^*)$, as $E(W)$ is a direct summand of $W \otimes E(1)$. Let $W_1, \ldots, W_n$ be the different composition factors of $S \otimes X$. We have

$$[S \otimes X \otimes E(1) \otimes X^* : S] = \sum_{j=1}^n [W_j \otimes E(1) \otimes X^* : S][S \otimes X : W_j]$$

$$\geq \sum_{j=1}^n \dim \text{Hom}(S, W_j \otimes E(1) \otimes X^*)$$

$$\geq \sum_{j=1}^n \dim \text{Hom}(S \otimes X, E(W_j))$$

$$= \sum_{j=1}^n [S \otimes X : W_j]$$

$$= \ell(S \otimes X).$$

By Lemma 2.6, $\ell(S \otimes X) \leq \rho(X \otimes E(1) \otimes X^*)$, as desired. \qed

Corollary 2.8. For any $V \in \mathcal{C}$ simple,

$$\ell(E(V)) \leq \sum_{i \in I} |E(1) : S_i| \rho(S_i \otimes E(1) \otimes S_i^*) .$$

Proof. One has $\ell(E(V)) \leq \ell(V \otimes E(1)) = \sum_{i \in I} |E(1) : S_i| \ell(V \otimes S_i)$, and the latter is bounded by $\sum_{i \in I} |E(1) : S_i| \rho(S_i \otimes E(1) \otimes S_i^*)$ in view of Proposition 2.7. \qed

Now Theorem 2.5 follows from the fact that the length of the coradical filtration of $\mathcal{C}$ is the maximal Loewy length of an indecomposable injective object.

Remark 2.9. By Proposition 2.7, any Frobenius tensor category of subexponential growth satisfies $\ell(S \otimes X) \leq K(X)$, namely, $K(X) = \rho(X \otimes E(1) \otimes X^*)$. Conversely, any Frobenius tensor category $\mathcal{C}$ with this property is necessarily of subexponential growth. For, assume that for each $X, S \in \mathcal{C}$ with $S$ simple, there is $K(X)$ such that $\ell(S \otimes X) \leq K(X)$. This implies that for $Y \in \mathcal{C}$ arbitrary, $\ell(Y \otimes X) \leq \ell(Y)K(X)$. Then $\ell(Y \otimes Y) \leq K(X)^n$ for all $n \geq 1$. Since Deligne’s tensor category $\text{Rep}(S_i)$ has not subexponential growth, there is no bound here for $\ell(S \otimes X)$ depending only on $X$ and not on $S$ (this is also easy to see directly, e.g., when $X$ is the analog of the permutation representation of $S_n$).

Remark 2.10. Suppose that $\mathcal{C}$ has a dimension function $\text{Dim}$. Theorem 1.2, Proposition 1.3 and Corollaries 1.4 and 1.5 hold in $\mathcal{C}$ with exactly the same proofs. The role of the 1-dimensional comodules is played by the invertible objects. The existence and invertibility of the distinguished group-like element $g$ is shown in $[EO]$ 2.8. Notice that the finiteness assumption there on the isomorphism classes of simple objects is not used for this. The key point is that duals of projective objects are projective. For $S \in \mathcal{C}$ simple, that $E(S)$ has a unique simple quotient, isomorphic to $kg \otimes S^*$, follow from Lemmata 2.9 and 2.10 and Corollary 2.11 in $[EO]$. With notation as there, the
injective hull $E_i$ of the simple $L_i$ is isomorphic to $(P_i)^* \simeq P_{D_i^*}$. By Lemma 2.10, $P_{D_i^*} \simeq P_{D_i^*} \otimes L_g$. By Lemma 2.9 and Corollary 2.11, $P_{D_i^*} \simeq L_g \otimes P_{D_i^*} \otimes L_g^*$. Then $E_i \simeq L_g \otimes P_{D_i^*} \otimes L_g^* \otimes L_g \simeq L_g \otimes P_{D_i^*}$. From here, the head of $E_i$ is isomorphic to $L_g \otimes L_{D_i^*}$.

3. A family of co-Frobenius Hopf algebras not of finite type over the Hopf socle

Before constructing the family of Hopf algebras described in the title, we present an example that tackles directly the problem of the finiteness over the Hopf socle.

3.1. An initial example. We assume in this subsection that char $k = 0$. Consider the Hopf algebra $A$ generated by $g, h$ subject to the relations $g^2 = 1$ and $gh = -hg$, where $g$ is group-like and $h$ is $(g, 1)$-primitive. The example will be realized as a Hopf subalgebra of the finite dual Hopf algebra $A^!$.

For $z \in \mathbb{Z}$ let $J_z$ denote the ideal generated by $h^2 - z$. The algebra $A_z = A/J_z$ is isomorphic to $M_2(k)$ when $z \neq 0$. Writing $\bar{g}, \bar{h}$ for the class of $g, h$ respectively, the isomorphism is defined by:

$$
\bar{g} \mapsto \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \bar{h} \mapsto \begin{pmatrix} 0 & 1 \\ z & 0 \end{pmatrix}.
$$

Let $S_z$ be the unique (up to isomorphism) simple left $A_z$-module. It is also simple when viewed as a left $A$-module via the canonical projection $\pi_z : A \to A_z$. For $z = 0$ the algebra $A_0$ is just Sweedler Hopf algebra $H_4$ and $\pi_0$ is a Hopf algebra morphism. Recall that $H_4$ has two simple modules: $\mathbb{k}$, and $\mathbb{k}_\chi$ given by the character $\chi : H_4 \to k, \bar{g} \mapsto -1, \bar{h} \mapsto 0$. Let $E(\mathbb{k})$ and $E(\mathbb{k}_\chi)$ denote the injective hulls (as $H_4$-modules) of $\mathbb{k}$ and $\mathbb{k}_\chi$ respectively. These four modules are (up to isomorphism) all the indecomposable left modules over $H_4$.

Consider now the category $\text{Rep}(A)$ of finite dimensional left $A$-modules. Let $\mathcal{C}$ be the full subcategory of $\text{Rep}(A)$ consisting of objects $V$ on which $h^2$ acts by a semisimple linear operator with integer eigenvalues.

Write $V = \bigoplus_{i=1}^m V(z_i)$, where $z_i \in \mathbb{Z}$ and $V(z_i) = \{ v \in V : h^2 \cdot v = z_i v \}$ for all $i = 1, \ldots, m$. Since $h^2$ is central, $V(z_i)$ is an $A$-submodule of $V$. If $z_i \neq 0$, then the $A$-action on $V(z_i)$ factors through $A_z$, and $V(z_i) \cong S_{z_i}^{(n)}$ as an $A$-module for some $n_i \geq 1$. If $z_i = 0$, then the $A$-action on $V(0)$ factors through $H_4$ and $V(0)$ is isomorphic to a finite direct sum of copies of $\mathbb{k}, \mathbb{k}_\chi, E(\mathbb{k}),$ and $E(\mathbb{k}_\chi)$. Conversely, $h^2$ acts by a semisimple linear operator with integer eigenvalues on any object of $\text{Rep}(A)$ isomorphic to a finite direct sum of copies of $\mathbb{k}, \mathbb{k}_\chi, E(\mathbb{k}),$ and $S_{z_i}$'s. This totally describes the objects of $\mathcal{C}$.

**Theorem 3.1.** The category $\mathcal{C}$ is a tensor subcategory of $\text{Rep}(A)$. It is tensor equivalent to $m^H$ for a co-Frobenius Hopf algebra $H$ which is not of finite type over its Hopf socle.

**Proof.** That $\mathcal{C}$ is an abelian subcategory of $\text{Rep}(A)$ follows from the assumption on the action of $h^2$. By the same reason, $E(\mathbb{k})$ is injective in $\mathcal{C}$, and it is the injective hull of $\mathbb{k}$. Given $V, W \in \mathcal{C}$, since $h^2$ is primitive, it acts as a semisimple linear operator on $V \otimes W$. Notice that $h^2 \cdot (V(z) \otimes W(z')) \subseteq (V \otimes W)(z + z')$ for $z, z' \in \mathbb{Z}$. Moreover, if $V = \bigoplus_{i=1}^m V(z_i)$, then $V^* = \bigoplus_{i=1}^m V^*(-z_i)$ because $S(h^2) = -h^2$. This shows that...
\[ \mathcal{C} \] is a tensor subcategory of \( \text{Rep}(A) \). The forgetful functor \( U : \mathcal{C} \to \text{Vec}_k \) is a fiber functor. By reconstruction theory, there is a tensor equivalence \( F \) from \( \mathcal{C} \) to \( m^H \) for some Hopf algebra \( H \). This Hopf algebra must be co-Frobenius because \( F(E(k)) \) has finite length.

Finally, we prove that \( H \) is not of finite type over its Hopf socle \( H_{\text{soc}} \). By the form of the objects in \( \mathcal{C} \), the only (up to isomorphism) simple objects are \( k, k_X, \) and \( S_z \) for \( z \in \mathbb{Z}^\circ \). Here \( \mathbb{Z}^\circ = \mathbb{Z} \setminus \{0\} \). It is not difficult to check directly that the multiplication rules for them are the following:

\[
\begin{align*}
\kappa_X \otimes k_X &\simeq k, & k_X \otimes S_z &\simeq S_z \otimes k_X, & S_z \otimes S_z' &\simeq \begin{cases} 
H_4 & \text{if } z' = -z, \\
S^2_{z+z'} & \text{otherwise}.
\end{cases}
\end{align*}
\]

Then, \( H_{\text{soc}} \) has only two simple comodules and hence it is finite dimensional. Since \( H \) is infinite dimensional, it cannot be of finite type over \( H_{\text{soc}} \). \( \Box \)

**Proposition 3.2.** The Hopf algebra \( H \) of the previous theorem is presented by generators \( u, x, a^{\pm 1} \) and defining relations:

\[
(3.3) \quad u^2 = 1, \quad x^2 = 0, \quad ux = -xu, \quad a^{\pm 1} a^{\mp 1} = 1, \quad ua = au, \quad ax = xa.
\]

Its comultiplication, counit, and antipode are given by:

\[
\Delta(u) = u \otimes u, \quad \Delta(x) = u \otimes x + x \otimes 1, \quad \Delta(a^{\pm 1}) = a^{\pm 1} \otimes a^{\mp 1} \pm xa^{\pm 1} \otimes xa^{\mp 1},
\]

\[
\varepsilon(u) = 1, \quad \varepsilon(x) = 0, \quad \varepsilon(a^{\pm 1}) = 1,
\]

\[
S(u) = u, \quad S(x) = xu, \quad S(a^{\pm 1}) = a^{\mp 1}.
\]

**Proof.** Each object \( X \in \mathcal{C} \) is naturally a finite dimensional right \( A^0 \)-comodule. Let \( cf(X) \) denote the coefficient space of \( X \). Then \( H := \sum_{X \in \mathcal{C}} cf(X) \) is a Hopf subalgebra of \( A^0 \) because \( \mathcal{C} \) is a tensor subcategory of \( \text{Rep}(A) \). The category \( m^H \) is a tensor equivalent to \( \mathcal{C} \). By the form of the objects in \( \mathcal{C} \), it suffices to consider the family \( \mathcal{F} = \{k, k_X, E(k), E(k_X)\} \cup \{S_z : z \in \mathbb{Z}^\circ\} \) to reconstruct \( H \), that is, \( H = \sum_{X \in \mathcal{F}} cf(X) \). To describe the elements of \( H \), recall that \( cf(X) \) is isomorphic to \((A/\text{Ann}(X))^*\), as a coalgebra, viewing \((A/\text{Ann}(X))^*\) inside \( A^0 \) through the dual map of the canonical projection of \( A \) onto \( A/\text{Ann}(X) \).

The set \( \{g^ih^j : 0 \leq i \leq 1, 0 \leq j \leq 1\} \) is a basis of \( A \). For each \( z \in \mathbb{Z} \) we consider \( A_{x}^z \) inside \( A^0 \) through \( \pi_{x}^z : A_{x}^z \to A^0 \). Let \( u, x \in H_4^1 \) be defined by \( \langle u, g^ih^j \rangle = (-1)^i \delta_{j,0} \) and \( \langle x, g^ih^j \rangle = (-1)^j \delta_{i,1} \), with \( 0 \leq i, j \leq 1 \). The assignment \( u \to g, x \to h \) gives a Hopf algebra isomorphism between \( H_4^1 \) and \( H_4 \). View \( u, x \) inside \( A^0 \) through \( \pi_{x}^z \). Since it is a Hopf algebra morphism, we obtain the given relations and formulae for the comultiplication, counit, and antipode of \( u \) and \( x \).

We now discuss the case \( z \neq 0 \). Recall from (3.2) that \( A_z \simeq M_2(k) \). For \( r, s = 1, 2 \) let \( c(z)_{rs} \) be the matrix with 1 in the entry \((r, s)\) and zero elsewhere. Under the previous isomorphism,

\[
\begin{align*}
c(z)_{11} &\mapsto \frac{1}{2}(1+g), & c(z)_{12} &\mapsto \frac{1}{2}(h+g\bar{h}), & c(z)_{21} &\mapsto \frac{1}{2z}(h-g\bar{h}), & c(z)_{22} &\mapsto \frac{1}{2}(1-g).
\end{align*}
\]
Let \( \{C(z)_{rs}\}_{r,s=1}^2 \subset M_2(\mathbb{k})^* \) be the dual basis of the above one. Then,
\[
\Delta(C(z)_{rs}) = \sum_{k=1}^{2} C(z)_{rk} \otimes C(z)_{ks}, \quad \varepsilon(C(z)_{rs}) = \delta_{rs}.
\]
These elements can be considered inside \( A^0 \) as follows:
\[
\langle C(z)_{11}, g^i h^j \rangle = z^{\frac{1}{2}} \delta_{ij,0}, \quad \langle C(z)_{12}, g^i h^j \rangle = z^{\frac{1}{2}} \delta_{ij,1},
\]
\[
\langle C(z)_{21}, g^i h^j \rangle = (-1)^i z^{\frac{1}{2}} \delta_{ij,1}, \quad \langle C(z)_{22}, g^i h^j \rangle = (-1)^i z^{\frac{1}{2}} \delta_{ij,0}.
\]
Here \([j]\) stands for the class of \( j \) modulo 2. The following relations can be easily checked by direct computation:
\[
C(z)_{22} = uC(z)_{11} = C(z)_{11}u, \quad C(z)_{21} = zC(z)_{11} = zC(z)_{11}x,
\]
\[
C(z)_{12} = xuC(z)_{11} = C(z)_{11}zu, \quad C(z + z')_{11} = C(z)_{11}C(z')_{11} \text{ if } z' \neq -z,
\]
\[
C(z)_{11}C(-z)_{11} = 1, \quad S(C(z)_{11}) = (-z)_{11}.
\]
Writing \( a = C(1)_{11} \), we obtain \( C(-1)_{11} = a^{-1} \) and
\[
C(z)_{11} = a z^2, \quad C(z)_{12} = xua z^2, \quad C(z)_{21} = zx a z^2, \quad C(z)_{22} = ua z^2 \text{ for all } z \in \mathbb{Z}^2.
\]
Also, \( ua = au \) and \( xa = ax \). The comultiplication of \( a \) and \( a^{-1} \) read as
\[
\Delta(a) = a \otimes a + xua \otimes xa, \quad \Delta(a^{-1}) = a^{-1} \otimes a^{-1} - xua^{-1} \otimes xa^{-1},
\]
and the antipode \( S(a^{\pm 1}) = a^{\mp 1} \). The previous relations show that \( H \) equals the subalgebra generated by \( u, x, \) and \( a^{\pm 1} \).

We have \( H = H_4 + (\sum_{z \in \mathbb{Z}^2} A^*_z) \). The second sum is direct since it consists of simple subcoalgebras. Moreover, \( H_4 \cap (\sum_{z \in \mathbb{Z}^2} A^*_z) = 0 \) because otherwise either \( \mathbb{k} \) or \( ku \) would be contained in some \( A^*_z \), which is not possible. This, together with the previous relations, implies that the set \( \{x^i u^j a^z : 0 \leq i, j \leq 1, z \in \mathbb{Z}\} \) is a basis of \( H \). From here, it easily follows that \( H \) is presented by \( u, x \) and \( a^{\pm 1} \) and defining relations \([3.3]\). Notice that \( H \cong H_4 \otimes \mathbb{k} \mathbb{Z} \) as algebras.

In the next subsections we construct a large family of infinite dimensional co-Frobenius Hopf algebras that, apart from producing other examples to the above question, are interesting in its own for several reasons. This family is completely new and it does not fit in any of the general approaches to construct examples of co-Frobenius Hopf algebras, \([AD]\) Section 3 and \([BD\text{G}N]\) Section 4). It provides examples of Hopf algebras generated by the coradical, a property stressed in \([AC\text{]}\) Theorem 1.3]. We will adopt a point of view different to the above one, though related, that is susceptible of generalizations. Our construction will be better understood from the analysis of the Hopf algebra dual to a lifting of a quantum line.

### 3.2. The dual of a lifting of a quantum line.
Let \( G \) be a finite abelian group and \( \hat{G} \) its group of characters. Suppose that \( \text{char} \mathbb{k} \nmid |G| \). Take \( 1 \neq g \in G, \chi \in \hat{G} \) and \( \alpha \in \mathbb{k}. \) Let \( \omega = \chi(g) \) and \( n = \text{ord} \omega. \) We assume that \( n > 1 \) and
\[
(3.4) \quad \alpha \neq 0 \implies \chi^n = 1 \text{ and } g^n \neq 1.
\]
Let \( G \) act on the polynomial algebra \( \mathbb{k}[x] \) by \( \sigma : x = \chi(\sigma)x, \sigma \in G. \) The quotient of the smash product \( \mathbb{k}[x] \# \mathbb{k} G \) by the ideal generated by \( x^n - \alpha(1 - g^n) \) is a Hopf algebra,
denoted by \(H(G, g, \chi, \alpha)\); it has dimension \(|G|n\) and basis \(\{x^j \sigma : 0 \leq j < n, \sigma \in G\}\).

The elements of \(G\) are group-like and \(x \in \mathcal{P}_{g,1}(H(G, g, \chi, \alpha))\). Defined in [AS Section 5], it is a lifting of a quantum line in the sense of [AS Section 4].

If \(k\) is algebraically closed we can always take \(\alpha \in \{0, 1\}\) replacing \(x\) by \(\alpha^{-1/n}x\) for \(\alpha \neq 0\). When \(G\) is cyclic of order \(n\) generated by \(g\) and \(\alpha = 0\) we get Taft Hopf algebra \(T_n(\omega)\). The case \(\alpha = 1\) and \(G\) cyclic of order \(pn\) was constructed in [RT Section 2] to give an example of noncommutative noncocommutative Hopf algebra whose Jacobson radical is not a Hopf ideal.

Put \(K = \text{Ker} \chi, p = |K|, \) and \(m = \text{ord} \chi; n\) divides \(m\) and if \(\alpha \neq 0\), then \(m = n\) by assumption. Choose \(u \in G\) such that \(\chi(u) = \eta\), with \(\eta\) a primitive \(m\)-th root of unity. The quotient group \(G/K\) is cyclic of order \(m\) and it is generated by the class of \(u\). We fix now a decomposition \(C_{p_1} \oplus \cdots \oplus C_{p_s}\) of \(K\) as a direct sum of cyclic groups of orders \(p_1, \ldots, p_s\). For \(i = 1, \ldots, s\) let \(a_i \in K\) denote a generator of the subgroup \(C_{p_i}\). Every element of \(G\) may be uniquely expressed as \(u^{t}a_1^{e_1}\cdots a_s^{e_s}\) with \(0 \leq t < m\) and \(0 \leq e_i < p_i\). We abbreviate \((e_1, \ldots, e_s)\) to \(e, a_1^{e_1} \cdots a_s^{e_s}\) to \(a^e,\) and so on. In particular, \(g = u^\gamma a_1^{e_1} \cdots a_s^{e_s} = u^\gamma a^e\). When \(\alpha \neq 0\), we can take \(u = g\) so that \(\gamma = 1\) and \(f = 0\). We have \(\omega = \chi(g) = \chi(u^\gamma a^e) = \chi(u)^\gamma = \eta^\gamma\). We also write \(g^n = a^{\theta}\). Clearly, \(p = |K| = p_1 \cdots p_s\) and \(|G| = pm\). Write \(d_i = p/p_i\). Take \(\xi \in k\) a primitive \(|G|\)-th root of unity such that \(\xi^p = \eta\).

Define \(U, X, A_i : H(G, g, \chi, \alpha) \to k\) by
\[
\begin{align*}
(U, x^j u^t a_1^{e_1} \cdots a_s^{e_s}) &= \eta^j \delta_{j,0}, \\
(X, x^j u^t a_1^{e_1} \cdots a_s^{e_s}) &= \delta_{j,1}, \\
(A_i, x^j u^t a_1^{e_1} \cdots a_s^{e_s}) &= \xi^{d_i(\theta + me_i)} \delta_{j,0}.
\end{align*}
\]

Let now \(D = D(G, g, \chi, \alpha)\) be the dual Hopf algebra of \(H(G, g, \chi, \alpha)\). For \(0 \leq k \leq n\) recall that the \(\omega\)-factorial and \(\omega\)-binomial coefficients are given by:
\[
(k)_\omega = \sum_{j=0}^{k-1} \omega^j, \quad (k)!_\omega = \prod_{j=1}^{k} (j)_\omega, \quad \binom{n}{k}_\omega = \frac{(n)!_\omega}{(k)!_\omega(n-k)!_\omega}.
\]

**Proposition 3.3.** The algebra \(D\) is generated by \(U, X\) and \(A_i, i = 1, \ldots, s\), subject to the relations:
\[
\begin{align*}
U^m &= 1, & X^n &= 0, & A_i^p &= U^{\theta_i}, & UX &= \omega XU, \\
UA_i &= A_i U, & A_i X &= \xi^{d_i(\theta + me_i)} X A_i, & A_i A_r &= A_r A_i.
\end{align*}
\]

Its comultiplication, counit, and antipode are given by \(U \in G(D), X \in \mathcal{P}_{U,1}(D)\) and
\[
\begin{align*}
\Delta(A_i) &= A_i \otimes A_i + \alpha \left(1 - \xi^{d_i(\theta + me_i)}\right) \frac{1}{(k)!_\omega(n-k)!_\omega} X^{n-k} U^k A_i \otimes X^k A_i, \\
\varepsilon(A_i) &= 1, & S(A_i) &= A_i^{p-1} U^{m-\theta_i}.
\end{align*}
\]

We stress again that \(m = n, \gamma = 1\) and \(f = 0\) when \(\alpha \neq 0\).

**Proof.** Throughout we shall use that \(\{x^j u^t a^e\}\) is a basis of \(H(G, g, \chi, \alpha)\). We divide the proof into several steps.
Step 1. To verify the relations in (3.5) one needs the formula

$$\Delta(x^j \sigma) = \sum_{k=0}^{j} \binom{j}{k} \omega x^{j-k} \gamma^k \sigma \otimes x^k \sigma.$$ 

The computations are straightforward; along the way, one establishes the identities:

\begin{align*}
\langle U^{t'}, x^j u^t a^e \rangle &= \eta^{t'} \delta_{j,0}; \quad \text{this implies } U^m = 1; \\
\langle X^{j'}, x^j u^t a^e \rangle &= (j')! \omega \delta_{j,j'}; \quad \text{this implies } X^n = 0; \\
\langle A_i^{e_i}, x^j u^t a^e \rangle &= \xi_{\epsilon_i}(\theta_i, t + m e_i) \delta_{j,0}; \quad \text{this implies } A_i^{p_i} = U^{\theta_i}.
\end{align*}

Step 2. Consider the subalgebra $R$ of $D$ generated by $U$, $X$ and $A_i$, $i = 1, \ldots, s$. The set

$$\{X^{j'} U^{t'} A_1^{e_1} \ldots A_s^{e_s} | 0 \leq j' < n, 0 \leq t' < m, 0 \leq e_i < p_i\} \tag{3.8}$$

spans $R$ and has $|G/n$ elements. We will show that it is also linearly independent and then $R = D$.

We claim that

$$\langle X^{j'} U^{t'} A^{e'}, x^j u^t a^e \rangle = \left( \prod_{i=1}^{s} \xi_{\epsilon_i}(\theta_i, t + m e_i) \right) \eta^{t'} (j')! \omega \delta_{j',j}. \tag{3.9}$$

For this, we easily check that $\langle A^{e'}, x^j u^t a^e \rangle = \delta_{j,0} \prod_{i=1}^{s} \xi_{\epsilon_i}(\theta_i, t + m e_i)$. Then

\begin{align*}
\langle X^{j'} U^{t'} A^{e'}, x^j u^t a^e \rangle &= \sum_{k=0}^{j} \binom{j}{k} \omega x^{j-k} \gamma^k \langle U^{t'}, x^j u^t a^e \rangle \langle A^{e'}, x^j u^t a^e \rangle \\
&= \left( \prod_{i=1}^{s} \xi_{\epsilon_i}(\theta_i, t + m e_i) \right) \langle X^{j'} U^{t'}, x^j u^t a^e \rangle \\
&= \left( \prod_{i=1}^{s} \xi_{\epsilon_i}(\theta_i, t + m e_i) \right) \sum_{k=0}^{j} \binom{j}{k} \omega x^{j-k} \gamma^k \langle U^{t'}, x^j u^t a^e \rangle \\
&= \left( \prod_{i=1}^{s} \xi_{\epsilon_i}(\theta_i, t + m e_i) \right) \eta^{t'} \langle X^{j'}, x^j u^t a^e \rangle
\end{align*}

and (3.9) follows. To show linear independence of (3.8), consider the following equation, where the $\lambda$'s are scalars and the limits in the sum are understood:

$$\sum_{j', t', e'} \lambda_{j', t', e'} X^{j'} U^{t'} A^{e'} = 0.$$

Take $j$, $t$ and $e = (e_1, \ldots, e_s)$ arbitraries and evaluate the previous sum at the element

$$\frac{1}{(j')! \omega^{pm}} \sum_{l=0}^{m-1} \sum_{k_1=0}^{p_1-1} \ldots \sum_{k_s=0}^{p_s-1} \eta^{-d_l} \left( \prod_{r=1}^{s} \xi_{\epsilon_r}(m k_r + \theta_i, t) \right) x^j u^t a_1^{k_1} \ldots a_s^{k_s}.$$
we obtain
\[
0 = \sum_{j'} \frac{(\bar{j}')}{(\bar{j})} \delta_{j,j'} \left[ \sum_{t'} \frac{1}{m} \sum_{l=0}^{m-1} \eta^{(t'-l)} \left( \prod_{i=1}^{s} \xi^{-d_i e_i \theta_i} \right) \left[ \sum_{e_1', \ldots, e_s'} \left( \prod_{i=1}^{s} \xi^{d_i e_i \theta_i} \right) \lambda_{j,j',e_1', \ldots, e_s'} \right] \right] = \lambda_{j,t,e}.
\]

**Step 3.** Let \( \mathcal{R} \) be the algebra presented by generators \( \overline{U}, \overline{X} \) and \( \overline{A}_i, i = 1, \ldots, s \), with defining relations (4,5). By Steps 1 and 2 we have a surjective algebra morphism \( \varphi : \mathcal{R} \to D \). The set
\[
\{ \overline{X'} \overline{U'} \overline{A'}_1 \ldots \overline{A'}_s | 0 \leq j' < n, 0 \leq t' < m, 0 \leq e'_i < p_i \}
\]
spans \( \mathcal{R} \) and has \( |G|n \) elements. Indeed, the span of this set is a left ideal of \( \mathcal{R} \) and contains 1. Therefore, \( \varphi \) is an isomorphism.

We now proceed to establish the formulae for the comultiplication, counit, and antipode. The comultiplication at \( U \) and \( X \) determines the values of the counit and antipode at them, so we can skip their computations.

**Step 4.** \( \Delta(U) = U \otimes U \).
\[
\langle \Delta(U), (x^j u^a e) \otimes (x^{j'} u^{t'} a^{e'}) \rangle = \langle U, (x^j u^a e)(x^{j'} u^{t'} a^{e'}) \rangle = \eta^{j+j'} \langle U, x^{j+j'} u^{t+t'} a^{e+e'} \rangle.
\]

Let \( [j+j'] \) be the residue class of \( j+j' \) modulo \( n \). We distinguish three cases:

- \( j+j' > n \Rightarrow \eta^{j+j'} \langle U, x^{j+j'} u^{t+t'} a^{e+e'} \rangle = \eta^{j+j'} \langle U, x^{j+j'} (1-g^n) u^{t+t'} a^{e+e'} \rangle = 0. \)
- \( j+j' = n \Rightarrow \eta^{j+j'} \langle U, x^{j+j'} u^{t+t'} a^{e+e'} \rangle = \eta^{j+j'} \langle U, x^{j+j'} (1-g^n) u^{t+t'} a^{e+e'} \rangle = \alpha \eta^{j+j'} (\eta^{t+t'} - \eta^{t+t'}) = 0. \)
- \( j+j' < n \Rightarrow \eta^{j+j'} \langle U, x^{j+j'} u^{t+t'} a^{e+e'} \rangle = \eta^{j+j'} \eta^{t+t'} \delta_{j+j',0} = \eta^{t+t'} \delta_{j,0} \delta_{j',0}. \)

On the other hand,
\[
\langle U \otimes U, (x^j u^a e) \otimes (x^{j'} u^{t'} a^{e'}) \rangle = \langle U, x^j u^a e \rangle \langle U, x^{j'} u^{t'} a^{e'} \rangle = \eta^{j+j'} \delta_{j,0} \delta_{j',0}.
\]

**Step 5.** \( \Delta(X) = U \otimes X + X \otimes 1. \)

Proceeding as in Step 4 one can easily check that
\[
\langle \Delta(X), (x^j u^a e) \otimes (x^{j'} u^{t'} a^{e'}) \rangle = \begin{cases} 
\eta^j & \text{if } (j, j') = (0, 1), \\
1 & \text{if } (j, j') = (1, 0), \\
0 & \text{otherwise}.
\end{cases}
\]
\[
= \langle U \otimes X + X \otimes 1, (x^j u^a e) \otimes (x^{j'} u^{t'} a^{e'}) \rangle.
\]
We wrote \( j \Delta(\epsilon) \) is given by (3.6).

We start evaluating the left-hand side of (3.6) at a basis element:
\[
\langle \Delta(A_i), x^j u^a a^c \otimes x^j u^t a^{c'} \rangle = \langle A_i, (x^j u^a a^c)(x^j u^t a^{c'}) \rangle = \eta^{j,j'}(A_i, x^{j+j'} u^{t+t'} a^{c+c'})
\]
Again, we distinguish the three possible cases for \( j + j' \):
\[
j + j' > n \Rightarrow \eta^{j,j'}(A_i, x^{j+j'} u^{t+t'} a^{c+c'}) = \eta^{j,j'}(A_i, \alpha x^{j+j'}(1-g^n)u^{t+t'} a^{c+c'}) = 0.
\]
\[
j + j' < n \Rightarrow \eta^{j,j'}(A_i, x^{j+j'} u^{t+t'} a^{c+c'}) = \eta^{j,j'}(A_i, \alpha(1-g^n)u^{t+t'} a^{c+c'})
\]
\[
= \eta^{j,j'}(A_i, u^{t+t'} a^{c+c'}) - \langle A_i, u^{t+t'} a^{c+c'} \rangle
\]
\[
= \alpha(1-g^n)\xi^{d,\eta}(\theta_i(t+t')+(m_i+\epsilon'_i))a^{c+c'} - \xi^{d,\eta}(\theta_i(t+t')+(m_i+\epsilon'_i))a^{c+c'}
\]
\[
= \eta^{j,j'}(A_i, u^{t+t'} a^{c+c'}) - \langle A_i, u^{t+t'} a^{c+c'} \rangle
\]
\[
= \eta^{j,j'}(A_i, u^{t+t'} a^{c+c'}) - 0
\]
\[
= \eta^{j,j'}(A_i, u^{t+t'} a^{c+c'}) - 0
\]
\[
= \eta^{j,j'}(A_i, u^{t+t'} a^{c+c'}) - 0
\]
We wrote \( \mu = \alpha(1 - \xi^{d,\eta,m}) \) for short. We next evaluate the right-hand side of (3.6) at the same basis element:
\[
\langle A_i \otimes A_i + \mu \sum_{k=1}^{n-1} \frac{1}{(k)!(n-k)!} X^{n-k} U^{k} A_i \otimes X^{k} A_i, (x^j u^a a^c) \otimes (x^j u^t a^{c'}) \rangle =
\]
\[
= \langle A_i, x^j u^a a^c \rangle \langle A_i, x^j u^t a^{c'} \rangle
\]
\[
+ \mu \sum_{k=1}^{n-1} \frac{1}{(k)!((n-k))!} \langle X^{n-k} U^{k} A_i, x^j u^a a^c \rangle \langle X^{k} A_i, x^j u^t a^{c'} \rangle
\]
\[
= \xi^{d,\eta}(\theta_i(t+t')+(m_i+\epsilon'_i))a^{c+c'}
\]
\[
+ \mu \sum_{k=1}^{n-1} \frac{1}{(k)!((n-k))!} \xi^{d,\eta}(\theta_i(t+t')+(m_i+\epsilon'_i))a^{c+c'}
\]
\[
= \left\{
\begin{array}{ll}
0 & \text{if } j + j' > n \\
\xi^{d,\eta}(\theta_i(t+t')+(m_i+\epsilon'_i))a^{c+c'} & \text{if } j + j' < n \\
\mu \eta^{j,j'}(\theta_i(t+t')+(m_i+\epsilon'_i))a^{c+c'} & \text{if } j + j' = n
\end{array}
\right.
\]
Finally, we obtain the formula (3.7) of the counit and antipode for \( A_i \). Clearly, \( \varepsilon(A_i) = 1 \). Since \( A_i^{[G]} = A_i^{P} \eta = U^0 \) in (3.5) and replacing \( \xi^{d,\eta}(\theta_i+\epsilon_i) \) in \( A_i X = \xi^{d,\eta}(\theta_i+\epsilon_i) X A_i \) by an arbitrary \( q_i \in k^X \), and \( \xi^{d,\eta,m} \) in (3.5) by \( q_i^m \). Indeed, \( D(G, g, \chi, \alpha) \) fits into the cleft exact sequence
\[
k \to H(C_m, g, \chi, 0) \to D(G, g, \chi, \alpha) \to k(C_{p_1} \oplus \cdots \oplus C_{p_n}) \to k.
\]
The proposed changes mean replacing each \( C_{p_i} \) by \( \mathbb{Z} \) in the cokernel and lifting the dual cocycle \( \kappa(C_{p_1} \oplus \cdots \oplus C_{p_n}) \to H(C_m, g, \chi, 0) \otimes H(C_m, g, \chi, 0) \) involved in the comultiplication. Finite dimensionality is lost but not the co-Frobenius property because the Hopf algebra is an extension of a finite dimensional by a cosemisimple. Finiteness over the Hopf socle depends on the parameter \( q_i \), as we will see in Theorem 3.7.

Let \( 1 \neq n, m \in \mathbb{N} \) be such that \( n \) divides \( m \). Assume that \( \k \) contains a primitive \( n \)-th root of unity \( \omega \). Let \( I \) be a non-empty set and take \( q_i \in \mathbb{k}^\times \) for each \( i \in I \). Pick now \( \alpha \in \mathbb{k} \). Consider the \( \mathbb{k} \)-algebra \( \mathcal{D} = \mathcal{D}(m, \omega, (q_i)_{i \in I}, \alpha) \) presented by generators \( u, x, a_{i}^{\pm 1} (i \in I) \) and defining relations

\[
\begin{align*}
  u^m &= 1, \quad x^n = 0, \quad a_i^{\pm 1} a_j^{\pm 1} = 1, \quad ux = \omega xu, \\
  ua_i &= a_i u, \quad a_i x = q_i x a_i, \quad a_i a_j = a_j a_i, \quad i, j \in I.
\end{align*}
\]

Fix a total order \( < \) in \( I \). For \( r \geq 1 \) set \( I^{[r]} = \{i_1, \ldots, i_r\} \in I^r : i_1 < \cdots < i_r \} \) and \( I^{[0]} = \{0\} \). Given \( F = (i_1, \ldots, i_r) \in I^{[r]} \) and \( E = (e_1, \ldots, e_r) \in \mathbb{Z}^r \) we write

\[
\begin{align*}
  a_F^{\pm} &= a_{i_1}^{e_1} \cdots a_{i_r}^{e_r}, \\
  q_F &= q_{i_1}^{e_1} \cdots q_{i_r}^{e_r}, \\
  a_0 &= 1, \\
  q_0 &= 1.
\end{align*}
\]

Thus \( q_F^{\pm} = q_{i_1}^{e_1} \cdots q_{i_r}^{e_r} \). Put \( \mathbb{Z}^\circ = \mathbb{Z} \setminus \{0\} \) and \( (\mathbb{Z}^\circ)^\circ = (\mathbb{Z}^\circ)^\circ \). Let \( \Gamma = \bigcup_{r \geq 1} I^{[r]} \times (\mathbb{Z}^\circ)^\circ \). Set \( C_m = \langle u \rangle \) be a cyclic group of order \( m \) and let \( \chi \in C_m \) given by \( \chi(u) = \omega \). Then \( \mathbb{Z}^{(r)} \) acts on \( H(C_m, u, \chi, 0) \) by \( a_i \cdot x = q_i x, \quad a_i \cdot u = u, \quad i \in I \); clearly, \( \mathcal{D} \simeq H(C_m, u, \chi, 0)^\# \mathbb{Z}^{(r)} \). Hence the set

\[
\begin{align*}
  B &= \{ x^s u^t a_F^{\pm} : 0 \leq s < n, 0 \leq t < m, (F, E) \in \Gamma \cup \{(0,0)\} \}
\end{align*}
\]

is a basis of \( \mathcal{D} \). Alternatively, this can be shown by applying the Diamond Lemma.

Suppose that \( m = n \) when \( \alpha \neq 0 \); compare with (3.3). If \( \k \) is algebraically closed, for our purposes, we can take \( \alpha \) in the set \( \{0, 1\} \).

**Theorem 3.4.** The algebra \( \mathcal{D} \) bears a Hopf algebra structure uniquely defined by

\[
\begin{align*}
  \Delta(u) &= u \otimes u, \quad \Delta(x) = u \otimes x + x \otimes 1, \\
  \Delta(a_i^{\pm 1}) &= a_i^{\pm 1} \otimes a_i^{\pm 1} + \alpha(1 - q_i^{-n}) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)!} x^{-k} u^k a_i^{\pm 1} \otimes x^k a_i^{\pm 1}, \\
  \varepsilon(u) &= 1, \quad \varepsilon(x) = 0, \quad \varepsilon(a_i^{\pm 1}) = 1, \\
  S(u) &= u^{n-1} x, \quad S(x) = -u^{m-1} x, \quad S(a_i^{\pm 1}) = a_i^{\mp 1}, \quad i \in I.
\end{align*}
\]

We split the proof into three steps.

**Step 1.** The definitions above give rise to algebra morphisms \( \Delta : \mathcal{D} \to \mathcal{D} \otimes \mathcal{D} \), \( \varepsilon : \mathcal{D} \to \mathbb{k} \) and to an algebra antimorphism \( S : \mathcal{D} \to \mathcal{D} \).

**Proof.** We must verify that these maps respect the relations (3.10) defining \( \mathcal{D} \). We leave to the reader the verification for \( \varepsilon \) and \( S \). The relations \( u^m = 1, \ x^n = 0, \) and \( ux = \omega xu \) are respected by \( \Delta, \varepsilon \) and \( S \), as a particular case of the Hopf algebras defined in the previous section. The computation for the relations involving the \( a_i \)'s is more involved:
\[
\Delta(a_i)\Delta(a_i^{-1}) = \left(a_i \otimes a_i + \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)! \omega} x^{n-k} u^k a_i \otimes x^k a_i \right) \\
\times \left(a_i^{-1} \otimes a_i^{-1} + \alpha(1 - q_i^{-n}) \sum_{l=1}^{n-1} \frac{1}{(l)! \omega(n-l)! \omega} x^{n-l} u^l a_i^{-1} \otimes x^l a_i^{-1} \right) = \star
\]

The tensorand \(x^{n-k} \otimes x^k\) in the first expression multiplies \(x^{n-l} \otimes x^l\) in the second expression. This product is always zero when \(k = n - 1\). For \(k < n - 1\) the product \(x^k \cdot x^l\) is nonzero only for \(l = 1, \ldots, n - (k + 1)\). But \(x^{n-k} \cdot x^n = 0\) for these values of \(l\). Hence the product of the two big sums is zero. Then

\[
\star = a_i a_i^{-1} \otimes a_i a_i^{-1} + \alpha(1 - q_i^{-n}) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)! \omega} x^{n-k} u^k a_i^{-1} \otimes x^k a_i^{-1} \\
+ \alpha(1 - q_i^{-n}) \sum_{l=1}^{n-1} \frac{1}{(l)! \omega(n-l)! \omega} x^{n-l} u^l a_i^{-1} \otimes x^l a_i^{-1} = \Delta(1).
\]

Similarly, \(\Delta(a_i^{-1})\Delta(a_i) = \Delta(1)\). Now:

\[
\Delta(u)\Delta(a_i) = ua_i \otimes ua_i + \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)! \omega} u x^{n-k} u^k a_i \otimes u x^k a_i \\
= a_i u \otimes a_i u + \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)! \omega} \omega^{n-k} x^{n-k} u^k a_i \otimes \omega^k x^k a_i u \\
= \Delta(a_i)\Delta(u);
\]

\[
\Delta(a_i)\Delta(x) = \\
= \left(a_i \otimes a_i + \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)! \omega} x^{n-k} u^k a_i \otimes x^k a_i \right) (u \otimes x + x \otimes 1) \\
= a_i u \otimes a_i x + a_i x \otimes a_i \\
+ \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)! \omega} (x^{n-k} u^k a_i u \otimes x^k a_i x + x^{n-k} u^k a_i x \otimes x^k a_i) \\
= a_i u \otimes a_i x + a_i x \otimes a_i + \alpha(1 - q_i^n) \sum_{k=2}^{n-1} \frac{q_i}{(k-1)! \omega(n-k+1)! \omega} x^{n-k+1} u^k a_i \otimes x^k a_i \\
+ \alpha(1 - q_i^n) \sum_{k=2}^{n-1} \frac{q_i \omega^k}{(k-1)! \omega(n-k+1)! \omega} x^{n-k+1} u^k a_i \otimes x^k a_i \\
= a_i u \otimes a_i x + a_i x \otimes a_i + \alpha(1 - q_i^n) \sum_{k=2}^{n-1} \left(\frac{\omega^k}{(k)! \omega(n-k)! \omega} + \frac{1}{(k-1)! \omega(n-k+1)! \omega}\right) x^{n-k+1} u^k a_i \otimes x^k a_i = \star
\]
Observe that 
\[
\frac{\omega^k}{(k)!\omega(n-k)!} + \frac{1}{(k-1)!\omega(n-k+1)!} = \frac{1}{(k)!\omega(n-k)!} + \frac{\omega^{n-k+1}}{(k-1)!\omega(n-k+1)!}.
\]

Then

\[\star = q_ia_i \otimes x_i + q_i x_i \otimes a_i + \sum_{k=2}^{n-1} \left( \frac{1}{(k)!\omega(n-k)!} + \frac{\omega^{n-k+1}}{(k-1)!\omega(n-k+1)!} \right) x^{n-k+1} u^k a_i \otimes x^k a_i \]

\[= q_ia_i \otimes x_i + q_i x_i \otimes a_i + \sum_{k=1}^{n-1} \frac{1}{(k)!\omega(n-k)!} x^{n-k+1} u^k a_i \otimes x^k a_i \]

\[+ \alpha(1 - q_i^n) \sum_{k=1}^{n-2} \frac{\omega^{n-k}}{(k)!\omega(n-k)!} x^{n-k} u^{k+1} a_i \otimes x^{k+1} a_i \]

\[= q_ia_i \otimes x_i + q_i x_i \otimes a_i + \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)!\omega(n-k)!} x^{n-k} u^k a_i \otimes x^k a_i \]

\[= q_ia_i \otimes x_i + q_i x_i \otimes a_i + \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)!\omega(n-k)!} x^{n-k} u^k a_i \otimes x^k a_i \]

\[= q_i \Delta(x) \Delta(a_i). \]

Finally,

\[\Delta(a_i) \Delta(a_j) = \left( a_i \otimes a_i + \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)!\omega(n-k)!} x^{n-k} u^k a_i \otimes x^k a_i \right) \]

\[\times \left( a_j \otimes a_j + \alpha(1 - q_j^n) \sum_{l=1}^{n-1} \frac{1}{(l)!\omega(n-l)!} x^{n-l} u^l a_j \otimes x^l a_j \right) \]

\[= \alpha a_i a_j \otimes a_i a_j \]

\[+ \alpha(1 - q_j^n) \sum_{l=1}^{n-1} \frac{1}{(l)!\omega(n-l)!} q_i^{l-n} x^{n-l} u^l a_i a_j \otimes q_i^l u^l a_i a_j \]

\[+ \alpha(1 - q_i^n) \sum_{k=1}^{n-1} \frac{1}{(k)!\omega(n-k)!} x^{n-k} u^k a_i a_j \otimes x^k a_i a_j \]

\[= \alpha a_i a_j \otimes a_i a_j \]

\[+ \alpha(1 - q_i q_j^n) \sum_{l=1}^{n-1} \frac{1}{(l)!\omega(n-l)!} x^{n-l} u^l a_i a_j \otimes x^l a_i a_j \]

\[= \Delta(a_j) \Delta(a_i). \]

\[\star: \text{The product of the two big sums is 0 as in the proof of } \Delta(a_i) \Delta(a_i^{-1}) = \Delta(1). \]

\[\star: \Delta(a_j) \Delta(a_i) \text{ equals the upper line with subindexes } i, j \text{ interchanged.} \]
The second step is to give a formula for $\Delta$ evaluated at any basis element of $\mathcal{D}$, needed in Step 3 to check the coassociativity. Recall the notation $a_F^E$ in (3.11).

**Step 2.** For $s \in \mathbb{N}$, $F = (i_1, \ldots, i_r) \in I^r$ and $E = (e_1, \ldots, e_r) \in \mathbb{Z}^r$, we have

\[
\Delta(x^s u^l a_F^E) = \sum_{l=0}^{s} \binom{s}{l} x^l u^{s-l} t a_F^E \otimes x^{s-l} u^l a_F^E
\]

(3.14)

\[+ (s)!_\omega \alpha(1 - q_F^{E'}) \sum_{k=s+1}^{n-1} \frac{1}{(k)!_\omega (n-k)!_\omega} x^{n-k} u^k a_F^{E'} \otimes x^k u^l a_F^E.\]

As a consequence, $\Delta(a_F^E) = a_F^E \otimes a_F^E$ if and only if either $\alpha = 0$ or $q_F^{E'} = 1$.

**Proof.** Since $\Delta$ is multiplicative and $u^l \in G(\mathcal{D})$ commutes with $a_F^E$, it is enough to establish the formula for $x^s a_F^E$. We proceed by induction on $s$, $r$ and the exponents in $E$. Suppose that $s = 0$. We leave the case $r = 1$ for the reader. Let $F \in I^{r+1}, E \in \mathbb{Z}^{r+1}$. Set $F' = (i_1, \ldots, i_r)$ and $E' = (e_1, \ldots, e_r)$. We check the case $e_{r+1} \geq 0$, the other one being analogous.

$\Delta(a_F^E) = \Delta(a_F^{E'}) \Delta(a_{F'}^{e_{r+1}})$

\[= a_F^E \otimes a_F^E + \alpha(1 - q_{F'}^{E'}) \sum_{k=1}^{r} \frac{1}{(k)!_\omega (n-k)!_\omega} x^{n-k} u^k a_F^{E'} \otimes x^k a_F^E \]

(3)

\[\times \left( a_{F'}^{e_{r+1}} \otimes a_{F'}^{e_{r+1}} + \alpha(1 - q_{F'}^{e_{r+1}}) \sum_{l=1}^{r} \frac{1}{(l)!_\omega (n-l)!_\omega} x^{n-l} u^l a_{F'}^{e_{r+1}} \otimes x^l a_{F'}^{e_{r+1}} \right) \]

\[= a_F^E \otimes a_F^E + \alpha(1 - q_{F'}^{E'}) \sum_{l=1}^{r} \frac{1}{(l)!_\omega (n-l)!_\omega} x^{n-l} u^l a_F^{E'} \otimes x^l a_F^E \]

\[+ \alpha(1 - q_{F'}^{E'}) \sum_{k=1}^{r} \frac{1}{(k)!_\omega (n-k)!_\omega} x^{n-k} u^k a_F^{E'} \otimes x^k a_F^E \]

\[= a_F^E \otimes a_F^E + \alpha(1 - q_{F'}^{E'}) \sum_{l=1}^{r} \frac{q_{F'}^{E'}}{(l)!_\omega (n-l)!_\omega} x^{n-l} u^l a_F^{E'} \otimes x^l a_F^E \]

(3): The product of the two big sums is 0 as in the proof of $\Delta(a_1) \Delta(a_i^{-1}) = \Delta(1)$.

Assume finally that the statement is proved for $s > 0$. Then

$\Delta(x^{s+1} a_F^E) = \Delta(x) \Delta(x^s a_F^E)$

\[= \sum_{l=0}^{s} \binom{s}{l} \omega^l x^l u^{s-l+1} a_F^E \otimes x^{s-l+1} a_F^E + \sum_{l=0}^{s} \binom{s}{l} \omega^l x^{s-l} u^s a_F^E \otimes x^{s-l} a_F^E.\]
The maps

Step 3. The maps $\Delta$, $\varepsilon$ and $S$ defined in (3.13) equip $\mathcal{D}$ with a Hopf algebra structure.

Proof. We first prove that $(\mathcal{D}, \Delta, \varepsilon)$ is a coalgebra. Since $\Delta$ and $\varepsilon$ are algebra morphisms, it suffices to check the coassociativity and counit axioms for the generators $u, x, a_i^{\pm 1}$. Clearly, it holds for $u, x$ because the algebra they generate is a particular case of the Hopf algebras discussed in the previous subsection. So, we must check them for $a_i^{\pm 1}$. For $\alpha = 0$ the verification is straightforward. We assume that $\alpha \neq 0$. Using (3.14), we compute:

$$(\Delta \otimes \text{id})\Delta(a_i) = \Delta(a_i) \otimes a_i + a_i \otimes (1 - q_n^E) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)\omega} \Delta(x^{-k}u^{k}a_i) \otimes x^{k}a_i$$

$$= a_i \otimes a_i \otimes a_i + a_i(1 - q_n^E) \sum_{l=1}^{n-1} \frac{1}{(l)! \omega(n-l)\omega} x^{-l}u^{l}a_i \otimes x^{l}a_i \otimes a_i$$
In (3) put \( t = n - l \). In (4) observe that \( l \) takes all values from 1 to \( n - 2 \) when \( k \) runs and for \( l = j \) the tensor and accompanying \( x^{l}u^{n-j}a_{i} \) in (4) is:

\[
\alpha(1 - q_{i}^{n})^{n-j} \sum_{k=1}^{n-j} \frac{1}{(k)!_{\omega}(n-k)!_{\omega}}(n-k) \omega \sum_{l=0}^{n-k} x^{l}u^{n-l}a_{i} \otimes x^{k}a_{i}
\]

In (3) put \( t = n - l \). In (4) observe that \( l \) takes all values from 1 to \( n - 2 \) when \( k \) runs and for \( l = j \) the tensor and accompanying \( x^{n-j}u^{l}a_{i} \) is:

\[
\sum_{k=j+1}^{n-2} \frac{1}{(k)!_{\omega}(n-k+j)!_{\omega}(n-j)!_{\omega}}x^{n-k+j}u^{k}a_{i} \otimes x^{k}a_{i}
\]

Making these two substitutions we have:

\[
= a_{i} \otimes a_{i} \otimes a_{i} + \alpha(1 - q_{i}^{n}) \sum_{k=1}^{n-1} \frac{1}{(k)!_{\omega}(n-k)!_{\omega}}x^{n-k}u^{k}a_{i} \otimes x^{k}a_{i} \otimes a_{i}
\]

\[
+ \alpha(1 - q_{i}^{n}) \sum_{k=1}^{n-1} \frac{1}{(k)!_{\omega}(n-k)!_{\omega}}a_{i} \otimes x^{n-k}u^{k}a_{i} \otimes x^{k}a_{i}
\]

\[
+ \alpha(1 - q_{i}^{n})^{2} \sum_{k=1}^{n-1} \sum_{l=1}^{n-k-1} \frac{1}{(k)!_{\omega}(n-k+l)!_{\omega}(n-l)!_{\omega}}x^{n-l}u^{l}a_{i} \otimes x^{n-k+l}u^{k}a_{i} \otimes x^{k}a_{i}
\]

\[
+ \alpha(1 - q_{i}^{n})^{2} \sum_{k=1}^{n-1} \sum_{l=0}^{n-k} \frac{1}{(k)!_{\omega}(n-k)!_{\omega}}(n-k) \omega \sum_{l=0}^{n-k} x^{l}u^{n-l}a_{i} \otimes x^{n-k-l}u^{k}a_{i} \otimes x^{k}a_{i}
\]

Consider the sum in (1). Take out the part corresponding to \( l = 0 \). Observe now that \( l \) takes all values from 1 to \( n - 1 \) when \( k \) runs. For \( l = j \) the tensor and accompanying \( x^{l}u^{n-j}a_{i} \) in (1) is:

\[
\alpha(1 - q_{i}^{n})^{n-j} \sum_{k=1}^{n-j} \frac{1}{(k)!_{\omega}(n-k)!_{\omega}}(n-k) \omega \sum_{l=0}^{n-k} x^{l}u^{n-l}a_{i} \otimes x^{k}a_{i} \otimes a_{i}
\]

Set \( l = v + k - n \) in (2). Notice that \( u^{n} = 1 \) and \( u^{v+k} = u^{n-l+k+k} = u^{l} \) because we are assuming \( m = n \) for \( \alpha \neq 0 \). We continue our computation by making these substitutions:

\[
= a_{i} \otimes a_{i} \otimes a_{i} + \alpha(1 - q_{i}^{n}) \sum_{k=1}^{n-1} \frac{1}{(k)!_{\omega}(n-k)!_{\omega}}x^{n-k}u^{k}a_{i} \otimes x^{k}a_{i} \otimes a_{i}
\]

\[
+ \alpha(1 - q_{i}^{n}) \sum_{k=1}^{n-1} \frac{1}{(k)!_{\omega}(n-k)!_{\omega}}a_{i} \otimes x^{n-k}u^{k}a_{i} \otimes x^{k}a_{i}
\]
\[(l)_{\omega} \sum_{i=1}^{n-1} \frac{1}{(k)!_{\omega} (n-k)!_{\omega}} a_i \otimes x^{n-k} u^i a_i \otimes x^k a_i.\]

In (5) put \(l = t - k\). We obtain:

\[= a_i \otimes a_i \otimes a_i + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{1}{(k)!_{\omega} (n-k)!_{\omega}} a_i \otimes x^{n-k} u^i a_i \otimes x^k a_i\]

\[(6) \quad \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \sum_{k=1}^{l-1} \frac{1}{(t-l)!_{\omega} (n-t+l)!_{\omega}} \binom{n-t+l}{n-t} x^{n-t} u^i a_i \otimes x^t u^{l-t} a_i \otimes x^{t-l} a_i\]

\[(7) \quad \alpha (1 - q^n_i)^2 \sum_{k=1}^{n-1} \sum_{k=1}^{l-1} \frac{1}{(l)!_{\omega} (n-l+k)!_{\omega} (l)!_{\omega} (n-l+k)!_{\omega}} x^{n-k} u^i a_i \otimes x^{n-l+k} u^i a_i \otimes x^t a_i\]

We rewrite the coefficient in (7):

\[\frac{1}{(t-l)!_{\omega} (n-t+l)!_{\omega}} \binom{n-t+l}{n-t} = \frac{1}{t!_{\omega} (n-t)!_{\omega}} \binom{t}{l}_{\omega}.\]

Observe that the formula obtained in (8) gives (6) for \(l = k\):

\[= a_i \otimes a_i \otimes a_i + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{1}{(k)!_{\omega} (n-k)!_{\omega}} a_i \otimes x^{n-k} u^k a_i \otimes x^k a_i\]

\[(8) \quad \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \sum_{k=1}^{l-1} \frac{1}{(k)!_{\omega} (n-k)!_{\omega}} \binom{k}{l}_{\omega} x^{n-k} u^k a_i \otimes x^{l} u^{l-t} a_i \otimes x^{k-l} a_i\]

\[= \alpha (1 - q^n_i)^2 \sum_{k=1}^{n-1} \sum_{k=1}^{l-1} \frac{1}{(k)!_{\omega} (n-k)!_{\omega} (l)!_{\omega} (n-l+k)!_{\omega}} x^{n-k} u^k a_i \otimes x^{n-l+k} u^i a_i \otimes x^{l} a_i\]

\[= a_i \otimes \Delta(a_i) + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{1}{(k)!_{\omega} (n-k)!_{\omega}} x^{n-k} u^k a_i \otimes \Delta(x^k a_i)\]

\[= (\text{id} \otimes \Delta) \Delta(a_i) \]

It follows at once that \((\Delta \otimes \text{id}) \Delta(a_i^{-1}) = (\text{id} \otimes \Delta) \Delta(a_i^{-1})\). We leave to the reader to check the counit axiom. We finally prove that \(\mathcal{S}\) is the inverse of \(\text{id}\) for the convolution product; it is enough to check the axioms for the generators \(a_i^{\pm 1}\). We compute:

\[(\mathcal{S} \ast \text{id})(a_i) = \mathcal{S}(a_i) a_i + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{1}{(k)!_{\omega} (n-k)!_{\omega}} \mathcal{S}(x^{n-k} u^k a_i)x^k a_i\]

\[= a_i^{-1} a_i + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{(-1)^{n-k} \omega^{\frac{(n-k)(n-k+1)}{2}}}{(k)!_{\omega} (n-k)!_{\omega}} a_i^{-1} u^{n-k} u^{n-k} x^{n-k} x^k a_i\]
3.4. Finiteness over the Hopf socle. The chosen basis \( B \) of \( \mathcal{D} \) (3.12) yields a coalgebra decomposition \( \mathcal{D} = V_{(0,0)} \oplus (\oplus_{(F,E) \in E} V_{(F,E)}) \), where \( V_{(F,E)} \) is the subspace spanned by \( x^s u^t a^F_i \) with \( 0 \leq s < n, 0 \leq t < m \). Observe that \( V_{(F,E)} \) is a subcoalgebra by (3.14). This decomposition will be needed to characterize when \( \mathcal{D} \) is of finite type over its Hopf socle \( \mathcal{D}_{soc} \), being the next result the essential point of the proof in the case \( \alpha \neq 0 \).

**Proposition 3.6.** Assume that \( \alpha \neq 0 \).

(i) If \( q^{nE}_F = 1 \), then \( V_{(F,E)} \simeq T_n(\omega) \) as coalgebras.

(ii) If \( q^{nE}_F \neq 1 \), then \( V_{(F,E)} \simeq M^n_{n}(k) \) as coalgebras.

**Proof.** (i) In view of (3.14), \( a^E_F \) is group-like in this case. Since the multiplication by a group-like is a coalgebra automorphism, \( V_{(F,E)} = T_n(\omega) a^F_i \simeq T_n(\omega) \) as coalgebras.

(ii) For convenience, we abbreviate through the proof \( \mu = \alpha (1 - q^{nE}_F) \) and \( a = a^F_i \). Let \( \{c_{st}\}_{1 \leq s, t \leq n} \) be the canonical basis of the matrix coalgebra \( M^n_{n}(k) \). We will prove

\[
= 1 + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{(-1)^{n-k} \omega^{(n-k)(n-k)}}{(k)! \omega(n-k)!} a_i^{-1} x^n a_i = \varepsilon(a_i).
\]

\[
(id \ast S)(a_i) = a_i S(a_i) + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)!} x^{n-k} u^k a_i S(x^k a_i)
\]

\[
= a_i a_i^{-1} + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{(-1)^k \omega^{(k-1)k}}{(k)! \omega(n-k)!} x^{n-k} u^k a_i a_i^{-1} u^{n-k} x^k
\]

\[
= 1 + \alpha (1 - q^n_i) \sum_{k=1}^{n-1} \frac{(-1)^k \omega^{(k-1)k}}{(k)! \omega(n-k)!} x^n = \varepsilon(a_i).
\]

The computation for \( a_i^{-1} \) is the same replacing \( a_i \) by \( a_i^{-1} \) and \( q^n_i \) by \( q^n_i^{-1} \). \( \square \)

**Remark 3.5.** Consider the example in the above family corresponding to \( n = m = 2 \) and \( |I| = 1 \). Write \( q \) instead of \( q_i \). If we take \( \alpha = (2(1 - q))^{-1} \) and make \( q \) tend to 1, we recover the example of Subsection 3.1. A similar example can be constructed by taking \( n = m, q_i = q \) for all \( i \in I, \alpha = (n(1 - q))^{-1} \) and making \( q \) tend to 1. The defining relations, comultiplication, counit, and antipode in this case read as:

\[
u^n = 1, \quad x^n = 0, \quad ux = \omega xu, \quad a_i^{\pm 1} a_i^{\mp 1} = 1,
\]

\[
ua_i = a_i u, \quad a_i x = xa_i, \quad a_i a_j = a_j a_i,
\]

\[
\Delta(u) = u \otimes u, \quad \Delta(x) = u \otimes x + x \otimes 1,
\]

\[
\Delta(a_i^{\pm 1}) = a_i^{\pm 1} \otimes a_i^{\mp 1} \pm \sum_{k=1}^{n-1} \frac{1}{(k)! \omega(n-k)!} x^{n-k} u^k a_i^{\pm 1} \otimes x^k a_i^{\mp 1},
\]

\[
\varepsilon(u) = 1, \quad \varepsilon(x) = 0, \quad \varepsilon(a_i^{\pm 1}) = 1,
\]

\[
S(u) = u^{n-1}, \quad S(x) = -u^{-1} x, \quad S(a_i^{\pm 1}) = a_i^{\mp 1}, \quad i, j \in I.
\]
that the map $\Phi : M_n^r(k) \to V(F,E)$ defined by

$$c_{st} \mapsto \Phi \left\{ \begin{array}{ll} (s-1) \choose t-1 \omega^{s-t} u^{t-1} a & \text{if } s \geq t, \\ \mu^{(s-1)! \omega} (t-1)! \omega (n+s-t)! \omega^{n+s-t} u^{t-1} a & \text{if } s < t, \end{array} \right.$$ 

is a coalgebra isomorphism. Clearly, $\Phi$ is bijective and $\varepsilon(\Phi(c_{st})) = \varepsilon(c_{st})$. To show that $\Phi$ is comultiplicative we must distinguish three cases:

(a) Assume that $s = t$:

$$\Phi \otimes \Phi)\Delta(c_{ss}) = \sum_{k=1}^{s-1} \Phi(c_{sk}) \otimes \Phi(c_{ks}) + \Phi(c_{ss}) \otimes \Phi(c_{ss}) + \sum_{k=s+1}^{n} \Phi(c_{sk}) \otimes \Phi(c_{ks})$$

$$= \sum_{k=1}^{s-1} \left( (s-1) \choose k-1 \right) \omega^{s-k} u^{k-1} a \otimes \mu^{(k-1)! \omega} (s-1)! \omega (n+k-s)! \omega^{n+k-s} u^{s-1} a$$

$$+ u^{s-1} a \otimes u^{s-1} a$$

(1)

$$+ \sum_{k=s+1}^{n} \frac{(s-1)! \omega}{(k-1)! \omega (n+s-k)! \omega} x^{n+s-k} u^{k-1} a \otimes \frac{(k-1)! \omega}{(s-1)! \omega} x^{k-s} u^{s-1} a$$

(2)

Put $s = k = v$ in (1) and $k - s = v$ in (2). Taking into account these changes, we rewrite the $\omega$-coefficients occurring here:

$$\left( (s-1) \choose k-1 \right) \omega (s-1)! \omega (n+k-s)! \omega = \frac{1}{(v)! \omega (n-v)! \omega}.$$ 

$$\frac{(s-1)! \omega}{(k-1)! \omega (n+s-k)! \omega} \frac{(k-1)! \omega}{(s-1)! \omega} = \frac{1}{(v)! \omega (n-v)! \omega}.$$ 

Substituting all this in the previous equality we have:

$$\Phi \otimes \Phi)\Delta(c_{ss}) = u^{s-1} a \otimes u^{s-1} a + \mu \sum_{v=1}^{s-1} \frac{1}{(v)! \omega (n-v)! \omega} x^{v} u^{s-v-1} a \otimes x^{n-v} u^{s-1} a$$

$$+ \mu \sum_{v=1}^{s-1} \frac{1}{(v)! \omega (n-v)! \omega} x^{n-v} u^{v+1} a \otimes x^{v} u^{s-1} a$$

$$= u^{s-1} a \otimes u^{s-1} a + \mu \sum_{k=s+1}^{n} \frac{1}{(k)! \omega (n-k)! \omega} x^{n-k} u^{k+1} a \otimes x^{k} u^{s-1} a$$

$$+ \mu \sum_{k=1}^{s} \frac{1}{(k)! \omega (n-k)! \omega} x^{n-k} u^{k+1} a \otimes x^{k} u^{s-1} a$$

$$= u^{s-1} a \otimes u^{s-1} a + \mu \sum_{k=1}^{n} \frac{1}{(k)! \omega (n-k)! \omega} x^{n-k} u^{k+1} a \otimes x^{k} u^{s-1} a$$

$$= u^{s-1} a \otimes u^{s-1} a + \mu \sum_{k=1}^{n} \frac{1}{(k)! \omega (n-k)! \omega} x^{n-k} u^{k+1} a \otimes x^{k} u^{s-1} a.$$
\[ = \Delta(u^{s-1}a) \quad \text{by (3.14)} \]
\[ = \Delta(\Phi(c_{ss})). \]

\(\Box\): Put \(v = n - k\) in the first sum and \(v = k\) in the second.

(b) Assume that \(s < t\):

\[
(\Phi \otimes \Phi)\Delta(c_{st}) = \sum_{k=1}^{s} \Phi(c_{sk}) \otimes \Phi(c_{kt}) + \sum_{k=s+1}^{t-1} \Phi(c_{sk}) \otimes \Phi(c_{kt}) + \sum_{k=t}^{n} \Phi(c_{sk}) \otimes \Phi(c_{kt})
\]

\[ (1) \]
\[ = \sum_{k=1}^{s} \left( \frac{s-1}{k-1} \right) \omega^{x-k}a^k \frac{(k-1)!_\omega}{(t-1)!_\omega(n+k-t)} x^{n+k-t}a^{t-1} \]

\[ + \sum_{k=s+1}^{t-1} \mu \frac{(s-1)!_\omega}{(t-1)!_\omega(n+k-t)} x^{n+k-t}a^{t-1} \]

\[ \otimes \mu \frac{(k-1)!_\omega}{(t-1)!_\omega(n+k-t)} x^{n+k-t}a^{t-1} \]

\[ + \sum_{k=t}^{n} \mu \frac{(s-1)!_\omega}{(t-1)!_\omega(n+v+s-t)} x^{n+k-t}a^{t-1} \otimes \left( \frac{k-1}{t-1} \right) \omega^{x-k}a^{t-1} \]

Set \(s - k = v\) in (1), \(k - s = v\) in (2), and \(k - t = v\) in (3). Next we rewrite the \(\omega\)-coefficients appearing in the previous equality:

Coefficient in (1):

\[
\left( \frac{s-1}{k-1} \right) \frac{(k-1)!_\omega}{(t-1)!_\omega(n+k-t)} = \frac{(s-1)!_\omega}{(t-1)!_\omega(n+v)} \frac{1}{v}. \]

Coefficient in (2):

\[
\frac{(s-1)!_\omega}{(k-1)!_\omega(n+v+s-t)} \frac{(k-1)!_\omega}{(t-1)!_\omega(n+v)} = \frac{(s-1)!_\omega}{(t-1)!_\omega(n+v+s-t)} \frac{1}{v}. \]

Coefficient in (3):

\[
\frac{(s-1)!_\omega}{(k-1)!_\omega(n+v+s-t)} \frac{(k-1)!_\omega}{(t-1)!_\omega(n+v+s-t)} = \frac{(s-1)!_\omega}{(t-1)!_\omega(n+v+s-t)} \frac{1}{v}. \]

Substituting all this in our previous computation we get:

\[
= \mu \frac{(s-1)!_\omega}{(t-1)!_\omega(n+v+s-t)} \sum_{v=0}^{s-1} \frac{1}{v} x^n u^{n-v+s-t} a \otimes x^{n+v+s-t} u^{t-1} a
\]

\[ + \mu^2 \frac{(s-1)!_\omega}{(t-1)!_\omega} \sum_{v=1}^{t-s-1} \frac{1}{v} x^n u^{n+v+s-t} a \otimes x^{n+v+s-t} u^{t-1} a
\]

\[ + \mu^3 \frac{(s-1)!_\omega}{(t-1)!_\omega} \sum_{v=0}^{n-t} \frac{1}{v} x^n u^{n+v+s-t} a \otimes x^{n+v+s-t} u^{t-1} a
\]
Set $k = n + v + s - t$ in (11) and $l = n - v + s - t$ in (15). Replacing this in the preceding equality we obtain:

\[(6) \quad \mu \frac{(s - 1)!\omega}{(t - 1)!\omega(n + s - t)!\omega} \sum_{l=0}^{s-1} \binom{n + s - t}{l} x^l u^{n-l+s-1} a \otimes x^{n-l+s-t} u^{l-1} a
\]
\[+ \mu^2 \frac{(s - 1)!\omega}{(t - 1)!\omega} \sum_{k=n+s-t+1}^{n-1} \frac{1}{(k)!\omega(n - k + n + s - t)!\omega} x^{n-k+s-t} u^{k+1} a \otimes x^{k} u^{t-1} a
\]
\[(7) \quad \mu \frac{(s - 1)!\omega}{(t - 1)!\omega(n + s - t)!\omega} \sum_{l=s}^{n+s-t} \binom{n + s - t}{l} x^l u^{n-l+s-1} a \otimes x^{n-l+s-t} u^{l-1} a
\]

We join (6) and (7) in a single formula. We now have:

\[= \Delta \left( \mu \frac{(s - 1)!\omega}{(t - 1)!\omega(n + s - t)!\omega} x^{n+s-t} u^{t-1} a \right) \quad \text{by (3.14)}
\]

(c) Assume that $s > t$:

\[(\Phi \otimes \Phi) \Delta(c_{st}) = \sum_{k=1}^{t-1} \Phi(c_{sk}) \otimes \Phi(c_{kt}) + \sum_{k=t}^{s} \Phi(c_{sk}) \otimes \Phi(c_{kt}) + \sum_{k=s+1}^{n} \Phi(c_{sk}) \otimes \Phi(c_{kt})
\]
\[(1) \quad = \sum_{k=1}^{t-1} \binom{s - 1}{k - 1} x^{s-k} u^{k-1} a \otimes \mu \frac{(k - 1)!\omega}{(t - 1)!\omega(n + k - t)!\omega} x^{n+k-t} u^{t-1} a
\]
\[+ \sum_{k=t}^{s} \binom{s - 1}{k - 1} x^{s-k} u^{k-1} a \otimes \frac{(k - 1)!\omega}{(t - 1)!\omega} x^{k-t} u^{t-1} a
\]
\[(2) \quad + \sum_{k=s+1}^{n} \mu \frac{(s - 1)!\omega}{(k - 1)!\omega(n + s - k)!\omega} x^{n+s-k} u^{k-1} a \otimes \frac{(k - 1)!\omega}{(t - 1)!\omega} x^{k-t} u^{t-1} a.
\]

Put $v = n + k - t$ in (11), $l = s - k$ in (2), and $v = k - t$ in (3). We rewrite the $\omega$-coefficients occurring here taking into account these changes:

Coefficient in (11):

\[\binom{s - 1}{k - 1} \frac{(k - 1)!\omega}{(t - 1)!\omega(n + k - t)!\omega} = \binom{s - 1}{t - 1} \frac{(s - t)!\omega}{(t - 1)!\omega(n + v - s - t)!\omega}.
\]

Coefficient in (2):

\[\binom{s - 1}{k - 1} \binom{k - 1}{t - 1} = \binom{s - 1}{t - 1} \binom{s - t}{l}.
\]
Coefficient in (3):

\[
\frac{(s-1)!_\omega}{(k-1)!_\omega(n+s-k)!_\omega}\binom{k-1}{t-1}_\omega = \frac{(s-1)!_\omega}{(t-1)!_\omega(n-v+s-t)!_\omega}.
\]

Substituting all this in our previous computation we have:

\[
4 = \mu\left(\frac{s-1}{(s-t)!_\omega}\sum_{v=n-t+1}^{s-t} \frac{1}{(v)!_\omega(n-v+s-t)!_\omega} x^{v+v+s-t} u^{v+t-1} a \otimes x^{v} u^{t-1} a \right.
\]

\[
+ \left(\frac{s-1}{(t-1)!_\omega}\sum_{l=0}^{s-t} \binom{s-t}{l}_\omega x^{l} u^{s-t-l-1} a \otimes x^{s-t-l} u^{t-1} a \right)
\]

\[
\left. + \mu\left(\frac{s-1}{(s-t)!_\omega}\sum_{v=s-t+1}^{n-t} \frac{1}{(v)!_\omega(n-v+s-t)!_\omega} x^{v+v+s-t} u^{v+t-1} a \otimes x^{v} u^{t-1} a \right) \right]
\]

\[
= \Delta \left(\frac{s-1}{(t-1)!_\omega}\binom{s-t}{1}_\omega x^{s-t} u^{t-1} a \right) \quad \text{by (3.14)}
\]

\[
= \Delta \Phi(c_{st}).
\]

We are now ready to characterize when \( D \) is of finite type over \( D_{soc} \), from which Theorem 3 in the introduction will follow.

**Theorem 3.7.** The Hopf algebra \( D \) is co-Frobenius and \( D_{soc} = kG(D) \). Moreover:

(i) If \( \alpha = 0 \), then \( D \) is of finite type over \( D_{soc} \).

(ii) If \( \alpha \neq 0 \), then \( D \) is of finite type over \( D_{soc} \) if and only if there is a finite subset \( J \) of \( I \) such that \( q_i^n = 1 \) for all \( i \in I \setminus J \) and \( q_j \) is an \( \nu_j \)-th root of unity for all \( j \in J \).

**Proof.** Let \( \mathcal{A} \) be the (finite dimensional) Hopf subalgebra of \( D \) generated by \( u \) and \( x \). The particular form of the chosen basis \( B \) of \( D \) (3.12), together with (3.14), gives us a coalgebra decomposition \( D = \mathcal{A} \oplus \left( \oplus_{(F,E) \in \Gamma} V_{(F,E)} \right) \). Viewed as a right \( D \)-comodule, \( \mathcal{A} \) is injective and contains \( \mathbb{K} \). Hence \( E(\mathbb{K}) \subset \mathcal{A} \), so that \( D \) is co-Frobenius.

We next describe \( D_{soc} \) and show that it equals \( kG(D) \). The coalgebra decomposition above is inherited to the coradical, that is, \( D_0 = \mathbb{K} C_m \oplus \left( \oplus_{(F,E) \in \Gamma} V_{(F,E)} \right) \), where \( C_m \) is generated by \( u \). Then,

\[
D_{soc} = \left( \mathbb{K} C_m \cap D_{soc} \right) \oplus \left( \oplus_{(F,E) \in \Gamma} \left( V_{(F,E)} \cap D_{soc} \right) \right)
\]

(3.15)
Here we used that $G(\mathcal{D}) \subseteq \mathcal{D}_{\text{soc}}$.

(i) Assume that $\alpha = 0$. Then $u^t a_F^E \in G(\mathcal{D})$ for all $(F, E) \in \Gamma \cup \{(0, 0)\}$ and $0 \leq t < m$. Setting $X = \{x^s : 0 \leq s < n\}$, we have $\mathcal{D} = XkG(\mathcal{D}) \subseteq X\mathcal{D}_{\text{soc}}$. Thus $\mathcal{D}$ is of finite type over $\mathcal{D}_{\text{soc}}$. To see that $\mathcal{D}_{\text{soc}} = kG(\mathcal{D})$, notice that the multiplication by a group-like element establishes a coalgebra automorphism of $\mathcal{D}$. Then $V_{(F, E)} = A a_F^E \simeq A$ as coalgebras. This implies $V_{(F, E)0} = A a_F^E = \oplus_{t=0}^{m-1} k u^t a_F^E$. Consequently, $V_{(F, E)0} \cap \mathcal{D}_{\text{soc}} \subseteq kG(\mathcal{D})$.

(ii) Assume that $\alpha \neq 0$. Recall that in this case $n = m$ and $A = T_n(\omega)$. To compute $\mathcal{D}_{\text{soc}}$ we first calculate $V_{(F, E)0}$ and see if it is contained or not there. We must distinguish two cases: $q_F^E \neq 1$ and $q_F^E = 1$.

Case $q_F^E \neq 1$. By Proposition 3.6 (ii), $V_{(F, E)} \simeq M_n^I(k)$ as coalgebras. Then $V_{(F, E)} = V_{(F, E)0}$. Let $S_{(F, E)}$ be the unique (up to isomorphism) simple right $\mathcal{D}$-comodule corresponding to $V_{(F, E)}$. From the aforementioned coalgebra decomposition of $\mathcal{D}$, we conclude that $S_{(F, E)}$ is injective. We claim that $S_{(F, E)} \not\subseteq \mathcal{D}_{\text{soc}}$. Otherwise, $S_{(F, E)} \otimes S_{(F, E)}^*$ would be semisimple and injective. As it contains $k$, it would follow that $k$ is injective and therefore $\mathcal{D}$ would be cosemisimple. This is not possible because $T_n(\omega)$ is a non cosemisimple Hopf subalgebra of $\mathcal{D}$.

Case $q_F^E = 1$. Here we argue as for $\alpha = 0$. By Proposition 3.6 (i), $V_{(F, E)} \simeq T_n(\omega)$ as coalgebras and, consequently, $V_{(F, E)0}$ is spanned by $u^t a_F^E$ with $t = 0, \ldots, n-1$. This implies $V_{(F, E)0} \subseteq \mathcal{D}_{\text{soc}}$.

Let $\Lambda = \{(F, E) \in \Gamma : q_F^E = 1\} \cup \{(0, 0)\}$ and $\tilde{\Lambda} = \{(F, E) \in \Gamma : q_F^E \neq 1\}$. Our previous discussion, together with the decomposition (3.14) of $\mathcal{D}_{\text{soc}}$, entails $\mathcal{D}_{\text{soc}} = \oplus_{t=0}^{n-1} \oplus_{(F, E) \in \Lambda} k u^t a_F^E \subseteq kG(\mathcal{D})$. Every $g \in G(\mathcal{D})$ must be then of the form $u^t a_F^E$ for some $t$ and $(F, E) \in \Lambda$. We write $R_{t, (F, E)}$ for the simple right $\mathcal{D}$-comodule $k u^t a_F^E$.

We next proceed to prove the statement about the finite generation over $\mathcal{D}_{\text{soc}}$.

Suppose that there is $J \subseteq I$ finite such that $q_i^a = 1$ for all $i \in I \setminus J$ and $q_j$ is an $\nu_j$-th root of unity for all $j \in J$. Since $q_j^{\nu_j} = 1$, in view of (3.14), $a_j^{\nu_j} \in G(\mathcal{D})$ for all $j \in J$. Similarly, $a_i \in G(\mathcal{D})$ for all $i \in I \setminus J$. Put $J = \{j_1, \ldots, j_l\}$. Consider the set

$X = \{x^s a_{j_1}^{f_{j_1}} \cdots a_{j_l}^{f_{j_l}} : 0 \leq s < n, 0 \leq f_{jk} < \nu_{jk}, 1 \leq k \leq l\}$.

We prove that $\mathcal{D} = X \mathcal{D}_{\text{soc}}$. It suffices to show the inclusion for the form $a_F^E$. Set $F = (i_1, \ldots, i_r)$ and $E = (e_1, \ldots, e_r)$, so that $a_F^E = a_{i_1}^{e_1} \cdots a_{i_r}^{e_r}$. We can assume that $i_k \in J$ for $k = 1, \ldots, p$ and $i_k \notin J$ for $k = p+1, \ldots, r$. Then $a_{i_k} \in G(\mathcal{D})$ for $k = p+1, \ldots, r$. Write $e_k = v_k e_k + \bar{e}_k$ with $0 \leq \bar{e}_k < v_k$ for $k = 1, \ldots, p$. We now have $a_F^E = (a_{i_1}^{e_1} \cdots a_{i_p}^{e_p})(a_{i_1}^{v_1} \cdots a_{i_p}^{v_p} a_{i_p+1}^{e_{p+1}} \cdots a_{i_r}^{e_r}) \in XG(\mathcal{D})$.

Conversely, assume that $\mathcal{D}$ is of finite type over $\mathcal{D}_{\text{soc}}$. Take a finite set $Y \subseteq \mathcal{D}$ such that $\mathcal{D} = Y \mathcal{D}_{\text{soc}}$; then $\mathcal{D} = W \mathcal{D}_{\text{soc}}$ for the (finite dimensional) subcoalgebra $W$ generated by $Y$. We have a coalgebra decomposition

$W = (W \cap A) \oplus \left( \oplus_{(F, E) \in \Gamma} (W \cap V_{(F, E)}) \right)$.
Observe that \( F \) and, in such a case, we understand \( a \). Then \( \dim \Omega = 5.1.9 \). As \( \dim W < \infty \), the set \( \Omega = \{ (F,E) \in \Gamma : W \cap V(F,E) \neq 0 \} \) is finite. We can express \( \Omega \) as a disjoint union of \( \Omega_1 = \{ (F,E) \in \Omega : q_F^a = 1 \} \) and \( \Omega_2 = \{ (F,E) \in \Omega : q_F^a \neq 1 \} \). Then \( a_F^E \in G(\mathcal{D}) \) for all \( (F,E) \in \Omega_1 \). For \( (F,E) \in \Omega_2 \) set \( F = (i_1, \ldots, i_r) \) and \( E = (e_1, \ldots, e_r) \), so that \( a_F^E = a_i^{e_i} \). Remove from \( F \) those \( i_k \) such that \( q_k^a = 1 \) (\( a_k \in G(\mathcal{D}) \)). In this way, \( \Omega_2 \) gives rise to a set \( J = \{ j_1, \ldots, j_l \} \) such that \( q_{j_k}^a \neq 1 \) for all \( k = 1, \ldots, l \).

Since \( \mathcal{D}_{soc} = kG(\mathcal{D}) \), we have another coalgebra decomposition \( \mathcal{D} = \mathcal{D}_{soc} \oplus \mathcal{D}_{in} \). Let \( i \in I \) be such that \( q_i^a = 1 \) and consider the simple subcoalgebra \( Aa_i, \) Proposition [3.6](ii). There is \( g_i \in G(\mathcal{D}) \) such that \( Aa_i \subseteq Wg_i \). We know that \( g_i^{-1} = u^{e_i}a_F^E \) for certain \( (F,E) \in \Omega_1 \). Then \( a_i g_i^{-1} \) is of the form \( u^{e_i}a_F^E \), with \( q_F^a \neq 1 \) and \( V(F,E) = Aa_i g_i^{-1} \subseteq W \). Hence \( (F',E') \in \Omega_2 \) and so \( i \in J \). This shows that \( i \in J \) if and only if \( q_i^a \neq 1 \).

We must finally prove that \( q_{j_k} \) is an \( \nu_k \)-th root of unity for every \( k \in \{ 1, \ldots, l \} \). This is clear if the ground field \( k \) is finite. Assume that \( k \) is infinite. Let \( e_{j_k} \) be the maximum exponent, in absolute value, of \( a_{j_k} \) when occurring in the elements \( a_F^E \) with \( (F,E) \in \Omega_2 \). Put

\[
X = \{ x^{a_{j_1}^{\pm} f_{j_1}} \ldots x^{a_{j_l}^{\pm} f_{j_l}} : 0 \leq s < n, 0 \leq f_{j_k} \leq e_{j_k}, 1 \leq k \leq l \}.
\]

Then \( \mathcal{D} = WD_{soc} \subseteq X \mathcal{D}_{soc} \). Set \( P = \{ \pm f_{j_k} : 1 \leq k \leq l \} \). Pick \( z \in \mathbb{Z} \) and \( k \in \{ 1, \ldots, l \} \) arbitraries. We write

\[
a_{j_k}^z = \sum_{\sigma} \lambda_{\sigma} y_{\sigma} a_{F_{\sigma}}^{E_{\sigma}}, \quad \lambda_{\sigma} \in k, \; y_{\sigma} \in X, \; a_{F_{\sigma}}^{E_{\sigma}} \in G(\mathcal{D}).
\]

Observe that \( q_{F_{\sigma}}^{E_{\sigma}} = 1 \) for all \( \sigma \). We assume that all terms \( y_{\sigma} a_{F_{\sigma}}^{E_{\sigma}} \) in this sum are distinct. A priori, \( a_{F_{\sigma}}^{E_{\sigma}} \) might be multiplied by a power of \( u \), as \( u \in G(\mathcal{D}) \), but by linear independence, this is not possible. By the same reason, no power of \( x \) occurs in \( y_{\sigma} \). Set \( F_\sigma = (i_1, \ldots, i_{r_\sigma}), E_\sigma = (\theta_{\sigma,1}, \ldots, \theta_{\sigma,r_\sigma}) \) and

\[
y_{\sigma} = a_{j_1}^{\gamma_{\sigma,1}} \ldots a_{j_l}^{\gamma_{\sigma,l}}, \quad \gamma_{\sigma,1}, \ldots, \gamma_{\sigma,l} \in P.
\]

Set \( F'_\sigma = F_\sigma \setminus (F_\sigma \cap J) \). Take out of \( a_{F_{\sigma}}^{E_{\sigma}} \) the \( a_i \)'s with \( i \in F_\sigma \cap J \), join them to \( y_{\sigma} \) and consider the corresponding list of exponents \( E'_\sigma \) for \( F'_\sigma \). Then,

\[
a_{j_k}^z = \sum_{\sigma} \lambda_{\sigma} a_{j_1}^{\gamma_{\sigma,1} + \theta_{\sigma,1}} \ldots a_{j_l}^{\gamma_{\sigma,l} + \theta_{\sigma,l}} a_{F'_\sigma}^{E'_\sigma}.
\]

Here we are abusing a bit of notation because some \( j_\mu \) could not appear in \( F_\sigma \) and, in such a case, we understand \( \theta_{\sigma,\mu} = 0 \). Moreover, \( \theta_{\sigma,1}, \ldots, \theta_{\sigma,1} \) correspond to \( a_{i_1}, \ldots, a_{i_l} \) and subindices \( i_1, \ldots, i_l \) are not necessarily equal \( j_1, \ldots, j_l \). All monomials in the right-hand side of (3.16) are different basis element. There must be \( \tau \) such that \( a_{j_k}^z = a_{j_k}^{\gamma_{\tau,k} + \theta_{\tau,k}} \) and \( a_{j_k}^{\gamma_{\tau,k} + \theta_{\tau,k}} = 1 \) for \( \mu \neq k \). From here, \( z = \gamma_{\tau,k} + \theta_{\tau,k} \) and \( \theta_{\tau,k} = -\gamma_{\tau,k} \). Recall that \( q_{F_{\tau}}^{E_{\tau}} = q_{i_1}^{n_{\tau,k}} \ldots q_{i_l}^{n_{\tau,k}} = 1 \) and \( q_i \neq 1 \) for \( i \notin J \). Then

\[
q_{j_1} \ldots q_{j_l}^{n_{\tau,k}} = q_{i_l}^{n_{\tau,k}} \ldots q_{i_l}^{n_{\tau,k}}\]

is an \( \nu \)-th root of unity, say \( \zeta \). Substituting the value of the \( \theta \)'s just
found we get:

\[ q_{jh}^z = \zeta \prod_{\mu=1}^{l} q_{j_{\mu}}^{\gamma_{\mu}}. \]

The right-hand side of this equality only takes a finite number of values because the \( \gamma \)'s are chosen from the finite set \( P \) and \( \zeta \) is an \( n \)-th root of unity. However, \( z \) runs over \( \mathbb{Z} \). This yields that \( q_{jh} \) is a root of unity. \( \square \)

As a consequence of Theorem 3.7 (ii), if some \( q_i \) is not a root of unity, then \( \mathcal{D} \) is not of finite type over \( \mathbb{D}_{soc} \), establishing so Theorem 3 announced in the introduction. On the other hand, if \( \alpha \neq 0, |J| = 1 \) and \( q_i \) is not a root of unity, then \( \mathcal{D}_{soc} \) is finite dimensional. Its only elements are the group-like elements of Taft Hopf algebra.

The proof of Theorem 3.7 (ii) yields that when \( \alpha \neq 0 \) the set

\[ \{R_{t,(F,E)} : 0 \leq t < n, (F,E) \in \Lambda \} \cup \{S_{(F,E)} : (F,E) \in \tilde{\Lambda} \} \]

is a full set of representatives of the simple right \( \mathcal{D} \)-comodules. Moreover, the \( S_{(F,E)} \)'s are injective.

**Proposition 3.8.** The multiplication rules for the above set are:

\[
\begin{align*}
R_{t,(F,E)} \otimes R_{t',(F',E')} &\simeq R_{t+t',(F \cup F', E + E')}, \\
R_{t,(F,E)} \otimes S_{(F',E')} &\simeq S_{(F \cup F', E + E')} \simeq S_{(F,E)} \otimes R_{t,(F,E)}, \\
S_{(F,E)} \otimes S_{(F',E')} &\simeq \begin{cases} T_n(\omega) & \text{if } F' = F \text{ and } E' = -E, \\
S^n_{(F \cup F', E + E')} & \text{otherwise}. \end{cases}
\end{align*}
\]

**Proof.** The first isomorphism is clear because \( u^t a^E_F \) and \( u^t a^{E'}_{F'} \) are group-like. The coefficient space of \( R_{t,(F,E)} \otimes S_{(F',E')} \) equals

\[ (ku^t a^E_F)V_{(F',E')} = (ku^t a^E_F)(T_n(\omega)a^{E'}_{F'}) = V_{(F \cup F', E + E')}. \]

Since the latter is a simple subcoalgebra, \( R_{t,(F,E)} \otimes S_{(F',E')} \) is isomorphic to \( r \) copies of \( S_{(F \cup F', E + E')} \). Comparing dimensions, \( r = 1 \). Similarly, \( S_{(F',E')} \otimes R_{t,(F,E)} \simeq S_{(F \cup F', E + E')} \). Assume finally that either \( F' \neq F \) or \( E' \neq -E \). Then the coefficient space of \( S_{(F,E)} \otimes S_{(F',E')} \) equals \( V_{(F,E)}V_{(F',E')} = V_{(F \cup F', E + E')} \). Now argue as before. In the case \( F' = F \) and \( E' = -E \), the coefficient space is \( T_n(\omega) \). Observe that \( S_{(F,E)} \simeq S^n_{(F,E)} \) because \( S(V_{(F,E)}) = V_{(F,-E)} \). Then \( S_{(F,E)} \otimes S_{(F',E')} \) contains \( k \). Tensoring with \( ku^t \) and using the previous isomorphism, \( S_{(F,E)} \otimes S_{(F',E')} \) contains \( ku^t \) for \( t = 0, \ldots, n - 1 \). Since it is injective, it must contain a copy of the injective hull of \( ku^t \) for \( t = 0, \ldots, n - 1 \). These are \( n \)-dimensional. Comparing dimensions, it must contain exactly one copy of each. Hence \( S_{(F,E)} \otimes S_{(F',E')} \simeq T_n(\omega) \). \( \square \)

4. **Examples in positive characteristic**

In this final section we construct from group theory examples of co-Frobenius Hopf algebras, over fields of positive characteristic, that are not of finite type over their Hopf socles.

Let \( G \) be an infinite group and let \( K \) be a finite abelian group of order \( n \) acting freely on \( G \) by group automorphisms. Then the group algebra \( kG \) is a left comodule
Hopf algebra over the dual group algebra \(k^G\) with coaction \(\rho : kG \to k^G \otimes kG\), \(g \mapsto \sum_{h \in K} \delta_h \otimes (k \cdot g)\). Let \(H = kG \# k^K\) be the smash coproduct Hopf algebra; this is the tensor product algebra, with comultiplication and antipode given by

\[
\Delta(g \# \delta_h) = \sum_{t \in K} (g \# \delta_t) \otimes (t \cdot g \# \delta_{t^{-1}h}), \quad \Phi(g \# \delta_h) = k \cdot g^{-1} \# \delta_{h^{-1}}.
\]

Suppose now that \(\text{char } k\) divides \(n\). Then \(k^G\) is co-Frobenius but not cosemisimple. Being a cleft extension of co-Frobenius Hopf algebras, \(H\) is co-Frobenius by [BDGN, Proposition 5.2]– see also [AC, Theorem 2.10]– and not cosemisimple because the Hopf subalgebra \(k^K\) is not so.

**Proposition 4.1.** Let \(\Gamma\) be a set of representatives of the orbits in \(G\). For \(g \in G\) let \(\bar{g} \in \Gamma\) denote the representative of \(O(g)\). Let \(kO(g) \subset kG\) be the \(k\)-vector subspace spanned by \(O(g)\). Then:

\(i)\ H = \bigoplus_{\bar{g} \in \Gamma} kO(\bar{g}) \# k^K\) as coalgebras.

\(ii)\ kO(\bar{g}) \# k^K \cong M_n^c(k)\) as coalgebras for \(\bar{g} \neq 1\) and \(k1_G \# k^K \cong k^K\).

**Proof.**

(i) By (4.17), \(kO(\bar{g}) \# k^K\) is a subcoalgebra, and clearly \(H = \bigoplus_{\bar{g} \in \Gamma} kO(\bar{g}) \# k^K\).

(ii) Let \(\{c_{ij}\}_{1 \leq i, j \leq n}\) be the canonical basis of \(M_n^c(k)\). We write \(K = \{k_1, \ldots, k_n\}\), where \(k_1 = 1\). It is not difficult to show that the map \(\Phi : kO(\bar{g}) \# k^K \to M_n^c(k)\), \((k \cdot g) \# \delta_{k_j} \mapsto e_{ij}\), with \(k_i k_j = k_{ij}\), is an algebra isomorphism. That \(k1_G \# k^K \cong k^K\) is clear.

With notation as above, the unique (up to isomorphism) simple right \(M_n^c(k)\)-comodule is \(k\{c_{ij} : j = 1, \ldots, n\}\). Then, for \(\bar{g} \neq 1\), through \(\Phi\), the simple right \(H\)-comodule corresponding to the block \(kO(\bar{g}) \# k^K\) is \(S_{\bar{g}} = k\{g \# \delta_{k_j} : j = 1, \ldots, n\}\). Put \(S_{\bar{g}}^\perp = k\{1_G \# \delta_{k_j} : j = 1, \ldots, n\}\), which is isomorphic to \(k^K\) as a right \(H\)-comodule. Notice that this is never simple if \(K\) is non trivial.

**Theorem 4.2.** The Hopf algebra \(H\) is co-Frobenius and not of finite type over \(H_{soc}\).

**Proof.** We show that \(S_{\bar{g}}\) is not included in \(H_{soc}\) for \(\bar{g} \neq 1\). From Proposition 4.1 (i), each \(S_{\bar{g}}\) is injective. If it is contained in \(H_{soc}\), then \(S_{\bar{g}} \otimes S_{\bar{h}}^*\) is semisimple. Since \(S_{\bar{g}} \otimes S_{\bar{h}}^*\) must contain \(k\) as a direct summand, we would have that \(k\) is injective and hence \(H\) would be cosemisimple, a contradiction. Taking into account again the coalgebra decomposition of \(H\) in Proposition 4.1 only the simple comodules of \(k^K\) could be included in \(H_{soc}\). There is a finite number of them (up to isomorphism), so that \(H_{soc}\) is finite dimensional. Since \(G\) is infinite, \(H\) cannot be of finite type over \(H_{soc}\).

We just gave an indirect argument to show that \(S_{\bar{g}}\) is not included in \(H_{soc}\) for \(\bar{g} \neq 1\). However, it is possible to compute the decomposition of \(S_{\bar{g}} \otimes S_{\bar{h}}\):

**Proposition 4.3.** As right \(H\)-comodules, \(S_{\bar{g}} \otimes S_{\bar{h}} \cong \bigoplus_{r=1}^n \sum_{k \in G} S_{\bar{g} \cdot k \cdot g^{-1}} S_{\bar{h}}^*\). In particular, if \(\bar{g}, \bar{h} \neq 1\), then \(S_{\bar{g}} \otimes S_{\bar{h}}\) is semisimple except when \(O(g) = O(h^{-1})\). Equivalently, when either \(S_{\bar{g}} \cong S_{\bar{h}}^*\) or \(S_{\bar{h}} \cong S_{\bar{g}}^*\).
Proof. Define $f : S_{\overline{h}} \otimes S_{\overline{h}} \to \bigoplus_{r=1}^{n} S_{(k_r \cdot g)h}(g \# \delta_{k_r}) \otimes (h \# \delta_{kh_{k_r}^{-1}}) \mapsto (k_r \cdot g)h \# \delta_{kh_{k_r}^{-1}}$, where $k_r = k_m^{-1}k_l$. Clearly, $f$ is bijective. We check that it is a comodule morphism:

$$(f \otimes \text{id})\rho[(g \# \delta_{k_r}) \otimes (h \# \delta_m)] =$$

$$= (f \otimes \text{id}) \left[ \sum_{i,j=1}^{n} (g \# \delta_{k_r}) \otimes (h \# \delta_{k_j}) \otimes (k_i \cdot g)(k_j \cdot h) \# \delta_{kh_{k_r}^{-1}} \delta_{kh_{k_j}^{-1}} \delta_{kh_{k_r}^{-1}}, \delta_{kh_{k_j}^{-1}}, \delta_{kh_{k_r}^{-1}} \delta_{kh_{k_j}^{-1}}, k_m \right]$$

$$= (f \otimes \text{id}) \left[ \sum_{i=1}^{n} (g \# \delta_{k_r}) \otimes (h \# \delta_{k_k k_m k_{k_1}^{-1}}) \otimes (k_i \cdot g)((k_i k_m k_{k_1}^{-1}) \cdot h) \# \delta_{kh_{k_r}^{-1}} \delta_{kh_{k_j}^{-1}} \right]$$

$$= \sum_{i=1}^{n} ((k_m^{-1}k_i) \cdot g)h \# \delta_{k_i k_k k_m k_{k_1}^{-1}} \otimes [k_i \cdot g((k_i k_m k_{k_1}^{-1}) \cdot h)] \# \delta_{kh_{k_r}^{-1}} \delta_{kh_{k_j}^{-1}} \delta_{kh_{k_r}^{-1}} k_l$$

$$= \sum_{j=1}^{n} ((k_m^{-1}k_i) \cdot g)h \# \delta_{k_j} \otimes [k_j \cdot g((k_i k_m k_{k_1}^{-1}) \cdot g)] \# \delta_{kh_{k_r}^{-1}} \delta_{kh_{k_j}^{-1}} \delta_{kh_{k_r}^{-1}} k_m$$

$$= \rho((k_m^{-1}k_i) \cdot g)h \# \delta_{k_m}$$

$$= f g \# \delta_{k_r} \otimes (h \# \delta_{km})].$$

The comodule $S_{(k_r \cdot g)h}$ is simple except when $(k_r \cdot g)h = 1_G$. This happens if and only if $\mathcal{O}(g) = \mathcal{O}(h^{-1})$. In this case, $S_{(k_r \cdot g)h} = S_{(k_r \cdot g)h}^* = k^K$, which is not semisimple. Finally, from $(4.17)$ and Proposition $4.1$(ii), it follows that $S_{k}^* \simeq S_{k^{-1}}$ for $k \neq 1_G$. \hfill $\square$

We finish this paper by providing an example of a commutative infinite dimensional co-Frobenius Hopf algebra whose Hopf socle is trivial.

**Example 4.4.** Assume that $\text{char } k = 2$. Let $G = \mathbb{Z}$ and $K = C_2$ with generators $x$ and $\sigma$ respectively. Let $K$ act on $G$ by $\sigma \cdot x = x^{-1}$. We have $\mathcal{O}(1) = \{1\}$ and $\mathcal{O}(x^z) = \{x^z, x^{-z}\}$ for $0 \neq z \in \mathbb{Z}$. We take $\{x^n : n \geq 0\}$ as a set of representatives of the orbits. We construct the smash coproduct Hopf algebra $H = k\mathbb{Z}\# kC_2$. The $k$-vector subspace $D_n$ spanned by $\{x^{2n} \# \delta_{r^n} : i = 0, 1\}$ is a subcoalgebra of $H$ isomorphic to $M_2(k)$. By Proposition $4.1$ we have a coalgebra decomposition $H = kC_2 \oplus (\oplus_{n \in \mathbb{N}} D_n)$. The simple comodule $S_n$ attached to $D_n$ is spanned by $\{x^{2n} \# \delta_{r^n} : i = 0, 1\}$. The only simple comodule of $kC_2$ is $k$. Hence $H_{\text{soc}} = k$ by the proof of Theorem $4.2$.

In view of Proposition $4.2$ the decomposition rules for the tensor product of the simple comodules are: $S_n \otimes S_m \simeq S_{n+m} \oplus S_{|m-n|}$ for $m \neq n$ and $S_n \otimes S_n \simeq S_{2n} \oplus kC_2$.
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