Non-local spin-sensitive electron transport in diffusive proximity heterostructures
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We formulate a quantitative theory of non-local electron transport in three-terminal disordered ferromagnet-superconductor-ferromagnet structures. We demonstrate that magnetic effects have different implications: While strong exchange field suppresses disorder-induced electron interference in ferromagnetic electrodes, spin-sensitive electron scattering at superconductor-ferromagnet interfaces can drive the total non-local conductance $g_{12}$ negative at sufficiently low energies. At higher energies magnetic effects become less important and the non-local resistance behaves similarly to the non-magnetic case. Our predictions can be directly tested in future experiments on non-local electron transport in hybrid $FSF$ structures.
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I. INTRODUCTION

The phenomenon of Andreev reflection (AR)\cite{Andreev} is well known to be responsible for transport of subgap electrons across an interface between a normal metal ($N$) and a superconductor ($S$). While this phenomenon is essentially local in hybrid proximity structures with only one $NS$ interface, the situation in multiterminal devices with two or more $NS$ interfaces (such as, e.g., $NSN$ structures) can be more complicated because in addition to local AR electrons can suffer non-local or crossed Andreev reflection (CAR).\cite{Review}\cite{CAR}\cite{Review2}. This phenomenon of CAR enables direct experimental demonstration of entanglement between electrons in spatially separated $N$-electrodes and can strongly influence non-local transport of electrons in hybrid $NSN$ systems\cite{Experiment}.\cite{Experiment2}\cite{Experiment3}

Non-local electron transport in the presence of CAR was recently investigated both experimentally\cite{Experiment4} and theoretically\cite{Theory}\cite{Theory2}\cite{Theory3} demonstrating a rich variety of physical processes involved in the problem. For instance, the effect of CAR on the subgap non-local conductance of $NSN$ structures is exactly compensated by elastic cotunneling (EC) provided only the lowest order terms in $NS$ interface transmissions are accounted for.\cite{Theory}\cite{Theory2} Taking into account higher order processes in barrier transmissions eliminates this feature and yields non-zero values of cross-conductances.\cite{Theory}\cite{Theory2} One can also expect that interactions\cite{Theory}\cite{Theory2} or external ac bias\cite{Theory} can lift the cancellation between EC and CAR contributions already in the lowest order in barrier transmissions.

Another non-trivial issue is the effect of disorder. Theoretical analysis of CAR in different disordered $NSN$ structures was carried out in Refs.\cite{Theory}\cite{Theory2}. In particular, it was demonstrated\cite{Theory} that an interplay between CAR, quantum interference of electrons and non-local charge imbalance dominates the behavior of diffusive $NSN$ systems being essential for quantitative interpretation of a number of experimental observations\cite{Experiment4}\cite{Experiment2}.

Yet another important property of both local and non-local Andreev reflection processes is that they essentially depend on spins of scattered electrons. Hence, CAR should be sensitive to magnetic properties of normal electrodes. This sensitivity was indeed demonstrated already in the first experiments on ferromagnet-superconductor-ferromagnet ($FSF$) structures\cite{Experiment5} where the dependence of non-local conductance on the polarization of ferromagnetic terminals was found.\cite{Theory}\cite{Theory2}\cite{Theory3}\cite{Theory4}\cite{Theory5}\cite{Theory6}\cite{Theory7} Theoretical analysis of spin-resolved CAR was carried out in Ref.\cite{Theory}\cite{Theory2} in the lowest order in tunneling and in Refs.\cite{Theory}\cite{Theory2}\cite{Theory3}\cite{Theory4}\cite{Theory5}\cite{Theory6}\cite{Theory7} to all orders in the interface transmissions. This analysis revealed a number of non-trivial features of non-local spin-dependent electron transport which can be tested in future experiments.

Note that previous work\cite{Theory}\cite{Theory2}\cite{Theory3}\cite{Theory4}\cite{Theory5}\cite{Theory6}\cite{Theory7} more or less concentrated on ballistic electrodes whereas in realistic experiments one usually deals with diffusive hybrid $FSF$ structures. Therefore it is highly desirable to formulate a theory which would adequately describe an interplay between disorder and spin-resolved CAR. This is the main goal of the present paper. The structure of our paper is as follows. In Sec. 2 we will formulate our model and outline our basic formalism of quasiclassical Green functions. This formalism will be employed in Sec. 3 where we present the solution of Usadel equations and derive general expressions for the non-local spin-dependent conductance and resistance for diffusive three-terminal $FSF$ structures at different directions of interface magnetizations. Concluding remarks are presented in Sec. 4 of our paper.

II. MODEL AND BASIC FORMALISM

Let us consider a three-terminal diffusive $FSF$ structure schematically shown in Fig. 1. Two ferromagnetic terminals $F_1$ and $F_2$ with resistances $r_{N1}$ and $r_{N2}$ and electric potentials $V_1$ and $V_2$ are connected to a supercon-
where the resistance of the conductor and zero in both ferromagnets, \( \Delta \) of the superconducting order parameter \( \Delta \) of \( F \)-habiters. The magnitude of the exchange field \( h_{1,2} \) in both ferromagnets \( F_1 \) and \( F_2 \) is assumed to be much bigger than the superconducting order parameter \( \Delta \) of both ferromagnets.

The latter condition allows to perform the analysis of our FSF system within the quasiclassical formalism of Usadel equations for the Green-Keldysh matrix functions \( G \). In each of our metallic terminals these equations can be written in the form

\[
i D \nabla (\hat{G} \nabla \hat{G}) = [\hat{\Omega} + eV, \hat{G}], \quad \hat{G}^2 = 1, \tag{1}\]

where \( D \) is the diffusion constant, \( V \) is the electric potential, \( \hat{G} \) and \( \hat{\Omega} \) are \( 8 \times 8 \) matrices in Keldysh-Nambu-spin space (denoted by check symbol)

\[
\hat{G} = \begin{pmatrix} \hat{G}^R & \hat{G}^K \\ 0 & \hat{G}^A \end{pmatrix}, \quad \hat{\Omega} = \begin{pmatrix} \hat{\Omega}^R & 0 \\ 0 & \hat{\Omega}^A \end{pmatrix}, \tag{2}\]

\[
\hat{\Omega}^R = \hat{\Omega}^A = \begin{pmatrix} \varepsilon - \hat{\sigma} h & \Delta \\ -\Delta^* & -\varepsilon + \hat{\sigma} h \end{pmatrix}, \tag{3}\]

\( \varepsilon \) is the quasiparticle energy, \( \Delta(T) \) is the superconducting order parameter which will be considered real in a superconductor and zero in both ferromagnets, \( h \equiv h_{1,2} \) in the first (second) ferromagnetic terminal, \( h \equiv 0 \) outside these terminals and \( \hat{\sigma} = (\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3) \) are Pauli matrices in spin space.

Retarded and advanced Green functions \( \hat{G}^R \) and \( \hat{G}^A \) have the following matrix structure

\[
\hat{G}^R,A = \begin{pmatrix} \hat{G}^{R,A} & \hat{F}^{R,A} \\ -\hat{F}^{R,A} & -\hat{G}^{R,A} \end{pmatrix}. \tag{4}\]

Here and below \( 2 \times 2 \) matrices in spin space are denoted by hat symbol.

Having obtained the expressions for the Green-Keldysh functions \( \hat{G} \) one can easily evaluate the current density \( j \) in our system with the aid of the standard relation

\[
j = -\frac{\sigma}{16e} \int \text{Sp}[\tau_3(\hat{G} \nabla \hat{G})^K]d\varepsilon, \tag{5}\]

where \( \sigma \) is the Drude conductivity of the corresponding metal and \( \tau_3 \) is the Pauli matrix in Nambu space.

In what follows it will be convenient for us to employ the so-called Larkin-Ovchinnikov parameterization of the Keldysh Green function

\[
\hat{G}^K = \hat{G}^R \hat{f} - \hat{f} \hat{G}^A, \quad \hat{f} = \hat{f}_L + \tau_3 \hat{f}_T, \tag{6}\]

where the distribution functions \( \hat{f}_L \) and \( \hat{f}_T \) are \( 2 \times 2 \) matrices in the spin space.

For the sake of simplicity we will assume that magnetizations of both ferromagnets and the interfaces (see below) are collinear. Within this approximation the Green functions and the matrix \( \hat{\Omega} \) are diagonal in the spin space and the diffusion-like equations for the distribution function matrices \( \hat{f}_L \) and \( \hat{f}_T \) take the form

\[
-D \nabla \left( \hat{D}^T(r, \varepsilon) \nabla \hat{f}_T(r, \varepsilon) \right) + 2 \hat{\Sigma}(r, \varepsilon) \hat{f}_T(r, \varepsilon) = 0, \tag{7}\]

\[
-D \nabla \left( \hat{D}^L(r, \varepsilon) \nabla \hat{f}_L(r, \varepsilon) \right) = 0, \tag{8}\]

where

\[
\hat{\Sigma}(r, \varepsilon) = -i \Delta \text{Im } \hat{F}^R, \tag{9}\]

\[
\hat{D}^T = \left( \text{Re } \hat{G}^R \right)^2 + \left( \text{Im } \hat{F}^R \right)^2, \tag{10}\]

\[
\hat{D}^L = \left( \text{Re } \hat{G}^R \right)^2 - \left( \text{Re } \hat{F}^R \right)^2. \tag{11}\]

The function \( \hat{\Sigma}(r, \varepsilon) \) differs from zero only inside the superconductor. It accounts both for energy relaxation of quasiparticles and for their conversion to Cooper pairs due to Andreev reflection. The functions \( \hat{D}^T \) and \( \hat{D}^L \) acquire space and energy dependencies due to the presence of the superconducting wire and renormalize the diffusion coefficient \( D \).

The solution of Eqs. (7)-(8) can be expressed in terms of the diffusion-like functions \( \hat{D}^T \) and \( \hat{D}^L \) which obey the following equations

\[
-D \nabla \left[ \hat{D}^T(r, \varepsilon) \nabla \hat{D}^T(r, r', \varepsilon) \right] + \delta(r - r'), \tag{12}\]

\[
-D \nabla \left[ \hat{D}^L(r, \varepsilon) \nabla \hat{D}^L(r, r', \varepsilon) \right] = \delta(r - r'). \tag{13}\]

The solutions of Usadel equation (11) in each of the metals should be matched at \( SF \)-interfaces by means of appropriate boundary conditions which account for electron tunneling between these terminals. The form of these boundary conditions essentially depends on the adopted model describing electron scattering at \( SF \)-interfaces. Here we stick to the model of the so-called spin-active interfaces, which takes into account possibly different barrier transmissions for spin-up and spin-down electrons. This model was already extensively used for theoretical description of different physical phenomena, including spin-resolved CAR in ballistic structures and Josephson effect with triplet pairing. Here we employ this model in the case of diffusive electrodes and also restrict our analysis to the case of tunnel barriers.
with channel transmissions much smaller than one. In this case the corresponding boundary conditions read

\[
A\sigma_+ \hat{G}_+ \partial_x \hat{G}_+ = \frac{G_T}{2} [\hat{G}_+, \hat{G}_+] + \frac{G_m}{4} \{[\sigma \tau_3, \hat{G}_-], \hat{G}_+] + i \frac{G_v}{2} \sigma \tau_3, \hat{G}_+ \}
\]

(14)

\[
A\sigma_- \hat{G}_- \partial_x \hat{G}_- = \frac{G_T}{2} [\hat{G}_-^\dagger, \hat{G}_-]
\]

(15)

where \(\hat{G}_-\) and \(\hat{G}_+\) are the Green-Keldysh functions from the left \((x < 0)\) and from the right \((x > 0)\) side of the interface, \(A\) is the effective contact area, \(m\) is the unit vector in the direction of the interface magnetization, \(\sigma_{\pm}\) are Drude conductivities of the left and right terminals and \(G_T\) is the spin-independent part of the interface conductance. Along with \(G_T\) there also exists the spin-sensitive contribution to the interface conductance which is accounted for by the \(G_m\)-term, whereas the \(G_v\)-term arises due to different phase shifts acquired by scattered quasiparticles with opposite spin directions.

Employing the above boundary conditions we can establish the following linear relations between the distribution functions at both sides of the interface

\[
A\sigma_x \hat{D}_+^\dagger \partial_x \hat{f}_+ = A\sigma_x \hat{D}_-^\dagger \partial_x \hat{f}_- = 0
\]

(16)

\[
A\sigma_x \hat{D}_L^\dagger \partial_x \hat{f}_+ = A\sigma_x \hat{D}_R^\dagger \partial_x \hat{f}_- = 0
\]

(17)

where \(\hat{g}_T\), \(\hat{g}_L\), and \(\hat{g}_m\) are matrix interface conductances which depend on the retarded and advanced Green functions at the interface

\[
\hat{g}_T = G_T \left[ (\text{Re} \hat{G}_+^R)^R + (\text{Im} \hat{F}_+^R)^R \right],
\]

(18)

\[
\hat{g}_L = G_T \left[ (\text{Re} \hat{G}_+^R)^R - (\text{Re} \hat{F}_+^R)^R \right],
\]

(19)

\[
\hat{g}_m = G_m \sigma m (\text{Re} \hat{G}_+^R) (\text{Re} \hat{G}_-^R).
\]

(20)

The current density \(\hat{j}\) can then be expressed in terms of the distribution function \(\hat{f}_T\) as

\[
\hat{j} = -\frac{\sigma}{4e} \int \text{Sp}[\hat{D}^\dagger \nabla \hat{f}_T] d\varepsilon.
\]

(21)

III. SPECTRAL CONDUCTANCES

Let us now employ the above formalism in order to evaluate electric currents in our FSF device depicted in Fig. 1. The current across the first \((SF_1)\) interface can be written as

\[
I_1 = \frac{1}{e} \int g_{11}(\varepsilon) [f_0(\varepsilon + eV_1) - f_0(\varepsilon)] d\varepsilon
\]

\[
- \frac{1}{e} \int g_{12}(\varepsilon) [f_0(\varepsilon + eV_2) - f_0(\varepsilon)] d\varepsilon,
\]

(22)

where \(f_0(\varepsilon) = \text{tanh}(\varepsilon/2T)\), \(g_{11}\) and \(g_{12}\) are local and nonlocal spectral electric conductances. Expression for the current across the second interface can be obtained from the above equation by interchanging the indices 1 \(\leftrightarrow 2\).

Solving Eqs. (7)-(8) with boundary conditions (16)-(17) we express both local and nonlocal conductances \(g_{ij}(\varepsilon)\) in terms of the interface conductances and the function \(D\). The corresponding results read

\[
g_{11}(\varepsilon) = (\tilde{R}_1^T M_L + \tilde{R}_2^T \tilde{R}_1 \tilde{R}_m^T - \tilde{R}_1^T \tilde{R}_2^T) \tilde{K},
\]

(23)

\[
g_{12}(\varepsilon) = \hat{g}_{21}(\varepsilon) = (\tilde{R}_1^T M_L + \tilde{R}_2^T \tilde{R}_2 \tilde{R}_m^T - \tilde{R}_2^T \tilde{R}_m^T) \tilde{K},
\]

(24)

where we defined

\[
\tilde{M}_L = \tilde{R}_1^T \tilde{R}_2^T - (\tilde{R}_{12}^T)^2,
\]

(25)

\[
\tilde{K}^{-1} = \tilde{M}_L, \tilde{R}_m^2 - \tilde{R}_2^T \tilde{R}_m^T
\]

(26)

and introduced the auxiliary resistance matrix

\[
\tilde{R}_1^T = \tilde{g}_{11}(\varepsilon) [\tilde{g}_{11}(\varepsilon) \tilde{g}_{11}(\varepsilon) - \tilde{g}_{11}^2(\varepsilon)]^{-1}
\]

(27)

\[
+ \frac{D_1 \tilde{D}_1^T (r_1, r_1, \varepsilon)}{\sigma_1} + \frac{D_S \tilde{D}_S^T (r_1, r_1, \varepsilon)}{\sigma_S},
\]

The resistance matrices \(\tilde{R}_1^T, \tilde{R}_1^L\) and \(\tilde{R}_2^T\) can be obtained by interchanging the indices 1 \(\leftrightarrow 2\) and \(T \leftrightarrow L\) in Eq. (27). The remaining resistance matrices \(\tilde{R}_{12}^T, \tilde{R}_{12}^L\) and \(\tilde{R}_{jm}\) are defined as

\[
\tilde{R}_{12}^T = \frac{D_S \tilde{D}_S^T (r_1, r_1, \varepsilon)}{\sigma_S},
\]

(28)

\[
\tilde{R}_{jm} = \tilde{g}_{jm}(\varepsilon) [\tilde{g}_{jm}(\varepsilon) \tilde{g}_{jm}(\varepsilon) - \tilde{g}_{jm}^2(\varepsilon)]^{-1},
\]

(29)

where \(j = 1, 2\). The spectral conductance \(g_{ij}\) can be recovered from the matrix \(\tilde{g}_{ij}\) simply by summing up over the spin states

\[
g_{ij}(\varepsilon) = \frac{1}{2} \text{Sp} \{\tilde{g}_{ij}(\varepsilon)\}.
\]

(30)

It is worth pointing out that Eqs. (23), (24) defining respectively local and nonlocal spectral conductances are presented with excess accuracy. This is because the boundary conditions (13)-(15) employed here remain applicable only in the tunneling limit and for weak spin dependent scattering \(|G_m|, |G_v| \ll G_T\). Hence, strictly speaking only the lowest order terms in \(G_{m1,2}\) and \(G_{v1,2}\) need to be kept in our final results.
In order to proceed it is necessary to evaluate the interface conductances as well as the matrix functions $D_{1,2,3}^{T,L}$. Restricting ourselves to the second order in the interface transmissions we obtain
\[ \hat{g}_{1T}(\varepsilon) = G_{1T} \hat{\nu}_{S}(r_1, \varepsilon) + G_{2T}^{2} \frac{\Delta^2 \theta(\Delta^2 - \varepsilon^2)}{\Delta^2 - \varepsilon^2} \hat{U}_1(\varepsilon), \] (31)

\[ \hat{g}_{1L}(\varepsilon) = G_{1T} \hat{\nu}_{S}(r_1, \varepsilon) - G_{2T}^{2} \frac{\Delta^2 \theta(\varepsilon^2 - \Delta^2)}{\varepsilon^2 - \Delta^2} \hat{U}_1(\varepsilon), \] (32)

\[ \hat{g}_{1m}(\varepsilon) = G_{m} \hat{\nu}_{S}(r_1, \varepsilon) \hat{\sigma} m_1, \] (33)

and analogous expressions for the interface conductances of the second interface. The matrix function
\[ \hat{U}_1(\varepsilon) = \frac{D_{1}}{2}\sigma_1 \left\{ \text{Re} \left[ C_1(r_1, r_1, 2h^+_2) + C_1(r_1, r_1, 2h^-_1) \right] \right\} \] (34)

with $h^-_1 = h_1 \pm \varepsilon$ defines the correction due to the proximity effect in the normal metal.

Taking into account the first order corrections in the interface transmissions one can derive the density of states inside the superconductor in the following form
\[ \hat{\nu}_S(r, \varepsilon) = \frac{|\varepsilon| \theta(\varepsilon^2 - \Delta^2)}{\sqrt{|\varepsilon^2 - \Delta^2|}} \] (35)

\[ + D_S \frac{\Delta^2}{\sigma_S} \frac{\Delta^2}{\Delta^2 - \varepsilon^2} \sum_{i=1,2} \left[ G_{Ti} \text{Re} C_S(r, r_i, 2\omega_R) - \hat{\sigma} m_1 G_{\phi} \text{Im} C_S(r, r_i, 2\omega_R) \right], \] (36)

where
\[ \omega_R = \begin{cases} \sqrt{\varepsilon^2 - \Delta^2}, & \varepsilon > \Delta, \\ i\sqrt{\varepsilon^2 - \Delta^2}, & |\varepsilon| < \Delta, \\ -\sqrt{\varepsilon^2 - \Delta^2}, & \varepsilon < \Delta. \end{cases} \] (37)

and the Cooperon $C_j(r, r', \varepsilon)$ represents the solution of the equation
\[ (-D \nabla^2 - i\varepsilon) C(r, r', \varepsilon) = \delta(r - r') \] (38)
in the normal metal leads ($j = 1, 2$) and the superconductor ($j = S$). In the quasi-one-dimensional geometry the corresponding solutions take the form
\[ C_j(x_j, x_j, \varepsilon) = \frac{\tanh(k_j L_j)}{S_j D_j k_j}, \quad j = 1, 2, \] (39)

\[ C_S(x, x', \varepsilon) = \frac{\sinh[k_S(L - x')] \sinh k_S x}{k_S S_S D_S \sinh[k_S L]}, \quad x' > x, \] (40)

where $S_{S,1,2}$ are the wire cross sections and $k_{1,2,S} = \sqrt{-i\varepsilon/D_{1,2,3,S}}$.

Substituting Eq. (39) into Eqs. (31) and (32) and comparing the terms $\propto G_{2T}^{2}$, we observe that the tunneling correction to the density of states dominates over the terms proportional to $\hat{U}_1$ which contain an extra small factor $\sqrt{\Delta/h} \ll 1$. Hence, the latter terms in Eqs. (31) and (32) can be safely neglected. In addition, in Eq. (32) we also neglect small tunneling corrections to the superconducting density of states at energies exceeding the superconducting gap $\Delta$. Within this approximation the density of states inside the superconducting wire becomes spin-independent $\hat{\nu}_S(r, \varepsilon) = \hat{\sigma}_0 \hat{\nu}_S(r, \varepsilon)$. It can then be written as
\[ \nu_S(r, \varepsilon) = \frac{|\varepsilon|}{\sqrt{|\varepsilon^2 - \Delta^2|}} \theta(\varepsilon^2 - \Delta^2) \] (41)

\[ + D_S \frac{\Delta^2 \theta(\varepsilon^2 - \Delta^2)}{\Delta^2 - \varepsilon^2} \sum_{i=1,2} G_{Ti} \text{Re} C_S(r, r_i, 2\omega_R). \] (42)

Accordingly, the interface conductances take the form
\[ \hat{g}_{1T}(\varepsilon) = \hat{g}_{1L}(\varepsilon) = G_{1T} \hat{\nu}_S(r_1, \varepsilon), \] (43)

\[ \hat{g}_{1m}(\varepsilon) = G_{m} \hat{\nu}_S(r_1, \varepsilon) \hat{\sigma} m_1. \] (44)

In the limit of strong exchange fields $h_{1,2} \gg \Delta$ and small interface transmissions considered here the proximity effect in the ferromagnets remains weak and can be neglected. Hence, the functions $\hat{D}_1^{T,L}(r_1, r_1, \varepsilon)$ and $\hat{D}_2^{T,L}(r_2, r_2, \varepsilon)$ can be approximated by their normal state values
\[ \hat{D}_1^{T,L}(r_1, r_1, \varepsilon) = \sigma_1 r_{N_1} \hat{1}/D_1, \] (45)

\[ \hat{D}_2^{T,L}(r_2, r_2, \varepsilon) = \sigma_2 r_{N_2} \hat{1}/D_2, \] (46)

\[ r_{N_1} = L_j/(\sigma_j S_j), \quad j = 1, 2. \] (47)

where $r_{N_1}$ and $r_{N_2}$ are the normal state resistances of ferromagnetic terminals. In the the superconducting region an effective expansion parameter is $G_{T1,2}\xi_S(\varepsilon)$, where $r_{\xi_S}(\varepsilon) = \xi_S(\varepsilon)/\sigma_S S_S$ is the Drude resistance of the superconducting wire segment of length $\xi_S(\varepsilon) = \sqrt{D_S/2|\omega_R|}$. In the limit
\[ G_{T1,2} r_{\xi_S}(\varepsilon) \ll 1, \] (48)

which is typically well satisfied for realistic system parameters, it suffices to evaluate the function $\hat{D}_S^{T}(x, x', \varepsilon)$ for impenetrable interfaces. In this case we find
\[ \hat{D}_S^{T}(x, x', \varepsilon) \begin{cases} \frac{\Delta^2 - \varepsilon^2}{\varepsilon^2 - \Delta^2} C_S(x, x', 2\omega_R), & \varepsilon < \Delta, \\ \frac{\varepsilon^2 - \Delta^2}{\varepsilon^2} C_S(x, x', 0), & \varepsilon > \Delta. \end{cases} \] (49)

We note that special care should be taken while calculating $\hat{D}_S^{T}(x, x', \varepsilon)$ at subgap energies, since the coefficient $D^2$ in Eq. (33) tends to zero deep inside the superconductor. Accordingly, the function $\hat{D}_S^{T}(x, x', \varepsilon)$ becomes singular in this case. Nevertheless, the combinations $\hat{R}_1^{T}(\mathcal{M}^{L})^{-1}$ and $\hat{R}_2^{T}(\mathcal{M}^{L})^{-1}$ remain finite also in this limit. At subgap energies we obtain
\[ \hat{R}_1^{T}(\mathcal{M}^{L})^{-1} = \hat{R}_2^{T}(\mathcal{M}^{L})^{-1} = \hat{R}_{12}^{T}(\mathcal{M}^{L})^{-1} \] (50)

\[ = \frac{1}{r_{N_1} + r_{N_2} + \frac{2(\Delta^2 - \varepsilon^2)e^{\xi_S(\varepsilon)} \Delta^2}{\Delta^2 r_{\xi_S}(\varepsilon) G_{T1} G_{T2}}}. \] (51)
where \( d = |x_2 - x_1| \) is the distance between two SF contacts. Substituting the above relations into Eq. \ref{eq:40}, we arrive at the final result for the non-local spectral conductance of our device at subgap energies

\[
g_{12}(\varepsilon) = g_{21}(\varepsilon) = \frac{\Delta^2 - \varepsilon^2}{\Delta^2} \cdot \frac{r_{\xi S}(\varepsilon) \exp[-d/\xi_S(\varepsilon)]}{2[r_{N_1} + 1/g_{T1}(\varepsilon)][r_{N_2} + 1/g_{T2}(\varepsilon)]} \times \left[ 1 + m_1 m_2 G_{m_1} G_{m_2} \frac{\Delta^2}{\Delta^2 - \varepsilon^2} \frac{1}{1 - \frac{\varepsilon^2}{\Delta^2} + \frac{r_{N_1} + r_{N_2}}{2} r_{\xi S}(\varepsilon) G_{T_1} G_{T_2} \exp[-d/\xi_S(\varepsilon)]} \right], \quad |\varepsilon| < \Delta. \tag{49} \]

Eq. \ref{eq:49} represents the central result of our paper. It consists of two different contributions. The first of them is independent of the interface polarizations \( m_{1,2} \). This term represents direct generalization of the result\[17\] in two different aspects. Firstly, the analysis\[17\] was carried out under the assumption \( r_{N_1,2} G_{T1,2}(\varepsilon) \ll 1 \) which is abandoned here. Secondly (and more importantly), sufficiently large exchange fields \( h_{1,2} \gg \Delta \) of ferromagnetic electrodes suppress disorder-induced electron interference in these electrodes and, hence, eliminate the corresponding zero-bias anomaly both in local\[25–27\] and non-local\[17\] spectral conductances. In this case with sufficient accuracy one can set \( g_{T_1}(\varepsilon) = G_{T_1} \nu_S(x_1, \varepsilon) \) implying that at subgap energies \( g_{T_1}(\varepsilon) \) is entirely determined by the second term in Eq. \ref{eq:40} which yields in the case of quasi-one-dimensional electrodes

\[
g_{T_1}(\varepsilon) = \frac{\Delta^2 G_{T_1} r_{\xi S}(\varepsilon)}{2(\Delta^2 - \varepsilon^2)} \left[ G_{T_1} + G_{T_2} e^{-d/\xi_S(\varepsilon)} \right], \tag{50} \]

\[
g_{T_2}(\varepsilon) = \frac{\Delta^2 G_{T_2} r_{\xi S}(\varepsilon)}{2(\Delta^2 - \varepsilon^2)} \left[ G_{T_2} + G_{T_1} e^{-d/\xi_S(\varepsilon)} \right]. \tag{51} \]

Note, that if the exchange field \( h_{1,2} \) in both normal electrodes is reduced well below \( \Delta \) and eventually is set equal to zero, the term containing \( U_1(\varepsilon) \) in Eqs. \ref{eq:41}, \ref{eq:42} becomes important and should be taken into account. In this case we again recover the zero-bias anomaly\[25–27\] \( g_{T_1}(\varepsilon) \propto 1/\sqrt{\varepsilon} \) and from the first term in Eq. \ref{eq:40} we reproduce the results\[17\] derived in the limit \( h_{1,2} \to 0 \).

The second term in Eq. \ref{eq:40} is proportional to the product \( m_1 m_2 G_{m_1} G_{m_2} \) and describes non-local magnetococonductance effect in our system emerging due to spin-sensitive electron scattering at SF interfaces. It is important that – despite the strong inequality \( |G_{m_i}| \ll G_{T_i} \) – both terms in Eq. \ref{eq:40} can be of the same order, i.e. the second (magnetic) contribution can significantly modify the non-local conductance of our device.

In the limit of large interface resistances \( r_{N_1,2} G_{T1,2}(\varepsilon) \ll 1 \) the formula \ref{eq:40} reduces to a much simpler one

\[
g_{12}(\varepsilon) = g_{21}(\varepsilon) = \frac{r_{\xi S}(\varepsilon)}{2} \exp[-d/\xi_S(\varepsilon)] \times \left[ \frac{\Delta^2 - \varepsilon^2}{\Delta^2} g_{T_1}(\varepsilon) g_{T_2}(\varepsilon) + m_1 m_2 G_{m_1} G_{m_2} \frac{\Delta^2}{\Delta^2 - \varepsilon^2} \right]. \tag{52} \]

Interestingly, Eq. \ref{eq:52} remains applicable for arbitrary values of the angle between interface polarizations \( m_1 \) and \( m_2 \) and strongly resembles the analogous result for the non-local conductance in ballistic \( FSF \) systems (cf., e.g., Eq. (77) in Ref. \[18\]). The first term in the square brackets in Eq. \ref{eq:52} describes the fourth order contribu-
tion in the interface transmissions which remains nonzero also in the limit of the nonferromagnetic leads. In contrast, the second term is proportional to the product of transmissions of both interfaces, i.e. only to the second order in barrier transmissions. This term vanishes identically provided at least one of the interfaces is spin-isotropic.

Contrary to the non-local conductance at subgap energies, both local conductance (at all energies) and non-local spectral conductance at energies above the superconducting gap are only weakly affected by magnetic effects. Neglecting small corrections due to $G_m$ term in the boundary conditions we obtain

$$g_{11}(\varepsilon) = \hat{R}_1^T(\hat{\mathcal{M}}^T)^{-1}, \quad g_{22}(\varepsilon) = \hat{R}_2^T(\hat{\mathcal{M}}^T)^{-1}, \quad g_{12}(\varepsilon) = g_{21}(\varepsilon) = \hat{R}_{12}^T(\hat{\mathcal{M}}^T)^{-1}, \quad |\varepsilon| > \Delta.$$  \hspace{1cm} (53, 54)

Eqs. (53) and (54) together with the above expressions for the non-local subgap conductance enable one to recover both local and non-local spectral conductances of our system at all energies. Typical energy dependencies for both $g_{11}(\varepsilon)$ and $g_{12}(\varepsilon)$ are displayed in Fig. 2. For instance, we observe that at subgap energies the non-local conductance $g_{12}$ changes its sign being positive for parallel and negative for antiparallel interface polarizations.

Having established the spectral conductance matrix $g_{ij}(\varepsilon)$ one can easily recover the complete $I-V$ curves for our hybrid FSF structure. In the limit of low bias voltages these $I-V$ characteristics become linear, i.e.

$$I_1 = G_{11}(T)V_1 + G_{12}(T)V_2,$$

$$I_2 = G_{21}(T)V_1 + G_{22}(T)V_2,$$  \hspace{1cm} (55, 56)

where $G_{ij}(T)$ represent the linear conductance matrix defined as

$$G_{ij}(T) = \frac{1}{4T} \int g_{ij}(\varepsilon) \frac{d\varepsilon}{\cosh^2 \varepsilon \Delta}. \hspace{1cm} (57)$$

It may also be convenient to invert the relations (55)-(56) thus expressing induced voltages $V_{1,2}$ in terms of injected currents $I_{1,2}$:

$$V_1 = R_{11}(T)I_1 - R_{12}(T)I_2,$$

$$V_2 = -R_{21}(T)I_1 + R_{22}(T)I_2,$$  \hspace{1cm} (58, 59)

where the coefficients $R_{ij}(T)$ define local ($i = j$) and nonlocal ($i \neq j$) resistances

$$R_{11}(T) = \frac{G_{22}(T)}{G_{11}(T)G_{22}(T) - G_{12}^2(T)},$$

$$R_{12}(T) = R_{21}(T) = \frac{G_{12}(T)}{G_{11}(T)G_{22}(T) - G_{12}^2(T)},$$  \hspace{1cm} (60, 61)

and similarly for $R_{22}(T)$. In non-ferromagnetic NSN structures the low temperature non-local resistance $R_{12}(T \to 0)$ turns out to be independent of both the interface conductances and the parameters of the normal leads. However, this universality of $R_{12}$ does not hold anymore provided non-magnetic normal metal leads are substituted by ferromagnets. Non-local linear resistance $R_{12}$ of our FSF structure is displayed in Figs. 3, 4 as a function of temperature for parallel ($m_1 m_2 = 1$) and antiparallel ($m_1 m_2 = -1$) interface magnetizations. In Fig. 3 we show typical temperature behavior of the non-local resistance for sufficiently transparent interfaces. For
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**FIG. 3:** (Color online) Non-local resistance (normalized to its normal state value) versus temperature (normalized to the superconducting critical temperature $T_c$) for parallel (P) and antiparallel (AP) interface magnetizations. The parameters are the same as in Fig. 2.
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**FIG. 4:** (Color online) The same as in Fig. 3 for the following parameter values: $r_{N_{1}} = r_{N_{2}} = 5\xi_s(0)$, $x_1 = L - x_2 = 5\xi_s(0)$, $x_2 - x_1 = \xi_s(0)$, $Gr_1 = Gr_2 = 50G_{m_1} = 50G_{m_2} = 0.025/r_{\xi_s}(0)$.
both mutual interface magnetizations $R_{12}$ first decreases with temperature below $T_C$ similarly to the non-magnetic case. However, at lower $T$ important differences occur: While in the case of parallel magnetizations $R_{12}$ always remains positive and even shows a noticeable upturn at sufficiently low $T$, the non-local resistance for antiparallel magnetizations keeps monotonously decreasing with $T$ and may become negative in the low temperature limit. In the limit of very low interface transmissions the temperature dependence of the non-local resistance exhibits a well pronounced charge imbalance peak (see Fig. 1) which physics is similar to that analyzed in the case of non-ferromagnetic NSN structures\textsuperscript{11,16,23}. Let us point out that the above behavior of the non-local resistance is qualitatively consistent with available experimental observations\textsuperscript{24}. 

IV. CONCLUDING REMARKS

In this paper we developed a quantitative theory of non-local electron transport in three-terminal hybrid ferromagnet-superconductor-ferromagnet structures in the presence of disorder in the electrodes. Within our model transfer of electrons across $SF$ interfaces is described in the tunneling limit and magnetic properties of the system are accounted for by introducing (i) exchange fields $h_{1,2}$ in both normal metal electrodes and (ii) magnetizations $m_{1,2}$ of both $SF$ interfaces (the model of spin-active interfaces). The two ingredients (i) and (ii) of our model are in general independent from each other and have different physical implications. While the role of (comparatively large) exchange fields $h_{1,2} \gg \Delta$ is merely to suppress disorder-induced interference of electrons\textsuperscript{25} penetrating from a superconductor into ferromagnetic electrodes, spin-sensitive electron scattering at $SF$ interfaces yields an extra contribution to the non-local conductance which essentially depends on relative orientations of the interface magnetizations. For anti-parallel magnetizations the total non-local conductance $g_{12}$ can turn negative at sufficiently low energies/temperatures. At higher temperatures the difference between the values of $R_{12}$ evaluated for parallel and anti-parallel magnetizations becomes less important. At such temperatures the non-local resistance behaves similarly to the non-magnetic case demonstrating, e.g., a well-pronounced charge imbalance peak\textsuperscript{23} in the limit of low interface transmissions.

We believe that our predictions can be directly used for quantitative analysis of future experiments on non-local electron transport in hybrid $FSF$ structures.
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