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Abstract

Unsupervised out-of-distribution (U-OOD) detection has recently attracted much attention due to its importance in mission-critical systems and broader applicability over its supervised counterpart. Despite this increase in attention, U-OOD methods suffer from important shortcomings. By performing a large-scale evaluation on different benchmarks and image modalities, we show in this work that most popular state-of-the-art methods are unable to consistently outperform a simple and relatively unknown anomaly detector based on the Mahalanobis distance (MahaAD). A key reason for the inconsistencies of these methods is the lack of a formal description of U-OOD. Motivated by a simple thought experiment, we propose a characterization of U-OOD based on the invariants of the training dataset. We show how this characterization is unknowingly embodied in the top-scoring MahaAD method, thereby explaining its quality. Furthermore, our approach can be used to interpret predictions of U-OOD detectors and provides insights into good practices for evaluating future U-OOD methods.

1 Introduction

The use of deep learning (DL) models for mission-critical systems, such as in autonomous driving or medicine, is one of the most active research areas in computer vision. Yet, despite impressive performances in recent methods, their ability to extrapolate beyond their training data remains limited. For trained and deployed models, this is particularly problematic when processing images that are corrupted or whose content differs from their expectation. Predictions for unexpected images are often incorrect with high confidence and cannot be identified as such [4]. Ultimately, these silent failures deeply impact the reliability of machine learning systems in mission-critical applications and can have fatal consequences.

To mitigate these limitations, numerous out-of-distribution (OOD) detection methods have emerged in the recent past. Closely related to anomaly detection [58] and one-class learning [52], OOD detection aims to spot samples at inference time that do not belong to the training distribution and should not be processed by subsequent machine learning models. At their core, OOD detection methods learn scoring functions that measure the level of anomaly, or out-of-distributionness, in test samples with respect to a training data distribution.

Broadly, OOD methods are categorized into supervised and unsupervised, as illustrated in Figure [1]. Supervised OOD methods compute an OOD score by using the labels of the training dataset or by knowing the trained downstream network [27, 31, 34]. Conversely, unsupervised OOD (U-OOD) methods are agnostic to the downstream task or data labels, and learn tractable representations of
Figure 1: The difference between supervised and unsupervised OOD. For the unsupervised case, invariants in the training data define what should be considered as OOD: in (a) a pentagon at a different angle leads to an OOD test sample, while (b) shows variants in shapes in the training set such that a pentagon is in-distribution at test time. On the other hand, for supervised OOD, this depends solely on the given labels. While the train and test data are the same in each row, the interpretation of OOD differs in the supervised and unsupervised cases. Green and red boxes denote “in” and “out” of distribution samples, respectively. Note that the semantic invariant features listed in the unsupervised cases are used for exemplification purposes, and are not representative of the actual features used in practice.

the training images to compute OOD scores [7, 22, 15, 59], which makes them more general than supervised methods and applicable to a larger range of scenarios.

Considering its significance and generality, the recent emergence of U-OOD methods is unsurprising. Yet with many methods reporting state-of-the-art performance [26, 63, 55, 44, 30, 69, 72, 70, 36], the overwhelming majority of these only validate their approach on one or two tasks. Given the broadness of U-OOD, these limited experimental validations have produced an inconsistent state-of-the-art, while simultaneously establishing an unclear sense of progress in the field. For instance, [28] showed excellent results for one-class tasks using CIFAR10 and ImageNet, only to be contradicted 8 months later in [6] using different data. More alarmingly, this trend of inconsistencies is being perpetuated with evaluation protocols remaining unchanged [30, 42, 5].

For this reason, we first aim to explore and assess the performance and robustness of existing U-OOD detectors by establishing a wide and varied panel of experiments using different datasets and setups. Not only do we show that U-OOD state-of-the-art methods perform erratically when evaluated over a wide and varied range of datasets and tasks (i.e. methods that perform extremely well on some datasets, frequently perform poorly on others), but that the relatively unnoticed MahaAD method [57] consistently outperforms all considered methods by remarkable margins in addition to being perpetuated with evaluation protocols remaining unchanged [30, 42, 5].

More fundamentally however, we hypothesize that despite the large number of recently proposed U-OOD methods, the main reason for this lack of overall consistency is that the fundamental concept of U-OOD remains vague and ill-defined. In fact, the vast majority of works fail to define U-OOD, let alone provide an intuition to their approach’s functioning. This subsequently leads to brittle methods and weak evaluation protocols.

Intuitively, a test sample should be considered OOD if it looks different from training samples. While this intuition seems straightforward, it is unclear how to characterize a training dataset or identify what makes a test sample similar or not to training samples. Yet, characterizing OOD is a fundamental necessity to not only produce reasonable U-OOD detectors, but also to properly evaluate and
understand their behavior. Previous works have overlooked this important step and devised OOD detectors following more or less reasonable heuristics with limited formal justification. For example, using the observation that blurred images are assigned higher likelihoods compared to their original counterparts, SVD-RND [16] leveraged this property to characterize OOD by directly optimizing it. Similarly, [70, 56] identified OOD samples by correcting for their input complexity and the number of background pixels. Other examples include Puzzle-AE [64], which relied on solving puzzles of OOD images worse than their in-distribution counterparts, and MHRot [28] assumed that geometric transformations of OOD samples will be predicted incorrectly.

To this end, we also address here the apparent lack of proper U-OOD definitions by proposing a characterization based on identifying and leveraging image invariants of the training set. Following this idea, we formulate the general problem of finding dataset invariants and show that, when constrained to a linear setting, this formulation reduces to the MahaAD method, which unknowingly embodies dataset invariant characterization. Importantly, we show that the invariants found within a training set are more relevant for U-OOD detection than its variant counterparts.

In summary, the contributions of this paper include (1) a thorough evaluation of numerous state-of-the-art U-OOD methods on different tasks and datasets, whereby highlighting that most methods perform erratically and inconsistently, and (2) a novel interpretation of U-OOD using training set invariants, which allows for an appropriate definition of U-OOD. A consequence of the both contributions is that we shed light on why most recent methods do not perform well and, importantly, why MahaAD is an excellent general off-the-shelf U-OOD detector that is consistently superior.

2 Related works

Methods such as one-class support vector machines [68], isolation forest [40], and local outlier factor [12] have traditionally been used for OOD detection in classical machine learning. However, these methods suffer greatly when applied to high-dimensional spaces (i.e., images). Unsurprisingly, modern DL based methods have come to replace these more recently. Summarized here are some of the most relevant works on OOD detection using DL, while comprehensive surveys can be found in [13, 49, 58].

In general, U-OOD detection methods rely only on a set of in-distribution images to learn the characteristics of the in-distribution data. That is, they do not assume, or have access to, a trained downstream deep network or labeled dataset. Broadly, two families of methods are found in the literature. The first are generative models while the second are based on representation learning.

Generative models: These learn the distribution of images in high-dimensional spaces. However, most generative models are known to perform poorly in OOD detection [15, 46], and many augmentations and improvements have been proposed to increase their performances. [70] showed that the likelihoods obtained by models such as Glow [35] or PixelCNN++ [65] are heavily influenced by the input complexity, and propose a likelihood ratio to correct for this. Interestingly, the work in [56] showed that background pixels dominate test sample likelihood scores, and attempt to correct for these by using the likelihood of a second model that tries to capture the population level background information. Similarly, Schirrmeister et al. [66] use the likelihood ratio with respect to a second model trained on a general, large scale dataset.

Representation learning: Instead of working in the image space, most U-OOD methods aim to learn a low-dimensional image embedding. Here, many works have opted for self-supervised learning strategies to simulate classification problems and train DL models to representative image features. One popular approach is predicting geometric transformations, such as image rotations, translations, scales, flips, or patch re-arrangements [7, 22, 28, 77]. Other self-supervised approaches rely on auto-encoders and optionally perturb the input in some way to create more robust feature descriptions. Example perturbations include adding noise [61] or shuffling patches [64]. Further extensions propose to fit an auto-regressive model to the latent space [1] or to add a memory module [23]. Bergman et al. [6] find that scoring samples by the distance to their k-nearest neighbours (kNN) in the space of pre-trained ImageNet features outperformed outperformed self-supervised methods. Xiao et al. [79] showed that features obtained from self-supervised—rather than supervised—training on ImageNet pushed performance even further. Most recently, approaches based on contrastive learning [69, 72], or focused on adapting pretrained features [54, 55], have been advantageous. Finally, Rippel et
al. [57] combined Mahalanobis distances in the space of ImageNet features to beat the previous state-of-the-art on the MVTec dataset.

3 Invariants for Unsupervised OOD

In the supervised setting, similar to the problem of zero-shot learning, a sample is considered OOD if it cannot be assigned to one of the training set classes. In the unsupervised setting, however, defining OOD is more challenging as we do not know a-priori what and if any classes are present at all. As done in anomaly detection [58], one potential approach to define U-OOD could be to measure if a sample lies in a low-density region of the training data. But doing so would be short-sighted because whether few or many image examples of a specific class appear in a training set may only be a reflection of their natural prevalence, rather than being a real OOD sample. For instance, if one had a training set of dogs, the Norwegian Lundehund (i.e., a rare dog breed) would most likely appear in low-density regions of the training distribution, in contrast to German Shepherds (i.e., very common bread). Yet both should still be considered dogs. Instead, we propose to use invariants as a way to characterize U-OOD. Specifically, our idea is to first determine image invariants in the training set, and then detect OOD test samples by identifying if they keep the invariants of the training set.

To illustrate this, consider the toy examples in Fig. 1 where four different combinations of training sets and test examples are given. Recall that for the unsupervised case, no labels in the training data are available thus losing context as to what is or is not semantically OOD. However, the necessity to leverage context to disentangle relevant and irrelevant aspects of images remains key for U-OOD detection, since it is too broad to be meaningful without it (as stated in [2]). Hence, we assume that this necessary context is provided by a set of general features that we have at our disposal, that can describe the input images $x$. For instance, these features could be $f(x) = \{\text{sides}(x), \text{orientation}(x), \text{color}(x), \ldots\}$, or features coming from a network pre-trained on a general dataset. Given this, we want to summarize a training set by the union of features that are invariant over the entire training set. For example, Fig. 1(a) would use the combination of invariant features \{sides = 5, orientation = 270°, color = white, background = black\}, and similarly \{orientation = 0°, color = white, background = black, position = center\} for Fig. 1(b). At inference time then, a test sample described by this union of invariant features would be OOD if these features are no longer invariant with respect to the training set. In this sense, invariant features from a dataset are in fact irrelevant for U-OOD detection, which stands in contrast to many previous methods that focused on learning a representation of the training distribution (e.g., [16] [41] [84]).

In the remainder of this section, we begin by formalizing the above-mentioned idea and propose an approach to identifying these invariants for the general case. We then show how this is related to the MahaAD method [66]. In the experimental section, we demonstrate how MahaAD performs in comparison to recent methods and how it behaves in light of image invariants.

3.1 Formalization

Given a training set $\{x_i\}_{i=1}^N$, with corresponding feature vectors, $f(x_i) \equiv f_i \in \mathcal{F}$, we define an invariant as a non-constant function $g : \mathcal{F} \rightarrow \mathbb{R}$, such that $g(f_i) = 0, \forall i$. That is, $g$ is an invariant if computes a constant value (i.e., $g(f_i) = 0$) for the elements of the training set, but in general may not compute the same constant value for other elements (e.g., elements of a test set). Our goal then is to find a set of invariants, $G = \{g_1, \ldots, g_K\}$, over the set of training feature vectors. While doing so in one global optimization is challenging, we propose to solve this by solving a sequence of $K$ problems, one per invariant,

$$
g_k(f_i) = 0 \quad \forall i, \quad \|\nabla g_k(f_i)\|_2 \neq 0 \quad \forall i, \quad \nabla g_k(f_i) \cdot \nabla g_j(f_i) = 0 \quad \forall i, j < k,
$$

where the first equality makes $g_k$ zero for all training samples, the second equality prevents $g_k$ from becoming a projection (i.e., effectively making it non-constant) and the third equality requires that new invariants are different from all previously found invariants by making their gradients mutually orthogonal. After finding $G$, a test feature vector $f$ will be considered OOD if $g_k(f) \neq 0$ for any invariant $k$. 


As noisy real-world data rarely lies in an exact manifold, solving Eq. (1) is unfeasible in practice even for a small number of invariants $K$. Instead, we relax Eq. (1) and express it as a minimization problem to find a set of soft invariants,

$$\min_{g_k} \frac{1}{N} \sum_i g_k(f_i)^2,$$

(2)

s.t. $\|\nabla g_k(f_i)\|_2 = 1 \quad \forall i,$

$$\nabla g_k(f_i) \cdot \nabla g_j(f_i) = 0 \quad \forall i, j < k,$$

where we constrain the magnitude of the gradient to 1 to prevent $g_k$ from arbitrarily compressing its output and minimizing the loss artificially.

Once $G = \{g_1, \ldots, g_K\}$ is established, any test vector $f$ can be scored by computing the ratios between the test error and the average training error,

$$s^2(f) = \sum_k \frac{g_k(f)^2}{e_k},$$

(3)

where $e_k$ is the training MSE of the soft invariant $g_k$,

$$e_k = \frac{1}{N} \sum_i g_k(f_i)^2.$$

(4)

Intuitively, tight invariants with low $e_k$ values will have a high influence in the final score, while weak invariants with large $e_k$ values will essentially be ignored. Given that the contribution of weak invariants is negligible in $s^2$, we can circumvent the problem of setting an optimal number of invariants $K$ and safely set $K$ to the dimensionality of the feature space.

We can further simplify the optimization problem of Eq. (2) by constraining the invariants to the family of affine functions $g_k(f) = a_k^T f + b_k$ with unitary $a_k$. Under these conditions, Eq. (2) reduces to a PCA problem. Its solution sets $a_k$ to the $k$-th smallest principal component and the squared error $e_k$ is set to its corresponding eigenvalue. Moreover, the score function Eq. (3) can be re-written as the square of the Mahalanobis distance using the mean and the covariance of the training feature vectors. Ultimately, computing Mahalanobis distances properly weighs and exploits the linear invariants in the training dataset, which, in turn, suggests that the Mahalanobis distance could lead to good OOD detectors despite its simplicity.

### 3.2 The Mahalanobis anomaly detector

Given the above, we briefly revisit the the Mahalanobis anomaly detector (MahaAD) from Rippel et al. [57] as it embodies the invariant feature learning we propose. Fig. 2 illustrates the approach.

MahaAD uses the spatial pooling of the feature maps of a pre-trained CNN to define feature descriptors $f$. Instead of choosing a specific CNN layer for $f$, MahaAD works in a multi-layered manner describing each input image $x$ with a collection of feature vectors $\{f_\ell(x)\}_{\ell=1}^L$ computed at $L$ different layers.

At training time, MahaAD computes the mean and the covariance of the descriptor vectors of the images in the training dataset $\{x_i\}_{i=1}^N$. Specifically, for each layer $\ell$, the mean is computed as,

$$\mu_\ell = \frac{1}{N} \sum_{i=1}^N f_\ell(x_i),$$

(5)

while the corresponding covariance matrix is,

$$\Sigma_\ell = \frac{1}{N} \sum_{i=1}^N (f_\ell(x_i) - \mu_\ell)(f_\ell(x_i) - \mu_\ell)^T.$$ 

(6)

To avoid singular covariance matrices in high-dimensional or low-data regimes, shrinkage is applied in practice by adding a small multiple of the $d \times d$ identity matrix to each $\Sigma_\ell$. By using multi-layer feature vectors, MahaAD is able to find linear invariants at different image scales.
Importantly, the CNN from which the features are computed is not trained or tuned to the training set whereby making this training phase simple and extremely fast. In practice, it makes the approach more stable and robust across a larger number of datasets. This differs from most recent U-OOD methods that opt to fine-tune their DL models to the training set [55, 69, 72].

At test time, MahaAD computes the layer-wise Mahalanobis distances between the descriptor vectors of the test image \( x \) and the means \( \{ \mu_\ell \} \),

\[
s_\ell(f) = \sqrt{(f - \mu_\ell)^T \Sigma_\ell^{-1} (f - \mu_\ell)},
\]

which is equivalent to the square root of Eq. (3). The final OOD score is the sum of the scores over all layers,

\[
S(x) = \sum_{\ell=1}^{L} s_\ell(f_\ell(x)).
\]
4 Experiments

To explore the current state of U-OOD detection, we compare the performance of several state-of-the-art U-OOD methods over a collection of 76 experiments that involve different image modalities, sizes, perturbations, and different criteria for the in- and out-distributions. These experiments aim to identify in what scenarios different methods may be effective and which may not be. As such, we group our experiments into six categories outlined below and illustrate some of them in Fig. 3:

Unimodal class (uni-class). Similar to most works [54, 69, 72, 63, 30, 36, 28], we perform 10 experiments using the CIFAR10 dataset, where each experiment takes one of the 10 classes as in-distribution and uses the remaining 9 as OOD.

Unimodal superclass (uni-super). Comparable to uni-class using CIFAR100, we perform 20 experiments, where each of the 20 semantic superclasses of CIFAR100 are used as in-distribution and treat all remaining 19 superclasses as OOD [6, 72, 22, 54].

Unimodal anomaly (uni-ano). We use the MVTec dataset [9] which contains 15 classes of images of perfect and defect objects (each class has between 60 and 391 training samples). As in [57, 19, 38, 54, 71], we perform one experiment per class, where the defect-free images are used for the in-distribution training set and test images are the defects OOD samples.

Unimodal anomaly medical (uni-med). We perform 7 experiments with different medical image modalities. The first 2 experiments use optical coherence tomography (OCT) scans and chest X-rays as training in-distributions and corrupted images as OOD samples. The 3rd experiment trains the models with healthy chest X-rays and uses pathological chest X-rays as OOD. In the remaining 4 experiments, healthy retinal fundus photographs are used for the in-distribution and pathological fundus photographs of four increasing severity levels are used for the OOD images [48, 41, 11, 73].

Low-resolution domain shift (shift-low-res). 2 experiments that share CIFAR10 as the in-distribution and use SVHN and CIFAR100 as OOD [69, 72, 44, 70, 43].

Figure 3: Example in-distribution and OOD images for each task considered.
Table 1: Performance summary: AUC mean and standard deviation (over three runs) for evaluated methods. We report performances for each category, as well as the mean over categories and over experiments. No standard deviation is reported for MahaAD and DN2 as they are deterministic. A more detailed breakdown can be found in the supplementary material. (*) Taken from original publication; (+) taken from [54]; (-) taken from [72]; (†) taken from [66].

| Method       | Architecture   | uni-class | uni-super | uni-ano | uni-med | shift-low-res | shift-high-res | Real-A | Infograph-A | Category mean | Experiment mean |
|--------------|----------------|-----------|-----------|---------|---------|---------------|---------------|--------|-------------|----------------|----------------|
| MSCL         | ResNet-152     | 97.5±0.1* | 96.5*     | 87.2*   | 71.6±0.2| 81.0±0.0      | 79.5±0.1      | 71.0±0.0| -           | 83.5           | 85.9           |
| DN2          | ResNet-152     | 92.5*     | 90.5      | 88.0    | 76.0    | 76.9          | 68.9          | 75.2   | -           | 81.1           | 83.2           |
| SSD32        | ResNet-101     | 90.0*     | 80.4±0.3  | 65.8±3.0| 64.6±0.6| 95.1*         | 61.6±0.5      | 57.3±1.3| 45.5±6.4    | 73.5           | 71.6           |
| SSD224       | ResNet-50      | -         | -         | 63.5±1.4| 63.4±3.4| -             | 53.8±1.7      | 45.5±6.4| -           | -              | -              |
| MKD          | VGG-16         | 87.2*     | 89.9±0.1  | 87.7*   | 74.7±0.2| 44.5±1.8      | 48.9±0.3      | 83.0±0.4| 73.7        | 79.6           |                |
| DDV          | ResNet-50      | 59.8±0.4  | 60.4±0.7  | 70.5±0.6| 66.8±2.7| 56.0±3.3      | 63.5±1.7      | 61.0±2.6| 62.6        | 63.3           |                |
| MHRot        | ResNet-101     | 90.1*     | 80.1*     | 70.8±1.0| 69.0±0.7| 90.1*         | 59.7±1.5      | 86.7±0.2| 78.1        | 76.8           |                |
| Glow         | K = 32, L = 3  | 53.7±0.0  | 53.8±0.1  | 82.0±2.5| 55.8±8.0| 30.3±1       | 36.9±0.0      | 34.4±0.1| 49.6        | 53.7           |                |
| IC           | K = 32, L = 3  | 55.3±0.0  | 55.9±0.1  | 73.6±2.6| 65.1±0.5| 66.4†         | 68.0±0.0      | 61.3±0.1| 63.7        | 63.0           |                |
| HierAD       | K = 32, L = 3  | 64.2±0.0  | 62.4±0.6  | 81.6±2.1| 72.5±0.6| 80.4†         | 61.8±0.3      | 84.1±0.2| 72.4        | 70.9           |                |
| MahaAD       | ResNet-152     | 93.1      | 92.6      | 91.8    | 75.3    | 86.6          | 70.4          | 83.7   | 84.8        | 86.3           |                |
| MahaAD       | EfficientNet-b4| 96.0      | 94.6      | 94.4    | 76.8    | 87.7          | 74.9          | 88.5   | 87.6        | 89.2           |                |

High-resolution domain shift (shift-high-res). An extended version of the experiments on the dataset DomainNet presented by Hsu et al. [51]. We run 22 experiments separated into two groups: 11 experiments with Real-A as the in-distribution and 11 experiments with Infograph-A as the in-distribution, using in both cases each of the remaining 11 modalities as OOD.

When referring to a specific experiment, we will use the notation in-dataset:out-dataset.

**Evaluated methods:** We evaluate a selection of the top-performing U-OOD detection methods, which we selected if they were among the top-performing methods in at least one of the above tasks. These include: MSCL [54], DN2 [6], SSD [69], MHRot [28], MKD [63], DDV [41], Glow [55], IC [70] and HierAD [66].

All methods are used with their default hyperparameters as given in their official implementations, with the architecture selected as large as possible under those settings and given memory restrictions. More details can be found in the supplementary material. No hyperparameter search was performed, given that no validation metric exists. Specifically, for MKD we use a VGG-16, as all its default settings were selected with it in mind. Glow, HierAD and IC models are based on the same Glow network. MSCL and DN2 use a ResNet-152, SSD32 and MHRot a ResNet-101 and SSD224 and DDV a ResNet-50. As prior work found the ResNet size does not have a large effect on OOD detection performance for self-supervised methods [54, 69], we prioritize a larger batch size over larger architectures, given memory restrictions. All methods resize the input images to 224 x 224, with the exception of the Glow-based and SSD32 models, that resize images to 32 x 32.

For fair comparison, we show results when using MahaAD with a ResNet-101, ResNet-152 and an EfficientNet-b4. Note that using a pre-trained CNN to extract image features is not a major limitation in practice, as all standard deep learning libraries offer tools to load and use such models in very few steps. Also, we show in our results that the typical ImageNet-based features extrapolate well to other very different image modalities (i.e. uni-med).

### 4.1 Results

The evaluated methods were compared in terms of performance, training times and training complexity. We detail the results of our experiments below and provide a deeper breakdown of the results, including additional methods, in the supplementary material.

**Performance.** Most methods were inconsistent across different tasks (see Table 1). MSCL, which performed very well in uni-class and uni-super, is challenged in uni-med and in shift-high-res with Infograph-A as in-distribution. Conversely, MKD’s performance is high for uni-med, but heavily drops in shift-low-res. SSD had the best results on shift-low-res but struggled with tasks involving...
high-dimensional images, and DN2 scored very well on average except on tasks involving domain shift. On the other hand, MahaAD performed very well and with high stability across tasks. Specifically, it performed best or second-best in all tasks but in the low resolution domain shift tasks, while still beating MSCL, DN2, MKD and DDV by large margins. Furthermore, MahaAD was the best performing method on average, beating the second-best method, MSCL, by more than 4 percent points. In addition, we observed this for different network architectures. In all following experiments, we fixed the architecture of MahaAD to EfficientNet-b4, unless stated otherwise.

These performance instabilities were not only observed across the different tasks reported in Table 1, but also within the tasks with fixed in-distribution across different OOD datasets. For example, for the shift-high-res category, performance of most methods fluctuated depending on the chosen OOD dataset (see Fig. 4). In contrast, MahaAD again is the only method that stands out in terms of stability, as it performs well regardless of the in and the out datasets selected.

**Training times.** MahaAD was faster to train than its counterparts (see Fig. 5). For example, in the CIFAR10:SVHN experiment (task shift-low-res), using two GeForce RTX 3090, MahaAD was the fastest to train, taking roughly 90 seconds to process the entire CIFAR10 dataset. Other methods with similar performances were orders of magnitude slower: MSCL took more than half an hour for airplane:rest and SSD took more than 12 hours for CIFAR10:SVHN. In addition, no method performed consistently better than MahaAD on either of these two experiments. This behavior was also observed for the rest of experiments.

**Training complexity.** Furthermore, MahaAD was simpler to train, with fewer hyperparameters and more predictable behavior. Predicting the convergence of methods such as MSCL and DDV was challenging as there is no apparent correlation between the training loss and OOD performance, as also reported in [54]. It is thus unclear when to stop training before the performance starts.

![Graphs showing relative performance and training times for different methods.](image-url)
Figure 6: The OOD AUC for four experiments with a ResNet50 using different sets of principal components. (a) gives result starting for the first principal components, while (b) does so from the last principal components. For example, using the most variant components, which together explain 50% of the variance per layer, gives an AUC score for CIFAR10:SVHN of around 77%, whereas using the least variant components responsible for just 1% of the variance results in an AUC of around 93%. The x-axis of (a) starts at 0.4 as for Infograph the most variant component of the first layer is responsible for almost 40% of all variance. For CIFAR10, this is close to 50%.

degradation. While this lack of obvious stopping criterion is problematic for many methods [55, 54, 59, 51], MahaAD is convenient as it avoids this necessity altogether.

4.2 Importance of data invariants

We report here additional results that support the importance of data invariants, both for the quality of U-OOD detection and as a tool to analyse U-OOD predictions and evaluation datasets.

In order to assess the importance of data invariants for U-OOD detection, we examined which principal components are most effective at identifying OOD samples. To that end, we measured the AUC score in four experiments by limiting the Mahalanobis score of Eq. (3) to only use subsets of principal components with highest variance, corresponding to the modes of variation of data. Similarly, we observed the performance with subsets of principal components with smallest variance, corresponding to data invariants. The latter outperformed the former by a large margin in U-OOD detection (see Fig. 6). Starting from the most variant principal components, the performance slowly increases when adding more components, converging when over 80% of the variance is explained. On the other hand, when starting from the most invariant component, the performance quickly converges when as little as 3% of the variance has been explained, supporting the idea that invariants are more representative to characterize training data and OOD samples. While other works had observed similar findings, they either consider the supervised case [34, 53], or frame it in the context of reducing dimensionality [57].

An interesting consequence of our invariant-based interpretation of U-OOD is that some experiments that are valid for evaluating supervised OOD methods, are in fact not suitable for the U-OOD case. For instance, CIFAR10:CIFAR100 [44, 69, 43] or 9-classes:1-held-out-class of CIFAR10 [3, 6] were used in previous U-OOD works even though they do not appear to meet the U-OOD criteria.

More specifically, according to our definition for U-OOD, one would expect that by increasing the number of classes present in a training set, the invariants associated to the high semantic features will decrease, effectively reducing the probability that new classes are considered U-OOD. For example, training with multiple classes from CIFAR10 (e.g., cats, dogs, cars) reduces the probability that an additional class (e.g., plane) from CIFAR10 or CIFAR100 should be considered OOD (Fig. 7(d)). Following our invariant formulation however, the number of training classes should not affect the probability that images from a different modality are detected as OOD, as they break other kind of invariants. For instance, when training with images from CIFAR10, the test images from SVHN or MNIST should still be considered OOD regardless of the number of CIFAR10 training classes, as they are clearly distinct in appearance.

In Fig. 7 we investigate this desired behavior experimentally by analyzing the performance of the three best-performing methods when we increased the number of in-distribution CIFAR10 training classes. As expected, all methods consider fewer images from CIFAR100 and one held-out class
from CIFAR10 as OOD when the number of training classes increased (Fig. 7(a)). Conversely, increasing the number of training CIFAR10 classes did not affect the predictions for SVHN and MNIST with MahaAD, which correctly kept detecting both datasets as OOD (Fig. 7(b)). In contrast, this did negatively affect the predictions of DN2 and MSCL. According to our invariant-based interpretation of U-OOD, MahaAD’s behavior is reasonable and consistent in these configurations, yet the unexpected DN2 and MSCL results are hard to justify. To the extent of our knowledge, no previous work on U-OOD detection had provided a similar theoretical tool capable of interpreting and explaining results.

5 Conclusion

Our work explores the state of U-OOD detection by observing the behavior of methods on an extensive and varied set of tasks. By doing so, we show a complicated landscape, with most methods being highly inconsistent among and within tasks. MahaAD is however an exception to this trend, behaving consistently in a large majority of experimental configurations. Consequently, MahaAD appears to be the current best off-the-shelf unsupervised OOD detector, as it offers good performance and consistency without requiring time-consuming data pre-processing, careful tuning of the training procedure, or hyperparameter search.

In order to explain these inconsistent results, we introduced a characterization of U-OOD based on training set invariants and showed that the MahaAD method embodies a linear version of this concept. We found this framework useful to not only qualitatively understand U-OOD detector predictions, but also to assess whether a test dataset is in fact OOD or not. A key take-away is that we cannot purely rely on semantic labels from datasets to design U-OOD evaluation methods, as done in previous works.

In general, this points to a rather bleak conclusion: at the moment, no method can consistently outperform a simple anomaly detector that uses naively extracted features from a network trained on a different dataset and which was optimized for a different task. We believe that with our invariant-based U-OOD characterization, new appropriate methods can be designed and validated in comprehensive ways.
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6 Supplementary Material

6.1 Dataset Details

We briefly describe all datasets used in our experiments. An overview of our experimental set-up is given in Table 2.

CIFAR10 [37]. (In) small, natural images divided into 10 classes. For uni-class, one class forms the in-distribution, with its test set used in the evaluation. For shift-low-res, all 50000 training images are used for training when considered in-distribution, and all 10000 test images are used for testing. (Out) The remaining 9 classes are used as OOD for uni-class, subsampled to 1000 images.

CIFAR100 [37]. (In) 20 experiments with the training set of one of the semantic superclasses as the in-distribution, with its test set used during evaluation. (Out) Images from the remaining superclasses, subsampled to 500 images. Also used as an OOD dataset with CIFAR10 as in.

SVHN [47]. A dataset consisting of images of house numbers. We only use it as an OOD dataset, where the test set is reduced to 10000 samples.

DomainNet [50]. (In) The train and test images from the first 173 classes are used for training and evaluation respectively (as in [31]). We perform 11 experiments with the real images, and 11 with infographs. (Out) The remaining 11 domain-class combinations are used as OOD datasets. All test sets are downsampled to 5000 images.

MVTec [9]. (In) Between 60 and 391 aligned images of 15 different objects and textures. 12-60 images are used as the in-distribution at test time. (Out) 30-141 images of defect objects are used as OOD.

OCT. (In) A collection of 58849 retinal Optical Coherence Tomography images used for training, and 300 for testing. (Out) Corrupted OCT scans built as described in [41].

Chest [78]. (In) The NIH Clinical Center ChestX-ray dataset containing 85524 training images. We use 300 images from the test set during evaluation. (Out) Corrupted X-ray scans as described in [41].

NIH [74]. (In) A collection of 4261 healthy X-ray scans of the NIH Clinical Center ChestX-ray dataset. The healthy test scans are used as the in-distribution during evaluation. (Out) Pathological scans from the same dataset.

DRD [25]. (In) 25809 healthy high-resolution retinal fundus photographs. Healthy test scans are again used during evaluation. (Out) Retinal fundus photographs depicting 4 different levels of diabetic retinopathy (DR). The level of DR is indicated by a digit next to the method’s name (DRD1–DRD4).

6.2 Implementation Details

We provide a short description of all models compared and their implementations.

MSCL [54] uses a novel contrastive loss function to fine-tune the final two blocks of a pretrained network, and combines this with an angular center loss for a final score. We used the official implementation with the learning rate set to $5 \cdot 10^{-5}$, as described in the paper, and trained until convergence.

SSD$_{32}$ [69] uses contrastive learning for self-supervised representation learning. Then, it scores samples by the Mahalanobis distance computed at the last layer. All images were resized to $32 \times 32$ and processed with a ResNet-101.

SSD$_{224}$ is equivalent to SSD$_{32}$ but resizing high-resolution images to $224 \times 224$ instead. We lowered the batch size to 12 and use a ResNet-50 to deal with memory limitations. This method was not applied over datasets with small resolution images.

MKD [63] learns a cloner network to imitate the activations of a source network at multiple layers and scores samples by the discrepancy between the predictions of the two. We trained until convergence and used the default settings from the original work.
| Category    | # Tasks | Tasks                                                                 | # train | # in | # out |
|-------------|---------|----------------------------------------------------------------------|---------|------|-------|
| uni-class   | 10      | {airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck}; rest | 5000    | 1000 | 1000  |
| uni-super   | 20      | {aquatic mammals, fish, flowers, food containers, fruit and vegetables, household electrical devices, household furniture, insects, large carnivores, large man-made outdoor things, large natural outdoor scenes, large omnivores and herbivores, medium-sized mammals, non-insect invertebrates, people, reptiles, small mammals, trees, vehicles}; rest | 2500    | 500  | 500   |
| uni-ano     | 15      | {bottle, cable, capsule, carpet, grid, hazelnut, leather, metal nut, pill, screw, tile, toothbrush, transistor, wood, zipper}; defect | 60-391 | 12-60| 30-141|
| uni-med     | 1       | OCT: corruptions                                                      | 58849   | 300  | 300   |
|             | 1       | Chest: corruptions                                                   | 85524   | 300  | 300   |
|             | 1       | NIH: pathology                                                       | 4261    | 677  | 667   |
|             | 4       | DRD: DRD1-4                                                         | 25809   | 500  | 500   |
| shift-low-res | 2     | CIFAR10: [SVHN, CIFAR100]                                            | 500000  | 10000| 10000 |
|             | 11      | Real A: {Quickdraw A, Quickdraw B, Infograph A, Infograph B, Sketch A, Sketch B, Real B, Clipart A, Clipart B, Painting A, Painting B} | 61817   | 5000 | 5000  |
|             | 11      | Infograph A: {Quickdraw A, Quickdraw B, Clipart A, Clipart B, Painting A, Painting B} | 14069   | 5000 | 5000  |

Table 2: Experimental set-up.

DDV [41] aims to build an efficient latent representation by iteratively maximizing the log-likelihood of the low-dimensional latent vectors of the training images, computed with a ResNet-50. Anomaly scores are given by the negative log-likelihood. We use our own implementation of DDV, following the settings described in its paper, i.e., a latent space of dimensionality 16 and a bandwidth of $10^{-2}$ [41].

DN2 [6] scores outliers by computing the mean distance to its 2 nearest neighbour on features extracted from the penultimate layer of a ResNet-152 pre-trained on ImageNet.

MHRot [28] trains a multi-headed classifier to predict the correct transformation applied to an image. At test time, the classifier’s softmax scores are combined for a final OOD score. Models are trained with the default settings until convergence of the validation loss. We use a ResNet-101 instead of a ResNet-18.

Glow [35] is a generative flow-based model, that allows for the exact computation of the likelihood, which we use as the anomaly score at test time. We use an architecture with three blocks of 32 layers each. Images are resized to $32 \times 32$.

IC [70] aims to correct the high likelihood that generative models tend to assign to simple inputs, such as constant color images. To this end, IC computes the ratio between the likelihood of the generative model and a complexity score of the input image. We used Glow as our generative model and the length of the PNG image encoding as the complexity estimate.

HierAD [66] computes the ratio between the Glow generative model likelihood and a general background likelihood consisting of a Glow model trained on the 80 Million Tiny Images dataset [75]. To make the method fully unsupervised, we do not use their proposed outlier loss during training.

MahaAD [57] is the Mahalanobis anomaly detector. We use a ResNet-101, ResNet-152 and an EfficientNet-b4 as described in [57]. With the ResNets, we resize images to $224 \times 224$, while for the EfficientNet-b4 this is $380 \times 380$.

Unless stated otherwise, all input images are rescaled to $224 \times 224$. 
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Table 3: AUC scores for unicycle. First published (FP) column contains the dates of first online appearance.

* Our results

| Method          | FP      |
|-----------------|---------|
| Airplane        | 0.99    |
| Automobile      | 0.99    |
| Bird            | 0.99    |
| Cat             | 0.99    |
| Deer            | 0.99    |
| Dog             | 0.99    |
| Frog            | 0.99    |
| Horse           | 0.99    |
| Ship            | 0.99    |
| Truck           | 0.99    |
| Average         | 0.99    |
| Mean            | 0.99    |

Table 4: AUC scores for unicycle.

6.3 Extended results

In Table 3 to Table 9 we dissect the per-task results from Table 1, reporting the AUC scores for each method. 

Mean 0.99 AUC scores for unicycle.
| Method          | CIFAR10:SVHN | CIFAR10:SVH100 |
|-----------------|--------------|----------------|
| Glow [66]       | 8.8          | 51.7           |
| DSVDD [59]      | 14.5         | 52.1           |
| MKD* [63]       | 26.8         | 66.2           |
| DDV* [41]       | 57.9         | 54.2           |
| EBM [21]        | 63.0         | 50.0           |
| DN2* [6]        | 74.5         | 79.2           |
| VAEBM [81]      | 83.0         | 62.0           |
| MSCL* [54]      | 83.7         | 78.3           |
| TT [45]         | 87.0         | 54.8           |
| LLRe [80]       | 87.5         |                |
| BIVA [26]       | 89.1         |                |
| NAE [82]        | 92.0         |                |
| HierAD [66]     | 93.9         | 66.8           |
| IC [70]         | 95.0         | 73.6           |
| GOAD [7]        | 96.3         | 77.2           |
| SVD-RND [16]    | 96.4         |                |
| MHRot [28]      | 97.8         | 82.3           |
| DoSE [44]       | 97.3         | 56.9           |
| CSI [72]        | 99.8         | 89.2           |
| SSD [69]        | 99.6         | 90.6           |
| MTL [43]        | 99.9         | **93.2**       |
| WAIC [44]       | 14.3         | 53.2           |
| W AIC [44]      | **100**      |                |
| SSD* [69]       | 40.3         | 40.4           |
| MKD* [63]       | 24.2         | 23.1           |
| DDV* [41]       | 75.3         | 88.4           |
| DN2* [6]        | 43.8         | 45.0           |
| MHRot* [28]     | 71.6         | 71.6           |
| Glow* [35]      | 3.2          | 3.0            |
| IC* [70]        | 89.9         | 90.4           |
| HierAD* [66]    | **95.5**     | **95.7**       |
| MahaAD* RN101 [57] | 72.9         | 71.3           |
| MahaAD* RN152 [57] | 74.1         | 73.7           |
| MahaAD* ENB4 [57] | 79.7         | 80.4           |

Table 5: AUC scores for *shift-low-res*.
* Our results

| Method          | QDa | QDb | IGa | IGb | SKa | SKb | REb | CAa | CAb | PNa | PNb | Mean |
|-----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| MSCL* [54]      | 78.8| 78.6| **84.0** | **85.6** | 79.9 | **82.7** | 70.2 | **76.9** | **81.8** | 73.9 | 81.6 | **79.5** |
| SSD* [69]       | 40.3| 40.4| 69.0 | 69.6 | 68.9 | 73.9 | 68.6 | 53.1 | 58.8 | 77.6 | 83.3 | 64.0 |
| MKD* [63]       | 24.2| 23.1| 56.6 | 52.7 | 47.2 | 47.3 | 52.8 | 49.4 | 47.3 | 68.6 | 70.4 | 48.9 |
| DDV* [41]       | 75.3| 88.4| 62.1 | 54.3 | 72.1 | 58.3 | 50.2 | 64.4 | 58.4 | 51.4 | 63.9 | 63.5 |
| DN2* [6]        | 43.8| 45.0| 76.5 | 74.3 | 67.6 | 72.6 | **72.6** | 68.7 | 73.4 | **78.8** | **84.3** | 68.9 |
| MHRot* [28]     | 71.6| 71.6| 48.7 | 50.1 | 63.8 | 64.4 | 52.3 | 60.2 | 61.5 | 55.4 | 57.0 | 59.7 |
| Glow* [35]      | 3.2 | 3.0 | 54.8 | 51.0 | 19.5 | 20.9 | 49.5 | 37.1 | 33.4 | 66.6 | 67.0 | 36.9 |
| IC* [70]        | 89.9| 90.4| 66.4 | 68.8 | 69.5 | 68.8 | 52.0 | 64.4 | 66.3 | 55.9 | 55.7 | 68.0 |
| HierAD* [66]    | **95.5** | **95.7** | 36.6 | 40.6 | **84.9** | **82.7** | 51.4 | 51.5 | 58.3 | 41.6 | 41.6 | **61.8** |
| MahaAD* RN101 [57] | 72.9 | 71.3 | 81.6 | 80.8 | 64.2 | 65.5 | 57.2 | 70.3 | 70 | 66 | 69.2 | 69.9 |
| MahaAD* RN152 [57] | 74.1 | 73.7 | 81.1 | 80.3 | 65.3 | 66.5 | 57.9 | 70.5 | 70.8 | 65.4 | 68.9 | 70.4 |
| MahaAD* ENB4 [57] | 79.7 | 80.4 | 76.3 | 76.9 | 73.8 | 76.3 | 67.7 | 71.0 | 73.5 | 70.5 | 77.5 | 74.9 |

Table 6: AUC scores for *shift-high-res* using Real-A as the in-distribution. QD: quickdraw, IG: infograph, SK: sketch, RE: real. A is the set without semantic shift, and B with semantic shift.
* Our results
| Method          | QDa  | QDb  | IGb  | SKa  | SKb  | REa  | REb  | CAa  | CAb  | PNa  | PNb  | Mean |
|-----------------|------|------|------|------|------|------|------|------|------|------|------|------|
| MSCL* [54]      | 50.4 | 50.0 | 58.8 | 76.9 | 78.7 | 76.6 | 80.8 | 75.0 | 74.7 | 78.9 | 80.2 | 71.0 |
| SSD* [69]       | 35.1 | 33.5 | 56.3 | 67.9 | 69.1 | 56.7 | 57.7 | 69.4 | 69.3 | 57.3 | 58.5 | 57.3 |
| MKD* [63]       | 83.0 | 82.4 | 48.0 | 81.7 | 80.4 | 88.9 | 91.0 | 84.5 | 82.5 | 95.6 | 95.2 | 83.0 |
| DDV* [47]       | 76.9 | 77.7 | 50.0 | 51.8 | 54.4 | 57.5 | 62.0 | 58.7 | 58.5 | 61.1 | 62.5 | 61.0 |
| DN2* [6]        | 58.4 | 60.1 | 53.5 | 73.1 | 75.0 | 82.5 | 88.7 | 77.5 | 77.3 | 90.0 | 91.3 | 75.2 |
| MHRot* [28]     | 94.9 | 95.2 | 53.9 | 88.5 | 87.6 | 87.6 | 87.9 | 89.3 | 89.7 | 88.6 | 89.4 | 86.7 |
| Glow* [15]      | 0.7  | 0.6  | 45.6 | 12.3 | 14.0 | 50.7 | 49.9 | 35.3 | 30.6 | 69.2 | 69.5 | 34.4 |
| IC* [70]        | 94.1 | 94.4 | 54.0 | 64.8 | 63.5 | 42.9 | 44.8 | 60.3 | 62.4 | 46.7 | 46.8 | 61.3 |
| HierAD* [66]    | 99.8 | 99.8 | 53.7 | 93.8 | 92.7 | 83.1 | 83.3 | 80.8 | 83.1 | 77.6 | 77.6 | 84.1 |

Table 7: AUC scores for shift-high-res using Infograph-A as the in-distribution.

* Our results

| Method          | QDa  | QDb  | IGb  | SKa  | SKb  | REa  | REb  | CAa  | CAb  | PNa  | PNb  | Mean |
|-----------------|------|------|------|------|------|------|------|------|------|------|------|------|
| MahaAD*RN101    | 92.3 | 92.1 | 51.8 | 78.1 | 77.6 | 88.1 | 88.4 | 81.5 | 80.3 | 90.9 | 91.2 | 82.9 |
| MahaAD*RN152    | 92.8 | 93.0 | 51.7 | 79.7 | 78.9 | 89.4 | 89.8 | 82.1 | 81.2 | 91.1 | 91.4 | 83.7 |
| MahaAD*ENB4     | 94.5 | 94.8 | 52.3 | 89.5 | 89.0 | 93.6 | 94.7 | 87.4 | 87.1 | 94.9 | 95.4 | 88.5 |

Table 8: AUC scores for uni-ano. HN is hazelnut, MN is metal nut, TB is toothbrush and TS is transistor.
| Method               | OCT | Chest | NIH | DRD1 | DRD2 | DRD3 | DRD4 |
|----------------------|-----|-------|-----|------|------|------|------|
| IF [40]              |     |       |     |      |      |      | 44.0 |
| AnoGAN [67]          |     |       |     |      |      |      | 44.2 |
| DSEBM [83]           |     |       |     |      |      |      | 43.1 |
| DAGMM [84]           |     |       |     |      |      |      | 52.0 |
| Glow [35]            | 44.8| 54.6  |     |      |      |      |      |
| GT [7]               |     |       |     |      |      |      | 79.2 |
| DSVDD [59]           | 77.4| 66.6  | 81.8|      |      |      | 46.4 |
| DeepIF [48]          |     |       |     |      |      |      | 74.5 |
| DDV [41]             | 96.3| 82.4  | 69.7*| 59.8*| 53.3*| 44.0*| 62.3*|
| GAOCC [73]           |     |       |     |      | 83.4 |      |      |
| MemDAE [11]          |     |       |     |      |      |      | 87.8 |
| MSCL* [54]           | 94.4| 92.7  | 86.4| 52.2 | 53.2 | 55.8 | 66.2 |
| SSD* [69]            | 59.4| 94.5  | 74.2| 47.5 | 50.6 | 54.8 | 71.4 |
| MKD* [63]            | 94.9| 95.8  | 88.0| 53.7 | 54.6 | 60.7 | 75.5 |
| DN2* [6]             | 94.1| 97.4  | 85.7| 50.1 | 55.4 | 66.9 | 82.5 |
| MHRot* [28]          | 87.7| 96.2  | 81.8| 49.0 | 50.2 | 52.2 | 65.3 |
| Glow* [35]           | 62.3| 49.8  | 65.0| 52.2 | 47.5 | 54.7 | 59.5 |
| IC* [70]             | 83.4| 91.6  | 56.7| 47.5 | 52.1 | 58.2 | 66.2 |
| HierAD* [66]         | 94.3| 99.0  | 79.8| 52.1 | 51.7 | 57.5 | 73.5 |
| MahaAD*RN101 [57]    | 98  | 99.8  | 84.6| 52.1 | 52  | 63.6 | 79.9 |
| MahaAD*RN152 [57]    | 97.6| 99.8  | 86.5| 51.2 | 51.2 | 61.8 | 78.8 |
| MahaAD*ENB4 [57]     | **98.7**| **99.8**| 84.2| 49.9 | 55.0 | 66.3 | 81.3 |

Table 9: AUC scores for uni-med.
* Our results