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Emma Chiaramello\textsuperscript{a}, Francesco Pincirolli\textsuperscript{a,b}, Alberico Bonalumi\textsuperscript{c}, Angelo Caroli\textsuperscript{c}, , Gabriella Tognola\textsuperscript{a}

\textsuperscript{a} Istituto di Elettronica e di Ingegneria dell’Informazione e delle Telecomunicazioni (IEIIT), Consiglio Nazionale delle Ricerche (CNR), Piazza L. da Vinci, 32, 20133 Milano, Italy.
\textsuperscript{b} e-HealthLAB, Dipartimento di Elettronica, Informazione e Bioingegneria (DEIB), Politecnico di Milano, Piazza L. da Vinci, 32, 20133 Milan, Italy.
\textsuperscript{c} UOC Sistemi Informativi e Informatici, Fondazione IRCCS Ca’ Granda Ospedale Maggiore Policlinico Milano, Via Francesco Sforza, 35, 20122 Milano, Italy.

Corresponding author:
Gabriella Tognola
Istituto di Elettronica e di Ingegneria dell’Informazione e delle Telecomunicazioni (IEIIT), Consiglio Nazionale delle Ricerche (CNR), Piazza L. da Vinci, 32, 20133 Milano, Italy.
gabriella.tognola@ieiit.cnr.it
Abstract

Information extraction from narrative clinical notes is useful for patient care, as well as for secondary use of medical data, for research or clinical purposes. Many studies focused on information extraction from English clinical texts, but less dealt with clinical notes in languages other than English. This study tested the feasibility of using “off the shelf” information extraction algorithms to identify medical concepts from Italian clinical notes. Among all the available and well-established information extraction algorithms, we used MetaMap to map medical concepts to the Unified Medical Language System (UMLS). The study addressed two questions: (Q1) to understand if it would be possible to properly map medical terms found in clinical notes and related to the semantic group of “Disorders” to the Italian UMLS resources; (Q2) to investigate if it would be feasible to use MetaMap as it is to extract these medical concepts from Italian clinical notes.

We performed three experiments: in EXP1, we investigated how many medical concepts of the “disorders” semantic group found in a set of clinical notes written in Italian could be mapped to the UMLS Italian medical sources; in EXP2 we assessed how the different processing steps used by MetaMap, which are English dependent, could be used in Italian texts to map the original clinical notes on the Italian UMLS sources; in EXP3 we automatically translated the clinical notes from Italian to English using Google Translator, and then we used MetaMap to map the translated texts.

Results in EXP1 showed that the Italian UMLS Metathesaurus sources covered 91% of the medical terms of the “Disorders” semantic group, as found in the studied dataset. We observed that even if MetaMap was built to analyze texts written in English, most of its processing steps worked properly also with texts written in Italian. MetaMap identified correctly about half of the concepts in the Italian clinical notes. Using MetaMap’s annotation on Italian clinical notes instead of a simple text search improved our results of about 15 percentage points. MetaMap’s annotation of Italian clinical notes showed recall, precision and F-measure equal to 0.53, 0.98 and 0.69, respectively. Most of the failures were due to the impossibility for MetaMap to generate meaningful variants for the Italian language, suggesting that modifying MetaMap to allow generating Italian variants could improve the performance. MetaMap’s performance in annotating automatically translated English clinical notes was in line with findings in the literature, with similar recall (0.75), F-measure (0.83) and even higher precision (0.95). Most of the failures were due to a bad Italian to English translation of medical terms, suggesting that using an automatic translation tool specialized in translating medical concepts might be useful to obtain better performances.
In conclusion, performances obtained using MetaMap on the fully automatic translation of the Italian text are good enough to allow to use MetaMap “as it is” in clinical practice.
1. Introduction

In the last few years, the development of tools to extract information from clinical digital documents has become one of the most interesting research areas in the field of medical information technology, as patient information has the potential to make a significant impact in many aspects of healthcare and biomedical research [1]. Recent works have demonstrated this potential for individual patient care (such as with clinical decision support systems [2,3]), to improve health literacy [4], for public health (e.g. in bio-surveillance [5]), and in biomedical research (e.g. in cohort identification [6,7], in the discovery of unknown correlations between diseases [8,9] or in pharmacovigilance [10,11]).

Although portion of patient information exists as structured data, a huge part of clinical data is still in the narrative form. Unstructured texts allow clinicians to easily report on various types of information about patients, i.e. symptoms, pathologies, medical histories, findings, medical treatments and drugs, and to make hypotheses, diagnoses, prescriptions, and suggestions using a free-form structure. Clinical notes can be very heterogeneous, with flexible formatting, short and telegraphic phrases and typically contain abbreviations, acronyms, misspellings and terms specific to the particular medical context [1,12]. This narrative text is adopted in many different clinical settings, e.g. in ambulatory clinical practice, and presents several difficulties to be analyzed for automated information extraction and for secondary use for research or clinical purposes.

The first task in automated information extraction from clinical notes is semantic annotation of relevant concepts in the text, i.e. the detection of noun phrases and their classification according to the semantic categories of interest [13,14]. Semantic annotation requires two components: a linguistic processing tool to detect noun phrases and a knowledge source to classify the identified concepts in the proper semantic category. The goodness of the annotation depends both on the efficiency of the linguistic tool and the quality and coverage of the knowledge sources [15,16].

Natural Language Processing (NLP) methods are those linguistic processing tools that are needed to detect noun phrases from unstructured text. Many NLP tools were originally developed to extract information from biomedical literature. In the last few years these tools have been largely adapted and used in the analysis of clinical notes [1,12]. Among the earliest attempts to develop NLP applications for the medical domain, the Linguistic String Project-Medical Language Processor (LSP-MLP) developed in 1986 [17], and the Medical Language Extraction and Encoding System (MedLEE) [18,19] were the most known examples. A more recent NLP tool by the National Library of Medicine (NLM) – MetaMap [20] – was developed to extract medical concepts from biomedical literature. In the last decade MetaMap has been also used to analyze narrative texts different from scientific papers, such as e-mails [21],
patients-reports [22] and clinical notes (e.g. to identify specific respiratory conditions [5], epilepsy [6], to extract clinical problems for inclusion in the patient’s electronic problem list [23,24], to discover adverse drug reactions [25]). MetaMap uses computational linguistic techniques to identify words and phrases in English free text and map them to the Unified Medical Language System (UMLS), a knowledge source developed by the US National Library of Medicine as a starting point for the development of biomedical language processing algorithms [26].

Recently, efforts were made to develop new and ad hoc information extraction algorithms based on linguistic processing tools for the identification of medical concepts in biomedical texts written in languages different from English, such as for the Spanish [27], French [28,29], Portuguese [30] and Swedish [14] languages. Only a few studies focused on using already existing, or “off the shelf”, linguistic algorithms to process non-English texts [15,31,32].

The goal of the present study was to understand if using a linguistic tool developed to process English text, such as MetaMap, could be suitable to extract medical concepts from clinical texts written in other languages, in particular in Italian. In the view to assess the ease of use of an annotation tool in clinical practice, our idea was not to develop a new “Italian MetaMap”, but to slightly adapt the existing tool. To the best of our knowledge, no previous works focused on the identification of medical concepts from Italian clinical notes using MetaMap.

Dealing with Italian language is a challenging task, as Italian language is more inflective than English and is characterized by a higher number of compounds of words, particularly in the medical lexicon. In addition, the coverage of medical terminology resources in Italian is lower than in English.

The present study addressed two specific research questions:

(Q1) are the medical terms found in Italian clinical notes and related to the semantic group of “Disorders” properly mapped in the Italian medical terminological resources?

(Q2) is it feasible to use MetaMap “as it is” to identify medical concepts related to the semantic group of “Disorders” from Italian clinical notes?

To answer to Q1, we carried out experiment “EXP1” in which we investigated how many medical concepts in a set of unstructured clinical notes written in Italian could be mapped to the UMLS Italian medical sources.

To answer to Q2, we followed two strategies. The first one was to test the feasibility of using MetaMap to directly analyze Italian text. The first strategy was tested in experiment “EXP2” in which (i) we first assessed how the different processing steps used by MetaMap, which are English dependent, could be used for other languages, such as Italian; and then (ii) we run MetaMap to map the original Italian texts
using a modified version of the UMLS knowledge source consisting in the Italian UMLS Metathesaurus dictionaries only.

In the second strategy we followed to address question Q2, we assessed the feasibility of using MetaMap to analyze an English translated version of the original Italian text. We carried the experiment “EXP3” out, in which we automatically translated the clinical notes from Italian to English using Google Translator, and then we used MetaMap with its default knowledge source to annotate the translated texts. The approach of combining Google Translator and MetaMap seemed feasible to be applied in the context of extracting medical concepts in a clinical setting for several reasons: it is based on open source tools, it has low computational impact so that it can be used in clinical practice, and it does not require high expertise or training skills. Last but not least, the combination of Google Translator and MetaMap to identify medical concepts in texts written in a language different from English was described earlier in [31,32] to be a promising method. It is to note that our study differed from [31,32] because we tested the approach on a different language (Italian in our study, Spanish in [31,32]) and on a different type of text (we used clinical texts while in [31,32] they analyzed articles from biomedical literature), so it would be interesting to compare if our findings would be different from those reported by the Spanish researchers as a result of the different language and the different type of document.

2. Materials and methods

2.1. MetaMap processing steps

MetaMap is based on six processing steps: (1) tokenization, (2) parsing, (3) variant generation, (4) candidate retrieval, (5) candidate evaluation and (6) mapping construction.

As shown in Table 1, some processing steps are based on rules and lexical resources built on English grammar and are therefore strictly language specific, while others use algorithms that are not based on English grammar and they can therefore be used also with languages different from English. Step (1), tokenization, uses a set of rules built on English language for the identifications of tokens, sentence boundaries and acronyms/abbreviations. Although the rules (e.g. the characters of punctuation that identify the sentence boundaries, or the white space that separates different words) were optimized to tokenize English texts, they can be used to tokenize texts in other languages based on the Latin writing system, thus tokenization works properly even when analyzing Italian texts. Steps (2) and (3), i.e. parsing and variant generation, depend on the SPECIALIST lexicon, the SPECIALIST minimal commitment parser, and the Lexical Variant Generation (LVG), respectively. As shown in Table 2, all these resources are strictly built on English language; thus, steps (2) and (3) do not work properly in analyzing Italian
texts. Step (4), i.e. candidate retrieval, depends uniquely on the language of the Metathesaurus knowledge source used for the analysis, thus it works properly both on English and other languages for which it is possible to define a Metathesaurus-like knowledge source, such as Italian. Finally, steps (5) and (6), i.e. candidate evaluation and mapping construction, are completely language independent, thus they work properly with texts written in languages different from English, such as Italian.

Table 1. MetaMap’s processing steps.

| Processing step | Goal | Linguistic resources involved | How does it work | Language dependent | Feasibility in analyzing Italian text |
|-----------------|------|--------------------------------|-------------------|-------------------|--------------------------------------|
| 1. Tokenization | Identification of tokens, sentence boundaries and acronyms/abbreviations (AA) | - | The tokenizer uses a set of rules to identify tokens, characters of punctuation and AA | Partially | Optimized to tokenize English texts, but it works properly also with Italian texts |
| 2. Parsing | Syntactic analysis of the text | SPECIALIST Lexicon SPECIALIST minimal commitment parser | The SPECIALIST minimal commitment parser looks up the words of the sentence in the SPECIALIST lexicon and uses linguistic information associated to each lexical item, and constructs the syntactic representation of the text. | Yes | Strictly English-specific, it does not work properly in analyzing texts written in other languages than English |
| 3. Variant generation | Generation of variants | SPECIALIST Lexicon Lexical Variant Generation (LVG) | The algorithm generates spelling variants, abbreviations, acronyms, synonyms, inflectional and derivational variant starting from a variant generator (i.e. any sub-sequence of words that occurs in the SPECIALIST lexicon) | Yes | Strictly English-specific, it does not work properly in analyzing texts written in other languages than English |
| 4. Candidate retrieval | Identification of all the possible candidates in the Metathesaurus | “ITA-Metathesaurus” and “ENG-Metathesaurus” | The algorithm browses the UMLS Metathesaurus source to find the set of all strings containing at least one of the variants computed for the phrase | Partially, it depends on the language of the UMLS knowledge source, thus works properly in analyzing Italian texts |
| 5. Candidate evaluation | Evaluation of how well each candidate previously retrieved matches the text | - | The algorithm evaluates each candidate using a weighted average of four metrics: centrality, variation, coverage and cohesiveness. | No | Non language-dependent, it works properly on both English and Italian texts |
| 6. Mapping construction | Construction of the final mapping from text to the UMLS Metathesaurus | - | The algorithms combines all candidates involved in disjoint parts of the phrase, and evaluates the strength of the complete mappings. | No | Non language-dependent, it works properly on both English and Italian texts |
2.2. Experimental setup

Fig. 1 shows the workflow of experiments EXP1, EXP2 and EXP3. EXP1 was aimed to provide an answer to Q1, i.e. to assess if concepts (belonging to the “Disorders” semantic group) identified in Italian clinical notes are covered in Italian knowledge sources. In EXP1 we identified medical concepts in a set of unstructured clinical notes originally written in Italian (“ITA-TXT”) and, for each identified concept, we investigated if it was possible to find a suitable description in the “ITA-Metathesaurus”, which is a customized UMLS-like knowledge source containing only Metathesaurus sources in Italian (see the detailed description in section 2.5). As a comparison, we identified medical concepts also in an fully automatic translation of the original clinical notes from Italian to English (“ENG-TXT”), and we mapped them using the “ENG-Metathesaurus”, which is a customized UMLS-like knowledge source containing only Metathesaurus sources in English (see the detailed description in section 2.5).

EXP2 and EXP3 were aimed to provide an answer to Q2, i.e. to understand if it is feasible to use MetaMap “as it is” to identify medical concepts in Italian clinical notes. Manual and automatic annotations with MetaMap were performed on the “ITA-TXT” and “ENG-TXT” datasets. Automated annotation was obtained using the “ITA-Metathesaurus” and the “ENG-Metathesaurus” knowledge sources. Recall, precision and F-measure were computed by comparing MetaMap’s and manual annotations. Cases in which MetaMap’s and manual annotations gave different results were considered as failures. A further analysis was performed to investigate different types of failures and the reason for which they occurred.

2.3 Data corpus and normalization (EXP1, EXP2, EXP3)

Our data corpus consists of 3462 unstructured sentences taken from the narrative portion of 100 full clinical notes written in Italian language. The original Italian clinical notes were collected during the ambulatory clinical practice at the “Policlinico” hospital in Milan (Italy) from five clinical domains, i.e. cardiology, diabetology, hepatology, nephrology, and oncology. Clinical notes have been manually anonymized by removing all personal, geographical and temporal information that could identify the patients or the clinicians. We manually normalized the text removing acronyms, abbreviation and spelling errors, obtaining the dataset we called “ITA-TXT”.

2.4 ITA to ENG translation (EXP3)

After normalization, the “ITA-TXT” dataset was translated to English using the fully automatic translation provided by Google Translator, obtaining the “ENG-TXT” dataset. The 3462 unstructured
sentences were submitted to Google Translator using a random order. We chose to use Google Translator as it is a fast and cheap translation tool.

2.5 Knowledge sources (EXP1, EXP2, EXP3)

Among the different knowledge sources to annotate biomedical text, the UMLS is one of the most widely used as it is constantly growing and incorporates several biomedical and health related vocabularies, in different languages [33]. Among the different UMLS sources, the Metathesaurus is a large concept-oriented database that groups terms from over 100 biomedical vocabularies into unique concepts and categorizes concepts into semantic types. The Metathesaurus contains a huge number of concepts, each identified by a Concept Unique Identifier (CUI) and organized into semantic categories [34].

In NLP processing of either biomedical literature or clinical notes, the Metathesaurus can be customized to obtain ad hoc Metathesaurus subsets, e.g. selecting knowledge sources in specific languages or filtering concepts using specific semantic categories [16,35]. In our experiments, we used two different knowledge sources, “ITA-Metathesaurus” and “ENG- Metathesaurus”, to map the medical concepts identified in the original clinical Italian notes and their translation in English, respectively. Both “ITA-Metathesaurus” and “ENG- Metathesaurus” were based on the UMLS 2014 AA Metathesaurus. The “ITA-Metathesaurus” knowledge source was created using the MetaMap Data File Builder [36], a specific tool provided by NLM; this knowledge source contained the Italian sources of the UMLS Metathesaurus 2014 AA (details are reported in Table 2). The “ENG- Metathesaurus” knowledge source was one of the three UMLS default knowledge sources provided by MetaMap developers. In particular, the “ENG-Metathesaurus” corresponded to the wider knowledge source among those provided, the “NLM” one, and included the whole Metathesaurus (details are reported in Table 2). The “ENG-Metathesaurus” included only the English version of all the Metathesaurus sources.

Table 2. The “ITA- Metathesaurus” and “ENG- Metathesaurus” knowledge sources.

| Metathesaurus release | “ITA- Metathesaurus” | “ENG- Metathesaurus” |
|-----------------------|----------------------|---------------------|
| 2014 AA               | MedDRA (Medical Dictionary for Regulatory Activities Terminology) | Full Metathesaurus. |
|                       | MeSH (Medical Subject Headings) | |
| Metathesaurus Sources | Metathesaurus Version of Minimal Standard Terminology Digestive Endoscopy | International Classification of Primary Care. |
| Language              | Italian              | English             |
2.6 Manual annotation (EXP1, EXP2, EXP3)

Two expert annotators manually identified the medical concepts in the “ITA-TXT” and “ENG-TXT” datasets and assigned the corresponding CUIs found in the Metathesaurus knowledge sources “ITA-Metathesaurus” and “ENG-Metathesaurus”. The inter-annotator agreement, calculated as percentage agreement, i.e. the percentage of concepts for which both annotators assigned the same CUI, was found to be equal to 0.75. In case of inter-annotator disagreement, a clinical adjudicator external to the annotation process decided which, between the two CUIs assigned by the two annotators, was the most proper one. Each annotated noun phrase in the “ITA-TXT” dataset and its corresponding translation in the “ENG-TXT” dataset were identified using the same CUI. When Italian medical concepts were translated incorrectly or inaccurately to English, we still mapped them to the same CUIs we used for the corresponding noun phrases in the “ITA-TXT” dataset. Normalization (see 2.3) and manual annotation were carried out simultaneously; the whole process lasted three months.

We chose to extract only medical terms belonging to the UMLS semantic categories of “Disorders” as defined by Bodenreider [34]. This choice was made for two reasons: (i) the “Disorders” semantic group is the most frequently group used in clinical notes [35]; (ii) also, it contains semantic categories (e.g. Disease or Syndrome, Symptoms) that are well represented in both English and Italian Metathesaurus sources [37]. Our choice will thus prevent to underestimate MetaMap’s performances as a consequence of the lack of coverage of Italian medical terminologies. Following [34], the “Disorders” groups consisted of the following UMLS semantic types: pathologic functions, disease or syndrome, mental or behavioral dysfunction, cell or molecular dysfunction, congenital abnormality, acquired abnormality, injury or poisoning, anatomic abnormality, neoplastic process, and virus/bacterium, sign or symptom and finding.

2.7 MetaMap annotation (EXP2, EXP3)

We used MetaMap for analyzing both the “ITA-TXT” and “ENG-TXT” datasets using the two language specific “ITA-Metathesaurus” and “ENG-Metathesaurus” knowledge sources. For both cases, in addition to the default set of processing options [20], we used the option “--ignore_word_order”. This option influences both the “candidate retrieval” and the “candidate evaluation” processing steps (see Table 1), allowing identifying those compound concepts in which words were not in the standard order.

Finally, as in this study we were interested in identifying all the potential medical concepts in the clinical notes, we used, for both the “ITA-Metathesaurus” and “ENG-Metathesaurus” knowledge sources the
“relaxed” filtering mode [16], which allows using MetaMap in a less constrained mode, casting a wider net and giving more emphasis on recall than precision.

2.8 Data analysis

2.8.1 EXP1

We investigated how many concepts identified in the “ITA-TXT” dataset had a proper mapping in the “ITA-Metathesaurus” knowledge source. We compared results thus obtained on Italian texts with the number of concepts identified in an English translated version of the dataset, i.e. “ENG-TXT”, for which we found a proper mapping in the “ENG-Metathesaurus” knowledge source.

2.8.2 EXP2

For each noun phrase identified by manual annotation, we analyzed the output of the MetaMap’s annotation against three possible conditions: (i) the noun phrase was annotated using a correct parsing; (ii) the noun phrase was mapped to a correct CUI; (iii) in case of uncorrected parsing, (i.e. when the condition (i) has not been satisfied), we investigated whether the noun phrase has been parsed into multiple incomplete terms or if it has not been identified at all. Only exact CUI matches between manual and automatic annotation, i.e. only cases in which both the above conditions (i) and (ii) were satisfied, were considered as exact matches. All the cases different from exact matches, i.e. those corresponding to a partial mapping, mapping to a CUI different from the one identified during the manual annotation, or a missed identification of the noun phrase, were considered as failures.

Exact matches were further analyzed to count (a) how many of them were related to concepts written in the text using the “preferred term” version of “ITA-Metathesaurus” and (b) how many were related to concepts written in the text differently from the “preferred term” version of “ITA-Metathesaurus”. This further analysis was aimed at quantifying how the use of MetaMap improved our results compared to results that we would have if using a simple text search of the Metathesaurus preferred terms.

We computed recall, precision, and F-measures. Recall measures the proportion of the target items that the system selected:

\[ R = \frac{\#\text{exact matches}}{\#\text{total annotated concepts}} \]  

(1)

where \#exact matches is the number of noun phrases that satisfied both conditions (i) and (ii) and \#total annotated concepts is the total number of concepts manually annotated in the text (considering only those noun phrases for which a suitable concept was found in the Metathesaurus).

Precision measures the proportion of selected items that the system got right:
\[ P = \frac{\text{(# exact matches)}}{\text{(# total concepts mapped by MetaMap)}} \quad (2) \]

where \textit{#exact matches} is the number of concepts that satisfied both conditions (i) and (ii) and \textit{#total concept mapped by MetaMap} is the total number of concepts that satisfied condition (i).

F-measure is the harmonic mean of precision and recall:

\[ F = \frac{1}{\frac{1}{P} + \frac{(1-\alpha)}{R}} \quad (3) \]

where \( P \) is the precision, \( R \) is the recall and the constant \( \alpha \) determines the relative weights of precision and recall. For our task, precision and recall are equally important; we thus set \( \alpha \) to 0.5 to give the same weight to precision and recall.

We manually reviewed MetaMap’s failures and characterize them according to three categories, as suggested by Park [22]: (1) boundary failures, (2) word sense ambiguity failures, and (3) missed term failures. A “boundary” failure occurred when a single coherent noun phrase has been parsed into multiple incomplete terms, i.e. when the condition (iii) was satisfied. A “word sense ambiguity” failure occurred if a concept has been parsed correctly but the assigned CUI was different from that resulting from the manual annotation (i.e. when condition (i) was satisfied, but condition (ii) was not satisfied). Finally, a “missed term” failure occurred when a concept has not been identified at all (i.e. no one of the three conditions was satisfied). For each category we investigated the reasons of the failures.

2.8.3 EXP3

Most of the data analysis implemented in EXP3 is identical to that described above for EXP2. Differently from EXP2, in EXP3 we did not perform the analysis on how many exact matches are related to concepts written in the text differently from their corresponding preferred term reported in the UMLS Metathesaurus.

3. Results

3.1 EXP1

EXP1 was aimed to provide an answer to Q1, i.e. to understand if it is possible to properly map medical concepts identified in the Italian clinical notes using the Italian knowledge sources.

Manual identification of medical concepts in the “ITA-TXT” dataset led to a total of 2077 identified concepts. We found that 58% of the identified concepts were unique concepts. Among the unique concepts, 39% were single noun phrases, while the remaining 61% were compound noun phrases. As to the normalization, only very few concepts (89, corresponding to about 4% of the whole set of identified concepts) were normalized due to misspellings or abbreviations. As shown in Table 3, 1888 concepts
(about 91%) were found in the “ITA-Metathesaurus” knowledge source, while 188 concepts (about 9%) did not have a suitable concept in the Italian version of UMLS Metathesaurus.

As a comparison, we investigated if the same concepts, after a fully automatic translation from Italian to English, could be mapped properly in the “ENG-Metathesaurus” knowledge source. As shown in Table 3, 2056 concepts (about 99%) were found in the “ENG-Metathesaurus” knowledge source, while 21 concepts (about 1%) did not have a suitable concept in the English version of UMLS Metathesaurus.

Also, we observed that the coverage of the “ITA-Metathesaurus” knowledge source was similar among the five clinical domains, ranging from 89.9% to 92.3%, while the coverage of the “ENG-Metathesaurus” knowledge source was higher and ranged from 98.5% to 100%. For both the “ITA-Metathesaurus” and “ENG-Metathesaurus” knowledge sources, the coverage of the Nephrology domain was the highest among all the domains. Details of the number of annotated concepts and their Italian and English Metathesaurus coverage for each specific clinical domain are reported in Table 3.

Table 3. Number of concepts (and %) identified in the “ITA-TXT” and “ENG-TXT” datasets found in the “ITA-Metathesaurus” and “ENG-Metathesaurus” knowledge sources.

| #annotated noun phrases | # concepts identified in the Metathesaurus |
|-------------------------|------------------------------------------|
|                         | ITA-Metathesaurus | ENG-Metathesaurus |
| cardiology              | 422              | 382 (90.6%)       |
|                         |                  | 416 (98.6%)       |
| diabetology             | 488              | 439 (90.0%)       |
|                         |                  | 481 (98.6%)       |
| hepatology              | 402              | 367 (91.3%)       |
|                         |                  | 396 (98.5%)       |
| nephrology              | 517              | 477 (92.3%)       |
|                         |                  | 517 (100%)        |
| oncology                | 248              | 223 (89.9%)       |
|                         |                  | 246 (99.2%)       |
| total                   | 2077             | 1888 (90.9%)      |
|                         |                  | 2056 (99.0%)      |

3.2 EXP2

EXP2 was aimed to understand (i) how the different processing steps of by MetaMap, which are English dependent, could be used to map Italian texts; and (ii) if it is feasible to run MetaMap to map the “ITA-TXT” dataset using the “ITA-Metathesaurus” knowledge source.

As reported in Table 1, three of the six processing steps of MetaMap, i.e. tokenization, candidate evaluation and mapping construction, do not rely for their processing on English linguistic resources, thus they work properly when dealing with texts written in Italian. The candidate retrieval processing step is dependent on the language of the UMLS source, thus it works properly with texts written in Italian
if the Italian UMLS knowledge source (i.e. the “ITA-Metathesaurus”) is used. The remaining two steps, i.e. parsing and variant generation, are strictly built on English language, thus they do not work properly when dealing with texts written in Italian. Without using the parsing and variant generation steps, MetaMap does not generate variants for the Italian texts. We observed that, among the exact matches, there were two different types of concepts: (a) concepts written in the clinical notes using the same “preferred term” version displayed in the “ITA-Metathesaurus” knowledge source; (b) concepts written in the clinical notes differently from the “preferred term” version of “ITA-Metathesaurus” knowledge source.

As reported in Table 4, we found that about 85% of the exact matches were written in the text using the “preferred term” of the “ITA-Metathesaurus” knowledge source. The remaining 15 % were written in a way different from the “ITA-Metathesaurus” preferred term version. These concepts were written using a different word order than that used in the preferred term version. This last evidence seems to indicate that, thanks to the “ignore-word-order” processing option, MetaMap was able to identify also those concepts that were written differently from the Metathesaurus preferred term version.

We observed that the percentages of exact matches corresponding to concepts written using different word order from the preferred term version reported in the “ITA-Metathesaurus” knowledge source were almost similar among the five clinical domains, ranging from 12% to 19%.

Table 4. Medical concepts correctly identified by MetaMap in the “ITA-TXT” dataset.

|                     | All the domains | Cardiology | Diabetology | Hepatology | Nephrology | Oncology |
|---------------------|----------------|------------|-------------|------------|------------|----------|
| #exact matches       | 1107           | 207        | 305         | 184        | 293        | 118      |
| #concepts written using the “preferred terms” version of “ITA-Metathesaurus” | 940 (85%) | 175 (85%) | 262 (86%) | 159 (86%) | 240 (81%) | 104 (88%) |
| #concepts written differently from the “preferred terms” version of “ITA-Metathesaurus” | 167 (15%) | 34 (15%)  | 43 (14%)   | 25 (14%)   | 53 (19%)  | 14 (12%) |

Fig.2 shows the recall (Fig.2a), precision (Fig.2b) and F-measure (Fig.2c) for the original “ITA-TXT” dataset. Mean recall calculated on the whole dataset (i.e. for all the clinical notes and all the clinical domains), was equal to 0.53. Considering the clinical domains one by one, we observed that the Nephrology and Diabetology domains showed higher recall values compared to the other clinical domains. The precision (Fig.2b) of MetaMap’s annotation of the “ITA-TXT” dataset was in the range 0.97-0.99 (mean value 0.98); F-measure (Fig. 3c) was in the range 0.63-0.78 (mean value 0.69); similarly
to what observed for recall, the clinical domains of Nephrology and Diabetology showed the highest F-measures values.

To analyze the effect of the normalization of misspellings and acronyms on our results, we investigated MetaMap’s performances on the original Italian text without any normalization. We obtained that the mean recall, precision and F-measure were equal to 0.51, 0.95 and 0.66, respectively. Table 7 shows the comparison between results obtained without and with normalization: mean recall, precision and F-measures without the normalization were slightly lower (about 2 percentage points) than the results we obtained with the normalization.

Fig. 3a shows the results of the analysis of MetaMap’s failures in the annotation of the “ITA-TXT” dataset. The “missed term”, the “boundary”, and the “word sense ambiguity” failures accounted for about 59%, 39%, and 2% of all the failures, respectively. Table 5 shows examples of the three types of failure. The noun phrase “edemi” (edema, in English), is an example of “missed term” failure (1st row); this is the plural form of the “ITA-Metathesaurus” concept “edema” (edema, in English), was not identified by MetaMap. As an example of “boundary” failure (2nd row), the noun phrase “stenosi vascolari” (vascular stenosis, in English), which is the plural form of the “ITA-Metathesaurus” concept “stenosi vascolare” (vascular stenosis, in English), was partially mapped by MetaMap to “stenosi” (stenosis). As an example of “word sense ambiguity” failure (2nd row), the noun phrase “vertigini” (dizziness, in English) was not correctly mapped to its singular form “vertigine” (dizziness, in English), but to “vertigini” (lightheadedness, in English).

Fig. 4a summarizes the reasons for the MetaMap’s failures in the annotation of the “ITA-TXT” dataset. The “no variants generation”, consisting in failures occurred because MetaMap did not generate variants, was the reason for which 86% of the total MetaMap’s failures occurred. The remaining 14% of failures occurred for reasons different from this one and were identified as “other reasons”. In particular (fig. 4a), we observed that “boundary” and “missed term” failures were mainly due to the “no variants generation” reason, while “word sense ambiguity” failures were mainly due to “other reasons”.

Table 5. Examples of the different types of MetaMap’s failures in the annotation of the “ITA-TXT” dataset. For each example, the table shows the noun phrase, the corresponding UMLS concept (and CUI) identified with manual annotation, the MetaMap’s annotation (and, under brackets, its English translation), and the type of failure.

| Noun phrase       | Manual annotation | MetaMap’s annotation | Type of failure |
|-------------------|-------------------|-----------------------|-----------------|
| edemi (edema)     | C0013604: Edema (edema) | -                     | Missed term     |
| stenosi vascolari (vascular stenosis) | C0679403: stenosi vascolare (vascular stenosis) | C0947637: Stenosi (stenosis) | Boundary        |
| vertigini (dizziness) | C0042571: Vertigine (dizziness) | C0220870: Vertigini (lightheadedness) | Word sense ambiguity |

3.3 EXP3

EXP 3 aimed at investigating the performance of MetaMap to analyze an English translated version of the Italian text.

Fig.2 shows the recall (Fig.2a), precision (Fig.2b) and F-measure (Fig.2c) for the “ENG-TXT” dataset, for the whole database and the five clinical domains separately. Mean recall calculated on the whole database (i.e. for all the clinical notes and all the clinical domains), was equal to 0.75. Considering the clinical domains one by one, we observed that the Nephrology and Diabetology specialties showed higher recall values than the other clinical domains.

The precision (Fig.2b) of MetaMap’s annotation of the “ENG-TXT” dataset was higher than 0.9 for all the domains; F-measure (Fig. 2c) was in the range of 0.8-0.89 (mean value 0.83); similarly to what observed for recall, the clinical domains of Nephrology and Diabetology showed higher F-measures values compared to the other clinical domains.

To analyze the effect of the normalization of misspellings and acronyms on our results, we investigated MetaMap’s performances on the English translation of the original Italian text without any normalization. The mean recall, precision and F-measure were equal to 0.73, 0.9 and 0.8, respectively. Table 7 shows the comparison between results obtained without and with normalization: mean recall, precision and F-measures without the normalization were slightly lower (about 2 percentage points) than the results we obtained with the normalization.

Fig. 3b shows results of the analysis of MetaMap’s failures in the annotation of the “ENG-TXT” dataset. The “boundary”, the “word sense ambiguity”, and the “missed term” failures accounted for 60%, 24%, and 16% of all the failures, respectively. Table 6 shows examples of the three types of failure. “Chronic pulmonary heart”, an example of the “boundary” failure (1st row), was parsed by MetaMap into three separated terms (i.e. chronic, pulmonary and heart), while the right mapping was “chronic pulmonary heart”. 


heart disease”. The concept “dependent edema”, an example of the “word sense ambiguity” failure (2nd row), was badly mapped by MetaMap to “peripheral edema” instead of “dependent edema”, because of an improper English translation. The concept “stasis”, an example of the “missed term” failure (3rd row), was not mapped by MetaMap because of a bad translation from Italian to English.

Fig. 4b summarizes the reasons for which MetaMap’s failures occurred in the annotation of the “ENG-TXT” dataset. The “bad ITA to ENG translation” reason, which contains all the failures due to a bad automatic translation from Italian to English, was the main cause of failure in the annotation of the “ENG-TXT” dataset (62% of all the total failures), followed by “use of medical slang” reason, which contains all the failures due to the use of specific medical slang (21% of all the total failures). Only 17% of all the failures occurred for “other reasons”, which corresponds to those failures that occurred for miscellanea of reasons different from “use of medical slang” and “bad ITA to ENG translation”.

Considering in details the “boundary” failures, we found that about half of them were due to “bad ITA to ENG translation”, about a third of them to the “use of medical slang”, and the remaining to “other reasons”. For the “word sense ambiguity” failures and the “missed term” failures, we observed that they were due in a great part to “bad ITA to ENG translation” reason and in a smaller part to “use of medical slang” reason.

Table 6. Examples of the different types of MetaMap’s failures in the annotation of the “ENG-TXT” dataset. For each example, the table shows the original Italian noun phrase (and, under brackets, its supervised English translation), the Google translation, the UMLS concept (and CUI) identified with manual annotation, the MetaMap’s annotation, and the type of failure.

| Noun phrase                  | Google translation | Manual annotation                      | MetaMap’s annotation                      | Type of failure       |
|------------------------------|--------------------|----------------------------------------|------------------------------------------|-----------------------|
| cuore polmonare cronico     | chronic pulmonary  | C0238074: Chronic Pulmonary Heart Disease | C0205191: CHRONIC PULMONARY HEART DISEASE | Boundary              |
| (chronic pulmonary heart)   | heart              |                                        | C0024109: pulmonary Heart                |                       |
| edemi declivi (dependent     | peripheral         | C0235437: Dependent edema              | C0085649: Peripheral edema               | Word sense ambiguity  |
| edema)                      | edema              |                                        |                                          |                       |
| stasi (stasis)              | stagnation         | C0333138: Stasis                       |                                          | Missed term           |

Table 7. Mean recall, precision and F-measure obtained in EXP2 and EXP3, without and with the normalization.

|                  | EXP2 WITHOUT normalization | EXP2 WITH normalization | EXP3 WITHOUT normalization | EXP3 WITH normalization |
|------------------|----------------------------|-------------------------|----------------------------|-------------------------|
|                  |                            |                         |                            |                         |
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4. Discussion

In this study, we addressed two research questions: (Q1) are medical terms found in Italian clinical notes and related to the semantic group of “Disorders” properly mapped to the Italian medical terminological resources? (Q2) is it feasible to use MetaMap –as it is– to identify medical concepts related to the semantic group of “Disorders” from Italian clinical notes?

The problem of UMLS coverage for languages different from English is well known and largely investigated in the literature (see, e.g. [38,39]). To the best of our knowledge, this is the first study focused on the coverage of Italian UMLS on medical concepts that are actually found in clinical notes. In EXP1, which addressed question Q1, we observed that 91% of the medical concepts identified in the “ITA-TXT” version of the dataset were found in the “ITA-Metathesaurus” knowledge source. As a comparison, when we analyzed the fully automatic English translated version of the dataset, i.e. the “ENG-TXT” dataset, we found, as expected, that the Metathesaurus coverage was slightly higher than with Italian, with 99% of the concepts being mapped in the “ENG-Metathesaurus”. Interestingly, although the “ENG-TXT” dataset was generated as a fully automatic translation of the original “ITA-TXT” dataset, the coverage of concepts found in the “ENG-TXT” dataset is well in line with results typically found in the texts originally written in English (see e.g. [40]).

To answer to Q2, i.e. to test if it could be feasible to use MetaMap to identify medical concepts in Italian clinical notes, we carried out EXP2 and EXP3. In EXP2 we first performed MetaMap annotation on the “ITA-TXT” dataset using the “ITA-Metathesaurus” knowledge source, to understand the extent to which the different processing steps used by MetaMap (which are English dependent) could be used to process Italian texts.

The results showed that EXP2 was not trivial, as it revealed that, although MetaMap was developed to analyze texts written in English, we obtained good results also in analyzing texts written in Italian. In EXP2 we found recall and precision equal to 0.53 and 0.98, meaning that MetaMap correctly identified about half of medical concepts in the “ITA-TXT” dataset. The reason for this “not-so-bad” performance was that, as reported in Table 1, four MetaMap’s processing steps work properly when analyzing texts written Italian, as three of them, i.e. tokenization, candidate evaluation and mapping construction, are not language dependent, while the remaining one, i.e. candidate retrieval, depends uniquely on the
language of the UMLS source used in the analysis. Interestingly, results of EXP2 showed that about 85% of the terms correctly identified by MetaMap, were written in the text using the “preferred term” of the “ITA-Metathesaurus”, while the remaining 15% were written in the texts in a different way from the “preferred term”. Roughly speaking, this means that without using MetaMap, but just searching the “ITA-Metathesaurus” preferred terms in the “ITA-TXT” dataset, we would lose about 15% of the exact matches that we found in EXP2.

In EXP3 we investigated the option of using MetaMap to analyze an English translated version of the Italian text. In this experiment, the recall and precision were equal to 0.75 and 0.95, respectively. Our results are in line with those obtained in other studies which applied MetaMap to medical texts originally written in English. For example, Meystre et al. [24] used MetaMap to extract medical problems from narrative clinical notes originally written in English: in this experiment they obtained recall equal to 0.74 (which is similar to our results) and precision equal to 0.74 (which is lower than our results). Similarly to our study, Meystre et al. [24] applied a pre-processing step of “disambiguation”, in which they replaced ambiguous acronyms with their full name. In another study that investigated the feasibility of using MetaMap for the retrieval of arterial branching relationships in cardiac catheterization reports written in English, recall and precision were found to be equal to 0.83 and 1, respectively [41]. Finally, a study by Pratt et al. [42] investigated MetaMap’s ability to identify biomedical concepts in the titles of biomedical literature, written in English, compared to manual annotation. The authors found that MetaMap had a recall equal to 0.93 and a precision equal to 0.55, when considering both exact and partial matches [42]. We found that the recall and precision that we would have obtained without performing misspelling and acronyms normalization in the original Italian text were slightly lower (about 2 percentage points) than the results we obtained in EXP2 and EXP3. This means that although the normalization step simplifies the task of identifying medical concepts in the “ITA-TXT” and “ENG-TXT” datasets, it did not significantly affect our results.

The approach of combining fully automatic English translation and MetaMap we used in EXP3 is very similar to the one described in [31,32]. Even if the approach of combining Google Translator and MetaMap was previously used our experiment was not trivial as we had completely different experimental conditions from the Spanish researchers [32]. As a matter of fact, our experimental conditions involved a different language, - Italian in our study, Spanish in [32] – and a different type of texts - clinical notes in our study, articles from biomedical literature in [32]. Using a different language could affect both the accuracy of the Google translation and the coverage of the UMLS Metathesaurus, and thus could influence the results of the experiment. In addition, using clinical notes instead of
biomedical literature could affect both the quality of the translation and the performance of MetaMap. As a matter of fact, clinical notes have peculiar grammatical structure, show variability in the formatting and extensively use medical slang. Considering these differences in the experimental conditions, it might be interesting to compare our results and those reported by the Spanish researchers. In EXP3 we obtained a recall equal to 0.75, which is slightly higher than the mean value of similarity equal to 0.71 calculated across the various experiments reported by the Spanish researchers, where the similarity reported in [31,32] is a performance measure very similar to the recall.

In EXP2 we obtained lower recall and higher precision than in EXP3. This result was not surprising, as MetaMap processing is heavily based on the variant generation processing step and, as reported in Table 1, the variant generation processing step does not work properly with texts written in languages different from English.

We identified three types of MetaMap failures: (1) boundary failures, (2) word sense ambiguity failures, and (3) missed term failures. In EXP2, i.e. when using MetaMap to annotate the Italian version of the dataset, we obtained a high number of “missed terms” failures and “boundary” failures, equal to 59% and 39% of all the failures, respectively, and a very low number of “word sense ambiguity” failures, equal to 2%. We discovered that MetaMap’s failures in the “ITA-TXT” dataset were mainly due to the “no variants generation” reason, i.e. they occurred because MetaMap did not allow to generate variants for Italian noun phrases. This finding was expected, because, as discussed above, the MetaMap “variant generation” processing step (see Table 1) is based on English linguistic resources and thus does not work to generate variants in languages different from English. A possible strategy that could be used to overcome this issue could be to adapt MetaMap to generate variants for Italian noun phrases.

In EXP3, i.e. when using MetaMap to annotate the fully automatic English translation of the dataset, the prevalence of the three types of failures was equal to 60%, 24% and 16% for “boundary” failures, “word sense ambiguity” failures and “missed term” failures, respectively. Our results were different from those reported in other studies: for example, Park et al.[22], when investigating MetaMap’s failures in annotating patient-generated text, found that 82.2% were “word sense ambiguity” failures, 15.9% were “boundary” failures and 1.9% were “missed term” failures. In another study [40] it was found that “boundary” failures, “word sense ambiguity” failures were, respectively, 5% and 4% of all the failures in annotating disease summary documents using MetaMap. These differences could be due to the specific approach we used in the analysis: instead of using MetaMap to annotate texts originally written in English, we used MetaMap to annotate clinical notes translated from Italian to English using a fully automated translation tool.
We also found that 62% of all the failures were due to a “bad ITA to ENG translation”. This finding might suggest that a more accurate translation of medical terms could be of some help to reduce the number of MetaMap’s failures. The second main reason of failure, which caused 21% of all the failures, was found to be the “use of medical slang”. The presence of specific “medical slang” is a well-known characteristics of clinical notes [12]. Annotating texts containing “medical slang” is a challenging task as “medical slang” is not codified in the UMLS. Moreover, creating a specific dictionary to code “medical slang” could be difficult, as “medical slang” could be very specific to the clinical context in which it has been used. Maybe, machine-learning techniques could be used to create ad hoc dictionaries containing most recurrent “medical slang” for a specific clinical domain.

5. Conclusions
We found that most of the medical terms found in Italian clinical notes could be properly mapped using the Italian UMLS Metathesaurus sources. We observed that four of six MetaMap’s processing steps worked properly in analyzing the original Italian dataset “ITA-TXT”; this allowed to correctly identify about half of the concepts. Interestingly, using MetaMap to annotate the “ITA-TXT” dataset instead of using a simple text search improved our results of about 15 percentage points. When using MetaMap to annotate the original Italian dataset, we obtained poorer performances than those described in the literature for the annotation of English written texts, with lower recall and F-measures, but higher precision. Moreover, we found that most of the failures occurred because MetaMap did not allow generating meaningful variants for the Italian language. This suggests that modifying MetaMap with a proper “Italian SPECIALIST lexicon” to allow generating meaningful Italian variants could improve the performance.

On the contrary, MetaMap’s performances in mapping the English translated dataset “ENG-TXT” were in line with findings in literature, with comparable recall, and even higher precision. We observed that most of the failures were due to a bad Italian to English translation, therefore using an automatic translation tool specialized in translating medical concepts might allow to reach better performances.

In conclusion, the performances obtained on the fully automatic translation of the Italian text are good enough to allow to use MetaMap “as it is” in clinical practice. The next step in our work will involve the evaluation of the performance of the method when processing concepts belonging to other semantic groups, e.g., treatments and diagnostic procedures, and the handling of context information, such as negation, temporality and uncertainty. Moreover, it would be interesting to investigate the accuracy of the proposed method in specific research tasks (e.g. detecting drug adverse events, or investigating
relationships between specific treatments and follow-up of the disease) related to specific clinical domains (e.g. audiology).
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