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Abstract
Pervasive connectivity is an essential underlying substrate for smart cities, leading municipalities to start programs where Wi-Fi is the fundamental building block to develop public Municipal Wireless Networks. Even though hundreds of cities around the world offer some form of Wi-Fi access, there are no widely available results regarding the network Quality of Service (QoS), user Quality of Experience (QoE), and overall utilization profile. The Municipality of São Paulo operates a free Wi-Fi Internet program in 120 public spaces called digital squares. We collected user connection data, network performance, and service availability for more than 2 years from the 120 squares and undertook experiments with video streaming in five squares. We used this unique large dataset to evaluate the impact of current admission control practices in public Wi-Fi networks on the network QoS, user QoE and service availability, also providing insights into the most common QoS/QoE issues and their causes. We also leveraged the data set to establish and verify a correlation between the number of users access in the network and specific events occurring in the area.
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1 Introduction
In the last 15 years, several cities in all continents started programs of different magnitudes and coverage for providing Internet access as a public utility like water and power. Most, if not all, make use of Wi-Fi as the fundamental building block to develop a public Municipal Wireless Network. In the early 2000s, it was widely believed that cities and communities would provide Internet access to their citizens via Municipal Wireless Networks, in order to promote digital inclusion and create new services towards smarter cities [6, 33]. Particularly in the United States, where 3G was deployed late compared to other countries, hundreds of cities started projects to provide free Wi-Fi access, also inside private and public buildings. By the end of the decade, most of them had been discontinued for different reasons, such as regulatory or technical issues, high cost, and low demand [12]. Nowadays, there is an ongoing discussion about the advantages and disadvantages of Municipal Wireless Networks [35], focusing on the most appropriate business models for the deployment and operation of those networks [21].

Nevertheless, Public Wi-Fi coverage is even becoming part of the urban planning of a smart city. In China, about 300 municipalities have projects to become smart cities counting on free Wi-Fi network coverage integrated into the overall urban development plan [42]. Hundreds of cities around the world offer some form of Wi-Fi access. When it comes to large networks with a large number of hotspots,
we can include as examples Barcelona,\textsuperscript{1} Buenos Aires,\textsuperscript{2} Adelaide,\textsuperscript{3} Paris,\textsuperscript{4} Seoul,\textsuperscript{5} New York\textsuperscript{6} and Curitiba (Brazil).\textsuperscript{7} However, most cities limit the connection time or simply do not provide free access. Regardless of the type and scope of service, there are no widely available results providing insights on the network Quality of Service (QoS), user Quality of Experience (QoE), and overall utilization profile of the service, as we provide in this paper.

The Municipality of São Paulo City in Brazil started the WiFiLivreSP\textsuperscript{8} program in 2014, aimed at making the Internet more accessible to the citizen by providing free of charge access to a municipal Wi-Fi network covering 120 public spaces called digital squares. This service is provided by Internet Service Providers via a public bidding process and covers the five regions of the city: Center, North, South, East, and West. The Wi-Fi modes supported are IEEE 802.11a, 802.11b, 802.11g, and 802.11n. By contract, ISPs had to cover 70\% of the area of digital squares, except for large parks.

We established a partnership with the Municipality of São Paulo to study the performance of this large-scale public Wi-Fi network. The main research goals are twofold. First, we leverage the access to data from all 120 digital squares to evaluate network QoS and user QoE. As part of the evaluation, we performed controlled experiments in some of the locations to evaluate QoS and QoE data for video streaming use cases. Secondly, we evaluate the feasibility of using Wi-Fi user access data to identify specific events happening in the area. This paper provides our key findings related to this municipal Wi-Fi network at São Paulo, which is not available in the literature and could apply to many large Wi-Fi networks.

We collected data of user connection, network performance, and service availability for more than 2 years from the 120 squares and undertook experiments with video streaming in five squares. Our goal was to validate three hypotheses: Hypothesis (#1) static admission control based on a priori estimates may unnecessarily deny service to users thus diminishing the benefits of this public policy; Hypothesis (#2) traffic shaping based on a priori estimates of average per-user throughput may unnecessarily prevent users from accessing their preferred applications; Hypothesis (#3) the number of Wi-Fi users can be employed to identify people crowding in public places. Hypothesis number #1 and #2 were confirmed, while hypothesis #3 was partially confirmed. Our key conclusions, also the most important contributions of this paper, can be summarized as:

(a) Admission control is used to block a new connection that may cause general performance degradation. Even though there has been significanct amount of work on advanced admission control for wireless networks, we found out that in practice, static admission control is still used by service providers. The data shows that static admission control would not be useful, but it also shows that in some cases, a high number of users negatively impacted the QoS/QoE, suggesting that dynamic measurement-based admission control should be implemented for avoiding poor user experience.

(b) Traffic shaping is a packet queuing technique used to enforce a maximum bandwidth for a network connection to avoid general performance degradation. In a large-scale public Wi-Fi network, no traffic shaping allows users to use high bandwidth-demanding services, such as video streaming, whenever the network is underutilized. A static and strict control over system resource usage may block users from accessing services that, from their point of view, make the public policy to be a success. We found out that there is a considerable variation in the perception of the quality of experience (QoE) for single users trying to watch videos over Wi-Fi. In some squares, users obtain much more than the 512 Kbps estimate, whereas, in others, they obtain much less than this. In other words, whenever the network is underutilized, users could watch videos with a coding rate of up to 1200 Kbps. The QoE was measured based on video interruptions that negatively affect the user experience. This behavior makes a case for dynamic traffic shaping where a maximum per-user bandwidth is only enforced when the network resources start to become scarce.

(c) The number of users connected to a public Wi-Fi network in a digital square can be used to identify people crowding in public places for events that occur in specific squares, but not generic events that occur in multiple squares at the same time. We found out that for events that occur in multiple places at the same time, there is no discernible correlation between the instant number of Wi-Fi users and the number of users accounted in the previous month. In this case, people tend to spread over multiple locations and dilute the increase in the number of Wi-Fi users in digital squares. On the other hand,
events that occur in specific squares show a clear increase in the number of users, because they cause people to stay in the same place for a long time. This finding opens up new opportunities for authorities to use Wi-Fi hotspots to perform early identification of people crowding in unpredictable events, such as unexpected traffic jams or demonstrations.

In the remainder of the paper, Sect. 2 presents background and discusses related work. Section 3 presents research methods and design, and results are shown in Sect. 4. Section 5 discusses the main lessons learned in our long term study and opportunities for future work, and finally, Sect. 6 draws some conclusions.

2 Background and related work

The emergence of smart cities requires enhanced, widespread, and 24 × 7 connectivity that is pushing the development of new technologies for mobile and wireless communications. Examples are the ever-evolving cellular standards that are now going towards 5G [41] and high-speed Wi-Fi with the newest IEEE 802.11ay standard to be released in 2020 [13], but also Low Power Wide Area Network (LPWAN) IoT wireless solutions [27], or a combination of them, such as 5G-powered IoT [26]. For now, Wi-Fi is the leading technology in this field and thus the focus of this paper. Also, nowadays, most client applications are deployed as smartphone apps that interact with a server located in a cloud datacenter. Soon, they are also likely to communicate with a server infrastructure located in the network edge, thus closer to the user, via fog computing, in order to provide lower latency for real-time applications [28].

2.1 Municipal Wireless Networks

Municipal Wireless Networks, or Municipal Wi-Fi, are built by or for governments to provide free or low-cost Internet access based on the IEEE 802.11 standards to citizens, public agencies, and businesses [18]. It encompasses different models, varying from infrastructures built and run by the local government, partnerships between the local government and private companies, or even only regulated by governments and explored by entrepreneurs. There is an ongoing discussion about the advantages and disadvantages of such networks focusing on the most appropriate business models to deploy them [21, 35]. Regardless, it is nowadays widespread in the world, and commercial businesses have been setting up Wi-Fi infrastructures [33]. Community Wireless Networks are alternative models to provide Wi-Fi Internet access for free by encouraging members to share their networks with higher quality and lower cost for the public authority [39]. Some initiatives combine public and private Wi-Fi networks to create a vast collaborative network [16, 50].

For a subject that received so much attention in the last 15 years, it might be curious that most information available in the literature focuses on the benefits and drawbacks, public policies, and funding models. Currently, most literature reports alternative uses of Municipal Wireless Networks data, such as understanding urban vitality [23], classifying users [32, 33], and planning future smart cities [43]. Long term and large-scale quality and performance data of Municipal Wi-Fi Networks, as we show in this paper, are still challenging to find, maybe because it does not interest municipal authorities. Biswas et al. [8] conducted a large-scale study involving millions of Wi-Fi hotspots in two separate weeks in January 2014 and January 2015. Their main conclusion is the continuous and fast-growing demand for Wi-Fi, the increase in the number of connected devices, and the use of video streaming applications such as YouTube and Netflix. Although they studied networks in cafeterias and bars that differ from our focus here, their findings contribute to highlight the importance of providing public services that fulfill the needs of citizens.

Oliveira et al. [31] analyzed and compared the behavior of users of a university campus and an urban Wi-Fi network, mostly focusing on user connection behavior. Compared to previous studies, we did not have access to individual user connections and accessed applications due to privacy concerns of the municipal authorities. Thus, our dataset contains aggregate metrics for digital squares, such as the number of connected users, incoming throughput, RTT, and packet loss. Thus, our results focus on aggregate user behavior, not covered by these previous studies. Ghosh et al. [14] conducted a large-scale study of public Wi-Fi in bars, companies, and cafeterias in two cities in the United States and derived a data mining based predictive model of user utilization. Our study is complementary to this one because it reports results of publicly available Wi-Fi networks inside private organizations, and ours focuses on a real public Wi-Fi network. Ishikawa et al. (2019) developed a QoS Estimation method for Wi-Fi networks based on null function data frames, which require a specific firmware to be installed in access points and tested it in a large conference hall [17]. Unlike this study, here, we report the results of a more detailed performance analysis of a large-scale municipal Wi-Fi program and some insights about using the same Wi-Fi connection data for identifying the occurrence of events.

While Wi-Fi is becoming increasingly pervasive, resource control aimed at providing advanced network QoS and user QoE is still a challenge. The variable and
sometimes unpredictable user base makes it difficult to deliver performance and fairness, mostly in large-scale public wireless networks. Previous studies mostly focused on providing QoS guarantees based on the IEEE 802.11e standard [29, 51]. Admission control, traffic shaping, and load balancing are mechanisms used to provide enhanced performance in Wi-Fi networks. Most Wi-Fi access points allow static admission control where user access is blocked whenever a maximum predetermined number of users are connected.

Dynamic measurement-based admission control mechanisms rely on the instant availability of resources, i.e., wireless and wired bandwidth [51], although not yet fully supported by commercial products. Also, traffic shaping has been proposed for providing QoS in both wired and wireless networks, which limits the throughput that users can use in an attempt to provide consistent performance and fairness for a higher number of users [3]. Currently, Wi-Fi performance in top-notch commercial products focuses on features such as wireless channel management and load balancing among access points and frequencies [2, 10]. The current state of the art and the technique mostly refer to dynamic admission control for IEEE 802.11 networks, i.e., focusing on estimates of resources available in the wireless segment of the network [7, 45]. However, for a public Wi-Fi network user, the wired and wireless segments must be analyzed together in order to provide adequate performance levels. In other words, the requirements of dynamic resource control for large-scale Municipal Wi-Fi networks, as we show in this paper, are not fully met by the existing literature.

2.2 WiFiLivreSP: a municipal wireless network in São Paulo

The Municipality of São Paulo started the WiFiLivreSP program in 2014, aimed at making the Internet more accessible to the citizens by providing a free of charge access to a municipal Wi-Fi network covering 120 public spaces called digital squares. The Wi-Fi modes supported are IEEE 802.11a, 802.11b, 802.11g, and 802.11n. IEEE 802.11ac was not required since the standard was not ready along the year 2013 while the public bidding was open. Figure 1 depicts some images of the WiFiLivreSP program. Figure 1(a) shows a map with the locations of the digital squares that can also be found online\(^9\) and Fig. 1(b, c) show a sign that tells the citizen the availability of free Wi-Fi and an Access Point, respectively.

\(^9\) prefeitura.sp.gov.br/cidade/secretarias/inovacao/inclusao_digital/index.php?p=216921.

2.3 Video quality

The widespread prevalence of mobile devices and wireless communications (LTE and Wi-Fi) makes them the preferred user technological combo for video streaming, which encourages researchers to push the current state of the art. For example, Burger et al. [9] conducted a simulation-based investigation to assess the effects of Wi-Fi offloading on the Quality of Experience (QoE) of video streaming and concluded that 3G/4G provides a higher user experience compared to Wi-Fi. However, no performance analysis results that evaluate the video streaming QoE in public Municipal Wi-Fi networks have been found.

The direct assessment of the user perception of QoE has been preferred in the last years compared to the older approach of mapping network Quality of Service (QoS) metrics into QoE ones [4]. Usually, the measurement of video quality uses metrics such as Peak Signal to Noise Ratio (PSNR) [40], Structural Similarity (SSIM) [46] and, Video Quality Metric (VQM) [34]. While these metrics help the process of understanding the user experience, they do not directly capture the user sentiment towards the quality of the watched video, and consequently, new metrics that directly measure the QoE have been proposed [5]. Video quality tends to have a high correlation with the behavior of the buffer, such as the playback start time, the number and duration of interruptions (video freezing) and, the place in the video where the interruptions occur [4, 19].

Here we opt for evaluating the video quality based on the user perception with the assumption that video interruptions caused by buffering mechanisms are the critical factor that negatively affects user experience. Besides, adaptive streaming schemes that decrease the coding rate during low network performance periods also affect user perception, as shown by Kim and Kim [22]. However, we used fixed coding videos in order to be fair in our analysis when comparing different digital squares, days, and times.

2.4 Event identification

The very essence of any monitoring activity is the perception that an event of interest is occurring so that the anticipated reactions can be triggered, such as starting corrective procedures upon the confirmation of an unwanted event. The primary goals of event detection are [30]: (a) identify the occurrence of an event of interest; (b) characterize the event; (c) identify the affected data subgroup by the features that better describe the event (e.g., spatial region and time duration); (d) assess the severity of the event; (e) detect the event accurately; (f) detect the event in an agile and timely manner. The last two goals are of particular importance to act proactively to minimize the
impact of events, i.e., to minimize the error and delay in event detection. Yan et al. [49] published a comprehensive survey on analytical techniques for detecting complex events generated by applications for Smart Cities. They suggest the combined use of models, approaches, and automated orchestration of techniques, with the semantic perception of the application context, which is also supported by Agrawal et al. [1].

Since technology has become pervasive in urban spaces, plenty of methods for analyzing and estimating crowd behavior based on event detection have been developed, many of them relying on users carrying Wi-Fi-enabled devices [20]. Schauer et al. [38] showed the feasibility of estimating crowd density by capturing Wi-Fi management frames for 2 days in an airport and comparing the data with boarding pass scans. Xi et al. [48] estimated the number of people moving in indoor and outdoor places by monitoring the variation of the wireless channel state of a Wi-Fi access point [48], as the Channel State Information (CSI) is highly sensitive to the movement of people. Crowd monitoring in indoor places also has been shown possible by tracking Wi-Fi devices using dozens of Wi-Fi scanners mounted in the ceiling of a large event center [47]. During almost 2 weeks, they counted more than 300,000 individual devices and observed an error of less than 20% compared to the ground truth coming from video images. Toch et al. [44] recently published a survey on machine-learning methods for mining and understanding large-scale human mobility data, which may be used as a basis for event detection. They categorize methods into three classes, namely, user modeling, place modeling, and trajectory modeling. Demographic and census inferences can also be performed using Wi-Fi data. Kontokosta and Johnson [24] showed that by comparing data collected from 53 APs in New York to official census information, they were able to create an hourly population estimate of residents, workers, and visitors. Li et al. [25] showed that demographic information, such as gender and education level, can be inferred from Wi-Fi data using machine learning. They analyzed a dataset with almost 30,000 users covering 5 months.

In this paper, we consider event identification in public spaces by evaluating Wi-Fi user connection information and comparing it with crowd formation due to events in public squares. There are some differences between our approach in this paper and the abovementioned literature. Firstly, we did not need to be physically present in the squares to monitor user connection patterns, since we used management data provided by the ISPs in charge of the Wi-Fi service. Secondly, we compared the observed people crowds measured by the number of connected users with events of interest that happened in the squares. Thirdly, we evaluated events of interest for almost 2 years in 120 digital squares of a Municipal Wireless Network, while existing literature usually reports small scale crafted experiments or using public datasets.
3 Research methods and design

Our endeavor of profiling user behavior and performance of the digital squares is divided into three parts, which are network usage, video streaming, and event identification. Table 1 shows the 29 squares selected to be deeply analyzed, namely 15 for usage, 4 for video, and 11 for event. Squares are referenced by acronyms to facilitate the understanding for the general reader, and the name is provided to readers familiar to São Paulo. For network usage, three squares from each region were selected, representing different levels of the expected maximum number of users. For video streaming, which required on-site measurements, one square per region was selected based on the criteria of usage, safety, and logistics. For event identification, the 11 selected squares hosted significant events. Two squares were used for two different analyses, Square C4 for video and event and Square S3 for usage and event. The number of squares is different in each region because of the event identification analysis that required us to select squares where events occurred, which were mostly in the Center, South, and East regions.

Also, the predetermined maximum number of users is shown for each square in Table 1. This maximum number of users was calculated for each square based on estimates of the number of people who visit the squares daily, which has been done by technicians of São Paulo municipality. This number plays a vital role in the wireless and wired network resource provisioning of the squares, even though it was not explicitly enforced via admission control.
policies. In other words, this is a theoretical and static number that was guessed by some offline process, used only as a reference for the ISPs to provision their networks, as users are not denied access when this number is achieved.

Figure 2 depicts the selected squares, as a subset of Fig. 1, in Google My Maps, so that readers can have a better understanding of square location and density.

### 3.1 Network usage

Network usage is defined by access, availability, and performance metrics using both passive and active measurement techniques. A critical factor that affects performance and quality of experience is the number of users allowed to connect to any Wi-Fi access point in a digital square. We collected data from June 2014 to August 2016 from 119 squares (one was partially closed during this period), and 15 were analyzed individually for network usage, as presented in Table 1. Three squares from each region were selected, representing different levels of the expected (predetermined) maximum number of users: low, medium, and high. The choice for these particular 15 squares was made together with the municipal authorities based on the subjective criteria of importance and representativeness. In other words, these 15 squares properly represent the
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10 Google My Maps allows users to create custom maps that can overlay Google Maps (mymaps.google.com).
behavior of 119 squares in the five regions of São Paulo. The collected data comes from two different sources:

- **SIMETBox** The performance of all digital squares in São Paulo is monitored by SIMETBox, an open-source middleware that can be installed in different models of Wi-Fi Access Points. SIMETBox is developed by the Brazilian Network Information Center (nic.br) and performs tests in Wi-Fi networks connected to the Internet. For the WiFiLivreSP program, every square was equipped with one or more APs for providing Wi-Fi service and also one exclusive AP for running SIMETBox. Once installed, SIMETBox performs measurements every hour by sending a sequence of packets and calculating throughput, latency, and packet loss.

- **ISPs** ISPs are requested to provide management data in XML from the squares they operate, such as the number of connected users and the incoming bitrate.

Network usage metrics collected from SIMETBox and ISPs shed light into three aspects that directly affect the experience of the citizens when using the Wi-Fi service:

- **Access** In an attempt to be inclusive and to understand the user behavior, the maximum predetermined number was not enforced via admission control mechanisms, i.e., user access was not blocked when this number was achieved, thus making it a theoretical maximum. As metrics, we collected the number of users and calculated service utilization:
  - **Number of users** the instantaneous number of users connected at each square. In larger squares with more than one Wi-Fi Access Point (AP), the number of connected users is the sum of all APs.
  - **Service utilization** calculated as the percentage of the number of users in relation to the predetermined maximum. Since no admission control is enforced, this metric can exceed 100%.

- **Availability** Squares were designed to provide Internet service at a 24 x 7 basis, and ISPs have to keep availability above 96%. We used two metrics, based on ISP and SIMETBox data.
  - **Availability ISP** for all data collection events, the service is considered active if values reported by SIMETBox are not null. The percentage of the active data collection events divided by the total is the availability reported by SIMETBox.
  - **Performance** Squares must provide service quality levels compatible with QoS metrics such as throughput, delay, and packet loss. The capacity of Wi-Fi access points and links connecting to the Internet must be configured in such a way to offer at least 512 Kbps per user, an average latency of 5 ms, and “low” packet loss. Among the many performance metrics available, we used the following:
    - **Throughput** aggregate incoming bitrate reported by ISPs.
    - **Number of users** provided by ISPs, it is used for computing other performance metrics, such as the per-user average throughput.
    - **Latency** the round trip time (RTT) measured between a SIMETBox located in every square and the main Internet Exchange Point in São Paulo operated by Equinix under the PTTMetro program of the Brazilian Internet Steering Committee (CGI.br). SIMETBox sends every hour a group of packets from the squares to the Internet Exchange, and the computed metric represents the combined delay of both wireless and wired networks.
    - **Packet loss** the two-way packet loss between the SIMETBox and the Internet Exchange Point, presented as a percentage. The same packets used to compute the delay yield the packet loss metric.

Data from SIMETBox and ISPs were regularly collected from October 2014 to August 2016. Data is missing for some periods due to different reasons, such as lack of connectivity, server crash, data unavailability, or unexpected changes in the data formats. We did not have access to the user or device-level data (MAC and IP layers) due to user privacy concerns, but only to aggregate data. The data processing required the collection of data of ISPs and SIMETBoxes and pre-processing for eliminating missing, duplicate, or outlier data, as well as equalization of metrics.

### 3.2 Video streaming

Video usage has been consistently growing and will account for 82% of Internet traffic by 2021, according to Cisco [11]. Therefore, it is expected that users try to watch...
videos whenever they have connectivity provided by the WiFiLivreSP program. For the analysis of video streaming, we hypothesized that traffic shaping based on a priori estimates of average per-user throughput might unnecessarily prevent users from accessing their preferred applications.

Video analysis requires on the spot active measurements, and therefore we narrowed down our universe of digital squares to five, one in each region. The choice of the five squares was based on three criteria:

- **Usage** appropriate squares were considered those with a significant number of connected users over a certain period compared to their predetermined maximum number of users;
- **Safety** since the video measurements required a physical presence on the spot, the criminality rate of the area was considered an important factor limiting the number of candidate squares;
- **Logistics** the convenience of access via public transport and an efficient route between the squares to visit all of them on the same day.

After an iterative process where the three criteria were applied and screened most squares, the five squares shown in Table 1 were selected, namely, squares C4 (Center), N4 (North), S4 (South), E4 (East), and W4 (West). Metrics used to analyze video streaming performance belong to two groups: network QoS and user QoE.

- **Network QoS Metrics** traditional metrics used by the networking community, coming from both SIMETBox and ISPs at the exact time of the video measurements: per-user throughput, latency, packet loss, already defined in Sect. 3.1.
- **User Video Streaming QoE Metrics** we adopted objective QoE metrics [19] that influence the user experience:
  - **Playback start time** the time duration before a video starts, also called initial delay. Longer initial delays represent low QoE because users get bored and tend to leave the video before it starts.
  - **Number of interruptions** interruptions, also called freezing, occur when the video is stalled due to an empty buffer. Users tend to leave the video prematurely when the number of interruptions is high;
  - **Duration of interruptions** the longer the duration of each interruption, the lower the QoE.
  - **Received bitrate** the actual video incoming bitrate as received by the application, which must match the video encoding rate for positive user experience.

The correlation and causality between network QoS metrics and user QoE metrics are straightforward. When throughput is low, and latency and packet loss are high, video streaming experience higher initial delays and higher number and duration of interruptions. In other words, low network quality of service causes low user quality of experience. On the other hand, high quality of service allows a high quality of experience, given that no other factors affect quality, such as poor video quality and problems in video servers or client devices.

The measurement of video streaming QoE according to user perception based on video interruptions required the development of a tool. We developed a video client [16] using VLC [17] (v2.2.1), an open-source multiplatform media player that allows different video coding formats and provides libraries for customizing client applications. When launched, this video client automatically connects to the VLC server hosted in our university lab and starts the experiment, where it also measures the instantaneous end-to-end RTT and packet loss. The VLC library allows the client to identify whenever a video streaming is started, interrupted, and resumed, which makes it possible to count the number and duration of interruptions. Also, it allows the client to obtain the received bitrate (throughput).

Unlike network usage data measurements, for the video streaming, we performed on the spot measurements, which required a more elaborated work plan with well-designed experiments. We performed video streaming experiments twice to understand the variation of the time of the year in the user QoE, in November 2015 and January 2016. Three video coding bitrates (420 Kbps, 840 Kbps, and 1200 Kbps) were tested for the five selected squares from Sunday to Saturday. In November 2015, we used the 840 Kbps and 1200 Kbps video bitrates, but after low-performance levels observed in some squares, in January 2016, we switched from 1200 to 420 Kbps. Each experiment was replicated 30 times, and 99% asymptotic confidence intervals were computed. The same 1-min long video was played 30 times with two video bitrates. Also, considering the time spent with changing videos, intervals between experiment replications, and occasional connection problems, experiments lasted approximately 1 h and 40 min. The video excerpt has 1 min [18] and was edited from a VLC promotional video at YouTube with a high number of views that mixes different scenes, light and dark and with different speeds. [19] Our video streaming experiments are based on HTTP and do not provide any adaptation mechanism so that we could effectively understand the influence of the square in the user QoE with a specific
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[16] gist.github.com/ratusznei.
[17] videolan.org/vlc.
[18] youtu.be/05i6WZg8v8c.
[19] youtu.be/nKLu9yen5nc.
Table 2 Parameters

| Parameter       | Value   |
|-----------------|---------|
| Distance from the AP | $\geq 10$ m |
| Target server   | University lab |
| Video duration  | 60 s   |
| Metric capture  | 1 s    |

Table 3 Factors and levels

| Factor      | Level                  |
|-------------|------------------------|
| Square      | Center4, North4, South4, East4, West4 |
| Bitrate     | 1200 Kbps, 840 Kbps, 420 Kbps |
| Hour        | 7 am to 6 pm           |
| Weekdays    | Sun, Mon, Tue, Wed, Thu, Fri, Sat |

encoded quality if the same bitrate is maintained during the whole video session.

Table 2 lists the fixed parameters used in the experiments. In order to avoid bias, the researcher was located at 10 meters of the Access Point in all experiments. This value has been chosen after some preliminary experiments and after empirically observing the user behavior in the squares trying to obtain a better connection. We did not vary the distance due to physical, time, and weather limitations. Table 3 shows the factors (parameters varied) and their levels (values), as explained previously.

3.3 Event identification

During our analysis, it became clear that after some adaptation process, the user behavior in terms of Wi-Fi connection habits enters a predictable and steady state. Moreover, understanding the typical user behavior is the first step for being able to detect abnormalities. Here we hypothesize that the number of Wi-Fi users can be used to predict people crowds in public places. In this paper, due to scope limitations, we deal only with planned and known events—such as celebrations, concerts, and religious festivals—as the first step in automatic event identification using Wi-Fi access.

The idea is to understand whether Wi-Fi user access in digital squares can be effectively used to identify user-crowding patterns in a large city. We analyzed two types of events: general events that potentially occur in all squares, such as New Year and Carnival, and those that happen in specific squares, such as music concerts and religious festivals. In a large metropolis like São Paulo, with more than 12 million inhabitants, thousands of significant events occur every year. When selecting the squares that received events, we prioritized the older ones according to the square installation schedule. Our analysis covered generic events that presumably have a higher chance to occur in multiple squares:

- **Launch of Pokémon GO in Brazil** Pokémon GO was a fever worldwide and also in Brazil, where it was officially launched on August 3rd, 2016. It was the trigger that called our attention to understand the relationship of Wi-Fi usage with the occurrence of significant events.
- **Carnival Week in 2015 (13–18/Feb/2015) and 2016 (05-10/Feb/2016)** by Carnival Week we understand the period between the Friday before and the Wednesday after Carnival (the latter is also called Ash Wednesday) when most Brazilians enjoy holidays, and a part of them (usually younger ones) go to the streets to dance to the music of bands and Trios Elétricos (electronic music cars). There is a non-negligible overlap between places where people crowd for Carnival celebrations and digital squares.
- **New Year 2015 and 2016** This is a traditional celebration and might lead users to access the Internet via the free Wi-Fi connection in digital squares.
- **Cultural Overnight 2015 and 2016 (21–22/May/2016)** Cultural Overnight (Virada Cultural) is an annual 24-h cultural festival that occurs in São Paulo, including live music concerts, plays, and a variety of other cultural activities and performances.

Also, we identified squares where significant specific events happened, shown in Table 4, which are:

- **Anniversary of São Paulo 2016** a variety of celebrations occur in São Paulo on its anniversary every year on February 25th.
- **Independence of Brazil 2015** on September 7th, the Independence of Brazil is celebrated with parades.
- **Cultural and thematic events** we identified three additional events that generated some increase in the use of Wi-Fi in the digital squares: Chinese New Year (13–14/Feb/2016), Jim Beam History Fest (15/Jul/2016) and Street Samba (Pagode da 27) (28/Aug/2016), a samba singing and dancing event.

The comparative analysis needed for event identification was helped by the development of software tools using the R software environment for statistical computing. Data was loaded from the SQL database created for Sect. 3.1 into the RStudio tool, and the required scripts were developed and executed to generate the charts presented in Sect. 4.3.
4 Data analysis

The results from the data analysis are divided into three parts, as presented in Sect. 3.

4.1 Network usage

The contract signed between the municipality of São Paulo and ISPs does not oblige the latter to disclose the network infrastructure used to provide the Internet service. Therefore, regular measurements are required to evaluate service compliance with the contracted SLA in terms of QoS and QoE metrics. Here we present results for 2015 that are representative of the whole period.20

4.1.1 User access

All squares were planned to provide Internet access service to a given number of users according to an initial estimate of the potential number of citizens that would make use of the digital squares. Table 5 shows statistics for the whole year of 2015 for the average and the maximum number of connected users, the theoretical estimated maximum number of users, and average and peak service utilization, for the 15 squares listed in Table 1. It is possible to observe that the maximum number of accesses is not enforced in practice. Therefore, it is called a theoretical maximum number of users.

A characteristic example shown in Table 5 is Square C3, where up to 501 users were simultaneously connected, but the initial estimate was 250. The last two columns show the average and peak service utilization, i.e., the ratio of the number of users by predetermined maximum. It reveals that for most squares, the estimates were too low since no admission control was used, and the utilization reached more than 100% or even 200% of the planned accesses. On average, the number of users in the squares is low, except for some specific cases. The same behavior can be observed in most squares shown in Table 5 and in most of the 119 squares, which are not shown for the sake of conciseness because the entire table is lengthy. Generally speaking, we observed that the squares located in the Center Region received a higher number of accesses because it is a transit and work area, where many people cross squares going/coming from work or school. A higher number of connected users was also observed in the East Region, a very densely populated region and a dormitory suburb. Squares located near residential buildings consistently kept a high number of users throughout the day. For those cases, an investigation showed that many households canceled their contract with Internet Service Providers after the WiFiLivreSP program started.

Figure 3 provides a visual representation of the geographical location of the 15 selected squares from Table 5, which provides a way of understanding the density of users per region of the city. The metric in the circles is the maximum number of users observed for each square.

Figure 4 expands the data provided in Table 5 by showing the average hourly behavior of the number of users (global and for each region—Fig. 4a) for five selected squares, one in each region (Fig. 4b). The squares were selected based on receiving the highest number of users in each region, namely C3 (Center), N1 (North), S1 (South), E3 (East), and W3 (West). We classified all squares into

| Square | Event                                      |
|--------|--------------------------------------------|
| C4     | Cultural overnight 2015 ✓                  |
| C5     | Cultural overnight 2016 ✓                  |
| C6     | Anniversary São Paulo 2016 ✓                |
| C7     | Independence Brazil 2015 ✓                 |
| C8     | Cultural and thematic ✓                    |
| C9     |                                            |
| S3     |                                            |
| S5     |                                            |
| S6     |                                            |
| E5     |                                            |
| E6     |                                            |

20 The full technical report is available (in Portuguese) at prefeitura.sp.gov.br/cidade/secretarias/upload/servicos/inclusao_digital/WiFiLivreSP/relatoriosufabc/Wi-Fi-Livre_R2-9.pdf.
### Table 5 User access to the digital squares in 2015

| Square | Predetermined max | Observed Average | Max | Service utilization (%) Average | Peak |
|--------|-------------------|------------------|-----|--------------------------------|------|
| C1     | 75                | 28               | 93  | 37                             | 124  |
| C2     | 150               | 45               | 270 | 30                             | 180  |
| C3     | 250               | 223              | 501 | 89                             | 200  |
| N1     | 50                | 14               | 72  | 28                             | 144  |
| N2     | 75                | 15               | 80  | 20                             | 107  |
| N3     | 100               | 14               | 76  | 14                             | 76   |
| S1     | 50                | 8                | 36  | 16                             | 72   |
| S2     | 100               | 24               | 179 | 24                             | 179  |
| S3     | 250               | 40               | 254 | 16                             | 102  |
| E1     | 50                | 26               | 102 | 52                             | 204  |
| E2     | 100               | 25               | 134 | 25                             | 134  |
| E3     | 150               | 134              | 303 | 89                             | 202  |
| W1     | 50                | 6                | 31  | 12                             | 62   |
| W2     | 75                | 13               | 73  | 17                             | 97   |
| W3     | 125               | 25               | 123 | 20                             | 98   |

![Geographical visualization of user access density (2015)](image)

**Fig. 3** Geographical visualization of user access density (2015)
four categories of function according to usage pattern, region, and seasonality of usage days and hours: sport and leisure, passage, stopover, and religious. Most squares present seasonality during weekdays and hours of the day, which is influenced by factors such as region and usage category. For example, passage squares tend to have more access during weekdays in business hours, whereas sport and leisure squares tend to receive more users in the evening and weekends. The former is typical for the Center, where the latter for the other regions, except for parks, whose behavior is similar to Center. This typical behavior that tells apart squares in the Center and the other regions can be well observed in Fig. 4b, where the square in the Center has this typical bell-shaped behavior with the peak hours between 10 am and 3 pm. The square in the East shows an increase during the day and a decrease in the evening. The squares in regions North, South, and West also have the same behavior, though not so noticeable due to the scale of the chart. These findings may be used to improve network management capabilities, as configuring different admission control and traffic shaping policies based on the square category according to its function.

Figure 5 provides the same information from Fig. 4b for 15 squares in a base-2 logarithmic scale, which shows the fact that squares present a typical behavior during the day for each region.

Throughout this section, in order to show specific behaviors that can be generalized for most squares in the city, we will use two squares as examples, namely Square C3 in the Center Region that experienced a high number of accesses, and Square N1 in the North Region where a low number of accesses was observed. These two squares were selected because they faithfully represent different user access behaviors concerning the functions that public places play in the dynamics of a large city. Square C3 is located in the Center and has movement mainly during the day so that the user count follows a bell-typical shaped curve. On the other hand, Square N1 in the North Region is in the middle of a dormitory zone, where movement in the square grows towards the evening.

Figure 6 depicts the number of connected users in 2015 averaged by week for Square C3 and Square N1. Figure 6a shows that Square C3 kept a high number of connected users for the whole year, and for 17 weeks in a row, the average was even higher than the predetermined maximum. Even when the average was below the theoretical maximum, during the day, there are peaks where the actual access demand exceeded the maximum. Figure 6c zooms in 3 weeks of June 2015 for Square C3 and highlights this behavior. It can also be observed that we had no data for week 31 caused by a change made in the configuration of the XML files that took us some time to realize and fix the problem. For Square N1, the number of accesses was considerably lower than expected, showed in Fig. 6b, d.

The policy of not enforcing admission control wherein squares allow users to connect when the predetermined maximum number of users is exceeded can be considered a fortunate fact or not, depending on the network capacity provisioning. Intuitively, admission control must be enforced in order to prevent service degradation. On the other hand, service degradation will only occur when system capacity is effectively exceeded as measured by a real-time monitoring system and not when estimated static system capacity is exceeded. If admission control prevents users from connecting before the instant system capacity is exceeded, this is an unfortunate event, mainly for public policy. On the other hand, a successful action is when the system blocks users just before their connection would cause performance degradation. For example, Square C3 has a predefined maximum of 250 users and should be provisioned with at a link of at least 128 Mbps to fulfill this requirement. Table 6 in Sect. 4.1.3 reveals that the average downlink throughput in 2015 was 305.62 Mbps, more than twice the configuration required by contract.
4.1.2 Service availability

Availability is critical for the success of any public policy for providing Internet access via Wi-Fi wireless networks since it defines the first impression of the users regarding the service quality. However, service availability was the leading cause of poor user quality of experience, even though ISPs were expected to keep the availability above 96%, as mentioned in Sect. 3.1. Figure 7 depicts service availability in the 15 selected squares, according to ISPs and SIMETBox measurements.

A first observation is that no square was available 100% of the time. The ISP serving the Center and East regions tends to report more variability among squares, whereas the ISP serving the North, South, and West regions reports the same availability for all squares. Also, there is a considerable variation of the availability reported by the ISPs and SIMETBox. On average, availability reported by ISPs was 95%, while from SIMETBox was only 66%. We cannot
Table 6 Performance of the Wi-Fi service (average values for 2015)

| Square | Throughput (Mbps) | Users | Throughput per user (Mbps) | RTT (ms) | Packet loss (%) |
|--------|-------------------|-------|---------------------------|----------|-----------------|
| C1     | 4.78              | 28.13 | 0.17                      | 48.37    | 0.96            |
| C2     | 305.62            | 223.08| 1.37                      | 67.82    | 1.13            |
| C3     | 17.38             | 44.56 | 0.39                      | 60.92    | 1.41            |
| N1     | –                 | 101.87| –                         | 60.17    | 0.99            |
| N2     | 2.45              | 15.15 | 0.16                      | 81.31    | 1.89            |
| N3     | 4.61              | 13.93 | 0.33                      | 117.03   | 2.68            |
| S1     | 2.95              | 14.21 | 0.21                      | 72.06    | 1.65            |
| S2     | 2.68              | 10.29 | 0.26                      | 36.35    | 1.93            |
| S3     | 11.69             | 40.30 | 0.29                      | 42.20    | 0.21            |
| E1     | 8.13              | 24.01 | 0.34                      | 61.57    | 1.78            |
| E2     | 1.51              | 7.71  | 0.20                      | 47.16    | 0.54            |
| E3     | 0.76              | 10.10 | 0.08                      | 89.56    | 1.19            |
| W1     | 8.97              | 24.93 | 0.36                      | 79.43    | 0.93            |
| W2     | 5.20              | 26.00 | 0.20                      | 64.22    | 0.56            |
| W3     | 125.24            | 134.67| 0.93                      | 80.02    | 1.60            |

Fig. 7 Availability of the Internet Service (ISPs and SIMEBOX)
conclude that ISPs inflate the availability levels because SIMETBox occasionally went offline in many squares, which may be the reason they report low availability levels. In some cases, the availability showed by ISPs and SIMETBox is the opposite, as for Square N1, where it is higher for SIMETBox. We consider that SIMETBox gives the right figure for this square since it is an independent measurement infrastructure. When a square is out of service, in no way packets sent by SIMETBox would receive a response. Therefore, after analyzing availability metrics for more than 2 years and talking to maintenance and onsite measurement personal, we conclude that ISPs and SIMETBox complement each other.

4.1.3 Performance

Table 6 shows results for performance metrics for the 15 selected squares during 2015. It raises compelling observations, among which some deserve to be highlighted. Usage varies considerably among squares both in terms of the number of users and aggregate throughput. On the other hand, the average throughput per user is kept under 400 Kbps for most squares, with one exception (Square C3). This level of usage cannot be simply associated with low performance caused by an underprovisioned network because this behavior also holds for underutilized squares. The latter means that some squares have an average low
service utilization that can be observed by the number of connected users and the low average throughput per user.

Figure 8 shows the evolution of the number of user accesses and QoS metrics in digital squares, averaged by region and the global average, for five periods of 3 months covering the whole year of 2015 (starting in October 2014 and ending in January 2016). We can observe in Fig. 8a that after an initial period when accesses increased in all regions, the average user count started to decrease. The number of active squares reached the final number (119, with one blocked), and service availability stabilized at a higher level only in the second semester of 2015, as shown by Fig. 8e, f, respectively. In other words, after a period of excitement when users were exposed to the Wi-Fi service and faced unstable network conditions, the user base entered in a steady state.

Figure 8b shows the aggregate throughput entering the digital squares, dominated by the traffic in the Center that suffered a decrease in the period from June to August and resumed the increase in the following periods. The decrease in throughput follows the same behavior of the user count shown in Fig. 8a. The East region had a steady increase during the whole period, and the North, South, and West regions increased initially but showed a trend to achieve a steady state in the end. The RTT (Fig. 8c) and packet loss (Fig. 8d) showed a general trend to decrease in all regions, except for some spikes caused mostly by service unavailability (Fig. 8e) and ended with much lower values. The packet loss is of particular relevance because it stabilized at a considerably high level of 0.94%. We identified that the critical factor affecting this performance level is service unavailability because when the square is not connected to the Internet, SIMETBox frequently reported losses. In other words, the measurement system is negatively affected by the measured system. Figure 8f shows that the leading cause of reduced performance levels in the second period (April 2015) is the increase in the number of squares from about 80 to 120. In the following periods, the performance showed a general trend to improve considering throughput, RTT, packet loss, and availability.

The average RTT varies considerably among squares, but most of it lies in the tens of milliseconds range. The maximum and minimum average RTT were 356.63 ms and 3.09 ms, respectively. Average RTT is within a reasonable range for many applications, even though it could be lower because the delay budget for end-to-end applications is higher than what has been measured (until an Internet Exchange). The average packet loss for most squares is in the range of 0.5% and 2%, with 4% being the maximum. The effect of RTT (two-way delay) and packet loss is further analyzed in more detail. Figure 9 depicts results for the delay in Square C3 and Square N1, in four different ways: week by week comparing delay with the number of connected users (a and b), hourly daily view (c and d), histogram and ECDF of delay (e and f) and the delay variation according to the level of service usage (g and h). The critical point highlighted by Fig. 9 is that while the number of connected users negatively influences the delay, the precise way it occurs is not always obvious, or it may not be understood only with local wireless square data disregarding the wired network. ISPs do not provide information about their backbone network and links connecting it to the squares, which would be useful to have a precise view of the delay budget, i.e., whether it is caused by the wireless network, by the wired network, or by both. Crossing this data with our on the spot video streaming measurements helped us to build the understanding that the primary source of poor performance is the wired network part since it happens even with low service utilization (Sect. 4.2). Fundamentally, it shows that while access control must be enforced, dynamic thresholds should be used according to instant QoS metrics, rather than the static, predetermined maximum number of users. Also, if dynamic access control cannot be enforced, static one should not be used in order to unnecessarily deny user service while the network still can accept connections with reasonable QoS.

As reported in Table 6, the delay is considerably higher than it would be expected, which is some squares such as C6 may cause annoyances for its users. However, Fig. 9a, b show that the number of connected users does not necessarily influence the weekly average since the correlation is low (0.13 and 0.24, respectively). In other words, delay variations do not necessarily follow the same pattern as the number of users increases and decreases. When daily averages for the whole year are compared, results differ significantly, as shown by Fig. 9c, d, where delay increases together with the number of users during business hours and decreases at night and early hours of the day. The same happens with the behavior of the aggregate incoming bitrate curve (throughput, not shown in charts), which follows both the number of users and delay. Figure 9e, f show the RTT histogram and ECDF for the two selected squares. For Square C3, 60% is less or equal to 4 ms, 80% is less or equal to 16 ms, and 90% is less or equal to 30 ms. On the other hand, for Square N1, 60% is less or equal to 8 ms, 80% is less or equal to 50 ms, and 90% is less or equal to 100 ms. A comparative analysis between Fig. 9a–f reveals that Square C3 has a higher weekly and hourly
mean delay than Square N1, but a lower median delay, affecting different users in different ways.

Figure 9g, h show how delay varies according to service utilization, which allows us to observe the effect of the policy of not blocking users after the predefined maximum.
is reached. For Square C3, it is clear that the delay becomes much worse after 100% of the predetermined users are connected (250). For Square N1, there is a peak of delay at about 110% (55), from where it abruptly decreases and increases again. That behavior does not mean that the service quality improves as the number of connected users increases.

Fig. 10 Packet loss for two selected squares (Center and North) in 2015
increase. Instead, it means that beyond 100%, the data is not statistically reliable because there were only three sharp peaks during the period where the number of connected users surpassed the maximum allowed (50).

Packet loss must also be kept low in order to provide acceptable user QoE. Again, we are interested in understanding the effect of the increased number of connected users in the packet loss rate. Unlike delay, packet loss does not have a linear relationship with the number of users. Figure 10 depicts the weekly average packet loss for 2015, the hourly average, the histogram, and ECDF and the behavior of packet loss according to service utilization. Although Fig. 10a reveals peaks up to 12% for Square C3, it is more an exception than a rule. An interesting observation is that for weeks 7 to 12, 17 and 37, where packet loss was high, in the subsequent week, the number of users decreased significantly (not shown in charts). In other words, for Square C3, whenever users face poor network conditions for some time, they give up using the Wi-Fi connection for a while and resume using it afterward. For Square N1, Fig. 10b shows that the packet loss rate kept oscillating between 1% and 4% up to week 27 and stabilized close to zero after week 31, after the period with missing data. Looking closer into the data of our dataset and correlating loss and availability, it became clear that most of the loss is due to service unavailability. Up to week 27 (end of June 2015), there were many days where loss amounted to 60%, 80%, or even 100%. On average, the packet loss lay between 1% and 4% because on many days had 0% loss.

Figure 10c, d also reveal a low correlation between packet loss and the hours of the day, as shown for delay. Even though there is a trend of increasing packet loss during business hours, it also oscillates during the day. For Square C3, the packet loss rate curve forms a finger shape, and for Square N1, it sometimes follows the increase of connected users, and sometimes it does the opposite. The latter can be observed between 8 am, and 10 am. Figure 10e, f show that most of the time, packet loss is zero (83% for Square C3 and 72% for Square N1). As for the behavior of packet loss according to service utilization, Fig. 10g reveals a slight trend for a gradual increase, which is expected since the higher the number of users in a square, the higher the probability of congestion and packet loss to occur. On the other hand, for Fig. 10h, the behavior is less conclusive, since it shows a sharp fall after 80% (around 40 users). This behavior shows that packet loss for this square is not related to the number of connected users and corroborates the conclusion in the previous paragraph that the main offender is service unavailability.

The combined analysis of Figs. 9 and 10 reveals that when the network reaches its maximum capacity, even though enforcing admission control may deny access, the accepted users obtain higher quality service levels. However, the critical challenge is that in order to be precise about when starting to deny access to users, one needs to know the instant dynamic maximum number of users and not a predetermined theoretical one.

4.2 Video streaming

After observing the annual macro view of network-related performance metrics in Sect. 4.1, this session goes into a detailed view of user-related video streaming experience metrics. First, we analyze QoS metrics collected together with video measurements in order to broaden our understanding of the video streaming results. Please recall that these results come from our measurements. Due to space limitations, here we present results for only two (out of five) squares, namely Square E4 in East, and Square W4 in West, which reveal the worst and the best results, respectively.

Figure 11a shows that Square E4 had only 10% of its maximum predefined users on Sunday, due to the measurement time (7 am), unlike Tuesday, when it reached up to 40% because the measurements took place at 1 pm. For Friday, data is missing for 1200 Kbps and 840 Kbps (in November 2015) due to a failure in data capture. Generally speaking, Square E4 had a far lower utilization ratio compared to Square W4 (Fig. 11b), which should provide higher QoS and QoE. However, we found exactly the opposite. These inconsistent results corroborate with the conclusions for Figs. 9 and 10, showing that dynamic, rather static, access control should be enforced. Alternatively, in other words, there is a mismatch between the maximum predetermined number of users and the network resource provisioning of the digital squares, which is only revealed by our analysis. This conclusion is also corroborated by the results of Figs. 12, 13 and 14.

Figure 11(c, d) reveal a significant difference between the two squares when it comes to the per-user throughput, higher for Square W4 compared to Square E4. A joint analysis of service utilization and throughput tells us that Square W4 achieved higher throughputs even with higher service utilization, which might seem counterintuitive but can be explained by the network infrastructure installed by the two ISPs. Also, for different video bitrates on the same day of the week, there is a variation because they happened on different days of the month and year. The same behavior was observed for the other squares in the Center, North, and South.

Figure 11(e–h) shows a considerable difference between Square E4 and Square W4 in terms of delay (RTT) and packet loss, which reveals a noticeable case of wired network underprovisioning in Square E4 and the East Region in general that we found in our measurements. For service
utilization, around 30%, RTT goes up to 500 ms and packet loss to 10%. Average RTT reached a peak of almost 1 s, while packet loss was up to almost 30% for Square E4, which is unacceptable. It is notorious that even with low service utilization (Fig. 11a) and low throughput (Fig. 11c), the values of RTT (Fig. 11e) and packet loss (Fig. 11g) were high. Also, considering that the RTT and packet loss were lower on Sundays, and other squares in the East Region also face poor performance with the same characteristics, make us conclude that the wireless network is not to be blamed, but a sever underprovisioning in the wired network (backbone and link to the square). The low RTT and packet loss on Sundays rule out the possibility of a simple Wi-Fi misconfiguration since the same behavior

Fig. 11 Network performance metrics during video experiments (East and West)
was observed in November 2015 and January 2016. On the other hand, for Square W4, the RTT was kept under 50 ms (Fig. 11f) and packet loss under 2% (Fig. 11h) in most cases.

Next, we explore video start time, interruptions, and throughput, supported by the network performance results of Fig. 11. Figure 12 shows the video playback time as a percentage of the total video duration. For Square E4, one can observe that for most days of the week, except Sunday, there is a significant delay before the video starts. The same behavior, but somewhat softer, was found in the North, South, and Center regions. The opposite happened in Square W4, where the playback start time was about 2% (or 60 s). The network QoS results corroborate the video QoE results, i.e., higher throughput, lower delay, and packet loss lead to improved video quality.

Figure 13 shows the number and duration of interruptions during playback, also known as freezing, that indeed harms video quality as perceived by the user. Figure 13a shows the worst case for the number of interruptions, where the average value varied between two and four, which was slightly lower on Sundays. These results hold for the three different bitrates (1200 Kbps, 840 Kbps, and 420 Kbps) and the two periods (November 2015 and January 2016). It can be noticed in Fig. 13b that there is not always a correlation between the average number of interruptions and the video bitrate. In other words, the intuition says that the higher the bitrate, the more susceptible to interruptions will be the video because it occupies a larger share of the bandwidth. In practice, it can be observed that, for example, the 840 Kbps video experienced more interruptions on average than the 1200 Kbps.
for Sunday, Tuesday, Thursday, and Friday. However, the explanation is straightforward. Firstly, the two experiments were executed in sequence, and the network conditions vary significantly in small timescales sometimes. Secondly, the TCP protocol tries to treat all flows with fairness, but as the IP protocol provides only the best effort service model, frequently simultaneous flows obtain different levels of QoS. Thirdly and more importantly, we repeated each experiment 30 times and computed confidence intervals. As the confidence intervals overlap in all cases (observed in the error bars), statistically, the results do not differ from each other.

The duration of interruptions is also significantly high, with a 30 s peak (on average) for the 1200 Kbps video on Tuesday, shown in Fig. 13c. The QoS results in Fig. 11(a, c, e, g) explain the reason for the poor performance on Tuesday. On the other hand, among the five squares, Square W4 achieved the best results, where the average number of interruptions was below two (Fig. 13b), of which most lasted less than 1 s (Fig. 13d). The explanation is also a straightforward effect of network QoS shown by Fig. 11(d, f, h).

The received bitrate (goodput) complements and corroborates the previous results. Figure 14a shows that whenever the average bitrate reaching the receiver is consistently lower than the transmitted bitrate, the video quality is severely affected. For example, on Tuesday, the average goodput was about 200 kbps for a video coding bitrate of 1200 Kbps. On the other hand, the best result was observed in Square W4 (Fig. 14b), where the bitrate sent and received was equivalent for most cases.

### 4.3 Event identification

After analyzing network QoS and video streaming performance in the previous sections, we now turn to observe the behavior of users when significant events occur. The analysis of general events that potentially may happen in multiple squares shows that there was some increment in the number of users in a certain number of squares compared to the previous month, with an emphasis on the launch of Pokémon GO that caused an increase in 77 squares. However, contrary to our expectations, the increase was not significant since it was not higher than the standard deviation. We chose the previous month as the baseline after analyzing different periods. For example, comparing with the same period of the previous year yields completely uncorrelated results, and the next month was just similar to the previous month. Also, when forecasting future behavior, next month’s data will not be available.

This behavior holds for the five general events analyzed, which are the launch of Pokémon GO in Brazil in August 2016, the New Year celebrations of 2015 and 2016, and Carnival 2015 and 2016 (both in February). The New Year
2016 registered only a small increase in 17 squares. This phenomenon is illustrated in Fig. 15 that presents the average and standard deviation of connected users in all South Region squares, where an increase was observed during the launch period of Pokémon GO and the previous month. In other regions, the behavior was similar. It can be observed that these events did not cause a significant increase in the number of connected users, maybe by their decentralized nature that diluted the potential impact. Also, we compare the 2015 and 2016 editions of the Cultural Overnight, a yearly event in São Paulo with multiple attractions in public venues that spans 24 h in a selected weekend. Figure 16 depicts the number of connected users for five squares that hosted this event in both years, all of them in the Center Region: C4, C5, C6, C7, and C8.

Figure 16 reveals a lack of pattern for people crowding. In some cases, it presents normal behavior (Fig. 16b, g, h), while in other cases the event caused an increase in the number of users during the night (Fig. 16d–f, i, j), but in two cases it decreased (Fig. 16a, c). Secondly, the user behavior followed a similar pattern for 2015 and 2016 for all squares, with small variations. For example, in Square C7, the average usage pattern was similar to the previous month. On the other hand, in 2016, it raised to the upper bound of the standard deviation showing a noticeable increase. An unexpected decrease in the number of connected users was observed for Square C4 and Square C6. In some squares, the Cultural Overnight literally engaged the users “overnight” and changed the typical bell-like usage pattern, observed in Square C6 and Square C8. Finally, a significant increase of almost five times occurred during the night and early hours of the day for Square C8 in 2016.

This behavior leads us to conclude that similarly to generic events (e.g., New Year, Carnival), significant events that happen in multiple squares, such as the Cultural Overnight in São Paulo as measured for five squares in 2 years, do not necessarily show correlation with the number of Wi-Fi users.

When it comes to events that happened in specific squares, substantial differences arise. Figure 17 depicts the Wi-Fi access behavior of users during events that happened in specific squares, which cause an increase in the number of users while the event is taking place and sometimes a decrease in different hours. The celebration of the Anniversary of São Paulo in 2016 caused an increase in the number of users in Square E6 (Fig. 17a) and Square C7 (Fig. 17b). Even though the attractions (concerts) were at night, users started to crowd many hours before. Square C7 had an increase in the number of users from noon up to 10 pm.

The celebration of the Chinese New Year in 2016 brought to Square C9 (a well-known Japanese and Chinese stronghold in Brazil) a high number of users during the whole day, up to 2.5 times the regular number (Fig. 17c). The same happened during Street Samba in Square S6 on a Sunday (Fig. 17d). The celebration of the Independence of Brazil in 2016 brought to Square S3 (Independence Park), a significant number of additional users during the morning, which is when the parade and other attractions take place (Fig. 17e). After the celebrations were over, users left the place at a higher rate than the normal behavior. The Jim Beam History Fest 2016 was held in Square C4 from 3 pm on (Fig. 17f), and at this time, the user crowding at the place started to increase and reached a high number at a time when it usually would start to decrease. Remarkable is that the same square received a lower number of users in the hours before the event started, showing that this event caused a very atypical behavior during the whole day. Should an unexpected event occur in such a square, authorities could promptly detect it by the atypical behavior of Wi-Fi users.

5 Discussion

We performed a comprehensive study of the Municipal Wi-Fi Network in São Paulo, collecting data for more than 2 years. Our analyses taught us valuable lessons that might improve the public policy of providing free Internet connection to the citizens in São Paulo and other cities around the world.

The joint analysis of data from network usage and video streaming measurements makes us conclude that some squares suffer from severe wired network underprovisioning that causes general poor performance showed by low throughput, high delay, and high packet loss rate. The analysis of Fig. 9 revealed that while the number of connected users negatively influences the delay, the precise way it occurs may not be understood by the configuration of the Wi-Fi network installed in the squares. On the other hand, Fig. 11 reveals that poor performance also occurs in squares with a small number of users (service utilization of 10% to 20%), and in some days (Sundays, notably), the performance increases. This fact rules out the possibility of a simple Wi-Fi misconfiguration since the same behavior was observed in different periods.

This finding provides strong evidence that the implementation of Municipal Wireless Networks requires in-depth management of the network infrastructure, both wired and wireless. Moreover, that is valid even when the operation is outsourced to private ISPs, as in São Paulo.
The lack of topology, technology, configuration, and management data from ISP backbone network and links connecting it to the squares, leaves public authorities with no mechanism to verify the performance in the Wi-Fi access network. However straightforward this recommendation might be, authorities must exert higher control levels over the wired and wireless networks. The monitoring of the end-to-end QoS and QoE as apparent to the users is not enough to enforce higher quality. Also, better measurement tools are needed to understand the behavior of the wired network. We used Pathload and Pathrate, but they did not provide reliable results and therefore were not useful to bring new evidence on the quality of provisioning and operations of the ISPs’ wired networks.

In the following sub-sections, we discuss the most important findings of the three categories of analyses of the Municipal Wireless Network in São Paulo we show in this paper.

5.1 Network usage

The results presented in Sect. 4.1 confirm Hypothesis #1, leading us to conclude that a large-scale public Wi-Fi network should adopt measurement-based dynamic admission control for limiting the number of users.
connected to Access Points when, and only when, accepting them would cause poor performance for all users. If dynamic mechanisms are not possible, then no admission control is preferred than static admission control based on a priori estimates that incorrectly guess the number of users who connect to the Wi-Fi AP, causing either underprovisioning or overprovisioning. If the static maximum number of users is too low, the system will mistakenly block users when there are still plenty of network resources, just contradicting the very nature of the public policy and public investment to the benefit of the people. On the other hand, if the static maximum number of users is too high, additional users will be accepted when system resources are already depleted, thus causing poor quality of experience for all users. The WiFiLivreSP program chose not to enforce admission control, and our performance results show that for most squares, the static maximum number of users was too low, indicating that a bad public policy was avoided. On the other hand, for some squares, admission control should be enforced as users faced poor performance due to the lack of it.

In practice, network administrators usually maintain the factory setting, which may cause performance problems. Also, as in the WiFiLivreSP program, since no admission control has a similar effect of setting up an excessively high number of users, network administrators typically set up a very low one to be on the safe side, thus unnecessarily blocking user access. If either case, the current state of practice is to use static admission control. However, as it becomes clear from our data if admission control is to be used, dynamic measurement-based mechanisms should be considered, rather than static ones. In this case, the critical challenge is to set up and manage this measurement infrastructure and to choose QoS metrics to enforce the admission control that both can be measured and provide performance levels that, on average, outperform the static option. Also, literature frequently focuses on admission control for IEEE 802.11 wireless networks, using small-scale testbeds and simulations. We showed performance metrics that combine both wireless and wired network segments, which may be used by future work to understand and provide solutions to real-world problems involved in setting up and managing dynamic techniques. Besides, the classification of squares into different categories according to their function (sport & leisure, passage, permanence, and religious) can be effectively used to improve network management capabilities, such as configuring different admission control and traffic shaping policies.

Other conclusions that remained relatively invariant for the whole period analyzed can be summarized as:

- Service availability is the fundamental cause of poor user experience since the absence of service causes many inconveniences and lack of trustworthiness. We confirmed this assumption based on two distinct measurements (ISP and SIMETBox) crossing different performance metrics. Also, the lack of reliability in data collection is yet an open challenge.

- The observed per-user throughput is usually not as high as the 512 Kbps target, which is mostly due to the applications that do not demand this bitrate over a long period, except for video streaming. Results from Sect. 3.1 reveal a low correlation between throughput per user, RTT, and packet loss, which represents the findings for all squares (not shown in this paper due to space constraints). In other words, an increase in the network bandwidth used by one user, or a couple of users, does not necessarily harm the other users. Again, this provides evidence that a well-managed Municipal Wireless Network can provide high quality levels to its users.

- The delay (RTT) does not necessarily follow the increase in the number of connected users, where the correlation between these two variables is close to zero. While there is a trend for the RTT to increase as the service utilization increases (Fig. 9), this is more likely to be caused by underprovisioning issues because it starts before 100% is achieved. Up to 60% of measurements reported RTT values below 15 ms.

- The packet loss is highly influenced by service unavailability due to the characteristics of the SIMETBox measurement system. This fact corroborates our previous comment that improved measurement tools are needed to provide higher QoS and QoE levels in Municipal Wireless Networks.

### 5.2 Video streaming

The results presented in Sect. 4.2 confirm Hypothesis #2, leading us to conclude that in a large-scale public Wi-Fi network, no traffic shaping allows users to use high bandwidth-demanding services, such as video streaming, whenever the network is underutilized. Traffic shaping aims at guaranteeing the reasonable quality of experience, preventing high demanding users from consuming system resources beyond their fair share. However, static and strict control of system resources may block users from accessing services. We performed on the spot active measurements for video streaming in five selected squares and found out that there is a considerable variation in the perception of the quality of experience for single users trying to watch videos over Wi-Fi.

We chose to measure QoE metrics for video streaming based on buffer management that considers interruption as the principal offender for the user experience. As expected,
we observed a tight connection between network QoS metrics (throughput, delay, packet loss) and video QoE that confirms the intuition. For example, service utilization influences the throughput, delay, and packet loss, which influence video reception rates, and consequently, cause video interruptions. Since our performance analysis study used active measurements, it might have caused service degradation for other users connected to the Wi-Fi at the same time. Practitioners may use Software-Defined Networks (SDN) to enhance the performance of video streaming at times where the digital square is underprovisioned to provide the throughput for adequate QoE [15].

Even squares having typical network conditions that are not appropriate for video streaming can provide this service to their users on certain days of the week. For example, even in Square E4, the worst performance, proper results we observed on Sundays, as shown in Figs. 11a, 12a, 13a and 14a. In the best case for Square E4, the received video bitrate as close as 1200 Kbps for the higher quality video in November 2015 and matched 840 Kbps and 420 Kbps for the medium and lower quality video in January 2016. Based on our experience, we could derive an empirical RTT threshold of about 50 ms and less than 3% of packet loss for guaranteeing an acceptable QoE for video streaming. There is a high correlation between these values and playback start time below 2 s and only one interruption of at most 2 s.

These days the Internet traffic is dominated by video streaming [36], and even for the worthiest uses of a Municipal Wireless Network, such as learning, video is the preferred application [37]. However, even though our measurements showed evidence that the user QoE is reasonable in most cases (in four out of five squares), there are still issues to observe in the provisioning and configuration of large-scale public Wi-Fi networks. As we showed in this paper, high service availability and adequate provisioning of the wired network are keystones for the success of such networks.

5.3 Event identification

The results presented in Sect. 4.3 partially confirm Hypothesis #3, which states that the number of Wi-Fi users can predict people crowding in public places. Generic events that occur in multiple squares simultaneously (e.g., New Year, Carnival, Cultural Overnight) do not necessarily provide clues about any increase in the number of users compared to the previous month. On the other hand, when it comes to events that occur in specific squares (e.g., Anniversary of São Paulo, Independence of Brazil, Chinese New Year), the number of connected users increases compared to the past. This finding is very positive since unpredictable people gatherings tend to happen in specific places. This behavior is clear when comparing Figs. 16 and 17. So, this finding gives an insight into people’s behavior that might be very useful for public agencies in charge of law enforcement, traffic management, health care, and rescue, that might use it for dealing with unexpected people crowds, such as in atypical traffic jams and unplanned demonstrations.

We also analyzed the effectiveness of the Wi-Fi network in digital squares to hold events that cause people to gather while keeping adequate quality levels. The results of the network QoS metrics (not shown in this paper) for the time and duration of the events show that the network provisioning was adequate to support such activities since no discernible differences exist in per-user throughput, delay, and packet loss rate.

Future work may consider identifying and automatically classifying unexpected events based on patterns of abrupt increase or decrease in the number of users in a digital square. An important follow-up of this paper is the identification of general rules for people crowding considering a higher number of both planned and unplanned events. An extensive analysis of events can contribute to derive general models (e.g., machine learning) to identify and classify an event as soon as it starts. An important extension of this future work is the automatic identification of root causes of unplanned events, which requires the understanding of people crowding patterns and mobility patterns and associating them to information about what happened in the specific places in the city. Such models and root cause analysis may, in turn, be used to the development of a monitoring system for public authorities to be informed and able to act in case of emergencies detected by the behavior of users in digital squares.

Last by not least, given the serious moment we are living in 2020 with the coronavirus pandemic and the need for social isolation, counting the number of Wi-Fi users in digital squares may significantly help authorities to identify anomalous and uncalled for people aggregates.

6 Conclusions

The Municipality of São Paulo operates the WiFiLivreSP program since 2014, providing free Wi-Fi Internet access in 120 public spaces called digital squares. We performed a comprehensive study of this program collecting data for more than 2 years and analyzing: (a) the performance of the Wi-Fi network focusing on Quality of Service parameters for 119 digital squares in the city of São Paulo; (b) the Quality of Experience for video streaming over Wi-Fi measuring five squares of every region of the city, and;
(c) the suitability of the number of connected users to identify the occurrence of events in the squares.

We learned valuable lessons that might be useful to improve the public policy of providing free Internet connection in a large-scale public Wi-Fi network, such as: (a) no admission control is preferred to static admission control based on a priori estimates, which can unnecessarily deny service to many users; (b) no traffic shaping allows users to use high bandwidth-demanding services, such as video streaming, whenever the network is underutilized; (c) The number of users can identify people crowding in public places for events that occur in specific squares, rather than generic events that occur in multiple squares at the same time.

Such large-scale and long-term studies of Municipal Wireless Networks are difficult to find in the literature, if not impossible at all. In this paper, due to scope and size limitations, we present data analysis of user access, video quality, and event identification. However, a variety of different techniques and approaches exist for dynamic access control and automatic event identification, such as time series forecast and machine learning, which are left for future work. For example, a foreseeable next step encompasses the detection of unplanned events—such as traffic jams caused by a car crash or undetected demonstrations—that may require the attention of government agencies in charge of traffic control, law enforcement, healthcare, and rescue.
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