Imaging spin dynamics on the nanoscale using X-Ray microscopy
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The dynamics of emergent magnetic quasiparticles, such as vortices, domain walls and bubbles are studied by scanning transmission X-ray microscopy (STXM), combining magnetic (XMCD) contrast with about 25 nm lateral resolution as well as 70 ps time resolution. Essential progress in the understanding of magnetic vortex dynamics is achieved by vortex core reversal observed by sub-GHz excitation of the vortex gyromode, either by ac magnetic fields or spin transfer torque. The basic switching scheme for this vortex core reversal is the generation of a vortex-antivortex pair. Much faster vortex core reversal is obtained by exciting azimuthal spin wave modes with (multi-GHz) rotating magnetic fields or orthogonal monopolar field pulses in the x and y direction, down to 45 ps in duration. In that way unidirectional vortex core reversal to the vortex core “down” or “up” state only can be achieved with switching times well below 100 ps. Coupled modes of interacting vortices mimic crystal properties. The individual vortex oscillators determine the properties of the ensemble, where the gyrotropic mode represents the fundamental excitation. By self-organized state formation we investigate distinct vortex core polarization configurations and understand these eigenmodes in an extended Thiele model. Analogies with photonic crystals are drawn. Oersted fields and spin-polarized currents are used to excite the dynamics of domain walls and magnetic bubble skyrmions. From the measured phase and amplitude of the displacement of domain walls we deduce the size of the non-adiabatic spin-transfer torque. For sensing applications, the displacement of domain walls is studied and a direct correlation between domain wall velocity and spin structure is found. Finally the synchronous displacement of multiple domain walls using perpendicular field pulses is demonstrated as a possible paradigm shift for magnetic memory and logic applications.

1. Introduction

Recently the physics of surfaces, interfaces and nanostructures has become one of the major areas of research, due to the trend in science and technology toward miniaturization of physical systems into the nanoscale. From the scientific viewpoint, such systems pose a whole new set of problems, both
theoretical and experimental. Fundamentally, novel properties emerge in magnetic elements as the lateral structure dimensions become comparable to or smaller than certain characteristic length scales, such as spin diffusion length, carrier mean free path, magnetic exchange length, domain wall width, etc. The effects of the governing energy terms determine the interplay between the relevant physical length scales and the sizes of the structured materials. When the geometry changes from the bulk to the nanoscale, the magnetic properties of ferromagnetic elements start to be governed by the element geometry and not only by the intrinsic materials properties. Such behavior and in particular the magnetization configurations and reversal in small magnetic elements have been reviewed in detail for instance in Hubert and Schäfer[1] Kläui and Vaz[2]. Such a strong dependence on the geometry allows one then to tailor the magnetization configuration and spin switching by appropriately engineering the geometry. The magnetization configuration that constitutes the lowest energy state in a small magnetic structure can for instance be set to a multidomain state with vortices or domain walls, since the dipolar interaction (stray field) leads to the magnetization being parallel to the element edges, which then results in a very reproducible and controllable spatially inhomogeneous magnetization distribution (domain configuration). To study such geometrically confined magnetization configurations, direct imaging is the method of choice, as it allows one to deduce the spatially resolved spin structure with high resolution. Furthermore, the geometrical confinement and the resulting topology of the spin structures leads to intricate dynamics and to study this, dynamic imaging methods are needed. X-ray based microscopy provides the right tools, as X-rays can be produced in short bunches providing time resolution and the short wavelength combined with the dichroism magnetic contrast mechanism provides the necessary spatial resolution for high resolution dynamic magnetic imaging [3–6]. Here we focus on selected experiments performed primarily by our groups describing the dynamics of some of the basic magnetic spin structures present in soft magnetic materials patterned onto the nanoscale: first the magnetic vortex and arrays of vortices, then domain walls, which are compound quasiparticles that can include vortices and other spin structures and finally bubble skyrmions that comprise two domains delineated by a domain wall.

2. Dynamics of Magnetic Vortices

2.1. Sub-100 ps Vortex Core Reversal

The magnetic vortex state is well known as the simplest, non-trivial ground state configuration in geometrically confined micron and sub-micron sized ferromagnetic discs or platelets [1, 8–10] and therefore an interesting subject for the study of micromagnetism. It consists of an in-plane curling magnetization, with two possible circulations1, c = +1 and c = −1, which in the center, in order to avoid a singularity, turns out-of-plane and forms the vortex core. The vortex core has a radius of about 10–20 nm and plays a key role in the magnetization dynamics of vortex structures [11–15]. As the out-of-plane magnetization of the vortex core polarization p can point in two directions, either “up” or “down” (p = +1 or −1), it could be regarded as memory element. The high stability of the vortex structure and its very low stray fields would offer distinct advantages for applications requiring high density integration. Switching of the vortex core can be achieved, for instance, by applying a magnetic field perpendicular to the sample plane. However, field strengths of about 0.5 T are reported to be necessary to crush the vortex core in this way and to rebuild it in the opposite direction [16, 17]. Such high fields are intricate to realize on the small length scales necessary in practical devices for data storage. The discovery of low-field vortex core reversal by excitation of the (sub-GHz) vortex gyromode [7] triggered a new chapter in magnetic vortex dynamics. It could be demonstrated experimentally, by time-resolved X-ray microscopy as sketched in Figure 1, that the vortex core can be reversed with bursts of an alternating linear magnetic field with an amplitude as low as 1.5 mT (which has to be compared with the 0.5 T mentioned above). Based on micromagnetic simulations it was suggested that this switching scheme is mediated by the creation and annihilation of vortex-antivortex (VA) pairs [7]. Later the first step of this mechanism was proved experimentally [18]. This VA mediated switching scheme for low-field vortex core reversal is now generally accepted in the community [19–23]. The VA mechanism for easy vortex core reversals seems to be universal and independent of the type of excitation as the excitation can be performed not only by magnetic ac field bursts, but also by magnetic mono-pulses [24] or spin-transfer torque (STT) [25, 26]. So far experiments have been performed with linear field pulses or bursts which toggle the vortex core from “up” to “down” and vice versa. For data storage application an unequivocal switching direction would be highly desirable. This could be achieved by an excitation with micron sized circular rotating fields [27, 28]. In-plane rotating magnetic fields were produced by cross-shaped striplines below the samples. Clockwise (CW) or counter-clockwise (CCW) senses of rotation can be generated by ac currents in the horizontal and vertical direction with the same frequency but a +90 or −90 phase difference respectively. The vortex core movement could only be excited with the correct sense of rotation (CW or CCW) of the external rotating field depending on the vortex core polarization [27, 28]. When the amplitude of the rotating field was increased above a distinct threshold the gyrotropic vortex motion stopped, indicating that the vortex core polarization has been switched. For re-switching an external field with the opposite sense of rotation had to be applied. All these results are consistent with micromagnetic simulations showing that an unequivocal and unidirectional switching of the vortex core polarization can be achieved by circular field excitation. Magnetic anti-vortices also could be switched unidirectionally with rotating spin currents [29] or magnetic fields [30].

Surprisingly, significant differences have been found in the ac field amplitudes needed for switching the vortex polarization from “up” to “down” and from “down” to “up” [27]. Such differences were never observed so far in micro-magnetic simulations of “perfect” samples. It could be shown that the surface roughness

1In some previous papers the sense of rotation of the in-plane magnetization “c” is denoted as “chirality,” an expression which should be better assigned to the “real” handedness, the product “cp.”
FIGURE 1 | Switching of the vortex core by excitation of the vortex gyromode at 250 MHz with a single period burst at an amplitude of 1.5 mT [7]. Permalloy sample: 1.5 µm in diameter, 50 nm thick. Before and after the switching the vortex polarization p was probed by imaging the sense of rotation of the vortex gyration by time-resolved X-ray microscopy (CCW for vortex core “up,” CW for vortex core “down”).

of real samples is responsible for this symmetry breaking [18]. In addition, it should be noted, that not only the vortex polarization “p” but also the circulation “c” can be switched dynamically [31].

So far the vortex core was reversed by excitation of the sub-GHz vortex gyromode of the vortex structure. At much higher (multi-GHz) frequencies, vortex structures possess azimuthal spin wave eigenmodes arising from the magneto-static interaction. They are characterized by a radial mode number n and an azimuthal mode number m. The interaction between the spin modes (n > 0, |m| = 1) and the gyrotropic mode leads to a frequency splitting Δf of modes with opposite rotation senses as illustrated in Figure 2. By exciting the vortex structure with bursts of GHz rotating magnetic fields the vortex core polarization could be reversed. Such measurements have been performed at the scanning transmission X-ray microscope (STXM) at BESSY II, Berlin [3, 4]. Figure 3 (upper part) shows experimentally observed vortex core switching from the initial state “up” to “down” as a function of excitation frequency and amplitude as well as the sense of rotation of the external field. Distinct regions are observed in a Permalloy disc, 1.6 µm in diameter, 50 nm thick, showing minima in the switching amplitude for both CW excitation (blue color) and for CCW excitation (red color). These regions can be assigned to distinct spin wave modes as sketched in the middle part of Figure 3. The lower part of Figure 3 shows the results of our micromagnetic simulations [3, 4] which are in good agreement with the experimental results. Toggling of the vortex core from “down” back to “up” at the same frequency can be achieved only if the sense of rotation of the external rotation field is reversed. This allows unidirectional switching at GHz frequencies similar to that demonstrated for the sub-GHz gyrotropic mode before, but much faster. It was also found that the vortex displacement caused by spin wave excitation is an order of magnitude smaller compared to what is needed to switch the core by the (sub-GHz) gyration mode [3, 4]. This reduces the time of the system needed to relax back into its ground configuration after a switching event occurred.

In Reference [3] 24 periods of GHz excitation have been applied. By using a shorter excitation, only one period of a rotating GHz magnetic field, the vortex core could be switched in about 200 ps in Permalloy samples with a diameter of 1.6 µm, 50 nm thick, even if the excitation time itself is shorter [32]. It was found that the switching time is limited by the time needed for the transport of the homogeneously distributed excitation energy to the center of the sample [33].

Noske et al. [34] have demonstrated how to speed up spin wave mediated unidirectional vortex core reversal to below 100 ps. In order to overcome the 200 ps limitation [32, 33] smaller samples have been used, i.e., Permalloy disks with a diameter of 500 nm and a thickness of 50 nm, excited with an orthogonal sequence of monopolar pulses in the x and y direction. The experimental pulse length T varied from 45 ps to 90 ps (FWHM) and the delay between the two pulses was tuned to 1/2 T as sketched in the upper part of Figure 4. For a counter clockwise (CCW) sense of rotation (Figures 4A,B), where the pulse Bx in the x-direction starts before the pulse By in the y-direction, it was found that the switching threshold for an initial vortex core “down” is nearly twice as high as for an initial vortex core “up.” This asymmetry in the switching threshold (Figure 4) is nearly independent of the pulse length and proves the undirectionality of the process for field strengths of about 15–30 mT. In Figures 4C,D the...
FIGURE 2 | Unidirectional vortex core reversal by excitation of the (sub-GHz) gyromode or (multi-GHz) azimuthal spin waves with external rotating magnetic fields [3]. Using 24 periods for excitation [3] switching only occurs if the frequency and the senses of rotation are the same for the specific mode and the external field.

timing of the pulse sequence is inverted so that \( B_y \) starts before \( B_x \), which leads to a clockwise (CW) excitation. Due to symmetry reasons, a vortex core “up” (“down”) excited with a CW sequence is expected to have the same switching behavior as a vortex core “down” (“up”) excited by a CCW sequence. This is confirmed in the experiment (C,D) proving that the pulse sequence (CW or CCW) dependent switching behavior is not just a result of, e.g., sample imperfections.

Our experimental results (Figures 4A–D) demonstrate that highly reliable unidirectional switching is possible experimentally with pulse lengths of only 45 ps and total excitation times as short as 70 ps which is the fastest value shown for unidirectional vortex core reversal so far. Three-dimensional micromagnetic simulations have been performed [34] with the OOMMF code [35]. The results are shown in Figures 4E,F and demonstrate a good qualitative agreement with the experimentally observed asymmetry in switching thresholds. For high pulse amplitudes a region (shaded area) exists in the phase diagram where the vortex core polarization after excitation is the same as before. Analyzing the corresponding simulations of Figure 4E, this can be attributed to double switching events. For further increased amplitudes even triple switching is observed.

The switching time could be derived from micromagnetic simulations [34], not only for samples with a diameter of 500 nm (as used for the measurements) but also for smaller samples, 250 nm and 125 nm in diameter. For all these three diameters unidirectional switching could be achieved within a minimum switching time of 70–75 ps, defined from the start of the excitation (50% of the full amplitude) until the vortex core is completely reversed. However, for smaller samples higher excitation amplitudes are needed [34]. In order to get more insight into the dynamics of the reversal process the out-of-plane component of the magnetization during the switching process has been imaged experimentally by time-resolved scanning transmission X-ray microscopy and these results have been compared with those of corresponding micromagnetic simulations [34]. Measurements and simulations show excellent agreement (Figure 5). The vortex core is initially pointing up (red dot). In the following \( t = 0 \) ps corresponds to the point in time when the first pulse \( B_x \) reaches fifty percent of its maximum amplitude (see Figure 5, lower part). A pulse length \( T \) of 60 ps and a total excitation length of 90 ps was applied. During the rising edge of the first pulse, a bipolar structure forms similar to an \( n = 1, m = +1 \) spinwave. The counter clockwise rotation of this structure follows the rotational sense of the exciting magnetic field. The region where the magnetization points down (the “dip”) gets localized at the core region until the vortex core is reversed at \( t = 98 \) ps (dashed box).

In conclusion, unidirectional vortex core reversal can be achieved by highly non-resonant pulsed excitation with pulse lengths \( T \) between 90 and 45 ps [34]. From micromagnetic simulations a field-strength dependent switching time has been deduced well below 100 ps [34]. The time development of the out-of-plane magnetization was imaged by time-resolved X-ray microscopy which agrees excellently with the results from a corresponding micromagnetic simulation. A comparison of the magnetization profiles for CCW and CW excitation and the
corresponding vortex core trajectories show a clear asymmetry [34]. Here, in contrast to resonant energy coupling into one single CW or CCW rotating spin wave mode [3], the unidirectional switching is based on different core trajectories leading to different “dip” formations for CW and CCW excitation and resulting in core reversal at low fields for one core polarization only [34]. This unidirectionality and the high speed of the process might open up new possibilities for spintronics applications.

### 2.2. Magnonic Vortex Crystals

Coupled modes play a fundamental role in solid state physics. For example the propagation of sound waves in crystals can be described by coupled harmonic oscillators. Although the interactions, in such models, may be limited to the next neighbors of a lattice site, the vast number and the order of all participating oscillators determines the actual behavior [36, 37]. Recently, it has been demonstrated that the concept of coupled harmonic oscillators is applicable to a system of coupled magnetic vortex oscillators [38–40]. The gyrotropic mode representing the fundamental excitation of the vortex ground state corresponds to a gyration of the vortex core around the center region of the disk and can be compared to the oscillation of a harmonic oscillator [7]. Coupling occurs when the center-to-center distance of a pair of vortices is less than about twice the diameter of the disks [41, 42]. Vortex oscillations have been studied in pair-coupled vortices [43–45], in one-dimensional vortex chains [46] and larger two dimensional vortex arrays [47, 48]. In contrast to systems of coupled harmonic oscillators the interaction strength can be tuned dynamically in dependence on the

---

**FIGURE 3** | Phase diagram of spin wave mediated vortex core reversal: switching amplitude versus excitation frequency for excitation with rotating external magnetic fields with a duration of 24 periods [3, 4]. A CW (marked blue) or a CCW (marked red) sense of rotation has to be applied for low-field switching in accordance with the sense of rotation of the spin wave modes to be excited.
FIGURE 4 | Phase diagrams for vortex core reversal by pulsed excitation: experiments (A–D) and micromagnetic simulations (E,F) [34]. Unidirectional reversal is found in a broad region, where CCW excitation switches the vortex core if the initial core is “up” (A,E) but no switching occurs if the vortex core is “down” (B,F). For CW excitation, this behavior is inverted (C,D) as expected for symmetry reasons. A scanning electron microscope image of the crossed striplines with the Permalloy disk is shown in the upper left corner. The arrows indicate the directions of the magnetic field pulses as sketched in the upper row.

The motions of vortex crystals are theoretically accessible by the Thiele approach. The Thiele equation describes the motion of a magnetic vortex in a particle model [52, 53],

\[
(G_0^2 + \alpha^2 D_0^2)\dot{x} = G \times \vec{F} - \alpha D_0 \vec{F},
\]

where \(\vec{x} \in \{\vec{x}_1, ..., \vec{x}_N\}\) is the displacement of a vortex core, \(G_0\) is the absolute value of the gyrovector \(\vec{G}\) [52], \(\vec{F}\) is the force pointing perpendicular to the direction of motion and \(N\) is the number of vortices in the system. In the absence of external fields the vortex cores oscillate with their eigenmodes. In this undriven case the Thiele equation can be transformed into a system of first order linear differential equations with solutions of the form \(\vec{u} = \vec{v}e^{\lambda t}\) [38],

\[
\tilde{\vec{u}} = -\frac{\vec{p}}{G_0}\vec{R}_{90}(\kappa \vec{1} + \vec{Z})\vec{u} = : \tilde{\vec{M}} \tilde{\vec{u}}.
\]

Here, the system of Thiele equations has been reduced to an eigenvalue problem \(\tilde{\vec{M}} \tilde{\vec{v}} = \lambda \tilde{\vec{v}}\), where \(\lambda\) are eigenvalues and \(\tilde{\vec{v}}\) are eigenvectors of the system. The vortex motions \(\tilde{\vec{u}} = (\vec{x}_1, \vec{x}_2, ..., \vec{x}_N)\) depend on the polarizations of the vortices \(\vec{p}\), the stiffness coefficient of the harmonic potential \(\kappa\) and the interaction matrix \(\vec{Z}\) as described in Hänze [38]. For this system, eigenvalues represent the frequencies and eigenvectors the motions for any alignment of vortices. In the case of a 3 x 3 vortex crystal nine coupled vortex oscillators result in nine independent eigenmodes. The polarization of every single vortex influences the eigenfrequencies of the crystal. Nine coupled vortices lead to a number of \(2^9 = 512\) possible polarization patterns. The eigenmodes of each pattern differ from one another. For this reason we focus on one polarization pattern to illustrate the possible eigenmodes and frequencies. This pattern has columns of alternating polarizations and will be addressed as stripe pattern. We obtain nine eigenmodes that are depicted in Figure 6 with its frequencies and motions. The motions are characterized by the relative phases and the relative amplitudes between the vortices during one oscillation period. The phases indicate the positions of the vortices for a snapshot in time. Eigenfrequencies are scattered around the resonance frequency of 238 MHz for an isolated vortex (see Figure 6B). For some eigenmotions the amplitude of a vortex is completely suppressed, for example for the
FIGURE 5 | Imaging of the vortex core reversal process by the excitation with orthogonal magnetic field pulses, experiment and micromagnetic simulation [34]. Pulse amplitude: 30 mT, pulse width 60 ps, total duration of the excitation: 90 ps (see lower row). The upper row shows the dynamic response of the out-of-plane magnetization measured with time-resolved scanning transmission X-ray microscopy. The middle row shows results from the corresponding micromagnetic simulation (folded with the experimental temporal and lateral resolution) which is in good agreement with the experimental data.

There are nine eigenmotions and eigenfrequencies for the polarization pattern described in Figure 6. But not all of the modes can efficiently be excited when an alternating field is applied to all disks in the crystal equally (see Figure 6A). A single vortex that is excited by a unidirectional alternating field in y-direction \( \vec{H} = (0, \sin(\omega t)) \) gyrates according to \( \vec{x} \propto (c \cos(\omega t), cp \sin(\omega t)) \). Since the vortex crystal is a weakly coupled system, the exciting field allows only small deviation from this enforced phase relation. Thus, eigenmodes that resemble the enforced relative phases are excited more efficiently. Those modes are excited at the corresponding eigenfrequency. Since the eigenmodes depend on the polarization pattern, different patterns vary in their frequency of most efficient excitation. E.g., for the stripe pattern depicted in Figure 6C mode 1 resembles almost perfectly the enforced phase relation so that the frequency of most efficient excitation will be around the corresponding eigenfrequency of 228 MHz. When the pattern is rotated by 90°, mode 7 resembles the enforced phase relation, and the pattern will efficiently be excited at 242 MHz. Figure 7A shows calculated absorption profiles for all 512 possible polarization patterns, when the damping of the system is considered reasonably [51]. The absorption is proportional to the mean squared velocity of all vortices, when an alternating magnetic field in the y-direction is applied to the whole crystal. The two orientations of the pattern with lines of constant polarization are highlighted in red and blue. One can see that they indeed differ in their frequency of most efficient excitation. Horizontal lines of constant polarization can be excited efficiently around 228 MHz and vertical lines at about 242 MHz. When a pattern is excited efficiently, the vortices in the crystal reach high velocities. At a critical velocity of about 250 ms\(^{-1}\) [54] the vortices switch their polarizations and thereby lead to another polarization pattern in the crystal. The critical velocities can be reached when the amplitude of the exciting field is increased. At a critical field amplitude, only the least efficiently excitable polarization pattern will not switch. Starting from a random pattern, this least efficiently excitable pattern will be tuned after several switching processes. In the experiments we use an adiabatic reduction of the field amplitude in order to tune a polarization state in the crystal. The vortices switch rather randomly at high amplitudes of the harmonic field that is applied to all magnetic vortices in the crystal via an alternating current that is sent through a stripline above the crystal. At intermediate field amplitudes the switching stops when certain stable polarization
configurations are reached eventually [51]. The resulting state of this self-organized state formation depends on the frequency of excitation. As can be seen in Figure 7A, the least efficiently excitable state is the vertical line pattern for frequencies below 235 MHz and the horizontal line pattern for higher frequencies. Thus, the vertical line pattern is tuned at low frequencies and the horizontal line pattern at high frequencies. The experimental results presented in Figure 7B correspond to the predicted states. The vertical line pattern is tuned at low frequency of 225 MHz and the horizontal line pattern is tuned for two higher frequencies of 245 MHz and 255 MHz. For the presented system only two polarization states can be tuned. The states that are accessible via self-organized state formation depend on the coupling strength between the vortices. Thus, when the disk interspace is reduced, additional patterns can be tuned [51].

The concept of eigenmodes in magnonic vortex crystals can be used to understand the excitability of magnonic vortex crystals with alternating unidirectional magnetic fields. Such an external magnetic field mainly excites eigenmodes that resemble a specific phase relation between the vortices and the exciting field. The vortices are excited efficiently, when the frequency of excitation is close to the eigenfrequencies of those eigenmodes. An adiabatic reduction of a high-frequency magnetic field excitation leads to self-organized relaxation of the system into well-ordered states. The emerging states are the least efficiently excitable states at the corresponding frequency.

3. Magnetic Domain Wall Dynamics

Next we go from the simple vortex, which constitutes the lowest energy state for many disc geometries to spin structures in elongated elements. In long magnetic wires (we consider here soft magnetic flat strips where the length >> width >> thickness) the lowest energy state is the single domain state with the magnetization pointing uniformly along the wire axis. The simplest non-trivial (inhomogeneous) magnetization configuration is a state with magnetic domains and domain walls (DWs).
Domain walls, which constitute the boundary between domains, have been intensively researched in the past, though with a focus on the domain wall types that occur in the bulk or in continuous films. The most prominent examples are the Bloch and the Néel wall types, which occur in continuous thin films [1, 55]. In soft magnetic materials wires and related geometries, such as rings, two types of domain walls occur: transverse and vortex walls [35–37]. These DWs can be considered as confined spin structures with quasiparticle properties that exhibit complex dynamics when excited. Whilst electrical measurements based on, e.g., anisotropic magnetoresistance or the extraordinary Hall effect provide an easy and fast way to probe the presence of DWs in a structure, magnetic imaging is vital to provide an in-depth understanding of the systems. In particular, since the dynamic behavior of these objects is intricately linked to the internal spin-structure, the high resolution imaging of the spin state is of paramount importance. As the first step, the static domain wall spin structures have been imaged. For soft magnetic Permalloy and polycrystalline Co X-ray magnetic circular dichroism photoemission electron microscopy [XMCD-PEEM [5, 6]] has been employed in order to extract the phase-diagram which describes the relation between the geometry of the wire and the DW type [56, 58, 59]. In general the transverse wall is stable for narrower and thinner wires, whereas the vortex DW is the lowest energy configuration in wide, thick structures. In the transverse DW the magnetization forms a V-shaped arrangement with the magnetization rotating in the plane of the wire, whereas the vortex DW is similar to the vortex state in disks and squares with the magnetization rotating around a central core region which is out-of-plane magnetized, as revealed by electron holography [60].

In addition to the rich range of physical phenomena that are revealed in these systems, the efficient and controlled manipulation of these quasi-particles is also the basis of a variety of proposed devices including sensors [61], data-storage concepts [62] and magnetic logic [63]. For such devices domain walls need first to be controllably nucleated and then carefully manipulated using either magnetic fields or currents and since the time-scale of operation of the devices is intricately linked to the fundamental dynamics of the system, fast-imaging techniques are often highly advantageous in order to understand the fundamental factors which limit speeds. In the following, insight gained from the magnetic imaging of these different stages of device operation will be outlined.

3.1. Fast Domain Wall Generation

Firstly domain walls need to be created. We here study the fast creation of two DWs in a permalloy nanowire (200 nm wide and 20 nm thick) that can be imaged when consecutive Oersted field pulses of alternating polarity are employed as shown in Figure 8A [64]. This way the magnetization underneath the field generating stripline is always antiparallel to the Oersted field. Two DWs are created with every pulse by reversal of the magnetization giving a black/white contrast in the X-ray micrographs (Figure 8B). The first pulse injects two walls into an initially uniformly magnetized wire, while the second pulse creates two walls that collide with the initial ones and annihilate each other. After the mutual annihilation the nanowire is again uniformly magnetized. To achieve a successful generation pulse lengths of a few nanoseconds are required [65, 66] and the whole process is repeatable at high frequencies for time-resolved imaging by an asynchronous excitation pump and probe scheme. Figure 8C shows the creation of two walls by a 6 ns long pulse. After 1.1 ns a vortex core emerges underneath the stripline followed by a second one at 1.7 ns. The vortices are separated by the 60 mT Oersted field. During the motion away from the stripline, the walls transform to transverse walls and back around 2.9 ns due to the high driving field being well above the Walker breakdown. Outside the stripline vicinity, the field strength decreases and the walls become pinned.

A similar measurement scheme can be applied for the observation of domain-wall motion in lower fields. Figure 8D shows a 2 µm wide stripline across a V-shaped 20 nm thick nanowire. By horizontal saturation with an external magnetic field vortex DWs can be created at the kink [67]. The wire widens in both directions away from the kink creating a potential well for the wall. Additionally the wall is pinned at the kink itself. Excitation of the wall by 2 ns and 3 ns long Oersted field pulses result in a damped oscillation of the wall at the pinned position or in depinned outwards motion. The depinned wall is pushed upwards and continues its motion for 2.7 ns after the pulse is over due to its inertia [68].

The potential from the widening wire then pushes the DW back to its initial position at the kink enabling a fast repetition of the motion for time-resolved imaging shown in Figure 8E [69]. The pulse compresses the wall and initiates oscillations of the wall width. During compression the wall accelerates and it reaches the turning point at the top when the maximum overexpansion occurs. An oscillation of the vortex core (transition from black to white in Figure 8E) around the averaged DW centre is also observed.

3.2. Field Induced Domain Wall Dynamics

To study continuous sustained motion at longer timescales, ferromagnetic nanoscale rings [70] are ideally suited as here domain walls can be driven around the perimeter of the ring multiple times [71]. Furthermore, rings have been of great interest due to their proposed application in sensory and memory devices [72–74]. Their suitability stems from the closed-flux state of the vortex configuration suggesting that magnetic nanorings could be packed densely without coupling with neighbors, and two-fold degeneracy of their circulation (clockwise versus counterclockwise) that might be used for coding of two logical values [71]. Good control of the ring circulation was reported for asymmetric rings by the use of in-plane magnetic fields with a particular direction with respect to the symmetric axis of asymmetric rings [58, 75], which provide for a good control of the logical value of proposed memory elements [76]. While most of these applications primarily exploit the static properties of the vortex configuration, dynamical switching and the propagation of DWs in curved nanowires has recently come to the center of interest due to the high complexity and richness of their dynamics [77]. Steady-state motion of ferromagnetic DW in straight wires is limited by the occurrence of a Walker breakdown, above which changes to a wall’s internal spin structure take place, leading to intrinsically oscillating DW velocity. Such a behavior was
qualitatively firstly predicted by Walker [78]. He found out that a 180° DW in an infinite uniaxial magnetic medium, subjected to a uniform magnetic field, can move in two successive regimes: (i) a steady-state regime characterized by constant DW velocity (in a uniform DC field) followed by (ii) a regime of precessional motion, where internal spin structure changes take place, giving rise to oscillations in the velocity. Surprisingly, such behavior of DWs has been confirmed qualitatively in a wide range of magnetic materials differing by shape, dominant anisotropy [79, 80] and various driving mechanisms [81], even though the first theoretical predictions made by Walker do not contain boundary conditions defining the particular shape of wire. Such qualitative validity of the Walker solution far beyond its own limitation confirms the relevance of this model and good applicability. However, our recent research on DW dynamics of vortex DW in ferromagnetic rings shows strong deviations from this model. It is becoming apparent that the curvature of ferromagnetic ring gives rise to new phenomena in DW dynamics, which cannot be predicted within the simple one dimensional model. Direct visualization of vortex DW dynamics by STXM allows us to gain an insight into the problem, utilizing the advantage of a high temporal and space resolution on a micromagnetic scale. A distinctly different behavior of the vortex domain propagation below and above Walker breakdown is compared in a series of rings with different radii (Figure 9). For a smaller ring radius, the vortex core is pushed to the outer edge of the ring, but no transformation of the internal spin structure is observed, which suggests that the wall moves below Walker breakdown. On the other hand, the DW in a larger ring at a slightly higher average velocity experiences periodical transformation of wall structure from the vortex to the transverse one and vice versa. As is seen in the figure, not only the vortex core polarization, but also the circulation of the vortex DW is conserved in ferromagnetic rings, as opposed to straight wires, where both vortex core circulation and polarization alter during the Walker breakdown [57]. In addition, the curvature of ferromagnetic rings gives rise to the oscillatory motion of the vortex DW [77], which occurs even below Walker breakdown (Figure 10). This behavior cannot be
the result of extrinsic pinning, since the position of the velocity maxima changes with the initial starting angle of the DW. The underlying mechanism of oscillatory motion can be explained by the forces that act on vortex core during the motion [77]. Assuming a non-zero phase shift \( \phi \) (for zero phase shift, there is no force acting on the DW from external field, because of its position at the energy minimum), there are three significant forces: (i) the tangential component of the rotating field, \( H_t = H \sin \phi \), acts in the radial and azimuthal direction, (ii) the gyroforce \( G \times v \) acts solely in the radial direction (its orientation depends on the vortex polarization and sense of rotation in the ring) and finally (iii) the restoring force due to the shape anisotropy, which depends on the radial position of the vortex in the ring. The interplay between these forces can accelerate the DW so that it can overtake the driving field. During this process, the DW experiences energetically unfavorable motion toward the region of higher energy (characterized by negative phase shift), which highlights the important role of DW inertia for this (intrinsic oscillatory) behavior. On the other hand, variations of the local DW velocity are strongly influenced by pinning centers and imperfections of the material as well. Extrinsic pinning modulates the local potential landscape of the DW and the resulting interplay between intrinsic and extrinsic pinning is additionally obscured by stochastic processes.

### 3.3. Synchronous Field Driven Motion of Magnetic Domain Walls

Whilst field driven motion is a well established, efficient way of achieving fast DW motion, it is often thought to be incompatible with devices such as the Racetrack memory where multiple domain walls need to be synchronously propagated along a magnetic wire [62]. This is because when a field is applied along the same axis as the magnetization, the Zeeman energy contribution makes it favorable for domains which are aligned with the field to grow in size at the expense of those which are anti-aligned with the field. In the case of a single domain wall in a nanowire, this can indeed lead to DW propagation, however when there are multiple DWs in the nanowire the change in magnetization direction across successive DWs necessarily alternates (between head-to-head and tail-to-tail in the case of in-plane magnetized systems), which means that neighboring DWs move in opposite directions and ultimately the domains collapse [82]. Recently, however, Kim et al. have demonstrated a scheme whereby in-plane magnetized transverse walls of fixed circulation can be synchronously displaced using out-of-plane field pulses [83]. During the application of an out-of-plane field pulse, the magnetization in the DW begins to precess around the field direction, leading to a displacement of the DW along the wire. At the same time, however, the magnetization is damped into the field direction, leading to a demagnetizing field that eventually stops the motion. For symmetric pulses, the DW will move back to its initial position on relaxation when the field is turned off, however, since the force on the wall depends on the rate-of-change of the excitation [84] the forward and backward forces can be tailored by employing asymmetric pulses. If, furthermore, preferential pinning sites are provided by tailoring the geometry of the system, a net displacement of the DW can indeed be achieved. From a one-dimensional analytical model of the system it is revealed that the direction of this displacement is correlated to the direction of the field and the circulation of the DW [83], so by having a fixed circulation of DWs synchronous motion of multiple DWs can be achieved, even when the DWs alternate between head-to-head and tail-to-tail configurations. Note that here we talk about the circulation of a transverse wall, which is distinctly different from the circulation definition for vortex walls. In addition to the analytical model, the scheme is further demonstrated in a device relevant geometry using micromagnetic simulations. Experimental demonstration of the effect was provided by STXM imaging of DW displacement in Permalloy half rings. Asymmetric current pulses, typically of 700 ps rise time, 5 ns width and 1100 ps fall time, were applied to a gold strip-line located beside the wires in order to generate the asymmetric out-of-plane field. The corresponding displacement of the DWs was observed and found to be in perfect agreement with the expected directional displacement as a function of the circulation of the wall and the direction of the field. Also for a single DW, reversing the direction of the field pulse led to the expected reversal of DW displacement direction. Furthermore, the calculated efficiency of the experimental displacement was found to compare favorably with alternative approaches of DW propagation.

### 3.4. Current Induced Domain Wall Dynamics

An alternative approach to domain wall motion is current induced DW motion (CIDWM) which can also provide synchronous motion of multiple DWs. While it exhibits good scaling, one drawback of CIDWM is the high-critical current densities required for many of the conventional STT driven effects, which can be problematic due, for instance, to Joule heating [85, 86], which can be partly remedied by thermal cooling.
layers [87]. For CIDWM induced by conventional spin transfer torque (STT), the dynamics of the system can be described by the phenomenological Landau-Lifschitz-Gilbert equation:

$$\frac{\partial \vec{m}}{\partial t} = \gamma \mu_0 \vec{H} \times \vec{m} + \alpha \vec{m} \times \frac{\partial \vec{m}}{\partial t} - (\vec{u} \cdot \vec{\nabla}) \vec{m} + \beta [\vec{m} \times (\vec{u} \cdot \vec{\nabla}) \vec{m}], \quad (3)$$

where \(\gamma = g |\mu_B| / \hbar\) is the gyromagnetic ratio which governs the precession of the magnetization around the effective field and \(\alpha\) is the Gilbert parameter which quantifies the damping of the system [88, 89]. The last two terms incorporate the effect of the current by way of the adiabatic and non-adiabatic torques, respectively [90, 91]. Here \(\vec{u} = \vec{I}P \mu_B / 2eM\) is the so-called spin drift velocity and \(\beta\) is the non-adiabaticity of the current flow. Different contributions for the non-adiabatic torque have been identified, including spin-relaxation due to spin-flip scattering at, e.g., impurities or phonons [90–96] and a pure non-adiabatic contribution due to the mistracking of the conduction electron spins with the local magnetization [93, 94, 96, 97], which becomes more important for large magnetization gradients –i.e., at narrow DWs or at vortex cores. For CIDWM, the degree of this non-adiabaticity of the electron transport through the domain wall and the ratio of \(\beta\) to \(\alpha\) are key factors which determine the details of the dynamics of the system and correspondingly important device parameters such as the DW velocity [55, 90, 94, 98–103].

One class of measurements that can be performed in order to extract important dynamic parameters of the system are quasi-static measurements whereby the DW is imaged before and after the application of current pulses to the wire. This yields the average DW velocity from the net displacement of the wall and with suitably high-resolution imaging changes in spin-structure can also be determined [104–108]. The measured DW velocity is not only related to the spin structure and the intrinsic material parameters of the system, but also to the pinning potential landscape and the details of the excitation pulse. It turns out that the force on a DW is strongly related to the time derivative of the current pulse, with fast changing current pulses exerting much larger forces than constant currents [84]. As a result, short rise-time pulses are observed to lead to much larger DW velocities since the wall is able to overcome local pinning sites before the imparted energy is dissipated to damping [109]. For ultra-short pulses with a rise time of around 100 ps or less, very fast STT driven DW motion above 100 m/s has been observed even for in-plane magnetized Permalloy [105, 108]. This is shown in Figure 11. The initial configuration is shown in the top of the XMCD-PEEM image of Figure 11A, with the contrast showing good agreement with that expected from a micromagnetic simulation of a vortex DW, as shown below the wires. Successively, following the injection of single current pulses, the change in the spin-configuration is measured as displayed in the following images (from top to bottom). Figure 11B presents line scans showing the displacement and the transformation of the DW. Whilst the right side continuously moves in the direction of the electron flow, after the third current pulse the left side seems to become pinned and no longer moves. The DW is therefore stretched, which results in an increase of the stray field energy. Eventually this becomes larger than the energy required for a vortex core nucleation and at this point it is energetically more favorable to transform to an antiparallel double vortex wall by vortex core nucleation. The new DW structure then displaces under current injection similar to before, without further changes to its spin structure. From the average displacement per current pulse of 400 nm and the measured pulse length of 3 ns this results in an average DW velocity of 130 m/s, which is much larger than for long currents pulses (>10 µs).

The imaging can also reveal key information about the size of the two STT terms. For transverse walls, up to a certain point, the so-called Walker breakdown, the average DW velocity, \(\langle v \rangle\), is proportional to the current-density and expected to depend on the ratio of \(\beta\) and \(\alpha\) up to a critical velocity: \(\langle v \rangle = \frac{\beta}{\alpha} u\) [90, 91, 94, 102]. The threshold current density for Walker breakdown depends on the difference between \(\beta\) and \(\alpha\) [91, 98, 101]. In the case that \(\beta = \alpha\) the Walker breakdown is suppressed and the DW always propagates without distortion. Conversely, if \(\beta \neq \alpha\) then the DW spin structure is expected to oscillate, leading to either a reduction or an increase in the average velocity depending on whether \(\beta\) is greater or less than \(\alpha\), respectively. Finally, for very large current density the final DW velocity approaches

\[\langle v \rangle = \frac{\beta}{\alpha} u\]
which causes the damping and the spin relaxation that leads to the nonadiabatic transport have a similar origin [95, 112].

As for vortex DWs, the core region of vortices in squares/discs is also displaced on the application of current pulses to the system [106]. A measurement scheme for extracting the different contributions from adiabatic and non-adiabatic torques to this motion was proposed by Krüger et al. [113] based on imaging the steady-state vortex core displacement resulting from the application of a current. Since the adiabatic and non-adiabatic torques act perpendicularly to each other, leading to displacement either perpendicular to or along the current flow direction, respectively, the relative contributions can be extracted and separated from Oersted field effects by measuring the direction and magnitude of displacement for different configurations of the vortex state polarization and circulation. Heyne et al. implemented this scheme using XMCD-PEEM to image the vortex core displacement in Permalloy discs [114]. The resulting non-adiabaticity was found to be \( \beta = 0.15 \pm 0.07 > 10\alpha \). Such a high value can be correlated with the vortex core region of the structure, demonstrating a significant contribution from non-adiabatic transport in systems with a high magnetization gradient. A similar experiment has recently also been carried out in Permalloy squares using scanning electron microscopy with polarization analysis for the magnetic imaging, with \( \beta \) found to be 0.119 ± 0.022 [115], in good agreement with the photon-based imaging.

Finally, dynamic magnetic imaging has also been applied in order to quantify the effect of the magnetization gradient in the DW on the behavior, which should also contribute to the pure non-adiabatic component of \( \beta \). Eltschka et al. have used transmission electron microscopy to image the thermally activated hopping of DWs between two pinning sites in Permalloy [116], with the Fresnel mode of Lorentz microscopy [117] employed in order to dynamically track the position of the wall and off-axis electron holography [118] providing detailed maps of the spin structure and magnetization gradient. The dwell times of the DW in the two pinning sites, which can be described by an Arrhenius law [92], are measured as a function of the current density applied to the wire. The non-adiabatic torque acts as a force on the DW, modifying the potential landscape and in turn changing the ratio of the two dwell times and from the observed dependency \( \beta \) can be extracted. Very different values are found for transverse and vortex DWs. In the former case a value of \( \beta = 0.010 \pm 0.04 \approx 1.3\alpha \) whereas a much larger value is found for the latter case with \( \beta = 0.073 \pm 0.026 \approx 9.2\alpha \). This can again be attributed to the large magnetization gradient at the vortex core, implying a clear pure non-adiabatic contribution to the non-adiabaticity in this case.

Another key consideration of current driven magnetization dynamics is the influence of the pinning potential, since this can strongly influence the dynamics and DW velocities, depending also on the rise-time of the current excitations [84]. The pinning of vortices and vortex DWs can be studied through dynamic imaging of the alternating current (ac) driven excitation of vortex core gyration [119, 120]. Bolte et al. used STXM in order to image the time-resolved gyration of the vortex core in a Permalloy square which was excited by both fields and STT. The sense of rotation of the vortex core gyration is set by the polarization

\[
\langle v \rangle = \frac{1+\alpha \beta}{1+\alpha} u.
\]

Heyne et al. experimentally imaged the spin structure on current injection [104, 106] using XMCD-PEEM (the setup is described in Heyne et al. [110]), revealing that at high current densities periodic transformations of the DW between vortex and transverse can occur which can be attributed to STT as opposed to defects, directly indicating that \( \beta \neq \alpha \) in this case. Similarly Meier et al. imaged current driven distortions of double vortex-wall structures using magnetic transmission X-ray microscopy and from the size of the displacement extracted an estimate for \( \beta/\alpha \). Moore et al. went further by looking at the scaling between \( \beta \) and \( \alpha \). The damping was engineered in the Permalloy films by rare earth doping with Ho [111] and the DW velocity determined from XMCD-PEEM images, as above, as a function of the current density in order to determine the point of Walker breakdown [107]. It was found that up to 4% Ho doping the two parameters scaled with each other, in agreement with theories which predict that the angular momentum dissipation
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of the vortex core, meanwhile the phase of the motion depends on the circulation of the state for field driven motion yet is independent of the circulation in the case of STT driven excitation [53, 121, 122]. The observed vortex gyration due to ac fields or currents can be described by a rigid core within a two-dimensional harmonic oscillator potential [121]. By comparing the observed current driven motion to that predicted by the model, the separate contributions of the Oersted field and STT to the dynamics could be extracted by comparing states with opposite circulation, since only the field driven component of the excitation is changed. Bisig et al. used a similar methodology to investigate the gyration of a vortex domain wall pinned beside a constriction in a Permalloy wire [120]. Here the situation is more complicated since the potential well is asymmetric and the vortex core has a varying velocity depending on its position. Conversely, the nanowire geometry allows a spatial separation of the contacts and the pinned wall, minimizing the influence of Oersted fields. In the work the gyrotropic motion of the vortex core is imaged as a function of the excitation frequency and the displacement and phase of the oscillations are extracted. The trajectory of the core at 340 MHz, near the resonant frequency of 334 ± 12 MHz, is observed to have a noticeable eccentricity of $\epsilon = 0.77 \pm 0.04$ and a tilt angle of $\theta = 10.1 \pm 0.5$° with respect to the notch, confirming the asymmetry of the pinning potential. Furthermore, from the analytical model of a two-dimensional harmonic oscillator potential [121] the stiffness of the local potential could be calculated.

4. Dynamics of Magnetic Bubbles

Magnetic vortices exist in materials with in-plane anisotropy. Their counterparts in systems with a strong out-of-plane easy axis are called magnetic bubbles, which are skyrmionic spin structures as they exhibit the topology with a non-trivial skyrmion winding number [123]. Inside the bubble the magnetization points perpendicular to the film plane. In the region outside the bubble the magnetization points in the opposite direction. Both regions are separated by a Bloch type DW in which the magnetization curls in-plane around the center of the bubble.

The bubble skyrmion exhibits dynamics that are different compared to a vortex. While a free vortex gyrates on a spiral trajectory, the bubble moves on a hypocycloidal trajectory [124]. The displacement and deformations of a bubble skyrmion can be readily understood by waves that travel along the DW that confines the bubble skyrmion [125]. For each wave number $k$ there are two waves that travel in opposite directions with different speeds. The modes with $k = 1$, that is the wave length is exactly the circumference of the bubble, turn out to be equal to a displacement of the bubble skyrmion. These two modes yield an equation of motion of [125]:

$$-M\ddot{R} + G \times \dot{R} - D\dot{R} - KRR = 0,$$

where $R$ is the center of the bubble and $-KR$ is the confining force of a harmonic potential. $G$ and $D$ are the gyro vector and dissipation tensor, respectively [53, 126]. In addition to the Thiele equation that is known to describe the displacement of a magnetic vortex, Equation (4) contains some inertia that is described by the mass $M$.

Neglecting the damping, that is $D = 0$, Equation 4 has two circular eigenmodes with the frequencies

$$\omega_\pm = \frac{Gz}{2M} \pm \sqrt{\left(\frac{Gz}{2M}\right)^2 + \frac{K}{M}}$$  

(5)

In the limit of $M \to 0$, as for the vortex, the high frequency mode in Equation (5) goes to infinity while the low frequency mode becomes $K/G$ as known from a vortex.

X-ray holography [127] has recently been used to study the dynamics of such systems. The advantage of this technique is that it is drift free allowing a measurement of the bubble position with a high accuracy. In the experiment [123, 128, 129] a multilayer film of CoB/Pt has been grown on a thin SiN membrane to allow the photons to be transmitted through the sample. The magnetic layer, that is CoB, is amorphous, reducing the pinning compared to the pinning at crystalline imperfections in a pure Co film. The CoB/Pt film is patterned to a disc element. This element is surrounded by a gold microcoil as shown in Figure 12A. The system is then excited by sending the current pulse shown in Figure 12B through the microcoil. The Oersted field then excites the magnetic structure. As can be seen in Figure 12A there are two bubble skyrmions, however, one of them turns out to be pinned. After the current pulse the bubble skyrmion performs a motion on a hypocycloidal trajectory. A part of this trajectory is shown in Figure 12. From the shape of the trajectory the skyrmion number is deduced to be 1 and we extract the effective mass [123].

5. Summary

In summary we have presented an overview of the dynamics of confined spin structures. From the dynamic imaging using X-ray based techniques, we have deduced the underlying physics of the dynamics that is found to depend on the material, geometry and excitation method. The discovery of vortex core reversal by the creation of a vortex-antivortex pair triggered a new chapter in vortex dynamics. Milestones are the excitation of the (sub-GHz) vortex gyromode by ac magnetic fields or electrical currents, uni-directional vortex core switching by rotating magnetic fields and the excitation of (multi-GHz) azimuthal spin waves which allows speeding up of vortex core reversal to less than 100 ps. The concept of coupled harmonic oscillators is applicable to a system of coupled magnetic vortices. By self-organized state formation it is possible to write distinct polarization configurations. Eigen-modes of such artificial crystals can be tuned at will, paving the way to customizable band structures in magnonic vortex crystals. Processes to consecutively create domain walls to obtain multiple walls inside one wire or to mutually annihilate the walls are demonstrated. The time structure of the creation process is analyzed by transmission X-ray microscopy in combination with micromagnetic simulations. After wall formation transformations are directly observed above a critical driving field, the Walker breakdown. Internal excitations of vortex domain walls
are also found in low field motion. A strong interplay between internal dynamics and the macroscopic motion is identified. The dynamics of domain walls in curved geometries shows a universal oscillation of the velocity, which can be understood from the interplay of the acting torques on the wall. Furthermore, multiple domain walls can be driven synchronously by choosing a perpendicular field geometry when combined with specially tailored pinning sites and field pulse shapes. Current-induced wall motion can naturally lead to synchronous wall motion as required for devices. Fast wall motion is observed for short pulses and the efficient displacement of vortex walls can be attributed to the large non-adiabaticity, which is corroborated by measurements on vortex cores. Beyond domain walls, more complex quasi-particles are skyrmions that exhibit complex dynamics. For bubble skyrmions that are non-chiral, the spiralling trajectory results from the interplay of two waves with different frequencies from which a large effective mass results. All this can only be directly evaluated using high resolution x-ray based dynamic imaging. The broad applicability of the imaging bodes well for future investigations using novel dynamic imaging techniques such as Free Electron Lasers.
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