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Abstract Conventional linear prediction (LP) analysis is known to suffer from problems in estimating the formant frequencies (vocal tract resonances) of high-pitched speech signals. The performance of conventional LP analysis deteriorates due to the harmonic structure of the glottal excitation source, especially in the case of high-pitched speech signals. Attempting to resolve this problem, a pitch-synchronous analysis technique based on a short-time energy function is presented. The proposed method has been verified to reduce the effect of the harmonic structure of the glottal excitation source. Experiments were carried out using synthetic vowels and real vowels. The results show that the proposed method yields a better performance in the estimation of formant frequencies than some previous LP analysis methods.
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1. Introduction

Linear prediction (LP) \cite{1} is well-suited for speech analysis due to its ability to model the speech production process approximately. Hence, LP analysis has been widely used for estimating formant frequencies (vocal tract resonances), pitches, glottal flows and so forth. In addition, LP can guarantee the stability of the estimated all-pole filter when utilizing the stationary (autocorrelation) formulation. However, the performance of the conventional LP method is influenced by several factors, such as the pitch harmonic structure of the glottal excitation source (fundamental frequency), the analysis segment size and so forth. The pitch period causes aliasing to take place in the autocorrelation domain, resulting in the estimation of formant frequency being degraded due to the neighbouring harmonics. The degradation becomes especially severe in the case of high-pitched speech.

In order to eliminate or decrease the influence of the pitch harmonic structure of the glottal excitation source, several modifications to conventional LP have been investigated. Miyoshi et al. \cite{2} presented a sample-selective linear prediction (SSLP) method for the analysis of high-pitched speech signals, which discards speech samples whose residual values exceed a threshold to decrease the effect of the pitch period.

Rahman and Shimamura \cite{3} proposed an improvement to the LP technique by employing homomorphic deconvolution in the autocorrelation domain to eliminate the aliasing effect, which is caused by the autocorrelation of the vocal tract impulse response being repeated periodically due to the pitch harmonic. In the case of high-pitched speech, the pitch is very short and the increased overlapping causes severe spectral distortion. This technique is known as LP using refined autocorrelation (LPRA). In the last few decades, weighted LP (WLP) has received considerable attention. The basic concept of WLP is to estimate the all-pole filter by applying temporal weighting of the square of the residual signal. The temporal weighted function aims to emphasize the speech samples during the glottal closed phase and attenuates the effect of the glottal excitation source. Several weighted functions have been designed. Yanagida et al. \cite{4} devised a weighted function based on an exponential function. Ma et al. \cite{5} chose the short-time energy (STE) as the weighted function. The WLP method based on STE weighting has been verified to enable spectral models to be less vulnerable to the influence of the pitch period than conventional LP. Alku and Pohjalainen \cite{6} proposed a weighted function called the attenuated main excitation (AME) function. The WLP-AME method requires the instants of the glottal closure to be identified to determine the locations of the main excitations by using either an electroglottogra-
phy (EGG) signal or epoch extraction techniques [7].

Another way to remove the influence of the pitch harmonic structure of the glottal excitation source is to extract only an interval included within the duration of the closed phase of a glottal cycle. This is known as pitch-synchronous analysis. For the pitch-synchronous analysis of voiced speech, the duration of the analysis segment is less than or equal to one pitch period (glottal cycle) [8]. In [9], a Fourier transform was applied to perform pitch-synchronous analysis using successive approximations to find the poles and zeros characterizing glottal excitation to approximate the spectra. However, the resulting spectra with a harmonic structure adversely affected the extraction accuracy of formants, especially for high-pitched speech. A well-known speech system named TANDEM-STRAIGHT [10], which is a speech analysis, modification and synthesis framework, provides a stable power spectrum and can eliminate the temporal and spectral variance caused by time window positioning and the harmonic structure, respectively. The process for extracting the \( F_0 \) (pitch) adaptive spectral envelope, which is based on consistent sampling theory and consists of the procedures of smoothing, anti-aliasing and compensating for spectral envelope recovery, is complicated. It is well known that the exclusion of areas known to correspond to an open glottis will lead to more accurate estimation of the vocal tract. The key point is how to find such intervals. Wong et al. utilized the minimum of the normalized total squared error to locate the instants of glottal closure and opening [11].

In this paper, our purpose is to find the duration of glottal closure for accurate estimation of the vocal tract by exploiting the STE function. Rather than estimating the instants of glottal closure and opening exactly, we utilize the simple STE computation of the speech signal and the predicted residual signal to extract the interval of the glottal closed phase during a glottal cycle. Since nonstationarity is a better assumption than stationarity [12] for pitch-synchronous analysis, we apply a nonstationarity formulation of LP to the extracted interval.

2. Short-Time Energy (STE) Function

In [5], the temporal weighted function was calculated from the speech signal using the STE function

\[
w_n = \sum_{i=1}^{M} s_{n-i}^2
\]  

where \( s_n \) is a speech signal and \( M \) is the length of the STE window. The use of STE weighting based on a speech signal has been successfully verified for feature extraction in automatic speech recognition [13], glottal flow estimation [14] and speaker verification [15].

\[w'_n = \sum_{i=1}^{D} e_{n+i-1}^2\]

From Eq. (1), the STE function emphasizes the duration where the speech samples have a large amplitude. A speech signal with a larger amplitude appears in a glottal closed phase interval. Hence, the STE weighted function can be used to focus on the glottal closed phase and emphasize the contribution of the speech samples in the glottal closed phase interval [13].

However, the purpose of the method is not to try to define the glottal closed phase interval precisely. Hence, sometimes the STE weighted function calculated directly from the speech signal cannot completely attenuate the influence of the glottal excitation source as shown in Fig. 1. Figure 1(a) illustrates that the STE weighted function calculated from a speech signal using Eq. (1), where \( M \) is 10, emphasizes the duration where the speech waveform has a larger amplitude. However, a drawback appears in Fig. 1(b). The STE weighted function cannot completely attenuate the contribution of the residual peaks. The remainders of the residual peaks produce a biased spectrum and affect the estimation of the formant frequency, especially in the case of high-pitched speech. In order to resolve this problem, we devise an STE function based on the predicted residual signal in the next section.

3. Proposed Method

3.1 STE function based on residual signal

An STE function based on a residual signal is computed as

\[w'_n = \sum_{i=1}^{D} e_{n+i-1}^2\]
where $e_n$ is a residual signal (prediction error) and $D$ is the length of the STE window. The residual signal $e_n$ is computed as

$$e_n = s_n - \hat{s}_n = s_n - \sum_{i=1}^{p} a_i s_{n-i}$$  \hspace{1cm} (3)

where $\hat{s}_n$ is the estimated value, $p$ is the linear predictor order and $a_i$ are the predictive coefficients. In Eq. (3), $a_i$ are obtained by the covariance method as follows:

$$\sum_{i=1}^{p} a_i \phi_{ji} = \phi_{j0}$$  \hspace{1cm} (4)

where

$$\phi_{ji} = \sum_{n=p}^{N-1} s_{n-j} s_{n-i}$$  \hspace{1cm} (5)

Here, $N$ denotes time sequence samples of each speech frame.

Comparing Eq. (2) with Eq. (1), there is a difference. In Eq. (2), the value of the current weighted function is computed from the future residual signal. Our proposal is to avoid a computation delay. For a high-pitched speech signal, the duration of the glottal closed phase interval is very short. A computation delay will thus cause a severe extraction error. The use of the STE function based on the residual signal is justified by two aspects. Firstly, unlike the speech signal, the residual signal has a direct relationship with the glottal excitation source. The residual signal, $e_n$, is an approximation of the second derivative of the glottal waveform [16]. Secondly, the prediction error will be large in the main excitation interval. In particular, at the instant of glottal closure, the amplitude of the speech signal has the largest increase [17]. In the glottal closed phase interval, the values of the residual signal are assumed to be small [18]. Hence, calculating the STE function from the residual signal can emphasize the main excitation interval. As shown in Fig. 2, the STE weighted function calculated from the residual signal using Eq. (2), where $D = 8$, includes the residual peaks even for the main glottal excitation duration. It can be considered that the STE weighted function calculated from the residual signal can be used to locate the interval of the main excitation.

3.2 Pitch-synchronous analysis based on weighted STE function

Here we normalize the STE function $w'_n$ by $w'_{nn} = \frac{w'_n}{\max_{i} w'_i}$ for each frame, where $\max_{i} (w'_i)$ denotes the maximum value in each current frame. Then we subtract it from 1 to give

$$W'_{n} = 1 - w'_{nn}$$  \hspace{1cm} (6)

For the following computation, a small value of $d$ (e.g., 0.01) is introduced here and Eq. (6) is rewritten as

$$W'_n = \begin{cases} W'_n & W'_n \geq d \\ d & W'_n < d \end{cases}$$  \hspace{1cm} (7)

so that $W'_n$ can be a positive real nonzero value.

We combine Eqs. (1) and (7) to derive a new weighted function for locating the glottal closed phase interval. The new weighted function is expressed as

$$W_n = w_n \times W'_n$$  \hspace{1cm} (8)

The new weighted function has two advantages. Firstly, $W_n$ inherits the merit of $w_n$ of emphasizing the speech signal occurring during the glottal closed phase. Secondly, by multiplying by the $W'_n$ function, $W_n$ can also avoid the influences of the main glottal excitation source.

We considered how to extract the glottal closed phase interval by using the proposed weighted function $W_n$. Actually, instead of extracting the glottal closed phase interval directly from the speech signal domain, we search for the corresponding duration in the proposed weighted function domain. A threshold is introduced here to assist in extracting the most suitable duration. The threshold $\theta$ in this paper is experientially designed as

$$\theta = \begin{cases} \text{mean}(W_n) & F_0 \geq 200 \text{ Hz} \\ \frac{1}{2} \times \text{mean}(W_n) & F_0 < 200 \text{ Hz} \end{cases}$$  \hspace{1cm} (9)

where mean$(\cdot)$ denotes an average value. The value of 200 Hz is set as the boundary between male and female speech. For female speech with a high $F_0 \geq 200$ Hz, it is known that the wide spacing of harmonics leads to degradation of the formant estimation. However, the influence of the harmonic structure can basically be ignored for male speech. It has been shown that the relative estimation error of the formant is not affected significantly when $F_0$ is less than 200 Hz [3]. Since the formant estimation of male speech, whose $F_0$ is less than 200 Hz, can ignore the influence of
the harmonic structure, we reduced the value of $\theta$ so that more speech samples could be extracted. For the pitch-synchronous analysis of LP, a long interval can provide greater temporal stability of formant estimation.

Then, in the $W_n$ domain we locate the intervals whose values exceed the threshold $\theta$. Next, we compute the length of each located interval and choose the interval with the largest length, $L$, as the most suitable duration. We extract the speech signal duration corresponding to the location of the most suitable duration in the $W_n$ domain as the glottal closed phase interval. The extracted glottal closed phase interval is denoted as $\{s_q, s_{q+1}, \cdots, s_{q+L-1}\}$, where $q$ is the position number of the first sample in the extracted glottal closed phase interval, which corresponds to the location of the original speech frame in the $s_n$ domain. Figure 3 illustrates this procedure. In Fig. 3, the proposed weighted function $W_n$ in the upper panel corresponds to the speech signal $s_n$ for a frame in the lower panel. From $W_n$, we locate the intervals whose values exceed the threshold $\theta$, corresponding to the thick horizontal line, and select the interval with the largest length $L$ as the most suitable duration. The speech signal $\{s_q, s_{q+1}, \cdots, s_{q+L-1}\}$ corresponding to the location of the most suitable duration is obtained. Then, based on the extracted speech interval, the LP parameters can be computed.

The computation steps in the proposed method are summarized below:

**Step 1** Perform the STE computation of the speech signal and residual signal. The residual signal is estimated using the covariance method for frames.

**Step 2** After normalizing and implementing Eqs. (6), (7) and (8), a new weighted function $W_n$ is obtained.

**Step 3** Extract intervals for which the amplitudes of the proposed weighted function $W_n$ exceed the threshold $\theta$ and calculate the length of each extracted interval.

**Step 4** Select the interval with the largest length as the glottal closed phase interval, that is, $\{s_q, s_{q+1}, \cdots, s_{q+L-1}\}$. Actually, the length, $L$, may be smaller than the prediction order $p$ in the case of high-pitched speech. Hence, it is necessary to compare their sizes. If $L < p$, we extend the length of the glottal closed phase interval by adding speech samples in the reverse direction of time until $L \geq p$ is satisfied.

**Step 5** Compute the LP parameter by the following formulation [2]:

$$Y^T \hat{Y} \hat{a} = Y^T \delta$$  \hspace{1cm} (10)

where

$$Y = \begin{bmatrix}
  s_{q-1} & s_{q-2} & \cdots & s_{q-p} \\
  s_{q} & s_{q-1} & \cdots & s_{q-p+1} \\
  s_{q+1} & s_{q} & \cdots & s_{q-p+2} \\
  \vdots & \vdots & \ddots & \vdots \\
  s_{q+L-2} & s_{q+L-3} & \cdots & s_{q+L-p-1}
\end{bmatrix}$$  \hspace{1cm} (11)
Fig. 4 Block diagram of the proposed method

\[
\hat{a} = [a_1, a_2, a_3, ..., a_p]^T \quad (12)
\]

\[
\delta = [s_q, s_{q+1}, s_{q+2}, ..., s_{q+L-1}]^T \quad (13)
\]

and \(T\) denotes transposition.

The LP parameter, \(\hat{a}\), is obtained by

\[
\hat{a} = [Y^T Y]^{-1} Y^T \delta \quad (14)
\]

A block diagram of the proposed method is depicted in Fig. 4.

4. Experimental Results

4.1 Results for synthetic speech

To verify the effectiveness of the proposed method, several experiments have been conducted for synthetic vowels and real vowels.

4.1.1 Impulse train excitation

A synthetic vowel /o/ [8] was generated from an impulsive sequence excitation with a known value of the pitch period using the gain and autoregressive parameters \(G=0.1354, a_1=-1.53527, a_2=0.97789, a_3=-1.48396, a_4=1.78023, a_5=-0.71704, a_6=-0.73514, a_7=-0.76348, a_8=-0.12135, a_9=0.15552, a_{10}=0.17814\). The sampling frequency was 10 kHz. Depending on the pitch, various synthetic vowels /o/ can be generated. We utilized the generated vowels to evaluate the proposed method. Figure 5 shows the average LP power spectra of 95 consecutive frames estimated by three methods: the covariance method, WLP [5] and the proposed method. The four vertical lines represent the true formant values. The prediction order \(p\) of the all-pole model is set to 10 so that it is equal to the system order of the generated model. The frame length is set to 25.6 ms to include 256 samples and the frame shift is half of the frame length. The lengths of the STE window, \(M\) and \(D\), in Eqs. (1) and (2) are set to \(p\) and 8, respectively.

Figure 5 illustrates some noteworthy features. Firstly, the shapes of the LP power spectra estimated by the proposed method are stable and invariant regardless of the fundamental frequency \(F_0\). This means that the performance of the proposed method is basically not affected by the value of \(F_0\). Secondly, with increasing \(F_0\), the shapes of the LP power spectra estimated by the covariance method vary. It is observable that the performance of the covariance method is easily influenced by the value of \(F_0\). Although the first formant peak estimated by the covariance method occurs at nearly the true value at a high pitch with \(F_0 = 400\) Hz, it cannot be claimed that the formant estimation is not influenced by the value of \(F_0\). The reason why the first formant estimated by the covariance method is close to the true value is that the high-pitched \(F_0\) at 400 Hz happens to be close to the true \(F_1\) at 410 Hz. The LP power spectra estimated by the WLP can be seen to be less affected by the value of \(F_0\).

The average estimated prediction parameters for 95 consecutive frames at \(F_0 = 400\) Hz are summarized in Table 1. It can be seen from Table 1 that the estimation accuracy is highest for the proposed method.

4.1.2 Realistic excitation

Rather than using impulse trains, we utilized more realistic excitation waveform that can be used as an approximate human glottal source model to generate synthetic speech. Here, the Liljencrants-Fant (LF) model [19] was introduced to generate synthetic vowels. The LF model has been proved to be suitable for describing glottal area functions and capable
Table 1 Estimated parameters for synthetic vowel /o/ at $F_0=400$ Hz

| Parameter | True Value | Covariance Method | WLP     | Proposed Method |
|-----------|------------|-------------------|---------|-----------------|
| $a_1$     | -1.53527   | -1.52722          | -1.37631| -1.52569        |
| $a_2$     | 0.97789    | 0.88255           | 0.46616 | 0.95886         |
| $a_3$     | -1.48396   | -1.42887          | -0.61737| -1.46692        |
| $a_4$     | 1.78023    | 1.86355           | 0.89122 | 1.76031         |
| $a_5$     | -0.71704   | -0.78345          | -0.03677| -0.69407        |
| $a_6$     | 0.73514    | 0.87863           | 0.07798 | 0.71971         |
| $a_7$     | -0.76348   | -1.05215          | -0.22942| -0.75231        |
| $a_8$     | -0.12135   | 0.13832           | -0.29240| -0.13138        |
| $a_9$     | 0.15552    | -0.03390          | 0.18248 | 0.15710         |
| $a_{10}$  | 0.17814    | 0.27303           | 0.15253 | 0.18046         |

Fig. 5 LP power spectra estimated by the covariance method (blue lines), WLP (red lines) and proposed method (black lines) from the synthetic vowel /o/ whose fundamental frequencies $F_0$ range between 100 Hz and 400 Hz in seven steps.

of producing natural-sounding synthetic speech [20], [21]. We utilized the LP model as the glottal excitation source to generate five synthetic vowels whose sampling frequency was 10 kHz. The formant frequencies specified for the five synthetic vowels are listed in Table 2 [3], [16]. Then the generated speech is preemphasized by a $1 - z^{-1}$ filter to simulate the lip radiation characteristics.

We experimentally compare the estimation accuracy of the formant frequency of the proposed method with that of the covariance method, WLP [5] and LPRA [3]. The speech is preemphasized by a $1 - z^{-1}$ filter before analysis. The formant frequencies are estimated using the peak-picking technique to extract the peaks of the all-pole spectrum except for LPRA. The peak-picking technique has been shown to be reliable, especially when handling formants that are located at low frequencies or close to each other [22]. For consistency with the original LPRA method in [3], the formant frequencies for LPRA in this paper are also estimated using the root-solving method from the estimated AR parameters. The lowest three formant values in 95 consecutive frames are obtained and used for evaluation. The other experimental specifications are summarized as follows:

- frame length: 25.6 ms
- frame shift: 12.8 ms
- prediction order: $p = 12$
- length of the STE window: $M = p$ (used in WLP and proposed method)
- length of the STE window: $D = 8$ (used in proposed method)
- window function: Hamming (used in LPRA)
- number of FFT points: 1024 (used in LPRA)

The relative estimation error (EE) [3] is introduced to evaluate the performance of the proposed method. EE for five vowels is expressed by

$$ EE_i = \frac{1}{5} \sum_{j=1}^{5} \sum_{k=1}^{K} \left| \frac{F_{ij,k} - F_{ij}}{F_{ij}} \right| \times 100\% $$

(15)
where $\hat{F}_{ij,k}$ is the estimated $i$th formant frequency of the $j$th vowel at the $k$th frame, $F_{ij}$ denotes the true value of the $i$th formant frequency of the $j$th vowel and $K$ is the frame number.

Figures 6 - 8 respectively show the average relative EE of the first, second and third formant frequencies for the five synthetic vowels. Comparing these results, it is worth noting that although $F_0$ varies, the proposed method provides stable and small EE values for each formant. In other words, the influence of the pitch is eliminated in the proposed method. As can be seen in these figures, the frequency estimation error for the first formant is more severe than those for the second and third formants for most values of $F_0$. Namely, frequency estimation of the first formant is much more easily influenced by $F_0$ than that of the second and third formants.

Furthermore, we averaged the estimation errors of the first three formants of the five vowels as follows:

$$EE = \frac{1}{3} \sum_{i=1}^{3} EE_i$$  \hspace{1cm} (16)

Figure 9 shows the average error for the first three formants of the five vowels obtained from Eq. (16). The results suggest that the proposed method produces the smallest formant estimation error in general. This indicates that the proposed method is capable of eliminating the influence of glottal excitation. In general, the estimation accuracy of WLP and LPRA is better than that of the covariance method, which implies that the WLP and LPRA methods are less vulnerable to changes in $F_0$ than the covariance method.

The proposed method is also applied to analyze speech signals including both poles and dips. Two high-pitched speech signals are synthesized by exciting pole-zero resonators with a glottal waveform generated using the LF model. The frequencies and bandwidths of the poles are set to 800, 1200 and 3500 Hz and 50, 100 and 120 Hz, respectively. The frequency and bandwidth of the zero are set to 2200 and 100 Hz, respectively [23]. Two sounds are synthesized with $F_0 = 300$ Hz and $F_0 = 350$ Hz. The synthesized sounds are pre-emphasized by a $1 - z^{-1}$ filter. The experimental specifications are similar to those of the five synthetic vowels.

Figures 10 and 11 show the average spectra of ten consecutive frames estimated by four methods. The vertical dotted line and thick line represent the locations of $2F_0$ and the first formant, respectively. Since one assumption of LP analysis is that the vocal tract model in LP analysis is an approximation of an all-pole model, all four methods based on the LP formulation
failed to extract the zero location. We compared the formant (pole) estimation performance of these four methods. In Fig. 10, the first formant estimated by WLP, LPRA and the proposed method is close to the true value. However, the first formant estimated by the covariance method clearly deviates from the true location and is close to the second harmonic structure expressed by the vertical dotted line. It can be seen that the performance of the covariance method is more seriously affected by the pitch structure than other methods.

Some similar phenomena can be seen in Fig. 11. Firstly, both the covariance method and the WLP fail to accurately exhibit the first and second formant peaks. In particular, the location of the first formant peak estimated by these methods is near to the second harmonic structure denoted by the vertical dotted line. Secondly, although the LPRA estimates the second formant peak accurately, the first formant peak deviates from the true location represented by the vertical black line. On the other hand, the proposed method exhibits basically accurate formant peaks that are near the true ones due to its ability to exclude the influence of the pitch harmonic structure. These results indicate that even if the proposed method is applied to high-pitched speech consisting of poles and zeros, the proposed method is effective for extracting the formants (poles).

4.2 Results for real speech

Real vowels are also used to verify the effectiveness of the proposed method. Two real vowels uttered by female speakers are used to evaluate the performance of the method. The two speech data are as follows:

- /u/ in /bu/ at $F_0 \approx 300$ Hz
- /o/ in /bo/ at $F_0 \approx 340$ Hz

The experimental specifications are similar to those for synthetic vowels in Sect. 4.1.2. Figures 12 and 13 show the spectra of /u/ and /o/ estimated by the covariance, WLP, LPRA and proposed methods for 10 consecutive frames, respectively. In Fig. 12, it can be seen that all the methods extract formants well at the high-pitched vowel. However, the disparity in the performance among these methods is clearly reflected in Fig. 13. From Fig. 13, it is observed that the LPRA and proposed methods succeeded in tracking the first and second formants, while the covariance and WLP methods failed to separate the first and second formants when their frequencies were close.

Since the exact formant frequencies of real vowels are not known, we cannot provide an EE to evaluate the estimation performance of these methods. Here we summarize the estimation performance in terms of the mean and standard deviation, as introduced in [24]. Table 3 shows the estimation performance of /u/ in /bu/ at $F_0 \approx 300$ Hz for 48 consecutive frames in terms of the mean and standard deviation. The mean followed by the standard deviation are shown in the parenthesis.

Unlike the case of /u/, in which all the methods can successfully extract the five formants, in the case of /o/ the methods cannot estimate all five formants. Here we introduce well-estimated numbers 1 to evaluate the performance. Then the mean and standard deviation were computed from the well-estimated formants. The estimation performance of /o/ in /bo/ at $F_0 \approx 340$ Hz in terms of the well-estimated numbers, mean and standard deviation for 52 consecutive frames is shown in Table 4. The mean and standard deviation are shown in the parenthesis. From Table 4, it can be seen that the mean values of the first formants are near the true ones due to its ability to exclude the influence of the pitch harmonic structure. These results indicate that even if the proposed method is applied to high-pitched speech consisting of poles and zeros, the proposed method is effective for extracting the formants (poles).

---

1 Well-estimated numbers are the numbers of well-estimated formants. From the distribution of formants for female speech, the well-estimated formants are defined as follows: the peaks extracted in the region [0, 1500] Hz are defined as the first and second formants in a sequence; the peaks extracted in the region [2000, 4000] Hz are defined as the third and fourth formants in a sequence; the peak extracted in the region [4000, 5000] Hz is defined as the fifth formant.
The experimental specifications are similar to those of the method. The two speech data are as follows: female speakers are used to evaluate the performance of the proposed method. Two real vowels uttered by 4.2 Results for real speech of the formants (poles).

zeros, the proposed method is effective for extracting the influence of the pitch harmonic structure. These results indicate that even if the proposed method is near the true ones due to its ability to exclude the formant peaks. In particular, the location of the first formant deviates from the true location represented by the vertical dotted line. On the other hand, the proposed method exhibits basically accurate formant peaks that fail to accurately exhibit the first and second formant location and is close to the second harmonic structure denoted by the vertical dotted line. It can be seen that the performance of the covariance method clearly deviates from the true value. However, the first formant estimated by the covariance method is more seriously affected by the pitch structure than the other methods. In Fig. 10, the first formant estimated by the covariance method clearly deviates from the true location and is close to the second harmonic structure denoted by the vertical dotted line. It can be seen that all the methods extract formants well at the high-pitched vowel. However, the disparity in the performance among these methods is clearly reflected in the formant (pole) estimation performance of these four methods. Here we introduce well-estimated numbers of /o/ the methods cannot estimate all five formants. Some similar phenomena can be seen in Fig. 11. Since the exact formant frequencies of real vowels are not known, we cannot provide an EE to evaluate the performance. Then the mean and standard deviation are shown in the parenthesis. From Table 4, the well-estimated formants are defined as follows: the peaks extracted in the region $[0, 1500]$ Hz are defined as the first and second formants in a sequence; the peaks extracted in the region $[2000, 4000]$ Hz are defined as the third and forth formants in a sequence; the peak extracted in the region $[4000, 5000]$ Hz is defined as the fifth formant.

Fig. 12 Spectra of /u/ in /bu/ at $F_0 \approx 300$ Hz estimated by covariance (a), WLP (b), LPRA (c) and proposed method (d).

Fig. 13 Spectra of /o/ in /bo/ at $F_0 \approx 340$ Hz estimated by covariance (a), WLP (b), LPRA (c) and proposed method (d).
The LP analysis tends to focus on the stability of the resulting all-pole filter. The proposed method, which is based on a nonstationary formulation, cannot guarantee the stability of the resulting all-pole filter. However, the stability of the resulting all-pole filter is an important issue, especially when applied to applications such as speech synthesis. The transfer function of the all-pole filter can be modeled as

$$H(z) = \frac{G}{1 + \sum_{i=1}^{p} a_i z^{-i}}$$

where $a_i$ represents the $i$th pole. For a stable all-pole filter, all poles must be strictly inside a unit circle, which means that $|a_i| < 1$. As a nonstationary formulation for LP analysis, the resulting all-pole filter estimated from the proposed method may become unstable. When $|a_i| > 1$, $a_i$ is replaced with $p_i / |p_i|^2$ so that the all-pole filter becomes stable [25].

5. Discussion

There are two important parameters, $D$ and $\theta$, in this paper. The parameter $D$ is considered as the length of the main glottal excitation areas. The length of the main glottal excitation areas varies with $F_0$ and is a certain proportion of a glottal cycle. For real speech, it is difficult to extract the interval exactly. Even for an equivalent glottal cycle length, some factors such as the stress accent will also affect the length of the main glottal excitation areas. The optimal proportion of the main excitation areas for the glottal cycle used in [6], 32% of $T$, is introduced here to compute the length of $D$, where $T$ denotes the length of a glottal cycle. For a female speech signal with the upper limit $F_0 = 400$ Hz sampled at a rate of 10 kHz, the length of the main glottal excitation areas is calculated as 32% of $(10000/400) = 8$. General speaking, $D$ increases when $F_0$ decreases. However, the setting of $D = 8$ was used in all the above experiments. This is because the final proposed weighted function $W_n$ is the product of $w_n$ and $W_n^\prime$. $w_n$ can compensate the influence of $W_n^\prime$ caused by the insufficient length of $D$ so that the performance of the desired duration extracted by $W_n$ is not affected.

The other important parameter $\theta$ is the threshold, which is used to determine the interval of glottal closed phase areas. Under the most common condition, the length of the glottal closed phase interval is assumed to be equal to that of the glottal open phase interval for a glottal cycle. Since the amplitude of speech samples in a glottal closed phase interval is larger than that in a glottal open phase interval, the average value can be utilized as a threshold to extract the glottal

| $F_0$ | Cov. | WLP | LPRA | Prop. |
|-------|------|-----|------|-------|
| $F_1$ | (428,17) | (440,23) | (433,38) | (429,23) |
| $F_2$ | (1563,10) | (1576,10) | (1556,38) | (1609,16) |
| $F_3$ | (2712,30) | (2640,15) | (2618,129) | (2619,17) |
| $F_4$ | (3720,31) | (3685,32) | (3676,63) | (3680,53) |
| $F_5$ | (4223,23) | (4235,19) | (4232,33) | (4213,25) |

Table 3 Estimated means and standard deviations for /u/ in /bu/ at $F_0 \cong 300$ Hz

| $F_0$ | Cov. | WLP | LPRA | Prop. |
|-------|------|-----|------|-------|
| $F_1$ | 52 | (685,9) | 52 | (689,11) |
| $F_2$ | 4 | (979,8) | 7 | (953,14) |
| $F_3$ | 52 | (2910,46) | 52 | (2908,35) |
| $F_4$ | 13 | (3758,39) | 9 | (3804,49) |
| $F_5$ | 52 | (4382,52) | 52 | (4390,36) |

Table 4 Estimated well-estimated numbers, means and standard deviations for /o/ in /bo/ at $F_0 \cong 340$ Hz

The LPRA basically failed to extract the second formant, while the LPRA and the proposed method could successfully estimate the second formant in most cases. Note that the interval applied to compute the LP parameters by the proposed method is short, especially in the case of high-pitched speech.
closed interval easily. This is why $\theta$ is experientially fixed to the average value of $W_n$ for female speech ($F_0 \geq 200$ Hz) in this paper. The experimental results show that setting the parameter $\theta$ to the average value of $W_n$ for female speech is effective. The setting of $\theta$ is certainly under a trade-off condition between formant estimation accuracy and temporal stability. A more effective and automatic way of setting the threshold $\theta$ is under investigation.

6. Conclusions

In this paper, a pitch-synchronous analysis technique for linear prediction was proposed by employing the STE function based on speech and residual signals. The proposed method locates a duration of glottal closure that excludes the speech samples when the glottis is open and leads to the more accurate frequency estimation of formants. Based on the experimental results, the proposed method is shown to be suitable for analyzing high-pitched speech signals and robust against changes in the glottal excitation source.
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