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Abstract
This work addresses both practical and theoretical purposes for the encoding and the exploitation of linguistic resources for feature based Lexicalized Tree Adjoining grammars (LTAG). The main goals of these specifications are the following ones:

1. Define a recommendation by the way of an XML (Bray et al., 1998) DTD or schema (Fallside, 2000) for encoding LTAG resources in order to exchange grammars, share tools and compare parsers.

2. Exploit XML, its features and the related recommendations for the representation of complex and redundant linguistic structures based on a general methodology.

3. Study the resource organisation and the level of generalisation which are relevant for a lexicalized tree grammar.

1. Introduction

A working group gathering people, mainly from TA-LaNa (University of Paris 7, France), ENST (Paris, France), INRIA (Rocquencourt, France), LORIA (Nancy, France) and DFKI (Saarbrücken, Germany) who are currently working on this formalism, made it necessary to define a shared and common representation of grammars with the aim of exchanging both grammars and associated resources, developing normalised parsers and specifying generic tools. Our proposal, TagML (Tree Adjoining Grammars Markup Language) is a general recommendation for the encoding and exchange of the resources involved in LTAG. This paper presents a model and a syntax to represent, encode and maintain LTAG grammars independently of any development, software and architecture.

A significant number of works are based on the TAG (Tree Adjoining Grammar) formalism (Joshi et al., 1975). Still for the moment, none has led to a common representation format of the grammars which would facilitate the exchange of TAG grammars and associated data, as well as for developing normalised parsers and specifying generic tools with a full compatibility. Research and work around the formalism of Lexicalized TAG (LTAG) (Abeillé, 1991) increased during last ten years both for the linguistic point of view and for the computational level. Based on solid mathematical foundations, the linguistic choices associated to the LTAG formalism remain relatively free and contribute to the variety of results and to the important number of developments and applications.

The XTAG system, developed in the early nineties, offers the first workbench dedicated to LTAG grammar design and a Earley-like parser. However, the integrated parser provides only a binary answer (accepted or rejected sentence) hardly compatible with the test of a large grammar. Partial results and diagnostics about errors are necessary to test a grammar and to identify the step involved in the failure of a parse during grammar debugging. Thus, designing a new parser is justified but integrating new components to the XTAG system is technically very difficult for someone that has not been involved in the initial development of the system. More generally, this system has not been developed technically to be distributed since it is based on proper and non specified formats. It requires a narrowly-specialised skill for its installation, its usage and its maintenance.

In this introduction, we describe our approach for the definition of a generic architecture for encoding and managing TAG grammars, the contribution of XML and a global structure for an LTAG grammar. The remainder of this paper is organised as follows. In the section 2, we give an overall view of the TagML architecture and we start with a presentation of the elementary tree encoding principles including a description of the phrase structure components and the feature structures and their place within the TagML architecture. We complete the section with the notion of tree families allowing a meta-description and organisation of elementary trees. In section 3, we tackle the problems connected to the lexicon management and their links with the remainder of the resources. We propose an organisation of these resources within an abstract relational model. Section 4 is concerned with managing of the parsing result and output, which means representing all derived trees (the phrase structures of a sentence) and in parallel all derivation trees (structures closed to semantic dependency tree of a sentence).
1.1. Towards a generic architecture

The definition of a generic tool for parsing and managing LTAG grammars supposes a common language specification, shared by the concerned community. The first step toward a more generic and flexible tool undergoes the definition of an appropriate encoding for the management of large-size linguistic resources. This encoding should be able to structure possibly heterogeneous data and give the possibility of representing the inevitable redundancies between lexical data. Consequently, we decided to define TagML as an application of the XML recommendation.

Derived from the SGML, a standard (ISO, 1986) for encoding electronic texts with information about the structural layout and content of the document, the XML recommendation stands out as one of the best encoding schema for structuring information and providing interesting possibilities for managing and accessing textual data components. These aspects have been exploited for managing linguistic resources within the Text Encoding Initiative or TEI guidelines (Sperberg-McQueen and Burnard, 1994).

The normalisation of resource associated to a LTAG grammar is a necessity first to interchange data between members of the community working on this formalism, then to share tools with the aim to evaluate and compare our results. This normalisation process will offer to the community the opportunity to take benefit of some existing tools (editors, grammar design workbench, tools for testing and comparing different parsers, etc.) and also to exploit reusable software components. Anyone implementing a tool on the basis of the TagML encoding can guarantee its interoperability with existing ones.

The initial motivations for this encoding proposition are mainly centred on the notion of grammar re-usability as well as the software independence and perenniality on the whole. It should be noted that the choices we proposed in this paper are complementary to a set of tools intended to be easily and freely distributed to the community: we could mention an XML parser, graphical editors and a parsing workbench. The developments are based on Java which ensures them reliability and portability.

1.2. Why XML for encoding LTAG grammars?

Although it is still young, the motivation for using XML for encoding LTAG resources comes from the following properties that appear to be particularly relevant for our needs:

- XML is a meta-language for defining markup languages. It provides a common syntax for structuring resources according to their content, meaning, and above all their logical structure. It provides a means to encode and exchange linguistic resources in an independent way, between applications for display, manipulation and processing.

- The virtual resources principle (several view and/or level of annotation onto the same data) can be exploited for the management of lexicon by offering different entry points to the same data (see the example on figure 1). For example, one could reverse a morpho-syntactic lexicon designed first for parsing (entries are the inflected forms) to a morpho-syntactic lexicon dedicated for the generation task (entries are the lemma and a set of morphological features). This notion of virtual resources avoid notably the duplication of data at the physical level and make the maintenance of the resources easier.

- The consistency of an LTAG grammar is very important for developing a broad-covering grammar which supposes several developers, several lexical components, etc. In our case, the consistency of a grammar is a consequence of the validation of its XML encoding with a specific DTD defined by the concerned research community.

- Loading a whole Lexicalized TAG with a system such as XTAG (Doran et al., 1994) is time-costly and resource consuming. In term of implementation, it means that some important efforts have been made to normalise and especially optimise the input reading and access to XML data. An interesting property of XML is that it is no more necessary to load the whole XML encoded lexicon to search for some particular entries. Some normalised software components, as the SAX (Simple API for XML) interface, provides this kind of functionalities in a plain manner.

- The requirements in data typing and preprocessing (for example typing in term of left or right auxiliary tree) can be easily solved at two different levels, either at the description level or at the application level. The first level means that we can describe the propriety to test with a restricted DTD. The second level is handled by the XML application and the propriety is tested by the implementation. Both solutions are of course combinable.

- Finally the semi-structured data model, underlying to XML, allows the use of extended queries based both on the hierarchical structure and the contents of the resources.

1.3. Structure of an LTAG grammar

The exploitation of virtual resources for the encoding of a LTAG grammar is promising but supposes to identify explicitly within a whole LTAG grammar the various resources involved first in the morphological component, in the syntactical lexicon and in the set of elementary trees,
but also in the shared forests corresponding to derived and derivation trees resulting from a LTAG parsing.

Writing a global DTD for all these resources supposes to identify the constraints on these different data. The writing of a property DTD allow complementary to exploit the descriptive power of XML to check specific properties and consistency constraints in a LTAG grammar.

The application of an XML encoding can be view as a linguistic engineering work, but the researches needed to define the encoding principles suppose a deep study of the LTAG formalism and its properties. We will see that this study has also opened interesting issues for the parsing point of view. More generally, we think that this work shows the relevance of the XML formalism for the representation of complex heterogeneous data.

2. Encoding of an elementary tree schema

2.1. Principle

We call elementary tree schema a non-lexicalized elementary tree which is the classical tree used in existing LTAG lexicon to factorize complete elementary tree representations. The term schema can be also used, see (Candito, 1999). In an elementary tree schema, we can distinguish:

- The structural part, i.e. a partial phrase structure or a partial parsing tree.
- The set of feature equations constraining top and bottom feature structures.

One can note that these two parts present many redundancies in the different elementary trees due to the lexicalization and the extended domain of locality property. We want to be able to encode these redundancies in order to exploit them to improve the parsing process.

Some specifications for the encoding of elementary tree families has been proposed on the basis of the SGML norm (Issac, 1998). A tree family gathers the elementary tree schemas that can be considered as the syntactic realization of the same predicate-argument schema. This kind of structure for the set of elementary trees is frequent because it makes the development of a grammar easier. Still, by associating a tree family to a lemma, the entry can really anchor only a subset of the elementary tree schemas of this family. This subset can be small for inflected languages as French, Spanish or Korean. The selection is proceeded with filtering features during the lexicalization stage. Such an unification operation is costly while it is possible to indicate statically in the lexicon the exact set of elementary tree schemas that can anchor a precise inflected entry. Our choice is to consider the elementary tree schema description as the document to encode. A tree family is just a particular and optional view on a set of these elementary tree schemas.

An example of the representation of a schema proposed by (Issac, 1998) is given on figure 2. We can note that the encoding of the features is basic and just correspond to introduce common labels for shared feature values. We exploit XML first to encode feature equations without these labels, secondly to avoid redundancies.

We keep from (Issac, 1998) most of the elements involved in the elementary tree schema structure encoding:

```xml
/* ... */
<n id="n1">
  <val amp; p;/></val>
  <fs type="b">
    <f name="num">sing</f>
    <f name="pers"><l id="n1"/></f>
  </f>/* ... */
</n>
```

Figure 2: Node representation in (Issac, 1998)

- `<t>` : elementary tree, document that we specify in this part.
- `<n>` : general node, the attribute cat gives the category of this node and the attribute type distinguishes foot node, substitution node and anchor.
- `<fs>` : feature structure, of type bottom or top
- `<f>` : typed feature (attribute-value) similarly to the TEI. For typed feature equation, we introduce the element `linkGrp` specified in the TEI specifications to group internal or external links (element `link`) and their re-usability.

2.2. Structural component

Similarly to (Issac, 1998) proposal, we represent straightforwardly by an isomorphy the tree structure of an elementary tree schema and the XML tree structure (see figure 3).

```xml
<%> 
<n id="n0">n="0" cat="P">
  <n id="n1" n="1">
    <t type="b">
      <f id="n0" n="0" cat="N"/>
      <f id="subs" n="N"/>
      <f id="subs" n="N"/>
    </t>
    <n id="n2">
      <val id="pers">pers</val>
    </n>
  </n>
</n>
```

Figure 3: Isomorphy between elementary tree schema and XML tree structure

In practice in a broad-covering lexicalized grammar, the redundancy of common substructures is very important. For instance, the subtree dominated by a V category with a depth of 1 (the anchor and the pre-terminal category) is shared by most of the trees describing verbal syntactical context (several hundred of trees for the English XTAG grammar, several thousand for the French LTAG grammar). This redundancy can be very useful to encode for linguistic or efficiency issues. In order to represent these redundancies, we propose to use the XML links and to identify systematically every nodes. We use the principle of virtual resources systematically to obtain only one representation of the different nodes within the whole grammar. Consequently each structure or complete elementary tree is a particular structuring view of these XML documents.

2.3. Feature equations

The TEI proposes a recommendation for the encoding of feature structures that we propose to integrate to TagML.
This normalisation allows to type the features and to represent explicitly feature percolation. The features used in the LTAG formalism are only with atomic value thanks to the extended domain of 'locality' principle.

The feature equations of an elementary tree schema can be viewed as a global term for a complete elementary tree, or as several terms distributed in the various nodes of an elementary tree sharing common variables. We propose to link directly the shared features in order to avoid the necessity to manage shared labels during the parsing of the features structures. These links are specified in linkGrp.

We have the possibility to give a type to a linkGrp, i.e. for a feature equation, for instance subject-verb agreement, then by identifying this linkGrp to share the corresponding feature equation to several elementary tree schemas. If we still consider the example of subject-verb agreement feature equation, the corresponding linkGrp will be shared by all elementary tree schemas that include this kind of agreement. The nodes that carry the features linked by percolation can be identified given the two following ways:

- By the definition of global and unique identifiers for the nodes for all the elementary tree schema belonging to a unique tree family (all the nodes that represent a subject are identified by the same id).
- By a special attribute which identifies the function of a given node involved in the feature equation. The access to these specific nodes are obtained with the selection language proposed both for XSL Transformation Language (Clark, 1999) and for the XML pointers called XML Paths (Clark and DeRose, 1999).

As we can see in figure 4, the percolated feature is linked to the linkGrp corresponding to the feature equation, so it is straightforward to access with this link all the other features which shared the same value, without dealing with any labels and table of labels.

![Figure 4: Shared features and factorisation of common feature equation](image)

These identifications of nodes are fully compatible with the automatic generation system of elementary tree schemas of (Candito, 1996) and both works are complementary. Such a system can identify the unique function associated to the different nodes of a given elementary tree schema. Since the feature equations are shared and typed, we can apply on them a specific treatment in order to shared computation and consequently decrease significantly the number of unification. This optimisation is important because the worst case complexity of the unification in LTAG is exponential.

### 2.4. Morpho-syntactic lexicon

#### 2.5. Global structure of a TagML document

The TagML DTD is quite simple since it defines only 15 elements and 16 attributes (without counting the XML Link attributes). A `<tag>` document is composed of `<tlist>` elements, each one containing a list of generic trees `<t>` (see figure 6).

![Figure 6: Global structure of a TagML document containing a set of generic elementary trees](image)

### 2.6. Tree family

In order to manage efficiently a set of elementary trees that could be quite large, TagML provides a mechanism allowing to gather elementary trees sharing a same sub-categorisation frame and corresponding to different syntactic structures. A possibility to describe a tree family (indicated by the tag `<tfamily>` from a set of elementary tree schemas is obtained by defining a set of links to a subset of elementary tree schemas.

The figure 7 presents an example of tree family definition (in this example `I1.VTA.0` and `I2.VTD.1B` refers to two elementary tree schemas for transitive verbs and `I2.adjectif6` and `I1.adjectif1` to two elementary tree schemas for adjectives).

### 3. Lexicon

For a Lexicalized Tree Grammar, lexicon and grammar are merged into a syntactic lexicon, but we usually consider three kinds of data bases:

- a morpho-syntactic lexicon
- a syntactic lexicon
The encoding of the syntactic grammar is more complex than single elementary tree schemas. The role of this lexicon is to link lexical entries to the right set of schemas. Figure 8 proposes an example of a very simple encoding for this lexicon, which only consists in an enumeration of the correct schema for all valid inflected entries. The complexity is the consequence of the fact that many pieces of information are in relation and are distributed in these three kinds of data.

Our first attempt to define encoding principles for these lexicon was done directly on the basis of the XML formalism without any special regards on the abstract organisation of the data. This first result was not satisfactory for two main weaknesses: the limited possibility for extending the encoding principles and the limited sharing of distributed resources according to the virtual resource principle. The main reason is that XML does not offer an abstract view on the logical organisation of resources that would allow to define directly general encoding principles. To model these resources and their global organisation we have then used an abstract relational model which allows the representation of each independent resource and its relation to others. This abstract relational model have a direct realisation in XML.

The relation model for LTAG is presented in the next section and should result in an XML DTD for the syntactic grammar level in future work.

### 3.1. The RROM

Our abstract level of representation is called RROM (Relational Resource Organisation Model). A RROM is composed of a set of Resource Entities (RE) and a set of relations between these entities. A RE corresponds to an independent and abstract type of data that is used in NLP systems (for example, word, lemma or category). A set of resources, Independent data means that this data is not the result of a set of relations between other RE. A RE is represented with a general name and is associated to a data
type definition. An instantiation of a RE is a realization of this RE according to the corresponding data type specifications. In following figures, an RE is graphically represented with a square box.

The relations between entities used in this model are characterised by two couples of integers on each edge. Depending on the direction of the relation, this couple gives the arity of the relation with the RE given by the edge, by analogy to the couples on the edges used in relational databases entity/relation models. Two RE can also be in relation. A RROM can be graphically represented with diagrams describing which REs are related to one another. In these diagrams, a Resource Relation (RR) is represented with ellipsis. We distinguish two kinds of edges: Unary edges (single line) which indicate a single link relation and n-edge (double line) which means that a relation can link n instantiations of a RE at the same time.

A morphological lexicon database, as MULTEXT (Ide and Véronis, 1994), usually associates an inflected word to a set of lemmas and a set of features. Reversible access is needed for generation for example. A lemma is an abstract entity that is represented with a normal form of a word (the entry of a dictionary) and can be realized with all possible flexions of a word. We can distinguish as resources entities inflected words, lemma and morphological features (including a category) that will characterise the inflection. An inflection is a relation between one inflected word, one lemma and a set of morphological features. Depending on the sense that one follows this inflection relation (from the lemma or from the inflected word), we obtain a reversible access. Each lemma is characterised by a link to one inflected word which is the normal form that identify this lemma (see figure 5). Respectively, an inflected word is not always the normal form of a lemma.

### 3.2. The LTAG syntactic lexicon

The previous RROM model for morphological lexicon is extended to the other resources needed at the syntactic level. An inflection (a lemma and a set of morphological features including verb mode for example) corresponds to a set of schemas. This lexicalization relation can include the instantiation of co-anchors (a lemma and a set of possibly under-specified morphological features) and of some additional syntactic features in the schema. Each syntactical instantiation give a complete elementary tree. If we assume that linguistic principles given in (Abeillé et al., 1990) and (Candito, 1999) are fulfilled by the grammar, each syntactical instantiation corresponds to only one semantic instantiation (semantic consistency principle). This model allows an incremental view of the lexicon resources that could be extended easily.

The figure 9 presents the corresponding RROM. To simplify, tree families and structuration of features are not in-
4. Parsing forest

4.1. Principle

The result of a parsing based on a LTAG is two packed representations called shared forests representing respectively all derived trees and all derivation trees. The representation of such a forest with XML is possible by using XML links. The resulting structure is equivalent to an acyclic graph representation. Maintaining this kind a shared structure allows a more compact representation according to the size of the data but also more efficient and useful for sharing additional semantic processing.

4.2. Derived tree forest

A derived shared forest is an element corresponding to a tag <def/>. The trees are then expressed similarly as an elementary tree schema. The nodes can contain only one feature structure center resulting from the unification of top and bottom feature structures, or the two non-unified feature structures if we consider a partial derived tree.

4.3. Derivation tree forest

We consider here two kinds of nodes (corresponding to a element with the tag <n/> for the derivation trees (corresponding to a tag <df/>): node for initial tree (the value of the attribute type is i) and node for auxiliary tree (the value of the attribute type is a). For such a node representing a given elementary tree, an additional attribute also represents the Gorn address of the node where the attachment has been realized with the father tree, the name of the elementary tree schema and the lexical string anchoring the tree.

5. Conclusion

We have presented in this paper the first specifications of a general encoding of the various linguistic resources involved in the LTAG formalism called TagML. This work can be view as a generalisation and a normalisation of the XTAG format. It includes first a complete specification for the encoding of elementary tree schemas:

- Used in an implemented graphical workbench for LTAG.
- Associated to a XSL style sheet in order to produce LTAG documentation (on the basis of the psittricks package).

We have also proposed some high level specifications for the lexicon based on a relation model called RROM and a straightforward extension to the encoding of results (derivation and derived forests). The lexicalization of the formalism and the complex distribution of the resources in several knowledge sources raise several problems if we want to capture sharing properties. Considering these difficulties, the XML encoding formalism is powerful and relevant to represent complex heterogeneous linguistic resources. Future works on TagML will complete the encoding specification of the lexical components.

Parallel works (Lopez and Romary, May 2000) focus on the efficiency of XML-based processing, including an efficient internal representations directly deduced from XML documents and based on Finite State Techniques. Applied to TagML, our ambition is then to provide a complete and efficient LTAG resource management system based on an XML architecture. We welcome all contributions to the current undergoing development of the TagML specification and we hope that it will appear enough promising to give rise to interests and possible contributions from the whole LTAG community.
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