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Abstract

Recent works demonstrate that early layers in a neural network contain useful information for prediction. Inspired by this, we show that extending temperature scaling across all layers improves both calibration and accuracy. We call this procedure “layer-stack temperature scaling” (LATES). Informally, LATES grants each layer a weighted vote during inference. We evaluate it on five popular convolutional neural network architectures both in- and out-of-distribution and observe a consistent improvement over temperature scaling in terms of accuracy, calibration, and AUC. All conclusions are supported by comprehensive statistical analyses. Since LATES neither retrains the architecture nor introduces many more parameters, its advantages can be reaped without requiring additional data beyond what is used in temperature scaling. Finally, we show that combining LATES with Monte Carlo Dropout matches state-of-the-art results on CIFAR10/100.

1. Introduction

Motivation. Recent work in computer vision relates the difficulty of an example to its activations at the intermediate layers of the neural network. For example, when linear classifiers (a.k.a. “probes” [2, 14]), are trained on the intermediate activations, it is observed that easy examples tend to be classified correctly by all layers while difficult examples are classified correctly by the last layers alone [4, 9]. In [2], it is noted that the linear separability of classes increases monotonically with depth, suggesting that early layers might be solving a simpler version of the prediction task. This agrees with other conclusions in early-exit strategies in computer vision [23, 48] in which less compute is used at inference time for easy examples. Along similar lines, it has been noted when studying transfer learning [45, 53], memorization [3, 9], and pretraining with random labels [37] that early layers tend to learn general-purpose representations, which are useful for most examples such as edge detectors, whereas later layers specialize.

The previous observations point to an intriguing hypothesis: does performance (e.g. in terms of calibration and accuracy) improve when multiple layers in the neural network vote during inference but not necessarily equally? One recent evidence that supports this hypothesis was demonstrated in the context of transfer learning, in which probing the intermediate layers was found to be a useful alternative to fine-tuning pretrained models [14].

In this work, we introduce “layer-stack temperature scaling” (LATES), which extends temperature scaling to intermediate layers in the neural network and aggregates their predictions using the stacking procedure [52]. Similar to temperature scaling, LATES is a post-hoc method that does not retrain the model nor introduces many more parameters; it only increases the total parameter count by a meager 1%. Unlike temperature scaling, however, LATES improves accuracy, calibration and area under the ROC curve (AUC). In fact, LATES leads to better calibration even when compared to temperature scaling both in- and out-of-distribution (OOD), particularly in the small-data regime. Moreover, combining LATES with Monte Carlo Dropout [15] matches state-of-the-art results on CIFAR10/100 as reported by the Uncertainty Baselines Benchmark [39].

Overview. Before introducing layer-stack temperature scaling (LATES), it is useful to recall first how temperature scaling [18] works. Temperature scaling is a post-hoc method for calibrating neural networks. It is an extension of the classical Platt scaling algorithm [44] to the multiclass setting. It rescales the logits by a scalar $\tau \in \mathbb{R}^+$ chosen according to a separate validation dataset to optimize a proper scoring rule, where proper scores are those that are guaranteed to yield a perfectly calibrated predictor at their minima at the infinite data limit [17]. Proper scores include, for example, the negative log-likelihood (a.k.a. cross-entropy or log loss) and the Brier score (a.k.a. square loss). Despite its simplicity, temperature scaling yields competitive results in practice for in-distribution data [18, 28, 42] but can fail under modest levels of distribution shifts [42].
In probe scaling, $d$ linear probes are injected into the intermediate representations of the neural network. Each probe is trained to maximize a proper score, such as the log-loss or square loss, where the loss is chosen according to the desired measure of calibration (e.g., log-likelihood or Brier). Afterward, the logits of all probes are concatenated together to form a new representation. Finally, an aggregator (linear classifier) with $d$ temperature parameters (shown as $\beta$’s) is trained to output the probability scores.

In LATES, on the other hand, temperature scaling is extended to intermediate layers of the neural network as shown in Figure 1. First, given a deep neural network that can be partitioned into $d$ blocks (e.g., convolutional blocks in ResNet [21] and VGG [47] or encoder blocks in vision transformers (ViT) [13]), $d$ linear probes are trained on the intermediate representations. Specifically, the $k$-th linear probe is trained to predict the correct class $y \in Y$ given the activations at block $k$ for each instance $x \in X$. Pooling can be added to reduce the dimensionality of the flattened representation. In total, $d-1$ linear probes are trained while the $d$-th probe is an identity map that preserves the logits of the original classifier. Finally, the logits of all probes are concatenated to form a new representation in the logit space with $|Y| \times d$ features as shown in Figure 1. Full pseudocode is provided in Algorithm 1.

**Relation to Temperature Scaling.** Compared to temperature scaling, LATES improves both accuracy and calibration as demonstrated in Figure 2. However, calibration can be measured in various ways. Depending on the desired measure of calibration, a corresponding loss function is chosen to train the aggregator in LATES. For example, if the desired measure of calibration is the negative-log-likelihood (NLL), the cross-entropy loss is minimized. By contrast, the square loss is minimized if calibration is measured using the Brier score [7]. Soft differentiable losses also exist for the expected calibration error (ECE) [24].

Clearly, LATES reduces to temperature scaling when $\beta_k = 0$ for all $k < d$. In Section 3, we prove that temperature scaling cannot perform better than LATES with a high probability when evaluated on the loss being opti-
mized. Experimentally, LATES often performs strictly better, including on metrics it is not optimized for; e.g. both ECE and AUC improve when optimizing for NLL. This is true even though LATES does not require additional data beyond what is often used in temperature scaling. Note that the number of parameters used by the aggregator in Figure 1 is quite small; e.g. does not exceed 20 parameters in all of our experiments. Thus, the same validation split used for temperature scaling is sufficient to train the aggregator as well\(^1\). We provide further analysis of this in Section 4.

We emphasize that the improvement in LATES happens even when the original model is trained until convergence. Figure 2 (TOP) displays the accuracy of each probe for ResNet50 and VGG16 trained on CIFAR100 with left/right augmentation. Figure 2 (MIDDLE) highlights the contributions of each layer learned during stacking in LATES, where the contribution of layer \(k\) is defined by \(\beta_k / \sum \beta_i\). Clearly, intermediate layers contain useful information to improve performance. A key takeaway is that the original model achieves perfect training accuracy and the last layer achieves the highest validation accuracy, yet LATES improves the ECE and log-loss compared to temperature scaling as shown in Figure 2 (BOTTOM).

In this work, we compare LATES against temperature scaling in CNNs. We use VGG16 and VGG19 [47] as a sample of architectures without residual links, and use ResNet18, ResNet50 [21], and Wide-ResNet-28-10 [55] as a sample of architectures with residual links. We follow the Uncertainty Baselines Benchmark [39] and focus our analysis on CIFAR10/100 with several corruption types added during inference of various severity levels [26]. We use ImageNet-ILSVRC2012 [12] and ResNet50 [21] to assess if such conclusions carry over to larger datasets.

**Parameter Count and Time.** The total compute overhead LATES contributes to inference on the network is less than 0.7% (in GFlops), measured on ResNet50. Training all probes is parallelizable (all probes are trained together as a single model) and adds, on average, less than 25% more training time. In terms of parameter count, the total number of parameters introduced by LATES does not exceed 1% of the original architecture.

**Statement of Contribution.** We summarize, next, our contribution and findings. First, we introduce and theoretically motivate layer-stack temperature scaling (LATES) as an extension of temperature scaling to all layers in the neural network. It outperforms temperature scaling both in- and out-of-distribution (OOD) in terms of accuracy, calibration, and AUC, particularly in the small-data regime and OOD.

---

\(^1\)The linear probes are trained on the original training split so they do not require additional data, either.
in which group-specific thresholding rules are adjusted to maximize accuracy subject to prescribed fairness guarantees [1, 8, 10, 38].

Informally, a model is said to be calibrated if its predicted probabilities closely agree with the observed empirical frequencies. Formally speaking, writing \( \mathcal{X} \) for the instance space (e.g., images), \( \mathcal{Y} = [K] \) for the target set, and \( \Delta_{K-1} \) for the probability simplex in \( \mathbb{R}^K \), a probabilistic multiclass classifier \( f : \mathcal{X} \to \Delta_{K-1} \) is calibrated if [28]:

\[
\forall y \in \mathcal{Y}: \quad p(y = y | f(x) = q) = q_y,
\]

where \( q_y \) is the \( y \)-th coordinate of the probability distribution \( q \in \Delta_{K-1} \). Often, this definition is relaxed to focus on the model’s top prediction alone [18, 40–42] (see Section 2).

Unfortunately, several lines of work observe that modern neural networks lack such calibration [18, 28, 30, 42, 49], particularly under distribution shift [42]. To remedy this problem, various approaches have been proposed including Monte Carlo dropout [15], latent Gaussian processes [51], deep ensembles [32], training multiple independent subnetworks [20], and augmentation [49]. A typical approach in these methods is to provide diversity by generating multiple predictions for the same instance \( x \in \mathcal{X} \). In addition, there are regularization-based methods, such as the Maximum Mean Calibration Error (MMCE), which adds a penalty term to the loss that is analogous to the Maximum Mean Discrepancy (MMD) method [31]. Moreover, there are Bayesian methods, such as Stochastic Weight Average Gaussian (SWAG), which estimates uncertainty by sampling from the posterior distribution of the weights [36]. Finally, several post-hoc methods have been proposed, such as isotonic regression [54], which learns a monotonic transformation of the model’s predictions, the splines-based approach in [19], which approximates cumulative distribution functions using splines and estimates uncertainty using derivatives, and the histogram binning approach in [43], which calibrates by maximizing the mutual information.

In [34], the spectral normalized Gaussian process method is introduced, in which the classifier’s head is replaced with a Gaussian process and Augmentation Mixup (AugMix) is used. It achieves state-of-the-art results on CIFAR10 and CIFAR100. We show that by combining LATES with Monte Carlo Dropout [15], similar results are achieved even with very limited augmentation (only left/right flipping).

**Measures of Calibration** To evaluate calibration, several scores have been introduced in the literature. As mentioned earlier, the choice of the loss in LATES can depend on the desired measure of calibration, such as by minimizing the log-loss if calibration is measured using the negative log-likelihood (NLL). We describe three popular options, next.

![Figure 3. An illustration of one of the pitfalls of using ECE with equal-width binning even when combined with accuracy. In this example, we have four training data points with true labels \( \{0, 0, 1, 1\} \) and two predictors \( f_1(x) \) and \( f_2(x) \), which make the predictions \( p(y = +1|x) \) shown in the middle and bottom rows respectively. Even though \( f_2(x) \) has a perfect accuracy and is clearly better than \( f_1(x) \), it performs worse than \( f_1(x) \) according to ECE with ten equal-width bins.

One common score for calibration is the expected calibration error (ECE), which in its confidence-based version is given by [18, 40, 41]:

\[
\text{ECE} = \sum_{j=0}^{m-1} \frac{|B_j|}{n} |\text{acc}(B_j) - p(B_j)|,
\]

where \( \{B_j\}_{j \in [m]} \) are the bins, \( |B_j| \) is the size of the bin, \( \text{acc}(B_j) \) is the model’s accuracy within the bin, and \( p(B_j) \) is the model’s average confidence. To optimize ECE in LATES, differentiable approximations can be used [24]. While popular, ECE has shortcomings. It is sensitive to the number of chosen bins [41] and biased [29]. In addition, it omits important performance indicators that are captured by proper scoring rules. In [27], proper scoring rules are shown to decomposed into a sum of three terms: calibration, group loss, and irreducible loss. ECE captures the first term alone, thus permitting a discrepancy between the calibration probabilities and the true posterior probabilities even when the model enjoys a perfect accuracy and ECE [27]. We illustrate this pitfall of ECE in Figure 3.

To circumvent the limitations of ECE, proper scores can be used. As discussed earlier, a scoring function is called proper if it is optimized by the true probability distribution, and it is called strictly proper if it has a unique optima [17]. One example is the Brier score [7]:

\[
\text{Brier} = \mathbb{E}_{x,y} \left[ \sum_{y \in \mathcal{Y}} p(y | x)^2 - 2p(y | x) \right].
\]

where \( y \) is the true label and \( p(y | x) \) is the probability assigned by the model to the class \( y \in \mathcal{Y} \). Note that the Brier score is an affine transformation of the square loss and can be negative when Equation 3 is used. In LATES, the Brier score can be optimized by minimizing the square loss.

Besides, the negative log-likelihood (NLL), a.k.a. cross entropy or log-loss, is a second proper score, which assigns a more aggressive penalty than the Brier score for
events that occur when their predicted probabilities were quite small [5]. It is optimized in LATES by minimizing the cross-entropy loss. In our evaluation, we follow this approach since this corresponds to what is commonly used in temperature scaling. While this emphasizes on the log-loss, we also report ECE, Brier, accuracy, and AUC.

Probes. Probes were introduced in [2] to study the intermediate representations of neural networks, and were subsequently used in several works [2, 4, 9, 14]. Originally, the aim of having such probes was to improve our understanding of neural networks. Our contribution is different in that we show how linear probes provide a means of extending temperature scaling across intermediate layers of the neural network to improve both calibration and accuracy.

Several works apply intermediate classifiers after various neural network layers. This includes, for example, Deeply-Supervised Nets [33] and anytime classification networks [6, 23, 48]. However, these works do not use intermediate classifiers to improve calibration and accuracy.

3. Theoretical Justification

In this section, we present a formal theoretical justification for LATES. To simplify exposition, we focus on the binary classification setting. The following theorem establishes the advantage of LATES over temperature scaling when LATES is trained to optimize a proper, convex, Lipschitz scoring function, such as the log-loss in bounded domains. As stated earlier, the choice of the loss optimized in LATES can depend on the desired measure of calibration.

Proposition 1. Let \( f : \mathbb{R}^d \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \) be a scoring function that is convex and \( \rho \)-Lipschitz continuous on its first argument. For a given domain \( \mathcal{X} \) and a target set \( \mathcal{Y} \), denote by \( S \in (\mathcal{X} \times \mathcal{Y})^n \sim \mathcal{D}^n \) a hold-out dataset of size \( n \). Let \( \beta_L \) be the aggregator weights in LATES that minimize the regularized empirical risk on the hold-out sample:

\[
\beta_L = \arg \min_{\beta \in \mathbb{R}^d} \mathbb{E}_{x,y \in S} \left[ (\lambda/2) \|\beta\|^2 + f(\beta, x, y) \right],
\]

Let \( \beta^* \) be the optimal LATES parameters at the limit \( n \rightarrow \infty \). Then, with probability of at most \( \delta \leq \frac{1}{8} \|\lambda\| \|\beta^*\|^2 + \frac{2\rho^2}{\lambda n} \), the solution learned by probe scaling and \( \beta^* \), the probability bound \( (1/\sqrt{n}) \) can be made arbitrarily small for a sufficiently large \( n \) for any fixed \( \epsilon > 0 \). Since temperature scaling corresponds to the particular choice of \( \beta_k = 0 \) for all \( k < d \), where \( d \) is the total number of probes, temperature scaling cannot perform better than probe scaling with a high probability.

4. Empirical Evaluation

4.1. Experiment Setup

Datasets and Architectures. In our experiments, we follow the Uncertainty Baselines Benchmark [39] and focus our analysis on CIFAR10/100 [26] and ImageNet-ILSVRC2012 [12] with several corruption types added during inference of various severity levels. We use five architectures: VGG16 and VGG19 [47], ResNet18 and ResNet50 [21], and Wide-ResNet-28-10 [55] to examine the impact of both architecture size and residual links in convolutional neural networks. Examples of corruption types include Gaussian noise, JPEG compression, spattering, and blurring, among others. See [39] for details.

Training Setup. To calibrate neural networks using either temperature scaling or LATES, we split the data into three parts: (1) training, 90% of standard training split, (2) hold-out, 10% of standard training split, and (3) test. The original architecture and probes are trained on the training split while the calibration rule is trained on the hold-out data.

We train the baseline model with \( \ell_2 \) regularization of \( 10^{-4} \) for 200 epochs on CIFAR10/100, with a batch size of 128 using SGD with learning rate 0.1 and momentum 0.9.
We decay the learning rate using cosine scheduling [35]. In ImageNet-ILSVRC2012, we train for 90 epochs in addition to a 5-epoch warm-up phase using a batch size of 256 with initial learning rate of 0.1 with $10\times$ decay at 30%, 60%, and 90% of the training steps. On the input pipeline, we standardize the input to have values in the unit interval $[0, 1]$ and use only right-left random flipping as data augmentation. We train on NVIDIA Tesla V100 GPUs for CIFAR10/100 and on TPUs for ImageNet-ILSVRC2012.

In LATES, we flatten the intermediate activations and reduce dimensionality using average pooling. We place a probe after every convolutional block in ResNet and Wide-ResNet architectures, and after every convolutional layer in VGG16/19. This results in 8 probes in ResNet18, 16 probes in ResNet50, 12 probes in Wide-ResNet-28-10, 14 probes in VGG16, and 17 probes in VGG19. We train each probe with a learning rate of 0.01 and momentum 0.9 with $2\times$ decay after every 10 epochs. All probes are trained together (in parallel) for 50 epochs, although we observe that they converge much faster. Finally, we train the aggregator model for 50 epochs with a fixed learning rate of 0.005, using the hold-out part of the dataset. We repeat all experiments five times and report averages.

### 4.2. In-Distribution Data

For in-distribution CIFAR10/100, experimental results are summarized in Figure 4. We observe a consistent improvement in LATES over temperature scaling across all metrics. In CIFAR10, while the accuracy does not improve, LATES improves calibration. In addition, the advantage of LATES compared to temperature scaling becomes bigger in the low-data regime, as demonstrated in Figure 5.

In ImageNet-ILSVRC2012, we compare LATES against temperature scaling using RESNET50 to evaluate whether the improvement of LATES extends to much bigger datasets. As shown in Table 1, we observe a significant improvement in calibration in LATES (e.g. ECE is reduced from 0.06 to 0.023 and NLL is reduced from 1.16 to 1.04).

In addition, LATES boosts accuracy as well.

Nevertheless, only a single temperature parameter is trained in temperature scaling. By contrast, LATES trains multiple temperatures (one for each probe). We use this observation to evaluate if temperature scaling can yield better results when more data is used when training the original model. We vary the hold-out data split to make
up (2%, 4%, 6%, 8%, 10%) of the standard training split in both CIFAR10 and CIFAR100 and compare performance across all metrics. We do not observe any improvement in temperature scaling in the latter case. In fact, calibration tends to get worse as expected, since the temperature parameter is now trained on less data. For example, a reduction in the size of the hold-out dataset increases the ECE in temperature scaling in about 65% of the cases. On the other hand, LATES improves both accuracy and calibration.

4.3. Out-of-Distribution Data

Next, we evaluate LATES in the OOD setting, where various types of corruptions are added to the test data. For that, we follow the corruption types and five severity levels available in the Uncertainty Baselines Benchmark [39]. Figure 6 summarizes the results. We observe, again, an improvement in LATES compared to temperature scaling, particularly for large distribution shifts (i.e. when the corruption severity level is large). In particular, the improvement in LATES with respect to AUC is quite significant in all three datasets.

4.4. Statistical Analysis

To verify statistical significance, we use the non-parametric Wilcoxon signed rank test for comparing LATES with temperature scaling [11]. We use all corruption types at all severity levels across all architectures and random seeds. Table 4 summarizes the main results. We observe that the improvement in LATES compared to temperature scaling is statistically significant at the 99.9% confidence level in all metrics and datasets; nearly all p values are below 10^{-9}. The only exception is accuracy in ImageNet, in which there is no statistically significant difference. However, as shown in Figure 7, LATES improves AUC in ImageNet significantly under distribution shift. In Table 2, we provide a different analysis of statistical significance using the Analysis of Variance (ANOVA).

4.5. Complementing Monte Carlo Dropout

LATES can also be combined with other existing techniques to improve their performance further. We illustrate this using the popular Monte Carlo Dropout [15], in which the method matches with state-of-the-art results as reported by the Uncertainty Baselines Benchmark [39].

In Monte Carlo dropout, multiple predictions are generated for the same instance \( x \in X \) by adding dropout layers to the model and using them at both training and test time. Then, the model’s uncertainty can be estimated by averaging the predictions. In our experiments, we use the implementation of the Monte Carlo dropout available at the Uncertainty Baselines Benchmark [39]. We use the same implementation details and hyper-parameters suggested by the benchmark, which uses the Wide-ResNet-28-10 architecture, and combine it with LATES. We also test on different values of the dropout rate. Final results are in Table 3.

The state-of-the-art results on CIFAR10 reported in the Uncertainty Baseline Benchmark uses the Spectral Normalized Neural Gaussian Processes (SNGP) [34] when combined with Augmentation Mixup (AugMix) [22] and achieves ECE of 0.0045 at 96% accuracy. We achieve the same ECE at 95.7% accuracy with very limited data augmentation (only left/right flipping). On CIFAR100 we achieve near SOTA ECE with much less parameters compared to the best methods that use an ensemble of SNGP models combined with Monte Carlo Dropout. However when comparing with the same number of parameters, we achieve less ECE for the same accuracy. Specifically, our ECE in CIFAR100 of 0.016 with a 35M-parameter model is below the best ECE of 0.017 reported in the benchmark that uses a comparable model size of 35M parameters [39]. The accuracy is 79% in both cases.

5. Conclusion

In this paper, we introduce layer-stack temperature scaling (LATES); a simple, effective technique to improve both the calibration and accuracy of deep neural networks. It is inspired by several lines of work, which relate example difficulty to the activations at the intermediate layers of the neural network. We motivate LATES theoretically and demonstrate that it leads to a significant improvement over temperature scaling both in- and out-of-distribution, especially in the low-data regime. In particular, LATES provides a significant improvement in AUC under large distribution shifts. We support these conclusions by a comprehensive statistical analysis. Finally, we demonstrate that LATES can match state-of-the-art results on CIFAR10 and CIFAR100 when combined with Monte Carlo Dropout.
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