Abstract

Occupancy grid mapping is an important component of autonomous vehicle perception. It encapsulates information of the drivable area, road obstacles and enables safe autonomous driving. To this end, radars are becoming widely used due to their long range sensing, low cost, and robustness to severe weather conditions. Despite recent advances in deep learning technology, occupancy grid mapping from radar data is still mostly done using classical filtering approaches. In this work, we propose a data driven approach for learning an inverse sensor model used for occupancy grid mapping from clustered radar data. This task is very challenging due to data sparsity and noise characteristics of the radar sensor. The problem is formulated as a semantic segmentation task and we show how it can be learned in a self-supervised manner using lidar data for generating ground truth. We show both qualitatively and quantitatively that our learned occupancy net outperforms classic methods by a large margin using the recently released NuScenes real-world driving data.

1. Introduction

One of the fundamental challenges in robotics in general and specifically in autonomous vehicle perception is understanding the drivable area. This task is sometimes referred to as "general obstacle detection", "free space estimation" or "occupancy grid mapping" [8].

Because autonomous vehicles are required to operate in complex environments, occupancy grid mapping from various sensors is an important component of autonomous vehicle perception [24], [16], [13], [13], [6], [26]. In real world scenarios, training class specific detectors for all possible object classes a vehicle might encounter is intractable. This in turn makes occupancy grid mapping a key capability, crucial for ensuring the vehicle avoids obstacles of unknown classes such as trash piles, boxes and other random obstacles.

Free space detection can be performed using data from different sensors. Lidars are especially suitable for this task due to their dense and accurate range measurements [24]. Radars are also frequently used for occupancy grid mapping especially due to their long range, low price, and performance under severe weather conditions such as fog, rain and snow [6], [25].

Traditionally, occupancy grid mapping is performed by applying Bayesian filtering and using hand-crafted inverse sensor model (ISM) functions [24]. In recent years, advances in deep learning have significantly improved the performance of machine vision applications. Despite this progress, deep learning in occupancy grid mapping is still not widely used. Moreover, when considering occupancy grid learning from radar data almost no prior work is to be
Typically, automotive radars produce sparse detections, in one of three forms: raw, clustered and object level data. Raw level is the richest form of the data but is also the noisiest. Applying algorithms such as DBSCAN as in \cite{12}, or CFAR (constant false alarm rate) \cite{22} on raw radar data results in clustered radar data, which is sparser but less noisy. Last, object level data is the most processed, in which the detections are filtered and associated both in space and in time. Generally, radar detections are statistical in nature and suffer from various noise factors.

In this work we focus on the challenging task of learning occupancy grid mapping from clustered radar data. With many low cost commercial automotive radars providing only clustered data with no elevation information, this task is of high interest for autonomous driving.

We propose learning occupancy grid mapping for static obstacles, from radar cluster data, in a self-supervised manner. We formulate the problem as a semantic segmentation task with three classes: occupied, free and unobserved. This formulation explicitly handles regions in space for which we do not have measurement information, which is an inherent problem in this setting. Using this formulation, we learn an inverse sensor model function from data. Our method takes advantage of the spatial and temporal dependencies in the data in order to overcome data sparsity and noise.

The radar data is provided to the network as a grid map in birds-eye-view (BEV), in a desired grid resolution. Temporal information is leveraged by means of radar frame aggregation. The network is trained to infer the output occupancy grid mapping, learning the inverse sensor model function. Training labels are generated in a self-supervised manner using lidar data.

An additional challenge is the problem of significant class imbalance, as free space is much more frequent than occupied space. We handle this problem by using a recently proposed surrogate of the intersection-over-union (IoU) loss called the Lovasz loss \cite{3}.

We demonstrate the efficacy of the proposed approach using the NuScenes data set \cite{11} comprised of challenging real world driving scenes. We train the proposed occupancy grid network and demonstrate its performance both qualitatively and quantitatively. We show significant gains compared to standard filtering based methods for occupancy grid mapping using hand crafted ISM functions.

To summarize, the main contribution of this work is: (i) Introducing a new method for learning occupancy grid mapping from sparse clustered radar data that outperforms the standard methods. This method learns an ISM function from data using multi frame aggregation to handle sparsity and noise. (ii) Demonstrating how learning can be done in a self-supervised manner using lidar data to generate training labels while resolving issues related to range and coverage differences between lidar and radar. (iii) Providing quantitative results showing the efficacy of our approach and establish a baseline for the occupancy grid mapping task on the recently released NuScenes data set.

2. Related Work

Traditionally, occupancy grid mapping is performed using an inverse sensor model (ISM) and by applying Bayesian filtering techniques. Among the classical methods, a delta function ISM is typically used for lidar occupancy grid generation \cite{9}, \cite{23}, \cite{20}, \cite{11}. Since radar data is noisier, it is common to see a Gaussian variant (in range and azimuth) of the delta function ISM \cite{9}, \cite{18}, \cite{25}. Algorithms operating on raw radar data are often required to clear noise and clutter, assess the detection probability / plausibility \cite{13}, \cite{25}, and perform clustering on the results before generating the occupancy grid mapping \cite{13}.

To the best of our knowledge, this work is the first to utilize clustered radar data using a learnable model, which is an important use case for autonomous driving. Other works concentrate on raw radar data \cite{9}, \cite{18}, \cite{25}, \cite{26}, \cite{6} or object level data for high level fusion \cite{10}, \cite{4}.

In most, if not all, related work it is common to see a use of non-public data sets. Moreover, due to the lack of data, occupancy grid results are often demonstrated only qualitatively on few samples \cite{25}, \cite{13}, \cite{20}, making it more difficult to compare between different published results. Other studies suggest measuring distance errors for specific scenarios \cite{5}, or ROC curve \cite{11}. Using mean IoU, of occupied and free regions, as a metrics for radar occupancy grid is done in \cite{26}. Using it for generating occupancy grids from camera and lidar is proposed in \cite{17}, \cite{16}.

In addition to identifying occupied and free cells, the inability to observe a known state of cells is also an important concept in occupancy grid mapping and has been addressed in several ways. In cases where each cell is associated with an occupancy probability, such as in \cite{25}, \cite{6}, \cite{18}, a probability of 0.5 represents the highest uncertainty between occupied and free, and is equivalent to having no knowledge of a cell’s occupancy state. Unobserved state can also be leveraged in inverse sensor modeling \cite{20}. In contrast, we define a class for unobserved cells, as a part of a semantic segmentation problem formulation.

Learning from radar data is a subject of emergent research. To the best of our knowledge, \cite{26} is the only previous work in which learning of occupancy grid mapping from radar data is performed. Others such as \cite{15} apply learning on top of occupancy grid.
3. Occupancy grid mapping

Occupancy grid mapping is used for generating consistent estimation of free and occupied space from noisy sensor measurements. The measurements themselves can come from different sensors, providing information on the state of the world as well as the vehicle pose, using inertial measurement units (IMU) and vehicle odometry.

Occupancy grid maps partition the space in front or around the vehicle into a fine grained grid. Each grid cell is represented by a random variable corresponding to the occupancy of the location it covers. The grid map is usually represented in the relevant sensor’s coordinate frame, or in the host vehicle’s coordinate frame where sensor fusion is desired [23].

Let \( y \in \{\text{occupied}, \text{free}, \text{unobserved}\}^{H \times W} \) be a grid map of size \( H \times W \), with spatial resolutions \( \alpha_x, \alpha_y \). We denote by \( y_{u,v} \) the occupancy state of each cell \((u, v)\).

Occupancy grid mapping algorithms aim to calculate the posterior probability of the grid map \( y \) given the measurement data:

\[
p(y|z_{1:t}, x_{1:t}) = \prod_{u,v} p(y_{u,v}|z_{1:t}, x_{1:t})
\]

(1)

Where \( z_{1:t} \) is the set of all measurements up to time \( t \), and \( x_{1:t} \) is the sequence of host vehicle poses.

In this work we focus on the task of performing occupancy grid mapping for static obstacles from clustered radar data. This type of data is typically very sparse and does not provide elevation information. This is a challenging setup which is notably relevant to the use of automotive radars. This problem relates to the most common type of occupancy grid maps, that of 2-D planar maps viewing space from a birds-eye-view (BEV).

3.1. Bayesian filtering and inverse sensor model

We now provide a short introduction to the canonical occupancy grid mapping approach, and refer the reader to [23] for a more thorough derivation.

The classic occupancy grid mapping algorithm has two main elements. The first is an ISM function dictating how a given measurement affects the occupancy state. The second is Bayesian filtering which governs how cell occupancy is updated over multiple temporal samples.

Estimating the probability in equation (1) is difficult. In order to make this problem tractable it is first assumed that the state of each cell is independent with respect to other cells. This allows breaking down the problem of estimating the map into a collection of separate problems such that:

\[
p(y|z_{1:t}, x_{1:t}) = \prod_{u,v} p(y_{u,v}|z_{1:t}, x_{1:t})
\]

(2)

Instead of working directly with probability values it is common to use the log-odds representation of occupancy:

\[
l_t(y_{u,v}|z_{1:t}, x_{1:t}) = \log\left( \frac{p(y_{u,v}|z_{1:t}, x_{1:t})}{1 - p(y_{u,v}|z_{1:t}, x_{1:t})} \right)
\]

(3)

Using Bayesian filtering one can obtain a formulation for updating the occupancy probability of a cell \((u, v)\) over time, using log-odds, as follows:

\[
l_t(y_{u,v}|z_{1:t}, x_{1:t}) = l_t(y_{u,v}|z_{1:t}, x_t) + l_{t-1}(y_{u,v}|z_{1:t-1}, x_{1:t-1}) - l_0
\]

(4)

Where the term \( l_t(y_{u,v}|z_{1:t}, x_t) \) represents the inverse sensor model defining how grid cells are updated given observations, and the constant \( l_0 = \log \frac{p(y_{u,v}|z_{1:t}, x_t)|y_{u,v}=1}{p(y_{u,v}|z_{1:t}, x_t)|y_{u,v}=0} \) is the occupancy log-odds prior.
The most common ISM functions used for lidar and radar data include the Delta and Gaussian functions. Using a Delta function, for example, means that if a return was obtained from some cell \((u, v)\), then that cell is updated with a higher probability of being occupied. Cells along the line-of-sight between the sensor and \((u, v)\) are updated with a higher probability of being free. Finally, cells along the line-of-sight after \((u, v)\) are considered unobserved and therefore left unchanged.

### 3.2. Occupancy grid learning

Instead of using hand-crafted ISM functions (like in the classical method), we propose learning an inverse sensor model function in a data driven manner using deep learning. Additionally, since our data is extremely sparse, we propose learning this ISM over an aggregation of multiple radar frames. Specifically, this means our occupancy network learns to infer:

\[
p(y|z_{t−k:t}, x_{t−k:t}, \theta)
\]

(5)

Where \(\theta\) are neural network parameters optimized in a supervised learning process, and \(k\) the number of aggregated radar frames.

The occupancy net learns the underlying joint probability function from data. Note that this is unlike the classical approach where we need to assume grid cells are independent.

Another important observation is that temporal information is directly incorporated into the ISM function itself (and not by means of Bayesian filtering). To use multiple frames, we compensate for the ego motion between frames using the pose information \(x_{t−k:t}\), warping all frames to the coordinate frame of the host vehicle at time \(t\).

When using an occupancy grid mapping algorithm one eventually obtain the posterior probability for each cell which resides in the range \([0, 1]\). This real valued output captures not only if a cell is likely to be occupied (near 1) or free (near 0), but also if the cell is actually observable by the sensor. When a certain cell is unobserved the resulting probability will be close to 0.5 meaning we do not know whether it is occupied or free. This is reflected in the classical algorithm by the fact cells are only updated if they are observed, and also by the occupancy prior.

In order to explicitly incorporate this observability information into our model we formulate the learning problem as a 3 class semantic segmentation task. Specifically, for each grid cell the network predicts one of 3 possible labels: occupied, free or unobserved which corresponds to occupancy probabilities of 1.0, 0.0 and 0.5 accordingly.

Another major challenge inherent to occupancy grid mapping is significant class imbalance. Namely, there is a much larger a-priory probability of seeing free space relative to occupied space. This in turn means there are significantly less grid cells with the occupied label compared to those with free or unobserved labels.

We propose using a metric that explicitly addresses the problem of class imbalance. This metric is the intersection-over-union (mIoU) per class, which is commonly used in semantic segmentation problems [21], [26]:

\[
\text{IoU}_c = \frac{|\{y = c\} \cap \{\hat{y} = c\}|}{|\{y = c\} \cup \{\hat{y} = c\}|}
\]

(6)

Where \(y\) is the predicted occupancy map, \(\hat{y}\) are the true labels and \(c \in C, C = \{\text{occupied, free, unobserved}\}\) is the class. In this case an overall metric giving equal weight to all classes will be:

\[
\text{mIoU} = \frac{1}{|C|} \sum_c \text{IoU}_c
\]

(7)

The problem of class imbalance relates to both performance evaluation as well as to learning. If class imbalance is not addressed as part of a network’s training loss function, the network might converge to a solution which never predicts occupied cells. One example is the common cross entropy loss, where this issue is usually addressed by some form of weighting, which involves adding hyper parameters that are not necessarily easy to tune.

We would like our network to obtain results minimizing the above metric. Unfortunately, directly minimizing over the IoU complement which is the complement of equation (6) is not possible since it is not differentiable. Instead we use the recently proposed Lovasz loss [3] which is a surrogate to the intersection-over-union loss. It extends the notion of IoU from discrete to continues space making it differentiable, and therefore suitable for back-propagation used in stochastic gradient decent. Lovasz loss was shown in the original paper to be useful for semantic segmentation learning. Using it as proposed in equation (7) automatically scales all classes to have equal weight regardless of the a-priory data distribution. This in turn helps the training to optimize for all classes without adding any additional hyper parameters.

### 4. Experiments

We begin by describing the procedure of generating training labels using lidar data in section 4.1. We then discuss the experimental setup in section 4.2 including model architecture, data, training details and performance evaluation. Finally, results are shown in section 4.3.

#### 4.1. Labeling procedure

In this section we describe an automated labeling process. Its goal is generating ground truth labels for the occupancy of each cell in the grid map by using accurate lidar data.

As part of this procedure we also generate a mask

---

1. Code will be made available
Figure 3. Network architecture. We propose an encoder-decoder architecture with skip connections to help maintain fine grained information. The network input is a 2D grid of radar clusters in BEV and its output is the corresponding occupancy grid map (with the same resolution). Note: Numbers correspond to the number of filters in each layer. All convolutions are 3x3.

which solves the problem of handling regions of space for which we have radar data but do not have lidar data.

For each radar frame, we generate a grid map representation containing the true state of occupancy for each cell, \( \tilde{y} \in \{\text{occupied, free, unobserved}\}^{H \times W} \). Each such grid map is represented in the matching radar’s coordinate frame.

Lidar range is typically limited relative to radar. Therefore, we aggregate over all lidar frames in a given scene. This enables the ground truth data not to be strictly limited by the range of the lidar in a specific frame, and also helps overcome temporary occlusions.

The aggregated point cloud is represented in global coordinates. For each radar frame, we transform the point cloud to the radar’s coordinate frame. We then project the aggregated \( 3D \) point cloud onto a \( 2D \) \( H \times W \) grid, with spatial resolutions \( \alpha_x, \alpha_y \). Noise and dynamic obstacles are filtered out using binary thresholding clearing cells with low point count. Next, we apply morphological operations for additional noise removal and smoothing. Specifically, we perform: dilation, hole filling, and erosion. This results in a grid representation containing aggregated information for all static obstacles in the scene.

Given the positions of all static obstacles on the grid, we map the occupancy state of each grid cell from a specific radar viewpoint using ray tracing. Specifically, we consider all cells between the radar and the first return along a ray as free. All consecutive occupied cells along the ray are considered as a single obstacle and label as occupied. Cells after the first obstacle are marked as unobserved. This approach is similar to that taken in \cite{26}. The main difference is we do not distinguish between partially observed and unobserved cells, considering anything after the first return as unobserved. Finally, areas of the occupancy map that cannot be observed by the radar, due to its limited field-of-view angle, are masked out indicating they will not be used for loss computation or metric evaluation.

The last issue we address when working with real world recordings, is that lidar and radar coverage is different along the scene boundaries. This is mainly due to range limitations resulting in some parts of space having radar data, but not lidar data. This phenomenon is evident in directions perpendicular to the driving direction and near the end of the recording.

In order to use grid maps which contain partial lidar ground truth, we propose computing a concave hull \cite{7} (also known as a concave closure or an alpha shape) over the projected lidar point cloud. We then only label cells that are contained within the concave hull. The rest of the cells (outside the concave hull) are marked with an ignore value meaning they will not be used for loss or metric computations. Figure 2 (a) shows a typical scene. There are many regions where only radar data is available (no lidar returns). Computing loss or metrics in these regions will results in erroneous training and evaluation. The corresponding concave hull used for masking this scene is shown in figure 2 (b). Notice how this hull tightly bounds the region of the scene covered by lidar data.

4.2. Experiment setup

Model architecture: Inspired by U-net \cite{21} we propose using an encoder-decoder architecture with skip connections as shown in figure 3. This type of network was previously shown to be effective for learning semantic segmentation tasks \cite{14, 2}.

Data: We demonstrate the performance of our approach using the NuScenes data set \cite{1} comprised of real world driving scenes. The data set includes 100 scenes, each containing 20 seconds of recorded data from 6 cameras, 1 lidar and
5 radars providing clustered data output. Each radar outputs up to 128 clusters providing their 2D location (no elevation) and velocity. The velocity is used to filter out dynamic clusters. We use 96 out of the 100 scenes, removing scenarios where the host vehicle is static or our view is blocked for the entire scene. The data is split into training (80%), validation (5%) and test sets (15%) comprised of 78, 4 and 14 scenes accordingly.

**Training:** We train the occupancy net to output a grid of size \( H \times W = 215 \times 50 \) in the radar coordinate frame. For our experiments we use grid cell size \( \alpha_x = \alpha_y = 40 \text{ cm} \). The resulting occupancy grid map covers an area from 0m to 86m in range, and 20m in width ranging from -10m to 10m. The network input is a grid of similar size where each grid cell has a binary value and is equal to one if a radar cluster resides in that cell and zero otherwise. As previously mentioned we aggregate radar data using \( k \) consecutive frames \( z_{k-t:k} \). In order to compensate for the host's ego motion, each frame is warped to the last ego pose \( x_t \) before performing the aggregation. The radar frames are highly correlated temporally, therefore, training examples are taken such that they are in non-overlapping windows, i.e., \( \{z_{1:k}; z_{k+1:2k}; \ldots\} \).

Our network model is trained using the Lovasz loss as explained in section 3.2. Data from all 5 radars is used meaning the network is agnostic to radar mounting. Thus the same network can be used to infer the occupancy grid map of any of the 5 radars.

Ground truth labels are generated as explained in section 3.1 using aggregated lidar data. The network is trained using SGD with momentum optimizer [19]. We set the initial learning rate to 0.05 and momentum 0.9. The learning rate was decayed by a factor of 0.9 wherever the mean intersection-over-union (mIoU) metric plateaued for two epoches. Horizontal flip data augmentation is used to increase the data set size.

**Baseline methods:** We compare the performance of our occupancy grid mapping network with the commonly used classic approach that uses Bayesian filtering and an ISM as described in section 3.1. We use two ISM functions which are commonly used in the literature. The first is the Delta function ISM and the second in the Gaussian ISM. For each method we performed hyper parameter search using the validation set. The aim is to find the best thresholds used to determine which cells are occupied, free and unobserved based on the cell’s posterior probability estimate.

In order to emphasize that our network is learning a complex ISM function, we provide an additional ray tracing baseline. Specifically, we take the aggregated radar data, used as network input, and instead of feeding it to the network we perform ray tracing in a similar manner to what is described in section 4.1.

**Evaluation metric:** We qualitatively compare between the different methods using the IoU metric as shown in equation (6). The IoU is computed per each of the 3 classes (free, occupied and unobserved). Then the mIoU value over the 3 classes is also computed as shown in equation (7). This provides one figure of merit for overall performance.

### 4.3. Results

Results comparing the performance of all method on the test set data are presented in table 1. As can be seen our occupancy net outperforms the classic approaches using Bayesian filtering and ISM models by a large margin. The limited performance of the classic methods in this setup demonstrates the difficulty of performing occupancy grid mapping with such sparse and noisy radar data. The network also significantly outperforms direct ray tracing on the input data in each of the classes resulting in over 25% improvement in mIoU.

We note that ray tracing outperforms classic ISM approaches and hypothesize there are two main reasons for this. The first is data sparsity. Unlike the ray tracing which uses aggregated radar data, which reduces sparsity, the classic ISM algorithms works frame by frame, seeing very sparse data at each stage. Supporting this hypothesis is the observation that ray tracing with just a single frame produces similar results to classic ISM, as can be seen in figure 4. The second reason ray tracing outperforms the classic ISM is related to differences in their underlying assumption regarding the nature of the world. Specifically, the classic ISM approach uses an a-priori assumption that the world is unobserved. This means that cells are considered unobserved until evidence is provided. In contrast the ray tracing algorithm uses an a-priori assumption that the world is free. A ray along which there are no returns (no radar points) will be considered all unobserved by the classic ISM while considered all free by the ray tracing. When the data is very sparse, as in our case, this difference in a-priori assumption, dramatically affects the results. An example of this phenomenon can be seen in figure 4.

One of the main factors impacting the performance of the occupancy net is the number of aggregated radar frames used as input. As can be seen in figure 4 (Blue curve), using 10 or 20 aggregated radar frames provides a 12.5% and 16.7% improvement in mIoU, over using a single radar frame, accordingly. Best results are obtained for 20 frames after which point results start to drop.

We point out that the occupancy network consistently outperforms ray tracing on the aggregated input. This shows that our network is learning an intricate inverse sensor model function that is much more complex then simple ray tracing. It is this ISM learning that allows the network to overcome data sparsity and radar noise. Even using just a single radar frame is enough for the occupancy network
to outperform ray tracing with any number of aggregated frames, as can be seen in Figure 4. A qualitative example demonstrating the kind of ISM function the network is able to learn using just a single radar frame is presented in Figure 5. When compared to simple ray tracing, with the same input, it is evident that the network learns a complex spatially meaningful ISM. It can be seen that the network learns to ignore points in unobserved space while expanding other points to generate clear and continuous occupied regions.

Qualitative results are shown in Figure 6. It can be seen that the radar input is very noisy (second row) even when aggregating over 20 frames. Notice how our occupancy net (last row) is able to produce much sharper results than those of the classic ISM approach (third row). In some cases the classic ISM produces clutter in the form of isolated occupied points in free regions. This seems to be related to radar clusters which are generated due to reflections from the road. This noise is hard to filter without elevation information. The occupancy net, leveraging the labels produced by lidar, does not suffer from this problem, producing much cleaner output. We note that in some cases the network generates undesired blobs of different classes. For example the free region at the bottom-left of subplot (f) and free blobs in subplot (d). Small unobserved blobs in the free area of subplots (b) and (c) are another example. We believe this behavior is caused by the network predicting each pixel class separately without any explicit spatial consistency mechanism. In future work we plan to try and fix this behaviour by adding additional loss terms.

| Method       | Occupied | Free   | Unobs. | mIoU  |
|--------------|----------|--------|--------|-------|
| Delta ISM    | 0.029    | 0.391  | 0.311  | 0.244 |
| Gaussian ISM | 0.012    | 0.444  | 0.213  | 0.223 |
| Ray trace    | 0.066    | 0.576  | 0.405  | 0.349 |
| Occupancy net| **0.108** | **0.614** | **0.593** | **0.439** |

Table 1. Quantitative results on the test set. Comparing our occupancy net (last row) to classic Bayesian filtering approaches using ISM and to performing ray tracing directly on the aggregated radar data (network input). Table entries are intersection-over-union for each of the classes and average over all 3 classes (last column). Both ray trace and occupancy net are with 20 frame aggregation.

5. Conclusions

Radar occupancy grid mapping is a fundamental element of safe autonomous driving as it allows the vehicle to avoid general obstacles which often remain undetected using cameras and lidar sensors. In this work we focused on occupancy grid creation from radar data which is a challenging task, widely studied, but not for clustered radar data. Despite recent advances in deep learning technology, in the vast majority of studies, occupancy grid mapping from radar data is still performed using classic filtering techniques. In this work we have shown that learning occupancy grid mapping from clustered radar data is feasible and represents an attractive solution which significantly outperforms commonly used standard techniques. We have formulated the problem as a three class semantic segmentation problem which enables understanding which space is free and which is occupied, and moreover explicitly infer which parts of the space are unobserved. We have shown how lidar data can be used to generate training labels. We leveraged temporal data to handle data sparsity, and addressed class imbalance.

We believe this work and results achieved using the NuScenes data set provide a baseline for this fundamental task and help promoting further research. At the time of writing the NuScenes data set contains 100 published scenes out of the complete data set of 1000 scenes, which can serve as foundation for application of our results and a future study. Possible future directions of this work are handling dynamic objects, adding an explicit spatial consistency mechanism, and exploring additional techniques for handling temporal information. In addition, our formulation serves as a basis for sensor fusion, which is a prominent research direction.

Figure 5. Learning with single frame input. (a) Ground truth. (b) Radar input (single radar frame). (c) Ray trace result (d) Occupancy net output. The occupancy net learns a complex ISM function able to infer the occupancy state of the world from very sparse data. This is evident when comparing the network results to simple ray tracing performed on the same input. Note: White is occupied, black is free, light gray is unobserved, dark gray is ignore.
Figure 6. Qualitative results from 3 different radar positions (front, back left, back right). Columns show different examples. Top row showing ground truth, second row radar input, third row classic ISM and bottom row our occupancy net predictions with 20 frame aggregation. Network is agnostic to radar position therefore the same network model is used from all radars. The radar data is very noisy making this a challenging task. It is evident the learned grid maps are much sharper and more accurate than the ones produced by the classic method. Note: White is occupied, black is free, light gray is unobserved, dark gray is ignore.
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