QTT-isogeometric solver in two dimensions
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1 Introduction

The goal of this paper is to develop a numerical algorithm that solves a two-dimensional elliptic partial differential equation in a polygonal domain using tensor methods and ideas from isogeometric analysis \cite{1}. The algorithm is based on the Finite Element (FE) approximation \cite{2} with Quantized Tensor Train decomposition (QTT) \cite{3,4,5} used for matrix representation and solution approximation.

Recently, Kazeev and Schwab \cite{6} have proven that the QTT representation constructed on uniform tensor-product meshes for FE approximations converge exponentially in terms of the effective number $N$ of degrees of freedom. They used the discontinuous Galerkin method with QTT on a curvilinear polygon domain. QTT-format is used as a low-rank approximation for tensors. One of the ideas that were introduced in \cite{6} is a special ordering of elements called transposed QTT (identical to z-order curve \cite{7}) which decreases TT-ranks.

![Figure 1: A triangle decomposition into three quadrangles.](image.png)
The main problem which was not addressed in [6] is how to construct a global stiffness matrix in the QTT-format with low approximation ranks “on the fly”. This is important because it leads to a lower memory consumption. Additionally, the idea in [6] was proposed for a different method (discontinuous Galerkin vs Finite Element Method (FEM)). The present paper provides a numerical algorithm which uses ideas of isogeometric analysis to decompose a domain into a set of adjacent quadrangular domains, builds a quadrangle mesh on each subdomain, builds a stiffness matrix for the solution on each of the meshes, and concatenates these matrices between adjacent subdomains. The global stiffness matrix is constructed by putting the stiffness matrices from each subdomain on the main diagonal and special interface matrices to off-diagonal blocks. Subdomain stiffness matrices are constructed with the Neumann boundary conditions on the inter-domain boundaries and with the Dirichlet boundary conditions on the domain boundary. Interface matrices represent simple auxiliary equations that are imposed on every internal boundary between each pair of adjacent subdomains. These equations also turn distinct Neumann boundary conditions for each subdomain into the correct FEM discretization of the original equation on the inter-domain boundaries. This paper explains main ideas on a simple example which is shown in Figure 1.

If we use the natural ordering (row-by-row) of unknowns during the global stiffness matrix construction, the resulting matrix has QTT-ranks of at least $2^d$, where $2^d$ is the number of nodes per quadrangle side, which makes method inapplicable. In this paper we expand the idea of transposed QTT and introduce the technique for building QTT matrix approximation with $z$-ordering (see Figure 3) with the help of Kronecker product.

The key points of the paper are:

- we propose a special discretisation scheme that allows to construct the global stiffness matrix in the QTT-format. This algorithm has $O(\log n)$ complexity, where $n = 2^d$ is the number of nodes per quadrangle side;
- we propose a new operation in QTT-format called the $z$-kron operation, which makes it possible to build a matrix in $z$-order if the matrix can be described in terms of Kronecker products and sums;
- we present an algorithm for building a QTT coefficient matrix in $z$-order for FEM “on the fly” as opposed to the transformation of a calculated matrix into QTT. This algorithm has $O(\log n)$ complexity, where $n = 2^d$ is the number of nodes per quadrangle side.

2 Discretization scheme

2.1 Model problem

In this paper we consider the following two-dimensional model problem:

\[
\begin{align*}
-\Delta u &= f \text{ in } \Omega, \\
\frac{\partial u}{\partial n} &= 0,
\end{align*}
\]

(1)

here $\Omega \subseteq \mathbb{R}^2$, $\Omega$ is a polygon in the two-dimensional space, with the boundary $\partial \Omega$. We divide $\Omega$ into a set of $q$ adjacent quadrangles (subdomains):

\[
\Omega = \bigcup_{m=1}^{q} \Omega_m,
\]

(2)

where each $\Omega_m$ is a quadrangle. We map each quadrangle $\Omega_m$ into the standard square $K = [-1, 1]^2$ using bilinear transformation. In each quadrangle $\Omega_m$ the FEM basis is introduced (details are in Sections 2.2
We build a $2^d \times 2^d$ tensor-product mesh on each $\Omega_m$. The number of degrees of freedom in each mesh is equal to the number of nodes in each mesh. It is very important that unknowns that correspond to nodes on the inner boundaries are introduced for both adjacent quadrangles. This fact allows us to have $4^d$ unknowns and additional "consistency" equations need to be introduced, see Section 2.3. It can be shown that the final linear system will have the following form:

$$Bu = g,$$

where $B = \begin{pmatrix} B_{11} & B_{12} & \ldots & B_{1q} \\ B_{21} & B_{22} & \ldots & B_{2q} \\ \vdots & \vdots & \ddots & \vdots \\ B_{q1} & B_{q2} & \ldots & B_{qq} \end{pmatrix}$, $u = \begin{pmatrix} u^{(1)} \\ \vdots \\ u^{(q)} \end{pmatrix}$, $g = \begin{pmatrix} g^{(1)} \\ \vdots \\ g^{(q)} \end{pmatrix}$, (3)

$$B_{mm} = A^{(m)} - \gamma \Pi_{mm}, \quad B_{mp} = \begin{cases} \Pi_{mp} A^{(p)} - \gamma \Pi_{mp}, & \text{if } m \neq p \text{ and } m \text{ and } p \text{ are adjacent} \\ 0, & \text{otherwise} \end{cases},$$

$$g^{(m)} = f^{(m)} + \sum_{p \neq m} \Pi_{mp} f^{(p)},$$

where $B$ is a global stiffness matrix, $g$ is a global stiffness vector, $u$ is a vector of unknowns for the whole system, $m$ and $p$ are indices of some quadrangles, $A^{(m)}$ is a stiffness matrix for $\Omega_m$, $u^{(m)}$ are vectors of unknowns for $\Omega_m$, $f^{(m)}$ is a force vector for $\Omega_m$. Note that, $B_{mp}$ is not equal to zero if and only if $m$-th and $p$-th quadrangles are adjacent. $\Pi_{mm}$ and $\Pi_{mp}$ are special permutation matrices, we describe them in detail in Section 5.1. $\gamma$ is an additional multiplier which is approximately equal to the corresponding diagonal elements of in $A^{(m)}$, see Section 2.3 for details.

The construction of the matrix $B$ and the vector $g$ in z-order describes by Algorithm 1.

### 2.2 Construction of a diagonal block

Each diagonal block of the matrix $B$ in (3) is a sum of two matrices. The first matrix is the FEM stiffness matrix on a single quadrangle with the Dirichlet boundary conditions on the original boundary and the Neumann boundary condition on the inner boundaries between two adjacent quadrangles. The second part helps to build additional "consistency" equations for the concatenation along the boundary between adjacent quadrangles. We explain the idea of this concatenation in Sections 2.3, 5.1, 5.3.

Thus to construct the diagonal block we need to form the stiffness matrix for a boundary value problem on a single quadrangle. The problem is:

$$\begin{cases} -\Delta u = f, & \text{in } \Omega_m, \\
u = 0, & \text{on domain boundary } \partial \Omega_m \cap \partial \Omega, \\
\frac{\partial u}{\partial n} = 0, & \text{on internal boundary } \partial \Omega_m \setminus \partial \Omega. \end{cases}$$

Construction of the stiffness matrix in the QTT-format for such problems has been considered in [8, 9] and we follow a similar approach. Consider the classical FEM formulation on a quadrangle mesh:

$$u^h(x, y) = \sum_{i=1}^{n} \sum_{j=1}^{n} u_{ij} \phi_{ij}(x, y), \quad f^h(x, y) = \sum_{i=1}^{n} \sum_{j=1}^{n} f_{ij} \phi_{ij}(x, y),$$

where index $h$ denotes discretized problem, $u^h(x, y)$ and $f^h(x, y)$ are expressed in the basis of shape functions $\phi_{ij}$.  

\footnote{Implementation is available at https://github.com/RerRayne/qtt-laplace}
Algorithm 1 Build the stiffness matrix and the force vector

Input: Divide a polygonal field Ω into a set of adjacent quadrangles Ω = \bigcup_{m=1}^{q} Ω_m
1. Generate z-order mesh grid matrices \( T_z \) and \( J_z \), as described in Section 4.3.
2. for a mesh on each Ω_m do
3. Build a quadrangle mesh with \( 4^d \) nodes for each mapped quadrangle
4. Map all finite elements from the mesh to the square \( \mathbb{K} = [-1, 1]^2 \) using vectorized operations
5. In each finite element calculate \( J \) and \( J^T \) at the center, using Theorem 1
6. Init a global stiffness matrix \( B^{(m)} \) by zeros
7. Init a global force vector \( g^{(m)} \) by zeros
8. for all pairs of shape functions \( c_1 = (i_1, j_1), c_2 = (i_2, j_2) \) on finite elements do
9. Calculate the vector \( K_{c_1,c_2} \). See Section 2.5.
10. Calculate vector \( G_{c_1,c_2} \) as described in Section 2.5.
11. Calculate \( A^{(m)}_{c_1,c_2} \) according to the formula (24).
12. Calculate \( f^{(m)}_{c_1,c_2} \) according to the formula (26).
13. \( B^{(m)} + = A^{(m)}_{c_1,c_2} \)
14. \( g^{(m)} + = f^{(m)}_{c_1,c_2} \)
15. end for
16. end for
17. Build concatenation matrices for subdomains as described in Section 5.1.
18. Build matrices \( B_{ij} \), \( i, j = 1 \ldots q \) by applying formula (4) to \( B^{(m)} \).
19. Build vectors \( g^{(m)} \) by applying formula (5) to \( f^{(m)} \).
20. Put all \( B_{ij} \) into the resulting stiffness matrix \( B \) by applying boundary conditions from Section 6.
21. Put all \( g^{(m)} \) into the resulting force vector \( g \) by applying boundary conditions from Section 6.
22. return \( B \) and \( g \).

Using the standard Galerkin method we get:

\[ A\mathbf{u} = M\mathbf{T}, \quad \text{where} \quad A_{N_{ij},N_{kl}} = \int_{\Omega_m} (\nabla \phi_{ij}, \nabla \phi_{kl}) \, dx \, dy, \quad M_{N_{ij},N_{kl}} = \int_{\Omega_m} (\phi_{ij}, \phi_{kl}) \, dx \, dy, \quad (8) \]

\[ \mathbf{u} = \begin{bmatrix} u_{1,1} \\ u_{1,2} \\ \vdots \\ u_{n,n} \end{bmatrix}, \quad \mathbf{T} = \begin{bmatrix} f_{1,1} \\ f_{1,2} \\ \vdots \\ f_{n,n} \end{bmatrix}. \quad (9) \]

The matrix \( A \in \mathbb{R}^{n^2 \times n^2} \) is a stiffness matrix, \( M \in \mathbb{R}^{n^2 \times n^2} \) is a mass matrix. \( A, M \in \mathbb{R}^{n^2 \times n^2} \). Here we introduce a mapping \( N_{ij} \) from index pairs \( (i,j) \) into some elements ordering.

We map each finite element \( F_e \) to \( \mathbb{K} \) bilinearly: \( h : F_e \to \mathbb{K} \), where \( \mathbb{K} = [-1, 1]^2 \). Points from \( F_e \) use \( x, y \) to denote coordinates, while points from \( \mathbb{K} \) use \( \xi, \eta \) to denote coordinates.

This leads to the following stiffness and mass matrices:

\[ A_{N_{ij},N_{kl}} = \int_{\Omega_m} (\nabla \phi_{ij}, \nabla \phi_{kl}) \, dx \, dy = \sum_{F_e \text{ such that} \ \nabla \Phi_{\tau_{Fe,ij}}, \nabla \Phi_{\tau_{Fe,kl}} \neq 0} \int_{\mathbb{K}} (J_Q^T)^{-1} \nabla \Phi_{\tau_{Fe,ij}}(J_Q)^{-1} \nabla \Phi_{\tau_{Fe,kl}} |J_{\xi\eta}| \, d\xi \, d\eta, \quad (10) \]

\[ = \sum_{F_e \text{ such that} \ \nabla \Phi_{\tau_{Fe,ij}}, \nabla \Phi_{\tau_{Fe,kl}} \neq 0} \int_{\mathbb{K}} (J_Q^T)^{-1} \nabla \Phi_{\tau_{Fe,ij}}(J_Q)^{-1} \nabla \Phi_{\tau_{Fe,kl}} |J_{\xi\eta}| \, d\xi \, d\eta. \quad (11) \]
Additionally, we need to replace Equation (14) at each node \( k \) with:

\[
\sum_{k,l=1}^{n} A_{N_{ij},N_{kl}}^{(m_1)} \pi_{N_{kl}}^{(m_1)} + \ldots + \sum_{k,l=1}^{n} A_{N_{ij},N_{kl}}^{(m_r)} \pi_{N_{kl}}^{(m_r)} = f_{N_{ij}}^{(m_1)} + \ldots + f_{N_{ij}}^{(m_r)}. 
\]

(15)

Additionally, we need \( r - 1 \) equations which describe continuity at the joined nodes:

\[
\pi_{N_{ij}^1}^{(m_1)} = \pi_{N_{ij}^2}^{(m_2)} = \pi_{N_{ij}^3}^{(m_3)} = \ldots = \pi_{N_{ij}^r}^{(m_r)}.
\]

(16)

However, (16) does not follow the structure of (8) and decreases the diagonal dominance of \( A \), hence it should be modified.

2.3 Solutions concatenation

As was described in Section 2.1, \( \Omega \) is divided into \( q \) adjacent quadrangles \( \Omega = \bigcup_{m=1}^{q} \Omega_m \). In each subdomain a mesh with \( n \times n \) nodes is built. External boundaries have the Dirichlet boundary condition, boundaries between adjacent quadrangles have the Neumann boundary condition. For each \( \Omega_m \), a coefficient matrix \( A^{(m)} \) and a vector \( f^{(m)} \) are built (see Section 2.2). After matrices are built, we need to be sure that some quadrangles should “concatenate” their solution along with the inner boundary. This section explains the way how to describe this “concatenation” with the help of the matrix \( A^{(m)} \) and the vector \( f^{(m)} \).

We can rewrite (8), adding corresponding markers \( (m) \) as:

\[
\sum_{k,l=1}^{n} A_{N_{ij},N_{kl}}^{(m)} \pi_{N_{kl}}^{(m)} = f_{N_{ij}}^{(m)};
\]

(14)

where \( i, j \in [1 \ldots n] \) specify a position of the node in the mesh, \( m \) is the number of the quadrangle in which we are solving the problem.

Assume that during the concatenation of solutions in subdomains \( m_1, m_2, \ldots, m_r \) nodes \( (i_1, j_1), \ldots, (i_r, j_r) \), where \( r \geq 2 \), are merged. Our goal is to get the right solution approximation at the joined nodes. For that, we have to replace Equation (14) at each node \( k \) with:

\[
\sum_{k,l=1}^{n} A_{N_{ij},N_{kl}}^{(m_1)} \pi_{N_{kl}}^{(m_1)} + \ldots + \sum_{k,l=1}^{n} A_{N_{ij},N_{kl}}^{(m_r)} \pi_{N_{kl}}^{(m_r)} = f_{N_{ij}}^{(m_1)} + \ldots + f_{N_{ij}}^{(m_r)}.
\]

(15)

Additionally, we need \( r - 1 \) equations which describe continuity at the joined nodes:

\[
\pi_{N_{ij}^1}^{(m_1)} = \pi_{N_{ij}^2}^{(m_2)} = \pi_{N_{ij}^3}^{(m_3)} = \ldots = \pi_{N_{ij}^r}^{(m_r)}.
\]

(16)

However, (16) does not follow the structure of (8) and decreases the diagonal dominance of \( A \), hence it should be modified.
By taking various linear combinations we can reformulate \((16)\) in the following symmetric way:

\[
\begin{align*}
(r - 1)\Pi^{(m_1)}_{N_{i_1j_1}} - \Pi^{(m_2)}_{N_{i_2j_2}} - \ldots - \Pi^{(m_r)}_{N_{i_rj_r}} &= 0, \\
-\Pi^{(m_1)}_{N_{i_1j_1}} + (r - 1)\Pi^{(m_2)}_{N_{i_2j_2}} - \ldots - \Pi^{(m_r)}_{N_{i_rj_r}} &= 0, \\
& \hfill \ddots \\
-\Pi^{(m_1)}_{N_{i_1j_1}} - \Pi^{(m_2)}_{N_{i_2j_2}} - \ldots + (r - 1)\Pi^{(m_r)}_{N_{i_rj_r}} &= 0.
\end{align*}
\]

(17)

This is a system with \(r \times r\) matrix of rank \(r - 1\). To make it nonsingular let us add \((15)\) to each equation.

For the sake of readability consider \(r = 2\) and \(I = \mathcal{N}_{i_1j_1}, J = \mathcal{N}_{i_2j_2}\):

\[
\begin{align*}
\gamma \Pi^{(m_1)}_{I_1} + \sum_{J=1}^{n^2} A^{(m_1)}_{I_1J} \Pi^{(m_2)}_{J} - \gamma \Pi^{(m_2)}_{I_2} + \sum_{J=1}^{n^2} A^{(m_2)}_{I_2J} \Pi^{(m_2)}_{J} &= f^{(m_1)}_{I_1} + f^{(m_2)}_{I_2}, \\
-\gamma \Pi^{(m_1)}_{I_1} + \sum_{J=1}^{n^2} A^{(m_1)}_{I_1J} \Pi^{(m_1)}_{J} + \gamma \Pi^{(m_2)}_{I_2} + \sum_{J=1}^{n^2} A^{(m_2)}_{I_2J} \Pi^{(m_2)}_{J} &= f^{(m_1)}_{I_1} + f^{(m_2)}_{I_2},
\end{align*}
\]

(18)

here \(\gamma\) is an additional multiplier with the magnitude and sign close to that of diagonal elements of \(A^{(m_k)}\).

To rewrite this operation in the matrix form let us now introduce a matrix \(\Pi\) that maps between indices \(I_1\) and \(I_2\), that is

\[
\Pi_{I_1I_2} = \begin{cases} 
1, & \text{if node } I_1 \text{ from } \Omega^{(m_1)} \text{ should be concatenated with node } I_2 \text{ from } \Omega^{(m_2)}, \\
0, & \text{otherwise.}
\end{cases}
\]

The whole FEM system can now be expressed

\[
\begin{pmatrix} 
\gamma \Pi^{(m_1)} + A^{(m_1)} & -\gamma \Pi + \Pi A^{(m_2)} \\
-\gamma \Pi^{(m_1)} + \Pi^{(m_1)} A^{(m_1)} & \gamma \Pi^{(m_2)} + \Pi^{(m_2)} A^{(m_2)}
\end{pmatrix} \begin{pmatrix} \Pi^{(m_1)} \Pi^{(m_2)} \end{pmatrix} = \begin{pmatrix} I & \Pi \\ \Pi^\top & I \end{pmatrix} \begin{pmatrix} f^{(m_1)} \\ f^{(m_2)} \end{pmatrix}.
\]

(19)

This operation has to be applied to each pair of adjacent subdomains.

### 2.4 Structure of Jacobian

![Figure 2: The mesh in \(\Omega_m\) domain. Here indices \(i, j\) enumerate mesh vertex and \(i_e, j_e\) enumerate mesh elements. Padding elements are dashed.](image)

Recall that each quadrangle \(\Omega_m\) is mapped onto the unit square \(\mathbb{K}\). \(\mathbb{K}\) is uniformly split into \((2^d - 1) \times (2^d - 1)\) elements and each is mapped back to the original quadrangle. Figure 2 presents the results of this procedure in the mesh.
Since QTT normally deals with indices that have $2^d$ range, not $2^d - 1$, a single layer of padding elements is added to the mesh. These elements are not used in any way and exist only for a padding purpose.

The coordinates of vertex $x_{i,j}$, $y_{i,j}$ are bilinear functions of $i$, $j$ (by construction). To give explicit expressions for them let us first introduce the following shape functions (Lagrange basis on the $\mathbb{K}$):

$$
\Phi_{-1,-1} (\xi, \eta) = \frac{(1 - \xi) (1 - \eta)}{4}, \quad \Phi_{1,-1} (\xi, \eta) = \frac{(1 + \xi) (1 - \eta)}{4},
\Phi_{1,1} (\xi, \eta) = \frac{(1 + \xi) (1 + \eta)}{4}, \quad \Phi_{-1,1} (\xi, \eta) = \frac{(1 - \xi) (1 + \eta)}{4},
$$

(20)

where indices of $\Phi$ denote the corner point of $\mathbb{K}$ where corresponding $\Phi$ is equal to one. This kind of shape functions entails the following property of a Jacobian that is important for this paper.

Given a quadrangle $Q$ with vertices $(x_1, y_1)$, $(x_2, y_2)$, $(x_3, y_3)$, $(x_4, y_4)$ it is easy now to give the mapping $r$ from the standard square $\mathbb{K}$ to $Q$:

$$
r(\xi, \eta) = \begin{bmatrix}
x(\xi, \eta) \\
y(\xi, \eta)
\end{bmatrix} = \begin{bmatrix}
x_1 & x_2 & x_3 & x_4 \\
y_1 & y_2 & y_3 & y_4
\end{bmatrix}
\begin{bmatrix}
\Phi_{-1,-1}(\xi, \eta) \\
\Phi_{1,-1}(\xi, \eta) \\
\Phi_{1,1}(\xi, \eta) \\
\Phi_{-1,1}(\xi, \eta)
\end{bmatrix}.
$$

Obviously the map is bilinear in $\xi, \eta$ and each corner of $\mathbb{K}$ is mapped to the corresponding corner of $Q$.

Taking $\Omega_m$ as $Q$ we can now express the coordinates of the grid vertices:

$$
\begin{bmatrix}
x_{i,j} \\
y_{i,j}
\end{bmatrix} = r \left( \frac{2i}{2^d - 1} - 1, \frac{2j}{2^d - 1} - 1 \right) \equiv \tilde{r}(i, j).
$$

It is clear that $\tilde{r}$ is a bilinear function of $i, j$ so it can be written in form $\tilde{r}(i, j) = q_0 + q_x i + q_y j + q_{xy} ij$, where $q_0, q_x, q_y, q_{xy}$ are some vectors.

Consider a finite element with index $(i, j)$. Its vertices have indices $(i, j)$, $(i + 1, j)$, $(i, j + 1)$ and $(i + 1, j + 1)$. One may easily verify that the element’s center is located at

$$
\begin{bmatrix}
ex_{i,j} + x_{i+1,j} + x_{i,j+1} + x_{i+1,j+1} \\
y_{i,j} + y_{i+1,j} + y_{i,j+1} + y_{i+1,j+1}
\end{bmatrix} = r \left( \frac{i + 1}{2} - 1, \frac{j + 1}{2} - 1 \right).
$$

Thus the mapping $\tilde{r}$ gives not only the vertices’ coordinates, but also the coordinates of the elements’ centers.

To construct the FEM matrices we need to map each finite element to $\mathbb{K}$ and evaluate the Jacobian matrix of the mapping for the each finite element. This operation is greatly simplified by the following Lemma:

**Lemma 1.** Consider a finite element $Q_{ij}$ with vertices at $(x_{i,j}, y_{i,j})$, $(x_{i+1,j}, y_{i+1,j})$, $(x_{i,j+1}, y_{i,j+1})$, $(x_{i+1,j+1}, y_{i+1,j+1})$. Let $r_{ij}(\xi, \eta)$ be the mapping from $\mathbb{K}$ to $Q_{ij}$. Then the Jacobian matrix of this mapping $J^{(i,j)}(\xi, \eta) = \frac{\partial r_{ij}(\xi, \eta)}{\partial (\xi, \eta)}$ is a linear function in $i, j$, that is:

$$
J^{(i,j)}(\xi, \eta) = J^{(0,0)}(\xi, \eta) + i J^{(1,0)}(\xi, \eta) + j J^{(0,1)}(\xi, \eta),
$$

and also its determinant:

$$
\left| J^{(i,j)}(\xi, \eta) \right| = \left| J^{(0,0)}(\xi, \eta) \right| + i \left| J^{(1,0)}(\xi, \eta) \right| + j \left| J^{(0,1)}(\xi, \eta) \right|.
$$

**Proof.** The proof is straightforward and is done by direct evaluation of $J^{(i,j)}(\xi, \eta)$. First, recall that the mapping $r_{ij}$ may be expressed as:

$$
r_{ij}(\xi, \eta) = \begin{bmatrix}
x_{i,j} & x_{i+1,j} & x_{i,j+1} & x_{i+1,j+1} \\
y_{i,j} & y_{i+1,j} & y_{i,j+1} & y_{i+1,j+1}
\end{bmatrix}
\begin{bmatrix}
\Phi_{-1,-1}(\xi, \eta) \\
\Phi_{1,-1}(\xi, \eta) \\
\Phi_{1,1}(\xi, \eta) \\
\Phi_{-1,1}(\xi, \eta)
\end{bmatrix}.
$$
Since $\Phi_{-1,-1}(\xi, \eta) + \Phi_{1,-1}(\xi, \eta) + \Phi_{1,1}(\xi, \eta) + \Phi_{-1,1}(\xi, \eta) \equiv 1$ we can rewrite $r_{i,j}$ in an equivalent form:

$$r_{i,j}(\xi, \eta) = \begin{bmatrix} x_{i,j} \\ y_{i,j} \end{bmatrix} + \begin{bmatrix} 0 & x_{i+1,j} - x_{i,j} & x_{i,j+1} - x_{i,j} \\ 0 & y_{i+1,j} - y_{i,j} & y_{i,j+1} - y_{i,j} \end{bmatrix} \begin{bmatrix} \Phi_{-1,-1}(\xi, \eta) \\ \Phi_{1,-1}(\xi, \eta) \\ \Phi_{1,1}(\xi, \eta) \\ \Phi_{-1,1}(\xi, \eta) \end{bmatrix}.$$  

Let us plug $x_{i,j} = \tilde{r}(i,j) = q_0 + q_x i + q_y j + q_{xy} ij$. The coefficients $q_0, q_x, q_y, q_{xy}$ are the same vectors for every finite element in the $\Omega_m$ domain. Finally we obtain:

$$r_{i,j}(\xi, \eta) = \begin{bmatrix} x_{i,j} \\ y_{i,j} \end{bmatrix} + \begin{bmatrix} 0 & q_x + q_{xy} j & q_x + q_y + q_{xy}(i + j + 1) & q_y + q_{xy} i \end{bmatrix} \begin{bmatrix} \Phi_{-1,-1}(\xi, \eta) \\ \Phi_{1,-1}(\xi, \eta) \\ \Phi_{1,1}(\xi, \eta) \\ \Phi_{-1,1}(\xi, \eta) \end{bmatrix}.$$  

By differentiating with respect to $\xi, \eta$ we obtain:

$$J^{(i,j)}_{\xi} = \frac{\partial r_{i,j}(\xi, \eta)}{\partial (\xi, \eta)} = \begin{bmatrix} 0 & q_x + q_{xy} j & q_x + q_y + q_{xy}(i + j + 1) & q_y + q_{xy} i \end{bmatrix} \begin{bmatrix} \frac{\partial \Phi_{-1,-1}}{\partial (\xi, \eta)} \\ \frac{\partial \Phi_{1,-1}}{\partial (\xi, \eta)} \\ \frac{\partial \Phi_{1,1}}{\partial (\xi, \eta)} \\ \frac{\partial \Phi_{-1,1}}{\partial (\xi, \eta)} \end{bmatrix}.$$  

The rightmost $4 \times 2$ matrix is independent of $i, j$. For shortness let us denote it as $\begin{bmatrix} \partial \Phi_{-1,-1} \\ \partial \Phi_{1,-1} \\ \partial \Phi_{1,1} \\ \partial \Phi_{-1,1} \end{bmatrix}$. Now

$$J^{(i,j)}_{\xi} = \begin{bmatrix} 0 & q_x + q_{xy} j & q_x + q_y + q_{xy}(i + j + 1) & q_y + q_{xy} i \end{bmatrix} \begin{bmatrix} \frac{\partial \Phi_{1,1} + \Phi_{-1,1}}{\partial (\xi, \eta)} \\ \frac{\partial \Phi_{1,1} + \Phi_{-1,1}}{\partial (\xi, \eta)} \end{bmatrix} = J^{(0,0)}_{\xi} + q_{xy} \left( \begin{bmatrix} 0 & q_x + q_y + q_{xy} j & q_y \end{bmatrix} + \begin{bmatrix} 0 & q_x & q_y \end{bmatrix} + \begin{bmatrix} 0 & q_x & q_y \end{bmatrix} + \begin{bmatrix} 0 & q_x & q_y \end{bmatrix} \right) \begin{bmatrix} \frac{\partial \Phi_{1,1} + \Phi_{-1,1}}{\partial (\xi, \eta)} \\ \frac{\partial \Phi_{1,1} + \Phi_{-1,1}}{\partial (\xi, \eta)} \end{bmatrix}.$$  

The linearity of $J^{(i,j)}_{\xi}$ in $i, j$ is now apparent. The proof for the $|J^{(i,j)}_{\xi}|$ needs some more work. Let first rewrite $J^{(i,j)}_{\xi}$ as:

$$J^{(i,j)}_{\xi} = J^{(0,0)}_{\xi} + q_{xy} \left( \begin{bmatrix} \frac{\partial \Phi_{1,1} + \Phi_{-1,1}}{\partial (\xi, \eta)} \\ \frac{\partial \Phi_{1,1} + \Phi_{-1,1}}{\partial (\xi, \eta)} \end{bmatrix} = J^{(0,0)}_{\xi} \right) + \begin{bmatrix} q_{xy} \end{bmatrix}^T \begin{bmatrix} i & j \end{bmatrix}.$$  

Using the matrix determinant lemma $|A + uv^T| = |A| + v^T \text{adj}(A)u$:

$$|J^{(i,j)}_{\xi}| = |J^{(0,0)}_{\xi}| + \frac{1}{2} \left[ \begin{bmatrix} i & j \end{bmatrix} \text{adj} \left( J^{(i,j)}_{\xi} \right) q_{xy} \right].$$  

So $|J^{(i,j)}_{\xi}|$ is also a linear function in $i, j$. This finalizes the proof of the theorem.  

### 2.5 Building a stiffness matrix and a force vector on a subdomain

For calculating integrals value at present work we use the quadrature rule. We build a stiffness matrix on each subdomain by the following scheme:

1. Map all finite elements on this subdomain to $K = [-1, 1]^2$ using vectorized operations;
2. Calculate Jacobian at the center of each finite element using the linear property of Jacobian from Section 2.4;
3. Take one of possible combination of two corners in $K$ (the corner $(-1, -1)$ and $(-1, 1)$, the corner $(-1, 1)$, and $(1, 1)$ and etc.). We denote these corners as $c_1 = (i_1, j_1)$ and $c_2 = (i_2, j_2)$. 
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4. Calculate an approximation value of $\Phi$ at the center of each finite element using values from points 2 and 3 that $\nabla \Phi_{i,j_1}$ and $\nabla \Phi_{i,j_2}$ are the same for all mapping. After that, we obtain the value of the integral at all finite elements for a specific pair of shape function. Formula (10) can be rewritten for the particular $F_e$ as:

$$K_{c_1c_2} = \int\int_{K_e} (J_{\xi\eta}^T)^{-1} \nabla \Phi_{i,j_1} (J_{\xi\eta}^T)^{-1} \nabla \Phi_{i,j_2} |J_{\xi\eta}| d\xi d\eta \approx 4 \nabla \Phi_{i,j_1} \left( \frac{J_A^A(J_{\xi\eta}^A)^T}{|J_{\xi\eta}|} \nabla \Phi_{i,j_2} \right),$$

(21)

where $J_{kl}$ as a value from $k,l$ position of an adjugate matrix $J_{\xi\eta}^A$. Here we omit domain’s indices $\xi, \eta$ from Jacobians for a formula simplification.

We have used a rectangle rule for calculating this integral:

$$J_{\xi\eta}^A (J_{\xi\eta}^A)^T = \frac{1}{J_{\xi\eta}} \begin{pmatrix} J_{22}^2 + J_{12}^2 & -J_{22}J_{21} - J_{12}J_{11} & J_{12}^2 + J_{21}^2 \\ -J_{22}J_{21} - J_{12}J_{11} & J_{11}^2 & J_{11}^2 + J_{21}^2 & J_{12}J_{21} + J_{22}J_{11} \end{pmatrix},$$

(22)

It is important to mention that all operations in this scheme are vectorized and calculations are done for all finite elements simultaneously. Thus, $K_{c_1c_2}$ here is a vector, which contains integral values between $c_1, c_2$ for all finite elements in a mesh.

5. A special block-matrix $V$ is used for shifting elements to their final position in a stiffness matrix by the following formula:

$$A_{c_1c_2} = V_{c_1}^T \text{diag}\{K_{c_1c_2}\} V_{c_2}. \quad (24)$$

For details how $V$ is constructed refer to the Section 5.4.

6. Repeat step 2–5 for all pairs;

7. To obtain the stiffness matrix on the domain, we have to sum all matrices together.

Absolutely the same technique is used for the force vector:

$$G_{c_1c_2} = 4 |J_0| \Phi_{i,j_1} \Phi_{i,j_2}, \quad (25)$$

where $J_0$ is a Jacobian in the center of a finite element.

$$f_{c_1c_2} = \left( V_{c_1}^T \text{diag}\{G_{c_1c_2}\} V_{c_2} \right) \mathbf{f}. \quad (26)$$

Now we are ready to construct the tensor representation of our matrix.

3 QTT-format

The Tensor Train decomposition (TT) a non-linear, low-parametric tensors representation based on the separation of variables [3, 10]. In present work we use a special case of TT – Quantized Tensor Train decomposition (QTT) [3, 4, 5] which packs simple vectors and matrices into a multidimensional tensor representation. This section explains basic ideas of TT and QTT.
Consider a \( d \)-dimensional tensor \( T \in \mathbb{R}^{n_1 \times \ldots \times n_d} \). The element with index \( i_1 \ldots i_d \) from \( T \) is presented in TT-format as:

\[
T_{i_1 \ldots i_d} = \sum_{\alpha_1=1}^{r_1} \ldots \sum_{\alpha_{d-1}=1}^{r_{d-1}} G_1(i_1, \alpha_1)G_2(\alpha_1, i_2, \alpha_2) \ldots G_{d-1}(\alpha_{d-2}, i_{d-1}, \alpha_{d-1})G_d(\alpha_{d-1}, i_d),
\]

(27)

where \( 0 \leq i_k \leq n_k - 1, \ k \in [1 \ldots d] \). \( G_j \) such that \( j \in [2 \ldots d-1] \) are three-dimension tensors with size \( r_{j-1} \times n_j \times r_j \). \( G_1 \) and \( G_d \) have the shapes \( n_1 \times r_1 \) and \( r_{d-1} \times n_d \) respectively. The upper bounds \( r_1, \ldots, r_{d-1} \) in sums (27) are called the ranks of representation or ranks. A TT representation is not unique for each tensor. The lowest possible ranks among all possible representation of the tensor are called \( TT-ranks \) \cite{[3]}. Formula (27) can be rewritten as a product of matrices which depend on parameters:

\[
T_{i_1 \ldots i_d} = J_1(i_1)J_2(i_2) \ldots J_{d-1}(i_{d-1})J_d(i_d),
\]

(28)

where \( J_k \) is a matrix with shape \( r_{k-1} \times r_k, \ k \in [1 \ldots d] \).

A memory amount which is necessary for storing \( T_{i_1 \ldots i_d} \) can be calculated as:

\[
S = r_1n_1 + \sum_{i=2}^{d-1} r_{i-1}n_i r_i + r_{d-1}n_d.
\]

(29)

The effective rank (erank) \( r_e \) can be obtained from the solution of the following equation:

\[
S = r_1n_1 + \sum_{i=2}^{d-1} r_{i-1}n_i r_i + r_{d-1}n_d = r_e n_1 + \sum_{i=2}^{d-1} r_e^n i + r_e n_d.
\]

(30)

The effective rank can be interpreted as an “average” rank for cores of tensor \( T_{i_1 \ldots i_d} \) and it is proportional to a square root from \( S \).

Consider a multidimensional matrix \( M \in \mathbb{R}^{(a_1 \times \ldots \times a_d) \times (m_1 \times \ldots \times m_d)} \). The element with indicies \( i_1 \ldots i_d ; j_1 \ldots j_d \) from \( M \) is presented in TT as:

\[
M_{i_1 \ldots i_d} = \sum_{\alpha_1=1}^{r_1} \ldots \sum_{\alpha_{d-1}=1}^{r_{d-1}} V_1(i_1, j_1, \alpha_1)V_2(\alpha_1, i_2, j_2, \alpha_2) \ldots V_{d-1}(\alpha_{d-2}, i_{d-1}, j_{d-1}, \alpha_{d-1})V_d(\alpha_{d-1}, i_d, j_d),
\]

(31)

where \( 0 \leq i_k \leq a_k - 1, 0 \leq j_k \leq m_k - 1 \). \( V_j \) such that \( j \in [2 \ldots d-1] \) is a four-dimensional tensor with size \( r_{j-1} \times n_j \times m_j \times r_j \), \( V_1 \) and \( V_d \) have the shapes \( n_1 \times m_1 \times r_1 \) and \( r_d \times n_d \times m_d \) respectively. In the short form:

\[
M_{i_1 \ldots i_d} = Q_1(i_1, j_1)Q_2(i_2, j_2) \ldots Q_{d-1}(i_{d-1}, j_{d-1})Q_d(i_d, j_d),
\]

(32)

where \( Q_k(i_k, j_k) \) is a matrix with shape \( r_{k-1} \times r_k, \ k \in [1 \ldots d] \), pair \( i_k, j_k \) is treated as one “long index”. It is important to mention that cores \( Q_k \) can be considered as a block matrix with a shape \( r_{k-1} \times r_k \) and a block size \( n_k \times m_k \).

The equation for erank calculation for QTT-format is the following:

\[
S = 2r_1 + 2 \sum_{i=2}^{d-1} r_{i-1}r_i + 2r_{d-1} = 4r_e + 2r_e^2 (d-2).
\]

(33)
The corollary of (31) is that if all TT-ranks of $M$ are equal to 1, than $M$ may be present as a Kronecker product of $d$ matrices:

$$M = M_1 \otimes M_2 \otimes \ldots \otimes M_{d-1} \otimes M_d,$$

(34)

where $M_k$ is a matrix with the shape $n_k \times m_k$, $k \in [1 \ldots d]$.

The storage cost and costs for basic operations in TT-format are bounded by $dnr^\alpha$, with $\alpha \in \{2, 3\}$ where $n \geq \max(n_1, \ldots, n_d)$, $r \geq \max(r_1, \ldots, r_{d-1})$. If $r$ is bounded in this case complexity is linear in $d$. For more information about properties of the TT-format refer to [3].

QTT is used to apply TT to low-dimension objects like vectors and matrices. Consider a vector $v \in \mathbb{R}^{2^d}$. This vector can be reshaped into a tensor $V$ with a shape $2 \times 2 \times \ldots \times 2$ d times. After that we can obtain TT representation of $V$ as a TT representation of a $d$-dimension tensor. The reshaping of $v$ to a $d$-dimensional tensor is equal to encoding its indeces $0 \leq i \leq 2^d - 1$ into a binary format:

$$i = i_1, i_2, \ldots, i_d = \sum_{k=1}^{d} 2^{k-1}i_k \leftrightarrow (i_1, i_2, \ldots, i_d),$$

(35)

where $i_k \in \{0, 1\}$, $k \in [1 \ldots d]$.

The same idea is used to represent a matrix $M \in \mathbb{R}^{2^d \times 2^d}$ in the QTT-format.

The last important thing we need to explain in this section is a special operation between two QTT cores $K$ and $L$ which are presented as block matrices. The “bowtie” operation between two block matrices is like a usual matrix product of two matrices, but their elements (blocks) being multiplied by means of the Kronecker product [11]. The operation is denoted by the symbol $\bowtie$.

$$C = K \bowtie L = \begin{bmatrix} K_{11} & \ldots & K_{1r_2} \\ \vdots & \ddots & \vdots \\ K_{r_1,1} & \ldots & K_{r_1, r_2} \end{bmatrix} \bowtie \begin{bmatrix} L_{11} & \ldots & L_{1r_3} \\ \vdots & \ddots & \vdots \\ L_{r_2,1} & \ldots & L_{r_2, r_3} \end{bmatrix} = \begin{bmatrix} K_{11} \otimes L_{11} + \ldots + K_{1r_2} \otimes L_{r_2,1} & \ldots & K_{11} \otimes L_{1r_3} + \ldots + K_{1r_2} \otimes L_{r_2, r_3} \\ \vdots & \ddots & \vdots \\ K_{r_1,1} \otimes L_{11} + \ldots + K_{r_1, r_2} \otimes L_{r_2,1} & \ldots & K_{r_1,1} \otimes L_{1r_3} + \ldots + K_{r_1, r_2} \otimes L_{r_2, r_3} \end{bmatrix}$$

(36)

In [11] was shown that a matrix $M \in \mathbb{R}^{2^d \times 2^d}$ may be presented in the following form using the “bowtie” operation:

$$M = J_1 \bowtie \ldots \bowtie J_d,$$

(37)

where $J_i$ is considered as a block matrix with size $r_{i-1} \times r_i$ and a block size $n_i \times m_i$, where $i \in [1, d]$.

4 Z-ordering

4.1 Matrix ordering

Consider a quadrilateral area $2^d \times 2^d$ with a quadrangle grid with $4^d$ nodes. Coordinates of some node in this grid are denoted by a pair of integers $(i, j)$, where $i, j \in [0, 2^d - 1]$.

In this paper, we consider two types of nodes ordering, which are presented in Figure [3].
1. **Canonical ordering.** A node with coordinates \((i, j)\) has its index calculated by the following formula:

\[
\mathcal{L}(i, j) = i + 2^d j;
\]  

(38)

2. **Z-ordering.** Let us represent \((i, j)\) as:

\[
i = \sum_{k=1}^{d} 2^{k-1} i_k \leftrightarrow (i_1, i_2, \ldots, i_d), \quad j = \sum_{k=1}^{d} 2^{k-1} j_k \leftrightarrow (j_1, j_2, \ldots, j_d).
\]  

(39)

The z-order index of a node at the point \((i, j)\) is calculated according to the following formula:

\[
Z(i, j) = i_1 + 2j_1 + 4i_2 + 8j_2 + \ldots + 2^{d-2}i_d + 2^{d-1}j_d = \sum_{k=1}^{d} 2^{2k-2} i_k + \sum_{k=1}^{d} 2^{2k-1} j_k.
\]  

(40)

![Figure 3: The ordering examples: left – the canonical ordering, right – the z-ordering.](image)

4.2 **Z-kron operation**

Suppose we have two QTT-matrices:

\[
K_{i_1, \ldots, i_d} = K_1(i_1, j_1) \ldots K_d(i_d, j_d), \quad L_{i'_1, \ldots, i'_d} = L_1(i'_1, j'_1) \ldots L_d(i'_d, j'_d).
\]  

(41)

Kronecker product of two \(d\)-dimensional QTT-matrices is a \(2d\)-dimensional QTT-matrix:

\[
M_{i_1, \ldots, i_d, i'_1, \ldots, i'_d} = K_{i_1, \ldots, i_d} \otimes L_{i'_1, \ldots, i'_d} = K_1(i_1, j_1) \ldots K_d(i_d, j_d) L_1(i'_1, j'_1) \ldots L_d(i'_d, j'_d).
\]  

(42)

Let us define a new operation \(\otimes - z\)-kron operation, which applied to a pair of \(d\)-dimensional QTT-matrices yields a \(d\)-dimensional TT-matrix of size \(\mathbb{R}^{4^d \times 4^d}\). The elements of this TT-matrix are defined in the similar way:

\[
M_{z_1, \ldots, z_d} = K_{z_1, \ldots, z_d} \otimes L_{z'_1, \ldots, z'_d}, \quad \text{where} \quad z_k = i_k + 2j_k, \quad k \in [1 \ldots d].
\]  

\[43\]

**Theorem 2.** The TT-tensor \(M = K \otimes L\) can be expressed in terms of cores:

\[
M_{z_1, \ldots, z_d} = M_1(z_1, z'_1) M_2(z_2, z'_2) \ldots M_d(z_d, z'_d),
\]  

\[44\]

where cores \(M_k\) are obtained by regular matrix Kronecker product \(M_k(z_k, z'_k) = K(i_k, j_k) \otimes L(i'_k, j'_k)\) and \(z_k = i_k + 2j_k\).
Proof. Direct calculation gives
\begin{equation}
M_1(z_1, z'_1) M_2(z_2, z'_2) \ldots M_d(z_d, z'_d) = (K_1(i_1, j_1) \otimes L_1(i'_1, j'_1)) \ldots (K_d(i_d, j_d) \otimes L_d(i'_d, j'_d)) = \\
= (K_1(i_1, j_1) \ldots K_d(i_d, j_d)) \otimes (L_1(i'_1, j'_1) \ldots L_d(i'_d, j'_d)).
\end{equation}
(45)

The Kronecker product of two numbers is just a multiplication, that is why:
\begin{equation}
(K_1(i_1, j_1) \ldots K_d(i_d, j_d)) \otimes (L_1(i'_1, j'_1) \ldots L_d(i'_d, j'_d)) = \\
= K_1(i_1, j_1) \ldots K_d(i_d, j_d) \otimes L_1(i'_1, j'_1) \ldots L_d(i'_d, j'_d).
\end{equation}
(46)

4.3 Generation of a Z-order meshgrid in QTT-format

A meshgrid is a standard tensor traversal generator which is available at scientific libraries like numpy. Mesh grid can be constructed using tensor operations. The mesh grid with the canonical ordering for a 2D matrix is constructed as:
\begin{equation}
\bar{\bar{i}} = L \otimes I, \quad \bar{\bar{j}} = I \otimes L,
\end{equation}
(47)
where \(\bar{\bar{i}}\) matrix indices along the first dimension, \(\bar{\bar{j}}\) matrix indices along the second dimension, \(L\) is a vector, which contains a range from 0 to \(2^d - 1\), \(I\) is a vector with ones with a length \(2^d\).

According to Theorem 2 if we replace \(\otimes\) to \(\otimes\) we will obtain a mesh grid matrices with z-ordering:
\begin{equation}
\bar{\bar{i}}_z = L \otimes \bar{\bar{i}}, \quad \bar{\bar{j}}_z = I \otimes \bar{\bar{j}}.
\end{equation}
(48)

5 Matrix formulation of a concatenation

5.1 Concatenation matrices

In Section 2.3 the procedure of subdomain concatenation was expressed in terms of the connectivity matrix \(\Pi\). In this section we attempt to express \(\Pi\) in a simple form that leads directly to an efficient TT representation.

If \(m \neq p\), \(\Pi_{mp}\) is defined as:
\begin{equation}
(\Pi_{mp})_{\mathcal{I}, \mathcal{J}} = \begin{cases} 
1, & \text{if } \mathcal{I}(m) \sim \mathcal{J}(p) \\
0, & \text{otherwise}
\end{cases}
\end{equation}
(49)

Otherwise:
\begin{equation}
\Pi_{mm} = - \sum_{m \neq p} \Pi_{mp} \Pi_{pm}.
\end{equation}
(50)

Here \(\mathcal{I}(m) \sim \mathcal{J}(p)\) is short for “node \(\mathcal{I}\) from \(\Omega(m)\) should be concatenated with node \(\mathcal{J}\) from \(\Omega(p)\)”. \(\Pi_{mm}\) is a diagonal matrix. The \(i\)'th number on the diagonal equals to the number of nodes \(i\)'th node is joined to.

The following possible cases of concatenation between two subdomains \(m\) and \(p\) exist:

1. subdomains \(m\) and \(p\) do not share any nodes, \(\Pi_{mp} = O\);
2. subdomains \(m\) and \(p\) share one node (concatenated by vertex);
3. subdomains \(m\) and \(p\) share nodes along a side (concatenated by a side), then they share \(2^d\) nodes.
For cases 2 and 3 there exist 16 possible combinations for matrix $\Pi_{mp}$ since we can concatenate any side (vertex) of $\Omega^{(m)}$ with any side (vertex) of $\Omega^{(p)}$. The key idea of reducing the number of cases is to decompose the mapping $\Pi$ into a composition of three:

1. Map from $\Omega^{(m)}$ side (vertex) to some “standard” side (vertex).
2. Swap the standard side, that is map it onto itself in a reversed order. This step is not needed for the concatenation by vertex.
3. Map from the “standard” side (vertex) to $\Omega^{(p)}$ side (vertex).

Concatenation by side is the most interesting operation. Let us focus on it. According to the matrix $\Pi_{mp}$ can be represented as:

$$\Pi_{mp} = [\Psi_m]^T S \Psi_p,$$

where $S$ is an exchange matrix a special case of a permutation matrix, where the 1 elements reside on the counterdiagonal and all other elements are zero. Now there are only four possible types of $\Psi$ matrices: one for each side of the quadrangle. Let them be $\Psi_B, \Psi_R, \Psi_T, \Psi_L$. The size of these matrices is $2^d \times 4^d$. Figure 4 illustrates the concatenation of the bottom side of $\Omega^{(m)}$ with the left side of $\Omega^{(p)}$.

![Figure 4: Mapping from the $\Omega^{(m)}$ bottom side to the $\Omega^{(p)}$ left side as a superposition of three mappings: transpose of $\Psi_B$, swap and finally $\Psi_L$.](image)

Similarly for the vertex concatenation only 4 types of row vectors $\psi$ of size $1 \times 4^d$ are necessary. The matrix $\Pi_{mp}$ can be represented as

$$\Pi_{mp} = \psi_m^T \psi_p.$$

5.2 TT representation for a concatenation by side

Let us now focus on the TT-representation for each of the four types of matrix $\Psi \in \mathbb{R}^{2^d \times 4^d}$. The first index $s$ of $\Psi$ enumerates nodes on the standard side, the second index $z$ of $\Psi$ enumerates subdomain nodes in a $z$-order. First, we quantize both of the indices:

$$s = \sum_{k=1}^{d} 2^{k-1} s_k \leftrightarrow (s_1, s_2, \ldots, s_d),$$

$$z = \sum_{k=1}^{d} 4^{k-1} z_k \leftrightarrow (z_1, z_2, \ldots, z_d).$$

The matrix $\Psi$ is now reshaped into an $\left(2 \times 2 \times \ldots \times 2\right) \times \left(4 \times 4 \times \ldots \times 4\right)$ TT-matrix, where each element is indexed as:

$$\Psi_{s_1 s_2 \ldots s_d, z_1 z_2 \ldots z_d} \in \{0, 1\}, \quad s_k \equiv i_k + 2j_k,$$

$$z_k \equiv i_k + 2j_k,$$

(52)
where \( i_k, j_k \) are defined similar to the formula \( 39 \), \( k \in [1 \ldots 2^d] \).

According to \( 32 \) each element of \( \Psi \) can be presented in the TT-format in the following form:

\[
\Psi_{s_1s_2\ldots s_d}^{z_1z_2\ldots z_d} = H_1(s_1, z_1) H_2(s_2, z_2) \ldots H_d(s_d, z_d).
\] (53)

In terms of the “bowtie” operation \( 36 \)-\( 37 \) looks like:

\[
\Psi = H_1 \bowtie \ldots \bowtie H_d.
\] (54)

Here \( H_k, k = 1, \ldots, d \) are the cores of the TT decomposition of \( \Psi \). It appears that each matrix \( \Psi \) has TT-rank equal to 1 and it cores can be explicitly given by

\[
H_k = \begin{bmatrix}
B & R & L & T \\
L & B & T & R
\end{bmatrix},
\] (55)

where \( B, T, L, R \) are equal to 1 if the concatenation is performed on the bottom, the top, the left, or the right side, respectively, or, 0, otherwise.

For the defined enumerations the cores are as follows:

- **bottom side enumeration**:

  \[
  H_k = \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0
  \end{bmatrix}, \quad k = 1, \ldots, d;
  \] (56)

- **right side enumeration**:

  \[
  H_k = \begin{bmatrix}
  0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 1
  \end{bmatrix}, \quad k = 1, \ldots, d;
  \] (57)

- **top side enumeration**:

  \[
  H_k = \begin{bmatrix}
  0 & 0 & 0 & 1 \\
  0 & 0 & 1 & 0
  \end{bmatrix}, \quad k = 1, \ldots, d;
  \] (58)

- **left side enumeration**:

  \[
  H_k = \begin{bmatrix}
  0 & 0 & 1 & 0 \\
  1 & 0 & 0 & 0
  \end{bmatrix}, \quad k = 1, \ldots, d.
  \] (59)

Note, to obtain \( S\Psi \) from \( \Psi \) it is sufficient to simply swap rows in each \( H_k \).

**Theorem 3.** Matrix \( \Psi \) can be represented as a TT matrix with identical cores equal to \( 56 \), \( 57 \), \( 58 \), \( 59 \) for:

- **bottom side enumeration**:

  \[
  \Psi = \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0
  \end{bmatrix}^{\otimes d} = \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0
  \end{bmatrix}^{\otimes d};
  \] (60)

- **right side enumeration**:

  \[
  \Psi = \begin{bmatrix}
  0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 1
  \end{bmatrix}^{\otimes d} = \begin{bmatrix}
  0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 1
  \end{bmatrix}^{\otimes d};
  \] (61)

- **top side enumeration**:

  \[
  \Psi = \begin{bmatrix}
  0 & 0 & 0 & 1 \\
  0 & 0 & 1 & 0
  \end{bmatrix}^{\otimes d} = \begin{bmatrix}
  0 & 0 & 0 & 1 \\
  0 & 0 & 1 & 0
  \end{bmatrix}^{\otimes d};
  \] (62)
Proof. Let us again recall the definition of $\Psi$:

$$
\Psi_{sz} = \begin{cases} 
1, & \text{if } s \text{ node of the standard side is mapped to node } z \text{ in 2D mesh}, \\
0, & \text{otherwise}.
\end{cases}
$$

For each of the four types of $\Psi$ this expands into:

$(\Psi_B)_{sz} = \begin{cases} 
1, & i = s, \ j = 0, \\
0, & \text{otherwise}.
\end{cases}$ (64)

$(\Psi_R)_{sz} = \begin{cases} 
1, & i = 2^d - 1, \ j = s, \\
0, & \text{otherwise}.
\end{cases}$ (65)

$(\Psi_T)_{sz} = \begin{cases} 
1, & i = 2^d - 1 - s, \ j = 2^d - 1, \\
0, & \text{otherwise}.
\end{cases}$ (66)

$(\Psi_L)_{sz} = \begin{cases} 
1, & i = 0, \ j = 2^d - 1 - s, \\
0, & \text{otherwise}.
\end{cases}$ (67)

The conditions can be reformulated using $i_k, j_k$ and $s_k$ instead of $i, j, s$:

$$
i = s, \ j = 0 \iff i_k = s_k, \ j_k = 0,
$$

$$
i = 2^d - 1, \ j = s \iff i_k = 1, \ j_k = s_k,
$$

$$
i = 2^d - 1 - s, \ j = 2^d - 1 \iff i_k = 1 - s_k, \ j_k = 1,
$$

$$
i = 0, \ j = 2^d - 1 - s \iff i_k = 0, \ j_k = 1 - s_k.
$$

Finally, the conditions can be simplified further using $z_k = i_k + 2j_k$ instead of $i_k, j_k$:

- for $\Psi_B$: $z_k = s_k$;
- for $\Psi_R$: $z_k = 1 + 2s_k$;
- for $\Psi_T$: $z_k = 3 - s_k$;
- for $\Psi_L$: $z_k = 2 - 2s_k$.

We can see that after the quantization the conditions separate for different $k$. This separation allows us to write $\Psi$ as a Kronecker product of $d$ matrices of size $2 \times 4$ with nonzeros given by above rules:

$$
\Psi = \left( \begin{array}{cccc}
B & R & L & T \\
L & B & T & R \\
\end{array} \right)^{\otimes d}.
$$

The corresponding TT representation follows immediately. 

5.3 TT representation for a concatenation by vertex

If two subdomains share only one corner point, $\Psi$ can be derived from the fact that the first row of (56)-(59) defines the quad corners. Consider the core $G_k$ which is derived from $H_k$ by taking the first row:

$$
G_k = \left( \begin{array}{cccc}
B & R & L & T \\
\end{array} \right).
$$

(72)
B describes the left bottom corner (LB), R describes the right bottom corner (RB), L describes the left top corner (LT), T describes the right top corner (RT). Using this notation, we get:

\[ G_k = [\text{LB} \text{ RB} \text{ LT} \text{ RT}] . \] (73)

### 5.4 Building the permutation matrix for a subdomain

In Section 2.5 we mentioned the matrix \( V_c \) a shift matrix for corner coordinate \( c = (x, y) \) in a finite element. Each matrix \( V_c \) is built from two matrices \( W_0 \) and \( W_1 \). These matrices are shift matrices for a one-dimensional finite element. \( W_0 \) is a \( 2^d \times 2^d \) matrix defined as:

\[
W_0(e,p) = \begin{cases} 
1, & e = p, e \neq 2^d - 1, \\
0, & \text{otherwise}
\end{cases} \] (74)

where \( e \) is a number of a finite element in the subdomain, \( p \) is a number of node.

\( W_1 \) is an \( 2^d \times 2^d \) matrix defined as:

\[
W_1(e,p) = \begin{cases} 
1, & p = e + 1, \\
0, & \text{otherwise}
\end{cases} \] (75)

It is easy to see that both matrices \( W \) with \( 2^d \) nodes can be written as:

\[
W^{(d)} = M_1 \otimes R_2 \otimes R_3 \otimes \ldots \otimes R_{d-1} \otimes R_d + \\
+ L_1 \otimes M_2 \otimes R_3 \otimes \ldots \otimes R_{d-1} \otimes R_d + \\
+ \ldots + L_1 \otimes L_2 \otimes L_3 \otimes \ldots \otimes L_{d-2} \otimes M_{d-1} \otimes R_d + \\
+ L_1 \otimes L_2 \otimes \ldots \otimes L_{d-1} \otimes M_d, \] (76)

where \( M_i, R_i, L_i \) for \( W_0 \) are equal to:

\[
M_i = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad R_i = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad L_i = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}. \] (77)

For \( W_1 \):

\[
M_i = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad R_i = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad L_i = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \] (78)

Hence, according to the \( W_0 \) in the QTT-format for \( d \geq 2 \) is presented as a composition of “bowtie” operations between block matrices:

\[
W_0 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \otimes \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \otimes \ldots \otimes \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \otimes \ldots \otimes \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}. \] (79)

The matrix \( W_1 \) in the QTT-format for \( d \geq 2 \) has the following form:

\[
W_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \otimes \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \otimes \ldots \otimes \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \otimes \ldots \otimes \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}. \] (80)
In the edge-case of \( d = 1 \) \( W_0 \) and \( W_1 \):

\[
W_0 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad W_1 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\] (81)

From \( W_0 \) and \( W_1 \) we can construct 4 different \( V_c \) for different corners in \( \mathcal{K} \):

| \( x \) | \( y \) | \( V_c \) |
|---|---|---|
| -1 | -1 | \( W_0 \otimes W_0 \) |
| -1 | 1 | \( W_0 \otimes W_1 \) |
| 1 | -1 | \( W_1 \otimes W_0 \) |
| 1 | 1 | \( W_1 \otimes W_1 \) |

(82)

According to Theorem 2 if we replace the Kronecker product \( \otimes \) in (82) to the z-kron product \( \oslash \) we will get a shift matrix in z-order.

6 Boundary conditions in subdomains

After building all matrices from (3) with the help of (4), (50), (51) and (24) we need to apply the Dirichlet condition to the external boundaries.

Let us define a vector \( X \), which represent a boundary mask for a one-dimensional interval with \( 2^d \) points on it. There are 4 possible configurations of this vector. In the case of the Dirichlet condition from the beginning of the vector, we denote as \( X_{DN} \) and this vector contains ones everywhere, except the first element. \( X_{ND} \) for the Dirichlet at the end of interval contains ones everywhere, except the last element in a vector. For the Dirichlet condition at beginning and at the end we introduce \( X_{DD} \), it contains ones everywhere, except the first and the last element. And without the Dirichlet condition it is \( X_{NN} \), it contains ones only.

To construct a boundary mask for a two-dimensional case we should take a Kronecker product of two possible configurations of a vector \( X \). Here are a few examples for left, right, bottom and top sides:

\[
m_L = X_{DN} \otimes X_{NN}, \quad m_R = X_{ND} \otimes X_{NN}, \quad m_B = X_{NN} \otimes X_{DN}, \quad m_T = X_{NN} \otimes X_{ND}.
\] (83)

For example, \( m_L \) has the following structure:

\[
m_L = \begin{pmatrix} 0 & 1 & \ldots & 1 & \ldots & 1 \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & 1 & \ldots & 1 & \ldots & 1 \end{pmatrix}.
\] (84)

This matrix is a map, to what node the Dirichlet condition is applied and to what is not. Again, according to Theorem 2 by the replacement \( \otimes \) to \( \oslash \) in (83) we will get \( m \) in the z-order.

A mask \( m \) is applied to the stiffness matrix \( A \) and the force vector \( f \) of each subdomain by the following formulas:

\[
A_{\text{applied}} = \text{diag} (m) A + (E - \text{diag} (m)),
\]

(85)

\[
f_{\text{applied}} = m \oslash f,
\]

(86)

the first summand of Equation (85) fills zero rows, which corresponds to the nodes on the boundary with the Dirichlet condition, and the second one sets ones to diagonal for convenience. \( \oslash \) is an element-wise product.
7 Construction of a final stiffness matrix and a force vector

We work under the assumption that the number of subdomains is much less than the number of nodes in meshes. The final stiffness matrix and the final force vector from (3) are built using the Kronecker product. For example from Figure 1 we have the following matrices: $B_{11}$, $B_{12}$, $B_{13}$, $B_{22}$, $B_{21}$, $B_{23}$, $B_{31}$, $B_{32}$, $B_{33}$. We build the final stiffness matrix in the following manner:

$$A = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \otimes B_{11} + \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \otimes B_{12} + \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \otimes B_{13} +$$

$$+ \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \otimes B_{21} + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \otimes B_{22} + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \otimes B_{23} +$$

$$+ \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} \otimes B_{31} + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \otimes B_{32} + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \otimes B_{33}.$$  

(87) And the force vector:

$$g = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \otimes g^{(1)} + \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \otimes g^{(2)} + \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \otimes g^{(3)}.$$  

(88)

8 Numerical experiments

Figure 5: Experimental domains: the triangle (left) and the star (right). Yellow contour shows domain decomposition into quadrangle subdomains.

In this section a numerical experiment is provided – we numerically solve a 2D dimensional Dirichlet problem. We chose two shapes for $\Omega$ – a triangular shape and a star shape, as shown in Figure 5. Our goal is to study
how numerical solutions behave, how eranks grow and to identify peak memory consumption with different approximation accuracies and mesh resolutions. We compare our approach which is described by Algorithm 1 with FEniCS solution [12] on the same domain. To obtain the solution in QTT-format we use the AMEN solver [13]. Memory consumption measurement was done by the memory profiler package for python 2.7.

Each numerical experiment consists of the following steps:

1. Find a numerical solution of (1) with various mesh sizes using FEniCS [12].
2. Divide the domain into quadrangle subdomains, according to Figure 5.
3. Find a numerical solution of (1) using the Algorithm 1 with some approximation accuracy $\epsilon$.
4. Find the energy $E_s$ of the solution from the previous step.
5. Repeat 3-4 with various $\epsilon$ and vertex counts.
6. Find the solution energy approximation $E$ using Richardson extrapolation [14] with energies from step 4.

Figures 6, 7, 8 present the results of our experiments.

The left plots in Figures 6, 7 show an energy error – the difference between the approximated solution energy $E$ from step 6 and the energies for solutions given by Algorithm 1 and FEniCS with various approximation accuracies and a vertex counts. The Algorithm 1 demonstrates the second-order convergence. The Algorithm 1 has smaller energy error than FEniCS solution until a grid becomes too fine. After that the approximation error becomes too small for the working precision. The middle plots in Figures 6, 7 show exponential growths of erank w.r.t. approximation accuracy. The right plots demonstrate that our approach significantly improved the peak memory consumption in comparison with FEniCS.

Figure 6: Benchmark for the triangle domain. The left plot is the energy error from vertices number. The middle plot shows erank growth w.r.t. approximation accuracy. The right plot is the peak memory consumption w.r.t. vertex counts.

Figure 8 presents the growth of erank for stiffness matrices and force vectors for both domains, and shows how energy converges for FEniCS and the Algorithm 1 on the star domain. The middle plot presents erank growth for matrices of which matrix $B$ of (3) consists of. $B_{ii}$ are submatrices located at the diagonal of $B$, and $B_{ij}$ are submatrices at off-diagonal positions of $B$. $A_i$ are subdomain stiffness matrices before the concatenation conditions applied. All matrices shown on this plot demonstrate slow erank growth w.r.t. the number of vertices. The middle plot presents the dynamics of erank changing for the whole matrix $B$, the final force vector $g$, and its parts for each subdomain $g^{(m)}$ from (3). $g$ and $g^{(m)}$ have the same behavior for star and triangle domains. $B$, $g$ and $g^{(m)}$ all demonstrate a slow erank growth w.r.t. the number of
vertices. The right plot presents energy convergence for FEniCS and the Algorithm 1. It is important to mention that FEniCS energy approaches the approximated energy from the bottom whereas the Algorithm 1 energy approaches from the top. This means that FEniCS gives a lower bound of the solution energy and the Algorithm 1 gives an upper bound of the solution energy.

Figure 8: The left plot is eranks for parts of matrix $B$ from (3). The middle plot is eranks for matrix $B$, vector $g$ and vectors $\vec{g}^{(m)}$ from (3). The right plot shows solution convergence for FEniCS and the Algorithm 1 for the star-shaped domain.

9 Conclusion

In this paper, we proposed a numerical algorithm that solves a two-dimensional elliptic problem in a polygonal domain using QTT and isogeometric analysis. We proposed the discretisation scheme that can be used to build the final stiffness matrix in the QTT-format with logarithmic complexity. This scheme involves a solution concatenation between sub-domains.

This scheme allows to use successfully QTT-format advantages and avoids some problems like approximation ranks growth. The approximation ranks growth was avoided by introduction a special matrix nodes ordering
– z-order, and a new operation – Z-kron, which helps to construct the ordering. The present paper presents
the way of building a mesh grid for 2D dimension case in z-order using this operation. We show how to build
auxiliary matrices in z-order for solution concatenation.

We have shown that it is possible to build the final stiffness matrix in QTT-format with help of Z-kron “on
the fly” as opposed to the transformation of a calculated matrix into QTT. This fact allows us to decrease
approximation ranks and peak memory consumption.

Finally, our experiments show that our algorithm has the second-order convergence, consumes less memory
than FEniCS and gives an upper bound estimation for the solution.
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