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A variety of pulse sequences have been described for converting nuclear spin magnetisation into long-lived singlet order for nuclear spin-1/2 pairs. Existing sequences operate well in two extreme parameter regimes. The magnetisation-to-singlet (M2S) pulse sequence performs a robust conversion of nuclear spin magnetisation into singlet order in the near-equivalent limit, meaning that the difference in chemical shift frequencies of the two spins is much smaller than the spin–spin coupling. Other pulse sequences operate in the strong-inequivalence regime, where the shift difference is much larger than the spin–spin coupling. However both sets of pulse sequences fail in the intermediate regime, where the chemical shift difference and the spin–spin coupling are roughly equal in magnitude. We describe a generalised version of M2S, called gM2S, which achieves robust singlet order excitation for spin systems ranging from the near-equivalence limit well into the intermediate regime. This closes an important gap left by existing pulse sequences. The efficiency of the gM2S sequence is demonstrated numerically and experimentally for near-equivalent and intermediate-regime cases.

1 Introduction

Nuclear long-lived spin order refers to spin ensemble configurations with exceptional relaxation time constants. Such configurations are protected against many important relaxation mechanisms and may exhibit life times that greatly exceed the longitudinal spin–lattice relaxation time \( T_1 \). In certain cases nuclear long-lived spin order may persist for tens of minutes.6–9

The long-lived behaviour of such spin configurations has been integrated into a multitude of experimental protocols.10–12 In the context of diffusion NMR long-lived spin states have enabled the study of previously inaccessible spatial and dynamical regimes.13–17 For the field of hyperpolarisation NMR long-lived spin modes represent promising candidates for the “storage” of an enhanced magnetic response, and its readout at convenient times.18–28 More recently, techniques of this type have been applied to the study of bio-molecular markers and their intricate interactions with their surroundings.29–34

Many experiments in singlet-assisted NMR exploit near-equivalent spin-1/2 pairs, meaning that the difference in chemically shifted resonance frequencies for the two spins \( \Delta \) is much smaller than the scalar coupling constant \( J \) (both \( \Delta \) and \( J \) are defined in Hz). In the near-equivalent regime, the eigenstates of the spin Hamiltonian are close to the singlet and triplet states, defined as follows

\[
|S_0\rangle = \left(|\beta\rangle - |\alpha\rangle\right)/\sqrt{2}, \quad |T_{+1}\rangle = |\alpha\beta\rangle,
\]

\[
|T_0\rangle = \left(|\alpha\rangle + |\beta\rangle\right)/\sqrt{2}, \quad |T_{-1}\rangle = |\alpha\beta\rangle. \tag{1}
\]

Singlet spin order (SO) is defined as the difference between the singlet population and the mean triplet population

\[
SO = |S_0\rangle\langle S_0| - \frac{1}{3} \sum_{m=-1}^{+1} |T_m\rangle\langle T_m|. \tag{2}
\]

In near-equivalent spin-pairs, defined by the condition \( |\Delta| \ll |J| \), singlet order often exhibits a long lifetime without any further intervention, due to strong correlations in the fluctuating magnetic fields responsible for relaxation.35 In the intermediate coupling regime \( |\Delta| \sim |J| \), or the strong inequivalence regime \( |\Delta| \gg |J| \), on the other hand, singlet order only reveals its long-lived nature when it is “locked” or “sustained” by applying resonant radio-frequency fields.2,5,36 To a good approximation, the strong resonant radio-frequency field imposes magnetic equivalence on the effective spin Hamiltonian, so that the Hamiltonian eigenstates in the presence of the field are given, to a good approximation, by the singlet and triplet states defined in eqn (1).
In this article we quantify the inequivalence of the spin system by the singlet–triplet mixing angle \( \theta_{ST} \), defined as follows

\[
\theta_{ST} = \tan^{-1} \left( \frac{4}{7} \right).
\]

Near-equivalent systems have \( \theta_{ST} \approx 0 \). Strongly inequivalent systems (weakly coupled spin pairs) have \( \theta_{ST} \approx \pi/2 \). The intermediate coupling regime is defined by \( \theta_{ST} \approx \pi/4 \).

Singlet order is usually accessed by applying a radio-frequency pulse sequence which converts nuclear magnetisation along the field (represented by the operator \( I_z \)) into the singlet order operator of eqn (2). Several radio-frequency (rf) pulse sequences have been developed for this purpose.\(^{5,6,36-42}\) However, most pulse sequences are designed for either the near-equivalent regime (\( \theta_{ST} \approx 0 \)), or the strongly inequivalent regime (\( \theta_{ST} \approx \pi/2 \)). The intermediate coupling regime (\( \theta_{ST} \approx \pi/4 \)) is a difficult case which is not well-addressed by most existing sequences.

The normalised amplitude for the conversion of Zeeman order into singlet order is defined here as follows

\[
\zeta = \langle Q_{SO} | \hat{U} | Q_z \rangle,
\]

where the normalised operators for \( z \)-polarisation and singlet order are given by

\[
Q_z = \frac{1}{\sqrt{2}} I_z,
\]

\[
Q_{SO} = -\frac{2}{\sqrt{3}} I_z \cdot I_z = \frac{\sqrt{3}}{2} SO.
\]

Here \( \hat{U} \) is the propagation superoperator for the spin dynamics under the pulse sequence, \(^{43} (A|B) = \text{Tr} (A^\dagger B) \) is the Liouville bracket, \(^{43} \) and the operators \( Q_z \) and \( Q_{SO} \) are normalised such that \( \langle Q_z | Q_z \rangle = \langle Q_{SO} | Q_{SO} \rangle = 1 \). The operator \( Q_{SO} \) is a normalised version of the singlet order operator \( SO \) in eqn (2). For the case of unitary transformations, as generated by coherent radio-frequency pulse sequences without relaxation, the transformation amplitude in eqn (4) is subject to strict bounds which may be derived from the eigenvalue spectra of the relevant operators.\(^{44} \) In the current case, the relevant unitary bound is as follows

\[
|\zeta| \leq \zeta_{\max},
\]

where

\[
\zeta_{\max} = \sqrt{2/3}.
\]

This means that in the absence of relaxation, no pulse sequence can convert more than \( \sqrt{2/3} \approx 81.6\% \) of the normalised Zeeman order \( Q_z \) into normalised singlet order \( Q_{SO} \). In most cases, relaxation leads to further losses.

The magnetisation-to-singlet conversion amplitudes \( \zeta \) are plotted against the singlet–triplet mixing angles for several different pulse sequences in Fig. 1.

The magnetisation-to-singlet conversion amplitude of the M2S sequence\(^{37,38} \) is shown by the orange line. This simulation uses the optimum values for the M2S pulse sequence parameters given in Table 1 and described below.

The performance of M2S reaches the theoretical limit of \( \zeta_{\max} \) in the near-equivalence regime (small values of \( \theta_{ST} \)). However the performance of M2S starts to oscillates when \( \theta_{ST} \) exceeds \( \sim 20^\circ \) and collapses completely for \( \theta_{ST} \gtrsim 40^\circ \). Other sequences for the near-equivalence regime, such as SLIC (spin-lock-induced crossing),\(^{40} \) also fail outside the near-equivalence regime.

The pulse sequence proposed by Sarkar et al.,\(^{46} \) on the other hand, has a performance shown by the black curve in Fig. 1. This sequence achieves near-optimal magnetisation-to-singlet conversion for \( \theta_{ST} \gtrsim 60^\circ \) (strong inequivalence) but its performance declines steeply below \( \theta_{ST} \lesssim 55^\circ \). Other proposed sequences for the strong-inequivalence regime\(^{36,46} \) have similar behaviour.

There have been several proposals for filling in the lacuna around \( \theta_{ST} \approx 45^\circ \).

One approach is to introduce multiple-pulse chemical-shift scaling (CSS) into the magnetisation-to-singlet (M2S) pulse sequence.\(^{47} \) The resulting method is rather complex and involves the application of a large number of pulses. The sequence is prone to error accumulation and may give rise to sample heating.\(^{48} \)

An alternative method is the homonuclear ADAPT (Alternating Delays Achieve Polarization Transfer) technique.\(^{49,50} \) This sequence consists of a repetitive sequence of short pulses. Simulations show that in ideal circumstances this sequence performs well for mixing angles given by \( 0 < \theta_{ST} \lesssim 75^\circ \). However, ADAPT is not a robust method. As mentioned in ref. 50, the ADAPT sequence suffers from strong interference from off-resonance effects and radio-frequency field inhomogeneity. The performance of ADAPT is explored in more detail in the ESL.\(^{†} \)

A different approach is to apply radio-frequency fields with computer-optimised variations of amplitude and phase to induce the required transformations. This includes the use of optimal control theory\(^{51} \) and the set of techniques called
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APSOC (adiabatic passage spin-order conversion).\(^{41,42}\) Although such techniques are often efficient and robust, they have the disadvantage that there are no analytical solutions; in many cases, specific shapes must be derived for each set of spin system parameters. We do not consider these schemes further in this paper.

In this work we present a generalised M2S sequence (gM2S) which provides robust magnetisation-to-singlet transfer efficiency for systems ranging from near-equivalence well into the intermediate regime (0 < $\theta_{ST}$ ≤ 67.5\(^\circ\)). The parameters of the gM2S sequence are described by analytical equations for the case of infinitely short rf pulses. The performance of gM2S is shown by the blue line in Fig. 1. It covers the gap in performance between existing pulse sequences rather well, and, as discussed below, its performance is very robust with respect to common experimental imperfections.

## 2 Theory

### 2.1 Singlet–triplet evolution

The rotating-frame Hamiltonian for a coupled two-spin-1/2 system in solution may be expressed as follows:\(^{52}\)

$$H_0 = \frac{1}{2} \omega_d (I_1 - I_2) + \omega_J I_1 \cdot I_2, \quad \omega_J = 2\pi J, \quad \omega_d = \omega_d^0 - \omega_d^0 = 2\pi D. \quad (8)$$

The reference frequency is centred between the resonance frequencies $\omega_d^\mu$ of the two spins, so that $\omega_d$ describes their (rotating-frame) resonance frequency difference and $\omega_J$ the mutual scalar coupling. The eigenstates of the Hamiltonian for the case that $\omega_d = 0$ are given by the singlet and triplet states in eqn (1).

This suggests the following re-parametrisation of the Hamiltonian

$$H_0 = \omega_e \left( \frac{1}{2} \sin(\theta_{ST}) (I_1 - I_2) + \cos(\theta_{ST}) (I_1 \cdot I_2 + \frac{1}{2} \mathbb{1}) \right), \quad (9)$$

with

$$\omega_e = 2\pi \sqrt{J^2 + D^2}. \quad (10)$$

Eqn (9) shows that the mixing angle $\theta_{ST}$ is the important physical quantity and the effective frequency $\omega_e$ simply rescales the time axis.

Define a basis $\mathcal{B}$ spanned by the following basis states

$$\mathcal{B} = \left\{ \begin{array}{c} |1\rangle \\ |2\rangle \\ |3\rangle \\ |4\rangle \end{array} \right\} = \left( \begin{array}{c} |S_0\rangle \\ |T_0\rangle \\ \frac{1}{\sqrt{2}}(|T_{+1}\rangle + |T_{-1}\rangle) \\ \frac{1}{\sqrt{2}}(|T_{+1}\rangle - |T_{-1}\rangle) \end{array} \right), \quad (11)$$

where the singlet and triplet states are defined in eqn (1). The Hamiltonian of eqn (8) decouples into two orthogonal subspaces

$$H_0 = H_{012}^S + H_{034}^T$$

$$= \omega_e \left( \frac{1}{2} \sin(\theta_{ST}) I_1^{12} - \cos(\theta_{ST}) I_2^{12} \right) + \frac{1}{2} \cos(\theta_{ST}) 1^{34}, \quad (12)$$

where the operators $I_\mu^{\tau}$ represent single-transition operators along the Cartesian axis $\mu$.\(^{53,54}\) The free evolution propagator of the system $U_0(\tau)$ may be written as follows:

$$U_0(\tau) = \Phi^{34} \left[ \frac{1}{2} \cos(\theta_{ST}) \omega_e \exp \left\{ -i\tau \omega_1^{12} \right\} \right]$$

$$= \omega_e \left[ \sin(\theta_{ST}) I_1^{12} + \frac{1}{2} \cos(\theta_{ST}) 1^{34} \right] \exp \left\{ -i\tau \omega_1^{12} \right\}, \quad (13)$$

where the propagator $\Phi^{\gamma}(\tau)$ describes pure phase evolution in the subspace $\{ |\gamma\rangle, |s\rangle \}$ through the angle $\gamma$:

$$\Phi^{\gamma}(\tau) = \exp \left\{ -i\gamma 1^{\gamma} \right\}. \quad (14)$$

### 2.2 Spin echoes

The sequences described below make extensive use of spin-echo (SE) blocks, of the form $\tau - 180_\phi - \tau$, where $\tau$ denotes the duration of a delay interval. The propagator for a spin echo block is given by...
The rotation operators $R_x(\pi/2)$, $R_y(\pi/2)$ and $R_y(\pi)$ may be expressed in terms of single-transition rotation operators as follows:

$$R_x(\pi/2) = R^{23}_x(\pi),$$
$$R_y(\pi/2) = R^{24}_y(-\pi),$$
$$R_y(\pi) = iR^{12}_x(\pi)R^{23}_y(\pi).$$

The total echo propagator $U_{SE}(\tau)$ may be written as the product of independent propagators in the $\{|1_i\},|2\rangle$ and $\{|3_i\},|4\rangle$ subspaces, as follows:

$$U_{SE}(\tau) = U^{12}_{SE}(\tau)U^{13}_{SE}(\tau),$$

where the individual echo propagators are given by:

$$U^{12}_{SE}(\tau) = \exp\{-i\tau\omega^{12} \cdot I^{12}\} R^{12}_y(\pi) \exp\{-i\tau\omega^{12} \cdot J^{12}\},$$
$$U^{13}_{SE}(\tau) = i\theta^{12}(\cos\theta_{ST}\sin\theta_{ST})R^{24}_y(\pi).$$

The group properties of SU(2) may be used to write the effective spin-echo propagator in subspace $\{|1_i\},|2\rangle$ as follows:

$$U^{12}_{SE}(\tau) = \exp\{-i\xi^{12}_{SE} \cdot n^{12}\},$$

where the rotation axis $n^{12}$ and rotation angle $\xi^{12}$ are given by the following expressions:

$$n^{12} = \csc\left(\frac{1}{2}\omega_{ST}\right) \begin{bmatrix} \sin\left(2\theta_{ST}\right) \sin\left(\frac{1}{2}\omega_{ST}\right) \\ 0 \\ \cos^2\left(\frac{1}{2}\omega_{ST}\right) - \cos\left(2\theta_{ST}\right) \sin^2\left(\frac{1}{2}\omega_{ST}\right) \end{bmatrix},$$
$$\xi^{12} = 2\cos^{-1}\left(\cos(\theta_{ST})\sin(\theta_{ST})\right).$$

and the rotation axis is normalised such that $n^{12} \cdot n^{12} = 1$.

### 2.3 The M2S sequence

The M2S pulse sequence is shown in Fig. 2. The sequence consists of 5 elements which operate as follows in the near-equivalence limit: (i) an initial 90° pulse converts longitudinal magnetisation into transverse magnetisation, corresponding to single-quantum coherences within the triplet manifold; (ii) a set of 2n consecutive spin echoes converts the single-quantum triplet-triplet coherences into coherences between the outer triplet states and the singlet state; (iii) a central 90° pulse generates a zero-quantum coherence between the central triplet state and the singlet state; (iv) a delay interval adjusts the phase of the zero-quantum coherence; (v) a final echo train converts the zero-quantum coherence into a population difference between the central triplet state and the singlet state. If all these elements work perfectly, the theoretical limit of $\xi^{\text{max}}_{\text{max}} = \sqrt{2}/3$ is achieved for the magnetisation-to-singlet transformation amplitude (eqn (4)).

The S2M sequence is the chronological reverse of M2S (Fig. 4(b)). As defined here, M2S includes a final 90° pulse and converts singlet order back into z-magnetisation. The overall amplitude for converting z-magnetisation into singlet order by M2S, and back again into z-magnetisation by S2M, is given by $\eta^{\text{max}}_{\text{max}}$, which has the maximum achievable value of 2/3, for the case of unitary transformations.

As originally described, the M2S delays $\tau_1$ and $\tau_2$, and the loop number $n$, are specified as follows:

$$\tau_1 = \tau_2 = \left(4J\right)^{-1},$$
$$n = \text{round}(\pi J/4\Delta).$$

Tayler et al. proposed modified timings, given by:

$$\tau_1 = \tau_2 = \pi/(2\alpha_c),$$
$$n = \text{round}(\pi/2 \arctan(\theta_{ST})).$$
condition may be imposed for a wide range of $\theta_{ST}$ values by choosing the echo delay $\tau_1$ to satisfy

$$\tau_1 = 2\omega_e^{-1} \tan^{-1}\left(\frac{1}{\sqrt{\cos(2\theta_{ST})}}\right).$$

(24)

This leads to the following effective rotation angle for each spin echo

$$\xi^{12} = 2 \sec^{-1}\left(\frac{\cos(\theta_{ST})}{\sqrt{\cos(2\theta_{ST})}}\right).$$

(25)

In the limit of near equivalence the echo delay reduces to $\tau_1^* \approx 1/(4f)$ recovering the parameters in eqn (21).

The total rotation angle of the second spin echo train ideally satisfies the condition

$$n^{12} = \pi/2,$$

(26)

which implies that the total rotation angle of the first spin echo train (which is twice as long as the second) is equal to $\pi$, as required. Clearly, eqn (26) can only be satisfied when the angle $\xi^{12}$ happens to be an integer sub-multiple of $\pi/2$. This is not always true. In the general case, the best one can do is to set the optimal echo number $n^*$ as follows

$$n^* = \text{round}(\pi/(2\xi^{12}))$$

(27)

so that eqn (26) is approximately satisfied.

The two echo trains of the M2S sequence are separated by a 90$_y$ pulse followed by a free evolution interval of duration $t_2$. This evolution interval allows the singlet and central triplet states to come into phase. The derivation of the optimal evolution delay $\tau_2^*$ is straightforward but rather lengthy and is given in the ESI.† The result is

$$\xi^{2\ast} = \omega_e^{-1} \tan^{-1}(\cos(\theta_{ST}) \cot(2n^* \tau_1^* \omega_e \cos(\theta_{ST}))).$$

(28)

The optimal interval $\xi^{2\ast}$ for M2S reduces to $1/(4f)$ in the limit of near-equivalence, agreeing with eqn (21).

The orange curve in Fig. 1 shows the predicted performance of M2S as a function of the singlet-triplet mixing angle $\theta_{ST}$, using the optimised M2S parameters summarized in Table 1. Simulations have also been performed for the literature solutions given in eqn (21) and eqn (22), and are not substantially different.

Fig. 1 shows that as $\theta_{ST}$ increases from a low value, the performance of M2S oscillates in a saw-tooth fashion, with peaks at those values of mixing angles $\theta_{ST}$ for which eqn (26) is satisfied exactly. Dips in performance are between these special values of $\theta_{ST}$.

Eqn (24) does not admit any physical solutions at all for $\theta_{ST} \geq \pi/4$. This indicates a fundamental limitation of the M2S approach. In reality, as shown in Fig. 1, the performance of M2S declines steeply, well before the absolute cutoff at $\theta_{ST} = \pi/4$.

2.4 The gM2S sequence

The gM2S sequence is shown in Fig. 2(c). It is very similar to the M2S sequence, but with the initial 2$n$-fold echo block split into two $n$-fold echo blocks separated by a single 180$_y$ pulse. The optimal values of the delays $\tau_1^*$ and $\tau_2^*$ and the echo number $n^*$

$$n^{12} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}$$

(23)

The parameter choices of eqn (21) and (22) both lead to the rotation axis in eqn (23) in the near-equivalence limit ($\theta_{ST} \approx 0$). The same
are given in terms of the spin system parameters \( \Delta \) and \( J \) in Table 1.

For the M2S sequence, each spin echo element is designed to generate a rotation around the \( x \)-axis in the \( \{|1\},|2\}\) subspace (eqn (23)). For the gM2S sequence, on the other hand, each spin echo element \( (\tau_1 - 180^\circ - \tau_1) \) is designed to generate a rotation around a tilted axis in the \( \{|1\},|2\}\) subspace of the form

\[
\mathbf{n}^{12} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} \quad \text{(for gM2S).} \quad (29)
\]

This implies that the rotation axis is in the \( xz \)-plane of the \( \{|1\},|2\}\) subspace, subtending an angle of \( \pi/4 \) with the \( x \) and \( z \)-axes.

Eqn (29) is satisfied by choosing the following value for the optimal echo delay \( \tau_1^{*} \)

\[
\tau_1^{*} = 2\alpha_e^{-1} \tan^{-1} \left( \frac{1}{\sqrt{\cos(2\theta_{ST}) + \sin(2\theta_{ST})}} \right)
\]

\[
= \omega_e^{-1} \cos^{-1} \left( \frac{1 - \tan(\theta_{ST})}{1 + \cot(\theta_{ST})} \right)
\]

\[
(30)
\]

where the effective rotation frequency \( \omega_e \) is defined in eqn (10). The optimal gM2S delay \( \tau_1^{*} \) is well-defined as long as \( \theta_{ST} > \sqrt{\Delta/3} \geq 0 \). This condition allows physically realizable solutions for gM2S for a wide range of mixing angles \( 0 < \theta_{ST} < \pi / 8 \). The upper limit of \( \theta_{ST} = 3\pi / 8 \) is much larger than the M2S limit of \( \theta_{ST} = \pi / 4 = 45^\circ \).

The effective rotation angle in the \( \{|1\},|2\}\) subspace for the spin echo element \( (\tau_1^{*} - 180^\circ - \tau_1^{*}) \) is given by

\[
\zeta^{12} = 2 \sec^{-1} \left( \frac{\cos(\theta_{ST}) + \sin(\theta_{ST})}{\sqrt{\cos(2\theta_{ST}) + 2\sin(2\theta_{ST})}} \right)
\]

\[
(31)
\]

The rotation angle for \( n \) repetitions of the spin echo element \( (\tau_1^{*} - 180^\circ - \tau_1^{*}) \) is equal to \( n\zeta^{12} \). In the case that \( \zeta^{12} \) is an integer submultiple of \( \pi \), an optimal loop number \( n^{*} \) may be found such that

\[
n^{*}\zeta^{12} = \pi
\]

\[
(32)
\]

In the general case where \( \zeta^{12} \) is not an integer submultiple of \( \pi \), the best solution for the loop number \( n \) is given by

\[
n^{*} = \text{round}(\pi / \zeta^{12})
\]

\[
(33)
\]

If eqn (32) is satisfied exactly, the propagation operator in the \( \{|1\},|2\}\) subspace for a sequence of \( n^{*} \) spin echoes is given by

\[
U_{ST}^{n^{*}}(\tau_1^{*}) = \exp \left\{ -im^{12} \cdot \mathbf{n}^{12} \right\}
\]

\[
= R_{y}^{12}(\pi / 4)R_{y}^{12}(\pi)R_{y}^{12}(\pi / 4)
\]

\[
= R_{y}^{12}(\pi / 2)R_{y}^{12}(\pi)
\]

\[
(34)
\]

From eqn (16), the propagator in \( \{|1\},|2\}\) space for a single 180\(^{\circ}\) pulse is given by \( R_{y}^{12}(\pi) \). Providing that eqn (32) is satisfied exactly, the propagator for two \( n^{*} \)-fold gM2S echo trains, separated by a single 180\(^{\circ}\) pulse, is given by

\[
U_{ST}^{n^{*}}(\tau_1^{*})R_{y}(\pi)U_{ST}^{n^{*}}(\tau_1^{*}) = R_{y}^{12}(\pi / 2)R_{y}^{12}(\pi)R_{y}^{12}(\pi)
\]

\[
\times R_{y}^{12}(\pi / 2)R_{y}^{12}(\pi)
\]

\[
= R_{y}^{12}(\pi / 2)R_{y}^{12}(3\pi)R_{y}^{12}(\pi / 2)
\]

\[
= - R_{y}^{12}(\pi / 2)R_{y}^{12}(\pi)R_{y}^{12}(\pi / 2)
\]

\[
= - R_{y}^{12}(\pi)
\]

\[
(35)
\]

This implies that the sequence of two \( n^{*} \)-fold gM2S echo trains, separated by a single 180\(^{\circ}\) pulse, induces a \( \pi \) rotation in \( \{|1\},|2\}\) space, which is the same result as the single echo train used in the M2S sequence. The advantage of the gM2S strategy is that solutions may be found for a much wider range of singlet-triplet mixing angles \( \theta_{ST} \) than for the M2S.

The rest of the gM2S sequence operates in the same way as the M2S sequence. However, the correct choice of the \( \tau_2 \) delay requires some detailed analysis, which is presented in the ESI. The optimal value of the \( \tau_2 \) delay is given by

\[
\tau_2 = \omega_e^{-1} \tan^{-1} \left( \cot(2\pi n^{*} \tau_1^{*} \omega_e \cos(\theta_{ST})) \sec(\theta_{ST}) \right) + 2\pi \omega_e^{-1} \delta_{m_n},
\]

\[
(36)
\]

where \( \delta_{mn} \) is the Kronecker delta

\[
\delta_{mn} = \begin{cases} 0 & \text{for } m \neq n \\ 1 & \text{for } m = n \end{cases}
\]

and \( |x| \) represents the absolute value of \( x \).

The blue curve in Fig. 1 shows the performance of the gM2S sequence as a function of \( \theta_{ST} \), with timing parameters specified in Table 1. The circles indicate singlet-triplet mixing angles at which eqn (32) is exactly satisfied for integer loop numbers \( n^{*} \). The gM2S sequence achieves the theoretical maximum transformation amplitude of \( \zeta_{\text{max}} = \sqrt{2/3} \) at those points, which include the centre of the intermediate regime at \( \theta_{ST} = \pi / 4 \). There are dips in performance between these special values of \( \theta_{ST} \), but the loss in amplitude is not severe. The gM2S sequence fills the gap between the M2S and Sarkar sequences by providing excitation efficiencies which are reasonably close to the theoretical maximum.

Since the gM2S sequence is based on spin echo sequences, it is very robust with respect to static field inhomogeneity, radiofrequency field inhomogeneity, and resonance offsets – especially when composite pulses are used. The performance of gM2S with respect to resonance offsets and rf field variations is explored in the ESI, where it is contrasted with the ADAPT scheme.

3 Experiments

Singlet NMR experiments were performed on solutions of two different compounds, in order to compare the performance of the gM2S and M2S sequences. Compound I is the \(^{13}\)C\(_{2}\)-labelled
naphthalene derivative shown in Fig. 3. This substance contains a near-equivalent \(^{13}\text{C}\) spin pair which supports singlet order with an exceptional lifetime in low magnetic field.\(^{57}\) Compound II is an asymmetric tert-butyl propyl maleate diester containing a magnetically inequivalent pair of \(^1\text{H}\) nuclei. Non participating side-chain protons are replaced by deuterons to reduce dipole–dipole relaxation contributions (see Fig. 3).\(^{3,5}\)

The NMR parameters for the spin pairs in both compounds are summarised in Table 2.

The synthesis of compound I is described in ref. 58. The experiments used a 0.1 M solution of compound I in deuterated acetone, contained in a 5 mm Wilmad LPV tube with the sample volume limited to 0.35 ml. The sample was degassed by several freeze–thaw-cycles. The synthesis of compound II is described in ref. 48. The experiments were performed on a degassed 1.7 mM solution in deuterated chloroform, with the sample volume restricted to 0.3 ml within a 5 mm Shigemi LPV tube to limit convection effects. The degassing procedure also consisted of several freeze–thaw-cycles.

All spectra were acquired at a magnetic field of 9.4 T. All pulses in Fig. 2 were replaced by their composite pulse counterparts to compensate for possible static and radio-frequency field inhomogeneities.\(^{59,60}\) Each 180\(^\circ\) pulse was replaced by a composite inversion pulse of the form 90,180,90,\(^\circ\).\(^{59}\) All 90\(^\circ\) pulses were replaced by the constant-rotation composite pulse 180,97.2\(^\circ\),0.56,291.5\(^\circ\),180,97.2\(^\circ\),90\(^\circ\) given in ref. 60. Individual data sets employed a basic two-step phase cycle and were averaged over two transients before post-processing using 0.25 Hz line broadening.

The general procedure for the singlet NMR experiments is shown in Fig. 4(a). Singlet order is generated using either a M2S or a gM2S sequence. This is followed by a singlet filtration step, denoted T90, which is implemented by a sequence of radio-frequency pulses and field gradients. This suppresses all signals not passing through singlet order.\(^{56}\) For singlet lifetime measurements an additional evolution interval \(t_{ev}\) is inserted, which may include the application of a spin-locking field. The singlet order is reconverted into single-magnetisation by applying a 2SM or a g2SM pulse sequence (including the final 90\(^\circ\) pulse, see Fig. 2(b and d)). The z-magnetisation is allowed to rest for a further delay which may include another field gradient pulse. This implements a z-filter which cleans up the final signal by removing undesirable signal components. A final 90\(^\circ\) pulse induces transverse magnetisation and the NMR signal is detected.

The gM2S and M2S parameters were set by fixing the echo numbers to the values specified in Table 1 and optimising the delays \(t_1\) and \(t_2\) empirically in a small interval centred around the analytic solutions.

### 4 Results and discussion

#### 4.1 Compound I

Singlet-filtered NMR signals for compound I are shown in Fig. 5(a), using the optimised M2S/S2M and gM2S/gS2M sequences. A simple pulse-acquire spectrum is also shown for reference.
The pulse sequence parameters for the M2S and gM2S sequences are summarised in Table 3.

The M2S and gM2S sequences display very similar performance, as expected for the near-equivalence regime. Integration of the resulting spectra and comparison with the pulse-acquire reference indicates that both sequences pass approximately 60% of the initial magnetisation through singlet order and back to magnetisation ($\zeta^2 \approx 60\%$ for M2S and $59\%$ for gM2S). This is respectfully close to the theoretical maximum of $\zeta_{\max}^2 = 2/3 \approx 66.7\%$. The remaining loss may be attributed to relaxation during the pulse sequences and residual pulse imperfections.

Fig. 5(b) shows the decay of singlet order for compound I using the gM2S/gS2M sequence with 2 kHz continuous-wave irradiation during the evolution interval. The decay curve displays a bi-exponential behaviour of the form: $s(t_{ev}) = A_1 \exp(-t_{ev}/T_1) + A_2 \exp(-t_{ev}/T_2)$ with fit parameters $A_1 = 0.12 \pm 1.6, A_2 = 0.49 \pm 0.02, T_1 = 12.2 \pm 4.1$ s and $T_2 = 186 \pm 9$ s. The major component may be identified as long-lived singlet order with a relaxation time constant of $T_2 = 186$ s, which is approximately 10 times longer than the longitudinal relaxation time constant $T_1 = 17.4 \pm 0.2$ s. Comparable results have been reported previously at this magnetic field, albeit using the M2S sequence instead of the gM2S sequence.\(^{57}\)

At this stage the bi-exponential decay behaviour of singlet order in compound I is not fully understood. A possible explanation may involve the weak scalar couplings to nearby deuterons. These are known to induce scalar relaxation of the second kind (SR2K) resulting in a non-mono-exponential decay.\(^ {61}\) Since the sample volume of compound I was not restricted, convection effects could also contribute to the bi-exponential decay behaviour.\(^ {52}\)

### 4.2 Compound II

The spectra for compound II after singlet order excitation via M2S and gM2S are shown in Fig. 6(a). The experimentally optimised M2S and gM2S parameters are given in Table 4.

The proton spin system of compound II has a singlet–triplet mixing angle of $\theta_{ST} = 38.0^\circ$, which places it firmly in the intermediate-coupling regime. In this case a large differences in performance is observed for the M2S and gM2S sequences.

The signal amplitude observed for the M2S sequence is weak for this system, with an integrated amplitude of only $\sim 19\%$ of the pulse-acquire spectrum.

The gM2S sequence gives a much stronger singlet-filtered NMR signal. The integrated amplitude of the singlet-filtered NMR spectrum is $\sim 50\%$ of the pulse-acquire spectrum, which is a respectable fraction of the theoretical maximum, $\zeta_{\max}^2 = 2/3 \approx 66.7\%$.

The decay of singlet order for compound II under 2 kHz continuous wave irradiation is shown in Fig. 6(b). The decay curve is well approximated by a mono-exponential decay of the form: $s(t_{ev}) = A_2 \exp(-t_{ev}/T_2)$ with fit parameters $A_2 = 0.52 \pm 0.02$ and $T_2 = 77.6 \pm 1.0$ s. The singlet order decay constant for compound II is therefore approximately ten times longer than the time constant for thermalisation of longitudinal magnetisation, $T_1 = 8.69 \pm 0.01$ s.

**Table 4** M2S and gM2S parameters used for compound II. The values of $t_1^*\text{ exp}$ and $t_2^*\text{ exp}$ are given by the analytical solutions in Table 1. The experimental delays after empirical optimisation are given by $t_1^\text{ emp}$ and $t_2^\text{ emp}$. The radio-frequency field amplitude for the strong rf pulses is given as a nutation frequency $\omega_{\text{ nut}/2\pi}$.

|                | M2S      | gM2S     |
|----------------|----------|----------|
| $n^*$          | 1        | 2        |
| $t_1^*\text{ exp}$ [ms] | 23.46    | 14.30    |
| $t_2^*\text{ exp}$ [ms] | 21.80    | 15.40    |
| $t_1^\text{ emp}$ [ms]  | 11.16    | 1.20     |
| $t_2^\text{ emp}$ [ms]  | 12.50    | 1.24     |
| $\omega_{\text{ nut}/2\pi}$ [kHz] | 25.0     | 25.0     |
The performance of M2S and gM2S was evaluated experimentally in two model systems, containing spin-1/2 pairs in the near-equivalence and intermediate coupling regimes. In the near-equivalence regime, both M2S and gM2S achieve near-optimal efficiency for the passage of transverse magnetisation through singlet order and back to transverse magnetisation. In the intermediate coupling regime, on the other hand, the gM2S sequence greatly outperforms the M2S sequence.

Although the implementation of gM2S is somewhat more complex than M2S, the gM2S overcomes the restriction of the M2S to near-equivalent systems and enables the study of new molecular systems.37,38 We therefore anticipate its incorporation into a wide class of singlet-assisted NMR experiments.15–17,25–28,31–34 Further extensions to the case of heteronuclear spin systems are feasible, for example in the context of parahydrogen-enhanced NMR.63–65
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