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Abstract—Event cameras continue to attract interest due to desirable characteristics such as high dynamic range, low latency, virtually no motion blur, and high energy efficiency. One of the potential applications that would benefit from these characteristics lies in visual place recognition for robot localization, i.e. matching a query observation to the corresponding reference place in the database. In this letter, we explore the distinctiveness of event streams from a small subset of pixels (in the tens or hundreds). We demonstrate that the absolute difference in the number of events at those pixel locations accumulated into event frames can be sufficient for the place recognition task, when pixels that display large variations in the reference set are used. Using such sparse (over image coordinates) but varying (variance over the number of events per pixel location) pixels enables frequent and computationally cheap updates of the location estimates. Furthermore, when event frames contain a constant number of events, our method takes full advantage of the event-driven nature of the sensory stream and displays promising robustness to changes in velocity. We evaluate our proposed approach on the Brisbane-Event-VPR dataset in an outdoor driving scenario, as well as the newly contributed indoor QCR-Event-VPR dataset that was captured with a DAVIS346 camera mounted on a mobile robotic platform. Our results show that our approach achieves competitive performance when compared to several baseline methods on those datasets, and is particularly well suited for compute- and energy-constrained platforms such as interplanetary rovers.

Index Terms—Data sets for SLAM, event-based vision, localization, neuromorphic sensing.

I. INTRODUCTION

ISUAL place recognition (VPR) is a crucial capability for autonomously navigating robots and vehicles [1], [2], [3]. In a nutshell, VPR is the task of retrieving the best matching reference observation out of a reference database, given a new observation at query time (Fig. 1). If the score associated to that match is sufficiently high, the match can then be used to e.g. propose a loop closure within a Simultaneous Localization and Mapping (SLAM) system [4], or the VPR system can be used on its own to build a purely topological map [5].

Our recent research has demonstrated the use of event cameras in the VPR task [6]: their low power consumption and low bandwidth requirements make them well suited for on-board applications in robotic systems, and the high dynamic range and virtual absence of motion blur can be beneficial in low light conditions or high exposure to sunlight. At the same time, event cameras require new algorithms that can process the ungranularized?d event streams. We evaluate our proposed approach on the Brisbane-Event-VPR dataset in an outdoor driving scenario, as well as the newly contributed indoor QCR-Event-VPR dataset that was captured with a DAVIS346 camera mounted on a mobile robotic platform. Our results show that our approach achieves competitive performance when compared to several baseline methods on those datasets, and is particularly well suited for compute- and energy-constrained platforms such as interplanetary rovers.

Fig. 1. Event-based Place Recognition with Sparse Pixels. Out of all available pixels, we select only a small subset (e.g. 0.028%) to describe a place – those that, on average, vary the most (top left). Each place descriptor contains the number of events that occurred at those sparse pixel locations (bottom left). Descriptor comparison is performed using the sum of absolute differences of these event counts (bottom right). If each feature descriptor contains a fixed number of events (summed over all sparse pixels), the feature descriptors demonstrate robustness to changes in velocity. This is due to the operating principle of event cameras, which captures the changes in the scene regardless of how quickly they occur – in an ideal scenario, the changes observed when going from place A to B are the same regardless of the velocity.
in the literature, so that these features can be consumed in
downstream tasks [8], [9], [10], [11], [12], [13], [14], [15].
An alternative approach is to use recurrent neural networks to
reconstruct conventional images from the event stream, so that
conventional computer vision techniques can be applied – often
outperforming algorithms that operate “directly” on the event
stream [16], [17], [18]. However, many of these feature ex-
tracitors are workload or memory intensive, which offsets some
of the computational and energy advantages of event cameras.
Our second research question is thus whether we can describe
a place in a storage and computationally friendly manner, while
still achieving high performance and being robust to appearance
variations and image misalignments.

Our third research question asks whether we can use just a few
pixels of event camera footage to obtain such a high performing
system, and whether we can find discriminative image regions
(e.g. the side of the road), opposed to less informative regions
like the dashboard of a car.

Our contributions can be summarized as follows:

1) We introduce a novel high-performing, computationally
lightweight, training-free event-based pipeline for visual
place recognition that is robust to moderate velocity
changes (see Fig. 1). The pipeline operates on a small
subset of the stream of events, specifically on pixels
that exhibit a high variation in the event counts during
mapping time, combined with “surround suppression” to
avoid selection of neighboring pixels, which exhibit a high
correlation and thus add little information.

2) We compare our method to several baselines [6], [19],
[36], [37] and provide extensive ablation studies that evaluate
the impact of the number of pixels that are selected,
the location of those pixels in the image space, the time
duration of the event frames, and the sequence length.

3) We collect the QCR-Event-VPR dataset, which contains
16 traverses of a 160 m long route traveled by a Clearpath
Jackal robot with a DAVIS346 camera mounted forward-, side-, or downward-facing.

To foster future research, we make the code and
QCR-Event-VPR dataset available: https://github.com/Tobias-
Fischer/sparse-event-vpr.

II. RELATED WORKS

We review works on representing events in Section II-A
before providing an overview of related works on visual place
recognition in Section II-B, and detailing prior works on place
recognition using event cameras in Section II-C.

A. Event Representations

A range of feature representations have been proposed for
event data, many of them focusing on the object classification
task. Event frames [8] are the simplest representation, where
a conventional single-channel image is formed, with each pixel
containing the number of events that occurred at that loca-
tion over either a fixed time period, a fixed number of events
across the image, or using adaptive times slices with variable
duration [20]. If positive and negative polarities are considered
separately, a two-channel image is formed [9].

Lagorce et al. [11] developed the Hierarchy Of Time Sur-
faces (HOTS) that describe the recent activity within a local
neighboring window, whereby less recent events exponentially
decay in value. Sironi et al. proposed Histograms of Averaged
Time Surfaces (HATS) [12] which is less sensitive to noise and
contrast when compared to HOTS. FEAST [13] is an extension
of HOTS with adaptive thresholds, which allows for a simpler
network architecture and integrated noise filtering.

Gehrig et al. [14] presented a unifying framework that learns
the event representation end-to-end in a deep network. Most
recently Baldwin et al. [15] introduced Time-Ordered Recent
Event (TORE) volumes to compactly store raw spike timing
information. Detailed comparisons of different event represen-
tations are provided in [15], [21]; and [22] compares event
representations in the SLAM context.

To the best of our knowledge, we are not aware of any
other works in the event camera literature that make use of
just a tiny fraction of the available pixels. The closest related
works in that regard are [23], [24] which focus on estimating
the region that an object encompasses to recognize [23] and
track [24] the object using attention mechanisms. In addition,
a variety of works explore using as few events as possible to
e.g. update event-based graph networks [25], [26] or spiking
neural networks [27] in the temporal domain, but in contrast to
our work, still use all available pixels spatially. Note that the
sparse event representation in our work is task-specific and not
likely to be applicable in other tasks without modifications.

B. Visual Place Recognition

Visual place recognition (VPR) is a thriving area, with ap-
plications including autonomous driving, robot navigation and
augmented reality [1], [2], [3]. One particular application of VPR
is in the proposal of loop closure candidates within Simultaneous
Localization and Mapping (SLAM) [4], where VPR is used to
recognize previously visited locations to build a globally
accurate map. Challenges for VPR include changes in the ap-
pearance of the scene due to the time of day, season, and weather;
structural changes due to occlusions and new constructions;
and viewpoint changes [3]. In this article, we focus mainly on appear-
ance changes, which are predominant in road-based scenarios
where both translation and rotation changes are limited [1].

A recurring theme in VPR research is the use of sequences
to improve performance. The underlying motivation is that
perceptual aliasing – the phenomenon that two distinct places
look nearly identical – is less likely to occur when consider-
ning multiple observations over time. In the SeqSLAM [28], a
sequence score is obtained as the sum of the difference scores
within a time window, and two sequences are matched if the
lowest difference score is significantly lower than the second
lowest difference score (ratio test). A large body of work has
since focused on sequence matching [19], [29], [30], [31], and
most recently sequence-based methods have been adapted to
better work with deep-learned features [32].

The most closely related work in the conventional VPR liter-
ature is [33] that investigates the amount of visual information
that is required for place recognition in conventional cameras
by varying the number of pixels, their pixel depth, and the
sequence length. They were able to successfully localize in a
path-like office environment with just two pixels measuring light
intensity, however requiring a relatively large sequence length
of 200 frames in that case. Our paper goes beyond [33] by
using sparse pixels, rather than down-sampling image regions,
and explores unique properties of event cameras, which are not
covered in [33].
C. Event-Based Visual Place Recognition

Before introducing our proposed approach, we will review the related works in the VPR domain that use event cameras. In the initial approach by Milford et al. [34], temporally binned windows were formed into event frames [8], which were then patch-normalized and compared using sequence matching. Rather than using the whole image, here we show that the informativeness of certain areas in the image is non-uniformly distributed.

In our prior work [6], we first reconstructed conventional frames from the event stream via [16], [17], extracted features from these frames using NetVLAD [35], and then found the best match by comparing the query and reference features using the cosine distance. The key novelty was in using an ensemble of features which emerged by using varying temporal windows to reconstruct the frames.

Kong et al. [36] took a similar approach named EventVPR where the NetVLAD layer is trained directly on a voxel grid representation [14]. Another recent interesting approach is EventVLAD [37] which estimates edge images from the event stream and subsequently trains the NetVLAD layer using these edge images. Rather than going the roundabout way via reconstructing conventional frames or applying computationally expensive deep learning methods, in this research we directly use the event stream to recognize places.

Works in related areas that could inform event-based visual place recognition include [38], [39], which tackle event-based visual odometry, and [40], [41], which introduced event-based SLAM algorithms, however lack a loop closure component.

III. PROPOSED APPROACH

A. Preliminaries and Notation

We closely follow the notation that was used in our prior work [6]. The \(i\)-th event is denoted as \(e_i = (u_i, t_i, p_i)\), where \(u_i = (u, v)\) refers to the pixel location where the event occurred, \(t_i\) is the timestamp associated to the event, and \(p_i \in \{-1, 1\}\) is the event’s polarity that indicates positive or negative brightness change. As reviewed in Section II-A, prior work [8] formed event frames \(I\) by accumulating events over a specified time window, so that:

\[
I_{u,v}(t_k) := \{e_i | u_i = u \land v_i = v \land t_i \in [t_k, t_k + \tau]\},
\]

(1)

where \(t_{k+1} = t_k + \tau\). Alternatively, events can also be accumulated so that each event frame contains a fixed number of events \(N\) (and event frames \(k\) and \(k+1\) are non-overlapping):

\[
\sum_{u,v} I_{u,v}(k) = N.
\]

(2)

In both cases, by considering the polarity \(p\), two channels \(I^+\) (containing only events with \(p = 1\)) and \(I^-\) (\(p = -1\)) can be created [9]. Unless otherwise stated, in the remainder of this paper, we accumulate events over a specified time window as in (1) and do not consider the polarity \(p\).

B. Sparse Pixel Selection

In this work, rather than considering all pixels \(u \in \{(1, \cdots, W) \times (1, \cdots, H)\}\), where \(W\) and \(H\) indicate the width and height of the image respectively, we instead select a small subset \(S \subseteq I\) of pixels. The motivation behind this choice is that we observed that small subsets \(S\) are representative of the whole image, as illustrated in Fig. 2. We define \(S_{u,v}\) as the variance in the number of events observed at pixel location \((u, v)\) in the reference traverse:

\[
S_{u,v} = \frac{1}{K} \sum_{k=1}^{K} (I_{u,v}(t_k) - \mu)^2,
\]

(3)

where \(\mu\) is the mean number of events and \(K\) is the number of event frames.

To select the subset of pixels, we draw a sequence of samples based on the following probability mass function \(p(u, v)\):

\[
p(u, v) = P_{XY}(X = u, Y = v) = \frac{S_{u,v}}{A},\]

(4)

\(A = \sum_{u=1}^{W} \sum_{v=1}^{H} S_{u,v}\) is a normalization constant.

One could now sample from this probability mass function without replacement. However, to avoid selection of neighboring pixels, whose event rate is highly correlated, we employ surround suppression modeled by the inverse of a Gaussian probability density function. The methodology is detailed in the remainder of this subsection; and code implementing the sparse pixel selection is provided in the associated repository.

Specifically, we first define the discrete bivariate Gaussian

\[
\tilde{T}_{XY}(u, v, \sigma) = T_X(u, \sigma) T_Y(v, \sigma),
\]

(5)

where \(T_X(u, \sigma)\) and \(T_Y(v, \sigma)\) are independent univariate Gaussian kernels along the \(u\) and \(v\) coordinates, respectively. The standard deviation \(\sigma\) of the Gaussian kernels is chosen to be the same across the \(u\) and \(v\) dimensions.\(^2\) The joint probability mass function \(\tilde{p}_{j+1}(u_{j+1}, v_{j+1})\) to select the \((j + 1)\)-th pixel in a recursive manner is then:

\[
\tilde{p}_{j+1}(u_{j+1}, v_{j+1}) = \hat{A}_{j+1} \cdot \hat{G}_{XY}(u_j, v_j, \sigma) \cdot \tilde{p}_j(u_j, v_j),
\]

(6)

where \(\hat{G}_{XY}\) is the inverse distribution of \(\tilde{T}_{XY}\), \((u_j, v_j)\) denotes the coordinates of the \(j\)-th selected pixel, \(\tilde{p}_0(u_0, v_0) = p(u, v)\), and \(\hat{A}_{j+1}\) is a normalization constant so that \(\tilde{p}_{j+1}(u_{j+1}, v_{j+1})\) is a valid probability mass function. We repeat this recursive

\(^1\)We note that using simply the mean number of events results in very similar behavior and performance, as mean and variance in this particular case are highly correlated.

\(^2\)Note that the variance \(S_{u,v}\) in (3) and \(\sigma\) in (5) are not related. \(S_{u,v}\) describes how much the event count varies over time, while \(\sigma\) describes the width of the Gaussian kernels that are used for surround suppression.
process until we find a subset of pixels $S$, where $\text{card}(S) = J$. Fig. 3 shows an example of the selected sparse pixels.

C. Place Recognition Using a Small Subset of Pixels

We follow the typical place recognition setup where $S'^{(t_k)}$ denotes the number of events observed at the selected pixels $S$ at the $k$-th place in the reference traverse (we use superscripts $r$ and $q$ to indicate reference and query traverses respectively). The aim is that given $S'^{(t_j)}$ at query time, we want to find the best matching place $k$ in $S'^r$.

The data association is performed using the sum-of-absolute-differences, as widely used for conventional camera images [28], [31], [42], but comparing the number of events rather than the intensity value, and only considering the subset of pixels:

$$D(j, k) = \sum_{(u, v) \in S} |S'^{(t_k)}(j, k) - S'^{(t_j)}(u, v)|, \quad (7)$$

where $D(j, k)$ refers to the sum-of-absolute-differences between reference location $j$ and query location $k$.

D. Using Spatio-Temporal Sequences

As the observed number of events within a few selected pixels is relatively low, and thus the expressiveness of a single difference value is limited, we rely on sequence matching [28] to combine the temporal information contained in $L$ query event frames. Specifically, we use the computationally efficient 2D convolution-based implementation proposed in [32]:

$$D_{\text{seq}}(j, k) = 1_L * D_{\text{seq}}(j, k)/L, \quad (8)$$

where $L$ describes the sequence length and $1_L$ denotes the identity matrix of dimension $L \times L$.

In the experimental results, we show an ablative study that investigates the trade-off between using event frames that accumulate over longer time windows $\tau$ (or equivalently event frames with a bigger number of fixed events $N$) and using sequence matching that accumulates individual event frames over an equivalent time.

IV. EXPERIMENTAL SETUP

In this section, we first describe the datasets that we use in our experiments, namely the newly collected QCR-Event-VPR dataset and our previously introduced Brisbane-Event-VPR dataset (Section IV-A). We then set out the evaluation metrics in Section IV-B, and describe the baseline methods and pre-processing steps in Sections IV-C and IV-D respectively. Finally, we present implementation details in Section IV-E.

A. Datasets

We previously introduced the Brisbane-Event-VPR dataset [6] which was recorded in the suburb of Brookfield in Brisbane, Australia. The recording setup was such that a DAVIS346 camera was mounted forward-facing behind the windscreen of a Honda Civic. The same 8 km route was traversed six times at different times of the day and under different weather conditions. Following [6], we do not evaluate on the night-time traverse, as the camera parameters were not adjusted for these difficult lighting conditions. We extend Brisbane-Event-VPR to use the provided GPS information, instead of the manual labeling that was used in [6].

In this letter, we contribute the QCR-Event-VPR dataset, which was captured indoors in the QUT Centre for Robotics. The DAVIS346 was mounted on a Clearpath Jackal robot using a flexible mount that enabled us to have the camera forward-, side-, or downward-facing.

B. Evaluation Metrics

We use the standard information retrieval-based metrics that are commonly used in place recognition [1], [6]: precision $P = tp/(tp + fp)$ and recall $R = tp/(tp + fn)$. To create precision-recall curves, we sweep over the distance values in 7 for the system to decide whether to accept the match.

We report the precision at 100% recall ($P@100R$, i.e. what is the percentage of correct matches when the system is forced to match all query images to a database image) and recall at 99% precision (i.e. at the virtual absence of false data associations, how many query images were matched to database images). Following [6], [36], we allow a tolerance of 70 meters around the
ground truth location as correct matches on the Brisbane-Event-VPR dataset. For the QCR-Event-VPR dataset, the tolerance is 3 meters.

C. Baseline Methods

We provide comparisons to several baseline methods: Firstly, the sum-of-absolute-differences of event counts when using all pixels (similar to [34] but without using patch normalization). For fair comparison, we use the same temporal binning as in our method (Eqs. 1 and 2). Secondly, we compare to two versions of our previous method, Ensemble-Event-VPR [6], that relies on the reconstruction of conventional images [43] and extracting NetVLAD features [35] from these reconstructed images. In one version, we use an ensemble that combines temporal window sizes of varying length, and in another we use a more computationally efficient method that uses a single temporal window size of 30 ms to reconstruct the images. We note that the reconstructed images are of lower spatial resolution (346x260 pixels) and quality (see [6]) compared to conventional images taken with e.g. a smartphone camera, which impacts NetVLAD’s performance. Finally, we compare to Event-VPR by Kong et al. [36] and EventVLAD by Lee and Kim [37] (see Section II-C for a description of these methods).

D. Pre-Processing

We follow the same pipeline as in [6] to remove bursts that are erroneously triggered for the majority of pixels within a very short time when sunlight hits the DAVIS346 bias generator, and to remove hot pixels. Such processing is needed due to the relative immaturity of event cameras, and is common in the event camera literature [6], [44].

E. Implementation

We use Python alongside the NumPy, PyTorch and Tonic [45] libraries to implement our method. Unless otherwise noted, we use a time window length of \( \tau = 1 \) s. We select \( J = 150 \) pixels based on Fig. 5 and the equivalent experiments for the other reference-query traverse pairs, which show that this is a high performing region. We use a sequence length of \( L = 5 \). The results are averaged over 5 trials; the selected pixels differ in each of the trials according to the random sampling strategy introduced in Section III-B. All experiments are conducted on a MacBook Pro M1 without using a GPU.\(^4\)

V. RESULTS

In this section, we present results that answer our three research questions that we set out in Section I. Specifically, we first demonstrate that an intelligent selection of sparse pixels as introduced in Section III-B outperforms a random pixel selection (Section V-A). We then demonstrate that our approach is robust to moderate pixel image misalignments (Section V-B) and velocity variations (Sections V-C). We also compare the performance of our approach with two baseline methods, SAD and NetVLAD, and show that our approach performs similarly in terms of recall performance (Section V-D) but being computationally more lightweight (Section V-E). Finally, we briefly discuss whether our method is also applicable to conventional images (Section V-F).

A. Comparing Selection Strategies

Here we set out to compare our selection of highly varying pixels (Section III-B) with a random selection of pixels. We repeat each experiment five times, and report results on the Brisbane-Event-VPR dataset as the traverses are significantly longer than in the QCR-Event-VPR dataset. We select a sequence length of 5 (noting that we observed similar performance differences for other sequence lengths that are not shown due to space constraints).

Fig. 5 provides an example comparison on one reference (sunset 1) query (morning) combination. There are three interesting findings. Firstly, selecting highly varying pixels generally outperforms the random pixel selection, as well as a random pixel selection where with a priori knowledge no pixels are selected in the bottom third of the event frames (see Fig. 3). This is more pronounced the fewer pixels are being used. Secondly, adding more and more pixels does not necessarily result in a performance increase – in fact, in this particular example the best performance (highlighted by a red star) is obtained using just 83 pixels. Thirdly, combining the first two findings, the performance advantage of using highly varying pixels vanishes when using a large number of pixels. Averaged over the four different query traverses, the R@99P increased on average by 11.1%, and the P@100R by 5.3%.

B. Robustness to Pixel Image Misalignment

In our approach, we essentially compare the number of events that have occurred at particular pixel locations between the query and reference traverses. But what if the camera location changes between the traverses, so that pixel \( (u, v) \) at reference time does not correspond to the exact same pixel location at query time? We investigate this by artificially shifting all pixels \( (u,v) \) in the query traverse by \( (\Delta u, \Delta v) \) so that \( u' = u + \Delta u \) and \( v' = v + \Delta v \), while leaving the reference traverse untouched.

Before presenting the results of this investigation, we want to note that 1) implicitly the robustness is shown in the Brisbane-Event-VPR results, as the camera mount was slightly moved between each recording session, and 2) the resulting pixel image
when considering an ensemble of 9 models (≈8 ms) as the ms and ms when using all pixels. The computational ≈ 50 ms for our method compared to over ≈1000 ms for a single model in [6] (image reconstruction: ≈10 ms, NetVLAD feature extraction ≈1000 ms, distance matrix calculation: ≈8 ms) and over ≈2000 ms when considering an ensemble of 9 models as proposed in [6]. We note that both EventVLAD [37] and Event-VPR [36] have similar runtimes (i.e. ≈1000 ms) as the single model version of [6] due to their architectural similarity. In summary, our method achieves competitive performance and can easily be deployed on systems that do not have a GPU.

C. Robustness to Velocity Changes

In our first research question, we asked ourselves whether the amount of dynamic change remains constant when a place is repeatedly traversed. As defined in Section III-A, we accumulate events either over a given time or by splitting event frames such that each frame contains a fixed number of events N. It is often argued that the latter way preserves the data-driven nature of event cameras [46]. Indeed, in traverses that have significant velocity differences within the QCR-Event-VPR dataset, one can observe that the total number of events across the whole traverse remains roughly the same (±10%), while the duration changes significantly (70% change between reference and query traverse). This also implies that the dynamic change within each event frame remains similar between the reference and query traverses despite the velocity differences.

Indeed using event frames with a fixed N results in much higher performance, i.e. a P@100R of 79.0 ± 1.4% (averaged over 5 trials) compared to 20.6 ± 1.3% when using fixed τ. For fair comparison, we 1) used a temporal window size that is as long as the effective average window size when keeping N constant, 2) kept all other hyper-parameters the same, and 3) ensured that the same subset of pixels was used. In summary, our method displays promising robustness to change in velocity, which will be relevant in high-speed applications as further discussed in Section VI.

D. Comparison to State-of-The-Art

Precision-recall curves for comparisons with the state-of-the-art are shown in Fig. 8. Generally speaking, our method outperforms SAD [34] and EventVLAD [37] on all traverses. It also outperforms Event-VPR [36], however as noted in Footnote 4, Event-VPR is disadvantaged as sequence matching is not used. Our proposed method shows very similar performance when compared to a single model of Ensemble-Event-VPR [6], i.e. first reconstructing conventional images and applying NetVLAD on those images. The ensemble of 9 models as proposed in [6] outperforms our method, but is not applicable in practical scenarios due to the high computational demands as discussed next. These observations hold on both the Brisbane-Event-VPR dataset and the QCR-Event-VPR dataset.

E. Computational Efficiency

Our method using sparsely selected pixels is 50 times faster compared to SAD [34], with the calculation of 7 taking ≈1 ms compared to ≈50 ms when using all pixels. The computational advantage is even more pronounced in the comparison to [6]: ≈1 ms for our method compared to over ≈1000 ms for a single model in [6] (image reconstruction: ≈10 ms, NetVLAD feature extraction ≈1000 ms, distance matrix calculation: ≈8 ms) and over ≈2000 ms when considering an ensemble of 9 models as proposed in [6]. We note that both EventVLAD [37] and Event-VPR [36] have similar runtimes (i.e. ≈1000 ms) as the single model version of [6] due to their architectural similarity. In summary, our method achieves competitive performance and can easily be deployed on systems that do not have a GPU.

F. Application to Conventional Images

In this section, we apply our sparse pixel selection to conventional camera-based place recognition. Instead of using the variance in the event counts, we simply used the variance in the intensity of the native RGB frames that are provided by the DAVIS346 camera (the DAVIS346 can simultaneously record events and RGB frames) in the selection process.

Fig. 7 shows that using the native RGB frames of the DAVIS camera (pink line) led to lower performance compared to using the event-based approach (purple line). We also found that the sparse pixels can be used as place recognition descriptors, even in the case of RGB frames (black line). Indeed, just like in the event-based case (brown line), the pixel subsampling led to similar performance as using all pixels, while being computationally more efficient. We note that these findings match those in [6] where a similar experiment that compared conventional image data with event data for visual place recognition was conducted. We want to emphasize that the native RGB frames provided by the DAVIS346 are of low quality, which affects the results.
VI. DISCUSSION AND CONCLUSION

In this letter, we presented a novel training-free method for event-based visual place recognition. Our main goal was to introduce a computationally lightweight method that is applicable in mobile robots. Despite our method’s simplicity and not requiring any training, we have demonstrated competitive performance when compared to the state-of-the-art. To foster future research in this area, we make both the QCR-Event-VPR dataset and our code available to the community.

Throughout the paper we have answered our research questions: We found that the dynamic change when traversing through a place remains relatively constant even under moderate changes of appearance, velocity and viewpoint (research question 1). We have further demonstrated that the event count of a small subset of pixels is sufficient to succinctly describe a place — which has the practical benefit of very low demands with respect to storage and compute (research question 2). Finally, we have shown that a high performing visual place recognition system can be obtained when using discriminative image regions — i.e. those that have a large variance in the number of events across the reference traverse (research question 3).

There are several directions for future works. Firstly, we could use adaptive duration event frames [20] or motion-corrected edge-like images via contrast maximization [47], as opposed to the simple accumulation of events to form event frames. It would also be interesting to use overlapping event frames at query time, which would enable place matching on an event-by-event basis. Secondly, our method could benefit from a more rigorous information-theory driven approach to the pixel selection [48]. Thirdly, we are interested in taking the precise timing and order of the events into account [49]. Taken together with sophisticated odometry [5], this could pave the way to place recognition in ultrasonic applications. Finally, we could imagine to apply our methodology to other camera types, including light-field cameras that can trade-off spatial and temporal resolution [50], [51] — or even design cheap sensors that only capture a sparse representation of the scene.
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