Image Recovery for Blind Polychromatic Ptychography

Frank Filbir∗ Oleh Melnyk∗†‡

5th October 2022

Abstract

Ptychography is a lensless imaging technique, which considers reconstruction from a set of far-field diffraction patterns obtained by illuminating small overlapping regions of the specimen. In many cases, a distribution of light inside the illuminated region is unknown and has to be estimated along with the object of interest. This problem is referred to as blind ptychography. While in ptychography the illumination is commonly assumed to have a point spectrum, in this paper we consider an alternative scenario with non-trivial light spectrum known as blind polychromatic ptychography.

Firstly, we show that non-blind polychromatic ptychography can be seen as a recovery from quadratic measurements. Then, a reconstruction from such measurements can be performed by a variant of Amplitude Flow algorithm, which has guaranteed sublinear convergence to a critical point. Secondly, we address recovery from blind polychromatic ptychographic measurements by devising an alternating minimization version of Amplitude Flow and showing that it converges to a critical point at a sublinear rate.
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1 Introduction

Ptychography is a scanning coherent diffraction imaging method and hence does not use advanced optical devices such as lenses for the image formation.
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The image of the object is reconstructed numerically from data which consists of a stack of intensity measurements. This makes ptychographic imaging predominantly a computational imaging technique. The principle of ptychographic imaging can be outlined as follows. An incoming coherent localized wave of a specific wavelength, in the physics jargon called probe, is applied to illuminate a small region of the object of interest. The beam gets scattered and causes a diffraction pattern in the Fraunhofer or Fresnel region, depending on whether the diffraction plane is placed in the far- or near-field. A detector, usually a CCD camera, then records the intensity of that diffraction pattern. Subsequently the object is shifted to another position such that a different region will be illuminated by the localized beam and then the next measurement is recorded. In order to avoid a loss of information the adjacent illuminations have to overlap.

In this way a set of intensity measurements is collected which forms the data base for the reconstruction process. The data redundancy allows to form an image of the object computationally. Over the last years the ptychographic technique was successfully used with different light sources such as synchrotron radiation [1, 2, 3], electron beams [4, 5], and lasers [6, 7]. In a common experimental set-up light of one specific wavelength is used to illuminate the object, and the CCD camera is placed in the far-field (Fraunhofer distance). This experimental set-up then leads to measurements which are given mathematically as

$$I_\lambda(x, \lambda) = \frac{1}{(\lambda z)^2} \left| \int_{\mathbb{R}^2} f(y) g_\lambda(y-x)e^{-2\pi i \frac{\xi \cdot y}{\lambda z}} dy \right|^2,$$

where $\lambda$ is the wavelength, $z$ is the distance of the object plane to the detector plane, $f$ is the object function, and $g_\lambda$ a wavelength dependent window function which models the beam localization. In order to keep the exposition simple we will henceforth assume that $z$ is equal to one and the index $z$ will therefore be omitted.
The computational task now is the reconstruction of (an approximation) of \( f \) from (samples) of \( I(x, \xi, \lambda) \), i.e., from the squared absolute values of its Fourier transform. Hence the reconstruction problem is a phase retrieval problem.

As pointed out above, in the conventional experimental set-up one specific wavelength \( \lambda \) is used, which then appears in the computational reconstruction process as a parameter. Moreover, often also the window function \( g_\lambda \) is considered to be known beforehand. If, for example, the aperture has the form of a disc and the distance of the aperture to the object is sufficiently big, the window function is an Airy function which is frequently simply replaced by a Gaussian function. However, not every experimental configuration allows to have precise control over the window function. In those cases the window function has to be considered as an additional unknown object which we would like to retrieve computationally as well. These category of problems are called blind ptychographic imaging and they were studied by several authors \([8, 9, 10, 11, 12]\). Giving up control about the concrete shape of the window function is however not the only necessary generalization of the problem. Light of only one specific wavelength is physically not easy to produce. Indeed, hard X-rays of one specific wavelength are usually produced by an electron-synchrotron, which is a huge machine. Other light producing systems however may provide light with a certain spectral distribution. Performing ptychographic measurements with spectrally distributed light will result in different intensity measurements. These are given in the form

\[
\mathcal{I}(x, \xi, \sigma) = \left| \int_{\mathbb{R}} \int_{\mathbb{R}^2} f_\lambda(y) g_\lambda(y - x) e^{-2\pi i \xi \cdot y} dy d\sigma(\lambda) \right|^2,
\]

where \( \sigma \) is some compactly supported spectral density measure. Note that the object’s scattering properties depends on the wavelength as well. Such model is considered in \([13]\) with an aim to improve quality of ptychographic reconstruction from light sources with near single wavelength illumination.

If \( \sigma \) consists of separated spectral lines represented by a weighed sum of Dirac’s delta measures, i.e., \( \sigma(\lambda) = \sum_{\ell=1}^{L} \sigma_\ell \delta_{\lambda_\ell} \), with \( \lambda_\ell \) are enumerated such that \( \lambda_1 < \lambda_2 < \cdots < \lambda_L \), the intensity measurements reduce to

\[
\mathcal{I}(x, \xi) = \sum_{\ell=1}^{L} \frac{1}{\lambda_\ell^2} \left| \int_{\mathbb{R}^2} f_{\lambda_\ell}(y) w_{\lambda_\ell}(y - x) e^{-2\pi i \xi \cdot y} dy \right|^2,
\]

(1.1)

where \( w_{\lambda_\ell} = \sqrt{\sigma_\ell g_{\lambda_\ell}} \) is a window function for wavelength \( \lambda_\ell \).

Recovery from noisy measurements of the form (1.1) is known as polychromatic ptychography. If the window functions \( w_{\lambda_\ell} \) are unknown, similarly to the single wavelength case, the problem is referred to as blind polychromatic ptychographic imaging (BPPI). We note that the measurements (1.1) also
arise if instead of polychromatic light multiple spatially separated apertures are used in ptychographic experiment [14]. Moreover, a similar measurement model can be found in quantum state tomography [15].

In the literature, BPPI was addressed in several works [16, 17, 18, 19, 20], each using a gradient-based method minimizing amplitude-based loss function. For instance, in [16] the authors establish a generalization of extended ptychographic iterative engine [8] for polychromatic measurements (1.1) known as ptychographical information multiplexing method (PIM), which can be viewed as stochastic gradient descent applied to the amplitude-based loss function in analogy to [21]. As the amplitude-based loss functions used for BPPI is non-Lipschitz, non-smooth and non-convex, convergence analysis of gradient-based methods for BPPI is not present in the literature. Furthermore, the absence of convergence guarantees leads to a non-trivial selection of the step sizes, which often requires multiple trial-and-error iterations to achieve good reconstruction.

In this paper, we propose a new method for BPPI, which is based on alternating minimization technique [22]. In this way, we are able to reduce the reconstruction problem to repeated recovery from quadratic measurements [23, 24, 25]. For such problems, it is possible to establish a gradient descent algorithm with appropriate step sizes, which guarantees sublinear convergence to a stationary point of the amplitude-based loss function similarly to [26]. Using these guarantees, we are also able to derive sublinear convergence of the whole alternating minimization technique.

The paper is structured as follows. Section 2 contains preliminaries about Wirtinger derivatives, gradient descent and its use for recovery from quadratic measurements. We return to the measurements (1.1) in Section 3. The established gradient optimization theory is applied first for non-blind problem and later for blind problem in Sections 3.2 and 3.3. In Section 4 numerical trials are performed and proposed methods are compared to PIM.

2 Preliminaries

In order to keep the presentation self-contained we start with some preliminary considerations regarding Wirtinger derivatives and a related gradient descent method.

2.1 Wirtinger derivatives and gradient descent

We start by collecting some facts on the Wirtinger calculus based on [27, 28]. Let \( f(z) = u(x, y) + iv(x, y) \), \( z = x + iy \), \( x, y \in \mathbb{R}^n \) with real-valued differentiable functions \( u \) and \( v \). The function \( f \) can be written as a function of the conjugate variables \( z = x + iy \) and \( \bar{z} = x - iy \). Since \( u \) and \( v \) are differentiable the function \( f(z, \bar{z}) \) is holomorphic w.r.t. \( z \) for fixed \( \bar{z} \) and vice
versa. The Wirtinger calculus is a way to express the derivatives of \( f \) w.r.t. the real variables \( x, y \) in terms of the conjugate variables \( z \) and \( \bar{z} \) treating them as independent. The so-called Wirtinger derivatives of \( f \) are defined as

\[
\partial_z f = \frac{1}{2} (\partial_x f - i\partial_y f), \quad \partial_{\bar{z}} f = \frac{1}{2} (\partial_x f + i\partial_y f).
\] (2.1)

and we obviously have

\[
\overline{\partial_z f} = \partial_{\bar{z}} f, \quad \text{and} \quad \overline{\partial_{\bar{z}} f} = \partial_z f.
\] (2.2)

The Wirtinger derivatives \( \partial_z f \) and \( \partial_{\bar{z}} f \) can also be expressed as

\[
\partial_z f = \partial_z f(z, \bar{z})\big|_{z=\text{const.}} = \left[ \partial_{z_1} f(z, \bar{z}), \ldots, \partial_{z_n} f(z, \bar{z}) \right]\big|_{z=\text{const.}},
\]

\[
\partial_{\bar{z}} f = \partial_{\bar{z}} f(z, \bar{z})\big|_{\bar{z}=\text{const.}} = \left[ \partial_{\bar{z}_1} f(z, \bar{z}), \ldots, \partial_{\bar{z}_n} f(z, \bar{z}) \right]\big|_{\bar{z}=\text{const.}}.
\]

The Wirtinger gradient and Wirtinger Hessian are defined as

\[
\nabla f(z) = \begin{bmatrix} (\partial_z f)^* \\ (\partial_{\bar{z}} f)^* \end{bmatrix}, \quad \nabla^2 f(z) = \begin{bmatrix} \partial_z(\partial_z f)^* & \partial_{\bar{z}}(\partial_{\bar{z}} f)^* \\ \partial_{\bar{z}}(\partial_z f)^* & \partial_{\bar{z}}(\partial_{\bar{z}} f)^* \end{bmatrix}.
\]

It follows immediately from (2.2) that if \( f \) is a real-valued function, i.e., \( f(z) = u(x, y) \), the following relations hold

\[
\partial_z f = \overline{\partial_{\bar{z}} f}, \quad \partial_{\bar{z}}(\partial_z f)^* = \overline{\partial_{\bar{z}}(\partial_{\bar{z}} f)^*}, \quad \partial_z(\partial_{\bar{z}} f)^* = \overline{\partial_{\bar{z}}(\partial_z f)^*}.
\] (2.3)

Henceforth we will use the less clumsy notation

\[
\nabla_z f := (\partial_z f)^*, \quad \nabla^2_{z,z} f := \partial_z(\partial_z f)^*, \quad \text{resp.} \quad \nabla^2_{z,\bar{z}} f := \partial_{\bar{z}}(\partial_z f)^*.
\]

The second-order Taylor polynomial of \( f \) at a point \( z_0 \) reads as

\[
P_f(u, z_0) = f(z_0) + (\nabla f(z_0))^* \begin{bmatrix} u \\ \bar{u} \end{bmatrix} + \begin{bmatrix} u \\ \bar{u} \end{bmatrix}^* \nabla^2 f(z) \begin{bmatrix} u \\ \bar{u} \end{bmatrix}.
\]

In case of a real-valued function \( f \), the quadratic term of the Taylor polynomial \( P_f \) can be expressed in the following way

\[
\begin{bmatrix} u \\ \bar{u} \end{bmatrix}^* \nabla^2 f(z) \begin{bmatrix} u \\ \bar{u} \end{bmatrix} = 2\text{Re}(u^* \nabla^2_{z,z} f(z) u) + 2\text{Re}(u^* \nabla^2_{z,\bar{z}} f(z) \bar{u}).
\] (2.4)

In the remaining part of the paper we concentrate on real-valued functions \( f \). For minimizing such a function \( f \) we shall apply gradient descent

\[
z^t = z^{t-1} - \mu_t \nabla f(z^{t-1})
\] (2.5)

to some appropriate initial vector \( z^0 \in \mathbb{C}^d \). The parameter \( \mu_t > 0 \) is called step size. It has to be chosen such that we achieve a descent in every step, viz. \( f(z^t) \leq f(z^{t-1}) \). The step size can be chosen in different ways. The first option is a constant step size \( \mu_t = \mu_c \) for all \( t \geq 1 \), which is possible to choose, when the action of the Hessian of the of function \( f \) is bounded from above as in the next proposition.
Proposition 2.1. Let \( f : \mathbb{C}^n \to [0, \infty) \) be a twice Wirtinger differentiable function such that the Wirtinger Hessian satisfies
\[
\begin{bmatrix} u \\ \bar{u} \end{bmatrix}^* \nabla^2 f(z) \begin{bmatrix} u \\ \bar{u} \end{bmatrix} \leq B \left\| \begin{bmatrix} u \\ \bar{u} \end{bmatrix} \right\|_2^2 \tag{2.6}
\]
for all \( z, u \in \mathbb{C}^n \), where \( B > 0 \) is a constant independent of \( z \). Let \( (z^t)_{t=0}^\infty \) be a sequence generated by (2.5) with arbitrary starting point \( z^0 \in \mathbb{C}^n \) and step size \( \mu_t = \mu_c \) such that \( 0 < \mu_c \leq 1/B \) holds. Then, we have
\[
f(z^t) - f(z^{t-1}) \leq -\mu_t \left\| \nabla_z f(z^t) \right\|_2^2 \tag{2.7}
\]
for all \( t \geq 1 \).

In particular,
\[
\lim_{t \to \infty} \left\| \nabla_z f(z^t) \right\|_2^2 = 0 \quad \text{and} \quad \min_{t \in \{0, \ldots, T\}} \left\| \nabla_z f(z^t) \right\|_2^2 \leq \frac{f(z^0)}{\mu_c (T + 1)}. \tag{2.8}
\]

Proof. The prove (2.7) is based on the Taylor expansion of \( f \) using Wirtinger derivatives, which gives
\[
f(z + u) = f(z) + \left( (\partial_z f)^* \right) \begin{bmatrix} u \\ \bar{u} \end{bmatrix} + \int_0^1 (1 - s) \nabla^2 f(z + su) ds \begin{bmatrix} u \\ \bar{u} \end{bmatrix},
\]
with \( z = z^{t-1} \), \( u = -\mu_c \nabla_z f(z^{t-1}) \). Using \( \nabla z f = (\partial_z f)^* = (\partial_z f)^* \), inequality (2.6), and the assumption on \( \mu_c \) we obtain for every \( t \geq 1 \)
\[
f(z^t) - f(z^{t-1}) \leq -\mu_c \left\| \nabla_z f(z^{t-1}) \right\|_2^2 + \frac{\mu_c^2 B}{2} \left\| \nabla_z f(z^{t-1}) \right\|_2^2 \leq -2\mu_c (1 - \mu_c B/2) \left\| \nabla_z f(z^{t-1}) \right\|_2^2 \leq -\mu_c \left\| \nabla_z f(z^{t-1}) \right\|_2^2.
\]
To show (2.8) note that for \( T > 0 \) we have
\[
\mu_c \sum_{t=1}^T \left\| \nabla_z f(z^{t-1}) \right\|_2^2 \leq f(z^0) - f(z^T) \leq f(z^0),
\]
which shows in particular that \( \sum_{t=1}^\infty \left\| \nabla_z f(z^{t-1}) \right\|_2^2 \) is convergent. Consequently \( \left\| \nabla_z f(z^{t-1}) \right\|_2^2 \to 0 \) as \( t \to \infty \). Finally, we note that for \( T > 0 \)
\[
\min_{t \in \{0, \ldots, T\}} \left\| \nabla_z f(z^t) \right\|_2^2 \leq \frac{1}{T + 1} \sum_{t=0}^T \left\| \nabla_z f(z^{t-1}) \right\|_2^2 \leq \frac{f(z^0)}{\mu_c (T + 1)}.
\]
Remark 2.2. We note that Proposition 2.1 only guarantees convergence to a critical point of the function $f$. This is a common scenario for optimization methods applied to non-convex function $f$.

The choice of constant step size in Proposition 2.1 is based on the worst case scenario for all $z \in \mathbb{C}_n$ and may be suboptimal if

$$\begin{bmatrix} u \end{bmatrix}^* \nabla^2 f(z) \begin{bmatrix} u \end{bmatrix}$$

is much smaller than $B \left\| \begin{bmatrix} u \end{bmatrix} \right\|_2^2$.

In this case, the so-called Armijo-Goldstein condition can be used to find a bigger step size, for which the decrease of the objective is larger. The Armijo-Goldstein condition reads as

$$f(z - \mu \nabla_z f(z)) - f(z) \leq -\mu \|\nabla_z f(z)\|_2^2.$$

(2.9)

A suitable step size is now determined iteratively by the following backtracking line search algorithm, which we will call henceforth Armijo-Goldstein algorithm (AGA, for short).

**Algorithm 1:** Backtracking search or Armijo-Goldstein condition (AGA)

**Input:** Differentiable function $f : \mathbb{C}^n \rightarrow [0, \infty)$, current position $z \in \mathbb{C}_n$, initial value $\mu_0 > 0$, decrease factor $\tau \in (0, 1)$.

**Output:** Selected step size $\mu$.

for $j = 0, 1, \ldots$ do

if $f(z - \mu_j \nabla_z f(z)) - f(z) \leq -\mu_j \|\nabla_z f(z)\|_2^2$ then

return $\mu = \mu_j$;

end

$\mu_{j+1} = \tau \mu_j$;

end

In addition, we make use of the fact that by Proposition 2.1 the constant step size will always guarantee the desired decrease. Hence, by setting $\mu_0 = \mu_c \tau^{-N}$ for $N \in \mathbb{N} \cup \{0\}$, the AGA will always terminate at $\mu_N = \mu_c$ after $N$ iterations. Note that the so determined parameter $\mu$ depends on $f, z, \tau, \mu_c$ and the number of iterations $N$ to meet the condition, i.e. $\mu = \mu(f, z, \tau, \mu_c, N)$. Moreover,

$$\mu_c \tau^{-N} \geq \mu \geq \mu_c$$

(2.10)

by construction. In case $N = 0$, the step size selected by the AGA coincides with the constant step size $\mu_c$.

**Remark 2.3.** Often, AGA includes control parameter $0 < c < 1$, which enters (2.9) as an additional multiplier $2c$ on the right hand side. In this paper, we fixed $c = 0.5$ to improve readability. However, our results hold true for any $0 < c < 1$ with a slight adjustment.
Regarding the convergence of the gradient descent with $\mu_t$ determined by the AGA we have the following result.

**Proposition 2.4.** Under conditions of Proposition 2.1, a sequence $(z^t)_{t=0}^\infty$ generated by (2.5) with arbitrary starting point $z^0 \in \mathbb{C}^n$ and step sizes $\mu_t = \mu_t(f, z^{t-1}, \tau, \mu_c, N)$ determined by the AGA satisfies (2.7) and (2.8).

Proof. If $\mu_t > \mu_c$, inequality (2.7) holds by construction. Otherwise, for $\mu_t = \mu_c$ Proposition 2.1 applies. The rest of the proof is analogous to the proof of Proposition 2.1. \hfill $\square$

### 2.2 Reconstruction from quadratic measurements

We will consider in this section the following quadratic reconstruction problem. Suppose we are given data of the form

$$y_j = z^*Q_jz + \eta_j, \quad j = 1, \ldots, J,$$

where $z \in \mathbb{C}^{dL}$, $Q_j \in \mathbb{C}^{dL \times dL}$ is a positive semidefinite measurement matrix and $\eta_j$ presents the measurement noise. It might look artificial to consider $z$ as a vector in $\mathbb{C}^{dL}$. However, for the polychromatic ptychographic set-up which we will discuss in the next section, $d$ is related to the discretization depth and $L$ is the number of different wavelength. So we have to work with vectors $z = (z_1, \ldots, z_L)^T$ consisting of $L$ blocks $z_\ell \in \mathbb{C}^d$. For the reconstruction of $z$ from data (2.11) we propose a variant of the so-called Amplitude Flow approach [26] and apply a gradient descent for minimizing the related loss function. The loss function we shall consider in this context is

$$L_\varepsilon(z) = \sum_{j=1}^J \left( \sqrt{z^*Q_jz + \varepsilon} - \sqrt{y_j + \varepsilon} \right)^2, \quad z \in \mathbb{C}^{dL},$$

where $\varepsilon > 0$ is a regularization parameter which is needed to prevent division by zero in the first and second order Wirtinger derivatives.

We will now add some regularization terms to (2.12) which are also motivated by the ptychographic imaging application. These are

(a) Tikhonov regularization

$$T(z) = \|z\|_2^2 = \sum_{\ell=1}^L \|z_\ell\|^2$$

(b) Smoothness. In order to penalize abrupt transition between the different blocks we introduce

$$S(z) = \sum_{\ell=1}^{L-1} \kappa_\ell \|z_{\ell+1} - z_\ell\|_2^2,$$

where $\kappa_\ell > 0$ are given parameters which we will later associate with the different wavelength in the polychromatic ptychographic set-up.
Putting everything together we arrive at the following regularized loss function

$$J(z; \epsilon, \alpha_T, \alpha_S) = L_\epsilon(z) + \alpha_T T(z) + \alpha_S S(z)$$  \hfill (2.13)

with parameters $\epsilon > 0$, $\alpha_T, \alpha_S \geq 0$. For minimizing $J(z) := J(z; \epsilon, \alpha_T, \alpha_S)$ for fixed parameters $\epsilon, \alpha_T, \alpha_S$ we shall apply gradient descent. In order to establish convergence of the gradient descent we make use of Proposition 2.4. For doing so we need following auxiliary result.

**Lemma 2.5.** Let $\epsilon > 0$. For the second derivatives of $L_\epsilon, T, S$, and $R$ the following relations hold

\[
\begin{align*}
\left[ \frac{u}{\bar{u}} \right]^* \nabla^2 L_\epsilon(z) \left[ \frac{u}{\bar{u}} \right] &\leq \left\| \sum_{j=1}^J Q_j \right\|_2^2, \quad (2.14) \\
\left[ \frac{u}{\bar{u}} \right]^* \nabla^2 T(z) \left[ \frac{u}{\bar{u}} \right] &= \left\| \frac{u}{\bar{u}} \right\|_2^2, \quad (2.15) \\
\left[ \frac{u}{\bar{u}} \right]^* \nabla^2 S(z) \left[ \frac{u}{\bar{u}} \right] &\leq \|K\| \left\| \frac{u}{\bar{u}} \right\|_2^2, \quad (2.16)
\end{align*}
\]

for all $z, u \in \mathbb{C}^{d_L}$ where the matrix $K \in \mathbb{R}^{L \times L}$ has entries

$$K_{j,k} = \begin{cases} 
\kappa_{k-1} (1 - \delta_{k,1}) + \kappa_k (1 - \delta_{k,L}), & j = k, \\
-\kappa_k, & j = k + 1, \\
-\kappa_{k-1}, & j = k - 1, \\
0, & \text{otherwise}.
\end{cases}$$

In particular,

$$\left[ \frac{u}{\bar{u}} \right]^* \nabla^2 J(z) \left[ \frac{u}{\bar{u}} \right] \leq B \left\| \frac{u}{\bar{u}} \right\|_2^2, \quad (2.17)$$

where $J(z) = J(z; \epsilon, \alpha_T, \alpha_S)$ and $B = \left\| \sum_{j=1}^J Q_j \right\| + \alpha$ with $\alpha := \alpha_T + \alpha_S \|K\|$.

Proof. For the first derivative of $L_\epsilon$ we obtain

$$\nabla_z L_\epsilon(z) = \sum_{j=1}^J \left[ 1 - \frac{\sqrt{y_j}}{z^* Q_j z + \epsilon} \right] Q_j^* z.$$  

For the second derivatives of $L_\epsilon$ we have

$$\nabla_{zz} L_\epsilon(z) = \partial_z \sum_{j=1}^J \left[ Q_j^* z - \frac{\sqrt{y_j + \epsilon} Q_j^* z}{\sqrt{z^* Q_j z + \epsilon}} \right]$$

$$= \sum_{j=1}^J \left[ Q_j^* - \frac{\sqrt{y_j + \epsilon} Q_j^* z}{\sqrt{z^* Q_j z + \epsilon}} + \frac{\sqrt{y_j + \epsilon} Q_j^* z z^* Q_j}{2(z^* Q_j z + \epsilon)^{3/2}} \right].$$

$$\nabla_{zz} L_\epsilon(z) = \partial_z \sum_{j=1}^J \left[ Q_j^* z - \frac{\sqrt{y_j + \epsilon} Q_j^* z}{\sqrt{z^* Q_j z + \epsilon}} \right] = \sum_{j=1}^J \sqrt{y_j + \epsilon} Q_j^* z z^* Q_j^\top / 2(z^* Q_j z + \epsilon)^{3/2}.$$
Moreover, as $L_{\varepsilon}$ is real-valued, \eqref{eq:2.4} leads to
\[
\begin{bmatrix}
u_j^* \\
u_j^* 
\end{bmatrix} \nabla^2 L_{\varepsilon}(z) \begin{bmatrix} u \\
u_j^* 
\end{bmatrix} = 2 \sum_{j=1}^J \left[u^* Q_j u - \frac{\sqrt{v_j + \varepsilon u^* Q_j u}}{\sqrt{z^* Q_j z + \varepsilon}} + \frac{\sqrt{v_j + \varepsilon |z^* Q_j u|^2}}{(z^* Q_j z + \varepsilon)^{3/2}} - \frac{\sqrt{v_j + \varepsilon |z^* Q_j u|^2}}{2(z^* Q_j z + \varepsilon)^{3/2}} + \frac{\sqrt{v_j + \varepsilon} \Re(u^* Q_j z)^2}{2(z^* Q_j z + \varepsilon)^{3/2}} \right],
\]
where we used that $Q_j$ are Hermitian matrices. Furthermore, note that
\[
-\frac{\sqrt{v_j + \varepsilon u^* Q_j u}}{\sqrt{z^* Q_j z + \varepsilon}} + \frac{\sqrt{v_j + \varepsilon |z^* Q_j u|^2}}{(z^* Q_j z + \varepsilon)^{3/2}} = \frac{\sqrt{v_j + \varepsilon}}{(z^* Q_j z + \varepsilon)^{3/2}} \left( |z^* Q_j u|^2 - u^* Q_j u \cdot z^* Q_j z \right) - \frac{\varepsilon \sqrt{v_j + \varepsilon u^* Q_j u}}{\sqrt{z^* Q_j z + \varepsilon}} \leq 0.
\]
The inequality follows from the fact that $Q_j$ is a positive semidefinite matrix and it can be written as $Q_j = R_j^* R_j$, so that
\[
|z^* Q_j u|^2 \leq \|R_j z\|^2_2 \|R_j u\|^2_2 = z^* R_j^* R_j z u^* R_j^* R_j u = u^* Q_j u z^* Q_j z.
\]
Moreover, since $\Re(u^* Q_j z)^2 \leq |u^* Q_j z|^2$ we arrive at
\[
\begin{bmatrix} u^* \\
u_j^* 
\end{bmatrix} \nabla^2 L_{\varepsilon}(z) \begin{bmatrix} u \\
u_j^* 
\end{bmatrix} \leq 2 \sum_{j=1}^J u^* Q_j u \leq 2 \|Q\| \|u\|^2_2 = \|Q\| \left\|\begin{bmatrix} u \\
u_j^* 
\end{bmatrix}\right\|^2_2,
\]
where $Q = \sum_{j=1}^J Q_j$.

For the regularization terms, let us first consider supplementary quadratic functions
\[
H_{M_1, M_2}(z) = z^* M_1 z + \Re(z^* M_2 \bar{z}) = z^* M_1 z + \frac{1}{2} z^* M_2 \bar{z} + \frac{1}{2} z^\top \bar{M}_2 z,
\]
with Hermitian matrices $M_1$ and $M_2$. We note that
\[
\nabla z H_{M_1, M_2}(z) = (z^* M_1 + z^\top \bar{M}_2)^* = M_1^* z + M_2^* \bar{z},
\]
and
\[
\nabla_{z, z} H_{M_1, M_2}(z) = M_1. \quad \nabla_{z, z} H_{M_1, M_2}(z) = M_2^\top = \bar{M}_2.
\]
Consequently, its Hessian matrix is constant with respect to $z$ and is given by
\[
\nabla^2 H_{M_1, M_2}(z) = \begin{bmatrix} M_1 & \bar{M}_2 \\
M_2 & \bar{M}_1 \end{bmatrix}.
\]
Hence, for $H_{M_1, M_2}$ we have
\[
\begin{bmatrix} u^* \\
u_j^* 
\end{bmatrix} \nabla^2 H_{M_1, M_2}(z) \begin{bmatrix} u \\
u_j^* 
\end{bmatrix} \leq \left\|\begin{bmatrix} M_1 & \bar{M}_2 \\
M_2 & \bar{M}_1 \end{bmatrix}\right\| \left\|\begin{bmatrix} u \\
u_j^* 
\end{bmatrix}\right\|^2_2.
\]
Now, to show (2.15) we note that
\[ T(z) = \|z\|^2 = z^* z = H_{\text{IdL}, O_{\text{IdL}}}(z), \]
where \( O_{\text{IdL}} \in \mathbb{C}^{dL \times dL} \) denotes zero matrix. Equation (2.18) yields
\[ \begin{bmatrix} u^* \nabla^2 H_{\text{IdL}, O_{\text{IdL}}}(z) [u, u] \end{bmatrix} \leq \begin{bmatrix} I_{dL} & O_{\text{IdL}} \\ O_{\text{IdL}} & I_{dL} \end{bmatrix} \begin{bmatrix} u^* u \end{bmatrix} = \begin{bmatrix} u^* u \end{bmatrix}. \]

To prove (2.16) we rewrite
\[ S(z) = \sum_{\ell=1}^{L-1} \kappa_{\ell}(z_{\ell+1}^* - z_{\ell}^*)(z_{\ell+1} - z_{\ell}) \]
\[ = \sum_{\ell=1}^{L-1} \kappa_{\ell}(z_{\ell+1}^* z_{\ell+1} + z_{\ell}^* z_{\ell} - z_{\ell}^* z_{\ell+1} - z_{\ell+1}^* z_{\ell}) = \sum_{\ell=1}^{L-1} \kappa_{\ell} z^* (K_{\ell} \otimes I_d) z, \]
where the matrix \( K_{\ell} \in \mathbb{R}^{L \times L} \) has four non-zero entries
\[ K_{\ell, \ell} = 1, \quad K_{\ell, \ell+1} = 1, \quad K_{\ell+1, \ell} = -1, \quad K_{\ell+1, \ell+1} = -1. \]

We recall that for two matrices \( M \in \mathbb{C}^{a \times b}, W \in \mathbb{C}^{c \times d} \), the tensor product \( M \otimes W \in \mathbb{C}^{ac \times bd} \) is a block matrix
\[ M \otimes W = \begin{bmatrix} M_{1,1}W & \ldots & M_{1,b}W \\ \vdots & \ddots & \vdots \\ M_{a,1}W & \ldots & M_{a,b}W \end{bmatrix}. \]

In the following we will use that the tensor product is linear in both the first and the second arguments and the spectral norm of the tensor product is a product of the spectral norms of its components, that is \( \|M \otimes W\| = \|M\| \cdot \|W\| \).

Returning to \( S(z) \), we sum up matrices and apply the above-mentioned linearity of tensor product with respect to the first argument to obtain
\[ S(z) = z^* \left( \sum_{\ell=1}^{L-1} \kappa_{\ell} (K_{\ell} \otimes I_d) \right) z = z^* (K \otimes I_d) z = H_{K \otimes I_d, O_{\text{IdL}}}(z). \]

Hence, by (2.18), we obtain
\[ \begin{bmatrix} u^* \nabla^2 S(z) [u, u] \end{bmatrix} \leq \begin{bmatrix} K \otimes I_d & O_{\text{IdL}} \\ O_{\text{IdL}} & K \otimes I_d \end{bmatrix} \begin{bmatrix} u^* u \end{bmatrix} = \begin{bmatrix} u^* u \end{bmatrix}, \]
and by properties of block diagonal matrices and tensor product,
\[ \begin{bmatrix} K \otimes I_d & O_{\text{IdL}} \\ O_{\text{IdL}} & K \otimes I_d \end{bmatrix} = \|K \otimes I_d\| = \|K\| \|I_d\| = \|K\|. \]

As an immediate consequence of Proposition 2.4 we now obtain the following convergence result.
Proposition 2.6. Let $J : \mathbb{C}^d L \to [0, \infty)$ be defined as in (2.13), so that $J(z) = J(z; \varepsilon, \alpha_T, \alpha_S)$ with $\varepsilon > 0$ and $\alpha_T, \alpha_S \geq 0$. Consider a sequence $(z^t)_{t=0}^{\infty}$ generated by (2.5) with an arbitrary starting point $z^0 \in \mathbb{C}^d L$ and step sizes $\mu_t = \mu_t(J, z^{t-1}, \tau, \mu_c, N)$ determined by the AGA. Suppose that the minimal step size satisfies $0 < \mu_c \leq 1/B$ where $B$ is the constant in (2.17). Then we have

$$J(z^t) - J(z^{t-1}) \leq -\mu_t \|\nabla_J(z^t)\|^2_2$$

for all $t \geq 1$.

In particular,

$$\lim_{t \to \infty} \|\nabla_J(z^t)\|^2_2 = 0 \text{ and } \min_{t \in \{0, \ldots, T\}} \|\nabla_J(z^t)\|^2_2 \leq \frac{J(z^0)}{\mu_c (T + 1)}. \quad (2.20)$$

Remark 2.7. We note that condition $\varepsilon > 0$ can be relaxed to $\varepsilon \geq 0$. For the case $\varepsilon = 0$, the loss function $L_0(z)$ is not everywhere differentiable. This can be solved by considering the generalized gradient $\nabla L_0(z) = \lim_{\varepsilon \to 0^+} \nabla L_{\varepsilon}(z)$ instead of standard gradient. In this case the analogue of Proposition 2.6 holds. For details, see [26].

3 Polychromatic Ptychography

In this section we will address the problem of reconstructing an object from measurements (1.1). More precisely, the measurements are first discretized and, then, recovery of discretized object and the window is considered.

3.1 Discretization of problem

For discretization of the single Fourier integrals in (1.1) we are using the grid $\Gamma_d = \frac{1}{2} [d]^2 = \frac{1}{2} [d] \times [d]$, where we have used the notation $[d] = \{0, 1, \ldots, d-1\}$, and we consider shifts $r \in \Gamma_d$. Also, without loss of generality we may assume that all $f_{\lambda \ell}$ are supported in $Q = [0, 1]^2$. This gives

$$\mathcal{F}(f_{\lambda \ell}^T \frac{m}{d} w_{\lambda \ell})(\xi/\lambda \ell) \approx \frac{1}{d^2} \sum_{n \in [d]^2} f_{\lambda \ell}^T(\frac{n}{d}) w_{\lambda \ell}(\frac{n}{d}) = Q(\frac{n}{d}) e^{-2\pi i \lambda \ell \xi \cdot \frac{n}{d}}$$

for $m \in \mathcal{M}$, with $\mathcal{M} \subseteq [-d, d]^2$ denoting a set of observed shift position. Note that we are not working with cyclic shifts of the mask but cutting out that part of $w_{\lambda \ell}$ which lies in $Q$.

The dual grid for the Fourier transform dilated by $1/\lambda \ell$ is $\hat{\mathcal{\lambda \ell}} = \lambda \ell [d]^2$ and in order to avoid multiple contributions from the smallest wavelength term in (1.1) we have to evaluate intensity function on the dual grid $\hat{\mathcal{\lambda \ell}}$. 

12
Using the notation $x_\ell = \left( f_\ell \left( \frac{n}{d} \right) \right)_n$ and $w_\ell = \left( w_\ell \left( \frac{n}{d} \right) \right)_n$, we get the discretized multi-spectral intensity measurements

$$I_m(k\lambda) \approx y_{m,k} + \eta_{m,k}$$

where $\eta$ denotes composite noise from the discretization process and from the measurement process.

### 3.2 Non-blind problem

First, let us consider the recovery of the unknown vector $x$ under the assumption that $w$ is known. Then, we can rewrite the measurements as

$$y_{m,k} = \sum_{\ell=1}^{L} \frac{1}{\lambda_\ell^2} \left| \sum_{n \in [d]^2} (x_\ell)_n(w_\ell)_{n-m}1 Q_{n-m} e^{-2\pi i \lambda_\ell \cdot 1 d n} \right|^2 + \eta_{m,k},$$

with the vectors $a^\ell_{m,k} = \left( (\overline{w}_\ell)_{n-m}1 Q_{n-m} e^{2\pi i \lambda_\ell \cdot 1 d n} \right)_n$. Accordingly, we have $y = (y_{m,k})_{m,k}$. Relation (3.2) can also be written in a bilinear form

$$y_{m,k} = \sum_{\ell=1}^{L} \frac{1}{\lambda_\ell^2} \langle x_\ell, a^\ell_{m,k} \rangle \langle x_\ell, a^\ell_{m,k} \rangle = \sum_{\ell=1}^{L} \frac{1}{\lambda_\ell^2} \langle a^\ell_{m,k}, x_\ell \rangle \langle x_\ell, a^\ell_{m,k} \rangle$$

with $z = (x_1, \ldots, x_L)^\top \in \mathbb{C}^{dL}$ and the block diagonal matrix $Q^w_{m,k} \in \mathbb{C}^{dL \times dL}$ with the diagonal blocks $\lambda_\ell^{-2} a^\ell_{m,k}(a^\ell_{m,k})^*$. We use an upper index $w$ to emphasize on dependence of $Q^w_{m,k}$ on the mask $w$. In the form (3.4) the polychromatic ptychographic reconstruction problem is now a problem of the form (2.11) which was considered in the previous section and it can be solved by
minimizing $J$ as given in (2.13). The smoothness penalty $S(z)$ imposes the continuity with respect to $\lambda$ of the object. The purpose of the Tikhonov regularization $T(z)$ will be explained later, when we turn to the reconstruction of both the object and the window.

For our discussion we shall make use of a matrix notation of the expression (3.2), viz.

$$
y = \sum_{\ell=1}^{L} \frac{1}{\lambda_{\ell}^{2}} |A_{\ell} x_{\ell}|^{2},
$$

(3.4)

where $A_{\ell} = (A_{m,\ell})_{m}$ is a row block matrix with row blocks $A_{m,\ell}$ with rows $(A_{m,\ell,k})_{k}$. Note that every row block corresponds to one specific shift of the mask and is given by

$$
A_{m,\ell} = F_{\ell} D_{m,\ell},
$$

(3.5)

with the matrix $F_{\ell}$ defined as

$$
(F_{\ell})_{k,n} = e^{-2\pi i \frac{\lambda_{\ell}}{\lambda} k \cdot \frac{1}{d} n},
$$

(3.5)

and diagonal matrix $D_{m,\ell}$ given by

$$
(D_{m,\ell})_{n,n} = (w_{\ell})_{n-m} \mathbb{1}_{Q(\frac{n-m}{d})}.
$$

Consequently, we obtain the following corollary to Proposition 2.6.

**Corollary 3.1.** Consider measurements of the form (3.1). Let $J : \mathbb{C}^{dL} \to [0, \infty)$, $J(z) = J(z; \varepsilon, \alpha_{T}, \alpha_{S})$ as defined in (2.13) with matrices $Q_{m,k}^{w}$ as in (3.3). Suppose that for the minimal step size satisfies $0 < \mu_{c} \leq 1/B(w)$ with $B(w)$ given by

$$
B(w) = \max_{\ell=1,\ldots,L} \left\{ \frac{||F_{\ell}||^{2}}{\lambda_{\ell}^{2}} \max_{n \in [d]} \left[ \sum_{m \in \mathcal{M}} |(w_{\ell})_{n-m}|^{2} \mathbb{1}_{Q(\frac{n-m}{d})} \right] \right\} + \alpha,
$$

(3.6)

where $F_{\ell}$ are matrices defined in (3.5) and $\alpha$ as in Lemma 2.5. Then, the results of Proposition 2.6 apply to the sequence $(z^{t})_{t=0}^{\infty}$ generated by (2.5) with an arbitrary starting point $z^{0} \in \mathbb{C}^{dL}$ and step sizes $\mu_{t} = \mu_{t}(J, z^{t-1}, \tau, \mu_{c}, N)$ determined by the AGA.

Proof. We only need show that $\mu_{c}$ satisfies condition in Proposition 2.6, which is equivalent to proving that $B(w)$ in the statement of the theorem is greater or equal than $B$ in (2.17). Furthermore, since all but one summands are the same, we only need to show the inequality

$$
\| \sum_{m \in \mathcal{M}} \sum_{k \in [d]} Q_{m,k}^{w} \| \leq \max_{\ell=1,\ldots,L} \left\{ \frac{||F_{\ell}||^{2}}{\lambda_{\ell}^{2}} \max_{n \in [d]} \left[ \sum_{m \in \mathcal{M}} |(w_{\ell})_{n-m}|^{2} \mathbb{1}_{Q(\frac{n-m}{d})} \right] \right\}.
$$
Let us first compute \( \| \sum_{m \in \mathcal{M}} \sum_{k \in [d]} Q^w_{m,k} \| \). Since each \( Q^w_{m,k} \) is block diagonal, the sum of \( Q^w_{m,k} \) is block diagonal as well. Moreover, the spectral norm of the block diagonal matrix is the maximum of the spectral norms of all blocks. Thus, we have

\[
\| \sum_{m \in \mathcal{M}} \sum_{k \in [d]} Q^w_{m,k} \| = \max_{\ell=1,\ldots,L} \| \sum_{m \in \mathcal{M}} \sum_{k \in [d]} \frac{1}{\lambda^w_{\ell,m,k}} A^w_{\ell,m,k} \| \ll \lambda^w_{\ell}\|A^w_{\ell}\| = \max_{\ell=1,\ldots,L} \lambda^{-2}_{\ell} \|A_{\ell}\|^2 = \max_{\ell=1,\ldots,L} \|\lambda^{-2}_{\ell} \|A_{\ell}\|^2. \quad (3.7)
\]

Matrix \( A_{\ell} \) is a row block matrix with blocks \( A_{\ell,m}^\ell = F^\ell D_{\ell,m}^\ell \). Therefore, we can present \( A_{\ell} = \bar{F}_{\ell} D_{\ell} \) as a product of block diagonal matrix \( \bar{F}_{\ell} \) with blocks \( F^\ell \) and row block matrix \( D_{\ell} = (D_{\ell,m})_{m \in \mathcal{M}} \). Hence,

\[
\|A_{\ell}\| = \|\bar{F}_{\ell} D_{\ell}\| \leq \|\bar{F}_{\ell}\| \|D_{\ell}\| \quad (3.8)
\]

The matrix \( \bar{F}_{\ell} \) is block diagonal with blocks \( F^\ell \) and thus \( \|\bar{F}_{\ell}\| = \|F^\ell\| \). For \( \|D_{\ell}\| \), we observe that \( \|D_{\ell}\|^2 = \|D_{\ell}^* D_{\ell}\| \) and

\[
D_{\ell}^* D_{\ell} = \sum_{m \in \mathcal{M}} (D_{\ell,m}^\ell)^* D_{\ell,m}^\ell.
\]

Recalling that \( D_{\ell,m}^\ell \) are diagonal yields that \( D_{\ell}^* D_{\ell} \) is again diagonal and its entries are given by

\[
(D_{\ell}^* D_{\ell})_{n,n} = \left( \sum_{m \in \mathcal{M}} (D_{\ell,m}^\ell)^* D_{\ell,m}^\ell \right)_{n,n} = \sum_{m \in \mathcal{M}} (D_{\ell,m}^\ell)^* (D_{\ell,m}^\ell)_{n,n} = \sum_{m \in \mathcal{M}} \left| (w_{\ell})_{n-m} \right|^2 \mathbb{1}_{Q^w(\frac{n-m}{d})}. \quad (3.9)
\]

Finally, we combine (3.7), (3.8) and (3.9) to obtained desired result,

\[
\| \sum_{m \in \mathcal{M}} \sum_{k \in [d]} Q^w_{m,k} \| \leq \max_{\ell=1,\ldots,L} \lambda^{-2}_{\ell} \|\bar{F}_{\ell}\| \|D_{\ell}\|^2 = \max_{\ell=1,\ldots,L} \lambda^{-2}_{\ell} \|\bar{F}_{\ell}\| \max_{n \in [d]} \left| (w_{\ell})_{n} \right|^2 \mathbb{1}_{Q^w(\frac{n}{d})} \sum_{m \in \mathcal{M}} \left| (w_{\ell})_{n-m} \right|^2 \mathbb{1}_{Q^w(\frac{n-m}{d})}. \]

Now let us consider a dual recovery problem of finding the mask under assumption that the object is known. Changing the summation order from \( n \) to \( n + m \) in (3.1) and keeping in mind that \( f_{\nu} \) is only supported on \( Q \) we arrive at

\[
y_{m,k} = \sum_{\ell=1}^{L} \frac{1}{\lambda^w_{\ell}} \left| \sum_{n \in [d]} (x_{\ell})_{n+m} (w_{\ell})_{n} \mathbb{1}_{Q^w(\frac{n+m}{d})} e^{-2\pi i \frac{k}{d} \cdot \frac{1}{2}(n+m)} \right|^2
\]
\[
= \sum_{k=1}^{L} \frac{1}{\lambda_k^2} \left| \sum_{m \in |d|^2} (x_k)_{n+m} (w_k)_n 1 Q \left( \frac{n+m}{d} \right) e^{-2\pi i \frac{n}{T} k} \right|^2.
\]

We can rewrite the measurements as
\[
y_{m,k} = w^* Q^x_{m,k} w
\]
with \( w = (w_1, \ldots, w_L)^T \in \mathbb{C}^{dL} \) and the block diagonal matrix \( Q^x_{m,k} \in \mathbb{C}^{dL \times dL} \) with rank-one diagonal blocks \( \lambda_k^{-2} v^k_m (v^k_m)^* \in \mathbb{C}^{d \times d} \) formed by vectors
\[
v^k_m = \left( (x_k)_{n+m} 1 Q \left( \frac{n+m}{d} \right) e^{2\pi i \frac{n}{T} k} \right)_n,\]

Analogously to Corollary 3.1 we obtain the following.

**Corollary 3.2.** Consider measurements of the form (3.1). Let \( J : \mathbb{C}^{dL} \rightarrow [0, \infty) \), \( J(w) = J(w; \epsilon, \beta_T, \beta_S) \) as defined in (2.13) with matrices \( Q^x_{m,k} \) as in (3.10). Suppose that for the minimal step size satisfies \( 0 < \nu_e \leq 1/B(x) \) with \( B(x) \) given by
\[
B(x) = \max_{t=1, \ldots, L} \left\{ \frac{\|F_t\|^2}{\lambda^2_t} \max_{m \in |d|} \left( \sum_{m \in M} |(x_k)_{n+m}|^2 1 Q \left( \frac{n+m}{d} \right) \right) \right\} + \beta,
\]
where \( F_t \) are matrices defined in (3.5) and \( \beta = \beta_T + \beta_S \|K\| \) defined analogously to \( \alpha \) in Lemma 2.5. Then, the results of Proposition 2.6 apply to the sequence \((w^t)_{t=0}^{\infty}\) generated by (2.5) with an arbitrary starting point \( w^0 \in \mathbb{C}^{dL} \) and step sizes \( \nu_t = \nu_t(J, w^{t-1}, \tau, \nu_e, N) \) determined by the AGA.

### 3.3 Blind problem

Finally, we turn to the reconstruction of both \( z \) and \( w \) from the measurements (3.1). The problem can now be formulated as
\[
y_{m,k} + \eta_{m,k} = z^* Q^w_{m,k} z + \eta_{m,k} = w^* Q^z_{m,k} w + \eta_{m,k},
\]
with \( Q^w_{m,k} \) as in (3.3) and \( Q^z_{m,k} \) as in (3.10). The modified regularized loss function for blind polychromatic ptychography takes the form
\[
\mathcal{J}(z, w; \epsilon, \alpha_T, \alpha_S, \beta_T, \beta_S) = L_e(z; w) + \alpha_T T(z) + \alpha_S S(z) + \beta_T T(w) + \beta_S S(w)
\]
with parameters \( \epsilon > 0, \alpha_T, \alpha_S, \beta_T, \beta_S \geq 0 \) and \( L_e(z; w) \) denoting \( L_e(z) \) with matrices \( Q^w_{m,k} \). The reconstruction process can now be described by the following iterative method. Note that
\[
\mathcal{J}(z, w)|_{w=\text{const.}} = \mathcal{J}(z; \alpha_T, \alpha_S, \alpha_R) + C_w,
\]
\[
\mathcal{J}(z, w)|_{z=\text{const.}} = \mathcal{J}(w; \beta_T, \beta_S, \beta_R) + C_z,
\]
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where $J$ is defined as in (2.13) and constants $C_z$ and $C_w$ which are depending on $z$ and $w$, respectively. Hence, the partial gradients $\nabla_z J$ resp. $\nabla_w J$ are given by

$$
\nabla_z J(z, w) = \nabla_z J(z; \alpha_T, \alpha_S, \alpha_R) \quad (3.14)
$$

$$
\nabla_w J(z, w) = \nabla_w J(w; \beta_T, \beta_S, \beta_R)
$$

Naturally, the reasonable choice is to perform the full gradient descent. With initial guesses $z^0, w^0$, the gradient descent iterations

$$
\begin{bmatrix}
z^t \\
w^t
\end{bmatrix} =
\begin{bmatrix}
z^{t-1} \\
w^{t-1}
\end{bmatrix} - \mu_t
\begin{bmatrix}
\nabla_z J(z^{t-1}, w^{t-1}) \\
\nabla_w J(z^{t-1}, w^{t-1})
\end{bmatrix}
$$

can be performed. However, the difficulty behind this approach is to find a suitable step size $\mu_t$, which depends on both $z^{t-1}$ and $w^{t-1}$. Instead, we consider an alternative approach reminiscent of the alternating minimization [22]. That is, with initial guesses $z^0, w^0$, we fix the current mask iterate $w^t$ and perform a fixed number $I_z \in \mathbb{N}$ gradient descent iterations for the object, which provides the new iterate $z^{t+1}$. Next, we fix $z^{t+1}$ and perform $I_w \in \mathbb{N}$ iterations with respect to the mask resulting in $w^{t+1}$. The sequences $\mu_{t,i}$ and $\nu_{t,j}$ are appropriate step sizes determined by the AGA as discussed in Section 2. Note that due to fixation of the variables, the constant step sizes can be chosen accordingly to Corollaries 3.1 and 3.2. This results in the following procedure.
Theorem 3.4. The convergence of proposed alternating minimization process established in [22] is not applicable. Thus, we derive the following results regarding bounds \( B \).

Proof. By definition (3.6), \( B \) satisfies \( B(z) \geq \alpha_T > 0 \) and, therefore, for all step sizes \( \mu_{t,i} \) selected via AGA, by (2.10), we have

\[
\mu_{t,i} \leq \alpha_T^{-N} \mu_{t,c} = \alpha_T^{-N}/B(w^{t-1};w) \leq \alpha_T^{-N}/\alpha_T < \infty.
\]

Analogously, \( \nu_{t,j} \leq \alpha_T^{-N}/\beta_T < \infty \).

Note that bounds \( B(z^t) \) and \( B(w^t) \) are not constant and, hence, theory established in [22] is not applicable. Thus, we derive the following results regarding the convergence of proposed alternating minimization process.

\[ \mathcal{J} : \mathbb{C}^{dL} \times \mathbb{C}^{dL} \rightarrow [0, \infty) \] be defined as in (3.12) with \( \epsilon, \alpha_T, \beta_T > 0 \) and assume the two sequences \((z^t)_{t \geq 0}, (w^t)_{t \geq 0}\) are generated by Algorithm 2 with arbitrary starting points \( z^0, w^0 \in \mathbb{C}^{dL} \) and let \( \mu_{t,i} \) and \( \nu_{t,j} \) be step sizes as determined by Algorithm 2. Then for each subiteration of Algorithm 2 we have

\[
\mathcal{J}(z^{t+j}, w^{t-1}) - \mathcal{J}(z^{t,j-1}, w^{t-1}) \leq -\mu_{t,i} \| \nabla_z \mathcal{J}(z^{t,j-1}, w^{t-1}) \|_2^2.
\]
\[ J(z^t, w^{t,j}) - J(z^t, w^{t,j-1}) \leq -\nu_{t,j} \| \nabla_w J(z^t, w^{t,j-1}) \|^2_2. \] (3.16)

for every \( t \geq 1 \) and \( i = 1, \ldots, l_z, j = 1, \ldots, l_w. \)

Moreover,

\[ \lim_{t \to \infty} \| \nabla J(z^t, w^t) \|^2_2 = 0, \]

where the rate of convergence is dominated by the number

\[ \frac{\max\{\alpha_T^{-1}, \beta_T^{-1}\} (J(z^0, w^0))^2 \max_{t=1,\ldots,T} \lambda_T^{-2} \| F_t \|^2 + J(z^0, w^0) \max\{\alpha, \beta\}}{T \min\{l_z, l_w\}}, \]

with \( \alpha \) and \( \beta \) as in Corollaries 3.1 and 3.2.

Proof. Let \( \mu \) the constant step size \( 3.1. \) Thus, we have

\[ J(z^t, \alpha T, \alpha S, \alpha R) - J(z^t, \alpha T, \alpha S, \alpha R) \leq -\mu t, i \| \nabla J(z^{t,i-1}; \alpha T, \alpha S, \alpha R) \|^2_2. \]

In a view of equalities (3.13) and (3.14), we obtain (3.15). Analogously, Corollary 3.2 yields (3.16). These estimates show that every subiteration of the Algorithm 2 reduces the value of the loss function \( J(z, w) \). Furthermore,

\[ J(z^{t,i}, w^{t-1}) - J(z^{t,0}, w^{t-1}) \leq -\sum_{i=1}^{l_z} \mu t, i \| \nabla z J(z^{t,i-1}, w^{t-1}) \|^2_2 \]

and analogously we get

\[ J(z^t, w^{t,iw}) - J(z^t, w^{t,0}) \leq -\sum_{j=1}^{l_w} \nu t, j \| \nabla w J(z^t, w^{t,j-1}) \|^2_2. \]

Note that by construction \( z^{t,i} = z^t, z^{t,0} = z^{t-1}, w^{t,iw} = w^t, w^{t,0} = w^{t-1}. \)

Hence, combining the inequalities leads to

\[ \sum_{i=1}^{l_z} \mu t, i \| \nabla z J(z^{t,i-1}, w^{t-1}) \|^2_2 + \sum_{j=1}^{l_w} \nu t, j \| \nabla w J(z^t, w^{t,j-1}) \|^2_2 \leq J(z^{t-1}, w^{t-1}) - J(z^t, w^t). \]

For a fixed \( T \geq 1 \) a summation over all \( t = 1, \ldots, T \) gives

\[ \sum_{t=1}^{T} \left[ \sum_{i=1}^{l_z} \mu t, i \| \nabla z J(z^{t,i-1}, w^{t-1}) \|^2_2 + \sum_{j=1}^{l_w} \nu t, j \| \nabla w J(z^t, w^{t,j-1}) \|^2_2 \right] \]

\[ \leq \sum_{t=1}^{T} \left[ J(z^{t-1}, w^{t-1}) - J(z^t, w^t) \right] \]
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where we used that \( \mathcal{J}(z, w) \geq 0 \). Hence, by taking \( T \to \infty \), we arrive at
\[
\sum_{t=1}^{\infty} \left[ \sum_{i=1}^{I} \mu_{t,i} \| \nabla_{z} \mathcal{J}(z^{t,i-1}, w^{t-1}) \|_{2}^{2} + \sum_{j=1}^{L} \nu_{t,j} \| \nabla_{w} \mathcal{J}(z^{t}, w^{t,j-1}) \|_{2}^{2} \right] < \infty,
\]
which implies that
\[
\sum_{i=1}^{I} \mu_{t,i} \| \nabla_{z} \mathcal{J}(z^{t,i-1}, w^{t-1}) \|_{2}^{2} + \sum_{j=1}^{L} \nu_{t,j} \| \nabla_{w} \mathcal{J}(z^{t}, w^{t,j-1}) \|_{2}^{2} \to 0
\]
as \( t \to \infty \). Since all terms are non-negative we eventually get
\[
\mu_{t,i} \| \nabla_{z} \mathcal{J}(z^{t,i-1}, w^{t-1}) \|_{2}^{2} \to 0, \quad \nu_{t,j} \| \nabla_{w} \mathcal{J}(z^{t}, w^{t,j-1}) \|_{2}^{2} \to 0
\]
for all \( i = 1, \ldots, I_{z}, \quad j = 1, \ldots, I_{w} \).

In order to show the desired convergence for the norm of the gradients we have to show that the step sizes \( \mu_{t,i} \) and \( \nu_{t,j} \) are not converging to zero as \( t \to \infty \) for all \( i, j \). Since the step size \( \mu_{t,i} \) is assumed to be determined by the AGA we have
\[
\mu_{t,i} \geq \mu_{t,c} = 1/B(w^{-1}),
\]
where \( \mu_{t,c} \) is the minimal step size. Hence, showing that \( \mu_{t,i} \) does not vanish is equivalent to prove that the sequence \( \{B(w^{t})\}_{t \geq 0} \) is bounded from above.

Recall that by Corollary 3.1, \( B(w^{t}) \) is given by
\[
B(w^{t}) = \max_{\ell=1,\ldots,L} \left\{ \lambda_{\ell}^{-2} \| F_{\ell} \|_{2}^{2} \max_{n \in [d]} \sum_{m \in M} \| (w_{\ell}^{t})_{n-m} \|^{2} 1_{Q}(\frac{n-m}{d}) \right\} + \alpha
\]
\[
\leq \max_{\ell=1,\ldots,L} \left\{ \lambda_{\ell}^{-2} \| F_{\ell} \|_{2}^{2} \| w_{\ell}^{t} \|_{2}^{2} \right\} + \alpha.
\]

Consequently, \( \{B(w^{t})\}_{t \geq 0} \) is bounded if and only if all sequences \( \{\| w_{\ell}^{t} \|_{2}^{2}\}_{t \geq 0} \) are bounded. Let us show by contradiction that \( \{\| w_{\ell}^{t} \|_{2}^{2}\}_{t \geq 0} \) are bounded by \( \mathcal{J}(z^{0}, w^{0})/\beta_{T} \). More precisely, assume that for some \( t_{0} \in \{1, \ldots, L\} \), the sequence \( \{\| w_{\ell}^{t_{0}} \|_{2}^{2}\}_{t \geq 0} \) exceeds \( \mathcal{J}(z^{0}, w^{0})/\beta_{T} \). Then, there exists \( t_{0} \geq 0 \) such that \( \| w_{\ell}^{t} \|_{2}^{2} > \mathcal{J}(z^{0}, w^{0})/\beta_{T} \) and we obtain
\[
\mathcal{J}(z^{0}, w^{t_{0}}) > \beta_{T} \sum_{\ell=1}^{L} \| w_{\ell}^{t_{0}} \|_{2}^{2} > \beta_{T} \| w_{\ell}^{t} \|_{2}^{2} > \mathcal{J}(z^{0}, w^{0}),
\]
which is not possible, since we showed in (3.17) that with each iteration objective does not increase. Therefore, all \( \{\| w_{\ell}^{t} \|_{2}^{2}\}_{t \geq 0} \) are bounded from above by \( \mathcal{J}(z^{0}, w^{0})/\beta_{T} \) and \( \{B(w^{t})\}_{t \geq 0} \) is also bounded from above by
\[
B_{w} := \beta_{T}^{-1} \mathcal{J}(z^{0}, w^{0}) \max_{\ell=1,\ldots,L} \lambda_{\ell}^{-2} \| F_{\ell} \|^{2} + \alpha > 0,
\]

where the strict inequality is valid since $B_w \geq \alpha_T > 0$. Hence, by (3.18),

$$\mu_{t,i} \geq 1/B_w > 0,$$

and we obtain,

$$\|\nabla_z \mathcal{J}(z^{t,j-1}, w^{t-1})\|_2^2 \to 0,$$

as $t \to \infty$ for all $i = 1, \ldots, I_z$. Similarly, $(B(z^t))_{t \geq 0}$ is bounded from above by

$$B_z := \alpha_T^{-1} \mathcal{J}(z^0, w^0) \max_{\ell=1,\ldots,L} \lambda^{-2}_{\ell} \|F_\ell\|^2 + \beta > 0,$$

so that for all $j = 1, \ldots, l_w$, we obtain

$$\nu_{t,j} \geq 1/B_z > 0$$

and

$$\|\nabla_w \mathcal{J}(z^t, w^{t,j})\|_2^2 \to 0,$$

as $t \to \infty$. In particular,

$$\|\nabla_z \mathcal{J}(z^t, w^t)\|_2^2 = \|\nabla_z \mathcal{J}(z^{t+1,0}, w^t)\|_2^2 \to 0,$$

$$\|\nabla_w \mathcal{J}(z^t, w^{t-1})\|_2^2 = \|\nabla_w \mathcal{J}(z^t, w^{t,0})\|_2^2 \to 0,$$

as $t \to \infty$. Note that

$$\|\nabla \mathcal{J}(z^t, w^t)\|_2^2 = \|\nabla_z \mathcal{J}(z^t, w^t)\|_2^2 + \|\nabla_w \mathcal{J}(z^t, w^t)\|_2^2,$$

and, thus, it remains to show that $\|\nabla_w \mathcal{J}(z^t, w^t)\|_2^2 \to 0$ for $t \to \infty$. Using triangle inequality, we obtain

$$0 \leq \|\nabla_w \mathcal{J}(z^t, w^t)\|_2 \leq \|\nabla_w \mathcal{J}(z^t, w^t) - \nabla_w \mathcal{J}(z^t, w^{t-1})\|_2 + \|\nabla_w \mathcal{J}(z^t, w^{t-1})\|_2$$

We already showed that the second summand converges to zero. For the first summand we can use the fact that $\nabla_w \mathcal{J}(z, w)$ is continuous for every $\epsilon > 0$. Therefore, the first summand converges to 0 if $\|w^t - w^{t-1}\|_2 \to 0$ for $t \to \infty$. In fact, we have

$$0 \leq \|w^t - w^{t-1}\|_2 = \|w^{t,jw} - w^{t-1,0}\|_2 = \sum_{j=1}^{l_w} \nu_{t,j} \|\nabla_w \mathcal{J}(z^t, w^{t,j-1})\|_2$$

$$\leq \sum_{j=1}^{l_w} \nu_{t,j} \|\nabla_w \mathcal{J}(z^t, w^{t,j-1})\|_2$$

$$\leq \tau^{-N} \beta_T^{-1} \sum_{j=1}^{l_w} \|\nabla_w \mathcal{J}(z^t, w^{t,j-1})\|_2.$$
where in the last line we used Lemma 3.3. Taking $t \to \infty$, we obtain $\|w^t - w^{t-1}\|_2 \to 0$ and, consequently, by continuity
\[
\|\nabla_w \mathcal{J}(z^t, w^t) - \nabla_w \mathcal{J}(z^t, w^{t-1})\|_2 \to 0,
\]
which gives $\|\nabla_w \mathcal{J}(z^t, w^t)\|_2 \to 0$, as $t \to \infty$.

For the convergence speed, we consider the sequence
\[
s_t := \max \left\{ \min_{i=1, \ldots, I_z} \|\nabla_z \mathcal{J}(z^{t,i-1}, w^{t-1})\|_2^2, \min_{j=1, \ldots, I_w} \|\nabla_w \mathcal{J}(z^t, w^{t,j-1})\|_2^2 \right\}.
\]
If $s_t$ is small, it implies that the gradient iterations in either direction are small and we are in proximity of stationary point. For the minimum of $s_t$ the following upper bound holds,
\[
\min_{t=1, \ldots, T} s_t \leq \frac{1}{T} \sum_{t=1}^{T} s_t \leq \frac{1}{T} \sum_{t=1}^{T} \left[ \min_{i=1, \ldots, I_z} \|\nabla_z \mathcal{J}(z^{t,i-1}, w^{t-1})\|_2^2 + \min_{j=1, \ldots, I_w} \|\nabla_w \mathcal{J}(z^t, w^{t,j-1})\|_2^2 \right].
\]

The first minimum is bounded from above as
\[
\min_{i=1, \ldots, I_z} \|\nabla_z \mathcal{J}(z^{t,i-1}, w^{t-1})\|_2^2 \leq \frac{1}{I_z} \sum_{i=1}^{I_z} \|\nabla_z \mathcal{J}(z^{t,i-1}, w^{t-1})\|_2^2 \leq \frac{1}{I_z} \min_{i=1, \ldots, I_z} \mu_{t,i} \sum_{i=1}^{I_z} \mu_{t,i} \|\nabla_z \mathcal{J}(z^{t,i-1}, w^{t-1})\|_2^2.
\]

and, similarly, the second minimum is bounded by
\[
\min_{j=1, \ldots, I_w} \|\nabla_w \mathcal{J}(z^t, w^{t,j-1})\|_2^2 \leq \frac{1}{I_w} \min_{j=1, \ldots, I_w} \nu_{t,j} \sum_{j=1}^{I_w} \nu_{t,j} \|\nabla_w \mathcal{J}(z^t, w^{t,j-1})\|_2^2.
\]

Combined with (3.17), these bounds give us
\[
\min_{t=1, \ldots, T} s_t \leq \frac{1}{T} \min_{i=1, \ldots, I_z} \min_{j=1, \ldots, I_w} \mu_{t,i} \nu_{t,j} \mathcal{J}(z^0, w^0) \leq \frac{1}{T} \min_{i=1, \ldots, I_z} \min_{j=1, \ldots, I_w} \mu_{t,i} \nu_{t,j} \mathcal{J}(z^0, w^0).
\]

In a view of (3.20) and (3.19), for the step sizes $\mu_{t,i}$ we obtain
\[
\frac{1}{\min_{i=1, \ldots, I_z} \mu_{t,i}} \leq \frac{1}{\mu_{t,c}} \leq B_w = \beta_{-1} \mathcal{J}(z^0, w^0) \max_{\ell=1, \ldots, L} \lambda_{\ell}^2 \|F_{\ell}\|^2 + \alpha
\]
\[
\leq \max\{\alpha^{-1}, \beta^{-1}\} \Im(z^0, w^0) \max_{\ell=1, \ldots, L} \lambda_{\ell}^{-2}\|F_\ell\|^2 + \max\{\alpha, \beta\},
\]
and for \(\frac{1}{\min_{j=1, \ldots, l_w}} \nu_{t,j}\) the bounds is precisely the same. Then, we arrive at
\[
\min_{t=1, \ldots, T} s_t \leq \frac{\max\{\alpha^{-1}, \beta^{-1}\}(\Im(z^0, w^0))^2 \max_{\ell=1, \ldots, L} \lambda_{\ell}^{-2}\|F_\ell\|^2 + \Im(z^0, w^0) \max\{\alpha, \beta\}}{T \min\{l_z, l_w\}}.
\]

We note that Algorithm 2 will always converge in terms of the value of the objective function, even if the condition \(\alpha_T, \beta_T > 0\) is violated. That is the sequence \((\Im(z^t, w^t))_{t \geq 0}\) is a bounded from below and non-increasing sequence. Hence, there exits limit \(\lim_{t \to \infty} \Im(z^t, w^t)\). Moreover, the continuity of \(\Im\) implies the existence of limit points \(\lim_{t \to \infty} (z^t, w^t) = (z_*, w_*)\). However, we cannot guarantee that the gradient vanishes at the limit points. The condition \(\alpha_T, \beta_T > 0\) is also related to the fact that the loss function \(L_\varepsilon\) is invariant to the rescaling of the object and the mask, so that for all \(a \in \mathbb{C}\) equality \(L_\varepsilon(z; w) = L_\varepsilon(az; w/a)\) holds, while the gradients \(\nabla_z L_\varepsilon, \nabla_w L_\varepsilon\) are scale-dependent. The condition \(\alpha_T, \beta_T > 0\) includes Tikhonov regularization terms to the objective \(\Im\), which partially resolves this ambiguity to cases when \(|a| = 1\), a so-called global phase factor.

### 4 Numerical Examples

#### 4.1 Experimental setup

In this section we perform numerical experiments to explore the performance of gradient descent for polychromatic ptychography. All our experiments will be performed on a synthetic data within the following setup. We will consider the polychromatic light with \(L = 3\) wavelengths \(\lambda = (1, 1.25, 1.5)\). For the object \(z\) an image of size \(d = 100 \times 100\) is used, where the real and the imaginary parts are scaled images of the Shepp-Logan phantom and the cameraman, respectively. We slightly alternate the real and imaginary part for different

\[x_\ell = 0.2(\ell - 1) + \begin{cases} +(1.3 - 0.3\ell)i, & \ell = 1 \\ +(1.3 - 0.3\ell)i, & \ell = 2 \\ +(1.3 - 0.3\ell)i, & \ell = 3 \end{cases}\]

Figure 4.1: Synthetic object in polychromatic light, \(d = 100 \times 100\), \(L = 3\).
wavelengths $\lambda$ to imitate the dependence of the object on the wavelength as described in Figure 4.1.

The mask $w$ is assumed to be locally supported with $\text{supp}(w) = [\delta]^{2}, \delta = 40$. Within the support, its values are sampled from the Gaussian function,

$$g_k = e^{-\|k-\mu\|^2/2\sigma^2}, \quad k \in [\delta]^2$$

with $\mu = ((\delta - 1)/2, (\delta - 1)/2)$ and $\sigma^2 = \delta^2/20$. Then the window is formed by rescaling $w_k = \sqrt{\sigma^2}g/\|g\|_2$, where weights $\sigma = (0.2, 0.5, 0.3)$ represent the spectral density of polychromatic light. For the visualization, we refer reader to Figure 4.2.

The set of shifts is selected by moving the center of the mask along the Fermat spiral as discussed in [29]. That is, in polar coordinate system $(r, \phi)$ the center of the mask satisfies

$$r_k = c_{sp} \sqrt{k}, \quad \phi_k = k\phi_0, \quad 0 \leq k \leq \left\lceil 0.5((d - \delta)/c_{sp})^2 \right\rceil$$

(4.1)

where the $c_{sp} = 4.9$ is the scaling factor of the radius and the initial angle $\phi_0$ is given by $\phi_0 = 2\pi(\frac{2}{1+\sqrt{5}})^2 \approx 137.508^\circ$. Then, pairs $(r_k, \phi_k)$ are transformed into Cartesian coordinate system as $m = (m_1^k, m_2^k)$ and $M$ only contains those points $m = (m_1^k + d/2, m_2^k + d/2)$, for which non-zero entries of $w$ are contained inside the object domain $[d]^2$ as depicted in Figure 4.2.

The measurements $y_{m,k}$, resulting from simulated polychromatic ptychographic experiment are represented by the weighted sum of intensities as in equation (3.1) and Figure 3.1. Furthermore, the measurements are corrupted by the Poisson noise, so that

$$\tilde{y}_{m,k} = \frac{d}{N_p} \text{Pois}\left(\frac{N_p y_{m,k}}{d}\right),$$

where $N_p = 10^6$ represents the number of photons used for the experiment. Since we fix the random seed for reproducible results, the relative noise level $\|\sqrt{\tilde{y}} - \sqrt{y}\|_2/\|\sqrt{y}\|_2$ for all experiments is $\approx 0.1024$. 

Figure 4.2: Localized mask of size $40 \times 40$ and its shifts. Each of 49 red circles indicates the position of the mask on the Fermat spiral (4.1).
As a measure of performance we will consider loss functions $L_\varepsilon$ defined in equation (2.12) with $\varepsilon = 10^{-8}$. In addition, with true object $z$ known for synthetic data, the relative object error

$$\|z - z^t\|_2/\|z\|_2$$

(4.2)

can be evaluated and will be used for comparisons.

The proposed algorithms are compared to ptychographical information multiplexing method (PIM$_\alpha$) with parameter $\alpha$ denoting the step size [16].

We note that all experiments were performed in Python on the laptop running Windows 10 Pro with an Intel(R) Core(TM) i7-8550U processor and with 16 GB RAM.

4.2 Non-blind polychromatic ptychography

We start with the non-blind polychromatic ptychography. In order to reconstruct the object, we perform the gradient descent minimization of the loss function $J$ with different parameters. For the first reconstruction denoted by AF$_0$, the step size is constant $\mu_t = \mu_c = 1/B(w)$, where $B(w)$ as in Corollary 3.1 and regularization parameters are set $\alpha_T = 10^{-2}$ and $\alpha_S = 0$. In second trial we additionally include smoothness penalty $\alpha_S = 0$ to highlight its benefit. This algorithm is denoted by AF$_{0.1}$. In addition to smoothness penalty, the third recovery procedure AF$_{0.1}$+AGA selects the step size via AGA with $N = 1$ and $\tau = 0.5$. Last algorithm is PIM$_\alpha$ with $\alpha = 1$. Since the window is known, we only use object update of PIM. For all algorithms an initial guess $z^0$ is the flat object, that is $(z^0)_k = 1$ for all $k \in [d]^2$.

The outcome of the 1000 iterations of each algorithms are presented in Figure 4.3. Furthermore, the numerical comparison between the methods is shown in Figure 4.4.

![Figure 4.3: Reconstruction of the object with the known mask. Each row corresponds to a single wavelength $\ell = 1, 2, 3$. The two consecutive columns are the real and imaginary parts of the object. In figure, we show the true object $z$ and reconstructed objects with AF$_0$, AF$_{0.1}$, AF$_{0.1}$+AGA and PIM$_1$.](image-url)
We observe the difference between reconstructions with $AF_0$ and $AF_{0.1}$, which suggests that for continuous in $\lambda$ objects the use of smoothness penalty is beneficial. Furthermore, inclusion of AGA significantly speeds up the convergence of gradient descent. Comparing the reconstructions with two non-regularized algorithms, $AF_0$ and $PIM_1$, the latter produces visually better result and is the fastest in minimizing $L_\varepsilon$. However, both non-regularized methods provide a smaller final value of the loss $L_\varepsilon$, the relative error is larger compared to $AF_{0.1}+AGA$. While the difference is striking for $AF_0$ and $AF_{0.1}$, for $PIM_1$ high frequency artifacts can be observed, especially prominent for the third wavelength. This may hint towards an occurrence of the overfitting phenomena, which may be prevented by an inclusion of the smoothness penalty. The runtime of $AF_0$ and $AF_{0.1}$ is 6m 53s and 6m 21s, respectively. The use of AGA leads to additional evaluations of the objective function and slightly longer runtime of 8m 2s. For $PIM$ it took 8m 40s to perform 1000 iterations.

### 4.3 Blind polychromatic ptychography

In the next experiment, we assume that the mask $\mathbf{w}$ is unknown. Then, a reconstruction of both the object and the window is performed via Algorithm 2 and two versions of $PIM_\alpha$, with $\alpha = 0.1$ and $\alpha = 1$. For Algorithm 2, denoted by $AF$, the number of iterations is set to $T = 1000$ with the object and mask iterations $I_z = I_w = 1$. This corresponds to 1000 gradient steps for each the object and the mask. The object regularization parameters $\alpha_T = 10^{-2}$ and $\alpha_S = 0.1$ are set as for non-blind experiment above and mask regularization parameters are set to $\beta_T = 10$ and $\beta_S = 0$. The step size is selected via AGA with $N = 1$ and $\tau = 0.5$. We note that $\beta_S$ is set to zero as components of the window have different norms corresponding to the spectral density of the light distribution. Thus, it is not expected that the window components $w_\ell$
should be close to each other. For the object initialization the flat starting point $z^0$ is used and the initial guess for the mask is given by $w^0_\ell = L^{-1/2}g^0\|g^0\|_2$ with

$$g^0_k = \begin{cases} 2.3, & \|k - \mu\|_2 \leq \sqrt{0.3}\delta/2, \\ 1.3, & \|k - \mu\|_2 \leq \sqrt{0.6}\delta/2, \\ 0.3, & \|k - \mu\|_2 > \sqrt{0.6}\delta/2, k \in [\delta]^2, \\ 0, & \text{otherwise}. \end{cases}$$

The motivation behind this construction is to provide the rough approximation of the shape of the true mask $w$ with the energy equally distributed along the wavelength spectrum. As the performance of the gradient methods applied to a non-convex functions are known to be sensitive to the initial guess, this initialization is hopefully sufficient to ensure the fast convergence to the true mask.

Reconstructions with selected algorithms are shown in Figures 4.5 and 4.6. We observe that reconstruction with AF is visually closer to the original image. Figure 4.7a shows that the values of the loss function $L_\ell$ for PIM are smaller than for AF, which point towards the overfitting again. It is also notable that the reconstruction for the last wavelength is the most noisy. Recall that the measurements are a mixture of the intensities for each wavelength weighted with $\lambda^{-2}_\ell$. Furthermore, each intensity is scaled with the spectral density distribution $\sigma_\ell$ of the corresponding wavelength contained in $w_\ell$. Therefore, the weights $\sigma_\ell/\lambda^2_\ell = (0.2, 0.32, 0.1333)$ imply that the reconstruction for the last wavelength is, roughly, three times more sensitive to the noise than the second.

Figure 4.5: Reconstruction of the object for blind polychromatic ptychography. Each row corresponds to the single wavelength $\ell = 1, 2, 3$. The two consecutive columns are the real and imaginary parts of the object. In figure, we the show true object $z$ and reconstructed objects with AF, PIM, and PIM.
Figure 4.6: Reconstruction of the window for blind polychromatic ptychography. Each row corresponds to the single wavelength $\ell = 1, 2, 3$. The two consecutive columns are the real and imaginary parts of the mask. The two consecutive columns are the real and imaginary parts of the window. In figure, we show true window $w$ and reconstructed objects with AF, PIM$_{0.1}$ and PIM$_1$.

The runtime of AF is 20m 50s, while PIM only requires 7m 52s and 7m 17s. Compared to non-blind case AF performs double the number of gradient steps, which why the runtime was expected to at least double from 6m 21s to $\approx$13m. The extra 8m result from the recomputation of the step sizes for object and window in Algorithm 2.

Therefore, we explore if increasing the number of object and window subiterations $I_z$ and $I_w$ will improve the runtime without interfering the quality of reconstruction. Thus, we repeat the reconstruction for $(T, I_z, I_w) = (200, 5, 5)$ and $(T, I_z, I_w) = (100, 10, 10)$. For all three sets of parameters the number of gradient steps for both the object and the mask remains $TI_z = TI_w = 1000$.

As the Figure 4.8 shows, the redistribution of the iterations have visual impact on the reconstruction quality. In Figure 4.9, we observe a larger num-

Figure 4.7: Numerical comparison of AF and PIM for blind polychromatic ptychography. First 50 iterations are excluded for better visualization.
Figure 4.8: Reconstruction of the object for blind polychromatic ptychography with different iteration number setups. Each row corresponds to the single wavelength $\ell = 1, 2, 3$. The two consecutive columns are the real and imaginary parts of the mask. In figure, we show the true object $z$ and reconstruction with Algorithm 2 for three choices of $(T, I_z, I_w) = (200, 10, 10), (400, 5, 5)$ and $(2000, 1, 1)$.

The number of iterations leads to a faster decay of the loss function and the errors. Note that in Figure 4.9c relative window error for set-up $(1000, 1, 1)$ increases as after first object subiteration, the window gradient points into wrong direction while for $(200, 5, 5)$ and $(100, 10, 10)$ larger number of object subiterations leads to a better direction for the window. The runtimes of the algorithms are $20m 50s$, $14m 42s$, $14m 37s$ for parameters $(T, I_z, I_w) = (1000, 1, 1), (200, 5, 5), (100, 10, 10)$, respectively.

Figure 4.9: Numerical comparison of Algorithm 2 for three choices of $(T, I_z, I_w) = (200, 10, 10), (400, 5, 5), (2000, 1, 1)$. First 50 iterations are excluded for better visualization.
5 Conclusion and Discussion

In this paper, we consider recovery from polychromatic ptychographic measurements. It is performed via gradient descent applied to the amplitude-based squared loss with guaranteed convergence to a critical point. We also combine the idea of gradient-based optimization with alternating minimization to address blind polychromatic ptychography. This results in Algorithm 2 with convergence guarantees to a critical point summarized in Theorem 3.4. We note that polychromatic ptychography can be seen as a generalization of single wavelength ptychography as two measurement models coincide if $L$ is set to one. Therefore, our analysis generalized some results in the literature. In particular, for the non-blind ptychography gradient descent for the loss function $L_\varepsilon$ was already studied in [26]. Furthermore, alternating minimization is sometimes used for blind ptychography [10, 11, 12] and these works could be compared to our results. However, to our knowledge none of the methods for blind ptychography guarantees a sublinear convergence rate as in Theorem 3.4. The proofs presented in this paper can be extended for layerwise optimization algorithm for multislice ptychography [30].

While Algorithm 2 is supported by theoretical analysis, numerical examples point towards its underperformance in terms of computation time. This problem can be tackled by the use of high performance computing, e.g. parallelized computation of gradients. Another potential way to computational efficiency is transition to alternating stochastic gradient descent, convergence of which would combine proof ideas of Theorem 3.4 and [21]. In numerical trials, we also observed that reconstruction is sometimes contains high frequency noise. Such artifacts could be avoided by inclusion of additional regularized such as smoothness or total variation penalties.
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