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Abstract
Diagnosis, i.e., the detection and identification of faults, provides the basis for bringing systems back to normal operation in case of a fault. Diagnosis is a very important task of our daily live, assuring safe and reliable behavior of systems. The automation of diagnosis has been a successful research topic for several decades. However, there are limitations due to complexity issues and lack of expressiveness of the underlying reasoning mechanisms. More recently logic reasoning like answer set programming has gained a lot of attention and practical use. In this paper, we tackle the question whether answer set programming can be used for automating diagnosis, focusing on industrial applications. We discuss a formalization of the diagnosis problem based on answer set programming, introduce a general framework for modeling systems, and present experimental results of an answer set programming based diagnosis algorithm. Past limitations like not being able to deal with numerical operations for modeling can be solved to some extent. The experimental results indicate that answer set programming is efficient enough for being used in diagnosis applications, providing that the underlying system is of moderate size. For digital circuits having less than 500 components, diagnosis time has been less than one second even for computing triple fault diagnoses.
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1 Introduction

In reasoning, we rely on previously obtained knowledge, for solving certain tasks like prediction or explanation. The former deals with making educated guesses like whenever I am turning on the ignition switch in a car the motor will start, enabling me to drive from my home to any destination. The latter is used for giving a reasonable explanation of how systems work, or giving a reason for an observation contradicting our expectations. For example, we may want to know why the car’s motor is not running after turning on ignition. In this work, we focus on the explaining such situations making use of prior knowledge to be formalized in logic. Model-based reasoning makes use of a model of a system for explaining discrepancies between given observations and the expected behavior of the system. This type of reasoning is called reasoning from first principles (see e.g. [9, 48]).

Diagnosis and configuration, which are related, have been application areas of interest for artificial intelligence since its beginnings. Systems like MYCIN [3] or ARTEX [16] utilize logic-based reasoning for explaining misbehavior. However, in contrast to model-based reasoning those systems require diagnosis knowledge to be formulated in the direction from symptoms (or effects) to causes, making them less flexible and easy to adapt for diagnosing different systems. Model-based reasoning can be seen as an answer to the underlying challenge of making use
of system models, which are usually given in the direction from causes to effects or in a relational form, directly. As a consequence, models capturing the structure and behavior of systems can be more easily adapted in case of system changes or when being applied for modeling other similar systems and, therefore, reducing development and maintenance costs. Model-based diagnosis has been shown to be applicable in many domains including power transmission networks [2, 46], wind turbine diagnosis [34], automotive [38, 42, 44, 49], space [41, 45] and more recently [5], configuration [13, 52], programs [20, 37, 58], and even spreadsheets [1, 27, 29].

In order to apply model-based reasoning in practice, we require a fast and expressive theorem prover, providing enough expressiveness to formalize relevant knowledge, and to be fast enough for coming up with diagnostic explanations within a reasonable amount of time. Note that it is difficult to state a time limit for diagnosis because it is very much dependent on the application area. A diagnosis application used in a car driving at 60 miles per hour needs to be faster for preventing a crash, than an application of diagnosis for post-mortem design analysis, which may require hours or days. Moreover, the overall diagnosis time depends on the models used, the size of the models reflecting the size of corresponding systems, as well as the particular diagnosis problem. However, in any case for a reasoning engine to be used we would expect to return results within seconds even for mid-size systems having between 500 and 1,000 components.

In this paper, we focus on the question whether theorem provers relying on answer set programming [10, 15] can be effectively used for diagnosis based on models. In the particular case, we assume that the models are formulated in a language current answer set programming implementations are using. A diagnosis algorithm makes use of this model, and interacts with the theorem prover for computing diagnoses. We discuss such an algorithm in the paper, and show how it can be coupled with an answer set prover. We also introduce the coding of models in a general way that can be adapted for many different applications ranging from Boolean to analog circuits. Moreover, we present experimental results considering concrete circuits and discuss the obtained runtime results in detail. Using the experimental results, we are able to answer the question whether and in which context under given requirements answer set programming can be effectively used for model-based diagnosis.

This paper is a substantially modified and extended version of [56]. In contrast to our previous paper, we (1) switch focus on modeling for diagnosis utilizing answer set programming considering different application scenarios, (2) discuss more examples and details, and (3) present the results of a more detailed experimental evaluation. We structure the paper as follows: In Section 2 we introduce the basic foundations behind model-based reasoning and answer set programming. Afterwards, in Section 3, we introduce modeling considering Boolean and numeric circuits, discussing abstraction to be used for diagnosis, and show how these models can be represented using answer set programming in a unified way. In Section 4, we present experimental results obtained when using answer set programming for diagnosis with the purpose of showing practical applicability. After discussing related research in Section 5, we conclude the paper.

2 Basic foundations

To be self-contained we are going to discuss the underlying basic foundations including definitions and algorithms in this section. We first start discussing the principles of model-based diagnosis following Reiter [48]. Afterwards, we introduce the basic concepts behind answer set programming [10, 15] and how they can be used for computing diagnoses.

2.1 Model based reasoning

The underlying idea behind model-based reasoning [9, 33, 48] has always been to solve given problems, considering the available knowledge directly. In case of model-based diagnosis, the focus has been on the identification of causes behind the observed symptoms or effects in order to repair a system or heal a patient. In contrast to previous work on diagnosis, diagnoses should be derived from models directly without requiring to reformulate knowledge specifically to fit a certain theorem prover or other reasoning engine. The model-based diagnosis principle can best be explained, using an example. Let us have a look at the half adder circuit depicted in Fig. 1 comprising 5 digital NAND gates. A half adder is for adding Boolean numbers (in our case \( a \) and \( b \)). The result is stored in \( s \) and \( c \), where \( s \) stores the sum, and \( c \) represents the carry bit required if we add 1 and 1, which equals to 10 in binary format. The expected behavior of the half adder is depicted on the right of Fig. 1.

Let us assume that we want to add 0 (for \( a \)) and 1 (for \( b \)), but receive a 1 for \( c \) and a 0 for the output \( s \). Hence, both values of outputs are wrong, and we are interested in explaining the observations. In particular, we want to identify components of the circuit that behave faulty in order to replace them for bringing the half adder back to normal operation. Setting the health state of components to faulty would be a cause explaining the given observations. But how to obtain such diagnoses? What we know is the behavior of the components, i.e., the NAND gates in our
example, and the structure. Let us use this knowledge for identifying the diagnoses.

We start assuming that all components behave correctly, i.e., their health state is considered not being abnormal. In this case, we are able to compute a value of 1 at the output of component N1. Taking this value and using the behavior of gate N5 leads to the conclusion that the output of N5 must be 0 contradicting the observation hat c is 1. Hence, the assumption that all components work cannot be true. Let us therefore assume that all components except N1 are correct.

Using the observed output of N5, which is 1, we know that the input of N5 must be 0. Because of this, the output of both gates N2 and N3 must be 1, leading finally to the output value 0 for gate N4, which we observe. Hence, there is no contradiction anymore, and we are able to conclude that component N1 is a diagnosis explaining the given observations. When continuing this process, i.e., selecting certain components to be faults (or behaving abnormally) and assuming all other components to work as expected, we would be able to identify two other diagnoses N3, N5 and N4, N5 that require 2 components to fail at the same time.

In the following, we make use of the underlying idea of explicitly using the health state of a component, when formalizing diagnosis, but first, we start with discussing models, where we rely on first order logic (see e.g., [4]) considering predicates \( p(.) \) (with functors and variables), the logical operators NOT (\( \neg \)), AND (\( \land \)) and implication \( \rightarrow \), and the all quantifier (\( \forall \)). We say that a logical sentence is ground if it does not comprise any variables, and we assume that every variable in a logical formula has a corresponding quantifier. Moreover, we only consider facts \( p \), where \( p \) is a grounded predicate, and rules of the form \( \forall X_1 \ldots \forall X_m : p_1 \land \ldots \land p_n \rightarrow p_{n+1} \) where all \( p_i \)'s are literals, i.e., either a predicate or a negated predicate, and \( X_1 \) to \( X_m \) are variables used in the literals of the rule. Furthermore, we assume that \( p_{n+1} \) must be a predicate (and not comprise \( \neg \)) or \( \bot \) stating inconsistency.

The semantics of a rule \( \forall X_1 \ldots \forall X_m : p_1 \land \ldots \land p_n \rightarrow p_{n+1} \) is given using an interpretation, i.e., a function mapping grounded predicates to a truth value true (\( \top \)) or false (\( \bot \)). Note that grounding replaces variables with constants. Therefore, after grounding predicates can be considered as ordinary propositions. If all literals \( p_1 \) to \( p_n \) on the left side of a rule become true, then \( p_{n+1} \) must be true. For more details about the semantics, we refer the interested reader to any textbook on classical first order logic (e.g., [4]). However, for the context of this paper it is sufficient to assume the existence of a theorem prover, that checks whether a given logical sentence is consistent (or satisfiable) and to focus on the description of models.

It is also worth noting, that model-based diagnosis is not restricted to any type of logic including first-order logic for representing models and computing diagnoses. Any means for reasoning allowing to check consistency can be used.

For coming up with a (logical) model for our half adder circuit, we introduce required predicates. First of all, we follow the principle of coming up with a model of components and their connections. Components are connected via their ports, where we do not distinguish input form output ports. The ports provide the interface between the component model and its connections. The component behavior is defined considering values that are visible on the ports. Second, and because of the used component-connection model, we make use of the following predicates: (i) \( \text{val}(p(c), v) \) stating a value \( v \) on a port \( p \) of component \( c \), (ii) \( \text{conn}(p_1, p_2) \) defining a connection between two ports \( p_1 \) and \( p_2 \) of not necessarily different components, and (iii) \( \text{ab}(c) \) for indicating that component \( c \) is faulty, i.e., behaving abnormally. Furthermore, we do not want to define the behavior for each component separately. The half adder circuit from Fig. 1 comprises 5 NAND gates, where each behave in the same way (when assuming to work correctly). Hence, we make use of a predicate \( \text{type}(c, t) \) for a component \( c \) stating that it belongs to the type \( t \), e.g., NAND. We will make use of this predicate to define the
behavior for a certain type and for setting the type for a particular component.

Using these predicates, we are able to formalize the behavior of a NAND gate as follows:

\[
\begin{align*}
\forall C : & \text{ type}(C, \text{nand}) \land \neg \text{val}(C) \land \text{val}(\text{in}(C), 1) \land \text{val}(\text{in}(C), 0) \rightarrow \text{val}(\text{out}(C), 0) \\
\forall C : & \text{type}(C, \text{nand}) \land \neg \text{val}(C) \land \text{val}(\text{in}(C), 0) \rightarrow \text{val}(\text{out}(C), 1) \\
\forall C : & \text{type}(C, \text{nand}) \land \neg \text{val}(C) \land \text{val}(\text{in}(C), 2) \rightarrow \text{val}(\text{out}(C), 1) \\
\forall C : & \text{type}(C, \text{nand}) \land \neg \text{val}(C) \land \text{val}(\text{out}(C), 0) \rightarrow \text{val}(\text{in}(C), 1) \\
\forall C : & \text{type}(C, \text{nand}) \land \neg \text{val}(C) \land \text{val}(\text{out}(C), 1) \rightarrow \text{val}(\text{in}(C), 0) \\
\forall C : & \text{type}(C, \text{nand}) \land \neg \text{val}(C) \land \text{val}(\text{out}(C), 0) \rightarrow \text{val}(\text{in}(C), 1)
\end{align*}
\] (1)

The behavior captures the truth table entries for a NAND gate assuming that the gate is working correctly, i.e., \(\neg \text{val}(\cdot)\) must be true. When constructing the rules, we also have to take care of being unique. For example, if we know that the output is 1 and one input port is 0, we cannot determine the value of the other input port. After specifying the behavior of a component, we introduce two rules defining the propagation of values over connections:

\[
\begin{align*}
\forall P1 \forall P2 \forall V : & \text{conn}(P1, P2) \land \text{val}(P1, V) \rightarrow \text{val}(P2, V) \\
\forall P1 \forall P2 \forall V : & \text{conn}(P1, P2) \land \text{val}(P2, V) \rightarrow \text{val}(P1, V)
\end{align*}
\] (2)

\[
\begin{align*}
type(n1, \text{nand}) & \text{type}(n2, nand) \text{type}(n3, \text{nand}) \text{type}(n4, nand) \text{type}(n5, \text{nand}) \\
\text{conn}(a, \text{in}(n1)) & \text{conn}(b, \text{in}(n1)) \text{conn}(a, \text{in}(n2)) \text{conn}(\text{out}(n1), \text{in}(n2)) \\
\text{conn}(\text{out}(n1), \text{in}(n3)) & \text{conn}(b, \text{in}(n3)) \text{conn}(\text{out}(n2), \text{in}(n4)) \\
\text{conn}(\text{out}(n3), \text{in}(n4)) & \text{conn}(\text{out}(n1), \text{in}(n5)) \text{conn}(\text{out}(n1), \text{in}(n5)) \\
\text{conn}(\text{out}(n4), s) & \text{conn}(\text{out}(n5), s)
\end{align*}
\] (4)

In Eq. 4 the first row declares all components \(n1 \ldots n5\) to be of type NAND. The other 4 rows are for specifying the connections between the ports. There we use \(a, b\) and \(s, c\) as names for interfaces between the half adder and its outside world. For diagnosis, we make use of the model and its components, which are used to explain a detected deviation from expectations. Formally, we introduce the notion of a diagnosis system comprising the first part of necessary formalized knowledge for diagnosis as follows:

**Definition 1 (Diagnosis system)** A tuple \((SD, COMP)\) is a diagnosis system where \(SD\) is a model of the system (i.e., its system description), and \(COMP\) the set of components.

For the half adder circuit \(SD\) comprises all rules and facts stated in Eqs. 1 to 4. The set \(COMP\) is \(\{n1, n2, n3, n4, n5\}\).

Besides the model, we need observations for diagnosis. In case of the half adder, we formalize that \(a = 0, b = 1, s = 0\) and \(c = 1\) using the predicate \(\text{val}(\cdot)\) as follows:

\[
\text{val}(a, 0) \text{val}(b, 1) \text{val}(s, 0) \text{val}(c, 1)
\] (5)

The diagnosis system together with the observations now forms the diagnosis problem:

**Definition 2 (Diagnosis problem)** Let \((SD, COMP, OBS)\) be a diagnosis system and \(OBS\) a set of observations. The tuple \((SD, COMP, OBS)\) specifies a diagnosis problem that relies on finding explanations for the given observations.

A solution to the diagnosis problem is a diagnosis or a set of diagnoses, which are themselves set of components. Note that in the context of model-based diagnosis, we want to identify those components that are responsible for deviations between the observation and the expected behavior. Such components are considered to work as wrongly, i.e., abnormal. Hence, their faulty behavior explains the given observations.

**Definition 3 (Diagnosis)** Given a diagnosis problem \((SD, COMP, OBS)\). A set \(\Delta \subseteq COMP\) is a diagnosis, if and only if \(SD \cup OBS \cup \{\text{val}(C) | C \in \Delta\} \cup \{\neg \text{val}(C) | C \in COMP \setminus \Delta\}\) is consistent. A diagnosis \(\Delta\) is said to be
minimal (or parsimonious) if and only if there exists no set $\Delta' \subset \Delta$ that is itself a diagnosis.

Accordingly to this definition the sets $\{n1\}$, $\{n3, n5\}$, $\{n4, n5\}$ are minimal diagnoses of the half adder example. The set $\{n1, n2\}$ is also a diagnosis, because only assuming $n1$ to be faulty we remove all inconsistencies from the model together with the given observations. Hence, in practice it is sufficient to consider minimal diagnoses only. Note that this definition of minimality is different from others. In many cases, people would consider $\{n1\}$ to be the minimal diagnosis because of only comprising 1 component. Such a definition of minimality is called cardinality minimality considering the cardinality of the diagnoses. It is worth mentioning that in practice, we may also want to consider diagnoses accordingly to their cardinality, i.e., starting with diagnoses of size 1, and if not explaining the behavior correctly have a look at diagnoses of size 2, etc. until we find an explanation that is a valid one in the given context of diagnostic reasoning. How to distinguish diagnoses is a particularly important practical question and often rely on replacing components and having a look about consequences, or further measurements to be taken. In this paper, we are not further going to elaborate on this topic.

In the following, we outline an algorithm for computing diagnosis utilizing Definition 3 and the idea of computing minimal diagnoses with an increased size, which relies on [40]. The idea of $\text{IDIAG}$ is to start with a diagnosis of size 0, i.e., the empty diagnosis, where all components are assumed to behave correctly, and to increase diagnosis size until we do not compute any new minimal diagnoses. In order to avoid computing supersets of already computed diagnoses, we introduce further constraints into the model. These constraints formalize that superset are not wanted as solutions.

**Algorithm 1 $\text{IDIAG}(SD, COMP, OBS, n).$**

**Input:** An observation system $(SD, COMP)$, a set of observations $OBS$, and the desired cardinality $n$  
**Output:** All minimal diagnoses up to cardinality $n$

1. Let $Sols$ be $\{\}$
2. Let $M$ be $SD \cup OBS$.
3. for $i = 0 \rightarrow n$ do
4.    $S = \text{PROVER}(M, i, COMP)$
5.    if $i$ is 0 and $S$ is $\{\{\}\}$ then
6.        return $S$

7. end if  
8. Let $Sols$ be $Sols \cup S$.
9. for all $\{c_1, \ldots, c_i\}$ in $S$ do
10.     $M = M \cup \{ab(c_1) \land \ldots \land ab(c_i) \rightarrow \perp\}$.
11. end for
12. end for
13. return $Sols$

The $\text{IDIAG}$ algorithm takes a diagnosis problem $(SD, COMP, OBS)$ and the maximum cardinality $n$ of diagnosis and, first, generates a model $M$ in Line 2 comprising the system description $SD$ and the observations $OBS$. Afterwards it iterates over the diagnosis cardinality $i$ from 0 to the given maximum cardinality $n$. In each iteration, $\text{IDIAG}$ calls a theorem prover using the function $\text{PROVER}$ with the model $M$, the number of components that should be faulty $i$, and the set of components $COMP$ as arguments. This call is assumed to give back all diagnoses of size $i$ as result. Note that $\text{PROVER}$ maybe implemented generating all subsets of $COMP$ of size $i$ and checking consistency when assuming components of such a subset to be abnormal and the other to be working correctly. The function $\text{PROVER}$ may rely on a first order logic (FOL) theorem prover, a SAT solver, or even a general constraint solver. The only pre-requisite is that the underlying solver is able to use the model together with the observations for consistency checking. In the Section 3, we discuss an ASP realization of $\text{PROVER}$.

It is worth noting that in general $\text{PROVER}$ may not terminate depending on the underlying logic. For example, in FOL a theorem prover eventually halts with a contradiction. Hence, for the application of diagnosis, we assume that we use decidable fragments of FOL like propositional logic. Interestingly, ASP implementations make use of grounding for mapping the logical sentences of the theory comprising variables to their variable-free representation. Such a mapping – in the context of model-based diagnosis – usually not restricts generality because of the fact that the system structure as well as the domain can be determined.

After calling $\text{PROVER}$ the $\text{IDIAG}$ algorithm continues. In case of the first iteration where $i = 0$, we terminate if the empty set is a diagnosis (see Line 5), because in this case there are no further minimal diagnoses. Afterwards, in Line 8 the diagnoses of cardinality $i$ are added to the set of already computed solutions. In Line 10 new constraints are added stating that we are not interested in already obtained diagnoses and their supersets too.

Obviously, $\text{IDIAG}$ terminates with a result, which maybe empty when there is no minimal diagnosis of size $n$. The generated solutions only comprise minimal diagnoses up to cardinality $n$ due to the added constraints. The overall complexity of $\text{IDIAG}$ is of order $O(2^{COMP})$ when assuming that models only comprise fact and rules, because in the worst case we have to test all subsets of the set of $COMP$, which can be done in polynomial time under the given assumptions. However, in practice (and as we will see considering the use of ASP as theorem prover) diagnosis computation is much faster and allows even to diagnose systems of larger sizes.

There are many other algorithms for computing diagnosis. The original algorithm of Reiter [48] improved by
Greiner et al. [25] makes use of conflicts and hitting sets. A conflict is the dual concept of a diagnosis. Instead of searching for components that need to be faulty in order to retract inconsistencies, a conflict comprises all components that when assumed to be correct, lead to a conflict. Formally, a conflict is defined as follows:

**Definition 4 (Conflict)** Given a diagnosis problem \((SD, COMP, OBS)\). A set \(Co \subseteq COMP\) is a conflict, if and only if \(SD \cup OBS \cup \{\neg ab(C) | C \in Co\}\) is inconsistent. A conflict \(Co\) is said to be minimal (or parsimonious) if and only if there exists no set \(Co' \subset Co\) that is itself a conflict.

For our half adder example, the sets \(\{n1, n5\}\) and \(\{n1, n3, n4\}\) are both minimal conflicts. Conflicts can be often more easily computed using theorem provers. Hence, computing diagnoses from conflicts seems to be appealing. For doing this, we have to introduce the concept of hitting sets.

**Definition 5 (Hitting set)** Let \(F\) be a set of sets. A set \(H \subseteq \bigcup_{x \in F} x\) is a hitting set of \(F\) if for every \(x \in F\): \(x \cap H\) is not empty.

A hitting set “hits” all given sets. From [48] we know that all minimal diagnoses have to be minimal hitting sets of the set of all conflicts. The rational behind is that we have to set the health state of components in any conflict to be abnormal in order to resolve all contradictions. The original hitting set algorithm offers a lot of possibilities for improvement utilized in [53] and most recently in [43] to reduce diagnosis computation. For an empirical comparison of different diagnosis algorithm we refer to [39]. It is worth noting that there are other algorithms for diagnosis including [21] and more recently [12]. Furthermore, besides the discussed definition of diagnosis, which is also called consistency-based diagnosis, there is abductive diagnosis. For a more detailed description of similarities, differences, and corresponding work, we refer to [55, 57].

### 2.2 Answer set programming

After introducing the basics behind model-based diagnosis and some of the algorithms, we discuss answer set programming (ASP) [10, 15] and how it can be used for computing diagnoses using the \IDiAG algorithm. Note that the applicability of ASP for diagnosis can be derived from existing scientific literature. In [6] the authors showed how to implement default logic [47] using ASP. Because of the correspondence between default logic and diagnosis (see [48]), it is obvious that ASP can be used for implementing model-based diagnosis as well. However, in this subsection, we want to discuss how such an implementation can be done.

The concept of answer sets relies on the definition of stable models used to define a declarative semantics for logic programs implementing negation as failure. Negation as failure means that a certain negated predicate \(\neg p\) occurring in the right side of a rule (i.e., the body) can be interpreted as being correct, if the predicate cannot be derived from the other rules and facts. This type of negation is different because it does not require to derive the negated predicate or state it as fact. In the following we formally introduce stable models following the definition given in [36]. For the definitions we assume that we only have facts and rules as defined before, and that all predicates are grounded, i.e., do not comprise any variables. Furthermore, we assume a function \(Cons\) that takes a set of grounded predicates, and returns all predicates that can be derived from the predicates and the rules and facts of a given knowledge base.

**Definition 6 (Gelfond-Lifschitz transformation)** Given a set of rules and facts \(P\), and a set \(S\) of grounded predicates (or atoms, propositions). The Gelfond-Lifschitz transformation \(PS\) can be obtained as follows:

1. For each negative literal \(\neg q\) in the body of any rule in \(P\), if \(q \notin S\), then delete this literal from this body.
2. In the resulting set of rules, delete all those that still contain a negative literal in their bodies, i.e., if a rule contains a \(\neq q\) in its body such that \(q \in S\), then delete this rule.
3. Return the remaining transformed rules as result \(PS\).

Obviously \(PS\) does not comprise any negative literals anymore. When applying \(Cons\) to \(PS\) we obtain all predicates that can be derived from the transformed knowledge base. A stable model (or answer set) of the original knowledge base can be now defined as follows:

**Definition 7 (Stable model)** Given a set of rules and facts \(P\), and a set \(S\) of grounded predicates. \(S\) is a stable model (or answer set) if and only if \(S = Cons(PS)\).

Let us have a look at some examples. Let \(p, q \land p \rightarrow r, \neg q \land p \rightarrow s\) be a knowledge base. Do test whether \(\{p, s\}\) is an answer set, we first have to apply the Gelfond-Lifschitz transformation, resulting in \(p, q \land p \rightarrow r, p \rightarrow s\). From this set of rules, we can derive \(p\) and \(s\) but not \(q\) and \(r\). Hence, \(Cons(P_{\{p, s\}}) = \{p, s\}\) for the given knowledge base and \(\{p, s\}\) is an answer set. Obviously \(\{p, q, r\}\) is not an answer set because after the transformation we obtain the rules \(p, q \land p \rightarrow r\) from which we can only derive \(p\).
It is worth noting that a knowledge base may have no answer set. Let us consider the knowledge base: 
\[ \neg p \rightarrow p \]. \{ p \} cannot be an answer set, because after the transformation the only rule has to be deleted, and we cannot derive \( p \) from an empty knowledge base. Moreover, we may have more than one stable model. Let us consider the following knowledge base: 
\[ \neg q \rightarrow p, \neg p \rightarrow q. \]
\{\( p \)\} cannot be an answer set, because after the transformation the only rule has to be deleted, and we cannot derive \( p \) from an empty knowledge base. Moreover, we may have more than one stable model. Let us consider the following knowledge base:
\[ \neg q \rightarrow p, \neg p \rightarrow q. \] It is easy to see that \( \{ p \} \) and \( \{ q \} \) are both stable models. This last example, helps us formulating model-based diagnosis using answer sets. In particular, it allows us to come up with different models for one knowledge base, which is exactly what we require. For each component \( C \) we have a corresponding predicate \( ab(C) \), where its truth value has to be determined. For this purpose, we add another predicate \( nab(C) \) for a component \( C \) stating that \( C \) behaves not abnormal. We now can add two rules similar to the ones before:
\[ \neg ab(C) \rightarrow nab(C). \]
\[ \neg nab(C) \rightarrow ab(C). \] (6)

When using Eq. 6 together with the rest of the rules as described previously, we are able to find different answer sets all of them not being in conflict with the given observations. Hence, from each answer set, we are able to extract exactly one diagnosis as follows: Let \( AS \) be an answer set obtained using \( SD \) and \( OBS \), then \( \Delta = \{ C | \neg ab(C) \in AS \} \) must be a diagnosis of \( (SD, COMP, OBS) \). The set of all answer sets must be equivalent to the set of all minimal diagnoses as defined in this paper.

In the next section, we make use of a particular ASP implementation for coming up with diagnoses also explaining of how the ASP solver can be coupled with our IDIAG algorithm.

### 3 Modeling for diagnosis using ASP

ASP has gained a lot of attention over the past years because of its capabilities and the availability of fast tools. In particular, ASP tools allow to specify knowledge in a general form using predicates and variables and apply grounding, i.e., replacing variables with constants, before reasoning takes place. Hence, reasoning like checking for satisfiability can be done using efficient propositional SAT solvers. In the following, we explain how ASP can be used for computing diagnoses. We use the full adder example from Fig. 1 for illustrating the use of ASP where we rely on the input language of the ASP tool \( c\)lingo\(^1\) [22, 23], which is basically using an extended version of Prolog [7].

To convert facts and rules as introduced in the previous section, we only need to use the following transformation rules:

- A fact \( p \) is mapped to \( p. \)
- A rule \( p_1 \land \ldots \land p_n \rightarrow q \) is mapped to \( q : - p_1, \ldots, p_n. \)
- A rule \( p_1 \land \ldots \land p_n \rightarrow \bot \) is mapped to \( : - p_1, \ldots, p_n. \)

Variables used in rules have to be represented starting with a capitalized letter. The \( :- \) represents the implication \( \leftarrow \). At the end of a fact or rule there is always a \( \cdot \), and \( , \) represent the \( \land \) operator. When using this transformation rule, it is easy to represent the equations 1 to 3 as follows:

\begin{align*}
\text{val}(\text{out}(C, 0)) & : - \text{type}(C, \text{nand}), \text{nab}(C), \text{val}(\text{in1}(C), 1), \text{val}(\text{in2}(C), 1). \\
\text{val}(\text{out}(C, 1)) & : - \text{type}(C, \text{nand}), \text{nab}(C), \text{val}(\text{in2}(C), 0). \\
\text{val}(\text{out}(C, 1)) & : - \text{type}(C, \text{nand}), \text{nab}(C), \text{val}(\text{out}(C), 0). \\
\text{val}(\text{in1}(C, 0)) & : - \text{type}(C, \text{nand}), \text{nab}(C), \text{val}(\text{in1}(C), 1). \\
\text{val}(\text{in2}(C, 0)) & : - \text{type}(C, \text{nand}), \text{nab}(C), \text{val}(\text{out}(C), 1), \text{val}(\text{in2}(C), 1). \\
\text{val}(\text{out}(P, 0)) & : - \text{val}(\text{out}(P, 1)). \\
\text{val}(\text{out}(P, 0)) & : - \text{val}(\text{out}(P, 1)). \\
\end{align*}

In this representation, we replaced \( \neg ab(C) \) with \( nab(C) \) stating that component \( C \) is behaving not abnormally. This is due to the ASP representation of diagnosis where we consider \( ab(C) \) and its negated representation \( nab(C) \) for all components \( C \) as predicates that should be set by the ASP solver. For our model, we introduce the following rules for the predicates representing the health status of components (representing Eq. 6 using clingo syntax):

\begin{align*}
\text{comp}(X) & : - \text{type}(X, T). \\
\text{nab}(X) & : - \text{comp}(X), \text{not ab}(X). \\
\text{ab}(X) & : - \text{comp}(X), \text{not nab}(X). \\
\end{align*}

Note that this representation is very much general being able to handle different components. The first rule states that a component of any type is a component. If we come up with new types of components, we only need to add similar rules representing the behavior of the component (and not only the NAND gate). The last two rules state that either a component is ‘not abnormal’ (\( nab \)) in case it is not \( ab \), or it is ‘abnormal’ but only if it is not \( nab \).

What is missing is a possibility to state that we are only interested in faults of size $\$n\$. This is the case where there
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\(^1\)https://potassco.org
is only one $ab$ predicate true. `clingo` provides means to handle this case. We are able to formulate a rule counting the number of $ab$’s. Via further constraining the number of $ab$’s we are able to restrict the ASP solver searching for single faults only. The following two rules server this purpose when using `clingo`:

```clingo
no_ab(N) :- N = #count { C : ab(C) }.
:- not no_ab($n$).
```

Note that before calling the ASP solver, we have to replace $n$ with a particular value. Moreover, the `clingo` representation described is generally valid for any system comprising components and connections. Later we will introduce additional rules representing analog and digital circuits.

In order to complete a model, we further have to add facts representing the structure of the circuit as well as observations. The `clingo` representation of Eq. 4 is:

```clingo
type(n1,nand).
type(n2,nand).
type(n3,nand).
type(n4,nand).
type(n5,nand).
conn(a,in1(n1)).
conn(b,in2(n1)).
conn(a,in1(n2)).
conn(b,in2(n2)).
conn(out(n1),in2(n2)).
conn(out(n1),in1(n3)).
conn(out(n2),in1(n3)).
conn(out(n3),in1(n4)).
conn(out(n4),in1(n5)).
conn(out(n1),in1(n5)).
conn(out(n5),c).
```

Observations from Eq. 5 are represented as follows:

```clingo
val(a,0).
val(b,1).
val(s,0).
val(c,1).
```

For any new diagnosis problem, we only need to adapt the structural description and the observations. The general definition of the behavior of components as well as rules required to compute diagnoses remain the same. Before discussing how to model different circuits, we describe how the function `PROVER` can be implemented using `clingo`.

**Algorithm 2 PROVER($M$, n, COMP).**

| Input: A model $M$, the size of diagnoses $n$, and a set of components `COMP`
| Output: All diagnoses of cardinality $n$ |

1: Let $M'$ be the `clingo` representation of model $M$ where we replaced $n$ with the value $n$.
2: Call `clingo` using $M'$ obtaining a set of answer sets $\Sigma$.
3: Let $Sols$ be the empty set.
4: for all $AS \in \Sigma$ do
5:    Add $\{C|ab(C) \in AS\}$ to $Sols$.
6: end for
7: return $Sols$

This algorithm takes the model and transfers it into a representation `clingo` can understand. The size of diagnoses to be obtained is set to the given value, and all answer sets are converted into a set of components that have to be faulty in order to remove inconsistencies. In practice, the `clingo` representation will be computed only once and successively used during diagnosis. We may also change Line 10 to represent already obtained diagnoses using the syntax of `clingo`.

### 3.1 Modeling circuit’s components

After explaining how to represent diagnosis models in ASP and in particular `clingo`, we now discuss further modeling issues. We still remain using the component connection model, requiring us only to define the behavior of the component, which logically represent the communication between interconnected components using ports. We restrict our view on digital and analog circuits where the latter is supposed to implement basic computations like the product or sum only. We further do not represent time in models. However, via adapting the representation of values using the `val` predicate, we would be able also to consider (discrete) time in our models.

We first start with presenting models for digital gates like inverters, buffers, AND, OR, NAND, NOR, XOR, and XNOR, having one or two inputs. The models can be extended to handle components with more inputs as well. In Fig. 2 we summarize the behavioral models. In contrast to the previously used model of a NAND gate, we now declare the behavior using tuple sets. This allows easily to specify at least the value propagation from the inputs to the outputs providing that there is a mathematical function define. Unfortunately, for the other direction, e.g., knowing
the output value and maybe one input (and except for the case of components with 1 input), we have to handle specific cases separately.

For example, let us consider the AND gate. If we know that the output is 1, then both inputs have to be 1 as well. However, if the output is 0, we cannot decide one input

| Model-based reasoning using answer set programming | Fig. 2 clingo models for digital circuits |
|---------------------------------------------------|--------------------------------------|
| tuple (buff, 0, 0).                             | val(out(C), Z) :- type(C, nand),      |
| tuple (buff, 1, 1).                             |   val(in1(C), V), val(in2(C), W),    |
| tuple (inv, 0, 1).                              |   tuple(nand, V, W, Z), nab(C).       |
| tuple (inv, 1, 0).                              | val(in1(C), 1) :- type(C, nand),     |
| tuple (and, 0, 0, 0).                           |   val(out(C), 0), nab(C).             |
| tuple (and, 1, 0, 0).                           | val(in2(C), 1) :- type(C, nand),     |
| tuple (and, 0, 1, 0).                           |   val(out(C), 0), nab(C).             |
| tuple (and, 1, 1, 1).                           | val(in1(C), 0) :- type(C, nand),     |
| tuple (nand, 0, 0, 1).                          |   val(out(C), 1), val(in2(C), 1),    |
| tuple (nand, 1, 0, 1).                          |     nab(C).                           |
| tuple (nand, 0, 1, 1).                          | val(in2(C), 0) :- type(C, nand),     |
| tuple (nand, 1, 1, 1).                          |   val(out(C), 1), val(in1(C), 1),    |
| tuple (or, 0, 0, 0).                            |     nab(C).                           |
| tuple (or, 1, 0, 1).                            | val(out(C), Z) :- type(C, or),       |
| tuple (or, 0, 1, 1).                            |   val(in1(C), V), val(in2(C), W),    |
| tuple (or, 1, 1, 1).                            |   tuple(or, V, W, Z), nab(C).         |
| tuple (nor, 0, 0, 1).                           | val(in1(C), 0) :- type(C, or),       |
| tuple (nor, 1, 0, 0).                           |   val(out(C), 0), nab(C).             |
| tuple (nor, 0, 1, 0).                           | val(in2(C), 0) :- type(C, or),       |
| tuple (nor, 1, 1, 0).                           |   val(out(C), 0), nab(C).             |
| tuple (xor, 0, 0, 0).                           | val(in1(C), 1) :- type(C, xor),      |
| tuple (xor, 1, 0, 1).                           |   val(out(C), 0), val(in2(C), 0),    |
| tuple (xor, 0, 1, 1).                           |     nab(C).                           |
| tuple (xor, 1, 1, 0).                           | val(out(C), Z) :- type(C, or),       |
| tuple (xnor, 0, 0, 1).                          |   val(in1(C), V), val(in2(C), W),    |
| tuple (xnor, 1, 0, 0).                          |   tuple(xnor, V, W, Z), nab(C).       |
| tuple (xnor, 0, 1, 0).                          | val(in1(C), 0) :- type(C, xor),      |
| tuple (xnor, 1, 1, 1).                          |   val(out(C), 1), nab(C).             |
| % Declaring component behavior                 | val(in1(C), 1) :- type(C, xor),      |
| % 1 input components                           |   val(out(C), 0), val(in2(C), 0),    |
| val(out(C), Z) :- type(C, T), val(in(C), Y),   |     nab(C).                           |
|   tuple(T, Y, Z), nab(C).                       | val(out(C), Z) :- type(C, T), val(   |
| val(in(C), Y) :- type(C, T), val(out(C), Z),   |   in(C), Y), tuple(T, Y, Z), nab(C).  |
|   tuple(T, Y, Z), nab(C).                       | val(out(C), Z) :- type(C, and),      |
| % 2 inputs components                          |   val(in1(C), V), val(in2(C), W),    |
| val(out(C), Z) :- type(C, and),                |   tuple(and, V, W, Z), nab(C).        |
|   val(in1(C), 1) :- type(C, and),              | val(in1(C), 1) :- type(C, and),      |
|   val(out(C), 1), nab(C).                       |   val(out(C), 1), nab(C).             |
| val(in2(C), 1) :- type(C, and),                | val(in1(C), 1) :- type(C, and),      |
|   val(out(C), 1), nab(C).                       |   val(out(C), 1), nab(C).             |
| val(in1(C), 0) :- type(C, and),                | val(in1(C), 0) :- type(C, and),      |
|   val(out(C), 0), val(in2(C), 1),              |   val(out(C), 0), val(in2(C), 1),    |
|     nab(C).                                     |     nab(C).                           |
| val(in2(C), 0) :- type(C, and),                | val(in1(C), 0) :- type(C, xnor),     |
|   val(out(C), 0), val(in1(C), 1),              |   val(out(C), Z), val(in2(C), W),    |
|     nab(C).                                     |   tuple(xnor, V, W, Z), nab(C).       |
| val(out(C), Z) :- type(C, xnor),               | val(in2(C), W) :- type(C, xor),      |
|   val(in1(C), V), val(in2(C), W),              |   val(out(C), Z), val(in1(C), V),    |
|   tuple(xnor, V, W, Z), nab(C).                 |   tuple(xnor, V, W, Z), nab(C).       |
| val(in1(C), V) :- type(C, xnor),               | val(in1(C), V) :- type(C, xnor),     |
|   val(out(C), Z), val(in2(C), W),              |   val(out(C), Z), val(in2(C), W),    |
|   tuple(xnor, V, W, Z), nab(C).                 |   tuple(xnor, V, W, Z), nab(C).       |
| val(in2(C), W) :- type(C, xor),                | val(in1(C), V) :- type(C, xnor),     |
|   val(out(C), Z), val(in2(C), W),              |   val(out(C), Z), val(in1(C), V),    |
|   tuple(xnor, V, W, Z), nab(C).                 |   tuple(xnor, V, W, Z), nab(C).       |
if we know that the other is 0. In this case the unknown input maybe 1 or 0. Hence, the rules handling this behavior have to be adapted to handle this specific cases. Note that whenever we cannot determine a value, we are not going to add a rule.

In a similar way, we can introduce models for analog circuits, where values can range from a certain value (e.g., 1 or -20) to another value (e.g., 10 or 100). In any case, we have to define again the tuples that represent the ordinary behavior of such gates implementing product or sum of numbers as functions. Of course, it would be also important to handle floating point numbers. However, we restrict our view to the restricted integer domain and show how the previous rules stating behavior have to be adapted. In Fig. 3 the clingo program implementing the behavior of the sum and product functions is given. Moreover, we have to change the constraint for values to be propagated from one port to another. In case of Boolean values, we are able to consider only the one case, i.e., that the value of a port can either be 0 or 1. However, in analog circuits, we have to state that there is only one value on a particular port. This is stated using the constraint $\text{val}(X,W), \text{val}(X,V), X\neq V$. stating that having two different values $W$ and $V$ on the same port $X$ leads to a contradicting.

The behavior of sum plus and the product mult functions are stated similarly to the Boolean circuit gates. We make use of tuples specifying the functions. In case of clingo we can rely on specific operators $+$ and $\ast$ for coming up with all of such tuples between a pre-specified minimum and maximum value. We do this using predicates $\text{pmin}$, $\text{pmax}$ and $\text{mmin}$, $\text{mmax}$ for the sum and product function respectively. Note that before using the model, we have to replace $\text{pm}$, $\text{mn}$, $\text{mm}$ with specific integer values. The behavior of the functions simple can rely on the generated tuples with one exception. For the multiplication, we have to consider the special case of 0, where we may not be able to determine all input values once the output is known to be 0. Hence, this special case is treated using additional rules.

What we will see in the experimental evaluation that there is an influence of the chosen domain for the sum and product gates and the overall diagnosis performance. This is due to the fact that for each value combination stated in tuple there is a grounded predicate generated before computing the answer sets. Hence, increasing the domain increases the number of predicates and rules. As a consequence, we have to carefully select the right domain required for diagnosis. An analysis of values to be able to be observed for a given circuit seems to be required before making use of the models. Alternatively, we may consider a domain abstraction, where instead of using all values we either only rely on certain values like being smaller, equivalent, or larger than 0, or consider deviation models. The latter consider the direction of deviations between the expected and observed behavior and try to identify the reasons using this information. For a more detailed analysis of abstraction and abstract models as well as their application to diagnosis, we refer to [26–28, 54]. Using the concepts of modeling used in this paper, it is easy to implement these abstract models using clingo's syntax.

**Fig. 3** clingo models for analog circuits considering adding and multiplying

| Predicate                                      |
|-----------------------------------------------|
| $\text{pmin}($pm$)$.                        |
| $\text{pmax}($pm$)$.                        |
| $\text{mmin}($mm$)$.                        |
| $\text{mmax}($mm$)$.                        |
| $\text{tuple}(\text{plus},X,Y,X\ast Y):=X=M..N,Y=M..N,\text{pmin}(M),\text{pmmax}(N)$. |
| $\text{tuple}(\text{mult},X,Y,X\ast Y):=X=M..N,Y=M..N,\text{mmin}(M),\text{mmmax}(N)$. |
| $\text{val}(\text{out}(C),Z):=\text{type}(C,T),\text{val}(\text{in1}(C),V),\text{val}(\text{in2}(C),W),\text{tuple}(T,V, W,Z),\text{cab}(C)$. |
| $\text{val}(\text{in1}(C),V):=\text{type}(C,T),T=\text{mult},\text{val}(\text{out}(C),Z),\text{val}(\text{in2}(C),W),\text{tuple}(T,V,W,Z),\text{cab}(C)$. |
| $\text{val}(\text{in2}(C),W):=\text{type}(C,T),T=\text{mult},\text{val}(\text{out}(C),Z),\text{val}(\text{in1}(C),V),\text{tuple}(T,V,W,Z),\text{cab}(C)$. |
| $\text{val}(\text{in1}(C),V):=\text{type}(C,T),T=\text{mult},\text{val}(\text{out}(C),Z),Z=0,\text{val}(\text{in2}(C),W),\text{tuple}(T,V,W,Z),\text{cab}(C)$. |
| $\text{val}(\text{in2}(C),W):=\text{type}(C,T),T=\text{mult},\text{val}(\text{out}(C),Z),Z=0,\text{val}(\text{in1}(C),V),\text{tuple}(T,V,W,Z),\text{cab}(C)$. |
| $\text{val}(\text{in1}(C),0):=\text{type}(C,T),T=\text{mult},\text{val}(\text{out}(C),0),\text{val}(\text{in2}(C),V),V=0,\text{cab}(C)$. |
| $\text{val}(\text{in2}(C),0):=\text{type}(C,T),T=\text{mult},\text{val}(\text{out}(C),0),\text{val}(\text{in1}(C),V),V=0,\text{cab}(C)$. |
| $:=\text{val}(X,W),\text{val}(X,V),V=W$. |
Let us summarize modeling for diagnosis using ASP. Modeling relies on the component connection model, where components have a certain type, which is indicated using the predicate `type`, and are connected via parts, which are terms of the form `in(C)`, `in1(C)`, `in2(C)`, `out(C)`, ... for components `C`. Connecting two ports is done using the predicate `conn`. A model makes use of predicates `comp`, `ab`, `nab` for stating components and their health state. In addition, for each component type we have to specify the behavior, i.e., rules specifying how input and output ports are related using values. A value on a port is represented using the predicate `val`. All the rules for specifying components and their behavior as well as how to propagate values represent the general model `MG` to be used for a certain system like a digital system comprising gates. It is worth noting that with a general model, we can diagnose any system relying on pre-defined component types.

A specific model for a system `MS` makes use of the predicates `type` and `conn` to declare the involved components and how they are connected. A specific model usually does not comprise logical variables. The model used for diagnosis is the union of the specific model and the general model, i.e., `M = MS ⊔ MG`. We have discussed how to model systems comprising components with a behavior that can be expressed using Boolean or integer values. We have not considered time and any other types like real values, arrays, lists, or other structures. Discrete time shall be considered changing the `val` predicate and the behavior description of components via adding an additional parameter for specifying time. Structures maybe introduced using logical functions and predicates describing behavior. Real or other numeric values may require using specific theorem provers. Alternatively, we may consider also domain abstraction instead for coming up with a diagnosis model.

### 4 Experimental evaluation

In order to answer the question whether today’s most recent ASP solvers can be used for diagnosis in an efficient way, we carried out several experiments. All of them are based on diagnosis models following the principles described in this paper. We implemented the proposed algorithm IDIAG in Python 3.6 and used clingo version 5.4.0 as ASP solver, where we used the standard parameters. We performed the experiments on an Apple iMac Pro (2017) computer setup with an Intel Xeon W 3 Ghz 10-core processor, 128 GB DDR4 2666 MHz memory and the up-to-date operating system macOS 10.14.6. We did not specify a time out limit but we limited search to obtain 100 diagnoses in the maximum. This limit was set due to the fact that in practice the interest in a set of diagnoses beyond 100 is not given.

For the experiments we carried out three types of experiments. The first used the famous ISCAS circuits 2. The circuits implement Boolean circuits ranging from 160 to 3,512 gates and which have been often used for comparing diagnosis algorithms (see e.g. [39]). For each circuit, 300 different test cases are available considering single, double, and triple faults as valid explanations. In Table 1 we summarize the statistics and implemented functions of the ISCAS circuits. It is worth noting that the results have been already published partially in [56] and in more detail in [30]. However, we add more information to the experimental results in this paper and discuss the results obtained from a different perspective. We use the first type of experiments to answer research question RQ1 Is IDIAG in combination with ASP faster than specialized diagnosis algorithms? For this purpose, we compare the runtime of IDIAG with a Java implementation of Reiter’s hitting set algorithm [25, 48] HS-DIAG, and with an

2See [http://www.cbl.ncsu.edu:16080/benchmarks/ISCAS85/](http://www.cbl.ncsu.edu:16080/benchmarks/ISCAS85/)
IDIAG implementation that relies on the MINION constraint solver [24], which we call IDIAG\textsubscript{MINION}. It is worth noting that both algorithms were already used in [39] where the authors showed that these two algorithms have a superior runtime when being used for computing single faults. Furthermore, for both algorithms there are internal time out limits specified.

After comparing different diagnosis algorithms, we focus on the capabilities and limitations of IDIAG based on ASP in the other experiments. For the second type of experiment, we wanted to gain further knowledge about the performance of ASP-based diagnosis depending on the number of components. Hence, we used inverter chains ranging from 10 to 10,000 inverters. For each inverter chain we only considered one test case.

In the third class of experiments, we focused on analog circuits to show that diagnosis using ASP can also be used effectively for systems requiring integer operations. The analog circuits are from a generic class of circuits, having several layers of components making use of one type of numeric operation that are coupled with the next layer reducing the number of outputs by 1 in each layer. For each of such circuits, we manually generated 3–4 test cases with a different number of failing outputs. In Fig. 4 we depict one circuit having 5 product gates connected to the input and 2 outputs, which we call circuit\textsubscript{5,2}. Note that we always start with multiplications at the first level.

The second and third type of experiments are used to answer the following research questions: 

\textbf{RQ2} What is the performance of diagnosis considering models using numeric operators? and 

\textbf{RQ3} What are the limitations when using ASP for computing diagnosis?.

In the following, we discuss the obtained results in detail and answer the mentioned research questions.

### 4.1 Results obtained

In Table 2 we summarize the average runtime results of IDIAG for the ISCAS circuits. In this table we also included the number of rules generated for each circuit and the runtime results of the hitting set algorithm implementation and IDIAG\textsubscript{MINION} an implementation of IDIAG that is based on the MINION constraint solver. For all three implementations, we report the average runtime in seconds for computing single, double, and triple faults. In case of a time out (only for HS-DIAG and IDIAG\textsubscript{MINION}) the table includes a ‘-’. Figures in bold indicate the smallest runtime for a certain circuit.

We see that in the case of single faults HS-DIAG and IDIAG\textsubscript{MINION} always performed better than IDIAG on average. In case of double and triple faults IDIAG was always possible to compute a results (which was not the case for HS-DIAG IDIAG\textsubscript{MINION}) and always performed better with one minor exception of circuit \textsubscript{c432}. The figures indicate that IDIAG utilizing ASP provides a superior
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**Fig. 4** A poly circuit making use of numeric gates having 5 input gates and 2 outputs
Table 2. Average runtime (in seconds) obtained using clingo applied to the ISCAS85 circuits (data obtained from [30]).

| Circuit | #Rules | IDIAG | MINION | HS-DIAG | IDIAG | MINION | HS-DIAG |
|---------|--------|-------|--------|---------|-------|--------|---------|
| c432    | 3,313  | 0.88  | 0.11   | 0.11    | 0.005 | 0.006  | 0.004   |
| c990    | 4,404  | 0.07  | 0.16   | 0.16    | 0.16  | 0.03   | 0.03    |
| c880    | 4,100  | 0.04  | 0.04   | 0.04    | 0.04  | 0.04   | 0.04    |
| c1355   | 4,600  | 0.03  | 0.03   | 0.03    | 0.03  | 0.03   | 0.03    |
| c1908   | 5,200  | 0.02  | 0.02   | 0.02    | 0.02  | 0.02   | 0.02    |
| c2670   | 5,800  | 0.01  | 0.01   | 0.01    | 0.01  | 0.01   | 0.01    |
| c3540   | 6,400  | 0.01  | 0.01   | 0.01    | 0.01  | 0.01   | 0.01    |
| c5315   | 7,000  | 0.01  | 0.01   | 0.01    | 0.01  | 0.01   | 0.01    |
| c6288   | 7,600  | 0.01  | 0.01   | 0.01    | 0.01  | 0.01   | 0.01    |
| c7552   | 8,200  | 0.01  | 0.01   | 0.01    | 0.01  | 0.01   | 0.01    |

In comparison with two other diagnosis algorithm implementations: HS-DIAG and IDIAG/HS-DIAG.

In Fig 5 we depict the average runtime in seconds for computing single faults when using IDIAG as a function of the number of logic rules. We see that – even in the case of a substantial increase of runtime after 40,000 rules – the overall runtime behavior seems to be within an acceptable range. Making use of these observation we are able to answer RQ1 as follows: ASP-based diagnosis is able to outperform specialized algorithms like HS-DIAG for diagnosis and also the same algorithm but utilizing a different reasoning engine like MINION in case of double and triple faults. In case of single faults, specialized diagnosis algorithms as well as other provers may perform better. However, IDIAG provides a more predictable runtime having no substantial outliers compared to hitting set computation. Moreover, for many application areas like diagnosis of digital circuits diagnosis based on ASP offers a sufficient runtime performance even for single fault diagnosis.

In the case of inverter chains, the overall picture remains the same. In Fig. 6 we see the average runtime in seconds for single fault diagnosis as a function of the number of inverters ranging from 10 to 10,000, where we carried out each diagnosis 10 times. Note that we are using a double logarithmic scale in this figure. In the particular case of inverter chains where the only output is faulty, all inverters can be responsible. Hence, we only have single fault diagnoses, and the number of diagnoses is always equivalent to the number of inverters. From the figure we see that performance when dealing with diagnoses of higher size. However, for single faults other diagnosis algorithms like HS-DIAG and underlying reasoning engines like MINION are faster.

In Fig 5 we depict the average runtime in seconds for computing single faults when using IDIAG as a function of the number of logic rules. We see that – even in the case of a substantial increase of runtime after 40,000 rules – the overall runtime behavior seems to be within an acceptable range. Making use of these observation we are able to answer RQ1 as follows: ASP-based diagnosis is able to outperform specialized algorithms like HS-DIAG for diagnosis and also the same algorithm but utilizing a different reasoning engine like MINION in case of double and triple faults. In case of single faults, specialized diagnosis algorithms as well as other provers may perform better. However, IDIAG provides a more predictable runtime having no substantial outliers compared to hitting set computation. Moreover, for many application areas like diagnosis of digital circuits diagnosis based on ASP offers a sufficient runtime performance even for single fault diagnosis.

In the case of inverter chains, the overall picture remains the same. In Fig. 6 we see the average runtime in seconds for single fault diagnosis as a function of the number of inverters ranging from 10 to 10,000, where we carried out each diagnosis 10 times. Note that we are using a double logarithmic scale in this figure. In the particular case of inverter chains where the only output is faulty, all inverters can be responsible. Hence, we only have single fault diagnoses, and the number of diagnoses is always equivalent to the number of inverters. From the figure we see that
the average runtime is more or less following a straight line, which indicates that there is a polynomial function returning the runtime given the number of inverters. This is also reasonable, because the number of (grounded) rules used for diagnosis also depends polynomial on the number of inverters.

In the third and last type of experiments we carried out diagnosis computations using IDIAG on the poly circuits. In Table 3 the number of input components (#I), the number of outputs (#O), the number of components in total (#C), and the number of rules generated by clingo (#R) are depicted. In Table 4 the obtained runtime results are given. For all circuits we have carried out diagnosis 10 times computing single, double and triple faults. For the runtime we report the minimum, maximum, average, median, and standard deviation of the 10 runs.

What we see from the results is that even in case of a smaller number of components, the diagnosis time can be quite large. This is due to the fact of rules required to formalize the numerical operations in logic, which depends on the domain to be considered. With the exception of the larger circuits where we have to come up with a domain size of up to 200, the diagnosis time is within an acceptable range of less than one second. For the largest considered circuits having 2, 3, or 4 outputs, diagnosis time varies between 6 and 580 seconds.

To clarify the dependency between the used domain size and diagnosis time, we carried out a further experiment. We took the circuit circuit_4_2 and varied the domain size between 100 and 700. The diagnosis time obtained is summarized in Table 5 and the average runtime is depicted in Fig. 7 where the y-axis is of logarithmic scale. The runtime obviously increases with the domain size. The increase seems to be somehow polynomial, which is acceptable for practical applications.

Let us now use the findings of the other experiments to discuss the remaining research questions. Regarding RQ2 we can state that the runtime performance for analog circuits depends on the domain size and the size of the circuits. The domain size should be as small as possible, in order to allow a fast computation. If this cannot be achieved diagnosis might be unacceptable slow and other types of models like qualitative models should be used. The dependency of between domain size and runtime for a given circuit seems to be polynomial. For answering RQ3 we have to summarize the limitations of the presented diagnosis approach. In case of digital circuits diagnosis time is comparable with the one obtained using specialized diagnosis algorithms. However, there are cases where ASP-based diagnosis is substantially requiring more time. Hence, for larger circuits or in cases where fast response is required specialized diagnosis algorithms or different reasoning engines may be used. In case of analog circuits there is a huge impact of the underlying domain size on the required diagnosis time. Hence, even for smaller circuits, diagnosis time may be far too high to be of use in industrial applications. It is required to keep the domain size as small as possible and ideally adapt this for particular situations. How to adapt domain size specifically for a particular application, is an open research question.

Threads to validity include as always, the limited number of considered systems and models. For allowing to generalize some of the mentioned findings, there is a need of carrying out more and different experiments. However, the provided analysis is far more sophisticated than previous ones. The obtained diagnosis runtime seems also to be reasonable considering the different factors. Moreover, there might be an influence on the results because of the underlying implementation of IDIAG, HS-DAG, IDIAG_MINION and the used computer equipment. The used implementation of HS-DAG and IDIAG_MINION have been

![Fig. 6](image-url) Average runtime for diagnosis (in seconds) of the inverter chain circuits ranging from 10 to 10,000 components

| Circuit  | #I | #O | #C | #R  |
|----------|----|----|----|-----|
| circuit_3_2 | 3  | 2  | 5  | 59,933 |
| circuit_4_2 | 4  | 2  | 9  | 20,199 |
| circuit_5_2 | 5  | 2  | 14 | 40,763 |
| circuit_4_3 | 4  | 3  | 7  | 85,324 |
| circuit_5_3 | 5  | 3  | 12 | 20,268 |
| circuit_6_3 | 6  | 3  | 18 | 4,560,830 |
| circuit_5_4 | 5  | 4  | 9  | 110,748 |
| circuit_6_4 | 6  | 4  | 15 | 45,337 |
| circuit_7_4 | 7  | 4  | 22 | 5,622,780 |
Table 4 Minimum, maximum, average, median, and standard deviation of the runtime (in seconds) obtained using clingo applied to the analog poly circuits

| Circuit | MIN   | MAX   | AVG   | MEDIAN | STDV |
|---------|-------|-------|-------|--------|------|
| single faults                      |       |       |       |        |      |
| circuit_3_2 | 0.077 | 0.102 | 0.086 | 0.080  | 0.009|
| circuit_4_2 | 0.179 | 0.224 | 0.205 | 0.213  | 0.016|
| circuit_5_2 | 0.623 | 9.262 | 6.290 | 9.049  | 4.065|
| circuit_4_3 | 0.105 | 0.122 | 0.112 | 0.112  | 0.004|
| circuit_5_3 | 0.120 | 290.070 | 72.008 | 0.188  | 126.022|
| circuit_6_3 | 11.372 | 66.319 | 24.266 | 11.673 | 22.191|
| circuit_5_4 | 0.140 | 0.162 | 0.148 | 0.147  | 0.006|
| circuit_6_4 | 0.228 | 0.453 | 0.333 | 0.333  | 0.077|
| circuit_7_4 | 15.233 | 809.286 | 580.160 | 752.631 | 332.090|
| double faults                       |       |       |       |        |      |
| circuit_3_2 | 0.118 | 0.146 | 0.129 | 0.123  | 0.010|
| circuit_4_2 | 0.464 | 0.524 | 0.488 | 0.486  | 0.017|
| circuit_5_2 | 1.628 | 15.230 | 10.378 | 14.481 | 6.264|
| circuit_4_3 | 0.160 | 0.186 | 0.170 | 0.170  | 0.006|
| circuit_5_3 | 0.409 | 440.862 | 109.280 | 0.546  | 190.814|
| circuit_6_3 | 18.498 | 84.522 | 34.451 | 19.258 | 27.002|
| circuit_5_4 | 0.213 | 0.248 | 0.224 | 0.224  | 0.009|
| circuit_6_4 | 0.873 | 1.423 | 1.178 | 1.217  | 0.196|
| circuit_7_4 | 24.346 | 1,954.494 | 1,229.977 | 1,475.520 | 786.932|
| triple faults                       |       |       |       |        |      |
| circuit_3_2 | 0.156 | 0.186 | 0.168 | 0.163  | 0.010|
| circuit_4_2 | 0.510 | 0.572 | 0.535 | 0.533  | 0.017|
| circuit_5_2 | 1.732 | 19.603 | 13.335 | 18.877 | 8.316|
| circuit_4_3 | 0.216 | 0.258 | 0.230 | 0.229  | 0.008|
| circuit_5_3 | 0.788 | 587.962 | 146.244 | 1.055  | 254.829|
| circuit_6_3 | 25.674 | 108.518 | 46.016 | 27.393 | 33.669|
| circuit_5_4 | 0.284 | 0.333 | 0.302 | 0.300  | 0.012|
| circuit_6_4 | 2.210 | 3.487 | 2.601 | 2.370  | 0.465|
| circuit_7_4 | 35.273 | 2,478.081 | 1,565.275 | 1,879.009 | 980.941|

for computing single, double, and triple faults respectively

Table 5 Minimum, maximum, average, median, and standard deviation of the runtime (in seconds)

| Domain | #Rules   | MIN   | MAX   | AVG   | MEDIAN | STDV |
|--------|----------|-------|-------|-------|--------|------|
| 100    | 20,199   | 0.213 | 0.222 | 0.217 | 0.218  | 0.003|
| 200    | 80,199   | 0.888 | 0.940 | 0.916 | 0.916  | 0.018|
| 300    | 180,199  | 2.046 | 2.174 | 2.097 | 2.103  | 0.041|
| 400    | 320,199  | 3.930 | 4.224 | 4.024 | 4.010  | 0.080|
| 500    | 500,199  | 5.907 | 6.301 | 6.052 | 6.046  | 0.107|
| 600    | 720,199  | 9.446 | 9.753 | 9.566 | 9.572  | 0.096|
| 700    | 980,199  | 12.297 | 12.773 | 12.532 | 12.567 | 0.158|

the domain size for circuit circuit_4_2 with one faulty output and computing single fault diagnosis only
previously used for comparing diagnosis algorithms. The computer equipment is not specific for the given purpose. Moreover, we will make the implementations as well as the models and the obtained raw data available for other researchers re-evaluating the experimental analysis.

5 Related research

The content of this paper is mostly related to [56] and more recently [30]. In [56] the author already discussed the use of ASP for diagnosis presenting the underlying concepts and also initial experimental results limited to single faults only. This paper is – as already mentioned in the introduction – an extension providing a far deeper discussing on the underlying foundations and modeling, and as well as a more advanced experimental analysis. In [30], the authors focus more on the use of model-based reasoning in the area of agents and cyber-physical systems. In this paper, we focus more on the discussion of modeling. In addition, the experimental analysis discussed in this paper extends the previous paper substantially. In particular, we discuss more results both in the domain of Boolean but also analog circuits. Furthermore, we present experimental results showing the dependency of diagnosis runtime on the size of the underlying value domain. Given these results, we conclude that diagnosis based on ASP seems to be fast enough for practical applications but also identify limitations, i.e., when dealing with variables having large domain sizes. This allows us to further decide on how to model systems in practice.

Regarding the use of logic theorem provers for diagnosis there has been a lot of previous work but not considering ASP. In [19] the authors used a Prolog implementation of model-based diagnosis. The seminal paper of Reiter [48] showed how diagnosis can be achieved using logical models. [33] provide a diagnosis approach based on the ATMS [31], which is a reasoning system focusing on assumptions to hold in order to maintain consistencies of logic formulas. [21] provided an iterative algorithm for improving diagnosis computations, where systems are assumed to have logic models. Later on, [11] provided a specialized algorithm for tree-structured systems, which has been improved by [51]. [50] provided a general framework combining [11] and [51] algorithms. Other algorithms often relying on general constraint solvers as a replacement of theorem provers include [12, 14, 40] showing that finding efficient diagnosis algorithms is an open research area. Depending on available reasoning mechanisms as well as other optimization criteria different solutions has been provided. In contrast to these papers, we do not focus on providing a diagnosis algorithm but trying to clarify the question of whether current ASP solvers can be used for diagnosis directly. The reported runtime results in this paper indicate that ASP solvers are fast enough for diagnosis and also provide enough expressiveness of the input language for modeling.

Alternative diagnosis algorithms like the one described in [13] deal with any-time algorithms, i.e., diagnosis algorithms that provide solutions until a time budget is consumed. This is different from our work, where we are interested in gaining a specific number of diagnosis and not only the first few ones. However, using ASP we can always set the limit of diagnoses to be computed and, therefore, also be able to stop diagnosis computation at a certain point in time. But of course, ASP solvers does not provide the same functionality than any-time algorithms allowing to come up with a (maybe not perfect) solution within a pre-defined time budget. In [35] the authors present an algorithm for diagnosis that is based on abductive reasoning requiring knowledge about the faulty behavior of components and systems. In this paper, however, we focus on consistency-based diagnosis, where we only require the correct behavior of components to be specified.

Modeling issues have been considered since the beginnings of model-based diagnosis research. [32] discussed the use and integration of fault models into consistency-based diagnosis potentially restricting the number of diagnoses that can be obtained from models. [18] showed that fault models are not necessarily required for restricting diagnoses to feasibly ones only. There the authors showed that knowledge about physical impossibilities can also allow to remove diagnosis candidates. [17] provided a general framework for abductive diagnosis that is an alternative diagnosis
characterization based on fault models only. [8] showed that even knowledge can be integrated into abductive diagnosis. Most recently [55, 57] discussed all different types of diagnosis considering recent application areas like autonomous systems. Integrate fault models into ASP-based diagnosis has not been discussed in this paper. For a discussion on this topic, we refer to [30]. However, we discussed different types of modeling, the obtained experimental evaluation results, as well as limitations, hence, complementing other papers dealing with the use of ASP for diagnosis.

In summary, this paper deviates from previous related research as follows: It provides theoretical foundations as well as a detailed experimental analysis showing applicability for a wider range of applications but also limitations, which have to be considered in practice. The underlying ASP theorem prover has a rich input language allowing to formalize a wide range of system models in a more intuitive way. Furthermore, the use of ASP avoids coming up with specific mappings from system models to their constraint or logic representation, and relying on specialized reasoning engines.

6 Conclusions

In this paper, we have discussed the use of answer set programming for model-based diagnosis. In particular, we introduced a way of formulating diagnosis relevant knowledge making use of answer set specific logical constructs. The underlying idea is to represent the health state of components as predicates that can be either abnormal or not abnormal. We formulated that the abnormal case can only be established when the normal case is not happening and vice versa. The corresponding two rules allow an answer set solver to select the health state accordingly to given observations such that we eliminate any inconsistency. Besides the formalization of the diagnosis problem as an answer set knowledge base we discuss modeling in more detail providing ways of dealing with digital and analog circuits. Furthermore, we present results obtained from an experimental evaluation. We refer to previous evaluations and extend them providing experiments for analog circuits and a way deeper analysis of the outcome. We also identified limitations and at least partially discussed some possible solutions like abstraction.

The obtained results indicate that answer set programming provide a good basis for the practical application of model-based diagnosis. Especially for digital circuits the experimental results are very much promising. For diagnosis dealing with double or triple faults the presented solution is superior. The provided experimental results for digital circuits confirm results published previously, i.e., [30]. However, we further added a comparison with another diagnosis algorithm, which is based on constraint solving. The obtained empirical results indicate that answer set programming is not only faster when searching for double or triple fault but is also able to solve more instances than the other diagnosis algorithms. In addition, we provided results for diagnosis of analog circuits, where we identified a critical relation between the used domain size and the diagnosis time required. The reason behind relies on the way answer set programming is handling logic variables, which are grounded, i.e., replaced with constants, before starting theorem proving. This leads to a substantially higher number of rules and as a consequence to a substantial increase of diagnosis computation. Finally, we showed that we are able to come up with analog circuit models very much similar to models used for digital circuits. Hence, a wide range of models can be implemented using the current capabilities of answer set programming tools.

Future research include improving modeling capturing qualitative models, the optimization of answer set solving, and finding the optimal domain size for analog circuits to make the models of such circuits more generally applicable in practice. Optimization answer set solving would include searching for optimal solving parameters in order to minimize diagnosis time. The parameters may depend on the structure of the model or any other model or system metric.
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