Abstract

Homologous gene shuffling between DNA molecules promotes genetic diversity and is an important pathway for DNA repair. For this to occur, homologous genes need to find and recognize each other. However, despite its central role in homologous recombination, the mechanism of homology recognition has remained an unsolved puzzle of molecular biology. While specific proteins are known to play a role at later stages of recombination, an initial coarse grained recognition step has been proposed. This relies on the sequence dependence of the DNA structural parameters, such as twist and rise, mediated by intermolecular interactions, in particular electrostatic ones. In this proposed mechanism, sequences that have the same base pair text, or are homologous, have lower interaction energy than those sequences with uncorrelated base pair texts. The difference between the two energies is termed the ‘recognition energy’. Here, we probe how the recognition energy changes when one DNA fragment slides past another, and consider, for the first time, homologous sequences in antiparallel alignment. This dependence on sliding was termed the ‘recognition well’. We find that there is recognition well for anti-parallel, homologous DNA tracts, but only a very shallow one, so that their interaction will differ little from the interaction between two nonhomologous tracts. This fact may be utilized in single molecule experiments specially targeted to test the theory. As well as this, we test previous theoretical approximations in calculating the recognition well for parallel molecules against MC simulations, and consider more rigorously the optimization of the orientations of the fragments about their long axes upon calculating these recognition energies. The more rigorous treatment affects the recognition energy a little, when the molecules are considered rigid. However when torsional flexibility of the DNA molecules is introduced, we find excellent agreement between the analytical approximation and simulations.
1. Introduction

The shuffling of homologous genes between DNA molecules is a key process in meiosis and DNA repair. It expedites evolution and facilitates genetic diversity, as well as underpinning the transfer of genetic material between different strains and species of bacteria and viruses. The recombination process requires base pairing between the recombining strands, in which various proteins, for instance the RecA protein in E-coli, play a crucial role. However, before recombination there needs to be a search in which homologous genes can find each other. The slow process of random diffusion is incompatible with the rate of recombination [1,2], suggesting that another mechanism is at play. What this might be is an important remaining question in molecular biology.

The process of homologous recombination is known to proceed via (i) the breakage of double stranded (ds-)DNA and formation of single strands mediated by specialized proteins [3,4], followed by (ii) the single strand recognizing and invading a homologous double helix through base pairing (single strand invasion). One possible stage where the recognition of the homologous genes takes place is at the stage of broken strand exchange, utilizing the sequence complementarity between single strands [4,5,6,7]. However, if complementarity was the only homology recognition mechanism at work, recognition would occur between homologous fragments of genes with as few as 8-10 base pairs [8], suggesting that frequent recognition and recombination errors would be inevitable. It might also take too long for the single strand to search for the homologous duplex. Indeed, there is evidence to suggest that before strand breakage occurs, identical intact double-stranded DNA segments may pair [1,9,10,11,12]. It is also conceivable that homology recognition between intact DNA tracts may occur in other biological processes. One instance might be the silencing of multiple copies of the same gene [10]. One possible mechanism for homology recognition before double strand breakage is the stem loop kissing model [13,14,15,16], which again relies on the sequence complementarity of single stranded DNA, at loop ends. A second alternative for homology pairing may arise from the base-pair dependent conformation of DNA [17,18].

It has been well established that DNA wraps on histones at defined sequence tracts [19], the base sequence simultaneously encoding the nucleosome positioning [20]. This may arise from base-pair sequence dependence in the bending of DNA [21,22], but also from the base pair dependence of DNA structure [23,24]. Base pair dependent DNA structure may also influence the interactions between two DNA fragments in modes of interaction that depend on the helix shape of the molecule [25,26,27,28]. There is some compelling evidence to suggest that the intermolecular interactions are indeed affected by the helix structure of DNA [29,30]. If the helix-dependent forces are important then a base pair specific pattern of helix distortions [31] may well provide a mechanism for homology recognition [32]. This relies on the fact that two paired DNA fragments with the same pattern of helix distortions have lower interaction energy than those with different patterns [32,33,34,35] due to commensurability between positive counter-ion and negative phosphate charges along the DNA pair, known as an electrostatic zipper [36].

Several experimental studies have reported signatures of DNA-DNA recognition, at the molecular level, in protein free solutions. These suggest a possible role for direct interactions between double
stranded DNA in the homologous pairing process. The experiments utilized gel electrophoresis [37]; cholesteric liquid crystals [38]; AFM imaging [39]; and surface-confined DNA using magnetic beads [40]. In addition, Seeman’s group reported the formation of PX-DNA complexes presumably resulting from homologue pairing [41], and homology recognition has also been observed between nucleosomes [39].

In two recent publications [42,43], in which the forces that depend on helix structure were considered, the effect of sliding one molecule with respect to another on interaction energies between homologous sequences, aligned in the same direction, was investigated. In Ref. [42] the DNA was considered to be rigid, whereas in Ref. [43] torsional elasticity was included. These studies demonstrated that the interaction energy, as a function of the sliding distance, forms a potential well centred at the point where the two homologous base pair sequences are perfectly aligned in parallel register. The width of the well has been found to be much larger than the decay length of DNA-DNA interactions (a Debye screening length of the order of Ångstroms), contrary to naive expectations. Its origin lies in the character of the helix distortions [42,43]. This finding advocates a possible role for helix structure dependent forces in aligning homologous sequences before single strand invasion. Indeed, no energy well was predicted for non-homologous molecules. When understanding the pairing mechanism, as in Refs. [32,42,43], the absence of a recognition well between homologous sequences aligned in opposite directions (antiparallel homology) seems intuitively obvious, and was suggested in Ref. [42] without rigorous analysis.

In this study, we test the theoretical results of the previous work [42,43] against Monte-Carlo simulations. We also rigorously investigate, for the first time, the pairing energy for DNA pairs containing antiparallel homology. One finding is that there is, in fact, a recognition well, but a very shallow one. As the length of the antiparallel homologous sequences in juxtaposition increases, the difference in the pairing energy per base pair between such pairs and those containing totally uncorrelated sequences becomes negligible. Another issue that this study raised, for rigid molecules, is how the optimization of the interaction energy between two molecules with respect to the angles of rotation of the DNA fragments about their long axes should be performed. In previous studies, the optimization was performed after averaging over all realizations of base-pair sequence-dependent distortions of the two DNA fragments. For rigid molecules, the sequence dependent base pair disorder is quenched, which is to say that it is frozen and cannot change, unlike thermal disorder. Thus, strictly speaking, one should optimise the interaction energy for each possible set of base pair sequences first, before averaging the energies of an ensemble of different sequences. In the present study we have investigated the impact of the order of averaging on the evaluated recognition energy (the pairing energy difference between DNA fragments containing homologous sequences and those that do not). We find that the recognition energy changes only slightly; moreover, when we introduce torsional flexibility for long homologous sequences, this effect vanishes.

The paper is structured in the following way. In the theory section, we discuss the nature of paired fragments investigated, as well as the model of helix distortions. Then, we consider the case of rigid molecules, where we present the two ways of optimizing the azimuthal orientations of the two fragments about their long-axes. Lastly, we describe the situation of torsionally flexible molecules. The results section is divided into two parts. In the first we consider rigid molecules and, in the second, torsionally flexible molecules. In the discussion section we discuss our findings and
point to future theoretical and experimental work. Lastly, we present a summary of the key findings of this study.

2. Theory

General Considerations

![Diagram](image)

Fig. 1. Diagrams illustrating the orientations of the paired fragments. On the left hand side, we show a small section of any of the three types of paired DNA fragments. Here, the trajectory of the point where each minor groove is bisected is shown in blue. The z-axis runs parallel to the molecular centre lines, illustrated by grey lines. The equation describing these trajectories is given by Eq. (1). The two DNA fragments are separated by interaxial distance $R$ and the respective azimuthal orientations of each trajectory are described by the phases $\Phi_1(z) + \phi_0 = \delta D_1(z) + gz$ and $\Phi_2(z) + \phi_0 = \delta D_2(z) + zg$. Here, $\phi_0$ is a constant chosen here for the ease of presentation. It is set so that the points of reference from which $\Phi_1(z)$ and $\Phi_2(z)$ are measured do not lie on the line connecting the two molecular centre lines. The phase difference, which interaction energy depends on, is given by $\Delta \Phi(z) = \delta D_1(z) - \delta D_2(z) = \Phi_1(z) - \Phi_2(z)$, and does not depend on this choice. On the right hand side, we illustrate what we mean by antiparallel and parallel aligned homologies. Here, we present long DNA fragments of arbitrary sequences, which have homologous (identical) segments; parts of the arbitrary base pair text are shown. $L_H$ is the length of homology (the unshown length $L$ corresponds to the whole fragment); the short dashed lines refer to the ends of the homologous segments. Outside these lines, the sequences are uncorrelated between the two fragments. The end of one homology fragment may be shifted a distance $\chi$ away from the end of the second fragment. Positions of both the 3' and 5' ends of the homologous segments define the direction of DNA polarity. Indeed, we could define a different antiparallel
homology where we could swap the 3’ and 5’ ends. This would be chemically distinct from the previous case in which we just rotated one segment by 180° from the parallel orientation; because of this, the pattern of distortions in the ‘swapped’ case could be different.

To investigate DNA homology recognition through helix dependent interactions, we construct a model in which two DNA fragments, each with total length $L$, lie parallel to each other, along their long axis ($z$-axis). Three different types of paired DNA fragments are considered. First, we suppose that the two fragments have completely different uncorrelated base pair texts, referring to this as a random pair. The other two types of pairing consist of tracts of DNA which have the same text (or are homologous to each other [44]), and are of length $L_H$, which, in turn, are embedded into fragments with random pairing. These final two are distinguished by the homologous tracts being either aligned so that both texts read in the same direction (parallel homology pairing) or in the opposite direction (antiparallel homology pairing). The homologous sequences are positioned with their centres coinciding with the centres of both fragments. Therefore, on either side we can have tracts of DNA of length $(L - L_H)/2$, which consist of sequences which are completely uncorrelated with respect to each other. We label the two fragments within a pair $\mu = 1, 2$. This arrangement is illustrated in Fig. 1. The case where $L_H \neq 0$ is not necessarily relevant to the recombination of genes. Nevertheless, we consider it for two reasons. First, this is the situation in homology recognition experiments currently underway. Secondly, this situation could be realized in other biological processes that may require the pairing of identical sequences, for instance repeat induced point mutation [45, 46].

To probe how the homologous segments recognize each other, we shift the centre of fragment 2 a distance $x$ along the z-axis. Therefore, the centre of fragment 1 lies at $z = L/2$, whereas that of fragment 2 lies at $z = L/2 + x$. For each pair we first calculate the pairing energy, either at $x = 0$ or as a function of $x$. For rigid fragments the pairing energy is simply the interaction energy, but for the pairing energy of torsionally flexible molecules, elastic energy will also play a role (see below). Upon determining these energies we calculate the difference, or ‘recognition energy’, between the interaction energies of fragments with embedded homologous sequences and the energies of pairs containing completely uncorrelated, nonhomologous, sequences.

In the model that we consider for homology recognition, differences in pairing energy arise from DNA not being an ideal helix structure. Previous studies [31] have shown that a particular base pair text leads to its own pattern of helix distortions. To understand what is meant by helix distortions, let us consider the trajectories that the minor grooves trace out along the two fragments. First, we suppose that the molecular axes of the two fragments are separated a distance $R$ apart. Then, the location of the minor groove along the helices, with radius $a$, can be described through the position vectors

$$
\mathbf{r}_\mu(z) = \left( \frac{(-1)^\mu R}{2} + a \cos(\delta \Phi_\mu(z) + g z) \right) \mathbf{i} + a \sin(\delta \Phi_\mu(z) + g z) \mathbf{j} + z \mathbf{k},
$$

(1)
in the region \(0 < z < L\), for fragment 1, and \(x < z < L + x\) for fragment 2. The trajectories described by Eq. (1) are illustrated on the left hand side of Fig. 1. Here, \(g = 2\pi / H\), where \(H \approx 33.8\text{Å}\) is the average helical pitch of DNA. If the phase \(\varphi(z)\) is constant (or linear) with respect to \(z\), Eq. (1) defines an ideal helix. It is the variations in \(\varphi(z)\) along the helices that describe the pattern of distortions for each fragment. These variations arise from both thermal fluctuations and intrinsic base-pair-specific distortions [25,31,47].

When there is no torsional strain on the two molecules (the torsionally relaxed state)

\[
\frac{d\varphi(z)}{dz} = \frac{\varphi(z)}{h},
\]

(2)

The function \(\varphi(z)\) represents the field that characterizes the pattern of base pair distortions of an isolated molecule without thermal fluctuations. A particular function \(\varphi(z)\) representing a particular base pair sequence can be constructed from available DNA structural information [31]. We assume that (for justification see Ref. [31])

\[
\langle \varphi(z)\rangle = \frac{h^2}{\lambda_c} \delta(z) - \delta(z'),
\]

(3)

where the bracket denotes an ensemble average over all possible realizations of \(\varphi(z)\). Here, \(h \approx 3.4\text{Å}\) is the average distance (or rise) between base pairs and \(\lambda_c\) is the structural contribution to what we term the coherence length [32,31,25], which we take to be \(\lambda_c = 150\text{Å}\) based on previous estimates [31]. The parameter \(\lambda_c\) is a measure of the degree of helix non-ideality caused by base-pair dependent distortions. It is the length scale over which two distorted helices with different base pair texts, described through Eqs. (1)-(3), lose alignment with each other [25,47].

For random pairs, whose distortions are uncorrelated, \(\langle \varphi(z)\rangle = 0\). For the other two pairing types, the random sequences on either side of the homologous segments are also uncorrelated with each other. Thus, as before, \(\langle \varphi(z)\rangle = 0\) when either \(0 < z, z' - x < L_{NH}\) or \(L_{NH} + L_H < z, z' - x < 2L_{NH} + L_H\). When \(L_{NH} < z < L_{NH} + L_H\), for parallel homologous pairs \(\varphi(z) = \varphi(z - x)\), whereas for the antiparallel pairs \(\varphi(z - x) = \varphi(z)\). In the main text we will consider only the case where \(L_{NH} = 0\).

In the Supplemental Material we show how the recognition energies depend on \(L_{NH}\) for rigid molecules. Any effect due to non-homologous ends becomes negligible when we introduce torsional flexibility for sufficiently long homologous segments, as seen in the Supplemental Material.

If the interaction energy \(E_{int}\) depends on the helix structure of the DNA, we may write [25,32]:

\[\]
\[
E_{\text{int}} = La_0(R) + \int_0^L dz ( -a_1(R) \cos \Delta \Phi(z) + a_2(R) \cos 2 \Delta \Phi(z) ) ,
\]

where \( \Delta \Phi(z) = \partial \Phi_1(z) - \partial \Phi_2(z) \), is the difference between the sequence dependent distortions of paired molecules. In what follows, we will consider two separate situations. First, as in Ref. [42], the molecules are considered as torsionally rigid such that no torsional strain can accumulate. Hence, the relative angle between base-pairs on opposing molecules is solely due to sequence-dependent variations, i.e., Eq. (2). The second case is when we allow for torsional flexibility. Here, changes in \( \Delta \Phi(z) \) from the form specified by Eq. (2) may occur in order to reduce (optimize) the interaction energy (described by Eq. (4)) at the cost of torsional elastic energy. In the main text we shall consider only the ground state, leaving the effect of thermal fluctuations to the Supplemental Material.

**Rigid Molecules**

For the case of rigid molecules, we consider only the \( x = 0 \) case, where, for homologous segments, the sequence-dependent distortions of paired molecules lie directly across from one another. One can easily integrate Eq. (2), which yields

\[
\Delta \Phi(z) = \frac{1}{h} \int_0^z \left[ \partial \Omega_1(z') - \partial \Omega_2(z') \right] dz' + \Delta \Phi_0 ,
\]

where \( \Delta \Phi_0 \) is a constant of integration to be determined by minimizing the interaction energy either after or before averaging over the realizations of \( \partial \Omega_\mu(z') \), the sequence-dependent distortions describing a particular DNA sequence. \( \Delta \Phi_0 \), in geometric terms, is the azimuthal angle between the lines bisecting each minor groove of the two molecules at the position \( z = 0 \). In previous work, Ref. [42], \( \Delta \Phi_0 \) was determined after averaging. In this case, \( \Delta \Phi_0 \) takes the form

\[
\Delta \Phi_0 = \Delta \Phi_0 - \frac{1}{h} \int_0^d \left[ \partial \Omega_1(z') - \partial \Omega_2(z') \right] dz' .
\]

Eq. (6) ensures that at the location \( d \), \( \Delta \Phi(d) = \Delta \Phi_0 = \langle \Delta \Phi(z) \rangle_\alpha \). In other words, at \( z = d \), \( \Delta \Phi(z) \) is fixed at its ensemble-averaged value. The ensemble-averaged value \( \Delta \Phi_0 \) is determined by both the values \( a_1(R) \) and \( a_2(R) \) in the interaction energy (Eq. (4)). By substituting Eq. (6) into Eq. (5), we may obtain general analytical forms for the average pairing energies for our three types of pairing \( \langle E_{\text{int}} \rangle_\alpha \), using the appropriate forms of \( \partial \Omega_\mu(z') \) for each (see Appendix A of the Supplemental Material). In this study, we have chosen that \( a_1(R) > 4a_2(R) \), so that \( \Delta \Phi_0 = 0 \). Here, we find that the minimum average energy with respect to \( d \) is given at the location \( d = L / 2 \) for both fragments containing parallel homologous segments and random pairs. For antiparallel fragments, there are two optimal values of \( d \) at \( d = L_n / 2 \pm L_n / 4 \) (for \( L_n > 0 \)). For these cases, we find the following expressions for the two recognition energies (the energy difference between
the homologous pairs and uncorrelated ones), for details see Appendix A of the Supplemental Material. For parallel homologous pairs we have \((L_{\text{NH}} = 0)\)

\[
E_{\text{rec}} = -L_{\text{H}} \left[ a_1(R) - a_2(R) \right] + 2\lambda_v^{(0)} \left[ a_1(R) \left( 1 - \exp \left( -\frac{L_{\text{H}}}{2\lambda_v^{(0)}} \right) \right) - \frac{a_2(R)}{4} \left( 1 - \exp \left( -\frac{2L_{\text{H}}}{\lambda_v^{(0)}} \right) \right) \right],
\]

and for antiparallel homologous pairs \((L_{\text{NH}} = 0)\)

\[
E_{\text{rec}} = \begin{cases} 
-a_1(R)\lambda_v^{(0)} & \left[ 2 - 4\exp \left( -\frac{L_{\text{H}}}{4\lambda_v^{(0)}} \right) + 2\exp \left( -\frac{L_{\text{H}}}{2\lambda_v^{(0)}} \right) \right] \\
+a_2(R)\lambda_v^{(0)} & \left[ \frac{1}{2} - \exp \left( -\frac{L_{\text{H}}}{\lambda_v^{(0)}} \right) + \frac{1}{2}\exp \left( -\frac{2L_{\text{H}}}{\lambda_v^{(0)}} \right) \right]
\end{cases},
\]

We also performed MC simulations over an ensemble of fragments with different sequence-dependent distortions. For some of these simulations, \(\Delta\Phi_0\) is found after averaging over all the realizations of \(\delta\Omega_1(z)\) and \(\delta\Omega_2(z)\). These simulations have been compared to the analytical results given by Eqs.\((7)\) and \((8)\), yielding excellent agreement (c.f. Fig.2).

Considering that we are dealing with disorder that is fixed and cannot change (quenched disorder), unlike thermal fluctuations, a better way of choosing \(\Delta\Phi_0\) is to minimize the interaction energy of a particular configuration described by \(\delta\Omega_1(z)\) and taking the average of the optimized energies for these configurations, rather than ensemble averaging over these configurations and then optimizing over \(\Delta\Phi_0\) to find the minimum energy of this ensemble average. For the former case, on inspection, it is an extremely laborious task to obtain the exact analytical solution for \(\Delta\Phi_0\) in terms of the arbitrary function \(\delta\Omega_1'(z') - \delta\Omega_2'(z')\), and it does not seem possible to obtain a formula for the average energy if one had such a solution. However, we can perform MC simulations that directly minimize \(\Delta\Phi_0\) for each configuration of \(\delta\Omega_1'(z') - \delta\Omega_2'(z')\) in order to determine the ensemble average of the interaction energy. In addition, we have obtained the analytical result of the leading order term in a perturbation expansion in \(\delta\Omega_1'(z') - \delta\Omega_2'(z')\). Such an expansion assumes that \(L\) is not too large compared to \(\lambda_v\). Details on how such a perturbation expansion is performed are given in Appendix B of the Supplemental Material. To leading order we find that

\[
\Delta\Phi_0 \approx \Delta\bar{\Phi}_0 - \frac{1}{hL_0} \int_0^L dz_0 \int_0^L dz_0' \left[ \delta\Omega_1(z) - \delta\Omega_2(z) \right].
\]

Eq. \((9)\) essentially supposes that the spatial average of \(\Delta\Phi(z)\) is \(\Delta\bar{\Phi}_0 = \langle \Delta\Phi(z) \rangle_{\delta\Omega}\). Again, expressions for the recognition energies may be derived by substituting Eq. \((9)\) into Eq. \((4)\). We have refrained from giving these expressions in the main text since they are rather cumbersome and such
an approximate theory does not yield good quantitative results upon comparing them to the approximation-free MC-results that we have obtained. However, the theory provides some qualitative insight into what happens when one changes $L_{NH}$ [48]. Also the perturbation result, which correctly reproduces the limiting behaviour for small $L$, could be used (as discussed later) as the basis of a more comprehensive theory, extending over the full range of $L_{NH}$ and $L_H$ and including torsional flexibility.

**Torsionally flexible molecules**

For torsionally flexible molecules, we consider the elastic rod model and introduce a torsional elastic term [43]. The total pairing energy becomes

$$E_{pair} = \frac{C}{4} \int d\Omega \left( \frac{d\Delta \Phi(z)}{dz} - \frac{\partial \Omega_1(z) - \partial \Omega_2(z)}{\hbar} \right)^2 + E_{int},$$

where $C$ is the torsional elasticity of the molecules. For finite $C$, Eq. (2) is no longer obeyed. In fact, upon minimizing the energies given by the combination of Eqs. (4) and (10), $\Delta \Phi(z)$ now satisfies a sine-Gordon like non-linear equation [32], which has an inhomogeneous term that depends on the derivative of $\partial \Omega_1(z) - \partial \Omega_2(z)$ with respect to $z$ (for details see Ref. [33] or [34]). Unfortunately, an exact analytical solution to this equation in terms of $\partial \Omega_1(z) - \partial \Omega_2(z)$ cannot be obtained, although some progress has been made by using path integral methods (see Appendix C of Ref. [49]). Here, we use a much simpler approach. If the helix dependent interactions described by Eq. (4) are sufficiently strong, we may use a trial function of the form (originally suggested in Ref. [33])

$$\Delta \Phi = \Delta \Phi_0 + \frac{1}{2\hbar} \int_{-\infty}^{\infty} \text{sgn}(z-z') \exp \left( -\frac{|z-z'|}{\lambda_n} \right) \left[ \partial \Omega_1(z') - \partial \Omega_2(z') \right] dz'$$

and substitute this into Eqs. (4) and (10), performing the average over realizations of $\partial \Omega_1(z') - \partial \Omega_2(z')$. The parameters $\lambda_n$ and $\Delta \Phi_0$ are chosen to minimize the average energy. The parameter $\lambda_n$ is a correlation length, which we term the adaptation length [33, 47]. Its value increases as we reduce the strength of helix dependent interactions, or if we increase the size of torsional rigidity $C$. Here, for parallel homologous pairs we choose $\partial \Omega_1(z) = \partial \Omega_2(z-x)$ and for antiparallel homologous pairs $\partial \Omega_1(z) = \partial \Omega_2(x-z)$, and use Eq. (11) exclusively to describe the homologous regions. This approach was used in Ref. [43] for sliding fragments ($x \neq 0$) with parallel homology. Now, we consider the antiparallel case and test both these results against MC simulations that exactly average the minimum energy described by Eqs. (4) and (10). Expressions of the average energy and the self-consistent equations that both $\Delta \Phi_0$ and $\lambda_n$ satisfy are given in Appendix C of the Supplemental Material (and Ref. [43] for parallel homology). In Eq. (11), we have set the limits of integration to infinity, which is justified provided that $L_H / \lambda_n >> 1$. One of the key results is that the approximation (Eq. (11)) predicts that, in the limit $L_H \rightarrow \infty$, the recognition energy per base pair approaches zero for the antiparallel case. This is indeed confirmed by the simulations, for which there is good agreement with the approximation (see Fig. 3 in the results section).
Unlike the rigid case, when $L_H / \lambda_h >> 1$, there is effectively no difference in how we perform the order of averaging. Due to torsional flexibility, the correlation range $\lambda_h$ is finite, whereas for rigid molecules it is always infinite. The upshot is that over a length $|z - z'|$ that is larger than $\lambda_h$, the optimal phase difference $\Delta \Phi(z)$ (at $z$) loses memory of the pattern of base pair sequences at $z'$ described by $\mathcal{D}_\omega(z') - \mathcal{D}_\omega(z')$. This is due to the ability of the DNA fragments to torsionally adapt, at the cost of torsional elastic energy, so as to reduce their electrostatic energy. It does not matter where accumulation of phase mismatch occurs, as it only accumulates over length scales smaller than the correlation length $\lambda_h$, not over the whole fragment, unlike the rigid case.

3. Results

Rigid Molecules

In all calculations, we use the parameter values $a_1 = 0.015 k_B T / \text{Å}$ and $a_2 = 0.0035 k_B T / \text{Å}$ [50], previously used in [42]. We start by investigating the case where the torsional rigidity constant $C$ is infinitely large, as discussed in the first part of the theory section. In Fig.2 plots (at $x = 0$) of the recognition energies of antiparallel homologous and parallel homologous pairs are provided. Upon ensemble averaging over different sequences before minimizing the free energy, we find that the agreement between the analytical form of the recognition energies (see Eq. (8)) and those found from MC simulations is excellent, providing us with a useful test of the reliability of both. However, at present, only MC simulations can provide us with reliable quantitative results when we minimize the energy of a particular pairing of sequences before ensemble averaging over different sequence realizations. As discussed in the theory section, it is indeed possible to develop a perturbation expansion, for which we have calculated the leading order term (Eq. (9)). Unfortunately, there is little quantitative agreement between the approximation and simulation for the values of $L$ and $L_H$ considered here. The perturbation expansion, however, provides the correct qualitative trends. Therefore, we have only included this analytical result as part of the supplementary material.

The recognition energies between fragments containing parallel homologous segments and between antiparallel homologous segments are somewhat similar for homology lengths less than 250 base pairs. For larger homology lengths, e.g., at 2000 base pairs, the difference between these recognition energies becomes rather large. Indeed, upon examining Eq. (7) the large limit of increasing $L_H$, the recognition energy for parallel homology grows linearly with $L_H$. However, for the case of antiparallel homology (Eq. (8)), it approaches a constant value.

Upon minimizing the interaction energy with respect to pair orientation before ensemble averaging over different sequence realizations (different values of $\Delta \Phi_{ij}$ for each), we find that the magnitude of the recognition energy for parallel homologous segments is somewhat reduced but increases slightly for the antiparallel case.
The recognition energy as a function of the homology length. The MC simulation data is shown as points, whereas theoretical curves for averaging before minimizing (from Eq. (7) and Eq.(8)) are presented by solid lines (all for $L_{nh} = 0$). Here, in all cases, the red lines/points correspond to the energy difference between pairs containing segments in antiparallel alignment of homologous segments and completely uncorrelated sequences, while the black corresponds to the difference between pairs that contain sequences in parallel alignment and random pairs. For the simulation data, the squares and circles correspond to minimizing the energy after ensemble averaging over different sequences, while the diamonds and triangles correspond to minimizing the energy before sequence averaging. This difference between these is explained in the main text.

**Flexible molecules**

We now consider the molecules as torsionally flexible so that $C$ is finite. In the results that we present, we use a value of the torsional persistence length $C / k_B T = 725 \text{Å}$ [51]. This choice is in good agreement with the largest DNA length considered in the simulations of Ref. [52].

In Figure 3 we plot the recognition energy for both the pairs containing parallel and antiparallel homology as a function of $x$, the shift between the two fragments making up a particular pair. We find a clear difference between the recognition energy wells for antiparallel homology pairing and those with parallel homology pairing. The well for the antiparallel case is much shallower and changes little with increasing homology length, whereas, for the parallel pairing, it becomes much deeper with increasing homology length, $L_{HH}$. We find, as in previous studies [33,43], that introducing torsional flexibility reduces the depth of the recognition well (to see this compare Figure 2 with Figure 3 at $x = 0$). The is due to the torsional adaptation of the molecules, for which the energy for uncorrelated sequences now scales as $L_{HH}$, as opposed to $\lambda^{(0)}$, which would be the case for long rigid fragments, hence reducing the pairing energy for completely random pairs. Consequently, since the fragments can adapt to each other, the difference between the total energy of homologous pairs and nonhomologous, uncorrelated pairs will be less pronounced. But, again,
because such adaptation requires torsional elastic energy, the recognition energy, i.e., the difference in the energies between homologous and nonhomologous pairs, survives.

Furthermore, the width of the recognition well, for parallel homology, grows narrower as compared to that found for rigid molecules, originally considered in Ref. [42]. As discussed previously [43], one would expect that, for torsionally flexible molecules, the width of the well is effectively determined by the shorter correlation/adaptation length $\lambda_n$ (at $x = 0$), instead of the longer helical coherence length $\lambda_n^{(0)}$. As fragments slide along each other beyond the correlation length/adaptation length, one would expect that any information about the homology between them will effectively get washed out due to torsional adaptation of the molecules.

Figure 3. The recognition wells for various homology lengths (the value of $L_H$ is given in the top right corner of each panel, $l_{NH} = 0$) plotted as function of the shift, $x$ (offset for clarity’s sake). The recognition energy for parallel homologous sequences is provided in black, whereas that for fragments containing antiparallel homologous sequences is provided in red. The points were found via MC simulations. For pairs containing antiparallel homology, the large $L_H$ theory predicts that the recognition energy is zero, shown as a flat dashed line. In the case for pairs with parallel homology the theoretical calculation of the recognition energy is given by the dashed line that passes through the simulation data, demonstrating good agreement with the MC simulation data. The MC data for antiparallel sequences, in red, were fit with a Lorentzian function to help guide the eye.

Next, we examine the recognition energy per base pair at $x = 0$ as a function of homology length $L_H$. Indeed, the theory [Eq. (11)] predicts that the recognition energy per base pair in the case of antiparallel homology should go to zero as $L_H \rightarrow \infty$, whereas for parallel homology it should tend to a constant value (see Appendix C of Supplemental Material). This indeed what is seen from the plots in Figure 4. A good fit to the MC numerical data of the recognition energy per base pair is given by the empirical formula $E_{\text{rec}}(L_H) = (A + BL_H)^{-1}$.
We should add that in Appendix C of the supplemental material we included thermal fluctuations and have calculated the recognition well for the same parameter values, using also the values $L_H = 6800 \text{Å}$ (corresponding to 2000 base pairs) and $L_{NH} = 0$. We find that the recognition well seems to be affected very slightly when thermal fluctuations are included (see Appendix E of Supplemental Material).

![Recognition energy vs homology length plot](image)

**Figure 4.** The recognition energy at the bottom of the well ($x = 0$, no shift) as a function of homology length. Here, the minimum value of the recognition well (at $x = 0$) is shown as a function of the length of homology $L_H$ for both the case of fragments containing parallel (black) and antiparallel (red) homologous segments (when nonhomologous segments flanking the homologous part are absent, $L_{NH} = 0$). The MC numerical data are fit very well by an empirical formula given in the text. The approximation for the recognition energy for the parallel homologous pairs, as described by Eq. (11), in the $L_H \to \infty$ limit is also provided in the plot (by the dashed black line). For antiparallel molecules this approximation predicts zero recognition energy per base pair with increasing homology length, conforming to the trend seen in the simulations.

### 4. Discussion

Intuitively, within the context of the recognition model, it was thought that DNA fragments containing homologous sequences in antiparallel alignment had the same average pairing energy as those with completely uncorrelated base pair tracts [42]. A core motivation for this study was realizing that this was not necessarily the case, strictly speaking, and that further analysis was needed. We have found that there is, indeed, a difference in pairing energy between antiparallel aligned homologous sequences and nonhomologous sequences, resulting in a small value of recognition energy (the difference between homologous and completely uncorrelated pairing energies). However, in the rigid case, for homology lengths fewer than 250 base pairs, the recognition energy at antiparallel orientation is of comparable magnitude to that of the parallel one.
The general trend for both rigid and flexible molecules is that the antiparallel recognition energy per base pair disappears with increasing homology length, while for the parallel one it tends towards a finite constant value.

In devising this study, we also sought to test the analytical approximations used in previous studies [42,43] against MC simulations. When optimizing the azimuthal orientations of the fragments after minimizing the energy for rigid molecules, we have found excellent agreement between the two. We have also investigated whether the order of averaging over different realizations of base pair sequence dependent distortions and optimizing the angle of rotation of the fragments about their long axis mattered. For rigid fragments the base pair helix disorder should be considered as quenched. This means that azimuthal orientations of the DNA fragments about their long axes should be optimized for each realization of the base pair dependent helix distortions first. The evaluation of the ensemble average of the energy should be considered next. However, swapping the order leads to simple analytical expressions, and we wanted to check the inaccuracy of this approximation. We have found a slight difference in recognition energy. Moreover, this difference vanished when considering long torsionally flexible molecules. In this case, we found excellent agreement between the analytical result and MC simulation. This suggests that the effect of changing the order of operations is, at most, significant only for homology lengths smaller than the adaptation length $\lambda_a$ (only DNA fragments smaller than $\lambda_a$ can be considered as being effectively rigid [33,54]). Although we have analytical approximations for both long and short homology lengths (rigid molecules), we have yet to build an approximation that interpolates between the two for the recognition well. This might be the subject of future work.

Through MC simulations, we are able to confirm that torsional flexibility reduced the depth of the recognition well as well as making it narrower. We also found that introducing thermal fluctuations (see Appendix D of the Supplemental Material) did little to change the shape of the well. Still the depth of the recognition well for long parallel homology fragments is much larger than $k_BT$ and the well is much wider than the Debye screening length in physiological solution (both as in previous works [42,43]), which one might naively expect from electrostatic interactions between DNA. If the recognition well was indeed too narrow or too shallow, one would expect that thermal fluctuations could disrupt an alignment of homologous genes due to the helix distortions. A very narrow recognition well might lead to a long initial homology search or missing the target, both impeding the whole process of homology recognition. On the other hand, if the recognition well was too wide, homologous genes may not reach ideal alignment, due to large thermal fluctuations about their optimal alignment; this could slow down the rate of homologous recombination and might reduce its fidelity. (But there might be the possibility of additional fine graining, discussed below).

Thus, our calculations suggest that natural sequence-related helix distortions could provide a reliable initial coarse-grained homology search by providing a large target for recognition, relying also on homology between sequences much larger than 10 base pairs. For sequences containing 10 base pairs or fewer our calculations suggest that this initial recognition step would be washed out by thermal fluctuations. This might prevent genes containing such small lengths of homology from efficiently recombining, except under specific conditions [55].

Global homology recognition through helix distortions may not be the complete search mechanism, even in the absence of strand breakage [56]. There is some evidence [46] to suggest the
importance of an interaction that recognizes homology at the local level of individual base pairs, yet the nature of this interaction remains unclear. However, as homologous pairing was shown not to depend on the exact nature of the base pair text [46], those results seem to rule out the stem loop kissing mechanism [13,14,15,16]. The pairing energy from such a local base pair specific interaction, for double helices, would also be affected by helix distortions, as the base pairs would have to align in an optimal orientation for this type of pairing interaction to be sufficiently strong. The theoretical implications of such a contribution to homology recognition have yet to be investigated, and may be the topic for further work [56]. However, the contribution of such an interaction alone would be likely to lead to a very narrow recognition well, which would be determined by short range interactions. This mechanism alone would likely lead to a long homology search [56]. Thus, we think that the recognition mechanism due to base-pair specific helix distortions is important in providing a fast initial recognition step.

On the experimental side, one of us is currently investigating differences between supercoiled DNA plasmids that contain homologous segments, in either parallel or antiparallel alignment, and plasmids in which the sequence texts are completely uncorrelated. Indeed, if interaction forces that depend on DNA helix structure are indeed important, on the basis of the calculations presented here, we would expect a significant difference in conformation and dynamic properties (assessed by different experimental methods) between plasmids with parallel homology and plasmids with completely uncorrelated sequences, but not between plasmids containing antiparallel homologous segments and completely uncorrelated ones. In developing more accurate models to describe the difference between such plasmids, we hope to take account of the braiding of DNA through closed supercoiling. Currently, a statistical mechanical model for closed loop supercoiling, including interactions that depend on helix structure, is being developed [57]. This model is based on the previous work of Refs. [35,49,58,59,60]. We hope to use this model to build upon this investigation, further rationalizing the experiments underway. There are also further experiments that can be performed. The experiments of Ref. [46] were performed in vivo, although in the absence of the ME13 protein, an analogue of RecA specific to the species considered there (suggesting that single strand breakage was not important in the repeat point mutation process under study). Thus, future experimental work, in vitro in a protein free environment, should also consider building DNA pairs that contain special periodic arrays of sequence homology similar to those of Ref. [46]. Such specially designed experiments, in controlled conditions, may help to further elucidate the relative importance of various homology pairing mechanisms [56].

5. Concluding points

In agreement with predictions, we have shown that there is little difference between the interaction energy of a pair of nonhomologous sequences and a pair of antiparallel homologous ones. This fact is important in designing single molecule experiments. But in addition: our analysis suggests that the homology recognition mechanism described herein significantly favours the correct, parallel alignment of homologous DNA.

We have discovered that a slight difference exists in the results for the calculated recognition energy for rigid molecules, depending on whether we optimized the azimuthal orientation of the
molecules for each sequence dependent pattern of helix distortions and then performed an ensemble average of the energy as compared to averaging the energy before optimizing the azimuthal orientation. This difference, however, vanishes for long torsionally flexible molecules.

The MC simulations performed in this work confirm our previous results accounting for the estimated torsional flexibility of DNA, namely that the recognition well grows shallower and narrower. This, however, does not preclude its biological significance.
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Supplemental Material

Appendix A. Averaging before minimizing

Here we consider performing the ensemble average over sequence realizations before optimizing the interaction energy over $\Delta \bar{\Phi}$. Therefore, our starting point is Eqs. (5) and (6) of the main text. Here, we generalize to consider $L_{NH} \neq 0$, but for simplicity we only study the $x = 0$ case, for which there is complete overlap of the homologous sections of the interacting DNA molecules. We will consider the three types of paired fragments in turn. We start first with the two sets of base pairs completely uncorrelated, followed by the fragments containing parallel homology, and finish with fragments containing antiparallel homology. Upon calculating their respective energies, we will obtain the expressions for the recognition energy, the difference in the energies between the homologous and completely non-homologous (uncorrelated) cases.

Uncorrelated case

We combine Eqs. (5) and (6) of the main text so that we have

$$\Delta \Phi(z) = \Delta \bar{\Phi}_0 + \Delta \bar{\Phi}(z), \quad (A.1)$$

where

$$\Delta \bar{\Phi}(z) = \frac{1}{\mathcal{h}} \int_d^z \left[ \Delta \Phi_2(z') - \Delta \Phi_2(z') \right] dz', \quad d < z < L, \quad (A.2)$$

$$\Delta \bar{\Phi}(z) = -\frac{1}{\mathcal{h}} \int_z^d \left[ \Delta \Phi_2(z') - \Delta \Phi_2(z') \right] dz', \quad 0 < z < d. \quad (A.3)$$

Here, $d$ is the location where $\Delta \Phi(d) = \Delta \bar{\Phi}_0$. From Eq. (4) of the main text, the average interaction energy is given by the expression
\[
\langle E_{\text{int}} \rangle_{\Omega \lambda} = L a_0 (R) + \int_0^L dz \left( -a_1 (R) \langle \cos \Delta \Phi(z) \rangle_{\Omega \lambda} + a_2 (R) \langle \cos 2 \Delta \Phi(z) \rangle_{\Omega \lambda} \right). 
\]

The angular bracket refers to averaging over all the possible realizations of both \( \Omega \lambda \) and \( \Omega_2 \), the sequence-dependent deviations of the base-pair twist away from the average value, which describes an ideal helix. Since Eqs. (A.2) and (A.3) are linear in \( \Omega \lambda \mu \), with \( \Omega \lambda \mu \) Gaussian distributed, the cosine averages can be written as

\[
\langle \cos n \Delta \Phi(z) \rangle_{\Omega \lambda} = \cos n \Delta \Phi_0 \exp \left( -\frac{n^2}{2} \langle \Delta \Phi(z)^2 \rangle_{\Omega \lambda} \right). 
\]

Using Eqs. (A.2) and (A.3), we can write

\[
\langle \Delta \Phi(z)^2 \rangle_{\Omega \lambda} = \frac{1}{h^2} \int_d^d dz' \int_d^d dz'' \left[ \langle \Omega \lambda_1 (z') - \Omega \lambda_2 (z') \rangle [\langle \Omega \lambda_1 (z'') - \Omega \lambda_2 (z'') \rangle] \right]_{\Omega \lambda}, \quad d < z < L, 
\]

\[
\langle \Delta \Phi(z)^2 \rangle_{\Omega \lambda} = \frac{1}{h^2} \int_z^d dz' \int_z^d dz'' \left[ \langle \Omega \lambda_1 (z') - \Omega \lambda_2 (z') \rangle [\langle \Omega \lambda_1 (z'') - \Omega \lambda_2 (z'') \rangle] \right]_{\Omega \lambda}, \quad 0 < z < d. 
\]

For the uncorrelated case, for all \( z \), \( \langle \Omega \lambda_1 (z') \Omega \lambda_2 (z') \rangle_{\Omega \lambda} = 0 \). Combining this relationship with Eq. (3) of the main text yields

\[
\langle \Delta \Phi(z)^2 \rangle_{\Omega \lambda} = \frac{2}{\lambda_c^{0(0)}} \int_d^d dz' \int_d^d dz'' \delta(z' - z'') = \frac{2(z-d)}{\lambda_c^{0(0)}}, \quad d < z < L, 
\]

\[
\langle \Delta \Phi(z)^2 \rangle_{\Omega \lambda} = \frac{2}{\lambda_c^{0(0)}} \int_z^d dz' \int_z^d dz'' \delta(z' - z'') = \frac{2(d-z)}{\lambda_c^{0(0)}}, \quad 0 < z < d. 
\]

The average energy interaction energy (A.5) can thus be evaluated as

\[
\langle E_{\text{int}} \rangle_{\Omega \lambda} = L a_0 (R) - \lambda_c^{0(0)} a_1 (R) \cos \Delta \Phi_0 \left[ 2 - \exp \left( -\frac{d}{\lambda_c^{0(0)}} \right) - \exp \left( -\frac{L-d}{\lambda_c^{0(0)}} \right) \right] 
\]

\[
+ \lambda_c^{0(0)} a_2 (R) \cos 2 \Delta \Phi_0 \left[ 2 - \exp \left( -\frac{4d}{\lambda_c^{0(0)}} \right) - \exp \left( -\frac{4(L-d)}{\lambda_c^{0(0)}} \right) \right]. 
\]

Minimization of Eq. (A.10) with respect to \( d \) yields

\[
0 = -a_1 (R) \cos \Delta \Phi_0 \left[ \exp \left( -\frac{d}{\lambda_c^{0(0)}} \right) - \exp \left( -\frac{L-d}{\lambda_c^{0(0)}} \right) \right] 
\]

\[
+ a_2 (R) \cos 2 \Delta \Phi_0 \left[ \exp \left( -\frac{4d}{\lambda_c^{0(0)}} \right) - \exp \left( -\frac{4(L-d)}{\lambda_c^{0(0)}} \right) \right]. 
\]
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This provides the solution for the location, \( d = L / 2 \), of the phase alignment that minimizes the average energy. Also, minimization of Eq. (A.10) with respect to \( \Delta \Phi_0 \) yields

\[
\cos \Delta \Phi_0 = \frac{a_i(R)}{4a_z(R)} \left[ 1 - \exp \left( -\frac{L}{2\lambda_c^{(0)}} \right) \right] \leq 1, \quad \text{or} \quad \cos \Delta \Phi_0 = 1. \quad (A.12)
\]

For the values of the \( a \) coefficients used in our simulations, we need only consider the latter solution, \( \cos \Delta \Phi_0 = 1 \), so

\[
\langle E_{\text{int}} \rangle_{\bar{\Omega}} = L a_i(R) - 2\lambda_c^{(0)} a_i(R) \left[ 1 - \exp \left( -\frac{L}{2\lambda_c^{(0)}} \right) \right] + \frac{\lambda_c^{(0)} a_i(R)}{2} \left[ 1 - \exp \left( -\frac{2L}{\lambda_c^{(0)}} \right) \right]. \quad (A.13)
\]

**Parallel Homologous case**

For the parallel homologous case, Eqs. (A.4)-(A.7) can still be utilized, however the next step to determine the interaction energy requires a different formulation. Crucially, the deviation of the twist angles are now the same for the two fragments, \( \bar{\Delta} \Omega(z') = \bar{\Delta} \Omega(z) \), when \( L_{NH} < z' < L_{NH} + L_{NH} \), but as with the random case, \( \langle \bar{\Delta} \Omega(z') \bar{\Delta} \Omega(z^*) \rangle = 0 \) elsewhere. In what follows, we will assume that the optimum location for the twist angle alignment occurs again at \( d = L / 2 \) on symmetry grounds alone; rigorously proving this is complicated so we refrain from presenting this here.

Equations (A.6) and (A.7), for parallel homologous fragments, become

\[
\langle \Delta \Phi(z)^2 \rangle_{\bar{\Omega}} = \frac{2(z-L_{NH}-L_{NH})}{\lambda_c}, \quad \text{when} \quad z > L_{NH} + L_{NH}, \quad (A.14)
\]

\[
\langle \Delta \Phi(z)^2 \rangle_{\bar{\Omega}} = 0, \quad \text{when} \quad L_{NH} + L_{NH} > z > L_{NH}, \quad (A.15)
\]

\[
\langle \Delta \Phi(z)^2 \rangle_{\bar{\Omega}} = \frac{2(L_{NH}-z)}{\lambda_c}, \quad \text{when} \quad z < L_{NH}. \quad (A.16)
\]

Thus, for the average energy, we obtain from Eqs. (A.4), (A.5), (A.14)-(A.16)

\[
\langle E_{\text{int}} \rangle_{\bar{\Omega}} = L a_i(R) - L_{NH} \left( a_i(R) \cos \Delta \Phi_0 - a_z(R) \cos 2\Delta \Phi_0 \right) - 2\lambda_c \left[ a_i(R) \cos \Delta \Phi_0 \left( 1 - \exp \left( -\frac{L_{NH}}{\lambda_c} \right) \right) - a_z(R) \cos 2\Delta \Phi_0 \left( 1 - \exp \left( -\frac{4L_{NH}}{\lambda_c} \right) \right) \right]. \quad (A.17)
\]
Setting $\cos \Delta \Phi_0 = 1$ in Eq. (A.17) yields

$$\langle E_{\omega} \rangle_{\Omega} = L a_0(R) - L_H \left( a_1(R) - a_2(R) \right) - 2 a_c \left[ a_i(R) \left( 1 - \exp \left( \frac{-L_{NH}}{\lambda_c} \right) \right) - a_i(R) \left( 1 - \exp \left( \frac{-4L_{NH}}{\lambda_c} \right) \right) \right].$$

(A.18)

**Antiparallel Homologous case**

For the antiparallel homologous case, again Eqs. (A.4)-(A.7) hold. However, now we have $\Delta \Omega_i(z') = \Delta \Omega_i(2L_{NH} + L_H - z')$ when $L_{NH} < z' < L_H + L_{NH}$ and $\langle \Delta \Omega_i(z') \Delta \Omega_i(z^*) \rangle = 0$ elsewhere.

Upon on evaluation of Eqs. (A.6) and (A.7) we find new expressions for $\langle \Delta \Phi(z)^2 \rangle_{\Omega}$. For $0 > d > L_{NH}$ we obtain

$$\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} |d - z|, \quad 0 < z < L_{NH} + L_H / 2,$$

(A.19)

$$\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} (L_H + 2L_{NH} - d - z), \quad L_{NH} + L_H / 2 < z < L_{NH} + L_H,$$

(A.20)

$$\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} (z - d - L_H), \quad L_{NH} + L_H < z < 2L_{NH} + L_H,$$

(A.21)

When $L_{NH} < d < L_{NH} + L_H / 2$,

$$\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} |d - z|, \quad 0 < z < L_{NH} + L_H / 2,$$

(A.22)

$$\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} |L_H + 2L_{NH} - d - z|, \quad L_{NH} + L_H / 2 < z < 2L_{NH} + L_H.$$

(A.23)

When $L_{NH} + L_H > d > L_{NH} + L_H / 2$,

$$\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} |z - d|, \quad L_{NH} + L_H / 2 < z < 2L_{NH} + L_H,$$

(A.24)

$$\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} |z + d - L_H - 2L_{NH}|, \quad 0 < z < L_{NH} + L_H / 2.$$

(A.25)

Finally, when $2L_{NH} + L_H > d > L_{NH} + L_H$

$$\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} |z - d|, \quad L_{NH} + L_H / 2 < z < 2L_{NH} + L_H,$$

(A.26)
\[ \langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} (z + d - 2L_{NH} - L_H), \quad L_{NH} < z < L_{NH} + L_H / 2, \quad \text{(A.27)} \]

\[ \langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2}{\lambda_c^{(0)}} (d - z - L_H), \quad 0 < z < L_{NH}. \quad \text{(A.28)} \]

To evaluate for the ensemble averaged energy (Eq. (A.5)) for this case, we must evaluate the integral \( X_n \), defined as

\[ X_n = \int_0^L dz \exp \left( -\frac{n^2 \langle \Delta \Phi(z)^2 \rangle_{\Omega}}{2} \right). \quad \text{(A.29)} \]

We first evaluate \( X_n \) for the case where \( 0 < d < L_{NH} \). Substituting Eqs. (A.19)-(A.21) into Eq. (A.29) yields

\[ X_n = \frac{\lambda_c^{(0)}}{n^2} \left[ 2 - \exp \left( -\frac{n^2 d}{\lambda_c^{(0)}} \right) - 2 \exp \left( \frac{n^2 (d - L_{NH} - L_H / 2)}{\lambda_c^{(0)}} \right) + 2 \exp \left( \frac{n^2 (d - L_{NH})}{\lambda_c^{(0)}} \right) - \exp \left( \frac{n^2 (d - 2L_{NH})}{\lambda_c^{(0)}} \right) \right]. \quad \text{(A.30)} \]

Next, we consider the case \( L_{NH} < d < L_{NH} + L_H / 2 \). Here, upon substituting Eqs. (A.22) and (A.25) into Eq. (A.29), we obtain

\[ X_n = \frac{\lambda_c^{(0)}}{n^2} \left[ 4 - 2 \exp \left( -\frac{n^2 d}{\lambda_c^{(0)}} \right) - 2 \exp \left( \frac{n^2 (d - L_{NH} - L_H / 2)}{\lambda_c^{(0)}} \right) \right]. \quad \text{(A.31)} \]

In the case where \( L_{NH} + L_H / 2 < d < L_{NH} + L_H \), upon substituting Eqs. (A.26) and (A.25) into Eq. (A.29), we find

\[ X_n = \frac{\lambda_c^{(0)}}{n^2} \left[ 4 - 2 \exp \left( -\frac{(L_H + 2L_{NH} - d)n^2}{\lambda_c^{(0)}} \right) - 2 \exp \left( -\frac{n^2 (d - L_{NH} - L_H / 2)}{\lambda_c^{(0)}} \right) \right]. \quad \text{(A.32)} \]

Last of all, we obtain for \( L_{NH} + L_H < d < 2L_{NH} + L_H \), by substituting Eqs. (A.26)-(A.28) into Eq. (A.29), the expression

\[ X_n = \frac{\lambda_c^{(0)}}{n^2} \left[ 2 - \exp \left( -\frac{n^2 (L_H + 2L_{NH} - d)}{\lambda_c^{(0)}} \right) - 2 \exp \left( -\frac{n^2 (d - L_{NH} - L_H / 2)}{\lambda_c^{(0)}} \right) \right] + 2 \exp \left( -\frac{n^2 (d - L_{NH} - L_H)}{\lambda_c^{(0)}} \right) - \exp \left( -\frac{n^2 (d - L_H)}{\lambda_c^{(0)}} \right). \quad \text{(A.33)} \]

We will assume that average energy is minimized when \( X_n \) is maximized (which should be true when \( a_i(R) > 4a_z(R) \), the case that we consider) since Eqs. (A.30) and (A.33), valid for
\[ 0 < d < L_{NH} \text{ and } L_{NH} + L_H < d < 2L_{NH} + L_H \text{ respectively, possess no turning points (no points where the derivative respect to } d \text{ is zero) in these ranges. Indeed, Eq. (A.30) monotonically increases as a function of } d \text{, as } d \to L_{NH}, \text{ while Eq. (A.33) monotonically decreases as } d \to L_{NH} + L_H. \text{ Turning points only occur for the expressions valid for } L_{NH} < d < L_{NH} + L_H / 2 \text{ and } L_{NH} + L_H / 2 < d < L_{NH} + L_H, \text{ Eqs.(A.31) and (A.32). The turning points (extrema) thus satisfy the equations}

\[
0 = \frac{dX_n}{d(d)} = 2\exp\left(\frac{dn^2}{\lambda_c^{(0)}}\right) - 2\exp\left(\frac{n^2(d - L_{NH} - L_H / 2)}{\lambda_c^{(0)}}\right),
\]

and

\[
0 = \frac{dX_n}{d(d)} = 2\exp\left(-\frac{(L_H + 2L_{NH} - d)n^2}{\lambda_c^{(0)}}\right) - 2\exp\left(-\frac{n^2(d - L_{NH} - L_H / 2)}{\lambda_c^{(0)}}\right).
\]

The solutions to Eq. (A.34) and (A.35) are \( d = L_{NH} / 2 + L_H / 4 \) and \( d = 3L_{NH} / 2 + 3L_H / 4 \).

Therefore, provided that \( L_H > 2L_{NH} \) these two values of \( d \) maximize \( X_n \). When \( L_H < 2L_{NH} \) there are no turning points in the complete piecewise function \( X_n \), instead \( X_n \) is maximized where there are discontinuities in the derivative that lie at \( d = L_{NH} \) and \( d = L_{NH} + L_H \). Thus, for \( a_1(R) > 4a_2(R) \), the minimized energy is

\[
\left\langle E_{\text{rec}} \right\rangle_{\Delta} = a_0(R)\left(2L_{NH} + L_H\right) + \left\{-4a_1(R)\lambda_c^{(0)}\left[1 - \exp\left(-\frac{L_{NH} + L_H / 2}{2\lambda_c^{(0)}}\right)\right]\right\}
\]

\[
+ a_2(R)\lambda_c^{(0)}\left[1 - \exp\left(-\frac{2L_{NH} + L_H}{\lambda_c^{(0)}}\right)\right]\theta(L_H - 2L_{NH})
\]

\[
\left\{-a_1(R)\lambda_c^{(0)}\left[4 - 2\exp\left(-\frac{L_{NH}}{\lambda_c^{(0)}}\right) - 2\exp\left(-\frac{L_H}{2\lambda_c^{(0)}}\right)\right]\right\}
\]

\[
+ a_2(R)\lambda_c^{(0)}\left[1 - \frac{1}{2} \exp\left(-\frac{4L_{NH}}{\lambda_c^{(0)}}\right) - \frac{1}{2} \exp\left(-\frac{2L_H}{\lambda_c^{(0)}}\right)\right]\theta(2L_{NH} - L_H).
\]

**Recognition Energies**

We now obtain the recognition energies by taking the difference between the interaction energies of molecules with parallel homology and those with uncorrelated sequences. Subtracting Eq. (A.13) from (A.18) yields

\[
E_{\text{rec}} = -L_H \left(a_1(R) - a_2(R)\right)
\]

\[
+ 2\lambda_c \left[a_1(R)\exp\left(-\frac{L_{NH}}{\lambda_c}\right)\left(1 - \exp\left(-\frac{L_H}{2\lambda_c}\right)\right) - a_2(R)\exp\left(-\frac{4L_{NH}}{\lambda_c}\right)\left(1 - \exp\left(-\frac{2L_H}{\lambda_c}\right)\right)\right].
\]
The recognition energy for molecules with antiparallel homologous alignment is found similarly, by subtracting Eq. (A.13) from (A.36):

\[
E_{\text{rec}} = \left\{ -a_1(R)\lambda_c^{(0)} \left[ 2 - 4\exp \left( -\frac{L_{\text{NH}} + L_{\mu}}{2\lambda_c^{(0)}} \right) + 2\exp \left( -\frac{L_{\text{NH}} + L_{\mu}/2}{\lambda_c^{(0)}} \right) \right] \right. \\
+ a_2(R)\lambda_c^{(0)} \left[ \frac{1}{2} - \exp \left( -\frac{2L_{\text{NH}} + L_{\mu}}{\lambda_c^{(0)}} \right) + \frac{1}{2} \exp \left( -\frac{4L_{\text{NH}} + 2L_{\mu}}{\lambda_c^{(0)}} \right) \right] \theta(L_{\mu} - 2L_{\text{NH}}) + \\
\left. \left\{ -a_1(R)\lambda_c^{(0)} \left[ 2 - 2\exp \left( -\frac{L_{\text{NH}}}{\lambda_c^{(0)}} \right) - 2\exp \left( -\frac{L_{\mu}}{2\lambda_c^{(0)}} \right) + 2\exp \left( -\frac{L_{\text{NH}} + L_{\mu}/2}{\lambda_c^{(0)}} \right) \right] \right. \\
+ a_2(R)\lambda_c^{(0)} \left[ \frac{1}{2} - \frac{1}{2} \exp \left( -\frac{4L_{\text{NH}}}{\lambda_c^{(0)}} \right) \right] - \frac{1}{2} \exp \left( -\frac{2L_{\mu}}{\lambda_c^{(0)}} \right) + \frac{1}{2} \exp \left( -\frac{4L_{\text{NH}} + 2L_{\mu}}{\lambda_c^{(0)}} \right) \right\} \theta(2L_{\text{NH}} - L_{\mu}). \right. 
\]

\text{(A.38)}

Upon considering only the interaction energy over the region of homologous overlap, we set \( L_{\text{NH}} = 0 \), giving Eqs. (7) and (8) of the main text.

**Appendix B. Minimizing before averaging**

**General Considerations**

Now, let us consider minimizing the energy to find the optimal azimuthal orientation of each type of pair, \( \Delta \Phi_0 \), for each realization of \( \triangleOmega_1(z) \) and \( \triangleOmega_2(z) \) before ensemble averaging over different sequence twist angle realizations. Minimizing the unaveraged interaction energy (Eq. (4) of the main text) with respect to \( \Delta \Phi_0 \) yields the following integral equation

\[
0 = \int_0^L dz \left[ -a_1(R) \left[ \sin \left( \Delta \Phi_0(z) \right) \cos \left( \Delta \Phi_0(z) \right) + \cos \left( \Delta \Phi_0(z) \right) \sin \left( \Delta \Phi_0(z) \right) \right] \right. \\
+ \left. a_2(R) \left[ \sin \left( 2\Delta \Phi_0(z) \right) \cos \left( 2\Delta \Phi_0(z) \right) + \cos \left( 2\Delta \Phi_0(z) \right) \sin \left( 2\Delta \Phi_0(z) \right) \right] \right. \\
\left. \right. \\
+ \int_0^L dz \left[ \sin \left( \Delta \Phi_0(z) \right) \cos \left( \Delta \Phi_0(z) \right) + \cos \left( \Delta \Phi_0(z) \right) \sin \left( \Delta \Phi_0(z) \right) \right]. 
\]

\text{(B.1)}

where

\[
\Delta \Phi(z) = \frac{1}{h} \int_0^z dz' \left( \triangleOmega_1(z') - \triangleOmega_2(z') \right). 
\]

\text{(B.2)}

In principle, one can solve Eq. (B.1) for \( \cos \left( \Delta \Phi_0 \right) \) terms of \( \int_0^L dz \sin \left( \Delta \Phi(z) \right) \) by solving a quadratic equation. However, such a solution would be cumbersome, and it is probably not possible to obtain an analytical expression of the average of the energy over different twist angle realizations \( \triangleOmega_\mu(z') \). In what follows, we carry out an analysis by simply treating \( \Delta \Phi(z) \) as a small
perturbation from its average value [61]. In other words, we write $\Delta \Phi_0 = \Delta \Phi_0 + \chi$ where now $\Delta \Phi_0$ is the value of that minimizes the interaction energy when $(\partial \Omega_1 (z') - \partial \Omega_2 (z')) = 0$, which is given by

$$\cos \Delta \Phi_0 = \frac{a_1(R)}{2a_2(R)} \leq 1, \quad \text{or} \quad \cos \Delta \Phi_0 = 1. \quad (B.3)$$

Here, $\chi$ is the correction to $\Delta \Phi_0$ due to $\Delta \Phi(\ldots)$. We also expand out in powers of $\chi$. From Eq. (B.1), this expansion yields, to leading order,

$$0 = -a_1(R) \sin(\Delta \Phi_0) + 2a_2(R) \sin(2\Delta \Phi_0) + \int_0^L dz \left[ -a_1(R) \left( \frac{1}{h} \int_0^L dz' (\partial \Omega_1 (z') - \partial \Omega_2 (z')) + \chi \right) \cos(\Delta \Phi_0) 
+ \int_0^L dz \left( 2a_2(R) \left( \frac{1}{h} \int_0^L dz' (\partial \Omega_1 (z') - \partial \Omega_2 (z')) + 2\chi \right) \cos(2\Delta \Phi_0). \right]$$

(B.4)

Since we require that $-a_1(R) \sin(\Delta \Phi_0) + 2a_2(R) \sin(2\Delta \Phi_0) = 0$, we obtain from Eq. (B.4)

$$\chi = -\frac{1}{hL} \int_0^L dz \int_0^L dz' (\partial \Omega_1 (z') - \partial \Omega_2 (z')). \quad (B.5)$$

Thus we obtain the general result Eq. (9) of the main text. Again, let us deal with each of the three types of fragment pairs in turn, starting again with completely uncorrelated random sequences.

**Random Sequences**

Both Eqs. (A.4) and (A.5) still apply. Therefore, we again start by computing the average value $\langle \Delta \Phi(z)^2 \rangle_{\delta \lambda}$. We can first write this as

$$\langle \Delta \Phi(z)^2 \rangle_{\delta \lambda} = \frac{1}{h^2 L^2} \int_0^L dz \int_0^L dz' \int_0^L ds \int_0^L ds' \left\langle (\partial \Omega_1 (s) - \partial \Omega_2 (s)) (\partial \Omega_1 (s') - \partial \Omega_2 (s')) \right\rangle_{\delta \lambda}$$

$$- \frac{2}{h^2 L} \int_0^L dz \int_0^L dz' \int_0^L ds \int_0^L ds' \left\langle (\partial \Omega_1 (s) - \partial \Omega_2 (s)) (\partial \Omega_1 (s') - \partial \Omega_2 (s')) \right\rangle_{\delta \lambda}$$

$$+ \frac{1}{h^2} \int_0^L dz \int_0^L ds \int_0^L ds' \left\langle (\partial \Omega_1 (s) - \partial \Omega_2 (s)) (\partial \Omega_1 (s') - \partial \Omega_2 (s')) \right\rangle_{\delta \lambda}. \quad (B.6)$$

Now we, again, use the fact that for completely uncorrelated sequences $\langle \partial \Omega_1 (z') \partial \Omega_2 (z) \rangle = 0$. Therefore, using Eq. (3) of the main text, we obtain a positive definite quadratic form,
\[ \langle \Delta \Phi(z)^2 \rangle_\Omega = \frac{2L}{3 \lambda_c^{(0)}} + \frac{2z^2}{L \lambda_c^{(0)}} - \frac{2}{\lambda_c^{(0)}} z. \]  

(B.7)

Let us consider again the integral \( X_n \) as defined by Eqs. (A.29). Using Eq. (B.7), this can be written as

\[ X_n = \exp \left( \frac{L \ln^2}{3 \lambda_c^{(0)}} \right) \int_0 \exp \left( -n^2 z^2 \frac{L \lambda_c^{(0)}}{\lambda_c^{(0)}} \right) dz = \exp \left( -L \ln^2 \frac{\pi \lambda_c^{(0)}}{n^2} \right) \sqrt{\frac{4 \lambda_c^{(0)}}{n^2}} \text{erf} \left( \sqrt{\frac{L \ln^2}{4 \lambda_c^{(0)}}} \right) = X_i \left( L, \frac{\lambda_c^{(0)}}{n^2} \right). \]

(B.8)

Thus, we can write the average energy (given by Eq. (A.4)) as

\[ \langle E_{\text{int}} \rangle_\Omega = L a_0 - L a_1 X_i \left( L, \lambda_c^{(0)} \right) \cos \Delta \Phi_0 + L a_2 X_i \left( L, \frac{\lambda_c^{(0)}}{4} \right) \cos 2 \Delta \Phi_0. \]

(B.9)

**Imbedded Parallel Homologous Sequences**

Here, as before in Appendix A, \( \overline{\partial \Omega}_1 (z) = \overline{\partial \Omega}_2 (z') \) for \( L_{NH} < z < L_H + L_{NH} \), otherwise \( \langle \overline{\partial \Omega}_1 (z) \overline{\partial \Omega}_2 (z') \rangle_{\Omega_1} = 0 \). We first consider the average \( \langle \chi^2 \rangle_{\Omega_1} \), which we can write, using Eq. (B.5), as

\[ \langle \chi^2 \rangle_{\Omega_1} = \frac{1}{h^2 (L_H + 2 L_{NH})^2} \left[ (L_H + L_{NH})^2 \int_0^{L_H} \int_0^{L_{NH}} ds \int_0^{L_H} \int_0^{L_{NH}} ds' A(s, s') + 2 (L_H + L_{NH}) \int_0^{L_H} \int_0^{L_{NH}} dz \int_0^{L_H} \int_0^{L_{NH}} dz' \int_0^{L_H} \int_0^{L_{NH}} dz'' \int_0^{L_H} \int_0^{L_{NH}} ds'' A(s, s') \right] \]

(B.10)

where

\[ A(s, s') = \langle \overline{\partial \Omega}_1 (s) \overline{\partial \Omega}_2 (s') \rangle_{\Omega_1} + \langle \overline{\partial \Omega}_2 (s) \overline{\partial \Omega}_2 (s') \rangle_{\Omega_1}. \]

(B.11)

Using Eq. (3) of the main text we may evaluate Eqs. (B.10). This yields

\[ \langle \chi^2 \rangle_{\Omega_1} = \frac{2 L_{NH}}{L_H + 2 L_{NH}} \frac{L_{NH}^3}{L_H^3} + \frac{4 L_{NH}^3}{3 \lambda_c^{(0)} (L_H + 2 L_{NH})^2}. \]

(B.12)

Next, let us again evaluate \( \langle \Delta \Phi(z)^2 \rangle \). For \( 0 < z < L_{NH} \),

\[ \langle \Delta \Phi(z)^2 \rangle_{\Omega_1} = \frac{1}{h^2} \int_0 z \int_0 ds' A(s, s') - \frac{2}{(L_H + 2 L_{NH})} \left[ \int_0 z \int_0 ds' A(s, s') \right] \]

(B.13)

\[ -(L_H + L_{NH}) \int_0 z \int_0 ds' A(s, s') - \int_{L_H + L_{NH}}^{2 L_{NH} + L_H} dz' \int_0 z \int_0 ds' A(s, s') \]

and for \( L_{NH} < z < L_{NH} + L_H \),
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where \( A(s, s') \) is given by Eq. (B.11). We find that Eqs (B.13)-(B.15) become (using Eq. (3) of the main text)

\[
\langle \Delta \Phi(z)^2 \rangle_{\Delta} = \frac{2z^2}{\lambda_c^0(L_h + 2L_{\text{NH}})} - \frac{2z}{\lambda_c^0(L_h + 2L_{\text{NH}})} + \frac{4L_{\text{NH}}}{3\lambda_c^0(L_h + 2L_{\text{NH}})^2},
\]

\[
\langle \Delta \Phi(z)^2 \rangle_{\Delta} = \frac{4L_{\text{NH}}}{3\lambda_c^0(L_h + 2L_{\text{NH}})^2} + \frac{2(s - L_{\text{NH}} - L_h)^2}{(L_h + 2L_{\text{NH}})\lambda_c^0} + \frac{2L_h(s - L_{\text{NH}} - L_h)}{(L_h + 2L_{\text{NH}})\lambda_c^0}.
\]

Let us consider again the integral \( X_n \) defined in Eq. (A.29). Now, we write the sum

\[
X_n = X_n^{(1)} + X_n^{(2)} + X_n^{(3)},
\]

where

\[
X_n^{(1)} = \int_0^{L_{\text{NH}}} dz \exp \left( -\frac{n^2}{2} \langle \Delta \Phi(z)^2 \rangle_{\Delta} \right) = \sqrt{\frac{\lambda_c^0(L_h + 2L_{\text{NH}})\pi}{4n^2}} \exp \left( -\frac{n^2}{12\lambda_c^0(L_h + 2L_{\text{NH}})^2} \right) \times
\]

\[
\left[ \text{erf} \left( \frac{n^2}{\lambda_c^0(L_h + 2L_{\text{NH}})} \right) \left( L_{\text{NH}} + L_h \right) \right] - \text{erf} \left( \frac{n^2}{\lambda_c^0(L_h + 2L_{\text{NH}})} \left( \frac{L_h}{2} \right) \right),
\]

(20)
$$X_n^{(2)} = \int_{L_{NH}}^{L_{HN}} dz \exp \left( -\frac{n^2 \langle \Delta \Phi(z)^2 \rangle}{2} \right) = L \exp \left( -\frac{2n^2 L_{NH}^2}{3\lambda_{c}^{(0)}(L_{HN} + 2L_{NH})^2} \right).$$

$$X_n^{(3)} = \int_{L_{NH}}^{2L_{HN} + L_{HN}} dz \exp \left( -\frac{\langle \Delta \Phi(z)^2 \rangle}{2} \right) = X_n^{(1)}.$$  

(B.21)

(B.22)

The last equality is found via the variable change $z' = L_{NH} - z$ (the symmetry of the problem demands that this must be the case). Thus, the average interaction energy (Eq. (A.4)) becomes

$$\langle E_{\text{int}} \rangle_{\Omega} = L a_0 - L a_1 X_p \left( L_{NH}, L_{HN}, \lambda_{c}^{(0)} \right) \cos(\Delta \Phi_0) + L a_2 X_h \left( L_{NH}, L_{HN}, \lambda_{c}^{(0)} / 4 \right) \cos(2 \Delta \Phi_0),$$

(B.23)

where

$$X_p \left( L_{NH}, L_{HN}, \lambda_{c}^{(0)} \right) = \sqrt{\pi} \lambda_{c}^{(0)}(L_{HN} + 2L_{NH}) \exp \left( -\frac{8L_{NH}^3 - 3L_{HN}^3 - 6L_{NH}L_{HN}^2}{12\lambda_{c}^{(0)}(L_{HN} + 2L_{NH})^2} \right) \times$$

$$\left[ \text{erf} \left( \sqrt{\frac{1}{(L_{HN} + 2L_{NH})\lambda_{c}^{(0)}}(L_{HN} + \frac{L_{HN}}{2})} \right) - \text{erf} \left( \sqrt{\frac{1}{(L_{HN} + 2L_{NH})\lambda_{c}^{(0)}}(\frac{L_{HN}}{2})} \right) \right] + L \exp \left( -\frac{2L_{NH}^2}{3\lambda_{c}^{(0)}(L_{HN} + 2L_{NH})^2} \right).$$

(B.24)

**Imbedded Antiparallel Homologous Sequences**

For the case of antiparallel homologous sequences, where, as before, $\partial X_{\lambda}(L_{HN} + 2L_{NH} - z) = \partial X_{\lambda}(z)$ within the homology region $L_{NH} < z < L_{HN} + L_{NH}$, and $\langle \partial X_{\lambda}(z) \partial X_{\lambda}(z') \rangle_{\lambda\lambda} = 0$ elsewhere. Again, we start by finding $\langle X_{\lambda}^2 \rangle_{\lambda\lambda}$. From Eq. (B.5), this is given by the expression

$$\langle X_{\lambda}^2 \rangle_{\lambda\lambda} = \frac{1}{h^2(L_{HN} + 2L_{NH})^2} \left[ (L_{HN} + L_{NH})^2 \int_{L_{NH}}^{L_{HN}} ds \int_{L_{NH}}^{L_{HN}} ds' A(s, s') + L_{NH}^2 \int_{L_{NH}}^{L_{HN}} ds \int_{L_{NH}}^{L_{HN}} ds' B(s, s') + 2(L_{HN} + L_{NH}) \int_{L_{NH}}^{L_{HN}} dz \int_{L_{NH}}^{L_{HN}} dz' \int_{L_{NH}}^{L_{HN}} \int_{L_{NH}}^{L_{HN}} ds' A(s, s') + \right.$$

$$+2L_{NH} \int_{L_{NH}}^{L_{HN}} dz \int_{L_{NH}}^{L_{HN}} dz' \int_{L_{NH}}^{L_{HN}} \int_{L_{NH}}^{L_{HN}} ds' B(s, s') + \int_{L_{NH}}^{L_{HN}} dz \int_{L_{NH}}^{L_{HN}} dz' \int_{L_{NH}}^{L_{HN}} \int_{L_{NH}}^{L_{HN}} ds' B(s, s') + 2\int_{L_{NH}}^{L_{HN}} dz \int_{L_{NH}}^{L_{HN}} dz' \int_{L_{NH}}^{L_{HN}} \int_{L_{NH}}^{L_{HN}} ds' A(s, s') +$$

$$\left. + \int_{L_{NH}}^{L_{HN}} dz \int_{L_{NH}}^{L_{HN}} dz' \int_{L_{NH}}^{L_{HN}} \int_{L_{NH}}^{L_{HN}} ds' B(s, s') + \right] \int_{L_{NH}}^{L_{HN}} dz \int_{L_{NH}}^{L_{HN}} dz' \int_{L_{NH}}^{L_{HN}} \int_{L_{NH}}^{L_{HN}} ds' A(s, s') \right],$$

(B.25)

where

$$B(s, s') = \langle \partial X_{\lambda}(s) \partial X_{\lambda}(s') \rangle_{\lambda\lambda} + 2 \langle \partial X_{\lambda}(L_{HN} + 2L_{NH} - s) \partial X_{\lambda}(s') \rangle_{\lambda\lambda} + \langle \partial X_{\lambda}(L_{HN} + 2L_{NH} - s) \partial X_{\lambda}(L_{HN} + 2L_{NH} - s') \rangle_{\lambda\lambda}. $$

(B.26)
Again using Eq. (3) of the main text we are able to evaluate Eq. (B.25), yielding

$$
\langle \chi^2 \rangle_{\Omega} = \frac{2L_{NH}(L_H + L_{NH})}{\lambda^2_v(L_H + 2L_{NH})} + \frac{4L^3_{NH}}{3\lambda^2_v(L_H + 2L_{NH})^2} + \frac{L^3_H}{3\lambda^2_v(L_H + 2L_{NH})^2}.
$$

(B.27)

Now we have for $\langle \Delta \Phi(z)^2 \rangle$ the following expressions

$$
\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{1}{h^2} \int_0^{L_{NH}} ds \int_0^{L_{NH}} ds' A(s, s') - \frac{1}{h^2(L_H + 2L_{NH})} \int_0^{L_{NH}} dz \int_0^{L_{NH}} ds' A(s, s')
$$

when $0 < z \leq L_{NH}$,

$$
\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \langle \Delta \Phi(L_{NH})^2 \rangle_{\Omega} + \frac{1}{h^2} \int_0^{L_{NH}} ds \int_0^{L_{NH}} ds' B(s, s') - \frac{1}{h^2(L_H + 2L_{NH})} \int_0^{L_{NH}} dz \int_0^{L_{NH}} ds' B(s, s')
$$

when $L_{NH} < z \leq L_{NH} + L_H$,

$$
\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \langle \Delta \Phi(L_{NH} + L_H)^2 \rangle_{\Omega} + \frac{1}{h^2} \int_0^{L_{NH}} ds \int_0^{L_{NH}} ds' A(s, s')
$$

when $L_{NH} + L_H < z \leq 2L_{NH} + L_H$,

(B.29)

(B.30)

where $A(s, s')$ and $B(s, s')$ are given by Eqs. (B.11) and (B.26). Using Eq. (3) of the main text, Eqs. (B.28)-(B.30) become

$$
\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2z^2}{\lambda^2_v(L_H + 2L_{NH})} - \frac{2s}{\lambda^2_v(L_H + 2L_{NH})} + \langle \chi^2 \rangle_{\Omega},
$$

for $0 < z \leq L_{NH}$,

$$
\langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{2L^2_{NH}}{\lambda^2_v(L_H + 2L_{NH})} - \frac{2L_{NH}}{\lambda^2_v(L_H + 2L_{NH})} + \frac{4(s - L_{NH})^2}{\lambda^2_v(L_H + 2L_{NH})} + \frac{2(2L_{NH} - L_H)(s - L_{NH})}{\lambda^2_v(L_H + 2L_{NH})}
$$

$$
- \frac{20(2s - 2L_{NH} - L_H)}{\lambda^2_v(L_H + 2L_{NH})} + \langle \chi^2 \rangle_{\Omega},
$$

for $L_{NH} < z \leq 2L_{NH} + L_H$,
for \( L_{NH} < z \leq L_{NH} + L_H \),

\[
\langle \Delta \Phi(z)^2 \rangle_{\alpha \Omega} = \frac{2(z - L_H - L_{NH})^2}{\lambda_c^{(0)}(L_H + 2L_{NH})} - \frac{2L_H(L_{NH} + L_H)}{\lambda_c^{(0)}(L_H + 2L_{NH})} + \frac{2L_H(z - L_H - L_{NH})}{\lambda_c^{(0)}(L_H + 2L_{NH})} + \langle \chi^2 \rangle_{\alpha \Omega},
\]

for \( L_{NH} + L_H < z \leq 2L_{NH} + L_H \). \hfill (B.33)

Let us again consider the integral \( X_n \) defined by Eq. (A.29). In this case we can write it as the sum

\[
X_n = X_n^{(1)} + X_n^{(2)} + X_n^{(3)} + X_n^{(4)},
\]

where now

\[
X_n^{(1)} \equiv \int_0^{L_H} dz \exp \left( - \frac{n^2 \langle \Delta \Phi(z)^2 \rangle}{2} \right)
= \sqrt{\lambda_c^{(0)}(L_H + 2L_{NH}) \frac{\pi}{4n^2}} \exp \left( \frac{n^2(L_H^2 + 6L_{NH}^2) - 8L_{NH}^2}{12\lambda_c^{(0)}(L_H + 2L_{NH})^2} \right)
\left[ \text{erf} \left( \sqrt{\frac{n^2}{(L_H + 2L_{NH})\lambda_c^{(0)}}} \frac{L_{NH} + L_H}{2} \right) - \text{erf} \left( \sqrt{\frac{n^2}{(L_H + 2L_{NH})\lambda_c^{(0)}}} \frac{L_H}{2} \right) \right],
\]

\[
X_n^{(2)} \equiv \int_{L_{NH}}^{L_H + L_H/2} dz \exp \left( - \frac{n^2 \langle \Delta \Phi(z)^2 \rangle}{2} \right)
= \sqrt{\lambda_c^{(0)}(L_H + 2L_{NH}) \frac{\pi}{8n^2}} \exp \left( \frac{n^2(L_H^2 - 6L_{NH}^2) - 12L_H^2L_{NH}^2 + 8L_{NH}^2}{24\lambda_c^{(0)}(L_H + 2L_{NH})^2} \right)
\left[ \text{erf} \left( \sqrt{\frac{2n^2}{(L_H + 2L_{NH})\lambda_c^{(0)}}} \frac{L_{NH} + L_H}{4} \right) - \text{erf} \left( \sqrt{\frac{2n^2}{(L_H + 2L_{NH})\lambda_c^{(0)}}} \frac{L_H}{4} \right) \right],
\]

\[
X_n^{(3)} \equiv \int_{L_{NH} + L_H/2}^{L_{NH} + L_H} dz \exp \left( - \frac{n^2 \langle \Delta \Phi(z)^2 \rangle}{2} \right) = X_n^{(2)},
\]

and lastly

\[
X_n^{(4)} \equiv \int_{L_{NH} + L_H}^{2L_{NH} + L_H} dz \exp \left( - \frac{n^2 \langle \Delta \Phi(z)^2 \rangle}{2} \right) = X_n^{(1)}.
\]

The last equalities in both Eqs. (B.37) and (B.38) can be shown by making the integration variable changes \( z' = L_H + L_{NH} - z \) and \( z' = L_H + 2L_{NH} - z \), respectively. Thus, we obtain for the average energy (Eq. (A.4)) the expression
\[ \langle E_{at} \rangle_\Omega = L_{a0} - L_{a1} X_{ap} (L_{NH}, L_H, \lambda_c^{(0)}) \cos (\Delta \Phi_0) + L_{a2} X_{ap} (L_{NH}, L_H, \lambda_c^{(0)}/4) \cos (2\Delta \Phi_0) , \]

(B.39)

with

\[
X_{ap} (L_{NH}, L_H, \lambda_c^{(0)}) = \sqrt{\pi \lambda_c^{(0)} (L_H + 2L_{NH})} \left\{ \exp \left( \frac{L_H^2 + 6L_{NH} L_H^2 - 8L_{NH}^3}{12 \lambda_c^{(0)} (L_H + 2L_{NH})^2} \right) \times \right.
\]

\[
\left[ \text{Erf} \left( \frac{1}{\lambda_c^{(0)} (L_H + 2L_{NH})} \left( L_{NH} + \frac{L_H}{2} \right) \right) - \text{Erf} \left( \frac{1}{\lambda_c^{(0)} (L_H + 2L_{NH})} \left( \frac{L_H}{2} \right) \right) \right] + \exp \left( \frac{-L_H^2 - 6L_{NH} L_H^2 - 12L_{NH} L_{NH}^2 + 8L_{NH}^3}{24 \lambda_c^{(0)} (L_H + 2L_{NH})^2} \right) \frac{1}{\sqrt{2}} \times \right.
\]

\[
\left[ \text{Erf} \left( \frac{2}{\lambda_c^{(0)} (L_H + 2L_{NH})} \left( \frac{L_{NH}}{2} + \frac{L_H}{4} \right) \right) - \text{Erf} \left( \frac{2}{\lambda_c^{(0)} (L_H + 2L_{NH})} \left( \frac{L_{NH}}{2} - \frac{L_H}{4} \right) \right) \right].
\]

(B.40)

The recognition energy for parallel homology is simply provided by subtracting Eq. (B.9) from Eq. (B.23), while the recognition energy for antiparallel homology is given by subtracting Eq. (B.9) from subtracted from Eq. (B.39).

**Appendix C. Flexible molecules**

Here we consider the effect of the torsional flexibility of DNA. The total pairing energy is now described by Eqs. (10) and (4) of the main text. For the average energy described by Eq. (A.4), the averaging formula given by Eq. (A.5) applies. For flexible molecules we now use Eq. (11) of the main text to compute \( \langle \Delta \Phi(z) \rangle_{\Omega} \), appearing in Eq. (A.5), where \( \Delta \Phi(z) = \Delta \Phi(z) - \Delta \Phi_0 \). Here, we allow for \( x \neq 0 \), when the regions of homology of the pairs may not be directly overlapping, and consider each of the three types of fragment pairs in turn. First we deal with the uncorrelated sequence case.

**Completely random pairs**

From Eqs. (11) and (3) we find that

\[ \langle \Delta \Phi(z) \rangle_{\Omega} = \frac{\lambda_h}{2 \lambda_c^{(0)}}. \]

(C.1)

For the torsional energy contribution (Eq. (1.10) of main text)

\[ \langle \left( \frac{d \Delta \Phi(z)}{dz} - \frac{\delta \Omega_1(z) - \delta \Omega_2(z)}{h} \right)^2 \rangle_{\Omega} = \frac{1}{2 \lambda_c^{(0)} \lambda_h}. \]

(C.2)

Thus, we can write for the average pairing energy per unit length for random sequences
\[ \mathcal{E}_\text{pair}' = \frac{\{E_{\text{pair}}\}_{\{\Omega\}}}{L-x} = \frac{C}{8\lambda_{c}^{(0)}(0)} + a_{1}(R) - a_{1}(R) \exp \left( -\frac{\lambda_{h}}{4\lambda_{c}^{(0)}} \right) \cos \Delta \Phi_{0} + a_{2}(R) \exp \left( -\frac{\lambda_{h}}{\lambda_{c}^{(0)}} \right) \cos 2\Delta \Phi_{0}. \]  

Minimization of Eq. (C.3) with respect to \( \lambda_{h} \) yields the equation

\[ \lambda_{h} = \sqrt{\frac{C}{2 \left( a_{1}(R) \exp \left( -\frac{\lambda_{h}}{4\lambda_{c}^{(0)}} \right) \cos \Delta \Phi_{0} - 4a_{2}(R) \exp \left( -\frac{\lambda_{h}}{\lambda_{c}^{(0)}} \right) \cos 2\Delta \Phi_{0} \right)}}. \]  

Minimization of Eq. (C.13) yields either

\[ \cos \Delta \Phi_{0} = \frac{a_{1}(R)}{4a_{2}(R)} \exp \left( \frac{3\lambda_{h}}{4\lambda_{c}^{(0)}} \right), \]  

or

\[ \cos \Delta \Phi_{0} = 1. \]  

For the values of \( a_{1}(R) \) and \( a_{2}(R) \) considered in the main text, Eq. (C.6) applies.

**Pairs with parallel homologous segments**

Upon considering the interaction between homologous pairs, as their homologous sections are shifted by a distance \( x \), we may neglect finding the interaction energy between the pairs outside the region of homology. Thus, we suppose that for all \( z \) the relationship \( \Omega_{1}(z+x) = \Omega_{2}(z) \). The expression for \( \left\langle \Delta \Phi(z)^{2} \right\rangle_{\{\Omega\}} \) in this case becomes

\[ \left\langle \Delta \Phi(z)^{2} \right\rangle_{\{\Omega\}} = \frac{1}{4h^{2}} \int_{-\infty}^{\infty} dz' \int_{-\infty}^{\infty} dz'' \text{sgn}(z-z') \text{sgn}(z-z'') \exp \left( -\frac{|z-z'|}{\lambda_{h}} \right) \exp \left( -\frac{|z-z''|}{\lambda_{h}} \right) C(z',z''), \]  

where

\[ C(z',z'') = \left\langle \partial \Omega_{1}(z') \partial \Omega_{1}(z'') \right\rangle_{\{\Omega\}} - 2 \left\langle \partial \Omega_{1}(z'+x) \partial \Omega_{1}(z'') \right\rangle_{\{\Omega\}} + \left\langle \partial \Omega_{1}(z'+x) \partial \Omega_{1}(z''+x) \right\rangle_{\{\Omega\}} = \frac{2h^{2}}{\lambda_{c}^{(0)}} (\delta(z'-z'') + \delta(z'+x-z'')). \]  

Evaluation of the integrals in Eq. (C.7) then yields

\[ \left\langle \Delta \Phi(z)^{2} \right\rangle_{\{\Omega\}} = \frac{\lambda_{h}}{2\lambda_{c}^{(0)}} \psi \left( \frac{1}{\lambda_{h}} \right), \]  

with

\[ \psi(y) = 1 - (1-y) \exp(-y). \]  

The average torsional energy is given by
\[ \left( \frac{d\Delta\Phi(z)}{dz} - \frac{\delta \Omega_2(z) - \delta \Omega_2^*(z)}{h} \right)^2 \right|_{\Delta z} = \frac{1}{4h^2 \lambda_n^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( -\frac{|z-z'|-1}{\lambda_n^h} \right) \exp \left( -\frac{|z-z'|}{\lambda_n^h} \right) C(z',z^*). \]

(C.10)

Evaluating the integral in Eq. (C.10) yields
\[ \left( \frac{d\Delta\Phi(z)}{dz} - \frac{\delta \Omega_2(z) - \delta \Omega_2^*(z)}{h} \right)^2 \right|_{\Delta z} = \frac{1}{2\lambda_n^h \lambda_c^{(0)}} \rho \left( \frac{|x|}{\lambda_n^h} \right). \]

(C.11)

where \( \rho(y) = 1 - (1 + y) \exp(-y). \)

(C.12)

Thus, we may find the average pairing energy per unit length (of the homology region)
\[ \varepsilon_{\text{pair}}^p = \frac{C}{8 \lambda_n^h \lambda_c^{(0)}} \rho \left( \frac{|x|}{\lambda_n^h} \right) + a_0(R) - a_1(R) \exp \left( -\frac{\lambda_n^h}{4\lambda_c^{(0)}} \psi \left( \frac{|x|}{\lambda_n^h} \right) \right) \cos \Delta \Phi_0 + a_2(R) \exp \left( -\frac{\lambda_n^h}{\lambda_c^{(0)}} \psi \left( \frac{|x|}{\lambda_n^h} \right) \right) \cos 2 \Delta \Phi_0. \]

(C.13)

Minimization of Eq. (C.13) with respect to \( \lambda_n \) yields the equation
\[ \lambda_n = \frac{C}{\sqrt{2 \left( a_1(R) \exp \left( -\frac{\lambda_n^h}{4\lambda_c^{(0)}} \psi \left( \frac{|x|}{\lambda_n^h} \right) \right) \cos \Delta \Phi_0 - 4a_2(R) \exp \left( -\frac{\lambda_n^h}{\lambda_c^{(0)}} \psi \left( \frac{|x|}{\lambda_n^h} \right) \right) \cos 2 \Delta \Phi_0 \right)}}. \]

(C.14)

Minimization of Eq. (C.13) with respect to \( \Delta \Phi_0 \) yields either
\[ \cos \Delta \Phi_0 = \frac{a_1(R)}{4a_2(R)} \exp \left( \frac{3\lambda_n^h}{4\lambda_c^{(0)}} \psi \left( \frac{|x|}{\lambda_n^h} \right) \right), \]

(C.15)

or
\[ \cos \Delta \Phi_0 = 1. \]

(C.16)

Since, again, in the main text we consider only interaction coefficients where \( a_1(R) > 4a_2(R) \), we only need consider the latter case, \( \cos \Delta \Phi_0 = 1 \)

**Pairs with antiparallel homologous segments**

Because the limits of integration of Eq. (1.11) of the main text are infinite, some care needs to be taken in carrying out the analysis for antiparallel homology. This situation, for the flexible case, is described by the choice is that \( \Omega_1(-z-x) = \Omega_2(z) \) over the homology region, which is assumed to be infinite. Thus, we can write
\[ \langle \Delta \Phi(z)^2 \rangle_{\Omega} = \frac{1}{4h^2} \int_{-\infty}^{\infty} dz' \int_{-\infty}^{\infty} dz'' \text{sgn}(z-z')\text{sgn}(z-z'') \exp \left( -\frac{|z-z'|}{\lambda_h} \right) \exp \left( -\frac{|z-z''|}{\lambda_h} \right) D(z', z''). \]

where

\[
D(z', z'') = \langle \delta \Omega_1(z') \delta \Omega_1(z'') \rangle_{\Omega} - 2 \langle \delta \Omega_1(-z' - x) \delta \Omega_1(z'') \rangle_{\Omega} + \langle \delta \Omega_1(-z' - x) \delta \Omega_1(-z'' - x) \rangle_{\Omega} = \frac{2h^2}{\lambda_c^{(0)}} (\delta(z' - z'') + \delta(z' + x + z'')).
\]

Eq. (C.17) yields

\[ \langle \Delta \Phi(z)^2 \rangle = \frac{\lambda_h}{2\lambda_c^{(0)}} \psi \left( \frac{|x+2z|}{\lambda_h} \right). \]  

Upon taking the other average, Eq. (C.10), we find

\[ \left\langle \left( \frac{d\Delta \Phi(z)}{dz} - \frac{\delta \Omega_1(z) - \delta \Omega_2(z)}{h} \right)^2 \right\rangle_{\Omega} = \frac{1}{4h^2 \lambda_h^2} \int_{-\infty}^{\infty} dz' \int_{-\infty}^{\infty} dz'' \exp \left( -\frac{|z-z'|}{\lambda_h} \right) \exp \left( -\frac{|z-z''|}{\lambda_h} \right) D(z', z''). \]

Eq. (C.20) becomes

\[ \left\langle \left( \frac{d\Delta \Phi(z)}{dz} - \frac{\delta \Omega_1(z) - \delta \Omega_2(z)}{h} \right)^2 \right\rangle_{\Omega} = \frac{1}{2\lambda_h \lambda_c^{(0)}} \psi \left( \frac{|x+2z|}{\lambda_h} \right). \]  

Here, we may write the average energy per unit length (of the homology region) as

\[ \varepsilon_{\text{pair}}^\text{ap} = a_0(R) - \frac{a_1(R)}{L_H} \int_{-L_y/2}^{L_y/2} dz \exp \left( -\frac{\lambda_h}{4\lambda_c^{(0)}} \psi \left( \frac{|x+2z|}{\lambda_h} \right) \right) \cos \Delta \Phi_0 \]

\[ + \frac{a_2(R)}{L_H} \int_{-L_y/2}^{L_y/2} dz \exp \left( -\frac{\lambda_h}{\lambda_c^{(0)}} \psi \left( \frac{|x+2z|}{\lambda_h} \right) \right) \cos \Delta \Phi_0 + \frac{C}{8 \lambda_h \lambda_c^{(0)} L_H} \int_{-L_y/2}^{L_y/2} dz \rho \left( \frac{|x+2z|}{\lambda_h} \right) \]

\[ \approx \varepsilon_{\text{pair}}^\text{ap} - \frac{a_2(R)}{L_H} \int_{-L_y/2}^{L_y/2} dz \sum_{m=1}^\infty \frac{(-1)^m}{m!} \left( \frac{\lambda_h}{\lambda_c^{(0)}} \Delta \psi \left( \frac{|x+2z|}{\lambda_h} \right) \right)^m \cos \Delta \Phi_0 \]

\[ + \frac{a_3(R)}{L_H} \int_{-L_y/2}^{L_y/2} dz \sum_{m=1}^\infty \frac{(-1)^m}{m!} \left( \frac{\lambda_h}{\lambda_c^{(0)}} \Delta \psi \left( \frac{|x+2z|}{\lambda_h} \right) \right)^m \cos \Delta \Phi_0 + \frac{C}{8 \lambda_h \lambda_c^{(0)} L_H} \int_{-L_y/2}^{L_y/2} dz \Delta \rho \left( \frac{|x+2z+2L_{NH}|}{\lambda_h} \right) \]

\[ \approx \varepsilon_{\text{pair}}^\text{ap} + O(\lambda_h / L_H), \]

(C.22)
where \( \Delta \rho(y) = -(1 + y) \exp(-y) \) and \( \Delta \psi(y) = -(1 - y) \exp(-y) \). As our approximation, described by Eq. (11) of the main text, was originally for \( L_{\eta} / \lambda_{h} >> 1 \) we should examine Eq. (C.22) in this limit. Here, the difference between \( \epsilon_{\text{pair}}^{p} \) and \( \epsilon_{\text{pair}}^{r} \) becomes negligible. Thus, these analytical calculations predict no difference between the pairing energies, per unit length, of completely random, uncorrelated sequences and those pairs with antiparallel homologous segments. This is indeed seen in the simulation data. Unfortunately, we cannot say much about the size of the leading order correction in Eq. (C.22), as we have already neglected interface effects between the homologous and random regions of each fragment by making the choice \( \Omega_{1}(z - x) = \Omega_{2}(z) \) over the whole length, as well as finite size effects. The latter are neglected due to setting the limits of integration to infinity. However the simulation data has been fit with an empirical formula that relies on a leading order correction that has the form \( \propto \lambda_{h} / L_{\eta} \), which this calculation suggests.

### The Recognition Energies

In the limit \( L_{\eta} / \lambda_{h} >> 1 \), the recognition energy for the case of parallel homologues is given by

\[
E_{\text{rec}} = L_{\eta} \left( \epsilon_{\text{pair}}^{p} - \epsilon_{\text{pair}}^{r} \right),
\]

whereas for the antiparallel case \( E_{\text{rec}} \approx 0 \), neglecting \( O(\lambda_{h}) \) corrections.

### Including Thermal Torsional Fluctuations

Here, we will only consider two cases, molecular pairs with random, uncorrelated sequences and those with parallel homologous sequences. It is fairly straight forward, using the previous arguments, to show that for the anti-parallel homologous case, again in the limit \( L_{\eta} / \lambda_{h} >> 1 \), the pairing energy per unit length is nearly that for uncorrelated sequences. Let us first consider the general statistical mechanical problem, for which we do not yet need to consider either of these specific cases.

The partition function for the pair is given by

\[
Z_{\text{pair}} = \int D\Phi(z) \exp \left( -\frac{E_{\text{pair}}[\Delta \Phi(z)]}{k_{B}T} \right),
\]

where the energy functional \( E_{\text{pair}}[\Delta \Phi(z)] \) is given by Eqs. (4) and (10) of the main text.

To approximate the free energy we write a variational trial functional of the form

\[
E_{0} = \int_{-\infty}^{\infty} dz \left[ \frac{C}{4} \left( \frac{\partial \Phi(z)}{dz} \right)^{2} + \frac{\alpha k_{B}T}{2} \Phi(z)^{2} \right],
\]

where \( \Phi(z) = \Delta \Phi(z) - \langle \Delta \Phi(z) \rangle \), and here the averaging bracket corresponds to a thermal average. The variational free energy is then given by
\[ F_T = k_B T \ln Z_0 + \left< E_{\text{pair}} - E_0 \right>_0. \]  

(C.26)

Next, we consider the thermal averages of the cosines:

\[
\left< \cos n\Delta \Phi(z) \right>_0 = \cos \left( n \left< \Delta \Phi(z) \right>_0 \right) \exp \left( -n^2 \frac{\left< \delta \Phi(z)^2 \right>_0}{2} \right). \quad \text{(C.27)}
\]

We find that \( \left< \delta \Phi(z)^2 \right>_0 \) is given by

\[
\left< \delta \Phi(z)^2 \right>_0 = \frac{1}{2\pi} \int_{-\infty}^{\infty} dk \frac{1}{l_c k^2 / 2 + \alpha} = \frac{\lambda_h^T}{l_c}, \quad \text{where} \quad \lambda_h^T = \left( \frac{l_c}{2\alpha} \right)^{1/2}, \quad \text{(C.28)}
\]

where \( l_c = C / k_B T \). For the variational trial function for \( \left< \Delta \Phi(z) \right>_0 \) we find (similar to Eq. (11) for the ground state considered in the main text)

\[
\left< \Delta \Phi(z) \right>_0 = \Delta \Phi_0 + \frac{1}{2h} \int_{-\infty}^{\infty} \text{sgn} \left( z - z' \right) \exp \left( -\frac{|z - z'|}{\lambda_h} \right) \left[ \delta \Omega_1(z') - \delta \Omega_2(z') \right] dz'. \quad \text{(C.29)}
\]

Now let us consider the individual cases of pairing. Thus, using previous results (Eqs. (C.1) and (C.9)), we find that ensemble average of Eq. (C.27) for uncorrelated sequences is

\[
\left< \left< \cos n\Delta \Phi(z) \right>_0 \right>_{\delta \Omega} = \cos n\Delta \Phi_0 \exp \left( -n^2 \left( \frac{\lambda_h^T}{2l_c} + \frac{\lambda_h}{4\lambda_c^{(0)}} \right) \right). \quad \text{(C.30)}
\]

whereas, in the case of pairs containing parallel homology,

\[
\left< \left< \cos n\Delta \Phi(z) \right>_0 \right>_{\delta \Omega} = \cos n\Delta \Phi_0 \exp \left( -n^2 \left( \frac{\lambda_h^T}{2l_c} + \frac{\lambda_h}{4\lambda_c^{(0)}} \right) \right). \quad \text{(C.31)}
\]

Also, taking into account torsional flexibility of the molecules, we need to consider the average

\[
\left< \left( \frac{d \Delta \Phi(z)}{dz} - \frac{\delta \Omega_1(z) - \delta \Omega_2(z)}{h} \right)^2 \right>_0 = \left< \left( \frac{d \delta \Phi(z)}{dz} \right)^2 \right>_0 = \left( \frac{d \left< \Delta \Phi(z) \right>_0}{dz} - \frac{\delta \Omega_1(z) - \delta \Omega_2(z)}{h} \right)^2.
\]

\[
\text{(C.32)}
\]

Performing the ensemble average on Eq. (C.32) for the uncorrelated sequences yields

\[
\left< \left( \frac{d \Delta \Phi(z)}{dz} - \frac{\delta \Omega_1(z) - \delta \Omega_2(z)}{h} \right)^2 \right>_{\delta \Omega} = \left< \left( \frac{d \delta \Phi(z)}{dz} \right)^2 \right> = \left( \frac{1}{2\lambda_h \lambda_c^{(0)}} \right), \quad \text{(C.33)}
\]

and for pairs containing parallel homology
\[ \left\langle \left( \frac{d\Delta \Phi(z)}{dz} - \frac{\partial \Omega_1(z) - \partial \Omega_2(z)}{h} \right)^2 \right\rangle_0 - \left\langle \left( \frac{d\Phi(z)}{dz} \right)^2 \right\rangle_0 = \frac{1}{2\lambda_n \lambda_c^{(0)}} \rho C \left( \frac{x}{\lambda_n} \right). \]  

Upon replacing the infinite limits of integration in Eq.(C.25) with \( L_H / 2 \) and \( -L_H / 2 \) and using the fact that

\[ \frac{\partial \ln Z_0}{\partial \alpha} = -\frac{L_H}{2} \left\langle \partial \Phi(z)^2 \right\rangle, \]

we find that the contribution from the remaining terms in the free energy is (up to an unimportant constant)

\[ -\frac{1}{L_H} \ln Z_0 + \frac{\alpha}{2} \left\langle \Phi(z)^2 \right\rangle = \frac{1}{4L_H^2}. \]

Thus, we find that the reduced free energy per unit length for completely random molecules, \( f_{\text{rand}} = F_r / (L_H k_B T) \), is given by

\[ f_{\text{rand}} = \frac{1}{4\lambda_n^2} + \frac{l_c}{8\lambda_c^{(0)} \lambda_n} + \frac{a_0(R)}{k_B T} - \frac{a_1(R)}{k_B T} \exp \left( -\frac{\lambda_n^2}{2l_c} + \frac{\lambda_n}{4\lambda_c^{(0)}} \right) \]

\[ + \frac{a_2(R)}{k_B T} \exp \left( -\frac{2\lambda_n^2}{l_c} + \frac{\lambda_n}{\lambda_c^{(0)}} \right). \]  

(C.37)

In the case of the molecules with embedded homologous sequences the free energy per unit length (of the homology region), for \( f_p = F_r / (L_H k_B T) \), is given by

\[ f_p = \frac{1}{4\lambda_n^2} + \frac{l_c}{8\lambda_c^{(0)} \lambda_n} \rho C \left( \frac{x}{\lambda_n} \right) + \frac{a_0(R)}{k_B T} - \frac{a_1(R)}{k_B T} \exp \left( -\frac{\lambda_n^2}{2l_c} + \frac{\lambda_n}{4\lambda_c^{(0)}} \psi \left( \frac{x}{\lambda_n} \right) \right) \]

\[ + \frac{a_2(R)}{k_B T} \exp \left( -\frac{2\lambda_n^2}{l_c} + \frac{\lambda_n}{\lambda_c^{(0)}} \psi \left( \frac{x}{\lambda_n} \right) \right). \]  

(C.38)

In both cases, we find \( \lambda_n^2 = \lambda_n \). Also, we find that \( \lambda_n \) satisfies, for uncorrelated sequences, the expression

\[ \lambda_n = \sqrt{C \left( 2 \cdot \frac{a_1(R) \cos \Delta \Phi_0 \exp \left( -\lambda_n \frac{1}{2l_c} + \frac{1}{4\lambda_c^{(0)}} \right) - 4a_2(R) \cos 2\Delta \Phi_0 \exp \left( -\lambda_n \frac{1}{2l_c} + \frac{1}{4\lambda_c^{(0)}} \right) \right)} \]

and for pairs containing parallel homology

(C.39)
\[ \lambda_h = \left( \frac{2}{C} \right) a_1(R) \cos \Delta \Phi_0 \exp \left( -\lambda_h \left( \frac{1}{2l_c} + \frac{1}{4\lambda_c^{(0)}} \psi \left( \frac{|x|}{\lambda_h} \right) \right) \right) \]

\[ \left( -4a_2(R) \cos 2\Delta \Phi_0 \exp \left( -\lambda_h \left( 2 + \frac{1}{\lambda_c^{(0)}} \psi \left( \frac{|x|}{\lambda_h} \right) \right) \right) \right)^{1/2}. \]

The minimum values of \( \Delta \Phi_0 \) are either given by \( \cos \Delta \Phi_0 = 1 \), or for uncorrelated sequences by

\[ \cos \Delta \Phi_0 = \frac{a_1(R)}{4a_2(R)} \exp \left( 3\lambda_h \left( \frac{1}{2l_c} + \frac{1}{4\lambda_c^{(0)}} \right) \right), \]

and for pairs containing parallel homology by

\[ \cos \Delta \Phi_0 = \frac{a_1(R)}{4a_2(R)} \exp \left( 3\lambda_h \left( \frac{1}{2l_c} + \frac{1}{4\lambda_c^{(0)}} \psi \left( \frac{|x|}{\lambda_h} \right) \right) \right). \]

**Appendix D. Numerical results with \( L_{NH} \neq 0 \)**

Here, we show simulation results for the recognition energy for both rigid and flexible molecules as a function of \( L_{NH} \). The values \( a_1 = 0.015 k_B T / \AA \) and \( a_2 = 0.0035 k_B T / \AA \) are used, as in the main text.

In Fig D.1 we present the simulation results for rigid molecules. We find that when the averaging of the interaction energy over the realizations of \( \delta \Omega_1(z) - \delta \Omega_2(z) \) is performed before optimizing \( \Delta \Phi_0 \), there is very little change in the recognition energy values. The only change that we can discern is a slight increase in the magnitude of the recognition energy for fragments containing parallel homology. This is effect presumably due to exponential factors that appear in the analytical result Eq. (A.37). These factors are suppressed when \( L_{NH} >> \lambda_c^{(0)} = 150 \AA \), and at these values of \( L_{NH} \) we would indeed expect the value of the recognition energy to be almost constant.
Fig. D.1. The simulation data for the recognition energy (at $x = 0$) with respect to $L_{NH}$; the energy difference between fragment pairs containing homology and those completely uncorrelated. The simulation is done for rigid fragments ($C = \infty$) calculated with a homology length $L_H = 1000\text{Å}$. The black points correspond to pairs with parallel orientated homology, whereas the red ones correspond to antiparallel homology. Both the circles and squares correspond optimizing the relative azimuthal orientations of the fragments after calculating the average ensemble energy. The triangles and diamonds correspond to optimizing the azimuthal orientations for each base pair configuration before averaging the energy over realizations of base pair dependent helix distortions.

Now let us consider changing the order of averaging for rigid molecules (c.f. Fig D.1). In other words, we optimize $\Delta \Phi_0$ for each realization of $\Delta \Omega_1(z) - \Delta \Omega_2(z)$; i.e. the value of $\Delta \Phi_0$ that satisfies Eq. (B.1). Here, we do indeed see a slight decrease in the magnitude of the recognition energy with increasing $L_{NH}$. This decrease is predicted by perturbation theory, but for large values of $L_{H}$ and $L_{NH}$ the perturbation theory is quantitatively inaccurate, hence we do not show in the plots the results for such values. Note that the perturbation theory predicts a far more rapid reduction in the recognition energy magnitude than what is seen in the simulation results [61].

Next, in Fig. D.2 we present simulation results for torsionally flexible molecules for the recognition energy per homology length $E_{rec} / L_H$, with $L_H = 1000\text{Å}$. We see that slight changes that were seen for rigid molecules now disappear, as the order of averaging no longer matters.
The simulation data for the recognition energy per base pair of homology (at \(x = 0\)), given by \(E_{rec}/L_{ih}\), with respect to \(L_{ih}\). Here a homology length of \(L_{nh} = 1000\,\text{Å}\) is used, and a value of torsional rigidity \(C/k_BT = 725\,\text{Å}\). The red points correspond to anti-parallel homology and the black points to parallel homology.

Appendix E. Numerical results for finite temperature

Here we use the finite temperature results given by Eqs. (C.37)-(C.40) where we have again used the parameter values \(a_1 = 0.015k_BT/\text{Å}\) and \(a_2 = 0.0035k_BT/\text{Å}\). For these values we may set \(\Delta\Phi = 0\). In Fig. E.1, we compare these results with the case where thermal fluctuations are not considered; the analytical approximations for both completely uncorrelated pairs and those containing parallel homology are given by Eqs. (C.3), (C.4), (C.13) and (C.14). We find that the effect of finite temperature on the recognition energy is very slight, and actually deepens the well by a small amount, for the value \(L_{nh} = 6800\,\text{Å}\). Presumably, this effect is due the magnitude of the pairing energy of uncorrelated sequences being affected more by thermal fluctuations.
Fig. E.1. Comparison of the recognition well including thermal fluctuations with that calculated for the ground state. The plots of the recognition well, calculated using the analytical approximations, are shown for the ground state (shown in red) and with thermal fluctuations (shown in blue). For completeness the (ground state) simulation data is given by black points. In these plots a homology length of $L_{HH} = 6800\text{Å}$ (corresponding to 2000 base pairs) was used, and $L_{NH} = 0$.
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