Learned backprojection for sparse and limited view photoacoustic tomography
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Abstract

Filtered backprojection (FBP) is an efficient and popular class of tomographic image reconstruction methods. In photoacoustic tomography, these algorithms are based on theoretically exact analytic inversion formulas which results in accurate reconstructions. However, photoacoustic measurement data are often incomplete (limited detection view and sparse sampling), which results in artefacts in the images reconstructed with FBP. In addition to that, properties such as directivity of the acoustic detectors are not accounted for in standard FBP, which affects the reconstruction quality, too. To account for these issues, in this papers we propose to improve FBP algorithms based on machine learning techniques. In the proposed method, we include additional weight factors in the FBP, that are optimized on a set of incomplete data and the corresponding ground truth photoacoustic source. Numerical tests show that the learned FBP improves the reconstruction quality compared to the standard FBP.
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1 Introduction

Photoacoustic tomography (PAT) is a promising imaging method for medical diagnosis based on the photoacoustic effect. The process of data acquisition for PAT can be described as follows. Illumination of the sample with a short laser pulse leads to heating of the tissue, and along with that to a
thermoelastic expansion. This expansion generates a pressure wave, which is measured outside of the tissue. In the case of full data, several efficient reconstruction methods have been developed. In particular, this includes filtered backprojection algorithms based on analytic inversion formulas known for special geometries [19, 9, 10, 11, 16, 25].

In practice it is often not possible to collect measurement data of the resulting pressure wave on a measurement surface surrounding the whole object, and the data is known only on parts of such a surrounding surface. This problem of image reconstruction from incomplete data of this type, is called limited view problem. Furthermore, because for each spatial measurement an individual, often costly, detector is needed, the number of detectors placed on the detection area is limited, leading to sparsely sampled data. In particular, in the reconstruction of the initial pressure distribution, the application of existing FBP algorithms to the limited view problem as well as the sparse data problem leads to specific artifacts. It is known, that the reconstruction of singularities not visible from the detector positions is unstable, whereas singularities contained within the convex hull can theoretically be stably recovered in appropriate spaces [15].

For PAT from limited view data several iterative reconstruction methods have been proposed to reduce limited view artifacts and improve the reconstruction quality [22, 7, 13]. In [21] the authors proposed using weight factors depending on the angle between the reconstruction- and detection point for an inversion formula, which is exact on continuously sampled data given on the whole boundary. This method tries to compensate the zero-extension of the data on parts of the boundary, where the data is not available. In [18] an iterative algorithm, updating these angle-depending weight factors has been proposed. Deep learning methods for artifact reduction in limited view PAT have been proposed in [24] and a framework to learn an extension of the data was introduced in [8]. In this paper we propose to learn weight factors from a big dataset of incomplete data with simulated directional detector sensitivity and the corresponding ground truth reconstructions. We compute appropriate weights via a gradient descent method in the framework of neural networks and the available software and implementations on GPUs.

2 Methods

2.1 Photoacoustic tomography (PAT)

In PAT the investigated sample is illuminated with a short laser pulse, which induces heating in the tissue which in turn causes a thermoelastic expansion.
This expansion generates a pressure wave, which satisfies the initial value problem

\[
\partial_t^2 u(x,t) - c^2 \Delta_x u(x,t) = 0,
\]

\[
\begin{align*}
    u(x,0) &= f(x), \\
    \partial_t u(x,0) &= 0.
\end{align*}
\]

(1)

Here for \( d \in \{2, 3\} \) the spatial location is denoted by \( x \in \mathbb{R}^d \), \( t \in \mathbb{R} \) denotes the time, \( \Delta_x \) the spatial Laplacian and \( c \) the speed of sound. We further assume, that the photoacoustic (PA) source satisfies \( \text{supp} f \subset \Omega \) for a bounded domain \( \Omega \subset \mathbb{R}^d \).

Spatial dimension \( d = 3 \) is relevant for PAT, when point-wise measurements are taken on the detection surface \( \partial \Omega \). In this paper we consider two spatial dimension, which is relevant for PAT using integrating line detectors [3, 4, 23, 20]. In the case of integrating line detectors, the PA source \( f \) corresponds to a projection image of the 3D source. By reconstructing projection images of sufficiently many directions, the 3D source can be reconstructed using the inverse Radon transform.

In two spatial dimensions the solution of (1) denoted by \( u_f \) for given initial pressure \( f \) is given by the well known solution formula

\[
\begin{align*}
    u_f(x,t) := \frac{1}{2\pi} \frac{\partial}{\partial t} \int_0^t \int_{\partial B_1(0)} \frac{rf(x + r\omega)}{\sqrt{r^2 - r^2}} \, d\omega \, dr,
\end{align*}
\]

(2)

where \( \partial B_1(0) \) denotes the unit sphere. From data as in (2), the PA source can be reconstructed by exact inversion formulas. In this paper, we consider the following three issues affecting PAT image reconstruction. We denote points on detection curve by \( s \in \partial \Omega \).

- **Limited view PAT**

For a measurement surface \( \partial \Omega \) containing the support of the source \( f \), the problem of recovering \( f \) from measurements on parts of \( \partial \Omega \) is called limited view PAT. For limited view PAT, the given data is of the form

\[
\begin{align*}
    u_f(s_i, t_j) \quad i = 1, \ldots, N_s; \ j = 1, \ldots N_t \text{ with } s_i \in \Gamma,
\end{align*}
\]

(3)

where the detector locations for \( i = 1, \ldots, N_s \) are contained in a subset \( \Gamma \subset \partial \Omega \), which is not surrounding the source \( f \). (see Figure 2 A))
Sparse data PAT
The number of spatial measurements of the solution of (1) on the measurement curve \( \partial \Omega \) is limited, which is called sparse data problem. The data for the reconstruction of a acoustic source \( f \) is therefore given by

\[
\{ u_f(s_i, t_j) \mid i = 1, \ldots, N_s; j = 1, \ldots, N_t \} \text{ with } s_i \in \Gamma,
\]

where the number of detectors \( N_s \) is small, whereas the number of measurements in time \( N_t \) is typically large enough. (see Figure 2 B))

Detector directivity
To model the directional sensitivity of the acoustic detectors we consider a weight function depending on the angle between the detection points \( s \) and source locations. In particular we assume, that the wave-data is given by \([26, 27]\)

\[
u_f(s, t) := \frac{1}{2\pi} \frac{\partial}{\partial t} \int_0^t \int_{\partial B_1(0)} \frac{r f(s + r \omega)}{\sqrt{r^2 - r^2}} \varphi(\nu_s, \omega) \, d\omega \, dr,
\]

where \( \varphi : \mathbb{R}^2 \times \mathbb{R}^2 \to [0, 1] \) is a function depending on the angle between source location and the outer normal on the detection surface at \( s \). In our simulations with a circle as detection curve, we modelled the sensitivity by choosing the function \( \varphi \) as

\[
\varphi(s, \omega) := \begin{cases} 
\frac{(s - \omega, \omega)^2}{\|s - \omega\|^2} = \cos(\alpha)^2, & |\alpha| < \frac{\pi}{2}, \\
0, & |\alpha| \geq \frac{\pi}{2},
\end{cases}
\]

where \( \alpha \) denotes the angle between source and detection point.

2.2 Weighted universal backprojection (UBP)
In the case, where the data of a source \( f \) is given as a continuous function \( g : \partial \Omega \times [0, \infty) \to \mathbb{R} \), defined on the whole boundary, the inverse problem of determining the source \( f \) is uniquely and stably solvable. Many efficient and robust reconstruction methods for recovering the PA source including filtered backprojection, Fourier methods or time reversal have been developed \[\]. In particular an exact inversion formula for continuous sampled data on certain detection surfaces \( \partial \Omega \), including circular geometries, is the universal backprojection (UBP) formula. In 2D the UBP has first been derived in [4], and [25], for the 3D case.
Figure 1: Illustration of the directivity model used for our simulations.

For wave data $g$, given on a subset of the boundary $\Gamma \subset \Omega$, the 2D universal backprojection (UBP) including a weight function $w : \mathbb{R}^2 \times \partial \Omega \rightarrow \mathbb{R}$, is defined by

$$
\Psi(w, g)(x) = \frac{-2}{\pi} \int_{\Gamma} w(x, s)^2 \langle \nu_s, x - s \rangle \int_0^\infty \frac{\partial_t (t^{-1} g(s, t))}{\sqrt{t^2 - \|x - s\|^2}} dt \, ds.
$$

(7)

Here $x$ denotes the reconstruction point, $\nu_s$ the exterior normal vector to a point $s \in \Gamma \subset \partial \Omega$ on the detection surface and $\langle \cdot, \cdot \rangle$ the inner product in $\mathbb{R}^2$. The weight function $w$ in the backprojection depends on the reconstruction point and the detector point. In the standard UBP the weight function is constant, $w \equiv 1$.

In practice, for PA image reconstruction, the measurements of the pressure are only given for a finite number of detector locations, often not surrounding the whole object, and for a finite number of time samples. We denote by $G \in \mathbb{R}^{N_t \times N_s}$ the data for time samples $\{t_k = kT/N_t \mid k = 1, \ldots, N_t\} \subset [0, T]$, with final measurement time $T \in \mathbb{R}$, and detector locations $\{s_k \mid k = 1, \ldots, N_s\} \subset \Gamma$ on the measurement curve. The image reconstruction problem of PAT can now be modelled as estimating the discretized PA source $F \in \mathbb{R}^{N_x \times N_x}$ corresponding to the initial pressure $f$ in (1), from discrete data

$$
G = A(F).
$$

(8)

Here $A : \mathbb{R}^{N_x \times N_s} \rightarrow \mathbb{R}^{N_t \times N_s}$ the discretized operator mapping a source to the corresponding discrete wave data. Discretizing the weighted UBP formula...
\( \Psi \) leads to a mapping \( P(\mathcal{W}, \cdot) : \mathbb{R}^{N_t \times N_s} \rightarrow \mathbb{R}^{N_x \times N_x} \) with a weight vector \( \mathcal{W} \in \mathbb{R}^{N_x \times N_x \times N_s} \). The case \( \mathcal{W} \equiv 1 \) corresponds to the discretization of the ordinary UBP.

### 2.3 Learning the weights in the UBP

Deep learning and in particular deep convolutional neural networks (CNNs) have been very successfully applied to a great variety of pattern recognition and image processing tasks. Recently a lot of research has been done in solving inverse problems, incorporating deep learning techniques, including efficient and accurate image reconstruction methods in tomographic problems [2, 5, 12, 13, 14, 28, 17].

In the context of a FBP in limited data, the task of learning is to find optimal weights in the discretized UBP formula, with respect to a data set \( (G_i, F_i)_{i=1}^M \subset \mathbb{R}^{N_x \times N_x} \times \mathbb{R}^{N_x \times N_x} \), where \( G_i, i = 1, \ldots, M \) denote the incomplete wave data of the sources \( F_i \). The high dimensional weight vector of the UBP formula should minimize some error function

\[
E(\mathcal{W}, (G_i, F_i)_{i=1}^M) = \frac{1}{M} \sum_{i=1}^M \mathcal{D}(F_i, P(\mathcal{W}, G_i)), \tag{9}
\]

where \( \mathcal{D} : \mathbb{R}^{N_x \times N_x} \times \mathbb{R}^{N_x \times N_x} \rightarrow [0, \infty) \) is some distance measure. The implementation of the network was done in keras, running on top of tensorflow, where a first layer of the network does the filtering in time without any trainable weights and a second layer implements the backprojection with the adjustable weights \( \mathcal{W} \).

### 3 Results and discussion

In our numerical studies we consider the case where \( \Omega = B_1 \) is the ball around the origin with radius one. We learn weights in the UBP for three different limited data scenarios, shown in Figure 2. To efficiently optimize the weights we use the deep learning framework keras [6] which is based on tensorflow [1]. Using this efficient implementation the weighted UBP formula can be combined with CNNs to further improve reconstructions.

For learning the weights in all three cases, we numerically compute direction dependent wave data (5) for \( M = 1800 \) data-source pairs, with discretized sources \( F_i \in \mathbb{R}^{256 \times 256} \). These generated initial sources are variations of a Shepp-Logan phantom. In particular the positions and amplitudes of the
ellipses in the Shepp-Logan are randomly selected. Additionally, the phantoms were rotated by a randomly chosen angle and some finer structures were added. Finally we performed elastic deformations on the phantoms generated this way. The time discretization for all three scenarios is given by 400 equidistant samples in the interval $[0, 3]$. For the error function we choose the distance measure induced by $\| \cdot \|_2$, which gives the mean squared error

$$E(\mathbb{W}, (G_i, F_i)_{i=1}^M) = \frac{1}{M} \sum_{i=1}^M \| F_i - P(\mathbb{W}, G_i) \|_2. \quad (10)$$

The network incorporates about two million free parameters and the minimization is done by the stochastic gradient descent algorithm with batch size one over 100 epochs.

### 3.1 Limited view

For the limited view case we assumed the detectors to lie on the half circle as shown in Figure 2 A). The simulated photoacoustic data was computed on 100 detector locations. The results for a phantom randomly selected according to the model described above but not contained in the training set is shown in Figure 3.

As can be seen in Figure 3 the reconstructions with the weighted UBP leads slightly better results than the reconstruction with the unmodified
Figure 3: **Reconstruction results for the limited view case in the reconstruction domain** $[-1,1]^2$. In the top row a simulated phantom not contained in the training set (left), the reconstruction using the UBP without trained weights (center) and the reconstruction using the weighted UBP (right) are shown. The bottom row displays the learned weights for measurements on a half circle (left) and the absolute differences from the plain UBP (center) and weighted UBP (right) to the ground truth.

We also observe, that the learned weights follow a certain structure depending on the angle between the reconstruction and detection point.

### 3.2 Sparse sampling

In the sparse data scenario the measurement geometry was taken to be a circle with $N_s = 20$ equidistant measurement positions, see Figure 2 B). Reconstruction results in the sparse data case are presented in Figure 4.

Again, the reconstructions using the learned UBP are visually superior to the results obtained with the unweighted UBP formula.

### 3.3 Limited view and sparse sampling

In the limited view and sparse sampling case the detector locations were chosen to lie on a half circle as shown in 2 C). The wave data was computed on $N_s = 20$ detector positions. The reconstruction results for these case are
Figure 4: **Reconstruction results for sparse data on the reconstruction domain** $[-1, 1]^2$. In the top row a simulated phantom not contained in the training set (left), the reconstruction using the UBP without trained weights (center) and the reconstruction using the weighted UBP (right) are shown. The third row displays the learned weights for sparse measurements and the absolute differences from the plain UBP (center) and weighted UBP (right) to the ground truth.

displayed in Figure 5 and are once more superior to the reconstructions with the ordinary UBP.

### 3.4 Quantitative evaluation

To evaluate the learned universal backprojection formula not just visually the relative squared $\ell^2$-error averaged over 200 reconstructions $(\hat{F}_i)_{i=1}^{200}$ of phantoms $(F_i)_{i=1}^{200}$ not contained in the training set

$$ \text{error} \left( (F_i)_{i=1}^{200}, (\hat{F}_i)_{i=1}^{200} \right) := \frac{1}{200} \sum_{i=1}^{200} \frac{\| \hat{F}_i - F_i \|_2}{\| F_i \|_2}, $$

was computed. The averaged reconstruction errors for all scenarios A), B), C) are displayed in the following table.

Table 1 shows that the reconstruction error is roughly halved by the use of adjusted weights in the UBP formula.
Figure 5: **Reconstruction results for limited view and sparse data on the reconstruction domain** $[-1, 1]^2$. In the top row a simulated phantom not contained in the training set, the reconstruction using the UBP without trained weights and the reconstruction using the weighted UBP are shown. The third row shows the learned weights for sparse measurements on the half circle and the absolute differences to the ground truth.

### 4 Conclusion

In this paper, we proposed learned weight factors to improve the reconstruction quality of filtered backprojection algorithms in PAT accounting for limited view data, sparse sampling and detector directivity. The optimization procedure of the weight factors is very flexible and can be done for arbitrary surfaces, including geometries, where no exact inversion formula is known. One only needs an appropriate training set consisting of PA sources and corresponding PA data. The presented results demonstrate, that for data given on a half circle, the learned FBP clearly improves the results compared the standard FBP.

We note that the learnable backprojection could also be used as first layer in a deep CNN as proposed in [24]. Further, it is possible to improve the reconstruction quality by learning temporal filters in the UBP, or to use correction weights to reduce the error on arbitrary convex and bounded domains.
Table 1: Reconstruction errors for the different scenarios A) limited view, B) sparse sampling and C) sparse sampling and limited view.

|          | A) | B) | C) |
|----------|----|----|----|
| UBP      | 0.2002 | 0.3461 | 0.3546 |
| weighted UBP | 0.0912 | 0.1806 | 0.1649 |
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