Evaluating U-net Brain Extraction for Multi-site and Longitudinal Preclinical Stroke Imaging
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Abstract. Rodent stroke models are important for evaluating treatments and understanding the pathophysiology and behavioral changes of brain ischemia, and magnetic resonance imaging (MRI) is a valuable tool for measuring outcome in preclinical studies. Brain extraction is an essential first step in most neuroimaging pipelines; however, it can be challenging in the presence of severe pathology and when dataset quality is highly variable. Convolutional neural networks (CNNs) can improve accuracy and reduce operator time, facilitating high throughput preclinical studies. As part of an ongoing preclinical stroke imaging study, we developed a deep-learning mouse brain extraction tool by using a U-net CNN. While previous studies have evaluated U-net architectures, we sought to evaluate their practical performance across data types. We ask how performance is affected with data across: six imaging centers, two time points after experimental stroke, and across four MRI contrasts. We trained, validated, and tested a typical U-net model on 240 multi-modal MRI datasets including quantitative multi-echo T2 and apparent diffusivity coefficient (ADC) maps, and performed qualitative evaluation with a large preclinical stroke database (N=1,368). We describe the...
design and development of this system, and report our findings linking data characteristics to segmentation performance. We consistently found high accuracy and ability of the U-net architecture to generalize performance in a range of 95-97% accuracy, with only modest reductions in performance based on lower fidelity imaging hardware and brain pathology. This work can help inform the design of future preclinical rodent imaging studies and improve their scalability and reliability.
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1 Introduction

Rodent models are widely used in preclinical studies to evaluate treatments and understand pathophysiology and behavioral changes associated with a variety of brain diseases and injuries, including ischemia [18] and traumatic injury [3]. Magnetic Resonance Imaging (MRI) is an emerging, valuable tool in establishing tissue readout measures in such preclinical studies [5]. Compared to histopathology and microscopy, MRI has the advantage of being more readily standardized, acquired at multiple time points, applied to measure multiple tissue characteristics simultaneously, and it has a more direct translation path to treating patients. Preclinical MRI analysis pipelines often involve a complex sequence of processes, but an essential initial step of most pipelines is brain extraction, which isolates the brain from the skull and head. A successful brain extraction tool should be able to perform on a large data set that results from a variety acquisition setups and image contrasts. A variety of robust brain extraction tools have been developed for human MRI [1] [25]; however, these tools are not directly applicable to rodent data due to structural differences in the tissue and differences in image acquisition, e.g. field strength and imaging sequences. For rodent models, there is no standardized automated brain extraction tool that performs as well as those built for human models, perhaps due to heterogeneity of rodent imaging approaches and a relatively smaller demand.

Traditional brain extraction tools for rodent MRI have demonstrated successful automation with high accuracy [21] [6] [17] [24]; however, there remain practical limitations due a need for parameter optimization based on specific sequences used and a high failure rate when applying tools on new datasets, particularly due to pathology in preclinical trials involving brain trauma. State-of-the-art approaches for brain extraction in non-human models now use convolutional neural networks (CNNs) [15] [9] [22] [26], which employ the U-Net architecture developed by Ronneberger et al. [23], which has shown to provide superior performance across a wide range of biomedical segmentation tasks [16]. Nearly all previous work has shown that U-Net used on rodent models significantly improves the accuracy and reduces the time of rodent brain extract. However, there remain several practical questions to address regarding how such U-net models generalize. How do they handle multiple image contrasts, data from different scanners, and longitudinal changes due to pathology?
We investigate these questions in the present paper, with the larger goal of developing a brain extraction tool for an image analysis pipeline for the Stroke Preclinical Assessment Network (SPAN) [19]. SPAN is a multi-center study funded by the National Institutes of Neurological Disorders and Stroke (NINDS) to investigate putative stroke treatments and to address critical issues of rigor, transparency, and reproducibility in preclinical stroke research. The network includes six research universities and a coordinating center (CC) who manage enrollment of animals, experimental stroke, and blinded and randomized treatment with several candidate cerebroprotectants. SPAN is an ideal environment for testing the generalizability of preclinical image analytics, as it provides a diverse dataset varied by site, time, and imaging contrast. SPAN also provides a uniquely large dataset for this evaluation, as our present analysis includes data from 1368 imaging sessions with a total of 5472 image volumes. In comparison, the largest preclinical brain extraction evaluation was performed by De Feo et al. with 1782 image volumes, collected cross-sectionally from a single imaging center with minimal gross pathology [9]. Our experiments examine the performance of a typical U-net CNN model across the wide range of data found in SPAN, including multiple quantitative imaging contrasts, such as T2 and apparent diffusivity coefficient (ADC) maps; multiple time points after experimental stroke; multiple imaging centers with different hardware configurations. We identify relevant variables that influence the performance of U-net brain extraction models and demonstrate that they can provide excellent performance across these various data conditions.

2 Methods

This section focuses on the data used in our experiments, how we constructed our brain extraction models, and our experimental design. As our work is based around SPAN and ultimately creating a robust image analysis pipeline for the network, our primary goal of this paper is to understand the capabilities and limitations of our brain extraction approach. We initially developed a traditional rule-based approach, and while this worked in some cases, it was not sufficiently robust for the high-throughput design of SPAN; however, we explored more state-of-the-art U-net approaches. We describe the data collection scheme of SPAN, the design of these two brain extraction approaches, and how we used SPAN data to comprehensively evaluate the performance of the U-net approach across data types.

Imaging protocol and data collection: Data were collected from a mouse model with experimental middle cerebral artery occlusion (MCAO) at day 2 and day 30 after injury. With respective ethics approval, imaging was performed across six imaging centers on Bruker scanners with variable field strengths including 7T, 9.4T, 11.7T, with one site using a surface coil and all others using a volume coil. The multi-parameter imaging protocol included multi-echo T2, and diffusion-weighted MRI (DWI), which were collected at 150 μm² coronal in-plane resolution and 500 μm slice thickness. All sites used three b-values for DWI (0,
Fig. 1: Example data showing imaging data from SPAN, which included four quantitative parameter maps collected at six distinct imaging centers.

| Site A | Site B | Site C | Site D | Site E | Site F |
|--------|--------|--------|--------|--------|--------|
| ADC base | ADC rate | T2 base | T2 rate |

Pre-processing and quality assessment: While the sequences are similar across sites, there are subtle differences in the image data structure that we first reconcile by parsing DICOM tags, sorting by imaging parameters, fixing image coordinates, converting using dcm2nii, and finally producing a set of matching NIfTI files for each case. We applied adaptive non-local means denoising [20] with voxelwise noise estimation, and to account for differences in image grids between scans, we also uniformly resample the images at 150 µm isotropic resolution using tricubic interpolation. We then perform image quality assessment for each modality by first segmenting foreground and background using Otsu thresholding and computing the signal-to-noise ratio, contrast-to-noise ratio, and signal variance-to-noise variance ratio. We then performed relaxometry to derive quantitative parameter maps, which included a signal baseline and rate of decay for the multi-echo T2 scan (T2<sub>base</sub> and T2<sub>rate</sub>) and DWI (ADC<sub>base</sub> and ADC<sub>rate</sub>) scans. For simplicity of presentation, we encoded all T2<sub>rate</sub> values as the inverse relaxation rate (R2). These steps were implemented using the Quantitative Imaging Toolkit (QIT) [4].
Traditional Rule-based Segmentation Approach: Our initial brain extraction stage of the SPAN pipeline used a traditional rule-based approach, in which a series of image processing steps to derive a brain mask. This included the following steps: (1) foreground extraction with an Otsu threshold, (2) histogram-based contrast normalization, (3) edge-preserving smoothing with a non-local means filter [20], (4) gradient magnitude estimation with a Sobel filter bank, (5) thresholding and graph-based segmentation [12], (6) mathematical morphology including opening, closing, and filling, and (7) regularization with a Markov random field [13]. We applied this procedure to the ADC_{base} contrast because it showed the least lesion contrast. This approach was effective in a large proportion of cases (over 80%), and most failures were due to partial volume effects that blurred the skull boundary, resulting in either small errors on the superficial surface of the brain or catastrophic errors in which the brain mask “leaked” to the rest of the head. We also experiment with the AFNI rodent segmentation method 3dSkullStrip [7] as well as BET [25] with the input parameters (-shrink_fac .8 -rat) and (-f 0.8 -R -m) respectively; however after quality control, we did not find these to provide improved performance over the described rule-based approach. This challenges pose a limitation for its use in SPAN, as we needed to preserve as much data as possible, so we used this approach to bootstrap a more accurate and modern approach using U-nets.

Modern Neural Network Approach: We developed a brain extraction tool using a CNN neural network approach with a U-net architecture proposed by Ronneberger et al. [23], which has demonstrated superior performance in previous rodent imaging studies [14] [10]. Our model was implemented in PyTorch and included five contraction/expansion stages, a kernel size of 64, and an input resolution of 128x128. We trained a single 2D U-net with data from all image planes, and during inference, we applied the 2D U-net three times to include every possible image plane, and we finally took the average prediction from the three applications to each voxel to obtain the final prediction. We trained our model with the ADAM optimizer with a cross-entropy loss, a learning rate of 0.0001, a batch size of 20, and included albumentations-based data augmentation for translation, rotation, scaling, contrast, and deformations [2]. Our system was a Lambda Labs workstation with Ubuntu 20.04, a AMD Ryzen Threadripper 3970X 32-Core CPU, and an Nvidia 1080 Ti 12GB GPU. We created our training dataset from the best performing results from the our previous rule-based approach. In particular, we selected training examples from 180 cases and hold-out testing and validation examples from 30 cases; each was split roughly evenly between imaging centers and time points. We trained the model for 10 epochs on the training data, selected the best model with the validation data, and finally evaluated hold-out performance with the test data. We report our accuracy estimates with the Dice coefficient [11]. This described model is the focus of our evaluation experiments, which are described in the next section.

Experimental design: Because CNNs are black-box approaches by nature, a major question is how they perform across different conditions. Substantial previous work has tested how different types of U-net architecture affect seg-
mentation performance [9] [10]. In contrast, we sought to understand how U-net performance varies across different types of data. SPAN provides a wide range of data types, varying across imaging contrasts, scanner hardware, and longitudinal time points, and we investigated how a typical U-net architecture performs relative to these different conditions. This is important both for SPAN, but it also may provide useful knowledge about how these models generalize to other preclinical studies and when their scope is expanded. Our experiments systematically tested these factors using the SPAN data as follows. We fit eight U-net models on different combinations of data and investigated how different data characteristics relate to segmentation performance. Among these eight models, we trained models that include all four quantitative parameters as multi-channel input ($R_2^{\text{base}}$, $R_2^{\text{rate}}$, $\text{ADC}_{\text{base}}$, and $\text{ADC}_{\text{rate}}$) as well as a single-channel model trained on the concatenated whole of these image contrasts. We also examined performance of four models trained separately on each image contrast. Finally, we investigated the ability of the model to generalize to new sites by holding out data from three of the sites. Specifically, for this site-based test, the training and validation data were from three sites (B, D, F) and the testing data was only from three other distinct sites (A, C, E), thus it is designed to indicate how well the model might generalize to unseen data from sites added to SPAN in the future. We conducted this site-based test two, for both multi- and single-channel models. Note: because there are four image contrasts, the single-channel models has four times the data as the multi-channel models. As a final evaluation step, we applied our brain extraction tool to the entirety of the SPAN Stage One dataset ($N = 1368$) and qualitatively assessed the results to determine if they pass quality control; we report this outcome as the “failure rate”. The 8 models we trained will be referred to as such: M-full-multi (MFM), M-full-single (MFS), M-half-multi (MHM), M-half-single (MHS), M-contrast-T2-base (MT2B), M-contrast-T2-rate (MT2R), M-contrast-ADC-base (MADCB), and M-contrast-ADC-rate (MADCR).

3 Results and Discussion

In this section, we present results from experimental evaluation of the U-net model across data types. We first examine results from a multi-channel U-Net model trained on the full dataset, and then compare it to a single channel model where each scan is fed individually into the model. We then report how these same models perform for specific sites and specific time points. We then report how restricted models perform, i.e. those looking a model restricted to train on only half of the sites (with the remaining half left for testing), as well as models trained on specific imaging contrasts.

Our results are summarized quantitatively in Table 1 and visualized in Fig. 2. M-full-multi had the highest performance with a Dice score of 0.964. The M-full-single had only slightly lower performance than the multi-channel model with a Dice of 0.957. Looking at the data qualitatively, both M-full-multi and M-full-single model had a 0% failure rate. This trend was consistent across sites and time
Table 1: Quantitative results from our experiments. The top table shows results from two models: one trained using multi-channel input with four contrasts and the other trained with a single channel input taking each contrast separately. The first column shows the overall results and the following columns show results broken down by site and time point. The bottom table shows results for more specific models which were trained on a subset. The first four columns show results from training the model on individual image contrasts. The last two columns show results from training a model on data from sites B, D and F, and then testing it on sites A, C, and E to gauge generalization across sites.

| Channels | Split by Imaging Site | Split by Time |
|----------|-----------------------|---------------|
|          | A | B | C | D | E | F | Day 2 | Day 30 |
| Multi    | 0.964 | 0.974 | 0.976 | 0.980 | 0.972 | 0.965 | 0.914 | 0.953 | 0.974 |
| Single   | 0.957 | 0.967 | 0.967 | 0.973 | 0.952 | 0.964 | 0.919 | 0.946 | 0.968 |

| Models for Each Contrast | Half-site Restricted Model |
|--------------------------|---------------------------|
| ADC<sub>base</sub> ADC<sub>rate</sub> R2<sub>base</sub> R2<sub>rate</sub> | Multi-channel Single-channel |
| Dice Score | 0.964 | 0.958 | 0.935 | 0.954 | 0.953 | 0.949 |

points. When broken down by site, the Dice scores reflected image quality, with Site F having the highest SNR and the lowest dice scores of 0.914 and 0.919 for the multi and single channel models respectively. This site was the sole site with a surface receive coil (the other sites had volume coils), which may also explain the lower performance. Considering the restricted models, training the models on half (B,D,F) of the sites and testing it on the other half (A,C,E) resulted in a mean Dice scores of 0.953 (M-half-multi) and .954 (M-half-single), indicating that both models can perform robustly on data from sites added to SPAN in the future, without being trained on data from those sites. Considering the restricted models for individual contrasts, M-contrast-ADC-base, M-contrast-ADC-rate, M-contrast-T2-base, M-contrast-T2-rate (Table 1) also had robust Dice scores, with T2 baseline being the lowest at 0.935, indicating that the model can be trained on a single contrast and still perform robustly on that contrast. In both M-full-multi and M-full-single, there was an increase in performance between the early and late time points. This is likely because the brain has a more regular appearance at the late time point 30 days post injury and consists of more healthy tissue, while the early time point 2 days post stroke, it has greater injury and morphometric abnormality, leading to slightly lower performance.

We selected a group of 206 cases that failed catastrophically when processed by the rule-based brain extraction approach, and we looked at the qualitative performance of the U-net in these specific cases. The M-full-multi successfully
extracted all of these cases, and two independent quality checks of the segmented data from the first stage of the SPAN study (1368 4-channel scans) showed a 4% failure rate on large multi-site preclinical mouse ADC and T2 datasets with stroke pathology. Some of the cases that failed quality control were excluded due to motion artifact, operator error, etc.; because it includes these other factors, it is more general than only the failures from the brain extraction step.

Considering our findings in relation to previous work, the Dice scores of our models are comparable to an existing study of the U-Net’s performance on large preclinical data conducted by De Feo et al. in 2021 while evaluating network architectures. The model of De Feo et al. achieved a brain mask Dice score of 0.978 when tested on 1782 T2 volumes of healthy and Huntington mice [9]. It should be noted that while the Huntington mice are a disease model, they lack the morphometric abnormality found in stroke cases, so we could reasonably expect the performance to be higher. Our results show that when the U-Net is evaluated on thicker slices and a variety of contrasts, image channels, time points, and sites, it maintains the robustness demonstrated by De Feo et al.

**Conclusions:** We evaluated the U-Net neural network model’s ability to segment a large dataset from a multi-site preclinical rodent stroke imaging study, exploring a myriad of factors related to data quality and character. We have demonstrated that the U-Net performs reliable brain extraction on mice data.
collected from various imaging hardware, multiple time points, with varying contrasts and field strengths where traditional methods failed. Quality control of 1,368 scans segmented by our model has shown that this technique can be successfully used to create a robust pipeline for mice brain extraction in high throughput preclinical imaging studies. We also found that a single-channel model of the U-Net is nearly as robust as the multi-channel version, allowing flexibility in reducing the scanning protocol in subsequent stages SPAN going forward. Future opportunities include testing the U-Net’s generalization to rats, and specimens that are obese, aged, and female. We may further evaluate the speed of this approach on various hardware available to labs, i.e. comparing performance on single GPU machine or CPU-based grid computing environments. Looking forward, our model can help inform the design of preclinical studies and potentially improve their scalability and reliability in the future. We provide an open-source implementation and trained models of our method online at [http://github.com/cabeen/neu-net](http://github.com/cabeen/neu-net).

Acknowledgements: Work reported here was supported by grant NS U24 NS113452 (PL). RPC is supported by the CZI Imaging Scientist Award Program, under grant number 2020-225670 from the Chan Zuckerberg Initiative DAF, an advised fund of Silicon Valley Community Foundation.

References

1. Ashburner, J.: SPM: a history. Neuroimage 62(2), 791–800 (2012)
2. Buslaev, A., Iglovikov, V.I., Khvedchenya, E., Parinov, A., Druzhinin, M., Kalinin, A.A.: Albumentations: fast and flexible image augmentations. Information 11(2), 125 (2020)
3. Cabeen, R.P., Immonen, R., Harris, N.G., Gröhn, O., Smith, G., Manninen, E., Garner, R., Duncan, D., Pitkänen, A., Toga, A.W.: A computational diffusion MRI framework for biomarker discovery in a rodent model of post-traumatic epileptogenesis. In: 2020 IEEE 17th International Symposium on Biomedical Imaging (ISBI). pp. 1013–1017. IEEE (2020)
4. Cabeen, R.P., Laidlaw, D.H., Toga, A.W.: Quantitative imaging toolkit: software for interactive 3d visualization, data exploration, and computational analysis of neuroimaging datasets. ISMRM-ESMRMB Abstracts pp. 12–14 (2018)
5. Chamorro, Á., Lo, E.H., Renú, A., van Leyen, K., Lyden, P.D.: The future of neuroprotection in stroke. Journal of Neurology, Neurosurgery & Psychiatry 92(2), 129–135 (2021)
6. Chou, N., Wu, J., Bingren, J.B., Qiu, A., Chuang, K.H.: Robust automatic rodent brain extraction using 3-d pulse-coupled neural networks (pcnn). IEEE Transactions on Image Processing 20(9), 2554–2564 (2011)
7. Cox, R.W.: Afni: software for analysis and visualization of functional magnetic resonance neuroimages. Computers and Biomedical research 29(3), 162–173 (1996)
8. Crawford, K.L., Neu, S.C., Toga, A.W.: The Image and Data Archive at the Laboratory of Neuro Imaging. NeuroImage 124(Pt B), 1080–1083 (Jan 2016)
9. De Feo, R., Shatillo, A., Sierra, A., Valverde, J.M., Gröhn, O., Giove, F., Tohka, J.: Automated joint skull-stripping and segmentation with multi-task u-net in large mouse brain mri databases. NeuroImage 229, 117734 (2021)
10. De Feo, R., Shatillo, A., Sierra, A., Valverde, J.M., Gröhn, O., Giove, F., Tohka, J.: Automated joint skull-stripping and segmentation with Multi-Task U-Net in large mouse brain MRI databases. NeuroImage 229, 117734 (Apr 2021)
11. Dice, L.R.: Measures of the amount of ecologic association between species. Ecology 26(3), 297–302 (1945)
12. Felzenszwalb, P.F., Huttenlocher, D.P.: Efficient graph-based image segmentation. International journal of computer vision 59(2), 167–181 (2004)
13. Felzenszwalb, P.F., Huttenlocher, D.P.: Efficient belief propagation for early vision. International journal of computer vision 70(1), 41–54 (2006)
14. Hsu, L.M., Wang, S., Ranadive, P., Ban, W., Chao, T.H.H., Song, S., Cerri, D.H., Walton, L.R., Broadwater, M.A., Lee, S.H., Shen, D., Shi, Y.Y.: Automatic Skull Stripping of Rat and Mouse Brain MRI Data Using U-Net. Frontiers in neuroscience 14, 568614 (Oct 2020)
15. Hsu, L.M., Wang, S., Ranadive, P., Ban, W., Chao, T.H.H., Song, S., Cerri, D.H., Walton, L.R., Broadwater, M.A., Lee, S.H., et al.: Automatic skull stripping of rat and mouse brain mri data using u-net. Frontiers in neuroscience 14, 935 (2020)
16. Isensee, F., Jaeger, P.F., Kohl, S.A., Petersen, J., Maier-Hein, K.H.: nnu-net: a self-configuring method for deep learning-based biomedical image segmentation. Nature methods 18(2), 203–211 (2021)
17. Liu, Y., Unsal, H.S., Tao, Y., Zhang, N.: Automatic brain extraction for rodent mri images. Neuroinformatics 18(3), 395–406 (2020)
18. Lo, E.H., Dalkara, T., Moskowitz, M.A.: Mechanisms, challenges and opportunities in stroke. Nature reviews. Neuroscience 4(5), 399–415 (May 2003)
19. Lyden, P.D., Bosetti, F., Dinitz, M.A., Rogatko, A., Koenig, J.I., Lamb, J., Nagarkatti, K., Cabeen, R., Hess, D.C., Kamat, P., Khan, M.B., Wood, K., Dhandapani, K., S.Arbab, A., Leira, E.C., Chauhan, A.K., Dhanesha, N., Patel, R.B., Kumskova, M., Thedens, D., Morais, A., Imai, T., Qin, T., Ayata, C., Boisserand, L.S.B., Herman, A.L., Beatty, H.E., Velazquez, S.E., Diaz-Perez, S., Sanganahalli, B.G., Mihailovic, J.M., Hyder, F., Saming, L.H., Koehler, R.C., Lannon, S., Shi, Y., Karuppagounder, S.S., Bibic, A., Aronowski, K.A., McCullough, L.D., Anjali, C., Goh, A.: The Stroke Preclinical Assessment Network (SPAN): Rationale, Design, Feasibility, and Stage 1 Results. Stroke (in press) (2022)
20. Manjón, J.V., Coupé, P., Martí-Bonmatí, L., Collins, D.L., Robles, M.: Adaptive non-local means denoising of mr images with spatially varying noise levels. Journal of Magnetic Resonance Imaging 31(1), 192–203 (2010)
21. Oguz, I., Zhang, H., Rumple, A., Sonka, M.: Rats: rapid automatic tissue segmentation in rodent brain mri. Journal of neuroscience methods 221, 175–182 (2014)
22. Pontes-Filho, S., Dahl, A.G., Michele, S., et al.: A deep learning-based tool for automatic brain extraction from functional magnetic resonance images of rodents. In: Proceedings of SAI Intelligent Systems Conference. pp. 549–558. Springer (2021)
23. Ronneberger, O., Fischer, P., Brox, T.: U-net: Convolutional networks for biomedical image segmentation. In: International Conference on Medical image computing and computer-assisted intervention. pp. 234–241. Springer (2015)
24. Ruan, G., Liu, J., An, Z., Wu, K., Tong, C., Liu, Q., Liang, P., Liang, Z., Shen, W., Zhang, X., et al.: Automated skull stripping in mouse fmri analysis using 3d u-net. bioRxiv (2021)
25. Smith, S.M.: Bet: Brain extraction tool. FMRIB TR00SMS2b, Oxford Centre for Functional Magnetic Resonance Imaging of the Brain), Department of Clinical Neurology, Oxford University, John Radcliffe Hospital, Headington, UK (2000)
26. Wang, X., Li, X.H., Cho, J.W., Russ, B.E., Rajamani, N., Omelchenko, A., Ai, L., Korchmaros, A., Sawiak, S., Benn, R.A., et al.: U-net model for brain extraction: trained on humans for transfer to non-human primates. Neuroimage 235, 118001 (2021)