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Abstract: This paper aims to address the problem of supervised monocular depth estimation. We start with a meticulous pilot study to demonstrate that the long-range correlation is essential for accurate depth estimation. Moreover, the Transformer and convolution are good at long-range and close-range depth estimation, respectively. Therefore, we propose to adopt a parallel encoder architecture consisting of a Transformer branch and a convolution branch. The former can model global context with the effective attention mechanism and the latter aims to preserve the local information as the Transformer lacks the spatial inductive bias in modeling such contents. However, independent branches lead to a shortage of connections between features. To bridge this gap, we design a hierarchical aggregation and heterogeneous interaction module to enhance the Transformer features and model the affinity between the heterogeneous features in a set-to-set translation manner. Due to the unbearable memory cost introduced by the global attention on high-resolution features, we adopt the deformable scheme to reduce the complexity. Extensive experiments on the KITTI, NYU, and SUN RGB-D datasets demonstrate that our proposed model, termed DepthFormer, surpasses state-of-the-art monocular depth estimation methods with prominent margins. The effectiveness of each proposed module is elaborately evaluated through meticulous and intensive ablation studies.
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1 Introduction

Monocular depth estimation plays a critical role in three-dimensional reconstruction and perception. Since the groundbreaking work of [1], convolutional neural network (CNN) has dominated the primary workhorse for depth estimation, in which the encoder-decoder based architecture is designed \cite{2-4}. Although there have been numerous works focusing on the decoder design \cite{2,4}, recent studies suggest that the encoder is even more pivotal for accurate depth estimation \cite{3,5}. Due to the lack of depth cues, fully exploiting both the long-range correlation (i.e., distance relationship among objects) and the local information (i.e., consistency of the same object) are critical capabilities of an effective encoder \cite{6}. Therefore, the potential bottleneck of current depth estimation methods may lie in the encoder where the convolution operators can scarcely model the long-range correlation with limited receptive field.

In terms of CNN, there have been great efforts to overcome the above limitation, roughly grouped into two categories: manipulating the convolution operation and integrating the attention mechanism. The former applies advanced variations, including multi-scale fusion \cite{7}, atrous convolutions \cite{8}, and feature pyramids \cite{9}, to improve the effectiveness of convolution operators. The latter introduces the attention module \cite{10} to model the global interactions of all pixels in the feature map. There are also several general approaches \cite{2-4,11} that explore the combination of both strategies. Though the performance is improved significantly, the dilemma persists.

Alternative to CNN, Vision Transformer (ViT) \cite{12}, which achieves tremendous success on image recognition, demonstrates the advantages of serving as the encoder for depth estimation. Benefiting from the attention mechanism, the Transformer is more expert at modeling the long-range correlation with a global receptive field. However, our pilot study (Section 3.1) indicates the ViT encoder cannot produce satisfactory performance due to the lack of spatial inductive bias in modeling the local information \cite{13}, leading to the poor performance on close-range depth estimation. In contrast, models with convolu-
tion encoders can better predict depth at these places. While a few papers propose to ensemble the operations\cite{4,10}, they focus on the classification task. For depth estimation, there is still a lack of research on combining them\cite{13}.

Therefore, we propose a novel monocular depth estimation framework, called DepthFormer (illustrated in Fig. 1), which boosts model performance by incorporating the advantages from both the Transformer and the CNN. The principle of DepthFormer lies in the fact that the Transformer branch models the long-range correlation while the convolution branch preserves the local information. We argue that the integration of parallel architecture can help achieve more accurate depth estimation. However, independent branches with simple late fusion lead to insufficient feature aggregation for the decoder. To bridge this gap, we design the hierarchical aggregation and heterogeneous interaction (HAHI) module to combine the best part of both branches. Specifically, it consists of a self-attention module to enhance the features among hierarchical layers of the Transformer branch via element-wise interaction and a cross-attention module to model the affinity between “heterogeneous” features (i.e., Transformer and CNN features) in a set-to-set translation manner. Since global attention on high-resolution feature maps leads to an unbearable memory cost, we propose to leverage the deformable scheme\cite{17,18} that only attends to a limited set of key sampling vectors in a learnable manner to alleviate this problem.

The main contributions are three-fold: 1) We design a parallel encoder architecture to exploit the long-range correlation and local information. 2) We design the HAHI to enhance features via element-wise interaction and model the affinity in a set-to-set translation manner. 3) Our proposed approach DepthFormer significantly outperforms state-of-the-arts with prominent margins on the KITTI\cite{20}, NYU\cite{20} and SUN RGB-D\cite{21} datasets. Furthermore, it achieves competitive result on the competitive KITTI depth estimation benchmark\cite{1}.

2 Related work

Estimating depth from RGB images is an ill-posed problem. Lack of cues, scale ambiguities, translucent or reflective materials all leads to ambiguous cases where appearance cannot infer the spatial construction. With the rapid development of deep learning, CNN has become a key component of mainstream methods to provide reasonable depth maps from a single RGB input. Meanwhile, depth estimation boosts other related fields such as the depth map super-resolution\cite{22}, high-quality\cite{23}, restoration\cite{24}, adversarial attack\cite{25}, etc.

Monocular depth estimation has drawn much attention in recent years. Among numerous effective methods, we consider dense prediction transformer (DPT)\cite{5}, Adabins\cite{4} and TransDepth\cite{13} as the most important three competitors.

DPT proposes to utilize ViT as the encoder and pre-train models on larger-scale depth estimation datasets. Adabins uses adaptive bins that dynamically change depending on representations of the input scene and proposes to embed the mini-ViT at a high resolution (after the decoder). TransDepth embeds ViT at the bottleneck to avoid the Transformer losing the local information and presents an attention gate decoder to fuse multi-level features. We focus on comparing these (and many other) methods in this paper.

Encoder-decoder is commonly used in monocular depth estimation\cite{2−4,13,26−28}. In terms of the encoder, mainstream feature extractors, including EfficientNet\cite{29}, ResNet\cite{1} and DenseNet\cite{30}, are adopted to learn representations. The decoder frequently consists of successive convolutions and upsampling operators to aggregate encoder features in a late fusion manner, recover the spatial resolution and estimate the depth. In this paper, we utilize the baseline decoder architecture in \cite{31}. It allows us to more explicitly study the performance attribution of key contributions of this work, which are independent of the decoder.

Neck modules between the encoder and the decoder are proposed to enhance features. Many previous methods only focus on the bottleneck feature but ignore the lower-level ones, limiting the effectiveness\cite{2,3,11,13}. In this work, we propose the HAHI module to enhance all the multi-level hierarchical features. When another branch is available, it can model the affinity between the two-branch features as well, which benefits the decoder to aggregate the heterogeneous information.

Transformer networks are gaining greater interest in the computer vision community\cite{12,32−34}. Following the success of recent trends that apply the Transformer to solve computer vision tasks, we propose to leverage the Transformer as the encoder to model long-range correlations. In Section 3.1, we discuss our motivation and present differences between our method and several related works\cite{4,5,13} that adopt the Transformer in monocular depth estimation.

3 Methodology

In this section, we present the motivation of this work and introduce the key components of DepthFormer: 1) an encoder consisting of a Transformer branch and a convolution branch and 2) the hierarchical aggregation and heterogeneous interaction (HAHI) module. Then, we introduce the simple decoder structure and supervision loss used in DepthFormer. An overview is shown in Fig. 2.

3.1 Motivation

To indicate the necessity of this work, we conduct a meticulous pilot study to investigate the limitations of ex-
We first present several failure cases of the state-of-the-art CNN-based monocular depth estimation methods on the NYU dataset in Fig. 3. The depth results at the wall decorations and carpets are unexpectedly incorrect. Due to the pure convolutional encoder for feature extraction, it is hard for them to model the global context and capture the long-range distance relationship among objects through limited receptive fields. Such large-area counter-intuitive failures severely impair the model performance.

To solve the above issue, ViT can serve as a proper alternative that is superior in modeling the long-range correlation with a global receptive field. Therefore, we experiment to analyze the performance of ViT-based and CNN-based methods on the KITTI dataset. Specifically, we adopt flatten ViT-Base\cite{12} and ResNet-50\cite{1} as the encoder to extract features, respectively. The results shown in Table 1 prove that the models applying ViT as encoder outperform those using ResNet-50 on distant object depth estimation. However, opposite results appear on the near objects. Since the depth values exhibit a long tail distribution and there are much more near objects (pixels) in scenes\cite{35}, the overall results of the models applying ViT are significantly inferior.

In general, it is tougher to estimate the depth of distant objects directly. Benefiting from modeling the long-range correlation, the ViT-based model can be more reliable to accomplish it via reference pixels in a global context. The knowledge of distance relationships among objects results in better performance on distant object depth estimations. As for the inferior near object depth estimation result, there are many potential explanations.

Fig. 1 Overview: We design a parallel encoder consisting of a Transformer branch to learn the long-range correlation and a convolution branch to extract the local information. To alleviate the lack of connections between the two branches, we propose the HAHI module to enhance features and model affinities.

Fig. 2 An overview of DepthFormer. It comprises three major components: a parallel encoder consisting of a Transformer branch and a convolution branch, a hierarchical aggregation and heterogeneous interaction (HAHI) module, and a standard decoder. The HAHI enhances the Transformer features $F$ and models the affinity between the Transformer and the convolution features $G$.

Fig. 3 Failure cases of previous methods on NYU dataset caused by a limited receptive field of the convolution operator.
We highlight two major concerns: 1) The Transformer lacks spatial inductive bias in modeling the local information\(^\[32\]\). As for depth estimation, the local information is reflected in the detailed context that is crucial for consistent and sharp estimation results. However, these detailed content tends to be lost during the patch-wise interaction of the Transformer. Since objects appearing nearer are larger with higher texture quality\(^\[6\]\), the Transformer will lose more details at these locations, which severely deteriorates the model performance at a near range and leads to unsatisfying results. 2) Visual elements vary substantially in scale\(^\[32\]\). In general, a U-Net\(^\[7\]\) shape architecture is applied for depth estimation, where the multi-scale skip connections are pivotal for exploiting multi-level information. Since the tokens in ViT are all of a fixed scale, the consecutive non-hierarchical forward propagation makes the multi-scale property ambiguous, which may also limit the performance.

Based on these analyses, we conduct more pilot studies to equip the flatten ViT with hierarchical features\(^\[36\]\) and local attention\(^\[32\]\).

As shown in the results, adopting the multi-scale architecture\(^\[36\]\) can bring certain improvements. However, since ViT only utilizes global attention and the perspective field is invariant among the hierarchical features, the performance limitation exists. Furthermore, we install the local attention\(^\[32\]\) into the ViT backbone with hierarchical architecture. Interestingly, the performance significantly boosts where the model achieves similar close-range depth estimation results compared to the one with ResNet, and simultaneously, the long-range depth estimation keeps on par with the model with vanilla ViT. Since the local attention essentially resembles the convolution operation, all these experiments enlighten us to combine the Transformer and convolution for monocular depth estimation.

In this paper, we propose to leverage an encoder consisting of parallel Transformer and convolution branches to exploit both the long-range correlation and local information. To highlight discrepancies with previous depth estimation work adopting Transformer, we present detailed comparisons in Fig.4. We highlight the superiority of our parallel design as follows. 1) The parallel structure can independently extract the most useful information for both long-range and close-range depth estimation. Based on this, we design an effective fusion module to aggregate the best of Transformer and convolution branches. It makes sense and is well supported by our pilot studies. 2) Our design is pluggable and extendable. Based on a double-branch encoder, we can simply switch and scale up the Transformer encoder with different variants, such as ViT and Swin Transformer. With the fast development of Transformer architecture design, the performance of our method can also be improved without bells and whistles. Moreover, following a macro design, there is no inner modification for the Transformer encoder, which means we can easily adapt any pre-trained parameters for the Transformer encoder. 3) We provide a new perspective to enhance the model for depth estimation. Instead of stacking tremendous modules in a single-stream architecture, one can construct parallel branches and then aggregate the information via fusion strategies. This strategy can effectively combine the best of each branch and brings significant improvement to model performance.

### 3.2 Transformer and CNN feature extraction

We propose to extract image features via an encoder consisting of a Transformer branch and a light-weight convolution branch, thus fully exploiting the long-range correlation and the local information.

**Transformer branch** first splits the input image \(I\)
Our method of local artifacts provides consistent and sharp depth estimation.
project all the hierarchical features to the same channel \( C_h \), denoting as \( F_h = \{ f^n_h \}_{n=1}^N \). Then, we unfold (i.e., flatten and concatenate) the feature maps to a two-dimensional matrix \( X \), where each row is a \( C_h \)-dimensional feature vector of one pixel from the hierarchical features. After that, we compute the \( Q \) (query), \( K \) (key) and \( V \) (value) by linear projections of \( X \) as

\[
Q = XP_Q, \quad K = XP_K, \quad V = XP_V
\]  

(2)

where \( P_Q, P_K \) and \( P_V \) are linear projections, respectively. We attempt to apply the self-attention module to enhance the features. However, extremely numerous feature vectors lead to an unbearable memory cost. To alleviate this issue, we propose to adopt a deformable version that only attends to a limited set of key sampling vectors in a learnable manner. It is reasonable for the depth estimation task since several key points that indicate the scene structure are enough for feature enhancement. Let \( q \) and \( v \) index a element with representation feature \( x_q \in Q \) and \( x_v \in V \), respectively. \( p_q \) represents the location of the query vector \( x_q \). The processing can be formulated as

\[
\text{DAatt}(x_q, x_v, p_q) = \sum_{k \in \Omega_k} A_{qk} x_v (p_q + \Delta p_{qk}) \quad \text{(3)}
\]

where the attention weight \( A_{qk} \) and the sampling offset \( \Delta p_{qk} \) of the \( k \)-th sampling point are obtained via linear projection over the query feature \( x_q \). \( A_{qk} \) are normalized as \( \sum_{k \in \Omega_k} A_{qk} = 1 \). As \( p_q + \Delta p_{qk} \) is fractional, bilinear interpolation is applied as in [17] in computing \( x_v (p_q + \Delta p_{qk}) \). We also add a hierarchical embedding to identify which feature level each query pixel lies in. The output denoted as \( \hat{X} \) is folded (i.e., split and reshaped) back to the original resolutions to get the hierarchical enhanced features \( F_{enh} \). After fusing \( F_{enh} \) and \( F \) via channel-wise concatenations followed by 1×1 convolutions, we obtain the output \( F_o = \{ f^n_o \}_{n=1}^N \) and achieve the feature enhancement.

When the additional convolution branch is available, we consider a feature map \( G \) as the second input of the HAHI for affinity modeling. Similar to the first input \( F_o \), \( G \) can be any other type of representation. We utilize a 1×1 convolution to project \( G \) to \( G_h \), with a channel dimension \( C_h \), and then flatten \( G_h \) to a two-dimensional query matrix \( Q \). Applying \( \hat{X} \) as \( K \) and \( V \), we calculate the cross-attention to model the affinity. Similarly, the unbearable memory cost still persists. We apply the deformable attention module in (3) to alleviate this issue, where the reference point locations \( p_q \) are dynamically predicted from the affinity query embedding via a learnable linear projection followed by a sigmoid function. After reshaping the result to the original resolution to form the attentive representation \( G_{att} \), we fuse \( G_{att} \) and \( G \) by a channel-wise concatenation and a 1×1 convolution, getting another output of HAHI, denoted as \( G_o \). This process achieves the affinity modeling and the feature interaction between the Transformer and the CNN branches.

It intuitively makes sense that we aim to combine both the local-aware convolutional and global-aware Transformer features. Given the heterogeneous features, our proposed HAHI module achieves the feature alignment in a dynamic learnable manner by considering the correlation between a convolutional feature and its corresponding Transformer features. Specifically, following the DETR-like structure [18, 33], the former self-attention aggregates and enhances the Transformer features, while the later cross-attention can efficiently model the affinities between heterogeneous features and aligns the heterogeneous features for simple concatenation-manner fusion in the decoder. The convolutional features serve as dense queries instead of the sparse object-level queries in [18, 33], which fully consider spatial information for the depth estimation task. In implementation, we only adopt single-layer cross-attention to save resources, which is much more efficient compared with the DETR-like decoders that adopt more than six attention layers in object detection tasks.

### 3.4 Decoder design

All the outputs of the HAHI (i.e., \( F_o \) and \( G_o \)) are sent...
to the baseline decoder\cite{31, 37} for depth estimation, which consists of several consecutive UpConv layers with skip connections from the encoder as illustrated in Fig. 7. In the decoder, the resolution of feature maps are progressively recovered via successive UpConv layers, and finally, we adopt a $3 \times 3$ convolution to regress the final depth prediction.

![Fig. 7 Standard decoder adopted following previous work\cite{4, 31} for fair comparisons. There are totally four decoder layers. Each $3 \times 3$ Conv layer consists of one convolution operation and one ReLU function.](image)

Given the predicted depth estimation maps, the network optimization loss updated from\cite{36} is

$$
\mathcal{L}_{\text{pixel}} = \alpha \frac{1}{T} \sum_i h_i^2 - \frac{\lambda}{T^2} \left( \sum_i h_i \right)^2
$$

where $h_i = \log \tilde{d}_i - \log d_i$ with the ground truth depth $d_i$ and predicted depth $\tilde{d}_i$. $T$ denotes the number of pixels having valid ground truth values. Following \cite{4}, we use $\lambda = 0.85$ and $\alpha = 10$ for all experiments.

4 Experiment results

4.1 Datasets

KITTI is a dataset that provides stereo images and corresponding 3D laser scans of outdoor scenes captured by equipment mounted on a moving vehicle\cite{19}. The RGB images have a resolution of around $1241 \times 376$, while the corresponding ground truth depth maps are of low density. Following the standard Eigen training/testing split\cite{26}, we use around 26K images from the left view for training and 697 frames for testing. When evaluation, we use the crop as defined by Garg et al.\cite{39} and upsample the prediction to the ground truth resolution. For the online KITTI depth prediction, we use the official benchmark split\cite{39}, which contains around 72K training data, 6K selected validation data and 500 test data without the ground truth.

NYU-Depth-v2 provides images and depth maps for different indoor scenes captured at a pixel resolution of $640 \times 480$\cite{38}. Following previous works, we train our network on a 50K RGB-Depth pairs subset. The predicted depth maps of DepthFormer have a resolution of $320 \times 240$ and an upper bound of 10 meters. We upsample them by $2 \times$ to match the ground truth resolution during both training and testing. We evaluate the results on the pre-defined center cropping by Eigen et al.\cite{36}

**SUN RGB-D** is an indoor dataset consisting of around 10K images with high scene diversity collected with four different sensors\cite{21, 40, 41}. We apply this dataset for generalization evaluation. Specifically, we cross-evaluate our NYU pre-trained models on the official test set of 5050 images without further fine-tuning. The depth upper bound is set to 10 meters. Note that this dataset is only for evaluation. We do not train on this dataset.

4.2 Evaluation metrics

In our experiments, we follow the standard evaluation protocol of the prior work\cite{36} to confirm the effectiveness of DepthFormer in experiments. For the NYU, KITTI Eigen split and SUN RGB-D dataset, we utilize the accuracy under the threshold ($\delta_i < 1.25^*$, $i = 1, 2, 3$), mean absolute relative error (AbsRel), mean squared relative error (SqRel), root mean squared error (RMSE), root mean squared log error (RMSLog), and mean log10 error (log10) to evaluate our methods. In terms of the online KITTI benchmark\cite{39}, we use the scale-invariant logarithmic error (SIlog), percentage of AbsRel and SqRel (absErrorRel, sqErrorRel), and root mean squared error of the inverse depth (iRMSE).

4.3 Implementation details

Since we find there is no commonly used codebase for the monocular depth estimation task, we develop a unified benchmark based on the MMSegmentation\cite{42}. We believe it can further boost the development of this field and achieve fair comparisons. We train the entire network with the batch size 2, learning rate $1 \times 10^{-4}$ for 38.4K iterations on a single node with 8 NVIDIA V100 32GB GPUs, which takes around 5 hours. The linear learning rate warm-up strategy is applied for the first 30% iterations following \cite{4}. The cosine annealing learning rate strategy is adopted for the learning rate decay. Following \cite{5, 32}, we sample $N = 4$ results from the transformer features as the output of the transformer branch. The number of reference points in deformable attention modules and $C_n$ is experientially set to 8 and the median value of the channel dimension of $F_i$, respectively. Following \cite{18}, we adopt 8 deformable attention heads. The default patch size of ViT-Base and window size of Swin Transformer are 16 and 7, respectively. Following previous works, our encoders are pre-trained on ImageNet dataset\cite{43} and then fine-tuned on depth datasets. The de-
encoder is trained from scratch.

As for the pilot study, the baseline model consists of an encoder and a decoder. We adopt the decoder in [31] as a default setting and mainly focus on the influence of encoder choices. In terms of the convolution encoder, we utilize the standard ResNet-50[1]. For the Transformer encoder, we adopt the ViT-B[12] following the design of the DPT[5], PVT-T[36], and Swin-T[32]. During training, we adopt the AdamW optimizer. The weight decay is set to 0.01. We experimentally use the 1-cycle policy with the learning rate \( lr = 6 \times 10^{-5} \) for the Transformer-based model and \( lr = 1 \times 10^{-4} \) for the ResNet-based model, respectively. We also apply a linear warm-up scheduler for the first 500 iterations. The cosine annealing learning rate strategy is adopted for the learning rate decay. When evaluation, we divide the depth range to 0–20m, 20–60m and 60–80m. The results of 0–20m and 60–80m can indicate the model performance predicting the depth of near and distant objects, respectively.

4.4 Comparison to state-of-the-arts

We compare the proposed methods with the leading monocular depth estimation models. Primarily, we choose the Adabins[4] as our main competitor, which is a solid counterpart and achieved state-of-the-art on all of the datasets we consider. We reproduce the codes of Adabins and load the pre-trained models provided by the authors to get the resulting depth images. Other results are from their official codes.

NYU-Depth-v2. Table 2 lists the performance comparison results on the NYU-Depth-v2 dataset. While the performance of the state-of-the-art models tends to approach saturation, DepthFormer outperforms all the competitors with prominent margins in all metrics. It indicates the effectiveness of our proposed methods. Qualitative comparisons can be seen in Fig.8. DepthFormer achieves more accurate and sharper depth estimation results. We combine camera parameters and predicted depth maps to inv-project the 2D images into the 3D world. As shown in Fig.9, our reconstructed scenes are satisfying with sharp boundaries of objects and reasonable depth estimations.

Since previous work applies different encoders, we conduct more fair performance comparisons with them by aligning the encoder architecture to the Swin Transformer and then providing the quantitative metrics, runtime, and the number of parameters of each method. As shown in Table 3, DepthFormer outperforms previous methods with significant margins meanwhile introducing acceptable overhead on frames per second (FPS) and parameters, which indicates the effectiveness of our method.

KITTI. We evaluate on the Eigen split[26] and report the results on Table 4. DepthFormer significantly outperforms all the leading methods. Qualitative comparisons can be seen in Fig.10. We then train our model on the training set of the standard KITTI benchmark split and submit the prediction results of the testing set to the online website. We report the results in Table 5. While a saturation phenomenon persists in sqErrorRel, DepthFormer still achieves 16% improvement on this metric and achieves the most competitive result on the highly competitive benchmark as the submission time of Nov. 16th, 2021. We report some qualitative comparison results in Fig.11.

SUN RGB-D. Following Adabins[4], we conduct a cross-dataset evaluation by training our models on the NYU-Depth-v2 dataset and evaluating them on the test set of the SUN RGB-D dataset without any fine-tuning. As shown in Table 6, significant improvements in all the metrics indicate an outstanding generalization perform-

| Method       | Train | \( \delta_1 \) | \( \delta_2 \) | \( \delta_3 \) | REL ↓ | RMS ↓ | log10 ↓ |
|--------------|-------|----------------|----------------|----------------|-------|-------|---------|
| StructDepth[36] | Unsup | 0.817          | 0.955          | 0.988          | 0.140 | 0.534 | 0.060   |
| MonIndoor[45]    | Unsup | 0.823          | 0.958          | 0.989          | 0.134 | 0.526 | –       |
| Eigen et al. [26]| Sup   | 0.769          | 0.950          | 0.988          | 0.158 | 0.641 | –       |
| Laina et al. [26]| Sup   | 0.811          | 0.953          | 0.988          | 0.127 | 0.573 | 0.055   |
| DORN[3]          | Sup   | 0.828          | 0.965          | 0.992          | 0.115 | 0.509 | 0.051   |
| BTS[3]           | Sup   | 0.885          | 0.978          | 0.994          | 0.110 | 0.392 | 0.047   |
| DAV[34]          | Sup   | 0.882          | 0.980          | 0.996          | 0.108 | 0.412 | –       |
| TransDepth[35]   | Sup   | 0.900          | 0.983          | 0.996          | 0.106 | 0.365 | 0.045   |
| DPT[5]           | Sup   | 0.904          | 0.988          | 0.998          | 0.110 | 0.357 | 0.045   |
| AdaBins[4]       | Sup   | 0.903          | 0.984          | 0.997          | 0.103 | 0.364 | 0.044   |
| NeWCRFs[46]      | Sup   | 0.923          | 0.992          | 0.998          | 0.095 | 0.331 | 0.044   |
| **DepthFormer**  | Sup   | **0.923**      | **0.989**      | **0.997**      | **0.094** | **0.329** | **0.040** |
4.5 Ablation studies

For our ablation study, we conduct evaluations with each component of DepthFormer to prove the effectiveness of our method on the NYU and KITTI dataset.

Effectiveness of key components. We first validate the effectiveness of the key components of DepthFormer. From the baseline network (i.e., ResNet-50, Swin-T), we reinforce the network with our proposed methods and evaluate the improvement of the model performance. The results are reported in the Table 7. As the additional convolution branch and the HAHI are adopted, the overall performance is significantly improved, which demonstrates the effectiveness of our methods. Moreover, following previous methods,[5, 13], we utilize larger-scale dataset (i.e., ImageNet-22K) to pre-train our encoder. The results (+LP) indicate that the Transformer encoder can better benefit from the larger model capacity and the larger-scale pre-training dataset compared with the CNN encoder.

Since our design is pluggable and extendable, we can...
simply switch and scale up the Transformer encoder with different variants. In this ablation, we conduct experiments with different Transformer backbones on NYU dataset. As shown in Table 8, our DepthFormer can bring improvements to models with various Transformer backbones. It is possible that the performance of our method can also be improved without bells and whistles with the fast development of Transformer architecture design.

Fine-grained evaluation on convolution branch.
The standard CNN encoder can be divided into several sequential blocks. We further scrutinize the influence of different level convolution features on the model performance. Following the default setting, we adopt ResNet-50 as the additional convolution branch. Results are shown in Fig.13. Interestingly, the model achieves the best performance with only one convolutional block and then downgrades if more blocks are added. A possible explanation for this might be that the consecutive convolutions

Table 4 Comparison of performances on the KITTI validation dataset. The reported numbers are from the corresponding papers. Measurements are made for the depth range from 0 m to 80 m.

| Method             | Train | $\delta_1 \uparrow$ | $\delta_2 \uparrow$ | $\delta_3 \uparrow$ | REL $\downarrow$ | Sq $\downarrow$ | RMS $\downarrow$ | log $\downarrow$ |
|-------------------|-------|---------------------|---------------------|---------------------|------------------|-----------------|-----------------|------------------|
| Godard et al.[48] | Unsup | 0.861              | 0.949              | 0.976              | 0.114            | 0.898           | 4.935           | 0.206            |
| Johnston and Garneiro[49] | Unsup | 0.889              | 0.962              | 0.982              | 0.106            | 0.861           | 4.699           | 0.185            |
| Gan et al.[50]    | Sup   | 0.890              | 0.964              | 0.985              | 0.098            | 0.666           | 3.933           | 0.173            |
| DORN[8]           | Sup   | 0.932              | 0.984              | 0.994              | 0.072            | 0.307           | 2.727           | 0.120            |
| Yin et al.[51]    | Sup   | 0.938              | 0.990              | 0.998              | 0.072            | –               | 3.258           | 0.117            |
| PGA-Net[52]       | Sup   | 0.952              | 0.992              | 0.998              | 0.063            | 0.267           | 2.634           | 0.101            |
| BTS[5]            | Sup   | 0.956              | 0.993              | 0.998              | 0.059            | 0.245           | 2.756           | 0.096            |
| TransDepth[15]    | Sup   | 0.956              | 0.994              | 0.999              | 0.064            | 0.252           | 2.755           | 0.098            |
| DPT-Hybrid[5]     | Sup   | 0.959              | 0.995              | 0.999              | 0.062            | –               | 2.573           | 0.092            |
| AdaBins[4]        | Sup   | 0.964              | 0.995              | 0.999              | 0.058            | 0.190           | 2.360           | 0.088            |
| NeWCRFs[47]       | Sup   | 0.971              | 0.997              | 0.999              | 0.052            | 0.155           | 2.129           | 0.079            |
| **DepthFormer**   | Sup   | **0.975**          | **0.997**          | **0.999**          | **0.052**        | **0.158**       | **2.143**       | **0.079**        |

Fig. 10 Qualitative comparison on the KITTI validation dataset.

Table 5 Comparison of performances on the KITTI depth estimation benchmark test set.

| Method             | SILog $\downarrow$ | sqErrorRel $\downarrow$ | absErrorRel $\downarrow$ | iRMSE $\downarrow$ |
|-------------------|--------------------|-------------------------|-------------------------|-------------------|
| DORN[8]           | 11.77              | 2.23                    | 8.78                    | 12.98             |
| BTS[5]            | 11.67              | 2.21                    | 9.04                    | 12.23             |
| BANet[53]         | 11.55              | 2.31                    | 9.34                    | 12.17             |
| PWA[54]           | 11.45              | 2.30                    | 9.05                    | 12.32             |
| ViP-DeepLab[55]   | 10.80              | 2.19                    | 8.94                    | 11.77             |
| NeWCRFs[47]       | **10.39**          | **1.83**                | **8.37**                | **11.03**         |
| **Ours**          | 10.46              | 1.62                    | 8.54                    | 11.17             |
wash out low-level features, and the gradually reducing spatial resolution discards the fine-grained information\textsuperscript{[13]}. Adopting the first block achieves a win-win scenario: It optimizes accuracy by preserving crucial local information while reducing complexity. This can reduce the training time by 2.5× or more and likewise decrease memory consumption, enabling us to easily scale our Transformer branch to large models.

We also conduct experiments to investigate different convolution variants in Table 9. We first evaluate a

![Fig. 11 Qualitative comparison with the state-of-the-art on the KITTI benchmark, better viewed by zooming on screen. Deeper red pixels in the error maps indicate higher errors. Deeper blue means lower errors. The figures are from the official KITTI benchmark website.](image)

| Method          | $\delta_1$ | $\delta_2$ | $\delta_3$ | REL | RMS | log_{10} |
|-----------------|------------|------------|------------|-----|-----|---------|
| Chen et al.\textsuperscript{[56]} | 0.757      | 0.943      | 0.984      | 0.166 | 0.494 | 0.071   |
| Yin et al.\textsuperscript{[51]} | 0.696      | 0.912      | 0.973      | 0.183 | 0.541 | 0.082   |
| BTS\textsuperscript{[3]}       | 0.740      | 0.933      | 0.980      | 0.172 | 0.515 | 0.075   |
| Adabins\textsuperscript{[4]}   | 0.771      | 0.944      | 0.983      | 0.159 | 0.476 | 0.068   |
| NeWCRFs\textsuperscript{[47]}  | 0.799      | 0.959      | 0.986      | 0.150 | 0.429 | 0.064   |
| **Ours**        | **0.815**  | **0.970**  | **0.993**  | **0.137** | **0.408** | **0.059** |

![Fig. 12 Qualitative comparison on the SUN RGB-D dataset](image)
Effect, Fig. 13

Table 7  Ablation study results on the NYU dataset. CB: Convolution branch. LP: Larger-scale pre-training dataset (22K ImageNet) for boosting the model performance. For fair comparison, we utilize the 22K-ImageNet pre-trained ResNet-50-x3 provided by [57] to get the results of R-50 (+HAHI+LP).

| Backbone  | Various | \(\delta_1\)↑ | \(\delta_2\)↑ | \(\delta_3\)↑ | REL ↓ | RMS ↓ |
|-----------|---------|----------------|----------------|----------------|-------|-------|
| R-50[4]  | –       | 0.811          | 0.961          | 0.991          | 0.145 | 0.482 |
|           | +HAHI   | 0.866          | 0.976          | 0.994          | 0.122 | 0.411 |
|           | +HAHI+LP| 0.865          | 0.976          | 0.995          | 0.124 | 0.406 |
| Swin-T[13]| –       | 0.847          | 0.975          | 0.993          | 0.131 | 0.432 |
|           | +HAHI   | 0.866          | 0.977          | 0.995          | 0.125 | 0.409 |
|           | +CB     | 0.851          | 0.977          | 0.995          | 0.129 | 0.425 |
|           | +CB+HAHI| 0.871          | 0.979          | 0.995          | 0.120 | 0.399 |
| Swin-B[18]| +CB+HAHI| 0.892          | 0.984          | 0.997          | 0.109 | 0.373 |
| Swin-L[13]| +CB+HAHI+LP| 0.910        | 0.987          | 0.997          | 0.101 | 0.348 |
|           | +CB+HAHI+LP| 0.923        | 0.989          | 0.997          | 0.094 | 0.329 |

Table 8  Ablation study of the extendable property. We adopt various Transformer to validate the effectiveness of DepthFormer.

| Transformer backbone | DepthFormer | \(\delta_1\)↑ | REL ↓ | RMS ↓ |
|----------------------|-------------|---------------|-------|-------|
| Flatten Transformer, ViT-B | √ | 0.846 0.141 0.437 | 0.882 0.121 0.390 |
| Pyramid Transformer, PVT-T | √ | 0.822 0.145 0.467 | 0.835 0.141 0.451 |
| Swin Transformer, Swin-T | √ | 0.847 0.131 0.432 | 0.871 0.120 0.399 |

single-layer convolution with different kernel size. There are only slight performance discrepancies among them, indicating simple and various convolution operations can be effective enough for our purpose of providing local information. Moreover, we also compare the default ResNet architecture with other convolution backbones such as EfficientNet[29] and DenseNet[30]. The differences are also slight with a common performance drop when applying more CNN blocks. Recall our experiments have shown that a deeper convolution network cannot bring performance gains but leads to degradation. Since the results of models with EfficientNet and DenseNet backbones present a similar trend of a performance drop, it is unnecessary to further stack more layers in this ablation study. All these experimental results indicate that a simple single-layer convolution can work effectively in our proposed parallel architecture.

Fine-grained evaluation on HAHI. Since the HAHI consists of a deformable self-attention module (DSA) for hierarchical aggregation and a deformable cross-attention module (DCA) for heterogeneous interaction, we conduct more detailed ablation studies on both of these two modules. For fair comparison, we choose the Swin-T with CB as the default backbone. The results are reported in Table 10. We propose to apply the attention mechanism on all the hierarchical features (multi-level DSA) for sufficient aggregation. Compared with the one where only each single-layer feature is considered in the attention module, denotes as single-level DSA, the multi-level aggregation strategy obtains a 4.9% enhancement on RMS. It demonstrates that the multi-level aggregation strategy is much more effective. When DSA is added without the multi-level DSA, the model performance is seriously impaired. However, with the multi-level DSA, DCA achieves a 2.2% improvement on RMS, verifying

Fig. 13  Effect of the convolution branch block on NYU depth estimation performance. We can observe that behaviour decreases after the first block of R-50[4]. Notably, Stage 1 only consists of one 7×7 convolution, ReLU and BN.
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there are large discrepancies between the heterogeneous features. Multi-level DSA achieves the alignment of the features, which propels the affinity modeling. All the results demonstrate the effectiveness of our proposed HAHI module.

Since HAHI module is essentially a late fusion strategy, we further compare it with other effective late fusion strategies. As shown in Table 11, we not only compare our HAHI with widely-adopted fusion strategies proposed for classification tasks\cite{58-60}, but also compare recent multimodal and depth fusion strategies\cite{13,61,62}. We highlight the best performance achieved by our HAHI with hierarchical aggregation and heterogeneous interaction. Compared with these counterparts, HAHI can dynamically align the heterogeneous features from the Transformer branch and convolution branch, yielding a more effective fusion strategy for depth estimation facing various scenes. Moreover, compared with other potential effective strategies such as AGD in \cite{13}, HAHI also saves tons of GPU memory. In the ablation study, we use a batch size of 8 as default for DepthFormer equipped with HAHI, but the AGD is out of memory even when we only use a batch size of 1. Here, we also adopt a two-direction version for the HAHI module, where an extra self-attention is applied for the convolution feature and an extra cross-attention is run in a reverse direction (regard the Transformer features as queries). There is a slight per-

### Table 9 Comparisons of CNN variants

| CNN variants           | $\delta^\uparrow$ | REL $\downarrow$ | RMS $\downarrow$ |
|------------------------|-------------------|-----------------|------------------|
| Conv3×3-BN-ReLU        | 0.871             | 0.120           | 0.403            |
| Conv5×5-BN-ReLU        | 0.871             | 0.120           | 0.401            |
| Conv9×9-BN-ReLU        | 0.870             | 0.121           | 0.405            |
| ResNet50-C1, 2\cite{2} | 0.865             | 0.126           | 0.410            |
| EfficientNetB5-C1, C2\cite{28} | 0.866   | 0.125           | 0.408            |
| DenseNet169-C1, C2\cite{28} | 0.866   | 0.124           | 0.409            |
| Conv7×7-BN-ReLU        | 0.871             | 0.120           | 0.399            |

### Table 10 Ablation study of the HAHI module on NYU dataset.

| Aggregation (DSA) | Interaction (DCA) | $\delta^\uparrow$ | REL $\downarrow$ | RMS $\downarrow$ |
|-------------------|-------------------|-------------------|-----------------|------------------|
| single-level      |                   | 0.847             | 0.131           | 0.432            |
| multi-level       |                   | 0.850             | 0.131           | 0.427            |
|                   | √                 | 0.867             | 0.124           | 0.408            |
|                   | √                 | 0.828             | 0.143           | 0.443            |
|                   | √                 | 0.831             | 0.144           | 0.449            |
|                   | √                 | 0.871             | 0.120           | 0.399            |

### Table 11 Comparisons with late fusion strategies

| Method           | $\delta^\uparrow$ | REL $\downarrow$ | RMS $\downarrow$ | Field          |
|------------------|-------------------|-----------------|-----------------|---------------|
| Concatenate\cite{58} | 0.847             | 0.131           | 0.432           | –             |
| CAM\cite{59}      | 0.851             | 0.131           | 0.426           | Classification|
| SAM\cite{60}      | 0.852             | 0.130           | 0.424           | Classification & Detection|
| CBAM\cite{60}     | 0.853             | 0.130           | 0.423           | Classification & Detection|
| AGD\cite{15}      | 0.853             | 0.130           | 0.423           | Depth estimation|
| MFA\cite{61}      | 0.861             | 0.124           | 0.412           | RGBD saliency detection|
| DFM\cite{62}      | 0.860             | 0.125           | 0.414           | RGBD saliency detection|
| HAHI (Ours)       | 0.871             | 0.120           | 0.399           | Depth estimation|

The importance of both the multi-level DSA and the DCA for heterogeneous interaction. We infer the reason that there are large discrepancies between the heterogeneous features. Multi-level DSA achieves the alignment of the features, which propels the affinity modeling. All the results demonstrate the effectiveness of our proposed HAHI module.

We then conduct experiments to investigate the influence of the number of attention heads in HAHI. As shown in Table 12, with the increase in the number of attention heads, the model performance improves significantly, indicating the representation capacity of HAHI is enhanced. However, the performance trends to saturation when the number of attention heads surpasses 8. Therefore, we choose 8 as a default setting, considering a tradeoff between performance and computational cost.

### Table 12 Comparisons of HAHI with different numbers of heads. Convolution is followed by ReLU and BN.

| #head of att. | $\delta^\uparrow$ | REL $\downarrow$ | RMS $\downarrow$ |
|---------------|-------------------|-----------------|-----------------|
| 2             | 0.860             | 0.128           | 0.410           |
| 4             | 0.866             | 0.123           | 0.406           |
| 8             | 0.871             | 0.120           | 0.399           |
| 16            | 0.870             | 0.120           | 0.403           |

Details about pilot study results. We have discussed that the CNN branch can provide local information lost in the Transformer branch and the HAHI further promotes the depth estimation via feature enhancement and affinity modeling. They improve the model performance, especially on near object depth estimation. Table 13 demonstrates the effectiveness of our methods. Moreover, we draw more fine-grained results in Fig.14. We present qualitative comparison results in Fig.15. One can observe sharper and more accurate results can be achieved with our proposed CNN branch and HAHI module. The results show that our methods achieve a tradeoff between low and short-range estimation, improving the overall performance. It makes sense that adding the local details inevitably smears some global information, leading to such a slight performance drop on long-range depth estimation.

Interestingly, Swin Transformer based model achieves better performance compared with ResNet50 based ones.
on near object depth estimation and also provides satisfactory results compared with ViT-based ones on long-range depth estimation. We infer that the hierarchical design and the local attention of the Swin Transformer benefits the extraction of the local information (See Table 1), and the cross-window attention mechanism can also successfully model the long-range correlation.

### 5 Conclusions

We have presented DepthFormer, a novel framework for accurate monocular depth estimation. Our method fully exploits the long-range correlations and the local information by an encoder consisting of a Transformer branch and a CNN branch. Since independent branches with late fusion lead to insufficient feature aggregation for the decoder, we propose the hierarchical aggregation and heterogeneous interaction module to enhance the multi-level features and further model the feature affinity. DepthFormer achieves significant improvements compared with state-of-the-arts in the most popular and challenging datasets. We hope our study can encourage more works applying the Transformer architecture in monocular depth estimation and enlighten the framework design.

---

**Table 13:** More detailed ablation quantitative results on KITTI dataset

| Backbone       | Various | Range   | \(\delta_1\uparrow\) | \(\delta_2\uparrow\) | \(\delta_2\uparrow\) | REL \(\downarrow\) | RMS \(\downarrow\) |
|----------------|---------|---------|----------------------|----------------------|----------------------|------------------|--------------------|
| ResNet-50[1]  | –       | 0–20m   | 0.973                | 0.998                | 1                    | 0.054            | 0.985             |
|                |         | 60–80m  | 0.600                | 0.900                | 0.972                | 0.188            | 14.30             |
|                |         | Overall | 0.952                | 0.994                | 0.999                | 0.065            | 2.596             |
| ViT-Base[2]    | –       | 0–20m   | 0.955                | 0.995                | 0.999                | 0.071            | 1.275             |
|                |         | 60–80m  | 0.727                | 0.936                | 0.985                | 0.150            | 11.86             |
|                |         | Overall | 0.938                | 0.992                | 0.999                | 0.080            | 2.695             |
| ViT-Base[2]    | +CB     | 0–20m   | 0.960                | 0.996                | 0.999                | 0.067            | 1.223             |
|                |         | 60–80m  | 0.725                | 0.950                | 0.984                | 0.147            | 11.69             |
|                |         | Overall | 0.942                | 0.994                | 0.999                | 0.076            | 2.644             |
| ViT-Base[2]    | +CB+HAHI| 0–20m   | 0.964                | 0.995                | 0.999                | 0.064            | 1.172             |
|                |         | 60–80m  | 0.712                | 0.946                | 0.984                | 0.150            | 11.90             |
|                |         | Overall | 0.948                | 0.993                | 0.999                | 0.073            | 2.596             |
| Swin-T[3]     | –       | 0–20m   | 0.972                | 0.998                | 1                    | 0.050            | 0.948             |
|                |         | 60–80m  | 0.729                | 0.941                | 0.984                | 0.150            | 11.85             |
|                |         | Overall | 0.961                | 0.993                | 0.999                | 0.062            | 2.402             |
| Swin-T[3]     | +CB     | 0–20m   | 0.979                | 0.998                | 1                    | 0.049            | 0.934             |
|                |         | 60–80m  | 0.726                | 0.945                | 0.984                | 0.149            | 11.76             |
|                |         | Overall | 0.964                | 0.995                | 0.999                | 0.060            | 2.310             |
| Swin-T[3]     | +CB+HAHI| 0–20m   | 0.981                | 0.998                | 1                    | 0.049            | 0.911             |
|                |         | 60–80m  | 0.744                | 0.939                | 0.981                | 0.146            | 11.61             |
|                |         | Overall | 0.966                | 0.996                | 0.999                | 0.059            | 2.261             |

**Fig. 14** Fine-grained quantitative results of our pilot study on KITTI dataset. We divide the depth range (0–80m) into 80 intervals. Point \((i, j)\) in the plot represents the abs rel of the model is \(j\) on depth interval \((i, i+1)\). Our method achieves a tradeoff between long and short range estimation.
of other tasks.

**Potential impact:** Beyond the direct application of our work for autonomous driving or spatial reconstruction, there are several venues that warrant future investigation. For example, the common dense global attention in Transformer might be sumptuous. In terms of depth estimation, several key points that indicate the scene structure could be enough to provide crucial long-range information. Designing a more dedicated attention mechanism would improve the effectiveness of the Transformer branch. Furthermore, the HAHI is input-agnostic, and including other modalities such as sparse LiDAR would enhance performance and generalization. Finally, due to the lack of theoretical guarantees, future work to improve the applicability of DepthFormer might consider challenges of explainability and transparency.
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