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We investigate the energy of an isolated magnetized domain \(\Omega \subset \mathbb{R}^n\) for \(n = 2, 3\). In non-dimensionalized variables, the energy given by

\[
\mathcal{E}(\Omega) = \int_{\mathbb{R}^n} |\nabla \chi_\Omega|^2 \, dx + \int_{\mathbb{R}^n} |\nabla h_\Omega|^2 \, dx
\]

penalizes the interfacial area of the domain as well as the energy of the corresponding magnetostatic field. Here, the magnetostatic potential \(h_\Omega\) is determined by \(\Delta h_\Omega = \partial_1 \chi_\Omega\), corresponding to uniform magnetization within the domain. We consider the macroscopic regime \(|\Omega| \to \infty\), in which we derive compactness and \(\Gamma\)-limit which is formulated in terms of the cross-sectional area of the anisotropically rescaled configuration. We then give the solutions for the limit problems.

1. Introduction

Ferromagnetic materials exhibit the formation of magnetic domains, i.e. regions with almost uniform magnetization oriented along certain crystalline directions. In the prototypical case of a sample with initial uniform magnetization, the application of an external magnetic field can induce a phase transformation. The initial time of the phase transformation is characterized by the nucleation and growth of small isolated magnetic domains of the new phase (figure 1). The shape and energetics of these domains are essential to understand the phase transformation of the magnetic material and its related hysteresis [1–6]. An isolated magnetic domain can also be formed by a ferrofluidic droplet under the application of an external field. In this paper, we investigate the shape and energetics of isolated magnetic domains from the viewpoint of
Figure 1. Nucleation of a single magnetic domain during cooling with applied magnetic field, see ([17], fig. 1). The red arrow indicates the magnetization vector inside the domain. (Online version in colour.)

calculus of variations without relying on any specific ansatz function. We note that the shape and properties of magnetic domains in solids and fluids have been studied in the physical literature both experimentally and numerically [7–9]; for applications see e.g. [10–16]. However, in these works, the energy of the optimal domain shape is determined either numerically or within a certain class of ansatz functions.

We assume that the magnetization \( m_{\Omega} \in L^2(\mathbb{R}^n, \mathbb{R}^n) \) points in direction \( e_1 \) within the magnetic domain \( \Omega \subset \mathbb{R}^n \) and vanishes outside, i.e. \( m_{\Omega} = e_1 \chi_\Omega \) where \( \chi_\Omega \) is the characteristic function of \( \Omega \). By Maxwell’s equations, the induced magnetostatic field \( h_{\Omega} \in L^2(\mathbb{R}^n, \mathbb{R}^n) \) is then given by the unique (distributional) solution of

\[
h_{\Omega} := -\nabla(-\Delta_{\mathbb{R}^n})^{-1}(\text{div} m_{\Omega}).
\]

We note that (up to a factor 2) the same stray field is created if the magnetization is \( e_1 \) in \( \Omega \) and \(-e_1\) otherwise which would model the situation of a uniformly magnetized domain in an infinitely extended uniaxial magnetic material. Our choice of magnetization also describes the situation of a uniformly magnetized ferrofluidic droplet. We assume that an external field with relative strength \( \lambda > 0 \) is applied in the \( e_1 \)-direction. Also taking into consideration an energy related to the interface of the magnetic domain, the energy of the single magnetic domain in a non-dimensionalized setting is given by

\[
E(\Omega) = \int_{\mathbb{R}^n} |\nabla \chi_\Omega| \, dx + \int_{\mathbb{R}^n} |h_{\Omega}|^2 \, dx + \lambda \int_{\mathbb{R}^n} \chi_\Omega \, dx.
\]

The parameter \( \lambda \) describes the relative strength of the external magnetic field. We note that the last term in (1.2), the Zeeman term, is a trivial contribution to the energy by our assumption that the volume of the magnetic domain is given by

\[
\int_{\mathbb{R}^n} \chi_\Omega \, dx = \mu,
\]

for some fixed \( \mu > 0 \). We note that in the above model neither boundary effects, nor material irregularities which might lead to pinning of the domain, are included. We note that the physically relevant case corresponds to three-dimensional domains \( \Omega \). However, for the mathematical interest, we formulate the model and give some results in other dimensions as well. We refer to remark 1.1 for more details on the origin and derivation of the energy.

In [18], it has been shown that minimizers of our energy functional (1.2) with volume constraint (1.3) exist in all dimensions \( n \) and for all prescribed masses \( \mu \geq 0 \). For \( 2 \leq n \leq 7 \), for any local minimizer of (1.2), there is a regular representative \( \Omega \) for its positivity set which is open, bounded and has a smooth boundary. Furthermore, in this case, the sets \( \Omega, \mathbb{R}^n \setminus \Omega \) and \( \partial \Omega \) are connected. We note that the positivity set is only defined a.e. and the regular representative is obtained after modification by a zero set. Also, the scaling of the ground state energy and some qualitative
properties of the shape have been investigated in [18] for \( n = 3 \) and in [19] for \( n \geq 4 \). We note that for small volume \( \mu \), the energy (1.2) is a perturbation of the perimeter energy and minimizers have approximately the shape and energy of a ball with mass \( \mu \). We consider the opposite regime of large volume \( \mu \gg 1 \) where the impact of the magnetostatic energy is essential to determine the minimal energy and optimal shape of the domain. In this regime, minimizers of the energy (1.2) get more and more elongated and assume the shape of a thin needle. More precisely, the scaling of the ground state energy is given by \( \inf_{|\Omega| = \mu} \mathcal{E}(\Omega) \sim \mu^{2/(2n+1)} \) for \( n \geq 3 \) and \( \mu \geq 1 \). The scalingwise upper bound is obtained by ellipsoids with length of order \( L \sim \mu^{3/(2n+1)} \) and radius of order \( R \sim \mu^{2/(2n+1)} \) (cf. [19]); see figure 2. In this paper, we rescale the variables accordingly to maintain a bounded configuration. For the rescaled energy, we establish a compactness result (theorem 2.2) and a limit energy in the framework of \( \Gamma \)-convergence (theorem 2.3). The limit energy is formulated in terms of the horizontal cross-section area of the rescaled domain. The limit energy is local for \( n = 3 \) and can be solved algebraically for both dimensions \( n = 2, 3 \) (theorem 2.4). Interestingly, for \( n = 2 \), the solution of the rescaled limit model yields the cross-section area of an exact ellipse and is close to an ellipse for \( n = 3 \).

We give some remarks about the relation to the underlying physical models:

**Remark 1.1 (Relation to Landau–Lifshitz energy).** The energy of a ferromagnetic body \( U \subset \mathbb{R}^3 \) is given by the Landau–Lifshitz energy ([20], Ch. 3.2)

\[
\mathcal{E}_{LL}[m] = \int_{U} \left( A|\nabla m|^2 + K(1 - m_1^2)^2 - J_s H_{\text{ext}} \cdot m \right) dx + \frac{\mu_0}{2} \int_{\mathbb{R}^3} |H|^2 dx. \tag{1.4}
\]

The terms in (1.4) in order of appearance are as follows: the exchange energy favours alignment of neighbouring spins. The anisotropy energy favours an alignment with certain crystal lattice directions; in our case, we consider a uniaxial material where the directions \( \pm e_1 \) are preferred. The external field energy (also called Zeeman energy) describes the energy associated with an external magnetic field \( H_{\text{ext}} \). The constant \( J_s \) is the so-called saturation magnetization. Finally, the last integral on the right-hand side of (1.4) is the stray field energy (or magnetostatic energy) where \( H \) is the demagnetization or stray field energy and \( \mu_0 \) is the vacuum permeability. In bulk samples, one observes large magnetic domains with uniform magnetization, separated by sharp one-dimensional transition layers (so-called Bloch walls) of thickness of order \( \ell_{\text{trans}} := \sqrt{A/K} \) with rapid rotation of the magnetization ([20], Sec. 3.6.1).

From \( |m| = 1 \), we get the well-known estimate \( a|\nabla m|^2 + b(1 - m_3^2) \geq 2\sqrt{ab}|\nabla m_3| \). Hence,

\[
\mathcal{E}_{LL}[m] \geq \int_{U} \left( 2\sqrt{AK}|\nabla m_1| - J_s H_{\text{ext}} \cdot m \right) dx + \frac{\mu_0}{2} \int_{\mathbb{R}^3} |H|^2 dx. \tag{1.5}
\]
We consider an external field of the form $H_{\text{ext}} = -\lambda 8(AK)^{3/2} \mu_0^{-2} e_1$ and non-dimensionalize the model by rescaling length and energy in units of $\ell_{\text{res}} = 4\mu_0^{-1} \sqrt{AK}$ and $(AK)^{3/2} \mu_0^{-2}$. With the sharp interface assumption $n \in \{ \pm 1 \}$, we arrive at (1.2). This sharp interface approximation is valid if the width of the interfacial layers in (1.4) is much smaller than the domain size [21]. Note that we consider the renormalized energy where the infinite contribution of the Zeeman energy outside the domain is neglected. In view of (2.3), our results (for $n = 3$) are hence physically relevant for sufficiently large domains in the sense that $\ell_{\text{trans}} \ll (V/\ell_{\text{res}}^2)^{2/7}(\ln V/\ell_{\text{res}}^3)^{-1/7}$, where $V$ is the volume of the domain.

**Remark 1.2 (Relation to ferrofluidic droplets).** A ferrofluid is a colloidal liquid consisting of ferromagnetic particles suspended in a surrounding fluid [22]. The ferromagnetic particles are coated with a surfactant which inhibits agglomeration. These fluids are interesting for applications since they can be moved by the application of an external field, in which case fascinating droplet shape patterns may occur. Correspondingly, the associated magnetic energy is given by the exchange energy, Zeeman energy and the magnetostatic energy as in (1.4). Furthermore, for the total energy of the system, we assume an interfacial energy at the boundary of the ferrofluidic droplet. For our model to apply, we assume a constant density of the magnetic dipoles within the ferrofluidic droplet which then leads to the energy (1.2).

**Notation.** We write $X \lesssim Y$ if there exists a universal constant $C > 0$ such that $X \leq CY$. Analogously, we also use $\gtrsim$. If a constant depends on a parameter $p$, we write $C_p$. For $x \in \mathbb{R}^n$, we write $x = (x_1, x')$, $x' = (x_2, \ldots, x_n)$ and analogously $\mathbb{V} = (\partial_1, \mathbb{V}')$. The volume of the $n$-dimensional unit ball is denoted by $\omega_n$. The vector space of all functions of bounded variation is denoted $\text{BV}$. For the perimeter of a Lebesgue measurable set $E \subset \mathbb{R}^n$, we write $\mathcal{P}(E)$. The set $E$ is said to have finite perimeter if $\mathcal{P}(E) < \infty$ i.e. $\chi_E \in \text{BV}(\mathbb{R}_n, (0, 1))$, where $\chi_E$ is the characteristic function of $E$. The Fourier Transform and its inverse are given by

$$\hat{f}(\xi) := \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} f(x) e^{-i x \cdot \xi} \, dx, \quad f(x) = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} \hat{f}(\xi) e^{i x \cdot \xi} \, d\xi.$$  

We recall that the homogeneous $H^s$-norm for functions $f: \mathbb{R} \to \mathbb{R}$ is given by

$$||f||^2_{H^s} = \int_\mathbb{R} |\xi|^s |\hat{f}(\xi)|^2 \, d\xi.$$  

**2. Setting and statement of results**

**(a) Setting and rescaled model**

In the limit of large $\mu$, we expect minimizers to have the approximate shape of elongated ellipsoids. It is hence convenient to work in anisotropically rescaled variables. For prescribed volume $\mu > 1$ (cf. (1.3)), we define

$$u(\tilde{x}) := \chi_{\Omega} \left( \frac{\tilde{x}_1}{R_\mu}, \frac{\tilde{x}'}{L_\mu} \right).$$  

The parameters $R_\mu, L_\mu > 0$ are given by

$$R_\mu = \mu^{1/3}, \quad L_\mu = \mu^{2/3} \text{ for } n = 2,$$

$$R_\mu = \mu^{2/7}(\ln \mu)^{-1/7}, \quad L_\mu = \mu^{3/7}(\ln \mu)^{2/7} \text{ for } n = 3$$  

and

$$R_\mu = \mu^{2/(2n+1)}, \quad L_\mu = \mu^{3/(2n+1)} \text{ for } n \geq 4.$$  

These length scales correspond to the optimal scaling of diameter $R_\mu$ and length $L_\mu$ for the magnetic domain which are obtained by minimizing the energy in the class of ellipsoidal
configurations with volume $\mu$. For the aspect ratio, we write

$$\epsilon := \frac{R\mu}{L\mu} < 1.$$  \hfill (2.5)

We correspondingly rescale our energy by $R^{n-2}_\mu L_\mu$, according to the energy of these ellipsoidal configurations. With the change of variables (2.1) and expressing the non-local part of the energy in terms of Fourier variables, the renormalized and rescaled energy takes the form

$$E^{(n)}_\epsilon[u] := \frac{E(\mu) - \lambda |\mu|}{R^{n-2}_\mu L_\mu} = P^{(n)}_\epsilon[u] + N^{(n)}_\epsilon[u],$$

where the parts of the energy related to perimeter and non-local interaction are

$$P^{(n)}_\epsilon[u] := \int_{\mathbb{R}^n} \sqrt{|\nabla' u|^2 + \epsilon^2 |\partial_1 u|^2} \, dx$$ \hfill (2.6)

and

$$N^{(n)}_\epsilon[u] := \gamma_n(\epsilon) \int_{\mathbb{R}^n} \frac{\xi_1^2}{\epsilon^2 \xi_1^2 + |\xi|^2} |\hat{u}(\xi)|^2 \, d\xi.$$ \hfill (2.7)

Here, the prefactor in front of the non-local energy in (2.7) is given by

$$\gamma_2(\epsilon) := \epsilon, \quad \gamma_3(\epsilon) := \frac{1}{7 |\ln \epsilon| - 3 \ln(\ln \mu)} \quad \text{and} \quad \gamma_n(\epsilon) := 1 \text{ for } n \geq 4.$$ \hfill (2.8)

We note that the limit $\epsilon \to 0$ is equivalent to $\mu \to \infty$ and that $\gamma_3(\epsilon) = \frac{1}{7 |\ln(\epsilon)|^{-1} + o(1)}$ as $\epsilon \to 0$. In view of the assumption $|\Omega| = \mu$ and since $R^{n-1}_\mu L_\mu$, the function $u$ has unit mass. Correspondingly, we consider the set of admissible functions

$$\mathcal{A} = \left\{ u \in \text{BV}(\mathbb{R}^n, [0, 1]) : \int_{\mathbb{R}^n} u(x) \, dx = 1 \right\},$$ \hfill (2.9)

and set $E^{(n)}_\epsilon[u] = \infty$ if $u \not\in \mathcal{A}$.

(b) Main results

In [18,19,23], existence of minimizers with prescribed volume has been established for the energy (1.2). We recall the scaling of the ground state energy (figure 2):

**Theorem 2.1 (Scaling of minimal energy [18,19,23]).** Let $n \geq 2$. Then we have

$$c_n \leq \inf_{u \in \mathcal{A}} E^{(n)}_\epsilon[u] \leq C_n \quad \text{for all } \epsilon \in (0, 1)$$ \hfill (2.10)

for some constants $c_n, C_n > 0$ which depend only on $n$.

The proof of this statement is given in [18,23] for dimension $n = 3$ and [19] for general $n \geq 3$ where the scaling laws (2.2)–(2.4) have been derived for suitable (integral) notions of diameter and length of the configuration. Theorem 2.1 shows that our choice of $R_\mu$ and $L_\mu$ provides us with a non-trivial limit as $\epsilon \to 0$. In dimensions 2 and 3, under the assumption of uniformly bounded support of $u$, the statement of theorem 2.1 also follows from theorem 2.3 which additionally yields the asymptotically leading order constant in the expansion of the energy. Indeed, it is easy to see that by continuity of $\epsilon \mapsto \inf_{u \in \mathcal{A}} E^{(n)}_\epsilon[u]$, the infimum of $E^{(n)}_\epsilon[u]$ on $\mathcal{A}$ is of order one for $\epsilon \to 0$. Taking an (almost) minimizing sequence $u_\epsilon$ for $\epsilon \to 0$, we can apply theorem 2.3 to obtain the required bounds. In the case $n \geq 4$, we do not know the $\Gamma$-limit of the energy $E^{(n)}_\epsilon$ but with the ideas presented in lemma A.2, we are able to prove the lower bound in theorem 2.1 with a different argument and we also obtain the upper bound in arbitrary dimension $n \geq 4$. The main difference between $n = 2, 3$ and $n \geq 4$ is the property that $\gamma_n(\epsilon) \to 0$ (for $\epsilon \to 0$) only for $n = 2, 3$. This translates to the fact that in dimension $n \geq 4$ the leading order term no longer consists of a single expression (cf. proposition 3.8 and lemma A.2).
The limit problem is formulated in terms of the cross-sectional area

\[ A[u] : \mathbb{R} \to [0, \infty), \quad A[u] := \int_{\mathbb{R}^{n-1}} u(., x') \, dx'. \tag{2.11} \]

In view of our unit mass assumption on \( u \) in (2.9), we then have for \( A := A[u] \) that

\[ \int_{\mathbb{R}} A(x) \, dx = 1. \tag{2.12} \]

For sequences with uniformly bounded energy, we have the following compactness result:

**Theorem 2.2 (Compactness).** Let \( n \in \{2, 3, 4\} \). Let \( \rho > 0 \) and let

\[ s \in \left[0, \frac{1}{14}\right] \quad \text{if} \quad n = 2, \quad s \in \left[0, \frac{1}{10}\right] \quad \text{if} \quad n = 3 \quad \text{and} \quad s \in \left[0, \frac{1}{22}\right] \quad \text{if} \quad n = 4. \tag{2.13} \]

Then for any sequence \( u_{\epsilon} \in A \) with \( E_{\epsilon}(u_{\epsilon}) \leq C \) and \( spt \, u_{\epsilon} \subset B_\rho(0) \), \( \forall \epsilon > 0 \), we have

\[ A[u_{\epsilon}] \to A \quad \text{in} \quad H^s(\mathbb{R}) \quad \text{as} \quad \epsilon \to 0 \tag{2.14} \]

(after selection of a subsequence) for some \( A \in \mathcal{A}_0^{(n)} \) where

\[ \mathcal{A}_0^{(n)} := \left\{ A \in X : A \text{ satisfies (2.12)} \right\}, \]

and where \( X = H^{1/2}(\mathbb{R}) \) if \( n = 2 \), \( X = H^1(\mathbb{R}) \) if \( n = 3 \) and \( X = \bigcap_{s \leq 7} H^s(\mathbb{R}) \) if \( n = 4 \).

In particular, we have \( A[u_{\epsilon}] \to A \) in \( L^2 \) for all \( 2 \leq n \leq 4 \), see ([24], Theorem 4.54). We note that the regularity of the limit space is better than the topology of the convergence in (2.14). To have compactness in the topology of the limit space would require us to rule out oscillations on the frequency scale \( \epsilon^{-1} \). However, uniform control over the energy does not seem to provide sufficient control in this regime. We also note that the topology (2.14) does not distinguish between two configurations \( u_{\epsilon,1} \) and \( u_{\epsilon,2} \) if they have the same cross-sectional area and in particular is not even Hausdorff.

In the macroscopic limit \( \epsilon \to 0 \) and for dimensions \( n \in \{2, 3\} \), our functionals \( \Gamma \) converge to limit functionals given by

\[ E_{\epsilon}^{(2)}[A] = 2|\{x \in \mathbb{R} : A(x) > 0\}| + \frac{1}{2} \int_{\mathbb{R}} |\partial_1|^{1/2} A(\xi_1)^2 \, d\xi_1 \tag{2.15} \]

and

\[ E_{\epsilon}^{(3)}[A] = 2\sqrt{\pi} \int_{\mathbb{R}} \sqrt{A(\xi_1)} \, d\xi_1 + \frac{1}{14\pi} \int_{\mathbb{R}} |\partial_1 A(\xi_1)|^2 \, d\xi_1, \tag{2.16} \]

for \( A \in \mathcal{A}_0^{(n)} \) and \( E_{\epsilon}^{(n)}[A] = +\infty \) else. More precisely, we have

**Theorem 2.3 (Gamma-limit).** Let \( n \in \{2, 3\} \). Then

\[ E_{\epsilon}^{(n)} \xrightarrow{\Gamma} E_0^{(n)} \quad \text{w.r.t to the topology (2.14)}. \tag{2.17} \]

In particular,

(i) For any sequence \( u_{\epsilon} \in A \) with uniformly bounded support such that (2.14) holds for some \( A \in \mathcal{A}_0^{(n)} \), we have

\[ \liminf_{\epsilon \to 0} E_{\epsilon}^{(n)}[u_{\epsilon}] \geq E_0^{(n)}[A]. \quad (\text{liminf estimate}) \tag{2.18} \]

(ii) For any \( A \in \mathcal{A}_0^{(n)} \), there is a sequence \( u_{\epsilon} \in A \) with uniformly bounded support such that (2.14) holds and

\[ \limsup_{\epsilon \to 0} E_{\epsilon}^{(n)}[u_{\epsilon}] \leq E_0^{(n)}[A]. \quad (\text{limsup estimate}) \tag{2.19} \]
The notion of \( \Gamma \)-convergence in particular ensures that minimizers (with uniformly bounded support) converge to minimizers of the limit functional. Indeed, by (2.19) any sequence of minimizers \( u_\epsilon \) of \( E^{(n)}_\epsilon \) verifies the hypothesis of theorem 2.2 and by lower semicontinuity (2.18) it converges (up to extracting a subsequence) to a minimizer \( A \) of the limit functional \( E^{(n)}_0 \). We note that we need the assumption of uniformly bounded support in theorem 2.3 and hence only characterize minimizing sequences with this property. In fact, we believe that minimizing sequences should have equibounded support since the minimal energy of the limit functional is sublinear as a function of the volume. However, a proof for this statement seems quite technical and is ongoing work. We note that ([18], Thm. 1.2) gives a characterization of an integral version of the length and radius of configuration.

The limit energies which determine the asymptotic shape of the rescaled needles can be solved explicitly (for \( n = 2 \)) or implicitly (for \( n = 3 \)). An illustration of these solutions is shown in figure 3.

**Theorem 2.4 (Solutions of limit problems).** Let \( n \in \{2, 3\} \). The unique (up to translations) minimizers with bounded support \( A^{(n)} \in A^{(n)}_0 \) of \( E^{(n)}_0 \) are given by

\[
A^{(n)}(x_1) = \frac{R^{(n)}(R^{(n)}(t))^n}{L^{(n)}}, \quad \text{where } t := \frac{|x_1|}{L^{(n)}},
\]

and where \( R^{(n)}_*, L^{(n)}_* > 0 \) and \( R^{(n)} : \mathbb{R} \to [0, 1] \) are given as follows:

(i) For \( n = 2 \), we have \( R^{(2)}_* = (1/2\pi^2)^{1/3} \) and \( L^{(2)}_* = (2/\pi)^{1/3} \) and

\[
R^{(2)}(t) = \chi_{(-1,1)}(t) \sqrt{1 - t^2}.
\]

(ii) For \( n = 3 \), \( R^{(3)} \) is given by (3.54) with parameters \( R^{(3)}_* \approx 1.511 \) and \( L^{(3)}_* \approx 0.202 \) solving the system (3.55)–(3.57).

We remark that for \( n = 2 \), the minimizer of \( E^{(2)}_0 \) is exactly given by the cross-section of an ellipse; for \( n = 3 \) this is only approximately the case. We believe that the optimal needle shape for the full model should be rotationally symmetric; however, to show this rigorously seems quite difficult and is outside of the scope of our analysis. We have the following physical intuition for the limit model: with increasing volume the aspect ratio \( R_* / L_* \) of the domain becomes smaller and the magnetostatic energy related to interaction between charges in horizontal direction becomes more important compared to interactions in other directions. In particular, the self-interaction of magnetic charges within a single layer \( \{x_1\} \times \mathbb{R}^{n-1} \) for \( x_1 \in \mathbb{R} \) becomes dominant in the limit. We note that \( \partial_1 A \) corresponds to the magnetic charge density per layer. A problem similar to the limit problem of theorem 2.4 for \( n = 3 \) has been solved in ([25], Sec. 5). Different to the problem considered in [25], we cannot assume an a priori bound on the support of our solution and we

---

**Figure 3.** Plot for the solutions \( R^{(n)}(t) \) in theorem 2.4 for \( 0 \leq t \leq 1 \) with associated radially symmetric and rescaled needle domain \( \Omega = \{ |x'| \leq \rho(x_1) \} \). For the solution of the limit problem \( \Omega \) for \( n = 2 \) is precisely the unit disc, for \( n = 3 \) it approximates the unit disc (indicated by the dashed line). (Online version in colour.)
need to rule out the possibility of losing mass at infinity. Also, our problem includes a volume constraint which is not present in [25].

(c) Comparison to previous results

Non-local problems with an isoperimetric term and a competing non-local interaction term have been studied extensively in recent years [26,27], in particular for nuclear stability [28], elasticity and micromagnetics. Coulomb-type potentials with interfacial penalization and prescribed volume have been considered (e.g. [29–36]) since they naturally appear in physical models, for example in the modelling of diblock-copolymers, see [37–41]. The phase transformation in a ferromagnetic slab under the influence of an external field has been investigated in [25] where also the nucleation of ferromagnetic domains plays an essential role, see also [42]. Nucleation and related problems in shape memory alloys have been e.g. considered in [43–45]. There are various other related models from materials science where dilute/large volume regimes are relevant, such as epitaxial growth (e.g. [46]), dislocations (e.g. [47]) or superconductors (e.g. [48,49]).

In many papers related to our setting, a perfect ellipsoid shape is assumed [50–56]. This is a common simplification due to the fact that the self-demagnetization of ellipsoids can be treated analytically. From this perspective, our three-dimensional result which shows that asymptotic minimizers are not perfect ellipsoids is of particular interest. We note, however, that similar structures have been observed numerically, e.g. in [57]. There, the authors study a sessile ferrofluid drop for a specified range of surface tension, gravitational and magnetic forces. These ranges are characterized by the magnetic and gravitational Bond numbers which express the relative importance of gravitational and magnetic forces with respect to surface tension. Compared to our setting, gravitation (in the vertical direction) is considered as an additional effect which favours flat droplets. The authors deduce numerically that if the gravitational Bond number is below a certain threshold, then the height of the drop is increasing, seen as a function of the magnetic Bond number. If the magnetic Bond number is large enough, an inversion of the curvature is observed; compare figure 3 and ([57], fig. 4). Other examples of optimal shapes for ferromagnetic liquid droplets that are not ellipsoidal are given in [7]. The energy considered there includes an exchange and core energy in addition to surface and demagnetization energy in our paper. The authors constrain the set of possible shapes and textures by imposing a cylindrical symmetry. They then use numerics to calculate the energy minimizers in their restricted class of admissible shapes to be doughnut- or apple-shaped.

The competition between a non-local repulsive potential and an attractive confining term is found also in other problems, for example in models studying the interaction of dislocations [58,59] or [60–62]. The latter considered a non-local anisotropic potential energy with an isotropic and local confinement term, other [63] study problems with a non-local anisotropic perimeter. In our case, we combine a non-local anisotropic energy potential with an anisotropic but local perimeter. Another anisotropic and non-local repulsive energy that has been treated variationally using ansatz–free analysis is [60] (based on [61,62]). The model studied in [62] describes the interaction of positive dislocations in the plane. The energy and results have subsequently been generalized to arbitrary dimensions in [60] and consist of an isotropic quadratic confinement and an anisotropic, non-local and repulsive term with a fixed mass constraint. The energy density of the latter expression \( W_\alpha(x) \) is associated with the isotropic Coulomb potential together with an anisotropic part of the form \( \alpha x_2^n/|x|^n \). The authors prove that their energy admits a unique minimizer which is calculated to be an ellipsoid with half axis depending on \( \alpha \). Their approach relies on the strict convexity of the energy for \( \alpha \in (-1, n-2] \) and the Euler–Lagrange conditions. Borrowing and extending techniques from complex analysis, it is shown that the optimality conditions are satisfied by ellipsoids. Although similar in its statements, this result exhibits some major differences compared to our work. Firstly, we note that our (rescaled) model incorporates anisotropy in both parts of the energy. In particular, our perimeter bound degenerates for \( \epsilon \rightarrow 0 \), while the attractive potential in [60] is purely isotropic. Secondly, we point out that our repulsive energy potential is ‘more degenerate’ in the following sense: writing \( \mathcal{N}_1 \) in \( x \)-coordinates (see
lemma 2.1 in [18]) we find the convolution kernel to be \( \partial^2 \Gamma_n(x) \sim -1/|x|^n + n x^2/|x|^{n+2} \), where \( \Gamma_n \) is the usual Coulomb kernel in \( n \) dimensions. Since the relevant energy estimates take place close to 0, the kernel \( \partial^2 \Gamma_n(x) \) is more singular compared to \( W_n(x) \). Thirdly, we want to highlight the non-convexity of our problem. As we pointed out earlier, a crucial step in [60] is to use strict convexity for the existence of minimizers and the conclusion that a solution to the Euler–Lagrange conditions is indeed a global minimizer. Our energy is not accessible through those methods. Lastly, we also note that our result is not only concerned with minimizers of (1.2) but also with sequences bounded in energy. In particular, we are able to give highly non-trivial information about the convergence of those configurations for \( \epsilon \to 0 \).

(d) Assumption of bounded support

For both theorems 2.2 and 2.3, we assume that \( spt u_\epsilon \subset B_1(0) \), uniformly for some fixed \( B_1 \). The assumption of bounded support in theorem 2.2 is used in the proof of lemma 3.1 in order to ensure the boundedness of the second moment of \( u_\epsilon \) (in \( x' \)-direction) and in the proof of theorem 2.2 for the conclusion that no mass is lost in the limit process (in direction of large \( |x_1| \)). For theorem 2.2, the assumption seems to be necessary: indeed, consider two disjoint needles of mass 1/2, with optimal cross-section and with increasing distance in lateral direction as \( \epsilon \to 0 \). We then have the uniform bound \( E[u_\epsilon] \lesssim 1 \), however, we do not have compactness of the sequence \( u_\epsilon \) in any \( L^p \)-space. However, in the case of a sequence of minimizers, it might be possible to alleviate this assumption.

3. Proofs

(a) Preliminaries

The main idea behind the compactness and the liminf estimate in theorem 2.3 is to replace the rescaled characteristic function by the cross-sectional area \( A(x_1) := A[u](x_1) \) of the domain (cf. (2.11)) The Fourier transform of the cross-section also appears as the first constant term of the Taylor expansion of \( \hat{u}_\epsilon \) in transversal direction since

\[
\hat{u}(\xi_1,0) = \frac{1}{(2\pi)^{(n-1)/2}} \hat{A}(\xi_1).
\]

(3.1)

For the proof, we hence take into account only the low frequencies of our configuration, i.e. we expand \( \hat{u} \) around \( \xi' = 0 \) as

\[
\hat{u}(\xi_1,\xi') = \frac{1}{(2\pi)^{(n-1)/2}} \hat{A}(\xi) + \xi' \cdot \nabla_{\xi}\hat{u}(\xi_1,0) + \frac{1}{2} \xi' \cdot D^2\hat{u}(\xi_1,\xi')\xi'
\]

(3.2)

for some \( \xi' \in (0, \xi') \) and then perform a cut-off in transversal direction in the Fourier space. A corresponding lower bound for the energy is given in the next lemma:

**Lemma 3.1 (Lower bound on non-local energy).** Let \( n \geq 2 \) and \( u \in A \) and let \( A := A[u] \). Let \( spt u \subset \mathbb{R} \times B'_\rho(0) \) for some \( \rho > 0 \). Then, for all \( \eta > 0 \)

\[
N^{(0)}_\epsilon[u] \geq (1 - \rho^2 \eta^2) N_{\epsilon,\eta,1}[u] + N_{\epsilon,\eta,2}[u],
\]

(3.3)

where

\[
N_{\epsilon,\eta,1}[u] = \frac{\gamma_{n}(\epsilon)}{(2\pi)^{n-1}} \int_{\mathbb{R}^n} \frac{\xi_1^2}{\epsilon^2 \xi_1^2 + |\xi'|^2} \left| \hat{A}(\xi_1) \chi_{D'_\rho(\xi_1)}(\xi') \right|^2 d\xi
\]

(3.4)

and

\[
N_{\epsilon,\eta,2}[u] = \gamma_{n}(\epsilon) \int_{\mathbb{R}^n} \frac{\xi_1^2}{\epsilon^2 \xi_1^2 + |\xi'|^2} \left| \hat{u}(\xi) - \frac{1}{(2\pi)^{(n-1)/2}} \hat{A}(\xi_1) \chi_{D'_\rho(\xi_1)}(\xi') \right|^2 d\xi
\]

(3.5)

and where

\[
D'_\eta(\xi_1) := \left\{ \xi' \in \mathbb{R}^{n-1} : |\xi'| \leq \eta \hat{A}(\xi_1)^{1/2} \right\}.
\]

(3.6)
Proof. With the identity

\[ |\hat{u}|^2 = |\hat{u}(\xi_1, 0)|^2 \chi_{D^*_R(\xi_1)}(\xi') + |\hat{u} - \hat{u}(\xi_1, 0)\chi_{D^*_R(\xi_1)}(\xi')|^2 + 2\text{Re} \left[ (\hat{u} - \hat{u}(\xi_1, 0))\hat{u}(\xi_1, 0)\chi_{D^*_R(\xi_1)}(\xi') \right], \] (3.7)

and since \( \hat{u}(\xi_1, 0) = (2\pi)^{-(n-1)/2} \hat{A}(\xi_1) \), we have

\[ N_{e,n,1}[u] \geq N_{e,n,2}[u] - 2Ie[u], \] (3.8)

where

\[ Ie[u] := \frac{\gamma_n(\epsilon)}{(2\pi)^{(n-1)/2}} \int_{\mathbb{R}} \int_{D^*_R(\xi_1)} \frac{\xi_1^2}{\epsilon^2 \xi_1^2 + |\xi'|^2} \text{Re} \left[ (\hat{u}(\xi) - (2\pi)^{-(n-1)/2} \hat{A}(\xi_1)) \hat{A}(\xi) \right] d\xi' d\xi_1. \]

Using spherical coordinates \( \xi' = (r, \omega) \) in transversal direction, we estimate

\[ Ie[u] \leq \frac{\gamma_n(\epsilon)}{(2\pi)^{(n-1)/2}} \int_{\mathbb{R}} \int_0^{\eta \hat{A}(\xi_1)^{1/2}} \frac{\xi_1^2 \hat{A}(\xi_1)}{\epsilon^2 \xi_1^2 + r^2} \int_{r \xi_1 = r} (\hat{u}(\xi) - \hat{A}(\xi_1)) d\omega |r^{n-2} dr d\xi_1. \]

We calculate

\[ \hat{u}(\xi) - \hat{A}(\xi_1) = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} u(x) e^{-i \xi' \cdot x} [\cos(\xi' \cdot x') + i \sin(\xi' \cdot x') - 1] dx' dx_1. \] (3.9)

The integral over the sine function vanishes by symmetry upon integration in \( |\xi'| = r \). Expanding the cosine function and since \( \text{spt } u \subset \mathbb{R} \times B_R(0) \), we hence get

\[ |\int_{|\xi'| = r} (\hat{u}(\xi) - \hat{A}(\xi_1)) d\omega| \leq \frac{r^2}{2(2\pi)^{n/2}} \int_{\mathbb{R} \times B_R(0)} |x'|^2 |u(x)| dx \leq \frac{\eta^2 \rho^2}{2\pi} N_{e,n,1}[u_\epsilon]. \] (3.10)

Inserting (3.10) into the expression for \( I \) and since \( r \leq \eta |\hat{A}(\xi_1)|^{1/2} \), we obtain

\[ 2Ie[u] \leq \frac{2\gamma_n(\epsilon)}{(2\pi)^{(n-1)/2}} \int_0^{\eta \hat{A}(\xi_1)^{1/2}} \frac{\xi_1^2 \hat{A}(\xi_1)}{\epsilon^2 \xi_1^2 + r^2} \left| \hat{A}(\xi_1) \right| \frac{r^2 \rho^2}{2} r^{n-2} dr d\xi_1 \leq \frac{\eta^2 \rho^2}{\sqrt{2\pi}} N_{e,n,1}[u_\epsilon]. \]

Since \( \hat{A} \) does not depend on \( \xi' \), in order to calculate the integral for \( N_{e,n,1}[u] \), it is useful to first integrate in \( \xi' \) and then in \( \xi_1 \). For this, the following integral formula is useful:

**Lemma 3.2 (Integral formula).** Let \( \beta \geq 0, k \in \mathbb{N} \) and let \( \xi' \in \mathbb{R}^{n-1} \). Then

\[ \int_{|\xi'| \leq \beta} \frac{\xi_1^2 |\xi'|^{2k}}{\epsilon^2 \xi_1^2 + |\xi'|^2} d\xi' = \frac{\omega_{n-2}}{n-1+2k} \epsilon^{-2} n^{-1+2k} F_2(1, \frac{n-1+2k}{2}, \frac{n+1+2k}{2}, -\left( \frac{\beta}{\epsilon |\xi_1|} \right)^2), \]

where \( F_2 \) is the hypergeometric function. In particular, for \( k = 0 \)

\[ \int_{|\xi'| \leq \beta} \frac{\xi_1^2}{\epsilon^2 \xi_1^2 + |\xi'|^2} d\xi' = \begin{cases} \frac{n}{2} \arctan \left( \frac{\beta}{\epsilon |\xi_1|} \right) & \text{for } n = 2, \\ \pi \xi_1^2 \ln \left( 1 + \left( \frac{\beta}{\epsilon |\xi_1|} \right)^2 \right) & \text{for } n = 3. \end{cases} \] (3.11)

Furthermore, if \( n + 2k \geq 4 \) and \( \beta/\epsilon |\xi_1| \to \infty \), we have the asymptotic expansion

\[ \int_{|\xi'| \leq \beta} \frac{\xi_1^2}{\epsilon^2 \xi_1^2 + |\xi'|^2} |\xi'|^{2k} d\xi' = \frac{\omega_{n-2}}{n-3+2k} \xi_1^2 \beta^{n-3+2k} + O(\epsilon \xi_1^3 \beta^{n-4+2k}). \] (3.12)
Proof. We write $N := n - 2 + 2k$. With the change of variables $s = |\xi'|/(e|\xi|)$, we get
\[
\int_{|\xi'| \leq \beta} \frac{\xi^2}{e^2 \xi^2 + |\xi'|^2} \xi'^2 \, d\xi' = \omega_{n-2} e^{-1} N\int_0^{\beta/(e|\xi|)} s^N \frac{1}{1 + s^2} \, ds.
\]
The last integral can be expressed as a hypergeometric function \([64], 15.6.1\)
\[
\int_0^{\beta/(e|\xi|)} s^N \frac{1}{1 + s^2} \, ds = \left( \frac{\beta}{e|\xi|} \right)^{N+1} \frac{1}{N+1} 2F_1 \left( 1, \frac{N+1}{2}, \frac{N+3}{2}, - \left( \frac{\beta}{e|\xi|} \right)^2 \right),
\]
which yields the assertion. Then (3.11) is directly followed by \([65], \text{Sec. 7.3.2 (148), p. 476}\) for $n = 3$ and by \((65), \text{Sec. 7.3.2 (83), p. 473}\) for $n = 2$ since $2F_1(1, \frac{1}{2}, \frac{3}{2}, z) = 2F_1(1, 1, 3, z)$ (see \([65], \text{Sec. 7.3.1 (4), p. 545}\)).

Now assume that $N \geq 2$. With the help of \((65), \text{Sec. 7.3.1 (6)}, \text{we also get the expansion}\)
\[
2F_1 \left( 1, \frac{N+1}{2}, \frac{N+3}{2}, -s^2 \right) = \left( \frac{N+1}{2} \right) \frac{O(1/s^2)}{\Gamma((N+1)/2)}.
\]
Together with $\Gamma((N-1)/2)/(\Gamma((N+1)/2) = 2/(N-1)$ (3.12) then follows.

(b) Proof of theorem 2.2

We consider a sequence of functions $u_\epsilon \in A$ with $\text{spt } u_\epsilon \subset B_\rho(0)$ (for some fixed $\rho > 0$) satisfying the uniform bound $L^{(n)}_\rho[u_\epsilon] \leq C$. The compactness result is based on the decomposition in lemma 3.1. This decomposition gives a lower bound on the non-local energy in terms of the cross-section area $A_\epsilon := A[u_\epsilon]$, i.e.

\[
N^{(n)}_\epsilon [u_\epsilon] \geq (1 - \rho^2 \eta^2) \frac{\gamma_\epsilon}{(2\pi)^{n-1}} \int_{|\xi'| \leq \eta} \frac{\xi^2}{\xi^2 + |\xi'|^2} |\tilde{A}_\epsilon(\xi')|^2 \, d\xi'
\]

(3.13)

noting that the prefactor is positive for $\eta$ sufficiently small. At the core of the proof is the next lemma which allows us to get uniform bounds on Sobolev norms for $A_\epsilon$:

Lemma 3.3 (Bound on cross-section $A$). Let $n = 2, 3$. Let $u \in A$ with $\text{spt } u \subset \mathbb{R} \times B_\rho(0)$ for some $\rho > 2$ and let $A := A[u]$. Then we have the bounds

(i) For any $s \in [0, \frac{1}{14}]$ if $n = 2$ and $s \in [0, \frac{1}{10}]$ if $n = 3$, we have
\[
\int_\mathbb{R} |\xi|^2 |\tilde{A}(\xi)|^2 \, d\xi \lesssim P^{(n)}_\epsilon |u|^2 + N^{(n)}_\epsilon |u| + C_{\rho, \sigma},
\]

(3.14)

(ii) Let $\eta \in (0, \frac{1}{2\rho})$. Then we have
\[
\int_{S_{\epsilon, \eta}} |\xi|^{n-1} |\tilde{A}(\xi)|^2 \, d\xi \lesssim N^{(n)}_\epsilon |u|,
\]

(3.15)

where
\[
S_{\epsilon, \eta} := \left\{ \xi \in \mathbb{R} : q_{\epsilon, \eta}(\xi) \geq e^{(\eta/2)^{1/2}} \right\},
\]

(3.16)

Proof. Let $\eta \in (0, 1/2\rho)$ to be fixed later. By lemmas 3.1 and 3.2, we have

\[
N^{(n)}_\epsilon |u| \gtrsim \gamma_\epsilon \int_\mathbb{R} \left( \int_{|\xi'| \leq \eta} \frac{\xi^2}{\xi^2 + |\xi'|^2} \, d\xi' \right) |\tilde{A}(\xi)|^2 \, d\xi
\]

(3.17)

\[
\gtrsim \int_\mathbb{R} \left[ \frac{|\xi|}{|\ln e|} \frac{\xi^2}{\xi^2} \ln(1 + q_{\epsilon, \eta}(\xi)^2) \right] |\tilde{A}(\xi)|^2 \, d\xi \quad \text{for } \begin{cases} n = 2, \\ n = 3. \end{cases}
\]

(3.18)
With the control of the anisotropic perimeter, we also have
\[ P_\epsilon^{(n)}[u] \geq \epsilon \int_{\mathbb{R}^n} |\nabla u(x)| \, dx \geq \epsilon |\nabla A(\xi)| = \epsilon |\xi_1||\widehat{A}(\xi_1)| \quad \forall \xi_1 \in \mathbb{R}. \tag{3.19} \]

The proofs for (i)–(ii) are based on the lower bounds in (3.18)–(3.19) and are given below:

(i) We use the decomposition \( \mathbb{R} = (R^{(n)}_{\epsilon,\eta}) \cup (R^{(n)}_{\epsilon,\eta}') \) in frequency space where
\[ R^{(n)}_{\epsilon,\eta} := \{ \xi_1 \in \mathbb{R} : \widetilde{q}_{\epsilon,\eta}(\xi_1) \geq \left[ \begin{array}{l} 1, \quad \text{for } n = 2 \\ \epsilon^{-\eta}, \quad \text{for } n = 3 \end{array} \right] \}, \tag{3.20} \]
using the notation (3.16). The factor \( \epsilon^{-n} \) for \( n = 3 \) ensures that the logarithm in (3.18) can be controlled. Indeed, for \( \xi_1 \in R^{(n)}_{\epsilon,\eta} \), we have \( \arctan(q_{\epsilon,\eta}(\xi_1)) \geq 1 \) and \( \ln(1 + q_{\epsilon,\eta}(\xi_1)^2) \geq |\ln(\epsilon)| \). Hence, restricting integration to \( R^{(n)}_{\epsilon,\eta} := R^{(n)}_{\epsilon,\eta}' \) from (3.18), we get
\[ \int_{R_{\epsilon}} |\xi_1|^{n-1}|\widehat{A}(\xi_1)|^2 \, d\xi_1 \lesssim N^{(n)}_{\epsilon}[u]. \tag{3.21} \]

In particular, for \( s < 1/2(n - 1) \), we get
\[ \int_{R_{\epsilon}} |\xi_1|^{2s}|\widehat{A}(\xi_1)|^2 \, d\xi_1 \leq 2|\widehat{A}|_{L^\infty} + \left( \sup_{\xi_1 \in R_{\epsilon}} |\xi_1|^{2s-(n-1)} \right) \int_{R_{\epsilon}} |\xi_1|^{n-1}|\widehat{A}(\xi_1)|^2 \, d\xi_1 \lesssim N^{(n)}_{\epsilon}[u] + 1. \tag{3.22} \]

The above calculations show that (i) holds with integration restricted to \( R^{(n)}_{\epsilon,\eta} \). To show a corresponding estimate on \( R^{(n)}_{\epsilon,\eta}' \), we use the further decomposition
\[ R^{(n)}_{\epsilon} = \bigcup_{k=0}^{N} I_k, \quad \text{where } I_k = \left\{ \xi_1 \in R^{(n)}_{\epsilon} : \left( \frac{1}{\epsilon} \right)^{\alpha_k} \leq |\xi_1| \leq \left( \frac{1}{\epsilon} \right)^{\alpha_{k+1}} \right\}, \]
\( I_0 := \{ \xi_1 \in R^{(n)}_{\epsilon} : 0 \leq |\xi_1| \leq \epsilon^{-\alpha_1} \} \) and \( I_N := \{ \xi_1 \in R^{(n)}_{\epsilon} : \epsilon^{-\alpha_N} \leq |\xi_1| \leq \infty \} \) and for a finite set of numbers \( 0 < \alpha_1 < \ldots < \alpha_N < \infty \) with \( N \in \mathbb{N} \) to be chosen in the sequel.

With the choice \( \alpha_N := 2/(1 - 2s) \) and by (3.19), we get
\[ \int_{I_N} |\xi_1|^{2s}|\widehat{A}(\xi_1)|^2 \, d\xi_1 \lesssim \left( \frac{P_\epsilon^{(n)}[u]}{\epsilon} \right)^2 \int_{\epsilon^{-\alpha_N}}^{\epsilon} |\xi_1|^{2s-2} \, d\xi_1 \lesssim \epsilon^{(1-2s)\alpha_N-2} \left( P_\epsilon^{(n)}[u] \right)^2. \tag{3.23} \]

It remains to show the corresponding estimates on \( I_k \) for \( k = 0, \ldots, N - 1 \). We give the proof separately for \( n = 2, 3 \) with a different choice of numbers \( \alpha_k \) for \( 2 \leq k \leq N - 1 \).

The case \( n = 2 \): in this case, we decompose \( R^{(n)}_{\epsilon,\eta} = I_0 \cup I_1 \), i.e. \( N = 1 \) and the estimate for \( I_1 = I_N \) has been given above. By construction, we have \( ||q_{\epsilon,\eta}||_{L^\infty(R^{(n)}_{\epsilon,\eta})} \leq 1 \). Since \( \arctan(q) \geq q \) for \( q \leq 1 \) from (3.18) and by definition of \( q_{\epsilon,\eta} \), we hence immediately get the estimate
\[ \int_{I_0} |\widehat{A}(\xi_1)|^{5/2} \, d\xi_1 \leq C_\eta \epsilon N^{(n)}_{\epsilon}[u]. \tag{3.24} \]

By Hölder’s inequality, it follows that
\[ \int_{I_0} |\xi_1|^{2s}|\widehat{A}(\xi_1)|^2 \, d\xi_1 \leq ||\xi_1||_{L^\infty(I_0)} |||\widehat{A}|^{5/2}|_{L^{4/5}(I_0)} ||I_0||_{1/3}^{1/3} \leq C_\epsilon \epsilon^{-2\alpha_1 - \frac{1}{2}\alpha_1 + \frac{3}{5}} (N^{(n)}_{\epsilon}[u])^{4/5}. \tag{3.25} \]

The right-hand side above is uniformly bounded in \( \epsilon \) if \( \alpha_1 := 4/(1 + 10s) \) and by Young’s inequality for \( \eta := 1/4\rho \) we get \( C_\eta (N^{(n)}_{\epsilon}[u])^{4/5} \leq C_\rho + CN^{(n)}_{\epsilon}[u] \). To close the estimate, we need \( \alpha_1 \geq \alpha_N \). That is, we need \( 4/(1 + 10s) \geq 2/(1 - 2s) \) or equivalently \( s \leq \frac{1}{14} \).
The case $n = 3$: for $\xi_1 \in R^c_{\epsilon, \eta}$, we have $|\hat{A}| \leq \eta^{-2} e^{2(1-\eta)}|\xi_1|^2$. With $\alpha_1 := (4(1 - \eta))/(5 + 6s)$, we hence get
\begin{equation}
\int_{I_1} |\xi_1|^2 |\hat{A}(\xi_1)|^2 \, d\xi_1 \lesssim \frac{e^{4(1-\eta)}}{\eta^4} \int_0^{\epsilon^{-1}} \xi_1^{4+2s} \, d\xi_1 \leq C_\eta e^{4(1-\eta)-(5+2s)\alpha_1} \leq C_\eta. \tag{3.25}
\end{equation}
It remains the estimates on $I_k$ for $k = 1, \ldots, N - 1$. Noting that $|I_k| \leq e^{-\alpha_{k+1}}$ and $e^{-\alpha_k} \leq |\xi_1| \leq e^{-\alpha_{k+1}}$ in $I_k$, estimate (3.18) implies
\begin{equation}
N^{(3)}_\epsilon[u] \gtrsim \frac{1}{|\ln \epsilon|} \int_{I_k} e^{-2\alpha_k} \ln(1 + \eta^2 e^{2\alpha_{k+1} - 2} |\hat{A}(\xi_1)|) |\hat{A}(\xi_1)|^2 \, d\xi_1 \\
\geq \frac{C_\eta}{|\ln \epsilon|} e^{2\alpha_{k+1} - 2 - 2\alpha_k} \int_{I_k} |\hat{A}(\xi_1)|^3 \, d\xi_1, \tag{3.26}
\end{equation}
using that $\ln(1 + y) \gtrsim y$ for $y \leq 1$. This holds if $e^{2\alpha_{k+1} - 2} |\hat{A}| \leq e^{2\alpha_{k+1} - 2} \leq 1$ for $\epsilon \leq 1$ if $\alpha_2 > 1$ and hence $\alpha_{k+1} > 1$ for $k \geq 1$ (this condition holds, see (3.28) below). Hence,
\begin{equation}
\int_{I_k} |\hat{A}(\xi_1)|^3 \, d\xi_1 \leq C_\eta |\ln \epsilon| e^{2(1+\alpha_k) - 2\alpha_{k+1}} N^{(3)}_\epsilon[u]. \tag{3.27}
\end{equation}
For $k = 1, \ldots, N - 1$, we hence get by Hölder’s inequality
\begin{align*}
\int_{I_k} |\xi_1|^2 |\hat{A}(\xi_1)|^2 \, d\xi_1 &\lesssim |\xi_1|^{2s} \|\hat{A}\|_{L_\infty(I_k)} |\xi_1|^{1/3} \|\hat{A}\|^2_{L^3(I_k)} \\
&\leq C_\eta |\ln \epsilon|^{2/3} e^{\frac{4}{3}(1+\alpha_k) - \frac{5}{3} + 2s\alpha_{k+1}} (N^{(3)}_\epsilon[u])^{2/3}.
\end{align*}
As in two dimensions, we then apply Young’s inequality to (3.27) and note that in order to be bounded, the exponent of $\epsilon$ has to be strictly positive. This motivates us to define
\begin{equation}
\alpha_{k+1} := \frac{4(\alpha_k + 1 - \eta)}{5 + 6s}. \tag{3.28}
\end{equation}
We note that for $\eta < \frac{15}{16} \left(\frac{1}{10} - s\right)$, this definition produces a monotonically increasing sequence of $\alpha_k$ such that $\alpha_2 > 1$ and $\alpha_{k+1} - \alpha_k \geq (15/(5 + 6s))(\frac{1}{10} - s) - (4/(5 + 6s))\eta > 0$. In particular, since $\alpha_2 > 1$ the Taylor approximation in (3.26) is justified. Furthermore, for $0 < s < \frac{1}{10}$ after finitely many iterations, we obtain $\alpha_{k+1} > \alpha_N$ which terminates the algorithm.

(ii) For $\xi_1 \in S_{\epsilon, \eta}$ and since $\eta < 1/4$, we have $q_{\epsilon, \eta}(\xi_1) \geq C_\eta \epsilon^{(\eta/2) - 1} \geq C_\eta$. This yields $\arctan(q_{\epsilon, \eta}(\xi_1)) \geq C_\eta$ and $\ln(1 + q_{\epsilon, \eta}(\xi_1)^2) \geq C_\eta |\ln \epsilon|$. Inserting these estimates into (3.18) yields assertion (ii).

We next give the proof of theorem 2.2 for $n = 2, 3$. Since the estimates have already been carried out in lemma 3.3, it remains to give the functional analytic argument based on weak compactness in $H^s$ together with an additional argument showing that the weak limit is in the (better) space $H^{(n-1)/2}$. The proof for $n = 4$ proceeds differently since the estimates on the set $R_{\epsilon, \eta}$ coming from the hypergeometric function obtained in lemma 3.2 no longer directly provide us with a control over a $H^s$-norm of $A$. Instead, an additional step must be carried out which we will detail in the appendix.

**Proposition 3.4 (Compactness for $n \in \{2, 3\}$).** Let $n = 2, 3$. For any sequence $u_\epsilon \in A$ with $E^{(n)}_\epsilon[u_\epsilon] \leq C$ and spt $u_\epsilon \subset B_\rho(0)$ for some $\rho > 0$ (up to a subsequence), we have
\begin{equation}
A[u_\epsilon] \rightharpoonup A \quad \text{in } H^s(\mathbb{R}) \text{ as } \epsilon \to 0, \tag{3.29}
\end{equation}
for any fixed $s \in [0, \frac{1}{10}]$ if $n = 2$ and $s \in [0, \frac{1}{16}]$ if $n = 3$ and for some $A \in A^{(n)}_0$.

**Proof.** Assume that $s$ satisfies the assumptions above. Since $u_\epsilon$ satisfies $\|u_\epsilon\|_{L_\infty(\mathbb{R})} \leq 1$ and $\|u_\epsilon\|_{L^\infty(\mathbb{R})} \leq 1$, we also have $\|u_\epsilon\|_{L^2} \leq 1$ and by the Banach–Alaoglu theorem, for a subsequence (still denoted by $u_\epsilon$) we have $u_\epsilon \rightharpoonup u$ in $L^2$ and $u_\epsilon \rightarrow u$ in $L^\infty$ for some $u \in L^\infty$. We write $A_\epsilon := A[u_\epsilon]$ and $A := A[u]$. By Fubini’s theorem, we then also get $A_\epsilon \rightarrow A$ in $L^2$ and $A_\epsilon \rightharpoonup A$ in $L^\infty$. From lemma
3.3(i), it follows that \( \|A_\varepsilon\|_{L^p} \leq C_{\rho, \delta} \) uniformly in \( \varepsilon \in (0, 1) \). After selection of a subsequence and by Banach–Alaoglu, we then have \( A_\varepsilon \rightharpoonup A \) in \( H^p \).

Since \( u_\varepsilon \subset B_\rho \) we have \( u \subset B_\rho \) and \( \int_{\mathbb{R}} u(x) \, dx = 1 \). It remains to show that \( A \in H^{(n-1)/2}(\mathbb{R}) \); we fix \( \eta := \frac{1}{4\rho} \). By lemma 3.3 (ii) and since \( \|A_\varepsilon\|_{L^2} \leq C_\rho \), we have the uniform estimate \( \|(\hat{A}_\varepsilon \chi_{S_\varepsilon, \eta})^\vee)\|_{H^{(n-1)/2}(\mathbb{R})} \leq C_\rho \). Since \( H^{(n-1)/2}(\mathbb{R}) \) is a reflexive space and by application of Banach–Alaoglu there exists \( B \in H^{(n-1)/2}(\mathbb{R}) \) such that, after selection of a subsequence

\[
(\hat{A}_\varepsilon \chi_{S_\varepsilon, \eta})^\vee \rightharpoonup B \quad \text{in} \quad H^{(n-1)/2}(\mathbb{R}) \quad \text{as} \quad \varepsilon \to 0.
\]

The global energy bound, together with the definition of \( S_\varepsilon, \eta \) in (3.16) yields, after extracting a subsequence, that \( |\hat{A}_\varepsilon \chi_{\mathbb{R} \setminus S_\varepsilon, \eta}| \to 0 \) a.e. as \( \varepsilon \to 0 \). Therefore, \( \chi_{\mathbb{R} \setminus S_\varepsilon, \eta} \to 0 \) a.e. as \( \varepsilon \to 0 \) by the Paley–Wiener theorem. Since \( ||\chi_{S_\varepsilon, \eta}||_{L^\infty} \leq 1 \) and \( A_\varepsilon \rightharpoonup A \), by lemma 3.5, we then have \( \hat{A}_\varepsilon \chi_{S_\varepsilon, \eta} \rightharpoonup \hat{A} \) in \( L^2 \) as \( \varepsilon \to 0 \). By (3.30) and the uniqueness of the weak limit, this implies \( A = B \in H^{(n-1)/2} \).

We have used the following auxiliary result in the proof of proposition 3.4:

**Lemma 3.5 (Auxiliary lemma).** Let \( g_n \in L^2(\mathbb{R}), f_n \in L^\infty(\mathbb{R}), n \in \mathbb{N}, \) be two sequences with \( ||f_n||_{L^\infty} \leq 1, f_n \to f \) pointwise a.e. and \( g_n \to g \) in \( L^2 \) for some \( g \in L^2(\mathbb{R}), f \in L^\infty(\mathbb{R}) \). Then

\[
f_n \cdot g_n \to f \cdot g \quad \text{in} \quad L^2(\mathbb{R}) \quad \text{as} \quad n \to \infty.
\]

**Proof.** For \( \varphi \in L^2(\mathbb{R}) \), we write

\[
|\langle \varphi, f_n g_n \rangle - \langle \varphi, f g \rangle| \leq ||g_n||_{L^2} |||\varphi f_n - f|||_{L^2} + ||\varphi f \cdot (g_n - g)|| =: I_1 + I_2.
\]

Since \( |\varphi(f_n - f)| \leq ||\varphi||_{L^2} \) we get \( I_1 \to 0 \) for \( n \to \infty \) by dominated convergence. Furthermore, since \( \varphi f \in L^2(\mathbb{R}) \) and by the weak convergence of \( g_n \) we have \( I_2 \to 0 \).

(c) **Proof of theorem 2.3**

The proof of theorem 2.3 follows from the liminf estimate in proposition 3.6 together with the construction of the recovery sequence in proposition 3.8. As in the proof of theorem 2.2, the liminf is based on the decomposition of the nonlinear energy from lemma 3.1. To get the optimal leading order constant for our estimate, we additionally take the limit \( \eta \to 0 \). For the upper bound, we use a constant recovery sequence in our rescaled setting (for sufficiently smooth limit function \( A \)).

**Proposition 3.6 (Liminf estimate).** Let \( n \in \{2, 3\} \). Then for any sequence \( u_\varepsilon \in A \) such that (2.14) holds, we have \( \liminf_{\varepsilon \to 0} E_\varepsilon^{(n)}[u_\varepsilon] \geq E_0^{(n)}[A] \).

**Proof.** To estimate the non-local part for both \( n = 2, 3 \), we will use (3.11) and restrict the integration in \( 4 \)-direction to the set \( S_{\varepsilon, \eta} \) defined in (3.16).

The case \( n = 3 \): Taking a subsequence, we can assume \( A_\varepsilon \to A \) a.e. By the assumption \( u_\varepsilon \subset B_\rho \), we also have \( A_\varepsilon \subset [-\rho, \rho] \). In view of theorem 2.2, we then get \( ||\sqrt{A_\varepsilon}||_{L^1} \to ||\sqrt{A}||_{L^1} \). By the isoperimetric inequality, this implies

\[
P_\varepsilon^{(n)}[u_\varepsilon] \geq \int_{\mathbb{R}^3} |
abla' u_\varepsilon(x)| \, dx \geq 2\sqrt{\pi} \int_{\mathbb{R}} \sqrt{A_\varepsilon(x_1)} \, dx_1 \to 2\sqrt{\pi} \int_{\mathbb{R}} \sqrt{A(x_1)} \, dx_1.
\]

For the estimate of the non-local term, we assume that \( \eta \in (0, \frac{1}{4}) \) is small enough such that \( 1 - \rho^2 \eta^2 > 0 \) in (3.3). Using (3.11) and since by lemma 3.3 (ii), it holds that \( (\hat{A}_\varepsilon \chi_{S_\varepsilon, \eta})^\vee \rightharpoonup A \) in \( H^1 \) for
\[ \epsilon \to 0 \text{ for fixed } \eta, \text{ we get} \]
\[
\liminf_{\epsilon \to 0} N^\epsilon_n[u_\epsilon] \geq \liminf_{\epsilon \to 0} \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} \left( 1 - \rho^2 \eta^2 \right) e^{\int \frac{\xi^2}{2 \rho^2} \frac{\xi^2}{2} + \frac{\xi^2}{2} d\xi'} d\xi_1
\]

(3.3)

\[
\liminf_{\epsilon \to 0} \frac{1 - \rho^2 \eta^2}{2\pi} \int_{\mathbb{R}^n} \left( 1 - \rho^2 \eta^2 \right) \frac{\ln(1 + (\eta^2 - 2) \liminf_{\epsilon \to 0} \int_{S_{\eta,\rho}} \xi_1^2 |A_\epsilon(\xi_1)|^2 d\xi_1}
\]

(3.11)

\[
\geq \frac{1}{28\pi} (2 - \eta^2) \liminf_{\epsilon \to 0} \int_{S_{\eta,\rho}} \xi_1^2 |A_\epsilon(\xi_1)|^2 d\xi_1
\]

(3.34)

\[
\geq \frac{1}{28\pi} (2 - C_\rho \eta) \int_{\mathbb{R}^n} \xi_1^2 |A_\epsilon(\xi_1)|^2 d\xi_1,
\]

(3.35)

by the weak lower semicontinuity of the \(H^1\)-norm. Combining (3.33) with (3.35) yields the lower bound for \(E^\epsilon_n[u_\epsilon] \) for \( \eta \to 0 \).

The case \( n = 2 \): the perimeter of any measurable subset of \( \mathbb{R} \) with positive measure is estimated from below by 2. In particular, if \( A_\epsilon(x_1) > 0 \) this implies that \( \int_{\mathbb{R}^2} |\nabla u_\epsilon(x, x')| dx' \geq 2 \). By the lower semicontinuity of the measure of the positivity set, this implies

\[
\liminf_{\epsilon \to 0} \int_{\mathbb{R}^2} |\nabla u_\epsilon(x)| dx \geq 2 |\{ x \in \mathbb{R} : A(x) > 0 \}|
\]

(3.36)

As before we assume that \( \eta \in (0, \frac{1}{4}) \) is small enough such that \( 1 - \rho^2 \eta^2 > 0 \) in (3.3). With (3.11) and the definition of \( S_{\epsilon,\rho} \) in (3.16), we get

\[
\liminf_{\epsilon \to 0} N^\epsilon_n[u_\epsilon] \geq \liminf_{\epsilon \to 0} \frac{1}{2\pi} \int_{\mathbb{R}^n} \left( 1 - \rho^2 \eta^2 \right) \frac{\xi_1^2}{2 |\xi| |A_\epsilon(\xi)|^2} d\xi_1
\]

(3.11)

\[
\geq \frac{1}{2} \int_{\mathbb{R}^n} \frac{1}{2} |\xi_1| |A_\epsilon(\xi)|^2 d\xi_1,
\]

(3.37)

since \((A_\epsilon \chi_{S_{\epsilon,\rho}})' \to A \) in \( H^{1/2} \) (by lemma 3.3 (ii)), by weak lower semicontinuity of the \(H^{1/2}\)-norm and since \( \arctan(\epsilon^{(n/2)-1}) \to \pi/2 \) for \( \epsilon \to 0 \). The result follows by adding (3.36) and (3.37) and taking the limit \( \eta \to 0 \).

Before we give the proof of the recovery sequence, we derive a series representation for the Fourier transform of a symmetric characteristic function. In our application, we will consider functions of the form \( A(x_1) = \omega_{n-1} \rho^{n-1}(x_1) \):

**Lemma 3.7 (Fourier transform for rotationally symmetric set).** Let \( n \in \mathbb{N} \). For \( u(x_1, x') := \chi_{(0,\rho(x_1))}(|x'|) \) for \( \rho \in C_c^\infty(\mathbb{R}, [0, \infty)) \), we have

\[
\widehat{\chi}(\xi_1, \xi') = \frac{\omega_{n-1}}{(2\pi)^{n/2}} \sum_{k=0}^{\infty} \frac{(-1)^k |\xi|^{2k}}{k! \Gamma(k + 1 + (n-1)/2)2^{2k+(n-1)/2}} \int_{\text{spt} \rho} e^{-i\xi_1 \cdot \rho(x_1)} 2^{k+n-1} dx_1
\]

(3.38)

and there exists a constant \( C < \infty \) such that

\[
|\widehat{\chi}(\xi_1, \xi')| \leq C |\xi|^{-n/2} \int_{\text{spt} \rho} \rho^{(n/2)-1}(x_1) dx_1.
\]

(3.39)

**Proof.** We apply the Hankel transform to the radially symmetric function \( u(\cdot, \xi') \) for fixed \( x_1 \in \mathbb{R} \) (cf. [66], B.5). This yields

\[
\widehat{\chi}(\xi_1, \xi') = \frac{\omega_{n-1}}{(2\pi)^{n/2}} \int_{\text{spt} \rho} e^{-i\xi_1 \cdot \rho(x_1)} \frac{1}{|\xi|^{n-3/2}} \int_{0}^{\infty} \sigma^{(n-1)/2} \chi_{(0,\rho(x_1))}(\sigma) J_{(n-3)/2}(\xi \sigma) d\sigma dx_1
\]

\[
= \frac{\omega_{n-1}}{(2\pi)^{n/2}} \frac{1}{|\xi|^{(n-1)/2}} \int_{\text{spt} \rho} e^{-i\xi_1 \cdot \rho(x_1)} 2^{k+n-1} dx_1.
\]

(3.40)
Here, $I_{\alpha} = \sum_{k=0}^{\infty} (-1)^k (k! \Gamma(k + 1 + \alpha))^{-1} (z/2)^{2k + \alpha}$ is the Bessel function of first kind of order $\alpha \in \mathbb{Q}$. With this series representation (3.38) follows. The bound (3.39) follows from (3.40) by applying the estimate $J_{\alpha}(t) \lesssim t^{-1/2}$ for $\alpha = (n - 1)/2 > 0$.

**Proposition 3.8 (Recovery sequence).** For any $A \in A_{0}^{(n)}$, $n \in \{2, 3\}$, there is a sequence $u_{\epsilon} \in A$ such that (2.14) holds and $\lim sup_{\epsilon \to 0} E_{\epsilon}^{(n)}[u_{\epsilon}] \leq E_{0}^{(n)}[A]$.

**Proof.** By approximation, we assume $A \in C_{c}^{\infty}(\mathbb{R})$, the result in the general case then follows by taking a diagonal sequence. We choose the constant recovery sequence $u_{\epsilon} := u \in A$ where $u(x) := \chi_{(0, \rho(x))}(|x|)$ with $\rho$ given by $A(x) = \omega_{n-1} \rho^{n-1}(x)$. The perimeter terms are easily estimated

$$P_{\epsilon}^{(n)}[u] = \int_{\mathbb{R}^2} \sqrt{(|\nabla u(x)|^2 + \epsilon^2 |\partial_t u(x)|^2)} \, dx \quad (3.41)$$

$$\leq \begin{cases} 2||A > 0|| + C\epsilon |A|_{W^{1,1}(\mathbb{R})} & \text{for } n = 2, \\ \sqrt{\pi} \int_{\mathbb{R}} \sqrt{A(x)} \, dx + C\epsilon & \text{for } n = 3. \end{cases} \quad (3.42)$$

For the estimate of the non-local term $\Lambda_{\epsilon}^{(n)}[u_{\epsilon}]$, we recall that according to lemma 3.7 the Fourier transform of $u$ is given by

$$\hat{u}(\xi) = \frac{\omega_{n-1}}{(2\pi)^{n/2}} \sum_{k=0}^{\infty} \frac{(-1)^k |\xi'|^{2k}}{k! \Gamma(k + 1 + (n - 1)/2)} S_{k}(\xi_{1}), \quad (3.43)$$

where $S_{k} := (A^{(2k/(n-1))+1}) \wedge$ are Schwartz functions. In particular, $S_{0} = \hat{A}$. We decompose the Fourier space into two domains, i.e. $\mathbb{R}^n = \mathcal{D} \cup \mathcal{D}^{c}$, where $\mathcal{D} := \{(\xi_{1}, \xi') \in \mathbb{R}^n : |\xi_{1}| \geq \sigma := 1 + |\xi_{1}|^2\}$ and we claim that the contribution of this set to the non-local energy is zero for $\epsilon \to 0$. From (3.39) in lemma 3.7, we know that $|\hat{u}(\xi)|^2 \lesssim 1/|\xi'|^n$ since $A$ is bounded. With $m_{\epsilon}(\xi) := \xi_{1}^2 / (\epsilon^2 \xi_{1}^2 + |\xi'|^2)$ this implies

$$\int_{\mathcal{D}} m_{\epsilon}(\xi) |\hat{u}(\xi)|^2 \, d\xi \lesssim \int_{\mathcal{D}} \int_{\sigma}^{\infty} \frac{\xi_{1}^2}{\epsilon^2 \xi_{1}^2 + |\xi'|^2} |\xi'|^n \, d\xi' \, d\xi_{1} \lesssim \int_{\mathcal{D}} \frac{\xi_{1}^2}{\sigma^3} \, d\xi_{1}. \quad (3.44)$$

Since we chose $\sigma = 1 + |\xi_{1}|^2$, the term $\xi_{1}^2 \sigma^{-3}$ is integrable and thus

$$\gamma_{n}(\epsilon) \int_{\mathcal{D}} m_{\epsilon}(\xi) |\hat{u}(\xi)|^2 \, d\xi \lesssim \gamma_{n}(\epsilon). \quad (3.44)$$

The second domain is the set $\mathbb{R}^n \setminus \mathcal{D}$. In this region, we can neglect higher order terms in $|\xi'|$. For $k \geq 1$, we have by (3.12) of lemma 3.2 for $\beta = \sigma$

$$\int_{|\xi'| \leq \sigma} m_{\epsilon}(\xi) |\xi'|^{2k} |\xi'| \, d\xi' \lesssim |\xi|^{-\sigma} \sigma^{2k+n-3} + \epsilon |\xi|^{-3} \sigma^{2k+n-4}. \quad (3.45)$$

With (3.43) and since $A$ is smooth, (3.43) implies

$$\gamma_{n}(\epsilon) \int_{\mathcal{D}^{c}} m_{\epsilon}(\xi) |\hat{u}(\xi)|^2 \, d\xi \leq \frac{\gamma_{n}(\epsilon)}{(2\pi)^{n-1}} \int_{\mathcal{D}^{c}} m_{\epsilon}(\xi) |\hat{A}(\xi)|^2 \, d\xi + \gamma_{n}(\epsilon)C_{A}. \quad (3.46)$$

Evoking lemma 3.2 once again with $\beta = 1 + \xi_{1}^2$ we get by (3.11) for $n = 2$, resp. $n = 3$

$$\gamma_{n}(\epsilon) \int_{\mathcal{D}^{c}} m_{\epsilon}(\xi) |\hat{A}(\xi)|^2 \, d\xi = \begin{cases} \frac{1}{\pi} \int_{\mathbb{R}} |\xi_{1}| \arctan \frac{1+\xi_{1}^2}{\pi |\xi_{1}|} |\hat{A}(\xi)|^2 \, d\xi_{1}, & \text{for } n = 2, \\ \frac{1}{28|\ln \epsilon|} \int_{\mathbb{R}} \xi_{1}^2 \ln \left(1 + \frac{1+\xi_{1}^2}{\pi |\xi_{1}|} \right) |\hat{A}(\xi)|^2 \, d\xi_{1}. & \text{for } n = 3. \end{cases} \quad (3.47)$$

Passing to the limit $\epsilon \to 0$ in the perimeter estimate (3.41) and the estimates for the non-local term (3.44), (3.46) and (3.47) yields the assertion for $A_{\epsilon} \in C_{c}^{\infty}(\mathbb{R})$. ■
(d) Proof of theorem 2.4

In this section, we calculate the solutions of the limit problems (figure 3), thus giving the proof of theorem 2.4. Both energies $E_n$, $n = 2, 3$, from (2.15) to (2.16) are invariant under translation. In the following, we separately consider the cases $n = 2, 3$ and thus omit the superscript $(n)$ for the sake of readability.

The case $n = 2$: from the energy $E_2$, it directly follows that the positivity set of any minimizing sequence must be bounded and connected. Indeed, a monotonicity argument shows that, otherwise, shifting the separate components together decreases the energy (see lemma A.3). Among functions with fixed positivity set, the energy is strictly convex and hence there exists a unique minimizer among this class of functions. We first consider the case when the positivity set is given by $I := (-1, 1)$. We get

$$0 = \pi \frac{d}{d\eta} \bigg|_{\eta = 0} ||A + \eta \psi||^2_{H^{1/2}} = \int_{\mathbb{R}} |\tau \hat{A}(\tau) \hat{\psi}(\tau)| \, d\tau = \int_{\mathbb{R}} H(A'(t)) \psi(t) \, dt$$

(3.48)

for all $\psi \in C^\infty_c(I)$ with $\int_I \psi(t) \, dt = 0$. Here, $H$ is the Hilbert transform given by

$$H(f)(s) = \frac{1}{\pi} \text{p.v.} \int_{\mathbb{R}} \frac{f(t)}{s-t} \, dt.$$  

(3.49)

Identity (3.48) implies that $H(A') = C_1$ on $I$ for some constant $C_1 \in \mathbb{R}$ where $C_1$ is determined by the volume constraint. For fixed $I$, this uniquely determines $A$ ([67], eq.(45)), see also ([68], Thm. 1) for the complementary case that $f$ and $H(f)$ are known on disjoint intervals. We claim that

$$A(t) = \frac{2}{\pi} \sqrt{1-t^2} \chi_I(t).$$  

(3.50)

Obviously, condition (2.12) then holds. Furthermore, $A'(t) = -(2t/\pi) \phi(t)$ where $\phi(t) := (1/\sqrt{1-t^2}) \chi_I$. We recall that by ([69], (4.111)), we have

$$H(t \mapsto t \phi(t))(s) = -\frac{1}{\pi} \int_{\mathbb{R}} \phi(t) \, dt + s H(\phi)(s).$$  

(3.51)

Since $H(\phi)(s) = -(\text{sgn}(s)(1/\sqrt{s^2 - 1}) \chi_{\mathbb{R}\setminus I}(s)$ (cf. [70], (21)), (3.51) implies

$$H(A') = \frac{2}{\pi} \left(\frac{1}{\pi} \int_I \frac{1}{\sqrt{1-t^2}} \, dt - \frac{s \text{sgn}(s)}{\sqrt{s^2 - 1}} \chi_{\mathbb{R}\setminus I}(s)\right) = \frac{2}{\pi} \left(1 - \frac{s \text{sgn}(s)}{\sqrt{s^2 - 1}} \chi_{\mathbb{R}\setminus I}(s)\right),$$

which confirms (3.50) for prescribed positivity set $I$. By translation invariance, it is enough to consider intervals of the form $I_{L_0^n} := (-L_0^n, L_0^n)$ for some $L_0^n > 0$. With the same calculation as before, we see that the minimizer among the class of functions with positivity set $I_{L_0^n}$ is given by $A_{L_0^n}(L_0^n t) = (1/L_0^n) A(t)$ where $A$ is given by (3.50). We have $A_{L_0^n}(\tau) = \sqrt{\frac{2}{\pi L_0^n}} |\tau|^{1/2} \chi_{I_{L_0^n}}(\tau))$ ([70], p. 11 (8)), where $J_1$ is the Bessel function of the first kind. In particular, $||A_{L_0^n}||^2_{H^{1/2}} = 2/(\pi L_0^n)$ (cf. [71], 703) and hence $E_0^2[A_{L_0^n}] = 4L_0^n - 1/(\pi L_0^n)^2$. Minimizing in $L_0^n$ we obtain $L_0^n = (2/\pi)^{1/3}$ and hence $A_{L_0^n}(t) = (2/\pi)^{2/3} \sqrt{1 - |t/L_0^n|^2} \chi_I(\tau/L_0^n)$. Comparing this to (2.20) we find $R_0 = (1/(2\pi^2))^{1/3}$. The above calculation also shows that the interval length $L_0^n$ is uniquely determined by the minimization of the energy which—together with the fact that we have uniqueness among functions with fixed positivity set—with the previous arguments shows that the problem admits a unique minimizer (up to translation).

The case $n = 3$: we first consider the minimization problem for symmetrically decreasing functions with support on some fixed interval $[-L_0^n, L_0^n]$. By the direct method of the calculus of variations, there exists a minimizer $A$ in this class of functions. In terms of $R := R_0$, defined as in (2.20), the Euler–Lagrange equation takes the form

$$\frac{R^3}{L_0^n} (R^2 \psi''(t)) = \frac{7}{R(t)} - 2 \beta_0 \quad \text{in} \ [-1, 0],$$

(3.52)
for some Lagrange multiplier $\beta_0 > 0$ (the positivity follows from a simple rescaling argument) and $R_+ > 0$ satisfying $\pi R_+^2 = A(0)$. Multiplying (3.52) by $(R')^2 = 2RR'$, integrating and since $R' \geq 0$ in $[-1, 0]$, we get

$$R^2(R')^2 = \frac{L^2}{R_+^3} \left( 7R - \beta_0 R^2 + \frac{\alpha_0}{\beta_0} \right) \quad \text{for } t \in [-1, 0],$$  \hspace{1cm} (3.53)

for some $\alpha_0 \in \mathbb{R}$ with $(R')^2(-1) = (L^2/4R_+^3)(\alpha_0/\beta_0)$. Since $R(0) = 0$ and $R(0) = 1$ in (3.53), we get $\alpha_0 = \beta_0(\beta_0 - 7)$.

By explicit integration with $g(\rho) \coloneqq 7\beta_0(\rho - 1) - \beta_0^2(\rho^2 - 1)$, we get

$$t + 1 = \frac{R_+^{3/2}}{L_+\beta_0^{3/2}} \left[ \frac{7}{2} \left( \arctan \left( \frac{7}{2\sqrt{\alpha_0}} \right) - \arctan \left( \frac{7 - 2\beta_0 R}{2\sqrt{g(R)}} \right) \right) + \left( \sqrt{\alpha_0} - \sqrt{g(R)} \right) \right].$$  \hspace{1cm} (3.54)

It remains to determine the parameters $\beta_0, R_+, L_+$. Setting $t = 0$ in (3.54) and since $R(0) = 1$, we obtain

$$L_+ = \left( \frac{R_+}{\beta_0} \right)^{3/2} \left[ \frac{7}{2} \left( \arctan \left( \frac{7}{2\sqrt{\alpha_0}} \right) - \frac{\pi}{2} \right) + \sqrt{\alpha_0} \right].$$  \hspace{1cm} (3.55)

The condition $\pi R_+^2 L_+ \int_{\mathbb{R}} R^2 \, dt = 1$ reads

$$R_+^{-7/2} = 2\pi \int_0^1 \frac{R^3}{\sqrt{\alpha_0/\beta_0} + 7R - \beta_0 R^2} \, dR$$

$$= -\frac{\pi}{24\beta_0^{7/2}} \left[ -1470\sqrt{\alpha_0} + 32\alpha_0^{3/2} + (252\alpha_0 + 5145) \left( \arctan \left( \frac{7}{2\sqrt{\alpha_0}} \right) - \frac{\pi}{2} \right) \right].$$  \hspace{1cm} (3.56)

Since the minimizer is also optimal with respect to volume preserving rescalings of the form $R_+ = (1/\epsilon^{1/2}) R(t/\epsilon)$, we get the additional condition $0 = \pi R_+ L_+ \int R \, dt - (6\pi/7)(R_+^4/L_+) \int R^2(R')^2 dt$. Integrating (3.53), we can replace $\int R^2(R')^2 dt$ and an explicit integration of $\int R \, dt$ yields

$$0 = R_+^{7/2} \left( -\frac{105}{2} \sqrt{\alpha_0} + 5 \left( \frac{\alpha_0 + 147}{4} \right) \left( \frac{\pi}{2} - \arctan \left( \frac{7}{2\sqrt{\alpha_0}} \right) \right) \right) - \frac{12}{7} R_+^2 L_+ \alpha_0^{3/2} + \frac{6}{7\pi} \beta_0^{7/2}.$$

Inserting (3.55) and (3.56) into (3.57), we then obtain the unique solution $\alpha_0 \approx 104.332$ for $\alpha_0$. Substituting this into (3.55) and (3.56), we obtain $\beta_0 \approx 14.297$, $R_+ \approx 1.511$ and $L_+ \approx 0.202$. From (3.53), it follows that $R' \neq 0$ for $t \in [-1, 1]\setminus\{0\}$.

In view of ([72], ch. 3) and the Pólya–Szegö inequality ([73], Theorem 1.1), see also ([74], ch. III), symmetric rearrangement does not increase the energy. In fact, since our minimizer satisfies $|\{ x : A'(x) = 0 \} \cap \text{spt}(A) | = 0$, any configuration whose symmetric rearrangement is given by this minimizer has strictly larger energy ([75], Thm. 1). Hence, our arguments show that within the class of functions with bounded support, the unique minimizer, up to translation, is given by $A$. Since the energy of any function $u \in \mathcal{A}$ can be approximated by the energy of functions with bounded support, this shows that $A$ is a minimizer of the energy within the class of functions $\mathcal{A}$ and that this minimizer is unique, up to translation, within the class of functions with bounded support. Furthermore, any minimizer satisfies the Euler–Lagrange equation. In turn, a simple calculation shows that solutions of the Euler–Lagrange equation with finite mass necessarily have compact support. Indeed, this follows since the ordinary differential inequality $A' \leq -C\sqrt{A}$ does not allow for solutions with finite mass and unbounded support as a straightforward calculation shows.
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Appendix A

In the appendix, we give the proof of theorem 2.1 and theorem 2.2 for \( n = 4 \) as well as some auxiliary estimate for the \( H^{3/2} \)-norm used in the proof of theorem 2.4.

**Lemma A.1 (Compactness for \( n = 4 \)).** Let \( n = 4 \). Then for any sequence \( u_\epsilon \in A \) with \( \text{spt } u_\epsilon \subset B_\rho(0) \) for some \( \rho > 0 \), \( E^{(4)}_{\epsilon}[u_\epsilon] \leq 1 \) and \( 0 \leq s < \frac{1}{2} \), there is a subsequence (not relabelled) and a function \( A \in A^{(4)}_\rho \) such that

\[
A[u_\epsilon] \rightarrow A \quad \text{in } H^1(\mathbb{R}) \text{ as } \epsilon \rightarrow 0. \tag{A 1}
\]

Although the proof is only concerned with \( n = 4 \), we will carry out steps in full generality, i.e. \( n \geq 4 \) whenever possible since this gives a hint for the structure of the estimates and the loss of regularity for \( n \geq 4 \).

**Proof.** Using estimate (3.12) of lemma 3.2 for \( k = 0 \) and \( \beta = \eta|\widehat{A}_\epsilon(\xi)|^{1/2} \), we get for \( n \geq 4 \) and \( q_{\epsilon,\eta}(\xi_1) := \eta|\widehat{A}_\epsilon|^{1/2}/(\epsilon|\xi_1|) \geq 1 \)

\[
y_\eta(\epsilon) \int_{|\xi_1| \leq \eta|\widehat{A}_\epsilon(\xi)|^{1/2}} \frac{\xi_1^2}{\epsilon^{2} + |\xi'|^2} \, d\xi' = \frac{\eta n - 2}{n - 3} \xi_1^2 \eta|\widehat{A}_\epsilon(\xi_1)|^{(n-3)/2} + R,
\]

where \( R = \epsilon O(\eta^{-4}|\xi_1|^3|\widehat{A}_\epsilon(\xi_1)|^{(n-4)/2}) \). This implies that, by lemma 3.1

\[
N(\epsilon) \geq C_\eta \int_{\mathbb{R} \cap |q_{\epsilon,\eta}| \geq 1} \xi_1^2 |\widehat{A}_\epsilon(\xi_1)|^{(n+1)/2} \, d\xi_1. \tag{A 3}
\]

for \( \epsilon \) small enough. Our goal is to bound some \( H^s \)-norm of \( A_\epsilon \). Setting \( p = (n + 1)/4 \) and \( q = (n + 1)/(n - 3) \), we have \( p^{-1} + q^{-1} = 1 \) and for \( \alpha > (n - 3)/(n + 1) \), it follows by Hölder’s inequality

\[
\int_{(-1,1) \cap |q_{\epsilon,\eta}| \geq 1} \xi_1^{2s} |\widehat{A}_\epsilon(\xi_1)|^2 \, d\xi_1 
\leq \left( \int_{(-1,1) \cap |q_{\epsilon,\eta}| \geq 1} \xi_1^{(2s+\alpha)p} |\widehat{A}_\epsilon(\xi_1)|^{2p} \, d\xi_1 \right)^{1/p} \left( \int_{(-1,1) \cap |q_{\epsilon,\eta}| \geq 1} \xi_1^{-\alpha q} \, d\xi_1 \right)^{1/q}. \tag{A 4}
\]

By our choice of \( p \), we have \( 2p = (n + 1)/2 \) and since \( \alpha > (n - 3)/n + 1 \) it holds that \( \alpha q > 1 \), so the second integral converges. To apply our estimate (A 3), we require \( (2s + \alpha)p \leq 2 \), which is equivalent to \( 2s < 8/(n + 1) - ((n - 3)/(n + 1)) = (11 - n)/(n + 1) \). This yields compactness of \( (\widehat{A}_\epsilon(\xi)) \) for some \( s > 0 \) in all dimensions \( 4 \leq n \leq 10 \). For the complementary estimate, i.e. if \( q_{\epsilon,\eta}(\xi_1) \leq 1 \), we proceed as in the proof of lemma 3.3 for \( n = 2, 3 \) to find that \( \int_0^{\infty} |\xi_1|^{2s} |\widehat{A}_\epsilon| \, d\xi_1 \) is bounded, provided \( \gamma \geq \frac{1}{2} \).

Furthermore, since \( q_{\epsilon,\eta}(\xi_1) \leq 1 \), we have the lower bound

\[
y_\eta(\epsilon) \int_{|\xi_1| \leq \eta|\widehat{A}_\epsilon(\xi)|^{1/2}} \frac{\xi_1^2}{\epsilon^{2} + |\xi'|^2} \, d\xi' \geq \epsilon^{-3} |\xi_1|^{n-1} \frac{(\eta|\widehat{A}_\epsilon|^{1/2}/\epsilon|\xi_1|)^{n-1}}{\epsilon^2},
\]

from which it follows that

\[
\int_{R \cap |q_{\epsilon,\eta}| \geq 1} |\widehat{A}_\epsilon|^{(n+3)/2} \, d\xi_1 \leq C_\eta \epsilon^2.
\]
We can estimate by Hölder’s inequality
\[
\left\| \left( \mathcal{A}_\varepsilon \chi_{[0,\varepsilon^{-1}) \cap [q_\varepsilon t \pm 1]} \right) \right\|_{H^2}^2 \lesssim \left( \sup_{\xi \in [0,\varepsilon^{-1})} |\xi_1|^2 \right) |\mathcal{A}_\varepsilon \chi_{[q_\varepsilon t \pm 1]}|_{L^2}^2 \varepsilon^{-(n-1)/(n+3)}(A5)
\]
for \( \gamma \leq 8/(2s(n+3) + n - 1) \). Both inequalities for \( \gamma \) yield together that \( s < (5-n)/(2(n+7)) \), in particular \( s < \frac{1}{20} \) for \( n = 4 \). Note that this estimate does not provide us with control over an \( H^\varepsilon \) norm for the part \( q_\varepsilon \gamma \geq 1 \) with positive \( s \) for dimensions \( n \geq 5 \). The better regularity for the limit function \( \mathcal{A} \in \mathcal{A}_0^{(n)} \) follows as in Proposition 3.4 by using (A2) and lemma 3.5. Since \( \gamma_n(e) = 1 \) for \( n \geq 4 \), we can take \( S_\varepsilon = R_\varepsilon \) in the notation of lemma 3.3.

**Lemma A.2.** The lower bound in theorem 2.1 holds for \( n = 4 \), the upper bound holds for all \( n \geq 4 \).

**Proof.** Assume that the infimum in (2.10) for \( n = 4 \) is zero. By (A3) and (A4) (for \( s = 0 \)), this would imply that \( |\mathcal{A}_\varepsilon|_{L^2} \) converges to zero, i.e. \( |\mathcal{A}_\varepsilon|_{L^2} \to 0 \) and since the support is bounded, also \( |\mathcal{A}_\varepsilon|_{L^1} \to 0 \). But this would contradict the assumption that \( |\mathcal{A}_\varepsilon|_{L^1} = 1 \). Hence, the infimum is strictly positive.

For the upper bound in (2.10), it is enough to construct a sequence with uniformly bounded energy. So let \( n \geq 4 \) and \( \mathcal{A} \in C_0^\infty(\mathbb{R}) \) with \( |\mathcal{A}|_{L^\infty} \leq 1 \) and let \( \mathcal{A} \) be given as in lemma 3.7. Then obviously the perimeter \( P^{(n)}_\varepsilon \) is bounded. For the non-local energy, we can estimate as for (3.44) for \( \varepsilon := 1 + |\xi_1|^2 \)
\[
\int_{\mathbb{R}} \int_{|\xi'| \geq \varepsilon} \frac{\xi_1^2}{\xi_1^2 + |\xi'|^2} |\hat{u}(\xi)|^2 \, d\xi' \, d\xi_1 \lesssim 1.
\]

For the remaining part of the non-local energy, we note that by lemma 3.7
\[
|\hat{u}(\xi)|^2 = \frac{(2\pi)^n}{\omega_n} \sum_{k=0}^\infty \left( -1 \right)^k \sum_{\ell=0}^{k} \frac{\xi_1^2}{\xi_1^2 + |\xi'|^2} |\hat{u}(\xi)| \, d\xi' \sim \xi_1^2 |\hat{u}(\xi)| \, d\xi' \sim \xi_1^2 \sigma^{-2} |\hat{u}(\xi)| \, d\xi' \sim \xi_1^2 \sigma^{-2} \int_{\text{sp}(A)} e^{-ix_1 \xi} |A(x_1)|^{1/2} f_{(n-1)/2} (\sigma |A(x_1)|^{1/(n-1)}) \, dx_1 \, d\xi_1,
\]
where the last step is due to the calculation in lemma 3.7. We decompose \( \mathbb{R} \times \text{sp}(A) = \{ (\xi_1, x_1) : \sigma |A(x_1)|^{1/(n-1)} \geq 1 \} \cup \{ (\xi_1, x_1) : \sigma |A(x_1)|^{1/(n-1)} \leq 1 \} \) and since for \( \alpha \in \frac{1}{2} \text{N} \), we have \( |J_\alpha(t)| \lesssim t^{-1/2} \) for \( t \geq 1 \) and \( 1^\alpha \) for \( t \leq 1 \), we get
\[
\int_{\mathbb{R}} \int_{|\xi'| \leq s} \frac{\xi_1^2}{\xi_1^2 + |\xi'|^2} |\hat{u}(\xi)|^2 \, d\xi' \, d\xi_1 \sim \int_{\text{sp}(A)} \xi_1^2 \sigma^{-2} \int_{\text{sp}(A)} e^{-ix_1 \xi} |A(x_1)|^{1/2} f_{(n-1)/2} (\sigma |A(x_1)|^{1/(n-1)}) \, dx_1 \, d\xi_1 \lesssim |\text{sp}(A)| \int_{\mathbb{R}} \xi_1^2 \sigma^{-3} \, d\xi_1 + \int_{\mathbb{R}} \xi_1^2 \sigma^{-3} |\mathcal{A}(\xi_1)| \, d\xi_1.
\]
These integrals are finite since \( \xi_1^2 (1 + \xi_1^2)^{-3} \) is integrable and \( A \) is smooth.

\[\blacksquare\]
We note that the \( H^{1/2} \)-norm of \( A \) can also be expressed (up to a constant which only depends on \( s \) and the space dimension, see [76], Prop. 3.4) as

\[
||A||^2_{H^{1/2}(\mathbb{R}^n)} = C_{s,n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |A(x) - A(y)|^2 |x - y|^{n+1} \, dx \, dy,
\]

With this identity, we prove the following auxiliary estimate that has been used in the proof of theorem 2.4:

**Lemma A.3.** Let \( \phi, \psi \in H^{1/2}(\mathbb{R}) \). Assume that \( A := \phi + \psi \) with \( \phi, \psi \geq 0 \) with \( \{ \phi > 0 \} \subset (-\infty, 0] \) and \( \{ \psi > 0 \} \subset [\tau, \infty) \) for some \( \tau \geq 0 \). Then

\[
||A||^2_{H^{1/2}(\mathbb{R}^n)} > ||A_t||^2_{H^{1/2}(\mathbb{R})},
\]

where \( A_t(x) := \phi(x) + \psi(x + t) \) for \( t \in (0, \tau] \).

**Proof.** A direct calculation shows that

\[
\frac{d}{dt} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |A_t(x) - A_t(y)|^2 |x - y|^2 \, dx \, dy = -4 \frac{d}{dt} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \phi(x) \psi(y + t) |x - y|^2 \, dx \, dy,
\]

using that \( \phi \) and \( \psi \) have disjoint support for \( t \leq \tau \). Without loss of generality, we can assume \( \tau = \text{dist}(\{ \phi > 0 \}, \{ \psi > 0 \}) \). With the change of variables \( z = y + t \), we have

\[
\frac{d}{dt} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \phi(x) \psi(y + t) |x - y|^2 \, dx \, dy = \frac{d}{dt} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \phi(x) \psi(z) |x - z|^2 |x - z + t|^2 \, dx \, dz
\]

\[
= -2 \int_{\text{spt}(\psi)} \int_{\text{spt}(\phi)} (x - z + t) \frac{\phi(x) \psi(z)}{|x - z + t|^4} \, dx \, dz.
\]

Since \( \phi, \psi \geq 0 \) and \( x - z \leq -\tau \), the above expression stays strictly positive as long as \( t \in (0, \tau) \). \( \blacksquare \)
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