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Abstract

Within the first order formalism static solutions of generic dilaton gravity in 2D with self-interacting (scalar) matter can be discussed with ease. The question of (non)existence of Killing horizons is addressed and the interplay with asymptotic conditions is investigated. Naturally, such an analysis has to be a global one. A central element in the discussion is the rank of the Jacobi matrix of the underlying dynamical system. With some (pathological) exceptions Killing horizons exist only if it equals to 3. For certain self-interactions asymptotically flat black holes with scalar hair do exist. An example relevant to general relativity is provided. Finally, generalizations are addressed including 2D type 0A string theory as a particular example. Additionally, in a pedagogical appendix the mass definition in dilaton gravity is briefly reviewed and a unique prescription to fix scaling and shift ambiguity is presented.
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1 Introduction

Spherically symmetric static solutions of general relativity with a scalar matter field have a long history in physics [1] and have been rediscovered and discussed many times [2] in slightly varying contexts. In particular, in [3] several theorems have been proven regarding the absence of hairy black hole (BH) solutions (cf. [4] for some earlier literature).

If no (Killing) horizon exists static solutions with scalar matter are capable to violate the cosmic censorship hypothesis—this is true for the Fisher solution [1], but also for related nonstatic solutions like the self-similar one given by Roberts [5]. On the other hand, if a horizon exists and the solution is not Schwarzschild then the no-hair conjecture is violated. A discussion of hairy BHs as bound states between BHs and solitons can be found in [6].

It is well known [7] that spherical symmetry reduces the original model effectively to a twodimensional (2D) one, namely a specific 2D dilaton gravity theory. Generic dilaton gravity was found to be of interest on its own (e.g. in studies of BH evaporation), and it has overlaps with string theory, integrable models and noncommutative geometry (for a review on dilaton gravity cf. [8]).

Consequently, it is not only natural but also of interest to inquire about the existence of horizons in static solutions of generic dilaton gravity with scalar matter [9]. It should be pointed out that the analysis in that reference is a local one in the vicinity of the horizon. Thus, the question whether an isolated static BH (immersed in flat spacetime) with scalar hair may exist cannot be addressed. By ”immersed in flat spacetime” we mean that a one parameter family of solutions exists (labelled by a constant of motion which shall be called ”mass” and be denoted by $M$) such that for a certain value of the parameter (typically $M = 0$) flat spacetime is a solution of the corresponding dilaton gravity model. It will be made explicit below that, indeed, such a constant of motion always exists and thus this notion is meaningful.

In the present work we provide an answer to the question formulated in the last paragraph: it will be negative in the absence of self-interactions, which is physically plausible because if gravity were the only force due to its exclusively attractive nature it cannot support hairy BHs. It will be affirmative in the presence of self-interactions, provided the obstructions on the potential derived below can be circumvented. The analysis has to be a global one because one has to connect the asymptotic behavior with the one close to eventual Killing horizons. In this context the definition of the mass of a BH is of relevance, which is why a brief review on this issue is presented.

A unique prescription fixing the shift and scale ambiguity is given valid for generic dilaton gravity in 2D.
Besides the obvious application to general relativity with a self-interacting scalar matter field also an example relevant to string theory is discussed in detail, namely 2D type 0A with a static tachyon. Moreover, spherically symmetric dilaton BHs in 4D with static quintessence field fit into our general scheme.

This paper is organized as follows: Section 2 briefly recapitulates dilaton gravity in first order formulation. In section 3 the relevant equations of motion for static solutions of generic dilaton gravity with scalar matter are presented and simplified to a system of three coupled ordinary differential equations (ODEs) which are of first order in geometry and of second order in the matter degrees of freedom. Section 4 and 5 are devoted to the question of existence of Killing horizons in the presence of constraints on the asymptotic behavior of geometry and matter. For sake of definiteness the focus will be mainly on spherically reduced gravity. Section 4 provides several nogo results while section 5 discusses those cases circumventing the former. Possible generalizations are addressed in section 6 and 2D type 0A string theory with static tachyon is treated as an application. The appendix contains the proper mass definition in generic dilaton gravity and provides several examples, thereby resolving some slight puzzlement that arose in the context of 2D type 0A string theory.

## 2 Recapitulation of dilaton gravity

The purpose of this section is to fix our notation. For details on dilaton gravity the review ref. [8] may be consulted. In its first order version the generalized dilaton gravity (GDT) action reads

$$L = L^{(FOG)} + L^{(m)} ;$$

with the geometric part

$$L^{(FOG)} = \int_{\mathcal{M}_2} [X_a (D \wedge e)^a + X d \wedge \omega + e \nu(X^a X_a, X)] .$$

The notation of ref. [8] is used: $e^a$ is the zweibein one-form, $\epsilon = \epsilon^+ \wedge \epsilon^-$ is the volume two-form. The one-form $\omega$ represents the spin-connection $\omega^a_b = e^a \omega$ with the totally antisymmetric Levi-Civitá symbol $\varepsilon_{ab}$ ($\varepsilon_{01} = +1$). With the flat metric $\eta_{ab}$ in light-cone coordinates ($\eta_{+-} = 1 = \eta_{-+}, \eta_{++} = 0 = \eta_{--}$) the first (“torsion”) term of (2) is given by $X_a (D \wedge e)^a = \eta_{ab} X^b (D \wedge e)^a = X^+ (d - \omega) \wedge e^- + X^- (d + \omega) \wedge e^+$. Signs and factors of the Hodge-$*$ operation are defined by $*\epsilon = 1$. The fields $X, X^a$ can be interpreted as Lagrange
multipliers for curvature and torsion, respectively. They enter the potential \( V \) which is assumed to have the standard form

\[
V(X^a X_a) = X^+ X^- U(X) + V(X).
\]  

(3)

If not stated otherwise we will restrict ourselves to the relevant special case \( U = -a/X \). The action (2) is classically equivalent [10] to the more familiar general second order dilaton action

\[
L^{(SOG)} = \int_{\mathcal{M}_2} d^2 x \sqrt{-g} \left[ \frac{X R}{2} - \frac{U(X)}{2} (\nabla X)^2 + V(X) \right].
\]  

(4)

For the matter part we choose the action of a (non-minimally coupled) scalar field \( \phi \)

\[
L^{(m)} = \int_{\mathcal{M}_2} F(X) \left( \frac{1}{2} d\phi \wedge \ast d\phi + \epsilon f(\phi) \right),
\]  

(5)

with an—in principle arbitrary—coupling function \( F(X) \). In practice the cases \( F = \text{const.} \) (minimal coupling) and \( F \propto X \) are the most relevant ones. The self-coupling function \( f(\phi) \) will play a rather important role for the (non)existence of regular, nontrivial Killing horizons.

### 3 Equations of motion in static limit

For convenience Sachs-Bondi gauge

\[
e_1^+ = 0, \quad e_1^- = -1, \quad e_0^+ = (e), \quad e_0^- = \frac{h}{2},
\]  

(6)

will be employed. \((e)\) and \(h\) are arbitrary functions of the worldsheet coordinates. Additionally, the dilaton can be fixed as the “radial coordinate”\(^2\)

\[
X = b r^\alpha, \quad b, \alpha > 0.
\]  

(7)

---

\(^1\)Obviously this equivalence implies that after elimination of auxiliary fields the equations of motion are identical for both formalisms. However, already at the classical level it is usually much simpler to employ the first order formulation. The most recent demonstration of this fact is contained in refs. [21,22]: in [21] the second order formulation has been employed and by ingenuity a non-trivial solution has been found locally, while in [22] the application of the first order formulation allowed a straightforward global discussion of all classical solutions. In the current paper the advantages of the first order formulation are twofold: first of all, it is very simple to obtain the “reduced set of equations of motion” (12)-(14) below; second, the discussion of the “mass” becomes particularly transparent due to its relation to the Casimir function in the context of Poisson-\(\sigma\) models (PSMs) — cf. appendix A

\(^2\)This is possible as long as \(dX \neq 0\). If \(dX = 0\) in an open region a “constant dilaton vacuum” emerges for that region; these solutions are essentially trivial and therefore of
In general \( b \) is dimensionful and \( \alpha \) dimensionless. As coordinates we choose \( x^0 = v \) and \( x^1 = r \). Staticity implies
\[
\partial_0(\bullet) = 0, \quad \partial_1(\bullet) := (\bullet)',
\]
where \( \bullet \) stands for \((e), h, \omega, X^\pm, X \) and \( \phi \). The line element reads
\[
(ds)^2 = (e)(hv - 2dr)dv.
\]
The quantities \((e)\) and \((e)h\) can be interpreted, respectively, as (square root of minus the) determinant of the metric and as Killing norm. Thus, for regular \((e)\), zeros of \( h \) correspond to Killing horizons.

The variation of (2) with respect to \( \omega \) fixes the auxiliary fields to \( X^+ = -X' \) and \( X^- = -X' \frac{h}{2(e)} \). Furthermore the variation \( \delta X^\pm \) provides
\[
\begin{align*}
\omega_0 &= \frac{h}{2} \left[ \ln' \left( \frac{h}{2} \right) + \ln'(e) + \frac{2a\alpha}{r} \right], \\
\omega_1 &= -\ln'(e) - \frac{a\alpha}{r}.
\end{align*}
\]

Certain combinations of \( \delta e^\mp \) and \( \delta \phi \) can be used to simplify the equations of motion (e.o.m.) to a system of three nonlinear coupled ODEs. It is convenient to set \( 1 - \alpha = -a\alpha \) (unless \( a = 1 \)). Moreover, the redefinition
\[
Z := -(X^+ e_0^- + X^- e_0^+) = b\alpha r^{a-1}h
\]
is helpful. With these simplifications the three ODEs read
\[
\begin{align*}
\ln'(e) + \frac{2}{b\alpha r^{a-1}} F(br^\alpha)(\phi')^2 &= 0, \\
Z' + 2(e) [V(br^\alpha) + F(br^\alpha) f(\phi)] &= 0, \\
\left( \frac{F(br^\alpha)}{b\alpha r^{a-1}} Z\phi' \right)' &= (e) F(br^\alpha) \frac{\partial f}{\partial \phi}.
\end{align*}
\]

These equations are the dilaton gravity generalization (with restrictions on \( U \) and \( X \) as mentioned above) of the standard e.o.m. found in topically similar

limited interest (cf. footnote 12). If \( dX = 0 \) on an isolated point it is called a bifurcation point (in the language of general relativity it corresponds to the ”bifurcation 2-sphere” encountered in the Schwarzschild solution). Obviously, by imposing Sachs-Bondi gauge (6) it is not possible to cover such points and thus the fixing in (7) does not impose an additional restriction. If one is interested in the behavior around the bifurcation point the methods of [15] may be applied. As the main goal of this work is to establish criteria for (non-)existence of asymptotically flat BH solutions with scalar hair these subtleties are of no relevance here.
literature and can be interpreted, respectively, as Hamilton constraint, slicing condition\(^3\) and Klein-Gordon equation (with potential).

From a dynamical point of view eqs. (12)-(14) build a non-autonomous\(^4\) dynamical system with phase space coordinates \(z_i = (q_1, q_2, p_1, p_2)\) where \(q_1 = \phi, q_2 = \ln(e), p_1 = \pi = \phi' Z F/(b r^{\alpha - 1}), p_2 = Z\). Thus, an evolution equation \(z'_i = A_i(z, r)\) is encountered with a given vector field \(A_i\),

\[
A_{1,2} = \frac{b c r^{\alpha - 1}}{F^2(b r^\alpha)} Z \left( \frac{1}{2} \pi \right), \quad A_{3,4} = (e) F^2(b r^\alpha) \left( -2 \left( f + \frac{\partial f}{\partial \phi} \right) \right). \tag{15}
\]

Singular points \(A_i(z, r_0) = 0\) exist only if \(\pi r^{\alpha - 1}/(ZF) = 0\) at \(r = r_0\). In addition, either \((e) F\) must vanish there, or \(\partial f/\partial \phi\) must vanish and \(f\) must be tuned to fulfill \(f = -V/F\) at the same point.

Relevant for dynamical properties is the Jacobian \(M_{ij} = \partial A_i/\partial z_j\). Obviously the relations

\[
\frac{\partial A_{1,2}}{\partial q_i} = 0, \quad \frac{\partial A_{3,4}}{\partial p_i} = 0, \tag{16}
\]

considerably simplify calculations, because \(M_{ij}\) acquires block form with two null matrices in the block diagonal. Thus, its rank is just the sum of the ranks of the two \(2 \times 2\) submatrices. Let us first consider \(\partial A_{1,2}/\partial p_i\): since only the combination \(\pi/Z\) appears it cannot have full rank. On the other hand, its rank cannot vanish identically unless \(\pi \equiv 0\), which we rule out because we are interested in nontrivial solutions only \((\pi = 0\) for \(F, Z \neq 0\) implies \(\phi' = 0\) and thus matter would be absent). Therefore, the rank of this submatrix for nontrivial configurations always equals to 1. Hence, the rank of the full matrix crucially depends on the other submatrix \(\partial A_{3,4}/\partial q_i\). There are three possibilities: rank 2, 1 or 0, implying for the full Jacobi matrix rank 3, 2 or 1, respectively. Thus, at least one constant of motion must exist which can be identified with the ADM mass in those cases where this notion makes sense (otherwise it is related to a conserved quantity which exists generically in 2D dilaton gravity); for simplicity this quantity will be called “mass”. A proper way to fix the scaling and shift ambiguity inherent in any mass definition is presented in appendix A. Assuming that \((e) \neq 0 \neq F\) for regularity this establishes simple criteria for classification.

**Jacobi matrix with rank 1** By inspection of the right equation in (15) this is possible if and only if \(f = \text{const.}\) and \(V = -F f\). However, the

\(^3\)This name has been chosen in accordance with literature on spherically symmetric collapse [11, 12]. Note, however, that \(f(\phi)\) enters this equation, so it is not a purely geometrical one in general.

\(^4\)The “time” is nothing but the radius \(r\) or the dilaton field \(X\).
constant part of \( f \) can be absorbed always into the geometric potential \( V \) by a redefinition of the latter and thus without loss of generality this case equals to \( f \equiv 0 \equiv V \). The three constants of motion are mass, \( \pi \) and \( Z \). Matter (and also geometry) are trivial.

**Jacobi matrix with rank 2** The scalar potential has to fulfill the differential equation

\[
 f''(\phi) \left( f(\phi) + \frac{V}{\phi'} \right) = (f'(\phi))^2.
\]

(17)

Here the prime denotes the derivative with respect to the argument. When no argument is specified prime stands for the derivative with respect to \( r \).

There are two simple possibilities to fulfill (17): either \( f \equiv 0 \) and \( V \neq 0 \); in this case the two constants of motion are mass and \( \pi \) (e.g. the Fisher solution [1]). Or \( f \propto f' \) and \( V \equiv 0 \); then the constants of motion are mass and \( \pi + aZ \), where \( a \in \mathbb{R} \) (e.g. the polarized Gowdy model [13]). For the general case the second constant of motion can only be determined up to an integral

\[
 \pi + \int dr \frac{f''(\phi)}{f'(\phi)} = c.
\]

(18)

**Jacobi matrix with rank 3** This is the generic case for nontrivial \( f \), where ”nontrivial” refers to the fact that \( f \) must not fulfill (17). The only constant of motion that remains is the mass. As it will turn out only for this case regular, nontrivial Killing horizons may emerge (with a few somewhat pathological exceptions).

4 No Killing horizons

4.1 Definition of a regular nontrivial Killing horizon

We require the existence of a particular (finite) value of the dilaton, \( X = X_h \), at which the following conditions are fulfilled:

\[
 h = 0 = Z, \quad |(e)| > 0, \quad |\bullet| < \infty,
\]

(19)

where \( \bullet \) stands for \( X^+, X^-, \omega_0, \omega_1, (e), h \) and \( \phi \) as well as for their first derivatives. In particular, also \( \phi' \) has to remain finite at a horizon.

Additionally (this is what “nontrivial” refers to) \( \phi \) must not be constant globally—otherwise the system essentially reduces to a matterless dilaton gravity theory, the classical solutions of which are well-known [14, 15]. The Hamiltonian constraint then implies that also \( (e) \) cannot be constant.
In the rest of this section several no-go results regarding the existence of such horizons will be provided. We will abbreviate the term “regular nontrivial Killing horizon” by rnKH.

4.2 Absence of self-interactions implies absence of rnKH

In the absence of a nontrivial external potential (i.e. for \( f(\phi) = \text{const.} \)) the last equation can be integrated immediately

\[
\frac{F(br^\alpha)}{b\alpha r^{\alpha-1}} Z\phi' = c, \quad c \in \mathbb{R}
\]

This implies that for nonvanishing \( c \) no rnKH can exist: if \( Z = 0 \) at some finite \( r \) then \( \phi' \) must diverge. For \( c = 0 \), however, \( Z\phi' \) has to vanish everywhere. The simplest cases are either \( Z \equiv 0 \) or \( \phi' \equiv 0 \). The former case is trivial (\( r \) has to be reinterpreted as a light-like coordinate), while the latter one implies \( (e) = \text{const.} \) by virtue of (12). Then (13) becomes a linear ODE which can be solved trivially. By choosing \( V \) accordingly any number of Killing horizons is possible. However, this case cannot be considered as nontrivial, because the condition \( \phi' \equiv 0 \) just implies that, in fact, no matter degrees of freedom are present. Therefore, the discussion reduces to dilaton gravity without matter. But this possibility has been ruled out in our definition of rnKH.

It is straightforward to generalize this discussion to arbitrary potentials \( U(X) \) in (3). The only difference is that for \( c = 0 \) the determinant \( (e) \) no longer is constant but a certain function of \( r \).

In conclusion, no rnKH exists for arbitrary static configurations of generalized dilaton gravity theories in 2D of type (1)-(5) if \( f(\phi) \equiv 0 \).

---

5This scenario corresponds either to the rank=1 case (for \( V \equiv 0 \)) or to one of the rank 2 cases (for generic \( V \)). One can reduce the whole system to a single nonlinear second order ODE. For SRG the Fisher solution can be reproduced [1]. As noted before one constant of motion turns out to be the ADM mass while the other one is the “family parameter”.

6If \( Z \equiv 0 \) or \( \phi' \equiv 0 \) is not validy globally but only patchwise the same conclusion holds for the reasons discussed above; the only nontrivial additional considerations concern the hypersurface of patching: to guarantee the absence of induced localized matter fluxes \( Z,(e) \) and \( Z' \) have to be continuous. Thus, the hypersurface of patching has to be an extremal Killing horizon, which can be achieved in the matterless regions by tuning the geometric potential \( V \) accordingly. The simplest example is extremal Reissner-Nordström patched to a \( Z \equiv 0 \) region at the horizon \( R = R_0 \); \( (ds)^2 = 2dudR + \theta(R_0 - R)(1 - R_0/R)^2(du)^2 \) with \( dR = dr((c)\theta(r - r_0) + \theta(r_0 - r)) \) and \( r_0 = R_0 \). Note that the presence of “matter” in the \( Z \equiv 0 \) region \( R > R_0 \) is irrelevant as it only modifies the relation between \( R \) and \( r \) as seen from (12).
4.3 Rank \( \leq 2 \) of Jacobi matrix implies absence of rnKH

If \( f \equiv 0 \) the discussion in the previous subsection can be applied. According to the analysis at the end of section 3 another simple possibility is \( V \equiv 0 \) and \( f(\phi) \propto \exp(k\phi), \ k \in \mathbb{R} \), implying rank 2. This is reflected by the fact that (14) together with (13) allow for a first integral

\[
\frac{F(br^\alpha)}{bavr^{\alpha-1}}Z\phi' + \frac{k}{2}Z = c, \quad c \in \mathbb{R}.
\]  

(21)

For nonvanishing \( c \) the horizon condition \( Z = 0 \) implies a diverging \( \phi' \) and thus no rnKH exists. For \( c = 0 \) either \( Z \) has to vanish everywhere or \( F\phi' \propto r^{\alpha-1} \) everywhere. The first alternative is trivial, the second one turns out to be pathological for \( F \propto X \): as \( \phi \propto \ln r \) the scalar field diverges in the “asymptotic region”, which may be located either at \( r = 0 \) or at \( r = \infty \). Thus, no regular BH solution emerges in such a way.

For the general rank 2 case, with \( f(\phi) \) being a general solution of (17), the constant of motion (18) can be integrated perturbatively from \( r \) to \( r + \epsilon \) (with \( \epsilon \ll 1 \)) yielding a linear dependence on \( Z \):

\[
Z \left( \frac{F(br^\alpha)}{bavr^{\alpha-1}}\phi' + \frac{1}{2} f''(\phi) - \frac{1}{2} \epsilon \partial_r \left( \frac{f''(\phi)}{f'(\phi)} \right) \right) + \mathcal{O}(\epsilon^2) = c
\]

(22)

Similar to the above discussion for a nonvanishing constant \( c \) the horizon condition implies that at least one of the terms in the bracket has to diverge, which again is in conflict with our definition of a rnKH. For \( c = 0 \), if \( Z \) vanishes identically again, a trivial solution is encountered. Otherwise, suppressing all terms containing \( \epsilon \), the remaining PDE can be integrated easily:

\[
\int \frac{d\phi}{\frac{\partial}{\partial \phi} \ln \left( \frac{\partial}{\partial \phi} f(\phi) \right)} = -\frac{b\alpha}{2} \int dr \frac{r^{\alpha-1}}{F(br^\alpha)} + \hat{c}
\]

(23)

With \( F(X) = -\gamma X^\delta \) the right hand side is proportional to

\[
\begin{align*}
\ln r & \quad \text{for} \quad \delta = 1 \\
r^{\alpha(1-\delta)} & \quad \text{for} \quad \delta \neq 1
\end{align*}
\]

(24)

If \( f(\phi) \) is expressed by a power series\(^7\) \( f(\phi) = \sum_{k \neq 0,1} a_k \phi^k \) and one term \( (k = m) \) dominates asymptotically, the integration of the left hand side of

\(^7\)The terms \( a_0 \) and \( a_1 \) are excluded because a constant term can always be transferred to the geometric potential \( V(r) \), and a term linear in \( \phi \) can be absorbed by a redefinition of \( \phi \). The special case (21) presents an example, where no term dominates asymptotically.
(23) gives \( \frac{1}{2}(m - 1)\phi^2 \). Therefore we can conclude that for \( \delta = 1 \), as it is the case for spherically reduced gravity, \( \phi^2 \) is proportional to \( \ln r \) and hence diverges for \( r \to \infty \) and \( r \to 0 \). Considering \( \delta \neq 1 \) \( \phi \) diverges for \( \delta < 1 \) and \( r \to \infty \) or \( \delta > 1 \) and \( r \to 0 \). As we require asymptotic flatness, the cases of diverging \( \phi \) also implicate the nonexistence of a rnKH.

Thus, also for the rank 2 scenario no rnKH can exist with the (typically pathological) exceptions discussed above. It should be noted that the latter arise only if one of the constants of motion is infinitely finetuned—thus, if open regions of “initial data” are considered they essentially disappear.

4.4 Generic obstructions from positivity properties

As in many other branches of physics features of positivity and convexity simplify the discussion of the global behavior of the solutions and provide the basis for eventual obstructions.

The first remark concerns the quantity \( (e) \): if it vanishes at a certain point then the metric (9) degenerates. Thus one can require, say, positivity of \( (e) \) in a regular patch. This condition will be imposed for the rest of this work.

If \( F(X) \) has a definite sign then from the Hamiltonian constraint one can deduce that also \( (e)' \) has a definite sign. For physical reasons \( F \) should be negative for any realistic model and thus \( (e) \) must be a monotonically increasing function of \( r \). Also this condition will be assumed henceforth. In fact, it will be supposed from now on that either \( F \) is constant or linear in \( X \), because this covers practically all cases discussed in the literature.

If additionally \( f \) has a definite sign and \( V \) has the same sign as \( f \cdot F \) then also \( Z' \) has a definite sign. This implies immediately that at most one Killing horizon can exist. Moreover, outside the horizon also \( Z \) must have a definite sign. Thus, if \( Z' \) has a definite sign outside the horizon it has to be positive. After multiplication with \( \phi'/((e)F) \) one can integrate formally\(^8\) the Klein-Gordon equation from the horizon to the asymptotic region

\[
\lim_{r \to \infty} f(\phi) - f(\phi) = \int_{r_h}^{r_\infty} \left( \frac{(Z')^2}{(2(e)b\alpha r^{\alpha - 1})} \right) \frac{1}{(e)F} + \frac{Z}{2(e)b\alpha r^{\alpha - 1}}.
\]

\( \text{(25)} \)

The left hand side obviously has a definite sign. It is given by \( -f|_{r_h} \) if asymptotic conditions require that \( f(\phi) \) vanishes at \( r = r_\infty \). On the right

\(^8\)Following from the general Klein-Gordon equation (14), (25) is the dilaton gravity generalization (with restrictions on \( U \) and \( X \) as mentioned above) of the integration used in standard literature like e.g. reference 2 in [4].
hand side the first integrand has a definite sign according to the previous discussion. If the second term has the same one, then also the right hand side of (25) has a definite sign. This provides an obstruction on the existence of Killing horizons if the sign of the left hand side does not match with the one on the right hand side. For instance, the famous no-hair theorem emerges as a special case of these simple considerations (cf. theorem 4 and eqs. (20) and (21) of [3]).

However, it is clear that these obstructions will be relevant only for a certain class of models. Thus, dilaton gravity coupled to selfinteracting scalar matter is capable to circumvent the no-hair theorem.

5 Killing horizons

To summarize the consequences of the previous section, models which exhibit static solutions with at least one \( r \text{KH} \) must have rank 3 of the Jacobian derived from (15) and a nontrivial selfinteraction potential \( f(\phi) \). Also, positivity obstructions discussed around (25) have to be circumvented.

5.1 Asymptotic behavior

For models which allow asymptotically flat solutions in the absence of matter it is natural to impose boundary conditions in the asymptotic region \( r = \infty \):

\[
\phi = 0, \quad (e) = 1, \quad Z \propto r^{a-1}
\]

(26)

The way in which \( \phi' \) and \( f(\phi) \) have to vanish (as well as the next-to-leading order behavior of \( (e) \)) can be deduced from the equations of motion—the behaviour of \( f(\phi) \) is determined by (13), the behaviour of \( \phi' \) then follows from (14) and implies the next-to-leading order scaling of \( (e) \) by virtue of (12).

Such considerations are relevant if one is interested in asymptotically flat hairy BH solutions.

\footnote{The behavior of the sign of \( ((\phi')^2)' \) can be studied easily in the asymptotic region by virtue of (12), taking into account \( \ln (e) < 0, \ln' (e) > 0 \) and (asymptotically) \( \ln'' (e) < 0 \) for \( F < 0 \), which is the case for spherically reduced gravity. For \( F > 0 \) the signs of \( \ln' (e) \) and \( \ln'' (e) \) change.}

\footnote{The only exception required an infinite finetuning of one of the constants of motion and implied for \( F \propto X \) asymptotic non-flatness. Cf. the discussion below (21).}
5.2 Near horizon approximation and extremality

Close to a horizon one can expand in powers of $Z$. A particular consequence of such a perturbative treatment is

$$ Z' = -2(e) [V(br^a) + F(br^a)f(\phi)] + \mathcal{O}(Z^2). \tag{27} $$

From (27) one can deduce immediately the condition for the existence of an extremal horizon: $V, F$ and $f$ must be tuned such that at $Z = 0$ the condition $V(br^a) + F(br^a)f(\phi) = 0$ holds. Additionally $df(\phi)/d\phi$ must vanish at this point. These conditions need not be accessible for a given model: together with the Hamilton constraint and eventual positivity properties obstructions on the existence of extremal horizons may be derived in certain cases. Analogous conditions can be derived for higher order horizons.

5.3 Specialization to spherically reduced gravity

In this section the previous general results are specialized to spherically reduced gravity ($V(X) = -b$, $F(X) = -\gamma X$ with $\gamma > 0$, $X = br^a$ and $a = 2$ resp. $a = 1/2$) and one example is worked out explicitly. Results of this section are based upon [16]; the simpler case $f = 0$ has been studied in the same formalism in appendix D.6 of [17].

The equations of motion (12 - 14) can be rewritten as

$$ \ln'(e) = \gamma r (\phi')^2, \tag{28} $$
$$ \ddot{Z}' = (e) \left[1 + \gamma r^2 f(\phi)\right], \quad \ddot{Z}' = h' r + h, \tag{29} $$
$$ \left(r \ddot{Z}\phi'\right)' = (e) r^{2} \frac{\partial f}{\partial \phi}, \tag{30} $$

and are found in a similar form in standard literature for spherically reduced gravity [4]. Here $Z$ was redefined to $Z = b\ddot{Z}$. As mentioned above regularity of the metric is demanded and therefore $(e) \neq 0$ for all radii. So the condition of asymptotic flatness ($(e) \rightarrow 1$) together with (28) lead to $(e) < 1$ and $(e)' > 0$. An examination of (29) shows that one can distinguish two regions where the sign of $\ddot{Z}'$ restricts the possible values of $f(\phi(r))$:

$$ \ddot{Z}' \geq 0 \quad \Rightarrow \quad f(\phi(r)) \geq -\frac{1}{\gamma r^2} $$
$$ \ddot{Z}' < 0 \quad \Rightarrow \quad f(\phi(r)) < -\frac{1}{\gamma r^2} \tag{31} $$

For the existence of one or more horizons it is required that the asymptotic region $(h \rightarrow 1)$ is included in the first case where $h'$ is positive, too. The
second case includes regions where $h'$ and $h$ are negative. If the Killing norm and its derivative have a mixed sign, no such statement is possible. Additionally, (30) delivers more restrictions on the behaviour of $h$, $\phi$, $\phi'$ and $f$. After the introduction of the inverse radius ($\rho = 1/r$, $\dot{\phi} := \partial \phi / \partial \rho$) and with the requirement of asymptotic flatness ($0 = f(\rho = 0)$) the integration

$$f(\phi)|_{\rho_h} - f(\phi)|_0 = \int_0^{\rho_h} d\rho \left( \frac{\rho_0^4}{(e)^2} \left( \dot{h}(\phi)^2 + h\dot{\phi}\ddot{\phi} \right) \right),$$

(32)

shows that $f(\rho_h)$ must be negative, if $\dot{\phi}$ and $\ddot{\phi}$ have a different sign (because $\dot{h} < 0$ in the outermost region). These restrictions on the behaviour of the different occurring functions can be helpful while constructing solutions for the set of ODEs (28-30).

In general it is very difficult to find an exact solution for a given $f(\phi)$. However, if a solution exists it will yield the scalar field $\phi$ as a function of the radius $r$. Thus, also $f$ can be expressed as a function of $r$. It is much more convenient to work with $f$ in this manner, because then the equations of motion can be reduced to a single ODE in one of the functions $h$, $(e)$, $\phi$ or $f$. Thereby one of these functions is assumed to be given and finally appears in different ways as coefficient function and as part of an eventual inhomogeneity in the ODE. For instance, one could take $h(r)$ as an input and solve the ensuing equation; clearly, in this manner the potential $f$ as a function of $\phi$ will not be an input but an outcome of the calculations. Such a procedure is similar to inverse scattering methods.

A useful possibility is to take $\phi$ to be given as function of the radius and try to calculate the remaining functions. Then (28) establishes a simple connection between $(e)$ and $\phi$ and the combination of (29) and (30) leads to one linear second order ODE in $h$:

$$h'' - h'2\gamma(\phi')^2 - h \left( \frac{2}{r^2} + 3\gamma(\phi')^2 + \gamma r \phi' \phi'' \right) = -\frac{2(e)}{r^2}$$

(33)

Thus, the whole problem is reduced to 1. finding a “plausible” Ansatz for $\phi(r)$ and 2. solving (33) with “physical” boundary conditions, like $h(r \to \infty) = 1$.

**Example $\phi \propto 1/r$**

Now we specialize the discussion on the existence of horizons to the choice of $\phi = \alpha/r$. This is a reasonable choice as the scalar field and its derivatives vanish sufficiently fast at infinity to allow for finite energy configurations. It is useful to use the inverse radius $\rho = 1/r$. Note that with $\phi(\rho) = \alpha \rho$ actually $f(\rho)$ essentially has the same form as $f(\phi)$. 

---

5 KILLING HORIZONS
The integration (cf. (25)) of the Klein-Gordon equation (30) from the asymptotic region \( \rho = 0 \) to the horizon \( \rho = \rho_h \) simplifies to:

\[
 f(\phi)|_{\rho_h} - f(\phi)|_{\rho=0} = \alpha^2 \int_0^{\rho_h} \frac{\rho^4}{(e)^2} h \, d\rho \quad (34)
\]

Because we require \( f(\phi(0)) = f(0) = 0 \), and if \( h \) has no local minima or maxima, the sign of \( f(\rho_h) \) depends only on the sign of \( \dot{h} \) in the region \( \rho \in (0, \rho_h) \). We know that for an asymptotically flat metric the Killing norm must tend to 1 at \( \rho = 0 \). So between this point and the horizon \( h \) must be decreasing \( (\dot{h}(\rho) < 0) \), which causes \( f(\rho_h) \) to be negative. Moreover, the Klein-Gordon equation

\[
 \alpha^2 \dot{h}(\rho) = \frac{(e)}{2\rho^4} \ddot{f}(\rho) \quad (35)
\]

shows, that \( \dot{h} \) and \( \ddot{f} \) have the same sign. Therefore, if \( (e) \) is regular, points with \( \dot{h}(\rho) = 0 \) imply \( \ddot{f}(\rho) = 0 \). According to this statement we can restrict \( f \) to be negative for the whole interval \( (0, \rho_h) \). Now the slicing condition (13)

\[
 \dot{Z}' = -\rho \dot{h} + h = (e) \left[ 1 + \frac{1}{2\rho^2} f(\phi) \right] \quad (36)
\]

can be used to get another relation between \( h, \dot{h} \) and \( f \). From \( \rho = 0 \) to the horizon \( \rho = \rho_h \) the function \( h \) has to be positive and \( \dot{h} \) negative. Thus the right hand side of (36) has to be positive. With the above restriction of \( f \) being negative there, the domain of the scalar potential in the interval \( \rho \in (0, \rho_h) \) can be restricted to \( -2\rho^2 < f(\rho) < 0 \).

Now the existence of extremal horizons and saddle points can be analyzed by inserting the choice of \( \phi = \alpha \rho \) into (33) yielding

\[
 \ddot{h} + \dot{h} \left[ 1 + \frac{\alpha^2 \rho^2}{2} \right] - \dot{h} \left[ 1 + \frac{\alpha^2 \rho^2}{4} \right] = -\frac{2(e)}{\rho^2} \quad (37)
\]

To get a saddle point \( \dot{h} \) and \( \ddot{h} \) have to vanish at some point \( \rho = \rho_s \). Application of (37) leads to the condition for \( h(\rho_s) \) to be positive there. More precisely:

\[
 h(\rho_s) = \frac{(e)}{1 + \frac{\alpha^2 \rho_s^2}{4}} \geq 0 \quad (38)
\]

Obviously a saddle point that coincides with a horizon \( h(\rho_s) = 0 \), is only possible for \( \rho_s \to \infty \) or \( (e)(\rho_s) = 0 \).
An extremal horizon occurs, where the Killing norm and its derivative vanish at the same value of $\rho = \rho_c$. Insertion into the ODE yields the condition
\[ \ddot{h}(\rho_c) = -\frac{2(e)}{\rho_c^2} \leq 0. \] (39)

So the extremal horizon has to be a maximum of $h$ and therefore must be in a region where the Killing norm is negative. Thus, for the present example an extremal horizon cannot exist without a non-extremal outer one.

For a complete discussion of this solution (37) has to be solved. It is easy to show that the homogeneous part can be transformed into a confluent hypergeometric differential equation with solutions in terms of $\text{}_1F_1(a; c; z)$.

Definitions and properties of the confluent hypergeometric function $\text{}_1F_1(a; c; z)$ are listed e.g. in [18]. With variation of constants the particular solution and therefore the general one can be determined up to an integration.
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**Figure 1**: The numerical evaluation of $h(\rho)$ with $\phi = \rho = 1/r$.

The perturbative and numerical evaluation of this solution as done in [16] shows that there exists a critical mass above which horizons are possible. Fig. 1 exhibits the $m$-dependent behavior of the Killing norm (for $\alpha = 1$). If $m < m_c$ no horizons exist and the singularity at the origin becomes a naked one. The corresponding potential $f(\rho) = f(\phi)$ is depicted in fig. 2. If $m > m_c$ the potential is unbounded from below. Thus any black hole solution in the present case is likely to be unstable under non-static perturbations.

\[ ^{11} \text{Note the slightly different conventions in [16]. Subsequent considerations are consistent with that conventions.} \]
For masses below that critical value a possibly stable solution but no horizon exists, which is a counterexample to the cosmic censorship hypothesis. We hasten to add that in order to decide questions of stability of the solutions one has to give up the 2D formalism and study the full system of equations in 4D.

6 Generalizations

6.1 More general potentials
Suppose instead of (5) a matter action

$$L^{(m)} = \int \left[ \frac{1}{2} F(X) dT \wedge *dT + \varepsilon f(X, T) \right] ,$$

where the scalar field now is denoted by $T$ to indicate its interpretation as tachyon in string theory. As geometric action (2) will be taken with a generic potential of the form (3). The definitions

$$I := \exp \int_X U(y) dy, \quad w := \int_X I(y)V(y) dy ,$$

are useful. The integration constants implicit in (41) are fixed according to the canonical mass definition derived in appendix A. Assuming staticity implies $dT = T'dX$; also all other fields solely depend on $X$, which later will be used as one of the coordinates.
The general classical solution can be obtained in analogy to sect. 3 of [8]: assuming that $X^+ \neq 0$ in a given patch one defines a 1-form $Z := e^+/X^+$ and proceeds to solve the EOM. The conservation equation reads

$$d(I(X)X^+X^- + w(X)) + I(X)(X^+W^- + X^-W^+) = 0,$$

with $W^\pm := -F(T^\pm dT \mp e^\pm T^+T^-) \mp e^\pm f$ and $T^\pm := *(dT \wedge e^\pm) = -X^\pm T'$. This yields

$$W^+ = F (X^+(T')^2dX + X^+X^-(T')^2X^+Z) - e^+f,$$

$$W^- = -FX^+X^-(T')^2X^-Z + e^-f.$$

The only integration involved is $d\tilde{Z} = 0 \rightarrow \tilde{Z} = du$, where $Z = \tilde{I}(X)\tilde{Z}$. The result is ($A' := dA/dX$)

$$e^- = \frac{dX}{X^+} + X^-Z,$$

$$\varepsilon = e^+ \wedge e^- = Z \wedge dX,$$

$$C = \tilde{I}(X)X^+X^- + \tilde{w}(X), \quad C = \text{const.},$$

$$\tilde{I}(X) = \exp \int^X (U(y) + F(y)(T')^2) dy,$$

$$\tilde{w}(X) = \int^X \tilde{I}(y)(V(y) + f(T, y)) dy,$$

$$0 = \left(2FX^+X^-\tilde{I}T'\right)' - \tilde{I} \frac{\partial f}{\partial T}.$$

The last equation is the (generalized) Klein-Gordon equation. The line element reads

$$ds^2 = 2dudr + K(X(r))du^2, \quad dr := \tilde{I}(X)dX, \quad K(X(r)) = 2\tilde{I}(X)(C - \tilde{w}(X)).$$

Note that in this construction $T'$ is assumed to be a known function of $X$ and $f(T, X)$ is then a derived quantity by means of (50). However, if the potential is known explicitly this method cannot be applied. Such an example will be studied in the next subsection.

There are the following obstructions to this construction

- $X^+ \neq 0$ in order to allow the definition of $Z$. If it vanishes and $X^-$ is nonvanishing everything can be repeated by $\rightarrow \left\rightarrow$. If both vanish in an open region a constant dilaton vacuum emerges. Such vacua are very simple, but their discussion will be omitted as the only solutions
possible are (A)dS, Rindler and Minkowski.\textsuperscript{12} If both vanish at an isolated point something comparable to a bifurcation 2-sphere arises \cite{14,15}.

- $\tilde{I}(X)$ is strictly monotonous in order to allow the redefinition from $X$ to $r$. To this end it is sufficient that $U(X) + F(X)(T')^2$ is strictly positive or negative, which is fulfilled e.g. if $F$ and $U$ have the same sign everywhere.

- For explicit calculations one needs $f$ to be a given function of $X$. Then one can deduce $T'$ by means of (50). Both $f$ and $T'$ are needed as a function of $X$ in order to perform the integrations in (48) and (49).

Note that further obstructions may occur: for instance, if $f = b \exp(aT)$, $a,b \in \mathbb{R}$, then (50) allows to express $\tilde{I} f$ in terms of $T'$ and thus the integration of the second term in (49) may be performed: \( \int X \tilde{I} f = 2FX^+X-\tilde{I}T' \). With the conservation law (47) this yields the obstruction $T' > -1/(2F)$ in order to avoid singularities. Thus, the methods developed and explained in section 5 by means of a pedagogical example readily generalize to generic dilaton gravity.

### 6.2 Example: 2D type 0A with tachyon

Recently in \cite{24–26} the low energy effective action for 2D type 0A string theory in the presence of RR fluxes has been studied (for simplicity an equal number $q$ of electric and magnetic D0 branes is assumed). The corresponding effective action up to second order in the tachyon in the second order formulation (translated to our notation) reads

\[
L = -\int d^2x \sqrt{-g} \left[ XR + \left(\nabla X\right)^2_X - 4\lambda^2 X + \frac{\lambda^2 q^2}{4\pi} \right.
\]

\[
\left. - X(\nabla T)^2 - \lambda^2 XT^2 + \frac{\lambda^2 q^2}{2\pi} T^2 \right], \quad (52)
\]

with $\lambda^2 = (26 - D)/(12\alpha') = 2/\alpha'$ and $\alpha'$ being the string coupling constant. Note especially the relative sign change in the potentials due to our conventions ($R$ is in our convention positive for negative curvature, in a desire to

\textsuperscript{12}If patched to a generic solution a constant dilaton vacuum induces a (anti-)selfdual matter flux along the patching line. This feature was found to be of relevance for ultra-relativistic boosts \cite{19}, in the classification of supersymmetric ground states of dilaton supergravity \cite{20}, in the global discussion \cite{22} of the “kink” solution in Kaluza-Klein reduced gravitational Chern-Simons theory \cite{21} and in the long time evaporation of the Schwarzschild BH \cite{23}.
keep backward compatibility). The first line of (52) contains the “geometric”
part, the second one the “matter” part. The translation into the first order
form is straightforward,
\[
I(X) = \frac{1}{X}, \quad w(X) = -2\lambda^2 X + \frac{\lambda^2 q^2}{8\pi} \ln X,
\]
because \( U = -1/X \) and \( V = -2\lambda^2 X + \lambda^2 q^2/(8\pi) \). In the matter sector we have
\[
F(X) = -X, \quad f(T, X) = \frac{1}{2} T^2 \left( \frac{\lambda^2 q^2}{2\pi} - \lambda^2 X \right).
\]
Although the model (52) is not integrable, special cases can be treated in
detail.

**No tachyon** Without tachyon this model has been studied in [27]. The
geometric part is essentially the Witten BH [28] plus an extra term from the
RR fluxes. It can be treated classically, semi-classically and at the quantum
level by standard methods available for dilaton gravity [8].

**Constant tachyon** Solutions with constant tachyon have been investi-
gated in [29]. Analyzing the equations of motion it can be shown easily
that a constant tachyon implies a constant dilaton and vice versa. Thus, so-
lutions with constant tachyon are constant dilaton vacua, implying \( X^\pm = 0 \).
They have been encountered recently in various instances, cf. footnote 12.
Geometry turns out to be either Minkowski, Rindler or (A)dS spacetime, as
curvature is given by
\[
R = -2V'(X) - \frac{\partial}{\partial X} f(T, X) = \text{const.}
\]
The conservation equation (42), which simplifies to \( V + f = 0 \), together
with the “Klein-Gordon” equation (50), which simplifies to \( \partial f/\partial T = 0 \),
establishes relations to be fulfilled by the dilaton and the tachyon. It turns
out that besides \( T = 0, X = q^2/(16\pi) \) (in agreement with (3.12) of [29]) no
regular solution exists. However, one can easily generalize the discussion to
generic \( f = f_0(T) - X f_1(T) \). The equations of motion yield a constraint to
be fulfilled by the tachyon potentials (\( f'_i := df_i/dT \)):
\[
\frac{f'_0}{f'_1} = f_0 + \frac{\lambda^2 q^2}{8\pi} \frac{f_1}{f_1 + 2\lambda^2}
\]
For the choice \( f_0 = \frac{\lambda^2 q^2}{8\pi}(\cosh(2T) - 1) \) advocated in [24] eq. (56)
simplifies to
\[
2\tanh(2T) = \frac{f'_1}{2\lambda^2} + \frac{f'_0}{f'_1}
\]
Perturbatively, \( f_2 = \lambda^2/2T^2 - c_1/4T^4 \) with some unknown constant \( c_1 \); to leading order this yields in addition to \( T = 0 \) constant dilaton vacua with

\[
T = \pm \sqrt{\frac{84}{125 - 12c_1/\lambda^2}} \approx \pm 0.6 + O(c_1/\lambda^2) \quad (58)
\]

However, the existence of these solutions is an artifact of perturbation theory; only for very large negative \( c_1 \) a solution close to \( T = 0 \) may appear. Thus, the eventual appearance of constant dilaton vacua with \( T \neq 0 \) is a nonperturbative effect. Note that for small \( T \) the l.h.s. in (57) is larger than the r.h.s.—thus, if at least the asymptotic behavior of \( f_2(T \gg 1) \) can be extracted by any means this guarantees the existence of at least one such vacuum provided that the asymptotics implies that the l.h.s. is now smaller than the r.h.s.: by continuity at least one zero at finite \( T \) has to exist.

**Static tachyon** Asymptotic (\( X \to \infty \)) solutions with static tachyon have been presented in appendix B of [26]; it has been found that the tachyon vanishes asymptotically.

Now we apply the previous results of this work. Self-interactions of the tachyon do exist and the Jacobi matrix has maximal rank. Regarding positivity obstructions it should be noted that \( F \) is negative. Thus, \( \sqrt{-g} = (e) \) is positive and monotonous. However, neither \( f \) nor \( V \) have a definite sign. Consequently, the existence of Killing horizons cannot be ruled out by any of the criteria discussed in section 4.

Therefore, let us solve the equations of motion on a horizon, i.e. \( X^+X^- = 0 \). This can serve as a basis of a perturbative analysis around the horizon in analogy to [9]. Then the conservation equation (42) simplifies to the one encountered in the discussion of constant dilaton vacua,

\[
V + f = 0 \quad \rightarrow \quad 2T^2 = \frac{8\xi - 1}{1 - \xi}, \quad \xi := \frac{2\pi X}{q^2}, \quad (59)
\]

where all quantities have to be evaluated at the horizon. Only those values of the ADM mass (cf. appendix A) which lead to a global behavior of the tachyon as a function of the dilaton capable to satisfy (59) can create a static solution with a horizon.

Obviously, in the asymptotic region \( X \gg 1 \) no horizon may emerge for real tachyon. To be more precise, \( X \) has to be smaller than \( q^2/(2\pi) \). Thus, unless a large \( q \) expansion is invoked, the existence of eventual horizons is a nonperturbative effect. In that case higher order terms in \( T \) in the action (52) which have been neglected so far can play a crucial role.
It could be interesting to perform steps analogous to the ones in section 5.3, i.e. to find a solution which is asymptotically flat, has an asymptotically vanishing tachyon and a Killing horizon. One can take the leading order tachyon potential as in (52) allowing for an unknown addition containing higher powers in the tachyon. Then, by cleverly designing $T(X)$ one can, at least in principle, solve the full system of equations of motion and afterwards read off $f$ as a function of $X$. Finally, this has to be translated into the form $f = f_0(T) - Xf_1(T)$, such that to leading order in $T^2$ eq. (54) is reproduced.

6.3 Concluding remarks

Exploiting the technical advantages inherent to the first order formulation of 2D dilaton gravity we have studied in detail static solutions of generic dilaton gravity coupled to self-interacting scalar matter. The rank of the Jacobi matrix of the underlying dynamical system played a crucial role. With some (pathological) exceptions occurring in the rank 2 case, only the rank 3 case may lead to regular nontrivial Killing horizons and thus only one constant of motion may exist for hairy black hole solutions. It can be interpreted as the mass of the spacetime, a notion which is not completely trivial and therefore studied in detail in the appendix. An example relevant to spherically symmetric general relativity has been provided.

We were able to generalize our results on the (non-)existence of hairy black hole solutions (immersed in flat spacetime) to generic dilaton gravity (2), (3) with matter action (40). As a particular example 2D type 0A string theory has been discussed from the perspective developed in our work. It has been found for this model that, regardless of the specific form of the tachyon potential, no horizon may emerge in the asymptotic region (unless a large $q$ expansion is invoked, where $q$ is the number of electric and magnetic D0 branes). A method has been suggested which works nonperturbatively; however, it involves the "clever design" of one arbitrary function.

Straightforward applications not discussed so far are spherically symmetric scalar tensor theories (some examples can be found in [30]). Their relation to dilaton gravity with matter has been studied in [31].

In addition to the generalizations discussed above one can add further matter fields or gauge fields. The latter essentially deform the geometric potentials, as they will not contribute to physical propagating degrees of freedom; thus, this generalization is already covered by our current discussion. The former will enlarge the physical phase space and thus a more complicated analysis then the one presented in this work may be necessary;

\[\text{[29]}\]

\[\text{[30]}\]

\[\text{[31]}\]
in particular, it could be of interest to study the behavior of the rank of the Jacobi matrix of the corresponding dynamical system and its impact on the (non-)existence of horizons.

It should be pointed out that the analysis was purely twodimensional. Thus, examples which are relevant to general relativity cannot deal with stability questions regarding non-spherically symmetric perturbations. It could be argued on general grounds—involving the no-hair conjecture—that the hairy black holes implied by the present work are unstable against such perturbations. However, such an analysis necessarily has to be a fourdimensional one.
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A Canonical mass definition

The question of how to define “the” mass in theories of gravity is notoriously cumbersome. A nice clarification for $D = 4$ is contained in ref. [32]. The main conceptual point is that any mass definition is meaningless without specifying 1. the ground state spacetime with respect to which mass is being measured and 2. the physical scale in which mass units are being measured. Especially the first point is emphasized here.

In addition to being relevant on its own, a proper mass definition is a pivotal ingredient for any thermodynamical study of BHs. Obviously, any mass-to-temperature relation is meaningless without defining the former (and the latter). For a large class of $2D$ dilaton gravities these issues have been resolved in ref. [33]. One of the key ingredients is the existence of a conserved quantity [34] which has a deeper explanation in the context of first order gravity [35] and PSMs [36]. It establishes the necessary prerequisite for all mass definitions, but by itself it does not yet constitute one. Ground state and scale still have to be defined.

This section provides a canonical prescription to obtain “the” mass for
A CANONICAL MASS DEFINITION

generic 2D dilaton gravity (2), (3). A list of examples is provided, including
2D type 0A strings where apparently mutually contradicting results for the
ADM mass exist in the literature \[25, 26, 37\]. It will be shown in the fourth
example that actually all of them are correct.

Zeroth step: definitions It is useful to define the functions

$$I(X) := \exp \int^X U(y)dy, \quad \tilde{w}(X) := \int^y \tilde{I}(y)V(y)dy, \quad (60)$$

where the integration constants are fixed by requiring that no contribution
from the lower boundary arises. E.g. for \(U = -1/X\) the quantity \(\tilde{I} = 1/X\)
does not acquire any multiplicative factor. Note that shifts in \(\tilde{w}\) correspond to
shifts in the ground state energy while rescalings in \(\tilde{I}\) correspond to a change
of mass units. Below it will be discussed how to fix these ambiguities.

First step: identify ground state Once a ground state geometry is
identified the canonical prescription is to set its value of the Casimir function
\[36\]

$$C := I^+X^- + \tilde{w}$$

(61)
to zero by shifting \(\tilde{w} \rightarrow \tilde{w} = \tilde{w} + \text{const}\). The tricky part, of course, is to
identify the ground state. Here is a guideline how to proceed: for models
with Minkowskian, Rindler or (A)dS solution in the spectrum it is natural
to take this spacetime as ground state. For models which allow a SUGRA
extension, i.e. \(w(X) \leq 0, \forall X\), no such shift is needed as the definition in (61)
is already the correct one (up to rescaling to be addressed in the second step).
If 1/2 BPS states exist they will be the unambiguous ground state \[20\]. In
generic non-SUGRA theories which allow no SUGRA extension it need not be
possible to define a “natural” ground state. In that case one has to take any
solution, declare it as ground state by definition and calculate masses with
respect to it. For models which are asymptotically Minkowski but do not have
a Minkowskian ground state (like 2D type 0A with nonvanishing RR fluxes,
for instance) a natural choice for a ground state could be a solution where
the Killing norm depends only on the “charges” of the model. Sometimes
two or more solutions might be candidates for the ground state. Especially in
such cases it is important to specify it explicitly.

Second step: identify asymptotic region(s) These are regions where
\(|\tilde{w}(X)| \gg 1\) and they are located typically at \(X \rightarrow 0\) or \(X \rightarrow \infty\). For a
given model exactly one, several or no such regions might exist. In the latter
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case no mass can be defined in this manner. In the second case one has a separate mass definition for each asymptotic region, in complete analogy to the first case which will be discussed now. It is proposed to take the Killing norm of the ground state \(-2\bar{I}\bar{w}\) and to expand it in the asymptotic region in powers of \(\bar{r}\), where \(d\bar{r} = \bar{I}dX\) (as usual it will be assumed that \(\bar{I}\) is strictly monotonic; then, this redefinition is well-defined). Actually, only the leading order term is needed, so the next-to-leading order may contain non-analytic expressions. For definiteness it will be supposed that the asymptotic region lies at \(\bar{r} \to \infty\).

\[
-2\bar{I}\bar{w} = \lambda^2 \bar{r}^\alpha \left(1 + f(\bar{r})\right), \quad \alpha, \lambda \in \mathbb{R}, \quad \lim_{\bar{r} \to \infty} f(\bar{r}) = 0. \tag{62}
\]

A rescaling prescription which fixes the physical scale uniquely is the requirement \(\lambda = 1\), i.e. \(\bar{I} \to I = \lambda^{-1}\bar{I}\) which implies \(\bar{w} \to w = \lambda^{-1}\bar{w}\). This somewhat arbitrary prescription yields the mass in units of the asymptotic Killing time for asymptotically flat spacetimes (i.e. “the” ADM mass), proportional to the asymptotic acceleration for asymptotically Rindler spacetimes and in terms of the absolute value of the asymptotic curvature for asymptotically (A)dS. If the leading order term is not a monomial, one still defines a certain scale in the same manner—actually, it does not matter very much how it is defined but only that it is defined! The physical meaning of the rescaling can be demonstrated most easily by comparing the original line element [14],

\[
ds^2 = 2d\bar{u}d\bar{r} + (-2\bar{I}\bar{w}) \left(1 + \frac{\bar{C}}{\bar{w}}\right) du^2, \tag{63}
\]

with the rescaled one

\[
ds^2 = 2dudr + (-2Iw) \left(1 + \frac{C}{w}\right) du^2. \tag{64}
\]

They coincide if \(r = \bar{r}\lambda^{-1}, u = \bar{u}\lambda\) and \(C = \bar{C}\lambda^{-1}\). Thus, the units of “radius”, one over “advanced time” and “mass” have been rescaled by the same factor.

**Third step: a unique mass definition** Having fixed the shift and scale ambiguity as discussed above the mass is given uniquely by the negative Casimir function

\[
M := -C = -I(X)X^+X^- - w(X) = -\bar{C}\lambda^{-1}, \tag{65}
\]

and thus the line element reads

\[
ds^2 = 2dudr + (-2Iw) \left(1 - \frac{2M}{(-2w)}\right) du^2, \quad I(X)dX = dr. \tag{66}
\]
In summary, as compared to the original definition (61) by applying the proposed procedure $\bar{C}$ has been shifted by $\bar{w} - \bar{w}$ and then rescaled by $\lambda^{-1}$ from (62).

**Example 1: recovering ADM** The most important check is whether the construction proposed is able to recover the ADM mass [38] in the context of 2D dilaton gravity [7,33,39,40]. This can be proven most easily by starting from (5.10) of [8] and recalling that the square root of the Killing norm in (66) for $-2Iw = 1$ is given by $\sqrt{1 + M/w} = 1 - M/(2w) + O(M^2/w^2)$. With $\partial_r X = I^{-1}(X)$ the result is $M_{ADM} = M$, with $M$ from (65). Note however, that an additional rescaling may be needed if overall factors in front of the action have been dropped (cf. the brief discussion for the Schwarzschild BH between (5.11) and (5.12) of [8]).

**Example 2: the $a - b$ family** This useful family [41] encompasses many prominent models. The ensuing mass definition was discussed in [33]. It is shown now that the results can be reproduced easily with the prescription above. Zeroth step: for this family the relevant functions read $\bar{I} = X^{-a}$ and $\bar{w} = -BX^{b+1}/(2(b+1))$ (cf. (3.65) of [8]). First step: no shift is needed as the functions defined in (60) already provide the correct ground state. Second step: with (3.65) of [8] the monomial $-2\bar{I}\bar{w} = B/(b+1)\cdot((1-a)\bar{r})^{(b-a+1)/(1-a)}$ implies $\lambda = \sqrt{B/(b+1)(1-a)^{(b+1-a)/(2(1-a))}}$ (assuming $a \neq 1$, $b \neq -1$ and $B \neq 0$). Thus, the mass $M$ in terms of the original value of the Casimir $\bar{C}$ is given by

$$M = -C = -\bar{C}\lambda^{-1} = -\bar{C}\sqrt{\frac{b+1}{B}}(1-a)^{(a-b-1)/(2(1-a))}. \quad (67)$$

For Minkowski ground state models $a = b+1$ this coincides with (5.11) of [8]. Up to a numerical factor which is due to different conventions (67) agrees with (40) of [33]. For the Rindler case $b = 0$ the scale $\lambda$ turns out to be twice the asymptotic Rindler acceleration, because $ds^2 = 2dudr + r^2du^2 = 2dudr + (\lambda r)du^2$ is diffeomorphic to $ds^2 = (R\lambda/2)^2dT^2 - dR^2$. For (A)dS $b = 1 - a$ and thus $\lambda^2$ is twice the absolute value of asymptotic curvature because $ds^2 = 2dudr + r^2du^2 = 2dudr + (\lambda r)^2du^2$. Let us finally address the exceptional cases omitted so far: for $B = 0$ the model is flat on all solutions and hence no meaningful mass definition exists. For $b = -1$ the quantity $w \propto \ln X$ does not lead to monomial behavior as in (62), apart from $a = 0$ (conformally transformed CGHS), but nonetheless a mass scale can be defined. For $a = 1$ and $b = 0$ (CGHS) no problem arises as the theory belongs to the MGS class, while for $a = 1$ and $b \neq 0$ similar remarks apply as for $b = -1$ and $a \neq 0$. 
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**Example 3: SUGRA with 1/2 BPS** Suppose \( w \leq 0 \). Then, the SUGRA restrictions are fulfilled, i.e. a prepotential exists \([42, 43]\), and \( w = \tilde{w} \), thus fixing the ground state. The BPS condition reads \([20]\) \( \tilde{C} = \tilde{C} = 0 \). The scale can be fixed in analogy to previously discussed cases. In this case a positive mass theorem exists \([44]\) in analogy to Witten’s proof \([45]\).

**Example 4: 2D type 0A** For the matrix model description of 2D type 0A/0B string theory we refer to \([24, 46]\) (for an extensive review on Liouville theory and its relation to matrix models and strings in 2D cf. \([47]\)). We will focus on the target space description (2.9) of \([24]\). In order to define the geometric mass the tachyon can be set to zero. The relevant functions read \( \bar{I} = 1/X \) and \( \bar{w} = -2\lambda^2 X + \lambda^2 q^2/(8\pi) \cdot \ln(X) \). The tricky issue is that there are two natural candidates: on the one hand, the model is asymptotically flat, on the other hand a BPS state exists. Actually, there is a well-known precedent to this: the Reissner-Nordström BH with Killing norm \( 1 - 2M/r + Q^2/r^2 \) allows also for two mass definitions: the ADM mass \( M_{\text{ADM}} = M \) or the “BPS mass” (which vanishes for extremal BHs of a given charge) \( M_{\text{BPS}} = M - Q \). Naturally, the “BPS mass” is lower than the ADM mass. Obviously for each value of \( Q \) there will be a different shift. It is okay to take either of them, but one has to specify which. In the same manner for the model under consideration the ADM mass is given by \( M_{\text{ADM}} = -\tilde{C}/(2\lambda) \) in agreement with \([26, 37]\) (up to notations). The condition of extremality reads \( M_{\text{ADM}}^{(\text{BPS})} = (1 - \ln(X_0))q^2/(16\pi) \) where \( X_0 = q^2/(16\pi) \) is the value of the dilaton at the horizon. The ADM mass of a BPS state is positive (negative) for \( X_0 > e \) (\( X_0 < e \)). The BPS mass is shifted such that it always vanishes for extremal BHs, i.e.

\[
M_{\text{BPS}} := M_{\text{ADM}} - M_{\text{ADM}}^{(\text{BPS})} = M_{\text{ADM}} - \frac{q^2}{16\pi} \left( 1 - \ln \frac{q^2}{16\pi} \right).
\] (68)

In the large \( q \) expansion this mass definition coincides with (2.38) of ref. \([25]\) up to notational differences and a sign. The sign can be reversed by taking \( M_{\text{BPS}} \) as input and expressing the ADM mass in the large \( q \) limit. In this sense, despite of their differences the papers \([25, 26, 37]\) produce all the correct ADM mass. Note, however, that SUGRA demands \( q^2 \leq 16\pi e \) \([20]\), a bound that has been found first in \([26]\). Thus, for solutions consistent with SUGRA the term in the bracket in (68) is nonnegative and therefore, like in the Reissner-Nordström case above, the “BPS mass” is always smaller than the ADM mass. Clearly a large \( q \) expansion is not applicable in that case.
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