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Abstract

Data augmentation (DA) has been extensively studied to facilitate model optimization in many tasks. Prior DA works focus on designing augmentation operations themselves, while leaving selecting suitable samples for augmentation out of consideration. This might incur visual ambiguities and further induce training biases. In this paper, we propose an effective approach, dubbed SelectAugment, to select samples for augmentation in a deterministic and online manner based on the sample contents and the network training status. To facilitate the policy learning, in each batch, we exploit the hierarchy of this task by first determining the augmentation ratio and then deciding whether to augment each training sample under this ratio. We model this process as two-step decision-making and adopt Hierarchical Reinforcement Learning (HRL) to learn the selection policy. In this way, the negative effects of the randomness in selecting samples to augment can be effectively alleviated and the effectiveness of DA is improved. Extensive experiments demonstrate that our proposed SelectAugment significantly improves various off-the-shelf DA methods on image classification and fine-grained image recognition.

Introduction

Data augmentation (DA) is an effective technique to foster model optimization by improving the amount and diversity of training data, which has been widely used in various tasks, such as image classification (Perez and Wang 2017; Mikolajczyk and Grochowski 2018; Fawzi et al. 2016; Lin et al. 2022), segmentation (Zhao et al. 2019; Ronneberger, Fischer, and Brox 2015), object detection (Montserrat et al. 2017; Zhong et al. 2020), etc. There is a series of works that augment samples with label-invariant transforms, e.g., random rotation, flipping, erasing (Zhong et al. 2020; DeVries and Taylor 2017), etc. Besides, some automatic DA approaches (Cubuk et al. 2018; Lim et al. 2019; Zhang et al. 2020; Ho et al. 2019; Lin et al. 2021) propose to search for more effective augmentation policies from a set of pre-designed DA operations.

Prior DA works mentioned above only focus on designing augmentation strategies/operations themselves but ignore the selection of samples suitable to be augmented. As a common practice, each training sample is randomly aug-
mented with a probability that is usually heuristically set or automatically searched. Fig. 1 illustrates some examples unsuitable for augmentation. For example, augmenting Fig. 1 (c) pushes it away from the corresponding class center and causes excessive noise and visual ambiguity, leading to the distribution shift. We further showcase this by comparing the feature distribution of original data to the augmented data with a representative DA method (i.e., AutoAugment) in the left sub-figure of Fig. 2. This uncontrollable shift on the training data may limit the benefits of DA, even lead to performance deterioration on the test data. Thus, it’s of great importance to design a deterministic sample selection strategy for DA, which is still under-explored.

Actually, the problem of data selection for executing DA operations is a complicated one because its optimal policy depends on various factors including the dynamic training status of task-specific networks as well as the contents of samples and various DA operations. It is quite difficult to set a simple and unified criterion to ascertain how likely the side-effects will happen since training images and DA methods are diverse. One straightforward solution choice is to decide whether to augment an image or not in each batch in a deterministic way, which is in line with the decision-making problem in reinforcement learning (RL). However, directly applying RL will suffer from difficult optimization due to the large action space (i.e., \(2^b\) where \(b\) denotes the size of mini-batch). To facilitate policy learning, we propose a novel approach named SelectAugment, which exploits the hierarchy of data selection for DA by modeling this task into a two-step decision process. We adopt Hierarchical Reinforcement Learning (HRL) to online learn a parent policy and a child policy for batch-level sample selection and instance-wise sample selection respectively in a deterministic way. Specifically, the parent policy aims to first choose the augmentation ratio for each batch from a ratio pool \(P\) according to sample information and the training status of the target network. Then, under this ratio, the child policy performs the sample-level selection for executing DA based on the contents and semantics of samples. Considering the hierarchy, the action space sizes of the parent policy and the child policy are \(|P|\) and \(C_i^{b \times p}\), respectively, where \(p \in P\) and \(C_i^{b \times p}\) represents the number of combinations of \(|b \times p|\) selected from \(b\). Easy to find that action spaces are effectively reduced compared to \(2^b\). With a smaller action space, it’s easier for the RL algorithm to find an effective strategy. The parent policy and the child policy in our proposed approach are jointly optimized with the target network (i.e., the mainstream task-specific model) together, which leaves our proposed approach as an online one, obviating the need for re-training the target network after learning the sample selection strategy. The selected images processed by off-the-shelf DA methods are combined together with the remaining images staying original to form a new batch that is fed into the target network for task training. We use the feedback of the target network as the reward signal to train our policy network. As illustrated in the right sub-figure of Fig. 2, our proposed method effectively prevents uncontrollable distribution shift when adopting data augmentation. Besides, extensive experiments demonstrate the compatibility and effectiveness of our sample selection policy which significantly enhances numerous off-the-shelf DA methods, including Mixup (Zhang et al. 2018), CutMix (Yun et al. 2019), AutoAugment (Cubuk et al. 2018) and RandAugment (Cubuk et al. 2020).

In summary, our contributions lie in three aspects:

• We are the first to pinpoint that deterministic sample selection matters in bringing different DA methods into their full play by reducing the side effects caused by the randomness of selecting samples, which is overlooked in prior works;

• We model the sample selection for DA as a two-step decision-making problem delicately and learn the policy via HRL, where we first determine the augmentation ratio at the batch level, then perform a deterministic allocation for executing augmentation operations at the instance level.

• We conduct extensive experiments to demonstrate our proposed method can be generally applicable for various existing DA methods and substantially improve them. Note that this work is in fact complementary to those works devoted to designing DA operations themselves.

**Related Works**

**Data Augmentation**

Data augmentation (DA) plays a critical role in deep learning, which can effectively alleviate network overfitting problems. Previous commonly used methods perform simple transformations, such as random rotation and translation (Simard et al. 2003). CutOut (DeVries and Taylor 2017) and its variant (Takahashi, Matsubara, and Uehara 2019; Zhong et al. 2020) which randomly crop regions of an image to form stronger perturbations. Furthermore, recent progress in automated machine learning has begun to study (Cubuk et al. 2018; Lim et al. 2019; Lin et al. 2021; Ho et al. 2019; Li et al. 2020) automatically searching for the optimal transformation policy to relieve human expertise. The pioneer work AutoAugment (Cubuk et al. 2018) first automates the data augmentation design, where DA policies are searched under reinforcement learning. However, AutoAugment repeatedly trains the light-weight proxy network for the evaluation of every candidate DA policies and is subsequently applied to the target large models, which is computationally expensive. To boost the efficiency, PBA (Ho et al. 2019) and Fast AutoAugment (Lim et al. 2019) introduce an efficient population-based optimization and a bayesian optimization respectively. DADA (Li et al. 2020) relaxes the optimization problem to be differentiable and uses gradient based optimization to achieve effective DA policy search. RandAugment (Cubuk et al. 2020) reduces the search space and takes the simple grid search to find DA policy to remove the separate search phase. In addition, there are label-perturbing DA methods. Mixup (Zhang et al. 2018) interpolates two training images in both pixel and label space. CutMix (Yun et al. 2019) randomly crops a region of one image and pastes it into another image, mixing labels with the proportion of...
two images. SuperMix (Dabouei et al. 2021) further models the problem of mixing augmentation as a supervised task to improve the efficiency of previous DA methods merging images. Co-Mixup (Kim et al. 2021) simultaneously mixes different regions from multiple input data ensuring diversity among the generated mixup examples.

Although these DA methods have achieved impressive results on many tasks, they do not consider whether the samples are suitable for augmentation. Specifically, in these methods, a probability is given for each image to roughly decide whether to augment or not, where the probability is commonly manually designed. For example, the value of probability is a fixed scalar in Mixup. In addition, the probability is a scalar which is increased linearly in CutMix. In particular, AutoAugment automatically searches for optimal augmentation policies including this aforementioned probability. To be specific, AutoAugment generates a tuple (operation, magnitude, probability) and evaluates it with the performance of a small proxy network that is trained from scratch. When retraining the target network, one of the offline policies is randomly selected and performed on the training data to train the target network. Therefore, they all ignore the image contents when using offline policies for DA, and decide whether to augment or not in a stochastic way. Recently, a series of online automatic DA methods (Zhang et al. 2020; Lin et al. 2019, 2021) learns to choose data selection for executing off-the-shelf DA operations based on the sample contents, but still executes them relying on a manually set probability.

In our paper, we propose a deterministic data selection approach to select the samples to execute the DA operations according to their contents and the network training status, which is generally applicable to different tasks to enlarge the benefits of DA. Note that our proposed method targets a different problem (i.e., data selection for executing off-the-shelf DA operations) instead of designing DA operations as prior DA works.

Hierarchical Reinforcement Learning

Hierarchical RL (HRL) decomposes a complex task into several sub-tasks with a hierarchical topology to speed up the learning process. Specifically, goal-conditioned HRL (Levy et al. 2017; Nachum et al. 2018; Kulkarni et al. 2016) divides the corresponding task into two steps, which are respectively completed by two graded policies (i.e., the parent and child policies) that are learned simultaneously. Commonly, the parent policy outputs preliminary goals as the guidance for its subordinate child policy in a top-down view. Some early works require manual design of goals (Peng et al. 2017; Cuayahuitl et al. 2010), while some methods (Florensa et al. 2018; Tang et al. 2018) (including our proposed method) automatically generate goals through the interaction with the environment. According to goals, second-step policy executes actions at a more granular level.

Proposed Method

In this section, we first outline the framework of SelectAugment as well as its core idea, then elaborate on the hierarchical deterministic sample selection policy learning in SelectAugment. Furthermore, we discuss the superiority and an important expansion of our proposed method.

Basics of Reinforcement Learning

We introduce the basics of Reinforcement Learning (RL) in this part. RL commonly model the policy learning problem as a Markov decision process (MDP) represented with \((S, A, P, R, \gamma, T)\). Here, \(S\) and \(A\) denote the state space and the action space respectively. The RL agent observes the environment state \(s \in S\) and takes an action \(a \in A\) with the policy \(\pi(a|s) : S \times A \rightarrow [0, 1]\). Then, the RL agent receives a step-wise reward \(r : S \times A \rightarrow \mathbb{R}\). Accordingly, the environment moves to next state with a transition function denoted as \(P : S \times A \times S \rightarrow [0, 1], \gamma \in [0, 1]\) is a discount factor and \(T\) is a time horizon. The objective of policy learning is to learn an optimal policy \(\pi^*\) which can maximize the accumulative reward \(R\) over different steps in each episode.

Hierarchical Reinforcement Learning (HRL) aims to decompose a complex task into a hierarchy of several sub-tasks. Specifically, a two-level HRL commonly learns a parent policy \(\pi^P(a|s)\) and a child policy \(\pi^C(s|a)\) corresponding to \(MDP^P = (S^P, A^P, P^P, R^P, \gamma, T)\) and \(MDP^C = (S^C, A^C, P^C, R^C, \gamma, T)\), respectively. The \(A^P\) denotes the action space of parent policy while the \(A^C\) denotes the child action space. The parent policy outputs a parent action \(a^P \in A^P\), which is taken as the condition for the following decision by the child policy. In this paper, we employ HRL to decide an augmentation ratio at the batch level and select specific samples to be augmented at the instance level.

Hierarchical Deterministic Sample Selection Policy

In our proposed SelectAugment, we formulate the task of data selection as a two-step decision-making problem and adopt Hierarchical Reinforcement Learning (HRL) to search for the optimal policy. We detail our design below.

Parent Policy Modeling

The parent policy aims to determine the proportion of the augmented images in each batch. As illustrated in Fig. 3, we adopt RL to learn the policy towards this objective, and model the state and action for the policy learning of this level as below.

**Parent state.** As illustrated in Fig. 3, we take the current batch and the status variables of the target network together as the parent state vector \(s^P\). Specifically, \(s^P\) is required to represent not only the characteristics of the training batch, the training status of target network, but also the responses of the target network on the current batch.

To achieve this, the parent state vector \(s^P\) encodes three different categories of information in our design: 1) Encoding the information about the data itself, i.e., labels (denoted by \(y\)) of data, which represents the coarse semantics of the current batch. 2) Encoding the information about the target network, including the training iteration number and the recorded average historical training loss of target network. Here, we choose such variables to reflect the training status following (Fan et al. 2018; Kumar, Packer, and Koller 2010; Jiang et al. 2014) where the effectiveness of such design has been experimentally demonstrated. 3) Encoding the
Figure 3: Pipeline of our proposed SelectAugment. To alleviate the side effects caused by randomly choosing images for augmentation, we aim to provide a deterministic sample selection for existing DA methods according to the content of images as well as the training status of the target network, based on reinforcement learning algorithm.

feedback of the target network on the current batch, including the predicted probability of label class as well as a margin value proposed in (Cortes, Mohri, and Rostamizadeh 2013) with the definition of $P(y \mid x) - \max_{y' \neq y} P(y' \mid x)$.

**Parent action.** The parent policy determines what proportion of samples in the current batch to be augmented by choosing the augmentation ratio from the ratio pool. We set up the augmentation ratio pool (i.e., the action space of parent agent) as $\mathcal{A}^P = \{0.0, 0.1, 0.2, \ldots, 0.9, 1.0\}$. Here, $a^P = 0$ represents non-augmentation in the sense that all images in the batch are original images, while $a^P = 1$ denotes fully-augmentation where all images in the batch are augmented.

**Child Policy Modeling.** The child policy aims to determine whether each image in a batch is augmented or not under the learned ratio by parent policy, as shown in Fig. 3. This means that we make an instance-level decision on sample selection based on their contents with the child policy.

**Child state.** The child policy needs to perceive the sample contents for finding the most suitable samples to be augmented under the augmentation ratio inferred by parent policy. Therefore, we propose to utilize the deep features of images extracted by the target network as child state $s^C$.

**Child action.** Different from the parent policy that determines the augmentation ratio in a coarse way, the child policy aims to make a precise decision on whether each image is augmented. Here, we define child action $a^C$ as a vector whose dimension equals to the batch-size $b$, which represents the scores of images suitable for augmentation in each batch. Given an augmentation ratio $a^P$ inferred by the parent policy, the number of augmented images $K$ can be determined as $K = \lfloor a^P \times b \rfloor$. Then, child policy selects the samples corresponding to the $K$-highest scores $\text{topK}(\cdot)$ to execute augmentation operations $\psi(\cdot)$ as Eq.(1).

$$x_{\text{aug}} = \{\psi(x_i) | a^C_{\psi} \in \text{topK}(a^C), x_i \in x\},$$  \hspace{1cm} (1)

$$x_{\text{ori}} = \{x_j | a^C_{\psi} \notin \text{topK}(a^C), x_j \in x\},$$  \hspace{1cm} (2)

where $x$ denotes the original training mini-batch (without any augmentation operations) and $\bar{x} = \{x_{\text{aug}}, x_{\text{ori}}\}$ represents the selectively augmented mini-batch processed by SelectAugment.

**Reward Function.** The objective of our proposed data selection policy is to enhance the target network by improving the benefits of DA as possible.

Therefore, in order to be consistent with the objective, the improvement of mini-batch augmented with SelectAugment $\bar{x}$, compared to two standards (i.e., the performance of original mini-batch $x$ and fully-augmented mini-batch $\bar{x}$ on the target network $\phi(\cdot)$), is used as the reward to guide the policy learning. Mathematically, the reward function can be formulated as:

$$r = \left[ l(\phi(x), y) - l(\phi(\bar{x}), y) \right] + \left[ l(\phi(\bar{x}), y) - l(\phi(x), y) \right],$$  \hspace{1cm} (3)

where $l(\cdot)$ is the loss function of the mainstream task. The parent policy and the child policy serve for the same goal, thus, we adopt the same reward function as the Eq.3.

The improvement of mini-batch augmented with our method, compared to two standards (i.e., the performance of original mini-batch and fully-augmented mini-batch on
the target network), is used as the reward to guide our proposed data selection policy learning. Accordingly, the reward function design is consistent with the objective of our policy which aims at enhancing the target task.

Hierarchical Policy Learning Considering the action spaces of both the parent policy and the child policy are discrete, in this work, we perform policy learning by adopting the widely used Advantage Actor-Critic (A2C) algorithm (Mnih et al. 2016; Zhang et al. 2019) where the actor network is to learn a discrete control policy \( \pi(a|s) \) while the critic network aims to estimate the value of state \( V^\pi(s) \). Here, we reformulate it appropriately under our task scenario. Similar to (Mnih et al. 2016), we model the value of each state-action pair with a Q-value, which is formulated as:

\[
Q^\pi(a^P, a^C, s^P, s^C) = E_{\pi}[r|A = (a^P, a^C), S = (s^P, s^C)]
\]

(4)

The model for the parent policy learning comprises a parent actor network and a parent critic network as shown in Fig.3. We use \( \theta_P \) and \( \varphi_P \) to denote their corresponding trainable network parameters, respectively. Here, we define the advantage function of parent policy for updating \( \theta_P \) and \( \varphi_P \):

\[
A_P(a^P, s^P) = Q^\pi(a^P, a^C, s^P, s^C) - V_{\varphi_P}^\pi(s^P).
\]

(5)

Specifically, we take the square value of the advantage function as the loss function to update the \( \varphi_P \):

\[
L(\varphi_P) = (A_P(a^P, s^P))^2.
\]

(6)

Moreover, the loss function for updating the \( \theta_P \) is:

\[
L(\theta_P) = -\log \pi_{\theta_P}(a^P|s^P)A_P(a^P, s^P).
\]

(7)

Similarly, the model for the child policy learning comprises a child actor (with parameters \( \theta_C \)) and a child critic (with parameters \( \varphi_C \)). The advantage function of the child policy and the loss function for updating the \( \varphi_C \) are defined as:

\[
A_C(a^C, s^C) = Q^\pi(a^P, a^C, s^P, s^C) - V_{\varphi_C}^\pi(s^C),
\]

(8)

\[
L(\varphi_C) = (A_C(a^C, s^C))^2.
\]

(9)

Inspired by top-k policy (Chen et al. 2019a), the loss function used to update \( \theta_C \) is modified to the following:

\[
L(\theta_C) = -\sum_{a^C \in \text{topK}(a^C)} \log \pi_{\theta_C}(a^C|s^C)A_C(a^C, s^C).
\]

(10)

The Superiority on the Action Space

The action space of RL refers to the set including all possible actions. For the data selection problem we tackle in this paper, a straightforward solution is to independently determine whether to execute the data operation or not for each sample in a batch, which makes the size of the action space be \( 2^b \) (\( b \) is the batch size). A large action commonly renders difficult policy exploration.

Thanks to the hierarchy of our proposed SelectAugment based on HRL, the action space size is effectively reduced. In our design, the action space size of the parent policy is the size of the ratio pool \( |\mathcal{A}^P| \). For the action space of child policy, its size is conditioned on the decision of the parent policy, denoted as \( C_b^{(b \times a)^P} \) where \( C_n^m \) represents the number of combinations of \( m \) selected from \( n \). Note that \( C_b^{(b \times a)^P} \leq C_b^2 < 2^b \). To be more intuitive, we take the batch-size is 256 as an example. Even in the extreme case (i.e., the ratio given by the parent policy is 0.5), the action space of child policy is up to the largest, which still achieves 20 times reduction compared to \( 2^b \).

Therefore, the size of the action space of SelectAugment is effectively reduced by decomposing the data selection problem into a two-step decision processing. As explained in (Zahavy et al. 2018; Wei, Wicke, and Luke 2018), a smaller action space is beneficial to reduce the difficulty of policy exploration. Furthermore, we experimentally demonstrate the effectiveness of the hierarchical policy (see ablation study only-child).

Experiments and Results

Expermental Settings For the target network, following (Cubuk et al. 2018; Lim et al. 2019; Lin et al. 2021; Yun et al. 2019), for CIFAR-10 and CIFAR-100, we respectively use Wide-ResNet-28-10 (WRN) (Zagoruyko and Komodakis 2016), ShakeShake(26 \( \times \) 32d) and ShakeShake (26 \( \times \) 96d) (Gastaldi 2017) (aliased as SS(32) and SS(96)) as target network. For ImageNet (Deng et al. 2009), ResNet-50 and ResNet-200 (He et al. 2016) are adopted as target models, which are trained from scratch. For fine-grained image classification, we follow the previous works (Du et al. 2020; Chen et al. 2019b) and utilize pre-trained ResNet-50 and ResNet-101 models as the target network. Unless specified otherwise, the input image size is 32\( \times \)32 for CIFAR while 224\( \times \)224 for ImageNet, CUB-200-2011 and Stanford Dogs. We set the batch size to 128 for experiments on CIFAR and 1024 for experiments on ImageNet as well as two fine-grained datasets. The hyperparameters for target networks, such as training epochs and the learning rate of target network are the same as previous works (Yun et al. 2019; Zhang et al. 2018; Cubuk et al. 2018) for fair comparison.

Comparison with State-of-the-arts

Our work is actually DA methods agnostic, in the sense that ours is compatible with any specific DA operations. Thus, we apply our adaptive sample selection policy to improve some of the most representative and commonly used DA approaches including Mixup (Zhang et al. 2018), Cutmix (Yun et al. 2019), AutoAugment (Cubuk et al. 2018) and RandAugment (Cubuk et al. 2020). We also compare our SelectAugment with state-of-the-art methods including Cutout (DeVries and Taylor 2017), Co-Mixup (Kim et al. 2021), Super-Mix (Dabouei et al. 2021) and DADA (Li et al. 2020).

Classification Results on CIFAR The results are reported in Table 1, which shows that our proposed SelectAugment delivers consistent improvements in the classification accuracy when applied to different DA methods. We observe that the SelectAugment is a very general data selection tool that can be applied to different network architectures and different off-the-shelf DA methods.
We conduct experiments on larger-scale ImageNet dataset. Table 2 shows our proposed SelectAugment still brings significant improvements in top-1 and top-5 accuracy. This further demonstrates the effectiveness of SelectAugment and shows the consistent benefits for the larger dataset and deeper networks.

**Effectiveness on Fine-grained Classification** Additionally, we evaluate our proposed method on fine-grained classification. As reported in Table 3, our proposed SelectAugment is also effective in giving full play to the role of data augmentations through the learned deterministic data selection policy on fine-grained image classification.

### Ablation Study

**The Influence of Reinforcement Learning** As mentioned above, due to the diversity of the image content and the dynamic change of the training target network status, it is difficult to use uniform and simple criteria to decide which images to be augmented or not. Therefore, we adopt Reinforcement Learning (RL) as our base algorithm, which is dynamically determined through the interaction of policy network and target network. To intuitively show the rationality and superiority of RL, we compare our method with other policies where an image is decided to be augmented with a probability \( p \) sampled from a uniform distribution \( U(0, 1) \). "random" means that we randomly augment each sample with a fixed probability. We set \( p = 0.8 \) which performs the best. We report test accuracy (%) on CIFAR with WRN-28-10 and Top-1 validation accuracy (%) on ImageNet with ResNet-50.

**Table 3:** Test accuracy (%) on fine-grained classification datasets. “R-” represents “ResNet-”.

| Method       | CIFAR-10 | CIFAR-100 |
|--------------|----------|-----------|
| Baseline     | 85.32    | 91.71     |
| Cutout       | 85.65    | 92.02     |
| DADA         | 86.53    | 93.06     |
| Co-Mixup     | 86.79    | 93.09     |
| Super-Mix    | 86.92    | 93.17     |
| Mixup        | 85.94    | 92.31     |
| SelectMixup  | 87.01    | 93.25     |
| RandAugment  | 86.78    | 93.62     |
| SelectRandAugment | 87.21 | 94.02   |

**Table 4:** Performance comparisons of SelectAugment using RL and other policies that use a simple probability to roughly control whether an image is augmented or not. “all” means that all images are augmented. “random” means that each sample is augmented with a probability \( p \) sampled from a uniform distribution \( U(0, 1) \). “fixed” denotes that we randomly augment each sample with a fixed probability. We set \( p = 0.8 \) which performs the best. We report test accuracy (%) on CIFAR with WRN-28-10 and Top-1 validation accuracy (%) on ImageNet with ResNet-50.

| Method       | Dataset | CIFAR-10 | CIFAR-100 | ImageNet |
|--------------|---------|----------|-----------|-----------|
| Baseline     |         | 86.83    | 93.68     | 76.28     |
| RandAugment  |         | 87.35    | 94.13     | 76.86     |
| SelectAugment|         | 97.33    | 83.37     | 77.84     |

**Table 2:** Validation set Top-1 and Top-5 accuracy (%) on ImageNet.

| Method       | ResNet-50 | ResNet-200 |
|--------------|-----------|------------|
| Baseline     | 76.28     | 78.47      |
| Cutout       | 76.74     | 78.47      |
| DADA         | 77.46     | 79.62      |
| Co-Mixup     | 77.58     | 80.42      |
| Super-Mix    | 77.64     | 80.66      |
| Mixup        | 77.74     | 80.81      |
| SelectMixup  | 78.02     | 80.81      |
| AutoAugment  | 77.61     | 79.91      |
| SelectAutoAugment | 78.16 | 80.78     |
| RandAugment  | 77.57     | 79.91      |
| SelectRandAugment | 78.08 | 80.81     |
Table 5: The ablation results on the influence of the hierarchical architecture. “only-parent” denotes the setting in which we adopt one-level RL to choose the augmentation ratio and then samples are randomly selected in the batch under the ratio. “only-child” denotes the setting in which we adopt one-level RL to directly decide whether an image is augmented or not in the batch.

| Method     | Policy | Dataset   |
|------------|--------|-----------|
|            | Parent | Child     | CIFAR-10 | ImageNet |
| Baseline   | -      | -         | 96.13    | 78.28    |
| Mixup      | -      | -         | 97.14    | 79.62    |
| Only-Parent| ✓      | x         | 97.05    | 77.15    |
| Only-Child | x      | ✓         | 97.21    | 77.34    |
| SelectMixup| ✓      | ✓         | 97.33    | 77.84    |

Table 6: Comparison of additional parameters, performance and training time on CIFAR-10 under WRN-28-10 between the models equipped with Mixup and SelectMixup.

| Method     | Parameters | Accuracy (%) | GPU hours |
|------------|------------|--------------|-----------|
| Mixup      | 0M         | 97.14        | 6.5       |
| SelectMixup| 1.99M      | 97.33        | 7.9       |

Complexity Analysis

We analyze the parameters and the time complexity of our proposed SelectAugment. Following the related works in this field (Cubuk et al. 2018; Lim et al. 2019; Zhang et al. 2020), we report the complexity measure results on CIFAR-10 (See Table 6). The parent and child policy network have 0.01M and 1.98M parameters respectively, leading to 1.99M parameter increase in total (less than 6% of the target network, i.e., WRN-28-10 with 36.5M parameters). As for the time consuming, our proposed approach will bring 1.4 GPU hours increase in the training time.

Visualization Analysis

Grad-CAM Visualization  tion in a convolutional neural network. As exampled in Fig. 4, we find that after applying SelectAugment to the DA process for training, the target model (for the mainstream task) latches on discriminative cues more precisely and comprehensively. As shown in the first and the second rows of Fig. 4, the visualization results of the target model trained with SelectAugment indicate that it localizes the foreground region with higher spatial precisions than others. Moreover, the third and fourth rows manifest that the model with SelectAugment localizes more class-related cues(Selvaraju et al. 2016).

Visualization of the Learned Augmentation Ratio  We further visualize the augmentation ratio of one certain mini-batch, to analyze the policy learning results. As shown in Fig. 5, we observe that 1) the learned augmentation ratio changes with the training status of the target network; 2) the learned policy varies a lot for different DA methods. This indicates that it is necessary to select samples to be augmented considering the status of the target network.

Conclusion

In this paper, we point out that randomly selecting samples to do data augmentation may cause content destruction and visual ambiguities, leading to the distribution shift and thus negatively affecting the target model training. To tackle this, we propose a hierarchical deterministic sample selection strategy to give full play to data augmentation. We adopt HRL to facilitate policy learning towards this goal. Our proposed approach is easy to use and generally applicable for different existing DA methods.
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