Investigation of key factors of Blackman-Harris window and interpolation algorithm in TTU frequency estimation module
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Abstract. In order to provide a reference for the selection of related parameters when the Blackman-Harris window and interpolation algorithm is applied to the frequency estimation for voltage and current signals in transformer terminal unit (TTU), the principle of the algorithm is introduced, the implementation is preliminarily discussed, and the influence of signal parameters and measurement parameters on the frequency error is investigated based on the numerically generated voltage signals. The results reveal that the error is proportional to the frequency deviation of the signal. The frequency error decreases exponentially with signal-to-noise ratio (SNR) and sampling duration. Total harmonic distortion, sampling frequency and analog-to-digital converter (ADC) quantization bit have almost no impact on frequency error.

1. Introduction
Distribution transformer terminal unit (TTU) [1-2] is an intelligent monitoring device that can acquire and process voltage, current, power, harmonics, line loss and other parameters of distribution transformer in real time. The device is connected to the distribution automation system through a communication network. TTU is of significance to ensure the security, economic operation and loss reduction of the power grid.

This work mainly focuses on the estimation of voltage and current signal frequency in TTU. The early method based on the cross zero crossing [3] is faster, but its accuracy is greatly affected by harmonics and noise, so it is more suitable for the preliminary frequency estimation. At present, power system frequency estimation methods mainly include the least squares fitting algorithm [4-5], wavelet transform method [6-7] and window and interpolation algorithm [8-10], etc. The least squares fitting algorithm takes the frequency, harmonic amplitude and phase of the signal as variables to establish the objective function, and the frequency is estimated by minimizing the objective function. The algorithm is accurate but is time-consuming. Wavelet transform is used to remove the noise in the signal, and then it combines with Hilbert transform and least squares fitting to estimate the frequency. The method can move the noise out of the signal and it is more suitable for the signal with low signal-to-noise ratio (SNR). The window and interpolation algorithm performs discrete Fourier transform on the windowed signal and provides accuracy of frequency estimation through interpolation. This algorithm has high accuracy and real-time performance, and is the mainstream algorithm in frequency estimation for power system signal. The Blackman-Harris window and interpolation algorithm has been used in power system frequency estimation. However, the influence of related signal parameters and measurement parameters on its accuracy has not been reported, which affects its application in TTU frequency estimation module.
In order to solve this problem, the Blackman-Harris window and interpolation algorithm is implemented in programming language. A large number of voltage signals with different signal frequencies, SNRs, total harmonic distortions (THDs), sampling frequencies, sampling durations and analog-to-digital converter (ADC) quantization bits are numerically generated. Based the above generated voltage signals, the influence of above signal parameters and measurement parameters on frequency error is investigated.

2. Principle of algorithm

The signal frequency can be estimated from the discrete spectrum by discrete Fourier transformation (DFT) on the discrete signal. The accuracy of frequency estimation can be improved by analyzing the discrete spectrum of windowed signals. The principle of Blackman-Harris window and interpolation algorithm is described as follows:

The Blackman-Harris window \([11]\) can be expressed as follows:

\[
w(n) = \sum_{k=0}^{3} (-1)^k a_k \cos\left(\frac{2\pi}{N} kn\right), \quad n=0, 1, \ldots, N-1
\]

(1)

where \(N\) is the number of samples; \(a_0=0.35875, a_1=0.48829, a_2=0.14128, a_3=0.01168\).

The DFT result of a rectangular window with amplitude 1 is called Dirichlet kernel.

\[
D(\theta) = e^{-j\theta} \frac{\sin\left(\frac{\pi \theta}{N}\right)}{\sin\left(\frac{\pi \theta}{N}\right)}
\]

(2)

where \(D(\theta)\) is the Dirichlet kernel; \(\theta\) is the frequency.

Let the discrete signal be

\[
x(n) = Ae^{j2\pi fn \Delta t}, \quad n=0, 1, \ldots, N-1
\]

(3)

where \(\Delta t\) is the time interval between two subsequent samples; \(x(n)\) is the \(n\)th discrete signal value; \(A\) is complex amplitude of signal; \(f\) is the signal frequency.

Assume that \(X(\theta)\) is the DFT result of the discrete signal \(x(n)\).

\[
X(\theta) = \sum_{n=0}^{N-1} x(n)e^{-j\frac{2\pi \theta n}{N}}
\]

(4)

Then the DFT result for the Blackman-Harris windowed signal is

\[
X_w(\theta) = \sum_{k=0}^{3} (-1)^k \frac{a_k}{2} (X(\theta - k) + X(\theta + k))
\]

(5)

where \(X_w(\theta)\) is the DFT result for the Blackman-Harris windowed signal.

If the sampling duration is \(T\), the frequency resolution \(\Delta f=1/T\). \(f\) can be expressed as follows:

\[
f=(l+\lambda)\Delta f, \quad -1<\lambda<1
\]

(6)

where \(l\) is an integer.

Let set \(\theta=l+n\) and \(n\) is an integer. According to Equations (3), (4) and (6), Equation (7) holds.

\[
X(l+n)=AD(n-\lambda)
\]

(7)

Substitute Equation (7) into Equation (5), we get

\[
X_w(l+n) = A \sum_{k=0}^{3} (-1)^k \frac{a_k}{2} (D(n-k-\lambda) + D(n+k-\lambda))
\]

(8)

Assume that

\[
c = \left| \frac{X_w(l+1)}{X_w(l)} \right|
\]

(9)
A higher degree equation with one unknown $\lambda$ can be obtained by putting Equations (8) and (9) together. More details can be found elsewhere [9]. $f$ can be obtained by substituting $\lambda$ into Equation (6).

The acquisition of voltage and current signals at the low voltage side of distribution transformer can be realized by ADC combined with microcontroller unit (MCU). A conventional CPU follows instructions in the software. However, a field programmable gate array (FPGA) sets up connections that actually reconfigure the hardware. Hardware is always significantly faster than software because it immediately processes the data without process of fetching and analyzing instructions. In order to improve the real-time performance of the subsequent harmonic analysis, FPGA can be taken as the main control chip. FPGA combines ADC (power measurement chip) and memory to realize signal acquisition and storage. Based on the FPGA, the above algorithm can be implemented in VHDL or Verilog HDL language to realize frequency estimation. Based on FPGA and LCD module, the acquired waveform and estimated frequency can be displayed. Based on RS485, FPGA can realize the communication function of TTU.

3. Investigation of influencing factors

Key signal parameters and measurement parameters may affect the accuracy of frequency estimation by the Blackman-Harris window and interpolation algorithm. In this section, the numerically generated signals are used to simulate the voltage signals acquired in TTU. The influence of signal frequency, SNR, THD, sampling frequency, sampling duration and ADC quantization bit on frequency error is investigated.

3.1. Signal frequency

On consideration of Reference [12], the signal frequency varies in the range of 49.8~50.2 Hz, and the signal shown in Equation (10) is used to simulate the voltage signal acquired in TTU.

$$s(t)=0.005B+B\sin(2\pi ft+\phi_1)+0.015B\sin(6\pi ft+\phi_2)+0.01B\sin(10\pi ft+\phi_3)+0.005B\sin(14\pi ft+\phi_4)$$  \hspace{1cm} (10)

where $s$ is the voltage signal in V; $t$ is time in s; $f$ is the signal frequency in Hz and it varies from 49.8 to 50.2. $B=311.13$; $\phi_1$, $\phi_2$, $\phi_3$ and $\phi_4$ are uniformly distributed over the interval from 0 to $2\pi$. The sampling duration is 0.08, 0.12 and 0.16 s, respectively. The sampling frequency is set to 2 kHz. 1000 groups of signals are generated under each signal frequency. The standard deviation and mean value of frequency error are shown in Figure 1. Considering the relationship between frequency error and signal frequency in Figure 1, we fit the error by Equation (11), and the fitted curve is also displayed in Figure 1. Figure 1 shows that the frequency error (standard deviation and mean value) is proportional to the difference between the signal frequency and the rated value.

$$E=a_1|f-50|$$  \hspace{1cm} (11)

where $E$ is the mean value or standard deviation of the error; $a_1$ is the coefficient.

![Figure 1. Influence of signal frequency on frequency error.](image-url)
3.2. SNR
The voltage signal is generated according to Equation (12).

\[ s(t) = 0.005B + B\sin(2\pi ft + \varphi_1) + 0.015B\sin(6\pi ft + \varphi_2) + 0.01B\sin(10\pi ft + \varphi_3) + 0.005B\sin(14\pi ft + \varphi_4) + x \]  

where, \( x \) is a Gaussian random variable with zero mean. SNR varies in the range of 10~40 dB and the step size is 3 dB. \( f = 50.2 \). The other parameters are consistent with those in Section 3.1. For each SNR, 1000 groups of signals are generated. The standard deviation and mean value of frequency error calculated by the Blackman-Harris window and interpolation algorithm are displayed in Figure 2. Considering the relationship between frequency error and SNR in Figure 2, we fit the error by Equation (13), and the curves obtained by fitting are illustrated in Figure 2. As can be seen from Figure 2, frequency error (standard deviation or mean value) decreases exponentially with SNR. This is due to the fact that the influence caused by the noise decreases with SNR.

\[ E = b_1 \exp(c_1 r) \]  

where \( r \) is the value of SNR, in dB; \( b_1 \) and \( c_1 \) are coefficients.

![Figure 2. Influence of SNR on frequency error.](image)
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3.3. Sampling duration
The voltage signal is generated according to Equation (10), \( f = 50.2 \). To show the influence of sampling duration more clearly, the sampling duration varies in the range of 0.075~0.265 s, and the step size is 0.01 s. The other parameters are consistent with those in Section 3.1. The standard deviation and mean value of frequency error calculated by the Blackman-Harris window and interpolation algorithm are

![Figure 3. Influence of sampling duration on frequency error.](image)
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shown in Figure 3. Considering the relationship between frequency error and sampling duration in Figure 3, we fit the error by Equation (14), and the curve obtained by fitting is also drawn in Figure 3. As can be seen from Figure 3, frequency error (standard deviation or mean value) decreases exponentially with sampling duration. This is due to the fact that the error in $\lambda$ decreases with sampling duration.

$$E = d_i \exp(e_i T)$$  (14)

where $d_i$ and $e_i$ are coefficients.

### 3.4. THD

The voltage signal is generated according to Equation (15).

$$s(t) = 0.01Ba + B \sin(2\pi ft + \varphi_1) + 0.015B \sin(6\pi ft + \varphi_2) + 0.01B \sin(10\pi ft + \varphi_3) + 0.005B \sin(14\pi ft + \varphi_4)$$  (15)

where $f=50.2$. $\alpha$ varies in the range of 0–5.35, that is, THD varies in the range of 0–10%, and the step size is 1%. The other parameters are consistent with those in Section 3.1. The standard deviation and mean value of frequency error calculated by the Blackman-Harris window and interpolation algorithm are presented in Table 1. It can be seen from Table 1 that the frequency error (standard deviation or error value) is almost independent of THD. Note that $E_m$ and $E_{\text{std}}$ are the mean value and standard deviation of the frequency error, respectively.

| THD/% | $T$/s | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-------|-------|---|---|---|---|---|---|---|---|---|---|---|
| $E_m$ | 0.08  | 22.99 | 22.15 | 22.07 | 22.41 | 22.42 | 22.6 | 23.12 | 23.04 | 23.57 | 23.93 | 22.63 |
|       | 0.12  | 7.59  | 7.66  | 7.83  | 7.65  | 7.62  | 7.49  | 7.94  | 7.58  | 7.92  | 7.93  | 7.77  |
|       | 0.16  | 2.24  | 2.3   | 2.27  | 2.3   | 2.29  | 2.22  | 2.27  | 2.31  | 2.42  | 2.35  |       |
| $E_{\text{std}}$ | 0.08 | 25.36 | 24.79 | 24.69 | 25 | 25.11 | 25.28 | 25.82 | 25.82 | 26.36 | 25.89 | 26.05 |
|       | 0.12  | 8.45  | 8.5   | 8.66  | 8.53  | 8.71  | 8.38  | 8.84  | 8.57  | 8.92  | 9.02  | 8.82  |
|       | 0.16  | 2.5   | 2.54  | 2.52  | 2.55  | 2.55  | 2.56  | 2.61  | 2.62  | 2.77  | 2.73  |       |

### 3.5. Sampling frequency

The voltage signal is generated according to Equation (10), $f=50.2$. The sampling frequency varies in the range of 1–20 kHz. The other parameters are consistent with those in Section 3.1. The standard deviation and mean value of frequency error calculated by the Blackman-Harris window and interpolation algorithm are included in Table 2. It can be seen from Table 2 that the frequency error (standard deviation or mean value) is almost irrelevant to the sampling frequency.

| Sampling frequency/kHz | $T$/s | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 8 | 10 | 12 | 14 | 16 | 18 | 20 |
|------------------------|-------|---|---|---|---|---|---|---|---|----|----|----|----|----|----|
| $E_m$                  | 0.08  | 23 | 22.89 | 22.8 | 22.57 | 22.14 | 22.27 | 22.2 | 22.03 | 22.52 | 22.1 | 22.87 | 21.96 |
|                       | 0.12  | 7.83 | 7.75 | 7.67 | 7.58 | 7.51 | 7.34 | 7.63 | 7.53 | 7.59 | 7.71 | 7.55 | 7.58 |
|                       | 0.16  | 2.58 | 2.27 | 2.21 | 2.18 | 2.15 | 2.14 | 2.12 | 2.18 | 2.16 | 2.16 | 2.17  |       |
| $E_{\text{std}}$      | 0.08  | 25.42 | 25.31 | 25.22 | 24.89 | 24.76 | 24.82 | 24.83 | 24.59 | 24.94 | 24.6 | 25.31 | 24.59 |
|                       | 0.12  | 8.71 | 8.59 | 8.49 | 8.44 | 8.37 | 8.2 | 8.49 | 8.38 | 8.47 | 8.53 | 8.38 | 8.42 |
|                       | 0.16  | 2.87 | 2.52 | 2.45 | 2.42 | 2.39 | 2.38 | 2.35 | 2.4 | 2.4 | 2.39 | 2.41  |       |

### 3.6. ADC quantization bit

The voltage signal is generated according to Equation (10), $f=50.2$. The other parameters are consistent with those in Section 3.1. ADC quantization bit varies from 4 to 18. The standard deviation and mean value of frequency error calculated by the Blackman-Harris window and interpolation algorithm are presented in Table 3. As can be seen from Table 3, frequency error (standard deviation or mean value) is almost irrelevant to ADC quantization bit. In Table 3, $M$ is the quantization bit.
Table 3. Frequency error at different ADC quantization bits/μHz.

| M  | T/s  | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  |
|----|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|    |      |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.08 | 22.87 | 22.99 | 23.26 | 22.78 | 22.84 | 22.14 | 22.77 | 22.73 | 23.11 | 23.19 | 22.83 | 22.86 | 22.89 | 23.09 |
| E_m | 0.12  | 7.79  | 7.86  | 8.11  | 7.68  | 7.98  | 7.72  | 8.29  | 7.82  | 8.02  | 7.91  | 8.13  | 7.74  | 7.69  | 7.72  | 7.75  |
| 0.16  | 2.42  | 2.33  | 2.28  | 2.47  | 2.38  | 2.4  | 2.42  | 2.5  | 2.35  | 2.47  | 2.3  | 2.33  | 2.35  | 2.31  | 2.35  |
| 0.08  | 26.86 | 28.07 | 25.98 | 25.94 | 25.81 | 28.75 | 27.74 | 27.01 | 28.61 | 26.25 | 25.35 | 26.7  | 25.44 | 27.43 |
| E_std| 0.12  | 9.36  | 9.13  | 12.81 | 9.99  | 11.2  | 8.85  | 15.06 | 9.28  | 12.24 | 10.41 | 9.46  | 8.69  | 9.88  | 9.86  |
| 0.16  | 4.97  | 3.71  | 2.9  | 5  | 3.08 | 4.66 | 3.85 | 4.81 | 2.88 | 5.5  | 2.65 | 2.68 | 3.63 | 2.61 | 4.01 |

4. Conclusions
The influence of signal frequency, SNR, sampling duration, THD, sampling frequency and ADC quantization bit on the frequency error estimated by the Blackman-Harris window and interpolation algorithm is investigated based on the numerically generated voltage signals. The conclusions are as follows:
1) Frequency error is proportional to the difference between the signal frequency and the rated value;
2) Frequency error decreases exponentially with SNR and sampling duration;
3) THD, sampling frequency and ADC quantization bit have almost no impact on frequency error.
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