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A long standing open problem whether a heat engine with finite power achieves the Carnot efficiency is investigated. We rigorously prove a general trade-off inequality on thermodynamic efficiency and time interval of a cyclic process with quantum heat engines. In a first step, employing the Lieb-Robinson bound we establish an inequality on the change in a local observable caused by an operation far from support of the local observable. This inequality provides a rigorous characterization of the following intuitive picture that most of the energy emitted from the engine to the cold heat bath remains near the engine when the cyclic process is finished. Using the above description, we finally prove an upper bound on efficiency with the aid of quantum information geometry. Our result generally excludes the possibility of a process with finite speed at the Carnot efficiency in quantum heat engines. In particular, the obtained constraint covers engines evolving with non-Markovian dynamics, which almost all previous studies on this topic fail to address.
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I. INTRODUCTION

Around 200 years ago, Carnot revealed that thermodynamic efficiency in a cyclic process with two heat baths with inverse temperatures $\beta^H$ and $\beta^L$ ($\beta^H < \beta^L$) is bounded by a universal function of these two temperatures, which was turned to be the celebrated Carnot efficiency

$$\eta_C = 1 - \frac{\beta^H}{\beta^L}.$$  \hspace{1cm} (1)

At the same time, Carnot also showed that infinitely slow processes (i.e., zero power) realize the maximum efficiency. An infinitely slow heat engine is however useless in practical sense, and thus a question naturally arises whether finite power engines attain the Carnot efficiency, which is the opposite statement of the aforementioned one. Contrary to its apparent triviality, this has still been an open problem in spite of enormous effort for investigation of large power $\beta^H$ and, high efficiency $\beta^L$, and both of them $\beta^H < \beta^L$. We emphasize that although the question seems to be negative by intuition, it is hard to prove this rigorously in general setups. In fact, conventional thermodynamics provides no restriction on the speed of processes, and even in the linear response regime the linear irreversible thermodynamics neither prohibits engines at the Carnot efficiency with finite power if time-reversal symmetry is broken $\beta^L > 1$. These findings elucidate the fact that the connection between heat exchange and dissipation is, surprisingly, not established even in the linear response regime when the framework of endoreversible thermodynamics no longer holds.

The latter work attracted renewed interest in this problem, and many researches are devoted to analyze specific models to find clues for capturing general properties on the relation between finite power and the Carnot efficiency. One frequently-used setup to tackle the problem is a mesoscopic conducting system with non-interacting electrons under a magnetic field, where the incompatibility between finite power and the Carnot efficiency is shown through deriving a novel restriction on the Onsager matrix $\beta^H$ and $\beta^L$. Owing to the newly-derived restriction, it is shown both theoretically and numerically that this system never attains the Carnot efficiency at finite power in the linear response regime. Another frequently-used setup is a periodically driven system, for which the Onsager matrix can be defined and is in general asymmetric. Utilizing the detailed information on microscopic dynamics, Refs. $\beta^H$ and Refs. $\beta^L$ respectively demonstrate the incompatibility for under-damped Langevin particles with two heat baths and for isothermal driven systems. On the other hand, some researches proposed ideas to realize these two simultaneously (some comments on these studies are seen in Ref. $\beta^L$). Recently, inspired by the idea of partial entropy production $\beta^L$, one of the authors has shown this incompatibility for general classical Markovian heat engines beyond the linear response regime $\beta^L$. However, non-Markovian heat engines have not been addressed in the previous works though real experimental heat engines are inevitably non-Markovian. On the basis of the recent experimental development of small quantum heat engines $\beta^L$, a general result covering non-Markovian heat engines is highly desired.

In this paper, we establish a trade-off relation between efficiency and speed of operation, which leads to this no-go theorem for general quantum heat engines. We focus on the fact that most of the energy emitted from the engine to the cold heat bath remains in the region close to the engine, which leads to finite dissipation in...
the bath. To prove this intuitive picture rigorously, we employ the Lieb-Robinson bound [49,51], which claims that a commutator of two observables with different time acting on different regions far from each other cannot be large. The Lieb-Robinson bound has recently used in various problems including problems on structure of a gapped ground state [49,52,53], the Lieb-Shultz-Mattis theorem in higher dimensions [47], the quantum Hall effect [54], and thermalization [55,56]. Using this bound, we establish a useful upper bound on the change in a local observable caused by an operation with finite time-interval far from the area on which the local observable acts. Applying this bound, we find that the expectation value of energy in the cold bath far from the engine does not largely change. With help of the Pythagorean theorem for quantum relative entropy and some relations on the quantum Fisher information [57,58], we finally arrive at an upper bound for efficiency with the time interval of a cyclic process. This bound clearly manifests that the faster the engine is operated the less the maximum efficiency becomes.

This paper is organized as follows. In Sec. II we show the setup of quantum heat engines and state our main inequality on efficiency and the time interval of a cyclic process. Before going to the derivation, we sketch the outline of the proof in Sec. III. The derivation is constructed with two part. The former part is discussed in Sec. IV, where we first introduce a useful lemma which bounds the effect of time-dependent operation, and using this we rigorously show the lower bound for the energy increase in a region near the engine. The latter part is discussed in Sec. V where we connect the relative entropy to the energy increase, which leads to the desired inequality. To examine how the obtained trade-off relation works, in Sec. VI we demonstrate our inequality in a simple concrete example. In Sec. VII we apply our analysis to a transient process and derive an extended version of the principle of maximum work.

We note that the obtained inequality turns to be no more than the second law of thermodynamics in the Markovian limit, in which the Lieb-Robinson velocity diverges. Therefore, we treat Markovian heat engines in a completely different way. We extend the result of classical Markov processes shown in Ref. 11 to quantum Markov processes, which denies the compatibility between finite power and the Carnot efficiency. In Appendix G we derive an inequality on efficiency and power for quantum Markovian heat engines.

II. SETUP AND MAIN RESULT

We first describe our setup of heat engines. In the most part of this paper, we restrict our attention to a quantum lattice system. A lattice system is known as a manageable stage to investigate rigorous thermodynamic properties of nonequilibrium dynamics, and in most cases lattice systems keep universal thermodynamic properties. This is why many rigorous results on thermodynamic properties of nonequilibrium dynamics are studied in such systems [55,56,59,62]. We remark that recent sophisticated techniques indeed realize such lattice systems experimentally [57,58].

We in particular consider a composite system of an engine $E$ and two heat baths $H$ and $L$ with inverse temperatures $\beta^E$ and $\beta^L$ ($\beta^H < \beta^L$) (see Fig. 1). Let $\Lambda_E$, $\Lambda_H$, and $\Lambda_L$ be subsets of the sites in a region corresponding to the engine, the hot bath, and the cold bath, respectively. $\Lambda_E$ is attached to both $\Lambda_H$ and $\Lambda_L$, and $\Lambda_H$ is not attached to $\Lambda_L$. We also define $\Lambda_E$ as a set of sites in $\Lambda_E$ and its nearest-neighbor sites. For convenience, we assume that the size of the engine $|\Lambda_E|$ is finite. The treatment of thermodynamic limit is briefly discussed in Sec. VIII.

We now describe the dynamics of the system. We suppose that baths are not driven, and interact only with the engine. This is because our interest is on engines satisfying conventional thermodynamics, where a bath itself is an isolated system, not externally-driven [62]. If a bath is driven, the system may violate the zeroth law and the second law of thermodynamics [67,68]. Therefore, we do not consider externally-driven heat baths, and safely assume that the Hamiltonian of the composite system $H_{\text{tot}}(t)$ is short-range interaction. For simplicity, we consider the case of the sum of one-body Hamiltonians and nearest-neighbor two-body interaction Hamiltonians in the main part. The case with general Hamiltonians with short-range interaction is analyzed in Appendix F. In a cyclic process in $0 \leq t \leq \tau$, the Hamiltonian is changed with time as satisfying $H_{\text{tot}}(0) = H_{\text{tot}}(\tau)$. Suppose that the Hamiltonian is time-dependent only on $\Lambda_E$. We then decompose the total Hamiltonian $H_{\text{tot}}(t)$ into five parts as

$$H_{\text{tot}}(t) = H^E(t) + H^{EH}(t) + H^{EL}(t) + H^H + H^L,$$

where $H^X$ ($X = E, H, L$) acts only on $X$, and $H^{EX}$ ($X = H, L$) is the sum of all interaction Hamiltonians between

![FIG. 1. Schematic of the total system. Three subsets of lattices $\Lambda_E$, $\Lambda_H$, $\Lambda_L$ correspond to the regions of the engine (yellow), the hot bath (orange), and the cold bath (pink). The subset $\Lambda_E$ is a composite set of $\Lambda_E$ and its nearest-neighbor sites. A time-dependent Hamiltonian acts only on $\Lambda_E$.](image-url)
a site in $\Lambda_E$ and that in $\Lambda_X$. The Hamiltonians of the baths are set to be time-independent because we consider the situation that the external operation acts only on the engine and the bath is not driven as explained above. We also suppose that the engine is initially separated from baths: $H_{EE}(0) = H_{Ei}(0) = 0$, which is a widely-used setup in the context of nonequilibrium statistical mechanics [15, 69–71]. This setup corresponds to the situation that the initial state of the engine and that of the baths (i.e., canonical distributions) are prepared independently. We do not impose any restriction on the Hamiltonian except the aforementioned ones.

We denote the density matrix of the total system at time $t$ by $\rho(t)$, and write $\rho_i := \rho(t = 0)$ and $\rho_f := \rho(t = \tau)$. The partial trace of $\rho$ to $X$ ($X = E, H, L$) is denoted by $\rho^X$. Using the canonical distribution of baths $X$ expressed as $\rho^X_{can} := e^{-\beta X} / Z_X$ ($X = E, H, L$), we set the initial state as a product state $\rho_i = \rho^E_i \otimes \rho^H_i \otimes \rho^L_i$, where $\rho^J_i$ is arbitrary. The cyclicity of the process requires that the final and the initial state of the engine have the same energy expectation value $\text{Tr}[H^E(\tau)\rho^E_f] = \text{Tr}[H^E(0)\rho^E_f] = \text{Tr}[H^E(0)\rho^E_i]$ and the same von Neumann entropy $S(\rho^E_f) = S(\rho^E_i)$ [72]. We remark that if the above conditions are satisfied, the initial and final density matrices can be different. The law of energy conservation tells that the extracted work $W$ is given by

$$W := \text{Tr}[H_{tot}(0)\rho_{tot}(0)] - \text{Tr}[H_{tot}(\tau)\rho_{tot}(\tau)].$$

The heat released from the bath $H$ and that absorbed by the bath $L$ are respectively written as

$$Q^H := \text{Tr}[H^E(0)\rho^E_i - H^H(0)\rho^H_i],$$

$$Q^L := \text{Tr}[H^E(0)\rho^E_i - H^L(0)\rho^L_i].$$

Since there is no interaction between the engine and the baths in the initial and final states, the above definitions of work and heat contain no ambiguity. We note that although our setup and result are described in terms of externally-operated heat engines, the same inequality holds for an autonomous evolution with a work storage, a catalyst, and a clock, which is frequently discussed in the field of quantum thermodynamics [5, 71, 73–87] (details are demonstrated in Appendix A).

We now state our main result. In the above setup, the efficiency $\eta := W/Q^H$ is bounded by

$$\eta \leq \eta_C - \frac{b}{(2v_{LR}C + C)^D}.$$  \hspace{1cm} (6)

with

$$b := \frac{(Q^L)^2}{8\beta^L C^2 \max J}.$$ \hspace{1cm} (7)

Here, $D$ is the spatial dimension, and $\max J, v_{LR}$ are positive constants. Roughly speaking, $\max J$ corresponds to the heat capacity of the bath per unit volume and $v_{LR}$ corresponds to the maximum speed of information propagation in the bath $L$, which is sometimes called a counterpart of the speed of light in non-relativistic quantum theory. $C$ is a correction term depending on the details of the bath and the engine, which is irrelevant for the case of large $\tau$. In this case, the obtained bound is roughly regarded as

$$\eta \leq \eta_C - \frac{b}{(2v_{LR}C)^D}.$$ \hspace{1cm} (8)

The precise definition of these constants are given in Sec. IV and a concrete example is demonstrated in Sec. VI. The inequality (8) exhibits the existence of a trade-off between speed and efficiency, and in particular shows that a finite power heat engine (i.e., $\tau < \infty$) never attains the Carnot efficiency as long as the coefficients are finite.

We finally confirm the finiteness of coefficients. First, the Lieb-Robinson velocity is finite ($v_{LR} < +\infty$) if the operator norm of local Hamiltonians of the bath is finite. The case of Markovian limit, where $v_{LR}$ diverges, is considered in Appendix C with a completely different approach. Second, $\max J$ is finite if the heat capacity of the bath is finite. Thus, if the bath is not at the first-order phase transition point, $\max J$ is finite. Other quantities $(Q^L, Q^H, \max J)$ are obviously finite. We thus conclude that if the operator norm of the Hamiltonian of the bath is finite and the baths are not at the first-order phase transition point, Eqs. (6) and (8) are indeed stronger than the Carnot bound. Although, the difference from the Carnot bound might be small, it is indeed finite and the approach to the Carnot efficiency is fundamentally prohibited.

### III. OUTLINE OF THE PROOF

Our starting point to prove (6) is an expression of efficiency with quantum relative entropy [SS]. Since the von Neumann entropy $S(\rho) := -\text{Tr}[\rho \ln \rho]$ is invariant under unitary evolution, we rewrite the quantum relative entropy between $\rho_i$ and $\rho_f$ as

$$D(\rho_f || \rho_i) := \text{Tr}[\rho_i (\ln \rho_f - \ln \rho_i)] = \text{Tr}[(\rho_f - \rho_i) \ln \rho_i].$$ \hspace{1cm} (9)
A simple calculation yields the following inequality:

\[
\text{Tr}[(\rho_t - \rho_0) \ln \rho_t] = -\beta \text{Tr}[(\rho_t^H - \rho_0^H)H^H] - \beta^H \text{Tr}[(\rho_t^L - \rho_0^L)H^L] - D(\rho_t^L || \rho_0^L) \\
\leq -\beta H + \beta Q^L,
\]  

(10)

where we used the cyclic property \(S(\rho_f^L) = S(\rho_f^E)\) and nonnegativity of relative entropy. Combining these two relations, we obtain a useful relation on efficiency:

\[
\eta \leq 1 - \frac{\beta H}{\beta L} - \frac{D(\rho_t^L || \rho_0^L)}{\beta L Q^H}.
\]  

(11)

We remark that the quantum fluctuation theorem \cite{69} leads to the expression of entropy production with relative entropy, which also implies the above relation. Our problem is thus how to evaluate the above relative entropy in terms of microscopic description of the system.

The evaluation is accomplished in two steps. In the first step, we use the fact that most of the emitted energy to the bath \(L\) remains in the region \(L\) close to the engine \(E\) (see Fig. 2). To state it rigorously, let \(L'\) be a region in \(L\) whose distance from the engine \(\Delta E\) is less than \(R\). Then, the precise statement is that the energy increase in \(L'\) is bounded below by \(Q^L/2\) with \(R \geq R^*\), where \(R^*\) is given in an explicit form. The quantity \((2v_{LR} + C)^D\) in Eq. (6) corresponds to the upper bound of the volume of \(L'\).

In the second step, we calculate the relative entropy \(D(\rho_t^L || \rho_0^L)\). We here provide an intuitive idea of calculation instead of a rigorous proof, which is shown in Sec. V. First, using the monotonicity of the relative entropy \cite{48}, we have \(D(\rho_t^L || \rho_0^L) \geq D(\rho_t^L || \rho_f^L)\). Second, we regard that the initial state of \(L'\) is the canonical distribution: \(\rho_t^L \simeq \rho^L_{can}\).

We now recall a property of relative entropy with a canonical distribution. Let \(\rho_{can}\) be a canonical distribution with inverse temperature \(\beta'\) and \(\rho'\) be an arbitrary density matrix, whose expectation values of energy are respectively denoted by \(E\) and \(E'\). Then, the relative entropy is evaluated as

\[
D(\rho' || \rho_{can}) \geq D(\rho'_{can} || \rho_{can}) \geq \frac{(E - E')^2}{2C_{max}},
\]  

(12)

where \(\rho'_{can}\) is a canonical distribution with inverse temperature \(\beta'\) whose expectation value of energy is \(E'\), and \(C_{max}\) is the maximum heat capacity of the system with inverse temperature between \(\beta\) and \(\beta'\). In the first inequality, we used the Jaynes’s maximum entropy principle \cite{89} that under a given energy expectation value \(E'\) the von Neumann entropy is maximized for the canonical distribution.

The presented explanation is not a proof because the aforementioned approximation does not hold. In Sec. IV, we derive the lower bound of relative entropy by employing the Fisher information. Roughly speaking, the Fisher information corresponds to the heat capacity. \(j_{max}\) in Eq. (6) is the maximum of the Fisher information normalized by the volume.

IV. STEP 1: BOUND ON ENERGY CHANGE OF BATH IN THE VICINITY OF ENGINE

A. Lieb-Robinson bound

Before going to the proof of the bound, we explain the celebrated Lieb-Robinson bound for spin or fermionic systems \cite{46, 49}. (The case of bosonic systems is investigated in Refs. \cite{50, 51}.) The Lieb-Robinson bound provides a restriction on the commutator between two operators acting on different space-time points (A schematic is seen in Fig. 3). This bound implies that two distant points with short time difference have almost zero correlation. This is why some people say the Lieb-Robinson bound as the non-relativistic counterpart of causality in the relativistic theory.

We here introduce some quantities related to the lattice. As following Ref. \cite{49}, we suppose that every bonds have their length 1 for simplicity. We then define a distance between two sites \(x\) and \(y\) denoted by \(d(x, y)\) as the length of the minimum path from \(x\) to \(y\). We next introduce the sphere with its center \(x\) and its radius \(r\) as

\[
S(r; x) := \{y | d(x, y) = r\}.
\]  

(13)

Using this, we define the dimension of the lattice \(D\) as the minimum number satisfying the following condition for all \(x\) and \(r\) with a constant \(K\):

\[
|S(r; x)| \leq Kr^{D-1}.
\]  

(14)

Suppose a quantum spin or fermionic system on a discrete lattice. Its Hamiltonian is written as the sum of the time-independent local Hamiltonians: \(H = \sum Z h_Z\), where \(Z\) runs all finite subsets of sites and \(h_Z\) is a local Hamiltonian whose support is \(Z\). We assume that for any \(x\) and \(y\)

\[
\sum_{Z \ni x} \| h_Z \| \leq \lambda e^{-\mu d(x, y)}
\]  

(15)
is satisfied with constants $\lambda$ and $\mu$, where $\|\|$ represents the operator norm \cite{90}. The distance between two regions $X$ and $Y$ is defined as $d(X,Y) := \min_{x \in X, y \in Y} d(x,y)$. The Lieb-Robinson bound claims that any bounded operators on $X$ and $Y$ denoted by $A_X$ and $B_Y$ satisfy

$$\| [A_X(t), B_Y] \| \leq c \| A_X \| \| B_Y \| \| X \| e^{-\mu d(X,Y)} (e^{vt} - 1)$$

(16)

with finite constants $c$ and $v$. The coefficient $c$ depends only on the Hamiltonian of the system and the metric of the lattice \cite{91}, and $v$ is given by $v := 4\lambda / c \hbar$. $A_X(t)$ is the Heisenberg picture of $A_X$ at time $t$. We define the Lieb-Robinson velocity as

$$v_{LR} := \frac{v}{\mu},$$

(17)

which characterizes the maximum speed of the information propagation in this system. The Lieb-Robinson velocity is the non-relativistic counterpart of the speed of light.

B. Bound on change in a local operator far from the time-dependent region

We now go back to the original problem. Let us decompose the total Hamiltonian $H_{tot}(t)$ into the time-independent part $H_0 := H_{tot}(0)$ and the time-dependent part $H_{op}(t) := H_{tot}(t) - H_0$. We remark that $H_{op}(t)$ acts only on $\Lambda_{\mathbb{E}}$, and $H_0$ keeps the initial state of the bath $L$, $\rho_{\mathbb{E}}^{\text{can}}$, invariant. Thus, as long as we are interested in quantities of the bath $L$, we can interpret the problem of the comparison of density matrices at two different times, $t = 0$ and $t = \tau$ (i.e., $\rho_t$ and $\rho_{\tau}$), into the comparison between those with two different operations, $H_0$ and $H_0 + H_{op}(t)$, at the equal-time $t = \tau$. To solve this problem, we here introduce a useful lemma which bounds the amount of information propagation from an operation with finite time interval.

Lemma: Consider a lattice system with single-body and two-body nearest-neighbor interaction Hamiltonians. The full Hamiltonian $H_{tot}(t)$ is supposed to be decomposed as $H_{tot}(t) = H_0 + H_{op}(t)$, where $H_0$ is time-independent and $H_{op}(t)$ acts only on a finite region $Y$. Let $X$ be a finite region which does not have overlap with $Y$, and $A_X$ be a bounded operator on $X$. We here consider two different time evolutions: In both cases, the initial state is set to the same state $\rho_0$. In the first case, the state evolves to $t = \tau$ under the Hamiltonian $H_{tot}(t)$, while in the second case it evolves under $H_0$. The density matrices under these two time evolutions are denoted by $\rho_{\text{tot}}(t)$ and $\rho_{\text{op}}(t)$, respectively. Then, the difference of the expectation value of $A_X$ between $\rho_{\text{op}}$ and $\rho_{\text{tot}}$ at $t = \tau$ is bounded as

$$|\text{Tr}[A_X \rho_{\text{op}}(\tau)] - \text{Tr}[A_X \rho_{\text{tot}}(\tau)]| \leq \frac{c}{\hbar} H_{\text{op}}^{\max} \| A_X \| \| Y \| e^{-\mu d(Y,X)} \left( e^{\nu \tau} - 1 - \nu \tau \right),$$

(18)

where $H_{\text{op}}^{\max} := \max \| H_{\text{op}}(t) \|$ and $c$, $\mu$, $v$ are the same constants as those in the Lieb-Robinson bound.

We emphasize that this relation \cite{18} is not obtained by a naive application of the Lieb-Robinson bound. This is because the Lieb-Robinson bound connects observables on two space-time points while Eq. (18) treats the effect of an operation with finite time interval. To obtain an inequality for such a case, we need to complement carefully $N - 1$ new Hamiltonians between $H_0$ and $H_0 + H_{\text{op}}(t)$. The lemma is proven in the Appendix \cite{3}.

We then rigorously show that most of the energy emitted to the bath $L$ remains near the engine. We fix a site $y$ in the engine and write $l := \max_{x \in \Lambda_{\mathbb{E}}} d(y,x)$ as the maximum distance to any site in $\Lambda_{\mathbb{E}}$ from $y$. Then, a site $x$ in $L$ with $d(x,y) = R$ is at least $R - l$ far from the engine. We now divide the bath $L$ into two regions:

- Region 1: sites $x$ with $d(x,y) \leq R$
- Region 2: sites $x$ with $R + 1 \leq d(x,y)$

The region 1 corresponds to the region $L'$ in Sec. \cite{11}. The sets of lattices in the region 1 and 2 are labeled as $\Lambda_1$ and $\Lambda_2$, respectively. Correspondingly, we decompose $H_L$, the Hamiltonian on $L$, into three parts, $H_1$, $H_2$, and $H_{12}$, which are the sum of local Hamiltonians with its support on only $\Lambda_1$, $\Lambda_2$, and both $\Lambda_1$ and $\Lambda_2$, respectively. The total energy in $L$, $\text{Tr}[H_L^2 \rho_{\text{tot}}^L]$ is decomposed into three parts: $E_1 := \text{Tr}[H_1^2 \rho_{\text{tot}}^L]$, $E_2 := \text{Tr}[H_2^2 \rho_{\text{tot}}^L]$, and $E_{12} := \text{Tr}[H_{12}^2 \rho_{\text{tot}}^L]$. We denote the difference of energy $E_a (a = 1, 2, 12)$ between $\rho_t$ and $\rho_0$ by $\Delta E_a$.

We set $R$ larger than $(D - 1) / \mu + 1$. Summing up Eq. (18) with respect to $A_X$ for all local Hamiltonians related to sites in the region 2, we find the following result (Calculation is shown in Appendix C):

$$R > R^* := 2v_{LR} \tau + C,$$

(19)

with a constant

$$C = \frac{2}{\mu} \ln \frac{K c \rho_{\text{op}}^{\max} H_{\text{site}}^{\max} 2 |\Lambda_{\mathbb{E}}| 2^D(D - 1)!}{v \hbar l^D |Q|^2} + 2l + 1,$$

(20)

we find $\Delta E_1 + \Delta E_2 \leq Q^L / 2$, which implies that at least energy of $Q^L / 2$ remains in the region 1:

$$\Delta E_1 > Q^L / 2.$$

(21)

Here, we defined

$$H_{\text{site}}^{\max} := \sum_y \sum_{z \neq x,y} |h_z|$$

(22)

as the upper bound of the summation of all the energy related to a single site (i.e., one-body Hamiltonian on the site and two-body Hamiltonians acting on this site and another site). The constants $K$ and $D$ are given in Eq. \cite{14}. 


V. STEP 2: ENERGY CHANGE AND QUANTUM RELATIVE ENTROPY

We finally connect the difference of energy and relative entropy. To do this, we first discuss general properties of relative entropy.

Consider two density matrices \( \rho_1 \) and \( \rho_2 \) and an observable \( A \). Using the Pythagorean theorem in quantum information geometry \[57\], the relative entropy \( D(\rho_2 || \rho_1) \) is evaluated as

\[
D(\rho_2 || \rho_1) = D(\rho_2 || \rho_s(1)) + D(\rho_s(1) || \rho_1) \\
\geq D(\rho_s(1) || \rho_1).
\]

(23)

Here, \( \rho_s \) is defined as

\[
\rho_s := \frac{e^{\text{ln} \rho_1 + sA}}{\text{Tr}[e^{\text{ln} \rho_1 + sA}]},
\]

(24)

and \( s(t) \) is a real-valued function satisfying

\[
\text{Tr}[A \rho_s(t)] = (1-t)\text{Tr}[A \rho_1] + t \text{Tr}[A \rho_2].
\]

(25)

The density matrix \( \rho_s \) can be regarded as a propagated state from \( \rho_1 \) in the direction of \( A \) (see Fig. 4). We propagate the state until the expectation value of \( A \) is equal to that in \( \rho_2 \). The role of \( t \) is re-labeling of \( s \) from \( 0 \leq s \leq s(1) \) to \( 0 \leq t \leq 1 \). The relative entropy \( D(\rho_s(1) || \rho_1) \) is calculated as \[58\] (see Appendix D for its derivation)

\[
D(\rho_s(1) || \rho_1) = \text{Tr}[A(\rho_2 - \rho_1)]^2 \int_0^1 dt \frac{1-t}{J(\rho_s(t))},
\]

(26)

where \( J(\rho_s) \) is the Fisher information for the family \( \{\rho_s\} \) under the Bogoliubov-Kubo-Mori inner product \[57\] given by

\[
J(\rho_s) := \frac{\partial \text{Tr}[A \rho_s]}{\partial s}.
\]

(27)

\[
\text{Insulating Eq. (26) into Eq. (23) and using monotonicity of relative entropy, we obtain}
\]

\[
D(\rho_1 || \rho_i) \geq D(\rho_i^L || \rho_i^1) \geq \frac{(Q^L)^2}{4} \int_0^1 dt \frac{1-t}{J(\rho_s(t))}.
\]

(29)

Rewriting the right-hand side of the above equation with \( J_{\text{max}} \) and using Eq. (19), we arrive at the desired inequality \[9\].

VI. EXAMPLE: XX MODEL

We here demonstrate how the obtained bound works by taking a simple example, a one-dimensional XX spin chain. Suppose that the bath \( L \) consists of a one-dimensional discrete lattice with sites \( \{1, 2, \cdots, L\} \), where spins \( 1/2 \) are on the sites (see Fig. 6). The Hamiltonian of the bath \( L \), \( H^L \), is given by

\[
H^L = -\sum_{j=1}^L J(\sigma^x_j \sigma^x_{j+1} + \sigma^y_j \sigma^y_{j+1}),\]

(30)

where \( J > 0 \) is an interaction constant, \( \sigma \) is the Pauli operator, and we identify the site \( L + 1 \) to the site 1. We

\[
\text{FIG. 5. Schematic picture of the density matrix } \rho_s \text{ and the Fisher information. The average energy in region 1 is raised, while region 2 is kept as before.}
\]

The Fisher information is a kind of capacity for \( A \) with respect to \( s \). If we set \( A \) as the Hamiltonian of the system, \( s \) as inverse temperature, and \( \rho_1 \) as a canonical distribution with inverse temperature \( \beta \), then the Fisher information becomes the heat capacity and \( \rho_s \) becomes another canonical distribution with inverse temperature \( \beta - s \).

We set \( A \) in Eq. (24) to \( H^1 \), and \( \rho_1 \) and \( \rho_2 \) to \( \rho_i^L \) and \( \rho_i^1 \). Although the Fisher information is not exactly equal to the heat capacity of the region 1, since the initial state of the region 1, \( \rho_i^1 \), differs from the corresponding canonical distribution only on its boundary, the Fisher information \( J(\rho_s) \) can be regarded as a local heat capacity of the region 1 (see Fig. 5). Thus, the asymptotic behavior of \( J(\rho_s) \) is proportional to its volume \( R^L \) in large \( R \), which leads to define the renormalized Fisher information as

\[
j_{\text{max}} := \max_{R,s} \frac{J(\rho_s)}{R^L}.
\]

(28)
consider that the engine is on a single site and it interacts only with the site 1. We in particular treat a slow process (i.e., large $R$).

We first see quantities in the Lieb-Robinson bound. In this setup, $c$ should satisfy $c \geq 1$, and $\lambda$ and $\mu$ should satisfy two constraints:

$$J \leq \lambda, \text{ (31)}$$

$$\frac{J}{2} \leq \lambda e^{-\mu}, \text{ (32)}$$

which are in the case of $d(x, y) = 0$ and $d(x, y) = 1$, respectively. Thus, we set $c = 1$, $\lambda = J$, and $\mu = \ln 2$, which implies $v = 4J/h$ and $v_{LR} = 4J/h \ln 2$. In addition, $K = 1$, $D = 1$, $l = 1$, and $H_{\text{site}}^{\max} = J$ are satisfied in this setup. We then find

$$R^* = \frac{8J}{h \ln 2} \tau + C \text{ (33)}$$

with

$$C = \frac{2}{\ln 2} \ln \left( \frac{3H_{\text{sp}}^{\max}}{2Q^H} \right) + 3. \text{ (34)}$$

Let us make the operation slower and slower. In this situation, $H_{\text{sp}}^{\max}$ decreases with the increase of $\tau$ while $Q^H$ is fixed, which implies that $C$ will become negative. If the above condition is satisfied, we have $R^* \geq 8J/\tau$. 

We next see the Fisher information. The initial state of the bath L is written as $\rho_L^0 = e^{-\beta H^L}/\text{Tr}[e^{-\beta H^L}]$. This density matrix is solvable through the Jordan-Wigner transformation, which maps this system to a free fermion system. By approximating the Fisher information by the variance of $H^I$ with $\rho_0$ and neglecting oscillating terms with high frequency, $j_{\text{max}}$ is estimated above as (Derivation is shown in Appendix E)

$$j_{\text{max}} \leq \frac{8\beta J^3}{(1 + e^{-\beta J})^2}. \text{ (35)}$$

Combining them, the simplified version of our main inequality \cite{6} reads

$$\eta \leq \frac{\eta_C}{256(\beta L)^2(2Q^H J^3)} \frac{1}{\tau}. \text{ (36)}$$

We can easily see the finiteness of the coefficient of $1/\tau$.

**VII. TRANSIENT CASE**

In this section, we consider the case of transient processes with multiple baths. We again assume that there is no interaction between the system and the baths at the initial and the final state, and the initial states of the heat baths are in canonical distributions. We shall evaluate the entropy production of the total systems given by

$$\langle \hat{\sigma} \rangle := \sum_j \beta_j \text{Tr}[\hat{H}_j(\rho_j^f - \rho_j^i)] + \Delta S(\rho^E). \text{ (37)}$$

Here, $\rho^j$ represents the reduced density matrix of $\rho$ to the $j$-th bath, and $\Delta S(\rho^E) := S(\rho^E) - S(\rho^E)$ is the difference of the von Neumann entropy of the engine.

In a manner similar to Sec. III, we obtain

$$D(\rho||\rho_i) = -S(\rho_i) - \text{Tr}[\rho_i \ln \rho_i]$$

$$= -S(\rho^E) + \sum_j \text{Tr}[\rho_j^f \ln \rho_j^E] + \sum_j \text{Tr}[\rho_j^i \cdot (-\beta^j H^j)] - \text{Tr}[\rho_j^E \ln \rho_j^E]$$

$$- \sum_j \text{Tr}[\rho_j^i \cdot (-\beta^j H^j)]$$

$$= \sum_j \beta_j \text{Tr}[H^j(\rho_j^f - \rho_j^i)] + S(\rho^E) - S(\rho^E) + D(\rho_j^E||\rho_j^E), \text{ (38)}$$

where $H^j$ is the Hamiltonian of the $j$-th bath. The subadditivity of the von Neumann entropy \cite{8} suggests

$$D(\rho||\rho_i) - D(\rho_j^E||\rho_j^E) = S(\rho_j^E) - S(\rho_j^E) - \sum_j \text{Tr}[\rho_j^i \ln \rho_j^i]$$

$$\geq - \sum_j S(\rho_j^i) - \sum_j \text{Tr}[\rho_j^i \ln \rho_j^i]$$

$$= \sum_j D(\rho_j^i||\rho_j^i), \text{ (39)}$$

which directly implies

$$\langle \hat{\sigma} \rangle \geq \sum_j D(\rho_j^i||\rho_j^i) \text{ (40)}$$

with the aid of Eq. (38). The right-hand side can be evaluated in a manner similar to that in the previous section.

Let us consider an isothermal process in $0 \leq t \leq \tau$ with heat emission $Q$ to the bath as an example. In this case,
the conventional second law is equivalent to the principle of maximum work:

$$W \leq -\Delta F$$  (41)

where the extracted work $W$ is given in Eq. (3) and the difference of the Helmholtz free energy $\Delta F$ is defined as

$$\Delta F := \text{Tr}[H^E(\tau)\rho^F] - \text{Tr}[H^E(0)\rho^F] + \frac{1}{\beta}(S(\rho^F) - S(\rho^\tau)).$$  (42)

Using a relation $W + \Delta F = \langle \hat{\sigma} \rangle$, we arrive at the extended version of the principle of maximum work with finite speed operation:

$$W \leq -\Delta F - \frac{Q^2}{8j_{\text{max}}'(2\nu_{LR}\tau + C')B}.$$  (43)

VIII. DISCUSSION

In this paper, we have shown a novel no-go theorem that non-Markovian quantum heat engines never attain the Carnot efficiency at finite power. Our result relies on the non-quick energy relaxation of baths, which is rigorously characterized by the Lieb-Robinson bound. The most basic result in this paper is Eq. (18), which is applicable to any observable $A_X$, not only to conserved quantities. This relation simply exhibits that two different operations far from a region $X$ are hard to distinguish through observation on $X$ within a short time interval. When $A_X$ is set to a conserved quantity, this relation serves as a bound on relaxation speed. This technique will be helpful to clarify relaxation and thermalization phenomena in a rigorous way.

It is worth noting that there exists a completely different stream to investigate a relation on efficiency and power: the problem on efficiency at maximum power. This problem treats the efficiency of a heat engine when its power is maximum. A phenomenological treatment within the linear response regime (i.e., endoreversible thermodynamics [21]) shows that the efficiency at maximum power is given by the celebrated Chambadal-Novikov-Curzon-Ahlborn efficiency [92–94]. Some other universal properties are discovered in the first and second order expansion [95–97], which are again obtained in the phenomenological irreversible thermodynamics. These streams and the investigation of a trade-off relation between efficiency and speed of operation are irrelevant to each other: Since a trade-off relation is an upper bound, it does not characterize efficiency at maximum power. In contrast, efficiency at maximum power considers only an engine at maximum power, and thus it does not give a trade-off relation between efficiency and speed which covers, of course, engines not at the maximum power. In particular, the information on efficiency at maximum power does not exclude the compatibility of the Carnot efficiency and finite power.

We remark that we consider only the contribution from the bath $L$ to the entropy production for a simple expression of the efficiency. We can evaluate that from the bath $H$ in a similar manner, and by taking its contribution into account we obtain the following stronger bound:

$$\eta \leq \eta_C - \frac{(Q^L)^2}{8\beta_L Q^H j_{\text{max}}'(2\nu_{LR}\tau + C')B} - \frac{Q^H}{8\beta_L j_{\text{LR}}'(2\nu_{LR}\tau + C')B},$$  (44)

where $j_{\text{max}}', \nu_{LR}$ and $C'$ are defined for the bath $H$ in a similar manner to $j_{\text{max}}, \nu_{LR}$, and $C$.

We also remark on our setup of lattice systems. We restrict our attention to lattice systems, which allows rigorous evaluation of the speed of energy spread by the Lieb-Robinson bound. Although some baths are not described as lattice systems, we consider that the restriction to lattice systems is only for rigorous evaluation and our essential idea still holds for non-lattice baths. In fact, if one succeed in extending the Lieb-Robinson bound to non-lattice systems, our result is directly extended to such non-lattice systems.

Our result still provides meaningful information in thermodynamic limit. We suppose that the time interval of an operation $\tau$ is scaled by the size of the engine $O(V^{1/\beta})$, where $V$ is the volume of the engine. Since both $Q^H$ and $Q^L$ are of order $O(V)$ and $C$ is of order $O(l) = O(V^{1/\beta})$, we find that the second term of the left-hand side of Eq. (6) is $O(1)$ and Eq. (6) is still a meaningful inequality in the thermodynamic limit. In this case, the obtained bound corresponds to the bound of efficiency in terms of exergy, which is a bound for the case with a finite size bath and is less than the Carnot efficiency.
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Appendix A: Expression with work storage

In the present paper, we treat the work storage implicitly. However, recently, the explicit treatment of the work storage is studied actively [15, 71, 72, 57]. It is noteworthy that our results are valid perfectly under the explicit treatments of the work storage. In this Appendix, we introduce the setup for the explicit treatment, and show that our results are indeed applicable to it.
We firstly rewrite our setup. The engine \( E \) and the two heat baths \( H \) and \( L \) are the same as the main text. Namely, we prepare a quantum lattice system, and refer to the subsets of the sites \( \Lambda_E, \Lambda_H, \Lambda_L \) as the engine, the hot bath, and the cold bath, respectively. \( \Lambda_E \) is attached to both \( \Lambda_H \) and \( \Lambda_L \), and \( \Lambda_L \) is not attached to \( \Lambda_H \). We also define \( \Lambda'_E \) as a set of sites in \( \Lambda_E \) and its nearest-neighbor ones. We then add the work storage \( W \) to the setup (see Fig. 7). The work storage \( W \) is not necessarily a lattice system. \( \Lambda'_E \) is also attached to \( W \), and neither \( \Lambda_H \) nor \( \Lambda_L \) is attached to \( W \).

Next, we explain the dynamics. We refer to the Hamiltonian of the total system including the work storage as \( H_{\text{tot}}' \). (See Appendix B for the definition we choose.) The work storage \( W \) is the initial state of \( W \), which is discussed below.

Here, \( H_{\text{tot}} \) is the Hamiltonian of \( E, H, \) and \( L \). As in the main text, we assume that \( H_{\text{tot}} \) is the sum of one-body Hamiltonians and nearest-neighbor two-body interaction Hamiltonians. \( H_W \) is the Hamiltonian of \( W \), and \( H_{EW} \) is the interaction between \( W \) and \( E \). The support of \( H_{EW} \) is only on \( \Lambda_E \) and \( W \). In a cyclic process in \( 0 \leq t \leq \tau \), the Hamiltonian is time-dependent only on \( \Lambda_E \). Hence, the Hamiltonian \( H_{\text{tot}}' \) is time-dependent only on \( \Lambda'_E \) and \( W \), and can be decomposed into seven parts as

\[
H_{\text{tot}}(t) = H^E(t) + H^{EH}(t) + H^{EL}(t) + H^{EW}(t) + H^H + H^L + H^W, \quad (A2)
\]

where \( H_X \) \((X = E, H, L)\) acts only on \( X \), and \( H^{EX} \) \((X = H, L)\) is the sum of all interaction Hamiltonians between a site in \( \Lambda_E \) and that in \( \Lambda_X \). The Hamiltonians of the baths and the work storage are set to be time-independent because we consider the situation that the external operation acts only on the engine and the bath is not driven as explained above. We also suppose that the engine is initially separated from baths and work storage: \( H^{EH}(0) = H^{EL}(0) = H^{EW}(0) = 0 \). This setup corresponds to the situation that the initial state of the engine and that of the baths (i.e., canonical distributions) are prepared independently. The Hamiltonian \( H_{\text{tot}}' \) causes the following unitary time evolution:

\[
U_{\text{tot}}' := T \exp[-\int_0^\tau H_{\text{tot}}'(t)dt], \quad (A3)
\]

where \( T \) represents the time-ordered product. We require that \( U_{\text{tot}}' \) satisfies the law of energy conservation:

\[
[ U_{\text{tot}}', H_{\text{tot}}(0) ] = 0. \quad (A4)
\]

If you want, we can also require some extra conditions which make the extracted energy in work storage \( \text{work} \).

This extra conditions change depending on the \( \text{definition of work} \) that we choose. However, as we will show in the end of this section, our results will be valid whichever definition we choose.

Let us show the definition of work and heat. We denote the density matrix of the total system at time \( t \) by \( \rho_{\text{tot}}'(t) \), and write \( \rho_i := \rho_{\text{tot}}(0) \) and \( \rho_i := \rho_{\text{tot}}'(t) \). The partial trace of \( \rho \) to \( X \) \((X = E, H, L, W)\) is denoted by \( \rho^X \). Using the canonical distribution of baths \( X \) expressed as \( \rho_{\text{can}}^X := e^{-\beta_X H^X}/Z_X \) \((X = H, L, W)\), we set the initial state as a product state \( \rho = \rho^E \otimes \rho_{\text{can}}^H \otimes \rho_{\text{can}}^L \otimes \rho^W_0 \), where \( \rho^W_0 \) is arbitrary. \( \rho^W_0 \) is the initial state of \( W \), which is discussed below.

The cyclicity of the process requires that the final state and the initial state of the engine have the same energy expectation value: \( \text{Tr}[H^E(0)\rho^E] = \text{Tr}[H^E(0)\rho^E_0] \). The extracted work \( W \), the heat released from the bath \( H \) and that absorbed by the bath \( L \) are respectively written as

\[
W := \text{Tr}[H^W(\tau)\rho^W_0(\tau)] - \text{Tr}[H^W_0\rho^W_0(0)], \quad (A5)
\]

\[
Q^H := \text{Tr}[H^H(\rho^H - \rho^H_0)], \quad (A6)
\]

\[
Q^L := \text{Tr}[H^L(\rho^L - \rho^L_0)]. \quad (A7)
\]

Here, the amount of the extracted work is given as is the difference of the expectation value of energy in the work storage. By adding extra conditions, our definition is equal to each of the work definitions used in Refs. [15, 71, 73, 87]. For example, if we add the condition that \( \rho^W_0(\tau) \) and \( \rho^W_{\text{can}}(0) \) are energy pure states, our definition of work is equal to the single-shot work extraction which is treated in [71, 73, 76, 78, 82]. If we add the condition that the von Neumann entropy of \( \rho^W_0(\tau) \) and \( \rho^W_{\text{can}}(0) \) are the same, our condition is equal to the average work extraction which is used in [15, 74, 75, 79, 80, 82, 87]. Regardless of which of these conditions we add, our inequality is still valid, because our inequality is a necessary condition for the possibility of the transformation without these extra conditions. (Note that a necessary condition for the possibility of transformation with looser conditions is also necessary for the possibility of the transformation with tighter conditions.) Therefore, our results are valid for any definition of work.

Appendix B: Derivation of Lemma

We here derive the Lemma shown in Sec. [14]. To compare the two operations \( H_0 \) and \( H_0 + H_{\text{op}}(t) \), we divide
the time interval $\tau$ into $N$ ingredients $\Delta t = \tau / N$ and label $t_n := n\Delta t$. Correspondingly, we introduce $N + 1$ different Hamiltonians $H^n(t)$ ($n = 0, 1, \cdots, N$) as

$$H^n(t) := \begin{cases} H_0 + H_{op}(t) & : 0 \leq t \leq t_n \\ H_0 & : t_n < t \leq \tau. \end{cases}$$

We also define $\rho^n(t)$ as the density matrix of the composite system at time $t$ evolving under the Hamiltonian $H^n(t)$ (see Fig. 8). We finally take $N \to \infty$ limit with fixed $\tau$.

We first evaluate the change in $A_X$ between $\rho^n(\tau)$ and $\rho^{n-1}(\tau)$, which corresponds to the contribution to the change in $A_X$ from $H_{op}(t)$ in $t_{n-1} \leq t < t_n$. Defining the time evolution operator with the Hamiltonian $H_0$ for time interval $\tau - t_n$ as

$$U_n := \exp \left( -\frac{i}{\hbar}(\tau - t_n) \cdot H_0 \right),$$

we obtain

$$\begin{aligned} \text{Tr}[A_X \rho^n(\tau)] = & \text{Tr}[A_X U_n e^{-i/\hbar(H_0 + H_{op}(t_{n-1})) \Delta t} \rho^n(t_{n-1}) \\ & \cdot e^{i/\hbar(H_0 + H_{op}(t_{n-1})) \Delta t} U_n^\dagger] + O(\Delta t^2) \\ = & \text{Tr}[A_X \rho^{n-1}(\tau)] + \text{Tr}[A_X U_n \frac{i}{\hbar} [\rho^n(t_{n-1}), H_{op}(t_{n-1})] U_n^\dagger] \Delta t \\ & + O(\Delta t^2). \end{aligned}$$

In the fourth line, we used $\rho^n(t_{n-1}) = \rho^{n-1}(t_{n-1})$ and

$$\rho^{n-1}(t_{n-1}) + \frac{i}{\hbar} [\rho^{n-1}(t_{n-1}), H_0] \Delta t = \rho^{n-1}(t_n) + O(\Delta t^2).$$

The equation (B3) suggests

$$\begin{aligned} |\text{Tr}[A_X \rho^{n-1}(\tau)] - \text{Tr}[A_X \rho^n(\tau)]| & = \frac{1}{\hbar} |\text{Tr}[H_{op}(t_{n-1}), U_n^\dagger A_X U_n] \rho^n(t_{n-1})| \Delta t + O(\Delta t^2) \\ & \leq \frac{1}{\hbar} \|H_{op}(t_{n-1}), U_n^\dagger A_X U_n\| \Delta t + O(\Delta t^2), \end{aligned}$$

where we used the cyclic property of the trace in the second line and a relation $||\rho|| = 1$ in the third line. By noting that $H_{op}(t_{n-1})$ is an operator on $\tilde{E}$, and $U_n^\dagger A_X U_n$ is an operator on $X$ which evolves during time interval $\tau - t_n$, the Lieb-Robinson bound (16) implies

$$\begin{aligned} & \frac{1}{\hbar} \|H_{op}(t_{n-1}), U_n^\dagger A_X U_n\| \Delta t + O(\Delta t^2) \\ & \leq \frac{c}{\hbar} \|H_{op}(t_{n-1})\|\|A_X\|\|\tilde{E}\|X\|e^{-\mu d(\tilde{E},B)} \left( e^{\nu(N-n)\Delta t} - 1 \right) \Delta t \\ & + O(\Delta t^2), \end{aligned}$$

where $c$, $\mu$, $\nu$ take the same values as in the Lieb-Robinson bound (16). Combining Eqs. (B5) and (B6), and summing them from $n = 1$ to $N$ and taking the limit $N \to \infty$, we finally obtain the desired relation

$$|\text{Tr}[A_X \rho^0(\tau)] - \text{Tr}[A_X \rho^N(\tau)]| \leq \int_0^{\tau} dt \frac{c}{\hbar}\|H_{op}(t)\|\|A_X\|\|\tilde{E}\|X\|e^{-\mu d(\tilde{E},B)} \left( e^{\nu \tau} - 1 \right) \Delta t,$$

where we defined $H_{op}^{\text{max}} := \max_t \|H_{op}(t)\|$. This is the desired bound.

**Appendix C: Derivation of Eq. (18)**

We here evaluate the upper bound for energy increase outside of the region 1. We set $R$ larger than $(D-1)/\mu + 1$. We set $A_X$ in Eq. (18) as a local Hamiltonian and sum up this inequality for all local Hamiltonians whose
support has an overlap with the region 2. We then obtain
\[
\Delta E_{12} + \Delta E_2 \\
\leq \sum_{r=R} \kappa v r^{D-1} e^{-\mu r} \left( e^{v r} - 1 - \frac{1}{v} \right)
\]
\[
\leq k e^{-\mu r} \int_{R-1}^{\infty} d\tau r^{D-1} e^{-\mu \tau}
\]
\[
= k e^{-\mu r} \sum_{i=0}^{D-1} \frac{1}{i!} (D-1-i) \mu^i (R-1)^{D-1-i}
\]
\[
\leq k e^{-\mu r} \sum_{i=0}^{D-1} \frac{2^i}{i!} (D-1-i) \mu^i (R-1)^{D-1-i}
\]
\[
\leq k e^{-\mu r} \sum_{i=0}^{D-1} \frac{2^i}{i!} (D-1-i) \mu^i (R-1)^{D-1-i}
\]
\[
= k e^{-\mu r} \frac{(R-1)/2^{D-1} (D-1)!}{\mu^D}, \tag{C1}
\]
where we defined
\[
k : = \frac{K c}{v h} H_{\text{op}}^{\text{max}} H_{\text{site}}^{\text{max}} 2 |\Lambda_E| e^{\mu t}. \tag{C2}
\]

In the second line, we used the fact that the number of sites whose distance from the site \( y = r \) is \( \rho y \) less than \( K y r^{D-1} \). In the last line, we used the Taylor expansion of the exponential function. The constants \( K \) and \( D \) are given in Eq. (14). The condition \( \Delta E_{12} + \Delta E_2 \leq Q^2/2 \) directly implies the desired condition for \( R \).

**Appendix D: Derivation of Eq. (26)**

We here demonstrate the derivation of Eq. (26). By inserting the definition of \( \rho s(1) \), the relative entropy \( D(\rho s(1) || \rho_1) \) is calculated as
\[
D(\rho s(1) || \rho_1) = s(1) \text{Tr}[\rho s(1) A] - \mu(s(1)), \tag{D1}
\]
where we defined \( \mu(s) := \ln \text{Tr}[e^{\ln \rho 1 + s A}] \). The differentiation of Eq. (25) with respect to \( t \) is written as
\[
ds dt \frac{d}{ds} \text{Tr}[A \rho s] = \text{Tr}[A \rho s(1)] - \text{Tr}[A \rho_1], \tag{D2}
\]
which leads to the transformation of a differential form with \( t \) to that with \( s \) as
\[
dt J^{-1}(\rho s(t)) = \frac{1}{\text{Tr}[A \rho s(1)] - \text{Tr}[A \rho_1]} ds. \tag{D3}
\]
We define the inverse function of \( s(t) \) (given in Eq. (25)) as \( t(s) \), which satisfies
\[
1 - t(s) = \frac{\text{Tr}[A \rho s] - \text{Tr}[A \rho s(1)]}{\text{Tr}[A \rho s(1)] - \text{Tr}[A \rho_1]}, \tag{D4}
\]
Using both the above relation and the following relation
\[
\int_0^{s(1)} ds \text{Tr}[A \rho s] = \mu(s(1)), \tag{D5}
\]
we arrive at Eq. (26):
\[
(\text{Tr}[A \rho s(1)] - \text{Tr}[A \rho_1])^2 \int_0^1 dt \ 1 - t = \int_0^{s(1)} ds \text{Tr}[A \rho s(1)] - \text{Tr}[A \rho_1] = D(\rho s(1) || \rho_1). \tag{D6}
\]

**Appendix E: Derivation of Eq. (35)**

In this Appendix, we evaluate the normalized Fisher information \( J_{\text{max}} \) in the XX model discussed in Sec. VI.

First, using the Jordan-Wigner transformation, this system is mapped to a free fermion system with the Hamiltonian
\[
H = - \sum_{j=1}^L \left( c_{j+1}^\dagger c_j + c_j^\dagger c_{j+1} \right), \tag{E1}
\]
where \( c_j^\dagger \) and \( c_j \) are the creation and annihilation operator of a fermion at the site \( j \). This Hamiltonian is known to be diagonalized as \( \text{BS} \)
\[
H = - \sum_{q=0}^{L-1} J \cos \phi_q c_q^\dagger c_q, \tag{E2}
\]
where we defined the wave number \( \phi_q := 2\pi q/L \) \((q = 0, 1, \cdots, L-1)\) and fermion operators
\[
c_q^\dagger := \frac{1}{\sqrt{L}} \sum_{j=1}^L e^{i\phi_q j} c_j, \tag{E3}
\]
\[
c_q := \frac{1}{\sqrt{L}} \sum_{j=1}^L e^{-i\phi_q j} c_j. \tag{E4}
\]
By setting the vacuum \( |0\rangle \) as the state with no fermion (i.e., \( c_j |0\rangle = 0 \) for all \( j \)), the energy eigenstates are obtained by operating some of the operators \( \{c_q^\dagger\} \) to the vacuum as \( c_q^\dagger c_q \cdots c_q^\dagger |0\rangle \), whose energy eigenvalue is
\[
- \sum_{q=1}^m J \cos \phi_q.
\]
We set the region 1 as \( \{L - l + 1, L - l + 2, \cdots, L, 1, 2, \cdots, l + 1\} \), and \( A = J/2 \sum_{j=l+1}^{l+1} (c_{j+1}^\dagger c_j + c_j^\dagger c_{j+1}) =: H_1 \), where we denote \( c_{l+1}^\dagger := c_{L+1}^\dagger \). We now use some approximations. First, since \( R \) is large, which implies small \( s(1) \), we find that \( J(\rho_s) (0 \leq s \leq s(1)) \) is close to \( J(\rho_0) \) and therefore approximate the former by the latter. Second, although \( H \) and \( H_1 \) are not commute, the commutator is small compared to \( H \) and \( H_1 \). This
fact suggests that $J(\rho_0)$ is approximated as the variance of $H^1$:  
\[ J(\rho_0) \simeq \text{Tr}[(J^1)^2 \rho_0] - \text{Tr}[J^1 \rho_0]^2. \]  
(E5)

Note that $\rho_0 = e^{-\beta H^L}/\text{Tr}[e^{-\beta H^L}]$ is the canonical distribution with inverse temperature $\beta$.

Expressing $c_i^\dagger$ and $c_i$ in terms of $c_q^\dagger$ and $c_q$, we can calculate $\text{Tr}[H^1 \rho_0]$ as  
\[ \text{Tr}[H^1 \rho_0] = 2lJ \cdot \frac{1}{L} \sum_{q=0}^{L-1} \frac{\cos \phi_q}{1 + e^{-\beta J \cos \phi_q}}. \]  
(E6)

and $\text{Tr}[(H^1)^2 \rho_0]$ as  
\[ \text{Tr}[(H^1)^2 \rho_0] = 2lJ \cdot \frac{1}{L^2} \sum_{q=0}^{L-1} \sum_{j=-l}^{l} \frac{\cos((j-j')(\phi_q - \phi_{q'}))(1 + \cos(\phi_q + \phi_{q'}))}{(1 + e^{-\beta J \cos \phi_q})(1 + e^{-\beta J \cos \phi_{q'}})}. \]  
(E7)

In large $L$ limit, $\phi_q$ and $\phi_{q'}$ become continuous and run from 0 to $2\pi$. Consider the situation that $\phi_q + \phi_{q'}$ is fixed and $\phi_q - \phi_{q'}$ runs from $-2\pi$ to $2\pi$. If $|j - j'| > \beta J$, the numerator $\cos((j-j')(\phi_q - \phi_{q'}))$ oscillates quickly compared to its denominator $(1 + e^{-\beta J \cos \phi_q})(1 + e^{-\beta J \cos \phi_{q'}})$, and the summation turns to be negligible. We thus find

\[ \text{Tr}[(H^1)^2 \rho_0] - \text{Tr}[H^1 \rho_0]^2 \simeq \frac{J^2}{L^2} \sum_{j, j' = -l}^{l} \sum_{|j-j'| \leq \beta J} \sum_{q, q' = 0}^{L-1} \frac{\cos((j-j')(\phi_q - \phi_{q'}))(1 + \cos(\phi_q + \phi_{q'}))}{(1 + e^{-\beta J \cos \phi_q})(1 + e^{-\beta J \cos \phi_{q'}})} \]

\[ \leq 4l^2 \beta^4 J^2 \frac{J^2}{L^2} \sum_{q, q' = 0}^{L-1} \frac{1 + \cos(\phi_q + \phi_{q'})}{(1 + e^{-\beta J \cos \phi_q})(1 + e^{-\beta J \cos \phi_{q'}})} \]

\[ \leq 4l^2 \beta^4 J \frac{2J^2}{(1 + e^{-\beta J})^2}, \]  
(E8)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig9.png}
\caption{Schematic of the division of the bath into the region 1, 2, and 3, and examples of local Hamiltonians in $H^{13}$ and $H^{123}$.}
\end{figure}

which implies the desired Eq. (35).

Appendix F: Case of general Hamiltonian

In this Appendix, we consider the case with general exponentially-decaying local Hamiltonians (i.e., those satisfying Eq. (15)) not restricted to nearest-neighbor interactions. In this case, we divide the bath L into three regions (see Fig. 9):

- Region 1: sites $y$ with $\text{dist}(x, y) \leq R$
- Region 2: sites $y$ with $R < \text{dist}(x, y) \leq 2R$
- Region 3: sites $y$ with $2R + 1 \leq \text{dist}(x, y)$.

Correspondingly, we decompose the Hamiltonian on L into seven parts, $H^1$, $H^2$, $H^3$, $H^{12}$, $H^{23}$, $H^{13}$, and $H^{123}$, which are the sum of local Hamiltonians with its support on only $\Lambda^1$, $\Lambda^2$, $\Lambda^3$, among $\Lambda^1$ and $\Lambda^2$, among $\Lambda^2$ and $\Lambda^3$, among $\Lambda^1$ and $\Lambda^3$, and among $\Lambda^1$ and $\Lambda^2$ and $\Lambda^3$, respectively. We also decompose the total energy into seven parts, $E_1$, $E_2$, $E_3$, $E_{12}$, $E_{13}$, $E_{23}$, $E_{123}$, where the former three energies are in the region 1~3, and the middle three energies are many-body interactions with
sites among two regions (1,2), (1,3), and (2,3), and the last energy is many-body interactions with sites among three regions (1,2,3).

We first evaluate the change in energy inside the composite region of 2 and 3, $\Delta E_{\text{in}}^{23} := |\Delta E_2| + |\Delta E_3| + |\Delta E_{123}|$, from $t = 0$ to $\tau$. By following argument similar to that in Sec. [IVB] the maximum of the change in energy in these regions is evaluated as

$$\Delta E_{\text{in}}^{23} \leq \sum_{r=R+1}^{\infty} k' e^r r^{D-1} e^{-\mu r} \left( \frac{e^{r\tau}}{\nu} - 1 - \tau \right).$$  \hspace{1cm} (F1)

Here, the coefficient $k'$ is set to

$$k' := \frac{K e}{h^2 \nu} H_{\text{op}}^{\text{max}} H_{\text{site}}^{\text{max}} |\Delta E| N_{\text{int}} e^{\mu t}$$

(F2)

corresponding to Eq. (C2), where we defined $N_{\text{int}}$ such that the interaction in the bath is at most $N_{\text{int}}$-body interaction.

We next evaluate the change in energy of many-body interactions among sites in both region 1 and 3 (i.e., $E_{13} + E_{123}$). To obtain this, we first evaluate the sum of the operator norm of $H_{13}$ and $H_{123}$ as follows:

$$\|H_{13}\| + \|H_{123}\| \leq \sum_{x \in \Lambda^1} \sum_{y \in \Lambda^3} \sum_{z \in \mathbb{Z}^3} \| h_z \|$$

$$\leq K \sum_{x=1}^{R} x^{D-1} \lambda \sum_{r=R+1}^{\infty} K r^{D-1} e^{-\mu r}$$

$$\leq K \int_0^{R+1} x^{D-1} dx \cdot \lambda \sum_{r=R+1}^{\infty} K r^{D-1} e^{-\mu r}$$

$$= K \frac{(R + 1)^D}{D} \cdot \lambda \sum_{r=R+1}^{\infty} K r^{D-1} e^{-\mu r}.$$  \hspace{1cm} (F3)

Setting $R \geq (D - 1)/\mu$, we obtain

In the third line, we used $|\Delta E_{13}| + |\Delta E_{123}| \leq \|H_{13}\| + \|H_{123}\|$ and Eq. (F3). In the fourth line, we used $(R + 1)^D/D \geq 1$. In the fifth line, we used the fact that $r^{D-1} e^{-\mu r}$ is monotonically decreasing for $r \geq (D - 1)/\mu$. Hence, the condition $\Delta E_1 + \Delta E_2 + \Delta E_{12} \geq Q^L - \Delta E_{\text{out}}^{12} \geq Q^L/2$ is satisfied for $R \geq R^*$ with

$$R^* := \frac{2}{\mu} \left( \ln \left( \frac{K^2 \lambda}{k'} \right) - \ln \left( \frac{k' \mu \nu^{2D+1} D^{2D} (2D - 1)!}{2^{2D} (2D - 1)!} \right) \right) + 1.$$  \hspace{1cm} (F5)

For sufficiently large $\tau$ such that $e^{r\tau} \gg K^2 \lambda/k'$, $R^*$ behaves as $2\nu/\mu \cdot \tau$ with a constant term. Corresponding to Eq. (6), the efficiency is bounded in terms of $R^*$ as

$$\eta \leq \eta \frac{(Q^L)^2}{8 \beta L Q^L \max(R^*) D}.$$  \hspace{1cm} (F6)
Appendix G: Case of Markovian limit

1. Problem and Setup

Our main result [6] contains the operator norm of the local Hamiltonian of the bath L in its right-hand side in the form of the Lieb-Robinson velocity $v_{LR}$. Because the operator norm of the local Hamiltonian in baths diverges and so does $v_{LR}$ in Markovian limit, our inequality falls down into the conventional second law in this limit. To avoid this insufficiency, in this Appendix we demonstrate a completely different approach to exclude the possibility of coexistence of finite power and the Carnot efficiency in quantum Markov processes.

We again treat an engine with two heat baths L and H with inverse temperatures $\beta^H$ and $\beta^L$. It is straightforward to extend our analysis to the case with three or more baths and with particle baths. Differently from the main part on non-Markovian engines, we here do not assume that the system is on a lattice and the interaction is short-range.  The initial state of the total system is again given by $\rho_{\text{tot}}(0) = \rho^H_{\text{can}} \otimes \rho^L_{\text{can}}$.  The spectrum decomposition of the initial state of the engine reads $\rho^E_{\text{can}} = \sum_a p_0(a) |\phi_a \rangle \langle \phi_a|$. By denoting the energy eigenstates of the bath X ($X = H, L$) by $|\varepsilon^X_a \rangle$, the basis $\{|a, j_H, j_L \rangle \rangle = \{|\phi_a \rangle |\varepsilon^H_a \rangle |\varepsilon^L_a \rangle \}$ diagonalizes $\rho_{\text{tot}}(0)$.

Suppose that the total system evolves in a small time interval from $t = 0$ to $t = \Delta t$ (see Fig. 10). The density matrix of the total system at $t = \Delta t$ is given by $\rho_{\text{tot}}(\Delta t) = U \rho_{\text{tot}}(0) U^\dagger$ with the time-evolution operator $U$. The spectrum decomposition of the reduced density matrix reads $\text{Tr}_{H,L}[\rho_{\text{tot}}(\Delta t)] = \sum_a p(\Delta t) |\psi_a \rangle \langle \psi_a|$, where the label of $a$ in $|\psi_a \rangle$ is set as satisfying $\lim_{\Delta t \to 0} \langle \psi_a | \phi_a \rangle = 1$. Suppose that we perform a projection measurement on $\rho_{\text{tot}}(\Delta t)$ with a basis $\{|a, j_H, j_L \rangle, j_H, j_L \rangle \rangle \}$ which does not affect the evolution of the system because the engine is diagonalized with this basis and the baths are not used in the subsequent evolution of the engine as explained later.

2. Quantum entropy production and trade-off relation

We here introduce the transition probability of a forward and its time-reversal process as

$$ P^\Delta t_{a,j_H,j_L \to a', j_H,j_L'} := | \langle a', j_H,j_L' | U | a, j_H,j_L \rangle |^2 \quad (G1) $$

$$ \tilde{P}^\Delta t_{a', j_H,j_L' \to a, j_H,j_L} := | \langle \tilde{a}, j_H,j_L | U^\dagger | \tilde{a}', j_H,j_L' \rangle |^2, \quad (G2) $$

where $|\tilde{a}\rangle$ represents the time-reversal state of $|a\rangle$. Time-reversal symmetry of unitary evolution implies

$$ P^\Delta t_{a,j_H,j_L \to a', j_H,j_L'} = \tilde{P}^\Delta t_{a', j_H,j_L' \to a, j_H,j_L}. \quad (G3) $$

It is known that the stochastic entropy production can be expressed as

$$ \dot{\sigma}^\Delta t := s(p(\Delta t)) - s(p(0)) + \sum_a \beta_a Q_a^X $$

$$ = \ln \frac{p_0(0)p_{\text{can}}^H(j_H)p_{\text{can}}^L(j_L)}{p_0(0)p_{\text{can}}^H(j_H')p_{\text{can}}^L(j_L')} P^\Delta t_{a,j_H,j_L \to a', j_H,j_L'}, \quad (G4) $$

where we defined the heat release $Q_a^X = \varepsilon_a^X - \varepsilon_a^{X'}$ and the canonical distribution $p_{\text{can}}^X(j_X) := e^{-\beta^X \varepsilon_a^X}/Z_X$ with the partition function $Z_X := \sum_{j_X} e^{-\beta^X \varepsilon_a^X}$, and the stochastic entropy $s(p(\Delta t)) := -\ln p(\Delta t)$, which reproduces the Shannon entropy by taking its average. With these definitions, both the fluctuation theorem, $\langle \exp(-\dot{\sigma}^\Delta t) \rangle = 1$, and the second law of thermodynamics, $\langle \dot{\sigma}^\Delta t \rangle \geq 0$, are satisfied.

We here require a physically plausible property that in sufficiently small time interval $\Delta t$ energy cannot be transported directly from a bath to the other bath. In other words, $P^\Delta t_{a,j_H,j_L \to a', j_H,j_L'}$ turns to be zero if both $j_H \neq j_H'$ and $j_L \neq j_L'$ hold. We then safely define the transition rate induced by each bath as

$$ P^\Delta t_{a,j_H,j_L \to a', j_H,j_L'} := \sum_{j_L} P^\Delta t_{a,j_H,j_L \to a', j_H,j_L'} \quad (G5) $$

$$ P^\Delta t_{a,j_H,j_L \to a', j_H,j_L'} := \sum_{j_H} P^\Delta t_{a,j_H,j_L \to a', j_H,j_L'} \quad (G6) $$

Taking $\Delta t \to 0$ limit and defining $P_{a,j_X \to a', j_X'} := \lim_{\Delta t \to 0} P^\Delta t_{a,j_X \to a', j_X'}/\Delta t$, we have an expression of entropy production rate $\dot{\sigma} := \lim_{\Delta t \to 0} \langle \dot{\sigma}^\Delta t \rangle / \Delta t$ and heat flux as

$$ \dot{\sigma} := \dot{\sigma}_H + \dot{\sigma}_L \quad (G7) $$

$$ \dot{\sigma}_X := \sum_{a,j_X,a',j_X'} p_0(a)p_{\text{can}}^X(j_X) P_{a,j_X \to a', j_X'} \ln \frac{p_0(0)p_{\text{can}}^X(j_X)}{p_0(0)p_{\text{can}}^X(j_X')} \quad (G8) $$

$$ J^X_{\Omega} := \sum_{a,j_X,a',j_X'} p_0(a)p_{\text{can}}^X(j_X) P_{a,j_X \to a', j_X'} (E_{a'} - E_a), \quad (G9) $$

where $\Omega$ represents a partition function.
Here, $\sigma_X (X = H, L)$ is a part of entropy production rate contributed from the bath $X$, and $E_a := \langle \phi_a | H | \phi_a \rangle$ is the energy expectation value of a state $| \phi_a \rangle$, which satisfies $E_{a'} - E_a = \varepsilon_{X}^{a'} - \varepsilon_{X}^{a}$ in $\Delta t \to 0$ limit due to the law of energy conservation.

In line with Ref. [41], we can derive the following inequality for a quantum Markov engine:

$$\sum_{X = H,L} |J_Q^X| \leq \sqrt{\Theta(0) \delta}.$$ (G10)

Here, $\Theta(0)$ is defined as

$$\Theta(0) := \sum_{X = H,L} \Theta_X = \frac{9}{8} \sum_{X = H,L} \left( \sum_{a,j \neq a',j'} (\Delta E_{a'})^2 A_{a,jX;}^{X} A_{a',j'X}^{X} \right)$$ (G11)

with energy fluctuation and activity:

$$\Delta E_{a'} := E_{a'} - \text{Tr}[H \rho(0)],$$ (G12)

$$A_{a,jX;}^{X} := p_0(a)p_{\text{can}}(j_X) P_{a,jX \to a',j'X} + p_0(a')p_{\text{can}}(j_X) P_{a',j'X \to a,jX}.$$ (G13)

The derivation of Eq. (G10) is shown in the next subsection.

Since the bath equilibrates extremely quick compared to the time scale of the engine, we argue that throughout a process in $0 \leq t \leq \tau$ the heat bath is regarded as always in canonical distribution, which implies that Eq. (G10) holds at any time $t$ by replacing $p_0$ and $\Theta(0)$ with $p_t$ and $\Theta(t)$. The same assumption is seen in the Born-Markov approximation, which is used in a standard derivation of the Lindblad equation [100]. Accepting this plausible requirement, we obtain the trade-off relation between power and efficiency for a cyclic process during $0 \leq t \leq \tau$ with two heat baths with inverse temperatures $\beta^H$ and $\beta^L$ ($\beta^H < \beta^L$). The integration of Eq. (G10) from $t = 0$ to $\tau$ with the Schwarz inequality leads to $(Q^H + Q^L)^2 \leq \tau \Delta S$, where we defined time-averaging of $\Theta$ as $\Theta := 1/\tau \int_0^\tau d\Theta(t)$ and entropy increase as $\Delta S := \beta^L Q^L - \beta^H Q^H$. Here, the change in the entropy of the engine is zero due to cyclicity. Then, a thermodynamic relation $\eta := W/Q^H$ satisfy

$$\frac{W}{\tau} \leq \frac{\Theta}{\Delta S} \leq \frac{\beta^L}{\beta^H} \eta (\eta_C - \eta),$$ (G14)

which clearly shows that a finite power heat engine never attains the Carnot efficiency.

We remark that our result on Markovian engines is applicable to broader class of engines than the result for stationary thermolectric transport shown in Ref. [101]. The result in Ref. [101] is applicable only to stationary systems described by the Lindblad equation. In contrast, our result also covers transient systems and stationary Markovian systems not described by the Lindblad equation (e.g., systems without the rotating wave approximation or without the weak-coupling approximation). We note that the Markovness of the system requires that the interaction between the bath and the system is weak with respect to the bath, while it is not necessarily weak with respect to the system. Our result is applicable to the latter one.

### 3. Derivation of Eq. (G10)

In this Appendix, we derive Eq. (G10) in line with Ref. [11]. We first derive

$$|J_Q^X| \leq \sqrt{\Theta_X \delta_X},$$ (G15)

from which we can easily prove Eq. (G10). We here introduce quantities

$$\tilde{A}_{a,jX; a',j'X}^X := p_0(a)p_{\text{can}}(j_X) P_{a,jX \to a',j'X} \pm p_0(a')p_{\text{can}}(j_X) \tilde{P}_{a',j'X \to a,jX},$$ (G16)

which consist of a probability flux $a,jX \to a',j'X$ and its time-reversal one $a',j'X \to a,jX$. We note a relation corresponding to the time-reversal invariance of escape rate in classical Markov jump processes as

$$\sum_{a,jX \neq a',j'X} \tilde{P}_{a',j'X \to a,jX} = \sum_{a,jX \neq a',j'X} P_{a,jX \to a',j'X}$$ (G17)

for any $a',j'X$, which follows from the following time-reversal symmetry

$$\tilde{P}_{a,jX \to a',j'X} = \tilde{P}_{a',j'X \to a,jX}.$$ (G18)

Using Eq. (G17), the normalization condition and the Schwarz inequality, we obtain Eq. (G15):
\[ |J_Q^X|^2 = \left| \sum_{a,j_X,a',j_X'} E_{a'} (p_0(a)p_{\text{can}}^X(j_X)P_{a,j_X \rightarrow a',j_X'} - p_0(a')p_{\text{can}}^X(j_X')P_{a',j_X' \rightarrow a,j_X}) \right|^2 \]

\[ = \left| \sum_{a,j_X,a',j_X'} E_{a'} A_{a,j_X,a',j_X'}^{X,-} \right|^2 \]

\[ = \left| \sum_{a,j_X,a',j_X'} \Delta E_{a'} \hat{A}_{a,j_X,a',j_X'}^{X,-} \right|^2 \]

\[ \leq \left( \sum_{a,j_X,a',j_X'} \Delta E_{a'} \hat{A}_{a,j_X,a',j_X'}^{X,+} \right) \left( \sum_{a,j_X,a',j_X'} \frac{\hat{A}_{a,j_X,a',j_X'}^{X,-} \hat{A}_{a,j_X,a',j_X'}^{X,+}}{\hat{A}_{a,j_X,a',j_X'}^{X,+}} \right)^2 \]

\[ = \left( \sum_{a,j_X,a',j_X'} \Delta E_{a'} \hat{A}_{a,j_X,a',j_X'}^{X,+} \right) \left( \sum_{a,j_X,a',j_X'} \frac{p_0(a)p_{\text{can}}^X(j_X)P_{a,j_X \rightarrow a',j_X'} \ln \frac{p_0(a)p_{\text{can}}^X(j_X)}{p_0(a')p_{\text{can}}^X(j_X')}}{p_0(a)p_{\text{can}}^X(j_X') \ln \frac{p_0(a)p_{\text{can}}^X(j_X)}{p_0(a')p_{\text{can}}^X(j_X')}} \right)^2 \]

\[ \Theta_X = \sum_{a,j_X,a',j_X'} \Delta E_{a'} A_{a,j_X,a',j_X'}^X, \quad \Theta(0) = \Theta_X \sigma_X^X. \quad \text{(G20)} \]

By applying the Schwarz inequality again, Eq. (G15) directly implies the desired inequality (G10): 

\[ \sum_X |J_Q^X| \leq \sum_X \sqrt{\Theta_X \sigma_X^X} \]

\[ \leq \left( \sum_X \Theta_X \right) \left( \sum_X \sigma_X^X \right)^{1/2} = \sqrt{\Theta_X(0) \sigma_X^X}. \quad \text{(G21)} \]

where we defined 

\[ \Theta_X := \sum_{a,j_X,a',j_X'} (\Delta E_{a'})^2 A_{a,j_X,a',j_X'}^X. \quad \text{(G20)} \]

In the second and seventh lines, we used Eq. (G17). In the fifth line, we used the Schwarz inequality. In the sixth line, we used an inequality \( a \ln a/b + b - a \geq 8(a - b)^2/(9(a + b)) \) and the time-reversal symmetry of unitary evolution (G3).
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