QSSOR and cubic non-polynomial spline method for the solution of two-point boundary value problems
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Abstract. Two-point boundary value problems are commonly used as a numerical test in developing an efficient numerical method. Several researchers studied the application of a cubic non-polynomial spline method to solve the two-point boundary value problems. A preliminary study found that a cubic non-polynomial spline method is better than a standard finite difference method in terms of the accuracy of the solution. Therefore, this paper aims to examine the performance of a cubic non-polynomial spline method through the combination with the full-, half-, and quarter-sweep iterations. The performance was evaluated in terms of the number of iterations, the execution time and the maximum absolute error by varying the iterations from full-, half- to quarter-sweep. A successive over-relaxation iterative method was implemented to solve the large and sparse linear system. The numerical result showed that the newly derived QSSOR method, based on a cubic non-polynomial spline, performed better than the tested FSSOR and HSSOR methods.

1. Introduction

Two-point boundary value problems (2BVPs) are commonly used as a numerical test in developing a better numerical method than the existing ones. 2BVPs can be referred to as the simplest mathematical models that arise from many science, engineering, and economics occurrences. 2BVPs can be solved using one of the three standard approaches: shooting, finite differences, and projections. The shooting approach is usually used to solve the original 2BVP by reducing it to an appropriate two-point initial-boundary problem (2IBP). By defining the 2IBP and using any initial value technique, 2IBP’s solution can be obtained iteratively and eventually converges to the solution of the original 2BVP. As for the finite differences approach, the finite differences relative to a mesh defined on the solution domain replaces the differential equation’s derivatives. By replacing the differential equation derivatives with the finite-differences approximation, a system of algebraic equations problem in either linear or nonlinear case can be formed. The system of equation is then solved to get the approximate solutions for the 2BVP. In the projections approach, a simpler function such as the piecewise polynomial is used to approximate the solution of the 2BVP where both differential equations and boundary conditions...
are satisfied. Collocation or finite element techniques were usually conducted to furnish the approximation. Among these three different approaches, only the finite difference method is considered due to its powerful technique to extend until multidimensional and space-time situations [1].

Several researchers studied the application of a cubic non-polynomial spline method to solve 2BVPs. For instance, a cubic non-polynomial spline method has been proposed to solve two parameters singularly perturbed 2BVPs, which have a dual boundary layer on a uniform mesh [2]. Moreover, a cubic non-polynomial spline was applied to solve higher-order nonlinear 2BVPs, which arise from hydrodynamic and magnetohydrodynamic theory [4]. Besides that, a new type of cubic non-polynomial spline method was also developed, which is called a mid-knot cubic non-polynomial spline, and it was used to solve a system of second-order 2BVPs [5]. It was also found that a cubic non-polynomial spline method is better than a standard finite difference method in terms of the accuracy of the solution [6].

Due to the superiority of spline function approximation compared to a finite difference method and the effectiveness of the non-polynomial spline compared to the polynomial spline [7], this paper aims to examine the performance of a cubic non-polynomial spline method through the combination with the full-, half-, and quarter-sweep iterations. The non-polynomial spline function at cubic degree is used to discretize the 2BVP to obtain the approximation equation. Then, using the formulated approximation equation, a large and sparse linear system is formed. The performance of a cubic non-polynomial spline approximation to the solution of a linear system is evaluated in terms of the number of iterations, the execution time, and the maximum absolute error by varying the iterations from full-, half- to quarter-sweep. Since there are many iterative methods to solve the linear system [8-10], this paper implements a successive over-relaxation (SOR) iterative method to handle a large and sparse linear system. The next section will discuss the proposed numerical method to solve 2BVPs.

2. Numerical Method

Given that a second-order two-point boundary value problem (2BVP) with the boundary condition as follows [1],

\[ y'' + p(x)y' + q(x)y = g(x), x \in [0, L], \] #(1)
\[ y(0) = A_1, y(L) = A_2, \] #(2)

with \( A_i, i = 1, 2 \) are arbitrary constants whereas \( p(x), q(x), \) and \( g(x) \) are known functions. Since the functions \( p(x), q(x), \) and \( g(x) \) are imposed dependently to the boundary \([0, L] \), the solution for (1) cannot be determined by the random selection of the functions. For the discretization of (1), the domain \([0, L] \) is divided uniformly into a set of \( m \) subintervals. The value of \( m = 2^s, s \geq 2 \) is always positive. The size of the subinterval for quarter-sweep is then defined by

\[ \Delta x = \frac{L}{m} = 4h, \] #(3)

and the separation of subintervals can be seen in Figure 1.

![Figure 1 Separation of uniform subintervals for quarter-sweep](image)

As shown by Figure 1, the separation of subintervals has been used to facilitate many quarter-sweep iterations related to works of literature [11-15]. Next, the half- and full-sweep iterations,
respectively, can be formed; see Figure 2 and Figure 3. Please refer for more details about the development and implementation of half-sweep iterations [16-20].

Figure 2 Separation of uniform subintervals for half-sweep

Figure 3 Separation of uniform subintervals for full-sweep

Next, given that the general function of spline and cubic non-polynomial spline respectively as follows:

\[ S(x) = Q_i(x), x \in [x_i, x_{i+2}], i = 0, 4, \ldots, n, \#(4) \]

\[ Q_i(x) = a_i \cos k (x - x_i) + b_i \sin k (x - x_i) + c_i (x - x_i) + d_i, \#(5) \]

where \( a_i, b_i, c_i, \) and \( d_i, i = 0, 4, \ldots, n \) are arbitrary constants, and \( k \) represents the value of frequency in the trigonometric function. Generally, the discretization process of the non-polynomial spline function as shown in (4) can be done by assuming the value of \( y(x) \) as the exact solution and \( S_i \) as the non-polynomial spline approximation equation for \( y_i = y(x_i) \) which is obtained from all the segments of \( Q_i(x) \) that passes through the points \( (x_i, S_i) \) and \( (x_{i+4}, S_{i+4}) \) as shown in Figure 4.

Figure 4 The cubic non-polynomial spline function

A quarter-sweep technique can discretize the function in (5) to approximate (1). And then, \( y_i \) is assumed as the solution of the spline function which passes through the points \( (x_i, y_i) \) and \( (x_{i+4}, S_{i+4}) \). This yields the following functions:

\[ Q_i(x_i) = y_i, Q_i(x_{i+4}) = y_{i+4}, Q_i'(x_i) = D_i, Q_i'(x_{i+4}) = D_{i+4}, Q_i''(x_i) = S_i, Q_i''(x_{i+4}) = S_{i+4}, \#(6) \]

At the end of the discretization, all the constant variables are expressed in the form of \( y_i, y_{i+4}, D_i, D_{i+4}, S_i, \) and \( S_{i+4} \). The constants \( a_i, b_i, c_i, \) and \( d_i \) are expressed as
After a further simplification, a general approximation equation is obtained in the form of difference, the backward and forward finite differences

\[ c_i = \frac{y_{i+4} - y_i}{4h} + \frac{h}{\theta^2 \sin 4\theta} (S_{i+4} - S_i), \quad d_i = y_i + h^2 \frac{S_i}{\theta^2}, \quad \#(7) \]

where \( \theta = kh \) and \( i = 0, 1, 2, \ldots, n \).

The continuity condition \( Q^m_1(x) = Q^m(x), m = 0, 1, \) is conducted simultaneously once all the values of constants \( a_i, b_i, c_i \) and \( d_i \) are obtained so that the cubic non-polynomial spline approximation equation can be formed. The resultant approximation equation is written as

\[
- \left( \frac{1}{4h} \right) y_{i-4} + \left( \frac{1}{2h} \right) y_i - \left( \frac{1}{4h} \right) y_{i+4} + \left( \frac{h}{\theta \sin 4\theta} - \frac{h}{4\theta^2} \right) S_{i-4} + \left( 2h \frac{h}{\theta \sin 4\theta} - \frac{2h \cos 4\theta}{\theta^2} \right) S_i + \left( \frac{h}{\theta \sin 4\theta} - \frac{h}{4\theta^2} \right) S_{i+4} = 0. \quad \#(8)
\]

Equation (8) can be simplified into

\[
- \left( \frac{1}{4h} \right) y_{i-4} + \left( \frac{1}{2h} \right) y_i - \left( \frac{1}{4h} \right) y_{i+4} + \frac{h}{\theta \sin 4\theta} (S_{i-4} - q_{i-4} S_i - q_{i+4} S_i + 2h \beta S_i + h \alpha S_{i+4}) = 0, \quad \#(9)
\]

where \( \alpha = \left( \frac{1}{\theta \sin 4\theta} - \frac{1}{4\theta^2} \right), \beta = \left( \frac{1}{4\theta^2} - \frac{4\theta \cos 4\theta}{\theta \sin 4\theta} \right) \) and \( i = 0, 1, 2, \ldots, n \).

As mentioned earlier, three standard approaches are usually used to solve the 2BVPs. In this study, the finite difference approach is used. The finite difference schemes composed of the central finite difference, the backward and forward finite differences, are substituted into (9) to get the general approximation equation of cubic non-polynomial spline as follows.

\[
S_{i-4} = -p_{i-4} y'_{i-4} - q_{i-4} y_{i-4} + f_{i-4} S_i = -p_i y'_{i-4} - q_i y_i + f_i,
\]

\[
S_{i+4} = -p_{i+4} y'_{i+4} - q_{i+4} y_{i+4} + f_{i+4}, \quad \#(10)
\]

where \( y_{i-4} = \frac{y_{i+4} - y_{i-4}}{8h}, y_{i-4} = \frac{y_{i+4} - 3y_{i-4} + 3y_{i-4}}{8h} \) and \( y_{i+4} = \frac{y_{i+4} - 3y_{i+4} + 3y_{i+4}}{8h} \). After a further simplification, a general approximation equation is obtained in the form of

\[
\delta_i y_{i-4} + \phi_i y_i + \sigma_i y_{i+4} = F_i, \quad i = 0, 1, 2, \ldots, n, \quad \#(11)
\]

where

\[
\delta_i = -\frac{\mu_0}{4} + \frac{3}{8h} - \gamma q_{i-4} + \frac{\mu_0}{8h} - \gamma \frac{p_{i+4}}{8h},
\]

\[
\phi_i = \frac{\mu_0}{2} - \gamma \frac{p_{i-4}}{2h} - \varphi q_i + \gamma \frac{p_{i+4}}{2h},
\]

\[
\sigma_i = -\frac{\mu_0}{4} + \frac{3}{8h} - \gamma q_{i-4} + \frac{\mu_0}{8h} - \gamma \frac{3p_{i+4}}{8h},
\]

\[
F_i = -\delta f_{i-4} - \phi f_i - \sigma f_{i+4},
\]

\[
\gamma = \mu_1 h^2, \varphi = 2\mu_2 h^2, \mu_0 = 4\theta^2 \sin 4\theta, \mu_1 = 4\theta^2 - \sin 4\theta,
\]

and

\[
\mu_2 = \sin 4\theta - 4\theta \cos 4\theta.
\]

Based on (11), the corresponding linear system is generated in the following form of a matrix as follows:

\[
Ay = F, \quad \#(12)
\]

where each component of the matrix is represented by

\[
A = \begin{bmatrix}
\begin{bmatrix}
\phi_1 & \sigma_1 \\
\delta_2 & \sigma_2 \\
\delta_3 & \sigma_3 \\
\vdots & \vdots \\
\delta_{n-1} & \phi_{n-1} & \sigma_{n-1} \\
\end{bmatrix} & \delta_n & \phi_n \
\end{bmatrix}_{(n \times n)},
\]

and

\[
y = [y_1 \ y_2 \ y_3 \ \ldots \ y_{n-1} \ y_n]^T,
\]
\[ F = \begin{bmatrix} F_1 & -\delta_1 y_0 & F_2 & F_3 & \ldots & F_{n-1} & F_n - \sigma_n y_{n+1} \end{bmatrix}^T. \]

Next, the SOR iterative method’s derivation based on the linear system in (12) is presented in the following. Firstly, the coefficient matrix \( A \) in (12) can be considered in the following decomposition:

\[ A = D + L + U, \tag{13} \]

where \( D, L, \) and \( U \) are diagonal, lower triangular and upper triangular matrices, respectively. By imposing (13) into (12), the SOR formula can be derived as

\[ \tilde{y}^{(k+1)} = (1 - \omega)\tilde{y}^{(k)} + \omega(D + L)^{-1} \left( -U\tilde{y}^{(k)} + F \right), \tag{14} \]

Before solving the linear system using the SOR iterative method shown in (14), the optimum value of the parameter \( \omega \) needs to be found first. The optimum value of \( \omega \) can be determined using the formula as in [8]. For practice, the optimum value of \( \omega \), which ranges from \( 1 \leq \omega < 2 \), is obtained through several runs of computer programs. The rule of thumb is that the best approximate value or the smallest number of iterations possible shows the optimum value of \( \omega \). The overall developed method for solving 2BVPs (which can be abbreviated as QSSOR) is shown below.

Table 1 Algorithm of QSSOR

| Step | Description |
|------|-------------|
| i.   | Initialize \( y_1^{(0)} \leftarrow 0, \varepsilon \leftarrow 10^{-10} \), |
| ii.  | Set the value of \( \omega \), |
| iii. | Calculate \( y_1^{(k+1)} \), use \( y^{(k+1)} = (1 - \omega)\tilde{y}^{(k)} + \omega(D + L)^{-1} \left( -U\tilde{y}^{(k)} + F \right) \), |
| iv.  | Check the convergence of the 2BVPs solutions, use \( |y_1^{(k+1)} - y_1^{(k)}| \leq \varepsilon \). Go back to step (iii) as long as the convergence criterion is not satisfied. |

3. Results and Discussion

In this section, the numerical experiment has been conducted by solving the following 2BVPs:

**Example 1**

\[ y'' - 4y = 4 \cosh(1), x \in [0,1], \tag{15} \]

given that the exact solution for Eq. (15) is \( y(x) = \cosh(2x - 1) - \cosh(1) \).

**Example 2**

\[-\frac{d^2y}{dx^2} = 9 \sin(3x), x \in [0,1], \tag{16} \]

with its exact solution given by \( \sin(3x) \).

Using these two examples of 2BVPs, the developed QSSOR method’s performance is evaluated by comparing the two tested methods, FSSOR and HSSOR methods. It is important to point out that the two tested methods are developed in the numerical laboratory and used in Figure 2 and 3 as the main guidance. For the performance evaluation, three important criteria are observed: the number of iterations, the execution time and the maximum absolute errors. All results of the numerical experiment using FSSOR, HSSOR and QSSOR for both Example 1 and Example 2 are tabulated in Table 2 and Table 3, respectively.

Table 2 Comparison between FSSOR, HSSOR and QSSOR for Example 1

| M  | k    | Time | \( \varepsilon \) | FSSOR | HSSOR | QSSOR |
|----|------|------|-----------------|-------|-------|-------|
|    |      |      |                 | k     | Time  | \( \varepsilon \) | k     | Time  | \( \varepsilon \) | k     | Time  | \( \varepsilon \) |
| 128| 386  | 1.42 | \begin{align*} 9.6867e-06 \\
                   \omega = 1.9493 \end{align*} | 193   | 0.73  | \begin{align*} 3.8742e-05 \\
                        \omega = 1.8911 \end{align*} | 97    | 0.42  | \begin{align*} 1.5502e-04 \\
                           \omega = 1.7998 \end{align*} |
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Based on the results tabulated in Table 2 and Table 3, it can be seen that QSSOR iterative method has lesser iterations number and execution time at different grid sizes in solving the two examples, compared to FSSOR and HSSOR iterative methods. When the methods’ accuracy is compared, FSSOR can obtain more accurate solutions, followed by HSSOR and QSSOR. It cannot be denied that to get the solutions of 2BVPs with a greater efficiency rate, the cost will always be the accuracy of the method used. This interesting finding leads to a further investigation on solving 2BVPs using the cubic non-polynomial spline method.

### 4. Conclusion

The cubic non-polynomial spline’s general function is successfully discretized to formulate the approximation equation for solving the 2BVPs. A numerical experiment using two examples of 2BVPs is conducted to get the schemes’ performance regarding their number of iterations, execution time and maximum absolute error. According to the numerical results, it can be concluded that the QSSOR and the cubic non-polynomial spline approximation approach is superior in terms of the number of iterations and execution time compared to HSSOR and FSSOR iterative methods at a different number of meshes. Future research will investigate the possible improvement of the cubic non-polynomial spline method.
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