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Abstract—In this paper, we propose an optimization framework to design a network of positive linear systems whose structure switches according to a Markov process. The optimization framework herein proposed allows the network designer to optimize the coupling elements of a directed network, as well as the dynamics of the nodes in order to maximize the stabilization rate of the network and/or the disturbance rejection against an exogenous input. The cost of implementing a particular network is modeled using posynomial cost functions, which allow for a wide variety of modeling options. In this context, we show that the cost-optimal network design can be efficiently found (in polynomial time) using Geometric Programming. We illustrate our results with a practical problem in network epidemiology, namely, the cost-optimal stabilization of the spread of a disease over a time-varying contact network.

I. INTRODUCTION

The intricate structure of many biological, social, and economic networks, emerges as the result of local interactions between agents aiming to optimize their utilities. The emerging networked system must satisfy both structural and functional requirements, even in the presence of time-varying interactions. An important set of functional requirements is concerned with the behavior of dynamic processes taking place in the network. For example, most biological networks emerge as the result of an evolutive process that forces the network to be stable and robust to external perturbations.

Positive systems are an important class of dynamical systems in which the state variables are nonnegative quantities, provided the initial state and the inputs are nonnegative [11]. Positive systems arise naturally while modeling systems in which the variables of interest are inherently nonnegative, such as concentration of chemical species [9], information rates in communication networks [18], sizes of infected populations in epidemiology [16], and many other compartmental models [3]. Due to its practical relevance, many control-theoretical tools have been adapted to the particular case of positive linear systems, such as the characterization of stability via diagonal Lyapunov functions [2], the bounded real lemma for positive systems [19], and integral quadratic constraints for robust stability of positive systems [7], to mention a few (we point the reader to [11], for a thorough exposition on positive systems).

The aim of this paper is to propose a tractable optimization framework to design networked dynamic systems in the presence of time-switching topologies. We model the time variation of the network structure using Markov processes, where the modes of the Markov process correspond to different network structures and the transition rates indicate the probability of switching between topologies. In this context, we consider the problem of designing both the dynamics of the modes of the Markov process, as well as the structure of the elements coupling them in order to optimize the dynamic performance of the switching network. We model the cost of implementing a particular network dynamics using posynomial cost functions, which allow for a wide range of modeling options [5]. We then propose an efficient optimization framework, based on Geometric Programming, to find the cost-optimal network design that maximizes the stabilization rate and/or the disturbance rejection against exogenous signals. To achieve this objective, we develop new theoretical characterizations of the stabilization rate and the disturbance attenuation of positive Markov jump linear systems which are specially amenable in the context of geometric programming.

The paper is organized as follows. In Section II we introduce elements of graph theory, Markov jump linear systems and geometric programming used in our derivations. In Section III we model the dynamics of randomly switching networks using jump Markov linear systems and rigorously state the design problems under consideration. In Section IV we propose a geometric programming formulation to find the cost-optimal network design that stabilizes the switching dynamics at a desired rate. In Section V we provide a novel theoretically characterization of disturbance attenuation in jump Markov linear systems. Based on these results, we propose a geometric programming formulation to find the cost-optimal network design that maximizes the disturbance attenuation. We illustrate our results with a relevant epidemiological problem, namely, the stabilization of a viral spread in a switching contact network, in Section VI.

II. MATHEMATICAL PRELIMINARIES

In this section, we introduce the notation and some results needed in our derivations. We denote by ℝ and ℝ+ the sets of real and nonnegative numbers, respectively. The set \{1, ..., N\} is sometimes denoted by \([N]\). We denote vectors using boldface letters and matrices using capital letters. When \(x \in \mathbb{R}^n\) is nonnegative (positive) entrywise, we write \(x \geq 0\) (\(x > 0\), respectively). The 1-norm on \(\mathbb{R}^n\) is denoted by \(\|x\|_1 = \sum_{i=1}^{n}|x_i|\). The \(n \times 1\) vector and \(n \times m\) matrix whose entries are all one are denoted by \(\mathbb{1}_n\) and \(\mathbb{1}_{n \times m}\), respectively. We denote the identity matrix by \(I\). A square matrix is Hurwitz stable if the real parts of its eigenvalues are all negative. A
We assume that the initial states $x(0) = x_0$ and $\sigma(0) = \sigma_0$ are constants. We say that the Markov jump linear system $\Sigma$ is positive if the linear time-invariant systems $(A_i, B_i, C_i, D_i)$ are positive for all $i \in [M]$. We say that $\Sigma$ is internally mean-stable (or simply mean-stable) if there exist $\alpha > 0$ and $\lambda > 0$ such that, if $w(t) = 0$ for every $t \geq 0$, then

$$E[\|x(t)\|^2] \leq \alpha e^{-\lambda t}\|x_0\|^2$$

for all $x_0$, $\sigma_0$, and $t \geq 0$, where $E$ denotes the expectation operator. The exponential decay rate of a mean-stable $\Sigma$ is defined as the supremum of $\lambda$ such that (3) holds for all $x_0$, $\sigma_0$, and $t$. The following proposition describes necessary and sufficient conditions for mean-stability of positive Markov jump linear systems.

**Proposition 1** ([14], [17]): If the Markov jump linear system $\Sigma$ is positive, then the following conditions are equivalent:

1. $\Sigma$ is mean-stable.
2. The matrix $A = \Pi^T + \bigoplus_{i=1}^{M} A_i$ is Hurwitz stable.
3. There exist positive vectors $v_1, \ldots, v_M \in \mathbb{R}^n$ such that $v_i^T A_i + \sum_{j=1}^{M} \pi_{ij} v_j^T < 0$ for every $i \in [M]$.

### C. Geometric Programming

The design framework proposed in this paper depends on a class of optimization problems called geometric programs [5]. Let $x_1, \ldots, x_m$ denote real positive variables and define the vector variable $x = (x_1, \ldots, x_m)$. We say that a real-valued function $g(x)$ is a monomial function (monomial for short) if there exist $c > 0$ and $a_1, \ldots, a_m \in \mathbb{R}$ such that $g(x) = e^{c x_1^{a_1}} \cdots x_m^{a_m}$. Also we say that a real-valued function $f(x)$ is a posynomial function (posynomial for short) if it is a sum of monomial functions of $x$. Given a collection of posynomials $f_0, \ldots, f_p$ and monomials $g_1, \ldots, g_q$, the optimization problem

$$\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 1, \quad i = 1, \ldots, p, \\
& \quad g_j(x) = 1, \quad j = 1, \ldots, q,
\end{align*}$$

is called a geometric program (GP) in standard form. Although geometric programs are not convex, they can be efficiently converted into a convex optimization problem and efficiently solved using, for example, interior-point methods (see [5], for more details on GP).

Geometric programs can also be written in terms of matrices and vectors, as follows. Let $X_1, \ldots, X_m$ be $m$ matrix-valued positive variables and let $F$ be a real matrix-valued function of $X = (X_1, \ldots, X_m)$. We say that $F$ is a monomial (posynomial) if each entry of $F$ is a monomial (respectively, posynomial) in the entries of the matrix-valued variables $X_1, \ldots, X_m$. Then, given a scalar-valued posynomial $f_0$, matrix-valued posynomials $F_1, \ldots, F_p$, and matrix-valued monomials $G_1, \ldots, G_q$ of $X$, we call the optimization problem

$$\begin{align*}
\text{minimize} & \quad f_0(X) \\
\text{subject to} & \quad F_i(X) \leq 1, \quad i = 1, \ldots, p, \\
& \quad G_j(X) = 1, \quad j = 1, \ldots, q,
\end{align*}$$

a matrix geometric program, where the right-hand side of the constraints are all-ones matrices of appropriate dimensions. Notice that one can easily reduce a matrix geometric program to a standard geometric program by dealing with the matrix-valued constraints entry-wise. (For information about the modeling power of posynomials, we point the reader to [5].)

The next lemma will be used in Sections IV and V to prove our main results.
Lemma 1: Let $X_0 \in \mathbb{R}^{p \times q}$, and $X_1, \ldots, X_m$ be a collection of matrix-valued positive variables and $F$ be an $\mathbb{R}^{p \times q}$-valued polynomial in the variable $X = (X_0, X_1, \ldots, X_m)$. Then, there exists a matrix-valued polynomial $\tilde{F}$ such that $F(X) \leq X_0$ if and only if $\tilde{F}(X) \leq \mathbb{1}_{p \times q}$ for every $X$.

Proof: Define the function $\tilde{F}$ of $X$ component-wise as $[\tilde{F}(X)]_{k,r} = [F(X)]_{k,r}/[X_0]_{k,r}$. Then, $F$ is a matrix-valued polynomial. Also, it is easy to see that the constraint $F(X) \preceq X_0$ is equivalent to $\tilde{F}(X) \preceq \mathbb{1}_{p \times q}$, since $X_0 > 0$. ■

III. SWITCHED NETWORK OF POSITIVE LINEAR SYSTEMS

In this section, we describe the dynamics of the network of positive linear systems under consideration and state relevant design problems.

A. Network Dynamical Model

Let us consider a collection of $N$ linear time-invariant subsystems

$$
\dot{x}_k = F_k x_k + G_k u_k, \quad y_k = H_k x_k,
$$

where $k \in V = \{1, \ldots, N\}$, $x_k(t) \in \mathbb{R}^{n_k}$, $y_k(t) \in \mathbb{R}^{p_k}$, and $u_k(t) \in \mathbb{R}^{q_k}$. Assume that these subsystems are linearly coupled through the edges of a time-varying, weighted, and directed graph. The (time-dependent) adjacency matrix of this graph is denoted by $G(t) = [g_{k,\ell}(t)]_{k,\ell}$. The coupling between subsystems is modeled using the following set of inputs:

$$
u_k(t) = \sum_{\ell=1}^{N} g_{k,\ell}(t) \Gamma_{k,\ell} y_{\ell}(t),
$$

where $k = 1, \ldots, N$, and $\Gamma_{k,\ell} \in \mathbb{R}^{q_k \times q_\ell}$ is the so-called inner coupling matrix, which indicates how the output of the $\ell$-th subsystem influences the input of the $k$-th subsystem. The inner-coupling matrix can be interpreted as a matrix-valued weight associated to each directed edge of the graph.

In the rest of the paper, we consider dynamic networks satisfying the following positivity assumption:

Assumption 1: System (4) is positive and the matrix $\Gamma_{k,\ell}$ is nonnegative for all $k, \ell \in [N]$.

The above assumption is satisfied for many networked dynamics where the state variables are nonnegative. For example, the dynamics of many models of disease spreading in networks can be described as a coupled network of positive systems, where the state variables represent probabilities of infection. Other examples of practical relevance are chemical systems, where the state variables represent probabilities of occurrence.

In this paper, we consider networks of positive linear systems in which the network structure switches according to a Markov process, as indicated below:

Assumption 2: There exists a set of nonnegative matrices $\{G_1, \ldots, G_M\}$ and a time-homogeneous Markov process $\sigma = \{\sigma(t)\}_{t \geq 0}$ taking its values in $[M]$ such that $G(t) = G_{\sigma(t)}$ for every $t \geq 0$.

Under the above assumptions, the dynamics of the network of subsystems in (4) coupled through the law in (5) forms a positive Markov jump linear system, as described below. Let us define the ’stacked’ vectors $x = (x_1^T, \ldots, x_N^T)^T$, $u = (u_1^T, \ldots, u_N^T)^T$, and $y = (y_1^T, \ldots, y_N^T)^T$. Then, the dynamics in (4) can be written as:

$$
x = \left( \bigoplus_{k=1}^{N} F_k \right) x + \left( \bigoplus_{k=1}^{N} G_k \right) u, \quad y = \left( \bigoplus_{k=1}^{N} H_k \right) x.
$$

Similarly, (5) can be written using the generalized Kronecker product (defined in Section II) as $\nu(t) = (G(t) \otimes \{\Gamma_{(k,\ell)}\}_{k,\ell}) y(t)$. Thus, the global network dynamics, denoted by $N$, can be written as the following positive Markov jump linear system:

$$
N: \dot{x}(t) = A_{\sigma(t)} x(t),
$$

where the matrices $A_1, \ldots, A_M$ are given by

$$
A_i = \left( \bigoplus_{k=1}^{N} F_k \right) + \left( \bigoplus_{k=1}^{N} G_k \right) \left( \bigoplus_{k=1}^{N} \{\Gamma_{(k,\ell)}\}_{k,\ell} \bigoplus H_k \right),
$$

for $i = 1, \ldots, M$.

B. Network Design: Cost and Constraints

In this paper, we propose a novel methodology to simultaneously design the dynamics of each subsystem (characterized by the matrices $F_k$, $G_k$, and $H_k$ for all $k \in [N]$) and the weights of the edges coupling them (characterized by the inner-coupling matrices $\Gamma_{(k,\ell)}$ for $k, \ell \in [N]$). Our design objective is to achieve a prescribed performance criterion (described below) while satisfying certain cost requirements. In our problem formulation, the time-variant graph structure changes according to a Markov process $\sigma$ that we assume to be an exogenous signal. In other words, we assume the Markov process ruling the network switching is out of our control. On the other hand, we assume that we can modify the dynamics of the subsystems and the matrix weights of each edge to achieve our design objective.

In this paper, we shall transform our network design problem to geometric programs. In particular, we assume that for all $k$ and $\ell$ in $[N]$, there is a cost function associated to its coupling matrix $\Gamma_{(k,\ell)}$. We denote this edge-cost function by $\phi_{(k,\ell)}: \mathbb{R}^{q_k \times q_\ell} \rightarrow \mathbb{R}$. This cost function can represent, for example, the cost of building an interconnection between two subsystems. We remark that, in fact, we do not need to design $\Gamma_{(k,\ell)}$ for all $k$ and $\ell$ by the following reason. For each $i \in [M]$, let $G_i = (\{V_i, E_i, W_i\})$ denote the weighted directed graph having the adjacency matrix $G_i$, and consider the union $\mathcal{E} = \bigcup_{i=1}^{M} E_i$ of all the possible directed edges. Then we see that, if $(k, \ell) \notin \mathcal{E}$, then the Markov jump linear system $N$ under our consideration is independent of the value of $\Gamma_{(k,\ell)}$. Therefore, throughout the paper, we focus on designing the coupling matrices $\Gamma_{k,\ell}$ only for $e \in \mathcal{E}$.

Similarly, our framework allows us to associate a cost to each subsystem in the network. For each $k \in V$, we denote the cost of implementing the $k$-th subsystem by $f_k(F_k, G_k, H_k)$. Thus, the total cost of realizing a particular network dynamics is given by:

$$
R = \sum_{k \in V} f_k(F_k, G_k, H_k) + \sum_{e \in \mathcal{E}} \phi_e(\Gamma_e).
$$
TABLE I
DESIGN PROBLEMS UNDER CONSIDERATION.

| Performance-Constr. | Budget-Constr. |
|---------------------|----------------|
| Stabilization Rate  | Problem I-A    |
| Disturbance Attenu. | Problem I-B    |
|                     | Problem II-A   |
|                     | Problem II-B   |

In practice, not all realizations of the subsystem \((F_k, G_k, H_k)\) and the coupling matrix \(\Gamma_e\) are feasible. We account for feasibility constraints on the design of the \(k\)-th subsystem via the following set of inequalities and equalities:

\[
g_{k,p}^\nu (F_k, G_k, H_k) \leq 1, \quad h_{k,q}^\nu (F_k, G_k, H_k) = 1, \tag{9}\]

where \(p \in [s_k], q \in [t_k]\), and \(g_{k,p}^\nu\) and \(h_{k,q}^\nu\) are real functions for each \(k \in \mathcal{V}\). Similarly, for each edge \(e \in \mathcal{E}\), we account for design constraints on the inner coupling matrix \(\Gamma_e\) via the following restrictions:

\[
g_{e,p}^\varepsilon (\Gamma_e) \leq 1, \quad h_{e,q}^\varepsilon (\Gamma_e) = 1, \tag{10}\]

where \(p \in [s_e], q \in [t_e]\), and \(g_{e,p}^\varepsilon\) and \(h_{e,q}^\varepsilon\) are real functions for each \(e \in \mathcal{E}\). As we shall illustrate in our numerical simulations, the above set of equalities and inequalities can be used to model a wide variety of design constraints.

C. Network Design: Problem Statements

We are now in conditions to formulate the network design problems under consideration. Our design problems can be classified according to two different criteria. The first criterion is concerned with the dynamic performance. In this paper, we limit our attention to two performance indexes: (I) stabilization rate (considered in Section IV), and (II) disturbance attenuation (considered in Section IV). The second criterion is concerned with the design cost. According to this criterion, we have two types of design problems: (A) performance-constrained problems and (B) budget-constrained problems.

In a budget-constrained problem, the designer is given a fixed budget and she has to find the network design to maximize a dynamic performance index (either the stabilization rate or the disturbance attenuation). In a performance-constrained problem, the designer is required to design a network that achieves a given performance index while minimizing the total cost of the design. Combinations of these two criteria described above result in four possible problem formulations, represented in Table I.

We describe Problems I-A and I-B in more rigorous terms in what follows (Problems II-A and II-B will be formulated in Section V).

Problem I-A (Performance-Constrained Stabilization): Given a desired decay rate \(\lambda > 0\), design the nodal dynamics \(\{F_k, G_k, H_k\}_{k \in \mathcal{V}}\) and the coupling matrices \(\{\Gamma_e\}_{e \in \mathcal{E}}\) such that the global network dynamics \(\mathcal{N}\) achieves an exponential decay rate \(\lambda\) greater than \(\lambda\) at a minimum implementation cost \(R\), defined in (8), while satisfying the feasibility constraints (9)-(10).

1 We remark that the exponential decay rate of \(\mathcal{N}\) is well-defined, since \(\mathcal{N}\) is a Markov jump linear system.

Problem I-B (Budget-Constrained Optimal Stabilization): Given an available budget \(\hat{R} > 0\), design the nodal dynamics \(\{F_k, G_k, H_k\}_{k \in \mathcal{V}}\) and the coupling matrices \(\{\Gamma_e\}_{e \in \mathcal{E}}\) in order to maximize the exponential decay rate of \(\mathcal{N}\), defined in (6), while satisfying the budget constraint \(R \leq \hat{R}\), and the feasibility constraints in (9)-(10).

In the next section, we proceed to present an optimization framework to solve Problems I-A and I-B. In Section V we shall extend our results to Problems II-A and II-B, which we call the Performance-Constrained and Budget-Constrained Disturbance Rejection problems, respectively.

IV. Optimal Design for Network Stabilization

The aim of this section is to solve both the Performance- and Budget-Constrained Stabilization problems. In what follows, we show that these problems can be reduced to geometric programs under the following assumption on the cost and constraint functions:

Assumption 3:  
1 For each \(e \in \mathcal{E}\), the functions \(\phi_e\) and \(g_{e,p}^\varepsilon\) (\(p \in [s_e]\)) are posynomials, while \(h_{e,q}^\varepsilon\) (\(q \in [t_e]\)) is a monomial.
2 For each \(k \in \mathcal{V}\), there exists a real and diagonal matrix \(\Delta_k = \bigoplus_{i=1}^{n_k} d_{k,i}\) such that, the functions

\[
\hat{f}_k(F_k, G_k, H_k) = f_k(F_k - \Delta_k, G_k, H_k),
\]

\[
\hat{g}_{k,p}(F_k, G_k, H_k) = g_{k,p}(F_k - \Delta_k, G_k, H_k),
\]

are posynomials for every \(p \in [s_k]\), while the function

\[
\hat{h}_{k,q}(F_k, G_k, H_k) = h_{k,q}(F_k - \Delta_k, G_k, H_k)
\]

is a monomial for every \(q \in [t_k]\).

Remark 1: Since the state matrix of a positive system is Metzler, it can contain negative diagonal elements. On the other hand, the decision variables of a geometric program must be all strictly positive. Therefore, negative diagonal entries cannot necessarily be directly used as decision variables in our optimization framework. The above assumption will be used to overcome this limitation and will allow us to design the diagonal elements of a Metzler matrix by a suitable change of variables.

In order to transform Problem I-A into a geometric program, we need to introduce the following definitions. Let

\[
\delta = \max_{1 \leq i \leq m} (-\pi_{ii}) + \max_{1 \leq k \leq N, 1 \leq s_k \leq n_k} d_{k,i}. \tag{11}\]

Then, for every \(i \in [M]\), define the nonnegative matrix

\[
P_i = (\pi_{ii} + \delta) I - \bigoplus_{k=1}^{N} \Delta_k.
\]

Also, for an \(\mathbb{R}^{n_k \times n_k}\)-valued positive variable \(F_k\), we define

\[
\hat{A}_i = \bigoplus_{k=1}^{N} \hat{F}_k + \bigoplus_{k=1}^{N} G_k \left( G_i \otimes \{\Gamma_e\}_{e \in \mathcal{E}} \right) \left( \bigoplus_{k=1}^{N} H_k \right). \tag{12}\]

The next theorem shows how to efficiently solve the Rate-Constrained Stabilization problem via Geometric Programming:

Theorem 1: The network design that solves Problem I-A is defined by the set of subsystems \(\{\{F_k^+, G_k^+, H_k^+\}\}_{k \in \mathcal{V}}\) with \(F_k^+ = \hat{F}_k - \Delta_k\), and the coupling matrices \(\{\Gamma_e^+\}_{e \in \mathcal{E}}\), where
the starred matrices are the solutions to the following matrix geometric program:

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in \mathcal{V}} \tilde{f}_k(\hat{F}_k, G_k, H_k) + \sum_{e \in \mathcal{E}} \phi_e(\Gamma_e) \quad (13a) \\
\text{subject to} & \quad \tilde{v}^T_i (\hat{A}_i + P_i + \lambda I) + \sum_{j \neq i} \pi_{ij} v_j^T < \delta v_i^T, \quad (13b) \\
& \quad \sum_{i \in \mathcal{E}} \pi_i < \delta, \quad (13c) \\
& \quad \sum_{i \in \mathcal{E}} \pi_i = 1, \quad (13d) \\
& \quad \text{for } k \in [N], p \in [s_k], q \in [t_k]; \text{ and } (10), \quad (13e)
\end{align*}
\]

Remark 2: Notice that the above optimization program is, in fact, a matrix geometric program. The cost function in (13a) is a posynomial under Assumption 5. Also, the set of design constraints (13c)–(13e) are valid posynomial inequalities and monomial equalities. Furthermore, the constraint in (13b) is a matrix-posynomial constraint by Lemma 1. Also the definition of \( \delta \) in (11) ensures that the matrix \( P_k \) is nonnegative.

Remark 3: Standard GP solvers cannot handle strict inequalities, such as (13b). In practice, we can overcome this limitation by including an arbitrary small number to relax the strict inequality into a non-strict inequality.

Before we present the proof of Theorem 1, we need to introduce the following corollary of Proposition 1.

Corollary 1: Assume that the Markov jump linear system \( \Sigma \) defined in (2) is positive. Then, \( \Sigma \) is mean-stable and has an exponential decay rate greater than \( \lambda > 0 \), if and only if there exist positive vectors \( v_1, \ldots, v_M \in \mathbb{R}^n \) such that

\[
v_i^T A_i + \sum_{j=1}^M \pi_{ij} v_j^T + \lambda v_i^T < 0 \quad (14)
\]

for every \( i \in [M] \).

Proof: First, let us assume that \( \Sigma \) is mean-stable and has an exponential decay rate greater than \( \lambda > 0 \). Then, the Markov jump linear system \( \dot{x}(t) = (A(t) + \lambda I) x(t) \) is mean-stable. Therefore, by Proposition 1, we can find positive vectors \( v_i \in \mathbb{R}^n \) such that \( v_i^T (A_i + \lambda I) + \sum_{j=1}^M \pi_{ij} v_j^T < 0 \), which is equivalent to (14). The other direction of the statement can be proved in a similar way.

Let us prove Theorem 1.

Proof of Theorem 1: By Corollary 1 the Rate-Constrained Stabilization problem is equivalent to the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in \mathcal{V}} f_k(F_k, G_k, H_k) + \sum_{e \in \mathcal{E}} \phi_e(\Gamma_e) \quad (15a) \\
\text{subject to} & \quad v_i^T A_i + \sum_{j=1}^M \pi_{ij} v_j^T + \lambda v_i^T < 0, \quad (15b) \\
& \quad v_i > 0, \text{ for } i = 1, \ldots, M, \quad (15c) \\
& \quad (9)–(10). \quad (15d)
\end{align*}
\]

Notice that \( A_i \), defined in (7), can have negative diagonal entries, since \( F_k \) is a Metzler matrix. If this is the case, the constraint in (15b) cannot be written as a posynomial inequality. To overcome this issue, for each \( k = 1, \ldots, N \), we use the following transformation

\[
\tilde{F}_k = F_k + \Delta_k, \quad (16)
\]

where \( \Delta_k \) is given in Assumption 5. In fact, if the triple \((F_k, G_k, H_k)\) is a feasible solution of (15), then \( f_k(\tilde{F}_k, G_k, H_k) = f_k(F_k, G_k, H_k) \) is well-defined, which shows that \( \tilde{F}_k \) is positive because \( f_k \) is a posynomial.

Then, we show that (15b) is equivalent to (15b), as follows.

Noting that the transformation (16) and the definition of \( \tilde{A}_i = A_i + \sum_{k=1}^N \Delta_k \), we can rewrite the constraint (15b) as

\[
v_i^T \tilde{A}_i - v_i^T \sum_{k=1}^N \Delta_k + \pi_{ii} v_i^T + \sum_{j \neq i} \pi_{ij} v_j^T + \lambda v_i^T < 0.
\]

Adding \( \delta v_i^T \) to both sides of the above inequality, we obtain (13b). Also, the equivalence between the objective functions (15a) and (15b) is obvious from their definitions. In the same way, we can observe that the constraints (9)–(10) are equivalent to the constraints (13c)–(13e). Therefore, we conclude that the optimization problems (15) and (13) are equivalent.

Finally, as mentioned in Remark 2, the optimization problem in (13) is indeed a matrix geometric program.

Theorem 1 allows us to find the cost-optimal network design to stabilize the system at a desired decay rate, assuming the feasible set defined by (13b)–(13e) is not empty. Similarly, the following theorem introduces a geometric program to solve the Budget-Constrained Stabilization problem.

Theorem 2: The network design that solves Problem I-B is described by the set of subsystems \((\{F_k^*, G_k^*, H_k^*\})_{k \in \mathcal{V}}\) with \( F_k^* = \tilde{F}_k^* - \Delta_k \), and the coupling matrices \( \{\Gamma_e^*\}_{e \in \mathcal{E}} \), where the starred matrices are the solutions to the following matrix geometric program:

\[
\begin{align*}
\text{minimize} & \quad 1/\lambda \quad (17) \\
\text{subject to} & \quad (13b)–(13e) \text{ and,} \\
& \quad \sum_{k \in \mathcal{V}} \hat{f}_k(\tilde{F}_k, G_k, H_k) + \sum_{e \in \mathcal{E}} \phi_e(\Gamma_e) \leq R. \quad (18)
\end{align*}
\]

Proof: Using Corollary 1 we can formulate the Budget-Constrained Stabilization problem as the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \lambda \quad (18) \\
\text{subject to} & \quad (9)–(10), (15b), (15c), \lambda > 0, \text{ and } R \leq \bar{R}.
\end{align*}
\]

Notice that maximizing \( \lambda \) is equivalent to minimizing \( 1/\lambda \), since \( \lambda > 0 \). The rest of the proof is similar to the proof of Theorem 1 and we limit ourselves to remark the main steps. First, we use the transformation in (16) to show that the optimization problem (18) is equivalent to (17). Then, by Lemma 1, we can conclude that the optimization problem (17) is indeed a matrix geometric program.
Remark 4: Using a discrete-time counterpart of Proposition \[1\], one could easily establish discrete-time analogues of Theorems \[1\] and \[2\] in a straightforward manner (see, e.g., the stability characterizations of discrete-time positive Markov jump linear systems in \[22\] Theorem 1 and \[13\] Theorem 3.4).

V. Optimal Network Design for Disturbance Attenuation

In Section \[IV\] we have introduced an optimization framework, based on geometric programming, to solve both the Budget-Constrained and the Rate-Constrained Stabilization problems described in Subsection III-C. In this section, we extend our analysis to design networks from the point of view of disturbance attenuation.

In the case of studying disturbance rejection problems, we consider the following collection of linear time-invariant subsystems:

\[
\begin{aligned}
x_k &= F_k x_k + G_{k,1} w_k + G_{k,2} u_k, \\
z_k &= H_{k,1} x_k + J_{k,11} w_k + J_{k,12} u_k, \\
y_k &= H_{k,2} x_k + J_{k,21} w_k,
\end{aligned}
\]

where \( k = 1, \ldots, N \). The signals \( w_k: \mathbb{R} \rightarrow \mathbb{R}^{r_k} \) and \( z_k: \mathbb{R} \rightarrow \mathbb{R}^{r_k} \) are, respectively, the disturbance input and the performance output. We assume that subsystems are linearly interconnected, as described by \( 5 \), and that the following positivity assumption holds:

Assumption 4: For every \( k \in \mathcal{V}, F_k \) is Metzler and \( G_{k,1}, G_{k,2}, H_{k,1}, H_{k,2}, J_{k,11}, J_{k,12}, J_{k,21} \) are nonnegative.

In the following subsections, we propose a framework to design switched networks of positive linear systems presenting an optimal disturbance attenuation. We measure the attenuation by comparing the \( L_1 \) norms of the performance output and the disturbance input. (We use the \( L_1 \) norm because it is specially amenable in our optimization framework.) For this purpose, in Subsection V-A we first analyze the \( L_1 \)-gain of a general positive Markov jump linear system. Then, we reduce the optimal design problems to geometric programs in Subsection V-B.

A. \( L_1 \)-gain Analysis of Positive Markov Jump Linear Systems

Consider the Markov jump linear system \( \Sigma \) defined in \([2]\). We let \( \mathcal{L}_1(\mathbb{R}_+^p, \mathbb{R}_+^q) \) denote the space of Lebesgue integrable functions on \( \mathbb{R}_+ \) taking values in \( \mathbb{R}_+^q \). For any \( f \in \mathcal{L}_1(\mathbb{R}_+, \mathbb{R}_+^q) \), we define \( ||f||_{\mathcal{L}_1} = \int_0^\infty ||f(t)||_1 dt \). The definition below extends the concept of \( L_1 \)-stability (given in, e.g., \([2]\)) to Markov jump linear systems:

Definition 1: We say that \( \Sigma \) is \( L_1 \)-stable (in the input-output sense) if there exists \( \gamma > 0 \) such that, for all initial state \( \sigma_0 \) of the Markov process \( \sigma \) and \( w \in \mathcal{L}_1(\mathbb{R}_+, \mathbb{R}_+^q) \), we have that the expectation \( E[z] \in \mathcal{L}_1(\mathbb{R}_+, \mathbb{R}_+^q) \) and \( ||E[z]||_{\mathcal{L}_1} < \gamma ||w||_{\mathcal{L}_1} \), when \( x_0 = 0 \). If \( \Sigma \) is \( L_1 \)-stable then its \( L_1 \)-gain, denoted by \( ||\Sigma||_{\mathcal{L}_1} \), is defined by \( ||\Sigma||_{\mathcal{L}_1} = \sup_{w \in \mathcal{L}_1(\mathbb{R}_+, \mathbb{R}_+^q)} \frac{||E[z]||_{\mathcal{L}_1}}{||w||_{\mathcal{L}_1}} \).

In this subsection, we prove the following theorem, which reduces the analysis of the \( L_1 \)-gain of a positive Markov jump linear system to a linear program.

Theorem 3: Assume that the Markov jump linear system \( \Sigma \) defined in \([2]\) is positive. For any \( \gamma > 0, \Sigma \) is internally mean-stable and \( ||\Sigma||_{\mathcal{L}_1} < \gamma \), if and only if there exist positive vectors \( v_1, \ldots, v_M \in \mathbb{R}_n^q \) such that

\[
v^\top A_i + \sum_{j=1}^M \pi_{ij} v^\top_j + 1^\top_i C_i < 0, \quad v^\top_i B_i + 1^\top_i D_i < \gamma 1^\top_i, \quad (20)
\]

for every \( i \in \{1, \ldots, M\} \).

In order to prove Theorem 3 we first quote some basic facts on positive linear systems and, then, prove two useful lemmas.

Proposition 2 \([7], [10]\): Assume that the linear time-invariant system in \([1]\) is positive and let \( \gamma > 0 \) be arbitrary. The following statements are equivalent:

1. The system \([1]\) is stable and its \( L_1 \)-gain is less than \( \gamma \).
2. \( A \) is Hurwitz stable and \( 1^\top_i (D - CA^{-1}B) - 1^\top_i \sigma < 0 \).
3. There exists a positive vector \( v \in \mathbb{R}_n^q \) satisfying

\[
v^\top A + 1^\top_i C < 0, \quad v^\top B - \gamma 1^\top_i + 1^\top_i D < 0.
\]

In order to study the \( L_1 \)-gain in the Markovian case, we introduce \{0, 1\}-valued stochastic processes \( \xi_1, \ldots, \xi_M \), defined as

\[
\xi_i(t) = \begin{cases} 1, & \sigma(t) = i, \\
0, & \text{otherwise},
\end{cases}
\]

for every \( i \) and \( t \), and define the vector \( \xi = (\xi_1, \ldots, \xi_M)^\top \).

Following the steps in the proof of \([14]\) Proposition 5.3, one can prove that:

\[
\frac{d}{dt} E[\xi \otimes x] = AE[\xi \otimes x] + B(E[\xi] \otimes w), \quad E[\xi \otimes x] = CE[\xi \otimes x] + D(E[\xi] \otimes w),
\]

where \( A \) is defined in Proposition 1, \( B = \bigoplus_{i=1}^M B_i, C = \bigoplus_{i=1}^M C_i, \) and \( D = \bigoplus_{i=1}^M D_i \). We can then prove the following useful lemma:

Lemma 2: If \( \Sigma \) is positive and internally mean-stable, \( x_0 = 0 \), and \( w(t) \geq 0 \) for every \( t \geq 0 \), then

\[
\int_0^\infty E[\xi \otimes z] \, dt = (D - CA^{-1}B) \int_0^\infty E[\xi] \otimes w \, dt. \quad (22)
\]

Proof: Assume that \( \Sigma \) is internally mean-stable and set \( x_0 = 0 \). Then, \( A \) is Hurwitz stable by Proposition 1. From \([21]\), it follows that \( E[\xi(t) \otimes z(t)] = \int_C C e^{At} B(E[\xi(s)] \otimes w(s)) \, ds + D(E[\xi(t)] \otimes w(t)) \). Since \( A \) is Hurwitz stable and, also, the functions \( C e^{At} B, E[\xi] \otimes z, \) and \( E[\xi] \otimes w \) are nonnegative, integrating this equation from 0 to \( t \) with respect to \( t \) gives \((22)\). 

Before we prove Theorem 3 we also prove the following lemma, which can provide alternative expressions for \( ||w||_{\mathcal{L}_1} \) and \( ||E[z]||_{\mathcal{L}_1} \):

3 A preliminary version of the theorem can be found in \([13]\). Also, we remark that the theorem is a continuous-time counterpart of \([22]\) Theorem 2.
Lemma 3: Assume that \( \Sigma \) is positive. If \( x_0 = 0 \) and \( w(t) \geq 0 \) for every \( t \geq 0 \), then
\[
\int_0^\infty \| w(t) \|_1 \, dt = \mathbb{1}^\top_{M_\ast} \int_0^\infty (E[\xi] \otimes w) \, dt, \tag{23}
\]
\[
\int_0^\infty \| E\{z(t)\} \|_1 \, dt = \mathbb{1}^\top_{M_\ast} \int_0^\infty E[\xi \otimes z] \, dt. \tag{24}
\]

Proof: We only give the proof of the second equation (24), since the proof of the first one is identical. From the assumptions in the statement of the lemma, we have that \( z(t) \geq 0 \) for every \( t \geq 0 \) with probability one. Therefore, by the linearity of expectations, the identity \( |v|_1 = \mathbb{1}^\top_n v \) that holds for a general \( v \in \mathbb{R}^n \), and the fact that \( \mathbb{1}^\top_{M_\ast} \xi = 1 \), we can show that
\[
\mathbb{1}^\top_{M_\ast} E\{\xi(t) \otimes z(t)\} = \mathbb{1}^\top_{M_\ast} E\{\mathbb{1}^\top_{M_\ast} \xi(t)\} \mathbb{1}^\top_{M_\ast} E\{z(t)\} = \mathbb{1}^\top_{M_\ast} E\{z(t)\}. \]
Integrating the both sides of this equation with respect to \( t \) from 0 to \( \infty \), we obtain (24). \( \Box \)

We now have the elements needed to prove Theorem 3.

Proof of Theorem 3 First assume that \( \Sigma \) is internally mean-stable, and \( |\Sigma|_1 < \gamma \). Then, \( A \) is Hurwitz stable by Proposition 1 and, therefore, invertible. Thus, the vector \( \eta = \mathbb{1}^\top_{M_\ast} (D - \gamma C A^{-1} \mathbb{1}) - \mathbb{1}^\top_{M_\ast} \) is well-defined. Let us show below that \( \eta < 0 \). Take \( \epsilon > 0 \) such that \( |\Sigma|_1 < \gamma - \epsilon \). Then, for every initial state \( x_0 \) and \( w \in L_1(\mathbb{R}^+, \mathbb{R}^n) \), if \( x_0 = 0 \), then \( E\{z\} \in L_1(\mathbb{R}_+^+, \mathbb{R}^n) \) and \( \| E\{z\}\|_{L_1} < (\gamma - \epsilon) \| w \|_{L_1} \). Therefore, by Lemma 3, we have that \( \mathbb{1}^\top_{M_\ast} \int_0^\infty \| E\{\xi \otimes z\} \|_1 \, dt < (\gamma - \epsilon) \mathbb{1}^\top_{M_\ast} \int_0^\infty (E[\xi] \otimes w) \, dt \). Then, by (22), we obtain
\[
\left( \eta + \epsilon \mathbb{1}^\top_{M_\ast} \right) \int_0^\infty (E[\xi] \otimes w) \, dt < (25).
\]

Now, let \( 1 \leq i \leq M \) and \( 1 \leq j \leq s \) be arbitrary. Let \( e_i \) and \( f_j \) be the \( i \)-th and \( j \)-th standard unit vectors in \( \mathbb{R}^M \) and \( \mathbb{R}^n \), respectively. Let \( \sigma_0 = i \) and, for every \( \tau > 0 \), define \( \tau = \tau \chi(0.1/\tau) \mathbb{1}_{f_j} \in L_1(\mathbb{R}^+ \times \mathbb{R}^n) \), where \( \chi \) denotes the indicator function of the subset \( S \subseteq \mathbb{R} \). Notice that, by a standard argument in distribution theory, the function \( \tau \mapsto \tau \chi(0.1/\tau) \) converges to the Dirac delta function as \( \tau \to \infty \) in the space of distributions. Thus, in the limit of \( \tau \to \infty \), we obtain
\[
\int_0^\infty (E[\xi(0)] \otimes w) \, dt = (E[\xi(0)] \otimes w),
\]
which is the case that \( \eta + \epsilon \mathbb{1}^\top_{M_\ast} \leq 0 \). Since \( i \) and \( j \) are arbitrary, it must be the case that \( \eta + \epsilon \mathbb{1}^\top_{M_\ast} \leq 0 \) and, hence, \( \eta < 0 \) (as we wanted to prove).

Since \( \eta < 0 \), by Proposition 2 there exists a positive \( v \in \mathbb{R}^{M \times n} \) such that
\[
v^\top A + \mathbb{1}^\top_{M_\ast} C < 0, \quad v^\top B - \gamma \mathbb{1}^\top_{M_\ast} + \mathbb{1}^\top_{M_\ast} D < 0. \tag{26}
\]
Then, from the definition of the matrix \( A \) (see Proposition 1), it is easy to see that the inequalities (20) are satisfied by the positive vectors \( v_1, \ldots, v_M \in \mathbb{R}^n \) given by
\[
v = (v_1^\top, \ldots, v_M^\top)^\top. \tag{27}
\]
This completes the proof of the necessity part of the theorem.

On the other hand, assume that there exist positive vectors \( v_1, \ldots, v_M \in \mathbb{R}^n \) such that (20) holds. Then we can see that the positive vector \( v \in \mathbb{R}^{M \times n} \) determined by (27) satisfies (26). Therefore, by Proposition 2, the linear time-invariant positive system \((A, B, C, D)\) is stable. Thus, \( A \) is Hurwitz stable and, by Proposition 1, the Markov jump linear system \( \Sigma \) is internally mean-stable. We need to show that \( |\Sigma|_1 < \gamma \). Let \( \sigma_0 \) and \( w \in L_1(\mathbb{R}^+, \mathbb{R}^n) \) be arbitrary and set \( x_0 = 0 \). Let \( z \) denote the corresponding trajectory of \( \Sigma \). From (24) and (22), it follows that
\[
\int_0^\infty \| E\{z(t)\} \|_1 \, dt = \mathbb{1}^\top_{M_\ast} (D - \gamma C A^{-1} \mathbb{1}) \int_0^\infty (E[\xi] \otimes w) \, dt. \tag{28}
\]
Since the positive linear time-invariant system \((A, B, C, D)\) is stable, Proposition 2 shows that there exists an \( \epsilon > 0 \) satisfying \( \mathbb{1}^\top_{M_\ast} (D - \gamma C A^{-1} \mathbb{1}) \) \( \leq (\gamma - \epsilon) \mathbb{1}^\top_{M_\ast} \). This inequality, (28), and (23) yield that \( \int_0^\infty \| E\{z(t)\} \|_1 \, dt < (\gamma - \epsilon) \| w \|_{L_1} \). This proves \( E\{z\} \in L_1(\mathbb{R}^+, \mathbb{R}^n) \) and therefore the \( L_1 \)-stability of \( \Sigma \). Moreover it is clear that \( |\Sigma|_1 \leq \gamma - \epsilon < \gamma \). This completes the proof of the theorem. \( \Box \)

B. Optimal Network Design for Disturbance Attenuation

In this subsection, we use Theorem 3 to solve the network design problems involving disturbance attenuation using geometric programming. First, we use the generalized Kronecker product to rewrite the dynamics of the network of subsystems in (19), coupled according to (5), as a Markov jump linear system. In particular, the network dynamics, denoted again by \( N \), admits an expression of the form in (2) using the following matrices:
\[
A_i = \bigoplus_{k=1}^N F_k + \bigoplus_{k=1}^N G_{k,2} \left\{ G_i \otimes \Gamma(k,\ell) \right\}_{k,\ell}, \quad B_i = \bigoplus_{k=1}^N H_k,1 + \bigoplus_{k=1}^N J_{k,21}, \quad C_i = \bigoplus_{k=1}^N J_{k,12} + \bigoplus_{k=1}^N K_{i,\ell}, \quad D_i = \bigoplus_{k=1}^N J_{k,11} + \bigoplus_{k=1}^N K_{i,\ell}. \tag{29}
\]

Therefore, the \( L_1 \)-gain of the switched network of linearly coupled subsystems is well defined. We can then rigorously state Problem II-A, as follows:

Problem II-A (Gain-Constrained Disturbance Attenuation): Given a desired \( L_1 \)-gain, denoted by \( \tilde{\gamma} > 0 \), design the nodal dynamics \( \{F_k, G_k, H_k\}_{k \in \mathcal{V}} \) and the coupling matrices \( \{\Gamma_k\}_{k \in \mathcal{E}} \) such that the global network dynamics \( N \) is mean-stable and its \( L_1 \) disturbance attenuation gain is less than \( \tilde{\gamma} \), while the implementation cost \( R \) defined in (5) is minimized and the feasibility constraints (9) are satisfied.

The next theorem shows that this problem can be solved via geometric programming:

Theorem 4: The network design that solves Problem II-A is defined by the set of subsystems \( \{F_k^*, G_k^*, H_k^*\}_{k \in \mathcal{V}} \) with \( F_k^* = F_k^ - \Delta_k \), and the coupling matrices \( \{\Gamma_k^*\}_{k \in \mathcal{E}} \) where the starred matrices are the solutions to the following matrix
geometric program:

\[
\begin{align*}
    \text{minimize} & \quad \sum_{k \in V} \sum_{\ell=1}^{N} g_k(t) x_k(t) + \sum_{\ell=1}^{N} \epsilon_k w_k(t) \\
    \text{subject to} & \quad \dot{x}_k(t) = -\delta_k x_k(t) + \beta_k \sum_{\ell=1}^{N} g_{k,\ell}(t) x_{\ell}(t) + \epsilon_k w_k(t),
\end{align*}
\]

for \( k \in [N] \), where \( x_k(t) \) is a scalar variable representing the probability that node \( k \) is infected at time \( t \). The parameter \( \delta_k > 0 \), called the recovery rate, indicates the rate at which node \( k \) would be cured from a potential infection. The parameter \( \beta_k > 0 \), called the infection rate, indicates the rate at which the infection is transmitted to node \( k \) from its infected neighbors. The exogenous signal \( \epsilon_k \) is a constant and \( w_k \) is an \( \mathbb{R}_+ \)-valued function, is introduced to explain possible transmission of infection from outside of the network. The entries of the time-varying adjacency matrix of the contact network are \( g_{k,\ell}(t) \in \{0, 1\} \), for \( \ell = 1, \ldots, N \).

We consider the following epidemiological problem [17]: Assume we have access to vaccines that can be used to reduce the infection rates of individuals in the network, as well as antidotes that can be used to increase their recovery rates. Assuming that both vaccines and antidotes have an associated cost, how would you distribute vaccines and antidotes throughout the individuals in the network in order to eradicate an epidemic outbreak at a given exponential decay rate while minimizing the total cost? We state this question in rigorous terms below and present an optimal solution using geometric programming. Let \( c_1(\beta_k) \) and \( c_2(\delta_k) \) denote the costs of tuning the infection rate \( \beta_k \) and the recovery rate \( \delta_k \) of agent \( k \), respectively. We assume that these rates can be tuned within the following feasible intervals:

\[
0 < \beta_k \leq \bar{\beta}_k, \quad 0 < \delta_k \leq \bar{\delta}_k.
\]

VI. NUMERICAL SIMULATIONS

In this section, we illustrate our network design framework to stabilize the dynamics of a disease spreading in a time-varying network of individuals. We consider a popular networked dynamic model from the epidemiological literature, the networked Susceptible-Infected-Susceptible (SIS) model [20]. According to this model, the evolution of the disease in a networked population can be described as:

\[
\dot{x}_k(t) = -\delta_k x_k(t) + \beta_k \sum_{\ell=1}^{N} g_{k,\ell}(t) x_{\ell}(t) + \epsilon_k w_k(t),
\]

Problem I: Assume \( \epsilon_k = 0 \) for every \( k \in [N] \). Given a desired decay rate \( \lambda > 0 \), tune the spreading and recovery rates \( \{\beta_k\}_{k=1}^{N} \) and \( \{\delta_k\}_{k=1}^{N} \) in the network such that the disease modeled in (30) is eradicated at an exponential decay rate of \( \lambda \) and a minimum cost \( R = \sum_{k=1}^{N} c_1(\beta_k) + c_2(\delta_k) \), while satisfying the box constraints in (31).

We can transform the above problem into a Rate-Constrained Stabilization problem as follows. It is easy to see that the systems (30) form a network of positive linear systems \( \dot{x}_k(t) = -\delta_k x_k(t) + \beta_k u_k + \epsilon_k w_k \) with the coupling \( u_k(t) = \sum_{\ell=1}^{N} g_{k,\ell}(t) x_{\ell}(t) \). We set \( f_k(F_k, G_k, H_k) = c_2(-F_k) \) for each \( k \in [N] \) and \( \phi_{(k,\ell)} = c_1/d_k \) for each \( (k,\ell) \in \mathcal{E} \) where \( d_k \) is the indegree of vertex \( k \) defined by \( d_k = |\{\ell \in [N] : (k,\ell) \in \mathcal{E}\}| \). For illustration purposes, we use the set of cost functions proposed in [17]:

\[
\begin{align*}
    c_1(\beta_k) &= \frac{\beta_k^{-1} - \bar{\beta}_k^{-1}}{\bar{\beta}_k^{-1} - \beta_k^{-1}}, \quad c_2(\delta_k) = \frac{(1 - \delta_k)^{-1} - (1 - \bar{\delta}_k)^{-1}}{(1 - \delta_k)^{-1} - (1 - \bar{\delta}_k)^{-1}}.
\end{align*}
\]
Notice that $c_1$ is decreasing, $c_2$ is increasing, and the range of $c_1$ and $c_2$ are both $[0,1]$. In this particular example, we let $d_{k,1} = \Delta_k = 1$ for every $k \in [N]$. Then, it follows that

$$f_k(\bar{F}_k, G_k, H_k) = \bar{F}_k^{-1} (1 - \delta_k)^{-1} (1 - \delta_k)^{-1} - (1 - \delta_k)^{-1}.$$

We can ignore the negative constant term $-(1 - \delta_k)^{-1}$ in the numerator of $f_k$, since it only changes the value of the total cost $R$ by a fixed constant (while the optimal allocation is unchanged). For the same reason, we can ignore the negative constant $-\beta_k$ in the numerator of $\phi_{(k,\ell)}$. Notice that, after ignoring these constant terms, the functions $f_k$ and $\phi_{(k,\ell)}$ are polynomials and, hence, Assumption 3 holds true. Notice also that, since $\beta_k$ does not depend on $\ell$, we need the additional constraints $\Gamma_{(k,1)} = \cdots = \Gamma_{(k,N)}$, which can be implemented using these additional monomial constraints:

$$\Gamma_{(k,1)}/\Gamma_{(k,\ell)} = 1, \; \ell = 2, \ldots, N.$$

Once the costs functions are defined, let us consider a particular model of network switching to illustrate our results. Consider a set of agents $1, \ldots, N$ divided into $h$ disjoint subsets called Households. Each Household has exactly one agent called a Worker. The set of Workers is further divided into $w$ disjoint subsets called Workplaces. We assume that the topology of the contact network switches between three possible graphs. In the first contact graph $G_1$, a pair of agents are adjacent if they are in the same household. The second graph $G_2$ is a random graph in which any pair of Workers are adjacent with probability $p = 0.3$, independently of other interactions. We also assume that non-Worker agents are adjacent if they belong to the same Household. The third graph $G_3$ is a collection of disconnected $h + w$ complete subgraphs. In particular, we have $w$ complete subgraphs formed by disjoint sets of Workers sharing the same Workplace, and $h$ complete subgraphs formed by sets of non-Workers belonging to the same Household.

We consider the case in which the topology of the network switches according to a Markov process $\sigma$ taking its values in the set $\{1, 2, 3, 2\}$ with the following infinitesimal generator:

$$\Pi = \begin{bmatrix}
-1/13 & 1/13 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & -1/9 & 1/9 \\
1 & 0 & 0 & -1
\end{bmatrix}.$$  \hspace{1cm} (32)

This choice reflects Workers’ simplified schedule: 13 hours of stay at home (6 PM–7 AM), 1 hours of commute (7 AM–8 AM), 9 hours of work (8 AM–5 PM), and 1 hour of commute (5 PM–6 PM).

In this setup, we find the optimal allocation of resources to control an epidemic outbreak for the following parameters. First, we randomly generate a set of $n = 247$ agents with $h = 71$ Workers (as many as Households) and $w = 10$ Workplaces. We let $\beta_k = 0.01$, $\beta_k = 0.05$, $\delta_k = -0.5$, $\delta_k = -0.1$, and $\epsilon_k = 0$. We then solve the Rate-Constrained Stabilization problem with $\lambda = 0.01$ using Theorem 1 and obtain the optimal investment strategy with total cost of $R = 54.38$.

Fig. 4 is a scatter plot showing the relationship between the investments on $\delta_k$ (corrective actions) and $\beta_k$ (preventive actions) for each agent. We can see that, in order to maximize the effectiveness of our budget, we need to invest heavily on Workers, in particular on those belonging to larger Workplaces.

Figs. 2 and 3 show the infection probabilities $x_k(t)$ starting from $t = 8$, when Workers start working. We choose the vector of initial probabilities of infection, $x_k(8)$, at random from the set $\{0,1\}^N$. Each curve represents the evolution in the probability of infection of an agent over time. The dashed vertical lines indicate the times when the graph changes. We are also including a dashed curve representing $E[\|x(t)\|]$ when $\sigma$ follows the Markov process with the infinitesimal generator (32).

In a second example, we randomly set $\epsilon_k$ to be either 0 or 1 for each $k \in [N]$, and solve Gain-Constrained Disturbance Attenuation problem with the disturbance attenuation constraint $\sup_{x \in L_1(\mathbb{R}_+ \times \mathbb{R}_+^N)} (\|E[|x|]\| \|z_n\|/\|w\| \|z_n\|) < \bar{\gamma} = 40$. We use the same cost functions as in our first example. Using Theorem 4, we obtain the optimal values of $\beta_k$ and $\delta_k$ with
Investment on $\beta_k$ and illustrated our approach by solving the problem of disturbance attenuation. We have developed new theoretical performance constraints, in particular, stabilization rate and cost-optimal network design satisfying certain budget and feasibility constraints associated with these network elements, which we have modeled using posynomial cost functions and inequalities, respectively. In this context, we have studied several design problems aiming at finding the relationship between the investments on $\delta_k$ and $\beta_k$. We can observe different patterns of resource allocation for agents with and without disturbance; in general, those with disturbance receive more allocation for corrective resources, while those without disturbance do more for preventive resources.

VII. CONCLUSIONS

In this paper, we have proposed an optimization framework to design the subsystems and coupling elements of a time-varying network to satisfy certain structural and functional requirements. We have assumed there are both implementation costs and feasibility constraints associated with these network elements, which we have modeled using posynomial cost functions and inequalities, respectively. In this context, we have studied several design problems aiming at finding the cost-optimal network design satisfying certain budget and performance constraints, in particular, stabilization rate and disturbance attenuation. We have developed new theoretical tools to cast these design problems into geometric programs and illustrated our approach by solving the problem of stabilizing a viral spreading process in a time-switching contact network.
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