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Abstract

Quantum state discrimination underlies various applications in quantum information processing tasks. It essentially describes the distinguishability of quantum systems in different states, and the general process of extracting classical information from quantum systems. It is also useful in quantum information applications, such as the characterisation of mutual information in cryptographic protocols, or as a technique to derive fundamental theorems in quantum foundations. It has deep connections to physical principles such as relativistic causality. Quantum state discrimination traces a long history of several decades, starting with the early attempts to formalise information processing of physical systems such as optical communication with photons. Nevertheless, in most cases, optimal strategies of quantum state discrimination remain unsolved, and related applications are valid in some limited cases only. The present review aims to provide an overview on quantum state discrimination, covering some recent progress, and addressing applications in some selected topics. This review serves to strengthen the link between results in quantum state discrimination and quantum information applications, by showing the ways in which the fundamental results are exploited in applications and vice versa.

1 Introduction

Quantum information science arises from the need to seek for faster and more efficient means of processing information and computation. However, in order to exploit quantum
mechanical features of photons, atoms and molecules for information processing, a deeper understanding of the physics behind these microscopic systems is essential.

The information embedded in quantum mechanical systems are fully described by their quantum states. Unlike their classical counterparts, unknown quantum states cannot be copied perfectly\cite{1, 2} (no-cloning theorem). Moreover, by exploiting the quantum entanglement of these quantum states, it is possible to obtain quantum correlations with no classical equivalence \cite{3}. Entangled quantum states violate local realistic descriptions of Nature and cannot be described by any hidden variable theories \cite{4, 5}. However, these intriguing features and properties of quantum mechanical states can be harnessed for various cryptographic protocols giving rise to the whole field of quantum cryptography. Indeed, the no-cloning theorem discovered in 80’s lends further weight to the argument that exploiting quantum communication would enhance the level of security \cite{1}.

In fact, the fundamental properties that make such quantum applications possible are also closely related to the fact that non-orthogonal quantum states cannot be discriminated perfectly. If quantum state discrimination were perfect, it would lead directly to the contradiction that quantum cloning could be done perfectly, or that quantum entanglement could lead to instantaneous communication \cite{4}. Thus, state discrimination lies at the heart of some of these quantum applications.

The indistinguishability of quantum states is also implicit within the postulates of quantum theory. Indeed, long before the interest in quantum information started, it was found that optimal quantum state discrimination as well as measurement strategies could be studied rigorously and cast into firm mathematical foundation\cite{7, 8, 9}. Historically, these studies were motivated by the development of optical communication in the seventies.

The best strategy adopted for quantum state discrimination depends largely on the figure of merit used, for instance, see reviews \cite{10, 11, 12, 13, 14}. In some applications, one may wish to minimize the average errors that occur in a state discrimination task, and in others, one would like to maximised the confidence level of detection events in the measurement. Different strategies adopted may lead to different outcomes. Nonetheless, there are always consistencies amongst these strategies, e.g. the the strategy for maximum confidence level in state discrimination is really equivalent to the strategy for the minimum-error discrimination if an average over the given states is taken, or to the strategy for unambiguous state discrimination if the given states are linearly independent.

In recent years, the need for quantum state discrimination appears widely in quantum information processing and also in the study on the foundation of quantum theory. For instance, it is a key tool to obtain a no-go theorem for an interpretation of quantum states \cite{15}. In addition, the characterisation of the indistinguishability of quantum states has also been studied from a more fundamental perspective, in the so-called \$\psi\$-epistemic theories \cite{16} and generalised probabilistic theories \cite{17}. Quantum state discrimination is also needed for the search for a dimension witness of quantum systems \cite{18} as well as an operational interpretation of conditional mutual entropy \cite{19}.

Optimal quantum state discrimination is generally difficult apart from the case of two-state discrimination. However, there has been much progress in recent years towards the subject. For instance, an analytic solution for the discrimination of qubit states assigned
The goal of this current review is to provide a fairly comprehensive introduction to quantum state discrimination and its various applications. It is hoped that some of these new results of state discrimination may lead to new insights in other issues in quantum information science and vice versa. In Sec. 2, we first review various methods of quantum state discrimination and the recent progress along the line. In particular, there are a number of applications based on two-state minimum-error discrimination. In Sec. 3, we cover selected results obtained recently in quantum information theory where state discrimination has been exploited as a major tool, such as in interpretation of quantum states in foundation and as dimension witness for device-independent quantum information processing. In Sec. 4, we address contexts where optimal state discrimination is characterized by information-theoretic quantities and also physical principles. Finally, in Sec. 5, we summarize our report and make a few concluding remarks.

2 Discrimination of Quantum States

Quantum state discrimination can be regarded as a game involving two parties, typically called Alice and Bob: Alice first prepares a quantum state and send it to Bob and then Bob applies appropriate measurement. An important assumption in this exchange is that the two parties make prior arrangement concerning the set of quantum states. Bob’s goal is to determine which state has been prepared by Alice knowing that the state received is taken from an \textit{a priori} agreed set of quantum states. The question now is how much one can learn about the state prepared through quantum measurement together with the classical knowledge available from \textit{a priori} information. This is a non-trivial problem since any measurement on a quantum system does not always reveal full information about the prepared system. Arbitrary set of quantum states need not be orthogonal and so they are generally not distinguishable from each other.

It is worth emphasising that indistinguishability of quantum states is not due to any lack of knowledge as in classical systems. Classical states are perfectly distinguishable from one another since they can be identified unambiguously. Indistinguishable classical states only mean that both preparation and measurement are described, due to the lack of knowledge, by probability distributions that overlap one another. Recently, it is shown that indistinguishability of quantum states cannot be explained by overlapping probability distributions of classical states \cite{16}. In short, indistinguishability of quantum states does not have a classical analogue.

Since quantum states cannot be discriminated perfectly, one naturally seeks an alternative option: by adopting a figure of merit, the discrimination scheme is designed and the measurement setting is then optimised. There are a number of figures of merit in quantum state discrimination, depending the application needed. For instance, measurements are applied in single-shot manner in which the states are measured one at a time as soon as they arrive, or performed repeatedly or adaptively on independent and identically distributed state preparation. Alternatively, the average error incurred in the discrimination scheme is minimised. Or, incorporating inconclusive outcomes, the measuring party can unambigu-
ously determine the prepared state. In this section, we review some of these methods for discriminating quantum states and their recent progress.

2.1 A basic setting

Let the state be taken from a $d$-level quantum system be denoted by a unit-trace positive operator $\rho$ on a $d$-dimensional Hilbert space $\mathcal{H}_d$. Let us also write the set of quantum states by $\mathcal{S}(\mathcal{H}_d)$. In short, the states, $\rho \in \mathcal{S}(\mathcal{H}_d)$, satisfies $\rho > 0$ and $\text{tr}\rho = 1$ on Hilbert space $\mathcal{H}_d$.

For the preparation, let $\{\rho_i\}_{i=1}^N$ denotes the set of $a$ priori quantum states that Alice and Bob have agreed at the beginning and $\{q_i\}_{i=1}^N$ be the corresponding $a$ priori probabilities, i.e. $\{q_i, \rho_i\}_{i=1}^N$ as the preparation process in which one of states $\{\rho_i\}_{i=1}^N$ is generated with $a$ priori probability $\{q_i\}_{i=1}^N$, respectively. Since one of the quantum states from the set is generated during the preparation step, it follows that $\sum_{i=1}^N q_i = 1$. If we do not know which quantum state is being produced, the state after the preparation process is described as a mixed state

$$\{q_i, \rho_i\}_{i=1}^N : \quad \rho = \sum_{i=1}^N q_i \rho_i, \quad \text{with}\quad \sum_{i=1}^N q_i = 1. \quad (1)$$

We depict the preparation scenario in Fig.(1), where Alice presses a button with the $a$ priori probability for generating her choice of a state from $\{\rho_i\}_{i=1}^N$.

Bob’s device for detecting Alice’s state should generally have $L$ output ports with $L \geq N$ i.e. no less than the number of possible states in the preparation. Depending on the figures of merit used, there are different optimal strategies for the measurement process. Quantum measurements are described by positive-operator-valued-measure (POVMs), or also called as probability-operator measurement (POM), which are positive operators $M_k \geq 0$ for $k = 1, \cdots, L$ that fulfill $\sum_{k=1}^L M_k = I$, i.e. a positive resolution of the identity operator. We should note that one can always find a method of realising such POVMs - at the very least, one may invoke Naimark’s extension, which says the extra resources can be involved as ancillary systems and projective measurements on the extra resources can provide a means to construct POVMs on given systems. In fact, it is interesting to study the behaviour of correlations between systems and ancillary systems, see also Refs. [20] and [21].

One can regard each POVM as an output port where a particular detection outcome happens. For instance, let $M_k$ denote the POVM corresponding to the $k$th port, then the detection event occurs with some probability, say $p(k)$ depending on how the measurement setting $\{M_k\}_{k=1}^N$ is constructed. In general, for a state $\rho_i$ generated in the preparation, detection event on $M_k$ happens with probability given by

$$p(k|i) = \text{tr}[M_k \rho_i], \quad \text{for} \quad k = 1, \cdots, L, \quad \text{and}\quad i = 1, \cdots, N. \quad (2)$$

One can also check the sum of probabilities is still unity, i.e. $\sum_{k=1}^L p(k|i) = 1$ since $\sum_{k=1}^L M_k = I$.

We next review some known methods for distinguishing quantum states, namely the minimum-error discrimination, unambiguous state discrimination, and maximum confidence
Figure 1: Two devices for preparation and measurement, respectively, are the building blocks in implementation of quantum state discrimination. The device for preparation generates a state $\rho_i$ with \emph{a priori} probability $q_i$ for some $i \in [1,N]$, and sends it to the other party for measurement. Once a system is generated and before measurement happens, the system is described by the probabilistic mixture of all possibilities. It can be described as $\rho = \sum_{i=1}^{N} q_i \rho_i$. Then, measurement is applied and produces a detection event, from which one can learn about the preparation.

discrimination. Note that we here focus and spend more on minimum-error state discrimination, that has been much developed recently, and refer to other excellent reviews Refs. \cite{10, 11, 12, 13, 14} for the others such as details of unambiguous discrimination and maximum confidence measurement, as well as some of experimental progress.

### 2.2 Minimum-error discrimination

The goal here is to minimise the average error (or maximise the success probability for the guess). The maximum success probability is called the guessing probability. During measurement, if a detection event happens at the $k$th output port, Bob concludes that Alice has prepared state $\rho_k$. Such an assignment cannot be perfect unless states $\{\rho_i\}_{i=1}^{N}$ are pairwise orthogonal. Otherwise, an error is incurred in the process.

As quantum measurement is described by POVMs, this optimisation over measurement devices requires a search for optimal and experimentally viable POVMs that can give rise the minimum error. We therefore seek for POVMs $\{M_k\}_{k=1}^{N}$ so that the detection event on each $M_k$ leads to the state $\rho_k$ with minimum average error:

$$\text{detection event on } M_k \rightarrow \rho_k \text{ is given.}$$

When the state $\rho_i$ is sent to the measurement device, the probability that a detection event occurs corresponding to the POVM $M_i$ is given by $\text{tr}[M_i \rho_i]$. Since each state $\rho_i$
appears with a priori probability, the probability of guessing a state $\rho_i$ correctly is given by $q_ip(i|i) = \text{tr}[M_ii_i\rho_i]$, see Figure (2). The guessing probability is then obtained by maximising the success probability of correct guesses:

$$p_{\text{guess}} = \max_M \sum_{i=1}^N q_i p(i|i) = \max_M \sum_{i=1}^N q_i \text{tr}[M_i\rho_i]$$

subject to $\sum_i M_i = I$, $\forall M_i \geq 0$, (4)

where $M$ denotes measurement. The minimum average probability that one fails to guess correctly a state is then $p_{\text{error}} = 1 - p_{\text{guess}}$. Note that Eq. (4) does not provide a simple recipe for arriving at the guessing probability. Moreover, in general, even if the guessing probability is obtained, it is still non-trivial to find the optimal measurements or its general properties. In short, the main task in minimum-error discrimination is to find both the optimal guessing probability and measurement.

The optimal measurement for minimum-error discrimination for a set of quantum states $\{q_i, \rho_i\}_{i=1}^N$ is in general not unique. Different sets of POVMs can give rise to the same guessing probability [22]. In some cases, a trivial guess can be made with just a priori knowledge and without further measurement [23]. In other cases, an optimal strategy may contain zero-valued POVM i.e. $M_i = 0$ for some states $\rho_i$ so that there is no output port associated with the measurement setting. From the point of experimental implementation, such a strategy reduces the experimental resources and specifies the minimum number of output ports associated with non-zero POVM elements. Note that the non-zero POVM in optimal measurement must be projectors [9, 8]. An optimal strategy for minimum-error discrimination is in general not easy to find, but in some specific applications, such an optimal discrimination strategy is readily obtained. As a general method, numerical optimisation are exploited, for instance, semidefinite programming [24]. This is feasible as long as the numerical method yields solutions within polynomial time.

### 2.2.1 Two-state discrimination

Discrimination between two quantum states is probably the only case where optimal discrimination is known without any imposing further assumptions[9]. Suppose that the two quantum states are chosen from the set $\{q_i, \rho_i\}_{i=1}^2$, and there are two output ports denoted by $\{M_1, M_2\}$. A detection event on each port $M_i$ for $i = 1, 2$ corresponds to a state $\rho_i$. Each state is prepared according to an a priori probability $q_i$ for $i = 1, 2$ and the probability of making a correct guess is given by $q_ip(i|i)$, see also Eq. (3). The guessing probability is obtained by maximising the average success probability over all possible measurements,

$$p_{\text{guess}} = \max_{\text{Measurement}} q_1 p(1|1) + q_2 p(2|2) = \text{tr}[K],$$

with $K = q_1 M_1\rho_1 + q_2 M_2\rho_2,$

where we have introduced an operator $K$, determined by optimising the POVMs. Since $M_1 + M_2 = I$, the operator $K$ can be shown to be

$$K = \left\{ \begin{array}{ll} q_2\rho_2 + M_1 X \\ q_1\rho_1 - M_2 X, \end{array} \right.$$

where $X = q_1\rho_1 - q_2\rho_2$. (5)
Figure 2: In minimum-error discrimination, there are $N$ inputs and $N$ outputs. During the preparation stage, one presses a button $i$ among $1, \cdots, N$ with probability $q_i$. This generates state $\rho_i$, which is sent to the measurement device. In the measurement device, there are $N$ output ports, one of which must show a detection event since a complete measurement is applied. Given that $\rho_i$ is generated, an output port $k$ shows a detection event with probability $p(k|i)$. Overall, the probability that one makes a correct guess once an output port $i$ is clicked is given by $q_i p(i|i)$.

By symmetrising the above expression, we get

$$K = \frac{1}{2}(q_1 \rho_1 + q_2 \rho_2) + \frac{1}{2}(M_1 - M_2)X.$$  

If we denote $M = M_1 - M_2$, we see that the POVMs $M_1 = (I + M)/2$ and $M_2 = (I - M)/2$, both of which must be non-negative, and the guessing probability can be obtained through the optimisation of a single parameter $M$ satisfying $-I \leq M \leq I$,

$$p_{\text{guess}} = \max_M \text{tr}[K] = \frac{1}{2} + \max_M \frac{1}{2} \text{tr}MX. \quad (6)$$

This optimal $M$ can be found by spectral decomposition of operator $X = q_1 \rho_1 - q_2 \rho_2$ into positive and negative parts.

Let us write the spectral decomposition of the operator by $X = \lambda_+ X_+ - \lambda_- X_-$ with positive (negative) projector $X_+$ ($X_-$) and $\lambda_+$ ($\lambda_-$) positive (negative) eigenvalue. This is always possible to do with given states $\{q_i, \rho_i\}_{i=1}^2$. The optimal choice is given by $M = X_+ - X_-$ with the guessing probability $p_{\text{guess}} = (1 + \lambda_+ + \lambda_-)/2$. In fact, in terms of the 1-norm,

$$\|X\|_1 = \sum_{i=\pm} |\lambda_i| = \text{tr}|X| = \text{tr}\sqrt{X^\dagger X}. \quad (7)$$
The guessing probability is then rewritten as,
\[ p_{\text{guess}} = \frac{1}{2} + \frac{1}{2} \| q_1 \rho_1 - q_2 \rho_2 \|_1. \] (8)

This is also known as the Helstrom bound [9]. From the optimal choice of \( M \), the optimal POVMs are
\[ M_1 = \frac{1}{2}(I + M) = X_+, \text{ and } M_2 = \frac{1}{2}(I - M) = X_- \] (9)

which form a projective measurement. It is also worth noting that the derivation above is strictly valid only for any two given quantum states.

2.2.2 Multiple state discrimination

For more than two states, optimal state discrimination is only solved in some limited cases where the given states possess certain symmetries or the dimension of the Hilbert space of the quantum states is small. For instance, optimal discrimination of multiple states is known for arbitrary qubit states that are given equal \textit{a priori} probabilities, or for "geometrically uniform" states. In this subsection, we review optimal discrimination of geometrically uniform states and mirror-symmetric states.

\textit{Geometrically uniform states}. Quantum states \( \{ \rho_i \}_{i=1}^{N} \) where \( \rho_i \in S(\mathcal{H}_d) \) are called geometrically uniform [25], see Fig. (3) if there exists a symmetry represented by unitary transformations \( U \) such that each state \( \rho_i \) is transformed to \( \rho_{i+1} \) by an application of the unitary for all \( i = 1, \cdots, M \):
\[ \rho_{i+1} = U \rho_i U^\dagger \text{ for all } i = 1, \cdots, M \text{ with } U^M = I \text{ and } \rho_{M+1} = \rho_1. \] (10)

To see how this symmetry can be exploited for state discrimination, let us consider \( d \) geometrically uniform states in a \( d \)-dimensional Hilbert space \( \mathcal{H}_d \) assuming the equal \textit{a priori} probability \( q_\alpha = 1/d \) for all \( \alpha = 0, \cdots, d - 1 \). In particular, we consider the following \( N \) copies of pure states
\[ \rho_\alpha = |\psi_\alpha\rangle\langle\psi_\alpha|^\otimes N, \text{ for } \alpha = 0, \cdots, d - 1, \text{ where } |\psi_\alpha\rangle = \sum_{n=0}^{d-1} c_n \exp(\frac{2\pi i}{d} n\alpha)|x_n\rangle, \] (11)

where \( \{|x_n\rangle\}_{n=0}^{d-1} \) is an orthonormal basis for Hilbert space \( \mathcal{H}_d \). These states are of particular interest as they have been considered in an optimal eavesdropping strategy in quantum key distribution [26]. The unitary transformations that finds the symmetry among the states is given by \( U^\otimes N \) where
\[ U = \sum_{m=0}^{d-1} \exp(\frac{2\pi i}{d} m)|x_m\rangle\langle x_m|, \text{ such that } U|\psi_\alpha\rangle = |\psi_{\alpha+1}\rangle, \forall \alpha \] (12)

With this unitary transform, one can find that \( (U^\otimes N)\rho_\alpha(U^\otimes N)^\dagger = \rho_{\alpha+1} \) for all \( \alpha = 0, \cdots, d - 1 \).
Given the symmetry, the eigenvalues of an equal mixture of the states, \( \rho = \alpha \rho_\alpha/d \), can be computed in an analytic way. For convenience, let us consider the case of \( N = 1 \) for now, and the properties apply to the other cases of \( N > 1 \). For the geometrically uniform states, one can find orthogonal basis spanning the support of those states explicitly as

\[
|x_n\rangle = \frac{1}{dc_n} \sum_\alpha \exp(-\frac{2\pi i}{d} n\alpha) |\psi_\alpha\rangle.
\]

Then, with equal probabilities \( q_\alpha = 1/d \), it holds that

\[
\rho = \frac{1}{d} \sum_\alpha |\psi_\alpha\rangle \langle \psi_\alpha | = \sum_n c_n^2 |x_n\rangle \langle x_n |.
\]

This simply shows a spectral decomposition of the state \( \rho \) with eigenvalues \( \{\lambda_\mu\}_{\mu=0}^{d-1} \)

\[
\lambda_\mu = c_\mu^2 = \frac{1}{d^2} \sum_{\alpha,\beta} \exp\left(\frac{2\pi i}{d} \mu(\beta - \alpha)\right) \langle \psi_\beta | \psi_\alpha \rangle,
\]

which are useful to find optimal discrimination. Note also a useful relation that

\[
\langle \psi_\beta | \psi_\alpha \rangle = \langle \psi_{(\alpha-\beta)} | \psi_0 \rangle.
\]

Then, following the method in Ref. [25], one then constructs a matrix \( \Phi = \sum_\gamma |\psi_\gamma\rangle \langle x_\gamma | \) and obtains the spectral decomposition for the optimal measurement. In fact, for the above geometrically uniform states, the matrix \( \Phi \) is diagonalised by a Fourier transformation,

\[
F|x_n\rangle = \frac{1}{\sqrt{d}} \sum_w \exp\left(-\frac{2\pi i}{d} uw\right) |x_w\rangle.
\]

The optimal POVM are \( \{M_j = |m_j\rangle \langle m_j|\}_{j=0}^{d-1} \) where

\[
|m_j\rangle = \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} \exp\left(\frac{2\pi i}{d} jk\right) |x_k\rangle.
\]

Note that the measurement is really an example of the square-root-measurement (or also called as “pretty good” measurement) [27, 28, 29, 22]. In this case, optimal POVMs fulfill the relation that \( M_j \propto \rho^{-1/2} |\psi_j\rangle \langle \psi_j | \rho^{-1/2} \) with the state preparation \( \rho = \sum_i q_i \rho_i \). With the optimal measurement, it is straightforward to compute the guessing probability,

\[
p_{\text{guess}} = \sum_{j=0}^{d-1} q_j \langle m_j | \psi_j \rangle^2 = \frac{1}{d} \sum_\mu c_\mu^2 = \frac{1}{d^2} \sum_\eta \left(\sum_m \exp\left(-\frac{2\pi i}{d} \eta m\right) \langle \psi_m | \psi_0 \rangle\right)^{1/2}.
\]

Coming back to the original consideration for states \( \{|\psi_\alpha\rangle \otimes N\}_{\alpha=0}^{d-1} \) with \( N > 1 \), the properties of geometrical uniform states in the above are also applied. These are geometrically uniform states with the symmetry given by the unitary transformation \( U^{\otimes N} \) with \( U \) in Eq. (12). Then, it is straightforward to compute the guessing probability as,

\[
p_{\text{guess}} = \frac{1}{d^2} \sum_\eta \left(\sum_m \exp\left(-\frac{2\pi i}{d} \eta m\right) \langle \psi_m | \psi_0 \rangle^N\right)^{1/2}.
\]

It is worth emphasizing that it is the inherent symmetry facilitates the computation of the guessing probability and the optimal measurement.
Figure 3: (A) Geometrically uniform states can be understood as a set of states forming a circle connected by a single unitary transformation $U$. There is a cyclic symmetry such that $U|\psi_i\rangle = |\psi_{i+1}\rangle$ with $U^N = I$. (B) Mirror-symmetric states in Eq. [13] are shown in the Bloch sphere. Note that two states $|\psi_1\rangle$ and $|\psi_2\rangle$ are obtained from state $|\psi_3\rangle = |+\rangle$, by rotating it with angle $\theta$ in opposite directions, respectively.

Mirror-symmetric states. Optimal discrimination has also been obtained for mirror-symmetric states. These are linearly dependent three states lying on an equator of the Bloch sphere

$$
|\psi_1\rangle = \cos \theta |+\rangle + \sin \theta |-\rangle \\
|\psi_2\rangle = \cos \theta |+\rangle - \sin \theta |-\rangle \\
|\psi_3\rangle = |+\rangle
$$

where two orthogonal basis are denoted by $|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$. These states are considered in Ref. [30] with a priori probabilities given by $q_1 = q_2 = p$ and $q_3 = 1 - 2p$. Mirror symmetry refers to the symmetry forms when the state $|\psi_3\rangle$ is rotated in opposite direction through the same angle $\theta$. The state preparation $\rho = \sum_i q_i \rho_i$ is invariant under the transformation $|+\rangle \rightarrow |+\rangle$ and $|-\rangle \rightarrow -|-\rangle$. The guessing probability is obtained as

$$
\text{if } p \geq p_*, \quad p_{\text{guess}} = p(1 + \sin 2\theta), \\
\text{if } p \leq p_*, \quad p_{\text{guess}} = \frac{(1 - 2p)(p \sin^2 \theta + 1 - 2p - p \cos^2 \theta)}{1 - 2p - p \cos^2 \theta}
$$

where $p_* = (2 + \cos \theta (\cos \theta + \sin \theta))^{-1}$. Note that the optimal measurement provided in Ref. [30] is not a square-root-measurement, nor does it attain the maximum guessing probability. Therefore, the example also shows that square-root-measurement is not a general optimal strategy for minimum-error discrimination.
2.2.3 A general approach

Although minimum-error discrimination was formalised several decades ago [9, 7, 8], analytical solution of optimal discrimination is only known in some specific cases. One such case is optimality condition which characterise optimal measurement and the guessing probability in general. Note that they were already obtained in earlier works by Holevo and Yuen [8, 7, 9].

Recently, a general approach for optimal state discrimination has been addressed by exploiting quantum state geometry [31]. The approach has been derived from the insight gained from the convex optimisation as a linear complementarity problem, more details can be found in Ref. [31].

Optimality conditions. The optimality conditions are a set of necessary and sufficient conditions for POVMs to be optimal measurements. For the given states \( \{q_i, \rho_i\}_{i=1}^{N} \), the POVM elements \( \{M_i\}_{i=1}^{N} \) provide a set of optimal measurements if and only if they satisfy [8, 7, 9]

\[
M_i(q_i \rho_i - q_j \rho_j) M_j = 0 \quad \forall \ i, j = 1, \cdots, N, \quad (15)
\]

\[
\sum_{i=1}^{N} q_i \rho_i M_i - q_j \rho_j \geq 0 \quad \forall \ j = 1, \cdots, N, \quad (16)
\]

These conditions can also be applied to a numerical optimisation scheme [32] where it is shown that the optimality conditions can be rewritten as,

\[
q_i \rho_i + r_i \sigma_i = K, \quad \forall \ i = 1, \cdots, N, \quad (17)
\]

\[
r_i \text{tr}[\sigma_i M_i] = 0 \quad \forall \ i = 1, \cdots, N. \quad (18)
\]

with the complementary states \( \{\sigma_i\}_{i=1}^{N} \), coefficients \( \{r_i \geq 0\}_{i=1}^{N} \), and a positive Hermitian operator \( K \) [31]. The two forms of optimality conditions are equivalent [31]. The optimal POVMs in Eq. (18) are orthogonal to corresponding complementary states. The guessing probability can be found from Eq. (17) so that, with the optimal POVMs \( \{M_i\}_{i=1}^{N} \), it follows that

\[
p_{\text{guess}} = \text{tr}\left[ \sum_{i} q_i \rho_i M_i \right] = \text{tr}\left[ \sum_{i} (q_i \rho_i + r_i \sigma_i) M_i \right] = \text{tr}[K \sum_{i} M_i] = \text{tr}[K]. \quad (19)
\]

In particular, \( K \) is the symmetry operator in that it is uniquely determined for a set of states even though the optimal POVMs are in general not unique. Moreover, the optimal discrimination is achieved once \( K \) is obtained for given states.

The optimality conditions in Eqs. (17) and (18) are not obtained directly from Eqs. (15) and (16). The conditions are derived from a linear complementarity problem in the context of convex optimisation. In convex optimisation, optimal state discrimination is described by the following optimisation problem:

\[
\begin{align*}
\text{(Primal)} \quad & \max \sum_{i=1}^{N} q_i \text{tr}[M_i \rho_i] \\
\text{subjec to} \quad & \sum_{i} M_i = I, \quad M_i \geq 0, \quad i = 1, \cdots, N \quad (20)
\end{align*}
\]
or, equivalently

\[(\text{Dual}) \quad \min \text{tr}[K] \quad \text{subject to } K \geq q_i \rho_i \quad i = 1, \cdots, N. \quad (21)\]

The former one is called a primal problem in the optimisation and the latter is its dual. In general, the two problems may not yield the same solution. When the condition of strong duality is satisfied, both problems give the same solution, i.e. the guessing probability can be obtained by solving any one of them.

There is an approach called linear complementarity problem (LCP) that generalises primal and dual problems:

\[
(\text{LCP}) \quad K = q_i \rho_i + r_i \sigma_i, \quad \text{for } i = 1, \cdots, N \quad (\text{Lagrangian stability}),
\]

\[
r_i \text{tr}[\sigma_i M_i] = 0, \quad \text{for } i = 1, \cdots, N \quad (\text{complementarity slackness}),
\]

\[
\sum_i M_i = I, \quad M_i \geq 0, \quad i = 1, \cdots, N
\]

\[
K \geq q_i \rho_i \quad i = 1, \cdots, N. \quad (22)
\]

These conditions are also known as the Karush-Kuhn-Tucker conditions. In this approach, the task is not really an optimisation problem but rather it is a search for suitable parameters, operator $K$ and $\{\sigma_i\}_{i=1}^N$, and constants $\{r_i\}_{i=1}^N$ that satisfy the conditions. In this way, optimal parameters of both the primal and dual problems are found. Since more parameters are involved, an LCP is often regarded as more difficult than the primal or dual problems. However, the advantage with LCP lies with the fact that it looks at the general structure in a given optimisation problem. This technique can sometimes make the optimisation easier. In LCP, apart from the trivial conditions arising from the constraints in primal and dual problems, there are two additional ones: the first dictated by the Lagrangian stability and the second by the complementarity slackness. These are precisely the optimality conditions shown in Eqs. (17) and (18).

On the existence of complementary states. Before proceeding to the geometric formulation, it is also worth mentioning how the approach of LCP has been developed. The general structure of LCP in minimum-error discrimination was first shown for discrimination between two pure qubit states in Ref. [33]. This result was quickly generalised to mixed states [34]. These papers make full use of qubit state geometry by finding the complementary states, instead of optimising measurement. The difficulty to prove the existence of complementary states for $n$-state ($n > 2$) makes it hard to generalize the results beyond the two-state case. The efforts were also made in general cases and examples as well, see Ref. [35].

In Ref. [36], it was shown that the two-qubit state discrimination based on the LCP approach in Refs. [33] and [34] can be applied to arbitrary two states in a convex operational framework in general, namely, generalised probabilistic theories such as classical and quantum theories. It is important to note the crucial step that the generalisation was possible by proving the existence of complementary states in the two-state discrimination
For general cases of multiple state discrimination, the existence of complementary 
states was not shown and a partial result was the progress with weak Helstrom families. 
We also refer to specific examples of the LCP approaches for discrimination of more than 
two quantum states in Ref. [38] where examples of three- and four-state discrimination are 
shown. Finally, in Ref. [17] the existence of complementary states for any set of quantum 
states is shown by analysing the strong duality in the semidefinite programming. This shows 
that the LCP approach is valid in the discrimination task in quantum theory. Finally for 
generalised probabilistic theories, the existence of complementarity states has been shown 
by proving the strong duality in convex analysis [39]. The LCP approach is thus valid in 
an convex operational framework in general.

**Geometric formulation for minimum-error discrimination.** This technique essentially ma-
nipulates the optimality conditions in Eqs. (17) and (18) using the geometry of the state 
space. We recall from the optimality conditions that the task is to search either for a 
symmetry operator $K$ or for complementary states $\{r_i, \sigma_i\}_{i=1}^N$, as soon as this is done, the 
rest of the formulation is straightforward. To this end, we first define a polytope of given 
quantum states, denoted by

$$\text{Pol}(\{q_i, \rho_i\}_{i=1}^N)$$

such that the vertices of the polytope correspond to state $q_i \rho_i$ for $i = 1, \cdots, N$. Let 
$\text{Pol}(\{r_i, \sigma_i\}_{i=1}^N)$ denote the polytope of complementary states. By finding this polytope in 
the state space, complementary states can be found and optimal state discrimination can 
be analysed.

Now, notice that two polytopes $\text{Pol}(\{q_i, \rho_i\}_{i=1}^N)$ and $\text{Pol}(\{r_i, \sigma_i\}_{i=1}^N)$ of a given set of states are congruent to each other in the state space since, from Eq. (17), it follows that

$$q_i \rho_i - q_j \rho_j = r_j \sigma_j - r_i \sigma_i, \quad \forall \ i, j = 1, \cdots, N,$$

showing that (i) the lines connecting two vertices $i$ and $j$ of the respective polytopes must 
be equal and (ii) they are anti-parallel. We next locate the polytope $\text{Pol}(\{r_i, \sigma_i\}_{i=1}^N)$ in the 
state space, so that there exists a single operator $K$ satisfying Eq. (17).

**A general form of the guessing probability.** The optimality conditions also allow us to find 
a general form of the guessing probability as well as its operational meaning. Let us first 
write the guessing probability, given by $\text{tr}[K]$ in Eq. (19), as

$$\text{tr}[K] = \text{tr}[\frac{1}{N} \sum_{i=1}^{N} K] = \text{tr}[\frac{1}{N} \sum_{i=1}^{N} q_i \rho_i + r_i \sigma_i] = \frac{1}{N} \sum_{i=1}^{N} r_i. \quad (24)$$

Note that parameters $\{r_i\}_{i=1}^N$ correspond to the distance between the symmetry operator 
and corresponding states $\{\rho_i\}_{i=1}^N$ as follows. We first recall that $K = q_i \rho_i + r_i \sigma_i$ for all 
$i = 1, \cdots, N$ and $K \geq q_i \rho_i$, from which one can find that

$$r_i = \text{tr}[r_i \sigma_i] = \text{tr}[K - q_i \rho_i] = \|K - q_i \rho_i\|_1.$$
Parameter $r_i$ in Eq. (24) can be replaced by the relation in the above. The guessing probability is then expressed as follows,

$$p_{\text{guess}} = \frac{1}{N} + R(K\|\{q_i, \rho_i\}_{i=1}^N), \text{ with } R(K\|\{q_i, \rho_i\}_{i=1}^N) = \frac{1}{N} \sum_i r_i$$

(25)

where $R(K\|\{q_i, \rho_i\}_{i=1}^N)$ refers to the average distance between the symmetry operation $K$ and states $\{q_i, \rho_i\}_{i=1}^N$ [31]. This finds the guessing probability as the probability deviated from the random guess $1/N$ by the average distance $R(K\|\{q_i, \rho_i\}_{i=1}^N)$.

The general form in the above corresponds to a quantum analogue of the guessing probability for classical systems. In the classical regime, random variables directly denote those alphabets in preparation and measurement while quantum states no longer play a role, see also the subsection 2.1. Let $X$ and $Y$ denote random variables in preparation and measurement, respectively. Assuming that no information other than $Y$ from measurement is provided, the guessing task about $X$ can be described by the following general form [40]

$$p_{\text{guess}} = \frac{1}{N} + d(X\|Y)$$

where $d(X\|Y)$ is the (variational) distance of probability distribution $p_{X\|Y}(x|y)$ from random $1/N$. One observes the analogy between $d(X\|Y)$ and $R(K\|\{q_i, \rho_i\}_{i=1}^N)$ that both describe the variational distances from given information to the preparation in the probability-theoretic way.

If a priori probabilities are equal, i.e. with $q_i = 1/N$ for all $i = 1, \cdots, N$, there is further simplification in the form of the guessing probability. From the optimality condition in Eq. (17), the guessing probability is given by $p_{\text{guess}} = \text{tr}[K] = q_i + r_i$ for any $i = 1, \cdots, N$. Since it holds for all decompositions of the operator $K$, we have that $q_i + r_i = q_j + r_j$ for all $i, j$. Since $q_i = q_j = 1/N$, we also have that $r_i = r_j$ for all $i, j = 1, \cdots, N$. Thus, the guessing probability in Eq. (24) simplifies

$$p_{\text{guess}} = \text{tr}[K] = \frac{1}{N} + r$$

(26)

where $r$ denotes $r_i$ for $i = 1, \cdots, N$ since they are identical. Therefore, for the case of equal a priori probabilities, the task is reduced to finding a single parameter $r$.

### 2.2.4 Qubit state discrimination

There has been much recent progress in studying the optimal methods for discrimination of qubit (2-level) states. A recent attempt in Ref. [41] considers pure qubit states where the state discrimination is expressed in terms of Bloch vectors. Partial solutions for three- and four-qubit states have been illustrated with examples. In Ref. [42], a systematic analytic

---

1In quantum state discrimination, the set of quantum states in the preparation is known from the beginning. Compared to the classical case, this introduces an a priori information. The guessing probability in Eq. (25) is thus characterised by the distance from the a priori information, the ensemble $\{q_i, \rho_i\}_{i=1}^N$, but not from the purely random $I/d$. 

---
study of qubit state discrimination has been carried out. The method exploits the dual problem, shown in Eq. (21), in semidefinite programming. In Refs. [43, 31], following a similar method but with a different way of performing semidefinite programming, an approach based on an LCP has been used to solve qubit state discrimination, see Eq. (22). In the latter approach, optimal discrimination of arbitrary qubit states given at random can also be completely solved in an analytical way. Based on this approach, a complete analysis has recently been obtained for the discrimination of a system of three qubit states with arbitrary a priori probabilities [44]. In the following, we introduce the geometric formulation for qubit states and provide some examples.

For qubit states, the Bloch sphere provides a convenient and a complete description with a clear geometric picture. For convenience, we write by \( \rho_i = \rho(v_i) \) with a Bloch vector \( v_i \) as follows,

\[
\rho_i = \rho(v_i) = \frac{1}{2} (I + v_i \cdot \vec{\sigma})/2, \quad \text{with } \vec{\sigma} = (X, Y, Z)
\]

where Pauli matrices are denoted by \( X, Y \) and \( Z \). The state is pure if \( \|v_i\| = 1 \), otherwise, mixed. Then, as mentioned previously, the LCP deals with optimality conditions, which for qubit states \( \{q_i, \rho(v_i)\}_{i=1}^N \) are

\[
K = q_i \rho(v_i) + r_i \sigma_i, \quad \text{and} \quad r_i \text{tr}[M_i \sigma_i] = 0
\]

for complementary states \( \{\sigma_i\}_{i=1}^N \), operator \( K \), and parameters \( r_i \geq 0 \). See also Eqs. (17) and (18). Recall that in this approach, instead of directly finding optimal measurement, the task is to find an operator \( K \) and parameters \( \{r_i \geq 0\}_{i=1}^N \) and \( \{\sigma_i\}_{i=1}^N \) that satisfy the optimality conditions in the above.

Suppose that the states are assigned with equal a priori probabilities, i.e., preparation given by \( \{q_i = 1/N, \rho(v_i)\}_{i=1}^N \). The guessing probability is given by the simpler form in Eq. (26). One still needs to determine a single parameter \( r \) geometrically. Recall from the subsection 2.2.3 that two polytopes, \( \text{Pol}(\{1/N, \rho(v_i)\}_{i=1}^N) \) with given states and \( \text{Pol}(\{r, \sigma_i\}_{i=1}^N) \) with complementary states, are congruent. Note that non-trivial complementary states must be pure states from the optimality condition in Eq. (18). The two polytopes \( \text{Pol}(\{r, \sigma_i\}_{i=1}^N) \) and \( \text{Pol}(\{\sigma_i\}_{i=1}^N) \) are similar but the the ratio between the two polytopes is only indicated by \( r \). Since \( \text{Pol}(\{r, \sigma_i\}_{i=1}^N) \) is congruent to \( \text{Pol}(\{1/N, \rho(v_i)\}_{i=1}^N) \), it holds that \( \text{Pol}(\{1/N, \rho(v_i)\}_{i=1}^N) \) and \( \text{Pol}(\{\sigma_i\}_{i=1}^N) \) are similar. Thus, the ratio \( r \) is found by the relation in Eq. (23):

\[
\frac{1}{N} \rho(v_i) - \frac{1}{N} \rho(v_j) = r (\sigma_j - \sigma_i) \quad \Rightarrow \quad r = \frac{\|\frac{1}{N} \rho(v_i) - \frac{1}{N} \rho(v_j)\|_1}{\|\sigma_i - \sigma_j\|_1}
\]

where the trace norm is taken. The natural norm in the Bloch sphere is the Hilbert-Schmidt norm, which then has a property of being proportional to the trace distance by a constant:

\[
\|\rho_1 - \rho_2\|_1 = \sqrt{2} \|\rho_1 - \rho_2\|_2 \quad \text{for all } \rho_1, \rho_2,
\]

This holds true for qubit states.
where the Hilbert-Schmidt norm is denoted by $\| \cdot \|_2$. The relation shown above means that the ratio $r$ of comparing the two lines, estimated in Hilbert-Schmidt or the trace norm, remains the same in both cases. Therefore, one can safely take either of the measures to express the ratio, $r$, by referring to the geometry of the Bloch sphere.

Note that, since $\{\sigma_i\}_{i=1}^N$ are pure states, $\text{Pol}(\{\sigma_i\}_{i=1}^N)$ is the largest polytope similar to the original one $\text{Pol}(\{1/N, \rho(v_i)\}_{i=1}^N)$. This means that, to find the polytope $\text{Pol}(\{r, \sigma_i\}_{i=1}^N)$, one expands the original one $\text{Pol}(\{1/N, \rho(v_i)\}_{i=1}^N)$ within the Bloch sphere such that its volume is maximal in the sphere: then, some of vertices must reach the sphere. In this way, two polytopes remain similar each other and, the ratio $r$ is computed in a straightforward manner, obtaining the guessing probability directly. Optimal POVMs are obtained after complementary states are explicitly obtained, with the other optimality condition in Eq. (18). This is done by rotating the expanded polytope $\text{Pol}(\{\sigma_i\}_{i=1}^N)$ such that corresponding lines of the two polytopes are anti-parallel, and then the vertices of the rotated one correspond to optimal POVMs [43, 31].

**Examples.** As the simplest case, let us first consider two-state discrimination. As mentioned above, this works by

- constructing the polytope of given states,
- finding a similar polytope that is largest in the Bloch sphere, and
- computing the ratio between the two.

The guessing probability is obtained, and the optimal POVMs are found accordingly by rotating the similar polytope. For two-state discrimination $\{q_i, \rho(r_i)\}_{i=1}^2$, the polytope of given states is the line that connects $q_1r_1$ and $q_2r_2$ in the Bloch sphere. The expanded polytope similar to the original one is the diameter parallel to the line connecting given Bloch vectors. This corresponds to the polytope of complementary states $\sigma_1$ and $\sigma_2$. Taking the trace distance, the diameter is given by 2 and the distance of states is given by $\|q_1\rho_1 - q_2\rho_2\|_1$. Since $N = 2$, from Eq., we have (26)

$$ r = \frac{\|q_1\rho_1 - q_2\rho_2\|_1}{2}, $$

and therefore $p_{\text{guess}} = \frac{1}{2} + \frac{1}{2} \|q_1\rho_1 - q_2\rho_2\|_1$.

giving the Helstrom bound for qubit states, see Eq. (8). The optimal measurement is then found by rotating the diameter so that it is anti-parallel to the original.

The geometric method can be in fact applied to an arbitrary set of qubit states with equal *a priori* probabilities $\{q_i = 1/N, \rho(v_i)\}_{i=1}^N$. The method may be useful even if the given states have complex structure - see for instance polyhedron states in Ref. [43] or even if there is no symmetry. Let us here consider an example of three qubit states here [31]:

$$
\begin{align*}
|\psi_1(\theta)\rangle &= \cos \frac{1}{2}(\theta_0 + \theta)|0\rangle + \sin \frac{1}{2}(\theta_0 + \theta)|1\rangle, \\
|\psi_2\rangle &= \cos \frac{1}{2}\theta_0|0\rangle + \sin \frac{1}{2}\theta_0|1\rangle, \\
|\psi_3(\theta)\rangle &= \cos \frac{1}{2}(\theta_0 - \theta)|0\rangle + \sin \frac{1}{2}(\theta_0 - \theta)|1\rangle, \\
\end{align*}
$$

(28)
Figure 4: Discrimination of three qubit states \( \{ q_x = 1/3, \rho_x = |\psi_x\rangle \langle \psi_x| \}_{x=1}^3 \) lying in a half-plane is shown, see Eq. (28). In the half-plane, each state \( \rho_x/3 \) corresponds to line \( OX_x \) for \( x = 1, 2, 3 \). The polytope of given states corresponds to the triangle \( X_1X_2X_3 \), an isosceles triangle. The largest triangle similar to \( X_1X_2X_3 \) is given by \( S_1S_2S_3 \). The ratio between the two triangles is, \( r = (\sin \theta)/3 \). The guessing probability is \( P_{\text{guess}} = (1 + \sin \theta)/3 \). Note that the set \( \{ OS_x \}_{x=1,2,3} \) corresponds to complementary states. Since the complementary state \( OS_2 \) is not pure, the optimal POVM for the state \( \rho_2 \) is the null measurement, \( M_2 = 0 \).

forming an isosceles triangle in the Bloch sphere. In Fig. 4, the three states are depicted in the Bloch sphere. Fig. also shows how the guessing probability and the optimal POVMs can be obtained geometrically. The guessing probability for \( \theta \leq \pi/2 \) is

\[
p_{\text{guess}} = \frac{1}{3} (1 + \sin 2\theta).
\]

For \( \theta \geq \pi/2 \), the ratio \( r \) is obtained as \( 1/3 \), and the guessing probability is given by

\[
p_{\text{guess}} = 1/3 + 1/3 = 2/3.
\]

Note that an interesting observation here that the guessing probability remains the same in ranges \( \theta \leq \pi/2 \) or \( \theta \geq \pi/2 \). The result is the same as in Ref. [45], where the von Neumann entropy is taken as a measure for the distinguishability. Note that the guessing probability is also an entropic measure, called the min-entropy \( \mathcal{H} \). From the two measures, the agreement shows that distinguishability of quantum states is a global property that cannot be reduced to properties of pairs of states.

Using the geometric method, the optimal discrimination of geometrically uniform qubit states, see also the subsection 2.2.2, is easily reproduced. Let us consider a simple case of

\[
\text{The guessing probability corresponds to the conditional min-entropy, } H_{\text{min}} = - \log p_{\text{guess}}. \text{ See Sec. 4.1.}
\]
geometrically uniform states \( \{1/3, \rho_i = |\psi_i\rangle\langle\psi_i|\} \) where
\[
|\psi_1\rangle = \cos \theta_0 |0\rangle + e^{2\pi/3} \sin \theta_0 |1\rangle \\
|\psi_2\rangle = \cos \theta_0 |0\rangle + \sin \theta_0 |1\rangle \\
|\psi_3\rangle = \cos \theta_0 |0\rangle + e^{-2\pi/3} \sin \theta_0 |1\rangle.
\] (29)

These are instances of the set in Eq. (28) for \( \theta > \pi/2 \). Based on the geometric method as illustrated in Fig. (4), the guessing probability is found to be \( p_{\text{guess}} = 2/3 \). The optimal POVMs are found by rotating the polytope: they are explicitly given by \( \{M_i = |\phi_i\rangle\langle\phi_i|/3\}_{i=1}^3 \) where
\[
|\phi_1\rangle = (|0\rangle + |1\rangle)/\sqrt{2} \\
|\phi_2\rangle = (|0\rangle + e^{2\pi i/3}|1\rangle)/\sqrt{2} \\
|\phi_3\rangle = (|0\rangle + e^{-2\pi i/3}|1\rangle)/\sqrt{2}.\] (30)

2.3 Selected topics in applications of two-state discrimination

Indeed, two-state discrimination is the only case where the optimal discrimination is completely analysed. In this subsection, we select and consider a few applications of two-state discrimination. It quantifies state preparation, classifies the measurement strategies, and introduces norms that possess operational meanings.

2.3.1 Quantification of quantum state preparation

Suppose that, for a certain task, the goal is to prepare a system to be in an ideal state \( \rho_{\text{ideal}} \), denoted by \( S_{\text{ideal}} \). Often, the prepared state is not the original state but a slightly different state \( \rho_{\text{actual}} \). This state can be identified through quantum state tomography. Note also that two different states (ideal vs actually prepared) do not always give different measurement outcomes. An operational way that can quantify the two systems \( S_{\text{ideal}} \) and \( S_{\text{actual}} \) is to say that they are the same if they cannot be distinguished by any measurements. The guessing probability for the two states is
\[
p_{\text{guess}}(S_{\text{ideal}}, S_{\text{actual}}) = \frac{1}{2} + \frac{1}{2} \| \frac{1}{2} \rho_{\text{actual}} - \frac{1}{2} \rho_{\text{real}} \|
\]
and it can be used to distinguish the prepared state \( \rho_{\text{actual}} \) to the desired one \( \rho_{\text{ideal}} \). This way of quantification via two-state distinguishability is used in a lot of contexts in quantum information applications involving state preparation. A good example is quantum key distribution where the desired state is a maximally entangled state needed for generating an ideal key, and security with an actual state obtained after key distillation techniques is quantified by the distinguishability of the two different states [46]. In addition, two-state distinguishability is also an important tool to quantify security of building blocks of large cryptographic systems, for universally composable security [46, 47] in quantum cryptography.
2.3.2 Distinguishing measurements

Let us first recall two-state discrimination \( \{q_i, \rho_i\}_{i=1}^2 \) for which the guessing probability could be written as

\[
p_{\text{guess}} = \frac{1}{2} + \max_{-I \leq M \leq I} \text{tr}[MX], \quad \text{with } X = q_1 \rho_1 - q_2 \rho_2.
\]

One finds that distinguishing two quantum states is completely characterised by the operator \( M \), see Eq. (9). If the two quantum states are fixed as well as operator \( X \), there can be various ways of choosing measurements giving rise to different upper bounds for the guessing probability. This perspective is related to the process of classifying measurements, especially for multipartite quantum systems. They are, namely, non-local, separable, and local measurements, or local operations and classical communication (LOCC). In fact, it turns out that that the set of separable operations is strictly larger than the set of LOCC processes [48]. Since it is obvious that separable operations are a class of quantum operations, it follows that

\[
\text{LOCC} \subset \text{SEP} \subset \text{ALL}.
\]

The strict inclusion of LOCC to SEP is shown using quantum state discrimination based on the set of quantum states that can be perfectly distinguished by separable operations but not by LOCC protocols [48].

In general, the characterisation of the capabilities of LOCC remains an open problem, see, for instance, the recent progress in Ref. [49]. This characterisation is important since LOCC is the alternative way to study entangled states that are resources for quantum information processing in general. At the same time, it is also closely related to the separability problem that underlines the border between entangled and separable states.

2.3.3 Norm defined by operational meanings

Motivated by the expression in Eq. (6), the trace-norm in Eq. (7) has been generalised to a (semi-) norm characterised by the choice of measurement \( M \). Since the trace-norm possesses an operational meaning in terms of distinguishability via general quantum measurement, a new norm is introduced based on possible quantum measurements. To this end, it is useful to express the trace norm as

\[
\|X\|_1 = \max_A \text{tr}[AX] = \max_{\{A_x \geq 0, \sum_x A_x = I\}} \sum_x |\text{tr}A_x X|.
\]

A norm induced by measurement \( M \) can then be constructed by restricting the possible measurements on \( M \) as follows

\[
\|X\|_M = \sup_M \text{tr}[MX] = \sup_{M = \{M_x\}_{x=1}^N; \text{POVM}} \sum_x |\text{tr}X M_x|.
\]

where \( M \) can be chosen as a class of measurement: LOCC, separable measurement etc. [50]. The trace-norm is recovered by setting \( M \) as the most general measurement strategy. The
formalism is useful for describing the gaps between different classes of quantum operations, for instance, between $\|X\|_{\text{SEP}}$ and $\|X\|_{\text{LOCC}}$. See also the recent and related progress along the line and its connections to quantum designs [51].

2.4 Unambiguous state discrimination

In minimum-error state discrimination, the measured state in the output ports does not necessarily correspond to the prepared state. There is always an element of error. In unambiguous discrimination, for a given set of states \( \{q_i, \rho_i\}_{i=1}^N \), there exists measurements \( \{M_i\}_{i=1}^{N+1} \) with an additional element \( M_{N+1} \) such that

\[
p(i|j) = \text{tr}[M_i \rho_j] = 0, \text{ for } i, j = 1, \ldots, N.
\]

This condition ensures that detection event on \( M_k \) is associated only with the state \( \rho_k \) and not with others. However, there is an additional outcome, corresponding to \( M_{N+1} \), that gather all the ambiguous results, see Fig. [5]. Note that the additional POVM \( M_{N+1} \) should fulfill the completeness condition, i.e., in case that \( \sum_{i=1}^N M_i \neq I \), one can find an additional POVM such that \( \sum_{i=1}^{N+1} M_i = I \). This is not always possible for arbitrary states. For pure states, unambiguous discrimination can be designed if they are linearly independent [52]. For two mixed states, this is done when the support for the states do not completely overlap [53].

For the given states \( \{q_i, \rho_i\}_{i=1}^N \), unambiguous state discrimination is described by

\[
\max \sum_{i=1}^N q_i \text{tr}[M_i \rho_i]
\]

subject to \( \text{tr}[M_i \rho_j] = 0 \) for \( i \neq j = 1, \ldots, N \)

\[
\sum_{i=1}^{N+1} M_i = I \quad \text{and} \quad M_i \geq 0 \text{ for } i = 1, \ldots, N + 1.
\]

A general numerical method for solving unambiguous state discrimination is to apply semidefinite programming [54]. The error comes only from the collection of ambiguous results, and thus it suffices to minimise the probability \( \text{tr}[M_{N+1} \rho] \) where \( \rho = \sum_i q_i \rho_i \). In general, unambiguous state discrimination is not always possible for linearly dependent quantum states [52]. For instance, for qubit states, unambiguous discrimination is possible only when the given states are two pure states. For two states \( |\psi_1\rangle \) and \( |\psi_2\rangle \) with a priori probabilities \( 1/2 \), the probability of having ambiguous results is

\[
P_{\text{IDP}} = |\langle \psi_1 | \psi_2 \rangle|.
\]

The last result depends on the overlap between the two states. This probability is called the Ivanovic-Dieks-Peres limit [55, 56, 57].

If there are more than two pure states, a recent approach discussed in Ref. [58] is used. This approach uses the geometrical properties of the given states, and it can be applied to arbitrary number of linearly independent pure states. Remarkably, for linearly independent three pure states, unambiguous state discrimination has been obtained in a closed form.
Unambiguous state discrimination has a number of applications: in particular, for state comparison and state filtering. It is also connected to the entanglement concentration. For more details, the readers may wish to refer to the excellent reviews in Refs. [10, 11, 12].

### 2.5 Maximum confidence discrimination

In unambiguous state discrimination, a detection event inevitably corresponds to a correct guess. This is in contrast to the minimum-error state discrimination where a detection event on an output port does not lead to a correct guess all the time. However, unambiguous discrimination can be applied to limited cases, for instance, when given quantum states are linearly independent or when the states do not have an identical support.

In Ref. [59], maximum confidence measurement is introduced as an independent discrimination strategy that utilises the confidence on detection events as the figure of merit. This method coincides with unambiguous state discrimination if the latter technique applies. Or, it corresponds to minimum-error discrimination if the confidence is maximised on the average over all given states. Here, the confidence is meant by the probability that a detection event which has happened in an output port leads to giving a correct guess. The maximum confidence measurement is an approach of retrodictive quantum theory that maximises retrodiction from the measurement rather than the prediction from the prepa-
In maximum confidence discrimination, the optimal measurement is obtained when a detection event on each port provides a correct answer with highest probability. Otherwise, there is an extra output port \( N + 1 \) that collects all ambiguous answers. More precisely, for states \( \{ q_i, \rho_i \}_{i=1}^{N} \), suppose one obtains the measurement outcome on an output port \( M_k \), indicating that state \( \rho_k \) has been detected. The probability that the state \( \rho_k \) has actually occurred, given that a detection event is shown at \( M_k \), can be analyzed using Bayes’ rule \[59\],

\[
p(\rho_k | M_k) = \frac{p(\rho_k) p(M_k | \rho_k)}{p(M_k)} = \frac{q_k \text{tr}[M_k \rho_k]}{\text{tr}[\rho M_k]}, \quad \text{with} \quad \rho = \sum_i q_i \rho_i,
\]

where \( p(M_k) \) denotes the probability that measurement port, \( M_k \), is clicked, and \( p(\rho_k) \) the probability that the state \( \rho_k \) is prepared from one of states in the ensemble, \( \rho = \sum_i q_i \rho_i \).

The maximum confidence discrimination is then obtained by maximising the conditional probabilities

\[
\max_{N+1} p(\rho_k | M_k) \quad \text{for} \quad k = 1, \cdots, N
\]

subject to \( \sum_{i=1}^{N+1} M_i = I, \quad M_i \geq 0 \quad \forall \quad i = 1, \cdots, N + 1 \)

where measurement outcomes in the additional POVM \( M_{N+1} \) corresponds to ambiguous results. Note that the additional POVM element \( M_{N+1} \) is essential since optimal POVM elements \( \{ M_i \}_{i=1}^{N} \) do not form a complement measurement in general.

### 2.5.1 Example

A simple and useful example that compares the maximum confidence measurement with the minimum-error state discrimination is provided in Ref. \[59\] using the geometrically uniform three-qubit states: \( \{ \begin{array}{c} 1/3, \rho_i = |\psi_i \rangle \langle \psi_i | \end{array} \}_{i=1}^{3} \). These states are linearly dependent and thus unambiguous discrimination is not possible. The optimal measurement for the maximum confidence is given by the POVM \( M_i = \alpha_i |\phi_i \rangle \langle \phi_i | \) for \( i = 1, 2, 3 \) and \( M_4 \) for inconclusive results, where \( \alpha_1 = \alpha_2 = \alpha_3 = (2 \cos^2 \theta)^{-1} \) and

\[
|\phi_1 \rangle = \sin \theta |0 \rangle + \cos \theta |1 \rangle \\
|\phi_2 \rangle = \sin \theta |0 \rangle + e^{2\pi i/3} \cos \theta |1 \rangle \\
|\phi_3 \rangle = \sin \theta |0 \rangle + e^{-2\pi i/3} \cos \theta |1 \rangle \\
M_4 = (1 - \tan^2 \theta) |0 \rangle \langle 0 |.
\]

Compared to the optimal measurement for minimum-error state discrimination in Eqs. \[29\] and \[30\], optimal measurement for maximum statistical confidence depends on \( \theta \). With the optimal measurement, the conditional probability in Eq. \[31\] is given by

\[
[p(\rho_i | M_i)]_{\text{max}} = \frac{2}{3} \quad \text{for all} \quad i = 1, 2, 3.
\]

whereas, with optimal measurement for the minimum-error state discrimination, the conditional probability is given by \( (1 + \sin 2\theta)/3 \).
2.5.2 Optimal measurement

In this section, we briefly review the general method of finding optimal measurement for maximum confidence measurement. For given states \( \{ q_i, \rho_i \}_{i=1}^N \), the main technique is to consider an ansatz

\[
M_i = c_i \rho^{-1/2} Q_i \rho^{-1/2}, \quad \text{where} \quad \rho = \sum_i q_i \rho_i
\]

with constant \( c_i \), that needs to be determined, and an operator \( Q_i \). By substituting this expression into the conditional probability in Eq. (31), we have

\[
p(\rho_k|M_k) = q_k \text{tr}[\rho_k \rho^{-1}] \text{tr}[\rho_k' Q_k] \quad \text{where} \quad \rho_k' = \frac{\rho^{-1/2} \rho_k \rho^{-1/2}}{\text{tr}[\rho_k \rho^{-1}]}
\]

To maximise the conditional probability, the operator \( Q_k \) should be taken as an operator having a maximal overlap with the state \( \rho_k' \). We denote the spectral decomposition of the state by \( \rho_k' = \sum_i \lambda_i^k |\lambda_i^k\rangle \langle \lambda_i^k| \) and let \( \lambda_{\text{max}}^k = \max_i \lambda_i^k \). We then have \( Q_k = |\lambda_{\text{max}}^k\rangle \langle \lambda_{\text{max}}^k| \). This last step determines optimal POVMs. The coefficients \( \{ c_i \}_{i=1}^N \) are then determined under the constraint that measurement is complete.

2.5.3 Equivalence to minimum-error state discrimination

As alluded before, for individual states, the conditional probability obtained for maximum confidence measurement is always larger than that from minimum-error discrimination. One then asked if the maximum confidence measurement would attain minimum-error discrimination when maximum confidence measurement is averaged over all states. This is indeed the case since

\[
\max_i \sum p(M_i)p(\rho_i|M_i) = \sum p(M_i) \frac{p(\rho_i)p(M_i|\rho_i)}{p(M_i)} = \max_i p(\rho_i)p(M_i|\rho_i).
\]

The left-hand-side shows the maximisation of the average conditional probabilities over all measurement and it turns out to be equal to the right-hand-side, i.e. the guessing probability. Thus, it holds that maximising conditional probabilities on average is equivalent to finding the guessing probability.

2.6 Relation between different strategies of state discrimination

There have been approaches that generalise both methods of minimum-error discrimination and unambiguous discrimination. Maximum confidence measurement can also be viewed as a generalisation of these approaches, in the sense that it coincides with unambiguous discrimination for linearly independent states \[52\] or states whose support do not overlap \[53\] and with minimum-error discrimination if the average confidence is maximised \[13\]. These connections are obtained even though maximum confidence measurement is originally formulated for maximising the confidence of the guessing task on detection events. Maximum confidence measurement therefore interpolate between the two discrimination techniques in...
a quantitative way by relating an error rate and a rate of inclusive outcomes, motivated through practical conditions in experiment where errors are sometimes inevitable [60].

One the one hand, minimum-error discrimination can be generalised with an additional measurement output port that collects inconclusive outcomes. By fixing the rate of inconclusive outcomes, the optimisation is achieved through the minimisation of the error-rate. For instance, in two-state discrimination \( \{q_i, \rho_i\}_{i=1}^2 \), measurement is performed by three POVM elements \( \{M_1, M_2, M_3\} \) with the additional \( M_3 \), leaving the rate of inconclusive outcomes \( Q = \text{tr}[\rho M_3] \) for the ensemble \( \rho = \sum_{i=1}^2 q_i \rho_i \) fixed. The POVMs \( M_1 \) and \( M_2 \) are then optimised to minimise the error probability \( p_{\text{error}} \). The case when \( Q = 0 \) corresponds to minimum-error discrimination. If given states are linearly independent, unambiguous discrimination can be recovered by putting \( Q \) sufficiently high. This was suggested and studied in Ref. [61] and further analysed in semidefinite programming with examples in Ref. [62].

On the other hand, a generalisation can also be obtained by introducing an error probability to unambiguous discrimination \( p_{\text{error}} \). The task then is to minimise the rate of inconclusive outcomes \( Q \) subject to a constraint on the error probability \( p_{\text{error}} \leq p_c \) for some \( p_c \in [0, 1] \). Unambiguous discrimination is found by putting \( p_c = 0 \). This method of state discrimination has been considered in Ref. [60] and analysed for two-state discrimination in Refs. [63, 64].

In fact, relations between the two approaches is found as a trade-off between the error rate \( p_{\text{error}} \) and the rate of inconclusive outcomes \( Q \). Recently, the relation \( p_{\text{error}}(Q) \) or equivalently \( Q(p_{\text{error}}) \) is obtained analytically [65, 66]. Although the relation is not yet fully analysed for arbitrary set of quantum states, it is remarkable that some general results for the problem have been obtained, for instance optimality conditions, useful for deriving analytic results for certain symmetric cases, and a general approach for \( p_{\text{error}}(Q) \) with fixed \( Q \), see details in Refs. [65, 66] and references therein.

Finally, let us summarise a general way of transforming state discrimination with fixed rate \( Q \) to a problem of minimum-error discrimination that minimises the error rate \( p_{\text{error}} \) [65]. For states \( \{q_i, \rho_i\}_{i=1}^N \), let \( \{M_i\}_{i=1}^{N+1} \) denote POVM elements. Suppose that \( M_{N+1} \) is fixed, and thus \( Q = \text{tr}[\rho M_{N+1}] \) where \( \rho = \sum_i q_i \rho_i \). The key idea is to identify the support of measurement comprised only of \( \{M_i\}_{i=1}^N \). Denoted by \( \Omega = \sum_{i=1}^N M_i = I - M_{N+1} \), one then find POVM elements in an alternative form as,

\[
\begin{align*}
\widetilde{M}_i &= \Omega^{-1/2} M_i \Omega^{-1/2}, \quad \text{for } i = 1, \ldots, N. \\
\end{align*}
\]

Projecting the given states on the support, we get normalised states \( \{\tilde{\rho}_i\}_{i=1}^N \) and \textit{a priori} probabilities \( \{\tilde{q}_i\}_{i=1}^N \),

\[
\begin{align*}
\tilde{\rho}_i &= \frac{\Omega^{1/2} \rho_i \Omega^{1/2}}{\text{tr}[\Omega \rho_i]}, \quad \text{and} \quad \tilde{q}_i = \frac{q_i \text{tr}[\rho_i]}{1 - Q}. \\
\end{align*}
\]

The guessing probability is then found by minimum-error discrimination of \( \{\tilde{q}_i, \tilde{\rho}_i\}_{i=1}^N \). It is interesting to observe that optimal strategies in Eq. (33) share similarity with maximum confidence measurement in Eq. (32).
2.7 Maximising mutual information

In terms of communication capacity, one can also consider the maximisation of the mutual information shared between Alice (who prepares the state) and Bob (who applies the measurement). The mutual information is used to estimate the rate of information transmitted in communication channels. For the preparation \( \{q_i, \rho_i\}_{i=1}^N \), the mutual information is given by

\[
I(A : B) = \sum_i q_i \sum_j p_{B|A}(j|i) \log \frac{p_{B|A}(j|i)}{\sum_k q_k p_{B|A}(j|k)}
\]

where \( p(j|i) \) denotes the conditional probability that Bob has outcome \( j \) when Alice sends state \( \rho_i \) i.e. \( p(j|i) = \text{tr}[M_j \rho_i] \). Once the mutual information is maximised, the quantity is called accessible information, also known as Holevo information \cite{67},

\[
I(A : B) \leq \chi = S(\rho) - \sum_i p_i S(\rho_i)
\]

(34)

where \( \rho \) denotes the ensemble and \( S \) von Neumann entropy. It quantifies Bob’s information accessible to Alice’s through measurement on his quantum states.

Although the upper bound has been known, it is not straightforward to find the optimal strategy. An important property is that the above mutual information is a convex function of Bob’s POVMs. More precisely, suppose that \( M^{(B)}_i \) is a convex combination of \( M^{(B)} \), i.e. \( M^{(B)} = p_1 M^{(B)}_1 + \cdots + p_n M^{(B)}_n \), then it follows that

\[
I(A : B) \leq \sum_i p_i I(A : B_i) \leq \max_i I(A : B_i).
\]

This implies that the optimisation problem can be solved by convex optimisation techniques and has a unique solution.

As an example, in Ref. \cite{68}, geometrically uniform states in two-dimensional Hilbert space (qubit states) are considered. For \( N \)-state discrimination, the symmetry is given by the following unitary transformation, a rotation about \( y \)-axis, and the states are obtained by successive applications to a fixed state \( |\psi_0\rangle \) as follows:

\[
V = \exp(-i\frac{\pi}{N}Y) = \begin{pmatrix} \cos \frac{\pi}{N} & -\sin \frac{\pi}{N} \\ \sin \frac{\pi}{N} & \cos \frac{\pi}{N} \end{pmatrix}, \quad \text{with} \quad |\psi_0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{and} \quad |\psi_k\rangle = V^k|\psi_0\rangle.
\]

Using the symmetry and group-theoretical properties, optimal measurement could be obtained as POVMs \( \{M_k\}_{k=0}^{N-1} \) where \( M_k = |a_k\rangle\langle a_k|/N \), with \( |a_0\rangle \) orthogonal to \( |\psi_0\rangle \). In this case, applying the techniques in Ref. \cite{43}, this set of POVMs coincides with the optimal measurement for minimum-error discrimination of the same qubit states, even though optimal measurement for minimum-error is not unique in general.

Note that channel capacities mentioned above are in fact defined in terms of mutual information. In this case, given a channel, the task is to optimise the mutual information over all possible sets of quantum states. For the progress along the line, there is a recent review Ref. \cite{69}. 
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2.8 State discrimination in the asymptotic limit

Until now, quantum state discrimination is considered in a single-shot manner, where quantum states are prepared and collected, and measurement is applied only once for the state discrimination. However, in situations where it is possible to repeat measurements, a more general setting allowing for different strategies of the measurements is possible. Instead of the figures of merit introduced in single-shot discrimination scenarios, for instance, the guessing probability, the focus is now on the statistical behaviour of the success or error probability, or extending different measurement strategies depending on costs of measurements or the inherent experimental requirements.

2.8.1 Minimum-error discrimination of i.i.d. states

Suppose that, during the preparation stage, a quantum state (either \( \rho_1 \) or \( \rho_2 \)) is repeatedly and independently generated \( n \) times. From Bob’s perspective, they are prepared in the form of \( \rho_i^\otimes n \) for \( i = 1, 2 \), which are independently, identically, and distributed (i.i.d) states. The analysis on discrimination of the i.i.d. states is technically hard but in fact crucial to quantum communication or quantum coding. Here, let us briefly review quantum Chernoff bound, recently obtained, that provides a complete analysis on the statistical behaviour.

For the case of two-state discrimination between \( \rho_1^\otimes n \) or \( \rho_2^\otimes n \), the optimal discrimination has been completely analysed, as it is shown the Helstrom bound in Eq. (8). It is however not straightforward to compute the trace distance between the two states \( \rho_1^\otimes n \) or \( \rho_2^\otimes n \) in an analytic form. In the asymptotic limit where the error tends to be very small, the convergence rate can be easily treated by introducing the critical exponent of the convergence, as follows

\[
p_{\text{error,n}} = 1 - p_{\text{guess}}(\rho_1^\otimes n, \rho_2^\otimes n) \approx \exp(-n\xi_{QCB})
\]

where \( p_{\text{guess}}(\rho_1^\otimes n, \rho_2^\otimes n) \) denotes the guessing probability assuming equal a priori probabilities, and \( \xi_{QCB} \) is called quantum Chernoff bound.

It is also worth to note that for the classical analogy, i.e. for probabilistic systems described by \( p_1 \) and \( p_2 \), the critical exponent is given by

\[
\xi_{CB} = -\log(\min_{0 \leq s \leq 1} \sum_i (p_0(i))^s(p_1(i))^{1-s}).
\]

Recently in Ref. [70], its explicit form has been derived as a precise analogy to its classical counterpart:

\[
\xi_{QCB} = \lim_{n \to \infty} -\frac{p_{\text{error,n}}}{n} = -\log(\min_{0 \leq s \leq 1} \text{tr}[\rho_1^s\rho_2^{1-s}] ).
\] (35)

The convergence rate of errors in quantum state discrimination has been extended to multiple states. Let the given states be given by a set \( \Sigma = \{\rho_i\}_{i=1}^N \) and let \( \xi_{QCB}(\Sigma) \) denote quantum Chernoff bound for the set \( \Sigma \):

\[
\xi_{QCB}(\Sigma) = \min_{i,j} \xi_{QCB}(\rho_i, \rho_j) \quad \text{for} \quad i, j = 1, \cdots, N.
\]
This expression involves the pairwise quantum Chernoff bound among all pairs. It has been conjectured that it suffices to consider just a pair of two states having a minimal overlap. This holds true if the given states are commuting so that they can be considered as classical states. Otherwise, it is known that the quantum Chernoff bound for multiple states has the following upper and lower bounds:

\[ \frac{1}{3} \xi_{QCB}(\Sigma) \leq \lim_{n \to \infty} -\frac{p_{\text{error},n}(\Sigma)}{n} \leq \xi_{QCB}(\Sigma), \]  

(36)

where \( p_{\text{error},n}(\Sigma) \) denotes the error probability for the states in the set \( \Sigma \) assuming equal \textit{a priori} probabilities. It remains an open question whether the factor \( 1/3 \) in the lower bound can be removed. A conjecture is that the quantum Chernoff bound for multiple states is equal to the Chernoff bound of two states having the maximal overlapping. See also the recent progress along the line [71, 72, 73].

2.8.2 Measurement strategies

For state discrimination among \textit{i.i.d.} states \( \Sigma = \{\rho_i \otimes^n\}_{i=1}^N \), the optimal measurement is the so-called “collective measurement”, which is the most general form of measurements on multiple copies of states. In this scheme, each POVM element \( M_j^{(n)} \) for \( j = 1, \cdots, N \) on \( n \) copies works on the whole block collectively as follows

\[ p(j|i) = \text{tr}[M_j^{(n)} \rho_i \otimes^n]. \]

To implement collective measurement, there is however an experimental requirement that one should be able to store quantum states for sufficiently long time, perhaps in a device called a quantum memory. Realising quantum memory however is still experimentally challenging. In addition, one should be able to devise a method of realizing complicated interactions among copies. This is also highly non-trivial with the present-day technology. Therefore, from a practical point of view, the implementation of collective measurement is not currently feasible.

A possible scheme in current experiment scheme is to apply measurement on single copies individually, hence, called individual measurement. One of the most elementary strategies of this class is that an identical measurement is repeatedly applied, called repeated measurement. That is, a POVM element is of the following form: \( M_j^{(n)} = m_j \otimes^n \), where \( m_j \) denotes a POVM on single copies, so that

\[ \text{tr}[M_j^{(n)} \rho_i \otimes^n] = \text{tr}[m_j \rho_i] \times \cdots \times \text{tr}[m_j \rho_i]. \]

There is an even finer scheme, further elaborated, called adaptive measurement where measurement outcomes of an individual copy are updated and guides the measurement for the next copy. In this case, a POVM element applying single-copy measurement can be expressed as,

\[ M_j = m_{j,n}[x_{j,n-1}] \otimes \cdots \otimes m_{j,k}[x_{j,k-1}] \otimes \cdots \otimes m_{j,1} \]

(37)
where \( x_{j,k} \) denotes the measurement outcome of \( m_{j,k} \). This can be regarded as Bayesian updating. In the most general strategy of individual measurement, the \( n \)-th measurement may depend on the previous \( n - 1 \) outcomes. In this case, a POVM would be of the form of Eq. (37) with single-copy measurement \( m_{j,k} = m_{j,k}[\vec{x}_{j,k}] \) where \( \vec{x}_{j,k} = (x_{j,1}, \ldots, x_{j,k-1}) \) the collection of the previous \( k - 1 \) measurement outcomes \( x_{j,m} \) for \( m = 1, \ldots, k - 1 \).

It remains an open question whether individual measurement is as good as collective ones, or if not, at least in the asymptotic limit \(^4\). It is also a question on the power of quantum memory in improving distinguishability of quantum states \(^74\). In Ref. \(^75\), two-state discrimination on multiple copies is in fact the case.

3 State Discrimination as a Tool

One of important contributions of quantum state discrimination is that it provides a link between quantum foundations and quantum information processing. This link has provided much motivation to investigate fundamental problems in quantum foundations. For instance, minimum-error state discrimination has been applied to certifying the dimension of quantum systems used in state preparation. It is an important application in the context of device-independent quantum communication where the assumptions on devices are relaxed so that a higher level of security is attained. Or, it has also been shown that optimal state discrimination is equivalent to optimal quantum cloning if the number of output (approximate) clones tends to be very large. Here, we review some selected topics of applications of quantum states discrimination.

3.1 Pusey-Barrett-Rudolph (PBR) theorem

Although quantum mechanics formulated with its axioms and postulates serves as a good description of microscopic world, the interpretation of quantum states has surprisingly remained an issue of debate: do quantum states represent merely states of knowledge only or, are they real physical states? It has been a long debate since the beginning of quantum theory, going perhaps as far back as the celebrated article by Einstein, Podolsky, and Rosen \(^76\) and also the results of Bell \(^5\). Recently, a no-go theorem by Pusey, Barrett, and Rudolph \(^15\) says that if quantum state merely represents information about the real physical state of a system, then experimental predictions that contradict those of quantum theory can be constructed \(^15\). Note that the theorem is valid under the assumption that two quantum systems at different locations can be prepared independently.

A state discrimination method called quantum state exclusion is useful for understanding the proof of the theorem. Note that it does not correspond to minimum-error nor unambiguous state discrimination. To derive the theorem, let us assume a physical theory where a system is described by a physical state \( \lambda \) or, more generally, its distribution \( \mu(\lambda) \). For instance, for classical theory, it is a distribution over the phase space. If a quantum state represents a physical state, corresponding distributions \( \mu_{\psi_0}(\lambda) \) and \( \mu_{\psi_1}(\lambda) \) of different states \( |\psi_0\rangle \) and \( |\psi_1\rangle \) must be disjoint. The hypothesis is that a quantum state is regarded as

\(^4\)This is the 31st problem in the list in \(\text{http://qig.itp.uni-hannover.de/qiproblems/}\).
merely a state of knowledge, in which distributions of $\mu_{\psi_0}(\lambda)$ and $\mu_{\psi_1}(\lambda)$ contain an overlapping area in the preparation stage. Let $q$ denote the probability that the preparation is performed on the support. After measurement is performed, Bob then makes an error in distinguishing two states with a probability not less than $q$.

The argument works with two states $|\psi_0\rangle = |0\rangle$ and $|\psi_1\rangle = |+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$. Let us assume two systems prepared independently, $\{|0\rangle|0\rangle, |0\rangle|+\rangle, |+\rangle|0\rangle, |+\rangle|+\rangle\}$. With states $\lambda_1$ and $\lambda_2$ for the two systems, the preparation can be described as $\mu_{\psi_0}(\lambda_1)\mu_{\psi_0}(\lambda_2)$, $\mu_{\psi_1}(\lambda_1)\mu_{\psi_0}(\lambda_2)$, $\mu_{\psi_1}(\lambda_1)\mu_{\psi_1}(\lambda_2)$. If both systems are prepared in the overlapping support, then the state is compatible with the four quantum states. In other words, measurement does not give null outcome for any of the four states. As it is shown [15], quantum theory allows for the existence of measurement in which one of the four outcomes never shows a detection event. This leads to a contradiction to what has originally been assumed about the interpretation of quantum states. To generalise the argument to arbitrary two states, $n$ quantum systems have been taken and measurement is applied to their $2^n$ states. In the proof of the no-go theorem, the main task is to seek the measurement that give null outcome to one of input states, and invoke a quantum state exclusion principle.

**Quantum state exclusion**

The method of quantum state exclusion, first introduced in Ref. [77], aims to reject some of the states and reduce the original state space to a subset. Recently, the problem has been formalised in the form of semidefinite programming [78]. For state preparation $\{q_i, \rho_i\}_{i=1}^N$, in contrast to minimum-error state discrimination, one seeks POVM elements $\{M_i\}_{i=1}^N$ such that $\text{tr}[\rho_i M_i]$ is minimised on average over all $i = 1, \cdots, N$. Ideally, it is aimed that $\text{tr}[\rho_i M_i] = 0$ for all $i = 1, \cdots, N$. It is worth mentioning how this can be seen in experiments: if one of states, say $\rho_i$, is repeatedly generated and sent for measurement, its corresponding output port $M_i$ never shows detection events even though the other ports may show detection events with probabilities $\text{tr}[M_j \rho_i]$ for $j \neq i$. Repetition of the experiment gives rise to an output port with no detection events successfully excluding a particular state.

Quantum state exclusion can also be expressed in the form of semidefinite programming [78]. The primal problem can be written as

\[(\text{Primal}) \min \sum_i q_i \text{tr}[M_i \rho_i] \]
\[\text{subject to } \sum_i M_i = I, \quad M_i \geq 0, \quad i = 1, \cdots, N,\]

and its dual problem is also easily derived as

\[(\text{Dual}) \max \text{tr}[K] \]
\[\text{subject to } K \leq q_i \rho_i, \quad i = 1, \cdots, N.\]

The above program can be compared to minimum-error state discrimination in Eqs. [20] and [21]. Technically, the two primal problems achieve optimisation in the opposite directions. To derive the PBR theorem, two distinct states $|\psi_k\rangle = \cos(\theta/2)|0\rangle + (-1)^k \sin(\theta/2)|1\rangle$
with $k = 0, 1$ are considered, and quantum state exclusion is applied to the product states
\[ |\Psi(x_1, x_2, \cdots, x_n)\rangle = |\psi_{x_1}\rangle \otimes |\psi_{x_2}\rangle \otimes \cdots \otimes |\psi_{x_n}\rangle \]
(38)
where $x_i = \{0, 1\}$ for $i = 1, \cdots, n$. By applying entangled POVM, measurement allowing for state exclusion is optimised over $\mathcal{H}^{\otimes n}$.

### 3.2 Discrimination of unitary transformations

Suppose that there is a box in which a unitary transformation, say one of the two unitaries $U_1$ or $U_2$, is applied with some probabilities, say $1/2$, respectively. How then can one learn about which transformation is applied? A natural approach is to prepare and send a fixed quantum state $|\psi\rangle$ into the box and then discriminate between $U_1|\psi\rangle$ or $U_2|\psi\rangle$, corresponding to two-state discrimination. Unlike the usual two-state discrimination, there is a freedom to choose the input state so that the two “output” states are better distinguishable. One may then argue that discrimination between unitaries is therefore equivalent to the case of quantum states. The argument might come from the close connections, or similarity, between states and dynamics: for instance, for two distinct quantum states, there always exist a fixed state and two unitaries by which the two states are prepared. However, it turns out that this intuition does not work in a discrimination task.
From Eq. (8), the distinguishability is quantified by the trace distance between two resulting states, and thus the optimisation is given by

$$u = \max_\rho \| U_1 \rho U_1^\dagger - U_2 \rho U_2^\dagger \|_1$$

with the guessing probability, \( p_{\text{guess}} = (1 + u/2)/2 \).

Recall that the main goal here is not state discrimination but discriminating one of the two unitary transformations. To this end, one can exploit ancillary systems, that is, discrimination between \( I \otimes U_1 \) and \( I \otimes U_2 \) \[79\], see Fig. (6). Assuming that the ancillary system has the dimension as the system, the optimisation task becomes, for an input state \( \rho \in S(H \otimes H) \),

$$u = \max_\rho \| I \otimes U_1 \rho I \otimes U_1^\dagger - I \otimes U_2 \rho I \otimes U_2^\dagger \|_1.$$  

As an example, we consider two unitary transformations, say Pauli operators \( X \) and \( Z \). Note that for any input state \( |\phi\rangle \), it holds that \( \langle \phi | XZ | \phi \rangle \neq 0 \), showing that they are not perfectly distinguishable without ancillary systems, see Eq. (39). Let us now consider an input state \( |\psi\rangle = (|00\rangle + |11\rangle)/\sqrt{2} \). It is easily shown that

$$\langle \psi | (X \otimes I)(Z \otimes I)|\psi\rangle = 0.$$

This shows that we have \( u = 2 \) in Eq. (40) and \( p_{\text{guess}} = 1 \). That is, the two non-commuting unitary transformations are perfectly distinguishable by introducing ancillary systems. Note that the two corresponding states are not perfectly distinguishable even though ancillary systems are considered.

**Discrimination in the asymptotic limit.** Suppose now that one can repeatedly exploit the box involving the unitary transformations, i.e. with the input state as \( |\psi\rangle \), the box applies one of two unitary transformation \( U_1 \) or \( U_2 \) repeatedly many times so that, after \( n \) repetitions, resulting states are either \( U_1^n |\psi\rangle \) or \( U_2^n |\psi\rangle \). To guess which unitary transformation is used, one looks at the two-state discrimination of resulting states. The problem is precisely to find an input state \( |\psi\rangle \) such that the resulting two states \( U_1^n |\psi\rangle \) and \( U_2^n |\psi\rangle \) are orthogonal to each other. The task is therefore

$$\max_\rho \| U_1^n \rho U_1^{n\dagger} - U_2^n \rho U_2^{n\dagger} \|.$$

In Ref. \[80\], it is shown that there always exist finite \( n \) and an input state \( \rho \) such that two resulting states \( U_1^n \rho U_1^{n\dagger} \) and \( U_2^n \rho U_2^{n\dagger} \) become orthogonal, that is, perfectly distinguishable. In the case of state discrimination, two non-orthogonal states are never perfectly distinguishable with certainty even if a number of copies are provided. Hence, there is intrinsic difference between state discrimination and the discrimination of unitary transformations.

### 3.3 Dimension witnesses

For dimension witnesses, one looks at the question: in an experiment without full knowledge of the measurement and preparation of unknown states, what features of the system can
In this case, no \textit{a priori} information is known about state preparation: pressing one of $N$ buttons, say $i$, corresponds to generation of unknown state $\rho_i$, and measurement is applied by a setting $m$ giving an outcome $k$. The probability that this happens is denoted by $p(k|i, m)$, with which the minimal dimension of Hilbert space describing states $\{\rho_i\}_{i=1}^N$ can be then certified.

be gleaned from observed data? In Fig. (7), the experimental setup is depicted where the observed data refers to the collection of probabilities $p(k|i, m)$ of having outcome $k$ when a state $\rho_i$ is prepared by pressing button $i$ with measurement $m$. It turns out that minimal dimensions of classical and quantum systems can be certified by observed data. A general method has been presented in Ref. [81], based on numerical tests.

Recently, it is shown that quantum state discrimination can also be used to certify the minimum dimension of a Hilbert space of a given quantum system [18]. Since two-state discrimination is by far the only case where optimal discrimination is completely analyzed for all dimensions, it can be applied in the context of dimension witnesses. We first specify the POVM elements so that $M^m_k$ to denote the operator giving outcome $k$ when measurement $m$ is chosen. For complete measurement, it holds that $\sum_k M^m_k = I$. In Ref. [18], there are $N$ possible preparations and $M$ possible measurements with $M = N(N-1)/2$ so that each measurement consists of two outcomes $k \in \{-1, 1\}$ only. Indeed, each measurement can be labeled by $m = (x, x')$ for $x, x' \in \{1, \cdots, N\}$. The witness is then bounded by

$$W_N = \sum_{x > x'} |p(k = 1|x, (x, x')) - p(k = 1|x', (x, x'))|^2 \leq Q_d = \frac{N^2}{2}(1 - \frac{1}{\min(d, N)}).$$

Let us explain the above equation. First, the difference between two probabilities corresponds to the trace distance between two unknown states $\rho_x$ and $\rho_{x'}$ among $x, x' \in \{1, \cdots, N\}$, that is, the minimum-error discrimination between the two states. The witness
can be understood as the average fluctuations of pair-wise distinguishability of the preparation process. The inequality is fulfilled if the unknown states are described by a Hilbert space of dimension equal to or less than $d$. The inequality would be violated if the quantum dimension in the preparation is greater than $d$. For instance, the upper bound for $W_7$ can be analytically computed in Ref. [18]:

| $d$ | $Q_d$ |
|-----|-------|
| 2   | 12.25 |
| 3   | 16.33 |
| 4   | 18.38 |
| 5   | 19.60 |
| 6   | 20.42 |
| 7   | 21    |

The usefulness of applying state discrimination to dimension witnesses, compared to the general formalism in Ref. [81], lies with the fact the the quantity $Q_d$ can be analytically computed. Despite the advantage, it remains an open question how one could generalize the method to multiple state discrimination and dimension witnesses due to the lack of solutions in general situation.

### 3.4 Equivalence to asymptotic quantum cloning

Quantum cloning allows the distribution of unknown quantum states from one party to many parties [82]. Formally, it corresponds to the dynamics from given states $|\phi\rangle$ with additional free resources $|0\rangle^{\otimes M-1}$ to a $M$-partite state $\rho_\phi^{(x_M)} \in \mathcal{B}(\mathcal{H}^{\otimes M})$ so that the resulting state is as close to as $M$ copies of initial state. One may be interested in maximising the fidelity of individual clones. It is called local fidelity in the context of symmetric cloning where all clones are identical, i.e. for a resulting $M$-partite state $\rho_\phi^{(x_M)} \in \mathcal{B}(\mathcal{H}^{\otimes M})$, it holds that an individual clone $\rho_i = \text{tr}_{\bar{i}}\rho_\phi^{(x_M)} \in \mathcal{B}(\mathcal{H})$ where $\bar{i} = i, \bar{i} = i - 1, \bar{i} = i + 1, \ldots, M$ is identical the others: $\rho_i = \rho_j$ for all $j \neq i$. Thus, the local fidelity computes the fidelity between the input state and an approximate output clone,

$$F_L = F(|\phi\rangle, \rho_j) = \langle \phi | \rho_j | \phi \rangle$$

where $F$ denotes the fidelity.

It is interesting to see that state discrimination can be regarded as a form of cloning: for states $\{q_i, \rho_i\}_{i=1}^N$, the minimum-error discrimination find out which state has been prepared and then produced as many as copies of the state as one wishes. In some sense, it is like a measurement-and-preparation scheme in which the information of the unknown quantum state is converted into classical information through measurements and then the quantum state is prepared using the classical information. Of course, the discrimination task is never perfect, and thus the error contributes to imperfect clones. Note that the situation is exactly a $1 \to \infty$ symmetric cloning, or also called asymptotic cloning.

A fair comparison of the two processes of cloning, one of optimal quantum cloning and the other based on state discrimination, is made in cases of asymptotic cloning. Indeed, for some cases it is shown that the two processes are equivalent [83] [84] [85], and the case of equivalence in general is an open problem. [86] In Refs. [86] [87], it is shown that quantum state

---

[5] This is 22nd problem in the list. [http://qig.itp.uni-hannover.de/qiproblems](http://qig.itp.uni-hannover.de/qiproblems)
discrimination, or estimation in the case that given states contain continuous spectrum, is equivalent to optimal asymptotic quantum cloning.

4 Characterizations in quantum communication

One of the main motivations that quantum state discrimination was investigated in the very beginning was due to the huge development in optical communication. As the size of systems in which information is encoded gets smaller, it is natural to consider quantum systems in the limit of the physical size. In quantum communication, the framework relies on quantum postulates: measurement results are interpreted according to the laws of quantum mechanics. Quantum sources also contain entanglement that shows correlations stronger than classical ones. All these are consistent to other physical principles of classical theories. For instance, entanglement does not violate the relativistic causality, or also called as the no-signaling principle that rules out instantaneous communication.

Interestingly, the formalism of quantum state discrimination is much related to constraints given by other physical principles. Here, we consider two contexts of quantum communication that have tight relations to, and thus also characterize, optimal quantum state discrimination. Both of them consider a cryptographic scenario.

4.1 Quantum min-entropy

In quantum cryptographic protocols, min-entropy is exploited to quantify privacy amplification that decouples legitimate parties from an eavesdropper. It estimates the number of bits to be sacrificed during privacy amplification protocols [46]. It is also a measure that quantifies the randomness of sources. In Ref. [19], an operational meaning of quantum min-entropy has been obtained that it is indeed equivalent to the guessing probability of the minimum-error state discrimination. The precise relation is provided as follows.

Let us write an entangled state shared by Alice and Bob as $|\psi\rangle_{AB}$. Suppose that Alice applies a measurement with POVM elements $\{M_i\}_{i=1}^N$. On measurement, she gets the outcome, say $j$ from a detection event on POVM $M_j$, and then Bob is left with corresponding quantum state,

$$\rho_B^{(j)} = \frac{1}{q_j} \text{tr}_A[(M_j)A \otimes I_B]|\psi\rangle_{AB}\langle\psi|$$

where $q_j = \text{tr}[(M_j)A \otimes I_B]|\psi\rangle_{AB}\langle\psi|$ denotes the probability that Alice has outcome $j$. Bob’s states are normalized. Once Alice announces to Bob that she has performed her measurement, Bob knows that he has quantum states $\{\rho_B^{(j)}\}_{j=1}^N$. The state shared between them can now be described by classical-quantum correlations,

$$\rho_{AB} = \sum_{j=1}^N q_j |j\rangle_A\langle j| \otimes \rho_B^{(j)}$$

where Alice’s measurement outcome of $M_j$ is denoted by $|j\rangle_A\langle j|$ for $j = 1, \cdots, N$. Note that this state can also be prepared as in subsection 2.1 without shared entanglement [3].
The classical-quantum state in Eq. (42) precisely describes the physical situation before Bob’s measurement. By applying optimal measurement, Bob can gain information from his quantum states with the conditional min-entropy

$$H_{\text{min}}(X|B) = -\inf_{\sigma_B} \inf_{\lambda} \{ \lambda \| \rho_{AB} \leq 2^\lambda (I_A \otimes \sigma_B) \}$$

where the infimum is taken over all states $\sigma_B \in \mathcal{B}$. Note that the above corresponds to a convex optimisation task.

It turns out that the conditional min-entropy in the above is equivalent to the minimum-error state discrimination [19]. More precisely, the equivalence is established with the guessing probability of the minimum-error state discrimination for $\{q_j, \rho_B^{(j)}\}_{j=1}^N$ with $\rho_B^{(j)}$ in Eq. (41) with

$$H_{\text{min}}(X|B) = -\log p_{\text{guess}}$$

where the explicit form of the guessing probability $p_{\text{guess}}$ can be found in Eq. (4) in the subsection 2.2. The equivalence means that, for Bob to maximise his information, the optimal measurement he chooses should be identical to the optimal one for the minimum-error state discrimination. It also means that optimal state discrimination is a corresponding operational task when min-entropy is applied in cryptographic applications.

4.2 Optimal discrimination constrained by the no-signaling principle

Let us reconsider the bipartite scenario above where the two parties share an entangled state $|\psi\rangle_{AB}$, Alice applies measurement, and Bob is then left some quantum states. Here, we consider a generalization that Alice can choose one of $N$ possible measurement denoted by $\{M_i^{(A)}\}_{i=1}^N$, where each measurement by Alice $M_i^{(A)} = \{M_i, I - M_i\}$ is complete and has two outcomes of $M_i$ and $I - M_i$. Since each measurement is complete, as long as Alice does not announce her measurement, Bob does not learn Alice’s choice from his quantum states. This already excludes the possibility of instantaneous communication [88].

Suppose that measurement $M_i^{(A)}$ for some $i = 1, \cdots, N$ is applied and Alice does not announce her measurement outcomes. Bob is then left with a mixture of two possibilities, either $\rho_i$ or $\sigma_i$ so that

$$\rho_i^{(B)} = p_i \rho_i + (1 - p_i) \sigma_i, \quad \text{for } i = 1, \cdots, N,$$

where we have introduced $p_i$ as the resulting state of Alice’s measurement $M_i$ and $\sigma_i$ as the state of measurement $I - M_i$,

$$\rho_i = \frac{1}{p_i} \text{tr}_A [\langle \psi \rangle_{AB} \langle \psi | M_i \otimes I ],$$

$$\sigma_i = \frac{1}{1 - p_i} \text{tr}_A [\langle \psi \rangle_{AB} \langle \psi | (I - M_i) \otimes I ],$$

where $p_i = \text{tr}[\langle \psi \rangle_{AB} \langle \psi | M_i \otimes I]$. (46)

Note that, since Alice’s measurement $M_i^{(A)}$ is complete for all $i = 1, \cdots, N$, it holds that

$$\rho_i^{(B)} = \rho_j^{(B)} \quad \text{for all } i, j = 1, \cdots, N.$$
Bob’s strategy is based on the fact that each state $\rho_j$ is contained in the ensemble of $\rho_j^{(B)}$ in Eq. (44) as a result of Alice’s measurement $M_j^{(A)}$. He then prepares his measurement to discriminate the states $\{\rho_i\}_{i=1}^N$, and concludes Alice’s measurement from the outcome: he would conclude Alice’s measurement $M_j^{(A)}$ if a detection event on his side happens in the $j$-th port that finds $\rho_j$ among states $\{\rho_j\}_{j=1}^N$. It is clear that, by the no-signaling principle, the strategy would not add any information to Bob: this means that the distinguishability for states $\{\rho_i\}_{i=1}^N$ cannot be arbitrarily precise.

Bob’s discrimination task is restricted to the states $\{\rho_i\}_{i=1}^N$ in the ensemble; other states $\{\sigma_i\}_{i=1}^N$ in the ensemble in Eq. (44) may still contribute to detection events, and are considered as errors in the Bob’s guessing strategy. In any case, since Bob aims to guess Alice’s measurement by discriminating states $\{\rho_i\}_{i=1}^N$ only, detection events corresponding to the states $\{\sigma_i\}$ are disregarded in Bob optimal measurement setting. Therefore, the a priori probabilities exploited for Bob’s measurement are

$$q_i = \frac{\text{Prob}[\rho_i]}{\text{Prob}[\{\rho_i\}_{i=1}^N]} = \frac{p_i}{p_1 + \cdots + p_N}$$

with $\{p_i\}_{i=1}^N$ in Eq. (46), where $\text{Prob}[\rho]$ denotes the probability that $\rho$ appears. Bob’s measurement is optimised for the state preparation $\{q_i, \rho_i\}_{i=1}^N$. If Bob’s guessing probability is so high and he correctly guesses Alice’s measurement better above random guesses, a faster-than-light communication would be established. Thus, the guessing probability is constrained by the no-signaling principle. It can be shown that the guessing probability is bounded by

$$p_{\text{guess}} \leq p_{\text{guess}}^{(NS)} = \frac{1}{p_1 + \cdots + p_N}. \quad (47)$$

In other words, violation of the above inequality would lead to instantaneous communication. In fact, the inequality turns out to be tight. That is, for any set $\{q_i, \rho_i\}_{i=1}^N$, the optimal state discrimination always attains the equality in Eq. (47) as dictated by the no-signaling principle.

Since analytical expression for optimal state discrimination remains an open problem to date, it is not possible to compare it directly with the upper bound for the strategy. Instead, one can find from the LCP formalism of optimal state discrimination in Eq. (22) that for any set $\{q_i, \rho_i\}_{i=1}^N$, there exists a symmetry operator $K$ that is decomposed into $K = q_i \rho_i + r_i \sigma_i$ for all $i = 1, \cdots, N$. Normalising the symmetry operator gives

$$\tilde{K} = \frac{K}{\text{tr}[K]} = p_i \rho_i + (1 - p_i) \sigma_i$$

and this operator can be related to state $\rho_i^{(B)}$ by identifying $p_i = q_i / \text{tr}[K]$ for all $i = 1, \cdots, N$ in Eq. (44). Recall that the guessing probability is given by $\text{tr}[\tilde{K}]$ in Eq. (24). With the fact that $\sum_i q_i = 1$, we have the guessing probability

$$p_{\text{guess}} = \frac{1}{p_1 + \cdots + p_N}$$
which is equal to the upper bound in Eq. (47). It is also worth emphasising that the scenario constraining the no-signaling principle can be exploited to discover optimality conditions in Eq. (22).

The scenario shown above is generic in many quantum communication protocols. Imposing the impossibility of a faster-than-light communication is a useful tool to probe the capabilities of manipulating quantum states, for instance, quantum cloning [6] or local quantum dynamics [89]. In fact, optimal quantum cloning is also tightly related to the no-signaling principle [6]: a faster-than-light communication would happen if cloning of quantum states could work better than optimal quantum cloning. As mentioned in the subsection 3.4 quantum state discrimination is a form of quantum cloning, and therefore one may expect relations between the no-signaling principle and state discrimination. Indeed, optimal quantum state discrimination is also be tightly characterized by the no-signaling principle.

5 Conclusion

Quantum state discrimination serves as a basic tool for both quantum information theory and the foundation of quantum mechanics. Although general theorems regarding optimal state discrimination remains unsolved, much progress has been gained in recent years on some special cases. The technical difficulty in most general scenario may place strict limitations on the development of some quantum information tasks. Moreover, since the quantum state discrimination is closely related to some existing hard problems, developments in this direction could lead to new perspectives and challenges. The present review has provided a comprehensive introduction to quantum state discrimination and its selected applications. Although it is not covered here, there has also been significant progress in discrimination of continuous variable states, see for instance, Refs. [90, 91], for recent experimental implementation along the line. They are in fact related to applications such as quantum key distribution with continuous variable systems, e.g. [92]. There are also excellent review articles, e.g. Refs. [10, 11, 12, 13, 14], on quantum state discrimination from different angles. The present article mainly focus on recent development in the methods of state discrimination from the theoretical point of view and its selected applications. It is hoped that these new results in quantum state discrimination may lead to new insights for other issues in quantum information science and vice versa.

Acknowledgement

The work was done partially while the authors were visiting the Institute for Mathematical Sciences, National University of Singapore in 2013, being supported by the Institute. This work is supported by the People Programme (Marie Curie Actions) of the European Union’s Seventh Framework Programme (FP7/2007-2013) under REA grant agreement N. 609305, and the National Research Foundation & Ministry of Education, Singapore.
References

[1] Bennett C H and Brassard G 1984 Proceedings of International Conference on Computer Systems and Signal Processing 175 8

[2] Wootters W K and Zurek W H 1982 Nature 299 802

[3] Bennett C H, Brassard G and Mermin N D 1992 Phys. Rev. Lett. 68(5) 557–559 URL http://link.aps.org/doi/10.1103/PhysRevLett.68.557

[4] Ekert A K 1991 Phys. Rev. Lett. 67(6) 661–663 URL http://link.aps.org/doi/10.1103/PhysRevLett.67.661

[5] Bell J 1964 Physics 1 195

[6] Gisin N 1998 Phys. Lett. A 242(1-2) 1–3

[7] Holevo A S 1974 Problemy Peredachi Informatsii 10 51–55 see also: Probl. Inf. Transm. 10, 317,1974

[8] Yuen H P, Kennedy R S and Lax M 1975 Information Theory, IEEE Transactions on 21 125–134

[9] Helstrom C W 1976 Quantum detection and estimation theory vol 84 (Academic press New York)

[10] Chefles A 2000 Contemporary Physics 41 401–424

[11] Bergou J A, Herzog U and Hillery M 2004 11 discrimination of quantum states Quantum state estimation (Springer) pp 417–465

[12] Bergou J A 2007 Quantum state discrimination and selected applications Journal of Physics: Conference Series vol 84 (IOP Publishing) p 012001

[13] Barnett S M and Croke S 2009 Advances in Optics and Photonics 1 238–278

[14] Bergou J A 2010 Journal of Modern Optics 57 160–180

[15] Pusey M F, Barrett J and Rudolph T 2012 Nat. Phys 8 475

[16] Leifer M and Maroney O 2013 Physical Review Letters 110 120401

[17] Bae J, Hwang W Y and Han Y D 2011 Physical review letters 107 170403

[18] Brunner N, Navascues M and Vertesi T 2013 Phys. Rev. Lett. 110(15) 150501 URL http://link.aps.org/doi/10.1103/PhysRevLett.110.150501

[19] Koenig R, Renner R and Schaffner C 2009 IEEE Transactions on Information Theory 55(9) 4337 – 4347

[20] Roa L, Retamal J and Alid-Vaccarezza M 2011 Physical review letters 107 080401
[21] Zhang F L, Chen J L, Kwek L and Vedral V 2013 Scientific reports 3

[22] Mochon C 2006 Physical Review A 73 032328 this is an example of a case of linearly dependent quantum states.

[23] Hunter K 2003 Phys. Rev. A 68(1) 012306 URL http://link.aps.org/doi/10.1103/PhysRevA.68.012306

[24] Boyd S P and Vandenberghe L 2004 Convex optimization (Cambridge university press)

[25] Eldar Y C, Megretski A and Verghese G C 2004 Information Theory, IEEE Transactions on 50 1198–1207

[26] Bae J and Acin A 2007 Phys. Rev. A 75(1) 012334 URL http://link.aps.org/doi/10.1103/PhysRevA.75.012334

[27] Ban M 1996 Physics Letters A 213 235–238

[28] Sasaki M, Kato K, Izutsu M and Hirota O 1998 Physical Review A 58 146

[29] Hausladen P and Wootters W K 1994 Journal of Modern Optics 41 2385–2390

[30] Andersson E, Barnett S M, Gilson C R and Hunter K 2002 Physical Review A 65 052308

[31] Bae J 2013 New Journal of Physics 15 073037

[32] Jezek M, Rehacek M and Fiurasek J 2002 Phys. Rev. A 65(6) 060301 URL http://link.aps.org/doi/10.1103/PhysRevA.65.060301

[33] Hwang W Y 2005 Physical Review A 71 062315

[34] Bae J, Lee J W, Kim J and Hwang W Y 2008 Phys. Rev. A 78(2) 022335 URL http://link.aps.org/doi/10.1103/PhysRevA.78.022335

[35] Hwang W Y and Bae J 2010 Journal of Mathematical Physics 51 022202 URL http://scitation.aip.org/content/aip/journal/jmp/51/2/10.1063/1.3298647

[36] Kimura G, Miyadera T and Imai H 2009 Physical Review A 79 062306

[37] Nuida K, Kimura G and Miyadera T 2010 Journal of Mathematical Physics 51 093505 URL http://scitation.aip.org/content/aip/journal/jmp/51/9/10.1063/1.3479008

[38] Jafarizadeh M A, Mazhari Y and M A 2011 Quantum Information Processing 10(2) 155

[39] Bae J 2012 arXiv preprint arXiv:1210.3125

[40] Dziembowski S and Maurer U 2004 Journal of Cryptology 17 5–26

[41] Samsonov B F 2009 Physical Review A 80 052305
[42] Deconinck M E and Terhal B M 2010 *Physical Review A* **81** 062304

[43] Bae J and Hwang W Y 2013 *Physical Review A* **87** 012334

[44] Ha D and Kwon Y 2013 *Phys. Rev. A* **87**(6) 062302 URL [http://link.aps.org/doi/10.1103/PhysRevA.87.062302](http://link.aps.org/doi/10.1103/PhysRevA.87.062302)

[45] Jozsa R and Schlienz J 2000 *Physical Review A* **62** 012301

[46] Renner R 2008 *International Journal of Quantum Information* **6** 1–127

[47] Canetti R 2001 Universally Composable Security: A New Paradigm for Cryptographic Protocols *IEEE Symposium on Foundations of Computer Science* pp 136–145

[48] Bennett C H, DiVincenzo D P, Fuchs C A, Mor T, Rains E, Shor P W, Smolin J A and Wootters W K 1999 *Physical Review A* **59** 1070

[49] Chitambar E, Leung D, Mancinska L, Ozols M and Winter A 2012 *arXiv preprint arXiv:1210.4583*

[50] Matthews W, Wehner S and Winter A 2009 *Communications in Mathematical Physics* **291** 813–843

[51] Lancien C and Winter A 2013 *Communications in Mathematical Physics* **323** 555–573

[52] Chefles A 1998 *Physics Letters A* **239** 339–347

[53] Rudolph T, Spekkens R W and Turner P S 2003 *Phys. Rev. A* **68**(1) 010301 URL [http://link.aps.org/doi/10.1103/PhysRevA.68.010301](http://link.aps.org/doi/10.1103/PhysRevA.68.010301)

[54] Eldar Y C 2003 *Information Theory, IEEE Transactions on* **49** 446–456

[55] Ivanovic I D 1987 *Physics Letters A* **123** 257–259

[56] Dieks D 1988 *Physics Letters A* **126** 303–306

[57] Peres A 1988 *Physics Letters A* **128** 19

[58] Bergou J A, Futschik U and Feldman E 2012 *Physical review letters* **108** 250502

[59] Croke S, Andersson E, Barnett S M, Gilson C R and Jeffers J 2006 *Physical review letters* **96** 070401

[60] Touzel M A P, Adamson R B A and Steinberg A M 2007 *Phys. Rev. A* **76**(6) 062314 URL [http://link.aps.org/doi/10.1103/PhysRevA.76.062314](http://link.aps.org/doi/10.1103/PhysRevA.76.062314)

[61] Fiurasek J and Jezek M 2003 *Phys. Rev. A* **67**(1) 012321 URL [http://link.aps.org/doi/10.1103/PhysRevA.67.012321](http://link.aps.org/doi/10.1103/PhysRevA.67.012321)

[62] Eldar Y C 2003 *Phys. Rev. A* **67**(4) 042309 URL [http://link.aps.org/doi/10.1103/PhysRevA.67.042309](http://link.aps.org/doi/10.1103/PhysRevA.67.042309)
[63] Hayashi A, Hashimoto T and Horibe M 2008 Phys. Rev. A 78(1) 012333 URL http://link.aps.org/doi/10.1103/PhysRevA.78.012333

[64] Sugimoto H, Hashimoto T, Horibe M and Hayashi A 2009 Phys. Rev. A 80(5) 052322 URL http://link.aps.org/doi/10.1103/PhysRevA.80.052322

[65] Bagan E, Munoz-Tapia R, Olivares-Renteria G A and Bergou J A 2012 Phys. Rev. A 86(4) 040303 URL http://link.aps.org/doi/10.1103/PhysRevA.86.040303

[66] Herzog U 2012 Phys. Rev. A 86(3) 032314 URL http://link.aps.org/doi/10.1103/PhysRevA.86.032314

[67] Holevo A S 1973 Problems of Information Transmission 9 177

[68] Sasaki M, Barnett S M, Jozsa R, Osaki M and Hirota O 1999 Physical Review A 59 3325

[69] Holevo A S and Giovannetti V 2012 Reports on Progress in Physics 75 046001

[70] Audenaert K, Calsamiglia J, Munoz-Tapia R, Bagan E, Masanes L, Acin A and Verstraete F 2007 Physical review letters 98 160501

[71] Audenaert K, Nussbaum M, Szkola A and Verstraete F 2008 Communications in Mathematical Physics 279 251–283

[72] Nussbaum M, Szkola A et al. 2009 The Annals of Statistics 37 1040–1057

[73] Nussbaum M, Szkola A et al. 2011 The Annals of Statistics 39 3211–3233

[74] Koenig R, Maurer U and Renner R 2005 IEEE Transactions on Information Theory 51(7) 2391 – 2401

[75] Acin A, Bagan E, Baig M, Masanes L and Munoz-Tapia R 2005 Physical Review A 71(3) 032338 URL http://link.aps.org/doi/10.1103/PhysRevA.71.032338

[76] Einstein A, Podolsky B and Rosen N 1935 Phys. Rev. 47(10) 777–780 URL http://link.aps.org/doi/10.1103/PhysRev.47.777

[77] Caves C M, Fuchs C A and Schack R 2002 Phys. Rev. A 66(6) 062111 URL http://link.aps.org/doi/10.1103/PhysRevA.66.062111

[78] Bandyopadhyay S, Jain R, Oppenheim J and Perry C 2014 Phys. Rev. A 89(2) 022336 URL http://link.aps.org/doi/10.1103/PhysRevA.89.022336

[79] D’Ariano G M and Lo Presti P 2001 Phys. Rev. Lett. 86(19) 4195–4198 URL http://link.aps.org/doi/10.1103/PhysRevLett.86.4195

[80] Acin A 2001 Phys. Rev. Lett. 87(17) 177901

[81] Gallego R, Brunner N, Hadley C and Acin A 2010 Phys. Rev. Lett. 105(23) 230501 URL http://link.aps.org/doi/10.1103/PhysRevLett.105.230501

41
[82] Buzek V and Hillery M 1996 *Phys. Rev. A* **54**(3) 1844–1852 URL http://link.aps.org/doi/10.1103/PhysRevA.54.1844

[83] Bruss D, Ekert A and Macchiavello C 1998 *Phys. Rev. Lett.* **81**(12) 2598–2601 URL http://link.aps.org/doi/10.1103/PhysRevLett.81.2598

[84] Keyl M and Werner R F 1999 *Journal of Mathematical Physics* **40** 3283–3299 URL http://scitation.aip.org/content/aip/journal/jmp/40/7/10.1063/1.532887

[85] Bruss D, Cinchetti M, Mauro D’Ariano G and Macchiavello C 2000 *Phys. Rev. A* **62**(1) 012302 URL http://link.aps.org/doi/10.1103/PhysRevA.62.012302

[86] Bae J and Acin A 2006 *Phys. Rev. Lett.* **97**(3) 030402 URL http://link.aps.org/doi/10.1103/PhysRevLett.97.030402

[87] Chiribella G and D’Ariano G M 2006 *Phys. Rev. Lett.* **97**(25) 250503 URL http://link.aps.org/doi/10.1103/PhysRevLett.97.250503

[88] Herbert N 1982 *Foundations of Physics* **12** 1171–1179

[89] Simon C, Buzek V and Gisin N 2001 *Phys. Rev. Lett.* **87**(17) 170405 URL http://link.aps.org/doi/10.1103/PhysRevLett.87.170405

[90] Becerra F E, Fan J, Baumgartner G, Goldhar J, Kosloski J T and Migdall A 2013 *Nature Photonics* **7** 147

[91] Becerra F E, Fan J and Migdall A 2013 *Nature Communications* **4** 2028

[92] Leverrier A and Grangier P 2009 *Phys. Rev. Lett.* **102**(18) 180504 URL http://link.aps.org/doi/10.1103/PhysRevLett.102.180504

42