Using the entropy of cover method in the analysis of investment risks
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Abstract. The purpose of this article is to expand knowledge about qualitative and quantitative criteria for assessing investment risks and the properties of investment processes from the point of view of presenting real dynamic processes of investment exchange in the target information space. The method of the entropy of cover is the main method that is considered in the article when analyzing and managing risks. The paper suggests the grouping of the main risks in accordance with classification criteria and management levels, since the ranking of risks is associated with certain types of investments. Also, the article considers the main provisions using the information measure - the entropy of cover, which allow leading to the search for optimal information management of investment risk. The proposed methodology has sufficient flexibility, and it can be used to solve a variety of problems in the analysis of investment projects. It does not require a global restructuring of the financial management system, allows attracting resources already available and is an effective tool in the struggle against uncertainty.

1 Introduction

In order to ensure economic stability and security of the activities of construction companies, risk management is to be systemic. Any risk management system, which should be considered as a set of many different elements, is aimed at quantitative and qualitative risk reduction. Stable development of an enterprise is adversely affected by the fact that the adoption of strategic decisions often takes place in the context of an already accomplished risky event.

Investment risk management is a special area of activity, requiring a broader and more informal analysis. This is due to the fact that Russian investors have to identify and assess almost all the risks associated with investment in construction. In the case of objective identification of risks connected with investment in the construction sector, it becomes possible to more accurately determine the appropriate benefits. The foregoing will improve the quality of the loan portfolio of investors, reduce the transaction value and will contribute to a more active development of the investment activities in Russia [1]. To do this, investors need to be able to correctly assess and manage investment risks.
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2 Materials and Methods

In this study, it is proposed to use the entropy of cover method as a method of risk management, which helps to form the target functional for each task to search for optimal information management of the investment risks.

Due to the fact that investing in construction projects is associated with a risk of not receiving the expected effects, businesses have to undertake bold and non-trivial actions, which, in turn, increase the risk. Hence, there is a need to analyze, evaluate and manage risks, in order to identify opportunities to return investments and make a profit [2].

The existing groupings of risks in most cases have shortcomings associated with the impossibility of their effective and unambiguous introduction into the organizational structure of management of a construction enterprise. Thus, the classification of risks must have integrity, aggregation, openness, and to be inherent [3].

The generalized classification of risks will have the following form (Figure 1). The main classification feature in this case will be the grouping of risks by the management levels in the enterprise.

Fig. 1. The generalized classification of risks.

Classification of investments based on the level of risk ranking is necessary for the analysis of investment risks, since their different levels are connected with the specific type of investment. Classification of the main types of investment, depending on the level of risk is presented on the Figure 2 [4].
Fig. 2 Classification of investments

The mathematical formulation of the above provisions with the use of an information measure, that is, the entropy of cover allows leading to the search for the optimal information management of investment risk [6, 7, 16].

3 Results

The entropy of cover determines the degree of correspondence of the system's tactical and technical characteristics to their required values through the relative cover logarithm by bringing many real technical parameters by the set of required parameters to the norm.

In general, in the vector case of the degree of correspondence, the cover has the following form:

\[ P_p = \frac{\| C_{DP} D_T \cup D_T \|_p}{\| D_T \|_n} \]  

where: \( C_{DP} \) is the operation of addition to the set of real technical indicators \( D_p \), \( D_t \) is the set of required technical indicators, \( \| \cdot \|_p \) is the reduction operation to the norm.

As a reduction operation to the norm, the first, the second norm or the exponent from these quantities can be used. For vectors \( r \), which characterize the general state of the control system object, the norm or this reduction has the following meaning:
\[
\begin{align*}
\|\{r_i\}\| &= \left(\sum_{i=1}^{m}(r_i)^2\right)^{1/2} \\
\|\{r_i\}\|_n &= \exp\left(\sum_{i=1}^{m}|r_i|\right)
\end{align*}
\] (2)

To determine the distance between vectors, we use the following expression of the reduction to the norm:
\[
\begin{align*}
\|r_k - r_l\| &= \left(\sum_{i=1}^{m}(r_{ik} - r_{il})^2\right)^{1/2} \\
\|r_k - r_l\|_n &= \exp\left(\sum_{i=1}^{m}|r_{ik} - r_{il}|\right)
\end{align*}
\] (3)

General view of the entropy of cover:
\[
H_n(D_p) = k \log \|\mathcal{C}_{DP}D_T \cup D_T\|_p / \|D_T\|_n
\] (4)

The coefficient k determines the units of measurement of the entropy of cover, similar to the case of the Shannon entropy. For the entropy of cover, the traditional entropy units with the index “p” are used.

Cover information is a value equal to the difference of the entropy of cover at the initial moment of time and entropy of cover at the current time, so the cover information determines the degree of the project development at the current stage of the project management system [8, 12]:
\[
I_p = H_p(D_0) - H_p(D_t)
\] (5)

The information space of relations includes the elements of the expression of the target functional. In this case, the entropy of cover should decrease in the limit to zero, with the positive development of the process. The general view of the target functional is the following:
\[
F = T(H_H(D, t_H), H_K(D, t_K)) + \int_{T_H}^{T_K} J(u(R, t), h(D, t))dt \rightarrow \min u
\] (6)

where \( T(\cdot) \) is the of functional terminants, \( H_H(\cdot) \) is the initial entropy of cover, \( H_K(\cdot) \) is the final entropy of cover, \( D \) is the vector of the generalized technical indicators of the company, \( T_{in}, T_k \) is the initial and current time, \( J(\cdot) \) - integrand of the functional, \( u(\cdot) \) is the resource management function, \( R(\cdot) \) is the resource vector, \( h(\cdot) \) is the current entropy of cover, which is defined as the entropy of cover in an infinitesimal increment:
\[
h(t) = \frac{dH(t)}{dt} = \lim_{\Delta t \to 0} \frac{H(t + \Delta t) - H(t)}{\Delta t} = \lim_{\Delta t \to 0} \frac{\log(\|\mathcal{C}_{DP}D_T(t + \Delta t) \cup D_T(t + \Delta t)\|/\|D_T(t + \Delta t)\|)}{-\log(\|\mathcal{C}_{DP}D_T(t) \cup D_T(t)\|/\|D_T(t)\|)}/\Delta t
\] (7)

From the above formula it is clear that unlike the Shannon differential entropy, the entropy of cover has a correct definition in the differential form.

Terminant depends on the entropy of cover of the project at the beginning and at the final time part of the project process, so it has the form:
\[
T(H_H(D, t_H), H_K(D, t_K)) = H_K(D, t_K) - H_H(D, t_K) = -I_{pf}
\] (8)

where: \( I_{pf} \) is the final cover information.

The integrand depends on the current entropy of cover and the control function being developed with respect to the resources of the project:
\[ J(u(R, t), h(D, t)) = u^T(D, t)Vh(D, t) \] (9)

where: \( V \) is the matrix of the effects of the components of the vector \( u(D, t) \) on the vector \( h(D, t) \), and the dimension of the matrix is \( n_u \times n_h \). The elements of the matrix \( \{v_{k l}\} \) are the \( a \) priori adjustable coefficients \( \{\alpha_{k l}\} \) for the corresponding positions of the elements \( \{u_{k l}\} \) in the differential equations of state [9, 12]. The equations of state describe the dynamics of the vector of state in the subject (resource) area of the relationship.

The optimal use of available resources is the main requirement for the control function and consists in the need to maximize the current entropy of cover.

Limitations on the ability to use resources for the elements [10 - 12] of the project management system:

\[ F_i \leq H_{\text{max}} \] (10)

The form of the constraint equations looks like the form of the target functional in accordance with a single approach to the description of the functioning of all elements of the project management system:

\[ F_i = T_i \left( H_{hl}^0(R, t_H), H_{kl}^0(R, t_K) \right) + \int_{t_H}^{t_K} J_i(u_i(R, t), h_i^0(R, t))dt. \] (11)

However, in connection with possible changes of resources both in the direction of increasing and decreasing, the concept of the entropy of cover expands, for which the generalized entropy of cover \( H^0_i(R, t) \) and the current generalized entropy of cover \( h^0_i(R, t) \) are introduced. In this case, the cover element is:

\[ P_p^0 = \left\{ \left\| C_{Rd}(R_d \cap R_H(t)) \right\|_p / \left\| R_d \cap R_H(t) \right\|_p \right\} \]

where: \( R_d \) is the set of real resources of the project management system element, \( R_n(t) \) is the set of normative resources at the current stage of the life cycle of the project management system, \( r \) is the priority coefficient of the project management system element, for which the relative entropy of cover is calculated, \( r \in (0; 1) \).

If the available resources are smaller than the normative ones, the first component of the vector is equal to 1 and cannot form an element of cover. In the absence of available resources we have an undefined situation: zero, divided by zero. Therefore, for \( R_d = \emptyset \) we will define the function on the first component of the vector by 1.

The generalized entropy of cover has the following form:

\[ H(P_{op}(t)) = k[\log P_{op1}(t) + i \log P_{op2}(t)] \] (13)

where: \( i \) is the imaginary unit.

At each stage of the project life cycle, the complex values of the generalized entropy of cover determine the degree to which the resources of the system element correspond to the normative values. The existing part corresponds to an excess of resources, imaginary - a shortage for other resources. The current situation allows taking into account the reaction of each element of the project management system to its participation in the process of resource exchange within the framework of this system [12].

The current generalized entropy of cover takes the form:

\[ h_i^0(R, t) = dH_i^0(R, t)/dt = \lim_{\Delta t \to 0} (H_i^0(R, t + \Delta t) - H_i^0(R, t)/\Delta t) \] (14)

The terminator \( T_i(H_{n_i}(R, t_n), H_{k_i}(R, t_k)) \) for expression (11) takes the form:
\[ T_i(H_H(D_i, t_H), H_K(D_i, t_K)) = H^0_H(D_i, t_H) - H^0_K(D_i, t_K) = -I_{pi} \]  

The integrand \( J_i(u_i(R_i, t), h_i^i(R_i, t)) \) for the expression (11) takes the form:

\[ J_i(u_i(R_i, t), h_i^0(R_i, t)) = u_i^i(R_i, t) V_i h_i^0(R_i, t) \]

where: \( V_i \) is the matrix of the effects of the components of the vector \( u_i(R_i, t) \) on the vector \( h_i^i(R_i, t) \), the dimension of the matrix \( n_u \times n_h \). The elements of the matrix \( \{v_{kl}\} \) are the elements \( \{\alpha_{kl}\} \) for the corresponding positions of the elements \( \{u_{kl}\} \).

Information processes that take place in the project management system will be defined as the current change in the entropy of cover (generalized entropy of cover) between the elements \( i \) and \( j \) of the project management system for the corresponding resources:

\[ I_{ij}^m(\Delta t) = H_{ij} \left( P_i^0 \left( [\alpha_{ij}], t + \Delta t \right) \right) - H_{ij} \left( P_i^0 \left( [\alpha_{ij}], t \right) \right) = -I_{ij}^m(\Delta t) \]

where \( P_i^0 \left( [\alpha_{ij}] \right) \) is the shared generalized cover of the resource set of the \( i \)th element in accordance with its resource costs for the \( j \)th element, determined by the coefficient vector \( \{\alpha_{ij}\} \).

The quantitative change in the generalized differential entropy of cover over a certain period of time in the exchange of resources between the elements of the project management system is a generalized information flow of cover [12-15]. Thus, from the element \( i \) to the element \( j \) it has the following meaning:

\[ I_{ij}^m(\Delta t) = \int_{\Delta t} h^0(R_{i-j}(t)) \, dt \]

4 Discussions

The article examined the issues of assessing the effectiveness of investment projects and investment risks, as a result of the study of which the developed methodology for assessing integrated risk covered all the facets of uncertainty and efficiency arising during the activities of the organization at the stage of the investment decision-making to a particular project.

5 Conclusion

The proposed methodology does not require a global restructuring of the financial management system. It allows attracting already available labor resources and is the effective tool in the struggle against uncertainty. In addition to the dry mathematical apparatus, it pays attention to expert estimates. In addition, it should be noted that this methodology has very good flexibility, and it can be used to solve a variety of tasks in the investment projects analysis. As the main parameters by which projects are compared, it is permissible to use any criteria, and in unlimited quantities.
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