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Abstract— A new approach to solving a class of rank-constrained semi-definite programming (SDP) problems, which appear in many signal processing applications such as transmit beamspace design in multiple-input multiple-output (MIMO) radar, downlink beamforming design in MIMO communications, generalized sidelobe canceller design, phase retrieval, etc., is presented. The essence of the approach is the use of underlying algebraic structure enforced in such problems by other practical constraints such as, for example, null shaping constraint. According to this approach, instead of relaxing the non-convex rank-constrained SDP problem to a feasible set of positive semidefinite matrices, we restrict it to a space of polynomials whose dimension is equal to the desired rank. The resulting optimization problem is then convex as its solution is required to be full rank, and can be efficiently and exactly solved. A simple matrix decomposition is needed to recover the solution of the original problem from the solution of the restricted one. We show how this approach can be applied to solving some important signal processing problems that contain null-shaping constraints. As a byproduct of our study, the conjugacy of beamforming and parameter estimation problems leads us to formulation of a new and rigorous criterion for signal/noise subspace identification. Simulation results are performed for the problem of rank-constrained beamforming design and show an exact agreement of the solution with the proposed algebraic structure, as well as significant performance improvements in terms of sidelobe suppression compared to the existing methods.

Index Terms – Semi-definite programming, rank-constrained optimization, algebra, polynomial ideals.

I. INTRODUCTION

According to the signal space concept, a signal is represented as a vector in a vector space [1], [2]. Working in vector spaces is yet the most popular approach while designing signal processing models and algorithms. As a consequence, much of signal processing is written in the language of linear algebra. That is, the algebra that deals with vectors, and vector spaces, and whose operations are vector addition and composition of linear maps. This language has two appealing features. First, many problems are well described or approximated by linear models. Second, linear algebra is well behaved in the sense that most questions which can be posed within linear algebra can generally be easily answered within this framework.

As a further development of signal processing toward the use of advanced algebra, frame theory has found fruitful applications for efficient signal/image representation and filter-bank design [3], [4]. More recently, graphical signal processing (GSP) has been introduced for addressing the need of designing signal processing methods for large-scale social networks, big data or biological networks analysis [5]– [7]. Since signals in GSP are defined over a discrete domain whose elementary units (vertices) are related to each other through a graph, algebra beyond linear algebra is gaining more and more attention. In fact, new applications demonstrate that not all questions that are of interest to signal processing engineers can be readily solved by the tools of linear algebra, even if they have their genesis in linear models.

To this end, some classic and more recent signal processing problems that have been addressed within a linear algebra framework can be more accurately, efficiently, and more completely addressed with the use of advanced algebraic tools, which are not yet widely known and used within signal processing. One example of such problem is the matrix completion [8], [9], which has received an enormous amount of attention, especially since the advent of the NetFlix prize, and the relevant phase retrieval problem [10], [11]. Interestingly, the formulation of the matrix completion problem has much in common with some other important problems in signal processing. To name a few, optimal downlink beamforming design in multiple-input multiple-output (MIMO) wireless communications [12], [13]; robust adaptive beamforming design for general-rank signal model [14]; transmit beamspace design in MIMO radar [15]– [18]; interference alignment [19]; and even the classic generalized sidelobe canceller (GSC) design [20], [21] are all related to each other in the sense that they can be formulated as rank-constrained semi-definite programming (SDP) problems. The rank constraint makes such problems non-convex and in general very difficult to solve.

In the case of the rank-one constraint, SDP relaxation and randomization techniques have been used to address such problems following the landmark work of Goemans and Williamson [22]. That is, the rank-one constraint can be dropped, and then the resulting convex SDP problem can be solved and a rank-one solution recovered through a randomization procedure. However, the guarantees proven for...
the problem of finding maximum cut in a graph in [22] (see also for more generic exposition and other applications [23], [24]) apply to rank-one constrained problems, while similar guarantees have not, to our knowledge, been shown to hold for general rank constrained problems. However, it may not be necessary to rely on relaxation in order to solve some rank-constrained SDP problems of a high practical importance. Indeed, it is typical, at least it is the case in many of the aforementioned problems, that a strong underlying algebraic structure is enforced by design requirements and other constraints in the problems. Such underlying algebraic structures allow one to significantly simplify the problems.

In this paper, the general rank constraint in a class of rank-constrained SDP problems is made implicit by restricting the dimension of the problem to be equal to the desired rank, while requiring the solution to be full-rank. Specifically, we develop an approach by which the dimension of the rank-constrained SDP problems can be restricted by exploiting the underlying polynomial structure of the problems. In this respect, advanced algebra (beyond linear algebra) is instrumental and allows to solve a class of rank-constrained SDP problems in a space of polynomials. The space of polynomials has desirable properties by its definition and forms a feasible and convex restriction of the original optimization problem. Then the obtained SDP problem will be convex and can be efficiently solved. An additional advantage is a lower dimension of the resulting problem that is equal to the rank required by the rank constraint. In this way, many aforementioned problems can be very efficiently solved.

The rest of the paper is organized as follows. Section II defines and explores some important algebraic preliminaries such as groups, subgroups, rings, and ideals, which are instrumental in developing our approach. The considered type of rank-constrained SDP problems is introduced in Section III, and a basic motivating result is proved. Section IV revises some classical signal processing problems such as phase retrieval, downlink beamforming design for MIMO communications, and transmit beamspace design for MIMO radar, and shows that the corresponding optimization problems perfectly fit to the structure of the considered type of rank-constrained SDP problems. The underlying algebraic structure enforced in the considered type of rank-constrained SDP problems by null-shaping constraint is investigated in details in Section V. In Section VI, it is also shown that the celebrated GSC is a special case of the addressed type of rank-constrained SDP problems and some generalizations of GSC are shown. Finally, the reformulation of such rank-constrained SDP problem into corresponding convex problem is given in Section VII, and algebraic consequences of the conjugacy of beamforming and parameter estimation problems are discussed in Section VIII within the insightful framework of this paper. Our simulation results for the rank-constrained beamforming design are given in Section IX, followed by conclusions in Section X.

II. ALGEBRAIC PRELIMINARIES

This paper makes key use of several algebraic structures which are not widely used within the engineering literature. An overview of these structures, their corresponding notations, and relationships between these structures is thus included to aid in the understanding of the content of the paper [26]– [28].

Definition II.1. A group is a set of elements \( G \) with a binary operation \( \bullet \) with the following properties:

- Property 1. \( a \bullet b \in G, \forall a, b \in G \)
- Property 2. \( \exists e \in G \mid a \bullet e = e \bullet a = a, \forall a \in G \)
- Property 3. \( \forall a \in G, \exists b \in G \mid a \bullet b = b \bullet a = e \)
- Property 4. \( (a \bullet b) \bullet c = a \bullet (b \bullet c) \)

If a group \( G \) is commutative with respect to \( \bullet \) then \( G \) is said to be Abelian. As an example, consider the set of all permutations of an \( n \)-tuple. This set is a group (in fact, it is known as the symmetric group, \( S_n \)), with operation of composition of functions [2] In this case, the identity element is the zero permutation, which takes each element of the \( n \)-tuple to itself. This is not an Abelian group as composition of functions depends, generally speaking, on the order of the composition. An example of an Abelian group are the integers under addition.

Remark 1. Every vector space is an Abelian group with respect to vector addition, which is a property which will be used later.

Building on this definition, we next introduce the concept of a subgroup.

Definition II.2. A subgroup \( H < G \) is a subset of \( G \) for which all of the group properties hold with respect to \( \bullet \).

Thus, every subgroup is a group unto itself which is also contained in \( G \). A subgroup of \( G \) which does not contain every element of \( G \) is said to be a proper subgroup of \( G \). A subgroup of an Abelian group is Abelian by definition.

Remark 2. Since all vector spaces are Abelian groups with respect to vector addition, it follows that every subspace of a vector space is an Abelian subgroup of that space with respect to addition.

Next we define a ring, which is then will be used for defining an ideal and then polynomial ideal. Polynomial deals, in turn, will be used in the paper for developing our approach.

Definition II.3. A ring is a set \( R \) with operations \( \bullet \) and \( \circ \) with the following properties:

- Property 1. \( (R, \bullet) \) is an Abelian group
- Property 2. \( \exists 1 \in R \mid 1 \circ r = r \circ 1 = r, \forall r \in R \)
- Property 3. \( (a \circ b) \circ c = a \circ (b \circ c), \forall a, b, c \in R \)
- Property 4. \( a \circ (b \bullet c) = (a \circ b) \bullet (a \circ c), \forall a, b, c \in R \)
- Property 5. \( (a \bullet b) \circ c = (a \circ c) \bullet (b \circ c), \forall a, b, c \in R \)

Properties 2 and 3 of Definition II.3 taken together mean that a ring \( R \) is a monoid under multiplication \( \circ \) operation.

1 Preliminary results for the problem of rank-constrained transmit beamspace design for MIMO radar have been reported in [25].

2 Note, that although it is common to refer to the operation \( \bullet \) as multiplication or addition, the operation \( \bullet \) need not be the conventional notion of multiplication or addition.
Properties 4 and 5 of Definition II.3 again taken together simply state that in a ring, multiplication * is left and right distributive over addition +. We will only consider commutative rings which have the addition property that \(a + b = b + a, \forall a, b \in R\).

The major substructures of rings are known as ideals.

**Definition II.4.** An ideal \(I\) in a commutative ring \(R\) is a subgroup of \(R\) with the following properties:

Property 1. \(I\) is a subgroup of \(R\)

Property 2. \(\forall a \in I, \ r \in R, \ a \circ r \in I, \ r \circ a \in I\)

A relevant example of a ring with a non-trivial ideal, which will be used in the contribution of this paper, is the ring of univariate polynomials over a field \(K\), which we will denote as \(K[x]\) (read as “K adjoin x”). To show that this is a commutative ring we need to show that the relevant properties of Definitions II.1 and II.3 hold.

The fact that the polynomials are an Abelian group under addition is obvious since \(P(x) + Q(x) = Q(x) + P(x) = R(x) \in K[x], 0 \in K[x]\), and the additive inverse of a polynomial \(P(x)\) is trivially \(-P(x) \in K[x]\).

To show that it is commutative, we note that \(A(x)B(x) = B(x)A(x) = C(x) \in K[x]\) for any polynomials \(A(x), B(x), C(x)\) with coefficients in \(K\). The set \(K[x]\) is associative with respect to both multiplication and addition, and polynomial multiplication is distributive over polynomial addition since \(A(x)(B(x) + C(x)) = A(x)B(x) + A(x)C(x)\) and \((A(x) + B(x))C(x) = A(x)C(x) + B(x)C(x)\). Finally, we note that the set \(K[x]\) has the multiplicative identity 1, thus completing the proof.

It is important to mention that polynomials in \(K[x]\) also form a vector space over \(K\). Without restriction on the degree of the polynomials, this space has infinite dimension, and as such a finite dimensional vector space of polynomials implies a restriction of the degree of the polynomials to a finite number \(N\). This vector space has a basis of \(\{x^i, 0 \leq i \leq N\}\).

We denote the space of polynomials with degree strictly less than \(N\) by \(K_N[x]\). Fig. 1 demonstrates that the subscript \(N\) corresponds to the dimension of the vector space, where \(N - 1\) is the restriction on the degree of the polynomials. Thus, there should be no confusion with the definition of \(K_N[x]\) being the space of polynomials of degree strictly less than \(N\). Hereafter in the paper, we consider the case \(K = \mathbb{C}\).

Building on Remark 2 and the definition of an ideal (Definition II.3), the question arises of when a subset of elements in \(\mathbb{C}[x]\) forms an ideal. Let \(I\) be the set of all univariate polynomials \(\mathbb{C}[x]\) with a root at \(x_0 \in \mathbb{C}\). This set forms an ideal in the ring \(\mathbb{C}[x]\), which we refer hereafter as polynomial ideal. To see this, consider a polynomial with a single root at \(x_0\). By Euclid’s division algorithm, a univariate polynomial has a root at a point \(x_0\) if and only if it can be written as \(P(x) = Q(x)(x - x_0)\). Consider Definition II.3 and let \(P(x) = Q(x)(x - x_0)\). Then \(P(x)R(x) = Q(x)R(x)(x - x_0)\) which is again in \(I\). The polynomials with a root at \(x_0\) are also clearly a subgroup of \(\mathbb{C}[x]\) since \(P_1(x) - P_2(x) \in I\).

3 A ring with the property that \(R \setminus \{0\}\) is an Abelian group with respect to multiplication * is a Field (e.g. the set of real numbers).
III. THE PROBLEM

We are interested in solving the following homogeneous quadratically constrained quadratic programming problem

$$\min_{W} \text{tr}\{W^H CW\}$$

subject to

$$\text{tr}\{W^H B_j W\} = \delta_j, \ j \in \mathcal{J}$$

where $W \in \mathbb{C}^{N \times K}$ is a matrix (vector when $K = 1$) of optimization variables, $C \in \mathbb{C}^{N \times N}$ and $B_j \in \mathbb{C}^{N \times N}$ are matrices of coefficients, $\delta_j \in \mathbb{R}$ is some problem specification parameter, $\mathcal{J}$ is some index set, $\text{tr}\{\cdot\}$ denotes the trace of a square matrix, and $(\cdot)^H$ stands for the Hermitian transpose of a vector or matrix. Practical problems which can be formulated in this form are nowadays ubiquitous in signal processing and its applications.

By introducing the new optimization variable $X = WW^H$, and using the cyclic property of the trace operator, the problem (1a)–(1b) can be equivalently rewritten as the following SDP problem

$$\min_{X} \text{tr}\{XC\}$$

subject to

$$\text{tr}\{XB_j\} = \delta_j, \ j \in \mathcal{J}$$

$$\text{rk}\{X\} = K$$

$$X \succeq 0$$

where $\text{rk}\{\cdot\}$ stands for the rank of a matrix and $X \succeq 0$ means that matrix $X$ is positive semi-definite (PSD). Assuming that $W$ is required to be full rank, the constraint (2c) has to be an equality constraint as it is expressed by the definition of $X$ and the constraint (2d).

The problem (2a)–(2d) is a rank-constrained SDP problem. It is non-convex as a direct consequence of the non-convex constraint (2c). The non-convexity of this constraint extends simply from the geometry of the PSD cone. The interior of the cone is exactly the cone of positive definite matrices, meaning that all rank-deficient solutions must lie on the boundary. Set boundaries are usually non-convex, a notable exception being an affine half-space.

The dominant approach to addressing this problem following the work of [22] has been semidefinite relaxation (SDR). That is, the constraint (2c) is dropped altogether from the problem, and the resulting convex SDP problem is solved. If the solution to the resulting convex problem, denoted as $X^\ast$, is not rank-$K$, it must then be mapped back to the manifold of rank-$K$ $N \times N$ PSD matrices. Obviously, the solution to the original problem (2a)–(2d) is contained in the feasible set of the relaxed problem. However, what is sacrificed in the relaxation process is a guarantee that the solution to the relaxed problem will be "close" to the solution of the original problem. The optimality bound proven to hold in [22] applies only to rank-one constrained SDP problems. Then the rank-one solution, i.e., mapping of the solution of the relaxed SDP problem back to the manifold of rank-one matrices, can be obtained with guarantees proven in [22] through randomization procedure. Similar guarantees have not been shown to hold for general rank-$K$ constrained SDP problems.

In the case when the problem (2a)–(2d) is rank-$K$ constrained, but separable, i.e., can be separated to $K$ rank-one constrained SDP sub-problems as in [15], the optimality bounds proven in [22] can be directly applied to each resulting sub-problem. However, separating the problem may not be necessary, desirable, or even possible in practice. In such cases, an alternative approach, which we present in this paper, is of importance.

In contrast to the SDR approach, our approach is based on restriction. That is, rather than expand the feasible set of the optimization problem, we restrict it to lie on the boundary of the cone of PSD matrices. Since the boundary of PSD cone is non-convex, it is not at all obvious that this would result in a convex problem. It is also not obvious how to perform such a restriction. Thus, some care should be taken in with respect to how such a restriction can be performed. The following basic theorem gives a condition for the restriction to be convex.

**Theorem 1.** Let $\mathcal{M}$ be a $K$ dimensional subspace of $\mathbb{C}^N$, $\mathcal{R}$ is the set of rank-$K$ $N \times N$ matrices, and $\mathcal{X} \triangleq \{X \in \mathcal{R} \mid C\{X\} = \mathcal{M}\}$, where $C\{\cdot\}$ denotes the column space of a matrix. Then the intersection $\mathcal{X} \cap S_N^+$, where $S_N^+$ is the cone of $N \times N$ PSD matrices, is convex.

**Proof:** We must first define a general element in the intersection $\mathcal{X} \cap S_N^+$. Consider the matrix $X \triangleq WW^H$ where $C(W) = \mathcal{M}$ and $W \in \mathbb{C}^{N \times K}$. The matrix $X$ is clearly in $\mathcal{X}$ since $C\{X\} = \mathcal{M}$, and also in $S_N^+$ by construction. Conversely, any element in $\mathcal{X} \cap S_N^+$ must have this form, since every element in $\mathcal{R}$ must have a factorization of $X = AB^H$ where $A$ and $B$ are both $N \times K$ matrices, and any matrix in $S_N^+$ must be Hermitian, implying that $A = B$.

Now consider two similarly defined matrices in the intersection $\mathcal{X} \cap \mathcal{R}$, denoted as $X_1 \triangleq W_1W_1^H$ and $X_2 \triangleq W_2W_2^H$. Since the column space of $W_1$ is the same as column space of $W_2$, i.e., $C\{W_1\} = C\{W_2\}$, there exists an invertible matrix $P$ such that $W_2 = WP$. Taking the convex combination of $X_1$ and $X_2$, it is easy to see that the train of the following equalities holds

$$\lambda X_1 + (1 - \lambda)X_2 = \lambda W_1W_1^H + (1 - \lambda)W_2W_2^H$$

$$= \lambda W_1W_1^H + (1 - \lambda)W_1PP^H W_1^H$$

$$= W_1(\lambda I + (1 - \lambda)PP^H)W_1^H$$

for $\lambda \in [0, 1]$.

The matrix $PP^H$ is PSD by construction, and specifically, it is positive definite (PD), since $P$ was invertible to begin with. The PD matrices form a cone, and thus, $P^T = I + (1 - \lambda)PP^H$ is also PD, admitting a further factorization as $P^T = RR^H$, with $R$ invertible. Hence, $W_1P^T W_1^H \in \mathcal{X} \cap \mathcal{R}$. This completes the proof. $\blacksquare$

It is worth observing that the intersection $\mathcal{X} \cap S_N^+$ introduced in Theorem 1 is isomorphic to the cone of PSD matrices of size $K$, and thus, it has dimension $K(K + 1)/2$. Therefore, the set of all matrices of the form $WPW^H$ form a $K(K + 1)/2$ dimensional face of the PSD cone. Indeed, it can be shown
that a set is a face of the PSD cone if and only if it satisfies the parametrization given in Theorem 1 \cite{27, 29}.

Summarizing, if one can glean the subspace \( \mathcal{V} \) which contains the column space of \( X \) which satisfy the affine constraints in the problem \((2a)–(2d)\), among others, Theorem 1 provides a clear and direct method to restrict the problem to a smaller dimension. Such procedure of restricting the problem to a smaller dimension contains three steps. First, it is needed either estimate or know the subspace \( \mathcal{V} \), then produce a basis for it of the appropriate dimension, and finally take this basis to be the columns of \( W \).

Section IV provides a complete example of the solution for the subspace \( \mathcal{V} \) (first step of the procedure highlighted above) defined by the constraints of a rank-constrained SDP incling the null-shaping constraint, and Section V-B shows how, by way of understanding the algebraic structures laid out in the preliminaries, we can arbitrarily restrict the dimension of this space to coincide with the desired rank of the solution, \( K \). However, any other method which produces a basis for the space \( \mathcal{V} \) is compatible with the findings of this paper. Before proceeding to such studies, we would like to stress on the importance and ubiquitous nature of the problem \((2a)–(2d)\) by proceeding to such studies, we would like to stress on the importance and ubiquitous nature of the problem \((2a)–(2d)\).

IV. APPLICATIONS

Many classical and currently important signal processing problems can be expressed in the form \((2a)–(2d)\). Such most popular recently problems are listed here, as well as it is shown how they can be formulated in the form \((2a)–(2d)\).

A. Phase Retrieval

The simplest form of the objective function \((2a)\) is when \( C = I_N \), in which case the objective function becomes \( \text{tr}\{X\} \). For symmetric (and Hermitian) matrices, this is equivalent to the nuclear norm, and nowadays widely used as a proximal operator for rank reduction.

For example, consider the problem of phase retrieval \cite{10}, in which the goal is to retrieve a vector \( x_0 \in \mathbb{C}^N \) about which we only have quadratic measurements \( |a_j^H x_0|^2 = b_j \) where \( a_j \in \mathbb{C}^N \) and \( b_j \in \mathbb{R} \). It means that we observe the intensity measurement \( b_j \), while \( a_j \) is a sampling vector. Simple manipulations using the trace operator show that \( |a_j x_0|^2 = \text{tr}\{a_j^H x_0 a_j^H\} = \text{tr}\{X A_j\} \) where \( A_j \triangleq a_j a_j^H \) and \( X \triangleq x_0 x_0^H \). Hence the phase retrieval problem can be equivalently rewritten as the following feasibility problem

\[
\begin{align*}
\text{find} & \quad X \\
\text{s.t.} & \quad \text{tr}\{X A_j\} = b_j, \quad \forall \ j \\
& \quad \text{rk}\{X\} = 1 \\
& \quad X \succeq 0.
\end{align*}
\]

(3a)–(3d)

It is easy to check that the problem \((3a)–(3d)\) differs from the problem \((2a)–(2d)\) only in the objective function. However, the difficulty with the problems \((2a)–(2d)\) and \((3a)–(3d)\) lies not with the objective function, but with the feasibility sets, which are of identical form. If the feasibility set of \((3a)–(3d)\) is non-empty then it is relatively easy to minimize a linear function over it, and thus, define a problem in the form \((2a)–(2d)\). Therefore, insights about one problem provide insights about the other.

B. Optimal Downlink Beamforming

Another example of \((2a)–(2d)\) is the optimal downlink beamforming problem in MIMO wireless communication systems. In this problem, the objective is to minimize the total transmitted power while maintaining an acceptable quality of service for all users. Assuming constant modulus waveforms and total number of \( J \) users, the total transmit power is given as \( \sum_{j=1}^{J} \| w_j \|^2 \) where \( w_j \in \mathbb{C}^N \) is the beamforming vector corresponding to the \( j \)-th user. Then the total transmitted power can be rewritten as

\[
\begin{align*}
\text{tr} \left\{ \sum_{j=1}^{J} w_j w_j^H \right\} &= \text{tr}\{W^H W\} \\
&= \sum_{j=1}^{J} \text{tr}\{w_j w_j^H\} = \sum_{j=1}^{J} \text{tr}\{X_j\} \\
&= \sum_{i \neq j}^{J} \text{tr}\{W_i w_i^H + \sigma_j^2 I_N\} \
&\geq \gamma_j, \quad \forall j
\end{align*}
\]

(4)

where \( W \triangleq [w_1, \ldots, w_J] \) has rank \( J \) and \( X_j \triangleq w_j w_j^H \) is the rank-one matrix.

Constraints on the quality of service for all users are written in term of the signal-to-interference plus noise ratio in the following form

\[
\begin{align*}
\text{min}_{X_j} & \quad \sum_{j=1}^{K} \text{tr}\{X_j\} \\
\text{s.t.} & \quad \text{tr}\{X_j R_j\} - \gamma_j \sum_{i \neq j} \text{tr}\{X_i R_{i,j}\} = \gamma_j \sigma_j^2, \quad \forall \ j \\
& \quad \text{rk}\{X_j\} = 1, \quad \forall \ j \\
& \quad X_j \succeq 0, \quad \forall \ j
\end{align*}
\]

(5)

(6a)–(6d)

which fits the description of the problem \((2a)–(2d)\).

The problem \((6a)–(6d)\) is separable as the constraints for every \( j \)-th user are independent of the constraints for the remaining users, and the objective consists of \( J \) summand one per each user. Then \( J \) rank-one constrained SDP problems can be solved for finding \( X_j \) for all \( J \) users. Moreover, it is clear from Theorem 1 that the optimal solution for each separate problem with respect to the corresponding \( X_j \) must lie in a one-dimensional face of the PSD cone. These one-dimensional faces need not coincide. However, as we will show later, by
introducing new constraints, it can happen so that each of these one-dimensional faces must exist within a larger \( J(J+1)/2 \) face of the cone, thus granting great insight into the optimal solution to the problem, and significant computational savings.

C. Transmit Beamspace in MIMO Radar

One more important application problem of the form \((2a)–(2d)\) is the transmit beamspace design for MIMO radar \([15–18]\). The goal of this optimization problem is to match an ideal transmit beampattern as closely as possible with an achievable one, subject to physical constraints imposed by a transmit antenna array. The ideal beampattern is based on presumed knowledge of the locations of targets of interest. Due to the nature of the radar problem, the most that could be assumed about the target locations would be a prior distribution. If one has knowledge of the prior distribution, it makes sense to transmit energy in regions where targets are unlikely to appear or cannot be located.

For example, if the prior knowledge is that the targets lie within an angular sector \( \Theta = [\theta_1, \theta_2] \), then the optimal strategy would be to transmit all of the available power into this sector, while transmitting as low as possible energy elsewhere \([17, 18]\).

In a MIMO radar system, a linear combination of \( K \) orthogonal baseband waveforms \( \psi(t) \triangleq [\psi_1(t), \ldots, \psi_K(t)]^T \) is transmitted from an antenna array (we assume a uniform linear array (ULA) for simplicity) of \( N \) elements, where \( K < N \), in order to concentrate energy over the desired sector \( \Theta \).

The signal at the transmitter at the time instant \( t \) in the direction \( \theta \) is given by

\[
s(t, \theta) = a^H(\theta)W\psi(t)
\]

where \( [a(\theta)]_n \triangleq e^{j2\pi/\lambda_c(n-1)dx \sin(\theta)} \), \( \theta \in [-\pi/2, \pi/2] \) denotes the \( n \) \((n = 1, \ldots, N)\) element of the array response vector.

Using (7) and orthogonality of the waveforms, the magnitude of the beampattern in any direction \( \theta \) is given by the inner product of \( s(t, \theta) \) with itself integrated over a pulse duration \( T \), that is,

\[
G(\theta) = \int_T s(t, \theta) s^H(t, \theta) dt \\
= a^H(\theta)W \left( \int_T \psi(t) \psi^*(t) dt \right) W^H a(\theta) \\
= a^H(\theta)WW^H a(\theta) = \text{tr} \left\{ WW^H a(\theta) a^H(\theta) \right\} \\
= \text{tr} \{ X C \}
\]

where \( X \triangleq WW^H \) and \( C \triangleq a(\theta) a^H(\theta) \).

Denoting the desired ideal beampattern by \( G_d(\theta) \) and using (8), the transmit beamspace design problem for MIMO radar can be written as

\[
\min_{X, \theta} \max_{\theta} |G_d(\theta) - \text{tr}(XC)| \\
\text{s.t. } \text{tr}(XB_j) = \frac{E}{N}, \ j = 1, \ldots, N \\
\text{rk}(X) = K \\
X \succeq 0
\]

where \( E \) is the total power budget at the transmit antenna array and \( \cdot \) stands for the magnitude.

The constraint \((9b)\) serves to control the distribution of power among antenna elements. The matrix \( B_j \) is a selection matrix consisting of all zeros except for a 1 in the \( j \)-th diagonal position. For example, taking \( j = 1 \) in \((9b)\) yields \( \sum_{k=1}^N |w_{1,k}|^2 \), which is the amount of power used by all waveforms transmitted from the first antenna. This need not necessarily equal to \( E/N \). For instance, certain antennas could be reserved for use in communications in which case one would constrain that antenna to not use any energy for the purposes of transmission of radar signals.

V. UNDERLYING ALGEBRAIC STRUCTURE FORCED BY NULL-SHAPING CONSTRAINT

In this section we consider one frequently used constraint, often referred to as null-shaping constraint, which forces a certain algebraic structure in the feasibility set of corresponding optimization problems. Based on this constraint we show how our restriction based approach to solving problems of the form \((2a)–(2d)\) can be realized.

As shown above, in several array processing and signal processing applications, the issue of where to not transmit energy can be as important as where to transmit energy. For example, we may know the angular locations of users in adjacent cells of a cellular communication network with whom we wish to not interfere. Another example is for the transmit beamspace-based MIMO radar, where we assume a prior distribution of targets. The strategy is to concentrate energy in the areas of highest probability of target location, and mitigate energy transmission to areas of low (possibly zero) probability of target location. Thus, the null-shaping constraints of the form

\[
a^H(\theta_l)WW^H a(\theta_l) = 0, \ l = 1, \ldots, L.
\]

are of high practical importance. Here \( \theta_l, l = 1, \ldots, L \) are the locations in which we do not wish to transmit energy. It can be shown that the vectors \( w \) which satisfy (10) all lie in the same face of the PSD cone, and thus, a reduction to this face can be easily derived by way of Theorem 1. However first, let us consider what equations (10) imply.

Note that equations (10) are sum of squares (SOS) polynomials by construction. Defining \( y_k(\theta) \triangleq a^H(\theta)w_k \), we can rewrite each equation as \( a^H(\theta_l)WW^H a(\theta_l) = \sum_{k=1}^K |y_k|^2 \) from which the SOS nature of (10) is apparent.

The relation \( \sum_{k=1}^K |y_k|^2 = 0 \) obviously implies that each \( y_k = 0 \). Therefore, by introducing the matrix \( A \triangleq [a(\theta_1), \ldots, a(\theta_L)] \) and rewriting equations (10) as

\[
\text{diag} \left\{ A^H WW^H A \right\} = 0
\]

(11)
we see that \([10]\) (or equivalently \([11]\)) can be satisfied if and only if the column space of \(W\) is a subspace of the nullspace of \(AH\), i.e., \(C(W) \subseteq \mathcal{N}(AH) \triangleq \{w \in \mathbb{C}^N|AHw = 0\}\). Here \(\text{diag}\{\cdot\}\) is the operation that takes the diagonal elements of a square matrix and write them in a vector, \(\mathcal{N}\{\cdot\}\) denotes the nullspace of a matrix, and \(0\) is the vector of all zeros. Equivalently, \(A\) is in the nullspace of \(W^H\), however, \(W\) is the design variable, and thus, we consider \(\mathcal{N}(AH)\). From the definition of \(\mathcal{N}(AH)\) it is clear that every \(w \in \mathcal{N}(AH)\) describes the coefficients of a polynomial with roots at the generators of \(AH\), denoted as \(\alpha_i^*\), that is,

\[
    AHw = 0 \iff \sum_{i=0}^{N-1} (\alpha_i^*)^i w_i = 0, \forall l \in 1, \ldots, L. \tag{12}
\]

A polynomial \(P(x)\) has a root at some point \(\alpha\) if and only if \((x - \alpha)\) is a factor of \(P(x)\) \([27]\). By induction, it can be seen that a polynomial \(P(x)\) has roots at points \(\alpha_1^*, \ldots, \alpha_i^*\) if and only if \(P(x) = Q(x)B(x)\) where

\[
    Q(x) \triangleq \prod_{i=1}^{L}(x - \alpha_i^*). \tag{13}
\]

From \((12)\) and \((13)\), the nullspace \(\mathcal{N}(AH)\) can be expressed as

\[
    \mathcal{N}(AH) = Q(x)\mathbb{C}_{N-L}[x] = (Q(x))|_N
\]

where \(\mathbb{C}_{N-L}[x]\) denotes the space of all polynomials of degree strictly less than \(N - L\). The degree is strictly less than \(N - L\) as a constant polynomial is defined to have degree \(0\). \(\mathbb{C}_{N-L}[x]\) has the standard polynomial basis of \([1, x, x^2, \ldots, x^{N-L-1}]\), and thus a basis for \(\mathcal{N}(AH)\) is \(B \triangleq Q(x)[1, x, x^2, \ldots, x^{N-L-1}]\).

Every ideal is first of all an additive Abelian group, as are vector spaces, and thus, the addition of any two elements in the ideal will result in another element in the ideal. Since it is a vector space as well, scaling by an element \(w \in \mathbb{C}\) will yield another element in the ideal. So, if we have a matrix representation of the basis \(B\) denoted by \(Q\), any matrix of the form \(QP\) will remain in the ideal \(\mathcal{I}|_N\).

Taking \(P\) to be invertible, we can conclude that, having fixed \(L\), the polynomial ideal \(\mathcal{I}|_N\) describes an entire proper face of the PSD cone of dimension \((N - L)(N - L + 1)/2\), by direct comparison with the result of Theorem 1. Thus, the inclusion of constraints of the form \([10]\) to any of the problems described in Subsection IV requires that feasible set is restricted to this face.

A. Construction of \(Q\)

Let \(q \triangleq [(-1)^{L-1}s_{L-1}, (-1)^{L-2}s_{L-2}, \ldots, (-1)s_1, 1]^T\) where \(s_1, \ldots, s_{L-1}\) are the elementary symmetric functions of \(\alpha_1^*, \ldots, \alpha_L^*\) and \([\cdot]^T\) stands for the transpose. The \(k\)-th elementary symmetric function in \(L\) variables (in this case, \(\alpha_1^*, \ldots, \alpha_L^*\)) is the sum of the products of the \(k\) subsets of those \(L\) variables. For example, if \(L = 3\) then

\[
    s_3 = \alpha_1^* + \alpha_2^* + \alpha_3^* \\
    s_2 = (\alpha_1\alpha_2)^* + (\alpha_2\alpha_3)^* + (\alpha_1\alpha_3)^* \\
    s_1 = (\alpha_1\alpha_2\alpha_3)^*
\]

Let \(q' \triangleq [q, 0, \ldots, 0]^T \in \mathbb{C}^N\). Then a basis of \(\mathcal{N}(AH)\) is represented by the columns of the Toeplitz matrix, with \(q'\) as the first column

\[
    Q = \begin{bmatrix} 0 \\ \vdots \\ q \end{bmatrix}.
\]

For a polynomial \(Q(x) = a_0 + a_1 x + \cdots + a_L x^L\), with roots \(\alpha_1^*, \ldots, \alpha_L^*\), Viète’s formulas yield the coefficients \(a_0, \ldots, a_{L-1}\) as

\[
    s_1(\alpha_1^*, \ldots, \alpha_L^*) = -\frac{a_{L-1}}{a_L} \\
    s_2(\alpha_1^*, \ldots, \alpha_L^*) = \frac{a_{L-2}}{a_L} \\
    \vdots \\
    s_L(\alpha_1^*, \ldots, \alpha_L^*) = (-1)^L \frac{a_0}{a_L}.
\]

Thus, the elements of the vector \(q\) are the coefficients of \(Q(x)\), which are given as a function of the roots of \(Q(x)\) by Viète’s formulas, with \(a_L = 1\).

B. On Dimensionality Reduction

Given a set \(\mathfrak{A} = \{\alpha_1, \alpha_2, \ldots, \alpha_L\}\), the previous subsection provides an exact method for construction of the matrix \(Q\), the columns of which span \((Q(x))|_N\). From this construction, it is clear that there is a direct link between the cardinality of \(\mathfrak{A}\) and the dimensionality of the column space of \(Q\).

Specifically, if \(|\mathfrak{A}| = L\), then \(K \triangleq \dim(C\{Q\}) = N - L\). As such, the construction of \(Q\) allows for the exact control of the dimension of the problem. That is, given a desired solution of rank \(K\), it is possible to use \(Q\) in tandem with the parametrization given in Theorem 1 to restrict the problem to a \((K + 1)/2\) dimensional face of the PSD cone by choosing \(K = N - L\).

Note that \(\mathfrak{A}\) is a set on which a collection of polynomials vanish, namely, the ideal \(\mathcal{I}\). Such sets are called algebraic varieties. Formally, the definition of an algebraic variety associated to a particular ideal \(\mathcal{I}\) is given as

\[
    \mathfrak{V}(\mathcal{I}) \triangleq \{p \in \mathbb{K}^N|f(p) = 0 \forall f \in \mathcal{I}\}
\]

and an ideal given an associated variety is defined as

\[
    \mathcal{I}(\mathfrak{V}) \triangleq \{f \in \mathbb{K}[x_1, \ldots, x_n]|f(p) = 0 \forall p \in \mathfrak{V}\}.
\]

Given a set of varieties and inclusion relationship

\[
    \mathfrak{V}_0 \subset \mathfrak{V}_1 \subset \cdots \subset \mathfrak{V}_M
\]

it is easy to see that taking the ideals associated to these varieties reverses the order of inclusion. Specifically, for the above inclusion relationship

\[
    \mathcal{I}(\mathfrak{V}_0) \supset \mathcal{I}(\mathfrak{V}_1) \supset \cdots \supset \mathcal{I}(\mathfrak{V}_M)
\]

holds \([28]\). For example, take \(\mathbb{K}[x_1, \ldots, x_n] = \mathbb{C}[x]\), and let \(\mathcal{I} = \langle (x - 1) \rangle\). Clearly, the variety \(\mathfrak{V}(\mathcal{I}) = \{1\}\). Now consider the variety \(\mathfrak{V}' = \{1, 2\}\), which clearly contains \(\mathfrak{V}\). Its
associated ideal $\mathcal{I}(\mathfrak{V}) = \langle (x-1)(x-2) \rangle$ which is obviously contained in $\mathcal{I}(\mathfrak{V})$. Using the definitions provided, it is not difficult to come to a formal proof of the inclusion reversing relationship for general varieties and ideals. This relationship becomes practically important when the number of constraints $L$ of type (10) does not satisfy the relationship $N - L = K$.

Consider, for example, in the optimal downlink beamforming problem, the case where a communication system consisting of a transmit array of $N = 20$ antennas at the base station in the cell of interest, $K = 3$ single antenna users in the cell, and $L = 4$ users in adjacent cells at the given directions $\theta_1, \theta_2, \theta_3, \theta_4$. By using constraints (10) corresponding to the directions of the users in the adjacent cells, we constrain the problem dimension to $20 - 4 = 16$. However, we would like to restrict the problem dimension further to 3. Using the inclusion reversing relationship between ideals and varieties, it is clear that if $\mathcal{V}_3 = \{\alpha_1, \alpha_2, \cdots, \alpha_4\}$ and $\mathcal{V}_M = \{\alpha_1, \alpha_{L+1}, \cdots, \alpha_{M-1}\}$, then $\mathcal{I}(\mathcal{V}_M) \subset \mathcal{I}(\mathcal{V}_3)$.

Thus, the inclusion reversing relationship between ideals and their associated varieties allow us to set roots at arbitrary locations, so long as the new variety $\mathcal{V}'$ contains the variety described by the equations (10). In this way, it is possible to both restrict the dimension of the problem to the desired dimension $K$, while remaining in the feasible set of the problem. It is possible, for example, to set multiple roots in the directions of the users in adjacent cells. As will be shown in the simulations section, this will lead to extremely deep nulls in these directions.

There is a direct, but incomplete parallel with the rank-nullity theorem from linear algebra. Given constraints (10), we can construct the matrix $A^H$, find an orthogonal projector to it, and use it as the basis $Q$. Adding new, distinct directions to (10) will reduce the dimension of the nullspace. However, addition of a multiple constraint will not restrict the nullspace of $A^H$ further since its rank will not change. Thus, there are many distinct sub-faces which can be described using the relationship between varieties and ideals which are not readily described by way of the rank-nullity theorem.

VI. GENERALIZATION OF GENERALIZED SIDELobe CANCELler

In [21], Griffiths and Jim proposed an algorithm that has become the standard approach to linearly constrained adaptive beamforming. Their approach, referred to within [21] as the GSC, uses a two step procedure in order to produce a beampattern with a fixed mainlobe and suppressed sidelobes. In the first step, a beampattern with a fixed response in the “look” direction is produced by convolving a vector of constraints with a normalized beamforming vector with the desired mainlobe response. In the second step, the signals in the “look” direction are blocked out, while the output power is minimized.

If $y_{w}(t)$ is the signal corresponding to the first part of the Griffiths-Jim beamformer, and $y_{h}(t)$ is the signal corresponding to the second part, then the overall beamformed signal is expressed as $y(t) = y_{w}(t) - y_{h}(t)$, where $t$ is discrete time index. In order to block the signal in the “look” direction, the authors use the assumption of ideal steering. To wit, they assume that the signal impinges on the broadside of the array. If we assume a ULA of $M$ antennas, the signal at the $m$-th antenna is $x_m(t) = s(t) + n_m(t)$. The assumption of ideal steering allows us to state that the desired signal $s(t)$ will be identical at each antenna (differing only by noise), and thus, a sufficient condition for blocking of the desired signal is $w^TH = 0$ where $w$ is the blocking beamforming vector and $H$ is the vector of all ones.

Using the definition of the steering vector, it is can be seen that $\alpha(0) = 1$, and thus, any beamforming vector satisfying $w^TH = 0$ will have a null at $\theta = 0$. Equivalently, $w$ contains the coefficients of a polynomial with at least one root at $\alpha(0) = e^{j2\pi/\lambda_d} \sin(\theta) = 1$. The $M - 1$ vectors $w_m$ are compiled into an $(M - 1) \times M$ matrix $W_B$ with rows $w_m^T$. It is clear that all $w_m \in (x-1)C_{M-1}[x]$, and thus, lie in the polynomial ideal $\mathcal{I}(1)$.

The underlying algebraic structure allows several generalizing statements to be made. Instead of requiring the ideal steering, we can just require that $w(0) = 0$, as $w \in (x-\alpha(\theta_0))C_{M-1}[x]$ is a necessary and sufficient condition for $\alpha(k)$ to be blocked. Requiring that $\alpha$ be linearly independent for all $1 \leq i \leq M - 1$ implies that all the polynomials only share a single root at $\alpha(\theta_0)$. If multiple signals impinge upon the array from directions $\theta_l$, $1 \leq l \leq L$, and we wish to simultaneously block each of them in order to implement the GSC, the row-space of $W_B \subset \mathcal{Q}(x)C_{M-2}[x]$ where $\mathcal{Q}(x) = \prod_{l=1}^{L}(x-\alpha(\theta_l))$. In this case, we can have as many as $M - L$ vectors $w_m$. In [21], the authors give only an example of the matrix $W_B$ for $M = 4$. Moreover, as was shown in the previous subsection, the method proposed in this paper allows for further dimensionality reduction of the problem if computational complexity is an issue.

VII. REFORMULATION OF RANK-CONSTRAINED SDP

Given the construction of $\mathcal{Q}$ obtained, for example, in Subsection VI-A, it is now possible to reformulate the rank-constrained SDP such that it will be convex and thus solvable in polynomial time, yet have a solution which is rank-$K$ by construction. By introducing constraints of the form (10) to the problem (2a)-(2d) and using the findings of Section V, the problem can be equivalently rewritten as

$$\min_\mathcal{X} \quad \text{tr}\{\mathcal{X}Q^H\mathcal{C}Q\}$$

s.t. $\text{tr}\{\mathcal{X}Q^HB_jQ\} = \delta_j, \ j \in \mathfrak{J}$

$$\mathcal{X} - \gamma I \succeq 0,$$

where $\gamma$ is some arbitrarily small positive real number and $I$ denotes the identity matrix.

From Theorem 1, it can be easily observed that the objective function (14a) and the constraints (14b) are evaluated on a face of the PSD cone $\mathbb{S}_+$. As we have seen in Section V, every point in the feasible set of this reformulated problem satisfies (10) by construction. Moreover, the rank constraint has disappeared, and with it, the non-convexity of the problem. In addition, selecting a variety $\mathcal{V}$ of correct size has resulted in a reduced problem dimension $K$. 

The constraint \((14c)\) ensures that the solution to the optimization problem is full rank. Thus, the problem will have an optimal solution which is exactly of the desired rank \(K\). If \(\gamma\) is allowed to be 0, the solution to the problem \((14a)-(14c)\), \(X^*\), may lie on the boundary of the cone \(S^+_k\) (note the dimension), and thus cause \(X^*\) to drop rank. This serves as the main motivation for introducing the constraint \((14c)\).

Moreover, the restriction has transformed the feasible set of the original problem \((9a)-(9d)\) to an affine slice of the positive definite cone. To wit, if there exists a feasible point to the problem at all, then the relative interior of the set is non-empty, and thus strong duality holds.

Using these observations, we can reformulate, for example, the transmit beamspace design problem for MIMO radar, that is, the problem \((9a)-(9d)\). Introducing new matrices \(D \triangleq Q^H a(\theta) a^H(\theta) Q\) and \(H_1 \triangleq Q^H B Q\), and also using the cyclic property of the trace operator, the problem \((9a)-(9d)\) can be equivalently rewritten as

\[
\begin{align*}
\min_{X} & \quad |G_d(\theta) - \text{tr}\{XD\}| \\
\text{s.t.} & \quad \text{tr}\{XH_j\} = E/N, \; j = 1, \ldots, N \\
& \quad X - \gamma I \succeq 0. 
\end{align*}
\]

Finally, since the solution to the reformulated problem will be necessarily PD, as a consequence of the constraint \((15c)\), it can be decomposed using the Cholesky decomposition as \(X^* = RR^H\), giving us a simple way to recover the beamspace matrix \(W\) as \(W \triangleq QR\). Obviously any unitary rotation of \(W\) recovered this way would also be a valid beamspace matrix.

**VIII. ON THE CONJUGACY OF BEAMFORMING AND PARAMETER ESTIMATION**

It is well known that the beamforming and parameter estimation problems in array processing are conjugate with one another. In one, we are given the information of a target location and are tasked with fitting a beampattern fitting to this information in an optimal way. That is for minimum variance distortionless response beamforming, given the target location, and the signal autocorrelation matrix, minimize the variance of the array output while holding the distortionless response in the target location constant \([30]\). In the other, we are given a signal auto-correlation matrix, and tasked with discovering the locations of the targets. In the case of transmit beamforming, the connection is also explicit. For transmit beamforming, the objective is to design a signal cross-correlation matrix given some information about the distribution of targets within an environment, while in parameter estimation, we are given a signal autocorrelation matrix, and asked to provide the target locations.

Consider \(L\) sources impinging upon a ULA. The observation vector can be written as

\[
x(t) = As(t) + n
\]

where \(A = [a(\theta_1), \ldots, a(\theta_L)]\), \(s(t)\) is the \(L \times 1\) signal vector at time instant \(t\) and \(n\) is observation noise. Assuming that \(n \sim \mathcal{N}(0, \sigma^2 I)\), and the number of snapshots \(T\) is large enough, the sample covariance matrix of \(x(t)\) can be found as

\[
R_{xx} = \frac{1}{T} \sum_{t=1}^{T} x(t)x^H(t) = ASA^H + \sigma^2 I
\]

If \(T \geq N\) with probability equal to 1, the matrix \(R_{xx}\) is full rank. Since \(R_{xx}\) is Hermitian it has a full complement of real positive eigenvalues, and their associated eigenvectors must be mutually orthogonal. Thus, the sample covariance matrix can be written as

\[
R_{xx} = Q_s \Lambda_s Q_s^H + Q_n \Lambda_n Q_n^H
\]

where \(Q_s, Q_n\) are the matrices containing the signal and noise eigenvectors respectively, and \(\Lambda_s, \Lambda_n\) are the diagonal matrices containing the signal and noise eigenvalues respectively. Since \(Q_s \perp Q_n\), it follows that \(Q_n \perp \Lambda\), and thus,

\[
a(\theta_i)Q_n = 0, \; \forall \theta_i. \quad (16)
\]

As has been shown in Section [VII], the equation of the type \((16)\) can be satisfied if and only if the columns of \(Q_n\), when viewed as the coefficients of polynomials with coefficients in \(\mathbb{C}\), are in the univariate ideal generated by the variety given by the set of desirable roots \(\mathcal{I} = \{\alpha_1^*, \ldots, \alpha_L^*\}\).

At once, the conjugacy between parameter estimation and beamforming problems become apparent in exact terms. In the transmit beamforming problem, we are given a variety, and design a signal cross-correlation matrix. While in the parameter estimation problem, we are given a sample covariance matrix and are asked to provide the variety which best explains it. Pisarenko’s method, MUSIC, and root-MUSIC \([2]\) all use the orthogonality of the noise and signal subspaces. The root-MUSIC algorithm in brief is to find \(z\) such that

\[
z^H Q_n Q_n^H z = 0 \quad (17)
\]

which poses two fundamental challenges. The first one is the signal/noise subspace selection, and the second is root selection \([31]\).

Subspace selection is typically performed by selecting the eigenvectors which correspond to the \(N - L\) eigenvalues. This works very well in practice in cases where there are many samples \(T\), and a high signal-to-noise ratio. However, if either of these assumptions is invalid, a phenomenon when some columns of \(Q_n\) will be erroneously selected to form \(\hat{Q}_n\) may occur.

Since \((17)\) is a sum of sum of squares polynomials, it can only be zero if each of the sum of squares polynomials is zero simultaneously, or equivalently, if each column of \(Q_n\) is in the polynomial ideal of the variety \(\mathcal{I}(\mathbb{C})\). This provides a new criterion for the selection of noise eigenvectors from \(Q\): choose the eigenvectors which are “closest”(with respect to some appropriate measure) to being in a univariate ideal.

Let \(f_1, \ldots, f_N\) be the polynomials with coefficients equal to the entries of the eigenvalues of \(Q\), and assume that they are ordered such that \(f_1, \ldots, f_L\) correspond to the signal
where \( f \) and \( f_L, \cdots, f_{N} \) correspond to the noise eigenvectors. In the absence of noise, the polynomial ideal structure enforces that

\[
\begin{align*}
    f_{L+1} &= gh_1 \\
    f_{L+2} &= gh_2 \\
    &
    \vdots \\
    f_N &= gh_{N-L}
\end{align*}
\]

where \( g \triangleq \prod_{l=1}^{L} (x - \alpha_l^\ast) \) and \( h_1, \cdots, h_{N-L} \) are coprime polynomials (due to the mutual orthogonality of the eigenvectors, these polynomials must necessarily be coprime).

In the presence of noise, however, \( g \) becomes perturbed and the system of equations becomes

\[
\begin{align*}
    f_{L+1} &= \tilde{g}_1 h_1 \\
    f_{L+2} &= \tilde{g}_2 h_2 \\
    &
    \vdots \\
    f_N &= \tilde{g}_{N-L} h_{N-L}
\end{align*}
\]

where \( \tilde{g}_l \triangleq \prod_{l=1}^{L} (x - \alpha_l^\ast + \epsilon_l) \).

Naturally, the identification of \( g \) solves both the subspace selection problem and the root selection problem. The root-MUSIC polynomial therefore, in actuality, has no roots, while the ideal root-MUSIC polynomial has only \( L \) roots which correspond exactly to the target locations. What is meant by the number of roots in the classical root-MUSIC algorithm is the sum of the number of roots of each individual sum of squares polynomial. However, due to the polynomial ideal structure, \( L(N - L) \) of these roots are very close to one another. Thus, instead of choosing the roots which are closest to the unit circle, it makes sense to choose the roots which are closest to each other.

### IX. Simulation Results

To exhibit the capabilities of the proposed method, we present two distinct simulation examples based on solving the problem \((9a)–(9d)\) in two different scenarios. In both scenarios, the underlying system setup remains the same: a ULA with \( N = 20 \) antenna elements spaced at multiples of \( \lambda_c/2 \) acts as a transmitter with the goal of closely matching a desired radiation pattern. As this is a transmit beamforming problem, noise is not present in the model. Array imperfections are not considered in the simulations. In both scenarios, the method based on SDR is offered as a comparison. Throughout all simulations, a transition region of \( 5^\circ \) is allowed on either side of the passband region.

**Example 1:** In this example, a uniform prior target distribution over the interval \( \Theta = [-15^\circ, 15^\circ] \) is assumed. Thus, the goal is to transmit energy uniformly within the sector \( \Theta \) while suppressing transmitted energy as low as possible elsewhere. To design \( Q \), null directions are selected outside of the sector \( \Theta \) in a roughly uniform spread. The number of transmitted waveforms is \( K = 4 \), and thus, the number of nulls to be set is \( L = N - K = 16 \). The variety chosen is \( \mathfrak{V} = \{ \pm \alpha(75^\circ), \pm \alpha(60^\circ), \pm \alpha(50^\circ), \pm \alpha(43^\circ), \pm \alpha(34^\circ), \pm \alpha(33^\circ), \pm \alpha(26^\circ), \pm \alpha(22^\circ) \}^\ast \). Given the variety \( \mathfrak{V} \), the matrix \( Q \) is constructed in line with the findings of Section V. After that, the problem \((15a)–(15c)\) is solved.

Fig. 2 shows the solution of \((15a)–(15c)\) under aforementioned system assumptions. The vertical lines describe the locations of the nulls corresponding to the set \( \mathfrak{V} \). It is observed that the correspondence for the proposed method is exact, and ASL stands here for average sidelobe level, which is an average level of sidelobes in all directions outside of the sector of interest obtained by the proposed method.

A comparison between the proposed method and the solution obtained based on SDR approach to the problem \((15a)–(15c)\) is shown in Fig. 3. The ASL corresponding to the solution of the problem \((9a)–(9d)\) obtained via SDR is -4.73 dB. A gap of 19.8 dB in terms of ASL while a very close agreement between the passbands is observed. Indeed,
the peak sidelobe level of the proposed method is 10 dB below the ASL of the SDR result, while the mean-squared error (MSE) between the solution of the proposed method and the desired beam pattern is 229, compared to 247 in the case of the SDR-based method.

It should be noted that a rank-K approximation of $\mathbf{X}^*_{SDR}$ still has to be achieved. However, $\mathbf{X}^*_{SDR}$ is typically extremely ill-conditioned ($\kappa \approx 10^{10}$), and thus, an exact reconstruction of $\mathbf{X}^*_{SDR}$ using the full rank matrix decomposition is not possible. If constraints of the type (15c) are used to restrict the condition number of $\mathbf{X}$, they will be active, and the solution of $\mathbf{X}^*_{SDR}$ will thus degrade further. Lastly, there are no optimality guarantees for randomization techniques for the case of general rank approximations. The comparison provided therefore represents the most favorable comparison possible with the SDR-based method, yet the results of the proposed method are dramatically better.

**Example 2:** In this scenario, the situation is somewhat reversed to the previous example. Instead of a uniform prior distribution of targets, we are given a specific location in which we must not transmit energy, and no other prior information about the environment. In such a case, it is most sensible to uniformly transmit energy in all directions except for the given one. In this scenario, the direction in which we wish to transmit no energy is $\theta = -13^\circ$. To design $\mathbf{Q}$, the variety is chosen to be the singleton $\mathcal{V} = \alpha(-13^\circ)$. Note that in this case, $\mathbf{Q}$ corresponds exactly to the blocking matrix in Griffiths-Jim beamformer without the assumption of ideal steering, for a source impinging from a direction of $-13^\circ$.

Fig. 4 shows the solution of the problem (9a)–(9d) in comparison to the one provided by the SDR-based method. It can be seen that the methods perform almost exactly the same in terms of passband ripple, null-depth, and roll-off.

Given the findings of Subsection V-B, it is important to investigate both the capability of the proposed method to perform the dimensionality reduction given only a single null-direction, and the effect that the dimensionality reduction has on the performance of the method. To test this capability, we set the variety by which $\mathbf{Q}$ will be designed to be $\mathcal{V}' = \{\alpha(-13^\circ), \alpha(-13^\circ), \alpha(-13^\circ)\}$.

Fig. 5 exhibits a performance comparison between the proposed and SDR-based methods. It is observed that the null-depth for the proposed method is several orders of magnitude deeper than that of the SDR-based method. As the proposed method only uses 17 degrees of freedom, compared to the 20 used by the SDR-based method, pass-band ripple increases. In the case of the Griffiths-Jim beamformer of [21], this would correspond to a lessened ability to minimize the noise variance.

**X. Conclusions**

A new approach to solving a class of the rank-constrained SDP problems has been presented. Instead of relaxing such non-convex problem to a feasible set of positive semidefinite matrices, we restrict the problem to a space of polynomials whose dimension is equal to the desired rank of the solution. The resulting optimization problem is then convex and can be efficiently and exactly solved, while the solution of the original rank-constrained SDP problem can be exactly recovered from the solution of the restricted one through a simple matrix decomposition. We show how this approach can be applied to solving some important signal processing problems with so-called null-shaping constraints, which enforce the desired algebraic structure to the feasible set. Specifically, we have shown how to apply the proposed approach to address such signal processing problems as transmit beamspace design in MIMO radar, downlink beamforming design in MIMO communication, and GSC design. As the beamforming and parameter estimation problems are known to be conjugate of each other, we have also shown, as a byproduct of the main studies here, the conjugacy in exact terms, and have formulated a new exact algebraic theoretically motivated criterion for signal/noise subspace identification. Simulation results performed for the problem of rank-constrained beamforming design have
shown an exact agreement of the solution with the proposed algebraic structure, as well as significant performance improvements compared to the existing SDR-based method.
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