A Novel Deep Forest-Based Active Transfer Learning Method for PolSAR Images
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Abstract: The information extraction of polarimetric synthetic aperture radar (PolSAR) images typically requires a great number of training samples; however, the training samples from historical images are less reusable due to the distribution differences. Consequently, there is a significant manual cost to collecting training samples when processing new images. In this paper, to address this problem, we propose a novel active transfer learning method, which combines active learning and the deep forest model to perform transfer learning. The main idea of the proposed method is to gradually improve the performance of the model in target domain tasks with the increase of the levels of the cascade structure. More specifically, in the growing stage, a new active learning strategy is used to iteratively add the most informative target domain samples to the training set, and the augmented features generated by the representation learning capability of the deep forest model are used to improve the cross-domain representational capabilities of the feature space. In the filtering stage, an effective stopping criterion is used to adaptively control the complexity of the model, and two filtering strategies are used to accelerate the convergence of the model. We conducted experiments using three sets of PolSAR images, and the results were compared with those of four existing transfer learning algorithms. Overall, the experimental results fully demonstrated the effectiveness and robustness of the proposed method.
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1. Introduction

As an important remote sensing technique, polarimetric synthetic aperture radar (PolSAR) features all-time and all-weather capabilities, and has thus found great value in Earth observation. The commonly used and effective means of extracting information from PolSAR images are supervised methods, which often rely on many training samples. However, due to the distribution differences, the samples from historical images have low reusability. As a result, a great number of samples must be collected manually when processing new images, which is both time-consuming and expensive. The speckle noise inherent in PolSAR images further aggravates the difficulty of the manual selection of labeled samples. Therefore, in the era of remote sensing big data, how to effectively improve the reusability of the existing labeled samples and reduce the cost of obtaining samples for new images is an urgent issue to be solved.

In this paper, transfer learning is introduced to solve the above problem, due its knowledge transfer capabilities. Given a source domain, a source task, a target domain, and a target task, transfer learning aims to improve the performance of the target task in the target domain using the knowledge in the
source domain and source task [1]. According to the availability of labeled samples, transfer learning methods can be categorized into three approaches: inductive transfer learning, transductive transfer learning, and unsupervised transfer learning.

First, when labeled samples of the target domain are available, the appropriate methods are the inductive transfer learning methods, such as the methods proposed in [2–8]. This type of method uses labeled samples of the target domain to constrain the predictive model and ensure that the model performs well in the target domain task. Typically, there will be very few labeled samples, so the quality of these limited target domain samples is important to the reliability and stability of the transfer accuracy. Secondly, when only labeled samples in the source domain are available, the appropriate methods are the transductive transfer learning methods, such as the methods proposed in [9–15]. Such approaches tend to improve the transferability between the source and target domain by reducing the distribution difference of the two domains in the feature space, so that the knowledge of the source domain can be directly transferred to the target domain. However, these methods generally require us to set more parameters, and the selection of the optimal parameters often depends on expert experience. Finally, when labeled samples are not available in either the source or target domain, the appropriate methods are the unsupervised transfer learning methods, such as the methods proposed in [16–21]. These methods are typically used in unsupervised learning tasks, such as clustering and dimension reduction.

Among the above-mentioned transfer learning methods, inductive transfer learning has more relevant studies and is more universal; however, its stability is greatly affected by the quality of the limited target domain labeled samples, i.e., when these samples are of high quality, the transfer accuracy will be satisfactory; when these samples are of low quality, the transfer accuracy may be poor. At the same time, the definitions of the “quality” of the target domain labeled samples are different in the different tasks and models, so it is clear that the commonly used sample selection methods (such as random sampling and manual selection) cannot easily obtain high-quality samples from the target domain, which reduces the stability of the accuracy of the inductive transfer learning.

In recent years, in response to this problem, some transfer learning studies have introduced active learning, using active learning to select the target domain samples with abundant information for the manual querying, so as to improve the transfer learning accuracy. However, these active transfer learning approaches have typically been applied in specific areas, such as hyperspectral image classification [22], offline brain-computer interface (BCI) calibration [23], multi-view head-pose classification [24], medical data classification [25], internet of things applications [26], etc., making it difficult to use them directly in the transfer learning of PolSAR images.

Therefore, in order to accurately transfer the knowledge of the labeled samples of existing PolSAR images to new images, and to then reduce the cost of acquiring training samples when processing new images, considering the characteristics of PolSAR data, we combined active learning and the structure of the deep forest model [27] and proposed a new active transfer learning framework for PolSAR images. The features of the proposed method are as follows: (1) the method can effectively extract the most informative target domain samples using a new active learning strategy, which considers the uncertainty and diversity of the samples; (2) the method can improve the transferability between the source and target domains as it reduces the distribution differences between the two domains via the representation learning capability of the deep forest method; and (3) the performance in target domain tasks improves gradually by iteratively adjusting the training sets and the feature space, and the method is able to stop the iteration adaptively when the model is convergent.

The rest of this paper is organized as follows. In Section 2, we first introduce active learning and the deep forest model, and then the proposed method is introduced in detail. The experiments and an analysis are presented in Section 3. We conclude the paper with a summary of our future work in Section 4.
2. Materials and Methods

2.1. Active Learning

The key hypothesis of active learning is that if the learning algorithm is allowed to choose the data from which it learns to be “curious”, it will perform well with less training [28]. An active learning model includes a supervised predictive model \(G\), a training sample set \(T\), a query function \(Q\), an unlabeled sample set \(U\), a supervisor \(S\), and a queried sample set \(L\).

The main process of active learning is shown in Figure 1, where a set of highly informative labeled samples and a high-performance predictive model can be obtained at the end of the iteration. In brief, active learning is aimed at obtaining a small group of labeled samples that are the most informative, so as to construct a high-performance predictive model without using many labeled samples. Clearly, this can reduce the cost of querying adequate training samples, compared with random sampling and manual selection.

![Figure 1. The process of active learning.](image)

To obtain the most informative samples, it is necessary to accurately evaluate the informativeness of the unlabeled samples. Therefore, the key to active learning is to design an effective query strategy according to the specific data and task. Two commonly used query strategies are the uncertainty criterion and the diversity criterion.

The uncertainty criterion chooses the samples for labeling for which the model’s current predictions are least certain [29]. This criterion assumes that when the uncertainty of the sample is high, it carries information that is lacking in the current training set, and so adding the high uncertainty samples to the training set is helpful for improving the performance of the classifier. The most frequently used method to evaluate the uncertainty of samples is information entropy [29]. If we suppose that there are \(n\) possible classes \((C_1, C_2, \ldots, C_n)\) of a sample, then its information entropy is calculated as follows:

\[
Entropy = - \sum_{i=1}^{n} P(C_i) \log(P(C_i))
\]

where \(P(C_i)\) is the estimated probability of class \(C_i\).

We see from Equation (1) that when the prediction probabilities of all the classes are equal \((P(C_1) = P(C_2) = \cdots = P(C_n))\), the information entropy of the sample reaches the maximum value \(Entropy = 1\), and the classifier is completely unable to distinguish which class the sample belongs to. Thus, as the high-entropy samples tend to be close to the class boundary in the feature space, if the classifier can distinguish these samples correctly, it can effectively distinguish the other samples. That is to say, the uncertainty criterion is aimed at finding a set of samples with the highest entropy from the unlabeled sample set.

The diversity criterion involves choosing a group of samples that are different from each other, to avoid information redundancy of the samples. Here, we introduce two approaches to evaluate the diversity: cluster-based methods and methods based on the geometric spatial distance. (1) As clustering techniques are able to assign similar samples into the same cluster based on their distribution in the
feature space, the clustering-based methods consider the selection of samples from different clusters to be effective in ensuring the differences between selected samples [30]. In addition, samples from different clusters are also somewhat representative of the distribution of the overall samples, so this approach can obtain a group of samples that are both diverse and representative. (2) The spatial distance-based methods evaluate the diversity via the distance of the samples in the feature space. The larger the distance, the greater the difference between samples.

A typical example of the spatial distance-based methods is the cosine angle distance [31], where the samples are first transformed into the kernel space, and then the cosine angle distance is calculated between the samples. For example, the cosine angle distance of sample $x_i$ and sample $x_j$ is as shown in Equation (2):

$$|\cos(\langle x_i, x_j \rangle)| = \frac{|\langle \phi(x_i), \phi(x_j) \rangle|}{\|\phi(x_i)\| \cdot \|\phi(x_j)\|} = \frac{k(x_i, x_j)}{\sqrt{k(x_i, x_i) \cdot k(x_j, x_j)}}$$

(2)

where $\phi(\cdot)$ is the nonlinear mapping function, and $k(\cdot, \cdot)$ is the kernel function.

Researchers [22,30,32,33] have combined the uncertainty criterion and diversity criterion, aiming to select a set of samples with high uncertainty and diversity, to ensure that the information of these samples is rich enough. In this study, we also used both the uncertainty criterion and diversity criterion to select samples from the unlabeled target domain sample set, where the diversity criterion was redesigned based on the characteristics of the transfer learning task and the PolSAR data. This is described in detail below.

2.2. Deep Forest Model

Although deep neural networks are powerful, they do have some disadvantages, including being reliant on a large number of training samples, high complexity, and low interpretability. Furthermore, there are many hyperparameters in the deep neural networks, which typically require a great deal of effort to fine-tune. Zhou et al. [27] conjectured that if a suitable model was endowed with the representation learning capability of a deep neural network, the performance may be comparable to that of a deep neural network, while avoiding the above-mentioned shortcomings. Based on this conjecture, they proposed a deep forest model, which is a novel decision tree ensemble model that consists of multi-grained scanning and a cascade forest. The deep forest model is briefly described below.

Multi-grained scanning is used to enhance the representation learning capability of the model. The flowchart of multi-grain scanning for sequence data is shown in Figure 2, in the case of there being 400 raw features and three classes. First, when the size of the sliding window is 100 and the sliding distance is 1, the model can obtain 301 subsamples (whose feature dimension is 100) by sliding one sample. Secondly, when a subsample is input into the random forest model, three estimated class probabilities can be obtained. Therefore, when 301 subsamples are input into two random forests, a total of $(301 \times 3 \times 2 = 1806)$ estimated class probabilities can be obtained. Finally, these estimated class probabilities are concatenated as transformed features (for the convenience of expression, they are called “multi-grained features” in this paper). In addition, using multiple sliding windows of different sizes for the multi-grained scanning can further increase the dimensionality of the multi-grained features. As each subsample represents a local feature of the raw sample, multi-grained scanning is equivalent to a structured up-sampling of the original feature, which enhances the representation learning capability of the model and helps to improve the performance.
Figure 2. Flowchart of multi-grain scanning for sequence data.

The representation learning capability of deep neural networks mostly relies on the layer-by-layer processing of the raw features. Inspired by this fact, the cascade forest model also employs a cascade structure, as shown in Figure 3. To encourage diversity, each level of the cascade forest includes two completely random tree forests and two random forests. For a sample, when the number of classes is three, these four random forests can output 12 estimated class probabilities as the augmented features of the sample. The augmented features are then concatenated with the multi-grained features to be used as the input features of the next level of the cascade forest.

Figure 3. Structure of a cascade forest.

In each level of the cascade forest, the training set is randomly split into two parts: the growing set is used to train the model, and the estimation set is used to estimate the performance of the model. If growing a new level does not improve the performance, the growth of the cascade terminates, which means that the model complexity can be automatically set. This also enables the model to avoid overfitting and perform well on different scales of data. The estimated class probabilities from the four random forests in the last cascade are averaged, and then the samples are assigned to the class labels with the highest estimated probabilities. For more information regarding the deep forest model, we refer the reader to [27]. Due to the deep forest model having the characteristics of a strong representation learning capability, fewer hyperparameters, strong interpretability of the model structure, and low computational cost, we constructed the proposed active transfer learning method based on the structure of the deep forest model.
2.3. The Proposed Active Transfer Learning Method

The task considered in this study can be defined as follows: for two PolSAR images (denoted by A and B) of the same region, there are a great deal of labeled samples in A, while B has no labeled samples. A is then taken as the source domain image, and its labeled samples are taken as the source domain samples (referred to as $S_L$). B is then taken as the target domain image, and a large number of unlabeled samples are randomly sampled from B as the target domain samples (referred to as $T_U$). The goal is to assign class labels to $T_U$, without relying too heavily on manual labor.

To achieve this goal, inductive transfer learning typically starts by querying a small group of samples from $T_U$ to use as the target domain labeled sample set (referred to as $T_L$), and then the label information of $S_L$ and $T_L$ is transferred to $T_U$. As the quality of the $T_L$ samples is crucial to the transfer accuracy, the proposed method uses active learning to iteratively select the most informative unlabeled samples for labeling, to ensure that the information of the $T_L$ samples is sufficient. As the reduction of the distribution differences of the source and target domains helps to improve their transferability, the proposed method exploits the representation learning capability of the deep forest model to dynamically adjust the feature space to reduce the distribution differences of $S_L$ and $T_U$.

The main structure of the proposed method is shown in Figure 4.

The raw features of $S_L$ and $T_U$ are first transformed into multi-grained features by the multi-grained scanning forest (trained by $S_L$). The structure of the multi-grained scanning forest is consistent with that of the deep forest model, including a completely random tree forest and a random forest.

$S_L$ and $T_U$ are then input into the active transfer cascade forest, which consists of a growing stage and a filtering stage. In the growing stage, the performance of the model is gradually improved by updating the training set using active learning and adjusting the feature space using the augmented features. In the filtering stage, the performance is further improved by iterative processing until the model converges. At the same time, to accelerate the convergence of the model, two filtering strategies are used to remove the feature subspaces that are less helpful for the knowledge transfer and the source domain samples that do not fit with the distribution of the target domain samples. The class labels of $T_U$ are output from the final cascade layer. The growing stage and filtering stage are described in detail below.

2.3.1. Growing Stage

Figure 5 shows the relationship between the input sample, the training set, the cascade layer, and the augmented features, where the adjustments to the training set can change the performance of the cascade layer, thus affecting the quality of the augmented features of the input sample, which in turn affects the performance of the next cascade layer. Therefore, we designed the growing stage to iteratively grow the training set and feature space to improve the model’s performance on the target domain samples.
Figure 5. Diagram of a single cascade layer. A cascade layer consists of two completely random tree forests and two random forests.

- The growth of the training set

The aim of the growth of the training set is to add a limited number of target domain samples with rich information to the training set to improve the trained model’s performance in predicting the target domain samples. Informative samples are required to meet two conditions: (1) they should complement the knowledge that is lacking in the current training sets; and (2) there should be some divergence between these samples to avoid redundancy of knowledge and to maintain the balance of classes, i.e., the informative samples are a set of samples with high uncertainty and sufficient diversity. Clearly, neither random sampling from the sample set nor manual selection can guarantee that the selected samples satisfy these conditions; thus, active learning is needed. To extract the informative samples from the target domain sample set accurately, according to the characteristics of the transfer learning task and PolSAR data, we designed a new active learning strategy that considers the uncertainty and diversity. The flowchart of the new active learning strategy is shown in Figure 6.

Figure 6. Flowchart of the proposed active learning strategy.
The growing stage is iterative, assuming that in one iteration, we want to select the \( N \) most informative samples from the target domain unlabeled sample set \( (TU) \) to add to the training set. The detailed procedure of the proposed active learning strategy is as follows:

The first step is to obtain the \( N \times 10 \) samples with the highest uncertainty from \( TU \) as the high uncertainty sample set. As mentioned in Section 2.1, one of the most effective ways of evaluating the uncertainty of samples is to calculate the information entropy through the estimated class probabilities. As the augmented features of each sample under the current cascade layer are their estimated class probabilities, we do not need to train an additional classifier to estimate the sample’s class probabilities, but rather we can quickly compute its information entropy directly from the augmented features.

The second step is to select the \( N \) samples with sufficient diversity from the high uncertainty sample set as the highly informative sample set. For the measurement of the diversity of the target domain samples, the conventional methods (as mentioned in Section 2.1) are designed for classification tasks in which the training set and test set usually come from the same domain so that they can accurately measure the diversity of the samples of the test set in the current feature space. However, in the transfer learning task (where the data distributions of the training set and test set are different), the feature space may be unstable due to its transition from source domain to target domain, and thus the measurement of the diversity of the target domain samples in the current feature space may be inaccurate.

To accurately select a set of target domain samples with great diversity, based on the characteristics of PolSAR data, we designed the following sample selection approach, which is independent of the current feature space: (1) use H/A/Alpha-Wishart clustering [34] to divide the high uncertainty sample set into up to 16 clusters based on their \( 3 \times 3 \) polarimetric covariance matrices \( \langle C \rangle \); (2) calculate the means of the uncertainties of all the samples in each cluster, and then sort all the clusters according to their mean uncertainty values from large to small; and (3) extract samples with the highest uncertainty from each cluster in ranked order, until the number of extracted samples is equal to \( N \).

The final step is to manually assign class labels to the extracted samples, and then a set of target domain labeled samples with the highest uncertainty and sufficient diversity is obtained. These are then added to the training set with weights set to twice the size of the source domain samples.

The proposed active learning strategy has the following advantages. First, the samples are clustered according to their backscattering properties using H/A/Alpha-Wishart clustering, where the clusters represent different scattering characteristics, so extracting samples from the different clusters can guarantee their diversity. Secondly, the clustering only uses the polarimetric covariance matrices \( \langle C \rangle \) of the target domain samples, and is independent of the current multi-grained features and the source domain samples and, thereby, is more effective than the conventional methods. Thirdly, a higher mean uncertainty for the cluster indicates that the knowledge of the scattering type represented by the cluster is relatively lacking in the current training set, and so selecting samples from clusters with higher mean uncertainty can ensure that the selected samples are sufficiently informative. Finally, the distribution of the clusters reflects the distribution of \( TU \); thus, the selected samples from different clusters are also representative of \( TU \), to an extent, which can help the adaptive convergence of the model in the filtering stage (as described in Section 2.3.2).

- The growth of feature space

Many of the feature-based transfer learning methods attempt to find domain-invariant features as the domain difference can be dramatically reduced when represented by these features, which allows the models trained on source domain data to perform well on target domain data [35]. Inspired by this, the aim of the growth of the feature space is to exploit the representation learning capability of the cascade forests to generate augmented features, which have great representational ability across domains, to gradually adjust the feature space and improve the transferability of the source and target domains.
As some of the highly informative target domain samples are added to the training set in the growth of the training set, the augmented features generated by the combined training set will have a better cross-domain representational ability than the original multi-grained features, i.e., when represented by the augmented features, the difference across domains should be reduced. Based on this assumption, if sufficient augmented features are added to the feature space, the transferability of the source and target domains in the grown feature space will be improved. Therefore, when iteratively expanding new cascade layers with the growth of the training set, the augmented features are concatenated with the multi-grained features simultaneously to gradually enhance the transferability across domains, thus, improving the performance of the model on the target domain samples.

More specifically, for a cascade layer of the proposed method, the input features are equal to the multi-grained features plus all of the augmented features generated by the previous cascade layers (whereas in deep forest, the input features are equal to the multi-grained features plus the augmented features of the last cascade layer). In addition, the reduction of the distribution difference can improve the transferability, and, thus, one reason the growth of the feature space is effective is that it reduces the distribution difference between the source domain samples and the target domain samples (which was proved in the subsequent experiments).

2.3.2. Filtering Stage

When the target domain labeled samples ($T_L$) reach a specified number, the model moves from the growing stage to the filtering stage, where the iterations are continued to expand to new levels of the cascade layers to further improve the performance of the model until the model converges. The reason for this is that the number of $T_L$ samples reaches the maximum in the last cascade layer of the growing stage; thereby, the continuous iterations are able to fully exploit the knowledge of these highly informative $T_L$ samples to enhance the model, as well as further adjust the feature space using the augmented features. When the model converges, continuing the iterations will not improve the performance of the model, and the newly generated augmented features will be redundant; thus, it is important to terminate the iteration at this point.

For the stopping criterion, deep forest uses a set of samples randomly divided from the training set to evaluate the performance of the model, and the model is considered to be converged when the performance no longer improves. As the labeled and unlabeled samples in the classification task typically come from the same domain, the above stopping criterion is effective in the classification task. However, the source and target domain samples in the transfer learning task come from different domains and have different data distributions; therefore, the above stopping criterion is unsuitable for evaluating the model’s performance on target domain samples.

To accurately judge whether the model is converged, considering that $T_L$ was obtained by the proposed active learning strategy, and is highly informative and representative for the target domain unlabeled samples ($T_{UL}$), we consider that if the model has a good prediction effect on $T_L$, the model will also have reliable performance in predicting $T_{UL}$. Therefore, the stopping criterion of the proposed method is set as follows: the iteration of the filtering stage stops if the model’s prediction accuracy on $T_L$ no longer improves. The use of this stopping criterion allows automatic control of the iteration of the model and allows us to adaptively adjust the depth of the cascade forest. It can also reduce the risk of overfitting, and makes the model adaptable to different scales of data.

In addition, to accelerate the convergence of the model, we considered two common problems in transfer learning. (1) Not all the features are useful for the transfer, and some cause the differences across domains. If we can identify and remove these domain-sensitive features (the opposite to domain-invariant features), the interdomain discrepancy in distributions should be reduced. (2) Some of the source domain samples that are quite different from the distribution of the target domain samples may lead to the negative transfer effect. Therefore, in the filtering stage, benefiting from the cascade structure of the proposed method, we can iteratively filter the feature subspace and source
domain samples with the expansion of the cascade layers to accelerate the convergence of the model. The flowchart of the filtering stage is shown in Figure 7.

Figure 7. Flowchart of the filtering stage.

- Feature subspace filtering

In the removal of the domain-sensitive features, considering the discriminative ability of the features is necessary to avoid reducing the class separability by the removal of discriminative features. That is to say, in feature subspace filtering, we filter out the feature subspaces that are domain-sensitive and have a low discriminative ability. The procedure of feature subspace filtering is shown in flowchart form in Figure 7.

First, the whole feature space is divided into many feature subspaces, as it is inaccurate to estimate the distribution of source and target domain samples in a single dimension of features, and this is also able to improve the computational efficiency. When partitioning the feature space, the dimensions of each feature subspace are consistent with the dimensions of the augmented features generated by a single cascade layer: if the number of classes of samples is $N_c$, then the dimension of each feature subspace will be $D_{sub} = N_c \times 4$; thus, a feature space with dimension $D$ will be randomly divided into $(D \setminus D_{sub})$ feature subspaces.

Secondly, divergence between domains (denoted by DBD) is used to evaluate the domain sensitivity of each feature subspace, which is calculated as follows [36]: for the source domain samples ($S_L$) and target domain samples ($T_U$), these samples are first combined together, regardless of their true labels, with $S_L$ as positive samples with pseudo label 1 and $T_U$ as negative samples with pseudo label 0. A linear classifier is then used to perform $k$-fold cross-validation on these samples in the feature subspace, and the overall accuracy of the cross-validation is taken as the DBD of the feature subspace. The higher the DBD, the more sensitive the feature subspace is to the shift between domains.
The discriminative ability of the feature subspaces is then evaluated. Feature importance is used to measure the discriminative ability, where the greater the feature importance of a feature subspace, the more important it is to maintain the class separability. Therefore, we first output the feature importance of each feature through the random forests in the cascade layer, and then, for each feature subspace, the sum of the feature importance of all the features within that subspace is used as its subspace feature importance (denoted by SFI) for measuring the importance of that subspace in maintaining class separability. The higher the SFI, the greater the feature importance of the feature subspace.

Finally, the feature subspaces with high DBD and low SFI are removed from the feature space, i.e., the feature subspaces with the highest value of \((DBD - SFI)\) are removed. The removal of the feature subspaces that are domain-sensitive and non-discriminative can improve the transferability of the knowledge between the source and target domains. However, the values of DBD and SFI must be normalized before processing.

- **Source domain sample filtering**

Negative transfer is typically due to dissimilarity between source domain and target domain data, and thus the purpose of the source domain sample filtering is to remove the source domain samples that do not match the distribution of the target domain samples to reduce the negative transfer effect. This strategy has also been a commonly used source domain sample filtering method in the recent related studies. For example, Deng et al. [22] filtered the source domain samples by determining how much the class conditional probability density of the source domain samples changed during the transfer process. If the class conditional probability density of a sample varies significantly, this indicates that the sample does not fit with the distribution of the classes in the target domain, and therefore needs to be removed from the training set.

Inspired by the previous studies, in the proposed approach, the source domain samples are filtered according to the change degree of their estimated class probabilities. We use a source domain sample \(X\) with three possible classes \((C_1, C_2, C_3)\) as an example. First, the estimated class probabilities of the samples output from the first level of the cascade layers in the growing stage are taken as the initial estimated class probabilities \(p^0(X) = \{p^0(C_1|X), p^0(C_2|X), p^0(C_3|X)\}\). The current estimated class probabilities \(p^t(X) = \{p^t(C_1|X), p^t(C_2|X), p^t(C_3|X)\}\) are then output from the last level of the cascade layers in the filtering stage. Finally, assuming that \(C_i\) and \(C_j\) are the two classes with the highest probability in \(p^0(X)\), the degree of change of the estimated class probability is calculated by Equation (3).

\[
C_{diff}(X) = |p_{diff}^0(X) - p_{diff}^t(X)|
\]  

(3)

where

\[
p_{diff}^0(X) = p^0(C_i|X) - p^0(C_j|X)
\]

(4)

\[
p_{diff}^t(X) = p^t(C_i|X) - p^t(C_j|X).
\]

(5)

If \(C_{diff}(X)\) is greater than the threshold (which is an “experience threshold”), the source domain sample will be removed from the training set. As the first cascade layer has not yet added the target domain samples to the training set, while the subsequent cascade layers adjust both the training set and the feature space and make the distribution of the training set transition from the source to target domain gradually, if the estimated class probability of a source domain sample is considered to be stable, it is considered to fit with the distribution of the classes in the target domain. Conversely, those source domain samples with significant changes in the estimated class probabilities should be removed.

When the model converges, the estimated class probabilities of \(T_{ij}\) output from the four random forests in the final cascade layer are averaged, and then the classes with the highest probabilities are taken as the prediction result of the target domain samples, so that the class labels of all the target domain samples can be obtained. The detailed processing flow of the proposed method is presented in
Algorithm 1. Proposed active transfer learning method.

**Input:** source domain samples ($S_L$), target domain samples ($T_U$).

**Output:** class labels of $T_U$.

**Require:** active learning strategy ($T+$), filtering criterion of $S_L$ ($S-$), filtering criterion of feature subspaces ($F-$).

**Begin:**

1: train multi-grained scanning forest based on $S_L$.
2: transform $S_L$ and $T_U$ from raw features into multi-grained features.
3: initialize: target domain labeled samples $T_L^{(0)} = \{}$

**Repeat until the number of $T_L$ meets the requirements**

4: train cascade layer based on $S_L \cup T_L^{(i)}$.
5: generate augmented features for all the samples and concatenate with multi-grained features.
6: use $T+$ to select $N$ samples from $(T_U - T_L^{(i)})$ for manual annotation, and then add them to $T_L^{(i+1)}$.

**End repeat**

**Repeat until performance of the model no longer improves**

7: train cascade layer based on $S_L \cup T_L$.
8: generate augmented features for all the samples and concatenate with multi-grained features.
9: use $F-$ to remove domain-sensitive feature subspaces.
10: use $S-$ to remove samples from $S_L$.
11: evaluate the performance of the model based on the classification accuracy of $T_L$.

**End repeat**

12: obtain the class labels of $T_U$ from the final cascade layer.

3. Experiments

To evaluate the performance of the proposed method, a total of five PolSAR images obtained by the RADARSAT-2 (RD-2) and Gaofen-3 (GF-3) sensors were used for the experiments, and four state-of-the-art transfer learning methods were used for the comparison. The Pauli-RGB images ($|S_{HH} - S_{VV}|^2$ for red (R), $4|S_{HV}|^2$ for green (G), and $|S_{HH} + S_{VV}|^2$ for blue (B)) and ground-truth maps of these PolSAR images are shown in Figures 8 and 9. The ground-truth maps were obtained by the visual interpretation of the images, and to improve the reliability, we used the online optical image map as the reference data. All the experiments were performed on a 64-bit Windows 10 PC, and the programming language used to implement the algorithms was Python 3.

3.1. Experimental Data and Settings

The three images in Figure 8 are fully polarimetric SAR images of Wuhan, Hubei province, China, each with the same size of 1000 × 1200 pixels, and the main classes of ground objects were water, vegetation, and buildings (bare soil only exists in the first image; thus, it is not considered). The two images in Figure 9 are fully polarimetric SAR images of Suzhou, Jiangsu province, China, with the same image size of 1520 × 920 pixels. Due to the difficulty of labeling the ground-truth maps, only a portion of this area was used for the experiments (the non-white areas in Figure 9a,b), and the main classes of ground objects were water, vegetation, buildings, and bare soil. Based on the above five PolSAR images, three set of experiments were conducted.
Figure 8. Three polarimetric synthetic aperture radar (PolSAR) images of Wuhan. (a) Pauli RGB image of RD-2 on 7 December 2011. (b) Pauli RGB image of RADARSAT-2 (RD-2) on 6 July 2016. (c) Pauli RGB image of Gaofen-3 (GF-3) on 29 May 2017. (d) Ground truth map of RD-2 on 7 December 2011. (e) Ground truth map of RD-2 on 6 July 2016. (f) Ground truth map of GF-3 on 29 May 2017.

Figure 9. Two polarimetric synthetic aperture radar (PolSAR) images of Suzhou. (a) Pauli RGB image of RD-2 on 12 August 2008. (b) Pauli RGB image of RD-2 on 9 March 2016. (c) Ground truth map of RD-2 on 12 August 2008. (d) Ground truth map of RD-2 on 9 March 2016.

(1) The first set of experiments involved the images of Wuhan, with the 2011 image as the source domain and the 2017 image as the target domain. This set of experiments was aimed at verifying the knowledge transfer capability of the transfer learning method between images with a large imaging time span and from different sensors (RD-2 to GF-3). The distributions of the used source domain samples and target domain samples in the H-Alpha plane are shown in Figure 10. The H-Alpha plane is a commonly used feature space in PolSAR image processing for visualizing the sample distribution, with each region of the plane corresponding to a specific type of backscattering, as detailed in [34].
Figure 10. Distributions of the first group of experimental data in the H-Alpha plane. (a) The distribution of the 1000 source domain samples. (b) The distribution of the 1000 target domain samples.

(2) The second set of experiments involved the images of Wuhan, with the 2016 image as the source domain and the 2017 image as the target domain. This set of experiments was aimed at verifying the knowledge transfer capability of the transfer learning method between images with a small imaging time span and from different sensors (RD-2 to GF-3). The distributions of the used source domain samples and target domain samples in the H-Alpha plane are shown in Figure 11. The target domain in this set of experiments was the same as that in the first set of experiments, and the distribution difference in Figure 11 is smaller than that in Figure 10. A smaller distribution difference typically indicates better transferability. Therefore, the transfer effects of these two sets of experiments were compared with each other in the following.

Figure 11. Distributions of the second group of experimental data in the H-Alpha plane. (a) The distribution of the 1000 source domain samples. (b) The distribution of the 1000 target domain samples.

(3) The third set of experiments involved the images of Suzhou, with the 2008 image as the source domain and the 2016 image as the target domain. This set of experiments was aimed at verifying the knowledge transfer capability of the transfer learning method between images with a large imaging time span and from the same sensor (RD-2 to RD-2). The distributions of the used source domain samples and target domain samples in the H-Alpha plane are shown in Figure 12. Due to the long imaging time span and the rapid economic development of this area, there were not only changes of the classes of ground objects between the two images, but also great differences in the same classes of ground objects, such as low-rise buildings becoming high-rise buildings, open water being divided into small areas of water, etc. Although the classes of the objects were not changed, the polarization characteristics of the objects were changed, causing the same class of objects to display different backscattering properties (the corresponding Pauli RGB images shown in Figure 9 also
attest to this problem). Hence, the distribution differences of this group of experimental data are relatively large.

![Figure 12](image)

**Figure 12.** Distributions of the third group of experimental data in the H-Alpha plane. (a) The distribution of the 1000 source domain samples. (b) The distribution of the 1000 target domain samples.

To avoid randomness, each set of experiments was repeated 10 times, and the mean value was used as the final result. In each experiment, 1000 source domain samples and 1000 target domain samples were randomly sampled from the source and target domain images, respectively. As the performance of inductive transfer learning is related to the amount of information contained in the target domain labeled samples ($T_L$), and the greater the number of $T_L$, the more information it is able to carry, we set up an incremental number sequence of $T_L$: 5, 10, 15, $\cdots$, 200 to evaluate the reliability and stability of the transfer learning method under different numbers of $T_L$. For the performance evaluation criterion, the overall accuracy of the model for all the target domain samples was taken as the transfer accuracy.

In the experiments, a total of 35 features were used as the raw features of the samples, including nine features extracted from the polarimetric coherence matrix and 26 features obtained from several polarimetric decomposition methods. These polarimetric decomposition methods were: H/A/Alpha decomposition, Van Zyl three-component decomposition, Yamaguchi four-component decomposition, Arii three-component nonnegative eigenvalue decomposition (NNED), An and Yang four-component decomposition, L. Zhang five-component decomposition, and Singh four-component decomposition.

### 3.2. Comparison with Existing Methods

The proposed method is an inductive transfer learning method, and thus four existing inductive transfer learning methods and a baseline method were used for comparison in the experiments. The comparison methods were as follows:

- Bagging-based ensemble transfer learning (BETL) [5].
- Transfer bagging (TrBagg) [2].
- Semi-supervised maximum independence domain adaptation (SMIDA) [13],
- Semi-supervised transfer component analysis (SSTCA) [9], and
- Using only source domain samples as the training set (Baseline).

As all of the above five methods require a classification model as the weak classifier or the final classifier, Support Vector Machine (SVM) with radial basis function (RBF) kernel was chosen according to the relevant literature and our experimental analysis. To improve the performance of each weak classifier, a grid search strategy and $k$-fold cross-validation (K-CV) were used to determine the optimal model parameters ("$C$" and "gamma") of the RBF kernel SVM, where "$C$" is the regularization parameter with its grid values set to \{0.1, 0.5, 1, 5, 10\}, and "gamma" is the kernel coefficient for the
RBF kernel with its grid values set to \{1, 0.5, 0.1, 0.05, 0.01\}. The value of \(k\) for the K-CV was set to 3. In addition, the initial input data of the above four transfer learning methods were \(S_L, T_L,\) and \(T_U,\) while the initial input data of the proposed method were only \(S_L\) and \(T_U,\) as the \(T_L\) samples of the proposed method were iteratively selected from \(T_U\) during the processing.

According to “what to transfer”, BETL and TrBagg are instance-based transfer learning methods, and one of the main strategies for this type of method is to reweight \(S_L\) based on the knowledge of \(T_L,\) making the source domain samples that contribute to the transfer have a greater impact on the model; therefore, the transfer effects of such methods are subject to the informativeness of \(T_L,\) SMIDA and SSTCA are feature-based transfer learning methods that mainly attempt to find the domain-invariant features, and they can also perform transfer in the absence of \(T_L\) samples, and thus their transfer effects are less sensitive to the number of \(T_L.\) The sensitivity of the proposed method to the number of \(T_L\) lies between the above-mentioned two types of methods.

The mean and standard deviation of the transfer accuracies of the transfer learning methods under different numbers of \(T_L\) samples were used for the comparison and analysis in the experiments. As the Baseline method only uses \(S_L\) as the training set, its accuracy is independent of the number of \(T_L;\) therefore, its accuracy was used as a benchmark in the experiments to evaluate the negative transfer effect of the transfer learning methods, i.e., when the transfer accuracy of a method is lower than the Baseline method, this indicates that there is a negative transfer effect in the method.

Figure 13 shows the results of the first set of experiments. Overall, except for SSTCA, the transfer accuracies of the other methods improved with the increase of the number of \(T_L\) samples. BETL and TrBagg are more unstable than the other methods due to their high sensitivity to the quality of the \(T_L\) samples. The accuracy of SMIDA was high when the number of \(T_L\) samples was small, and the accuracy curve was stable with the increase of the number of \(T_L.\) The proposed method also achieved a high accuracy, and was as stable as SMIDA. On the other hand, the accuracy of SSTCA decreased from 81.63% to 77.6% when the size of \(T_L\) exceeded 60.

![Figure 13. The mean and standard deviation of the transfer accuracies of the first set of experiments.](image)

When the \(T_L\) samples reached a certain number, only BETL and SSTCA showed significant negative transfer effects. The reason for the negative transfer effect of BETL is that it is an ensemble model of weak classifiers trained by subsets of \(S_L,\) and when the distribution difference between the two domains is large, the performance of the weak classifiers is poor, causing the poor performance of the ensemble model. The points where SSTCA exhibited a negative transfer effect are consistent with the points of its accuracy decline, and one of the potential causes is that when the distribution difference between the two domains is large, adding a large number of \(T_L\) samples to the training set causes two different data distributions to exist in the new training set, resulting in SSTCA being unable
to maintain the local geometry of the data (which is crucial to maintaining the class separability of the samples), thus, reducing the model performance.

Figure 14 shows the results of the second set of experiments. The imaging time span between source image and target image was smaller than that in the first set of experiments; thus, the distribution difference was less, and it can be found that the transfer accuracies of all the methods in this set of experiments were better than in the first set of experiments. For instance, the accuracies of the Baseline method in the first and second experiments were 0.805 and 0.819, respectively.

![Figure 14. The mean and standard deviation of the transfer accuracies of the second set of experiments.](image)

With the increase of the number of $T_L$ samples, the accuracy curves of BETL, TrBagg, SMIDA, and SSTCA tended to approach the maximum faster than in the first set of experiments. The reason for this is that the lower the distribution difference, the fewer $T_L$ samples are needed to supplement the lack of knowledge of $S_L$. That is to say, in this set of experiments, the newly added $T_L$ samples were more likely to be redundant samples (that are unhelpful for improving the transfer accuracy) when there are already many $T_L$ samples in the training set.

In the first two sets of experiments, the proposed method obtained a high accuracy (81.71–87.87%) and a low standard deviation, which is competitive to the results of the other methods (63.57–83.42%).

1. When the number of $T_L$ samples was small, the accuracies of the other methods were lower than that of the Baseline method, while the accuracy of the proposed method was higher than that of the Baseline method. As the active learning strategy of the proposed method can select the $T_L$ samples that are the most helpful for the transfer learning, the accuracy was relatively high. The $T_L$ samples of the other methods were obtained by random sampling; therefore, their informativeness was unstable, in particular when the number of $T_L$ samples was small.  
2. With the increase of the number of $T_L$ samples, the accuracy of the proposed method was continually improved, as the active learning strategy of the proposed method was able to ensure that each newly added $T_L$ sample was informative to the current training set, thus, avoiding information overlap.

The first two sets of experiments proved that the proposed method was able to perform well in knowledge transfer between RD-2 and GF-3 images with both a large imaging time span (2011–2017) and a small imaging time span (2016–2017).

Figure 15 shows the results of the third set of experiments. In general, the variation trends of the accuracy curves of the transfer learning methods were similar to those in the first two sets of experiments. However, as the distribution difference was greater, the accuracy of the Baseline method was only 58.4%, which is significantly lower than that in the first two sets of experiments. Thus, when $T_L > 45$, the results of all the transfer learning methods were over 65.73%, indicating a positive transfer effect compared to the Baseline method. In addition, the accuracy curves of BETL and TrBagg tended to approach the maximum when $T_L ≥ 125$, which further proves the assumption presented in
the second set of experiments, i.e., the greater the domain difference, the more $T_L$ samples are required to supplement the lack of knowledge of $S_L$.

![Figure 15. The mean and standard deviation of the transfer accuracies of the third set of experiments.](image)

Due to the large distribution difference, when the number of $T_L$ samples was small, the information provided was very limited in improving the transfer accuracy. Therefore, when $T_L = 5$, the accuracies of BETL, TrBagg and the proposed method were less than 58.34%, while SMIDA still achieved a high accuracy of 77.02%, due to its insensitivity to the quality of the $T_L$ samples. The accuracy curve of the proposed method ascended rapidly from 63.69% to 80.32% when $5 < T_L < 35$, and when $T_L \geq 45$, the accuracy of the proposed method increased from 81.90% to 88.76%, whereas the maximum accuracy of the other methods was only 83.55%. The results demonstrated the effectiveness and reliability of the proposed method in knowledge transfer between images with a large imaging time span (2008–2016).

The results of the three sets of experiments are summarized in Table 1. Both SMIDA and the proposed method achieved high accuracies and low standard deviations, whereas the accuracy of BETL was relatively low, and the stability of TrBagg was poor. In addition, the average computational time of different methods in the three sets of experiments are presented at the end of Table 1. The proposed method required more computational time than the other methods. One of the main reasons is that the 35-dimensional input features were transformed into 684-dimensional multi-grained features in the multi-grained scanning of the proposed method, which increased the computational cost. Another reason is the number of iterations, and this will be described in detail in Section 3.3.2.

From the three sets of experiments, we can make the following conclusions: the instance-based transfer learning methods (BETL and TrBagg) can make full use of the knowledge of the $T_L$ samples; thus, their accuracies improve rapidly with the increase of the number of $T_L$ samples, whereas their accuracies also suffer from the unstable quality of the $T_L$ samples, and so the standard deviation of their accuracies is relatively high. The feature-based transfer learning methods (SMIDA and SSTCA) can reduce the distribution difference between the source and target domains by adjusting the feature space; therefore, their accuracies are more stable, and they can achieve high accuracies even when the number of $T_L$ samples is small. The proposed method combines the main advantages of the above two types of transfer learning methods and overcomes some of their shortcomings, i.e., it uses active learning to ensure the quality of the $T_L$ samples and synchronously uses augmented features to gradually reduce the distribution difference across domains. The proposed method also filters out the source domain samples and feature subspaces that are unhelpful for the transfer. Therefore, the proposed method achieved satisfactory transfer accuracy in all three sets of experiments and also showed a high degree of stability, making it competitive to other transfer learning methods. However, the proposed method required more computational time, which should be optimized in the future.
### Table 1. Transfer accuracies (%) of different methods in the three sets of experiments.

| Data Set  | Number of $T_L$ | Baseline | BETL | TrBagg | SMIDA | SSTCA | Proposed |
|-----------|-----------------|----------|------|--------|-------|-------|-----------|
| Wuhan 2011 | 5               | 80.50    | 73.57 ± 5.02 | 74.72 ± 7.56 | 79.42 ± 0.47 | 74.18 ± 5.29 | **81.70 ± 0.58** |
|           | 50              | 80.50    | 73.32 ± 5.29 | 81.69 ± 1.07 | 80.90 ± 0.96 | 79.18 ± 1.92 | **83.74 ± 0.42** |
|           | 100             | 80.50    | 78.90 ± 2.31 | 81.53 ± 0.78 | 81.47 ± 0.73 | 78.52 ± 1.47 | **84.76 ± 0.45** |
| Wuhan 2017 | 5               | 80.50    | 79.20 ± 1.86 | 82.17 ± 1.05 | 82.63 ± 0.52 | 78.26 ± 1.66 | **85.96 ± 0.67** |
|           | 50              | 80.50    | 80.61 ± 1.94 | 83.19 ± 0.66 | 81.90 ± 2.62 | 79.59 ± 2.13 | **86.71 ± 0.21** |
|           | 100             | 80.50    | 80.61 ± 1.94 | 83.19 ± 0.66 | 81.90 ± 2.62 | 79.59 ± 2.13 | **86.71 ± 0.21** |

**Wuhan 2011**

| Data Set  | Number of $T_L$ | Baseline | BETL | TrBagg | SMIDA | SSTCA | Proposed |
|-----------|-----------------|----------|------|--------|-------|-------|-----------|
| Wuhan 2016 | 5               | 81.90    | 72.02 ± 5.88 | 63.57 ± 22.17 | 79.49 ± 0.90 | 76.91 ± 1.18 | **83.38 ± 0.45** |
|           | 50              | 81.90    | 74.59 ± 6.72 | 81.30 ± 0.81 | 81.63 ± 0.91 | 80.53 ± 0.59 | **85.14 ± 0.29** |
|           | 100             | 81.90    | 78.30 ± 3.00 | 82.20 ± 1.58 | 82.18 ± 0.95 | 81.94 ± 0.78 | **86.36 ± 0.28** |
| Wuhan 2017 | 5               | 81.90    | 81.14 ± 1.94 | 82.44 ± 0.75 | 83.01 ± 1.06 | 82.35 ± 0.90 | **87.13 ± 0.27** |
|           | 50              | 81.90    | 81.10 ± 2.12 | 83.34 ± 0.69 | 83.42 ± 0.79 | 82.45 ± 1.04 | **87.87 ± 0.32** |
|           | 100             | 81.90    | 81.10 ± 2.12 | 83.34 ± 0.69 | 83.42 ± 0.79 | 82.45 ± 1.04 | **87.87 ± 0.32** |

**Suzhou 2008**

| Data Set  | Number of $T_L$ | Baseline | BETL | TrBagg | SMIDA | SSTCA | Proposed |
|-----------|-----------------|----------|------|--------|-------|-------|-----------|
| Suzhou 2016 | 5               | 58.40    | 51.94 ± 4.02 | 46.18 ± 14.92 | 77.02 ± 1.22 | 59.83 ± 5.41 | **58.34 ± 6.78** |
|           | 50              | 58.40    | 65.73 ± 9.07 | 70.98 ± 9.72 | 80.20 ± 1.12 | 77.60 ± 2.97 | **80.95 ± 2.24** |
|           | 100             | 58.40    | 69.45 ± 8.80 | 77.11 ± 5.50 | 81.84 ± 1.09 | 82.26 ± 1.01 | **83.91 ± 1.25** |
| Suzhou 2016 | 5               | 58.40    | 73.53 ± 7.88 | 76.40 ± 4.22 | 82.14 ± 0.73 | 82.12 ± 1.26 | **86.73 ± 0.70** |
|           | 50              | 58.40    | 79.51 ± 3.00 | 80.37 ± 3.11 | 83.55 ± 0.96 | 81.30 ± 2.83 | **88.76 ± 0.41** |
|           | 100             | 58.40    | 79.51 ± 3.00 | 80.37 ± 3.11 | 83.55 ± 0.96 | 81.30 ± 2.83 | **88.76 ± 0.41** |

Average computational time (s)

|          | 3.6 | 19.6 | 4.1  | 9.3  | 23.5 | 130  |

### 3.3. Effectiveness Evaluation

In this section, the effects of the feature space adjustment strategy and the proposed active learning strategy are analyzed in detail to further evaluate the effectiveness of the proposed method.

#### 3.3.1. Effect of the Feature Space Adjustment Strategy

In the growing stage, we considered that the augmented features generated by the cascade layers are domain-invariant and that adding them to the feature space can reduce the marginal distribution discrepancy across domains. Here, we used two numerical indicators to evaluate the effect of this strategy: the maximum mean discrepancy (MMD) [37] and the divergence between domains (DBD). The MMD is the most commonly used measure of distribution difference in the studies of domain adaptation, in which the two datasets are first projected into the reproducing kernel Hilbert space (RKHS), and then the distance between the distributions of the two datasets is estimated by their mean values, as shown in Equation (6).

$$MMD(X^S, X^T) = \left\| \frac{1}{n_S} \sum_{i=1}^{n_S} \psi(X^S_i) - \frac{1}{n_T} \sum_{i=1}^{n_T} \psi(X^T_i) \right\|$$ (6)

where $X^S$ and $X^T$ are the source and target domain data, $n_S$ and $n_T$ are the number of source and target domain samples, and $\psi(\cdot)$ is the kernel function. The larger the MMD, the greater the distribution difference between the two domains.

The DBD can evaluate the separability of the source and target domain samples in the feature space, where a higher separability indicates a greater distribution difference. The calculation of the DBD was introduced in Section 2.3.2. We calculated the MMD and DBD of $S_L$ and $T_U$ before and after the growing stage in the above three sets of experiments, as shown in Table 2.
Table 2. The variation of the maximum mean discrepancy (MMD) and divergence between domains (DBD) during the growing stage.

| Data Number | MMD Before | MMD After | DBD Before | DBD After |
|-------------|------------|-----------|------------|-----------|
| 1           | 1.9101     | 1.5093    | 97.91%     | 97.57%    |
| 2           | 0.9459     | 0.7086    | 95.83%     | 94.55%    |
| 3           | 1.2600     | 0.9229    | 98.22%     | 97.24%    |

As can be seen from Table 2, after the processing of the growing stage, both the MMD and DBD of the source and target domain samples in the three sets of experiments showed a significant decrease, proving that the feature space adjustment strategy in the proposed method was indeed effective in reducing the distribution difference, and is thus helpful for improving the performance of the model.

3.3.2. Influence of the Model Parameters

In this section, we evaluate the influence of two key parameters on the performance of the model. The first parameter is the sliding window size of the multi-grained scanning (denoted by $W$), and the second parameter is the number of queried target domain samples in each iteration of the growing stage (denoted by $N$). In previous experiments, $W$ was set to $\{D, D/2, D/4, D/8, D/16\}$ (where $D$ is the dimension of raw input features), and $N$ was set to $(N_C \times 3)$ (where $N_C$ is the number of classes of the ground objects).

Under the condition of $T_L = 200$, we tested the performance of the proposed method with different values of $W$ and $N$, each experiment was run 10 times, and the mean values were used as the final results, shown in Table 3.

Table 3. Performance of the proposed method under different values of $W$ and $N$.

| Parameters | Parameter Setting | Wuhan 2011 to Wuhan 2017 | Wuhan 2016 to Wuhan 2017 | Suzhou 2008 to Suzhou 2016 | Average Computational Time (s) |
|------------|------------------|--------------------------|--------------------------|----------------------------|-------------------------------|
| $W$        | $\{D, D/2, D/4\}$ | 86.27 ± 0.92             | 87.30 ± 0.62             | 87.04 ± 0.68               | 128.3                         |
| $\{D, D/2, D/4, D/8\}$ | 86.34 ± 0.49     | 87.85 ± 0.61             | 87.63 ± 0.60             | 173.5                      |
| $\{D, D/2, D/4, D/8, D/16\}$ | 86.71 ± 0.21     | 87.87 ± 0.32             | 88.76 ± 0.41             | 190.1                      |
| $\{D, D/2, D/4, D/8, D/16, D/32\}$ | 87.39 ± 0.16     | 87.80 ± 0.43             | 88.43 ± 0.38             | 257.0                      |
| $N$        | $N_C \times 1$   | 86.77 ± 0.38             | 87.62 ± 0.63             | 88.67 ± 0.40               | 529.2                         |
| $N_C \times 3$ | 86.71 ± 0.21     | 87.87 ± 0.32             | 88.76 ± 0.41             | 190.1                      |
| $N_C \times 6$ | 86.76 ± 0.56     | 87.98 ± 0.53             | 87.96 ± 0.33             | 136.9                      |
| $N_C \times 9$ | 86.87 ± 0.41     | 87.82 ± 0.24             | 87.95 ± 0.52             | 113.7                      |

First, the more the sliding window sizes were used, the more the multi-grained features could be acquired. Table 3 shows that a larger $W$ can bring a better accuracy. However, too many multi-grained features caused an increase in the computational cost, and some could be redundant. Secondly, the parameter $N$ had little impact on the accuracy of the first two data sets, whereas in the third data set, the accuracy dropped from 88.76% to 87.95% when $N$ increased from $(N_C \times 3)$ to $(N_C \times 9)$. This is because a large $N$ may lead to information overlap of the $T_L$. The number of iterations of the growing stage was equal to $(T_L/N)$; thus, the proposed method was more time-consuming when $(N = N_C \times 1)$.

Overall, the proposed method achieved reliable results under different values of $W$ and $N$, and $W$ and $N$ could be set automatically according to the values of $D$ and $N_C$, which demonstrated the robustness of the proposed method.
3.3.3. Effects of the Proposed Active Learning Strategy

In this paper, based on the characteristics of PolSAR data, we proposed a new active learning strategy that considers the uncertainty and diversity and was used to accurately select the most informative target domain samples. To evaluate the effect of the proposed active learning strategy, three existing sample selection strategies were introduced in the comparative experiments. The sample selection strategies used in the comparative experiments were as follows:

- The proposed active learning strategy (AL-Proposed),
- Active learning using only uncertainty (AL-U),
- Active learning using uncertainty and the cosine angle distance (AL-U-CAD), and
- Random sampling (RS).

The experimental setup was as follows: based on the framework of the proposed method, the above sample selection strategies were used in the growing stage to update the training set, without changing the other processing steps of the framework, and their transfer accuracies were then compared. As described in Section 3.2, we used an incremental number sequence for $T_L$, and each set of experiments was run 10 times, with the mean value used as the final result. The experimental results are shown in Figure 16.

![Figure 16. Comparison of the effect of different sample selection strategies. (a–c) are the results of the three sets of experimental data. The proposed active learning strategy (AL-Proposed), active learning using only uncertainty (AL-U), active learning using uncertainty and the cosine angle distance (AL-U-CAD), and random sampling (RS).](image)

In Figure 16a,b, the accuracies of the three active learning strategies were significantly better than that of RS, which demonstrated the effectiveness of active learning in improving the accuracy. However, as shown in Figure 16c, the accuracy of RS was significantly better than active learning when $T_L \leq 25$, and the accuracy of the active learning was only better than RS when $T_L > 135$. This unexpected phenomenon was also reported in some related studies, such as [24,32,33], and may be caused by the class imbalance problem when the number of $T_L$ samples is small. In the experiments, we constrained the procedure of RS to ensure that all the classes of ground objects were contained in the $T_L$ samples. Active learning paid greater attention to the samples with high uncertainty, and so when the number of $T_L$ samples was small and the uncertainty of certain classes was high, the acquired $T_L$ samples did not necessarily contain all the classes of samples, resulting in class imbalance. This problem is worthy of further study in follow-up research.

On the other hand, the accuracy achieved by RS proved the validity and reliability of the framework of the proposed method. In addition, from the above experimental results, the smaller the distribution difference between domains, the higher the accuracy improvement that active learning can bring compared to RS. The distribution difference was minimal in the second set of experiments;
therefore, the accuracy improvement was the largest, while the accuracy improvement in the third set of experiments was the smallest as the distribution difference was the maximum.

For the results of the three active learning strategies, the AL-Proposed method outperformed the other two active learning strategies in most cases (particularly in the third set of experiments). The reason for this is that the AL-Proposed method could maintain the class balance of the target domain samples well through the diversity, and the measurement of diversity was irrelevant to the source domain samples. Therefore, when the distribution difference was greater, the advantage of the AL-Proposed method was more pronounced than that of the other two active learning strategies.

4. Conclusions

In this paper, we proposed a new active transfer learning method to address the problem of the low reusability of labeled samples in the applications of PolSAR images. Based on the deep forest network structure, the proposed method adjusts the training set and feature space simultaneously, and gradually improves the performance of the model in the target domain task. In this method, a new active learning strategy is used to ensure that every adjustment to the training set is the most helpful to improve the accuracy, and the augmented features are used to improve the transferability of knowledge between the source and target domain samples. At the same time, two filtering strategies are used to further improve the accuracy. The experimental results demonstrated that the proposed method was effective and reliable and able to perform well with different numbers of target domain labeled samples. The results also confirmed that the proposed method had good knowledge transfer capabilities in different groups of PolSAR images from different sensors and with various distribution differences.

In our future work, we will apply the proposed method in the specific applications of PolSAR images, such as the classification and change detection of multi-temporal images to evaluate its application potential in reducing labor costs and improving processing efficiency. In addition, as the proposed method is specific to PolSAR imagery, to apply it to other types of data, we could use a universal active learning strategy to acquire informative samples. However, the experimental results suggested that a targeted active learning strategy designed based on the specific tasks and data types tended to be more effective.
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