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Abstract

In this paper we want to address the problem of automation for recognition of photographed cooking dishes and generating the corresponding food recipes. Current image-to-recipe models are computation expensive and require powerful GPUs for model training and implementation. High computational cost prevents those existing models from being deployed on portable devices, like smart phones. To solve this issue we introduce a lightweight image-to-recipe prediction model, RecipeSnap, that reduces memory cost and computational cost by more than 90% while still achieving 2.0 MedR, which is in line with the state-of-the-art model. A pre-trained recipe encoder from [8] was used to compute recipe embeddings. Recipes from Recipe1M [6] dataset and corresponding recipe embeddings are collected as a recipe library (Figure 1), which are used for image encoder training (Figure 2) and image query (Figure 3) later. We use MobileNet V2 as image encoder backbone, which makes our model suitable to portable devices. This model can be further developed into an application for smart phones with a few effort. A comparison of the performance between this lightweight model to other heavy models are presented in this paper. Code, data and models are publicly accessible.

1. Introduction

1.1. Introduction and Background

With the rapid spread and easy access of social networks nowadays, countless pictures for cooking dishes and recipes are created and shared with everyone. As almost nothing in
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1https://github.com/jianfa/RecipeSnap-a-lightweight-image-to-recipe-model.git

Figure 1. Build recipe library. A pre-trained recipe encoder from [8] is used to compute recipe embeddings. Recipes from Recipe1M [6] dataset and corresponding recipe embeddings are collected as a recipe library.

Figure 2. Image encoder training. We use MobileNet V2 as image encoder backbone. Images from Recipe1M training partition combined with corresponding pre-computed recipe embeddings in recipe library are serving as input for model training. The loss function is same as the pair loss function in [8].
the world other than food has such a profound and tremendous impact in people’s life this has created urging needs for machine learning algorithms to automatically retrieve associated recipes given input images of food or dishes. The mass quantity of user submitted cooking recipes and food images online brings the possibility of training networks to find digital cooking recipes (ingredient lists, cooking instructions etc.) relevant to the specific food image. Although it is also possible to reverse the image-to-recipe procedure that is to find relevant food images given recipes such tasks are unlikely to occur in real world. Usually people would search food images with keyword or recipe title in a searching engine.

After searching for and studying on some of the recent published works, we found that there are a couple of existing frameworks established in this particular fields. More details are illustrated in the following Section 1.2. However, all of them require large memory and powerful computation resource, like GPUs. Heavy model size prevent these models from deploying on mobile devices. After conducting a comprehensive analysis quantitatively and qualitatively, we decided to build a lightweight cross-modal framework that is suitable for mobile devices.

1.2. Related Work

To start our work in the development of the lightweight prediction model to handle image-to-recipe retrieve tasks, we reviewed a couple of relevant papers. We mainly built our work upon the study of a couple of recent published papers that utilize multi-model framework to solve similar problems and here provided a brief summary of their work.

In [6] the authors use bi-directional LSTM model in the design of the two major components, ingredients and instructions, of recipe encoder. The two-stage structure has taken consideration of both forward and backward orderings and better suits the recipe representation than a simple LSTM model. For the image encoding authors adopt two major deep convolutional networks that has achieved proven record of success, VGG-16 and ResNet-50 models.

In [2] the authors got inspired by the success of Transformers in NLP field and conducted experiments on using standard Transformer model directly on image inputs. To realize their goal with minimum modification the authors processed the original images into patches and a sequence of linear embedding resulted is input into the Transformer. According to the experiment results provided from the paper, this model only achieved better performance when trained on larger size of dataset which range from 14M to 300M images. Among all that their Vision Transformer (ViT) produced excellent results when pre-trained on sufficient amount of data-points and transferred to smaller-scale tasks.

Amaia et al. introduced a hierarchical Transformer model which encodes each recipe components eg. titles, ingredients and instructions individually [6]. In addition, the author proposed a self-supervised loss function computed based on pairs of the individual recipe components to leverage the semantic relationships within recipes. Whereas in [8] the author developed a neural with joint embedding learned on the recipes and images in common space. In the model a high-level classification task was added to further improve the classification performance. [7]

Hao and others proposed an end-to-end trainable Adversial Cross-Model Embedding (ACME) validated using the Recipe1M dataset [11] to resolve the food retrieval task where their specific goal is to develop a constructive mapping space from recipes to matching food images. As shown in the paper, the proposed network achieved out-performance over all baseline models. Specifically, the authors proposed an refined triplet loss methodology which increased the convergence and accuracy of the neural network. In addition, an adversarial loss scheme was utilized to align the distribution of the encoded features from recipes and food images.

We noticed that these papers use more and more complex neural networks to achieve better performance. In the meanwhile, prerequisite on hardware, like memory and computation power, is being more and more difficult to meet. Given the prevalence of portable devices, like smart phones and tablets, we believe it will be greatly advanced if these models can be deployed on portable devices. To build a lightweight image-to-recipe model that can be easily trained and deployed on smart phones, we also reviewed some existing models that are suitable for smart phones.

Mark et al. introduced the MobileNet V2 model in [4] which is a mobile framework based on a inverted residual structure. This model is specifically designed to provide a
convenient and efficient network for actual usage. The approaches that’s been taken by the author to meet their goal including: within the structure a shortcut path are built to connect the bottleneck layers; they use depth-wise convolution filters to extract features; they remove non-linearity from narrow layers to obtain better representing power. Additionally the paper described valid ways of application of this mobile network framework to object detection. Model size and complexity comparison is disclosed in Table 2.

### 1.3. Dataset

Our model was training on the Recipe1M dataset, which is a large dataset contains paired data points - cooking recipes and dish images. This dataset was first introduced and collected by Javier et al. [11] by scraping from a variety of popular cooking websites. The overall dataset contains over one million cooking recipes and about 900K food images. As shown in Table 1 the data has been broken down in a 70%,15%,15% manner for the purposes of training/validation/testing of the model.

The cooking recipes and linked images are initially scraped from over two dozen widely used cooking websites and handled via a pipeline process. Only related content is generated from the raw HTML that is to say unnecessary blank space, non-ASCII characters etc. have been left out during the extraction process. After removing the duplicates or close-matches, the final dataset is consolidated into a compressed JSON schema and ready for use.

Due to the limited time and resource we have for this project, we believe the use of the Recipe1M dataset should fulfill our goal given the following considerations:

- This dataset has over one million recipe and image data which is among the largest publicly available datasets ever been used in related work.
- Recipe1M contains paired recipe and image data points which well suits the purpose of training a multi-model framework.
- The dataset is clean and consolidated with any duplicates and near-matches taken out which save us time for more model experiments.

| Partition | Num of Recipes | Num of Images |
|-----------|----------------|--------------|
| Training  | 720,639        | 619,508      |
| Validation| 155,036        | 133,860      |
| Testing   | 154,045        | 134,338      |
| Total     | 1,029,720      | 887,706      |

### 2. Approach

Our ultimate goal is to build an application that can carry out the image-to-recipe tasks on standard mobile devices. Therefore, we naturally face the trade-off between a deeper and more complicated network model with higher accuracy vs. a less-powered model with lighter weight and low latency. To understand the trade-off better, we have explored and compared a few different approaches.

We first start with the models that deliver the state-of-the-art (SOTA) performance on accuracy. Specifically, we focus on two models that frame the problem as a cross-modal recipe retrieval task [6][8]. The main difference between these two models lies in the design of recipe encoder: 1) one uses a two-stage LSTM [6] while the other uses hierarchical transformers [6]. 2) [6] introduces an auxiliary self-supervised task and loss to learn the semantic relationship between recipe components, strengthening the recipe encoder. For image encoder, [6] uses the visual transformer ViT [2] while [8] uses the ResNet-50 [3].

We train these two models from scratch to compare the performance and cost. For evaluation, we follow the procedure described in [8], which uses cosine similarity in the common space for ranking the relevant recipes and perform im2recipe retrieval on validation dataset in Recipe 1M [11]. The performance metrics we report include median rank (MedR) and recall rate at top K (R@K, K = 1, 5, 10) for all the retrievals. We measure the cost by the avg training time per epoch and convergence speed. We want the model to be easy and fast to train because we want our solution to be friendly for other developers to iterate and build upon. Table 3 demonstrates that the hierarchical transformer model in [6] is converging faster: it achieves MedR = 16.2 at second Epoch while the LSTM model needs to complete 20 epochs to achieve a better performance (MedR = 14.15, at Epoch 19 the MedR is 17.9). But it takes the transformer model 9.5 hours to complete just one epoch, which is very costly for most mobile application development.

We need a more efficient network architecture. That’s why we decide to move to MobileNets [4], a family of small, low-latency, low-power neural network models parameterized to meet the resource constraints on mobile device or embedded applications. Specifically, we use MobileNet-v2
Table 3. Comparison between two SOTA models

| Model                              | Performance              | Cost (one NVIDIA K80 GPU) |
|------------------------------------|--------------------------|---------------------------|
|                                    | MedR         | Recall @ 1 | Recall @ 5 | Recall @ 10 | Avg. Training Time per Epoch | Epoch |
| LSTM [6]                           | 5.1          | 0.24       | 0.52       | 0.64        | -                          | -     |
| Hierarchical Transformer [8]       | 1.0          | 0.60       | 0.876      | 0.929       | -                          | -     |
| LSTM (ours)                        | 14.15        | 0.1165     | 0.3149     | 0.4409      | 2.5 hours                  | 20    |
| Hierarchical Transformer (ours)    | 16.20        | 0.0969     | 0.2870     | 0.4063      | 9 hours                    | 2     |
| MobileNet-v2 + Transformer (ours)  | 2            | 0.4123     | 0.7187     | 0.8210      | 3.5 hours                  | 3     |

[10] in our final model architecture. MobileNet-v2 pushes the state of the art in accuracy vs. latency trade-off for mobile visual recognition tasks, which is a perfect fit for this project. Table 2 shows that MobileNet-v2 significantly reduces the number of parameters and Floating Point Operations Per Second (FLOPS) compared to the main-stream networks with regular convolutions.

3. Experiments and Results

3.1. Computation Resource

Most of our experiments were conducted on Google Cloud Platform. We created a Google Cloud Storage bucket to restore training data and created a Deep Learning VM instance with one NVIDIA Tesla K80 GPU and 2 CPUs to train the model. We followed the getting started guide to set up VM instance.

3.2. Reproduce Previous Works

We started with reproducing results from LSTM model [6] and hierarchical transformer model [8]. It took us some efforts to set up the environment correctly. However, we quickly realized that training from the scratch is too slow and too expensive for us. As Table 3 shows, LSTM model consumes 1 epoch data in 2.5 hours but converges slowly and hierarchical transformer converges fast but is slow in data consumption. Training a model on par with the best performance on the paper would charge us more than one thousand dollars. Hence we stopped reproducing previous works from scratch and decided to utilize the best checkpoint provided by authors.

3.3. Build Recipe Library

As we explained above, we adopted the recipe encoder and best checkpoint from [8]. As Figure 1 shows, recipes from Recipe1M were passed to recipe encoder to extract embeddings. A embedding vector has a dimension of $1 \times 2014$. All recipe embeddings were stacked into a $N \times 1024$ array, where $N$ is the number of recipes. Using embedding id as key, corresponding recipes were stored in a recipe dictionary. A recipe library consists of a recipe embedding array and a recipe dictionary. We built two individual recipe libraries based on the training and validation partition in Recipe1M dataset. The training library was used to train image encoder and the validation library was used for recipe prediction. As Table 1 shows, the number of recipes in training partition is about five times of those in validation partition. To reduce memory cost, validation library was adopted for image query. We also provided a training library option for users.

3.4. Train Image Encoder

As we explained in Section 2, we used MobileNet-V2 as image encoder backbone. Pre-computed recipe embeddings served as ground true labels. In this way, image encoder was forced to learn projecting a image into an embedding close to recipe embedding (Figure 2). MobileNet-V2 was initialized with the parameters pre-trained on ImageNet. In this way, we succeeded to train a converged image encoder in 10 hours with MedR=2.0 (3).

We used bi-directional triplet loss function for model training. We only briefly introduce the loss function here. Readers can check [8] for more details. A triplet loss function can be written as follows:

$$L_{\text{cos}}(a, p, n) = \max(0, c(a, n) - c(a, p) + m)$$

where $a$, $p$, and $n$ refer to the anchor, positive, and negative samples, $c(.)$ is the cosine similarity metric, and $m$ is the margin ($m=0.3$ in our work). A bi-directional triplet loss function on feature sets $a$ and $b$ can be defined as:

$$L'_{\text{bi}}(i, j) = L_{\text{cos}}(a^{n=i}, b^{n=i}; b^{n=j}) + L_{\text{cos}}(b^{n=i}, a^{n=i}; a^{n=j})$$

3.5. Predict Recipe From Image

As Figure 3 shows, the process is quite straightforward: 1) convert query images into image embedding with image encoder, 2) compute the cosine similarity with recipe embedding array, 3) retrieve top k (here we use k=5) recipe ids, and 4) query top k recipes from recipe dictionary with recipe ids. We list some image query results in Table 4. The retrieved recipe is very close to what we queried.
3.6. Expand Recipe Library

We created a RecipeSnap class integrating all important modules, such as image encoder loading, recipe encoder loading, image preprocessing, recipe preprocessing, recipe prediction, and recipe library update. With this class object, users can easily query recipes from certain image or add new recipe to the recipe library.

Collecting all recipes was an impossible mission. Our model makes this task feasible. Smart phone is accessible to almost everyone. If our model can be deployed on smart phones, it would be very easy for everyone to contribute new recipes to our recipe library.

4. Discussion

People are looking for easier ways to keep cooking fit into their busy schedules in today’s fast-paced life. As a result, many meal-planning services are booming. Those services try to simplify the cooking by planning everything for their customers ahead. But people who use these services may get stuck with things they don’t like. We believe it’s essential to keep the joy for people to discover attractive dishes by themselves and let them feel the fulfillment from cooking beautiful and tasty food. So we want to build this application where people can customize their recipe library and easily query the recipe and ingredients from their phone with any dish images they like.

In the future, we plan add more features to advance this purpose. For example, people usually face the dilemma of seeing a few ingredients left in the fridge and wondering how they can utilize them. An ingredients-to-recipe function can be quite applicable for this use case. Beyond that, people may want the feature to rank or filter the queried recipe, given their nutrition and budget requirements. We can also add a feedback module to let the application learn the user’s preference so that the query results can be more intelligent. To sum up, many interesting features can be added to what we have built now, and we believe they will benefit foodies who are busy but still pursue the fun of cooking.

5. Conclusion

In this paper, we introduce RecipeSnap, a lightweight image-to-recipe retrieve model developed to handle the problem of automation for recognition of images of cooking dishes and finding the relevant recipes containing information including ingredient lists, instructions etc.. The experiments conducted using multiple existing solutions and RecipeSnap imply that our model design help reduce memory cost and computational expense for model training and implementing while obtain a compatible performance comparing to current state-of-art neural networks. The use of the pre-trained recipe encoder as part of the recipe encoder and the cooked recipe library collected using recipes from a large scaled dataset Recipe1M make RecipeSnap easier and faster to train and deploy. We adopt MobileNet-V2 instead of other deeper complex networks as the backbone for image encoder, which makes RecipeSnap suitable to portable devices and platforms like smart phones and tablets.

This model can easily be developed into applications for smart phone and tablets where potential users can customize their recipe library and easily query the recipes from their
phones with any dish images they are interested at. In the future, we plan to keep contribute to this tool by exploring more meaningful features to advance this purpose.

6. Work Division

Individual contributions are summarized in Table 5.

References

[1] Thanh-Vu Dang, Gwang-Hyun Yu, and Jin-Young Kim. Revisiting low-resolution images retrieval with attention mechanism and contrastive learning. *Applied Sciences*, 11(15):6783, 2021.

[2] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, Jakob Uszkoreit, and Neil Houlsby. An image is worth 16x16 words: Transformers for image recognition at scale. In *9th International Conference on Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021*. OpenReview.net, 2021.

[3] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In *2016 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2016, Las Vegas, NV, USA, June 27-30, 2016*, pages 770–778. IEEE Computer Society, 2016.

[4] Andrew G. Howard, Menglong Zhu, Bo Chen, Dmitry Kalenichenko, Weijun Wang, Tobias Weyand, Marco Andreetto, and Hartwig Adam. Mobilenets: Efficient convolutional neural networks for mobile vision applications. *CoRR*, abs/1704.04861, 2017.

[5] Wei Li, Xiatian Zhu, and Shaogang Gong. Harmonious attention network for person re-identification. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 2285–2294, 2018.

[6] Javier Marín, Aritro Biswas, Ferda Olli, Nicholas Hynes, Amaia Salvador, Yusuf Aytar, Ingmar Weber, and Antonio Torralba. Recipe1m+: A dataset for learning cross-modal embeddings for cooking recipes and food images. *IEEE Trans. Pattern Anal. Mach. Intell.*, 43(1):187–203, 2021.

[7] Amaia Salvador, Michal Drozdzial, Xavier Giró-i-Nieto, and Adriana Romero. Inverse cooking: Recipe generation from food images. *CoRR*, abs/1812.06164, 2018.

[8] Amaia Salvador, Erhan Gundogdu, Loris Bazzani, and Michael Donoser. Revamping cross-modal recipe retrieval with hierarchical transformers and self-supervised learning. In *IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2021, virtual, June 19-25, 2021*, pages 15475–15484. Computer Vision Foundation / IEEE, 2021.

[9] Mark Sandler, Andrew Howard, Menglong Zhu, Andrey Zhmoginov, and Liang-Chieh Chen. Mobilenetv2: Inverted residuals and linear bottlenecks. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 4510–4520, 2018.

[10] Mark Sandler, Andrew G. Howard, Menglong Zhu, Andrey Zhmoginov, and Liang-Chieh Chen. Mobilenetv2: Inverted residuals and linear bottlenecks. In *2018 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018*, pages 4510–4520. Computer Vision Foundation / IEEE Computer Society, 2018.

[11] Hao Wang, Doyen Sahoo, Chenghao Liu, Ee-Peng Lim, and Steven C. H. Hoi. Learning cross-modal embeddings with adversarial networks for cooking recipes and food images. In *IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019*, pages 11572–11581. Computer Vision Foundation / IEEE, 2019.
Table 5. Contributions of team members.

| Individual | Contributed Aspects | Details |
|------------|---------------------|---------|
| Jianfa Chen | Propose idea, model training, implementation, and writing | Propose the idea of lightweight model. Build recipe library. Train image encoder with MobileNet V2 backbone. Major contributor to RecipeSnap code. Contribute to the writing of abstract, experiments and results, and conclusion section. |
| Yue Yin    | Model implementation and experimentation Propose extension ideas and writing | Run experimentation to train and compare SOTA models. Implement the image pre-processing module. Propose ideas for future extension. Contribute to the writing of Approach and Discussion. |
| Yifan Xu   | Implementation, Analysis and Reporting | Explore and study related works in the specific field. Experiment with alternative ways of model implementation and deployment. Implement recipe preprocessing module. Conduct unit testing with model code. Contribute to the introduction and conclusion sections of the report. |