A deep learning method for the trajectory reconstruction of cosmic rays with the DAMPE mission
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ABSTRACT: A deep learning method for the particle trajectory reconstruction with the DAMPE experiment is presented. The developed algorithms constitute the first fully machine-learned track reconstruction pipeline for space astroparticle missions. Significant performance improvements over the standard hand-engineered algorithms are demonstrated. Thanks to the better accuracy, the developed algorithms facilitate the identification of the particle absolute charge with the tracker in the entire energy range, opening a door to the measurements of cosmic-ray proton and helium spectra at extreme energies, towards the PeV scale, hardly achievable with the standard track reconstruction methods. In addition, the developed approach demonstrates an unprecedented accuracy in the particle direction reconstruction with the calorimeter at high deposited energies, above several hundred GeV for hadronic showers and above a few tens of GeV for electromagnetic showers.
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1 Introduction

The DArk Matter Particle Explorer (DAMPE) mission was launched on December 17, 2015, from the Gobi desert in China. It operates on a 500 km sun-synchronous orbit in sky survey mode, accumulating about two billion cosmic-ray events per year [1]. The broad scientific program of DAMPE includes the measurement of the cosmic electron and positron ($e^- + e^+$) spectrum in the energy range between a few GeV and about 10 TeV, the measurement of the cosmic-ray proton and ion spectra in the particle kinetic energy range between 10 GeV and hundreds of TeV, and gamma-ray physics. The DAMPE instrument is composed of four main subdetectors: a bismuth germanium oxide (BGO) imaging calorimeter, segmented in 14 layers of 22 bars in a hodoscope arrangement, with a total thickness of about 32 radiation lengths for precise energy measurements and the electron/hadron separation [2–4]; a Silicon Tungsten tracKer-converter (STK) with 12 layers of single-side silicon trip detectors, 6 in the $x$ direction and 6 in the $y$ direction, for a precise cosmic-ray trajectory reconstruction, the absolute charge ($Z$) measurement, and the identification of the gamma-ray direction through the photon conversion into an electron–positron pair [5–7]; a Plastic Scintillator Detector (PSD) consisting of two double-layers of scintillator bars for the cosmic-ray absolute charge measurement and also serving as a veto for the gamma-ray detection [8, 9]; a NeUtron Detector (NUD) consisting of four boron-doped scintillator tiles enhancing the electron/hadron discrimination power [10]. Thanks to the fine-segmented thick calorimeter and relatively large acceptance, DAMPE is capable of detecting cosmic rays with very good...
Recent DAMPE results [12, 13] provide the most precise measurements of cosmic-ray proton and helium spectra at the highest particle kinetic energies reached by direct-detection experiments, with unprecedented statistical accuracy and energy resolution. They confirm the previously established hardening of both proton [14–22] and helium [16, 17, 20–25] spectra at about a few hundred GeV per nucleon, and reveal a new spectral feature, a softening at about 14 TeV and 34 TeV particle kinetic energy for proton and helium, respectively. The measurements are compatible with the hypothesis of a particle charge dependence of the softening, indicating the presence of a nearby cosmic-ray source, like a supernova remnant (SNR), with the acceleration cutoff corresponding to the softening energy. The complex spectral structures challenge the long-standing paradigm of the SNR origin of galactic cosmic rays [26, 27]. In particular, it is not clear whether SNRs can accelerate cosmic rays to PeV energy or whether other sources are needed [28–31]. Future cosmic-ray measurements towards the PeV scale with the existing particle detectors in space (DAMPE, CALET [32], ISS-CREAM [33]) and the next generation calorimetric space observatory (HERD [34]) are therefore of paramount importance in order to shed light on the century-long puzzle of cosmic-ray origin. However, while calorimetric experiments provide unique opportunities to explore the TeV–PeV domain, the systematic uncertainties related to the conventional data reconstruction techniques hinder such measurements.

One of the key challenges in direct cosmic-ray detection comes from the limited precision of the absolute charge identification. It is directly linked with the accuracy of the particle trajectory reconstruction. In particular, considering the cosmic-ray proton spectrum measured by DAMPE [12], the systematic uncertainties of the analysis grow rapidly with energy rendering the adopted cosmic-ray reconstruction and identification techniques insufficient for future measurement at a few hundred TeV and higher energies. This problem is critical for any other cosmic-ray analysis, including the recently published helium spectrum [13] and future measurements of heavier nuclei [35, 36].

The goal of this work is to develop a new method for the reconstruction of cosmic-ray tracks, in order to enable a reliable and accurate absolute charge identification in the entire energy range, in particular at the TeV–PeV scale. Our approach deviates from the conventional combinatorial pattern recognition adopted by the DAMPE Collaboration [6, 37] and, in similar ways, in other major calorimetric and spectrometer experiments in space [38–42], toward the rapidly developing deep learning domain [43, 44]. The paper is structured as follows. In Section 2 we describe the data sample and the Monte-Carlo simulation used in this work. In Section 3 we briefly introduce the existing DAMPE data reconstruction pipeline and identify the key challenges of the cosmic-ray track reconstruction and absolute charge identification. In the subsequent parts, we describe the constituent blocks of the deep learning machinery developed for the particle trajectory reconstruction, which includes the shower axis direction finding in the calorimeter in Section 4, and the particle direction reconstruction in the tracker in Section 5. Next, in Section 6 we introduce the neural network algorithm developed to reject particles inelastically interacting before the tracker, as a prerequisite for the reconstruction of the particle charge. Finally, in Section 7
we apply the developed methods on the proton and helium flight data samples and we compare the absolute charge identification performance based on the new approach with the one based on the standard DAMPE track reconstruction. The results and implications are discussed in Section 8.

2 Data and simulation

The data sample used for this analysis was collected by the DAMPE instrument during the period between December 2015 and December 2021. The raw data transferred from the satellite are processed offline with the standard software pipeline, including the energy and shower axis direction reconstruction with the calorimeter [45], the track pattern recognition based on the Kalman filter approach [37], the reconstruction and correction of the signals in PSD [46, 47], and the internal alignment of STK [6].

The full-scale Monte-Carlo (MC) simulation of the DAMPE detector is based on the GEANT4 toolkit version 4.10.5 [48]. It is used to perform the training of deep learning models, to optimize the event selection and to estimate the performance of the developed algorithms. The proton and helium cosmic-ray spectra are generated in the particle kinetic energy range between 10 GeV and 1 PeV following a power-law distribution with the spectral index of -1. For the simulation up to 100 TeV, we use the FTFP _BERT hadronic model [49–51], while above 100 TeV we employ the EPOS-LHC [52] model from the CRMC package\(^1\) linked to GEANT4 using a previously developed interface [53]. The electron MC sample is generated in the energy range between 1 GeV and 50 TeV. To ensure a good match with the real data, the detector geometry is implemented in the simulation from Computer-Aided-Design (CAD) drawings, using a software conversion toolkit\(^2\) [37]. For a fair comparison, the simulated data are processed with the same reconstruction and analysis chain as the flight data.

In addition to GEANT4, an alternative DAMPE simulation based on the FLUKA version 2011.2X.7 [54] is also used at 100 TeV and higher energies. It incorporates the DPMJET3 [55] model for nucleus-nucleus interaction above 5 GeV/n. We profit from the FLUKA samples as they allow us to test the stability of the deep learning models and improve the model performance by extending the statistics of the training sample.

The list of all MC samples is given in Table 1. It is worth noting that less than 2% of generated MC events correspond to particles that geometrically pass through all the DAMPE subdetectors. These events are analyzed and processed with the deep learning model training. This feature is explained by the fact that particles are generated on the surface of a sphere surrounding the DAMPE satellite in order to mimic the isotropic flux of cosmic rays [12, 13].

\(^1\) Cosmic Ray Monte Carlo (CRMC): https://web.ikp.kit.edu/rulrich/crmc.html
\(^2\) https://github.com/tihonav/cad-to-geant4-converter
Table 1. Monte-Carlo (MC) samples used in this work and their total generated statistics.

| Particle Type | Generator | Energy Range       | Statistics (events) ×10^6 |
|---------------|-----------|--------------------|---------------------------|
| p             | GEANT4    | 10 GeV – 1 TeV     | 2402                      |
|               |           | 1 TeV – 100 TeV    | 100                       |
|               |           | 100 TeV – 1 PeV    | 13                        |
| He            | GEANT4    | 10 GeV – 1 TeV     | 348                       |
|               |           | 1 TeV – 100 TeV    | 388                       |
|               |           | 100 TeV – 1 PeV    | 24                        |
| He            | FLUKA     | 100 TeV – 500 TeV  | 16                        |
| e^-           | GEANT4    | 1 GeV – 100 GeV    | 542                       |
|               |           | 100 GeV – 1 TeV    | 289                       |
|               |           | 1 TeV – 50 TeV     | 122                       |

3 Cosmic-ray reconstruction and identification

Passages of cosmic-ray particles through the DAMPE detector are illustrated in Figure 1. The standard procedure for the trajectory reconstruction and particle identification can be grouped into the following steps:

- Reconstruction of the shower axis direction in the BGO calorimeter;
- Track reconstruction in the STK using the BGO shower axis direction as a seed;
- Selection of the best STK track from the ensemble of candidate tracks;
- Projection of the STK track onto PSD, calculation of the path length;
- Measurement of the particle absolute charge with PSD using the STK track projection.

Normally, an additional selection criterion is applied requiring consistency between signals in different PSD bars along the path of the particle to ensure the correct absolute charge identification, which could otherwise be altered by the inelastic interactions of cosmic rays inside PSD [12, 13]. The particle track finding starts with the reconstruction of the shower direction in BGO, which is obtained from the fit of the energy-weighted “cluster” positions in different calorimeter layers [1]. A somewhat similar approach is adopted by other calorimetric experiments to date, including Fermi-LAT [39], CALET [56], and CREAM [42]. The direction of the shower axis reconstructed in the calorimeter provides the region of interest to look for candidate hits in STK, as well as the seed direction to be fed as a “best guess” to the Kalman filter algorithm. A further track finding is done through the combinatorial search and simultaneous (Kalman) fitting of the potential track candidates in STK. Poor-quality and ghost tracks are removed, keeping only those that pass certain quality criteria. It is the task of the further analysis to identify which track best corresponds to the direction of the impinging cosmic ray. In other words, two conditions must be fulfilled in order to identify the real particle track: (a) it has to be reconstructed and present in the pool of the candidate tracks; (b) it has to be correctly selected on the analysis level. Once
Figure 1. Typical displays of simulated cosmic-ray protons in DAMPE. The proton kinetic energy is 3.8 TeV (top) and 179 TeV (bottom), respectively. Both events are shown in two orthogonal views of the detector (corresponding to the left and right subfigures). Three subdetectors can be seen, from top to bottom: these are the calorimeter (BGO), tracker (STK), and plastic scintillator detector (PSD). Hits in the tracker are shown with black stars. Track candidates reconstructed with the standard algorithm [6, 37] are shown with gray lines. The total deposited (observed) energy in BGO is indicated on top of the figure.

The track is identified, it is projected onto the PSD subdetector, which can provide the absolute charge measurement with high resolution in a broad dynamic range, up to nickel (Z=28) [46, 47]. Moreover, it is worth mentioning that the width of a PSD bar is 2.8 cm, which is much higher than the pointing resolution of the STK, 50–100 µm [6]. Hence, the PSD measurement is not so vulnerable to potential errors in the STK track identification. In other words, given that the selected STK track candidate is relatively close to the real trajectory of the particle, even if it is wrongly identified, the PSD measurement is likely correct. With the argumentation above, the PSD rightfully serves as a major tool for absolute charge identification in DAMPE. However, the advantage of a relatively large PSD bar size turns into a weakness at high energies, especially in the context of proton and light ion identification, as described below.

Figure 2 demonstrates the ultimate charge identification capacity of PSD and STK with respect to protons and helium nuclei, in different energy bins, up to 1 PeV. The distributions are obtained from simulation, using the true particle direction. In addition, a selection is
applied on the MC truth level requiring no inelastic interaction inside PSD. The absolute charge measured with the PSD is defined as the minimum signal among PSD bars crossed by the particle\(^3\). For the STK charge calculation, hits closest to the true direction in each layer are selected, with a maximum of 12 hits. If no hit within 0.3 mm is found in an STK layer, it is skipped\(^4\). The STK measurement is obtained as the average of the signals of associated hits, excluding layers with abnormally high signals coming from particles that pre-shower inside the STK or due to the tail of the Landau distribution [57].

At high energies, secondary particles originating in the calorimeter showers severely contaminate the PSD, deteriorating the signal distributions and making the measurement towards PeV scales extremely hard (Figure 2–left). The tracker, on the other hand, can provide very precise measurements, nearly independent of particle energy (Figure 2–right), assuming, however, that the particle track can be reliably identified. In particular, given a 95% containment of the STK proton distribution, the helium cross-contamination is less than 0.5% at all energies; in turn, given a 95% containment of the STK helium distribution, the proton cross-contamination is $\sim 1\%$ up to 100 TeV and $\sim 2\%$ at PeV energies. Due to the relatively small silicon strip pitch and a large number of tracking layers, providing up to 12 signal points, the STK measurement is much less affected by the secondary particles that originate in the calorimeter shower and scatter back into the tracker. In particular, it can be seen that STK provides very clean proton and helium peaks. These are the most abundant cosmic-ray species, naturally making them a target for the first direct cosmic-ray measurements at PeV energies. Notably, such measurements are also among the major physics goals of the High Energy Cosmic Radiation Detection Facility (HERD) – the largest cosmic-ray instrument to be launched into space in the foreseeable future [34, 58, 59]. The HERD mission shares its design philosophy with DAMPE, consisting of a thick calorimeter surrounded by a fine-segmented tracker. Therefore, the task of precise tracking is crucial not only for DAMPE, but also for the future success of cosmic-ray direct detection experiments.

Figure 3 shows the charge identification capability of the STK using the standard track reconstruction algorithm with two different track identification methods. The first one is referred to as ideal identification, the “perfect” algorithm that selects the reconstructed track best matching the true particle. The second one is the standard identification – an algorithm optimized for the helium analysis which selects a track matching certain quality criteria and having the highest signal compared to other candidate tracks [13]. As can be seen from the distributions in Figure 3, the reconstruction and identification of the track are particularly difficult at high energies. Due to the back-scattering and pre-showers in the tracker, a vast multiplicity of secondary hits arise, dramatically obscuring the signal of the primary impinging cosmic ray, as illustrated in Figure 1–bottom. Moreover, as the number of hits increases, the combinatorial pattern recognition turns computationally expensive – the search for the primary track becomes a “needle in a haystack” problem. While the conventional track reconstruction algorithm of DAMPE operates adequately up to about 100 TeV, the identification of the correct track remains an open task even in this case. At

\(^3\)We also tested other algorithms, including mean and truncated mean, and found that the “minimum” algorithm shows optimal proton–helium separation in PSD.

\(^4\)For STK we also tested a cut of 0.6 mm and found no significant difference in the results.
Figure 2. Absolute charge of particles with different kinetic energies measured with PSD (left) and STK (right) for MC events, obtained using the true particle direction. All distributions are normalized to unity.
higher energies, however, not only the track identification is a challenge, but the standard algorithm also fails to reconstruct the primary track in a large fraction of events. The exact figures on the tracking efficiency with the standard approach and the one developed in this work will be provided further in the paper.

Below, we develop a novel deep learning regression approach for predicting the particle trajectory, using the calorimeter (BGO) and tracker (STK) data as an input. This approach enables to perform an accurate absolute charge measurement and allows to overcome one of the major difficulties for the first direct measurement of the cosmic proton and helium energy spectra at the PeV frontier.

4 Neural network calorimeter direction prediction

Up to now, conventional techniques based on the analytical fitting of the shower axis have been used for the calorimeter shower direction reconstruction in all major space experiments [1, 39, 42, 56, 60, 61]. These techniques have a typical pointing resolution comparable to the granularity of the calorimeter, which is about ∼1 cm in the case of DAMPE. In this work, we propose a method based on Convolutional Neural Networks (CNNs), treating calorimeter data as images. Profiting from low-level data without a bias of human pre-processing, CNNs can learn “hidden” features in the data which conventional “analytic” algorithms may not be sensitive to, potentially providing a better particle direction prediction [43]. Deep learning techniques including CNNs have already demonstrated their first successful applications in high-energy physics [62–68], astroparticle and gamma-ray physics [69–72], neutrino [73, 74], and extensive air shower detection experiments [75, 76]. The bulk of applications belong to classification type problems [62–64, 69–71, 73], yet the first examples of regression tasks have also emerged [65, 72, 74–76]. Interesting applications of neural networks and adversarial training in generative models are also attracting a growing attention in the community [66–68]. Beyond this work, in DAMPE, the neural network paradigm is also actively being explored for electron/hadron particle discrimination [69] and calorimeter energy reconstruction [72].

The chosen network architecture together with an example input calorimeter image is shown in Figure 4. The image is constructed as a mixture of two projections of the BGO calorimeter with a total dimension of 14×22 pixels. Vertical-wise, even and odd layers of an image correspond to $xz$ and $yz$ projections, respectively. There are 7 layers per projection, according to their hodoscopic geometrical arrangement. We have also considered an alternative architecture, where the $xz$ and $yz$ projections are connected to separate CNNs, the outputs of which are then combined in a fully-connected neural network. We learned that the mixed image architecture has a better prediction accuracy compared to the one with the disconnected images. This result is expected since the two projections are not independent. The mixed image accounts for cross-correlations throughout the calorimeter in the vertical direction, as particles are traversing sequentially the 14 layers. The value in each pixel of an image is taken as the signal of the corresponding BGO bar divided by the signal of the maximum-energy bar in the event. In this way, the values are limited to the [0;1] range. We use 8-bit precision to decode signals in each pixel. We also tested 16-bit
Figure 3. Absolute charge of particles with different kinetic energies measured with STK for MC events, obtained using the STK track. Track reconstruction is done with the conventional DAMPE algorithm [37]. The candidate track is selected using either the ideal identification (left) or the standard identification (right) method [13]. All distributions are normalized to unity.
Figure 4. Convolutional neural network for the particle direction prediction in the BGO calorimeter. The output of the convolution layers is a set of 100 variables augmented with two additional variables: the total deposited energy and maximum-bar energy (both in units of TeV). It is followed by a fully-connected layer of 50 neurons, in turn, fully connected to the 4 output variables. Activation in all layers is done with the Rectified Linear Unit (ReLU) function, except for the last layer where the activation is linear. An additional fully-connected layer of 4 outputs with linear activation is added to perform the data/MC correction (alignment).

precision and found no significant difference in the network performance. The output of the network, $\hat{x}$, is a vector of 4 variables, which correspond to particle coordinates $(x$ and $y$) in the first plane and the last plane of the STK. The choice of the output variables is motivated by the fact that the BGO direction prediction serves as a first approximation for the particle trajectory finding in the tracker. As a target for training we use the mean squared error:

$$L(\hat{x}, \hat{x}_{tr}) = \frac{1}{4N} \sum_{i=1}^{N} (\hat{x}_i - \hat{x}_{tru})^2,$$

where $\hat{x}_{tru}$ is the corresponding vector of true particle coordinates in the first and the last planes of the STK and $N$ is the number of events in the batch.

The training of the network has been done with MC data consisting of simulated proton, helium, and electron particles passing through the DAMPE detector. The CNNs were trained separately for the low-, middle- and high-energy ranges, corresponding to particle kinetic energy between 10 GeV and 10 TeV, between 1 TeV and 1 PeV, and between 10 TeV and 1 PeV, respectively. This yields a better accuracy compared to the case when a single model is trained on the entire energy range. We intentionally choose highly overlapping energy intervals for the three models in order to facilitate smooth transitions between the models. The output accuracy of the low- and middle-energy range models overlap in the region in which the deposited energy is about a few hundreds of GeV, while the accuracy of middle- and high-energy models overlap in the region of few tens of TeV. Hence, the transition thresholds were chosen at 300 GeV and 20 TeV, respectively. The fact that the multiple energy range training shows a better performance compared to a single energy range model is due to few factors. Firstly, at energies below $\sim$100 GeV, considerably fewer

5Depending on the value of deposited energy, one of the 3 models is used for the inference.
pixels are fired in the calorimeter, therefore the amount of information is significantly lower than at ∼TeV and higher energies. As we will show further in the paper, the accuracy of the calorimeter CNNs model at low energies is significantly worse than at high energies. Therefore it bottlenecks the training, biasing it towards the optimisation for low-energy events. Secondly, at the highest energies, the effect of the BGO readout saturation starts taking place, changing qualitatively the typical picture of showers in the calorimeter [72, 77]. The latter cannot be inferred from the lower (or middle-range) energy data. Therefore it requires a dedicated model with a particular attention to the saturated events. Finally, we choose not to split models into more than 3 intervals, as we did not observe any significant gain for alternative configurations. In particular, we have tried splitting the low-energy interval into subintervals, but no further improvement in accuracy was seen, at least in the energy range where we perform cosmic-ray measurements with DAMPE.

All the neural networks described in this paper are implemented in TensorFlow 2 and trained on Nvidia 2080 series GPUs. The training is done in batches of size 32. For the calorimeter CNNs, the fitting time is about 36 minutes/epoch for 106 batches. Training sample size ranges between O(104) and O(106) batches depending on the available MC statistics in different energy ranges (see Table 1). The Adam stochastic gradient descent algorithm [78] in its default configuration is employed. The learning rate is initially set to 10−4 and controlled during the training by the TensorFlow’s Reduce-on-Plateau method. During the data processing the model inference is done on conventional CPUs. Inference time amounts to 0.24 s/event, evaluated on AMD Opteron 6274 processor.

About 25×106, 3×106 and 1×106 events were used for the training in the low-, middle- and high-energy range, respectively. The MC samples were divided into training, validation, and test samples in an approximate proportions of 80%–10%–10%. As shown in Figure 5, the convergence of the gradient descent algorithm in the network optimization is achieved in about 100 epochs. Note that a gap corresponding to some lack of generalization can be observed, which is mostly due to the limited MC statistics at the highest energies. We will quantify this effect in the further analysis as a systematic uncertainty. As we will show later, its impact is nearly negligible. We have also tried reducing the complexity of the CNNs model as well as adding dropout layers to it, which resulted in a significantly worse performance of the network. The vertical dimension of the convolutional filters is set such that it spans two consequent layers of the calorimeter, both in xz and yz projections. We have also tested a network with convolutional filters of dimension 3×5 instead of 4×4, which resulted in a significantly lower accuracy. Finally, the majority of simulated data are generated with GEANT4. We have also added the FLUKA samples in the training, which marginally improved the performance at the highest energies thanks to the increased training statistics.

Since the shower-shape characteristics differ only marginally between different ions, the performance of the trained network on particles beyond helium (e.g. lithium, beryllium, boron, carbon, oxygen, iron) was found to be similar to that of proton and helium. We

---

6Optimisation for ∼GeV region relevant for gamma rays is beyond the scope of this paper.
7https://www.tensorflow.org/
8The same CPUs are used for the other CNNs inference benchmarks elsewhere in the paper.
found no significant improvement if ions heavier than helium were added to the training. At the same time, it is well known that the shower shape characteristics for electromagnetic and hadronic interactions are fundamentally different. For this reason, we added simulated electrons corresponding to about 25% of the training sample, to ensure high prediction accuracy of the network for all particle species. It is worth noting that adding electrons did not degrade the performance of the CNNs with respect to the hadronic showers. We have also tried training a dedicated “electromagnetic” model by increasing the fraction of electrons to 80% and found no significant performance improvement on electromagnetic showers compared to the baseline model. On the contrary, we have also tested the model with a relatively low electron content, about 3% and found it to have significantly worse performance. Hence, we conclude that the training is not particularly dependent on the exact relative content of hadronic and electromagnetic showers, as long as they are of a comparable scale.

The performance of the developed algorithm is illustrated in Figure 6. For the sake of clarity, we convert the output variables of the network into conventional azimuth angles and intercept coordinates of a particle in two orthogonal projections of the DAMPE coordinate system. The distributions are derived from the test MC samples.

To combine the BGO direction prediction with the further trajectory finding in the tracker, precise alignment between the BGO and STK has to be performed. While in simulation the alignment is perfect by definition, the trained CNNs model to be applied to the real data has to be corrected for possible misalignments between BGO and STK. To perform this task, we add another fully-connected layer of 4 neurons at the output of the network, while keeping the other adaptive parameters frozen, as illustrated in Figure 4.
Figure 6. Residual distributions of the azimuthal angle, $\theta_x$ (left), and intercept, $x_0$ (right) for MC events. The residual is obtained as the difference between the prediction of the CNNs model and the true particle direction. Similar distributions obtained with the standard BGO direction reconstruction [1] are shown for comparison. While the results for the $xz$ plane of DAMPE are shown, the $yz$ distributions share the same behavior. Intercepts are calculated at the $z = 0$ plane, which corresponds to the border between the BGO and STK subdetectors, see Figure 1.

and separately train this layer directly on the data. The selection, in this case, is performed to ensure the presence of exactly one clearly defined track in the STK, obtained with the standard reconstruction algorithm, which we consider as a “true” particle direction in the corresponding training. Hereafter we refer to it as a clean selection. Furthermore, in Figure 7 we use the clean selection to evaluate the CNNs model direction reconstruction performance on the data. Mutually exclusive data samples are used for the BGO–STK alignment in the CNNs model training and the evaluation of the residuals, each corresponding to about $10^4$ events. For illustration purposes, we also show the CNNs model prediction on the data if no BGO–STK alignment is applied. It is worth noting that the BGO–STK alignment does not depend on the particle energy. In other words, the additional layer (the right-most layer in Figure 4), being trained in one energy region of the data, works equally well at other energies, which is expected since the (mis-)alignment is a purely geometrical effect.

Figure 8 shows the 68% and 95% containment radius using the developed CNNs particle direction prediction. The direction of the primary particle to be compared with the CNNs prediction is either the MC truth direction or the standard reconstructed STK track, obtained after applying the clean event selection. The latter is done in order to allow for the data/MC comparisons, as no true particle direction is known in the real data. The effect of the CNNs generalization gap is quantified as a systematic uncertainty. It is estimated as the difference between the results obtained on the training MC sample and the test MC sample (which was excluded from the CNNs training). The impact of the generalization
Figure 7. Residual distributions of the azimuthal angle (left) and intercept (right), in both DAMPE projections, for MC events and flight data with and without the additional layer in the CNNs model responsible for the BGO–STK alignment. The clean event selection is applied, requiring the presence of exactly one well-defined STK track, reconstructed with the standard procedure [1]. This track is considered as a reference particle direction.

gap is observed only for hadronic showers with a deposited energy larger than $\sim$10 TeV.

As shown in Figure 8, a significant improvement over the standard shower-axis algorithms can be observed. In particular, the 68% angular (position) containment for hadronic showers is lower than $0.4^\circ$ (1.7 mm) at 100 TeV of deposited energy, which is more than 5 (7) times better than with the standard algorithm (Figure 8–a). For the electromagnetic showers, the 68% angular (position) containment reaches about $0.35^\circ$ (1.4 mm) at 5 TeV, with the corresponding improvement of about 6 (8) times with respect to the standard DAMPE algorithm. Some relatively small discrepancy between data and MC can be ob-
Figure 8. 68% and 95% containment of particle direction, in terms of azimuthal angle, \(\sqrt{\Delta \Theta_x^2 + \Delta \Theta_y^2}\), and intercept, \(\sqrt{\Delta x_0^2 + \Delta y_0^2}\), obtained with the calorimeter CNNs model, as a function of the total deposited energy in BGO: (a) proton and helium, (b) electrons. Either the true particle direction (tru) or the clean STK track (trk) is taken as a reference. A combined proton plus helium (trk reference) MC is shown in (a) for comparison with the data. The systematic errors due to the CNNs generalization gap are shown with shaded bands. The results for the standard DAMPE calorimeter reconstruction are overlaid for comparison.
served at the highest energies, which is likely attributed to the possible imperfections in the BGO simulation. It is interesting to note that the angular resolution at TeV and higher energies (0.35–0.4°), while being obtained purely from the calorimeter, is not much worse than the typical angular resolution of dedicated tracking subdetectors (0.05–0.5°) of cosmic- and gamma-ray missions, including DAMPE itself. Moreover, it is better than the typical gamma-ray pointing accuracy of DAMPE, Fermi-LAT, and CALET at the GeV scale, where the bulk of gamma-ray sources is observed [1, 79, 80]. At the same time, we also note that the advantage of the CNNs algorithm is marginal at low energies. The latter is expected since at low energies the shower is concentrated in very few pixels of the calorimeter image. In turn, the CNNs advantage manifests clearly at higher energies, as the amount of information per particle image increases.

Finally, the developed CNNs approach represents a significant improvement over the standard methods. We hypothesise that the architecture of the model can be improved even further, in particular by exploiting more efficiently the correlations between signals in alternating BGO layers, with more complex CNNs or, alternatively, Graph Neural Networks. We leave this subject for future studies.

5 Neural network tracker direction prediction

The above prediction of the calorimeter CNNs algorithm serves as a seed for the particle direction reconstruction with the tracker. Even if simply combined with the conventional Kalman algorithm [6, 37] it is expected to improve the accuracy compared to the standard DAMPE track reconstruction. However, the problem of the correct track identification from the ensemble of Kalman track candidates would remain open. Instead, our goal is to develop an algorithm which provides a single particle trajectory as close as possible to the real one. The developed algorithm is also based on CNNs, as illustrated in Figure 9. First, the direction prediction from the calorimeter CNNs model is projected onto the tracker, selecting the hits within a certain window, hereafter called the Region of Interest (RoI)9. Next, a Hough transform [81] is done converting the selected hits into the lines on a Hough image. Values on the image axes correspond to the offsets in pixel units from the predicted calorimeter trajectory in the top and bottom layers of the tracker, respectively:

\[ \delta_{x,\text{top}} \equiv (x_{\text{top}} - x_{\text{top}}^{\text{BGO CNNs}})/50 \ \mu\text{m} + 200, \]

where \( x_{\text{top}} \) is the position in the top \( x \) layer of the STK and \( x_{\text{top}}^{\text{BGO CNNs}} \) is the corresponding prediction of the calorimeter CNNs model. Similar definitions holds for \( \delta_{x,\text{bot}}, \delta_{y,\text{top}} \) and \( \delta_{y,\text{bot}} \). The image represents a 20×20 mm window, with a pixel resolution of 50 \( \mu\text{m} \). In the event of the BGO CNNs model prediction being perfectly correct, the true position of a particle would be placed directly in the center of the image.

It is worth noting that, contrary to the BGO, we do not use raw (non-transformed) images of the STK for the track reconstruction. The reason is that the nature of a particle’s passage through the tracker is fundamentally different from the one in the calorimeter.

---

9We use a window of ±10 mm, corresponding to ≥ 99% containment of a true particle direction.
10Pixel resolution is chosen to match the position resolution of the STK [6].
Figure 9. Hough image of a typical Helium event and the architecture of the tracker convolutional neural network. Big (black) and small (red) circles represent the true and the reconstructed trajectory of a primary particle, respectively. Similar to the calorimeter CNNs model, the ReLU activation function is used in all layers except for the last one, which has a linear activation. The $400 \times 400$ dimension is determined by the chosen RoI size and pixel resolution.

In particular, the raw tracker image does not necessarily show a pre-shower profile correlated with the primary particle direction. The true particle track may be hidden among secondary-particle hits with higher signals. In fact, we have also tried to develop a CNNs model which uses raw STK images but no satisfying solution was found\textsuperscript{11}. Another possible alternative could potentially lie in the Graph Neural Networks domain [82], which we do not cover in this paper. We opt for the Hough transform as a simple but powerful enough way of structuring topologically the hits. As we will show later in the paper, the Hough transform combined with the CNNs allows to achieve an excellent particle trajectory reconstruction in DAMPE.

Similar to the calorimeter network, 8-bit precision is used to store information in each pixel. Two tracker projections are mapped on separate images. Moreover, each projection is split further into two images, consisting of hits with STK signal (charge) either below or above a threshold $Z_{th}$, respectively\textsuperscript{12}. In other words, for each projection, there is one image with the STK hits more likely corresponding to protons and the other one with the hits which potentially correspond to helium or heavier ions. In this way we partially encode the STK signal information into the image. As a result, the input image has a dimension $400 \times 400 \times 4$. The internal STK alignment is applied to correct for the hit positions in the

\textsuperscript{11}The raw-image CNNs in turn prove to be useful for a classification type problem, as will be shown in Section 6.

\textsuperscript{12}The performance of the algorithm is not sensitive to the exact choice of the $Z_{th}$ value. We have tested values in the range from 1 to 2, found no significant difference, and chosen $Z_{th} = \sqrt{2}$. At the same time the algorithm performance is better than in the case of no splitting.
tracker [5, 6]. Note that in order to avoid potential problems due to a (mis-)modeling of
the readout saturation for heavy ions, we do not add more detailed STK signal information
into the Hough image. Moreover, even for low-charge particles, the STK signal in the MC
simulations may be slightly different from the flight data [6]. The described image design
allows us to mitigate the effect of the simulation inaccuracy, such that the trained model
can adapt correctly to the real data.

The image is provided as an input to the dedicated regression network, whose goal is
to predict the true “position” of a particle on the image. The building blocks of the CNNs
model are depicted in Figure 9 right. The fitting time of the network is about 8 hours/epoch
for $10^6$ batches. The training is also done in three energy ranges, as described in Section 4.
Similar to the BGO calorimeter, the STK tracker starts saturating at the highest ener-
gies due to the increased density of secondary particles and the limitations of the data
reduction algorithms in the STK readout electronics [83]. Hence, the same argumenta-
tion holds for having different models focused on specific energy ranges, for both the BGO
calorimeter and the STK tracker. The CPUs inference time of the tracker CNNs model
is about 0.35 s/event\textsuperscript{13}, comparable to that of the calorimeter model. For reference, the
average time consumed by conventional track pattern recognition in the reconstruction of
DAMPE flight data is 3.4 s/event.

Once the particle direction is obtained from the STK CNNs model, the STK hits are
assigned to it using a simple distance matching, as described in Section 3, forming the final
track. Note that unlike the conventional Kalman approach, we do not perform fitting of
the hits. There is no need for a further track selection since only one track is provided per
event.

In summary, we note that the particle direction prediction is done with two CNNs
algorithms chained together. The first one infers the particle direction from the calorimeter,
while the second one yields a more precise prediction from the tracker, using the prediction
provided by the calorimeter CNNs model as RoI. At energies below $\sim1$ TeV, however, the
precision of the calorimeter CNNs model is not sufficient to provide an accurate RoI for the
tracker CNNs model\textsuperscript{14}. Hence we add an additional intermediate step to account for the
lower accuracy of the calorimeter inference. In this step we use a coarse Hough CNNs model,
identical to the one described above but with a lower pixel resolution, 400 $\mu$m instead of
50 $\mu$m, and a wider window, $\pm80$ mm instead of $\pm10$ mm. As a result, at low energies the
particle direction prediction happens in three steps: the calorimeter CNNs model prediction,
the coarse tracker inference (400 $\mu$m), and finally the precise tracker inference (50 $\mu$m)\textsuperscript{15}.

As a figure of merit of the tracking algorithm, we use the combined reconstruction
and selection efficiency ($\epsilon$) of the track as follows. First, we perform the event selection

\textsuperscript{13}We expect the inference time to decrease dramatically if the inference is done in batches of events,
using GPUs instead of CPUs. In the current DAMPE software framework, the data processing is done on
an event-by-event basis.

\textsuperscript{14}For events with deposited energies below $\sim1$ TeV, the probability that the true particle direction falls
into the $\pm10$ mm RoI does not meet the requirement of 99%.

\textsuperscript{15}The coarse tracker CNNs model is added to the reconstruction chain if the deposited particle energy in
BGO is lower than 1 TeV, which approximately corresponds to a true particle energy of about $\sim3$ TeV [12, 13].
as described in Section 3, using the true particle direction as the “track”. Next, we make
distributions of the STK signal (Figure 2) in different energy bins and define the regions of
85% (95%) signal containment for proton and helium peaks in each bin. Then we repeat
the procedure using instead of the true direction of the particle, the direction given by
the track reconstruction and identification algorithm under test. In this procedure, the
number of signal events are again counted in the same 85% (95%) containment interval
derived from the true track direction. We consider three algorithms for the comparison:
(1) standard reconstruction with the ideal identification; (2) standard reconstruction with
the standard identification; (3) the developed CNNs algorithm. Finally, the efficiency is
defined as the ratio of the number of events in the 85% (95%) window obtained with one of
the three algorithms, to the number of events (in the same window) obtained with the true
track. The results are shown in Figure 10 and Table 2. The standard track reconstruction
with the ideal identification has an efficiency in the 96%-98% range up to 100 TeV and
reduces to about 70–75% and 50–55% at PeV for proton and helium, respectively. The
drop of the reconstruction efficiency at few hundred TeV is explained by the decreased
accuracy of the standard BGO direction reconstruction at highest energies, caused by the
saturation of the BGO readout [72, 77]. The combined standard track reconstruction and
identification efficiency is on average about 80% and 90% for proton and helium respectively,
below 100 TeV, and drops sharply towards PeV energies (below 35% and 40% respectively),
as it becomes increasingly hard to identify the correct track with the classical selection
methods [12, 13]. For the developed CNNs algorithm, the tracking efficiency is higher than
98% at energies up to a few hundred TeV, where it reduces slightly to about 96–97% at
PeV. The estimated uncertainty related to the CNNs generalization gap (both calorimeter
and the tracker CNNs models) is negligible below 500 TeV. At higher energies, it does not
exceed 1% and 2% for helium and proton, respectively.

In order to quantify the performance of the developed calorimeter and tracker CNNs
separately, we evaluate the tracking efficiency using the following two options:

- (a) calorimeter CNNs model combined with the the standard track pattern recognition
  based on the Kalman filter approach;
- (b) conventional calorimeter shower axis direction reconstruction combined with the
  tracker CNNs model\textsuperscript{16}.

The corresponding results are shown in Figure 11 and Table 3. For case (a), the track
reconstruction efficiency assuming the ideal selection algorithm is equivalent to that of the
combined calorimeter and tracker CNNs approach. This result confirms that the calorimeter
CNNs algorithm by itself enables a near \(~99\%\) track reconstruction efficiency even if
combined with the standard Kalman pattern recognition. In this case, however, the problem
of the identification of the correct track remains open, especially for protons. In particular,
a significant drop of the proton track selection efficiency is observed at the highest energies,
\textsuperscript{16}In order to compensate for the lower accuracy of the standard calorimeter shower axis direction recon-
struction, compared to that of the calorimeter CNNs, here we use the two-step tracker CNNs (coarse and
precise) in the entire energy range.
Figure 10. Efficiency of the track reconstruction and identification derived from MC as a function of the particle kinetic energy: (circles) the developed CNNs algorithm; (squares) standard track reconstruction with the ideal identification; (triangles) standard track reconstruction with the standard identification. Proton (top) and helium (bottom) cases are shown. The gray shaded area indicates the region where the two-step tracker CNNs prediction is used (1 TeV deposited energy roughly corresponds to \( \sim 3 \) TeV particle kinetic energy [12, 13]).
Figure 11. Efficiency of the track reconstruction and identification derived from MC as a function of the particle kinetic energy: (circles) the combined chain of tracker and calorimeter CNNs (the same as in Figure 10); (squares and triangles) standard track reconstruction combined with the calorimeter CNNs model, using either the ideal (circles) or standard (triangles) identification; (diamonds) tracker CNNs model combined with the standard calorimeter shower axis direction reconstruction. Proton (top) and helium (bottom) cases are shown. The gray shaded area indicates the region where the two-step tracker CNNs are used for the combined CNNs reconstruction. For the tracker-only CNNs model, the two-step prediction is used in the entire energy range.
Table 2. Efficiency of the track reconstruction and selection derived from MC using different techniques: standard track reconstruction with the standard identification (left column); standard track reconstruction with the ideal identification (middle column); the developed CNNs algorithm (right column). Proton (top) and helium (bottom) cases are shown. Errors for the first two algorithms are statistical only. Errors for the CNNs algorithm also include the uncertainties related to the CNNs generalization gap. For the sake of brevity, selected points from Figure 10 corresponding to different energy decades are shown. For the CNNs reconstruction algorithm, a two-step tracker CNNs prediction is used in the first two energy bins.

| $E_{\text{kin}}$ (TeV) | reco & std. sel. (85%) | reco & std. sel. (95%) | reco & ideal sel. (85%) | reco & ideal sel. (95%) | CNNs reco (85%) | CNNs reco (95%) |
|------------------------|------------------------|------------------------|-------------------------|-------------------------|----------------|----------------|
| 0.056 – 0.100          | 75.4±0.1               | 76.0±0.1               | 96.0±0.1               | 96.7±0.1               | 98.6±0.0      | 98.9±0.0      |
| 0.562 – 1.000          | 77.2±0.2               | 77.6±0.2               | 97.6±0.1               | 97.8±0.1               | 98.8±0.0      | 98.9±0.0      |
| 5.620 – 10.000         | 79.4±0.2               | 80.7±0.2               | 97.6±0.1               | 97.7±0.1               | 99.4±0.0      | 99.5±0.0      |
| 56.230 – 100.000       | 73.3±0.3               | 78.2±0.2               | 97.4±0.1               | 98.1±0.1               | 98.9±0.1      | 99.1±0.1      |
| 562.340 – 1000.000     | 21.5±0.4               | 30.9±0.4               | 71.9±0.4               | 73.6±0.4               | 96.4±1.7      | 96.9±1.4      |

which is related to the increased multiplicity of hits in the tracker when approaching the PeV regime. On the other hand, the combined calorimeter and tracker CNNs approach provides similar track reconstruction performance and at the same time solves the track identification problem. Moreover, as noted above, even with the conventional (CPUs) hardware, the time required for a single inference of the tracker CNNs model is one order of magnitude smaller than that required by the standard track pattern recognition in DAMPE.

For case (b), the efficiency is identical to the case when both calorimeter and tracker CNNs are used, but only until 100 TeV. At higher energies, a sharp decrease of the efficiency is observed. The latter is related to the resolution degradation of the conventional shower axis direction reconstruction, caused by the saturation of the BGO calorimeter [72, 77].

With the above argumentation, the two CNNs algorithms can be considered complementary: the tracker CNNs model provides a relatively fast and reliable way of reconstructing the primary particle track, without the need of further track identification, while the calorimeter CNNs model recovers the drop of the tracking efficiency at the highest energies. An open question remains whether it is possible to perform a purely tracker-based CNNs reconstruction of particle trajectory without relying on the calorimeter or, at least, not requiring a dedicated calorimeter CNNs model. This could be potentially achieved by introducing at the highest energies an additional (third) step to the tracker CNNs re-
For iron, the tracking efficiency at the highest energies is about 92% if no iron of the CNNs algorithm is in the 96%-98% range. We found that including these particles for intermediate mass ions like boron, carbon, nitrogen and oxygen, the tracking efficiency identification with DAMPE.

Finally, we have also tested the developed approach with particles heavier than helium. For intermediate mass ions like boron, carbon, nitrogen and oxygen, the tracking efficiency of the CNNs algorithm is in the 96%-98% range. We found that including these particles in the tracker CNNs model training only marginally (less than 1%) improves their tracking efficiency. For iron, the tracking efficiency at the highest energies is about 92% if no iron construction, with a large pixel size. In other words, a “very coarse” Hough model could be added to the CNNs chain prior to the coarse (400 μm) and the precise (50 μm) ones. Our estimates show that, if the conventional shower axis direction reconstruction is used at 100 TeV–PeV, a 99%-containment RoI would correspond to a window of ±160 mm, twice bigger than that of the current coarse tracker model. While not strictly needed for achieving the goals of this paper, the purely tracker-based particle trajectory reconstruction at 100 TeV and higher energies could be an interesting subject for future research, in particular for the HERD detector. At this point, we can conclude that the combination of the calorimeter and tracker CNNs efficiently solves the problem of track reconstruction and identification with DAMPE.

![Figure 11](image_url) Figure 11 corresponding to different energy decades are shown. For the tracker-only CNNs model, the two-step prediction is used in all energy bins.

| E_{kin} (TeV) | reco & std. sel. p Efficiency (%) | reco & ideal sel. p Efficiency (%) | CNNs STK p Efficiency (%) |
|--------------|----------------------------------|-----------------------------------|---------------------------|
|              | (85%) (95%)                      | (85%) (95%)                       | (85%) (95%)               |
| 0.056 – 0.100 | 76.4±0.3  77.2±0.4               | 97.1±0.2  97.8±0.2               | 98.1±0.0  98.4±0.0       |
| 0.562 – 1.000 | 77.5±0.5  77.9±0.4               | 98.1±0.2  98.3±0.1               | 99.1±0.0  99.1±0.0       |
| 5.620 – 10.000| 80.5±0.5  82.1±0.4               | 98.8±0.1  99.0±0.1               | 99.2±0.0  99.3±0.0       |
| 56.230 – 100.000| 76.3±0.6 | 80.3±0.5                   | 98.7±0.1  99.2±0.1               | 98.7±0.1  99.0±0.1       |
| 562.340 – 1000.000| 52.3±0.5 | 64.3±0.5                   | 98.0±1.7  98.7±1.4               | 76.3±0.4  83.3±0.3       |

Table 3. Efficiency of the track reconstruction and selection derived from MC using different combinations of the developed CNNs algorithms and standard techniques: (left and middle columns) standard track reconstruction combined with the calorimeter CNNs model, using either the standard (left column) or ideal (middle column) identification; tracker CNNs model combined with the standard calorimeter shower axis direction reconstruction (right column). Proton (top) and helium (bottom) cases are shown. Errors include statistical uncertainties and the uncertainties related to the CNNs generalization gap, summed in quadratures. For the sake of brevity, selected points from Figure 11 corresponding to different energy decades are shown. For the tracker-only CNNs model, the two-step prediction is used in all energy bins.
is included in the training, and more than 96% if it is included. At low energies, the iron tracking efficiency drops dramatically to 50%–60% if no iron MC is used in the training, and restores to about 95% if it is included. Hence, we conclude that the tracker CNNs models are weakly sensitive to the differences between cosmic-ray particle species. The only strong dependence on particle type is observed for iron at low energies, which is likely attributed to the coarse CNNs model. Further optimisation of CNNs models for cosmic-ray analyses with elements heavier than helium is beyond the scope of this paper and will be considered in the future research.

Validations of the complete CNNs reconstruction chain with the proton and helium data are shown in Section 7.

6 Neural network inelastic classifier

Note that for the analysis in Section 3, in particular in Figures 2 and 3, we have applied the selection criterion requiring no inelastic interaction in PSD, imposed on the MC truth level. Obviously, such a cut cannot be applied to real data. Therefore, to perform the rejection of events that interact inelastically before the tracker, we have developed a dedicated classifier based on the CNNs approach. Hereafter it is referred to as the inelastic classifier.

The classifier consists of two independent CNNs models, as shown in Figure 12. For the first model, we use a network which takes as input a raw image of the STK. Similar to the BGO image in Figure 4, the raw STK image is constructed as a mixture of two projections. Since there are 12 layers (6 layers per projection) and each layer is read out by two groups of electronic boards (3072 readout channels per group), the STK image has a total dimension of $24 \times 3072$ pixels. For the second model, we recycle the network architecture from Figure 9, replacing the last “Dense 4” with the “Dense 1” layer. The pixel resolution of the input Hough image is 400 μm. Finally, we multiply the outputs of the two networks. Each of the two models demonstrate comparable performance if used standalone. At the same time, a simple multiplication of the outputs of two models yields better performance than any of them used separately. We deliberately choose not to mix the Hough and raw STK images in a single network, in order to maintain the architecture modularity and its interoperability for future applications. The performance of the total inelastic classifier is shown in Figure 13, benchmarked against a typical PSD charge consistency cut.

The training of the two models is performed using the same training and validation MC sets as for the CNNs in the previous sections. We do not split the training in different energy ranges, since no significant gain in accuracy is observed in this case. The binary cross-entropy is used as a loss function. The models are fitted separately on the same input data. Notably, the two classifier models tend to a better generalization if some dropout is added. We tested 5%, 10% and 20% for both networks. The former two options demonstrated comparable accuracy, while the latter one degraded the performance. Hence we have chosen a 10% dropout for the training. The performance of the total classifier evaluated on the test and training samples did not show any significant deviation from one another, indicating the absence of overfitting. The Receiver Operating Characteristic (ROC) curves in Figure 13 are evaluated on the entire sample.
Figure 12. A raw STK image of a typical proton interacting inelastically inside PSD and the architecture of the *inelastic* classifier CNNs. The blue box on the right corresponds to the network in Figure 9 with the last layer replaced with “Dense 1”. The ReLU activation function is used in all layers except for the last one, which is activated by a sigmoid function. The total classifier is the product of the outputs of the two networks.

Figure 13. Sample Receiver Operating Characteristic (ROC) curve of the *inelastic* CNNs classifier for selecting events that do not interact inelastically before the tracker (i.e. inside PSD or the passive support structures before the STK). For comparison, another ROC curve is shown for the typical PSD charge consistency cut, imposed on the difference between the highest and the lowest signal in the different PSD bars crossed by the particle. Two particle kinetic energy ranges are considered.
It is worth noting that unlike the regression problem of the particle trajectory reconstruction, the classification of the inelastically interacting events can be successfully done with the raw tracker image. Notably, a pattern of an interacting particle can be spotted even by eye in Figure 12. Therefore the CNNs used with a raw image is the right tool for classification in this case.

A peculiar alternating structure in the number of convolutional filters (Figure 12) is introduced in order to gain maximum performance, while maintaining an optimal model complexity. In particular, if 32 or more filters are used in all convolutional layers, including the last one, the model exhibits less generalization, which degrades the accuracy by about 1–2%. Alternatively, a lower but fixed number of filters also yields inferior performance. We have noticed that the model is particularly sensitive to the number of filters in the very first layer. We have also tried increasing the horizontal span of the convolutional filters. The latter, however, did not result in any further improvement, hinting that inelastic interactions manifest more clearly through the localised fine patterns in the raw STK image, rather than large-scale correlations between the alternating STK projections.

In addition to the presented model, we have also tested if a neural network which takes PSD data as an input can serve as an inelastic classifier. In this case, we used a network architecture inspired by the calorimeter CNNs model in Section 4. However, the performance of such network was never close to the tracker CNNs model. This result is expected since the majority of the information about the particle passage through PSD is concentrated in at most 4 PSD bars crossed by the particle (see Figure 1). Moreover, as described in Section 7, at high energies the PSD signal gets severely contaminated, obscuring the footprint of the particle absolute charge and its inelastic interaction, if present.

The training time of the Hough-image and raw-image models for $10^6$ batches is 12 hours/epoch and 6 hours/epoch respectively. An increased time for the Hough model compared to the regression case in Section 5 is explained by the addition of the dropout between all the layers. The inference (CPUs) time of two models is 0.35 s/event and 0.28 s/event respectively. The use of the inelastic classifier with data is demonstrated in the next section.

7 Application case: proton and helium analyses

In this section, we use the developed CNNs algorithms to perform the absolute particle charge identification in the STK. That is, we repeat the event selection described in Section 3, replacing the standard track reconstruction with the one developed in this work. Also, we add a selection criterion on the inelastic classifier to require that no inelastic interaction occurs in the PSD. We choose a cut value to maintain the true positive rate of selecting non-interacting events higher than 95% in the entire energy range. The results are shown in Figure 14. The distributions at a deposited energy of 1 TeV and above are shown – the distributions at lower energies have similar behavior – a good agreement between flight data and simulation is observed. To account for minor differences between flight data and simulation\footnote{17 As an example of minor data/MC difference of the STK signal, see Figure 7 in [6].} smearing corrections of peak positions/widths in proton and helium MC samples have been performed. The systematic uncertainty of the proton and helium charge
identification efficiencies, related to the smearing correction, is conservatively estimated to be within 1%. Thanks to the clean proton and helium peak identification with the CNNs approach, the relative background cross-contamination for either proton or helium analyses at all energies does not exceed 1% (2%), at 90% (95%) STK signal selection efficiency. Note that in the case of the standard selection, the corresponding backgrounds at the highest energies reach 3% (5%) for proton and 10% (13%) for helium, respectively. The effect of applying the inelastic classifier can be clearly observed in Figure 14, as it helps eliminate the middle and far “tails” around the proton and helium peaks.\footnote{About 1–2\% of events yield inelastic interactions in PSD with highly collimated secondary particles which cannot be resolved in the STK.}

Next, we perform validations of the CNNs track reconstruction on flight data. While there is no way of knowing the true particle direction outside the simulation, we can still validate the CNNs algorithm using the standard track reconstruction algorithm as a reference. Namely, we evaluate the ratio $r$ of the number of reconstructed events for the developed CNNs algorithm and the standard approach. The resulting comparison is shown in Figure 15. This ratio is equivalent to the ratio of “CNNs reco” and “reco & selection” efficiencies from Figure 10:

$$r = \frac{N_{\text{CNNs}}}{N_{\text{std}}} = \frac{N_{\text{CNNs}}/N_{\text{tru}}}{N_{\text{std}}/N_{\text{tru}}} = \frac{\epsilon_{\text{CNNs}}}{\epsilon_{\text{std}}}.$$  

Note that the two approaches are completely independent, hence specific problematic behaviors (if any) of the CNNs approach that can potentially arise, for example, due to some imperfections in the simulation accuracy, would likely manifest in such ratio. It can be seen that the improvement of the developed CNNs track reconstruction over the standard approach is fully consistent with the MC prediction. The error bands are mostly attributed to the standard track reconstruction, selection, and particle identification, namely to the track selection uncertainty at the lowest energies and background estimation uncertainty at the highest energies. From this comparison, we conservatively estimate the systematic uncertainty of the CNNs tracking approach to not exceed 1–2%.

Finally, we summarise the characteristic execution time of the developed algorithms implemented in the DAMPE data processing pipeline. Up to five CNNs inferences are performed per event: one for the calorimeter, two for the tracker trajectory reconstruction, and two for the inelastic classifier. The total CPUs time consumption for the five model inferences is about 1.6 s/event. Notably, the standard track reconstruction algorithm of DAMPE takes on average 3.4 s/event.

8 Summary and discussion

Particle trajectory reconstruction represents one of the key challenges on the way of extending the direct cosmic-ray measurements towards the PeV landmark. To tackle this problem, we have developed and implemented a new tracking paradigm for the calorimetric cosmic-ray detectors in space. Our approach is based on the deep learning methods, in particular Convolutional Neural Networks (CNNs). The reconstruction of the cosmic ray
Figure 14. Particle absolute charge measured with the STK using the track reconstructed by the CNNs model chain. The selection cut requiring no inelastic interaction inside the PSD is imposed. For comparison, similar data distributions using the standard track reconstruction and identification (same as in Figure 3–right) are shown, with and without the inelastic cut.
Figure 15. The ratio of the number of reconstructed events with the developed CNNs algorithm and the standard track reconstruction and selection algorithm, as a function of deposited energy in the detector. It is obtained for the 90% STK signal containment intervals for both proton and helium distributions (Figure 14). The ratios for 85% and 95% containment have similar behavior. Red dashed lines indicate the region of ±1% data/MC deviation, to guide the eye.
trajectory is performed in multiple steps: first, a “rough” prediction of the impinging particle direction is inferred by the CNNs from the image of the calorimeter subdetector; the calorimeter prediction defines the RoI in the tracker, where the further reconstruction is done; then, the Hough-transformed image of the tracker RoI is used for inferring the precise trajectory, using another dedicated CNNs model. Finally, specific signal hits in the tracker are assigned to the predicted trajectory based on a simple distance matching, forming the reconstructed track of the impinging cosmic ray. In addition, to enhance the analysis we have also developed a CNNs-based classifier to reject events with early pre-showers, for which the cosmic ray identity (absolute charge) cannot be determined with the tracker. Unlike the conventional approach, where multiple candidate tracks are constructed and then the best track is selected on the analysis level, our algorithm yields one track from the beginning – a selection in the further analysis is not needed.

We have benchmarked our algorithm for the case of proton and helium selection. The developed algorithm demonstrates excellent tracking efficiency, about 98% in the entire energy region of the DAMPE data. At the same time, the absolute charge mis-identification is very low, in the 1–2% range. While implemented for DAMPE, the designed approach is equally relevant for next-generation experiments, like HERD [34, 59]. Moreover, HERD is targeting cosmic ray measurements at energies higher than DAMPE. Hence the problem of track reconstruction will manifest itself on a bigger scale, and the outlined CNNs approach appears as a credible potential solution.

The two key elements of the approach, the tracker and the calorimeter CNNs are complementing each other. The former allows to perform a precise particle trajectory reconstruction in the tracker, given that the RoI is provided by the calorimeter, while the latter one enables to recover the loss of track reconstruction efficiency at the highest energies, caused by the calorimeter saturation. It is worth noting that the set of the tracker CNNs models is sufficient by itself for reaching the target performance up until \(\sim 100\) TeV, even if combined with the classical calorimeter shower axis direction reconstruction. We choose not to mix the tracker and the calorimeter data in a single CNNs model in order to facilitate: the cross-calibration of the algorithms based on different subdetectors; the interoperability of models for other applications, beyond the proton and helium analyses; the validation of the models with the data; the optimal integration of the developed algorithms in the data processing pipeline.

Aside from the tracker CNNs, the obtained results for the calorimeter CNNs direction prediction look interesting \textit{per se}. The developed algorithm at the highest energies outranks the conventional approach of analytical fitting of the shower axis, by at least a factor of 5. In particular, the 68\% angular containment of electromagnetic showers at TeV and higher energies is better than 0.4°. Even more intriguing, the CNNs approach applied to a finer and thicker calorimeter having a 3-D granularity, like that in HERD, is naturally expected to yield even better results. A possible question at this point could be whether a purely calorimeter-based direction reconstruction of electromagnetic showers could replace a dedicated tracker, at least at the highest energies. An answer to this question would be important in the design phase of new instruments, in particular with respect to their gamma-ray detection capability and the need for dedicated photon converters. This remains
9 Acknowledgment

The DAMPE mission was funded by the strategic priority science and technology projects in space science of the Chinese Academy of Sciences. In Europe, the experiment and data analysis is supported by the Swiss National Science Foundation and the National Institute for Nuclear Physics (INFN), Italy. Development of the deep learning techniques and related data analysis is funded by the European Union’s Horizon 2020 research and innovation programme (grant agreement No 851103).

Ukrainian authors, M. Deliyergiyev, A. Kotenko, and A. Tykhonov are indebted to the resilience and courage of the Armed Forces of Ukraine, for keeping their loved ones safe during the course of this work, without which the presented results would have been impossible to achieve.

References

[1] J. Chang, et al., The DAark Matter Particle Explorer mission, Astropart. Phys. 95 (2017) 6–24. arXiv:1706.08453, doi:10.1016/j.astropartphys.2017.08.005.

[2] Y. Wei, et al., Performance of the DAMPE BGO calorimeter on the ion beam test, Nucl. Instrum. Meth. A 922 (2019) 177–184. doi:10.1016/j.nima.2018.12.036.

[3] Z. Zhang, et al., The calibration and electron energy reconstruction of the BGO ECAL of the DAMPE detector, Nucl. Instrum. Meth. A 836 (2016) 98–104. arXiv:1602.07015, doi:10.1016/j.nima.2016.08.015.

[4] Y.-L. Zhang, et al., A high dynamic range readout unit for a calorimeter, Chinese Physics C 36 (1) (2012) 71–73. doi:10.1088/1674-1137/36/1/012.

[5] A. Tykhonov, et al., In-flight performance of the DAMPE silicon tracker, Nucl. Instrum. Meth. A 924 (2019) 309–315. arXiv:1806.10355, doi:10.1016/j.nima.2018.06.036.

[6] A. Tykhonov, et al., Internal alignment and position resolution of the silicon tracker of DAMPE determined with orbit data, Nucl. Instrum. Meth. A893 (2018) 43–56. arXiv:1712.02739, doi:10.1016/j.nima.2018.02.105.

[7] P. Azzarello, et al., The DAMPE silicon–tungsten tracker, Nucl. Instrum. Meth. A831 (2016) 378–384. doi:10.1016/j.nima.2016.02.077.

[8] M. Ding, et al., Calibration of the DAMPE Plastic Scintillator Detector and its on-orbit performance; Research in Astronomy and Astrophysics 19 (3) (2019) 047. doi:10.1088/1674–4527/19/3/47.

[9] Y. Yu, et al., The plastic scintillator detector for DAMPE, Astropart. Phys. 94 (2017) 1–10. arXiv:1703.00098, doi:10.1016/j.astropartphys.2017.06.004.

[10] Y.-Y. Huang, et al., Calibration and performance of the neutron detector onboard of the DAMPE mission, Res. Astron. Astrophys. 20 (2020) 153. arXiv:2005.07828, doi:10.1088/1674–4527/20/9/153.
[11] G. Ambrosi, et al., Direct detection of a break in the teraelectronvolt cosmic-ray spectrum of electrons and positrons, Nature 552 (2018) 63–66. arXiv:1711.10981, doi:10.1038/nature24475.

[12] Q. An, et al., Measurement of the cosmic-ray proton spectrum from 40 GeV to 100 TeV with the DAMPE satellite, Sci. Adv. 5 (9) (2019) eaax3793. arXiv:1909.12860, doi:10.1126/sciadv.aax3793.

[13] F. Alemanno, et al., Measurement of the cosmic ray helium energy spectrum from 70 GeV to 80 TeV with the DAMPE space mission (5 2021). arXiv:2105.09073, doi:10.1103/PhysRevLett.126.201102.

[14] O. Adriani, et al., Direct Measurement of the Cosmic-Ray Proton Spectrum from 50 GeV to 10 TeV with the Calorimetric Electron Telescope on the International Space Station, Phys. Rev. Lett. 122 (18) (2019) 181102. arXiv:1905.04229, doi:10.1103/PhysRevLett.122.181102.

[15] E. Atkin, et al., New Universal Cosmic-Ray Knee near a Magnetic Rigidity of 10 TV with the NUCLEON Space Observatory, JETP Lett. 108 (1) (2018) 5–12. arXiv:1805.07119, doi:10.1393/ncr/i2017-10140-x.

[16] Y. S. Yoon, et al., Proton and Helium Spectra from the CREAM-III Flight, Astrophys. J. 839 (1) (2017) 5. arXiv:1704.02512, doi:10.3847/1538-4357/aa68e4.

[17] M. Aguilar, et al., Precision measurement of the helium flux in primary cosmic rays of rigidities 1.9 gev to 3 tv with the alpha magnetic spectrometer on the international space station, Phys. Rev. Lett. 115 (2015) 211101. doi:10.1103/PhysRevLett.115.211101.

[18] O. Adriani, et al., Ten years of PAMELA in space, Riv. Nuovo Cim. 40 (10) (2017) 473–522. arXiv:1801.10310, doi:10.1393/nacr/12017-10140-x.

[19] O. Adriani, et al., The pAMELA mission: Heralding a new era in precision cosmic ray physics, Physics Reports 544 (4) (2014) 323–370, the PAMELA Mission: Heralding a new era in precision cosmic ray physics. doi:https://doi.org/10.1016/j.physrep.2014.06.003.

[20] O. Adriani, et al., Measurements of cosmic-ray proton and helium spectra with the pAMELA calorimeter, Advances in Space Research 51 (2012) 219–226, the Origins of Cosmic Rays: Resolving Hess’s Century-Old Puzzle. doi:https://doi.org/10.1016/j.asr.2012.09.029.

[21] O. Adriani, et al., PAMELA Measurements of Cosmic-Ray Proton and Helium Spectra, Science 332 (6025) (2011) 69–72. doi:10.1126/science.1199172.

[22] A. D. Panov, et al., Energy spectra of abundant nuclei of primary cosmic rays from the data of atic-2 experiment: Final results, Bulletin of the Russian Academy of Sciences: Physics 73 (5) (2009) 564–567. doi:10.3103/s1062873809050098.

[23] M. Aguilar, et al., Observation of the identical rigidity dependence of he, c, and o cosmic rays at high rigidities by the alpha magnetic spectrometer on the international space station, Phys. Rev. Lett. 119 (2017) 251101. doi:10.1103/PhysRevLett.119.251101.

[24] E. Atkin, et al., First results of the cosmic ray NUCLEON experiment, Journal of Cosmology and Astroparticle Physics 2017 (07) (2017) 020–020. doi:10.1088/1475-7516/2017/07/020.

[25] H. S. Ahn, et al., Discrepant hardening observed in cosmic-ray elemental spectra, Astrophys. J. 714 (1) (2010) L89–L93. doi:10.1088/2041-8205/714/1/189.

[26] Y. Ohira, N. Kawanaka, K. Ioka, Cosmic-ray hardenings in light of AMS-02 data, Phys. Rev. D93 (8) (2016) 083001. arXiv:1506.01196, doi:10.1103/PhysRevD.93.083001.
[27] S. Mollerach, E. Roulet, Progress in high-energy cosmic ray physics, Prog. Part. Nucl. Phys. 98 (2018) 85–118. arXiv:1710.11155, doi:10.1016/j.ppnp.2017.10.002.

[28] P. Cristofari, The Hunt for PeVatrons: The Case of Supernova Remnants, Universe 7 (9) (2021) 324. arXiv:2110.07956, doi:10.3390/universe7090324.

[29] M. Amenomori, et al., Potential PeVatron supernova remnant G106.3+2.7 seen in the highest-energy gamma rays, Nature Astron. 5 (5) (2021) 460–464. arXiv:2109.02898, doi:10.1038/s41550-020-01294-9.

[30] A. Albert, et al., HAWC J2227+610 and its association with G106.3+2.7, a new potential Galactic PeVatron, Astrophys. J. Lett. 896 (2020) L29. arXiv:2005.13699, doi:10.3847/2041-8213/ab96cc.

[31] Y. Ohira, S. Kisaka, R. Yamazaki, Pulsar Wind Nebulae inside Supernova Remnants as Cosmic-Ray PeVatrons, Mon. Not. Roy. Astron. Soc. 478 (1) (2018) 926–931. arXiv:1702.05866, doi:10.1093/mnras/sty1159.

[32] Y. Asaoka, et al., The CALorimetric Electron Telescope (CALET) on the International Space Station: Results from the First Two Years On Orbit, J. Phys. Conf. Ser. 1181 (1) (2019) 012003. arXiv:1903.07271, doi:10.1088/1742-6596/1181/1/012003.

[33] E. Seo, et al., Cosmic Ray Energetics And Mass for the International Space Station (ISS-CREAM), Advances in Space Research 53 (10) (2014) 1451–1455, cosmic Ray Origins: Viktor Hess Centennial Anniversary. doi:https://doi.org/10.1016/j.asr.2014.01.013.

[34] F. Gargano, et al., The High Energy cosmic-Radiation Detection (HERD) facility on board the Chinese Space Station: hunting for high-energy cosmic rays, PoS ICRC2021 (2021) 026. doi:doi.org/10.22323/1.395.0026.

[35] L. Wu, et al., Towards the measurement of carbon and oxygen spectra in cosmic rays with DAMPE, PoS ICRC2021 (2021) 128. doi:https://doi.org/10.22323/1.395.0128.

[36] Z. F. Chen, et al., Measurement of the Boron to Carbon Flux Ratio in Cosmic Rays with the DAMPE Experiment, PoS ICRC2021 (2021) 126. doi:https://doi.org/10.22323/1.395.0126.

[37] A. Tykhonov, V. Gallo, X. Wu, S. Zimmer, Reconstruction software of the silicon tracker of DAMPE mission, J. Phys. Conf. Ser. 898 (4) (2017) 042031. doi:10.1088/1742-6596/898/4/042031.

[38] P. Bruel, T. H. Burnett, S. W. Digel, G. Johannesson, N. Omodei, M. Wood, Fermi-LAT improved Pass 8 event selection (2018). arXiv:1810.11394.

[39] W. Atwood, et al., The large area telescope on the Fermi gamma-ray space telescope mission, Astrophys. J. 697 (2) (2009) 1071–1102. doi:10.1088/0004-637x/697/2/1071.

[40] P. Maestro, et al., Particle tracking in the CALET experiment, PoS ICRC2017 (2018) 208. doi:doi.org/10.22323/1.301.0208.

[41] B. Alpat, et al., The internal alignment and position resolution of the AMS-02 silicon tracker determined with cosmic-ray muons, Nucl. Instrum. Meth. A 613 (2) (2010) 207–217. doi:10.1016/j.nima.2009.11.065.

[42] J. P. Lundquist, Track Reconstruction for ISS-CREAM Resulting in Improved Energy and Charge Resolutions, PoS ICRC2019 (2019) 099. doi:doi.org/10.22323/1.358.0099.
[43] G. Carleo, et al., Machine learning and the physical sciences, Rev. Mod. Phys. 91 (2019) 045002. doi:10.1103/RevModPhys.91.045002.

[44] Y. LeCun, Y. Bengio, G. Hinton, Deep learning, Nature 521 (2015) 436–44. doi:10.1038/nature14539.

[45] L. Wu, et al., Calibration and Status of the 3-D Imaging Calorimeter of DAMPE for Cosmic Ray Physics on Orbit, IEEE Trans. Nucl. Sci. 65 (8) (2018) 2007–2012. arXiv:1901.00734, doi:10.1109/TNS.2018.2814619.

[46] T. Dong, et al., Charge measurement of cosmic ray nuclei with the plastic scintillator detector of DAMPE, Astropart. Phys. 105 (2019) 31–36. arXiv:1810.10784, doi:10.1016/j.astropartphys.2018.10.001.

[47] P. Ma, et al., A method for aligning the plastic scintillator detector on DAMPE, Res. Astron. Astrophys. 19 (6) (2019) 082. arXiv:1808.05720, doi:10.1088/1674-4527/19/6/82.

[48] J. Allison, et al., Recent developments in Geant4, Nucl. Instrum. Meth. A835 (2016) 186–225. doi:10.1016/j.nima.2016.06.125.

[49] B. Andersson, G. Gustafson, B. Nilsson-Almqvist, A model for low-pt hadronic reactions with generalizations to hadron-nucleus and nucleus-nucleus collisions, Nuclear Physics B 281 (1) (1987) 289–309. doi:10.1016/0550-3213(87)90257-4.

[50] B. Nilsson-Almqvist, E. Stenlund, Interactions between hadrons and nuclei: The lund monte carlo - fritiof version 1.6 -, Computer Physics Communications 43 (3) (1987) 387–397. doi:10.1016/0010-4655(87)90056-7.

[51] D. Wright, M. Kelsey, The geant4 bertini cascade, Nucl. Instrum. Meth. A 804 (2015) 175–188. doi:10.1016/j.nima.2015.09.058.

[52] T. Pierog, et al., EPOS LHC: Test of collective hadronization with data measured at the CERN Large Hadron Collider, Phys. Rev. C 92 (3) (2015) 034906. arXiv:1306.0121, doi:10.1103/PhysRevC.92.034906.

[53] A. Tykhonov, et al., TeV–PeV hadronic simulations with DAMPE, PoS 358, ICRC2019 (2019) 143. doi:https://doi.org/10.22323/1.358.0143.

[54] T. Böhlen, et al., The fluka code: Developments and challenges for high energy and medical applications, Nuclear Data Sheets 120 (2014) 211–214. doi:https://doi.org/10.1016/j.nds.2014.07.049.

[55] S. Roesler, R. Engel, J. Ranft, The Monte Carlo event generator DPMJET-III, 2000, pp. 1033–1038. arXiv:hep-ph/0012252, doi:10.1007/978-3-642-18211-2_166.

[56] Y. Akaike, K. Taira, K. Kasahara, S. Torii, Y. Shimizu, K. Yoshida, Simulated performance of the calorimetric electron telescope (CALET) experiment, Advances in Space Research 45 (5) (2010) 690–697. doi:https://doi.org/10.1016/j.asr.2009.11.002.

[57] L. Landau, On the energy loss of fast particles by ionisation, in: Collected Papers of L.D. Landau, Pergamon, 1965, pp. 417–424. doi:https://doi.org/10.1016/j.asr.2009.11.002.

[58] C. Perrina, et al., FIT: the scintillating fiber tracker of the HERD space mission, PoS ICRC2021 (2021) 067. doi:https://doi.org/10.22323/1.1.395.0067.

[59] L. Pacini, et al., Design and expected performances of the large acceptance calorimeter for the HERD space mission., PoS ICRC2021 (2021) 066. doi:https://doi.org/10.22323/1.1.395.0066.
[60] G. Gallucci, Performance of the AMS-02 Electromagnetic Calorimeter in Space, J. Phys.: Conf. Ser. 587 (2015) 012028. doi:10.1088/1742-6596/587/1/012028.

[61] W. Atwood, et al., Pass 8: Toward the Full Realization of the Fermi-LAT Scientific Potential, 2013. arXiv:1303.3514.

[62] G. Aad, et al., Dijet resonance search with weak supervision using √s = 13 TeV pp collisions in the ATLAS detector, Phys. Rev. Lett. 125 (13) (2020) 131801. arXiv:2005.02983, doi:10.1103/PhysRevLett.125.131801.

[63] J. Alimena, Y. Iiyama, J. Kieseler, Fast convolutional neural networks for identifying long-lived particles in a high-granularity calorimeter, JINST 15 (12) (2020) P12006. arXiv:2004.10744, doi:10.1088/1748-0221/15/12/P12006.

[64] E. Metodiev, et al., Classification without labels: Learning from mixed samples in high energy physics, JHEP 10 (2017) 174. arXiv:1708.02949, doi:10.1007/JHEP10(2017)174.

[65] L. Polson, L. Kurchaninov, M. Lefebvre, Energy reconstruction in a liquid argon calorimeter cell using convolutional neural networks, JINST 17 (01) (2022) P01002. doi:10.1088/1748-0221/17/01/p01002.

[66] M. Paganini, L. de Oliveira, B. Nachman, Calogan: Simulating 3d high energy particle showers in multilayer electromagnetic calorimeters with generative adversarial networks, Phys. Rev. D 97 (2018) 014021. doi:10.1103/PhysRevD.97.014021.

[67] E. Buhmann, et al., Getting High: High Fidelity Simulation of High Granularity Calorimeters with High Speed, Comput. Softw. Big Sci. 5 (1) (2021) 13. arXiv:2005.05334, doi:10.1007/s41781-021-00056-0.

[68] A. Ghosh, Deep generative models for fast shower simulation in ATLAS, J. Phys. Conf. Ser. 1525 (1) (2020) 012077. doi:10.1088/1742-6596/1525/1/012077.

[69] D. Droz, et al., A neural network classifier for electron identification on the DAMPE experiment, JINST 16 (07) (2021) P07036. arXiv:2102.05534, doi:10.1088/1748-0221/16/07/P07036.

[70] T. Wada, et al., Application of Machine Learning to the Particle Identification of GAPS (4 2019). arXiv:1904.12288, doi:10.2322/tastj.18.44.

[71] T. Finke, M. Krämer, S. Manconi, Classification of Fermi-LAT sources with deep learning using energy and time spectra, Mon. Not. Roy. Astron. Soc. 507 (3) (2021) 4061–4073. arXiv:2012.05251, doi:10.1093/mnras/stab2389.

[72] M. Stolpovskiy, et al., Machine learning-based method of calorimeter saturation correction for helium flux analysis with DAMPE experiment, JINST 17 (06) (2022) P06031. arXiv:2201.12185, doi:10.1088/1748-0221/17/06/p06031.

[73] A. Aurisano, et al., A Convolutional Neural Network Neutrino Event Classifier, JINST 11 (09) (2016) P09001. arXiv:1604.01444, doi:10.1088/1748-0221/11/09/P09001.

[74] R. Abbasi, et al., A Convolutional Neural Network based Cascade Reconstruction for the IceCube Neutrino Observatory, JINST 16 (2021) P07041. arXiv:2101.11589, doi:10.1088/1748-0221/16/07/P07041.

[75] A. Aab, et al., Deep-learning based reconstruction of the shower maximum Xmax using the water-Cherenkov detectors of the Pierre Auger Observatory, JINST 16 (07) (2021) P07019. arXiv:2101.02946, doi:10.1088/1748-0221/16/07/P07019.
[76] A. Guillén, et al., Deep learning techniques applied to the physics of extensive air showers, Astroparticle Physics 111 (2019) 12–22. 
doi:https://doi.org/10.1016/j.astropartphys.2019.03.001.

[77] C. Yue, et al., Correction method for the readout saturation of the DAMPE calorimeter, Nucl. Instrum. Meth. A 984 (2020) 164645. arXiv:2009.09438, 
doi:10.1016/j.nima.2020.164645.

[78] D. P. Kingma, J. Ba, Adam: A method for stochastic optimization (2017). 
arXiv:1412.6980.

[79] M. Ackermann, et al., Determination of the Point-Spread Function for the Fermi Large Area Telescope from On-orbit Data and Limits on Pair Halos of Active Galactic Nuclei, Astrophys. J. 765 (1) (2013) 54. arXiv:1309.5416, doi:10.1088/0004-637X/765/1/54.

[80] N. Cannady, et al., Characteristics and Performance of the CALorimetric Electron Telescope (CALET) Calorimeter for Gamma-Ray Observations, Astrophys. J. Suppl. 238 (1) (2018) 5. 
doi:10.3847/1538-4365/aad6a3.

[81] P. V. C. Hough, Machine Analysis of Bubble Chamber Pictures, Conf. Proc. C 590914 (1959) 554–558.

[82] J. Duarte, J.-R. Vlimant, Graph Neural Networks for Particle Tracking and Reconstruction (12 2020). arXiv:2012.01249, doi:10.1142/9789811234033_0012.

[83] Y.-F. Dong, et al., DAMPE silicon tracker on-board data compression algorithm, Chinese Physics C 39 (11) (2015) 116202. doi:10.1088/1674-1137/39/11/116202.