Hybrid method for prediction of users’ information behavior in the Internet based on bioinspired search
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Abstract. The paper presents the method of predicting the learner preferences to make recommendations for building the behavior profile for recommender systems (assistants) personalizing the educational activity in the Internet space. To form the personal information offer and to identify the groups of collaborative filtration of the users with similar preferences, the authors propose the hybrid model of collaborative filtration based on the Item-Item CF and User-User CF methods simultaneously. To reduce the size of space during the search process, the author present a novel heuristic bioinspired algorithm based on the fish school behavior in nature. This method can be characterized by the ability to scale and process the sparse data. To estimate the quality of the developed algorithm, experimental research was carried out on the basis of the benchmark dataset MovieLens.

1. Introduction

In terms of the process of moving the learning and self-educational activity into the virtual space, such factors as development of human-internet interaction technologies or ambiguity of the virtual community impact on personality can provide comfortable conditions for self-education and self-development. However, the mentioned factors can produce the risks of deviation of the of informational socialization from the normative behavior [1, 2]. This phenomenon is called victim behavior [3]. The risks of the learner’s victim behavior in the virtual informational and educational environment (IEE) are related with information richness of the Internet space with various content including questionable-quality one, and the absence of pedagogic scenario of the informal behavior of the learners [4].

Victim impact is specifically personal and depends on the ability of a person to choose information suitable for the interests, principles and values independently. In that connection, the main task of this paper is to personalize the learning content providing automated processing of data on the users’ activity and making recommendations to represent the learner’s personal preferences in terms of organization of the effective and psychologically safe information and education activity considering the exponential growth of Internet resources on different topics. To create the personal informational offer and identify groups of the users with similar preferences, we propose the hybrid model of collaborative filtering (CF) [5, 6]. To reduce the size of space of the preference search from the big implicit data on the users’ activity and to provide the best recommendation, the paper presents a Fish School Search bioinspired algorithm, able to scale and process the sparse data.
2. Formal statement of the problem

One of the methods of solving the prediction task is transforming the personal recommendations to the group ones on the basis of CF of the users with the similar preferences. The initial data can be represented in a following way: let \( I = \{i_1, i_2, ..., i_n\} \) be a set of the objects (Internet resources), \( U = \{u_1, u_2, ..., u_n\} \) be a set of the users, \( u_d \) be the current user for which we form the recommendations; \( R = \{(u, i)|u \in U, i \in I, r_{ui} \text{ – is known}\} \subseteq U \times I \) be a set of the pairs including the users and the objects, for which we know the rating of the preferences.

Then \( \{(u_1, i_1, r_1), ..., (u_n, i_n, r_n)\} \) is a matrix of the activity including the information on the users’ behavior. Each record \( ((u_i, t, r_i)) \) means that the user \( u_i \) has evaluated the piece of content \( t_i \) with the value \( r_i \). The task is to build a model \( \hat{r}_{ui} \) for predicting the preference rating for a random pair \( (u, i) \in U \times I \) on the basis of the training set \( \{R, \{r_{ui}\}(u, i) \in R\} \).

Let us consider an iterative process of collective training of the model of preference evaluation predicting. The parameters for model training are specified in a following way: \( \hat{r}_{ui}^{(k)} \) and \( \tilde{r}_{ui}^{(k)} \) denote the evaluation of the object \( i \in I \) by the user \( u \in U \) determined by the individual and collective predictors built at the iteration \( k \); \( \hat{r}^{(k)} \) and \( \tilde{r}^{(k)} \) denote the models of the individual and collective predictors of the object \( r_{ui}, (u,i) \in R \) in re-weighed \( \tilde{r}^{(k)} \) at the iteration \( k-\text{th} \) on the training set. The formula for interrelation between the collective and individual predictors can be demonstrated as follows:

\[
\hat{r}_{ui}^{(k)} = \frac{1}{\sum_{l=1}^{k} \gamma_l} \sum_{l=1}^{k} \gamma_l \tilde{r}_{ui}^{(l)},
\]

where \( T = \{ t_1, t_2, ..., t_k \} \) and \( L = \{ l_1, l_2, ..., l_k \} \) denote the sets of models of the collective and individual predictors respectively, \( \gamma \) denote the weight of the individual predictor in a collective.

3. Hybrid method of the collaborative filtering

To solve the problem of adapting and personalizing the learning content to a certain user, it is necessary to consider uncertainty and spontaneity of the individual’s behavior in terms of a particular Internet resource [6]. Generally, the information on the users’ activity is collected implicitly and has the following properties: large amount, heterogeneity and rapid update of the data over time [6-8]. To find recommendations for a certain user on the basis of behavior profile and identifying groups of objects with the similar characteristic, we propose a model-based method of increasing the information pertinency using the combination of the Item-Item CF and User-User CF methods [6]. CF of a set of preferences on the basis of Item-Item CF and User-User CF methods can be considered as preliminary stage of processing of the data on users’ activity (Figure 1).

To evaluate the degree of the users’ preferences similarity and build the behavior profiles, the paper proposes weighing evaluations of the preferences and calculating the distances between the elements from the user activity matrix \( R = U \times I \) (Figure 2).

---

**Figure 1. Hybrid method of CF**

**Figure 2. Matrix of factorization**
We need to find two matrices, $U \in \mathbb{R}^d$, $I \in \mathbb{R}^{n \times k}$, making the $Y \sim U I$, $Y \in \mathbb{R}^{m \times m}$ matrix factorization-based CF is a factorization model of $Y$, user $i$ is represented by $u_i \in \mathbb{R}^d$ and items $j$ is represented by $i_j \in \mathbb{R}^d$.

In the sparse matrix $R$ each element $r_{ui}$ denotes a vector of hidden (latent) user preferences and Internet resources respectively, $d$ is the dimension of the feature space of the user preferences $n_u$ and object rating $m_i$. Thus, the predicted value is calculated by a following formula $\hat{r}_{ui} = u_i^T I_j$ and $r_{ui} = (u_i, i_j)$. The evaluation of predicting is related with the large amount of the learning model parameters, having $(n_u+m_i) \times d$ of free parameters, which should be restricted in a certain way. Let us introduce the regulating parameter $\lambda$ to minimize the learning error:

$$Y(\langle u, i \rangle) = \min_{u, i} \sum_{i \in R}(\hat{r}_{ui} - r_{ui})^2 + \lambda (\|u_i\|^2 + \|I_j\|^2),$$

where $\hat{r}_{ui}$ and $r_{ui}$ denote the predicted and observed ratings of the preferences of the user $u$ and element $i$ respectively. To improve the effectiveness of the preference prediction, let us apply the weight parameter based on the weight calculating (degree of belief):

$$\omega_{ui,j} = 1 + \eta (r_{ui,j} - \hat{r}_{ui,j}),$$

where $\eta$ denotes the smoothing coefficient. In order to find the optimal $U, I$, we can solve the following optimization problem $f(x) = \min Y(\langle u, i \rangle)$:

$$\min_{u \in \mathbb{R}^{n \times d}, I \in \mathbb{R}^{m \times k}} \sum_{i \in R} \omega_{ui,j}(\hat{r}_{ui,j} - r_{ui,j})^2 + \lambda (\|u_i\|^2 + \|I_j\|^2).$$

The first step is building a model on the basis of the training dataset. The first classifier is trained on all data with equal weight coefficients [9-11]. At each iteration the weights are assigned according to the accuracy of classification. The weights of correctly classified data decrease, the weights of incorrectly classified data increase. At iteration $k$ the dataset weights are updated depending on the errors obtained by the collective predictor at the iteration $(k-1)$. The next step is training the individual predictor on the re-weighed dataset and assigning the weights for newly built individual predictor. To estimate the accuracy of the prediction, we use the Root Mean Square Error:

$$\text{RSME} = \frac{1}{k} \sum_{i \in R} \omega_{ui,j}(\hat{r}_{ui,j} - r_{ui,j})^2 \to \min_{f}.$$

The best model is selected on the basis of the heuristic algorithm Fish School Search (FSS) [12].

### 4. Fish School Search for bioinspired algorithm

The model parameters are optimized with the use of metaheuristic FSS algorithm. In terms of the FSS algorithm each specie is considered as a reactive agent with its own memory to store the information on its weight and the best position (current decision vector) in the search space (feasible region). This feature allows us to avoid the need to find and fix the global best decisions [12-14].

The diagram of the FSS algorithm is demonstrated in Figure 3. The amount of the search agent ($r_{ui}$) $N$ and their positions $x_i, (u, i) \in U \times I$ are set randomly while building the factorization matrix $Y \sim UI$. The initial value of the agent’s weight $\omega_{ui,j}$ is calculated according to formula (1). The fish’s weight is calculated as a difference between the fitness values at current and previous iterations [13].

The next position $n_i$ is calculated considering the distribution probability $\rho$ in the interval [-1,1]: $n_i(t) = x_i(t) + \rho \cdot S_{mov}(t)$.

Individual swimming produces a new position for the further research. The migration step is calculated as: $S_{mov}(t+1) = S_{mov}(t) - (S_i - S_f) / t_{max}$, where $S_{mov}$ denotes movement step, which is a value, evenly distributed in the interval $[S_i=0; S_f = t_{max}]$, the maximum number of the algorithm iteration.

The feeding operator updates the weight $\omega_{ui,j}$ of each fish at each iteration. It is calculated on the basis of the fitness value considering the change of the fitness function of the current and next position $\Delta f(t)$ according to: $f(t) = [f[n_i(t)] - f[x(t)]$. The weight of new position is calculated as follows: $\omega(t+1) = \omega(t) + \Delta f(t) / \max[|\Delta f(t)|]$. In terms of optimization, this stage is used to check if the decision point is included in the feasible region and if the fitness function $f(x)$ is better at this point.

Collective instinctive swimming is implemented after all the agents has finished their individual movements [14]. The movement shift is determined by the following equation:
\[ \gamma(t) = \frac{\sum_{i=1}^{N} \Delta x_i(t) \Delta f_i(t)}{\sum_{i=1}^{N} \Delta f_i(t)}, \]

where \( \Delta x_i(t) = n_i(t) - x_i(t) \) denotes the individual movement of a fish during the iteration [13]. After the migration stage the positions are updated as follows: \( x_i(t+1) = x_i(t) + \gamma(t) \).

**Figure 3.** Diagram of the FSS algorithm

The stage of collective volitive swimming allows us to adjust and shift the fish position in direction of \( B(t) \) (current center of gravity of the population). If the fish school gains weight (the successful search), all agents of the population are shifted towards \( B(t) \) of the whole aggregation [12]. Otherwise, the agents are shifted away from \( B(t) \). \( B(t) \) is calculated as follows:

\[ B(t) = \frac{\sum_{i=1}^{N} n_i(t) x_i(t)}{\sum_{i=1}^{N} n_i(t)}. \]

Collective volitive movement is calculated according to the following formula:

\[ x_i(t+1) = x_i(t) + V_{vol} \text{rand}[0,1] \cdot (x_i(t) - B(t)), \]

where \( V_{vol} \) denotes a random value determining the step size of the agent’s movement.

When all agents are analyzed, the next step is to calculate the RSME, apply the new positions to the agents, and calculate the fitness function. The stop criterion of the algorithm is a free parameter of the iteration number \( t \). The effectiveness of the FSS algorithm is investigated by the task of preferences evaluations optimization. The criteria are the speed and accuracy of the algorithm.
5. Experimental research

To conduct the experiments, we used the real data from the benchmark dataset MovieLens 100K. It consists of 100,000 evaluations of 1,700 Internet resources from 1,000 users. The evaluations are graded from 0.5 to 5 in increments of 0.5. The initial data set is divided into 5 equal parts where we take 5 pairs of the training and testing dataset (in the ration of 80% to 20%). To estimate the effectiveness of the FSS algorithm, we compared it with the Alternating Least Squares (ALS) and Stochastic Gradient Descent (SGD) algorithms [6, 8] in terms of cross-validation on the partitions according to the external parameters demonstrated in Table 1. The internal parameters are estimated on the basis of the training datasets. The accuracy of the final learning model is determined on the basis of validation dataset.

Table 1. External parameters used for estimation of the RSME accuracy

| Parameter | Lambda | Latent factors |
|-----------|--------|----------------|
| Algorithm | 0.01   | 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 10 15 20 25 30 35 40 45 50 |
| SGD       | 1.25   | 1.15 1.08 1.06 1.03 1.02 1.01 0.95 0.93 0.92 0.91 0.9 0.89 0.88 0.91 0.95 0.96 |
| ALS       | 1.33   | 1.15 1.08 1.04 1.02 1.01 0.98 0.94 0.93 0.92 0.91 0.9 0.89 0.88 0.87 0.86 0.85 0.84 0.83 0.82 |
| FSS       | 0.62   | 0.61 0.57 0.49 0.48 0.47 0.46 0.45 0.44 0.43 0.42 0.41 0.4 0.39 0.38 0.37 0.36 0.35 0.34 0.33 0.32 |

Figure 4. Performance according to the parameter Lambda Vs. RMSE

Figure 5. Performance according to the parameter number of latent factors Vs. RMSE
The results are demonstrated in Figures 4, 5. With increase of external parameters Latent factors and Lambda, the FSS algorithm demonstrates lower values of the error than the SGD and ALS algorithms. The increase of Lambda allows us to adjust the model to the hidden data and to improve the ability to generalize.

The diagram in Figure 6 shows that the RSME is mostly invariant to increasing amount of iterations for all algorithms. However, the RMSE value is the best for FSS algorithm and decreases with the increasing amount of iteration. The execution time of the heuristic FSS algorithm is greater than the ALS, but it decreases with the increasing amount of iteration (Figure 7).

6. Conclusion
The paper deals with the personalization of the learning content allowing us to increase the relevance of selecting the learning objects according to personal characteristics, interests and performance of the users of the IEE. The scientific and practical novelty of the proposed method includes the idea of combined use of the methods Item-Item CF and User-User CF, which provides solving the problem of ‘cold start’ and improving the quality of recommendations for the users with low activity and weakly expressed preferences. To increase the accuracy of the preference prediction, we developed the heuristic FSS algorithm for training the individual and collective predictors of building the predicting models. The results of the experiments have confirmed high ability to generalize and accuracy of prediction.
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