A parallel multi-block alternating direction method of multipliers for tensor completion
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Abstract

This paper proposes an algorithm for the tensor completion problem of estimating multi-linear data under the limitation of observation rate. Many tensor completion methods are based on nuclear norm minimization, they may fail to achieve the global solution for solving nuclear norm minimization in tensor completion problem with high missing ratio. To tackle this issue, an adaptive tensor completion method based on parallel multi-block alternating direction method of multipliers (ADMM) algorithm is proposed, it can derive the model from the initial estimate and compute the next estimate from the current solution. The parallel multi-block ADMM with global convergence is adopted to solve the dual problem, which greatly improves the processing power and reliability of the algorithm.

1 | INTRODUCTION

Sparse recovery is widely studied in modern science and engineering applications. As tensor is a general concept of multi-dimensional array, which can generalize vectors and matrices to higher order and represent the inner structure of more complex higher-order data. The tensor notation has been widely used in data representation and storage. How to effectively mine the essential low-dimensional expression of tensor and recover the original data from noise pollution or partial loss has become a basic problem in the fields of machine learning [1, 2], data mining [3, 4], pattern recognition [5] and computer vision [6].

In the past few years, low-rank matrix completion have developed rapidly in the field of data analysis. Intuitively, the low rank of the original image is damaged by the sparse distribution of noise. Thus, low-rank matrix completion problem always drives out the noise of degraded image as a group of low-dimensional data. As the rank function of matrix is non-convex and its minimization has strong global constraint, [7] transformed matrix completion into a convex optimization problem by nuclear norm approximation. In order to solve the rank minimization problem of large-scale matrix, [8] proposed fixed point iterative method and Bregman iterative method, and Toh [9] relaxed the standard matrix incomplete problem into a matrix LASSO model, and used the nearest neighbour gradient algorithm to solve it. In addition, [10] extended the orthogonal matching tracking technology of vectors and constructed an extendable matrix completion model based on rank-1 matrix...
tracking, which greatly reduced the operation time. [11] highlighted the use of smooth hyperbolic tangent function instead of rank function to establish a smooth non-convex optimization model, by taking advantage of the differentiable property of gaussian function, they used gradient projection algorithm to solve the problem and achieved better completion accuracy.

In general, high-dimensional data analysis is always restricted by built-in complex multi-linear structure. The generality of tensor is a versatile tool for expressing the essential characteristics of complex data. The goal of tensor completion is to recover the missing entries in the tensor by partial observation entities [12, 13]. While the rank of the tensor is more complicated than the matrix, CP rank [14] and Tucker rank [15] of tensors are commonly used for approximation. As the CP rank of a tensor is usually NP-hard to compute, there are many algorithms to solve tensor completion based on the Tucker rank [10, 16, 17]. In [18], a Tucker decomposition algorithm with missing data to approximate tensor is proposed. [19] introduced an efficient algorithm for low Tucker rank tensor restoration by using convex optimization problem, which incorporates multiple rank components in the geometric analysis. In addition, [20] gave the definition of tubal rank of tensor and the framework of the proposed multiple linear algebra was widely used for tensor computation in computer vision tasks [21, 22].

However, [23] found that the sample complexity would increase and the prediction quality would be significantly reduced with the different sampling ratios of the entries of the matrix. In order to reduce the computational cost, a high accuracy low rank tensor completion algorithm [24] was introduced by adding a new auxiliary variables to derive the equivalent form of the optimization problem with alternating direction method of multipliers (ADMM) to find the extreme value of the function. A new tensor framework was also introduced in [25], which was based on the high-order SVD of image arrangement in the database and did not require the least squares solution of coefficients.

Although matrization is a common method to solve tensor completion problem, due to the dependency between multiple constraints, it is necessary to give an appropriate definition of the trace norm of tensors. [26] defined a new tensor nuclear norm for the $n$ rank of tensors, they propose an alternate direction multiplier to solve the resulting nuclear norm minimization problem. [27] proved the suboptimality of the sum of rank of tensor under different modal expansion matrix and introduced Square Deal method to solve the completion problem. In order to achieve high-precision recovery, [28] proposed an adaptive tensor completion method, which extended the modified model with constraint matrix completion to the tensor completion with bounded constraints.

Since minimization of rank function is usually NP-hard, a widely used convex relaxation method is to replace rank function with nuclear norm. Nuclear norm technique has long been considered a successful approach in solving low-rank tensor completion. However, its efficiency can be challenged when high-probability sampling is performed on certain rows and columns, because the setting of most tensor completion problems is far less than the number of observations required for recovery, resulting in nuclear norm minimization failure. This means that under the general sampling scheme, the efficiency of nuclear specification technology may be greatly reduced. In many computer vision problems, training datasets usually have a large scale for which parallel and distributed computing algorithm is necessary. Here, we propose a tensor completion method based on parallel multi-block ADMM, the main contributions of this manuscript are described below:

(1) A new adaptive low-rank tensor completion method based on parallel multi-block ADMM is proposed. This algorithm can work even in a small number of samples and ensure the accuracy of the results. (2) In order to ensure the strict convexity of our optimization problem, we add approximation terms for each iteration converge. (3) Compared with other advanced algorithms, the proposed method can obtain accurate results in an effective way through experiments.

## 2 | PROBLEM STATEMENT

Tensor completion aims to recover the lost entries with a low-rank model, which is extended from matrix completion. We now start with a brief overview of matrix completion. In image processing, matrix completion is usually carried out in the case of bounded rank optimization. Recovering a matrix $M \in \mathbb{R}^{m \times n}$ of missing components is usually accomplished by solving the following problems:

$$
\min_{A} \text{rank}(A) \quad \text{s.t.} \quad f_{\Omega}(A) = f_{\Omega}(M),
$$

in which $A \in \mathbb{R}^{m \times n}$ is recovery matrix, $\Omega$ is the observed subset of $M$, and $f_{\Omega}$ is an orthogonal projection operator which extracts the entries in $\Omega$ and fills in the positions of non-entries with zeros, which can be expressed as

$$
f_{\Omega}\left(\begin{array}{c}
A_{ij} \\
0
\end{array}\right) = \begin{cases} 
A_{ij} & \text{if } (i, j) \in \Omega, \\
0 & \text{otherwise}. 
\end{cases}
$$

Model (1) provides a matrix completion idea which is proved as a NP-hard problem based on rank sparsity. Since the nuclear norm $\| \cdot \|_*$ can be the most efficient to approximate the rank function, we use the following convex optimization problems to obtain a new matrix:

$$
\min_{A} \| A \|_* \quad \text{s.t.} \quad f_{\Omega}(A) = f_{\Omega}(M),
$$

This idea is inspired from the study of tensor completion. As tensors are higher-order extensions of matrices, tensor completion can be expressed as the following optimization problem by utilizing the Tucker rank:

$$
\min_{A} \text{rank}(A) \quad \text{s.t.} \quad f_{\Omega}(A) = f_{\Omega}(T),
$$
where $T$ is an incomplete $N$th-order tensor and $\Omega$ is an index set for providing entries observed from $T$. By using nuclear norms, the rank in problem (4) can be solved by calculating the following formula:

$$
\min_A \sum_{i=1}^{N} \alpha_i \| A_{i,j} \|_F
\text{ s.t. } f_\Omega(A) = f_\Omega(T),
$$

where $\alpha_i$ is the set of weight coefficients and obeying $\sum_{i=1}^{N} \alpha_i = 1$. $A_i$ is produced by the tensor $A$ through mode-$i$ unfolding and each component is a matrix of tensors over a single modulus. However, since the single-mode processing is not balanced, the problem of (5) is not the convex formulation, it may lead to low efficiency in solving the tensor completion problem.

New optimization algorithms have been proposed as the substitute for solving the above problem, a proven efficient and easy implementation called Square Deal model was proposed in:

$$
\min_A \| A_{i,j} \|_F
\text{ s.t. } f_\Omega(A) = f_\Omega(T).
$$

This model can make $A_{i,j}$ more balanced by the reshaping operator:

$$A_{i,j} = \text{reshape} \left( T_{(i)} \prod_{k=1}^{j} b_{i,k} \prod_{k=j+1}^{N} n_{i,k} \right).
$$

The detailed process in which the elements of $T$ are rearranged to form a matrix of different shapes is described in [27].

Inspired by this method, [28] proposed an adaptive correction approach for tensor completion. In image applications, such as colour video, the tensors are generally bounded and satisfy $\| T \|_\infty \leq \epsilon$, where $\epsilon$ is a constant. In order to obtain a more reliable low-rank solution, the tensor completion problem can be solved by a correction model referring to the modified model of matrix completion in [29] with an initial estimation $\hat{A}$ of the given tensor which is to be completed.

$$
\min_A \| A_{i,j} \|_F - \left\langle F(A_{i,j}) - (A_{i,j} - \hat{A}_{i,j}) \right\rangle
\text{ s.t. } f_\Omega(A) = f_\Omega(T), \| A \|_F \leq \epsilon,
$$

in which $F$:

$$F(A) := U \text{Diag}(s_f(\sigma(A)))V^T.
$$

It is a spectral operator: $R^{n_1 \times n_2} \rightarrow R^{n_1 \times n_2}$, $U$ and $V$ are obtained by singular value decomposition

$$A = U \text{Diag}(\sigma(X))V^T,
$$

in which $U \in R^{n_1 \times n_2}$, $V \in R^{n_1 \times n_2}$.

Diag($\sigma(A)$) = ($\sigma_1(A)$, $\sigma_2(A)$, ..., $\sigma_{n_1}(A)$)$^T$, $\sigma_1$, ..., $\sigma_{n_1}$ are the singular values, and the symmetric function:

$$s_f(x) = \begin{cases} \frac{x_j}{\| x \|_\infty}, & x \in R^n \setminus \{0\}, \\ 0, & x = 0, \end{cases}
$$

where $\phi$ is a scalar function for $R_+ \rightarrow R_+$:

$$\phi(t) := (1 + \epsilon^2) \frac{|t|}{|t| + \epsilon^2} \forall t \geq 0,
$$

$R_+$, $R^n_+$ denotes non-negative real numbers and vectors, respectively. The convergence criterion of the algorithm is:

$$\frac{\| A^{(\omega+1)} - A^{(\omega)} \|_F}{\| A^{(\omega)} \|_F} \leq \sigma,
$$

$\sigma$ is the accuracy threshold.

### 3 TENSOR COMPLETION BASED ON PARALLEL MULTI-BLOCK ADMM

Here, we introduce the ADMM algorithm and discuss the parallel algorithm. It is noticeable that the proposed method can realize distributed computing and establish the distributed solution of the adaptive low-rank tensor completion model.

#### 3.1 Alternating direction method of multipliers

ADMM is a common method to solve separable convex optimization problems. It is based on the augmented Lagrange algorithm, through decomposing and coordination process, the large global problem is decomposed into several smaller local subproblems, and the solution of the large global problem is obtained by coordinating the solution of the subproblems.

In order to integrate the disintegrability of dual ascent and the convergence of method of multipliers, new variables were introduced into the previous method, and the direction of cross-transformation was optimized alternately. The specific form is as follows:

$$
\min f(x) + g(z)
\text{ s.t. } ax + b z = \epsilon 
\Rightarrow L_\rho(x, z, \lambda) = f(x)
$$

$$+ g(z) + \lambda^T (ax + b z - \epsilon) + \frac{\rho}{2} \| ax + b z - \epsilon \|_2^2
$$

this idea is to split the original variable and the target function, but unlike the dual ascent method, which takes the disassembled $x$ as part of $x$, and then puts them together after the optimization step by step. It initially takes the disassembled variables as
different variables $X$ and $Z$ and does the same thing with the constraint conditions. This provides a loose condition for redisplaying $x$ and $z$ at a later stage and ensures the decomposition of the previous optimization process. Thus, the optimization process of the ADMM algorithm can be directly expressed as follows:

$$
\chi^{k+1} = \arg \min_{\chi} \mathcal{L}_L(\chi, \zeta^k, \lambda^k), \\
\zeta^{k+1} = \arg \min_{\zeta} \mathcal{L}_L(\chi^{k+1}, \zeta, \lambda^k), \\
\lambda^{k+1} = \lambda^k + \rho (\alpha \chi^{k+1} + b \lambda^{k+1} - \epsilon),
$$

in which $\rho$ is a step factor.

ADMM is typically used to solve the specific problem that contains two blocks of variables ($N = 2$). By extending its algorithm framework and adding different kinds of approximate terms to subproblems, ADMM can expand from two blocks to $N$ blocks and keep the convergence, so that subproblems can be solved in a flexible and effective way.

### 3.2 Parallel multi-block ADMM

A typical ADMM algorithm consists of two variable blocks, which is the case of $N = 2$ in the following optimization problem.

$$
\min_{x_1, x_2, \ldots, x_N} \sum_{i=1}^{N} f_i(x_i) \quad \text{s.t.} \quad \sum_{i=1}^{N} a_i x_i = \epsilon.
$$

To extend to the case where $N \geq 3$, we use the Jacobian scheme and realize parallelism:

$$
\chi^{k+1} = \arg \min_{\chi} \mathcal{L}_L(\chi^1, \ldots, \chi_{i-1}, \chi_i, \chi_{i+1}, \ldots, \chi_N, \lambda^k) \\
= \arg \min_{\chi_i} f_i(x_i) + \frac{\rho}{2} \left\| a_i x_i + \sum_{j \neq i} a_j x_j^k - \epsilon - \frac{\lambda^k}{\rho} \right\|_2^2, \quad \forall i = 1, \ldots, N.
$$

The Jacobian-type scheme implementation of parallelization has a downside: it is easier to diverge. It might even diverge in the case of two blocks. In order to ensure its convergence, additional assumptions or modifications must be made to the algorithm.

For the sake of universality, additional correction factor is tried to be added to the iterative process, and a proximal Jacobian ADMM was proposed in [30]:

$$
\chi^{k+1} = \arg \min_{\chi} f_i(x_i) + \frac{\rho}{2} \left\| a_i x_i + \sum_{j \neq i} a_j x_j^k - \epsilon - \frac{\lambda^k}{\rho} \right\|_2^2 + \frac{1}{2} \left\| x_i - x_i^k \right\|_2^2, \\
\lambda^{k+1} = \lambda^k + \rho (\alpha \chi^{k+1} + b \lambda^{k+1} - \epsilon), \\
\forall i = 1, \ldots, N,
$$

in which $\frac{1}{2} \| x_i - x_i^k \|_2^2$ is a proximal term, $\gamma > 0$ is a damping parameter, $\| x_i \|_2^2 := x_i^T P_x x_i$ where $P_x > 0$ is a symmetric semi-definite matrix.

In order to realize parallelization and overcome the disadvantage of updating blocks one by one in the classical algorithm, PJ-ADMM realizes natural extension based on the algorithm framework of Jacobi-type scheme. It makes additional assumptions or modifications, adding approximate terms to each subproblem to ensure the stability of the algorithm. The solving mechanism of PJ-ADMM is that in any round of iteration, two subproblems are solved in parallel and the shared variables are transferred to the other subproblem after the completion of the calculation. Then, the subproblems update the multiplier variable $\lambda$ according to Equation (18) and move to the next round of calculation.

This algorithm has been proved to have certain advantages, such as global convergence and $O(1/k)$ convergence speed. The added approximation term can make the subproblem strictly convex or strongly convex for improving the robustness. PJ-ADMM model can realize distributed parallel optimal computation of multiple subproblems. The advantage of this algorithm is that computational efficiency will be greatly increased under multiple computers available.

### 3.3 Tensor completion based on parallel multi-block ADMM

For problem (8), we introduce parallel multi-block ADMM to address it, which is described in detail in this section.

In order to solve the problem of (8), we need to further obtain its dual problem, as (8) can be converted to:

$$
\min_{A} \left\| A_{|\|1|} \right\|_* - \left\langle F(\tilde{A}_{|\|1|}), A_{|\|1|} - \tilde{A}_{|\|1|} \right\rangle + \delta_B(Y) \\
\text{s.t.} \ f_{\Omega}(A) = f_{\Omega}(T), \ A = Y,
$$

in which $Y$ is a slack variable, $B := \{ ||A||_* \leq \epsilon \}$, $\tilde{A}$ is an initial estimator, $\delta(\cdot)$ is the indicator function on $B$:

$$
\delta_B(Y) = \begin{cases} 
0, & Y \in B; \\
\infty, & \text{otherwise}.
\end{cases}
$$

The Lagrangian dual problem can be further obtained:

$$
\min_{Z, S} \max_{A, Y} \left\{ \left\| A_{|\|1|} \right\|_* - \left\langle F(\tilde{A}_{|\|1|}), A_{|\|1|} - \tilde{A}_{|\|1|} \right\rangle \right. \\
- \left\langle S, f_{\Omega}(A) - f_{\Omega}(T) \right\rangle - \left\langle Z, A - Y \right\rangle + \delta_B(Y) \right\}.
$$

According to the derivation in [31], due to strong duality, it can be equivalent to:

$$
\max_{Z, S} \min_{A, Y} \left\{ \left\| A_{|\|1|} \right\|_* - \left\langle F(\tilde{A}_{|\|1|}) + f_{\Omega}(S_{|\|1|} + Z_{|\|1|}), A_{|\|1|} \right\rangle \right. \\
+ \left\{ \left\langle Z, Y \right\rangle + \delta_B(Y) + \left\langle S, f_{\Omega}(T) \right\rangle + \tilde{C} \right\},
$$

where $\tilde{C}$ is a constant.
in which \( \check{C} = \langle F(\check{A}_{i/k}), \check{A}_{i/k} \rangle \). Obviously, \( A \) and \( Y \) are not directly related to each other, so we can minimize each of them. Considering there are:

\[
\|A_{i/k}\|_2 - \langle F(\check{A}_{i/k}) + f_\Omega(S)_{i/k} + Z_{i/k}, A_{i/k} \rangle \geq (1 - \|F(\check{A}_{i/k}) + f_\Omega(S)_{i/k} + Z_{i/k}\|_2)\|A_{i/k}\|_2.
\]

(23)

Through it we can get:

\[
\min_A \|A_{i/k}\|_2 - \langle F(\check{A}_{i/k}) + f_\Omega(S)_{i/k} + Z_{i/k}, A_{i/k} \rangle = \begin{cases} 0 & \text{if } \|F(\check{A}_{i/k}) + f_\Omega(S)_{i/k} + Z_{i/k}\|_2 \leq 1, \\ -\infty & \text{otherwise}. \end{cases}
\]

(24)

And the following equation holds:

\[
\min_{Z,Y} (Z, Y) + \delta_B(Y) = -\max_{Y} (Z, Y) + \delta_B(Y) = -\delta_B^*(-Z),
\]

(25)

in which \( \delta_B^*(-Z) \) is a conjugate function, and \( \delta_B^*(-Z) = \ell\|Z\|_1 \) can be deduced from the definition of \( B \). According to these equations, problem (8) can be reformulated as follows:

\[
\max_L \langle S, f_\Omega(T) \rangle - \ell\|Z\|_1 + \check{C}\n
\text{s.t. } \|F(\check{A}_{i/k}) + f_\Omega(S)_{i/k} + Z_{i/k}\|_2 \leq 1,
\]

(26)

by introducing a new constant \( G \in R^{n \times \cdots \times n} \), the above optimization problem is equivalent to the following problem:

\[
\min_{Z,Y,G} \langle Z, f_\Omega(T) \rangle - \ell\|Z\|_1
\text{s.t. } R(F(\check{A}_{i/k})) + f_\Omega(S) + Z = G,
\]

\[
\|G_{i/k}\|_2 \leq 1,
\]

(27)

in which \( R(A_{i/k}) = A \). The augmented Lagrange for this problem is:

\[
L(Z,S,G,A) = -\langle Z, f_\Omega(T) \rangle + \ell\|Z\|_1
+ \langle A, R(F(\check{A}_{i/k})), f_\Omega(S) + Z - G \rangle
+ \frac{\beta}{2} \|R(F(\check{A}_{i/k})) + f_\Omega(S) + Z - G\|_F^2,
\]

(28)

in which \( \beta \) is the penalty parameter.

We deal with this dual problem by parallel multi-block ADMM. The objective function of this optimization problem is

\[
L_{\text{ADMM}} = \langle F(\check{A}_{i/k}), \check{A}_{i/k} \rangle + f_\Omega(S)_{i/k} + Z_{i/k} - \gamma \frac{1}{\ell} \|Z\|_1.
\]

(29)

The objective function of this optimization problem

\[
\min \langle S, A \rangle + f_\Omega(S_{i/k}) + Z_{i/k} - \gamma \frac{1}{\ell} \|Z\|_1.
\]

(30)

Algorithm 1: Tensor completion based on parallel multi-block ADMM

Initialize: \( S^0, Z^0, A^0, f_\Omega(A^0) = f_\Omega(T) \)

repeat

Update \( Z, S, G \) in parallel by:

\[
Z^{k+1} = \arg \min L_{\beta - I}^k(Z,S,G^k,A^k);
S^{k+1} = \arg \min L_{\beta - I}^k(Z^k,S,G^k,A^k);
G^{k+1} = \arg \min L_{\beta - I}^k(Z^k,S^k,G^k,A^k);
\]

Update \( A \) by:

\[
A^{k+1} = A^k - \gamma \beta \left( R(F(\check{A}_{i/k})) + f_\Omega(S^k) + Z^k - G^k \right) + \gamma \frac{1}{\ell} \|Z^k\|_1.
\]

until stopping criterion is met;

Algorithm 1: Tensor completion based on parallel multi-block ADMM

In any round of iteration, two subproblems are solved in parallel. When the calculation is completed, the shared variable is passed to another subproblem, that is, a round of solution is completed. Then, the subproblems update the multiplier variable and move to the next round of calculation. Modifying the above equation to get the approximate Jacobi ADMM iteration formula:

\[
Z^{k+1} = \arg \min L_{\beta - I}^k(Z,S^k,G^k,A^k);
S^{k+1} = \arg \min L_{\beta - I}^k(Z^k,S^k,G^k,A^k);
G^{k+1} = \arg \min L_{\beta - I}^k(Z^k,S^k,G^k,A^k),
\]

(30)

\[
A^{k+1} = A^k - \gamma \beta \left( R(F(\check{A}_{i/k})) + f_\Omega(S^k) + Z^k - G^k \right).
\]

(29)

[20] proves that using the common choices of \( P \) and \( Y \) mentioned in this paper, PJ-ADMM algorithm can ensure global convergence, which converges at the rate of \( o(1/k) \). According to the distributed iteration mode of PJ-ADMM, the parallel algorithm flow is given as follows:

The approximation term is added to ensure the strong convexity of the subproblem, the matrix \( P \) can make the subproblems easier to solve, and the algorithm guarantees strict global convergence.

4 | EXPERIMENTS

Here, our method is tested on some standard benchmark images and compared with advanced tensor recovery methods. For the convenience of expression, our proposed method is called
PATC in the following text. The purpose of the experiment is to verify the effectiveness of restoring the original image from the incomplete observation image, and the results of algorithms are evaluated by the relative standard error (RSE). The platform is Matlab R2014a under Windows 7 on a PC of a 3.4 GHz CPU and 8 GB memory.

We define the RSE to measure the performance of experiments:

\[
RSE = \frac{\|A - T\|_F}{\|T\|_F}.
\]  

(31)

It can be easily converted to a signal-to-noise ratio by

\[
SNR = -20 \log_{10} RSE.
\]  

(32)

To ensure the accuracy of the statistical results, we repeat the experiment five times for each case to evaluate the results. For Algorithm 1, the stop criterion is set as

\[
\frac{\|A^{k+1} - A^k\|_F}{\|A^k\|_F} \leq \sigma,
\]  

(33)

in which \(\delta = 10^{-4}\). The parameters \(P_i\) and \(\gamma\) are crucial to the convergence of ADMM parallel algorithm, we set \(P_i = \tau_i I\) and \(\gamma = 1\), respectively.

As the setting of the correction step size depends on the sample sampling rate, results show that a further correction is needed for the lower sampling rate case. In our algorithm, we set the maximum size of the correction step to 5. In each step of the correction, the relative error has been greatly improved.

We validate the effectiveness of proposed model via experiments on benchmark images, which is often used to evaluate and compare the performance of different methods. These colour images can be represented by third-order tensors with the size of length width channels, we designed four scenarios to conduct experiments and compare the results with the following advanced methods: FBCP [32], FBCP-MP [32], FaLRTC [26], HaLRTC [26], TFTC [33].

4.1 Synthetic dataset

Here, we test on the popular benchmark image House and Butterfly, which is reliable in evaluating image algorithms. The original image is processed into observation images with random and uniform pixels missing according to the sampling rate of various sizes, we evaluate the performance by using RSE values.

In Figures 1–4, we show the original image, the missing pixel observation images and some examples of restored images of House. The benchmark image is shown in the first column and can be constructed into a tensor of \(256 \times 256 \times 3\). We generated the observation images with sampling rates of 5%, 10%, 15%, 20%, 25% and 30%, respectively. Then, experiments are conducted on each image to evaluate the robustness of these methods. Figure 5 shows the average results of our model and the comparison algorithm. We show the original and observation image in Figure 6 and Figure 7. The relative error recovered by different methods for the Butterfly image was shown in Table 1. We can see that in the test experiments, the accuracy of our proposed method is obviously improved compared with other methods. In terms of tensor completion, our model performs well even in the case of low observation ratio, which proves that the correction term can reduce the recovery error.

4.2 Natural dataset

Here, we experiment on the natural image dataset to get the results of tensor completion methods. We show some typical examples of recovery results in Figures 7–10. For image Baboon, which is a face of baboon, the sampling rates of the observed images are set into 5%, 10%, 15%, 20%, 25% and 30%, respectively, and pixels are missing in a uniform and random manner. We tested all algorithms and got the average of results which is showed in Figure 11. It can be seen from these experiments...
mental results that the overall performance of PATC is better than other algorithms in terms of correction. We also tested image River Otter, and the algorithm can also achieve excellent results which is shown in Figures 12–14, the relative error recovered by different methods are shown in Table 2. Compared to other algorithms, our restored image can ensure relatively clear texture and details. This suggests that our method ranks among the best in robustness and performs well in precision for natural images at low observation rates.
4.3 Non-random missing pixels image

Our comparison consists of two parts shown in Figure 15:

(A) We use the image Barbara (256 \times 256 \times 3) superimposed with the texture pixels as the observation image. In practice, it is difficult to accurately identify the location of text pixels, here we simply represent the missing entries with pixels with grayscale values greater than 254, ensuring that the blocks covered by the text pixels are completely missing.

(B) In this part, the image Barbara superimposed by Chinese character pixels is regarded as the observation image, and the pixels with the same grey value greater than 254 are marked as missing. All algorithms are tested and the results are shown in Figure 16–21.

The experiment shows that the texture shadow can be well smoothed, but the global restoration effect of Chinese character overlay image is not good, which leads to the unsatisfactory prediction performance. In terms of visual perception, FBCP-MP is superior to all other participants because its operator blurs the colour blocks and makes the texture smooth.

4.4 Target removal image

Here, we need to complete image restoration with completely losing the pixel area of the object. We introduced the image Sailboat to test the accuracy of these algorithms. In Figure 22, we show the benchmark image, there is a white boat at the center of image, and in subsequent experiments, the pixel area where the boat is located will be completely missing. In this case, results in Figures 23 and 24 show that PATC can delete the target object more cleanly, while other methods still leave a large shaded area.
5 CONCLUSION

Here, PATC, a tensor completion method based on parallel multi-block ADMM algorithm is proposed. We extend to the tensor completion with bounded constraints, and design a parallel ADMM algorithm to solve the model on the basis of the modified tensor completion model. Experimental results show that PATC can get better results compared with other methods. Our modified model performs well in tensor completion, especially in the case of low sample ratio. We have determined that the correction term can reduce the recovery error and will continue to study and improve the reliability of the algorithm.

ACKNOWLEDGEMENTS

This work was supported by the National Natural Science Foundation of China under Grant Nos. 61701259, 61572503, 61872424, 6193000388, and NUPTSF (Grant No. NY218001).

REFERENCES

1. Hsieh, C.J., et al.: PU learning for matrix completion. In: International Conference Machine Learning, pp. 2445–2453 (2015)
2. Signoretti, M., et al.: Learning with tensors: A framework based on convex optimization and spectral regularization. Mach. Learn. 94(3), 303–351 (2014)
3. Mørup, M.: Applications of tensor (multway array) factorizations and decompositions in data mining. Wiley Interdisciplinary Rev.: Data Mining Knowl. Discov. 1(1), 24–40 (2011)
4. Sun, J., et al.: MultiVis: Content-based social network exploration through multi-way visual analysis. In: Proceedings of the 2009 SIAM International Conference on Data Mining, pp. 1064–1075. SIAM, Philadelphia (2009)
5. Gandy, S., et al.: Tensor completion and low-n-rank tensor recovery via convex optimization. Inverse Problems 27(2), 025010 (2011)
6. Cheng, Q., et al.: Inpainting for remotely sensed images with a multichannel nonlocal total variation mode. IEEE Trans. Geosci. Remote Sens. 52(1), 175–187 (2014)
7. Cai, J.F., et al.: A singular value thresholding algorithm for matrix completion. SIAM J. Optim. 20(4), 1956–1982 (2010)
8. Ma, S., et al.: Fixed point and Bregman iterative methods for matrix rank minimization. Math. Program. 128(1-2), 321–353 (2009)
9. Toh, K.C., Yun, S.: An accelerated proximal gradient algorithm for nuclear norm regularized least squares problems. Pacific J. Optim. 6(3), 615–640 (2010)
10. Wang, Z., et al.: Orthogonal rank-one matrix pursuit for low rank matrix completion. SIAM J. Sci. Comput. 37(1), A488–A514 (2015)
11. Geng, J., Wang, L.S.: A smoothed rank function algorithm based on convex optimization. In: International Conference on Machine Learning, pp. 1333–1338 (2012)
12. Bertalmio, M., et al.: Image inpainting. In: Proceedings of the 27th Annual Conference on Computer Graphics and Interactive Techniques, pp. 417–424 (2000)
13. Komodakis, N.: Image completion using global optimization. In: 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pp. 442–452 (2006)
14. Hitchcock, F.L.: The expression of a tensor or a polyadic as a sum of products. J. Math. Phys. 6, 164–189 (1927)
15. Tucker, L.: Some mathematical notes on three-mode factor analysis. Psychometrika 31, 279–311 (1966)
16. Gandy, S., et al.: Tensor completion and low-n-rank tensor recovery via convex optimization. Inverse Problems 27(2), 025010 (2011)
17. Xu, Y., et al.: Parallel matrix factorization for low-rank tensor completion. Inverse Problems Imag. 9(2), 601–624 (2015)
18. Filipović, M., Jukić, A.: Tucker factorization with missing data with application to low-rank tensor completion. Multidimensional Syst. Signal Process. 26(3), 677–692 (2013)
19. Ashraphijuo, M., et al.: A characterization of sampling patterns for low-tucker-rank tensor completion problem. In: 2017 IEEE International Symposium on Information Theory (ISIT), pp. 331–335 (2017)
20. Kilmer, M.E., et al.: Third-order tensors as operators on matrices: A theoretical and computational framework with applications in imaging. SIAM J. Matrix Anal. Appl. 3(1), 148–172 (2013)
21. Hu, W., et al.: The twist tensor nuclear norm for video completion. IEEE Trans. Neural Netw. Learn. Syst. 28, 2961–2973 (2017)
22. Semerci, O., et al.: Tensor-based formulation and nuclear norm regularization for multienergy computed tomography. IEEE Trans. Image Process. 23, 1678–1693 (2014)
23. Salakhutdinov, R., Srebro, N.: Collaborative filtering in a non-uniform world: Learning with the weighted trace norm. In: NIPS’10 Proceedings of the 23rd International Conference on Neural Information Processing Systems, pp. 2056–2064 (2010)
24. Liu, Y., et al.: Trace norm regularized CANDECOMP/PARAFAC decomposition with missing data. IEEE Trans. Cybern. 45(11), 2437–2448 (2015)
25. Hao, N., et al.: Facial recognition using tensor-tensor decompositions. SIAM J. Imag. Sci. 6(1), 437–463 (2013)
26. Liu, J., et al.: Tensor completion for estimating missing values in visual data. IEEE Trans. Pattern Anal. Mach. Intell. 35(1), 208–220 (2013)
27. Mu, C., et al.: Square deal: Lower bounds and improved relaxations for tensor recovery. In: International Conference on Machine Learning, pp. 73–81 (2014)
28. Bai, M., et al.: An adaptive correction approach for tensor completion. SIAM J. Imag. Sci. 9(3), 1298–1323 (2016)
29. Miao, W., et al.: A rank-corrected procedure for matrix completion with fixed basis coefficients. Math. Program. 159(1), 159–289 (2016)
30. Deng, W., et al.: Parallel multi-block ADMM with o(1/k) convergence. J. Sci. Comput. 71(2), 712–736 (2013)
31. Rockafellar, R.T.: Convex Analysis. Princeton University Press, Princeton (1970)
32. Zhao, Q., et al.: Bayesian CP factorization of incomplete tensors with automatic rank determination. IEEE Trans. Pattern Anal. Mach. Intell. 37(9), 1751–1763 (2015)
33. Zhou, P., et al.: Tensor factorization for low-rank tensor completion. IEEE Trans. Image Process. 27(3), 1152–1163 (2018)

How to cite this article: Zhu, H., et al. A parallel multi-block alternating direction method of multipliers for tensor completion. IET Image Process. 2021;1–10. https://doi.org/10.1049/ipr2.12289