Some new moment rearrangement invariant spaces; theory and applications.

EUGENE OSTROVSKY, LEONID SIROTA

Department of Mathematic, HADAS company, 56209, Hertzlia Pituach, Galgaley Apilda street, 16, ISRAEL; e-mail: galo@list.ru

Bar - Ilan University, 59200, Ramat Gan, ISRAEL; e-mail: sirita@zahav.net.il

Abstract.

In this article we introduce and investigate some new Banach spaces, so-called moment spaces, and consider applications to the Fourier series, singular integral operators, theory of martingales.
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1 Definitions. Simple Properties.

Let \((X, \Sigma, \mu)\) be a measurable space with non-trivial measure \(\mu : \exists A \in \Sigma, \mu(A) \in (0, \mu(X))\). We will assume that either \(\mu(X) = 1\), or \(\mu(X) = \infty\) and that the measure \(\mu\) is \(\sigma\)-finite and diffuse: \(\forall A \in \Sigma, 0 < \mu(A) < \infty \exists B \subset A, \mu(B) = \mu(A)/2\). Define as usually for all the measurable function \(f : X \to \mathbb{R}\)

\[|f|_p = \left(\int_X |f(x)|^p \mu(dx)\right)^{1/p}, p \geq 1;\]

\[L_p = L(p) = L(p; X, \mu) = \{f, |f|_p < \infty\}.\]

Let \(a = \text{const} \geq 1, b = \text{const} \in (a, \infty]\), and let \(\psi = \psi(p)\) be some positive continuous on the open interval \((a, b)\) function, such that there exists a measurable function \(f : X \to \mathbb{R}\) for which

\[\psi(p) = |f|_p, p \in (a, b).\]

Note that the function \(p \to p \cdot \log \psi(p), p \in (a, b)\) is convex.

The set of all those functions we will denote \(\Psi : \Psi = \Psi(a, b) = \{\psi(\cdot)\}\). We can describe all those functions.

**Theorem 0.** Let the measure \(\mu\) is diffuse. The function \(\nu(p), p \in (a, b)\) belongs to the set \(\Psi\) if and only if there exist a two functions \(\Lambda_1(p), \Lambda_2(p),\) such that \(\nu^p(p) = \Lambda_1(p) + \Lambda_2(p),\) where \(\Lambda_1(p)\) is absolute monotonic on the interval \((a, b)\) and \(\Lambda_2(p)\) is relative monotonic on the interval \((a, b) : \forall k = 0, 1, 2, \ldots\)

\[\forall p \in (a, b) \Rightarrow \Lambda_1^{(k)}(p) \geq 0, (-1)^k \Lambda_2^{(k)}(p) \geq 0.\]

**Proof.** Let \(\nu(\cdot) \in \Psi,\) then \(\exists f : X \to \mathbb{R}, \nu^p(p) = \int_X |f(x)|^p \mu(dx) = \int_X \exp(p \log |f(x)|) \mu(dx) = \Lambda_1(p) + \Lambda_2(p),\)
where
\[ \Lambda_1(p) = \int_{\{x : |f(x)| \geq 1\}} \exp(p \log |f(x)|) \mu(dx), \quad \Lambda_1^{(k)}(p) \geq 0; \]
\[ \Lambda_2(p) = \int_{\{x : |f(x)| < 1\}} \exp(p \log |f(x)|) \mu(dx), \quad (-1)^k \Lambda_2^{(k)}(p) \geq 0. \]

Inversely, assume that \( \nu^p(p) = \Lambda_1(p) + \Lambda_2(p), \quad \Lambda_1^{(k)}(p) \geq 0, \quad (-1)^k \Lambda_2^{(k)}(p) \geq 0. \) It follows from Bernstein’s theorem that
\[ \Lambda_1(p) = \int_R \exp(pt) \mu_1(dt), \quad \Lambda_2(p) = \int_R \exp(pt) \mu_2(dt), \]
where \( \mu_1, \mu_2 \) are a Borel measures on the set \( R \) such that \( \text{supp} \mu_1 \in [0, \infty), \text{supp} \mu_2 \in (-\infty, 0] \) and
\[ \forall p \in (a, b) \Rightarrow \Lambda_1(p) < \infty, \quad \Lambda_2(p) < \infty. \]

Therefore
\[ \nu^p(p) = \int_{-\infty}^{\infty} \exp(pt) (\mu_1(dt) + \mu_2(dt)). \]

Since the measure \( \mu \) is diffuse, there exists a (measurable) function \( \eta : X \to R \) such that
\[ \nu^p(p) = \int_X \exp(p \eta(x)) \mu(dx). \]

Thus, for \( f(x) = \exp(\eta(x)) \) we obtain:
\[ |f|^p = \int_X \exp(p \eta(x)) \mu(dx) = \nu^p(p), \quad |f|^p = \nu(p). \]

**Corollary 1.** Note that if \( \psi_1(\cdot) \in \Psi, \psi_2(\cdot) \in \Psi, \) then \( \psi_1(\cdot) \cdot \psi_2(\cdot) \in \Psi. \) Indeed, if
\[ \psi_1(p) = |f_1|^p, \quad \psi_2(p) = |f_2|^p, \]
and the functions \( f_1, f_2 \) are independent, then
\[ \psi_1(p) \cdot \psi_2(p) = |f_1 \cdot f_2|^p. \]

We extend the set \( \Psi \) as follows:
\[ EX\Psi \overset{\text{def}}{=} EX\Psi(a, b) = \{ \nu = \nu(p) \} = \{ \nu : \exists \psi(\cdot) \in \Psi : 0 < \inf_{p \in (a, b)} \psi(p)/\nu(p) \leq \sup_{p \in (a, b)} \psi(p)/\nu(p) < \infty \}, \]
\[ U\Psi \overset{\text{def}}{=} U\Psi(a, b) = \{ \psi = \psi(p), \forall p \in (a, b) \Rightarrow \psi(p) > 0 \} \]
and the function \( p \to \psi(p), \ p \in (a, b) \) is continuous.

Hereafter \( a = \text{const} \geq 1, \ b \in (a, \infty]. \)

Since the case \( \psi(a+0) < \infty, \psi(b-0) < \infty \) is trivial for us, we will assume further that either \( \psi(a+0) = \infty \) or \( \psi(b-0) = \infty, \) or both the cases: \( \psi(a+0) = \psi(b-0) = \infty. \)

We define in the case \( b = \infty \psi(b-0) = \lim_{p \to \infty} \psi(p). \)

**Definition 1.** Let \( \psi(\cdot) \in U\Psi(a, b). \) The space \( G(\psi) = G(X, \psi) = G(X, \psi, \mu) = G(X, \psi, \mu, a, b) \) consist on all the measurable functions \( f : X \to R \) with finite norm
\[ ||f||G(\psi) \overset{\text{def}}{=} \sup_{p \in (a, b)} ||f|_p/\psi(p)|. \]
The spaces $G(\psi)$, $\psi \in U\Psi$ are non-trivial: arbitrary bounded $\sup_x |f(x)| < \infty$ measurable function $f : X \to \mathbb{R}$ with finite support: $\mu(supp |f|) < \infty$ belongs to arbitrary space $G(\psi)$, $\forall \psi \in U\Psi$.

We denote as usually $supp \psi = \{ p : \psi(p) < \infty \}$.

Now we consider a very important for applications examples of $G(\psi)$ spaces. Let $a = const \geq 1, b = const \in (a, \infty]; \alpha, \beta = const$. Assume also that at $b < \infty \min(\alpha, \beta) \geq 0$ and denote by $h$ the (unique) root of equation

$$(h - a)^\alpha = (b - h)^\beta, \ a < h < b; \ \zeta(p) = \zeta(a, b; \alpha, \beta; p) = (p - a)^\alpha, \ p \in (a, h); \ \zeta(a, b; \alpha, \beta; p) = (b - p)^\beta, \ p \in [h, b);$$

and in the case $b = \infty$ assume that $\alpha \geq 0, \beta < 0$; denote by $h$ the (unique) root of equation $(h - a)^\alpha = h^\beta, h > a$; define in this case

$$\zeta(p) = \zeta(a, b; \alpha, \beta; p) = (p - a)^\alpha, \ p \in (a, h); \ p \geq h \Rightarrow \zeta(p) = p^\beta.$$
If \( f \in G(\psi) \), then
\[
f(x) = f(x)I\{|f(x)| \geq 1\} + f(x)I\{|f(x)| < 1\} = f_1 + f_2,
\]
where by virtue of Tchebychev’s inequality: \( \mu\{x : |f(x)| \geq 1\} < |f|_p < \infty \) for some \( p \in (a, b) \) it follows that \( f_1 \in G(\nu_1) \); and since \( \forall q > p, A \in \Sigma \)
\[
\int_A |f_2|^{q}\mu(dx) \leq \int_A |f_2|^{p}\mu(dx),
\]
we obtain \( f_2 \in G(\nu_2) \).

It is evident by virtue of Liapunov’s inequality that in the bounded case \( \mu(X) = 1 : G(\psi) = G(\nu_1) \).

We denote by \( G^0 = G_X(\psi), \psi \in U\Psi \) the closed subspace of \( G(\psi) \), consisting on all the functions \( f \), satisfying the following condition:
\[
\lim_{p \to a+0} |f|_p/\psi(p) = \lim_{p \to b-0} |f|_p/\psi(p) = 0,
\]
in the case \( \psi(a + 0) = \infty, \psi(b - 0) = \infty; \)
\[
\lim_{p \to b-0} |f|_p/\psi(p) = 0
\]
in the case \( \psi(a + 0) < \infty, \psi(b - 0) = \infty; \)
\[
\lim_{p \to a+0} |f|_p/\psi(p) = 0
\]
in the case \( \psi(a + 0) = \infty, \psi(b - 0) < \infty; \) and by \( GB = GB(\psi) \) the closed span in the norm \( G(\psi) \) the set of all the bounded measurable functions with finite support: \( \mu(\text{supp } |f|) < \infty. \)

Another definition: for a two functions \( \nu_1(\cdot), \nu_2(\cdot) \in U\Psi \) we will write \( \nu_1 \ll \nu_2, \) iff
\[
\lim_{p \to a+0} \nu_1(p)/\nu_2(p) = \lim_{p \to b-0} \nu_1(p)/\nu_2(p) = 0
\]
in the case \( \nu_2(a + 0) = \nu_2(b - 0) = \infty \) etc.

If for some \( \nu_1(\cdot), \nu_2(\cdot) \in U\Psi, \nu_1 \ll \nu_2 \) and \( ||f||G(\nu_1) < \infty, \) then \( f \in G^0(\nu_2). \)

Moreover, if there exists a sequence of functions \( f_n, f_\infty \) such that for some \( \nu_1 \in G(\psi, a, b) \)
\[
\forall p \in (a, b) \Rightarrow |f_n - f_\infty|_p \to 0, n \to \infty
\]
and \( \sup_{n \leq \infty} ||f_n||G(\nu_2) < \infty, \) then \( ||f_n - f_\infty||G(\nu_1) \to 0. \)

We consider now some important examples. Let \( X = R, \mu(dx) = dx, 1 \leq a < b < \infty, \gamma = \text{const} > -1/a, \nu = \text{const} > -1/b, \ p \in (a, b), \)
\[
f_{a, \gamma} = f_{a, \gamma}(x) = I\{|x| \geq 1\} \cdot |x|^{-1/a}(|\log |x| |)\gamma,
\]
\[
g_{b, \nu} = g_{b, \nu}(x) = I\{|x| < 1\} \cdot |x|^{-1/b}\log x|\nu,
\]
\[
h_m(x) = (\log |x|)^{1/m}I\{|x| < 1\}, \ m = \text{const} > 0,
\]
\[
f_{a, b; \gamma, \nu}(x) = f_{a, \gamma}(x) + g_{b, \nu}(x), \ g_{a, \gamma, m}(x) = h_m(x) + f_{a, \gamma}(x),
\]
\[
\psi_{a, b; \gamma, \nu}^p(p) = 2(1 - p/b)^{\gamma-1} \Gamma(p\gamma + 1) + 2(p/a - 1)^{\gamma-1}\Gamma(p\nu + 1),
\]
\[
p \in (a, b), \ \gamma < 1/a, \ \nu > -1/b.
\]
\[
\psi^p_{a,\gamma,m}(x) = 2(p/a - 1)^{-p\gamma - 1} \Gamma(p\gamma + 1) + 2\Gamma((p/m) + 1),
\]
\[\Gamma(\cdot)\text{ is usually Gamma - function.}\]

We find by the direct calculation:
\[
|f_{a,b,\gamma,\nu}|^p_p = \psi^p_{a,b,\gamma,\nu}(p); \quad |g_{a,\gamma,m}|^p_p = \psi^p_{a,\gamma,m}(p).
\]

Therefore,
\[
\psi_{a,b,\gamma,\nu}(\cdot) \in \Psi(a, b), \quad \psi_{a,\gamma,m}(\cdot) \in \Psi(a, \infty).
\]

Further,
\[
f_{a,b,\gamma,\nu}(\cdot) \in G(a, b; \gamma + 1/a, \nu + 1/b) \setminus G^0(a, b; \gamma + 1/a, \nu + 1/b),
\]
\[
g_{a,\gamma,m}(\cdot) \in G \setminus G^0(a, \infty; \gamma + 1/a, -1/m),
\]
and \(\forall \Delta \in (0, 1)\) \(f_{a,b,a,\beta} \notin \)
\[
G(a, b; (1 - \Delta)(\gamma + 1/a), \nu + 1/b) \cup G(a, b; 1/a, (1 - \Delta)(\nu + 1/b),
\]
\[
g_{a,\gamma,m}(\cdot) \in G \setminus G^0(a, \infty; \gamma + 1/a; -1/m).
\]

Another examples. Put
\[
f^{(a,b,\alpha,\beta)}(x) = |x|^{-1/b}\exp\left( C_1|\log x|^{1-\alpha} \right) I(|x| < 1) +
\]
\[
I(|x| \geq 1)|x|^{1/a}\exp\left( C_2(\log x)^{1-\beta} \right);
\]
\(1 \leq a < b < \infty; \alpha, \beta = const \in (0, 1).\) We have:
\[
\log |f^{(a,b,\alpha,\beta)}(\cdot)|_p \asymp (p - a)^{-1/\alpha} + (b - p)^{-1/\beta}, \quad p \in (a, b).
\]

**Theorem 1.** The spaces \(G(\psi)\) with respect to the ordinary operations and introduced norm \(\| \cdot \|_{G(\psi)}\) are Banach spaces.

We need only to prove the completeness of \(G(\psi)\) - spaces. Denote
\[
\epsilon(n, m) = \|f_n - f_m\|_{G(\psi)}, \quad \epsilon(n) = \sup_{m \geq n} \epsilon(m, n),
\]
and assume that \(\lim_{n, m \to \infty} \epsilon(m, n) = 0;\) then \(\lim_{n \to \infty} \epsilon(n) = 0.\) Let \(p(i), i = 1, 2, \ldots\) be the (countable) sequence of all rational numbers of interval \((a, b).\) We have from the direct definition of our spaces:
\[
\forall p \in (a, b) \Rightarrow |f_n - f_m|_{p(i)} \leq \epsilon(n, m)\psi(p(i)).
\]

As long as the spaces \(L(p(i))\) are complete, we conclude that there exist a functions \(f^{(i)}, f^{(i)} \in L(p(i))\) such that
\[
|f_n - f^{(i)}|_{p(i)} \leq \epsilon(n)\psi(p(i)) \to 0, \quad n \to \infty.
\]

It is evident that
\[
\mu\{x : \forall i \quad f^{(i)}(x) \neq f^{(1)}(x)\} = 0,
\]
i.e. \(f^{(i)}(x) = f^{(1)}(x)\) \(\mu-\) almost everywhere. Hence \(\forall i = 1, 2, \ldots\)
\[
|f_n - f^{(1)}|_{p(i)} \leq \epsilon(n)\psi(p(i)),
\]

and therefore
\[
\lim_{n \to \infty} |f_n - f^{(1)}|_{p(i)} = 0.
\]
Note that in the case
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We obtain after some calculations:
\[
\forall p \in (a, b) \Rightarrow |f_n - f|_p \leq \epsilon(n)\psi(p),
\]
\[
\|f_n - f\|_G(\psi) = \sup_{p \in (a, b)} \|f_n - f\|_p/\psi(p) \leq \epsilon(n) \rightarrow 0,
\]
\( n \rightarrow \infty \). This completes the proof of theorem 1.
Moreover, the spaces \( G(\cdot) \) are rearrangement invariant (r.i.) spaces with the fundamental function
\[
\phi(G, \delta) \overset{def}{=} \|I(A)\|_G, \ A \in \Sigma, \ \mu(A) = \delta \in (0, \infty).
\]
In our case, for the spaces \( G(\psi), \ \psi(\cdot) \in U\Psi, \ supp \ \psi = (a, b), \ b \leq \infty \) we have:
\[
\phi(G(\psi), \delta) = \sup_{p \in (a, b)} [\delta^{1/p}/\psi(p)].
\]
Note that in the case \( b < \infty \)
\[
\delta \leq 1 \Rightarrow C_1 \delta^{1/a} \leq \phi(G, \delta) \leq C_2 \delta^{1/b},
\]
\[
\delta > 1 \Rightarrow C_3 \delta^{1/b} \leq \phi(G, \delta) \leq C_4 \delta^{1/a}.
\]
Moreover, \( \lambda \in (0, 1) \)
\[
\lambda^{1/b} \phi(G, \delta) \leq \phi(G, \lambda \delta) \leq \lambda^{1/a} \phi(G, \delta);
\]
\( \lambda > 1 \Rightarrow \lambda^{1/b} \phi(G, \delta) \leq \phi(G, \lambda \delta) \leq \lambda^{1/a} \phi(G, \delta) \).
For instance, define in the case \( b < \infty \) \( \delta_1 = \exp(ah^2/(h - a)) \), \( \delta \geq \delta_1 \)
\[
p_1 = p_1(\delta) = \log \delta/(2\alpha) - \left[0.25\alpha^{-2}\log^2 \delta - a\alpha^{-1}\log \delta\right]^{1/2},
\]
\[
\phi_1(\delta) = \delta^{1/p_1}(p_1 - a)\alpha;
\]
\( \delta \in (0, \delta_1) \)
\( \Rightarrow \phi_1(\delta) = \delta^{1/h}(h - a)\alpha; \)
\( \delta_2 = \exp(-h^2\beta/(b - h)), \ \delta \in (0, \delta_2) \)
\[
p_2 = p_2(\delta) = -|\log \delta|/2\beta + \left[\log^2(\delta/(4\beta^2)) + b|\log \delta|/\beta\right]^{1/2},
\]
\[
\phi_2(\delta) = \delta^{1/p_2}(b - p_2(\delta))\beta;
\]
\( \delta \geq \delta_2 \)
\( \Rightarrow \phi_2(\delta) = \delta^{1/h}(b - h)\beta. \)
We obtain after some calculations:
\( b < \infty \)
\( \Rightarrow \phi(G(a, b; \alpha, \beta), \delta) = \max [\phi_1(\delta), \phi_2(\delta)]. \)
Note that as \( \delta \rightarrow 0+ \)
\( \phi(G(a, b, \alpha, \beta), \delta) \sim (\beta b^2/e)^\beta \delta^{1/b} |\log \delta|^{-\beta}, \)
and as \( \delta \rightarrow \infty \)
\( \phi(G(a, b, \alpha, \beta), \delta) \sim (a^2\alpha/e)^\alpha \delta^{1/a} (\log \delta)^{-\alpha}. \)
In the case \( b = \infty, \ \beta < 0 \) we have denoting
\[
\phi_3(\delta) = (\beta/e)^\beta |\log \delta|^{-|\beta|}, \ \delta \in (0, \exp(-h|\beta|)),
\]
\[ \phi_3(\delta) = h^{-|\beta|}\delta^{1/h}, \delta \geq \exp(-h|\beta|) : \]
\[ \phi(G(a, \infty; \alpha, -\beta), \delta) = \max(\phi_1(\delta), \phi_3(\delta)), \]
and we receive as \( \delta \to 0^+ \) and as \( \delta \to \infty \) correspondingly:
\[ \phi(G(a, \infty; \alpha, -\beta), \delta) \sim (\beta)|\beta| \log |\delta|^{-|\beta|}, \]
\[ \phi(G(a, \infty; \alpha, -\beta), \delta) \sim (a^2\alpha/e)^\alpha \delta^{1/a}(\log \delta)^{-a}. \]

2 Connection with another r.i. spaces.

**Theorem 2. A.** Let \( \psi(\cdot) \in EX\Psi, \) such that \( \exists g : X \to R, \psi(p) \asymp |g(\cdot)|_p, \) \( p \in (a,b). \) Denote
\[ N^{(-1)}(1/\delta) = 1/(\phi(G(\psi), \delta)), \delta \in (0, \infty), \]
where \( N^{(-1)} \) denotes the left inverse function to the \( N(\cdot) \) on the set \( R_+. \) If
\[ \forall \epsilon > 0 \int_X N(\epsilon|g(x)|) \mu(dx) = \infty, \]  
then the space \( G(\psi) \) is not equivalent to arbitrary Orlicz’s space \( Or(X, \mu, \Phi). \)

**B.** Denote \( T(x) = (1/\phi(\psi))^{(-1)}. \) If
\[ \sup_{p \in \supp \psi} \left[ \left( \int_0^\infty x^{p-1}T(x)dx \right)/\psi(p) \right]^{1/p} = \infty, \]
then the space \( G(\psi) \) is not equivalent to arbitrary Marcinkiewicz’s space \( M(\theta). \)

**C.** Let \( \psi(\cdot) \in U\Psi, \supp \psi = (a,b), 1 \leq a < b < \infty. \) Then the space \( G(\psi) \) is not equivalent to arbitrary Lorentz space \( L(\chi). \)

**Proof. A.** Assume conversely, i.e. that \( G(\psi) \sim Or(\Phi), \) where \( Or(\Phi) \) is some Orlicz’s space on the set \( (X, \Sigma, \mu) \) with corresponding (convex, even, \( \Phi(0) = 0 \) etc.) Orlicz’s function \( \Phi(u), u \in R. \) Since for \( A \in \Sigma, \mu(A) \in (0, \infty) \)
\[ \phi(Or(\Phi); \mu(A)) = ||I(A)||Or(\Phi) = 1/\left[ \Phi^{-1}(1/\mu(A)) \right], \]
we conclude that \( \Phi(u) = N(u). \) It is evident that \( g(\cdot) \in G(\psi) = Or(\Phi), \) but \( g(\cdot) \notin Or(\Phi) \) by virtue of our condition (2.1). This contradiction proves the assertion A.

As a consequence:

**Lemma 2.** The space \( G(a, b; \alpha, \beta) \) are equivalent to the Orlicz’s space only in the case \( \alpha = 0, b = \infty, \beta < 0. \)
(The case \( \alpha = 0, b = \infty, \beta < 0 \) was considered in [12].)

**Proof B.** Assume conversely, i.e. that the space \( G(\psi) = G(\psi, a, b) \) is equivalent to some Marcinkiewicz space \( M(\theta) \) over the our measurable space \( (X, \mu). \) Recall here that in the considered case \( a \geq 1; b > a \) the norm of a function \( f : X \to R \) in the Marcinkiewicz space may be calculated by the formula
\[ ||f||M(\theta) = \sup_{\delta > 0} \left[ \theta(\delta)T^{(-1)}(f, \delta) \right] \]
and that the fundamental function for the \( M(\theta) \) space in equal to
\[ \phi(M(\theta), \delta) = 1/\theta(\delta), \]
(see, for example, [21], p. 187). Therefore, if the space *G*(ψ) is equivalent to some Marcinkiewicz space *M*(θ), then

\[ \theta(\delta) = \delta / \phi(G(\psi), \delta) \].

Let us consider the function \( f : X \to R \) with the tail - function \( T(f, x) = T(x) \), then \( f \in M(\theta) \), but it follows from our condition (2.2) that \( f \notin G(\psi) \).

For example, all the spaces \( G(a, b; \alpha, \beta) \) are not equivalent to arbitrary Marcinkiewicz space.

**Proof C** is very simple, again by means of the method of ”reduction in absurdum”. Suppose \( G(\psi) \sim L(\chi) \), where \( L(\chi) \) denotes the Lorentz space with some (quasi) - concave generating function \( \chi(\cdot) \). Since

\[ \phi(L(\chi), \delta) = \chi(\delta) \to 0, \delta \to 0+ \]

and \( \chi(\delta) \to \infty, \delta \to \infty \), we conclude that the space \( L(\chi) = G(\psi) \) is separable ([22], p. 150.) But we will prove further (in the section 4) that the space \( G(\psi) \) are non-separable.

3 Norm’s absolute continuity.

We will say that the function \( f \in G(\psi), \psi \in U\Psi \) has absolute continue norm and write \( f \in GA(\psi) \), if

\[ \lim_{\delta \to 0} \sup_{A, \mu(A) \leq \delta} \| f I_A \| G(\psi) = 0. \]

The subspaces \( GA(\psi), GB(\psi), G^0(\psi) \) are closed subspaces of space \( G(\psi) \).

**Theorem 3.** Let \( \psi \in U\Psi \). Then

\[ G^0(\psi) = GB(\psi) = GA(\psi). \]

For example, if \( \min(\alpha, |\beta|) > 0, 1 \leq a < b \leq \infty \), then

\[ G^0(a, b; \alpha, \beta) = GB(a, b; \alpha, \beta) = GA(a, b; \alpha, \beta). \]

**Proof.** The inclusions \( GB \subset GA, GA \subset G^0 \) are obvious. Let now \( f \in G^0 \); for simplicity we will suppose \( b < \infty, \mu(X) = 1 \). Then \( \lim_{p \to b^-} |f|^p / \psi(p) = 0 \). Let \( \epsilon > 0 \). We have: \( \| f I(|f| \geq N) \| G \leq \]

\[ \sup_{p \in [1, b-\delta]} |f I(|f| \geq N)|_p / \psi(p) + \sup_{p \in (b-\delta, b)} |f|^p / \psi(p) = \Sigma_1 + \Sigma_2; \]

\[ \Sigma_2 \leq \sup_{p \in (b-\delta, b)} |f|^p / \psi(p) \leq \epsilon / 2 \]

for some \( \delta \in (0, b) \) by virtue of condition \( f \in G^0 \).

Further, there exists a value \( N \geq 1 \) such that

\[ \Sigma_1 \leq C |f I(|f| \geq N)|_{b-\delta} \leq \epsilon / 2 \]

as long as \( f \in L_{b-\delta} \). Following, \( f \in GB \); thus \( G^0 \subset GB \).
Now we prove the inverse embedding. Let \( f \in GB, \epsilon > 0. \) Then \( \exists g, \sup_x |g(x)| = B < \infty, \forall p \in [1, b) \Rightarrow |f - g|_p/\psi(p) < \epsilon/2, \)

\[
|f|_p \leq |g|_p + 0.5\epsilon\psi(p), \ p \in [1, b);
|f|_p/\psi(p) \leq |g|_p/\psi(p) + 0.5\epsilon < 0.5\epsilon + 0.5\epsilon \leq \epsilon, \ |p - b| < \delta
\]

for sufficiently small value \( \delta. \) Theorem 3 is proved.

We investigate here the sufficient condition for the convergence

\[
||f_n - f_\infty||G(\psi) \to 0, \ n \to \infty. \quad (3.1)
\]

Assume at first that (the necessary condition)

A. \( \forall p \in (a, b) \ |f_n - f_\infty|_p \to 0, \ n \to \infty. \)

**Theorem 4.** Let \( f_n, f_\infty \in G(\psi). \) Assume that (in addition to the condition A)

B. \( \exists \psi_2(\cdot) \in U\Psi, \ \psi << \psi_2, \) such that

\[
\sup_{n \leq \infty} ||f_n||G(\psi_2) < \infty.
\]

Then the convergence \((3.1)\) holds.

**Proof.** We need use the following auxiliary well-known facts.

1. Let \( 1 \leq a < b \leq (1, \infty). \) We assert that

\[
\sup_{p \in (a, b)} |f|_p < \infty \iff \max(|f|_a, |f|_b) < \infty.
\]

This proposition follows from the formula

\[
|f|_p^p = p \int_0^\infty z^{p-1}T(f, z)dz,
\]

Tchebychev’s inequality and Fatou’s lemma.

2. Let \( 1 \leq p(1) \leq p \leq p(2) < \infty, \max(|f|_{p(1)}, |f|_{p(2)}) < \infty. \) Then \( |f|_p \leq \)

\[
|f|_{p(1)}^{(p(2)-p)/(p(2)-p(1))} \cdot |f|_{p(2)}^{(p-p(1))/(p(2)-p(1))} \overset{def}{=} Z(p, p(1), p(2); |f|_{p(1)}, |f|_{p(2)}).
\]

Proposition 2 follows from Hölder’s inequality.

It is sufficient to investigate the case \( b < \infty; \) another cases may be proved analogously. Consider the norm

\[
\Sigma \overset{def}{=} ||f_n - f_\infty||G(\psi) = \sup_{p \in (a, b)} |f_n - f_\infty|_p/\psi(p).
\]

Let \( \epsilon = const > 0. \) We have: \( \Sigma \leq \Sigma_1 + \Sigma_2 + \Sigma_3, \) where \( \Sigma_1 =

\[
\sup_{p \in (a, a+\delta)} |f_n - f_\infty|_p/\psi(p) \leq \sup_p [||f_n - f_\infty|_p/\psi_2(p)| \cdot \sup_{p \in (a, a+\delta)} \psi(p)/\psi_2(p) \leq C(a, \delta) < \epsilon/3,
\]

if \( \delta = \delta(\epsilon) \) is sufficiently small. Further, \( \Sigma_3 =

\[
\sup_{p \in (b-\delta, b)} [||f_n - f_\infty|_p/\psi_2(p)| \cdot \sup_{p \in (b-\delta, b)} [\psi(p)/\psi_2(\delta)] \leq C(b, \delta) < \epsilon/3.
\]
Finally, $\Sigma_2 \leq$
\[
\sup_{p \in (a+\delta, b-\delta)} |f_p/\psi(p) - CZ(p, a+\delta, b-\delta)| = C Z(p, a + \delta, b - \delta, |f_n - f_\infty|_{a+\delta}, |f_n - f_\infty|_{b-\delta}) < \epsilon/3 \text{ for sufficiently large values } n.
\]

Analogously may be proved the following assertion about the $G(\psi)$ convergence.

**Lemma 3.** If the sequence of functions $\{f_n(\cdot)\}$ converges in all the $L_\mu$ norms:
\[
\forall p \in (a, b) \Rightarrow \lim_{n \to \infty} |f_n - f_\infty|_p = 0
\]
and has a uniform absolute continuous norms in the $G(\psi)$ space:
\[
\lim_{\delta \to 0^+} \sup_{n \leq A, |\mu(A)| \leq \delta} \sup_\delta |f_n I(A)| G(\psi) = 0,
\]
then $|f_n - f_\infty| G(\psi) \to 0, n \to \infty$.

**Theorem 5.** Let $\psi \in U \Psi$. We assert that $||f|| G/\Gamma = ||f|| G/\Gamma A = ||f|| G/\Gamma B = \inf_{g \in GB} ||f - g|| G = \lim_{\delta \to 0^+} \sup_{A, |\mu(A)| \leq \delta} ||f I(A)|| G$.

*Here the notation $G/\Gamma A$ denotes the factor - space.*

**Proof.** Suppose for simplicity $b \in (1, \infty)$, $\mu(X) = 1, G = G(\psi), \psi(a + 0) < \infty, \psi(b - 0) = \infty; f \in G \setminus G^o$. Put
\[
\gamma = \lim_{\delta \to 0^+} \sup_{A, |\mu(A)| \leq \delta} ||f I(A)|| G > 0.
\]

Let also $g = g(x)$ be a measurable bounded function: $\sup_x |g(x)| = B \in (0, \infty); k = const \geq 2$. We conclude using the elementary inequality: $X \geq k Y > 0, k > 2, Y \leq B = const \Rightarrow$
\[
\frac{(X - Y)^p}{X^p - B^p} \geq \frac{(k - 1)^p}{k^p - 1} ;
\]
\[
||f - g|| G \geq \sup_{p \in [1, k]} \left[ \int_{\{x: |f(x)| > k |g(x)|\}} |f(x) - g(x)|^p \mu(dx) \right]^{1/p} / \psi(p) \geq \lim_{p \to k^+} \left[ \int_{\{|f(x)| \geq k B\}} (k - 1)^p (k^p - 1)^{-1} (|f|^p - B^p) \mu(dx) \right]^{1/p} / \psi(p) \geq (k - 1)(k - 1)^{-1/b} \lim_{\delta \to 0^+} ||f I(A)|| G = (k - 1)(k - 1)^{-1/b} \gamma.
\]
Since the value of $k$ is arbitrary, it follows from the last inequality that $||f - g|| G \geq \gamma; this proves that $\inf_{g \in GB} ||f - g|| G \geq \gamma; the inverse inequality is evident.

**4 Non - separability.**

Recall that $\psi(a + 0) = \infty$ or $\psi(b - 0) = \infty$.

**Theorem 6.** The spaces $G(\psi), \psi \in U \Psi$ are non - separable.

**Proof.** The assertion of theorem 6 is trivial if the metric space $(\Sigma, \rho(A, B))$, $\rho(A, B) = \arctan(\mu(AB))$ is non - separable. Therefore by virtue of Rockling’s theorem we can suppose the space $X$ is equipped by the distance
Let \( d = d(x_1, x_2) \) such that the space \( (X, d) \) is complete and separable, the measure \( \mu \) is Borelian and diffuse.

Conversely, assume that the space \( G(\psi) \) is separable. Let \( \{u_n(x)\} \) be a enumerable dense subset of \( G(\psi) \). By virtue of Lusin’s and Prokhorov’s theorems we conclude that there exists a compact subset \( Y \) of \( X \) with \( \mu(Y) > 0 \) such that on the subspace \( Y \) all the functions \( u_n(x) \) are continuous. We consider now the space \( G(Y, \psi) \). The functions \( \{u_n(x)\}, x \in Y \) belong to the space \( G_Y^\psi(\psi) \). Let \( w(x), x \in Y \), be some function from the space \( G_Y(\psi) \setminus G_Y^\psi(\psi) \) and define \( w(x) = 0, \ x \in X \setminus Y \). We get:

\[
\inf_n \|w - u_n\|_{G^X} \geq \inf_n \|w - u_n\|_{G^Y} \geq \inf_{g \in GB_Y} \|w - g\|_{G^Y} > 0,
\]
in contradiction. This completes the proof of theorem 3.

Our proof of theorem 3 is the same as proof of non-separability of Orlicz’s spaces ([1], p. 103; [2], p. 127).

5 Adjoint spaces.

The complete description of spaces conjugated to \( \cap_p L_p \), see in [3], [4]. The spaces which are conjugate to Orlicz’s spaces are described in [2], p. 128 - 132. The structure of spaces \( G^*(\psi) \) is analogous.

It is easy to verify that the structure of linear continuous functionals over the space \( G^0(\psi) = GA = GB \) is follows: \( \forall f \in G^0(\psi) \Rightarrow \exists g : X \to R, \)

\[
l(f) = \int_X f(x) g(x) \mu(dx).
\]

We investigate here only some necessary conditions for the inclusion \( g \in G^*(\psi) \). Notation: \( l_g(f) = \int_X f(x) g(x) \mu(dx) \). Note at first that if \( \psi \in U\Psi(a, b), \ q \in (b/(b - 1), a/(a - 1)) \) and \( g \in L^q \), then \( g \in G^*(\psi) \).

**Theorem 7.** If \( g \in G^* \), then \( \exists K = K(g) < \infty \Rightarrow \)

\[
\forall z > 0 \Rightarrow \int^\infty_z T(g, u)du \leq K\phi(G, T(g, z)).
\]

**Proof.** Let \( l_g \in G^* \). It follows from uniform boundedness principle that \( \forall f \in G \Rightarrow \)

\[
|l_g(f)| = \left| \int_X f(x) g(x) \mu(dx) \right| \leq K\|f\|_G.
\]

Put \( f = I_A(x), A \in \Sigma, A = \{x : |g(x)| > z\}, z > 0 \); then

\[
\int^\infty_z T(g, u)du = \int_X |g(x)| I(|g(x)| > z) \mu(dx) \leq K\phi_G(T(g, z)).
\]

Let now \( \psi \in U\Psi, \ supp \psi = (a, b), b < \infty \). Introduce the following \( N \) – Orlicz function

\[
N_\psi(u) = \sup_{p \in (a, b)} \left[ |u|^p \psi^{-p}(p) \right],
\]
then the following implication holds:

\[
\exists \epsilon > 0 \int_X N\psi(\epsilon f) \mu(dx) < \infty \Rightarrow f \in G(\psi).
\]
Therefore, the Orlicz’s space \(Or(N, X, \mu)\) is subspace of \(G(\psi)\). Following,
\[
(G(\psi))^* \subset (L(N_\psi))^*.
\]
Since the function \(N_\psi(u)\) satisfies the \(\Delta_2\) condition, the adjoint space \((L(H_\psi))^*\) may be described as a new Orlicz’s space, namely
\[
(L(N_\psi))^* = L(\Phi_\psi), \quad \Phi_\psi(u) = \sup_{z \in R}(uz - N_\psi).
\]
Thus, we obtained: \(\psi \in U\Psi(a, b), \quad 1 \leq a < b < \infty \Rightarrow \)
\[
(G(\psi))^* \subset L(\Phi_\psi).
\]

6 Tail behavior.

Let \(f \in G(\psi), \quad \psi \in U\Psi(a, b), \quad b \leq \infty\). It follows from Tchebychev’s inequality that
\[
T(f, u) \leq \inf_{p \in (a, b)} \left[||f||^p/\psi(p)/u^p\right], \quad u > 0.
\]
Conversely,
\[
||f||^p_p = p \int_0^\infty u^{p-1}T(f, u)du, \quad p \geq 1;
\]
therefore
\[
||f||G(\psi) = \sup_{p \in \supp \psi} \left[p \left[\int_0^\infty u^{p-1}T(f, u) \, du\right]^{1/p} / \psi(p)\right].
\]
In the particular case the spaces \(G(a, b; \alpha, \beta)\) we obtain after simple calculations:

**Theorem 8. A.** Let \(f \in G(a, b; \alpha, \beta), \quad 1 \leq a < b < \infty\). Then
\[
u \in (0, 1/2) \Rightarrow T(f, u) \leq C_1(a, b, \alpha, \beta) \log u|^{\alpha}u^{-a}; \quad (5.1)
\]
\[
u \geq 2 \Rightarrow T(f, u) \leq C_2(a, b, \alpha, \beta)(\log u)^{b}u^{-b}. \quad (5.2)
\]

**B. Conversely, suppose** \(\exists a, b, \quad 1 \leq a < b < \infty, \gamma, \tau \geq 0, C_j > 0\) such that
\[
T(f, u) \leq C_1|\log u|^{\gamma}u^{-a}, \quad u \in (0, 1/2); \quad T(f, u) \leq C_2(\log u)^{\tau}u^{-b}, \quad u \geq 2.
\]
*Then* \(f \in G(a, b; \gamma + 1, \tau + 1)\).

**C. Let now** \(f \in G(a, \infty; \alpha, -\beta), \quad \beta > 0\). We propose that
\[
T(f, u) \leq C_1|\log u|^{\alpha}u^{-a}, \quad u \in (0, 1/2),
\]
\[
T(f, u) \leq C_2 \exp\left(-C_3u^{1/\beta}\right), \quad u \geq 1/2;
\]

**D. Conversely, if** \(\exists a \geq 1, \beta > 0, \gamma \geq 0,
\]
\[
T(f, u) \leq C_1|\log u|^{\gamma}u^{-a}, \quad u \in (0, 1/2), a = \text{const} > 0, \gamma \geq 0,
\]
\[
T(f, u) \leq C_2 \exp\left(-C_3u^{1/\beta}\right), \quad \beta > 0,
\]
*then* \(f \in G(a, \infty; \gamma + 1, -\beta)\).

Note in addition that at \(\min(\alpha, \beta) > 0, b < \infty\)
\[
T(f, u) \sim C_1|\log u|^{\alpha}u^{-a}, \quad u \to 0+ \Leftrightarrow |f|_p \sim C_2(p - a)^{-a}, p \to a + 0;
\]

\[
T(f, u) \sim C_1|\log u|^{\alpha}u^{-a}, \quad u \to \infty \Leftrightarrow |f|_p \sim C_2(p - a)^{-a}, p \to a + 0;
\]

\[
T(f, u) \sim C_1|\log u|^{\alpha}u^{-a}, \quad u \to \infty \Leftrightarrow |f|_p \sim C_2(p - a)^{-a}, p \to a + 0;
\]
\[ T(f, u) \sim C_3 |\log u|^{b_\beta} u^{-b}, \quad u \to \infty \Leftrightarrow |f|_p \sim C_4 (b - p)^{-\beta}, \quad p \to b - 0 \]

(Richter’s theorem).

Despite the well-known Richter’s theorem, we can show that both the inequalities (5.1) and (5.2) are exact. Let us consider the following examples.

**Example 5.1.** Let \( \mu(X) = 1 \), i.e. \( (X, \Sigma, \mu) \) is a probability space and let \( \mu \) is diffuse. Consider the (measurable) discrete-valued function \( f: X \to \mathbb{R} \) such that

\[
\mu \{ x : f(x) = \exp(\exp(k)) \} = C \exp(\beta bk - b \exp k), \quad k = 1, 2, \ldots ;
\]

\[
1/C = \sum_{k=1}^{\infty} \exp(\beta bk - b \exp k),
\]

and denote \( \gamma = \beta b \), \( a(k) = a(k, \gamma, \epsilon) = \exp(k \gamma - \epsilon \exp(k)) \),

\[
\epsilon = b - p \to 0^+, \quad k(0) \overset{\text{def}}{=} \lceil \log(\gamma/\epsilon) \rceil, \quad x(k) = \exp(\exp(k)),
\]

here \( \lceil z \rceil \) denotes the integer part of \( z \). We get:

\[
W(\epsilon) \overset{\text{def}}{=} C^{-1} |f|_p^p = \sum_{k=1}^{\infty} a(k, \gamma, \epsilon) \geq C_2 a(k(0), \gamma, \epsilon) \geq C_3 (b - p)^{-b_\beta},
\]

therefore \( |f|_p \geq C_4 (b - p)^{-\beta} \).

On the other hand, we have at \( k > k(0) \) and \( k < k(0) \) correspondently

\[
a(k + 1)/a(k) < \exp(\gamma(e - 2)) < 1, \quad a(k - 1)/a(k) < \exp(-\gamma/\epsilon) < 1,
\]

hence

\[
W(\epsilon) \leq C_3 a(k(0), \gamma, \epsilon) \leq C e^{-p \beta},
\]

following \( |f|_p \leq C_5 (b - p)^{-\beta}, \quad p \in (1, b) \). Thus \( f \in G(1, b, 0, \beta) \). However,

\[
T(|f|, x(k)) > C \exp(b \beta k - b \exp k) = C (\log x(k))^{b_\beta} x(k)^{-b}.
\]

(we used the discrete analog of saddle-point method).

**Example 5.2.** Let \( X = R^1_+, \mu(dx) = dx, Q(k) = \exp(aa k + a \exp(k)), \quad a = \text{const} \geq 1, \quad S(k) = \sum_{l=1}^{k} Q(l), \quad b \in (a, \infty), \)

\[
g(x) = \sum_{k=1}^{\infty} \exp(-\exp(k)) I(x \in (S(k - 1), S(k)]),
\]

\[
u(k) = \exp(-\exp(k)). \]

We obtain analogously to the example 5.1:

\[ p \in (a, b) \Rightarrow |g|_p \asymp (p - a)^{-\alpha}, \]

but

\[ T(g, u(k)) \geq C(a, b, \alpha) |\log u(k)|^{a\alpha} u(k)^{-a}. \]
7 Fourier’s transform.

In this section we investigate the boundedness of certain Fourier’s operators, convergence and divergence Fourier’s series and transforms in $G(\psi)$ spaces. Let $X = [-\pi, \pi]$ or $X = \mathbb{R} = (-\infty, \infty)$, $\mu(dx) = dx$, $c(n) = c(n, f) = \int_{-\pi}^{\pi} \exp(inx)f(x)dx, n = 0, \pm 1, \pm 2 \ldots$; $2\pi s_M[f](x) = \sum_{\{n:|n|\leq M\}} c(n) \exp(-inx)$, $s^*[f] = \sup_{M \geq 1} |s_M[f]|$,

$$F[f](x) = \lim_{M \to \infty} \int_{-M}^{M} \exp(itx)f(t)dt,$$

$$F^*[f](x) = \sup_{M > 0} \int_{-M}^{M} \exp(itx)f(t)dt,$$

$$S_M[f](x) = (2\pi)^{-1} \int_{-M}^{M} \exp(-itx)F[f](t)dt,$$

$$S^*[f](x) = \sup_{M > 0} |S_M[f](x)|.$$

Recall that if $f \in L_p(R), p \in [1,2]$, then operators $F, F^*$ are well defined; for the values $p > 1$, $f \in L_p$ are well defined the operators $s_M, s^*, S_M, S^*$.

We introduce also for arbitrary $\psi(\cdot) \in U\Psi$, $supp \psi \supset (1,2)$, $\psi_1(p) = \psi(p/(p-1))$, for $s = const \in (1, \infty), \psi(\cdot) \in U\psi$, $supp \psi \supset (1, s)$

$$\psi_s(p) = \psi(sp/(s - p)); p = \infty \Rightarrow p/(p - 1) = +\infty;$$

for $\psi \in U\Psi$, $supp \psi \supset [1, s/(s - 1)]$,

$$\psi_s(p) = \psi[ps/(s - 1)/(p + s/(s - 1))].$$

Let $\lambda, \gamma = const \geq 0$; we denote for $\psi \in U\Psi(1, \infty)$

$$\psi_{\lambda,\gamma}(p) = p^{\lambda+\gamma}\psi(p) (p - 1)^{-\gamma}.$$  

It is easy to verify that if $\psi \in EX\Psi$, then $\psi_{\lambda,\gamma} \in EX\Psi$.

Let $X, Y$ be a two Banach spaces and let $F: X \to Y$ be a operator (not necessary linear or sublinear) defined on the space $X$ with values in $Y$. The operator $F$ is said to be bounded from the space $X$ into the space $Y$, notation:

$$||F||[X \to Y] < \infty,$$

if for arbitrary $f \in X \Rightarrow ||F[f]||[Y] \leq C \cdot ||f||[X]$.

**Theorem 9.** Let $\psi \in U\Psi, (1,2] \subset supp \psi$. The operator $F$ is bounded from the space $G(\psi)$ into the space $G(\psi_1)$:

$$||F||[G(\psi) \to G(\psi_1)] < \infty.$$

**Proof.** We will use the classical result of Hardy - Littlewood - Young:

$$|F[f]|_{p/(p-1)} \leq C|f|_p, p \in (1,2].$$

Here $C$ is an absolute constant.
If \( f \in G(\psi) \), then \(|f|_p \leq ||f||G \cdot \psi(p)\), therefore

\[
|F[f]|_p \leq \psi(p/(p-1)) \; ||f||G(\psi) = \psi_1(p) \; ||f||G(\psi).
\]

**Theorem 10.** Let \( X = [-\pi, \pi], \psi \in U\Psi, \text{supp } \psi \supset (1, \infty) \). We assert that

\[
\sup_{M \geq 1} ||s_M||[G(\psi) \rightarrow G(\psi_{1,1})] < \infty.
\]

**Proof.** Now we use the well-known result of M. Riesz:

\[
||s_M[f]||[L_p \rightarrow L_p] \leq Cp^2/(p-1), \; p \in (1, \infty).
\]

with absolute constant C. If \( f \in G(\psi) \), then \(|f|_p \leq \psi(p)||f||G(\psi), \; s_M|_p \leq Cp^2|f||G(\psi)/(p-1) = C||f||G(\psi) \cdot \psi_1(p).
\]

**Corollary 3.** Assume in addition to the conditions of theorem 10 that \( \text{supp } \psi \subset (a, b) \) for some \( a = \text{const} > 1, a < b = \text{const} < \infty \). Then

\[
\psi_{1,1}(p) \asymp \psi(p), \; p \in (a, b).
\]

Therefore, in this case

\[
\sup_{M \geq 1} ||s_M||[G(\psi) \rightarrow G(\psi)] < \infty.
\]

However, this assertion does not means that \( \forall f \in G(\psi) \Rightarrow \lim_{M \rightarrow \infty} ||s_M[f] - f||G(\psi) = 0; \)

see counterexamples further. If \( \nu(\cdot) \in U\Psi, \; \nu \ll \psi_{1,1}, f \in G(\psi), \) then

\[
\lim_{M \rightarrow \infty} ||s_M[f] - f||G(\nu) = 0,
\]

i.e. the sequence \( s_M[f] \) convergent to the function \( f \) in the \( G(\nu) \) sense.

At the same assertion is true if \( f \in G^0(\psi) \).

The assertion analogous to the assertion of theorem 10 is true for the maximal Fourier’s operator \( s^* \), Fourier transform \( S_M \) and maximal Fourier transform \( S^* \) etc.

Namely, in [13], p. 163 is proved that \( \forall f \in L_p, p \in (1, 2) \; |F^*[f]|_p \leq Cp^t(p - 1)^{-2}|f|_p \). Following,

\[
||F^*[G(\psi) \rightarrow G(\psi_{2,2})] < \infty.
\]

Let us show the exactness of theorem 9. Let \( f(x) = f_{a,b}(x) = |x|^{-1/b}, |x| \in (0, 1); f(x) = |x|^{-1/a}, |x| \geq 1; G = G(a, b; 1/a, 1/b), G' = G(b/(b-1), a/(a-1)); \) then \( f \in G \). It is easy to calculate that \( F[f_{a,b}](t) \asymp f_{b/(b-1), a/(a-1)}(t), \; t \in R, \) so

\[
F[f_{a,b}] \in G' \setminus G^{/0}.
\]

This example is true even in the case \( a = 1; \) then \( a/(a-1) + \infty \).

For the Fourier series \( \sum_n c(n) \exp(inx) \) it is well known (on the basis of Riesz’s theorem) that

\[
f \in L_p[-\pi, \pi], \exists p > 1 \Rightarrow \lim_{M \rightarrow \infty} |s_M[f] - f|_p = 0.
\]
This fact is true also in the Orlicz’s spaces with $N-$ function satisfying the so-called $\Delta_2 \cap \nabla_2$ conditions ([6], p. 196 - 197). Conversely, in the exponential Orlicz’s spaces there exist a functions $f$, belonging to this spaces but such that Fourier series (or integrals) does not convergent to $f$ in the Orlicz’s norm sense [5]. Analogously, this effect appears in $G(\psi)$ spaces.

**Lemma 4.** Let $\psi \in EX\Psi, X = [-\pi, \pi]$. There exists a function $f \in G(\psi)$ for which the Fourier series does not convergence in $G(\psi)$ norm to the function $f$.

**Proof.** Since $\psi \in EX\Psi$, there exists a function $f : X \to R$ for which $f_p \approx \psi(p), p \in (a, b)$; then $f \in G \setminus G^0(\psi)$. Assume conversely, i.e.

$$\lim_{M \to \infty} ||s_M[f] - f||_{G(\psi)} = 0.$$ 

Since the trigonometrical system is bounded, this means that $f \in G^0$, in contradiction.

8 Martingales.

Let $(f_n, F_n)$ be a martingale, i.e. a monotonically non-decreasing sequence of $F_n$ - sigma - subalgebras $\Sigma$ and $F_n$ measurable functions $f_n$ such that $E f_{n+1}/F_n = f_n$.

In this section we will use the probabilistic notations

$$E f = \int_X f(x) \mu(dx), \ |f|_p = E^{1/p}|f|^p$$

and notation $Ef/F$ for the conditional expectation.

The $L_p$ theory of conditional expectations and theory of martingales in the case $\mu(X) = \infty$ and some applications see, for example, in the book [7], pp. 330 - 347.

The Orlicz’s norm estimates for martingales are used in moderne non-parametrical statistics, for example, in the so-called regression problem ([10], [11], [12]) etc. Namely, let us consider the following problem. Given: the observation of a view

$$\xi(i) = g(z(i)) + \epsilon(i), \ i = 1, 2, \ldots,$$

where $g(\cdot)$ is inunknown estimated function, $\{\epsilon(i)\}$ is the errors of measurements and may be an independent random variables or martingal differences, $\{z(i)\}$ is some dense set in a metric space $(Z, \rho)$ with Borel measure $\nu : z(i) \in Z$.

Let $\{\phi_k(z)\}$ be some complete orthonormal sequence of functions, for example, classical trigonometrical sequence, Legengre or Hermit polynomials etc. Put

$$c_k(n) = n^{-1} \sum_{i=1}^{n} \phi_k(z(i)), \ \tau(N) = \tau(N, n) = \sum_{k=N+1}^{2N} (c_k(n))^2,$$

$$M = \arg\min_{n \in [1, n/3]} \tau(N), \ f_n(z) = \sum_{k=1}^{M} c_k(n)\phi_k(z).$$

By the investigation of confidence interval for $||f_n - f||$ are used the exponential bounds for polynomial martingales.
The next facts about martingales in the unbounded case \( \mu(X) = \infty \) either there are in [7], p. 347 - 351, or are simple generalization of classical results in the case \( \mu(X) = 1 \) ([8], [9]).

1. Let the martingale \( (f_n, F_n) \) be a non-negative, \( c, d = \text{const}, 0 < c < d < \infty \) and let for some \( p \geq 1 \) \( \sup_n |f_n|_p < \infty \). Denote by \( \nu = \nu(c,d) \) the number of upcrossing of interval \((c,d)\) by the (random) sequence \( \{f_n\} \). Then

\[
E\nu \leq (d - c)^{-p} \left[ 2^{p-1} \sup_n |f_n|_p^{p} + 2^{p-1}c^{p} + (d - c)^{p} \right].
\]

2. Almost everywhere convergence. If for some \( p \geq 1 \) \( \sup_n |f_n|_p < \infty \), then \( \exists f_{\infty}(x) = \lim_{n \to \infty} f_n(x) \) (mod \( \mu \)), \( |f_{\infty}|_p < \infty \).

3. Convergence in \( L_p \) norms. If \( \exists p > 1 \Rightarrow \sup_n |f_n|_p < \infty \), then

\[
\lim_{n \to \infty} |f_n - f_{\infty}|_p = 0.
\]

4. Doob’s inequality: \( p > 1 \Rightarrow \)

\[
p > 1 \Rightarrow \sup_n f_n \leq \sup_n \|f_n\|_p^{p}/(p - 1).
\]

In the bounded case \( \mu(X) = 1 \) the convergence of martingale (mod \( \mu \)) is true under (sufficient) condition \( \sup_n |f_n|_1 < \infty \); let us show here that in unbounded case (\( \mu(X) = \infty \)) our condition is unimproved. Namely, we consider the sequence of independent identically distributed functions \( h_j = h_j(x) \) such that for some \( p \geq 1 \)

\[
|h_j|_p < \infty; \ \forall s \neq p, s \geq 1 \Rightarrow |h_j|_s = \infty.
\]

Put

\[
f_n(x) = \sum_{j=1}^{n} 2^{-j} h_j(x), \quad F_n = \sigma\{h_j, j \leq n\};
\]

then the convergence \( f_n(\cdot) \) (mod \( \mu \)) is true, despite \( \forall s \neq p \ |f_n|_s = \infty \).

It is proved in the book [10], p. 252, see also [11] that if in some Orlicz’s space \( Or(X, \Sigma, \mu; N) = Or(N) \), with \( \mu(X) = 1 \) and with the \( N - \text{Orlicz’s function} \) satisfying \( \Delta_2 \cap \nabla_2 \) condition the martingale \( \{f_n\} \) is bounded:

\[
\sup_n \|f_n\|_{Or(N)} < \infty,
\]

then the martingale \( \{f_n\} \) convergent in the correspondent Orlicz’s norm:

\[
\lim_{n \to \infty} \|f_n - f_{\infty}\|_{Or(N)} = 0.
\]

In the article [12] is showed that in the exponential Orlicz’s spaces \( Or(N) \) the \( Or(N) \) bounded martingale may divergent. Let us prove that in the \( Or(N) \) spaces is the same case.

**Lemma 5.** Let \( \psi \in EX\Psi \), so that \( \psi(p) \propto |f|_p \), and let the \( \sigma \) - algebra \( \sigma(f) \) be an union of finite \( \sigma \) - algebras:

\[
\sigma(f) = \cup_{n=1}^{\infty} \sigma_n, \ \text{card}(\sigma_n) < \infty
\]

with finite subsets:

\[
\forall A \in \sigma_n, A \neq X \Rightarrow \mu(A) < \infty.
\]
Then there exists a bounded but divergent in $G(\psi)$ - sense martingale

$$(f_n, F_n): \sup_n ||f_n||G(\psi) < \infty, \overline{\lim}_{n \to \infty} ||f_n - f_\infty||G(\psi) > 0.$$ 

**Proof.** Let us consider some function $f \in G(\psi) \setminus G^0(\psi)$. Put $F_n = \sigma_n, f_n = \text{Ef}/\text{Fr}$; then $(f_n, F_n)$ is a (regular) bounded martingale:

$$\sup_n ||f_n||G = \sup_{p \in (a, b)} |f_n|_p/\psi(p) \leq \sup_{p \in (a, b)} |f|_p/\psi(p) = ||f||G < \infty;$$

we used the Jensen inequality $|f_n|_p \leq |f|_p$.

Since the sigma-algebras $\sigma_n$ are finite, $f_n \in G^0(\psi)$. Suppose $||f_n - f||G \to 0, n \to \infty$, then $f \in G^0$, in contradiction with choosing $f$.

**Theorem 11.** Let $(f_n, F_n)$ be a martingale, $\psi \in U\Psi$,

$$\sup_n ||f_n||G(\psi) < \infty.$$ 

Then

A. $\sup_n ||f_n||G(\psi_{0,1}) < \infty$.

Assume in addition that $\text{supp} \psi = (a, b), 1 < a < b \leq \infty$. Then $\forall \nu \in U(\psi), \nu << \psi_{0,1}$$

B. $\lim_{n \to \infty} ||f_n - f_\infty||G(\nu) = 0$.

**Proof** use the Doob’s inequality and is the same as in theorem 8 and may be omitted.

For example, let $(f_n, F_n)$ be a martingale, $1 \leq a < b \leq \infty, \sup_n ||f_n||G(a, b; \alpha, \beta) < \infty$. Then in the case $a > 1$ is true the following implication

$$\sup_n ||f_n||G(a, b; \alpha, \beta) < \infty; \forall \Delta > 0 \Rightarrow$$

$$\lim_{n \to \infty} ||f_n - f_\infty||G(a, b; \alpha + \Delta, \beta + \Delta[I(b < \infty) - I(b = \infty)]) = 0;$$

if $a = 1$, then

$$\sup_n ||f_n||G(1, b; \alpha + 1, \beta) < \infty; \forall \Delta > 0 \Rightarrow$$

$$\lim_{n \to \infty} ||f_n - f_\infty||G(1, b; \alpha + 1 + \Delta, \beta + \Delta[I(b < \infty) - I(b = \infty)]) = 0.$$ 

It is clear that the convergence $f_n \to f_\infty$ in the norm $G(a, b; \alpha, \beta)$ is true also in the case $f_\infty \in G^0(a, b; \alpha, \beta)$.

9 Operators.

In this section we assume that there is a measurable space $(X, \Sigma, \mu)$ and $Q$ is an operator not necessary linear or sublinear defined on the set $\cap_{p \in (a, b)} L_p(X, \mu), 1 \leq a = \text{const} < b = \text{const} \leq \infty$ and taking values in the set $\cap_{p \in (c, d)} L_p(X, \mu)$. We will investigate the problem of boundedness of operator $Q$ from some space $G(X, \psi)$ into some another space $G(X, \nu)$.

The case of Orlicz spaces and certain singular operators was consider in many publications; see, for example, [18], [19], [20].
At first we consider the regular operators.

1. Define a multiplicative operator

\[ Q_f[g](x) = f(x) \cdot g(x). \]

Assume that \( f \in L_s \) for some \( s = \text{const} > 1 \) and denote \( t = t(s) = s/(s - 1) \). As long as

\[ |Q_f[g]|_r \leq |f|_s \cdot |g|_{rt/(r+t)}, \quad r < s, \]

we conclude: if \( \text{supp} \psi \supset (t(s), \infty) \), then

\[ ||Q_f||[G(\psi) \to G(\psi(s))] < |f|_s, \quad \psi(s)(p) = \psi(ps/(s - p)). \]

2. We consider now the convolution operator (again regular)

\[ \text{Con}_f[g](x) = f \ast g(x) = \int_X g(xy^{-1}) f(y) \mu(dy), \]

where \( X \) is unimodular Lie’s group, \( \mu \) is its Haar measure. Assume that \( f \in L_s(X, \mu) \) for some \( s = \text{const} > 1 \). Using the classical Young inequality

\[ |f \ast g|_r \leq C(r, s)|f|_s \cdot |g|_{rt/(r+t)}, \quad r > s, C(r, s) < 1, \]

we observe that

\[ ||\text{Con}_f||[G(\psi) \to (\psi(s))] \leq |f|_s. \]

For example, if \( \min(\alpha, \beta) > 0 \), then

\[ ||\text{Con}_f||[G(1, \infty; \alpha, -\beta) \to G(s, \infty; \alpha, 0)] \leq C(\alpha, \beta, s)|f|_s, \quad s > 1. \]

3. Finally we consider some classical singular operators. Assume that the operator \( Q \) satisfies the following condition: for some \( \lambda, \gamma = \text{const} \geq 0 \) and \( \forall \ p \in (1, \infty) \)

\[ |Q[f]|_p \leq C \cdot |f|_p \cdot p^{\lambda+\gamma}(p-1)^{-\gamma}. \quad (8.1) \]

There are many singular operators satisfying this condition, for instance, Hilbert’s operator: \( X = (-\pi, \pi) \) (or, analogously, \( X = R \)),

\[ H[f](x) = \lim_{\epsilon \to 0^+} H_\epsilon[f](x), \]

\[ H_\epsilon[f](x) = (2\pi)^{-1} \int_{|\epsilon| \leq |y| \leq \pi} [f(x - y)/\tan(y/2)]dy, \quad \lambda = \gamma = 1; \]

maximal Hilbert’s operator

\[ H^*[f](x) = \sup_{\epsilon \in (0,1)} |H_\epsilon[f](x)|, \quad \lambda = 1, \gamma = 2; \]

operators of Caldron - Zygmund: \( \lambda = \gamma = 1 \), Karlesson - Hunt: \( s^*, S^*; \lambda = 1, \gamma = 3; \)

maximal, in particular, maximal Fourier, operators, for example,

\[ Q[f](x) \overset{df}{=} \sup_{M > 0} \left| \int_R f(t)[\sin(M(x - t))/(x - t)] \ dt \right| : \lambda = \gamma = 2; \]

pseudodifferential operators ([15], p. 143): \( \lambda = 1 = \gamma \), oscillating operators ([14], p. 379 - 381) etc.
The following result is obvious.

**Theorem 12.** Let $\psi \in U\Psi, \text{supp} \psi = (1, \infty)$. Assume that the operator $Q$ satisfies the condition (8.1). Then

$$||Q|| [G(\psi) \to G(\psi, \gamma)] < \infty.$$ 

Let us consider examples. Assume again that the operator $Q$ satisfies the condition (8.1). Then $Q$ is bounded as operator from the space $G(a, b; \alpha, \beta)$ into the space $G(a, b; \alpha_1, \beta_1)$, where at $1 < a < b < \infty \Rightarrow \alpha_1 = \alpha, \beta_1 = \beta$; in the case $a = 1, b < \infty \Rightarrow \alpha_1 = \alpha + \gamma, \beta_1 = \beta$; if $a > 1, b = \infty$ then $\alpha_1 = \alpha, \beta_1 = \beta + \lambda$; ultimately, for $a = 1, b = \infty$ we obtain: $\alpha_1 = \alpha + \gamma, \beta_1 = \beta + \lambda$.

Now we show the exactness of estimations of theorem 12. Consider at first the singular Hilbert operator for the functions defined on the set $(-\pi, \pi)$.

Put now

$$f(x) = f_d(x) = \sum_{n=2}^{\infty} n^{-1} \log^d n \, \sin(nx), \, d \geq 0.$$ 

then (see [16], p. 184; [17], p. 116) $|f(x)| \asymp (2 + |\log(|x|)|)^d, \, |f|_p \asymp p^d, p \in [1, \infty), x \in [-\pi, \pi] \setminus \{0\}$;

$CH[f](x) = \sum_{n=2}^{\infty} n^{-1} \log^d n \, \cos(nx)$,

$H[f](x) \asymp (2 + |\log(|x|)|)^{d+1}, \, |H[f]|_p \asymp p^{d+1}$.

Considering the examples $d \in (0, 1), g = g_d(x) = \sum_{n=1}^{\infty} n^{d-1} \sin(nx), \, CH[g] = \sum_{n=1}^{\infty} n^{d-1} \cos(nx)$,

we can see that $|g(x)| \asymp |H[g](x)|, x \in R \setminus \{0\}$, and following $|g|_p \asymp |H[g]|_p, p \in (1, \infty)$.

We can built more general examples considering the functions of a view

$$f(x) = \sum_{n=2}^{\infty} n^{d-1} L(n) \, \sin(nx),$$

where $L(n)$ is some slowly varying as $n \to \infty$ function. See [17], p. 187 - 188.

The case of Hilbert's transform on the real axis is investigated analogously. Namely, consider the functions

$$f(x) = \int_{3}^{\infty} t^{d-1} \sin(tx) \, dt, \, d \in (0, 1),$$

then (see [17], p.117) $CH[f](x) = \int_{3}^{\infty} t^{d-1} \cos(tx) \, dt, \, |H[f](x)| \asymp |f(x)| \asymp f_{1/4,1}(x),$

following,

$$H[f](\cdot), f(\cdot) \in G \setminus G^\alpha(1, 1/d; 1, d).$$

Analogously, considering the example
\[ f(x) = \int_{3}^{\infty} t^{-1} \sin(tx) \, dt, \quad |f(x)| \asymp f_{\infty,1}(x), \]

for \( x \in \mathbb{R} \setminus \{0\} \), we observe that \(|H[f](x)| \asymp |\log |x||, \quad |x| \leq 1/2;\)

\[ f(\cdot) \in G \setminus G^o(1, \infty; 1, 0), \quad |CH[f](x)| \asymp |\log |x||, \quad x \to 0; \]

\[ |H[f](x)| \asymp |x|^{-1}, \quad |x| \geq 1/2, \]

so that \( H[f](\cdot) \in G \setminus G^o(1, \infty; 1, 1), \)
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In this article we introduce and investigate a new class of Banach spaces, so-called moment spaces, i.e. which are based on the classical $L(p)$ spaces, study their properties: separability, reflexivity, embedding theorems etc., and describe some applications to the theory of Fourier series and transform, theory of martingales, and singular integral operators.
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