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Abstract—Measuring customer experience on mobile data is of utmost importance for global mobile operators. The reference signal received power (RSRP) is one of the important indicators for current mobile network management, evaluation and monitoring. Radio data gathered through the minimization of drive test (MDT), a 3GPP standard technique, is commonly used for radio network analysis. Collecting MDT data in different geographical areas is inefficient and constrained by the terrain conditions and user presence, hence is not an adequate technique for dynamic radio environments. In this paper, we study a generative model for RSRP prediction, exploiting MDT data and a digital twin (DT), and propose a data-driven, two-tier neural network (NN) model. In the first tier, environmental information related to user equipment (UE), base stations (BS) and network key performance indicators (KPI) are extracted through a variational autoencoder (VAE). The second tier is designed as a likelihood model. Here, the environmental features and real MDT data features are adopted, formulating an integrated training process. On validation, our proposed model that uses real-world data demonstrates an accuracy improvement of about 20% or more compared with the empirical model and about 10% when compared with a fully connected prediction network.

Index Terms—RSRP, variational autoencoder, likelihood model, neural network

I. INTRODUCTION

The advent of the fifth-generation (5G) network provides a unique potential for UEs through three application themes namely enhanced mobile broadband (eMBB), ultra-reliable low-latency communications (URLLC) and massive machine-type communications (mMTC). These network advancements bring challenges to the complex heterogeneous radio access networks (RAN) and ultra-dense networks (UDN) such as BS deployment, radio coverage and capacity planning. Mobile network providers rely on a series of key performance indicators (KPIs) to understand, analyse and assess network performance for coverage and capacity. One of the KPIs for coverage analysis is signal strength - reference signal received power (RSRP). To measure RSRP values as well as other network metrics drive tests are usually performed. It requires significant human efforts, explicit hardware and substantial capital expenditure (CAPEX). Moreover, the measurements recorded via this method are limited. It only reflects network performance for a short period for a particular location that lacks comprehensive spatial-temporal data collection and assessment. To overcome the challenges for RSRP measurement using the drive test, the 3rd Generation Partnership Project (3GPP) in Release 9 introduced the Minimisation of Drive test (MDT) methodology. Here, radio measurements are collected using an individual’s mobile device that is logged into the network. Each UE feedback its network experience to the associated BS.

Generally, there are two approaches for predicting RSRP. The first is via the 3GPP standard-based empirical model. Based on field measurements from different terrain and scenarios, such as urban, rural, suburban, macro or microcells, it summarizes the propagation rules based on a large number of test values. Typical empirical-based path loss models as documented in 3GPP TR 38.901 [1]. Such modelling depicts the channel properties in a general and coarse way, which may not be accurate enough for specific environments. The second method is the data-driven approach. Instead of modelling the propagation model, the correlation between environmental features in an area and the corresponding RSRP values are directly estimated. This approach needs a large amount of historical RSRP data that could be obtained through MDT. However, data collected by MDT has the following issues (a) the signal strength between UE devices at the same location and time could differ more than ±6dB [2]. (b) Inaccurate location information for indoor UEs. (c) Some locations only contain limited data points due to imbalanced UE distribution. Estimating and predicting RSRP values from limited and inaccurate measurements leads to ineffective Quality of Service (QoS) analysis. Recently, efforts towards employing Artificial intelligence (AI) or machine learning (ML) techniques in RAN are progressing swiftly. One example is the introduction of the Radio Intelligence controller (RIC) module in the radio network architecture of Open RAN (O-RAN) [3]. ML-enabled algorithms provide feasible and accurate solutions to use cases such as intelligent coverage analysis, smart handover, load balancing, etc. In this work, we propose to use an ML model for RSRP prediction, which assists in assessing network coverage in the focused area.

This paper presents a generative model for accurate RSRP prediction based on a well-designed neural network (NN) architecture. We not only utilise the historical real data of RSRP but also consider the geographical statistics information. The correlation between geographical information and
RSRP distributions is then mapped through data compression. Regarding the extraction of environmental features, we construct images that can reflect the transmission environment from BS to UEs, using them as auxiliary training features of the RSRP prediction model. The BS-UE association modelling is accomplished by a modified digital twin (DT), while the process of feature extraction is completed by a variational autoencoder (VAE), with a convolutional neural network (CNN) as a backbone. Once the model is trained, the encoder of VAE serves as the environment feature extractor in this paper. The low-dimensional latent variables will be used as the environmental features to assist the RSRP prediction.

In regards to the RSRP prediction model, a multi-layer perception (MLP) trained in a supervised learning manner is applied. Due to changes in the transmission environment, the RSRP value recorded at each location is time-varying. From a statistical point of view, the RSRP values recorded at this location conform to a normal distribution. To estimate the normal distribution, the MLP model is designed as a likelihood model. It takes the output of the aforementioned encoder and BS-recorded features as inputs and outputs the mean and variance. The main contributions of this paper are summarised below:

- We propose a likelihood NN model for the RSRP prediction considering the distribution of real RSRP values.
- We propose to use a VAE to learn the environmental auxiliary features from the geographical map generated by a DT. This VAE can be trained offline separately, which does not affect the training efficiency of the likelihood model. The features are used to assist the training of the NN model.
- To the best of our knowledge, for the first time, a joint training prototype employing a two-tier neural network for radio coverage prediction is put forward, which benefit from both a digitized simulation model and real data.
- We validated the proposed model using real network data which illustrates superiority over the empirical model.

II. BACKGROUND

A. Empirical-based model

Empirical-based models are a set of models summarised from a large amount of measured data in different scenarios. The Log Distance Path Loss (LDPL) propagation model is the most representative one which has been adopted widely [4]. LDPL treats the power at location \( l_j \) as a log-normal random variable, depicts the relationship between the received power and BS to UE distance \( \| l_{BS} - l_j \|_2 \), which can be represented by:

\[
P(l_j) = P_0 - 10n_j \log_{10}(\| l_{BS} - l_j \|_2/d_0) + w_j
\]

where \( d_0 \) is the close-in reference distance which is determined from measurements close to the transmitter, \( n_j \) and \( w_j \) are adjustable coefficients determined by the propagation environment [5]. After delicate tuning and testing of these parameters, there are several standardised empirical models for propagation modelling that are largely used by academics as well as in industry such as the COST 231 Hata model [6], Okumura model [7], Walfisch-Ikegami model [8], WINNER II Propagation model, etc. However, in the presented work, classical ML techniques and a linear regression model have been employed on the real network data for network radio propagation assessment.

B. Data-driven approach

The data-driven approach aims to use the historical data of RSRP to analyze the relationship between RSRP and environmental changes over time and space, to achieve fine-grained, site-specific modelling. The intensive development of ML provides a powerful engine for this type of approach. For example, a random forest (RFs) based predictor considering a rich set of features that includes location, time, cell ID, device hardware and other features has been proposed in [4]. The paper demonstrates the benefits of using fewer measurements and achieving higher accuracy in real-world data sets. Ref [9] utilises a Regional Analysis to Infer KPI (RAIK) framework to establish a relationship between geographical data and user data using crowdsourced measurements. A radio wave propagation prediction based on backpropagation (BP) NN and a simplified path loss model is proposed in [10]. Ref [11] proposed a two-step algorithm for RSRP map generation by regression clustering.

However, the challenge for the data-driven RSRP prediction is that there are only a limited number of training features available. In the current work latitude, longitude, altitude, transmission frequency, timestamp, and cell ID are a few of the parameters that were used. The available MDT data does not fully reflect the channel variation. In the NN-based approaches, this limitation will usually result in the underfitting of a NN model. Hence, how to generate more auxiliary features to assist the training process of the NN model and improve the model performance is a significant challenge. Except for the radio features recorded by the BS, some researchers propose extraction and utilisation of environmental features. It is known that geographical statistics influence the signal quality, so the characteristics of the transmission environment, such as the UE distribution and maps, the obstructions in the transmission path, the height of buildings, etc., are integrated with the BS-recorded features. The representative of this method is ray-tracing, which is a popular approximation using geometrical optics and knife-edge diffraction theory [12]. An ML-based 3D propagation ray-tracing model for the cellular network is studied by [13]. Thrane et al. proposed a channel model using deep learning (DL) and a simple path loss model aided satellite images, in which the path loss modelling was also finished by a ray-tracing model [14]. Zhang et al. introduced a CNN-based NN to reduce the computational complexity in the ray-tracing model [12]. Despite these papers claiming the advantages of less ray-tracing time and the potential in improving path loss prediction, it is far from a complete solution because the
The proposed NN ray-tracing models are trained in a supervised way, which inevitably need to execute ray-tracing module and collect dataset in advance.

**C. Digital Twin**

“A digital twin is a digital representation of a physical item or assembly using integrated simulations and service data” as defined in [15]. A DT provides high-fidelity representations of all components of the current live mobile network, including service and UE behavioural characteristics [3]. With the maturity of image processing technology based on NNs, pure image-based environmental feature extraction schemes are gaining attention. In [16], the geographical features are processed by the open street map (OSM) and expert knowledge is used jointly to learn a prediction model. Yi et al. put forward an environmental features exploring method by using CNN on the maps of altitude, maps of building height and maps of CI [17]. But there are some issues with these methods. For example, the latent features extracted by CNN are sparse, which makes it difficult to identify its effects in training; the CNN-RSRP training is done end-to-end, which makes the model hard to apply to other scenarios. In this paper, we utilise a DT, named DRIVE, that was designed by Ioannis et al. [18] to digitalise the BS to UE transmission links in the given scenario. DRIVE is a flexible, modular and city-scale framework aimed at the vehicular and network simulator. It contains three major functionalities -

- It is designed to parse and simplify the OSM and different types of buildings.
- The SUMO module is integrated to generate the UE mobility traces according to the road situation from OSM.
- It can perform the continuous network simulation according to the UE locations and BS settings.

Although the empirical propagation model is adopted in DRIVE, we utilise its OSM processing and the specific UE generation ability that are valuable in modelling the BS to UE relationship geographically.

It is known that the key factors affecting signal transmission exist in the characteristics of the environment, such as how far the signal transmits, and how many reflections, absorption, and scatterings it encountered during this period, even the building materials and vegetation. But these characteristics are difficult to model accurately. Although ray-tracing methods are aiming to restore the transmission path as much as possible, urban-scale ray-tracing is too time-consuming and complicated to be realistic. Moreover, as discussed in [14], simpler images would improve not only the training of the model and the hyperparameter search but also the final performance of the methodology. Therefore, in this paper, we do not seek accurate tracing results. We focus on how to describe the possible impact of the signal transmission path with UE location and environmental information.

**III. THE PROPOSED TWO-TIER NN ARCHITECTURE**

In this section, we elaborate on the proposed two-tier NN model with emphasis on NN architecture, training data generation and training scheme. As shown in Figure 1, the proposed NN model consists of two cascaded NNs. The first-tier is designed as a CNN-based VAE to extract relevant environmental features while the second-tier network is designed as a fully connected network with two heads that outputs the mean and variance of RSRP in a given location. The underlying representation of VAE is \( \mathbf{Z} \) - this parameter will assist the training of the two-tier neural network.

**A. First tier - Variational Autoencoder**
1) Data sampling: As shown in Figure 1, the OSM corresponding to the site is imported into the DRIVE simulator. Further, the functions provided by the simulator are utilised to simplify the building and road information to understand the building outline of the involved city. In the map processing, the buildings are accounted for as 2D simple polygons as the real data set described in IV doesn’t contain accurate altitude information of UEs. Figure 2 shows an overall association between a UE and a BS. The left side of Figure 2 shows the processed map, in which red polygons represent typical buildings, and green polygons represent the foliage. BS is represented by a black circle, and UE is marked by a blue triangle. The right side of the figure shows zoomed areas of BS and UE. The connection between the BS and the UE is highlighted by a light blue line. 10000 such top-view geographical images with resolution 256x256x3 are collected to train the VAE, as described below.

2) VAE architecture: VAE is a framework to learn deep latent-variable models and corresponding posterior inference models using stochastic gradient descent [19]. It consists of two sections, encoder and decoder, as shown in the lower half of Figure 1. The encoder, also called the inference model, learns the posterior on the low-dimensional latent space over the input data samples. The decoder is a generative model that learns the joint distribution of the latent variables and input data. In this paper, the architecture of the encoder is in the form of VGG [20]. At the first convolutional layer of the encoder, a set of convolutional filters with sizes of 3 x 3, 5 x 5, 7 x 7 are applied to extract features from different dimensions, respectively, followed by a max-pooling layer. There are two convolutional layers with max-pooling after that. One flattened layer and one fully connected layer with 64 neurons are followed. Next, the output tensor is fed into a two heads output layer with 2 neurons individually. The reparameterized variable $Z$ will be the input of the decoder section. The decoder owns inverse architecture compared with the encoder. A dropout with ratio 0.25 was inserted between the flatten layer to enhance the robustness of training. The loss function is defined in Eq. (2).

$$L_{VAE} = - \sum_i \left[ E_{z \sim q_{\phi}(z|x_i)} \log p_{\theta}(x_i|z) + D_{KL}(q_{\phi}(z|x_i)||p(z)) \right]$$  \hspace{1cm} (2)$$

where $\theta$ and $\phi$ are the trainable parameters of the encoder NN and the decoder NN, respectively. $q_{\phi}(z|x_i)$ is the posterior inference from input sample $i$, $p_{\theta}(x_i|z)$ the generative model given the latent distribution [21]. The first term in Eq. (2) is the expected data log-likelihood (assuming Gaussian probability density function, maximisation of this term amounts to minimisation of the reconstruction mean squared error), and the second term is the KL divergence between $q_{\phi}(z|x_i)$ and $p(z)$ which regularises the latent space. The R,G,B channel of each sample $i$ is normalised to the range $[-1, 1]$ for training.

B. Second tier - Likelihood Model

The likelihood model is designed based on an MLP. The detailed architecture is illustrated in the top right side of Figure 1. The first two layers are with 100 neurons and 50 neurons respectively, and the last layer has two heads with 50 neurons in each head, which output the mean and variance of each bin. The overall training feature of this model has been formalised in Eq. (3). It is a 6-dimensional vector, where $x_{loc}$ and $y_{loc}$ represent the $(x, y)$ coordinates. The BS is 3-sectored. A UE belongs to one of the sectors of the BS it is associated with. Month specifies the month that data samples are collected. It is worth noting that the 2-dimensional auxiliary feature generated by encoder section $Z$ are also fed into the likelihood model.

$$\tilde{F}_{proposal} = (x_{loc}, y_{loc}, \text{sector}, \text{month}, Z)^{dim6}$$  \hspace{1cm} (3)$$

The loss function for training is the Gaussian negative log likelihood loss, which is defined as:

$$\mathcal{L}_{\text{Likelihood}} = \sum_i \frac{1}{2} \left( \left( \frac{\mu_i - y_i}{\sigma_i} \right)^2 + \log \sigma_i^2 \right)$$  \hspace{1cm} (4)$$

where $\mu_i$ and $\sigma_i$ are the numerical outputs of the likelihood NN model; $y_i$ is the corresponding label of a sample $i$. Feature normalisation is also adopted for the likelihood model.}

C. Training and Validation

Experiments are performed using the Intel 2 E5-2640v4 CPU, 2 RTX 2080Ti GPU. The data preprocessing is performed by the CPU whilst the training stage relies on the
GPU. The training is based on PyTorch. The training and validation set are divided according to the 80% and 20% of the total both for the VAE and likelihood model. The batch size of VAE is 50 and for the likelihood model is 3000. Both models use Adam as an optimiser (default learning rate).

IV. REAL WORLD DATASETS AND MODEL EVALUATION

A. Data pre-processing

The real-world dataset is provided by BT Labs, recorded the monthly data of about 16,000 bins served by one BS. Each bin covers a square of $10m \times 10m$. A bin may also be referred to as a tile in this work. Each sample of data includes the central coordinate position of the tile and multiple recorded RSRP samples. We chose two datasets with significant seasonality, namely January and August, to evaluate our proposed model. The details of the datasets can be found in the first 3 columns of Table I. Specifically, the number of samples recorded in each sectors and months. The datasets do not contain any data involving user-specific information. Due to the uncertainty of the transmission channel, outliers are removed using Hampel’s filter. Here, the median of the whole dataset was first calculated, and then the absolute deviation of each data sample from the median was obtained. Also, the median of the deviations was evaluated. We consider any data point greater than the absolute deviation against the value of $4.5 \times$median of the deviations as an outlier. This Hampel’s filter is applied on the latitude and then on longitude. The UE distributions of August after removing outliers can be seen in Figure 3.

B. Evaluation results

In this section, the evaluation results of the proposed two-tier NN model using two real datasets are provided. We evaluate the models in terms of the average RSRP prediction error through a 20-fold cross-validation scheme, and early stopping is adopted in the training with a stop patience of 8. The VAE was trained in an offline way. The VAE models with the same parameters were used to assist different likelihood models training under different months. Linear regression and simple MLP techniques are used as the baseline for comparison. The MLP model doesn’t contain the environmental extractor and mimics the same architecture in Section III-B. The training feature of this model is defined in equation (5). To keep the consistency of evaluation, the training and validation set divide is the same as in the proposed two-tier NN model, and both models will be reinitialised for each fold. Three sectors involved in the datasets are validated independently.

$$\tilde{f}_{\text{baseline}} = (x_{\text{loc}}, y_{\text{loc}}, \text{sector}, \text{month})^{d=4}$$ (5)

The evaluation criteria is the mean absolute error (MAE) between ground-truth mean value $a_i$ and predicted mean value $\hat{a}_i$. The MAE is calculated as

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |a_i - \hat{a}_i|.$$ (6)

Table I presents MAE results of the empirical model, MLP model and proposed two-tier NN. It can be seen that compared with the empirical model our proposed model can improve the prediction accuracy by about 20%, and the largest increase accrues on the subset January sector C, where the MAE is reduced from 10.71 dBm to 6.758 dBm, about 38%. Meanwhile, compare with the simple MLP model, the prediction accuracy of our proposed model has an improvement by nearly 10%, and the largest improvement lies in the August sector A, around 16.4%.

Figure 4 demonstrates more detailed boxplot results, which summarize the distribution characteristics of the MAE for RSRP prediction based on different sectors and months.
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real-world datasets. The training of VAE as an environmental information extractor can be separated from the subsequent network, which reflects good model reusability. Since the actual datasets do not contain the altitude information of the UE, so we do not regard the height as an independent feature during map processing and labelling. But the current model can easily implement the above extensions. In addition, the VAE latent vector is equivalent to regularising the training of the subsequent likelihood model, so the length of the latent vector needs to consider the number of real data features, and an excessively long latent vector will suppress the expression of real data features. The likelihood model involved in this paper has the simultaneous output of mean and variance to optimize the loss function shown in Eq. (4). Since in the current dataset, not all tiles have unified multiple samples recorded and obey the Gaussian distribution. So the output of variance is meaningless for some tiles. Therefore its value can only be used as a reference for partial tiles.

VI. CONCLUSIONS

In this paper, a novel two-tier NN architecture is proposed to realise the accurate RSRP prediction. The VAE-based environmental feature extractor constitutes the first-tier network which is used to distil the critical information from BS-UE association top-view geographical images, where the image generation is finished in a modified DT (DRIVE) by using OSM of the given area. Meanwhile, the second tier is designed as a likelihood model which takes the outputs of the above extractor and real data features for training. The numerical results evaluated on real-world datasets show the gains of the proposed model in terms of prediction accuracy. The overall accuracy improvement is more than 20% and around 10% compared with the empirical and a simple MLP model respectively, and it can reach 38% and 16.4% improvement in the best validation case.
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