FPGA Based Real Time Simulations of the Face Milling Process

MICHAŁ R. MAZUR, MAREK A. GALEWSKI, AND KRZYSZTOF J. KALIŃSKI
Faculty of Mechanical Engineering, Gdańsk University of Technology, 80-233 Gdańsk, Poland

ABSTRACT
The article presents a successful implementation of the milling process simulation at the Field-Programmable Gate Array (FPGA). By using FPGA, very rigorous Real-Time (RT) simulation requirements can be met. The response time of the FPGA simulations is significantly reduced, and the time synchronization is better than in a typical RT system implemented in software. The FPGA-based approach is characterized by enormous flexibility when it comes to input and output operations that can be implemented deterministically in RT. Complex simulation software has been implemented using the High Level Synthesis technique, which is a relatively easy and fast approach for FPGA programming without using complex Hardware Description Languages. The hardware functions are based on procedures written in high-level C programming language. The mathematical descriptions of simulations, results of computer simulations, Hardware-in-the-Loop Simulation experiments, and real experiments are presented. The approach presented in this paper can be used to simulate the dynamics of various mechatronic systems.

INDEX TERMS
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I. INTRODUCTION
The paper concerns the simulation of the milling process with simulation procedures implemented in the FPGA (Field-Programmable Gate Array) system using the High Level Synthesis (HLS) technique [1]–[3]. This is an example of Real Time (RT), hardware simulations [4] of complex system dynamics that are able to meet very narrow time limits (at the level of several microseconds) with very low uncertainty (at the level of several nanoseconds) while maintaining accurate simulation uniformity and physical time. Thanks to the use of HLS and FPGA, it is possible to meet such time limits for various types of simulations of different mechatronic systems [5], [6]. The main advantage of the proposed approach to FPGA-based simulations is the possibility to obtain very accurate time and short delayed responses. Input and output signals can be processed in an individual integration time step, greatly expanding the application of Hardware-in-the-Loop Simulation (HiLS) techniques.

The HiLS technique is used to emulate at least a part of a controlled mechanical structure or process [7], [8]. It is possible to simulate or emulate some system components in such a way that they look and behave like they were real for other parts of the systems. Thanks to this, it is possible, for example, to simulate an object for the purposes of building a control system without the need to connect it with a real object. It also increases the security of the development process as there is no risk of damaging the object while testing an unfinished control system. As modern machines and their control systems are increasingly complex, the number of potential errors increases. Detecting and isolating such errors in a complex system can be very difficult. With HiLS it is possible to speed up the process of creating a control system and software. It also allows for quick verification of the impact of parameters’ values changes on the examined system. Additionally, it is also a cost-effective approach as the need for experiments in the target environment can be greatly reduced.

The combination of HiLS techniques with the advantages of real-time FPGA simulation enables the construction of a HiLS system taking into account very tight time constraints. For example, instead of building a complete prototype of a complex structure for vibration or fatigue analysis, a part of the structure can be simulated and its dynamics can influence...
and interact with the dynamics of a physical part of the system. In a large number of HiLS applications, the simulated part responses are limited by time constraints, which can often be difficult to meet [9]. Therefore, special techniques are used to obtain the response time accuracy and reduce its uncertainty (jitter) [10]. Depending on the application, the RT system of the software may serve as the target development platform for HiLS. Such a system can be defined as hard RT or soft RT which describes its ability to always, or not always meet exact time constraints. However, the exact definitions of the RT system and how to classify such systems differ depending on the literature and on the application [11]–[13]. The problem of jitter occurs in every modern RT system [14]. This problem should be limited, as the changing delay in the control loop can have a large impact on the properties of the controlled system [15]. In some cases, a controlled or simulated system may become unstable due to high jitter values, even when a limited fixed time delay can be effectively compensated [16]. FPGA based RT systems have very short response times and low jitter values that can be limited to a few nanoseconds.

When using an RT system for HiLS, the exact time constraints (requirements) for the simulation loop must be specified. Unfortunately, a common misconception is the expectation that the RT system will compute (simulate) faster than a typical computer system. Even though typical (non-RT) computer systems can be efficiently used to perform complex computational tasks, this does not mean that they can switch between such tasks fast enough, synchronize them accurately, and respond quickly to input signals. Critical RT tasks may require special hardware to reduce response time and increase system reliability so that computation time can be adjusted to real time. In typical software executed RT applications response time are measured in milliseconds and uncertainty can be achieved at the level of microseconds. However, many simulations of the dynamics of mechatronic systems may require the solution of Ordinary Differential Equations (ODE) [17] with an integration step measured in microseconds and floating point double precision is needed as well [18], [19]. To achieve the desired RT requirements, the selection of appropriate algorithms and their further modifications should be considered [10]. Meeting the required time constraints can be difficult for typical processors, even those designed for RT applications. Hence, hardware solutions (especially FPGA based ones) may be required to achieve better response time and better system reliability and repeatability.

In some solutions, mechanical systems are simulated with the use of analog electronic systems [20], [21]. Analog systems can achieve very good response times, but they can be susceptible to various and difficult to eliminate errors (e.g., presence of analog noise). Additionally, making changes to the simulated system may be restricted to a limited range of parameters only because major changes may even require redesigning the analog subsystem or replacing its components.

To solve this problem, the hardware implementation of the computational simulation algorithm can be realized using CPLDs (Complex Programmable Logic Devices) or FPGAs. When operating FPGAs with a relatively low frequency (e.g. 100 MHz), it is possible to obtain response time (excluding the time needed to propagate signals in additional input and output circuits) at the microsecond level and with jitter limited to a few nanoseconds. In this way, FPGA-based simulation systems provide a response time that can be compared with analog systems, while maintaining the reliability of digital systems.

The list of possible applications of FPGAs is long and constantly growing [22]. They are mainly used as control units, for signal processing, as computing accelerators and for prototyping Application-Specific Integrated Circuits (ASICs). Currently, FPGAs are used for more complex tasks for two reasons. First, the top-of-the-line FPGAs on the market contain a large number of computationally efficient Digital Signal Processing (DSP) blocks that are important in floating point computations. The computing power of modern FPGAs reaches the levels of Tera Floating Point Operations Per Second (TFLOPS), which makes them competitive for parallel computing compared to typical processors and even Graphical Processing Units (Graphical Processing Units). Moreover, unlike the GPU, FPGA is able to efficiently perform many different tasks simultaneously. The second reason is the growing availability and reliability of HLS tools that allow engineers to effectively implement code written in high-level languages such as C, C++, OpenCL or SystemC on FPGA hardware without having to use rather cumbersome languages such as VHDL or Verilog.

The hardware simulation of the milling process presented in this paper can be used, for example, to develop a device that detects chatter vibrations [23]–[25]. Self-excited chatter vibration is a phenomenon observed, for example, during milling operations. The chatter phenomenon should be avoided, because it leads to a reduction in the quality of the milled surface, increased tool wear, and even to the destruction of the processed part or tool [26], [27]. Thanks to the methods used and their implementation, this risk can be minimized. This may be advantageous, for example, when developing a vibration detecting device, as parts of the systems that may be damaged can be simulated in real time, which is an example of HiLS. Due to the use of HLS, various control procedures can be implemented relatively quickly on FPGA [28], therefore the knowledge presented in this document may be applicable not only to the simulation of the milling process, but also to other HiLS applications or control problems in general [29].

II. MILLING SIMULATIONS
In order to simulate the dynamics of the milling process, an appropriate model of the workpiece, tool and cutting process should be derived and implemented on the FPGA. However, synthesis and implementation times can be very long (usually up to several hours), which has a significant
impact on the overall uptime, especially when a significant amount of debugging is required or many consecutive iterations of the algorithm are being developed. This is in contradiction to compile time, as for the classic CPU it is usually much shorter (usually a few to tens of seconds). For this reason, in order to shorten the total development time, a software version had to be developed and tested before the hardware implementation of the simulation algorithm on the FPGA. Additionally, debugging is a much easier task when the algorithm is implemented as a classic program. The results from the software version of the algorithm can later be used as a reference when implementing a similar algorithm in FPGA. The software version can be profiled, divided into parts and then parts intended to be implemented in “hard” RT can be selected. By analyzing the results and performance of software simulations, time constraints for RT can be defined and investigated. Later, simplifications of the model can be introduced to the code and analyzed. Choosing different algorithms for solving specific tasks can be considered when developing a software version. Some algorithms may be more suitable for high-frequency CPU, but at the same time they are not as effective when used in GPU or FPGA implementations.

Making further changes is also easier and faster for the software version than for the hardware version, so there is a need to carefully analyze the software version before developing the hardware one.

In the presented work, the software version was based on the Amikro4 program, which was previously developed to simulate the dynamics of the face milling process. This program was originally written in the FORTRAN77 programming language and performs the calculations described in the following chapters [30].

A. DESCRIPTION OF THE CUTTING PROCESS DYNAMICS

For the purposes of simulating the dynamics of the face milling process, the following assumptions were made [31], [32].

– The spindle and workpiece are separated from the machine structure. The rest of the milling machine is neglected [33]–[35].
– The flexibility of the tool and the workpiece was taken into account [36].
– Coupling elements (CEs) were used to model the dynamics of the cutting process.
– The effect of the first pass of the edge along the cutting layer causes proportional feedback, and the effect of multiple passes additionally the delayed feedback (these two feedback are considered the main cause of chatter vibration [33], [27]).

For the instantaneous point of contact between the selected edge of the tool and the workpiece (idealized by CE no. 1), a proportional model of cutting dynamics was taken into account [30], [31]. Based on this model, the cutting forces depend proportionally on the instant thickness of the cutting layer \( h_l(t) \), as well as on the instant width of the cutting layer \( b_l(t) \). According to the direction of action, the cutting force component \( F_{yl1} \) acting along the nominal cutting speed, the cutting force component \( F_{yl2} \) acting along the thickness of the cutting layer, and additionally the cutting force component \( F_{yl3} \) acting along the width of the cutting layer are separated (Fig. 1).

\[
F_{yl1}(t) = \begin{cases} 
  k_{yl} b_l(t) h_l(t), & h_l(t) > 0 \land b_l(t) > 0, \\
  0, & h_l(t) \leq 0 \lor b_l(t) \leq 0,
\end{cases} 
\]

\[
F_{yl2}(t) = \begin{cases} 
  \mu_{yl} k_{yl} b_l(t) h_l(t), & h_l(t) > 0 \land b_l(t) > 0, \\
  0, & h_l(t) \leq 0 \lor b_l(t) \leq 0,
\end{cases} 
\]

\[
F_{yl3}(t) = \begin{cases} 
  \mu_{yl}^3 k_{yl}^2 b_l(t) h_l(t), & h_l(t) > 0 \land b_l(t) > 0, \\
  0, & h_l(t) \leq 0 \lor b_l(t) \leq 0,
\end{cases} 
\]

where:

\[
b_l(t) = b_D(t) - \Delta b_l(t),
\]

\[
h_l(t) = h_Dl(t) - \Delta h_l(t) + \Delta h_l(t - \tau_l),
\]

\[
b_D(t) - \text{desired cutting layer width}; b_Dl(t) = a_Dl(t)/\sin(\kappa_l),
\]

\[
\Delta b_l(t) - \text{dynamic change in cutting layer width for CE no. } l,
\]
\( h_D(t) \) – desired cutting layer thickness for CE no. \( l \); \( h_D(t) \equiv f_2 \sin(\kappa_r) \cos\varphi_2(t) \),
\( \Delta h_l \) – dynamic change in cutting layer thickness for CE no. \( l \),
\( k_D \) – average dynamic specific cutting pressure for CE no. \( l \),
\( \mu_{12}, \mu_{13} \) – cutting force ratios for CE no. \( l \), as quotients of forces \( F_{y2} \) and \( F_{y1} \), and forces \( F_{y3} \) and \( F_{y1} \),
\( \tau_l \) – time-delay between the same position of CE no. \( l \) and of CE no. \( l-1 \),
\( a_p(t) \) – desired depth of cutting,
\( \kappa_r \) – edge angle,
\( f_2 \) – feed per edge,
\( \varphi_2(t) \) – angular position of CE no. \( l \) [31].

Relationships (1) – (3), which describe cutting forces for CE no. \( l \) in case of 3-dimensional proportional model, may be presented with the use of matrix notation (4), as shown at the bottom of the next page, or using the abbreviated notation (5), as shown at the bottom of the next page, where:

\[
\mathbf{F}_l(t) = \mathbf{F}_l^0(t) - \mathbf{D}_{Pl}^{(l)}(t) \Delta \mathbf{w}_l(t) + \mathbf{D}_{Ol}^{(l)}(t) \Delta \mathbf{w}_l(t - \tau_l),
\]

where:

\[
\mathbf{D}_{Pl}^{(l)}(t) = \mathbf{D}_{Pl}^{(l)}(t) - \mathbf{D}_{Pl}^{(n)}(t),
\]

\[
\mathbf{D}_{Ol}^{(l)}(t) = \mathbf{D}_{Ol}^{(l)}(t) - \mathbf{D}_{Ol}^{(n)}(t).
\]

As a result of modeling the milling process, a hybrid system is obtained, which consists of separate subsystems (Fig. 1). These subsystems are:

- modal subsystem, i.e. a stationary model using the Finite Element Method (FEM) of a flexible workpiece supported by Elastic-Damping Elements (EDE), which moves at a given feed rate \( v_f \). Initially, the subsystem is idealized as a set of tetragonal 10-node finite elements (FE) [30] and has a large number of degrees of freedom. However, after the modal transformation [31], [34], the behavior of this subsystem is described by the vector of its modal coordinates \( \mathbf{a} \), the number of which is in practice much smaller than the corresponding number of degrees of freedom. Therefore, when we consider the finite number of normal modes of the subsystem, we define its dynamic properties with:

\[
\mathbf{\Omega} = \text{diag}(\omega_{nm}) \quad \text{– matrix of angular natural frequencies of the modal subsystem; } i = 1, \ldots, \text{mod}. \text{This is also called the stiffness modal matrix;}
\]

\[
\mathbf{\Psi} = [\mathbf{\Psi}_1 \cdots \mathbf{\Psi}_{\text{mod}}] \quad \text{– matrix of the considered mass normalised normal modes of the modal subsystem; } i = 1, \ldots, \text{mod};
\]

\[
\mathbf{Z} = \text{diag}(\xi) \quad \text{– matrix of dimensionless damping coefficients (also called, modal damping) of the modal subsystem; } i = 1, \ldots, \text{mod};
\]

- structural subsystem, i.e. a non-stationary discrete model of a rotating spindle (with a given spindle speed \( n \)) of a face milling cutter (i.e. a flexible finite element like Euler-Bernoulli Bar (E-BB) no. \( e \) [31], [34], having the \( x_{e1}, x_{e2}, x_{e3} \) coordinate system) and a cutting process (i.e. Coupling Element (CE) no \( l \) [31], [32] placed at the instantaneous position of the “active” cutting edge [31]). The edges are “active” when they are in contact with the workpiece, the others are called “inactive”. The behavior of a subsystem is described by the vector of its generalized coordinates \( \mathbf{q} \). The dynamic properties of the decoupled structural subsystem (i.e. E-BB modeling the tool itself) are determined by the matrices of inertia \( \mathbf{M} \), damping \( \mathbf{L} \) and stiffness \( \mathbf{K} \);

- abstract connecting subsystem as a conventional S contact point between tool and workpiece. Its generalized
coordinates are related to the remaining equations with time-dependent constraints [31], [37]. The latter allows to eliminate these generalized coordinates from the description of the behavior of the hybrid system.

**B. DESCRIPTION OF THE DYNAMICS OF FLEXIBLE DETAIL IN HYBRID SYSTEM COORDINATES**

Vector of deflections of CE no. \( l \) is expressed as a function of vector of generalised coordinates \( \mathbf{q} \) and vector of modal coordinates \( \mathbf{a} \). Hence, the relationship (17), as shown at the bottom of the next page, is obtained [31], [34], where:

\[
\mathbf{q} = \begin{Bmatrix} \mathbf{a} \end{Bmatrix} - \text{vector of hybrid coordinates of the hybrid system,}
\]

\[
\mathbf{T}(t) - \text{transformation matrix of displacements’ vector} \mathbf{q} \text{ from coordinate system} x_{e1}, x_{e2}, x_{e3} \text{ of E-BB no.} e, \text{to coordinate system} y_{11}, y_{12}, y_{13} \text{ of CE no.} l \ [30] - [32],
\]

\[
\mathbf{W}(t) - \text{matrix of constraints between displacements’ vector in modal coordinates} \mathbf{a}, \text{and displacements in coordinate system} y_{11}, y_{12}, y_{13} \text{ of CE no.} l \ [30], [31].
\]

After transformation of the vector of force interaction of CE no. \( l \) (14) to hybrid coordinates, (18), as shown at the bottom of the next page, is obtained:

As the result of the hybrid system’s consideration, the matrix equation of dynamics of non-stationary model of the milling process in hybrid coordinates will have the form (19), as shown at the bottom of the next page, [31], [34], [37] where:

\[ i_l - \text{number of “active” coupling elements} [31], [34]. \]

In order to identify modal model of the flexible workpiece (which is a part of Eq. (19)), the matrix of normal modes \( \mathbf{\Psi} \) and matrix of corresponding angular natural frequencies \( \mathbf{\Omega} \) of the modal subsystem must be determined. Separating the modal subsystem from the whole non-stationary structure makes it possible to reduce the finite element model to a few modes only. Its number depends on the importance and necessity of choosing the modes for further analysis. As the result, the size of the model is significantly reduced.

\[
\begin{align*}
F_{y1} & = \begin{bmatrix} k_{a_1} b_D (t) h_{D1} (t) \\ k_{a_2} b_D (t) h_{D1} (t) \\ k_{a_3} b_D (t) h_{D1} (t) \end{bmatrix} - \begin{bmatrix} k_{a_1} b_D (t) \\ k_{a_2} b_D (t) \\ k_{a_3} b_D (t) \end{bmatrix} h_{D1} (t) \\
F_{y2} & = \begin{bmatrix} 0 & 0 & 0 \\ \mu_1 k_{a_1} b_D (t) & 0 & 0 \\ \mu_2 k_{a_2} b_D (t) & 0 & 0 \\ \mu_3 k_{a_3} b_D (t) & 0 & 0 \end{bmatrix} - \begin{bmatrix} 0 & 0 & 0 \\ \mu_1 k_{a_1} b_D (t) & 0 & 0 \\ \mu_2 k_{a_2} b_D (t) & 0 & 0 \\ \mu_3 k_{a_3} b_D (t) & 0 & 0 \end{bmatrix} h_{D1} (t) \\
F_{y3} & = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} - \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} h_{D1} (t)
\end{align*}
\]

\[
\mathbf{q}_l (t) = \begin{bmatrix} q_{l1} \\ q_{l2} \\ q_{l3} \end{bmatrix} - \begin{bmatrix} \frac{\mathbf{\Psi}_l}{\mathbf{\Omega}_l} (t) \end{bmatrix} \begin{bmatrix} q_{l1} (t) \\ q_{l2} (t) \\ q_{l3} (t) \end{bmatrix} - \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} q_{l1} (t) \\ q_{l2} (t) \\ q_{l3} (t) \end{bmatrix}
\]

\[
\mathbf{F}_l (t) = \mathbf{F}_l (t) - \left( \mathbf{\tilde{D}}_{Pl} (t) - \mathbf{\tilde{D}}_{Pl}^{(o)} (t) \right) \Delta \mathbf{\tilde{w}}_l (t) + \left( \mathbf{\tilde{D}}_{Pl} (t) - \mathbf{\tilde{D}}_{Pl}^{(o)} (t) \right) \Delta \mathbf{\tilde{w}}_l (t)
\]

\[
\mathbf{F}_l (t) = \mathbf{F}_l (t) - \left( \mathbf{\tilde{D}}_{Pl} (t) - \mathbf{\tilde{D}}_{Pl}^{(o)} (t) \right) \Delta \mathbf{\tilde{w}}_l (t) + \left( \mathbf{\tilde{D}}_{Pl} (t) - \mathbf{\tilde{D}}_{Pl}^{(o)} (t) \right) \Delta \mathbf{\tilde{w}}_l (t)
\]

**III. IMPLEMENTATION**

The entire process of computer hardware development carried out in the simulation of the mechatronic system is presented in general in Fig. 2. Each stage of this process is described in detail in the following chapters of this paper.
A. DEVELOPMENT OF THE SOFTWARE VERSION

The Amikro4 software version was developed in the FORTRAN77 language and was based on (19). This simulation software uses the Newmark-Beta algorithm (ODE solving), a Gaussian elimination algorithm and several linear matrix operations. In order to develop the hardware version of Amikro4, the software version has been used as reference.

When using ODE resolution procedures, it is important to select the appropriate time step. Shorter time steps require more computation and lead to longer simulation times, while longer time steps usually lead to less accurate results but acquired in a shorter time. For the Amikro4 simulation software, the fixed time step $\Delta t$ was set to 42 \( \mu \)s. After each time step $\Delta t$, the input and output signals are synchronized. It is then assumed that the input and output signals may not change during this time step. However, input signals may appear during the $\Delta t$ time step. Thus, the time step $\Delta t$ defines the maximum time delay of the RT version of the Amikro4 simulation software. Signal propagation times and timing uncertainties are generally small, i.e., a few nanoseconds, and are thus ignored.

The optimized version of the Amikro4 software was compiled and run on the computer system of the Zynq UltraScale+MPSoC ZCU102 development board, which was running under the control of Ubuntu Linux 16.04. This version worked correctly in terms of numerical results, but it was not possible to achieve even soft RT expectations on the CortexA53 CPU at the standard frequency of 1.2 GHz. The total execution time (350.712 s) was almost 3 times as long as the simulated process time (120 s). Thanks to the program profiling (using the gprof tool), it was possible to assess the time needed for each of the Amikro4 program functions, and then decide whether it is possible to accelerate it (Table 1).

The most time-consuming function is $\text{rozw}$, which solves linear equations by Gaussian elimination. To simulate the milling process, which lasted 120 s, approximately 184.62 s are thus ignored.

TABLE 1. Profile analysis of the five most time-consuming functions of the Amikro4 software version (CortexA53 Linux).

| Function name | Description | Number of calls | Self-time [s] | % of total time |
|---------------|-------------|----------------|--------------|----------------|
| rozw          | Solves linear equations by Gaussian elimination | 2993343 | 184.62 | 58.52 |
| mawie         | Finds the active node in the FEM model | 2374137 | 43.22 | 13.70 |
| newmar        | Solves ODE with the Newmark-Beta method | 2993342 | 37.42 | 11.86 |
| mn2mo4        | Matrix multiplication | 15536113 | 33.14 | 10.51 |
| mikt1         | Matrix composition | 2993343 | 13.45 | 4.26 |

with the CortexA53 (1.2 GHz) was only required for the calculation of the $\text{rozw}$ function.

B. FPGA SELECTION

The software version of the Amikro4 did not meet the RT requirements for CortexA53 (1.2 GHz), because the computational time $t_c$ (Fig. 3) was greater than the minimum time step $\Delta t$. For comparison, on a PC with an Intel i7-6700 processor, the total computation time was about 7.75 seconds for 120 seconds of simulated process time, however, it is very difficult to synchronize the input and output operations with the RT capabilities of the PC.

The decision on the final selection of a specific FPGA chip can be confirmed after a successful computer simulation of the tested algorithm operating on this part of the FPGA (Fig. 2). Thanks to the use of IDE (Integrated Development Environment), such as Xilinx SDSoc (Software-Defined System-On-Chip), software development and integration of hardware acceleration functions (performed in the FPGA Programmable Logic) is very simplified and automated. Usually, there is no need to supervise the entire synthesis and implementation process of the automatically generated HDL.
code. However, the function selected for hardware acceleration must match the physical limits of the FPGA. If it requires more resources (i.e., logical cells or DSP blocks) than the actual selected FPGA provides, the automatic integration process will fail. Therefore, it is recommended to start the implementation with the appropriate software, including a simulator of various parts of the FPGA, which helps in choosing the right target FPGA. Knowing the computational complexity of the implemented algorithm, one can try to predict how the requirements for FPGA resources will change depending on the size of the task, but in general it is very difficult to assess exact needs.

Note that it is not recommended to select the largest FPGA available. Such FPGAs will not only be expensive and require more energy to operate, but the synthesis of larger FPGAs is also very time consuming. If the FPGA chip is already selected (for different reasons, for example), it may be advantageous to perform the initial layout using a smaller chip (preferably from the same family) at an early stage of development, and then switch to a larger layout when needed or at the final stage of development. This approach saves a lot of work time.

Currently, there are various FPGAs available on the market from different vendors (e.g. Altera, Xilinx). Each retailer offers different families of chips and they are designed for different purposes. Unfortunately, probably none of the chips currently available are dedicated to RT simulation of mechatronic systems. The most similar applications seem to be RT control and signal processing, and the use of FPGAs as accelerators. However, the amount of resources of a particular FPGA is much more important than the actual target. FPGAs are generally very flexible when it comes to their configurability. The number of I/O ports is usually not as important for a mechatronic system RT simulation as the number and types of integrated DSP blocks.

In general, the largest FPGAs are the richest in terms of available resources, which makes them better suited as a basis for implementing a complex simulation algorithm. It is tempting to choose a larger and faster FPGA chip, because they require less work during implementation. Unfortunately, the synthesis times of larger FPGAs are much longer. Such chips are usually available as standalone units or as part of a PCIe card installed in a personal computer to act as an accelerator. For standalone units, it may be required to implement all additional components in the hardware (e.g., a serial port used for communication between FPGA and PC) or to deploy some FPGA resources for a programmable processor that can be used for input/output operations, initialization, or performance of various tasks that are not carried out directly by the equipment. In the case of a PCIe card, some FPGA resources can be used to manage the PCIe interface and provide a base (hardware platform) for the reconfigurable part that can be used for code created with the OpenCL toolkit. Dedicated software tools are needed for this. In this case, it is a matter of design whether OpenCL is only used to initiate and control the simulation, but all logic is implemented as a defined hardware platform or the simulation is directly implemented by OpenCL which is based on a C-like programming language. Accelerator seems to be a simple and attractive solution, but the problem is the delay in making OpenCL calls to the card from the host CPU. When an FPGA or GPU is used as an accelerator, the number of such calls should be limited to achieve the desired performance [38]. In the case of RT simulations, this usually means that the entire simulation algorithm must be implemented in hardware, as the time needed for synchronization and data transfer between the CPU and the accelerator may be too long. The medium-sized FPGA chips also appear as System on Chip (SoC) units that are equipped with real hardware processors and other required resources to form the basis of an independent computer system. In general, such systems have much lower latency in communication between the CPU and the functions performed on the FPGA, however, this latency may be still too high for some RT requirements. SoC-based FPGAs are much more common and therefore it may be easier and more reliable to use them to implement a simulation code.

Xilinx Zynq UltraScale + MPSoC ZCU102 Evaluation Kit [39] was selected for the purposes of the presented work. It is based on the Xilinx XCZU9EG-2FFVB1156i SoC [40] chip, which includes four 64-bit processors with the Cortex A53 core (maximum clock frequency 1.5 GHz) and two 32-bit Cortex R5 cores (maximum clock frequency 600 MHz) designed for RT applications. The integrated FPGA chip has 599550 logical cells and 2520 DSP48 slices, so at the time of project development (year 2018/2019) it was classified as a mid-range product. The ZCU102 system ran software from an SD memory card. Linux-based Ubuntu 16.04 Base (AArch64 OS architecture) was used as the Operating System (OS) for the ZCU102. A similar OS worked on the
DeLl Precision 3620 Workstation (x86_64 system architecture), which was used to develop software for this project. Various free and commercial software tools were used during the development process. Xilinx products were used in the FPGA software to configure and implement simulation algorithms. It was: Vivado HLx 2017.4 – software package for the synthesis and analysis of Hardware Description Languages (HDL) and HLS projects, PetaLinux 2017.4 – tools for customizing, building and implementing a Linux-based operating system in the embedded system, SDK 2017.4 – Software Development Kit and Integrated Design Environment (IDE) for creating embedded applications and SDSoC 2017.4 – dedicated IDE software in High Level Languages (C, C++, SystemC or OpenCL) with hardware accelerated functions (using Programmable Logic). SDSoC is designed to simplify and automate software development with hardware accelerated functions, and its functionality relies on Vivado HLx, PetaLinux and SDK. In this way, similar effects could be achieved using only these three tools. Additionally, some functions can only be implemented using one of these three tools, such as defining the I/O interfaces for part of the FPGA system. However, SDSoC automates the integration of hardware-implemented functions (Vivado’s block design process) and provides drivers and runtimes for various runtime environments: Linux, FreeRTOS, and Baremetal (libmetal).

C. DEVELOPMENT OF THE HARDWARE VERSION

Based on the software version of the implemented algorithm, a preliminary decision can be made before implementation. The first one is the choice of whether the entire algorithm is to be implemented on hardware (FPGA) or whether some procedures can be implemented by software running on the CPU (Fig. 4). It must also be decided how the data should be managed and whether the code can work simultaneously on different processor cores and the FPGA accelerator, or it must be implemented only by the hardware (Fig. 5). The required amount of FPGA resources, latency in communication between the processor and the implemented hardware functions must be analyzed as well.

In the presented example, using Xilinx SDSoC, two functions newmar and rozw (see Table 1) were integrated into one and implemented as a function of hardware acceleration on FPGA (as in Fig. 4). The optimized FPGA implementation of this function worked fine, and it only took 345 FPGA cycles to complete it. FPGA worked at 100 MHz.

Given the number of 2993342 calls to this function, the total calculation time for rozw and newmar functions was estimated at 10.33 s, which is 21.6 times faster than the version of the software running on CortexA53. Standard Ubuntu 16.04 gcc compiler was used and all relevant optimization options were enabled. However, the number of calls to the rozw and newmar functions of 2993342 is very high for the simulation of 120 s of the milling process. In this case, calling the hardware function takes more time than its performance and therefore the complete execution of the Amikro4 program with hardware accelerated rozw and newmar functions took several minutes longer than the software version. The reason is that each hardware function call requires many time-consuming operations. This problem is further investigated in Appendix A.

The number of calls for functions that require acceleration is very large. The amount of data that needs to be copied from,
and to the FPGA is also too large for the specified time interval. Even twenty times faster execution of individual functions would not be enough to obtain the execution of the code in defined RT expectations. Therefore, it was decided that all program initialization will be performed in the program part operating in the Linux environment, however, the entire main loop with all necessary functions must be transferred to FPGA (Fig. 5). Since the original version of Amikro4 was written in FORTRAN77, all these functions were rewritten in the C programming language to enable their further processing using HLS tools. The hardware-accelerated main loop of the program was exported as a dynamically linked library by the Xilinx SDSoC tool, and then connected to the remaining non-hardware-accelerated part of the program written in FORTRAN77.

Using the HLS technique, it is relatively easy to transfer the implementation of selected functions to the FPGA. The problem is to match the hardware implemented functions to the physical limitations of the selected FPGA and at the same time to meet the required time limits. The program code requires appropriate modification so that its performance is time-deterministic. This means that some parts of the algorithm must be corrected and rewritten. Due to the limited resources of FPGAs, wherever possible, single-precision floating-point or even fixed-point should be used instead of double-precision floating-point variables. For example, loops should have a maximum number of iterations defined as constants instead of variables, and conditional execution based on nondeterministic input values should be avoided. For example, if a computational exception (such as division by zero) is selected, computations should continue even if there is Not a Number (NaN) or Infinity (Inf) result. It is possible to return a certain Boolean control value if an exception occurs instead of the abort. Such changes and analysis of the complex simulation algorithm needed an in-depth knowledge and understanding of how the algorithm works. For example, an analysis of the required FPGA cycles to perform a specific function may show that it would not meet the predefined RT limits if it had to calculate cutting forces for all cutting edges of a milling tool, but during simulation it is known that this situation will not occur at all (one or more edges have no contact with the workpiece, at every stage of the simulation). Moreover, some changes can be effectively introduced with this knowledge, for example the task dimension (modal model dimension) can be reduced based on the concept of effective mass. Finally, it is worth analyzing which of the variable parameters can be defined as software constants for hardware implementation. Constant parameters are optimized during the implementation of FPGA, and thus effectively reduces the consumption of its resources, so considering different FPGA implementations for different values of a particular parameter is advised.

D. DEFINITION OF THE HARDWARE VERSION

Several optimization techniques can be used in HLS tools [41]. The entire task that must be performed on the hardware can be divided into modules and data can be transferred between modules using First-In-First-Out (FIFO) queues. Each module performs a specific task at a different time. However, it is worth noting that FPGAs have limited on-line reconfiguration possibilities, and dedicating FPGA resources to a specific task will make them unavailable for other tasks. Program functions and loops can be pipelined or unrolled. The internal FPGA memory should be properly partitioned and distributed to enable efficient parallel execution of individual functions. Further changes to the software code can be made, for example by adding additional variables that will enable the pipeline of the selected loop. Loops can be divided into blocks that will be processed in parallel. Different operating frequencies can be selected for certain functions. Typically, when using one optimization technique, it is difficult to predict its impact on code execution speed and resource consumption. It is more or less a trial and error method, however, understanding the fundamental differences between executing software code on the processor and hardware implementation with FPGA is very helpful. In the case of a complex program with numerous small-size tasks, choosing the right optimization strategy is not easy. Current versions of tools like Xilinx Vivado HLS and Xilinx SDSoC are dedicated to transferring small (uncomplicated) functions to hardware and have limited ability to deal with problems that arise when working with more complex algorithms. Due to these limitations, a top-down approach to optimizing a complex program on an FPGA is not recommended.

By using Xilinx SDSoC, it was possible to match the main simulation loop to the limited resources of the selected FPGA and achieve a run time of each step of this loop shorter than the actual simulation time step. The working implementation used only 49.25% of the available DSP48 blocks and 58.74% of the available Lookup Tables (LUTs), so in theory, only about half of the key FPGA resources were used. However, the real limiting factor was found during deeper analysis of the Xilinx SDSoC logs. It was the use of Configurable Logical Blocks (CLBs) that reached 85.98% in the final working implementation. Initial designs suffered from too much condensation: the logic distribution during the FPGA resource deployment process was limited by routing capabilities.

E. DEFINITION OF THE HARDWARE PLATFORM WITH RT CAPABILITIES

The Xilinx SDSoC tool is not intended for building RT applications and therefore it was necessary to add some modifications to the software and directly on the hardware. Custom hardware platform (initial SoC configuration, mainly FPGA part) was defined with Xilinx Vivado tool (Fig. 6) for later use with Xilinx SDSoC.

These modifications included a 64-bit clock counter and corresponding register used to synchronize the RT process, a discrete input register and an output register with hardware DAC support to generate simulation results as an analog output signal. The definition of the clock and the discrete input
register was quite simple and was made directly in the block structure (Fig. 6), however, the hardware Digital-to-Analog (DAC) converter (Digilent Pmod DA3 with 16 bit Analog Devices AD5541A) was implemented using the VHDL language, and thus was more complicated. The defined registers were connected to the part described in the software language C by defining the appropriate system port (sys_port) in Xilinx SDSoC and the hardware acceleration function was integrated (Fig. 7). Appropriate pragmas have been defined [41] to limit the use and length of the default very long FIFOs used for the I/O registers by Xilinx SDSoC during integration. Simple functions for emptying FIFO queries and real-time synchronization were written in the C language and using the HLS technique (Xilinx SDSoC) were integrated with the final hardware version of the Amikro4 simulation program.

IV. SIMULATION AND EXPERIMENTAL RESULTS
This chapter presents software and hardware simulations and experimental results of the face milling process of the sample workpiece.

A. MACHINED WORKPIECE
The algorithm implemented in FPGA simulated the milling process of the real workpiece, which was made of EN-GJS-400-15 cast iron (Fig. 8b) and clamped on the table of the MIKROMAT 20V portal milling center. The FEM model (Fig. 8a) of the workpiece was properly tuned to obtain a good correlation with the experimentally obtained modal model. The milled surface is marked in Fig. 8b. The first five modal modes were examined during the simulation.

B. MODEL IDENTIFICATION
Modal tests were carried out for the workpiece shown in Fig. 8. The 6 vibration modes were identified by the pLSCF-D method [42]. The FEM model presented in Fig. 8a was appropriately fixed (to represent the holder used during actual milling operations on the milling center) with twelve finite elements representing springs (each with six degrees of freedom) to obtain satisfactory correlation of natural frequencies and modes. The values of the Modal Assurance Criterion (MAC) [43] are presented in Table 2. In further simulations the modal model, reduced to five forms with the lowest frequencies, was used.

C. MILLING PARAMETERS
A SECO face milling cutter with a diameter of 63 mm and 6 edges was used. The standard (same as for real process) parameters used to simulate the milling process were: $n = 1112$ rev/min, $v_f = 1112$ mm/min, $a_p = 1$ mm.
Additionally, artificially modified parameters of the milling process were also tested, i.e. $n = 1212 \text{ rev/min}$, $v_f = 1512 \text{ mm/min}$ and $a_p = 1 \text{ mm}$.

### TABLE 2. Modal Assurance Criterion (MAC) values between FEM model modes and modal test modes.

| Frequency (Hz) | 185.0 | 211.3 | 242.4 | 435.7 | 585.0 | 631.2 |
|---------------|-------|-------|-------|-------|-------|-------|
| 184.6 Hz      | 0.96  | 0.05  | 0.08  | 0.01  | 0.09  | 0     |
| 211.4 Hz      | 0.01  | 0.98  | 0.24  | 0     | 0.01  | 0.03  |
| 242.2 Hz      | 0.08  | 0.18  | 0.95  | 0.03  | 0.05  | 0.01  |
| 295.5 Hz      | 0.20  | 0     | 0     | 0.03  | 0     | 0     |
| 434.3 Hz      | 0.13  | 0.08  | 0.03  | 0.01  | 0.18  | 0     |
| 434.4 Hz      | 0.08  | 0     | 0     | 0.94  | 0.06  | 0.01  |
| 571.5 Hz      | 0.05  | 0.03  | 0.03  | 0.05  | 0.87  | 0.01  |
| 630.2 Hz      | 0     | 0.03  | 0     | 0.01  | 0.01  | 0.94  |

### D. SOFTWARE SIMULATION RESULTS

The results of software simulations (i.e. performed on a PC) of the displacements of the workpiece surface in the direction of the $x_3$ axis (Fig. 1), for the standard parameters of the milling process, are shown in Fig. 9a, and for the modified parameters in Fig. 9b.

### E. HARDWARE SIMULATION RESULTS

The same simulation program compiled with different compiler optimization options may produce slightly different results (up to $5 \times 10^{-6}$ mm) due to underflow and rounding.
errors when calculating using floating point variables. Such insignificant (compared to the values presented in Fig. 9a) differences were observed between software and hardware (FPGA) implementations of the Amikro4 simulation program. This version of the hardware implemented in the Amikro4 simulations performed the calculations in RT in all tests, however the number of theoretically required FPGA cycles was slightly higher than the RT requirements. If all cutting edges of a milling tool are cutting simultaneously in the same time step, the calculation will take slightly longer than the minimum time step \( t = 42 \mu s \) because FPGA operated at a relatively low frequency (100 MHz) compared to modern CPUs. In this case, a problem was identified with the \texttt{mawie} function algorithm that finds the active node in the FEM model (Table 1). The optimized version of this algorithm required 593 FPGA cycles. In order to be sure that the computation would be performed at RT in every possible state, the \texttt{mawie} function had to be rewritten to reduce the required number of cycles to compute it. Instead of finding (in each simulation step) which node is closest to the tool, the hardware implementation of the \texttt{mawie} function used a pre-computed map (which only requires a few FPGA cycles). Both functions give slightly different results at the corners of the map cells. The differences in the results of Amikro4 with the \texttt{mawie} function mapped version are shown in Fig. 10. It is still possible to improve the results by introducing a map with a higher density in the \texttt{mawie} function, but for HiLS both the quality (stability) and the quantity (the differences are still small compared to simulation results) of the presented solution was considered satisfactory.

**F. EXPERIMENTAL RESULTS FOR THE REAL MILLING PROCESS**

The results (measured with accelerometers from 4 to 1 in Fig. 8b) of the real milling process of a workpiece with standard parameters (chapter IV.C) are shown in Fig. 11. It should be noted that the figure shows the displacements observed at the closest measurement points, fixed to the workpiece surface (i.e. the workpiece-tool contact point moves near and over a given sensor). Meanwhile, the simulation results presented in Fig. 9 show displacements at the point of contact between the tool and the workpiece (i.e. measurement point moves with the tool). For example, the time interval from 5 to 16 seconds was calculated over the period from the start of the milling operation (excluding the time while the tool entered the material) to the time while the tool was in the center position between sensors 4 and 3 (see Fig. 8 for sensor positions). The comparison of the real simulation results with the results of the Amikro4 FPGA RT simulation in the frequency domain is shown in Fig. 12. The different amplitudes are mainly the result of different assumed parameters in equations (1)-(3)
and the introduction of a reduced model (only five modal workpiece modes were used). The two main harmonics are present in the simulation results (Fig. 12), but many other harmonics are missing. During the simulation, a simplified model of the tool was assumed (all cutting edges are exactly the same), and some effects (appearing in the experiment) were ignored (for example, the effects of balancing and tool bending [44]).

It should be emphasized that both the most important components of the vibration spectrum, as well as the general outline of the displacement and the evolution of vibrations obtained from RT simulations made on FPGA are consistent with the experimental results.

G. RT EXPERIMENTAL VALIDATION

It was assumed that the hardware implementation of the RT milling process simulation would be part of the HiLS system designed to develop a tool for detecting self-excited chatter vibrations. This is only an example application, hence a simplification of the HiLS system - the relative tool-workpiece vibrations (displacements) are “published” from the RT as an analog signal generated by a 16-bit D/A converter. It is possible to generate various signals resulting from RT simulation, such as tool vibrations (not relative), but to simplify the comparisons, the original form of the results from the Amikro4 program has not been modified. The FPGA monitors one digital input signal which is a command (high signal level) to stop the milling process. In addition, simulation results are saved in FPGA memory and then copied to CPU memory after simulation is complete, where they are finally saved as text files for further, off-line, non-RT analysis.

The chatter detection tool has been simplified (and it is not the topic of this article). Appropriate software was implemented in LabView Real Time at the NI PXI-8106 RT controller system with a 16-bit DAQ PXI 6221 card. The system monitors the vibration level, i.e. the signal generated on-line by the FPGA chip performing RT simulations. This signal mocks the signal that can be obtained from some vibration sensor, for example an accelerometer or a proximity probe. When the monitored signal exceeds any selected value, the PXI generates a stop signal. The milling process is then stopped (the feed rate in the simulated process is set to \( v_f = 0 \) m/s). A schematic description of the stand is presented in Fig. 13. For the conversion of input and output signals of the FPGA (level 0 - 3.3 V) to a voltage level (-10 – 10 V), voltage converters with low propagation time (1 us) were used between the FPGA and the PXI system.

The results of the hardware simulations were appropriately scaled and shown in Fig. 14 for the simulation performed with standard milling parameters and with modified milling parameters in Fig. 15. The observed analog signals that were...
generated in RT are similar to the results obtained with the software, off-line version simulation: Fig. 14a is similar to Fig. 9a and Fig. 15a is similar to Fig. 9b, but the last two have a limited range because the analog signals are limited (maximum displacement is ± 0.01 mm) and thus observed signals are saturated. The result of the hardware simulation presented in Fig. 15a is unstable, so some aliasing effects are observed (even though the sampling time of the LabView-based acquisition system is relatively small (0.000025 s)), because the maximum values of the generated signals are not synchronized in time with the sampling period.

The trigger values for the STOP signal have been set arbitrarily to the maximum allowed value of the observed displacement in a LabView based RT system. The STOP signals were generated with a delay of one sampling period, i.e. 25 µs. The STOP signal effects could be observed in Figs. 14b, 15b and 15c. The hardware simulated system reacted in real time to the given STOP signals during the time integration step, i.e. 42 µs. To make the simulations more realistic, the response time can be increased in this case.

In real applications, much more sophisticated techniques and algorithms for chatter detection can be used [45]–[48]. The example in the paper only confirms the validity of the FPGA-based RT simulation application concept.

V. SUMMARY AND CONCLUSION

The presented RT hardware simulation results allow for the conclusion that it is possible to create RT simulations of a complex process, e.g. dynamic milling systems using FPGA and HLS techniques. The possibility of very sophisticated time synchronization along with very short response delays and very little jitter make hardware simulations better than the typical software RT approach. It is also possible to implement more complex control tasks that run in parallel, especially when executing HiLS. The FPGA-based approach is characterized by higher computing power and enormous flexibility when it comes to input and output operations that can be implemented deterministically in RT. In this example project, you could define various input and output signals, which can be analog or digital. Thus, it is possible, for example, to study the simulations of the influence of active damping systems on the simulated milling process. The hardware functions are based on procedures written in high-level C programming language, which makes it easy to introduce changes to the presented algorithm. The approach presented in this paper can be used to simulate the dynamics of various mechatronic systems.

APENDIX

Data must be copied to and from the accelerator, and accelerator operations must be synchronized. The Xilinx SDSoC software tries to estimate this time, but to investigate this problem further, a simple test function add was written in the C language. The add function returns the sum of two input floating point numbers:

```c
float add(float a, float b)
{
    return a+b;
}
```

The add function has been called from a simple test program loop one million times:

```c
float a = 1.f, b = 1.f;
for(;a<1000000.f;)
{
    a = add(a,b);
}
```

The program containing this loop was compiled with the Xilinx SDSoC utility. The standard optimization options that are used by the Xilinx SDSoC compilers (clang and gcc) are enabled. The test program execution time is shown in Table 3. It did not matter whether the operating system (Linux) was
used or not (Baremetal), the execution time was always significantly shorter compared to the version with the hardware accelerated add function.

Based on the results presented in Tables 1 and 3, the final design decisions were made for the RT version of the Amikro4 simulation program.

The execution time for the Linux version of Amikro4 was only slightly longer than for the Baremetal version, which is a much less convenient development environment. All input, output, and network operations would probably run faster and more reliably on Linux. Xilinx SDSoC provides three major software platforms: Linux, FreeRTOS, and Baremetal. The standard version of Linux, unlike FreeRTOS and Baremetal, could not serve as the basis for the RT program, but could be a very good platform for performing all the necessary operations, which does not have to meet RT expectations.
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