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Fig. 1: Points in LiDAR frames acquired over time are not aligned due to the motion of the sensor and of other agents in the scene (a, d). Static background points can be aligned using ego-motion, but this smears the dynamic points across their trajectories (b). While motion segmentation only enables removing the moving points from the scene (e), our method properly disentangles individual moving objects from the static part and accumulates both correctly (c, f).

Abstract. Multi-beam LiDAR sensors, as used on autonomous vehicles and mobile robots, acquire sequences of 3D range scans (“frames”). Each frame covers the scene sparsely, due to limited angular scanning resolution and occlusion. The sparsity restricts the performance of downstream processes like semantic segmentation or surface reconstruction. Luckily, when the sensor moves, frames are captured from a sequence of different viewpoints. This provides complementary information and, when accumulated in a common scene coordinate frame, yields a denser sampling and a more complete coverage of the underlying 3D scene. However, often the scanned scenes contain moving objects. Points on those objects are not correctly aligned by just undoing the scanner’s ego-motion. In the present paper, we explore multi-frame point cloud accumulation as a mid-level representation of 3D scan sequences, and develop a method that exploits inductive biases of outdoor street scenes, including their geometric layout and object-level rigidity. Compared to state-of-the-art scene flow estimators, our proposed approach aims to align all 3D points in a common reference frame correctly accumulating the points on the individual objects. Our approach greatly reduces the alignment errors on several benchmark datasets. Moreover, the accumulated point clouds benefit high-level tasks like surface reconstruction. [project page]
1 Introduction

LiDAR point clouds are a primary data source for robot perception in dynamically changing 3D scenes. They play a crucial role in mobile robotics and autonomous driving. To ensure awareness of a large field of view at any point in time, 3D point measurements are acquired as a sequence of sparse scans that each cover a large field-of-view—typically, the full $360^\circ$. In each individual scan $(i)$ the point density is low, and $(ii)$ some scene parts are occluded. Both issues complicate downstream processing. One way to mitigate the problem is to assume the sensor ego-motion is known and to align multiple consecutive scans into a common scene coordinate frame, thus accumulating them into a denser and more complete point cloud. This simple accumulation strategy already boosts performance for perception tasks like object detection [7] and semantic segmentation [4], but it also highlights important problems. First, to obtain sufficiently accurate sensor poses the ego-motion is typically computed in post-processing to enable sensor fusion and loop closures — meaning that it would actually not be available for online perception. Second, compensating the sensor ego-motion only aligns scan points of the static background, while moving foreground objects are smeared out along their motion trajectories (Fig. 1b).

To properly accumulate 3D points across multiple frames, one must disentangle the individual moving objects from the static background and reason about their spatio-temporal properties. Since the grouping of the 3D points into moving objects itself depends on their motion, the task becomes a form of multi-frame 3D scene flow estimation. Traditional scene flow methods [32,58,40] model dynamics in the form of a free-form velocity field from one frame to the next, only constrained by some form of (piece-wise) smoothing [51,52,13].

While this is a very flexible and general approach, it also has two disadvantages in the context of autonomous driving scenes: $(i)$ it ignores the geometric structure of the scene, which normally consists of a dominant, static background and a small number of discrete objects that, at least locally, move rigidly; $(ii)$ it also ignores the temporal structure and only looks at the minimal setup of two frames. Consequently, one risks physically implausible scene flow estimates [19], and does not benefit from the dense temporal sequence of scans.

Starting from these observations, we propose a novel point cloud accumulation scheme tailored to the autonomous driving setting. To that end, we aim to accumulate point clouds over time while abstracting the scene into a collection of rigidly moving agents [3,19,47] and reasoning about each agent’s motion on the basis of a longer sequence of frames [23,22]. Along with the accumulated point cloud (Fig. 1c), our method provides more holistic scene understanding, including foreground/background segmentation, motion segmentation, and per-object parametric motion compensation. As a result, our method can conveniently serve as a common, low-latency preprocessing step for perception tasks including surface reconstruction (Fig. 1f) and semantic segmentation [4].

We carry out extensive evaluations on two autonomous driving datasets Waymo [46] and nuScenes [7], where our method greatly outperforms prior art. For example, on Waymo we reduce the average endpoint error from 12.9 cm to
1.8 cm for the static part and from 23.7 cm to 17.3 cm for the dynamic objects. We observe similar performance gains also on nuScenes.

In summary, we present a novel, learnable model for temporal accumulation of 3D point cloud sequences over multiple frames, which disentangles the background from dynamic foreground objects. By decomposing the scene into agents that move rigidly over time, our model is able to learn multi-frame motion and reason about motion in context over longer time sequences. Moreover, our method allows for low-latency processing, as it operates on raw point clouds and requires only their sequence order as further input. It is therefore suitable for use in online scene understanding, for instance as a low-level preprocessor for semantic segmentation or surface reconstruction.

2 Related work

Temporal point cloud processing. Modeling a sequence of point clouds usually starts with estimating accurate correspondences between frames, for which scene flow emerged as a popular representation. Originating from [49], scene flow estimation builds an intuitive and effective dynamic scene representation by computing a flow vector for each source point. While traditional scene flow methods [55,50,51,52] leverage motion smoothness as regularizer within their optimization frameworks, modern learning-based methods learn the preference for smooth motions directly from large-scale datasets [32,58,40,36]. Moreover, manually designed scene priors proved beneficial for structured scenes, for instance supervoxel-based local rigidity constraints [29], or object-level shape priors learned in fully supervised [3] or weakly supervised [19] fashion. Methods like SLIM [2] take a decoupled approach, where they first run motion segmentation before deriving scene flows for each segment separately. Treating the entire point cloud sequence as 4D data and applying a spatio-temporal backbone [33,10,16] demonstrates superior performance and efficiency. Subsequent works enhance such backbones by employing long-range modeling techniques such as Transformers [48,15,60], or by coupling downstream tasks like semantic segmentation [1], object detection [59,42] and multi-modal fusion [38]. While our method employs the representation of multi-frame scene flow, we explicitly model individual dynamic objects, which not only provides a high-level scene decomposition, but also yields markedly higher accuracy.

Motion segmentation. Classification of the points into static and dynamic scene parts serves as an essential component in our pipeline. Conventional geometric approaches either rely on ray casting [8,44] over dense terrestrial laser scans to build clean static maps, or on visibility [39,26] to determine the dynamics of the query point by checking its occlusion state in a dense map. Removert [26] iteratively recovers falsely removed static points from multi-scale range images. Most recently, learning-based methods formulate and solve the segmentation task in a data-driven way: Chen et al. [9] propose a deep model over multiple
Fig. 2: Overview. Our method takes in a point cloud sequence of $T$ frames and starts by extracting foreground points (marked yellow) for each frame. To obtain ego motion, $T-1$ pairwise registrations are performed. Next, points belonging to dynamic foreground object are extracted using our motion segmentation module (marked orange). To boost subsequent spatio-temporal instance association, we additionally predict per-point offset vectors. After instance association, we finally compute the rigid motion separately for each segmented dynamic object.

range image residuals and show SoTA results on a newly-established motion segmentation benchmark [4]. Any Motion Detector [17] first extracts per-frame features from bird’s-eye-view projections and then aggregates temporal information from ego-motion compensated per-frame features (in their case with a with convolutional RNN). Our work is similar in spirit, but additionally leverages information from the foreground segmentation task and object clustering in an end-to-end framework.

Dynamic object reconstruction. Given sequential observations of a rigid object, dynamic object reconstruction aims to recover the 3D geometric shape as well as its rigid pose over time. Such a task can be handled either by directly hallucinating the full shape or by registering and accumulating partial observations. Approaches of the former type usually squash partial observations into a global feature vector [62,18,30] and ignore the local geometric structure. [21] go one step further by disentangling shape and pose with a novel supervised loss. However, there is still no guarantee for the fidelity of the completed shape. We instead rely on registration and accumulation. Related works include AlignNet-3D [20] that directly regresses the relative transformation matrix from concatenated global features of the two point clouds. NOCS [53] proposes a category-aware canonical representation that can be used to estimate instance pose w.r.t. its canonical pose. Caspr [43] implicitly accumulates the shapes by mapping a sequence of partial observations to a continuous latent space. [23] and [22] respectively propose multi-way registration methods that accumulate multi-body and non-rigid dynamic point clouds, but do not scale well to large scenes.
3 Method

The network architecture of our multitask model is schematically depicted in Fig. 2. To accumulate the points over time, we make use of the inductive bias that scenes can be decomposed into agents that move as rigid bodies [19]. We start by extracting the latent base features of each individual frame (§ 3.1), which we then use as input to the task-specific heads. To estimate the ego-motion, we employ a differentiable registration module (§ 3.2). Instead of using the ego-motion only to align the static scene parts, we also use it to spatially align the base features, which are reused in the later stages. To explain the motion of the dynamic foreground, we utilize the aligned base features and perform motion segmentation (§ 3.3) as well as spatio-temporal association of dynamic foreground objects (§ 3.4). Finally, we decode the rigid body motion of each foreground object from its spatio-temporal features (§ 3.5). We train the entire model end-to-end with a loss $L$ composed of five terms:

$$L = L_{\text{ego}} + L_{\text{FG}} + L_{\text{motion}} + \lambda_{\text{offset}} L_{\text{offset}} + \lambda_{\text{obj}} L_{\text{obj}}.$$ (1)

In the following, we provide a high-level description of each module. Detailed network architectures, including parameters and loss formulations, are given in the supplementary material (unless already elaborated).

**Problem setting.** Consider an ordered point cloud sequence $\mathcal{X} = \{X^t\}_{t=1}^T$ consisting of $T$ frames $X^t = [x^t_1, ..., x^t_i, ..., x^t_n]$ of variable size, captured by a single moving observer at constant time intervals $\Delta t$. We denote the first frame $X^1$ the target frame, while the remaining frames $\{X^t | t > 1\}$ are termed source frames. Our goal is then to estimate the flow vectors $\{V^t \in \mathbb{R}^{3 \times n_t} | t > 1\}$ that align each of the source frames to the target frame, and hence accumulate the point clouds. Instead of predicting unconstrained pointwise flow vectors, we make use of the inductive bias that each frame can be decomposed into a static part $X^t_{\text{static}}$ and $K_t$ rigidly-moving dynamic parts $X^t_{\text{dynamic}} = \{X^t_k\}_{k=1}^{K_t}$ [19]. For an individual frame, the scene flow vectors $V^t_{\text{static}}$ of the static part and $V^t_k$ of the $k$-th dynamic object can be explained by the rigid ego-motion $T^t_{\text{ego}} \in \text{SE}(3)$ and the motion of the dynamic object relative to the static background $T^t_k \in \text{SE}(3)$, respectively as:

$$V^t_{\text{static}} = T^t_{\text{ego}} \circ X^t_{\text{static}} - X^t_{\text{static}}, \quad V^t_k = T^t_k T^t_{\text{ego}} \circ X^t_k - X^t_k,$$ (2)

where $T \circ X$ (or $T \circ x$) denotes applying the transformation to the point set $X$ (or point $x$).

3.1 Backbone network

Similar to [2,24,57], our backbone network converts the 3D point cloud of a single frame into a bird’s eye view (BEV) latent feature image. Specifically, we lift the point coordinates to a higher-dimensional latent space using a point-wise MLP and then scatter them into a $H \times W$ feature grid aligned with the gravity axis.
The features per grid cell (“pillar”) are aggregated with max-pooling, then fed through a 2D UNet [34] to enlarge their receptive field and strengthen the local context. The output of the backbone network is a 2D latent base feature map $F_{\text{base}}^t$ for each of the $T$ frames.

### 3.2 Ego-motion estimation

We estimate the ego-motion $T_{\text{ego}}^t$ using a correspondence-based registration module separately for each source frame. Points belonging to dynamic objects can bias the estimate of ego-motion, especially when using a correspondence-based approach, and should therefore be discarded. However, at an early stage of the pipeline it is challenging to reason about scene dynamics, so we rather follow the conservative approach and classify points into background and foreground, where foreground contains all the movable objects (e.g., cars and pedestrians), irrespective of their actual dynamics [19]. The predicted foreground mask is later used to guide motion segmentation in § 3.3.

We start by extracting ego-motion features $F_{\text{ego}}^t$ and foreground scores $s_{\text{FG}}^t$ from each $F_{\text{base}}^t$ using two dedicated heads, each consisting of two convolutional layers separated by a ReLU activation and batch normalization. We then randomly sample $N_{\text{ego}}$ background pillars whose $s_{\text{FG}}^t < \tau$ and compute the pillar centroid coordinates $P^t = \{p_l^t\}$. The ego motion $T_{\text{ego}}^t$ is estimated as:

$$T_{\text{ego}}^t = \arg \min_T \sum_{l=1}^{N_{\text{ego}}} w_l^t \| T \circ p_l^t - \phi(p_l^t, P^1) \|^2. \tag{3}$$

Here, $\phi(p_l^t, P^1)$ finds the soft correspondence of $p_l^t$ in $P^1$, and $w_l^t$ is the weight of the correspondence pair $(p_l^t, \phi(p_l^t, P^1))$. Both $\phi(p_l^t, P^1)$ and $w_l^t$ are estimated using an entropy-regularized Sinkhorn algorithm from $F_{\text{ego}}^t$ with slack row/column padded [11,61] and the optimal $T_{\text{ego}}^t$ is computed in closed form via the differentiable Kabsch algorithm [25].

We supervise the ego-motion with an $L_1$ loss over the transformed pillars $\mathcal{L}_{\text{trans}} = \frac{1}{OPT} \sum_{i=1}^{OPT} \| T \circ p_i^1 - T \circ p_i^t \|_1$ and an inlier loss $\mathcal{L}_{\text{inlier}}$ [61] that regularizes the Sinkhorn algorithm, $\mathcal{L}_{\text{ego}}^* = \mathcal{L}_{\text{trans}} + \mathcal{L}_{\text{inlier}}$. The foreground score $s_{\text{FG}}^t$ is supervised using a combination of weighted binary cross-entropy (BCE) loss $\mathcal{L}_{\text{bce}}$ and Lovasz-Softmax loss $\mathcal{L}_{\text{ls}}$ [5]: $\mathcal{L}_{\text{bce}} = \mathcal{L}_{\text{bce}}(s_{\text{FG}}^t, \bar{s}_{\text{FG}}^t) + \mathcal{L}_{\text{ls}}(s_{\text{FG}}^t, \bar{s}_{\text{FG}}^t)$, with $\bar{s}_{\text{FG}}^t$ the binary ground truth. The weights in $\mathcal{L}_{\text{bce}}$ are inversely proportional to the square root of elements in each class.

### 3.3 Motion segmentation

To separate the moving objects from the static ones we perform motion segmentation, reusing the per-frame base features $\{F_{\text{base}}^t\}$. Specifically, we apply a differentiable feature warping scheme [45] that warps each $F_{\text{base}}^t$ using the predicted ego-motion $T_{\text{ego}}^t$, and obtain a spatio-temporal 3D feature tensor of size...
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C × T × H × W by stacking the warped feature maps along the channel dimension. This feature tensor is then fed through a series of 3D convolutional layers, followed by max-pooling across the temporal dimension T. Finally, we apply a small 2D UNet to obtain the 2D motion feature map \( F_{\text{motion}} \).

To mitigate discretization error, we bilinearly interpolate grid motion features to all foreground points in each frame.\(^\dagger\) The point-level motion feature for \( x_t^i \) is computed as:

\[
f_t^{i,\text{motion}} = \text{MLP}
\left(\text{cat}\left[\psi(x_t^i, F_{\text{motion}}), \text{MLP}(x_t^i)\right]\right),
\]

where \( \text{MLP}(\cdot) \) denotes a multi-layer perceptron, \( \text{cat}[\cdot] \) concatenation, and \( \psi(x, F) \) a bilinear interpolation from \( F \) to \( x \). The dynamic score \( s_t^i \) of the point \( x_t^i \) is then decoded from the motion feature \( f_t^{i,\text{motion}} \) using another MLP, and supervised similar to the foreground segmentation, with a loss \( L_{\text{motion}} = L_{\text{bce}}(s_t^i, s^{i,\text{gt}}) + L_{\text{ls}}(s_t^i, s^{i,\text{gt}}) \), where \( s^{i,\text{gt}} \) denotes the ground-truth motion label of point \( x_t^i \).

### 3.4 Spatio-temporal instance association

To segment the dynamic points (extracted by thresholding the \( s_t^i \)) into individual objects and associate them over time, we perform spatio-temporal instance association. Different from the common tracking-by-detection \([12, 56]\) paradigm, we propose to directly cluster the spatio-temporal point cloud, which simultaneously provides instance masks and the corresponding associations. However, naive clustering of the ego-motion aligned point clouds often fails due to LiDAR sparsity and fast object motions, hence we predict a per-point offset vector \( \delta_t^i \) pointing towards the (motion-compensated) instance center:

\[
\delta_t^i = \text{MLP}
\left(\text{cat}\left[\psi(x_t^i, F_{\text{motion}}), \text{MLP}(x_t^i)\right]\right).
\]

The DBSCAN \([14]\) algorithm is subsequently applied over the deformed point set \( \{x_t^i + \delta_t^i | \forall i, \forall t\} \) to obtain an instance index for each point. This association scheme is simple yet robust, and can seamlessly handle occlusions and mis-detections. Similar to 3DIS \([28]\) we supervise the offset predictions \( \delta_t^i \) with both an \( L_1 \)-distance loss and a directional loss:

\[
L_{\text{offset}}^\bullet = \frac{1}{n} \sum_{i,t} \left( \left\| \delta_t^i - \overline{\delta}_t^i \right\| + 1 - \left\langle \frac{\delta_t^i}{\|\delta_t^i\|}, \frac{\bar{\delta}_t^i}{\|\bar{\delta}_t^i\|} \right\rangle \right),
\]

where \( \overline{\delta}_t \) is the ground truth offset \( o - x \) from the associated instance centroid \( o \) in the target frame, and \( \langle \cdot \rangle \) is the inner product.

### 3.5 Dynamic object motion modelling

Once we have spatio-temporally segmented objects, we must recover their motions at each frame. As LiDAR points belonging to a single object are sparse

\(^\dagger\) We predict motion labels only for foreground and treat background points as static.
and explicit inter-frame correspondences are hard to find, we take a different approach from the one used in the ego-motion head and construct a novel TubeNet to directly regress the transformations. Specifically, TubeNet takes $T$ frames of the same instance $X_k$ as input, and regresses its rigid motion parameters $T_k^t$ as:

$$T_k^t = MLP \left( \text{cat}[\tilde{f}_{\text{motion}}, \tilde{f}_{\text{ego}}, \tilde{f}_{\text{pos}}, \tilde{f}_{\text{pos}}^1] \right),$$

where $\tilde{f}_{\text{motion}}$ and $\tilde{f}_{\text{ego}}$ are instance-level global features obtained by applying PointNet [41] to the respective point-level features of that instance, $\tilde{f}_i = \text{PN}(\{f_{t,i}^* \mid x_{t,i} \in X_k^t\})$. Recall that point-level features $f_{t,i}^*$ are computed from $F^*$ via the interpolation scheme described in Eq (4). Here, $\tilde{f}_{\text{motion}}$ encodes the overall instance motion while $\tilde{f}_{\text{ego}}$ supplements additional geometric cues. The feature $\tilde{f}_{\text{pos}} = \text{PN}(X_k)$ is a summarized encoding over individual frames and provides direct positional information for accurate transformation estimation. The transformations are initialised to identity and TubeNet is applied in iterative fashion to regress residual transformations relative to the last iteration, similar to RPMNet [61].

For the loss function, we choose to parameterise each $T$ as an un-normalised quaternion $q \in \mathbb{R}^4$ and translation vector $t \in \mathbb{R}^3$, and supervise it with:

$$L_{\text{obj}}^* = L_{\text{trans}} + \frac{1}{T-1} \sum_{t=2}^T \left( \frac{\|t_k^t - t_k^1\|^2}{2} + \lambda \frac{\|q_k^t - q_k^1\|^2}{\|q_k^1\|^2} \right),$$

where $t_k^t$ and $q_k^t$ are the ground truth transformation, and $\lambda$ is a constant weight, set to 50 in our experiments. $L_{\text{trans}}$ is the same as in the ego-motion (§3.2).

3.6 Comparison to related work

WsRSF [19]. Our proposed method differs from WsRSF in several ways: (i) WsRSF is a pair-wise scene flow estimation method, while we can handle multiple frames; (ii) unlike WsRSF we perform motion segmentation for a more complete understanding of the scene dynamics; (iii) our method outputs instance-level associations, while WsRSF simply connects each instance to the complete foreground of the other point cloud.

MotionNet [57]. Similar to our method, MotionNet also deals with sequential point clouds and uses a BEV representation. However, MotionNet (i) assumes that ground truth ego-motion is available, while we estimate it within our network; and (ii) does not provide object-level understanding, rather it only separates the scene into a static and a dynamic part.

3.7 Implementation details

Our model is implemented in pytorch [37] and can be trained on a single RTX 3090 GPU. During training we minimize Eq (1) with the Adam [27] optimiser, with an initial learning rate 0.0005 that exponentially decays at a rate
of 0.98 per epoch. For both Waymo and nuScenes, the size of the pillars is $(\delta_x, \delta_y, \delta_z) = (0.25, 0.25, 8)$ m. We sample $N_{\text{ego}} = 1024$ points for ego-motion estimation and set $\tau = 0.5$ for foreground/background segmentation. The feature dimensions of $F_{\text{base}}^t$, $F_{\text{ego}}^t$, $F_{\text{motion}}$ are 32, 64, 64 respectively. During inference we additionally use ICP [6] to perform test-time optimisation of the ego-motion as well as the transformation parameters of each dynamic object. ICP thresholds for ego-motion and dynamic object motion are 0.1/0.2 and 0.15/0.25 m for Waymo / nuScenes.

4 Experimental Evaluation

In this section, we first describe the datasets and the evaluation setting for our experiments (§ 4.1). We then proceed with a quantitative evaluation of our method and showcase its applicability to downstream tasks with qualitative results for surface reconstruction (§ 4.2). Finally, we validate our design choices in an ablation study (§ 4.3).

4.1 Datasets and evaluation setting

Waymo. The Waymo Open Dataset [46] includes 798/202 scenes for training/validation, where each scene is a 20-second clip captured by a 64-beam LiDAR at 10 Hz. We randomly sample 573/201 scenes for training/validation from the training split, and treat the whole validation split as a held-out test set. We consider every 5 consecutive frames as a sample and extract 20 samples from each clip, for a total of 11440/4013/4031 samples for training/validation/test.

nuScenes. The nuScenes dataset [7] consists of 700 training and 150 validation scenes, where each scene is a 20-second clip captured by a 32-beam LiDAR at 20 Hz. We use all validation scenes for testing and randomly hold out 150 training scenes for validation. We consider every 11 consecutive frames as a sample, resulting in a total of 10921/2973/2973 samples for training/validation/testing.

Ground truth. We follow [24] to construct pseudo ground-truth from the detection and tracking annotations. Specifically, the flow vectors of the background part are obtained from ground truth ego-motion. For foreground objects, we use the unique instance IDs of the tracking annotations and recover their rigid motion parameters by registering the bounding boxes. Notably, for nuScenes the bounding boxes are only annotated every 10 frames. To obtain pseudo ground truth for the remaining frames, we linearly interpolate the boxes, which may introduce a small amount of label noise especially for fast-moving objects.

Metrics. We use standard scene flow evaluation metrics [32,2] to compare the performance of our approach to the selected baselines. These metric include: (i) 3D end-point-error ($EPE$ [m]) which denotes the mean $L_2$-error of all flow vectors averaged over all frames; (ii) strict/relaxed accuracy ($\text{AccS} [%] / \text{AccR} [%]$). i.e.,
the fraction of points with $EPE < 0.05/0.10 m$ or relative error $< 0.05/0.10$; (iii) Outliers [%] which denotes the ratio of points with $EPE > 0.30 m$ or relative error $> 0.10$; and (iv) ROutliers [%], the fraction of points whose $EPE > 0.30 m$ and relative error $> 0.30$. We evaluate these metrics for the static and dynamic parts of the scene separately. Following [57,35], we evaluate the performance of all methods only on the points that lie within the square of size $64 \times 64 \text{m}^2$ centered at the ego-car location in the target frame. Additionally we remove ground points by thresholding along the $z$-axis. Ablations studies additionally report the quality of motion segmentation in terms of recall and precision of dynamic parts, and the quality of spatio-temporal instance association in terms of mean weighted coverage ($mWCov$, the $IoU$ of recovered instances [54]). For further details, see the supplementary material.

Baselines. We compare our method to 4 baseline methods. PPWC [58] and FLOT [40] are based on dense matching and are trained in a fully supervised manner; WsRSF [19] assumes a multi-body scene and can be trained with weak supervision; NSFPrior [31] is an optimisation-based method without pre-committing. For PPWC [58], FLOT [40] and WsRSF [19], we sample at most 8192 points from each frame due to memory constraints, and use the $k$-nn graph to up-sample flow vectors to full resolution at inference time. For NSFPrior [31], we use the full point clouds and take the default hyper-parameter settings given by the authors, except for the early-stopping patience, which we set to 50 to make it computationally tractable on our large-scale dataset. For all baseline methods, we directly estimate flow vectors from any source frame to the target frame.

A point is labelled as dynamic if its ground-truth velocity is $> 0.5 \text{m/s}$.

This setting turns out to better suit the baseline methods [40,58,31]. However, we keep ground points in our dynamic point cloud accumulation task, as thresholding could falsely remove points that are of interest for reconstruction or mapping.

| Dataset | Method        | EPE avg. ↓ | AccS↑ | AccR↑ | ROutlier↓ | EPE avg. ↓ | EPE med. ↓ | AccS↑ | AccR↑ | ROutlier↓ |
|---------|---------------|------------|-------|-------|-----------|------------|------------|-------|-------|-----------|
| Waymo   | PPWC-Net [58] | 0.414      | 17.6  | 40.2  | 12.1      | 0.475      | 0.201      | 9.0   | 29.3  | 22.4      |
|         | FLOT [40]     | 0.129      | 65.2  | 85.0  | 2.8       | 0.625      | 0.231      | 9.8   | 27.4  | 33.8      |
|         | WsRSF [19]    | 0.063      | 87.3  | 96.6  | 0.6       | 0.384      | 0.094      | 31.3  | 64.0  | 10.1      |
|         | Ours          | 0.028      | 97.5  | 99.5  | 0.1       | 0.197      | 0.043      | 69.1  | 86.9  | 5.1       |
|         | Ours+         | 0.018      | 99.0  | 99.7  | 0.1       | 0.173      | 0.043      | 69.1  | 86.9  | 5.1       |
|         | Ours (w. ground) | 0.042 | 91.9  | 98.8  | 0.1       | 0.219      | 0.071      | 47.1  | 72.8  | 8.5       |
| nuScenes| PPWC-Net [58]| 0.316      | 16.1  | 37.0  | 8.7       | 0.661      | 0.307      | 7.6   | 24.2  | 31.9      |
|         | FLOT [40]     | 0.153      | 51.7  | 78.3  | 4.3       | 1.216      | 0.710      | 3.0   | 10.3  | 63.9      |
|         | WsRSF [19]    | 0.195      | 57.4  | 82.6  | 4.8       | 0.539      | 0.204      | 17.9  | 37.4  | 22.9      |
|         | NSFPrior [31] | 0.584      | 38.9  | 56.7  | 26.9      | 0.707      | 0.222      | 19.3  | 37.8  | 32.0      |
|         | Ours          | 0.111      | 65.4  | 88.6  | 1.1       | 0.301      | 0.146      | 26.6  | 53.4  | 12.1      |
|         | Ours+         | 0.091      | 72.8  | 91.9  | 0.9       | 0.301      | 0.135      | 32.7  | 56.7  | 11.7      |
|         | Ours (w. ground) | 0.134 | 55.3  | 81.8  | 1.9       | 0.37       | 0.182      | 18.2  | 43.8  | 17.5      |

Table 1: Scene flow results on Waymo and nuScenes datasets.
Fig. 3: Our method scales better to more frames. For the challenging dynamic parts, it also has smaller errors as well as fewer extreme outliers.

4.2 Main results

The detailed comparison on the Waymo and nuScenes data is given in Tab. 1. Ours denotes the direct output of our model, while Ours+ describes the results after test-time refinement with ICP. Many downstream tasks (e.g., surface reconstruction) rely on the accumulation of full point clouds and require also ground points. We therefore also train a variant of our method on point clouds with ground points and denote it Ours (w. ground). To facilitate a fair comparison, we use full point clouds as input during training and inference, but only compute the evaluation metrics on points that do not belong to ground.

Comparison to state of the art. On the static part of the Waymo dataset, FLOT [40] reaches the best performance among the baselines, but still has an average EPE error of 12.9 cm, which is more than 4 times larger than that of Ours (2.8 cm). This result corroborates our motivation for decomposing the scene into a static background and dynamic foreground. Modeling the motion of the background with a single set of transformation parameters also enables us to run ICP at test time (Ours+), which further reduces the EPE of the static part to 1.8 cm. On the dynamic foreground points, NSFPrior [31] reaches a comparable performance to Ours. However, based on our spatio-temporal association of foreground points we can again run ICP at test-time, which reduces the median EPE error to 4.3 cm, ≈40% lower than that of NSFPrior. Furthermore, NSFPrior is an optimization method and not amenable to online processing (see Tab. 3). The results for nuScenes follow a similar trend as the ones for Waymo, but are larger in absolute terms due to the lower point density. Our method achieves the best performance on both static and dynamic parts. The gap to the closest competitors is even larger, which suggests that our method is more robust to low point density.

To further understand the error distribution of the dynamic parts, and the evolution of the errors of the static part as the gap between the source and target frames increases, we plot detailed results in Fig. 3. On both Waymo and nuScenes our method degrades gracefully, and slower than the baselines. The ECDF curve of the EPE error for foreground points also shows that our method performs best at all thresholds.
Breakdown of the performance gain. Overall, our method improves over baseline methods by a large margin on two datasets. The gains are a direct result of our design choices: (i) by modelling the flow of the background as rigid motion instead of unconstrained flow, we can greatly reduce ROutlier and improve the accuracy; (ii) different from [19] we perform motion segmentation, and can thus assign ego-motion flow to points on movable, but static objects (≈ 75% of the foreground). This further improves the results (see EPE of static FG in Tab. 4); (iii) reasoning on the object level, combined with spatio-temporal association and modelling, improves flow estimates for the dynamic foreground.

Generalisation to variable input length $T$. When trained with a fixed input length ($T = 5$ on Waymo), our model is able to generalize to different input lengths (see Tab. 2). The performance degrades moderately with increasing $T$, as the motions become larger than seen during training. Also, larger displacements make the correspondence problem inherently harder.

Runtime. We report runtimes for our model and several baseline methods on both datasets in Tab. 3 (left). Our method is significantly faster than all baselines under the multi-frame scene flow setting. We also report detailed runtimes of our model for individual steps in Tab. 3 (right). As we can see, backbone feature extraction and pairwise registration (ego-motion estimation) account for the majority of the runtime, 57.5% on Waymo and 75.2% on nuScenes. Note that this runtime is calculated over all frames, while under a data streaming setting, we only need to run the first part for a single incoming frame, then re-use the features of the previous frames at later stages, which will greatly reduce runtime: after initialisation, the runtime for every new sample decreases to around 0.094 s for Waymo, respectively 0.079 s on nuScenes.

Qualitative results. In Fig. 4 we show qualitative examples of scene and object reconstruction with our approach. By jointly estimating the ego-motion of the static part and the moving object motions, our method accumulates the corresponding points into a common, motion-compensated frame. It thus provides an excellent basis for 3D surface reconstruction.
4.3 Ablation Study

Sequential model. We evaluate the individual modules of our sequential model, namely the foreground segmentation ($FG$), motion segmentation ($MOS$) and offset compensation ($Offset$). We train two models with and without foreground segmentation. For variants without $MOS$ or $Offset$, we take the trained full model but remove $MOS$ or $Offset$ at inference time. The detailed results are summarised in Tab. 4. $FG$ enables us to exclude dynamic foreground objects during pairwise registration. On Waymo, this reduces EPE of the static parts by 30% from 4.1 to 2.9 cm, and as a result also reduces EPE of dynamic parts from 28.6 to 19.7 cm. By additionally extracting the static foreground parts with $MOS$, the model can recover more accurate ego-motion for them, which reduces EPE from 19.0/19.9 to 2.1/7.4 cm on Waymo/nuScenes. $Offset$ robustifies the instance association against low point density and fast object motion (+3.1 $pp$ in $WCov$ on nuScenes), this further reduces the EPE of dynamic parts by 3.7 cm.

Ego-motion estimation strategy. By default, we directly estimate the ego-motion from any source frame to the target frame. We compare to an alternative which estimates the ego-motion relative to the previous frame. Although that
achieves smaller pairwise errors, after chaining the estimated poses the errors w.r.t. the target frame explode, resulting in inferior scene flow estimates (chained poses in Tab. 4).

**Comparison to tracking-based method.** Instead of running spatio-temporal association followed by TubeNet to model the motion of each moving object, an alternative would be to apply Kalman tracker so as to simultaneously solve association and motion. We compare to the modified AB3DMOT [56], which is based on a constant velocity model. That method first clusters moving points for each frame independently to obtain instances, then associates instances by greedy matching of instance centroids based on $L_2$ distances. The results in Tab. 4 (Kalman tracker) show clearly weaker performance, due to the less robust proximity metric based on distances between noisy centroid estimates.

**5 Conclusion**

We have looked at the analysis of 3D point cloud sequences from a fresh viewpoint, as point cloud accumulation across time. In that view we integrate point cloud registration, motion segmentation, instance segmentation, and piecewise rigid scene flow estimation into a complete multi-frame 4D scene analysis method. By jointly considering sequences of frames, our model is able to disentangle scene dynamics and recover accurate instance-level rigid-body motions. The model processes (ordered) raw point clouds, and can operate online with low latency. A major limitation is that our approach is fully supervised and heavily relies on annotated data: it requires instance-level segmentations as well as ground truth motions, although we demonstrate some robustness to label noise from interpolated pseudo ground truth. Also, our system consists of multiple processing stages and cannot fully recover from mistakes in early stages, like incorrect motion segmentation.

In future work we hope to explore our method’s potential for downstream scene understanding tasks. We also plan to extend it to an incremental setting, where longer sequences of frames can be summarized into our holistic, dynamic scene representation in an online fashion.
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