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Abstract—In this paper, we adopt the fluid limits to analyze Age of Information (AoI) in a wireless multiaccess network with many users. We consider the case wherein users have heterogeneous i.i.d. channel conditions and the statuses are generated at-will. Convergence of the AoI occupancy measure to the fluid limit, represented by a Partial Derivative Equation (PDE), is proved within an approximation error inversely proportional to the number of users. Global convergence to the equilibrium of the PDE, i.e., stationary AoI distribution, is also proved. Based on this framework, it is shown that an existing AoI lower bound in the literature is in fact asymptotically tight, and a simple threshold policy, with the thresholds explicitly derived, achieves the optimum asymptotically. The proposed threshold-based policy is also much easier to decentralize than the widely-known indexbased policies which require comparing user indices. To showcase the usability of the framework, we also use it to analyze the average non-linear AoI functions (with power and logarithm forms) in wireless networks. Again, explicit optimal threshold-based policies are derived, and average age functions proven. Simulation results show that even when the number of users is limited, e.g., 10, the proposed policy and analysis are still effective.

I. INTRODUCTION

Age of Information (AoI) is defined as a timeliness metric to quantify the time elapsed since the generation of information, when it is the freshest, to any specific time instant. In a time-critical networked system, it is desirable to maintain a low level of AoI at a node that depends heavily on the specific information. Therefore, the minimization of AoI is a systematic task, encompassing lowering the communication delay, sensing delay, data processing delay and considering their interplay. In this paper, we focus on the part of AoI that is attributed to wireless network scheduling, especially scenarios with a large number of users.

Many works have been dedicated specifically to solving AoI in wireless multiaccess networks. Considering active sources, i.e., the transmitted information is always fresh, the AoI is in fact identical with time-since-last-service. With users having heterogeneous i.i.d. transmission successful probabilities, denoted by \( q_n \), \( \forall n \in [1, \cdots, N] \), and one of them is scheduled each time, Kadota et al. found that the time-average AoI is lower bounded by

\[
\bar{\Delta}_T \geq \frac{1}{2N} \left( \sum_{n=1}^{N} \frac{1}{\sqrt{q_n}} \right)^2.
\]

The authors subsequently propose several optimization algorithms. The age-greedy policy is shown to be optimal in homogeneous networks when \( q_n = q, \forall n \). The stationary randomized policy with optimal randomization is shown to be within 2-times the optimum. Neither greedy and stationary policy achieves as good performance as the Whittle’s index policy and Lyapunov-based max-weight policy, which are essentially identical regarding their scheduler criterion—they achieve very close-to-optimal performance in simulations, however can only be proven with loose bounds due to their non-renewal policy nature. Several other works also derive the Whittle’s index policy in different scenarios that show similarly good performance, and again, without theoretical optimality guarantees. A recent work by Maatouk et al. proved that Whittle’s index policy is asymptotically optimal, when the number of scheduled users scales with the total number of users and they both go to infinity. Talak et al. showed that the stationary randomized policy is peak-AoI optimal even in a general network topology, wherein peak-AoI denotes the AoI right before delivery.

Summarizing existing works, three key problems still remain to be solved. P1: Is the lower bound in (1) tight or at least asymptotically tight? What policy can be proved to achieve the optimum? P2: Most works focus on AoI scheduling policy design but analytical results are less available. How to analyze the AoI performance of scheduling policies? P3: Considering practical signaling concerns, how to decentralize the scheduler operation?

In this paper, we address these three problems by adopting the fluid limits analysis tool. Our contributions include:

- We prove that the AoI occupancy measure of a general type of threshold-based policies with a large number of users follows a fluid limit. Convergence to the fluid limit, which is represented by a Partial Derivative Equation (PDE), is proved. Global stable equilibrium point of the PDE is proved, which can be used to characterize the stationary distribution of AoI.
- Based on this mathematical foundation, we show that the lower bound in (1) is in fact asymptotically tight, and a simple threshold-based policy achieves the optimum, with the thresholds explicitly calculated by the fluid limits. Connections to the Whittle’s index policy are drawn. Analytical AoI probability distribution function by the threshold-based policy is derived, based on which AoI statistics such as moments and tail distribution can be obtained immediately.
- To showcase its usability, the framework is also applied
to analyze the non-linear age function performance in wireless multiaccess networks. We derive the optimal threshold-based policy when optimizing a power or logarithm function of AoI, and the analytical AoI distribution is also obtained. Simulation results are given for better visibility.

The rest of the paper is organized as follows. In Section II, an illustration example is given to highlight the idea of fluid limits. Section III introduces the system model and modeling language. Section IV lays down the mathematical tool that is used. Section V and VI use the tool to analyze two important cases. Finally, in Section VII, conclusions are drawn with future work discussed.

II. ILLUSTRATING EXAMPLE OF AOI FLUID LIMITS

Consider a network of $N$ users where each user is scheduled with a constant rate of $\mu$, and the scheduling events happen based on a Poisson process in continuous time. The transmission is reliable. Fig. 1 shows an exemplary occupancy measure of AoI at a certain time $t$, which is assumed to admit a probability distribution function. Assume that the system is in equilibrium and let us consider the balance equation of age flows, the left-hand side of which represents the expected inflow to a specific AoI $h$ during a time duration of $dh$, and the right-hand side the expected out-flow from $h$:

$$f(h - dh) = f(h) + \mu f(h) dh. \quad (2)$$

The in-flow denotes the aging from $h - dh$, and the first term of the out-flow is due to aging from $h$. The second term of out-flow represents the expected amount of agents that are scheduled and returns to AoI of zero. This formulation resembles fluids flow in continuous time and the dynamic is characterized by an Ordinary Differential Equation (ODE). When $dh$ is sufficiently small, we obtain

$$f' = -\mu f, \quad f(0) = \mu. \quad (3)$$

The initial condition is obtained by considering the flow at $h = 0$. This yields a solution which reads

$$f = \mu e^{-\mu h}, \quad h > 0. \quad (4)$$

Alternatively, one can solve for the solution of an embedded Markov chain describing the evolution of AoI and obtain the exactly same AoI stationary distribution, which is omitted here due to brevity. The rationality of this fluid approach is that, with growing number of agents, one expects that the law of large numbers takes effect, such that the expected flow in (2), which takes expectation in the probability sense, coincides with the actual fraction of agents that are scheduled. This is called the fluid limits. Consequently, the calculation of AoI statistics follows immediately.

Three key questions exist in applying this idea. Q1: What are the conditions allowing the limiting ODE or PDE (partial DE), as well as its equilibrium, to exist? Q2: In this example, the expected scheduled agents per time unit is $\mu N$ which also goes to infinity. In practice, it is more reasonable to consider a finite number of scheduled agents. Does the fluid limit also exist? Q3: Can we use this to solve particular problems in AoI?

In following sections, we endeavor to answer these questions.

III. FLUID LIMIT MODELING LANGUAGE FOR AOI

In this section, fluid limit modeling specifications for AoI evolution of many users (hereinafter we use agents) are introduced, which are described in a general setting such that they can be adopted in as many scenarios as possible. We first describe a Continuous Time Markov Chain (CTMC)-based formulation, which is also known as the Markov processes of pure jump type. However, this formulation is problematic in considering the convergence of the AoI occupancy measure. Therefore, it is transformed to a rescaled time domain. Connections to the widely-used Discrete Time Markov Chain (DTMC)-based AoI model, which is inconvenient to apply the fluid limits, are also discussed.

A. Multi-Class CTMC-Based AoI Model

We assume that agents in the system belong to a finite number of classes, which are prescribed based on their features, e.g., channel conditions, packet arrival patterns, performance metrics. Agents within each class are considered exactly the same and hence interchangeable, i.e., agents having identical state evolution dynamics. In practice, this assumption can be relaxed to be approximately the same. The total number of agents and classes are denoted by $N$ and $C$ respectively, with $N_c$ denotes the total number of agents in class-$c$, hence $\sum_{c=1}^{C} N_c = N$. The evolution of the system is captured by a CTMC, which is described as follows.

Definition 1: A CTMC model for AoI is a tuple $H = (H, T, \delta_0)$, where:

1) $H = (h_1, \ldots, h_C)$ denotes the vector of AoI of $N$ terminals categorized by $C$ classes, wherein $h_c = (h_{c,1}, \ldots, h_{c,N_c})$. Each $h_{c,i}$ takes value in $\mathbb{R}_{\geq 0}$. $\delta_0 \in \mathbb{R}_{\geq 0}$ is the initial state of the model.
2) $T = \{\tau_1, \ldots, \tau_M \}$ denotes the set of transitions of the form $\tau_j = (a, \phi(H), \psi(H), r(H))$, where:
   a) The label of the transition is denoted by $a$.
   b) $\phi(H)$ denotes the set of inequalities that need to be satisfied by the transition, indicating the conditions such that a transition happens.
c) The update vector is denoted by \( v(H) \in \mathbb{R}^N \), representing the net change on the state by the transition. It is required that \( H + v(H) \in \mathbb{R}_{\geq 0} \) whenever \( \phi(H) \) is true.

d) The transition rate function is denoted by \( r(H) : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \), which specifies the transition as a function of the current state and is required to be Lipschitz continuous and bounded in general. The mean time interval between successive transitions is assumed to be exponentially distributed with rate \( r(H) \).

This definition is described in a quite general way. To give a concrete example, let us consider an AoI scheduling problem based on the Whittle’s index [4], [5], wherein the index for agent-\( n \) at time-\( t \) is \( w_n(t) \) and the agent with the highest index is scheduled at every time slot. The transmission is assumed to be successful with probability \( p_t \in (0, 1] \) due to channel error, and in the case of success, the AoI decreases to zero. The mean time interval between successive scheduling events is set to \( 1/r_0 \). The corresponding transitions can be described as (using agent-1 as a representative):

1) \( \tau_1 = (\text{Scheduled and successful update, } w_1(t) > w_1(t)(\forall i \neq 1), (\Delta(t), \cdots, \Delta(t)), p_t r_0) \);
2) \( \tau_2 = (\text{Scheduled and unsuccessful update, } w_1(t) > w_1(t)(\forall i \neq 1), (\Delta(t), \cdots, \Delta(t)), (1 - p_t) r_0) \),

where \( \Delta(t) \) denotes the time elapsed since the last scheduling event.

Define the occupancy measure among all agents, with AoI of \( H(t) \) in class-\( c \) by

\[
X_{c,t}^N(h) = \frac{1}{N} \sum_{i=1}^{N_c} \delta_{h_{c,i}(t)}(h),
\]

where \( \delta_{h}(x) \) denotes the Dirac delta distribution which is a linear mapping: \( D(\mathbb{R}) \to \mathbb{R} \) that satisfies \( \int \delta_{y}(x)f(x)dx = f(y) \) and \( D(\mathbb{R}) \) denotes the set of test functions. Denote the faction of agents that are in class \( c \) and with AoI lower than \( h \) as

\[
F_{c,t}^N(h) = \int_0^h X_{c,t}^N(x)dx
\]

Remark 1: One critical issue of this formulation, making it inapplicable for the fluid limits, is that when the system size grows large, i.e., \( N \) is large, the resultant occupancy measure of agents’ AoI is not tight (definition of tightness of measure is given in [27]), in fact it has support approaching infinity, and therefore not convergent to any probability measure. This shall be made evident in the proof of the main theorem. To address this, a time-rescaled CTMC formulation is introduced as follows.

**B. Transformation to Rescaled CTMC**

**Definition 2:** A time-rescaled CTMC model for AoI is a tuple \( \hat{\mathcal{H}} = (\hat{H}, \hat{T}, \hat{d}_0) \), which is defined identically with Definition [1] except that \( \hat{r}(H) = Nr(H), \forall H \).

In essence, \( \hat{\mathcal{H}} \) can be viewed as an accelerated version of \( \mathcal{H} \), in the sense that time intervals between scheduling events are scaled down with the number of agents. By a stochastic coupling argument, it is clear that the following lemma is true because everything happens sooner.

**Lemma 1:** The occupancy measure of \( \hat{\mathcal{H}} \) satisfies

\[
\hat{F}_{c,t}^N(h) = F_{c,t}^N(Nh),
\]

and consequently, if \( \hat{X}_{c,t}^N(h) \) converges weakly to a probability measure \( \hat{x}_{c,t}(h) \) with \( N \to \infty \) (later formalized), the mean AoI of \( \hat{\mathcal{H}} \) (i.e., \( E[\hat{h}] \)) and \( \mathcal{H} \) (i.e., \( E[h] \)) satisfy

\[
E[\hat{h}] = \frac{1}{C} \int_0^\infty \hat{x}_{c,t}(h)dh = \frac{E[h]}{N}
\]

Fortunately, by this definition, we can prove in many practical cases the occupancy measure \( \hat{X}_{c,t}^N(h) \) is tight in the fluid limit regime, and hence converges weakly to a continuous probability measure, which facilitates our subsequent analysis.

On the flip side, by making this time rescaling, we are unable to analyze the AoI exactly. As we shall see in the next section, by adopting the fluid limit approximation, the approximation error is \( O(\frac{1}{N}) \). Combined with (8), it is clear that we can only solve for the linear scaling factor with \( N \), i.e., asymptotic optimality—which is sufficient in many cases because AoI indeed scales linearly with \( N \), and when \( N \) gets large, the error becomes infinitesimal.

**C. Connection with DTMC Formulation**

In most previous works on AoI scheduling, e.g., [3], [5], [6], [8], the AoI evolution is modeled by a DTMC. In this paper, we adopt CTMC, whereas it is desired to draw the connection between them. In fact, the DTMC can be viewed as the embedded DTMC of the CTMC. More specifically, denote the infinitesimal generator matrix \( Q \) of \( \mathcal{H} \) as

\[
q_{H,H'} = \sum \{r(H)||r \in T, \phi(X) \text{ is true}, H' = H + v(H)\},
\]

and set the transition rate out of each state to one, i.e., the mean scheduling interval is 1, that is

\[
r_{-H} = \sum_{H' \neq H} q_{H,H'} = 1.
\]

Leveraging the rescaling technique, we obtain \( \hat{\mathcal{H}} \). The total number of update attempts (i.e., scheduling events) with rescaled CTMC is hence \( \hat{N}(tN) \) where \( \hat{N} \) is a Poisson random variable with mean rate of \( r_{-H} \), and the number is \( \lfloor tN \rfloor \) for the DTMC. We obtain

\[
\lim_{N \to \infty} \frac{\hat{N}(tN)}{|t^N|} = \lim_{N \to \infty} \frac{N(tN)/tN}{|t^N|/|t^N|} = 1,
\]

which is attributed to the law of large numbers. In other words, this equation shows that by adjusting the rate functions of CTMC, with \( N \) growing large, the same number of scheduling events have happened for both CTMC and DTMC at any time \( t \), making them statistically equivalent. Using the uniformization technique [9] can also leads to this conclusion.
IV. DETERMINISTIC FLUID LIMIT OF AIO AND STATIONARY REGIME

In this section, we develop our main result on the fluid limit of AoI based on the time-rescaled CTMC model. We consider a specific but widely-adopted type of scheduling policies for AoI, which is threshold-type policies. In particular, we assume

1) At every scheduling event, one agent is randomly chosen from the agents with AoI greater than their (possibly different) thresholds with equal probabilities.

In the case of no agent has AoI above its threshold, the system stays idle.

2) Agents in each class have the same threshold $H_c$.

Note that the threshold-type policy is adopted by many papers [6], [10] - [12]. It is both intuitive, in the sense that AoI higher than a threshold should be prioritized, and proven optimal in many scenarios. However, usually the exact thresholds cannot be solved explicitly. In fact, we will show that even in scenarios wherein threshold-type policies are not considered optimal, and index-based policies [3] - [5] have superior performance, an optimized threshold-type policy can achieve asymptotically optimal AoI with proven and closed-form performance expressions.

A. Fluid Limit

When $N$ gets large, the evolution of the time-rescaled CTMC becomes close to a deterministic fluid limit, characterized by differential equations.

Theorem 1: Assume that the initial occupancy measure $\hat{X}_0^N$ converges weakly to a deterministic distribution $\hat{x}_0$ which admits a density $\{\hat{x}_0|c=1,\cdots,C\}$. Then as $N$ approaches infinity, $\hat{X}_0^N$ converges in distribution to a deterministic fluid limit processes of each class $\hat{X}_0^N(t)$ and CDF by $F_c(t,h)$, is the unique solution of the following PDE:

$$\frac{\partial \hat{F}_c(t,h)}{\partial t} = \begin{cases} -\frac{\partial \hat{F}_c(t,h)}{\partial h} - \frac{p_{c,c}\hat{F}_c(t,h)}{1 - \sum_{i=1}^{C} F_j(t,H_j)}, & \text{if } h > H_c, \\ \frac{\partial \hat{F}_c(t,h)}{\partial h}, & \text{if } 0 \leq h \leq H_c, \\ \forall h \geq 0, \forall c, \hat{F}_c(0,h) = \hat{f}_c, & \forall t \geq 0, \forall c, \hat{f}_c(0) = \frac{\eta_c - \hat{F}_c(t,H_c)}{1 - \sum_{j=1}^{C} F_j(t,H_j)}p_{c,c}, \end{cases}$$

(12)

$$\forall h \geq 0, \forall c, \hat{f}_c(0,h) = \hat{f}_c, \text{ if } 0 \leq h \leq H_c,$n

$$\forall t \geq 0, \forall c, \hat{f}_c(t,0) = \frac{\eta_c - \hat{F}_c(t,H_c)}{1 - \sum_{j=1}^{C} F_j(t,H_j)}p_{c,c},$$

(13)

where $\eta_c = \frac{N_c}{N}$.

Proof: The proof is based on previous works on fluid limits and mean-field approximations [14] - [18]. First, define the characteristic function, i.e., $\varphi^N_{H,c}(\omega,t): \mathbb{R} \times \mathbb{R}_0^+ \rightarrow \mathbb{C}$, of the occupancy measure as

$$\varphi^N_{H,c}(\omega,t) \doteq \int_0^\infty e^{i\omega h} d\hat{F}^N_c(h) = \int_0^\infty e^{i\omega h} \hat{X}^N_c(h) dh.$$

(15)

For ease of notation, we use $\varphi^N_c(t)$ for $\varphi^N_{H,c}(\omega,t)$. Note that by definition and (5) - (7), $\varphi^N_c(t) = \frac{1}{N} \sum_{i=1}^{N_c} e^{j\omega h_{c,i}(t)}$, which is the sample average. Consider the generator of $\varphi^N_c(t)$:

$$G(\varphi^N_c(t)) \doteq \lim_{dt \rightarrow 0} \frac{\mathbb{E}[\varphi^N_c(t+dt) - \varphi^N_c(t)]}{dt},$$

(16)

where $F_t$ is the natural filtration of $\hat{X}_c^N(h)$.

Lemma 2: Define

$$M^N_{t,c} \doteq \varphi^N_c(t) - \varphi^N_c(0) - \int_0^t G(\varphi^N_c(s)) ds,$$

(17)

then $M^N_{t,c}$ is a zero-mean $F_t$-martingale.

Proof: For any $t > s$,

$$\mathbb{E}[M^N_{t,c}|F_s] = M^N_{s,c} + \mathbb{E} \left[ \varphi^N_c(t) - \varphi^N_c(s) - \int_s^t G(\varphi^N_c(s)) ds | F_s \right] = M^N_{s,c} + \mathbb{E} \left[ \varphi^N_c(t) - \varphi^N_c(s) | F_s \right] - (\mathbb{E} \left[ \varphi^N_c(t) | F_s \right] - \mathbb{E} \left[ \varphi^N_c(s) | F_s \right]) = M^N_{s,c}.$$

(18)

The mean follows directly from the definition. Then we calculate $G(\varphi^N_c(t))$ specifically as:

$$G(\varphi^N_c(t)) = G_{c,1} + G_{c,2},$$

(19)

$$G_{c,1} = \lim_{dt \rightarrow 0} \frac{1}{dt} \left[ \int_0^\infty e^{i\omega h} \frac{1}{N} \sum_{i=1}^{N_c} \delta_{h_{c,i}(t)+dt} dh - \int_0^\infty e^{i\omega h} \frac{1}{N} \sum_{i=1}^{N_c} \delta_{h_{c,i}(t)}}{dt},$$

(20)

$$\forall h \geq 0, \forall c, \hat{f}_c(0,h) = \hat{f}_c, \text{ if } 0 \leq h \leq H_c,$n

$$\forall t \geq 0, \forall c, \hat{f}_c(t,0) = \frac{\eta_c - \hat{F}_c(t,H_c)}{1 - \sum_{j=1}^{C} F_j(t,H_j)}p_{c,c},$$

(13)

where $\eta_c = \frac{N_c}{N}$.

Proof: The proof is based on previous works on fluid limits and mean-field approximations [14] - [18]. First, define the characteristic function, i.e., $\varphi^N_{H,c}(\omega,t): \mathbb{R} \times \mathbb{R}_0^+ \rightarrow \mathbb{C}$, of the occupancy measure as

$$\varphi^N_{H,c}(\omega,t) \doteq \int_0^\infty e^{i\omega h} d\hat{F}^N_c(h) = \int_0^\infty e^{i\omega h} \hat{X}^N_c(h) dh.$$

(15)

1Generalization to a finite number of agents is straightforward. However, an infinite number of scheduled agents [6], [10] needs a different formulation.
the Poisson distributed $\Lambda(N, dt)$ is closely approximated by a Bernoulli random variable with parameter $N dt$. The calculation above derives the expected infinitesimal change in $\varphi_c^N(t)$. Specifically, with probability $\frac{p_{h,c}}{N}$, which represents that an agent is chosen uniformly randomly from all eligible agents with AoI larger than their thresholds, an agent is scheduled and updates successfully with AoI returning to zero—such an event happens with a mean rate of $N$ in the time-rescaled CTMC.

Now let us consider the quadratic variation of $M^N_{t,c}$. The generator of $\|\varphi_c^N(t)\|^2$ is

$$G(\|\varphi_c^N(t)\|^2) = G'_{c,1} + G'_{c,2},$$

where

$$G'_{c,1} = \lim_{dt \to 0} \frac{1}{dt} \left[ \left( \int_0^\infty e^{j\omega h} \frac{1}{N} \sum_{i=1}^N \delta_{h_{c,i}(t) + dt} dh \right)^2 - \left( \int_0^\infty e^{j\omega h} \frac{1}{N} \sum_{i=1}^N \delta_{h_{c,i}(t)} dh \right)^2 \right],$$

$$G'_{c,2} = \lim_{dt \to 0} \frac{p_{h,c}}{\beta_t N dt} \mathbb{E}[\Lambda(N, dt)] \sum_{j=1, h_{c,j}(t) > H_c}^{N_c} - \left( \int_0^\infty e^{j\omega h} \frac{1}{N} \sum_{i=1}^N \delta_{h_{c,i}(t)} dh \right)^2 \right],$$

$$= \frac{2p_{h,c}}{\beta_t N} \sum_{j=1, h_{c,j}(t) > H_c}^{N_c} \left( 1 - e^{j\omega h_{c,j}(t)} \right) \frac{1}{N} \sum_{i=1}^N e^{j\omega h_{c,i}(t)}.$$

Note that we obtain the second term in [23] as

$$\frac{p_{h,c}}{\beta_t N} \sum_{j=1, h_{c,j}(t) > H_c}^{N_c} \left( 1 - e^{j\omega h_{c,j}(t)} \right) \frac{1}{N} \sum_{i=1}^N e^{j\omega h_{c,i}(t)} \leq \frac{4p_{h,c} N h_{c,j} > H_c}{\beta_t N^2} \leq \frac{4p_{h,c}}{N},$$

where the last inequality follows from $\beta_t > \frac{N h_{c,j} > H_c}{N^2}$, $\forall c$. The term goes to zero with $N$ getting large, i.e., define

$$G'_{c,2} = \frac{2p_{h,c}}{\beta_t N} \sum_{j=1, h_{c,j}(t) > H_c}^{N_c} \left( 1 - e^{j\omega h_{c,j}(t)} \right) \frac{1}{N} \sum_{i=1}^N e^{j\omega h_{c,i}(t)}.$$

It follows that

$$M^N_{t,c} \triangleq \|\varphi_c^N(t)\|^2 - \|\varphi_c^N(0)\|^2 - \int_0^t G(\|\varphi_c^N(s)\|^2) ds \quad (26) \|\varphi_c^\infty(t)\|^2 = \|\varphi_c^\infty(0)\|^2 + \int_0^t (G'_{c,1} + G'_{c,2}) ds + M^\infty_{t,c}. \quad (27)$$

is also a $\mathcal{F}_t$-martingale. The following lemma establishes the limiting behavior of the occupancy measure $X^N_{c,t}(h)$.

**Lemma 3**: When $N$ goes to infinity, any sequence $X^N_{c,t}(h)$ has a convergent subsequence whose limit is denoted by $\hat{f}_{c,t}(h)$, and $\hat{f}_{c,t}(h)$ has continuous sample path.

**Proof**: Let us first prove the tightness of $X^N_{c,t}(h)$. From [17, Lemma 4.6], it is sufficient to show the tightness of AoI measure of agent-1, i.e., $h_{c,1}(t) = h_{c,1}(t)/N$. Based on [19, Corollary 4.3], the following needs to uphold: For every $\epsilon, T > 0$, there exists $H > 0$ such that

$$\inf_N \text{Pr}(h_{c,1}(t) \leq H, \forall t \leq T) > 1 - \epsilon. \quad (28)$$

In the threshold-based algorithm, agent-1 is scheduled and the update is successful with a rate no less than $p_{h,c}/N$ when its AoI is larger than the threshold, i.e., $h_{c,1}(t) > H_c$. Denote $T_0(t)$ as the last time agent-1 is scheduled and the transmission is successful. Then $h_{c,1}(t) = t - T_0(t)$ is stochastic-dominated by a random variable $\hat{h}' = H_c + \hat{z}$ where $\hat{z} \sim \exp(p_{h,c})$ (in the rescaled time domain) because the scheduling event happens with a rate of $N$. Therefore,

$$\text{Pr}(h_{c,1}(t) \leq H) = \text{Pr}(\hat{h}' \leq H) = 1 - e^{-p_{h,c}(H-H_c)}. \quad (29)$$

Letting the right-hand side be larger than $1 - \epsilon$ gives us the conclusion that $X^N_{c,t}(h)$ is tight. Then based on the Prokhorov’s Theorem, $X^N_{c,t}(h)$ is relatively tight, which means that for any sequence $X^N_{c,t}(h)$, there exists a subsequence that is convergent. Let us denote such a subsequence by $X^N_{c,t}(h)$. Consider its characteristic function,

$$\varphi_c(t) \triangleq \int_0^\infty e^{j\omega h} X^N_{c,t}(h) dh. \quad (30)$$

When the time changes from $t$ to $t + dt$, the change in characteristic function is

$$|\varphi_c(t + dt) - \varphi_c(t)| = \int_0^\infty e^{j\omega h} \left| X^N_{c,t+dt}(h) - X^N_{c,t}(h) \right| dh \leq \int_0^\infty \left| X^N_{c,t+dt}(h) - X^N_{c,t}(h) \right| dh. \quad (31)$$

Choose an arbitrary $\varepsilon > 0$. Based on (27), choose $H$ so large that $\text{Pr}(h_{c,1}(t) > H) < \frac{\varepsilon}{2}$, and $N_k > \frac{2H}{\varepsilon}$, then

$$|\varphi_c(t + dt) - \varphi_c(t)| \leq \int_0^H \left| X^N_{c,t+dt}(h) - X^N_{c,t}(h) \right| dh + \frac{\varepsilon}{2} \leq \frac{2H}{N_k} + \frac{\varepsilon}{2} = \varepsilon. \quad (32)$$

The last inequality is based on the fact that the jump of $X^N_{c,t}(h)$ in a small time interval is at most $\frac{\varepsilon}{N_k}$. This concludes the proof.

Now we know that any sequence $X^N_{c,t}(h)$ has a convergent subsequence with continuous sample path. Let us see if such a limit, i.e., $\hat{f}_{c,t}(h)$, is uniquely determined. It follows from (26) that when $N$ is large,
Applying the Ito’s formula to \( f(\varphi_c^\infty(t)) \) wherein \( f(x) = x^2 \) is twice continuously differentiable and \( \varphi_c^\infty(t) \) is a continuous semimartingale, we obtain

\[
\begin{align*}
    f(\varphi_c^\infty(t)) &= \|\varphi_c^\infty(t)\|^2 \\
    &= f(\varphi_c^\infty(0)) + \int_0^t f'(\varphi_c^\infty(s))d\varphi_c^\infty(s) \\
    &\quad + \frac{1}{2} \int_0^t f''(\varphi_c^\infty(s))d(M_{s,c}^\infty) \\
    &= \|\varphi_c^\infty(0)\|^2 + \frac{1}{2} \int_0^t \varphi_c^\infty(s) dM_{s,c}^\infty + \langle M_{s,c}^\infty \rangle \\
    &= \|\varphi_c^\infty(0)\|^2 + \frac{1}{2} \int_0^t \varphi_c^\infty(s) dM_{s,c}^\infty + \langle M_{s,c}^\infty \rangle
\end{align*}
\]

wherein \((X(t)) \triangleq \lim_{P \to 0} \sum_{k=1}^n (X_{tk} - X_{tk-1})^2\) denotes the quadratic variation of \( X(t) \) and \( P \triangleq \sup_{t \in [0, T]} |X_t| \). Comparing (32) and (33), and by the uniqueness of the Doob–Meyer decomposition, we know that

\[
\langle M_{s,c}^\infty \rangle = 0, \forall t.
\]

Based on the definition,

\[
\begin{align*}
    \mathbb{E}\left[\|M_{s,c}^\infty\|\right] &= 0 \\
    &= \lim_{P \to 0} \sum_{k=1}^n 2\mathbb{E}\|M_{sk,c}^\infty\|^2 - 2\mathbb{E}\left[M_{sk,c}^\infty M_{sk-1,c}^\infty\right] \\
    &= \lim_{P \to 0} \sum_{k=1}^n 2\mathbb{E}\|M_{sk,c}^\infty\|^2 - 2\mathbb{E}\|M_{sk-1,c}^\infty\|^2 \\
    &= 2\mathbb{E}\|M_{sk,c}^\infty\|^2.
\end{align*}
\]

Therefore \( M_{s,c}^\infty \) is a zero-mean martingale with zero variance, hence it is zero almost surely. Thus we obtain

\[
\varphi_c^\infty(t) = \varphi_c^\infty(0) + \int_0^t (G_{c,1} + G_{c,2})ds.
\]

The intuition behind (12) is clear. As the time passes, the AoI gets larger which is denoted by the first term on the right-hand side of the equation. When the AoI is below the threshold of this class, the agents are never scheduled, resulting in the bottom equation; otherwise, the agents with AoI higher than the threshold are scheduled and flow back to zero AoI with rate proportional between the number of agents with this AoI and the total number of agents with AoI beyond their individual thresholds.

\[\Box\]

**B. Stationary Regime**

In (12), the AoI distribution and evolution of the system is characterized by a PDE. Let us first search for its solution. Define \( \hat{g}_c(x, y) \triangleq \hat{f}_c(x + y, x) \), wherein we use the change of variable \( x = h \) and \( y = t - h \).

\[
\frac{\partial \hat{g}_c(x, y)}{\partial x} = \frac{\partial \hat{f}_c(t, h)}{\partial t} + \frac{\hat{f}_c(t, h)}{\partial h}
\]

Therefore the PDE in (12) is rewritten as

\[
\frac{\partial \hat{g}_c(x, y)}{\partial x} = \left\{ \begin{array}{ll}
    - \frac{p_{s,c} \hat{g}_c(x, y)}{1 - \sum_{j=1}^C \hat{G}_j(H_j, y)} & \text{if } x > \bar{H}_c, \\
    0 & \text{if } 0 \leq x \leq \bar{H}_c,
\end{array} \right.
\]

\[
\forall y \leq 0, \forall c, \hat{g}_c(-y, y) = \hat{f}_c(0, y), \quad \forall y > 0, \forall c, \hat{g}_c(0, y) = \frac{\eta_c - \hat{G}_c(H_c, y)}{1 - \sum_{j=1}^C \hat{G}_j(H_j, y) p_{s,c}},
\]

wherein \( \hat{G}_c(x, y) \triangleq \int_0^x \hat{g}_c(s, y)ds \). The derivative of \( \hat{g}_c(s, y) \) is hence shown to be only related to \( x \) and \( y \) affects the initial conditions for various \( x \). This helps us to derive the solution of (12). The following theorem describes the limiting behavior of AoI.

**Theorem 2:** With probability 1, when \( t \to \infty \), the solution of (12) converges to a globally-stable equilibrium that is irrelevant with \( t \) and \( \hat{f}_{c,0} \), which reads

\[
\hat{d}_c(h) = \left\{ \begin{array}{ll}
    1 - \frac{\bar{H}_c p_{s,c}}{\beta + H_c p_{s,c}} - \frac{p_{s,c}(h - \bar{H}_c)}{\beta} & \text{if } h > \bar{H}_c, \\
    1 - \frac{\bar{H}_c p_{s,c}}{\beta + H_c p_{s,c}} & \text{if } 0 \leq h \leq \bar{H}_c,
\end{array} \right.
\]

wherein \( \beta \) is the unique positive solution of

\[
\nu(\beta) \triangleq 1 + \sum_{c=1}^C \frac{\eta_c \bar{H}_c p_{s,c}}{\beta + H_c p_{s,c}} - 1 = 0,
\]

with \( \sum_{c=1}^C \frac{\eta_c \bar{H}_c p_{s,c}}{\beta + H_c p_{s,c}} > 1 \).

**Proof:** First, we will show that the system enters the stage wherein \( y = t - h > 0 \) eventually with probability one. Denote \( \bar{H}_m = \max_c \{ H_c \} \) and \( p_m = \min_c \{ p_{s,c} \} \). Then for \( t > \bar{H}_m \), every agent successfully transmits an update with a rate no
less than $p_m$. Denote the first time agent-$i$ transmits an update successfully as $t_{i,0}$, then $\forall T > 0$,
\[
\Pr \left( t_{i,0} \leq T \right) = 1 - e^{-p_m(T - \hat{H}_m)},
\]
which approaches 1 with large $T$. After $\hat{t}_{i,0}$, Aol returns to zero and we have $t > \hat{h}$ for every $t > t_{i,0}$ afterwards.

Therefore, with probability one, the solution of (38) converges to one given by the initial condition (40) with $y > 0$. Solving that gives
\[
\hat{g}_c(x, y) = \left\{ \begin{array}{ll}
\kappa_c e^{\frac{p_m(x - \hat{h})}{1 - \sum_{i=1}^C G_i(d(x, H_j), y)},} & \text{if } h > \hat{H}_c; \\
\kappa_c, & \text{if } 0 \leq h \leq \hat{H}_c,
\end{array} \right.
\]
where $\kappa_c = \frac{\eta_c - \hat{G}_c(x, y)}{1 - \sum_{j=1}^C \hat{G}_j(h, y)} p_{k,c} \forall c$. Note that
\[
\hat{G}_c(\hat{H}_c, y) = \kappa_c \hat{H}_c, \forall c, \text{ and } \sum_{c=1}^C \kappa_c = 1.
\]
Denote $\beta = 1 - \sum_{c=1}^C \hat{G}_j(h, y) > 0$ as the total fraction of agents with AoI larger than thresholds, then
\[
\hat{G}_c(\hat{H}_c, y) = \frac{\eta_c \hat{H}_c p_{k,c}}{\beta + \hat{H}_c p_{k,c}}, \forall c, \text{ and } (41).
\]
Observing (41), it follows that $\nu(0) = 0, \nu(\infty) = \infty$, and
\[
\nu'(\beta) = 1 - \sum_{c=1}^C \frac{\eta_c \hat{H}_c p_{k,c}}{\beta + \hat{H}_c p_{k,c}} < 0, \text{ and } \nu''(\beta) > 0.
\]
Hence as long as $\nu'(0) = 1 - \sum_{c=1}^C \frac{\eta_c \hat{H}_c p_{k,c}}{\beta + \hat{H}_c p_{k,c}}$ is strictly negative, there is a unique positive solution of (41); otherwise there is no positive solution. This concludes the proof.

The equilibrium also satisfies the traditional equation
\[
\frac{\partial \hat{f}_c(t, h)}{\partial t} = 0,
\]
which gives the exact same solution as in (41). It is not difficult to check the local-stability of the solution.

**Proposition 1:** For every $\epsilon > 0$, there exists $\delta > 0$, such that, if $\|f_c(0) - \hat{d}_c(h)\| < \delta$, then for every $t \geq 0$, $\|f_c(t) - \hat{d}_c(h)\| < \epsilon$, i.e., the equilibrium $\hat{d}_c(h)$ is asymptotically stable in the local sense.

**Proof:** Let us check the Jacobian matrix $J(\hat{d}_c(h)) \in \mathbb{H} \times \mathbb{H}$, where $\mathbb{H}$ is a Hilbert space with inner product defined as $\langle f, g \rangle = \int_\mathbb{H} f(x) g(x) \, dx$. In this case $J(\hat{d}_c(h))$ is a the derivative of the right-hand side of (12) with respect to $f_c(t, h)$, taken on the value of $\hat{d}_c(h)$:
\[
J(\hat{d}_c(h)) = \left\{ \begin{array}{ll}
\frac{p_{k,c}}{1 - \sum_{i=1}^C \hat{F}_i(t, \hat{H}_j),} & \text{if } 0 \leq \hat{d}_c(h) < \kappa_c; \\
0, & \text{if } \hat{d}_c(h) \geq \kappa_c,
\end{array} \right.
\]
with the only eigenvalue being $\frac{p_{k,c}}{1 - \sum_{i=1}^C \hat{F}_i(t, \hat{H}_j)} \kappa_c$ which is strictly negative. Therefore, we can conclude that the equilibrium is locally asymptotically stable based on the Hartman–Grobman Theorem [20].

**V. APPLICATION 1: AOI IN HETEROGENEOUS I.I.D. MULTIACCESS CHANNELS**

Next, we apply the fluid limit tool to solve a well-known, but open AoI scheduling problem.

**A. System Model**

Consider a one-hop wireless network wherein a central node communications with $N$ distributed agents. The agents share the wireless channel based on a scheduling policy denoted by $\pi$. First assume a time-slotted status update system is considered. Later, we will analyze it using the fluid limits which exist in the continuous time domain. The status packet generation is assumed to be generate-at-will, i.e., a fresh status for agent-$n$ is generated whenever it is scheduled. We are interested in average Aol. Concretely, the long time-average AoI of the system is defined by
\[
\Delta_{\pi} \triangleq \limsup_{T \to \infty} \frac{1}{T} \sum_{t=1}^T \sum_{c=1}^C \mathbb{E}[h_{n,\pi}(t)],
\]
where $T$ is the time horizon length, and $h_{n,\pi}(t)$ denotes the AoI of terminal-$t$ at the $t$-th time slot under policy $\pi$. The $c$-th class of agents are those who transmit with a channel reliability of $p_{k,c} \in (0, 1], c = 1, \ldots, C$, which denotes the successful delivery probability. In each time slot, only one agent can transmit. Over time, the AoI increases by one every time slot.

Such a system model has been studied extensively in the literature [3], [5]–[7], [13]. In [3, Theorem 6], it is found that there exist a lower bound of the average AoI, i.e.,
\[
\Delta_{\pi} \geq \frac{N}{2C^2} \left( \sum_{c=1}^C \frac{1}{\sqrt{p_{k,c}}} \right)^2 \triangleq \Delta_{LB}^2.
\]
However, as far as we know, it is still an open problem whether this lower bound is (asymptotically) tight. On the other hand, several Whittle’s index based solutions, as well as Lyapunov-drift based ones which essentially gives similar algorithms and performance, have been proposed as a heuristic to solve the problem. These solutions exhibit near-optimal AoI by simulations, but only very loose performance bounds can be proved, e.g., in [3] Theorem 17, due to the non-renewal nature of the scheduler. Note that Ref. [6] considers a different scenario wherein the number of scheduled agents (i.e., $M$) scales with the total number of agents (i.e., $N$) and goes to infinity with $M/N = \alpha$ fixed. The authors proved asymptotic optimality without specific performance expressions.

**B. Fluid Limits Results**

Powered by the results in Section IV we will solve this problem, we will show that the lower bound in (50) is indeed asymptotically tight, i.e.,
\[
\lim_{N \to \infty} \min_{\pi} \frac{\Delta_{\pi}}{\Delta_{LB}} = 1.
\]

2 A slight difference with [3] is that we assume, aligned with the system model in this paper, there are a finite number of $C$ classes of agents and, without loss of generality, each class has $N/C$ agents. In contrast, each agent can be different in [3], i.e., $C = N$. 

}\]
In the meantime, we will show that a threshold-based scheduling policy derived from our analysis achieves the lower bound.

**Algorithm 1: Threshold-Based Scheduler 1**

1. **Initialization:** The threshold of class $c$ ($c = 1, \ldots, C$) is $H_c = \frac{N \sum_{i=1}^{C} \frac{\eta_i}{\sqrt{P_{i,c}}}}{C \sqrt{P_{c,c}}}$. 
2. for $t = 1 : T$ do
   3. Randomly schedule an agent whose AoI is greater than its corresponding threshold with equal probabilities at every time.

Consider the scheduling policy in Algorithm 1 the following theorem is true.

**Theorem 3:** Algorithm 1 achieves a long time-average AoI of $\hat{\Delta}_{Alg. 1}$, and

$$\hat{\Delta}_{Alg. 1} = \frac{N}{2C^2} \left( \sum_{c=1}^{C} \frac{1}{\sqrt{P_{c,c}}} \right)^2 + O(1). \quad (52)$$

**Proof:** We apply Theorem 1 to this application. Because we are interested in the time-average AoI, it is sufficient to consider the stationary regime. With (41) and notice $d_c(H_c) = H_c \kappa_c < \eta_c$, the average AoI of class-$c$ is hence

\[
\bar{h}_c = \int_{0}^{\infty} \frac{d_c(h)}{h} dh
= \kappa_c \int_{0}^{H_c} h dh + \int_{H_c}^{\infty} \kappa_c e^{-\frac{p_{c,c}(h-H_c)}{\eta_c}} h dh
= \frac{1}{2} \kappa_c H_c^2 - \eta_c H_c + \frac{\eta_c^2}{2\kappa_c},
\]

where the right-hand-side of the inequality can be approached with $\hat{H}_c^{*} = \frac{\eta_c}{\kappa_c}$. In other words, for any $\epsilon > 0$, let $H_c^{*} = \frac{\eta_c}{\kappa_c} - \epsilon$, then $\bar{h}_c = \frac{\eta_c^2 + \epsilon^2}{2\kappa_c}$. Note that with (44), the average AoI across all classes satisfies

\[
\bar{h} \geq \sum_{c=1}^{C} \frac{\eta_c^2 + \epsilon^2}{2\kappa_c} = \sum_{c=1}^{C} \frac{\eta_c^2 + \epsilon^2}{2\kappa_c} \sum_{c=1}^{C} \frac{\kappa_c}{p_{c,c}}
\geq \frac{1}{2} \left( \sum_{c=1}^{C} \sqrt{\frac{\eta_c^2 + \epsilon^2}{p_{c,c}}} \right)^2. \quad (54)
\]

The last inequality is based on the Cauchy-Schwarz Inequality, and the equality holds when $\frac{\kappa_c}{p_{c,c}} = C_0, \forall c$. Together with $\hat{H}_c^{*} = \frac{\eta_c}{\kappa_c} - \epsilon$, we solve for the following problem:

$$\hat{H}_c^{*} = \arg \min_{H_c} \bar{h}, \quad (55)$$

with the solution of

$$\hat{H}_c^{*} = \left( \frac{\eta_c - \epsilon}{\sqrt{\eta_c^2 + \epsilon^2} \sum_{j=1}^{C} \sqrt{\frac{\eta_j^2 + \epsilon^2}{p_{c,j}}}} \right)_{c=1,\ldots,C} \quad (56).$$

Now let us check the legitimacy of the solution against the requirement $\sum_{c=1}^{C} \frac{\eta_c}{\sqrt{P_{c,c}}} > 1$ in Theorem 1. Indeed,

$$\sum_{c=1}^{C} \frac{\eta_c}{H_c p_{c,c}} = \frac{\sum_{c=1}^{C} \frac{\eta_c}{\sqrt{p_{c,c}}} \sqrt{\eta_c^2 + \epsilon^2}}{\sum_{j=1}^{C} \sqrt{\eta_j^2 + \epsilon^2} p_{c,j}} > 1. \quad (57)$$

Because $\epsilon$ can be arbitrarily small and the fluid limits bring in an approximation error of $O\left(\frac{1}{N}\right)$, the AoI of Algorithm 1 is

$$\hat{\Delta}_{Alg. 1} = \frac{N}{2} \left( \sum_{c=1}^{C} \frac{\eta_c}{\sqrt{p_{c,c}}} \right)^2 + O(1) \quad (58).$$

With $\eta_c = 1/C$, we obtain the thresholds in Algorithm 1 and its average AoI, which concludes the proof.

**Corollary 1:** Algorithm 1 is asymptotically optimal.

**Proof:** Taking the limit $N \to \infty$ with (52) and (50), the conclusion follows immediately.

**Remark 2:** We would like to draw a connection of Algorithm 1 and the index policies in [3]. The Whittle’s index policy and Lyapunov drift-based max-weight policy share the same structure. They both schedule the agent with the maximum value of $p_{c,c} \hat{h}_c^{*}(t)$, with a slight difference in the linear term of $p_{c,c}(t)$ which is insignificant when AoI is large. Essentially, since only relative value is important, this is equivalent to an index of approximately $\sqrt{p_{c,c}(t)}$. Furthermore, this is analogous to having a clock for agent-$i$ that is scaled by $\sqrt{p_{i,i}}$. In comparison, the AoI threshold of agent-$i$ in Algorithm 1 is $\frac{1}{\sqrt{P_{i,i}}} \sum_{j=1}^{C} \frac{1}{\sqrt{p_{i,j}}}$, which in fact scales with AoI by the same coefficient. After all, only agents with AoI larger than the threshold are eligible for being scheduled. Hence, the connection between Algorithm 1 and index policies is very strong.

**Remark 3 (Decentralized Implementation):** One additional merit of Algorithm 1 compared with index policies, is that it is convenient for decentralized protocols. Index policies need to compare the indices of all agents which are difficult to implement in a decentralized system setting. Fortunately, in Algorithm 1 the central node only needs to broadcast a set of thresholds which do not change over time, and agents can access the channel based upon the thresholds and a contention-based multi-access protocol such as standard Carrier-Sensing Multiple-Access (CSMA).

**C. Simulations**

Computer simulations are conducted. Two classes of agents (equal number of agents in each class) are tested, with $p_{k,1} = 0.9$ and $p_{k,1} = 0.2$ respectively. In Fig.4, the convergence of empirical CDF of rescaled AoI to the limiting equilibrium of Algorithm 1 based on applying Algorithm 1 is shown. The initial AoI distribution is generated based on a Gaussian distribution with mean of $N/2$ and variance $N$. The simulation is ran in slotted time domain and lasts for $10^5$ time slots. Each slot corresponds to a scheduling event in CTMC. It is observed that when

3In the sequel, we omit $\epsilon$ for brevity since it does not affect the result.
N grows, the match between empirical CDF and theoretical results by fluid limits is evident. Note that it takes longer to converge with larger N because our rescaled AoI requires the time is accelerated by a factor of N, which can be seen by comparing the (2,2) and (3,2) figures. We also compare the time-average AoI performance of Algorithm 1, the Whittle’s index approach and the theoretical fluid limits (without the $O(1)$ term and thus is also the AoI lower bound in (59)). It is found that the three are very close to each other. Note that Theorem 3 gives the performance of Algorithm 1 within an error term of $o(N)$, but the error can still be dependent on $N'$ with lower order than 1, e.g., $O(\sqrt{N})$—this explains the widened gap when $N$ grows.

VI. APPLICATION 2: NON-LINER AOI FUNCTIONS

In the literature, many works have considered the scenario wherein the value of information is characterized by a non-linear function of AoI $\text{(21) - (24)}$. Let us define the non-linear age function as $V(\hat{h})$. Typical forms of $V(\hat{h})$ which will be considered in this paper include power and logarithm functions:

$$V_1(\hat{h}) = \hat{h}^m, \quad V_2(\hat{h}) = \log (1 + a \hat{h}),$$  \hspace{1cm} (59)

where $m, a \in \mathbb{R}_{>0}$ without loss of generality. The non-linear function takes into account the case wherein the value of AoI, reflected on the system performance, grows super- or sub-linearly with AoI, which is common in practice.

A. System Model

The system setup is similar with Section V except that instead of minimizing the average AoI, we are trying to minimize a function of AoI. The agents are still classified into $C$ classes. In each class, agents have the same $p_{a,c}$. We assume all agents share the same non-linear age function $V(\hat{h})$.

B. Fluid Limits Results

Following the same methodology and algorithm design in Section V we can prove that the liming PDE exists with the

$$V_1(\hat{h}) = \hat{h}^m, \quad V_2(\hat{h}) = \log (1 + a \hat{h}),$$  \hspace{1cm} (59)

where $m, a \in \mathbb{R}_{>0}$ without loss of generality. The non-linear function takes into account the case wherein the value of AoI, reflected on the system performance, grows super- or sub-linearly with AoI, which is common in practice.
optimal thresholds to be decided. Using the same denotations in (41), we have
\[
\bar{V}(h_c) = \int_0^\infty \tilde{d}_c(h)V(h)dh
= \kappa_c \int_0^{\hat{h}_c} V(h)dh + \int_{\hat{h}_c}^\infty \kappa_c e^{-\frac{\sum_{c=1}^{C} \eta_c c}{p_{k,c}} V(h)}dh.
\]
(60)

The following theorems derive results for power and logarithm age functions.

**Theorem 4:** Consider \( V_1(\hat{h}) = \hat{h}^m \), the optimal thresholds to minimize \( \bar{V}(\hat{h}) \)
\[
\hat{H}_1^* = \arg \min_{\hat{h}} V_1(\hat{h}) = \left( \frac{1}{p_{k,c}^{\frac{1}{m+1}}} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}} \right)^{m+1} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}}, \quad (61)
\]
and the optimum is
\[
\bar{V}_1(\hat{h})^* = \frac{1}{m+1} \left( \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}} \right)^{m+1} + \mathcal{O}(N^{m-1}). \quad (62)
\]

In the unscaled time domain,
\[
H_1^* = \left( \frac{N}{p_{k,c}^{\frac{1}{m+1}}} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}} \right)^{m+1} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}}, \quad (63)
\]
\[
V_1(\hat{h}) = \frac{N^m}{m+1} \left( \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}} \right)^{m+1} + \mathcal{O}(N^{m-1}). \quad (64)
\]

**Proof:** Following (60), we obtain
\[
\bar{V}_1(\hat{h})_c \geq \kappa_c \int_0^{\hat{h}_c} V_1(\hat{h})dh = \frac{1}{m+1} \left( \frac{\eta_c}{\kappa_c} \right)^{m+1} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}}, \quad (65)
\]
\[
\bar{V}_1(\hat{h})^* = \frac{1}{m+1} \left( \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}} \right)^{m+1} + \mathcal{O}(N^{m-1}). \quad (66)
\]

The last inequality is based on the H"{o}lder’s Inequalities. By solving the conditions that equality is upheld we can obtain the optimal threshold as
\[
\hat{H}_1^* = \left( \frac{1}{p_{k,c}} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}} \right)^{m+1} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}}, \quad (67)
\]
Scaling back to the original unscaled time-domain, since the power function amplifies the error by \( N^m \), after calculating the fluid limit approximation error of \( \mathcal{O}\left( \frac{1}{N} \right) \), the optimum is shown in (64).

**Theorem 5:** Consider \( V_2(\hat{h}) = \log(1 + a\hat{h}) \), the optimal thresholds to minimize \( \bar{V}_2(\hat{h}) \) are the solution \( x_c^*(a) \) of the following equations (a is omitted here)
\[
\begin{align*}
\log (1 + x_c^*) - x_c^* &= \frac{\lambda}{\kappa_c}, & \forall c; \\
\sum_{c=1}^{C} \frac{\eta_c}{x_c^* p_{k,c}} &= \frac{1}{a}, & \bar{H}_2^* = \frac{1}{ax_c^*} \forall c, \\
\end{align*}
\]
and the optimum is
\[
\bar{V}_2(\hat{h})^* = \sum_{c=1}^{C} \frac{\eta_c}{x_c^* + 1} \log(x_c^*(Na) + 1) - \eta_c + \mathcal{O}(1). \quad (69)
\]

In the unscaled time domain,
\[
H_2^* = \left( \frac{N}{p_{k,c}^{\frac{1}{m+1}}} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}} \right)^{m+1} \sum_{c=1}^{C} \frac{\eta_c}{p_{k,c}}, \quad (70)
\]
\[
\bar{V}_2(\hat{h}) = \sum_{c=1}^{C} \frac{\eta_c}{x_c^*(Na) + 1} \log(x_c^*(Na) + 1)
- \eta_c + \mathcal{O}(1). \quad (71)
\]

**Proof:**
\[
\bar{V}_2(\hat{h})_c \geq \kappa_c \int_0^{\hat{h}_c} \bar{V}_2(\hat{h})dh
= \left( \frac{1}{a} \kappa_c + \eta_c \right) \log \left( \frac{a \eta_c}{\kappa_c} + 1 \right) - \eta_c \quad (72)
\]

Consider the problem:
\[
\min_{\kappa_c} \sum_{c=1}^{C} \kappa_c \left( \frac{1}{a} \kappa_c + \eta_c \right) \log \left( \frac{a \eta_c}{\kappa_c} + 1 \right) - \eta_c \\
\text{s.t.,} \sum_{c=1}^{C} \frac{\kappa_c}{p_{k,c}} = 1, \kappa_c > 0, \forall c \quad (73)
\]

One can check the Hessian matrix of the objective function and find out that this is a convex problem. Therefore, we solve for the KKT condition in (68), from which we can derive the optimal thresholds.

Consider the ratio between unscaled age function scaled age:
\[
\left| \frac{\log(1 + aNa\hat{h})}{\hat{h}} \right| \leq aN. \quad (74)
\]

Therefore, considering the fluid approximation error of the rescaled age is \( \mathcal{O}\left( \frac{1}{N} \right) \), the resultant error on the evaluation on the age function is \( \mathcal{O}(1) \).

**Remark 4:** We can infer from Theorem 4 that the Whittle’s index (if indexible) should be approximately \( p_{k,c} h_{c,i}^{m+1}(t) \), keeping the highest order term. Intuitively, since the value of information is measured by \( V_1(\hat{h}) = \hat{h}^m \) which essentially becomes more AoI sensitive when \( m \) grows larger than 1, it is reasonable that the index also puts more emphasis on the age increase, in contrast to the channel conditions. On the other hand, when \( 0 < m < 1 \), the corresponding scheduler considers more about channel conditions.
C. Simulations

In this simulation result, we show in Fig. 4 the performance of the proposed threshold-based policy based on Theorem 4 versus the AoI index policy without considering the non-linear age functions, and the fluid limits. Two classes of agents (equal number of agents in each class) are tested, with $p_{h,1} = 0.9$ and $p_{h,1} = 0.1$ respectively. The non-linear function is $V_1(\hat{h}) = \hat{h}^4$. It is observed that the threshold policy also matches the fluid limits, and it outperforms AoI-optimized policy significantly.

VII. CONCLUSIONS AND OUTLOOK

In this paper, the system asymptotic behavior with a large number of agents, i.e., the fluid limits, is developed for AoI occupancy measure in wireless multiaccess networks. It is shown that, under a simple threshold-based policy, the system limiting behavior converges to a fluid limit within an error inversely proportional to the number of agents. Moreover, the fluid limit has a provable asymptotically local stable equilibrium that can be used to solve for the stationary AoI distribution.

Leveraging this framework, we solve an AoI scheduling problem with heterogeneous i.i.d. user channel conditions. A well-known existing lower bound, yet with unknown tightness, is shown to be asymptotically tight. The achievability is proved by optimizing the thresholds in our proposed threshold-based policy. The resultant scheduling policy is asymptotically optimal with explicitly derived thresholds, and is much easier to decentralize compared with the index-based policy. Users in the proposed policy only need to know its fixed individual threshold, whereas users have to compare their indices every time by the index policy.

Furthermore, we show that the non-linear age function can be solved by the fluid limit framework. We derive the time-average and optimal threshold-based policies for both power and logarithm age functions in closed-form. Simulations reveal that our analysis matches the reality closely, and that the convergence to the fluid limit is evident with a moderate number of users.

Essentially, we believe a large scope of AoI scheduling problems can be solved leveraging this powerful analysis tool. The crux is the convergence of AoI occupancy measure to the fluid limit. As long as this is upheld, which is often the case in AoI scheduling, the rest follows conveniently. Generalization to other applications is our ongoing work.
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