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Abstract
We study a renormalizable four dimensional model with two deformed quantized space directions. A one-loop renormalization is performed explicitly. The Euclidean model is connected to the Minkowski version via an analytic continuation. At a special value of the parameters a nontrivial fixed point of the renormalization group occurs.
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1 Introduction

During the last years a lot of efforts has been done to obtain renormalizable four dimensional quantum field theory models defined over deformed space-time. These models suffer from the infrared-ultraviolet mixing. In a common work of one of us (H. G.) with Raimar Wulkenhaar [1, 2] we realized, that a Lagrangian with four relevant/marginal operators leads to a renormalizable model. In addition, a nontrivial fixed point occurs in parameter space, at which the beta function for the coupling constant vanishes. Later on different renormalizable models were proposed, [3, 4, 5]. All these models are defined on a Euclidean deformed space. There have been attempts to obtain similar results for models over deformed Minkowski space-time, but the technical problems are, of course, much greater, and no final conclusion has been obtained, up to now, see [6], [7], [8] and [9].

In this note we consider canonical noncommutativity in two space-directions only,

\[ \theta^{\mu\nu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -\theta & 0 \\ 0 & \theta & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \] (1)

A scalar field on such a deformed space has been shown to be renormalizable, if one takes five operators into account. Since time is commutative, we expect that the model makes sense also in deformed Minkowski space-time.

We also remark that we (one of us in a collaboration [10]) have been able to obtain conditions, which allow an analytic continuation from Euclidean deformed space-time model to its Minkowski version in case of a commutative time coordinate and under a condition on the time zero algebra.

We perform the one-loop renormalization explicitly and show that the renormalized amplitudes are connected by an analytic continuation, and that in both cases a fixed point occurs.
2 Euclidean space

We are considering the model introduced in [5],

\[ S[\phi] = \int d^2 x d^2 y \frac{1}{2} \phi(x, y)(-\Delta + \frac{4\Omega^2}{\theta^2} y^2 + M^2)\phi(x, y) \]

\[ + \kappa^2 \int d^2 x d^2 y d^2 z \phi(x, y)\phi(x, z) + \frac{\lambda}{4!} \int d^4 x \phi(x)^4, \tag{2} \]

where the second argument of \( \phi \) refers to the noncommuting coordinates \( y = (x_2, x_3)^T \). The term proportional to \( \kappa^2 \) is considered as an interaction, and \( \kappa^2 \) is a dimensionless coupling. Using a matrix base for the noncommutative directions,

\[ f_{mn} = \frac{1}{\sqrt{n!m!\theta^{m+n}}} \tilde{a}^m \star f_0 \star \tilde{a}^n, \]

where the ground state is given by \( f_0 = 2e^{-\frac{1}{\theta}(x_2^2 + x_3^2)} \) and with \( a = \frac{1}{\sqrt{2}} (x_2 + ix_3) \) and \( \tilde{a} = \frac{1}{\sqrt{2}} (x_2 - ix_3) \), we can expand the fields in the following way:

\[ \phi(x, y) = \sum_{m,n} f_{mn} \phi_{mn}(x), \quad \phi_{mn}(x) = \text{tr} f_{mn} \phi(x, y), \tag{3} \]

and obtain for the action in momentum space

\[ S[\phi] = 2\pi\theta \sum_{m,n,k,l} \int d^2 Q \frac{1}{2} \tilde{\phi}_{mn}(Q) \Delta_{mn,kl}^Q \tilde{\phi}_{kl}(-Q) \]

\[ + (2\pi\theta)^2 \frac{\kappa^2}{\theta^2} \sum_{m,n} \int d^2 Q \tilde{\phi}_{mn}(Q) \tilde{\phi}_{nn}(-Q) \]

\[ + 2\pi\theta \frac{\lambda}{4!} \sum_{m,n,k,l} \int \prod_{i=1}^4 \frac{d^2 Q_i}{2\pi} (2\pi)^2 \delta^{(2)}(Q_1 + Q_2 + Q_3 + Q_4) \]

\[ \times \tilde{\phi}_{mn}(Q_1) \tilde{\phi}_{nk}(Q_2) \tilde{\phi}_{kl}(Q_3) \tilde{\phi}_{lm}(Q_4). \]

The matrix elements for the kinetic part \( \Delta_{mn,kl}^Q \) is diagonal in case of \( \Omega = 1 \),

\[ \Delta_{mn,kl}^Q = (Q^2 + M^2 + \frac{4}{\theta}(m + n + 1))\delta_{nk}\delta_{ml}. \tag{5} \]
For $\Omega \neq 1$, also off-diagonal elements are present:

$$
\Delta^Q_{mn,kl} = (Q^2 + M^2 + \frac{2(1 + \Omega^2)}{\theta}(m + n + 1))\delta_{nk}\delta_{ml} - \frac{2(1 - \Omega^2)}{\theta}\sqrt{(n + 1)(m + 1)}\delta_{n+1,k}\delta_{m+1,l} - \frac{2(1 - \Omega^2)}{\theta}\sqrt{nm}\delta_{n-1,k}\delta_{m-1,l}.
$$

(6)

**2.1 Feynman rules**

**Propagator.** We treat the noncommutative coordinates in the matrix base and the commutative ones in momentum base. For a discussion of the matrix base see [1][11].

- For $\Omega = 1$, we obtain

$$
G_{m_1n_1,m_2n_2}(P, Q) := <\tilde{\phi}_{m_1n_1}(P_1, P_4)\tilde{\phi}_{m_2n_2}(Q_1, Q_4)> = \frac{\delta_{m_1n_2}\delta_{m_2n_1}\delta(P_1 - Q_1)\delta(P_4 - Q_4)}{P_1^2 + P_4^2 + M^2 + \frac{1}{\theta}(m_1 + n_1 + 1)}
$$

$$
\equiv \delta^{(2)}(P - Q)G_{m_1n_1,m_2n_2}(P).
$$

(7)

- For $\Omega \neq 1$, we can use the result of [12]. We have to replace $\mu^2_0$ in (4.5) by $\mu^2_0 \rightarrow P_1^2 + P_4^2 + M^2$,

using $D = 2$, we obtain:

$$
G_{m,m+h,l+h,t}(P) = \frac{\theta}{8\Omega} \int_0^1 d\alpha \frac{(1 - \alpha)^{\mu^2_0 + P_1^2 + P_4^2 + M^2}}{1 + C\alpha} G^{(\alpha)}_{m,m+h,l+h,t}.
$$

(8)

$$
G^{(\alpha)}_{m,m+h,l+h,t} = \left(\frac{\sqrt{1 - \alpha}}{1 + C\alpha}\right)^{m+l+h} \sum_{u = \max(0, -h)}^{\min(m, l)} A(m, l, h, u) \left(\frac{C\alpha(1 + \Omega)}{\sqrt{1 - \alpha(1 - \Omega)}}\right)^{m+l-2u},
$$

(9)

where $A(m, l, h, u) = \sqrt{\binom{m}{m-u}\binom{l}{l-u}}\binom{m+h}{m-u}\binom{l+h}{l-u}$, and $C$ is a function of $\Omega$,

$$
C(\Omega) = \frac{(1 - \Omega)^2}{4\Omega}.
$$
Vertex weights.

\[
\begin{align*}
\delta_{n_4 m_4} \delta_{n_3 m_3} \\
\delta_{n_1 m_2} \delta_{n_2 m_3} \delta_{n_3 m_4} \delta_{n_4 m_1}
\end{align*}
\]  \quad (10)

\[
P_1 \to \frac{m}{n} \quad \left\{ \begin{array}{c}
l \\
k
\end{array} \right. \to \left\{ \begin{array}{c}
l \\
k
\end{array} \right. P_2 = -2 \frac{\kappa^2}{\theta^2} \delta_{m n} \delta_{k l} \delta^{(2)}(P_1 - P_2)
\]  \quad (11)

Power counting. In [5], the power counting degree of convergence for a Feynman graph \( G \) on a Riemann surface with genus \( g \), boundary components \( b \) and for \( \kappa = 0 \) was derived:

\[
\omega(G) = N - 4 + 4g + 2(b - 1).
\]  \quad (12)

For comparison, in the non-degenerate case the degree of convergence is given by

\[
\omega_{nd}(G) = N - 4 + 8g + 4(b - 1).
\]

This explains the necessity of the fifth operator in the defining action, since a graph with \( N = 2, g = 0 \) and \( b = 2 \) is logarithmic divergent in the former (see (14)) but finite in the latter case.

2.2 1-loop calculation

In this section, we are computing all the divergent 1-loop diagrams according to the power counting formula (12).

2.2.1 \( \Omega = 1 \)

Let us first consider the case \( \Omega = 1 \). The first divergent contribution is the planar, regular two-point tadpole.
The symmetry factor for $T_1$ is $\frac{1}{6}$. The above logarithmic divergence renormalizes the indices $m$ and $n$, and also the mass $M^2$. This is a wave function renormalization at 1-loop. But the “commutative” part of the kinetic term, $Q^2$, is not renormalized (only at two loops, sunset diagram).

As we have seen above, the planar, non-regular two-point tadpole with two boundary components is logarithmically divergent.

$$= -\delta_{m_1 n_2} \delta_{m_2 n_1} \sum_l d^2 P \left( \frac{\lambda}{P^2 + \frac{4}{\theta}(l + m_1 + 1) + M^2} + \frac{\lambda}{P^2 + \frac{4}{\theta}(l + m_2 + 1) + M^2} \right)$$

$$= -\delta_{m_1 n_2} \delta_{m_2 n_1} \frac{\pi \theta \lambda}{4} \left( \frac{2}{\epsilon} + \left( \frac{4}{\theta}(m_1 + m_2 + 1) + 2M^2 \right) \ln \epsilon \right) + O(\epsilon^0). \quad (13)$$

The symmetry factor for $T_1$ is $\frac{1}{6}$. The above logarithmic divergence renormalizes the indices $m$ and $n$, and also the mass $M^2$. This is a wave function renormalization at 1-loop. But the “commutative” part of the kinetic term, $Q^2$, is not renormalized (only at two loops, sunset diagram).

As we have seen above, the planar, non-regular two-point tadpole with two boundary components is logarithmically divergent.

$$= \int d^2 p \frac{-\lambda \delta_{lm} \delta_{kn}}{p^2 + \frac{4}{\theta}(l + k + 1) + M^2}$$

$$= \delta_{lm} \delta_{kn} \lambda \pi \left( \ln \epsilon + \gamma + \ln \left( \frac{4}{\theta}(l + k + 1) + M^2 \right) \right) + O(\epsilon^0). \quad (14)$$
The symmetry factor for $T_2$ is $\frac{1}{6}$. The divergent part is independent of the oscillator indices. Therefore, the singularity can easily be subtracted by choosing any fixed indices $l_0$ and $k_0$. The values should be fixed by normalization conditions.

The last diagram we have to consider is the following 4-point graph:

$$
P \rightarrow m \xrightarrow{l} \rightarrow \xrightarrow{r} \xrightarrow{Q} \xrightarrow{l} \rightarrow \xrightarrow{k} P = T_3
$$

$$
= \lambda^2 \sum_{r, \Lambda} d^2 Q \frac{Q^2 + \frac{1}{4}(l + r + 1) + M^2}{(P + Q)^2 + \frac{1}{4}(n + r + 1) + M^2}
$$

$$
= -\lambda^2 \frac{\theta \pi}{4} \ln \epsilon + \mathcal{O}(\epsilon^0) .
$$

The symmetry factor for $T_3$ is $\frac{1}{3}$.

\[2.2.2 \quad \Omega \neq 1\]

In the general case $\Omega \neq 1$, the computation of the contribution of the same diagrams is more involved. The planar, regular tadpole is given by

$$
= T_1^{\Omega} = T_{up}^{\Omega} + T_{down}^{\Omega},
$$

where

$$
T_{up}^{\Omega} = -\lambda \delta^{(2)}(P_1 - P_2) \delta_{n_1 n_2} \delta_{m_2 n_3} \sum_k \int d^2 Q \ G(Q)_{m_1 k, k m_1} \quad (16)
$$

and

$$
T_{down}^{\Omega} = -\lambda \delta^{(2)}(P_1 - P_2) \delta_{m_1 n_2} \delta_{m_2 n_1} \sum_k \int d^2 Q \ G(Q)_{k n_1, n_1 k} . \quad (17)
$$
Let us consider $T_{\uparrow}^{\Omega}$ first. For the propagator, we use Eq. (8):

$$
G(Q)_{m_1,l,m_1} = \frac{\theta}{8\Omega} \int_{0}^{1} d\alpha \frac{(1-\alpha)(Q^2 + M^2)^{\frac{\theta}{4\Omega} - \frac{1}{2}}}{1 + C\alpha} \left( \frac{1 - \alpha}{(1 + C\alpha)^2} \right)^{\frac{1}{2}(m_1 + l)} \sum_{u = \max(0,m_1 - l)}^{m_1} \left( \frac{m_1}{m_1 - u} \right) \left( \frac{m_1}{l} \right) \left( \frac{C\alpha(1 + \Omega)}{\sqrt{1 - \alpha(1 - \Omega)}} \right)^{2(m_1 - u)}
$$

and the substitution $(1 - \alpha) = e^{-\beta \frac{4\Omega}{m}}$.

We have to analyse the sum over $u$ in more detail. We only concentrate on the divergent contributions. For simplicity, we use $m$ instead of $m_1$.

- $u = m$:

$$
T_{\uparrow}^{\Omega,m} = \pi \sum_{k=0}^{\infty} \int_{\epsilon}^{\infty} \frac{d\beta}{\beta} \frac{e^{-\beta \frac{4\Omega k}{m}}}{(1 + C(1 - e^{-\beta \frac{4\Omega}{m}}))^{m+k+1}} e^{-\beta(M^2 + 2m \Omega(1+m))}
$$

In the next step, we expand the integrand – except for the exponential in order to avoid ordinary IR divergences – for small values of $\beta$, since we are only interested in the divergent contributions and small values of $\beta$ correspond to large momenta.

$$
T_{\uparrow}^{\Omega,m} = \frac{\pi}{1 + 2C} \left( \frac{\theta}{4\Omega} \left( \frac{1}{\epsilon} + \ln \epsilon \left( \frac{4\Omega}{\theta}(m + 1) + M^2 \right) \right) \right)
$$

In the next step, we expand the integrand – except for the exponential in order to avoid ordinary IR divergences – for small values of $\beta$, since we are only interested in the divergent contributions and small values of $\beta$ correspond to large momenta.

$$
T_{\uparrow}^{\Omega,m} = \frac{\pi}{1 + 2C} \left( \frac{\theta}{4\Omega} \left( \frac{1}{\epsilon} + \ln \epsilon \left( \frac{4\Omega}{\theta}(m + 1) + M^2 \right) \right) \right)
$$

- $u = m - 1$:

$$
T_{\uparrow}^{\Omega,m-1} = \pi \sum_{k=1}^{m} \int_{\epsilon}^{\infty} \frac{d\beta}{\beta} \left( \frac{m}{1} \right) \left( \frac{k}{1} \right) \frac{(1 - e^{-\beta \frac{4\Omega}{m}})^2 e^{-\beta \frac{4\Omega k}{m}}}{(1 + C(1 - e^{-\beta \frac{4\Omega}{m}}))^{m+k+1}} \times \left( \frac{(1 + \Omega)(1 - \Omega)}{4\Omega} \right)^2 e^{-\beta(M^2 + 2m \Omega(1+m-1))}
$$

$$
= -\frac{4\pi m}{(1 + 2C)^2} \left( \frac{(1 + \Omega)(1 - \Omega)}{4\Omega} \right)^2 \ln \epsilon + O(\epsilon^0)
$$
• $u = m - 2$: This yields already a finite contribution. The same is true for smaller $u$'s, since the numerator of the integrand is proportional to $\beta^{2(m-u)}$, whereas the denominator, after summing over $k$, is proportional to $\beta^{m-u+2}$.

For $T_{\downarrow}^\Omega$, we obtain the same result. This amounts to

$$
T_1^\Omega = -\lambda \delta^{(2)} (P_1 - P_2) \delta_{m_1 n_2} \delta_{m_2 n_1} \left\{ \frac{\pi}{1 + 2C} \left( \frac{\theta}{2\Omega \epsilon} + \frac{M^2 \theta}{2\Omega} \ln \epsilon \right) \right. 
\left. + \frac{\pi}{(1 + 2C)^2} (m_1 + n_1 + 1) \ln \epsilon \right\} 
$$

(23)

and is consistent with the one previously obtained in (13).

![Diagram](image.png)

where $P \rightarrow \overrightarrow{P}$, $l = k + h$ and $m = n + h$, for some $h$. We then obtain

$$
T_2^\Omega = -\lambda \delta^{(2)} (P_1 - P_2) \int d^2 Q \ G_{kl;mn}(Q) , 
$$

(24)

The contribution of the 4-point graph depicted in (15) yields

$$
T_3^\Omega = -\frac{\lambda^2 \pi \theta}{2(1 + \Omega^2)} \ln \epsilon . 
$$

(25)
2.3 Explicit renormalization

In this section, we explicitly perform the 1-loop renormalization using the results computed in the previous subsections. Let us consider the general case, $\Omega \neq 1$. In general, the 1-loop corrections are diagonal (cf. [13]) and the effective action is renormalized according to

$$S[\mathcal{Z}^{1/2}\tilde{\phi}]_{1\text{-loop}} = S[\tilde{\phi}; M_{\text{phys}}, \lambda_{\text{phys}}, \Omega_{\text{phys}}, \kappa_{\text{phys}}, a_{\text{phys}}],$$

we obtain identifications for the physical parameters. In the commutative case, we have no wave function renormalization at 1-loop. The sunset diagram is at second order and the first diagram to introduce such a renormalization. In the noncommutative case, there is a different picture. For non-degenerate noncommutativity, the planar two-point tadpole, introduces a wave function renormalization already at 1-loop order. In the case we are considering here, where the noncommutativity is restricted to two (spatial) dimensions, we get a mixture of both scenarios. The 2-point tadpole renormalizes the wave function partly and breaks the symmetry between commutative and noncommutative directions. In order to capture this asymmetry we introduce an additional parameter $a$ for the commutative directions. An alternative solution would be to scale the noncommutativity parameter $\theta$ instead.

The physical (renormalized) parameters can now be identified. The logarithmic derivative of the inverse map with respect to the logarithm of the momentum cut-off $\Lambda = 1/\sqrt{\varepsilon}$ determines $\beta$ functions:

\begin{align}
\beta_\Omega &= \frac{\lambda_{\text{phys}}\Omega_{\text{phys}}(1 - \Omega_{\text{phys}}^2)}{6(1 + \Omega_{\text{phys}}^2)^2}, \\
\beta_\lambda &= \frac{\lambda_{\text{phys}}^2(1 - \Omega_{\text{phys}}^2)}{6(1 + \Omega_{\text{phys}}^2)^2}, \\
\beta_a &= -\frac{\lambda_{\text{phys}}\Omega_{\text{phys}}^2}{6(1 + \Omega_{\text{phys}}^2)^2}, \\
\beta_\kappa &= -\frac{\kappa_{\text{phys}}^2\lambda_{\text{phys}}\Omega_{\text{phys}}^2}{6(1 + \Omega_{\text{phys}}^2)^2} - \frac{\pi \lambda_{\text{phys}}}{3(2\pi)^2}, \\
\beta_{M^2} &= -\lambda_{\text{phys}}\left(\frac{\Omega_{\text{phys}}^2}{6(1 + \Omega_{\text{phys}}^2)^2} - \frac{1}{3(1 + \Omega_{\text{phys}}^2)}\right) \\
&\quad - \frac{\lambda_{\text{phys}}}{6M_{\text{phys}}^2(1 + \Omega_{\text{phys}}^2)^2}\Lambda^2.
\end{align}
2.3.1 $\Omega = 1$

The results for $\Omega = 1$ coincide with those above, in the limit $\Omega \to 1$. It is remarkable that the physical coupling $\lambda_{\text{phys}}$ is unchanged, i.e. it has a vanishing $\beta$ function, as in the non-degenerate case. Probably, this effect does not sustain to higher order loop corrections, because of the asymmetry between commutative and noncommutative directions and the need to introduce the additional parameter $a$. In the renormalisation proof (to all orders) in [5] using multiscale analysis, it was not necessary to introduce this parameter $a$. Somehow, multiscale analysis seems to be unaffected or insensitive of this asymmetry, which appears in the explicit calculations here!

3 Minkowski space-time

For the deformed Minkowski space-time we shall restrict ourselves to $\Omega = 1$. The kernel for the quadratic part becomes

$$\Delta^{M,Q}_{mn,kt} = (-Q_0^2 + Q_1^2 + M^2 + \frac{4}{\theta}(m + n + 1))\delta_{nk}\delta_{ml} \quad (27)$$

We expand the scalar field in terms of plane waves - with respect to variables $t$ and $z$ - and the oscillator basis - with respect to $x$ and $y$:

$$\Phi(t, z) = \sum_{mn} \frac{dp}{(2\pi)^22\omega_{p,mn}} \left( e^{-i\omega_{p,mn}t}e^{ipz}f_{mn} \otimes a_{p,mn} \right. \right.$$  

$$\left. + e^{i\omega_{p,mn}t}e^{-ipz}f_{nm} \otimes a_{p,mn}^\dagger \right), \quad (28)$$

with

$$\omega_{p,mn}^2 = p^2 + \frac{4}{\theta}(m + n + 1) + M^2 \quad m, n \in \mathbb{N}, \quad (29)$$

$$\phi_{mn}(t, z) = \int \frac{dp}{(2\pi)^22\omega_{p,mn}} \left( e^{-i\omega_{p,mn}t}e^{ipz}a_{p,mn} + e^{i\omega_{p,mn}t}e^{-ipz}a_{p,mn}^\dagger \right), \quad (30)$$

where

$$\Phi(t, z) = \sum_{mn} f_{mn}\phi_{mn}(t, z), \quad \phi_{mn}(t, z) = \text{tr}f_{nm}\Phi(t, z). \quad (31)$$

This is a solution of the noncommutative wave equation:

$$\partial_0^2\Phi - \partial_z^2\Phi - \left\{ \hat{y}^2 \hat{\ast} \Phi \right\} + M^2\Phi = 0, \quad (32)$$
where \( y = (x_1, x_2)^T \) and \( z = x_3 \). The creation and annihilation operators satisfy the following relations:

\[
[a_{p,mn}, a_{q,m' n'}^\dagger] = (2\pi) 2\omega_{p,mn} \delta(p - q) \delta_{m m'} \delta_{n n'},
\]
\[
[a_{p,mn}, a_{q,m' n'}] = [a_{p,mn}^\dagger, a_{q,m' n'}^\dagger] = 0 .
\]

These relations lead to

\[
[\phi_{m n}(t, z_1), \dot{\phi}_{m' n'}(t, z_2)] = i\delta(z_1 - z_2) \delta_{m n'} \delta_{m' n},
\] (33)

and

\[
[\phi_{m n}(t_1, z_1), \phi_{m' n'}(t_2, z_2)] = \\
= \int \frac{d\mathbf{p}}{(2\pi)^2 2\omega_{p,mn}} \left( e^{-i\omega_{p,mn}(t_1-t_2)} e^{i\mathbf{p}(z_1-z_2)} - e^{i\omega_{p,mn}(t_1-t_2)} e^{-i\mathbf{p}(z_1-z_2)} \right) \delta_{m m'} \delta_{n n'} .
\] (34)

The above Equation implies causality in the two-dimensional commutative subspace.

The Hamiltonian is given by:

\[
H = \frac{1}{2} \int d^3 x \left( (\partial_0 \Phi)^2 + (\partial_2 \Phi)^2 + \Phi \left\{ \dot{x}_1^2 + \dot{x}_2^2 \right\} \Phi + M^2 \Phi^2 \right)
\] (35)

\[
\equiv \frac{1}{2} \int d^3 \tilde{p} \omega_{p,mn} \left( a_{p,mn}^\dagger a_{p,mn} + a_{p,mn} a_{p,mn}^\dagger \right),
\]

where we defined the measure \( \int d^3 \tilde{p} = 2\pi \theta \sum_{m,n} \int \frac{d\mathbf{p}}{2\pi(2\omega_{p,mn})} \). Naturally, we can define a normal ordering:

\[
: H := \int d^3 \tilde{p} \omega_{p,mn} a_{p,mn}^\dagger a_{p,mn} .
\] (36)

We have to study the time ordered vacuum expectation value of the product of \( n \) fields:

\[
(0| T \Phi \ldots \Phi | 0) = \left( 0| T \sum_{k,l} f_{kl} \phi_{k1} \phi_{k2} \phi_{k3} \ldots \phi_{kn} | 0 \right)
\]
\[
= \sum_{k,l} < f_{kl} > < 0| T \phi_{k1} \phi_{k2} \phi_{k3} \ldots \phi_{kn} | 0 >
\] (37)
\[
= \sum_{k,l} < 0| T \phi_{k1} \phi_{k2} \phi_{k3} \ldots \phi_{kn} | 0 > .
\]
Using (30), we obtain

\[
\begin{align*}
<0 | T \phi_{m_1 n_1}(t_1, z_1) \phi_{m_2 n_2}(t_2, z_2) | 0 > &= \int \frac{dp}{(2\pi)^2 2\omega_{p, m_1 n_1}} \delta_{m_1 m_2} \delta_{n_1 n_2} \\
&\times \left( \theta(t_1 - t_2) e^{i \omega_{p, m_1 n_1} (t_1 - t_2)} \delta_{m_2} - i p (z_1 - z_2) \right) + \theta(t_2 - t_1) e^{-i \omega_{p, m_1 n_1} (t_1 - t_2)} \delta_{m_2} + i p (z_1 - z_2) \right) .
\end{align*}
\] (38)

More general, the expressions to be studied are expectation values of the form

\[
<0 | \phi_{m_1 n_1}(t_1, z_1) \phi_{m_2 n_2}(t_2, z_2) \ldots \phi_{m_N n_N}(t_N, z_N) | 0 > ,
\] (39)

which are in the undeformed case connected to the Euclidean correlation functions by analytic continuation, see 3.3. Serious difficulties arise, if one considers a noncommutativity of the time coordinate as discussed in [14].

### 3.1 Feynman rules

The action for the scalar field on the deformed Minkowski space-time is given by the Minkowski version of equation (4). Therefore, the propagator reads

\[
G_{m_1 n_1; m_2 n_2}^M (P) = \frac{i}{-P_0^2 + P_1^2 + \frac{3}{8} (m_1 + n_1 + 1) + M^2 + i \epsilon} ,
\] (40)

whereas the vertex weight is given by

\[
-i \lambda \delta_{n_1 n_2} \delta_{n_2 n_3} \delta_{n_3 n_4} \delta_{n_4 n_1} \delta^{(2)} (P_1 + P_2 + P_3 + P_4) .
\] (41)

### 3.2 1-loop calculations

The calculation of the divergent contributions of the above mentioned diagrams uses the Feynman rules (40) and (41) and follows the same lines as in the Euclidean case.

#### 3.2.1 Explicit renormalization

Similar as before, we obtain an effective action and the one-loop corrections in Minkowski space. The divergent corrections of the parameters in the Minkowski case coincide with the corresponding Euclidean ones. Therefore, the beta functions coincide as well. The most important result is the vanishing of the beta function of the coupling \( \lambda \) at \( \Omega = 1 \).
3.3 Analytic continuation

Let us start with the Wightman two-point function:

\[ W(t, x) = \langle 0| \Phi(t, z) \Phi(0, 0)| 0 \rangle = \sum_{m,n} \int \frac{dp}{2\pi} \frac{1}{2\omega_{p,mn}} e^{i px - i \omega_{p,mn} t}, \quad (42) \]

where \( \omega_{p,mn}^2 = p^2 + \frac{4}{\beta} (m + n + 1) + M^2 \). The expectation value \( W(t, x) \) has an analytic continuation to complex values in the time difference \( t \) from the lower half plane \( t - ix_4 \) with \( x_4 > 0 \),

\[ W(t - ix_4, x) = \sum_{m,n} \int \frac{dp}{2\pi} \frac{1}{2\omega_{p,mn}} e^{i px - i \omega_{p,mn} (t - ix_4)}. \quad (43) \]

This coincides for \( t = 0 \) with the Schwinger two-point function, i.e. the Euclidean correlation function:

\[ \Delta_{m_1n_1;m_2n_2}(x) = \delta_{m_1n_2} \delta_{m_2n_1} \int \frac{dp}{2\pi} \frac{1}{2\omega_{p,m_1n_1}} e^{i px_1 - i \omega_{p,m_1n_1}|x_4|}, \quad (44) \]

for \( x_4 > 0 \) and with the discrete indices \( m_1, n_1 \). This leads to the following form of the Euclidean propagator:

\[ \Delta_{m_1n_1;m_2n_2}(x) = \int \frac{dP_1dP_4}{(2\pi)^2} \frac{\delta_{m_1n_2} \delta_{m_2n_1}}{P_1^2 + P_4^2 + \frac{4}{\beta} (m_1 + n_1 + 1) + M^2} e^{i px}. \quad (45) \]

which incorporates the Euclidean invariance in the undeformed dimensions and has been used in previous sections. The step back to equation (44) is obtained by integration over \( P_4 \).

4 Conclusions

A remarkable result of this letter concerns the appearance of the fixed point at \( \Omega = 1 \), at least to 1-loop, which implies the vanishing of the beta function for the coupling constant at this parameter point:

\[ \beta_\lambda = 0. \]

Furthermore, we observe the appearance of an additional, sixth parameter relevant in the renormalization procedure. Its origin lies in the asymmetry between
noncommutative and commutative directions at 1-loop. We could show that this is true not only in Euclidean but also in Minkowski space-time with commuting time coordinate. We started the program of analytic continuation of the one-loop contributions for $\Omega = 1$.
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