Supersolid is a mysterious and puzzling state of matter whose possible existence has stirred a vigorous debate among physicists for over 60 years. Its elusive nature stems from the coexistence of two seemingly contradicting properties, long-range order and superfluidity. We report computational evidence of a supersolid phase of deuterium under high pressure ($p > 800$ GPa) and low temperature ($T < 1.0$ K). In our simulations, that are based on bosonic path integral molecular dynamics, we observe a highly concerted exchange of atoms while the system preserves its crystalline order. The exchange processes are favoured by the soft core interactions between deuterium atoms that form a densely packed metallic solid. At the zero temperature limit, Bose-Einstein condensation is observed as the permutation probability of $N$ deuterium atoms approaches $1/N$ with a finite superfluid fraction. Our study provides concrete evidence for the existence of a supersolid phase in high-pressure deuterium and could provide insights on the future investigation of supersolid phases in real materials.

Reports of an anomalous superfluid phase in solid $^4$He[1] have spurred renewed interest in the study of this unusual state of matter, often referred to as a supersolid, in which long-range translational order and superfluidity are believed to coexist[1–14]. The very concept of a supersolid is puzzling since in a solid the nuclear density is localised around the equilibrium positions, while in a superfluid the nuclei wavefunctions are delocalised due to exchange [3, 4, 10–19].

Theoretical investigations[2–4, 17] have preceded the first experimental reports of a $^4$He supersolid [1]. Some of them argued that a supersolid could not exist[17] while others suggested that defects could favour its formation[2–4]. However, the experimental claim of [1] has been challenged[5–7], and it was pointed out that the defect formation energy in solid $^4$He is too large to be invoked as a pathway to supersolidity[18]. Nevertheless, the search for a supersolid phase has not been abandoned and is still of great interest. Some encouragement in this direction comes from theoretical studies which indicate that a supersolid phase can be stabilized by suitable interparticle interactions[11–13, 19], the dimensionality of the system[10, 11, 20] or optical coupling[14].

In this paper, we report numerical evidence that deuterium at low temperature and high pressure can indeed become supersolid. There are various reasons why we pay attention to high pressure deuterium: Firstly, the light mass of deuterium ($Z = 2$) leads to significant nuclear quantum effects (NQEs). Secondly, high level quantum mechanical calculations, such as density functional theory (DFT) and quantum Monte Carlo, predict that deuterium forms a metallic $I4_1/amd$ phase at $p > 500$ GPa[21, 22]. Such a compressed environment promotes exchange interactions of deuterium atoms by bringing them closer. Thirdly, it was argued that soft core interatomic potentials aid in favouring a supersolid phase[11]. In deuterium, the interactions between the nuclei in the metallic phase have screened Coulomb character which is softer than Lennard-Jones interactions. Lastly, the predicted phase transition pressure of the metallic $I4_1/amd$ phase ($p > 500$ GPa) appears to be within reach of experimental capabilities in the near future[23–26].

Simulating the quantum behaviour of a supersolid phase of deuterium poses several challenges, such as: 1) the accurate modelling of the interaction potential, 2) the inclusion of NQEs and 3) the introduction of bosonic exchange symmetry. Here we sketch the main points of our approach and refer the interested reader to a more detailed description of our methodology in the Supplemental Material. Following the approach pioneered by Behler and Parrinello[27], the interaction potential is described by a feed forward neural network potential, that is trained on a large number of DFT calculations. We chose the vdW-DF2 functional based on the generalized gradient approximation with non-local correlations[28] (Supplemental Material section 1).

NQEs are described by using a discretised version of Feynman’s path integral expression for the quantum partition function that is sampled in molecular dynamics simulations (PIMD)[29] by exploiting its well-known isomorphism with a system of classical ring polymers[30]. Exchange symmetry is dealt with using the bosonic version of path integral molecular dynamics (PIMD-B) of Hirshberg et al.[31, 32]. This is done by evaluating the PIMD potential for $N$ bosons recursively,

$$ e^{-\beta V_B^{(N)}} = \frac{1}{N} \sum_{k=1}^N e^{-\beta (E_N^{(k)} + V_B^{(N-k)})}, $$

where $\beta$ is the inverse temperature, $V_B^{(N-k)}$ is the PIMD potential for $N - k$ bosons and $E_N^{(k)}$ is the spring energy of a ring polymer constructed by connecting all of the beads of $k$ particles sequentially[31]. The method...
FIG. 1. Atomic density of high-pressure deuterium solid with exchange. Two-dimensional (2D) cross sections of the atomic density $n(r)$ of high-pressure deuterium in path integral molecular dynamics (PIMD) (a-c) and bosonic path integral molecular dynamics (PIMD-B) (d-f) simulations at $p = 800$ GPa and $T = 0.5$ K. While ring beads of PIMD simulation are always closed form (a-c), the PIMD-B simulations allow deuterium atoms to exchange (d-f).

provides the correct bosonic thermal expectation values while avoiding the need to enumerate all $N!$ permutations of identical particles. This reduces the computational scaling of bosonic PIMD simulations from factorial to cubic, allowing large bosonic systems to be simulated using PIMD[31]. We have explicitly checked that this method [32] gives results in full agreement with those obtained using the PIMC method pioneered by Ceperley[16]. Our evaluation of superfluid fractions of liquid $^4$He[16] and hcp solid $^4$He[18] concurred with the previous PIMC results (Supplemental Fig. 12 and 13).

For deuterium, we note that the current implementation only considers the spatial permutation of a spin-polarized system (Supplemental section III). Thus, our estimation is relevant to a spin-polarized system and might lead to a slight overestimation of the superfluid transition temperature.

To perform simulations at constant pressure, we implemented the NPT PIMD algorithm and adapted it to use the correct pressure estimator for bosons (Supplemental Material section II). Although we have studied the system at different thermodynamics conditions, here we report the results obtained at $p = 800$ GPa in a range of low temperatures from $T = 0.1$ K to $T = 1.2$ K in the main text. Additional thermodynamic conditions are found in the Supplemental Material. We find that converged results can be obtained if we discretise the Feynman path using $P = 256$ beads (Supplemental Fig. 7).

In order to bring out the role of NQEs and exchange symmetry, we performed simulations of solid deuterium using three different methods, treating deuterium as 1) a classical particle (MD), 2) a distinguishable quantum particle (PIMD), and 3) an indistinguishable boson (PIMD-B) (Fig. 1 and 2). The average density $n(r)$ is greatly affected by exchange processes (Fig. 1).

Even for distinguishable deuterium the NQEs make the atomic density distribution of neighbouring atoms overlap (Fig. 1a-c). This overlap suggests the possible role of exchange processes. Indeed, as the exchange of deuterium atoms is allowed via PIMD-B simulation, it is difficult to spot the precise equilibrium positions of deuterium $I4_1/amd$ phase due to active exchange (Fig.
FIG. 2. Exchange effect on the geometry and electronic properties of high-pressure deuterium. (a) A snapshot taken from the \((N \times P)\) trajectory of PIMD-B simulations at \(T = 0.5\) K and \(p = 800\) GPa. Each blue sphere represents the bead of ring polymer (in total \(P = 256\) beads and \(N = 128\)). (b) Structure factors \(S(q)\) of high-pressure deuterium from the MD (green line), PIMD (blue line) and PIMD-B (red line) simulations. The amplitude of omitted \(S(q)\) peak (*) of the MD simulation (green) is 14.9. (c) Radial distribution functions \(g(r)\) of high-pressure deuterium from the MD (green line), PIMD (blue line) and PIMD-B (red line) simulations. (d) The density of states (red point) and inverse participation ratio (green bar) of a supersolid phase. The Fermi level \((E_F)\) is zero (cyan dashed line).

This implicates that the connected ring polymers of deuterium atoms emerge at low temperatures (Fig. 1d-f). At first sight (Fig. 2a), it would appear that the \(n(r)\) would correspond to that of a glassy system, however our analysis shows that the \(I4_1/amd\) symmetry is hidden but not lost (Fig. 2b,c). To show it, we evaluated the structure factor,

\[
S(q) = \frac{1}{PN} \sum_{\tau}^{P} \sum_{j,k}^{N} e^{-i\mathbf{q}(\mathbf{R}_j^{(\tau)} - \mathbf{R}_k^{(\tau)}),}
\]

where \(P, N, \mathbf{R}_j^{(\tau)}\) are the number of beads, the number of particles and position of atom \(j\) at \(\tau\) imaginary time, respectively. Bragg peaks can be clearly seen with and without exchange at the same positions in reciprocal space (Fig. 2b and Supplemental Fig. 8). Thus, the result indicates that this peculiar exchange of deuterium does not break the solid long-range order. Also, the pair correlation of solid phase is preserved under exchange interactions as evidenced by the radial distribution function \(g(r)\) of MD, PIMD and PIMD-B simulations (Fig. 2c). Even in the active exchange regime, the system still remains metallic as the solid phase. This can be understood given that this anomalous deuterium phase preserves the solid long-range order. Thus, the density of states (Fig. 2d) is similar to that of solid (Supplemental Fig. 2b). The presence of disorder in a supersolid phase might introduce the localisation of electronic states[33]. However, our analysis based on inverse participation ratio (IPR) shows that the electronic states of supersolid phase are delocalised (Fig. 2d and Supplemental section...
FIG. 3. The superfluid fraction of high-pressure deuterium. The superfluid fraction (red point with error bar) at $p = 800 \text{ GPa}$ as the function of temperature with a guiding line (dotted grey line).

III).

The fact that one can reconcile long range order and a very active exchange regime remains puzzling also in the Feynman isomorphism. In order to get insight into how this is possible, we look at the beads’ spatial arrangement as it evolves during the simulation where all permutations contribute to the forces on atoms at each time step[31]. This can be measured by a structure factor of the beads system considered as a set of independent particles $S_{\text{rel}}(q) = \frac{1}{P N} \sum_{\tau,\tau'} \sum_{j,k} e^{-i q (R_j^{(\tau)} - R_k^{(\tau')})}$. While the beads distribution changes dynamically from one time step to another, the overall long-range order of $(P \times N)$ configuration is still preserved (Supplemental Fig. 9). This points to a highly coherent exchange mechanism.

An elegant way of measuring whether a system is superfluid is to compute its winding number[34]. This quantity reflects the number of paths that, due to exchange, are so long that they wrap around the periodic boundary conditions[34]. In our approach, in which all permutation are sampled at every time step, standard methods to evaluate it cannot be applied. Therefore, we have developed an approximate but highly accurate approach to measure the winding number in PIMD-B simulations (Supplemental Material section III and Supplemental Fig. 11). The result obtained is presented in Fig. 3. It shows that at $T < 1.0 \text{ K}$ a superfluid condensate is formed. The analysis of probability of observing longer rings also confirms this picture (Supplemental Fig. 12). Our calculation shows that for high pressure deuterium a defect-free pathway to supersolidity is possible.

Experiments on such thermodynamic conditions will be feasible in near future given the rapid advancement of diamond anvil cell techniques at cryogenic temperature[23–25], and verifying this prediction in experiments will be a fascinating challenge to undertake.
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I. DENSITY FUNCTIONAL CALCULATIONS AND MACHINE LEARNING POTENTIAL

A. Convergence of density functional theory calculations

Supplemental FIG. 1. The convergence test of DFT total energy. The convergence of the total energy per atoms with respect to (a) the planewave energy cutoff and (b) the number of k-points.

Since the interatomic distance between deuterium atoms in high-pressure solid phases is small (< 1.0 Å), the reliability of density functional theory (DFT) calculation is affected by the pseudisation radius \( r_c \) of PAW pseudopotential. In the pressure range of \( p = 800 \) – \( 1200 \) GPa, the Wigner-Sitz radius of system \( (r_s) \) is \( \sim 0.5 \) Å (\( \sim 0.94 \) a.u.). Previous DFT study showed that the \( r_c \) of 0.5a.u. is required to ensure the convergence of total energy of high-pressure hydrogen solid[1]. Therefore, we employ a PAW pseudopotential of \( r_c = 0.5 \) a.u. following the previous work.

As the long-range van der Waals (vdW) interactions play important roles in high-pressure hydrogen/deuterium systems[2, 3], we calculated the energy, forces and stress tensors using the non-local vdW functional, vdW-DF2 functional[4–6], implemented in Quantum Espresso package (v6.6)[7]. A previous study of \( I4_1/amd \) phase showed that the long-range dispersion contribution to the enthalpy is sensitive to the size of a supercell. They observed that the long-range contribution starts to converge from a supercell of 72 atoms[3]. Therefore, we used a supercell of 128 atoms to eliminate any finite size effects related to the long-range dispersion interactions.

Because the high-pressure deuterium system is highly compressed with a small unit-cell,
rigorous tests are needed to ensure the total energy convergence depending on planewave energy cutoff (Supplemental Fig. 1a) and the number of k-points (Supplemental Fig. 1b). We choose the planewave energy cutoff of 100 Ry that shows 0.8 meV/atom error compared to the fully converged case of 200 Ry. We use the k-point mesh of $(10 \times 10 \times 8)$ that shows 0.01 meV error compared to the fully converged case of k-mesh $(12 \times 12 \times 12)$ in Supplemental Fig. 1b. The corresponding $k$-grid spacing is $2\pi \times 0.0136 \text{ Å}^{-1}$. This is finer than the k-mesh spacing of previous studies of metallic hydrogen ($2\pi \times 0.04 \text{ Å}^{-1}[8]$ or $2\pi \times 0.05 \text{ Å}^{-1}[9]$) to ensure the convergence of Fermi surface. Therefore, we train the machine learning (ML) potentials for molecular dynamics simulations based on the DFT calculations with above parameters.

B. Electronic and vibrational structures of deuterium $I4_1/amd$ phase

Our DFT calculations of band structure (Supplemental Fig. 2) and density of states (Supplemental Fig. 2) at the vdW-DF2 level are consistent with the previous works in which the $I4_1/amd$ phase is metallic.

Supplemental FIG. 2. The electronic structure of deuterium $I4_1/amd$ solid phase. (a) The band structure of deuterium $I4_1/amd$ solid phase of the primitive cell, where $S'=S|S_0, \Gamma' = \Gamma|X$ and $R'=R|G$ and high-symmetry points $\Gamma=(0.0,0.0,0.0), X=(0.0,0.0,0.5), P=(0.25,0.25,0.25), N=(0.0,0.5,0.0), M=(0.5, 0.5,-0.5), S=(0.28, 0.72, -0.28), S_0=(-0.28, 0.28, 0.28), R=(-0.06, 0.06, 0.5), G=(0.5, 0.5, -0.06)$ of the BZ. (b) The density of states of hydrogen $I4_1/amd$ solid phase of $(4\times4\times2)$ supercell. The fermi energy ($E_F$) is indicated as cyan dashed line.

It is also important to ensure that our DFT calculation describes the vibrational prop-
| Pressure (GPa) | Energy (meV/atom) | Force (meV/Å) | Virial (eV) |
|---------------|-------------------|---------------|-------------|
| 800           | 0.7               | 60.0          | 2.48        |
| 1000          | 0.8               | 86.6          | 1.93        |
| 1200          | 1.0               | 91.1          | 2.05        |

**Supplemental Table I.** The test errors of neural network potential for potential energy (meV/atom), force (meV/Å) and pressure virial (eV) at \( p = 800, 1000, 1200 \) GPa.

Supplemental FIG. 3. The phonon dispersion of deuterium \( I4_1/amd \) phase.

The phonon band structure of hydrogen \( I4_1/amd \) solid phase of \( (4 \times 4 \times 4) \) supercell of the primitive cell, where high-symmetry points are \( \Gamma=(0.0,0.0,0.0) \), \( X=(0.0,0.0,0.5) \), \( P=(0.25,0.25,0.25) \), \( N=(0.0,0.5,0.0) \), \( M=(0.5,0.5,-0.5) \), \( S=(0.28,0.72,-0.28) \), \( R=(-0.06,0.06,0.5) \), \( G=(0.5,0.5,-0.06) \) of the BZ.

C. Machine learning potential

We sampled the configurations of solid and liquid phases of high-pressure deuterium by using Born-Oppenheimer DFT (vdW-DF2 functional[4–6]) NPT MD simulations at the temperature range of \( 0.5 \) K < \( T < 600 \) K and the pressure range of 800 – 1200 GPa with
Supplemental FIG. 4. The total energy root mean squared error (RMSE) of ML potential for the testing set. The total energy RMSE per atom (meV/atom) is plotted by bars as a function of total energy (meV/atom) shifted by its average, 12.687 eV/atom.

Supplemental FIG. 5. The comparison of forces between DFT and ML potential for the testing set. The $x, y, z$ components of forces ($f_x, f_y, f_z$) of DFT and ML potential for the testing set are plotted.

the $k$-mesh of $(6 \times 6 \times 4)$. By randomly choosing $\sim 50k$ configurations from the DFT MD trajectories, we construct a first ML potential. We used this potential to run preliminary PIMD-B simulations. We selected from these simulations $\sim 50k$ configurations (including long exchange ones) for which we recalculated energy, forces and stress virials using a denser $k$-mesh of $(10 \times 10 \times 8)$. We trained the final ML potential using these data.

We trained ML neural network potential for each pressure (800, 1000 and 1200 GPa)
Supplemental FIG. 6. The comparison of stress tensor virials between DFT and ML potential for the testing set. The comparison of stress tensor virial $(v_{xx}, v_{yy}, v_{zz}, v_{yz}, v_{xz}, v_{xy})$ of DFT and ML potential for the testing set are plotted for the case of $p = 800$ GPa.

at the whole temperature range using the DeepMD-kit package\cite{10} with smooth edition (SE) descriptor\cite{11}. The SE descriptor is constructed to represent the atomic environment by $(32\times 64\times 128)$ neural network with 16 axis neurons\cite{11}. The energy, forces and tensor virials are predicted by the fitting neural network of 4 hidden layers $(512\times 256\times 128\times 64\times 32)$ over $1 - 10$ million iterations. The test errors at $p = 800, 1000, 1200$ GPa are found in Table 1. For instance, the test errors of 800 GPa case for the total energy (Supplemental Fig. 4), force (Supplemental Fig. 5) and stress tensor virial (Supplemental Fig. 6) are 0.7 meV/atom 60.0 meV/Å and 2.48 eV, respectively.

D. Defect

From the early stage, defect has been considered as the most plausible pathway in forming a supersolid phase\cite{12–17}. In $^4$He solid, however, PIMC simulations showed that the formations of vacancy and interstitial are thermodynamically unfavourable\cite{15, 16}. Since a defect-free supersolid phase was not observed in a PIMC simulation, the origin of a $^4$He supersolid phase is still under debate\cite{17}. In light of previous studies, the role of defect as a pathway to supersolid should not be overlooked in high-pressure deuterium. Therefore, we investigate the thermodynamic stability of various defect types in high-pressure deuterium.
solid.

Because the atomic positions of I41/amd phase are all symmetrically equivalent, only a single type of mono vacancy exists. On the other hands, there exist the two types of interstitials, D_{3h} and D_{4h}.

The single point DFT calculation shows that the formation energies of the above defects are too high to be formed compared to the melting temperature of high-pressure deuterium \( \sim 120 \) K. The mono deuterium vacancy defect has the formation energy of \( E[V^0_D] = 647 \) meV. The \( D_{4h} \) interstitial formation energy is \( E[D_i] = 280 \) meV. And the \( D_{3h} \) interstitial is highly unstable that any local minimum configuration is not found. Finally, the formation energy of vacancy-interstitial pair is \( E[V^0_D + D_i] = 286 \) meV. Therefore, we conclude that the mono and pair defects of the I41/amd phase does not exist at \( T \sim 1 \) K.

II. NPT IMPLEMENTATION OF BOSONIC PATH INTEGRAL MOLECULAR DYNAMICS

Our implementation of NPT PIMD-B simulation follows the NPT PIMD algorithm of Martyna et al. where we adopt the Nose-Hoover chain thermostat/barostat[18, 19]. The major revision of PIMD-B simulation on the algorithm is the inclusion of bosonic exchange to the pressure estimator.

A. Primitive pressure estimator

The primitive pressure estimator \( p^{(prim)}_{\alpha\beta} \) of PIMD is given by

\[
p^{(prim)}_{\alpha\beta} = \frac{N P k_B T}{\text{det}(h)} \delta_{\alpha\beta} + \frac{1}{\text{det}(h)} \sum_i^N \left( \Phi_{\text{spring}}(r^{(\tau)}_i) + \frac{1}{P} \sum_\tau \left( f^{(\tau)}_i \right)_\alpha \left( r^{(\tau)}_i \right)_\beta - \sum_\mu^d \sum_\tau h_{\beta\mu} \frac{\partial (h.r^{(\tau)})_\alpha}{\partial h_{\alpha\mu}} \right),
\]

where \( \alpha(\beta), N, P, T, r^{(\tau)}_i, f^{(\tau)}_i \) and \( h \) are Cartesian axis, the number of particles, the number of beads, temperature, the position of the particle \( i \) at imaginary time \( \tau \), the force on the particle \( i \) at imaginary time \( \tau \) and the cell matrix. The interactions between beads at different imaginary times \( \tau \) are given as the spring term \( \Phi_{\text{spring}}(r^{(\tau)}_i) \). In PIMD NPT simulation without bosonic exchange, \( \Phi_{\text{spring}}(r^{(\tau)}_i) = -m_i \omega^2 \sum_\tau (r^{(\tau)}_i - r^{(\tau)}_{i+1})_\alpha (r^{(\tau)}_i - r^{(\tau)}_{i+1})_\beta \). If the nuclei follow Bose statistics, the pressure virial should be modified since the forces on atoms need to include exchange effects, which we discuss in the following subsection II B.
B. Derivation of pressure estimator of indistinguishable Bosonic NPT simulation

The quantum partition function $Q_P$ of the 3D system of $N$ particles with $P$ beads, reciprocal temperature $1/k_B T$ and cell shape $h$ is given by

$$Q_P(N, \beta, h) = \prod_i^N \left( \frac{m_i P k_B T}{2 \pi \hbar^2} \right)^{3 P / 2} \int dr_1^{(1)} ... dr_i^{(P)} e^{-\beta \left[ \sum_{i,\tau}^N \Phi_{\text{spring}}(r_i^{(\tau)}) + \frac{1}{2} \sum_{\tau}^P \phi(r_i^{(\tau)}, V) \right]}$$

(2)

The spring term under bosonic exchange is[20]

$$\Phi_{\text{spring}} = V_B^{(N)} = -\frac{1}{\beta} \ln \left[ \frac{1}{N} \sum_{k=1}^N e^{-\beta (E_N^{(k)} + V_B^{(N-k)})} \right]$$

(3)

As $Q_P$ depends the cell matrix $h$, the pressure tensor $p_{\alpha\beta}$ under full-fledged cell fluctuations is

$$p_{\alpha\beta} = \frac{1}{\beta \det[\hbar]} \sum_{\gamma} h_{\alpha\gamma} \left( \frac{\partial \ln Q_M}{\partial h_{\alpha\gamma}} \right)_{N,T}$$

(4)

We adapt the scaled variable $s_i$ of atom $i$ in the cell $h$ as $\mathbf{r}_i = h \cdot s_i$. In the summation form, the $\alpha$ component position of atom $i$ is $r_{i,\alpha} = \sum_\beta h_{\alpha\beta} s_{i,\beta}$. Since we are interested in the spring term, which now considers the bosonic symmetry, we focus on the spring contribution to the pressure tensor.

The spring term contribution to the pressure tensor becomes (in scaled coordinates),

$$p_{\alpha\beta, \text{spring}} = \sum_{\gamma} \sum_{i,\tau} \frac{\partial \Phi_{\text{spring}}}{\partial (h \cdot s_i^{(\tau)})_{\alpha}} h_{\beta\gamma} s_{i,\gamma}^{(\tau)}$$

(5)

where $h \cdot s_i^{(\tau)} = r_i^{(\tau)}$. If we consider distinguishable particles, converting it into the Cartesian coordinates results in

$$p_{\alpha\beta, \text{spring}} = \sum_{i,\tau}^{N,P} -m_i \omega_F (r_i^{(\tau+1)} - r_i^{(\tau)}) (r_i^{(\tau+1)} - r_i^{(\tau)})_\beta$$

(6)

With the bosonic symmetry, the spring contribution becomes

$$P_{\alpha\beta, \text{spring}}^{(N)} = \sum_{i,\tau}^{N,P} \frac{\partial V_B^{(N)}}{\partial r_i^{(\tau)}_{\alpha,\beta}} r_i^{(\tau)}_{\alpha,\beta}$$

$$= \sum_{k=1}^N \left[ \sum_{i,\tau}^{N,P} \left( \frac{\partial E_N^{(k)}}{\partial r_i^{(\tau)}_{\alpha,\beta}} r_i^{(\tau)}_{\alpha,\beta} + \frac{\partial V_B^{(N-k)}}{\partial r_i^{(\tau)}_{\alpha,\beta}} r_i^{(\tau)}_{\alpha,\beta} \right) \right] e^{-\beta(E_N^{(k)} + V_B^{(N-k)})}$$

$$\frac{1}{\sum_{k=1}^N e^{-\beta(E_N^{(k)} + V_B^{(N-k)})}}$$

(7)

(8)
And we note that

\[ \sum_{i,\tau}^{N,P} \frac{\partial E_N^{(k)}}{\partial r_{i,\alpha}^{(\tau)}} r_{i,\beta}^{(\tau)} = -m_i \omega_P \sum_{i=N-k+1}^{N} \sum_{\tau}^{P} (r_{i}^{(\tau+1)} - r_{i}^{(\tau)}) \alpha (r_{i}^{(\tau+1)} - r_{i}^{(\tau)}) \beta \]  

(9)

It is implied that \( r_{N}^{(M+1)} = r_{1}^{(N-k+1)} \) or otherwise \( r_{i}^{M+1} = r_{i+1}^{(1)} \). The spring contribution to the pressure tensor is calculated through the iterative equation (8).

However, since we calculate the forces of spring term \( \frac{\partial V^{(N)}}{\partial r_{i,\alpha}^{(\tau)}} \) already, the spring contribution to the pressure virial is obtained by equation (7). Although we have implemented both isotropic and full-cell Parrinello-Rahman NPT PIMD-B, we only present the isotropic NPT. All the features are implemented in a development version of LAMMPS and be found in the author’s Github repository.

C. Equations of motion for NPT PIMD-B simulation

We follow the NPT equations of motion of Martyna et al. where each Cartesian degree of freedom of the system, \( dN \), couples to the Nose-Hoover chain (NHC)[18, 19], where \( d \) is the dimension of system. Each Nose-Hoover chain couples to the each degree of freedom \( dNPN_{nhc} \), where \( N_{nhc} \) is the number of NHC. The default number of NHC for thermostat/barostat are \( N_{nhc} = 3 \) for the whole PIMD-B calculations in this work. The only difference of PIMD-B NPT simulation compared to PIMD is that now the bosonic pressure estimator is used to measure the pressure of system. And although NPT PIMD simulation usually uses center of mass (centroid) pressure estimator and the corresponding equations of motion, the definition of centroid of ring polymers becomes elusive and ill-defined with the bosonic symmetry. Therefore, NPT PIMD-B simulation calculates primitive pressure estimator of equation (7) and the corresponding equations of motion without introducing the centroid.
\[ u_i^{(\tau)} = \frac{p_i^{(\tau)}}{m_i^{(\tau)}} + \frac{p_{\epsilon}}{W} u_i^{(\tau)}, \quad (10) \]
\[ \dot{p}_i^{(\tau)} = g_i^{(\tau)} + \frac{1}{N} \varphi P_i^{(\tau)} - \frac{b_{\epsilon i,i}^{(\tau)}}{Q_{i,i}^{(\tau)}}, \quad (11) \]
\[ \dot{V} = \frac{dV}{dt}, \quad (12) \]
\[ \dot{p}_\epsilon = dV(p_{\text{int}} - p_{\text{ext}}) + \frac{1}{NP} \sum_1^N \sum_1^P \left( \frac{p_i^{(\tau)}}{m_i^{(\tau)}} \right)^2 - \frac{p_{\eta_1}}{Q_{i,i}^{(\tau)}}, \quad (13) \]
\[ \dot{\xi}_{i,k}^{(\tau)} = \frac{b_{\xi_{i,i,k}}^{(\tau)}}{m_{i,i}^{(\tau)}}, \quad (14) \]
\[ \dot{\eta}_k^{(\tau)} = \frac{p_{\eta_1}}{Q_k^{(\tau)}}, \quad (15) \]
\[ \dot{p}_{\xi_{i,1}}^{(\tau)} = \left[ \frac{b_{\xi_{i,1,1}}^{(\tau)}}{m_{i,1}^{(\tau)}} - k_B T \hat{n} \right] - \frac{b_{\xi_{i,1,2}}^{(\tau)}}{Q_{i,2}^{(\tau)}}, \quad (16) \]
\[ \dot{p}_{\xi_{i,2}}^{(\tau)} = \left[ \frac{b_{\xi_{i,1,1}}^{(\tau)}}{m_{i,1}^{(\tau)}} - k_B T \hat{n} \right], \quad (17) \]
\[ \dot{p}_{\eta_1} = \left[ \frac{p_{\eta_1}^2}{W} - k_B T \right] - \frac{p_{\eta_1}}{Q_{i,i}^{(\tau)}}, \quad (18) \]
\[ \dot{p}_{\eta_2} = \left[ \frac{(p_{\eta_1})^2}{Q_i^{(\tau)}} - k_B T \right]. \quad (19) \]

where \( u_i^{(\tau)} \) is the normal mode transformation of the position of particle \( i \) in the imaginary time \( \tau \), \( p_\epsilon \) is the momentum conjugate to \( \epsilon = lnV \), \( \eta_k \) is the \( k \)th element of the volume thermostat whose momentum conjugate is \( p_{\eta k} \). \( \xi_{i,k}^{(\tau)} \) is the \( k \)th element of the thermostat chain of the particle \( i \) in the imaginary time \( \tau \). And \( p_{\xi_{i,k}}^{(\tau)} \) is its conjugate momentum. The barostat mass parameters are \( W = d(NM + 1)k_B T/\omega_b^2 \) and \( Q_k^{(\tau)} = k_B T/\omega_b^{2} \), where \( \omega_b \) is the damping frequency. The vectors \( \mathbf{b}_{\xi_{i,k}}^{(\tau)} \) and \( \mathbf{n} \) are \([p_{\xi_{i,z},p_{\xi_{i,x}}}^{(\tau)}, (p_{\xi_{i,y},p_{\xi_{i,x}}}^{(\tau)}, (p_{\xi_{i,z},p_{\xi_{i,y}}}^{(\tau)}), (p_{\xi_{i,x},p_{\xi_{i,y}}}^{(\tau)}), (p_{\xi_{i,z},p_{\xi_{i,x}}}^{(\tau)}), (p_{\xi_{i,x},p_{\xi_{i,y}}}^{(\tau)}), (p_{\xi_{i,z},p_{\xi_{i,y}}}^{(\tau)})], [1,1,1] \), respectively.

In PIMD-B NPT equations of motion, we account for the bosonic symmetry by calculating the spring forces of beads \( \mathbf{g}_i^{(\tau)} = -\nabla_{a_i^{(\tau)}} \Psi_{\text{spring}}(u_i^{(\tau)}) \) and bosonic pressure estimator \( p_{\text{int}} \) that includes bosonic exchange effects.

### D. Convergence of Bosonic NPT path integral molecular dynamics

The Bosonic PIMD NPT simulations at various thermodynamics conditions (0.6 TPa < \( P < 1.2 \) TPa and 0.1 K < \( T < 500 \) TPa) are performed with the time step of \( \Delta t = 0.5 \) fs. Throughout the whole simulations, we used ensemble sampling frequency (damping
Supplemental FIG. 7. The convergence of NPT PIMD-B simulation with respect to the inverse of the number of beads $1/P$. The convergence of (a) the kinetic energy and (b) the total energy of NPT PIMD-B simulation as the function of $1/P$ at $T = 5$ K and $P = 800$ GPa. The fitting line (red dashed line) indicates the extrapolated kinetic and total energy at the limit of $P \to \infty$.

The potential energy, kinetic energy and total energy of Bosonic PIMD NPT at $T = 5$ K and $p = 800$ GPa are measured with respect to the number of beads $P = 4$, $8$, $16$, $64$, $80$, $100$, $130$, $160$, $180$, $200$, $240$, $280$ (Supplemental Fig. 7). At $P \sim 250$, $80\%$ of kinetic energy (Supplemental Fig. 7a) and $0.1\%$ of the total energy (Supplemental Fig. 7b) are converged.

In addition, we test the convergence of superfluid fraction (Supplemental Fig. 8) which will be discussed in detail in Section III C. We note that the superfluid density measured at $p = 800$ GPa and $T = 0.4$ K converges well against $P = 256$. Therefore, we used $P = 256$ beads for PIMD-B simulation in this work.

III. BOSONIC PATH INTEGRAL MOLECULAR DYNAMICS

In principle, one should account for the permutation of spin coordinates in addition to the spatial coordinates for deuterium atoms which are spin $1$ Bosons. Including the spin variables is in principle possible but extremely difficult[21], and often ignored such that the system is considered as a spin-polarized system. Ceperley pointed out that factoring the wavefunction to a spin-polarized one would complicate the analysis of rotational symmetry...
Supplemental FIG. 8. The convergence of superfluid fraction with respect to the inverse of the number of beads $1/P$ at $p = 800$ GPa and $T = 0.4$ K. The convergence of superfluid fraction with respect to the inverse of number of beads ($1/P$) with error bars (cyan). The red dashed line indicates the average of superfluid fraction density at $P = 256$.

but is not known to cause problems in extended many-body systems[22]. Following this argument, we neglect the permutation of spin coordinates and only permutes the positions. However, we note that this assumption might lead to a slight overestimation of the superfluid transition temperature.

A. Calculation of structural properties

The Debye structure factors $S_D(q)$ of MD, PIMD and PIMD-B simulations (Supplemental Fig. 9) reveal that the peaks of $S_D(q)$ match for all three levels of theories except for the short range ($q > 22\text{Å}^{-1}$). This result provides that the crystalline long-range order of solid is maintained with dominant exchange of nuclei in PIMD-B simulation. The structure factor was calculated based on the analytic atomic scattering factor[23] with parameterized coefficients[24].

In PIMD-B, at each time step, all permutations contribute to the force on each atom[20]. Therefore, the method can provide insight on how the sampled configurations of $P$ beads of $N$ deuterium atoms evolve in time ($P = 256$ and $N = 128$) (Supplemental Fig. 10a-d). Along with the sampled configuration, we show a relative structure factor, $S_{rel}(q) =$
The Debye structure factor $S_D(q)$ of the system in MD (yellow line), PIMD (blue line) and PIMD-B (red dashed line) simulations.

$$\frac{1}{PN} \sum_{\tau,\tau'} \sum_{j,k} e^{-i q (R_j^{(\tau)} - R_k^{(\tau')})}$$ (Supplemental Fig. 10e-h). Although this is not the physical quantum structure factor, this rather describes the properties of the ensemble of $(P \times N)$ configurations sampled at any given time step. In spite of dynamic change in $(P \times N)$ distribution, the overall long-range order of $(P \times N)$ configuration is maintained (Supplemental Fig. 10e-h). The corresponding instantaneous permutation probability also fluctuate in time while maintaining its overall shape of the average permutation probability (Supplemental Fig. 10i-l).

### B. Particle indices shuffle in PIMD-B simulation

Although particle permutation in PIMD-B simulation converges for enough simulation time, we develop a particle indices shuffling scheme for better permutation sampling given limited simulation time. Compared to the default recursive summation approach, the order of particle indices in the summation (equation 1 of main text) is randomly shuffled at every $N_s$ step. In our simulation, we used $N_s = 100$ in which thermodynamic quantities are sufficiently equilibrizied. Upon the indices shuffling, the thermodynamic observables, such as total energy, temperature and pressure, are not affected ensuring that the system is not pushed out of equilibrium (Supplemental Fig. 11).
Supplemental FIG. 10. An ensemble of $P \times N$ configurations in PIMD-B simulation. (a-d) Sampled $(P \times N)$ configurations at different time steps in which dynamic exchange occurs. A blue sphere in the frame represents each $(P \times N)$ bead. (e-h) The relative structure factors $S_{rel}(q)$ measured at each time step (red line) referenced to the MD simulation (green dashed line). The amplitude of omitted $S_{rel}(q)$ peak (*) in the MD simulation is 14.9. (i-l) Instantaneous permutation probability of the system at a given time step.

C. Winding number analysis in PIMD-B simulation

In a periodic system, the winding number $W$ analysis provides facile calculation of superfluid fraction $\rho_s/\rho$ in the path integral method[25].

$$WL = \sum_{i}^{N} (r_i^{(P-1)} - r_i^{(0)})$$

where $N$ is the number of particles, $P$ is the number of beads, $W$ is the winding number and $L$ is the unit-cell. However, the PIMD-B simulation calculates the force only, and it is not possible to obtain the exact permutation configuration directly from the trajectories, unlike
Supplemental FIG. 11. Indices shuffling effect on thermodynamic quantities
(a) The total energy (eV/particle), (b) temperature and (c) pressure of the system at T = 0.4 K and p = 800 GPa (blue line). Particle indices shuffling occurs every $N_s = 100$ steps (50 fs), which is indicated by red vertical dashed lines.

To circumvent this problem, we attempt to identify the permutation configuration by comparing the distances between $(r_{i}(P-1) - r_{i}^{(0)})$ and $(r_{i}(P-1) - r_{j}^{(0)})$ (equation (21)),

$$\min \left[ |r_{i}(P-1) - r_{i}^{(0)}|, |r_{i}(P-1) - r_{j}^{(0)}| \right].$$

(21)

If the nearest neighbour of the last bead of a particle $i$, is the first bead of the same particle $i$, it is reasonable to assume that no exchange occurs. On the other hands, if the nearest neighbour of the last bead of a particle $i$ is the first bead of the other particles $j$, $r_{j}^{(0)}$, then we assume that the particle exchange occurs between the particle $i$ and $j$. The estimation is reasonable given that the ring-polymer potential is a harmonic function $\propto (r_{i}(\tau+1) - r_{i}(\tau))^2$. Algorithm 1 ensure that the permutation configurations form closed loops. The superfluid fraction $\rho_s/\rho$ is given as

$$\frac{\rho_s}{\rho} = \frac{2\pi}{3N} \sum_{\alpha=x,y,z} \left[ \left( \frac{L_{\alpha}}{\lambda_D} \right)^2 < W_{\alpha}^2 > \right].$$

(22)

To validate our approach, we performed a benchmark on the superfluid liquid $^4$He system using the HFDHE2 potential[26] (Supplemental Fig. 12). We also did a benchmark on the
input : PIMD-B \((P \times N)\) trajectories

output: Average Winding number

Iterate over the sampled time frame;

for \(t \leftarrow 1\) to \(t_{\text{max}}\) do

Iterate over the number of particle \(N\);

for \(i \leftarrow 1\) to \(N\) do

connectivity \(\leftarrow\) CompareDistance\(\left(\left[\vec{r}_i^{(P-1)} - \vec{r}_i^{(0)}\right], \left[\vec{r}_j^{(P-1)} - \vec{r}_j^{(0)}\right]\right)\);

if \(i\) is not \(j\) then // connect particle \(i\) and \(j\)

| (connectivity,nnlist)\(\leftarrow\) Update ()

end

else // particle \(i\) is closed

| (connectivity,nnlist)\(\leftarrow\) Update ()

end

if \(j\) is in nnlist then // revert the exchange

| (connectivity,nnlist)\(\leftarrow\) Update ()

end

end

connectivity \(\leftarrow\)Connect () // close any open rings;

\(W \leftarrow\)CalculateWinding () // calculate Winding number;

end

**Algorithm 1:** Winding number calculation in PIMD-B simulation

hcp ⁴He solid at \(p = 5.5\) MPa between \(T = 0.1\) K and \(T = 0.3\) K using \(P = 64\) beads. To eliminate any finite size effects in PIMD-B simulation, we set a sufficiently large unit cell with 216 atoms[16]. Although the experiment reported a superfluid transition around \(T \sim 0.2\) K[27], the PIMC simulation observed no sign of superfluid transition[16]. As expected, our PIMD-B simulation also do not observe the superfluid transition below \(T \sim 0.2\) K (Supplemental Fig. 13a). The permutation probability decays exponentially even below the transition temperature (\(T = 0.1\) K), allowing only local permutations (Supplemental Fig. 13b)[16].
Supplemental FIG. 12. A comparison of the superfluid fractions of $^4$He liquid superfluid between the PIMC and PIMD-B simulations. The superfluid fractions $\rho_s/\rho$ as the function of temperatures ranging from 1.0 to 3.0 K calculated by the PIMC (cyan)[25] and PIMD-B (red) simulations.

Supplemental FIG. 13. Benchmark PIMD-B simulation result of hcp He solid. (a) The superfluid fractions $\rho_s/\rho$ as the function of temperatures ranging from 0.1 to 0.3 K calculated by the PIMD-B (red) simulations. (b) The permutation probabilities of length $l$ of hcp He solid at $p = 5.5$ MPa and $T = 0.1$ K.

**D. Permutation probability in PIMD-B simulation**

Following a procedure already established in ref. [20], we measure the probability of observing a permutation involving $l$ particle that can be directly extracted from equation (23) (Supplemental Fig. 14 and 15),
Supplemental FIG. 14. Normalised permutation probability of high-pressure deuterium. Normalised permutation probabilities of length $l$ of high-pressure deuterium at $p = 800$ GPa are plotted in cyan bar as a function of temperature (a) $T = 1.0$ K, (b) $T = 0.8$ K, (c) $T = 0.6$ K, (d) $T = 0.4$ K, (e) $T = 0.2$ K and (f) $T = 0.1$ K. The permutation probability is normalised by $1/N$. The red dashed lines indicate the equal permutation probability of any $l$ permutation, which is 1.0 in the normalised probability.

Supplemental FIG. 14. Normalised permutation probability of high-pressure deuterium. Normalised permutation probabilities of length $l$ of high-pressure deuterium at $p = 800$ GPa are plotted in cyan bar as a function of temperature (a) $T = 1.0$ K, (b) $T = 0.8$ K, (c) $T = 0.6$ K, (d) $T = 0.4$ K, (e) $T = 0.2$ K and (f) $T = 0.1$ K. The permutation probability is normalised by $1/N$. The red dashed lines indicate the equal permutation probability of any $l$ permutation, which is 1.0 in the normalised probability.

The equation (23) measures the probability of $l$ permutation occurrence, $p_l$.

$$p_l = \frac{e^{-\beta(E_N^{(l)} + V_N^{(N-l)})}}{\sum_{k=1}^{N} e^{-\beta(E_N^{(k)} + V_N^{(N-k)})}},$$

(23)

where $V_N^{(N-l)}$ is the bosonic potential of $(N - l)$ particles and $E_N^{(l)}$ is the spring energy of all the beads of $l$ particles. It has been shown that in the limit of a perfect superfluid, this probability is constant as a function of $l$ and equal to $1/N$. Thus a uniform probability can be understood as a sign of superfluidity[28, 29].

The equation (23) measures the probability of $l$ permutation occurrence, $p_l$. The most dominant term in the numerator $e^{-\beta(E_N^{(l)} + V_N^{(N-l)})}$ is the potential of the configuration composed of a ring of exchanged $l$ particles and $(N-l)$ independent rings. When normalised by
Supplemental FIG. 15. Permutation probability of trapped Bosons in a 2D potential. Permutation probability distributions of $l$ Bosons $p_l$ are plotted as cyan bars with respect to the temperatures (a) $\beta \hbar \omega_0 = 0.18$, (b) $\beta \hbar \omega_0 = 0.375$, (c) $\beta \hbar \omega_0 = 0.75$ and (d) $\beta \hbar \omega_0 = 6.0$. The red dashed line at each panel is $1/N$ where $N = 32$.

\[ \sum_{k=1}^{N} e^{-\beta(E_N^{(k)} + V_N^{(N-k)})}, \] the probability of the remaining configurations are vanishingly small. To this effect, we are able to measure the permutation probability of $l$ bosonic particles.

As shown in Supplemental Fig. 14, as the temperature of solid deuterium is lowered from 1.0 K to 0.1 K at $p = 800$ GPa, the probability of observing long paths increases significantly. At the low temperature limit, the permutation probability approaches to the Bose-Einstein condensation (Supplemental Fig. 14f).

To validate our approach, we perform the benchmark calculations of trapped bosonic particles in a 2D harmonic potential[20]. We observe the permutation probability of 32 non-interacting bosonic particles at various temperatures $\beta \hbar \omega_0 = 0.18$, 0.375, 0.75, 6.0, where the 2D trap frequency is $\hbar \omega_0 = 3$ meV and $\beta = 1/k_B T$ (Supplemental Fig. 15). It is well-known that the density matrix elements of any permutations $l$ are only dependent on the ground state in Bose-Einstein condensation[28, 29]. At the zero temperature limit $\beta \hbar \omega_0 \to \infty$ (Supplemental Fig. 15d), the permutation probability $p_l$ becomes equally probable $1/N$ where $N = 32$. Also, the permutation probability recovers the distinguishable particle
behaviour at the high temperature limit $\beta \hbar \omega_0 \to 0$ (Supplemental Fig. 15a).

E. Density of states and inverse participation ratio of a supersolid phase

We calculate the density of states of a supersolid phase by averaging over $P = 256$ imaginary time slices. Since the density of states at given real time steps are similar, we sampled $\sim 10$ configurations at every $1 \text{ps}$ and averaged them all. The result (Supplemental Fig. 2d of main text) indicates that the deuterium supersolid is metallic under significant exchange effects.

To quantify the localisation properties of electronic states of supersolid phase, we calculate the inverse participation ratio (IPR) $p_n^{-1}$ of a given electronic eigenstate $u_n$ defined as

$$p_n^{-1} = \frac{\sum_i^N |\phi_{n,i}|^4}{\left(\sum_i^N |\phi_{n,i}|^2\right)^2} = \sum_i^N |q_{n,i}|^2$$

(24)

where $\phi_{n,i}$ is a projected atomic wavefunction of eigenstate $u_n$ to the atomic site of atom $i$, $q_{n,i}$ is a projected Löwdin charge population and $N$ is the number of atoms. IPR is a useful measure of localisation of any quantum states. If any states are localised at a particular atomic site $i$, $u_n \sim \delta(\mathbf{r} - \mathbf{r}_i)$, $p_n^{-1}$ becomes unity. On the other hands, $p_n^{-1}$ is $1/N$ for a perfectly delocalised quantum state.

F. PIMD-B two-phase simulation

The melting points of high-pressure deuterium are estimated at the pressure range of 800–1200 GPa using ML potential and PIMD-B simulation. We prepared an initial configuration of the interface between the $I4_1/amd$ solid (128 atoms) and liquid (128 atoms) phases, following the previous DFT PIMD simulations[30] (Supplemental Fig. 16a). The initial configuration becomes either solid or liquid depending on the target temperature of PIMD-B simulation. We used $P = 64$ beads at which previous DFT PIMD simulation converged[30]. Although the DFT PIMD two-phase simulation of hydrogen suggested the existence of liquid metallic ground state from the negative slope of melting curve ($dP/dT < 0$), we observe only a slight decrease of melting curve for deuterium.
Supplemental FIG. 16. Two-phase simulation and melting-line of high-pressure deuterium. (a) A snapshot taken from two-phase PIMD-B simulation of solid-liquid deuterium interface. (b) P-T phase diagram of high-pressure deuterium at the ranges of $800 \text{ GPa} < p < 1200 \text{ GPa}$ and at $50 \text{ K} < T < 150 \text{ K}$. 
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