Modelling stellar activity with Gaussian process regression networks
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ABSTRACT
Stellar photospheric activity is known to limit the detection and characterisation of extra-solar planets. In particular, the study of Earth-like planets around Sun-like stars requires data analysis methods that can accurately model the stellar activity phenomena affecting radial velocity (RV) measurements. Gaussian Process Regression Networks (GPRNs) offer a principled approach to the analysis of simultaneous time-series, combining the structural properties of Bayesian neural networks with the non-parametric flexibility of Gaussian Processes. Using HARPS-N solar spectroscopic observations encompassing three years, we demonstrate that this framework is capable of jointly modelling RV data and traditional stellar activity indicators. Although we consider only the simplest GPRN configuration, we are able to describe the behaviour of solar RV data at least as accurately as previously published methods. We confirm the correlation between the RV and stellar activity time series reaches a maximum at separations of a few days, and find evidence of non-stationary behaviour in the time series, associated with an approaching solar activity minimum.
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1 INTRODUCTION
The detection of extra-solar planets, henceforth exoplanets, as a research field in Astronomy started to develop from the discovery of 51 Pegasi b by Mayor & Queloz (1995). After the identification of this hot-Jupiter, many more followed with over 5000 exoplanets found so far. The two most successful techniques to detect exoplanets are the radial velocity (RV) and transit methods. The former relies on the fact that both planet and star orbit a common centre of mass, which generates a Doppler shift in the spectrum of the star that can be detected by high precision spectrographs.

Unfortunately, the use of RV data to detect and characterise exoplanets is not without its challenges. In particular, stellar magnetic activity is known to impact the RV measurements, imitating and/or hiding planetary signals (e.g. Figueira et al. 2010; Santos et al. 2010, 2014). Several activity indicators are commonly used to disentangle the activity and planetary signals present in the RVs, aiding the identification of periodic signals as stellar or planetary in origin (e.g. Figueira et al. 2013). More recently, the use of Gaussian processes (GP, Rasmussen & Williams 2006) has proved to be a successful tool to model RV data, while the GP covariance function describes the behaviour of the stellar RV contribution, the mean function is assumed to be generated by whatever planetary signals may be present (e.g. Haywood et al. 2014; Faria et al. 2016; Cloutier et al. 2019).

A new generation of spectrographs, e.g. EXPRES (Petersburg et al. 2020) and ESPRESSO (Pepe et al. 2021), is providing RV measurements precise enough to enable the detection of Earth-like planets orbiting in the habitable zone of Sun-like stars. However, such planets cause a RV signal of the order of 10 cm/s, easily overwhelmed by the impact of stellar activity. Advanced statistical methods capable of characterising such feeble planetary signals are thus required. In this paper, we use a Gaussian process regression network (GPRN) to analyse solar RV data together with activity indicators, such as the full width at half maximum (FWHM) and the log $R'_{HK}$ index, and show that this framework can successfully describe the impact of stellar activity on RV data.

We start by introducing, in section 2, the challenges that stellar activity brings to exoplanet detection with RVs and with the definition of the main activity indicators used to identify stellar activity signals. In section 3, we present the GPRN framework, followed by some tests with simulated data in section 4. We describe the HARPS-N solar observations and interpret the results from applying the GPRN in section 5. Finally, section 6 presents a discussion and our conclusions.

2 THE STELLAR ACTIVITY RV IMPRINT
Stellar photospheric phenomena span a wide range of characteristic timescales, thus requiring different strategies in order for its impact to be addressed. Namely,

- on the timescale of a few minutes, pressure waves (p-modes) lead to the contraction and dilation of the stellar external envelope,
inducing RV signals of the order of 1 m/s (Schrijver & Zwaan 2000; Bazot et al. 2007);

- within a timescale of minutes to hours, granulation and supergranulation phenomena caused by convection in the external layers of solar-like stars induce signals with RV amplitudes also in the range of 1 m/s (Kjeldsen et al. 2008; Meunier & Lagrange 2019);
- due to the variation of the stellar radius, gravitational red-shift induces variations in the RV measurements of the order of a few cm/s (Cegla et al. 2012);
- magnetic activity related to spots, faculae, and plages induces quasi-periodic signals with amplitudes between 1 and 50 m/s, depending on the activity level and age of the stars (Saar & Donahue 1997; Santos et al. 2010; Lagrange et al. 2010), and characteristic periodicities ranging from the stellar rotation period up to the magnetic cycle, i.e. from days to years (Saar & Donahue 1997; Baliunas et al. 1995).

The RV impact of pressure waves and the different types of granulation can be addressed, at least in part, using specific observational strategies (e.g. Dumusque et al. 2011). But the activity signals induced by active regions need to be modelled, since they encompass the most interesting range of orbital periods from an habitability point of view, and are known to hide or mimic planetary signals in RV measurements (e.g. Robertson et al. 2014; Santos et al. 2014; Guinan et al. 2016).

However, the joint identification and characterisation of the complex RV signals induced by stellar magnetic activity and those due to orbiting planets is often challenging. One way to tackle this issue is by using the information contained in line-profile or chromospheric activity indicators, which, by construction should not be affected by any orbiting planets. In this work, we focus on three such indicators, the FWHM, the BIS, and the log $R'_{HK}$ index (see, e.g., Figueira et al. 2013; Gomes da Silva et al. 2012). These are estimated jointly with the RVs through analysis of the cross-correlation function (CCF) and the Calcium H and K lines.

Nevertheless, our framework is general enough to accommodate any number of activity proxies which are observed simultaneously with the RVs. For example, stellar magnetic activity also affects photometric observations and high-precision photometry has been used as a proxy when characterising planet signals in RV data (e.g. Haywood et al. 2014; Kosiorack & Crossfield 2020). Yet, as it is currently implemented (see section 3), the GPRN requires that all time-series have equal timestamps, which precludes the use of non-simultaneous photometric observations, even if they are contemporaneous. This limitation may be addressed in future work.

### 3 GAUSSIAN PROCESS REGRESSION NETWORKS

In a seminal paper, Rajpaul et al. (2015) proposed a framework to jointly model RVs and several activity indicators. The key insight was to extend the FF’ method from Aigrain et al. (2012), which relates the activity signal expected in the RVs to the relative drop in flux caused by point-like spots (denoted F) and its first time derivative. From this premise, Rajpaul et al. (2015) modelled F with a latent Gaussian Process (GP) and derived the necessary expressions for a multi-output model based on linear combinations of F and F’. They used the log $R'_{HK}$ and the BIS because of their sensitivity to the spot coverage on the star.

More recently, Barragán et al. (2021) extended this approach to a more general set of activity indicators and presented an efficient implementation within the pyaneti package (Barragán et al. 2019a). The framework has also been extended by Jones et al. (2017), who included terms proportional to the second time derivative of the latent GP and by Gilbertson et al. (2020), who developed the GLOM model allowing for the use of any covariance kernel. This methodology has proven useful in disentangling planetary and stellar induced signals in RV data with different levels of activity (e.g. Barragán et al. 2019b; Mayo et al. 2019).

While these approaches are an improvement with respect to the traditional GP regression framework that models only RVs, they are limited by their inability to tackle the non-stationary behaviour of stellar magnetic activity as a function of time (e.g. Demin et al. 2018), i.e. they are incapable of addressing processes whose characteristics vary across the input space (Plagemann et al. 2008). The development of a framework that combines the information present in activity indicators and is also capable of tackling non-stationary should thus help the identification of the RV component due to stellar activity and improve planet detection and characterisation. This was the motivation behind the implementation of a Gaussian process regression network (GPRN) framework as a means for the joint analysis of RV data and activity indicators.

#### 3.1 Gaussian processes

We first review the basic concepts behind a more traditional GP, which will also be useful for the presentation of the GPRN framework.. In brief, a GP is a generalisation of the multivariate Gaussian distribution, characterised by a mean function $m(t)$ and a covariance function $k(t, t')$, more commonly known as the kernel. More formally, a GP is a stochastic process with Gaussian marginal distributions, thus defining a distribution over functions, i.e. each draw from a GP represents a function (Qu diagnostics et al. 2010).

A GP is sufficiently flexible to model the quasi-periodic covariance structure induced by stellar activity in RV measurements, by means of its kernel, while also being able to take into account Keplerian contributions to the RVs through its mean function (e.g. Haywood et al. 2014; Faria et al. 2016; Cloutier et al. 2019). The most commonly used GP kernel in RV analysis is the quasi-periodic (QP) kernel, obtained from the multiplication of a periodic and a squared-exponential covariance function:

$$
k_{QP}(t, t') = \eta_1^2 \exp\left(\frac{-(t-t')^2}{2\eta_2^2} - \frac{2}{\eta_3^2} \sin^2\left(\frac{\pi (t-t')}{\eta_3}\right)\right).$$

The kernel hyper-parameters $\eta$ can have a physical interpretation. While $\eta_1$ relates to the strength of the correlation between RVs at different time separations, $\eta_2$ and $\eta_3$ reflect the evolution timescale of the active regions at the stellar surface and the stellar rotation period, respectively. Lastly, $\eta_4$ controls how sinusoidal the GP latent functions are or, in other words, their timescale of variation relative to $\eta_3$. For smaller values of $\eta_4$, the functions will show more short-scale structure within one stellar rotation period (e.g. Rajpaul 2017).

With the mean and covariance functions defined and parameterised, the next step is to condition the GP on the observed data. We start by writing the log marginal likelihood of a set of observations $y$ under the GP,

$$\log L = -\frac{1}{2} y^T K^{-1} r - \frac{1}{2} \log |K| - n \log (2\pi),$$

where $r$ is the vector of residuals after subtraction of the mean function, $K$ the covariance matrix of the GP, and $n$ the number of measurements. The three terms in Equation (2) can be interpreted as a measure of the goodness-of-fit, a penalisation for the complexity of the covariance function, and a normalisation constant, respectively (see Rasmussen & Williams 2006).
3.2 A GPRN model for stellar activity

Jointly modelling RVs and activity indicators can be framed as a multi-output regression problem. Generalising GPs for multi-output problems is not a trivial task, since the statistical dependence across the different datasets (or data channels) must be explicitly modelled. Here we explore GPRNs (Wilson et al. 2012) as a set of promising Bayesian models for multi-output regression which exploit the structural properties of neural networks and the flexibility of non-parametric function learning offered by GPs. As we will see, GPRNs can capture input-dependent, highly non-linear correlations between the outputs, provide heavy-tailed predictive distributions, and can resist over-fitting.

Following Wilson et al. (2012), we write the GPRN model for a set of $P$ outputs $y(t)$ as

$$y(t) = W(t) \left[ f(t) + \sigma_f \epsilon(t) \right] + \sigma_z z(t)$$

where we introduced a small set of $Q$ latent functions (called nodes) $f(t)$ and a $P \times Q$ projection matrix $W(t)$ of weight functions. Both the nodes and the weights follow independent GP priors

$$f_j(t) \sim \mathcal{GP}(0, k_{f_j}) \quad \text{for} \quad j = 1, ..., Q,$$  

$$W_{ij}(t) \sim \mathcal{GP}(0, k_{w_{ij}}) \quad \text{for} \quad i = 1, ..., P \text{ and } j = 1, ..., Q$$

with zero means and kernels $k_{f_j}$ and $k_{w_{ij}}$, respectively. In equation (3), both $\epsilon(t)$ and $z(t)$ are independent, white noise processes sampled from the standard normal distribution. We make the simplifying assumption of setting $\sigma_f = 0$, i.e. we assume a priori that the white noise component of the model is stationary, akin to a so-called jitter term. We associate one such term, characterised by its standard deviation $\sigma_z$, to each dataset $i$. However, we also have to take into account the independent measurement uncertainties that we know affect the data. Each measurement $n$ in dataset $i$ has an associated uncertainty described by a normal distribution with standard deviation $\sigma_{i,n}$. Therefore

$$\sigma_y \rightarrow \sigma_{y,n} = \sqrt{\sigma_y^2 + \sigma_{i,n}^2}$$

where each $\sigma_{y,n}$ depends implicitly on $n$.

The overall structure of the GPRN creates a non-stationary linear combination of independent GPs. The correlations between the various variables are modelled by the latent functions $f(t)$ (Nguyen & Bonilla 2013). The final amplitudes are given by projection through the weight functions $W(t)$, making the correlations input dependent and resulting in non-stationary outputs (Heinonen et al. 2016).

In the simplest case the GPRN has two latent variables, one node and one weight, causing a priori the output to have a marginal distribution defined by the product of two independent Gaussian distributions. This product is not in general a Gaussian distribution but instead follows a re-normalised Bessel distribution of the second kind and order zero (e.g. Arfken et al. 2013; Cui et al. 2016), which has longer tails than a Gaussian. This will occur regardless of the type of covariance function used for the node and the weight GPs. Thus, the GPRN posterior predictive distribution has the flexibility to be heavier-tailed than the (Gaussian) predictive of a GP, making it more robust with respect to the possible presence of outliers. This also implies that some popular goodness-of-fit metrics, like the root mean square (rms) residuals, should be applied with care to GPRN results, especially when comparing GPRN residuals to those from a GP.

The covariance functions for the latent GPs, $f(t)$ and $W(t)$, can take any form (periodic, quasi-periodic, squared exponential) and they can be shared among all nodes or all weights, or individually defined. This allows for a model with an overall covariance kernel that continuously shifts between regions with completely different covariance structures, thus accommodating non-stationary correlations in the outputs (Wilson 2014; Li et al. 2020). This suggests a GPRN can be used to model the complex, non-periodic signals with different decaying timescales and non-stationary amplitudes that are often the result of stellar activity.

In our application, we use the GPRN to model RVs together with $P-1$ stellar activity indicators (AI), with identical timestamps. This scheme is exemplified in the diagram of Figure 1. The main objective of this framework is to use the information contained in the activity indicators to help characterise better the impact of activity in the RVs, thus enabling a cleaner identification of any planetary signals that may be present. Again, each of the nodes and weights in Figure 1 are functions of time, $t$. This allows for a fit to the data that can accommodate deviations from the stationary expectation coming from a node. If the model incorporates several nodes, the time-varying weights make it possible for each node to have a different impact throughout the data.

Henceforth, we will only consider the simplest possible configuration for a GPRN, with just one node plus one weight per time series. Such a model should be capable of capturing the quasi-periodic behaviour of the active regions on the surface of a star with the node, while the weights describe the variations associated with a longer-term magnetic cycle. This GPRN configuration is also the closest possible to the GP framework used in many previous works, thus it constitutes a natural starting point for the exploration of the GPRN capabilities.
3.2.1 Variational inference

In contrast to a standard single-output GP, inference with a GPRN model is intractable due to the lack of analytical expressions for the joint posterior distribution with respect to the latent functions \( f(t) \) and \( W(t) \). In order to overcome this, Wilson et al. (2012) originally proposed two approaches based on variational Bayes and MCMC. Nguyen & Bonilla (2013) later developed more efficient methods based on variational inference (Jordan et al. 1999). Their aim was to find, among a family of factorised distributions, the closest approximating distribution \( q(f, W) \) to the true posterior \( p(f, W|D) \). The closeness of the approximation is measured through the KL-Leibler divergence (KL, Kullback 1959) between \( q(f, W) \) and \( p(f, W|D) \),

\[
\text{KL} [q(f, W) \| p(f, W|D)] = \mathbb{E} \left[ \log \frac{q(f, W)}{p(f, W|D)} \right],
\]

where \( \mathbb{E} \) stands for expectation or expected value. One particular family of factorised distributions is the so-called mean-field approximation, which takes the form

\[
q(f, W) = \prod_{i=1}^{P} q(f_i) \prod_{j=1}^{Q} q(w_{ij})
\]

where \( q(f_i) = \mathcal{N} \left( \mu_{f_i}, \Sigma_{f_i} \right) \) and \( q(w_{ij}) = \mathcal{N} \left( \mu_{w_{ij}}, \Sigma_{w_{ij}} \right) \) are general Gaussian distributions. This factorisation allows for analytical, alternating updates for the variational parameters \( \mu \) and \( \Sigma \), whose expressions are provided in Appendix A.

Minimising the KL divergence in equation (7) is equivalent to maximising the evidence lower bound (ELBO, Blei et al. 2017), which for the GPRN is given by

\[
\text{ELBO}(q) = \mathbb{E}_q [ \log p(D|f, W) ] + \mathbb{E}_q [ \log p(f, W) ] + \mathcal{H}_q [ q(f, W) ],
\]

where the first term is the expected log-likelihood, the second is the expected log-prior and the last is the entropy of \( q(f, W) \). For the full Gaussian mean-field approximation, in expression (8), the three terms in equation (9) can be computed in closed form. The expressions were provided by Nguyen & Bonilla (2013) and are reproduced in Appendix B.

The expected values of the outputs \( i \) for a new input time \( t^* \) are also provided in Nguyen & Bonilla (2013). This so-called predictive mean for the outputs \( y_i^* (t^*) \), considering that the nodes and weights are independent, is given by

\[
\mathbb{E} [ y_i^* (t^*) ] = \sum_{j=1}^{Q} \mathbb{E} [ W_{ij}^* ] \mathbb{E} [ f_j ]
\]

\[
= \sum_{j=1}^{Q} K_{w_{ij}} K_{w_{ij}}^{-1} \mu_{w_{ij}} K_{f_j} K_{f_j}^{-1} \mu_{f_j},
\]

In this equation the predictive mean for each \( y_i^* (t^*) \) is obtained by summing the expected value of each node \( f_j \) multiplied by the expected value of the weight \( W_{ij} \) that connects \( f_j \) to \( y_i \).

The predictive variances for the outputs \( i \) can be calculated through (Wilson et al. 2012)

\[
\mathbb{V} [ y_i^* (t^*) ] = \sum_{j=1}^{Q} \mathbb{V} [ W_{ij}^* ] \mathbb{V} [ f_j ]
\]

\[
+ \mathbb{V} [ W_{ij}^* ] \mathbb{E} [ f_j ]^2 + \sigma_i^2,
\]

where \( \mathbb{V} \) stands for variance, with respect to either the node \( f_j \) or the weight \( W_{ij} \), while \( \sigma_i \) is the jitter term mentioned in equation 6. Note that this variance is with respect to the predictive outputs of the GPRN model, not the predictive values for a measurement made at \( t^* \). Although the predictions are the same, the associated variance differs due to the extra uncertainty associated with the measurement process. In particular, the expression for the variance associated with the predictive values for the HARPS-N measurements made at the observed times differs from what is provided by equation 11 insofar that instead of \( \sigma_i \) one should use \( \sigma_i^2 \), as given by equation 6.

We tested the implementation and accuracy of the mean-field approximation by comparing it with the MCMC approach proposed by Wilson et al. (2012), which relies on Elliptical Slice Sampling (Murray et al. 2010) to characterise the GPRN posterior. We found that both approaches provide fully compatible results for the predictive distributions. The MCMC algorithm is, however, much more computationally demanding.

The expressions for mean-field inference in the context of a GPRN, applied to RVs and activity indicators, were implemented in a Python package called gpyrn, that is made publicly available. The implementation is computationally simple but could benefit from further optimisation to speed up some linear algebra calculations. The run-time is dominated by the inversion of \( N \times N \) covariance matrices for the node and weight GPs which, as currently implemented, scales with \( N^3 \). In principle, some of these calculations could use more scalable approaches such as those implemented in the celerite (Foreman-Mackey et al. 2017) or S+LEAF (Delisle et al. 2022) packages, for example. The results presented in section 4 below were obtained on a standard laptop computer with an Intel® Core™ i7-6700HQ CPU, while for the more demanding analyses of section 5 we used a computer cluster equipped with a 24-core Intel® Xeon® E5620 CPU.

4 APPLICATION TO SIMULATED DATA

In order to test the GPRN implementation, we simulated twenty sets of 50 observations each using a GPRN with one node and two different weights. The node was assumed to have a quasi-periodic covariance function, as given by Equation 1, with an amplitude \( \eta^w_n = 1 \text{ m/s} \), a decaying timescale \( \tau^w_n = 17 \text{ days} \), a period \( \eta^w_n = 23 \text{ days} \), and \( \eta^w_n = 0.75 \). Each weight was assumed to have a squared exponential covariance function,

\[
k_{SE} (t, t') = \eta^2 \exp \left[ -\frac{(t - t')^2}{2\tau^2} \right],
\]

with the same variance \( \eta^w_n = 7 \text{ m/s} \), but different decaying timescales \( \tau^w_n \) of 29 days and 109 days. Both node and weights had mean functions equal to zero. Henceforth, the node and weight hyper-parameters are identified by the superscripts \( n \) and \( w \), respectively.

The times for the observations were randomly drawn from an uniform distribution between 0 and 150 days. These input times are shared by both simulated datasets, whose outputs were obtained by multiplying one sample from the GP prior for the node with one independent sample from the GP prior for each weight. In order to make these outputs resemble more closely real observations, we added to each a simulated measurement error drawn from a normal distribution with mean equal to 0 m/s and standard deviation equal

\footnote{https://github.com/iastro-pt/gpyrn}
to 1 m/s. Note that the GPRN model used in the simulation does not contain any white noise process, i.e. we set the jitter terms to zero, namely in equation 6.

We then analysed the simulated observations, expecting to recover, on average, the assumed values for the GPRN hyper-parameters as well as the latent functions. The GPRN model used in the analysis was the same as for the simulations, except that the weight variances \( \eta^w \) were assumed different and we included a free jitter hyper-parameter per dataset to account for possible Gaussian white noise. The uncertainties associated with the simulated measurements were assumed known a priori and added in quadrature to those jitter terms, as described through equation 6. In order to simplify the analysis, we fixed the mean functions to zero, and the amplitude of the node, \( \eta^n \), to its fiducial value of 1 m/s. The prior distributions are listed in Table 1 and we use emcee (Foreman-Mackey et al. 2019) to characterise the posterior distribution for the model hyper-parameters. We set the number of MCMC walkers to twice the number of hyper-parameters and run the chains until a convergence criteria of 25 times the integrated autocorrelation time, \( \tau \), is achieved. This criterion defines \( \tau \) as the number of steps needed for a chain to forget where it began or reach equilibrium (Sokal 1997). We calculated the value of \( \tau \) every 5000 iterations. We then discarded the 2\( \tau \) initial samples as burn-in.

Figure 2 displays the results for one of the simulated datasets, showing the predictive means for the outputs, the node, and the weights assuming the MAP values for the GPRN hyper-parameters. As expected the GPRN manages to capture the structure of both weights assuming the MAP values for the GPRN hyper-parameters.

It is a typical main-sequence star of spectral type G2V with a radiative interior and a convective shell (Del Zanna & Mason 2013). The solar dynamo is the physical process responsible for the magnetic activity that gives rise to the stellar signals that appear in RV measurements (e.g. Pagano 2013; Charbonneau 2014). The level of magnetic activity changes with time, leading to a 11-year sunspot cycle, during which the number of spots, flares and coronal mass ejections varies (see e.g. Hathaway 2015).

Table 1. Hyper-parameter input values for the simulations, and assumed priors for the GPRN analysis of the simulated data. The superscripts on some hyper-parameters identify if they belong to the node (n) or to the weights (w). In the case of the prior distributions, \( \mathcal{U}(a, b) \) denotes a uniform distribution between \( a \) and \( b \), \( \mathcal{LU}(a, b) \) a log-uniform distribution between \( a \) and \( b \), while \( \mathcal{MLU}(a, b) \) is a modified log-uniform distribution with knee \( a \) and upper limit \( b \) (see eqn. 16 in Gregory 2005). Also, \( \delta t_{av} \) is the average time between consecutive observations and \( t_{span} \) is the timespan of the observations, while \( y_{pp} \) and \( y_{pp} \) are the standard deviation and peak-to-peak difference for a given vector of observations \( y \), respectively. We fix the amplitude of the node, \( \eta^n \), to 1 m/s.

| Hyper-parameter | Description | Prior | Input | Units |
|-----------------|-------------|-------|-------|-------|
| \( \eta^n \)    | Decaying timescale | \( \mathcal{U}(\delta t_{av}, 10 t_{span}) \) | 17 | days |
| \( \eta^n \)    | Period | \( \mathcal{U}(10, 50) \) | 23 | days |
| \( \eta^n \)    | Lengthscale | \( \mathcal{U}(0.1, 5) \) | 0.75 | |
| \( \eta^n \)    | Amplitude | \( \mathcal{MLU}(y_{pp}, 2 y_{pp}) \) | 7 | m/s |
| \( \eta^n \)    | Decaying timescale | \( \mathcal{U}(\delta t_{av}, 10 t_{span}) \) | 29 | days |
| \( s \)         | White noise amplitude | \( \mathcal{MLU}(y_{pp}, 2 y_{pp}) \) | 0 | m/s |

5 SUN AS A STAR OBSERVATIONS

The Sun has been continuously studied and monitored over millennia, enabling us to determine its characteristics with high precision.
5.1 Periodogram analysis

We would like to check for the presence of periodic signals in the solar data before using the GPRN framework to analyse them. Thus, we computed the generalised Lomb-Scargle (GLS, Zechmeister & Kürster 2009; Astropy Collaboration et al. 2018) periodogram for each of the assembled RV, BIS, FWHM, and log $R'_{HK}$ time series, after the best-fit linear trend is removed. These can be seen on the right panels of Figure 3.

All periodograms show a forest of peaks around 27 days, the synodic rotation period of the Sun (Wilcox 1972). These peaks are significant (i.e. higher than the 1% false alarm probability) in all four time series. However, in the RVs the most significant peak is at the first harmonic of the rotation period, around 13.5 days. The BIS shows the periodogram structure closest to that of the RVs, also with a significant peak around 13.5 days but with lower power than the 27 days peak. On the contrary, the 13.5 days peak does not appear as significant in the FWHM and log $R'_{HK}$ periodograms. At longer periods, all time series show periodogram peaks around 200 days, most noticeable in the activity indicators than in the RVs. This is probably related to secular trends due to smooth long-term changes in the CCF area (Collier Cameron et al. 2019).

The periodograms clearly show that both the RVs and the activity indicators contain signals induced by activity, which have different structure in each time series. We note that this periodogram analysis serves just as a data exploratory step, and will only loosely inform our prior assumptions when modelling the data.

5.2 Setup for the GPRN analysis

We proceed with the application of the GPRN framework to the solar observations, first modelling the individual time series and then jointly pairing the RVs with each activity indicator. Our aim is to determine whether the GPRN is capable of modelling the RVs jointly with the activity indicators as well as when they are modelled individually. The closer the results, the higher will be the information carried by the given activity indicator about the impact stellar activity has on RVs.

As already mentioned, we will always consider the simplest possible GPRN model, with just one node and thus one weight.
Figure 3. The HARPS-N solar telescope RV, BIS, FWHM, and log $R'_{HK}$. 15-minute averaged measurements we consider in our analysis are displayed on the left after subtracting the best-fit linear trend from the data. The GLS periodograms with respect to these measurements are shown on the right. The vertical solid lines mark the 27-days period, while the horizontal dashed lines show the false alarm probability (FAP) of 1%.

Table 2. GPRN hyper-parameters and associated prior distributions used in the analysis of the HARPS-N solar observations. The $y_{RV}$ and $y_{AI}$ represent, respectively, the observed RVs and activity indicators (FWHM, BIS, or log $R'_{HK}$), while $t$ denotes the times of the observations. We denote by $\delta t_{av}$ the average time between consecutive observations, $t_{span}$ represents the timespan of the observations, while $y_{av}$ and $y_{max}$ are the standard deviation and peak-to-peak difference for a given vector of observations $y$, respectively. $\mathcal{U}(a, b)$ stands for a uniform distribution between $a$ and $b$. $\mathcal{L}\mathcal{U}(a, b)$ represents a log-uniform distribution, a log-uniform distribution whose support includes zero.

Note that for the GPRN joint analysis of the RVs and an activity proxy, the $\eta^{\mathbb{n}}_2$ prior was defined using the smallest $y_{av}$ and $y_{max}$ among the two datasets.
(see, e.g., Kosiarek & Crossfield 2020), the value for the \( \eta_2 \) associated with the node, \( \eta_2^2 \), was a priori constrained to have values higher than half the value of \( \eta_1 \). This also ensures \( \eta_3 \) can be interpreted as a period. The weights \( \eta_2 \) values, \( \eta_2^2 \), are also assumed a priori to be higher than \( \eta_2^2 \). These conditions \((0.5 \eta_1 \leq \eta_2 \leq \eta_3^2)\) should increase the chances the node will model the rotation-induced signals created by active regions, while the weights model their evolution on the longer timescales related to the solar magnetic cycle. Favouring a priori slowly varying weight functions will also reduce the risk of overfitting the data.

A linear mean function was associated to each time series, parameterised by a slope and an offset. For the slope, we assign a Gaussian prior with zero mean and standard deviation equal to the ratio of the standard deviations of the measurements and the timestamps. A uniform prior between the minimum and maximum values of the respective dataset was used for the offset. Finally, each dataset is also associated with a jitter term, \( s \), which models additional stationary Gaussian white noise not accounted for by the observational uncertainties. Each jitter is assigned a modified log-uniform prior.

Similarly to the analysis of Section 4, we use emcee to explore the parameter space. The same setup is used, with the number of walkers equal to twice the number of hyper-parameters, and the same convergence criteria applied as before.

5.3.1 Individual analysis

The analyses of the four datasets individually, using the GPRN model previously described, all lead to similar results for the values of the GPRN hyper-parameters. In particular, we always recover with high precision the synodic rotation period of the Sun, about 27 days, through \( \eta_2^2 \). All the inferred timescales for the decaying rotation-induced correlations, \( \eta_2^2 \), are close, within 19 to 23 days, and consistent taking into account their associated 68% credible intervals. The very high inferred values for the timescales of the weight functions, \( \eta_2^w \), suggest that the time series behave in a quasi-stationary manner. This can be clearly seen through the slowly varying predictive means for the weights, shown on appendices C1, C2, C3, and C4. Nevertheless, the fact that the weight functions clearly show a decreasing trend, whichever the dataset considered, is an indication of non-stationary behaviour due to diminishing data variance, as expected of a star approaching its activity minimum.

All four GPRN models managed to achieve very good fits to the data, as can be seen in Figure 4. Subtracting the MAP predictive mean from each respective dataset leads to a residual rms significantly lower than that of the original dataset. The RV rms was reduced by a factor of 2.8, from 1.928 m/s to 0.689 m/s. The decrease in the case of the FWHM was similar (by a factor of 2.2), while for the BIS and \( R'_{HK} \) we find even higher rms reduction factors of 4.9 and 9.7, respectively. These could indicate some degree of over-fitting, but all the residual rms values are higher than the average measurement uncertainties associated with each dataset, by factors of 5.2 (RVs), 1.5 (BIS), 3.8 (FWHM) and 1.2 (\( R'_{HK} \)). This in fact suggests measurement uncertainties may have been underestimated, systematic effects are present (e.g. due to instrument miscalibration or atmospheric phenomena) and/or there are physical processes occurring in the Sun which are not being modelled adequately by the GPRN, like granulation and super-granulation. The latter change on timescales of a few hours to days (Meunier & Lagrange 2019), significantly smaller than the timescales associated with solar rotation and longer-term magnetic cycles.

In Figure 5 we show the GLS periodograms for the residuals after subtracting from each time series the respective MAP predictive means. The periodograms of the original data (i.e. same as in Figure 3) are also shown for comparison. Clearly, the GPRN model can describe essentially all the power present in the original time series, with no significant peaks left in the periodograms of the residuals. The model de-correlates the data to the point where the residuals resemble white noise.

5.3.2 RV and BIS

The first joint analysis combined the RV and BIS measurements. Figure 6 shows the GPRN posterior predictive means and standard deviations using the MAP values of the hyper-parameters. As expected, the reduction in rms, from the original datasets to the sets of residuals obtained by subtracting the MAP predictive means from the former, is now somewhat lower than the reduction in rms obtained through the analysis of the datasets individually. The RV and BIS rms are now reduced by a factor of 1.6 and 4.7, instead of 2.8 and 4.9, respectively. This results from our imposition of a common latent process behind the generation of the two datasets, whose characteristics are described through the single node. Surprisingly, the node seems to give preference to fitting the BIS over the RV measurements. This can be seen in the significantly smaller degradation in the rms reduction, but also in the much lower increase in...
Figure 4. Visual representations of the predictive means and standard deviations associated with the MAP values for the GPRN hyper-parameters obtained when each considered time series is analysed individually. The panels show, from top to bottom, the results for the analysis of the RVs (in grey), the BIS (in blue), the FWHM (in red), and the log $R'_{HK}$ (in green), as well as the measured values and associated uncertainties (which are not always visible). We also show the residuals after subtracting the predictive means associated with each dataset, and quote the rms associated with the data shown (initial) and with the residuals (final).
Table 3. Results for the GPRN analysis of the datasets individually. The superscripts on some hyper-parameters identify if they belong to the node (n) or to the weights (w): $\eta^\text{n}$, $\eta^\text{w}$ and $\eta^n_w$ control, respectively, the amplitude, the decay timescale and the periodicity of the correlations between the node outputs, while $\eta_n$ defines their timescale of variation relative to $\eta_n$, $\eta^w_n$ and $\eta^{nw}$ control, respectively, the amplitude and the decay timescale of the correlations between each weight outputs. The first column identifies each hyper-parameter, while each subsequent pair of columns show the MAP values associated with the joint posterior distribution of the GPRN hyper-parameters and the median values plus 16th and 84th percentiles (68% credible intervals) with respect to the marginal posterior distributions of each GPRN hyper-parameter, in the case of the RVs, BIS, FWHM and log $R_{HK}$, respectively.

Figure 5. Comparison of the GLS periodograms of the time series depicted in Figure 3 (in grey) and of their residuals after subtracting the MAP predictive means derived when each time series is analysed individually with the GPRN model considered (in orange). The vertical solid lines mark the 27-days period, while the horizontal dashed lines show the false alarm probability (FAP) of 1% (all in red).

The estimate for $\eta^w_n$ is consistent with the average lifetime of active regions being of a few weeks, close to the solar rotation period (e.g. Hathaway & Choudhary 2008; van Driel-Gesztelyi & Green 2015).

As was the case in the individual analysis of the datasets, the posterior predicted means for the weight functions show a decrease during the timespan of the observations. This results from the evolution of the solar magnetic cycle, which was approaching an activity minimum. The clearly more structured weight function in the case of the RVs (see Figure C5) just reflects the need to compensate for the degradation in the quality of the fit provided by the node.

5.3.3 RV and FWHM

We now turn our attention to the joint analysis of the RVs and FWHM. Figure 7 shows the GPRN posterior predictive means and standard deviations using the MAP values of the hyper-parameters. As in the previous joint analysis, the reduction in rms, from the original datasets to the sets of residuals obtained by subtracting the MAP predictive means from the former, is lower than the reduction in rms obtained through the analysis of the datasets in isolation. The RV and FWHM rms are reduced by a factor of 1.9 and 2.1, instead of 2.8 and 2.2, respectively. Again, the node gives preference to fitting the activity indicator. This is also reflected in the significantly lower increase in the MAP value for the jitter, 8% for the FWHM versus 38% for the RVs, and in the posterior predictive uncertainties, with respect to what was found in the individual analysis. Lower harmonic complexity in the case of the FWHM may be also behind this preferred behaviour for the GPRN.

We again recover a precise estimate for the synodic rotation period of the Sun, and most of the MAP values for the other hyper-parameters are similar to what was previously found in the joint analysis of RVs and BIS. The largest difference is in the behaviour of the weight connecting the node to the RV dataset, which prefers a significantly smaller timescale $\eta^w_n$. In Figure C6 it can be seen that indeed the preferred RV weight function has noticeably more structure, besides a general downwards trend.

As before, the preference of the node for fitting more closely the variations observed in the activity indicator leaves to the weight function the task of compensating for the node function in order to match the RV variations. But it seems unlikely that the considerably lower harmonic complexity of the RV weight function is explained solely by...
this effect. This suggests that the RVs and FWHM do not share a common latent activity process to the extent that was observed for the RVs and BIS, at least when such process is assumed to have a quasi-periodic structure.

### 5.3.4 RV and log $R'_{HK}$

The final joint analysis considers the RV and log $R'_{HK}$ datasets. The GPRN posterior predictive means and standard deviations, using the MAP values of the hyper-parameters, are shown in Figure 8. Contrary to the previous cases, the quality of the MAP fit to the activity indicator does not show any degradation with respect to the MAP fit obtained for the log $R'_{HK}$ dataset individually. But the MAP fit to the RVs shows the typical reduction in rms improvement when moving from the individual to the joint analysis, decreasing from a factor of 2.8 to about 1.7.

The log $R'_{HK}$ periodogram resembles best what one would expect from a quasi-periodic process centred around a dominant (stellar rotation) period (see Figure 3), as assumed in the set-up of the GPRN. Thus, it should not be surprising that the joint analysis leads to a preferred model configuration where the node essentially fits the log $R'_{HK}$, leaving for the RV weight (for which the $\eta_2^R$ MAP is again relatively small, around 88 days) the onus of adapting the node output to match the RV dataset (see Figure C7).

---

**Table 4.** As in Table 3, but with respect to the GPRN joint analysis of the datasets, from left to right, RVs and BIS, RVs and FWHM, RVs and log $R'_{HK}$.

| Parameter | RV and BIS | RV and FWHM | RV and log $R'_{HK}$ |
|-----------|------------|-------------|---------------------|
| $\eta_1^R$ | 1.163 | 0.5$^{+1.4}_{-0.4}$ | 1.951 | 0.51$^{+1.15}_{-0.34}$ | 0.001 | 0.07$^{+0.05}_{-0.03}$ |
| $\eta_2^R$ | 24.319 | 23.6$^{+1.6}_{-1.6}$ | 22.183 | 20.8$^{+1.9}_{-2.0}$ | 19.654 | 20.5$^{+1.4}_{-1.4}$ |
| $\eta_3^R$ | 26.745 | 27.1$^{+0.4}_{-0.4}$ | 27.643 | 27.7$^{+0.6}_{-0.6}$ | 28.615 | 28.3$^{+0.7}_{-0.7}$ |
| $\eta_4^R$ | 0.783 | 0.74$^{+0.06}_{-0.06}$ | 1.008 | 0.86$^{+0.12}_{-0.11}$ | 1.057 | 1.08$^{+0.09}_{-0.08}$ |
| RV $\eta_1^W$ | 0.413 | 2$^{+2}_{-1}$ | 0.440 | 2$^{+2}_{-1}$ | 5.939 | 10$^{+2}_{-1}$ |
| RV $\eta_2^W$ | 281.890 | 20584$^{+117}_{-167}$ | 37.319 | 66.5$^{+24}_{-24}$ | 86.682 | 89$^{+12}_{-19}$ |
| AI $\eta_1^W$ | 0.669 | 3$^{+7}_{-2}$ | 0.675 | 5$^{+9}_{-3}$ | 0.024 | 0.06$^{+0.04}_{-0.03}$ |
| AI $\eta_2^W$ | 1676.794 | 5074$^{+3669}_{-2669}$ | 1660.697 | 4674$^{+3920}_{-2729}$ | 3041.504 | 5898$^{+3133}_{-3012}$ |
| RV s | 1.187 | 1.20$^{+0.04}_{-0.04}$ | 1.074 | 1.129$^{+0.056}_{-0.06}$ | 1.126 | 1.12$^{+0.04}_{-0.04}$ |
| AI s | 0.423 | 0.438$^{+0.032}_{-0.030}$ | 1.229 | 1.20$^{+0.06}_{-0.06}$ | 0.001 | 0.001$^{+0.0009}_{-0.0009}$ |
5.4 Interpretation of the results

We have already seen that we can recover the synodic solar rotation period when the time series are analysed both individually and jointly. In fact, overall the MAP values obtained for the GPRN hyper-parameters in all analyses are very similar (see Tables 3 and 4). This suggests the RVs and activity indicators share the same type of temporal evolution.

The GPRN model we considered is able to describe very well the behaviour of each time series individually, leading to substantial reductions in rms and in the significance of periodogram peaks when...
the MAP predictive means are subtracted from the original datasets (see Figure 5). However, such reductions are significantly smaller for the RVs when this dataset is analysed jointly with an activity indicator. A degradation in the quality of the best-fit solutions was expected to some extent given that in the joint analysis we are forcing the node to model two independently acquired datasets. Nevertheless, the magnitude of such degradation in the case of the RVs is surprising given how close the MAP values obtained for the GPRN hyper-parameters are for all individual analysis. One possible cause for this may be the presence of temporal delays between the solar RVs and activity indicators, which the GPRN model, with only one node, should find very difficult to reproduce.

Indeed, time lags of 1 and 3 days between the RVs and the FWHM and BIS measurements, respectively, were identified by Collier Cameron et al. (2019). Since the datasets we consider differ somewhat from the ones they assembled (see section 5), we used the algorithm developed by Edelson & Krolik (1988) to determine the discrete correlation function between the RVs and activity indicators, in search for possible temporal delays in our datasets. The results are shown in the upper panel of Figure 9, and suggest that the RVs lead all activity indicators by 1 to 2 days. As expected, the MAP predictive means of the RVs and activity indicators obtained in the joint analysis do not show any sign of such time lags, as can be seen through their correlation functions in the lower panel of Figure 9. The failure to model this aspect of the cross-correlation between the time series should lead to worse fits when they are jointly modelled, as found.

Finally, both the individual and joint analysis of the time series lead to preferred posterior predicted means for the weight functions that decrease over the timespan of the observations. This implies an overall decrease in the variances of the time series, correctly reproducing the expected diminishing solar activity as the Sun approached the minimum of its 11-years sunspot cycle. Thus, the detection and characterisation of the non-stationary behaviour of the activity indicators does not seem to be much impacted by the inability of the one-node GPRN to model the time lag between the RVs and activity indicators.

6 DISCUSSION AND CONCLUSIONS

We have presented a new framework to model RV observations in combination with activity indicators. A GPRN combines $Q$ nodes and $Q \times P$ weights to model $P$ time series, with all nodes and weights defined as independent GPs. This makes it possible to model non-stationary outputs, an improvement with respect to currently existing frameworks.

We tested our GPRN implementation on simulated datasets, and demonstrated its capabilities on real Sun-as-a-star observations obtained with the HARPS-N spectrograph. We obtained physically sensible values for the GPRN hyper-parameters, recovering for example the synodic solar rotation period, both when the time series were analysed individually and jointly.

The joint analysis of the RVs and an activity indicator leads to a significantly worse description of the RV variations with time than when the RVs are analysed in isolation. This is unfortunate, because such joint analysis may help disentangle better the RV components due to stellar activity and orbiting planets. However, we only considered the simplest possible configuration for a GPRN, with just one node. The inclusion of extra nodes would help in modelling more complex behaviour, in particular that which is not shared by the outputs being analysed.

Previous work by Rajpaul et al. (2015) and Gilbertson et al. (2020), for example, proposed to use a linear combination of a GP and its derivatives to model the RV variations induced by spots, due to their dependence on both the spot coverage of the stellar surface and the suppression of convective blueshift in magnetised regions. Purportedly, the BIS shares the same dependencies as the RVs, but the FWHM and log $R'_HK$ would be sensitive only to the fraction of the stellar surface covered by spots and, as such, would not require the use of the derivative term. Our results seem to lend some support to this hypothesis, given that the node by itself seems to be able to describe better the RVs jointly with the BIS than with either the FWHM or the log $R'_HK$. This can be perceived through the significantly higher complexity required for the weight function associated with the RVs in the later cases (cf. Figure C5 with Figures C6 and C7).

On the other hand, the MAP fit to the RVs when modelled jointly with the BIS leads to a worse residual rms than what is obtained in the other joint analyses. These contradicting results could be due to the seemingly larger time lag between the RVs and the BIS than with respect to the other activity indicators (see Figure 9). This behaviour is difficult to model by the weight associated with the RVs and could justify the worse residual rms when the RVs are analysed jointly with the BIS as well as push such weight towards the adoption of a simpler form.

The joint analysis of the RVs and an activity indicator could
thus benefit from the inclusion of a second node in the GPRN with a kernel that is the derivative of the kernel assumed for the first node. In particular, if the later is periodic or quasi-periodic, the association of that kernel derivative with a second node would allow for the modelling of any time lag that may exist between the outputs. However, such feature could eventually be also modelled directly, through the introduction of $P - 1$ lag parameters, one per output, while keeping just one node.

Nevertheless, if the main objective is to use the information in activity indicators to constrain the behaviour of the RV component induced by stellar activity, care must be taken not to increase the flexibility of the GPRN to the point where it could model RVs and activity indicator(s) almost independently. While the probability of this happening increases with the number of nodes assumed, it can be mitigated to some extent by not allowing the number of hyper-parameters to grow proportionally.

Another aspect that we would like to study in the future pertains to the type and combination of kernels used in the nodes and weights, including the introduction of non-stationary white noise. In particular, we cannot exclude the possibility that our choice of a squared exponential kernel for the weights limits too much the extent to which the node output can be modified. Although widely used, this kernel is known to be too smooth to realistically model a considerable number of physical processes (e.g. Stein 1999).

Interestingly, although the simple GPRN model we considered seems unable to fully model RVs and activity indicators jointly, it is still capable of describing the RV’s well enough for the rms to be reduced by a factor of 1.6 to 1.9 ($\sigma_{\text{reduced}}$ seems unable to fully model RVs and activity indicators jointly, used, this kernel is known to be too smooth to realistically model a useful flexibility of the GPRN to the point where it could model RVs and activity indicator(s) almost independently. While the probability of this happening increases with the number of nodes assumed, it can be mitigated to some extent by not allowing the number of hyper-parameters to grow proportionally.
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APPENDIX A: UPDATE FOR VARIATIONAL MEANS AND COVARIANCES

Closed-form updates for the variational parameters can be obtained from mean-field theory (Nguyen & Bonilla 2013; Nguyen 2015). For the nodes, the variational means and covariances are given by

$$
\mu_f = \sum_j \sum_{i=1}^N \frac{1}{\sigma_y^2} \left( y_i - \sum_k \mu_{w_k} \circ \mu_{f_k} \right) \circ \mu_{w_j}
$$

$$
\Sigma_f = \left[ K_f^{-1} + \sum_j \frac{1}{\sigma_y^2} \text{diag} \left( \mu_{w_j} \circ \mu_{w_j} + \text{diag} \left( \Sigma_{w_j} \right) \right) \right]^{-1}
$$

while for each weight they are given by

$$
\mu_{w_j} = \sum_j \sum_{i=1}^N \frac{1}{\sigma_y^2} \left( y_i - \sum_k \mu_{w_k} \circ \mu_{f_k} \right) \circ \mu_{f_j}
$$

$$
\Sigma_{w_j} = \left[ K_{w_j}^{-1} + \sum_j \frac{1}{\sigma_y^2} \text{diag} \left( \mu_{f_j} \circ \mu_{f_j} + \text{diag} \left( \Sigma_{f_j} \right) \right) \right]^{-1}
$$

In these equations, $\sigma_f$ is calculated following equation 6, $y_i$ is the vector containing the measurements from dataset $i$, $K$ is the covariance matrix for the respective node or weight, while diag and $\circ$ represent the matrix diagonal and the Hadamard product (e.g. Styan 1973), respectively.

APPENDIX B: EVIDENCE LOWER BOUND

The ELBO of a GPRN model can be divided in three terms, as in equation (9). The first, known as the expected log-likelihood, is given by

$$
\mathbb{E}_q \left[ \log p \left( D | \mathbf{f}, \mathbf{w} \right) \right] = - \frac{1}{2} \sum_{n=1}^N \sum_{i=1}^P \left[ \log 2\pi \left( \sigma_{y,w,n}^2 + \sigma_{y,w,n}^2 \right) \right] - \frac{1}{2\sigma_y^2} \sum_{n=1}^N \left( y_i^n - W_{w,n}^T f_{n_j} \right)^T \left( y_i^n - W_{w,n}^T f_{n_j} \right)
$$

$$
- \frac{1}{2\sigma_y^2} \sum_{n=1}^N \sum_{i=1}^P \left[ \text{diag} \left( \Sigma_{f_j} \right) \right] \left( \mu_{w_j} \circ \mu_{w_j} \right)
$$

$$
+ \text{diag} \left( \Sigma_{w_j} \right) \left( \mu_{f_j} \circ \mu_{f_j} \right)
$$

$$
\text{tr} \left( \Sigma_{w_j} \right) \left( \mu_{w_j} \circ \mu_{w_j} + \text{diag} \left( \Sigma_{w_j} \right) \right) + \text{tr} \left( \Sigma_{w_j} \right) \left( \mu_{f_j} \circ \mu_{f_j} \right),
$$

where tr represents the trace of the matrix, $y_i^T$ is a $1 \times P$ vector containing all observations at entry $n$, $W_{w,n}$ is a $P \times Q$ matrix containing the variational means $\mu_{w,j}$ at entry $n$, and $f_{n,j}$ is a $P \times 1$ vector containing the variational means $\mu_{f,j}$ at entry $n$.

The second term, the expected log-prior, is

$$
\mathbb{E}_q \left[ \log p \left( \mathbf{f}, \mathbf{w} \right) \right] = - \frac{1}{2} N Q \log (P + 1) \log 2\pi
$$

$$
- \frac{1}{2} \sum_{j=1}^Q \left[ \log |K_{f,j}| + \mu_{f,j}^T K_{f,j}^{-1} \mu_{f,j} + \text{tr} \left( K_{f,j}^{-1} \Sigma_{f,j} \right) \right]
$$

$$
- \frac{1}{2} \sum_{j=1}^P \sum_{i=1}^Q \left[ \log |K_{w,j}| + \mu_{w,j}^T K_{w,j}^{-1} \mu_{w,j} + \text{tr} \left( K_{w,j}^{-1} \Sigma_{w,j} \right) \right],
$$

where $K$ is the covariance matrix of the respective node or weight.
The last term is the entropy of the \( q(f, w) \) distribution and can be calculated with

\[
\mathcal{H}_q[q(f, W)] = \frac{1}{2} N Q (P + 1)(1 + \log 2\pi) \\
+ \frac{1}{2} \sum_{j=1}^{Q} \log |\Sigma_{f_j}| \\
+ \frac{1}{2} \sum_{i=1}^{P} \sum_{j=1}^{Q} \log |\Sigma_{w_{ij}}|.
\]

(B3)

**APPENDIX C: SOLAR DATA ANALYSIS - POSTERIOR PREDICTIVES**

The posterior predictive means and standard deviations for the individual and joint analyses of each time series, as described in section 5, are shown here. The full predictive means and its different components (mean, node and weight functions) are shown separately in the left and right panels of the following figures, respectively.
Figure C1. On the top-left we show the RV data, as well as the predictive means and standard deviations associated with the MAP values for the GPRN hyper-parameters obtained when the RVs are analysed individually, while on the bottom-left we show the residuals of the data with respect to the predictive means and their histogram distribution. On the right we plot, from top to bottom, the weight, node, and mean functions that contribute to the predictive means.

Figure C2. As in figure C1, but with respect to the individual analysis of the BIS data.
Figure C3. As in figure C1, but with respect to the individual analysis of the FWHM data.

Figure C4. As in figure C1, but with respect to the individual analysis of the log $R'_{HK}$ data.
Figure C5. On the left we show the RV (top) and BIS (bottom) data, as well as the predictive means and standard deviations associated with the MAP values for the GPRN hyper-parameters obtained when the RVs and BIS are analysed jointly. Below each of those panels we show the respective residuals of the data with respect to the predictive means and their histogram distribution. On the right we show the contribution to the predictive means due to the mean and weight functions for the RVs and BIS, as well as the common node function in the middle.
Figure C6. As in figure C5, but with respect to the joint analysis of the RV and FWHM data.
Figure C7. As in figure C5, but with respect to the joint analysis of the RV and log $R'_{hk}$ data.
APPENDIX D: SOLAR DATA ANALYSIS - MARGINAL POSTERIOR DISTRIBUTIONS

The corner plots with the marginal, single and pairwise, posterior distributions obtained for all analyses of the HARPS-N solar data are shown here.
Figure D1. Corner plots showing the marginal, single and pairwise, posterior distributions for all GPRN hyper-parameters obtained when the RVs are analysed individually. In order to facilitate the visualization all $\eta_1$-type amplitudes are plotted in logarithmic form.
Figure D2. As in figure D1, but with respect to the individual analysis of the BIS data.
Figure D3. As in figure D1, but with respect to the individual analysis of the FWHM data.
Figure D4. As in figure D1, but with respect to the individual analysis of the $\log R'_{\mu K}$ data.
Figure D5. Corner plots showing the marginal, single and pairwise, posterior distributions for all GPRN hyper-parameters obtained when the RVs and BIS are analysed jointly. In order to facilitate the visualization all $\eta_1$-type amplitudes are plotted in logarithmic form.
Figure D6. As in figure D5, but with respect to the joint analysis of the RV and FWHM data.
Figure D7. As in figure D5, but with respect to the joint analysis of the RV and log $R'_{HK}$ data.
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