On whether zero is in the global attractor of the 2D Navier–Stokes equations
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Abstract
The set of nonzero external forces for which the zero function is in the global attractor of the two-dimensional Navier–Stokes equations is shown to be meagre in a Fréchet topology. A criterion in terms of a Taylor expansion in complex time is used to characterize the forces in this set. This leads to several relations between certain Gevrey subclasses of $C^\infty$ and a new upper bound for a Gevrey norm of solutions in the attractor, valid in the strip of analyticity in time.
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1. Introduction
A challenge posed by P Constantin [2] is to find a simple proof that zero is in the global attractor $\mathcal{A}$ of the 2D Navier–Stokes equations (NSEs) if and only if the external force $g$ is zero. A related and perhaps equally challenging problem is to find sharp lower bounds on the energy in cases where we know $0 \notin \mathcal{A}$. A bound which is probably far from sharp can be found in [4]. Such a lower bound can have implications for turbulent flow because a direct cascade of energy is indicated by a large quotient of average enstrophy to average energy [8].

In this paper, we show that the set of nonzero forces for which $0 \in \mathcal{A}$ is meagre (of the first Baire category in a Fréchet topology (see theorem 6.3)). In doing so we establish several relations between certain Gevrey subclasses of $C^\infty$ (see theorems 5.2, 5.4). We also prove a new upper bound for a Gevrey norm of solutions in the attractor, valid for all $\xi$ in the strip
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S(δ) of time-analyticity (see theorem 7.3). Moreover, using complex time analytic techniques from [10], we present a concrete criterion that is both sufficient and necessary for 0 ∈ ∂A. We demonstrate the use of this criterion to prove that zero is not in the global attractor in the particular case of Kolmogorov forcing (where g is in an eigenfunction of the Stokes operator).

2. General preliminaries

We consider the NSEs with periodic boundary conditions in Ω = [0, L]²

\[
\begin{aligned}
\frac{\partial u}{\partial t} - \nu \Delta u + (u \cdot \nabla) u + \nabla p &= F, \\
\nabla \cdot u &= 0, \\
u_0(x), \\
\int_{\Omega} u \, dx &= 0, \\
\int_{\Omega} F \, dx &= 0,
\end{aligned}
\]

where \( u : \mathbb{R}^2 \to \mathbb{R}^2 \), \( p : \mathbb{R}^2 \to \mathbb{R} \) are unknown Ω-periodic functions, \( \nu > 0 \) is the viscosity of the fluid, \( L > 0 \) is the period, \( p \) is the pressure and \( F \) is the ‘body’ force (see [3, 12, 13] for more details). The phase space \( H \) is defined as the subspace of \([L^2(\Omega)]^2\) consisting of all elements in the closure of the set of \( \mathbb{R}^2 \)-valued trigometric polynomials \( v \) satisfying \( \nabla \cdot v = 0 \) and \( \int_{\Omega} v(x) \, dx = 0 \).

The scalar product in \( H \) is taken to be

\[
(u, v) = \int_{\Omega} u(x) \cdot v(x) \, dx
\]

with associated norm \( |u| = (u, u)^{1/2} \).

Let \( \mathcal{P} : [L^2(\Omega)]^2 \to [L^2(\Omega)]^2 \) be the orthogonal projection (called the Helmholtz–Leray projection) with range \( H \), and define the Stokes operator \( A = -\mathcal{P} \Delta (=-\Delta, \text{under periodic boundary conditions}) \), which is positive, self-adjoint with a compact inverse. As a consequence, the real Hilbert space \( H \) has an orthonormal basis \( \{\omega_j\}_{j=1}^\infty \) eigenfunctions of \( A \), namely, \( A\omega_j = \lambda_j \omega_j \) with \( 0 < \lambda_1 = \left(\frac{2\pi}{L}\right)^2 \leq \lambda_2 \leq \lambda_3 < \cdots \). The powers \( A^\sigma \) are defined by

\[
A^\sigma v = \sum_{j=1}^\infty \lambda_j^\sigma (v, \omega_j) \omega_j, \quad \sigma \in \mathbb{R},
\]

where \((\cdot, \cdot)\) is the \( L^2 \)-scalar product. The domain of \( A^\sigma \) is denoted by \( \mathcal{D}(A^\sigma) \), where

\[
\mathcal{D}(A^\sigma) = \left\{ v \in H : \sum_{j=1}^\infty \lambda_j^{2\sigma} (v, \omega_j)^2 < \infty \right\}.
\]

Finer points regarding \( \mathcal{D}(A) \) and Sobolev spaces are provided in appendix C. The system (2.1) can be written as a differential equation

\[
\frac{du}{dt} + \nu Au + B(u, u) = g, \quad u \in H,
\]

where the bilinear operator \( B \) and the driving force \( g \) are defined as \( B(u, v) = \mathcal{P}((u \cdot \nabla)v) \) and \( g = \mathcal{P} F \), respectively.

Under periodic boundary conditions, we may express an element \( u \in H \) as a Fourier series expansion

\[
u_0(x) = \sum_{k \in \mathbb{Z}\setminus\{0\}} \hat{u}(k)e^{i\kappa k \cdot x},
\]
where \( \kappa_0 = \lambda_1^{1/2} = \frac{2\pi}{T} \), \( \hat{u}(0) = 0 \), \((\hat{u}(k))^* = \hat{u}(-k) \), \( k \cdot \hat{u}(k) = 0 \). Parseval’s identity reads as
\[
|u|^2 = L^2 \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \hat{u}(k) \cdot \hat{v}(-k) = L^2 \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} |\hat{u}(k)|^2,
\]
or more generally
\[
(u, v) = L^2 \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \hat{u}(k) \cdot \hat{v}(-k).
\]

The following inequalities will be repeatedly used in this paper
\[
\kappa_0 |u| \leq |A^{1/2}u|, \quad \text{for } u \in D(A^{1/2}),
\]
\[
|u|_{L^2} \leq C_{2, \Omega}|u|^{1/2} A^{1/2}u |^{1/2}, \quad \text{for } u \in D(A^{1/2}),
\]
\[
|u|_\infty \leq c_A |u|^{1/2} A u |^{1/2}, \quad \text{for } u \in D(A),
\]
known, respectively, as the Poincaré, Ladyzhenskaya and Agmon inequalities. Both \( c_L \) and \( c_A \) are absolute constants.

We recall that the global attractor \( A \) of the NSE is the collection of all elements \( u_0 \) in \( H \) for which there exists a solution \( u(t) \) of the NSE, for all \( t \in \mathbb{R} \), such that \( u(0) = u_0 \) and \( \sup_{t \geq 0} |u(t)| < \infty \).

To give an equivalent definition of \( A \), we need to recall several concepts. First, as is well known, for any \( u_0 \in H \), \( g \in H \), there exists a unique continuous function \( u \) from \( \{0, \infty\} \) to \( H \) such that \( u(0) = u_0 \), \( u(t) \in D(A) \), \( t \in (0, \infty) \) and \( u \) satisfies the NSE for all \( t \in (0, \infty) \). Therefore, one can define the map \( S(t) : H \to H \) by
\[
S(t) u_0 = u(t),
\]
where \( u(\cdot) \) is as above. Since \( S(t_1) S(t_2) = S(t_1 + t_2) \), the family \( \{S(t)\}_{t \geq 0} \) is called the ‘solution’ semigroup. Furthermore, a compact set \( \mathcal{B} \) is called absorbing if for any bounded set \( \mathcal{B} \subset H \) there is a time \( \tilde{t} = \tilde{t}(\mathcal{B}) \geq 0 \) such that \( S(t) \mathcal{B} \subset \mathcal{B} \) for all \( t \geq \tilde{t} \). The attractor can be now defined by the formula
\[
A = \bigcap_{t \geq 0} S(t) \mathcal{B},
\]
where \( \mathcal{B} \) is any absorbing compact subset of \( H \). For other equivalent definitions of \( A \), see sections 3.1, 4.1 in [9].

We now consider the NSE with complexified time and the corresponding solutions in \( H_C \) as in [6], [10] and [11]. We recall that
\[
H_C = \{ u + iv : u, v \in H \},
\]
and that \( H_C \) is a Hilbert space with respect to the following inner product:
\[
(u + iv, w^* + iw^*)_{H_C} = (u, w^*_H) + (v, w^*_H) + i[(v, w^*_H) - (u, w^*_H)],
\]
where \( u, u^*, v, v^* \in H \). The extension \( A_C \) of \( A \) is given by
\[
A_C (u + iv) = Au + iAv,
\]
for \( u, v \in D(A) \); thus \( D(A_C) = D(A_C) \subset D(A_C) \). Similarly, \( B(\cdot, \cdot) \) can be extended to a bounded bilinear operator from \( D(A^{1/2}) \times D(A^{1/2}) \) to \( H_C \) by the formula
\[
B_C (u + iv, w^* + iw^*) = B(u, w^*_H) - B(v, w^*_H) + i[B(u, w^*_H) + B(v, w^*_H)],
\]
for \( u, v \in D(A^{1/2}) \), \( w, w^* \in D(A) \).

The NSE in complex time is defined as
\[
\frac{du(\zeta)}{d\zeta} + vAu(\zeta) + B_C (u(\zeta), u(\zeta)) = g,
\]
where \( \zeta \in \mathbb{C} \), \( u(\zeta) \in H_C \) and \( \frac{du(\zeta)}{d\zeta} \) denotes the derivatives of \( H_C \)-valued analytic function \( u(\zeta) \).
3. Specific preliminaries

In this section, we first recall the definition of the class $C(\sigma)$ introduced in our previous paper [7]. We also collect the properties regarding the class $\bigcup_{\sigma > 0} C(\sigma)$. The class $C(\sigma)$ is defined to be a subset of $C^\infty([0, L]^2) \cap H$ for which every element $u \in C(\sigma)$ has a specified growth rate for the powers of the operator $A$ applied to $u$

$$C(\sigma) := \{ u \in C^\infty([0, L]^2) \cap H : \exists \ c_0 = c_0(u) \in \mathbb{R}, \ \frac{|A^2 u|^2}{|\partial_x^2 u|^2} \leq c_0 e^{\pi \alpha^2}, \ \forall \alpha \in \mathbb{N} \}. \quad (3.1)$$

In this definition we allow only $\alpha \in \mathbb{N}$; however, as shown in section 11 of [7], we could actually extend this definition to allow $\alpha$ to take any real numbers without changing the class $C(\sigma)$. We stress that the constant $c_0 \in \mathbb{R}$ in the definition of the class $C(\sigma)$ depends on $u$.

To make our presentation more self-contained, we include some of the relevant results from [7]. The first result gives some consequences of zero belonging to the attractor.

**Theorem 3.1.** If $0 \in \mathcal{A}$, then both the attractor $\mathcal{A}$ and the force $g$ will be in the class $C(\sigma)$; namely

$$0 \in \mathcal{A} \Rightarrow \mathcal{A} \subset C(\sigma_0) \quad \text{and} \quad g \in C(\sigma_1), \quad (3.2)$$

for some $\sigma_1 > \sigma_0 > 0$, where $\sigma_0$ and $\sigma_1$ both depend on the force $g$.

In particular, we have the following estimates.

**Theorem 3.2.** If $0 \in \mathcal{A}$, then there exist fixed positive constants $\tilde{R}_1, \tilde{R}_2, \tilde{R}_3, C(g), \beta_1, \beta_2, \delta_1, \delta_2, \delta_3$ such that the analytic extension of any solution $u(t), \ t \in \mathbb{R}$ in $\mathcal{A}$ satisfies for any $\alpha \in \mathbb{N}$

$$|A^\alpha u(\xi)| \leq \tilde{R}_{\alpha+1}^2 |k_0^{\alpha+1}|, \quad \forall \xi \in \mathcal{S}(\delta_u) := \{ \xi \in \mathbb{C} : |\Im(\xi)| < \delta_u \},$$

where for $\alpha > 3$,

$$\tilde{R}_{\alpha+1} \leq C(g) \beta_1 \beta_2^\alpha \delta_3, \quad \delta_u = \delta_3.$$

For the sake of completeness, explicit expressions for $\tilde{R}_1, \tilde{R}_2, \tilde{R}_3, C(g), \beta_1, \beta_2, \delta_1, \delta_2, \delta_3$ are recalled in appendix A. The next result from [7] merely states a simple hierarchy of the spaces $C(\sigma), \ \sigma \in \mathbb{R}^+$. 

**Proposition 3.3.** For the family of classes $\{C(\sigma)\}_{\sigma > 0}$, we have,

$$C(\sigma_1) \subset C(\sigma_2), \quad \forall \sigma_1 < \sigma_2.$$

The union of the classes $C(\sigma)$ is a proper subset of $C^\infty$.

**Theorem 3.4.** $\bigcup_{\sigma > 0} C(\sigma) \subset C^\infty([0, L]^2 \cap H)$

The following ‘all for one, one for all’ law states that the attractor cannot be only partially contained in the union of these classes.

**Theorem 3.5.** If $\mathcal{A} \cap \bigcup_{\sigma > 0} C(\sigma) \neq \emptyset$, then $\mathcal{A} \subset \bigcup_{\sigma > 0} C(\sigma)$.

4. Constantin–Chen Gevrey classes

In this section, we give the definition for the general Constantin–Chen Gevrey ($C^2\mathcal{G}$) classes [1].

Given a function $\phi(\chi)$ with the following properties:

1. $\phi'(\chi) > 0,$
2. $\phi''(\chi) < 0,$

for all $\chi \in [1, \infty)$, we define the general Constantin–Chen Gevrey ($C^2\mathcal{G}$) class $E(\phi)$ as the collection of all $u \in C^\infty([0, L]^2) \cap H$ for which $|e^{\phi(\chi)/\chi^2}|u|$ is finite, that is,
In this section we will investigate the relation between the class $C^5$. The main results are stated in theorem 5.2 and theorem 5.4.

Definition 4.1. $E(\phi) = \{u \in H : |e^{\phi(k_{\chi}^{-1}A^2)}u| < \infty\}$.

where

$$(e^{\phi(k_{\chi}^{-1}A^2)}u)(k) := e^{\phi(k)}\hat{u}(k), \quad \forall k \in \mathbb{Z}^2 \setminus \{0\}.$$ 

A typical example of a $C^2\mathcal{G}$ class is $\tilde{\phi}(\chi) = \beta \ln \chi$, for $\beta > 0$. Actually, $E(\tilde{\phi}) = H \cap \mathcal{D}(A^{3/2})$. This typical $C^2\mathcal{G}$ class is used in [7] to prove the following two estimates for the bilinear term $[(B(u, v), A^\gamma w)]$, where $u \in \mathcal{D}(A^2), v \in \mathcal{D}(A^3), w \in \mathcal{D}(A^\gamma), \gamma > 3$.

Lemma 4.2. Let $u \in \mathcal{D}(A^2), v \in \mathcal{D}(A^3), w \in \mathcal{D}(A^\gamma), \alpha > 3$, then

$$|(B(u, v), A^\alpha w)| \leq 2^\alpha c_A \left(|u|^{1/2}A^1 u + |A^2 w||v|^{1/2}|A^{3/2} v|^{1/2}\right)|A^\alpha w|.$$ 

If, moreover, $u \in \mathcal{D}(A^2)_C, v \in \mathcal{D}(A^3)_C, w \in \mathcal{D}(A^\gamma)_C$, then

$$|(B(u, v), A^\alpha w)| \leq 2^{3\alpha/2} c_A \left(|u|^{1/2}A^1 u + |A^2 w||v|^{1/2}|A^{3/2} v|^{1/2}\right)|A^\alpha w|.$$ 

5. $C(\sigma)$ and $E(\phi_b)$

In this section we will investigate the relation between the class $C(\sigma)$ and $E(\phi_b)$, where

$$\phi_b(\chi) = b[\ln(\chi + e)]^2, \quad b > 0.$$ 

(5.1)

The main results are stated in theorem 5.2 and theorem 5.4.

For convenience, we take the following notation.

Definition 5.1. For $b > 0$, we define $E_b := E(\phi_b), E^b u := e^{\phi_b(k_{\chi}^{-1}A^2)}u, |u|_b := |E^b u|.$

In our previous paper [7], we have obtained the following result.

Theorem 5.2 (see remark 7.6 in [7]). If $v \in E_b$ for some $b > 0$, then

$$v \in C\left(\frac{1}{2b}\right).$$

The ‘reverse’ inclusion relation between the classes $E_b$ and $C(\sigma)$ is given in theorem 5.4.

Proposition 5.3. If $u \in C(\sigma)$ for some $\sigma > 0$, i.e.

$$\exists c_0 > 0, \quad \text{s.t.} \quad |A^\sigma u|^2 \leq c_0 e^{\alpha^*} (\nu e_{\sigma})^2, \quad \forall \alpha \in \mathbb{N},$$ 

(5.2)

then for fixed $\epsilon \in [0, 1]$, there exists $b := \frac{1}{\pi^2 \alpha^*}$ such that

$$|e^{b[\ln^\epsilon(k_{\chi}^{-1}A^{1/2})]} u| < \infty.$$ 

(5.3)

In particular, we have

$$|e^{b[\ln^\epsilon(k_{\chi}^{-1}A^{1/2})]} u|^2 \leq \frac{4}{3} c(\epsilon)|u|^2 + c_1^1 (c_1|A^1 u|)^2 v^2 k_0^{1/2},$$ 

(5.4)

where

$$c(\epsilon) := e^{2b[\ln^\epsilon(\sigma^\epsilon)]}, \quad c_1 = \sum_{m \geq 2} \frac{1}{e^m} = \frac{1}{e^2 - e}.$$
Proof. First, by the definition of $e^{(|\ln(\epsilon)|^{1/2})u}$, we have
\[
|e^{2\ln(|\epsilon|^{1/2})u}|^2 = \sum_{m=0}^{\infty} \sum_{e^m \leq |k| < e^{m+1}} e^{2\ln(|k|+e)} |\hat{u}(k)|^2
\]
\[
= \sum_{m=0}^{\infty} \sum_{m \geq 2} =: I_1 + I_2.
\]

For $I_1$, it is easy to see that
\[
I_1 = \sum_{m=0}^{\infty} \sum_{e^m \leq |k| < e^{m+1}} e^{2\ln(|k|+e)} |\hat{u}(k)|^2
\]
\[
\leq e^{2\ln(|\epsilon|^{1/2})u} \sum_{k \in \mathbb{Z} \setminus \{0\}} |\hat{u}(k)|^2
\]
\[
= e^{2\ln(|\epsilon|^{1/2})u} |u|^2
\]
\[
= c(\epsilon) |u|^2 < \infty,
\]
while for $I_2$, using the definition of the class $C(\sigma)$ and Young’s inequality we can infer
\[
I_2 = \sum_{m \geq 2} \sum_{e^m \leq |k| < e^{m+1}} e^{2\ln(|k|+e)} |\hat{u}(k)|^2
\]
\[
= \sum_{m \geq 2} \sum_{e^m \leq |k| < e^{m+1}} (|k| + e)^{2\ln(|k|+e)} |\hat{u}(k)|^2
\]
\[
\leq \sum_{m \geq 2} \sum_{e^m \leq |k| < e^{m+1}} (|k| + e)^{2b(m+2)} |\hat{u}(k)|^2
\]
\[
\leq \sum_{m \geq 2} \sum_{e^m \leq |k| < e^{m+1}} |k|^{4b(m+2)} |\hat{u}(k)|^2
\]
\[
= \sum_{m \geq 2} |A^{b(m+2)}(P_{m+1} - P_m)u|^2 \frac{4^{2b(m+2)}}{3^{1/2}}
\]
\[
\leq \sum_{m \geq 2} |A^{2b(m+2)}u||P_{m+1} - P_m|u|^2 \frac{4^{2b(m+2)}}{3^{1/2}}
\]
\[
\leq v \sum_{m \geq 2} c_0^{1/2} e^{|P_{m+1} - P_m|u|^2} \frac{4^{2b(m+2)}}{3^{1/2}}
\]
\[
\leq v \sum_{m \geq 2} c_0^{1/2} e^{2\sigma b \epsilon m^2} \frac{4^{2b(m+2)}}{3^{1/2}} |(P_{m+1} - P_m)u|^2 \frac{4^{2b(m+2)}}{3^{1/2}}
\]
\[
\leq v \left( \sum_{m \geq 2} c_0^{1/2} e^{2\sigma b \epsilon m^2} \frac{4^{2b(m+2)}}{3^{1/2}} \right)^{1/4} \left( \sum_{m \geq 2} |(P_{m+1} - P_m)u|^2 \right)^{3/4}
\]
\[
= v^{1/4} J_{21}^{1/2} J_{22}^{3/4}.
\]

We now derive estimates for $I_{21}$ and $I_{22}$. For $I_{21}$, we obtain
\[
I_{21} = \sum_{m \geq 2} \sum_{e^m \leq |k| < e^{m+1}} |(P_{m+1} - P_m)u|^2
\]
\[
\leq \sum_{m \geq 0} \sum_{e^m \leq |k| < e^{m+1}} |(P_{m+1} - P_m)u|^2
\]
\[
= \sum_{m \geq 0} \sum_{e^m \leq |k| < e^{m+1}} |\hat{u}(k)|^2
\]
\[c_0^2 \sum_{m \geq 0} \sum_{m \geq 0} e^{2\sigma b^2 \|k\| + \epsilon} |\hat{u}(k)|^2 \leq c_0^2 \sum_{m \geq 0} \sum_{m \geq 0} e^{2\sigma b^2 \|k\| + \epsilon} |\hat{u}(k)|^2,\]

since

\[2\epsilon \leq 1 + \epsilon, i.e. \epsilon \leq 1.\]

Defining \(b\) as

\[2\epsilon = 1 + \epsilon, \quad i.e. \quad \epsilon = \frac{1}{2+\epsilon},\]

we immediately obtain

\[I_{21} \leq c_0^2 \sum_{m \geq 0} \sum_{m \geq 0} e^{2\epsilon \|k\| + \epsilon} |\hat{v}(k)|^2 \]

\[= c_0^2 e^{\epsilon \|k\| \epsilon^1/2} |u|^2.\]

For \(I_{22}\), we set \(v = A^{1/2} u\) and apply Hölder’s inequality as follows:

\[I_{22} = \sum_{m \geq 2} \|A^{-1/2} (P_{m+1} - P_m) A^{1/2} u\|^{2/3} \]

\[= \sum_{m \geq 2} \left( \sum_{m \geq 2} \frac{1}{k_0^1} \sum_{m \leq k \leq m+1} |\hat{v}(k)|^2 \right)^{1/3} \]

\[\leq \frac{1}{k_0^{2/3}} \sum_{m \geq 2} \frac{1}{e^{2m/3}} \left( \sum_{m \leq k \leq m+1} |\hat{v}(k)|^2 \right)^{1/3} \]

\[\leq \frac{1}{k_0^{2/3}} \left( \sum_{m \geq 2} \frac{1}{e^m} \right)^{2/3} \left( \sum_{m \geq 2} \sum_{m \leq k \leq m+1} |\hat{v}(k)|^2 \right)^{1/3} \]

\[\leq c_1 \frac{\|A^{1/2} u\|}{k_0} < \infty.\]

Therefore, we have

\[\|e^{\epsilon \|k\| \epsilon^1/2} u\|^2 \leq I_1 + I_2 \]

\[\leq I_1 + I_2^{1/4} I_2^{3/4} \]

\[= I_1 + \left(\|e^{\epsilon \|k\| \epsilon^1/2} u\|^2 \right)^{1/4} \left( c_0^{1/2} I_2^{1/4} \right) \]

\[\leq I_1 + c_1^{2/3} I_2^{2/3} \]

\[= \frac{4}{3} I_1 + \frac{4}{3} \left( c_0 \epsilon \right)^2 + \left( c_0 \epsilon \right)^2 \frac{4}{3} \frac{1}{k_0^{2/3}} \|A^{1/2} u\|^{2/3}.\]
Theorem 5.4. If \( u \in C(\sigma) \), then \( u \in E_b \), where \( b := \frac{1}{64\sigma} \).

In corollary 7.5 of [7], we have proved that if \( 0 \in A \), then \( g \in C(\frac{1}{2}\ln \beta_3) \), where \( \beta_3 \) is defined in theorem 3.2. Applying theorem 5.4, we obtain the following result.

Corollary 5.5. If \( 0 \in A \), then \( g \in E_b \), where \( b = \frac{1}{160\ln \beta_3} \).

6. The topological properties of the ‘all for one, one for all law’ classes

In this section we use the space \( \mathcal{F} := C^\infty \cap H \) with the Fréchet topology defined by the following metric

\[
d(u, v) := \sum_{\alpha=1}^{\infty} \frac{1}{2^\alpha} \frac{|A^\alpha(u - v)|}{1 + |A^\alpha(u - v)|}.
\]

Let

\[
E_{b,n} := \{ u \in E_b, |u|_b \leq n \}.
\]

Lemma 6.1. \( E_{b,n} \) is nowhere dense in \( (\mathcal{F}, d) \).

Proof. First, we prove \( i_b : E_{b,n} \to (\mathcal{F}, d) \) is compact. Clearly, for all \( \alpha \in \mathbb{N} \), there exist a constant \( c_\alpha \) such that

\[
|A^\alpha u| \leq c_\alpha |u|_b.
\]

For any sequence \( \{u_n\} \subset E_{b,n} \), we have that \( \{|A^\alpha u_n|\} \) is bounded by (6.3). Therefore, there exists a subsequence \( \{u_{n_m}\} \) which is convergent in \( D(A^\alpha) \). Since this is true for any fixed \( \alpha \in \mathbb{N} \), by the diagonal process, we obtain a subsequence, denoted by the same notation \( \{u_{n_m}\} \) for convenience, which is convergent for any \( \alpha \in \mathbb{N} \). Hence it is convergent in \( C^\infty \) with the metric \( d(\cdot, \cdot) \). Therefore, \( i_b \) is compact. Then, it follows that \( i_b(E_{b,n}) \) is compact in \( (\mathcal{F}, d) \).

Secondly, suppose \( i_b(E_{b,n}) \) is not nowhere dense. Then there exists a ball \( B(x_0, \epsilon) \subset i_b(E_{b,n}) \). Clearly, \( B(x_0, \epsilon) \subset i_b(E_{b,n}) \). Clearly, \( B(x_0, \epsilon) \) is compact. If \( x_0 = 0 \), this contradicts the extension of the classical Riesz’s Lemma for normed spaces to locally convex topological vector space, since \( C^\infty \) is infinite-dimensional space.

If \( x_0 \neq 0 \), consider a convex open neighbourhood \( N_{x_0} \subset B(x_0, \epsilon) \). We have that \( N_{x_0} \) and \( -N_{x_0} \) both are compact and convex. Let \( f : N_{x_0} \times (-N_{x_0}) \ni (x_1, x_2) \mapsto \frac{x_1}{2} + \frac{x_2}{2} \in C^\infty \cap H \).

Clearly, \( f \) is continuous. Therefore the range \( R(f) \) is compact. Since \( \frac{1}{2}(N_{x_0} + (-N_{x_0})) \) is an open neighbourhood of 0 in \( R(f) \). For the same reason as above, we get a contradiction. \( \square \)

Due to the above lemma, it follows that

Theorem 6.2. \( \cup_{n=1}^{\infty} \cup_{n=1}^{\infty} E_{b,n} \) is of first (Baire) category in \( (\mathcal{F}, d) \).

From the above theorem and corollary 5.5, we have that the conjecture that \( g \neq 0 \) implies \( 0 \notin A \) is ‘almost’ true in the following sense.

Theorem 6.3. If \( 0 \in A \), then \( g \in E_b \) (is defined in corollary 5.5) where \( E_b \) has the property that \( E_b = \cup_{n=1}^{\infty} E_{b,n} \) is of first (Baire) category in \( (\mathcal{F}, d) \).
7. Dynamical properties of the NSE in $E_b$

This section is devoted to getting a new estimate for solutions in the global attractor with the norm $|·|_{E_b}$ in the strip $\mathcal{S}(\delta)$, where

$$\mathcal{S}(\delta) := \{ \zeta \in \mathbb{C} : |\Im(\zeta)| < \delta \}. \quad (7.1)$$

First, for the nonlinear term $B(·, ·)$ we need the following estimate.

**Lemma 7.1.** If $u \in E_b$, then $B(u, u) \in E_b$ and

$$|E_b B(u, u)| \leq \frac{C A L}{k_0^{2b} \ln 2} \left( |A^{\ln 2} u|^{1/2} |A^{1+b \ln 2} u|^{1/2} |A^{1/2} E^b u| \right. \right.$$  
$$+ \left. |A^{1/2+2b \ln 2} u|^{1/2} |A^{3/2+2b \ln 2} u|^{1/2} |E^b u| \right), \quad (7.2)$$

where

$$c_3 = e^{b \ln 2} (1 + e)^{2b \ln 2}. \quad (7.3)$$

**Proof.** By definition, for any $w \in E_b$, we have

$$I := (E_b B(u, u), w) = (B(u, u), E_b w)$$

$$= L^2 \sum_{h, j, k \in \mathbb{Z}^2 \setminus \{0\}} (\hat{u}(h) \cdot j)(\hat{u}(j) \cdot \hat{w}(k)) e^{b \ln(|h| e)})^2$$

$$= L^2 \sum_{h, j, k \in \mathbb{Z}^2 \setminus \{0\}} \cdots + L^2 \sum_{h, j, k \in \mathbb{Z}^2 \setminus \{0\}} \cdots$$

$$|h| \leq |j| \quad |h| > |j|$$

$$=: I_1 + I_2.$$

For $I_1$, it is easy to check that $\psi(x) = [\ln(c+x)]^2 - [\ln(d+x)]^2$ is decreasing for $e \leq d < c$ so that

$$e^{b \ln(|h| e)})^2 - b \ln(|h| e)})^2 \leq e^{b \ln(|h| + e)})^2 - b \ln(|h| + e)})^2 \leq e^{b \ln(2|h| + e)})^2 - b \ln(|h| + e)})^2.$$

Moreover, since

$$\left( \ln(2|h| + e) \right)^2 - \left( \ln(|h| + e) \right)^2 = \ln \frac{2|h| + e}{|h| + e} \ln(2|h| + e)/(|h| + e) \quad \leq \ln 2 \ln(2 + 2 \ln(|h| + e)), $$

it follows that

$$I_1 = L^2 \sum_{h, j, k \in \mathbb{Z}^2 \setminus \{0\}} (\hat{u}(h) \cdot j)(\hat{u}(j) \cdot \hat{w}(k)) e^{b \ln(|h| e)})^2 - b \ln(|j| e)})^2$$

$$\leq L^2 \sum_{h, j, k \in \mathbb{Z}^2 \setminus \{0\}} (\hat{u}(h) \cdot j)(\hat{u}(j) \cdot \hat{w}(k)) e^{b \ln 2}(|h| + e)^{2b \ln 2}$$

$$\leq L^2 \sum_{h, j, k \in \mathbb{Z}^2 \setminus \{0\}} (\hat{u}(h) \cdot j)(\hat{u}(j) \cdot \hat{w}(k)) e^{b \ln 2} (1 + e)^{2b \ln 2} |h|^{2b \ln 2}$$

$$= \frac{C_3 A L}{k_0^{2b} \ln 2} \left( |A^{\ln 2} u|^{1/2} |A^{1+b \ln 2} u|^{1/2} |A^{1/2} E^b u| \right). \quad (7.4)$$

2763
By estimating $I_2$ in the same way, just replacing the right-hand side of the first equality of (7.4) by

$$L^2 \sum_{h, j, k \in \mathbb{Z} \setminus \{0\}, \ h+j+k=0, \ |j| \leq |h|} (\hat{E}(h) \cdot j)(\hat{G}(j) \cdot \hat{w}(k))e^{b \ln(|k|+\varepsilon)^2 - b \ln(|h|+\varepsilon)^2}, \tag{7.5}$$

we obtain

$$I_2 \leq \frac{C_3 A}{k_0^{2/3}} |A^{1/2+b \ln 2} u|^{1/2} |A^{3/2+b \ln 2} u|^{1/2} |E^h u||w|. \tag{7.6}$$

Since (7.4) and (7.6) are true for arbitrary $w$, then we infer (7.2). □

Using interpolation, it is easy to obtain the following estimates on $A^\alpha u$ for any $\alpha > 0$ in the strip $S(\delta)$.

**Lemma 7.2.** Suppose $\alpha \geq 3$, and $\alpha \in [\frac{7 + \varepsilon}{2}, \frac{7 + 2\varepsilon}{2})$. Then

$$|A^\alpha u| \leq \tilde{R}_a v_0^\alpha, \tag{7.7}$$

where

$$\tilde{R}_a^2 = C(g) \beta_1^4 (6\alpha + 3\gamma) \beta_2^{-\gamma^2 + (4\alpha - 1)\gamma + 11\alpha}, \tag{7.8}$$

and $C(g), \beta_1, \beta_2$ are defined in theorem 3.2.

**Proof.** By interpolation, we have

$$|A^\alpha u| \leq |A^\frac{\gamma}{2} u|^{\gamma + 1 - 2\alpha} |A^{\frac{\gamma}{2}} u|^{2\alpha - \gamma}. \tag{7.9}$$

Using theorem 3.2, it follows that

$$|A^\alpha u|^2 \leq [C(g) \beta_1^4 \beta_2^{\gamma^2 + 2\gamma + 2(y + 1)\gamma + 2(\gamma + 1)]^{2\alpha - \gamma} v^2 k_0^{2\alpha}$$

$$= C(g) \beta_1^4 (6\alpha + 3\gamma) \beta_2^{-\gamma^2 + (4\alpha - 1)\gamma + 11\alpha} v^2 k_0^{2\alpha}$$

$$= \tilde{R}_a^2 v^2 k_0^{2\alpha}. \tag{7.10}$$

□

Using lemmas 7.1 and 7.2, we are ready to obtain an estimate of $|u|_b$ in the strip $S(\delta)$.

**Theorem 7.3.** If $0 \in A$ and if $u(t)$, $t \in \mathbb{R}$ is any solution of the NSE in $A$, then $u(t)$ satisfies

$$|u(\zeta)|_b \leq \tilde{R}_{new} v, \quad \forall \zeta \in S(\delta), \tag{7.11}$$

where $\delta = \delta_3 (\delta_3$ is defined in appendix A),

$$\tilde{R}_{new}^2 := e^{M_1 \delta v_k^2} (\frac{1}{2} c_2 \tilde{R}_1^2 + c_1 (c_1 \tilde{R}_1)^2) + M_2 (e^{M_1 \delta v_k^2} - 1), \tag{7.12}$$

and

$$M_1 := 4(c_3 c_A)^2 \tilde{R}_{new}^2 + 2\sqrt{2} c_3 c_A \tilde{R}_{new}^{2/3} + 2, \quad M_2 := \frac{2\sqrt{2} |A^{-\frac{\gamma}{2}} E^h g|^2}{(2\sqrt{2} (c_3 c_A)^2 \tilde{R}_{new}^{2/3} + 2 c_3 c_A \tilde{R}_{new}^{2/3}) v^2 k_0^{2\alpha}}. \tag{7.13}$$
**Proof.** It is shown in remark 7.3 in [7] that if \( 0 \in A \), then there exists a constant \( \beta_1 \) such that
\[
u(t_0) \in C_0(\ln \beta_1), \quad \forall t_0 \in \mathbb{R}.
\]
(7.14)
Applying corollary 5.4 and proposition 5.3, we obtain that
\[
u(t_0) \in \mathcal{E}_0(\ln \beta_1)^{-1},
\]
(7.15)
and
\[
|E^b u(t_0)|^2 \leq \frac{4}{3} c_2 |u|^2 + c_3^2 (c_1 |A^\frac{1}{2} u|)^2 v^2 |\kappa_0^2|^{-2}
\]
(7.16)
where
\[
c_2 := c(\epsilon)_{\epsilon=1} = e^{2h(\ln(c^2+\epsilon))}.
\]
(7.17)
Taking the inner product of (2.8) with \( E^{2h} u \) we obtain
\[
\frac{1}{2} \frac{d}{d\rho} |E^b u(t_0 + \rho e^{i\theta})|^2 + \nu \cos \theta |A|^{1/2} E^b u|^2 \leq |A^{\frac{1}{2}} E^b u||A^{-\frac{1}{2}} E^b g| + |(E^b B(u, u), E^b u)|,
\]
where \( \theta \in [-\pi/4, \pi/4] \). Using lemma 7.1, we have that
\[
\frac{1}{2} \frac{d}{d\rho} |E^b u(t_0 + \rho e^{i\theta})|^2 + \nu \cos \theta |A|^{1/2} E^b u|^2 \leq \frac{c_3 A}{k_0^{2b in \frac{2}{2}}} |A^{\frac{1}{2}}E^b u|^2 \|A^{\frac{1}{2}} E^b u||E^b u|^2
\]
\[
+ \frac{c_3 A}{k_0^{2b in \frac{2}{2}}} |A^{\frac{1}{2}}E^b u|^2 |A^{\frac{1}{2}} E^b u||E^b u|^2 \|A^{\frac{1}{2}} E^b u||E^b u|^2
\]
\[
\leq \eta_1 + \eta_2 |E^b u|^2,
\]
where
\[
\eta_1 = \frac{2 \sqrt{2}}{\nu} |A^{-\frac{1}{2}} E^b g|^2,
\]
(7.18)
and
\[
\tilde{\eta}_2 := \frac{2 \sqrt{2}}{\nu} \left( \frac{c_3 A}{k_0^{2b in \frac{2}{2}}} \right)^2 |A^{\frac{1}{2}}E^b u|^2 \|A^{\frac{1}{2}} E^b u||E^b u|^2
\]
\[
+ \frac{2c_3 A}{k_0^{2b in \frac{2}{2}}} |A^{\frac{1}{2}}E^b u|^2 |A^{\frac{1}{2}} E^b u||E^b u|^2 \|A^{\frac{1}{2}} E^b u||E^b u|^2.
\]
For \( \tilde{\eta}_2 \), applying the Poincaré inequality and lemma 7.2, we have the following estimate:
\[
\tilde{\eta}_2 \leq \frac{2 \sqrt{2}}{\nu} \left( \frac{c_3 A}{k_0^{2b in \frac{2}{2}}} \right)^2 \left( \frac{1}{k_0} \|A^{\frac{1}{2}}E^b u|^2 \right) + \frac{2c_3 A}{k_0^{2b in \frac{2}{2}}} \left( \frac{1}{k_0} \right) |A^{\frac{1}{2}} E^b u|^2
\]
(7.19)
\[
\leq \frac{2 \sqrt{2}}{\nu} \left( \frac{c_3 A}{k_0^{2b in \frac{2}{2}}} \right)^2 \left( \frac{1}{k_0} \|A^{\frac{1}{2}}E^b u|^2 \right) + \frac{2c_3 A}{k_0^{2b in \frac{2}{2}}} \left( \frac{1}{k_0} \right) \tilde{R}_{\tau+2b ln^2} \tilde{R}_{\tau+2b ln^2} \kappa_0^2 \kappa_0^2
\]
\[
= \left[ 2 \sqrt{2} (c_3 A)^2 \tilde{R}_{\tau+2b ln^2} + 2c_3 A \tilde{R}_{\tau+2b ln^2} \right] \kappa_0^2 \kappa_0^2 \eta_2,
\]
where \( \tilde{R}_{\tau+2b ln^2} \) is defined as in (7.8).
Then we have
\[ \frac{d}{d\rho} |E^b u(t_0 + \rho e^{i\theta})|^2 \leq \eta_1 + \eta_2 |E^b u|^2. \]  
(7.20)

It follows from Gronwall’s inequality that
\[ |E^b u(t_0 + \rho e^{i\theta})|^2 \leq e^{\sqrt{2} \delta_0} |E^b u(t_0)|^2 + \frac{\eta_1}{\eta_2} (e^{\sqrt{2} \delta_0^2} - 1). \]  
(7.21)

Plugging (7.16), (7.18), (7.19) into (7.21), we obtain that
\[ |E^b u(t_0 + \rho e^{i\theta})|^2 \leq e^{M_1 \delta_0} \left[ \frac{4}{3} c_2 \tilde{R}_i^2 + c_0 (c_1 \tilde{R}_i)^2 v^2 + M_2 (e^{M_1 \delta_0^2} - 1) \right] v^2 = \tilde{R}_{\text{new}} v^2, \]

where \( \tilde{R}_{\text{new}} \) is defined in (7.11). Since \( t_0 \in \mathbb{R} \) and \( \theta \in [-\pi/4, \pi/4] \) are arbitrary, it follows that (7.10) holds for all \( \zeta \in S(\delta) \).

These are only \textit{a priori} estimates. Using a Galerkin approximation on a countable system of time intervals which exhausts the real time axis, it can be shown that they are also valid for any solution in \( A \).

\[ \square \]

8. An explicit criterion

In section 6, we found that generically 0 is not in the attractor \( A \) since if \( 0 \in A \), then \( g \) must be in the set \( E_b \) which is of first category (see theorem 6.3). One immediately asks the following question: if \( g \in E_b \), will \( 0 \in A \)? We partially answer this question by presenting a concrete criterion that is both sufficient and necessary for \( 0 \in A \).

To present our result, we need some preparation. First, theorem 7.3 tells us we can choose \( \delta > 0 \) and \( M > 0 \), such that for every \( u_0 \in A \), \( S(t)u_0 \) is extendable to a holomorphic function on \( S(\delta) = \{ z \in \mathbb{C} : |z| < \delta \} \) with values in \( E_b \), and \( |S(t)u_0|_b \leq M \) for all \( t \in S(\delta) \).

Let \( u_0 = 0 \in A \); let \( u(t) = S(t)u_0 \) be the solution of the NSE; we use the conformal mapping (see [10])
\[ \phi : S(\delta) \to \Delta = \{ T \in \mathbb{C} : |T| < 1 \} \]
defined by the following formula:
\[ T = \phi(t) = \frac{\exp(\pi t/2\delta) - 1}{\exp(\pi t/2\delta) + 1}, \quad t \in S(\delta) \]

with inverse given by
\[ t = \phi^{-1}(T) = \frac{2\delta}{\pi} [\log(1 + T) - \log(1 - T)]. \]

The function \( U(T) = u(t) \) satisfies the ODE
\[ \frac{dU}{dT} = \delta_0 \psi(T) [g - vAU - B(U, U)], \quad T \in \Delta \]  
(8.1)

with initial value
\[ U(0) = u_0, \]

where
\[ \psi(T) = \frac{1}{2} \left( \frac{1}{1 + T} + \frac{1}{1 - T} \right) = \frac{1}{1 - T^2} \]

and \( \delta_0 = 4\delta/\pi \).
By the analyticity of the function \( U(T) \), we may express it in a Taylor series
\[
U(T) = U_0 + U_1 T + U_2 T^2 + \cdots.
\] (8.2)
Note that \( U_0 = u_0 \). The convergence radius of the series (8.2) is at least 1 if \( u_0 \in A \), and it may be less than 1 if \( u_0 \notin A \).

Combining the series expansion form (8.2) for \( U(T) \) and the ODE (8.1), we obtain
\[
\frac{d}{dT} \left( \infty \sum_{n=0}^{\infty} U_n T^n \right) = \delta_0 g - \nu A \infty \sum_{n=0}^{\infty} U_n T^n - \infty \sum_{n=0}^{\infty} \sum_{h+k=n} B(U_h, U_k)
\]
from which we obtain the following criterion for \( 0 \in A \):

**Theorem 8.1.** \( 0 \in A \) if and only if the Taylor series
\[
\infty \sum_{n=0}^{\infty} U_n T^n, \quad T \in \Delta
\] (8.3)
converges in \( \| \cdot \| \) for all \( T \in \Delta \) and the sum \( U(T) = \infty \sum_{n=0}^{\infty} U_n T^n \), for \( |T| < 1 \), satisfies an estimate \( |U(T)|_b \leq M \), for some \( M > 0 \), where \( U_n \) are computed recursively according to
\[
U_0 = 0, \quad U_1 = \delta_0 g, \quad U_2 = -\frac{\nu \delta_0^2}{2} A g
\] and for \( n \geq 2 
\[
U_{n+1} = \frac{n}{n+1} U_{n-1} - \frac{\nu \delta_0}{n+1} A U_n - \frac{\delta_0}{n+1} \sum_{h+k=n} B(U_k, U_h),
\] (8.4)

**Remark 8.2.** Several remarks are in order.
(1) Note that all the \( U_n \)'s defined in the theorem 8.1 depend only on \( g \).
(2) The application of the criterion given in theorem 8.1 does not seem to be an easy task in general. We illustrate its use in the next section in the special case of forcing a single eigenvector of \( A \).

**9. The case of Kolmogorov forcing**

We now use the criterion given in theorem 8.1 to show that if the force \( g \neq 0 \) is an eigenvector of the Stokes operator \( A \), with corresponding eigenvalue \( \lambda > 0 \), then \( 0 \) cannot be in \( A \).

If \( 0 \in A \), where \( Ag = \lambda g \), then noting that (by theorem B.1 in appendix B)
\[
B(g, g) = 0,
\] (9.1)
the following lemma immediately follows from the recursive relation (8.4) given in theorem 8.1.

**Lemma 9.1.** For the coefficients \( U_n \), we have
\[
U_n = p_n(\lambda) g, \quad n = 1, 2, 3, \ldots,
\]
where \( p_n(\cdot) \) are polynomials satisfying the following relations:
\[
p_1(\lambda) = \delta_0, \quad (9.2)
\]
\[
p_2(\lambda) = -\frac{\nu \lambda}{2}\delta_0^2, \quad (9.3)
\]
\[
p_{N+1}(\lambda) = \frac{N-1}{N+1} p_{N-1}(\lambda) - \frac{\nu \delta_0 \lambda}{N+1} p_N(\lambda), \quad N = 2, 3, \ldots.
\] (9.4)
**Proof.** By theorem 8.1, we can obtain (9.2) and (9.3) easily. Assume by induction that $U_n = p_n(\lambda)g$ is valid for all $n \leq N$, where $N \geq 2$. Then by (8.4),

$$(N + 1)U_{N+1} = (N - 1)U_{N-1} - v\delta_0 AU_N - \delta_0 \sum_{h+k=N} B(U_h, U_k)$$

$$= (N - 1)p_{N-1}(\lambda)g - v\delta_0 \lambda p_N(\lambda)g - \delta_0 \sum_{h+k=N} p_h(\lambda)p_k(\lambda)B(g, g)$$

$$= (N - 1)p_{N-1}(\lambda)g - v\delta_0 \lambda p_N(\lambda)g.$$

Therefore,

$$U_{N+1} = p_{N+1}(\lambda)g,$$

where,

$$p_{N+1}(\lambda) = \frac{N - 1}{N + 1} p_{N-1}(\lambda) - \frac{v\delta_0 \lambda}{N + 1} p_N(\lambda).$$

The proof is completed by the induction hypothesis. □

From the above lemma and theorem 8.1, we conclude that if $0 \in \mathcal{A}$, then the solution $u(t)$ is of a special form, namely, $u(t) = \phi(t)g$, where $\phi(t)$ is a bounded real-valued function on $\mathbb{R}$. Clearly the function $\phi(t)$ must satisfy the following ODE:

$$\frac{d\phi}{dt} + v\lambda \phi = 1,$$

from which it follows that

$$\phi(t) = \frac{1}{v\lambda} + \left(\phi(0) - \frac{1}{v\lambda}\right) e^{-v\lambda t}.$$

Boundedness of the solution $u(t)$ for all negative time implies that $\phi(0) = \frac{1}{v\lambda}$, and hence $u(t) \equiv \frac{\delta_0}{v\lambda}$. This contradicts $u(0) = \phi(0)g = 0$. Therefore, in this case, using the criterion and dynamics analysis, we obtain that 0 is not in $\mathcal{A}$.
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**Appendix A**

The bounds in theorem 3.2 are found recursively in [7], starting with

$$\tilde{R}_1 = \sqrt{2}G, \quad \tilde{R}_2 = \left(\frac{3(\sqrt{2} \cdot 16 \cdot 24^6 c_1 L)^{2/3}}{4(2c_1^2 + c_A)^{4/3}} G^6 + 4R_2^2\right)^{1/2}, \quad \tilde{R}_3 = \frac{4N_2^{1/3}}{vK_0\delta_2^2},$$

where

$$R_2 = 2137c_1^6 G^3, \quad N_2 = R_2^2 + \frac{2\delta_2\tilde{R}_2^2}{vK_0\delta_1} + 16(2c_1^2 + c_A)^2 vK_0\delta_2 \tilde{R}_1 \tilde{R}_2^2.$$
\[ \delta_2 = \min \left\{ \delta_1, 16^{-1} \left[ (2c_L^2 + c_A)^4 \tilde{R}_1^4 \left( \frac{\nu k_0^2}{8 \delta_1} \right)^{\frac{1}{4}} + (2c_L^2 + c_A)^4 (v k_0^2)^2 \tilde{R}_1^2 \tilde{R}_2^2 \right]^{\frac{1}{2}} \right\}, \quad \delta_1 = \frac{\delta_2}{2}. \]

The other constants are given by
\[ C(g) = C_1 C_2 \tilde{R}_3^3 \beta_2^{-19/2}, \quad \beta_1 = e^{2 \sqrt{2} \nu k_0^2 C_1 b}, \]
\[ \beta_2 = \max \left\{ \frac{72 \sqrt{2}}{\pi^2}, c_A^2 \tilde{R}_1 \tilde{R}_2 \right\}, \quad \beta_3 = \max \left\{ \frac{1024 \sqrt{2}}{\pi^2}, c_A^3 \tilde{R}_1 \tilde{R}_2 \right\}, \quad b = \frac{1}{96 \ln \beta_3}, \]
where
\[ C_1 := \prod_{\gamma = 3}^{\infty} (1 + \epsilon_\gamma), \quad C_2 := 3^3 2^{-7} e_A^2 \tilde{R}_1^2 \prod_{\gamma = 3}^{\infty} (1 + \eta_\gamma), \]
\[ C_3 := 4 \left( 2 e_A^2 \tilde{R}_1 \tilde{R}_2 + 2 e_A \sqrt{\tilde{R}_1 \tilde{R}_3} \right), \]
\[ \epsilon_\gamma = \frac{1}{2 \sqrt{2} \gamma_0 \nu k_0^2} + \frac{\sqrt{2}}{\Gamma_0^2 k_0^2 \delta_0^2} + \frac{\pi^2}{72 \nu^2 k_0^2 \delta_0^2}, \quad \eta_\gamma = \frac{\sqrt{\tilde{R}_1 \tilde{R}_3}}{2^{y+2} e_A \tilde{R}_1 \tilde{R}_2}, \]
and
\[ \Gamma_\gamma := 2 e_A^2 \tilde{R}_1 \tilde{R}_2 \left( 2^{y+2} e_A \tilde{R}_1 \tilde{R}_2 + \sqrt{\tilde{R}_1 \tilde{R}_3} \right). \]

**Appendix B**

**Theorem B.1.** If \( Ag = \lambda g \), then
\[ B(g, g) = 0. \]

**Proof.** In appendix A of [5], it was shown that
\[ (B(Au, u), v) = (B(v, u), Au), \quad \text{for } u, v \in D(A). \] (B.1)
Now, if \( Ag = \lambda g \), then clearly \( g \in D(A) \), and thus by (B.1)
\[ \lambda(B(g, g), v) = (B(Ag, g), v) = (B(v, g), Ag) = \lambda(B(v, g), g). \]
Using the well-known fact that \( (B(v, g), g) = 0 \), we get \( B(g, g), v) = 0 \), for all \( v \in D(A) \). Since \( D(A) \) is dense in \( H \), we have \( B(g, g) = 0 \). \( \square \)

**Appendix C**

We recall that if a bounded open set \( \Omega \) has the strong local Lipschitz property, then any element \( \phi \in H^2(\Omega) = W^{2,2}(\Omega) \) coincides almost everywhere in \( \Omega \) with a function \( \tilde{\phi} \in C(\Omega) \) (see theorem 5.4, Part II on page 98 in the book [14]).

In case \( \Omega = [0, L]^2 \), it is obvious that \( \Omega \) has a locally Lipschitz boundary, hence it has the strong local Lipschitz property (see page 66 in [14] for the definition of strong local Lipschitz property and the remark on page 67 immediately after the definition). Therefore, the following
definition is consistent: $\phi$ is periodic in $x_1, x_2$ (with period $L > 0$), if $\tilde{\phi}$ is periodic in $x_1, x_2$ (with period $L > 0$), i.e.

$$
\tilde{\phi}(0, x_2) = \tilde{\phi}(L, x_2), \quad \forall \ x_2 \in [0, L],
$$

$$
\tilde{\phi}(x_1, 0) = \tilde{\phi}(x_1, L), \quad \forall \ x_1 \in [0, L].
$$

We can now define the domain $D(A)$ of the Stokes operator $A$ as the set of the vector-valued functions $u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \in H^2(\Omega)^2$ satisfying the following conditions:

(i) $\tilde{u}_1, \tilde{u}_2$ are periodic in $x_1, x_2$ with period $L$;

(ii) $\int_{\Omega} u_j \, dx_1 \, dx_2 = \int_{\Omega} \tilde{u}_j \, dx_1 \, dx_2 = 0, \forall \ j = 1, 2$;

(iii) $u$ is divergence-free in $\Omega$, i.e.

$$
\frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} = 0, \quad \text{in } \Omega,
$$

where the partial derivatives are in the weak sense. (Actually these derivatives are classical almost everywhere in $\Omega$. See theorem 2.1.4, page 44 in [15], and use the well-known Fubini theorem).
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