Joint 2D SSA with GSVD and binary linear programming based image super-resolution
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Abstract—This paper proposes a joint two dimensional (2D) singular spectrum analysis (SSA) with the generalized singular value decomposition (GSVD) and the binary linear programming based method for performing the super-resolution. For a given low resolution image, first both the upsampling operation and a lowpass filtering are applied on each column of the image to obtain an enlarged image. Second, apply the 2D Hankelization to both the low resolution image and the enlarged image to obtain their corresponding trajectory matrices. Third, both the GSVD and the 2D de-Hankelization are applied to these two trajectory matrices to obtain their corresponding sets of the de-Hankelized 2D SSA components. Here, it is proved that the exact perfect reconstruction is achieved. In order to enhance the high frequency contents of the enlarged image, the selection of the de-Hankelized 2D SSA components is formulated as a binary linear programming problem. Computer numerical simulation results show that the proposed method outperforms the state-of-the-art methods.
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1. Introduction
Super-resolution images are the high resolution images constructed using the low resolution images [1]. The low resolution images are usually obtained due to the limitations of the acquisition hardware [1]. In this case, the acquisition process can be modeled by the downsampling operation [2]. Since the downsampling operation results to the lost of the information and the occurrence of the aliasing, in general the downsampling operation is irreversible [3]. Hence, it is very challenges to reconstruct the high resolution images using these low resolution images. However, if the reconstruction error is suppressed, then the details of the images can be seen more clearly. This result is very useful to the image forensics and medical diagnosis [4].

To address the above difficulty, the low resolution images are first upsampled. Then, the upsampled images are processed via the lowpass interpolation filters [5]. Since the upsampling operation and the lowpass filtering are the linear operators, the obtained performances are limited by these linear operators. On the other hand, the deep learning approach [6] is proposed. Although the deep learning approach is a kind of nonlinear methods, the required computational power is very high.

The outline of this paper is as follows. Section 2 presents our proposed method based on the joint 2D SSA with the GSVD and binary linear programming. Section 3 presents the computer numerical simulation results. Finally, a conclusion is drawn in Section 4.

2. Method
This paper aims to perform a nonlinear and adaptive post processing to the upsampled and filtered images to reduce the reconstruction error. The research work is designed as follows. First, the trajectory matrix is constructed via the 2D Hankelization [7]. The details are discussed in Section 2.1. Second, the GSVD [8] is employed to decompose the trajectory matrices to obtain the 2D SSA components of both the low resolution images as well as the corresponding upsampled and filtered images. The details are discussed in Section 2.2. Third, the 2D SSA components are selected via a binary linear programming approach [9]. The details are discussed in Section 2.4. Finally, the post processing images are obtained via the 2D de-Hankelization. The details are discussed in Section 2.3.

2.1. 2D Hankelization
Let a low resolution image be \( Y \) and the size of \( Y \) be \( \tilde{L}_1 \times \tilde{L}_2 \). That is, \( Y \in \mathbb{R}^{\tilde{L}_1 \times \tilde{L}_2} \). First, \( Y \) is divided into some blocks. Let the sizes of these blocks be \( L_1 \times L_2 \). Here, it is assumed that \( \tilde{L}_1 \) is an integer multiple of \( L_1 \) and \( \tilde{L}_2 \) is an integer multiple of \( L_2 \). That is, \( \frac{\tilde{L}_1}{L_1} \) and \( \frac{\tilde{L}_2}{L_2} \) are positive integers. These blocks are taken from \( Y \) by shifting one pixel horizontally and \( L_i \) pixels vertically. Let the \( (m,n) \)th block of \( Y \) be \( Y_{m,n} \) for \( m = 1, \ldots, \frac{\tilde{L}_1}{L_1} \) and for \( n = 1, \ldots, \frac{\tilde{L}_2}{L_2} + 1 \). Obviously, \( Y_{m,n} \in \mathbb{R}^{L_1 \times L_2} \) for
for \( n = 1, \ldots, \tilde{L} - L + 1 \). Let the \( j \)th column of \( \mathbf{Y}_{m,n} \) be \( \mathbf{y}_{m,n+l-1} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \), for \( n = 1, \ldots, \tilde{L} - L + 1 \) and for \( l = 1, \ldots, L \). Obviously, \( \mathbf{y}_{m,n+l} \in \mathbb{R}^{L} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( l = 1, \ldots, \tilde{L} \) as well as \( \mathbf{Y}_{m,n} = [\mathbf{y}_{m,n} \ \cdots \ \mathbf{y}_{m,n+L-1}] \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Then, we have

\[
\mathbf{Y} = \begin{bmatrix}
\mathbf{y}_{1,1} & \cdots & \mathbf{y}_{1,L-1} \\
\vdots & \ddots & \vdots \\
\mathbf{y}_{L-1,1} & \cdots & \mathbf{y}_{L-1,L-1}
\end{bmatrix}
\]

To construct the trajectory matrix, first it is required to perform the vectorization on \( \mathbf{Y}_{m,n} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Let the obtained vectors be \( \tilde{\mathbf{y}}_{m,n} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). That is, \( \tilde{\mathbf{y}}_{m,n} = [\mathbf{y}_{m,n}^{T} \ \cdots \ \mathbf{y}_{m,n+L-2}^{T}] \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Here, the superscript “*T” denotes the transposition operator. Obviously, \( \tilde{\mathbf{y}}_{m,n} \in \mathbb{R}^{L \times L} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Define

\[
\overline{\mathbf{y}}_{m,n} = [\tilde{\mathbf{y}}_{m,1} \ \cdots \ \tilde{\mathbf{y}}_{m,L-1}]
\]

for \( m = 1, \ldots, \frac{\tilde{L}}{L} \). Obviously, \( \overline{\mathbf{y}}_{m,n} \in \mathbb{R}^{L \times (L - 1)} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \). Let the trajectory matrix be \( \tilde{\mathbf{Y}} \). Now, the trajectory matrix is constructed by putting \( \overline{\mathbf{y}}_{m} \) horizontally for \( m = 1, \ldots, \frac{\tilde{L}}{L} \). That is,

\[
\tilde{\mathbf{Y}} = \begin{bmatrix}
\overline{\mathbf{y}}_{1} & \cdots & \overline{\mathbf{y}}_{\frac{\tilde{L}}{L}}
\end{bmatrix}
\]

Obviously, \( \tilde{\mathbf{Y}} \in \mathbb{R}^{L \times (L - 1) \times \frac{\tilde{L}}{L}} \).

Let the upsampled and filtered image be \( \mathbf{Z} \) and the upsampling ratio be \( S \). It is assumed that \( S > 1 \) as well as both \( SL_{x} \) and \( SL_{y} \) are integers, but \( S \) is not necessary to be an integer. Obviously, the size of \( \mathbf{Z} \) is \( SL_{x} \times L_{z} \). That is, \( \mathbf{Z} \in \mathbb{R}^{SL_{x} \times L_{z}} \). Similarly, \( \mathbf{Z} \) is also divided into some blocks. Denote the sizes of these blocks as \( SL_{x} \times L_{z} \). Similarly to \( \mathbf{Y} \), the blocks are taken from \( \mathbf{Z} \) by shifting one pixel horizontally but \( SL_{y} \) pixels vertically. Let the \((m,n)\)th block of \( \mathbf{Z} \) be \( \mathbf{Z}_{m,n} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Obviously, \( \mathbf{Z}_{m,n} \in \mathbb{R}^{SL_{x} \times L_{z}} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Let the \( i \)th column of \( \mathbf{Z}_{m,n} \) be \( \mathbf{z}_{m,n+i-1} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \), for \( n = 1, \ldots, \tilde{L} - L + 1 \) and for \( i = 1, \ldots, L \). Obviously, \( \mathbf{z}_{m,n+i} \in \mathbb{R}^{L} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( i = 1, \ldots, \tilde{L} \). Also, \( \mathbf{Z}_{m,n} = [\mathbf{z}_{m,n} \ \cdots \ \mathbf{z}_{m,n+L-1}] \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Then, we have

\[
\mathbf{Z} = \begin{bmatrix}
\mathbf{z}_{1,1} & \cdots & \mathbf{z}_{1,L-1} \\
\vdots & \ddots & \vdots \\
\mathbf{z}_{L-1,1} & \cdots & \mathbf{z}_{L-1,L-1}
\end{bmatrix}
\]

Similarly, the vectorization on \( \mathbf{Z}_{m,n} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \) is performed. Let the obtained vectors be \( \tilde{\mathbf{z}}_{m,n} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). That is, \( \tilde{\mathbf{z}}_{m,n} = [\mathbf{z}_{m,n}^{T} \ \cdots \ \mathbf{z}_{m,n+L-2}^{T}] \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Obviously, \( \tilde{\mathbf{z}}_{m,n} \in \mathbb{R}^{L \times L} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \) and for \( n = 1, \ldots, \tilde{L} - L + 1 \). Define

\[
\overline{\mathbf{z}}_{m,n} = [\tilde{\mathbf{z}}_{m,1} \ \cdots \ \tilde{\mathbf{z}}_{m,L-1}]
\]

for \( m = 1, \ldots, \frac{\tilde{L}}{L} \). Obviously, \( \overline{\mathbf{z}}_{m,n} \in \mathbb{R}^{L \times (L - 1)} \) for \( m = 1, \ldots, \frac{\tilde{L}}{L} \). Let the trajectory matrix be \( \tilde{\mathbf{Z}} \). Now, the trajectory matrix is constructed by putting \( \overline{\mathbf{z}}_{m} \) horizontally for \( m = 1, \ldots, \frac{\tilde{L}}{L} \). That is,

\[
\tilde{\mathbf{Z}} = \begin{bmatrix}
\overline{\mathbf{z}}_{1} & \cdots & \overline{\mathbf{z}}_{\frac{\tilde{L}}{L}}
\end{bmatrix}
\]

Obviously, \( \tilde{\mathbf{Z}} \in \mathbb{R}^{L \times (L - 1) \times \frac{\tilde{L}}{L}} \).

2.2. GSVD

Instead of performing the singular value decomposition (SVDs) of \( \tilde{\mathbf{Y}} \) and \( \tilde{\mathbf{Z}} \) individually, this paper proposes to perform the GSVD on both \( \tilde{\mathbf{Y}} \) and \( \tilde{\mathbf{Z}} \) simultaneously. In particular, denote the superscript “*H” as the conjugate transposition operator. Let \( \mathbf{I}_{a} \) be the \( a \times a \) identity matrix as well as \( \mathbf{U} \) and \( \mathbf{V} \) be the \( L_{x} \times L_{y} \) unitary matrix and the \( SL_{x} \times SL_{y} \) unitary matrix, respectively.
Obviously, \( U \in C^{l_1 \times d_{i_1} d_{i_2}} \) and \( V \in C^{s_{i_1} \times d_{i_1} d_{i_2}} \). That is, 
\[ U^{HH} = U^H U = I_{d_{i_1} d_{i_2}} \quad \text{and} \quad V^{HH} = V^H V = I_{s_{i_1} d_{i_2}} \].

Let 
\[ \text{rank}(\bar{Y}) = r_1 \leq \min \left( L_1 L_2, \frac{L_1}{L_1} (L_2 - L_1 + 1) \right) \]
and 
\[ \text{rank}(\bar{Z}) = r_2 \leq \min \left( S_1 L_2, \frac{L_1}{L_1} (L_2 - L_1 + 1) \right) \]
as well as \( r_1 = r_1 + r_2 \). Here, \( \text{rank}(A) \) refers to the total number of the independent rows or the total number of the independent columns of \( A \). Also, \( \min(a, b) \) refers to the minimum value of \( a \) and \( b \). Moreover, \( \text{diag}(a) \) denotes the square diagonal matrix with its diagonal elements being the elements of \( a \). Define two non-negative vectors \( c \in \mathbb{R}^s \) and \( s \in \mathbb{R}^r \). That is, \( c \geq 0 \_s \) and \( s \geq 0 \_r \). Let 
\[ \bar{C} = \begin{bmatrix} 0_{(L_2 - r_2) \times (r_2 - r_2)} & 0_{(L_2 - r_2) \times r_2} \\ c_1 & \cdots & c_r \end{bmatrix} \in \mathbb{R}^{L_2 \times r_2} \]
and 
\[ \bar{S} = \begin{bmatrix} \text{diag}(s) & 0_{s \times (r_2 - r_2)} \\ 0_{s \times (L_2 - r_2)} & 0_{s \times (L_2 - r_2)} \end{bmatrix} \in \mathbb{R}^{s \times L_2} \]
as well as \( X \in C^{L_2 \times r_2} \). Then, we have \( \bar{Y} = U \bar{C} X^H \), \( \bar{Z} = V \bar{S} X^H \) and \( \bar{C}^H \bar{C} + \bar{S}^H \bar{S} = I_{r_2} \). Let the columns of \( U \) be \( U_l \) for \( l = 1, \ldots, L_1 \) and the columns of \( V \) be \( V_l \) for \( l = 1, \ldots, S_1 \). Also, let \( c = [c_1 \ldots c_r]^T \) and 
\[ s = [s_1 \ldots s_r]^T \] as well as the column of \( X \) be \( X_l \) for \( l = 1, \ldots, r_2 \). Define the Hankelized 2D SSA components as 
\[ \tilde{Y}_l = [\tilde{Y}_{l,1} \tilde{Y}_{l,2} \cdots \tilde{Y}_{l,r_2}] \]
and 
\[ \tilde{Z}_l = [\tilde{Z}_{l,1} \tilde{Z}_{l,2} \cdots \tilde{Z}_{l,r_2}] \] for \( l = 1, \ldots, r_2 \). Obviously, \( \tilde{Y}_l \in \mathbb{R}^{L_{l,1} \times (L_{l,1} - r_2 + 1)} \) for \( l = 1, \ldots, r_1 \) and \( \tilde{Z}_l \in \mathbb{R}^{S_{l,1} \times (S_{l,1} - r_2 + 1)} \) for \( l = 1, \ldots, r_2 \).

It is worth noting that the right decomposition matrices obtained via applying the GSVD to both \( \bar{Y} \) and \( \bar{Z} \) are \( X \). Hence, the Hankelized 2D SSA components of both \( \bar{Y} \) and \( \bar{Z} \) would be similar to each other. As a result, the super-resolution image would be close to the original image.

2.3. 2D de-Hankelization

Now, \( \tilde{Y}_l \) for \( l = 1, \ldots, r_2 \) is divided into \( \frac{L_1}{L_1} \) blocks horizontally. Let the \( m \)th block of \( \tilde{Y}_l \) be \( \tilde{Y}_{l,m} \) for \( l = 1, \ldots, r_2 \) and for \( m = 1, \ldots, \frac{L_1}{L_1} \). That is, 
\[ \tilde{Y}_l = \begin{bmatrix} \tilde{Y}_{l,1} & \cdots & \tilde{Y}_{l,r_2} \end{bmatrix} \] for \( l = 1, \ldots, r_2 \). Obviously, 
\[ \tilde{Y}_{l,m} \in \mathbb{R}^{L_{l,1} \times (L_{l,1} - r_2 + 1)} \] for \( l = 1, \ldots, r_2 \) and for \( m = 1, \ldots, \frac{L_1}{L_1} \).

Likewise, \( \tilde{Z}_l \) for \( l = 1, \ldots, r_2 \) is divided into \( \frac{L_1}{L_1} \) blocks horizontally. Let the \( m \)th block of \( \tilde{Z}_l \) be \( \tilde{Z}_{l,m} \) for \( l = 1, \ldots, r_2 \) and for \( m = 1, \ldots, \frac{L_1}{L_1} \). Obviously, 
\[ \tilde{Z}_{l,m} = \begin{bmatrix} \tilde{Z}_{l,m,1} & \cdots & \tilde{Z}_{l,m,r_2} \end{bmatrix} \] for \( l = 1, \ldots, r_2 \) and for \( m = 1, \ldots, \frac{L_1}{L_1} \). That is, 
\[ \tilde{Z}_{l,m} \in \mathbb{R}^{S_{l,1} \times (S_{l,1} - r_2 + 1)} \] for \( l = 1, \ldots, r_2 \) and for \( m = 1, \ldots, \frac{L_1}{L_1} \).
\[ Z_i = \begin{bmatrix} \hat{Z}_{i,1} & \cdots & \hat{Z}_{i,r} \end{bmatrix} \quad \text{for} \quad l = 1, \ldots, r \]

That is, \( \hat{Z}_{i,m} \in \mathbb{R}^{S_L, L_2} \) for \( l = 1, \ldots, r \) and for \( m = 1, \ldots, \frac{L_1}{L_i} \).

Let the \( p^{\text{th}} \) column of \( \hat{Z}_{i,m} \) be \( \hat{Z}_{i,m,p} \) for \( l = 1, \ldots, r \), for \( m = 1, \ldots, \frac{L_1}{L_i} \) and for \( p = 1, \ldots, \tilde{L}_2 - \tilde{L}_2 + 1 \).

That is, \( \hat{Z}_{i,m} = \begin{bmatrix} \hat{Z}_{i,m,1} & \cdots & \hat{Z}_{i,m,r} \end{bmatrix} \) for \( l = 1, \ldots, r \) and for \( m = 1, \ldots, \frac{L_1}{L_i} \). Obviously, \( \hat{Z}_{i,m, p} \in \mathbb{R}^{S_L, L_2} \) for \( l = 1, \ldots, r \), for \( m = 1, \ldots, \frac{L_1}{L_i} \) and for \( p = 1, \ldots, \tilde{L}_2 - \tilde{L}_2 + 1 \).

Further divided into \( L_2 \) blocks vertically. Let the \( q^{\text{th}} \) block of \( \hat{Z}_{i,m, p} \) be \( \hat{Z}_{i,m,p,q} \) for \( l = 1, \ldots, r \), for \( m = 1, \ldots, \frac{L_1}{L_i} \), for \( p = 1, \ldots, \tilde{L}_2 - \tilde{L}_2 + 1 \) and for \( q = 1, \ldots, L_2 \). That is, \( \hat{Z}_{i,m,p} = \begin{bmatrix} \hat{Z}_{i,m,p,1} & \cdots & \hat{Z}_{i,m,p,r} \end{bmatrix} \) for \( l = 1, \ldots, r \), for \( m = 1, \ldots, \frac{L_1}{L_i} \) and for \( p = 1, \ldots, \tilde{L}_2 - \tilde{L}_2 + 1 \).

For \( l = 1, \ldots, r \), for \( m = 1, \ldots, \frac{L_1}{L_i} \), and for \( p = 1, \ldots, \tilde{L}_2 - \tilde{L}_2 + 1 \), \( \hat{Z}_{i,m, p} \) for \( q = 1, \ldots, L_2 \).

Similarly, the vector based 2D de-Hankelization is performed on \( \hat{Z}_{i,m, p} \) for \( l = 1, \ldots, r \) and \( m = 1, \ldots, \frac{L_1}{L_i} \).

Define

\[
\hat{Z}_{i,m,q} = \begin{cases} \frac{1}{q} \sum_{k=1}^{q} \hat{Z}_{i,m,q-k+1, k} & \text{for } 1 \leq q < L_2 \\ \frac{1}{L_2} \sum_{k=1}^{L_2} \hat{Z}_{i,m,q-k+1, k} & \text{for } L_2 \leq q < \tilde{L}_2 - \tilde{L}_2 + 1 \\ \frac{1}{\tilde{L}_2 - \tilde{L}_2 + 1} \sum_{k=1}^{\tilde{L}_2 - \tilde{L}_2 + 1} \hat{Z}_{i,m,q-k+1, k} & \text{for } \tilde{L}_2 - \tilde{L}_2 + 1 \leq q \leq \tilde{L}_2 
\end{cases}
\]

for \( l = 1, \ldots, r \), for \( m = 1, \ldots, \frac{L_1}{L_i} \) and for \( q = 1, \ldots, L_2 \).

Observe, \( \hat{Z}_{i,m,q} \in \mathbb{R}^{S_L} \) for \( l = 1, \ldots, r \), for \( m = 1, \ldots, \frac{L_1}{L_i} \) and for \( q = 1, \ldots, L_2 \). Define the de-Hankelized 2D SSA components as

\[
\hat{Y}_l = \sum_{i=1}^{n} Y_i \quad \text{and} \quad \hat{Z}_l = \sum_{i=1}^{n} Z_i
\]

It is worth noting that the diagonal averaging method guarantees the exact perfect reconstruction of the image if the conventional SVD is employed in the SSA and the blocks taken from both \( Y \) and \( Z \) are shifted by one pixel both horizontally and vertically. However, the exact perfect reconstruction condition is unknown if the GSVD is employed in the SSA as well as the blocks taken from both \( Y \) and \( Z \) are not shifted by one pixel vertically. To address these issues, we have the following results:

**Theorem 1**

\[
\hat{Y} = \sum_{i=1}^{n} Y_i \quad \text{and} \quad \hat{Z} = \sum_{i=1}^{n} Z_i
\]

**Proof:**

Since \( \hat{Y} = u_{\mathbb{C}^{n}}X^{\theta} \)

\[
= \begin{bmatrix} U_{1} & \cdots & U_{n-1} \end{bmatrix} \theta_{1, \cdots, n-1} \begin{bmatrix} X_{1}^{\theta_{1, \cdots, n-1}} \\ \vdots \\ X_{n}^{\theta_{1, \cdots, n-1}} \end{bmatrix}
\]

\[
= \begin{bmatrix} U_{1} & \cdots & U_{n-1} \end{bmatrix} \begin{bmatrix} \theta_{1, \cdots, n-1}X_{1}^{\theta_{1, \cdots, n-1}} \\ \vdots \\ \theta_{1, \cdots, n-1}X_{n}^{\theta_{1, \cdots, n-1}} \end{bmatrix}
\]

\[
= \begin{bmatrix} u_{1} & \cdots & u_{n-1} \end{bmatrix} \begin{bmatrix} X_{1}^{\theta_{1, \cdots, n-1}} \\ \vdots \\ X_{n}^{\theta_{1, \cdots, n-1}} \end{bmatrix} = \hat{Y}
\]

\[
= \begin{bmatrix} v_{1} & \cdots & v_{n} \end{bmatrix} \begin{bmatrix} X_{1}^{\theta_{1, \cdots, n}} \\ \vdots \\ X_{n}^{\theta_{1, \cdots, n}} \end{bmatrix} = \hat{Z}
\]

this completes the proof.

Theorem 1 reveals that the sum of the Hankelized 2D SSA components is equal to the trajectory matrix.

**Theorem 2**

\[
\hat{Y} = \sum_{i=1}^{n} \hat{Y}_i \quad \text{and} \quad \hat{Z} = \sum_{i=1}^{n} \hat{Z}_i
\]

**Proof:**

Since \( \hat{Y}_l = \begin{bmatrix} \hat{Y}_{l,1} & \cdots & \hat{Y}_{l,r} \end{bmatrix} \) for \( l = 1, \ldots, r \)

and for \( m = 1, \ldots, \frac{L_1}{L_i} \), as well as \( \hat{Y}_{i,m,p} = \begin{bmatrix} \hat{Y}_{i,m,p,1} & \cdots & \hat{Y}_{i,m,p,r} \end{bmatrix} \) for
for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$ and for $p = 1, \ldots, \tilde{L}_2 - L_2 + 1$.

we have $\hat{Y}_{l,m} = \begin{bmatrix} \hat{Y}_{l,m,l_1} & \ldots & \hat{Y}_{l,m,l_2-1} \\ \vdots & \ddots & \vdots \\ \hat{Y}_{l,m,l_2-1} & \ldots & \hat{Y}_{l,m,l_2-1} \end{bmatrix}$ for $l = 1, \ldots, r_f$,

and for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$. On the other hand, since $\tilde{Y} = \begin{bmatrix} \tilde{Y}_1 & \ldots & \tilde{Y}_l \\ \vdots & \ddots & \vdots \\ \tilde{Y}_l \end{bmatrix}$, we have $\bar{Y}_{m} = \frac{\tilde{L}_1}{L_1} \sum_{l=1}^{n} \tilde{Y}_{l,m}$ for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$.

Besides, since $\bar{Y}_{m} = \begin{bmatrix} Y_{m,1} & \ldots & Y_{m,l_2-1} \\ \vdots & \ddots & \vdots \\ Y_{m,l_2-1} & \ldots & Y_{m,l_2} \end{bmatrix}$ for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$, we have

$$\begin{bmatrix} Y_{m,1} & \ldots & Y_{m,l_2-1} \\ \vdots & \ddots & \vdots \\ Y_{m,l_2-1} & \ldots & Y_{m,l_2} \end{bmatrix} = \frac{\tilde{L}_1}{L_1} \sum_{l=1}^{n} \tilde{Y}_{l,m,l_2-1}$$

for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$. Moreover, as

$$\hat{Y}_{l,m,q} = \begin{cases} \frac{1}{L_2} \sum_{k=1}^{L_2} \tilde{Y}_{l,m,q} & \text{for } 1 \leq q < L_2 \\ \frac{1}{L_2 - q + 1} \sum_{k=1}^{L_2 - q + 1} \tilde{Y}_{l,m,q} & \text{for } L_2 - q + 1 \leq q \leq L_2 \end{cases}$$

for $l = 1, \ldots, r_f$, for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$ and for $q = 1, \ldots, \frac{\tilde{L}_2}{L_2}$.

Furthermore, as

$$\hat{Y} = \begin{bmatrix} \hat{Y}_{1,1} & \ldots & \hat{Y}_{1,l_2} \\ \vdots & \ddots & \vdots \\ \hat{Y}_{l_2-1,1} & \ldots & \hat{Y}_{l_2-1,l_2} \end{bmatrix} \quad \text{and} \quad \hat{Y}_{l} = \begin{bmatrix} \hat{Y}_{l,1} & \ldots & \hat{Y}_{l,l_2} \\ \vdots & \ddots & \vdots \\ \hat{Y}_{l,l_2-1} & \ldots & \hat{Y}_{l,l_2-1} \end{bmatrix}$$

for $l = 1, \ldots, r_f$, we have $\hat{Y} = \sum_{l=1}^{r_f} \hat{Y}_{l}$.

Likewise, since $\hat{Z}_{l,m} = \begin{bmatrix} \hat{Z}_{l,m,1} & \ldots & \hat{Z}_{l,m,l_2-1} \end{bmatrix}$ for $l = 1, \ldots, r_f$ and for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$ as well as

$$\hat{Z}_{l,m,p} = \begin{bmatrix} \hat{Z}_{l,m,p,1} \\ \vdots \\ \hat{Z}_{l,m,p,l_2-1} \end{bmatrix}$$

for $l = 1, \ldots, r_f$, for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$ and for $p = 1, \ldots, \tilde{L}_2 - L_2 + 1$.

we have

$$\hat{Z}_{l,m} = \begin{bmatrix} \hat{Z}_{l,m,1} & \ldots & \hat{Z}_{l,m,l_2-1} \\ \vdots & \ddots & \vdots \\ \hat{Z}_{l,m,l_2-1} & \ldots & \hat{Z}_{l,m,l_2-1} \end{bmatrix}$$

for $l = 1, \ldots, r_f$ and for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$.

On the other hand, we have $\hat{Z} = \begin{bmatrix} \hat{Z}_1 & \ldots & \hat{Z}_l \\ \vdots & \ddots & \vdots \\ \hat{Z}_l \end{bmatrix}$.

we have

$$\hat{Z}_{l,m} = \begin{bmatrix} \hat{Z}_{l,m,1} & \ldots & \hat{Z}_{l,m,l_2-1} \\ \vdots & \ddots & \vdots \\ \hat{Z}_{l,m,l_2-1} & \ldots & \hat{Z}_{l,m,l_2-1} \end{bmatrix}$$

for $l = 1, \ldots, r_f$ and for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$.

Besides, since $\hat{Z} = \begin{bmatrix} \hat{Z}_1 & \ldots & \hat{Z}_l \\ \vdots & \ddots & \vdots \\ \hat{Z}_l \end{bmatrix}$, we have

$$\hat{Z}_{l,m} = \begin{bmatrix} \hat{Z}_{l,m,1} & \ldots & \hat{Z}_{l,m,l_2-1} \\ \vdots & \ddots & \vdots \\ \hat{Z}_{l,m,l_2-1} & \ldots & \hat{Z}_{l,m,l_2-1} \end{bmatrix}$$

for $l = 1, \ldots, r_f$ and for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$.

for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$.

Moreover, as

$$\tilde{Z}_{l,m,q} = \begin{cases} \frac{1}{L_2} \sum_{k=1}^{L_2} \tilde{Z}_{l,m,q} & \text{for } 1 \leq q < L_2 \\ \frac{1}{L_2 - q + 1} \sum_{k=1}^{L_2 - q + 1} \tilde{Z}_{l,m,q} & \text{for } L_2 - q + 1 \leq q \leq L_2 \end{cases}$$

for $l = 1, \ldots, r_f$, for $m = 1, \ldots, \frac{\tilde{L}_1}{L_1}$ and for $q = 1, \ldots, \frac{\tilde{L}_2}{L_2}$.

Furthermore, as

$$Z = \begin{bmatrix} z_{1,1} & \ldots & z_{1,l_2} \\ \vdots & \ddots & \vdots \\ z_{l_2-1,1} & \ldots & z_{l_2-1,l_2} \end{bmatrix} \quad \text{and} \quad \tilde{Z} = \begin{bmatrix} \tilde{Z}_{1,1,1} & \ldots & \tilde{Z}_{1,1,l_2} \\ \vdots & \ddots & \vdots \\ \tilde{Z}_{l_2-1,1,1} & \ldots & \tilde{Z}_{l_2-1,1,l_2} \end{bmatrix}$$

for $l = 1, \ldots, r_f$, we have $Z = \sum_{l=1}^{r_f} \tilde{Z}_{l}$. This completes the proof.

Theorem 2 reveals that the sum of the de-Hankelized 2D SSA components is equal to the original image.

2.4. Selection of de-Hankelized 2D SSA components via binary linear programming
It is worth noting that the size of $Z$ is larger than that of Y, so it is difficult to define the objective function in the pixel domain to select $\hat{Z}_l$ for $l = 1, \ldots, r_2$. On the other hand, the selection of $\tilde{Z}_l$ for $l = 1, \ldots, r_2$ is performed in the frequency domain so that the high frequency contents of Z can be enhanced.

Since $\tilde{Z}_l$ for $l = 1, \ldots, r_2$ are processed in the block based manner and some spatial regions in Z contain more information than other spatial regions, the selection of $\tilde{Z}_l$ for $l = 1, \ldots, r_2$ is also performed in the block based manner. This can provide a higher flexibility for reconstructing Z.

For the conventional SSA, the de-Hankelized 2D SSA components are either selected or dropped. Hence, the selection problem is formulated as a binary programming problem. Let the $(m,n)^{th}$ block of $\tilde{Z}_l$ be $\hat{B}_{m,n,l}$ for $m = 1, \ldots, \frac{L_1}{L_l}$, for $n = 1, \ldots, \frac{L_2}{L_l}$ and for $l = 1, \ldots, r_2$.

Obviously, $\hat{B}_{m,n,l} \in \mathbb{R}^{L_1 \times L_2}$ for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $l = 1, \ldots, r_2$. Let the $(u,v)^{th}$ element of $\hat{B}_{m,n,l}$ be $\hat{B}_{m,n,l,uv}$ for $u = 1, \ldots, L_1$, for $v = 1, \ldots, L_2$, for $m = 1, \ldots, \frac{L_1}{L_l}$, for $n = 1, \ldots, \frac{L_2}{L_l}$ and for $l = 1, \ldots, r_2$. Likewise, Y is also divided into the blocks. Let the $(m,n)^{th}$ block of Y be $B_{m,n}$ for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$.

Obviously, $B_{m,n} \in \mathbb{R}^{L_1 \times L_2}$ for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$. Let the $(u,v)^{th}$ element of $B_{m,n}$ be $B_{m,n,uv}$ for $u = 1, \ldots, L_1$, for $v = 1, \ldots, L_2$, for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$. Let $b_{m,n,l}$ be the selection coefficient of $\hat{B}_{m,n,l}$ for $m = 1, \ldots, \frac{L_1}{L_l}$, for $n = 1, \ldots, \frac{L_2}{L_l}$ and for $l = 1, \ldots, r_2$. Let $b_{m,n} = [b_{m,n,1}, \ldots b_{m,n,r_2}]^T$ for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$. Obviously, $b_{m,n} \in \{0,1\}^r$ for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$. Let $W(\omega_1, \omega_2)$ for $(\omega_1, \omega_2) \in [-\pi,\pi] \times [-\pi,\pi]$ be a weighted function. Let $J(b_{m,n})$ be the objective function for selecting $\hat{B}_{m,n,l}$ for $m = 1, \ldots, \frac{L_1}{L_l}$, for $n = 1, \ldots, \frac{L_2}{L_l}$ and for $l = 1, \ldots, r_2$. Since most of $\hat{B}_{m,n,l}$ for $m = 1, \ldots, \frac{L_1}{L_l}$, for $n = 1, \ldots, \frac{L_2}{L_l}$ and for $l = 1, \ldots, r_2$ contain important information for reconstructing Z, most of $\hat{B}_{m,n,l}$ for $m = 1, \ldots, \frac{L_1}{L_l}$, for $n = 1, \ldots, \frac{L_2}{L_l}$ and for $l = 1, \ldots, r_2$ should be selected. In other words, let $v_{l_2} = [1 \cdots 1]^T$ be an $r_2 \times 1$ column vector. Then, the total number of the nonzero elements in $v_{l_2} - b_{m,n}$ should be very small for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$. Therefore, we define $J(b_{m,n}) = \|v_{l_2} - b_{m,n}\|$ for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$. Since $J(b_{m,n})$ involves the $L_0$ norm operator which is highly nonconvex, in general there is more than one global optimal solution. In this case, the global optimal solution is not unique. To avoid this difficulty, the convex relaxation is performed. We define $\tilde{J}(\hat{b}_{m,n}) = \|v_{l_2} - \hat{b}_{m,n}\|$ for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$. In this case, the local optimal solution is unique and the obtained local optimal solution is the global optimal solution. On the other hand, in order to enforce Z to be close to Y, a constraint is imposed on the weighted difference between the frequency response of $B_{m,n}$ and that of $\hat{B}_{m,n,l}$ for $m = 1, \ldots, \frac{L_1}{L_l}$ and for $n = 1, \ldots, \frac{L_2}{L_l}$. It is worth noting the frequency response of $B_{m,n}$ and that of $\hat{B}_{m,n,l}$ are

$$E_{m,n}(\omega_1, \omega_2) = \frac{1}{\sqrt{L_1L_2}} \sum_{u=1}^{L_1} \sum_{v=1}^{L_2} \hat{B}_{m,n,uv} e^{-j[(u-1)\omega_1 + (v-1)\omega_2]} ,$$

and

$$f_{m,n,l}(\omega_1, \omega_2) = \frac{1}{\sqrt{SL_1L_2}} \sum_{u=1}^{SL_1} \sum_{v=1}^{SL_2} \hat{B}_{m,n,uv} e^{-j[(u-1)\omega_1 + (v-1)\omega_2]}$$

for $l = 1, \ldots, r_2$ and for $(\omega_1, \omega_2) \in [-\pi,\pi] \times [-\pi,\pi]$ , respectively. Define

$$F_{m,n}(\omega_1, \omega_2) = \left[ f_{m,n,1}(\omega_1, \omega_2) \cdots f_{m,n,r_2}(\omega_1, \omega_2) \right]^T$$

for $m = 1, \ldots, \frac{L_1}{L_l}$, for $n = 1, \ldots, \frac{L_2}{L_l}$ and for $(\omega_1, \omega_2) \in [-\pi,\pi] \times [-\pi,\pi]$. Then, the frequency response of

$$\sum_{l=1}^{r_2} b_{m,n,l} \hat{B}_{m,n,l}$$

is $F_{m,n}^T(\omega_1, \omega_2) b_{m,n}$ and the weighted difference between $E_{m,n}(\omega_1, \omega_2)$ and $F_{m,n}^T(\omega_1, \omega_2) b_{m,n}$ is

$$W(\omega_1, \omega_2) F_{m,n}^T(\omega_1, \omega_2) b_{m,n} - E_{m,n}(\omega_1, \omega_2)$$

for $m = 1, \ldots, \frac{L_1}{L_l}$, for $n = 1, \ldots, \frac{L_2}{L_l}$ and for $(\omega_1, \omega_2) \in [-\pi,\pi] \times [-\pi,\pi]$. However,
$F_m^r (\omega_1, \omega_2) b_{m,n} - E_m (\omega_1, \omega_2)$ is a complex valued function for $m = 1, \cdots, \frac{L_1}{L_2}$, and for $n = 1, \cdots, \frac{L_2}{L_2}$ and for $(\omega_1, \omega_2) \in [-\pi, \pi] \times [-\pi, \pi]$. Define the specifications on the upper bounds of the real parts and the imaginary parts of $W(\omega_1, \omega_2) F_m^r (\omega_1, \omega_2) b_{m,n} - E_m (\omega_1, \omega_2)$ be $\varepsilon$ for $m = 1, \cdots, \frac{L_1}{L_2}$, and for $n = 1, \cdots, \frac{L_2}{L_2}$ and for $(\omega_1, \omega_2) \in [-\pi, \pi] \times [-\pi, \pi]$. That is,

$$W(\omega_1, \omega_2) \left[ \text{real}\left( F_m^r (\omega_1, \omega_2) b_{m,n} - E_m (\omega_1, \omega_2) \right) \right] \leq \varepsilon$$

and

$$W(\omega_1, \omega_2) \left[ \text{imag}\left( F_m^r (\omega_1, \omega_2) b_{m,n} - E_m (\omega_1, \omega_2) \right) \right] \leq \varepsilon$$

for $m = 1, \cdots, \frac{L_1}{L_2}$, and for $n = 1, \cdots, \frac{L_2}{L_2}$ and for $(\omega_1, \omega_2) \in [-\pi, \pi] \times [-\pi, \pi]$. This is equivalent to

$$\begin{bmatrix}
W(\omega_1, \omega_2) \text{real}(F_m^r (\omega_1, \omega_2)) \\
-W(\omega_1, \omega_2) \text{real}(F_m^r (\omega_1, \omega_2)) \\
W(\omega_1, \omega_2) \text{imag}(F_m^r (\omega_1, \omega_2)) \\
-W(\omega_1, \omega_2) \text{imag}(F_m^r (\omega_1, \omega_2))
\end{bmatrix} b_{m,n} \leq \begin{bmatrix}
W(\omega_1, \omega_2) \text{real}(E_m (\omega_1, \omega_2)) \\
-W(\omega_1, \omega_2) \text{real}(E_m (\omega_1, \omega_2)) \\
W(\omega_1, \omega_2) \text{imag}(E_m (\omega_1, \omega_2)) \\
-W(\omega_1, \omega_2) \text{imag}(E_m (\omega_1, \omega_2))
\end{bmatrix} \varepsilon$$

for $m = 1, \cdots, \frac{L_1}{L_2}$, and for $n = 1, \cdots, \frac{L_2}{L_2}$ and for $(\omega_1, \omega_2) \in [-\pi, \pi] \times [-\pi, \pi]$. Let

$$A(\omega_1, \omega_2) = \begin{bmatrix}
W(\omega_1, \omega_2) \text{real}(F_m^r (\omega_1, \omega_2)) \\
-W(\omega_1, \omega_2) \text{real}(F_m^r (\omega_1, \omega_2)) \\
W(\omega_1, \omega_2) \text{imag}(F_m^r (\omega_1, \omega_2)) \\
-W(\omega_1, \omega_2) \text{imag}(F_m^r (\omega_1, \omega_2))
\end{bmatrix}$$

and

$$P(\omega_1, \omega_2) = \begin{bmatrix}
W(\omega_1, \omega_2) \text{real}(E_m (\omega_1, \omega_2)) \\
-W(\omega_1, \omega_2) \text{real}(E_m (\omega_1, \omega_2)) \\
W(\omega_1, \omega_2) \text{imag}(E_m (\omega_1, \omega_2)) \\
-W(\omega_1, \omega_2) \text{imag}(E_m (\omega_1, \omega_2))
\end{bmatrix} + \varepsilon$$

for $m = 1, \cdots, \frac{L_1}{L_2}$, and for $n = 1, \cdots, \frac{L_2}{L_2}$ and for $(\omega_1, \omega_2) \in [-\pi, \pi] \times [-\pi, \pi]$. Now, the selection of $\hat{b}_{m,n}$ for $m = 1, \cdots, \frac{L_1}{L_1}$, and for $n = 1, \cdots, \frac{L_2}{L_2}$ and for $l = 1, \cdots, r_2$ is formulated as the following binary programming problem:

Problem $(P_{m,n})$

$$\min_{b_{m,n}} \left\| \hat{b}_{m,n} - b_{m,n} \right\|,$$

subject to $A(\omega_1, \omega_2) b_{m,n} \leq P(\omega_1, \omega_2)$ for $m = 1, \cdots, \frac{L_1}{L_1}$, and for $n = 1, \cdots, \frac{L_2}{L_2}$ and for $(\omega_1, \omega_2) \in [-\pi, \pi] \times [-\pi, \pi]$.

It is worth noting that the constraint is a function of $\omega_1$ and $\omega_2$. Also, the frequency domain is a continuous set and a continuous set consists of an infinite element. Therefore, Problem $(P_{m,n})$ for $m = 1, \cdots, \frac{L_1}{L_1}$ and for $n = 1, \cdots, \frac{L_2}{L_2}$ is an infinite constrained optimization problem. In general, it is very challenging to guarantee that all these infinite number of constraints are satisfied. To address this difficulty, the frequency domain is sampled into a finite number of points. Let $K$ be the total number of sampling points in the frequency domain and these sampling points be $(\omega_{k,1}, \omega_{k,2})$ for $k = 0, \cdots, K - 1$. Then, Problem $(P_{m,n})$ is approximated by:

Problem $(\tilde{P}_{m,n})$

$$\min_{\tilde{b}_{m,n}} \left\| \tilde{b}_{m,n} - b_{m,n} \right\|,$$

subject to $A(\omega_{k,1}, \omega_{k,2}) b_{m,n} \leq P(\omega_{k,1}, \omega_{k,2})$ for $m = 1, \cdots, \frac{L_1}{L_1}$, and for $n = 1, \cdots, \frac{L_2}{L_2}$ and for $k = 0, \cdots, K - 1$.

Now, Problem $(\tilde{P}_{m,n})$ for $m = 1, \cdots, \frac{L_1}{L_1}$ and for $n = 1, \cdots, \frac{L_2}{L_2}$ can be casted as a linear programming problem and the solution can be found via the conventional bounce and bound method.

3. Experimental results

This work does not involve any human participant as well as any data from the human tissue and the animal. A set of color images with various types of contents is employed for the demonstration. In particular, the set of images include the pictures of a building, a toy, a natural landscape, an airplane, a tree and a baby. Here, these are the low resolution images. Therefore, their sizes are very small. In particular, the sizes of the image “building”, the image “toy”, the image “natural landscape”, the image “airplane”, the image “tree”, the image “baby” are chosen as $L_1 \times L_1 = 60 \times 48$, $L_1 \times L_2 = 64 \times 48$, $L_1 \times L_2 = 60 \times 40$, $L_1 \times L_2 = 60 \times 40$ and $L_1 \times L_2 = 60 \times 40$, respectively. Figure 1 shows some of these low resolution images.

(a)  (b)  (c)
Figure 1. The original low resolution images. (a) A building. (b) A toy. (c) A natural landscape. (d) An airplane. (e) A tree. (f) A baby.

To perform the super-resolution, the total numbers of the rows of the high resolution images are chosen as the double of those of the low resolution images. That is, \( S = 2 \). To generate the enlarged images, the triangular interpolation is employed. That is, the values of the elements in the inserted rows are the average values of the elements of the rows before and after the inserted rows.

In the algorithm, the block size is chosen as \( L_1 \times L_2 = 2 \times 2 \). Also, the frequency domain is sampled using 225 points. That is, \( K = 225 \). Moreover, the specifications on the upper bounds of the real parts and the imaginary parts of the constraint functions are set as \( \varepsilon = 70 \).

In order to compare our proposed method, a similar nonlinear adaptive approach is compared. In particular, the empirical mode decomposition (EMD) based method [10] is compared. Here, the problem of finding the high resolution image is formulated as an optimization problem in a similar manner. Figure 2 and Figure 3 show the super-resolution images obtained by our proposed approach and the EMD approach [10], respectively. It can be seen that our proposed approach can achieve the better super-resolution performances qualitatively.

Figure 2. The high resolution images obtained via our proposed method. (a) A building. (b) A toy. (c) A natural landscape. (d) An airplane. (e) A tree. (f) A baby.

Figure 3. The high resolution images obtained via the EMD approach [10]. (a) A building. (b) A toy. (c) A natural landscape. (d) An airplane. (e) A tree. (f) A baby.

4. Discussion

Since the proposed method yields an image with a higher resolution, the proposed method can be applied to the medical images so that the medical officers have the medical images with the higher resolutions to improve the accuracy of the diagnosis. However, as the proposed method requires the upsampling and the filtered images, it depends on the employed interpolation filter. To address this issue, the nonlinear and adaptive approaches such as the two dimensional singular spectrum analysis will be employed to generate the images with the larger sizes.

5. Conclusions

This paper proposes a joint 2D SSA with the GSVD and the binary linear programming based method for performing the super-resolution. In particular, the exact perfect reconstruction condition is derived when the GSVD is employed in the SSA as well as the blocks taken from both the original image and the enlarged image are not shifted by one pixel vertically. Moreover, as the Hankelized 2D SSA components of both the original image and the enlarged image would be similar to each others, the super-resolution image would be close to the original image.
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