Orbital order and chiral currents of interacting bosons with $\pi$-flux
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Higher Bloch bands provide a remarkable setting for realizing many-body states that spontaneously break time-reversal symmetry, offering a promising path towards the realization of interacting topological phases. Here, we propose a different approach by which chiral orbital order effectively emerges in the low-energy physics of interacting bosons moving on a square plaquette pierced by a $\pi$-flux. We analyze the low-energy excitations of the condensate in terms of two orbital degrees of freedom and identify a gapped collective mode corresponding to the out-of-phase oscillations of the relative density and phase of the two orbitals. We further highlight the chiral nature of the ground state by revealing the cyclotron-like dynamics of the density upon quenching an impurity potential on a single site. Our single-plaquette results can be used as building blocks for extended dimerized lattices, as we exemplify using the BBH model of higher-order topological insulators. Our results provide a distinct direction to realize interacting orbital-like models that spontaneously break time-reversal symmetry, without resorting to higher bands nor to external drives.

Introduction. Breaking time-reversal symmetry is known to drastically alter the phases and dynamical properties of quantum matter, as was evidenced by vortex lattices in rotating ultracold gases [1–3] and the quantum Hall effects in 2D materials immersed in strong magnetic fields [4]. In the context of cold atoms in optical lattices, this fundamental symmetry can be broken by privileging a certain orientation of motion, e.g. by rotating the system [3, 5] or by applying a circular shaking to the lattice [6, 7]. However, these methods lead to instabilities or heating, hence complicating the formation of strongly-correlated phases [3, 8]. This motivates the development of alternative schemes to break time-reversal symmetry in ultracold gases.

A first possible route builds on addressing different internal states of an atom with lasers, in view of engineering synthetic lattice structures with effective magnetic fluxes [9, 10]. Such configurations can be achieved through different approaches, known as laser-assisted tunneling [11, 12], optical-flux lattices [13] or synthetic dimensions [14]. A second route exploits higher bands of a lattice [15, 16], where time-reversal-broken states [17–19], as well as interaction-driven topological excitations [20, 21], can effectively emerge from interaction processes without any external drive.

The realization of an effective magnetic flux is generally signaled by a chiral (unidirectional) motion on the lattice: semiclassically, particles undergo cyclotron orbits in the bulk and chiral currents develop on the edge of the system. Such a chiral behavior was detected in various cold-atom settings [8, 22–26], but also in photonics [27–29] and mechanical systems [30]. While chiral features are generally well captured by the underlying single-particle spectrum, synthetic lattice systems are also well suited to study the chiral states of interacting (or nonlinear) systems [31, 32].

In this work, we propose to combine two simple and static features of synthetic lattice systems to achieve effective orbital order and chiral currents: the onsite (Hubbard) interaction between particles, and a $\pi$-flux per plaquette. It is worth pointing out that a $\pi$-flux does not break time reversal symmetry per se, and that it can be realized without any external drive [33]. Importantly, our proposal builds on having bosons occupying the lowest
(s) band of the lattice, such that orbital order genuinely originates from a rich interplay of interaction processes and the $\pi$-flux. Specifically, we show that bosons in a $\pi$-flux plaquette interact via an angular momentum term, similarly to atoms in $p$ bands. We study the time-reversal-broken ground state for weak interactions, analyze an emerging gapped collective mode, and reveal the related chiral current upon quenching an impurity potential. We finally discuss an extended lattice scenario based on the BBH model [34], which has $\pi$-flux plaquettes as building blocks.

**Single-plaquette with $\pi$-flux: Effective theory.** The interplay of magnetic flux and interactions can have remarkable effects, even at the level of a single plaquette [35–37]. Here, we start by considering a single square plaquette pierced by $\pi$ flux, as described by

$$
\hat{H}_0 = -J \left( e^{i\pi} \hat{b}_{12}^\dagger \hat{b}_2 + \hat{b}_{24}^\dagger \hat{b}_4 + \hat{b}_{43}^\dagger \hat{b}_3 + \hat{b}_{31}^\dagger \hat{b}_1 + \text{H.c.} \right),
$$  

(1)

with onsite Hubbard interactions among the bosons

$$
\hat{H}_{\text{int}} = \frac{U}{2} \sum_i \hat{n}_i (\hat{n}_i - 1).
$$

(2)

The full Hamiltonian [see sketch in Fig. 1(a)] reads $\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}} - \mu \hat{N}$, where $\hat{N} = \sum_i \hat{n}_i$ and $\mu$ is the chemical potential. The Hamiltonian $\hat{H}_0$ admits four eigenstates that are pairwise degenerate in energy, $\epsilon_{1,2} = -\sqrt{2}J$ and $\epsilon_{3,4} = \sqrt{2}J$. We indicate the operators corresponding to the modes with eigenvalues $\epsilon_i$ as $\hat{d}_i$, $\hat{d}_i^\dagger$, defined through the unitary transformation $\hat{b}_i = \sum_{ij} U_{ij} \hat{d}_j$ introduced in Ref. [38]. Since the single-particle theory displays an energy gap $\Delta \epsilon = 2\sqrt{2}J$, it is meaningful to construct the projected Hamiltonian $\hat{H}_P = \hat{P} \hat{H} \hat{P}$, where $\hat{P}$ is the projection operator onto the lowest two modes [39, 40]:

$$
\hat{H}_P = \frac{3U}{16} \hat{n}^2 - \frac{U}{16} \hat{L}_z^2 - \left( \sqrt{2}J + \frac{U}{8} + \mu \right) \hat{n},
$$

(3)

where $\hat{n} = \hat{d}_1^\dagger \hat{d}_1 + \hat{d}_2^\dagger \hat{d}_2$ and $\hat{L}_z = i(\hat{d}_1^\dagger \hat{d}_2 - \hat{d}_2^\dagger \hat{d}_1)$. The Hamiltonian (3) displays a coupling between the two modes that is determined by the angular momentum operator $\hat{L}_z$, in analogy with the tight-binding models appearing in higher-band physics [16]. Besides the global $U(1)$ symmetry associated with the conservation of the total number of particles, the Hamiltonian displays a discrete $Z_2$ symmetry represented by $\hat{d}_1 \rightarrow -\hat{d}_2$ and $\hat{d}_2 \rightarrow -\hat{d}_1$, which transforms the angular momentum as $\hat{L}_z \rightarrow -\hat{L}_z$ but leaves the Hamiltonian invariant. For repulsive interactions, $U > 0$, the minus sign in front of the angular momentum term ensures that the lowest energy state must maximize $\hat{L}_z^2$ and that the discrete $Z_2$ symmetry will be broken.

**Mean-field solution.** We consider weak interactions, with a finite $g \equiv UN \ll J$, and take the limit $N \rightarrow \infty$. Under these assumptions, the problem is treated using a discrete Gross-Pitaevskii description with $\rho = N$ condensed particles. Thus, we replace the operators in Eq. (3) by the ansatz

$$
\hat{d}_1 \rightarrow \langle \hat{d}_1 \rangle = \sqrt{\rho}_1, \quad \hat{d}_2 \rightarrow \langle \hat{d}_2 \rangle = e^{i\theta} \sqrt{\rho}_2,
$$

(4)

with $\rho = \rho_1 + \rho_2$, and construct the mean-field energy functional

$$
E_{\text{MF}}[\rho_1, \rho_2] = - \sqrt{2} J \rho - \mu \rho + \frac{3U}{16} [\rho_1^2 + (\rho_1 - \rho_2)^2] + \frac{U}{4} \rho_1 (\rho_1 - \rho_2) + \frac{U}{8} \rho_1 (\rho_1 - \rho_2) \cos \theta,
$$

(5)

where the last term corresponds to $-\hat{L}_z^2$. The functional is minimized for $\rho_1 = \rho_2 = \rho/2$ and $\theta = \pm \pi/2$, yielding the ground state energy per particle $E_{\text{MF}}^0(\rho) = -\sqrt{2}J - \mu + g/8$. The chemical potential is determined by $\partial E_{\text{MF}}^0(\rho)/\partial \rho = 0$ and reads $\mu = -\sqrt{2}J + g/4$.

The resulting ground-state wavefunction is complex and thus breaks time-reversal (or $Z_2$) symmetry. The two solutions have the same energy but carry distinct angular momenta per particle, $(\rho_1, \rho_2) = (\pm e, \mp e)$, with $|e| \ll J, g$. The degeneracy is thus explicitly broken and the numerical ground state $|\psi_{\text{GS}}\rangle \sim \left( \hat{d}_1^\dagger \pm i \hat{d}_2^\dagger \right)^N |0\rangle$ depends on the sign of $e$. In Fig. 1(b), we show the ED spectrum as a function of the number of particles $N$ and we highlight the energy $E_{\text{GS}} \equiv \langle \psi_{\text{GS}} | \hat{H} | \psi_{\text{GS}} \rangle$, which converges to the mean-field result for $N \rightarrow \infty$.

The proper modes of the condensate can be obtained by studying the fluctuations with respect to the stationary solution. We introduce the Lagrangian density

$$
\mathcal{L} = i(\dot{\rho}_1^* \partial_t \rho_1 + \dot{\rho}_2^* \partial_t \rho_2) - E_{\text{MF}}[\rho_1, \rho_2],
$$

(6)

and define small fluctuations within a hydrodynamic picture as $\rho_{1,2} \rightarrow \rho/2 \pm \delta \rho$ and $\theta \rightarrow \pi/2 + \delta \theta$. At lowest order, we obtain $E_{\text{MF}}[\rho_1, \rho_2] = E_{\text{MF}}^0[\rho] + \delta E_{\text{MF}}^{(2)}$, where

$$
\delta E_{\text{MF}}^{(2)} = \frac{U \rho^2}{16} \delta \theta^2 + \frac{U}{4} \delta \rho^2.
$$

(7)

The dynamical variables are the relative density and the relative phase that satisfy the equations of motion $\partial_t \delta \theta = \frac{U}{2} \delta \rho$ and $\partial_t \delta \rho = -\frac{U}{8} \delta \theta$, which have the solutions

$$
\delta \theta = A \cos \omega_0 t, \quad \delta \rho = -\frac{A}{2} \sin \omega_0 t,
$$

(8)

with $\omega_0 = g/4$ and $A$ an arbitrary constant set by the initial conditions. The oscillation of the two conjugate variables occurs with a phase difference $\pi/2$, as we shall
Resonance peak obtained by measuring the absorption energy in one of the two degenerate band minima. It shares many similarities with a recent measurement in is drawn at the expected resonance condition \( \omega = g/4 \). The vertical dashed line is drawn at the expected resonance condition \( \omega = g/4 \).

**External driving.** In order to probe the collective mode, we add a perturbation to the Hamiltonian that couples to the relative density \( \delta \rho \)

\[
\delta \hat{V} = V(t)(\hat{b}_1^\dagger \hat{b}_2 - \hat{b}_2^\dagger \hat{b}_1)
\]

\[
\approx \frac{V(t)}{2}(\hat{d}_2^\dagger \hat{d}_2 - \hat{d}_1^\dagger \hat{d}_1) \rightarrow -V(t)\delta \rho ,
\]

where \( V(t) = V_0 \sin \omega t \). The perturbation corresponds to the out-of-phase modulation of the onsite energy for two opposite corners of the plaquette. In the second step of Eq. (9), we applied the unitary transformation \( U_{ij} \) and projected to the lowest modes whereas in the last step we approximated the perturbation at the classical level.

From the Lagrangian (6), we derive the equations of motion in the presence of driving, which read

\[
i \partial_t d_1 = \frac{3U}{8} (n_1 + n_2) d_1 - \frac{U}{8} L_z d_2 - \frac{V(t)}{2} d_1,
\]

\[
i \partial_t d_2 = \frac{3U}{8} (n_1 + n_2) d_2 + \frac{U}{8} L_z d_1 + \frac{V(t)}{2} d_2.
\]

Figure 2(a) illustrates the dynamics at resonance \( \omega = \omega_0 = g/4 \), and reveals the temporal mismatch of \( \pi/2 \) between the relative density \( \delta \rho \) and relative phase \( \delta \theta \), as expected from the results above [Eq. (8)]. In Fig. 2(b), the energy absorption per unit period of driving displays a peak at \( \omega = \omega_0 \), confirming our analysis.

The previous analysis has been carried out within the classical (Gross-Pitaevskii) two-modes theory for the projected model (3). As the dynamics takes place on the 4-sites plaquette described by \( \hat{H} \), we expect to observe a real-space motion corresponding to the excitation of the gapped mode. Indeed, the energy absorption corresponds to a change in angular momentum since \( \delta E_{\text{MF}} = \delta \langle \hat{H} \rangle \sim 2L_z \delta L_z \) from Eq. (3). As a result, a variation of the angular momentum is expected to manifest as a real-space current, as we show below.

**Impurity dynamics.** To highlight the chiral nature of the condensate, and inspired by the dynamics of density defects in topological systems, we introduce a small onsite “impurity” potential \( \Delta \hat{b}_1 \hat{b}_1 \), with \( \Delta > 0 \) and \( \Delta \ll g \ll J \). This is used to create an initial state with a small excess density on one site, thus occupying a small fraction of the excited mode of the unperturbed system. At \( t = 0 \), we then remove this pinning potential and let the system evolve in time.

The initial state in real space can still be determined from the \( \theta \)-dependent part of the mean-field energy functional \( E_{\text{MF}}(\theta)/\rho = (g/32) \cos 2\theta + (\Delta/4) \cos \theta \), which gives the solution \( \theta = \arccos(-2\Delta/g) \), from which we determine the initial values of the real-space variables \( b_i = (\hat{b}_i) \) through \( U_{ij} \). In the two-modes theory picture, the excess density in real-space corresponds to a relative phase \( \theta \neq \pi/2 \), with a small phase difference \( \delta \theta/\theta \ll 1 \). As already discussed, the phase and relative densities of the two modes will then oscillate with frequency \( \omega = \omega_0 \).

The real-space counterpart of the dynamics is shown in

Figure 2. External driving within the two-modes theory. (a) Phase and density dynamics at resonance \( \omega = \omega_0 = g/4 \) and corresponding energy absorption for \( V_0 = 10^{-4} g \). (b) Resonance peak obtained by measuring the absorption energy rate over \( t = 10T \), where \( T = 2\pi/\omega \). The vertical dashed line is drawn at the expected resonance condition \( \omega = g/4 \).

Figure 3. Chiral impurity dynamics. (a) Chiral motion of density for \( \Delta = 0.001J \) and \( g = 0.1J \) obtained from the full GP dynamics. (b) Snapshots of the density distribution at different times showing the chiral motion of the impurity. (c) Single-site density dynamics \( (i=1) \) obtained within the GP description compared with ED for \( N = 32 \) and \( U = g/N \) and with the Bogoliubov effective picture (schematically represented in the inset). (d) Oscillation frequency for \( g = 0.1J \) obtained by ED and scaling for \( N \rightarrow \infty \). The solid square indicates the projected mean-field (PMF) theory result \( g/4 \) and the solid circle indicates the GP oscillation frequency.
Figs. 3(a-b) and it shows that the impurity performs a chiral motion around the plaquette.

The real-space oscillatory dynamics is obtained by solving the 4-sites Gross-Pitaevskii (GP) equations, $i\delta \partial_t b_i = -\sum_j J_{ij} b_j + U |b_i|^2 b_i$ thus including the contribution of higher orbitals in the time dynamics. These results were benchmarked with the exact-diagonalization (ED) dynamics, as shown in Fig. 3(c). A scaling analysis of the oscillation frequency extrapolating the $N \rightarrow \infty$ limit [Fig. 3(d)] confirms the GP results at short times but a small difference with the projected theory results still remains, which we attribute to the contribution of the higher energy orbitals.

The previous results can also be captured by an effective Bogoliubov Hamiltonian description, which we obtain in the standard way by replacing $d_1 = \langle d_1 \rangle + \delta d_1$, $d_2 = \langle d_2 \rangle + \delta d_2$ and analogous relations for the Hermitian conjugates. The Bogoliubov Hamiltonian reads $\hat{H}_{\text{Bog}} = \omega_0 \beta_1^\dagger \beta_1$, where $\beta_1^\dagger = (i \delta d_1^\dagger + \delta d_2^\dagger) / \sqrt{2}$. In terms of the sites fluctuation operators $\delta b_i^\dagger$, the Bogoliubov Hamiltonian governing the dynamics of the excitations reads

$$\hat{H}_{\text{Bog}} = \sum_{i,j} \left( \hat{J}_{ij} \delta b_i^\dagger \delta b_j + \text{H.c.} \right),$$

where the nearest-neighbor couplings are $\hat{J}_{21} = -(\omega_0 / 4) e^{i\pi / 4}$, $\hat{J}_{13} = \hat{J}_{34} = \hat{J}_{22} = -\hat{J}_{21}$ and the next-nearest-neighbor ones $\hat{J}_{14} = \hat{J}_{23} = (\omega_0 / 4) e^{i\pi / 2}$. Notice the appearance of couplings between nearest- and next-nearest-neighbor sites that are proportional to $\omega_0$. The results of the initial state dynamics under $\hat{H}_{\text{Bog}}$ is shown in Fig. 3(c) and agrees with the GP and ED results.

Extension to 2D: the BBH model. The physics of a single plaquette with $\pi$ flux can be considered as a building block for extended lattices if the couplings connecting different plaquettes, which we generically indicate as $J'$, satisfy the condition $J' \ll J$. In this case, the single plaquette plays the role of a super-site with two orbitals, as in $p$-band tight-binding models; see Refs. [45, 46] for an application of this type of strategy in photonic systems. An example of an interesting lattice geometry is provided by the BBH lattice model [34] introduced in the context of higher-order topology, whose tight-binding representation is shown in Fig. 4(a).

We indicate as $r$ the plaquette center position and define the projected orbital operators acting on each plaquette as $d_{1,r}$ and $d_{2,r}$. The local terms acting on each plaquette are represented by the Hamiltonian (3). The new inter-plaquette terms $(J')$ are instead described by the projected Hamiltonian terms

$$\hat{H}_p = -\frac{J'}{2\sqrt{2}} \sum_{\sigma,r} \left( \hat{d}_{\sigma,r}^\dagger \hat{d}_{\sigma,r} + \text{H.c.} \right),$$

where $e_x = (0, a)$, $e_y = (0, a)$ and $a$ is the lattice period. The ground state of the system is a uniform condensate $\langle \hat{\Psi} \hat{\Psi}^\dagger \rangle$ with $\hat{\Psi} = (0 \ 0 \ \hat{a} \ \hat{a}^\dagger)^T$ and $\hat{\Psi}^\dagger = \hat{\Psi}^\dagger (\hat{a} \ \hat{a}^\dagger)$. Notice the appearance of couplings between nearest- and next-nearest-neighbor sites that are proportional to $\omega_0$. The results of the initial state dynamics under $\hat{H}_{\text{BBH}}$ is shown in Fig. 3(c) and agrees with the GP and ED results.

![Figure 4. Interacting BBH model. (a) Tight-binding representation of the BBH model where the unit cell is also highlighted. The color of each site represents the ground state phase pattern (vortex lattice), in the units used in Fig. 1. (b) Bogoliubov spectrum of the projected theory for the BBH model, for $J' = 0.2J$ and $g = 0.1J$, showing the appearance of a gapless and a gapped mode at small momenta. The dashed line is the non-interacting spectrum.](image-url)
bands [48] or in driven systems with synthetic flux. Since the BBH model manifests nontrivial topological properties [34, 38], the interplay with the interactions introduced in our work is an intriguing question to explore. A similar remark also applies to other exotic \( \pi \)-flux models with geometric frustration [33, 49–51], and to higher-dimensional \( \pi \)-flux models, which can exhibit 4-fold ground-state degeneracy [34]. Besides, the impact of long-range interactions, as in dipolar gases [52], remains to be addressed and elucidated in this context.

The real-space dynamics analyzed in our work can be explored with systems of ultracold atoms by monitoring single-site occupation [53] in a static setting with a tailored lattice potential. Moreover, some of our results can also be investigated in nonlinear photonic systems [32], e.g. arrays of coupled optical waveguides [54], upon an appropriate state preparation [55].
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