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Surface chemistry effects on work function, ionization potential and electronic affinity of Si(100), Ge(100) surfaces and SiGe heterostructures

Ivan Marri, a, c Michele Amato, b Matteo Bertocchi, a ‡ Andrea Ferretti, c Daniele Varsano, c and Stefano Ossicini, a, c, d

We combine Density Functional Theory and Many Body Perturbation Theory to investigate the electronic properties of Si(100) and Ge(100) surfaces terminated with halogen atoms (-I, -Br, -Cl, -F) and other chemical functionalizations (-H, -OH, -CH₃) addressing the absolute values of their work function, electronic affinity and ionization potential. Our results point out that electronic properties of functionalized surfaces strongly depend on the chemisorbed species and much less on the surface crystal orientation. The presence of halogens at the surface always leads to an increment of the work function, ionization potential and electronic affinity with respect to fully hydrogenated surfaces. On the contrary, the presence of polar -OH and -CH₃ groups at the surface leads to a reduction of the aforementioned quantities with respect to the H-terminated system. Starting from the work functions calculated for the Si and Ge passivated surfaces, we apply a simple model to estimate the properties of functionalized SiGe surfaces. The possibility of modulating the work function by changing the chemisorbed species and composition is predicted. The effects induced by different terminations on the band energy line-up profile of SiGe surfaces are then analyzed. Interestingly, our calculations predict a type-II band offset for the H-terminated systems and a type-I band offset for the other cases.

1 Introduction

The design of novel semiconductor electronic devices often goes through the engineering of new electronic and optical properties obtained across materials manipulation at the atomic scale. In this context, functionalization by adsorption/chemisorption of atoms and molecules on semiconductor surfaces allows for tailoring new properties through charge reorganization and dipole moments modification at the surface. Indeed, an adequate choice of both substrate and covering layers, accompanied by an insightful understanding of the intrinsic factors that control orientation and magnitude of dipoles at the surface, can facilitate the realization of hybrid electronic devices for different technological fields such as optoelectronic, energy conversion, charge storage, sensing and electrochemical catalysis. Until today, the impact of the functionalization of semiconductor surfaces and the role played by coverage in both k-dispersive and low dimensional systems have been mainly studied for silicon. Nevertheless, germanium is also becoming a promising material to replace Si because of its small energy gap and its high intrinsic carrier mobility. To date, its poor oxidation properties have hindered a real practical use. Nevertheless, alternative means of surface passivation (in particular organic functionalization) specifically aimed at tuning the interface properties are now employed. In this context, particular attention has been given to the study of the work function (WF), the ionization potential (IP), and the electron affinity (EA) of functionalized surfaces. These macroscopic quantities depend on the chemistry and morphology of the surface and are sensitive to the charge reorganization that occurs after surface functionalization. These surface-related parameters are fundamental to control both charge transfer and charge transport across the interface of electronic devices and can be intentionally modified by engineering specific surface dipoles, that is by passivating semiconductor surfaces with selected atoms and molecules. WF, IP and EA are currently studied to interpret electron and hole transport in heterostructures, to investigate energy barrier at heterojunction interfaces, and to understand photoemission, ther-
moionic emission, absorption, photoluminescence, catalytic and carrier injection properties of electronic devices. In this context, the passivating surface coverage represents a further degree of freedom that can be exploited to modify and control these parameters. In the last decades, $WF$, $IP$, and $EA$ have been experimentally measured in different Si and Ge surfaces by photoelectron spectroscopy, low energy electron diffraction, Kelvin probe techniques, and electrical device measurements. From a theoretical point of view, $WF$, $IP$, and $EA$ have been often studied using ab-initio schemes based on the density functional theory (DFT) rarely in combination with methodologies based on the Many Body Perturbation Theory (MBPT). Theoretical investigations have mainly addressed the analysis of both clean and functionalized Si surfaces, while there is a lack of studies dedicated to Ge surfaces. Among the others, Li et al. made a first tentative to combine LDA-DFT and GW methods to estimate the IP of thin Si(111) slabs functionalized with different groups, $X = -$H, -$CH_3$, -$C_2H_5$, -$Cl$ and -$Br$. Recently, Arefi et al. have adopted GGA-DFT to predict chemical trends in the $WF$ of Si(111) slabs terminated with $X = -$I, -$Br$, -$Cl$, -$I$, -$TeH$, -$SH$ and -$OH$. In this work we combine DFT and MBPT in the GW approximation to accurately calculate $WF$, $IP$ and $EA$ of defect-free Si(100) and Ge(100) surfaces terminated with different halogens ($X = -$F, -$Cl$, -$Br$, or -$I$) and polar radicals ($X = -$OH or -$CH_3$). As for functionalized Si surfaces, our work extends the analysis already performed on these materials by increasing the accuracy of the calculations. Instead, the use of the ab-initio methods (and in particular of the MBPT) to calculate these quantities is a novelty for what concerns functionalized Ge surfaces. The obtained results are finally used to predict electronic properties of SiGe heterostructures and, in particular, the role played by coverage on both $WF$ and band-edge offset. An analysis of this type, performed using ab-initio state-of-the-art methods, is fundamental to design new Si, Ge and SiGe based electronic devices. Moreover, it can support experimental activities in the interpretation of experimental data, for instance concerning the study of surface chemistry (often the determination of the absorbed species and of their composition is performed using surface-sensitive techniques that lead to a direct determination of the $WF$, $IP$, and $EA$) and in the engineering of new devices. The (100) surfaces of Ge and Si exhibit a variety of reconstructions mainly related to the different ordering of surface dimers. Though the most common reconstruction is the $(1\times1)$, here we analyze the $(1\times1)$ unreconstructed surfaces because, as observed in experiments, upon adsorption of atoms and molecules often the $(2\times1)$ reconstruction undergoes a deconstruction to the $(1\times1)$ configuration for both Si(100) and Ge(100) surfaces. For all the considered systems, we analyze the mechanisms that are responsible for the modulation of $WF$, $IP$, and $EA$. The results are compared with the ones obtained for the hydrogenated surfaces, that typically represent the starting point for the preparation of samples with different passivations. The manuscript is organized as follows: in Section 2 we describe the theoretical approach adopted to calculate the electronic properties of $X = -$H, -$I$, -$Br$, -$Cl$, -$F$, -$CH_3$ and -$OH$ passivated Si and Ge surfaces, with special focus on $WF$, $IP$ and $EA$. In Sec. 3.2 we report the results of the present computational investigation. In particular, in Sec. 3.2 we discuss the study of functionalized Si(100) surfaces while in Sec. 3.2 we summarize the outcomes for the X-terminated Ge(100) surfaces. In Sec. 3.3 starting from the $WF$s calculated for the single X:Si(100) and X:Ge(100) systems, we apply a simple model to estimate the $WF$ of functionalized SiGe surfaces. We show, for the first time, the possibility of modulating this quantity on a large range of values by modifying both the Si and Ge concentration and the surface functionalization. In Sec. 4 we summarize the results and draw the conclusions.

2 Method

In this work we consider functionalized Si(100) and Ge(100) surfaces. Surfaces are initially modeled through the supercell method using slabs formed by 36 and 52 layers (corresponding to 36 and 52 atoms per unit cell), with a thickness of nearly 5 and 7 nm, respectively. For all the systems, a vacuum region of about 9 nm is considered. As a first step, hydrogenated systems obtained by saturating with $H$ atoms the two dangling bonds at both the top and bottom layers of the cleaned unreconstructed slab are considered. Then, functionalized structures are obtained by replacing one of the capping $H$ atoms with the chemical species $X$; the substitution is done both at the top and at the bottom of the slab in such a way to preserve both symmetry and charge neutrality of the supercell. We adopt therefore centrosymmetric slabs. This choice is made to avoid the formation of artificial electric fields (a fictitious field arises indeed when asymmetric slabs are considered), and thus to facilitate the calculation of the $WF$, $IP$ and $EA$. First principles calculations within DFT are performed using the plane-wave pseudopotential code PWscf of the Quantum ESPRESSO distribution. The local density approximation (LDA) for the exchange correlation functional and norm-conserving pseudopotentials (Perdew-Zunger exchange-correlation functional) are adopted for all the considered systems. Depending on the passivating species, the kinetic energy cutoff for the plane-wave basis is assumed to be 35 Ry ($X = -$H, -$Br$, -$Cl$, -$CH_3$ and -$I$) or 65 Ry ($X = -$OH and -$F$). Atomic positions are determined by total energy minimization, assuming the in-plane lattice parameter of Si and Ge bulks, respectively. The systems are fully relaxed until the magnitude of the forces acting on each atom is converged to less than 0.003 Ry/Bohr. A $18\times18\times1$ Monkhorst-Pack $k$-mesh is used to sample the first Brillouin zone. Quasiparticle (QP) corrections, calculated using the G$_0$W$_0$ approximation (in the following we will just refer to GW approximation) as implemented in the MBPT code Yambo, are then included to correct the Kohn-Sham (KS) eigenvalues. This step is fundamental to correctly describe band-gaps and valence band maximum (VBM) and conduction band minimum (CBM) absolute positions, and thus to correctly estimate $WF$, $IP$ and $EA$ and to produce a proper band-edge line-up between the different considered functionalized surfaces. Further computational details on the adopted GW procedure are provided in Appendix A. By definition, the $WF$ is the minimum energy required to move an electron from the bulk into the vacuum region across the surface,
that is:
\[ WF = E_{\text{vac}} - E_F \]  
where \( E_{\text{vac}} \) is the vacuum level, obtained as the asymptotic value of the electrostatic potential in the vacuum region, and \( E_F \) is the Fermi energy, taken at the half of the band gap. The \( IP \) is the energy required to bring an electron from the vacuum to the vacuum, far from the surface, while \( EA \) is defined as the energy released when an electron from the vacuum level goes to the CBM, namely:
\[ IP = E_{\text{vac}} - E_{\text{VBM}} \]  
\[ EA = E_{\text{vac}} - E_{\text{CBM}}. \]

Two different procedures have been adopted to evaluate the \( WF, IP, \) and \( EA \) of functionalized surfaces. The first one, here defined direct method, relies on the study of the electronic properties of the functionalized slabs only; in this case \( WF, IP, \) and \( EA \) are determined by calculating the absolute energy position (with respect to the vacuum level) of the slab Fermi energy, \( VBM \) and \( CBM \). This procedure leads to correct results only when the selected slabs are sufficiently large to properly reproduce the electronic properties of the related functionalized surfaces. In particular, an adequate estimation of \( WF, IP, \) and \( EA \) of both Si(100) and Ge(100) X-terminated surfaces requires the use of very large slabs, as a consequence of the slow convergence of the energy gap (and of the VBM and CBM energies) with respect to the number of layers. This is a critical point that will be discussed in detail in the next section.

The second approach, here named line-up potential method, is based on the procedure described in Refs.\(^\text{[65,74]}\) and can be applied only when the bulk-like character of the surface bandgap is preserved after chemisorption of atoms/molecules. Starting from a generic unrelaxed and functionalized slab formed by \( n \) layers (in our case of Si or Ge), treated in the DFT framework, the method consists of: (i) remove both passing atoms/molecules and the vacuum region to obtain a bulk supercell (in our case Si and Ge bulk supercells, \( S_{\text{bulk}}^n \) and \( G_{\text{bulk}}^n \)) that contains the same number of atoms of the unpassed slab. In parallel, (ii) relax the passed slab keeping the atomic positions of the central layers fixed (in our case the six central layers), to simulate the bulk properties of the surface. For each structure, calculate KS eigenvalues and eigenvectors and the vacuum potential in a direction perpendicular to the surface.\(^\text{[88]}\) Finally, (iii) superimpose the oscillating planar average of the electrostatic potential calculated for the bulk supercell with the one calculated in the middle region of the passivated relaxed slab. The \( WF \) is then calculated as the difference between the vacuum energy and the \( E_F \) of the bulk supercell (\( S_{\text{bulk}}^n \) and \( G_{\text{bulk}}^n \) in our case, see Sec.\(^\text{[5.3]} \) for more details). At the same time, \( IP \) and \( EA \) are calculated as the difference between the vacuum energy and the VBM and CBM of the bulk supercell. Within the MBPT framework, the line-up potential method is applied by modifying the VBM and CBM energies calculated within the DFT scheme by including GW corrections. We will see later that this procedure is, for our systems, the most reliable for the calculation of the \( WF, IP, \) and \( EA \).

3 Results

We report below the results obtained in the study of \( WF, IP, \) and \( EA \) for functionalized Si(100) and Ge(100) surfaces; the obtained results are then used to predict properties of terminated SiGe heterostructures.

3.1 X:Si(100) surfaces: MBPT results

In this Section we discuss the results obtained in the study of \( WF, IP, \) and \( EA \) for Si(100) surfaces terminated with \( X = -F, -Cl, -Br, -I, -OH \) and \(-CH_3 \) groups, labelled X:Si(100) in the following. As a first step, we combine DFT and MBPT in the GW approximation to study the electronic properties of X:Si(100) slabs formed by \( n = 36 \) Si layers (X:Si(100))\(^{\text{[36]}}\). In Tab.\(^\text{[1]} \) we report the calculated DFT-LDA (first column) and GW (second column) electronic gaps, together with the quasiparticle (QP) corrections for the VBM and CBM states (third and fourth column). The DFT band structure of the H:Si(100)\(^{\text{[36]}}\), together with the VBM and CBM square modulus wave-function contour plots for three different passivations, that is the H:Si(100), F:Si(100)\(^{\text{[36]}}\), and CH\(_3\):Si(100)\(^{\text{[36]}}\) are shown in Fig.\(^\text{[1]} \). Results of Tab.\(^\text{[1]} \) point out that both DFT and GW energy gaps are almost independent on the chemisorbed species and the specific functionalization is not responsible for the formation of in-gap states. As a consequence, the energy gap of defect free X-terminated Si(100) surfaces (and of large slabs that are able to well reproduce the surface properties) have to resemble the one of Si bulk. Absorption of polar and non-polar species contributes only to a charge reorganization at the adsorbate/substrate interface which modifies the electric dipole at the surface, and thus the position of the vacuum energy.

Due to the Brillouin zone folding, the considered slabs show a direct gap at \( \Gamma \) (in Fig.\(^\text{[1]} \) we only report the H:Si(100)\(^{\text{[36]}}\) case but very similar band structures are obtained for all the other systems considered). Remarkably, the calculated GW energy gaps strongly overestimate the one of the Si bulk (see Tab.\(^\text{[1]} \)). These results prove that centrosymmetric slabs formed by \( n = 36 \) Si layers are not able to correctly describe the bulk-like character of the gap region of defect-free X-terminated Si(100) surfaces. The reason is mainly related to the slow convergence of the VBM with respect to the number of layers of the slab. Figure\(^\text{[1]} \) clearly shows that the VBM is delocalized over the whole structure and therefore its properties are not determined by bulk states only (for simplicity in Fig.\(^\text{[1]} \)the VBM and CBM are reported for three systems, however, our considerations, can be extended to all the structures studied here). The situation does not significantly improve when the number of layers is increased from 36 to 52; we observe, indeed, a reduction of only 0.1 eV in the calculated GW energy gap that, therefore, remains quite far from the expected bulk value. Despite surface structural properties (and in particular the relative dipole moments at the surface) are relatively weakly dependent on the slab thickness, the convergence of the electronic structure of X:Si(100) requires the use of very thick slabs.\(^\text{[53,75,80,91]} \)

In view of the these findings, the direct method, where surface properties are directly deduced from the analysis of large slabs, is therefore not profitable for the determination of the \( WF, IP, \) and \( EA \) of X-terminated (1 x 1) Si(100) surfaces.
Table 1  DFT-LDA and GW calculated energy gaps are reported in the first and second columns, respectively. QP corrections for the VBM and CBM states are reported in the third and the fourth columns. Slabs are formed by 36 Si-layers.

| X:Si(100)$_{36}^{36}$ | E$_{LDA}^{gap}$ (eV) | E$_{GW}^{slab}$ (eV) | ∆E$_{VBM}^{GW}$ (eV) | ∆E$_{CBM}^{GW}$ (eV) |
|------------------------|---------------------|---------------------|---------------------|---------------------|
| Si$_{36}$H$_4$         | 0.559               | 1.575               | -0.813              | 0.203               |
| Si$_{36}$H$_2$F$_2$    | 0.554               | 1.550               | -0.799              | 0.197               |
| Si$_{36}$H$_2$Cl$_2$   | 0.552               | 1.561               | -0.803              | 0.207               |
| Si$_{36}$H$_2$Br$_2$   | 0.550               | 1.556               | -0.803              | 0.203               |
| Si$_{36}$H$_2$I$_2$    | 0.520               | 1.546               | -0.834              | 0.192               |
| Si$_{36}$H$_2$(OH)$_2$ | 0.535               | 1.533               | -0.799              | 0.199               |
| Si$_{36}$H$_2$(CH$_3$)$_2$ | 0.566      | 1.559               | -0.796              | 0.198               |

Fig. 1 (Color online)  Left: DFT Band structure for the H:Si(100)$_{36}^{36}$. GW corrections open the gap of about 1 eV without affecting the band dispersion. Right: Square modulus wave-function for the VBM and CBM of H:Si(100)$_{36}^{36}$, F:Si(100)$_{36}^{36}$, and CH$_3$:Si(100)$_{36}^{36}$.

For this reason, the calculation of these parameters is here done by using the line-up potential method. By removing the inaccuracy induced by the quantum confinement of the electronic density, this method results to be the most appropriate in the present context. Remarkably, it also reduces the computational cost of the simulations because, in this case, GW corrections have to be calculated for a bulk supercell and not for a thick slab with a large quantity of vacuum. The results obtained with the above procedure are summarized in Tab. 2 and divided in two sub-tables. In the first part of the table we report $WF$, $IP$, and $EA$ calculated within the DFT-LDA scheme, the surface potential shift $\Delta V_{surf}$ (calculated as the difference between the vacuum potential and the potential at the middle of the slab), and the $z$ component of the electric dipole at the surface $\mu_{surf}^z$ normalized on the surface cell area. Note that DFT-LDA calculations can be exploited to identify trends in the $WF$, $IP$ and $EA$ but fail to account quantitatively for these parameters. In the second part of Tab. 2 we report the $WF$, $IP$ and $EA$ obtained within MBPT (GW), i.e. the values calculated by including the QP corrections for the $Si_{36}^{36}$ VBM ($QP_{VBM} = -0.838$ eV) and CBM ($QP_{CBM} = -0.093$ eV) states. Results are also shown in Fig. 2. Remarkably, the inclusion of GW corrections mainly affects the $IP$ while the $EA$ remains almost unchanged with respect to the DFT-LDA case. The inclusion of GW corrections leads to an increment of about 0.37 eV with respect to the value of $WF$ calculated at the DFT-LDA level. Electronegativity of chemisorbed atoms/molecules ($\Lambda_X$) are reported in the caption. Following the procedure adopted in Refs. 71,75, the systems reported in Tab. 2 can be grouped in two classes, that is surfaces passivated with non-polar groups (vanishing electric dipole moments) and surfaces passivated with polar groups (non-vanishing electric dipole moments). The systems belonging to the first class are the X = -I, -Cl, -Br, -1 halogen terminated surfaces. For these structures the $WF$ increases monotonically with increasing electronegativity of the chemisorbed specie X. This effect is a direct consequence of the higher value of $\Lambda_X$ with respect to $\Lambda_S$ and of the absence of a net dipole moment of the adsorbate radical. As a consequence $\Delta V_{surf}$ (and thus $WF$) is only controlled by the dipole induced at the surface. The halogens produce strong, directional, monovalent bonds and generate an electron withdrawal effect from the surface whose relevance increases with increasing the linker electronegativity. This effect leads to the formation of a positive charge accumulation at the substrate and consequently to the generation of a negative electric dipole that points towards the surface. The resulting electrostatic potential hinders the movement of electrons away to the surface and leads to an increased $WF$. The charge redistribution generated by surface passivation is also depicted in the first two panels of Fig. 4, where, as an example, we report the charge density difference for the I:Si(100) and Cl:Si(100) surfaces. The plot has been obtained by subtracting, from the passivated system, the density of each separated sub-system (the halogen atom, the H atom, and the clean surface) keeping the atomic positions frozen. As a consequence of the electron withdrawal effect from the surface, we observe an increment of the negative charge in
the region between the halogen and the Si surface. In turn, this effect is then responsible for the augmented electric dipole that generates the increased WF.

The situation is more complicated when we consider surfaces belonging to the second class of systems, in our case $X = -\text{OH}$ and $X = -\text{CH}_3$. As pointed out by results of Tab. 2 in this case the WF does not increase monotonically with increasing electronegativity of the anchored group. For systems terminated with polar groups, $\mu^z_{\text{surf}}$ is the result of the combination of the induced dipole moment and of the non-zero moment of the surface radicals. For the cases $X = -\text{OH}$ and $X = -\text{CH}_3$, the overlapping of the two different electric dipole moments leads to a reduction of the $\mu^z_{\text{surf}}$ and thus of $\Delta V_{\text{surf}}$ and WF. A similar behaviour has been observed also for $X = -\text{OH}$ and -CH$_3$ terminated Si(111) surface.\cite{71,75,95}

A direct comparison between theoretical results and experiment data is sometimes not straightforward. While potentially influenced by a number of factors (strain, defects and impurities, doping, etc.) that are difficult to control and/or model, a direct comparison between theory and experimental data is fundamental to clarify the role played by the coverage on the WF, IP and EA, as well as the relevance of crystal orientation and surface reconstruction.

A large part of the experimental data currently available concern the study of the (2×1)Si(111) surfaces, i.e. surfaces with a different crystal orientation and surface reconstruction with respect to the systems considered in this work. Sgiarovello et al.\cite{65} have shown that unpassivated and stoichiometric Si(100) surfaces show higher value of WF and IP with respect to Si(111) surfaces and that both WF and IP decrease when we move from ideal to reconstructed surfaces. These trends, however, have been obtained for clean non-passivated surfaces and their extension to passivated systems could be not trivial. Experiments performed on the (2×1)Si(100) clean surface point out values of WF ranging from 4.7 eV to 4.9 eV\cite{34,37,39,40}. The unreconstructed (1×1)Si(100) is expected to show higher values of WF while the chemisorption of -H atoms on the surface is expected to reduce this value.\cite{65}

For the (1×1)H:Si(100), our calculations give a WF of 4.842 eV. Our results can also be compared with those obtained by experiments performed to evaluate the IP for -H and -CH$_3$ terminated Si(111) surfaces. The obtained values (5.29-5.31 eV for the H-terminated surface and 4.76-4.80 eV for the CH$_3$ terminated systems)\cite{71,75,95} are similar to those calculated by us for the Si(100) surface (5.560 eV and 4.633 eV for the -H and -CH$_3$ systems, respectively), pointing out that the major role in the determination of IP (but also of WF and EA) is played by the different chemisorbed species and not by the different surface orientation. Finally we discuss the WF measured by Pouch et al.\cite{65} for the CH$_3$ terminated (1×1)Si(100) surface. This system shows the same crystal orientation and the same surface reconstruction of the ones considered by us thus allowing for a direct comparison with our results. The experimental value of the reported WF (4.08 eV) is very close to the one we calculated for the same coverage (3.915 eV). The difference of about 0.15 eV is compatible with the accuracy of the GW method.

Table 2 In the first 5 columns, we report the WF, IP, and EA calculated using the line-up potential method within the DFT-LDA, the potential shift and the z component of the electric dipole normalized on the unit cell area. In the last 3 columns we report the WF, IP, and EA calculated including QP corrections for the VBM and CBM states of the Si bulk supercell. The electronegativities are (Pauling units): $\Lambda_{\text{Si}} = 2.2$, $\Lambda_{\text{Ge}} = 2.66$, $\Lambda_{\text{Br}} = 2.96$, $\Lambda_{\text{Cl}} = 3.16$. $\Lambda_{\text{O}} = 3.98$.\cite{47,96,97} Different techniques have been applied to estimate the electronegativity of the -OH and -CH$_3$ groups (see for instance Ref.\cite{77}.) Some results are reported in Ref.\cite{93} here $\Lambda_{\text{HW}}$ range from 2.8 to 3.97 while $\Lambda_{\text{CH}_3}$ settles to about 2.3. The energy gap of the Si bulk supercell calculated in the GW approximation results to be 1.247 eV. WF, IP, and EA have been calculated using the line-up potential method.

|                | DFT-LDA       | GW corrected          |
|----------------|---------------|-----------------------|
|                | $WF$ (eV)     | $IP$ (eV)             | $EA$ (eV) | $\Delta V_{\text{surf}}$ (V) | $\mu^z_{\text{surf}}$ (a.u) | $WF$ (eV) | $IP$ (eV) | $EA$ (eV) |
| Si$_{36}$H$_4$ | 4.470         | 4.722                 | 4.218     | 0.840                         | 1.843                       | 4.842     | 5.560     | 4.311     |
| Si$_{36}$H$_2$I | 4.826         | 5.078                 | 4.574     | 0.867                         | 1.902                       | 5.198     | 5.916     | 4.667     |
| Si$_{36}$H$_2$Br | 5.299         | 5.551                 | 5.048     | 0.900                         | 1.977                       | 5.671     | 6.389     | 5.141     |
| Si$_{36}$H$_2$Cl | 5.489         | 5.741                 | 5.237     | 0.915                         | 2.008                       | 5.861     | 6.579     | 5.330     |
| Si$_{36}$H$_2$F | 6.135         | 6.387                 | 5.884     | 0.963                         | 2.113                       | 6.507     | 7.225     | 5.977     |
| Si$_{36}$H$_2$(CH$_3$)$_2$ | 3.543     | 3.795                 | 3.291     | 0.772                         | 1.693                       | 3.915     | 4.633     | 3.384     |
| Si$_{36}$H$_2$(OH)$_2$ | 3.810    | 4.062                 | 3.558     | 0.792                         | 1.738                       | 4.182     | 4.900     | 3.651     |

Fig. 2 (Color online) WF (a), IP (b) and EA (c) calculated at the GW level are reported for Si and Ge functionalyzed surfaces.
3.2 X:Ge(100) surfaces: MBPT results

In this section we analyze the results obtained in the study of X-terminated Ge(100) surfaces, labelled as X:Ge(100). As previously pointed out, there is a lack of theoretical works dedicated to the electronic properties of these systems. Following the procedure described in Sec. 3.1, we first investigate the electronic properties of X-terminated Ge(100) slabs formed by 36 Ge layers, namely X:Ge(100)$_{36}$. Calculated DFT-LDA and GW energy gaps and QP corrections for VBM and CBM states are reported in Tab. 3. In Fig. 3, we report the band structure for the H:Ge(100)$_{36}$ slab (similar trends are obtained for all the other structures) and the VBM and CBM square modulus contour plots for the H:Ge(100)$_{36}$ slab, F:Ge(100)$_{36}$ slab, and CH$_3$:Ge(100)$_{36}$. Differently to the Si(100) slabs, the Ge(100)$_{36}$ slab structures show an indirect band gap. For these systems the transition from a direct to an indirect gap occurs for slabs thinner than the ones considered by us. Similarly to the Si(100) slabs, also in this case the calculated energies gap systematically exceeds the one of the Ge bulk. As observed for the X:Si(100) surfaces, also in this case the main problem is due to the slow convergence of the band edge states with respect to the number of layers of the slab. In particular, for all the considered systems, both the VBM and CBM are delocalized over the whole structure (for simplicity we report in Fig. 3 only three systems but the same conclusions hold for all the other considered structures), that is the bulk-like region of the slab is not properly converged. A correct description of the WF, IP and EA of X:Ge(100) surfaces through the direct method requires, thus, the use of very thick slabs which are difficult to treat with methods based on the MBPT. Following the procedure described in Sec. 3.1, QP corrections for the VBM and CBM states are obtained by considering the Ge bulk supercell Ge$_{36}^{bulk}$ and the WF, IP, and EA are obtained by applying the line-up potential method. Calculated QP corrections for the band edge states of Ge$_{36}^{bulk}$ are QP$_{VBM} = -0.627$ eV and QP$_{CBM} = -0.098$ eV, that lead to a GW energy gap of 0.708 eV and to an increment of 0.264 eV in the WF with respect to the DFT case. Similarly to the X:Si(100) case, the inclusion of GW corrections mainly affects the IP while the EA remains practically unchanged with respect to the value calculated within DFT. The calculated values for WF, IP, and EA are reported in Tab. 4. In particular in the first part of the Table we report WF, IP and EA calculated within DFT-LDA (together with the $\Delta V_{surf}$ and $\mu_{surf}$) while in the second part we report the same quantities calculated within MBPT. The latter are also reported in Fig. 2. Results of Tab. 4 and Fig. 2 underline trends similar to the ones obtained for the functionalized Si surfaces. For what concerns the surface passivated with halogen atoms, we observe a monotonic increment of WF, IP, and EA when increasing the electronegativity of the absorbed atom. Also in this case we observe the accumulation of a positive charge at the substrate (see for instance the last two panels of Fig. 3) and the generation of an electric dipole that points toward the surface. At the contrary, the absorption of polar groups leads to a reduction of these surface parameters. The differences with respect to the functionalized Si surfaces are therefore only related to the absolute values of WF, IP, and EA. By comparing the results of Tab. 2 with those reported in Tab. 4 we can observe that the calculated $\Delta V_{surf}$ and $\mu_{surf}$ for X:Ge(100) are always smaller than those obtained for X:Si(100). Again, we observe that the WF of Si structures are larger than those of Ge when X = -H, -I, -F, -CH$_3$, while WF is larger for germanium surfaces when X = -Br, -Cl and -OH. At the same time the IP is always larger for the X:Si(100) surfaces, while, except for X = -H case, EA results always larger for functionalized Ge(100) surfaces.

A direct comparison of the results of Tab. 4 with experiments is, also in this case, not trivial. To our knowledge, WF, IP, and EA of functionalized Ge surfaces have been investigated only in few works. These studies are mainly concerned with the analysis of reconstructed surfaces that often show a different orientation with respect to the one considered in this work. For a clean Ge(100) surface, Serino et al. reported a WF of 4.56 eV, while a WF of 4.67 eV was measured via UPS for the (2 x 1):Ge(100) by Walker et al. This value decreases by 0.33 eV (WF = 4.34 eV) upon hydrogen termination. For the (2 x 1):Ge(001) a value of WF = 4.5 eV was measured by Landemark et al. while values of 4.36 and 5.09 eV were reported for the EA and IP of epi-(2 x 1):Ge(001) in Ref. These results have to be compared to our calculated values, that for the H-terminated (1 x 1):Ge(100) surface are WF = 4.501 eV, EA = 4.230 eV and IP = 4.967 eV, respectively.

3.3 SiGe heterostructures

Combining Si and Ge to create novel heterostructures with desired properties is an appealing route to realize new devices with improved characteristics compared to traditional Si-based systems. Some properties can be deduced, as a good approximation, starting from the characteristics of the two constituent elements. As an example, recently, Pouch and coworkers have measured the WF in (1 x 1):Si$_{1-x}$Ge$_x$(100) heterostructures as a function of the composition. For the case $x = 1$, the authors obtained a WF of 4.2 eV. The interpretation of this result, however, is not straightforward because the composition of the surface was not uniquely defined. In particular, the analysis performed on the sample pointed out the presence of carbon (-CH$_3$ termination) and hydrogen (-H termination), but not their concentration.

By assuming that, as a good approximation, the WF can be obtained as a linear combination of the single H:Ge(100) and CH$_3$:Ge(100) WFs weighted by the mutual concentrations (the validity of this assumption will be discussed below), our results seem to indicate an equal concentration of H and CH$_3$ species at the surface. Indeed, the measured WF falls almost halfway between the WF calculated for the H:Ge(100) (4.501 eV) and the one obtained for the CH$_3$:Ge(100) (3.715 eV). More in general, it is possible to say that the WF of SiGe surfaces can be often deduced by applying a nonlinear interpolation of the WF of the constituents weighted on their concentration, where the deviation from the linearity is due to the presence of a bowing factor. In the following, on the basis of the results obtained for the Si and Ge systems and adopting simple arguments, we provide some predictions about the behaviour of SiGe heterostructures, without performing calculations on SiGe slabs. This choice is supported by
Table 3 DFT-LDA and GW calculated energy gaps are reported in the first and second columns, respectively. QP corrections for the VBM and CBM states are reported in the third and the fourth columns. Slabs are formed by 36 Ge-layers.

| X:Ge(100)$^{n=36}$ | $E_{\text{LDA}}^{\text{gap}}$ (eV) | $E_{\text{GW}}^{\text{gap}}$ (eV) | $\Delta E_{\text{GW}}^{\text{VBM}}$ (eV) | $\Delta E_{\text{GW}}^{\text{CBM}}$ (eV) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Ge$_{36}$H$_4$  | 0.308           | 1.164           | -0.619          | 0.238           |
| Ge$_{36}$H$_2$F$_2$ | 0.237           | 1.090           | -0.623          | 0.230           |
| Ge$_{36}$H$_2$Cl$_2$ | 0.246           | 1.093           | -0.619          | 0.228           |
| Ge$_{36}$H$_2$Br$_2$ | 0.244           | 1.092           | -0.619          | 0.229           |
| Ge$_{36}$H$_2$I$_2$ | 0.239           | 1.094           | -0.630          | 0.225           |
| Ge$_{36}$H$_2$(OH)$_2$ | 0.269           | 1.120           | -0.618          | 0.223           |
| Ge$_{36}$H$_2$(CH$_3$)$_2$ | 0.220           | 1.056           | -0.613          | 0.223           |

Fig. 3 (Color online) Left: DFT Band structure for the H:Ge(100)$^{36}$ slab. GW corrections open the gap of about 0.85 eV without affecting the band dispersion. Right: VBM and CBM square modulus wave-function contour plots for the H:Ge(100)$^{36}$ slab, F:Ge(100)$^{36}$ slab and CH$_3$:Ge(100)$^{36}$ slab.

Fig. 4 (Color online) Charge density difference calculated for X=-I, and X=-Cl functionalized Si(100) and Ge(100) slabs from -0.008 to 0.008 e/\(a_0^2\). An increment (decrement) of the negative charge is represented by the red (blue) colour.

the evidence that interface effects in a SiGe system mostly depend on the one-electron features of the two bulk materials considered separately. Furthermore, a recent model based on DFT simulations of SiGe slabs and confirmed by experiments, shows that the work function of complex SiGe alloys can be easily predicted by using a linear interpolation of the work function of the Si and Ge systems. Indeed, as shown in Ref. [28], for SiGe heterostructures, the bowing factor is small and can be neglected without affecting too much the final result; as a consequence, the WF of X-terminated Si$_{1-x}$Ge$_x$ surfaces can be estimated by applying the relation:

$$WF_{X:Si_{1-x}Ge_x} = (1-x) \times WF_{X:Si} + x \times WF_{X:Ge} \quad (4)$$

where $WF_{X:Si}$ and $WF_{X:Ge}$ are the Si and Ge WFS, respectively. Results obtained by reporting in Eq. 4 the values of $WF_{X:Si}$ and $WF_{X:Ge}$ of Tab. 2 and Tab. 4 are depicted in Fig. 5. They clearly demonstrate the possibility of modulating the WF over a large range of values by modifying both the Si and Ge concentrations and the surface functionalization. Results of Fig. 5 do not take into account effects induced by Si and Ge lattice mismatch on...
Table 4 In the first 5 columns we report $WF$, $IP$, and $EA$ values calculated using the line-up potential method within the DFT-LDA, the potential shift and the $z$ component of the electric dipole normalized on the unit cell area. In the last 3 columns we report $WF$, $IP$, and $EA$ values calculated including QP corrections for the VBM and CBM states of the Ge bulk supercell.

| DFT-LDA | GW corrected |
|---------|--------------|
| $WF$ (eV)  | $IP$ (eV)  | $EA$ (eV) | $\Delta V_{\text{surf}}$ (V) | $\mu_{\text{z,surf}}$ (a.u) | $WF$ (eV) | $IP$ (eV) | $EA$ (eV) |
| $Ge_{36}H_4$ | 4.238 | 4.344 | 4.132 | 0.269 | 0.633 | 4.501 | 4.967 | 4.230 |
| $Ge_{36}H_3I_2$ | 4.954 | 5.040 | 4.828 | 0.322 | 0.755 | 5.197 | 5.663 | 4.926 |
| $Ge_{36}H_5Br_2$ | 5.451 | 5.557 | 5.345 | 0.359 | 0.843 | 5.714 | 6.180 | 5.443 |
| $Ge_{36}H_5Cl_2$ | 5.686 | 5.792 | 5.580 | 0.376 | 0.883 | 5.949 | 6.415 | 5.678 |
| $Ge_{36}H_5F_2$ | 6.161 | 6.267 | 6.055 | 0.411 | 0.964 | 6.424 | 6.890 | 6.153 |
| $Ge_{36}H_5(CH_3)_2$ | 3.452 | 3.558 | 3.346 | 0.211 | 0.496 | 3.715 | 4.181 | 3.444 |
| $Ge_{36}H_5(OH)_2$ | 4.013 | 4.119 | 3.907 | 0.254 | 0.597 | 4.276 | 4.742 | 4.005 |

By tuning Si and Ge concentration and by modifying the surface passivation, we can therefore change the heterostructure $WF$. In particular, changes in the passivation can lead to variations up to 2.5 eV in the $WF$ while the composition leads to finer variations in the order of fractions of eV. Noticeably, $WF$ is almost independent of the Si and Ge concentration when $X=I$. At the contrary, the $WF$ decreases with increasing the Ge concentration when $X=H$, $F$ and $OH$ while it increases with increasing the Ge concentration when $X=Cl$, $Br$ and $CH_3$.

Results of Tab. 2 and 4 can be also used to predict effects induced by passivation on the band offset character of SiGe heterostructures of large size, that is on the band discontinuity induced by the presence of two semiconductors of different gap, $EA$ and $IP$. This step is important because in the past only little attention has been dedicated to the study of the effects induced by surface coverage on the SiGe surface band offset.

Predicted offset profiles for SiGe surfaces are reported in Fig. 6. Results are obtained by aligning the band edges of the X:Si(100) and X:Ge(100) surfaces with respect to the vacuum energy (noticeably a similar approach was adopted by C. Fasolato et al. to predict the band alignment at the interface in polytypic Ge NWs of large diameter). Here we compare the band energy line-up calculated for H:SiGe(100) with the ones obtained for $X=H$, $CH_3$, $OH$ and $X=Cl$, $Br$, $F$ (halogens, top panel of Fig. 6) and for $X=CH_3$, $OH$.
(polar molecules, bottom panel of Fig. 6). Noticeably results of Fig. 6 can be extended also to abrupt or axial [108] NWs with large diameters, i.e. approximately in the 30-100 (or more) nm range, where quantum confinement and strain effects are negligible and the facets recover the character of an infinite surface. NWs with these diameters can be routinely grown and thus are the most relevant for technological applications. Due to the large number of atoms, these systems cannot be directly investigated within MBPT and their electronic properties have to be determined using a different strategy. Obviously, especially when low dimensional nanosystems are considered (slabs, NWs and nanocrystals), other factors as the strain, the geometry of the interface, the composition, the local chemistry and the quantum confinement of the electronic density, can affect the band offset [108,116].

For instance, SiGe NWs of few nm of diameter can show different band-offset depending on the geometry of the NWs and on the size of the Si and Ge region, while the quantum confinement effects seem to always favour the formation of a type II offset at the interface [108]. However, when the size of the system increases (i.e. when we move from SiGe slabs to SiGe surfaces), the role played by the bulk properties of the single constituents become predominant.

Our results point out that only the case X = -H can contribute to the formation of a type II offset, with the VBM localized on the Ge atom and the CBM localized on the Si atom. Instead, the band offset properties of low dimensional SiGe nanostructures are influenced by a large number of parameters (including the coverage), it is interesting to note that a type-II offset was also predicted for H-terminated abrupt SiGe NWs of few nm of diameter, with the VBM and CBM localized on the Ge and Si atoms, respectively [108]. In these systems, therefore, the presence of H at the surface, as e.g. obtained when NWs are synthesized in extremely acidic conditions, contributes together with the strain and the quantum confinement to the formation of a band edge line-up where VBM and CBM are localized on different materials. At the contrary, all other passivations favour the formation of a type-I offset, with both VBM and CBM localized on the Ge atoms. In these cases, any observation of a type-II offset has to be ascribed to effects related to the strain and to the quantum confinement (this is true in particular in low-dimensional nanosystems). Despite of the lack of experimental works on such systems, these findings suggest a practical and powerful way to modulate electron and hole localizations in SiGe systems.

4 Conclusions

In this work we have calculated WF, IP, and EA of (1 × 1) Si(100) and Ge(100) surfaces terminated with X = -H, -I, -Br, -Cl, -F, -CH$_3$, and -OH. These quantities have been evaluated within MBPT using the so-called line-up potential method. Our results point out that Si(100) and Ge(100) surfaces show very similar trends concerning WF, IP and EA. In particular, the passivation with halogen atoms always leads to an increment of the WF, IP and EA with respect to the hydrogenated system as a consequence of an electron withdrawal effect from the surface that increases together with the electronegativity of the absorbed atom. At the contrary, as a consequence of the reduction of the z-component of the electric dipole, functionalization with -CH$_3$ and -OH groups produce a decrement in the WF, IP, and EA with respect to the -H case. For what concerns functionalized Si surfaces, our results confirm the trends obtained within the DFT scheme by other groups. The main novelty, however, consists in the application of expensive but more accurate procedures based on the MBPT within the GW approximation to calculate the absolute values (and not only the trends) of the WF, IP and EA, an important step that allows one to refine the theoretical results reported by other teams. Our approach is also a novelty for what concerns the study of WF, IP and EA for functionalized Ge surfaces, that have never been studied either in the DFT nor in the MBPT scheme. The computational determination of the absolute values of the WF, IP, and EA is fundamental to support experimental activities as well as to design new electronic devices based on functionalized Si and Ge surfaces. Starting from the results obtained for the Si(100) and Ge(100) surfaces, we have then extended our analysis to the study of SiGe heterostructures showing the possibility of both modulating the WF and controlling the band offset magnitudes by surface functionalization. In particular, we have proven that changes in the adsorbate type can lead to variations up to 2.5 eV in the WF while the tuning of the Si and Ge concentration induce finer variations, in the order of few tenths of eV. Moreover, our outcomes seems to indicate that the presence of hydrogen at the surface favour the formation of a type-II band offset with the VBM localized on the Ge atom and the CBM localized on the Si atom. At the contrary, all the other functionalization consider in this work promote the formation of a type-I offset with both VBM and CBM states clearly localized on the Ge atom. These results, which remain to be confirmed by future experimental studies, can open new perspectives in the design of novel SiGe functionalized systems with properties modeled to address specific technological needs.
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8 Appendix

8.1 Computational details

Calculations have been performed adopting a simple tetragonal Bravais lattice. Band structures have been calculated considering the 2D path $X(0.5, 0.0, 0.0) \rightarrow \Gamma (0.0, 0.0, 0.0) \rightarrow M (0.5, 0.5, 0.0)$. The electronic structure of the slabs have been determined by combining the DFT and the MBPT in the GW approximation. For both X:Si(100)$_{36}^{36}$ and the X:Ge(100)$_{36}^{36}$ slab, both polarizability ($\chi$) and self energy ($\Sigma$) have been converged using 1600 bands. Calculations have been performed using the SOS terminator algorithm with an extrapolar energy parameter of 1.5 Ha (see section below for details concerning this procedure). The Wigner-Seitz truncation scheme is adopted to cutoff the Coulomb interaction and thus to reduce spurious effects induced by the interaction between replicas.

The absolute energy position of the VBM and CBM for both the Si$_{\text{bulk}}^{36}$ and the Ge$_{\text{bulk}}^{36}$ have been calculated within the GW approach using the terminator scheme and imposing 500 bands for both $\chi$ and $\Sigma$ and of 19 Ry for the response block size.

8.2 Sum-over-states terminators

The sum-over-states (SOS) terminator method (or simply terminators) is applied to accelerate the GW calculations by reducing the number of virtual orbitals necessary to converge QP corrections. The method consists in replacing poles arising from the virtual orbitals not explicitly included in the calculation with a single extra pole, whose position is defined by the extrapolar energy parameter. This procedure leads to the truncation of the sum-over-states for both the response function ($\chi$-term) and the self-energy ($\Sigma$-term) and improves the convergence with respect to the number of unoccupied bands, without altering the final converged results. For demonstration purposes, in Fig. 7 and 8 we report the calculated QP corrections for the VBM and CBM of the Ge$_{\text{bulk}}^{36}$ system described in a supercell. Calculations are performed with and without SOS-terminators, using a response block-size of 7 Ry.

In Fig. 8 we report calculated QP corrections obtained by increasing the number of bands included in the calculation of the response function $\chi$ while using 1300 bands for the self-energy, that is therefore well-converged. In the figure, empty circle connected with solid lines denote QP corrections obtained without applying any correction. Results obtained by using the $\chi$-term are denoted by solid circles connected with solid lines. In Fig. 8 we report the QP corrections calculated by adopting 1300 bands in the response function (that is therefore converged) and by increasing the number of bands in the self-energy. Also in this case, empty circle connected with solid lines denote QP corrections obtained without applying any correction while solid circles connected with solid lines represent the results obtained by adopting
the Σ-term procedure. Both Figures 7 and 8 show a relevant improvement in the convergence trends when SOS-terminators are included in the calculations. The same consideration holds for all the considered slabs. As an example, in Fig. 9 we report the QP convergences for the VBM and CBM states obtained for the all the considered slabs. As an example, in Fig. 9 we report the QP convergences for the VBM and CBM states obtained for the absorbed molecule. In the plot they are included in the calculations. The same consideration holds for the surfaces are reported in the figure. Bulk-like oscillations of functionalized Ge36I2H2 slabs result independent of the absorbed molecule. In the plot they are overlapped with the one of the Ge bulk. Energies are in Rydberg.

8.3 Calculation of the WF in functionalized surfaces: the basis steps

In Sec. 2 we have discussed a method (the line-up potential method) to obtain, within Kohn-Sham DFT, the WF, EA and IP of a system. The procedure, applied to both the (1 × 1) Si(100) and the (1 × 1) Ge(100) surfaces, is schematized in Fig. 10, where the Ge case is analyzed. Here, $E_{\text{VBM}}$ and $E_{\text{CBM}}$ represent the top and the bottom of the $\text{Ge}_{\text{bulk}}^{36}$ valence and conduction band, respectively (dark horizontal lines). The Fermi energy for the bulk supercell is placed at midgap. Dashed and solid lines represent the planar and macroscopic average of the electrostatic potential for the different covered slabs. The electrostatic potential is calculated without including the exchange correlation contribution. The plot shown in Fig. 10 is obtained by superimposing the oscillating planar average calculated for Ge bulk and the one corresponding to the bulk-like region of the slab. In this way, we can properly align the Fermi and the vacuum energy. The separation between the Fermi energy and the vacuum energy defines the WF. IP (EA) is instead obtained by calculating the separation between $E_{\text{VBM}}$ ($E_{\text{CBM}}$) and the vacuum energy. Finally, $WF$, $IP$, and $EA$ are corrected by applying GW corrections to the $E_{\text{VBM}}$ and $E_{\text{CBM}}$ energies.
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