Predicting mortality of individual patients with COVID-19: a multicentre Dutch cohort

Ottenhoff, M.C.; Ramos, L.A.; Potters, W.; Hu, S.; Thomas, R.; Elbers, P.; Welling, M.; Simsek, S.; Wiersinga, W.J.; van Wingen, G.A.; The Dutch COVID-PREDICT research group

DOI
10.1136/bmjopen-2020-047347

Publication date
2021

Document Version
Final published version

Published in
BMJ Open

License
CC BY-NC

Citation for published version (APA): Ottenhoff, M. C., Ramos, L. A., Potters, W., Hu, S., Thomas, R., Elbers, P., Welling, M., Simsek, S., Wiersinga, W. J., van Wingen, G. A., & The Dutch COVID-PREDICT research group (2021). Predicting mortality of individual patients with COVID-19: a multicentre Dutch cohort. BMJ Open, 11(7), Article e047347. https://doi.org/10.1136/bmjopen-2020-047347

General rights
It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s) and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open content license (like Creative Commons).

Disclaimer/Complaints regulations
If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material inaccessible and/or remove it from the website. Please Ask the Library: https://uba.uva.nl/en/contact, or a letter to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You will be contacted as soon as possible.

UvA-DARE is a service provided by the library of the University of Amsterdam (https://dare.uva.nl)
Predicting mortality of individual patients with COVID-19: a multicentre Dutch cohort

Maarten C Ottenhoff,1 Lucas A Ramos,2 Wouter Potters,3 Marcus L F Janssen,4 Deborah Hubers,2 Shi Hu,6 Egill A Fridgeirsson,7 Dan Piña-Fuentes,3 Rajat Thomas,7 Iwan C C van der Horst,5 Christian Herff,1 Pieter Klabben,8 Paul W G Elbers,9 Henk A Marquering,2 Max Welling,6 Suat Simsek,10,11 Martijn D de Kruif,12 Tom Dormans,13 Lucas M Fleuren,14 Michiel Schinkel,15 Peter G Noordzij,16,17 Joop P van den Bergh,17 Caroline E Wyers,1,17 David T B Buiss,18 W Joost Wiersinga,19,20 Ella H C van den Hout,10 Auke C Reidinga,21 Daisy Rusch,22 Kim C E Sigaloff,19 Renee A Douma,23 Lianne de Haan,23 Niels C Gritters van den Oever,24 Roger J M W Rennenberg,25 Guido A van Wingen,26 Marcel J H Aries,2,5 Martijn Beudel,3 on behalf of The Dutch COVID-PREDICT research group

ABSTRACT

Objective Develop and validate models that predict mortality of patients diagnosed with COVID-19 admitted to the hospital.

Design Retrospective cohort study.

Setting A multicentre cohort across 10 Dutch hospitals including patients from 27 February to 8 June 2020.

Participants SARS-CoV-2 positive patients (age ≥18) admitted to the hospital.

Main outcome measures 21-day all-cause mortality evaluated by the area under the receiver operator curve (AUC), sensitivity, specificity, positive predictive value and negative predictive value. The predictive value of age was explored by comparison with age-based rules used in practice and by excluding age from the analysis.

Results 2273 patients were included, of whom 516 had died or discharged to palliative care within 21 days after admission. Five feature sets, including premorbid, clinical presentation and laboratory and radiology values, were derived from 80 features. Additionally, an Analysis of Variance (ANOVA)-based data-driven feature selection selected the 10 features with the highest F values: age, number of home medications, urea nitrogen, lactate dehydrogenase, albumin, oxygen saturation (%), oxygen saturation is measured on room air, oxygen saturation is measured on oxygen therapy, blood gas pH and history of chronic cardiac disease. A linear logistic regression and non-linear tree-based gradient boosting algorithm fitted the data with an AUC of 0.81 (95% CI 0.77 to 0.85) and 0.82 (0.79 to 0.85), respectively, using the 10 selected features. Both models outperformed age-based decision rules used in practice (AUC of 0.69, 0.65 to 0.74 for age >70). Furthermore, performance remained stable when excluding age as predictor (AUC of 0.78, 0.75 to 0.81).

Conclusion Both models showed good performance and had better test characteristics than age-based decision rules, using 10 admission features readily available in Dutch hospitals. The models hold promise to aid decision-making during a hospital bed shortage.

INTRODUCTION

The first wave of the COVID-19 pandemic had a dramatic effect on our society and severely disrupted our daily lives, economies and healthcare systems. During the peak of the first wave, hospitals and intensive care units (ICU) throughout Europe were overwhelmed and resources were exhausted. Implementation of public health policies reduced the infection rate; however, there is a considerable risk that relaxation of these policies leads to a next pandemic wave, which is already seen throughout European countries.
Given the novelty of the virus, accurate information about the clinical course and prognosis of individual patients is still largely unknown, which led to the use of crude limits to unilaterally withhold advanced life support measures to face the large numbers of pulmonary insufficient patients during the first wave. Although criticised, several hospitals in Europe have already solely used age as a triage criterion.\(^1\) Many publications have developed and evaluated triage selection criteria, but there remains a significant knowledge gap and the final criteria are subject to socio-ethical debate.\(^2\) Preferably, triage is averted, but when necessary, the decision should be guided by evidence-based medical criteria. Since March 2020, many studies have been published regarding the clinical characteristics of patients suffering from a SARS-CoV-2 infection in both smaller (n=58, \(n=200\)) and larger cohorts (n>5000\(^7\)-9)). However, these studies have reported notable differences in clinical characteristics that were associated with an adverse outcome. Importantly, these studies only provide information about clinical characteristics and risk factors on the group level and therefore do not provide information about the prognosis for individual patients. Prognosis models using multivariable analysis, such as\(^7\) and\(^9\) could be of great value during triage, especially when tailored towards individual prediction. These models can provide information about the individual patients’ chance of survival, despite largely unknown underlying risk factors. Within the ongoing socio-ethical debate in the Netherlands, whether age should be included in the triage selection criteria, a predictive model could allow to exclude age or to include it together with clinical characteristics.\(^10\)

Wynants et al\(^10\) reviewed COVID-19 prediction models, identifying 145 prediction models of which 23 were tailored towards predicting mortality. The authors identified that all studies were at high risk of bias and are likely to underperform in clinical practice. However, a recent paper, not yet reviewed by Wynants et al, showed promising results on predicting mortality with excellent performance, using a very large cohort (n>50,000) from the UK.\(^11\)

The uncertainty and risk of bias in almost all published COVID-19 related prognostic models, stresses the importance of thorough methodology in variable selection, internal and external model validation and performance evaluation.\(^10\) In addition, a constant interplay between data scientists and clinicians must be in place during model development. Furthermore, studies developed and performed independently with similar methodology are more valuable than ever to reduce the uncertainty of published models and the risk of spurious publications.\(^12\)\(^13\) Therefore, a prognostic model was developed and evaluated that predicts 21-day all-cause mortality; using data from 2273 SARS-CoV-2 infected patients from 10 hospitals across the Netherlands.

**MATERIALS AND METHODS**

**Data collection**

Data were included from 10 Dutch hospitals varying from small to large peripheral hospitals to large academic centres. For an up-to-date overview of the including centres (see wwwcovidpredictorg). Clinical data were derived from electronic health records, pseudonymised and stored in the database (Castor EDC, Amsterdam, The Netherlands) by each hospital independently. Data collection started with the first admitted patients in the included centres. This was after the first confirmed case in the Netherlands on 27 February 2020. Records were included up to an admission date up until 8 June when the Dutch admission rates sharply decreased.\(^13\) Inclusion criteria were admission in a hospital, age ≥18 years, a positive SARS-CoV-2 PCR before or during admission, or a CO-RADS GT thorax score ≥4 at admission. All patients were included consecutively. Retrospective data collection was based on the rapid COVID-19 case report form (rCCRF) developed by the WHO.\(^15\) After consultation with several specialist consultants and an evaluation of the COVID-19 literature (mainly from China and Italy), additional clinical and laboratory features were added to the rCCRF. All included variables can be found in online supplemental table 1.

Given the exceptional circumstances related to the COVID-19 crisis and in accordance with national guidelines and European privacy law, the need for informed consent was waived and an opt-out procedure was communicated by press release. Despite this, individual centres used local guidelines to obtain consent retrospectively from patients or representatives. In all centres, measures were taken to ensure adequate and safe data pseudonymisation and storage.

**Outcome definition**

To support the decision of (ICU) treatment during scarcity at hospital admission, we aim to predict the unfavourable outcome of patients with COVID-19 at hospital admission. Given the amount of data, predicting each possible outcome, such as mortality, palliative care, discharge and hospitalisation, could increase the risk of biased models and overfitting. Therefore, the prediction goal was modelled as a binary classification problem, where an unfavourable outcome corresponds to patients that either died or were discharged for palliative care within 21 days after hospital admission. Palliative discharge is end-of-life care that focuses on patient comfort rather than treatments with curative intentions. A favourable outcome corresponds to patients that are discharged to home, nursing homes or rehabilitation units within 21 days and patients that are alive and still hospitalised at 21 days after hospital admission. Patients that were still hospitalised but shorter than 21 days, transferred to other hospitals (including transfers to participating hospitals), readmitted or have an unknown outcome were excluded from further analysis.

**Data processing and quality**

The rCCRF was filled in manually by a large team of researchers and doctors because the electronic patient dossiers in the different hospitals could not be coupled
to the Castor database. The rCCRF and additional features resulted in a large number of features (>400). A consensus meeting with clinicians was held (18 April 2020) to remove features that were not available at hospital admission, not within the standard admission laboratory values or at risk of bias. This resulted in a feature set of 80 features. These 80 features were then divided into six sets: (1) premorbid characteristics (age, gender, occupation and medical history, n=24), (2) clinical characteristics at admission (n=14), (3) laboratory and radiology findings at admission (n=42), (4) the combination of set 1 and 2 (n=38), (5) all features (n=80) and (6) a data-driven selection from all features (n=10). The process of data-driven selection is described further in the modelling process section. The decision to use 10 variables was a practical one, in an attempt to balance fewer variables for easier application in practice and more variables to inform about important features. A complete overview of all features per set is shown in online supplemental table 1 and numerical characteristics per set are shown in online supplemental table 2. The resulting features were checked for physiologically implausible outliers by two authors (MJHA/DH). Some features contained high but plausible values and were therefore not removed (eg, creatine kinase). Furthermore, collinearity was assessed by a Pearson correlation matrix (online supplemental figure 1). No variables were removed due to high collinearity.

**Predictive modelling**

Ultimately, the obtained models could change the clinicians' decision and thus could directly influence the life of a patient. It is therefore of utmost importance that the obtained models are both robust and interpretable. To comply with these requirements, two models with a fundamentally different modelling approach were selected: a logistic regression (LR) that fits the data linearly, and a tree-based gradient boosting algorithm that fits the data non-linearly. The models were implemented using the Python 3 libraries Scikit-learn and XGBoost (extreme gradient boosting (XGB)), respectively. Both models can be interpreted relatively easily and XGB often shows state-of-the-art results in multiple tasks. The models were trained and validated using leave-one-hospital-out cross-validation (LOHO-cv). By iteratively training the models on all but one hospital and performance testing on the left-out hospital, the performance of the model represents the ability to predict the outcome on independent data and thereby incorporate possible data heterogeneity between hospitals. To prevent skewed performance on individual folds due to a small number of samples, we combined the data from the two hospitals with the smallest number of samples and considered them as a single hospital in LOHO-cv for further analysis. Additional to LOHO-cv, internal 10-fold random subsampling cross-validation using data from all hospitals was performed to facilitate a comparison of the results to other studies that typically only perform internal cross-validation.

**Modelling process**

Features that had more than 50% missing values and subsequently patient records that had more than 80% missing values were removed. The remaining missing values were imputed using Bayesian ridge regression, which is inspired by the Multivariate Imputation by Chained Equations (MICE) method, and implemented using the IterativeImputer from the Sci-Kit Learn library. Only one dataset per imputation was used since the disadvantages of single imputation are most apparent in small datasets with less than 100 events. This imputation method models the missing values in each feature as a function of all other features and therefore provides a more sophisticated approach than the traditional imputation methods, such as using mean, median or mode imputation. After imputation, each feature was scaled to its IQR. IQR scaling is known to be robust to outliers and often gives better results than z-score or minmax scaling. Non-linear interactions between continuous variables can be taken into account by a non-linear model like XGB, thus splines were not included to prevent an unnecessary increase of the feature space.

The data were then split into folds using LOHO-cv, where each iteration consists of a training fold with eight hospitals and a test fold with one hospital. The data-driven feature selection of set (6) was performed on the training fold by selecting the 10 features showing the highest ANOVA F value. Because for each iteration, the training fold consists of eight different hospitals, the selected features with the highest F values can differ due to heterogeneity between hospitals. To be able to describe the 10 most predictive features in further analysis, the features selected most often overall iterations are presented. If two feature sets are selected equally often, the set with the highest summed F values was chosen. Both missing value imputation and feature selection were performed independently on the training and test set. After feature selection, both models were fitted and parameters optimised by a 50-iteration randomised grid search using a stratified shuffle split cross-validation. A schematic overview of all the processing steps is shown in figure 1 and the grid search parameters are shown in online supplemental table 3. All code in the pipeline was implemented using the Scikit-learn python package. Adherence to guidelines on transparent reporting of multivariable prediction models, the Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis checklist is included in online supplemental table 4. All code used in this paper, the final model and a calculator is available online (DOI:10.5281/zenodo.4077342). A screenshot of the calculator is shown in online supplemental figure 2.

**Performance analysis**

Model discrimination was assessed by area under the curve (AUC), sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV). Except for AUC, the metrics require a binary classification instead of
likelihood and therefore the cut-off threshold was tuned to the shortest distance to the upper-left corner in the receiver operating curve (ROC) plot, which was named as the ‘optimal’ threshold in further analysis. In addition, a confusion matrix was derived over the complete dataset and for each centre, also tuned to the optimal threshold. Furthermore, model calibration is shown in online supplemental figure 3.

Feature importance
Feature importance of models is described using SHAP (SHapley Additive exPlanations), a game-theoretic approach to explain the output of any machine learning model. SHAP computes the average contribution of all features by permuting all of them and subsequently evaluating the error in the prediction for when a given feature is either included or not in the model. With SHAP, the impact of low and high values of a given feature on the models’ predictions can be evaluated, as well as how impactful the feature is in predicting the correct class.

**Subgroup analysis for ICU admitted patients**
During a large influx of patients suffering from life threatening lung infections, it is most likely that the ICU is exhausted first due to the low bed count and invasive ventilation capacity. It is therefore important to analyse whether the model also performs well on ICU admitted patients, as triage might be dependent on ICU capacity. In the Netherlands, triage was prevented by distributing patients to districts with fewer admissions or German hospitals. However, possible bias may already be present in the selection of patients, because, for example, certain patients might not be admitted to the ICU because of old age, premorbid characteristics, presentation with multi-organ failure and patients’ own treatment restraints wishes. For these reasons, both LR and XGB performances were assessed by training on the complete dataset and the ICU patient subgroup.

**Age as feature**
To compare the models to clinical practice, the performance was compared with two age-based decision rules that have been applied in practice during the crisis. The rules were translated as follows: (1) if age is above 70 then the outcome is considered unfavourable and (2) if age is above 80 then the outcome is considered unfavourable. Furthermore, it was assessed whether age is important for the final prediction to be able to contribute to the ongoing socio-ethical debate in the Netherlands. In July 2020, a discussion between ethicists, medical professionals and policy-makers was started about criteria for triage to decide which patients receive ICU care during acute hospital care shortage. The main point of discussion was that the Dutch government was firmly opposed to using an age-based decision rule because it violates the Dutch constitution, which states that everyone should be treated equal and discrimination on any ground is illegal. To contribute to this discussion, the effect of age on the best performing model was assessed, by retraining the model on the same feature set, while excluding age as a feature.

**Patient and public involvement**
This study was a rapid response to an international public health emergency. Patients were not involved in any stage of this study.

**RESULTS**

**Patient population**
The database included 2527 patients from 10 different hospitals on 8 June 2020. Two hundred and twenty-three
patients were excluded because it was not possible to retrieve an outcome for these patients: patients that were still in the hospital, but less than 21 days (n=53), patients transferred to another hospital (n=113), patients that were discharged and re-admitted (n=55) and patients where the outcome was listed as unknown (n=2). In addition to these 223 excluded patients, 31 patients were excluded because they did not have a confirmed COVID-19 infection. After exclusion, 2273 patient remained to be included in further modelling and analysis.

Of these 2273 included patients, 1757 had a favourable outcome and 516 had an unfavourable outcome. Of the 1757 patients with a favourable outcome, 1195 were discharged home and not re-admitted patients, 76 were discharged to a nursing home and 232 were discharged to a rehabilitation unit. In addition, 254 were still in the hospital at 21 days after admission (112 at the ward or medium care and 142 in the ICU). Of the 516 patients with an unfavourable outcome, 509 patients died and 7 patients were discharged to palliative care. See figure 2 for an overview.

To better balance the samples per hospital, the two smallest hospitals (n=59 and n=70) were combined. The resulting ratio of unfavourable outcome/total patients per hospital is 19% (n=261), 14% (n=169), 10% (n=118), 31% (n=317), 14% (n=113), 21% (n=401), 27% (n=325), 27% (n=440) and 19% (n=129).

**Feature description**

Two features, history of smoking and alcohol abuse, were removed because of multi-interpretable questions in the rCCRF. One feature was removed from the Clinical presentation feature set and eleven features were removed from laboratory and radiology feature set for missing more than 50% values. No patient records were excluded for missing more than 80% values. After preprocessing, Premorbid and Clinical presentation features had 2.8% and 4.0% missing values, respectively. The admission laboratory and radiology features showed 21.6% missing values. See online supplemental tables 1 and 2 for a complete overview of features and missing values. Descriptive statistics of a selection of features are shown in table 1.

**Overall model performance**

XGB and LR performed equally on the premorbid set with an AUC of 0.77 (95% CI 0.73 to 0.81) and 0.77 (95% CI 0.72 to 0.81), respectively. On all other feature sets, XGB performed better than LR, although most 95% CIs overlapped. Both XGB and LR achieved the highest AUC on the 10 best features (0.82, 95% CI 0.79 to 0.85 and 0.81, 95% CI 0.77 to 0.85, respectively). Figure 3A shows a comparison of the AUCs per feature set, and figure 3B the confusion matrix of XGB trained on the 10 best features. Sensitivity and specificity were comparable between the algorithms. Overall, the NPV was high and the PPV was low, as the number of patients with a favourable outcome was considerably higher than the number of patients with an unfavourable outcome. This implies that the model can make accurate predictions of favourable outcomes, but less accurate predictions of unfavourable outcomes. All results are shown in table 2.

For an in-depth overview of the results per fold, see online supplemental table 5. The results from internal cross-validation were comparable and shown in online supplemental table 6.

The between-hospital performance variation was small for both algorithms, shown by the small 95% CIs in AUC of 0.02 to 0.06 and a low SD (0.01). LR showed larger CIs (0.04 to 0.07) with equal SD (0.01).

The overall SD for all folds is small, and the comparison between internal cross-validation and LOHO-validation shows only minor differences in results between these approaches, reducing the risk of over-optimistic results. Between models, XGB fitted the data more robustly than LR, supported by the relatively equal ratios between correct and incorrect predictions, as shown in figure 4, which shows the confusion matrix per hospital for XGB-10 best predicting features using the optimal threshold derived from the complete dataset.

**Performance stability over time**

With increased duration of stay within the hospital, the uncertainty of the patients’ outcome may also increase. The patient’s chance of survival might change because patients that have a longer hospital stay are likely to have a more complicated clinical course and/or get different types of treatments. Additionally, prolonged hospital stay simply allows more events to happen. To assess whether the models’ performance changes based on the duration of hospital stay, the patients were split per duration of stay and subsequently, the performance per group was assessed. The result, presented in figure 5, shows that model performance does not deteriorate as the hospital duration increases, as the relative correct predictions remain between 0.6 and 0.9 and no trend is shown.
Table 1  Patients characteristics per outcome group and a selection of features. P values were calculated using a t-test and corrected for multiple comparisons by Bonferroni correction

| Variables                                      | Missing | Overall | Favourable outcome | Unfavourable outcome | Adjusted p value |
|------------------------------------------------|---------|---------|--------------------|----------------------|------------------|
| Total patients                                 | 2273    | 1758    | 516                |                      | p<0.001***       |
| Age, median (Q1, Q3)                           |         | 69.0 (58.0,78.0) | 65.0 (55.0,75.1) | 77.1 (71.0,83.1) |                 |
| Gender, n (%)                                  | 0       | 858 (37.7) | 690 (39.3) | 168 (32.6) |                 |
| Male                                           |         | 1415 (62.3) | 1067 (60.7) | 348 (67.4) |                 |
| History of hypertension, n (%)                 | 30      | 1207 (53.8) | 998 (57.7) | 209 (40.8) | p<0.001***      |
| No                                             |         | 1036 (46.2) | 733 (42.3) | 303 (59.2) |                 |
| Yes                                            |         | 165 (7.5) | 96 (5.6) | 69 (13.7) |                 |
| History of diabetes with complications, n (%)  | 64      | 2044 (92.5) | 1608 (94.4) | 436 (86.3) | p<0.001***      |
| No                                             |         | 1789 (81.2) | 1412 (83.0) | 377 (75.1) |                 |
| Yes                                            |         | 415 (18.8) | 290 (17.0) | 125 (24.9) |                 |
| History of diabetes without complications, n (%)| 69      | 1988 (89.6) | 1524 (89.0) | 464 (91.7) | p<0.001***      |
| No                                             |         | 230 (10.4) | 188 (11.0) | 42 (8.3) |                 |
| Yes                                            |         | 2194 (99.0) | 1693 (99.0) | 501 (99.0) | p<0.001***      |
| History of asthma, n (%)                       | 55      | 1981 (88.8) | 1549 (89.9) | 432 (85.2) | p>0.05          |
| No                                             |         | 249 (11.2) | 174 (10.1) | 75 (14.8) |                 |
| Yes                                            |         | 415 (18.8) | 290 (17.0) | 125 (24.9) |                 |
| History of liver disease, n (%)                | 57      | 2027 (91.7) | 1559 (91.5) | 468 (92.3) | p>0.05          |
| No                                             |         | 184 (8.3) | 145 (8.5) | 39 (7.7) |                 |
| Yes                                            |         | 22 (1.0) | 17 (1.0) | 5 (1.0) |                 |
| History of rheumatological disorder, n (%)     | 43      | 1981 (88.8) | 1549 (89.9) | 432 (85.2) | p<0.05*         |
| No                                             |         | 249 (11.2) | 174 (10.1) | 75 (14.8) |                 |
| Yes                                            |         | 1539 (68.8) | 1271 (73.6) | 268 (52.4) | p<0.001***      |
| History of autoimmune and/or inflammatory diseases, n (%) | 62 | 1987 (89.2) | 1566 (91.3) | 421 (82.2) | p<0.001***      |
| No                                             |         | 241 (10.8) | 150 (8.7) | 91 (17.8) |                 |
| Yes                                            |         | 1921 (86.2) | 1519 (88.4) | 402 (79.0) | p<0.001***      |
| History of chronic cardiac disease, n (%)      | 36      | 1539 (68.8) | 1271 (73.6) | 268 (52.4) |                 |
| No                                             |         | 698 (31.2) | 455 (26.4) | 243 (47.6) |                 |
| Yes                                            |         | 2133 (96.0) | 1648 (96.0) | 485 (95.7) | p<0.05          |
| History of chronic haematological disease, n (%)| 50      | 1987 (89.2) | 1566 (91.3) | 421 (82.2) | p<0.001***      |
| No                                             |         | 241 (10.8) | 150 (8.7) | 91 (17.8) |                 |
| Yes                                            |         | 1921 (86.2) | 1519 (88.4) | 402 (79.0) | p<0.001***      |

Continued
Feature importance

The 10 features selected most often were, in order of highest F value to lowest F value: age, urea nitrogen, number of home medications, oxygen saturation (%), history of chronic cardiac disease, oxygen saturation is measured on oxygen therapy, blood lactate dehydrogenase (LDH), blood albumin and blood gas pH value. Blood gas pH is measured from arterial, venous and capillary samples, of which 90.7% of the pH values are arterial measurements. The two ‘oxygen is measured on’ features are binary features that determine whether the oxygen saturation (%) is measured on room air or during oxygen therapy. The features were chosen independently of the choice of the model; therefore, the selected features were the same for both LR and XGB. Figure 6A,B shows the SHAP values per feature based on XGB trained on all features. For readability, only the top 20 features are shown. The features selected by the ANOVA in pretraining are also present in the top features computed by the SHAP values in post-training, which strengthens the likelihood of these features being the most important features within this dataset. This is also shown by the fact that LR scored notably higher by using the 10-best features than using all features and XGB showing equal performance using 10-best or all features. Analysis of SHAP values for LR on all features (online supplemental figure 4) showed that the linear LR model was not able to capture the non-linear predictive value of the age feature, as it was ranked as fourth. Nonetheless, the highest-ranked features for LR show importance and a direction of association consistent with the literature.25 26

Subgroup analysis for ICU patients

Of the 2273 included patients, 384 (17%) were admitted to the ICU at any time during the hospitalisation. LR showed the highest overall performance on ICU patients with an AUC of 0.71 (0.66 to 0.76). XGB showed the highest overall performance on ICU patients with an AUC of 0.71 (0.66 to 0.76). XGB showed the

### Table 1 Continued

| Variables                              | Missing | Overall     | Favourable outcome | Unfavourable outcome | Adjusted p value |
|----------------------------------------|---------|-------------|--------------------|----------------------|------------------|
| History of chronic pulmonary disease   | 47      | 307 (13.8)  | 200 (11.6)         | 107 (21.0)           | p<0.001***       |
| (not asthma), n (%)                    |         |             |                    |                      |                  |
| No                                     | 1790    | 1904 (80.4) | 1419 (82.5)        | 371 (73.2)           |                  |
| Yes                                    | 436     | 462 (19.6)  | 300 (17.5)         | 136 (26.8)           |                  |

***p<0.001, **p<0.01, *p<0.05.

---

**Figure 3**  
(A) Overall performance of both models per feature set. All models perform well above chance level. XGB generally performs better than LR, except on the premorbid feature set, where both models performed equally. The highest performance was achieved by XGB on both all features and the 10 selected features. (B) The confusion matrix of the best performing models, XGB trained on the 10 selected features. The prediction threshold was tuned to the shortest distance to the upper left corner of the AUC plot to create the ‘optimal’ binary prediction. AUC, area under the curve; LR, logistic regression; ROC, receiver operating curve; XGB, extreme gradient boosting.
highest performance on both premorbid and premorbid-clinical presentation features (0.69, 0.59 to 0.79). See Table 3 for all results. For non-ICU patients, LR showed highest performance on the 10-best features (AUC 0.85, 0.81 to 0.88) and XGB on all features (AUC 0.86, 0.82 to 0.89). Compared with the results on the complete dataset, the performance dropped notably on ICU patients, decreasing in AUC by 0.04 to 0.20. The CIs also increased, overall ranging from 0.03 to 0.18. The decreased discriminative power of the models is considered acceptable, as the initially best-performing feature sets decreased only slightly and retained small CIs. The decrease was expected, given that performance on a smaller subgroup is inevitably lower. In addition, the prognosis of the outcome of ICU admitted patients might change, for example, due to receiving distinct interventions only available at the ICU. Inspection of sensitivity and specificity indicates that the lower performance was due to a decrease in sensitivity rather than specificity (see online supplemental table 7). The main objective in times of ICU admission at the time of ICU bed shortage is to correctly identify those patients that would benefit from intensive care. Therefore, the models may still be considered for application in practice, despite lower overall performance. Nonetheless, a more tailored approach might capture the unique characteristics of ICU patients better.

**Comparison with age-based rules for whole cohort**

Of the 2273 patients, the age of 19 patients was missing and these were thus excluded from this analysis. Of the remaining 2254 patients, 1061 were older than 70 and 415 were older than 80. The age-based decision criteria therefore ‘predicted’ that of age >70, 1193 will survive and 1061 will die. For age >80 the prediction was 1839 and 415, respectively. Age >70 showed an AUC of 0.69 (0.65 to 0.74) whereas age >80 showed a lower AUC (0.61, 0.57 to 0.65). Figure 7 shows the confusion matrices of LR and XGB trained on the 10-best features and both age-based decision criteria. To compare both models with

---

**Table 2** Evaluation metrics for both classifiers for each feature set

| Classifiers | Feature set | AUC       | Sensitivity | Specificity | PPV        | NPV        |
|-------------|-------------|-----------|-------------|-------------|------------|------------|
| LR          | Premorbid   | 0.77 (0.72 to 0.81) | 0.73 (0.61 to 0.84) | 0.71 (0.64 to 0.78) | 0.39 (0.35 to 0.44) | 0.91 (0.88 to 0.95) |
|             | Clinical presentation | 0.67 (0.62 to 0.71) | 0.60 (0.51 to 0.68) | 0.63 (0.57 to 0.69) | 0.30 (0.22 to 0.38) | 0.86 (0.83 to 0.90) |
|             | Laboratory and radiology | 0.66 (0.59 to 0.73) | 0.65 (0.47 to 0.83) | 0.54 (0.34 to 0.73) | 0.25 (0.16 to 0.34) | 0.83 (0.74 to 0.91) |
|             | Premorbid-clinical presentation | 0.79 (0.75 to 0.83) | 0.71 (0.62 to 0.80) | 0.71 (0.66 to 0.75) | 0.38 (0.32 to 0.43) | 0.91 (0.89 to 0.93) |
|             | All         | 0.71 (0.67 to 0.76) | 0.62 (0.52 to 0.73) | 0.70 (0.62 to 0.78) | 0.36 (0.28 to 0.44) | 0.88 (0.85 to 0.92) |
|             | Ten best    | 0.81 (0.77 to 0.85) | 0.77 (0.68 to 0.85) | 0.71 (0.65 to 0.77) | 0.41 (0.36 to 0.45) | 0.93 (0.90 to 0.95) |
| XGB         | Premorbid   | 0.77 (0.73 to 0.81) | 0.68 (0.54 to 0.81) | 0.60 (0.39 to 0.82) | 0.36 (0.29 to 0.43) | 0.68 (0.44 to 0.92) |
|             | Clinical presentation | 0.73 (0.71 to 0.74) | 0.69 (0.61 to 0.77) | 0.64 (0.59 to 0.69) | 0.33 (0.26 to 0.40) | 0.89 (0.87 to 0.92) |
|             | Laboratory and radiology | 0.72 (0.66 to 0.77) | 0.68 (0.60 to 0.75) | 0.63 (0.57 to 0.68) | 0.31 (0.27 to 0.35) | 0.88 (0.84 to 0.92) |
|             | Premorbid-clinical presentation | 0.81 (0.78 to 0.83) | 0.76 (0.67 to 0.85) | 0.62 (0.47 to 0.78) | 0.36 (0.29 to 0.44) | 0.81 (0.62 to 1.00) |
|             | All         | 0.82 (0.79 to 0.85) | 0.66 (0.54 to 0.78) | 0.77 (0.65 to 0.89) | 0.47 (0.42 to 0.52) | 0.91 (0.88 to 0.95) |
|             | Ten best    | 0.82 (0.79 to 0.85) | 0.67 (0.57 to 0.77) | 0.75 (0.63 to 0.86) | 0.44 (0.40 to 0.48) | 0.91 (0.88 to 0.94) |

The average and 95% CIs over all leave-one-hospital-out cross-validation iterations are presented. Values in bold represent the best performance for each metric per classifier. The premorbid feature set includes age, gender, occupation and medical history.

AUC, area under the curve; LR, logistic regression; NPV, negative predictive value; PPV, positive predictive value; XGB, extreme gradient boosting.

---

**Figure 4** Confusion matrix per centre as predicted by extreme gradient boosting trained on the 10 selected features. The prediction threshold is optimised by the shortest distance to the upper-left corner in the receiver operating curve plot of the complete dataset. All matrices show comparable distributions, though centre 4 shows relatively many false positives.
the age-based rules, the results were tuned to the shortest distance to the upper left corner in the ROC plot. Both LR and XGB show a higher AUC than either age-based decision criteria. The results show that the presented models can outperform earlier applied triage rules during crises and can thus provide better information based on individual medical data.

Figure 5  Performance per day for the extreme gradient boosting (XGB) trained on the 10 selected features. The left y-axis shows the absolute number of correct predictions and the right y-axis the relative number of correct predictions. Relative performance was calculated by correct/(correct+incorrect) and was well above chance level (0.5) for all days. The results indicate robust performance as the relative performance showed no decrease over time while varying between 0.6 and 0.9. The absolute performance shows that most patients have an outcome (both favourable and unfavourable within 1 week after admission). A high number of patients is seen on day 21, which is caused by the aggregation of all patients that are in the hospital 21 days or longer. Logistic regression on the 10 best features shows similar performance (figure not shown).

Figure 6  SHAP values of XGB trained on all features. To prevent readability issues, only the top 20 features are shown and the SHAP value range is set from −1.5 to 1.5, visually cutting of a few outliers. The colour of each data points depicts the height of the value, where red corresponds to high values and blue to low values. SHAP values above 0 suggest a positive association with the outcome. Given the outcome is defined as mortality within 21 days, the positive SHAP values translate to association with higher mortality. AST SGOT, aspartate aminotransferase / serum glutamic-oxaloacetic transaminase; LDH, lactate dehydrogenase; SHAP, SHapley Additive exPlanations; XGB, extreme gradient boosting.
Sensitivity analysis of age as feature

The best performing model, XGB-10, was retrained and evaluated without age as a feature. While expecting the performance to drop significantly, given that age was the most predictive feature by both the feature selection and SHAP analysis (figure 6), the performance decreased only slightly from an AUC of 0.82 (0.79 to 0.85) to 0.78 (0.75 to 0.81). Even though there were no signs of troublesome collinearity (online supplemental figure 1), age did show high multicollinearity (variance inflation factor; VIF >20). However, during model development, it was decided not to exclude features beforehand. Nonetheless, the high VIF indicates that the information present in age is latently present in two or more other features, which could explain the retained performance.

DISCUSSION

We have shown that the mortality of individual patients with COVID-19 can be predicted at hospital admission with good discrimination using both linear (LR; AUC 0.81, 0.77 to 0.85) and non-linear (XGB; 0.82, 0.79 to 0.85) models with 10 features that are readily available in most hospitals. Both models showed improved discrimination over age-based decision rules, used in practice during acute hospital bed shortage. XGB trained on all 80 features and the 10 best features performed comparable, but the latter model may be preferred for easier translation to clinical practice.

The presented models were trained on a large cohort, representing approximately 16% of the total COVID-19 related hospital admissions in the Netherlands during the first wave (Nationale Intensive Care Evaluatie (NICE), consulted 7 October). Wynants et al reported that most models were at severe risk of bias due to poor patient selection, predictor description and methodology. The present study has addressed these issues by aiming to clearly describe the patient inclusion process of a large cohort, clearly defining an outcome measure and by using a standardised predictor format (rCCRF) from the WHO, expanded with potentially predictive variables curated by clinicians working in the COVID-19 field. The

---

**Table 3  Model performance on (non-)ICU subgroup**

| Classifiers | Feature set | AUC—ICU patients       | AUC—non-ICU patients       |
|-------------|-------------|-------------------------|-----------------------------|
| LR          | Premorbid   | 0.71 (0.66 to 0.76)     | 0.81 (0.77 to 0.84)         |
|             | Clinical presentation | 0.51 (0.37 to 0.66)     | 0.68 (0.64 to 0.72)         |
|             | Laboratory and radiology | 0.54 (0.45 to 0.63)     | 0.69 (0.61 to 0.76)         |
|             | Premorbid+clinical presentation | 0.60 (0.42 to 0.78) | 0.83 (0.80 to 0.86)         |
|             | All         | 0.63 (0.50 to 0.76)     | 0.75 (0.72 to 0.79)         |
|             | 10 best     | 0.62 (0.44 to 0.80)     | 0.85 (0.81 to 0.88)         |
| XGB         | Premorbid   | 0.69 (0.59 to 0.79)     | 0.80 (0.76 to 0.83)         |
|             | Clinical presentation | 0.57 (0.41 to 0.72)     | 0.75 (0.72 to 0.77)         |
|             | Laboratory and radiology | 0.59 (0.52 to 0.66) | 0.76 (0.69 to 0.83)         |
|             | Premorbid+clinical presentation | 0.69 (0.59 to 0.79) | 0.84 (0.81 to 0.87)         |
|             | All         | 0.68 (0.58 to 0.78)     | 0.86 (0.82 to 0.89)         |
|             | 10 best     | 0.68 (0.57 to 0.79)     | 0.85 (0.82 to 0.88)         |

Values in bold represent the best performance per classifier per subgroup. The premorbid feature set includes age, gender, occupation and medical history.

AUC, area under the curve; ICU, intensive care unit; LR, logistic regression; XGB, extreme gradient boosting.

**Figure 7**  LR and XGB trained on the 10 selected features compared with two age-based decision rules. Both LR and XGB showed a higher AUC than both age-based rules. Nineteen patients did not have a value for age and were excluded for this analysis. AUC, area under the curve; LR, logistic regression; XGB, extreme gradient boosting.
models were calibrated by using nested cross-validation to prevent data leakage and validated by LOHO-cv. This location-based external cross-validation shows better results than classic cross-validation, although validation on an independent dataset remains preferred. Additionally, to LOHO-cv, the risk of overfitting was further reduced by regularising both models, where regularisation parameters were optimised using nested cross-validation on the training set. Furthermore, the internal cross-validation results shown in online supplemental table 6 are similar to the results of LOHO-cv validation, indicating that the risk of overfitting on specific centres is low. An important note is that a good model fit was not shown on all feature sets, for example, laboratory and radiology features or LR on all features. Additionally, analysis of the SHAP values of LR (online supplemental figure 4), showed that the predictive value of age was not well captured by LR, as the feature was only ranked as the fourth most predictive feature. Combined, XGB-10 is the recommended model, as it showed a good fit and capture the non-linear predictive value of age well.

The results shown in this study are similar to a large-scale study by Knight et al that used a UK cohort 10-fold larger than this cohort and external validation. The authors presented similar methods with similar results as this study, which strengthens the reliability of both models and reducing the risk of reporting over-optimistic results.

However, before application in practice the models need to be validated by an independent research group and for data in other countries. We have identified several uncertainties that may limit the current reliability of the models. First, the skewed outcome distribution (516 events over 2273 records) in our cohort limits the calibration of our models (online supplemental figure 3). This becomes apparent in the decreased calibration for higher-risk patients, though it must be noted that the recommended model (XGB-10) retains good calibration. Second, the cohort represents Dutch hospitalised patients with COVID-19 during the first wave of infections and might differ from current patients with COVID-19 due to the availability of therapies like steroids or vaccination. The included features could be improved by adding some features that are known to be highly predictive such as d-dimer, presence of infiltrates on the chest X-ray and duration of symptoms before hospital admission. These variables were initially included in our data but had to be removed due to too many missing values. Additionally, the duration of symptoms before admission was anamnestic, decreasing its reliability due to the retrospective data collection.

Finally, some uncertainties arise from the outcome definition, defined as the chance of death or discharge to palliative care within 21 days after hospital admission. The outcome was defined as all-cause mortality instead of COVID-19 related mortality, and this might result in an overestimation of the predictive power of specific comorbidities. Furthermore, the cut-off point of 21 days was considered as a balanced choice between early outcome and eventual outcome. A shorter timeframe might result in inaccurate outcomes and extending it would not have resulted in many more cases. However, some patients that were still at the hospital on day 21 might have an unfavourable outcome shortly after, resulting in a mislabeling of the patient, which overall might lead to an underestimation of mortality. Moreover, no follow-up of patients discharged to palliative care was implemented, possibly labelling patients with an erroneous unfavourable outcome. However, given that only seven patients (0.3% of all patients) were discharged to palliative care, we consider the risk negligible. Finally, no bed shortage was experienced in the Netherlands and it is therefore unlikely that prioritisation towards specific patients biased the cohort.

Implications for clinicians and policymakers
The presented models show that a reliable prediction can be made based on 10 features readily available in all Dutch and most worldwide hospitals: age, number of home medications, admission blood values urea nitrogen/LDH/albumin, oxygen saturation (%), blood gas pH and history of chronic cardiac disease. The models are thus easily applicable in practice and can improve the triage decision by providing a more objective medical foundation. We also showed that age as a feature is contributing towards a better prediction, but is not crucial. This implies that policymakers can decide to exclude age when using these models.

Unanswered questions and future research
This work shows a promising step towards a triage tool during a hospital bed shortage. However, given the rapidly improving medical care for patients with COVID-19 and the lack of external validation, the data used during development are likely less representational of the current hospitalised patients with COVID-19. Additionally, the models are trained on a Dutch cohort and cannot be generalised to other countries. Finally, it should be evaluated how the prediction of the models compare with the clinician expertise. Altogether, a validation study evaluating these unanswered questions would be the next step towards clinical implication.

CONCLUSION AND RECOMMENDATION
Both LR and XGB showed good performance using the 10 best features, and outperformed age-based rules, with or without age included in the features. The results suggest that XGB using the 10 best features can improve decision making during an acute hospital bed shortage during a COVID-19 crisis and this model holds promise to be developed into a clinical tool.
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**Supplementary table 1** – Individual features per feature set (adapted from the rapid COVID-19 case report form. Underlined features had more than 50% missing values and were removed.

| Premorbid                               | Clinical presentation                      | Laboratory / Radiology findings          |
|-----------------------------------------|-------------------------------------------|------------------------------------------|
| Age                                     | Bleeding (Haemorrhage)                     | Adenovirus PCR positive                  |
| AIDS / HIV                              | Days since infection before hospital admission | ALT                                      |
| Asthma (physician diagnosed)            | Diastolic blood pressure                   | aPTT                                      |
| Autoimmune and/or inflammatory diseases | Disturbed capillary refill                 | AST                                      |
| Chronic cardiac disease, including congenital heart disease (not hypertension) | Heart rate                                | Bacteria in sputum cultured              |
| Chronic hematologic disease             | History of fever                           | Blood Albumin                            |
| Chronic kidney disease                  | Irregular heart rhythm                     | Blood cultures positive                  |
| Chronic neurological disorder           | Respiratory rate                           | Blood Urea Nitrogen                      |
| Chronic pulmonary disease (not asthma)  | Seizures                                  | CO-RADS CT thorax score                  |
| Diabetes with complications             | Shortness of breath (Dyspnea)              | Blood Creatinine kinase                  |
| Diabetes without complications          | Systolic blood pressure                    | Blood Creatinine value                   |
| Gender                                  | Temperature                                | Blood CRP                                |
| Healthcare worker                       | Oxygen saturation                          | Blood D-dimer                            |
| Hypertension                            | Oxygen saturation measured on room air     | Blood Ferritine                          |
| Immunosuppressive medication            | Oxygen saturation on oxygen therapy        | Blood Fibrinogen                         |
| Malignant neoplasm                      | FiO2 supplied                              |                                          |
| Microbiology worker                     | Blood Glucose                              |                                          |
| Mild liver disease                      | Blood Haemoglobin                          |                                          |
| Moderate or severe liver disease        | Influenza PCR positive                     |                                          |
| Number of different medicine patient uses | Blood INR                             |                                          |
| Regular medicine use at home            | Blood Lactate value                        |                                          |
| Rheumatologic disorder                  | Blood LDH                                 |                                          |
|                                         | Other Infectious Respiratory diagnosis confirmed |                                        |
|                                         | PaO2 – Arterial blood gas                 |                                          |
|                                         | PaO2 – Capillary blood gas                |                                          |
|                                         | PaO2 – Venous blood gas                   |                                          |
| Test          | Description                          |
|--------------|--------------------------------------|
| PaCO2        | Blood gas                            |
| PH value     | Blood gas                            |
| Blood Platelets | value                             |
| Blood Potassium |                                     |
| Blood PT     |                                     |
| SaO2         | Blood gas                            |
| Blood Lymphocyte count |                             |
| Blood Neutrophil Count |                      |
| Blood Sodium |                                     |
| Thoracic CT findings |                        |
| Blood Total Bilirubin |                               |
| Blood Total calcium |                                |
| Blood White blood cell count value |                    |
| Presence of infiltrates on lung imaging |
Supplementary table 2 – Feature set description before and after preprocessing. The average absolute missing, average relative missing, minimum missing per feature and maximum missing per feature are described after preprocessing. The Laboratory & Radiology feature set shows notably higher amount of missing values, likely because no all laboratory values are measured for each patient. In addition, some features were added at a later stage in development, resulting in missing values for patients already included. The degrees of freedom are equal to the amount of estimated parameters, which might vary from the initial amount of features due to removal and dummyfication of features.

| Feature set                  | N features | Degrees of freedom | Average absolute missing | Average relative missing (%) | Min missing | Max missing |
|------------------------------|------------|--------------------|--------------------------|----------------------------|-------------|------------|
| Premorbid                    | 24         | 22                 | 63                       | 2.8                        | 0           | 349        |
| Clinical presentation        | 14         | 15                 | 92                       | 4.0                        | 0           | 336        |
| Laboratory & radiology       | 42         | 33                 | 490                      | 21.6                       | 0           | 1023       |
| Premorbid + Clinical presentation | 38         | 37                 | 75                       | 3.3                        | 0           | 349        |
| All                          | 80         | 70                 | 271                      | 11.9                       | 0           | 1023       |
**Supplementary table 3:** Hyper-parameters used for optimizing LR or XGB models.
A 50-iteration randomized grid-search was used for both models. The values in square brackets under parameters name are the parameter names as per function in the code.

| Classifier | Parameter Name | Parameter Value |
|------------|----------------|-----------------|
| XGB        | [Learning rate] | [0.1, 0.01, 0.001] |
|            | [Gamma] Minimum loss reduction required to make a further partition on a leaf node of the tree | [0.1, 0.01, 0.001] |
|            | [N estimators] | [100, 200, 300, 500, 700] |
|            | [Subsample] Subsample ratio of the training instances | [0.5, 0.7, 0.9] |
|            | [Colsample by tree] Parameters for subsampling the columns | [0.5, 0.6, 0.7, 0.8] |
|            | [Max depth] Maximum depth of a tree | [2, 4, 6, 8] |
| LR         | [Solver] | [Saga] |
|            | [Penalty] Regularization penalty type | [Elasticnet, L2] |
|            | [L1 Ratio] Ratio between L1 and L2 regularization | [0.0, 0.2, 0.4, 0.6, 0.8, 1.0] |
|            | [C] Inverse regularization strength | [0.0, 0.001, 0.006, 0.046, 0.359, 2.783, 21.544, 166.81, 1291.55, 10000.0] |
## Supplementary table 4 – TRIPOD Checklist: Prediction Model Development and Validation

| Section/Topic                  | Checklist Item                                                                 | Page |
|-------------------------------|---------------------------------------------------------------------------------|------|
| **Title and abstract**        |                                                                                  |      |
| Title                          | Identify the study as developing and/or validating a multivariable prediction model, the target population, and the outcome to be predicted. | 1    |
| Abstract                       | Provide a summary of objectives, study design, setting, participants, sample size, predictors, outcome, statistical analysis, results, and conclusions. | 3    |
| **Introduction**              |                                                                                  |      |
| Background and objectives 1a  | Explain the medical context (including whether diagnostic or prognostic) and rationale for developing or validating the multivariable prediction model, including references to existing models. | 5    |
| 1b                            | Specify the objectives, including whether the study describes the development or validation of the model or both. | 5, 6 |
| **Methods**                   |                                                                                  |      |
| Source of data 1a             | Describe the study design or source of data (e.g., randomized trial, cohort, or registry data), separately for the development and validation data sets, if applicable. | 7    |
| 1b                            | Specify the key study dates, including start of accrual; end of accrual; and, if applicable, end of follow-up. | 7    |
| Participants 1a               | Specify key elements of the study setting (e.g., primary care, secondary care, general population) including number and location of centres. | 7    |
| 1b                            | Describe eligibility criteria for participants. | 7    |
| 1c                            | Give details of treatments received, if relevant. | n/a  |
| Outcome 1a                    | Clearly define the outcome that is predicted by the prediction model, including how and when assessed. | 7, 8 |
| 1b                            | Report any actions to blind assessment of the outcome to be predicted. | n/a  |
| Predictors 1a                 | Clearly define all predictors used in developing or validating the multivariable prediction model, including how and when they were measured. | 8, 9 |
| 1b                            | Report any actions to blind assessment of predictors for the outcome and other predictors. | n/a  |
| Sample size 1a               | Explain how the study size was arrived at. | 7    |
| Missing data 1a               | Describe how missing data were handled (e.g., complete-case analysis, single imputation, multiple imputation) with details of any imputation method. | 8, 9 |
| Statistical analysis methods 1a | Describe how predictors were handled in the analyses. | 8, 9 |
| 1b                            | Specify type of model, all model-building procedures (including any predictor selection), and method for internal validation. | 8, 9 |
| 1c                            | For validation, describe how the predictions were calculated. | 10, F1 |
| 1d                            | Specify all measures used to assess model performance and, if relevant, to compare multiple models. | 10   |
| Risk groups 1a                | Provide details on how risk groups were created, if done. | n/a  |
| Development vs. validation 1a | For validation, identify any differences from the development data in setting, eligibility criteria, outcome, and predictors. | 10, 11 |
| Participants 3a               | Describe the flow of participants through the study, including the number of participants with and without the outcome and, if applicable, a summary of the follow-up time. A diagram may be helpful. | 12, ST2 |
| 3b                            | Describe the characteristics of the participants (basic demographics, clinical features, available predictors), including the number of participants with missing data for predictors and outcome. | 12, T1 |
| 3c                            | For validation, show a comparison with the development data of the distribution of important variables (demographics, predictors and outcome). | T1   |
| Model specification 4a        | Specify the number of participants and outcome events in each analysis. | T2, T3 |
| 4b                            | If done, report the unadjusted association between each candidate predictor and outcome. | n/a  |
| Model performance 5a          | Present the full prediction model to allow predictions for individuals (i.e., all regression coefficients, and model intercept or baseline survival at a given time point). | SF2, 10 |
| 5b                            | Explain how to use the prediction model. | 14, 15, 16, 17, T3, 18 |
| Model updating 17             | If done, report the results from any model updating (i.e., model specification, model performance). | n/a  |
| Limitations   | 8   | V | Discuss any limitations of the study (such as nonrepresentative sample, few events per predictor, missing data). | 19, 20 |
|--------------|-----|---|----------------------------------------------------------------------------------------------------------|-------|
| Interpretation | 9a  | V | For validation, discuss the results with reference to performance in the development data, and any other validation data. | 19, 20 |
|               | 9b  | V | Give an overall interpretation of the results, considering objectives, limitations, results from similar studies, and other relevant evidence. | 20, 21 |
| Implications  | 10  | V | Discuss the potential clinical use of the model and implications for future research. | 20   |
| Other information | 21  | V | Provide information about the availability of supplementary resources, such as study protocol, Web calculator, and data sets. | 10, 23 |
| Funding       | 22  | V | Give the source of funding and the role of the funders for the present study. | 23   |
Supplementary table 5: Classifier scores per fold using leave-one-hospital-out cross-validation. CLF: Classifier, AUC: Area under the curve, TN: True negative, FP: False positive, FN: False negative, TP: True positive, PPV: Positive predictive value, NPV: Negative predictive value, LR: Logistic Regression, XGB: XGBoost, PM: Premorbid, CP: Clinical presentation, L&R: Laboratory and Radiology.

| CLF   | Feature set | Fold | AUC   | TN   | FP   | FN   | TP   | Sensitivity | Specificity | PPV   | NPV   |
|-------|-------------|------|-------|------|------|------|------|-------------|-------------|-------|-------|
| LR    | PM          | 0    | 0.779 | 106  | 39   | 9    | 15   | 0.625       | 0.731       | 0.278 | 0.922 |
|       |             | 1    | 0.764 | 145  | 74   | 21   | 77   | 0.786       | 0.662       | 0.510 | 0.873 |
|       |             | 2    | 0.694 | 169  | 42   | 28   | 22   | 0.440       | 0.801       | 0.344 | 0.858 |
|       |             | 3    | 0.701 | 164  | 158  | 26   | 92   | 0.780       | 0.509       | 0.368 | 0.863 |
|       |             | 4    | 0.894 | 79   | 26   | 0    | 24   | 1.000       | 0.752       | 0.480 | 1.000 |
|       |             | 5    | 0.793 | 229  | 86   | 22   | 64   | 0.744       | 0.727       | 0.427 | 0.912 |
|       |             | 6    | 0.854 | 68   | 29   | 1    | 15   | 0.938       | 0.701       | 0.341 | 0.986 |
|       |             | 7    | 0.701 | 97   | 9    | 6    | 6    | 0.500       | 0.915       | 0.400 | 0.942 |
|       |             | 8    | 0.727 | 144  | 93   | 25   | 63   | 0.716       | 0.608       | 0.404 | 0.852 |
| LR    | CP          | 0    | 0.638 | 70   | 75   | 8    | 16   | 0.667       | 0.483       | 0.176 | 0.897 |
|       |             | 1    | 0.625 | 172  | 47   | 63   | 35   | 0.357       | 0.785       | 0.427 | 0.732 |
|       |             | 2    | 0.714 | 106  | 105  | 12   | 38   | 0.760       | 0.502       | 0.266 | 0.898 |
|       |             | 3    | 0.765 | 237  | 85   | 40   | 78   | 0.661       | 0.736       | 0.479 | 0.856 |
|       |             | 4    | 0.694 | 69   | 36   | 11   | 13   | 0.542       | 0.657       | 0.265 | 0.863 |
|       |             | 5    | 0.689 | 212  | 103  | 32   | 54   | 0.628       | 0.673       | 0.344 | 0.869 |
|       |             | 6    | 0.698 | 61   | 36   | 4    | 12   | 0.750       | 0.629       | 0.250 | 0.938 |
|       |             | 7    | 0.516 | 60   | 46   | 7    | 5    | 0.417       | 0.566       | 0.098 | 0.896 |
|       |             | 8    | 0.660 | 156  | 81   | 35   | 53   | 0.602       | 0.658       | 0.396 | 0.817 |
| LR    | L&R         | 0    | 0.554 | 94   | 51   | 13   | 11   | 0.458       | 0.648       | 0.177 | 0.879 |
|       |             | 1    | 0.714 | 71   | 148  | 7    | 91   | 0.929       | 0.324       | 0.381 | 0.910 |
|       |             | 2    | 0.705 | 140  | 71   | 17   | 33   | 0.660       | 0.664       | 0.317 | 0.892 |
|       |             | 3    | 0.686 | 228  | 94   | 51   | 67   | 0.568       | 0.708       | 0.416 | 0.817 |
|       |             | 4    | 0.617 | 3    | 102  | 3    | 21   | 0.875       | 0.029       | 0.171 | 0.500 |
|       |             | 5    | 0.759 | 212  | 103  | 24   | 62   | 0.721       | 0.673       | 0.376 | 0.898 |
|       |             | 6    | 0.806 | 67   | 30   | 3    | 13   | 0.813       | 0.691       | 0.302 | 0.957 |
|       |             | 7    | 0.657 | 12   | 94   | 2    | 10   | 0.833       | 0.113       | 0.096 | 0.857 |
|       |             | 8    | 0.434 | 237  | 0    | 88   | 0    | 0.000       | 1.000       | 0.000 | 0.729 |
| LR    | PM + CP     | 0    | 0.779 | 98   | 47   | 6    | 18   | 0.750       | 0.676       | 0.277 | 0.942 |
|       |             | 1    | 0.777 | 137  | 82   | 21   | 77   | 0.786       | 0.626       | 0.484 | 0.867 |
|       |             | 2    | 0.745 | 153  | 58   | 19   | 31   | 0.620       | 0.725       | 0.348 | 0.890 |
|       |             | 3    | 0.795 | 209  | 113  | 22   | 96   | 0.814       | 0.649       | 0.459 | 0.905 |
|       |             | 4    | 0.871 | 75   | 30   | 4    | 20   | 0.833       | 0.714       | 0.400 | 0.949 |
|       |             | 5    | 0.806 | 251  | 64   | 37   | 49   | 0.570       | 0.797       | 0.434 | 0.872 |
|       |             | 6    | 0.894 | 67   | 30   | 3    | 13   | 0.813       | 0.691       | 0.302 | 0.957 |
|       |             | 7    | 0.678 | 90   | 16   | 7    | 5    | 0.417       | 0.849       | 0.238 | 0.928 |
|       |             | 8    | 0.781 | 152  | 85   | 19   | 69   | 0.784       | 0.641       | 0.448 | 0.889 |
| LR    | All         | 0    | 0.621 | 96   | 49   | 13   | 11   | 0.458       | 0.662       | 0.183 | 0.881 |
|       |             | 1    | 0.749 | 147  | 72   | 29   | 69   | 0.704       | 0.671       | 0.489 | 0.855 |
|       |             | 2    | 0.726 | 124  | 87   | 10   | 40   | 0.800       | 0.588       | 0.315 | 0.925 |
|       | 3   | 4   | 5   | 6   | 7   | 8   | LR 10 best |
|-------|-----|-----|-----|-----|-----|-----|-----------|
| XGB  | 0.723 | 0.702 | 0.770 | 0.827 | 0.568 | 0.741 | 0.770 |
|       | 242 | 52  | 256 | 61  | 89  | 208 | 88  |
|       | 80  | 53  | 59  | 36  | 17  | 29  | 57  |
|       | 50  | 4   | 35  | 3   | 7   | 51  | 5   |
|       | 68  | 20  | 51  | 13  | 5   | 37  | 19  |
|       | 0.576 | 0.833 | 0.593 | 0.813 | 0.417 | 0.420 | 0.792 |
|       | 0.752 | 0.949 | 0.813 | 0.629 | 0.840 | 0.878 | 0.607 |
|       | 0.459 | 0.274 | 0.464 | 0.265 | 0.227 | 0.561 | 0.250 |
|       | 0.829 | 0.929 | 0.880 | 0.953 | 0.927 | 0.803 | 0.946 |

|       | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| XGB + PM | 0.736 | 0.740 | 0.672 | 0.722 | 0.902 | 0.785 | 0.806 | 0.778 | 0.768 |
|       | 116 | 164 | 211 | 210 | 84  | 315 | 74  | 95  | 152 |
|       | 29  | 47  | 0   | 112 | 21  | 0   | 23  | 11  | 85  |
|       | 12  | 31  | 50  | 44  | 40  | 86  | 7   | 6   | 21  |
|       | 12  | 56  | 1000 | 74  | 20  | 1000 | 9   | 51  | 67  |
|       | 0.500 | 0.620 | 0.856 | 0.627 | 0.833 | 0.861 | 0.563 | 0.500 | 0.761 |
|       | 0.800 | 0.777 | 0.612 | 0.652 | 0.800 | 0.790 | 0.722 | 0.896 | 0.641 |
|       | 0.293 | 0.397 | 0.447 | 0.398 | 0.488 | 0.214 | 0.281 | 0.353 | 0.441 |
|       | 0.906 | 0.896 | 0.000 | 0.827 | 0.955 | 0.000 | 0.914 | 0.941 | 0.879 |

|       | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| XGB  | 0.710 | 0.735 | 0.784 | 0.738 | 0.721 | 0.734 | 0.742 | 0.694 | 0.731 |
|       | 74  | 158 | 117 | 207 | 67  | 241 | 65  | 75  | 169 |
|       | 71  | 61  | 94  | 115 | 38  | 74  | 32  | 31  | 68  |
|       | 3  | 61  | 8  | 30  | 9  | 40  | 5  | 6  | 37  |
|       | 21  | 67  | 42  | 88  | 15  | 46  | 11  | 6  | 51  |
|       | 0.875 | 0.684 | 0.840 | 0.746 | 0.833 | 0.535 | 0.688 | 0.500 | 0.580 |
|       | 0.510 | 0.721 | 0.555 | 0.643 | 0.800 | 0.765 | 0.670 | 0.708 | 0.713 |
|       | 0.228 | 0.523 | 0.309 | 0.433 | 0.283 | 0.383 | 0.256 | 0.162 | 0.429 |
|       | 0.961 | 0.836 | 0.936 | 0.873 | 0.882 | 0.858 | 0.929 | 0.926 | 0.820 |

|       | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| XGB  | 0.723 | 0.719 | 0.754 | 0.691 | 0.705 | 0.751 | 0.823 | 0.787 | 0.504 |
|       | 81  | 129 | 109 | 213 | 66  | 196 | 64  | 86  | 138 |
|       | 64  | 90  | 102 | 109 | 39  | 119 | 33  | 20  | 99  |
|       | 6  | 28  | 9  | 45  | 7  | 23  | 4  | 5  | 51  |
|       | 18  | 70  | 41  | 73  | 17  | 63  | 12  | 7  | 37  |
|       | 0.750 | 0.714 | 0.820 | 0.619 | 0.708 | 0.733 | 0.750 | 0.583 | 0.420 |
|       | 0.559 | 0.589 | 0.517 | 0.661 | 0.629 | 0.622 | 0.660 | 0.811 | 0.582 |
|       | 0.220 | 0.438 | 0.287 | 0.401 | 0.304 | 0.346 | 0.267 | 0.259 | 0.272 |
|       | 0.931 | 0.822 | 0.924 | 0.826 | 0.904 | 0.895 | 0.941 | 0.945 | 0.730 |

|       | 0   | 1   | 2   | 3   | 4   | 5   | 6   | XGB PM + CP |
|-------|-----|-----|-----|-----|-----|-----|-----|-------------|
|       | 0.771 | 0.810 | 0.774 | 0.768 | 0.867 | 0.831 | 0.868 | 0.837 |
|       | 84  | 152 | 144 | 204 | 105 | 264 | 70  | 57  |
|       | 61  | 67  | 16  | 18  | 0   | 51  | 27  | 2  |
|       | 5  | 25  | 34  | 26  | 24  | 29  | 2  | 14  |
|       | 19  | 73  | 36  | 92  | 1000 | 57  | 875 | 2  |
|       | 0.792 | 0.745 | 0.680 | 0.780 | 0.417 | 0.663 | 0.875 | 0.722 |
|       | 0.579 | 0.593 | 0.682 | 0.634 | 0.840 | 0.838 | 0.722 | 0.341 |
|       | 0.238 | 0.337 | 0.337 | 0.438 | 0.227 | 0.528 | 0.972 | 0.901 |
|   | XGB | All | XGB 10 best |
|---|-----|-----|-------------|
|   |     |     |             |
| 7 | 0.794 | 90 | 0.500       | 0.273 | 0.938 |
| 8 | 0.767 | 140| 0.795       | 0.951 | 0.419 | 0.886 |
| XGB | All |     |             |
| 0 | 0.791 | 106| 0.750       | 0.731 | 0.316 | 0.946 |
| 1 | 0.823 | 68 | 1.000       | 0.311 | 0.394 | 1.000 |
| 2 | 0.779 | 197| 0.420       | 0.934 | 0.600 | 0.872 |
| 3 | 0.775 | 227| 0.644       | 0.705 | 0.444 | 0.844 |
| 4 | 0.863 | 86 | 0.708       | 0.819 | 0.472 | 0.925 |
| 5 | 0.832 | 273| 0.570       | 0.867 | 0.538 | 0.881 |
| 6 | 0.932 | 82 | 0.875       | 0.845 | 0.483 | 0.976 |
| 7 | 0.820 | 100| 0.417       | 0.943 | 0.455 | 0.935 |
| 8 | 0.786 | 188| 0.568       | 0.793 | 0.505 | 0.832 |
| XGB | 10 best |     |             |
| 0 | 0.801 | 107| 0.708       | 0.738 | 0.309 | 0.939 |
| 1 | 0.806 | 66 | 0.980       | 0.301 | 0.386 | 0.971 |
| 2 | 0.762 | 178| 0.520       | 0.844 | 0.441 | 0.881 |
| 3 | 0.786 | 223| 0.703       | 0.693 | 0.456 | 0.864 |
| 4 | 0.841 | 80 | 0.708       | 0.762 | 0.405 | 0.920 |
| 5 | 0.820 | 271| 0.558       | 0.860 | 0.522 | 0.877 |
| 6 | 0.940 | 81 | 0.813       | 0.835 | 0.448 | 0.964 |
| 7 | 0.847 | 101| 0.417       | 0.953 | 0.500 | 0.935 |
| 8 | 0.781 | 175| 0.648       | 0.738 | 0.479 | 0.850 |
**Supplementary table 6:** Performance on internal validation. Performance is evaluated by using 10-fold random subsampling cross-validation. For each metric, the best performance per classifier is highlighted by bold text. LR performed best on all metrics except specificity when trained on the 10 selected features. XGB performed highest using all features on all metrics except negative predictive value. LR: Logistics regression, XGB: Extreme gradient boosting, AUC: Area under de curve, PPV: Positive predictive value, NPV: Negative predictive value

| Classifiers | Feature set                | AUC     | Sensitivity  | Specificity  | PPV       | NPV       |
|-------------|----------------------------|---------|--------------|--------------|-----------|-----------|
| LR          | Premorbid                  | 0.76 (0.75-0.77) | 0.75 (0.73-0.78) | 0.67 (0.65-0.70) | 0.40 (0.38-0.42) | 0.90 (0.90-0.91) |
|             | Clinical Presentation      | 0.68 (0.65-0.71) | 0.59 (0.50-0.68) | 0.67 (0.60-0.74) | 0.34 (0.30-0.38) | 0.86 (0.85-0.87) |
|             | Laboratory and Radiology   | 0.67 (0.66-0.69) | 0.59 (0.56-0.61) | 0.67 (0.64-0.71) | 0.34 (0.32-0.36) | 0.85 (0.84-0.86) |
|             | Premorbid + Clinical       | 0.78 (0.77-0.79) | 0.73 (0.66-0.79) | 0.72 (0.68-0.76) | 0.42 (0.39-0.46) | 0.90 (0.89-0.92) |
|             | Presentation               |          |              |              |           |           |
|             | All                        | 0.59 (0.55-0.64) | 0.29 (0.14-0.44) | 0.83 (0.75-0.92) | 0.35 (0.31-0.38) | 0.80 (0.77-0.83) |
|             | 10 best                    | **0.81 (0.80-0.82)** | **0.79 (0.77-0.80)** | **0.71 (0.69-0.73)** | **0.44 (0.42-0.47)** | **0.92 (0.91-0.93)** |
| XGB         | Premorbid                  | 0.77 (0.76-0.79) | 0.78 (0.75-0.81) | 0.68 (0.66-0.70) | 0.39 (0.37-0.42) | 0.68 (0.44-0.92) |
|             | Clinical Presentation      | 0.73 (0.72-0.74) | 0.69 (0.67-0.72) | 0.66 (0.64-0.68) | 0.37 (0.36-0.39) | 0.89 (0.87-0.92) |
|             | Laboratory and Radiology   | 0.73 (0.71-0.74) | 0.70 (0.67-0.72) | 0.63 (0.60-0.66) | 0.35 (0.33-0.38) | 0.88 (0.84-0.92) |
|             | Premorbid + Clinical       | 0.81 (0.80-0.82) | 0.77 (0.75-0.79) | 0.71 (0.70-0.73) | 0.45 (0.43-0.47) | 0.81 (0.62-1.00) |
|             | Presentation               |          |              |              |           |           |
|             | All                        | **0.83 (0.81-0.84)** | **0.78 (0.75-0.80)** | **0.74 (0.72-0.77)** | **0.47 (0.45-0.49)** | **0.91 (0.88-0.95)** |
|             | 10 best                    | **0.81 (0.80-0.82)** | **0.75 (0.72-0.77)** | **0.74 (0.71-0.76)** | **0.46 (0.43-0.49)** | **0.91 (0.88-0.94)** |
Supplementary table 7: Classifier scores for ICU and non-ICU subgroups. CLF: classifier, AUC: Area under the curve, PPV: Positive predictive value, NPV: Negative predictive value, LR: Logistic regression, XGB: XGBoost, PM: Premorbid, CP: Clinical Presentation, L&R: Laboratory & Radiology.

| Group   | CLF | Feature set | AUC       | Sensitivity   | Specificity   | PPV       | NPV       |
|---------|-----|-------------|-----------|--------------|--------------|-----------|-----------|
|         |     |             | 0.77 (0.72-0.81) | 0.73 (0.61-0.84) | 0.71 (0.64-0.78) | 0.39 (0.35-0.44) | 0.91 (0.88-0.95) |
| Non-ICU | LR  | PM          | 0.67 (0.62-0.71) | 0.60 (0.51-0.68) | 0.63 (0.57-0.69) | 0.30 (0.22-0.38) | 0.86 (0.83-0.90) |
|         |     | CP          | 0.66 (0.59-0.73) | 0.65 (0.47-0.83) | 0.54 (0.34-0.73) | 0.25 (0.16-0.34) | 0.83 (0.74-0.91) |
|         |     | L&R         | 0.79 (0.75-0.83) | 0.71 (0.62-0.80) | 0.71 (0.66-0.75) | 0.38 (0.32-0.43) | 0.91 (0.89-0.93) |
|         |     | PM + CP     | 0.71 (0.67-0.76) | 0.62 (0.52-0.73) | 0.70 (0.62-0.78) | 0.36 (0.28-0.44) | 0.88 (0.85-0.92) |
|         |     | All         | 0.81 (0.77-0.85) | 0.77 (0.68-0.85) | 0.71 (0.65-0.77) | 0.41 (0.36-0.45) | 0.93 (0.90-0.95) |
|         |     | 10 best     | 0.81 (0.77-0.85) | 0.77 (0.68-0.85) | 0.71 (0.65-0.77) | 0.41 (0.36-0.45) | 0.93 (0.90-0.95) |
| XGB     |     | PM          | 0.77 (0.73-0.81) | 0.68 (0.54-0.81) | 0.60 (0.39-0.82) | 0.36 (0.29-0.43) | 0.68 (0.44-0.92) |
|         |     | CP          | 0.73 (0.71-0.74) | 0.69 (0.61-0.77) | 0.64 (0.59-0.69) | 0.33 (0.26-0.40) | 0.89 (0.87-0.92) |
|         |     | L&R         | 0.72 (0.66-0.77) | 0.68 (0.60-0.75) | 0.63 (0.57-0.68) | 0.31 (0.27-0.35) | 0.88 (0.84-0.92) |
|         |     | PM + CP     | 0.81 (0.78-0.83) | 0.76 (0.67-0.85) | 0.62 (0.47-0.78) | 0.36 (0.29-0.44) | 0.81 (0.62-1.00) |
|         |     | All         | 0.82 (0.79-0.85) | 0.66 (0.54-0.78) | 0.77 (0.65-0.89) | 0.47 (0.42-0.52) | 0.91 (0.88-0.95) |
|         |     | 10 best     | 0.82 (0.79-0.85) | 0.67 (0.57-0.77) | 0.75 (0.63-0.86) | 0.44 (0.40-0.48) | 0.91 (0.88-0.94) |
| ICU     | LR  | PM          | 0.71 (0.66-0.76) | 0.69 (0.52-0.86) | 0.67 (0.56-0.77) | 0.50 (0.41-0.59) | 0.82 (0.73-0.91) |
|         |     | CP          | 0.51 (0.37-0.66) | 0.47 (0.28-0.66) | 0.63 (0.53-0.73) | 0.36 (0.23-0.49) | 0.72 (0.65-0.80) |
|         |     | L&R         | 0.54 (0.45-0.63) | 0.59 (0.44-0.74) | 0.53 (0.42-0.65) | 0.38 (0.27-0.50) | 0.74 (0.65-0.83) |
|         |     | PM + CP     | 0.60 (0.42-0.78) | 0.51 (0.34-0.69) | 0.60 (0.43-0.76) | 0.42 (0.27-0.56) | 0.67 (0.48-0.85) |
|         |     | All         | 0.63 (0.50-0.76) | 0.54 (0.36-0.71) | 0.68 (0.60-0.76) | 0.42 (0.26-0.57) | 0.75 (0.66-0.84) |
|         |     | 10 best     | 0.62 (0.44-0.80) | 0.61 (0.39-0.83) | 0.59 (0.49-0.70) | 0.42 (0.28-0.56) | 0.77 (0.67-0.88) |
| XGB     |     | PM          | 0.69 (0.59-0.79) | 0.75 (0.56-0.94) | 0.56 (0.31-0.82) | 0.55 (0.39-0.70) | 0.63 (0.36-0.89) |
|         |     | CP          | 0.57 (0.41-0.72) | 0.44 (0.27-0.60) | 0.73 (0.62-0.84) | 0.40 (0.26-0.54) | 0.73 (0.66-0.80) |
|       | L&R       | PM + CP   | All        | 10 best    |
|-------|-----------|-----------|------------|------------|
| 0.59  | 0.69      | 0.68      | 0.68       | 0.68       |
| (0.52-0.66) | (0.59-0.79) | (0.55-0.80) | (0.58-0.78) | (0.57-0.79) |
| 0.43  | 0.68      | 0.48      | 0.50       | 0.50       |
| (0.25-0.62) | (0.55-0.80) | (0.28-0.69) | (0.30-0.69) | (0.30-0.69) |
| 0.60  | 0.64      | 0.71      | 0.74       | 0.74       |
| (0.52-0.69) | (0.46-0.82) | (0.60-0.82) | (0.61-0.87) | (0.61-0.87) |
| 0.70  | 0.51      | 0.45      | 0.49       | 0.49       |
| (0.63-0.77) | (0.39-0.64) | (0.29-0.60) | (0.32-0.65) | (0.32-0.65) |
|       | 0.69      | 0.76      | 0.76       |            |
|       | (0.50-0.88)| (0.68-0.85)| (0.69-0.83) |            |
Supplementary figure 1 – Pearson correlation matrix of all features. No troublesome collinearity was seen.
**Supplementary figure 2 – Screenshot of the calculator**

![Screenshot of the calculator](image_url)

- **Warning:** This tool is NOT VALIDATED and should ONLY be used for research purposes!

### Predictive Model Inputs

| Parameter                                | Value |
|------------------------------------------|-------|
| Age (years)                              | 75    |
| Number of medications                    | 7     |
| History of Chronic Cardiac disease (not hypertension) | 1    |
| Blood pH                                 | 7.42  |
| Blood Albumin                           | 21    |
| Urea Nitrogen                           | 7.9   |
| Lactate Dehydrogenase                    | 42    |
| Oxygen saturation                        | 96    |
| Oxygen saturation measured on            | 5     |
| Room air=0 | Oxygen therapy=1                              |

### Predictive Model Output

- **Predicted chance of death:** 0.325
Supplementary figure 3 – Model calibration. The recommended model, XGB trained on the 10 best features, is highlighted, and shows good calibration for all risk groups.
Supplementary figure 4 – SHAP values for logistic regression