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Abstract—We examine two configurations for parallel hybrid electric aircraft, one with, and one without, a mechanical connection between the engines and the electric motors. For this two designs, we then review the power allocation problem in the context of aircraft energy management for a 19-seat conceptual Hybrid Electric Aircraft. We then represent the original optimal control problem as a finite-dimensional optimization and validate the second-order sufficient conditions for global optimality of the obtained solution. This is then followed by a sensitivity analysis of the fuel consumption on the initial aircraft weight and flight endurance. Our simulation and theoretical results clarify the limited benefit of charging the battery in-flight for this class of hybrid electric aircraft to reduce CO2 emissions.

Index Terms—Hybrid-Electric Aircraft; hybrid architectures; optimal control; sensitivity analysis

I. INTRODUCTION

Aircraft electrification highly depends on the development of more efficient battery technologies, as the current energy density of most advanced batteries falls short of the desired levels for commercial aircraft. Consequently, developing Hybrid-Electric Aircraft (HEA) has become a viable strategy for next-generation aviation to satisfy reduced CO2 emissions requirements in the coming decades.

The existing literature on hybrid architectures for aircraft propulsion [1]–[4] mostly borrows principles from hybrid electric ground vehicles, often assuming that the gas turbine and electric motor should be connected mechanically, allowing the turbine to charge the battery during flight. This connective mechanism has several potential benefits: (a) The engine can run in its most efficient region to conserve fuel by using the electric motor as an extra load, and (b) The electric motor can work in “one-engine-inoperative” (OEI) mode by charging the battery to its fully charged state after the climbing phase. These benefits are compatible with series, parallel, and series-parallel configurations. On the other hand, MagniX—a manufacturer of electric propulsion systems for electric aircraft—has proposed a novel parallel hybrid structure in 2021, in which the engine and electrical paths are independent (without a mechanical connection in place). In this structure, the electric motor and the engine work together during the climbing phase, and the engine handles the cruise phase and the descent phase. In this configuration, one can bypass the use of the engine and transition the HEA to an All-Electric Aircraft (AEA)—when the energy density of the battery reaches the desired level. In this paper, these two structures are compared in the context of the aforementioned benefits, and specifically, through the lens of optimal power allocation.

With two available energy sources for the propulsion system, the importance of power allocation algorithms cannot be overstated for HEA. In this direction, Leite and Voskuil [5] utilized dynamic programming to obtain an optimal energy management scheme for HEA for a given flight profile; Doff-Sotta et al. [6] on the other hand has developed a convex formulation for optimal HEA energy management. The latter work, in particular, showed that optimal control strategy significantly reduces fuel consumption as compared with heuristic methods. Donato et al. [7] in the meantime, applied dynamic programming for energy management for a lightweight rotorcraft, where the corresponding optimal control was formalized in terms of a shortest path problem on a graph, followed by the application of Dijkstra algorithm for its solution.

Although there are a few manufactured HEA on the market [8]–[11], publicly accessible technical data and characteristics for these aircraft are rather limited. In the meantime, there are a number of studies that have explored the design space of HEA. For example, De Vries et al. [12] provided a comprehensive approach for the conceptual design process of HEA. Multiple hybrid-electric structures, including the all-electric propulsion system, have also been considered. Isikveren et al. examined the design of vertical take-off and landing aircraft [13]. Finger et al. compared two design approaches utilizing an existing 19-seat conventional aircraft as the baseline model [14].

In this work, we first review the power allocation problem for a given flight profile, formalized in terms of minimizing the corresponding fuel consumption by solving an optimal control problem (OCP). Subsequently, using an approximate linear fuel flow rate model, this OCP is represented as a finite-dimensional optimization problem. This formulation of the power allocation problem is then applied to a 19-seat conceptual aircraft model, where the second-order sufficient conditions are also examined for the corresponding optimization problem. In this case, the optimal power allocation strategy is tailored specifically for this mid-size aircraft with turboprop engines. Lastly, two hybrid structures (with and without mechanical connection in the propulsion system) are compared in the context of fuel optimized power allocation, allowing us to evaluate the utility of the mechanical connection to charge the battery in-flight.
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The remainder of the paper is organized as follows. In Section II, two parallel hybrid-electric architectures and the technical data of the conceptual aircraft model are introduced. In Section III, the longitudinal aircraft dynamics and simplifications made for the formulation of optimal control problems are provided; the power relation in the propulsion system is also discussed. In Section IV, the previously proposed optimal control problem is reviewed and re-written based on a linear approximation of the engine’s flow rate. Subsequently, this optimal control setup is formulated as a finite-dimensional optimization problem. Using the power allocation optimization formulation in Section V, and the corresponding sensitivity analysis, the fuel consumption between charging and not charging the battery during the cruise phase is then compared. This is then followed by evaluating the aircraft fuel consumption with different battery configurations (leading to different take-off weights). These two facets shed light on our evaluation for the question posed in the title of the manuscript. Conclusions and future work are then provided in Section VI.

II. HYBRID-ELECTRIC ARCHITECTURES AND A CONCEPTUAL AIRCRAFT MODEL

In this section, two parallel hybrid-electric architectures are discussed in Section II-A; technical data for the conceptual aircraft model and components in the propulsion system are provided in Section II-B.

A. Hybrid-electric architectures

For a conventional aircraft, relying on engines for propulsion, it is challenging to devise means of operating the engine in its peak efficiency regime; this is primarily due to considerable differences in power requirements for the climb and the cruise phases of a typical flight profile. One of the primary advantages of hybrid electric aircraft is the ability to downsize the engine and use the electric motor as a supplemental propulsion, allowing the engine to operate at its most efficient regime during flight. This point of view when adopted for developing aircraft hybrid-electric architectures, is often combined with design principles from ground vehicles; as such, HEA designers often assume a mechanical connection in the propulsion system. The most commonly used architectures include series, parallel, and series-parallel configurations. The parallel architecture is the most popular configuration due to its relatively higher efficiency and lower weight (in comparison with the series configuration), as well as its simpler energy management (as compared with the series-parallel configuration). In general, a mechanical connection in the propulsion system enables conventional engines to work more efficiently, either by decoupling the engine from the propeller (in the series configuration) or by taking the electric motor as an extra load for the engine (in the parallel configuration). Nevertheless, to the best of our knowledge, this potential advantage of having a mechanical connection in HEA has not been validated, neither theoretically nor experimentally.

The mechanical connection between the conventional engine and the electric motor often necessitates a complicated clutch/gearing mechanism and advanced control algorithm for the hybrid propulsion system. In addition, charging the battery during flight introduces new challenges, such as the need for more sophisticated cooling systems and the possibility of battery pack degradation.

MagniX has recently proposed a novel hybrid structure for aircraft electric propulsion. In particular, the Magnix design has the conventional engine and electric paths mechanically independent, with completely separate control systems for two propulsion paths. With this architecture, the hybrid electric propulsion system can still be advantageous as it allows efficient engine operation. In addition, the absence of mechanical connections reduces the aircraft’s total weight and may improve safety due to less complexity in the mechanical system.

In this paper, we examine the standard parallel architecture (referred to as the connected configuration), and the MagniX architecture, which is called the independent configuration. In the connected configuration, the internal combustion engine/gas turbine and the electric motor are both connected to the propeller, as illustrated in Fig. 1. As a result, this configuration supports the following operating modes: a) engine-alone mode, b) motor-alone mode, c) combined mode (in which the engine and the motor drive the propeller simultaneously) and d) power split mode (in which the engine drive the propeller and charge the battery).

In an independent configuration in Fig. 2, the propulsion system retains the first three operating modes; the only difference is that the engine cannot charge the battery during flight. This paper provides a complete comparison between the fuel consumption of these two architectures using the power allocation problem formulation and the corresponding algorithm and sensitivity analysis [15].

![Fig. 1: Connected parallel hybrid architecture](image1)

![Fig. 2: Independent parallel hybrid architecture](image2)

Before delving into the power allocation problem formulation and its consequences for the main theme of this manuscript, we provide an overview of the aircraft model and its key components and subsystems of relevance to the power allocation problem and subsequent analysis.
B. HEA propulsion system model

We use the conceptual HEA propulsion system model developed by Finger, et al. [14] for subsequent analysis. Finger, et al. considered an existing 19-seat commuter aircraft as the baseline and examine two approaches for the HEA preliminary design. The conventional aircraft was re-sized to accommodate the hybrid electric propulsion technology. Some of the key characteristics of one of the configurations used in [14] are shown in Table I. Note that parameters with * are only estimated values.

TABLE I: Conceptual HEA technical data, including estimated parameters

| Parameters                  | Values   |
|-----------------------------|----------|
| Wing area                   | 32 m²    |
| Maximum take-off weight     | 6385 kg  |
| Cruise altitude             | 3000 m   |
| Battery capacity*           | 400 Ah   |
| Battery pack nominal voltage* | 540 V   |
| Propeller efficiency*       | 0.7      |
| Zero-lift drag coefficient* | 0.024    |
| Induced drag coefficient*   | 0.056    |

In [14], the authors did not specify the engine model, battery model, or electric motor model; instead, the reference weight and some characteristics for these components were provided. We have chosen the following models for the propulsion system—with some parameters slightly different from those in [14]:

1) Turboprop engine: the PT6A-135A engine by Pratt & Whitney is selected for our analysis; the weight of this engine is 153kg; its maximum output power is 560kW; and its average specific fuel consumption (SFC) is 356g/kWh. In this paper, it is assumed that the engine runs in a fixed rotational speed; the SFC and the fuel flow rate can be represented as functions of the output power of the engine, shown in Fig. 3.

2) Electric motor: the Magni250 by MagniX is selected for our analysis; it weighs 72kg; its maximum output power is 280kW; it is assumed that the total efficiency of this motor is 95%.

3) Battery cells: in [14], the authors assumed a futuristic average value for the energy density of the battery cell, significantly greater than the current state of battery technology. In this paper, an existing battery model from a Korean battery company Kokam is used for the analysis. The technical data of this battery is given in Table. II. For the battery pack configuration, it is assumed that all battery cells operate identically, and that the parallel and series configurations of the battery pack do not affect the output voltage and the state of charge of each cell. In addition, it is assumed that battery cell does not have an internal state dynamics, resulting in a constant output voltage of 3.6V.

For the power allocation algorithm in Section IV, it is assumed that the battery pack has 2 parallel paths and 150 cells connected in series in each path. This configuration has an output voltage of 540V and a total capacity of 400Ah. The total weight of the battery pack is 600kg, which is greater than the value in [14]. Other battery pack configurations are also examined in Section V.

III. FLIGHT DYNAMICS AND POWER RELATION IN THE PROPULSION SYSTEM

Developing effective power allocation algorithms for HEA hinges upon interdependence between the aircraft flight dynamics and its propulsion system. In this section, we provide a brief overview of these two subsystems; the flight dynamics is introduced in Section III-A and the power relation in the aircraft propulsion system in Section III-B.

A. Longitudinal dynamics during the cruise phase

The complete longitudinal dynamics can be found in [15]; in this section, we focus on the optimal velocity profile during the cruise phase using the following assumptions:

1) The aircraft is flying from one point to another at a constant altitude;
2) The angle of attack is small and as such \( \sin \alpha \approx 0 \) and \( \cos \alpha \approx 1 \).

The simplified dynamics during the cruise phase is,

\[
\begin{align*}
\dot{y} &= v \\
\dot{v} &= \frac{1}{m}(T - D) \\
L &= W,
\end{align*}
\]

where \( y \) is the horizontal position, \( v \) is the velocity, \( T \) is the thrust force, \( D \) is the drag force, and \( m \) is the total mass of the aircraft. Moreover, \( W \) is the total weight of the aircraft and \( L \) is the lift force. The drag and lift forces can be expressed as,

\[
\begin{align*}
D &= \frac{1}{2} \rho S C_D v^2 \\
C_D &= C_{D,0} + KC_L^2 \\
L &= \frac{1}{2} \rho S C_L v^2,
\end{align*}
\]

where \( \rho \) is the air density; \( S \) is the wing area; \( C_D \) is the drag coefficient; \( C_{D,0} \) is the zero lift drag coefficient; \( K \) is the...
induced drag coefficient; all of these parameters are constant during the cruise phase.

B. HEA Propulsion system

Then we discuss the power demand and power available in the aircraft propulsion system, which are required to subsequently formulate the power allocation problem.

1) Power demand during the cruise phase: The power demand \( P_{\text{req}} \) during the cruise phase is

\[
P_{\text{req}} = T v, \tag{3}
\]

2) Power provided by the gas turbine: We follow the assumption in [12] that the output power of the engine is given by

\[
P_{e,\text{out}} = \tau P_{e,\text{max}}, \tag{4}
\]

where \( \tau \) is the throttle of the engine, and \( P_{e,\text{max}} \) is the maximum output power of the engine.

3) Power provided by the electric motor: It is assumed that the transfer efficiency of the electric motor is a constant value; hence, the output power from the electric motor is given as,

\[
P_{m,\text{out}} = \eta_{m} P_{\text{bat}} = \eta_{m} U I, \tag{5}
\]

where \( \eta_{m} \) is the total efficiency of the electric motor; \( P_{\text{bat}} \) is the output power of the battery pack; \( U \) is the voltage of the battery pack; \( I \) is the current passing through the battery pack.

4) HEA Power relation: The power relation in the propulsion system can be presented as

\[
P_{\text{req}} = \eta_{p}(P_{e,\text{out}} + P_{m,\text{out}}), \tag{6}
\]

where \( \eta_{p} \) is the transfer efficiency of the propeller, assumed to be a constant value for our analysis. Using Eq.(3)- Eq.(6), we thus have the following useful relation,

\[
Tv = \eta_{p}(\tau \cdot P_{e,\text{max}} + \eta_{m} U I). \tag{7}
\]

IV. POWER ALLOCATION ALGORITHM FOR HEA

In this section, the HEA power allocation problem (originally represented as an optimal control problem) is formulated as a finite-dimensional optimization; then the second-order sufficient conditions for the solution of this problem are verified in Section IV-A. Numerical simulations supporting the theoretical analysis are then provided in Section IV-B.

A. Theoretical analysis

In [15], a power allocation algorithm for HEA, providing optimal power distribution between the engine and the electric motor for a given flight profile, has been proposed. In this context, it was assumed that the aircraft has a connected hybrid structure and the engine can charge the battery during flight. More specifically, the optimal control problem was formulated as,

\[
J = \min_{\tau} -m(t_f) \tag{8a}
\]

s.t. \( \dot{m} = -c \tag{8b} \)

\[
\dot{\theta} = -\frac{I}{Q} \tag{8c}
\]

\[
m(t_0) = m_0; \quad \theta(t_0) = \theta_0 \tag{8d}
\]

\[
0.1 \leq \tau \leq 1 \tag{8e}
\]

\[
m_{\text{min}} \leq m \leq m_{\text{max}}, \quad \theta_{\text{min}} \leq \theta \leq \theta_{\text{max}}, \tag{8f}
\]

where \( \theta \) is the state of charge of the battery pack (SOC), and the current \( \dot{I} \) is a function of \( m \) and \( \tau \), deduced from Eq. (7). In this paper, the flow rate \( c \) is nearly a linear function of the output power of the engine. Consequently, instead of using SPC and power to compute the flow rate, a representation of the flow rate as a function of the output power is derived and the dynamics of the aircraft mass is re-parameterized as a linear function of the control input as,

\[
\dot{m} = -(c_1 P_{e,\text{out}} + c_2 P_{e,\text{out}}) = c_1 \tau + c_2. \tag{9}
\]

In order to study the impact of the battery pack capacity on the fuel consumption, instead of the SOC of the battery pack, the remaining charge \( \dot{q} \) in the battery pack is taken as a state, whose dynamic is given by,

\[
\dot{q} = -I. \tag{10}
\]

The performance and solution of an optimal control problem are, in theory, invariant with respect to the magnitude of the states and the control input. In practice, however, numerical issues can arise in the solver when these magnitudes are highly different; in Problem (8), the aircraft mass is approximately 6000kg, and the range of the state of charge of the battery pack is 0 to 1. Hence, we use the standard remedy of applying the affine variable transformations to the aircraft mass and the remaining charge in the battery pack as,

\[
\dot{m} = a_1 \dot{m} + b_1 \tag{11a}
\]

\[
\dot{q} = a_2 \dot{q} + b_2; \tag{11b}
\]

we now define the scaled time \( \hat{t} \in [0,1] \); the dynamics of “scaled states” with respect to the “scaled time” is now written as,

\[
\dot{\hat{m}} = k_{11} \tau + k_{10} \tag{12a}
\]

\[
\dot{\hat{q}} = k_{21} \tau + k_{20} + k_{22} \hat{q}^2 + k_{23} \hat{m}, \tag{12b}
\]

where both states are linear in the control input \( \tau \). The scaled optimal control problem is now written as,

\[
J = \min_{\tau} -\hat{m}(\hat{t} = 1) \tag{13a}
\]

s.t. \( \dot{\hat{m}} = k_{11} \tau + k_{10} \tag{13b} \)

\[
\dot{\hat{q}} = k_{21} \tau + k_{20} + k_{22} \hat{q}^2 + k_{23} \hat{m} \tag{13c}
\]

\[
\hat{m}(0) = 1; \quad \hat{q}(0) = \hat{q}_0 \tag{13d}
\]

\[
\hat{q}(1) = \hat{q}_f \tag{13e}
\]

\[
0 \leq \tau \leq 1 \tag{13f}
\]

\[
0 \leq \hat{m} \leq 1, \quad 0 \leq \hat{q} \leq 1. \tag{13g}
\]
This formulation of the power allocation problem is in the form of bang-bang control problem with state constraints. When solving this problem using Tomlab for a reasonable flight profile, the only active state constraint is \( \dot{q} = 1 \); hence, we subsequently only consider the constraint \( \dot{q} \leq 1 \). This constraint is denoted as,

\[
S(\dot{q}(t)) = \dot{q} - 1 \leq 0. \tag{14}
\]

\( S(\dot{q}(t)) \leq 0 \) is denoted as \( S \) for simplicity in the sequel. An interval \([\hat{t}_1, \hat{t}_2] \subset [0, 1] \) is called a boundary arc if \( S(\dot{q}(t)) \equiv 0 \) holds for all \( t \in [\hat{t}_1, \hat{t}_2] \). Hence on the boundary arc the time derivative of \( S \) with respect to the scaled time \( \hat{t} \) should be zero for all \( t \in [\hat{t}_1, \hat{t}_2] \), where,

\[
\frac{dS}{dt} = \left[ \frac{\partial S}{\partial x} \right] = \begin{bmatrix} \dot{\eta} \\ \dot{\hat{q}} \end{bmatrix} = \dot{\hat{q}}, \tag{15}
\]

with \( x = [\dot{\hat{m}} \ \dot{\hat{q}}] \top \). Hence, the boundary control \( \tau_b \) can be computed from \( \frac{dS}{dt} = \dot{\hat{q}} = 0 \) as the following feedback expression

\[
\tau_b = -\frac{1}{k_{21}}(k_{20} + k_{22}\dot{m}^2 + k_{23}\dot{m}). \tag{16}
\]

The augmented Hamiltonian of Problem (13) is given as,

\[
H = \lambda_1 \cdot \dot{\hat{m}} + \lambda_2 \cdot \dot{\hat{q}} + \eta \cdot S \\
= \lambda_1 k_{10} + \lambda_2 (k_{20} + k_{22}\dot{m}^2 + k_{23}\dot{m}) + \eta(\dot{q} - 1) \\
+ (\lambda_1 k_{11} + \lambda_2 k_{21})\tau \\
= H_1 + \sigma(\hat{t})\tau. \tag{17}
\]

Notice that the Hamiltonian is linear in the control \( \tau \); from the Pontryagin’s minimum principle, the optimal control law on interior arcs with \( S < 0 \) is obtained as,

\[
\sigma^* = \begin{cases} 
\tau_{\text{max}} & \text{if } \sigma(t) < 0 \\
\tau_{\text{min}} & \text{if } \sigma(t) > 0.
\end{cases} \tag{18}
\]

For a boundary arc, the optimal control has been computed as \( \tau_{\text{min}} < \tau_b < \tau_{\text{max}} \), since the optimal control should minimize the Hamiltonian, this minimum principle yields,

\[
\sigma(\hat{t}) = 0, \quad \forall \hat{t} \in [\hat{t}_1, \hat{t}_2]. \tag{19}
\]

This relation is interpreted as the property that a boundary control behaves formally like a singular control by Maurer in [18]. When solving Problem (13) using a numerical solver, the optimal control follows a “max-boundary-min” structure. Combining the numerical results with the preceding theoretical analysis, the following optimal control structure is thus obtained,

\[
\sigma^* = \begin{cases} 
\tau_{\text{max}} & 0 \leq \hat{t} \leq \hat{t}_1 \\
\tau_b & \hat{t}_1 \leq \hat{t} \leq \hat{t}_2 \\
\tau_{\text{min}} & \hat{t}_2 \leq \hat{t} \leq 1.
\end{cases} \tag{20}
\]

In order to study the second order sufficient conditions and the sensitivity to initial conditions of states, this optimal control problem is then formulated as a (finite-dimensional) optimization problem. This approach is particular useful when the structure of the optimal control, i.e., the sequence of bang-bang and boundary arcs, has been derived. The arc-parametrization method in [19] is applied to formulate the optimization problem with variables \( x = [\xi_1, \xi_2, \xi_3, z] \top \) (different \( x \) than in Eq. (15)), as,

\[
\xi_1 = \dot{t}_1 - 0, \quad \xi_2 = \dot{t}_2 - \dot{t}_1 \\
\xi_3 = \dot{t}_f - \dot{t}_2, \quad z = \dot{m}(\dot{t}_2);
\]

the last variable is introduced for the simplicity formulation of constraints. The power allocation problem can now be represented as an optimization problem,

\[
\min_{\tau} G := -z - k_{10}\xi_3 \tag{22a}
\]

s.t. \( \Phi_1 := h_{13}\xi_1^3 + h_{12}\xi_1^2 + h_{11}\xi_1 + h_{10} - 1 = 0 \tag{22b} \)

\( \Phi_2 := g_{13}\xi_3^3 + g_{12}\xi_3^2 + g_{11}\xi_3 + k_{20}\xi_3 + k_{22}\xi_4 + k_{23}\xi_5 + 1 - \dot{q}_f = 0 \tag{22c} \)

\( \Phi_3 := z - \frac{-\tan(\frac{\tau_f}{2}) + f_1\xi_0 + f_2\xi_1 + f_3}{f_1(1 + \tan(\frac{\tau_f}{2}))(f_1\xi_0 + f_2\xi_1 + f_3)} \)

\( + \frac{k_{31}}{2k_{32}} = 0 \tag{22d} \)

\( \Phi_4 := \xi_1 + \xi_2 + \xi_3 = 1; \tag{22e} \)

the detailed process of deducing this above optimization problem from the original optimal control problem is provided in Appendix VI-A. Note that the Lagrangian for Problem Eq. (22) is

\[
L := G + \rho_1\Phi_1 + \rho_2\Phi_2 + \rho_3\Phi_3 + \rho_4\Phi_4, \tag{23}
\]

that is useful to derive second-order sufficient conditions in Appendix VI-A.

B. Numerical case study

We now consider the following flight conditions to examine the power allocation problem for the HEA: \( \eta_d = 400\text{km}, v = 100\text{m/s}, \theta_0 = 0.7, m_0 = 6350\text{kg}, \theta_f = 0.4; \) we use Tomlab to solve Problem (13) and re-scale the results back to original states. The results are given in Fig. 4 and Fig.5. The fuel consumed for this example is 310.8kg. Fig. 5 shows that the optimal control structure follows the optimal control structure in Eq. (20).

![Fig. 4: (a) Remaining charge in the battery pack; (b) Total mass of the aircraft](image-url)
the optimal objective value is \( -\hat{\dot{m}}(1) = -0.3525 \). Hence the aircraft mass at the final time is \( m=6039.2 \)kg, and the fuel consumed is 310.8kg. In this numerical case, the dual variables are also provided by ipopt, namely, \([\rho_1, \rho_2, \rho_3, \rho_4] = [-0.125, -0.1272, 0.9971, -0.6783]\); the first order necessary condition for optimality can now be checked, i.e., \( L_x = 0\); moreover, the Hessian \( L_{xx} \) of the Lagrangian for \( x = [0.1807, 0.6801, 0.1392, 0.3706] \) is

\[
L_{xx} = \begin{bmatrix}
-0.0186 & -0.0188 & 0 & 0 \\
-0.0188 & -0.0144 & 0 & 0 \\
0 & 0 & -0.0028 & 0.0211 \\
0 & 0 & 0.0211 & 0.0002
\end{bmatrix}
\]

and

\[
\Phi_x = \begin{bmatrix}
1.6741 & 0 & 0 & 0 \\
0 & 0 & -4.3085 & -0.0231 \\
0.8907 & 0.6803 & 0 & 1 \\
1 & 1 & 1 & 0
\end{bmatrix}, \tag{25}
\]

with \( \text{rank} \Phi_x = 4 \) and \( L_{xx} \) is positive definite. Hence, the second-order sufficient conditions are satisfied, and the optimal solution is unique and, in fact, globally optimal. With this transition to the finite-dimensional optimization problem, one can conduct sensitivity analysis on the optimal solution, a technique that proves instrumental to address the question posed in the title of this manuscript.

V. TO CHARGE IN-FLIGHT OR NOT: COMPARISON OF TWO PARALLEL HYBRID ARCHITECTURES

The mechanical connection between the engine and the electric motor in the HEA propulsion system allows the engine to charge the battery pack in-flight. For the climb phase, the power demand is usually higher than the maximum output power of the engine–hence the propulsion system can only run in the combined mode. The power-split mode is only applicable during the cruise phase and the descent phase. In this section, it is demonstrated that the fuel saving by charging the battery during the cruise phase to steer the engine to operate more efficiently is negligible. The second potential advantage of charging the battery in-flight is that the electric motor can work in OEI mode by charging the battery to its fully charged state after the climb phase. It has been shown that under certain flight conditions, this advantage can be achieved instead by carrying more battery packs before take-off.

A. To Charge or not in-flight during the cruise phase

First, fuel consumption between charging and not charging the battery pack in the cruise phase is compared. By solving Problem (13) with an extra constraint \( \dot{q} \leq 0 \), one can determine the optimal fuel consumption when charging the battery pack during the flight is not allowed (the current passing through the battery pack can only be positive). In this direction, it is assumed that all other conditions and constraints remain the same. Observing Fig. 6, when not allowing charging of the battery during the flight, the optimal power distribution strategy yields an “engine-alone” then “motor-alone” structure. The total fuel consumed is 311.08kg, which is only 0.33kg more than the case when the battery was allowed to charge in-flight. Comparing the first segment of Fig. 5b and Fig. 6b, we note that when charging the battery on \([0, t_1]\) in Fig. 5b, the SFC is about 0.35kg/kw/h, which is lower than the case when battery was not charging (0.367 – 0.369kg/kw/h) in Fig. 6b. However after charging the battery to its full state, the aircraft will run in the engine alone mode again, where the SFC is about 0.367 – 0.369kg/kw/h in Fig. 5b, same as the case when charging was not not permissible.

Charging the battery during flight can make the engine work more efficiently, but the duration of this efficient operation depends on the initial and terminal constraints of the battery pack. After charging the battery to its full capacity, the engine will go back to its inefficient operational region. In fact, overall, the fuel saving by charging the battery to steer the engine operation more efficiently is rather negligible.

B. Carrying more battery in-flight

The second benefit of charging the battery is that the electric motor can work in the OEI mode. In order to verify this, we compare the total fuel consumption for the combination of the climb and the cruise phase when the take-off weight is different due to different battery pack configurations. In the previous section, it is assumed that the battery pack has 2 parallel paths with a capacity of 400Ah. Each parallel path in the battery pack has a capacity of 400Ah and weighs 600kg. Different battery pack configurations are achieved by changing the number of parallel paths. Adding/removing parallel paths only increases/decreases the total capacity, not affects the output voltage of the battery pack. First, the fuel consumption
It is observed that the fuel consumption is nearly a linear function of the flight distance for each case (with different slope for each case). The sensitivity derivative shows that the derivative of the objective function with respect to the terminal time $t_f$ is a constant value, but this value changes slightly as the terminal time changes. For example, in case 2, $\frac{dG}{dt_f} = 0.6498$ when $t_f = 0.375$; $\frac{dG}{dt_f} = 0.6363$ when $t_f = 1$; this value decreases as the final time $t_f$ increases.

In the simulation result, the slope of the red line in Fig. 7 is 0.6433. Reference [17] provides explicit formula to compute the sensitivity derivatives,

$$
\left[ \begin{array}{c} \frac{dG}{dp} \\ \frac{dG}{d\rho} \\ \frac{dG}{d\theta} \\ \frac{dG}{dt_f} \\ \frac{dG}{dx} \\ \frac{dG}{dt} \\ \frac{dG}{df} \\ \frac{dG}{dG} \\
\end{array} \right] = - \left[ \begin{array}{c} L_{xx} \\ \Phi_x \\ \Phi_y \\ L_{xp} \\ L_{xp} \\ L_{xp} \\ L_{xp} \\ L_{xp} \\
\end{array} \right],
$$

(26)

where $x^p$ and $\rho^p$ are the optimal and dual variables corresponding to parameter $p$. Then the derivative of the objective function $G$ with respect to the parameter $t_f$ is computed as

$$
\frac{dG}{dt_f} = \frac{\partial F}{\partial x} \frac{\partial x}{\partial t_f}.
$$

The following observations are obtained when comparing cases with the same terminal battery charge condition (after charging for the connected case; beginning of the cruise phase for the independent case):

1) Comparing case 2 and case 3, it is observed that these two cases have the same initial aircraft mass and battery pack capacity; the only difference is the terminal condition for the SOC of the battery pack. Case 2 requires the battery to remain in a fully-charged state (400Ah) after a short period of the cruise flight; case 3 requires the remaining charge in the battery pack is more than 200Ah. Simulation results show case 2 needs about 30kg more fuel consumed than case 3 for all flight ranges.

2) Comparing case 1 and case 3 (the blue line and the green line), the remaining charge in the battery pack is 200Ah for both cases. Even though case 1 has lighter initial aircraft mass, charging the battery to its fully-charged state requires more fuel; carrying more battery pack can save fuel under this remaining charge condition.

3) Comparing case 2 and case 4, same as the comparison between case 1 and case 3; the remaining charge in the battery pack is 400Ah for both cases. Carrying more battery can still save fuel.

Hence, with the same remaining battery charge requirement, carrying more battery before take-off is more favorable than charging the battery in-flight in terms of fuel saving and CO$_2$ emissions.

VI. CONCLUSIONS

Two parallel hybrid electric architectures are compared in terms of fuel consumption. The connected architecture has the mechanical connection between the engine and the electric motor, allowing the engine to charge the battery in-flight in order to improve the engine’s fuel efficiency. The independent architecture does not have a mechanical connection, which allows an easy transition from hybrid aircraft to all-electric aircraft. An optimal power allocation algorithm is applied
to compare the fuel usage of these two architectures. Both theoretical and simulation results show that the fuel saving by charging the battery is negligible for the 19-seat conceptual aircraft. The other potential advantage of charging the battery during flight is also examined. The simulation results show that with the same requirement on the remaining battery charge, carrying more battery before taking-off is more fuel efficient than charging the battery during the flight. As such, the connected architecture cannot bring significant fuel savings compared with the independent configuration. In addition, the mechanical connection increases the system complexity and generally requires sophisticated control strategies. This architecture also makes it difficult to transition to an all-electric aircraft configuration. Lastly, charging the battery in the harsh flight environment requires accurate thermal management system as well as causing battery degradation. Our assessment—in the context of the question posed in the title of the manuscript—is therefore implicit from these observations.

APPENDIX

In this section, we provide details on some of the analytic steps used for our analysis.

A. Transcription to an optimization problem

The explicit functions of the optimal control on each arc are as follows:

1) On $\hat{t} \in [0, \hat{t}_1]$, the optimal control is $\tau^* = \tau_{\text{max}} = 1$. Then the dynamics of states can be written as,

$$\dot{\hat{m}} = k_{11} + k_{10}$$
$$\dot{\hat{q}} = k_{21} + k_{20} + k_{22} \hat{m}^2 + k_{23} \hat{m}.$$ (28a)

We therefore obtain the explicit state function of time as,

$$\hat{m}(\hat{t}) = m_0 + (k_{11} + k_{10}) \hat{t}$$
$$\hat{q}(\hat{t}) = h_{13} \hat{t}^3 + h_{12} \hat{t}^2 + h_{11} \hat{t} + h_{10},$$ (28b)

where,

$$h_{13} = \frac{1}{3} k_{22} (k_{11} + k_{10})^2$$
$$h_{12} = (k_{22} m_0 + \frac{1}{2} k_{23}) \ast (k_{11} + k_{10})$$
$$h_{11} = k_{21} + k_{20} + k_{22} m_0 + k_{23} m_0,$$

and $h_{10} = \hat{q}_0$ is computed from $\hat{q}(\hat{t} = 0) = \hat{q}_0$.

2) On $\hat{t} \in [\hat{t}_1, \hat{t}_2]$, $\hat{q}(\hat{t}) = 0$ holds for all $\hat{t}$, and the optimal control is $\tau_{\text{hit}} = -\frac{1}{k_{21}} (k_{20} + k_{22} \hat{m}^2 + k_{23} \hat{m})$. Hence, the dynamics of the aircraft mass can be written as,

$$\dot{\hat{m}} = -\frac{k_{11}}{k_{32}} (k_{20} + k_{22} \hat{m}^2 + k_{23} \hat{m}) + k_{30};$$ (31)

the initial condition for this interval is $\hat{m}(\hat{t}_1) = m_0 + (k_{11} + k_{10}) \hat{t}_1$. Thereby, by separation of variables, we obtain the explicit function of the aircraft mass on the boundary arc as,

$$\hat{m}(\hat{t}) = \frac{1}{2k_{32}} \left[ r_0 \tan \left( -\frac{r_0 (\hat{t} - \hat{t}_1)}{2} \right) + C_0 \right] - k_{31},$$ (32)

where $k_{30} = \frac{k_{11} k_{20}}{k_{32}} - k_{10}$, $k_{31} = \frac{k_{11} k_{22}}{k_{31}}$, $k_{32} = \frac{k_{11} k_{23}}{k_{32}}$, and

$$C_0 = \frac{-2 \arctan \left( \frac{2k_{32} m(\hat{t}_1) + k_{31}}{r_0} \right)}{r_0}$$
$$r_0 = \sqrt{4k_{32} k_{30} - k_{31}^2}.$$ We denote $\hat{n}(\hat{t}_2)$ as $z$, which is the third constraint in Problem Eq. (22).

3) On $\hat{t} \in [\hat{t}_2, 1]$, the optimal control is $\tau^* = \tau_{\text{min}} = 0$, then the dynamics of states can be written

$$\dot{\hat{m}} = k_{10}$$
$$\dot{\hat{q}} = k_{20} + k_{22} \hat{m}^2 + k_{23} \hat{m}.$$ (33a)

where the initial states on this arc are $[z, 1]$; the explicit functions of the states are.

$$\dot{\hat{m}}(\hat{t}) = \hat{m}(\hat{t}_2) + k_{10} (\hat{t} - \hat{t}_2)$$
$$\dot{\hat{q}}(\hat{t}) = g_{13} (\hat{t} - \hat{t}_2)^3 + g_{12} z (\hat{t} - \hat{t}_2)^2 + g_{11} (\hat{t} - \hat{t}_2)^2 + k_{20} (\hat{t} - \hat{t}_2) + k_{22} z (\hat{t} - \hat{t}_2) + k_{23} z (\hat{t} - \hat{t}_2) + 1.$$ (34b)

The first constraint for the optimization problem is when $q$ hits the boundary at the junction time $\hat{t} = \hat{t}_1$, given as

$$\Phi_1(\hat{t}_1) = \hat{q}(\hat{t}_1) - 1 = 0.$$ (35)

When we substitute this constraint into Eq. (29b), we obtain,

$$h_{13} \hat{z}^3 + h_{12} \hat{z}^2 + h_{11} \hat{z} + h_{10} = 1.$$ (36)

The second constraint for the optimization problem is the terminal condition for $q$, $\hat{q}(1) = \hat{q}_f$, after substituting into Eq. (34b), we obtain

$$g_{13} \hat{z}^3 + g_{12} z \hat{z}^2 + g_{11} z + k_{20} z + k_{22} z \hat{z} + k_{23} z \hat{z} + 1 - \hat{q}_f = 0.$$ (37)

B. Verification of SSC and sensitivity analysis

We refer Theorem 3.1 in [16] pertaining to the second-order sufficient condition for the optimization problem Eq. (22). Let $x$ be a feasible solution for Problem Eq. (22). Suppose the following conditions hold:

1) $L_{xx} = 0$ (first order necessary condition).

2) $\text{rank}[\Phi_x] = r$, where $r$ is the number of constraints.

3) $v^T L_{xx} v > 0, \forall v \in \mathbb{R}^n, v \neq 0, \Phi_x v = 0$, where $n$ is the number of variables in Problem Eq. (22).

Let $\Delta = 1 + \tan\left( \frac{\pi}{2} z \right) (f_1 x_{10} + f_2 x_1 + f_3)$ and $f_4 = f_1 x_{10} + f_2 x_1 + f_3$. The $L_x$ is now computed as,

$$L_{x_1} = \rho_3 (3h_{13} \hat{z}^2 + 2h_{12} \hat{z} + h_{11}) + \rho_4 + \frac{-\rho_4 f_2}{f_1} \left( 1 + \tan^2\left( \frac{\pi}{2} z \right) \right) \frac{\Delta^2}{f_1^3}$$

$$L_{x_2} = \rho_3 r_0 \left( 1 + \frac{f_2^2}{f_1^2} \right) \frac{\sec^2\left( \frac{\pi}{2} z \right) \Delta^2}{f_1^3} + \rho_4$$

$$L_{x_3} = -k_{10} + \rho_4 + p_2 (3g_{13} \hat{z}^2 + 2g_{12} z \hat{z} + g_{11} \hat{z})$$
$$+ 2g_{11} \hat{z} + k_{20} + k_{22} z^2 + k_{23} z$$

$$L_{x_4} = -1 + \rho_3 + p_2 (g_{13} \hat{z}^2 + 2k_{22} \hat{z} + k_{23} \hat{z}).$$ (38d)
The $L_{ix}$ is represented as,

$$
L_{ix} = \begin{bmatrix}
\frac{\partial L_1}{\partial \xi_1} & \frac{\partial L_2}{\partial \xi_1} & \frac{\partial L_3}{\partial \xi_1} & \frac{\partial L_4}{\partial \xi_1} \\
\frac{\partial L_1}{\partial \xi_2} & \frac{\partial L_2}{\partial \xi_2} & \frac{\partial L_3}{\partial \xi_2} & \frac{\partial L_4}{\partial \xi_2} \\
\frac{\partial L_1}{\partial \xi_3} & \frac{\partial L_2}{\partial \xi_3} & \frac{\partial L_3}{\partial \xi_3} & \frac{\partial L_4}{\partial \xi_3} \\
0 & 0 & \frac{\partial L_3}{\partial z} & \frac{\partial L_4}{\partial z}
\end{bmatrix}
$$

where

$$
L_{11} = \rho_1 (6h_{12} \xi_1 + 2h_{12}) + 2\rho_3 f_2^2 \left( \tan \left( \frac{\pi}{2} \xi_2 \right) + \tan^3 \left( \frac{\pi}{2} \xi_2 \right) \right) \frac{1}{\Delta^3}
$$

$$
L_{12} = -\rho_3 \rho_1 f_2 \sec^2 \left( \frac{\pi}{2} \xi_2 \right) (\tan \left( \frac{\pi}{2} \xi_2 \right) - f_4) \frac{1}{\Delta^3}
$$

$$
L_{21} = L_{12}
$$

$$
L_{22} = \frac{\rho_3 f_1^2 (1 + f_2^2) \sec^2 \left( \frac{\pi}{2} \xi_2 \right)}{2 f_1} \frac{\left( \tan \left( \frac{\pi}{2} \xi_2 \right) (f_4 \tan \left( \frac{\pi}{2} \xi_2 \right) + 1) - f_4 \sec^2 \left( \frac{\pi}{2} \xi_2 \right) \right)}{\Delta^3}
$$

The function $\Phi_{ix}$ is now computed as,

$$
\frac{\partial \Phi_1}{\partial \xi_1} = 3h_{12} \xi_1^2 + 2h_{12} \xi_1 + h_{11}, \quad \frac{\partial \Phi_1}{\partial \xi_2} = 0
$$

$$
\frac{\partial \Phi_1}{\partial \xi_3} = 0, \quad \frac{\partial \Phi_1}{\partial \xi_4} = 0
$$

$$
\frac{\partial \Phi_2}{\partial \xi_1} = 0, \quad \frac{\partial \Phi_2}{\partial \xi_2} = 0
$$

$$
\frac{\partial \Phi_2}{\partial \xi_3} = 3g_1 \xi_1^2 + 2g_{12} \xi_1 + 2g_{11} \xi_3 + k_{20} + k_{22} \xi_2^2 + k_{23} \xi_2;
$$

$$
\frac{\partial \Phi_2}{\partial \xi_4} = g_{12} \xi_1 + 2k_{22} \xi_2 + k_{23} \xi_3;
$$

$$
\frac{\partial \Phi_3}{\partial \xi_1} = -f_4 (1 + \tan^2 \left( \frac{\pi}{2} \xi_2 \right)), \quad \frac{\partial \Phi_3}{\partial \xi_2} = r_0 \sec^2 \left( \frac{\pi}{2} \xi_2 \right) (1 + f_2^2) \frac{1}{2 f_1 \Delta^2}
$$

$$
\frac{\partial \Phi_3}{\partial \xi_3} = 0, \quad \frac{\partial \Phi_3}{\partial \xi_4} = 1
$$

$$
\frac{\partial \Phi_4}{\partial \xi_1} = 1, \quad \frac{\partial \Phi_4}{\partial \xi_2} = 1, \quad \frac{\partial \Phi_4}{\partial \xi_3} = 1, \quad \frac{\partial \Phi_4}{\partial \xi_4} = 0
$$
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