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Abstract—This paper considers LEO satellite- and cache-assisted UAV communications for content delivery in terrestrial networks, which shows great potential for next-generation systems to provide ubiquitous connectivity and high capacity. Specifically, caching is provided by the UAV to reduce backhaul congestion, and the LEO satellite supports the UAV’s backhaul link. In this context, we aim to maximize the minimum achievable throughput per ground user (GU) by jointly optimizing cache placement, the UAV’s resource allocation, and trajectory while cache capacity and flight time are limited. The formulated problem is challenging to solve directly due to its non-convexity and combinatorial nature. To find a solution, the problem is decomposed into three sub-problems: (1) cache placement optimization with fixed UAV resources and trajectory, followed by (2) the UAV resources optimization with fixed cache placement vector and trajectory, and finally, (3) we optimize the UAV trajectory with fixed cache placement and UAV resources. Based on the solutions of sub-problems, an efficient alternating algorithm is proposed utilizing the block coordinate descent (BCD) and successive convex approximation (SCA) methods. Simulation results show that the max-min throughput and total achievable throughput enhancement can be achieved by applying our proposed algorithm instead of other benchmark schemes.
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I. INTRODUCTION

Although fifth-generation (5G) wireless systems are being deployed around the world [1], the explosive growth of mobile data traffic still poses significant challenges for future networks, i.e., beyond 5G or 6G. It is predicted that individual user data rates will exceed 100 Gbps by 2030, and overall mobile data traffic will reach 5016 exabytes per month [2]. To overcome these challenges, the research community is working towards a sixth-generation (6G) system [3], [4]. Notably, the integration of satellite, aerial, and terrestrial networks is promoted as a key factor in providing high-capacity and ubiquitous connectivity for 6G [3], [5], [6].

Satellite communication (Satcom) has received considerable attention from both industry and academia due to its ability to provide wide-area coverage, e.g., telemedicine, military, satellite-assisted maritime communication, rescue missions, and disaster management system (DMS) [7]–[9]. Essentially, satellites are installed in geostationary earth orbit (GEO), medium earth orbit (MEO), and/or low earth orbit (LEO), which can complement and support terrestrial communication networks. Compared to its GEO and MEO counterparts, LEO Satcom operates at much lower altitudes, i.e., from 160 km to 2000 km [10], and it provides lower path losses and transmission latency. Therefore, many projects such as SpaceX, SPUT-NIX, OneWeb, and Kepler plan to launch thousands of LEO satellites for providing globally seamless and high-throughput communications cooperating with terrestrial communications [11]. Because of these benefits, many works have studied the hybrid LEO satellite-terrestrial communication networks [12]–[14].

Besides many advantages, Satcom is not without limitations. One satellite can cover a very large area and thus it can improve network performance by acting as a relay or a base station (BS) to provide communication services to isolated areas, e.g., ocean, desert, severe areas. However, only ground users (GUs) are equipped with expensive high-gain antennas to benefit from satellites. Other users within satellite coverage cannot take advantage of Satcom’s broadband services since they do not have high-gain antennas [7]. In contrast to Satcom, the UAV can fly at much lower altitudes, and thus it can serve as a flying BS to serve GUs due to its flexibility, ease of deployment, and maneuverability. Herein, the satellite can provide a stable backhaul link to the UAV when terrestrial infrastructures are unavailable or have been destroyed after a disaster [3], [7]. Recently, many works investigated the combination of satellite and UAVs in the integrated satellite-UAV-terrestrial network (ISUTN) [7], [15]–[17]. While [7], [15], [16] only considered dominated LoS channel in UAV communications, [17] proposed a general analytic framework for energy-efficient beamforming scheme of a satellite-aerial-terrestrial network (SATN). Specifically, satellite-UAV links follow Shadowed-Rician fading while the UAV-user links undergo Rician fading model. Despite noticeable achievements for UAV communications [7], [15]–[17], aforementioned works do not take caching into consideration.

Recent studies have shown that some popular contents are requested repeatedly by users, causing the majority of data traffic [18], [19]. Notably, UAVs only serve GUs by connecting to the content server via a wireless backhaul. However, with the explosive growth of the data traffic, the backhaul link can be overloaded due to limited capacity, reducing the user experience. Caching of popular content at the network edge has emerged as a solution to effectively eliminate bottlenecks to backhaul links, especially during peak traffic time. Furthermore, caching techniques can prolong the UAV’s lifetime since the UAV can pre-store popular files in its cache to prevent repeated requests from GUs on backhaul links. Therefore, many works have extensively studied the benefits of caching in UAV communications [20]–[25]. Ji et al.
maximized minimum throughput among GUs by jointly
optimizing cache placement, UAV trajectory, and transmission
power. Chai et al. [21] proposed an online cache-enabled UAV
wireless design through jointly optimizing UAV trajectory,
transmission power, and caching scheduling. In [22], the
authors utilized proactive caching at GUs to overcome the
UAV endurance issue via jointly optimizing the caching policy,
UAV trajectory, and communication scheduling. Specifically,
all the files are cached cooperatively at specified GUs. If a file
is requested, it can be served locally if that GU contains the
requested file; otherwise, it can be retrieved from neighboring
users through device-to-device (D2D) communications. In
[23], the authors adopted caching and backscatter communi-
cation (BackCom) to improve UAV lifetime. Specifically, they
aimed to maximize total throughput via jointly optimizing the
backscatter coefficient, dynamic time splitting ratio, and the
UAV trajectory with linear and non-linear energy harvesting
models. In [24], Cheng et al. proposed a new scheme to
ensure the security of UAV wireless networks through jointly
optimizing the UAV trajectory and time schedule. For GUs
with caching capabilities, the UAV could broadcast files to
them and prevent eavesdropping. For GUs without caching,
the authors maximized the minimum average secrecy rate
guarantee GUs’ security. In [25], Zhao et al. investigated caching-
and UAV-assisted secure transmission for scalable videos in hyper-dense networks via interference alignment. In
this work, both UAVs and small-cell base stations (SBSs) were
equipped with caches to store popular videos at off-peak hours.
To ensure secure transmission, the idle SBSs were exploited
to generate jamming signal to disrupt eavesdropping.

Unlike previous works that only investigated the integration
between satellite and UAV [15]–[17] or UAV and caching
[20]–[25], there are very few works on satellite- and cache-
assisted UAV communication networks in the literature [26].
Shushi et al. [26] studied the energy-aware coded caching
design cache-enabled satellite-UAV vehicle integrated network (CSUVIN). Notably, the authors in [26] aimed to minimize the
total energy consumption of GEO satellite and UAV but did not
solve the problem of maximizing the minimum throughput
of GUs. In [27], the authors investigated a satellite-UAV mobile
edge caching system in IoT networks, where the IoT users
acted as relays to transfer information from satellite to UAV
due to the assuming that there was no direct satellite-to-UAV
transmission but stable links existed between the satellite and
sensor users. Further, they considered limited storage capacity
for the IoT users but not as a caching model for content-
based networks. In the literature, reference [20] is the most
relevant to our work. Nevertheless, [20] considered one-tier
data transmission between UAVs to GUs. In our work, we
investigate a two-tier data transmission system model including
satellite-to-UAV and UAV-to-user data transmissions. This
is motivated by the fact that the UAV only can pre-store a portion
of popular content during off-peak hours and then forward this
information to GUs. Due to the limited storage cache size, the
UAV cannot store all the files in its cache. In the case that
a GU demands content but is not stored in UAV’s cache, the
UAV will ask the LEO satellite to send the required file on
the backhauling link. Moreover, reference [20] assumed that
the transmitter only serves up to one requester at a time slot,
which is an inefficient method. In this work, we assume that
the UAV can serve multiple GUs simultaneously to improve
network performance, i.e., max-min throughput. Motivated by
these observations, our work proposes a novel system model
in satellite- and cache-assisted UAV wireless networks that
further explores the impact of data transmission latency for
backhaul link from satellite-to-UAV due to large distance and
limited resource allocation, which makes the problem design
even more challenging to solve and has not been investigated
before. To the best of our knowledge, this is the first work
that maximizes the GUs’ minimum throughput via jointly
optimizing UAV’s bandwidth, UAV’s transmit power, trajectory
design, and cache placement in LEO satellite- and cache-
assisted UAV wireless networks. In summary, our contributions
are as follows:

• We propose a novel satellite- and cache-assisted UAV
communication system. Specifically, caching techniques
can reduce the burden on the backhaul link during peak
times and prolong the UAV’s lifetime. In addition, the
LEO satellite helps to deliver requested content that is
not cached by the UAV.
• We formulate an optimization problem to maximize the
minimum throughput at GUs, subject to the UAV’s
limited operation time, the UAV’s maximum speed, the
UAV’s trajectory, limited cache capacity of the UAV, the
bandwidth allocation for the access link from the UAV
to GUs, transmit power allocation at the UAV to transmit
data of GU k. The formulation belongs to a mixed-integer
nonlinear programming (MINLP) problem, which is chal-
lenging to solve. Especially, the binary nature of caching
decision-making variables makes it more troublesome.
• We solve the problem by decomposing it into three sub-problems: (1) cache placement optimization with
given UAV resources (i.e., bandwidth and transmit power)
and trajectory, followed by (2) the UAV bandwidth and
transmit power optimization with given cache placement
vector and trajectory, and finally, (3) we optimize the
UAV trajectory with given cache placement vector and
UAV resources. Based on the sub-problems’ obtained
solutions, we propose an iterative algorithm to solve the
non-convex optimization problem by adopting the block
coordinate descent (BCD) method and successive convex
approximation (SCA) techniques.

• The proposed algorithm’s effectiveness is shown via
simulation results. In particular, our approach yields an
improvement up to 26.64%, 79.79%, and 87.96% in max-
min throughput compared to the benchmark scheme one
(BS1), benchmark scheme two (BS2), and benchmark
scheme three (BS3), respectively. More specifically, BS1,
BS2, and BS3 are designed similarly to the proposed
algorithm but with fixed trajectory, no caching capability,
and fixed resource allocation, respectively.

The rest of the paper is organized as follows. The system
model and problem formulation are given in Section II.
The proposed iterative algorithm for solving satellite- and
cache-aided UAV communications is presented in Section III.
Numerical results are depicted in Section [IV] and Section [V] concludes the paper.

Notation: Scalars and vectors are denoted by lower-case letters and boldface lower-case letters, respectively. For a set \( K \), \( |K| \) denotes its cardinality. For a vector \( v \), \( \|v\|_1 \) and \( \|v\| \) denote its \( \ell_1 \) and Euclidean (\( \ell_2 \)) norm, respectively. \( \mathbb{R} \) represents the real matrix. \( \mathbb{R}^+ \) denotes the non-negative real numbers, i.e., \( \mathbb{R}^+ = \{ x \in \mathbb{R} | x \geq 0 \} \). \( x \sim \mathcal{CN}(0,\sigma^2) \) represents circularly symmetric complex Gaussian random variable with zero mean and variance \( \sigma^2 \). Finally, \( \mathbb{E}[x] \) denotes the expected value of \( x \). \( \lfloor x \rfloor \) and \( \lceil x \rceil \) define a ceiling and nearest integer function of a number \( x \), respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the downlink of a wireless communication system consisting of a LEO satellite constellation [10], a UAV acts as a flying base station (BS), and a set of \( K \) ground users (GUs) denoted by \( K = \{1, \ldots, k, \ldots, K \} \). All GUs are assumed to be within the coverage area of the considered LEO satellite, but it cannot take advantages of the benefits from broadband service since they are not equipped with expensive high-gain antennas [7]. Therefore, the UAV acts as an aerial BS to serve GUs on the access links (ALs), wherein it requests the demanded contents from satellite on the backhaul link (BL). Notably, the satellite backhaul for content delivery is selected because it can broadcast content to multiple UAVs. Further, we assume that the cells of multiple UAVs do not interfere either because they are geographically distant or they use different frequencies; thus, we focus on studying a single UAV. To reduce the problem of congestion in the backhaul link, the UAV is equipped with a cache [20], [28], [29] and it can pre-store a part of popular contents from a ground base station (GBS) during off-peak hours and then forward this information to the GUs. We assume that the flight time of the UAV is \( T \) due to the limited battery capacity. For ease of analysis, \( T \) is divided into \( N \) equal time slot with duration \( \delta_t \), denoted by \( N \triangleq \{1, \ldots, n, \ldots, N \} \). Since \( \delta_t \) is chosen sufficiently small, the distance between the UAV and GU \( k \) is assumed to be unchanged during each time slot \( n \) [30]. Moreover, we utilize the Cartesian coordinate system, whereas the location of GU \( k \) is \( w_k \in \mathbb{R}^{2 \times 1}, k \in K \). For ease of analysis, the UAV’s altitude is assumed to be fixed at \( H_u \) meters during the flight, e.g., this is imposed by the regulator for safety requirements. The horizontal location of the UAV during time slot \( n \) is denoted by \( q_n = [x_n, y_n] \).

A. Caching Model

The satellite is assumed to access to a set of \( F \) contents, denoted by \( F \triangleq \{1, \ldots, f, \ldots, F \} \). All contents are assumed to have the same size of \( Q \) bits. For different size contents, they can be split into several chunks with equal size [7], [31]. Therefore, this assumption is applicable in realistic scenarios. In this work, we consider Zipf distribution which is the most popular content popularity model [18]. Then, the demanded probability for any content \( f \) being requested by GU \( k \) is given by

\[
P_{k,f} = \frac{f^{-\varrho}}{\sum_{i=1}^{F} i^{-\varrho}},
\]

where \( \varrho \) is the Zipf skewness factor with \( 0 < \varrho < 1 \) and \( \sum_{f \in F} P_{k,f} = 1 \).

We assume that the UAV can proactively cache a part of popular contents in its storage during off-peak hours. Specifically, this paper utilizes the placement-then-delivery method. Notably, cache placement is also a part of the optimization problem, which is performed offline before the UAV takes off. Due to the limited storage cache size, the UAV cannot store all files in its cache. In case a GU requests content but is not cached by the UAV, the UAV will ask the satellite to send the required file on the BL. Let us define \( \eta \triangleq \{\eta_f, \forall f \in F\} \) as the cache placement vector of the UAV, where \( \eta_f \in \{0,1\} \). Specifically, \( \eta_f = 1 \) means that the UAV caches content \( f \), thus the GU \( k \) can directly obtain file \( f \) from the UAV. Otherwise, \( \eta_f^n = 0 \) indicates that the UAV does not cache file \( f \), it thus makes a request from the satellite to serve any GU \( k \). Without loss of generality, once the UAV has received the requested content of the device \( k \), then it will begin transmitting the requested content to that user.

To overcome the problem of wireless BL congestion during peak hours, the UAV is equipped with \( SQ \) bits storage capacity, where \( S \) is the maximum number of contents that can be stored at the UAV. Due to the limited cache size, the UAV

\[1\text{In this paper, we use a (decode-and-forward) DF relaying technique [32], therefore, the UAV needs to complete getting the requested data from the satellite before relaying to GU } k \text{ to ensure the properly encoded data.} \]
TABLE I
LIST OF NOTATION

| Notations | Descriptions |
|-----------|--------------|
| $\mathcal{K}$ | The set of $K$ ground users, $k \in \mathcal{K}$. |
| $N$ | The set of $N$ time slots, $n \in \mathcal{N}$. |
| $f$ | The set of $F$ contents in the network, $f \in \mathcal{F}$. |
| $T$ | Total flying time of the UAV. |
| $\sigma_t$ | Duration of one time slot $n$, with $n \in \mathcal{N}$. |
| $\delta_d$ | Maximum distance that the UAV can travel during time slot $n$, with $n \in \mathcal{N}$. |
| $\textbf{w}_k \in \mathbb{R}^{2 \times 1}$, $k \in \mathcal{K}$ | Cartesian coordinates of the GU $k$. |
| $\textbf{q}_n \in \mathbb{R}^{2 \times 1}$, $k \in \mathcal{K}$. | The horizontal location of the UAV during time slot $n$, with $n \in \mathcal{N}$. |
| $H_e$ | The flying altitude of the UAV. |
| $d_{1k}$ | Distance between satellite and the UAV. |
| $d_{2k}$ | Distance between the UAV and GU $k$ during time slot $n$. |
| $h_{1k}^n$ | Channel coefficient between the satellite and the UAV to transmit the demanded data for GU $k$. |
| $h_{2k}^n$ | Channel coefficient between the UAV and GU $k$. |
| $\gamma_f$ | Binary variable $\gamma_f \in \{0, 1\}$ indicates the UAV caches content $f$ or not. |
| $p_{2k}^n$ | $0 \leq p_{2k}^n \leq 1$ denotes the allocation bandwidth for the UAV to transmit GU $k$’s requested content during time slot $n$. |
| $\beta_0$ | The UAV transmit power to convey GU $k$’s requested content during time slot $n$. |
| $S$ | Maximum number of contents that the UAV can cache. |

We assume that the UAV’s altitude is high enough; thus, the channel between satellite and UAV is dominated by LoS link with a limited number of scattered path [17], [33]. Propagation measurement in [34] mentions that the majority of the total signals transmitted from a satellite to a receiver is predominant by the LoS link. In this regard, the channel coefficient between $s \rightarrow u$ at time slot $n$ to transmit GU $k$’s data is expressed as

$$h_{1k}^n \triangleq \beta_0 (d_{1k}^n)^{-\alpha},$$

where $\beta_0$ is the channel gain at a reference distance, i.e., $d_0 = 1$ meter, $\alpha$ is the path loss exponent, $d_{1k}^n$ denote the distance between the UAV and satellite at time slot $n$. Thanks to recent developing techniques, the Doppler shift at the satellite and UAV are assumed to be estimated and compensated accurately [35], [36]. We assume that the satellite starts from an initial point and moves along the x-axis with velocity $v_s$ [16]. Specifically, orbital velocity $v_s$ can be calculated as

$$v_s = \sqrt{\frac{GM}{(R_e + H_s)}},$$

where $G = 6.67259 \times 10^{-11}$ m$^3$kg$^{-1}$s$^{-2}$ is the Universal Constant of Gravitation, $M = 5.9736 \times 10^{24}$ kg is the mass of the Earth, $R_e = 6371$ km is the radius of the Earth, $H_s$ is altitude of the satellite above the Earth’s surface.

In practice, GUs operate in a variety of environments, e.g., suburban, urban, rural. Therefore, a generalized transmission model comprising of line-of-sight (LOS) and non-line-of-sight (NLOS) components is considered [29], [30], [38]. In this context, a practical channel model is given as follows

$$h_{2k}^n = \sqrt{\beta_{2k}^{k} p_{2k}^n},$$

where $\beta_{2k}^{k}$ represents the large-scale fading due to distance or shadowing and $h_{2k}^n$ denotes the small-scale fading channel model. Specifically, $\beta_{2k}^{k}$ is modeled as

$$\beta_{2k}^{k} \triangleq \beta_0 (d_{2k}^{n})^{-\alpha} = \frac{\beta_0}{(H_e^2 + \|\textbf{q}_n - \textbf{w}_k\|^2)^{\alpha/2}},$$

where $d_{2k}^{n} \triangleq \frac{1}{(H_e^2 + \|\textbf{q}_n - \textbf{w}_k\|^2)^{1/2}}$ is the distance between the UAV and GU $k$ at time slot $n$.

Refer to [29], [30], [38], the small-scale fading $\tilde{h}_{uk}^n$ with $\mathbb{E}[|\tilde{h}_{uk}^n|^2] = 1$, can be expressed as

$$\tilde{h}_{2k}^n = \sqrt{\frac{K}{1+K}} h_{2k}^n + \sqrt{\frac{1}{1+K}} \tilde{h}_{2k}^n,$$

where the Rician factor $K$ is defined as the ratio between the direct path’s power and scattered paths’ power. Besides, $h_{2k}^n$ and $\tilde{h}_{2k}^n$ denote the LoS and the NLoS (Rayleigh fading) channel components.

Let $x_{1k}^n$ and $x_{2k}^n$ denote the symbols with unit power ($\mathbb{E}[|x_{1k}^n|^2] = 1$ and $\mathbb{E}[|x_{2k}^n|^2] = 1$) sent $s \rightarrow u$ and $u \rightarrow k$ during time slot $n$, respectively. Consequently, the received
signals at the UAV or GU $k$ can be expressed as
\[ y_{ik}^n = \sqrt{p_{ik}^n h_{ik}^n r_{ik}^n + n_0}, \quad i \in \{1, 2\}, \]
where $p_{ik}^n$ and $p_{2k}^n$ respectively denote the transmit power of LEO satellite and the UAV on the BL link and AL for the data transmission of GU $k$’s at the $n$-th time slot; $n_0 \sim CN(0, \sigma^2)$ is the additive white Gaussian noise (AWGN) at the UAV or GU $k$. Notably, the interference caused by the link between $s \to u$ on the link $u \to k$ is neglected due to the limited satellite’s transmit power and a very large distance $[7]$. [16].

Next, the achievable rate (in bps) from $s \to u$ and $u \to k$ to transmit the GU $k$’s data during the $n$-th time slot are respectively calculated as
\[ r_{1k}^n = B_{1k} \log_2 (1 + \Gamma_{1k}^n), \]
\[ r_{2k}^n = b_{2k}^n B_{2k} \log_2 (1 + \Gamma_{2k}^n), \]
where $\Gamma_{1k}^n \triangleq p_{1k}^n h_{1k}^n r_{1k}^n / (\alpha / 2)$, $\Gamma_{2k}^n \triangleq p_{2k}^n h_{2k}^n r_{2k}^n / (\beta / 2)$, $B_{2k}$ denotes the total bandwidth from the UAV to GUs (in Hz); $B_{1k}$ and $b_{2k}^n B_{2k}$ respectively denote the allocated bandwidth for the BL and AL to transmit GU $k$’s data during time slot $n$. Without loss of generality, $b_{2k}^n$ is approximately continuous between 0 and 1. Particularly, since the channel coefficient $h_{2k}^n$ is a random variable, thus the achievable rate $r_{2k}^n$ is also a random variable. Consequently, we pay attention to get the approximated rate, are given as
\[ \mathbb{E}[r_{2k}^n] = b_{2k}^n B_{2k} \mathbb{E}[\log_2 (1 + \Gamma_{2k}^n)]. \]

Because of the closed-form expression of $\mathbb{E}[r_{2k}^n]$ is difficult to obtain, and thus an lower bound for $\mathbb{E}[r_{2k}^n]$ is adopted, which yields the following lemma:

**Lemma 1:** The lower bound of $\mathbb{E}[r_{2k}^n]$ is given as
\[ \bar{r}_{2k}^n = b_{2k}^n B_{2k} \log_2 \left( 1 + \frac{e^{-E_{2k}^n \beta_0}}{(H_2^2 + \|q_n - w_k\|^2)^{\alpha/2}} \right). \]

**Proof:** We define a function $f(z) = \mathbb{E}[\log_2 (1 + e^{\ln z})]$, with $z > 0$, then we have
\[ f(z) \geq \log_2 \left( 1 + e^{\mathbb{E}[\ln z]} \right) \triangleq \hat{f}(z). \]
where the inequality $[15]$ holds based on Jensen’s inequality for a convex function $\log_2(1 + e^{\ln z})$ w.r.t. $z$.

Let us denote $z \triangleq \frac{e^{-E_{2k}^n \beta_0}}{(H_2^2 + \|q_n - w_k\|^2)^{\alpha/2}}$. Because $z$ is an exponentially distributed random variable, its parameter is $\lambda_{Z} = (\mathbb{E}[Z])^{-1} = \frac{\zeta_{1k}}{E_{2k}^n \beta_0}$, with $\zeta_{1k} \triangleq (H_2^2 + \|q_n - w_k\|^2)^{\alpha/2}$. By applying $[39]$ Eq. 4.331.1, $\mathbb{E}[\ln z]$ can be calculated as
\[ \mathbb{E}[\ln z] = \int_{0}^{+\infty} \lambda_{Z} e^{-\lambda_{Z} z} \ln zdz = - (\ln(\lambda_{Z}) + E), \]
\[ = \ln \frac{E_{2k}^n \beta_0}{\zeta_{1k}} - E, \]
where $E$ is the Euler–Mascheroni constant, i.e., $E = 0.5772156649$ as in $[39]$ Eq. 8.367.1.

By substituting (16) into (15) and combining with (13), we obtain (14). Thus, the Lemma 1 is proof.

In this work, the bandwidth allocation on the AL is applied to efficiently utilize the resource. Besides, the spectrum allocation should satisfy:
\[ \sum_{k \in \mathcal{K}} b_{2k}^n \leq 1, \forall n, \]
\[ 0 \leq b_{2k}^n \leq 1, \forall k, n. \]

From (14), the achievable throughput of user $k$ (in bits) during flight time $T$ can be given as
\[ \gamma_{2k} = \delta_k P_{k,f} \left[ n_f \sum_{n_{1k}} r_{2k}^{n_{1k}} + (1 - n_f) \sum_{n_{2k}+1} r_{2k}^{n_{2k}} \right], \]
where the first component represents the case when the UAV pre-stores the file $f$ in its cache, i.e., $n_f = 1$, and thus it can transmit directly to GU $k$; While the second component means that the UAV does not cache the file $f$, i.e., $n_f = 0$, it thus starts transmitting data to GU $k$ when it finishes receiving the requested file from the satellite; $n_{1k}$ denotes the first time slot during the flight time $T$; $n_{2k}$ signifies the time slot in which the UAV completely received GU $k$’s requested file from the satellite.

### C. Problem Formulation

In this section, we aim to maximize the minimum achievable throughput among GUs through jointly optimizing the cache placement, resources allocation (i.e., bandwidth and transmit power of the UAV to convey the GU $k$’s data at time slot $n$), and the UAV trajectory, with the assumption that the GUs’ locations, the UAV altitude, and the satellite height are known a priori.

Let $q \triangleq \{q_n, \forall n\}$, $b \triangleq \{b_{2k}^n, n \in \mathcal{N}, k \in \mathcal{K}\}$, $\eta \triangleq \{\eta_f, \forall f \in \mathcal{F}\}$. Based on the above discussions, the optimization problem is formulated as follows
\[ \mathcal{P}_1: \max_{q, b, \eta, \delta} \min_{k \in \mathcal{K}} \gamma_{2k} \]
\[ \text{s.t.} \quad \delta_k \sum_{n_{1k} \in \mathcal{N}} B_{1k} \log_2 \left( 1 + \frac{p_{1k}^n \beta_0}{(d_{1k}^n)^{n \sigma^2}} \right) \geq (1 - \eta_f)Q, \]
\[ \forall n, k, \]
\[ \eta_f \in \{0, 1\}, \forall f \in \mathcal{F}, \]
\[ \sum_{f \in \mathcal{F}} \eta_f \leq S, \forall f, \]
\[ \sum_{k \in \mathcal{K}} b_{2k}^n \leq 1, \forall n, k, \]
\[ \sum_{k \in \mathcal{K}} b_{2k}^n \leq 1, \forall n, k, \]
\[ \|q_n - q_{n-1}\| \leq \delta_d, n = 1, \ldots, N, \]
\[ \|q_0 - q_{N}\| = \delta_F, \]
\[ \|q_0 - q_{N}\| = \delta_F, \]
\[ 0 \leq p_{2k}^n \leq P_u^{max}, \forall n, \]
\[ 0 \leq p_{2k}^n \leq P_u^{max}, \forall n, \]
where constraint (20b) guarantees that the non-cached file $f$ is transmitted from satellite to the UAV; (20c) be the binary variable for the UAV to cache file $f$ or not; (20d) means that the total number of contents cached at the UAV should be less than or equal to the storage capacity; (20e) and (20f) signify the bandwidth allocation constraints; (20g) shows the maximum velocity constraint of the UAV; constraint (20h)
explains for the start and end points of the UAV; constraint (20b) implies that the transmit power of the UAV is restrained by its maximum power budget.

It is troublesome to obtain the direct solution of $\mathcal{P}_1$ since this is a mixed-integer non-linear program (MINLP), which is NP-hard. Specifically, the objective function is a max-min and non-convex function. Besides, the binary nature of constraint (20c) and the non-convexity of (20g), which introduces intractability. In the next section, an efficient method is proposed to solve it.

III. PROPOSED SOLUTION FOR SOLVING $\mathcal{P}_1$

A. Tractable formulation for $\mathcal{P}_1$

It can be seen that the $n_{2k}$ value in problem $\mathcal{P}_1$ is not determined, thus we cannot solve $\mathcal{P}_1$ if $n_{2k}$ is a variable. Consequently, we intend to find a specified value for $n_{2k}$. In the case that file $f$ is stored at the UAV, the data transmission time from $s \rightarrow u$ equals zero, i.e., $t_{1k} = 0$. Therefore, from (11), the total transmission time to transmit GU $k$’s data from $s \rightarrow u$ can be specified as

$$ t_{1k} = \frac{(1 - \eta_f)Q}{\bar{r}_{1k}}. \quad (21) $$

where $\bar{r}_{1k} \triangleq \frac{\sum_{\forall k \in K} r_{1k}}{N}$ is the average data transmission rate from $s \rightarrow u$ during flying time $T$.

Based on (21), we have

$$ n_{2k} \triangleq n_{1k} + \lceil t_{1k} / \delta_i \rceil, \quad (22) $$

Without loss of generality, we assume that $n_{2k} \leq N$.

Let us introduce an auxiliary variable $\chi(q^i, b^j, p^j, \eta) \triangleq \min_{\forall k \in K} \Upsilon_{2k}$ to transform the max-min problem $\mathcal{P}_1$ into a max-

$$ \mathcal{P}_{1.1} : \max_{q^i, b^j, p^j, \eta} \chi(q^i, b^j, p^j, \eta) \quad (23a) $$

s.t. $\Upsilon_{2k} \geq \chi, \forall k$, \quad (23b) \quad (20b) - (20) \quad (23c)

To overcome the non-convexity of the problem $\mathcal{P}_1$, we first decompose $\mathcal{P}_1$ into three sub-problems, in which we first optimize the cache placement for a given trajectory and resource allocation, followed by the optimization of resource allocation (i.e., bandwidth and transmit power allocation) for a given trajectory and cache placement, and finally, we perform the UAV trajectory optimization for a given cache placement and resource allocation. Based on the block coordinate descent (BCD) method [40, 41] and SCA technique [42], an efficient iterative algorithm is proposed, while three sub-problems are alternately optimized until convergence.

B. Subproblem 1: Cache Placement Optimization

For any given $b^j$, $p^j$, and $q^i$, the cache placement $\eta$ can be obtained by solving the following optimization problem:

$$ \mathcal{P}_{1.1}^\eta : \max_{\eta_x} \chi(q^i, b^j, p^j, \eta) \quad (24a) $$

s.t. $\delta_i \sum_{n=n_{1k}}^{n_{2k}} \bar{r}_{1k} \geq (1 - \eta_f)Q, \forall n, k$, \quad (24b)

$$ \Upsilon_{2k} \geq \chi, \forall k, \quad (24c) $$

$$ \eta_f \in [0, 1], \forall f \in \mathcal{F}, \quad (24d) $$

$$ \sum_{f \in \mathcal{F}} \eta_f \leq S, \forall f. \quad (24e) $$

It can be seen that the problem $\mathcal{P}_{1.1}^\eta$ is non-convex due to the binary nature of the (24d) constraint. Thus, we first relax the binary cache placement variable to a continuous one. As a result, $\mathcal{P}_{1.1}^\eta$ can be re-written as

$$ \mathcal{P}_{1.1.2}^\eta : \max_{\eta_x} \chi(q^i, b^j, p^j, \eta^\eta) \quad (25a) $$

s.t. $0 \leq \eta_f \leq 1, \forall f$, \quad (25b)

$$ \Upsilon_{2k} \geq \chi, \forall k \quad (25c) $$

It is observed that the problem $\mathcal{P}_{1.1.2}^\eta$ is convex since the objective function and constraints are convex, i.e., linear. Consequently, the problem $\mathcal{P}_{1.1.2}^\eta$ can be solved by using standard methods [43]. Nevertheless, since the cache placement variable is relaxed into continuous values between 0 and 1, and thus it does not ensure that the $\eta_f$ can converge to 0 or 1. Thus, we introduce a penalty function $P(\eta_f) \triangleq \eta_f(\eta_f - 1)$, which is a convex function [29, 43]. Hence, the sub-problem $\mathcal{P}_{1.1}^\eta$ is reformulated as,

$$ \mathcal{P}_{1.2}^\eta : \max_{\eta_x} \left( \chi(q^i, b^j, p^j, \eta) + \kappa P(\eta_f) \right) \quad (26a) $$

s.t. (25b), (25c) \quad (26b)

where $\kappa > 0$ is a penalty factor. Especially, the objective in $\mathcal{P}_{1.2}^\eta$ is a difference of concave function, i.e., \( f(\eta_f, \chi) \triangleq [\chi(q^i, b^j, p^j, \eta) - (\kappa P(\eta_f))] \) with convex constraints. As a result, the problem $\mathcal{P}_{1.2}^\eta$ becomes a DC Programming Problem (DCP). To transform $\mathcal{P}_{1.2}^\eta$ become a convex problem, we substitute $P(\eta_f)$ in the objective by its first-order Taylor expansion at ($j + 1$)-th iteration:

$$ \hat{P}(\eta_f) \triangleq \kappa \left( P(\eta_f(j)) + \nabla P(\eta_f(j)) (\eta_f - \eta_f(j)) \right), \quad (27) $$

where $\nabla P(\eta_f(j)) = 2\eta_f(j) - 1$. \quad (28)

Thus, we have

$$ \hat{P}(\eta_f) \triangleq \kappa \left( \eta_f(2\eta_f(j) - 1) - (\eta_f(j))^2 \right), \quad (29) $$

Consequently, sub-problem $\mathcal{P}_{1.2}^\eta$ is approximately converted to the following linear programming:

$$ \mathcal{P}_{1.3}^\eta : \max_{\eta_x} \left( \chi(q^i, b^j, p^j, \eta) + \hat{P}(\eta_f) \right) \quad (30a) $$

s.t. (25b), (25c). \quad (30b)

Remark 1: For cache placement optimization in Algorithm 1, we only solve the relaxed problem (30) instead of the original problem (24), where the binary cache placement variable $\eta_f$ in the original problem (24) was relaxed to continuous values between 0 and 1. Notably, if the cache placement $\eta_f$ obtained by Algorithm 1 can converge to binary values, then the relaxation is tight and the solution in (30) is also a feasible solution of the problem (24). Especially, with an appropriate, sufficiently large, and positive value of the penalty parameter $\kappa$, the relaxed problem (30) is equivalent to the original problem (24), as clearly mentioned in [44] Theorem
2.1] or in the introduction of \[45\].

**Remark 2:** The solutions of sub-problem \(\mathcal{P}_{1,3}^{\eta}\) can be obtained by applying standard optimization solver, i.e., CVX \[43\]. Besides, we observe that constraint (25b) is equivalent to (24d) when we achieve the optimal solutions of \(\mathcal{P}_{1,3}^{\eta}\). By applying the lower bound result in (27), it can be seen that the feasible solutions for \(\mathcal{P}_{1,3}^{\eta}\) are also satisfy \(\mathcal{P}_{1}^{\eta}\), which means that we can obtain at least a locally optimal solution.

**C. Subproblem 2: UAV Bandwidth and Transmit Power Optimization**

For any given cache placement \(\eta^j\) and UAV trajectory \(q^j\), and \(b\) and \(p\) can be obtained by solving the following optimization problem:

\[
\mathcal{P}_{b,p}^{1,b,p} : \max_{b,p} \quad \chi(q^j, b, p, \eta^j) \\
\text{s.t.} \quad \zeta_{b,p}^n \geq \chi, \forall n, k, \\
\delta_t \sum_{n=n_k}^{n_{k+1}} r_{1k} \geq (1-\eta_f)Q, \forall n, k, \\
\sum_{j \notin f} \eta_j \leq S, \forall f, \\
\sum_{k \in K} b_{2k}^n \leq 1, \forall n, k, \\
0 \leq b_{2k}^n \leq 1, \forall n, k, \\
0 \leq \sum_{k \in K} p_{2k}^n \leq P_{v}^{\max}, \forall n,
\]

where

\[
\zeta_{b,p}^n \triangleq \delta_t P_{k,f} b_{2k} B_{2k} \left[ n \sum_{n_{k+1}}^{N} \Phi_p^n + (1-n_f) \sum_{n_{k+1}+1}^{N} \Phi_p^n \right],
\]

\[
\Phi_p^n \triangleq \log_2 \left( 1 + \frac{e^{-E_{p_k} \gamma_0}}{H_w^2 + \|q_n - w_k\|^2} \right). 
\]

Due to the non-convexity of constraints (31b), sub-problem \(\mathcal{P}_{1}^{b,p}\) is also non-convex. To make \(\mathcal{P}_{1}^{b,p}\) more tractable, we first introduce slack variable \(\bar{\Phi}_p^n\) such that

\[
\Phi_p^n \triangleq \log_2 \left( 1 + \frac{e^{-E_{p_k} \gamma_0}}{H_w^2 + \|q_n - w_k\|^2} \right) \geq \bar{\Phi}_p^n. 
\]

Consequently, \(\zeta_{b,p}^n\) is converted to the following constraint

\[
\zeta_{b,p}^n \geq \delta_t P_{k,f} B_{2k} \times \left[ n_f \sum_{n_{k+1}}^{N} b_{2k}^n \Phi_p^n + (1-n_f) \sum_{n_{k+1}+1}^{N} b_{2k}^n \Phi_p^n \right] \triangleq \zeta_{b,p}^n. 
\]

**Lemma 2:** For any given \(b_{2k}^n\) and \(\bar{\Phi}_p^n\) at \((j+1)\)-th iteration, the lower bound of \(\zeta_{b,p}^n\) is expressed as

\[
\zeta_{b,p}^n \geq \delta_t P_{k,f} B_{2k} \times \left[ n_f \sum_{n_{k+1}}^{N} \Theta_{b,p}^n + (1-n_f) \sum_{n_{k+1}+1}^{N} \Theta_{b,p}^n \right] \triangleq \zeta_{b,p}^n, 
\]

where

\[
\Theta_{b,p}^n \triangleq \frac{(b_{2k}^n + \bar{\Phi}_p^n)^2}{4} + \frac{(b_{2k}^n + \bar{\Phi}_p^n)^2}{2} \times \frac{b_{2k}^n - b_{2k}^n}{4}. 
\]

**Proof:** It is observed that \(b_{2k}^n \bar{\Phi}_p^n\) is a non-convex function. To make it tractable, we replace \(b_{2k}^n \bar{\Phi}_p^n\) by an equivalent different of convex function \(0.25 \left[ (b_{2k}^n + \bar{\Phi}_p^n)^2 - (b_{2k}^n - \bar{\Phi}_p^n)^2 \right]\). Then, we adopt first-order Taylor expansion to approximate function \(0.25 \left[ (b_{2k}^n + \bar{\Phi}_p^n)^2 - (b_{2k}^n - \bar{\Phi}_p^n)^2 \right]\) as follow

\[
0.25 \left[ (b_{2k}^n + \bar{\Phi}_p^n)^2 \right] \geq \frac{(b_{2k}^n + \bar{\Phi}_p^n)^2}{4} + \frac{(b_{2k}^n + \bar{\Phi}_p^n)^2}{2} \times \frac{b_{2k}^n - b_{2k}^n}{4}. 
\]

Consequently, by substituting the lower bound of \(0.25 \left[ (b_{2k}^n + \bar{\Phi}_p^n)^2 \right]\) as in (38) into \(0.25 \left[ (b_{2k}^n + \bar{\Phi}_p^n)^2 - (b_{2k}^n - \bar{\Phi}_p^n)^2 \right]\), the lower bound of \(b_{2k}^n \bar{\Phi}_p^n\) can be obtained as (37), which finishes the proof.

Bearing all the above developments in mind, the problem \(\mathcal{P}_{1,b,p}\) is re-formulated as

\[
\mathcal{P}_{1,1}^{b,p} : \max_{b,p} \quad \chi(q^j, b, p, \eta^j) \\
\text{s.t.} \quad \zeta_{b,p}^n \geq \chi, \forall n, k, \\
\log_2 \left( 1 + \frac{e^{-E_{p_k} \gamma_0}}{H_w^2 + \|q_n - w_k\|^2} \right) \geq \bar{\Phi}_p^n, \\
\forall n, k, \\
(31c) - (31g)
\]

**Remark 3:** It is noted that the problem \(\mathcal{P}_{1,1}^{b,p}\) is a convex problem because the objective function and all constraints are convex. Therefore, it can be numerically solved via standard optimization solvers such as CVX \[43\]. By applying the lower bound as in Lemma 2, the set of feasible solutions for \(\mathcal{P}_{1,1}^{b,p}\) is also a subset feasible solutions for \(\mathcal{P}_{b,p}^{1,b,p}\). Thus, it guarantees that at least a locally optimal solution can be achieved.

**D. Subproblem 3: UAV Trajectory Optimization**

For any given bandwidth allocation \(b^j\), UAV transmit power \(p^j\), and cache placement \(\eta^j\), the UAV trajectory \(q\) can be obtained by solving following optimization problem

\[
\mathcal{P}_{q}^{1} : \max_{q} \quad \chi(q, b^j, p^j, \eta^j) \\
\text{s.t.} \quad \zeta_q^n \geq \chi, \forall n, k 
\]

(40b)
\[ \delta_t \sum_{n=1}^{n_{1k}} \bar{r}_{1k} \geq (1 - \eta_j) Q, \forall n, k, \]  
\[ \sum_{f \in F} \eta_j \leq S, \forall f, \]  
\[ \|q_n - q_{n-1}\| \leq \delta_d = V_{\text{max}} \delta_t, n = 1, \ldots, N, \]  
\[ q_0 = q_f, q_{N} = q_F, \]  
where
\[ \bar{c}_n \triangleq \delta_t P_{k,F} b_{2k} b_{2k} \left[ n_f \sum_{n_{1k}}^N \Phi_{q}^n + (1 - n_f) \sum_{n_{2k+1}}^N \Phi_{q}^n \right], \]  
\[ \Phi_{q}^n \triangleq \log_2 \left( 1 + \frac{\psi}{(H_n^2 + \|q_n - w_{k} \|^2)^{\alpha/2}} \right), \]  
\[ \psi \triangleq e^{-E_{P_{2k}} \rho_0 / \sigma^2}. \]  

The problem \( P_{1,q} \) is a non-convex optimization problem due to the non-convexity of constraints (\[40b\]) and the combinatorial nature of designing UAV trajectories. To convexify \( P_{1,q} \), we introduce slack variable such that \( (H_n^2 + \|q_n - w_{k} \|^2) \leq (\nu_{2k})^{2/\alpha} \). Let us denote \( \nu \triangleq \{\nu_{2k}, \forall n,k\} \), then the sub-problem \( P_{1,q}^{\nu} \) can be re-written as
\[ \begin{align*}
P_{1,q}^{\nu} & : \max_{\nu_{2k}, \chi, \eta_j} \chi(q, b_j^i, p_j^i, \eta_j) \\
& \text{s.t. } (H_n^2 + \|q_n - w_{k} \|^2) \leq (\nu_{2k})^{2/\alpha}, \forall n,k, \\
& \bar{c}_q \geq \chi, \forall n,k, \tag{44c} \\
& \tag{44d}
\end{align*} \]
where
\[ \bar{c}_q \triangleq \delta_t P_{k,F} b_{2k} b_{2k} \left[ n_f \sum_{n_{1k}}^N \Phi_{q}^n + (1 - n_f) \sum_{n_{2k+1}}^N \Phi_{q}^n \right], \]  
\[ \Phi_{q}^n \triangleq \log_2 \left( 1 + \frac{\psi}{(H_n^2 + \|q_n - w_{k} \|^2)^{\alpha/2}} \right). \]  

It is noted that the problem \( P_{1,q}^{\nu} \) is still non-convex. To solve this problem, we transform \( P_{1,q}^{\nu} \) into a convex form by giving following lemmas:

**Lemma 3:** For any given \( \nu_{2k}^j \) at \((j+1)\)-th iteration, \( \Phi_{q}^n \triangleq \log_2 \left( 1 + \frac{\psi}{\nu_{2k}^j} \right) \) is lower bounded by

\[ \Phi_{q}^n \geq \log_2 \left( 1 + \frac{\psi}{\nu_{2k}^j} \right) - \left( \frac{\psi (\nu_{2k}^j - \nu_{2k}^{i,j})}{\nu_{2k}^j (\nu_{2k}^j + \psi) \ln 2} \right) \triangleq \tilde{\Phi}_{q}^n. \]  

**Proof:** Due to the convexity of the function \( f(x) = \log_2(1 + x) \) with \( x > 0 \). By applying the first-order Taylor expansion to achieve the lower bound of \( f(x) \) at given feasible point \( x^j \) as

\[ \log_2 \left( 1 + \frac{\Omega_1}{x} \right) \geq \log_2 \left( 1 + \frac{\Omega_1}{x^j} \right) - \frac{\Omega_1 (x - x^j)}{x^j (x^j + \Omega_1) \ln 2}, \]  

By adopting \( \Omega_1 = \psi \) and \( x = \nu_{2k}^{i,j} \), the Lemma 3 is then proved.

Consequently, we have
\[ \tilde{c}_q^i \geq \delta_t P_{k,F} b_{2k} b_{2k} \left[ n_f \sum_{n_{1k}}^N \tilde{\Phi}_{q}^n + (1 - n_f) \sum_{n_{2k+1}}^N \tilde{\Phi}_{q}^n \right] \triangleq \tilde{c}_q^i. \]  

Bearing all the above discussions in mind, the problem \( P_{1,1} \) is re-formulated as
\[ \begin{align*}
P_{1,1}^{q} & : \max_{\chi, q_{1}, q_{2}, \eta_j} \chi(q, b_{1}^j, p_{1}^j, \eta_j) \\
& \text{s.t. } (40c) - (40f), \tag{44b} \end{align*} \]
\[ \tag{50c} \]
Because the objective function and all constraints of \( P_{1,1}^{q} \) are convex, thus problem \( P_{1,1}^{q} \) can be directly solved by using standard methods \[43]. Consequently, we propose an alternating algorithm based on three sub-problem solutions described in Algorithm 1.

**Algorithm 1:** Proposed Iterative Algorithm to Solve \( P_{1,q} \)

\[ \begin{align*}
1: & \textbf{Initialization: } \text{Set } j := 0 \text{ and initialize } b_j^i, p_j^i, \text{ and } q_j^i. \\
2: & \textbf{repeat} \\
3: & \quad \text{2. Solve } P_{1,q}^{\nu} \text{ for given } \{b_j^i, p_j^i, q_j^i\} \text{ and denote the optimal solution as } \eta_j^{i+1}. \\
4: & \quad \text{3. Solve } P_{1,p}^{b_j^i} \text{ for given } \{\eta_j^{i+1}, q_j^i\} \text{ and denote the optimal solution as } b_{j+1}^{i+1} \text{ and } p_{j+1}^{i+1}. \\
5: & \quad \text{4. Solve } P_{1,q}^{b_{j+1}^{i+1}} \text{ for given } \{\eta_j^{i+1}, b_{j+1}^{i+1}, p_{j+1}^{i+1}\} \text{ and denote the optimal solution as } q_j^{i+1}. \\
6: & \quad \text{5. Set } j := j + 1. \\
7: & \textbf{until Convergence} \\
\end{align*} \]

E. Convergence and Complexity Analysis

1) Convergence Analysis:

**Proposition 1:** From the proposed iterative Algorithm 1, we can obtain at least a locally optimal solution.

**Proof:** Let us define \( \Xi(\eta_j, b_j^i, p_j^i, q_j^i) \) as objective values of \( P_{1,q}^{\nu} \), \( P_{1,p}^{b_j^i} \), and \( P_{1,q}^{b_{j}^{i+1}} \) at the \( j \)-th iteration. In the \((j+1)\)-th iteration, in step 2 of Algorithm 1 we have
\[ \Xi(\eta_j, b_j^i, p_j^i, q_j^i) \leq \Xi(\eta_j^{i+1}, b_{j+1}^{i+1}, p_{j+1}^{i+1}, q_j^{i+1}). \]  

The inequality (i) holds because \( \eta_j^{i+1} \) is an optimal solution of \( P_{1,q}^{\nu} \). After that, in step 3 of Algorithm 1 we have
\[ \Xi(\eta_j^{i+1}, b_{j+1}^{i+1}, p_{j+1}^{i+1}, q_j^{i+1}) \leq \Xi(\eta_j^{i+1}, b_{j+1}^{i+1}, p_{j+1}^{i+1}, q_j^{i+1}). \]  

The inequality (ii) holds because first-order Taylor approximation at points \( b_j^i \) and \( p_j^i \) is tight as in constraint \[34], \[35], \[36], \[42]. Moreover, the inequality (iii) holds since \( b_{j+1}^{i+1} \) and \( p_{j+1}^{i+1} \) are optimal solutions of \( P_{1,p}^{b_{j+1}^{i+1}} \). Then, the inequality (iv) holds because the objective value of \( P_{1,p}^{b_{j+1}^{i+1}} \) is a lower
bound to that of $P_1^{b\cdot p}$ at given points $b^{j+1}$ and $p^{j+1}$. Further, in step 4, we have
\[
\Xi(\eta^{j+1}, b^{j+1}, p^{j+1}, q^j) \leq \Xi(b^{j+1}, b^{j+1}, p^{j+1}, q^j) \\
\leq \Xi(b^{j+1}, b^{j+1}, p^{j+1}, q^{j+1}) \\
\leq \Xi(\eta^{j+1}, b^{j+1}, p^{j+1}, q^{j+1}).
\] (53)

The equality (i5) holds because the first-order Taylor expansion at given point $q^j$ as in (47) and (49) are tight, and the inequality (i6) holds since $q^{j+1}$ is a optimal solution of $P_1^{q\cdot p}$. Furthermore, the inequality (i7) holds since the optimal value of $P_1^{q\cdot p}$ is a lower bound of $P_1^{q\cdot p}$ at given $q^{j+1}$.

From (51) to (53), we conclude that $\Xi(\eta^j, b^j, p^j, q^j) \leq \Xi(\eta^{j+1}, b^{j+1}, p^{j+1}, q^{j+1})$, which shows that the objective value of $P_1^q$ is non-decreasing as the number of iteration increases. Further, the objective value of $P_1$ is limited by an upper bound value due to the maximum transmit power $P_{max}^u$, restricted traveling time $T$, and maximum bandwidth allocation for each GU. Therefore, this guarantees for the convergence of Algorithm 1.

2) Complexity Analysis: We analyze the worst-case complexity of Algorithm 1. Because $P_1^{q\cdot p}$ is a linear programming and it can be solved by using interior method with computational complexity is $O[\log(1/\epsilon)]$, where $L_1$, $(N+3)$, and $(F+1+NK)$ denote the number of iterations required to update the cache placement, the number of variables, the number of constraints, respectively. Further, the problem $P_1^{b\cdot p}$ includes $(7NK + 2K + 3N + 1)$ linear or quadratic constraints and $(5NK + 1)$ variables, thus its complexity is $O[L_2((7NK + 2K + 3N + 1)^{0.5}(3NK + 2N + 1)^3)]$, where $L_2$ is the number of iterations to update bandwidth and power allocation. Next, the problem $P_1^{p\cdot q}$ includes $(3NK + 2K + 3N + 2)$ linear or quadratic constraints and $(3NK + 2N + 1)$ variables, thus its complexity is $O[L_3(3NK + 2K + 3N + 2)^{0.5}(3NK + 2N + 1)^3]$, where $L_3$ is the number of iterations to update the UAV trajectory. Then, the overall complexity of Algorithm 1 is $O[L_4(L_1((F + 1 + N K)^{0.5}(N + 3)^3) + L_2((7NK + 2K + 3N + 1)^{0.5}(3NK + 2N + 1)^3)) + L_3(3NK + 2K + 3N + 2)^{0.5}(3NK + 2N + 1)^3)]$, where $L_4$ is the number of iterations until convergence.

IV. SIMULATION RESULTS

In this section, numerical results are given to validate the proposed method, which jointly optimizes cache placement, resource allocation (i.e., bandwidth and transmit power), and the UAV trajectory design in satellite- and cache-aided UAV communication networks. We consider a system with one LEO satellite, one cache-enabled UAV, and $K$ GUs which is distributed in a horizontal plane, i.e., $A = x^2$ $(km^2)$, with $x = 1$ km or 2 km. We assume that the UAV’s initial and final locations are respectively located at $q_{I} = [1; 0.7]$ km and $q_{F} = [0.3; 0]$ km. The flight altitudes of the LEO satellite and the UAV are fixed at 2000 km and 1 km, respectively. The maximum bandwidth for the AL from $u \to k$ is $B_{2k} = 20$ Mhz. Therefore, the AWGN power is $\sigma^2 = -174 + 10 \log_{10} B \approx -101$ dBm. The maximum transmit powers of the satellite and the UAV are respectively set as $p^{u \cdot k} = 49.03$ dBm and $p_{max}^u$ is ranging from 5 to 40 dBm [7], [20]. Without other stated, other parameters are set as: path-loss exponent $\alpha = 2$, the maximum UAV velocity $v_{max} = 50$ m/s, one time slot duration $\delta = 0.5$ second, channel gain at the reference distance $\beta_0 = -40$ dB, total number of file $F = 30$ files, one file size $Q = 40$ Mbits, UAV’s cache size $S = 10$ files, Zipf skewness factor $\varphi = 0.8$ [31]. The error tolerance of iterative algorithm is set to $\epsilon = 10^{-4}$. The LEO satellite’s orbital velocity is set to 6.9005 km/s based on [6]. The initial point of the LEO satellite is $[−345; 0]$ km. The penalty parameter $\kappa$ is initialized to 0.1 and incremented as $\kappa = 1.1\kappa$ until $\kappa \leq 10$. To show the superiority of our design, we compare the proposed scheme with the following benchmark schemes:

- Benchmark scheme 1 (BS1): UAV bandwidth and transmit power optimization with caching capability and fixed trajectory, i.e., a linear trajectory from initial to final locations [20].
- Benchmark scheme 2 (BS2): UAV bandwidth, transmit power, and trajectory optimization without caching capability [31].
- Benchmark scheme 3 (BS3): UAV trajectory optimization with caching capability and fixed resource allocation, i.e., $b_{2k}^2 \triangleq \frac{1}{\kappa}$, $p_{2k}^u \triangleq \frac{p_{max}^u}{\kappa}$ [20].

Fig. 2 plots the geometric distribution of GUs and the UAV trajectories.

- Fig. 2 plots the geometric distribution of GUs and the UAV trajectories for different traveling times, i.e., $N$ equals 40 and 100 time slots, with $B_{2k} = 50$ Mbits. First, we observe that the UAV flies from the initial point to the furthest point where it can transmit information to GUs then back to the final point. In contrast to the [20] reference, in which the authors assume...
that the transmitter only serves up to one requester at a time slot, which is impractical and inefficient. In this work, we assume that the UAV can serve multiple GUs simultaneously to improve network performance, i.e., max-min throughput. It leads to the fact that the UAV tends to fly to a point that keeps a relative distance to all GUs instead of flying to each GU’s location as in [20, Figure 7]. Further, it can be explained that if the UAV tries to fly closer to some GUs, thus it only helps to improve the throughput for these GUs while other users’ performance is degraded. Thus, it does not guarantee the fairness between all GUs, which is the main purpose of this work. Furthermore, we also find that by increasing the total flight time $T$, the UAV trajectory range becomes larger as it has more time to get closer to each GU, which improves the max-min throughput.

Fig. 3 describes max-min throughput and total throughput as functions of total flight time or the number of time slots $N$, where $B_{1k} = 50$ Mbits, $P_{u,k}^{\text{max}} = 15$ dBm, $Q = 40$ Mbits. First, we observe that all schemes’ performance increases significantly with larger values of the number of time slots. That is because the higher the traveling time, the more data transmission rate per GU can be obtained. Therefore, the minimum throughput value is improved. It can be seen that the proposed method always achieves the best performance as compared with other schemes. Moreover, as the travel time is large enough, the performance of BS1 and BS2 methods
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**Fig. 3.** Max-min throughput and total throughput vs. number of time slots.
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**Fig. 4.** Max-min throughput and total throughput vs. cache size (Mbits).
can achieve the same performance as the proposed method. For example, the minimum throughput of BS1 and BS2 can reach 40 Mbits when the number of time slots is greater than 260 and 200, respectively; while BS3 always has the lowest value. In Fig. 3(b) the total throughput is illustrated as a function of traveling time. We can see that Fig. 3(b) has similar properties as Fig. 3(a). It shows the total throughput that the UAV successfully transfers to all GUs. Similar to Fig. 3(a) when the number of time slot is lower than 80, the BS1 is better than the BS2 scheme. Further, the proposed scheme is still the best one. Specifically, the throughput performance of the proposed algorithm can serve up to 387 Mbits and the BS1 can achieve less than 26.46\%, i.e., 284.6 Mbits, when $N = 180$. In comparison, the BS2 and BS3 scheme imposes a 365 and 255.24 Mbits of total throughput, respectively.

In Fig. 4 we study the influences of cache size, i.e., the number of files that can be stored at the UAV, on the network performance, where $Q = 60$ Mbits, $N = 80$, $B_{1k} = 20$ Mbits, $x = 2$ km. From the results, it can be seen that the proposed algorithm significantly enhances the minimum and total throughput compared to the benchmarks for all cache sizes. It is expected since the UAV has stored part of the requested files in their memory. Thus, it does not need to demand from the satellite, which incurs more delay. As a result, the UAV has more time to communicate with GUs, and a higher data rate can be obtained. For instance, the
minimum throughput of the proposed and BS1 schemes get 15.84 and 15.2 Mbits respectively at cache size equals 20 Mbits. Moreover, the BS2 and BS3 impose 9.55 and 5.61 Mbits, respectively. One more noticeable point in Fig. 5 is the performance of the BS2 scheme independent of the cache size values. This is because the BS2 method is implemented without considering caching capability at the UAV. Notably, when the cache size is ranging from 10 to 20, the BS3 method can achieve better total throughput compared to other schemes.

In Fig. 5, we plot the max-min throughput as a function of the file size (in Mbits), where $N = 120$, $x = 2$ km. From the results, it is shown that the proposed scheme greatly improves the performance compared to the references for all file sizes. Specifically, at demanded data equals 160 Mbits, the max-min throughput value of proposed method is 64.4 Mbits, and the BS1 achieve less than 4.5 %, i.e., 61.5 Mbits. Whereas the BS2 and BS3 impose 13 and 7.75, respectively. Notably, we also find that the performance of the proposed method and BS1 obtains the maximum value at the optimal file size, then it will decreases. While the performance of BS2 and BS3 decreases dramatically. This shows the superiority of the resource and cache placement optimization in the proposed scheme and BS1 compared to BS2 and BS3. Nevertheless, for a given resource (i.e., bandwidth, transmit power, UAV speed, and total flight time), when the file size is too large (i.e., file size is larger than 160 Mbits), the performance of the proposed scheme and BS1 decreases significantly. This is due to the fact that the larger the file size, the more latency is required to transmit the requested data from the satellite to the UAV on the backhaul link. Therefore, the UAV has less time to transmit data to GUs.

Fig. 6 presents the results corresponding to the max-min throughput versus UAV transmit power $P_u^{\text{max}}$, where $N = 100$, $Q = 50$ Mbits, $S = 10$. As illustrated, system performance is enhanced by increasing the power budget, i.e., $P_u^{\text{max}}$. That is due to the fact that the higher the transmit power, the higher the data transmission rate can be obtained, as shown in Eqs. (11) and (12). Furthermore, the proposed scheme provides a better result in comparison with the benchmark ones when the transmit power is small, i.e., $P_u^{\text{max}} \leq 50$ dBm. Nevertheless, the BS1 method can obtain the same max-min throughput as the proposed method when $P_u^{\text{max}}$ value is large, e.g., $P_u^{\text{max}} \geq 50$ dBm. In this scenario, the UAV should operate in the BS1 scheme due to its simplicity and fast deployment. However, inherent restrictions of UAV is the limitation on size, weight, and power capability (SWAP). Thus, the proposed scheme is the best one that can adapt to all scenarios in practice.

V. CONCLUSION AND FUTURE DIRECTIONS

This paper studied LEO satellite- and cache-assisted UAV communications. Especially, we proposed a novel system model that jointly considers UAV, caching, and satellite communications in content delivery networks. In this context, we maximized the minimum achievable throughput among GUs via joint optimization of the cache placement, resource allocation, and UAV trajectory. Because the formulated problem was in the form of MINLP, it is difficult to solve directly.

Thus, we transformed the original problem into a solvable form using an alternative algorithm based on BCD method and SCA techniques. Extensive simulation results showed that our proposed algorithm improves up to 26.64%, 79.79%, and 87.96% in the max-min throughput compared to BS1, BS2, and BS3, respectively. Notably, in the cases such as the UAV transmit power or the total traveling time size is large enough, the UAV should operate in fixed trajectory mode for a simple implementation.

The outcome of this work will motivate future works in satellite- and cache-assisted UAV wireless systems. One possible problem is to extend this work to a multi-UAV system, which imposes higher complexity but might further improve the network performance.
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