Superradiant phase transition in electronic systems and emergent topological phases

Daniele Guerci, 1, 2 Pascal Simon, 2 and Christophe Mora 1

1 Université de Paris, Laboratoire Matériaux et Phénomènes Quantiques, CNRS, F-75013 Paris, France.
2 Université Paris-Saclay, CNRS, Laboratoire de Physique des Solides, 91405, Orsay, France.
(Dated: May 20, 2020)

We derive a general criterion for determining the onset of superradiant phase transition in electronic bands coupled to a cavity field, with possibly electron-electron interactions. For longitudinal superradiance in 2D or genuine 1D systems, we prove that it is always prevented, thereby extending existing no-go theorems. Instead, a superradiant phase transition can occur to a nonuniform transverse cavity field and we give specific examples in non-interacting models, either through Fermi surface nesting or parabolic band touching. Investigating the resulting time-reversal symmetry breaking superradiant states, we find in the former case Fermi surface lifting down to four Dirac points on a square lattice model, with topologically protected zero-modes, and in the latter case topological bands with non-zero Chern number on an hexagonal lattice.

The study of the quantum-mechanical interaction between light and matter has been a driving field in physics in the past century with its application in different research fields, such as laser cooling [1, 2], quantum information and quantum computing [3–5]. Experimental advances in cavity quantum electrodynamics (CQED) [6, 7] have made it possible to integrate solid state materials with optical cavities [8–12], thus paving the way for CQED at the micrometer and even nanometer scale. These recent tremendous progresses open the door to harness electronic properties of solid state materials [13–15] and eventually to emulate new exotic collective phases [16, 17].

In this context, the phenomenon of superradiance plays a pivotal role [18]. It was originally predicted in the Dicke model [19–21], where a single cavity mode is coupled to an ensemble of two-levels systems (dipoles). The collective and coherent interaction can lead to a so-called superradiant phase in which the dipoles emit light at high intensity, i.e. macroscopically populate the cavity. This phase transition has been observed first in optically pumped gas [22], in photo-excited semiconducting quantum dots [23, 24] and in pumped ultra-cold gases trapped in an ultrahigh-finesse optical cavity [25]. These experiments involve however an external drive and no equilibrium version of superradiance has yet been experimentally demonstrated.

Indeed, in realistic systems, the linear light-matter coupling of the Dicke model is supplemented by a diamagnetic term, quadratic in the potential vector and detrimental to a superradiant phase transition. The relative balance between the two competing terms is generally fixed by the Thomas-Reiche-Kuhn (TRK) sum rule and prevents a superradiant state to occur through no-go theorems [26–28] in most systems. Suggestions to bypass no-go theorems have been made, involving for instance magnetic dipolar interactions [29–31] or electron-electron interactions [32], but the proper account or not of the TRK sum rule have led to mistakes and controversies in past studies [16, 33–39]. In the case of electronic systems, a no-go theorem for photon condensation (or equilibrium superradiance) has been recently proven [40], seemingly closing the door to equilibrium exotic polaritonic phases. It holds even in the presence of (strong) electron-electron interactions but requires a uniform cavity field. Incidentally, a crossing of Landau levels in a 2D electron gas has been predicted to induce a superradiant instability in a spatially varying cavity field [41].

The purpose of this letter is to provide a general framework for predicting superradiant phase transitions in electronic systems, thereby connecting the above studies. Building on a lattice model, which automatically exhibits gauge invariance and the associated TRK sum rule, we derive a general criterion for the occurrence of superradiance. The no-go theorem of Ref. [40] is circumvented by taking into account the finite momentum exchanged between the photon mode and the electron gas, extending the findings of Ref. [41]. We find that superradiance can occur only for a transverse cavity field. For a longitudinal field [42], we derive an extended TRK sum rule at finite momentum which definitely prevents photon condensation and superradiance in one-dimensional settings. We explore several explicit non-interacting models in which a superradiant phase transition takes place, either through nesting or quadratic band touching. We detail the resulting superradiant phases, where the magnetic flux gives rise to a spatially-modulated orbital current order. Interestingly, the symmetry broken phases bear non-trivial topological properties.

The model — Without loss of generality, we consider a lattice, or tight-binding, model to describe the crystalline band structure of a solid-state material. The Hamiltonian \( H_{el} = H_0 + H_{int} \) includes a kinetic term

\[
H_0 = - \sum_{j, \delta} \sum_{\alpha/\beta} t_{\alpha\beta}^\delta c_{R_j, \alpha}^\dagger c_{R_{j+\delta, \beta}}
\]

with the cell index \( j \), the orbital indices \( \alpha/\beta \) and \( R_{j, \alpha} \) the corresponding site positions. The resulting Bloch Hamiltonian \( \tilde{h}_{\alpha/\beta}(k) = \sum_{\delta} t_{\alpha/\beta}^\delta e^{i k \cdot (R_{j+\delta, \beta} - R_{j, \alpha})} \) can be written in terms of the hopping amplitudes \( t_{\alpha\beta} \). \( H_{int} \)
is assumed to contain only density-density interactions. The electronic system is either embedded into a three-dimensional cavity or coupled to free space photons described by the quantum potential vector \( \hat{A}(r) \). The light-matter coupling is performed in the Coulomb gauge through Peierls substitution in Eq. (1), \( t_{\alpha\beta}^l \rightarrow t_{\alpha\beta}^l e^{-i\lambda/c} \) with

\[
\lambda = \int_{R_{j,\alpha}}^{R_{j,\beta}} dr \cdot \hat{A}(r), \tag{2}
\]
changing the hopping terms but leaving the interaction part \( H_{\text{int}} \) invariant. \(-e\) is the electron charge and \( c \) the speed of light.

Inherited from the original minimal coupling, the Peierls substitution entails an associated gauge invariance. It is best described by replacing \( \hat{A}(r) \) with a classical uniform and time-independent vector potential \( A_0 \). Eq. (2) becomes \( \lambda = A_0 \cdot (R_{j,\beta} - R_{j,\alpha}) \). The resulting phase factor is readily absorbed by the gauge transform \( e^{iA_0 \cdot R_{j,\alpha}/c} \) and Eq. (1) is recovered. This is expected on physical ground as a constant vector potential is associated with vanishing electric and magnetic fields. As discussed below, this gauge invariance ensures the TRK sum rule. The Bloch Hamiltonian is modified as \( h_{\alpha\beta}(k - e A_0/c) \), i.e. a simple momentum shift removes \( A_0 \). The momentum shift is harmless as the Brillouin zone is a compact space, in contrast with continuous or \( k \cdot p \) approximations which often violate sum rules and incorrectly predict superradiance. The generic lattice model (1) offers a powerful antidote to enforce gauge invariance and protect sum rules.

We are interested at the onset of superradiance and therefore expand the phase factors (2) to second order to obtain the Hamiltonian \( H_0[A] = H_0 + H_A + H_{A2} \) with

\[
H_A = \frac{\hbar^2}{e} \sum_q \hat{A}(q) \cdot J_p(-q), \tag{3a}
\]
\[
H_{A2} = \frac{\hbar^2}{2e^2} \sum_{q_1, q_2} \hat{A}_i(q_1) T^{ij}(-q_1 - q_2) \hat{A}_j(q_2). \tag{3b}
\]

We thereby introduce the paramagnetic current \( J_p(q) \) and the diamagnetic tensor \( T^{ij}(q_1, q_2) \). As detailed in the Supplemental Material (SM), they can be written solely in terms of the Bloch Hamiltonian \( h_{\alpha\beta}(k) \). Together, they define the current operator

\[
J_i(q) = J_{p,i}(q) - \frac{\hbar^2}{e} \sum_{q', j} T^{ij}(q, -q') \hat{A}_j(q'), \tag{4}
\]
where \( i = x, y, z \) (\( x, y \)) in three (two) dimensions. For a classical potential vector \( A(r) \), the average current \( j = \langle J \rangle/V \), follows from linear response theory

\[
j_i(\omega, q) = \frac{\hbar^2}{e} \sum_j Q^{ij}(\omega, q) A_j(\omega, q), \tag{5}
\]
with the current susceptibility \( Q^{ij}(\omega, q) \). The above-mentioned gauge invariance implies that the current response Eq. (5) to the uniform field \( A_0 \) must vanish in the static limit, and therefore

\[
\lim_{q \to 0} Q^{ij}(0, q) = 0. \tag{6}
\]

This is the TRK sum rule expressing the cancellation of paramagnetic and diamagnetic responses at long wavelength.

**Condition for superradiance** — We turn to the electromagnetic cavity in which, for the sake of simplicity, we keep only two modes with wavevectors \( q \) and \( -q \). The potential vector takes the form

\[
\hat{A}(r) = A \cdot u e^{i\omega t}(a_q + a_{-q}^\dagger) + \text{h.c.}, \tag{7}
\]
where the direction is determined by the unit vector \( u \) and \( A \) sets the strength of light-matter interaction. The light-matter Hamiltonian is then \( H_{el} + H_A + H_{A2} + H_{cav} \) with the cavity energy \( H_{cav} = \hbar \omega_q (a_q^\dagger a_q + a_{-q}^\dagger a_{-q}) \). In the thermodynamic limit, the light-matter ground state factorizes and one can show that the photon state is a coherent state. This justifies the replacement of bosonic operators \( a_{\pm q} \rightarrow \alpha_{\pm q} \) by classical fields which must be chosen to minimize the ground state energy. We use linear response theory and the stiffness theorem to arrive at the ground state energy to leading order in \( \alpha_{\pm q} \)

\[
E(\alpha_q) - E(0) = N_q \left[ \hbar \omega_q + 2\gamma^2 Q_T/L(0, q) \right] |\alpha_q|^2, \tag{8}
\]
with \( \alpha_{-q} = \alpha_q^*, \gamma = |\hat{A}|/c \) and \( T/L \) depends on whether Eq. (7) is a transverse (\( q \cdot u = 0 \)) or longitudinal field. \( N_q \) is a positive factor given in the SM. \( E(\alpha_q) \) is the ground state energy with a coherent state of photons of amplitude \( \alpha_q \) (and \( \alpha_{-q} \)). When \( \alpha_q \neq 0 \), it describes the superradiant state and the phase transition occurs when the term inside the bracket in Eq. (8) changes sign. The derivation leading to Eq. (8), detailed in the SM, follows from Ref. [40] but extends it to finite \( q \). In the uniform case \( q = 0 \), the TRK sum (6) and Eq. (8) prove the so-called no-go theorem [40] which prevents any photon condensation (superradiance) to a uniform cavity field.

However, Eq. (8) at finite \( q \) goes beyond the TRK sum rule and predicts a superradiant state if the following condition is achieved

\[
Q_T(0, q) < -\frac{\hbar \omega_q c^2}{2e^2 |A|^2}. \tag{9}
\]
This criterion can alternatively be obtained from computing the pole of the photon Green’s function at vanishing frequency. The longitudinal response function behaves quite differently from the transverse one at finite \( q \). We identify a second sum rule, called the \( f \)-sum rule (see SM),

\[
Q_L(0, q) = 0, \tag{10}
\]
stemming from charge conservation. Inserting Eq. (10) into the ground state energy (8), we find no phase transition to a longitudinal potential vector, fully excluding superradiance in one-dimensional electron lattice systems, ladder models aside.

Our analysis has shown that the transverse current susceptibility \( Q_T \) determines the onset of superradiance. For non-interacting electrons, we consider the eigenstates \( |k, n\rangle \) of the Bloch Hamiltonian \( h_{\alpha\beta}(k) \) with energies \( \epsilon_{k, n} \). For convenience, we label the states with \( n < 0 \) (positive) energies. We introduce the notation \( |k, q, n, m\rangle \) for an electron-hole excitation on top of the ground state \( |0\rangle \), where the hole (electron) is in state \( |k, n\rangle \) \(|k + q, m\rangle\). At zero temperature, the susceptibility is given by \( Q_T(q) = K_T(q) - u_i (T^{a}_{q \rightarrow q}) u_j / V \) with the paramagnetic response (\( d \) is the space dimension)

\[
K_T(0, q) = \int_{BZ} \frac{d^d k}{(2\pi)^d} \sum_{n < 0 < m} \sum_{q \in q, q \in q, q, q \in q} |g_{k, q} |^2 \epsilon_{k, n} - \epsilon_{k \pm q, m}, \tag{11}
\]

where the denominator is the energy of the electron-hole excitation. The numerator depends on the dipole couplings \( g_{k, q} = 0, \sum_{j} T^{a}_{q \rightarrow q} \). Interestingly, the corresponding dipole for the longitudinal response vanishes with \( \epsilon_{k, n} = \epsilon_{k \pm q, m} \), which prevents any divergence in the integral. The absence of such cancellation for the transverse part is crucial and opens the way for a diverging paramagnetic response (11). There are various ways to obtain a singularity, either by having two lines of points in the Fermi surface connected by a single momentum \( q \) (nesting) in two dimensions, or if the density of states at a Fermi point becomes infinite, such as quadratic band touching or Landau level crossing [41]. Since the paramagnetic susceptibility \( K_T \) is negative, its divergence signals a superradiant phase transition, no matter how weak light-matter interaction is, since the criterion (9) is always satisfied.

**Superradiant phase** — We illustrate the above criterion (9) for superradiance with concrete examples of tight-binding models and discuss the resulting superradiant phases.

The first model that we consider is the textbook two-dimensional square lattice with nearest-neighbor hopping. The Bloch Hamiltonian is \( h(k) = -t(\cos k_x + \cos k_y) \), with unit lattice spacing for simplicity. At half-filling, the electronic ground state exhibits a square Fermi surface shown as a solid line in Fig. 1, and a nesting between two segments of the Fermi surface by the wavevector \( q^* = (\pi, \pi) \). The whole band structure can be arbitrarily separated into a valence band and a conduction band depending on the sign of \( \epsilon_k \). Following the above steps starting with the Peierls substitution, one arrives at Eq. (11) for the transverse and longitudinal responses, with the dipole elements

\[
\sum_{q} \frac{T/L}{k} = -i \frac{\sqrt{2}t}{\pi} (\cos k_x \mp \cos k_y), \tag{12}
\]
coupling the valence and conduction bands. The nesting by \( q^* \), represented in Fig. 1 (b), implies a divergence of Eq. (11) when \( k \) approaches one side of the Fermi surface while the transverse dipole (12) remains finite. On the contrary, the longitudinal dipole vanishes ensuring a finite paramagnetic response. This is illustrated in Fig. (1) (a) where the divergence in the transverse response develops at low temperature at the nesting vector \( q^* \) (M point). Extracting the divergence, we obtain the critical temperature \( T_c \sim t e^{-\frac{1}{2} \sqrt{\ln t / \pi}} (a \ is \ the \ lattice \ spacing) \). Below which the superradiant phase is energetically favorable. The occupied superradiant bosonic mode is not uniform in space but spatially modulated at the nesting wavector \( q^* \).

Next we investigate the superradiant phase for the square lattice model. The ground state acquires a finite bosonic occupation \( \langle n_{q^*} \rangle / V \neq 0 \). There is an absence of light-matter entanglement in the thermodynamic limit (see SM) and we assume a photon coherent state. Viewed from the electrons, we obtain an effective Hamiltonian (1) with classical phases dressing the hoppings, similar to piercing a non-uniform magnetic flux through the lattice. For \( q^* = (\pi, \pi) \), the corresponding flux configuration alternates between plaquettes as \( \pm \phi \), see Fig. 1, thus breaking time-reversal symmetry (TRS). With this flux,
the new unit cell has length $\sqrt{2}$, along the diagonals of the original square lattice, and contains two inequivalent sites $A$ and $B$ [43]. The new Bloch Hamiltonian takes the form

$$h(\mathbf{k}, A) = -t \begin{pmatrix} 0 & d_{AB} \\ d_{AB}^* & 0 \end{pmatrix},$$

(13)

with the matrix element $d_{AB} = e^{i\phi'} \cos k_x + e^{-i\phi'} \cos k_y$, $\phi' = \phi/4$. The alternating flux $\pm \phi$ hence opens a gap almost everywhere on the Fermi surface except at four $C_{4z}$-related points, $k_x = \pm \pi/2$, $k_y = \pm \pi/2$, from which four Dirac cones emerge. The band spectrum is represented in Fig. 1. Like in graphene, the $C_{2z}T$ symmetry, $\sigma_x h^*(\mathbf{k})\sigma_x = h(\mathbf{k})$, imposes a vanishing Berry curvature and protects the Dirac points [44–46] characterized by the Berry phases $\pm \pi$ ($C_{4z}$ reversing the Berry phase). The similarities with graphene extend to zero-energy boundary modes [47, 48], which develop in graphene for zig-zag edges while they are absent at armchair termination [49]. Here, we find a collection of zero-energy states when the square lattice has a termination along the diagonals of the original lattice, but not for edges parallel to the $x$ or $y$ direction.

The second model we discuss consists of electrons moving on a honeycomb with a quadratic band touching dispersion. The Bloch Hamiltonian incorporates nearest- and third-nearest-neighbors hoppings [50, 51]. It takes the form of Eq. (13) with $d_{AB} = \sum_{j=1}^{\text{3}} e^{ik_j \Delta_j} + r \sum_{j=1}^{\text{3}} e^{-2ik_j \Delta_j}$, where the three vectors $\Delta_j$ connect nearest neighbors on the lattice. $r = 0$ is the standard model describing electronic bands in graphene. It possesses two inequivalent Dirac cones centered at the $K$ and $K'$ points with Berry phases $\pm \pi$. Additional Dirac cones enter the Brillouin zone for non-zero $r$ and fuse with the original ones at $r = 1/2$ resulting in $d_{AB} = -\frac{3}{2}(6k_x \pm ik_y)^2$ in the vicinity of the $K$ ($K'$) point. They give rise to two parabolic band contacts with Berry phases $\mp 2\pi$ at $K$ and $K'$. At half filling, setting $q^*$ to be the vector connecting $K$ and $K'$, we find a finite transverse dipole element

$$|g_{K,q^*}| = \frac{9\sqrt{3}}{8\pi} t,$$

(14)

in Eq. (11), resulting in a divergence in the zero-temperature current susceptibility $Q_T$, for details we refer to the SM, and therefore to a superradiant phase at arbitrary weak light-matter coupling. In this case, the divergence is produced by the parabolic form of the energy difference in Eq. (11) (and not by line nesting) while the Fermi surface reduces to the two points $K$ and $K'$. As expected, the longitudinal dipole element vanishes at $(K, q^*)$, protected by the $f$-sum rule (10).

The superradiant state is again described by a classical photon field modulated at $q^*$, with 6 sites per unit cell. As shown in Fig. 2(a), the photonic condensate opens a gap at the $K$ and $K'$ points and TRS breaking results in topological bands with non-zero Chern numbers and therefore in a topological superradiant phase. The model also displays a chiral symmetry anti-commuting with the Bloch Hamiltonian [52] which imposes bands of opposite energies to have the same Chern number. For ribbon boundary conditions (periodic boundary conditions along $y$, while open along the other principal direction) the superradiant phase presents topologically protected 1D edge states, displayed in Fig. 2(b), crossing the band gap between bands 2 and 3 characterized by opposite Chern numbers. Such “superradiant edge state” could be directly probed by light emission.

**Conclusions and outlook** — We established a framework for finding superradiant phase transitions in electronic systems. The divergence of the transverse current susceptibility is not necessary for obtaining superradiance and a sufficiently strong light-matter coupling works if it is simply negative. We also envision a superradiant phase transition close to magic angles [53–55] in twisted bilayer graphene, where the scenario of parabolic band touching is very similar to one discussed here [56, 57].

**Acknowledgments** — We would like to acknowledge fruitful discussions and correspondences with Marcello Andolina, Denis Basko, Cristiano Ciuti, Mark Goerbig and Marco Polini. This work was supported by the French National Research Agency (project SIMCIRCUIT, ANR-18-CE47-0014-01).
Note added— As we were finalizing the writing of this manuscript, we learned about the theoretical work of Andolina et al. [58] which overlaps with the first part of our work and reaches a similar conclusion concerning the occurrence of a superradiant phase transition.
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I. THE LIGHT-MATTER INTERACTION FOR TIGHT-BINDING ELECTRON MODELS

In this section we derive the light-matter interaction for tight-binding electron models. The analysis introduces a general expression for the paramagnetic current and diamagnetic tensor operators. We begin by recalling the kinetic part of the electronic Hamiltonian:

\[ H_0 = -\sum_j \sum_{\alpha \beta} \sum_{\delta} c_{R_j,\alpha}^{\dagger} t_{\alpha\beta}^{\delta} c_{R_j,\beta+\delta}, \]

where \( R_{j,\alpha} = R_j + v_\alpha \), \( R_{j,\beta} + \delta = R_j + v_\beta + \delta \), \( v_\alpha \) and \( v_\beta \) are basis vectors, while \( \delta \) connects different unit cells. In Fourier space \( H_0 \) becomes:

\[ H_0 = \sum_k \sum_{\alpha \beta} c_{k,\alpha}^{\dagger} h_{\alpha\beta}(k) c_{k,\beta}, \]

where

\[ h_{\alpha\beta}(k) = -\sum_\delta \varepsilon_{\alpha\beta} e^{i k \cdot (R_{j,\beta} + \delta - R_{j,\alpha})}, \]

the sum is extended over the lattice vectors \( \delta \) connecting different unit cells. Before going on it is convenient to define the vector connecting sites \( R_{j,\alpha} \) and \( R_{j,\beta} + \delta \),

\[ \Delta R_{\delta \alpha,\beta} = v_\beta - v_\alpha + \delta. \]

We shall work in the Coulomb gauge \( \nabla \cdot \hat{A}(r) = 0 \), so that the three-dimensional cavity field is quantized in terms of transverse modes [1–3]. For lattice models the equivalent of the minimal coupling prescription is the so-called Peierls substitution [4, 5]:

\[ t_{\alpha\beta}^{\delta} \rightarrow t_{\alpha\beta}^{\delta} e^{ie\lambda/c}, \]

where

\[ \lambda = \int_{R_{j,\alpha}}^{R_{j,\alpha}+\delta} dl \cdot \hat{A}(l) = 2 \sum_q \sin \left( \frac{q \cdot \Delta R_{\alpha\beta}^{\delta}}{2} \right) \frac{\Delta R_{\alpha\beta}^{\delta} \cdot \hat{A}(q)}{\Delta R_{\alpha\beta}^{\delta} \cdot q} e^{iq(R_{j,\alpha} + R_{j,\beta} + \delta)/2}. \]

By introducing the Fourier series in the right hand side of the previous equation

\[ \hat{A}(l) = \sum_q e^{iq\cdot l} \hat{A}(q), \]

we readily find

\[ \lambda = 2 \sum_q \sin \left( \frac{q \cdot \Delta R_{\alpha\beta}^{\delta}}{2} \right) \frac{\Delta R_{\alpha\beta}^{\delta} \cdot \hat{A}(q)}{\Delta R_{\alpha\beta}^{\delta} \cdot q} e^{iq(R_{j,\alpha} + R_{j,\beta} + \delta)/2}. \]

Expanding the phase factor (4) up to terms of order \( \hat{A}^2 \) one obtains

\[ H_0(\hat{A}) = H_0 + H_A + H_{Ax}, \]

where

\[ H_A = \frac{e}{c} \sum_q \hat{A}(q) \cdot J_p(-q), \quad H_{Ax} = \frac{e^2}{2c^2} \sum_{q_1, q_2} \hat{A}(q_1) T^{i\cdot j}(-q_1, -q_2) A_j(q_2), \]

and

\[ T^{i\cdot j} = \frac{2}{2\pi} \sum_{q_1} \hat{A}(q_1) \hat{T}^i(-q_1) \hat{T}^j(q_2). \]
In Eq. (9) we have introduced the paramagnetic current operator:

$$J_{p}(q) = \sum_{p} \sum_{\alpha\beta} c_{p-q/2,\alpha}^{\dagger} j_{\alpha\beta}(p, q) c_{p+q/2,\beta},$$

(10)

where:

$$j_{\alpha\beta}(k, q) = \sum_{\delta} \frac{\Delta R_{\alpha\beta}^{\delta}}{\Delta R_{\alpha\beta}^{\delta} \cdot q_{1}} \delta_{\alpha\beta} \delta \left[ h_{\alpha\beta}(k + q/2) - h_{\alpha\beta}(k - q/2) \right]$$

$$= -2i \sum_{\delta} \sin \left( \frac{q \cdot \Delta R_{\alpha\beta}^{\delta}}{2} \right) \frac{\Delta R_{\alpha\beta}^{\delta}}{\Delta R_{\alpha\beta}^{\delta} \cdot q} \tau_{\alpha\beta}^{\delta} e^{ik \cdot \Delta R_{\alpha\beta}^{\delta}}.$$  

(11)

One can easily check that from Eq. (11) follows the continuity equation:

$$i\partial_{t}\rho(q) = [\rho(q), H_{0}] = \sum_{k} \sum_{\alpha\beta} c_{k-q/2,\alpha}^{\dagger} \left[ h_{\alpha\beta}(k + q/2) - h_{\alpha\beta}(k - q/2) \right] c_{k+q/2,\beta} = q \cdot J_{p}(q),$$

(12)

where \( \rho(q) = \sum_{k} \sum_{\alpha} c_{k,\alpha}^{\dagger} c_{k+q,\alpha} \). Moreover, we notice that \( J_{p}^{i}(q) = J_{p}(-q) \) which implies \( j_{\alpha\beta}(k, -q) = j_{\beta\alpha}(k, q) \).

The diamagnetic tensor operator \( T_{i}(q, -q_{2}) \) in \( H_{A_{\delta}} \) reads:

$$T_{i,j}^{i,j}(q_{1}, -q_{2}) = \sum_{k} \sum_{\alpha\beta} c_{k,\alpha}^{\dagger} c_{k+q_{1}+q_{2},\alpha} j_{\alpha\beta}^{i,j}(k, -q_{1}, -q_{2}) c_{k-(q_{1}+q_{2}),\beta},$$

(13)

where \( i, j = x, y, z \) in three (two) dimensions, and

$$\tau_{\alpha\beta}^{i,j}(k, -q_{1}, -q_{2}) = \sum_{\delta} \left( \frac{\Delta R_{\alpha\beta}^{\delta}}{\Delta R_{\alpha\beta}^{\delta} \cdot q_{1}} \right)_{i} \left( \frac{\Delta R_{\alpha\beta}^{\delta}}{\Delta R_{\alpha\beta}^{\delta} \cdot q_{2}} \right)_{j} \delta_{\alpha\beta} \delta \left[ h_{\alpha\beta} \left( k + \frac{q_{1}}{2} - \frac{q_{2}}{2} \right) - h_{\alpha\beta} \left( k - \frac{q_{1}}{2} + \frac{q_{2}}{2} \right) \right]$$

$$- \left( h_{\alpha\beta} \left( k + \frac{q_{1}}{2} + \frac{q_{2}}{2} \right) - h_{\alpha\beta} \left( k - \frac{q_{1}}{2} + \frac{q_{2}}{2} \right) \right)$$

$$= -4 \sum_{\delta} \frac{\Delta R_{\alpha\beta}^{\delta}}{\Delta R_{\alpha\beta}^{\delta} \cdot q_{1}} \sin \left( \frac{q_{1} \cdot \Delta R_{\alpha\beta}^{\delta}}{2} \right) \delta_{\alpha\beta} \delta e^{ik \cdot \Delta R_{\alpha\beta}^{\delta}} \sin \left( \frac{q_{2} \cdot \Delta R_{\alpha\beta}^{\delta}}{2} \right) \frac{\Delta R_{\alpha\beta}^{\delta}}{\Delta R_{\alpha\beta}^{\delta} \cdot q_{2}}.$$  

(14)

Finally, we observe that the current operator is obtained as the functional derivative of the electronic Hamiltonian respect the vector potential:

$$J_{i}(q) = e \frac{\delta}{\delta A_{i}(q)} H_{cl} = J_{p,i}(q) - e \sum_{q'} T_{i,j}^{i,j}(q, -q') \hat{A}_{j}(q').$$

(15)

We underline that the light-matter Hamiltonian (8) obtained by performing the Peierls substitution and expanding to second order in \( \hat{A} \) is by construction gauge invariant. This property plays a key role in the context of strong light-matter interaction where models or approximations that break the gauge invariance lead to incorrect results. Before discussing the ground state obtained by a quantum description of the cavity field \( \hat{A}(q) \) it is crucial to remind some basics consequences of the charge conservation law and of the gauge invariance.

**II. GAUGE INVARIANCE AND CHARGE CONSERVATION**

In this section we are going to recall some important constraints on the electron response to the cavity field, that are direct consequences of fundamental laws, i.e. gauge invariance of the electromagnetic field and the charge continuity equation. For the sake of clarity, since quantization of the cavity field is not crucial, we are going to treat the cavity field classically \( \hat{A} \rightarrow A(t, \mathbf{x}) \).

Within linear response theory the current response to the cavity electromagnetic field is described by:

$$j_{i}(\omega, q) = e \sum_{j} Q_{i,j}^{(\omega, q)} A_{j}(\omega, q),$$

(16)
where $j(\omega, \mathbf{q})$ is the current density $j(\omega, \mathbf{q}) = \langle J(\omega, \mathbf{q}) \rangle / V$, and $Q(\omega, \mathbf{q})$ is the current-current response tensor:

$$Q^{i,j}(\omega, \mathbf{q}) = K^{i,j}(\omega, \mathbf{q}) - \langle T^{i,j}(\mathbf{q}, -\mathbf{q}) \rangle / V. \quad (17)$$

Here $K^{i,j}(\omega, \mathbf{q})$ is the paramagnetic current response function that in the Lehmann representation reads:

$$K^{i,j}(\omega, \mathbf{q}) = \sum_n \frac{P_n}{V} \sum_m \left( \frac{\langle \Phi_n | J_{p,i}(\mathbf{q}) | \Phi_m \rangle \langle \Phi_m | J_{p,j}(-\mathbf{q}) | \Phi_n \rangle}{\omega - (E_m - E_n) + i0^+} - \frac{\langle \Phi_n | J_{p,j}(-\mathbf{q}) | \Phi_m \rangle \langle \Phi_m | J_{p,i}(\mathbf{q}) | \Phi_n \rangle}{\omega + (E_m - E_n) + i0^+} \right), \quad (18)$$

where $P_n = \exp(-\beta E_n)/Z$, $| \Phi_n \rangle$ and $| \Phi_m \rangle$ are eigenstates of the electronic Hamiltonian $H_{el}$ and $E_n$ and $E_m$ the corresponding eigenvalues.

The value of the response function (17) in some particular limits of physical significance can be obtained without making any complicated calculation. In particular, the gauge invariance of the electromagnetic field [1, 2] imposes that a physical system cannot respond to a static and spatially homogeneous vector potential, i.e. in the static limit $\omega = 0, \mathbf{q} \rightarrow 0$[13]

$$\lim_{q_i \rightarrow 0} Q(\omega = 0, q_i, q_j = 0) = 0, \quad (19)$$

or

$$\lim_{q_i \rightarrow 0} K(\omega = 0, q_i, q_j = 0) = \langle T(0, 0) \rangle / V. \quad (20)$$

The latter constraint, also known as diamagnetic or TRK sum-rule [6, 7], is explicitly satisfied by the tight-binding model in Eq. (8) where the minimal coupling corresponds to dress the hopping amplitude by the gauge field $A$ (4). Indeed, for an uniform and static vector potential $A_0$ the phase factor (5) reads $\lambda = A_0 \cdot (R_j, \beta + \delta - R_j, \alpha)$ and the Bloch Hamiltonian (3) is modified as

$$E_n = E_n - \alpha - \frac{e A_0}{c} q \cdot p + \frac{e^2}{2mc^2} \omega \cdot q (\omega \cdot q). \quad (21)$$

Within linear response theory we have:

$$\lim_{q_i \rightarrow 0} \langle \Phi | J_i(q) | \Phi \rangle = \lim_{q_i \rightarrow 0} \sum_j Q^{i,j}(0, \mathbf{q}) A_{0,j} = 0, \quad (22)$$

the TRK sum-rule (19) follows as a result of arbitrariness of $A_0$.

An additional condition on the current-current response is provided by the charge continuity equation (12). We observe that Eq. (12) implies:

$$[\rho(\mathbf{q}), H_{el}] = \mathbf{q} \cdot J_p(\mathbf{q}) \quad (23)$$

which connects the charge density operator to the longitudinal paramagnetic current:

$$J_p^L(\mathbf{q}) = -i \frac{\mathbf{q}}{q} \cdot J_p(\mathbf{q}). \quad (24)$$

We notice that:

$$\langle [\rho(\mathbf{q}), H_{el}], \rho(-\mathbf{q}) \rangle = \sum_n P_n \sum_m (E_m - E_n) \left[ |\langle \Phi_n | \rho(\mathbf{q}) | \Phi_m \rangle|^2 + |\langle \Phi_n | \rho(-\mathbf{q}) | \Phi_m \rangle|^2 \right]. \quad (25)$$

On the other hand, the left hand side of Eq. (25) is also equal to:

$$\langle [\mathbf{q} \cdot J_p(\mathbf{q}), \rho(-\mathbf{q})] \rangle = - \sum_{i,j} q_i \langle T^{i,j}(\mathbf{q}, -\mathbf{q}) \rangle q_j. \quad (26)$$

Finally, by inserting Eq. (23) in (25) we obtain the $f$-sum rule [6, 7]:

$$\sum_n P_n \sum_m \left[ |\langle \Phi_n | J_p^{L}(\mathbf{q}) | \Phi_m \rangle|^2 + |\langle \Phi_n | J_p^{L}(-\mathbf{q}) | \Phi_m \rangle|^2 \right] = - \sum_{i,j} q_i \left| q \right| \langle T^{i,j}(\mathbf{q}, -\mathbf{q}) \rangle q_j. \quad (27)$$
The latter equation can be also written as:

$$Q_L(\omega = 0, q) = 0,$$

(28)

where $Q_L(\omega, q)$ is the longitudinal component of the current-current response tensor that reads:

$$Q_L(\omega, q) = \sum_{i,j} \frac{q_i}{|q|} Q^{i,j}(\omega, q) \frac{q_j}{|q|}. \quad (29)$$

We anticipate that Eq. (28), also known as $f$-sum rule [6, 7], forbids the condensation of longitudinal photons, i.e. photons with polarization parallel to the wave vector $q$ of the electronic excitations. In addition to (24) we define the transverse current operator as:

$$J^T_p(q) = u_q^T \cdot J_p(q), \quad (30)$$

where $u_q^T$ is the transverse polarization vector, that in two dimensions reads:

$$u_q^T = i \frac{z \times q}{|q|}. \quad (31)$$

The component of the current response tensor along the transverse direction is:

$$Q_T(\omega, q) = \sum_{i,j} (z \times q)_i Q^{i,j}(\omega, q) \frac{(z \times q)_j}{|q|}. \quad (32)$$

Finally, we report the response function to a static and spatially-modulated transverse field:

$$Q_T(0, q) = -\frac{1}{V} \sum_n P_n \sum_m \frac{|\langle \Phi_n | J^T_p(q) | \Phi_m \rangle|^2 + |\langle \Phi_n | J^T_p(-q) | \Phi_m \rangle|^2}{E_m - E_n} - \sum_{i,j} (u^T_q)_i \frac{\langle T^{i,j}(q, -q) \rangle}{V} (u^T_q)_j. \quad (33)$$

Differently from the longitudinal component, the transverse one is not constrained by any sum-rule at $\omega = 0$.

### III. THE CRITERION FOR THE SUPERRADIANT QUANTUM PHASE TRANSITION

In the following we consider the instability of the normal ground state towards the superradiant phase. We characterize the superradiant quantum phase transition (SQPT) by two different methods. Firstly, in the proximity of the superradiant critical point, we perform a ground state calculation that determines the condition for spontaneous condensation of the polariton mode. Then, we apply a field-theoretical approach to compute the self-consistent cavity mode Green’s function. Remarkably, the condition for photon condensation coincides with the vanishing of the lowest polariton frequency. From general arguments we obtain a no-go theorem that forbids superradiant phase transition for longitudinal modes, but not for the transverse ones.

#### A. A single-mode ground state calculation

The minimal model that manifests the SQPT can be obtained by picking a single space-dependent photon out from the collection of cavity modes. It is important to remark that the three-dimensional field, once projected in the low-dimensional material embedded in the cavity, exhibits transverse and longitudinal components respect the wave vector $q$ exchanged with the electronic excitations [3]. We treat the spatially-modulated cavity mode in a quantum fashion. Following the main text we drop the polarisation index $\sigma$ as well as the wave vector $q$ so that $u^T_q$ is simply $u$, and

$$\hat{A}(q) = \tilde{A} u \left(a_q + a^+_q\right)/\sqrt{V}, \quad (34)$$

where $a_q$ is an annihilation operator for a cavity photon with wave vector $q$ and polarisation $u$, and $V$ the volume of the cavity. The linear and quadratic couplings are

$$H_A = e_c \left[ \hat{A}(q) \cdot J_p(-q) + \hat{A}(-q) \cdot J_p(q) \right], \quad (35)$$
\begin{equation}
H_{A2} = -\frac{e^2}{2c^2} \left[ \hat{A}_i(-q) T^{i,j}(-q,q) \hat{A}_j(-q) + \hat{A}_i(q) T^{i,j}(q,-q) \hat{A}_j(q) \right. \\
\left. + \hat{A}_i(q) T^{i,j}(-q,-q) \hat{A}_j(q) + \hat{A}_i(-q) T^{i,j}(q,q) \hat{A}_j(-q) \right],
\end{equation}

where the summation over \(i\) and \(j\) is assumed. For the rest of the Supplementary Material whenever an index is repeated, we will assume that it is summed over, unless otherwise noted. In the thermodynamic limit, \(V \to \infty\), the ground state wave function factorises [8]:

\begin{equation}
|\Psi\rangle = |\Phi\rangle \otimes |\chi\rangle
\end{equation}

where \(|\Phi\rangle\) is the matter wave function, while \(|\chi\rangle\) the photon one. The latter is the ground state of the bosonic Hamiltonian:

\begin{equation}
H_a \equiv \langle \Phi | H | \Phi \rangle = \hbar \omega_a \left( a_a^\dagger a_a + a_{-a}^\dagger a_{-a} + 1 \right) + \gamma \sqrt{V} \left[ \left( a_a + a_{-a}^\dagger \right) \mathcal{J}_q^a + \left( a_{-a} + a_a^\dagger \right) \mathcal{J}_q \right] \\
+ 2\kappa_a \left( a_a + a_{-a}^\dagger \right) \left( a_{-a} + a_a^\dagger \right) + \Delta \kappa_a \left( a_a + a_{-a}^\dagger \right)^2 + \Delta \kappa_a \left( a_{-a} + a_a^\dagger \right)^2,
\end{equation}

where we have defined the coupling

\begin{equation}
\gamma = e\tilde{A}/c.
\end{equation}

Moreover, in Eq. (38) we have introduced the fermionic averages:

\begin{equation}
\mathcal{J}_q = \frac{\langle \Phi | u^* \cdot J_p(q) | \Phi \rangle}{V},
\end{equation}

and

\begin{equation}
\kappa_q = -\frac{\gamma^2}{2} u_i^* \frac{\langle \Phi | T^{i,j}(q,-q) | \Phi \rangle}{V} u_j, \quad \Delta \kappa_q = -\frac{\gamma^2}{2} u_i \frac{\langle \Phi | T^{i,j}(-q,q) | \Phi \rangle}{V} u_j.
\end{equation}

On the other hand, the fermionic Hamiltonian reads:

\begin{equation}
H_f \equiv \langle \chi | H | \chi \rangle = H_{el} + \sqrt{2}\gamma \left[ \frac{\langle X_q \rangle}{\sqrt{V}} u \cdot J_p(-q) + \frac{\langle X_{-q} \rangle}{\sqrt{V}} u^* \cdot J_p(q) \right] \\
- \gamma^2 \left[ \frac{\langle X_q X_{-q} \rangle}{V} u_i T^{i,j}(-q,q) u_j^* + \frac{\langle X_{-q} X_q \rangle}{V} u_i^* T^{i,j}(q,q) u_j \right]
\end{equation}

where we have introduced \(X_q = (a_a + a_{-a}^\dagger)/\sqrt{2}\).

In proximity to the SQPT, where \(|\langle X_q \rangle|/\sqrt{V} \ll 1\), we perform an expansion in the photon condensate density and we keep term up to second order in \(|\langle X_q \rangle|/\sqrt{V}\). We assume that the ground state in the absence of light-matter interaction \(|\Phi_0\rangle\) is homogeneous: \(|\Phi_0 \rangle | T^{i,j}(q,q') | \Phi_0 \rangle \propto \delta_{q',-q}\). Under these assumptions and as a consequence of the form of the Hamiltonian (42) we realize:

\begin{equation}
\mathcal{J}_q \sim \mathcal{O} \left( \frac{\langle X_q \rangle}{\sqrt{V}} \right), \quad \kappa_q \sim \mathcal{O} (1), \quad \Delta \kappa_q \sim \mathcal{O} \left( \frac{\langle X_{-q} X_q \rangle}{V} \right).
\end{equation}

Therefore, the bosonic Hamiltonian (38) becomes:

\begin{equation}
H_a = \hbar \omega_a \left( a_a^\dagger a_a + a_{-a}^\dagger a_{-a} + 1 \right) + \gamma \sqrt{V} \left[ \left( a_a + a_{-a}^\dagger \right) \mathcal{J}_q^a + \left( a_{-a} + a_a^\dagger \right) \mathcal{J}_q \right] + 2\kappa_a \left( a_a + a_{-a}^\dagger \right) \left( a_{-a} + a_a^\dagger \right).
\end{equation}

Eq. (44) can be diagonalized via the following Bogoliubov transformation:

\begin{align}
\phi_q &= \frac{\lambda_q + 1}{2\sqrt{\lambda_q}} a_a + \frac{\lambda_q - 1}{2\sqrt{\lambda_q}} a_{-a}^\dagger, \\
\phi_{-q} &= \frac{\lambda_q + 1}{2\sqrt{\lambda_q}} a_{-a} + \frac{\lambda_q - 1}{2\sqrt{\lambda_q}} a_a^\dagger.
\end{align}
We notice that the previous transformation preserves the canonical commutation rules $[\phi_i, \phi_j^\dagger] = \delta_{ij}$ and $[\phi_i, \phi_j] = 0$. By choosing $\lambda_q = \sqrt{1 + 4\kappa_q/\hbar \omega_q}$ we obtain:

$$H_a = \hbar \omega_q \lambda_q \sum_{\alpha = \pm} \left( \phi_{\alpha q} \phi_{\alpha q} + \frac{1}{2} \right) + \gamma \sqrt{\frac{V}{\lambda_q}} \left[ J_q \left( \phi_q - \phi_q^\dagger \right) + J_q^* \left( \phi_q + \phi_q^\dagger \right) \right].$$ (46)

The model (46) corresponds to the sum of two displaced harmonic oscillators $\phi_q$ and $\phi_{-q}$, so that the bosonic ground state wave function is given by: $|\chi\rangle = |\alpha_q\rangle \otimes |\alpha_{-q}\rangle$ where $|\alpha_q\rangle$ and $|\alpha_{-q}\rangle$ are coherent states, i.e., $\phi_q |\alpha_q\rangle = \alpha_q |\alpha_q\rangle$. The minimisation of the energy functional:

$$\langle \chi | H_a |\chi\rangle = \hbar \omega_q \lambda_q \left( |\alpha_q|^2 + |\alpha_{-q}|^2 + 1 \right) + \gamma \sqrt{\frac{V}{\lambda_q}} \left[ J_q \left( \alpha_{-q} + \alpha_q^* \right) + J_q^* \left( \alpha_q + \alpha_{-q}^* \right) \right]$$ (47)

gives the saddle point values $\bar{\alpha}_q$ and $\bar{\alpha}_{-q}$:

$$\bar{\alpha}_q = - \frac{\gamma}{\hbar \omega_q \lambda_q} \sqrt{\frac{V}{\lambda_q}} J_q, \quad \bar{\alpha}_{-q} = - \frac{\gamma}{\hbar \omega_q \lambda_q} \sqrt{\frac{V}{\lambda_q}} J_q^*,$$ (48)

and $\bar{\alpha}_q^* = \bar{\alpha}_{-q}$. The ground state problem is reduced to the optimisation of the energy

$$E(\bar{\alpha}_q) = \langle \Phi | H_{el} |\Phi\rangle - \hbar \omega_q \lambda_q \left( |\bar{\alpha}_q|^2 + |\bar{\alpha}_{-q}|^2 \right),$$ (49)

where the photon configuration is self-consistently determined by the electronic configuration $|\Phi\rangle$ through Eq. (48). In the following, we expand the ground state energy for fixed but small photon density which, due to Eq. (48), corresponds to a non-vanishing spatially-modulated electronic current density. Under these circumstances we employ the stiffness theorem [6, 7] to compute exactly the ground state energy for a given average value of the current operator $u^* \cdot J_p(q)$ up to order $|J_q|^2$:

$$E(\bar{\alpha}_q) \simeq E(0) - \frac{\gamma}{\hbar \omega_q \lambda_q} \sqrt{\frac{V}{\lambda_q}} K(0, q) - \hbar \omega_q \lambda Q(0, q) \left( |\bar{\alpha}_q|^2 + |\bar{\alpha}_{-q}|^2 \right),$$ (50)

where in the Lehmann representation

$$K(0, q) = - \frac{1}{V} \sum_{m > 0} \frac{|\Phi_0 | u^* \cdot J_p(q) | \Phi_m \rangle|^2 + |\langle \Phi_0 | u \cdot J_p(-q) | \Phi_m \rangle|^2}{E_m - E_0},$$ (51)

with $|\Phi_0\rangle$ the ground state and $|\Phi_m\rangle$ the excited state of the electron-only Hamiltonian $H_{el}$. By using the self-consistency equation (48) we obtain:

$$E(\bar{\alpha}_q) - E(0) = N \left[ \frac{\lambda_q}{\hbar \omega_q + 2\gamma^2 Q(0, q) + \bar{\alpha}_q^2} \right] < 0$$ (52)

where the positive constant $N_q$ is:

$$N_q = - \frac{\lambda_q}{2\gamma^2 K(0, q)}.$$ (53)

Thus, the normal ground state is unstable towards photon condensation if:

$$- 2\gamma^2 Q(0, q) > \hbar \omega_q,$$ (54)

with $Q(0, q) = u^* i Q_{ij}(0, q) u_j$. As a consequence of the TRK sum-rule (19), a static and homogeneous cavity field cannot satisfy the previous inequality. Therefore, in agreement with Ref. [8] we conclude that the ground state cannot lower its energy by spontaneously generating a constant vector potential. At finite wave vector $q \neq 0$ of the cavity field, the $f$-sum rule (54) forbids SQPT for photons with longitudinal polarization, i.e. $u \parallel q$ where $q$ is the wave vector exchanged with the low-dimensional electronic excitations. Indeed, Eq. (28) implies the vanishing of the left hand side of Eq. (54) and the inequality cannot be satisfied. Before going to specific electronic models presenting SQPT, we show that the criterion (54) coincides with the softening of a polariton mode in the spectrum of the cavity excitations.
B. Soft polariton mode at the superradiance instability

In this section, we compute the polariton Green’s function to show that the criterion for the superradiance instability (54) coincides with the softening of the lowest polariton mode. We introduce the conjugate operators $X_q$ and $P_q$:

$$X_q = (a_q + a_{-q}^\dagger) / \sqrt{2}, \quad P_q = -i(a_q - a_{-q}^\dagger) / \sqrt{2},$$  \hspace{1cm} (55)

and the corresponding Green’s functions:

$$\Pi^{XX}(\tau, q) = - \langle T_\tau (X_q(\tau) X_{-q}) \rangle, \quad \Pi^{PX}(\tau, q) = - \langle T_\tau (P_q(\tau) X_{-q}) \rangle.$$  \hspace{1cm} (56)

To second order in the light-matter interaction we obtain:

$$\omega \Pi^{XX}(\omega, q) = i\omega_q \Pi^{PX}(\omega, q),$$

$$\omega \Pi^{PX}(\omega, q) = -i - i\omega_q \Pi^{XX}(\omega, q) - i2\gamma^2 u_i^* Q^{i,j}(\omega, q) u_j \Pi^{XX}(\omega, q),$$  \hspace{1cm} (57)

where $u_i^* Q^{i,j}(\omega, q) u_j$ is the current correlation function projected along the polarization direction of the cavity mode. By solving Eq. (57) for $\Pi^{XX}(\omega, q)$ we obtain:

$$\Pi^{XX}(\omega, q) = \left[ (\omega^2 - \omega^2_q) / \omega_q - 2\gamma^2 u_i^* Q^{i,j}(\omega, q) u_j \right]^{-1},$$  \hspace{1cm} (58)

Finally, the polariton frequencies $\omega_{\text{pol}}^2$ are the real and positive roots of the characteristic equation:

$$\omega^2 - \omega^2_q - 2\gamma^2 \omega_q u_i^* Q^{i,j}(\omega, q) u_j = 0.$$  \hspace{1cm} (59)

The instability of the normal ground state with respect to the spontaneous generation of a cavity field with wave vector $q$ occurs in the presence of a zero energy $\omega = 0$ solution of Eq. (59). The latter condition is nothing but the saturation of the inequality in Eq. (54).

We conclude by observing that the Green’s function approach presented in this Section can be conveniently applied to more realistic situations where a set of cavity photons is considered [9]. It is important to remark that, by including additional cavity modes, one improves the quantitative characterisation of the superradiant critical point without changing the qualitative picture.

IV. THE CURRENT-CURRENT RESPONSE FUNCTION FOR NON-INTERACTING ELECTRONS

In this section we give technical details on the evaluation of the current-current response function (17) valid for non-interacting electron systems. The analysis introduces the dipole matrix elements $g_{k,q}^{n,m}$. By performing straightforward calculations we find that the average value of the diamagnetic tensor reads:

$$\langle T^{i,j}(q, -q) \rangle = \int_{BZ} \frac{d^d k}{(2\pi)^d} \sum_n f(\epsilon_{k,n}) \left[ v_{k,q}^{n,*} \right]_{\alpha} \tau_{\alpha\beta}^{i,j}(k, q, -q) \left[ v_{k,q}^n \right]_{\beta},$$  \hspace{1cm} (60)

where $[v_{k,q}^n]_{\alpha}$ is the $\alpha$ component of eigenstate of the Hamiltonian $h(k)$ (3), $\epsilon_{k,n}$ the corresponding eigenvalue and $f(\epsilon)$ the Fermi-Dirac distribution function. On the other hand the paramagnetic contribution (18) can be easily computed by observing that the excited states $|\Phi_{n,m}\rangle$ are electron-hole pairs:

$$K^{i,j}(\omega, q) = \int_{BZ} \frac{d^d k}{(2\pi)^d} \sum_{n,m} g_{k,q}^{n,m} \left[ g_{k,q}^{n,m} \right]_{j}^* \frac{f(\epsilon_{k,n}) - f(\epsilon_{k+q,m})}{\omega - (\epsilon_{k+q,m} - \epsilon_{k,n}) + i0^+},$$  \hspace{1cm} (61)

where we have introduced the dipole matrix element:

$$\left[ g_{k,q}^{n,m} \right]_{i} = \langle 0 | J_{p,i}(q) | k, q \rangle_{n,m} = \sum_{\alpha\beta} \left[ v_{k,q}^{n,*} \right]_{\alpha} j_{\alpha\beta}^{i,j}(k + q/2, q) \left[ v_{k+q}^{m} \right]_{\beta},$$  \hspace{1cm} (62)

In the previous expression, $|0\rangle$ is the electronic ground state and $| k, q \rangle_{n,m} = \Gamma_{k+q,m}^{\dagger} \Gamma_{k,n} |0\rangle$, where $\Gamma_{k,n}$ and $\Gamma_{k+q,m}$ are the Bloch orbital annihilation operators. We observe that the previous matrix element satisfies the following property $\left[ g_{k-q,q}^{n,m} \right]_{i} = \left[ g_{k,q}^{n,m} \right]_{i}^*$. By taking the zero temperature limit of Eq. (61) we obtain:

$$K^{i,j}(\omega, q) = \int_{BZ} \frac{d^d k}{(2\pi)^d} \sum_{n < 0 < m} \left( \frac{\left[ g_{k,q}^{n,m} \right]_{j} \left[ g_{k,q}^{n,m} \right]_{j}^*}{\omega - (\epsilon_{k+q,m} - \epsilon_{k,n}) + i0^+} - \frac{\left[ g_{k,q}^{n,m} \right]_{j} \left[ g_{k-q,q}^{n,m} \right]_{j}^*}{\omega + (\epsilon_{k-q,m} - \epsilon_{k,n}) + i0^+} \right),$$  \hspace{1cm} (63)
where we label the states with $n < 0 (> 0)$ for negative (positive) energies. Particularly relevant for the analysis of the superradiance instability is the static limit of the previous expression

$$K^{i,j}(\omega = 0, \mathbf{q}) = \frac{1}{(2\pi)^d} \sum_{n<0<m} \left( \frac{g_{k,\mathbf{q}}^{n,m}}{\epsilon_{k,n} - \epsilon_{k+\mathbf{q},m}} \right).$$

Finally, by projecting the paramagnetic response tensor along the polarisation direction of the cavity field $\mathbf{u}_\mathbf{q}$ we obtain Eq. (11) of the main text:

$$(\mathbf{u}_\mathbf{q})^*_i K^{i,j}(\omega = 0, \mathbf{q}) (\mathbf{u}_\mathbf{q})_j = \frac{1}{(2\pi)^d BZ} \sum_{n<0<m} \sum_{\epsilon_{k,n} - \epsilon_{k+\mathbf{q},m}} \left| g_{k,\mathbf{q}}^{n,m} \right|^2,$$

where we have used the property $\mathbf{u}_\mathbf{q}^* = \mathbf{u}_{-\mathbf{q}}$ and $g_{k,\mathbf{q}}^{n,m} = g_{\mathbf{q},k}^{n,m}$.  

V. THE SUPERRADIANT INSTABILITY IN THE SQUARE LATTICE MODEL

In the first example we characterize the superradiance instability for the textbook two-dimensional square lattice with nearest-neighbor hopping. Moreover, we present a detailed characterisation of the superradiant phase. The Hamiltonian in Fourier space reads $h(\mathbf{k}) = -t [\cos(k_xa) + \cos(k_ya)]$, where $a$ is the lattice parameter. By applying Eqs. (11) and (14) we readily find that the paramagnetic current and diamagnetic tensor operators are:

$$j(\mathbf{k}, \mathbf{q}) = 2t \left[ \frac{x}{q_x} \sin \left( \frac{q_x a}{2} \right) \sin (k_x a) + \frac{y}{q_y} \sin \left( \frac{q_y a}{2} \right) \sin (k_y a) \right],$$

$$\tau^{i,j}(\mathbf{k}, \mathbf{q}_1, \mathbf{q}_2) = -4t \left( \frac{q_1^i a}{q_1^1} \right) \left( \frac{q_2^j a}{q_2^2} \right) \sin \left( \frac{q_1^1 a}{2} \right) \sin \left( \frac{q_2^2 a}{2} \right) \cos (k_i a).$$

From Eq. (62) we readily obtain that the dipole matrix element is $g_{k,\mathbf{q}}^{i, \mathbf{q}^*} = 2t \sin (q_i a/2) \sin (k_1 a + q_i a/2) / q_i$.  

At half-filling ($n = 1$ one-electron per unit cell) the Fermi surface line has energy $\epsilon_k = 0$, represented as the white solid line in Fig. 1. Also shown in Fig. 1 is the vector $\mathbf{q}^* = (\pi, \pi)/a$ which spans the Fermi surface. We notice that the wave vector $(\mathbf{q}'^*)' = (\pi, -\pi)/a$ is not shown, but it spans the Fermi surface in the direction perpendicular to $\mathbf{q}^*$. The vector $\mathbf{q}^* \pm (\mathbf{q}'^*)'$ equals to a reciprocal lattice vector, so that $\mathbf{q}^*$ and $(\mathbf{q}'^*)'$ are regarded as equivalent. For $\mathbf{q} = \mathbf{q}^*$, the longitudinal and transverse dipole matrix elements are:

$$g_{k,\mathbf{q}^*}^L = -i \frac{\sqrt{2} t a}{\pi} \left( \cos (k_x a) + \cos (k_y a) \right),$$

$$g_{k,\mathbf{q}^*}^T = -i \frac{\sqrt{2} t a}{\pi} \left( \cos (k_x a) - \cos (k_y a) \right).$$

![Figure 1](image-url)
It is easy to realise that for \( \mathbf{k} \) and \( \mathbf{k} + \mathbf{q}^\ast \) approaching the Fermi surface the longitudinal matrix element vanishes while the transverse one is finite apart from four specific points \( \pm(\pi/2a, \pi/2a) \) and \( \pm(\pi/2a, -\pi/2a) \), that corresponds to the Fermi points in the superradiant phase. The remaining part of the section is devoted to the evaluation of the transverse and longitudinal components of the current-current response function. By inserting the first expression of (67) in Eq. (65) we find:

\[
K_L(0, \mathbf{q}^\ast) = -\frac{t a^2}{2 \pi^4} \int_{MBZ} d^2 \mathbf{k} \left[ \cos(k_x a) + \cos(k_y a) \right] = -\frac{8t}{\pi^4},
\]

(68)

that exactly cancels the diamagnetic contribution \( \mathcal{T}_L(q^\ast, -q^\ast) = -8t/\pi^4 \), as expected from the \( f \)-sum-rule (28). In the previous integral (68) we have introduced the magnetic Brillouin zone (MBZ) that is defined as the region of points with \( \epsilon_k \leq 0 \), see Fig. 1. Concerning the transverse response we have:

\[
K_T(0, \mathbf{q}^\ast) = -\frac{t a^2}{2 \pi^4} \int_{MBZ} d^2 \mathbf{k} \frac{[\cos(k_y a) - \cos(k_x a)]^2}{\cos(k_y a) + \cos(k_x a)} = -\frac{8t}{\pi^4} \log^2 \left( \frac{2}{\epsilon} \right),
\]

(69)

where \( \epsilon \) in Eq. (69) is an infrared cutoff introduced to regularise the integral. Thus, the current-current response to the transverse cavity field with \( \mathbf{q}^\ast = (\pi, \pi)/a \) is:

\[
Q_T(0, \mathbf{q}^\ast) = -8t \left[ \log^2 (2/\epsilon) - 1 \right] / \pi^4.
\]

(70)

In Fig. 1(a) of the main text we show the behavior of \( Q_T(0, \mathbf{q}^\ast) \) along the high-symmetry directions of the square lattice for various temperatures \( T \). At low temperature we start to observe a peak at \( M = (\pi, \pi)/a = \mathbf{q}^\ast \), that eventually at \( T/t = 0 \) becomes the logarithmic singularity (69). From Eq. (69) we can extract the critical temperature \( T_c \) below which the superradiant phase sets in \( T_c \sim t \exp \left( -\frac{\hbar \pi^2}{\sqrt{(\hbar \omega_n^h/t \gamma^2)/4a}} \right) \). We observe that the same result can be obtained by minimising the light-matter energy (49) constrained to the self-consistency condition (48), see Fig. 2 where the cavity photon density as a function of \( \gamma \) is shown.

### A. The superradiant phase

The analysis presented in the previous Section shows that, below a certain critical temperature, there is a macroscopic occupation of the transverse cavity mode with momentum \( \mathbf{q}^\ast \), \( \langle a_{\mathbf{q}^\ast} \rangle / V \neq 0 \). In this regime the light-matter ground state spontaneously develops a cavity vector potential:

\[
\langle \hat{A}(\mathbf{r}) \rangle = -A_0 \left[ (y - x) \sin \left( \pi (x + y)/a \right) + (y + x) \sin \left( \pi (x - y)/a \right) \right] / \sqrt{2},
\]

(71)

where \( A_0 \propto \sqrt{\rho_{ph}} \), \( \rho_{ph} \) density of cavity photons, breaks the time-reversal symmetry (TRS). Viewed from the electrons, we obtain an effective tight-binding model with a staggered magnetic flux (Fig. 3), \( \phi = \int_{\Gamma} d\mathbf{S} \cdot \nabla \times \langle \hat{A}(\mathbf{r}) \rangle = 4\sqrt{2} a A_0 / \pi \), with zero total flux within the magnetic unit cell, that is the green shaded region in Fig. 3 generated by the primitive vectors \( \mathbf{c}_1 = a(\mathbf{x} + \mathbf{y}) \) and \( \mathbf{c}_2 = a(-\mathbf{x} + \mathbf{y}) \). Moreover, we observe that the model consists of two
Figure 3: The photon condensate gives rise to the staggered flux $\phi$, that breaks the translational invariance and the time reversal symmetry. Open and solid points mark the $A$ and $B$ sublattices, respectively. The unit cell, green shaded region, is generated by $c_1$ and $c_2$. The net flux per unit cell is zero.

Figure 4: Spectrum as a function of $\kappa = k \cdot c_1$ obtained with ribbon boundary conditions. The black lines denotes the bulk bands, while solid red lines represent the zero-energy edge states. The numerical calculations are performed with $A_0 = 0.4$ and $t = 1$.

interpenetrating square lattices ($A$ and $B$ sublattices) as shown in Fig. 3. In the basis of two-component spinor $(c_{k,A}, c_{k,B})$ the electronic Hamiltonian reads:

$$ h(k, A) = -t \left[ \cos(e\phi/4c)(\cos k_x a + \cos k_y a) \sigma^x + \sin(e\phi/4c)(\cos k_y a - \cos k_x a) \sigma^y \right] $$

(72)

where $\sigma^x$ and $\sigma^y$ are Pauli matrices. The bands of the Hamiltonian are given by $E_{\pm}(k) = \pm t \sqrt{\cos^2(k_x a) + \cos^2(k_y a) + 2 \cos^2(k_x a) \cos^2(k_y a) \cos(e\phi/2c)}$. From the latter expression and from Fig. 1(b) of the manuscript we can clearly see that the flux opens a gap almost everywhere on the Fermi surface except at four points $K_{1\pm} = \pm (\pi/2a, \pi/2a)$, $K_{2\pm} = \pm (\pi/2a, -\pi/2a)$. These exceptional points correspond to the $k$-points of the original Fermi surface where the transverse dipole matrix element $g_{k,q}^T$ (67) vanishes. In the vicinity of the Fermi point $K_{1+}$, $\delta k = K_{1+} - k$, the Hamiltonian (67) takes the form:

$$ h(\delta k, A) = -t \left[ \cos(e\phi/4c)(\delta k_x + \delta k_y) \sigma^x + \sin(e\phi/4c)(\delta k_y - \delta k_x) \sigma^y \right], $$

(73)

that, for $e\phi/c = \pi$, is equivalent to the effective Hamiltonian close to the Dirac points of monolayer graphene, while for generic flux $h(\delta k)$ gives rise to deformed Dirac cones (we notice that the Hamiltonian in the vicinity of $K_{1-}$ is obtained from (73) by the substitution $\delta k \to -\delta k$, while close to $K_{2\pm}$ by sending in (73) $\delta k_x \to \pm \delta k_x$ and $\delta k_y \to \mp \delta k_y$). It is important to remark that the model breaks both TRS $T$, $h^*(k, A) \neq h(-k, A)$, and inversion symmetry $C_{2z}$, $\sigma^z \cdot h(k, A) \cdot \sigma^z \neq h(-k, A)$. Interestingly, the combinations of $T$ and $C_{2z}$, $C_{2z} T$, leaves the electronic Hamiltonian invariant, $\sigma^z \cdot h^*(k, A) \cdot \sigma^z = h(k, A)$. The latter symmetry imposes a vanishing Berry curvature and protects the Dirac points characterized by the Berry phases $\pm \pi$. 

\[ \text{Figure 3: The photon condensate gives rise to the staggered flux } \phi, \text{ that breaks the translational invariance and the time reversal symmetry. Open and solid points mark the } A \text{ and } B \text{ sublattices, respectively. The unit cell, green shaded region, is generated by } c_1 \text{ and } c_2. \text{ The net flux per unit cell is zero.} \]

\[ \text{Figure 4: Spectrum as a function of } \kappa = k \cdot c_1 \text{ obtained with ribbon boundary conditions. The black lines denotes the bulk bands, while solid red lines represent the zero-energy edge states. The numerical calculations are performed with } A_0 = 0.4 \text{ and } t = 1. \]

\[ \text{interpenetrating square lattices (} A \text{ and } B \text{ sublattices) as shown in Fig. 3. In the basis of two-component spinor } (c_{k,A}, c_{k,B}) \text{ the electronic Hamiltonian reads:} \]

\[ h(k, A) = -t \left[ \cos(e\phi/4c)(\cos k_x a + \cos k_y a) \sigma^x + \sin(e\phi/4c)(\cos k_y a - \cos k_x a) \sigma^y \right] \]

(72)
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\[ h(\delta k, A) = -t \left[ \cos(e\phi/4c)(\delta k_x + \delta k_y) \sigma^x + \sin(e\phi/4c)(\delta k_y - \delta k_x) \sigma^y \right], \]
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\[ \text{that, for } e\phi/c = \pi, \text{ is equivalent to the effective Hamiltonian close to the Dirac points of monolayer graphene, while for generic flux } h(\delta k) \text{ gives rise to deformed Dirac cones (we notice that the Hamiltonian in the vicinity of } K_{1-} \text{ is obtained from (73) by the substitution } \delta k \to -\delta k, \text{ while close to } K_{2\pm} \text{ by sending in (73) } \delta k_x \to \pm \delta k_x \text{ and } \delta k_y \to \mp \delta k_y}. \]
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In this section, we consider the superradiant instability in a tight-binding Hamiltonian characterised by quadratic band touching dispersion close to the Fermi points. The lattice model consists of the monolayer honeycomb lattice with hopping between nearest-neighbors \( t \) and third-nearest-neighbors \( t_3 \), see Fig. 5. Following the manuscript we fix \( t \) as the energy unit \( t = 1 \) and we define the adimensional parameter \( r = t_3/t \). In the basis of two-component spinor \( (\psi_A, \psi_B) \), the model Hamiltonian reads:

\[
\mathcal{H}(\mathbf{k}) = -\left[ \sum_{j=1}^{3} e^{ik\Delta_j} + r \sum_{j=1}^{3} e^{-2ik\Delta_j} \right] \sigma^+ + \left[ \sum_{j=1}^{3} e^{-ik\Delta_j} + r \sum_{j=1}^{3} e^{2ik\Delta_j} \right] \sigma^- ,
\]

where \( \sigma^\pm = \sigma^x \pm i \sigma^y/2 \), the vectors \( \Delta_j \) connect one atom to its nearest neighbors \( \Delta_3 = a (0, -1) \), \( \Delta_1(2) = a (\pm \sqrt{3}, 1)/2 \). We observe that the third-nearest neighbor hopping term preserves the particle-hole symmetry so that at half-filling the Fermi energy is \( \mu = 0 \). Once again, we apply Eq. (11) and we readily find

\[
j(\mathbf{k}, \mathbf{q}) = j_{AB}(\mathbf{k}, \mathbf{q}) \sigma^+ + j^*_{AB}(\mathbf{k}, \mathbf{q}) \sigma^- ,
\]

where \( j_{AB}(\mathbf{k}, \mathbf{q}) = -2i \sum_{j=1}^{3} \Delta_j \left[ e^{ik\Delta_j} \sin (q \cdot \Delta_j/2) - r e^{-2ik\Delta_j} \sin (q \cdot \Delta_j) \right] / (q \cdot \Delta_j) \). On the other hand, Eq. (14) gives the following expression for the diamagnetic tensor:

\[
\tau^{ij}(\mathbf{k}, \mathbf{q}_1, \mathbf{q}_2) = \tau_{AB}^{ij}(\mathbf{k}, \mathbf{q}_1, \mathbf{q}_2) \sigma^+ + \left[ \tau_{AB}^{ij}(\mathbf{k}, \mathbf{q}_1, \mathbf{q}_2) \right]^* \sigma^- ,
\]

where

\[
\tau_{AB}^{ij}(\mathbf{k}, \mathbf{q}_1, \mathbf{q}_2) = -4 \sum_{a=1}^{3} \frac{(\Delta_a)_i (\Delta_a)_j}{(\mathbf{q}_1 \cdot \Delta_a)(\mathbf{q}_2 \cdot \Delta_a)} \left[ e^{ik\Delta_a} \sin \left( \frac{q_1 \cdot \Delta_a}{2} \right) \sin \left( \frac{q_2 \cdot \Delta_a}{2} \right) 
\right.

\left. + r \sin (q_1 \cdot \Delta_a) \sin (q_2 \cdot \Delta_a) e^{-2ik\Delta_a} \right].
\]
The band structure of the Hamiltonian (74) evolves in a non-trivial way as a function of \( r \), we refer to [11, 12] for a detailed review. We are particularly interested to the collective response to cavity modes for the specific value \( r = 1/2 \), where the model is characterized by quadratic band touching at \( \mathbf{K} \) and \( \mathbf{K}' \) similarly to Bernal stacked bilayer graphene [12]. In particular, in the vicinity of \( \mathbf{K}' \), \( \mathbf{q} = \mathbf{k} - \mathbf{K}' \) and \( |\mathbf{q}| \ll 1 \), the Hamiltonian takes the form

\[
h(\mathbf{q}) = -9|\mathbf{q}|^2 \left( e^{2i\theta_4} \sigma^+ + e^{-2i\theta_4} \sigma^- \right) / 8, \quad \text{where } e^{i\theta_4} = (q_x + iq_y)/|\mathbf{q}| \text{ and its eigenspectrum is given by:}
\]

\[
\psi_{\mathbf{K} + \mathbf{q}}^+ = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 \\ e^{2i\theta_4} \end{array} \right), \quad \psi_{\mathbf{K} + \mathbf{q}}^- = \pm \frac{9}{8} |\mathbf{q}|^2.
\] (78)

The properties of \( h(\mathbf{k}) \) close to \( \mathbf{K} \) can be deduced from \( \mathbf{K}' \) by TRS. At half-filling, the inequivalent Fermi points \( \mathbf{K} \) and \( \mathbf{K}' \) points, see the inset in Fig. 6, are connected by the wave vectors \( \mathbf{q}_1, \mathbf{q}_2 \) and \( \mathbf{q}_3 \) that are depicted in the inset of Fig. 6. These wave vectors are not independent, indeed \( \mathbf{q}_1 + \mathbf{q}_2 = -\mathbf{g}_2 \), and \( \mathbf{q}_1 + \mathbf{q}_3 = \mathbf{g}_1 \), where \( \mathbf{g}_1 = 4\pi(\sqrt{3}/2, 1/2)/3a \) and \( \mathbf{g}_2 = 4\pi(-\sqrt{3}/2, 1/2)/3a \) are reciprocal lattice vectors so that \( \mathbf{q}_1, \mathbf{q}_2 \) and \( \mathbf{q}_3 \) are regarded as equivalent. From now on, we will focus on the electronic response to a cavity field with wave vector \( \mathbf{q}_1 = 4\pi x / 3\sqrt{3}a \).

In particular we compute the dipole matrix element for an electron-hole excitation with relative wave vector \( \mathbf{q}_1 \) and center of mass momentum \( \mathbf{K} + \mathbf{K}'/2, |\mathbf{K} + \mathbf{q}_1| = \Gamma_{\mathbf{K} + \mathbf{q}_1} + \Gamma_{\mathbf{K}}, \Gamma_{\mathbf{K}} = \varnothing \), where \( \Gamma_{\mathbf{k}, \mathbf{n}} \) is the fermionic operator in the basis of the six-dimensional \( k \)-dipole matrix element gives rise to a divergence in the zero-temperature current susceptibility \( Q_T(0, \mathbf{q}) \), as shown in Fig. 6. Therefore, the stable ground state is superradiant at arbitrary weak light-matter coupling. Finally, we observe that for \( r \neq 1/2 \), the band touching is no more quadratic and the logarithmic singularity is softened. However, we still expect a large collective response to the cavity modes with wave vector \( \mathbf{q}_1 \) and a superradiant phase above a critical value of the light-matter interaction. The detailed analysis of the superradiant phase diagram as a function of \( r \) is left to future investigations.

### A. The superradiant phase

In the superradiant phase the average value of the vector potential is:

\[
\langle \mathbf{A}(\mathbf{r}) \rangle = -y A_0 \sin \left( \frac{4\pi x}{3\sqrt{3}a} + \varphi \right)
\] (81)

where \( A_0 \) is proportional to \( \sqrt{\rho_{ph}} \) while \( \varphi \) is the phase of the complex photon order parameter. In the presence of \( \langle \mathbf{A}(\mathbf{r}) \rangle \) the new unit cell is three times larger, green shaded region in Fig. 7, and correspondingly the Brillouin zone becomes one-third of the original one, red shaded region in the inset of Fig. 6. In the basis of the six-dimensional spinor \( (\psi_{k,1}, \psi_{k,2}, \psi_{k,3}, \psi_{k,4}, \psi_{k,5}, \psi_{k,6}) \) the superradiant electronic Hamiltonian becomes \( h(\mathbf{k}, \mathbf{A}) = h^0(\mathbf{k}, \mathbf{A}) + h^1(\mathbf{k}, \mathbf{A}) \) where the nearest-neighbor term reads:

\[
h^0(\mathbf{k}, \mathbf{A}) = - \begin{pmatrix}
1 & e^{i\phi_{12}(\mathbf{A})} & 0 & e^{i\phi_{14}(\mathbf{A}) - ik_1} & 0 & e^{i\phi_{16}(\mathbf{A})} \\
0 & e^{i\phi_{23}(\mathbf{A})} & 0 & e^{i\phi_{25}(\mathbf{A}) + ik_2 - ik_1} & 0 & e^{i\phi_{26}(\mathbf{A}) + ik_2} \\
0 & c.c. & 0 & e^{i\phi_{34}(\mathbf{A})} & 0 & e^{i\phi_{36}(\mathbf{A})} \\
c.c. & 0 & c.c. & 0 & e^{i\phi_{45}(\mathbf{A})} & 0 \\
c.c. & c.c. & 0 & c.c. & 0 & e^{i\phi_{56}(\mathbf{A})} \\
c.c. & c.c. & 0 & c.c. & 0 & 0
\end{pmatrix},
\] (82)
Figure 6: Longitudinal (black solid line) and transverse (maroon, blue, green and red lines) current-current correlation function as a function of the transferred momentum $q$. We perform calculations for different values of the temperature $T$. As you lower the temperature we start to observe a peak at $q = K$ that eventually at $T/t = 0$ becomes a logarithmic singularity. Inset: Brillouin zone of the Honeycomb lattice. We report the high-symmetry points $\Gamma$, $K$, $K'$ and $M$. The Fermi surface points are connected by the wave vector $q^i_1$, $q^i_2$ and $q^i_3$ depicted as green arrows. In the presence of condensed cavity photons the Brillouin zone reduces to the magnetic brillouin zone (MBZ), red shaded region. In the MBZ we report the high-symmetry points $A$ and $B$.

Figure 7: Honeycomb lattice dressed by the cavity vector potential (81). The red dots indicate the 6 independent sites. The green arrows depict the primitive lattice vectors $c_1$ and $c_2$ that determine the unit cell. The cavity vector potential gives rise to three independent fluxes $\Phi$, $\Phi'$ and $\Phi''$. The total flux per unit cell is zero, $\Phi + \Phi' + \Phi'' = 0$.

while the third nearest-neighbor contribution is:

$$h^3(k, A) = -\frac{1}{2} \begin{pmatrix}
0 & e^{i\phi_{12}^3(A)} - i\kappa_2 & e^{i\phi_{14}^3(A)} & 0 & e^{i\phi_{16}^3(A)} + i\kappa_2 - i\kappa_1 \\
c.c. & 0 & e^{i\phi_{23}^3(A)} - i\kappa_1 & 0 & e^{i\phi_{25}^3(A)} \\
c.c. & c.c. & 0 & e^{i\phi_{24}^3(A)} + i\kappa_2 - i\kappa_1 & 0 \\
c.c. & c.c. & c.c. & 0 & e^{i\phi_{34}^3(A)} + i\kappa_2 \\
c.c. & c.c. & c.c. & c.c. & 0 \end{pmatrix}.$$  \hspace{2cm} (83)

In the previous expressions we have defined $\kappa_1$ and $\kappa_2$ projections of the wave vector $k$ along the primitive lattice vectors see Fig. 7, $\kappa_1 = k \cdot c_1$, $\kappa_2 = k \cdot c_2$, where $c_1 = a(3\sqrt{3}, 3)/2$, $c_2 = a(0, 3)$. Moreover, we have introduced the phases $\phi_{ij}(A)$ and $\phi_{ij}^3(A)$ associated with nearest and third-nearest neighbors hopping processes. By performing...
straightforward calculations we find:

\[
\begin{align*}
\phi_{12}(A) &= -A_0 a \sin(\phi), \\
\phi_{36}(A) &= -A_0 a \sin(\phi + 2\pi/3), \\
\phi_{45}(A) &= -A_0 a \sin(\phi + 4\pi/3) \\
\phi_{14}(A) &= -\frac{3A_0 a}{4\pi} \left[ \cos(\phi) + \sin\left(\frac{\pi}{6} - \phi\right) \right], \\
\phi_{25}(A) &= -\phi_{14}(A), \\
\phi_{16}(A) &= \frac{3A_0 a}{4\pi} \left[ \cos(\phi) + \sin\left(\frac{\pi}{6} + \phi\right) \right], \\
\phi_{23}(A) &= -\phi_{16}(A), \\
\phi_{34}(A) &= -\frac{3\sqrt{3}A_0 a}{4\pi} \sin(\phi), \\
\phi_{56}(A) &= \phi_{34}(A).
\end{align*}
\] (84)

Regarding \(\phi_{ij}^\gamma(A)\), we find that \(\phi_{ij}^\gamma(A) = \phi_{ij}(A)\) with the exception of the phases:

\[
\begin{align*}
\phi_{12}^\gamma(A) &= 2aA_0 \sin(\phi), \\
\phi_{36}^\gamma(A) &= 2aA_0 \sin(\phi + 2\pi/3), \\
\phi_{45}^\gamma(A) &= -2aA_0 \sin(\phi + 4\pi/3).
\end{align*}
\] (85)

We observe that the vector potential gives rise to a finite flux per hexagon, in particular we have three independent fluxes, see the pattern shown in Fig. 7. However, the total flux per unit cell is zero \(\Phi(\phi) + \Phi'(\phi) + \Phi''(\phi) = 0\). Despite its simplicity the model is characterised by non-trivial behavior as a function of the amplitude \(A_0\) and the phase \(\phi\). In the next section we focus on the topological properties of the model in the regime of small \(A_0\), leaving a detailed characterization of the topological properties as a function of \(A_0\) and \(\phi\) to further studies.

### B. Topological properties of the superradiant electronic insulator

The dipole matrix element (80), that couples the zero-energy points \(K\) and \(K'\), opens a gap at the Fermi level and gives rise to an electronic insulating state, see the band structure in Fig. 2(a) of the manuscript. The TRS breaking results in topological bands with non-zero Chern numbers and therefore in a topological superradiant phase. The model exhibits a chiral symmetry, \(\gamma = \text{diag}(-1,1,-1,1,-1,1)\), anti-commuting with \(h(k,A)\) that imposes bands of opposite energy to have the same Chern number. The Berry curvature \(\Omega_n(k)\) of the topological bands is shown in Fig. 8 along the high-symmetry directions. Finally, we report the Wilson loops of the bands with negative energy in Fig. 9 (due to the symmetry \(\gamma\), the Wilson loops of the bands with opposite energy are the same).

### C. Superradiant edge states and band structure for ribbon boundary conditions

For ribbon boundary conditions, i.e. periodic along \(c_2\) while open in the \(c_1\) direction (Armchair BC see [10] for more details), the spectrum (Fig. 2(b) of the main text) presents topological edge states connecting the bands 2 and
Figure 9: Wilson loop as a function of $\kappa_1 = k \cdot c_1$ for the bands with $E < 0$. From the winding of $W(\kappa_1)$ we deduce that the Chern number are $C_1 = 0$, $C_2 = -1$ and $C_3 = +1$. The calculation is performed with $A_0 = 0.3, \tau = 0.5$.

3. In addition, we observe non-topological edge states close to the Fermi energy.
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