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ABSTRACT

Causal graphs (CGs) are compact representations of the knowledge of the data generating processes behind the data distributions. When a CG is available, e.g., from the domain knowledge, we can infer the conditional independence (CI) relations that should hold in the data distribution. However, it is not straightforward how to incorporate this knowledge into predictive modeling. In this work, we propose a model-agnostic data augmentation method that allows us to exploit the prior knowledge of the CI encoded in a CG for supervised machine learning. We theoretically justify the proposed method by providing an excess risk bound indicating that the proposed method suppresses overfitting by reducing the apparent complexity of the predictor hypothesis class. Using real-world data with CGs provided by domain experts, we experimentally show that the proposed method is effective in improving the prediction accuracy, especially in the small-data regime.

1 Introduction

Causal graphs (CGs; [1]) are compact representations of the knowledge of data generating processes. Such a CG is sometimes provided by domain experts in some problem instances, e.g., in biology [2] or sociology [3]. Otherwise, it may also be learned from data using the statistical causal discovery methods developed over the last decades [1, 4–8]. Once a CG is obtained, it can be used to infer the conditional independence (CI) relations that the data distribution should satisfy [1].

The CI relations encoded in the CG could be strong prior knowledge for predictive tasks in machine learning, e.g., regression or classification, especially in the small-data regime where data alone may be insufficient to witness the CI relations [4, Section 5.2.2]. However, it is not trivial how the CI relations should be directly incorporated into general supervised learning methods. In previous research, methods that leverage the causality for feature selection have been proposed (see, e.g., Yu et al. [9] for a review). However, most of them are based on the notion of the Markov blanket or the Markov boundary [10]. As a result, they only take into account partial information of all that is encoded in a CG, since a CG often entails more constraints on the data distribution than the specifications of Markov blankets or a Markov boundary [11]. Another approach to exploiting the prior knowledge of a CG is to build a Bayesian network (BN) model according to the CG structure (e.g., [12]). However, constructing the predictors by employing BNs as the framework entails a specific modeling choice, e.g., it constructs a generative model as opposed to a discriminative model [13, Chapter 24], precluding the choice of some flexible and effective models such as tree-based predictors [14] and neural networks [15] that may be preferred in the application area of one’s interest.

In this work, we propose a model-agnostic method to incorporate the CI relations implied by CGs directly into supervised learning via data augmentation. To illustrate our idea, let us consider the following trivariate case.

Illustrative example: trivariate case (Fig. 1). Suppose we want to predict a binary variable $Y$ from $(X_1, X_2)$. If the joint distribution follows the CG $X_1 \leftarrow Y \rightarrow X_2$, the CI $X_1 \perp \perp X_2 | Y$ holds [1]. If we know this relation, a natural idea is to stratify the sample by $Y$ and then to take all combinations of $X_1$ and $X_2$ within each stratum.

In this trivariate example, it is straightforward to derive such a plausible data augmentation procedure to incorporate the CI relations since the relation $X_1 \perp \perp X_2 | Y$ involves all three variables. On the other hand, deriving such a procedure for
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2 Problem Setup

In this section, we describe the problem setup, the goal, and the main assumption exploited in our proposed method.

Basic notation. For the standard notation, namely \( \mathbb{R}, \mathbb{R}_{\geq 0}, \mathbb{R}_{> 0}, \mathbb{Z}, \mathbb{N}, \) and \([\cdot,:]\), see Table 2 in Appendix that also provides a summary of notation. For \( N, M \in \mathbb{N} \) with \( N \leq M \), define \([N: M] := [N, N + 1, \ldots, M]\) and \([N] := [1:N] \). For an \( N \)-dimensional vector \( x = (x^1, \ldots, x^N) \) and \( S \subseteq [N] \), we let \( x^S = (x^{s_1}, \ldots, x^{s_{|S|}}) \) denote its sub-vector with indices in \( S = [s_1, \ldots, s_{|S|}] \) with \( s_1 < \cdots < s_{|S|} \). By abuse of notation, we write \( x^j := x|S^j \) for \( j \in [N] \). To simplify the notation, we let \([0] = 0, \mathbb{R}^0 := [0], x^0 = 0, \) and \([N]^0 = \{0\} \).

Problem setup and goal. Throughout the paper, we fix \( D \in \mathbb{N} \), and let \( Z = \times_{j=1}^D Z^j \) where each \( Z^j \) is a subset of \( Z^j \) that is \( \mathbb{R}, \mathbb{Z}, \) or a finite set. Let \( p \) be the joint probability density of \( Z := (Z^1, \ldots, Z^D) \) taking values in \( Z \). One of the variables, e.g., \( Z^f \) (\( f \in [D] \)), is the target variable that we want to predict. Let \( X = \times_{j \in [D]
\setminus f} Z^j \) and \( Y = Z^f \). Let \( \mathcal{F} \subseteq \mathcal{Y}^X \) be a hypothesis class and \( \ell: \mathcal{F} \times \times_{j \in D \setminus \{1\}} Z^j \rightarrow \mathbb{R} \) be a loss function. We consider the supervised learning setting; that is, given the training data \( D = (Z_i)_{i=1}^n \), that is an independently and identically distributed sample from \( p \), our goal is to find a predictor \( \hat{f} \in \mathcal{F} \) with a small risk \( R(\hat{f}) = \mathbb{E}[\ell(\hat{f}, Z)] \), where \( \mathbb{E} \) denotes the expectation with respect to \( p \).

Assumption. Let \( G = ([D], \mathcal{E}, \mathcal{B}) \) be an acyclic directed mixed graph\(^{1}\) (ADMG; \^[11,17\]) , where \([D]\) is the set of the vertices, \( \mathcal{E} \) is the uni-directed edges, and \( \mathcal{B} \) is the bi-directed edges. For the simplicity of exposition, in this paragraph, we temporarily assume that \([D]\) is concordant with topological order of \( G \) without loss of generality\(^{2}\). Our main assumption is that \( p \) satisfies the topological ADMG factorization property with respect to \( G \)\(^{18}\), i.e.,

\[
p(Z) = \prod_{j=1}^D p_{jm\ell(j)}(Z^j/Z^{mp(j)}),
\]

where \( mp(j) \subseteq [j-1] \) denotes the Markov pillow of \( j \in [D] \) in \( G \), and \( p_{jm\ell(j)} \) denotes the conditional density of \( Z^j \) given \( Z^{mp(j)} \). The Markov pillow \( mp(j) \) is the collection of the following vertices: (1) those connected to \( j \) via bi-directed paths (including \( j \) itself), and (2) all parents of such vertices (see Appendix A or Bhattacharya et al. \^[18\]) for the definition). Markov pillow generalizes the notion of parents; if all edges are uni-directed, \( mp(j) \) matches the parents

\(^{1}\) Here, \( mixed \) indicates that the graph may contain bi-directed edges in addition to uni-directed ones.

\(^{2}\) That is, if \( 1 \leq i < j \leq D \), there is no directed path from \( j \) to \( i \).
of \( j \), and hence Eq. (1) is a generalization of the usual Markov factorization with respect to directed acyclic graphs (DAGs; [1], p.16) to ADMGs. In the special case that the ADMG is uninformative, i.e., when the graph is complete and all edges are bi-directed, Eq. (1) reduces to the ordinary chain rule of probability: \( p(Z) = \prod_{j=1}^{m} p(Z_j | \{Z_j\}_{j-1}) \), since \( mp(j) = [j-1] \) in this case. We assume that we are given an ADMG \( \hat{G} = ([D], \hat{E}, \hat{B}) \) that is an estimator of \( G \), and hereafter we assume that \( [D] \) is concordant with topological order of \( \hat{G} \) without loss of generality.

Details on the assumption. ADMGs with bi-directed edges appear in the case where unobserved confounders exist; they are used to represent semi-Markovian causal graphical models (CGMs; [19]), which are CGMs allowing for the existence of hidden confounders. The assumption of topological ADMG factorization is satisfied by such CGMs [19]. We refer the readers to Section 2 of Richardson et al. [17] for an overview of ADMGs and their use in CGMs involving latent variables. By accommodating not only DAGs (i.e., those without bi-directed edges) but also general ADMGs in the assumption, the applicability of the proposed method is extended to the case where there are unobserved confounders. Note that the topological ADMG factorization, in general, captures only part of the equality constraints imposed by an ADMG on a semi-Markov model [18]. Indeed, Bhattacharya et al. [18] proposed a simple sufficient condition called the mb-shieldedness (mb stands for “Markov blanket”) under which the topological ADMG factorization captures all the equality constraints. Also note that a CG encodes more information/assumptions than the CI relations, namely, it encodes causal assumptions that describe how the data distribution should shift under an intervention [1]. In this work, we only exploit the statistical assumptions, namely the CI relations, implied by a given CG. Although our method does not directly exploit the causal interpretation of the DAGs/ADMGs, the causal modeling perspective can be useful in obtaining the DAGs/ADMGs from domain experts, i.e., one may be able to draw the DAGs/ADMGs by considering the (non-parametric) structural equations [1].

3 Proposed Method

In this section, we explain the proposed data augmentation method to directly incorporate the prior knowledge of an ADMG into supervised learning. The method generalizes the intuitive data augmentation method described in the trivariate DAG example in Section 1, making it applicable to general ADMGs whose encoded CI relations do not necessarily involve all variables. The idea is to consider a nested conditional resampling; instead of trying to generate all elements of the new data vector at once, we successively resample each variable from the conditional empirical distribution [20, 21] conditioning on its Markov pillow. Then, our proposed method ADMG data augmentation is obtained by considering all possible resampling paths simultaneously. We later confirm that the proposed method indeed generalizes the previous procedure considered in the trivariate case of Fig. 1.

Derivation of the proposed method. Recall, given Eq. (1), we can express the risk functional as

\[
R(f) = \int_{D} \ell(f, Z) \prod_{j=1}^{D} \hat{p}_{j|mp(j)}(Z_j | Z_{mp(j)}) dZ.
\]

Then, to formulate the nested conditional resampling procedure, we select a kernel function \( K^j : \mathbb{Z}^{mp(j)} \rightarrow \mathbb{R}_{\geq 0} \) for each \( j \in [D] \) using this kernel function in the spirit of kernel-type function estimators [22–24], we approximate each conditional density (*) as

\[
\hat{p}_{j|mp(j)}(Z_j | Z_{mp(j)}) := \frac{\sum_{j=1}^{n} \delta_{Z_j}(Z_j) K^j(Z_{mp(j)} - Z_{mp(j)}^{\text{aug}})}{\sum_{j=1}^{n} K^j(Z_{mp(j)} - Z_{mp(j)}^{\text{aug}})},
\]

where \( \delta_z \) denotes Dirac’s delta function centered at \( z \) (e.g., [25], Section E.4.1), and the right-hand side is defined to be zero when the denominator is zero. The resulting approximation to the risk functional \( R(f) \), denoted by \( \hat{R}_{\text{aug}}(f) \), is

\[
\hat{R}_{\text{aug}}(f) := \int_{D} \ell(f, Z) \prod_{j=1}^{D} \hat{p}_{j|mp(j)}(Z_j | Z_{mp(j)}) dZ.
\]

Here, the right-hand side can be interpreted as representing a nested conditional resampling procedure, in which we sequentially select \( i_1, \ldots, i_D \in [n] \). Indeed, since each \( \hat{p}_{j|mp(j)} \) places its mass on \( Z_j^{i_j} \), the integration for \( Z_j^i \) amounts to substituting \( Z_j^i = Z_j^{i_j} \) and summing over the choices \( i_j \in [n] \) with appropriate weights. The weight placed on \( Z_j^i \) by \( \hat{p}_{j|mp(j)} \), namely \( \frac{K^j(Z_j^i - Z_j^{i_j})}{\sum_{k=1}^{n} K^j(Z_{mp(j)} - Z_{mp(j)}^{\text{aug}})} \), depends on \( Z^{mp(j)} \), and it can be computed from \((Z_1^{i_1}, \ldots, Z_{j-1}^{i_{j-1}})\) which are already selected at the time we select \( Z_j^{i_j} \) since \( mp(j) \subset [j-1] \).

\(^{3}\)For notational simplicity, we define \( K^j := 1 \) where \( j \) is such that \( mp(j) = \emptyset \).
Proposed method. By simultaneously considering all the possible resampling candidates, we reach at the instance-weighted data augmentation procedure:

\[
\hat{R}_{\text{aug}}(f) = \sum_{i \in [n]^D} \hat{w}_i \cdot \ell(f, Z_i),
\]

where

\[
\hat{w}_i = \prod_{j=1}^{D} \frac{K_i(Z_{i_{j1}}^\text{mp}(j) - Z_{i_{j1}}^\text{mp}(j))}{\sum_{k=1}^{n} K_i(Z_{i_{j1}}^\text{mp}(j) - Z_{i_k}^\text{mp}(j))},
\]

\[
Z_i = (Z_{i_1}, \ldots, Z_i^D), \quad Z_{i_{j1}} = (Z_{i_1}, \ldots, Z_{i_{j1}}^{j-1}),
\]

for \(i = (i_1, \ldots, i_D) \in [n]^D\) and \(i_{j1} = (i_1, \ldots, i_{j1})\), and the right-hand side of Eq. (3) is defined to be zero when the denominator is zero. Here, we use the convention \(Z_{i_{j1}}^\text{mp}(1) := 0\) to be consistent with the notation.

Here, Eq. (2) represents a data-augmentation procedure in which new data points are created (see Fig. 1). Each new data point \(Z_i\) is generated by the following procedure. First, \(D\) training data points are selected with replacement (specified by \(i = (i_1, \ldots, i_D) \in [n]^D\)). Then, \(Z_i\) is constructed by copying the \(j\)-th element \(Z_{i_j}\) from \(Z_{i_j} (j \in [D])\). Eq. (2) performs this procedure for all combinations of the indices \(i \in [n]^D\).

In the proposed data augmentation method, which we call ADMG data augmentation, we consider \(D_{\text{aug}} := \{Z_i\}_{i \in [n]^D}\) to be a weighted training data whose weights are \(W_{\text{aug}} := \{\hat{w}_i\}_{i \in [n]^D}\), and we perform supervised learning using \(D_{\text{aug}}\) and \(W_{\text{aug}}\), where any standard method that incorporates instance weights can be employed. As a practical device, to account for the possibility that \(\hat{G}\) is only an inaccurate approximation of \(G\), we propose to use a convex combination of the empirical risk estimator \(R_{\text{emp}}(f) := \frac{1}{n} \sum_{i=1}^{n} \ell(f, Z_i)\) and the augmented empirical risk estimator \(\hat{R}_{\text{aug}}(f)\), that is to use

\[
\hat{f} \in \arg \min_{f \in \mathcal{F}} (1 - \lambda) R_{\text{emp}}(f) + \lambda \hat{R}_{\text{aug}}(f) + \Omega(f)
\]
as the predictor, where \(\lambda \in [0, 1]\) is a hyper-parameter and \(\Omega\) is a regularization term for \(f \in \mathcal{F}\). In the experiments in Section 5, we used a fixed parameter \(\lambda = .5\) and observed that it performs reasonably for all data sets.

The ADMG data augmentation generalizes the idea described in the trivariate example \(X_1 \leftarrow Y \rightarrow X_2\) in Section 1. In fact, in the trivariate example of Fig. 1, \(W_{\text{aug}}\) places equal weights on the augmented data, essentially yielding the same augmented data set as that in Fig. 1.

Practical implementation. To reduce the computation cost of calculating the weights \(W_{\text{aug}}\), we exploit the recursive structure in Eq. (3) that can be represented by a probability tree \([26]\), where we sequentially select the values \(i_1, \ldots, i_D \in [n]\) (Fig. 2). To see this, recursively define

\[
\hat{w}_{i_{10}} = 1, \quad \hat{w}_{i_{1j}} = \hat{w}_{i_{j1}} \cdot \hat{w}_{i_{1j-1}} (j \in [D], i_{1j-1} \in [n]^{j-1}),
\]

where

\[
\hat{w}_{i_{j1}} := \frac{K_i(Z_{i_{j1}}^\text{mp}(j) - Z_{i_{j1}}^\text{mp}(j))}{\sum_{i=1}^{n} K_i(Z_{i_{j1}}^\text{mp}(j) - Z_i^\text{mp}(j))},
\]

and the right-hand side is defined to be zero when the denominator is zero. Then, we have \(\hat{w}_i = \hat{w}_{i_{1D}}\).

With this recursive structure in mind, we construct the probability tree as follows: we index the root node by 0 and the nodes at depth \(j \in [D]\) by \(i_{j1}\) in a standard manner, assign the weight \(\hat{w}_{i_{j1}}\) to each edge \((i_{j1-1}, i_{j1})\), and assign to each node \(i_{j1}\) the product of the weights of the edges on the path from the root to \(i_{j1}\). Then, by recursively computing the weights of the nodes on this weighted tree, we can obtain \(W_{\text{aug}}\) (Fig. 2). Algorithm 1 summarizes the procedure of the proposed method.

To reduce the computation cost, we specify a threshold \(\theta \in (0, 1)\), and we prune the branches once the node weight becomes lower than \(\theta\) along the course of the recursive computation. Since the edge weights satisfy \(\sum_{j=1}^{D} \hat{w}_{i_{j1}} \geq 0\) for each \(i_{j1}, j \in [D]\), the node weight \(\hat{w}_{i_{j1}}\) is monotonically decreasing in \(j\). Therefore, the above pruning procedure only discards the nodes for which \(\hat{w}_i < \theta\). The worst-case computational complexity of Algorithm 1 is \(O(n^D)\) (see Appendix D), and it is important in future work to explore how to effectively reduce the computation complexity. Apart from the pruning procedure, to reduce the computation time by taking advantage of the probability-tree structure, one may well consider employing heuristic top candidate search methods such as beam search \([27]\) or stochastic optimization methods such as stochastic gradient descent \([15]\) Section 5.9].
Algorithm 1 Proposed method: ADMG data augmentation

Input: Training data $D$, ADMG $\hat{G}$, coefficient $\lambda \in [0, 1]$, regularization functional $\Omega$, pruning threshold $\theta \in [0, 1)$, hypothesis class $\mathcal{F}$, kernel functions $\{K^j\}_{j=1}^D$, loss function $\ell$.

1: function $\text{FillProbTree}(D, \hat{G}, \theta, \{K^j\}_{j=1}^D)$
2: for $j \in [D]$
3:   for $i_{j-1} \in [n]^{j-1}$
4:      for $i_j \in [n]$
5:         $\hat{w}_{i_{j-1}, i_j} \leftarrow \hat{w}_{i_{j-1}} I[\hat{w}_{i_{j-1}} \geq \theta]$
6:      $\hat{w}_{i_{j-1}} \leftarrow \hat{w}_{i_{j-1}, i_j} \cdot \hat{w}_{i_{j-1}}$
7: return $W_{\text{aug}} := \{\hat{w}_{i_{j-1}} I[\hat{w}_{i_{j-1}} \geq \theta] \}_{i_{j-1} \in [n]^{j-1}}$
8: Let $W_{\text{aug}} = \text{FillProbTree}(D, \hat{G}, \theta, \{K^j\}_{j=1}^D)$.
9: Let $\hat{R}(f) := \sum_{i \in [n]} \hat{w}_i \cdot \ell(f, z_i)$.
10: Let $\hat{R}_\theta(f) := (1 - \lambda) \hat{R}(f) + \lambda \hat{R}_{\text{aug}}(f) + \Omega(f)$.

Output: $\hat{f} \in \arg \min_{f \in \mathcal{F}} \hat{R}_\theta(f)$: the predictor.

4 Theoretical Justification

In this section, we provide a theoretical justification of the proposed method in the form of an excess risk bound, under the assumption that the CG is perfectly estimated. The goal here is to elucidate how the proposed data augmentation procedure facilitates statistical learning from a theoretical perspective. We focus on the case that $\mathbb{Z}^j = \mathbb{R}$ for all $j \in [D]$. Select $\mathcal{F}$ and $h = (h^1, \ldots, h^D) \in \mathbb{R}_+^D$, and define $K^j(u) := |\det H_j| K^j(H_j^{-1} u)$, where $H_j := \text{diag}(h^{-mp(j)})$ is a diagonal matrix with elements $h^{-mp(j)}$.

For function classes, we quantify their complexities using the Rademacher complexity.

**Definition 1** (Rademacher complexity). Let $q$ denote a probability distribution on some measurable space $X$. For a function class $\mathcal{F} \subset \mathbb{R}^N$, define

$$\text{Rad}_{m, q}(\mathcal{F}) := \mathbb{E}_{X \sim q} \sup_{f \in \mathcal{F}} \left| \frac{1}{m} \sum_{i=1}^m \sigma_i f(X_i) \right|,$$

where $\{\sigma_i\}_{i=1}^m$ are independent uniform $\{\pm 1\}$-valued random variables, and $\{X_i\}_{i=1}^m \overset{i.i.d.}{\sim} q$.

To state our result, let us define the set of marginalized functions and that of the shifted kernel functions as

$$\mathcal{L}^j := \{f \in \mathcal{F}, (z^1, \ldots, z^{j-1}, \cdot) : (z^1, \ldots, z^{j-1}) \in \mathbb{Z}^{[1:j-1]} \},$$

$$\mathcal{K}^j_H := \{K^j(z^{mp(j)} - (\cdot)) : z^{mp(j)} \in \mathbb{Z}^{mp(j)} \},$$

where the integration is over $\mathbb{Z}^{[j+1:D]}$. 

Figure 2: Probability tree to compute the weights of the augmented instances. At each depth $j$, the index $i_j$ is selected and the weight is updated as $\hat{w}_{i_{j-1}} \leftarrow \hat{w}_{i_{j-1}, i_j} \cdot \hat{w}_{i_{j-1}, i_j}$.
Theorem 2 (Excess risk bound). Let \( \hat{f} \in \arg\min_{f \in \mathcal{F}} \mathbb{E}[R_{\text{aug}}(f)] \) and \( f^* \in \arg\min_{f \in \mathcal{F}} \mathbb{E}[R(f)] \), assuming both exist. Assume \( \mathcal{G} = \mathcal{G}_0 \) and also assume that \( Z^j \subset \mathbb{R} \) is compact. Let \( p_{\text{mix}}(j) \) and \( p_{\text{mix}}(j) \) denote the marginal density of \( Z_{\text{mix}}(j) \) and the joint density of \( (Z^j, Z_{\text{mix}}(j)) \), respectively, and assume \( p_{\text{mix}}(j) \) and \( p_{\text{mix}}(j)(z^j, \cdot) \) (\( z^j \in Z^j \)) have extensions to the entire \( \mathbb{R}^{\text{mix}(j)} \) belonging to \( \Sigma(\beta, L) \), where \( \Sigma(\beta, L) \) denotes the Hölder class of functions, \( \beta > 1 \), and \( L > 0 \). Define

\[
R_H := \sum_{j=1}^{D} \left( \max_{f \in \mathcal{F}(j)} h_j \right)^\beta, \quad R_K := \sum_{j=1}^{D} |\det H_j| \text{Rad}_{n,p}(K_j^j),
\]

\[
R_{F,K} := \sum_{j=1}^{D} |\det H_j| \text{Rad}_{n,p}(\mathcal{L}_f^{j} \otimes K_j^j).
\]

Under additional assumptions on the boundedness and smoothness of the kernels and the underlying densities (see Theorem 2 in Appendix C.2), there exist \( C_1, C_p, C_2, C_3, C_4 > 0 \) depending on the boundedness and the smoothness of \( p, \ell, (K^j)_{j=1}^{D} \), and \( H \), such that for any \( \delta \in (0, 1) \), we have with probability at least \( 1 - \delta \),

\[
R(\hat{f}) - R(f^*) \leq C_1 R_H + C_p + C_2 R_K + C_3 R_{F,K} + C_4 \sqrt{\frac{\log(4D/\delta)}{2n}}.
\]

A proof is provided in Appendix C.2. Note that the existence of a smooth extension is satisfied by, e.g., a truncated version of a smooth density on \( \mathbb{R}^{\text{mix}(j)} \).

Implications. Theorem 1 implies that the proposed method contributes to statistical learning by reducing the apparent complexity of the hypothesis class at the cost of introducing the additional complexity and bias arising from the kernel approximations. In the interest of space, we provide a formal assessment of this complexity reduction effect in Proposition 2 in Appendix C.3 under some additional Lipschitz-continuity assumptions. In the derivation of Proposition 2, indicating the complexity reduction effect, the fact that \( \mathcal{L}_f^{j} \) consists of univariate functions is critical. In Section 5.3 we empirically confirm that the complexity reduction effect is worth the newly introduced bias and complexity due to the kernel approximation in practice.

Scope of the analysis. It should be noted that the present theoretical guarantee only covers the case that the conditional independence assumptions implied by the CG are correct. The robustness of the proposed method to the conditional independence assumptions is an important area of research in future work.

5 Real-world Data Experiment

In this section, we report the results of the real-world data experiments to demonstrate the effectiveness of the proposed method in improving the prediction accuracy.

5.1 Experiment Setup

The goal of this experiment is to confirm that the proposed method contributes to the performance of the trained predictor, especially in the small-data regime. To investigate the performance improvement, we make a comparison between the two cases: training with and without the proposed device, using the same hypothesis class and the same training algorithm. To analyze the performance improvement in relation to the sample size, we vary the fraction of the data used for training the predictor and compare the performances of the proposed method and that of the baseline without a device. For further details omitted here for the space limitation, please refer to Appendix B.3.

Data sets. We employ 6 data sets for the experiment, namely Sachs [2], GSS [3], Boston Housing [28], Auto MPG [29], White Wine [30], and Red Wine [30]. Table 1 summarizes these data sets. The Sachs data and the GSS data are accompanied by the ADMGs obtained from domain experts (Fig. 3(b) and Fig. 3(a), respectively), and hence we use them in the experiment. For the other data sets, we first perform DirectLiNGAM [13] on the entire data set to obtain the estimated CGs, simulating a situation that we have background knowledge from domain experts. Since DirectLiNGAM
Table 1: Summary of Data Sets (NAME: name of the data set, #VAR: number of variables in the data set, #OBS: number of observations, GRAPH: CG used for the proposed method, Consensus: consensus network (Fig. 3(b)), Domain: domain knowledge of the status attainment model (Fig. 3(a)), LiNGAM: CG is estimated by performing DirectLiNGAM on the entire data set).

| NAME     | #VAR | #OBS | GRAPH     |
|----------|------|------|-----------|
| Sachs    | 11   | 853  | Consensus |
| GSS      | 6    | 1380 | Domain    |
| Boston Housing | 14   | 506  | LiNGAM    |
| Auto MPG | 7    | 392  | LiNGAM    |
| White Wine | 12   | 4898 | LiNGAM    |
| Red Wine | 12   | 1599 | LiNGAM    |

produces DAGs, the CGs used in this experiment are DAGs except for the case of GSS data set which is accompanied by an ADMG produced by domain experts (Fig. 3(b)).

**Predictor model class.** We employ the gradient boosted regression trees \[14,31\] as the predictor model class. The hypothesis class consists of the convex combinations of binary regression trees with at most \(M\) leaves:

\[
\mathcal{T}_{M,K} := \left\{ \sum_{k=1}^{K} \alpha^k w_k^{h(c)} : \alpha \in \Delta_K, T_k \in [M], w_k \in \mathbb{R}^T, h_k \in \mathcal{T}_{T_i} \right\},
\]

where \(M, K \in \mathbb{N}\), \(\mathcal{T}_T\) represents the set of binary tree structures mapping \(X\) to \([T]\), and \(\Delta_K\) is the \((K-1)\)-dimensional probability simplex. The loss function is the squared error \(\ell(f, Z) = (Y - f(X))^2\) where \(Y = Z^p\) and \(X = Z^{[D\setminus\{j\}]}\), and the regularization function is \(\Omega(f) = \sum_{k=1}^{K} \frac{\rho}{2} \| w_k \|^2 (\rho > 0)\). We fix \(M = 64\) and search the number of boosting rounds \(K\) in \([10, 50, 250, 1250]\) and the \(\ell_2\)-regularization coefficient \(\rho\) in \([1, 10, 100, 1000]\). The hyper-parameters are selected by the grid-search based on 3-fold weighted cross-validation. Note that, for the proposed method, we perform cross-validation on the union of the original training data and the augmented data with the weights adjusted by \(\lambda\), namely \(\mathcal{D} \cup \mathcal{D}_{\text{aug}}\) with weights \((1-\lambda)\mathcal{W}_{\text{orig}} \cup \lambda\mathcal{W}_{\text{aug}}\) where \(\mathcal{W}_{\text{orig}} = (\frac{1}{n}, \ldots, \frac{1}{n})\).

**Configurations of the proposed method.** We select \(h = (h^1, \ldots, h^D) \in \mathbb{R}^D\) and use the product kernel \(K^j(x - y) := \prod_{j \in \text{mp}(j)} \frac{1}{h^j} K^j_{\rho} \left(\frac{x^j - y^j}{h^j}\right)\) for the proposed method. For each \(j' \in \text{mp}(j)\), if the variable is continuous (i.e., \(\mathcal{Z}_j = \mathbb{R}\)), we use the Gaussian kernel \(K^j_{\rho}(x - y) := (2\pi)^{-1/2} \exp\left(-\frac{1}{2}(x^j - y^j)^2\right)\). Otherwise, i.e., if the variable is discrete, we use the identity kernel \(K^j_{\rho}(x - y) := 1[x = y]\) and \(h^j = 1\). For the Gaussian kernels, we select the kernel bandwidth \(h^j\) based on Silverman’s rule-of-thumb [32] pp.45–47]. In the experiment, we fix \(\lambda = .5\) throughout all runs and find that it yields reasonable performances in all data sets.

**Compared methods.** We compare the performances of the proposed method and the naive baseline method without a device:

\[
\hat{f} \in \arg \min_{f \in \mathcal{F}} \mathbb{E}[\mathcal{L}(\hat{f}) + \Omega(f)].
\]

In Section 5.2 where we report the results, the two methods are referred to as Proposed and Baseline, respectively.

**Evaluation procedure.** The prediction accuracy is measured by the mean squared error (MSE). For each data set, we randomly subsample a fraction of the data as the training set and use the rest as the testing set. The fraction of the training set is varied in \([.1, .15, \ldots, .85]\). For each training set fraction, random train-test splits are performed 20 times. Subsequently, for each split, Proposed and Baseline are trained on the training set, and then evaluated on the testing set. We report the average performances as well as the standard errors over the 20 runs for each training set fraction.

### 5.2 Results

Fig. 4 shows the experimental result. We observe a consistent performance improvement in most of the data sets. For the data sets for which the domain knowledge CG is provided (i.e., Sachs and GSS), we can see clear relative improvement
(a) Reference graph for Sachs data. (b) Reference graph for GSS data.

Figure 3: Reference CGs for the data sets used in our experiments. (a) Consensus graph in Sachs et al. [2]. (b) Domain-knowledge graph based on the status attainment model [33].

ranging from 3% to 7% on average, especially in the small-data regime where approximately 10–40% is the training set fraction. In the other data sets without the background knowledge, relatively little improvement is observed except in the small-data regions of Red Wine and White Wine, where up to 4% relative improvement on average is observed. The lack of relative improvement in the majority of these cases emphasizes the importance of having accurate domain knowledge in the proposed approach, and it motivates the development of effective causal discovery methods. In the White Wine data, the proposed method coincides with the baseline in the larger-data region as the augmentation did not effectively take place due to the adaptive bandwidth that is narrowed according to the sample size. For supplementary figures visualizing the average relative improvements, see Appendix B.5.

Figure 4: Illustration of the experimental results. In all figures, the horizontal axis is the varied size of the training data before augmentation, and the vertical axis is the performance metric (MSE; the lower the better). The markers and the lines indicate the average over the 20 independent runs, and the shades are drawn for the width of the standard errors both above and below the lines. The proposed method shows a consistent improvement over the naive baseline based on the empirical risk minimization with the same hypothesis class, particularly in the small-data regime.
6 Related Work and Discussion

In this section, we explain the context of the paper in relation to existing work.

6.1 CGMs and Predictive Modeling

Variable selection in a single-distribution setting. The background knowledge encoded in a CG can be used for variable selection by identifying a Markov boundary of the target variable. Here, \( \text{mb}(j) \subset [D] \) is called a Markov blanket of \( j \) if \( Z' \) is conditionally independent of all the other variables given \( Z^{\text{mb}(j)} \). If, moreover, \( \text{mb}(j) \) is minimal, i.e., if none of its proper subsets are Markov blankets, it is called a Markov boundary (MB). Under certain assumptions, the MB of a target variable is known to be the minimal set of variables with optimal predictive performance \([10]\). For a recent comprehensive review on MB estimation, see Yu et al. \([9]\). The present paper is orthogonal to this line of work. In fact, the CGs can encode more information than a specification of the Markov boundary of the predicted variable; for example, consider the CG \( X_1 \leftarrow Y \rightarrow X_2 \) where \( Y \) is the target variable and \((X_1, X_2)\) are the predictors. In this case, the Markov boundary of \( Y \) is \((X_1, X_2)\), and hence the variable selection does not reduce the number of the predictors. On the other hand, the proposed method still leverages the factorization structure of the data distribution entailing the CG. In practice, the two approaches can be combined straightforwardly. In our experiments, we do not perform variable selection using the data regarding the possibility that the obtained CGs are inaccurate.

Variable selection in distribution-shift setting. Another line of research is concerned with making predictions under distribution shift and leverage feature selection based on causal background knowledge or causal discovery. Magliacone et al. \([34]\) considered the case that a distribution shift is due to intervention in some variables, and they proposed a method to perform domain adaptation by identifying a set of variables that is likely to perform well regardless of the intervention. Rojas-Carulla et al. \([35]\) assume that if the conditional distribution of the predicted variable given some subset of features is invariant across different distributions, then this conditional distribution is the same in the target distribution for which one wants to make good predictions, and leveraged it to find the set of variables for which the relation to the target variable does not change. The present paper is complementary to this line of work since our goal is to make good predictions in a single fixed distribution.

Regularization and model selection. Kyono et al. \([36]\) proposed a model selection criterion that can reflect the structure of a CG. The goal of Kyono et al. \([36]\) is domain generalization and out-of-distribution prediction, i.e., making good predictions under a distribution shift without access to any samples from the target distribution or making good predictions for the data that is outside the support of the training data distribution. To achieve it, given a DAG as prior knowledge, Kyono et al. \([36]\) first modify it so that the edges coming out of the target variable are removed. Then, to score the predictor model candidates, it generates a data set whose predicted variables are replaced by the predictions of the model and computes the Bayes Information Criterion (BIC) that evaluates the fitness of the modified DAG structure to the generated data set. Another approach for using the background knowledge of a CG is the CASTLE regularization \([37]\). CASTLE regularization regularizes a neural network while performing the CG discovery as an auxiliary task. The method imposes a reconstruction loss using the internal layers of the predictor implemented by neural networks under a DAG constraint. The present paper is orthogonal to these researches and can be straightforwardly combined in practice. Also note that our method has a theoretical justification while Kyono et al. \([36]\) provided no theoretical justifications.

Inference under specific CGs. Under some specific problem settings with known specific underlying CGs, methods to take advantage of the prior knowledge have been developed. For example, in the instance weight estimation for episodic reinforcement learning, methods to perform state simplification based on the CGs have been proposed \([8, 38]\). Schölkopf et al. \([39]\) considered removing systematic errors using half-sibling regression inspired by the CG of the observation mechanism found in the exoplanet search. Pitis et al. \([40]\) proposed a method to enhance the sample efficiency in reinforcement learning (RL) by a procedure to exchange the realizations of the variables within the (conditionally) disconnected components in the CG of the Markov decision process of specific RL instances. This line of work and the present work are complementary in that our approach is widely applicable to general ADMGs whereas these analyses have the potential to exploit the characteristics of the specific problem setups.

Causal bootstrapping. Recently, Little et al. \([41]\) proposed causal bootstrapping, a weighted bootstrap-type algorithm that is relevant to our method. While methodologically, both the present paper and Little et al. \([41]\) can be seen to be based on kernel-type function estimators \([20, 21, 24]\) and CGs \([1]\), the two works are complementary in that the problem setups differ. Causal bootstrapping of Little et al. \([41]\) aims at mitigating the performance degradation due to a distribution shift arising from an intervention, and it uses kernel-type function estimators to simulate sampling from an
Interventional distribution. On the other hand, we investigate the performance improvement yielded from using the background knowledge of a CG in a scenario without a distribution shift.

Constructing probabilistic graphical models. Evans et al. [42] provided a smooth parametrization of the set of distributions that are Markov with respect to an ADMG $\mathcal{G}$ in the binary case: $\tilde{Z}^j = \{0, 1\}$ ($j \in [D]$). Complementarily, for the case of $\tilde{Z}^j = \mathbb{R}$ ($j \in [D]$), Silva et al. [43] proposed the construction of flexible probability models that are Markov with respect to a given ADMG. Similarly, in the case that the ADMG has no bi-directed edges, constructing a Bayesian network by specifying the conditional distributions appearing in the Markov factorization (Eq. (1)) is one natural way to exploit this prior knowledge [12]. This approach has the limitation that it inevitably restricts the modeling choice, e.g., the constructed predictor is a generative model as opposed to a discriminative model [13, Chapter 24], whereas our approach has the virtue of being model-agnostic.

6.2 Causal Discovery and Transfer Learning

Our method provides a channel through which an estimated CG can be used for enhancing the predictive modeling. In this sense, the proposed method can serve as a transfer learning method under a transfer assumption of common CG, i.e., an assumption that one is given many samples from another distribution sharing the same CG with the distribution for which we want to make the predictions. Under such an assumption, one may first estimate the ADMG using causal discovery methods to estimate the Markov equivalence class of ADMGs expressed as a partial ancestral graph (PAG) [44], e.g., the fast causal inference (FCI) algorithm [44, 45], enumerate the ADMGs in the equivalence class (e.g., by the Pag2admg algorithm; [46]), select a plausible candidate ADMG that is concordant with the domain knowledge, and apply the proposed method. Such an assumption of a common causal mechanism has been exploited in recent work of causal discovery [47, 49] and transfer learning [34, 50, 51], and it is based on a common belief that a causal mechanism remains invariant unless explicitly intervened in [52].

6.3 CGMs and Efficient Estimation

Our method could be also seen as a method to perform sample-efficient inference given a CG. In the existing work, the knowledge of a CG has been used for deriving efficient estimators for identifiable causal estimands [1] such as the interventional distributions [53, 54] or the average causal effect [18]. For instance, Jung et al. [53] and Jung et al. [54] derived expressions of efficient estimators of the identifiable interventional distributions given an ADMG and a PAG, respectively, by leveraging the knowledge of the CG in the double/debiased machine learning [55] framework. Another line of research provided graphical criteria for selecting the efficient adjustment sets, the set of covariates to be adjusted for producing a valid estimator of a causal effect with the minimal asymptotic variance [56–59]. Our goal differs from the goals of these lines of research; we are interested in improving the sample efficiency of training the predictor whereas they aimed to improve the sample efficiency of causal inference. Nevertheless, it is an interesting direction of future research to elucidate whether the proposed method is optimally efficient in estimating the risk functional given the CG.

7 Conclusion

In this paper, we proposed a general method for exploiting the causal prior knowledge in predictive modeling. We theoretically provided an excess risk bound indicating that the proposed method has a complexity reduction effect that mitigates overfitting while it introduces additional complexity and bias arising from the kernel approximations. Through the experiments using real-world data, we demonstrated that the proposed method consistently improves the predictive performance especially in the small-data regime, which implies that the complexity reduction effect is worth the newly introduced bias and complexity in practice. Important areas in future work include incorporating the equality constraints imposed by an ADMG but not captured by the topological ADMG factorization and handling more relaxed assumptions such as those expressed as PAGs.
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Appendices

Table 2 summarizes the abbreviations and the symbols used in the paper. For notation simplicity, when $\mathbb{Z}^j$ is a finite set, we identify it with $\mathbb{Z}/m\mathbb{Z}$ where $m$ is the cardinality of $\mathbb{Z}^j$, to justify the subtractions inside the kernel functions.

### Table 2: Abbreviations and Symbols in the Paper.

| ABBREVIATION / SYMBOL | DESCRIPTION |
|-----------------------|-------------|
| CG/CGM | Causal Graph / Causal Graphical Model |
| ADMG | Acyclic Directed Mixed Graph |
| DAG/PAG | Directed Acyclic Graph / Partial Ancestral Graph |
| MSE | Mean Squared Error |
| $\mathbb{R}, \mathbb{R}_{\geq 0}, \mathbb{R}_{\leq 0}, \mathbb{Z}, \mathbb{Z}_{\geq 0}, \mathbb{N}$ | Set of all real numbers, nonnegative real numbers, positive real numbers, integers, nonnegative integers, and positive integers. |
| $\mathbb{1}[A]$ | Indicator function, i.e., $1$ if $A$ holds true and $0$ otherwise. |
| $X \perp Y \mid Z$ | $X$ and $Y$ are conditionally independent given $Z$. |
| $\perp$ | Disjoint union of sets. |
| $\text{diag}((x_1, \ldots, x_d))$ | Diagonal matrix with diagonal elements $(x_1, \ldots, x_d)$ ($d \in \mathbb{N}$). |
| $\|\cdot\|, \|\cdot\|_{\text{op}}, \|\cdot\|_{\text{vec}}, \text{det}$ | Euclidean norm of a vector, the operator norm of a matrix, the supremum norm of a function, and the determinant of a matrix. |
| $\lfloor \cdot \rfloor$ | $\lfloor a \rfloor := \max\{z \in \mathbb{Z} : z \leq a\}$ for $a \in \mathbb{R}$. |
| $\delta_z$ | Dirac’s delta function centered at $z$ (e.g., [25] Section E.4.1)). |
| $\Delta_K$ | $(K - 1)$-dimensional probability simplex [60] Example 2.5. |
| $[N : M], [N]$ | $[N : M] := \{N, N + 1, \ldots, M\}$ and $[N] := \{1, \ldots, N\}$, where $N, M \in \mathbb{N}$ and $N \leq M$. |
| $x^\prec$ | $x^\prec := (x^1, \ldots, x^s)$ where $x = (x^1, \ldots, x^n)$ is an $n$-dimensional vector and $S = \{s_1, \ldots, s_S\} \subset [n]$ with $s_1 < \cdots < s_S$. |
| $[0] = \emptyset, \mathbb{R}^0 := \{0\}, x^0 = 0, [N]_0 := \{0\}$ | Conventions used in the paper. |
| $D \in \mathbb{N}$ | Overall data dimensionality (with $X$ and $Y$ combined). |
| $\mathbb{Z} = \prod_{i=1}^D \mathbb{Z}_i$ | Overall data space (without distinguishing $X$ and $Y$). |
| $\mathcal{X} = \prod_{i=1}^D \mathbb{Z}_i^j, \mathcal{Y} = \mathbb{Z}_i^j$ | Input variable space and target variable space. |
| $p$ | Rademacher complexity of a function class. |
| $\text{Rad}_{\text{emp}}$ | Hypothesis set. |
| $\mathcal{F} \subset \mathcal{Y}^\mathcal{X}$ | Loss function. |
| $\ell : \mathcal{F} \times \left(\mathcal{X}_D \times \mathbb{Z}_i^j\right) \to \mathbb{R}$ | Risk functional for $f \in \mathcal{F}$. |
| $D = \{\mathbb{Z}_i\}_{i=1}^n$ | Independently and identically distributed sample from $p$. |
| $\mathcal{G} = (\mathcal{D}, \mathcal{E}, \mathcal{B}), \widehat{\mathcal{G}} = (\mathcal{D}, \mathcal{E}, \widehat{\mathcal{B}})$ | Underlying ADMG for which $p$ satisfies the topological ADMG factorization and its estimator. |
| $\text{dis}(\cdot), \text{pa}(\cdot), \text{mp}(\cdot)$ | District, parents, and Markov pillow of vertex $j \in [D]$. |
| $p_{\text{joint}}, p_{\text{mp}(\cdot)}, p_{\text{mp}(\cdot)}$ | Conditional density of $Z_j$ given $Z_{\text{mp}(\cdot)}$, the joint density of $(Z_j, Z_{\text{mp}(\cdot)})$, and the marginal density of $Z_{\text{mp}(\cdot)}$. |
| $K^j : \mathbb{Z}_i^j \to \mathbb{R}$ | Kernel function (we define $K^j := 1$ if $\text{mp}(\cdot) = \emptyset$). |
| $Z_i$ | Augmented data set and the instance weights. |
| $\mathcal{D}_{\text{aug}} := \{Z_i\}_{i \in [n]}^\rho, \mathcal{W}_{\text{aug}} := \{W_i\}_{i \in [n]}^\rho$ | Ordinary empirical risk estimator and the proposed risk estimator. |
| $\hat{\mathcal{R}}_{\text{emp}}, \hat{\mathcal{R}}_{\text{aug}}$ | Regularization term for $f \in \mathcal{F}$. |
| $\lambda \in [0, 1]$ | Convex combination coefficient used in $(1 - \lambda)\hat{\mathcal{R}}_{\text{emp}}(f) + \lambda \hat{\mathcal{R}}_{\text{aug}}(f) + \Omega(f)$. |
| $K^j, \theta$ | Component of the product kernel $K^j$ for $f \in \text{mp}(\cdot)$. |
| $\theta$ | Pruning threshold of the small weights in Algorithm 1.
A Preliminaries on ADMG

Given an ADMG $G$ with the vertex set $V$ and topological order $\preceq$, we use the following terminologies [18].

**District.** For $v \in V$, define $\mathcal{b}(v)$ as the collection of $v' \in V$ that is connected to $v$ via a bi-directed path.

**Parents.** For a subset $A \subset V$, we define its parents as $\mathcal{p}(A) := \bigcup_{v \in A} \mathcal{p}(v) \setminus A$ where $\mathcal{p}(v)$ denotes the parent of $v$ in the usual sense.

**Markov pillow.** For $v \in V$, define $G_{\leq v}$ to be the subgraph of $G$ that is composed of only the vertices that precede $v$. Then, the Markov pillow of $v \in V$ is $\mathcal{m}(v) := \mathcal{b}(v) \cup \mathcal{p}(\mathcal{b}(v)) \setminus \{v\}$ in $G_{\leq v}$. Throughout the paper, we use the fact that $\mathcal{m}(v)$ consists only of variables that are precedent to $v$.

B Experiment Details

Here, we describe the implementation details of the experiment. The experiment was implemented using the hydra package of Python [61]. All experiments were carried out on a 2.60 GHz Intel® Xeon® CPUs with 132 GB memory.

Our experiment code can be found at [https://github.com/takeshi-teshima/incorporating-causal-graphical-prior-knowledge-into-predictive-modeling-via-simple-data-augmentation](https://github.com/takeshi-teshima/incorporating-causal-graphical-prior-knowledge-into-predictive-modeling-via-simple-data-augmentation)

B.1 Data Set details

Following are the data acquisition procedures, the sample sizes, the variable definitions, and the preprocessing procedures used in our experiment. In all the data sets, after preprocessing as described below, we independently normalized each variable as a final preprocessing step.

**Sachs data** [2]. This data set consists of continuous measurements from the flow cytometry of proteins and phospholipids in human immune system cells. The consensus graph is provided in Sachs et al. [2] based on the conventionally accepted cellular signaling networks (Figure 3(a)). Among the eight data sets corresponding to different intervention conditions [2], we use the one that is observational, i.e., without any interventions. The data set contains 853 observations of 11 variables, namely Raf, Mek, Pleg, PIP2, PIP3, Erk, Akt, PKA, PKC, P38, and Jnk. Among these, for demonstration purposes, we considered PKA as the target attribute. As preprocessing, we log-transformed Raf, Mek, and PKA.

**GSS data** [3]. This data set is concerning the status attainment theory in sociology. This data set is originally part of the General Social Survey (GSS) and we used a subset of the data that was previously used in the causal discovery literature [3]. The reference graph is based on domain knowledge of the status attainment model (Figure 3(b)). The acquired data set consists of 1380 observations of 6 variables, namely $x_1$: father’s occupation level, $x_2$: son’s income, $x_3$: father’s education, $x_4$: son’s occupation, $x_5$: son’s education, and $x_6$: the number of siblings. We consider $x_4$ as the target variable.

**Boston Housing data** [28]. This data set is concerning the house prices in Boston, and the objective is to predict the prices of the house from its attributes. We acquired the data from [https://github.com/adityatiwari13/Boston_Dataset](https://github.com/adityatiwari13/Boston_Dataset). The acquired data set consists of 506 observations of 13 variables, namely CRIM, ZN, INDUS, CHAS, NOX, RM, AGE, DIS, RAD, TAX, PTRATIO, B, LSTAT, and MEDV. The objective is to predict the value of prices of the house, i.e., MEDV, using the given features.

**Auto MPG data** [29]. This data set concerns the city-cycle fuel consumption in miles per gallon (MPG). We acquired the data from [https://archive.ics.uci.edu/ml/datasets/Auto+MPG](https://archive.ics.uci.edu/ml/datasets/Auto+MPG). The acquired data set consists of 398 observations of 9 variables, namely mpg, cylinders, displacement, horsepower, weight, acceleration, model year, origin, and car name. Among these, we discard origin and car name, and we consider mpg as the predicted variable.

**White Wine data** [30]. This data set is concerning the prediction of wine quality from its physicochemical attributes. We acquired the data from [https://archive.ics.uci.edu/ml/datasets/wine+quality](https://archive.ics.uci.edu/ml/datasets/wine+quality) The acquired data set consists of 4898 observations of 12 variables, namely fixed acidity, volatile acidity, citric acid, residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, pH, sulphates, alcohol, and quality. Among the variables, we consider the quality variable as the target.

**Red Wine data** [30]. This data set is concerning the prediction of wine quality from its physicochemical attributes. We acquired the data from [https://archive.ics.uci.edu/ml/datasets/wine+quality](https://archive.ics.uci.edu/ml/datasets/wine+quality) The acquired data set consists of 1599 observations of 12 variables, namely fixed acidity, volatile acidity, citric acid, residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, pH, sulphates, alcohol, and quality. Among these, we consider the quality variable as the target.

---

4https://gss.norc.org/
B.2 Predictor model details

For the implementation of the predictor model, we employed the xgboost library of Python \cite{31}. See Chen et al. \cite{31} for the optimization method and the other details.

B.3 Proposed method implementation details

For continuous variables, we compute the kernel bandwidths as follows. We first specify the bandwidth temperature \( \gamma > 0 \) as a hyper-parameter. Then we calculate the rule-of-thumb bandwidth \( h_j^{\text{thumb}} \) for each \( j \in [D] \) using the training data \( \{Z_i\}_{i=1}^n \). Finally, we set \( h_j = \gamma \cdot h_j^{\text{thumb}} \). In the experiment, we fix \( \gamma = 10^{-3} \) throughout all runs.

For the rule-of-thumb kernel bandwidth, we employed Silverman’s rule-of-thumb \cite{32} pp.45–47, Equations (3.28) and (3.30) therein implemented in the statsmodels package of Python \cite{62}, namely, \( h_j^{\text{thumb}} = \left( \frac{4}{3} \right)^{1/5} An^{-1/5} \) where \( A = \min(\hat{\sigma}, \text{IQR}/1.349) \), \( \hat{\sigma} \) is the square root of the unbiased estimator of the variance, and IQR is the interquartile range.

For the pruning threshold, we use \( \theta = 10^{-3} \cdot n^{-1} \).

B.4 Causal Discovery Method Configuration

We perform DirectLiNGAM \cite{33} on the data sets to simulate a situation where we have access to domain knowledge. As the independence measure used in the DirectLiNGAM framework, we employ the pairwise likelihood ratio score \cite{63} that is based on a nonparametric approximation to the mutual information.

B.5 Supplementary experiment results

Figure\[2\] shows the average improvement achieved by the proposed method relative to the baseline without a device. The improvement in the small-data regime is consistently observed except in a few cases in the Auto MPG and the Boston Housing data. In the Boston Housing data set, the performance loss may be due to the failure of the CG estimation since the performance loss is magnified as the training set size is increased. In the Auto MPG data, the performance degradation for the smallest training set fraction may be due to the additional complexity and bias introduced by the kernel approximation.

C Details and Proof of the Theoretical Analysis

C.1 Notation and Problem Setup

**Basic notation.** Let \( \mathbb{R} \) denote the set of real numbers, \( \mathbb{N} \) that of positive integers, \( \mathbb{R}_{\geq 0} \) that of positive real numbers, \( \mathbb{Z} \) that of integers, and \( \mathbb{Z}_{\leq 0} \) that of non-negative integers. For \( (x_1, \ldots, x_k) \in \mathbb{R}^k \), \( \text{diag}(x_1, \ldots, x_k) \) denotes the diagonal matrix whose diagonal elements are \( x_1, \ldots, x_k \). For a vector, \( ||\cdot|| \) denotes its Euclidean norm. For a matrix, \( \text{det} \) denotes its determinant, and \( ||\cdot||_{op} \) its operator norm. For a function, \( ||\cdot||_{Lip} \) denotes its supremum norm over a suitable set of inputs when the domain is clear from the context. For a finite set, \( |\cdot| \) denotes its cardinality.

**Utility notation.** For \( n \in \mathbb{N} \), define \([n] := \{1, 2, \ldots, n\}\). For \( n, m \in \mathbb{N} \) with \( n \leq m \), define \([n : m] := \{n, n+1, \ldots, m\}\). For an \( n \)-dimensional vector \( \mathbf{x} = (x_1, \ldots, x_n) \) and \( S \subset [n] \), we let \( \mathbf{x}^S = (x_i)_{i \in S} \) denote its sub-vector with indices in \( S = \{s_1, \ldots, s_k\} \) with \( s_1 < \cdots < s_k \). Similarly, for \( j \in [n] \), we let \( \mathbf{x}^j := (\mathbf{x}^S \setminus \mathbf{x}_j) \). For \( S \subset [n] \), we also define \( \mathbf{Z}^S := \mathbf{X}_{\mathbf{X}^S} \mathbf{Z} \). To simplify the notation, we use the convention of \( \mathbb{R}^0 := \{0\} \), \( \mathbf{a}^0 = 0 \), and \( [n]^{-1} = \{0\} \).

**Distribution and sample.** Let \( D \in \mathbb{N} \). In this theoretical analysis, we assume that \( \mathcal{Z} \) is a measurable subset of \( \mathbb{R}^D \). We consider a probability distribution over \( \mathbb{Z} := \mathcal{X}^D \mathcal{Z} \) and let \( p \) denote its density function (assuming it exists). We are given \( \mathcal{D} = \{Z_i\}_{i=1}^n \), an independently and identically distributed sample from \( p \). Let \( \mathbb{E} \) denote the expectation with respect to \( p \). Additionally, we are given an ADMG \( \mathcal{G} = (\mathcal{D}, \mathcal{E}, \mathcal{B}) \). Let \( m(p) \subset [D] \) denote the Markov pillow of \( j \in [D] \). Throughout this section, we assume \( p \) satisfies the topological ADMG factorization relation according to \( \mathcal{G} \) \cite{18}.

\[
p(x) = \prod_{j=1}^D p_{j|m(p)}(x_j|x_{\text{mp}(j)}) = \prod_{j=1}^D p_{j|m(p)}(x_j|x_{\text{mp}(j)}) p_{m(p)}(x_{\text{mp}(j)})
\]

**Learning problem.** Let \( \mathcal{F} \) denote a hypothesis class, and let \( \ell : \mathcal{F} \times \mathbb{R}^D \to \mathbb{R}_{\geq 0} \) be a loss function. To simplify the notation, we define \( \ell_j := \ell(f, \cdot) \) and \( \mathcal{L}_j := \{\ell_j : f \in \mathcal{F}\} \). For each \( f \in \mathcal{F} \), we define the risk functional \( R(f) := \mathbb{E}[\ell_j(Z)] \). The learning problem is to find a hypothesis \( f \in \mathcal{F} \) for which \( R \) is small, given the training data \( \mathcal{D} \) and the graph \( \mathcal{G} \).
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Proposed method. For each \( j \in [D] \), we fix a kernel function \( K^j : \mathbb{R}^{[\text{in}]/j} \to \mathbb{R} \). For notation simplicity, we define \( K^j := 1 \) for \( j \) such that \( \text{mp}(j) = 0 \). We also fix \( h = (h^1, \ldots, h^D) \in \mathbb{R}_+^D \). Then, we define

\[
H_j := \text{diag}(h^\text{in}(j)), \quad K^j(u) := \frac{1}{|\det H_j|} K^j(H_j^{-1}u).
\]

For \( i = (i_1, \ldots, i_D) \) and \( z^{\text{mp}(j)} \in \mathbb{R}^{[\text{in}]/j} \), define

\[
\hat{w}_j(z^{\text{mp}(j)}) := \frac{K^j(z^{\text{mp}(j)} - Z^{\text{mp}(j)}_j)}{\sum_{i=1}^n K^j(z^{\text{mp}(j)} - Z^{\text{mp}(j)}_i)} I \left( \sum_{i=1}^n K^j(z^{\text{mp}(j)} - Z^{\text{mp}(j)}_i) \neq 0 \right)
\]

where \( i = (i_1, \ldots, i_D) \), \( z^{\text{mp}(j)} \in \mathbb{R}^{[\text{in}]/j} \). Then, we recursively define

\[
\hat{w}_{i_1} = 1, \quad \hat{w}_{i_{1:j}} = \hat{w}_{i_{1:j-1}} \cdot \hat{w}_{i_{j+1}} \quad (j \in [D], i_{1:j-1} \in [n]^{j-1}),
\]

where

\[
\hat{w}_{i_{1:k_{1:j-1}}} := \hat{w}_{j}(Z^{\text{mp}(j)}_{i_{1:k_{j-1}}}), \quad Z_{i_{1:j-1}} = \left(Z_{i_1}, \ldots, Z_{i_{j-1}}\right).
\]

Here, we use the convention \( Z^{\text{mp}(1)}_{i_{1:0}} := 0 \) to be consistent with the notation. Using this notation, for \( f \in \mathcal{F} \), define the augmented empirical risk estimator

\[
\hat{R}_{\text{aug}}(f) := \sum_{i \in [n]} \hat{w}_i f_j(Z_i).
\]

Target of the theoretical analysis. We aim to provide a stochastic upper bound on \( R(\hat{f}) - R(f^*) \), where

\[
\hat{f} \in \arg \min_{f \in \mathcal{F}} \hat{R}_{\text{aug}}(f), \quad f^* \in \arg \min_{f \in \mathcal{F}} R(f),
\]

assuming both exist.
Notation for stating the results. To state the main theorem, we use the following notation. For each \( j \in [D] \) and \( f \in F \), define
\[
\ell_{f,j} : \left( \frac{z}{\zeta} \right) \mapsto \int_{\mathbb{Z}_{D}^{j-1}} \ell_{f}(z) \left( \prod_{i=j+1}^{D} p_{i|\text{max}}(z_{i}|z_{\text{max}(i)}) \right) \, dz_{j+1} \ldots dz_{D}.
\]
Also define
\[
L_{f}^{j} := \{ \ell_{f,j}(z^{1}, \ldots, z^{j-1}, \cdot) : f \in F, (z^{1}, \ldots, z^{j-1}) \in \mathbb{Z}_{D}^{j-1} \},
\]
\[
\mathcal{K}_{m}^{f} := \{ K_{f}(z^{m}(-)) : z^{m} \in \mathbb{Z}_{D}^{m} \}.
\]
For simplicity, throughout this theoretical analysis, we assume that all quantities appearing in the proof satisfy sufficient measurability conditions.

C.2 Main Theorem

Here, we detail the assumptions, the statement, and a proof of Theorem 1.

C.2.1 Preliminaries

We use the following convenient multi-index notation (see, e.g., [64]).

**Definition 2** (Multi-index notation). For \( d \in \mathbb{N} \), we call a \( d \)-tuple \( \alpha = (\alpha_{1}, \ldots, \alpha_{d}) \in \mathbb{Z}_{0}^{d} \) multi-index. For a multi-index \( \alpha \), let \( |\alpha| := \sum_{j=1}^{d} \alpha_{j} \) and \( \alpha' := \prod_{j=1}^{d} \alpha_{j}! \), and \( x^{\alpha} = x_{1}^{\alpha_{1}} \cdots x_{d}^{\alpha_{d}} \) for \( x = (x_{1}, \ldots, x_{d}) \in \mathbb{R}^{d} \). Also, let \( \partial^{\alpha} \) denote the partial differential operator defined by
\[
\partial^{\alpha} = \frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \cdots \frac{\partial^{\alpha_{d}}}{\partial x_{d}^{\alpha_{d}}}.
\]

**Definition 3** (Convolution). Let \( d \in \mathbb{N} \) and \( \Omega \subset \mathbb{R}^{d} \) be a measurable subset. For continuous bounded functions \( f, g : \Omega \rightarrow \mathbb{R} \), we define a function \((f * g)_{\Omega} : \Omega \rightarrow \mathbb{R} \) by
\[
f_{\Omega} * g(x) := \int_{\Omega} f(x-y) g(y) \, dy.
\]
When \( \Omega = \mathbb{R}^{d} \), we drop \( \Omega \) from the notation and denote \( f * g \).

We define the following class of functions.

**Definition 4** (Hölder class). Let \( d \in \mathbb{N} \), \( \beta > 1 \), \( L > 0 \), and let \( \Omega \subset \mathbb{R}^{d} \) be an open subset. The \((\beta, L)\)-Hölder class \( \Sigma(\beta, L, \Omega) \) is defined as the set of \( \kappa = [\beta] \)-times continuously differentiable functions \( f : \Omega \rightarrow \mathbb{R} \) satisfying
\[
|\partial^{\alpha} f(x) - \partial^{\alpha} f(x')| \leq L \| x - x' \|^{\beta - k} \quad \text{for} \quad x, x' \in \Omega \text{ and } |\alpha| = k,
\]
where \( \alpha = (\alpha_{1}, \ldots, \alpha_{d}) \in \mathbb{Z}_{0}^{d} \) is a multi-index, and \( |\alpha| = \max \{ z \in \mathbb{Z} : z \leq a \} \) for \( a \in \mathbb{R} \). When \( \Omega = \mathbb{R}^{d} \), we also drop \( \mathbb{R}^{d} \) from the notation and denote \( \Sigma(\beta, L) \) when the dimension is clear from the context.

**Remark 1.** In the 1-dimensional case, a related analysis based on the notion of the Hölder class is presented in Section 1.2.3 of Tsybakov [65].

For function classes, we quantify their complexities using the Rademacher complexity.

**Definition 5** (Rademacher complexity). Let \( q \) denote a probability distribution on some measurable space \( X \). For a function class \( \mathcal{F} \subset \mathbb{R}^{X} \), define
\[
\text{Rad}_{\text{rad}}(\mathcal{F}) := \mathbb{E}_{q}[\mathbb{E}_{p} \left( \sup_{f \in \mathcal{F}} \left| \frac{1}{m} \sum_{j=1}^{m} \sigma_{j} f(X_{j}) \right| \right)]
\]
where \( m \in \mathbb{N} \), \( \sigma_{j} \) are independent uniform \( \{-1\} \)-valued random variables, and \( \{X_{j}\}_{j=1}^{m} \sim q \).

C.2.2 Assumptions

For simplicity, throughout this theoretical analysis, we assume that all quantities appearing in the proof satisfy sufficient measurability conditions.

**Assumption 1** (Boundedness assumptions). We assume that the following hold:

- **The loss function is bounded**, i.e., \( B_{f} := \sup_{f \in \mathcal{F}} \sup_{Z \in \mathbb{R}^{d}} |\ell(f, Z)| < \infty \).
Then, for any $\delta$ we prove the following theorem. Theorem 1 is obtained by changing Assumption 2 (Excess risk bound).

**Proof overview.** Our proof derives ideas from the literature on local empirical processes and kernel-type estimators, namely Einmahl et al. [24, 66] and Dony et al. [67]. Two elementary calculations are essential in the proof. The first one handles a difference between two ratios from above: for $A, B, C, D \in \mathbb{R}$ with $B, D \neq 0$,

$$\left| \frac{A}{B} - \frac{C}{D} \right| = \left| \frac{A}{B} - \frac{C}{B} + \frac{C}{B} - \frac{C}{D} \right| \leq \frac{1}{|B|} \left| A - C \right| + \frac{C}{|BD|} \left| B - D \right|.$$  

(5)
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**Proof of Theorem**

First, note

\[
R(\hat{f}) - R(f^*) = R(\hat{f}) - \hat{R}_{\text{aug}}(\hat{f}) + \hat{R}_{\text{aug}}(\hat{f}) - R(f^*) \leq R(\hat{f}) - \hat{R}_{\text{aug}}(\hat{f}) + \hat{R}_{\text{aug}}(f^*) - R(f^*) \leq 2 \sup_{f \in \mathcal{F}} |R(f) - \hat{R}_{\text{aug}}(f)|. \tag{*}
\]

For ease of notation, define \( \hat{p}_j(z'|z^{\text{mp}}) = \sum_{i=1}^n \delta_{\hat{f}_j}(z') \hat{w}_i(z^{'\text{mp}}) \) and temporarily denote \( p_k := p_{\text{mp}(k)} \). With this notation, \( \hat{R}_{\text{aug}}(f) = \int \ell_j(z) \prod_{j=1}^n \hat{p}_j(z'|z^{\text{mp}}) \diff z \). Then, applying the argument of Eq. (4), we have

\[
(*) \quad = \sup_{f \in \mathcal{F}} \int \ell_j(z) \prod_{j=1}^n p_j(z'|z^{\text{mp}}) \diff z - \int \ell_j(z) \prod_{j=1}^n \hat{p}_j(z'|z^{\text{mp}}) \diff z
\]

\[
\leq \frac{D}{\sup_{f \in \mathcal{F}} \int \ell_j(z) \prod_{j=1}^n p_j(z'|z^{\text{mp}}) \diff z - \int \ell_j(z) \prod_{j=1}^n \hat{p}_j(z'|z^{\text{mp}}) \diff z}.
\]

Now, for \( f \in \mathcal{F} \) and \( j \in [D] \), we define \( \ell_{k,j-1}^{\text{mp}} : z' \mapsto \ell_{j,f}(Z_{k,j-1}, z') \). Then, for each \( j \in [D] \), applying Lemma 5, we obtain

\[
(*) \quad = \sup_{f \in \mathcal{F}} \sum_{j=1}^n \cdots \sum_{j=1}^n \int \ell_{k,j-1}^{\text{mp}}(z') p_j(Z_{k,j-1}) \diff z - \sum_{j=1}^n \ell_{k,j-1}^{\text{mp}}(Z_j) \hat{w}_{(k,j-1)}
\]

\[
\leq \frac{1}{\sup_{f \in \mathcal{F}} \int \ell_{k,j-1}^{\text{mp}}(z') p_j(Z_{k,j-1}) \diff z - \sum_{j=1}^n \ell_{k,j-1}^{\text{mp}}(Z_j) \hat{w}_{(k,j-1)}}
\]

where we used that \( \{Z_{k,j-1}\}_{j=1}^n \subset Z^{\text{mp}} \) that follows from \( \{Z_i^{\text{mp}}\}_{i=1}^n \subset Z^{\text{mp}} \). Define

\[
r^j(f, z^{\text{mp}}) := \int f(z') p_{\text{mp}}(z') \diff z',
\]

\[
g^j(z^{\text{mp}}) := p_{\text{mp}}(z^{\text{mp}}),
\]

\[
\hat{r}^j(f, z^{\text{mp}}) := \frac{1}{n} \sum_{i=1}^n f(Z_i) K^j_{z^{\text{mp}}} - Z_i^{\text{mp}},
\]

\[
\hat{g}^j(z^{\text{mp}}) := \frac{1}{n} \sum_{i=1}^n K^j_{z^{\text{mp}}} Z_i^{\text{mp}} - Z_i^{\text{mp}}.
\]

Then, for each \( \ell_{k,j} \in \mathcal{L}_f \) and \( z^{\text{mp}} \in \mathcal{Z} \),

\[
(*) \quad \leq \frac{r^j(\ell_{k,j}, z^{\text{mp}})}{g^j(z^{\text{mp}})} \frac{\hat{r}^j(\ell_{k,j}, z^{\text{mp}})}{\hat{g}^j(z^{\text{mp}})} \quad \text{or} \quad \frac{\hat{r}^j(\ell_{k,j}, z^{\text{mp}})}{\hat{g}^j(z^{\text{mp}})} = \frac{r^j(\ell_{k,j}, z^{\text{mp}})}{g^j(z^{\text{mp}})} \frac{\hat{r}^j(\ell_{k,j}, z^{\text{mp}})}{\hat{g}^j(z^{\text{mp}})}.
\]

By applying the argument of Eq. (4), we can bound each ratio difference as

\[
\rho_1 \leq \frac{1}{\hat{g}^j(z^{\text{mp}})} \cdot [r^j(\ell_{k,j}, z^{\text{mp}}) - \hat{r}^j(\ell_{k,j}, z^{\text{mp}})] + \frac{\hat{r}^j(\ell_{k,j}, z^{\text{mp}})}{\hat{g}^j(z^{\text{mp}})} \cdot [g^j(z^{\text{mp}}) - \hat{g}^j(z^{\text{mp}})]
\]

\[
\rho_2 \leq \frac{1}{\hat{g}^j(z^{\text{mp}})} \cdot [\hat{r}^j(\ell_{k,j}, z^{\text{mp}}) - \hat{r}^j(\ell_{k,j}, z^{\text{mp}})] + \frac{\hat{r}^j(\ell_{k,j}, z^{\text{mp}})}{\hat{g}^j(z^{\text{mp}})} \cdot [\hat{g}^j(z^{\text{mp}}) - \hat{g}^j(z^{\text{mp}})].
\]
Applying Lemma 1 to the coefficients, Lemma 2 to the deterministic difference terms bounding \( \rho_1 \), Lemma 3 to the stochastic difference terms bounding \( \rho_2 \) along with the union bound, for any \( \delta \in (0, 1) \), we have with probability at least \( 1 - 2D\delta \),

\[
R(\tilde{f}) - R(f^*) \leq 2 \sum_{j=1}^{D} \left( \frac{1}{\epsilon_{\text{mix}}(j)} \left( B_j B_j \Phi(\beta, L, K^j) \left\| H \right\|_{\text{sup}}^2 + B_j \Phi_{K^j | H} \left| I_{\text{disc}(j)} \right| \right) + \frac{B_j B_k}{\epsilon_{k}(H)} \Phi(\beta, L, K^j) \left\| H \right\|_{\text{sup}}^2 + \Phi_{K^j | H} \left| I_{\text{disc}(j)} \right| \right)
\]

\[
+ \left[ \frac{\det H}{\epsilon_{k}(H)} \right] \left( 2\text{Rad}_{2k} \left( L_{\tilde{f}} \otimes \mathcal{K}^j \right) + \frac{B_j B_k}{\det H} \sqrt{\log(2/\delta)} \right) \right).
\]

By reorganizing the terms, we obtain the assertion.

\[\square\]

### C.2.4 LEMMAS

Here, we prove the lemmas used in the proof of Theorem 2.

**Lemma 1 (Bounded coefficients).** Assume Assumption 1 holds. Let \( j \in [D] \), then,

\[
\sup_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} \left| \frac{1}{g'(z_{\text{mix}}(j))} \right| \leq \frac{1}{\epsilon_{\text{mix}}(j)},
\]

\[
\sup_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} \left| \frac{1}{g'(z_{\text{mix}}(j))} \right| \leq \frac{1}{\epsilon_{\text{mix}}(j)} \cdot \inf_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} g'_{\epsilon}(z_{\text{mix}}(j)) \leq \frac{1}{\epsilon_{\text{mix}}(j)}.
\]

**Proof.** By Assumption 1 we have

\[
\sup_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} \left| \frac{1}{g'(z_{\text{mix}}(j))} \right| \leq \frac{1}{\epsilon_{\text{mix}}(j)}.
\]

Also,

\[
\sup_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} \left| \frac{1}{g'(z_{\text{mix}}(j))} \right| \leq \inf_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} g'_{\epsilon}(z_{\text{mix}}(j)) \leq \frac{1}{\epsilon_{\text{mix}}(j)}.
\]

where we used the positivity of the integrand. Now,

\[
\sup_{\mathcal{L}_j} \sup_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} \left| \frac{\mathbb{E}^j(\ell_{\tilde{f}_j} z_{\text{mix}}(j))}{g'(z_{\text{mix}}(j))} \right| = \sup_{\mathcal{L}_j} \sup_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} \left| \frac{\det H}{g'(z_{\text{mix}}(j))} \right| \mathbb{E}^j(\ell_{\tilde{f}_j} z_{\text{mix}}(j))
\]

\[
\leq \frac{1}{\epsilon_{\text{mix}}(j)} \inf_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} g'_{\epsilon}(z_{\text{mix}}(j)) \leq \frac{B_j B_k}{\epsilon_{\text{mix}}(j)}.
\]

Similarly, we have \( \inf_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} \left| \frac{1}{g'(z_{\text{mix}}(j))} \right| \geq \epsilon_{k}(H) \). Therefore,

\[
\sup_{\mathcal{L}_j} \sup_{z \in \mathbb{R}^n \cap \{z \neq \emptyset\}} \left| \frac{\mathbb{E}^j(\ell_{\tilde{f}_j} z_{\text{mix}}(j))}{g'(z_{\text{mix}}(j))} \right| \leq \frac{B_j B_k}{\epsilon_{k}(H)}.
\]
Lemma 2 (Deterministic terms). Assume that Assumptions 2 and 3 hold. Let \(j \in [D]\). Then,
\[
\sup_{x_t \in \mathbb{R}^d} \sup_{z_{t+1} \in \mathbb{R}^{n_{t+1}} \mathbb{Z}^{n_{t+1}}(x_t)} |\bar{r}(\ell_{t,j}, z_{t+1})| - \mathbb{E}\bar{r}(\ell_{t,j}, z_{t+1})| \leq B_f \|H_f\|^p_{\infty} + B_f \phi_{K_f, \hat{F}_f, \bar{I}_{f,1:m}}(x_t).
\]

Proof. By applying Lemma 2 under Assumption 2,
\[
\sup_{x_t \in \mathbb{R}^d} \sup_{z_{t+1} \in \mathbb{R}^{n_{t+1}} \mathbb{Z}^{n_{t+1}}(x_t)} |\bar{r}(\ell_{t,j}, z_{t+1}) - \mathbb{E}\bar{r}(\ell_{t,j}, z_{t+1})| \leq \Phi(\beta, L, K') \|H_f\|^p_{\infty} + \phi_{K_f, \hat{F}_f, \bar{I}_{f,1:m}}(x_t).
\]

Similarly, for each \(\ell_{t,j} \in \mathbb{L}^p\) and \(z_{t+1} \in \mathbb{Z}^{n_{t+1}}(x_t)\),
\[
|\bar{r}(\ell_{t,j}, z_{t+1}) - \mathbb{E}\bar{r}(\ell_{t,j}, z_{t+1})| = \left| \int_{\mathbb{Z}^{n_{t+1}}} \ell_{t,j}(z_{t+1}) f_{\hat{F}_f}(z_{t+1}) \mathbb{P}(z_{t+1}) \mathbb{E}\frac{\mathbb{E}\|H_f\|^p_{\infty}}{2\text{Rad}_d} \sum_{i=1}^n \|\ell_{t,j}(Z_i^t)\| k(Z_i^t) \right| \leq \Phi(\beta, L, K') \|H_f\|^p_{\infty} + \phi_{K_f, \hat{F}_f, \bar{I}_{f,1:m}}(x_t).
\]

Therefore, we have the assertion. \(\square\)

Lemma 3 (Probabilistic terms). Assume that Assumption 7 holds. Let \(j \in [D]\). For any \(\delta \in (0, 1)\), with probability at least \(1 - \delta\), we have
\[
\sup_{x_t \in \mathbb{R}^d} \sup_{z_{t+1} \in \mathbb{R}^{n_{t+1}} \mathbb{Z}^{n_{t+1}}(x_t)} \mathbb{E}\|\hat{r}(\ell_{t,j}, z_{t+1}) - \bar{r}(\ell_{t,j}, z_{t+1})\| \leq 2\text{Rad}_d \left(\mathbb{L}^p \otimes \mathbb{K}_f\right) + \frac{B_f \|H_f\|^p_{\infty}}{\text{det} H_f} \sqrt{\frac{\log(2/\delta)}{2n}}.
\]

Similarly, for any \(\delta \in (0, 1)\), with probability at least \(1 - \delta\), we have
\[
\sup_{x_t \in \mathbb{R}^d} \sup_{z_{t+1} \in \mathbb{R}^{n_{t+1}} \mathbb{Z}^{n_{t+1}}(x_t)} \mathbb{E}\|\hat{r}(z_{t+1}) - \bar{r}(z_{t+1})\| \leq 2\text{Rad}_d \left(\mathbb{K}_f\right) + \frac{B_f \|H_f\|^p_{\infty}}{\text{det} H_f} \sqrt{\frac{\log(2/\delta)}{2n}}.
\]

Proof. Note
\[
\sup_{x_t \in \mathbb{R}^d} \sup_{z_{t+1} \in \mathbb{R}^{n_{t+1}} \mathbb{Z}^{n_{t+1}}(x_t)} \mathbb{E}\|\hat{r}(\ell_{t,j}, z_{t+1}) - \bar{r}(\ell_{t,j}, z_{t+1})\| = \sup_{x_t \in \mathbb{R}^d} \sup_{z_{t+1} \in \mathbb{R}^{n_{t+1}} \mathbb{Z}^{n_{t+1}}(x_t)} \left| \frac{1}{n} \sum_{i=1}^n \ell_{t,j}(Z_i^t) k(Z_i^t) \right| - \mathbb{E}\left| \frac{1}{n} \sum_{i=1}^n \ell_{t,j}(Z_i^t) k(Z_i^t) \right|.
\]
and
\[
\sup_{x \in \mathcal{R}^d} |\mathbb{E}[\hat{f}(x) - \hat{f}(x^{\text{mp}(j)})]| = \sup_{x \in \mathcal{R}^d} \left| \frac{1}{n} \sum_{i=1}^{n} k(z^{\text{mp}(j)}) - \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} k(z^{\text{mp}(j)}) \right] \right|.
\]
Now, applying Fact 2 to these expressions, we obtain the assertions of the lemma. \(\square\)

### C.2.5 Facts

Here, we state some facts used in the proof of Theorem 2. The following is Taylor’s formula with the integral form of the remainder, stated using the multi-index notation.

**Fact 1** (Taylor’s theorem; [25]). Let \(\Omega \subset \mathbb{R}^d\) be an open subset. Let \(n \in \mathbb{N}\), and let \(f : \Omega \to \mathbb{R}\) be \(k\)-times continuously differentiable. Then, for any \(x, u \in \Omega\) such that \(x + tu \in \Omega\) for all \(t \in [0, 1]\), the following equality holds:

\[
f(x + u) - f(x) = \sum_{|\alpha| \leq k} \frac{\partial^{|\alpha|} f(x)}{\alpha!} u^\alpha + \sum_{|\alpha| = k} \frac{\partial^{|\alpha|} f(x)}{\alpha!} u^\alpha \int_0^1 (1 - t)^{|\alpha| - 1} \partial^{|\alpha|} f(x + tu) dt.
\]

The following elementary inequality is easily proved by using the strict convexity and the strict monotonicity of the logarithm function.

**Fact 2** (Weighted AM-GM inequality). Let \(n \in \mathbb{N}\), \(x_1, \ldots, x_n \geq 0\), and \(w_1, \ldots, w_n \geq 0\). Define \(w := w_1 + \cdots + w_n\) and assume \(w > 0\). Then,

\[
w_1 x_1 + \cdots + w_n x_n \geq \left( x_1^{w_1} \cdots x_n^{w_n} \right)^{\frac{1}{w}}.
\]

The following standard Rademacher complexity bound is essentially due to McDiarmid’s inequality, which is applied twice with the union bound [68, Theorem 3.3].

**Fact 3** (Rademacher complexity bound; Theorem 3.3 in [68]). Let \(B > 0\) and \(m \in \mathbb{N}\). Let \(\mathcal{G}\) be a family of functions mapping from \(Z\) to \([0, B]\), and let \(z\) be a \(Z\)-valued random variable. Then, for any \(\delta > 0\), with probability at least \(1 - \delta\) over the draw of an independent and identically distributed sample \(\{z_i\}_{i=1}^m \sim z\), the following holds:

\[
\sup_{g \in \mathcal{G}} \left| \frac{1}{m} \sum_{i=1}^m g(z_i) - \mathbb{E}[g(z)] \right| \leq 2\text{Rad}_{m, \delta}(\mathcal{G}) + B \sqrt{\frac{\log(2/\delta)}{2m}}.
\]

### C.2.6 Basic Lemmas

Here, we prove the basic lemmas used in the proof of Theorem 2.

**Lemma 4** (Convolution error bound for Hölder class). Let \(d \in \mathbb{N}\), \(\beta > 1\), and \(L > 0\). Assume that the kernel function \(K : \mathbb{R}^d \to \mathbb{R}\) is of order \(k = [\beta]\) and satisfies

\[
\int_{\mathbb{R}^d} |K(u)| \cdot ||u||^d du < \infty.
\]

Let \(H = \text{diag}(h_1, \ldots, h_d)\) with \(h_1, \ldots, h_d > 0\), and define \(K_H(u) := \frac{1}{|H|} K(H^{-1} u)\). Then, for any \(f \in \Sigma(\beta, L)\), the following holds:

\[
\sup_{x \in \mathbb{R}^d} |f(x) - (K_H * f)(x)| \leq \Phi(\beta, L, K) ||H||_{\text{op}}^d,
\]

where \(\Phi(\beta, L, K)\) is defined as

\[
\Phi(\beta, L, K) := L \left( \int_0^1 (1-t)^{\beta - 1} t^{d-1} dt \right) \sum_{|\alpha| = k} \frac{||\alpha||^d}{\alpha! |\alpha|^{d-1}} \int_{\mathbb{R}^d} |K(u)| \cdot ||u||^d du
\]

and \(\alpha \in \mathbb{Z}^d_{>0}\) runs over multi-indices.

**Proof.** First, we fix \(x \in \mathbb{R}^d\). We apply the change of variables formula and obtain

\[
|f(x) - (K_H * f)(x)| = \left| f(x) - \int_{\mathbb{R}^d} K(u) f(x - H u) du \right|.
\]
We apply Fact 1 to obtain

\[
(*) = \left| f(x) - \int_{\mathbb{R}^d} K(u) \left( \sum_{n=0}^{\infty} \frac{|u|^n}{n!} \left( -\mathbf{H} u \right)^n \right) \int_0^t (1 - t)^{n-1} \partial^n f(x + t(\mathbf{H} u)) dt \right| \\
= \left| \int_{\mathbb{R}^d} K(u) \left( \sum_{n=0}^{\infty} \frac{|u|^n}{n!} \left( -\mathbf{H} u \right)^n \right) \int_0^1 (1 - t)^{n-1} \partial^n f(x - t\mathbf{H} u) dt \right| \\
= \left| \int_{\mathbb{R}^d} K(u) \left( \sum_{n=0}^{\infty} \frac{|u|^n}{n!} \left( -\mathbf{H} u \right)^n \right) \int_0^1 (1 - t)^{n-1} (\partial^n f(x - t\mathbf{H} u) - \partial^n f(x)) dt \right| \\
\leq \int_{\mathbb{R}^d} |K(u)| \left( \sum_{n=0}^{\infty} \frac{|u|^n}{n!} \left( -\mathbf{H} u \right)^n \right) \int_0^1 (1 - t)^{n-1} |\partial^n f(x - t\mathbf{H} u) - \partial^n f(x)| dt,
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_d) \) is a multi-index and \( |\mathbf{H}^\alpha| = |h_{\alpha_1}u_1| \cdots |h_{\alpha_d}u_d| \). Now, by the Hölder-condition of \( \partial^n f \), we have \( |\partial^n f(x - t\mathbf{H} u) - \partial^n f(x)| \leq L||\mathbf{H} u||^{n-d} \). Also, by applying Fact 2, we have

\[
|\mathbf{H}^\alpha| = |h_{\alpha_1}u_1| \cdots |h_{\alpha_d}u_d| \leq \left( \frac{1}{|\alpha|} \sum_{j=1}^d \alpha_j |h_{\alpha_j}| \right) \left( \frac{1}{|\alpha|} \|\mathbf{H} u\| \right) = \frac{|\alpha|^{|\alpha|}}{k^{|\alpha|}} ||\mathbf{H} u||^{|\alpha|}.
\]

By applying these inequalities and imputing \(|\alpha| = k\), we obtain

\[
(**) \leq \int_{\mathbb{R}^d} |K(u)| \left( \sum_{n=0}^{\infty} \frac{|\alpha|^{|\alpha|}}{\alpha! k^{|\alpha|}} ||\mathbf{H} u||^{|\alpha|} \right) \int_0^1 (1 - t)^{n-1} L||\mathbf{H} u||^{n-d} dt \\
= L \left( \int_0^1 (1 - t)^{k-1} \mathbf{H} u dt \right) \sum_{n=0}^{\infty} \frac{|\alpha|^{|\alpha|}}{\alpha! k^{|\alpha|}} \int_{\mathbb{R}^d} |K(u)| \cdot ||\mathbf{H} u||^{|\alpha|} du.
\]

Finally, applying \( ||\mathbf{H} u|| \leq ||\mathbf{H}||_{\infty} ||u|| \), we have the assertion. \( \square \)

**Lemma 5 (Bounded weights).** For all \( j \in [D] \),

\[
\sum_{i=1}^n \cdots \sum_{i=1}^n \hat{w}_{j_1,j_2-1} \cdots \hat{w}_{j_1i} \in [0, 1].
\]

**Proof.** By direct computation, we have for any \( z^{mp(j)} \in Z^{mp(j)} \),

\[
\sum_{i=1}^n \hat{w}_{i} (z^{mp(j)}) = \begin{cases} 
\sum_{i=1}^n \frac{1}{2} & \text{if } mp(j) = 0, \\
\sum_{i=1}^n 0 & \text{if } K_H(z^{mp(j)} - Z_i^{mp(j)}) = 0, \forall i, \\
\sum_{i=1}^n K_H(z^{mp(j)} - Z_i^{mp(j)}) & \text{otherwise,}
\end{cases}
\]

\( \in [0, 1] \).

For \( j = 1 \), since \( mp(1) = 0 \), we can directly show the assertion as

\[
\sum_{i=1}^n \hat{w}_{i1} = \sum_{i=1}^n \frac{1}{n} = 1.
\]

For \( j \geq 2 \),

\[
\sum_{i=1}^n \cdots \sum_{i=1}^n \hat{w}_{i_1,j_2-1} \cdots \hat{w}_{i_1i} = \sum_{i=1}^n \cdots \sum_{i=1}^n \hat{w}_{j_1,j_2-1} \cdots \hat{w}_{j_1i} \left( \sum_{i=1}^n \hat{w}_{j_1i} \right)
\in \left( 0, \left( \sum_{i=1}^n \cdots \sum_{i=1}^n \hat{w}_{j_1,j_2-1} \cdots \hat{w}_{j_1i} \right) \right).
\]

By recursively applying the above argument for a finite number of times, we obtain the assertion for all \( j \in [D] \). \( \square \)

### C.3 Supplementary Theory: Comparison of Complexity Measures

Here, we formally demonstrate the complexity reduction effect explained in Section 3. More concretely, as an example in which the effect can be demonstrated, we take the example represented by Assumption 1, where the Lipschitz continuity of the functions are
assumed and compare the upper bounds on the complexity terms appearing in the generalization error bound of the usual empirical risk minimization (ERM) and those in Theorem 1 (namely $R_{\mathcal{F}, \mathcal{K}}$ and $R_{\mathcal{K}}$).

The complexity reduction effect in this example is demonstrated by the different dependencies of the upper bounds on the sample size, both derived based on the metric-entropy method; the one corresponding to ERM yields a bound of order $O(n^{-1/2 + \delta})$ whereas the one for the proposed method yields $O(n^{-1/3})$. Although the comparison between the two upper bounds only provides circumstantial evidence, we believe that the reduced exponent demonstrates the complexity reduction effect as they are derived based on the same proof technique.

First, recall that the proposed method enjoys Theorem 2 which states, for any $\delta \in (0, 1)$, we have with probability at least $1 - 2D\delta$,

$$R(\hat{f}) - R(f^*) \leq 2(C_H + C_p) + 4C_K(R_{\mathcal{F}, \mathcal{K}} + B_I R_{\mathcal{K}}) + 2DB_I B_K C_K \sqrt{\frac{\log(2/\delta)}{2n}}. $$

Complexity terms

On the other hand, the usual empirical risk minimization algorithm enjoys the following theoretical guarantee. Recall $\hat{R}_{\text{emp}}(f) := \frac{1}{n} \sum_{i=1}^{n} \ell(f, Z_i)$.

**Proposition 1.** For any $\delta \in (0, 1)$, with probability at least $1 - \delta$, we have that the solution to the usual empirical risk minimization

$$\hat{f}_{\text{emp}} \in \arg\min_{f \in \mathcal{F}} \hat{R}_{\text{emp}}(f) $$

satisfies

$$R(\hat{f}_{\text{emp}}) - R(f^*) \leq 4 \text{Rad}_{\ell_{1}}(\mathcal{L}_f) + 2B_I \sqrt{\frac{\log(2/\delta)}{2n}}. $$

Complexity terms

**Proof.** The assertion is immediate from Fact 3 and the following inequality:

$$R(\hat{f}_{\text{emp}}) - R(f^*) = R(\hat{f}_{\text{emp}}) - \hat{R}_{\text{emp}}(\hat{f}_{\text{emp}}) + \hat{R}_{\text{emp}}(\hat{f}_{\text{emp}}) - R(f^*) $$

$$\leq R(\hat{f}_{\text{emp}}) - \hat{R}_{\text{emp}}(\hat{f}_{\text{emp}}) + \hat{R}_{\text{emp}}(f^*) - R(f^*) \leq 2 \sup_{f \in \mathcal{F}} |R(f) - R_{\text{emp}}(f)|. $$

From here, we compare the dependency of the complexity terms $\text{Rad}_{\ell_{1}}(\mathcal{L}_f)$ and $R_{\mathcal{F}, \mathcal{K}} + B_I R_{\mathcal{K}}$ on $n$. In addition to Assumptions 1 and 2, assume the following:

**Assumption 3 (Complexity assumptions).** We assume the following:

- The functions in $\mathcal{L}_f$ are $L_1$-Lipschitz continuous.
- The functions $K^{j}$ are $L_{K,j}$-Lipschitz continuous.
- The functions $p_{\text{init}}(z^{\ell_{1}})$ are $L_{p,k}$-Lipschitz continuous for all $z^{k}$.

For simplicity, we also assume $H = \text{diag}(h, \ldots, h)$.

Under this assumption, we have the following:

**Proposition 2 (Comparison of the complexity measures).** Given Assumptions 1, 2, and 3 we have the following:

$$\text{Rad}_{\ell_{1}}(\mathcal{L}_f) \leq O\left(n^{-\frac{\delta}{2\max\{h, 1\}}}\right), \quad R_{\mathcal{F}, \mathcal{K}} + B_I R_{\mathcal{K}} \leq O\left(n^{-\frac{1}{3}}\right).$$

**Implications.** Proposition 2 shows that the complexity terms appearing in Theorem 2 has a better dependency on the sample size compared to those in Proposition 1, demonstrating the complexity reduction effect in this example. Note here that we do not claim that the proposed method yields a rate-optimal predictor, but instead, we provide Theorem 1 and this supplementary analysis to obtain insights regarding how the proposed method may facilitate the learning.

**Proof of Proposition 2.** By the Lipschitz continuity of the functions in $\mathcal{L}_f$ and the boundedness of $Z$, we can apply Fact 4 to obtain

$$\log N_{\ell_{1}}(\mathcal{L}_f) \leq C \left(\frac{L_1}{t}\right)^D$$

for a constant $C > 0$. By applying Fact 4 and minimizing the right-hand side for $t$, we have the first assertion.
On the other hand, by Lemma 6

\[
\log N_{(0, \|\cdot\|_1)}(\mathcal{L}_\mathcal{F}^t \otimes \mathcal{K}_\mathcal{U}^t) \leq \log N_{(t_1, \|\cdot\|_1)}(\mathcal{L}_\mathcal{F}^t) + \log N_{(t_2, \|\cdot\|_1)}(\mathcal{K}_\mathcal{U}^t),
\]

where \(t_1, t_2\) are such that \(B_k t_1 + B_l t_2 = t\). Now, applying Lemma 8

\[
\log N_{(t_1, \|\cdot\|_1)}(\mathcal{L}_\mathcal{F}^t) \leq \log N_{(t_1, \|\cdot\|_1)}(\mathcal{F}) + \log N_{(t_2, \|\cdot\|_1)}(\mathcal{B}^{t_2, 1}(R_{\mathcal{Z}}))
\]

By combining Lemma 7 and Lemma 9 and applying Fact 1, we have

\[
\log \sup_{\mathcal{Z}} N_{(t, \|\cdot\|_1)}(\mathcal{F}) \leq \left( \frac{L_2}{t_1} \right) \log N_{(t, \|\cdot\|_1)}(\mathcal{F}) \leq (j - 1) \log \left( 1 + \frac{2R_{\mathcal{Z}}}{t_1} \right),
\]

where \(t_1, t_2\) are such that \(t_1 = t_{1,1} + L_2 t_{1,2}\), and \(L_2 = L_1 + B_\ell \sum_k L_{p,k}\).

On the other hand, by Lemma 10, we have

\[
\log N_{(0, \|\cdot\|_1)}(\mathcal{K}_\mathcal{U}^t) \leq |\text{mp}(j)| \log \left( 1 + \frac{2L_{K,H} R_{\mathcal{Z}}}{t_2} \right).
\]

where \(L_{K,H} = h^{-|\text{mp}(j)| - 1} L_{K,j}\).

Therefore, we have

\[
\log N_{(0, \|\cdot\|_1)}(\mathcal{L}_\mathcal{F}^t \otimes \mathcal{K}_\mathcal{U}^t) \leq C \left( \frac{L_2}{t_1} + (j - 1) \log \left( 1 + \frac{2R_{\mathcal{Z}}}{t_1} \right) + |\text{mp}(j)| \log \left( 1 + \frac{2L_{K,H} R_{\mathcal{Z}}}{t_2} \right) \right).
\]

By applying Fact 2 letting

\[
t_{1,1} = \frac{t}{3B_k}, \quad t_{1,2} = \frac{t}{3B_k L_2}, \quad t_2 = \frac{t}{3B_l},
\]

and minimizing the upper bound for \(t\), we have

\[
|\text{det} \mathbf{H}| \text{Rad}_{a,p} \left( \mathcal{L}_\mathcal{F}^t \otimes \mathcal{K}_\mathcal{U}^t \right) \leq O \left( n^{-1/2} \right).
\]

Therefore, we have

\[
R_{F,K} = \sum_{j=1}^D |\text{det} \mathbf{H}| \text{Rad}_{a,p} \left( \mathcal{K}_\mathcal{U}^t \right) \leq O \left( n^{-1/2} \right),
\]

and obtain the second assertion.

\[\square\]

C.3.1 Lemmas and Facts

**Lemma 6** (Metric entropy of products). Let \(\mathcal{F}, \mathcal{G}\) be two classes of bounded measurable functions satisfying \(\|f\|_\infty \leq M_F (f \in \mathcal{F})\) and \(\|g\|_\infty \leq M_G (g \in \mathcal{G})\). Then, we have for any \(t_1, t_2 > 0\),

\[
\log N_{(0, \|\cdot\|_1)}(\mathcal{F} \otimes \mathcal{G}) \leq \log N_{(t_1, \|\cdot\|_1)}(\mathcal{F}) + \log N_{(t_2, \|\cdot\|_1)}(\mathcal{G})
\]

where \(t = M_{F_1} t_1 + M_{F_2} t_2\).

**Proof.** Let \(\{f_i\}_i\) (\(\{g_j\}_j\)) be the \(t_1\)- (resp. \(t_2\)-)covering of \(\mathcal{F}\) (resp. \(\mathcal{G}\)). Then, for any \(f \in \mathcal{F}\) and \(g \in \mathcal{G}\), we have for some \(i, j\) that

\[
\|f \otimes g - f_i \otimes g_j\|_\infty \leq \|f \otimes g - f_i \otimes g\|_\infty + \|f_i \otimes g - f_i \otimes g_j\|_\infty \\
\leq \|f_i\|_\infty M_{F_1} + \|f \otimes g - g_j\|_\infty \\
\leq M_{F_1} t_1 + M_{F_2} t_2.
\]

This implies the assertion.

\[\square\]

**Lemma 7** (Lipschitz continuity of marginalized function class). Assume that \(p_{\mathcal{P}(\mathcal{Z})}(z^\lambda)\) is \(L_{p,k}\)-Lipschitz continuous for all \(z^\lambda\). Then, the elements of \(\mathcal{L}_\mathcal{F}^t\) are Lipschitz continuous with the constant \(L_1 + B_\ell \sum_k L_{p,k}\).
Then, we have the following:

Then, there exists a constant $C$ such that for any $z, z' \in \mathcal{Z}^{i-1}$, we have

Applying Fact 5, we obtain the assertion.

\[ \Box \]

Therefore, we have

Lemma 8 (Lipschitz continuity of curried function class). Let $j \in [2 : D]$ and $R_Z = \sup_{z \in \mathcal{Z}} \|z\|$. Also let $\mathcal{B}^{i-1}(R)$ denote the radius-$R$ ball in the $(j - 1)$-dimensional Euclidean space, and define $\mathcal{F}_z := \{(\ell_j, z \cdot) : \ell_j \in \mathcal{L}_j^j\}$ for $z \in \mathcal{Z}^{i-1}$. Assume $\mathcal{L}_j^j$ consist of $L_2$-Lipschitz continuous functions. Then, we have

\[
\log N_{0; \lambda_\mu}(\mathcal{L}_j^j) \leq \log \sup_{z \in \mathcal{Z}^{i-1}} N_{0; \lambda_\mu}(\mathcal{F}_z) + \log N_{0; 1 \cdot 0}(\mathcal{B}^{i-1}(R_Z))
\]

where $t, u, v > 0$ are such that $t = u + L_2 v$.

**Proof.** Let $[z_\mu]_\mu \subset \mathcal{Z}^{i-1}$ be a $v$-covering of $\mathcal{Z}^{i-1}$. For each $z_\mu$, consider the set $\mathcal{F}_\mu = \{(\ell_j, z_\mu \cdot) : \ell_j \in \mathcal{L}_j^j\}$. Let $[\ell^j_{\mu}]_j \subset \mathcal{F}_\mu$ be a $u$-covering of $\mathcal{F}_\mu$. Then, for any $\ell_j \in \mathcal{L}_j^j$ and $z \in \mathcal{Z}^{i-1}$, there exists $z_\mu$ such that $\|z - z_\mu\| \leq v$. Moreover, since we have $\{\ell_j, z_\mu \cdot\} \in \mathcal{F}_\mu$, there exists $\ell^j_{\mu}$ such that $\|\ell_j(z_\mu \cdot) - \ell^j_{\mu}(z_\mu \cdot)\|_\infty \leq u$. For such a pair $(z_\mu, \ell^j_{\mu})$, we have

\[
\|\ell_j(z \cdot) - \ell^j_{\mu}(z_\mu \cdot)\|_\infty \leq \|\ell_j(z \cdot) - \ell_j(z_\mu \cdot)\|_\infty + \|\ell_j(z_\mu \cdot) - \ell^j_{\mu}(z_\mu \cdot)\|_\infty \leq L_2 v + u
\]

Therefore, the set $\bigcup [z_\mu]_\mu \times [\ell^j_{\mu}]_j$ induces a $(L_2 v + u)$-covering of $\mathcal{L}_j^j$. Noting that the cardinality of $\bigcup [z_\mu]_\mu$ is bounded by $N_{0, 1 \cdot 0}(\mathcal{B}^{i-1}(R_Z))$ and that of $[\ell^j_{\mu}]_j$ by $\sup_{z \in \mathcal{Z}^{i-1}} N_{0; \lambda_\mu}(\mathcal{F}_z)$, we have the assertion.

\[ \Box \]

Lemma 9 (Metric entropy of functions curried by a specific input). Assume that the elements of $\mathcal{L}_j^j$ are $L_2$-Lipschitz continuous. Then, there exists a constant $C > 0$ such that for sufficiently small $u > 0$,

\[
\sup_{z \in \mathcal{Z}^{i-1}} N_{u; \lambda_\mu}(\mathcal{F}_z) \leq C \frac{L_2}{u}
\]

**Proof.** Since the elements of $\mathcal{L}_j^j$ are $L_2$-Lipschitz continuous, so are the elements of $\mathcal{F}_z$ with Lipschitz constant $L_2$. Indeed, for any $x, y \in \mathcal{Z}^j$ and $z \in \mathcal{Z}^{i-1}$, we have

\[
|\ell_j(z \cdot, x) - \ell_j(z \cdot, y)| \leq L_2 \|z \cdot - y\|
\]

Therefore, by applying Lemma 8 we have the assertion.

\[ \Box \]

Lemma 10 (Shifted kernel complexity). Assume that $K^j : \mathbb{R}^{m \times j} \to \mathbb{R}$ is $L_{K, H, j}$-Lipschitz continuous. Let $L_{K, H, j} = \frac{1}{|\det H|} L_{K, j} \|H^{-1}\|_{op}$. Then, we have the following:

\[
\log N_{t_2; \lambda_\mu}(K^j_H) \leq \|m(j)\| \log \left(1 + \frac{2 L_{K, H, j} R_Z}{t_2}\right)
\]

**Proof.** Recalling $K^j_H(u) = \frac{1}{|\det H|} K^j(H^{-1} u)$, for any $K^j_H(z_1 \cdot), K^j_H(z_2 \cdot) \in \mathcal{K}_H$, we have

\[
\|K^j_H(z_1 \cdot) - K^j_H(z_2 \cdot)\|_\infty \leq \frac{1}{|\det H|} L_{K, j} \|H^{-1}\|_op \|z_1 - z_2\|
\]

Therefore, we have

\[
\log N_{t_2; \lambda_\mu}(K^j_H) \leq \log N_{(t_2; L_{K, H, j})}(Z^{m(j)}).
\]

Applying Fact 5 we obtain the assertion.

\[ \Box \]
Fact 4 (One-step discretization bound). Let $\mathcal{F}$ be a class of measurable functions. There exist constants $c$ and $B$ such that for any $t \in (0, B]$, the following relation between the Rademacher complexity and the metric entropy holds:

$$\text{Rad}_{m,q}(\mathcal{F}) \leq t + c \sqrt{\log \frac{N_{\delta,1_m}(\mathcal{F})}{m}}$$

Fact 5 (Euclidean ball metric entropy bound; [69], Example 5.8, p.126). Let $R > 0$ and $d \in \mathbb{N}$. Let $B(R)$ denote the radius-$R$ ball in the $d$-dimensional Euclidean space. Then, we have the following metric entropy bound:

$$\log N_{\delta,0}(B(R)) \leq d \log \left(1 + \frac{2R}{\delta}\right).$$

Fact 6 (Lipschitz functions metric entropy bound; [69], Example 5.10, p.129). Let $L, R > 0$ and $d \in \mathbb{N}$. Let $\text{Lip}(R, L)$ denote the set of $L$-Lipschitz functions on $[0, R]^d$. Then, we have the following metric entropy bound for sufficiently small $\delta > 0$:

$$\log N_{\delta,0}(\text{Lip}(R, L)) \leq C \left(\frac{LR}{\delta}\right)^d,$$

where $C > 0$ is a constant.

D Computational complexity of Algorithm 1

Here, we remark why the worst-case computational complexity of Algorithm 1 is $O(n^D)$. The main computation cost of Algorithm 1 comes from the computation of the weights $\hat{w}_{ij | i_{j-1}}$. There are $n^{j-1}$ nodes at depth $j$ (Fig. 2), each with $n$ weighted edges connected to depth $j + 1$. The set of weights corresponding to each node, $\{\hat{w}_{ij | i_{j-1}}\}_{i_{j-1} \in \mathbb{N}}$, is computed by constructing a matrix of shape $n \times n^{j-1}$ each of whose element is the kernel value for two vectors of dimensionality $|mv(j)| (\leq j - 1)$. In the case of Gaussian kernels, each kernel value requires $O(j - 1)$ operations to compute. Subsequently, the kernel matrix is normalized by the column sum, which requires $O(n)$ summations and $n^j$ divisions. The same computation takes place for each of the $i_{j-1} \in [n]^{j-1}$ nodes at depth $j$, therefore, the edge weights between depth $j$ and depth $j + 1$ can be computed by $O(n^j)$ operations. The edge weights are multiplied to obtain the node weights, which requires $O(n^D)$ multiplications since the number of multiplications that take place is equal to the number of edges in Fig. 2. Overall, Algorithm 1 requires $O(n^p)$ operations for the edge weight computation and $O(n^p)$ for the node weight computation, amounting to $O(n^p)$ operations in total, in the worst case that no edge is pruned by the threshold $\theta$. 