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Abstract

Federated learning is a data decentralization privacy-preserving technique used to perform machine or deep learning in a secure way. In this paper we present theoretical aspects about federated learning, such as the presentation of an aggregation operator, different types of federated learning, and issues to be taken into account in relation to the distribution of data from the clients, together with the exhaustive analysis of a use case where the number of clients varies. Specifically, a use case of medical image analysis is proposed, using chest X-Ray images obtained from an open data repository. In addition to the advantages related to privacy, improvements in predictions (in terms of accuracy, loss and area under the curve) and reduction of execution times will be studied with respect to the classical case (the centralized approach). Different clients will be simulated from the training data, selected in an unbalanced manner. The results of considering three or ten clients are exposed and compared between them and against the centralized case. Two different problems related to intermittent clients are discussed, together with two approaches to be followed for each of them. Specifically, this type of problems may occur because in a real scenario some clients may leave the training, and others enter it, and on the other hand because of client technical or connectivity problems. Finally, improvements and future work in the field are proposed.
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1. Introduction

Recently, digitization and globalization have led companies and institutions of many different kinds to collect a vast amount of data. This can range from industrial and banking data to medical data. The large volume of information collected on a daily basis requires thorough analysis in order to infer new knowledge or make predictions, which has led to many advances in machine learning and deep learning techniques. However, the great value of such information also implies an imperative need to ensure the security and privacy of the analyzed data. The need to protect data privacy is in many cases a mandate of regulatory requirements (e.g., GDPR) [1].

The classic approach of applying machine learning to decentralized data (i.e. with several data owners) in a centralized way consist of sending the data from each and every one of the clients or data owners to a central server, training the model that returns the prediction, and then sending the prediction back to the corresponding client in each case.

This very first approach poses several disadvantages. The first and foremost is related with the security properties of the data itself: data must be sent from the data owners to the central server and therefore it can be intercepted. In addition to this, transferring those data require a network connection with enough bandwidth (when the data are large) and low latency (to return back the predictions in time).

One solution to some of these problems would be to collect all the initial data from the different clients, then the machine learning models are trained with this data, and finally a copy of the model is sent to each of the clients. In this case, the information does not have to travel every time new data is available, since the model is in the possession of each data owner. Compared to the classical approach, it has two essential advantages:
the latency problem is eliminated (predictions are performed at the client), and the network dependence is reduced. However, the information still has to leave each client and travel to the central server for the initial training phase (or for any subsequent retraining).

In this case, even if we reduce the network dependency, data has to travel from the clients to the central server. As already mentioned, this presents a problem from the security point of view (i.e. sensitive data that can be intercepted, or data with privacy restrictions) but also from the technical point of view if large amounts of data are to be transferred, but also if the network quality is low (like in Internet of Things devices or in Edge computing cases).

Federated learning (FL) is on the rise and comes handy when we are interested in ensuring that data does not leave the servers of each data owner, even for training purposes; or when due to privacy concerns about sensitive data, it is not feasible to collect all local data in the server’s data center and perform centralized training. The main idea behind FL is to analyze data in a decentralized way, ensuring that user data will never be sent to central servers. This technique does not seek the security of the data through its anonymisation, but it seeks to achieve the analysis of the data without them leaving the device or the center that generates them.

Suppose we have two data owners that cannot share their data with each other, for example, two hospitals. However, they both want to do research in the same area, so collaboration between them is essential. Let us also suppose that in their research they need to use machine or deep learning models, for which there will be a mediator (the server) between them that will create and choose such models (for example, neural networks) to obtain insights from their data. A concrete example can be found in the case of medical imaging research. Here federated learning can be applied in the following way: Hospital 1 receives from the server the model to be trained using its data. Once it has done so, it sends back to the server the weights obtained after the training. Hospital 2 does the same tasks. With the weights obtained in each case, the server calculates some new aggregated weights. Once these new aggregated weights are available, they are sent back to both hospitals, which re-evaluate the model with these weights with their data. This process is repeated as many times as needed.

In this paper we will study the applicability of a federated learning schema and the performance obtained when varying the number of clients. Also two problems related to intermittent clients are analyzed, together with two possible approaches to be considered in each of them. In order to do so, we will implement a simple federated learning system that we will apply to a use case of medical imaging data. The idea of presenting this medical imaging use case arises from the motivation that to a use case of medical image data. The idea of presenting an federated learning scheme, they could collaborate without sharing their data (which could contain sensitive information from different patients) either among themselves or with a central server, thus facilitating collaboration in several research areas. Prior to this analysis, we present federated learning background to serve as a basis for introducing into this field. The remainder of this work is structured as follows: In Section 2 we will introduce the federated learning technique and describe its main aspects, together with communication issues, types of Federated Learning, foundations on the aggregation functions among other issues. In Section 3 we present the related work in this area. Afterwards, in Section 4 we study the implementation and use of a federated learning system to carry out the data analysis described in this section, together with a comprehensive analysis of the use case when varying the number of clients and two problems related to intermittent clients. Finally, Section 5 draws the conclusions and future work for this study.

2. Federated learning: background

Artificial intelligence, machine and deep learning empower a wide range of applications (from anomaly detection to image classification or natural language processing among many others). In order to produce such systems, large amounts of labeled data are needed to build a robust application with an acceptable level of accuracy. These data need to be centralized or aggregated into a single location, in order to be able to consume it to build the model or applications. In some cases it is difficult or impossible to obtain a good quality and large enough dataset. This is the case of distributed datasets which cannot be centralized into a single location, due to different reasons, such as technical limitations or even privacy concerns.

The federated learning term (FL) was firstly introduced by McMahan in 2017 and refers to a technique that allows to build data driven models exploiting distributed data without the need to centrally store it. In a FL scenario, the learning task of a model is shared across a loose federation of different users or devices (called clients) that are coordinated by a central server. Each client is the data owner of a local training dataset that is used to compute an update to the current global model maintained by the server. Therefore, client data is never uploaded to the server, and only the updated model is shared. Federated learning brings a collaborative and decentralized approach to machine and deep learning, enabling the creation of smarter and more complete models, solving the latency problem and ensuring user privacy and has gained a lot of interest over the last years.

In a simple cycle of a federated learning process, each of the clients trains the same model (provided by the server) with its own data. Once the training is completed, each client transmits the weights or parameters obtained to a central server. This server receives the weights calculated by each client, ideally through an encrypted channel, and aggregates them. To do this, an aggregation function is used, which in the simplest configuration can be an arithmetic mean. Finally, the server updates the model with the new aggregated weights and send it back to the clients. This concludes the first training cycle, which is repeated as many times as necessary (a number of rounds $N_t$ can be fixed).

The Figure 2 shows a schematic view of federated learning.
The procedure to be followed to train the models using federated learning (see [4]) is described in what follows:

1. **SERVER**: creates the model to be trained locally by each client. To do this we can use the Python libraries TensorFlow, keras, PyTorch, sklearn, etc.

2. **SERVER**: transmits the model to the clients.

3. **CLIENT**: each of them trains the model with its local data. We will leave part of the initial data for testing, in order to test the accuracy of the model locally on unseen data. It is also convenient to leave a part of the data we trained with as validation during and after training, as in any other learning process.

4. **CLIENT**: each of them sends the local parameters to the server. Here it is important to note that in no case is raw data transmitted, only the parameters that define the model. Likewise, this must be done in an encrypted form, as information about the data could be extracted from it.

5. **SERVER**: aggregates the weights of each client using an aggregation operator and updates the model.

6. Repeats the process from step 2.

There are challenging aspects of FL, when compared with a traditional ML algorithm, that exist due to the distributed nature of the technique and can be grouped as follows [5]: 1. expensive communication, 2. systems heterogeneity, 3. statistical heterogeneity, and 4. privacy concerns.

2.1. Communication issues

Communication —both in terms of privacy and performance—between the server and the client is the most critical point of the process. One the one hand, each time the federated learning process is repeated, the client sends a new update of the calculated weights, and the difference between the updated weights and the previous can cause information to be extracted from the initial data. It is therefore crucial that this communication is encrypted to ensure its privacy and security. In addition, Differential Privacy (DP) or Homomorphic Encryption (HE) techniques can also be applied to ensure privacy [6,7]. On the other hand, network performance can be a bottleneck when the model updates are large, therefore a compression or reduction of the data transferred back to the server should be performed in order to save bandwidth or to maximize the chances of a successful transfer when the network quality is low. In this regard, techniques such as data compression, dimensionality reduction or other techniques [8] are used to implement a more efficient communication method.

In the case of classification of medical imaging that will be studied in this paper, we will not focus on the cost of communication, since our main interest is to analyze the evolution of accuracy, loss and AUC as a function of the number of clients and the number of rounds performed (and therefore we will see the variation of the training time), as well as the study of the problem of intermittent clients. Regardless of the computational capacity of each client (directly related to the training time), the results in terms of these metrics will be the same. Therefore, as the analyzed use case is a simulated example, the same CPU will be considered for the training of all clients.

2.2. Systems heterogeneity

Another important challenge, caused by the underlying systems heterogeneity, is due to the fact that devices can be intermittent through the learning cycle. Let us see it with a classic example of federated learning application, the case of predictive keyboards. It could happen that one of the nodes that is used to train the models, a smartphone, is inactive at certain moment and cannot be used [9]. As we have briefly described in the case of hospitals, collaboration between different data owners can be key, as individual data owners may not have a significant volume of data to analyze. In relation to the case study that will be analyzed in this paper, we can assume that different hospitals want to collaborate to classify X-Ray images, without sharing the patient’s image data. For this task, it is proposed to apply a FL schema, but the number of clients (hospitals) may initially be limited, and as the study progresses, other hospitals or centers may decide to join the collaboration, while others may decide to leave it, e.g. because no new data is available or even for privacy concerns. In addition, due to connectivity issues or problems with computing infrastructures, some hospitals may not send their updates on time, which is another example of intermittent clients that will be analyzed.

2.3. Non independent and identically distributed (non-i.i.d.) data vs heterogeneous data

A very significant aspect that can affect the training process of a federated learning scheme is the distribution of the data among the different clients. In particular, the fact that these may
be non-i.i.d. is a point to be taken into account. Specifically, in the Horizontal FL approach, we usually refer to non-i.i.d. data in terms of the skew of the different labels. For example, in extreme cases where there are clients that do not have all possible categories represented or only have one of them, it may happen that the global model fails to converge. In particular, this especially affects parametric models (e.g. neural networks) in the case of horizontal FL. These problems can be notably seen if it is the case that the distributions of the clients are too far away from the distribution of all the data globally. For example, the FedAvg method, which consists of averaging the weights (or the models obtained when training locally in each client), is highly sensitive in the case of non-i.i.d. data [10].

However, as presented in [9], there are other approaches that can be studied in order to analyze whether the data are non-i.i.d. or homogeneous (again, as far as horizontal FL is concerned), not only the distribution of the labeling of the data. Although the intuitive idea is to analyze how different the $P_i$ and $P_j$ distributions of the labels in clients $i$ and $j$ are, other options that can make the data non-homogeneous are: imbalance in the number of data (clients with much more data than others), differences in the distribution of the features, or the fact that very different features have the same label.

### 2.4. Types of federated learning

It is important to note that there are multiple types of federated learning [9], for example, we will start by distinguishing two variants according to the types of clients. Firstly, Cross-Device federated learning, where the clients are devices such as, for example, smartphones, or Cross-Silo federated learning, where the clients are different institutions (e.g. banks, hospitals, companies...), allowing for example that in the latter case the computing resources of each of them can be more powerful and scalable.

On the other hand, two types of federated learning can also be distinguished depending on how the data is introduced: horizontal and vertical federated learning (also called homogeneous and heterogeneous FL respectively).

- **Horizontal federated learning.** This is the most intuitive case, and specifically the one that will be developed during the image classification use case presented in this study. It consists of considering the data of all clients with the same features. That is, although each client will have different data (different samples), they will all have the same features, for example, in the case of structured data, they will all have the same columns. Note that this is the type of FL that will be applied in the case study of this work.

- **Vertical federated learning.** In contrast to the previous case, now the different clients have data with different characteristics, but with the same identifier. That is, suppose we have two institutions (each of them will be a client of the FL schema), which have data from the same $n$ users, but each of them has information about different characteristics. Then, the data will be vertically con-
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Finally, highlight the concept of gossip learning as a variant of the classic federated learning architecture in which there is no dependence on a central server. The latter is of particular interest in cases where clients do not want to depend on a third party to carry out the process, and have sufficient resources to carry out the process of aggregating weights and updating the model themselves with a consensus algorithm.

### 2.5. Aggregation function

When the model is trained locally by the different clients and once the weights or parameters calculated after such training are obtained, the server must aggregate them to update the model. Different functions can be considered in order to make this aggregation [9, 12, 13, 14]. One of the most commonly used method for aggregation is known as federated averaging. As its name indicates, it simply consists of taking the means of the weights (or that of the models) calculated with each client. Thus, the results obtained with this mean (p.e. in the case of a neural network, the average of the weights obtained in each layer is calculated) will be the new weights of the model, from which the next iteration of the federated learning process will begin.

In our study we will use the federated weighted averaging as the aggregation function. In particular, this operator is similar to the classic federated averaging operator, but it performs

![Diagram](image4.png)
the average on a pondered way in order to take into account the possible imbalance according to the number of data of each client.

Then, be \( N \) the number of clients, \( n_i \) the number of data of client \( i \) \( \forall i \in \{1, \ldots, N\} \). We define \( w_i \) as follows:

\[
  w_i = \frac{n_i}{\sum_{i=1}^{N} n_i} \quad \forall i \in \{1, \ldots, N\}
\]

(1)

Let \( x_i \) be the weights obtained for the model after training it with the data of client \( i \) \( \forall i \in \{1, \ldots, N\} \). The aggregation of the weights \( (x_{\text{aggregated}}) \) is calculated as follows:

\[
  x_{\text{aggregated}} = \sum_{i=1}^{N} w_i x_i
\]

(2)

Thus, once the server has calculated \( x_{\text{aggregated}} \), it can update the model to send it back again to each client and repeat the process as many times as it deems necessary.

Although in this work we will use the federated weighted averaging operator exposed previously, it is also interesting to study the application of other aggregation functions. In particular using machine learning models in order to optimize weight aggregation is really attractive.

As mentioned previously, additional privacy conditions may be applied to the weights before aggregation, in order to limit the loss of information allowed if they are intercepted during the client-server communication. For example, among other measures, it is possible to apply Differential Privacy in order to add noise to the weights. To better understand this case, suppose we have a list of numeric data, to which we are going to add noise by adding a random number between \(-a\) and \(a\) from a uniform distribution, with \(a \in \mathbb{R}_+\). Then, by the Law of Large Numbers it can be observed that when the number of data to which such noise is added tends to infinity, the mean of such noise will tend to zero (and therefore the mean with noise will tend to the mean of the original data). Specifically, note that the mean of a uniform distribution is given by \( \mu = \frac{a + \bar{a}}{2} \), and in this case \( x = -a\) and \( y = a\), so \( \mu = 0 \). Be \( X_n \) the mean of the \( n \) random numbers, by the Strong Law of the Large Numbers, \( P(\lim_{n \to \infty} X_n = \mu) = 1 \). Then, the mean of the weights with the added noise will tend to the mean of the original weights, as the mean of the error will tend to \( \mu = 0 \).

As already mentioned, regardless of the possibility of applying this type of privacy preservation measures, it is important to note that the weights must be transmitted to the server via encrypted communication.

3. Related work

Since the introduction of the federated learning term by McMahan in 2017 [3] there has been significant work on the topic. Federated learning is being studied in a wide range of fields such as medical data [16] [17] [18] [19] [20], cybersecurity [21] [22] or Internet of Things [23] [24] among others. Due to the increased concerns, restrictions and requirements related to data privacy there are numerous papers that expose different FL techniques, definitions and methodologies [2] [12] [25] [11], as well as some of the problems that are still open [9], like the application of the technique in training data are non-i.i.d. on the local clients [10] or the efficient transmission of the model parameters [26].

In addition to scientific literature, there are various software implementations providing federated learning tools, techniques and algorithms. The following is a brief presentation of some of the most prominent Python libraries for FL tasks (among others): TensorFlow Federated (TFF) [27] is focused on experimental and research use of federated learning techniques and data decentralization in general. PySyft [28], created by the Open-Mined community, seeks to apply deep and machine learning techniques securely and privately. IBM federated learning [29] is a Python framework for federated learning applied to a business environment. Flower [30] is a novel federated learning framework that is agnostic to the toolkit being used by the client devices. FedML [31] is an open research library that seeks to facilitate the development of new federated learning algorithms. In addition to these, there are numerous Python-based libraries that implement Federated learning techniques, for example, in [4] different use cases of the framework Sherpa.ai FL are presented together with indications about the code implemented and theoretical aspects of the field. However, as will be explained in the following section, in our work we have decided to implement independently from these libraries the client and server classes necessary to carry out the classical federated learning scheme.

Regarding the aggregation functions, as discussed in Subsection 2.5 the most conventional approach is to use federated averaging (FedAvg), or even its weighted version as will be done in this study. However, there are other approaches that can be considered, such as CO-OP [4] or federated matched averaging (FedMA) [12] among others.

In this paper, part of the case study exposed in Section 4 has focused on the problem of intermittent clients, therefore, it is of great interest to review the state of the art regarding the selection of clients in a FL scheme, as well as possible problems with them. In [32] a novel client subsampling scheme is proposed in order to address the problems related with the client-server communication. In [33], FedCS is proposed as an efficient FL protocol that actively manages clients according to their resources. Finally, in [34] a communication-efficient client selection strategy is proposed to deal with communication limitations and intermittent client availability.

On the other hand, it is worth mentioning two variants of the classic federated learning schema, gossip learning and split learning [35] [36]. The case of gossip learning (already mentioned in Subsection 2.4) is very intuitive once the concept of federated learning is understood, since it consists of eliminating the dependence on a central server to orchestrate the process. Furthermore, in the gossip architecture, the different clients (or nodes) randomly or conditionally select multiple clients to exchange updates between them at each repetition of the cycle [37]. Finally, in the simplest split learning configuration, each client trains a neural network up to a cut-off layer, and the output is sent to the central server. Five different federated learning architectures are presented in Figure 2 of [37], being the Param-
eter Server (PS) architecture the one which will be implemented in this study.

Finally, as far as the implementation of a FL scheme and use case examples are concerned, we highlight the following works: [19], where three benchmark datasets are studied (MNIST, Medical Information Mart for Intensive Care-III dataset and an ECG dataset), [38], which shows experiments using MRI scans and include the use of Differential Privacy (DP) techniques, and [39], which is a survey on the use of FL in smart healthcare. Compared to the previous ones, in addition to exhaustively presenting a use case, a comparison based on the number of clients, in order to analyze scalability is carried out, along with the exploration of two different approaches for the scenario in which there are intermittent clients (one disappears and a new one enters), and two others for the case in which a certain client does not send the weights corresponding to the current repetition in time for aggregation, but sends them later during the course of another repetition of the FL schema.

4. Experiment: Chest X-Ray image classification

The objective of this study is to present the implementation of a simple example of a FL scheme from scratch. Specifically, the experiments have been carried out using the Python 3 programming language [40]. In particular, the following additional libraries and versions have been used (among others): scikit-learn (0.24.2), tensorflow (2.6.0), keras (2.6.0), pandas (1.3.4) and numpy (1.21.4). For more information about this libraries see [41].

Although several Python libraries that implement the federated learning architecture have been presented in Section 3, in this case, for the sake of completeness of the study and greater customization, as well as better understanding of the architecture, we have made our own implementation. Then, in order to reproduce the procedure exposed in Section 2 and in particular in Figure 2 we have implemented a class called Client and another one called Server to follow this scheme.

4.1. Data used

In this work we show a medical image analysis use case. Specifically, we are going to use chest X-Ray images, and the objective is to classify them according to whether or not the patient has pneumonia. Specifically, the data were obtained from [42].

The data used (which are published openly) are divided into three groups: train, test and validation. Let us present in Table 1 the distribution of the images of each type (pneumonia and normal) in each of these three sets.

|          | Pneumonia | Normal |
|----------|-----------|--------|
| Train    | 3875      | 1341   |
| Test     | 390       | 234    |
| Validation | 8       | 8      |

Table 1: Distribution of the X-Ray images in train, test and validation sets.

To give an idea of the type of images we are working with, in Figure 4 three images labeled as pneumonia, and three others labeled as normal (the patient does not present pneumonia) are shown, both obtained from the train set.

![Figure 4: Example of the two categories of images under study (pneumonia and normal).](image)

4.2. Model under study

In order to classify the previously presented images into normal or pneumonia, a model consisting of a multi-layer convolutional network is proposed (remember that the objective of this example is to predict from an X-Ray image whether the patient has pneumonia or not). Specifically, its structure is based on that of models studied for the classification of medical images (see [43]). In addition, different tests have been carried out to adjust the final model that has been used in this use case, regarding the number of layers and the number of neurons in them, the compilation method, etc. The architecture of the final model applied has been implemented using the Python library keras, and it is shown below:

- **Conv2D layer.** Filters: 32. Kernel size: (3, 3). Activation: ReLU. Input shape: (150,150,1).
- **BatchNormalization layer.**
- **MaxPooling2D layer.** Pool size: (2,2). Strides: 2.
- **Conv2D layer.** Filters: 64. Kernel size: (3, 3). Activation: ReLU.
- **Dropout layer.** Rate: 0.1.
- **BatchNormalization layer.**
- **MaxPooling2D layer.** Pool size: (2,2). Strides: 2.
- **Conv2D layer.** Filters: 64. Kernel size: (3, 3). Activation: ReLU.
- **BatchNormalization layer.**
- **MaxPooling2D layer.** Pool size: (2,2). Strides: 2.
4.3. Federated learning approach (3 clients)

In the classical use of federated learning, the number of clients is predefined. However, in our use case we will be interested to see if this technique can bring advantages over the use of centralized data (when privacy requirements allow it). Thus, given the train set of data presented previously, different clients will be simulated in order to compare these approaches, and thus the application of a federated learning schema will be exposed as well as the results obtained by applying it. Note that by the actual way in which the different clients are created, it is a case of horizontal federated learning.

Given the initial set of data (the train set), we will first divide it into 3 clients, with a different number of data for each of them, as presented in Table 2. In addition, in order to train and test the models on each client, we split each of these into train (75%) and test (25%) sets. We also present in this table the average time per epoch that it takes to train the model in each client. It is important to highlight that even though for this use case the different clients have been artificially created (from a centralized dataset), in the case of a real federated learning scheme, the communication of the weights between the different clients and the server must be encrypted. This would not be necessary if we simply wanted to present a distributed machine learning scheme, where the central server distributes different subsets of data among different workers.

### Centralized approach vs decentralized approach. Case: 3 clients.

| Centralized approach | Decentralized approach |
|----------------------|------------------------|
| Loss (test) | Accuracy (test) | AUC (test) | Loss (test) | Accuracy (test) | AUC (test) |
| 3.0694 | 0.6619 | 0.9429 | 2.6034 | 0.8029 | 0.9185 |

Table 3: Centralized approach vs decentralized approach. Case: 3 clients.
client ($N_r = 1$), and repeating this process $N_r$ times, is shown in Table 4.

$$
\begin{array}{cccc}
N_r & \text{Loss (test)} & \text{Accuracy (test)} & \text{AUC (test)} \\
1 & 8.5823 & 0.6250 & 0.5105 \\
2 & 8.2261 & 0.6250 & 0.5024 \\
3 & 11.8544 & 0.6250 & 0.5087 \\
4 & 13.6620 & 0.6250 & 0.8799 \\
5 & 8.9979 & 0.6266 & 0.8936 \\
6 & 12.2626 & 0.6298 & 0.9210 \\
7 & 3.0013 & 0.7660 & 0.9271 \\
8 & 4.3232 & 0.7308 & 0.9313 \\
9 & 6.2835 & 0.6987 & 0.9246 \\
10 & 2.6034 & 0.8029 & 0.9185 \\
\end{array}
$$

Table 4: Decentralized approach. Metrics obtained for the test data varying $N_r$ and with $N_r = 1$. Case: 3 clients.

It can be observed that, contrary to what might be intuitively expected, the best results in terms of loss and accuracy for the set of tests are obtained after 10 repetitions, while the best value for the AUC is reached with $N_r = 8$, being better than the one obtained after 10 repetitions. This can be due to the fact that in each repetition the weights of the models are adjusted according to the data of each client, and the data on which we are predicting have not been seen by any client. In the same way, the convergence of the model can be seen when increasing repetitions of the FL cycle, especially noticeable in the AUC, which goes from 0.5105 to 0.9185 in the last round, and 0.9313 in the best case.

In the same way, as we will observe in the following table, the same thing will happen with the test set of each client, since we are not interested in overfitting the models for a specific client, but rather that based on the data of each client, they generalize in the best possible way. In Table 5 the results in terms of loss and accuracy for each client’s test set evaluating using the model obtained after $N_r$ repetitions, are presented.

$$
\begin{array}{cccccc}
N_r & \text{Client 1 (test)} & \text{Client 2 (test)} & \text{Client 3 (test)} \\
1 & 6.4700 & 0.7143 & 3.7583 & 0.8333 & 8.6489 & 0.6186 \\
2 & 6.0401 & 0.7143 & 3.4773 & 0.8333 & 8.0885 & 0.6186 \\
3 & 8.4223 & 0.7143 & 4.8034 & 0.8333 & 11.2106 & 0.6186 \\
4 & 7.2142 & 0.7200 & 4.1675 & 0.8333 & 10.2194 & 0.6186 \\
5 & 2.9167 & 0.7513 & 1.4952 & 0.8467 & 4.1782 & 0.6441 \\
6 & 3.1232 & 0.8000 & 1.5306 & 0.8750 & 4.5520 & 0.7118 \\
7 & 0.131 & 0.9714 & 0.0357 & 0.9883 & 0.2064 & 0.9548 \\
8 & 0.2194 & 0.9657 & 0.0505 & 0.9917 & 0.3503 & 0.9463 \\
9 & 0.3861 & 0.9457 & 0.1813 & 0.9817 & 0.9088 & 0.8927 \\
10 & 0.3553 & 0.9543 & 0.0921 & 0.9783 & 0.2908 & 0.9548 \\
\end{array}
$$

Table 5: Metrics obtained for the test set of each client varying $N_r$ with $N_r = 1$ fixed. Case: 3 clients.

Note that for client 1, the best results in terms of accuracy are obtained for $N_r = 7$, for client 2 with $N_r = 8$ and with $N_r = 7$ and $N_r = 10$ for client 3. In terms of the loss function, the best results are obtained with $N_r = 7$. That is, in most cases the best results for the tests set of each client are reached for $N_r = 7$. It is again observed that more repetitions do not necessarily lead to better results, since these are made by aggregating the different weights obtained for each client, which will vary with each repetition. In addition, the convergence of the method can be clearly seen from the sixth repetition.

On the other hand, if we take $N_r = 10$ and $N_r = 1$, although according to the Equation, the execution time is the same as in the case where $N_r = 1$ and $N_r = 10$, the results are actually worse. Specifically, in this case we obtain for the test set a loss of 11.8120, and an accuracy of 0.6250, as opposed to the results obtained for $N_r = 1$ and $N_r = 10$ (see the last row of Table 4). Concretely, taking $N_r = 10$ and $N_r = 1$, we obtain the same accuracy as for the case $N_r = N_r = 1$, and a worse value for the loss (see the first row of Table 4). This tells us that in this specific use case is more appropriate to perform more repetitions of the federated learning scheme instead of training more epochs on each client. In addition, this may be because training more epochs on each client leads to overfitting on this client, worsening the accuracy for the test set. Intuitively this reinforces the idea of using federated learning to improve results in a decentralized data case.

4.3.1. Data distribution

Let us study the distribution of the two categories present in the data for each of the three clients (see Table 6). The objective is to analyze if the two classes are distributed in the same way in the different clients, or if, on the contrary, a different distribution is obtained in each one of them.

| Number of data | Normal (%) | Pneumonia (%) |
|---------------|------------|---------------|
| Client 1      | 1400       | 28.57         | 71.43         |
| Client 2      | 2400       | 16.67         | 83.33         |
| Client 3      | 1416       | 38.21         | 61.79         |

Table 6: Data distribution for the three clients (without distinguishing train and test sets).

These data have been selected manually, so that the distributions of the data in the different clients are different. For example, in client 2 less than 17% of the samples correspond to images of patients without pneumonia, while this percentage exceeds 38% (more than double) in the case of client 3. In addition, if we compare with the global distribution of the data of the three clients, we can see that between that of the third one and the global distribution, there is more than a 12% difference. The distribution of the data is one of the most important factors that can affect a federated learning algorithm, in particular, the fact that they are unbalanced (as in this case), is a key aspect to be evaluated. However, as we have seen in the above, despite the unbalanced data, we managed to obtain a substantial improvement by distributing the data in 3 clients, compared to the case in which they are centralized (passing the accuracy from 0.6619 in the centralized case to 0.7853 in the best performance of the federated learning approach). In the following cases, the
process of allocating the data among the different clients will be a random process, so that these differences in the distributions will not be so clear.

4.4. Federated learning approach (10 clients)

Now, let us repeat the previous analysis using a larger number of data owners. In this case, instead of decomposing the train set into 3 clients, we will decompose it into 10 of them. Again we will use the model presented in Subsection 4.2. Table 7 shows the number of data for each client as well as the average computation time per epoch is shown.

| Number of data | Train | Test | Average time per epoch (s) |
|----------------|-------|------|---------------------------|
| Client 1       | 442   | 148  | 10.1                      |
| Client 2       | 412   | 138  | 9.7                       |
| Client 3       | 356   | 119  | 8                         |
| Client 4       | 378   | 127  | 9                         |
| Client 5       | 393   | 132  | 9                         |
| Client 6       | 356   | 119  | 8                         |
| Client 7       | 378   | 127  | 9                         |
| Client 8       | 393   | 132  | 9                         |
| Client 9       | 412   | 138  | 9.8                       |
| Client 10      | 468   | 157  | 11                        |

Table 7: Number of data of each client and average training time per epoch. Case: 10 clients.

As we have already explained in the previous case, when training the model in a centralized way, the average time per epoch (average over 10 epochs executed) is 138.6s. In this case, with 10 clients, if we repeat the process 10 times the average time considering that one epoch is trained in each case (\(N_e = 1\)), will be 110s (see Equation 3), while if we train the model for the centralized case 10 epochs, the execution time will be approximately 1386s. Let’s see in Table 8 the results of training these two cases for the test set.

|          | Loss (test) | Accuracy (test) | AUC (test) |
|----------|-------------|-----------------|------------|
| Centralized approach | 3.0694      | 0.6619          | 0.9429     |
| Decentralized approach | 3.8730      | 0.7340          | 0.9130     |

Table 8: Centralized approach vs decentralized approach. Case: 10 clients.

We can thus verify (although we will study this in more detail in a later summary of results), that applying federated learning techniques provides substantial advantages over the centralized case. The advantages in terms of execution time are evident (since the different clients will perform their computations in parallel, and the number of data for each one will always be strictly smaller than in the centralized case), and as shown in Table 9 there is a very significant improvement also with respect to the accuracy (although the values obtained for the other two metrics are slightly worse). The most significant strength is that it can be observed that in this case, the execution time of the decentralized case reduces by 92.06% the time of the centralized approach, while the accuracy has also increased.

In Table 9 we show in detail the test loss, accuracy and AUC values obtained by varying the number of repetitions of the federated learning process (i.e. varying \(N_r\), with \(N_e = 1\)). Specifically, in this case, the best results for the three metrics are obtained with the highest number of repetitions performed, \(N_r = 10\). Looking at the precision, we can see that it is not until the seventh round that the value of this metric starts to increase, from 0.6250 during the first 5 repetitions to 0.7340 in the ninth, and decreasing a little in the tenth to 0.7212. While in the case of 3 clients (see Table 5) the accuracy did not exceed 0.6250 until the 5th repetition (when reached 0.6266), in this case it occurs from the 7th repetition onwards (with an accuracy of 0.6635 on this round). This shows that in the second case the convergence is slower, probably because each client has a smaller number of data than in the first case. In this case it is very interesting to note that in terms of the three metrics under study, loss, accuracy and AUC, the best results are obtained for round 9 instead of round 10, which would imply even less execution time, and therefore a temporal reduction of approximately 92.85% compared to the centralized case.

Let us now see in Table 10 for which values of \(N_r\) (remember that \(N_r = 1\)) the optimal results (in terms of loss and accuracy) are obtained for each client’s test set, and what these values are. Note that the optimum of each metric is not always obtained for the same value of \(N_r\), as is the case of clients 3, 7 and 10.

In Table 10 it can be seen that both in terms of loss and accuracy really successful results are obtained for the test set of each client, with the worst result being Client 7, and the best being Clients 2 and 9 (both with an accuracy of 100%, and Client 2 with a loss value slightly lower than Client 9).

Again, as in the case of 3 clients, when taking \(N_r = 10\) and \(N_e = 1\) the estimated execution time is the same as in the case where \(N_r = 1\) and \(N_e = 10\) (see Equation 3), but the results are actually worse. Specifically, in this case we obtain for the test set a loss of 6.5796, and an accuracy of 0.6250, while these values are 4.7813 and 0.7212 respectively for the case of \(N_r = 1\) and \(N_e = 10\) (see the last row of Table 9).
4.5. Intermittent clients

In the following, two problems that may arise related to client intermittency will be discussed. As mentioned previously, the problem of intermittent clients can be due to a wide range of reasons. The most common ones can be communication limitations, connectivity problems or issues related to computing infrastructures. However, in this case concerning the health field, if we assume that this study could involve the collaboration of different hospitals or health or research centers, all of them with X-ray images from different patients, the intermittency could be due to a new center deciding to participate in the training, or others deciding to drop out for other reasons, such us privacy concerns. Therefore, it is important to analyze the problems that may arise or how they could be addressed.

Suppose now that a new client enters the architecture, and one of the clients which was participating in the training, leaves it. This fits with a real case where a data owner decides to leave the training, either voluntarily or involuntarily (e.g. problems with internet connectivity, technical issues, or even privacy concerns). In the case of medical imaging, this can be very common if it is a study in which different hospitals participate, and some leave the training (for any of the reasons stated previously, among others), and others join it once it is started. To exemplify this, first let us come back to the case of a federated learning schema composed by 3 clients. Let us suppose that a client leaves (we will study what happens when client 1, 2 and 3 leave), and a new client enters, client 4, which will build the two different learning schemas composed of 3 and 4 clients. Let us consider two different options:

- **Approach 1**: When a client leaves, the weights obtained for that client in previous repetitions are not taken into account for subsequent repetitions of the training. The weights obtained for the new client are included in the aggregation.

- **Approach 2**: When a client leaves, its last weights calculated are kept and are used in subsequent aggregations to update the model. Again, the weights obtained for the new client are included in the aggregation.

The results obtained for the prediction on the test set with each approach by adding client 4 and removing each of the previous clients are presented in Table 11.

| Client removed | Approach 1 (test) | Approach 2 (test) |
|----------------|-------------------|-------------------|
|                | Loss   | Accuracy | Loss   | Accuracy |
| Client 1       | 4.0000 | 0.7500   | 4.5387 | 0.7131   |
| Client 2       | 3.6074 | 0.7564   | 4.8299 | 0.7083   |
| Client 3       | 3.7131 | 0.7548   | 4.3448 | 0.7228   |
| Client 4       | 3.7189 | 0.7548   | 4.3951 | 0.7196   |
| Client 5       | 3.7096 | 0.7548   | 4.2605 | 0.7228   |
| Client 6       | 3.7111 | 0.7548   | 3.6957 | 0.7340   |
| Client 7       | 3.9376 | 0.7436   | 4.8988 | 0.7051   |
| Client 8       | 3.4686 | 0.7580   | 4.3015 | 0.7147   |
| Client 9       | 3.3949 | 0.7596   | 3.7850 | 0.7260   |
| Client 10      | 3.6860 | 0.7548   | 8.1755 | 0.6266   |

Table 11: Results obtained by eliminating one client and adding a new one with the two approaches described above. Case: 3 clients.

In this case we cannot select one approach as better than the other, since by eliminating the first client, the first approach is better in terms of accuracy and loss than the second approach. The same applies to the third client, the second approach is better than the first one. However, the opposite happens when eliminating the second client (the one that contained a larger number of data), in this case approach 2 produces better results than approach 1, both in terms of loss and accuracy.

Following this same line, the results of removing a client and adding a new one in the case of the federated learning schema with 10 clients are shown. Again in this case the client that we add, client 11, will have as data the images of the validation set (16 images). We consider the same two approaches as in the case of three clients In Table 12 the results obtained for the test set when removing each one of the initial ten clients and adding client 11 are shown.

| Client removed | Approach 1 (test) | Approach 2 (test) |
|----------------|-------------------|-------------------|
|                | Loss   | Accuracy | Loss   | Accuracy |
| Client 1       | 2.4668 | 0.8092   | 2.8923 | 0.7949   |
| Client 2       | 4.9495 | 0.7452   | 3.4701 | 0.7821   |
| Client 3       | 2.1746 | 0.8237   | 3.5976 | 0.7340   |

Table 12: Results obtained by eliminating one client and adding a new one with the two approaches described above. Case: 10 clients.
obtained in previous repetitions if one client leaves the training process.

It should be noted that the selection of one criterion or another will depend on the type of data of each client, but in principle, it seems more convenient not to keep the last weights calculated for the eliminated client, rather than not taking them into account (for example, the frequency with which data is updated for each client is key in considering whether or not to discard such weights).

Finally, let us suppose now that one of the clients involved in the process does not send the updates after a pre-established time. As the rest cannot wait indefinitely, a decision must be taken in advance: consider the previous update available or not count on this client. In the same way, once this client sends its update after a certain number of repetitions of the FL schema, it will have to be decided whether it will be included or whether it should not be included until it sends the weights corresponding to the current round. Then, the following two approaches can be studied:

- **Approach A**: Until new weights are received from the client, the last update received by the client is used. Once a new one is received, it is included regardless of the repetition of the process.
- **Approach B**: If a client does not send its updates on time in a certain round, the parameters are not included again, nor are those calculated in other repetitions used. The weights of that client will only be included again when the client re-trains the initialized model with the weights of the corresponding repetition.

Let us illustrate this problem with the following example: suppose that once the model is applied for the fifth time to each client, client \( i \) (for certain \( i \in \{1, \ldots, N_i\} \)) does not send its weights after the pre-established maximum waiting time prior to aggregation. Also, suppose that this client sends the updates at the end of repetition 10. The results obtained with the two approaches exposed for this example are shown for each client in Table 13 for the case of three clients and in Table 14 for the case of 10 clients.

| Client \( i \) | Approach A (test) | Approach B (test) |
|----------------|-------------------|-------------------|
| Client 1      | 12.2229 0.6250    | 8.6411 0.6522     |
| Client 2      | 6.9331 0.6298     | 3.5930 0.7516     |
| Client 3      | 2.0380 0.7436     | 3.0532 0.7997     |

Table 13: Results obtained for the test set considering the last repetition of the FL schema and approaches A and B. Client \( i \) is the intermittent client considered in this example. Case: 3 clients.

| Client \( i \) | Approach A (test) | Approach B (test) |
|----------------|-------------------|-------------------|
| Client 1      | 5.6262 0.6250     | 6.7738 0.6250     |
| Client 2      | 4.1949 0.6250     | 4.3756 0.6250     |
| Client 3      | 4.9695 0.6250     | 8.2096 0.6250     |
| Client 4      | 5.1496 0.6250     | 4.8699 0.6250     |
| Client 5      | 4.5158 0.6250     | 6.4545 0.6250     |
| Client 6      | 4.3505 0.6250     | 4.3655 0.6250     |
| Client 7      | 4.4714 0.6250     | 6.3264 0.6250     |
| Client 8      | 3.4311 0.6250     | 6.0426 0.6250     |
| Client 9      | 5.1880 0.6250     | 4.9086 0.6250     |
| Client 10     | 5.4487 0.6250     | 4.8596 0.6250     |

Table 14: Results obtained for the test set considering the last repetition of the FL schema and approaches A and B. Client \( i \) is the intermittent client considered in this example. Case: 10 clients.

In this case, comparing approaches A and B for 10 clients, we can see that the models fail to converge in terms of accuracy by the end of the FL scheme rounds. This is not entirely surprising, since we have already seen that in this case it took 7 repetitions for the model to start converging by increasing the accuracy to 0.6250, and in this case, the model undergoes the change in the configuration of the clients in round 5. However, it is possible to compare these two approaches in terms of loss. Thus, in this example we can see that in 7 out of 10 cases, better results are obtained with approach A than with approach B, i.e. if a client does not send its updates in the corresponding repetition, the previous ones will be used until new weights are received. This is the opposite of what happened in the case of 3 clients. However, what can be clearly observed here is that once the FL scheme undergoes a change, namely some weights are not received in time and/or sent with delay, more rounds will be needed to converge. Again, as already mentioned, it is important to study which approach is suitable depending on the data used, the characteristics of the clients (and the number of data each one owns) and the objective of the problem.

### 4.6. Summary and comparison

In this section we will summarize the different results obtained in the analysis of the previous case study.

First, in Table 15, the best performance obtained in each case under study in terms of loss, accuracy and AUC (depending the round of the FL schema \( N_i \)) and time reduction vs the centralized approach is shown.

In the case of 10 clients it is clearly observed that the results for the three metrics are better in the case where 9 repetitions of the FL schema are performed instead of 10, which also leads to a shorter computation time. With respect to the case of 3 clients, it is observed that in terms of loss and accuracy, the best results are obtained in the tenth repetition, but this is not true for the AUC, which reaches its best value in the eighth repetition, again implying less computation time.

In addition, let’s study it in more detail the AUC and the ROC curves obtained for the centralized approach and for the
Table 15: Comparison of the centralized approach with the two decentralized cases under study. Best performance in terms of loss, accuracy and AUC.

|                      | Test Loss | Test Acc. | Test AUC | Nr  | Exc. time (s) | Time reduction vs cent. apr. (%) |
|----------------------|-----------|-----------|----------|-----|---------------|---------------------------------|
| **Centralized approach** |           |           |          |     |               |                                 |
|                      | 3.0694    | 0.6619    | 0.9429   |     |               |                                 |
| **Decentralized approach** |           |           |          |     |               |                                 |
| 3 clients            | 2.6034    | 0.8029    | 0.9185   | 10  | 401           | 71.07                           |
|                      | 4.3232    | 0.7308    | 0.9313   | 8   | 320.8         | 76.85                           |
| 10 clients           | 4.7813    | 0.7212    | 0.9095   | 10  | 110           | 92.06                           |
|                      | **3.8730** | **0.7340** | **0.9130** | 9   | 99            | 92.85                           |

Table 15: Comparison of the centralized approach with the two decentralized cases under study. Best performance in terms of loss, accuracy and AUC.

round which provides the best results in terms of AUC for the cases of three and ten clients, analyzing the one obtained for each round \( N_r \in \{1, \ldots, 10\} \), and for \( N_r = 10 \) (see Figure 5). As already mentioned, it can be seen that the best results in terms of this metric are not obtained for the maximum number of rounds performed (\( N_r = 10 \)), but for 8 and 9 rounds respectively for the cases of 3 and 10 clients.

Figure 5: ROC curves for each of the cases exposed in Table 15.

Looking again at the cases of three and ten clients, it is of particular interest to assess that this federated learning approach also gives good results in the test sets of each client. For this purpose in Table 16 the average loss and accuracy obtained in each case is compared, considering the optimum value reached for each client (see Table 5 and 10).

|                      | Average loss (client test set) | Average test accuracy (client test set) |
|----------------------|--------------------------------|-----------------------------------------|
| 3 clients            | 0.1246                         | 0.9726                                  |
| 10 clients           | 0.1405                         | 0.9786                                  |

Table 16: Comparison of the average loss and accuracy obtained for the test sets of the clients of each decentralized case.

In this case, in contrast to the previous one, it can be seen that the mean loss for the test sets of each client is lower when there are three clients than when there are ten (however, in the case of accuracy, the results are slightly better in the case of ten clients).

In view of the above summary of results, it can be noted that in each case it must be studied whether a smaller or larger number of clients should be taken, depending on the characteristics of the data and the problem.

Now let us turn to the case study of the problem of intermittent clients. First, let us look at the average for loss and accuracy in the cases where a client is eliminated and a new one appears (Table 17). Note that in both approaches the new client is the same (the one containing the images of the validation set). For this calculation the results of Tables 11 and 12 are used. In this case, the test set considered is the initial one (see Table 1), not that of each client.

|                      | Approach 1 (test) | Approach 2 (test) |
|----------------------|-------------------|-------------------|
|                      | Average loss      | Average accuracy  | Average loss | Average accuracy |
| 3 clients            | 3.0453            | 0.7927            | 3.3200       | 0.7703           |
| 10 clients           | 3.6947            | 0.7552            | 4.7223       | 0.7093           |

Table 17: Results obtained by eliminating one client and adding a new one with the two approaches described above. Average loss and accuracy.

In the previous table we can see that, when there are intermittent clients, the results are better with 3 clients than with 10, both in terms of loss and accuracy, and it is also observed that in both cases, in this example is more interesting to apply the first approach, which is not to keep the last weights calculated for the eliminated client.

Finally, regarding the second problem presented previously related with intermittent clients, the case where a client does not send its weights in time at the end of a repetition of the FL scheme but sends them in another round, we propose two possible approaches (A and B) to be followed. In particular we have studied this issue applying the two approaches to an example with the cases of 3 and 10 clients. In this example it is assumed that at the end of the 5th repetition, prior to aggregation, a client does not send its updates, but these are received by the server at the end of the 10th repetition, also prior to aggregation. It can be seen that approach A achieves better results in terms of loss and accuracy for the case of 3 clients, while for the case of 10 clients, although the best results are obtained in terms of loss with approach B, in terms of accuracy it remains at 0.6250.
with both approaches (the model does not converge). We can also observe that although with 10 clients the model does not overcome the accuracy 0.6250, with approach A there is a great reduction of the loss with respect to the case of 3 clients, i.e., although the model does not converge in terms of accuracy in the case of 10 clients, it does so faster than with 3 clients in terms of loss.

Table 18 shows the mean obtained for the test loss and accuracy after analyzing this case considering each of the possible clients as an intermittent client, which verifies the superiority of approach A over approach B in this example for the case of 3 clients, and the opposite for the case of 10 clients (see Tables 13 and 14). This further supports, as mentioned previously, that the most appropriate procedure should be carefully studied in each case under study, as this same example shows how one approach is more convenient than another depending on the split of the data in a greater or lower number of clients.

| Approach A (test) | Approach B (test) |
|------------------|-------------------|
| Average loss | Average accuracy | Average loss | Average accuracy |
| 3 clients | 7.0646 0.6661 | 5.0948 0.7345 |
| 10 clients | 4.7345 0.6250 | 5.7186 0.6250 |

Table 18: Results obtained by eliminating one client and adding a new one with the two approaches described above. Average loss and accuracy.

5. Conclusions and future work

In this paper we have presented the implementation of a complete federated learning algorithm and its application to a practical use case on medical image classification, with special attention to the evolution of results as the number of clients in which the original data are divided increases. Although the classical use of this type of techniques is motivated by the impossibility of working in a centralized way with data from different clients that intend to study the same subject using data of the same characteristics (because they cannot or do not want to share their data with each other or with an external server due to privacy restrictions), we will also study the advantages that this approach can bring over the classical (centralized) one by simulating different clients in a specific use case.

Specifically, for the analyzed use case, the different clients have been artificially generated from the training data of a public dataset of medical images of chest X-Ray. Specifically, the objective is to classify the images according to whether or not the patient has pneumonia. In particular, the different results obtained by dividing the initial train set into 3 and 10 clients have been studied. Further to the study of the results for the test data set, for the cases of three and ten clients, individual results have been analyzed for each client test set. It is worth noting that in both cases of this use case, for the same runtime, much better results are obtained by considering \( N_c = 1 \) and \( N_c = 10 \) instead of \( N_c = 10 \) and \( N_c = 1 \). This implies that in this particular example it is more convenient to apply more rounds of the FL scheme than training epochs of the model.

We can thus see that this technique not only gives us the advantages of greater data security (since data does not travel between clients or between client and server), but also, when applied to an scenario in which the centralized approach could be used, federated learning also shows improvements in terms of reduction of computing time and even in accuracy increasing with respect to the classic approach.

In addition, an analysis has been made of the possible steps to follow in the case of the problem of intermittent clients. In particular, we have started by analyzing two approaches in the case of a client leaving the training and a new one entering, distinguishing in the case of the one who leaves the training the results that would be obtained if the weights sent in previous iterations are no longer considered, compared to if they continue to be used in the aggregation. Moreover, we have also discussed a problem that can be very common, among other factors, due to connectivity. This is the case when a client does not send its updates to the server after a predefined time has elapsed but sends it after certain rounds. In the situation that this happens, we must consider whether to continue using the old updates, and include the new one when it is received, or not to include the weights of this client until they are those corresponding to the current repetition of the FL schema. Specifically, in this case for the specific example under study we have been able to conclude that the second approach is more convenient, as shown in Table 18.

As for next steps, we foresee many lines of work and research as a continuation of this work, such as the following:

- Study of different models, in particular the application to other kind of machine learning models, not only to neural or convolutional networks.
- Continue with the exhaustive study of results and possible responses in the case of intermittent clients: that more than one appears and disappears, and that this occurs in several repetitions of the process.
- Selection, implementation and use of other aggregation functions according to the case of study. For example, using cluster federated averaging operator, with is based on using the algorithm of k-means and use the centroids in order to obtain the new weights (exposed in the documentation about the aggregation operators of [41]). Moreover, as mentioned when presenting the aggregation function used in this use case, it is really attractive to try to consider machine learning models to optimize the aggregation.
- Analysis of more use cases, in particular with special attention to the non-i.i.d. data case [37]. Note that when the training data of a model with a federated learning architecture is unbalanced in its distribution, as proved in [45], the accuracy may be reduced (see [37]).
- Analysis of the possible attacks that the process may suffer and study of different ways to avoid them or reduce
their effects. Some of these are: corruption of models by attackers (i.e. some clients could be attackers modifying the model with corrupted data), attacks on the communication of weights and the extraction of data characteristics from them, etc. One possibility is to implement the algorithm applying Homomorphic Encryption (HE) in the communication of the weights between the clients and the server.

- Implementation of a use case comparing different data decentralization architectures, such as the four proposed together with the Parameter Server one in Figure 2 of [37]: all reduce, ring all reduce, gossip and neighbor architecture.

- Introduce federated transfer learning techniques in order to improve the results obtained with the classical approach (see [46] where federated transfer learning is applied for machine fault diagnosis, and [47]).

- Introduce other techniques and architectures for data decentralization such as split and gossip learning (see [35] and [36]).

- Finally, note that as this was a preliminary study based on simulated clients, it was not necessary to create the client-server communication structure. However, for a real application use case, it is important to emphasize here that such communication must be encrypted. In addition, among other possible tools, we propose the use of Serf or Consul from HarshitCorf for the orchestration of such communication.
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