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Abstract
We consider the energy complexity of the leader election problem in the single-hop radio network model, where each device \( v \) has a unique identifier \( \text{ID}(v) \in \{1, 2, \ldots, N\} \). Energy is a scarce resource for small battery-powered devices. For such devices, most of the energy is often spent on communication, not on computation. To approximate the actual energy cost, the energy complexity of an algorithm is defined as the maximum over all devices of the number of time slots where the device transmits or listens.

Much progress has been made in understanding the energy complexity of leader election in radio networks, but very little is known about the trade-off between time and energy. Chang et al. [STOC 2017] showed that the optimal deterministic energy complexity of leader election is \( \Theta(\log \log N) \) if each device can simultaneously transmit and listen, but still leaving the problem of determining the optimal time complexity under any given energy constraint.

**Time-energy trade-off:** For any \( k \geq \log \log N \), we show that a leader among at most \( n \) devices can be elected deterministically in \( O(k \cdot n^{1+\epsilon}) + O(k \cdot N^{1/k}) \) time and \( O(k) \) energy if each device can simultaneously transmit and listen, where \( \epsilon > 0 \) is any small constant. This improves upon the previous \( O(N) \)-time \( O(\log \log N) \)-energy algorithm by Chang et al. [STOC 2017]. We provide lower bounds to show that the time-energy trade-off of our algorithm is near-optimal.

**Dense instances:** For the dense instances where the number of devices is \( n = \Theta(N) \), we design a deterministic leader election algorithm using only \( O(1) \) energy. This improves upon the \( O(\log^* N) \)-energy algorithm by Jurdziński, Kutyłowski, and Zatopiański [PODC 2002] and the \( O(\alpha(N)) \)-energy algorithm by Chang et al. [STOC 2017]. More specifically, we show that the optimal deterministic energy complexity of leader election is \( \Theta(\max \{1, \log \frac{N}{n}\}) \) if each device cannot simultaneously transmit and listen, and it is \( \Theta(\max \{1, \log \log \frac{N}{n}\}) \) if each device can simultaneously transmit and listen.
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1 Introduction

A radio network is a distributed system of devices equipped with radio transceivers. In this paper, we focus on single-hop networks where all devices communicate via a single communication channel. The communication proceeds in synchronous rounds. In each time slot, each device performs some computation and chooses to either listen to the channel, transmit a message, or stay idle.

The energy complexity of a distributed algorithm is the maximum over all devices of the number of time slots where the device is not idle \([\text{CKP}+19, \text{CDH}+18, \text{CDHP}20, \text{JKZ}02, \text{JKZ}03]\). That is, each transmitting and listening time slot costs one unit of energy. This complexity measure is motivated by the fact that energy is a scarce resource for small battery-powered devices, and for these devices a large fraction of energy is often spent on communication, not on computation.

Collision detection. We consider the following four collision detection models \([\text{CKP}+19]\), depending on whether the devices have sender-side collision detection (i.e., devices can simultaneously transmit and listen) and receiver-side collision detection (i.e., devices can distinguish between collision and silence).

\begin{itemize}
  \item **Strong-CD.** Transmitters and listeners receive one of the three feedback: (i) silence, if zero devices transmit, (ii) collision, if at least two devices transmit, or (iii) a message \(m\), if exactly one device transmits.
  \item **Sender-CD.** Transmitters and listeners receive one of the two feedback: (i) silence, if zero or at least two devices transmit, or (ii) a message \(m\), if exactly one device transmits.
  \item **Receiver-CD.** Transmitters receive no feedback. Listeners receive one of the three feedback: (i) silence, if zero devices transmit, (ii) collision, if at least two devices transmit, or (iii) a message \(m\), if exactly one device transmits.
  \item **No-CD.** Transmitters receive no feedback. Listeners receive one of the two feedback: (i) silence, if zero or at least two devices transmit, or (ii) a message \(m\), if exactly one device transmits.
\end{itemize}

Deterministic leader election. Through the paper, a single-hop radio network is described by a set of devices \(V\), where each device \(v \in V\) has a distinct identifier \(\text{id}(v) \in [N] = \{1, 2, \ldots, N\}\). The parameter \(N\) is a global knowledge. The goal of the leader election problem is to have exactly one device identify itself as the leader and all other devices identify themselves as non-leaders.

A simple \(O(N)\)-time and \(O(\log N)\)-energy algorithm in No-CD. It is well-known that leader election can be solved in \(O(N)\) time and \(O(\log N)\) energy in the No-CD model \([\text{NO}00]\), as follows. The set \(S\) initially contains all devices \(u\) whose \(\text{id}(u)\) is an odd number. For \(i = 1, 2, \ldots, \lceil N/2 \rceil\), in the \(i\)th time slot, the device \(u\) with \(\text{id}(u) = 2i - 1\) transmits a dummy message, the device \(v\) with \(\text{id}(v) = 2i\) listens, and \(v\) adds itself to \(S\) if \(v\) does not hear a message from \(u\). It is clear that if there is at least one device \(w\) with \(\text{id}(w) \in \{2i - 1, 2i\}\), then exactly one such device is in \(S\). We can solve the leader election problem by having each \(w \in S\) reset its identifier \(\text{id}(w) \leftarrow \lceil \text{id}(w)/2 \rceil\) and recursing on the devices in \(S\) with the new \(\text{id}\) space \(\{1, 2, \ldots, \lceil N/2 \rceil\}\).

The time complexity \(T(N)\) and the energy complexity \(E(N)\) of the algorithm satisfies the following recurrence relations.

\[
T(N) = T(\lceil N/2 \rceil) + \lceil N/2 \rceil, \quad E(N) = E(\lceil N/2 \rceil) + 1,
\]

\[
T(1) = 0, \quad E(1) = 0.
\]
Hence $T(N) = O(N)$ and $E(N) = O(\log N)$.

This algorithm is optimal in both time and energy in the No-CD model, as Jurdziński, Kutyłowski, and Zatopiański showed that leader election requires $\Omega(N)$ time [JKZ02] and $\Omega(\log N)$ energy [JKZ03] in the No-CD model.

**Other collision detection models.** For the energy complexity in the Sender-CD model, Jurdziński, Kutyłowski, and Zatopiański proved an upper bound $O(\sqrt{\log N})$ [JKZ02] and a lower bound $\Omega(\log \log N/\log \log \log N)$ [JKZ03]. Later, Chang et al. [CKP+19] settled the optimal energy complexity of leader election in all four models by showing that it is $\Theta(\log N)$ if each device cannot simultaneously transmit and listen (i.e., Receiver-CD and No-CD), and it is $\Theta(\log \log N)$ if each device can simultaneously transmit and listen (i.e., Strong-CD and Sender-CD).

**Time-energy trade-off.** To the best of our knowledge, the only existing result relevant to the trade-off between time and energy is that leader election can be solved in $O(\log N)$ time and $O(\log N)$ energy in Receiver-CD and Strong-CD [Cap79, Hay78, TM78] by doing a binary search over the ID space $[N]$. For comparison, a much better energy complexity of $O(\log \log N)$ can be achieved in Strong-CD with an algorithm that has a worse time complexity of $O(N)$ [CKP+19].

The algorithm works as follows. In one round of communication, the size of the ID space can be reduced to $\lceil N/2 \rceil$, as follows. Let $L$ be the set of devices $v$ with $\text{ID}(v) \leq \lceil N/2 \rceil$, and let $R$ be the remaining devices. The devices in $L$ transmit a dummy message at the same time, and the devices in $R$ listen. If the devices in $R$ hear silence, then we recurse on $R$, since this means the set $L$ is empty. If the devices in $R$ detect collision or receive a message, then we recurse on $L$, since this means the set $L$ is non-empty. A leader is elected after $O(\log N)$ depths of recursion.

This algorithm can be generalized to obtain a time-energy trade-off in Strong-CD. Consider any $k \geq \log \log N$. Apply the above strategy for $k$ iterations to reduce the size of the ID space to $N' = O\left(\frac{N}{2^k}\right)$, and then run the $O(N')$-time $O(\log \log N')$-energy leader election algorithm of [CKP+19].

The overall time complexity is $O\left(k + \frac{N}{2^k}\right)$, and the overall energy complexity is $O(k)$.

**Dense instances.** The $\Omega(\log N)$ and $\Omega(\log \log N)$ energy lower bounds of Chang et al. [CKP+19] only work for the special case of $|V| = 2$. Much more energy-efficient leader election algorithms are known for dense instances. When the number of devices is $|V| = \Theta(N)$, Jurdziński, Kutyłowski, and Zatopiański [JKZ02] showed an $O(\log^* N)$-energy algorithm, and the energy complexity was later improved to the inverse Ackermann function $O(\alpha(N))$ by Chang et al. [CKP+19].

We briefly explain the ideas underlying these algorithms. In the above simple $O(N)$-time and $O(\log N)$-energy algorithm, by adding an extra time slot for each $i$ to let the device $v$ with $\text{ID}(v) = 2i$ transmit an acknowledgement to the device $u$ with $\text{ID}(u) = 2i - 1$, we can let each device $v \not\in S$ that drops out of the algorithm be remembered by some device $u \in S$. In particular, as we have $|V| = \Theta(N)$, after $t$ levels of recursion, most of the remaining devices remember $\Omega\left(2^t\right)$ devices. Let $B_v$ denote the set of devices remembered by $v$, and let $v$ drop out of the algorithm if $|B_v| = o(2^t)$ is too small. The key idea is that $v$ can let the members in the group $B_v$ share the energy cost in subsequent iterations. As $|B_v| = \Omega\left(2^t\right)$, we can execute $2^t$ levels of recursion with energy cost $O(1)$ per device. After that, most of the remaining devices form groups of size $\Omega\left(2^t\right)$, and hence the next $2^t$ levels of recursion can be executed with energy cost $O(1)$ per device. Repeating this argument, leader election can be solved in $O(\log^* N)$ energy.

Replacing the $O(\log N)$-energy algorithm by the new $O(\log^* N)$-energy algorithm in the above approach, an algorithm with energy complexity $O(\log^{**} N)$ is obtained, where $\log^{**} N$ is defined.
by \(\log^* 1 = 0\) and \(\log^* n = 1 + \log^* \log^* n\) for \(n > 1\). Similarly, the energy complexity can be improved to \(O(\log^{**} N)\). Repeating this argument, a leader election algorithm with inverse Ackermann energy complexity

\[
O(\alpha(N)) = O\left(\min \left\{ i \in \mathbb{N} \mid \log^* \cdots \log^* N \leq 1 \right\}\right)
\]

is obtained. Due to the complex recursive structure of this approach, the algorithms \[\text{CKP}^{+19}\] \[\text{JKZ02}\] based on this approach are naturally very complicated.

### Summary

See Table 1 for a summary of existing time and energy bound for deterministic leader election. For more related work, see Section 1.2. In Tables 1 to 3 network size refers to the prior knowledge of the devices about the size of the network \(|V|\). For example, \(|V| = n\) means that there is a prior knowledge that \(n\) is the number of devices, \(n \leq |V| \leq N\) means that there is a prior knowledge that \(n\) is a lower bound on the number of devices, and \(1 \leq |V| \leq N\) means that there is no prior knowledge on \(|V|\) at all, except for the trivial lower bound 1 and the trivial upper bound \(N\). Note that a lower bound that works with a prior knowledge \(|V| = n\) is strictly stronger than one that works with a prior knowledge \(n \leq |V| \leq N\).

Lower bounds for stronger models immediately apply to weaker models. For example, the \(\Omega(\log \log N)\)-energy lower bound applies not only to \textbf{Strong-CD} but also to \textbf{Sender-CD}. Similarly, upper bounds for weaker models immediately apply to stronger models. For example, the \(O(N)\)-time and \(O(\alpha(N))\)-energy algorithm for the dense instances \(|V| = \Theta(N)\) works in all four models.

The \(\Omega(n)\)-time \textbf{Sender-CD} lower bound in Table 1 was originally stated as an \(\Omega(\alpha(N))\)-time lower bound for algorithms that work for all possible network size \(1 \leq |V| \leq N\). Such a lower bound immediately implies an \(\Omega(n)\)-time lower bound for algorithms that work for the range of network size \(1 \leq |V| \leq n\) by restricting the ID space from \([N]\) to \([n]\).

| Model       | Time                  | Energy            | Network size | Note                      | Reference |
|-------------|-----------------------|-------------------|--------------|---------------------------|-----------|
| Strong-CD   | \(O\left(k + \frac{N}{2^k}\right)\) | \(O(k)\)          | \(1 \leq |V| \leq N\) | \(k \geq \log \log N\) | Cap79, Hay78, TM78, + |
|             | any                   | \(\Omega(\log \log N)\) | \(|V| = 2\)  |                           | CKP^{+19} |
| Sender-CD   | \(O(N)\)             | \(O(\log N)\)     | \(1 \leq |V| \leq N\) |                            | CKP^{+19} |
|             | \(\Omega(n)\)        | any               | \(1 \leq |V| \leq n\) |                            | JKZ02     |
| Receiver-CD | \(O(\log N)\)        | \(O(\log N)\)     | \(1 \leq |V| \leq N\) |                            | Cap79, Hay78, TM78 |
|             | any                   | \(\Omega(\log N)\) | \(|V| = 2\)  |                            | CKP^{+19} |
|             | \(O(N)\)             | \(O(\alpha(N))\)  | \(\epsilon N \leq |V| \leq N\) | \(\epsilon = \Theta(1)\) | NO001, JKZ03, CKP^{+19} |

Table 1: Summary of existing time and energy bounds

#### 1.1 Our contribution

The contribution of this paper is as follows.

**Time-energy trade-off.** In this paper, we show a near-optimal time-energy trade-off for deterministic leader election in \textbf{Strong-CD} and \textbf{Sender-CD}. For any \(k \geq \log \log N\), we show that a leader among at most \(n\) devices can be elected deterministically in \(O(kn^{1+\epsilon}) + O(kN^{1/k})\) time and \(O(k)\) energy in \textbf{Sender-CD}, where \(\epsilon > 0\) is an arbitrarily small constant. Our algorithm requires that all devices know the parameters \(k\) and \(\epsilon\). This improves upon the previous \(O(N)\)-time \(O(\log \log N)\)-energy algorithm in \[\text{CKP}^{+19}\]. For the case of \textbf{Strong-CD}, the time complexity can be improved
to $O\left(kN^{1/k} + \min\left\{kn^{1+\epsilon}, \frac{N}{2}\right\}\right)$ by combining our new algorithm with the $O\left(k + \frac{N}{2}\right)$-time and $O(k)$-energy algorithm that we discussed above.

We also provide lower bounds to show that the time-energy trade-off of our algorithm is near-optimal. See Table 2 for a summary of the results, where $\epsilon > 0$ can be any arbitrarily small constant. The $\Omega(n)$ lower bound of [JKZ02] is also included in the table for showing the near-optimality of our $O\left(kN^{1/k} + kn^{1+\epsilon}\right)$ upper bound in Sender-CD. Note that any Strong-CD lower bound applies to all four models. The $\Omega\left(kN^{1/k}\right)$-time lower bound also applies to algorithms that work for the network sizes $1 \leq |V| \leq n$, as the condition $|V| = 2$ is more restricted than the condition $1 \leq |V| \leq n$.

**Table 2: New results for time-energy trade-off**

| Model          | Time                     | Energy          | Network size       | Note           | Reference |
|----------------|--------------------------|-----------------|--------------------|----------------|-----------|
| Strong-CD      | $O\left(kN^{1/k} + \min\left\{kn^{1+\epsilon}, \frac{N}{2}\right\}\right)$ | $O(k)$          | $1 \leq |V| \leq n$ | $k \geq \log \log N$ | Theorem 4 |
|                | $\Omega\left(kN^{1/k}\right)$ | $k$              | $|V| = 2$            |                | Theorem 3 |
|                | $\Omega\left(\min\left\{n, \frac{N}{2}\right\}\right)$  | $k$              | $1 \leq |V| \leq n$ |                | Theorem 5 |
| Sender-CD      | $O\left(kN^{1/k} + kn^{1+\epsilon}\right)$ | $O(k)$          | $1 \leq |V| \leq n$ | $k \geq \log \log N$ | Theorem 1 |
|                | $\Omega(n)$              | any             | $1 \leq |V| \leq n$ |                | [JKZ02]   |

**Dense instances.** In this paper, we show that leader election for dense instances $|V| = \Theta(N)$ can be solved in $O(N)$ time and $O(1)$ energy in No-CD, improving upon the $O(\alpha(N))$-energy upper bound given in the prior work [CKP+19, JKZ02]. Moreover, our algorithm can be extended to work for all possible network sizes $1 \leq |V| \leq N$, and no prior knowledge of $|V|$ is required.

We also provide energy lower bounds matching our energy upper bounds in all four models. More specifically, we show that for algorithms that work for all possible network size $1 \leq |V| \leq N$ and require no prior knowledge on $n = |V|$, the optimal deterministic energy complexity of leader election is $\Theta\left(\max\left\{1, \log \frac{N}{n}\right\}\right)$ in Receiver-CD and No-CD, and it is $\Theta\left(\max\left\{1, \log \log \frac{N}{n}\right\}\right)$ in Strong-CD and Sender-CD.

See Table 3 for a summary of our results. Note that lower bounds for algorithms that work for a more restricted range of network sizes also apply for algorithms that work for a less restricted range of network sizes. In particular, both of our $\Omega\left(\log \frac{N}{n}\right)$ and $\Omega\left(\log \log \frac{N}{n}\right)$ energy lower bounds apply to the setting where the algorithm works for all possible network size $1 \leq |V| \leq N$ and require no prior knowledge on $n = |V|$.

**Table 3: New results for dense instances**

| Model          | Time                     | Energy          | Network size       | Note           | Reference |
|----------------|--------------------------|-----------------|--------------------|----------------|-----------|
| {Strong-CD, Sender-CD} | $O(N)$ | $O\left(\max\left\{1, \log \log \frac{N}{n}\right\}\right)$ | $1 \leq |V| \leq N$ | $n = |V|$ | Theorem 2 |
|                | $\frac{n}{\log n}$       | any             | $n \leq |V| \leq N$ |                | Theorem 3 |
| {Receiver-CD, No-CD}  | $O(N)$ | $O\left(\max\left\{1, \log \frac{N}{n}\right\}\right)$ | $1 \leq |V| \leq N$ | $n = |V|$ | Theorem 2 |
|                | $\frac{n}{\log n}$       | any             | $|V| = n$          | $2 \leq n \leq N - 1$ | Theorem 4 |

**1.2 Related Work**

We give a brief overview of some additional related work. In this section $n$ denotes the number of devices in the network.
Randomized setting. For the randomized time complexity of leader election, Willard proved that $\Theta(\log \log n)$ time is necessary and sufficient for leader election in the Strong-CD model with constant success probability [Wil86]. More generally, the optimal time complexity is $\Theta(\log \log n + \log f^{-1})$ if the maximum allowed failure probability is $f$ [NO02, New14, Wil86].

In the Sender-CD model, leader election can be solved in $O(\log n \log f^{-1})$ time with success probability $1 - f$ [JS03, New14]. An $\Omega(\log^2 n)$ time lower bound is known for the case $f = 1/n$ [New14]. An $\Omega(\log n \log f^{-1})$ time lower bound is known [FCFM06] for the case of uniform algorithms, in the sense that for each time slot $\tau$, there is a transmitting probability $p_{\tau}$ such that each device transmits in time slot $\tau$ with probability $p_{\tau}$ using fresh randomness independently.

Chang et al. [CKP+19] proved that for randomized polynomial-time leader election with success probability $1 - 1/poly(n)$, the optimal energy complexity is $\Theta(\log \log^* n)$ in \{Strong-CD, Receiver-CD\}, and it is $\Theta(\log n)$ in \{Sender-CD, No-CD\}. There is a tradeoff between time and energy. For instance, in the No-CD model, with $O(\log^{2+\epsilon} n)$ time leader election can be solved in $O(\epsilon^{-1} \log \log n)$ energy, with success probability $1 - 1/poly(n)$. In the setting considered in [CKP+19], devices may consume unbounded energy and never halt in a failed execution.

Andriambolamalala and Ravelomanana [AR20] considered the setting where either $n$ or $\log n$ is known, and they designed randomized $O(1)$-energy and $\log^{O(1)} n$-time algorithms for leader election.

Multi-hop networks. For multi-hop radio networks, Bar-Yehuda, Goldreich, and Itai [BYGi91] showed that leader election can be solved by emulating known leader election algorithms in single-hop networks using a broadcasting algorithm as a communication primitive. By emulating Willard’s algorithm [Wil86], they showed that leader election can be solved in $O(T_{BC} \log n)$ time with success probability $1 - 1/poly(n)$ and in $O(T_{BC} \log \log n)$ time in expectation, where $T_{BC}$ is the time complexity for broadcasting a single message from multiple sources with success probability $1 - 1/poly(n)$ in the No-CD model.

The seminal decay algorithm of Bar-Yehuda, Goldreich, and Itai [BYGi92] solves the broadcasting problem in $T_{BC} = O\left(D \log n + \log^2 n\right)$ time, where $D$ is the diameter of the network. This bound was later improved to $T_{BC} = O\left(D \log \frac{n}{f} + \log^2 n\right)$ [CR06, KP05], which is optimal in view of the $\Omega(\log^2 n)$ lower bound of Alon et al. [ABLP91] and the $\Omega(D \log \frac{n}{f})$ lower bound of Kushilevitz and Mansour [KM98], but the $\Omega(D \log \frac{n}{f})$ lower bound only holds in the setting where spontaneous transmission is not allowed, i.e., devices that have not yet received a message are forbidden to transmit.

Ghaffari and Haeupler [GH13] showed that leader election in a multi-hop radio network can be solved in $O\left(D \log \frac{n}{f} + \log^3 n\right)$ time with success probability $1 - 1/poly(n)$ in the No-CD model, improving the previous bound $O(T_{BC} \log n)$ of [BYGi91].

Haeupler and Wajc [HW16] showed that the lower bound $\Omega(D \log \frac{n}{f})$ of [KM98] can be circumvented when spontaneous transmission is allowed, i.e., devices can transmit in any time slot. They showed a broadcasting algorithm with time complexity $O\left(D \log \frac{n \log \log n}{\log D}\right) + \log^{O(1)} n$ with success probability $1 - 1/poly(n)$ in the No-CD model. Czumaj and Davies [CD17] improved this bound to $O\left(D \log \frac{n}{\log D}\right) + \log^{O(1)} n$, and they showed that leader election can be solved with the same time bound.

Chang et al. [CDH+18, CDHP20] studied the energy complexity in multi-hop radio networks with spontaneous transmission. They showed that broadcasting can be solved in $O(n \log^2 n \log \Delta)$ time and $O(\log^2 n \log \Delta)$ energy with success probability $1 - 1/poly(n)$ in the No-CD model, where $\Delta$ is the maximum degree of the network [CDH+18]. They also showed that breadth first search can be solved in $O(D) \cdot n^{o(1)}$ time and $n^{o(1)}$ energy with success probability $1 - 1/poly(n)$ in the
No-CD model [CDHP20]. The energy complexity of maximal matching in multi-hop radio networks was recently studied by Dani et al. [DGHP21].

Energy complexity has recently been studied in the LOCAL model, where each device can send a separate message to each of its neighbors in each time slot. Chatterjee, Gmyr, and Pandurangan [CGP20] showed that a maximal independent set can be computed in $O\left(\log^{3.41} n\right)$ time with $O(1)$ average energy cost per device, with success probability $1 - 1/poly(n)$, in the LOCAL model.

2 Time-Energy Trade-Off

In this section, we present a leader election algorithm in the Sender-CD model that uses $O(k)$ energy and runs in $O(kN^{1/k} + kn^{1+\epsilon})$ time for any constant $\epsilon > 0$, and for any $k \geq \log \log N$. In Theorem 1, we assume that $n$, $k$, and $\epsilon$ are global knowledge.

**Theorem 1.** Let $N$ be the size of the ID space. Suppose that $n \geq |V|$ is a known upper bound on the number of devices. Assume that $k \geq \log \log N$, and $\epsilon > 0$ is any constant. There is a deterministic leader election algorithm in the Sender-CD model with time complexity $T = O(kN^{1/k} + kn^{1+\epsilon})$ and energy complexity $E = O(k)$.

Combining Theorem 1 with the Strong-CD $O\left(k + \frac{N}{2^k}\right)$-time and $O(k)$-energy algorithm in Section 1, we also obtain that leader election can be solved in

$$\min\left\{O\left(k + \frac{N}{2^k}\right), O\left(kN^{1/k} + kn^{1+\epsilon}\right)\right\}$$

$$= O\left(kN^{1/k} + \min\left\{kn^{1+\epsilon}, \frac{N}{2^k}\right\}\right)$$

time and $O(k)$ energy in Strong-CD.

In Lemma 1, we assume that $b$ and $\epsilon$ are global knowledge.

**Lemma 1.** Let $N$ be the size of the ID space. Let $b$ be an integer satisfying $|V| \leq b^{1-\epsilon}$, where $0 < \epsilon < 1$ is any constant. There is a deterministic leader election algorithm in the Sender-CD model with time complexity $T = O(b \cdot \log_b N)$ and energy complexity $E = O(\log_b N + \log \log b)$.

The proof of Lemma 1 is deferred to Section 2.1. We first prove Theorem 1 using Lemma 1.

**Proof of Theorem 1.** Let $n$, $k$, and $\epsilon$ be the parameters in Theorem 1. We may assume that $k \leq O(\log N)$, because both the time and energy complexities in Theorem 1 improve if we reduce $k$ from $\omega(\log N)$ to $\Theta(\log N)$. We divide the analysis into two cases.

We first consider the case of $n \leq (N^{1/k})^{1-\epsilon}$. By setting $b = \left\lceil N^{1/k}\right\rceil$ and $\bar{\epsilon} = \epsilon$ in Lemma 1 it satisfies that $|V| \leq n \leq (N^{1/k})^{1-\epsilon} \leq b^{1-\bar{\epsilon}}$, so we may apply Lemma 1 with the parameters $b$ and $\bar{\epsilon}$. We have $\log_b N = O(k)$, so the time and energy complexities of Lemma 1 are

$$T = O(b \cdot \log_b N) = O(kN^{1/k})$$

$$E = O(\log_b N + \log \log b) = O(k).$$

In the calculation of the energy complexity, we use the assumption $k \geq \log \log N$ in Theorem 1, so $\log \log b = O(\log \log N) = O(k)$.

Next, we consider the case of $n \geq (N^{1/k})^{1-\epsilon}$. We pick $b$ to be the smallest integer such that $n \leq b^{1-\epsilon}$, so $b = \Theta(n^{1+\epsilon}) = \Omega(N^{1/k})$, which implies that $\log_b N = O(k)$. Since $|V| \leq n \leq b^{1-\epsilon}$, we
may apply Lemma 1 with the parameters \( b \) and \( \tilde{\epsilon} = \epsilon \), and it has the following time and energy complexities

\[
T = O(b \cdot \log_b N) = O(n^{1+\epsilon} \cdot k),
\]
\[
E = O(\log_b N + \log \log b) = O(k).
\]

2.1 Algorithm

In this section, we prove Lemma 1 using Algorithm 1. We define the following notion of a partition.

**Definition 1 (Partition).** We say that \((S_1, S_2, \ldots, S_b)\) is a partition of \([N]\) if \(\bigcup_{j \in [b]} S_j = [N]\) and any two sets \(S_i\) and \(S_j\) are disjoint.

Algorithm 1 crucially uses the fact that there exist \(K = O(\tilde{\epsilon}^{-1} \log_b N)\) “good” partitions \(P^{(i)} = (S_1^{(i)}, S_2^{(i)}, \ldots, S_b^{(i)})\), for \(i \in [K]\), in the sense that there exists at least one \(S_j^{(i)}\) that contains exactly one device of \(V\), for any choice of \(V \subseteq [N]\) of size at most \(n\). This lemma is proved using a probabilistic method, and we postpone the proof to Section 2.2.

**Lemma 2 (Existence of good partitions).** Let \(\tilde{\epsilon} \in (0, 1)\) be a constant. If \(n \leq b^{1-\tilde{\epsilon}}\), then there exist \(K = O(\tilde{\epsilon}^{-1} \log_b N)\) partitions \(P^{(1)}, P^{(2)}, \ldots, P^{(K)}\) of \([N]\) into \(b\) parts satisfying the following.

- For every subset \(V \subseteq [N]\) of size at most \(n\), there exist \((i, j)\) such that \(|S_j^{(i)} \cap V| = 1\), where \(S_j^{(i)}\) is the \(j\)th part of the \(i\)th partition \(P^{(i)} = (S_1^{(i)}, S_2^{(i)}, \ldots, S_b^{(i)})\).

The algorithm also invokes a deterministic leader election algorithm of [CKP+19] as a subroutine on an ID space of size \(N' = b\), and it costs \(O(N')\) time and \(O(\log \log N')\) energy, see Table 1.

Algorithm 1 has \(K = O(\tilde{\epsilon}^{-1} \log_b N)\) iterations, and in the \(i\)th iteration we consider the \(i\)th partition \(P^{(i)}\). For \(j = 1, 2, \ldots, b\), we let all devices in the \(j\)th set \(S_j^{(i)}\) speak simultaneously (Line 5). If a device \(v\) is the only speaking device in its set, then it marks itself by setting \(s(v) \leftarrow 1\) (Line 6). A device can detect this because we are in the Sender-CD model. We collect all marked devices and run the deterministic leader election algorithm of [CKP+19] among them (Line 8).

When running the leader election algorithm of [CKP+19], \(v \in S_j^{(i)}\) use \(j\) as its new identifier, so that the new ID space becomes \([b]\). These identifiers are unique because \(v\) is the unique device in its set \(S_j^{(i)}\) if \(s(v) = 1\). Algorithm 1 stops whenever the set of marked devices is non-empty and thus a leader is successfully elected by the algorithm of [CKP+19] (Line 9).

**Analysis.** Algorithm 1 successfully elects a leader if in some iteration \(i \in [K]\), there exists a set \(S_j^{(i)}\) such that there is exactly one device \(v \in S_j^{(i)}\). This is guaranteed by the property of the good partitions of Lemma 2.

Algorithm 1 has \(K = O(\tilde{\epsilon}^{-1} \log_b N) = O(\log_b N)\) iterations, and in each iteration it takes \(O(1)\) energy and \(O(b)\) time for the devices to check if they are the only device in their sets. In total this part takes \(O(\log_b N)\) energy and \(O(b \cdot \log_b N)\) time.

Furthermore, the deterministic algorithm of [CKP+19] is called at most \(K = O(\tilde{\epsilon}^{-1} \log_b N) = O(\log_b N)\) times, but each device only participates in at most one of them, because we stop whenever a leader is elected, and a leader is guaranteed to be elected if the number of participants is at least one. The algorithm of [CKP+19] is executed on an ID space of size \(N' = b\), and so it takes \(O(\log \log N') = O(\log \log b)\) energy and \(O(N') = O(b)\) time. Hence the overall complexities for running the algorithm of [CKP+19] is \(O(Kb) = O(b \cdot \log_b N)\) time and \(O(\log \log b)\) energy.

To summarize, the overall time complexity is \(T = O(b \cdot \log_b N)\) and the overall energy complexity is \(E = O(\log_b N + \log \log b)\).
Algorithm 1: A leader election algorithm in the Sender-CD model with near-optimal time-energy trade-off.

1 Let $P^{(i)} = (S_1^{(i)}, S_2^{(i)}, \ldots, S_b^{(i)})$ for $i \in [K]$ be the $K = O(\tilde{\epsilon}^{-1} \log_b N)$ good partitions given by Lemma 2.
2 for $i = 1, 2, \ldots, K$ do
3 All devices $v \in V$ set $s(v) \leftarrow 0$;
4 for $j = 1, 2, \ldots, b$ do
5 All devices in set $S_j^{(i)}$ transmits a message at the same time;
6 if $v \in S_j^{(i)}$ hears its message (i.e., not silence or collision) then $v$ sets $s(v) \leftarrow 1$;
7 end
8 All devices $v$ with $s(v) = 1$ run the deterministic leader election algorithm of [CKP+19];
9 if a leader is elected in the previous step then break;
10 end

2.2 Existence of good partitions

Next we prove the existence of $K$ good partitions in Lemma 2. The proof relies on a balls-into-bins tool proved in Lemma 3.

Lemma 3 (Balls into bins). Let $n$ and $b$ be two integers that satisfy $n \leq b/2$. There are $n$ balls and $b$ bins. Each time a ball is uniformly randomly thrown into a bin. Then with probability at least $1 - (\frac{n}{b})^{\Omega(n)}$, there exists at least one bin that contains exactly one ball.

Proof. We define $n$ random variables $X_1, X_2, \ldots, X_n \in \{0, 1\}$ as follows. Before throwing the $i$th ball into a random bin, we first re-order the bins such that the non-empty bins have the smallest indices. We define $X_i = 1$ if the $i$th ball is thrown into a bin whose index is in $\{n+1, \ldots, b\}$, and otherwise we define $X_i = 0$.

It is easy to see that $X_1, X_2, \ldots, X_n$ are i.i.d. random variables with probability $p = 1 - \frac{n}{b}$ to be 1. Since there can be at most $i - 1 < n$ non-empty bins before we throw the $i$th ball, we know that the $i$th ball is thrown into an empty bin if $X_i = 1$. Hence there must exist a bin that contains exactly one ball if $\sum_{i=1}^{n} X_i > \frac{n}{2}$.

Next, we upper bound the probability of the bad event that $\sum_{i=1}^{n} X_i \leq \frac{n}{2}$. Define $\delta = \frac{1}{2} - \frac{n}{b}$. Using the Chernoff bound, we have

$$
Pr \left[ \sum_{i=1}^{n} X_i \leq \frac{n}{2} \right] = Pr \left[ \frac{1}{n} \sum_{i=1}^{n} X_i \leq p - \delta \right]
\leq \left( \frac{p - \delta}{p - \delta} \right)^{p - \delta} \cdot \left( \frac{1 - p}{1 - p + \delta} \right)^{1-p+\delta} \leq \left( 2^{1/2} \cdot \left( \frac{2n}{b} \right)^{1/2} \right)^n = \left( \frac{4n}{b} \right)^{n/2}.
$$

Thus, with probability at least $1 - (\frac{4n}{b})^{n/2}$, we have $\sum_{i=1}^{n} X_i > \frac{n}{2}$, which implies that there exists at least one bin that contains exactly one ball. 

Proof of Lemma \[2\] Consider a fixed set \( V \subseteq [N] \) of size \( \bar{n} \), where \( 1 \leq \bar{n} \leq n \). We independently generate \( K = \Theta(\bar{n}^{-1} \log_b N) \) random partitions such that each partition consists of \( b \) sets, and each number \( x \in [N] \) is uniformly randomly put into one set in the partition. We have

\[
\Pr[\exists S_j^{(i)} \text{ s.t. } |V \cap S_j^{(i)}| = 1] = 1 - \prod_{i=1}^{K} \Pr[\forall j \in [b], |V \cap S_j^{(i)}| \neq 1] \\
\geq 1 - \left( \frac{n}{\bar{n}} \right)^{\Omega(\bar{n}) - K} \\
\geq 1 - b^{-\Omega(\bar{n}) \cdot K} \\
\geq 1 - N^{-\Omega(\bar{n})}.
\]

The first step follows from the fact that the \( K \) partitions are independent. The second step follows from Lemma \[3\] with \( \bar{n} \) balls and \( b \) bins. The third step follows from \( \bar{n} \leq n \leq b^{1-\bar{v}} \), which implies \( \frac{n}{\bar{n}} \leq b^{-\bar{v}} \). The fourth step follows from \( K = \Theta(\bar{n}^{-1} \log_b N) \).

We write \( B_V \) to denote the bad event that \( |V \cap S_j^{(i)}| \neq 1 \) for all \( S_j^{(i)} \), and we write \( B_\bar{n} \) to denote the bad event that \( B_V \) occurs for at least one subset \( V \subseteq [N] \) of size \( \bar{n} \). The above calculation implies that for any given large constant \( C \), we can select \( K = \Theta(\bar{n}^{-1} \log_b N) \) to be sufficiently large to make \( \Pr[B_V] \leq N^{-C\bar{n}} \), where \( \bar{n} \) is the size of \( V \).

There are in total \( \binom{N}{\bar{n}} \) \( \leq N^\bar{n} \) number of subsets \( V \subseteq [N] \) of size \( \bar{n} \). Using a union bound, we know that \( B_\bar{n} \) occurs with probability at most \( N^{-(C-1)\bar{n}} \). With another union bound over \( 1 \leq \bar{n} \leq n \), the probability that there exist \( \bar{i}, \bar{j} \) such that \( |S_{\bar{j}}^{(\bar{i})} \cap V| = 1 \) for each subset \( V \subseteq [N] \) of size at most \( n \) is at least \( 1 - \sum_{\bar{n}=1}^{n} N^{-(C-1)\bar{n}} > 0 \) by selecting \( C \) to be a sufficiently large constant. Since the probability is non-zero, there must exist \( K \) partitions that satisfy the desired property. \( \square \)

3 Dense Instances

The goal of this section is to prove the following theorem.

**Theorem 2.** Let \( N \) be the size of the ID space. There is a deterministic leader election algorithm with time complexity \( T = O(N) \) and energy complexity

\[
E = \begin{cases} 
O(\max\{1, \log \frac{N}{\bar{n}}\}) & \text{for Receiver-CD, No-CD,} \\
O(\max\{1, \log \log \frac{N}{\bar{n}}\}) & \text{for Strong-CD, Sender-CD.}
\end{cases}
\]

The algorithm does not require any prior knowledge of the number of devices \( n = |V| \).

The algorithm for Theorem \[2\] works for all possible network sizes \( 1 \leq |V| \leq N \), and it does not require any prior knowledge on \( |V| \). Throughout this section, we write \( n = |V| \) to denote the unknown number of devices.

**Definition 2** (Group). A sequence of devices \( S = (v_1, v_2, \ldots, v_6) \) forms a group if each \( v_\ell \in S \) has \( \text{rank}(v_\ell) = \ell \) and each \( u \in V \setminus S \) has \( \text{rank}(u) = \bot \).

In Definition \[2\] \( \text{rank}(v) \) is a variable stored in the device \( v \). The task of leader election can be reduced to forming a group \( S \) of size at least one, as we can let the unique device \( v \) with \( \text{rank}(v) = 1 \) be the leader. Note that the requirement of \( \text{rank}(u) = \bot \) for each \( u \in V \setminus S \) in Definition \[2\] implies that each device \( u \in V \setminus S \) is aware of the fact that it does not belong to the group \( S \).
3.1 A Simple Algorithm

In this section, we show a very simple algorithm that elects a leader in $O(N)$ time and $O(1)$ energy when $n = \Theta(N)$. We will show that choosing $b$ as any integer such that $n > [N/b]$, the output of Algorithm 2 is a group of at least one device. Algorithm 2 solves the leader election problem as we can let the unique device $v$ with $\text{rank}(v) = 1$ be the leader.

**High-level idea.** The main idea behind our algorithm is that we try to maintain and grow a list of devices $S = (v_1, v_2, \ldots, v_x)$. If each $v_i$ knows its rank $\ell$ and each $v \in V \setminus S$ knows that it is not in $S$, then $S$ forms a group. As we will later see, the list $S$ might become empty for several times during the algorithm, but it is guaranteed to be non-empty at the end of the algorithm.

There will be $\lceil N/b \rceil$ iterations. During the $i$th iteration of the algorithm, the first device $v_1$ in the current list $S$ will be responsible for recruiting the next batch of devices in the ID space $\{b(i-1) + 1, b(i-1) + 2, \ldots, \min\{N, bi\}\}$ to join $S$. If $S$ is empty at the beginning of an iteration, then the first device in the batch considered in this iteration will become the first member $v_1$ of $S$.

After that, $v_1$ will drop out from $S$. This step is necessary because $S$ might become empty in some subsequent iteration, and $v_1$ will not be able to know that without spending energy. Because the number of iterations $\lceil N/b \rceil$ is less than the number of devices $n$, the list $S$ is guaranteed to be non-empty at the end of the algorithm.

Each device $v$ will spend $O(1)$ energy when it is recruited into $S$. When $n = \Theta(N)$, the size of the ID space $\{b(i-1) + 1, b(i-1) + 2, \ldots, \min\{N, bi\}\}$ considered in the $i$th iteration is at most a constant $b = O(1)$, and so the energy cost for the device responsible for recruiting new devices is also $O(1)$. Hence the energy complexity of our algorithm is $O(1)$.

**Algorithm 2:** A simple leader election algorithm.

\begin{verbatim}
1 All devices $w \in V$ initialize $r(w) \leftarrow \bot$ and $s(w) \leftarrow \bot$
2 for $i = 1, 2, \ldots, \lceil N/b \rceil$ do
3     for $j = b(i-1) + 1, b(i-1) + 2, \ldots, \min\{N, bi\}$ do
4         Let $u$ be the device with $r(u) = i$
5         Let $v$ be the device with $\text{ID}(v) = j$
6         $u$ transmits $s(u)$ and $v$ listens;
7         $v$ transmits a dummy message and $u$ listens;
8         if $v$ hears a message from $u$ then $v$ sets $r(v) \leftarrow s(u) + 1$
9         else $v$ sets $r(v) \leftarrow i$ and $s(v) \leftarrow i$
10        if $u$ hears a message from $v$ then $u$ sets $s(u) \leftarrow s(u) + 1$
11     end
12     Let $u'$ be the device with $r(u') = i$
13     Let $v'$ be the device with $r(v') = i + 1$
14     $u'$ transmits $s(u')$ and $v'$ listens;
15     $v'$ sets $s(v') \leftarrow s(u')$
16 end
17 foreach $w \in V$ do
18     if $r(w) \geq \lceil N/b \rceil$ then $\text{rank}(w) \leftarrow r(w) - \lceil N/b \rceil$
19     else $\text{rank}(w) \leftarrow \bot$
20 end
\end{verbatim}
Maintenance of a group. Algorithm 2 is a realization of the above high-level idea. During the algorithm, each device \( w \in V \) will maintain two variables \( r(w) \) and \( s(w) \). At the beginning of the \( i \)th iteration, we implicitly maintain a group \( S = (v_1, v_2, \ldots, v_x) \) by setting

\[
\text{rank}(w) = \begin{cases} r(w) - i + 1 & \text{if } r(w) \geq i, \\ \bot & \text{otherwise}, \end{cases}
\]

and we always have: (Note that \( x = |S| \).)

\[
s(v_1) = x + i - 1.
\]

In particular, we have the following observations.

- The first member \( v_1 \) of the group \( S \) can learn the size \( x \) of \( S \) by reading \( s(v_1) \).
- Each \( w \in S \) can learn its rank in the group by reading \( r(w) \).
- Each \( w \in V \setminus S \) can learn the fact that \( w \) is not in the group by reading \( r(w) \).

That is, the variable \( r(w) \) allows each \( w \in V \) to calculate \( \text{rank}(w) \) w.r.t. \( S \), and \( s(v_1) \) allows the first member \( v_1 \) of the group \( S \) to calculate the size of \( S \). The knowledge about the size of \( S \) is crucial for \( v_1 \) because it needs this information to inform each new member of \( S \) its rank in \( S \).

In Lines 4 to 13 of Algorithm 2 it is fine if no such device exists. For example, if \( u \) does not exist and \( v \) exists, then \( v \) will not hear a message from \( u \), so \( v \) will set \( r(v) \leftarrow i \) and \( s(v) \leftarrow i \) according to Line 9. This occurs when the group \( S \) at the beginning of the \( i \)th iteration is empty and the device \( v \) with \( \text{ID}(v) = j \) is the first device among all devices whose \( \text{ID} \) is in the range \( \{b(i - 1) + 1, b(i - 1) + 2, \ldots, \min\{N, bi\}\} \). After setting \( r(v) \leftarrow i \) and \( s(v) \leftarrow i \), \( v \) becomes the first member \( v_1 \) of \( S = (v_1) \).

Algorithm. In Algorithm 2 initially we have \( S = \emptyset \). For \( i = 1, 2, \ldots, \lceil N/b \rceil \), we let the first member \( u = v_1 \) of the group \( S \) recruit new members \( v \) to join the group (Lines 3 to 11). Specifically, device \( u \) will communicate with each device \( v \) with \( \text{ID}(v) = j \), for each \( j = b(i - 1) + 1, b(i - 1) + 2, \ldots, \min\{N, bi\} \) one by one.

After finishing this task, device \( u \) drops out of the group \( S \) when we proceed to the next iteration \( i + 1 \), as \( r(u) = i \). The reason that \( u \) needs to drop out of the group \( S \) is as follows. If there is a long interval \( I \) of IDNs not held by any device, then the existing group members cannot afford the energy to continue recruiting during the steps \( j \in I \). Letting old members to drop out of the group resolves the issue, as no one needs to spend energy if the group is empty and no one attempts to join the group.

For the case where the device \( v \) with \( \text{ID}(v) = j \) exists and \( S \neq \emptyset \), to add \( v \) to the current group \( S = (v_1, v_2, \ldots, v_x) \), device \( u \) sends the number \( s(u) = x + i - 1 \) to \( v \), and then \( v \) appends itself to the end of the list \( (v_1, v_2, \ldots, v_x) \) by setting \( r(v) \leftarrow s(u) + 1 \) (Line 8). After that, we have \( S = (v_1, v_2, \ldots, v_{x+1}) \) with \( v = v_{x+1} \). To reflect this change, the device \( u \) updates \( s(u) \leftarrow s(u) + 1 \) (Line 11), so that \( s(u) = (x + 1) + i - 1 \) reflects the new size \( x + 1 \) of the group \( S \).

For the case the device \( v \) with \( \text{ID}(v) = j \) exists and \( S = \emptyset \), device \( v \) becomes the first member \( v_1 \) of the group \( S = (v_1) \) by setting \( r(v) \leftarrow i \) and \( s(v) \leftarrow i \) (Line 9).

After the first member \( u' = v_1 \) of the group \( S \) finishes its job of recruiting new members, it informs the second member \( v' = v_2 \) of the current size of the group by sending the number \( s(u') \) to \( v' \) (Lines 12 to 15).
Analysis. Algorithm 2 elects a leader if the final group size is at least one. It is clear that the size of the final group is at least \( n - \lceil N/b \rceil \), because the number of devices that drop out of the group is at most \( \lceil N/b \rceil \), in view of the above discussion. More formally, each device \( w \in V \) is assigned a distinct positive integer \( r(w) \) during the iteration \( j = \text{ID}(w) \), and \( w \) is included in the final group if \( r(w) \geq \lceil N/b \rceil + 1 \). Hence the size of the final group is at least \( n - \lceil N/b \rceil \).

We can set \( b = O(N/n) \) to satisfy \( n - \lceil N/b \rceil > 0 \). It is clear that the runtime of Algorithm 2 is \( T = O(N) \), and the energy cost per device is \( E = O(b) = O(c^{-1}) \), where \( c = n/N \).

Exponential search. If the density \( c = n/N \) is unknown, then we can do an exponential search for each \( b = 2, 4, 8, \ldots \) until Algorithm 2 returns a group of size at least one. To test if the group has size at least one, we can let the device \( w \) with \( \text{rank}(w) = 1 \) transmit and let all other devices listen. As long as \( n = \Theta(N) \), the exponential search finishes within a constant number of iterations, and so leader election can be solved with time complexity \( T = O(N) \) and energy complexity \( E = O(1) \) in the deterministic No-CD model.

3.2 An Improved Algorithm

Our simple algorithm in Section 3.1 has energy complexity \( O(c^{-1}) \), where \( c = n/N \). We show that by combining our approach in Section 3.1 with existing algorithms in \cite{CKP19}, the energy complexity can be further improved to \( O(\max \{1, \log c^{-1}\}) \) for the case of Receiver-CD and No-CD and \( O(\max \{1, \log \log c^{-1}\}) \) for the case of Strong-CD and Sender-CD.

Algorithm. Algorithm 3 is the result of applying the following modifications to Algorithm 2.

Let us write \( V_i = \{ v \in V \mid b(i - 1) + 1 \leq \text{ID}(v) \leq \min\{N, bi\} \} \). The main source of inefficiency of Algorithm 2 is that when the device \( u \) with \( r(u) = i \) recruits the devices \( v \in V_i \) to join the group \( S \), it needs to go through the identifiers \( j = b(i - 1) + 1, b(i - 1) + 2, \ldots, \min\{N, bi\} \) one by one, and this costs \( O(b) = O(c^{-1}) \) energy.

This energy cost can be reduced to \( O(1) \) if the devices in \( V_i \) have been arranged in some order \( V_i = (v_{i,1}, v_{i,2}, \ldots, v_{i,s_i}) \), and each \( v_{i,j} \) knows its rank \( j \) and the size \( s_i \) of \( V_i \) (Line 4).

Specifically, if such an ordering is given, then \( u \) only needs to communicate with \( v = v_{i,1} \) (Lines 5 to 7). After that, we can add all devices \( v \in V_i \) to the group \( S \) by having \( v_{i,j} \) communicate with \( v_{i,j+1} \) for each \( j = 1, 2, \ldots, s_i - 1 \) (Lines 12 to 15).

Analysis. Similar to the analysis in Section 3.1 as long as \( n - \lceil N/b \rceil > 0 \), Algorithm 3 returns a group of size at least one, and so a leader is elected. Hence setting \( b = O(N/n) = O(c^{-1}) \) works.

Due to the modifications, the energy complexity of Algorithm 3 is \( O(1) \), except the part of arranging the devices \( V_i \) in some order \( V_i = (v_{i,1}, v_{i,2}, \ldots, v_{i,s_i}) \) (Line 4). For each \( i = 1, 2, \ldots, \lceil N/b \rceil \), the task of this part can be solved using the census algorithms of \cite{CKP19}, where some device announces a list of the IDs of all devices at the end of the computation.

The time complexity of the census algorithms of \cite{CKP19} is \( O(b) \). The energy complexity is \( O(\log b) \) in \{Receiver-CD, No-CD\} \cite{CKP19} Lemma 15], and it is \( O(\log \log b) \) in \{Strong-CD, Sender-CD\} \cite{CKP19} Theorem 5].

Hence the time complexity of Algorithm 3 is \( T = O(N) \), and the energy complexity of Algorithm 3 is \( E = O(\max \{1, \log c^{-1}\}) \) in \{Receiver-CD, No-CD\} and is \( E = O(\max \{1, \log \log c^{-1}\}) \) in \{Strong-CD, Sender-CD\}. 
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Algorithm 3: An improved leader election algorithm.

1. All devices $w \in V$ initialize $r(w) \leftarrow \perp$ and $s(w) \leftarrow \perp$;
2. for $i = 1, 2, \ldots, \lceil N/b \rceil$ do
3. \hspace{1em} Let $V_i = \{ v \in V \mid b(i-1)+1 \leq \text{id}(v) \leq \min\{N, bi\} \}$ and $s_i = |V_i|$;
4. \hspace{1em} Arrange the set of devices $V_i$ in some order $V_i = (v_{i,1}, v_{i,2}, \ldots, v_{i,s_i})$;
5. \hspace{2em} /* It is required that $v_{i,j}$ knows its rank $j$ and the size $s_i$ of $V_i$. */
6. \hspace{1em} Let $u$ be the device with $r(u) = i$;
7. \hspace{1em} Let $v = v_{i,1}$;
8. \hspace{1em} $u$ transmits $s(u)$ and $v$ listens;
9. \hspace{1em} $v$ transmits $s_i$ and $u$ listens;
10. \hspace{1em} if $v$ hears a message from $u$ then $v$ sets $r(v) \leftarrow s(u) + 1$;
11. else $v$ sets $r(v) \leftarrow i$ and $s(v) \leftarrow i$;
12. \hspace{1em} if $u$ hears a message from $v$ then $u$ sets $s(u) \leftarrow s(u) + s_i$;
13. \hspace{1em} for $j = 1, 2, \ldots, s_i - 1$ do
14. \hspace{2em} $v_{i,j}$ transmits $r(v_{i,j})$ and $v_{i,j+1}$ listens;
15. \hspace{2em} $v_{i,j+1}$ sets $r(v_{i,j+1}) \leftarrow r(v_{i,j}) + 1$.
16. \hspace{1em} end
17. \hspace{1em} Let $u'$ be the device with $r(u') = i$;
18. \hspace{1em} Let $v'$ be the device with $r(v') = i + 1$;
19. \hspace{1em} $u'$ transmits $s(u')$ and $v'$ listens;
20. \hspace{1em} $v'$ sets $s(v') \leftarrow s(u')$;
21. \hspace{1em} end
22. \hspace{1em} foreach $w \in V$ do
23. \hspace{2em} if $r(w) \geq \lceil N/b \rceil + 1$ then $\text{rank}(w) \leftarrow r(w) - \lceil N/b \rceil$;
24. \hspace{2em} else $\text{rank}(w) \leftarrow \perp$;
25. \hspace{1em} end

Exponential search. We have proved Theorem 2 for the case $n$ is known. To extend our algorithm to the case when $n$ is unknown, we use an exponential search, as in Section 3.1. For the case of \{Receiver-CD, No-CD\}, to ensure that the overall energy complexity is still $O\left(\max\{1, \log c^{-1}\}\right)$, in the $i$th attempt of Algorithm 3 we use

$$b = \min\left\{N, 2^{2^i}\right\}.$$  

Similarly, for the case of \{Strong-CD, Sender-CD\}, to ensure that the overall energy complexity is still $O\left(\max\{1, \log \log c^{-1}\}\right)$, in the $i$th attempt of Algorithm 3 we use

$$b = \min\left\{N, 2^{2^{2^i}}\right\}.$$  

As long as $2 \leq n \leq N$, the number of attempts until a leader is elected is $O\left(\max\{1, \log \log c^{-1}\}\right)$ for the case of \{Receiver-CD, No-CD\}, and it is $O\left(\max\{1, \log \log \log c^{-1}\}\right)$ for the case of \{Strong-CD, Sender-CD\}. If no leader is elected in all attempts, then we know that the number of devices is one, and so the unique device in the network can elect itself as the leader. The overall time complexity is $\omega(N)$ if $c = o(1)$. To reduce the time complexity back to $O(N)$, we consider the following trick.

Recall the procedure described in Section 1 that reduces the $\text{id}$ space from $\{1, 2, \ldots, N\}$ to $\{1, 2, \ldots, \lceil N/2 \rceil\}$ in time $O(N)$ and energy $O(1)$. The set $S$ initially contains all devices $u$ whose
Theorem 3 (Energy lower bound of \( \Omega(\log n) \)). Let \( N \) be the size of the ID space. Let \( \mathcal{A} \) be a deterministic leader election algorithm in the Receiver-CD or No-CD model that works for any set of devices \( V \) of size \( n \). Let \( k \) denote the energy complexity of \( \mathcal{A} \). Then we have

\[
k \geq \Omega\left(\frac{N}{n}\right).
\]

**Proof.** Let \( t \) denote the time complexity of \( \mathcal{A} \). For any \( j \in [N] \) and \( i \in [t] \), define \( a_i(j) \in \{\text{idle, listen, transmit}\} \) as the action of the device \( v \) with \( \text{ID}(v) = j \) in the \( i \)th time slot if in the first \( i-1 \) time slots whenever \( v \) listens it hears silence. Since we are in the Receiver-CD model, whenever \( v \) transmits it receives no feedback.

Consider a random sequence \( \{b_i\}_{i=1}^t \) where each \( b_i \) is uniformly randomly sampled from \( \{\text{listen, transmit}\} \). We say \( \{b_i\}_{i=1}^t \) matches a sequence \( \{a_i(j)\}_{i=1}^t \) if for any \( i \), either \( a_i(j) = \text{idle} \), or \( a_i(j) = b_i \). Since there are at most \( k \) listen or transmit actions in the sequence \( \{a_i(j)\}_{i=1}^t \), it is easy to see that

\[
\Pr[\{b_i\}_{i=1}^t \text{ matches } \{a_i(j)\}_{i=1}^t] = \frac{1}{2^k}.
\]
Thus in expectation \( \{b_i\}_{i=1}^t \) matches \( \frac{N}{2^k} \) number of action sequences. This means there must exist some \( \{b_i\}_{i=1}^t \) that matches at least \( \frac{N}{2^k} \) number of action sequences. Let \( V \) denote the set of devices that this \( \{b_i\}_{i=1}^t \) matches with, and we have \( |V| \geq \frac{N}{2^k} \).

The algorithm \( A \) cannot be correct on any set \( V' \subseteq V \), because in any time slot all the devices in \( V' \) either all perform actions in \{listen, idle\}, or all perform actions in \{transmit, idle\}, so there does not exist a time slot where exactly one device transmits and at least one device listens. Since the algorithm \( A \) is correct on all sets of size \( n \), we must have \( n > |V| \geq \frac{N}{2^k} \), which gives \( k \geq \Omega(\log \frac{N}{n}) \).

\[ \square \]

### 4.2 An \( \Omega(kN^{1/k}) \) Time Lower Bound for All Models

In this section we prove a time lower bound of \( \Omega(kN^{1/k}) \) when the energy complexity is \( k \). We prove this lower bound in the strongest Strong-CD model, so it automatically applies to other models.

Since our lower bound works for the case of exactly two devices, it also applies to more general settings such as \( |V| \leq n \) (an upper bound \( n \) on the number of devices is given) and \( 1 \leq |V| \leq N \) (no knowledge on the number of devices).

**Theorem 4** (Time lower bound of \( \Omega(kN^{1/k}) \)). Let \( N \) be the size of the ID space. Let \( A \) be a deterministic leader election algorithm in the Strong-CD model that works for any set of devices \( V \) with \( |V| = 2 \). Let \( k \) denote the energy complexity of \( A \), and let \( t \) denote the time complexity of \( A \). Then we have

\[ t \geq \Omega(kN^{1/k}). \]

**Proof.** For any \( j \in [N] \) and \( i \in [t] \), define \( a_i(j) \in \{\text{idle, listen, transmit}\} \) as the action of the device \( v \) with \( \text{ID}(v) = j \) in the \( i \)th time slot if in the first \( i-1 \) time slots whenever \( v \) listens it hears silence, and whenever \( v \) transmits it detects collision. Suppose there exist two different IDs \( j \) and \( j' \) such that \( a_i(j) = a_i(j') \) for all \( i \in [t] \). Let \( v \) and \( v' \) be the devices with \( \text{ID}(v) = j \) and \( \text{ID}(v') = j' \). The algorithm \( A \) cannot be correct on the set \( V = \{v, v'\} \) because \( v \) and \( v' \) will follow the same action sequence and always transmit or listen at the same time. Thus each ID \( j \in [N] \) must correspond to a unique action sequence \( \{a_i(j)\}_{i=1}^t \).

Since there are at most \( k \) listen or transmit actions in the sequence of length \( t \), there are in total \( \sum_{i=1}^{k} \binom{t}{i} \cdot 2^i \) possible sequences. When \( k \leq t/2 \), we have

\[ N \leq \sum_{i=1}^{k} \binom{t}{i} \cdot 2^i \leq \sum_{i=1}^{k} \binom{t}{k} \cdot 2^i \leq \binom{t}{k} \cdot 2^{k+1} \leq \frac{2^{(2et)k}}{k^k}. \]

Therefore we get \( t \geq \Omega(kN^{1/k}) \). (When \( k = \Theta(t), k = \Omega(\log N) \) and the bound is trivial.)

\[ \square \]

### 4.3 An \( \Omega(\min\{n, \frac{N}{2^k}\}) \) Time Lower Bound for Strong-CD and Receiver-CD

In this section we prove a time lower bound of \( \Omega(\min\{n, \frac{N}{2^k}\}) \) for Strong-CD and Receiver-CD, generalizing the \( \Omega(n) \) lower bound for Sender-CD and No-CD shown in [JKZ02]. It suffices to prove the new lower bound in Strong-CD. Our proof combines the proof idea of the \( \Omega(n) \) lower bound in [JKZ02] and the proof idea of Theorem 3.

**Theorem 5** (Time lower bound of \( \Omega(\min\{n, \frac{N}{2^k}\}) \)). Let \( N \) be the size of the ID space. Let \( A \) be a deterministic leader election algorithm in the Strong-CD model that works for any set of devices \( V \)
of size at most \( n \). Let \( k \) denote the energy complexity of \( A \), and let \( t \) denote the time complexity of \( A \). Then we have

\[
t \geq \Omega(\min\{n, \frac{N}{2^k}\}).
\]

Proof. For any \( j \in [N] \) and \( i \in [t] \), define \( a_i(j) \in \{\text{idle, listen, transmit}\} \) as the action of the device \( v \) with \( \text{ID}(v) = j \) in the \( i \)th time slot if in the first \( i - 1 \) time slots whenever \( v \) listens it hears silence, and whenever \( v \) transmits it detects collision.

Consider a random sequence \( \{b_i\}_{i=1}^t \) where each \( b_i \) is uniformly randomly sampled from \( \{\text{listen, transmit}\} \). We say \( \{b_i\}_{i=1}^t \) matches a sequence \( \{a_i(j)\}_{i=1}^t \) if for any \( i \), either \( a_i(j) = \text{idle} \), or \( a_i(j) = b_i \). Since there are at most \( k \) \text{listen} or \text{transmit} actions in the sequence \( \{a_i(j)\}_{i=1}^t \), it is easy to see that

\[
\Pr[\{b_i\}_{i=1}^t \text{ matches } \{a_i(j)\}_{i=1}^t] = \frac{1}{2^k}.
\]

Thus in expectation \( \{b_i\}_{i=1}^t \) matches \( \{a_i(j)\}_{i=1}^t \) number of action sequences. This means there must exist some \( \{b_i\}_{i=1}^t \) that matches at least \( \frac{N}{2^k} \) number of action sequences. Let \( V \) denote the set of devices that this \( \{b_i\}_{i=1}^t \) matches with, and we have \( |V| \geq \frac{N}{2^k} \). Let \( V' \) be any subset of \( V \) of size \( \min\{n, \frac{N}{2^k}\} \). The algorithm \( A \) is correct on the set \( V' \) and any subset of \( V' \) since they all have size \( \leq n \).

Next, we define a sequence of active sets \( V' = A_1 \supseteq A_2 \supseteq \cdots \supseteq A_{|V'|} \neq \emptyset \) as follows: for each \( A_{\ell} \), let \( t_\ell \) be the minimum time slot such that there is exactly one device \( v_\ell \in A_\ell \) with \( a_i(j) = \text{transmit} \) where \( j = \text{ID}(v_\ell) \). Such a time slot \( t_\ell \) must exist because the algorithm \( A \) is correct on set \( A_{\ell} \).

Recall that we consider an easier success criterion where a leader election algorithm is successful if there is a time slot where exactly one device transmits and at least one device listens.

Then we set \( A_{\ell+1} = A_\ell \setminus \{v_\ell\} \). It remains to show that \( t_\ell \neq t_{\ell'} \) for any \( \ell' > \ell \). This means there exist \( |V'| \) different time slots \( t_1 \neq t_2 \neq \cdots \neq t_{|V'|} \), so we must have \( t \geq |V'| = \min\{n, \frac{N}{2^k}\} \).

We prove \( t_\ell \neq t_{\ell'} \) for \( \ell' > \ell \) by contradiction. Suppose \( t_\ell = t_{\ell'} \). When executing the algorithm \( A \) on set \( A_{\ell} \), before time \( t_\ell \), either all devices perform actions in \( \{\text{listen, idle}\} \), or at least two devices \text{transmit}, so a device \( v \) in \( A_{\ell} \) with \( \text{ID} j \) will always perform the same action as the sequence \( \{a_i(j)\}_{i=1}^{t_\ell} \). The same argument also holds for set \( A_{\ell'} \). Since \( A_{\ell'} \subseteq A_{\ell} \), we have \( v_{\ell'} \in A_{\ell} \), so both \( v_\ell \) and \( v_{\ell'} \) will \text{transmit} on time \( t_\ell \) when executing the algorithm \( A \) on set \( A_{\ell} \). This contradicts the definition of \( t_\ell \). Thus we must have \( t_\ell \neq t_{\ell'} \). This finishes the proof.

Using a similar proof, we obtain the following corollary which considers algorithms that work for sets of devices of size \textit{at least} \( n \), while in Theorem 5 the algorithm works for sets of size \textit{at most} \( n \).

**Corollary 1.** Let \( N \) be the size of the ID space. Let \( A \) be a deterministic leader election algorithm in the \textit{Strong-CD} model that works for any set of devices \( V \) of size at least \( n \). Let \( k \) denote the energy complexity of \( A \), and let \( t \) denote the time complexity of \( A \). Assume \( k \) satisfies that \( n < \frac{N}{2^{k+1}} \). Then we have

\[
t \geq \frac{N}{2^{k+1}}.
\]

Proof. We follow the proof of Theorem 5 to set the \( V \) of size \( |V| \geq \frac{N}{2^k} \) that a random sequence \( \{b_i\}_{i=1}^t \) matches with. We define a sequence of active sets \( V = A_1 \supseteq A_2 \supseteq \cdots \supseteq A_{|V|/2} \neq \emptyset \) similar as before: for each \( A_\ell \), let \( t_\ell \) be the minimum time slot such that there is exactly one device \( v_\ell \in A_\ell \) with \( a_i(j) = \text{transmit} \) where \( j = \text{ID}(v_\ell) \). Since \( |A_{\ell} - A_{\ell-1}| = 1 \), we have \( |A_1| \geq \cdots \geq |A_{|V|/2}| \geq |V|/2 > n \), which means \( A \) is correct on all \( A_{\ell} \), so \( t_\ell \) must exist and this set sequence is well-defined.

Using a similar argument as in the proof of Theorem 5, we have \( t_\ell \neq t_{\ell'} \) for any \( \ell \neq \ell' \). This means there exist \( |V|/2 \) different time slots \( t_1 \neq t_2 \neq \cdots \neq t_{|V|/2} \), so we have \( t \geq |V|/2 \geq \frac{N}{2^{k+1}} \).
4.4 An \( \Omega(\log \log \frac{N}{n}) \) Energy Lower Bound for Strong-CD and Sender-CD

In this section we prove an energy lower bound of \( \Omega(\log \log \frac{N}{n}) \) in the Strong-CD model. This bound also holds in the weaker Sender-CD model. We first make a useful definition.

**Definition 3** (Potential active time slot). Let \( N \) be the size of the ID space. Let \( A \) be a deterministic leader election algorithm in the Strong-CD model. Let \( t \) be the time complexity of \( A \). For any \( j \in [N] \) and \( i \in [t] \), we define \( g_i(j) = 0 \) if the device with ID = \( j \) is always idle in the \( i \)th time slot no matter what feedback it receives in the first \( i - 1 \) time slots. Otherwise we define \( g_i(j) = 1 \). (Here we only consider feedback of collision or silence, and no message is successfully transmitted.)

If \( g_i(j) = 1 \), we say the \( i \)th time slot is a potential active time slot for the device with ID = \( j \).

In Claim 1 we bound the number of potential active time slots of a device when running an algorithm with energy complexity \( k \).

**Claim 1** (Number of potential active time slots). If the algorithm \( A \) has energy complexity \( k \), then each of the devices has at most \( 2^k \) potential active time slots.

**Proof.** We use a protocol tree with height \( t \) to describe all possible actions of a device \( v \) when running the algorithm \( A \). If the action of a node is transmit or listen, the feedback could be either collision or silence, and the protocol tree has two branches following this node. If the action of a node is idle, there is no feedback, and this node only has one child.

Since the device uses at most \( k \) energy, there are at most \( k \) transmit and listen actions along any path in the tree. Thus there are at most \( \sum_{i=1}^{k} 2^{i-1} = 2^k - 1 \) branching nodes. The number of potential active time slots is bounded by the number of branching nodes in the tree, so there are \( \leq 2^k \) potential active time slots.

We are ready to present the main lower bound of this section.

**Theorem 6** (Energy lower bound of \( \Omega(\log \log \frac{N}{n}) \)). Let \( N \) be the size of the ID space. Let \( A \) be a deterministic leader election algorithm in the Strong-CD model that works for any set of devices \( V \) of size at least \( n \). Let \( k \) denote the energy complexity of \( A \). Then we have

\[
k \geq \Omega(\log \log \frac{N}{n}).
\]

We prove this theorem using the following reduction.

**Lemma 4** (A reduction step for Theorem 6). Consider the leader election problem in the Strong-CD model. Suppose there exists a deterministic algorithm \( A \) for ID space of size \( N \), where \( A \) is correct on any set \( V \subseteq [N] \) of size at least \( n \), and when running \( A \) each device uses at most \( k \) energy and has at most \( m \) potential active time slots where \( m \leq 2^k \). Assume that \( n \) satisfies \( n \leq \frac{N}{2^{k+2}} \).

Then there exists another deterministic algorithm \( A' \) for ID space of size \( \frac{N}{m \cdot 2^{k+6}} \), where \( A' \) is correct on any set \( V' \subseteq \left[ \frac{N}{m \cdot 2^{k+6}} \right] \) of size at least \( n \), and when running \( A' \) each device uses at most \( k \) energy and has at most \( m - 1 \) potential active time slots.

**Proof.** Let \( t \) denote the time complexity of \( A \), and let \( g_i(j) \) for \( i \in [t] \) and \( j \in [N] \) be defined according to Definition 3.

We define \( D \subseteq [t] \) as the set of time slots where more than \( m \cdot 2^{k+3} \) devices are potentially active, i.e., \( D \) includes all time slots \( i \in [t] \) which satisfies \( |\{j \in [N] \mid g_i(j) = 1\}| > m \cdot 2^{k+3} \). Note that we have \( |D| \leq \frac{N \cdot m}{m \cdot 2^{k+3}} = \frac{N}{2^{k+3}} \) since each device has at most \( m \) potential active time slots.
We define $V_1 \subseteq [N]$ as the set of devices that are only potentially active in time slots in $D$, i.e., $V_1$ includes all IDs $j \in [N]$ which satisfies $\{i \mid g_i(j) = 1\} \subseteq D$.

We prove that $|V_1| \leq \frac{N}{\ell}$ by contradiction. Suppose $|V_1| > \frac{N}{\ell}$. We construct a deterministic leader election algorithm $\mathcal{A}$ for an ID space of size $\frac{N}{\ell}$, and let each device run the same protocol as in the algorithm $\mathcal{A}$, while ignoring the time slots that are not in $D$. $\mathcal{A}$ is correct on any set of devices of size at least $n$, and has energy complexity $k$ and time complexity $|D|$. Since we assumed $n \leq \frac{N/2}{\ell^2}$ in the lemma statement, Corollary 1 implies that $\mathcal{A}$ satisfies $|D| \geq \frac{N/2}{\ell^2}$, and this contradicts with $|D| \leq \frac{N}{\ell}$ that we just proved.

Next we define a random set $V_2 \subseteq [N] \setminus V_1$ such that $V_2$ includes each $j \in [N] \setminus V_1$ independently with probability $\frac{1}{m \cdot 2^{k+4}}$. Then we define a set $V_3 \subseteq V_2$ that includes all $j \in V_2$ such that there exists a special time slot $i \in [t] \setminus D$ where $g_i(j) = 1$, and $g_i(j') = 0$ for all other $j' \in V_2 \setminus \{j\}$.

We prove that $\mathbb{E}[|V_3|] \geq \frac{N}{m \cdot 2^{k+4}}$. Consider a fixed $j \in [N] \setminus V_1$. By the definition of $V_1$ we know that there must exist at least one time slot $i \in [t] \setminus D$ such that $g_i(j) = 1$. Fix this time slot $i$, and define set $V = \{j' \in [N] \setminus (V_1 \cup \{j\}) \mid g_i(j') = 1\}$. By the definition of $D$ and since $i \notin D$, we know that $|V| \leq m \cdot 2^{k+3}$. So we have

$$\mathbb{E}_{V_2}[|V \cap V_2|] = \frac{|V|}{m \cdot 2^{k+4}} \leq \frac{1}{2}.$$ 

Since $|V \cap V_2|$ must be an integer, we have $\Pr_{V_2}[|V \cap V_2| = 0] \geq \frac{1}{2}$. Note that if $j \in V_3$, we must have $g_i(j') = 0$ for all $j' \in V_2 \setminus \{j\}$, which implies $|V \cap V_2| = 0$, so we have

$$\Pr_{V_2}[j \in V_3] = \Pr_{V_2}[j \in V_3 \mid j \in V_2] \cdot \Pr_{V_2}[j \in V_2] \geq \frac{1}{m \cdot 2^{k+5}}.$$ 

Combining this bound on $\Pr_{V_2}[j \in V_3]$ and the previously proved bound $|V_1| \leq N/2$, we have

$$\mathbb{E}_{V_2}[|V_3|] = \sum_{j \in [N] \setminus V_1} \Pr_{V_2}[j \in V_3] \geq \frac{N - |V_1|}{m \cdot 2^{k+5}} \geq \frac{N}{m \cdot 2^{k+6}}.$$ 

Thus there must exist one instance of $V_3$ that satisfies $|V_3| \geq \frac{N}{m \cdot 2^{k+1}}$. By definition we know that for each $j \in V_3$ there exists a special time slot $i \in [t] \setminus D$ where $g_i(j) = 1$ and $g_i(j') = 0$ for all other $j' \in V_3$. Since in every special time slot only one device is potentially active, that device always gets silence so it can discard this action.

Finally we construct the new algorithm $\mathcal{A}'$ that works for an ID space of size $\frac{N}{m \cdot 2^{k+1}}$. Each device in $\mathcal{A}'$ runs the same protocols of $\mathcal{A}$ for devices in $V_3$, but it changes the action from $\{\text{transmit, listen}\}$ to idle in the special time slot. Thus we know that $\mathcal{A}'$ has at most $m - 1$ potential active time slots.

**Proof of Theorem 6.** From Claim 1 we know that in $\mathcal{A}$ each device has at most $2^k$ potential active time slots. We apply Lemma 1 $2^k$ times to construct algorithms $\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_{2^k}$ where the algorithm $\mathcal{A}_\ell$ works for an ID space of size at least $\frac{N}{(2^{k+1})^{2^\ell-1}}$, and each device has at most $2^k - \ell$ potential active time slots. Our goal is to prove that $n \geq \frac{N}{(2^{k+1})^{2^\ell}}$. If for any intermediate $\ell < 2^k$ the condition $n \leq \frac{N}{(2^{k+1})^{2^\ell}}$ is violated, then we already have the desired bound $k \geq \Omega(\log \log \frac{N}{m})$, so we can assume this condition is always satisfied, and the reduction step is always valid.

Now consider the algorithm $\mathcal{A}_{2^k}$ that works for ID space of size $\geq \frac{N}{(2^{k+1})^{2^{2^k}}}$. Each device in $\mathcal{A}_{2^k}$ has zero potential active time slots, so this algorithm cannot be correct on any set of devices. However, we know that it is correct on set of devices of size at least $n$, thus we must have $n \geq \frac{N}{(2^{k+1})^{2^{2^k}}}$, and this gives the desired bound $k \geq \Omega(\log \log \frac{N}{m})$. 

\[\square\]
Acknowledgments

We would like to thank Ruosong Wang for helpful discussions in the early stage of this work.

References

[ABLP91] Noga Alon, Amotz Bar-Noy, Nathan Linial, and David Peleg. A lower bound for radio broadcast. *Journal of Computer and System Sciences*, 43(2):290–298, 1991.

[AR20] Ny Aina Andriambolamalala and Vlady Ravelomanana. Transmitting once to elect a leader on wireless networks. In *Proceedings of the 14th Latin American Symposium on Theoretical Informatics (LATIN)*, pages 439–450, Cham, 2020. Springer International Publishing.

[BYGI91] Reuven Bar-Yehuda, Oded Goldreich, and Alon Itai. Efficient emulation of single-hop radio network with collision detection on multi-hop radio network with no collision detection. *Distributed Computing*, 5(2):67–71, 1991.

[BYGI92] Reuven Bar-Yehuda, Oded Goldreich, and Alon Itai. On the time-complexity of broadcast in multi-hop radio networks: An exponential gap between determinism and randomization. *Journal of Computer and System Sciences*, 45(1):104–126, 1992.

[Cap79] J. Capetanakis. Tree algorithms for packet broadcast channels. *IEEE transactions on information theory*, 25(5):505–515, 1979.

[CD17] Artur Czumaj and Peter Davies. Exploiting spontaneous transmissions for broadcasting and leader election in radio networks. In *Proceedings of the ACM Symposium on Principles of Distributed Computing (PODC)*, pages 3–12, 2017.

[CDH+18] Yi-Jun Chang, Varsha Dani, Thomas P. Hayes, Qizheng He, Wenzheng Li, and Seth Pettie. The energy complexity of broadcast. In *Proceedings of the 2018 ACM Symposium on Principles of Distributed Computing (PODC)*, pages 95–104. ACM, 2018.

[CDHP20] Yi-Jun Chang, Varsha Dani, Thomas P. Hayes, and Seth Pettie. The energy complexity of BFS in radio networks. In *Proceedings of the 39th Symposium on Principles of Distributed Computing (PODC)*, pages 273–282. ACM, 2020.

[CGP20] Soumyottam Chatterjee, Robert Gmyr, and Gopal Pandurangan. Sleeping is efficient: MIS in $O(1)$-rounds node-averaged awake complexity. In *Proceedings of the 39th Symposium on Principles of Distributed Computing (PODC)*, pages 99–108. ACM, 2020.

[CKP+19] Yi-Jun Chang, Tsvi Kopelowitz, Seth Pettie, Ruosong Wang, and Wei Zhan. Exponential separations in the energy complexity of leader election. *ACM Transactions on Algorithms*, 15(4), 2019.

[CR06] Artur Czumaj and Wojciech Rytter. Broadcasting algorithms in radio networks with unknown topology. *Journal of Algorithms*, 60(2):115–143, 2006.

[DGHP21] Varsha Dani, Aayush Gupta, Thomas P. Hayes, and Seth Pettie. Wake up and join me! an energy-efficient algorithm for maximal matching in radio networks. *arXiv preprint arXiv:2104.09096*, 2021.
[FCFM06] Martín Farach-Colton, Rohan J. Fernandes, and Miguel A. Mosteiro. Lower bounds for clear transmissions in radio networks. In *Proceedings of the 7th Latin American Symposium on Theoretical Informatics (LATIN)*, pages 447–454, 2006.

[GH13] Mohsen Ghaffari and Bernhard Haeupler. Near optimal leader election in multi-hop radio networks. In *Proceedings of the 24th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA)*, pages 748–766, 2013.

[Hay78] J. F. Hayes. An adaptive technique for local distribution. *IEEE Transactions on Communications*, 26(8):1178–1186, 1978.

[HW16] Bernhard Haeupler and David Wajc. A faster distributed radio broadcast primitive. In *Proceedings of the 2016 ACM Symposium on Principles of Distributed Computing (PODC)*, pages 361–370. ACM, 2016.

[JKZ02] TomaszJurdiński, MirosławKutyłowski, and JanZatopiański. Efficient algorithms for leader election in radio networks. In *Proceedings of the 21st Annual ACM Symposium on Principles of Distributed Computing (PODC)*, pages 51–57, 2002.

[JKZ03] Tomasz Jurdiński, Mirosław Kutyłowski, and Jan Zatopiański. Weak communication in single-hop radio networks: adjusting algorithms to industrial standards. *Concurrency and Computation: Practice and Experience*, 15(11–12):1117–1131, 2003.

[JS05] Tomasz Jurdiński and Grzegorz Stachowiak. Probabilistic algorithms for the wake-up problem in single-hop radio networks. *Theory of Computing Systems*, 38(3):347–367, 2005.

[KM98] Eyal Kushilevitz and Yishay Mansour. An $\Omega(D \log(N/D))$ lower bound for broadcast in radio networks. *SIAM Journal on Computing*, 27(3):702–712, 1998.

[KP05] Dariusz R. Kowalski and Andrzej Peli. Broadcasting in undirected ad hoc radio networks. *Distributed Computing*, 18(1):43–57, 2005.

[New14] Calvin Newport. Radio network lower bounds made easy. In *Proceedings of the 28th International Symposium on Distributed Computing (DISC)*, pages 258–272, 2014.

[NO00] Koji Nakano and Stephan Olariu. Randomized leader election protocols in radio networks with no collision detection. In *International Symposium on Algorithms and Computation (ISAAC)*, pages 362–373. Springer, 2000.

[NO02] Koji Nakano and Stephan Olariu. Uniform leader election protocols for radio networks. *IEEE transactions on parallel and distributed systems*, 13(5):516–526, 2002.

[TM78] B. S. Tsybakov and V. A. Mikhailov. Free synchronous packet access in a broadcast channel with feedback. *Problemy Peredachi Informatsii*, 14(4):32–59, 1978.

[Wil86] Dan E. Willard. Log-logarithmic selection resolution protocols in a multiple access channel. *SIAM Journal on Computing*, 15(2):468–477, 1986.