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The applications of machine learning techniques to chemistry and materials science become more numerous by the day. The main challenge is to devise representations of atomic systems that are at the same time complete and concise, so as to reduce the number of reference calculations that are needed to predict the properties of different types of materials reliably. This has led to a proliferation of alternative ways to convert an atomic structure into an input for a machine-learning model. We introduce an abstract definition of chemical environments that is based on a smoothed atomic density, using a bra-ket notation to emphasize basis set independence and to highlight the connections with some popular choices of representations for describing atomic systems. The correlations between the spatial distribution of atoms and their chemical identities are computed as inner products between these feature kets, which can be given an explicit representation in terms of the expansion of the atom density on orthogonal basis functions, that is equivalent to the smooth overlap of atomic positions (SOAP) power spectrum, but also in real space, corresponding to n-body correlations of the atom density. This formalism lays the foundations for a more systematic tuning of the behavior of the representations, by introducing operators that represent the correlations between structure, composition, and the target properties. It provides a unifying picture of recent developments in the field and indicates a way forward towards more effective and computationally affordable machine-learning schemes for molecules and materials.

I. INTRODUCTION

Machine learning (ML) is used routinely nowadays as an expedient to circumvent costly electronic structure calculations. Given a set of atomic structures and a means to represent them concisely as a vector of numbers (often referred to as features, descriptors or fingerprints), machine learning models can make property predictions by interpolating over the known properties of a subset used for training. Provided the machine learning model yields an acceptable level of accuracy, this allows for exploratory investigations of vast numbers of molecules in chemical-compound space, which is essential for e.g. high-throughput screening, drug discovery and molecular classification.10 It also enables the development of atomic potentials with the accuracy of ab initio alternatives with a smaller computational expense.11,12

For a ground-state electronic structure calculation, an atomic structure is completely characterized by the number of electrons, the positions of the nuclei and their identities (nuclear charges), and in principle a machine learning model could use the same information as a representation of its input. However, this information is not consistent with obvious physical symmetries. Any translation or rotation of a structure, or permutation of identical atoms within, will not affect scalar properties like energies. A representation that reflects this invariance is therefore desirable for an efficient comparison to be made between structures.13

Different strategies have been proposed to incorporate these symmetries. Approaches based on internal coordinates (e.g. Coulomb matrices, symmetry functions following Behler and Parinello,13 invariant polynomials,14 symmetry functions following Behler and Parinello,15 or a many-body tensor representation) rely more or less explicitly on atomic distributions. In this article, we start from an abstract representation of structures and atomic environments to discuss atom-density-based approaches to chemical machine learning. We emphasize the basis-set independence of this representation by using the Dirac bra-ket notation. This framework provides a unifying picture of the field, in that several popular techniques can be seen as alternative representations of the same abstract feature vectors. In particular, we show that by representing these kets based on an expansion of atom-centered Gaussians in radial basis functions and spherical harmonics one recovers the SOAP power spectrum, which has been used very successfully to compare structures and predict scalar properties,15 has been generalized to model tensorial properties,35 and sparsified to reduce the computational cost.37

This formalism also provides a way to fine-tune or reduce the dimensionality of the feature vector by introducing a general coupling between different components in the definition of the kernel, recovering the...
flexibility of using different kinds of density-based representations within an elegant, unified framework.

II. A DIRAC NOTATION FOR ATOMIC CONFIGURATIONS AND ENVIRONMENTS

The Dirac (bra-ket) notation is often used to streamline the formulation of quantum-mechanical expressions, since it stresses basis-independence of quantum states. In a kernel ridge (Gaussian process) regression framework, kernel functions between atomic configurations $K(A,B)$ are used as the basis to build machine-learning models of atomic-scale properties

$$y(A) = \sum_{M} x_M K(A,X_M).$$

(1)

Here $y$ is a property one wants to predict, $X_M$’s are a set of reference atomic structures, and $x_M$ are weights that can be determined by minimization of a loss function that measures the discrepancy between the predictions of the model and a set of reference calculations.

Well-behaved (positive-semidefinite) kernels correspond to inner products between (possibly infinite-dimensional) feature vectors, and are also independent of the choice of basis that is used to represent them. This suggests that it might be beneficial to adopt the bra-ket notation to formulate input representations $|A\rangle$ and the associated kernels $K(A,B) = \langle A|B\rangle$. When using feature vectors explicitly in a computer simulation, it is necessary to settle on some (finite) basis. In combination with the advantage that some bases provide over others for proving certain results, this is perhaps why the Dirac notation has not been used in this context up to now.

A. Density-based structural representations

As a starting point to represent atomic structures, every atomic configuration $A$ could be associated with a ket $|A\rangle$ that describes the elemental composition and geometric arrangement of atoms. To make this idea concrete, we might center a smooth, real, positive function $g(r)$ (e.g. a normalized Gaussian) on each atom and decorate them with orthonormal kets $|\alpha\rangle$ to represent their elemental identities. Smoothness in the representation is beneficial as it leads to smooth kernels and better-behaved regression frameworks. Such an atomic configuration is written in position space as

$$|r\rangle A = \sum g(r - r_i) |\alpha_i\rangle,$$

(2)

where the sum is taken over all atoms in the configuration. This expansion could be generalized by using e.g. element-dependent widths in $g(r)$, i.e. $g(r) \rightarrow g(s(\alpha)r)$. Regardless of the particular form of $g(r)$ (provided that it is sufficiently localized), $|A\rangle$ provides a unique representation of the structure, but is variant with respect to fundamental physical symmetries, such as rigid translations $t$ and rotations $R$ of the constituent atoms $\{r_i\} \rightarrow \{R r_i\}$. As has been stressed many times previously, to achieve efficient learning one should use representations that possess the same symmetries as the property one wants to learn.

B. Symmetry-invariant representations

To address the variance of Eq. (2) with respect to a symmetry operation $S$, one can proceed by formally averaging the ket over the corresponding symmetry group (a procedure often referred to as Haar integration):

$$|A^{(1)}\rangle_S = \int dS \hat{S} |A\rangle.$$  

(3)

To see how this translates into symmetry invariant representations, let us start by considering the relatively simple case of the integration over the translation group which simply corresponds to the integration over $\mathbb{R}^3$. Averaging directly over the position representation of $|A\rangle$ leads to a rather uninformative representation, which eliminates all structural information and only counts the number $N_\alpha$ of atoms belonging to each species,

$$\langle r | A^{(1)} \rangle_i = \int dt \langle r | \hat{t} | A \rangle$$

$$= \sum_{i} |\alpha_i\rangle \int dt \ g(t + r - r_i) = \sum_{\alpha} N_\alpha |\alpha\rangle,$$

(4)

where we have used the position representation of the translation operator. To avoid this information loss, one can perform the Haar integration over tensor products of $|A\rangle$, and define

$$|A^{(\nu)}\rangle_i = \int d\ell \hat{\ell} |A\rangle \otimes \ldots \otimes \hat{\ell} |A\rangle.$$  

(5)

For $\nu = 2$, and assuming for simplicity that the same smooth density function is used for each atom, one gets

$$\langle rr' | A^{(2)} \rangle_i = \int d\ell' \sum_{ij} g(|\ell r - r_i\rangle)g(|\ell' r - r_j\rangle |\alpha_i\alpha_j\rangle$$

$$= \sum_{ij} |\alpha_i\alpha_j\rangle \int dt g(t + r - r_i)g(t + r' - r_j)$$

$$= \sum_{ij} |\alpha_i\alpha_j\rangle (g * g)(r' - r - r_{ij}),$$

(6)

where $r_{ij} = r_i - r_j$, and $*$ is the standard convolution operator. We can simplify the notation for $|A^{(2)}\rangle_i$ in
the position representation by (1) noting that the convolution in Eq. (3) only depends on $r - r'$, so we can write the ket as a function of $\Delta r = r - r'$ alone; (2) redefining the convolution of two atom-density functions as $h = g * g^{(1)}$

$$\left\langle \Delta r \right| A^{(2)} \right\rangle_i = \sum_j |\alpha_j \rangle \sum_i h(\Delta r - r_{ij}) |\alpha_i \rangle .$$  \hspace{1cm} (7)

C. Tensor-product representations

Before proceeding further, let us comment briefly on the implications of the form of this ket for machine-learning of the properties associated with the structure $|A\rangle$ using kernel ridge regression, taking for simplicity a single-species compound so we can ignore the elemental kets. Learning from a linear kernel $K(A, B) = \langle A^{(2)} | B^{(2)} \rangle_i$ is equivalent to the optimization of a linear mapping between the ket and the property, i.e.

$$y(A) = \int \mathrm{d}r \, g(r) \left\langle r | A^{(2)} \right\rangle_i .$$  \hspace{1cm} (8)

Taking the Dirac $\delta$ distribution limit of $g(r)$, one sees this is a (orientation-dependent) pair potential,

$$y(A) = \sum_j y(r_{ij}) ,$$  \hspace{1cm} (9)

and it is therefore easy to conceive of properties that cannot be represented in this form. The feature vector itself, however, contains complete information about the structure, which can be recovered by taking tensor products of $|A\rangle$, or (equivalently) raising the associated kernel to an integer power. For instance, if one takes the outer product of the translationally-symmetrized ket (whose corresponding kernel is just the elementary square of the linear kernel), learning amounts to the optimization of a function that depends on two displacement vectors simultaneously, in this definition we have introduced a smooth cut-off function $f_c(r_{ij})$ so that each environment only depends on the position of the atoms in a spherical neighborhood centered on atom $j$. While one could in principle proceed with an atom-centered description that incorporates information from the entire structure, by making $f_c(r) = 1$, localisation is useful for computational reasons and is justified when studying atomic problems in light of the nearsightedness principle of electronic matter or linear scaling electronic structure methods. Note that when the ket is written in this form it might make sense to further generalize the definition of $h$, e.g. by making its width dependent on $r_{ij} = |r_{ij}|$, $h(r) \rightarrow h(s(r_{ij}) r)$, or by choosing a form other than a Gaussian that is more flexible or computationally efficient. The notation can be further simplified by

$$\left\langle \Delta r \right| A^{(2)} \right\rangle_i = \sum_j |\alpha_j \rangle |X_j\rangle .$$  \hspace{1cm} (12)

The latter choice corresponds to taking elementwise powers of the linear invariant kernel. In other terms, using a unique representation of a structure in a nonlinear ML model can introduce higher body order correlations than those explicitly afforded by the feature vector itself.

D. Atom-centered representations

Having clarified how tensor-product kets can be used to incorporate higher-order correlations between the atoms, let us move on to discuss how an atom-centered description arises naturally as a by-product of symmetrization over the translation group. By grouping together the terms in the sum corresponding to displacement vectors involving atom $j$, the translationally-invariant second-order ket Eq. (7) decomposes into atom-centered contributions,

$$\left| A^{(2)} \right\rangle_i = \sum_j |\alpha_j \rangle |X_j\rangle .$$  \hspace{1cm} (12)

and so on. This simple example highlights how higher-order correlations between atomic positions can be incorporated in the model by taking the tensor product of the structural ket before taking the Haar integral (that is, choosing a high value of $\nu$ in Eq. (5) or by taking a tensor product of the invariant ket,

$$\left( A^{(2)} \right| \otimes \left| A^{(2)} \right\rangle_i \otimes \cdots \otimes \left| A^{(2)} \right\rangle_i \rightarrow \left| A^{(2)} \right\rangle_i .$$  \hspace{1cm} (11)

In this definition we have introduced a smooth cut-off function $f_c(r_{ij})$ so that each environment only depends on the position of the atoms in a spherical neighborhood centered on atom $j$. While one could in principle proceed with an atom-centered description that incorporates information from the entire structure, by making $f_c(r) = 1$, localisation is useful for computational reasons and is justified when studying atomic problems in light of the nearsightedness principle of electronic matter or linear scaling electronic structure methods. Note that when the ket is written in this form it might make sense to further generalize the definition of $h$, e.g. by making its width dependent on $r_{ij} = |r_{ij}|$, $h(r) \rightarrow h(s(r_{ij}) r)$, or by choosing a form other than a Gaussian that is more flexible or computationally efficient. The notation can be further simplified by
emphasizing the representations of structure and composition,
\[
\psi^\alpha_{X_j}(r) \equiv \langle \alpha r | X_j \rangle = \sum_{i \in \alpha} f_i(r_{ij}) \delta(r - r_{ij}). \tag{14}
\]

Writing the ket as a sum over all elements \(\alpha = H, He, \ldots\)
\[
\langle r|X_j \rangle = \sum_\alpha \psi^\alpha_{X_j}(r) |\alpha\rangle. \tag{15}
\]

This translationally-invariant atom-centered environment representation can also be adapted by taking a linear transformation \(\hat{U}|X_j\rangle \rightarrow |X_j\rangle\), where the linear operator \(\hat{U}\) might act in the position space, the element space or both. As we will see, the freedom in choosing the form of \(\hat{U}\) can be used to tune the behavior of the representation to describe in a more efficient way the relation between structure and properties.

E. Rotationally-invariant representations

In order to obtain a rotationally-invariant representation, one can formally average the ket \(|X\rangle\) over the \(SO(3)\) rotation group,
\[
|X^{(1)}\rangle_R = \int d\hat{R} \hat{R}|X\rangle. \tag{16}
\]

This ket can be readily computed in the position representation. Taking for simplicity the case where only one element is present, one gets
\[
\langle r|X^{(1)}\rangle_R = \int d\hat{R} \psi(\hat{R}r) = \int d\hat{R} \psi(\hat{R}\hat{e}_z), \tag{17}
\]
where we have used the fact that the integral is over all the rotation matrices, and so we can always rotate \(r\) to be aligned with the Cartesian \(z\) axis \(\hat{e}_z\) before taking the integral. The average can be written explicitly in terms of a suitable parameterization of the rotations, e.g. using Euler angles,
\[
\frac{1}{8\pi^2} \int_0^{2\pi} d\alpha \int_0^\pi \sin\beta d\beta \int_0^{2\pi} d\gamma \psi(r \hat{R}(\alpha, \beta, \gamma) \hat{e}_z). \tag{18}
\]

One can then recognize that the \(\gamma\) angle does not affect \(\hat{e}_z\), so the integral can be written equivalently as an average over the unit sphere. We can then define
\[
\langle r|X^{(1)}\rangle_R \propto r \int d\hat{R} \psi(\hat{R}\hat{e}_z) = \frac{1}{4\pi} r \int d\hat{r} \psi(\hat{r}) \tag{19}
\]
where we have highlighted the fact that the position representation only depends on \(r\), and we have explicitly included a factor of \(r\) so that
\[
\int dr \langle X^{(1)}_k|r\rangle_R \langle r|X^{(1)}_j\rangle_R = \int dr \langle X^{(1)}_k|\rangle_R \langle r|X^{(1)}_j\rangle. \tag{20}
\]

Much like in the case of translations, the average over rotations eliminates too much information, and \(|X^{(1)}\rangle_R\) does not retain knowledge of the angular correlations of atoms around the center of the environment. A more general family of invariant kets can be obtained by starting from the tensor products of \(\text{possibly different}\) environmental kets, \(\hat{U}_i |X^{(1)}_i\rangle \otimes \hat{U}_2 |X^{(2)}\rangle \otimes \ldots\), and then symmetrizing over the rotation group,
\[
|X^{(\nu)}\rangle_R = \int d\hat{R} \prod_N^\nu \hat{R}\hat{U}_N |X^{(\nu)}_R\rangle. \tag{21}
\]

As for the case of translational averages, one can use a linear map (or equivalently a linear kernel) to build a machine-learning model of a property based on these symmetrized kets. Non-linear kernels correspond to tensor products of symmetrized kets such as
\[
\sum_\zeta |X^{(\nu)}\rangle_R \otimes |X^{(\nu)}\rangle_R \otimes \ldots \otimes |X^{(\nu)}\rangle_R \rightarrow |X^{(\nu)}\rangle_R^{(\zeta)}, \tag{22}
\]
and one could further generalize the construction by taking products of kets built from different \(\hat{U}\) operators.

III. A UNIFIED PICTURE OF DENSITY-BASED REPRESENTATIONS

Eq. (21) provides an very general – and abstract – definition of a density-based representation of an atomic structure that encodes translational, rotational and permutation symmetries. This level of abstraction provides a unifying picture of the field, in that many of the representations that have been used for machine-learning of atomic-scale properties can be seen as special cases of this form, or as the result of projection onto a particular choice of basis.

Let us start by considering the translationally-invariant ket \(|A^{(2)}\rangle_i\), writing it in a plane-waves basis \(|k\rangle\), and taking for simplicity the \(h \rightarrow \delta\) limit. One obtains a representation that is equivalent to the diffraction pattern generated by the structure, decomposed in multiple channels that correspond to the reciprocal-space correlations between different atomic species,
\[
\langle k|A^{(2)}\rangle_i = \sum_{ij} \alpha_{ij} e^{i|k|r_{ij}}. \tag{23}
\]

When considering a periodic structure, and with an appropriate normalization, this representation is directly connected with the fingerprints that have been recently used to identify crystalline structure high-lighting how different choices of basis may be best suited to different applications.
A. Many-body kernels and representations

Moving on to the case of rotationally-invariant kets, let us take for simplicity $\hat{U}_N = 1$, and assume that all the environmental kets that are multiplied in Eq. (21) are the same. We will revisit later the possibility of introducing a linear operator to fine-tune the properties of the representation. Since we have started from a position representation for the environmental kets, it is natural to write Eq. (21) explicitly in a complete basis of position and element states, $|\prod_{\nu} a_r r_N \rangle \equiv \prod_{\nu} |a_r r_N \rangle$:

$$
\left( \prod_{\nu} \langle a_r r_N | X^\nu_j \right)_{\hat{R}_N} = \int d\hat{R}_N \prod_{\nu} \langle a_r \hat{R}_N | X^\nu_j \rangle.
$$

One can see clearly that the kernels associated with Eq. (24) are in the form of the invariant $n$-body kernels discussed in Ref. [16] (more specifically, as we will see below, they correspond precisely to the SOAP kernels if $g$ is a Gaussian). Considering the case with a single element,

$$
\left( \langle X^\nu_k | X^\nu_j \right)_{\hat{R}_N} = \int d\hat{R}_N \int d\hat{R}_N \psi_{X_k} (\hat{R}_N r) \psi_{X_j} (\hat{R}_N r),
$$

it is clear that one of the two Haar integrals is redundant and can be eliminated.

Let us consider the effect of $\nu$ on the representation and the information that it captures. As discussed in the case of $\nu = 1$ following Eq. (17), one of the input vectors $r$ can be aligned with a fixed reference axis, e.g. $\hat{e}_z$. The fact that this axis is invariant under one of the Euler rotations makes it possible to align a second vector so that it lies in the $xz$ plane. For $\nu = 1$ and $\nu = 2$ this analysis leads to

$$
\langle \alpha r | X^{(1)} \rangle_{\hat{R}_N} \propto r \int d\hat{R}_N \psi^{\alpha}(r \hat{R}_N \hat{e}_z)
$$

$$
\langle \alpha r \alpha' r' \omega | X^{(2)} \rangle_{\hat{R}_N} \propto r r' \int d\hat{R}_N \psi^{\alpha}(r \hat{R}_N \hat{e}_z) \psi^{\alpha'}(r' \hat{R}_N \hat{e}_z) \times \psi^{\omega}(r \hat{R}_N (\omega \hat{e}_z + \sqrt{1 - \omega^2} \hat{e}_x)),
$$

where $\omega = \hat{r} \cdot \hat{r}'$ (see Fig. 1). After one has aligned the first two $r_N$'s, the position of all the other $r_N$'s cannot be manipulated, so in practice for $\nu > 2$ each further order brings in three degrees of freedom, that are expressed in the reference system in which the first two vectors are aligned along the $z$ axis and lie in the $xz$ plane. For $\nu = 3$,}

$$
\langle \alpha r \alpha' r'' \omega'' r'' \hat{R}_N | X^{(2)} \rangle_{\hat{R}_N}
$$

$$
\propto r r' r'' \int d\hat{R}_N \psi^{\alpha}(r \hat{R}_N \hat{e}_z) \times \psi^{\alpha'}(r' \hat{R}_N (\omega \hat{e}_z + \sqrt{1 - \omega^2} \hat{e}_x)) \times \psi^{\omega''}(r'' \hat{R}_N \hat{e}_z)
$$

Also note that we have incorporated the square root of the Jacobian in the definition of the representations so that the corresponding kernels can be computed straightforwardly as the inner product between two vectors without scaling.

By expanding the densities as sums over atoms, it becomes clear that these kets are representations of the $(\nu + 1)$-body order correlations between atoms within an environment [16] (Fig. 2). To start with, we return to the delta function limit of the atomic densities. In the limit in which each atomic density is represented by Dirac $\delta$ distributions, the position representations of the invariant vectors take very simple forms.
forms:

\[
\langle \alpha r | \chi_j^{(1)} \rangle \propto r \sum_{\omega \in \alpha} f_\omega(r_{ij}) \delta(r - r_{ij})
\]

\[
\langle \alpha r \alpha' \omega' | \chi_j^{(2)} \rangle \propto r r' \sum_{i \in \alpha} \sum_{i' \in \alpha'} \delta(r - r_{ij}) \delta(r' - r_{ij'})
\times \delta(\omega - \hat{r}_{ij} \cdot \hat{r}_{ij'}) f_\omega(r_{ij}) f_{\omega'}(r_{ij'}).
\]

One then sees how linear regression based on \( |\chi^{(\nu)}\rangle_R \) corresponds to \((\nu + 1)\)-body potentials e.g. for the 3-body term,

\[
y_j(r) = \int dr' dr'' d\omega^2(r, r', \omega) \langle rr' \omega | \chi_j^{(2)} \rangle_R = \sum_{ijk} y_{ij}(r_{ij}, r_{jk}, \omega_{ijk}).
\]

There are however good reasons to use non-linear functions of the feature vector in an ML model. In the case of sufficiently sharp atom-centered density functions, the ket with \( \nu = 1 \) contains information on the list of all pair distances within an environment, which is not sufficient to reconstruct the structure of the environment unequivocally. The representation with \( \nu = 2 \), on the other hand, contains information on pair distances and angles between triplets of atoms. To the best of our knowledge, and based on extensive numerical experiments, this information is sufficient to reconstruct a configuration modulo arbitrary rigid translations, rotations and inversion symmetry. Tensor products of the \( |\chi_j^{(2)}\rangle_R \) ket are then sufficient as a basis to represent arbitrarily complex invariant functions of the atomic coordinates.

### B. Behler-Parrinello symmetry functions

An expression of Eq. \( \text{[21]} \) in the position representation and in the \( h \to \delta \) limit is an ideal starting point to investigate the relationship of \( |\chi^{(\nu)}\rangle_R \) with other density-based frameworks. These expressions reveal the connection between these invariant kets and several popular fingerprints designed to capture pair and 3-body interactions. The link between \( \langle \alpha r | \chi_j^{(1)} \rangle \) and the pair distribution function is obvious. Behler-Parrinello symmetry functions, and similar weighted averages of \( n \)-body correlations, can be seen as projections of the \( SO(3) \) invariant ket over suitable test functions \( G \). For instance, for a 2-body symmetry function \( G_2(r) \) one has

\[
\langle \alpha \beta G_2 | \chi_j \rangle_j = \langle \alpha | a_\beta \rangle \int dr G_2(r) \langle \beta r | \chi_j^{(1)} \rangle_R, h \to \delta',
\]

and an analogous expression can be written for a 3-body symmetry function \( G_3(r, r', \omega) \). Expressions similar to Eq. \( \text{[25]} \) can be obtained by inserting into Eq. \( \text{[26]} \) Gaussians, or alternative basis functions. The relationship to other density-based representations, such as those discussed in Refs. \( \text{[23,51]} \) is less transparent, but several of the essential ingredients – such as scaling functions that modulate geometric and chemical correlations – can be introduced in terms of appropriate choices of the \( U \) operators, as we will discuss in the next section.

### C. Smooth Overlap of Atomic Positions

We have left as a last example a discussion of the connection between the symmetrized ket and the smooth overlap of atomic positions (SOAP) power spectrum. In fact, if we take as we did before \( U_N = 1 \) and \( |\chi_1 \rangle = |\chi_2 \rangle = \ldots |\chi_N \rangle \) in Eq. \( \text{[21]} \), the SOAP power spectrum is nothing but an alternative representation of \( |\chi_j^{(2)}\rangle_R \). To see how, one can start by expanding the translationally-invariant environmental ket Eq. \( \text{[24]} \) in a basis of orthonormal radial
basis functions $R_n(r)$ and spherical harmonics $Y^I_{m}(\mathbf{r})$,
\[
    \langle anlm | \mathbf{X}_j \rangle = \int \! d\mathbf{r} \, R_n(r) Y^I_{m}(\mathbf{r}) \langle \alpha | \mathbf{X}_j \rangle .
\] (31)

Using a basis of spherical harmonics is extremely useful and practical because they block diagonalize the angular momentum operator (and thus the rotation operator), which allows for explicit integration over the rotation group in Eq. (24). For $\nu = 1$, this leads to the following feature vector,
\[
    \langle \alpha n | \mathbf{X}_j^{(1)} \rangle \propto \langle \alpha n 00 | \mathbf{X}_j \rangle .
\] (32)

For $\nu = 2$, the feature vector corresponds to the SOAP power spectrum,
\[
    \langle \alpha n a' n' l | \mathbf{X}_j^{(2)} \rangle \propto \frac{1}{\sqrt{2l+1}} \sum_m \langle anlm | \mathbf{X}_j \rangle \ast \langle a'n'l|m \rangle \langle \alpha | \mathbf{X}_j \rangle .
\] (33)

For $\nu = 3$ the representation corresponds to the bispectrum,
\[
    \langle \alpha \nu_1 n_1 l_1 \nu_2 n_2 l_2 \alpha n l | \mathbf{X}_j^{(3)} \rangle \propto \frac{1}{\sqrt{2l+1}} \sum_{m_1 m_2} \langle X^{\nu_1}_{\nu_2} \rangle \langle \alpha | \mathbf{X}_j \rangle \langle \alpha n a' n' l | \mathbf{X}_j \rangle \langle \alpha | \mathbf{X}_j \rangle .
\] (34)

where $\langle l_1 m_1 l_2 m_2 | l \rangle$ is a Clebsch-Gordan coefficient. The bispectrum is used as a four-body feature vector in SOAP and in Spectral Neighbor Analysis Potentials (SNAP), where its high resolution is exploited to construct accurate interatomic potentials through linear regression.

Seen in the light of the present formalism, the remarkable fact that the SOAP kernel (Eq. (25) with densities written as a sum of Gaussians) can be expressed as an explicit scalar product between vectors, representing a truncated expansion of the power spectrum, emerges as a natural consequence of the definition of the kernel as the scalar product between vector invariant kets. It should also be noted that in practical applications of SOAP the kernels are often (but not always) normalized and raised to an integer power $\zeta$, which corresponds to taking a tensor product of the kets and introduces a many-body character in the model built on such kernels.

D. Tensorial Smooth Overlap of Atomic Positions (\(\lambda\)-SOAP)

The feature vectors that appear in the tensorial extension of SOAP\cite{14} are of the form in Eq. (21), with $U_k = I$ for $k = 1, 2, \ldots, \nu + 1$, $|X^{\nu}_{\lambda \mu} \rangle = |X_j \rangle$ for $k = 1, 2, \ldots, \nu$ and $|X^{\nu+1}_{\lambda \mu} \rangle = |\lambda \mu \rangle$, where $|\lambda \mu \rangle$ is an angular momentum ket:
\[
    |X^{(\nu)}_{\lambda \mu} \rangle \propto \int d\mathbf{R} \, \mathbf{R} |\lambda \mu \rangle \prod_{k=1}^{\nu} \langle \mathbf{R} |X_j \rangle .
\] (35)

The ket is rotationally invariant,
\[
    \left[ \prod_{k=1}^{\nu} \langle \mathbf{R} |X_j \rangle \right] |X^{(\nu)}_{\lambda \mu} \rangle \propto \left| X^{(\nu)}_{\lambda \mu} \right\rangle ,
\] (36)
but not in the subspace that describes the atomic environments,
\[
    \left[ I \prod_{k=1}^{\nu} \langle \mathbf{R} |X_j \rangle \right] |X^{(\nu)}_{\lambda \mu} \rangle \not\propto \left| X^{(\nu)}_{\lambda \mu} \right\rangle .
\] (37)

The inner product between two of these vectors is easily shown to be
\[
    \langle X_j^{(\nu)}_{\lambda' \mu'} |X^{(\nu)}_{\lambda \mu} \rangle\rangle = \delta_{\lambda \lambda'} \int d\mathbf{R} \, D_{\mu \nu}^{\lambda \lambda'}(\mathbf{R}) \langle X_j |X_k \rangle |X_j^{(\nu)}_{\lambda' \mu'} \rangle |X_k^{(\nu)}_{\lambda' \mu'} \rangle ,
\] (38)
which agrees with the usual definition of the \(\lambda\)-SOAP kernel,
\[
    \langle X_j^{(\nu)}_{\lambda' \mu'} |X^{(\nu)}_{\lambda \mu} \rangle\rangle = \delta_{\mu \mu'} \langle X_j |X_k \rangle\rangle .
\] (39)

While $|X^{(\nu)}_{\lambda \mu} \rangle$ can be represented very effectively using a spherical-harmonics expansion of the atom density,\cite{14} it is also possible to express it in terms of a real-space basis. Following arguments similar to those used to derive Eq. (27), one can see that in this form the tensorial ket corresponds to the evaluation of a three-body correlation function of the atom density, multiplied by a spherical harmonic of appropriate order computed in the reference frame of the $(r, r', \omega)$ stencil (see Fig. 3).
Taking tensor products of $|\mathcal{X}^{(\nu)} \lambda \mu \rangle_R$ with itself increases the order of body correlations that are explicitly included in the feature vector, but destroys the required symmetry properties. Instead, one can take tensor products with $\lambda = 0$ kets, which are rotationally invariant in the subspace that describes the atomic environments while preserving the desired symmetry of the representation, e.g.

$$
|\mathcal{X}^{(\nu)} \lambda \mu \rangle_R \otimes \cdots \otimes |\mathcal{X}^{(\nu)} \lambda \mu \rangle_R \rightarrow |\mathcal{X}^{(\nu)} \lambda \mu \rangle_R^{(\nu)}.
$$

(40)

This procedure has been found effective in practice for increasing the order of body correlations in tensorial SOAP\textsuperscript{56,57}.

E. Distributions vs sorted vectors

It is worth making some further considerations that extend somewhat the generality of this construction to include representations that are not based explicitly on atom densities. Many approaches in the literature rely on computing quantities that are not permutationally invariant per se, for instance the elements of the matrix of pair distances between atoms\textsuperscript{58} transformed elementwise by some function\textsuperscript{59}, or the eigenvalues of such matrices\textsuperscript{60}. In order to make these representations invariant to atom permutations, one often proceeds to sort these sets of items, and uses the Euclidean distance between the sorted vectors as the building block of kernels or other statistical learning frameworks.

In fact, it is easy to see that given a set of elements $\{a_i \in \mathbb{R}\}$, the sorted list contains the same amount of information as the histogram of the elements $h(a)$. Scaling the index of the sorted items by the total number of items $N$, and considering the limit in which one can consider $x = i/N$ as a continuous index, one sees that $x(\tilde{a})$ counts the fraction of entries that are smaller than $\tilde{a}$, that is

$$
x(\tilde{a}) = \int_{-\infty}^{\tilde{a}} da \: h(a).
$$

(41)

It follows that $a(x)$, which is a continuous representation of the vector of sorted distances, is just the inverse cumulative distribution function (iCDF) associated with $h(x)$. The Euclidean distance between two vectors of sorted elements is proportional to the $L^2$ norm of the difference between the iCDF of the histograms associated with the two sets. Interestingly, if one considers the $L^1$ norm, the distance between the sorted vectors corresponds to the earth mover’s distance\textsuperscript{61} between two distributions in one dimension. The connection between different density-based representations is more direct than that which can be established between density-based and sorted-vector descriptions – also given that the relation between atom positions and the permutation variant items might be far from trivial, e.g. when the representation involves the eigenvalues of an overlap matrix. However, the argument we present here highlights the fact that incorporating physical symmetries in the description of atomistic systems leads to representations that contain essentially the same information.

IV. GENERALIZED INVARIANT DENSITY REPRESENTATIONS

The formalism we have introduced in the previous section provides an elegant framework to construct a rotationally-invariant representation of the atomic density that can be used for machine-learning purposes. While the formalism provides a complete description of structural correlations of a given order within an atomic environment, the quality and the computational cost of the regression scheme can be improved substantially in practice by transforming the representation so that it incorporates some degree of
chemical intuition. For instance, the combination of multiple kernels corresponding to different interatomic distances has been shown to improve the quality of the ML model. Likewise, a scaling of the weights of different atomic distances within an environment has been shown to be beneficial when using ML to predict atomic-scale properties.

We will discuss how many of these modifications can be incorporated in the through inclusion of a rotationally-invariant Hermitian operator \( \hat{U} = \hat{U}_1 = \hat{U}_2 = \ldots \) (as introduced earlier) that leads to coupling of the geometric and elemental components of the translationally-invariant atom-centered ket \( |X_j\rangle \). For concreteness, and to provide a formulation that can be directly applied to an existing framework, we discuss \( \hat{U} \) written in the orthonormal basis of radial functions and spherical harmonics \( \{ |\alpha nlm\rangle \} \), that correspond to the SOAP power spectrum.

The requirement that \( \hat{U} \) is rotationally-invariant (and thus commutes with any arbitrary rotation operator) means that it must have the following form:

\[
|\alpha'nl'lm'\rangle = \delta_{\alpha'\alpha} \delta_{n'n} \delta_{l'l} |\alpha nlm\rangle \hat{U} |\alpha'nl'l'\rangle.
\]

Eq. (42) is the most general form compatible with SO(3) symmetry, and can be seen as a way to introduce correlations between different radial and elemental components of the features, and to weight the contribution from different angular channels.

A. Low-rank expansion of the \( \hat{U} \) operator

Since \( \hat{U} \) is Hermitian, it can be diagonalized and expressed in the orthogonal basis of its eigenkets \( \{|J\rangle \} \),

\[
\hat{U} = \sum_J |J\rangle U_J \langle J|.
\]

Taking \( U_J \langle J| \rightarrow \langle J| \) allows us to express \( \hat{U} = \sum_J \langle J| |J\rangle \).

The transformed SO(3) vector components can be written in terms of the components of \( |J\rangle \) in the chemical basis, \( u_{J\alpha nl} = \langle J|\alpha nl\rangle \). This yields

\[
\langle J'J_2|X_j^{(2)}\rangle_R = \sum_{\alpha'\alpha n'l'} u_{J'\alpha nl} u_{J_2'\alpha'\alpha'n'l'} \times \sum_m \langle \alpha nlm|X_j\rangle^* \langle \alpha'nl'm|X_{j'}\rangle.
\]

By choosing a low-rank expansion of \( \hat{U} \) one can greatly reduce the dimensionality of the SO(3) fingerprint vector, similarly to what was done in Ref. 37 applying standard sparse decomposition techniques to the SO(3) fingerprints.

A possible approach is to determine this low-rank approximation based on the correlations found between environments that are part of the data set. For a given \( l \), consider the spherically-symmetric covariance matrix between the features of the expanded atomic density:

\[
C^{\alpha\alpha'nl'n'l}_{\alpha\alpha'nl'n'l} = \frac{1}{N} \sum_j \sum_m \langle \alpha nlm|X_j\rangle^* \langle X_j|\alpha'nl'm\rangle
= \frac{\sqrt{2l + 1}}{N} \sum_j \langle \alpha'nl'l'|X_j^{(2)}\rangle_R.
\]

The eigenvectors of \( C^{(0)} \), \( v^{(0)}_j \), can then be used as \( u_{J\alpha nl} \) in Eq. (44). It is easy to see that this transformation identifies components of the data that are linearly independent within the training set, and have a spread that is equal to the corresponding eigenvalues \( \lambda_j^{(0)} \). The feature space can then be compressed by only retaining a certain number of components \( n_j \) that could be determined using the magnitude of the associated eigenvalues.

B. Radially-scaled kernels

In a system with relatively uniform atom density, the overlap between environments \( \langle X_j|X_k\rangle \) is dominated by the region farthest from the center. This could be regarded as rather unphysical, since interactions between atoms decay with distance and the closest atoms should therefore give the most significant contribution to properties, which is reflected in the observation that multi-scale kernels tend to perform best when very low weights are assigned to the long-range kernel[50,52,65]. This effect can be counteracted by multiplying the atomic probability amplitude Eq. (13) with a radial scaling \( u(r) \),

\[
\langle \alpha|\hat{U}|\alpha'\rangle = u(r)\psi_{\alpha}^* (r) \psi_{\alpha'} (r).
\]

In the context of the SOAP power spectrum, this change can be represented in terms of a \( \hat{U} \) operator that reads

\[
\langle n|\hat{U}|n'\rangle = \int dr r^2 R_n(r) R_{n'}(r) u(r),
\]

since an operator that scales states in the position representation must be diagonal in it,

\[
\langle r|\hat{U}|r'\rangle = \delta(r - r') u(r),
\]

and its matrix elements in the basis of radial basis functions are

\[
\langle n|\hat{U}|n'\rangle = \int dr \int dr' r^2 R_n(r) R_{n'}(r') \delta(r - r') u(r),
\]

which reduces to Eq. (47).

Radial scaling in the form of Eq. (46) can be approximated, when using narrow atom-centered functions, with \( \sum_i u(r_{ij}) f_{ij} h(r - r_{ij}) \), where we also consider for simplicity the case with a single species[66].
Besides the fact that it is simpler to implement this form of scaling in an existing code, this approximation also makes apparent the connection between the general density-based framework we introduce here and the descriptors of Ref. 51. When $h$ is taken to be a Gaussian function, the weight on the central atom is set to zero and one considers the two-body invariant representations, this ansatz is essentially equivalent to the two-body features in Ref. 51:

\[
\langle r | \hat{U} | X^{(1)}_j \rangle_R = \sum_{i \neq j} u(r_{ij}) \frac{\sqrt{\pi}}{r_{ij}} e^{-\frac{(r-r_{ij})^2}{2r_{ij}^2}} \approx \sum_{i \neq j} u(r_{ij}) \frac{\sqrt{\pi}}{r_{ij}} e^{-\frac{(r-r_{ij})^2}{2r_{ij}^2}}.
\]

(50)

C. Alchemical kernels

In the presence of multiple species, one could make the scaling element dependent, or devise a more complex operator that couples different channels of different species. As a first test of the generalization of SOAP in the presence of multiple elements, we consider an operator in the form

\[
\langle a\alpha n'l'm' \langle X^{(2)}_j \rangle_R = \delta_{ll'} \delta_{nn'} \delta_{mm'} \langle \alpha | \hat{U} | \alpha' \rangle \cdot
\]

(51)

which ignores couplings between the structure of an environment and the elements within it. One can always write a low-rank expansion of the operator, \( \hat{U} \approx \sum_{\alpha} \langle \alpha | \hat{U} | \alpha \rangle \), which allows one to write

\[
\hat{U} \circ \hat{U} \langle X^{(2)}_j \rangle_R = \sum_{\alpha \alpha'} \langle \alpha | \hat{U} | \alpha' \rangle \sum_{j} \langle \alpha' | X^{(2)}_j \rangle_R.
\]

(52)

In the context of SOAP, one can define the projections of the power spectrum in this “alchemical basis”,

\[
\langle JnJ'n'l' | X^{(2)}_j \rangle_R = \sum_{n} \sum_{l} \sum_{m} \langle a\alpha n'l'm | X_j \rangle \times \langle \alpha' n'l'm | X_j \rangle,
\]

(53)

which was shown in Ref. 69 to yield a substantial improvement in the learning efficiency in the presence of many chemical elements, and to result in a low-dimensional representation of elemental space that shares some similarities with the grouping found in the periodic table of the elements.

One can see the relationship between these “alchemical features” and previous attempts to incorporate cross-species correlations through the generalized SOAP environmental kernel,

\[
\int dR \langle X_j | \hat{U}^\dagger \hat{U} | X_k \rangle \cdot
\]

(54)

By writing out explicitly this inner product in terms of the full power spectrum elements \( \langle an\alpha n'l' | X^{(2)}_j \rangle_R \), one can see that the matrix elements \( \langle \alpha | \hat{U}^\dagger \hat{U} | \alpha' \rangle \) are nothing but the elements of the alchemical kernel \( \kappa_{\alpha\alpha'} \) that was introduced in Ref. 67, where it was shown that taking \( \kappa_{\alpha\alpha'} \neq \delta_{\alpha\alpha'} \) can improve property predictions with kernel ridge regression.\( \text{[66]} \)\( \text{[67]} \) Off-diagonal couplings between chemical elements have also been used in other representations, including those of Ref. 51.

The expression in terms of reduced features Eq. (53) is, however, more efficient to compute and clarifies how this approach enables the introduction of correlations between elements, as well as reduction of the space dimensionality. The full SOAP feature vector contains a number of components that is proportional to the square of the number of present species \( n_{sp} \), while limiting to a number \( d_j \ll n_{sp} \) of basis kets reduces the dimensionality of the feature vector by a factor \( (n_{sp}/d_j)^2 \).

Note that one does not even need to compute all the elements in the \( |an\alpha n' \rangle \) expansion of the density, since the alchemical projection can be brought down to the level of the atom density, which can be defined for \( d_j \) chemical “channels” rather than for each element separately,

\[
\langle Jr | X_j \rangle = \sum_{\alpha} u_{Ja} \psi_{X_j}^\dagger (r).
\]

(55)

Density-based representations that assign a weight to each species have been explored as means to reduce the complexity of ML representations in cases where many elements are present simultaneously,\( \text{[67]} \), which correspond essentially to the case with \( d_j = 1 \). For instance, the compositional descriptor of Ref. 67 is equivalent to Eq. (50) computed on a single invariant density,

\[
\langle r | X^{(1)}_j \rangle_R = \sum_{i} u_{\alpha_i} \delta (r - r_{ij}) f_{c}(r_{ij}),
\]

(56)

where the weights of different species are rather arbitrarily set to be \( u_{\alpha} = 0, \pm 1, \pm 2, \ldots \). The more general formulation in Eqs. \( \text{[53]} - \text{[55]} \) provides a way to alter the dimensionality of the representation, and to optimize the projections to obtain the most efficient features for a given regression problem.

D. Non-factorizable operators

In order to relate Eq. (21) to other density-based representations that involve more complicated scaling functions of the internal coordinates, it is necessary to introduce a further linear transformation \( U^{(v)} \) which does not factorize into components that act independently on each term in the \( \nu \)-order tensor product. Such an operator must be chosen with
care to ensure that it is rotationally-invariant, otherwise the rotational-invariance of the transformed ket will be lost. As far as the $\nu = 2$ rotationally-invariant kets are concerned, a generic operator is completely determined by its action on the basis vectors $\{|\alpha \alpha' r\rangle\}$. Rotationally-invariant operators must act on $|\alpha \hat{R} \alpha' \hat{R}' r\rangle$ in the same way as on $|\alpha \alpha' r\rangle$, followed by the rotation $\hat{R}$. The upshot of this observation is

$$\langle \alpha_1 \alpha'_1 | \hat{U}^{(2)} | \beta_2 \alpha_2 \alpha_2' \rangle = \langle \alpha_1 \alpha'_1 r_1 \omega_1 | \hat{U}^{(2)} | \beta_2 \alpha_2' r_2, \omega_2 \rangle,$$

i.e. any non-internal coordinate must be cyclic. If a distance and angle-based scaling is required, then the operator is diagonal,

$$\langle \alpha_1 \alpha'_1 | \hat{U}^{(2)} | \beta_2 \alpha_2 \alpha_2' \rangle = \delta_{\alpha \beta} \delta_{\alpha' \beta'} \delta(r_1 - r_2) \delta(r'_1 - r'_2) \times \delta(\omega_1 - \omega_2) u(\alpha, r_1, \alpha', r'_1, \omega_1).$$

For example, the scaling function in the three-body descriptor in Ref. 51 corresponds to the following choice for $u(r_1, r_2, \omega)$,

$$u(r_1, r_2, \omega) = 1 - \frac{3 \omega_1 \omega_2}{(r_1 r_2 r_3)^n},$$

where $r_3^2 = r_1^2 + r_2^2 - 2 r_1 r_2 \omega_1$, $\omega_2 = (r_1^2 - r_2^2 - r_3^2)/2 r_2 r_3$, $\omega_3 = (r_2^2 - r_1^2 - r_3^2)/2 r_1 r_3$ and $n$ is an adjustable parameter. Faber et al. do not specify a scaling function for four-body and higher-body descriptors, but the analysis presented here clearly extends to any hypothetical scaling function that involves the internal coordinates of a collection of $\nu + 1$ positions.

Starting from the SOAP power spectrum, one can exploit the fact that each component is separately symmetry invariant. It is then possible to introduce an arbitrary linear operator coupling the $|\alpha \alpha' \alpha'' \alpha'''\rangle$ components, $\langle \alpha_1 \alpha_2 \alpha_1' \alpha_2' | \hat{U} | \beta_2 \beta_2' \alpha_2' \rangle$. Being a linear operation, this transformation amounts to a change of regularization for the ridge regression problem, and is most useful if applied to reduce the dimensionality of the feature vectors. This can be done e.g. by finding the principal components of the covariance matrix of the SOAP power spectrum or – as done in Ref. 57 – by a sparse decomposition that singles out a subset of the components that suffice to obtain a thorough description of the relevant structures. This corresponds to the contracted representation

$$\left\langle J \left| X_j^{(2)} \right\rangle \right|_{\hat{R}} = \sum_{Jk} u_{jk} \left\langle \alpha_k n_k n_k' \beta_k \beta_k' | \hat{U} | \alpha_{k} \beta_{k} \beta_{k}' \right\rangle \left| X_j^{(2)} \right\rangle \left| \hat{R} \right\rangle,$$

where $k$ runs over the set of selected components, which can be determined with different schemes, from CUR to farthest point sampling. The coefficients $u_{jk}$ are the elements of a square matrix that ensures the contracted vectors in Eq. (60) generate a kernel that is as close as possible to the full kernel.

E. Optimization of the density representation

The optimization of the $\hat{U}$ operator in its more general form (see Eq. (42)) involves a large number of parameters, leading to a very concrete risk of overfitting. This is exacerbated by the fact that the feature vector is then used as the input for regression, and one has to balance the amount of data used to optimize the elements of $\hat{U}$ and that used for the training of the ridge regression model. The simplest approach to reduce the optimization of $\hat{U}$ to a small number of free parameters uses the compression method discussed in Section IV A to identify the most important combinations of $\langle \alpha \beta \alpha' \beta' | \hat{X} \rangle$ components that are linearly independent for the data at hand. We would like to be able to optimize $u$ based on the correlations found between environments that are part of the training set. The idea is that further optimization using target properties will be less likely to overfit after this dimensionality reduction.

Another possible use of the principal-component representation of $\langle \alpha \beta \alpha' \beta' | \hat{X} \rangle$ is to obtain a simpler ansatz to further optimize the $\hat{U}$ operator. For instance, one could combine linearly the different components using the $\hat{U}$ operator defined in Eq. (45)

$$\langle I J l m | X_j \rangle = \sum_{I' \alpha, J' n} f_{IJlm}^{(f)} u_{I' \alpha, J' n} \langle \alpha \beta \alpha' \beta' \alpha'' \alpha''' \alpha'''' \rangle \langle \beta \beta' \beta'' \beta''' \beta''' \beta'''' \beta''''' \rangle,$$

where the scaling coefficients $f_{IJlm}^{(f)}$ are determined so as to make the representation better suited to build a regression model for the target property $y$. A systematic exploration of the different possibilities, as well as their benchmarking on different regression problems, is left for future work.

V. CONCLUSIONS

We have introduced a general formulation of the problem of representing atomic structures in terms of a (smooth) atom density, which is independent on the basis that is used to expand it. Starting from a representation of a 3D structure in terms of a superposition of atom-centered functions decorated with elemental kets, we introduce symmetries by formally averaging the feature vectors over the continuous translation and rotation groups. The averaging removes information, but a complete, unique description can be retained by taking tensor products of the ket before computing the integral. Different representations, capturing varying amounts of inter-atomic correlations, can be obtained depending on the combination of tensor products and symmetrized averages.

The framework we introduced provides a unified picture of density-based representations for machine learning of atomic-scale properties, with several popular frameworks emerging by taking different limits, or using specific basis sets to represent the abstract
invariant functions. In particular, using a basis of radial functions and spherical harmonics shows clearly the 1:1 mapping between the symmetrized kets and different flavors of the SOAP kernel. Even alternative schemes that start from rotation and translation-invariant internal coordinates and proceed to ensure permutation invariance appear to contain comparable information. Physically-motivated extensions of existing frameworks, relying also on real-space formulations that are more directly related to body-order representations, as shown for instance in Ref. 66. We discussed how several modifications and optimizations can be introduced in terms of operators that couple and scale different channels of the representation, focusing in particular on the SOAP power spectrum representation. Such modifications can be advantageous as they allow for a reduction in the dimensionality of the problem, and make it possible to incorporate different kinds of chemical insights – effectively generating several “views” of a material that emphasize different kinds of structural and chemical correlations. Seeing many different approaches as alternative implementations of the same family of representations might help coordinate efforts in optimizing the computational efficiency and regression accuracy of density-based models of atomic structures.
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