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ABSTRACT

Let $K$ be an LS($K$)-short abstract elementary class and assume more than the existence of a monster model (amalgamation over sets and arbitrarily large models). Suppose $K$ is categorical in some $\mu > \text{LS}(K)$, then it is categorical in all $\mu' \geq \mu$. Our result removes the successor requirement of $\mu$ made by Grossberg-VanDieren [GV06a], at the cost of using shortness instead of tameness; and of using amalgamation over sets instead of over models. It also removes the primes requirement by Vasey [Vas17b] which assumes tameness and amalgamation over models. As a corollary, we obtain an alternative proof of the upward categoricity transfer for first-order theories [Mor65, She74]. In our construction, we simplify Vasey’s results [Vas16a, Vas17c] to build a weakly successful frame. This allows us to use Shelah-Vasey’s argument [SV18] to obtain primes for sufficiently saturated models. If we replace the categoricity assumption by LS($K$)-superstability, $K$ is already excellent for sufficiently saturated models. This sheds light on the investigation of the main gap theorem for uncountable first-order theories within ZFC.

TABLE OF CONTENTS

1 Introduction .................................. 2
2 Preliminaries ............................... 7
3 A $(< \infty, \geq (2^{\text{LS}(K)})^+)$-nonforking relation .................. 10
4 A weakly successful frame .................. 15

Date: March 18, 2022

AMS 2010 Subject Classification: Primary 03C48. Secondary: 03C45, 03C55. Key words and phrases. Abstract elementary classes; Categoricity; Good frames; Tameness; Shortness; Amalgamation.
1 INTRODUCTION

For first-order theories, we have the following categoricity theorems:

**Theorem 1.1.**  1. [Mor65] Let $T$ be a countable first-order theory. If $T$ is categorical in some uncountable cardinal, then it is categorical in all uncountable cardinals.

2. [She74] Let $T$ be a first-order theory. If $T$ is categorical in some uncountable cardinal, then it is categorical in all uncountable cardinals.

In the late seventies after Shelah completed his book [She90], he came up with a far reaching program: develop classification theory for non-elementary classes. Thus he titled his papers [She83a, She83b, She87] “Classification theory for non-elementary classes”. In the summer of 1976, Shelah proposed as a test question for such a theory (which appeared in [She83a Conjecture 2]):

**Conjecture 1.2** (Categoricity conjecture for $L_{\omega_1, \omega}$). Let $\psi$ be a sentence of $L_{\omega_1, \omega}$ in a countable language. If $\psi$ is categorical in some $\mu \geq \beth_1$, then $\psi$ is categorical in all $\mu \geq \beth_1$.

In the second edition of his book [She90], the conjecture was generalized to:

**Conjecture 1.3** (Categoricity conjecture for $L_{\kappa^+, \omega}$). Let $\psi$ be a sentence of $L_{\kappa^+, \omega}$ in a language of size $\lambda$. If $\psi$ is categorical in some $\mu \geq \beth_{(2\lambda)^+}$, then $\psi$ is categorical in all $\mu \geq \beth_{(2\lambda)^+}$.

In [She00, Section 6], Shelah stated that classification theory for abstract elementary classes (AECs) is the most important direction of model theory. He conjectured:

**Conjecture 1.4** (Categoricity conjecture for AECs). Let $K$ be an AEC and $\lambda = \text{LS}(K)$. The threshold for categoricity transfer is $\beth_{(2\lambda)^+}$ (the Hanf number).
The importance of these conjectures is the structural theory that needs to be developed. The main concept of the previously-developed structural theory for first-order theories is *forking*: a canonical notion that generalizes *combinatorial geometries* (also called *matroids* when they are finitely generated).

In about 3000 pages of publications towards these conjectures indeed such a theory evolved (see the table at the end of this section for a partial list of results). We can divide the approaches into three types:

a. Assuming tameness and other model theoretic properties: Grossberg and VanDieren [GV06a, GV06c] extracted the notion of tameness from [She99] and derived categoricity transfer from a successor cardinal for tame AECs with a monster model. Many subsequent results were obtained by Boney and Vasey but the successor assumption from [GV06a] still could not be removed. Vasey [Vas18b] building upon Shelah’s results, showed that categoricity transfer holds for AECs with amalgamation and primes (without starting from a successor cardinal) and managed to prove that the eventual categoricity conjecture is true for universal classes [Vas17c, Vas17d].

b. Assuming non-ZFC axioms and model theoretic properties: Shelah [She83a, She83b] showed that under WGCH, if a countable theory in $L_{\omega_1,\omega}$ is excellent and has few models in $\aleph_n$ for $n < \omega$, then categoricity transfers up from an uncountable cardinal. [She09] also developed heavy machineries such as good frames to derive categoricity transfers. However many of his results have technical assumptions which are not easy to verify. Later Shelah and Vasey [SV18] generalized the notion of excellence to AECs and derived categoricity transfers assuming WGCH and restricting the spectrum in an interval of cardinals. A few variations were given in [SV18, Vas19] where they replaced the spectrum requirements by other model theoretic properties.

Meanwhile, Makkai and Shelah [MS90] proved that the eventual categoricity conjecture is true for an $L_{\kappa,\omega}$ theory starting at successor cardinals, where $\kappa$ is strongly compact. Boney [Bon14] showed that tameness holds for compact AECs (assuming the existence of strongly compact cardinals), thus by [GV06a, GV06c] the eventual categoricity is true starting at successor cardinals. Eventually [SV18] used the excel-
ence argument to remove the successor assumption.

c. Using specific constructions: Cheung [Che21] showed that given a free notion of amalgamation and the existence of prime models, the AEC behaves like strongly minimal theories, which allows one to manipulate the AEC algebraically.

Mazari-Armida [MA22] combined decomposition results from algebra and categoricity transfer from [Vas17b] to characterize algebraically the property of being categorical in a tail. In particular, let $R$ be an associative ring with unity, he proved that the threshold of categoricity transfer is $(|R| + \aleph_0)^+$ for the class of locally pure-injective modules, flat modules and absolutely pure modules.

Espíndola [Esp19b] used topos-theoretic argument to show that if the AEC has interpolation (which together with categoricity implies a stronger version of amalgamation), then the eventual categoricity conjecture holds (see also [Esp19a]). However, there is no explicit bound to the threshold cardinal $\mu$.

In this paper we follow approach (a) above and focus on AECs that have a monster model, satisfy amalgamation over sets and are type-short (a property that implies tameness, see Definition 2.4). In doing so we can remove the successor assumption in (2) in the table. In our proof, we rely heavily on many recent papers and replace the use of WGCH in (8) by amalgamation over sets to obtain excellence. Then using [SV18] that excellence implies primes, we can invoke the categoricity transfer in (3). A main application of this result is the removal of the successor requirement in the categorical transfer in [MS90] (see also [She00] Question 6.14 for the problem statement).

Our work was motivated by a simple question: using the common model theoretic assumptions and techniques, can we recover the upward\(^1\) categoricity transfer in Theorem 1.1? [Les00] and [HK11] have relevant results but they require $\text{LS}(K) = \aleph_0$ and several additional assumptions (say simplicity: there is a strong example by Shelah that in the context

---

\(^1\)Downward transfer is a much harder problem for AECs: the currently known transfer with common assumptions is down to the first Hanf number. Example 6.15 shows that the first categoricity cardinal can go up to the first Hanf number, but such example fails amalgamation and joint-embedding.
of homogeneous model theory, simplicity is not a consequence of $\aleph_0$-stability \cite{HL02}. Such results might not be easy to check and generalize to uncountable $LS(K)$. Meanwhile, Vasey \cite[Section 4]{Vas18b} adopted a hybrid approach where he quoted syntactic results from \cite{She71, HS00} to conclude that a homogeneous diagram has primes and a nonforking relation over sets, and then combined it with the categoricity transfer for AECs with amalgamation and primes. In comparison, our result is cleaner because we do not invoke primeness or stability results from \cite{She71, HS00}. The assumptions of shortness and amalgamation over sets are immediate to check.

When we show excellence, we only require shortness, amalgamation over sets, arbitrarily large models and superstability. This way of obtaining excellence does not use any non-ZFC axioms and might shed light on the main gap theorem for uncountable first-order theories: \cite{GL05} used an axiomatic framework to obtain the abstract decomposition theorem, a key step to the main gap theorem. The results from \cite{SV18} provide us with a multidimensional independence relation, which satisfies some of the axioms in \cite{GL05}. For future work, one may look at the axioms on regular types (see \cite[Axioms 8-10]{GL05}).

We now list some of the known results on categoricity transfer for AECs. The numbering is for reference only and is not chronological. We strengthen some of the assumptions to a monster model “$\mathcal{C}$” for readability (unless they assumed a local frame). Here a monster model means amalgamation, joint embedding and no maximal models. We write “$\mathcal{C}_{\text{set}}$” if we also require amalgamation over sets. We strengthen instances of WGCH in an interval of cardinals to full WGCH. Throughout we let $\lambda = LS(K)$. Except for (5)(12), we assume that the categoricity cardinal $\mu < h(\lambda)$ (so we can omit the downward transfer to the first Hanf number $h(\lambda)$). Some of the results can be combined but we highlight the new parts. The key results of categoricity transfers within ZFC are (2), (3) and (4). By assuming shortness and amalgamation over sets, we remove the successor assumption in (2) and (4), while removing the prime triples assumption in (3).

This paper was written while the author was working on a Ph.D. under the direction of Rami Grossberg at Carnegie Mellon University and we would like to thank Prof. Grossberg for his guidance and assistance in my research in general and in this work in particular.
Assumptions on $K$

| Assumption | Description | Conditions | Theorem/Reference |
|------------|-------------|------------|-------------------|
| $\lambda$-short, $C_{\text{set}}$ | $I(\mu, K) = 1$ for some $\mu$ | $\mu \geq \lambda^+$ | $\mu' \geq \mu$ (Theorem 6.13) |
| Homogeneous diagram with $C_{\text{set}}$ | $I(\mu, K) = 1$ for all $\lambda$-short, $C_{\text{set}}$ | $\mu \geq |T|^+$ | $\mu' \geq \mu$ (Vas18b, Theorem 4.22) |
| $\lambda$-tame, $C$ | successor $\mu \geq \lambda^+$ | $\mu' \geq \mu$ (GV06a, Theorem 5.3) |
| $\lambda$-tame, $C$, has primes | $\mu \geq \lambda^+$ | $\mu' \geq \mu$ (Vas17b, Theorem 10.9) |
| Has a type-full good $[\mu_1, \mu_2]$-frame | $\mu_1, \mu_2$ as on the left | $\mu' \in [\mu_1, \mu_2]$ (Vas17b, Theorem 6.14) |
| $\lambda < \kappa$ for some strongly compact $\kappa$ | successor $\mu \geq \kappa^+$ | $\mu' \geq \mu$ (Bon14, Theorem 7.4) |
| Compact | $\mu \geq \lambda^+$ | $\mu' \geq \mu$ (SV18, Theorem 14.5) |
| Excellent | $\mu \geq \lambda^+$ | $\mu' \geq \mu$ (SV18, Theorem 14.2) |
| WGCH, has a $(< \omega)$-extendible categorical good $\mu_1$-frame | $\mu_2 \geq \mu_1^+$ | $\mu' \geq \mu_1^+$ (SV18, Corollary 14.4) |
| WGCH, $K_{\lambda^+} \neq \emptyset$ and for $n < \omega$, $I(\lambda^{+n}, K) < \mu_{\text{unif}}(\lambda^{+n}, 2^{\lambda^{+n-1}})$ | $\mu = \lambda, \lambda^+$ | $\mu' \geq \lambda$ (SV18, Theorem 14.11) |
| WGCH, $C$ | $\mu_1, \mu_2 \geq \lambda$ | $\mu' \in [\mu_1, \mu_2]$ (Vas19, Lemma 9.5) |
| WGCH, $C$ | $\mu > \lambda^{+\omega}$ | $\mu' \geq \mu$ (Vas19, Lemma 9.6) |
| Universal class | $\mu \geq \beth_{h(\lambda)}$ | $\mu' \geq \mu$ (Vas17d, Theorem 7.3) |
| PC$\aleph_0$, $\aleph_0$-tame, has primes, $2^{\aleph_0} < 2^{\aleph_1}$ | $\mu = \aleph_1$ | $\mu' \geq \mu$ (MAV18, Theorem 4.4) |
| WGCH, $C_{\aleph_0}$, $1 \leq I(\aleph_1, K) < 2^{\aleph_1}$, and few models in $\aleph_n$ | $\mu \geq \aleph_1$ and $\mu = \aleph_0$ | $\mu' \geq \aleph_0$ (SV18, Theorem 14.12) |
| Atomic models of a countable first-order theory, WGCH, few models in $\aleph_n$ | $\mu \geq \aleph_1$ | $\mu' \geq \aleph_0$ (She83a, She83b) |
| Universal $L_{\omega_1, \omega}$ sentence | Tail of $[L_S(K), \beth_\omega]$ | $\mu' \geq \beth_\omega$ (Vas20, Corollary 5.10) |
| Has prime and small models and a free notion of amalgamation | $\mu \geq \mu(K) + \lambda$ | $\mu' \geq \mu(K) + \lambda + I(\lambda, K)^+$ (Che21, Theorem 5.7) |
| The class of locally pure-injective modules/flat modules/absolutely pure modules | $\mu \geq (|R| + \aleph_0)^+$ | MA22 |
| Has interpolation | (no explicit bound) | Esp19b, Corollary 4.2 |
2 PRELIMINARIES

In this section, we will define the main notions used in this paper (see [Len21a, Definition 2.2] for the definition of AECs). Relevant results will be discussed in the subsequent sections.

**Definition 2.1.** Let $\mathbf{K}$ be an AEC and $\lambda \geq \text{LS}(\mathbf{K})$. The functions $f$ mentioned below will be $\mathbf{K}$-embeddings.

1. $\mathbf{K}$ has the $\lambda$-amalgamation property ($\lambda$-AP) if for any $M_0, M_1, M_2 \in K_\lambda$, $M_0 \leq_\mathbf{K} M_1$, $M_0 \leq_\mathbf{K} M_2$, there is $M_3 \in K_\lambda$ and $f : M_1 \rightarrow M_0$ such that $M_2 \leq_\mathbf{K} M_3$. $\mathbf{K}$ has the amalgamation property (AP) when the above is true without the cardinal restriction.

2. $\mathbf{K}$ has the amalgamation property over set bases (AP over sets) if for any $M_1, M_2 \in K$, any $A \subseteq |M_1| \cap |M_2|$, there is $M_3 \in K$ and $f : M_1 \rightarrow M_3$ such that $M_2 \leq_\mathbf{K} M_3$.

3. $\mathbf{K}$ has the $\lambda$-joint embedding property ($\lambda$-JEP) if for any $M_1, M_2 \in K$, there is $M_3 \in K_\lambda$ and $f : M_1 \rightarrow M_3$ such that $M_2 \leq_\mathbf{K} M_3$. $\mathbf{K}$ has the joint embedding property (JEP) when the above is true without the cardinal restriction.

4. $\mathbf{K}$ has no maximal models (NMM) if for any $M \in K$, there is $N \in K$ such that $M \leq_\mathbf{K} N$ but $M \neq N$.

5. $\mathbf{K}$ has arbitrarily large models (AL) if for any cardinal $\mu \geq \text{LS}(\mathbf{K})$, there is $M \in K_{\geq \mu}$.

6. $\mathbf{K}$ has a monster model $\mathfrak{c}$ if it has AP, JEP and NMM.

7. $\mathbf{K}$ has $\mathfrak{c}_{\text{set}}$ if it has AP over sets (which implies JEP) and NMM.

**Remark 2.2.** All the properties except for (2)(7) in the above definition hold in complete first-order theories because of the compactness theorem. (2)(7) hold if we also fix a monster model and they will only be used in Section 6. See also the discussions around [Bal09, Definition 4.34, Lemma 18.8].

**Definition 2.3.** Let $\alpha \geq 2$ be an ordinal.
1. We denote Galois types (orbital types) of length \(< \alpha\) as \(gS^{<\alpha}(\cdot)\) (see \[Vas16c\] Definition 2.16); we will not need the precise definition in this paper). The argument can be a set \(A\) in some model \(M \in K\). In general \(gS^{<\alpha}(A) := \bigcup\{gS^{<\alpha}(A; M) : M \in K, |M| \supseteq A\}\) (under AP, the choice of \(M\) does not matter).

2. \(K\) is \((< \alpha)\)-stable in \(\lambda\) if for any set \(A\) in some model \(M \in K\), \(|A| \leq \lambda\), then \(|gS^{<\alpha}(A; M)| \leq \lambda\). We omit \(\langle( < \alpha)\rangle\) if \(\alpha = 2\), while we omit \(\langle\text{in } \lambda\rangle\) if there exists such a \(\lambda \geq \text{LS}(K)\). Similarly \(K\) is \(\alpha\)-stable in \(\lambda\) if for any such \(A\) and \(M\) above, we have \(|gS^{\alpha}(A)| \leq \lambda\).

The notion of tameness was introduced by Grossberg and VanDieren \[GV06a\] as an extra assumption to an AEC. Later Boney \[Bon14\] introduced a dual property named shortness. Tameness is a locality property on the domain of types while shortness is a locality property on the tuples that realize the types.

**Definition 2.4.** Let \(\kappa\) be an infinite cardinal.

1. Let \(p = gtp(a/A, N)\) where \(a = \langle a_i : i < \alpha\rangle\) may be infinite, \(I \subseteq \alpha\), \(A_0 \subseteq A\). We write \(l(p) := l(a), p \restriction A_0 := gtp(a/A_0, N), a^I = \langle a_i : i \in I\rangle\) and \(p^I := gtp(a^I/A, N)\).

2. \(K\) is \((< \kappa)\)-tame for \((< \alpha)\)-types if for any subset \(A\) in some model of \(K\), any \(p \neq q \in gS^{<\alpha}(A)\), there is \(A_0 \subseteq A\), \(|A_0| < \kappa\) with \(p \restriction A_0 \neq q \restriction A_0\). We omit \((< \alpha)\) if \(\alpha = 2\).

3. \(K\) is \((< \kappa)\)-short if for any \(\alpha \geq 2\), any subset \(A\) in some model of \(K\), \(p \neq q \in gS^{<\alpha}(A)\), there is \(I \subseteq \alpha\), \(|I| < \kappa\) with \(p^I \neq q^I\).

4. \(\kappa\)-tame means \((< \kappa^+)\)-tame. Similarly for shortness.

**Remark 2.5.** By \[Vas16c\] Corollary 3.18, \((< \kappa)\)-shortness implies \((< \kappa)\)-tameness. First-order theories are trivially \((< \aleph_0)\)-short, while a theorem due to Boney shows that universal classes are also \((< \aleph_0)\)-short \[Vas17c\] Theorem 3.7].

The notion of a good frame was introduced in \[She09\] Chapter II. The definition was extended for domains of sizes from an interval of cardinals (instead of a single cardinal) in
while for longer types in [BV17]. We follow the notation in [BV17] but specialize it in our context, where the types are always type-full (basic types coincide with nonalgebraic types) and we work inside a monster model. [Vas16a], building on numerous papers, defined many more properties of a frame which cater for his coheir construction, which will not be considered here.

**Definition 2.6.** Let $K$ be an AEC with a monster model $\mathfrak{C}$, $\mu \geq \text{LS}(K)$ be a cardinal and $\alpha \geq 2$ be an ordinal or $\infty$. A $(<\alpha, \geq \mu)$-good frame is a ternary relation $\downarrow$ such that:

1. If $(a, M_0, M_1) \in \downarrow$, then $a \in |M_1|^{<\alpha}$, $M_0 \leq_K M_1$ and $M_0, M_1 \in K_{\geq \mu}$. We write $a \downarrow_{M_0} M_1$ and say gtp$(a/M_1)$ does not fork over $M_0$ (well-defined by invariance below).

2. (Invariance) If $f \in \text{Aut}(\mathfrak{C})$ and $a \downarrow_{M_0} M_1$, then $f(a) \downarrow_{f(M_0)} f(M_1)$.

3. (Monotonicity) If $a \downarrow_{M_0} M_1$, $M_0 \leq_K N_0 \leq_K N_1 \leq_K M_1$, $a' \subseteq a$ and $a' \in |N'|$, then $a' \downarrow_{N_0} N_1$.

4. (Stability) For $M \in K_{\geq \mu}$, $|gS(M)| \leq \|M\|$.

5. (Existence) For $M \in K_{\geq \mu}$ and $a \in |M|^{<\alpha}$, $a \downarrow_{M} M$.

6. (Extension) If $p \in gS^{<\alpha}(M_1)$ does not fork over $M_0$, $M_1 \leq_K M_2$ and $l(p) \leq \beta < \alpha$, then there is $q \in gS^\beta(M_2)$ such that $q^\beta \upharpoonright M = p$ and $q$ does not fork over $M_0$.

7. (Uniqueness) If $p, q \in gS^{<\alpha}(M_1)$ do not fork over $M_0$ and $p \upharpoonright M_0 = q \upharpoonright M_0$, then $p = q$.

8. (Transitivity) If $a \downarrow_{M_0} M_1$ and $a \downarrow_{M_1} M_2$, then $a \downarrow_{M_0} M_2$.

9. (Local character) If $\delta$ is regular, $\langle M_i \in K_{\geq \mu} : i \leq \delta \rangle$ is increasing and continuous, $p \in gS^{<\delta}(M_0)$, then there is $i < \delta$ such that $p$ does not fork over $M_i$.

10. (Continuity) If $\delta$ is a limit ordinal, both $\langle M_i \in K_{\geq \mu} : i \leq \delta \rangle$ and $\langle \alpha_i < \alpha : i \leq \delta \rangle$ both increasing and continuous, $p_i \in gS^{\alpha_i}(M_i)$ increasing in $i < \delta$, then there is some $p \in gS^{<\delta}(M_0)$ such that for all $i < \delta$, $p^\alpha \upharpoonright M_i = p_i$. If each $p_i$ does not fork over $M_0$, then neither does $p$. 
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11. (Symmetry) If $a_2 \downarrow_{M_0} M_1$ and $a_1 \in |M_1|^{<\alpha}$, then there is $M_2$ containing $a_2$ such that $a_1 \downarrow_{M_0} M_2$.

We define $(< \alpha, \mu)$-frame similarly when the models must have size $\mu$. We omit “($< \alpha$)” when $\alpha = 2$. We call $\downarrow$ an independence relation if it only has invariance and monotonicity.

**Remark 2.7.** There are weaker versions of a good frame which still have nice properties (for example [JS13, MA19, Leu22]), which will not be discussed here because we will focus on the full strength of a good frame (and more under categoricity).

3 A $(< \infty, \geq (2^{\text{LS}(K)})^+)$-NONFORKING RELATION

Assuming superstability and shortness, we will build a $(< \infty, \geq (2^{\text{LS}(K)})^+)$-nonforking relation with nice properties. This will allow us to use [Vas16a, Section 11] to conclude that the underneath good frame is weakly successful. The result was sketched in [Vas17c, Lemma A.14] but it drew technical results from [Vas16a, Sections 1-10]. In this section, we will construct the nonforking relation and derive its properties directly. Readers can blackbox this section and skip to Section 4.

**Definition 3.1.** Let $K$ be an AEC with a monster model, $\lambda \geq \text{LS}(K)$.

1. Let $M \leq K N$, we say that $N$ is an *universal extension of $M$* if for any $N' \in K_{\|M\|}$ with $M \leq K N'$, there is $f : N' \rightarrow M$. We say a chain $\langle M_i \in K_\lambda : i \leq \delta \rangle$ is *universally increasing* if for each $i < \delta$, $M_{i+1}$ is a universal extension of $M_i$.

2. Let $N \in K$ and $p \in gS(N)$, we say that $p \lambda$-splits over $M$ if there exists $N_1, N_2 \in K_\lambda$ such that $M \leq K N_1, N_2 \leq K N$, $f : N_1 \rightarrow_M N_2$ with $f(p) \uparrow N_2 \neq p \uparrow N_2$.

3. $K$ is *superstable in $\lambda$* if $K$ is stable in $\lambda$ and the following holds: for any limit ordinal $\delta < \lambda^+$, any universally increasing and continuous $\langle M_i \in K_\lambda : i \leq \delta \rangle$, $p \in gS(M_\delta)$, there is $i < \delta$ such that $p$ does not $\lambda$-split over $M_i$.

**Remark 3.2.** In item (1), if $M \leq K N$ and $N$ is $\|M\|^+\text{-saturated}$, then $N$ is a universal extension over $M$. In addition, $N$ realizes all $(< \|M\|^+)$-types over $M$. In item (3), by [Vas16a, Proposition 10.10] or [Leu22, Corollary 6.11(1)], $\lambda$-tameness and $\lambda$-superstability imply $\lambda'$-superstability for $\lambda' \geq \lambda$. 


Under tameness and superstability, we can build a good frame in the successor cardinal. We remark that the original item (2) did not show whether the $\mu^+$-saturated models form an AEC (in particular whether they are closed under unions). It was only later in item (1) that the question was fully settled.

**Fact 3.3.** Let $K$ be an AEC with a monster model and $\mu \geq \text{LS}(K)$. Suppose $K$ is $\mu$-tame and superstable in $\mu$.

1. [VV17, Corollary 6.10] For $\lambda > \mu$, $K^{\lambda-\text{sat}}$ is an AEC with $\text{LS}(K^{\lambda-\text{sat}}) = \lambda$.

2. [Vas16b, Theorem 7.1] The relation defined by: $p \in gS(N)$ does not fork over $M \leq N$ if there is $M_0 \in K_\mu$ such that $M$ is a universal extension over $M_0$ and $p$ does not $\mu$-split over $M_0$, induces a good $(\geq \mu^+)$-frame for $K^{\mu^+\text{-sat}}$ (by (1) the $\mu^+$-saturated models form a sub-AEC of $K$).

**Remark 3.4.**

- Coheir in [BG17] is another candidate for a good frame, but one has to assume in addition the no weak order property and the extension property of coheir. To remove these assumptions, one has to raise the starting cardinal very high, so the threshold cardinal of categoricity transfer is way above $\mu^+$. See also item 2(a) after this remark.

- One might wonder if it is possible to define the frame for $K_\mu$. [Vas18a, Corollary 13.16] gave a weaker version where the underlying models are limit models while local character and continuity are for universally increasing chains (this argument was generalized to the strictly stable context in [Leu22]). Alternatively, [Vas19, Section 6] built a good $\mu$-frame by assuming WGCH and drawing heavily from [JS13] (WGCH is used to establish that the frame is weakly successful, see Definition 4.4).

Now we have a good $(\geq \mu)$-frame and would like to extend it to longer types. However, there are difficulties in terms of proving extension and local character. Besides the use of WGCH as in the above remark, we list three main approaches in literature:

1. Using independent sequences and tameness, [BV17] developed on [She09, Exercise III.9.4.1] to extend the frame to longer types. But such frame is not necessarily type-full, which is assumed in other results.
2. Extend the good $(\geq \mu)$-frame to a $(\leq \infty, \geq \mu)$-nonforking relation, which might not be a good frame itself. [Vas16a, Section 11] gave sufficient conditions of the nonforking relation in order for the original frame to be weakly successful. Then one can quote [JS13] to extend the original frame by NF, which is a good frame. To build the nonforking relation, there are two ways:

(a) [Vas16a, Sections 1-10] built an axiomatic framework that allows one to use coheir to produce a good $(\geq \mu)$-frame (instead of using nonsplitting). To obtain the sufficient conditions above, he went on with a highly convoluted construction, which also uses canonicity to obtain properties from nonsplitting. Moreover, the threshold cardinal $\mu$ is very high (fixed points of the beth function) in order to use the no-order property.

(b) Using nonsplitting [Fact 3.3], [Vas17c, Lemma A.14] sketched that it can be extended to a nonforking relation that satisfies the sufficient conditions. However, the details were sparse (about two paragraphs) and he invoked technical results from [Vas16a, Sections 1-10], which have numerous definitions and go back and forth between coheir and nonsplitting.

We will adopt approach 2(b), but give an alternative proof that such nonforking relation satisfies the desired properties. In particular we do not need [Vas16a] in this section but refer to the simple construction in [Fact 3.3(2)]. Our starting cardinal is $\mu^+$ for the same reason as the successor cardinal in [Fact 3.3(2)]. Meanwhile [Vas17c, Lemma A.14] starts at $\mu$, but we cannot verify the claims there. At the end it does not affect the categoricity transfer by virtue of [Fact 6.12(2)].

**Definition 3.5.** Let $K$ be an AEC with a monster model, $\mu = 2^{\text{LS}(K)}$ and assume $K$ is $\text{LS}(K)$-short and superstable in $\text{LS}(K)$.

1. Since shortness implies tameness (Remark 2.5), we can define the nonforking relation as in [Fact 3.3(2)] but for $\prec (\text{LS}(K)^*)$-types (instead of 1-types). This is a $(\prec \text{LS}(K)^+, \geq \mu^+)$-nonforking relation $\downarrow$ over the $\mu^+$-saturated models.
2. Extend $\downarrow$ to a $(< \infty, \geq \mu^+)$-nonforking relation $\downarrow$ by coheir: $a \downarrow_{M_0} M_1$ iff for any subsequence $a' \subseteq a$ of length $< \text{LS}(K)^+$, we have $a' \downarrow_{M_0} M_1$.

The following collection of facts helps us establish local character properties. The second item below is from [Bon17, Theorem 3.5], which was usually cited as [Bon17, Theorem 3.1] (the issue was clarified in [Leu21, Theorem 2.2]). The statement of the third item can be found in [Vas17, Lemma A.12] and is essentially [GV06b, Fact 4.6].

**Fact 3.6.** Let $K$ be an AEC with a monster model, $\mu \geq \text{LS}(K)$ and $\alpha \geq 1$.

1. [She99, Lemma 3.3] If $K$ is stable in $\mu$, $M \in K_{\geq \mu}$ and $p \in gS(M)$, then there is $M_0 \leq K M$, $\|M\| = \mu$ such that $p$ does not split over $M_0$.

2. If $K$ is stable in $\mu$ and $\mu = \mu^\alpha$, then it is $\alpha$-stable in $\mu$.

3. If $\kappa$ satisfies $\mu = \mu^{< \kappa}$, then item (1) is still true for $p \in gS^{< \kappa}(M)$.

**Proof.** We sketch (3): by stability and (2), $K$ is $(< \kappa)$-stable in $\mu$. The proof of (1) shows that if the conclusion of (1) fails, one can build a tree of types and models to contradict $1$-stability in $\mu$, where “1” comes from $l(p)$. The same proof goes through for (3) because we now have $(< \kappa)$-stability in $\mu$. \qed

We now state the nice properties of $\downarrow$ we constructed. Items (c) and (d) can be strengthened but they are sufficient for the next section. Notice that shortness is the key to obtain uniqueness in item (e) below.

**Proposition 3.7.** Let $K$ be an AEC with a monster model, $\mu = 2^{\text{LS}(K)}$ and assume $K$ is $\text{LS}(K)$-short and $\text{LS}(K)$-superstable. The relation $\downarrow$ defined in [Definition 3.5] satisfies the following:

a. $\downarrow$ is a $(< \infty, \geq \mu^+)$-nonforking relation over the $\mu^+$-saturated models.

b. When restricted to 1-types, $\downarrow$ is a good $(\geq \mu^+)$-frame.

c. For $n \geq 2$, $K^{\mu^+n}$-sat is an AEC with $\text{LS}(K^{\mu^+n}-\text{sat}) = \mu^{+n}$.  
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d. For $n \geq 2$, $\downarrow$ restricted to $(\leq \mu^+)^n$-types has local character for chains of length $\geq \mu^{+(n+1)}$. Namely, for any $a$ of length $(\leq \mu^+)$, any regular $\delta \geq \mu^{+(n+1)}$, any increasing and continuous chain $\langle M_i : i \leq \delta \rangle \subseteq K^{\mu^+-\text{sat}}$, there is $i < \delta$ such that $a \upharpoonright_{M_i} M_{\delta}$.

e. $\downarrow$ has uniqueness.

f. $\downarrow$ has the left $(\leq \mu^+)$-witness property: $a \upharpoonright_{M_0} M_1$ iff for any $a' \subseteq a$ of length $\leq \mu^+$, we have $a' \upharpoonright_{M_0} M_1$.

g. $\downarrow$ has the right $(\leq \mu^+)$-model witness property: $a \upharpoonright_{M_0} M_1$ iff for any $M_1 \in K^{\mu^+-\text{sat}}$ with $M_0 \leq_k M_1 \leq_k M$, $\|M_1\| \leq \mu^+$, we have $a \upharpoonright_{M_0} M_1$.

Proof. Items (a) and (b) follow from the construction of $\downarrow$, which extends the original frame. Item (c) is by Fact 3.3(1).

For item (d), we first assume that $a$ has length $\text{LS}(K)^+$. Since $\mu = \mu^{<\text{LS}(K)^+}$, by Fact 3.6(3) there is $M^* \leq_k M_\delta$, $\|M^*\| = \mu$ such that gtp$(a/M_\delta)$ does not $\mu$-split over $M^*$. Since $\delta \geq \mu^+ > \mu$, there is $i < \delta$ such that $M^* \leq_k M_i$. Since $M_i$ is $\|M^*\|^+\text{-saturated}$, by Remark 3.2, $M_i$ is universal over $M^*$. By definition, $a \upharpoonright_{M_i} M_\delta$ as desired. Now for general $a$ of length $(\leq \mu^+)$, there are at most $(\mu^+)^{\text{LS}(K)}$ many subsequences of length $\text{LS}(K)^+$, therefore we can take the maximum $i$ from the previous case, which is still less than $\delta$ by a cofinality argument.

For item (e), let $M \leq_k N \in K^{\mu^+-\text{sat}}$, $p, q \in gS^{<\infty}(N)$ both do not fork over $M$ and $p \upharpoonright M = q \upharpoonright M$. By shortness we may assume that $p, q \in gS^{<\text{LS}(K)^+}(N)$. Then the uniqueness proof for the case of 1-types in Fact 3.3(2) goes through, because it uses universal extensions only and our types $p, q$ have length $\text{LS}(K)^+$ less than the sizes of the models.

Item (f) is true by coheir in the construction, in particular we have $(\leq \text{LS}(K))$-witness property which is stronger. We show the backward direction of item (g): by coheir and monotonicity, it suffices to consider the case $l(a) < \text{LS}(K)^+$. By Fact 3.6(3), there is $M^* \leq_k M$, $\|M^*\| = \mu$ such that gtp$(a/M)$ does not $\mu$-split over $M^*$. Pick $N_0 \in K^{\mu^+-\text{sat}}$,
such that $M_0 \leq_K N_0 \leq_K M$ and $N_0$ is a universal extension over $M^*$. By definition, $\text{gtp}(a/M)$ does not fork over $N_0$. Since $\|N_0\| = \mu^+$, by assumption $\text{gtp}(a/N_0)$ does not fork over $M_0$. Now we can quote the transitivity proof for the case of 1-types in Fact 3.3(2), which generalizes to $< \text{LS}(K)^+$-types for the same reason as in the previous paragraph. Thus we have $\text{gtp}(a/M)$ does not fork over $M_0$ as desired.

4 A WEAKLY SUCCESSFUL FRAME

By Proposition 3.7, we will show that the nonforking relation in Definition 3.5 satisfies [Vas16a, Hypothesis 11.1]. This allows us to quote results from [Vas16a, Sections 11, 12] and conclude that the underlying good ($\geq (2^\text{LS}(K))^+$)-frame is weakly successful, can be extended by NF, is $\omega$-successful and has full model continuity (in the third successor cardinal). This will allow us to do categoricity transfer in Section 6. On the other hand, we compare our extended frame with the results in [Vas16a, Section 15], which was constructed from coheir (instead of nonsplitting).

**Proposition 4.1.** Let $K$ be an AEC with a monster model, $\mu = 2^{\text{LS}(K)}$ and assume $K$ is $\text{LS}(K)$-short and $\text{LS}(K)$-superstable. The relation $\vartriangleleft$ defined in Definition 3.5 satisfies [Vas16a, Hypothesis 11.1].

**Proof.** The hypothesis is a list of requirements on the nonforking relation $\vartriangleleft$. By substituting “$\lambda$” and “$\mu$” there by $\mu^{++}$ and $\mu^+$ respectively. We check the items in the same numbering as in the hypothesis.

1. This is exactly Proposition 3.7(a). There they use the term “independence relation” to allow the right hand side of $\vartriangleleft$ to be sets (instead of models), which is just a generalization and does not affect the rest of the proof.

2. This is Proposition 3.7(b).

3. By the substitution above, clearly $\mu^{++} > \mu^+$.

4. This is Proposition 3.7(c)(d).

5. Base monotonicity is built in our definition of nonforking relation. Uniqueness is by Proposition 3.7(e).
6. This is Proposition 3.7(f)(g).

Under [Vas16a, Hypothesis 11.1], Vasey imitated the proofs in [MS90] and showed that the underlying good (≥ $\mu^+$)-frame has domination triples (see Definition 4.2). Then he connected domination triples with uniqueness triples, which allowed him to conclude that the frame is weakly successful. In the following we state the relevant definitions and results.

The term “domination triples” came from the later [Vas17c, Definition A.17] and [Vas17a, Definition 2.9] even though [Vas16a, Definition 11.5] had already investigated the idea of domination.

**Definition 4.2.** Let $\lambda > \text{LS}(K)$ and $\downarrow$ be a ($< \infty, \geq \lambda$)-nonforking relation over the $\lambda$-saturated models.

1. A triple $(a, M, N)$ is a domination triple if $M \leq_K N$ both $\lambda$-saturated, $a \in |N| \setminus |M|$ and for any $\lambda$-saturated $N'$, $a \downarrow_{M} N'$ implies $N \downarrow_{M} N'$.

2. $\downarrow$ has the $\lambda$-existence property for domination triples if for any $M$ saturated in $K\lambda$, any nonalgebraic $p \in gS(M)$, there exists a domination triple $(a, M, N)$ such that $p = \text{gtp}(a/M; N)$.

The following fact [Vas16a, Lemma 11.12] shows the existence property for domination triples. It will be applied to Corollary 5.3 to show that the sufficiently saturated models have primes.

**Fact 4.3.** In Proposition 4.1 for $\lambda > \mu^+$, $\downarrow$ has the $\lambda$-existence property for domination triples.

Now we look at uniqueness triples and weak successfulness.

**Definition 4.4.** [Vas16a, Definition 11.4]. Let $\lambda > \text{LS}(K)$ and $\downarrow$ be a good $\lambda$-frame over the saturated models in $K\lambda$. Let $M_0 \leq_K M_1$ and $M_0 \leq_K M_2$ all $\lambda$-saturated.
1. An amalgam of $M_1$ and $M_2$ over $M_0$ is a triple $(f_1, f_2, N)$ such that $N$ is $\lambda$-saturated, $f_i : M_i \xrightarrow{\lambda} N$ for $i = 1, 2$.

2. Two amalgams $(f^a_1, f^a_2, N^a)$, $(f^b_1, f^b_2, N^b)$ of $M_1$ and $M_2$ over $M_0$ are equivalent if there are $N \in K^{\lambda,sat}_\lambda$, $f^a : N^a \rightarrow N$ and $f^b : N^b \rightarrow N$ such that the following diagram commutes:

3. A triple $(a, M, N)$ is a uniqueness triple if $M, N$ are saturated models in $K_\lambda$, $a \in |N|\setminus|M|$ and for any $M_1$ saturated in $K_\lambda$, there exists an amalgam $(f_1, f_2, N_1)$ of $N$ and $M_1$ over $M$ such that gtp$(f_1(a)/f_2[M_1]; N_1)$ does not fork over $M$ and the amalgam is unique up to equivalence (see item (2)).

4. $\downarrow$ is weakly successful if it has the existence property for uniqueness triples: for any $M$ saturated in $K_\lambda$, any nonalgebraic $p \in gS(M)$, we can find a uniqueness triple $(a, M, N)$ such that $p = gtp(a/M; N)$.

The following fact translates [Vas16a, Theorem 11.13] into our context.

**Fact 4.5.** Under [Vas16a, Hypothesis 11.1], the relation $\downarrow$ defined in [Definition 3.5](when restricted to 1-types and $\mu^{++}$-saturated models) induces a weakly successful good $\mu^{++}$-frame over the $\mu^{++}$-saturated models.

**Corollary 4.6.** Let $K$ be an AEC with a monster model and $\mu = 2^{\text{LS}(K)}$. Suppose $K$ is LS($K$)-short and superstable in LS($K$). Then the good $(\geq \mu^+)$-frame defined in [Fact 3.3(2)] induces a weakly successful good $\mu^{++}$-frame over the $\mu^{++}$-saturated models.

**Proof.** Since $K$ is LS($K$)-short and superstable in LS($K$), it is also $\mu$-short and superstable in $\mu$ and we can use [Fact 3.3(2)] to build a good $(\geq \mu^+)$-frame $\downarrow$. By [Definition 3.5](Proposition 3.7 and Proposition 4.1) we can extend $\downarrow$ to a nonforking relation $\downarrow$ that
satisfies \cite[Hypothesis 11.1]{Vas16a}. By \textbf{Fact 4.5}, \( \downarrow \) induces a weakly successful good \( \mu^{++} \)-frame over the \( \mu^{++} \)-saturated models. But this frame is just \( \downarrow \) restricted to \( \mu^{++} \)-saturated models.

One more ingredient for categoricity transfer is the property of full model continuity. Vasey drew results from \cite{She09, JS13, Jar16} and showed that the weakly successful frame we obtained is \( \omega \)-successful. And if we move up by three successors (so we consider \( \mu^{+5} \)-saturated models), then it can be extended to a good frame with full model continuity.

**Definition 4.7.** Let \( K \) be an AEC with a monster model, \( \lambda \geq \text{LS}(K) \) and \( \downarrow \) be a \( (< \infty, \geq \lambda) \)-nonforking relation on \( K_{\geq \lambda} \). \( \downarrow \) has **full model continuity** if the following holds: for any limit ordinal \( \delta \), any \( \langle M_i^k : i \leq \delta \rangle \) increasing and continuous in \( K_{\geq \lambda} \) where \( k = 0, 1, 2 \), if \( M_i^1 \downarrow_{M_0^0} M_i^2 \) for each \( i < \delta \), then \( M_1^1 \downarrow_{M_0^0} M_2^1 \).

We sum up the previous paragraph in the following fact. The original results were from \cite[Sections 11, 12]{Vas16a} but applied them to our context (in the same spirit as \textbf{Corollary 4.6}). In particular item (1) is from \cite[Theorem 11.21]{Vas16a}; item (2) is from \cite[Theorem 12.16]{Vas16a}. We will not define \( \omega \)-successfulness because under amalgamation and tameness, it coincides with weak successfulness \cite[Facts 11.15, 11.19]{Vas16a}. Also, \( \text{good}^+ \) will be automatically satisfied by the new frame \cite[Fact 11.17]{Vas16a} so we skip its definition.

**Fact 4.8.** Let \( K \) be an AEC with a monster model and \( \mu = 2^{\text{LS}(K)} \). Suppose \( K \) is \( \text{LS}(K) \)-short and superstable in \( \text{LS}(K) \).

1. The weakly successful good \( \mu^{++} \)-frame from \textbf{Corollary 4.6} is also \( \omega \)-successful.

2. Let \( \lambda = (\mu^{++})^{+3} = \mu^{+5} \). The frame can be extended by NF (defined for quadruples of models) and then closed to a good \( (\leq \lambda, \geq \lambda) \)-frame over the \( \lambda \)-saturated models. Moreover, the new frame is \( \text{good}^+ \) and has full model continuity.

The rest of this section discusses what happens if we combine our results with \cite[Sections 13-15]{Vas16a}. Readers only interested in categoricity transfer can skip to \textbf{Fact 5.5} which will be used in Section 6.
After obtaining a good \((\leq \lambda, \geq \lambda)\)-frame with full model continuity, Vasey\cite{Vas16a, Sections 13,14} went on extending the right hand side of \(\downarrow\) to arbitrary sets, and then the left hand side to arbitrary lengths. Such results still apply to our construction because we have shortness and amalgamation in our background assumptions (see also \cite[Hypotheses 13.1, 14.1]{Vas16a}). We first state what Vasey had obtained in \cite[Theorem 15.6]{Vas16a}.

**Fact 4.9.** Let \(K\) be a \((\kappa)\)-short AEC with a monster model. Suppose there are \(\lambda, \theta\) such that

1. \(\text{LS}(K) < \kappa = \beth_k < \lambda = \beth_\lambda \leq \theta;\)
2. \(\text{cf}(\lambda) \geq \kappa;\)
3. \(K\) is categorical in \(\theta;\)

then there is a \((< \infty, \geq \lambda^+4)\)-good frame over the \(\lambda^+4\)-saturated models except that extension holds over saturated models only. Moreover it has full model continuity.

We state one more fact from \cite{She99} about categoricity. A complete proof can be found in \cite{BGVV17}.

**Fact 4.10.** Let \(K\) be an AEC with a monster model. Suppose \(K\) is categorical in some \(\lambda > \text{LS}(K)\), then \(K\) is superstable in \(\text{LS}(K)\).

To compare Fact 4.9 with our results, we replace our assumptions of \(\text{LS}(K)\)-shortness by \(\kappa\)-shortness, and superstability in \(\text{LS}(K)\) by superstability in \(\kappa\).

**Corollary 4.11.** Let \(K\) be a \(\kappa\)-short AEC with a monster model where \(\kappa \geq \text{LS}(K)\). Suppose \(K\) is categorical in some \(\theta > \kappa\) (superstability in \(\kappa\) is sufficient), then there is a \((< \infty, \geq (2^\kappa)^{+5})\)-good frame over the \((2^\kappa)^{+5}\)-saturated models except that extension holds over saturated models only. Moreover it has full model continuity.

**Proof sketch.** By categoricity and Fact 4.10, \(K\) is superstable in \(\kappa\). By Fact 4.8 (replacing \(\text{LS}(K)\) there by \(\kappa\)), there is a \((< (2^\kappa)^{+5}, \geq (2^\kappa)^{+5})\)-good frame over the \((2^\kappa)^{+5}\)-saturated models. Extend the frame to arbitrarily long types as in \cite[Sections 13,14]{Vas16a}. \(\square\)
As we can see, using nonsplitting to build a good frame has a much lower threshold than using coheir in obtaining \textbf{Fact 4.9}. The fixed points of beth function are to guarantee no order property (see \cite{Vas16a} Fact 2.21), which currently lacks a good upper bound (under amalgamation and stability). \cite{Vas17c} Corollary A.16 claimed a result similar to our corollary and we highlight the differences here:

1. The threshold he obtained is \((\text{LS}(K)^{<\kappa})^{+5}\) while ours is \((2\kappa)^{+5}\).

2. He used \((<\kappa)\)-shortness directly but we weakened it to \(\kappa\)-shortness. We did so both for convenience and to readily apply \textbf{Fact 4.8}.

3. In verifying \cite{Vas16a} Hypothesis 11.1, he drew heavy machineries from \cite{Vas16a} Sections 1-10] but we proved them directly in \textbf{Proposition 4.1}.

## 5 PRIMES FOR SATURATED MODELS

We will combine the results from the previous section and \textbf{Fact 5.2} below to conclude that \(K\) has primes for saturated models. However, it is not clear whether this implies primes for models in general, so we cannot invoke categoricity transfer of AECs with primes and amalgamation. Readers only interested in categoricity transfer can skip to \textbf{Fact 5.5} which will be used in the next section.

\textbf{Definition 5.1.} \cite{Vas17a} Definition 2.13] Let \(K\) be an AEC.

1. A triple \((a, M, N)\) is a \textit{prime triple} if \(M \preceq_{K} N\), \(a \in |N|\setminus|M|\), and the following holds:
   for any \(N' \in K\) with \(a' \in |N'|\) and \(\text{gtp}(a/M; N) = \text{gtp}(a'/M; N')\) then there exists \(f : N \rightarrow M_{N'}\) such that \(f(a) = a'\).

2. \(K\) has \textit{primes} if for each \(M \in K\) and each nonalgebraic \(p \in \text{gS}(M)\), there exists a prime triple \((a, M, N)\) such that \(p = \text{gtp}(a/M; N)\).

The original statement of the following fact is about \(K^*\) only but we strengthen the monster model assumption to \(K\). Vasey allowed the right hand side of \(\downarrow\) to be sets (and had extra axioms) but we stick to models (see also the proof of \textbf{Proposition 4.1}(1)).
Fact 5.2. [Vas17a Theorem 3.6] Let $K$ be an AEC with a monster model. Suppose there is $\lambda_0 \geq \text{LS}(K)$ and $K^*$ such that:

1. $K^* \subseteq K$ is a sub-AEC of $K$;
2. $K^*$ is categorical in $\lambda_0$;
3. There is a good $(< \infty, \geq \lambda_0)$-frame with full model continuity over $K^*$;
4. $K^*_{\lambda_0}$ has the $\lambda_0$-existence property for domination triples (see Definition 4.2);

Then for any $\lambda > \lambda_0$, the saturated models of $K^*_{\lambda}$ has primes.

Corollary 5.3. Let $K$ be an AEC with a monster model and $\lambda_0 = (2^{\text{LS}(K)})+5$. Suppose $K$ is $\text{LS}(K)$-short and superstable in $\text{LS}(K)$, then for $\lambda > \lambda_0$, $K^*_{\lambda}$ has primes.

Proof. Let $K^* = K^*_{\lambda_0}$-sat. $K^*$ is a sub-AEC of $K$ by Fact 3.3(1) and is categorical in $\lambda_0$ by a back-and-forth argument. Substituting $\kappa = \text{LS}(K)$ in Corollary 4.11 there is a good $(< \infty, \geq \lambda_0)$-frame with full model continuity over $K^*$. We would like to invoke Fact 4.3 (substituting $\lambda$ there by $\lambda_0$) and say that the good frame has $\lambda_0$-existence property for domination triples. While the good frame might not agree with the nonforking relation in Fact 4.3 for longer types, they both extend the good $(< 2, \geq \lambda_0)$-frame from Fact 3.3(2).

Since domination triples are about 1-types only, we can conclude that the nonforking relation from Fact 4.3 and hence the good frame from Corollary 4.11 has the $\lambda_0$-existence property for domination triples. By Fact 5.2 for $\lambda > \lambda_0$, $(K^*)_{\lambda}$-sat = $K^*_{\lambda}$-sat has primes.

Remark 5.4. The above proof went back to the notion of domination triples (instead of uniqueness triples) to quote Fact 4.3 because it was used in the assumptions of [Vas17a]. We suspect that one can derive a version of Fact 5.2(4) with uniqueness triples, which can simplify the proof because we have the existence property of the latter (see Fact 4.5). In the original construction, [Vas16a Section 11] built domination triples and showed that they are also uniqueness triples. [Vas16a Remark 11.8] claimed that if the nonforking relation has extension (to longer types), then uniqueness triples are domination triples. [Vas17c Fact A.18] cited [Vas16a Lemma 11.7] without proof that it is true in general (without
assuming extension). We cannot verify those claims so we follow the longer route to obtain the existence property for domination triples.

It would be ideal if Corollary 5.3 concluded that $K_\lambda$, instead of $K_\lambda^{\lambda\text{-sat}}$, has primes, because we have the following fact:

**Fact 5.5.** [Vas17b Corollary 10.9] Let $K^*$ be an LS($K^*$)-tame AEC with primes and arbitrarily large models. If $K^*$ is categorical in some $\lambda > \text{LS}(K^*)$, then it categorical in all $\lambda' \geq \min(\lambda, h(\text{LS}(K^*)))$.

The main component of the proof came from [Vas17c] (or see [Vas18a] for a written-up version). The idea is that $K$ to show categoricity $\lambda' > \lambda$, one can pick a bigger categorical cardinal $\lambda''$ (guaranteed by [Vas17b Theorem 9.8]). Suppose $K^*_{\lambda'}$ is not categorical, then one can use primes to transfer non-saturation from $\lambda'$ to $\lambda''$. Since we cannot assume $K^*_{\lambda'}$ is categorical in the first place, we need primes for $K^*_{\lambda'}$ rather than the saturated models of $K^*_{\lambda'}$.

**Question 5.6.** Using the assumptions in Corollary 5.3 (or more), is it possible to obtain primeness for sufficiently saturated models? A positive answer will simplify the rest of the proof and remove the assumption of amalgamation over sets to obtain categoricity transfer.

6 AP OVER SETS AND MULTIDIMENSIONAL DIAGRAMS

In this section, we will add the extra assumption of amalgamation over sets (Definition 2.1) to obtain excellence over sufficiently saturated models. This allows us to use [SV18] and show that those models have primes. Then we can invoke Fact 5.5 to do categoricity transfer.

In [SV18 Section 7], given a categorical good $\lambda$-frame (for example a good frame over the $\lambda$-saturated models), they defined when a frame reflects down, is extendible, very good etc. We do not need the precise definitions but only the following fact:

**Fact 6.1.** Let $K$ be a LS($K$)-short AEC with a monster model. Suppose $K$ is superstable in LS($K$) and let $\lambda = (2^\kappa)^+5$, then there is a ($< \omega$)-extendible categorical good ($\geq \lambda$)-frame over the $\lambda$-saturated models.
**Proof sketch.** Readers familiar with [SV18] and Vasey’s papers can consult [SV18, Fact 7.21], which applied the same idea on compact AECs. Notice that “LS(K)+6” there should be $\kappa+6$.

Alternatively, we use the frame from Corollary 4.11 and verify directly the extra conditions (see [SV18, Section 7] for relevant definitions):

1. There is a two-dimensional nonforking relation that extends our frame: this is witnessed by NF in [Fact 4.8(2)].

2. The two-dimensional nonforking relation is good: namely the frame it extends is a good frame; the nonforking relation has long transitivity and local character. Our NF satisfies these by [Vas16a, Facts 12.2, 12.10].

3. The two-dimensional nonforking relation reflects down: by [SV18, Remark 7.8] it suffices to check that it is good and extends to $\lambda^+$. This is true again by Fact 4.8(2).

4. The two-dimensional nonforking relation has full model continuity (which makes the relation very good). This is true by Fact 4.8(2).

5. The frame is ($<\omega$)-extendible: by [SV18, Fact 7.20], it suffices to show that it is $\omega$-successful and good+, which is true by Fact 4.8(1)(2).

Given a ($<\omega$)-extendible good frame, [SV18, Sections 8-11] went on to build multidimensional independence relations from the two-dimensional nonforking relation (which extends the good frame). Basically a multidimensional independence relation takes in models indexed by a general partial order instead of $\mathcal{P}(2)$ as in a two-dimensional nonforking relation (see [SV18, Definition 8.11] for a precise definition). We state some relevant definitions:

**Definition 6.2.** Let $K$ be an abstract class and $(I, \leq)$ be a partial order.

1. [SV18, Definition 8.1] An $(I, K)$-system is a sequence $\mathbf{m} = \langle M_u : u \in I \rangle$ such that $u \leq v \Rightarrow M_u \leq_K M_v$. We omit $K$ if the context is clear. Usually $I = \mathcal{P}(n)$ or $I = \mathcal{P}(n)\{n\}$ for some $n < \omega$. 
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2. [SV18, Definition 8.8] The language of \((I, K)\)-systems is \(\tau^I := L(K) \cup \{P_i : i \in I\}\) where each \(P_i\) is a unary predicate. The abstract class of \((I, K)\)-systems is \(K^I = (K^I, \leq_K)\) where for each \(m \in K^I\), \(((P_i)^m : i \in I)\) forms a disjoint system and the models in \(K^I\) are ordered by disjoint extensions (see [SV18, Definition 8.6]).

Remark 6.3. For our purpose, we only need to know that if \(m \in K^{P(n)}\), then \(((P_i)^m : i \in P(n))\) is an \(P(n)\)-system whose models are at least ordered by \(\leq_K\).

We now define a generalized version of amalgamation as well as higher-dimensional uniqueness properties. These were key to establish excellence and to build primes.

Definition 6.4. 1. [SV18, Definition 5.6] Let \(K\) be an abstract class in \(\tau\) and let \(\phi\) be a first-order quantifier-free formula in \(\tau\).

(a) \(M, N \in K\) are \(\phi\)-equal if \(\phi(M) = \phi(N)\) and the induced partial \(\tau\)-structures by \(\phi\) on \(M, N\) are equal: for each relation and function symbol \(R \in \tau\), \(R^M \upharpoonright \phi(M) = R^N \upharpoonright \phi(N)\).

(b) A \(\phi\)-span is a triple \((M_0, M_1, M_2)\) such that \(M_0 \leq_K M_1, M_0 \leq_K M_2;\) and \(M_1, M_2\) are \(\phi\)-equal.

(c) A \(\phi\)-amalgam of a \(\phi\)-span \((M_0, M_1, M_2)\) is a triple \((N, f_1, f_2)\) such that \(N \in K\), \(f_i : M_i \rightarrow M_0 \upharpoonright N\) for \(i = 1, 2\) and \(f_1 \upharpoonright \phi(M_1) = f_2 \upharpoonright \phi(M_2)\).

(d) \(M \in K\) is a \(\phi\)-amalgamation base if every \(\phi\)-span of the form \((M, M_1, M_2)\) has a \(\phi\)-amalgam.

2. [SV18, Definition 10.14] For \(n < \omega\), let \(\phi_n\) be the formula in the language of \((n, K)\)-systems such that for any \(m = \langle M_u : u \in \mathcal{P}(n)\rangle, a \in |m|,\) we have \(m \vDash \phi_n[a]\) iff \(a \in \bigcup_{u \in \mathcal{P}(n) \setminus \{n\}} M_u\).

3. [SV18, Definition 10.2]

(a) For \(n < \omega\), let \(\mathcal{I}_n\) be the class of all partial orders isomorphic to an initial segment of \(\mathcal{P}(n)\) and let \(\mathcal{I}_{\omega} = \bigcup_{n < \omega} \mathcal{I}_n\).
(b) Let \( i \) be a multidimensional independence relation and \( P \) be either existence, extension or uniqueness (see [SV18, Definitions 8.11, 8.16]; we do not need the precise descriptions here). Let \( I \subseteq \mathcal{I}_{<\omega} \) be a partial order and \( \lambda \geq \text{LS}(K) \).

i. \( i \) has \( n\)-\( P \) if \( I \) is defined on \( P(n) \)-systems and \( i \upharpoonright I_n \) has \( P \).

ii. \( i \) has \( (\lambda, n)\)-\( P \) if \( i \upharpoonright K_\lambda \) has \( n\)-\( P \).

We will adapt the proof of item (2) below to transfer uniqueness to higher dimensions. They used WGCH and we will replace it by amalgamation over sets. The construction of \( K_{i,i^*,P(n)}^{\text{proper,*}} \) is very complicated and spans several sections. We only need to know that it is a sub-abstract class of \( K_{P(n)} \).

**Fact 6.5.** Let \( n < \omega \), \( i \) be a very good (see [SV18, Definition 11.2]) multidimensional independence relation defined on \( P(n+1) \)-systems, \( i^* \) be its restriction to limit models ordered by universal extensions. Write \( K^* = K_{i,i^*,P(n)}^{\text{proper,*}} \).

1. [SV18 Lemma 10.15(5)] Let \((m^0, m^1, m^2)\) be a \( \phi_n \)-span in \( K^* \) and write \( m^i = \langle M^i_u : u \in P(n) \rangle \) for \( i = 0, 1, 2 \). Then \((m^0, m^1, m^2)\) has a \( \phi_n \)-amalgam in \( K^* \) iff there exists \( N \in K \), \( f_i : M^i_{P(n)} \overset{m^i}{\longrightarrow} N \) for \( i = 1, 2 \) such that \( f_1 \upharpoonright M^1_u = f_2 \upharpoonright M^2_u \) for \( u \in P(n) \setminus \{n\} \).

2. [SV18 Lemma 11.16(2)] Let \( \lambda, \lambda^+ \) be in the domain of \( i \). Suppose \( 2^\lambda < 2^{\lambda^+} \) and for \( \mu = \lambda, \lambda^+ \), \( i^* \) has \( (\mu, n) \)-existence and \( (\mu, n) \)-uniqueness. Then \( i^* \) also has \( (\lambda, n+1) \)-uniqueness.

**Corollary 6.6.** Let \( n < \omega \), \( i \) be a very good multidimensional independence relation defined on \( P(n+1) \)-systems, \( i^* \) be its restriction to limit models ordered by universal extensions. Let \( \lambda, \lambda^+ \) be in the domain of \( i \). Suppose \( K \) has amalgamation over sets and for \( \mu = \lambda, \lambda^+ \), \( i^* \) has \( (\mu, n) \)-existence and \( (\mu, n) \)-uniqueness. Then \( i^* \) also has \( (\lambda, n+1) \)-uniqueness.

**Proof.** WGCH was used in the proof of [Fact 6.5(2)] to show that there is a \( \phi_n \)-amalgamation base \( K^*_\lambda \). It suffices to show that the second part of [Fact 6.5(1)] is always true under amalgamation over sets, which will imply that any \( m^0 \) is a \( \phi_n \)-amalgamation base. Let \((m^0, m^1, m^2)\) as in [Fact 6.5(1)]. We observe the following:
1. The models in $m^0$ are $K$-substructures of $M^0_{\mathcal{P}(n)} \leq M^i_{\mathcal{P}(n)}$ for $i = 1, 2$. In particular $m^0$ is a common subset of the latter two.

2. Since $(m^0, m^1, m^2)$ is a $\phi_n$-span, $m^1$ and $m^2$ agree on $\phi_n$, which means that for $u \in \mathcal{P}(n) \setminus \{n\}$, $M^1_u = M^2_u$. Now take $A$ be the union of the models in $m^0$ as well as $M^i_u$ for $u \in \mathcal{P}(n) \setminus \{n\}$, $i = 1, 2$. Then we can invoke amalgamation over sets to obtain $f_i : M^i_{\mathcal{P}(n)} \to N$ for some $N \in K$. By (2), $f_1 \restriction M^1_u = id = f_2 \restriction M^2_u$.

Remark 6.7. In the above proof, we can relax amalgamation over sets to amalgamation over multiple models. Namely, let $\langle M_u : u \in I \rangle$ be a finite set of models in $K$. Suppose each $M_u$ is a $K$-substructure of $N_1$ and $N_2$, then there are $N \in K$ and $f_i : N_i \to \bigcup_{u \in I} M_u$ for $i = 1, 2$. The point in the original proof of Fact 6.5(2) is to restrict the class to a nice enough $K^*$ so that WGCH is sufficient.

We will show that the frame in Fact 6.1 guarantees that the AEC of sufficiently saturated models is excellent, has primes and hence allows categoricity transfer.

Definition 6.8. [SV18, Definition 13.1]

1. Let $i$ be a multidimensional independence relation. $i$ is excellent if

   (a) $i$ is defined on an AEC $K^*$;

   (b) $i$ is very good [SV18, Definition 11.2];

   (c) $i$ has extension and uniqueness [SV18 Definitions 8.11, 8.16].

2. An AEC $K^*$ is excellent if there is an excellent multidimensional independence relation defined on $K^*$.

Fact 6.9. 1. Let $K$ be an AEC. Suppose there is a $(< \omega)$-extendible categorical very good $\lambda$-frame $s$ defined on some $K_s$. Let $K^*$ be the AEC generated by $K_s$. If WGCH holds, then $K^*$ is excellent.

2. Let $K^*$ be an AEC. If $K^*$ is excellent, then $K^{LS(K^*) + \text{sat}}$ has primes.
Corollary 6.10. Let $K$ be a $\text{LS}(K)$-short AEC with amalgamation over sets and arbitrarily large models. Suppose $K$ is superstable in $\text{LS}(K)$ and let $\lambda = (2^{\text{LS}(K)})^{+6}$, then $K^{\lambda\text{-sat}}$ is excellent and has primes.

Proof. Let $\lambda^-$ be the predecessor cardinal of $\lambda$. By Fact 6.1, there is a $(< \omega)$-extendible categorical very good $(\geq \lambda^-)$-frame $s$ defined on $K^*: = K^{\lambda^-\text{-sat}}$ (which is also the AEC generated by $K^{\lambda^-\text{-sat}}$; see Fact 3.3(1)). In the proof of Fact 6.9(1), the only usage of WGCH is to show Fact 6.5(2), which can be replaced by amalgamation over sets due to Corollary 6.6. Hence $K^*$ is excellent. By Fact 6.9(2), $K^{\lambda\text{-sat}}$ has primes. Restart the whole proof with $\lambda^-$ replaced by $\lambda$ to obtain excellence for $K^{\lambda\text{-sat}}$. 

Remark 6.11. Excellence (a nice enough multidimensional independence relation) is an important tool to generalize the main gap theorem to uncountable theories. [SV18 Section 1.3] already hinted that their result (with non-ZFC assumptions) satisfies (part of) the axioms of [GL05]. Here we obtain a ZFC version of excellence by assuming amalgamation over sets. This is perhaps not a strong assumption because we still do not have a proof of the main gap theorem for uncountable first-order theories. Future work in this direction could be verifying [GL05, Axioms 8-10] on regular types. Relevant results can be found in [She09, III] but the definitions are different from those in [GL05].

We state two last facts before proving the categoricity transfer in the abstract. The proof of the first fact uses orthogonality calculus while the proof of the second fact uses Shelah’s omitting type theorem in [MS90] (see also [Bon20]).

Fact 6.12. 1. [Vas17b, Theorem 0.1] Let $K$ be an AEC and $\text{LS}(K) \leq \lambda < \theta$. Suppose $K$ has a (type-full) good $[\lambda, \theta]$-frame and is categorical in $\lambda, \theta^+$, then it is categorical in all $\mu \in [\lambda, \theta]$.

2. [Vas17b, Theorem 9.8] Let $K$ be an $\text{LS}(K)$-tame AEC with arbitrarily large models. If it is categorical in some $\lambda > \text{LS}(K)$, then the categoricity spectrum contains $h(\text{LS}(K))$ and is unbounded.
**Theorem 6.13.** Let $K$ be an AEC which is $LS(K)$-short and has a monster model (with amalgamation over sets). Suppose $K$ is categorical in some $\xi > LS(K)$, then it is categorical in all $\xi' \geq \min(\xi, h(LS(K)))$.

*Proof.* We follow the same idea in [Vas17b, SV18], where we obtain primes for sufficiently saturated models by the results in this section, then transfer categoricity by Section 5 and the above fact. Categoricity also bootstraps the original AEC to be eventually categorical.

1. By [Fact 4.10] $K$ is superstable in $LS(K)$. Let $\lambda = (2^{LS(K)})^{+6}$. By [Corollary 6.10] $K^* := K^{\lambda\text{-sat}}$ has primes.

2. By [Fact 6.12(2)], we may assume that $K$ (hence $K^*$) is categorical in some $\theta > \lambda = LS(K^*)$. By [Fact 5.5] $K^*$ is categorical in all $\lambda' \geq \min(\theta, h(LS(K^*))) = \min(\theta, h(LS(K)))$. In particular it is categorical in $\theta^+$.

3. Since $K^*$ is categorical in $\lambda$ (by saturation) and $\theta^+$, by [Fact 6.12(1)] it is categorical in all $\lambda' \in [\lambda, \theta]$. Combining with (2), it is categorical in all $\lambda' \geq \lambda$.

4. By [Fact 6.12(2)], we may assume $\xi \leq h(LS(K))$. We consider two cases:

   (a) $\xi \geq \lambda$: the models in $K_\xi$ are saturated, in particular $\lambda$-saturated. Hence $K_{\geq \xi} = K^*_{\geq \xi}$ is totally categorical as desired.

   (b) $\xi < \lambda$: by [Fact 3.3(2)], there is a good $(\geq \xi)$-frame over $K^{**} := K^{\xi\text{-sat}}$. $K^{**}$ is categorical in $\xi$ by saturation. By substituting $\xi$ by $h(LS(K))$ in (a), we have $K$, and hence $K^{**}$ is categorical in all $\xi' \geq h(LS(K))$. In particular $K^{**}$ is categorical in $h(LS(K))^+$. By the same argument as (3), $K^{**}$ is categorical in all $\xi' \geq \xi$. Now we end up in the scenario of (a) with the new “$\lambda$” being $\xi$ so $K_{\geq \xi} = K^{**}_{\geq \xi}$ which is totally categorical.

We apply our theorem to prove known results:

**Example 6.14.** 1. Complete first-order theories: by compactness the models of a complete first-order theory $T$ satisfy amalgamation over sets, joint-embedding and no
maximal models. It has Löwenheim-Skolem number $|T|$ and is ($< \aleph_0$)-short. Therefore, we can use Theorem 6.13 transfer categoricity in any $\mu > |T|$ to all $\mu' \geq \mu$. However, we cannot conclude categoricity down to all $\mu' > |T|$ as in [Mor65, She74] which used syntactic proofs.

2. Homogeneous diagrams with a monster model: let $T$ be a first-order theory and $D$ be a subset of syntactic $T$-types over the empty set. Let $K_D$ be the class of models of $T$ such that the only types over the empty set they realize are from $D$, where the models are ordered by elementary substructures. Assuming the existence of a monster model (see the precise statements in [GL02, Hypothesis 2.5] or [Vas18b, Definition 4.2]), we have the same properties as those in (1). Hence we can transfer categoricity in any $\mu > |T|$ to all $\mu' \geq \mu$. [Vas18b, Theorem 4.22] proved the same result using Fact 5.5 but also syntactic results from [She74]. Our approach is purely semantic.

Our theorem does not exclude the possibility that the first categoricity cardinal to be arbitrarily close to $h(\text{LS}(K))$. The following example shows such categoricity behavior but unfortunately it fails amalgamation and joint-embedding.

**Example 6.15.** Let $\lambda \geq \aleph_0$ and $\lambda \leq \alpha < (2^{\lambda})^+$. By the construction of $K_0$ and $K_1$ in [Leu21b, Proposition 4.1], there is $K^\alpha$, an AEC that encodes the cumulative hierarchy $V_\alpha(\alpha)$. $K^\alpha$ is ordered by $L(K^\alpha)$-substructures, $\text{LS}(K^\alpha) = \lambda$ and the models have sizes up to $\beth_\alpha(\lambda)$. Also, $K^\alpha$ has joint-embedding but not amalgamation. Taking the disjoint union of $K^\alpha$ with a totally categorical AEC, we obtain an AEC $K$ whose first categoricity cardinal is $\beth_\alpha(\lambda)$, but it fails amalgamation and joint-embedding.

**Remark 6.16.** [Vas19, Example 9.10(2)] claimed that by encoding the cumulative hierarchy, one could get such an example with amalgamation (which would provide a complete list of examples for his categoricity spectra). However, he did not provide the exact encoding or the ordering (which amalgamation is sensitive to), so we cannot verify his claim. A similar problem occurs in [Vas19, Example 9.10(3)] when he encoded an AEC $K$ categorical only in $[\text{LS}(K)^+m, \text{LS}(K)^+n]$ where $m, n < \omega$. If we use $L(K)$-substructures as the ordering, amalgamation again fails because the functions (see $F$ in [Vas19, Fact 9.8]) might be computed differently.
Question 6.17. Let $\kappa \geq \aleph_0$. For $\mu < h(\kappa)$, is there an AEC $K$ with $\text{LS}(K) = \kappa$ which is $\kappa$-short, has amalgamation over sets and arbitrarily large models such that the first categoricity cardinal (exists and) is greater than $\mu$? What if we replace amalgamation over sets by the usual amalgamation property (see also Table 10(11))?

REFERENCES

[Bal09] John T. Baldwin. *Categoricity*. University lecture series; v. 50. American Mathematical Society, Providence, R.I, 2009.

[BG17] Will Boney and Rami Grossberg. Forking in short and tame abstract elementary classes. *Annals of pure and applied logic*, 168(8):1517–1551, 2017.

[BGVV17] Will Boney, Rami Grossberg, Monica VanDieren, and Sebastien Vasey. Superstability from categoricity in abstract elementary classes. *Annals of pure and applied logic*, 168(7):1383–1395, 2017.

[Bon14] Will Boney. Tameness from large cardinal axioms. *The Journal of symbolic logic*, 79(4):1092–1119, 2014.

[Bon17] Will Boney. Computing the number of types of infinite length. *Notre Dame journal of formal logic*, 58(1), 2017.

[Bon20] Will Boney. Shelah’s omitting types theorem in excruciating detail,.
https://cpb-us-e1.wpmucdn.com/wp.txstate.edu/dist/0/1970/files/2020/07/SOTTproofv2.pdf, July 2020.

[BV17] Will Boney and Sebastien Vasey. Tameness and frames revisited. *The Journal of symbolic logic*, 82(3):995–1021, 2017.

[Che21] Hanif Cheung. Notions of amalgamation for AECs and categoricity, 2021. Preprint: https://arxiv.org/abs/2104.13867

[Esp19a] Christian Espíndola. An extension of shelah’s eventual categoricity conjecture to accessible categories with directed colimits. 2019.

[Esp19b] Christian Espíndola. A short proof of shelah’s eventual categoricity conjecture for AEC’s with interpolation, under GCH. 2019.

[GL02] Rami Grossberg and Olivier Lessmann. Shelah’s stability spectrum and homogeneity spectrum in finite diagrams. *Archive for mathematical logic*, 41(1):1–31,
2002.

[GL05] Rami Grossberg and Olivier Lessmann. Abstract decomposition theorem and applications. *Contemporary Mathematics*, Vol 380, AMS:73–108, 2005.

[GV06a] Rami Grossberg and Monica VanDieren. Categoricity from one successor cardinal in tame abstract elementary classes. *Journal of mathematical logic*, 6(2):181–201, 2006.

[GV06b] Rami Grossberg and Monica VanDieren. Galois-stability for tame abstract elementary classes. *Journal of mathematical logic*, 6(1):25–48, 2006.

[GV06c] Rami Grossberg and Monica VanDieren. Shelah’s categoricity conjecture from a successor for tame abstract elementary classes. *The Journal of symbolic logic*, 70(2):165–660, 2006.

[HK11] Tapani Hyttinen and Meeri Kesälä. Categoricity transfer in simple finitary abstract elementary classes. *The Journal of symbolic logic*, 67(3):231–660, 2011.

[HL02] Tapani Hyttinen and Olivier Lessmann. A rank for the class of elementary submodels of a superstable homogeneous model. *The Journal of symbolic logic*, 66(4):77–1482, 2002.

[HS00] Tapani Hyttinen and Saharon Shelah. Strong splitting in stable homogeneous models. *Annals of pure and applied logic*, 103(1):201–228, 2000.

[Jar16] Adi Jarden. Tameness, uniqueness triples and amalgamation. *Annals of pure and applied logic*, 167(2):155–188, 2016.

[JS13] Adi Jarden and Saharon Shelah. Non-forking frames in abstract elementary classes. *Ann. Pure Appl. Logic*, 164(3):135–191, 2013. [arXiv: 0901.0852](https://arxiv.org/abs/0901.0852)

[Les00] Olivier Lessmann. Ranks and pregeometries in finite diagrams. *Annals of pure and applied logic*, 106(1):49–83, 2000.

[Leu21a] Samson Leung. Axiomatizing AECs and applications, 2021. Preprint: [https://arxiv.org/abs/2108.09708](https://arxiv.org/abs/2108.09708)

[Leu21b] Samson Leung. Hanf number of the first stability cardinal in AECs, 2021. Preprint: [https://arxiv.org/abs/2108.00565](https://arxiv.org/abs/2108.00565)

[Leu22] Samson Leung. Stability results assuming tameness, monster model and continuity of nonsplitting, 2022. Preprint: [https://arxiv.org/abs/2112.01572](https://arxiv.org/abs/2112.01572)
[MA19] Marcos Mazari-Armida. Non-forking w-good frames. *Archive for mathematical logic*, 59(1-2):31–56, 2019.

[MA22] Marcos Mazari-Armida. Characterizing categoricity in several classes of modules, 2022. Preprint: [https://arxiv.org/abs/2202.07900](https://arxiv.org/abs/2202.07900).

[MAV18] Marcos Mazari-Armida and Sebastien Vasey. Universal classes near \(\aleph_1\). *The Journal of Symbolic Logic*, 83(4):1633–1643, 2018.

[Mor65] Michael Morley. Categoricity in power. *Transactions of the American Mathematical Society*, 114(2):514–538, 1965.

[MS90] Michael Makkai and Saharon Shelah. Categoricity of theories in \(L_{\kappa\omega}\), with \(\kappa\) a compact cardinal. *Ann. Pure Appl. Logic*, 47(1):41–97, 1990.

[She71] Saharon Shelah. Finite diagrams stable in power. *Ann. Math. Logic*, 2(1):69–118, 1970/1971.

[She74] Saharon Shelah. Categoricity of uncountable theories. In *Proceedings of the Tarski Symposium*, volume XXV of *Proc. Sympos. Pure Math.*, pages 187–203. Amer. Math. Soc., Providence, R.I., 1974.

[She83a] Saharon Shelah. Classification theory for nonelementary classes. I. The number of uncountable models of \(\psi \in L_{\omega_1,\omega}\). Part A. *Israel J. Math.*, 46(3):212–240, 1983.

[She83b] Saharon Shelah. Classification theory for nonelementary classes. I. The number of uncountable models of \(\psi \in L_{\omega_1,\omega}\). Part B. *Israel J. Math.*, 46(4):241–273, 1983.

[She87] Saharon Shelah. Classification of nonelementary classes. II. Abstract elementary classes. In *Classification theory (Chicago, IL, 1985)*, volume 1292 of *Lecture Notes in Math.*, pages 419–497. Springer, Berlin, 1987.

[She90] Saharon Shelah. *Classification theory and the number of non-isomorphic models*. Studies in logic and the foundations of mathematics; v. 92. North-Holland, Amsterdam, rev. edition, 1990.

[She99] Saharon Shelah. Categoricity for abstract classes with amalgamation. *Ann. Pure Appl. Logic*, 98(1-3):261–294, 1999.

[She00] Saharon Shelah. On what I do not understand (and have something to say),
model theory. *Math. Japon.*, 51(2):329–377, 2000.

[She09] Saharon Shelah. *Classification theory for abstract elementary classes*, volume 18 of *Studies in Logic (London)*. College Publications, London, 2009.

[SV18] Saharon Shelah and Sebastien Vasey. Categoricity and multidimensional diagrams. 2018.

[Vas16a] Sebastien Vasey. Building independence relations in abstract elementary classes. *Annals of pure and applied logic*, 167(11):1029–1092, 2016.

[Vas16b] Sebastien Vasey. Forking and superstability in tame AECs. *The Journal of symbolic logic*, 81(1):357–383, 2016.

[Vas16c] Sebastien Vasey. Infinitary stability theory. *Archive for mathematical logic*, 55(3):567–592, 2016.

[Vas17a] Sebastien Vasey. Building prime models in fully good abstract elementary classes. *Mathematical logic quarterly*, 63(3-4):193–201, 2017.

[Vas17b] Sebastien Vasey. Downward categoricity from a successor inside a good frame. *Annals of pure and applied logic*, 168(3):651–692, 2017.

[Vas17c] Sebastien Vasey. Shelah’s eventual categoricity conjecture in universal classes: Part i. *Annals of pure and applied logic*, 168(9):1609–1642, 2017.

[Vas17d] Sebastien Vasey. Shelah’s eventual categoricity conjecture in universal classes: part ii. *Selecta mathematica (Basel, Switzerland)*, 23(2):1469–1506, 2017.

[Vas18a] Sebastien Vasey. Math 269X - model theory for abstract elementary classes, spring 2018 lecture notes.  
[https://svasey.github.io/academic-homepage-may-2020/aec-spring-2018/aec-lecture-notes_04_26_2018.pdf](https://svasey.github.io/academic-homepage-may-2020/aec-spring-2018/aec-lecture-notes_04_26_2018.pdf), April 2018.

[Vas18b] Sebastien Vasey. Shelah’s eventual categoricity conjecture in tame AECs with primes. *Mathematical logic quarterly*, 64(1-2):25–36, 2018.

[Vas19] Sebastien Vasey. The categoricity spectrum of large abstract elementary classes. *Selecta mathematica (Basel, Switzerland)*, 25(5):1–51, 2019.

[Vas20] Sebastien Vasey. On categoricity in successive cardinals. *The Journal of symbolic logic*, pages 1–19, 2020.

[VV17] Monica M VanDieren and Sebastien Vasey. Symmetry in abstract elementary
classes with amalgamation. *Archive for mathematical logic*, 56(3-4):423–452, 2017.

*Email*: wangchil@andrew.cmu.edu

*URL*: http://www.math.cmu.edu/~wangchil/

*Address*: Department of Mathematical Sciences, Carnegie Mellon University, Pittsburgh PA 15213, USA