Deep learning models have been shown to be vulnerable to adversarial attacks. This perception led to analyzing deep learning models not only from the perspective of their performance measures but also their robustness to certain types of adversarial attacks. We take another step forward in relating the architectural structure of neural networks from a graph theoretic perspective to their robustness. We aim to investigate any existing correlations between graph theoretic properties and robustness of Sparse Neural Networks. Our hypothesis is, that graph theoretic properties as a prior of neural network structures is related to their robustness. To give answer to this hypothesis, we designed an empirical study with neural network models obtained through random graphs used as sparse structural priors for the networks. We additionally investigated the evaluation of a randomly pruned fully connected network as point of reference.

We found that robustness measures are independent to initialization methods but show weak correlations with graph properties: higher graph densities correlate with lower robustness, but higher average path lengths and average node eccentricities show negative correlations with robustness measures. We hope to motivate further empirical and analytical research to tightening an answer to our hypothesis.
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1 Introduction

Deep learning is a leading factor for various new developments in machine learning. It describes a revival of existing techniques and new insights which enabled tremendous progress in application areas such as computer vision and audio analysis.

While deep neural networks have shown that they can achieve a high performance on representing complex and high dimensional functions, they have exhibited vulnerability to adversarial examples in the form of inputs intentionally designed to cause mistakes with relatively high confidence [1]. In the case of image classification, those perturbations are hardly perceptible and indistinguishable to a human observer, yet they completely fool deep learning models. Adversarial attacks introduce a threat to the precision and the effectiveness of deep learning in real-life applications. Up until now, researchers have been testing different deep learning models’ robustness to adversarial attacks and analyzing their robustness from different perspectives. One of the missing perspectives of studying the robustness is with respect to the graph theoretic properties describing the graph underlying the neural networks. Particularly, we are considering Sparse Neural Networks (SNNs), i.e networks in which layers are not fully connected.

SNNs could in theory be computed much faster than their dense counterparts and in domains such as large-scale image classification are in some cases known to exploit spatial dependencies of the input domain. Besides their computational benefits they still seem to have excellent generalization performances [2]. Convolutional neural networks are a highly
successful example that exhibit sparse structures not only to achieve faster computation time but also to achieve better generalization [3].

Goal of this work is to study the robustness of sparse structures of neural networks. Our hypothesis is that the robustness of neural networks and specifically sparse neural networks against adversarial examples in the form of additive perturbations is related to their graph properties. This main research goal is cleaved on two sub-questions: (1) Are small-world graphs meaningful prior structures for robust neural networks? (2) Are the robustness measures of sparse networks evaluated against adversarial attacks correlated to the graph properties of these models?

Our contributions comprise (1) a transformation of random graphs into sparse neural networks by making the graphs directed and acyclic, applying a layering on the nodes, and using them as a the hidden structure of the networks, (2) extensive robustness study on sparse neural networks with a correlation analysis of graph properties which showed that graph density, average path length, and number of edges (weights) exhibits relationships with the robustness.

Overview section 2 introduces related work. In section 3, we introduce definitions and notations regarding the graph theoretic perspective of neural networks. The adversarial attacks used as robustness measures in our study are introduced in section 4. In section 5, experiments of the two case studies are presented in detail, the robustness of pruned neural networks (to adversarial noise) and the adversarial robustness of generated SNNs. We present our results in section 6 and conclude with a brief discussion illustrating our correlation analysis in section 7.

2 Related Work

To the best of our knowledge, no one considered analysing graph properties of neural networks and their influence on adversarial robustness. We provide related work concerning sparsity and structure of neural networks, graph theoretical work from network science and an overview of the most prominent works in adversarial attacks for measuring robustness of neural networks.

Related work on sparsity in neural networks is rising. Intentions for sparsity ranges from computational aspects, biological plausibility, explainability, expressiveness to compression. Finding such networks is an ongoing research topic in areas such as regularization [4], pruning [5] and neural architecture search [6]. Here, we focus on the model of Watts-Strogatz as an initial structure of neural networks. This idea was previously used in works such as [7, 8]. Several studies have been proposed over the past decade that are similar to our work. Goodfellow et al. [9] conducted an empirical study of adversarial instability where the hypothesis was that adversarial perturbations comes from the linear behavior of most deep neural networks. They suggested as well that the adversarial examples generated with FGSM (Fast Gradient Sign Method) generalize over different architectures of neural networks. They stated that these models “often agree with each other” on the misclassified class when classifying an adversarial example.

Alfawzi et al. [10] showed in their analysis of classifiers’ instability to adversarial robustness from a mathematical perspective that adversarial instability is directly related to a distinguishability measure that captures the difficulty of the classification task, and to the low flexbility of deep nets. It was also highlighted in their findings that the depth of a neural network has a positive correlation with the robustness of the classifier.

Alfawzi et al. [11] showed interesting correlations between the robustness of neural networks and the geometric properties of their decision boundaries. Szegedy et al. [12] showed an intriguing weakness of deep neural networks against small perturbations of images that makes them misclassify the perturbed examples with high prediction confidence.

Adversarial attacks are split into two classes: white box and black box attacks. While the former assume complete knowledge of the target model’s internal workings (i.e parameters, architecture etc.), the latter only considers its inputs and outputs. The perturbed images or samples are called adversarial examples and they represent the output of the adversarial attacks.

Goodfellow et al. propose a method that is based on the gradient of the cost function called Fast Gradient Sign Method (FGSM) that exposes the "linearity" of most deep networks [9]. Kurakin et al.[13] introduced an extension to FGSM by applying it multiple times with small step size and clipping pixel values of intermediate results after each step to ensure that they are in a certain constrained neighborhood of the original image. This method was referred to as Basic Iterative Method (BIM). Later on, BIM was extended to Iterative Least-likely Class Method (ILCM) by replacing the label of the image with the least likely class predicted by the classifier.
3 Sparse Neural Networks

Following notations of [14], a graph $G = (V, E)$ consists of vertices $V$ and edges $E \subseteq [V]^2$. Edges are denoted $uv$ for $(u, v) \in E(G)$. The vertex set of a graph $G_1$ is referred with $V(G_1)$, its edges with $E(G_1)$. A graph’s number of vertices is called the order of $G$ and given as $|V| = |V(G)|$ and the number of edges $|E| = |E(G)|$. The adjacency matrix $A_G = (a_{ij})_{|V| \times |V|}$ is defined by $a_{ij} := 1$ if $v_i v_j \in E(G)$ and $a_{ij} := 0$ otherwise. A graph is said to be sparse if its density is in the lower range of the density’s codomain, $0 < D < \frac{1}{2}$. Density $D$ is the proportion of the number of edges $e_G$ on all possible edges $max(e_G)$ and is given for both $\hat{D}_d$ and $\hat{D}_u$ simply as $\hat{D}_d = \frac{|E|}{max(|E|)} = \frac{|E|}{|V||V| - |E|} = \frac{1}{2} \hat{D}_u$. Overall, we considered the number of vertices, number of edges, overall graph density, diameter, degree distribution, path length distribution, eccentricity, betweenness and closeness centralities and refer to the networkx documentation for details 1.

Transformation to Directed Acyclic Graphs Given an undirected graph $G_u$, deriving a directed acyclic graph $G^d$ can achieved using different methods, by using the lower triangular adjacency matrix of $G_u$ properties and especially properties specific for undirected graphs. We use this transformation in case we do not have $G_u$ adjacency matrix of $z$ to construct a sparse neural network. This can be seen as using a structural prior from social network theory. Our interest with this approach is to determine whether the chosen prior contributes to the robustness measures in correlation to robustness of a network. This has not only biological motivation but also motivation in analysing robustness measures in correlation to broader distributions of graph properties.

A single layer of a neural network is given as $z_l = \sigma(W_l z_{l-1} + B_l)$ for $l > 0$ and $z_0 = x$ being the input to the neural network, $W_l$ being the weights from layer $l - 1$ to $l$, $B_l$ being a bias vector in layer $l$ and $\sigma$ being an activation function - we use Rectified Linear Unit $ReLU^2$ throughout our experiments. The prior structure as depicted in Figure 1 yields a binary connectivity mask $M_l$ in each layer based on the structures topological sorting and we can enforce a structure by reformulating $z_l$ as $\sigma(W_l M_l z_{l-1} + B_l)$. Skip-layer connections in the structure introduce additional weight matrices from layer $s$ to $l$ and add for each combinations of a layer and preceding layers additive terms such that $z_l = \sigma(W_l M_l z_{l-1} + W_s M_s z_s + B_l)$.

On its left Figure 1 shows a Watts-Strogatz graph and a possible acyclic orientation of it in the middle. The obtained directed acyclic graph on the right is used as a prior structure for a Sparse Neural Network. An alternative way to obtain sparsity is through pruning. In our case, the vertices determine neurons and we can naturally use the connectivity from one layer to the next as the mask $M_l$ or $M_s,l$ for $z_l$. The first layer is fully connected to all vertices with no incoming edges and neurons in the last layer of which vertices have no outgoing edges in the graph are connected to the output dimension. A layering of the graph can be recursively obtained through $ind^d(v) : \{v \mapsto max\{\{ind^d(s) \mid (s, v) \in E(G)\}\}$. Starting by assigning an index $l = 0$ for all vertices with an in-degree equal to zero. Then, we iterate over the rest of the unsorted vertices: we only compute the index of vertex $v$ if and only if all the predecessors of $v$ have already been assigned an index. In that case, the index of $v$ is the maximum index of its predecessors incremented by 1. The resulting sparse neural network can be denoted as $f$, being an image classifier on input $x$ with $f(x) = z_L(x)$ with $L$ being the last or maximal layer of the graph.

4 Adversarial Robustness

Generating adversarial examples can be formalized as an optimization problem. Let $f$ be the target image classifier, $x = (x_1, \cdots, x_n)$ be the input image where $x_i$ represent one pixel $p_i$, $f_i(x)$ being the probability of $x$ being classified...
with the correct label \( l \), and \( e(x) = (e_1, \ldots, e_n) \) being the additive adversarial perturbation vector. The magnitude of the perturbation vector \( e(x) \) is constrained by a limit \( L \). Non-targeted attacks can be then formalized as in Equation 1.

\[
\min_{e(x)} \ f_l(x + e(x)) \\
\text{s.t. } \|e(x)\| \leq L.
\]

(a) Fast Gradient Sign Method (FGSM) was proposed by Goodfellow et al. in their paper [9]. The method was designed to generate adversarial examples by exploiting access to the numeric evaluation of the cost function derivative. Let \( x \) be the input to the model, \( y \) the target label of \( x \) and \( C(\theta, x, y) \) be the cost function used to train the neural network. The adversarial perturbation \( e(x) \), noted as \( \eta \), is computed as in Equation 2 in which \( \nabla_x C() \) is the gradient of the cost function around the current value of the model parameters \( \theta \) with respect to \( x \) and \( \epsilon \) is a small scalar value. The adversarial example is the sum of the original sample and the perturbation, \( \bar{x} = x + \eta \).

\[
\eta = \epsilon \text{sign}(\nabla_x C(\theta, x, y)) = e(x) \quad \text{max}_e \ 1 - f_l(x(e))
\]

(b) One Pixel Su et al. [16] proposed a black-box attack by perturbing pixels, only one in our case, of the input images. The only information required is the prior labels probabilities or simply the values of the output layer. To compute adversarial examples, they use the concept of Differential Evolution (DE) [17] which is an evolution-based optimization algorithm.

Let \( x \) be the target image to attack with class label \( l \). The algorithm for the non-targeted attack simply follows these steps:

1. First, randomly generate an initial population of candidate solutions (perturbations) to feed into the differential evolution. The size of the initial population is a hyper-parameter \( \text{pop\_size} \).
2. Each candidate \( e \) solution is encoded as a 3D vector \((p_x, p_y, I)\) with \( p_{x,y} \) and \( I \) being the coordinates and the intensity value of a random pixel in \( \text{Img} \) respectively. \( I \) is to replace the original intensity value of the pixel.
3. Iteratively, a new generation of candidates (or children) competes with the previous generation based on the following fitness function given in Equation 3.

The maximum number of iteration is set by a hyper-parameter \( \text{max\_iter} \). The last surviving candidate is then used for the attack. An early-stop criteria is activated when the true class is misclassified in the case of a non-targeted attack.

For the initial population of candidates, a Uniform distribution \( U(1, 28) \) was used for the random \( p_{x,y} \) coordinates (MNIST images have a size of 28x28) and a Gaussian distribution \( N(\text{mean} = 128, \text{std} = 127) \) was used for Intensity values.

The robustness of neural networks refers to the ability of these models to correctly classify adversarial examples. Let \( D \) be the distribution of the test data samples, \( f \) the image classifier, \( x, l \), and \( \bar{x} \) an image, its associated label, and the perturbed image respectively. To quantify the robustness of neural networks, we used three measures, namely the error rate, the average confidence and the average \( \tilde{\epsilon} \) for adversarial examples.

Error Rate \( \mathbb{P}_{x \sim \mathcal{D}} (f(\bar{x}) \neq l \mid f(x) = l) \) is the empirical error on the test data as shown in Equation 4 or – in other words – the rate of successful misclassifications of the perturbed data samples. It represent the probability of misclassification over the perturbed samples generated from the test data distribution.

Average confidence represents the expected confidence – the probability of the predicted class – of the classifier over misclassifications of adversarial examples. With \( n \) being the number of successfully misclassified adversarial images and \( I'' \) the wrongly assigned label for \( \bar{x} \) the confidence is given in Equation 5.

Average \( \epsilon \) (FGSM) is used only for the FGSM attack, in which \( \epsilon \) is not fixed during the attacks. For every image \( x \), \( \epsilon_x \) starts from a small value of 0.001 and keeps increasing by 0.01 until the perturbed image gets misclassified. This represent a point-wise robustness measure where we measure how resistant the model is to the scaled additive perturbation \( \epsilon_x \text{sign}(\nabla_x C(\theta, x, y)) \) on the datapoint \( x \) by increasing \( \epsilon_x \) until the model misclassifies the perturbed \( x \). The expectation of \( \epsilon \) over all successful misclassifications is given in Equation 6.
5 Experimental Design

We conducted multiple experiments in which we correlate structural properties of the Sparse Neural Network (SNN) with robustness measures. The first experiment entails generated Watts-Strogatz graphs induced as a structural prior to Sparse Neural Networks. In an ablation study on the weight initialization we excluded at least the possibility of that hyperparameter as a significant influence on different robustness measures.

Training We use Adam as optimizer with learning rate $\eta = 1e^{-3}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 1e^{-8}$, $\sigma = ReLU$ as activation function and 30 training epochs. We trained on the image classification problem MNIST [18] with $d_{in} = 28 \times 28 = 784$.

Weights Initialization To show that not every arbitrary hyperparameter has an immediate effect on robustness, we used six different weight initializations: The Glorot/Xavier [19] initialization with using both a normal ($G_N$) and a uniform distribution ($G_U$). For both, we used $\text{gain} = \sqrt{2}$ as parameter. The Kaiming/He [20] initialization with using both a normal ($He_N$) and uniform distribution ($He_U$). Again, with parameters $a = 0$, $\text{mode} = fan_{in}$ and $\text{gain} = \sqrt{2}$. The normal distribution ($N$) initialization $N(\text{mean}, \text{std})$ with mean $= 0$ and std $= 0.1$. And the uniform distribution ($U$) initialization $U(a, b)$ with lower bound $a = -0.1$ and upper bound $b = 0.1$.

Adversarial Attacks As evaluation metrics we used the two adversarial attacks presented in section 4: (1) FGSM with $\epsilon = 0.1$ as a parameter. This attack was applied to the whole test set of 10,000 samples. (2) One Pixel with $max_{iter} = 500$ and $pop_{size} = 500$ for the differential evolution. We only applied non targeted attack mode to a subset of 100 test images due to high demand on computation resources for this attack.

Correlation Analysis Our correlation analysis in our study consists of two rank correlation coefficients for each pair of the variables in question, Spearman-$\rho$ [21] and Kendall-$\tau$ [22]. These non-parametric tests provide measures of the degree of association (Spearman) and the strength of dependence (Kendall) between two variables. Both correlation statistics do not require any assumptions about the distribution of the data and are not limited to linear relationships. Cohen’s standard [23] is used to evaluate the correlation coefficient to determine the strength of the relationship in which .10 - .29 denote weak or small, .30 - .49 medium or moderate and .50 and above a large association.

Graphs Dataset To study the robustness of SNNs, we generated a set of 100 random graphs $\{g \rightarrow WS(\cdots)\}$ using the Watts-Strogatz model, induced each graph as a structural prior of the network $N(g)$, and trained the resulting models repeatedly with six different initialization of their weights $W$. We then evaluated the resulting 600 models to study the existence of any correlation between their robustness measures and their graph properties.

The generation of the 100 graphs was done through a limited grid search over the generator parameters: number of nodes or the size of the lattice, distance within which two vertices will be connected $\text{nei}$ and the probability of rewiring an edge $p$. The condition on which a graph $g$ gets added to the set was that the resulting network has a number of parameters varying from 50$k$ to 91$k$. The reason behind this range of values was to make the experiment complimentary to the pruning evaluation in terms of number of parameters between the models tested. We chose $\text{size} \in \{250,300,350,400,500\}$, $\text{nei} \in \{2,4,6,8,10,20\}$ and $p \in \{0.5,0.6,0.7,0.8,0.9\}$. An important note to recall here is that the size mentioned above only represent the number of nodes of the hidden layers of the output network.

Graph Properties Distribution Having this set of SNNs, we investigated the distributions of their graph properties to extract any irregular statistical characteristics of the set of models we are using for the robustness evaluation.

Figure 3a shows that the distribution of the SNNs with respect to their number of parameters is slightly right-skewed and almost evenly spread over the range of 60,000 – 91,000. However, within the first 10$k$ of the spectrum, we observe that there are more samples – approximately 30% of all the networks – than the rest of the bins.

To answer the question whether this is related to the implemented grid search method, we looked at the distribution of this group of models with respect to the generator’s parameters (see (1) and (2) in 3b). It shows that it is not the case for both $\text{size}$ and rewiring probability $p$ parameters since they have a spreaded distribution. This confines the issue to the $\text{nei}$ parameter. However, when we compare the distribution of this group of graphs to the distribution of the rest of the set with respect to $\text{nei}$, as in (2) and (3) 3b, we can fairly say that both groups have the same parameter value ($\text{nei} = 2$) overall which answers the aforementioned question.

This small discrepancy in the distribution of the number of parameters is then coming from the randomness of the graph generator solely and should not affect the evaluation process.
Figure 3: Distributions of properties of the resulting models from graphs generated by uniformly sampled hyper-parameters for the graph generator.

Figure 4: Distributions of structural properties across all graph samples. It is noteworthy, that we enforced a close-to-uniform distribution on the number of parameters as it can be seen in 3a (which is highly correlated with the vertices of the underlying graph) but at the same time other parameters in the sampled space are not following such a simple distribution.

Aside from the distribution of the samples’ number of parameters, we wanted to look at the distribution of graph properties among the set of graphs. Figure 4 shows distributions of properties on which we found interesting correlations later on. All of the distributions are uni-modal and right-skewed. For the case of the diameter, the average path length and the average node eccentricity, the spread of values is wider than the other properties. More particularly, the distribution of the average node betweenness as seen in 4d) and closeness seem to be condensed in a small chunk of the range spread – i.e. 62% of the samples lies within the first quarter of the values’ range –, insinuating that these two properties will not provide a constructive insight on the models’ behavior.

6 Evaluation and Results

We provide information on performance and robustness measures of the Sparse Neural Networks and a correlation analysis between these measures and graph theoretic properties.

Performance and Robustness Measures  In 5a, distributions of robustness measures for both FGSM and One Pixel attack with respect to the six different initialization methods is shown. It depicts the general effect of the weights and biases’ initial values on the robustness measures. Clearly, the weight initialization in our ablation study has no influence on final robustness measures. As it can be seen in 5b the initialization methods also exhibit stable distributions for the f1-measure which is overall between 96.6 and 97.8 with a mean of 97.3 across our dataset. F1-
The distribution of the robustness (or fail rate) of all the models with respect to the six initialization methods against the FGSM and the One Pixel attacks.

Figure 5: Distributions of performance and robustness measures of all models with respect to weights’ initialization methods.

The distribution of the average perturbation scale factor $\bar{\epsilon}$ on misclassification of adversarial examples of FGSM with respect to the six different initialization.

Figure 6: Distributions of robustness measures, confidence values and average epsilons, of all models with respect to initialization methods.

measures for our pruned SNNs range between 97.5 and 97.9 with a observed mean of about 97.7. We see the reasoning behind this higher mean in the re-training phases after pruning steps.

We observe that for 100 samples a large standard deviation in robustness comes from normally initialized networks such as He-normal and normal-initialization, whereas more stable robustness distributions with low $\text{std}$ come from uniform initializations such as Xavier and Kaiming uniform. We also notice that the interquartile range ($\approx 5\%$) across all initialization is so low compared to the spread of values. This could be due to the discrepancy we discussed in the previous section on graph properties. For One Pixel, the distributions seem to be similar in terms of the spread of robustness values.

The distributions of the average epsilon and the average confidence are respectively in figures 6a and 6b.
Correlation of Robustness and Graph Properties

We conducted an empirical correlation analysis between every pair of robustness measures and graph properties.

Due to the skewness existing in the distributions of the graph properties and the high variance of the robustness measures of our models, a preprocessing of the results is needed before studying any potential relationships between the measured values. The first step is to detect and discard any outlier in the distribution of the robustness measures. Any model with robustness measures that fall below $Q1 - 1.5IQR$ or above $Q3 + 1.5IQR$ of the distributions is to be discarded. After that, we computed the expectation or the mean of the 6 collected values of the robustness measures for every sample network.

Table 2: Correlation coefficients between robustness evaluations and the chosen graph properties in Table 1 of the fully connected model over 20 pruning steps.

|                         | FGSM        | One Pixel  |
|-------------------------|-------------|------------|
|                         | error rate  | confidence |
|                         | $\rho$ = -0.51 | $r$ = -0.45 | $\rho$ = -0.62 | $r$ = -0.44 | $\rho$ = -0.36 | $r$ = -0.39 |
| Number of parameters    | $\rho$ = -0.64 | $r$ = -0.44 | $\rho$ = -0.62 | $r$ = -0.44 | $\rho$ = -0.56 | $r$ = -0.39 |
|                         | $\rho$ = -0.66 | $r$ = -0.44 | $\rho$ = -0.62 | $r$ = -0.44 | $\rho$ = -0.56 | $r$ = -0.39 |
|                         | $\rho$ = -0.62 | $r$ = -0.44 | $\rho$ = -0.62 | $r$ = -0.44 | $\rho$ = -0.56 | $r$ = -0.39 |
| Density                 | $\rho$ = -0.51 | $r$ = -0.35 | $\rho$ = -0.45 | $r$ = -0.45 | $\rho$ = -0.62 | $r$ = -0.39 |
|                         | $\rho$ = -0.64 | $r$ = -0.45 | $\rho$ = -0.66 | $r$ = -0.45 | $\rho$ = -0.62 | $r$ = -0.39 |
|                         | $\rho$ = -0.66 | $r$ = -0.45 | $\rho$ = -0.62 | $r$ = -0.44 | $\rho$ = -0.56 | $r$ = -0.39 |
| Average path length     | $\rho$ = 0.51 | $r$ = 0.21 | $\rho$ = 0.26 |
|                         | $\rho$ = 0.51 | $r$ = 0.21 | $\rho$ = 0.26 |
| Average eccentricity    | $\rho$ = -0.64 | $r$ = -0.35 | $\rho$ = -0.45 | $r$ = -0.46 | $\rho$ = -0.62 | $r$ = -0.44 | $\rho$ = -0.39 | $r$ = -0.39 |
|                         | $\rho$ = -0.64 | $r$ = -0.35 | $\rho$ = -0.45 | $r$ = -0.46 | $\rho$ = -0.62 | $r$ = -0.44 | $\rho$ = -0.39 | $r$ = -0.39 |
|                         | $\rho$ = -0.62 | $r$ = -0.35 | $\rho$ = -0.46 | $r$ = -0.44 | $\rho$ = -0.56 | $r$ = -0.39 |
|                         | $\rho$ = -0.51 | $r$ = 0.21 | $\rho$ = 0.26 |

The results of the correlation analysis are presented in Table 1 for the two adversarial attacks. We then only considered the graph properties with the two largest coefficients for each robustness metric. We observe that for the error rate, the density of the network and the number of its parameters have the highest correlation coefficients $\rho$ and $\tau$. Both properties seem to have a weak relationship with the error rate but in opposite directions since the error rate has a negative weak association with the density ($\rho = -0.26 < 0$) and a very weak positive one ($\rho = 0.16 > 0$) with the number of parameters.

The correlation between the average confidence and the density (see 7b) revokes the relation between the error rate measure and the density. The two measures should be inversely proportional in case they have a linear relationship. Average $c$ has two moderate relationships, a positive one with the number of edges (with $\rho = 0.42$) and a negative one with average path length ($\rho = -0.34$). Inspecting this relationship in 8a confirms our observation.

The error rate for one pixel attack shows a similar and stronger positive monotonicity with the number of parameters which can be seen in the correlation coefficient ($\rho = 0.55$) and in the relational plot (see 8b).

Table 2 includes the correlation values we found when evaluating the robustness a fully connected model after each pruning step. The goal was to have a point of reference to compare with the previous results. Random pruning is simply a method that prunes a proportion $\alpha$ of the weights randomly after each pruning step. The hidden layers of the model are composed by 50, 100, 100 and 50 nodes respectively. We only applied the pruning on connections between the hidden neurons in order to make it comparable with SNNs experiment. Additionally, graph properties were only
computed for the graph obtained from the hidden structure of the network. We notice that most of the coefficients have similar intensity which we can be due to a dependency introduced by the pruning step or simply due to lack of data. An interesting observation is the fact that random pruning seems to cause a negative effect on the robustness of the model.

7 Conclusion

We presented a method for inducing graphs as structural priors of Sparse Neural Networks (SNNs). SNNs were initialized with six different distributions, trained and evaluated on MNIST with f1-score as performance measure and error rate, confidence and average-$\epsilon$ as robustness measures against two adversarial attacks, FGSM and One Pixel attack.

Surprisingly, the density shows both a negative correlation with the robustness and the average confidence of SNNs. If hypothetically there would be a clear linear relationship between the two robustness measures, we would expect them to have an opposite correlations with the density. Our interpretation then is that there is a non-linear relationship between both notions of robustness. Moreover, we observe that lower densities lead to more robust SNNs. The average path length shows a positive correlation with the average confidence score. Additionally, the average eccentricity shows a negative correlation with the robustness measure. Both properties encode the connectivity between neurons and we observe that lower connectivity correlates with higher robustness measures. We also found there is clearly a negative effect on the robustness after each pruning step – something which is not as obviously observed in experiments with complex initialized structures, promising an effect of other structural properties on the robustness.

However, even with the fact that we showed an existing relationship between the robustness of SNNs and their graph properties, some conflicts and inconsistencies in the results along with insufficient number of SNNs tested makes it inaccurate to draw strong conclusions from it which, however, motivates us to further investigate this complex relationship. Further studies could lead to develop our hypothesis further for a new research path such as diversifying the used graph generator and drilling into the correlation analysis by investigating non-linear and multi-variate relations.
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