Automatic control of the distribution of tasks under conditions of uncertainty with the use of adaptive approach
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Abstract. The subject of this article is the development of an adaptive approach for the optimal distribution of problems among solvers in conditions of uncertainty. Despite the large amount of research related to the construction of solutions for automatic control of task distribution, this issue remains relevant. As an alternative approach, a multi-level adaptive algorithm is proposed, which at each level filters incoming tasks according to solution methods, thereby significantly reducing the computational load. A distinctive feature of this algorithm is taking into account the time of task preprocessing, in particular, related to the current load of solvers and the distribution of tasks by solvers, in accordance with the maximum load.

1. Introduction

The problem of building automatic task distribution systems remains a hot issue despite a large number of research conducted in the area. There are several reasons for that:

- steady database size growth, that in turn leads to the problem of effective big data processing;
- automatic handling of task distribution at all stages of continuous improvement, in order to provide reduction of processing time and structuring the input data;
- the possibility of making in-place corrections based on the domain-specific input data analysis;
- reducing the user work by tuning and optimizing models and input data quality cost function;
- using models and methods of data mining, as well as machine learning, thus allowing to adapt the process of task distribution in case of uncertainty [1].

The task flow in question has several hundred thousands of elements, thus making it a problem in a large search space. It's worth pointing out, that such task can be solved by several methods, and therefore one has to choose a method. It's not enough just to analyze input data, but also to make a decision. It is a very common problem for enterprise-scale databases that have to deal with retail, banking, and web.

The huge flow of input data calls for various algorithms and approaches to data analysis, depending on specific requirements and technical possibilities. Therefore, creation of new algorithms that would allow to reduce drastically the time for task distribution, as well as amount of computation, taking in consideration all factors, is a relevant task. Data exchange is shown at figure 1.
2. State of art

Most applied tasks in economics, and also logic tasks including routing can be solved by various methods of linear programming (LP) [2-4]. Many approaches exist in that area [5]. But the problem can become really hard due to it's high dimensions. Optimization methods for high-dimension tasks are described for LP tasks, and finding global optima in [6, 7]. A math model for cutting sheet materials problem is described via transformation into linear integer programming with implicit information placed inside columns of cut matrix. A genetic algorithm is proposed as a solution.

An application of well-known algorithm “Classification and Regression Tree” [8] for credit scores is described in [5]. The algorithm in question solved the problem of classifying the clients using several features predefined by the bank, thus proposing the final decision about the credit, taking in account the risks. The client features serve as rules in this case.

The data analysis goes like this: a dependent variable is introduced, as well as the class for that variable. Independent variables are assigned and tree building criteria are used. Model type is defined, and finally a model is built.

Binary decision tree algorithm is widely used, although not always recommended instead of classic statistical methods. This is due to the fact that decision tree algorithms often produce complex trees overfilled with data, as well as over fitting, with too much nodes and branches.

Such branching trees can be hard for explanation and understanding [9]. For example, if sampling distribution has some specific properties and meets the preconditions of classic methods, it's more reasonable to use those methods instead of trees.

The Base Group Labs developer portal [10] offers Deductor Credit Pipeline for automation of decision making at all stages of credit score pipeline. This solution is implemented through a group of web services with SOAP interaction.

During the credit score process Deductor Credit Pipeline serves as decision agent, providing integration with various bank systems, e.g. CRM and office solutions, as well as ABC and databases. Combined models of big data analysis are also possible [11].

Each request handling takes about 1-3 minutes including interaction with external services, business rule checks and etc. Up to 1000 requests per minute can be handled in cluster with hot replace.

Paper [12] describes an algorithm of knowledge retrieval and structuring. This knowledge reflects the credit behavior and it's goal is the automation of borrower personal profile construction. The algorithm is based on graph models and production rule database.
Many solutions use data mining for the analysis. Despite the multiple algorithms provided by data mining, it's not always possible to find a good enough solution, especially in systems that cannot be describe appropriately in formal math.

It is also hard to adapt to the fact, that data changes with time, and the current model may not be as good as it's used to be. For example [13], a predictive model is proposed for system using the equivalent of Shroedinger equation with generic parameters.

Data mining is usually applied to big volumes of data, as well as small sets of non-formal data. Model combining uses a simple idea of separating data into groups that are easy to handle with simple algorithms, and groups that are not that easy to handle.

A part of the data is analyzed and excluded from further analyze, thus reducing the total time required for processing, allowing the economy of computational resources [11].

Paper [14] suggests an adaptive algorithm that allows to choose the most effective model, method and algorithm based on the problem domain. Adaptation criteria complement each other, thus forming a hierarchy, such that after processing all criteria is done.

The adaptation problem is solved from top to bottom:

- A general approach for modelling is chosen.
- A group of algorithms is chosen.
- A single algorithm is chosen for the solution.

Various numerical methods are used [15].

Data mining for classification and clustering is described in [16] for telecommunication corporations. Data retrieval is described in [17, 18].

3. Adaptive algorithm

A multilevel adaptive algorithm is suggested as an alternative for the data analysis in order to reduce amount and structuring the data. At each level the incoming tasks are filtered by solution methods, thus reducing computation cost drastically.

At each level tasks are filtered according to preset coefficients that correspond to the output requirements. Each level uses its own methods and algorithms matching the problem domain. The scheme of the algorithm is shown at figure 2.

![Figure 2. Combining algorithms, filtering tasks.](image-url)
3.1. Problem definition

The problem can be defined as building the optimal task distribution amongst solvers. There are \( n \) distinct tasks. \( N_i \) \((i=1..n)\) is the number of times each task is present in one pool, and each tasks is equal to \( a_i \) \((i=1..n)\) units of work. There are also \( M_j \) \((j=1..m)\) of solvers, each solver having \( M_j \) instances and requires \( b_j \) units of work. \( c_{ij} \) is the priority of \( i\)-th task chosen by \( j\)-th solver. \( x_{ij} \) is the number of instances of \( i\)-th task sent to the \( j\)-th solver. The problem is to assign all the tasks to the solvers so that the total time would be minimal.

\[
F = \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij}x_{ij} \rightarrow \min \tag{1}
\]

All tasks that belong to one pool are completely distributed amongst solvers. An equality can be shown:

\[
\sum_{i=1}^{n} a_i = \sum_{j=1}^{m} b_j \tag{2}
\]

Special conditions.

Suppose that there are \( N \) tasks currently, and \( N_p \) are sent to solver. It is necessary to minimize the number of tasks not sent to the solver.

\[
\Delta N_{\min} = N - N_p
\]

\[
N_p = \sum N_i = \sum_{i=1}^{n} a_i
\]

\[
M_p = \sum M_j = \sum_{j=1}^{m} b_j \tag{3}
\]

\( t_{ij} \) — distribution time of \( i\)-th task for \( j\)-th solver. Therefore, the set can be rewritten like this:

\[
x_{ij} = t_i \sum_{i=1}^{n} a_i + t_j \sum_{j=1}^{m} b_j \tag{4}
\]

Problem constraints:

\[
\sum_{i=1}^{n} x_{ij} = a, i = 1..n
\]

\[
\sum_{j=1}^{m} x_{ij} = b, j = m
\]

\( x_{ij} \geq 0, i = 1..n, j = 1..m \) \tag{5}

There can be several distributions corresponding to the constraints from (5). Therefore we need to find optimal distribution, that has the minimal total priority.

1) Tasks must be distributed completely.

The amount of tasks exceeds the possibility of solvers, i.e. the following inequality is true:

\[
x_{ij} \geq 0, i = 1..n, j = 1..m \tag{6}
\]

In that case an additional fake solver \((b_n+1)\) is introduced with the priority:

\[
c_{n+1,j} = 0, j = 1..m
\]
where:
\[ b_{m+1} = \sum_{i=1}^{n} a_i - \sum_{j=1}^{m} b_j \]

After introduction of fake solver we get equality (2).

2) Solvers capacity exceeds the amount of one pool, i.e. the following inequality is true:
\[ t_{ij} \sum_{i=1}^{n} a_{i} t_{ij} \sum_{j=1}^{m} b_{j} \]  
(7)

In that case we introduce a fake task \((a_{n+1})\) with the priority defined as:
\[ c_{m=1,i} = 0, i = 1, n \]

where:
\[ a_{n+1} = \sum_{j=1}^{m} b_{j} - \sum_{i=1}^{n} a_{i} \]  
(8)

And that fake task transforms the problem to (2)

After that the problem can be solved using the potential method. All tasks must be distributed amongst solvers, therefore aggregation coefficient should be \(K_i\).
\[ \sum_{i=1}^{n} c_{ij} = K_i = 1 \]

The following inequality must hold
\[ c_{ij} \min < \beta \]

where \(Z_j\) is a relative value.
\[ (c_{ij} - Z_j) > \beta \]

where \(Z_j\) is the relative quantity, the number of tasks in the \(j\)-th solver \((S_j)\) divided by the total number of tasks \((S)\).
\[ Z_j = \frac{S_j}{S} \]  
(9)

Ideally, \(Z_{bj}\) is equal to \(c_{ij}\).

The priority \(c_{ij}\) depends on efficiency of solving \(i\)-th task \((a_i)\), that is calculated using expert knowledge and the importance of \(j\)-th solver \((\mu_j)\) that can be calculated like this:
\[ c_{ij} = \frac{a_i + \mu_j}{100} \]  
(10)

\(\mu_j\) - is the importance value of solver:
\[ \mu_j = 1 - \frac{R_j}{Z_j} \]  
(11)

\(R_j\) - maximal number of tasks that can be solved using \(j\)-th solver.

The order of the task analysis is shown at figure 3.
3.2. Task distribution algorithm

Suppose that task $N_i$ is defined by variable $X_i$.

Step 1. Input of task $X_i$

Step 2. Task is handled by the algorithms of each solver.

Step 3. A list of solution methods is acquired. A check is performed for each task in order to calculate the possible execution time by the corresponding method.

Step 4. A list of solution methods is acquired.

Possible situations

4.1. List includes some solution methods for all $i=1...n$, i.e. $D_B[i]=true$ if $i$-th methods is present in list, and false — otherwise. In that case go to 5.

4.2. List includes all methods $(m)$, i.e. all $D_B[i]=true$. In that case go to 5.

4.3. List includes no possible solutions, i.e. all $D_B[i]=false$. In that case go to 9.

Step 5. Generate random variable $r$ with even distribution.

Step 6. cycle $i = [1;n]$ step = 1.

Step 7. if ($r <= K AND D_B[i] = true$) $OR$ ($D_B[i] = true AND (K_i - Z_i) > \beta$), where $Z_i$ – relative value for $i$ – th method divided by total amount of tasks. Ideally this value is equal to $K_i$. In that case go to 9. Else go to 8.

Step 8. $r = r - K_i; i = i + 1$. if $i <=n$, go to 6, else go to 8.

Step 9. End of distribution.

Figure 3. The order of the task analysis.
Step 10. If the tasks have not been distributed, go to 4 and afterwards star the loop from 5. Otherwise end of work.

The algorithm structure is shown at figure 4.

![Distribution Algorithm](image)

**Figure 4.** Distribution Algorithm.

4. **Conclusion**
As a result of the conducted research, the problem of a large stream of tasks distribution under conditions of uncertainty was analyzed. A mathematical model and an algorithm for calculation of task flow distribution that were applied to the problem of distribution of applications for bank guarantees in a multi-banking environment are considered taking into account the specifics of the bank indicators influencing the positive solution. The algorithm is tested on 2500 requests, it adapts well to the assigned task.

As of July 2017 system prototype was implemented, which includes collection and transformation of data related to bank guarantees provision. Currently libraries for determination of weighting coefficients methods are developed, which will allow to fully automate the process of decision making for bank guarantees issuance.
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