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Abstract—Video anomaly detection is commonly used in many applications such as security surveillance and is very challenging. A majority of recent video anomaly detection approaches utilize deep reconstruction models, but their performance is often suboptimal because of insufficient reconstruction error differences between normal and abnormal video frames in practice. Meanwhile, frame prediction-based anomaly detection methods have shown promising performance. In this paper, we propose a novel and robust unsupervised video anomaly detection method by frame prediction with proper design which is more in line with the characteristics of surveillance videos. The proposed method is equipped with a multi-path ConvGRU-based frame prediction network that can better handle semantically informative objects and areas of different scales and capture spatial-temporal dependencies in normal videos. A noise tolerance loss is introduced during training to mitigate the interference caused by background noise. Extensive experiments have been conducted on the CUHK Avenue, ShanghaiTech Campus, and UCSD Pedestrian datasets, and the results show that the proposed method outperforms existing state-of-the-art approaches. Remarkably, our proposed method obtains the frame-level AUROC score of 88.3% on the CUHK Avenue dataset.

Index Terms—video anomaly detection, video surveillance, frame prediction, unsupervised learning.

I. INTRODUCTION

VIDEO anomaly detection is an essential task in computer vision and used in many critical applications such as video surveillance [1], [2], scene understanding [3], activity recognition [4], and road traffic analysis [5]. Given a video clip, the frame-level video anomaly detection aims at identifying the frames in which there exist events or behaviours different from expectations or regulations. While an increasing amount of attention to developing effective video anomaly detection methods has been drawn from both academia and industry especially in recent years [6]–[13], detecting anomalous events in videos is still an extremely challenging task because of two major issues. One is that the definition of an anomalous event is usually ambiguous, and its pattern varies a lot, highly depending on the applications and contexts. For example, a car driving down the road is normal, but a car dashing into a park full of pedestrians is an anomaly; a cloud of smoke in a building often indicates an abnormal fire, while it is normal in some hot spring areas. Therefore, methods that are robust to different situations and environments for anomaly detection tasks are in great demand. The other issue comes from the data imbalance between normal and abnormal samples in practice. Anomalous events are rare and unpredictable in real-world scenarios. Collecting and labelling abnormal videos is difficult and costly in terms of both time and manpower. Thus, in most applications, detection methods are supposed to learn from normal data only and distinguish unseen and unbounded abnormal events from normal ones, i.e., in an unsupervised learning way.

Traditional video anomaly detection methods [7], [14]–[18] carry the limited detection performance due to the poor discriminative power of the simple hand-crafted features from prior domain knowledge. Most state-of-the-art methods have achieved encouraging progress on video anomaly detection by leveraging the superiority of deep learning, which can be grouped into three categories, if not a combination of them. Classification-based methods directly classify each video frame to be normal or not, which usually rely on massive annotations through supervised training approaches. Among them, some methods [2], [19] even require additional data and labels and others [13] merely focus on specific types of anomaly events. As a result, the heavy consumption of labeling and confined scope of tasks have impeded the feasibility and generality of these methods for practical deployment. Comparatively, as a more general way to tackle video anomaly detection, reconstruction-based methods [9], [20] attempt to mitigate the data labeling problem by reconstructing the video frames with small and large reconstruction errors for normal and abnormal frames, respectively. However, existing methods usually fail to learn the discrimination of reconstruction errors between normal and abnormal frames. Recently, prediction-based methods [12], [21] are introduced to determine the anomalies based on the frame prediction error. However, existing methods of this type deliver suboptimal results due to the insufficient modeling of temporal information and suffer from the inefficient training for employing adversarial techniques or additional losses.

Towards alleviating the above issue, in this paper, we propose ROADMAP, a novel and robust unsupervised video anomaly detection method based on multi-path frame prediction...
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The main contributions of this paper are as follows:

- We propose a novel unsupervised video anomaly detection framework, namely ROADMAP, with suitable designs for robust performance in different scenarios.
- We equip ROADMAP with multi-path ConvGRUs, which can handle informative parts of different scales, capture temporal relationship between frames, and pay less attention to static and background parts of the frame.
- We introduce a noise tolerance loss to mitigate the interference caused by intrinsic noisy pixels in video frames, and the loss greatly improves the robustness and performance of the prediction-based anomaly detection.
- We conduct experiments on three publicly available video anomaly detection datasets. The superior performance of the proposed ROADMAP against many state-of-the-art baselines validates our design and shows its effectiveness.

II. RELATED WORK

A. Traditional Video Anomaly Detection

For a long time in the past, anomaly detection methods are mainly based on hand-crafted features, such as histograms of oriented gradient (HOG) and histograms of oriented optical flow (HOF). For example, Mehran et al. [24] constructs a social force model, and Li et al. [25] fits a mixture model for dynamic texture. Hidden Markov models (HMMs) [26], [27], Markov random fields (MRFs) [14], and Gaussian process models [28], [29] have also been used for modeling normal patterns and identifying anomalies. Sparse reconstruction [7], [17], [18], [30] and locality sensitive hashing [31] are also popular methods based on hand-crafted or shallow features. However, these methods offer inferior performance because of the limited representational power of simple features.

B. Deep Learning-Based Video Anomaly Detection

With the rapid development of deep learning, pioneering works have raised impressive solutions to address video anomaly detection. Classification-based schemes decide the abnormal video frames by classifiers, e.g., Sabokrou et al. [32] applies end-to-end generative architecture for one-class classification for image and video anomaly detection, and Morais et al. [33] uses skeleton trajectories to learn pedestrian-related behavior. Besides, Ionescu et al. conducts a multi-stage learning strategy including clustering and one-versus-rest classification [34], and later improves the performance by detecting the object of interests [13]. Furthermore, some works [2], [19], [35], [36] require additional data or annotations to enhance the performance of classifiers. Nevertheless, the above approaches lack generality due to the costly data labeling or specific assumptions. As for reconstruction-based approaches, auto-encoders [8], [9], [11], [37], [37], [38], [38]–[42] and generative adversarial networks [20], [43], [44] are widely adopted for video anomaly detection. The method based on frame prediction is first proposed by Liu et al. [12] and has been extended by Ye et al. [21]. They take consecutive video frames to predict the next frame and determine whether the next frame is abnormal by the prediction error. However, the U-Net architecture in [12] cannot thoroughly learn temporal information and using adversarial learning and additional optical flow loss makes the training inefficient.

C. Video Frame Prediction

Recently, video frame prediction has attracted more attention due to its potential applications in unsupervised video representation learning. Shi et al. [45] proposes a convolutional long short-term memory model for precipitation forecasting. Mathieu et al. [46] designs a multi-scale network with adversarial training to generate more natural future frames in videos. Taking into account the characteristics of videos, Wang et al. [47] designs a new long short-term memory structure (E3D-LSTM) and achieves excellent performance. Moreover, several methods [48], [49] learn transformation-based frame generations instead of direct frame predictions.

III. METHODOLOGY

A. Overview

The frame-level video anomaly problem can be formally described as follows: In a video clip \( V \) with \( T \) consecutive frames \( I_1, I_2, \ldots, I_T \), each frame \( I_t \) is assigned with a binary label \( y_t \) which indicates whether the content in the \( t \)-th frame is anomalous \((y_t = 1)\) or not \((y_t = 0)\).

Built upon the idea of anomaly detection by frame prediction [12], our proposed method ROADMAP consists of a prediction network \( f(\cdot) \) and an assessment model \( g(\cdot) \) to predict frames based on the history and to determine anomalies.
based on the predictions, respectively. Given $P$ consecutive frames $I_{t-P}, \ldots, I_{t-1}$, the prediction network generates the next frame $\hat{I}_t = f(I_{t-P}, \ldots, I_{t-1})$. We apply a multi-path encoder-decoder architecture with recurrent neural networks in order to capture both spatial and temporal dependencies of different scales for accurate prediction, and we introduce a noise tolerance loss during network training to eliminate the influence of undesired noise. The predicted frame embodies our expectations for the events about to happen. Therefore, the difference between a predicted frame $\hat{I}_t$ and its ground truth $I_t$ should be small if $I_t$ is normal. If the difference between two frames is large, $I_t$ is likely to contain anomaly events. The assessment model compares the predicted frame with the ground truth and produces an anomaly score $S_t = g(I_t, \hat{I}_t) \in [0, 1]$ by evaluating and normalizing the prediction quality. This anomaly detection pipeline is conducted in a sliding window approach for all frames in the video.

In the remainder of this section, we first present our prediction network architecture of ROADMAP in Section III-B and introduce the noise tolerance loss and overall objective function for training in Sections III-C and III-D, and finally describe the anomaly assessment model in Section III-E.

B. Multi-Path Frame Prediction Network

The quality of the frame prediction heavily contributes to the performance of the anomaly detection. To better fit the normal scenes in surveillance videos, we properly design the prediction network architecture with three parts: the encoder $f_{\text{enc}}(\cdot)$, the predictor $f_{\text{pre}}(\cdot)$, and the decoder $f_{\text{dec}}(\cdot)$. The overall architecture of the prediction network is shown in Fig. 1.

1) Encoder: The encoder is composed of several basic residual blocks with 2D convolutions and extracts multi-scale spatial features from the input frame. These features at different scales are to be fed into different predictor paths afterwards. Unlike standard residual blocks [50], our residual blocks remove all batch normalization layers. This modification keeps the flow of the extracted spatial information through the encoder and has been shown useful [51]. We apply the same encoder to all input frames.

2) Predictor: The predictor is equipped with $L = 3$ parallel prediction modules (paths), each of which separately predicts the information of the next frame in the form of features in different resolutions. Each prediction module consists of a non-local block (23) and convolutional gated recurrent units (ConvGRUs (22)). The upstream non-local block captures long-range dependencies at all positions in the image. The ConvGRU naturally learns temporal patterns with its small receptive field focused on a local neighborhood of the output from the non-local block. These two parts coherently enable each prediction module to incorporate both local and global spatial-temporal information. Furthermore, prediction modules at different scales in parallel paths together build a richer hierarchy of complementary information.

3) Decoder: The decoder fuses features at different scales from different predictor modules one after another by constructing the output frame using upsampling and channel con-
Fig. 2. Examples of gradient noise on ShanghaiTech (top) and Avenue (bottom). Top rows: raw consecutive frames; middle rows: gradient of raw frames with much noise; bottom rows: gradient of the outputs from VGG16’s second ReLU layer with less noise.

catenation operations. We perform the upsampling operation by nearest neighbor interpolation followed by residual blocks to eliminate checkerboard artifacts in the output [52]. Similar to those in the encoder, no residual blocks in the decoder have batch normalization layers. The output of the decoder has the same shape with each input frame to the encoder. To summarize, we predict the next video frame at time $t$ based on its $P$ previous frames by the following three steps. First, from each frame $I_{t'}$ where $t' = t - P, \ldots, t - 1$, the encoder produces $L$ different states, i.e.,

$$\left(z_{t'}^{[1]}, z_{t'}^{[2]}, \ldots, z_{t'}^{[L]}\right) = f_{\text{enc}}(I_{t'}).$$

(1)

Second, each module of the predictor makes its own prediction based on the corresponding outputs from the $P$ encoders, i.e.,

$$h_{t}^{[l]} = f_{\text{pre}}^{[l]}(z_{t-P}^{[l]}, z_{t-P+1}^{[l]}, \ldots, z_{t-1}^{[l]})$$

(2)

where $l = 1, 2, \ldots, L$. Finally, the decoder obtains the prediction by

$$\hat{I}_{t} = f_{\text{dec}}(h_{t}^{[1]}, h_{t}^{[2]}, \ldots, h_{t}^{[L]}).$$

(3)

4) Design principle: Our proposed network structure is carefully designed for video anomaly detection in surveillance based on its data and application characteristics which have not been thoroughly utilized by related network before. The predictor is not only supposed to generate plausible frames in normal circumstances but also needs to enlarge the gap between an abnormal frame and the prediction of it. First, a majority of pixels in a frame are the background which is usually consistent with minor changes between consecutive frames. Recovering the background is relatively easy but less helpful for recognizing abnormal events. The design of the multi-path architecture allows the background information to be passed through shallow prediction modules and pays more attention in deeper modules to semantically meaningful parts such as object motion and intrusion, in a residual connection way. Second, in surveillance videos, the same object of interests, e.g., a person or a vehicle, may appear in extremely varied sizes due to its distance to the camera. The parallel predictors are sensitive to different scales of features and effectively model both large and small objects. Besides, temporal smoothness exists in most normal events and behaviors and is a key to distinguishing abnormal frames. It can be efficiently captured via the RNN blocks without any additional components or complicated designs [12].

C. Noise Tolerance Loss

The frame prediction model is forced to recover the value of every pixel. Ideally, background and static objects in consecutive frames keep unchanged, and the model only predicts informative changes such as object motions. However, in practice, we always find much internal or interfered noise in frames captured by cameras. Such noise causes irregular
and unpredictable pixel fluctuations between adjacent frames, which dominate the training loss and significantly disturb the model training. To demonstrate this phenomenon, we show two examples on the ShanghaiTech Campus and CUHK Avenue datasets in Fig. 2. As shown in the top rows, the differences of background between adjacent raw frames are visually imperceptible. However, when we check the gradient image of raw images, which is calculated by $|I_t − I_{t−1}|$ between two adjacent images $I_{t−1}$ and $I_t$, we notice that there is plenty of noise all over the place. Moreover, the degree of noise can vary over different frames. For example, the fourth gradient image of Avenue in Fig. 2 is more noisy than others. The irregular noise conceals real and informative changes in videos and interferes with the predictions.

To mitigate the interference caused by noise and make the prediction model more robust, we introduce our noise tolerance loss, which is the perceptual loss obtained by a pre-trained loss network. Our work is the first to introduce it for eliminating irrelevant noise in video anomaly detection. Similar losses have helped several computer vision tasks such as metric learning, motion transfer, style transfer and face image editing. While they mainly focus on generating high-quality visual results by extracting and reconstructing high-level features, our method uses the loss to eliminate the interference of the noise in captured videos so that the anomaly detection results are robust to the unpredictable noise.

In order to apply the noise tolerance loss, when training the prediction network, we simultaneously feed the predicted and ground truth frame into the loss network and then calculate the loss based on the hidden layer outputs. We use the VGG16 network trained on ImageNet as the loss network, and its intermediate outputs carry much semantic information while filtering out irrelevant noise.

As shown in the bottom rows in Fig. 2 on the ShanghaiTech Campus and CUHK Avenue datasets, the gradient noise of the output from the loss network (VGG16) is significantly eliminated compared with the original frame. This implies that the information from these hidden layer outputs can supervise the model training and make the model pay more attention to the semantic changes while ignoring the noise. Therefore, we use a weighted $ℓ_1$ distance of the outputs from some intermediate layers of the loss network as the noise tolerance loss. Given $V = \{2, 4, 7, 10, 13\}$ as the set of selected layers of the loss network, and hyperparameters $α_v$ controlling the strength on the loss of $v$-th layer, the noise tolerance loss is defined by

$$
L_{nt}(I_t, \hat{I}_t) = \sum_{v \in V} α_v \left\| f_{int}^v(I_t) − f_{int}^v(\hat{I}_t) \right\|_1
$$

where $f_{int}^v(·)$ denotes the output from the $v$-th layer of the loss network.

The noise tolerance loss fits well with the prediction-based method: The random and internal noise in the captured videos is ubiquitous and by no means it can be predicted accurately.

**D. Training Frame Predictor**

As using the noise tolerance loss alone may lose useful details in raw frames, we include the intensity loss $L_{int}$ and the gradient difference loss $L_{gd}$ between the predicted frame $\hat{I}_t$ and its ground-truth frame $I_t$ for training as well.

Our intensity loss is the $ℓ_2$ distance between two frames in the intensity space. Given the two frames of height $H$ by width $W$, the intensity loss is defined by

$$
L_{int}(I_t, \hat{I}_t) = \sum_{i,j} \left\| I_t(i,j) − \hat{I}_t(i,j) \right\|^2_2
$$

where $1 ≤ i ≤ H$ and $1 ≤ j ≤ W$. $I_t(i,j)$ and $\hat{I}_t(i,j)$ denote the RGB values of the $(i,j)$-th pixel in $I_t$ and $\hat{I}_t$, respectively.

The gradient difference loss is measured by the $ℓ_1$ distance in both vertical and horizontal directions. Specifically, the gradient differences are defined by

$$
\Delta_{gd}^v(I, i, j) = |I(i,j) − I(i,j − 1)|, \quad \Delta_{gd}^v(I, i, j) = |I(i,j) − I(i − 1, j)|,
$$

and the gradient difference loss is calculated by

$$
L_{gd}(I_t, \hat{I}_t) = \sum_{i,j} \left\| \Delta_{gd}^v(I_t, i,j) − \Delta_{gd}^v(\hat{I}_t, i,j) \right\|_1 + \sum_{i,j} \left\| \Delta_{gd}^v(I_t, i,j) − \Delta_{gd}^v(I_t, i,j) \right\|_1.
$$

The overall objective function for network training is a weighted combination of all three losses with hyperparameters $λ_{nt}$, $λ_{gd}$, and $λ_{int}$, defined by

$$
L(I_t, \hat{I}_t) = λ_{nt}L_{int}(I_t, \hat{I}_t) + λ_{gd}L_{gd}(I_t, \hat{I}_t) + λ_{int}L_{nt}(I_t, \hat{I}_t).
$$

**E. Calculating Anomaly Score**

To infer whether a frame is anomalous or not, our assessment model computes an anomaly score based on peak signal-to-noise ratio (PSNR), similar to existing works for image quality assessment. We first calculate the mean squared error (MSE) between the ground-truth frame $I_t$ and the predicted frame $\hat{I}_t$ by

$$
MSE(I_t, \hat{I}_t) = \frac{1}{HW} \sum_{i,j} \left\| I_t(i,j) − \hat{I}_t(i,j) \right\|^2_2
$$

where $H$ and $W$ are the height and the width of frames, respectively, and $I_t(i,j)$/$\hat{I}_t(i,j)$ denotes the RGB values of the $(i,j)$-th pixel in $I_t$/$\hat{I}_t$. The PSNR value $R_t$ between the two frames is calculated by

$$
R_t = 10 \log_{10} \frac{\text{MAX}_I^2}{MSE(I_t, \hat{I}_t)}
$$

where $\text{MAX}_I$ denotes the maximum possible pixel value of $I_t$. Finally, we calculate the anomaly score $S_t$ of the $t$-th frame $I_t$ by normalizing the PSNR values of all $T$ frames in one video by

$$
S_t = 1 − \frac{R_t − \min_{t'} R_{t'}}{\max_{t'} R_{t'} − \min_{t'} R_{t'}},
$$

where $t' = 1, 2, \cdots, T$. A higher score $S_t$ indicates that the frame $I_t$ is more likely to be anomalous.
A. Datasets

We evaluated the proposed ROADMAP on three publicly available datasets: the CUHK Avenue dataset [7], the ShanghaiTech dataset [11], and the UCSD Pedestrian dataset [16]. The CUHK Avenue dataset (Avenue) is one of the most widely used benchmarks for video anomaly detection. It contains 16 training videos and 21 testing videos with 47 abnormal events captured in CUHK campus avenue. Each video is about 1 minute long with a resolution of 640×360. The anomalies include some unusual actions of people in the clips, e.g., running, loitering, and throwing. There are 11457 normal and 3867 abnormal frames in the testing set.

The ShanghaiTech Campus dataset (ShanghaiTech) is among the largest datasets for video anomaly detection. Unlike the other datasets, the video clips are from 13 different cameras with various lighting conditions and camera angles. There are 330 training videos and 107 test videos with 130 abnormal events. The resolution of each video frame is 856×480. There are 23465 normal and 158 abnormal frames in the testing set.

The UCSD Pedestrian dataset has two different subsets (Ped1 and Ped2). Ped1 includes 34 training videos and 36 testing videos with 40 abnormal events, and each video has 200 grayscale frames with a resolution of 238×158. Ped2 contains 16 training videos and 12 testing videos with 12 abnormal events, and each video has about 170 grayscale frames with a resolution of 360×240. All abnormal cases are intrusions of bicycles and cars. There are 3155 normal and 4045 abnormal frames in the testing set of Ped1, and there are 362 normal and 1648 abnormal frames in the testing set of Ped2.

B. Evaluation Metrics

Following previous works [10], [12], [13], we computed the frame-level receiver operating characteristics (ROC) and use the area under the ROC curve (AUROC) score as the main evaluation metric. We also calculated the area under the precision-recall curve (AUPRC) score and the F1 score (the harmonic mean of precision and recall) as additional evaluation metrics. A higher score (AUROC, AUPRC, and F1) indicates better anomaly detection performance. We first obtained the anomaly scores for all video frames and then calculated the scores globally for each dataset.

C. Implementation Details

All frames were resized to 256×256, and the intensity of all pixels was normalized to [−1, 1]. We used $P = 8$ consecutive frames to predict the next frame. For prediction network training, we followed Johnson et al. [53] and set $(\alpha_2, \alpha_4, \alpha_7, \alpha_{10}, \alpha_{13}) = (0.1, 1, 10, 10, 10)$ in Equation 4. We set the hyperparameters $\lambda_{nt} = 1$ and $\lambda_{rd} = 1$ in Equation 9 for all datasets. Based on the data characteristics of each dataset, we followed common practice [12], [53] and set the hyperparameter $\lambda_{nt}$ differently: 1 for Avenue, 10 for ShanghaiTech, and 0 for Ped1 and Ped2. The batch size, learning rate, and weight decay were set to 4, 0.0003, and 0.0001, respectively. The prediction model was trained for 50 epochs with AdamW-based stochastic gradient descent method [59]. To fully train deeper modules, we fixed the weights of the first and second prediction modules, i.e., $f^{[1]}_{pre}(\cdot)$ and $f^{[2]}_{pre}(\cdot)$, after the 30th and 40th epochs, respectively. For the loss network, we used the pretrained VGG16 network from the TorchVision [60] package. Our model was implemented using PyTorch on a machine with an Intel E5-2630 CPU, 45GB RAM, and an NVIDIA Tesla P40 GPU.

D. Results

We compared ROADMAP with several state-of-the-art video anomaly detection baselines trained with only normal videos and focused on the standard unsupervised learning settings. The evaluation results of frame-level anomaly detection on all datasets by the AUROC score are presented in Table I.

### Table I

| Method               | Avenue | ShanghaiTech | Ped1  | Ped2  |
|----------------------|--------|--------------|-------|-------|
| MPPCA [14]           | –      | –            | 59.0% | 69.3% |
| MPPC+SF [16]         | –      | –            | 66.8% | 61.3% |
| MDT [16]             | –      | –            | 81.8% | 82.9% |
| Conv-AE [9]          | 80.0%  | 60.9%        | 75.0% | 85.0% |
| Del et al. [10]      | 78.3%  | –            | –     | –     |
| Conv-LSTM-AE [40]    | 77.0%  | –            | 75.5% | 81.1% |
| Unmasking [61]       | 80.6%  | –            | 68.4% | 82.2% |
| Hinami et al. [62]   | 81.7%  | 68.0%        | –     | 92.2% |
| Stacked RNN [17]     | 85.1%  | 72.8%        | 83.1% | 95.4% |
| Liu et al. [12]      | –      | –            | 77.8% | 96.4% |
| Wang et al. [62]     | 85.3%  | –            | –     | –     |
| Davide et al. [63]   | –      | –            | 72.8% | 95.4% |
| MPED-RNN [53]        | 86.3%  | 75.4%        | –     | –     |
| Ionescu et al. [13]  | 86.5%  | –            | 75.5% | 96.9% |
| DeepOC [41]          | 86.6%  | –            | 75.5% | 96.9% |
| AnoPCN [21]          | 86.2%  | 73.6%        | –     | 96.8% |
| Nguyen et al. [64]   | 86.9%  | –            | –     | 96.2% |
| MemAE [38]           | 83.3%  | 71.2%        | –     | 94.1% |
| sRNN-AE [65]         | 83.5%  | 69.6%        | –     | 92.2% |
| Markovits et al. [36] | –      | 76.1%        | –     | –     |

ROADMAP (ours) **88.3%** | **76.6%** | **83.4%** | **96.3%**

1) Avenue: On the CUHK Avenue dataset, our proposed method ROADMAP outperformed all compared strong baselines with an AUROC score of 88.3%, which is by 3.2 percentage points greater than that of the frame prediction-based anomaly detection baseline [12]. This is as far as we know the best result in terms of the frame-level AUROC score on all testing videos in this dataset. Notably, the results from Ionescu et al. [13], [34] (88.9% and 90.4%) were calculated by a different metric in their papers, and the recalculated frame-level AUROC score based on their best original anomaly detection results is 86.5% [53], which is by 1.8 percentage points smaller than that of our method with the same evaluation metric.

‡Results on a subset with only person-related abnormal events.

‡‡AUROC scores are recalculated by Feng et al. [65] based on the original results for fair comparison.
2) ShanghaiTech: Our method ROADMAP achieved a frame-level AUROC score of 76.6%, which is by 3.8 percentage points greater than that of the frame prediction-based anomaly detection baseline [12] and second only to 78.5% of Ionescu et al. [13]. As Ionescu et al. [13] uses an object detection-based method for anomaly detection, its performance highly depends on the outputs from its object detection algorithm. Therefore, the detection-based methods cannot determine anomalous events related to unseen or unexpected objects, which is common in unbounded real-world anomaly detection applications and is rare in this testing dataset. Similarly, Markovitz et al. [36] is aided by pretrained pose estimators and thus limited to detecting only human-related anomaly events. In contrast, our frame prediction-based method does not have such limitations and is robust when applied to a variety of scenarios. Compared with other recent strong baselines in Table I, ROADMAP gained advantages of more than 1 percentage point in terms of the AUROC score on the ShanghaiTech Campus dataset.

3) UCSD Ped1 and Ped2: These two datasets are relatively small, with a significantly low frame resolution of $158 \times 238$. As we found that the noise tolerance loss was little helpful due to the grayscale and low-resolution properties, we took away it during training ($\lambda_{nt} = 0$). Even in its incomplete form, our proposed method ROADMAP achieved frame-level AUROC scores of 83.4% on Ped1 and 96.3% on Ped2 which are among the best. The results on these two datasets validated the effectiveness of the designed multi-path architecture itself.

E. Ablation Studies

In this section, we investigate each component in the proposed ROADMAP and validate their effectiveness in detail. The ablation studies were conducted on all four datasets, and the full results are shown in Table II.

|     | Baseline | Ours |
|-----|----------|------|
| ConvGRU       |        | ✓    |
| Multi-path Network | * | ✓, ✓ |
| Non-local Block | ✓ | ✓, ✓ |
| Noise Tolerance Loss | ✓ | ✓ |

1) Multi-path network and ConvGRU: We took the ablated model from Liu et al. [12] trained with only the intensity and gradient losses as the baseline on Avenue. While having no complicated optical flow or adversarial learning components, this baseline still obtained a competitive AUROC score of 82.8%. First, we inserted one ConvGRU prediction module at the bottom of the U-Net and removed the shortcut concatenations in U-Net to get a pure single-path network. The modified network architecture could be seen as the one in Fig. 1, with only the last prediction module and no non-local block. As the original shortcuts could have suppressed gradient vanishing and passed information directly, the modified model suffered a decline in its performance as expected. Thanks to the added ConvGRU part, which captured temporal information explicitly, the AUROC score dropped to 82.4% with a loss of only 0.3 percentage points on Avenue. However, after we added back multi-path connections equipped with ConvGRUs, the AUROC score was significantly boosted to 86.1% with an improvement of 3.7 percentage points. On other datasets, the ablated baseline is not available, but the improvement by multi-path structure is still clear, ranging from 1.0 percentage point (on Ped2) to 2.6 percentage points (on Ped1). The results demonstrate that the prediction fusion of different scales is extremely effective, especially with recurrent neural networks that capture complemented temporal information.

2) Non-local block: We further added a non-local block before the ConvGRU in each prediction module to better capture the long-range spatial information. This modification helped the model obtain an improvement of 0.6 percentage points in terms of the AUROC score, from 86.1% to 86.7% on Avenue, and the ablated model performed the second best among compared strong baselines in Table I which indicates that non-local blocks are essential components which enhance the learning ability and discriminative power of our model. On other datasets, the model with non-local block gained from 0.4 to 1.0 percentage point improvement.

3) Noise tolerance loss: In Section III-C, we have illustrated that noise causes significant interference to prediction and may impede anomaly detection models. Without changing the network architecture, we added the noise tolerance loss for training. The complete ROADMAP method achieved an AUROC score of 88.3% on Avenue with a substantial gain of 1.6 percentage points, and an AUROC score of 76.6% on ShanghaiTech with a substantial gain of 2.1 percentage points. As we mentioned previously, the noise tolerance loss was little helpful to the grayscale and low-resolution videos in the UCSD Pedestrian datasets and we omitted the results. The results on the two large and challenging datasets validate our assumption that mitigating interference caused by the indiscernible noise is critical to robust video anomaly detection and show the effectiveness of using the noise tolerance loss.

F. Model and Result Investigations

1) Comparisons to related architectures: While the results in Section IV-D have shown the state-of-the-art performance of our approach, we also calculated the gap between average scores of normal and abnormal frames to validate the superiority of its architecture. The score gap $\Delta_S$ on dataset $D$ is defined by

$$\Delta_S = \sum_{\forall v \in D} \sum_{t \in \{1, \ldots, V \}} (2y_t - 1)S_t, \quad (13)$$

and a higher value of $\Delta_S$ indicates a more robust network for distinguishing normal and abnormal events. Table III
shows that our ROADMAP obtained larger score gaps consistently than existing simplified architectures (multi-scale, auto-encoder, U-Net, etc.) and validates the effectiveness of our design.

TABLE III
THE GAP $\Delta S$ BETWEEN AVERAGE ANOMALY SCORES OF NORMAL AND ABNORMAL FRAMES.

| Method          | Avenue | ShanghaiTech | Ped1 | Ped2 |
|-----------------|--------|--------------|------|------|
| Beyond-MSE [46] | –      | –            | 0.200| 0.396|
| Conv-AE [9]     | 0.256  | –            | 0.243| 0.384|
| U-Net [12]      | 0.270  | –            | 0.243| 0.435|
| Liu et al. [12] | 0.275  | 0.175        | 0.259| 0.469|
| ROADMAP (Ours)  | 0.344  | 0.182        | 0.260| 0.512|

2) Case studies with visualizations: In Fig. 3, we show some examples of the anomaly score curves from our proposed method and plot some key frames with normal or anomalous events. As shown in the figures clearly, our method responds to normal and anomalous events correctly. The anomaly score increases drastically if an outlier suddenly intrudes and increases gradually if a person starts doing something unusual slowly. If the objects causing the anomalies disappear in the frame, the anomaly score quickly decreases to a quite low level.

(a) Original Frame (b) Encoder (c) Non-local Block (d) ConvGRU
Fig. 4. Visualizations of the original frame and the attentions of each component in path $h[3]$. The abnormal frame shown in (a) is Frame 285 in Avenue Testing Video 02.

3) Investigations on the prediction module: To investigate our proposed prediction module, we took an abnormal frame from Avenue and visually compared the components. Fig. 4a shows the original video frame, where the anomaly event is ascribed to the person (in the red box) running from right to left. Meanwhile, the people walking around and the bags on the grass are false clues to be excluded, as they appear in the entire video. In the other three plots in Fig. 4, the attentions of the encoder, the non-local block, and the ConvGRU in the deepest path $h[3]$ are visualized by GRAD-CAM [66]. The encoder itself aimed at transforming the original frame into the hidden states, and its attention was scattered over the image.

Results of Beyond-MSE, Conv-AE, and U-Net are from Liu et al. [12].
The non-local block, by extracting and exploiting long-range spatial contexts, had a condensed attention mainly focused on a few objects and locations of interests, such as the bags, the signboard, and the people. The ConvGRU took the consecutive outputs from the non-local block and handled the temporal information. Therefore, it succeeded in excluding the static and normal objects while paying more attention to the people, especially the running person. The attention visualizations clearly demonstrate the efficacy and the cooperation of the non-local and ConvGRU components in capturing the spatial and temporal dependencies and focusing on informative parts.

![Original Frame](a) Original Frame, ![Path h[1](b)](b) Path h[1], ![Path h[2](c)](c) Path h[2], ![Path h[3](d)](d) Path h[3]

Fig. 5. Visualizations of the original frame and the outputs from multi-path structure before the decoder. The abnormal frame shown in (a) is Frame 285 in *Avenue* Testing Video 02.

4) Investigations on the multi-path structure: We took the same abnormal frame to further investigate the behaviors of the multi-path structure. Fig. 5 shows the output from each prediction path before the decoder (by averaging the values from all channels). As we expected, the model mainly used the shallow path $h[1]$ to encode the invariant frame background such as the ground and road. The middle path $h[2]$ focused on more subtle parts of the frame such as the people; And the deep path $h[3]$ paid extra attention to the challenging parts, e.g., the blurred areas and the bags of different colors. This showcase demonstrates the multi-path architecture, by capturing multi-scale spatial information, can pay more attention to semantically informative parts and less to background parts.

5) Evaluations by AUPRC and F1 scores: In real-world scenarios, anomaly events are expected to occur rarely, and the anomaly detection is usually a problem with imbalanced data. In these settings, the metrics such as AUPRC or F1 scores are more appropriate and reliable. Among the four benchmark datasets, only *Avenue* and *ShanghaiTech* have fewer abnormal frames than normal ones. We calculated the AUPRC score and F1 scores (Max-F1 and F1$_{0.5}$) on these two datasets. For the Max-F1 score, we varied the threshold on the anomaly score and reported the maximum F1 score. The best thresholds of our method are 0.541 and 0.377 for *Avenue* and *ShanghaiTech*, respectively. For the F1$_{0.5}$ score, we simply set the threshold to be 0.5 and calculated the F1 score. As shown in Table IV these new metrics further validate the superiority of our proposed method. Meanwhile, the values of F1$_{0.5}$ are close to the max-F1 scores (only 0.1 and 0.4 percentage point difference on *Avenue* and *ShanghaiTech*, respectively), which indicates that the performance of our method is not too sensitive to the threshold values, and a threshold of 0.5 is moderate.

| # of Input Frames | Average Running Time (s) | Avenue AUROC Score Gain | ShanghaiTech AUROC Score Gain |
|-------------------|------------------------|------------------------|-----------------------------|
| 4                 | 0.065                  | -3.4%                  | -2.4%                        |
| 6                 | 0.086                  | -0.6%                  | -1.3%                        |
| 8                 | 0.109                  | (88.3%)                | (76.6%)                      |
| 10                | 0.132                  | +0.1%                  | -0.2%                        |
| 12                | 0.156                  | +0.1%                  | -1.0%                        |
| 16                | 0.201                  | +0.0%                  | -2.5%                        |

2) Fast detection by reusing previous outputs: Another idea for fast anomaly detection is to reuse the predictor output $h_t$ calculated at time $t$ in later time instead of recalculating it. Recall that, in our method, $P$ input frames were used for anomaly detection of the next one frame. We could feed $P + Q - 1$ frames into our model and conduct anomaly detection for $Q$ frames with $Q > 1$, even though the model was trained with inputs of fixed-length $P = 8$. As shown in Table V larger $Q$ saved more time while suffering the problem of error accumulation, possibly from longer RNNs. However, even with the standard real-time requirement ($>30$ fps) in video surveillance, our method still maintained an AUROC score of 87.5% (with $Q = 24$ and the speed of 32.2
fps) on Avenue which is better than all other baseline results in Table VII. On ShanghaiTech, the performance degradation is slightly larger but the results with $Q \leq 8$ are still competitive.

### TABLE VI

| # of Input to Predict $Q$ | AUROC Score Gain | Amortized Running Time (s) |
|--------------------------|------------------|---------------------------|
|                          | Avenue ShanghaiTech |                          |
| 1                        | (88.3%) (76.6%)    | 0.109                     |
| 4                        | +0.1% −0.1%        | 0.064                     |
| 8                        | −0.1% −0.8%        | 0.045                     |
| 16                       | −0.7% −1.7%        | 0.036                     |
| 24                       | −0.8% −1.9%        | 0.031                     |
| 32                       | −1.9% −2.3%        | 0.030                     |
| 48                       | −1.7% −3.4%        | 0.028                     |

3) Comparisons with different input sizes: The input size is another factor affecting the model efficiency. In the main experiments, we chose the input size $256 \times 256$ as other baselines [12], [21] did for a fair comparison. Additionally, we evaluated different input sizes on the proposed model, which was trained on inputs of $256 \times 256$. As shown in Table VII, small input size decreased the detection performance drastically, e.g., > 5 percentage points drop with the halved height and width. As the proposed model trained with the input size $256 \times 256$ only has three ConvGRU paths with 8× downsampling, it performed slightly worse on larger input size with a doubled running time.

### TABLE VII

| Input Frame Size | AUROC Score Gain | Average Running Time (s) |
|------------------|------------------|--------------------------|
|                  | Avenue ShanghaiTech |                          |
| $128 \times 128$ | −6.0% −5.4%      | 0.049                    |
| $192 \times 192$ | −3.1% −2.4%      | 0.072                    |
| $256 \times 256$ | (88.3%) (76.6%)  | 0.109                    |
| $384 \times 384$ | −1.0% −2.1%      | 0.216                    |

V. CONCLUSION

In this paper, we proposed ROADMAP, a novel unsupervised video anomaly detection method based on frame prediction. We designed its multi-path predictor which is more suitable for distinguishing normal and abnormal events in videos, we introduced a noise tolerance loss in model training to mitigate the interference of noise to the prediction network and improve the robustness of the anomaly detection. The experimental results on three datasets as well as exhaustive ablation studies and investigations validated the effectiveness of our design and the superiority of the proposed method.
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