We propose to realize Dirac states in a two-dimensional Su-Schrieffer-Heeger model on a square lattice. We show that a pair of Dirac points protected by space-time inversion symmetry appear in the semimetal phase. Remarkably, the locations of these Dirac points are not pinned to any high-symmetry points of the Brillouin zone but highly tunable through parameter modulations. Moreover, the merging of two Dirac points undergoes a novel topological phase transition, which leads to either a weak topological insulator or a nodal-line semimetal. We provide a systematic analysis of these topological phases from both bulk and boundary perspectives combined with symmetry arguments. We also discuss feasible experimental platforms to realize our model.

Introduction.– Two-dimensional (2D) massless Dirac states have attracted tremendous attention in condensed matter physics and material science since the successful realization of graphene [1–5]. The Dirac states in graphene exhibit particular transport properties such as anomalous quantum Hall effect [6], minimum conductivity [7, 8], and Klein tunneling [9, 10]. Since the large momentum separation of Dirac points guarantees two independent valley degrees of freedom, graphene provides many interesting applications such as valley filters [11] and valleytronics [12, 13]. Nevertheless, possible variations of the momentum separation and effective velocities of Dirac points change the transport properties significantly because of corresponding variations of inter-valley scattering and density of states. For instance, the inter-valley scattering can give rise to a crossover from weak antilocalization to localization in transport [14–16]. However, Dirac points in graphene are pinned to the corners of the hexagonal Brillouin zone (BZ) by $C_{3v}$ group symmetry of the honeycomb lattice. They can only be slightly shifted by applying external strain [17]. Therefore, searching for alternative graphene-like 2D platforms that host Dirac states with conveniently tunable properties is of fundamental importance and interest.

In this work, we propose to realize 2D Dirac states with highly tunable properties on a Su-Schrieffer-Heeger (SSH) square lattice. Recently, research activities related to the generalization of the SSH model [18] to 2D have attracted broad interest [19–21] and sparked the fast-expanding field of higher-order topological insulators [22–34]. In our proposal, we consider a 2D SSH model with alternately dimerized patterns [Fig. 1(a)]. Astonishingly, we find that such a 2D SSH model hosts massless Dirac states in the BZ in a broad parameter range [Figs. 1(b,d)]. We show that the Dirac points are protected by a space-time inversion symmetry. Remarkably, the locations of Dirac points are highly tunable by hopping parameters [Fig. 1(c)]. In contrast to graphene, the merging of the two Dirac points in our model experience a particular topological phase transition resulting in interesting phases, i.e., either a weak topological insulator or a nodal-line semimetal [Fig. 1(d)]. We demonstrate the topological origin of these different phases by employing two independent winding numbers together with boundary signatures and symmetry arguments. We also
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Figure 1. (a) Schematic of the inclined 2D SSH lattice. Blue (red) thick and thin bonds mark alternately dimerized hopping strengths in $x$ ($y$)-direction. (b) Band structure of the inclined 2D SSH model with a pair of Dirac points. Here, we take $t_x = 0$ and $t_y = 0$. (c) Moving pattern of the pair of Dirac points corresponding to the condition in Eq. (4). (d) Phase diagram of the inclined 2D SSH model in the $(t_x, t_y)$ parameter space. The shadowed region (excluding the orange dashed line) represents the semimetal (SM) with a pair of Dirac points. The orange dashed line at $t_x = t_y$ corresponds to the nodal-line semimetal. Other regions denote the weak topological insulator (WTI) regime. The four points $A, B, C$, and $D$ label the representative phase points that we refer to in the text.
discuss how to realize our model experimentally based on synthetic quantum materials.

**Inclined two-dimensional Su-Schrieffer-Heeger model.**

We consider a particular 2D SSH model, as shown in Fig. 1(a), where the weak (thin) bonds and strong (thick) bonds are alternately dimerized along the two adjacent parallel lattice rows (x-direction) or columns (y-direction). We call it the inclined 2D SSH model. There are four orbital degrees of freedom in each unit cell (labeled as 1 – 4). We consider spinless fermions, for clarity. The effective Bloch Hamiltonian describing the inclined 2D SSH model in reciprocal space reads

$$H(k) = \begin{pmatrix} 0 & q \\ q^* & 0 \end{pmatrix}, \quad \xi(k) \equiv \begin{pmatrix} t_x + te^{ik_x} \\ t_y + te^{-ik_y} \end{pmatrix},$$

where $k = (k_x, k_y)$ is the 2D wave-vector; $t$ and $t_{x/y}$ are the staggered hopping amplitudes along $x/y$-directions. Without loss of generality, we set the lattice constant to be unity and assume $t > 0$ hereafter. The basis is $(\Psi_{x1}, \Psi_{x2}, \Psi_{y1}, \Psi_{y2})$ of Bloch states constructed on the four sites of the unit cell. The Hamiltonian in Eq. (1) respects chiral (sublattice) symmetry, as indicated by its block off-diagonal form. Explicitly, the chiral symmetry yields $CH(k)C^{-1} = -H(k)$ with the chiral-symmetry operator $C = \tau_1 \otimes \sigma_0$, where $\tau$ and $\sigma$ are Pauli matrices for different orbital degrees of freedom in the unit cell. The energy bands of Eq. (1) are obtained as

$$E_\eta^\pm(k) = \pm \sqrt{\zeta^2_\eta(k) + \xi^2_\eta(k)} = \pm |\xi_\eta(k)|,$$

where $\zeta_\eta(k) \equiv (t + t_x) \cos \frac{k_x}{2} + \eta(t + t_y) \cos \frac{k_y}{2} \zeta_\eta(k) \equiv (t - t_x) \sin \frac{k_x}{2} - \eta(t - t_y) \sin \frac{k_y}{2}$, and $\xi_\eta(k) \equiv \xi_\eta(k) + i\zeta_\eta(k)$ with $\eta = \pm 1$. Note that even though Eq. (1) cannot be expressed in terms of anticommutating Dirac matrices only, its energy spectrum still has the corresponding form, i.e., a square root of the summation of some squared variables.

**Highly tunable Dirac states on square lattices.** A pair of Dirac points appear in the BZ of the inclined 2D SSH model, as shown in Fig. 1(b). Astonishingly, the Dirac points are not pinned to high-symmetry points but are highly tunable by parameter modulations. To elucidate this property, it is instructive to obtain their locations analytically. Due to the presence of chiral symmetry, the conduction and valence bands touch at zero energy. Thus, the existence of Dirac points yields the conditions $\xi_\eta(k) = \xi_\eta(k) = 0$. Solving these condition equations, we find a pair of Dirac points located at $K_{\pm} \equiv (K_x, -K_y)$, where $K_{x/y}$ are given by

$$K_{x/y} = 2 \arccos \sqrt{\frac{(t + t_{x/y})^2(2t - t_x - t_y)}{4t(t - t_{x/y})}}. \quad (3)$$

From Eq. (3), we find that a physical solution (with real $K_{x/y}$ that corresponds to the presence of Dirac points) only holds when $|t_x + t_y| < 2t$ and $t_x \neq t_y$. The full phase diagram of the inclined 2D SSH model is illustrated in Fig. 1(d) and will be discussed in more detail later.

Clearly, our model exhibits two Dirac points whose locations are highly tunable. To show this feature more explicitly, we consider a simple parameterization with $t_x = s \in [0, t]$, $t_y = t - s$, and $t = 1$. Then, we find the relation

$$K_x + K_y = 2\pi/3. \quad (4)$$

As a result, the Dirac points move along a line segment when we vary the parameter $s$, as shown in Fig. 1(c). Interestingly, no symmetries are broken as we move around Dirac points by variation of $t_x$ and $t_y$. Moreover, the effective Fermi velocity around the Dirac points in our model can also be manipulated by parameter modulations.

**Space-time inversion symmetry protection.** In the unperturbed case with chiral symmetry, the Dirac points are topologically described by a quantized charge $Q_{K_{\pm}} = \frac{1}{2\pi} \oint_{C_{\pm}} dk \cdot \text{Tr} \{ g^{-1}(k) \nabla_k \xi_\eta(k) \}$. 

Note that due to the alternate dimerization along adjacent two lattice rows or columns, the usual inversion symmetry is broken. If we, however, perform a glide operation (half-unit translation) followed by an inversion operation, then the system goes back to itself. We term this symmetry as “glide-inversion” symmetry. Explicitly, the glide-inversion symmetry requires

$$g^x_\eta(k)H(k)[g^x_\eta(k)]^{-1} = H(-k), \quad (5)$$

where $g^x_\eta(k) = I \times y_{x/y}$, $I = \tau_0 \otimes \sigma_1$ is the conventional inversion operator, $g_x = \tau_1 \otimes \begin{pmatrix} e^{ik_x} & 0 \\ 0 & 1 \end{pmatrix}$ and $g_y = \tau_1 \otimes \begin{pmatrix} 0 & e^{ik_y} \\ e^{-ik_y} & 0 \end{pmatrix}$ are half-unit translations along x- and y-directions, respectively. Note that this glide-inversion symmetry can be equivalently viewed as inversion symmetry with the inversion center shifted to the bond center of each unit cell [see Fig. 1(a)], we still keep the term “glide-inversion” to indicate its $k$-dependence clearly. In addition, the system respects spinless time-reversal symmetry, i.e., $\mathcal{T}H(k)\mathcal{T}^{-1} = H(-k)$, where the time-reversal symmetry operator is given by the complex conjugation $\mathcal{T} = \mathcal{K}$. Thus, the space-time inversion operator can be written as $S = g^x_\eta(k)\mathcal{T} = \tau_0 \otimes \sigma_1 \times y_{x/y} \mathcal{K}$. It is a local operation in $k$-space,

$$SH(k)S^{-1} = H(k), \quad S^2 = 1. \quad (6)$$
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Under the constraint of \( \delta \), the Berry curvature is zero at every point in the BZ except at the Dirac points \([39][40]\). Hence, the quantized \( \pi \) Berry phase around a Dirac point protects its stability. Indeed, if we add a staggered onsite potential as a perturbation, say \( \Delta \tau_3 \sigma_0 \) with \( \Delta \) indicating its strength, to break the glide-inversion symmetry, the Dirac points are removed and a bulk gap opens \([38]\). If we, however, consider another type of staggered onsite potential \( \Delta \tau_0 \sigma_3 \), which breaks chiral symmetry, while it respects glide-inversion symmetry, then the Dirac points remain intact \([38]\). Therefore, the \( \pi \) Berry phase is the main topological quantity that protects the Dirac points in our model since the chiral topological charge \( Q_{K_+} \) needs the chiral symmetry to be well-defined.

**Topological phase transitions with merging of Dirac points.**—The merging of two Dirac points undergoes a topological phase transition in our model. The semimetal phase with a pair of Dirac points locates in the shadowed region \( |t_x + t_y| < 2t \) and \( t_x \neq t_y \) of Fig. 1(d). The topological phase transition after merging a pair of Dirac points transforms the semimetal phase to either a weak topological insulator or a nodal-line semimetal. Thus, our inclined 2D SSH model actually possesses three different topological phases, as shown in the phase diagram in Fig. 1(d). Let us first focus on the nodal-line semimetal phase under the specific condition \( t_x = t_y \) [Fig. 1(d) and Fig. 2(a)]. Consider a representative phase point \( A \) (or \( B \)) in the semimetal phase with a pair of Dirac points [see Fig. 1(d)]. As it moves towards the orange line, the Dirac points merge and we observe that the system exhibits a gapless nodal line at

\[
k_x + k_y = 0, \text{ if } t_x = t_y \neq t,
\]

The appearance of a gapless nodal line is a direct consequence of an accidental mirror symmetry \([38]\). This special symmetry, together with chiral symmetry, enforces the degeneracy at \( E = 0 \) on the line \( k_x + k_y = 0 \).

The nodal-line semimetal phase is protected by a topological invariant \( \alpha \) as we describe below. Let us define the angle \( \alpha \equiv \arg[e_{\eta+1}(k)] \) in the BZ for \( t_x = t_y = 0.5 \). There is a branch cut at the line \( k_x + k_y = 0 \). (a) Energy gap in the whole BZ for \( t_x = t_y = 0.5 \). A gapless nodal line appears at the line \( k_x + k_y = 0 \). Angle \( \alpha \equiv \arg[e_{\eta+1}(k)] \) in the BZ for \( t_x = t_y = 0.5 \). There is a branch cut at the line \( k_x + k_y = 0 \). (b) Angle \( \alpha \equiv \arg[e_{\eta+1}(k)] \) in the BZ for \( t_x = t_y = 0.5 \). There is a branch cut at the line \( k_x + k_y = 0 \). (c) Energy spectrum of a ribbon along \( x \)-direction with width \( W_x = 20 \). Notice the flat band at zero energy. (d) Energy spectrum of the ribbons along \( y \)-direction with width \( W_y = 20 \). Here we choose \( t_x = 1.2t, t_y = 1.8t \) such that \( w_y = 0, w_x = 1 \).

Again, we consider a representative phase point \( A \) (or \( B \)) in the semimetal phase in Fig. 1(d). As it moves parallel to the orange line, two Dirac points merge at the phase boundary \( |t_x + t_y| = 2t \). Similar to the case of graphene, the energy spectrum stays linear along one direction while it becomes parabolic along another direction at the critical merging points \([41]\). This topological phase transition gives rise to a weak topological insulator rather than a trivial insulator (see the representative phase point \( C \) and \( D \)). The weak topological insulators are located in the region \( |t_x + t_y| > 2t \) and \( t_x \neq t_y \). They are described by two winding numbers \( \omega_{x/w} \) with one of them being one and the other one being zero. The winding number is defined as \( w_{x/y} = \frac{1}{i} \oint \frac{dk}{2\pi} \delta k_{x/y} \text{Tr}[q^{-1}(k)\partial_{k_{x/y}}q(k)] \) for arbitrary \( k_{x/y} \in [0, 2\pi] \). When \( w_x = 1, w_y = 0 \) (or \( w_x = 0, w_y = 1 \)), the system is nontrivial along \( x(y) \)-direction and trivial along \( y(x) \)-direction. Actually, this anisotropic topological insulating phase can be further divided into two sub-phases: (i) \( w_x = 1, w_y = 0 \) then \( t_x > t_y \) and \( |t_x + t_y| > 2t \) and (ii) \( w_x = 0, w_y = 1 \) then \( t_x < t_y \) and \( |t_x + t_y| > 2t \). Correspondingly, a totally flat edge band exists in the gap of the energy spectrum along \( x(y) \)-direction for the sub-phase (i) (sub-phase (ii)) [see, for instance, Fig. 2(c)]. Notably, neither the topologically trivial phase with \( w_x = w_y = 0 \) nor the topologically nontrivial phase with \( w_x = w_y = 1 \) appear in the inclined 2D SSH model.

**Anisotropic projection of Dirac points.**—The projection of two Dirac points to different directions shows two patterns as illustrated in Figs. 2(a) and 2(b). These two patterns can be described by the representative phase points \( A \) and \( B \) in Fig. 1(d), respectively. To switch between
Figure 3. Anisotropic projection of the two Dirac points. (a) Schematic of anisotropic projection of bulk spectrum with two Dirac points \((K_\pm)\) to \(x\)- and \(y\)-directions under the condition \(t_x < t_y\). The dashed lines represent the projection direction. The thick solid lines (blue and red) at the boundary of the BZ indicate the nontrivial regions with flat edge bands. (b) Alternative projection similar to the case in (a) but under the condition \(t_x > t_y\). (c) Winding number \(\nu(k_y)\) as a function of \(k_y\). (d) Winding number \(\nu(k_x)\) as a function of \(k_x\). (e) Energy spectrum of a ribbon along \(y\)-direction with width \(W_y = 20\) corresponding to the case in panel (c). Notice the flat band at zero energy. (f) Energy spectrum of the ribbons along \(x\)-direction with width \(W_x = 20\) corresponding to the case in (d). In panels (c,d,e,f), the other parameters are \(t_x = 0.3t\) and \(t_y = 0.7t\), i.e., corresponding to the case in (a).

where \(R(k) \equiv (t_x e^{ik_y/2} + t_y e^{-ik_y/2})^2 - (t_x e^{-ik_y/2} + t_y e^{ik_y/2})^2\). In essence, \(\nu(k_{x/y})\) is a winding number of the reduced one-dimensional system at specific wave-number \(k_{x/y}\) [42, 43]. In Fig. 3(c), the middle region is trivial \((\nu = 0)\) while the two outer regions are nontrivial \((\nu = 1)\). It is interesting to see that this pattern is in stark contrast to that of Fig. 3(d), i.e., \(\nu = 1\) in the middle region and \(\nu = 0\) otherwise. This difference comes from the anisotropic nature of the alternating dimerization pattern in our system. The nontrivial winding number indicates the existence of flat edge bands at open boundaries [42, 43]. Evidently, the regions of flat bands in Figs. 3(c) and 3(f) agree with the topological nontrivial regions in Figs. 3(c) and 3(d), respectively.

Discussion and conclusion.—To realize our 2D SSH model experimentally, it needs a square lattice geometry (four sites in a unit cell) and controllable nearest-neighbor couplings. Required techniques for designing such a lattice structure have been developed in synthetic quantum materials such as photonic and acoustic crystals [26–28, 46, 47], electric circuits [25], and waveguides [29, 48]. For instance, to realize our model in a photonic waveguide system, waveguides can be arranged to a square lattice with four waveguides contained in each unit cell and the alternately dimerized couplings between neighboring waveguides can be modulated by their spacings [48, 49]. Notably, our 2D SSH model does not require delicate manipulations of external flux. Another feasible platform to realize our model is based on ultracold gases in optical lattices [50, 51], in which the lattice geometry and hopping strengths are adjustable.

Our model has a richer topological phase space accompanied with corresponding topological phase transitions as compared with a honeycomb lattice formed by ultracold gases [51]. Moreover, the realization of our model on a square lattice is much simpler as the Mielke checkerboard model [52] since it only involves nearest-neighbor hopping terms. We emphasize that our results are distinctively different from recent reports to realize Dirac states on square lattices [53, 54]. These proposals require external \(\pi\) fluxes, and the Dirac points are pinned to boundaries of the BZ. In our model, the two valley degrees of freedom in \(k\)-space can be conveniently controlled. Therefore, it may provide potential applications in valley-based electronics. Interestingly, our model even may provide a platform to realize the so called toric-code insulator [55].

In conclusion, we have proposed a 2D SSH model on a square lattice to realize highly tunable Dirac states. We have found that the locations of Dirac points are not pinned to any high-symmetry points or lines in the BZ but movable by parameter modifications. The merging of two Dirac points leads to a topological phase transition, which converts the system from a semimetal phase with a pair of Dirac points to either a weak topological insulator or a nodal-line semimetal. We expect that
our model can be realized in different metamaterial platforms.
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Appendix S1: Properties of the inclined 2D SSH model

In this section, we present the band structure and phase diagram of the inclined 2D Su-Schrieffer-Heeger (SSH) model in the clean limit.

A. Model

We consider a 2D SSH model as shown in Fig. 1(a) of the main text. Here the weak (thin bonds) and strong (thick bonds) are alternately dimerized along the two adjacent parallel lattice rows ($x$-direction) or columns ($y$-direction). There are four orbital degrees of freedom in each unit cell (labeled as $1$−$4$). The effective Bloch Hamiltonian describing such a 2D SSH model in reciprocal space reads

$$H(k) = \begin{pmatrix} 0 & q(k) \\ q^\dagger(k) & 0 \end{pmatrix}; \quad q(k) \equiv \begin{pmatrix} t_x + te^{ik_x} \\ t_y + te^{-ik_y} \end{pmatrix}$$

(S1.1)

Here, $k = (k_x, k_y)$ is the 2D wave-vector; $t$ and $t_{x/y}$ are the staggered hopping strengths along $x/y$ directions. Without loss of generality, we set the lattice constant to be unity and assume $t > 0$. The basis for the Hamiltonian is $|\Psi_{k_1}, \Psi_{k_2}, \Psi_{k_3}, \Psi_{k_4}\rangle$ of Bloch states constructed on the four sites of a unit cell. Clearly, the Hamiltonian in Eq. (S1.1) respects chiral (sublattice) symmetry, as indicated by its block off-diagonal form. Explicitly, the chiral symmetry yields $CH(k)C^{-1} = -H(k)$ with the chiral-symmetry operator $C = \tau_3 \otimes \sigma_0$, where $\tau$ and $\sigma$ are Pauli matrices for different orbital degrees of freedom in a unit cell.

B. Eigen energy and eigen states

Let us calculate the spectrum of Eq. (S1.1). To do so, we utilize the general properties of the chiral symmetry. In the proper space, the chiral symmetry can be expressed as $\tau_3 H(k) \tau_3 = -H(k)$. If we consider the eigen equation

$$H(k)|\Psi_n\rangle = E_n|\Psi_n\rangle, \quad |\Psi_n\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} \psi_A^n \\ \psi_B^n \end{pmatrix},$$

where $\psi_A^n$ and $\psi_B^n$ are the states referring to $A$ and $B$ sublattices, respectively, then, due to the chiral symmetry, there is another state

$$C|\Psi_n\rangle = \begin{pmatrix} \psi_A^n \\ -\psi_B^n \end{pmatrix},$$

satisfying the eigen equation $H(k)[C|\Psi_n\rangle] = -E_n[C|\Psi_n\rangle]$. Squaring the Hamiltonian $H(k)$, this yields

$$H^2(k)|\Psi_n\rangle = E_n^2|\Psi_n\rangle.$$

Explicitly, we effectively decouple the equation as

$$h_A \psi_A^n = E_n^2 \psi_A^n, \quad h_A \equiv q(k)q^\dagger(k),$$

$$h_B \psi_B^n = E_n^2 \psi_B^n, \quad h_B \equiv q^\dagger(k)q(k).$$
Note that $q(k)$ is not necessarily Hermitian, while the two defined operators $h_A$ and $h_B$ are Hermitian.

For our model, we obtain

\[
h_A(k) = h_0(k)\sigma_0 + h_1(k) \begin{pmatrix} 0 & e^{i(k_x-k_y)} \\ e^{-i(k_x-k_y)} & 0 \end{pmatrix},
\]

\[
h_0(k) = t^2 + 2t_x t \cos k_x + t_x^2 + t^2 + 2t_y t \cos k_y + t_y^2,
\]

\[
h_1(k) = 2 \left[ (t + t_x)(t + t_y) \cos \frac{k_x}{2} - (t - t_x)(t - t_y) \sin \frac{k_x}{2} \sin \frac{k_y}{2} \right].
\]

(S1.2)

Thus, the energy of the system is

\[
E^\pm_\eta = \pm \sqrt{h_0(k) + \eta h_1(k)}
\]

\[
= \pm \sqrt{[(t + t_x) \cos \frac{k_x}{2} + \eta(t + t_y) \cos \frac{k_y}{2}]^2 + [(t - t_x) \sin \frac{k_x}{2} - \eta(t - t_y) \sin \frac{k_y}{2}]^2}
\]

\[
\equiv \pm |\varepsilon_\eta(k)|.
\]

(S1.5)

We have defined that

\[
\varepsilon_\eta(k) \equiv te^{ip_x} + t_x e^{-ip_x} + \eta[t e^{-ip_y} + t_y e^{ip_y}], \quad p_x \equiv \frac{k_x}{2}, p_y \equiv \frac{k_y}{2}
\]

(S1.6)

Then, the eigen states for $h_A(k)$ then can be simply written as

\[
\psi^A_\eta = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ \eta e^{-i\frac{k_x-k_y}{2}} \end{pmatrix}.
\]

For the operator $h_B(k)$, we obtain

\[
h_B(k) = h_0(k)\sigma_0 + h_1(k) \begin{pmatrix} 0 & e^{i(k_x-k_y)} \\ e^{-i(k_x-k_y)} & 0 \end{pmatrix}.
\]

Then, the corresponding eigen states for $h_B(k)$ can be written as

\[
\psi^B_\eta = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ \eta e^{-i\frac{k_x-k_y}{2}} \end{pmatrix}.
\]

Therefore, the total wave function for $H(k)$ is

\[
\Psi^\pm_\eta = \frac{1}{\sqrt{2}} \left( \psi^A_\eta \pm \psi^B_\eta \right) = \frac{1}{2} \begin{pmatrix} 1 \\ \eta e^{-i(p_x+p_y)} \end{pmatrix} \pm \frac{1}{2} \begin{pmatrix} 1 \\ \eta e^{-i(p_y-p_x)} \end{pmatrix}.
\]

(S1.7)

C. Dirac points

Due to chiral symmetry, the conduction bands and valence bands touch at $E = 0$. For the general case $t_x \neq t_y$, it requires the constraint $|\varepsilon_\eta(k)| = 0$ to have Dirac points, which implies the conditions

\[
(t - t_x) \sin p_x + \eta(t - t_y) \sin p_y = 0,
\]

\[
(t + t_x) \cos p_x - \eta(t + t_y) \cos p_y = 0.
\]
We can further simplify these equations as

\[
\cos^2 p_x = \frac{(t + t_y)^2(2t - t_x - t_y)}{4t(t^2 - t_xt_y)}, 
\cos^2 p_y = \frac{(t + t_x)^2(2t - t_x - t_y)}{4t(t^2 - t_xt_y)}. 
\]  

(S1.8)

(S1.9)

Therefore, by these two equations, we can identify the locations of the Dirac point at \( \mathbf{K}_\pm = \pm(K_x, -K_y) \) with

\[
K_x = 2\arccos\sqrt{\frac{(t + t_y)^2(2t - t_x - t_y)}{4t(t^2 - t_xt_y)}}, 
K_y = 2\arccos\sqrt{\frac{(t + t_x)^2(2t - t_x - t_y)}{4t(t^2 - t_xt_y)}}.
\]  

(S1.10)

(S1.11)

D. Two-band effective model close to the Dirac points

At the Dirac points, the bands touch at zero energy. Let us first rewrite the Hamiltonian as

\[
H(\mathbf{k}) = \begin{pmatrix} 0 & q(\mathbf{k}) \\ q^\dagger(\mathbf{k}) & 0 \end{pmatrix}; 
q(\mathbf{k}) = \begin{pmatrix} e^{iP_x} & e^{iP_y} \\
 e^{-iP_y} & e^{-iP_x} \end{pmatrix},
\]  

(S1.12)

where \( z = te^{iP_x} + t_xe^{-iP_x}, \) and \( w = te^{-iP_y} + t_ye^{iP_y} \). We note that \( \varepsilon_q(\mathbf{k}) = z + \eta w \). Let us focus on the point \( \mathbf{K} = \mathbf{K}_+ \). It is found that \( \varepsilon_{\eta=-1}(\mathbf{K}) = z - w = 0 \). Thus the Hamiltonian will be simplified to

\[
H(\mathbf{K}) = \begin{pmatrix} q^\dagger(\mathbf{K}) & q(\mathbf{K}) \end{pmatrix}, 
q(\mathbf{K}) \equiv z(\mathbf{K}) \begin{pmatrix} e^{iP_x} & e^{iP_y} \\
 e^{-iP_y} & e^{-iP_x} \end{pmatrix}.
\]  

(S1.13)

Then, we can find

\[
h_A(\mathbf{K}) = q(\mathbf{K})q^\dagger(\mathbf{K}) = 2|z(\mathbf{K})|^2 \begin{pmatrix} 1 \\
 e^{-i(P_x+P_y)} e^{i(P_x+P_y)} 1 \end{pmatrix}.
\]  

(S1.14)

where \( P_{x/y} \equiv \frac{K_{x/y}}{2} \). This Hamiltonian has a zero energy eigen value and with corresponding eigen state

\[
\Psi^A(\mathbf{K}) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\
 -e^{-i(P_x+P_y)} \end{pmatrix}.
\]  

(S1.15)

Similarly,

\[
h_B(\mathbf{K}) = q^\dagger(\mathbf{K})q(\mathbf{K}) = 2|z(\mathbf{K})|^2 \begin{pmatrix} 1 \\
 e^{iP_x-iP_y} e^{-iP_x+iP_y} 1 \end{pmatrix}.
\]  

(S1.16)

This Hamiltonian also has a zero energy eigen value and with corresponding eigen states

\[
\Psi^B(\mathbf{K}) = \begin{pmatrix} 1 \\
 -e^{i(P_x-P_y)} \end{pmatrix}.
\]  

(S1.17)

Thus, the two eigen states with zero energy at \( \mathbf{K} \) are

\[
\Psi_1(\mathbf{K}) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\
 -e^{-i(P_x+P_y)} \end{pmatrix}, \Psi_2(\mathbf{K}) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\
 0 \end{pmatrix}.
\]  

(S1.18)

By Taylor expansion of the Hamiltonian near the \( \mathbf{K} \) points, we have
We find that for any loop enclosing a single Dirac point, we get a nonzero topological charge
where \( \kappa \). Then, we obtain

\[
S = i \int_{\gamma} \frac{1}{2} i \epsilon^P \left[ \kappa \left( e^{iP_x} - t_x e^{-iP_x} \right) + \kappa_y \left( e^{iP_y} - t_y e^{-iP_y} \right) \right].
\]

where the loop \( \ell \) is chosen such that it encircles a single Dirac point \( \mathbf{K} \). By the projection method, the effective Hamiltonian near the Dirac point can be written as

\[
H_{\text{eff}}(\kappa) = \begin{pmatrix}
0 & 0 & t_x + t_x e^{iK_x} & t_y + t_y e^{iK_y} \\
0 & 0 & t_y + t_y e^{-iK_y} & t_z + t_z e^{-iK_z} \\
t_x + t_x e^{-iK_x} & t_y + t_y e^{iK_y} & 0 & 0 \\
t_y e^{-iK_y} & t_z e^{-iK_z} & 0 & 0
\end{pmatrix},
\]

\[
H^\prime(\kappa) = i \begin{pmatrix}
0 & 0 & -t_x e^{iK_x} & t_y e^{iK_y} \\
0 & 0 & -t_y e^{-iK_y} & t_z e^{-iK_z} \\
t_x e^{iK_x} & t_y e^{iK_y} & 0 & 0 \\
t_y e^{-iK_y} & t_z e^{-iK_z} & 0 & 0
\end{pmatrix},
\]

where \( \kappa \equiv k - \mathbf{K} \). Explicitly, we obtain

\[
H_{\text{eff}}(\kappa) = \begin{pmatrix}
\langle \Psi_1(\mathbf{K}) | H^\prime(\kappa) | \Psi_1(\mathbf{K}) \rangle & \langle \Psi_1(\mathbf{K}) | H^\prime(\kappa) | \Psi_2(\mathbf{K}) \rangle \\
\langle \Psi_2(\mathbf{K}) | H^\prime(\kappa) | \Psi_1(\mathbf{K}) \rangle & \langle \Psi_2(\mathbf{K}) | H^\prime(\kappa) | \Psi_2(\mathbf{K}) \rangle
\end{pmatrix}.
\]

\[
H_{\text{eff}}(\kappa) = \begin{pmatrix}
0 & \frac{i}{2} e^{iP_x} \left[ \kappa_x \left( e^{iP_x} - t_x e^{-iP_x} \right) + \kappa_y \left( e^{iP_y} - t_y e^{-iP_y} \right) \right] \\
0 & 0
\end{pmatrix}.
\]

Simplifying it further, this leads to

\[
H_{\text{eff}}(\kappa) = \mathbf{v}_1 \cdot \kappa \sigma_x + \mathbf{v}_2 \cdot \kappa \sigma_y,
\]

where

\[
\mathbf{v}_1 = \frac{1}{2} \left( t \sin(2P_x) - t \sin(P_x - P_y) + t_y \cos(P_x + P_y) \right),
\]

\[
\mathbf{v}_2 = \frac{1}{2} \left( -t \cos(2P_x) + t_x - t \cos(P_x - P_y) + t_y \cos(P_x + P_y) \right).
\]

**E. Topological charge**

The Dirac point is characterized by a topological charge \( Q_{\mathbf{K}_\pm} \) that can be calculated with the formula

\[
Q_{\mathbf{K}_\pm} = \frac{1}{2\pi i} \oint_{\gamma} d\mathbf{k} \cdot \text{Tr} \left[ q^{-1}(\mathbf{k}) \nabla \mathbf{k} q(\mathbf{k}) \right],
\]

where the loop \( \ell \) is chosen such that it encircles a single Dirac point \( \mathbf{K}_\pm \). Explicitly, we derive

\[
\nabla q(\mathbf{k}) = i \begin{pmatrix}
te^{ik_x} & 0 & 0 & t_x e^{iK_x} \\
0 & -t_x e^{-iK_x} & 0 & 0 \\
t_y e^{-iK_y} & t_z e^{-iK_z} & 0 & 0 \\
t_y e^{iK_y} & t_z e^{iK_z} & 0 & 0
\end{pmatrix},
\]

\[
q^{-1}(\mathbf{k}) = \frac{1}{R(k_x, k_y)} \begin{pmatrix}
t + t_2 e^{-iK_x} & -(t + t_2 e^{iK_x}) & 0 & 0 \\
-(t_y + t_2 e^{-iK_y}) & t_x + t_2 e^{iK_x} & 0 & 0 \\
t_x e^{-iK_x} & t_y e^{iK_y} & 0 & 0 \\
t_y e^{iK_y} & t_z e^{iK_z} & 0 & 0
\end{pmatrix},
\]

\[
R(k_x, k_y) \equiv \left( t e^{iP_x} + t_x e^{-iP_x} \right)^2 - \left( t e^{iP_y} + t_y e^{iP_y} \right)^2 = z^2 - w^2.
\]

Then, we obtain

\[
Q_{\mathbf{K}_\pm} = \frac{1}{2\pi} \oint_{\gamma} d\mathbf{k} \frac{e^{i\mathbf{k} \cdot \ell} - e^{-i\mathbf{k} \cdot \ell}}{R(k_x, k_y)} + \frac{1}{2\pi} \oint_{\gamma} d\mathbf{y} \frac{e^{-i\mathbf{k} \cdot \ell} - e^{i\mathbf{k} \cdot \ell}}{R(k_x, k_y)}.
\]

We find that for any loop enclosing a single Dirac point, we get a nonzero topological charge \( Q_{\mathbf{K}_\pm} = \pm 1 \).
F. Space-time inversion symmetry

The 2D SSH model has several symmetries. Let us list them in the following.

Time reversal symmetry $T = K$ implies

$$TH(k)T^{-1} = H(-k).$$

(S1.27)

Chiral symmetry $C = \tau_3\sigma_0$ implies

$$CH(k)C^{-1} = -H(k).$$

(S1.28)

Particle-hole symmetry $P = CK$ implies

$$PH(k)P^{-1} = -H(-k).$$

(S1.29)

Note that inversion symmetry (with the center of the unit cell as the inversion center) is missing due to the alternative dimerization along adjacent two lattice rows or columns. However, if we perform a glide operation (half-unit translation) followed by an inversion operation, then the system goes back to itself. We term this symmetry as “glide-inversion” symmetry. Explicitly, the glide-inversion symmetry is expressed as

$$G_{x,y}H(k)[G_{x,y}^{-1}] = H(-k),$$

(S1.30)

where $G_{x,y} = I \times g_{x/y}$ with $I = \tau_0 \otimes \sigma_1$ being the inversion operator ($\sigma_i = 1,2,3$ are Pauli matrices), $g_x = \tau_1 \otimes \begin{pmatrix} e^{ik_x} & 0 \\ 0 & 1 \end{pmatrix}$ and $g_y = \tau_1 \otimes \begin{pmatrix} 0 & e^{ik_y} \\ 1 & 0 \end{pmatrix}$ the half-unit translations along the $x/y$-direction, respectively. Thus, the space-time inversion operator is given by $S = G_{x,y}T = \tau_0 \otimes \sigma_1 \times g_{x/y}C$, which is a local operation in the momentum space. Correspondingly, the space-time inversion symmetry reads

$$SH(k)S^{-1} = H(k), \quad S^2 = 1.$$  

(S1.31)

G. Phase diagram

Our 2D SSH model experiences three different phases: (i) semimetal phase with Dirac points; (ii) nodal-line semimetal phase; (iii) weak topological insulators phase. Let us further specify the three phases below.

Phase (i): To obtain Dirac points, we consider the ranges of $\cos^2 p_x$ and $\cos^2 p_y$ as

$$0 < \frac{(t + t_y)^2(2t - t_x - t_y)}{4t(t^2 - t_xt_y)} < 1,$$

(S1.32)

$$0 < \frac{(t + t_x)^2(2t - t_x - t_y)}{4t(t^2 - t_xt_y)} < 1.$$

(S1.33)

The conditions $\cos^2 p_x > 0$ and $\cos^2 p_y > 0$ lead to the inequalities

$$(a) : \begin{cases} 2t - t_x - t_y > 0, \\ t^2 - t_xt_y > 0; \end{cases} \quad (b) : \begin{cases} 2t - t_x - t_y < 0, \\ t^2 - t_xt_y < 0. \end{cases}$$

For the first case (a), if we further assume $t > |(t_x + t_y)/2|$, then

$$t^2 > \left(\frac{t_x + t_y}{2}\right)^2.$$  

From the famous inequality that

$$\left(\frac{a + b}{2}\right)^2 \geq ab, \text{for } \forall a, b,$$
the condition
\[ t^2 > t_x t_y \]
is always satisfied. Otherwise, if \( t < |(t_x + t_y)/2| \), the second condition \( t^2 > t_x t_y \) is not always satisfied. For the second case (b), since \( t > 0 \), we need \( (t_x + t_y)/2 > 0 \). Therefore, the two conditions are not always compatible.

We further need
\[
\frac{(t + t_y)^2(2t - t_x - t_y)}{4t(t^2 - t_x t_y)} < 1.
\]  
(S1.34)

It can be proven that in the regime \( 2t > |t_x + t_y| \) we have \( t^2 - t_x t_y > 0 \) and \( 2t - (t_x + t_y) > 0 \). The above condition is equivalent to
\[
(t - t_y)^2(2t + t_x + t_y) > 0,
\]  
(S1.35)

which is also naturally true in the region \( 2t > |t_x + t_y| \). Therefore, the semi-metallic phase with Dirac points appear for
\[
2t > |t_x + t_y|.
\]  
(S1.36)

Phase (ii): From the unique form of energy spectrum, it is clear that the system has a gapless nodal line at
\[
k_x + k_y = 0, \text{ if } t_x = t_y \neq t.
\]  
(S1.37)

The appearance of a gapless nodal line is due to an accidental mirror symmetry when \( t_x = t_y \), as will be discussed later.

Phase (iii): The weak topological insulator phase appears in the region \( |t_x + t_y| > 2t \) and \( t_x \neq t_y \). The phase boundary between weak topological insulator and semimetal phase is located at \( |t_x + t_y| = 2t \).

Appendix S2: Anistropic Fermi velocity at Dirac points

The effective Fermi velocity \( v \) of the Dirac points in our model can also be manipulated by parameter modulations. The effective Fermi velocity plays a crucial role in characterizing the transport properties of Dirac states. Let us define an angle \( \theta \) between the wave-vector \( \mathbf{k} \) and the \(+\mathbf{k}_x\) axis. As shown in Fig. S1(a), the anisotropic Fermi velocity shows sinusoidal behavior with respect to the angle \( \theta \), consistent with elliptical Dirac cones in the two-band effective model around \( \mathbf{K}_\pm \). As tuning \( t_x \) and \( t_y \), the Fermi velocity in different directions \( \theta \) may change substantially [Fig. S1(b)]. Interestingly, the velocities along different directions coincide when \( t_x = -t_y \approx \pm 0.3t \), which indicates that the Dirac cones become isotropic.

Appendix S3: Symmetry protection of the nodal-line metallic phase

In this section, we discuss the symmetry protection of the nodal-line metallic phase. We have shown in the main text that there is a gapless nodal line at \( k_x + k_y = 0 \) when \( t_x = t_y \). Under this condition, the system has mirror symmetry along the direction \( x + y = 0 \). In momentum space, we thus transform to
\[
MH(k_x, k_y)M^{-1} = H(-k_y, -k_x),
\]  
(S3.1)

where the mirror operator is given by
\[
M = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]  
(S3.2)
Figure S1. (a) Anisotropy of the Fermi velocity at the Dirac point $K_+$ as a function of the angle $\theta$ for different $t_x$ and $t_y$. Here, $\theta$ is defined as an angle between the wave-vector $k$ and $+k_x$ axis. (b) Anisotropy of the Fermi velocity at the Dirac point $K_+$ as a function of $t_x (= -t_y)$ for different angles $\theta$.

Note that the Hamiltonian $H(k)$ commutes with the mirror operator $M$ along the nodal-line $k_x + k_y = 0$. Therefore, we can label the eigen states of the Hamiltonian $H(k)$ by the eigen states of mirror operator $M$ as

$$H(k)|\pm\rangle = \pm E|\pm\rangle, \quad M|\pm\rangle = \pm |\pm\rangle.$$  \hspace{1cm} (S3.3)

We further note that the mirror operator commute with the chiral symmetry operator, i.e., $[C, M] = 0$. Therefore, we can show that $C|+\rangle$ is also an eigenstate of $M$ with eigen value $+1$. Moreover, $C|+\rangle$ is eigenstate of $H(k)$ with energy $+E$. Actually, the chiral symmetry maps the state $|+\rangle$ with energy $+E$ to state $C|+\rangle$ with energy $-E$. This implies that those states are degenerated states at energy $E = 0$.

Appendix S4: Gap the Dirac points by perturbations

In this section, we discuss possible perturbation terms to gap the Dirac points. As we discussed in the main text, the stability of Dirac points is protected by space-time inversion symmetry. Indeed, if we add a staggered onsite potential, say $\Delta \tau_3 \sigma_0$ with $\Delta$ indicating its strength, to break the glide-inversion symmetry, the Dirac points are removed and a bulk gap opens, as shown in Fig. S2(a). If we, however, consider another type of staggered onsite potential $\Delta \tau_0 \sigma_3$, which breaks chiral symmetry, while it respects the glide-inversion symmetry, then the Dirac points remain intact (Fig. S2(b)).

Appendix S5: Graphene limit

In this section, we show that our 2D SSH model can reduce to graphene in a special limit. For instance, it is equivalent to a square lattice version of graphene when $t_x = t, t_y = 0$. In Fig. S3(a), the six sites in the dashed square resemble the hexagon in graphene. Therefore, when projecting the system to $x$-direction, the Dirac points are located at $(\pm \frac{2\pi}{3}, 0)$ [see Fig. S3(b)]. For the spectrum along perpendicular direction, there are no flat edge bands [see Fig. S3(c)]. Similar results are obtained if we consider the limit $t_x = 0, t_y = t$. 
Figure S2. (a) Band structure of the 2D SSH model with a pair of Dirac points being gapped by $\Delta \tau_3 \sigma_0$ with $\Delta = 0.1$. (b) Band structure of the 2D SSH model with a pair of Dirac points under the perturbation term $\Delta \tau_0 \sigma_3$ with $\Delta = 0.1$. Other parameters are $t_x = 0.2t$ and $t_y = 0.8t$.

Figure S3. (a) Special limit of the our 2D SSH model with $t_x = t$ and $t_y = 0$. (b) Spectrum of ribbon with finite width $W_y = 20$ in the $y$-direction corresponds to panel (a). (c) Spectrum of ribbon with finite width $W_x = 20$ in the $x$-direction corresponds to panel (a). The spectrum in (b) and (c) are totally the same as the spectrum of graphene ribbon with zigzag and armchair edges, respectively.