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Abstract

3D-aware image synthesis aims to generate images of objects from multiple views by learning a 3D representation. However, one key challenge remains: existing approaches lack geometry constraints, hence usually fail to generate multi-view consistent images. To address this challenge, we propose Multi-View Consistent Generative Adversarial Networks (MVCGAN) for high-quality 3D-aware image synthesis with geometry constraints. By leveraging the underlying 3D geometry information of generated images, i.e., depth and camera transformation matrix, we explicitly establish stereo correspondence between views to perform multi-view joint optimization. In particular, we enforce the photometric consistency between pairs of views and integrate a stereo mixup mechanism into the training process, encouraging the model to reason about the correct 3D shape. Besides, we design a two-stage training strategy with feature-level multi-view joint optimization to improve the image quality. Extensive experiments on three datasets demonstrate that MVCGAN achieves the state-of-the-art performance for 3D-aware image synthesis.

1. Introduction

We study the problem of 3D-aware image synthesis, aiming at generating images with explicit control over the camera pose. Generating photorealistic and editable image content is a long-standing problem in computer vision and graphics. In the past years, generative adversarial networks (GAN) [19] have demonstrated impressive results in synthesizing high-resolution images of high quality from unstructured image collections [3, 8, 9, 22, 24–26, 63, 65]. Despite the tremendous success, most of the methods typically only learn the manifold of 2D images while ignoring the 3D representation of the scene.

Several works consider the task of 3D-aware image synthesis [1, 13, 20, 29, 37, 38, 66], which can generate images of objects from multiple views by learning a 3D-aware generative model. Different from 2D generative adversarial networks, 3D-aware image synthesis models learn 3D scene representations from images, such as voxels [37, 38], intermediate 3D primitives [29], and neural radiance fields (NeRF) [4, 13, 39, 45]. Among these approaches, NeRF-based approaches [4, 13, 39, 45] have gained a surge of interest due to the extraordinary performance for high-fidelity view synthesis. However, one key challenge remains in existing approaches [4, 39, 45]: they do not guarantee geometry constraints between views, hence usually fail to generate multi-view consistent images in some views.

In this paper, we address this problem by proposing
Ours              GIRAFFE

Figure 2. Typical failure cases. Taking a representative method GIRAFFE [39] as an example, the generated images in the first row have obvious appearance inconsistent artifacts between views, such as the direction of hair (blue box) and the opening mouth (green box). Besides, we notice that GIRAFFE [39] suffers from collapsed results under large pose variations (see the leftmost and rightmost pictures in the first row), which indicates that the model does not learn an appropriate 3D shape. In contrast, our method generates high-quality images with multi-view consistency (see the second row).

MVCGAN, a multi-view consistent generative model for high-quality 3D-aware image synthesis with geometry constraints (see Fig. 1). We first present typical failure cases of existing approach [39] in Fig. 2. Then we identify the cause of the inconsistent phenomenon between views: previous methods optimize a single view of the generated image independently while ignoring the geometry constraints between views (see Sec. 3.2.1). To tackle this problem, we take inspiration from the classical multi-view geometry methods [2, 6, 11, 18, 46, 64] and jointly optimize multiple views with geometry constraints. By leveraging the underlying 3D geometry information, we explicitly establish stereo correspondence between views through projective geometry. To encourage the network to reason about the correct 3D shape, we perform multi-view joint optimization by enforcing the photometric consistency between pairs of views with re-projection loss and integrating a stereo mixup mechanism into the training process. Therefore, the generator not only learns the manifold of 2D images, but also ensures the correctness of the underlying 3D shape.

Besides, we notice that NeRF-based generative approaches [4, 39, 45] typically struggle to render high-resolution images with fine details due to the huge computational complexity of NeRF model [35]. Existing methods [4, 39, 45] adopt different strategies to synthesize high-resolution images. However, they all have limitations. GRAF [45] introduces a multi-scale patch-based discriminator, which causes uneven image quality and local overfitting to the last batch. pi-GAN [45] increases the resolution of the generator by sampling rays more densely, which still requires intensive memory consumption. GIRAFFE [39] combines the 3D representation with a neural rendering pipeline, which suffers from collapsed results under large pose variations. In this paper, we adopt a hybrid MLP-CNN architecture to disentangle the geometry of 3D shape from the fine details of 2D appearance. In particular, the MLP-based NeRF model [35] renders the geometry of 3D shape, and the CNN-based decoder produces fine details for 2D appearance. The structure can generate photorealistic high-resolution images while alleviating the computation-intensive problem.

Overall, our contributions are summarized as follows:

1. We identify one challenging problem of missing the geometry constraints in 3D-aware image synthesis, which leads to inconsistent images across views.

2. We propose a multi-view consistent generative model (MVCGAN) for high-quality 3D-aware image synthesis. By establishing the geometry constraints, we jointly optimize multiple views to guarantee the geometry consistency between views. Besides, we design a two-stage training strategy with the feature-level multi-view joint optimization to further improve the image quality.

3. We demonstrate the effectiveness of the proposed approach through evaluating on various datasets, i.e., CELEBA-HQ [24], FFHQ [25], and AFHQv2 [9]. Extensive experiments substantiate that MVCGAN achieves the state-of-the-art performance for 3D-aware image synthesis.

2. Related Work

Multi-view Geometry. A large number of approaches reconstruct 3D structure with multi-view geometry constraints as supervision signals, such as COLMAP [44] and ORB-SLAM [36]. In recent years, Some deep learning techniques [18, 56, 64] also combine traditional approaches [6, 10, 48] to address 3D vision problems. Inspired by the classical multi-view geometry methods [2, 6, 11, 18,
Neural Radiance Fields. Recently, using volumetric rendering and implicit function to synthesize novel views of a scene has gained a surge of interest. Mildenhall et al. [35] represent complex scenes as Neural Radiance Fields (NeRF) for novel view synthesis by optimizing an implicit continuous volumetric scene function. Due to the simplicity and extraordinary performance, NeRF [35] has been extended to plenty of variants, e.g., faster inference [17, 31, 42, 43], pose estimation [23, 30, 33, 52, 57], generalization [5, 7, 45, 49, 58], video [16, 27, 28, 40, 54], and depth estimation [53].

3D-aware Image Synthesis. Several recent works have investigated how to incorporate 3D representation into generative models [1, 13, 20, 29, 37, 38, 66]. Nguyen et al. [37] combine a strong inductive bias about the 3D world with deep generative models to learn disentangled representations of 3D objects. HoloGAN [37] provides control over the pose of generated objects through rigid-body transformations of the learned 3D features. Schwarz et al. [45] propose GRAF, a generative model radiance fields model for 3D-aware image synthesis from unposed 2D images. pGAN [4] adopts a SIREN-based neural implicit representation with periodic activation functions as the backbone of the generator. By representing scenes as compositional generative neural feature fields, GIRAFFE [39] disentangles individual objects from the background. However, these methods optimize a single view of the generated scene independently and ignore the geometry constraints between views.

3. Method

Our goal is to generate photorealistic high-resolution images with explicit control over the camera pose while maintaining multi-view consistency. We now present the main components of the proposed method. First, we briefly review the background of NeRF-based generative adversarial networks [4, 39, 45] and identify the limitations of previous methods (see Sec. 3.1). Second, we analyze the cause of the multi-view inconsistency problem and propose the image-level multi-view joint optimization to address this problem (see Sec. 3.2.1). Besides, we design a two-stage training strategy that extends multi-view optimization to the feature level to generate high-resolution images with fine details (see Sec. 3.2.2). Finally, we describe the training details in Sec. 3.3. Fig. 4 shows the framework of the proposed method.

3.1. Preliminaries

Neural Radiance Fields. Neural radiance field (NeRF) synthesizes novel views of the scene by optimizing a fully-connected network using a set of input views. The MLP network maps a continuous 5D coordinate (3D location $x$ and 2D viewing direction $d$) to an emitted color $c$ and volume density $\sigma$ [35]:

$$ (\gamma(x), \gamma(d)) \rightarrow (c, \sigma), \quad (1) $$

where $\gamma$ indicates the positional encoding mapping function. To render the neural radiance field from a viewpoint, Mildenhall et al. [35] use classic volume rendering to accumulate the output colors $c$ and densities $\sigma$ into an image.

Generative Radiance Fields. Generative neural radiance fields aim to learn a model for synthesizing novel scenes by training on unposed 2D images. Schwarz et al. [45] adopt an adversarial framework to train a generative model for radiance fields (GRAF). The generative radiance field is conditioned on a shape code $z_s$ and an appearance code $z_a$:

$$ (\gamma(x), \gamma(d), z_s, z_a)) \rightarrow (c, \sigma). \quad (2) $$

Following GRAF [45], Niemeyer et al. [39] introduce a compositional generative neural feature field (GIRAFFE). Inspired by StyleGAN [25], Chan et al. [4] instead propose periodic implicit generative adversarial networks (pi-GAN) with feature-wise linear modulation (FiLM) conditioning.

Limitations. We notice two limitations of existing approaches [4, 39, 45]. First, they do not guarantee geometry constraints between different views. Consequently, they usually suffer from collapsed results under large pose variations or have obvious inconsistent artifacts across views. Second, the rendered high-resolution images typically lack realism and fine details due to the huge computational cost of NeRF model.

3.2. Multi-view Joint Optimization

3.2.1 Image-level Multi-view Joint Optimization

Shape-radiance Ambiguity. In this part, we analyze the cause of multi-view inconsistency problem in NeRF-based generative models. We observe that optimizing the radiance...
fields from a set of 2D training images can encounter critical degenerate solutions in the absence of geometry constraints. This phenomenon is referred to as shape-radiance ambiguity [60], in which the model can fit the training images with inaccurate 3D shape by a suitable choice of radiance field at each surface point (see Fig 3). To better illustrate the shape-radiance ambiguity [60], we warp the rendered images from view 1 to view 2 based on the underlying depth and camera transformation matrix $[R, t]$ (see the details of warping process in Fig. 5 and Eq. 4). We find the warped image shows a wrong appearance, which verifies the assumption of degenerate solutions to the learned 3D shape. To avoid the shape-radiance ambiguity [60], NeRF [35] requires a large number of posed training images from different input views for the scene. However, generative radiance fields have neither annotated camera poses nor sufficient multi-view images in the training dataset. Consequently, the generative model can synthesize reasonable images in some views but produce poor renderings in other views (see Fig. 2).

Warping Process. To alleviate the shape-radiance ambiguity [60], we propose to establish multi-view geometry constraints [2,6,11,18,46,64] via the warping process between views. First, following pi-GAN [4], we adopt a style-based generator which contains a synthesis network $G_s$ (a SIREN-based [4,47] generative radiance field) and a mapping network $G_m$ (a simple MLP network with ReLU) (see Fig. 4). Given a latent code $z \in \mathbb{R}^{256}$ in the input latent space $Z$, the mapping network $G_m: Z \rightarrow W$ can produce the intermediate latent $w \in \mathbb{R}^{256}$, which controls the synthesis network $G_s$ at each layer. Second, instead of only optimizing a single view independently, we aim to optimize multiple views jointly to maintain the 3D consistency across views. As shown in the left of Fig. 4, we randomly sample two camera poses, i.e., the primary pose $\xi_{pri}$ and the auxiliary pose $\xi_{aux}$, from the pose distribution $P_{\xi}$. Taking $\xi_{pri}$ and $\xi_{aux}$ as input, the generative model $G_s$ synthesizes two views of the generated images separately: the primary image $I_{pri}$ and the auxiliary image $I_{aux}$. Then we can build geometry constraints between $\xi_{pri}$ and $\xi_{aux}$ via image warping, which reconstructs the primary view by sampling pixels from the auxiliary image $I_{aux}$. Specifically, for each point $v_{pri}$ in the

- **Figure 4.** The structure of generator $G_s$. During training, the generative radiance field network $G_s$ takes primary pose $\xi_{pri}$ and auxiliary pose $\xi_{aux}$ as input. The mapping network $G_m$ maps the input latent $z$ to intermediate latent $w$, which conditions both the generative radiance field network $G_s$ and the progressive 2D decoder $G_d$. In Stage I, we directly render primary image $I_{pri}$ and auxiliary image $I_{aux}$ with the color and density output from $G_s$. Then we perform image-level multi-view joint optimization and output a low-resolution RGB image ($64^2$). In Stage II, we instead use volume rendering to accumulate 2D feature maps at low resolution ($64^2$), and then perform multi-view optimization at the feature level. The progressive 2D decoder $G_d$ upsamples 2D feature map $F_{mix}$ to a high-resolution RGB image ($128^2, 256^2, 512^2$) for fine 2D details. During inference, only the primary pose is required without auxiliary pose (the dotted lines do not participate in inference).

- **Figure 5.** Illustration of the warping process. For each pixel $v_{pri}$ in the primary image $I_{pri}$, we first calculate the location of $v_{aux}$ (the corresponding pixel of $v_{pri}$ in the auxiliary image $I_{aux}$) based on the depth value $D(v_{pri})$ and camera transformation matrix $[R, t]$. Then we can reconstruct the pixel $v_{pri}'$ of the warped image $I_{warp}$ from the primary view using the value of pixel $v_{aux}$. We observe that the warped image has a wrong appearance, which verifies the incorrect geometry shape learned by model.
Finally, we can reconstruct the pixel $v_{aux}$ in the auxiliary image $I_{aux}$ through the stereo correspondence, and then reconstruct the pixel $v'_{pri}$ of the warped image $I_{warp}$ in primary view using the value of $v_{aux}$ (see Fig. 5). Next, we present a detailed calculation procedure of the warping process. The stereo correspondence is calculated based on the depth map $D$ of the primary image, and camera transformation matrix from $\xi_{pri}$ to $\xi_{aux}$. The depth can be rendered in a similar way as rendering the color image [12, 35]. Given the pixel $v_{pri}$ from the primary view, the depth value $D(v_{pri})$ is formulated as:

$$D(v_{pri}) = \sum_{i=1}^{N} T_i (1 - \exp(-\sigma_i \delta_i))d_i,$$

where $T_i = \exp\left(-\sum_{j=1}^{i} \sigma_j \delta_j\right)$, $\sigma_i$ is the volume density of sample $i$ (refer to [12, 35] to see more details). With the depth value $D(v_{pri})$, we can obtain the homogeneous coordinates $h_{pri}$ of pixel $v_{pri}$ in the primary camera coordinate system through perspective projection. Then the projected coordinates $h_{aux}$ in the auxiliary view can be calculated as:

$$h_{aux} = K[R,t]D(v_{pri})K^{-1}h_{pri},$$

where the camera intrinsics $K$ are known parameters and the camera transformation matrix $[R,t]$ can be calculated from the primary pose $\xi_{pri}$ and the auxiliary pose $\xi_{aux}$. Finally, we can reconstruct the pixel $v'_{pri}$ in the warped image $I_{warp}$ from the primary view using the value of pixel $v_{aux}$ (located in $h_{aux}$ of $I_{aux}$).

### Image-level Joint Optimization

After obtaining the warped image $I_{warp}$, we perform image-level multi-view joint optimization by enforcing the photometric consistency and employing a stereo mixup module (see Fig. 6). To satisfy the geometry constraints between views, we enforce the photometric consistency across views by minimizing the re-projection loss between the primary image $I_{pri}$ and the warped image $I_{warp}$. Following the common practice in image reconstruction [18, 32, 41, 51, 61, 64], we formulate the image-level re-projection loss as the combination of L1 [61] and SSIM [51]:

$$L_{ir} = (1-\mu)||I_{pri} - I_{warp}||_1 + \frac{\mu}{2}(1 - \text{SSIM}(I_{pri}, I_{warp})), \quad (5)$$

where SSIM is a perceptual metric of image structural similarity and $\mu = 0.85$ empirically. In addition to being similar to the primary image, the warped image should also look like a real image. A straightforward method is introducing two discriminators. One is to compare the warped image $I_{warp}$ with an arbitrary real image sampled from the training dataset, and the other one compares the primary image $I_{pri}$. However, introducing extra modules can increase the computation complexity. Inspired by the mixup strategy [59], we instead propose a stereo mixup module to optimize both $I_{pri}$ and $I_{warp}$ by constructing a virtual mixed image:

$$I_{mix} = \eta I_{pri} + (1-\eta)I_{warp}, \quad (6)$$

where $\eta$ is a dynamic number randomly sampled from the range of $[0,1]$ in every training iteration, and $I_{mix}$ is the input of discriminator. It is worth noting that the auxiliary pose is introduced to construct the geometry constraints, and thus only required in the training process. In the inference stage, the generative model only takes the primary pose $\xi_{pri}$ and latent code $z$ as input to generate the primary image directly.

### 3.2.2 Feature-level Multi-view Joint Optimization

In practice, we also encounter one practical challenge: NeRF-based generative models [4, 39, 45] typically struggle to render high-resolution images with fine details due to the huge computational of NeRF [35] model. To render images with both fine 2D details and correct 3D shape, we design a two-stage training strategy and extend multi-view optimization to the feature level. We begin training at a low resolution (64$^2$) in Stage I, and then increase to high resolutions (128$^2$, 256$^2$, 512$^2$) in Stage II (see Fig. 4). In Stage I, we directly render primary and auxiliary images with the color and density output from the generative radiance field network $G_s$. With the guidance of geometry constraints, we perform image-level multi-view joint optimization to enhance the geometric reasoning ability of the model. In Stage
II, to alleviate the computation-intensive problem of rendering high-resolution images, we instead train the model via feature-level multi-view optimization for better visual quality. First, we adopt a hybrid MLP-CNN architecture to disentangle the geometry of 3D shape from fine details of 2D appearance. Then we generalize volume rendering [39] to the feature level by rendering 2D primary feature map \( F_{\text{mix}} \) at low resolution (64\(^2\)):

\[
F_{\text{pri}} = \sum_{i=1}^{N} T_i (1 - \exp(-\sigma_i \delta_i)) f_i, \quad (7)
\]

where \( f_i \in \mathbb{R}^{256} \) is the feature before the final layer of \( G_s \), and other symbols are defined in Eq. 3. The auxiliary feature map \( F_{\text{aux}} \) is rendered in the same way as \( F_{\text{pri}} \), and the warped feature map \( F_{\text{warp}} \) can be obtained through the warping process. Second, we perform multi-view feature-level joint optimization on low-resolution feature maps (64\(^2\)). To enforce the geometry consistency in the feature space, we take the implicit diversified Markov Random Fields (MRF) loss [50] as the feature-level reprojection loss:

\[
L_{fr} = L_{mr}(F_{\text{pri}}, F_{\text{warp}}), \quad (8)
\]

which can encourage the model to capture high-frequency geometry details [15]. Then the stereo mixup mechanism is also applied to the 2D feature maps: \( F_{\text{mix}} = \eta F_{\text{pri}} + (1 - \eta) F_{\text{warp}} \). Third, we increase the resolution with a style-based 2D decoder [25] \( G_d \), which takes \( F_{\text{mix}} \) as input and then upsamples to high-resolution RGB image (see Fig. 7). The 2D decoder \( G_d \) is conditioned by the mapping network \( G_m \) through adaptive instance normalization (AdaIN) [14, 22, 25]. As training progresses, we adopt the progressive growing strategy to grow the generator for higher resolution [24]. When new layers are added to \( G_d \), we use skip connections to fade the inserted layers smoothly to stabilize and speed up the training process [24, 26].

### 3.3. Training Details

We use a progressive growing convolutional discriminator \( D_{\theta} \) to compare the fake image produced by generator \( G_{\theta} \) and real image \( I \) sampled from the training data with distribution \( p_D \). We train MVCGAN using a non-saturating GAN objective with \( R_1 \) gradient penalty [34] and the proposed geometry-constrained objective \( L_{re} \) as the total loss:

\[
\begin{align*}
\mathcal{V}(\theta, \phi) &= \mathbb{E}_{z \sim p_z, \xi_{\text{pri}}, \xi_{\text{aux}} \sim p_{\xi}} [f(D_{\phi}(G_{\theta}(z, \xi_{\text{pri}}, \xi_{\text{aux}})))] \\
&+ \mathbb{E}_{I \sim p_D} [f(-D_{\phi}(I))] - \lambda \|\nabla D_{\phi}(I)\|^2 + L_{re}, \\
\end{align*}
\]

(9)

where \( f(t) = -\log(1 + \exp(-t)) \), \( L_{re} = L_{ir} \) for Stage I (see Eq. 5), \( L_{re} = L_{fr} \) for Stage II (see Eq. 8), and \( \lambda = 10 \). More implementation details can be found in the supplementary material.

### 4. Experiments

#### 4.1. Experimental Settings

**Datasets.** We conduct experiments on three widely-used high-resolution image datasets: CELEBA-HQ [24], FFHQ [25], and AFHQv2 [9]. We choose the cat face images in the AFHQv2 [9] dataset to conduct experiments for a fair comparison with previous works [4, 39, 45].

|             | CELEBA-HQ | FFHQ    | AFHQv2 |
|-------------|-----------|---------|---------|
| GRAF [45]   | 47.5      | 57.7    | 67.2    |
| pi-GAN [4]  | 39.7      | 41.8    | 38.1    |
| GIRAFFE [39]| 36.0      | 36.2    | 34.6    |
| Ours        | **11.8**  | **12.9**| **13.7**|

Table 1. Quantitative comparison. We calculate FID between 20,000 generated and real images.

For quantitative comparison, we report Frechet Inception Distance (FID) [21] to evaluate image quality. We compare our approach against three state-of-the-art 3D-aware image synthesis methods: GRAF [45], GIRAFFE [39] and pi-GAN [4]. As shown in Tab. 1, our method consistently outperforms other methods [4, 39, 45] on all datasets [9, 24, 25] by a large margin. We also visualize the generated images on FFHQ [25] and AFHQv2 [9] datasets for qualitative comparison. As illustrated in Fig. 8, we render images from a wide range of viewpoints. We observe that GRAF [45],
GIRAFFE [39] and pi-GAN [4] either fail to synthesize reasonable results under large view variations or have obvious multi-view inconsistent artifacts. By comparison, our method achieves the best performance both in visual quality and multi-view consistency. Please refer to the supplementary material for more visualization results.

4.3. Ablation Studies

**Image-level and Feature-level Optimization.** We conduct ablation studies to help understand the individual contributions of image-level and feature-level multi-view joint optimization. From Fig. 10 (a), we observe that the generated
images maintain the multi-view consistency under poses variations (FID=22.5), indicating the image-level optimization can guide the model to learn a reasonable 3D shape. With feature-level optimization (see Fig. 10 (b)), our approach can further improve the visual quality of generated images with fine 2D details (FID=13.7).

**Shape-detail Disentanglement.** Besides, we design a style mixing experiment to study what kinds of representations the generative radiance field $G_s$ and progressive 2D decoder $G_d$ learn respectively. Specifically, we input two latent codes $z_A$ and $z_B$ into the mapping network $G_m$, and obtain the corresponding intermediate latent $w_A$, $w_B$ in $W$ space. Then we can generate style mixing images by applying $w_A$ and $w_B$ to control the different parts of the generator ($G_s$ and $G_d$). As shown in Fig. 11, we observe that controlling $G_s$ changes the 3D shape (identity and pose) while controlling $G_d$ changes 2D appearance details (colors of skins, hair, and beard). The results verify that the hybrid MLP-CNN architecture can disentangle the geometry of 3D shape from fine details of 2D appearance.

**Style Interpolation.** We also conduct the style interpolation experiments to investigate the intermediate latent $w$ learned by the mapping network $G_m$. Given two generated images, we perform linear interpolation both in the intermediate latent space $W$ and the camera pose space. As illustrated in Fig. 9, the smooth transition of both pose and appearance demonstrates that our model learns semantically meaningful intermediate latent space $W$.

5. Conclusion and Discussion

We present a multi-view consistent generative model (MVCGAN) for 3D-aware image synthesis. The key idea underpinning the proposed method is to enhance the geometric reasoning ability of the generative model by introducing geometry constraints. Extensive experiments demonstrate that MVCGAN achieves the state-of-the-art performance for 3D-aware image synthesis.

**Limitations and future work.** In this paper, our method mainly focuses on single-object scenes with simple backgrounds, and does not work well in multi-object and complex background-attached scenes (see Fig. 12). To extend to the scenarios with complex background and multiple objects, one possible way is to learn a compositional radiance field that can model the foreground and background separately [55]. To render the whole scene, the geometry relationships between foreground objects and the background can be established by combing depth maps and occlusion maps. In the future, we will incorporate extra image annotations to handle more complex real-world scenarios.
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