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Abstract—Reconfigurable intelligent surfaces (RISs) are envisioned to be a disruptive wireless communication technique that is capable of reconfiguring the wireless propagation environment. In this paper, we study a free-space RIS-assisted multiple-input single-output (MISO) communication system in far-field operation. To maximize the received power from the physical and electromagnetic nature point of view, a comprehensive optimization, including beamforming of the transmitter, phase shifts of the RIS, orientation and position of the RIS is formulated and addressed. After exploiting the property of line-of-sight (LoS) links, we derive closed-form solutions of beamforming and phase shifts. For the non-trivial RIS position optimization problem in arbitrary three-dimensional space, a dimensional-reducing theory is proved. The simulation results show that the proposed closed-form beamforming and phase shifts approach the upper bound of the received power. The robustness of our proposed solutions in terms of the perturbation is also verified. Moreover, the RIS significantly enhances the performance of the mmWave/THz communication system.

Index Terms—Reconfigurable intelligent surface, intelligent reflecting surface, far-field, closed-form beamforming and phase shifts, position optimization, millimeter wave communication.

I. INTRODUCTION

In recent years, wireless communication has witnessed great success in various aspects such as rate, stability and security. However, most of the existing techniques mainly rely on the transceiver design at both the transmitter and the receiver. The wireless propagation environment is left untouched. Unfortunately, the propagation loss and multi-path fading deteriorate the communication performance. Due to the rapid development of radio frequency (RF), microelectromechanical systems (MEMS) and metamaterial, a metasurface called reconfigurable intelligent surface (RIS) [1], [2] has attracted a lot of attention. In [3], a new wireless communication paradigm based on the concept of RIS was proposed, which can adaptively tune the propagation environment. The benefits and challenges were discussed in [4].

A RIS is composed of an array of low-cost passive reflective elements, each of which can be controlled by a control loop to re-engineer the electromagnetic wave (EM) including steering towards any desired direction full absorption, polarization manipulation. The EM programmed by many reflective elements can be integrated constructively to induce remarkable effect. Unlike relay which requires active radio frequency (RF) chains, the RIS is passive because it does not adopt any active transmit module (e.g., power amplifier) [5]. Hence, the RIS is more energy efficient than the relay scheme.

Due to the above appealing features, RIS-assisted communication systems have been studied extensively. For example, owing to low-cost and passive reflecting elements, RIS can achieve high spectrum and energy efficiency for future wireless networks [6]. The joint design of beamforming and phase shifts was also investigated in various communication scenarios. The contributions in [7]–[10] showed that the RIS offers performance improvement and coverage enhancement in the single-user multiple-input single-output (MISO) system. In downlink multi-user MISO case, the advantages of introducing RISs in enhancing the cell-edge user performance were confirmed in [11]. Employing RISs to wireless information and power transfer (SWIPT) system in multi-user MIMO scenarios was shown to beneficially enhance the system performance in terms of both the link quantity and the harvested power [12]. The advantages of introducing RIS were demonstrated in a secure multigroup multicast MISO communication system in [13]. To minimize the symbol error rate (MSER) of an RIS-assisted point-to-point multi-data-stream MIMO wireless communication system, the reflective elements at the RIS and the precoder at the transmitter were alternately optimized in [14]. With the assistance of RISs, secrecy communication rate i.e., physical layer security can be significantly improved [15], [16]. The work of [17] examined the performance gain achieved by deploying an RIS in covert communications. RIS was proposed to create friendly multipaths for directional modulation (DM) such that two confidential bit streams (CBSs) can be transmitted from Alice to Bob in [18].

The important theoretical performance like ergodic spectral efficiency, symbol error probability, and outage probability was analysed and optimized in [10], [11], [19]. The channel estimation in the RIS-assisted scenario was studied in [20],...
[21]. More realistic limits like discrete phase-shift and phase-dependent amplitude were considered in [22]. The authors in [23] proposed a reflective modulation (RM) scheme for RIS-based communications, utilizing both the reflective patterns and transmit signals to carry information.

However, the above papers applied simple mathematical models that regard the reflective elements of RIS as a diagonal matrix with phase shifts values, leading to relatively simplified algorithm designs and performance predictions. There are some existing works that have studied the physical and electromagnetic models of the RIS in free space [24]–[27]. The responses of RISs to the radio waves were studied and based on this, physical and electromagnetic path loss models in free space was established. The works showed that the path loss model in near-field/far-field scenarios are of two kinds, depending on the distance between the RIS and the transmitter/receiver. In the far-field condition, the spherical wave generated by the transmitter can be approximately regarded as a plane wave [28]. Thus it is more tractable for theoretical analysis. The proposed free-space path loss model in [26], which is first validated through extensive simulation results, revealed the relationships between the free-space path loss of RIS-assisted wireless communications and the distances from the transmitter/receiver to the RIS, the size of the RIS, the near-field/far-field effects of the RIS, and the radiation patterns of antennas and unit cells. Moreover, the analytical model matches quite well with the experiments in a microwave anechoic. Therefore, we apply the tractable and reliable path loss model proposed in [26] to our work.

In this paper, we consider a far-field RIS-assisted MISO wireless communication system in free space. The RIS-assisted free-space communication has been applied in many important scenarios, mainly in the field of UAV network [29], [30] and mmWave transmission [31], [32], which have been both spotlighted as next-generation communications. To achieve the performance limit of this system from the physical and electromagnetic points of view, a comprehensive optimization, including beamforming of the transmitter, phase shifts of the RIS and placement of the RIS, is formulated and addressed.

Our main contributions are summarized as follows:

1) The comprehensive optimization problem of far-field RIS-assisted wireless communication in free space, considering the physical and electromagnetic nature of RIS, is formulated. By exploiting the propagation property of electromagnetic wave in free space, under the principle of phase alignment and maximum ratio transmission, we derive closed-form solutions of beamforming and phase shifts to maximize the received power. Due to the extreme accuracy of the approximation technology, the performance of the closed-form solutions approaches the upper bound of the received power, verified in simulation part. Besides, the robustness of the proposed solutions in terms of the position perturbation of RIS is verified. It is also found that the optimal orientation of RIS is just to perform specular reflection. Moreover, a design principle of manufacturing the RIS is provided to countervail the deteriorating path loss of high-frequency electromagnetic wave.

2) In order to reap full advantage brought by RIS, the problem of where to place an RIS in an arbitrary three-dimensional space is discussed. By excavating the quasi-convex property of the objective function, we demonstrate that the optimal position is always on the boundary of the two-dimensional area of interest. Then the theorem is naturally extended to arbitrary three-dimensional space. This work provides the theoretical basis of essentially reducing the dimension of the area of interesting. The simulation results show that the significant received power gain can be achieved, owing to the assistance of the RIS at optimal position.

The remainder of this paper is organized as follows. In Section II, we describe the system model of RIS-assisted wireless communication. After considering the physical and electromagnetic nature of the RIS, a joint optimization problem is formulated under far-field approximations. We propose the closed-form beamforming and phase shifts, as well as the optimal orientation of the RIS in Section III. Based on above, a reduced-dimension theory for finding the optimal position in the feasible space is proved in Section IV. Moreover, several important extensions of the aforementioned works are discussed in Section V. The proposed comprehensive scheme is numerically evaluated in Section VI. Finally, we draw conclusions in Section VII.

Notations: Boldface lower case and upper case letters denote vectors and matrices, respectively. $(·)^H$ denotes the conjugate and transpose operation and $(·)^*$ denotes the conjugate operation. $\mathbb{C}^{x\times y}$ denotes the space of $x \times y$ complex matrices. $\mathbb{E}\{·\}$ represents expectation operation. $\|·\|$ denotes 2-norm. $\text{diag}(·)$ denotes a diagonal matrix whose diagonal elements are given by the corresponding vector. $\sigma_{\text{max}}(·)$ represents the maximum singular value of a matrix. $\angle$ represents the element-wise taking angle operation.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a multiple-input single-output (MISO) system where a RIS is deployed to assist in the wireless communication from the transmitter to the receiver, as illustrated in Fig. 1. The transmitter is equipped with $N$ antennas, forming uniform linear array (ULA) while the user is equipped with a single antenna. In this scenario, the direct link between the transmitter and the receiver is blocked and the RIS is placed to provide a line-of-sight (LoS) link. The symmetric and regular RIS consists of $L$ reflective elements with $N_f$ rows and $M_f$ columns. The length of the single reflective element is denoted as $d_x$ and the width is denoted as $d_y$. For simple notations, the RIS, the transmitter, and the receiver are denoted as I, T, and R, respectively.

Let us define $H_{TI}^H \in \mathbb{C}^{L \times N}$ as the channel between the transmitter and the RIS and $h_{TR}^H \in \mathbb{C}^{1 \times L}$ as the channel between the receiver and the RIS. Using the amplitude and
phase to represent the plural element, the channels are given by

\[
H_{TI}^H = \begin{bmatrix}
   a_{TI,1,1}e^{j\theta_{TI,1,1}} & \cdots & a_{TI,1,N}e^{j\theta_{TI,1,N}} \\
   \vdots & \ddots & \vdots \\
   a_{TI,L,1}e^{j\theta_{TI,L,1}} & \cdots & a_{TI,L,N}e^{j\theta_{TI,L,N}}
\end{bmatrix},
\]

(1a)

and

\[
h_{IR}^H = [a_{IR,1}e^{j\theta_{IR,1}}, \cdots, a_{IR,L}e^{j\theta_{IR,L}}].
\]

(1b)

Note that, in the LoS link, the channel element is mainly related to the position relationships of the communication parties. For example, \( a_{TI,p,q}c^{j\theta_{TI,p,q}} \) is determined by the distance from the \( p \)-th antenna of \( T \) to the \( q \)-th reflective element directly. The establishment of the geometric model between communication parties is important. After selecting a coordinate system and choosing the center point of the transmitter/receiver and the RIS as reference points, we represent the positions of \( T, I, \) and \( R \) by vector \( r_T, r_I, \) and \( r_R \) respectively. Let \( \xi \) denote the orientation of RIS. It is embodied in the elevation angle and the azimuth angle from \( T \) to \( I \) (denoted as \( \theta_t \) and \( \varphi_t \) respectively), and the elevation angle and the azimuth angle from \( R \) to the \( I \) (denoted as \( \theta_r \) and \( \varphi_r \) respectively). Tuning the orientation of the RIS purposely means adjusting the RIS-related angles \( (\theta_t, \varphi_t, \theta_r, \) and \( \varphi_r) \) under geometric limitations, as illustrated in Fig. 2(a). When representing the position of the \( q \)-th reflective element as \( r_{I,q} \), the centre point of the \( q \)-th reflective element is chosen as the reference point. In the same manner, \( r_{T,p} \) is used to denote the position of the \( p \)-th antenna of \( T \). Fig. 2(b) depicts the positional relationship between the transmitter and the RIS. The geometrical relationship between the receiver and RIS is a simplification of it, thus omitted here. The position relationship between the elements and the RIS can be represented by a function as \( r_{I,q} = f(r_T, \xi, q) \). The function \( f \) is determined by the shape and size of the RIS. Similarly, \( r_{T,p} = g(r_T, p) \), \( g \) is a function determined by the direction of the ULA and the antenna spacing \( \Delta d_T \). Let \( \Delta d_{T,p} \) denote the distance between the \( p \)-th antenna and the reference point of \( T \), given by

\[
\Delta d_{T,p} = (N + 1 - p)\Delta d_T, \; p = 1 \cdots N.
\]

(2)

The distance from the \( p \)-th antenna element to the \( q \)-th RIS reflective element denoted by \( d_{TI,p,q} \) can be expressed as

\[
d_{TI,p,q} = |r_{I,q} - r_{T,p}|, \; p = 1 \cdots N, \; q = 1 \cdots L.
\]

(3)

It should be noticed that the rule of numbering sequence for antennas of \( T \) or elements of RIS is flexible and has no impact on the results we concerned.

In such a MISO system, the useful message \( x \) is sent from \( T \) to \( R \), which is normalized such that \( \mathbb{E}\{x^Hx\} = 1 \). Besides, they are multiplied by the beamforming vector \( v = (v_1, v_2, \cdots, v_N) \) with the power limit \( P_t \) (\( v^Hv \leq P_t \)). In order to combine with the physical path loss model hereinafter, \( P_t \) accounts for the signal power in the linear domain at unit distance. The phase-shift matrix of the RIS, representing the properties of the RIS, is denoted by \( \Theta = \text{diag}(\theta) \in \mathbb{C}^{L \times L} \) and \( \Theta = [\theta_1, \theta_2, \cdots, \theta_L] \). The elements in \( \Theta \) satisfy the condition \( \theta_k \theta_q = 1 \), \( q = 1, \cdots, L \). Equivalently, \( \theta_q = e^{j\phi q} \) with \( \phi_q \) is a real number.

The useful power of the received signal can be expressed by

\[
P_r = |h_{IR}^H \Theta H_{TI}^H v|^2.
\]

(4)

B. Physical and Electromagnetic Perspectives

In this subsection, we shall express the far-field amplitude gain and phase change of the RIS link from physical and electromagnetic perspectives. The parameters mentioned in this subsection are explained in Table I.

In far-field operation, the length/width of the RIS is much smaller than the distances of communication parties. According to the propagation principle of electromagnetic wave, the amplitude gains from different antenna elements to different RIS elements can be assumed the same.

\[
a_{TI,p,q} \approx a_{TI}, \; a_{IR,q} \approx a_{IR}, \; p = 1 \cdots N, \; q = 1 \cdots L.
\]

(5)

This kind of approximation is named far-field amplitude approximation. Since it’s irrational to divide the effectiveness of RIS by \( a_{TI} \) or \( a_{IR} \), the joint term \( a_{T1IR} \) is defined to represent the final amplitude gain from the transmitter to the receiver through individual reflective element of the RIS\(^1\).

Let us concretize \( a_{T1IR} \). Referring to the electric fields model described in [26], we have

\[
a_{T1IR} = \sqrt{\frac{|E_r|^2}{2\pi 0}} A_r = \frac{Z_0G_1G_2d_xd_yF(\theta_1, \varphi_1)F(\theta_r, \varphi_r)\Delta^2 d_{T1}^2 d_{IR}^2 G_r \lambda^2}{16\pi^2 Z_0}
\]

\[
= \frac{G_r G_2d_xd_y\lambda^2 F(\theta_1, \varphi_1)F(\theta_r, \varphi_r)\Delta^2}{64\pi^3 d_{T1} d_{IR}^{-1}} \leq \delta_{T1IR} d_{T1} d_{IR}^{-1}.
\]

\(^1\)The amplitude gain is actually a combination of channel gain and antenna gain.
Fig. 2. Geometrical model of the RIS-assisted free-space wireless communication system. (a) Angular relationships between the incident/reflected wave and the orientation of RIS. (b) Positional relationships between the ULA of the transmitter and reflective elements of the RIS.

**TABLE I**

### NOTATIONS ABOUT PHYSICAL AND ELECTROMAGNETIC FACTORS

| Symbol | Definition |
|--------|------------|
| $Z_0$  | The characteristic impedance of the air |
| $G_t$  | Antenna gain of the transmitter |
| $G$    | Gain of the RIS |
| $F$    | Normalized power radiation pattern |
| $\mu_{TI}$ | The complement angle of the DOA of the RIS at the transmitter |
| $\theta_t$ | The elevation angle from the reference point of the RIS to the transmitter |
| $\varphi_t$ | The azimuth angle from the reference point of the RIS to the transmitter |
| $\theta_r$ | The elevation angle from the reference point of the RIS to the receiver |
| $\varphi_r$ | The azimuth angle from the reference point of the RIS to the receiver |
| $\Gamma$ | The reflection coefficient of the RIS |
| $A_t$  | The aperture of the transmit antenna |
| $A_r$  | The aperture of the receive antenna |
| $E_r$  | The electric field intensity of the received signal |

Note that normalized power radiation pattern of the RIS is denoted as $F(\theta_t, \varphi_t)F(\theta_r, \varphi_r)$. The general normalized power radiation pattern of a single reflective element is in the form of

$$
F(\theta_t, \varphi_t) = \begin{cases} 
\cos^k \theta_t & \text{if } \theta_t \in \left[0, \frac{\pi}{2}\right], \varphi_t \in [0, 2\pi] \\
0 & \text{otherwise}
\end{cases}
$$

(7a)

$$
F(\theta_r, \varphi_r) = \begin{cases} 
\cos^k \theta_r & \text{if } \theta_r \in \left[0, \frac{\pi}{2}\right], \varphi_r \in [0, 2\pi] \\
0 & \text{otherwise}
\end{cases}
$$

(7b)

where $k \geq 0^2$. Thus, turning a RIS at a fixed position impacts the amplitude gain $a_{TI,R}$. Fig. 2(a) illustrates this problem. From above, the amplitude gain of the RIS is essentially a function of the position and orientation of the RIS.

We now turn the attention to the phase changes of the EM in the RIS link. The phase changes in the channel $H_{TI}$ are equivalently written as

$$
\theta_{TI,p,q} = 2\pi \frac{d_{TI,p,q}}{\lambda} \pm 2\pi \frac{d_{TI} + \Delta d_{TI,p,q}}{\lambda},
$$

(8a)

$$
\theta_{IR,q} = 2\pi \frac{d_{IR,p}}{\lambda} \pm 2\pi \frac{d_{IR} + \Delta d_{IR,q}}{\lambda},
$$

(8b)

where $\lambda$ is the carrier wavelength. Because the size of the reflective element and the antenna element separation is the same order or sub-order of the carrier wavelength, unlike amplitude gains, different phase changes can’t be assumed to be the same. However, in far-field operation, a tight distance approximation is suitable to apply, which is shown at the top of next page. In the formula (9), $\theta_{t,p}/\varphi_{t,p}$ represents the elevation/azimuth angle at the RIS from the $p$-th transmitting antenna to the RIS. $m_q$ is the index number of columns of the $q$-th element and $n_q$ is the index number of rows of the $q$-th element. It needs to be mentioned that there are $\sin(\cdot)$ functions instead of $\cos(\cdot)$ functions in existing works [33], [34] due to the use of the supplementary angle. This kind of approximation is named far-field phase approximation.

2The form $\cos^k$ can be used to match the normalized power radiation pattern of different unit cell and antenna designs with an appropriate $k$ [28].
\[ \Delta d_{TT,p,q} = d_{TT,p,q} - d_{TT,p,0} + d_{TT,p,0} - d_{TT} \]
\[ \approx d_{TT,p,q} - d_{TT,p,0} + \Delta d_{TT,p} \cos \mu_{TT} \]
\[ \approx -\sin \theta_{t,p} \cos \varphi_{t,p} (m - \frac{M_{I} + 1}{2}) dx - \sin \theta_{t,p} \sin \varphi_{t,p} (n - \frac{N_{I} + 1}{2}) dy + \left( \frac{N + 1}{2} - p \right) \Delta d_{T} \cos \mu_{TT} \]
\[ \Delta d_{IR,q} = d_{IR,q} - d_{IR} \approx -\sin \theta_{t} \cos \varphi_{t} (m - \frac{M_{I} + 1}{2}) dx - \sin \theta_{t} \sin \varphi_{t} (n - \frac{N_{I} + 1}{2}) dy . \]  

In more details, approximation (a) requires \( d_{TT} \gg \Delta d_{TT,p} \), similar to the traditional MIMO model [35]. Approximation (b) is based on the formula eq. 32 in [26], which requires \( d_{TT} \gg \sqrt{n_{x}^{2}d_{x}^{2} + n_{y}^{2}d_{y}^{2}} \). We assume that the elevation/azimuth angles at the RIS from different antennas of the transmitter are identical, deriving approximation (c). This assumption is reasonable when \( d_{TT} \gg \Delta d_{TT,p} \). As a conclusion, The conditions of far-field approximation are summarized as follows

\[ d_{TT} \gg N \Delta d_{T}, d_{TT} \gg L \sqrt{d_{x}^{2} + d_{y}^{2}}, d_{IR} \gg L \sqrt{d_{x}^{2} + d_{y}^{2}} . \]  

C. Problem Formulation

From above, we can see that the channel gain and phase changes are both tightly related to the position and the orientation of the RIS. Some existing works, considering a fixed RIS, have designed the beamforming vector \( \mathbf{v} \) and the phase-shift matrix \( \Theta \) jointly to improve the received power, namely the information achievable rate. In this paper, the position of the RIS \( r_{1} \) and the orientation of the RIS \( \xi \) are also under-determined variables, thus they can be utilized to further enhance the received power. Considering practical limitations, the joint optimization problem of RIS-assisted wireless communication is given by

\[ (P1) : \max_{\mathbf{v}, \Theta, r_{1}, \xi} \quad P_{r} \]
\[ \quad \text{s. t.} \quad \mathbf{v}^{H} \mathbf{v} \leq P_{t} \]
\[ \Theta \in \mathbb{B} \]
\[ \{r_{1}, \xi\} \in S_{0} \]
\[ r_{1} \in S_{1} \cap S_{2} , \]  

where \( S_{0} \) is a set that guarantees the EM to propagate from T to R through the RIS directly, which is specified by application environment. In more details, it is determined by the relative positional relationship of communication parties, obstacles and the orientation of RIS. \( S_{1} \) can be expressed as \( (d_{TT} \geq r_{0}) \cap (d_{IR} \geq r_{1}) \). \( r_{0} \) and \( r_{1} \) are the minimum distance to guarantee the far-field condition, respectively. \( S_{2} \) is the feasible area that the RIS can be fixed at. Herein, we denote the feasible set of \( \Theta \) as \( \mathbb{B} \) here. Without loss of generality, we assume that the antennas in T and R are omni-directional.

The problem (P1) is a joint optimization of four variables, and it is challenging to solve directly. In the following, we devote to solving it by two phases. In the first phase, we assume \( r_{1} \) is fixed, and the closed-form global optimal solutions of \( \Theta \) and \( \mathbf{v} \) as well as the optimal \( \xi \) are proposed. In the second phase, based on the optimal solutions of the other three variables for a fixed \( r_{1} \), the problem (P1) become an unalutated position optimizing problem (P2). Substituting the optimal position of (P2) back to the optimal \( \Theta \) and \( \mathbf{v} \) and \( \xi \), which can be treated as functions of \( r_{1} \), the global optimal solutions of (P1) are all concretized. Note that, the sub-optimization problems in each phase can also be viewed as meaningful independent works.

III. Optimal Strategy with a Fixed RIS

To decouple the solutions of \( \Theta \), \( \mathbf{v} \), \( \xi \) with \( r_{1} \) in problem (P1), we consider a fixed RIS in this section. We find that the \( \Theta \) and \( \mathbf{v} \) are coupled with each other, but irrelevant to \( \xi \). In addition to derive optimal solutions of \( \Theta \), \( \mathbf{v} \) and \( \xi \), we propose an anti-decay designing principle of manufacturing RIS for free-space THz communication.

A. Optimal \( \Theta \) and \( \mathbf{v} \)

The solutions of \( \Theta \) and \( \mathbf{v} \) for the fixed RIS can be obtained using the iterative method proposed in [7]. However, it’s challenging to solve the joint optimization problem (P1) based on it. Herein, by exploiting the tightly coupled property of channel elements in the free space, we provide the analytic and optimal solutions of \( \Theta \) and \( \mathbf{v} \).

3If we consider the directional antenna, only placing the RIS in the main lobe is meaningful. Let \( S_{3} \) denotes the area in the main lobe. Therefore, a new restriction \( r_{1} \in S_{3} \) should be added to (P1).

4However, since we focus on far-field communications, the channels have been already approximated according to the far-field approximations in (P1). Therefore, the global optimal solutions of (P1) are near-optimal to the primal problem without approximations.
For any given $\Theta$, it is widely known that maximum-ratio transmission (MRT) is the optimal transmit beamforming to maximize the received power [7], i.e.,

$$
\mathbf{v}^* = \frac{\sqrt{P_t}}{|\mathbf{H}_{TR}^H \mathbf{H}_{TT}^H|}.
$$

(12)

Applying the optimal $\mathbf{v}^*$, the received power can be expressed by

$$
P_r = |\mathbf{H}_{TR}^H \mathbf{H}_{TT}^H|^2 P_t.
$$

(13)

According to the far-field gain approximation and far-field phase approximation, the channel matrix $\mathbf{H}_{TT}^H$ can be rewritten as

$$
\mathbf{H}_{TT}^H = a_{TT} e^{j \frac{2\pi}{\lambda} d_{TT}^T} \mathbf{a}^T,
$$

(14a)

$$
a = [e^{j \frac{2\pi}{\lambda} \Delta d_{TT}^T}, e^{j \frac{2\pi}{\lambda} \Delta d_{TT}^T}, \ldots, e^{j \frac{2\pi}{\lambda} \Delta d_{TT}^{T, L}}],
$$

(14b)

$$
b = [e^{j \frac{2\pi}{\lambda} \Delta d_{TT}^T}, e^{j \frac{2\pi}{\lambda} \Delta d_{TT}^T}, \ldots, e^{j \frac{2\pi}{\lambda} \Delta d_{TT}^{T, N}}].
$$

(14c)

To maintain the uniform, we rewrite the $\mathbf{H}_{TR}^H$ as

$$
\mathbf{H}_{TR}^H = a_{TR} e^{j \frac{2\pi}{\lambda} d_{TR}^T} \mathbf{c}^T,
$$

(15a)

$$
c = [e^{j \frac{2\pi}{\lambda} \Delta d_{TR}^T}, e^{j \frac{2\pi}{\lambda} \Delta d_{TR}^T}, \ldots, e^{j \frac{2\pi}{\lambda} \Delta d_{TR}^{T, L}}].
$$

(15b)

After substituting them into (13), the new form of the received power is given by

$$
P_r = a_{TT} a_{TR} |\mathbf{c}^T \Theta \mathbf{a}^T|^2 P_t
$$

$$
= a_{TT} a_{TR} \| \Theta^{diag}(\mathbf{c}^T) \mathbf{a} \|^2 P_t
$$

$$
= a_{TT} a_{TR} \| \Theta \mathbf{d} \|^2 P_t = a_{TT} a_{TR} N(\Theta^T \mathbf{d})^2 P_t,
$$

(16)

with

$$
\mathbf{d} = [e^{j \frac{2\pi}{\lambda} \Delta d_{TT}^T}, e^{j \frac{2\pi}{\lambda} \Delta d_{TR}^T}, \ldots, e^{j \frac{2\pi}{\lambda} \Delta d_{TT}^{T, L}}].
$$

(17)

Hence, the optimal $\Theta$ to maximize the received power is

$$
\Theta^* = \mathbf{d}^*.
$$

(18)

More clearly, considering the expressions of $\Delta d$ terms in (9), the optimal phase shift of reflective element $q$ is designed as

$$
\phi_q^* \triangleq \frac{2\pi}{\lambda} \left( (\sin \theta_t \cos \varphi_t + \sin \theta_r \cos \varphi_r)(m_q - \frac{M_t + 1}{2}) dx 
+ (\sin \theta_t \sin \varphi_t + \sin \theta_r \sin \varphi_r)(n_q - \frac{N_t + 1}{2}) dy \right).
$$

(19a)

$$
\theta_q^* = e^{j \phi_q^*}.
$$

(19b)

With the closed-form $\Theta^*$, the decoupled analytic solution of $\mathbf{v}^*$ is given by

$$
\mathbf{v}^* = \frac{\sqrt{P_t}}{\sqrt{N}} \mathbf{b}^*.
$$

(20)

More clearly, considering the expressions of $\Delta d$ terms in (9), the $p$-th element of $\mathbf{v}$ is designed as

$$
v_p^* = \frac{\sqrt{P_t}}{\sqrt{N}} e^{j \frac{2\pi}{\lambda} (\frac{M_t + 1}{2} - p) \Delta d_T \cos \mu_T}.
$$

(21)

Under the proposed closed-form beamforming and phase shifts, the optimal received power becomes

$$
P_r = NL^2 a_{TT} a_{TR}^2.
$$

(22)

As seen, the growth of the received power follows a $N$ scaling with the antenna elements and $L^2$ scaling with the reflective elements, which has been recognized in several recent works [4], [27].

The optimal received power can be expended as

$$
P_r = (L \lambda)^2 G_G G_d d_u F(\theta_t, \varphi_t) F(\theta_r, \varphi_r) \frac{(\lambda_d^T \mathbf{a}^T \mathbf{d})^2}{4 a_{TT} a_{TR}^2 N} P_t,
$$

(23)

where $a_{IRS}$ denotes the total area of the RIS. The formula (23) indicates an anti-decay designing principle of manufacturing RIS for mmWave/THz communication in free space. To maintain the the received power as the frequency of carrier wave increases, the RIS must manufactured according to the wavelength. In more details, there are two alternatives: One is when the area of total RIS is limited, the size of the reflective element should be in a fix proportional to the carrier wavelength. The other is when the area of reflective element is fixed, the number of the reflective elements is in a fixed inverse ratio to the carrier wavelength.

B. Optimal Orientation of the RIS

As mentioned before, the orientation of the RIS can be adjusted to improve the received power via maximizing $F(\theta_t, \varphi_t) F(\theta_r, \varphi_r)$. The optimal value is denoted as $F^*$ hereinafter. Due to large distances between the RIS and communication parties in the far-field case, it’s reasonable to treat all reflective elements as the reference point of the RIS when calculating $F^*$. As illustrated in Fig. 2(a), the problem of turning a RIS to reap the max gain is organized as

$$
\max_{\theta_t, \theta_r} F(\theta_t, \varphi_t) F(\theta_r, \varphi_r)
$$

s. t. $\theta_t \in (0, \frac{\pi}{2})$

$\theta_r \in (0, \frac{\pi}{2})$

$0 \leq \theta_t + \theta_r \leq 2\pi - \theta_0.$

(24)

It is found that when $\theta_t = \theta_r = \frac{\theta_0}{2}$, the objective function in (24) reaches the max value, denoted as $F^*$, which is given by

$$
F^* = \frac{\cos^2 \frac{\theta_0}{2}}{4 (d_T^2 - d_R^2 + d_T^2)}.
$$

(25)

From the above, the optimal orientation $\xi$ is just to make the RIS perform specular reflection, that is, the incident signal is mainly reflected towards the mirror direction ($\theta_r = \theta_t$). It is worth mentioned that this result in the MISO system is consistent with the counterpart in the SISO system [26].
IV. Optimal position of the RIS

In this section, jointly with the optimal solutions of $\Theta$, $v$, $\xi$, we aim to study the optimal position of the RIS in problem (P1).

As the objective function to optimize the position of the RIS, the maximum receiver power (23) is simplified as

$$P_r = NL^2 \frac{\delta^2_{TIR}}{F^*} d^2_{TIR} - d^2_{TIR} = NL^2 \frac{\delta^2_{TIR}}{F^*} \left( \frac{1}{4} d^2_{TIR} + d^2_{IR} - d^2_{IR} + \frac{1}{2} \frac{d^2_{IR}}{d^2_{TIR}} \right).$$

(26)

According to (6), $\frac{\delta^2_{TIR}}{F^*}$ is a constant with no relationship to the position of the RIS. The position change of the RIS only impacts the value of $d_{TIR}$ and $d_{IR}$ in this formula.

The position optimizing question is formulated as

$$(P2) : \max_{\mathbf{r}_I} F_{\text{object}}$$

s. t. $\mathbf{r}_I \in \mathbb{S}$,

(27)

where $\mathbb{S} = \mathbb{S}_0 \cap \mathbb{S}_1 \cap \mathbb{S}_2$ represents the feasible space to place RIS. In this section, we’ll study the property of optimal position in a two-dimensional plane, then extend it to arbitrarily three-dimensional space.

It is known that a three-dimensional feasible space can be fully split into parallel two-dimensional subspaces. Then, the problem (P2) is replaced by many parallel subproblems, where the position of the RIS is a two-dimensional variable. It is noted that the principle of splitting is flexible and has no influence to the final result.

We start from not considering the constraints of placing RIS, then the parallel subproblems is to optimize the position of RIS on an infinite large plane, named $S$. Adequately, we consider the half-plane of $S$ due to the symmetry. Hereinafter, the plane $S$ represents the half plane. The scenario of finding optimal position on plane $S$ is illustrated in Fig. 3. The points $T'$ and $R'$ represent the projection of $T$ and $R$ on plane $S$ respectively. The line $l$ denotes the line containing $T'$ and $R'$ on plane $S$. The term $l_{T'R'}$ denotes the line segment whose endpoints are $T'$ and $R'$. The term $l_{T'R'}$ accounts for the half-line staring from $T'$ and containing $R'$. By contrary, the half-line $l_{T'R'}$ stars from $R'$ and contains $T'$. The term $\nu_{T'I}$ is the intersection angle of $l_{T'R'}$ and $l_{T'R'}$.

It is obvious that the values of $d_{IR}$ and $\nu_{T'I}$ can uniquely determine a position of the RIS on plane $S$. The optimal problem (P2) is reformulated as:

$$\max_{d_{IR}, \nu_{T'I}} F_{\text{object}}$$

s. t. $(d_{IR}, \nu_{T'I}) \in C$

$$d_{T'I} = \frac{h_1}{\cos \nu_{T'I}},$$

(28)

where, $C$ represents possible unions of $d_{IR}$ and $\nu_{T'I}$. For a given $\nu_{T'I}$, the feasible set of the RIS on plane $S$ is a circle marked as $C_{\nu_{T'I}}$. After excavating the quasi-convex property of $F_{\text{object}}$, the following theorems are obtained.

**Theorem 1:** If $k = 0$ in (7), on plane $S$, the optimal position of the RIS is must on the line segment $l_{T'R'}$. If $k > 0$ in (7), on the area $S$-$D$, the optimal position is must on line 1. The area $D$ is a set of $(d_{T'I} \leq d_{TR}) \cap (d_{T'I} \leq d_{FR})$, as shown in Fig. 4.

**Proof 1:** See Appendix A and Appendix B.

As illustrated in Fig. 4, we put forward a useful corollary for placing the RIS on an arbitrary two-dimensional area $A$.

**Corollary 1:** For an arbitrary closed feasible area $A$ on the whole plane $S$ when $k = 0$ or $S$-$D$ when $k > 0$, the optimal position of the RIS is must on $A$‘s boundary and the feasible part on line 1.

Eventually, based on the fact that a three-dimensional space can be split to the parallel planes fully, we extend above corollaries to the feasible space $S$. Similar to the two-dimensional case, a special space is defined as the forbidden space, whose cross section created by plane $S$ are the area $D$. The following corollary is derived.

**Corollary 2:** For an arbitrary closed feasible space $S$ in the whole three-dimensional space when $k = 0$ or in the three-
dimensional space except the special space when $k > 0$, the optimal position of the RIS is must on the surface of $S$.

Remark 1: Note that the area $D$ diminishes as the $h_1$ and $h_2$ becomes either larger or smaller. For most cases, the area $D$ can be neglected or does not exist. Accordingly, for three-dimensional cases, the special case can be neglected or does not exist in most cases. Based on our proposed corollaries, the dimension of the area of interest can be reduced. Thus the computational complexity of any numeral algorithms can be reduced.

V. EXTENSIONS AND DISCUSSIONS

A. Extensions to the Existing of Direct Link

We consider adding a RIS to enhance the wireless communication in free space. Now, besides the RIS link, the direct link also exists. The direct channel can be expressed as

$$h_{TR} = a_{TR} \left[ e^{j2\pi d_{TR} \frac{x}{\lambda}}, e^{j2\pi d_{TR} \frac{y}{\lambda}}, \cdots, e^{j2\pi d_{TR} \frac{N}{\lambda}} \right]. \quad (29)$$

with

$$a_{TR} = \sqrt{G_T G_R} \frac{\lambda^2}{4\pi} d_{TR}^{-1}, \quad (30)$$

where $d_{TR,p}$ is the distance from antenna $p$ to the receiver, $p = 1, \ldots, N$. In this scenario, the received signal is a sum from two paths, which is given by

$$P_r = \left| (h^H_{TR} \Theta H_{TI} + h^H_{TR}) \nu \right|^2. \quad (31)$$

The joint optimal Problem $P1$ is unchanged except replacing the objective function with $P_r'$. For this scenario, we also propose a closed-form phase shifts as follows.

$$\varphi_q^* = \frac{\pi}{2} \left( \frac{O}{|O|} - 1 \right) - 2\pi \frac{d_{TI} + d_{IR} - d_{TR} + \Delta d_{TR}^q + \Delta d_{TR}^R}{\lambda}$$

$$+ 2\pi \frac{1}{\lambda} (\sin \theta_T \cos \varphi_T + \sin \theta_R \cos \varphi_R) (m_q - \frac{M_T + 1}{2} \Delta d_{TR}^q + \Delta d_{TR}^R)$$

$$+ (\sin \theta_T \sin \varphi_T + \sin \theta_R \sin \varphi_R) (n_q - \frac{N_T + 1}{2} \Delta d_{TR}^R), \quad (32a)$$

$$\theta_q^* = e^{j\varphi_q^*}, \quad (32b)$$

where

$$O = \frac{\sin\left( \frac{M_T + 1}{2} \Delta d_{TR}^q \lambda \right)}{\sin\left( \frac{N_T + 1}{2} \Delta d_{TR}^R \lambda \right)} \quad (33)$$

Proof 2: See Appendix C.

Interestingly, compared to (19a), only the term $\frac{\pi}{2} \left( \frac{O}{|O|} - 1 \right) - 2\pi \frac{1}{\lambda} (d_{TI} + d_{IR} - d_{TR})$ is polynomial in (32a). It’s not hard to obtain the corresponding beamforming by using MRT, thus omitted here. With the solutions, the received power is expressed as

$$P_r = N L^2 a_{TIR}^2 P_t + N a_{TIR}^2 P_t + 2 N L \alpha_{TIR} a_{TIR} OP_t. \quad (34)$$

Note that, due to the plane $S$ is an arbitrary plane, the feasible part on line 1 can be avoided by selecting the plane $S$ suitably.

The derived results about the orientation and position of the RIS can also be extended to this scenario naturally. It is obvious that the optimal orientation of RIS is in accordance with the counterpart in Section III-B. The aforementioned conclusions of the optimal position of RIS has to be adjusted slightly. The analytic process is similar to that shown in Section IV. Differently, the plane $S$ fitting in this scenario can’t be arbitrary anymore, and becomes a special plane where the ULA of the transmitter is perpendicular to it. While analysing in the same manner as the derivation in Appendix B, it is found that only the results under fixed $d_{TR}$ is available due to the the existing of $O$. Because when $d_{TR}$ is fixed, $\mu_T$ is fixed, resulting in a certain value of $O$. By this way, the $F_{object}$ is consistent with the objective function of Problem $P2$. However, the similar results don’t exist anymore when $d_{IR}$ is fixed. Therefore, the theorems and corollaries in Section IV also hold by replacing area $D$ ($d_{TR} ≤ d_{IR}$) with area $D1$ ($d_{TR} ≤ d_{IR}$). Besides, for three-dimensional cases, a new space needs to be added where the optimal position may lies in. That is the feasible part on the plane consisting of the ULA and line 1.

B. Extension to UPA Cases

We have assumed the transmit antenna to be a ULA in system model. Actually, our work can be transplanted to uniform planar array (UPA) case seamlessly as long as the far-field condition is satisfied. The corresponding adjustment is to reformulate the distance approximations at the transmitter. In more details, we reformulate $\Delta d_{TR}^q$ in (9) as

$$\Delta d_{TR}^q = -\sin \theta_T \cos \varphi_T (m_q - \frac{M_T + 1}{2} d_x)$$

$$- \sin \theta_T \sin \varphi_T (n_q - \frac{N_T + 1}{2} d_y), \quad (35)$$

where $M_T$ denotes the columns of the UPA and $m_q^T$ denotes the index number of columns of antenna $p$. $N_T$ denotes the rows of the UPA and $n_q^T$ denotes the index number of rows of antenna $p$. $d_x^T \times d_y^T$ denotes the unit two-dimensional interval in the UPA. $\theta_T$ and $\varphi_T$ account for the elevation angle and the azimuth angle from the transmit antenna to the RIS at the transmitter side, respectively. Note that it is similar to the approximations at the RIS since they are both planar array. With the adjustment, our analysis is unchanged for UPA cases.

C. General Beamforming and Phase Shifts

A main limitation of the aforementioned results for the joint optimization is that they are derived under far-field operation. In far-field operation, the channel gain is obtained by far-field amplitude approximation and far-field phase approximation. These approximations may be unreliable under near-field operation, when RIS is close to the transmitter or to the receiver or RIS has a large size. In order to extend application scenarios, we develop the proposed beamforming and phase shifts to both near-field and far-field cases and propose SVD-
Based solutions. According to (13), the received power with optimal \( v \) is
\[
P_r = \left\| \theta^T H_{TIR}^H \right\|^2 P_t \leq L \sigma_{max}^2(H_{TIR}) \left\| v_1 \right\| = L \sigma_{max}^2(H_{TIR}).
\]
(36)
where \( U \Sigma V^H \) is the SVD version of \( H_{TIR}^H \) and \( v_1 \) is the first column of \( V \). For (a), the equality holds when \( \theta = \sqrt{L} u_1^t \), where \( u_1 \) represents the first column of \( U \). However, due to the unit-modulus restriction of phase shifts, we perform a projection process to obtain a feasible solution. Our proposed phase shifts is given by
\[
\theta^* = \angle u_1^t.
\]
(37)
Then, the corresponding beamforming is expressed as
\[
v^* = \frac{\sqrt{T}}{N} \left( \angle u_1^t H_{TIR} \right).
\]
(38)

Remark 2: As shown in Section III, the channels can be seen as a rank-one unit-modulus matrix in far-filed cases. When applying (37), the proposed closed-form solutions for far-field cases can be derived equivalently. The phase shifts in (37) is actually a general form of (19). However, as the distances between communication parties become nearer or the RIS becomes larger, the inequality in (37) is more relax, degrading the effectiveness. Simulation results reveal that the proposed SVD-based solutions are effective in far-field operation and relative near-field operation (the distance is not close enough), but not in absolute near-field operation (the distance is very close).

VI. SIMULATIONS AND DISCUSSIONS

Numerical simulations about RIS-assisted wireless communication in free space have been conducted. This section is further divided into three subsections. Subsection VI-A investigates the effectiveness of our proposed beamforming and phase shifts, compared with the received power upper bound as a performance benchmark. Subsection VI-B studies the received power with the position of RIS on a plane under direct link either blocked or existed. Then we show the advantages of RIS to assist in free-space mmWave/THz communication. Eventually, we verify the robustness of our proposed beamforming and phase shifts in Subsection VI-C. In default, the physical and electromagnetic parameters are listed in Table.II.

A. The Effectiveness of the Proposed Beamforming and Phase Shifts

We have proposed two approaches for beamforming and phase shifts, one is the closed-form solutions ((19) and (20)), the other is SVD-based solutions ((37) and (38)). The effectiveness of them are demonstrated in Fig. 6. The geometric setups are illustrated in Figure 5. Moreover, let \( d_{TR} = d_{IR} = d \). Via scaling the value of \( d \), both near-field and far-field operations can be included. The transmit/receive antennas are omnidirectional here, thus \( G_t = G_r = 0 \) dB. As seen, when the size of the reflective element is small as \( d_x = d_y = 0.01 m \), both the two proposed approaches achieve the limit performance, equal to the upper bound (36). When the size of the reflective element is large as \( d_x = d_y = 0.06 m \), the proposed SVD-based method exceeds the proposed closed-form method, especially at short distances. But the computational complexity of proposed SVD-based method is higher. It is also found that the proposed SVD-based solutions still approach the upper bound (36). Note that, the distances shown in Fig. 6 are already in the near field of the RIS (see [26]). Therefore, our proposed approaches are effective in far-field operation and even in relative near-field operation (the distance is not close enough). For the absolute near-field operation (the distance is very close), the traditional way of calculating the total gain of reflective elements may not be accuracy (see [27]), therefore we don’t consider here.

B. The Performance of RIS

We investigate the performance of RIS by placing the reference point of RIS on a two-dimensional plane. For a fixed RIS, the optimal strategy, including the proposed beamforming and phase shifts, the optimal orientation of RIS, is applied. The geometric setup can be referred in Fig. 3.
Moreover, we set $d_{TR} = 200$ m and the direction of ULA is perpendicular to plane S (for convenience of simulation but not necessary). The coordinate origins of plane S is selected as $T'$. The positive direction of X-axis is selected as $\overrightarrow{T'R'}$ and the Y-axis is determined correspondingly on plane S. Without loss of generality, we let $h1 = h2 = h$.

Fig. 7 reveals the received power versus the position of RIS on plane S via traversal grid when the direct link is blocked. As seen the optimal solution is near $T'$ or $R'$ and on line l, which is consistent with our analysis. Similarly, we investigate the received power for existing the direct link in Fig. 8. As seen, there are many ripples due to the balance of the RIS link and direct link to maximize the received power (34). In more details, they are determined by the antennas structure and DOAs of the RIS/receiver at the transmitter, which is given by (33). We also find that the amount of the ripples is half of the number of antennas at the transmitter. It is observed that the optimal solution is close to $R'$, and on line l, which is consistent with with our analysis. Moreover, the power at $R'$ is obvious larger than that at $T'$ due to the existence of direct link.

Fig. 9 illustrates the optimal received power versus the carrier wavelength. Moreover, we let $h = 80$ m and fix the RIS at $R'$ on plane S. Note that the RIS in this figure satisfies the proposed anti-decay designing principle where $\lambda_x = \lambda_y = \frac{1}{3}$. It is observed that, as the wavelength decreases, the optimal received power from direct link decays largely. But with the help of RIS link, the performance degradation is alleviated.

Fig. 6. The received power versus the distances of communication parties. (a) $d_x = d_y = 0.01$ m. (b) $d_x = d_y = 0.06$ m.
Therefore, the RIS has absolute advantages to assist in free-space mmWave/THz communication.

C. The Robustness of Our Proposed Beamforming and Phase shifts

In practice, the obtained position of RIS may be obtained imperfectly due to the error of measurement or the mobility of the RIS. Therefore we demonstrate the robustness of our proposed solutions of beamforming and phase shifts in Fig. 10. The geometric setup is same to the last subsection, and the direct link is blocked. Assuming the known position of the RIS is \( T' \) (origin). According to it, the closed-form beamforming and phase shifts are derived, named the estimated solutions. Fig. 10 illustrates the normalized power deviation using estimated solutions versus the practical position of the RIS on plane S. The normalized power deviation is used to quantify the deviation of the received power, which is given by

\[
\hat{P}_r = \frac{\| \hat{P}_r - \check{P}_r \|}{\max\{ \hat{P}_r, \check{P}_r \}},
\]

where \( \hat{P}_r \) denotes the received power using estimated solutions and \( \check{P}_r \) denotes the ideal optimal received power. It is found that the area for \( \hat{P}_r < 0.1 \) is large than \( 5 \times 5 \) m. Therefore, our proposed solutions are strongly robust to the position perturbation of the RIS. Note that the performance of the proposed SVD-based solutions is consistent with the proposed closed-form solutions in the far-field operation, thus omitted here.

VII. CONCLUSION

In this paper, comprehensive optimization of incorporating a RIS to MISO wireless communication in free space has been considered from electromagnetic and physical perspectives. The closed-form solutions of transmitter’s beamforming and phase shifts have been proposed and extended. Considering the general power radiation pattern, we have proved that the optimal orientation of the RIS is just to satisfy specular reflection. United with the above contributions, the position optimizing problem of placing a RIS has been studied. For most three-dimensional space to place the RIS, a substantial dimensionality reduction theory was provided. In simulation part, the proposed closed-form solutions of beamforming and phase shifts approach the power upper bound. Besides, the robustness in terms of position perturbation is verified. The
simulation results indicate that adding a RIS is remarkable in mmWave/THz communication.

**APPENDIX A**

**Proof of Theorem. 1 \((k=0)\)**

For any fixed \(\nu_{RI}\), the orbit of feasible position is a circle \(C(\nu_{RI})\) on plane \(S\). If \(\nu_{RI}\) is fixed, the value of \(d_{RI}\) is also certain. \(F_{object}(d_{IR})\) decreases from \(p_1(\nu_{RI})\) to \(p_2(\mu_{TI})\) along \(C(\nu_{RI})\). \(F_{object}(d_{IR})\) is a decreasing function to \(d_{IR}\), the max value of \(F_{object}\) arrives at point \(p_1(\nu_{RI})\). Therefore, for an arbitrarily position on the plane \(S\), there must exists a \(F\) equal to maximize the value of \(F\) on plane \(S\). If \(\nu\) is fixed, the value of \(F\) is equal or bigger.

As a conclusion, the optimal position is must on the half-line \(l_{IR}'\). With the same manner, when starting from fixing \(\nu_{RI}\), we obtain a conclusion that the optimal position is must on the half of the half-line \(l_{IR}'\). Therefore, on plane \(S\), the optimal position of RIS is must on line segment \(l_{IR}'\).

**APPENDIX B**

**Proof of Theorem. 1 \((k>0)\)**

Necessarily, we’ll exploit the quasi-convex property of \(F_{object}\). For convenient expression, we simplify \(d_{IR}\) as \(x\) and denote \(\sqrt{F_{object}(x)}\) as \(F\). To maximize the value of \(F_{object}\) is equal to maximize the value of \(F\). Then the objective function \(F(x)\) can be written as

\[
F(x) = \frac{1}{a} \frac{a^{-1} + bx + \frac{1}{2} x^2}{f(x)} \quad x > 0.
\]

Wherein, the constant \(a = \frac{d_{HI}^2 - d_{IR}^2}{4d_{HI}}\), \(b = \frac{1}{4d_{HI}} > 0\), \(k > 0\) and \(0 < f(x) < 1\), deducing from (25).

The derivation of \(F(x)\), denoted as \(F'(x)\) is given by

\[
F'(x) = -f(x)\frac{3}{2}x^{-2} + \frac{k}{2}x^{-1}f(x)\left(x^{-1}\right)F'(x),
\]

where,

\[
f'(x) = (-ax^{-2} + b).
\]

**Proof \((0 < k \leq 2)\):**

\[
F'(x) = \frac{[f(x)(x^{-1} + bx)](-f(x) + \frac{k}{2}x^{-1}f'(x))}{g(x)}.
\]

Because \(0 < f(x), g(x)\) determines whether \(F'(x)\) is positive or negative.

\[
g(x) = -(ax^{-1} + bx + \frac{1}{2}) + \frac{k}{2}(-ax^{-1} + bx)
\]

\[
= -\frac{k}{2} + 1)ax^{-1} + (\frac{k}{2} - 1)bx - \frac{1}{2} < 0.
\]

So, \(F(x)\) is a quasi-convex (quasilinear) function for \(a > 0\), \(0 < k \leq 2\).

**Proof \((k \geq 2)\):** The condition for \(F'(x) = 0\) is

\[
f(x) = \frac{k}{2}x^{-1}f'(x).
\]

If the solution doesn’t exist, then \(F(x)\) is a quasi-convex (quasilinear) function. If it exists, since \(f(x) > 0\), (45) implies \(f'(x) > 0\). The second derivative of \(F(x)\) is given by

\[
F''(x) = \frac{x^{-3}f(x)\frac{3}{2}x^{-2}}{\left(\frac{k}{2}x^{-1}f'(x) + 2f(x) - \frac{k}{2}x^{-1}f'(x)\right)}
\]

\[
+ \left(\frac{k}{2} - 1\right)x^2f'(x)^2 + \frac{k}{2}x^{-1}f(x)2ax^{-3}
\]

\[
\triangleq (x^{-3}f(x)\frac{3}{2}x^{-2})h(x),
\]

\[h(x) = \frac{1}{2} + \left(\frac{k}{2} - 1\right)x^2f'(x)^2 + \frac{k}{2}x^{-1}f(x)2ax^{-3}
\]
Due to $f(x) > 0$, whether $f''(x)$ is negative or positive is determined by $h(x)$. The expression of $h(x)$ is further expressed as

$$h(x) = f(x) - \frac{k}{2} \frac{f'(x)}{Q} + f(x)^2$$

where, $(a)$ is due to $Q = 0$ when (45) holds. $(b)$ results from the substitution of (45) and the expression of $f'(x)$. Therefore, $F(x)$ is a quasi-convex function for $a > 0$, $k > 2$.

As a conclusion, when $dT_{I} > d_{TR}$, $F_{object}(d_{IR})$ is a quasi-convex function for a fixed $d_{TR}$. Due to the symmetry of $d_{TR}$ and $d_{IR}$ in the function $F_{object}$, it also holds that when $d_{IR} > d_{TR}$, $F_{object}(d_{TR})$ is a quasi-convex function for a fixed $d_{IR}$. Let D1 account for the area where $d_{TR} \leq d_{TR}$ and D2 account for the area where $d_{IR} \leq d_{TR}$. The union set of D1 and D2 is denoted as D.

Eventually, based on the basic property of quasi-convex function (Section 3.4.2 in [36]), extending Appendix A, we derive a conclusion for $k > 0$ For $k > 0$, on the area S-D, the optimal position is must on the line 1. Note that it is the line I, not the line segment $l_{RI\perp}$ due to the discrepancy of monotonicity and quasi-convex property.

**APPENDIX C**

**OPTIMAL PHASE SHIFTS FOR EXISTING DIRECT LINK**

We already know the MRT is the optimal method to design beamforming for point to point communication. After applying MRT, the received power can be expressed as

$$P_t = \left\| a_{TIR}e^{2\pi j(x_t + x_r)}T + a_{TR}e^{2\pi j(x_T + x_R)}T \right\|^2$$

where,

$$e^T = \begin{bmatrix} e^{j\Delta d_{TR}/L}, e^{j2\pi \Delta d_{TR}/L}, \ldots, e^{jN\pi \Delta d_{TR}/L} \end{bmatrix}$$

$$\Delta d_{TR} = \frac{(N + 1)\pi}{2} - p \cos \mu_{TR} \Delta d_{T}. \quad (49b)$$

We equivalently represent $A'$ as $Me^{jx}$, which is given by

$$Me^{jx} = \sum_{q=1}^{N} \frac{e^{j(x + 2\pi (d_{TR} + d_{IR} + \Delta d_{TR} + \Delta d_{TR})/L)}}{A_q}.$$ \quad (50)$$

It indicates that, via changing $\varphi_q$, the amplitude $M$ can be an arbitrary value in the feasible set $[0, L]$ and the amplitude $x$ can be an arbitrary value in the feasible set $[0, 2\pi]$.

Substituting (50) into (48) with new formulation of $A'$, we obtain

$$P_t = \sum_{p=1}^{N} \left| a_{TIR}ME_1(p) + a_{TR}E_2(p) \right|^2$$

$$= NM^2a^2_{TIR}P_t + Na^2_{TR}P_t$$

$$+ 2Ma_{TIR}a_{TR} \sum_{p=1}^{N} \cos(\angle E_1(p) - \angle E_2(p)) P_t,$$ \quad (51)

where,

$$E_1(p) = e^{jx + j2\pi \Delta d_{TR}/L} \cos \mu_{TR} \Delta d_{TR}/x.$$ \quad (52a)

$$E_2(p) = e^{j2\pi \Delta d_{TR}/L} \cos \mu_{TR} \Delta d_{TR}/x.$$ \quad (52b)

$$E_3 = \sum_{p=1}^{N} \cos(x - K_p).$$ \quad (52c)

We deduce the expression of $E_3$ further as follows.

$$E_3 = \cos(x) \sum_{p=1}^{N} \cos(K_p) + j \cos(x) \sum_{p=1}^{N} \sin(K_p)$$

$$= \cos(x) \sum_{p=1}^{N} e^{jK_p}$$

$$b = N \cos(x) \frac{\sin(\Delta d_{TR} \cos \mu_{TR} \cos \mu_{TR} / L) (\Delta d_{TR} \cos \mu_{TR} \cos \mu_{TR} / L)}{\Delta d_{TR} \cos \mu_{TR} \cos \mu_{TR} / L}.$$ \quad (53)

where $(a)$ is due to $\sum_{p=1}^{N} \sin(K_p) = 0$ and $(b)$ results from $e^{jK_p}(p = 1 : N)$ is a geometric progression. It is verified that the conditions of maximizing $P_t$ are $M = L$ and $\cos(x) = O$. The variable $A'$ can achieve this requirement if and only if

$$\varphi_q = \frac{\pi}{\lambda} \left( \frac{O}{|O|} - 1 \right) - 2\pi \frac{d_{TR} + d_{IR} - d_{TR} + \Delta d_{TR} - \Delta d_{TR}}{\lambda}$$

$$\left( \cos(\theta_t \cos \varphi_q + \sin(\theta_t \cos \varphi_q))(n_q - \frac{M_t + 1}{2}) \right) dx$$

$$+ (\sin(\theta_t \cos \varphi_q + \sin(\theta_t \cos \varphi_q))(n_q - \frac{N_t + 1}{2})) dy.$$ \quad (54)
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