Phase diagram for strongly interacting matter in the presence of a magnetic field using the Polyakov–Nambu–Jona-Lasinio model with magnetic field dependent coupling strengths
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Abstract

We study the phase diagram for strongly interacting matter using the 't Hooft determinant extended Nambu–Jona-Lasinio model with a Polyakov loop in the light and strange quark sectors (up, down and strange) focusing on the effect of a magnetic field dependence of the coupling strengths of these interactions. This dependence was obtained so as to reproduce recent lattice QCD results for the magnetic field dependence of the quarks dynamical masses. A finite magnetic field is known to induce several additional first-order phase transition lines with the respective Critical End Points (CEP) in the temperature-quark chemical potential phase diagram when compared to the zero magnetic field case. A study of the magnetic field dependence in the range $eB = 0$–0.6 GeV\(^2\) of the location of these CEPs reveals that the initial one as well as several of the new ones only survive up to a critical magnetic field. Only two remain in the upper limit of the studied magnetic field strength. A comparison of the results obtained with versions of the model with and without Polyakov loop is also done. We also found that the inclusion of the magnetic field dependence on the coupling strengths, while not changing the qualitative features of the phase diagram, affects the location of these CEPs. The comparison of results with and without a regularization cutoff in the medium part of the integrals does not show a significant change.

1 Introduction

The study of the QCD phase diagram and the location of the Critical End Point (CEP) that marks the end of the first-order phase transition and the beginning of the crossover region, it is one of the most active fields of research of modern high energy physics. Relativistic heavy ion collisions carried out in the Large Hadron Collider (LHC) at CERN, in the Beam Energy Scan (BES) at the Relativistic Heavy-Ion Collider (RHIC) and at J-PARC in Japan have brought valuable information to describe the QCD phase diagram. In these experiments, different values of the baryonic chemical potential, $\mu_B$, are achieved by varying the beam energy, $\sqrt{s_{NN}}$, since the decrease of the energy beam gives as a result an increase in the baryonic chemical potential [1]. For example, in recent years the BES-I program has analyzed data from heavy ion collisions in the energy range $7.7 < \sqrt{s_{NN}} < 200$ [2]. Despite all these efforts, definite conclusions regarding the existence (or not) of the CEP were not possible to obtain yet. New experiments will soon provide data for even lower beam energies in order to reach a higher baryonic chemical potential region and hopefully find the CEP position (or evidences of the eventual chiral transition boundaries) in the QCD phase diagram [3–7].

In the theoretical side, lattice QCD (lQCD) calculations found that for zero chemical potential the deconfinement transition and the chiral symmetry restoration happen in a small region via a crossover [8]. The chiral restoration pseudocritical temperature $T_{pc} \sim 145$–165 MeV [9–11] matches very well the chemical freeze-out temperature derived from the more energetic Pb–Pb central collisions carried out in the LHC [12]. There the chemical freeze-out was estimated to occur at $T_{f} \approx 156.5$ MeV for a baryonic chemical potential $\mu_B \approx 0.7$ MeV [1]. Unfortunately, lQCD fails to give
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reliable results at medium and high baryonic chemical potentials since it suffers from the infamous sign problem [13] and only provides results for $\mu_B$ quite below the CEP. This is why the use of effective models is still essential to describe and understand the QCD phase diagram.

Despite its simplicity, the Nambu–Jona-Lasinio model [14,15] has long been regarded as an interesting tool in the study of the low energy regime of strongly interacting matter as it captures one of the main governing features of low energy hadron phenomenology, the spontaneous breaking of chiral symmetry and the associated dynamical generation of the quarks masses. The addition to this 4-quark interaction of a ’t Hooft flavor determinant interaction, which corresponds to a 6-quark interaction in the $SU_f(3)$ scenario (f denoting flavor), breaks the unwanted axial symmetry ($U_A(1)$) and in this formulation (which we will abbreviate as NJLH) the model has been extensively used (see for instance [16,17]).

One of the main shortcomings of the model is the absence of gluonic degrees of freedom and therefore an inability to describe the confinement/deconfinement transition. As this is the other main governing feature of strongly interacting matter at low energy, attempts have been made to remedy this like considering an extension of the model to include the Polyakov loop dynamics [18–21]. The result is the well-known Polyakov extended Nambu-Jona-Lasinio (PNJL) model.

The inclusion of higher multi-quark interactions in the model can result in the appearance of a secondary first-order phase transition line. This has been reported in [22] using the PNJL model extended to include chirally symmetric eight quark interactions [23,24] and in [25] using the NJLH model with eight-quark interactions supplemented with explicit chiral symmetry breaking interactions [26,27] (those relevant in the sense of a $1/N_c$ expansion, with $N_c$ the number of colors). In both studies it was shown that is possible for the strange sector to also have a first-order phase transition, meaning that a second CEP for this sector can also exist in the phase diagram.

Strong magnetic fields can be found in various physical scenarios like magnetized neutron stars, early stages of the universe and heavy ion collisions at high energies. As a reference to guide our study one should note that some estimates point to the short lived production of magnetic fields of the order of $eB \sim 0.3$ GeV$^2$ at LHC [28]. Then, it is of great relevance to know how external magnetic fields affect and modify the structure of the QCD phase diagram. Unsurprisingly, the study of the magnetic fields effects on the phase diagram of strongly interacting matter has been a hot topic of research in recent years [29–31], which resulted in the conjecture of the possible existence of several CEP’s, with the respective first-order phase transitions lines, including the strange sector, driven by the presence of strong magnetic fields [32–34]. LQCD has also performed several studies to evaluate the impact of external magnetic fields on chiral and confinement transitions [37–40].

There is a wide range of fields where a better knowledge of the phase diagram is of great importance, at the same time helping in the interpretation of physical results and being constantly refined and constrained by new observations. From the theoretical side a useful synergy can be harnessed by combining results coming from different techniques. Results coming from the more ab initio approach of lQCD can, for instance, be incorporated into simple effective models.

The dynamical masses of the quarks dependence on the magnetic field (at vanishing temperature and quark chemical potential) resulting from lattice QCD calculations [41], were recently used to obtain a magnetic field dependence of the coupling strengths of the ’t Hooft determinant extended Nambu–Jona-Lasinio model in the light and strange quark sectors (up, down and strange) [42]. In that work the parameter space is first constrained at vanishing magnetic field, using the quarks dynamical masses and the meson spectra, and then, at non-vanishing magnetic field strength, the dependence of the dynamical masses of two of the quark flavors (down and strange) is used to fit a magnetic field dependence on the model couplings, both the four-fermion Nambu–Jona-Lasinio interaction and the six-fermion ’t Hooft flavor determinant while keeping the momentum integration regularization cutoff fixed at its vanishing magnetic field value. This work followed several other works in which it was sought to describe the effect of the inverse magnetic catalysis by using effective models [43–45].

In the present paper we will focus our attention on the impact of this magnetic field dependence of the coupling strengths of the model in the temperature-quark chemical potential phase diagram at finite magnetic field. The presentation of this work is organized as follows. In Sect. 2 we present the SU(3) Polyakov loop extended NJL model with ’t Hooft flavor determinant. In Sect. 3 we present the phase diagram in the temperature-quark chemical potential plane obtained at several different magnetic field strengths. We compare the results obtained with and without a magnetic field dependence of the coupling strengths and we also consider the impact of the removal of the momentum integration regularization cutoff in the medium parts of the integrals. Finally, in Sect. 4 we draw our conclusions and final remarks.

---

1 The existence of several first-order phase transitions at zero temperature in the presence of an external magnetic field for the one and two flavor NJL models was reported in [35]. At finite temperatures an extensive study of the two flavor case can be seen in [36].
2 The model

2.1 ’t Hooft extended PNJL model

The SU(3) version of the PNJL model is described by the Lagrangian density [18,46]

\[ \mathcal{L}_{\text{PNJL}} = \bar{\psi}_f \left[ i \gamma^\mu \partial_\mu - m_f \right] \psi_f + \mathcal{L}_{\text{sym}} + \mathcal{L}_{\text{det}} + \mathcal{U}(\Phi, \bar{\Phi}; T) - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}, \]  

(1)

where the quark sector is given by the SU(3) version of the NJL model, with the scalar-pseudoscalar and ’t Hooft six fermions interactions described by [16],

\[ \mathcal{L}_{\text{sym}} = \frac{G}{2} \left[ (\bar{\psi}_f \gamma_\mu \gamma_5 \psi_f)^2 + (\bar{\psi}_f i \gamma_\mu \gamma_5 \psi_f)^2 \right], \]

\[ \mathcal{L}_{\text{det}} = \kappa \left\{ \bar{\psi}_f (1 + \gamma_5) \psi_f \right\} + \left\{ \bar{\psi}_f (1 - \gamma_5) \psi_f \right\}, \]

(2)

where \( \psi_f \) are the quark fields with \( f = u, d, s, m_f \) are the quark current mass matrix, \( \lambda_\mu \) are the Gell-Mann matrices and \( G \) and \( \kappa \) are coupling constants. The coupling between the magnetic field \( B \) and quarks and between effective gluon fields and quarks is inside the covariant derivative \( D^\mu = \partial^\mu - i g_f A^{EM}_\mu \), where \( g_f \) is the quark electric charge, \( A^{EM}_\mu = \delta_{\mu 2} x_1 B \) is a constant magnetic field, pointing in the \( z \) direction and \( F_{\mu\nu} = \partial_\mu A^{EM}_\nu - \partial_\nu A^{EM}_\mu \). In the Polyakov gauge, the gluonic term, \( A^\mu = g A^\mu_u(x) \gamma_5 \), contribute only with the spatial component \( A^\mu = -i \delta_{\mu 3} A^3 \), where \( g \) is the strong coupling and \( A^\mu_u(x) \) represents the SU(3) gauge fields.

The pure gauge sector is effectively describe by the potential [47]

\[ \frac{\mathcal{U}(\Phi, \bar{\Phi}; T)}{4} = -\frac{1}{2} b_2(T) \Phi \bar{\Phi} + b_4(T) \ln \left[ 1 - 6 \Phi \bar{\Phi} + 4 \left( \Phi^3 + \bar{\Phi}^3 \right) - 3 \left( \Phi \bar{\Phi} \right)^2 \right], \]

(3)

which is fixed to reproduce IQCD results [46] with

\[ b_2(T) = a_0 + a_1 \left( \frac{T_0}{T} \right) + a_2 \left( \frac{T_0}{T} \right)^2, \]

\[ b_4(T) = b_4 \left( \frac{T_0}{T} \right)^3, \]

(4)

being the parameters of the potential \( a_0 = 3.51, a_1 = -2.47, a_2 = 15.22 \) and \( b_4 = -1.750 \). The value of \( T_0 \) in the Polyakov potential is usually fixed to 270 MeV according to the critical temperature for the deconfinement in pure gauge lattice results [48]. However, the presence of quarks in the system introduces quark backreactions that must be considered and thus a lower value of \( T_0 = 215 \) MeV, together with an accurate set of parameters to determine in the next section, is needed to obtain the pseudocritical temperature for the deconfinement given by IQCD, within the PNJL model \( (T_d \approx 170 \text{ MeV}) \) [49]. The expected value of the Polyakov loop is defined by \( \Phi = \frac{1}{\sqrt{N_c}} \left\{ \mathcal{P} \exp i \int_0^\beta d\tau A_4(x_4, \tau) \right\} \).

In the mean field approximation the effective quarks masses are given by the gap equations

\[ \begin{align*}
M_u &= m_u - 2G (\bar{\psi}_u \psi_u) - 2\kappa (\bar{\psi}_d \psi_d) (\bar{\psi}_s \psi_s) \\
M_d &= m_d - 2G (\bar{\psi}_d \psi_d) - 2\kappa (\bar{\psi}_u \psi_u) (\bar{\psi}_s \psi_s) \\
M_s &= m_s - 2G (\bar{\psi}_s \psi_s) - 2\kappa (\bar{\psi}_u \psi_u) (\bar{\psi}_d \psi_d)
\end{align*} \]

(5)

with the condensates given by

\[ (\bar{\psi}_f \psi_f) = -4M_f \int \frac{d^4 p}{(2\pi)^4} \frac{1}{p^2 + m_f^2 + M_f^2}. \]

(6)

To take into account the medium effects of finite temperature and/or chemical potential can be done in the usual way by replacing the \( \rho_4 \) integration by a summation over Matsubara frequencies,

\[ \rho_4 \rightarrow \pi T (2n + 1) - i\mu - A_4 \]

\[ \int \rho_4 \rightarrow 2\pi T \sum_{n=-\infty}^{+\infty}. \]

(7)

The inclusion of the effect of a finite magnetic field can be viewed as the substitution of the integration over transverse momentum, with respect to the direction of the magnetic field by a summation over Landau levels (denoted by the index \( m \)) averaged over the spin related index, \( s \),

\[ \int \frac{d^2 p_\perp}{(2\pi)^2} \rightarrow \frac{2\pi |q| B}{(2\pi)^2} \sum_{s=-m, +m}^{+\infty} \sum_{s=-m, +m}^{+\infty} \]

\[ p^2_\perp \rightarrow (2m + 1 - s) |q| B. \]

(8)

Here we have taken the direction of the \( z \)-axis as to coincide with that of the magnetic field such that \( \vec{B} = B \hat{z} \).

The value of the confinement order parameters \( \Phi \) and \( \bar{\Phi} \) and that of the chiral condensates for a certain \( T, \mu \) and \( B \) are those that minimize the thermodynamic potential. Let us note that to recover the standard NJL model, one only needs to take \( A^\mu \rightarrow 0 \) and \( \mathcal{U}(\Phi, \bar{\Phi}; T) \rightarrow 0 \) in the Lagrangian density, Eq. (1).

The vacuum integrals \((T = \mu = B = 0)\) are regularized using the three dimensional cutoff. The convergent thermomagnetic contributions are evaluated in two different ways for comparison purposes: by keeping the momentum integration cutoff also in all these integrals and by discarding...
the regularization cutoff. The pure magnetic contribution is done by using the magnetic field independent regularization scheme as done in \cite{29,50,51}. A variation of this approach to the pure magnetic contribution can be seen in \cite{52}.

2.2 Magnetic dependence on the coupling strengths

Here we used our previous results from \cite{42}. Summarizing, the fitting procedure can be decomposed in two parts:

– at vanishing magnetic field we used the values for the dynamical masses $M_i$, $i = u, d, s$, the pion mass and the eta prime mass (see Table 1) to fit five of the six model parameters (the current masses, $m_i$ with $i = u, d, s$ and the coupling strengths, $G$ and $\kappa$). For the sixth parameter, the cutoff, $\Lambda$, we chose to impose a given value.

– for finite magnetic field we keep the current masses and cutoff fixed at their vanishing magnetic field value and use the dynamical masses of both the down and strange quarks to generate a magnetic field dependence on the coupling strengths.

The dynamical masses of the quarks are displayed together with lQCD values and with the ones that would result from keeping the couplings fixed at their vanishing magnetic field values in Fig. 1a. Despite the poor agreement in the comparison of $M_u$ between the $G(B)$, $\kappa(B)$ case and lQCD values, the overall agreement is much better than the one obtained considering no magnetic field dependence in the couplings.

The magnetic field dependence of the couplings $G$ and $\kappa$ is displayed in Fig. 1b, c. A decrease in the strength of the former and an increase in the latter with increasing magnetic field is obtained (in $\kappa$ we are referring to the absolute value).

3 Results

As reported previously in \cite{32–34}, the consideration of strong external magnetic fields induces the appearance of extra first-order phase transition lines (and associated CEPs) in the phase diagram. In Fig. 2 the phase diagram for vanishing magnetic field is shown displaying the existence of a single first-order phase transition line and the associated CEP and

Table 1 Model parameters (quark current masses, $m_u$, $m_d$ and $m_s$, interaction coupling strengths, $G$ and $\kappa$, and momentum integrals 3D regularization cutoff, $\Lambda$) and some properties of the low-lying pseudoscalar spectra for the set that was used in the current work as well as the vacuum dynamical masses of the quarks ($M_u$, $M_d$ and $M_s$). The fit was done in \cite{42} and reproduces the dynamical masses of the quarks reported in \cite{41} as well as the mass of the pion ($M_{\pi^\pm} = 140$ MeV) and the eta prime mesons ($M_{\eta'} = 958$ MeV) at a vanishing magnetic field strength. For completeness the kaon mass ($M_K^\pm$), the decay width of the eta prime meson $\Gamma_{\eta'}$, and the eta meson mass ($M_\eta$) are also presented below (for more details see \cite{42}). Values used for the fitting procedure are marked with *.

\begin{table}[h]
\centering
\begin{tabular}{cccccc}
\hline
$m_u$ [MeV] & $m_d$ [MeV] & $m_s$ [MeV] & $G$ [GeV$^{-2}$] & $\kappa$ [GeV$^{-5}$] & $\Lambda$ [GeV] \\
\hline
5.89826 & 6.01442 & 180.450 & 9.47574 & $-149.340$ & 0.600* \\
\hline
$M_u$ [MeV] & $M_{K^\pm}$ [MeV] & $M_\eta$ [MeV] & $M_{\eta'}$ [MeV] & $\Gamma_{\eta'}$ [MeV] & $M_\pi$ [MeV] & $M_\eta$ [MeV] & $M_s$ [MeV] \\
140* & 557.196 & 530.023 & 958* & 222.571 & 311.505* & 311.684* & 550.007* \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{The magnetic dependence of $M_d$ and $M_s$ as given by lQCD calculations \cite{41} was used in \cite{42} to obtain a magnetic dependence on $G$ and $\kappa$. a The dynamical masses fit and the comparison with the case where the couplings are fixed at their $B = 0$ value ($|M_i| = \text{GeV}$, $i = u, d, s$ and $|eB| = \text{GeV}^2$). b, c The magnetic field dependence of NJL and 't Hooft interaction coupling strengths ($|G| = \text{GeV}^{-2}$ and $|\kappa| = \text{GeV}^{-5}$).}
\end{figure}
compared to the phase diagram at a magnetic field strength \( eB = 0.080 \text{ GeV}^2 \) with its multiple transitions (in a range of magnetic fields around \( 0.080 \text{ GeV}^2 \) the phase diagram can present a maximum of seven first-order lines as can be seen in Fig. 2b and that we will discuss later). Dashed lines denote the results obtained with removal of the cutoff in the medium contributions to the integrals. As can be seen in Fig. 2a this pushes the CEP towards lower quark chemical potential. As for quark chemical potentials lower than the cutoff (or more precisely \( \sqrt{\mu_q^2 - M^2} < \Lambda \), with \( M \) the dynamical mass of the quarks and \( \mu_q \) the quark chemical potential) this removal must be irrelevant at vanishing temperature (only states up to the Fermi energy are occupied) it is unsurprising that the deviation is limited to higher temperatures. In fact for the shorted lines the deviation is negligible. For the remainder of the results presented here we will keep the momentum integration cutoff in all integrals, a choice which has been shown to provide more thermodynamical consistent results [53].

In Fig. 3 we compare the phase diagrams obtained by considering the coupling strengths of the interactions determined at vanishing magnetic field versus the magnetic field dependent value. We display zooms of the temperature-quark chemical potential phase diagram around the three first-order phase transitions which are found to exist at \( eB = 0.300 \text{ GeV}^2 \). We consider four scenarios: \( G \) and \( \kappa \) magnetic field dependent, \( G \) kept fixed at the \( B = 0 \) value with magnetic field dependent \( \kappa \), magnetic field dependent \( G \) and \( \kappa \) at \( B = 0 \) value and finally both couplings kept at the respective \( B = 0 \) value.

The weakening of the NJL interaction induced by the magnetic field results in shorter first-order phase transition lines as well as their shift towards lower chemical potentials as can be seen in the shift when considering the \( G(0), \kappa(0) \leftrightarrow G(B), \kappa(B) \) cases. Both these effects are expected as a direct result of the smaller dynamical chiral symmetry breaking effects.

The increase of the flavor mixing \( 't \) Hooft determinant relevance (it increases in magnitude with the magnetic field) results in a shift of the transition starting at the lowest chemical potential at vanishing temperature (the leftmost panel, Fig. 3a) towards higher temperature and quark chemical potential as can be seen by comparing the \( G(0), \kappa(0) \leftrightarrow G(0), \kappa(B) \) and the \( G(B), \kappa(0) \leftrightarrow G(B), \kappa(B) \) cases. This can be a result of the stronger interplay between the light and the strange sectors. For the other transitions (middle and rightmost panel, Fig. 3b, c) there is no discernible effect which could be explained by the fact the light sector is already restored in that region of the phase diagram and as such an increase of the flavor mixing has no impact on those lines.

The impact of the external magnetic field in the \( \mu - T \) phase diagram can be seen by observing the magnetic field dependence on the position of the CEPs as seen in Fig. 4. First of all, it is important to note that in this implementation of the extension to include Polyakov loop dynamics that sector becomes irrelevant for zero temperature (the PNJL model reverts to the NJL model). As the transition lines for the studied cases all end in a CEP (none of them spans the whole phase diagram reaching zero chemical potential), the number of CEPs is the same for both the NJL and the PNJL cases. The critical values of the magnetic field strength which correspond to the appearance or disappearance of a CEP must also be the same in both (looking at Fig. 4a, c we are referring to the point where the lines touch the magnetic field strength

![Fig. 2 Phase diagram in the temperature-quark chemical potential plane \((T) = [\mu_q] = \text{GeV}\). In the left-hand side panel for vanishing magnetic field strength \((eB = 0)\) displaying a single CEP and in the right-hand side panel an example of a more complex phase diagram](image_url)
Phase diagram in the temperature-baryonic chemical potential plane \((T) = [\mu_q] = \text{GeV}\) for a magnetic field strength of \(\varepsilon B = 0.300 \text{GeV}^2\). The three figures depict zooms around the three first-order phase transition lines present and show the impact of the parametrization choice by displaying four scenarios: \(G\) and \(\kappa\) fixed at the vanishing magnetic field values (black lines), \(G\) kept fixed at the vanishing magnetic field value but with a magnetic field dependent \(\kappa\) (red lines), magnetic field dependent \(G\) and \(\kappa\) kept at the vanishing magnetic field value (green lines) and finally a magnetic field dependent \(G\) and \(\kappa\) axis). The CEP temperatures obtained in the PNJL variant of the model are, as usual, higher than those obtained in the NJL model. As expected, only in the longer lines (those ending in a higher temperature CEP) we do get a noticeable change in the CEP’s quark chemical potential (PNJL obtained lines end at a higher temperature/lower chemical potential).

The number of CEPs present in the phase diagram depends on the external magnetic field strength, starting with a single CEP case at vanishing magnetic field (which we will label as \(I\)) located at

\[
\begin{align*}
\{\mu_q, T\}_{\text{NJL}}|_{B=0} & = \{308, 40\} \\
\{\mu_q, T\}_{\text{PNJL}}|_{B=0} & = \{303, 97\}
\end{align*}
\]

\((\mu_q = [T] = \text{MeV})\). Corresponding to the end of the usual first-order phase transition line associated with partial chiral restoration in the light sector, this CEP disappears with increasing magnetic field strength (see the line labeled as \(I\) in Fig. 4). For small finite magnetic field the largest jump is in the down quark dynamical mass.

With an increase in the magnetic field strength six additional CEPs eventually appear for a critical magnetic field strength \(\varepsilon B \sim 0.01 \text{GeV}^2\) which we label from \(II\) to \(VII\). The initial CEP (the one labeled as \(I\)) disappears at a critical magnetic field strength \(\varepsilon B \sim 0.1 \text{GeV}^2\). The phase diagram reaches a maximum complexity (in terms of number of transitions) in this magnetic field range with seven CEPs simultaneously present in the \(\mu - T\) plane (recall Fig. 2b for the phase diagram at \(\varepsilon B = 0.080 \text{GeV}^2\)). Some of these only survive up until a certain critical value of the studied magnetic field strengths (one must also recall the existence of a regularization cutoff which sets a validity scale on the model). For high enough magnetic field only two are left (labeled \(II\) and \(III\)) at the upper limit of the studied range of \(\varepsilon B = 0 - 0.6 \text{GeV}^2\). It should be pointed out that for very low temperatures (approximately below 1 MeV) an accurate determination of the position of CEPs becomes extremely difficult. At vanishing temperature and/or with a slightly different parametrization of the quark interaction part, the occurrence of a few additional first-order phase transitions with CEPs with a very low temperature is not to be excluded.

CEPs labeled as \(I\), \(II\) and \(V\) correspond to partial chiral symmetry restorations in the light sector whereas the remaining refer to partial chiral symmetry restorations in the strange sector. The corresponding chemical potentials are accordingly grouped within two very narrow ranges for magnetic fields close to the critical magnetic field for their appearance but their separation increases with increasing magnetic field. The CEPs corresponding to the strange sector transitions have a much higher associated quark chemical potential.

In Fig. 5 we group some of the results from Fig. 4 for easier direct comparison of the results obtained with and without the magnetic field dependence on the couplings (we chose to use the results for the Polyakov loop extended version as the temperatures are higher). Due to the weaker spontaneous chiral symmetry breaking effects (lower NJL coupling) in the case where we consider magnetic field dependent couplings, both the temperature and the quark chemical potential of the CEPs are lower.

In Figs. 6 we combine the magnetic field dependence of the temperature and quark chemical potential of the CEPs described above to show their path. We chose to depict that path for a range up to \(\varepsilon B = 0.6 \text{GeV}^2\). The main effects are the ones already described above and attributable to the weak...
Fig. 4 On the left-hand side the external magnetic field strength \((\mu B = \text{GeV}^2)\) dependence of the temperature of the CEPs which are present in the \(\mu - T\) phase diagram and on the right-hand side that of the corresponding quark chemical potentials \((\mu_q = \text{GeV})\). Full lines correspond to the NJL case whereas dashed lines correspond to the extension to include the Polyakov loop. On the top row the coupling strengths for the model are kept fixed at their vacuum determined values whereas in the bottom row their magnetic field dependence is included.

kening of the spontaneous chiral symmetry breaking (lower \(G\)): the temperatures reached by these paths are lower in the magnetic field dependent couplings case (see for instance the height of the paths for CEPs \(IV\), \(VI\) and \(VII\) and the dramatic lowering of the temperature of CEPs \(II\) and \(III\) which are the only ones to survive up to the superior limit of the studied range) and a shift towards lower chemical potentials occurs (deforming the first part of the CEP \(V\) branch and opening the loop; notice also that the end of this loop is at a
Fig. 5 Comparison of the magnetic field dependence of the temperature (left-hand side panel) and quark chemical potential (right-hand side panel) of the CEP ($|T| = |\mu_q| = \text{GeV}$ and $|eB| = \text{GeV}^2$) in the cases with and without a magnetic field dependence on the interaction coupling strengths. Full lines correspond to the case where the couplings are kept fixed at the vacuum determined value whereas dashed lines correspond to the case where a magnetic field dependence in these couplings is considered.

Fig. 6 Paths described by the CEPs in the temperature-quark chemical potential plane ($|T| = |\mu_q| = \text{GeV}$) for magnetic field strengths in the range $eB = 0$–0.6 GeV$^2$. Paths labeled $II$ and $III$ are open (the last point depicted is for $eB = 0.6$ GeV$^2$) as the line continues. On the left-hand side the case with coupling strengths fixed at vanishing magnetic field and on the right-hand side considering a magnetic field dependence.
lower magnetic field strength in the case with magnetic field dependent couplings as can be seen in Fig. 5).

Throughout all the preceding discussion one must bear in mind the existence of an underlying model validity limitation related to the regularization procedure and as such the consideration of arbitrarily high chemical potentials/magnetic field strengths/temperatures should be avoided.

## 4 Conclusions

In this work we have studied the implications for the phase diagram of strongly interacting matter, as described by the ’t Hooft extended Nambu–Jona-Lasinio model, with and without the Polyakov Loop, of using the magnetic field dependence of the coupling strengths of the interactions derived previously [42] from the magnetic field dependence of the dynamical quark masses on the up, down and strange sectors (as reported in [41]). Our main findings were:

- the weakening of the NJL interaction induced by the magnetic field results in shorter first-order phase transition lines as well as their shift towards lower chemical potentials being these effects expected as a direct result of the smaller dynamical chiral symmetry breaking effects.
- the increase of relevance of the flavor mixing ’t Hooft determinant (due to its increase with the magnetic field) results in a shift of the transition especially the one at the lowest chemical potential at vanishing temperature towards higher temperature and quark chemical potential.
- at a critical value of $eB \sim 0.01$ GeV$^2$ six new CEPs were found to be introduced in the phase diagram. With further increase of the magnetic field strength, the original CEP plus several of the additional disappear with only two surviving in the studied range ($eB = 0 - 0.6$ GeV$^2$).
- as expected, the main effect of the inclusion of the Polyakov loop in the phase diagram is that of raising the temperature of the transitions and therefore that of the CEP as well; in fact, as in the vanishing temperature limit it reverts to the case without Polyakov loop, the extension preserves the number of transitions and keeps the general features of the magnetic field dependence of the CEPs. It should be noted that in other implementations of this model, with a Polyakov loop dependence at vanishing temperature this might change [54].
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