Estimation and Adaption of Indoor Ego Airflow Disturbance with Application to Quadrotor Trajectory Planning
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Abstract—It is ubiquitously accepted that during the autonomous navigation of the quadrotors, one of the most widely adopted unmanned aerial vehicles (UAVs), safety always has the highest priority. However, it is observed that the ego airflow disturbance can be a significant adverse factor during flights, causing potential safety issues, especially in narrow and confined indoor environments. Therefore, we propose a novel method to estimate and adapt indoor ego airflow disturbance of quadrotors, meanwhile applying it to trajectory planning. Firstly, the hover experiments for different quadrotors are conducted against the proximity effects. Then with the collected acceleration variance, the disturbances are modeled for the quadrotors according to the proposed formulation. The disturbance model is also verified under hover conditions in different reconstructed complex environments. Furthermore, the approximation of Hamilton-Jacobi reachability analysis is performed according to the estimated disturbances to facilitate the safe trajectory planning, which consists of kinodynamic path search as well as B-spline trajectory optimization. The whole planning framework is validated on multiple quadrotor platforms in different indoor environments.

I. INTRODUCTION

Nowadays, quadrotors, one of the most popular unmanned aerial vehicles (UAVs), have been widely applied in various scenarios [1] [2] [3]. On account of their compact size and flexibility, they can be utilized in various confined indoor spaces, where severe safety issues arise.

To guarantee safety, safe trajectories are generated and tracked by controllers to avoid obstacles [4] [5] [6]. In the planning phase, the control error bound is a critical factor that should be considered to ensure safety. However, even if the state-of-the-art controllers are applied, the error bound is still hard to determine since it depends on the varying external disturbances during flights. To provide more accurate control error bounds and better facilitate the trajectory planning, a proper estimation of the disturbance is essential.

Among all the indoor disturbance sources, the most critical source is the airflow from the drone itself. The generated disturbance always follows the quadrotors, meanwhile varies during flights. In particular, the ego airflow from the rotors interacts with obstacles and generates disturbances, causing potential safety issues, especially in confined spaces. During the hover experiments on the quadrotors between the walls with the setup shown in Fig. 2, the ego airflow disturbance is observed to be significant, especially when the walls have

![Image](a) The scenario of two parallel walls with 4m interval.
(b) The scenario of two parallel walls with 2m interval.
(c) The scenario of two parallel walls with 1m interval.

Fig. 1. The result of the raw acceleration variances and the estimated acceleration variance bounds of the smaller quadrotor shown in Fig. 6(b) hovering at different position between two parallel walls with different intervals. The experiment setting with is shown in Fig. 2. The red points are the raw acceleration variances, while the colored surfaces are the estimated acceleration variance upper bound. The pink plane on the right of each of the subplots indicates the ground at 0 height. Meanwhile, the pink plane at the back of each of the subplots indicates the wall at \( y = d/2 \). Note that another wall is set at \( y = -d/2 \).

a small interval and the quadrotor hovers near the obstacles. Imprically, the variance of acceleration is closely related to the disturbance force [7], hence adopted as the measurement of the disturbance in this paper. According to the result of the variances shown in Fig. 1, the variances near the obstacles can be more than 20 times larger than the variances when hovering far away. Most of the previous planning and control methods, which assume constant control error bounds [4] [8], can hardly adapt such disturbance variation. When the constant error bound is underestimated, the significant ego airflow disturbance in cramped areas drives the quadrotor towards the obstacles, which can be detrimental. On the other hand, in the broader areas, the over-estimated error bound can cause a conservative motion planning.

Therefore, in this paper, to better facilitate safe motion planning, we focus on the estimation and adaption of the
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indoor ego airflow disturbance caused by the interaction of the rotor flow and the obstacles in the environments, in particular the ground effect and the wall effect. A disturbance field is firstly constructed according to the map information and the proposed model. Then, to ensure safety and robustness, a complete motion planning framework for quadrotors based on kinodynamic path search and B-spline trajectory optimization meanwhile taking account of the control error bounds, which are represented by Hamilton-Jacobi forward reachable sets (FRSs) and computed from the ego airflow disturbance, is proposed. With the proposed method, quadrotors can automatically adapt the ego airflow disturbance so that fly safely and smoothly in complex indoor confined environments.

The contributions of this work are:

1) A formulation of the ego airflow disturbance model validated on quadrotors in different environments.

2) A robust and complete motion planning framework considering the control error bound utilizing the FRSs computed from the estimated disturbances.

3) A comprehensive integration of the proposed motion planning method, together with state estimation, mapping and control modules into different quadrotor platforms for safe flights.

II. RELATED WORK

Proximity effects between rotor-crafts and obstacles: The Proximity effects between rotor-crafts and obstacles have been studied for several decades. One of the most phenomenal effect is the ground effect. The model of the thrust ratio caused by the ground effect is developed by Betz [9] and Chesseman [10]. The model is widely adopted and analysed by researchers [11] [12] and provides guideline for the applications [13] [14]. On the other hand, the ceiling effect is proposed by Johnson [15] and analyzed by recent researchers [16] [12]. Another critical effect is the wall effect. This effect is more complicated and more difficult to formulate. Some simulations [17] and experiments [12] are conducted to investigate the effect. However, it is extremely hard to come up with a simple formulation as the ground effect. Although the researches regarding to the proximity have been conducted for such a long time, the main direction is still towards the magnitude of the force or thrust. There is scarce work considering the variance aspect of the proximity effects. In this paper, we mainly focus on the ground effect and wall effect, since as indicated by [16], the magnitude of the ceiling effect is significantly smaller than the ground and wall effect, as well as the airflow is much more stable in the ceiling effect than in the other two effects. The proximity effects are formulated into a disturbance field to provide information for the motion planning framework.

Motion planning under disturbances: Motion planning for quadrotors under disturbances has also been studied for a long time. One of the most prevalent techniques is using the reachability analysis to compute forward and backward reachable sets [18] [19]. The computation of the reachability of non-linear systems with disturbances can be formed into a differential game utilizing the Hamilton–Jacobi–Bellman equation [20], which is also known as HJ reachability analysis. The disturbance and the control input are formulated into a differential game. With a bounded disturbance, the reachable sets of the error states can be computed. The technique is further developed to design robust controller [21] and hybrid systems [22] [23]. Another similar method called the funnel libraries is proposed [24] to solve more general problems. However, the funnel library requires massive time to pre-compute the funnel to facilitate the real-time planning. Similarly, the HJ reachability analysis also suffers from the curse of dimensionality, which also requires long computation when the dimension increases. The approximation of reachable sets using ellipsoids is a technique to significantly reduce the computation burden [19] and can be adopted for motion planning [8]. Nevertheless, most of the previous works only consider the disturbances with a constant bound, which differs from the the real world scenarios. Therefore, in this paper, we decide to adopt the ellipsoidal approximation of the forward reachable sets [19] together with the estimated disturbance to facilitate the motion planning framework.

III. DISTURBANCE FIELD FORMULATION

According to the previous researches on the proximity effects [11] [12], it is shown that the ground effect and the wall effect significantly affect the quadrotors when flying near the obstacles. To address the proximity effects, experiment setups for collecting disturbance data with different wall distances as shown in Fig. 2 are set. It is observed in the experiments that the airflow disturbances are significant during slow flights. Therefore, the disturbance formulation is based on the data during the hover flights which approximates the slow flights.

In consideration of the previous results [11] [12] that the force or acceleration decreases as the quadrotor hovers apart from the ground or the wall, it is empirical that the disturbance variances caused by the turbulent airflow from the rotors have the similar trend, providing the guideline for the disturbance formulation. Meanwhile, since a voxel map is usually adopted for motion planning methods, as well as for the ease of computation, a voxel based acceleration disturbance field model is proposed.

As illustrated in Fig. 3, the contribution of the variance of a voxel caused by the ground effect $\sigma_g$ is formulated as:

$$\sigma_g = \begin{cases} 
\alpha^2 \cdot \left[ \frac{h_1}{12} + k_{g1} \exp(-k_{g2}l^2) \right] & \theta \leq \theta_g, \ l \leq \bar{l}_g \\
\alpha^2 \cdot \left[ \frac{h_1}{12} + k_{g1} \exp(-k_{g2}l^2) \right] & \bar{l}_g \leq \theta \leq \bar{\theta}_g, \ l \leq \bar{l}_g \\
0 & \text{otherwise}
\end{cases}$$

(1)
Fig. 3. The illustration of the disturbance formulation caused by the ground effect. The red voxel is the voxel being calculated and the total variance of the acceleration is the sum of all the variance contribution of the voxels which can be seen from the quadrotor, within a constant field of view \( \theta_g \), where \( a \) is the resolution of the voxel, \( l \) is the distance from the voxel to the quadrotor, \( h \) is the vertical height of the quadrotor above the voxel, \( \theta \) is the angle between the vertical line and the line from the quadrotor to the voxel, \( \theta_g \) is the preset virtual field of view, \( l_g \) is the preset length range, \( r_o \) is the diagonal radius of the quadrotor; \( \lambda_g, k_{g1} \) and \( k_{g2} \) are the constants to be adjusted according to the experiment data.

The contribution of the variance of a voxel caused by the wall effect is formulated into two terms: the disturbance caused by the corner \( \sigma_c \) and the disturbance caused directly by the wall \( \sigma_w \). They are formulated into the following form according to the illustration in Fig. 4:

\[
\sigma_c = \begin{cases} 
  a^2 \cdot (\phi_c - \phi) \frac{\lambda_c}{d_c + h} & \text{if } \phi \leq \phi_c, l_c \leq \bar{l}_c \\
  0 & \text{otherwise}
\end{cases}, \tag{2}
\]

\[
\sigma_w = \begin{cases} 
  a^2 \cdot k_{w1} \exp(-k_{w2}l^2) & \theta_w \leq \theta \leq \frac{\pi}{2}, l \leq \bar{l}_w \\
  0 & \text{otherwise}
\end{cases}, \tag{3}
\]

where \( \phi \) is the angle between the vertical line and the line from the quadrotor to the corner below the voxel, \( l_c \) is the distance from the corner to the quadrotor, \( d_c \) is the horizontal distance form the corner to the quadrotor, \( h_c \) is the vertical height of the quadrotor above the corner, \( \phi_c \) is the preset virtual field of view regarding to the corner, \( \bar{l}_c \) is the preset length range regarding to the corner, \( \theta_w \) is the preset minimal angle regarding to the direct reflection of the wall effect, \( \bar{l}_w \) is the preset length range regarding to the wall voxel; \( \lambda_c, k_{w1} \) and \( k_{w2} \) are the constants to be adjusted according to the experiment data.

Consider the dynamics of the error state and an affine feedback controller within a small time interval:

\[
\dot{e}(t) = A(t)e(t) + B(t)(u(t) - \bar{u}(t)) + D(t)w(t) \tag{4}
\]

\[
u(t) = K(t)e(t) + \bar{u}(t), \tag{5}
\]

where \( e \) is the error state, consisting of position and velocity errors, \( u \) is the input, \( \bar{u} \) is the nominal input, which is the desired acceleration on the trajectories, \( w \) is the disturbance, and \( K \) is the matrix of the feedback gain. Denote \( \Phi(t) = A(t)e(t) + B(t)K(t) \), the FRS becomes:

\[
\delta(t) = \begin{cases} 
  y(\tau) = \Phi(\tau)e(\tau) + D(\tau)w(\tau) & \forall \tau \in [0, t], \forall w(\tau) \in \mathcal{W} \\
  e(0) \in \delta(0), y = e(t) & \text{otherwise}
\end{cases}, \tag{6}
\]

where \( \mathcal{W} \) is the set of the admissible set of the disturbance and \( \delta(0) \) is the initial set of the error states.

The solution of the FRS is the following HJ partial differential equation:

\[
\frac{\partial V}{\partial t} + \max_{w \in \mathcal{W}} \frac{\partial V}{\partial e} \cdot \dot{e}(t) = 0 \tag{7}
\]

\[
V(e(0)) = h(e(0)) \tag{8}
\]

The initial error state set is equivalent to an ellipsoidal set:

\[
\delta(0) = \left\{ Q(0)^{\frac{1}{2}} v \left| ||v||_2^2 \leq 1 \right. \right\} \tag{9}
\]

For the disturbance of a channel \( i \), the shape matrix of the ellipsoid \( Q_i(t) \) is the solution of a Lyapunov equation:

\[
-\Phi Q_i(t) - \varepsilon t^2 I - (Q_i(t) - \varepsilon t^2 I) \Phi^T = \exp(-\Phi t)N_i(t)\exp(-\Phi^T t) - N_i(t), \tag{10}
\]

\[
N_i(t) = tw^2D_i(t)D_i(t)^T, \tag{11}
\]

where \( \varepsilon \) is a positive scalar indicating the conservativeness, \( w_i \) is the bound of the disturbance of the \( i \)-th channel, and \( D_i(t) \) is the \( i \)-th column of the matrix \( D(t) \).

After adopting the conservative Minkowski sum of the ellipsoids of the disturbances of each channel, the shape matrix \( Q(t) \) and be calculated as:

\[
Q(t) = \exp(\Phi t) \left( \left( 1 + \frac{b}{a} \right) Q(0) + \left( 1 + \frac{b}{a} \right) Q_d(t) \right) \exp(\Phi^T t), \tag{12}
\]

\[
Q_d(t) = \left( \sum_{i=1}^{n_w} \frac{Q_i(t)}{\sqrt{\text{Tr}(Q_i(t))}} \right) \left( \sum_{i=1}^{n_w} \frac{Q_i(t)}{\sqrt{\text{Tr}(Q_i(t))}} \right), \tag{13}
\]

where \( n_w \) is the number of the channels of the disturbance and \( a = \sqrt{\text{Tr}(Q(0))}, b = \sqrt{\text{Tr}(Q_d(t)))} \).

In this work, since the error bounds represented by the reachable sets are examined in voxel maps, which provides position information about the obstacles, the original ellipsoid consisting of the state of both position and velocity
needs to be projected onto the position space. For an ellipsoid of the full error state with shape matrix $Q$,

$$E(e) = \left\{ e \mid h(e) = e^T Q^{-1} e - 1 = 0 \right\},$$

(12)

the projection bound of it on the position space $E_p$ satisfies the derivative respect to the velocity equals to 0:

$$E_p(e) = \left\{ e \mid \frac{\partial h(e)}{\partial v} = 0 \right\},$$

(13)

thus eliminating the velocity errors, projecting the original ellipsoids onto the position space for collision checking.

Meanwhile, for the centers of the ellipsoidal error bounds, rather than directly setting them at the positions corresponding to specific time instances on the trajectory, the discrete control commands are taken into account. When a command is processed, the input according to Eq. 5 is computed and executed. Therefore, it is more reasonable to propagate the commands along the trajectory rather than assuming that the centers have zero errors. The illustration of the 2-D ellipsoidal reachable sets propagated along a trajectory with constant disturbances is shown in Fig. 5. In practice, the FRSSs are propagated at the control frequency of 50 Hz and the disturbance in each step is assumed to be constant.

V. MOTION PLANNING UNDER DISTURBANCE

To ensure safe flights, a two phase planning method considering the calculated error bound extended from our previous work [4] is proposed.

A. Hybrid A* Search

For the path searching phase, the hybrid-state A* search [25] with modifications according to the reachability analysis is adopted. Firstly, the input of the system, which corresponds to the acceleration inputs on each of the axes, is discretized, and multiple primitives are generated according to the state transition equation:

$$x(t) = \exp(At)x(0) + \int_0^t \exp(A(t-\tau)Bu(\tau)) \ d\tau.$$  

(14)

Multiple steps are adopted so that multiple layers of primitives are generated. The control cost or the actual cost $G$ is defined as the combination of the input and the time:

$$G(T) = \int_0^T \|u(t)\|^2 dt + \rho T,$$

(15)

where $\rho$ is a constant that can be adjusted according to the compensation of the time and the input.

The heuristic cost $H$ is the cost that minimize $G$ from the searching state to the goal state assuming no obstacles and utilizing the Pontryagins minimum principle [26]:

$$H(T) = \min(\rho T + \sum_{\mu \in \{x,y,z\}} \left( \frac{1}{2} \sum_{\mu} Q_{\mu} T^3 + \mu \beta_{\mu} T^2 + \beta_{\mu}^2 T \right),$$

(16)

where $p_{\mu s}$, $p_{\mu g}$ and $v_{\mu s}$, $v_{\mu g}$ are the searching and the goal positions and velocities respectively. The total cost used for the hybrid-state A* search $F$ is simply $G + H$.

Before the searching phase, the map is pre-computed for the infinite-time reachable sets, which corresponds to the hover state of the drones, according to the estimated disturbance. The search states are restricted from entering into the unsafe hover positions to prevent possible collisions.

B. B-spline Trajectory Optimization

Once the hybrid-state A* search completes, the path is parameterized into a B-Spline and the gradient-based optimization starts to generate a smooth and safe trajectory.

Similar to our previous work [4], the cost function $f_{\text{total}}$ is defined as the weighted sum of the smoothness cost $f_s$, the collision cost $f_c$, and the physical velocity and acceleration constrains cost $f_p$:

$$f_{\text{total}} = \lambda_s f_s + \lambda_c f_c + \lambda_p f_p.$$  

(17)

The smoothness cost $f_s$ is set to be the elastic band cost [27] [28], while the approximation for the third order derivatives of the positions of the control points are adopted, which is closely related to the jerk cost on the trajectory:

$$f_s = \sum_{i=p_0}^{N-p_0} \| -Q_i + 3Q_{i+1} - 3Q_{i+2} + Q_{i+3} \|^2,$$

(18)

where $p_0$ is the order of the B-spline and $p_0 \geq 3$, $Q_i$ represents the position of the $i$-th control point, $N$ represents the total number of the control points.

The collision cost $f_c$ is evaluated differently from our previous work. Firstly, the disturbance estimated in Sec. III as well as the HJ-reachability analysis in Sec. IV are adopted to propagate the ellipsoidal error bounds along the trajectory. Then, the half long axes of the ellipsoids $r$ are extracted. The collision cost is defined as the line integral of the squared distance difference value along the trajectory [5]:

$$f_c = \int_0^T F_c(d(p(t))\|v_p(t)\|dt$$

$$= \sum_{i=0}^{T/\delta t} F_c(d(p(t_{i+1}))\|v_p(t_{i})\|\delta t,$$

(19)

where $\delta t$ is the time of the propagation steps, $\tau_i = i\delta t$, $p_p(t)$ and $v_p(t)$ are the position and the velocity predicted along the trajectory as mentioned in Sec. IV at time $t$, ...
meanwhile \( d(p_p(t)) \) is the distance between \( p_p(t) \) and the closet obstacle. Furthermore, the function \( F_c \) is defined as:
\[
F_c(p_p(t)) = \begin{cases} 
(d(p_p(t) - r(t))^2 & d(p_p(t)) \leq r(t) \\
0 & d(p_p(t)) > r(t) 
\end{cases},
\]
where \( r(t) \) is the safety margin, which is set to be the maximum axis of the ellipsoid at time \( t \) from the HJ-reachability analysis. Since the points on the predicted trajectory rather than the control points are adopted for cost computation, the requirement of collision-free convex hull from our previous work [4] on the limit of the distance between the control points is relieved for the trajectory.

Similar to our previous work [4], according to the convexity of the B-spline, the physical constrain cost \( f_p \) is penalized on the control points exceeding the maximum allowable velocity \( v_{\text{max}} \) and acceleration \( a_{\text{max}} \), which can also bound the velocity and the acceleration on the trajectory. The cost of a velocity \( v_\mu \) is defined as:
\[
F_v(v_\mu) = \begin{cases} 
(v_\mu^2 - v_{\text{max}}^2)^2 & v_\mu^2 > v_{\text{max}}^2 \\
0 & v_\mu^2 \leq v_{\text{max}}^2 
\end{cases},
\]
where \( \mu \in \{x, y, z\} \) and the acceleration cost is defined similarly. The total physical cost \( f_p \) is defined as:
\[
f_p = \sum_{\mu \in \{x, y, z\}} \sum_{i=p_0}^{N-p_0} F_v(V_{\mu i}) + \sum_{i=p_0-2}^{N-p_0} F_a(A_{\mu i})).
\]
In practice, the wight on the collision cost \( \lambda_c \) is chosen to be much larger than the other two weights \( \lambda_v \) and \( \lambda_p \).

VI. EXPERIMENTS AND RESULTS

A. Implementation Details

The proposed disturbance estimator and motion planning method in this paper is implemented in C++11 standard with an open-source non-linear optimization solver NLopt \(^1\). The visual-inertial state estimation module VINS-Fusion [29] and the deformable dense mapping module Dense Surfel Mapping [30] are adopted. For the experiments in complex environments with various obstacles, the map of the environment is firstly constructed using the Dense Surfel Mapping module as well as the VINS-Fusion module with loop closure detection, preventing the visual-inertial odometry (VIO) from severe drift, which can cause unexpected crash during the subsequent flight. Then, during the flight, the planning algorithm runs fully onboard and the commands are rectified according to the loop closure results to ensure the correct relative position between the obstacles and the quadrotors.

In order to validate the proposed disturbance estimation and motion planning method, two quadrotors with different size and configurations as shown in Fig. 6 are adopted and tested individually in the experiments.

B. Disturbance Formulation

Initially, three sets of long-time hover experiments between two parallel walls with distance of 4m, 2m and 1m, as shown in Fig. 2, are conducted for both of the quadrotors for flight data collection. After applying the disturbance model mentioned in Sec. III on both of the quadrotors, despite of the possible experiment error, at least 85% of the raw
C. Motion Planning and Comparison

Multiple flight tests including the narrow gap tests and the complex indoor environment tests are conducted for the verification of the proposed motion planning method. A snapshot for one of the narrow gap experiments on the larger quadrotor is shown in Fig. 9(a) and the profile of the control error is shown in Fig. 9(c). Another snapshot for one of the complex environment tests on the smaller quadrotor is shown in Fig. 10(a) with the control error profile shown in Fig. 10(c). It can be observed that all of the position errors are within the bound of the reachable sets calculated. Furthermore, all of the errors are checked and ensured to be within the ellipsoidal reachable sets.

Moreover, comparisons with our previous motion planning method [4] are also performed. In the experiments mentioned before, crash occurs when setting the margin $r(t)$ in Eq. 20 small as a $0.2 m$ constant using our previous methods. Furthermore, one of the crashes is caused by the failure of ensuring collision-free in the convex-hull of the B-spline, since our previous method enforces the collision penalty on the control points rather than the trajectory, which requires the control points to be close enough, especially when the trajectory is near the obstacles. In contrast, since the proposed method estimates the disturbance as well as ensure the clearance of the reachable sets, it does not crash or touch the obstacles during the experiments. More comparisons with our previous methods using larger margins are conducted and the results are shown in Table I. It is shown that the proposed method can obtain lower energy consumption comparing with our previous method using larger margins. The disturbance estimation generally provides a guideline for proper margin-choosing, which leads to this result.

VII. Conclusion

From the hover experiments, it is shown that the indoor ego airflow disturbance can be significant meanwhile varies during slow quadrotor flights, causing severe safety issues. Therefore, in this paper, we propose a novel estimation and adaption method for indoor ego airflow disturbance of quadrotors, meanwhile apply the result on trajectory planning. The disturbance is firstly estimated according to the discretized formulation based on voxels. Then, by adopting the HJ-reachability analysis using the estimated disturbance, the approximated control error bound along a trajectory can be calculated. With the resulting FRS information, a safe motion planning framework considering the disturbance is proposed. The method is validated by multiple quadrotors of different sizes and configurations in various indoor environments. In this work, the static and known environment assumption is made. In the future, we plan to extend the current framework into unknown and dynamic environments, making the quadrotor to automatically adapt the disturbance and fly safely in those scenarios.
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