Voltage Synchronization of Discrete-time Microgrids over Analog Fading Channels
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Abstract: In this paper, a robust distributed leader-follower tracking synchronization control scheme is developed for discrete-time DC microgrids over analog fading channels. The specific objective is to synchronize the output voltage of microgrids to the reference value by employing a fading communication network with multiplicative noises. For efficient coordination of distributed energy resources (DER), a distributed leader-follower tracking synchronization control protocol with shared communication framework and considering multiplicative noise disturbances is considered. Specifically, in order to restore the output voltage sag of DERs caused by the local loads changes, the proposed distributed cooperative controllers are designed to synchronize the output voltage of DERs to the desired value. Then the closed-loop stability analysis of the whole system is carried out, accordingly we derive the sufficient conditions to achieve all the DERs’ output voltage synchronization in mean square. Moreover, the control gains have been designed to guarantee the convergence. With the proposed scheme, control derivation of voltage produced during the primary control stage can be well remedied even if the multiplicative communication noises exist. Simulation results on a DC microgrid control system are provided to show the effectiveness of the proposed control protocols against multiplicative communication noises effect.
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1. INTRODUCTION

Microgrids usually consisting of different types of power sources (e.g., distributed energy resources (DER) and energy storage systems) interfaced to it using power electronics converters, can realize superior power management within its distribution area no matter in grid connected mode or island mode Yu (2016), Lai (2020). More recently, DC microgrids have gained much attention due to their increased efficiency in delivering power and flexibility for the integration of power sources with DC nature (e.g., photovoltaic and battery energy storage systems, electric vehicles) Yu (2016), Lai (2020). In general, DC microgrids deliver power through a dc line, so there are no reactive power and frequency synchronization issues. Therefore, dc microgrids have relatively good power quality, high power conversion efficiency, and convenience of control compared to ac microgrid Yang et al (2011), Lu et al (2018), Logenthiran et al (2015).

Many studies have investigated different aspects of advanced control strategies for stable and efficient operation of DC microgrids. Conventional control strategies can be classified into centralized control, distributed control, and decentralized control Kwasinski et al (2011), Lu et al (2018). A centralized control system acquires information on the DERs through a communication system, and uses an energy management system to deliver the appropriate control commands Liang et al (2013), Simpson-Porco et al (2015). However, centralized schemes may not be able to operate under the significantly increased number of DER units, since this demands a high-speed communication network based on the single master-multiple slave structure, and the single point of failure in the communication network may destroy the reliability of the controlled system. Due to inherently distributed and heterogeneous nature of the microgrid, it becomes an ideal platform for applications of distributed cooperative control algorithms. The distributed cooperative control scheme employs advanced information and communication technologies for data transmission and distributed decision-making of DERs, which improves the performance of frequency/voltage regulation, and load sharing of microgrids Coelho et al (2015), Meng et al (2018), Chen et al (2019), Lu et al (2017). The output information of the DERs is exchanged by a sparse communication network, and this is used as a control variable of the secondary controller to improve the control performance. Recently, several distributed control approaches have been introduced for the voltage/frequency regulation, and load power sharing of AC and DC microgrids. For restoring the voltage and fre-
quency and maintaining the power sharing of a microgrid, Dou et al (2016) presented a distributed control scheme for DC microgrids regulation under time delay communication conditions. The distributed control for average load sharing and voltage regulation in DC microgrids was proposed in Anand et al (2013), however, for convenience of analysis, they neglected the consideration for noise disturbances. A control scheme based on the average value of the DC output current was useful for restoring the DC microgrid voltage in Nasirian et al (2015), while the effect of the enhancement of current sharing accuracy was not obvious enough. Through a ideal sparse communication network, a distributed voltage restoration control method was proposed to sustain DC bus voltage by employing law of fuzziness in Kakigano et al (2013).

These above mentioned methods all lies in that a distributed sparse communication network has been taken as a basis for designing control strategies. From a practical point of view, uncertainties always exist in the information transmission process, and their influence on the system cannot be ignored. An additive noise channel model was considered in Lai et al (2019), where a decreasing consensus gain is proposed to attenuate the effect of additive noises and strong consensus, and the frequency synchronization and optimal power sharing of DC microgrids were achieved in mean square. Furthermore, sufficient condition for mean square voltage synchronization under additive noises was proposed in Lai et al (2019). Besides the additive noise case, multiplicative noise channel model is another kind of model in the information transmission process Huang et al (2014), Lanzisera et al (2011), especially for fading communication channels. However, only a few papers studied the voltage synchronization with multiplicative noises.

Accordingly, we develop a robust distributed leader-follower tracking synchronization control scheme for DC microgrids over analog fading channels that will synchronize the terminal voltages of DERs to the desired value in a sparse communication network over analog fading channels. In this paper, the fading factor is essentially stochastic, which makes the problem more difficult. Furthermore, by properly choosing a stochastic Lyapunov function, a single recursion is constructed to describe the expectation of the stochastic Lyapunov function. Moreover, a sufficient condition is given to guarantee the mean square synchronization of the controlled DC microgrid systems are presented by employing martingale convergence theorem, furthermore a consensus gain is designed.

The rest of paper is organized as follows, Section 2 introduces preliminaries of problem and its formulation and droop-based distributed cooperative control of a DC microgrid. The proposed distributed voltage protocol and the closed-loop stability analysis of the whole system are presented and in Sections 3. Verification of the performance of the proposed control strategy based on offline digital time-domain simulations are provided in Section 4. Finally, conclusions and discussions are stated in Section 5.

The following notation will be used throughout this paper. Let $\| \cdot \|$ be the Euclidean norm. If $A$ is a vector or a matrix, then $A^T$ denotes its transposes. If $A$ is a matrix, denote by $\| A \|$ the operator norm of $A$, i.e., $\| A \| = \sup \{ \| Ax \| : \| x \| = 1 \}$. Moreover, let $\lambda_i(A)$ be the $i$th smallest eigenvalues of symmetric matrix $A$. Denote the operator norm of the matrix, denote by $\| \cdot \|$ the operator norm of $A$. If $A$ is a vector or a matrix, then $A^T$ denotes its transposes. If $A$ is a matrix, denote $\| A \|$ the operator norm of $A$, i.e., $\| A \| = \sup \{ \| Ax \| : \| x \| = 1 \}$. Moreover, let $\lambda_i(A)$ be the $i$th smallest eigenvalues of symmetric matrix $A$. Denote the operator norm of the matrix.

$F$ is used to denote the probability measure. $P(\omega)$ is the probability of event $\omega$. For a given random variable $\zeta$, its expectation is denoted by $E(\zeta)$. For a family of random variables $\{\zeta_l, l = 1, 2, \ldots\}$, the $\sigma$-algebra is denoted by $\sigma\{\zeta_l, l = 1, 2, \ldots\}$, where $C$ is a Borel set. We say that a random variable is adapted to a $\sigma$-algebra $F$ if $\zeta$ is $F$-measurable.

2. PROBLEM FORMULATION

System architecture of the proposed distributed voltage control scheme is illustrated by Fig. 1, which consists of droop-based local control and communication-based distributed cooperative control. Specifically, a typical converter-based DC microgrid control system is consists of three major parts: 1) the physical layer containing DC energy source, DC/DC converter, resistance-inductor-capacitor (RLC) filter, etc., 2) the control layer, which itself consists of primary and secondary controllers responsible for the voltage regulation in different operation modes, and 3) the communication layer, which is modeled as a directed graph among DER units.

![Fig. 1. Distributed leader-follower tracking synchronization control scheme for voltage synchronization in DC microgrids over analog fading channels.](image)

The droop technique employed in primary controller for DERs can be given by

$$v_i = v_i^* - R_i^v \cdot i_i$$  \hspace{1cm} (1)

where $v_i^*$ is chosen from the nominal voltage set point of the DER, $i_i$ are the measured currents at the DER terminal, $R_i^v$ is the virtual resistance which is calculated by the maximum allowed voltage deviation $\Delta v_i$ and maximum output current $i_{i,\text{max}}$. Detailed expressions, and DER’s parameters for the whole DC microgrid system, can be found in Huang et al (2014), Lai et al (2018).

Compared with the existing centralized secondary control mode, a novel distributed cooperative control scheme is
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proposed for voltage synchronization of DC microgrids, which is based on the information exchanges among DERs and their neighbors to update $v_i^*$ in each primary control process. Accordingly, the terminal voltage outputs $v_i$ can be synchronized to their reference value $v_{ref}$ which is supplied by a virtual leader DER $0$. 

According to algebra graph theory, the required sparse communication network for DC microgrids can be modeled by a digraph $\mathcal{G}(V,E,A)$, where $V = \{v_1,v_2,\ldots,v_N\}$ is a set of nodes and $e \in V \times V$ stands for a set of edges. The adjacency matrix is defined as $A = (a_{ij})_{N \times N}$ such that $a_{ij} > 0$ if DER$_i$ receives information from DER$_j$ and otherwise $a_{ii} = 0$. Also, the DER$_i$ is called neighbor of DER$_j$ if $(v_i,v_j) \in e$ and the set of neighbors for DER$_i$ is defined as $N_i = v_j \in V$. The Laplacian matrix is defined as $L = D - A$, where $D = \text{diag}\{d_1,\ldots,d_N\}$ is the input degree matrix with $d_i = \sum_{j \in N} a_{ij}$. The Laplacian matrix has all row sums equal to zero, that is to say $L1_N = 0$, with $1_N = (1,\ldots,1)^T \in R^N$. A directed graph has a spanning tree if every agent except one (which called the root), has at least input degree equal to one. the digraph $\mathcal{G}$ is used to describe the interconnection topology of a microgrid consisting of one virtual leader- DER, denoted by 0, and follower DERs, denoted by $1,\ldots,N$. Now, let define $B = \text{diag}\{a_{01},\ldots,a_{0N}\}$, where $a_{0i} > 0$ if DER$_i$ which receives information from the leader and otherwise, $a_{0i} = 0$. In the following, we give some lemmas for the proof of our main results.

**Lemma 1** (Lai et al (2014), Lai et al (2018)) If the Laplacian matrix $L = (l_{ij}) \in R^{N\times N}$ corresponding to the undirected graph $G$ is irreducible, then all the eigenvalues of $L + B$ have positive real parts and are in the open right half plane, where $B = \text{diag}\{a_{01},\ldots,a_{0N}\}, \sum_{i=1}^N a_{0i} > 0$ and $a_{0i} \geq 0$ for $i = 1,2,\ldots,N$. Bear it in mind that the graph $G$ is undirected, then $L + B$ is symmetrical and all the eigenvalues of the matrix $L + B$ are positive. Here, we denote these eigenvalues $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N$.

**Lemma 2** (Williams (1911)) Let $(\psi_i)_{i \in N}$ be a martingale adapted to the filtration $(F_t)_{t \in \Omega}$ on the probability space $(\Omega,F,P)$, and $\sup_{i \in N} E[|\psi_i|^2] < \infty$. Then, this martingale converges to a random variable in mean square sense.

3. DISTRIBUTED LEADER-FOLLOWER TRACKING SYNCHRONIZATION FOR VOLTAGE RESTORATION OF DC MICROGRIDS OVER ANALOG FADING CHANNELS

To ensure the DC bus voltage synchronization, a discrete-time distributed leader-follower tracking synchronization control scheme will be developed, which is fully distributed and robust to fading communication channels. In the following, we will discuss the development of the leader-follower tracking synchronization controller for voltage regulation. Specifically, the proposed robust distributed voltage control algorithms synchronize the terminal voltage $v_i$ of each DER to its reference value $v_{ref}$ by choosing the control input $v_i^*$ in (1).

The distributed voltage controller $u_i^*(t)$ is designed based on the ith DER communication with its neighbors, the discrete-time system states are updated as

$$v_i(t+1) = v_i(t) + u_i^*(t).$$

where $u_i^*$ the leader-follower tracking synchronization controller for voltage regulation can be presented as

$$u_i^*(t) = k \sum_{j \in N_i} a_{ij} [\varphi_j(t) - v_i(t)] + a_{0i} [\varphi_0(t) - v_i(t)].$$

such that $\lim_{t \to +\infty} \|v_i(t) - v_{ref}\|^2 = 0$ for $i = 1,\ldots,N$, where $\varphi_j(t) = v_j(t) + |v_j(t) - v_i(t)|\xi_j(t)$ and $\varphi_0(t) = v_0^* - v_0(t)\xi_0(t)$ respectively represent the state information received from DER$_i$‘s neighbors and accessed the voltage reference $v_{ref}$ corrupted by communication noises, the leader adjacency matrix $B = \text{diag}\{a_{01},\ldots,a_{0N}\} \in R^{N\times N}$. $v_i$ is the measured voltage of DER$_i$ at time $t$, $N_i$ is the set of its neighbors of DER$_i$, $A = (a_{ij})_{N \times N}$ is the adjacency matrix of DER$_i$, corresponding to the communication network $\mathcal{G}$. DER$_i$ can access the voltage reference, $v_{ref}$, if and only if $a_{0i} > 0$. That is to say, DER$_i$ belongs to the set of pinned DERs in DC microgrid.

Furthermore, we give the following Assumption 1 that $\{\xi_j(t), t \in N_i, j \in \{0 \cup V, i \in V\} \}$ need be satisfied. $\{\xi_j(t), t \in N, j \in \{0 \cup V, i \in V\} \}$ is an $(\bar{\xi},\sigma,\Delta)\sup_{i \geq 0} E[|\xi_i(t)|^2] < \infty$ with $\bar{\xi} = \sup_{i \geq 0} E[|\xi_i(t)|^2] < \infty$. $\bar{\xi}_i(t) = (\xi_0(t),\ldots,\xi_N(t)), \xi_j(t), i \in \{0 \cup V, j \in V, l \in N\}$ are mutually independent and also independent of the initial conditions $v_0(t)$ and $v_{ref}$.

**Remark 1:** From distributed leader-follower tracking synchronization control protocol (3), we can find that the intensities of the multiplicative noises are dependent on the relative states of the DERs. This assumption is reasonable in many practical applications. For instance, in location technology based on time of arrival and time difference of arrival, the measurement error becomes larger when the distance from a location measurement unit is larger Huang et al (2014), Lanzisera et al (2011).

Denote $v_i(t) = (v_1(t),v_2(t),\ldots,v_N(t))^T \in R^N$, $v_{ref} = 1_N \otimes v_{ref} \in R^N$, $\varphi_i(t) = \text{diag}\{\varphi_1(t),\ldots,\varphi_N(t)\}$, $\varphi_0(t) = \text{diag}\{v_0(t) - v_1(t),\ldots,v_0(t) - v_N(t)\}$ and $\varphi_0(t) = \text{diag}\{\xi_0(t),\ldots,\xi_N(t)\}$ for $i = 1,\ldots,N$. $\xi(t) = (\xi_1(t),\ldots,\xi_N(t))^T$, $\xi(t) = (\xi_0(t),\ldots,\xi_N(t))^T$, $\varphi_0(t) = \text{diag}\{v_0(t) - v_1(t),\ldots,v_0(t) - v_N(t)\}$ and $\varphi_0(t) = \text{diag}\{\xi_0(t),\ldots,\xi_N(t)\}$. With these notations, substituting protocol (3) into (2), the closed loop system can be rewritten in a compact form:

$$v_i(t+1) = (I_N - H F)v_i(t) + H D \varphi_i(t) \xi(t) + k B \varphi_0(t) \xi_0(t).$$

where $H = L + B$, $D = \text{diag}\{a(1,\ldots,a(N,1)\}$ is a $N \times N^2$ block diagonal matrix with $a(i,\cdot)$ being the ith row of the adjacency matrix $A = (a_{ij})_{N \times N}$ of the digraph $G$. Then one gives the following result.

**Theorem 1:** Suppose that the digraph $\mathcal{G}$ is balanced and contains a spanning directed tree and there exists at least one $i \in \{1,\ldots,N\}$ such that $a_{0i} > 0$. If the control gain $k$ satisfying $0 < k < \frac{2\lambda_1(H)}{\|H\|^2+4N\sigma^2+\sigma_0^2}$, then the distributed
leader-follower tracking synchronization controllers (3) can synchronize the DER output voltage \( v_i \) to the reference state \( v_{\text{ref}} \) in mean square, even if the communication over analog fading channels exist.

**Proof.** By defining \( e(t) = v(t) - v_{\text{ref}} \), we have

\[
e(t + 1) = (I - kL - kB)e(t) + kDz(t)\xi(t) + kBz_0(t)\xi_0(t).
\]

Then take the Lyapunov candidate as \( V(v(t)) = e(t)^T e(t) \). By Itô formula, one obtains

\[
V(v(t + 1)) = V(v(t)) - 2k e^T(t) \dot{H} e(t) + k^2 e^T(t) \dot{H}^T \dot{H} e(t) + k^2 \dot{e}^T(t) \dot{\xi}(t) D^T D \dot{\xi}(t) e(t) + k^2 \dot{\xi}^T(t) \dot{\xi}(t) e(t) + 2k^2 \dot{\xi}^T(t) \dot{\xi}(t) D^T (I_N - kH) e(t).
\]

Due to the digraph \( \mathcal{G} \) is balanced, we know that \( \dot{\mathcal{H}} \) is the Laplacian matrix of the symmetrized graph \( \bar{\mathcal{G}} \) of \( \mathcal{G} \). Due to the digraph \( \mathcal{G} \) contains a spanning directed tree, we know that \( \bar{\mathcal{G}} \) is connected and \( \lambda_1(\dot{\mathcal{H}}) \) is positive. Therefore, from Lemma (1) and (6), we have

\[
V(v(t + 1)) \leq (1 - 2k \lambda_1(\dot{\mathcal{H}}) + k^2 \|\|H\|\|^2) V(v(t)) + k^2 \dot{\xi}(t) D^T D \dot{\xi}(t) e(t) + k^2 \dot{\xi}^T(t) \dot{\xi}(t) e(t) + 2k^2 \dot{\xi}^T(t) \dot{\xi}(t) D^T (I_N - kH) e(t).
\]

Let \( E[\dot{\xi}_0(t)^2] = \sigma_0^2(t) \), and \( \sigma^2 = \max_{i \geq 0} \{a_{0i}^2 \sigma_0^2(t) | i \in v \} \).

Taking expectation on both sides of the above inequality and considering Assumption 1, we have

\[
E[V(v(t + 1))] \leq (1 - 2k \lambda_1(\dot{\mathcal{H}}) + k^2 \|\|H\|\|^2) E[V(v(t))] + k^2 \sigma^2 E[\sum_{i=1}^N \sum_{j=1}^N (v_i(t) - v_j(t))] + k^2 \dot{\xi}^2(t) E[V(v(t))].
\]

Note that \( (v_i(t) - v_j(t))^2 \leq 2(v_i(t) - v_{\text{ref}})^2 + 2(v_j(t) - v_{\text{ref}})^2 \).

Therefore, we have

\[
E[V(v(t + 1))] \leq \eta E[V(v(t))],
\]

where \( \eta = 1 - 2k \lambda_1(\dot{\mathcal{H}}) + k^2 \|\|H\|\|^2 + 4N \sigma^2 + \sigma_0^2 \).

Let \( g(k) = 1 - 2k \lambda_1(\dot{\mathcal{H}}) + k^2 \|\|H\|\|^2 + 4N \sigma^2 + \sigma_0^2 \). It is easy to get that the minimal value of \( g(k) \) is \( 1 - 2k \lambda_1(\dot{\mathcal{H}}) + k^2 \|\|H\|\|^2 + 4N \sigma^2 + \sigma_0^2 \) when \( k = \frac{2 \lambda_1(\dot{\mathcal{H}})}{\|\|H\|\|^2 + 4N \sigma^2 + \sigma_0^2} \). By Lemma 2, we know that \( \frac{\lambda_1(\dot{\mathcal{H}})}{\|\|H\|\|^2} \leq 1 \). Therefore \( 1 - 2k \lambda_1(\dot{\mathcal{H}}) + k^2 \|\|H\|\|^2 + 4N \sigma^2 + \sigma_0^2 \) is positive. Thus, it is easy to check that if \( k \) satisfies

\[
0 < k < \frac{2 \lambda_1(\dot{\mathcal{H}})}{\|\|H\|\|^2 + 4N \sigma^2 + \sigma_0^2},
\]

then \( 0 < \eta < 1 \). It follows from

\[
E[V(v(t))] \to 0 \text{ as } t \to \infty \text{ that } \lim_{t \to \infty} E[|v_i(t) - v_{\text{ref}}|^2] = 0
\]

for \( i = 1, \ldots, N \). The proof is thus completed.

**Remark 2:** Several existing related works merely consider the influences from additive noises Coelho et al. (2015), Lai et al. (2019), Lanzisera et al. (2011), whose intensities are independent from the state variables. Thus, the consensus gain should be square summable and be decreasing to attenuate the influence from additive noises. However, the consensus gain should not decrease so fast that the states of nodes converge prematurely to different values. As a result, a relatively slow convergence rate will result in by this decreasing gain. Compared with the additive noise case, the multiplicative noises are vanishing when the voltage synchronization is realized. Thus, voltage synchronization can be guaranteed by carefully choosing a constant gain, and all DERs will stay at the reference point once the voltage synchronization is realized. Finally, a geometric convergence can be realized due to the constant gain.

4. SIMULATION RESULTS

The performance of the proposed robust distributed voltage protocol is verified through simulation of an autonomous 48 V DC microgrid shown in Fig. 2, with parameters presented in Table I, in MATLAB/Simulink environment. The communication topology \( \mathcal{G} \) is shown in Fig. 2. The associated adjacency matrix \( A \) and Laplacian matrix \( L \) of \( \mathcal{G} \) are respectively

\[
A = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix},
\]

\[
L = \begin{pmatrix} 1 & 0 & 0 & -1 \\ -1 & 1 & 0 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & 0 & -1 & 1 \end{pmatrix},
\]

and the corresponding leader adjacency matrix can be chosen as

\[
B = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

\( \xi_{ij} \) are Gaussian white noises with distribution \( N(0, \sigma^2) \). The distributed protocol (3) is applied with gain \( k = 0.5 \).

Fig. 2. Schematic diagram of the test DC microgrid, where the red dotted lines express the communication network \( \mathcal{G} \).

Fig. 2 shows the directed communication topology \( \mathcal{G} \) for four DERs. The comparison between terminal voltage restoration processes under multiplicative communication noises and ideal communication environments are shown in Fig. 3. Note that both local Load_1 and Load_3 are suddenly decreased from full load to 0 at \( t = 0.4s \).
Table 1. Parameters of the DC Test System

| DER1 & DER3 | DER2 & DER4 |
|-------------|-------------|
| $V_{DC}$    | 100V        |
| $L_1$       | 2 mH        |
| $L_2$       | 2 mH        |
| $C_1$       | 1.6 µF      |
| $K_{P1}$    | 12.5/560    |
| $R_1$       | 0.5 Ω       |
| Load1       | 18Ω         |
| Line1       | 0.64Ω       |
| $V_{DC}$    | 80V         |
| $L_3$       | 1.95 mH     |
| $L_4$       | 1.95 mH     |
| $C_2$       | 4/800       |
| $K_{P2}$    | 5/560       |
| $R_2$       | 0.2 Ω       |
| Load2       | 21Ω         |
| Line2       | 0.51Ω       |
| $L_5$       | 2 mH        |
| $R_3$       | 1.05 mH     |
| Load3       | 23Ω         |
| Line3       | 0.51Ω       |
| $L_6$       | 1.05 mH     |
| $R_4$       | 0.21 mH     |
| Load4       | 19Ω         |
| Line4       | 0.58Ω       |

It can be found that, with the load varying, the output voltage $v$ of each DER run to different values, which is less than reference voltage 48V in Fig. 3. Please note that due to the existence of impedance of transmission lines in the low voltage test microgrid system, the voltage of each DER is a local variable, which results in the output voltage $v$ of each DER running to different values. Subsequently, at $t = 1$s, we enable the proposed secondary controllers (3), which restores the output voltages to their desired reference values after 0.2s. Comparing Fig. 3 with Fig.4, it can be found that the existence of communication noises results in the convergence process of terminal voltages becoming jirrt, but the proposed control algorithm can still achieve good control effect among DERs, when they receive state information corrupted by multiplicative noises from its neighbors.

Fig. 4. The output voltage restoration under ideal communication. (i.e., without multiplicate noises).

validated the performance of the proposed controller by MATLAB/SimPowerSystems.
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