Effects of Input Modality on Vocal Effector Prioritization in Manual–Vocal Dual Tasks
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Abstract. Doing two things at once (vs. one in isolation) usually yields performance costs. Such decrements are often distributed asymmetrically between the two actions involved, reflecting different processing priorities. A previous study (Huestegge & Koch, 2013) demonstrated that the particular effector systems associated with the two actions can determine the pattern of processing priorities: Vocal responses were prioritized over manual responses, as indicated by smaller performance costs (associated with dual-action demands) for the former. However, this previous study only involved auditory stimulation (for both actions). Given that previous research on input–output modality compatibility in dual tasks suggested that pairing auditory input with vocal output represents a particularly advantageous mapping, the question arises whether the observed vocal-over-manual prioritization was merely a consequence of auditory stimulation. To resolve this issue, we conducted a manual–vocal dual task study using either only auditory or only visual stimuli for both responses. We observed vocal-over-manual prioritization in both stimulus modality conditions. This suggests that input–output modality mappings can (to some extent) attenuate, but not abolish/reverse effector-based prioritization. Taken together, effector system pairings appear to have a more substantial impact on capacity allocation policies in dual-task control than input–output modality combinations.
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Typical experiments in multitasking research often focus on tasks involving a rather restricted range of effector systems (mostly manual key presses; see, e.g., Pashler, 1994). While such restrictions can be helpful to ensure a highly controlled experimental situation, everyday life often confronts us with challenges requiring the coordination of different effector systems simultaneously (cross-modal action; see Huestegge & Hazeltine, 2011; Huestegge, Pieczykolan, & Koch, 2014). However, the impact of (combinations of) effector systems on multiple-action (or dual-task) control has largely been disregarded in previous research and theories (e.g., Logan & Gordon, 2001; Meyer & Kieras, 1997; Navon & Miller, 2002; Tombu & Jolicœur, 2003).

A study that explicitly focused on the impact of effector system combinations on multiple-action control was conducted by Huestegge and Koch (2013). They had participants respond to a single auditory stimulus (presented to the left/right ear) with either a single oculomotor, vocal or manual response, or with two of these responses simultaneously. An analysis of the pattern of performance costs (i.e., response time [RT] difference between single- and dual-response conditions for each effector system) revealed an asymmetrical distribution of these costs throughout all pairwise combinations of effector systems: Oculomotor responses were associated with smaller costs than vocal and manual responses, while vocal costs were only large when combined with oculomotor (but not with manual) responses. Finally, manual costs were substantial throughout. Interestingly, this pattern could not be explained in terms of the overall response time levels of the effector systems (e.g., vocal responses were slower than manual responses, nevertheless associated with smaller performance costs). Therefore, Huestegge and Koch (2013) interpreted these findings as evidence for a generic capacity allocation policy among responses based on an ordinal effector system hierarchy (see also Pieczykolan & Huestegge, 2014): Oculomotor responses are assumed to be prioritized over vocal and manual responses, while vocal responses are prioritized over manual responses. Probably, the specific effector systems are anticipated early during task processing, and a corresponding capacity allocation policy is implemented accordingly to eventually...
Table 1. Overview of possible stimuli and responses (left/right manual key press or vocal utterance “left”/”right”).

| Possible stimuli | Responses as a function of instruction (manipulated blockwise) |
|------------------|---------------------------------------------------------------|
| **Visual stimulus modality** | | |
| J | Manual according to letter identity |
| L | Vocal according to letter orientation |
| Я | Manual according to letter identity and vocal according to letter orientation |
| R | Manual according to letter orientation |
| **Auditory stimulus modality** | | |
| Low pitch tone on left ear | Vocal according to frequency |
| Low pitch tone on right ear | Vocal according to tone location |
| High pitch tone on left ear | Manual according to frequency and vocal according to tone location |
| High pitch tone on right ear | Manual according to tone location |

Given that Huestegge and Koch (2013) only utilized auditory stimuli, it is possible that this setting created a particular IOMC-like advantage for vocal (vs. manual) action demands, which may have resulted in the prioritization of vocal-over-manual actions. This potential alternative explanation receives further credibility by other previous reports: Some studies, in fact, reported greater dual-task costs for vocal than for manual responses (e.g., Fagot & Pashler, 1992; Holender, 1980; Schumacher et al., 2001), and these studies involved visual stimuli (or only one fixed assignment of stimulus-to-response modalities in the case of Schumacher et al., 2001). Therefore, a systematic examination of the role of stimulus modality on effector prioritization in vocal–manual dual tasks is pending.

The present study was conducted to rule out that vocal-over-manual prioritization reported previously (e.g., Huestegge & Koch, 2013) was simply due to the use of auditory stimuli (i.e., due to IOMC-like effects). Therefore, we conducted a study requiring manual and vocal responses, in which we explicitly manipulated the input modality by using only visual stimuli in one condition and only auditory stimuli in another condition. Principally, two study design options appeared feasible: First, it is possible to closely replicate the setup used by Huestegge and Koch (2013), in which one aspect of a single stimulus determined both actions in dual conditions (e.g., a left tone requires participants to always respond with both a left key press and uttering the word left). Second, it is possible to implement a more typical dual-task setup, in which two stimulus aspects independently determine the actions required in the two effector systems (e.g., a high frequency tone on the left ear requires pressing the right key but uttering left). As we recently demonstrated that the same effector-based hierarchy can be observed in both types of setups (Hoffmann, Pieczykolan, Koch, & Huestegge, 2019), we decided to follow the second approach here. Such a typical dual-task setup is probably more relatable for the majority of current dual-task researchers and theories because these theories usually assume two independent response selection processes.

Across blocks of trials, participants either responded with single vocal, single manual, or with both responses to
either a visual or an auditory stimulus. Single-task blocks
involved responding to one dimension only of a stimulus,
while dual-task blocks involved responding to two dif-
ferent dimensions of that same stimulus. In the auditory
stimulus condition, a tone was presented, and tone pitch
and location were each assigned to one of the two effector
systems. In the visual stimulus condition, the letters “L”
and “R” were presented either in correct or in mirrored
orientation so that letter identity and orientation were
distinct visual stimulus dimensions each assigned to one
effector system (see Table 1 for an illustration of all
possible stimuli in the visual or auditory domain and the
possible instructed responses).

If IOMC-like effects were the main reason behind
vocal-over-manual prioritization, one would expect
manual-over-vocal prioritization (indexed by relatively
smaller dual-task costs) when visual stimuli trigger both
responses. However, if effector system pairings are
stronger determinants for capacity allocation than
IOMC mappings, one would expect vocal-over-manual
prioritization, irrespective of stimulus modality. Nev-
evertheless, in the latter case, it is still possible that IOMC-
like effects attenuate the strength of vocal-over-manual
prioritization.

Method

Participants

A power analysis (using \( \eta^2 = .38 \) and a between-
measurement correlation = .014 as observed by
Huestegge & Koch, 2013, in the relevant vocal-manual
combination group; \( \alpha = 5\% \), \( 1 - \beta = 95\% \)) suggested a
minimum sample size of 13 participants. Due to coun-
terbalancing and because we were also interested in a
potential interaction of effector system, task condition,
and stimulus modality, 32 participants took part. Four
participants were excluded because they produced too
many (>33%) invalid trials (i.e., trials involving omission/
commission errors, outliers, or trials in which a saccade
was executed prior to the required response, as such eye
movements were shown to affect response latencies in
other effector systems; see Huestegge, 2011; Huestegge
& Adam, 2011). To ensure full counterbalancing, we recol-
clected these data by testing four new participants. The final
sample (26 females) had a mean age of 29.5 years (SD =
10.2). All had normal or corrected to normal vision and
hearing, were right-handed, and naive regarding the
purpose of the study. Participants gave informed consent
and received a monetary reward or course credits for
participation.

Apparatus and Stimuli

Participants were seated 67 cm in front of a 21” cathode ray
tube screen (temporal resolution: 100 Hz, spatial resolu-
tion: 1,024 \times 768 pixels) with a standard German
QWERTZ keyboard and in front of a Sennheiser e835-S
microphone (Sennheiser electronic GmbH & Co KG,
Wedemark, Germany). Participants wore supra-aural
headphones (Sennheiser, PMX 95). Experiment Builder
(version 2.1.140, SR Research Ltd., Ottawa, Ontario,
Canada) was used to run the experiment and to log re-
response events (left and right arrow key presses both op-
erated by the participant’s right index finger and vocal RTs
by utilizing the integrated voice key functionality). Content
of the vocal response was recorded and registered online
by the experimenter. An eye tracker (Eylalink 1000, SR
Research) with a sampling rate of 1,000 Hz registered eye
movements of the right eye in order to control for
saccade occurrence (see the Participants section). During
all blocks, a green fixation cross (approximate size = 0.4°
of visual angle) on black background was present at the
screen center. To the left and right, two green rectangular
squares (also with a size of approximately 0.4°) at an
eccentricity of 8.5° were displayed, but these were irrelevant
in the context of the present study (they were included to be
able to compare the present results with similar, other
experiments from our lab involving instructed eye move-
ments). The capital letters R and L served as visual stimuli
(size: 0.6° displayed about 0.4° above the fixation cross).
They were either mirrored (pointing to the left side: R and L)
or not (pointing to the right side: L and R). Auditory stimuli
were easily distinguishable sinusoidal tones of either high
(1,000 Hz) or low (400 Hz) frequency presented either on
the left or right ear.

Procedure and Design

At the beginning of each block, participants received both
written and oral instructions, followed by a three-point
horizontal calibration routine of the eye tracker. In each
block, visual or auditory stimuli were presented, and
participants were instructed to either respond vocally,
manually, or both (each as fast and accurately as possible,
but without any instructions regarding response order,
grouping, or prioritization). The instructions included in-
formation about the stimulus modality and the assignment
of dimension to effector system (i.e., which stimulus
component was assigned to which effector, e.g., reacting
manually to letter orientation and verbally to letter
identity). In each trial, the stimulus was presented for
80 ms. All stimulus components (L vs. R, mirrored vs. not,
high vs. low frequency, and presented to the left vs. right
ear) occurred equally often in random order in each experimental condition. Participants responded by pressing the right or left arrow key, by uttering the word *links* or *rechts* (German for left/right), or both, depending on the current block. Responses should always be given in a spatially congruent manner to the respective stimulus component (e.g., left response to L, to a mirrored letter orientation, to a sound presented to the left ear, or to a low frequency, the latter analogous to pitch-location mappings on a piano keyboard). Half of the dual-task trials involved response–response compatibility in the sense that a left key press was combined with uttering “left”, while the other half was incompatible. Trials were separated by an inter-stimulus-interval of 3,000 ms. All participants experienced all 12 different block types twice: 3 (single manual, single vocal, dual task) × 2 (auditory, visual stimuli) × 2 (two possible assignments of stimulus component to effector system per stimulus modality). In total, each participant completed 24 blocks, each consisting of 32 trials.

The sequence of conditions was counterbalanced across participants apart from three restrictions to reduce confusion for participants. All participants started with one of the single-task conditions followed by either the other single-task condition and next the dual-task condition or vice versa, involving the same stimulus modality and the same assignment of stimulus component to task. Then, these three conditions were repeated once. This was followed by six blocks in the respective other stimulus modality condition with the same sequence of task conditions (e.g., single manual – single vocal – dual task). The sequence of task conditions stayed constant within participants. Next, the stimulus modality switched again, but now the stimulus component to effector system assignment was reversed compared to the first six blocks. The same applied to the six final blocks regarding the second stimulus modality.

The experimental 2 × 2 × 2 design involved the independent within-subject variables: effector system (manual vs. vocal), task condition (single vs. dual), and stimulus modality (auditory vs. visual). RTs and error rates served as dependent variables.

**Results**

**Data Treatment**

Trials involving omission or commission errors (in manual or vocal responses, 2.1%) and all trials in which a saccade was registered prior to the execution of the required manual and/or vocal response (8.4%) were defined as invalid and discarded. The same applied to outliers that were defined as responses executed faster or slower than two SDs of the individual mean in each condition (5.3%). This resulted in 84.4% valid data. Finally, directional errors (4.6% of valid data) in manual and/or vocal responses (e.g., uttering right instead of left) were excluded from RT data analyses.

**Response Times**

Absolute RT data are illustrated in Figure 1, while dual-task costs are depicted in Figure 2. RT data and error rates including dual-task costs are reported in Table 2. Data are publicly available under https://doi.org/10.5281/zenodo.3756790. Results of 2 × 2 × 2 analyses of variance (ANOVAs) on RT data and error rates are depicted in Table 3. The analysis of RT data revealed a significant main effect of the effector system, indicating that manual responses (765 ms) were overall faster than vocal responses (994 ms). There was a significant main effect of task condition, suggesting that dual-task conditions yielded performance costs of 373 ms overall (dual-task RTs: 1,066 ms vs. single-task RTs: 693 ms). We also observed a significant main effect of stimulus modality, indicating overall lower RTs in response to a visual (850 ms) than to an auditory stimulus (909 ms).

![Figure 1. Mean RTs as a function of effector system, task condition, and stimulus modality. Error bars represent mean standard errors. RT = response time.](image1)

![Figure 2. Dual-task costs as a function of effector system and stimulus modality. Error bars represent mean standard errors. RT = response time.](image2)
Crucially, the interaction of effector system and task condition was significant, indicating a difference in dual-task costs between effector systems. Specifically, we observed smaller dual-task costs for vocal (306 ms, single-task RTs: 841 ms vs. dual-task RTs: 1,147 ms) than for manual responses (440 ms, single-task RTs: 545 ms vs. dual-task RTs: 985 ms). This was further qualified by a significant three-way interaction: Dual-task cost differences between effector systems varied between stimulus conditions. Note that this pattern persisted when excluding trials with an inter-response-interval below 100 ms, ensuring that the results were not driven by trials in which response grouping may have occurred.

Post-hoc paired sample t-test comparisons revealed significantly smaller vocal than manual dual-task costs in both stimulus conditions. In the auditory condition, we observed a difference of 178 ms, $t(31) = 4.45, p < .001, d = 0.95$, while in the visual condition, the difference in dual-task costs between effector systems amounted to 88 ms, $t(31) = 2.35, p = .026, d = 0.60$. Moreover, post-hoc paired sample t-test comparisons revealed that manual dual-task costs were significantly greater in the auditory than in the visual stimulus condition, $t(31) = 4.58, p < .001, d = 0.63$, while vocal dual-task costs did not significantly differ as a function of stimulus modality, $t(31) = 1.54, p = .134, d = 0.29$.

Additionally, the interaction of effector system and stimulus modality and the interaction of task condition and stimulus modality were significant. Post-hoc contrasts showed faster vocal RTs to visual stimuli (954 ms) than to auditory stimuli (1,033 ms), $F(1, 31) = 16.76, p < .001, \eta_p^2 = .35$, which was also observed for manual RTs, $F(1, 31) = 4.71, p = .038, \eta_p^2 = .13$ (784 ms for auditory, 746 ms for visual stimuli). The interaction of task condition and stimulus modality revealed overall smaller dual-task costs in the visual stimulus condition (331 ms, single-task RTs: 685 ms vs. dual-task RTs: 1,016 ms) than in the auditory stimulus condition (415 ms, single-task RTs: 701 ms vs. dual-task RTs: 1,116 ms).

### Error Rates

Errors occurred relatively rarely (4.6% in total). Nevertheless, there was a significant main effect of effector system, indicating more errors for manual (4.9%) than for vocal (3.8%) responses, and a main effect of task condition, indicating more errors in dual-task conditions (6.9%) than in single-task conditions (1.7%). The three-way interaction of effector system, task condition, and stimulus modality was significant, too. Post-hoc paired sample t-test comparisons revealed greater dual-task costs for manual responses.
responses than for vocal responses in the visual stimulus condition, \(t(31) = 3.21, p = .003, d = 0.41\), while there was no significant difference in dual-task costs between the two effector systems in the auditory stimulus condition, \(t(31) = 0.14, p = .887, d = 0.02\).

**Discussion**

We compared dual-task costs associated with manual and vocal responses between conditions involving either only visual or only auditory stimuli. We used stimuli with two independent aspects (i.e., identity and orientation of letters in the visual domain, location and pitch in the auditory domain) in order to trigger the two responses independently. Therefore, we were able to examine and compare effector-based task prioritization effects for visual and auditory stimulation conditions.

Generally, our findings revealed significant dual-task costs in both effector systems throughout all conditions. The observation of significant dual-task costs for vocal responses (which were executed second in 74% of trials) differs from Huestegge and Koch (2013), who did not observe any performance costs for vocal responses (most likely because in this previous study the vocal response was always of the same identity (e.g., left) as the manual response, and hence, there was no need to independently select the correct spatial code for the vocal response).

Most importantly, the present results confirm the effector-based prioritization pattern reported in Huestegge and Koch (2013) across all conditions. Specifically, there was a significant prioritization of vocal-over-manual responses (as indexed by greater dual-task costs in RTs for the latter) in both stimulus modality conditions, and this observation was not compromised by any reversed pattern in the error data. Thus, we can rule out that vocal-over-manual prioritization could only be observed using auditory stimuli as a result from IOMC-like effects. Therefore, the present results also suggest that effector system pairings have a greater effect on dual-task capacity allocation policies than input-output modality mappings, as the latter only had a negligible effect on the performance cost pattern. We assume that this prioritization is rooted in an effector-based allocation of capacity to response selection processes. As the effector system associated with a response is essentially an execution-related characteristic, it appears likely that the effector system associated with a response is already anticipated at an early stage during task processing, prior to assigning capacity to the individual response selection processes (see also Hoffmann et al., 2019). This view is in line with other suggestions, implying that response-related features (e.g., proximal and distal effects associated with responses as in ideomotor theories) are anticipated and thereby influence response selection (see, e.g., Badets et al., 2016; Pfister, 2019, for reviews).

While our general observation of greater dual-task costs for manual (vs. vocal) responses is nicely in line with Huestegge and Koch (2013), there is still a discrepancy with respect to reports of other previous studies that observed a reversed manual versus vocal dual-task cost pattern using either visual or (simultaneous) visual and auditory stimuli (e.g., Fagot & Pashler, 1992; Holender, 1980; Schumacher et al., 2001; Stelzel et al., 2006). However, note that there are numerous methodological differences between our present setting and these earlier studies (as well as among them), and it would take a large set of experiments to pinpoint the crucial differences that may turn vocal-over-manual prioritization into manual-over-vocal prioritization. Most importantly, however, our present results clearly demonstrated that effects of IOMC are not a central causal factor in this context.

Our results support theoretical accounts that suggest capacity sharing or resource scheduling between tasks in dual-task control (Meyer & Kieras, 1997; Navon & Miller, 2002; Tombu & Jolicœur, 2003). Moreover, the results further specify such models in that they suggest that allocation of capacity is also determined by task characteristics such as the associated (anticipated) effector systems. Specifically, it appears conceivable to incorporate effector-based attentional weighting parameters in computational theories of dual-task control such as executive control of the theory of visual attention (ECTVA; Logan & Gordon, 2001; see Hoffmann et al., 2019; Huestegge & Koch, 2013; Pieczykolan & Huestegge, 2019, for further discussion).

It should be noted that vocal-over-manual prioritization in RTs was more pronounced in the auditory (vs. visual) stimulus condition. At first sight, this might indicate that IOMC-like effects (e.g., Hazeltine et al., 2006; Stelzel et al., 2006) at least modulate the extent of the effector-based prioritization effect. However, one issue speaks against such a clear conclusion here: Our analysis of the error rates pointed into the opposite direction. Specifically, while the difference in dual-task costs is more pronounced in auditory (vs. visual) stimulus conditions in the RT data, it is more pronounced in visual (vs. auditory) stimulus conditions in the error rates. Therefore, a speed-accuracy trade-off compromises any clear conclusion regarding the direction of a potential modulation of effector prioritization by IOMC-like phenomena. Additionally, it is important to keep in mind that our present study is different from typical IOMC studies in that we compared one dual-task condition involving only visual stimuli with another dual-task condition involving only auditory stimuli (intra-modal stimulation, while typical IOMC studies...
usually compare two different input–output modality mapping conditions using bimodal stimulation; see also Hoffmann et al., 2019).

Thus, we conclude that specific input–output modality mappings can (to some extent) modulate dual-task performance (at least by affecting speed-accuracy policies), but not abolish or reverse effector-based prioritization (here: of vocal-over-manual responses) in dual-task control. Overall, effector system pairings appear to have a more substantial impact on capacity allocation policies in dual-task control than input–output modality mappings.
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