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Abstract—Cell-free (CF) massive multiple-input multiple-output (MIMO) is considered as a promising technology for achieving the ultimate performance limit. However, due to its distributed architecture and low-cost access points (APs), the signals received at user equipments (UEs) are most likely asynchronous. In this paper, we investigate the performance of CF massive MIMO systems with asynchronous reception, including both effects of delay and oscillator phases. Taking into account the imperfect channel state information caused by phase synchronization and pilot contamination, we obtain novel closed-form downlink spectral efficiency (SE) expressions with coherent and non-coherent data transmission schemes, respectively. Simulation results show that asynchronous reception destroys the orthogonality of pilots and coherent transmission of data, and thus results in poor system performance. In addition, getting a highly accurate delay phase is substantial for CF massive MIMO systems to achieve coherent transmission gain. Moreover, the oscillator phase of UEs has a larger effect on SE than that of the APs, because the latter can be significantly reduced by increasing the number of antennas.

I. INTRODUCTION

Cell-free (CF) massive multiple-input multiple-output (MIMO) has been envisioned to provide uniform spectral efficiency (SE) and ubiquitous connectivity for six-generation (6G) wireless network [1]–[3]. The key idea of CF massive MIMO systems is that through spatial multiplexing on the same time-frequency resource, many geographically distributed access points (APs) connected to a central processing unit (CPU) serve the user equipments (UEs) coherently [4]. Therefore, the huge macro-diversity gain of CF massive MIMO systems brought by the joint transmission and reception has made academic interest in this area grow exponentially [5]. For instance, in terms of 95%-likely per-user SE, CF massive MIMO systems outperform small-cell systems due to the joint interference cancellation capability [6]. In addition, compared to traditional cellular systems, the CF massive MIMO systems based joint signal processing can effectively alleviate the influence of non-ideal factors, such as channel aging, hardware impairments, etc. [7]–[9].

II. SYSTEM MODEL

In this paper, we study a CF massive MIMO system comprising L APs and K UEs. Besides, one single antenna and \( N \) antennas are deployed for each UE and AP, respectively. It is assumed that all \( L \) APs simultaneously serve all \( K \) UEs on the same time-frequency resource [4]. Moreover, we use the time-division duplex protocol with a standard coherence block model consisting of \( \tau_c \) time instants (channel uses), with the uplink training phase occupying \( \tau_p \) time instants and the downlink transmission phase occupying \( \tau_c - \tau_p \) time instants. Besides, the frequency-flat channel between AP \( l \) and UE \( k \) at each coherence block is modeled as Rayleigh fading [6]:

\[
h_{kl} \sim \mathcal{C}\mathcal{N}(0, R_{kl})
\]
where $\mathbf{R}_{kl} \in \mathbb{C}^{N \times N}$ represents the spatial correlation matrix and $\beta_{kl} \triangleq \frac{|\mathbf{r}_k|}{\sqrt{N}}$ means the large-scale fading coefficient.

A. Asynchronous Reception

The asynchronous reception of the transceiver comes mainly from two factors: propagation delay difference and hardware oscillator error. Specifically, the channel is multiplied by the caused delay and oscillator phases.

1) Delay Phase: Because of the different positions of the APs in the CF architecture, the distances between each AP and a certain UE are different, resulting in asynchronous signal arrival to UEs. This asynchronous reception effect will introduce a phase shift as [11]

$$\theta_{kl} = e^{-j2\pi \frac{\Delta t_{kl}}{c}}$$

where $\Delta t_{kl} = \Delta d_{kl}/c$ is the timing offset of the signal intending for the $k$th UE and transmitted by the $l$th AP. Besides, $\Delta d_{kl}$, $c$, and $T_s$ are the propagation delay, speed of light, and symbol duration, respectively. Without loss of generality, we assume that the first arrival signal to UE $k$ is from AP $l'$ and its timing offset is $\Delta t_{l'kl} = 0$.

2) Oscillator Phase: Each AP and UE are assumed to have their own free-running oscillator, and the phase of transmission symbol in each channel uses changes due to the phase noise. Then, the oscillator phase between AP $l$ and UE $k$ at each time instant can be defined by $\varphi_{kl}[n] \triangleq \exp(j \varphi_{kl}[n] + \phi_{l}[n])$ with the discrete-time Wiener phase model [14]

$$\varphi_{kl}[n] = \varphi_{kl}[n-1] + \delta_{\varphi}^{\text{pre}}[n]$$

$$\phi_{l}[n] = \phi_{l}[n-1] + \delta_{\phi}^{\text{pre}}[n]$$

where $\varphi_{kl}[n]$ and $\phi_{l}[n]$ are the oscillator phase of UE and AP at the $n$th time instant, respectively. Besides, $\delta_{\varphi}^{\text{pre}}[n] \sim \mathcal{CN}(0, \sigma_{\varphi}^{2})$ and $\delta_{\phi}^{\text{pre}}[n] \sim \mathcal{CN}(0, \sigma_{\phi}^{2})$ are the phase increment of AP and UE at the $n$th time instant. Note that $\sigma_{\varphi}^{2} = 4\pi^2 f_c^2 c_i T_s$, $i = c, l$ denote the phase increment variance, where $f_c$ is the carrier frequency and $c_i$ is a constant dependent on the oscillator.

Remark 1. In our analysis, we focus on the scenario, where each AP and UE has its oscillator so that their oscillator processes are considered mutually independent. But in all cases, we assume independent and identically distributed oscillator phase statistics across different APs and UEs, i.e., $\sigma_{\varphi}^2 = \sigma_{\varphi}^2$, and $\sigma_{\phi}^2 = \sigma_{\phi}^2$, $\forall k, l$.

Considering the effect of both delay and oscillator phases, the channel between the $k$th UE and the $l$th AP at the $n$th time instant is expressed as

$$g_{kl}[n] = \theta_{kl} h_{kl}[n] = \theta_{kl} \varphi_{kl}[n] h_{kl}[n], n = 1, \ldots, T_c$$

where $h_{kl}[n]$ is the channel that combines the oscillator phase and it is random in each time instant. Besides, $\theta_{kl}$ is mainly determined by the positions of APs and UEs, and thus can be considered as a constant among multiple coherent blocks1.

1We assume that the delay phase can be perfectly known by positioning or other technologies. However, we will use the downlink precoding with or without (used/forgotten) delay phase to quantifying its impact [15].

B. Channel Estimation

We employ $\tau_p$ mutually orthogonal time-multiplexed pilot sequences, which implies that pilot sequence $t$ equates to transmitting a pilot signal only at the $t$th time instant. Besides, a huge network with $K > \tau_p$ is studied, in which different UEs use the same time instant. Moreover, the index of the time instant allocated to UE $k$ is represented by $t_k \in \{1, \ldots, \tau_p\}$, the other UEs that use the same time instant for pilot transmission as UE $k$ is defined by $\mathcal{P}_k = \{i : t_i = t_k \in \{1, \ldots, K\}$. Considering the effect of asynchronous reception, the received signal between AP $l$ and UE $k$ at time instant $t_k$ is given by

$$z_l[t_k] = \sum_{i \in \mathcal{P}_k} \sqrt{p_i} g_{il}[t_k] + w_l[t_k]$$

where $p_i \geq 0$ denotes the power of pilot transmitted from UE $i$ and $w_l[t_k] \sim \mathcal{CN}(0, \sigma_n^2)$ represents the receiver noise. This received signal can be used to estimate (or predict) channel realization at any time instant in the block, but the accuracy of the estimate degrades with the temporal gap between the considered channel realization and the pilot transmission grows. We then consider the estimates at the channels at time instant $\tau_p + 1$ without losing generality. In addition, $\lambda = \tau_p + 1$ is defined to simplify the notation, we can write (6) as

$$z_l[t_k] = \sqrt{p_k} \theta_{kl} \hat{\Theta}_{kl}[\lambda - t_k] h_{kl}[\lambda] + \sum_{i \in \mathcal{P}_k} \sqrt{p_i} \theta_{il} h_{il}[t_k] + w_l[t_k]$$

where

$$\hat{\Theta}_{kl}[\lambda - t_k] = \theta_{kl} \Theta_{kl}[\lambda]$$

$$\Theta_{kl}[\lambda - t_k] = \exp \left( j \sum_{s=t_k+1}^{\lambda} (\delta_{\varphi}^{\text{pre}}[s] + \delta_{\phi}^{\text{pre}}[s]) \right).$$

By the characteristic function of Gaussian random variable, the mean of (8) is given by

$$E \{ \Theta_{kl}[\lambda - t_k] \} = e^{-\frac{\lambda - t_k}{2} (\sigma_{\varphi}^2 + \sigma_{\phi}^2)}.$$  

Then, using standard minimum mean square error (MMSE) estimation [4], the MMSE estimate $\hat{h}_{kl}[\lambda]$ of the channel coefficient $h_{kl}[\lambda]$ can be computed by each AP $l$ as

$$\hat{h}_{kl}[\lambda] = \sqrt{p_k} e^{-\frac{\lambda - t_k}{2} (\sigma_{\varphi}^2 + \sigma_{\phi}^2)} \theta_{kl}^* R_{kl} \Psi_{kl} z_l[t_k]$$

where

$$\Psi_{kl} = \left( \sum_{i \in \mathcal{P}_k} p_i R_{il} + \sigma_n^2 I_N \right)^{-1}.$$  

In addition, the distribution of the estimate $\hat{h}_{kl}[\lambda]$ and the estimation error $\hat{h}_{kl}[\lambda] - h_{kl}[\lambda]$ are $\mathcal{CN}(0, Q_{kl})$ and $h_{kl}[\lambda] - \hat{h}_{kl}[\lambda] \sim \mathcal{CN}(0, R_{kl} - Q_{kl})$, where

$$Q_{kl} = p_k e^{-\frac{\lambda - t_k}{2} (\sigma_{\varphi}^2 + \sigma_{\phi}^2)} R_{kl} \Psi_{kl} R_{kl}.$$  

Moreover, to simplify the notation, we define

$$\bar{Q}_{kl} = \sqrt{p_k} e^{-\frac{\lambda - t_k}{2} (\sigma_{\varphi}^2 + \sigma_{\phi}^2)} R_{kl} \Psi_{kl} R_{kl}.$$
Remark 2. To compare the estimation quality under different degrees of asynchronous reception, we utilize the normalized mean square error (NMSE) given as

\[ \text{NMSE}_{kl} = \frac{\text{tr}(R_{kl} - Q_{kl})}{\text{tr}(R_{kl})} \]

(14)

which is a suitable metric to measure the relative estimation error. Note that \( R_{kl} [\lambda] \) and \( H_{kl} [\lambda] \) are independent due to the properties of MMSE estimation. Therefore, the values of NMSE are between 0 and 1, which denote perfect and extremely impaired estimation, respectively.

As illustrated in Fig. 1, we plot the NMSE of MMSE channel estimation with different degrees of oscillator phase at the SNR = 30 dB. It is clear that the MMSE estimation quality gets worse with the increasing of the oscillator phase variance. The reason is that oscillator phase destroys the orthogonality of the received pilot signal. We also can find that the slope of the NMSE change will be larger when the pilots are fully sufficient. In some extreme asynchronous cases, using non-orthogonal pilots can get more accurate estimation. This result can be explained by (12) and (14) as that pilot contamination makes the value of NMSE worse and change slowly.

III. DOWNLINK DATA TRANSMISSION

In this part, considering coherent and non-coherent downlink transmission, we utilize both delay phase used (DU) and delay phase forgotten (DF) maximum-ratio (MR) precoding to derive the closed-form SE performance expressions for quantifying the asynchronous effect.

A. Coherent Downlink Transmission

It is assumed that coherent joint transmission is used for the downlink transmission in the CF massive MIMO, which means that each AP sends the same data symbol to each UE as the other APs. With the linear precoder \( \mathbf{v}_{kl} \), the transmitted signal from AP \( l \) at the \( n \)th time instant is given by

\[ x_k[n] = \sqrt{P_d} \sum_{i=1}^{K} v_{il} s_i[n] \]

(15)

where \( s_i[n] \) represents the universal symbol sent to UE \( i \) for all APs, and \( P_d \) is the maximum downlink transmission power for one AP. In addition, \( \mu_l \) is the normalization parameter for the precoding and it is given by

\[ \mu_l = 1/\sum_{i=1}^{K} \mathbb{E} \left[ \|v_{il}\|^2 \right] \]

(16)

The received signal of the \( k \)th UE at the \( n \)th time instant is

\[ y_k[n] = \sqrt{P_d} \sum_{i=1}^{L} g_{kl}^{\text{co}}[n] \sqrt{\mu_l} v_{il} s_i[n] + w_k[n] \]

(17)

where \( w_k[n] \sim \mathcal{C}\mathcal{N}(0, \sigma_w^2) \) denotes the receiver noise at UE \( k \).

Theorem 1. With the help of the channel estimate (10) and the received signal in (17), using the DU-MR precoding \( \mathbf{v}_{kl} = \theta_{kl} \mathbf{h}_{kl} [\lambda] \), the downlink capacity of UE \( k \) is lower bounded as

\[ \text{SE}^{\text{co, du}}_{k} = \frac{1}{T} \sum_{t=0}^{T} \log_2 \left( 1 + \text{SINR}^{\text{co, du}}_{k}[n] \right) \]

(18)

with \( \text{SINR}^{\text{co, du}}_{k}[n] \) is given by

\[ \text{SINR}^{\text{co, du}}_{k}[n] = \frac{\eta^{\text{ap}}_n \eta^{\text{ue}}_n \mu_l \left( \sum_{i=1}^{L} \sqrt{\mu_l} \text{tr} (Q_{kl}) \right)^2}{\Xi^{\text{co, du}}_{k}[n] + \sigma_d^2} \]

(19)

where \( \Xi^{\text{co, du}}_{k}[n] \) is

\[ \Xi^{\text{co, du}}_{k}[n] = \rho_l \sum_{i=1}^{P_k} \sum_{l=1}^{L} \mu_l \text{tr} (Q_{il}) + (1 - \eta^{\text{ap}}_n) \rho_l \sum_{i=1}^{P_k} \sum_{l=1}^{L} \mu_l \left( \text{tr} (Q_{kl}) \right)^2 \]

\[ + \eta^{\text{ap}}_n \rho_l \sum_{i=1}^{P_k} \sum_{l=1}^{L} \sqrt{\mu_l} \text{tr} (Q_{il}) \left( \eta^{\text{ue}}_n \mu_l \right) \left( \text{tr} (Q_{ki}) \right)^2 \]

Note that we have \( \eta^{\text{ap}}_n \triangleq e^{-\sigma^2_d} \) and \( \eta^{\text{ue}}_n \triangleq e^{-(n-\lambda)\sigma^2_d} \).

Proof: See Appendix A.

Remark 3. Only keeping oscillator phase, the approximate SINR expression (19) under which the number of antennas tends to infinity \((L, N \rightarrow \infty)\) can be derived as \( 1/\left(1/\left(\eta^{\text{ap}}_n \eta^{\text{ue}}_n\right) + 1/\left(\eta^{\text{ap}}_n + \alpha\right)\right) \), where \( \alpha \) is a constant. It is clear that the SINR decreases as \( \sigma^2_d \) and \( \sigma^2_{\text{ue}} \) increase, and \( \alpha \) has a larger effect on the SINR compared with \( \sigma^2_{\text{ap}} \).

From (19), we can find that the delay phase has no effect on the SINR expression using DU-MR precoding. To study and characterize the influence of delay phase on the system, we investigate the SE performance using DF-MR precoding with \( \mathbf{v}_{kl} = \mathbf{h}_{kl} [\lambda] \). Following similar steps in Theorem 1, we obtain the SINR expression

\[ \text{SINR}^{\text{co, df}}_{k}[n] = \frac{\eta^{\text{ap}}_n \eta^{\text{ue}}_n \mu_l \left( \sum_{i=1}^{L} \theta_{kl} \sqrt{\mu_l} \text{tr} (Q_{kl}) \right)^2}{\Xi^{\text{co, df}}_{k}[n] + \sigma_d^2} \]

(20)

where
and considers the signal sent from the UE first detects the signal received from the first AP, to detect the signals sent by the different APs [7]. Specifically, where

$$v_k[n] = \sqrt{p_d \mu_l} \sum_{i=1}^{K} \mathbf{v}_{il} s_{il}[n]$$

(21)

where $s_{il}[n] \sim \mathcal{C}(0,1)$ denotes the symbol sent to UE $i$ which is different for all APs, and $p_d$ represents the maximum downlink transmission power for one AP. It is equal to (16), $\mu_l$ is the precoding normalization parameter selected to meet the downlink power constraint as $E(|x_i[n]|^2) \leq p_d$. Then, the received signal of the $k$th UE at the $n$th time instant is expressed as

$$y_k^c[n] = \sqrt{p_d} \sum_{l=1}^{L} g_{kl}^H[n] \sqrt{\mu_l} v_{kl} s_{kl}[n] + w_k[n].$$

(22)

Note that the $k$th UE needs to employ successive interference cancellation after receiving the signals from all $L$ APs in order to detect the signals sent by the different APs [7]. Specifically, the UE first detects the signal received from the first AP, and the remaining signal is treated as interference. By that analogy, the UE detects the signal transmitted by the $l$th AP, and considers the signal sent from the $(l+1)$th AP to the $l$th AP as interference, thereby detecting the signal $s_{kl}[n]$.

**Theorem 2.** Based on the received signal (22) and successive interference cancellation method, and using the DU-MR precoding $\mathbf{v}_{kl} = \theta_{kl} \mathbf{h}_{kl} [\lambda]$, the downlink capacity of UE $k$ is lower bounded as

$$\text{SE}_{k}^{\text{nc,du}} = \frac{1}{\tau_c} \sum_{n=1}^{T} \log_2 \left(1 + \text{SINR}_{k}^{\text{nc,du}}[n]\right)$$

(23)

where $\text{SINR}_{k}^{\text{nc,du}}[n]$ is given by (24) at the top of this page.
clear that the case on coherent transmission and DU-MR drops fastest with the oscillator phase variance increases. The reason is that coherent transmission requires tight synchronization. For example, in the case with DF-MR, the existence of delay phase makes coherent transmission impossible. Note that the propagation distance offset that causes delay phase is often several hundred times the wavelength ($\lambda$), which affects the system much more than the oscillator phase. Therefore, in the precoding design of the distributed architecture, it is necessary to obtain the accurate delay phase by some method such as positioning technology. In addition, we also find that the case of non-coherent transmission is not affected by the delay phase, and is better than coherent transmission when the delay phase is unknown.

The downlink sum SE for CF massive MIMO systems with DU-MR precoding is shown in Fig. 4, as a decreasing function of degrees of oscillator phase both at AP and UE. We notice that the oscillator phase of UE has a larger effect on SE performance than that of APs, and increasing the number of antennas can significantly reduce the influence of the oscillator phase at APs. In future work, possible solutions to solve asynchronous problems in CF massive MIMO systems will be investigated, e.g., the small UE-centric cluster formation [17], and the rate-splitting/NOMA against interference [18].

V. CONCLUSION

We investigated the performance of CF massive MIMO systems with asynchronous reception, including both delay and oscillator phases. Taking into account the coherent and non-coherent transmission, we derived novel closed-form SE expressions for CF massive MIMO systems with channel estimation errors caused by phase-asynchronization and pilot contamination. It was shown that asynchronous reception destroys pilot orthogonality and coherent data transmission, resulting in poor system performance. In particular, obtaining an accurate delay phase is important for CF massive MIMO systems to realize coherent transmission. Moreover, it is interesting that the oscillator phase of UEs has a larger effect on SE performance than that of APs, and increasing the number of antennas can significantly reduce the influence of the oscillator phase at APs. In future work, possible solutions to solve asynchronous problems in CF massive MIMO systems will be investigated, e.g., the small UE-centric cluster formation [17], and the rate-splitting/NOMA against interference [18].

APPENDIX A

PROOF OF THEOREM 1

Each UE is supposed to be aware of the channel statistics and the signal detection is performed with channel distribution information. Based on this assumption, we can derive the use-and-then-forget capacity bound with SINR is given by

$$\text{SINR}_k [n] = \frac{p \sum_{l=1}^{L} \left( DS_{kl} [n] \right)^2}{p \sum_{i=1}^{K} \left( \text{INT}_i [n] \right)^2 - p \sum_{l=1}^{L} \left( DS_{kl} [n] \right)^2 + \sigma^2}$$

where $DS_{kl} [n]$ denotes the desired signal and $\text{INT}_i [n]$ is the interference from other UEs. While the DU-MR precoding $\nu_{kl} = \theta_{kl}\hat{h}_{kl} [\lambda]$ is used, they can be expressed as

$$DS_{kl} [n] = \mathbb{E} \left\{ g_{kl}^H [n] \sqrt{\mu} \theta_{kl} \hat{h}_{kl} [\lambda] \right\}$$

$$\text{INT}_i [n] = \mathbb{E} \left\{ \sum_{l=1}^{L} g_{kl}^H [n] \sqrt{\mu} \theta_{kl} \hat{h}_{kl} [\lambda] \right\}^2$$

Note that $\text{INT}_k$ denotes the instantaneous component of UE $k$, which is subtracted by its statistical component $DS_k$ to obtain the beamforming gain uncertainty as the residual interference part.
Moreover, the normalization parameter regarding the preceding in (16) can be written as \( \mu_l = 1/ \sum_k \text{tr} \left( Q_{kl} \right) \). Submitting (5) into (26), and using the definition and property of \( \Theta_{kl} \) in (8) and (9), we can derive

\[
\text{DS}_{kl} \left[ n \right] = \mathbb{E} \left( \Theta_{kl}^* \left[ n - \lambda \right] \right) \sqrt{\mu_l} \mathbb{E} \left\{ \hat{h}_{kl}^\dagger \left[ \lambda \right] \hat{h}_{kl} \left[ \lambda \right] \right\} = e^{- \frac{n - \lambda}{\sigma_w} (\sigma_e^2 + \sigma_w^2)} \sqrt{\mu_l} \text{tr} \left( Q_{kl} \right).
\]

Moreover, with the help of [7, Eq. (69)], we have

\[
\text{INT}_l \left[ n \right] = \sum_{i=1}^L \mathbb{E} \left\{ \left( \hat{h}_{kl}^H \left[ n \right] \sqrt{\mu_l} \hat{h}_{kl} \mid \lambda \right) \right\}^2 + \sum_{i=1}^L \sum_{m \neq i} \mathbb{E} \left\{ \left( \hat{h}_{kl}^H \left[ n \right] \sqrt{\mu_l} \hat{h}_{kl} \mid \lambda \right) \left( \hat{h}_{kl}^H \left[ n \right] \sqrt{\mu_m} \hat{h}_{km} \mid \lambda \right) \right\}.
\]

Besides, with the help of (5) and (8), we derive

\[
\mathcal{T}_1 = \mathbb{E} \left\{ \left| \hat{h}_{kl}^H \left[ \lambda \right] \hat{h}_{kl}^\dagger \left[ n - \lambda \right] \hat{h}_{kl} \left[ \lambda \right] \right|^2 \right\} = \mu_l \mathbb{E} \left\{ \left| \hat{h}_{kl}^H \left[ \lambda \right] \hat{h}_{kl} \left[ \lambda \right] \right|^2 \right\}.
\]

Following the similar steps of [7, Eq. (62)], we write (30) as

\[
\mathcal{T}_2 = \theta_{kl} \theta_{km}^* \theta_{lm} \sqrt{\mu_l \mu_m} \mathbb{E} \left\{ \Theta_{kl}^\ast \left[ n - \lambda \right] \Theta_{km} \left[ n - \lambda \right] \right\} \times \mathbb{E} \left\{ \hat{h}_{kl}^H \left[ \lambda \right] \hat{h}_{kl} \left[ \lambda \right] \right\} \mathbb{E} \left\{ \hat{h}_{km}^H \left[ \lambda \right] \hat{h}_{km} \left[ \lambda \right] \right\}.
\]

By utilizing the definition and property of \( \Theta_{kl} \) in (8) and (9), we derive

\[
\mathcal{T}_3 = \mathbb{E} \left\{ \sum_{s = x + 1}^\infty \left( \delta_{e}^s \left[ s \right] \right) - \sum_{s = x + 1}^\infty \left( \delta_{e}^s \left[ s \right] \right) \right\} = e^{- (n - \lambda) \sigma_e^2}.
\]

Besides, based on the properties of MMSE estimation, where \( \hat{h}_{kl} \left[ \lambda \right] \) and \( \hat{h}_{kl} \left[ \lambda \right] \) are independent. We have

\[
\mathcal{T}_4 = \mathbb{E} \left\{ \hat{h}_{kl}^H \left[ \lambda \right] \hat{h}_{kl} \left[ \lambda \right] \right\} = \text{tr} \left( \mathbb{E} \left\{ \hat{h}_{kl} \left[ \lambda \right] \hat{h}_{kl}^\dagger \left[ \lambda \right] \right\} \right).
\]

Submitting (10) into (34), we then obtain

\[
\mathcal{T}_4 = \left\{ \theta_{kl} \theta_{kl}^* \text{tr} \left( Q_{kl} \right), i \in \mathcal{P}_k \right\}.
\]

Finally, with the help of (33) and (35) and plugging (31) and (32) into (29), we derive the \( \text{INT}_l \left[ n \right] \) as (37) at the top of this page, and this completes the proof.
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