Machine Learning to Identify Fake News for COVID-19
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Abstract. International Organizations are seriously concerned about the fake news phenomenon. UNESCO has defined the term of misinformation/disinformation, which are the two faces of fake news. European Commission has conducted a survey about “Fake News” through EU citizens to estimate the awareness and people behaviour related to the appearance of fake news and disinformation on electronic. The findings are quite worrying, since about 40% come across fake news daily and 85% evaluate fake news as a problem. The aim of this work is to introduce an Artificial Intelligence approach, the Decision Trees algorithm to identify fake news on the COVID-19.
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1. Introduction

The rise of fake news highlights the erosion of long-standing institutional bulwarks against misinformation in the internet era and the concern over the problem is global. However, much remains unknown regarding the vulnerabilities of individuals, institutions, and society to manipulations by malicious persons. A new system for defence is needed [1]. According to UNESCO’s definition, misinformation/disinformation is the false information that is spread under the guise of news, which in fact is very often impressively written, to arouse people’s interest [2]. A survey about “Fake news” was conducted online by the European Commission in February 2018, the aim was to investigate EU citizens’ awareness and attitudes towards the phenomenon of fake news and disinformation existence. Only a few respondents have the position that they ‘totally trust’ all available sources. A rather high percentage of 37% respondents believe that they come across fake news daily or every other day, and additionally 31% of the responders’ state that come across fake news at least once a week. A very high percentage of 85% respondents think that fake news is a serious and active problem in their country [3].

Healthcare specialists encounter, apart from the urgent need for rapid and adaptable knowledge to handle COVID-19 disease, also encounter the enormous bulk of new information spreading as fake news about health issues. This phenomenon
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particularly affects the public health policy effectiveness, especially during pandemics like COVID-19 [4]. Artificial Intelligence can support health by analysing massive amount of health data to reveal hidden information [5]. Against COVID-19 pandemic seven major types of significant applications of AI against COVID-19 pandemic focused on health monitoring, treatment, contact tracing, and drugs-vaccines [6].

Therefore, a decision support system (DSS) that discriminates fake and real news provide decision support capabilities to experts for discriminating any new information, as well for the public. A DSS could be a modern tool to confront the Infodemic “virus” during any pandemic. Pattern recognition techniques have been widely used towards the development and application of decision support systems to aid diagnosis [7]. These techniques include Decision Trees [8], Support Vector Machines [9], Artificial Neural Networks (ANNs) [10], k-NN [11]. There is a serious gap regarding solutions for reducing fake news on public health issues and particularly on the COVID-19 pandemic. The scope of this work is to introduce a decision support system (DSS) for the classification of fake and real news.

2. Methods

2.1. Data Description and Preparation

The data used on this work are by the multimodal repository of ReCOVery that facilitates reliability assessment of news on the COVID-19. Xinyi Zhou et al search and investigate 2304 new articles on coronavirus made by publishers of various political polarizations from various countries worldwide and retrieved by 22 reliable and 38 unreliable websites. The data include various information like url, author, title, image, body_text, country, and other. In our work we explore title and body text [12].

The pre-processing procedure from the standard text analysis of the Natural Language Processing (NLP) using Python code based on “scikit-learn” Python library [13]. The text analysis we followed steps that are referred in the literature [14]. The first step is to shuffle the data to prevent bias. Then follows the step of lowercase all words, removal of punctuation. The next two steps filtering of “Stop Words” to exclude common words and tokenization with white space are from the Natural Language Toolkit (nltk) [15].

2.2. Classification Procedure

The classification procedure based on text mining analysis using Python code based mainly on «scikit-learn» Python library [13]. The modelling process will consist of vectorizing the “text_body” and “title” columns of the data, then applying Term Frequency-Inverse Document Frequence (TF-IDF) [16]. TF-IDF weight is a statistical measure used to evaluate how important a word is to a document in a collection or full text. The importance increases proportionally to the number of times a word appears in the document but is offset by the frequency of the word in the text. The normalized Term Frequency (TF) computes the number of times a word appears in a document, divided by the total number of words in the same document. The Inverse Document Frequency (IDF), computed the logarithm of the number of the documents in the text divided by the number of documents where the specific term appears. Finally, a classification machine learning algorithm.
2.3. Decision Tree Classification

There are various top-down DTs inducers like CART [8]. The scikit-learn Python library uses an optimised version of the CART algorithm. The “DecisionTreeClassifier” in python is a classifier, that like other classifiers, takes as input of data parts, the training samples, and the testing samples. A randomised method used for splitting the data into train and test sets, and the proportion of the dataset included in the train split is 20% of total data. In addition to that the python algorithm parameter random_state has the value 42 as a seed to shuffle the data before applying the spliton. In this work we used various combination of parameter values specific for the Decision Tree. Particularly, used the Criterion, which is the function to measure the quality of a split. The proposed supported criteria are for the Gini impurity the “gini” value and for the information gain the “entropy” value. The second parameter is the Splitter, which is the strategy used to choose the split method take place at nodes. Available strategies are best split, using “best” value, and the best random split, using “random” value. Finally, the Max Depth of the Tree parameter, which is the number of that the Tree nodes are expanded until all leaves are pure or until all leaves contain less than min_samples_split samples. In this work tested various combination (Table 1) of parameters values on the available data.

| Criterion                        | Splitter | Max Depth |
|----------------------------------|----------|-----------|
| Entropy (for the information gain) | Best     | 20        |
| Gini (Gini impurity)             | Best     | 20        |
| Entropy (for the information gain) | Random   | 20        |
| Gini (Gini impurity)             | Random   | 20        |
| Entropy (for the information gain) | Best     | 40        |
| Gini (Gini impurity)             | Best     | 40        |
| Entropy (for the information gain) | Random   | 40        |
| Gini (Gini impurity)             | Random   | 40        |

3. Results

The algorithm applied separately on titles data as well as on main body text data. The results of the various tests appeared in Table 2, as overall accuracy (fraction of true negatives and true positives) for the various parameter values combinations.

| Parameters Combination                      | Overall Accuracy Body | Overall Accuracy Title |
|--------------------------------------------|-----------------------|------------------------|
| Entropy (for the information gain) - Best - 20 | 98.09%                | 72.09%                 |
| Gini (Gini impurity) - Best -20             | 96.05%                | 72.09%                 |
| Entropy (for the information gain) - Random - 20 | 95.53%                | 72.09%                 |
| Gini (Gini impurity) - Random - 20          | 94.01%                | 72.09%                 |
| Entropy (for the information gain) - Best - 40 | 100%                  | 72.09%                 |
| Gini (Gini impurity) - Best - 40            | 99.13%                | 72.09%                 |
| Entropy (for the information gain) - Random - 40 | 99.87%                | 72.09%                 |
| Gini (Gini impurity) - Random - 40          | 96.44%                | 72.09%                 |

The Confusion matrices for the best and worst cases are illustrated in Figure 1. It is worthwhile to mention that the Decision Tree algorithm has its worst results, regardless
the parameters used, when applied on the Title document. The title of every new is mainly the shortest part and the algorithm has no adequate words to be trained properly.

Figure 1. Confusion Matrices for Best and Worst Results

4. Discussion

In this paper, a traditional classifier based on Decision Trees is proposed to assist the Fake News diagnosis from Titles and Full text of an article. The results reveal that the most efficient parameters combination 100% overall accuracy, among the tested is “Entropy” as criterion, “Best: as splitter method, and 40 as max length tree used. However, an interesting point emerges that the application of the algorithm on titles has an overall accuracy of 72.09% on all combination of parameters. This finding reveals that titles are not a reliable part of an article to identify as fake or real. From the algorithmic point of view, this possibly happens since the title has less words comparing to the full body text. From a social point of view, this can lead us to the result that it is not so secure to identify a fake new from the title, but we must read the full article also. The full text containing more information.
5. Conclusions

Nowadays broadcasting media are very powerful on dissemination and proper education to the community on serious global or worldwide risks and dangers, including the appearance of a pandemic case. Broadcasting media can propagate incorrect and antisocial, poor information [17]. Education in the media is not just about Media, but also in any form of expression and communication in the modern, digital era. In related works a variety of the machine learning algorithms applied on tweets from multiple different events to monitor multiple cases of misinformation simultaneously. From the results of this work the model accuracy of various algorithms such as k-Nearest neighbourhood and Support Vector Machines proved efficient for the purpose [18]. In another work a COVID-19 news verification system developed based on three tier system developed (CoVerifi), a frontend based on React.js, a backend based on Python Machine Learning services and a database storing [19]. This work presents an application of Machine Learning tools for the prevention of fake news on health.
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