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The currently emerging sodium-ion battery technology is in need of an optimized standard organic solvent electrolyte based on solid and directly comparable data. With this aim we have made a systematic study of “simple” electrolyte systems consisting of two sodium salts (NaTFSI and NaPF₆) dissolved in three different alkyl carbonate solvents (EC, PC, DMC) within a wide range of salt concentrations and investigated: (i) their more macroscopic physico-chemical properties such as ionic conductivity, viscosity, thermal stability, and (ii) the molecular level properties such as ion-pairing and solvation. From this all electrolytes were found to have useful thermal operational windows and electrochemical stability windows, allowing for large scale energy storage technologies focused on load levelling or (to a less extent) electric vehicles, and ionic conductivities on par with analogous lithium-ion battery electrolytes, giving promise to also be power performant. Furthermore, at the molecular level the NaPF₆-based electrolytes are more dissociated than the NaTFSI-based ones because of the higher ionic association strength of TFSI compared to PF₆⁻ while two different conformers of DMC participate in the Na⁺ first solvation shells – a Na⁺ affected conformational equilibrium and induced polarity of DMC. The non-negligible presence of DMC in the Na⁺ first solvation shells increases as a function of salt concentration. Overall, these results should both have a general impact on the design of more performant Na-conducting electrolytes and provide useful insight on the very details of the importance of DMC conformers in any cation solvation studies.

1 Introduction

The interest in rechargeable batteries, originating in prospects of better electrochemical storage and handling of green energy, is today larger than ever. To date, lithium-ion batteries (LIBs) are the leading electrochemical energy storage technology; they are omnipresent in the portable electronic field and electrical vehicles (EV), implemented also for large-scale grid availability of lithium from the Earth’s crust and the supply chain vulnerability owing to geopolitical development. Replacing lithium by sodium, both being alkali metals, is an attractive alternative particularly given its high abundance, hence its low cost. Thus society at large as well as the overall battery market would greatly benefit from the sodium-ion battery (SIB) technology becoming competitive and thus a complement to LIBs. However, although the SIB development has been rapid since about 2010, the commercial impact remains small, especially as compared to LIBs. This is as much due to a lack of electrode materials matching the electrochemical performance of LIBs – in terms of specific capacities and realized cell potential, but also stable and highly conductive electrolytes – reflected in the commercial skepticism towards SIBs until very recently.

Investigations of SIB electrode materials are plentiful in the literature, while there are much fewer electrolyte studies made, especially such that take a broader perspective. SIB electrolytes more or less follow suit of LIB electrolytes. They are composed of cyclic carbonates e.g. ethylene and propylene carbonate (EC and PC), and linear carbonates e.g. dimethyl, ethyl methyl, and diethyl carbonate (DMC, EMC and DEC) as solvents and are also combined with salts of similar nature.
and concentration – often 1 M NaPF₆. In contrast to studies directed to LIBs, the bis(trifluoromethanesulfonyl)imide (TFSI) anion, here as NaTFSI salt, has received less attention due to its aluminium corrosion issues, as SIBs use aluminium current collectors at both the negative and positive electrodes. The TFSI anion is, however, both chemically and thermally more stable than the PF₆⁻ anion and does not lead to the formation of hazardous hydrogen fluoride (HF) to the same extent.

While some attention has been given to the solid electrolyte interphase (SEI) formation and the electrochemical stability windows (ESWs) obtainable for SIBs, the basic electrolyte physico-chemical properties and their origins at the molecular level are still not well-studied. Yet, these properties profoundly affect both thermal and electrochemical stability windows, the insertion rates possible and the associated charge transfer resistance, ion transport, charge carrier speciation, etc. The nature of the charge carrying species in turn largely originates in the balance between ion–solvent and ion–ion interactions affecting most properties listed above. The charge carriers and the speciation in general, such as the extent of ion-pairing, can for example be evaluated using the Walden rule as used extensively for LIB electrolytes, or more directly by infrared, Raman, and nuclear magnetic resonance (NMR) spectroscopy, as well as by computational modelling approaches e.g. molecular dynamics (MD), Monte-Carlo (MC), and density functional theory (DFT).

Here a systematic experimental and computational study of physico-chemical properties and speciation is reported for “close to standard” SIB electrolytes over a broad range of salt concentrations. As their compositions are mimicking the standard LIB electrolytes – same anions and solvents, and the same practical macro-level properties are targeted, this paves the way for ample comparisons and to elucidate similarities and differences.

2 Experimental

2.1 Materials

Electrolytes were prepared by mixing the solvents EC (anhydrous 99.0%, Aldrich), DMC (battery grade, Merck), and PC (anhydrous 99.7%, Aldrich) to result in EC:DMC (1:1) and EC:DMC:PC (45:45:10) by weight (wt%). The salts NaTFSI (99%, Solvionic) and NaPF₆ (99%, Strem Chemicals) were then used to create electrolytes of NaX (X = PF₆ or TFSI) in EC:DMC (1:1) or EC:DMC:PC (45:45:10) by direct addition of the proper amount of salt NaX to the solvent mixtures and stirring for 24 h at room temperature (RT). The resulting electrolytes are presented as x M NaX in EC:DMC or EC₀.45:PC₀.45:DMC₀.10 with x ranging from 0.3–2.0 and 0.3–1.4 for the NaPF₆ and NaTFSI based electrolytes, respectively. All samples were prepared inside an argon filled glove box with <1 ppm H₂O and 0–5 ppm O₂ and their water contents were <0.3 ppm H₂O by Karl-Fischer titration (899 Coulometer/Metrohm).

2.2 Methods

2.2.1 Differential scanning calorimetry (DSC). DSC data were recorded on a Q1000 (TA instruments) calorimeter operating in the temperature range −120 °C to +40 °C. A few mg of each sample were sealed in a hermetic aluminium pan inside the glove-box. All heating measurements were made using a scan rate of 10 °C min⁻¹. First the samples were cooled from 20 °C to −120 °C without rate control, and equilibrated for 1 min, then heated to 40 °C. The glass transition temperatures (Tgs) were determined as the inflection point of the heat capacity changes.

2.2.2 Dielectric spectroscopy. The ionic conductivities were measured using a Novocontrol broad-band dielectric spectrometer in the frequency range 10⁻¹⁻¹⁰³ Hz between −10 °C and 60 °C with a step of 10 °C. A constant volume of 0.14 mL cell was used, consisting of two brass (blocking) electrodes separated by a Teflon spacer (to contain the electrolytes and preventing any evaporation), which was sealed inside the argon filled glove-box. During the entire experiment, the cell was kept under a flow of dry N₂ gas. The temperature was held constant for at least 20 min before each measurement to allow equilibration of the sample. Finally, the DC conductivities were extracted from the plateaus in the frequency dependent (AC) conductivity plots.

2.2.3 Viscometry. The viscosities were recorded between 10–60 °C as determined through the principle of a falling ball (dynamic viscosity) on a Lovis 2000 M/ME (Anton Paar) instrument. The samples were filled in a 1.8 mm diameter capillary containing a steel ball.

2.2.4 Densitometry. The density data were recorded between 10–60 °C on a DMA 4500 M (Anton Paar) instrument. 1 mL of each sample was introduced into a U-shaped borosilicate glass tube excited to vibrate at characteristic frequencies. The densities were derived from those frequencies.

2.2.5 Raman spectroscopy. For the Raman experiments, 1 mL of each sample was placed in a cylindrical cuvette of 2 mL which was sealed with paraffin tape inside the argon filled glove-box before being transferred to the Raman set-up. All measurements were made at RT using a Bruker MultiRAM FT-Raman spectrometer with a nitrogen-cooled germanium detector and at a resolution of 2 cm⁻¹. In order to optimize the signal-to-noise ratio and avoid luminescence a Nd-YAG (1064 nm) laser was used as excitation source at an operating power of 500 mW and the spectra were averaged over 1000 scans. For a few selected electrolytes band-fitting and deconvolution were made in order to analyze in detail the Na⁺ speciation. In the analysis stage, each band used was fitted using a Voigt function and four models were elaborated upon by considering the position, the width, and the mix of Gaussian and Lorentzian band-shape contributions (successively fixed).

2.2.6 Infrared spectroscopy. For infrared experiments, one electrolyte droplet was placed swiftly on the sample support from a sealed vial and measurements were limited to 12–15 seconds to limit air exposition. All measurements were made at RT using a Jasco 4700 FT-IR spectrometer with a resolution of 1 cm⁻¹ for 15 scans in the range 500–4000 cm⁻¹. For the analysis, we used a band-fitting procedure similar to that applied to the Raman data, as explained above.

2.2.7 DFT calculations. As both anions employed are weakly coordinating anions, the computational study focused on the
cation–solute interactions – building a wide range of \([\text{Na(EC)}_x(\text{DMC})_y]^{+}\) \([x = 0–6, y = 0–6]\) complexes. While EC is a “rigid” molecule, DMC has three different conformers and four unique associated coordinating possibilities, here denoted as \(A\) (cis–trans), \(B\) (cis–trans), \(C\) (cis–cis), and \(T\) (trans–trans) (Fig. 1). All DMC conformers were initially used for all differently sized complexes and the nomenclature we use includes these, for example a \(\text{Na}^+\) solvated by 1 EC molecule and 3 DMC molecules, \(\text{Na}^+\) complexes and the nomenclature we use includes these, for example a \(\text{Na}^+\) solvated by 1 EC molecule and 3 DMC molecules, \(\text{Na}^+\) \(\text{Na}^+\) complexes larger than \([\text{Na(DEC)}]\) +.

A common way to define the cation solvation energy is:

\[
\Delta E_{\text{solv}} = E_{[\text{Na(DEC)}_x(\text{DMC})_y]}^{+} - (E_{\text{Na}^+} + x \times E_{\text{EC}} + y \times E_{\text{DMC}})
\]

However, here we instead employ the cation binding energy, defined as:

\[
\Delta E_{\text{bind}} = E_{[\text{Na(DEC)}_x(\text{DMC})_y]}^{+} - (E_{\text{Na}^+} + E_{([\text{EC}])}^{+})
\]

While this requires an extra single-point calculation for each of the optimised structures with the \(\text{Na}^+\) ion removed, it serves the purpose to reduce the variation due to solvent–solvent interactions. \(A\) priori, \(\Delta E_{\text{bind}}\) should thus give a more valuable comparative measure than \(\Delta E_{\text{solv}}\) as the solvent–solvent interactions are cancelled out and thereby emphasising the cation–solvent interaction.

All structures were optimized at both the B3LYP/6-311+G* and M06-2X levels of theory and verified to be minima by calculating the second derivatives with respect to nuclear displacements. The vibrational frequencies and IR/Raman intensities/activities were obtained by analytic derivatives. Furthermore, single-point calculations M06-2X/6-311+G**//B3LYP/6-311+G* were made for the \(x + y = 4\) systems. The ultrafine grid option was used in all cases and all calculations were made using Gaussian 09.39

**Fig. 1** The three different conformers of DMC and the four associated coordination sites as shown by \([\text{Na(DMC)}]^{+}\): A (cis–trans), B (cis–trans), C (cis–cis) and T (trans–trans).

### 3 Results and discussion

As our goal was to observe how physico-chemical properties and molecular interactions are correlated we first evaluate the thermal and phase stability and how the salt concentration and interactions affect for example dynamic crosslinking. Second, we connect ionic conductivity and viscosity to the speciation \(\text{Na}^+\) via both experimental and computational studies of the \(\text{Na}^+\) first solvation shells. Finally, we create a synergistic picture of the electrolytes stretching from the molecular level to the macroscopic performance. In all of the above ample comparisons with standard LIB electrolytes are made.

#### 3.1 Thermal stability and glass transition temperature

A wide window of thermal stability of the electrolyte is important as it broadens the application range of the SIBs. The nature of salts and solvents as well as the salt concentration all influence the molecular interactions and thus speciation40,41 and by this also phase transition temperatures.

The most important parameter is the crystallization temperature \(T_c\) as it sets the absolutely lowest operating and storage limit. The DSC heating traces of \(x\) M NaPF6 and NaTFSI in EC:DMC \((x = 0.3–1.4)\) have very similar behaviour (Fig. 2) with liquid ranges from \(-30^\circ\text{C}\) to at least \(40^\circ\text{C}\) for the highest salt concentration. For low salt concentrations three features are observed. While the feature at \(10^\circ\text{C}\) is only slightly affected by the salt concentration, the feature at \(-10^\circ\text{C}\) clearly moves to lower temperatures as function of salt concentration, to eventually merge with the third feature at \(-25^\circ\text{C}\). All the electrolytes follow a similar trend; the formation of complexes increases as function of salt concentration and this also decreases \(T_c\).

In order to further interpret the DSC data, heating traces of pure DMC and EC were used. The EC trace has a melting peak at \(40^\circ\text{C}\), while the DMC trace, and \(a\) fortiori the EC:DMC mixture, has features consistent with the electrolytes, albeit at slightly different temperatures (Fig. 3). Furthermore, as DMC-based species have been reported for LIB electrolytes to crystallize at \(-23^\circ\text{C} \pm 10^\circ\text{C}\),42,43 we conclude that all features between \(-30^\circ\text{C}\) and \(20^\circ\text{C}\) likely are due to phase transitions coupled to DMC. In order to confirm this further, we used two different strategies: we either replaced EC:DMC by PC (Fig. S1, ESI†) or replaced a large proportion of the DMC by PC to formulate EC\(_{0.45}\):PC\(_{0.42}\):DMC\(_{0.13}\) (Fig. 3). As none of these systems have any features in this region, we conclude that DMC is the part of the electrolyte initiating the nucleation and subsequent crystallization.

Second in importance for thermal stability is the \(T_g\) as it reflects the overall dynamics of the electrolytes, including the dynamic cross-linking caused by ions and ionic complexes,44,45 which in turn affect macroscopic properties such as ionic conductivity or viscosity. There are discontinuities in the \(T_g\)s for both Na-salt based electrolyte systems above ca. 1.0 M and these are also accompanied by exothermic peaks at \(-65^\circ\text{C} \pm 10^\circ\text{C}\) (Fig. 2) from cold crystallization.46 Hence there is supercooling occurring which complicates the analysis. The corresponding PC-based electrolytes (Fig. S1, ESI†), that also are
supercooled, do not show any cold crystallizations and for those the $T_g$s increase linearly as functions of the salt concentration—as expected due to more dynamic cross-linking, ion-pairing, and overall reduced dynamics.\footnote{43}

We can therefore assume that without any super-cooling effects, both our $x$ M NaX EC:DMC electrolyte systems would follow the same trend as function of salt concentration—as we already observed for IL-based Na-conducting electrolytes.\footnote{47}

In conclusion, the thermal behaviour of the electrolytes is very similar regardless of the salt used and the binary electrolytes undergo phase transitions only in the presence of a large proportion of DMC in the solvent formulation. The common useful operating temperature window for these SIB electrolytes is ca. −20 °C to 40 °C, quite similar to the corresponding LIB electrolytes.\footnote{48,49}

### 3.2 Ionic conductivity, viscosity, and density

Low viscosity foremost promotes fast ion transport, but is also important for proper wetting of porous electrodes and separators—although specific surface interaction affects wetting properties to a lower extend. The viscosities of our electrolytes increase as function of salt concentration and decrease with temperature (Fig. 4) following a Vogel–Tammann–Fulcher (VTF) behaviour,\footnote{50–52} in accordance with the literature.\footnote{53–55} The NaPF$_6$-based electrolytes are in general slightly more viscous, but at lower temperatures (10 °C) the difference is only 0.8 mPa s vs. the NaTFSI-based electrolytes. Thus the changed speciation affects the viscosities similarly and this is also in accordance with the analogous LiB electrolytes; LiPF$_6$ in EC:DMC is more viscous than LiTFSI in EC:DMC\footnote{56} and with a very similar difference at 10 °C (ca. 0.9 mPa s). That our SIB electrolytes have slightly higher viscosities may indicate larger complexes being formed.\footnote{37}

The addition of PC, as in EC$_{0.45}$:PC$_{0.45}$:DMC$_{0.10}$, increases the viscosities and again the NaPF$_6$-based electrolytes are both more viscous and have a larger change in viscosity.

Turning to the electrolyte densities, they matter very little for battery performance by their own, except when calculating the added weight of the electrolyte to the cell. It is re-assuring, however, that there are no discontinuities in the density data and these data are also needed for a proper Walden analysis of the electrolytes’ ionicity.

As high enough ionic conductivities are ultimately needed for adequate battery performance, conductivity data should
also be used to reveal operational temperature limits (Fig. 5). The discontinuities at low temperatures are consistent with the DSC analysis. Moving to RT, the $x$ M NaTFSI and NaPF$_6$ in EC:DMC electrolytes reach their maximum ionic conductivities of 8.5 and 11.2 mS cm$^{-1}$ for $x = 1.0$ M and $x = 1.2$ M, respectively. This is similar to the analogous LIB electrolytes; at RT 1.0 M LiTFSI and LiPF$_6$ in EC:DMC provide 9.4 and 10.7 mS cm$^{-1}$, respectively.\textsuperscript{53,57,58} In fact, these similarities extend over the whole temperature range. Furthermore, even the lowest salt concentration, 0.3 M, is acceptable for SIB application in terms of ionic conductivity ($>5$ mS cm$^{-1}$ for both salts). Finally, as expected due to the increased viscosity by the addition of PC, the EC$_{0.45}$:PC$_{0.45}$:DMC$_{0.10}$ electrolytes have lower ionic conductivities; 5.0 and 7.6 mS cm$^{-1}$ at RT, respectively. At the same time, however, the operating temperature window is extended as there are no discontinuities in the conductivity data – in accordance with the DSC data.

### 3.3 Molecular level interactions and speciation

Starting with the very basic DFT computed cation–DMC solvent interactions, the conformational equilibrium of DMC is clearly affected by the presence of Na$^+$ (Table 1) as the addition of either Na$^+$ or Li$^+$ changes the favoured conformer from the cis–cis (C) to the cis–trans conformer (A/B). For the molecule by itself, the enthalpic barrier of going from C to A/B is calculated to be ca. 12 kJ mol$^{-1}$, which is close to the experimental values (Table 1). The enthalpic difference is 17 kJ mol$^{-1}$ in favour of A/B. The highly polar EC molecule should easily solvate the alkali cations, unlike the less polar DMC. However, the conformational equilibrium of DMC changes upon addition of Na$^+$/Li$^+$, and so will the induced polarity, shown as a change in dipole moment. Thus, any in-depth analysis of the cation solvation must take into account DMC and its conformers. Furthermore, as the conformers have slightly different
Table 1 Dipole moments, μ (Debye) and enthalpy differences, ΔH (kJ mol⁻¹), between the DMC conformers with and without Na⁺/Li⁺.

|                | C (cis-cis) | A/B (cis-trans) | T (trans-trans) |
|----------------|-------------|-----------------|-----------------|
| μexp 61        | 0.35        | 3.1             | 5               |
| μB3LYP         | 0.28        | 3.79            | 5.33            |
| ΔH06-2X        | 0           | 10.0 ± 0.861    | 17.3 ± 2.161    |
| ΔHEVP         | 0           | 10.9 ± 2.6263   |                 |
| ΔH[B3LYP]      | 0           | 11.9            | 67.5            |
| Li⁺           | 17.2        | 0               | 47.2            |
| Na⁺           | 17          | 0               | 48.4            |
| ΔH[M06-2X]    | 0           | 12.3            | 65.2            |
| Li⁺           | 17.6        | 0               | 46.2            |
| Na⁺           | 16.8        | 0               | 46.6            |

Fig. 6 ΔEbind for [Na(EC)(DMC)x]⁺ (x + y = 4; 5; 6); by B3LYP (left) and M06-2X (right).

in energy: [Na(EC)(DMC)3BBTTT]⁺ and [Na(EC)₃(DMC)₃TTTT]⁺. This preference of Na⁺, in contrast to Li⁺, for a larger solvation shell has also been shown previously both for electrolytes and other solvents. While the energetics of complex formation is laden with several assumptions, these results form a base for the elucidation of different speciation and charge carriers present in the different electrolytes, and especially together with the experimental Raman data.

From a structural viewpoint, we observed large differences between the resulting complex geometries for the two functionalities. In general, the B3LYP functional resulted in more symmetric structures closer to what would be expected from “chemical intuition”. To promote a further understanding of these differences and vs. the Li⁺ analogues a few, selected amongst the more stable, complexes were analysed in more detail.

For example [Na(EC)₄]⁺ has a close to tetrahedral symmetry (Td) with a larger Na-O-C angle, in contrast to the S₄ symmetry computationally predicted and verified by Raman spectroscopy for [Li(EC)₃]⁺. This is likely due to the smaller charge/radius ratio resulting in longer Na-O distances and a reduced role of the carbonyl lone-pairs in controlling the coordination geometry. For [Na(EC)₃(DMC)₃TTT]⁺ the coordination of DMC clearly differs between the B3LYP and M06-2X results, the latter deviates from any resemblance of a T₃ symmetry due to bidentate coordination of the Na⁺ by the DMC, and thus the CN is rather 5 than 4. Also for CN = 5 and CN = 6 there are many small but notable differences between the results from the two different functionals, which also agrees well with that the variance of the first solvation shell should be larger for the SIB electrolytes than for the analogous LIB electrolytes.

More data on all the stable complexes obtained are found in the ESI.† Before moving from the computational predictions of the complexes present to the experimental verification – it is useful to use a few model systems and see what they imply for the spectroscopy data analysis. The ring-breathing mode of EC, a common mode to analyse for cation coordination, a blue-shift from 898 to 917 cm⁻¹ is computed for Na⁺ interaction. Likewise, for DMC (C) from 930 to 953 cm⁻¹ and for DMC(A/B) from 867 to 880 cm⁻¹. However, as the pure DMC conformational equilibrium is also affected by Na-salt addition, there is also a superposition of spectral changes arising due to different pure DMC conformers being present – not only the effect of Na⁺ coordination – and this will affect the data in a non-trivial manner – as also seen by ¹³C NMR spectroscopy. Notably, the cation-induced shifts are considerably reduced for the larger complexes; for Na(EC)₅ to 909 cm⁻¹ (thus the induced shift is reduced by 8 cm⁻¹) and for [Na(DMC)₃CCCC]⁺, [Na(DMC)₉AAAAA]⁺, and [Na(DMC)₆BBBBBB]⁺ 944 cm⁻¹, 876 cm⁻¹ and 877 cm⁻¹, respectively.

Armed with the DFT computed relative energies and vibrational spectra data, we now turn to the Raman spectroscopy and the region 880–940 cm⁻¹, which, as outlined above, contains bands originating from both EC and DMC (Fig. 7). The EC ring-breathing mode at 893 cm⁻¹ shifts to 900 cm⁻¹ upon Na⁺ coordination, 4 cm⁻¹ less than upon Li⁺ coordination.

vibrational spectra, they will also affect the Raman analysis – and for proper comparisons we construct solvation complexes to reveal likely components of the Na⁺ first solvation shell.

Moving to the complexes and starting with a Na⁺ coordination number (CN) = 4, i.e. the x + y = 4 systems (Fig. 6), the B3LYP calculations (Table S1, ESI†) predict a number of complexes to be more stable than the [Na(EC)₄]⁺; [Na(EC)₃(DMC)₃TTT]⁺, [Na(DMC)₆BBBBB]⁺, and [Na(EC)₃(DMC)₅TTT]⁺, while the M06-2X calculations predict only one complex to be more stable: [Na(DMC)₆BBBBB]⁺. Hence, the two different functionals show similar results, i.e. a mixture of EC and DMC in the Na⁺ first solvation shell, but the details differ. For B3LYP there are many complexes having energies close to that with the lowest ΔEbind and taking into account the assumptions and limitations of the DFT calculations – the energetics are not sufficient to reveal the preferred solvation. The extra set of single point calculations, M06-2X calculations on the B3LYP geometries (Table S1, ESI†), however, show that the main differences are due to geometry differences.

While a CN = 4 is rather well-founded for Li⁺ in carbonate-based solvents, there is more of an uncertainty for Na⁺ with respect to the preferred CN. Moving to higher CNs, but only with EC as solvent in the models, both [Na(EC)₆]⁺ and [Na(EC)₆]⁺ are significantly more stable than [Na(EC)₃(DMC)₅TTT]⁺.

The collection of data for [Na(EC)(DMC)x]⁺ (x + y = 4, 5 and 6) strongly implies that a CN of 5 or 6 is preferred (Fig. 6). Furthermore, there is a large probability of DMC in the complexes, as many containing DMC have lower energies than [Na(EC)₄]⁺; the most stable is [Na(DMC)₆BBBBB]⁺, with a few similar complexes with different DMC conformers within a narrow energy range, and other that differ in composition close to the preferred CN. Moving to higher CNs, but only with EC as solvent in the models, both [Na(EC)₆]⁺ and [Na(EC)₆]⁺ are significantly more stable than [Na(EC)₃(DMC)₅TTT]⁺.
The C–O stretching mode of DM(C) shifts slightly more, from 915 to 925 cm⁻¹, which again is markedly less than for Li⁺ (933 cm⁻¹). In addition, and as expected from the DFT calculations, DM(C) contributes to the Na⁺ coordination, with bands at 860 cm⁻¹ and 868 cm⁻¹. That all shifts are smaller for Na⁺ vs. Li⁺ is a direct effect of a smaller charge/ radius ratio and concomitant weaker cation–solvent interactions. While not handled by the present DFT calculations, we also analyse the cation–anion interactions using the region 730–765 cm⁻¹ containing the ν(SNS)/expansion and contraction band of the TFSI anion, “free” at 740 cm⁻¹ and Na⁺ coordinated at 744 cm⁻¹. For the NaPF₆-based electrolytes we use infrared rather than Raman spectroscopy in the region 800–900 cm⁻¹ with the free PF₆⁻ asymmetrical stretching vibrational mode located at 844 cm⁻¹, while upon formation of contact ion-pairs (CIP) and aggregates (AGG) the PF₆⁻ symmetry is modified and altered into three bands: 833 cm⁻¹, 878 cm⁻¹, and 853 cm⁻¹. That has already been observed in LiPF₆ in EC:DMC by Aroca et al., and as bands are the result of altered anion symmetry.

From all of the above combined, we extract positions of the fitted Raman bands and their associated Raman activities, and from this we calculate the relative contributions of EC, DM(C), DM(A/B), and TFSI to the total solvation number (SN) of Na⁺ (Table 2). For the PF₆⁻-based electrolytes, the anion contribution could only be studied qualitatively as the vibrational modes associated to Na⁺–PF₆⁻ CIPs are not unambiguously defined. Each SN is determined as:

$$\text{SN} = \frac{A_{\text{Na}^+\text{–}X}}{A_{\text{Na}^+\text{–}X} + A_{\text{free–}X}}$$

where X is the studied ion (i.e. DM, EC, TFSI, PF₆⁻), while A_{Na⁺–X} and A_{free–X} are the R.A. normalized fitted areas of the coordinated and free species, respectively (Table 2). For all electrolytes the partial contributions of SN_{EC} and SN_{DM(C)} decrease as function of NaTFSI salt concentration, while SN_{DM(C=)} significantly contribute to the shell configuration with SN ranging between 0.16–0.21 – 10–15% of the total solvation number (SN_{total}).

Furthermore, SN_{EC} decreases approximately twice as fast as SN_{DM(C=)}. Overall, EC predominantly solvates Na⁺ at 0.3 M, while DMC contribute equally much at 1.0 M. SN_{total} decreases, as both SN_{EC} and SN_{DM(C)} decrease, which may be attributed to the increasing formation of CIPs and AGGs as they reduce the amount of solvation sites. In contrast, solvent separated ion-pairs (SSIPs) have a similar amount of solvent in their first solvation shells as complexed cations. Therefore, this may indicate that EC is preferentially removed from the Na⁺ first solvation shell upon CIP/AGG formation – which agrees with the many stable complexes with several DMC included from the DFT calculations.

Moving to the ion-pair formation, CIPs/AGGs are present in both electrolytes and increase as a function of salt concentration (Fig. 8). However, the band at 740 cm⁻¹ associated with TFSI increases constantly while the band annotated as “free” PF₆⁻ seems to decrease after reaching a maximum between 0.6 M and 1 M. For the latter system, this might indicate that the ratio between SSIPs and CIPs/AGGs changes in favour of CIP/AGG, while the total amount of ion-pairs constantly increases – a behaviour seen for LiPF₆ in EC:DMC within the concentration range. This is further supported by changes in the spectra also for the “free” PF₆⁻ anion as the salt concentration increases.

For the same salt concentration the NaPF₆-based electrolytes in average have 5% larger SN_{total} and this may, again, indicates that the NaTFSI-based electrolytes have proportionally more CIPs/AGGs, hence being less dissociated. This is, for example, in agreement with the detailed studies of LiPF₆ and LiTFSI in acetonitrile, and thus agrees qualitatively across Na⁺ to Li⁺.

In the following part, we use the Walden rule to discuss and compare qualitatively the ionicity – degree of dissociation – in both electrolytes.

### 3.4 Ionicity by Walden analysis

While we above reported on molecular interactions and speciation in detail, the dissociation of the ions can also be studied using more macroscopic data by Walden analysis of the...
Ionicity. The empirical Walden rule\(^2^8\) states that the product of the limiting molar ionic conductivity \(\lambda^*\) and pure solvent’s viscosity \(\eta\) is a constant \((\pm 0.6)\) as expressed in (1). In (2) the logarithmic form of the equation used in Walden plots is provided.\(^2^9,3^0\)

\[
\lambda^* \cdot \eta = C \quad \text{constant} \quad (1)
\]

\[
\log(\lambda^*) = \log(C) + \log(\eta^{-1}) \quad (2)
\]

As more concentrated electrolytes have their ionic mobilities also impeded by other forces a factor “\(\alpha\)” is introduced to a fractional Walden rule\(^3^0\) (3).

\[
\lambda^* \cdot \alpha \cdot \eta = C' = \text{constant} \quad (3)
\]

As compared to a commonly used reference of 0.001 M KCl in water, with its ions known to be fully dissociated\(^3^3,8^2,8^3\) albeit perhaps not be the best choice for non-aqueous electrolytes,\(^3^0\) a downward deviation in a Walden plot implies a worse ion dissociation and lower ionicity. This is indeed the case for our x M NaX in EC:DMC electrolytes, which also gradually move downwards as a function of salt concentration (Fig. 9). Again the NaPF\(_6\)-based electrolytes are always closer to the reference and hence more dissociated, in agreement with the spectroscopic analysis.

From a Walden analysis perspective changing from EC:DMC to EC\(_{0.45}\):PC\(_{0.45}\):DMC\(_{0.10}\) based electrolytes, primarily changes the dielectric constant (\(\varepsilon\)) and can thereby affect the ionicity. Indeed, while maintaining the order of the Na-salts the degree of dissociation seems to increase. In contrast, increasing the temperature is supposed to decrease \(\varepsilon\)\(^8^4,8^5\) and while the temperature is not explicitly found in a Walden plot both the molar conductivities and the viscosities are temperature dependent, why a temperature increase can basically be followed diagonally from left to right. With \(\alpha\) extracted for each of the electrolytes, \(\alpha\) is ca. 0.7–0.9, which indicates that increasing the temperature also decreases the degree of dissociation.

### 4 Conclusions

In conclusion, NaTFSI and NaPF\(_6\) in EC:DMC and EC\(_{0.45}\):PC\(_{0.45}\):DMC\(_{0.10}\) exhibit similarities to conventional LIB electrolytes both in terms of physico-chemical and molecular properties. In more detail, the EC:DMC based electrolytes display acceptable thermal stability windows of \(-30^\circ\) to \(+40^\circ\) C, while the ionic conductivities can be as high as 10 mS cm\(^{-1}\) at room temperature for 1 M electrolytes and \textit{a fortiori} viscosities low. The exchange of DMC for PC greatly inhibits the crystallization processes at the cost of a lower conductivity (6 mS cm\(^{-1}\) at room temperature for 1 M electrolytes) and higher viscosities. From a molecular viewpoint, every studied electrolyte presents a high level of ion dissociation, even if the NaPF\(_6\)-based electrolytes remain more dissociated regardless of the solvents used. The combination of DFT calculations and Raman spectroscopy
reveals the importance of several conformers of DMC in the Na⁺ first solvation shells. While both EC and DMC are found in the solvation shells, there is a faster depletion of EC in the shells with increasing salt concentration why a higher proportion of free EC is found. Furthermore, the use of the fractional Walden rule indicates that 1 M NaPF₆ in EC:DMC is more dissociated than 1 M NaTFSI in EC:DMC and furthermore that the addition of PC improves the dissociation. Overall, these data for a wide range of salt concentrations in the most common electrolyte solvents should pave the way for further electrochemical studies, not the least owing to the results on “ultralow” concentrated SIB electrolytes.⁸⁶
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