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1. INTRODUCTION

1.1. Overview. A central feature of harmonic functions on Euclidean domains is the mean value property. Although the Euclidean structure is crucial for its validity, the mean value property can be expressed using only the metric and the measure, in terms of having vanishing $r$-laplacian. The $r$-laplacian of a function $u \in L^1_{\text{loc}}(X)$ on a metric measure space $X = (X, d, \mu)$ is defined by

$$
\Delta_r^e u(x) = \Delta_r u(x) = \frac{u_{B_r(x)} - u(x)}{r^2}, \quad x \in X,
$$

where $u_{B_r(x)}$ stands for the mean-value of $u$ over a ball $B_r(x)$. The classical mean value property states that, in a Euclidean domain $\Omega$, a harmonic function $u$ satisfies $\Delta_r u(x) = 0$, for all $0 < r < \text{dist}(x, \partial \Omega)$. Functions on a domain of a metric measure space with this property are called mean value harmonic (mv-harmonic), see Definition 3.1.

It turns out that harmonic functions rarely enjoy the mean value property outside the Euclidean setting and instead satisfy an asymptotic mean value property, where the pointwise limit for $r$ approaching 0 in (1) vanishes. For example, this is the case of smooth Riemannian manifolds
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whereas the mean value property for harmonic functions on manifolds is known to hold only on the so-called harmonic manifolds. The Lichnerowicz conjecture, proven for manifolds of dimension 2-5, characterizes harmonic manifolds as either flat or rank-one symmetric, see Example 4 in [11] and references therein.

Apart from the classical setting, the $r$-laplacian also arises in approximation problems of Riemannian manifolds by graphs [9], and the mean value property plays a role in geometric group theory in Kleiner’s proof of Gromov’s polynomial growth theorem [29] (see also [37, 38] for a notion of amv-laplacian on metric measure spaces). Furthermore, [14] Theorem 1] indirectly relates amv-harmonicity to functions with bounded variation. Namely, the result characterizes $C^1$-minimal surfaces $S$ by observing that a certain piecewise constant function $f_S$ is pointwise amv-harmonic in the sense that $\Delta_r f_S \to 0$ pointwise, as $r \to 0$ on $S$. Moreover, the proof of [14] Theorem 1] uses the relation between the amv-harmonic operator and a nondegenerate 1-Laplacian $\text{div}(\nabla/\sqrt{1 + |\nabla|^2})$.

The notion of $r$-laplacian also appears in the context of $p$-harmonic type equations and the stochastic games [35, 36, 3]. In the setting of Carnot groups the $r$-Laplacian and its relations to subelliptic harmonic functions have been studied, for instance, in [3, 16, 17].

In this paper we consider asymptotically mean value harmonic (amv-harmonic) functions on doubling metric measure spaces $X = (X, d, \mu)$ based on the asymptotic vanishing of the mv-laplacians $\Delta_r$ as $r \to 0$. In this generality the operators $\Delta_r$ are non-symmetric and there is no yet the existence theory for amv-harmonic functions. Nevertheless, some regularity results hold, see Theorems 1.1 and 1.3. Additionally we obtain that amv-harmonicity translates to the mean value property of blow-ups, cf. Theorem 1.5.

We demonstrate in the model case of weighted Euclidean spaces that in the limit $r \to 0$ the mv-laplace operators $\Delta_r$ give rise to a non-symmetric second order operator, leading to a characterization of amv-harmonicity in terms of an elliptic second order PDE, cf. Theorem 1.6.

The current manuscript is the first of two where we consider amv-harmonicity in nonsmooth settings. In the second part [2] we prove e.g. that in non-collapsed RCD-spaces Cheeger harmonic functions are weakly amv-harmonic, and that in Carnot groups weak and strong amv-harmonicity equivalently characterize subelliptic harmonic functions. We moreover obtain Blaschke–Privaloff–Zaremba type theorems in step 2 Carnot groups and Alexandrov surfaces.

1.2. Amv-harmonic functions and their regularity. The following two notions are based on two ways to interpret the limit $\lim_{r \to 0} \Delta_r u = 0$.

**Definition 1.1 (Weak and strong AMV-harmonicity).** Let $\Omega \subset X$ be a domain in a metric measure space $X = (X, d, \mu)$. A function $u \in L^1_{\text{loc}}(\Omega)$ is strongly amv-harmonic in $\Omega$ if

$$\lim_{r \to 0} \|\Delta_r u\|_{L^\infty(K)} = 0 \text{ for any compact } K \subset \Omega,$$

and weakly amv-harmonic if

$$\lim_{r \to 0} \int_X \varphi \Delta_r u d\mu = 0 \text{ for any } \varphi \in \text{LIP}_c(\Omega).$$

Our first main result shows that strongly amv-harmonic functions are Hölder continuous for any exponent below one.

**Theorem 1.1.** Let $\Omega \subset X$ be a domain in a complete doubling metric measure space. Then any strongly amv-harmonic function on $\Omega$ is locally $\alpha$-Hölder continuous for any $\alpha \in (0, 1)$.

Since the operators $\Delta_r$ are not (asymptotically) symmetric and there is no meaningful limit operator defined on a large enough function space, in order to prove Theorem 1.1 we consider instead the natural second order Sobolev-type space

$$\text{AMV}^p(X) := \{ u \in L^p(X) : \|u\|_{\text{AMV}^p} < \infty \},$$

(2)
where $1 \leq p \leq \infty$ and
\[
\|u\|_{\text{AMV}^p} := \limsup_{r \to 0} \|\Delta_r u\|_{L^p(X)}
\]
is the amv-norm of $u$. The class $\text{AMV}^p_{\text{loc}}(X)$ is defined as the space of functions $u \in L^p_{\text{loc}}(X)$ for which $\limsup_{r \to 0} \|\Delta_r u\|_{L^p(K)} < \infty$ for every compact $K \subset X$. The following embedding result relates $\text{AMV}^p_{\text{loc}}(X)$ to the fractional Hajłasz–Sobolev spaces $M^{\alpha,p}_{\text{loc}}(X)$, see Section 3.

**Theorem 1.2.** Let $\Omega \subset X$ be an open subset of a proper locally doubling metric measure space $X = (X, d, \mu)$, and let $u \in \text{AMV}^p_{\text{loc}}(\Omega)$. Then $u \in M^{\alpha,p}_{\text{loc}}(\Omega)$ for every $0 < \alpha < 1$.

Together with the Morrey embedding theorem for fractional Hajłasz–Sobolev spaces (see Proposition 4.1 and [39, Corollary 1.4]), Theorem 1.2 implies Theorem 1.1 and the stronger Corollary 4.3. Theorem 1.2 is not quantitative, and gives no explicit bounds on the fractional Hajłasz–Sobolev gradient in terms of the amv-norm. Its proof relies on a refined averaging technique and a bootstrapping argument, see Section 3 and Proposition 4.2. Refined averaging yields a Lipschitz regularization and moreover leaves mv-harmonic functions (locally) invariant. This observation directly yields local Lipschitz continuity of mv-harmonic functions, improving Corollaries 5.1 and 5.2 in [11], where local Lipschitz regularity is obtained, respectively, for uniform measures and measures satisfying the annular decay condition and under the assumption that the underlying space supports the $(1, p)$-Poincaré inequality.

**Theorem 1.3.** Let $\Omega \subset X$ be an open subset of a complete locally doubling metric measure space $X = (X, d, \mu)$, and $u \in L^1_{\text{loc}}(\Omega)$ an mv-harmonic function on $\Omega$. Then $u$ is locally Lipschitz and satisfies the bound
\[
\text{LIP}(u|_{B_r(x_0)}) \leq C \inf_{c \in \mathbb{R}} \frac{1}{r} \int_{B_{3r}(x_0)} |u - c| \, d\mu
\]
whenever $B_{3r}(x_0) \subset \Omega$.

Concerning the “size” of the class of mv-harmonic functions, in Section 3 we also discuss the dimension bounds on $\mathcal{H}^m(X)$, the space of mv-harmonic functions with $m$-growth on space $X$. Thus, we obtain a counterpart of results known for Riemannian manifolds, Alexandrov and RCD-spaces (see Section 3.2 for the details).

**Proposition 1.4.** Let $X = (X, d, \mu)$ be a complete doubling metric measure space with doubling exponent $Q := \log_2 C_\mu > 1$, and suppose $\mu$ has $\alpha$-annular decay, cf. [8]. Then, for any $m > 0$, we have that
\[
\dim \mathcal{H}^m(X) \leq C m^{Q-\alpha},
\]
where the constant $C = C(Q, \alpha)$ depends only on $Q$ and $\alpha$.

Though the mean value property (cf. Definition 3.1) is very rare outside the Euclidean setting, we show that they arise as blow-ups of AMV$^p$-functions.

**Theorem 1.5.** Let $\Omega \subset X$ be an open subset of a proper locally doubling length space $X = (X, d, \mu)$, and let $1 < p < \infty$. Suppose $u \in M^{\alpha,p}_{\text{loc}}(\Omega) \cap \text{AMV}^p_{\text{loc}}(\Omega)$ and $(r_k)$ is a positive sequence converging to zero. Then for $\mu$-almost every $x \in X$, any approximate tangent map $u_\infty : X_\infty \to \mathbb{R}$ at $x$, subordinate to a subsequence of $(r_k)$, is mv-harmonic.

This can be seen as an infinitesimal connection between amv- and mv-harmonicity. In light of the fact that in rectifiable spaces blow-ups are linear (and thus satisfy the mean value property automatically), Theorem 1.5 may serve as an obstruction to having many amv-harmonic functions on metric spaces that are too irregular.
1.3. Amv-harmonicity in weighted Euclidean domains. As a toy model, we consider weighted Euclidean domains. Let $\| \cdot \|$ be a norm on $\mathbb{R}^n$ and $\Omega \subset \mathbb{R}^n$ a domain. We denote by $\mathcal{H}^n$ the Hausdorff $n$-measure, taken with respect to the metric induced by $\| \cdot \|$, restricted to $\Omega$. By a weight on $\Omega$ we mean a strictly positive locally Lipschitz function $w : \Omega \to (0, \infty)$. In what follows, we consider the corresponding weighted Euclidean domain $\Omega_w := (\Omega, \| \cdot \|, w \mathcal{H}^n)$.

The $r$-laplacian $\Delta_w^r$ on $\Omega_w$ may fail to be asymptotically self-adjoint. This is explained more precisely further in this article, see Section 2.2 and Section 6. Nevertheless, weak amv-harmonicity in $\Omega_w$ can be characterized by an elliptic PDE. Consider the unbounded operator

$$L_w u := \frac{1}{2} \text{div}(M \nabla u) + \frac{1}{w} (\nabla w, M \nabla u),$$

(5)

where $\langle \cdot, \cdot \rangle$ is the standard Euclidean inner product, and $M \in \mathbb{R}^{n \times n}$ denotes the positive definite matrix of second moments of the unit ball $B^n \subset \mathbb{R}^n$ of $\| \cdot \|$ given by

$m_{ij} := \int_{B^n} y_i y_j d\mathcal{H}^n(y), \quad 1 \leq i, j \leq n,$

see [28 Sections 4.1-4.3].

**Theorem 1.6.** Let $u \in W^{1, 2}_{\text{loc}}(\Omega)$ for a domain $\Omega \subset \mathbb{R}^n$. Then the following are equivalent.

1. $L_w u = 0$ in $\Omega$ in the weak sense.
2. $u$ is weakly amv-harmonic in $\Omega_w$.
3. $u \in AMV^2_{\text{loc}}(\Omega_w)$ and $\Delta_w^r u \to 0$ in $L^2_{\text{loc}}(\Omega_w)$ as $r \to 0$.

Moreover, if in addition $w \in C^\infty(\Omega)$, then (1), (2) and (3) are equivalent to

4. $u$ is strongly amv-harmonic in $\Omega_w$.

We refer to [37] and [8] for some related results. The non-trivial implications in Theorem 1.6 boil down to regularity theory of elliptic PDEs, and a characterization of $AMV^2_{\text{loc}}(\Omega_w)$ as a second order Sobolev space, see Theorem 6.2 in Section 6.

In view of classical existence theory, weakly and strongly amv-harmonic functions are abundant under the hypotheses of Theorem 1.6 and their further studies in the weighted setting could be interesting per se. In contrast, mean value harmonic functions (with $\Omega = \mathbb{R}^n$) satisfy an overdetermined system of PDEs – in particular, if $\| \cdot \|$ is an $l^p$-norm ($p \neq 2$), mv-harmonic functions on (unweighted) $\mathbb{R}^2$ form a finite dimensional space; see [28].

2. Preliminaries

2.1. Notation and conventions. Throughout this article, a metric measure space $X = (X, d, \mu)$ is a separable metric space $(X, d)$ equipped with a Radon measure $\mu$ that is finite and non-trivial on balls, i.e. $0 < \mu(B) < \infty$ for all balls $B \subset X$.

Given a subset $F \subset X$ of a metric space and $r > 0$, we denote

$$N_r(F) = \{ x \in X : \text{dist}(x, F) < r \} \quad \text{and} \quad \overline{N}_r(F) = \{ x \in X : \text{dist}(x, F) \leq r \}$$

the open and closed $r$-neighbourhood of $F$ (note that $\overline{N}_r(F)$ need not be the closure of $N_r(F)$ unless $X$ is a length space). For $x \in X$, we denote by $B_r(x) := N_r(\{x\})$ and $\overline{B}_r(x) := \overline{N}_r(\{x\})$, respectively, an open and closed ball centered at $x$ with radius $r$.

The Lipschitz constant of a map $f : (X, d_X) \to (Y, d_Y)$ between metric spaces is

$$\text{LIP}(f) := \sup_{x \neq y} \frac{d_Y(f(x), f(y))}{d_X(x, y)},$$
and the pointwise Lipschitz slope is
\[ \text{Lip } f(x) := \limsup_{r \to 0} \sup_{0 < d(y,x) < r} \frac{d\mu(f(x), f(y))}{r}, \quad x \in X. \]

If \( x \in X \) is an isolated point, then \( \text{Lip } f(x) = 0 \).

Given \( u \in L^1_{loc}(X) \) and a \( \mu \)-measurable set \( A \subset X \) with \( \mu(A) > 0 \),
\[ u_A = \int_A ud\mu = \frac{1}{\mu(A)} \int_A ud\mu \]
denotes the average of \( u \) over \( A \).

### 2.2. Doubling measures and averaging operators.

A measure \( \mu \) on a separable metric space \( X \) is called **locally doubling** if, for every compact \( K \subset X \), there exists \( r_0 > 0 \) and a constant \( C_0 > 0 \), such that
\[ \mu(B_{2r}(x)) \leq C_0 \mu(B_r(x)) \]
for every \( x \in K \) and \( 0 < r \leq r_0 \). If \( \mu \) is locally doubling, then for every compact \( K \subset X \) there exists a constant \( C > 0 \) for which
\[ \frac{\mu(B_r(y))}{\mu(B_r(x))} \geq C \left( \frac{r}{R} \right)^Q, \quad x, y \in X, \quad 0 < r \leq R \leq r_0, \]
where \( Q = \log_2 C_0 \). If the constant \( C_0 \) can be chosen independently of the set \( K \subset X \), and \( r_0 = \infty \), then we say that \( \mu \) is **doubling**, denote \( C_0 = C \), and the number \( Q = \log_2 C \) is called the doubling exponent of \( \mu \).

The following definition is due to Buckley, see [10] Section 1, and is stronger than the doubling condition.

**Definition 2.1.** Let \( (X, d, \mu) \) be a metric measure space with a doubling measure \( \mu \). We say that \( X \) satisfies the \( \alpha \)-annular decay property with some \( \alpha \in (0, 1] \) if there exists \( A \geq 1 \) such that for all \( x \in X \), \( r > 0 \) and \( \epsilon \in (0, 1) \) it holds that
\[ \mu(B(x, r) \setminus B(x, r(1-\epsilon))) \leq A \epsilon^\alpha \mu(B(x, r)). \]
If \( \alpha = 1 \), then we say that \( X \) satisfies the strong annular decay property.

Examples of spaces with strong annular decay property include geodesic metric spaces with uniform measures and Heisenberg groups \( \mathbb{H}^n \) equipped with a left-invariant Haar measures. By [10] Corollary 2.2, a length space with a doubling measure has the \( \alpha \)-annular decay property for some \( \alpha \in (0, 1] \) with \( \alpha \) depending only on a doubling constant of the measure. (In fact, it is enough for a metric measure space to be the so-called \((\alpha, \beta)\)-chain space to conclude that the space has the \( \delta \)-annular decay property, see Theorem 2.1 in [10]).

Let \( (X, d, \mu) \) be a metric measure space and \( r > 0 \). Given a locally integrable function \( u \in L^1_{loc}(X) \), we denote by
\[ A_r^\mu u(x) = A_r u(x) = \int_{B_r(x)} u d\mu, \quad x \in X, \]
the \( r \)-average function of \( u \). Note that \( A_r u(x) = u_{B_r(x)} \).

We will use the two notations interchangeably, depending on whether we want to view the average as a number, or an operator on a function space. Indeed, the function \( A_r u : X \to \mathbb{R} \) is measurable, and \( A_r \) defines a bounded linear operator \( A_r : L^1(X) \to L^1(X) \) if and only if \( A_r \in L^\infty(X) \), where
\[ a_r(x) = \int_{B_r(x)} \frac{d\mu(y)}{\mu(B_r(y))}, \quad x \in X. \]
Moreover, in this case the operator norm satisfies \( \|A_r\|_{L^1 \to L^1} = \|a_r\|_{L^\infty} \), see [4] Theorem 3.3. This is true in particular when \( \mu \) is a doubling measure. On the other hand, it is true that by the Lebesgue differentiation theorem

\[
\lim_{r \to 0} A_r u(x) = u(x)
\]

for almost every \( x \in X \), if \( \mu \) is infinitesimally doubling, cf. [23, Remark 3.4.29].

If \( X \) is doubling as a metric space, then there exists \( C > 0 \) so that \( \|A_r\|_{L^p \to L^p} \leq C \) for every \( r > 0 \) and every \( 1 \leq p < \infty \), cf. [4] Theorem 3.5. However, \( A_r \) is not a self-adjoint operator; the formal adjoint \( A_r^* \) of \( A_r \) is given by

\[
(A_r^* u)(x) = \int_{B_r(x)} \frac{u(y) \, dy}{\mu(B_r(y))}, \quad x \in X,
\]

for \( u \in L^1_{\text{loc}}(X) \). Indeed, a direct computation using the Fubini theorem yields that

\[
\int_X v A_r u \, d\mu = \int_X u A_r^* v \, d\mu, \quad u \in L^p(X), \quad v \in L^q(X),
\]

where \( 1/p + 1/q = 1 \).

We may express the \( r \)-laplacian using the averaging operator as

\[
\Delta_r u = \frac{A_r u - u}{r^2}, \quad u \in L^1_{\text{loc}}(X).
\]

Next, we denote by

\[
\Delta_r^* u := \frac{A_r^* u - u}{r^2}, \quad u \in L^1_{\text{loc}}(X),
\]

the formal adjoint of the \( r \)-laplacian. Note that if \( A_r : L^p(X) \to L^p(X) \) is bounded, then \( \Delta_r : L^p(X) \to L^p(X) \) and \( \Delta_r^* : L^q(X) \to L^q(X) \) are both bounded, where \( 1/p + 1/q = 1 \).

**Remark 2.1.** Identity (9) together with (10) imply the following Green-type formula for \( u \in L^p(X), \quad v \in L^q(X) \) where \( 1/p + 1/q = 1 \):

\[
\int_X v \Delta_r u \, d\mu = \int_X u \Delta_r^* v \, d\mu.
\]

The asymptotic behaviour of \( \Delta_r - \Delta_r^* \) as \( r \to 0 \) plays an important role in [2].

**Remark 2.2.** While most of our results will be formulated for metric measure spaces, they encompass the case of an open set \( \Omega \subset X \) in the introduction. Indeed, an open subset \( \Omega \subset X \) of a metric measure space can be regarded as a metric measure space \( \Omega = (\Omega, d|_{\Omega}, \mu|_{\Omega}) \). In particular, if \( X \) is locally doubling, then \( \Omega \) is locally doubling.

### 3. Refined Averaging and Mean Value Harmonic Functions

In this section we consider mean value harmonic functions. In particular, we show their local Lipschitz regularity assuming merely the doubling property of the underlying measure, see Theorem 1.3. We also prove a dimension bound on the space of mv-harmonic functions with polynomial growth in the spirit of the celebrated results of Colding–Minicozzi [12, 13] confirming Yau’s conjecture, see Proposition 1.4. Our approach emphasizes the role of the averaging operators.

**Definition 3.1.** Let \( X = (X, d, \mu) \) be a metric measure space. We say that a function \( u \in L^1_{\text{loc}}(X) \) is mean value harmonic (or has the mean value property) if

\[
\Delta_r u = 0 \quad \text{on} \ K
\]

for any compact set \( K \subset X \) and \( r < r_K := \sup \{ \rho > 0 : \overline{N}_r(K) \text{ is compact} \} \).
If $X$ is a complete doubling metric measure space with doubling exponent $Q$, and $\Omega \subset X$ a domain, we denote by $\mathcal{H}(\Omega)$ the space of mv-harmonic functions on $\Omega$. Note that, if $u \in \mathcal{H}(\Omega)$, then
\begin{equation}
    u(x) = u_{B_r(x)}, \quad x \in \Omega, \ r < \text{dist}(x, X \setminus \Omega).
\end{equation}

The mean value property (11) has strong implications. In particular, a Harnack inequality holds on balls: if $u \in \mathcal{H}(\Omega)$ is non-negative and $B_{4r}(x_0) \subset \Omega$, then
\begin{equation}
    \sup_{B_r(x_0)} u \leq C \inf_{B_r(x_0)} u,
\end{equation}
where the constant depends only on the doubling constant of $\mu$, see [1, Section 4]. A standard argument then gives the Harnack inequality for non-negative mv-harmonic functions, cf. [1, Proposition 4.2]. We refer to [1] for further properties of mv-harmonic functions in metric measure spaces. In the next section we see that the mean value property (11) also yields more regularity than one might initially expect.

3.1. Local Lipschitz continuity of mean value-harmonic functions. If a measure $\mu$ has the $\alpha$-annular decay property (see Definition 2.1), then [1, Theorem 4.2] shows that mv-harmonic functions are $\alpha$-Hölder continuous. In this section we will prove that in fact, mv-harmonic functions are Lipschitz continuous even when the measure does not satisfy the annular decay condition. The idea of the proof is to consider a refined averaging process, wherein we average over the radius as well as the space variable. Throughout the subsection we use the abbreviation
\[ u_r := A_r u \]
for $u \in L^1_{loc}(X)$ and $r > 0$. Given such a function we define
\begin{equation}
    A^r u(x) = u^r(x) := \frac{2}{r} \int_{r/2}^r u_t(x) \, dt, \quad x \in X.
\end{equation}

According to our best knowledge this type of the refined averaging operator has not yet been considered in the literature. The following elementary lemma play a crucial role in the estimates proving that $A^r u$ is locally Lipschitz. We use the notation
\[ A_{r,R}(x) = B_R(x) \setminus B_r(x) \]
for $x \in X$ and $r \leq R$, with the convention that $B_r(x) = \emptyset$ for $r \leq 0$ and $A_{r,R}(x) = \emptyset$ if $r > R$.

**Lemma 3.1.** Let $f \in L^1_{loc}(X)$ be a nonnegative function and $x \in X$. Let $0 \leq r \leq R < \infty$, and $-\infty < d_1 \leq d_2 < \infty$. Then
\[ \int_r^R \int_{A_{r+d_1,r+d_2}(x)} f \, d\mu \, dt \leq (d_2 - d_1) \int_{A_{r+d_1,R+d_2}(x)} f \, d\mu. \]

**Proof.** Let us consider two cases. If $R + d_1 \leq r + d_2$, then $R - r \leq d_2 - d_1$ and we have the trivial estimate
\[ \int_r^R \int_{A_{r+d_1,r+d_2}(x)} f \, d\mu \, dt \leq \int_r^R \int_{A_{r+d_1,R+d_2}(x)} f \, d\mu \, dt \leq (d_2 - d_1) \int_{A_{r+d_1,R+d_2}(x)} f \, d\mu. \]

Next, assume that $R + d_1 > r + d_2$ and define an auxiliary function $g : \mathbb{R} \to \mathbb{R}$ as follows: $g(t) = 0$ for $t \leq 0$ and
\[ g(t) = \int_{B_t(x)} f \, d\mu, \quad t \geq 0. \]
Then \( g \) is a nondecreasing function and it holds that
\[
\int_{r}^{\infty} \int_{A_{1}+d_{1}+d_{2}(x)} f \, d\mu \, dt = \int_{r}^{\infty} [g(t + d_{2}) - g(t + d_{1})] \, dt = \int_{r + d_{2}}^{\infty} g \, dt - \int_{r + d_{1}}^{\infty} g \, dt
\]
\[
= \int_{r + d_{2}}^{\infty} g \, dt - \int_{r + d_{1}}^{\infty} g \, dt \leq (d_{2} - d_{1}) g(R + d_{2}) - (d_{2} - d_{1}) g(r + d_{1})
\]
\[
= (d_{2} - d_{1}) \int_{A_{1}+d_{1}+d_{2}(x)} f \, d\mu.
\]

\[\square\]

**Proposition 3.2.** Let \( X = (X, d, \mu) \) be a locally doubling metric measure space, \( u \in L^{1}_{\text{loc}}(X) \). Let \( K \subset X \) be compact and \( r_K > 0 \) such that (6) holds for \( r < r_K \). Then, for any \( r < r_K \), the function \( u^r \) is Lipschitz on \( K \) and, for any \( c \in \mathbb{R} \), satisfies the Hajłasz type estimate
\[
|u^r(x) - u^r(y)| \leq \frac{C d(x, y)}{r} \left( \int_{B_{2r}(x)} |u - c| \, d\mu + \int_{B_{2r}(y)} |u - c| \, d\mu \right), \quad x, y \in K, \ d(x, y) < r, \quad (14)
\]
where the constant \( C \) depends only on the doubling constant of \( \mu \) on \( K \). In particular
\[
\text{LIP}(u^r|_{B_r(x)}) \leq \frac{C}{r} \int_{B_{3r}(x)} |u - c| \, d\mu
\]
whenever \( B_{3r}(x) \subset X \) is compact.

**Proof of Proposition 3.2.** Let us first prove the Lipschitz estimate assuming (14). Let \( K = B_r(x_0), \ c \in R \) and assume that \( x, y \in B_r(x_0) \) with \( d(x, y) < r \). Then (14) together with the doubling condition directly yield
\[
|u(x) - u(y)| \leq \frac{C d(x, y)}{r} \left( \int_{B_{2r}(x)} |u - c| \, d\mu + \int_{B_{2r}(y)} |u - c| \, d\mu \right) \leq \frac{C d(x, y)}{r} \int_{B_{3r}(x_0)} |u - c| \, d\mu.
\]
If \( d(x, y) \geq r \), then \( d(x, x_0) + d(y, x_0) \leq 2d(x, y) \), and therefore
\[
|u^r(x) - u^r(y)| \leq |u^r(x) - u^r(x_0)| + |u^r(y) - u^r(x_0)| \leq \frac{C(d(x, x_0) + d(y, x_0))}{r} \int_{B_{3r}(x_0)} |u - c| \, d\mu
\]
\[
\leq \frac{2C d(x, y)}{r} \int_{B_{3r}(x_0)} |u - c| \, d\mu.
\]

Thus it suffices to prove (14). Let \( K \) and \( r \) be as in the claim and denote by \( C_K \) the doubling constant of \( \mu \) in \( K \). Given \( x, y \in K \) with \( d := d(x, y) \leq r \) and \( r/2 \leq t < r \), we have that for the symmetric difference of two balls it holds
\[
B_t(x) \triangle B_t(y) \subset A_{t-d,t+d}(x) \subset N_{2r}(K).
\]
Recall that \( N_{2r}(K) \) stands for the \( 2r \)-neighbourhood of \( K \). This, formula (7) in [1] and the doubling property of \( \mu \) on \( K \) yield, for any \( c \in \mathbb{R} \), the estimate
\[
|u_t(x) - u_t(y)| = \left| \int_{B_t(x)} (u - c) \, d\mu - \int_{B_t(y)} (u - c) \, d\mu \right|
\]
\[
\leq \frac{\mu(B_t(x) \triangle B_t(y))}{\mu(B_t(x))} \int_{B_t(y)} |u - c| \, d\mu + \frac{1}{\mu(B_t(x))} \int_{B_t(x) \triangle B_t(y)} |u - c| \, d\mu
\]
\[
\leq C K^2 \frac{\mu(A_{t-d,t+d}(x))}{\mu(B_t(x))} \int_{B_t(y)} |u - c| \, d\mu + \frac{C K}{\mu(B_t(x))} \int_{A_{t-d,t+d}(x)} |u - c| \, d\mu.
\]
By Lemma 5.1 – applied twice ($f \equiv 1$ and $f = |u - c|$ with $d_1 = -d$ and $d_2 = d$ – the above inequality implies
\[
\int_{r/2}^r |u_t(x) - u_t(y)| dt \leq 2C_R^{2} d\mu(A_{r_2^{-d}}(x)) \int_{B_r(y)} |u - c| d\mu + 2C_K d \mu(A_{r_2^{-d}}(x)) \int_{A_{r_2^{-d}}(x)} |u - c| d\mu \\
\leq 2C_R^{2} d \left( \int_{B_{r_2}(y)} |u - c| d\mu + \int_{B_{r_2}(x)} |u - c| d\mu \right),
\]
where in the last inequality we also appeal to the doubling property (7) of $\mu$. Using this estimate we obtain
\[
|u^r(x) - u^r(y)| \leq \frac{2}{r} \int_{r/2}^r |u_t(x) - u_t(y)| dt \leq \frac{4C_R^{2} d(x, y)}{r} \left( \int_{B_{r_2}(y)} |u - c| d\mu + \int_{B_{r_2}(x)} |u - c| d\mu \right),
\]
proving (14). \hfill \Box

Proof of Theorem 1.3. By considering the metric measure space $(\Omega, d, \mu|_\Omega)$ we may assume that $\Omega = X$, cf. Remark 2.2. Since $u$ is mv-harmonic, for every compact $K \subset X$ there exists $R_K > 0$ so that $u = u_r$ on $K$ for all $r < R_K$. In particular, $u = u_r$ on $K$ whenever $r < R_K$. The Lipschitz continuity of $u$ and the estimate (1) then follows by Proposition 3.2.

Remark 3.1. When $X$ is complete and $\mu$ is globally doubling, mv-harmonic functions satisfy $u = u_R$ on $X$, for any $R > 0$. Consequently (1) yields
\[
\text{LIP}(u|_{B_R(p)}) \leq \frac{C}{R} \int_{B_{12r}(p)} |u - u(p)| d\mu, \quad p \in X.
\]

Remark 3.1 together with Harnack’s inequality (12) imply, in particular, that there are no non-constant mv-harmonic functions of sublinear growth. A function $u$ is said to have sublinear growth, if
\[
\limsup_{R \to \infty} \frac{1}{R} \sup_{B_R(p)} |u| = 0
\]
for some, and hence any $p \in X$.

The following observation can be considered as a counterpart of Cheng’s result for harmonic functions with sublinear growth on complete manifolds with nonnegative Ricci curvature, see Corollary 1.5 in [34], and it is also related to the celebrated Phragmen-Lindelöf theorem.

Corollary 3.3. Let $X = (X, d, \mu)$ be a doubling metric measure space. If $u$ is mv-harmonic and has sublinear growth, then it is constant.

In the next section we discuss mean value harmonic functions with prescribed growth in more detail.

3.2. Mean value-harmonic functions of polynomial growth. The purpose of this section is to prove Proposition 1.4. In [12] [13] Colding and Minicozzi proved a conjecture of Yau on the finite dimensionality of $\mathcal{H}^m(M)$, the space of harmonic functions with polynomial growth of degree $m$, in a Riemannian $n$-manifold $M$ of non-negative Ricci curvature (here the harmonic functions are understood in the sense of solutions to the Laplace–Beltrami equation). Namely, they showed that, the following bound holds:
\[
\dim \mathcal{H}^m(M) \leq C(n)m^{n-1}.
\]
This result has been extended to Alexandrov and RCD-spaces, cf. [25] [24]. An argument of Li [33] uses the doubling property and the mean value inequality of subharmonic functions to obtain the estimate
\[
\dim \mathcal{H}^m(M) \leq C(n)m^Q
\]
for manifolds with a measure satisfying (7) and a global Poincaré inequality. Thus estimate (15) remains valid in the context of $\text{mv}$-harmonic functions on doubling spaces.

In fact a modification of the same argument improves the bound (15) if $\mu$ satisfies an annular decay property. We follow the strategy in [33], see Lemmas 3.5 and 3.6 and present the modifications needed for the proof of Proposition [14].

For $m > 0$, let $\mathcal{H}^m(X)$ denote the space of $u \in \mathcal{H}(X)$ with growth rate at most $m$. A function $u \in \mathcal{H}(X)$ is said to have growth rate at most $m$ if, for some (and hence all) $p \in X$, there exists $C > 0$ so that

$$|u(x)| \leq C(1 + d_{p}(x))^m, \quad x \in X,$$

where $d_{p} : X \to \mathbb{R}$ is the distance function $x \mapsto d(p,x)$.

Doubling measures on length spaces always satisfy an annular decay property for some $\alpha$, see the discussion following Definition 2.1. Thus, Proposition [14] implies the following corollary.

**Corollary 3.4.** Let $(X, d, \mu)$ be a complete geodesic doubling metric measure space with $Q > 1$. Then there exists $\delta > 0$, depending only on the doubling constant of $\mu$, so that

$$\dim \mathcal{H}^m(X) \leq C(Q)m^{Q-\delta}.$$

Let $X = (X, d, \mu)$ be a complete doubling metric measure space, where $\mu$ has $\alpha$-annular decay. Given $R > 0$, we define a bi-linear form

$$A_R(u, v) := \int_{B_R(p)} uv \, d\mu, \quad u, v \in \mathcal{H}(X),$$

and note that $A_R$ is symmetric and positive semidefinite. It follows from the proof of [25, Lemma 3.4] that, for any finite dimensional vector subspace $V \subset \mathcal{H}(X)$, there exists a radius $R_0 > 0$ so that $A_R$ is an inner product on $V$ for every $R > R_0$. In order to prove Proposition [14] we need the following auxiliary results.

**Lemma 3.5.** Let $V$ be a $k$-dimensional linear subspace of $\mathcal{H}^m(X)$. For any $p \in X$, $\beta > 1$, $\delta > 0$, $R_0 > 0$ there exists $R > R_0$ such that if $u_1, \ldots, u_k$ is an orthonormal basis for $V$ with respect to the inner product $A_{\beta R}$, then

$$\int_{B_R(p)} (u_1^2 + \ldots + u_k^2) \, d\mu \geq \frac{k}{\beta^{2m+Q+\delta}}.$$

**Proof.** The proof of [33, Lemma 2] for manifolds carries over to the setting of metric measure spaces under our assumptions. See also [25, Lemma 3.7], where the lemma is proven in the setting of Alexandrov spaces, and [24, Lemma 5.2] for the formulation of the lemma in the $RC\,D^*(0,N)$ spaces. \hfill $\Box$

**Lemma 3.6.** Let $V$ be a $k$-dimensional linear subspace of $\mathcal{H}^m(X)$. Then, there exists a constant $C = C(Q)$ such that for any base $u_1, \ldots, u_k$ of $V$, any $p \in X$, $R > 0$ and any $\epsilon \in (0, \frac{1}{2})$ it holds that

$$\int_{B_R(p)} (u_1^2 + \ldots + u_k^2) \, d\mu \leq \frac{C}{\epsilon^{Q-\alpha}} \sup_{\sum_i^k a_i^2 = 1} \int_{B_{(1+\epsilon)R}(p)} |a_1 u_1 + \ldots + a_k u_k|^2 \, d\mu.$$

**Proof.** The proof of Lemma 3.6 is a modification of the corresponding one of [33, Lemma 1]. We follow closely the proof of Lemma 5.3 in [24]. Fix $q \in B_r(p)$ and define $V_q := \{ u \in V : u(q) = 0 \}$. The subspace $V_q \subset V$ is of codim $V_q \leq 1$ since, if $u, v \notin V_q$, then $u - \frac{u(q)}{v(q)} v \notin V_q$.

There exists an orthogonal change of variables $A$ on $V$ such that $A(u_i) := v_i$ for all $i = 1, \ldots, k$ with $v_i \in V_q$ for $i = 2, \ldots, k$.

We recall the relevant part of Proposition 3.1 in [11] which states that, if $f \in \mathcal{H}(X)$, then $F \circ f$ is subharmonic provided $F : f(X) \to \mathbb{R}$ is convex. We apply this result for $f = v_1$ and $F(s) = s^2$ to obtain
that
\[
\sum_{i=1}^{k} u_i^2(q) = \sum_{i=1}^{k} v_i^2(q) = v_1^2(q) \leq \int_{B(1+\epsilon)R-d_p(q)} v_1^2(z) \, d\mu(z)
\]
\[
\leq \sup_{a_i \in \mathbb{R}, i = 1, \ldots, k} \frac{1}{\mu(B(1+\epsilon)R-d_p(q))} \int_{B(1+\epsilon)R(p)} \left| \sum_{i=1}^{k} a_i u_i(z) \right|^2 \, d\mu(z).
\]
(16)

We apply \( \int \) to obtain that
\[
\frac{1}{\mu(B(1+\epsilon)R-d_p(q))} \leq \frac{C^2}{\mu(B(1+\epsilon)R(p))} \left( \frac{(1+\epsilon)R}{(1+\epsilon)R-d_p(q)} \right)^Q.
\]

Hence, upon integrating (16), we arrive at
\[
\sum_{j=1}^{k} A_R(u_j, u_j) 
\leq \frac{C}{\mu(B_R(p))} \left( \int_{B_R(p)} \left( 1 + \epsilon - \frac{d_p(q)}{R} \right)^{-Q} \, d\mu(q) \right) \sup_{\sum_i a_i^2 = 1} \int_{B(1+\epsilon)R(p)} |a_1 u_1 + \ldots + a_k u_k|^2 \, d\mu.
\]

Denote
\[
f : [0, 1] \to \mathbb{R}, \quad f(t) = (1 + \epsilon - t)^{-Q},
\]
and note that the claim follows directly from (17) and the estimate
\[
\int_{B_R(p)} f(|d_p/R|) \, d\mu \leq \frac{C}{e^{Q-a}}.
\]
(18)

To obtain this, note that \( f \) is smooth and increasing, and thus
\[
\int_{B_R(p)} f(|d_p/R|) \, d\mu = \int_{0}^{\infty} \mu(B_R(p) \cap \{ f \circ (d_p/R) \geq \lambda \}) \, d\lambda = \int_{-\infty}^{1} f'(s) \mu(B_R(p) \cap \{ d_p \geq sR \}) \, ds
\]
after a change of variables \( f(s) = \lambda \). The \( \alpha \)-annular decay implies
\[
\mu(B_R(p) \cap \{ d_p \geq sR \}) = \mu(A_{\alpha R,R}(p)) \leq C(1-s)^{\alpha} \mu(B_R(p))
\]
and therefore
\[
\int_{B_R(p)} f(|d_p/R|) \, d\mu \leq C \int_{-\infty}^{1} f'(s)(1-s)^{\alpha} \, ds \leq CQ \int_{-\infty}^{1} (1+\epsilon-s)^{-Q+1+\alpha} \, ds
\]
\[
= \frac{CQ}{Q-\alpha} \frac{1}{e^{Q-a}},
\]
establishing (18). \( \square \)

**Proof of Proposition 1.4** Let \( R \) be large enough, \( \beta = 1 + \epsilon \) and \( \epsilon = 1/(2m) \). Let \( \{u_1, \ldots, u_k\} \) be an orthonormal basis with respect to \( A_{\beta R} \). Combining the estimates in Lemmas 3.5 and 3.6 we obtain
\[
\frac{k}{(1+\epsilon)^{2m+Q+\delta}} \leq \sum_{j=1}^{k} A_R(u_j, u_j) \leq \frac{C(Q)}{e^{Q-a}},
\]
since
\[
\sup_{\sum_i a_i^2 = 1} \int_{B(1+\epsilon)R(p)} |a_1 u_1 + \ldots + a_k u_k|^2 \, d\mu = 1.
\]
Thus
\[ k \leq C(Q)(1 + 1/(2m))^{2m+Q+\delta}(2m)^{Q-\alpha} \leq Cm^{Q-\alpha} \]
after letting \( \delta \to 0 \).

4. Hölder Continuity of Strongly AMV-Harmonic Functions

In this section we prove Theorems 1.1 and 1.2. Throughout the section \( X = (X, d, \mu) \) denotes a locally compact and doubling metric measure space with doubling exponent \( Q \). We define the sharp maximal function \( M^\# u \) of a locally integrable function \( u \) on \( X \) as
\[ M^\#_R u(x) := \sup_{0<r<R} \int_{B_r(x)} |u - u_{B_r(x)}| d\mu, \quad x \in X. \]
By standard maximal function estimates we have that, for any compact \( K \subset X \),
\[ \int_K (M^\#_R u)^p d\mu \leq C \int_{N_R(K)} |u|^p d\mu \]
with a constant \( C \) depending only on \( p \) an the local doubling constant of \( \mu \) on \( K \), as long as \( R < r_K \) (cf. (6)). We use this observation in the proof of the next proposition without explicit mention.

We now briefly recall fractional Hajłasz–Sobolev spaces and their local variants.

**Definition 4.1.** Let \( (X, d, \mu) \) be a metric measure space, and \( 1 \leq p \leq \infty, 0 < \alpha \leq 1 \). The local fractional Hajłasz-Sobolev space \( M^{\alpha,p}_{loc}(X) \) consists of all Borel functions \( u \in L^p_{loc}(X) \) with the following property: there exists a null set \( N \subset X \) and, for every compact \( K \subset X \), a non-negative function \( g_K \in L^p_{loc}(X) \) and \( r_K > 0 \) such that
\[ |u(x) - u(y)| \leq d(x, y)\alpha g_K(x) + g_K(y), \quad x, y \in K \setminus N, \quad d(x, y) < r_K. \]
If we can choose \( g_K = g \in L^p(X) \) independently of \( K \), and \( r_K = \infty \), we say that \( u \in M^{\alpha,p}(X) \), and call \( g \) a Hajłasz gradient of \( u \).

Fractional Sobolev–Hajłasz spaces on connected doubling spaces (and more generally RD-spaces, cf. [31]) coincide with a Triebel–Lizorkin space for appropriate parameters. For more details on the connection between Sobolev–Hajłasz, Triebel–Lizorkin and Besov spaces we refer to [31, 32]. Here we record the following Morrey embedding theorem for fractional Sobolev–Hajłasz spaces, see [39, Corollary 1.4].

**Proposition 4.1.** (Fractional Morrey embedding). Let \( B \subset X \) be a compact ball in a doubling metric measure space so that (7) holds in \( B \) with exponent \( Q \). Let \( 0 < \alpha \leq 1, 0 < p < \infty \) and suppose that \( \alpha p > Q \). Then there exists a constant \( C > 0 \) so that every \( u \in M^{\alpha,p}(B) \) satisfies
\[ |u(x) - u(y)| \leq Cd(x, y)^{\alpha - Q/p} \left( \int_B g^p \mu \right)^{1/p}, \quad x, y \in B, \]
whenever \( g \in L^p(B) \) is a Hajłasz gradient of \( u \).

Proposition 4.1 also follows from [31, Theorem 8.7] by considering the metric space \( (X, d^p, \mu) \). We omit the details.

Recall the definition of space AMVP in [2] and [3].

**Proposition 4.2.** Let \( \Omega \subset X \) be a domain, and \( u \in AMV^p(\Omega) \). Then \( u \in M^{1/2,p}_{loc}(\Omega) \). Moreover, if \( u \in M^{\alpha,p}_{loc}(\Omega) \) for some \( \alpha \in (0, 1) \), then \( u \in M^{\alpha',p}_{loc}(\Omega) \), where
\[ \alpha' = \frac{2 - 1/p}{3 - \alpha - 1/p} > \alpha. \]
Proof. Let \( K \subset \Omega \) be compact, and define

\[
R_K = \frac{1}{6} \min \{ \text{dist}(K, X \setminus \Omega)^2, r_K^2, 1 \},
\]

where \( r_K \) is given by the locally doubling condition (6). Let \( x, y \in K \) satisfy \( d(x, y) < R_K \). For any \( r \in (d(x, y), r_K) \) we have that

\[
|u(x) - u(y)| \leq |u(x) - A^r u(x)| + |u(y) - A^r u(y)| + |A^r u(x) - A^r u(y)|
\]

\leq 2r \int_0^r (|\Delta_t u(x)| + |\Delta_t u(y)|)dt + \frac{C d(x, y)}{r} \int_{B_{3r}(x)} |u - u_{B_{3r}(x)}|d\mu,
\]

where the third term is estimated using Proposition 3.2 with \( c = u_{B_{3r}(x)} \) and the first two terms follow from the estimate

\[
|u(x) - A^r u(x)| \leq \frac{2}{r} \int_{\frac{r}{2}}^r \left| u(z) - \int_{B_r(z)} u(w)d\mu(w) \right| dt = \frac{2}{r} \int_{\frac{r}{2}}^r t^2 |\Delta_t u(z)| dt
\]

\leq 2r \int_{\frac{r}{2}}^r |\Delta_t u(z)| dt \leq 2r \int_0^r |\Delta_t u(z)| dt, \quad z = x, y.
\]

By choosing \( r = d(x, y)^{1/2} \) we have that \( d(x, y) < r < r_K \) and thus, by (20), we obtain

\[
|u(x) - u(y)| \leq d(x, y)^{1/2} [g(x) + g(y)],
\]

where

\[
g(x) = 2 \int_0^{r_K} |\Delta_t u(x)|dt + C M_{3r_K}^\# u(x).
\]

This proves the first claim.

Suppose \( u \in M_{\text{loc}}^{1,p} (\Omega) \), and let \( g_K \) be the Hajłasz gradient and \( \tilde{r}_K \) the radius in Definition 4.1. Set

\[
R_K = \frac{1}{6} \min \{ \tilde{r}_K, \text{dist}(K, X \setminus \Omega)^{3-a-1/p}, r_K^2 \}.
\]

From (20) we obtain that as long as \( 6r < \tilde{r}_K \) and \( d(x, y) < R_K \), then

\[
|u(x) - u(y)| \leq Cr^{2-1/p} \left( \int_0^r (|\Delta_t u(x)|^p + |\Delta_t u(y)|^p)dt \right)^{1/p} + C \frac{d(x, y)}{r^{1-a}} [A_{6r} g_K(x) + A_{6r} g_K(y)].
\]

Indeed, applying the Hőlder inequality to the first term in the right-hand side of (20) we obtain, up to a multiplicative constant, that

\[
r \int_0^r |\Delta_t u(x)| dt \leq r \left( \int_0^r |\Delta_t u(x)|^p dt \right)^{\frac{1}{p}} r^{\frac{p-1}{p}} = r^{2-\frac{1}{p}} \left( \int_0^r |\Delta_t u(x)|^p dt \right)^{\frac{p}{p}}.
\]
The second term in (20) is estimated using the Hajłasz inequality, up to a multiplicative constant, in the following way

\[
\frac{d(x, y)}{r} \int_{B_{3r}} |u - u_{B_{3r}(x)}|d\mu = \frac{d(x, y)}{r} \int_{B_{3r}(x)} |u(w) - \int_{B_{3r}(x)} u(z)d\mu(z)|d\mu(w)
\]

\[
\leq \frac{d(x, y)}{r} \int_{B_{3r}(x)} \int_{B_{3r}(x)} |u(w) - u(z)|d\mu(z)d\mu(w)
\]

\[
\leq \frac{d(x, y)}{r} \int_{B_{3r}(x)} \int_{B_{3r}(x)} d(w, z)^\alpha (g_K(w) + g_K(z))d\mu(z)d\mu(w)
\]

\[
\leq \frac{d(x, y)}{r} (6r)^\alpha \int_{B_{3r}(x)} \int_{B_{3r}(x)} (g_K(w) + g_K(z))d\mu(z)d\mu(w)
\]

\[
\leq C\frac{d(x, y)}{r^{1-\alpha}}[A_{6r}g_K(x) + A_{6r}g_K(y)].
\]

We choose \( r \) in (21) such that

\[
r^{2-1/p} = \frac{d(x, y)}{r^{1-\alpha}},
\]

i.e.

\[
r = d(x, y)^{1/(3-\alpha-1/p)} < r_K^{1/(3-\alpha-1/p)} < \tilde{r}_K,
\]

to obtain

\[
|u(x) - u(y)| \leq d(x, y)^{\alpha'}[g(x) + g(y)]
\]

where

\[
\alpha' = \frac{2 - 1/p}{3 - \alpha - 1/p}
\]

and

\[
g(x) = C \left( \int_0^{\tilde{r}_K} |\Delta_t u(x)|^p dt \right)^{1/p} + C\mathcal{M}_r g_K(x).
\]

\[\square\]

**Theorem 1.2** follows immediately from Proposition 4.2.

**Proof of Theorem 1.2** Define \( \alpha_0 = 1/2 \) and

\[
\alpha_{n+1} = \frac{2 - 1/p}{3 - \alpha_n - 1/p}, \quad n \geq 0.
\]

We see that \( \alpha_n \) forms an increasing sequence converging to 1. By Proposition 4.2 we have that \( u \in M_{\alpha_k}^{\alpha_k} (\Omega) \) for every \( k \). The claim follows. \[\square\]

**Corollary 4.3.** Let \( \Omega \subset X \) be a domain in a doubling metric measure space with doubling exponent \( Q \). If \( p > Q \) and \( u \in AMV_{\text{loc}}^p(\Omega) \), then \( u \) is locally \( \beta \)-Hölder continuous for every \( \beta < 1 - Q/p \).

In particular a strongly amv-harmonic function \( u \) on \( \Omega \) is \( \beta \)-Hölder continuous for any \( \beta < 1 \).

**Proof.** Given \( \beta < 1 - Q/p \), choose \( \alpha < 1 \) which satisfies \( \alpha p > Q \) and \( \beta < \alpha - Q/p \). By Proposition 4.1 \( u \) is locally \( (\alpha - Q/p) \)-Hölder continuous, and thus locally \( \beta \)-Hölder continuous.

If \( u \) is strongly amv-harmonic on \( \Omega \), then in particular \( u \in AMV_{\text{loc}}^p(\Omega) \) for every \( p < \infty \). This finishes the proof. \[\square\]
5. Blow-ups of Hajłasz–Sobolev Functions with Finite AMV-norm

To study blow-ups of functions with finite amv-norm, we first review pointed measured Gromov–Hausdorff convergence (pmGH-convergence) of spaces and functions. In the literature there are several variants of pmGH-convergence. Here we follow the presentation of [26, Section 2], and refer the interested reader to [26, 23, 15] for more discussion and the relationship between the various notions. As for the blow-ups there is a plethora of literature, see for instance [11, 22, 27, 30] and references therein.

5.1. Pointed measured Gromov–Hausdorff convergence. Let \( F_m \subset Z \) for \( m = 1, 2, \ldots \) and \( F \subset Z \) be closed sets in a metric space \( Z \). We say that a sequence \((F_m)\) Hausdorff-converges to \( F \), denoted \( F_m \to F \), if

\[
\lim_{m \to \infty} \sup \limits_{z \in F_m \cap B_R(q)} \text{dist}_Z(z, F) = 0 \quad \text{and} \quad \lim_{m \to \infty} \sup \limits_{z \in F \cap B_R(q)} \text{dist}_Z(z, F_m) = 0
\]

for every \( q \in Z \) and \( R > 0 \). If \( \nu_m \), for \( m = 1, 2, \ldots \) and \( \nu \) are Radon measures on \( Z \), we say that a sequence \((\nu_m)\) converges to \( \nu \) weakly, denoted \( \nu_m \rightharpoonup \nu \), if

\[
\lim_{m \to \infty} \int_Z \varphi \, d\nu_m = \int_Z \varphi \, d\nu
\]

for every continuous function \( \varphi : Z \to \mathbb{R} \) with bounded support.

**Lemma 5.1.** Let \((\nu_m)\) be a sequence of measures on \( Z \) converging weakly to \( \nu \), and suppose \((F_m)\) is a sequence of compact sets Hausdorff-converging to a compact set \( F \). Then

\[
\limsup_{m \to \infty} \nu_m(F_m) \leq \nu(F) \leq \liminf_{m \to \infty} \nu_m(N_\varepsilon(F_m))
\]

for any \( \varepsilon > 0 \).

**Proof.** Given \( \varepsilon > 0 \) there exists \( m_0 \) such that \( F \subset N_\varepsilon(F_m) \) and \( F_m \subset N_\varepsilon(F) \), whenever \( m \geq m_0 \). By [23, Remark 11.4.1] we obtain

\[
\limsup_{m \to \infty} \nu_m(F_m) \leq \limsup_{m \to \infty} \nu_m(N_\varepsilon(F)) \leq \nu(N_\varepsilon(F)).
\]

Taking infimum over \( \varepsilon > 0 \) we obtain the left-hand side inequality in the assertion. Similarly, to see the second inequality we use [23, Remark 11.4.1] and estimate

\[
\nu(F) \leq \nu(N_\varepsilon(F)) \leq \liminf_{m \to \infty} \nu_m(N_\varepsilon(F)) \leq \liminf_{m \to \infty} \nu_m(N_{2\varepsilon}(F_m)).
\]

\[\square\]

For the next definition, we recall that a pointed metric measure space \( X = (X, d, \mu, p) \) consists of a metric measure space \( (X, d, \mu) \) and a distinguished point \( p \in X \). We consider only proper spaces here.

**Definition 5.1.** A sequence \((X_m) = (X_m, d_m, \mu_m, p_m)\) of pointed proper metric measure spaces pmGH-converges to a pointed proper metric measure space \( X = (X, d, \mu, p) \), denoted \( X_m \overset{\text{pmGH}}{\to} X \), if there exists a pointed proper metric space \((Z, q)\) and isometric embeddings \( \iota_m : X_m \to Z \) for \( m = 1, 2, \ldots \) and \( \iota : X \to Z \) so that

1. \( \iota_m(p_m) = \iota(p) = q \) for all \( m \), and \( \iota_m(X_m) \) Hausdorff-converges to \( \iota(X) \);
2. the measures \( \iota_m \mu_m \) weakly converge to \( \iota_\mu \), as \( m \to \infty \).

We also define Gromov–Hausdorff convergence for sequences of functions. Note that in Definition 5.2 the measures play no role. Since we consider pointed measured spaces, we nevertheless include them (see also Definition 5.3).
Definition 5.2. Let \( u_m : X_m \to \mathbb{R} \) for \( m = 1, 2, \ldots \) and \( u : X \to \mathbb{R} \) be continuous functions on pointed proper metric measure spaces. We say that the sequence \((u_m)\) Gromov–Hausdorff converges to \( u \), denoted \( u_m \overset{GH}{\to} u \), if there are isometric embeddings \( \iota_m : X_m \to Z \) \( m = 1, 2, \ldots \) and \( \iota : X \to Z \) satisfying (1) and (2) in Definition 5.1 and

(3) \( u_m(z_m) \to u(z) \) whenever \( z_m \in X_m, z \in X \), and \( \iota_m(z_m) \to \iota(z) \), as \( m \to \infty \).

The embeddings \( \iota_m : X_m \to Z \) and \( \iota : X \to Z \) satisfying (1) and (2) (resp. (3)) in Definition 5.1 are said to realize the convergence \( X_m \overset{pmGH}{\to} X \) (resp. \( u_m \overset{GH}{\to} u \)).

Two central properties of Gromov–Hausdorff convergence are its compactness properties (see Proposition 5.2 below) and the stability of many important properties in metric geometry and analysis under the Gromov–Hausdorff convergence. For our purposes, the stability of length spaces and the doubling property of the measure is important; for a detailed discussion see [23, Section 11] and [26].

The following compactness property is proved in [26, Proposition 3], see also [23]. For a pointed metric space \((X, d, p)\) and \( \varepsilon, R > 0 \), let \( N_X(\varepsilon, R) \) denote the maximal number of disjoint closed balls of radius \( \varepsilon \) inside a ball \( B_R(p) \). We say that a sequence \((X_m, d_m, p_m)\) of pointed metric spaces is totally bounded if

\[
\sup_m N_{X_m}(\varepsilon, R) < \infty
\]

for every \( \varepsilon, R > 0 \).

Proposition 5.2 (cf. Proposition 3, [27]). Let \((X_m) = (X_m, d_m, \mu_m, p_m)\) be a totally bounded sequence of proper metric measure spaces, satisfying

\[
\sup_m \mu_m(B_R(p_m)) < \infty \quad \text{for every } R > 0.
\]  

Then there exists a subsequence and a pointed proper metric measure space \( X = (X, d, \mu, p) \) so that \( X_m \overset{pmGH}{\to} X \).

There is also a compactness result for sequences of functions on pointed spaces, which can be proved using Proposition 5.2 and a diagonal argument, as in the proof of the Arzela–Ascoli theorem. Under a different notion of convergence (which is equivalent to ours under the hypotheses there), Proposition 5.3 appears in [27]. For the additional statement (2), see [23, Section 11.5] and [26].

To state the result, let \((X_m) = (X_m, d_m, \mu_m, p_m)\) be a sequence of pointed proper metric measure spaces. We say that a sequence \((f_m)\) of functions \( f_m : X_m \to \mathbb{R} \) for \( m = 1, 2, \ldots \) is equicontinuous if, for every \( \varepsilon, R > 0 \), there exists \( \delta > 0 \) such that if \( x_m, y_m \in B_R(p_m) \) satisfy \( d(x_m, y_m) < \delta \), then \( |f_m(x_m) - f_m(y_m)| < \varepsilon \) uniformly in \( m \).

Proposition 5.3. Let \((X_m) = (X_m, d_m, \mu_m, p_m)\) be a totally bounded sequence of pointed proper metric measure spaces satisfying (22). If a sequence of functions \((f_m)\), where \( f_m : X_m \to \mathbb{R} \) for \( m = 1, 2, \ldots \), is an equicontinuous sequence of functions, for which

\[
\sup_m |f_m(p_m)| < \infty,
\]

then there exists a proper pointed metric measure space \( X \) and a continuous function \( f : X \to \mathbb{R} \) such that, up to extracting a subsequence, \( f_m \overset{GH}{\to} f \).

Moreover,

(1) if each \( f_m \) is \( L \)-Lipschitz, then \( f \) is \( L \)-Lipschitz;

(2) if each \( X_m \) is a doubling length space with doubling constants not exceeding a positive constant \( C \), then \( X \) is a length space with doubling constant not exceeding \( C \).
To study tangents of Hajłasz–Sobolev functions, we also consider a notion of weak convergence for functions. The following definition is a slight modification of the weak convergence in [15].

**Definition 5.3.** Let $(X_m) = (X_m, d_m, \mu_m, p_m)$ and $X = (X, d, \mu, p)$ be pointed proper metric measure spaces. A sequence $(u_m)$ of Borel functions $u_m \in L^1_{\text{loc}}(X_m)$ converges weakly to a Borel function $u \in L^1_{\text{loc}}(X)$, denoted $u_m \overset{\text{GH}}{\rightharpoonup} u$, if there exist isometric embeddings $\iota_m : X_m \to Z$, $\iota : X \to Z$ satisfying (1) and (2) in Definition 5.1 and for which

$$(3') \quad \iota_m^*(u_m \, d\mu_m) \to \iota^*(u_\pm \, d\mu) \quad \text{and} \quad \iota_m^*(u_m - u \, d\mu_m) \to \iota^*(u_- \, d\mu), \text{ as } m \to \infty.$$ 

Here, for a function $f : Z \to \mathbb{R}$ we denote

$$f_+ = \max\{f, 0\} \quad \text{and} \quad f_- = -\min\{f, 0\}.$$ 

The Gromov-Hausdorff convergence of functions is analogous to the uniform convergence on compact sets and indeed coincides with this notion if $X_m = X = Z$ for all $m$. The weak convergence of functions as in Definition 5.3 corresponds to weak convergence of signed measures. In keeping with these analogies, we indeed have the natural implication between the two notions.

**Lemma 5.4.** Let metric measure spaces $(X_m)$ and $X$ be as in Definition 5.3. Suppose further, that a sequence $(u_m)$ of Borel functions $u_m : X_m \to \mathbb{R}$ Gromov–Hausdorff converges to a continuous function $u : X \to \mathbb{R}$. Then $(u_m)$ converges to $u$ weakly.

More precisely, if $\iota_m : X_m \to Z$, $\iota : X \to Z$ realize the convergence $u_m \overset{\text{GH}}{\rightharpoonup} u$, then

$$\lim_{m \to \infty} \int_{X_m} (\varphi \circ \iota_m)(u_m) \, d\mu_m = \int_X (\varphi \circ \iota)(u_\pm) \, d\mu$$

for any boundedly supported continuous $\varphi : Z \to \mathbb{R}$.

**Proof.** It is easy to see that if $u_m \overset{\text{GH}}{\rightharpoonup} u$, then $(u_m)_\pm \overset{\text{GH}}{\rightharpoonup} u_\pm$, and the embeddings realizing the first convergence also realize the latter convergence. Thus we may assume that $u_m$ is non-negative for all $m$, and the embeddings $\iota_m : X_m \to Z$, $\iota : X \to Z$ realize the convergence $u_m \overset{\text{GH}}{\rightharpoonup} u$. It suffices to show that $\iota_m^*(u_m \, d\mu) \to \iota^*(u \, d\mu)$.

Let $\tilde{u} : Z \to \mathbb{R}$ be a continuous extension of $u \circ \iota^{-1} : \iota(X) \to \mathbb{R}$, and set

$$\tilde{u}_m = u_m \circ \iota_m^{-1} |_{\iota_m(X_m)}.$$ 

Given any continuous $\varphi : Z \to \mathbb{R}$ with bound (thus compact) support, we have

$$\int_{X_m} (\varphi \circ \iota_m)u_m \, d\mu_m - \int_X (\varphi \circ \iota)(\tilde{u}_m - \tilde{u}) \, d\mu = \int_Z \varphi (\tilde{u}_m - \tilde{u}) \, d\mu_m + \int_Z \varphi \iota_m^*(d\mu_m) - \int_Z \varphi \iota^*(d\mu).$$

Since $\iota_m^*(d\mu_m) \to \iota^*(d\mu)$, it suffices to prove that

$$\int_Z \varphi (\tilde{u}_m - \tilde{u}) \, d\mu_m \to 0.$$ 

If $B \subset Z$ is a closed ball containing the support of $\varphi$, we obtain

$$\lim_{m \to \infty} \sup \left\| \int_Z \varphi (\tilde{u}_m - \tilde{u}) \, d\mu_m \right\| \leq \lim_{m \to \infty} \sup \left\| \varphi \|_{L^\infty(B)} \mu_m(\iota^{-1}B) \left\| \tilde{u}_m - \tilde{u} \right\|_{L^\infty(\iota_m(X_m) \cap B)} \right\|_{L^\infty(\iota_m(X_m) \cap B)}.$$ 

Suppose $\lim_{m \to \infty} \sup \left\| \tilde{u}_m - \tilde{u} \right\|_{L^\infty(\iota_m(X_m) \cap B)} > \varepsilon_0$ for some $\varepsilon_0 > 0$. Then, there is a sequence $(x_m)$ such that $x_m \in X_m$ with the corresponding sequence $(\tilde{z}_m)$ defined $\tilde{z}_m := \iota_m(x_m) \in B$ and

$$|\tilde{u}_m(\tilde{z}_m) - \tilde{z}_m) = |u_m(x_m) - \tilde{u}(\iota_m(x_m))| > \varepsilon_0$$
for $m$ large enough. Since $B$ is compact, a subsequence of $(z_m)$, denoted the same for simplicity, satisfies $z_m \to z \in \iota(X)$ for some $z$, as $m \to \infty$. By the Gromov–Hausdorff convergence $u_m \overset{GH}{\to} u$ and the continuity of $\tilde{u}$, we obtain
\[
\lim_{m \to \infty} |u_m(x_m) - \tilde{u}(\iota_m(x_m))| = |u(\iota^{-1}(z)) - \tilde{u}(z)| = 0,
\]
which is a contradiction. This completes the proof.

5.2. Gromov–Hausdorff convergence and averaging operators. In this section we show the stability of operators $A_r$ and $A_r^\xi$ under the Gromov–Hausdorff convergence.

Proposition 5.5. Let $(X_m) = (X_m, d_m, \mu_m, p_m)$ and $X = (X, d, \mu, p)$ be proper locally doubling length spaces. Suppose the sequence $(u_m)$ of Borel functions $u_m \in L^1_{\text{loc}}(X_m)$ converges weakly to a Borel function $u \in L^1_{\text{loc}}(X)$, and let $\iota_m : X_m \to Z$ for $m = 1, 2, \ldots$ and $\iota : X \to Z$ realize this convergence. If $z_m \in X_m$ for $m = 1, 2, \ldots$ and $z \in X$ are such that $\iota_m(z_m) \to \iota(z)$, as $m \to \infty$, then
\[
\lim_{m \to \infty} \int_{B_r(z_m)} u_m \, d\mu_m = \int_{B_r(z)} u \, d\mu
\]
for any $r > 0$.

Proof. By considering functions $u_m^\pm$ for $m \geq 1$, we may assume without the loss of generality that all the functions $u_m$ and $u$ are non-negative. We note that
\[
\iota_m(B_r(z_m)) \to \iota(B_r(z)), \quad m \to \infty
\]
for every $r > 0$ in the sense of Hausdorff-convergence. Indeed, given $q \in Z$, $R > 0$ and arbitrary $\varepsilon > 0$ the convergence $\iota_m(X_m) \to \iota(X)$ and $\iota_m(z_m) \to \iota(z)$ for $m \to \infty$ imply that, for large enough $m$
\[
B_R(q) \cap B_R(z_m) = B_R(q) \cap \iota_m(X_m) \cap \iota_m(B_r(z_m)) \subset N_\varepsilon(\iota(X)) \cap B_{R + \varepsilon}(\iota(z)) = N_\varepsilon(\iota(B_r(z)))
\]
and
\[
B_R(q) \cap \iota(B_r(z)) = B_R(q) \cap \iota(X) \cap \iota(B_r(z)) \subset N_\varepsilon(\iota_m(X_m)) \cap B_{R + \varepsilon}(\iota_m(z_m)) = N_\varepsilon(\iota(B_r(z_m))).
\]
The convergence (23) follows. Note that the property of being a length space was used in the last equality, cf. [22] Lemma 11.3.10. Denote $dv = (u \circ \iota^{-1})d(\iota_*\mu)$ and $\nu_m = (u_m \circ \iota^{-1})d(\iota_m_*\mu_m)$. By assumption, $\nu_m$ converges weakly to $\nu$ and, by Lemma 5.1, we have
\[
\limsup_{m \to \infty} \nu_m(\tilde{B}_r(z_m)) \leq \nu(\tilde{B}_r(z)) \leq \liminf_{m \to \infty} \nu_m(B_r(z_m))
\]
for any $\varepsilon > 0$. Recall from Section 3.1 notation $A_{r,R}(x) = B_R(x) \setminus B_r(x)$ for $x \in Z$ and $r \leq R$. It holds that
\[
\liminf_{m \to \infty} \nu_m(B_{r+\varepsilon}(z_m)) = \liminf_{m \to \infty} [\nu_m(\tilde{B}_r(z_m)) + \nu_m(A_{r,r+\varepsilon}(z_m))] \\
\leq \liminf_{m \to \infty} [\nu_m(B_r(z_m)) + \limsup_{m \to \infty} \nu_m(A_{r,r+\varepsilon}(z_m))].
\]
The argument used to establish (23) also yields that
\[
A_{r,r+\varepsilon}(z_m) \to A_{r,r+\varepsilon}(z)
\]
in the sense of Hausdorff-convergence. Applying Lemma 5.1 once more we obtain
\[
\limsup_{m \to \infty} \nu_m(B_r(z_m)) \leq \nu(B_r(z)) \leq \liminf_{m \to \infty} \nu_m(B_r(z_m)) + \nu(A_{r,r+\varepsilon}(z)).
\]
Since $\mu$ is a locally doubling measure on a length space, it has an annular decay property (see the discussion after Definition 2.1). Therefore, $\lim_{\varepsilon \to 0} \mu(A_{r,r+\varepsilon}(z)) = 0$ which, by the absolute continuity of $\nu$ with respect to $\mu$, implies $\lim_{\varepsilon \to 0} \nu(A_{r,r+\varepsilon}(z)) = 0$. We have obtained
\[
\limsup_{m \to \infty} \nu_m(B_r(z_m)) \leq \nu(B_r(z)) \leq \liminf_{m \to \infty} \nu_m(B_r(z_m)),
\]
which completes the proof. □

Proposition 5.7 has the following immediate corollary.

**Corollary 5.6.** Let \((X_m) = (X_m, d_m, \mu_m, p_m)\) and \(X = (X, d, \mu)\) be proper locally doubling length spaces, and \((u_m)\) be a sequence of Borel functions \(u_m \in L^1_{\text{loc}}(X_m)\) converging weakly to a Borel function \(u \in L^1_{\text{loc}}(X)\). Then

(a) \(A^\mu_{\rho_m} u_m \overset{\text{GH}}{\to} A^\mu_0 u\), and

(b) \((A^\mu_{\rho_m})^* u_m \overset{\text{GH}}{\to} (A^\mu_0)^* u\)

for each \(r > 0\). In particular, if \(u\) is continuous, then

\[
\Delta_r^{\mu_m} u_m \overset{\text{GH}}{\to} \Delta_r^{\mu_0} u \quad \text{and} \quad (\Delta_r^{\mu_m})^* u_m \overset{\text{GH}}{\to} (\Delta_r^{\mu_0})^* u.
\]

**Proof.** The first claim follows directly from Proposition 5.5. Note that, if \(\iota_m : X_m \to Z\) and \(\iota : X \to Z\) realize the convergence then \(X_m \overset{\text{pmGH}}{\to} X\), Proposition 5.5 implies, in particular, that

\[
\mu_m(B_r(\iota_m(z_m))) = \mu(B_r(\iota(z))) \quad \text{whenever} \quad \iota_m(z_m) \to \iota(z).
\]

It follows that, for any \(r > 0\), the sequence \((f_m)\) of functions \(f_m \in L^1_{\text{loc}}(X_m)\),

\[
f_m(z) = \frac{u_m(z)}{\mu_m(B_r(z))}
\]

weakly converges to

\[
f(z) := \frac{u(z)}{\mu(B_r(z))}.
\]

This yields part (b) of the assertion. □

**5.3. Blow-ups of Sobolev functions with finite amv-norm.** Consider a proper locally doubling length space \(X = (X, d, \mu)\). Given a point \(x \in X\) and \(r > 0\), the pointed metric measure space

\[
X_r = (X, d_r, \mu_r, x), \quad d_r := \frac{d}{r}, \quad \mu_r := \frac{1}{\mu(B(x, r))} \mu
\]

is called a rescaling of \(X\) (at \(x \) by \(r\)).

Let \((r_m)\) be a sequence of positive numbers converging to zero, and denote \(X_m := X_{r_m}\). A pointed measured Gromov–Hausdorff limit \(X_\infty\) of \(X_m\) is called a tangent space of \(X\) at \(x\) subordinate to \((r_m)\).

Similarly, if \(f : X \to \mathbb{R}\) is a function, \(x \in X\) and \(r > 0\), then a function

\[
f_r := \frac{f - f(x)}{r} : X_r \to \mathbb{R}
\]

is a rescaling of \(f\) at \(x\) by \(r\). A Gromov–Hausdorff limit \(f_\infty : X_\infty \to \mathbb{R}\) of a sequence \((f_m)\), where \(f_m := f_{r_m}\) for \(m = 1, 2, \ldots\) is called a tangent of \(f\) at \(x\) subordinate to \((r_m)\). If the convergence \(f_m \to f_\infty\) as \(m \to \infty\) is weak (cf. Definition 5.3), then we say that \(f_\infty\) is an approximate tangent of \(f\) at \(x\), subordinate to \((r_m)\).

It is worth remarking that, in general, tangents are highly non-unique – different sequences can produce different limits. However, any sequence of rescalings is totally bounded and satisfies (22). Moreover, \(f_m(x) = 0\) for all \(m\), and thus Proposition 5.3 implies the existence of tangents of Lipschitz functions at any point.

**Proposition 5.7.** Let \(X\) be a proper locally doubling metric measure space and \(f : X \to \mathbb{R}\) an \(L\)-Lipschitz function. Fix a sequence \((r_m)\) of positive numbers converging to zero. Then, for any \(x \in X\), there exists a tangent space \(X_\infty\) at \(x\) subordinate to \((r_m)\) and a tangent function \(f_\infty : X_\infty \to \mathbb{R}\) such that, up to extracting a subsequence of rescalings, \(f_m \overset{\text{GH}}{\to} f_\infty\).
In particular, any tangent space $X_\infty$ is doubling, and any tangent $f_\infty : X_\infty \to \mathbb{R}$ is $L$-Lipschitz. Next, we present a variant for Hajłasz–Sobolev functions.

**Proposition 5.8.** Let $X$ be a proper locally doubling metric measure space, $p > 1$, and $u \in M^{1,p}(X)$. Given a sequence $(r_m)$, it holds that for $\mu$-almost every point $x \in X$ there exist a tangent space $X_\infty$ at $x$ subordinate to $(r_m)$, a subsequence of the rescalings $u_m : X_m \to \mathbb{R}$ and a Lipschitz function $u_\infty : X_\infty \to \mathbb{R}$, such that, up to extracting a subsequence of rescalings, $u_m \overset{GH}{\rightharpoonup} u_\infty$.

**Proof.** Let $g \in L^p(X)$ be a Hajłasz upper gradient of $u$, and set

$$E_n = \{x \in X : g(x) > n\}, \quad n \in \mathbb{N}.$$  

Then

$$\lim_{n \to \infty} \mu(E_n) = 0 \quad \text{and} \quad \lim_{n \to \infty} \int_{E_n} g \, d\mu = 0.$$  

Hence, there exists a null set $N \subset X$ for which every $x \in X \setminus N$ has the property that

$$\lim_{r \to 0} \frac{\mu(B_r(x) \cap E_n)}{\mu(B_r(x))} = 0 \quad \text{and} \quad \lim_{r \to 0} \frac{1}{\mu(B_r(x))} \int_{B_r(x) \cap E_n} g(y) \, d\mu(y) = 0 \quad (24)$$

for some $n \in \mathbb{N}$. We fix $x \in X \setminus N$ and $n \in \mathbb{N}$ satisfying (24).

Note that $u|_{X \setminus E_n}$ is $2n$-Lipschitz and let $\tilde{u}_n : X \to \mathbb{R}$ be a $2n$-Lipschitz extension of $u|_{X \setminus E_n}$. By Proposition 5.7 there is a subsequence of the rescalings $(\tilde{u}_n)_m : X_m \to \mathbb{R}$ and a Lipschitz function $\tilde{u} : X_\infty \to \mathbb{R}$ so that $(\tilde{u}_n)_m \overset{GH}{\rightharpoonup} \tilde{u}$.

We show that, for this subsequence, the rescalings $u_m : X_m \to \mathbb{R}$ converge weakly to $\tilde{u}$. (This is different from claiming that $(\tilde{u}_n)_m \overset{GH}{\rightharpoonup} \tilde{u}$, which follows from Lemma 5.4.)

Let $Z$ be a proper metric space and $\iota_m : X_m \to Z$ isometric embeddings realizing the convergence $(\tilde{u}_n)_m \to \tilde{u}$. Given $\varphi \in C_b(Z)$, fix a large number $R > 0$ so that $\text{spt} \varphi \subset B_R(\iota_m(x))$ for all $m \in \mathbb{N}$. Then $\text{spt}(\varphi \circ \iota_m) \subset B_R^Z(X_m) = B_{r_m}(x)$. We have

$$\left| \int_{X_m} \varphi \circ \iota_m u_m \, d\mu_m - \int_{X_\infty} \varphi \circ \iota_\infty \tilde{u} \, d\mu_\infty \right| = \left| \int_{X_m} \varphi \circ \iota_m (\tilde{u}_n)_m \, d\mu_m - \int_{X_\infty} \varphi \circ \iota_\infty \tilde{u} \, d\mu_\infty \right| + \int_{E_n} \varphi \circ \iota_m |u_m - (\tilde{u}_n)_m| \, d\mu_m \leq \left| \int_{E_n} \varphi \circ \iota_m |u_m - (\tilde{u}_n)_m| \, d\mu_m \right| + \int_{E_n} |\varphi \circ \iota_m u_m| \, d\mu_m.$$  

The first term converges to zero since $(\tilde{u}_n)_m \overset{GH}{\rightharpoonup} \tilde{u}$. We may estimate the second term by

$$\int_{E_n} |\varphi \circ \iota_m |u_m| \, d\mu_m \leq \frac{\|\varphi\|_{\infty}}{\mu(B_{r_m}(x))} \int_{E_n \cap B_{r_m}(x)} \left( R(g(x) + g(y)) \right) \, d\mu(y)$$

which, by (24), converges to zero as $m \to \infty$. Similarly,

$$\int_{E_n} |\varphi \circ \iota_m |(\tilde{u}_n)_m| \, d\mu_m \leq 2n \|\varphi\|_{\infty} \frac{\mu(E_n \cap B_{r_m}(x))}{\mu(B_{r_m}(x))}$$

converges to zero as $m \to \infty$. This completes the proof. \hfill \qed

By a suitable cut-off argument, we obtain the following corollary whose proof we omit.

**Corollary 5.9.** Let $\Omega \subset X$ be a domain in a proper locally doubling metric measure space, and let $u \in M^{1,p}_c(\Omega)$. Given a sequence $r_m \downarrow 0$, it holds that for $\mu$-almost every $x \in \Omega$, there exist a tangent space $X_\infty$ at $x$ subordinate to $(r_m)$, a subsequence of the rescalings $u_m : X_m \to \mathbb{R}$ and a Lipschitz function $u_\infty : X_\infty \to \mathbb{R}$, such that, up to extracting a subsequence of rescalings, $u_m \overset{GH}{\rightharpoonup} u_\infty$. 

We are now ready to prove that having finite amv-norm forces tangent maps to be mean value harmonic.

Proof of Theorem 1.5. By Corollary 5.9, $u$ has approximate tangent maps, subordinate to $(r_m)$, for $\mu$-almost every $x \in X$. For any $k \in \mathbb{N}$, $r \in \mathbb{Q}_+$, and compact $K \subset \Omega$, we have

$$
\int K \liminf_{m \to \infty} \int_{B(x, kr_m)} |\Delta_{r_m} u| d\mu(x) \leq \liminf_{m \to \infty} \int K \int_{B(x, kr_m)} |\Delta_{r_m} u| d\mu(x) \leq C \limsup_{\rho \to 0} \int K |\Delta_{\rho} u| d\mu,
$$

cf. [4, Theorem 3.5]. Thus, almost every $x_0 \in X$ has the following property: for every subsequence of $(r_m)$ there exists a further subsequence (not relabeled), for which

$$
\lim_{m \to \infty} \int_{B(x_0, kr_m)} |\Delta_{r_m} u| d\mu < \infty \quad \text{for every } k \in \mathbb{N} \text{ and } r \in \mathbb{Q}_+.
$$

Let $x_0 \in \Omega$ be a point where (25) and the claim of Corollary 5.9 hold for $(r_m)$. Furthermore, let $(X_\infty, d_\infty, \mu_\infty, x_\infty)$ be a pointed measured Gromov–Hausdorff limit of a sequence

$$
X_m = (X, d_m, \mu_m, x_0) = \left( X, \frac{d}{r_m} \frac{\mu}{\mu(B_{kr_m}(x_0))}, x_0 \right),
$$

and $u_\infty : X_\infty \to \mathbb{R}$ a weak limit of the sequence $u_m : X_m \to \mathbb{R}$, for a subsequence of $(r_m)$. We pass to a further subsequence (again not relabeled) for which (25) holds. Note that

$$
A^\mu_{r_m} u_m(z) - u_m(z) = \int_{B_{kr_m}(z)} \frac{u(y) - u(z)}{r_m} d\mu(y) = r_m^2 \Delta_{r_m} u(z)
$$

for any $z \in X_m$ and $r > 0$. Let $t_m : X_m \to Z$ and $t : X_\infty \to Z$ realize the convergence $u_m \overset{GH}{\rightharpoonup} u_\infty$. Corollary 5.9 implies that

$$
\int_{X_\infty} \varphi \circ t_\infty(z) \left[ A^\mu_{r_m} u_m(z) - u_m(z) \right] d\mu_\infty(z) = \lim_{m \to \infty} \int_{X_m} \varphi \circ t_m(z) \left[ A^\mu_{r_m} u_m(z) - u_m(z) \right] d\mu_m(z)
$$

for every compactly supported $\varphi \in C(Z)$. Fix such $\varphi \in C_c(Z)$, and not that for large enough $k$, the support of $\varphi \circ t_m$ satisfies $\text{spt}(\varphi \circ t_m) \subset B_{kr_m}(x_0)$ for all $m$.

Since

$$
\left| \int_{X_m} \varphi \circ t_m(z) \Delta_{r_m} u(z) d\mu_m(z) \right| \leq \frac{\| \varphi \circ t_m \|_\infty}{\mu(B_{kr_m}(x_0))} \int_{B_{kr_m}(x_0)} |\Delta_{r_m} u(z)| d\mu(z)
$$

$$
\leq C \varphi \int_{B_{kr_m}(x_0)} |\Delta_{r_m} u| d\mu < \infty
$$

it follows that

$$
\int_{X_\infty} \varphi \circ t_\infty(z) \left[ (u_\infty)_{B_{kr_m}(z, r)} - u_m(z) \right] d\mu_\infty(z) = 0.
$$

Since $\varphi$ is arbitrary, this establishes the claim for all rational $r > 0$. Since $X_\infty$ is a length space and $\mu_\infty$ a doubling measure, [10] Corollary 2.2 implies that $(u_\infty)_{B_{kr_m}(z, r)} \to (u_\infty)_{B_{kr_m}(x_0)}$ whenever $r_m \to r$. Thus the claim follows for arbitrary $r > 0$. □
6. Weighted Euclidean spaces: elliptic PDEs and amv-harmonic functions

In this final section we consider amv-harmonicity in weighted Euclidean domains and prove Theorem 1.6 which characterizes weak (and in some cases strong) amv-harmonic functions as weak solutions of the elliptic PDE, cf. (5):

\[ L_w u = 0. \]

To set up notation, fix a norm \( \| \cdot \| \) on \( \mathbb{R}^n \) and a domain \( \Omega \subset \mathbb{R}^n \). Denote \( \mathcal{H}^n_{\Omega} := \mathcal{H}^n|_{\Omega} \), where the Hausdorff measure is taken with respect to the metric induced by \( \| \cdot \| \). Given a positive, locally Lipschitz function \( w : \Omega \to (0, \infty) \), we consider the metric measure spaces

\( \Omega := (\Omega, \| \cdot \|, \mathcal{H}^n_{\Omega}) \) and \( \Omega_w := (\Omega, \| \cdot \|, w \mathcal{H}^n_{\Omega}) \).

Throughout the section, \( B^n \) denotes the (open) unit ball \( B_1(0) \) with respect to \( \| \cdot \| \). We will use the shorthand notation

\[ dy = d\mathcal{H}^n_{\Omega}(y), \quad A_r := A^w_{\mathcal{H}^n_{\Omega}}, \quad \text{and} \quad \Delta_r := \Delta^w_{\mathcal{H}^n_{\Omega}}, \]

as well as

\[ A^w_r := A^w_{\mathcal{H}^n_{\Omega}} \quad \text{and} \quad \Delta^w_r := \Delta^w_{\mathcal{H}^n_{\Omega}}. \]

The following elementary facts will be used throughout the sequel.

**Remark 6.1.** Since \( w \) is continuous and strictly positive on \( \Omega \), the measure \( w \mathcal{H}^n_{\Omega} \) is locally doubling. Moreover,

1. \( A^w_r f \to f \) locally uniformly in \( \Omega \) as \( r \to 0 \), whenever \( f : \Omega \to \mathbb{R} \) is continuous;
2. For each \( p \in [1, \infty] \), \( L^p_{w \mathcal{H}^n_{\Omega}}(\Omega) = L^p_{\mathcal{H}^n_{\Omega}}(\Omega_w) \) as sets, and \( L^p \)-convergence on compact subsets of \( \Omega \) with respect to \( \mathcal{H}^n_{\Omega} \) and \( w \mathcal{H}^n_{\Omega} \) agree.

The next lemma provides two different representations for \( \Delta^w_r \) in terms of \( \Delta_r \) and will prove useful in the next subsection.

**Lemma 6.1.** Suppose \( f \in L^1_{\mathcal{H}^n_{\Omega}}(\Omega) \). Then

\[ \Delta^w_r f = \frac{1}{A^w_r} (\Delta_r (f w) - f \Delta_r w), \tag{26} \]

and

\[ \Delta^w_r f = \Delta_r f + \frac{1}{A^w_r} \langle f, w \rangle_r, \tag{27} \]

where

\[ \langle f, g \rangle_r(x) := \frac{1}{r} \int_{B_r(x)} \frac{f(y) - A_r f(x) g(y) - A_r g(x)}{r} dy, \]

for \( f, g \in L^1_{\mathcal{H}^n_{\Omega}}(\Omega) \) such that \( fg \in L^1_{\mathcal{H}^n_{\Omega}}(\Omega) \), and all balls \( B_r(x) \subset \Omega \).

**Proof.** The first identity is a direct consequence of the pointwise identity

\[ (f(y) - f(x)) w(y) = f(y) w(y) - f(x) w(x) + f(x)(w(x) - w(y)), \quad x, y \in \Omega. \]

To see the second assertion (27), fix \( r > 0 \) and denote for brevity \( \mu := w \mathcal{H}^n_{\Omega} \). Then

\[
\frac{\langle f, w \rangle_r(x)}{A_r w(x)} = \frac{1}{A_r w(x)} \int_{B_r(x)} \frac{(f(y) - A_r f(x)) (w(y) - A_r w(x))}{r^2} dy
\]

\[ = \frac{1}{A_r w(x)} \int_{B_r(x)} \frac{f(y) w(y) - A_r w(x) f(y) - A_r f(x) w(y) + A_r f(x) A_r w(x)}{r^2} dy
\]

\[ = \frac{1}{r^2 A_r w(x)} \left[ \int_{B_r(x)} f w dy - A_r f(x) A_r w(x) \right] = \frac{A_r^w f(x) - A_r f(x)}{r^2}
\]

\[ = \Delta^w_r f(x) - \Delta_r f(x), \quad x \in \Omega. \]

\[ \square \]

□
6.1. AMV\textsubscript{loc}\textsuperscript{p}(Ω\textsubscript{w}) as a second order Sobolev space. To prove Theorem 6.1 we start by analyzing the operator (5). Note that, for \( u \in L\textsuperscript{1}_{\text{loc}}(Ω) \),

\[ L\text{w}u := \frac{1}{2} \text{div}(M\nabla u) + \frac{1}{w}(\nabla w, M\nabla u) \]

is a distribution, and is given by a locally integrable function when \( u \in W\textsuperscript{2,1}_{\text{loc}}(Ω) \). Recall that the matrix of second moments of \( B^n \) is defined as

\[ M = (m_{ij}), \quad m_{ij} = \int_{B^n} y_i y_j dy, \quad i, j = 1, \ldots, n. \]

Remark 6.2. The matrix \( M \) is symmetric and positive definite, cf. \cite{28} Sections 4.1-4.3. Since \( B^n \) is symmetric we have that

\[ \int_{B, (x)} (y - x)_i dy = r \int_{B^n} z_i dz = 0, \quad i = 1, \ldots, n \]

for \( x \in \mathbb{R}^n \) and \( r > 0 \).

In this subsection we show that, when \( u \in W\textsuperscript{2,p}_{\text{loc}}(Ω) \), we have \( \Delta\text{w}u \to L\text{w}u \) in \( L\textsuperscript{p}_{\text{loc}}(Ω) \). More specifically, we have the following theorem.

Theorem 6.2. Let \( p \in (1, \infty) \). Then \( W\textsuperscript{1,p}_{\text{loc}}(Ω) \cap \text{AMV}\text{loc}^p(Ω\textsubscript{w}) = W\textsuperscript{2,p}_{\text{loc}}(Ω) \) and, for every \( u \in W\textsuperscript{2,p}_{\text{loc}}(Ω) \), we have that \( \Delta\text{w}u \overset{r \to 0}{\to} L\text{w}u \) in \( L\textsuperscript{p}_{\text{loc}}(Ω) \).

We will prove Theorem 6.2 by reducing it to the unweighted case (using Lemma 6.1), where the result follows by standard theory in a straightforward way.

The following observation is well known, but we briefly recall the proof.

Lemma 6.3. If \( u \in C^2(Ω) \), then

\[ \Delta_r u \to \frac{1}{2} \text{div}(M\nabla u) \]

locally uniformly in \( Ω \), as \( r \to 0 \).

Proof. Let \( x \in Ω \) and \( r < \text{dist}(x, ∂Ω) \). The Taylor expansion of \( u \) yields

\[ u(x + rz) - u(x) = r \sum_{i=1}^n \partial_i u(x) z_i + \frac{1}{2} r^2 \sum_{i,j=1}^n \partial_{ij} u(x) z_i z_j + E_r(x, z), \]

where \( E_r(x, z)/r^2 \to 0 \) locally uniformly in \( Ω \times B^n \), as \( r \to 0 \). Thus we have

\[ \Delta_r u(x) = \int_{B^n} \frac{u(x + rz) - u(x)}{r^2} dz = \frac{1}{2} \sum_{i,j=1}^n \partial_{ij} u(x) \int_{B^n} z_i z_j dz + \int_{B^n} \frac{E_r(x, z)}{r^2} dz, \]

from which the claim follows. \( \square \)

Proposition 6.4. Let \( p > 1 \). Then \( \text{AMV}\text{loc}^p(Ω) = W\textsuperscript{2,p}_{\text{loc}}(Ω) \) and, for each \( u \in W\textsuperscript{2,p}_{\text{loc}}(Ω) \), we have that

\[ \Delta_r u \to \frac{1}{2} \text{div}(M\nabla u) \]

in \( L\textsuperscript{p}_{\text{loc}}(Ω) \), as \( r \to 0 \).

Proof. Assume \( u \in W\textsuperscript{2,p}_{\text{loc}}(Ω) \) and set

\[ R(x, y) := u(y) - u(x) - \sum_{i=1}^n \partial_i u(x)(y - x)_i, \quad \text{for } \mu\text{-a.e } x, y \in Ω. \]
Let \( \Omega' \subset \Omega \) be a compactly contained \( W^{2,p} \)-extension domain. Then, for a ball (respectively, a unit sphere) \( B_r^E(\partial B_1^E) \) in the Euclidean norm, by [7] Thm 2.5, Thm 4.1 and (21) we have that 
\[
\lim_{r \to 0} \int_{\Omega'} \int_{B_r^E(x)} \frac{R(x,y)}{r^2} dxdy = c(n,p) \int_{\Omega'} \int_{\partial B_r^E(0)} \left\| \frac{1}{r^2} \sum_{i\leq j} \partial_{ij}u(x)e_ie_j \right\|^p de dx. \tag{29}
\]
By Remark 6.2 we see that
\[
\int_{B_r(x)} \frac{R(x,y)}{r^2} dy = \Delta_r u(x), \quad B_r(x) \subset \Omega. \tag{30}
\]
Together with (29) and the fact that \( \| \cdot \| \) is comparable to the Euclidean norm, (30) implies that
\[
\lim_{r \to 0} \limsup_{r \to 0} \int_{\Omega'} |\Delta_r u|^p dx \leq \limsup_{r \to 0} \int_{\Omega'} \int_{B_r(x)} \frac{R(x,y)}{r^2} dxdy \leq c \lim_{r \to 0} \int_{\Omega'} \int_{B_r^E(x)} \frac{R(x,y)}{r^2} dxdy < \infty.
\]
Since any point \( x \in \Omega \) has a neighbourhood \( \Omega' \) which is a \( W^{2,p} \)-extension domain, it follows that \( u \in AMVP^p_{\text{loc}}(\Omega) \).

Conversely, suppose \( u \in AMVP^p_{\text{loc}}(\Omega) \). Then, for any positive sequence \( (r_m) \) converging to zero there is a further subsequence and a function \( g \in L^p_{\text{loc}}(\Omega) \) such that \( \Delta_{r_m}u \to g \) weakly in \( L^p_{\text{loc}}(\Omega) \) as \( m \to \infty \). In particular, for any \( \varphi \in C^2_c(\Omega) \), we have
\[
\int_{\Omega} \varphi g dx = \lim_{m \to \infty} \int_{\Omega} \varphi \Delta_{r_m} u dx = \lim_{m \to \infty} \int_{\Omega} \Delta_{r_m} \varphi u dx = \frac{1}{2} \int_{\Omega} \text{div}(M\nabla \varphi) u dx,
\]
since \( \Delta_{r_m} \varphi \to \frac{1}{2} \text{div}(M\nabla \varphi) \) locally uniformly in \( \Omega \), as \( r \to 0 \). This shows that \( g \) is unique and agrees with the distribution \( \frac{1}{2} \text{div}(M\nabla u) \) on \( \Omega \). Thus \( \text{div}(M\nabla u) \in L^p(\Omega) \) and we have that \( u \in W^{2,p}_{\text{loc}}(\Omega) \), see e.g. [20] Theorem 6.29, applied for the differential operator \( P = \Delta \).

It remains to prove the convergence in (28). For this assume \( u \in W^{2,p}_{\text{loc}}(\Omega) \). Denote by \( \nabla^2 u \) the matrix of second weak partial derivatives of \( u \) and by \( Q_s(x) \) a concentric cube centered at \( x \) with side length \( s \). Then, by [6] Thm 3.3, lemma 3.4 we observe that there exist constants \( C, \sigma \geq 1 \), such that \( C = C(n) \), for which
\[
|\Delta_r u(x)| \leq C(n) \frac{1}{r^2} \int_{Q_{r,\sigma}(x)} \frac{|\nabla^2 u(y)|}{|x-y|^{n-2}} dy \leq M_{\sqrt{\nabla^2 u}} |\nabla^2 u|(x), \quad B_{\sigma r}(x) \subset \Omega. \tag{31}
\]
Let \( \Omega' \subset \Omega \) be compactly contained and let \( (u_m) \) be a sequence of smooth functions converging to \( u \) in \( W^{2,p}(\Omega') \) as \( m \to \infty \). In particular, \( |\nabla^2 (u - u_m)| \to 0 \) and \( \text{div}(M\nabla (u - u_m)) \to 0 \) in \( L^p(\Omega') \) as \( m \to \infty \). By Lemma 6.3 and (31) we obtain
\[
\lim_{r \to 0} \|\Delta_r u - \frac{1}{2} \text{div}(M\nabla u)\|_{L^p(\Omega')} \\
\leq \limsup_{r \to 0} \left( \|\Delta_r (u - u_m)\|_{L^p(\Omega')} + \|\Delta_r u_m + \frac{1}{2} \text{div}(M\nabla u_m)\|_{L^p(\Omega')} + \frac{1}{2} \|\text{div}(M\nabla (u - u_m))\|_{L^p(\Omega')} \right) \\
\leq C \limsup_{r \to 0} \|M_{\sqrt{\nabla^2 u}} \|_{L^p(\Omega')} + \frac{1}{2} \|\text{div}(M\nabla (u - u_m))\|_{L^p(\Omega')} \\
\leq C' \|\nabla^2 (u - u_m)\|_{L^p(\Omega')} + \frac{1}{2} \|\text{div}(M\nabla (u - u_m))\|_{L^p(\Omega')}.
\]
Upon letting \( m \to \infty \) the claim follows. \( \square \)

In order to deal with the “inner product” term in (27) we have the following lemma.

**Lemma 6.5.** If \( f, g \in W^{1,1,1}_p(\Omega) \) and in addition \( g \in L^p_{\text{loc}}(\Omega) \), then
\[
\langle f, g \rangle \to \langle M\nabla f, \nabla g \rangle
\]
pointwise almost everywhere in \( \Omega \).

**Proof.** The Sobolev embedding implies that \( f \in L_{\text{loc}}^{n/(n-1)}(\Omega) \). Thus \( fg \in L_{\text{loc}}^1(\Omega) \) and \( \langle f, g \rangle_r \) is finite. Sobolev functions in \( W_{\text{loc}}^{1,1}(\Omega) \) satisfy the following approximation by tangent planes for almost every \( x \in \Omega \), cf. [18, Subsection 6.1.2, Theorem 2]:

\[
\lim_{r \to 0} \left( \frac{1}{B_r^\Omega(x)} \int_{B_r^\Omega(x)} \left| \frac{f(x + rz) - f(x) - \nabla f(x) \cdot (rz)}{r} \right|^{n/(n-1)} dz \right)^{(n-1)/n} = 0. \tag{32}
\]

It follows that

\[
\lim_{r \to 0} \left( \frac{1}{B_r^\Omega(x)} \int_{B_r^\Omega(x)} \left| \frac{f(x + rz) - A_r f(x) - \nabla f(x) \cdot (rz)}{r} \right|^{n/(n-1)} dz \right)^{(n-1)/n} = 0, \tag{33}
\]

since

\[
\left( \frac{1}{B_r^\Omega(x)} \int_{B_r^\Omega(x)} \left| \frac{f(x + rz) - A_r f(x) - \nabla f(x) \cdot (rz)}{r} \right|^{n/(n-1)} dz \right)^{(n-1)/n} \leq 2 \left( \frac{1}{B_r^\Omega(x)} \int_{B_r^\Omega(x)} \left| \frac{f(x + rz) - f(x) - \nabla f(x) \cdot (rz)}{r} \right|^{n/(n-1)} dz \right)^{(n-1)/n} + \left| \frac{A_r f(x) - f(x)}{r} \right|.
\]

For the next calculations we use the shorthand

\[
R_r^f(x, z) := \frac{f(x + rz) - A_r f(x) - \nabla f(x) \cdot (rz)}{r}, \quad B_r(x) \subset \Omega.
\]

The definition of the matrix \( M \) yields

\[
\langle M \nabla f(x), \nabla g(x) \rangle = \int_{B_r^\Omega(x)} \sum_{i,j=1}^n \partial_i f(x) \partial_j g(x) z_i z_j dz = \int_{B_r^\Omega(x)} (\nabla f(x) \cdot z) (\nabla g \cdot z) dz
\]

which may be expanded to

\[
\langle M \nabla f(x), \nabla g(x) \rangle = \int_{B_r^\Omega(x)} \frac{f(x + rz) - A_r f(x)}{r} (\nabla g(x) \cdot z) dz - \int_{B_r^\Omega(x)} R_r^f(x, z) (\nabla g(x) \cdot z) dz
\]

\[
= \int_{B_r^\Omega(x)} \frac{f(x + rz) - A_r f(x) g(x + rz) - A_r g(x)}{r} dz
\]

\[
- \int_{B_r^\Omega(x)} [R_r^2(x, z) (\nabla f(x) \cdot z) + R_r^f(x, z) (\nabla g(x) \cdot z)] dz.
\]

Thus

\[
\langle f, g \rangle_r(x) - \langle M \nabla f(x), \nabla g(x) \rangle = \int_{B_r^\Omega(x)} [R_r^2(x, z) (\nabla f(x) \cdot z) + R_r^f(x, z) (\nabla g(x) \cdot z)] dz
\]

tends to zero as \( r \to 0 \) for almost every \( x \in \Omega \), by (33).

The proof of Theorem 6.2 can now be reduced to the unweighted case using the results above.
Proof of Theorem 6.2 We first observe that, if \( u \in W^{1,p}_{\text{loc}}(\Omega) \), then
\[
|\langle u, w \rangle_r(x)| \leq \int_{B_r(x)} \frac{|u - A_r u(x)| |w - A_r w(x)|}{r} \, dy \\
\leq \|\nabla w\|_{L^\infty(B_r(x))} \int_{B_r(x)} \frac{|u - A_r u(x)|}{r} \, dy \leq C \|\nabla w\|_{L^\infty(B_r(x))} M_r |\nabla u|(x),
\]
where by \( M_r \) we denote the \( r \)-restricted maximal function. It follows that, for each compactly contained \( \Omega' \subset \Omega \) there exists a function \( g \in L^p(\Omega') \) such that
\[
|\langle u, w \rangle_r| \leq g
\]
almost everywhere in \( \Omega' \). Together with Lemma 6.5 (34) implies that
\[
\langle u, w \rangle_r \to \langle M \nabla u, \nabla w \rangle \text{ in } L^p_{\text{loc}}(\Omega)
\]
Suppose \( u \in W^{2,p}_{\text{loc}}(\Omega) \). Then \( \langle u, w \rangle_r \to \langle M \nabla u, \nabla w \rangle \) and \( \Delta_r u \to \frac{1}{2} \text{div}(M \nabla u) \) in \( L^p_{\text{loc}}(\Omega) \). Thus Lemma 6.1 (27) implies that
\[
\Delta_r^w u \rightharpoonup L_w u
\]
in \( L^p_{\text{loc}}(\Omega) \), which also implies that \( u \in \text{AMV}^p_{\text{loc}}(\Omega_w) \).

Conversely, if \( u \in W^{1,p}_{\text{loc}}(\Omega) \cap \text{AMV}^p_{\text{loc}}(\Omega_w) \), Lemma 6.1 (27) and (34) imply that, for every compactly contained \( \Omega' \subset \Omega \) there exists a function \( g \in L^p(\Omega') \) such that
\[
|\Delta_r u| \leq |\Delta_r^w u| + \frac{1}{A_r} g \quad \text{on } \Omega'.
\]
Thus \( u \in \text{AMV}^p_{\text{loc}}(\Omega) \) which, by Proposition 6.4 implies that \( u \in W^{2,p}_{\text{loc}}(\Omega) \). \( \square \)

Using Lemma 6.1 (26) it is possible to prove that, for \( w \in W^{2,\infty}_{\text{loc}}(\Omega) \), the classes \( \text{AMV}^p_{\text{loc}}(\Omega_w) \) agree with \( W^{2,p}_{\text{loc}}(\Omega) \).

Theorem 6.6. Suppose \( w \in W^{2,\infty}_{\text{loc}}(\Omega) \), and \( p \in (1, \infty) \). Then \( \text{AMV}^p_{\text{loc}}(\Omega_w) = W^{2,p}_{\text{loc}}(\Omega) \). For every \( u \in \text{AMV}^p_{\text{loc}}(\Omega_w) \) we have that \( \Delta_r^w u \to L_w u \) in \( L^p_{\text{loc}}(\Omega) \), as \( r \to 0 \).

Proof. We sketch the proof and omit the details.

Identity (26) yields \( |\Delta_r^w (uw)| \leq A_r |\Delta_r^w u| + |u| |\Delta_r w| \) for \( u \in \text{AMV}^p_{\text{loc}}(\Omega_w) \). By Proposition 6.4 we have that \( uw \in W^{2,p}_{\text{loc}}(\Omega) \) which implies \( u \in W^{2,p}_{\text{loc}}(\Omega) \) since \( w^{-1} \in W^{2,\infty}_{\text{loc}}(\Omega) \). Using (26) and Proposition 6.4 we have the convergence
\[
\Delta_r^w u \rightharpoonup \frac{1}{2w} (\text{div}(M \nabla (uw))) - u \text{div}(M \nabla w) \nabla w)
\]
\[
= \frac{1}{2w} (u \text{div}(M \nabla w) + 2(\nabla w, M \nabla u) + u \text{div}(M \nabla u) - u \text{div}(M \nabla w)) = L_w u
\]
in \( L^p_{\text{loc}}(\Omega) \), whenever \( u \in W^{2,p}_{\text{loc}}(\Omega) \). \( \square \)

6.2. PDE characterization of amv-harmonicity. We are now in a position to prove Theorem 1.6. For clarity, we formulate the following weak counterpart of Proposition 6.4 as a separate lemma. We omit the proof, which follows e.g. by an approximation argument from Proposition 6.4 or via a direct argument in the spirit of Proposition 6.4.

Lemma 6.7. Let \( u \in W^{1,2}_{\text{loc}}(\Omega) \). Then \( \Delta_r u \to \frac{1}{2} \text{div}(M \nabla u) \) weakly, i.e.
\[
\lim_{r \to 0} \int_{\Omega} \varphi \Delta_r u \, dx = -\frac{1}{2} \int_{\Omega} \langle \nabla \varphi, M \nabla u \rangle \, dx
\]
for every \( \varphi \in C^\infty_c(\Omega) \).
Proof of Theorem 1.6 We first prove the equivalences (1)–(3). The implication (3) ⇒ (2) is clear, and (2) ⇒ (1) follows from Lemmas 6.7 and 6.127. Indeed, together with (35) in the proof of Theorem 6.2 we have that
\[
0 = \lim_{r \to 0} \int_{\Omega} \varphi \Delta_r^w u dx = \lim_{r \to 0} \left( \int_{\Omega} \varphi \Delta_r u dx + \int_{\Omega} \frac{\varphi}{A_r^w} \langle u, w \rangle_r dx \right)
= -\frac{1}{2} \int_{\Omega} \langle \nabla \varphi, M \nabla u \rangle dx + \int_{\Omega} \frac{\varphi}{w} \langle \nabla w, M \nabla u \rangle dx
\]
for every \( \varphi \in C_c^{\infty}(\Omega) \), which is the weak formulation of \( L_w u = 0 \).

Thus it suffices to prove the implication (1) ⇒ (3). By elementary regularity theory, see e.g. Thm 8.8], a weak solution \( u \in W^{1,2}_{loc}(\Omega) \) to \( L_w u = 0 \) satisfies \( u \in W^{2,2}_{loc}(\Omega) \). Theorem 6.2 now directly implies that (3) holds.

It remains to prove the equivalence of (1)–(3) with (4) assuming smoothness of \( w \). Since (4) ⇒ (2), it suffices to prove that (1) ⇒ (4). Since weak solutions of \( L_w u = 0 \) with \( w \in C^{\infty}(\Omega) \) are smooth (see e.g. [19 Cor.8.11]), Lemma 6.3 and 6.126 imply that
\[
\Delta_r u = \frac{1}{A_r^w} (\Delta_r (uw) - u \Delta_r w) \to \frac{1}{2w} (\text{div}(M \nabla (uw)) - u \text{div}(M \nabla w)) = L_w u = 0
\]
locally uniformly in \( \Omega \), as \( r \to 0 \).

\[
\Box
\]
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