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Abstract: Based on a measuring system to determine the statistical heterogeneity of individual polygons we propose a method to use polygonal shape patterns as a source of data in order to determine the Shannon entropy of biological organizations. In this research, the term entropy is a particular amount of data related with levels of spatial heterogeneity in a series of different geometrical meshes and sets of random polygons. We propose that this notion of entropy is important to measure levels of information in units of bits, measuring quantities of heterogeneity in geometrical systems. In fact, one important result is that binarization of heterogeneity frequencies yields a supported metric to determine geometrical information from complex configurations. Thirty-five geometric aggregates are tested; biological and non-biological, in order to obtain experimental results of their spatial heterogeneity which is verified with the Shannon entropy parameter defining low particular levels of geometrical information in biological samples. Geometrical aggregates (meshes) include a spectrum of organizations ranging from cell meshes to ecological patterns. Experimental results show that a particular range (0.08 and 0.27) of information is intrinsically associated with low rates of heterogeneity. We conclude it as an intrinsic feature of geometrical organizations in multi-scaling biological systems.
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1. Introduction In the context of shapes and forms in biology there has been an historical effort to find the source of some biological patterns and the fundamental nature of their seemingly steady element arrangement. Traditionally, the bottom-up logic of biological developing structures as a dynamical time-space expression process has been extensively approached either by neodarwinism (i.e., genetic blueprint or functional viewpoints) or by biological structuralism (e.g., fractal biologic patterns from chaos theory). In fact, these sort of approaches are supported by epistemological conceptions defining traditions of research work, such as that positioning the whole organisms made of atomic and separate parts and their history (i.e., systematics) or the holistic dynamical system approach of the structuralism point of view (i.e., Turing patterns). In contrast, our perspective includes the use of Shannon entropy to understand biological organizations as a geometric whole whose configurations defining their steady state result from an inherent and specific associated level of information. One important example of that steady state is derived from a prevailing and well stereotyped distribution of cellular polygons conserved in proliferating
metazoans tissues (i.e., epithelium). Whether patterns and shapes are an active source of geometrical information, stability and variability during developmental process and evolution or not is a topic that from our angle has been neglected. On the other hand, some distant perspectives have been throughout the path of deep questions about shapes [1] beside some outstanding logics of architectural order in nature [2]. In fact, all of those questions had endorsing important inferences for academic areas such as, architecture [2], cell geometry [3, 4], material sciences [5], medicine [6-9], even aesthetics [10], philosophy [2] and arts [11]. In addition, the mathematical perspective of topology, dynamical systems and other important areas related with geometry, statistics and discrete mathematics have been involved in a lot of important achievements [12-15], mainly tracked by new emerging questions rather than achievements of solid answers. In some sense, almost all those researches are in the race of searching for particular models of construction for biological forms. Nevertheless, in the context of this paper, the geometric properties of individual discrete elements in forms are not simple intrinsic features biologically exposed as outcomes. Instead, we understood them as both, independent spaces into a larger whole and as unities defining interacting properties inside of a biocomplex larger whole of geometric information. In this line, our main methodological question about shapes arises: There is a way to quantify geometrical order and information in biological organizations? In some sense, it is not a novel question. There is an important amount of works related with that issue of quantifying information at different complexity levels in biological networks [16-19], ecosystems [20-24], molecular entropy [25] and cellular entropy [26], just to mention some. Also, forms of spatial entropy looking for the characterization of ecological landscape heterogeneity, such as urban, sociological and economical properties at multiple scales associated with them have been broadly approached [27-29], using some geometrical tools. However, in the context of pure biology the underlying informational order behind the geometry of general biological organizations is still lacking. There are some intuitions regarding quantitative values matching biology and architecture through some of the references [2], [30]. Nevertheless, the limits defining quantitative parameters of order according to entropy, as a generic value for biological organizations, is still an issue able to be solved. We consider that one important obstacle in that determined research direction is the establishment of a set of biological forms of reference to start to work on.

The establishment of the core idea to measure spatial heterogeneity to determine the geometrical entropy of a particular biological form is derived from a previous analysis of geometrical constrictions in five-fold morphologies (polygonal random disc organizations [30]). In that work, we found that spatial organization of five-fold morphologies is statistically lower than all other planar disc organizations studied there (three to ten-fold morphologies) in terms of spatial heterogeneity (unequal distribution of space inside polygons). In fact, we found a statistical basin corresponding to the most frequent morphologies in biological disc organizations (three, four, five and six disc partitions [30]). On the other hand, whereas we found a statistical value to approach the key idea of low heterogeneity for related morphologies in nature, we did not have a parameter to work on to reach a method to capture quantitatively the geometrical limits of biological organizations with a formal framework of reference. It is important to say that a lot of work has been done regarding the larger geometrical context of cells and the physical causalities of interactions into cell aggregates [31-37], which notably enforces our background. However, all of this work derives from physical parameters, describing some geometrical properties and not strictly determining levels of geometric information. In addition, the characterization of self-assembled 2D Patterns with Voronoi Entropy in [38-39], also represents some sort of approaches about levels of generic heterogeneity at different scales achieving geometry as a source of organization. In
spite of that, the main results of that kind of works release some ideas about entropy in a context of matter organization and ecological dynamics motivating some researches on material sciences and territorial aspects, without go deep into questionings about the nature or the informational limits of generic order in biological shapes.

The outline of an area or figure is a shape that can be a determined configuration of discrete elements, which sometimes can be understood as a population of geometric parts as constitutive elements. Our approach here is the establishment of a method to determine levels of geometric information at polygonal shape patterns (PSP) using Shannon entropy as the main theoretical framework. Informational entropy allows the quantification of order and disorder levels from discrete and continuous geometric variables. Accordingly, the first focus of our view regards on extract basic discrete and continuous geometric principles of polygons immersed into larger whole organizations (PSP), in order to standardize levels of biological information given several amounts of heterogeneity. Rather than just on looking at polygons and their aggregates as mathematical outcomes derived from computing simulations we developed an statistical process to detect levels of information from pure geometry. Our first results find that spatial heterogeneity of polygons (unequal distribution of space inside polygons) represents a free scale approach that can be generalized on a wide range of biological size scales, which also, can be easily translated into an informational entropy metric model. Hence, the second part of our approach will be the use of the Shannon entropy parameter associated with frequencies of that spatial heterogeneity of polygons to define biological limits in terms of information. Finally, we determine a measure system for a significant spectrum of geometric living and non-living configurations. Generally, the statistical recurrence of geometric patterns in certain complex architectures, seen from its resulting distribution [40], codifies emergent key properties such as information and self-organization [28]. On this research work, we seek to establish a novel connection, between information theory [41] and the architecture of biological organizations in order to capture biological systems information keeping a formal parameter of reference to retrieve geometric information from generic forms. In biological terms, there is a not logical association the relation between self-organization and the reduction of amounts of information in a system. Intuitively, biological configurations should have a lot of information in contrast with non-biological configurations. In fact, highly ordered organizations such as hexagonal structures store less Shannon entropy due to the high level of ordering in their cluster arrangements [38]. In contrast, several entropy metrics of random samples determining levels of spatial heterogeneity in the context of landscape patterns indicates incremental values of information [39]. Living systems shows an important reduction of entropy reaching very low values beside self-organization as an ostensibly consistent rule [5], [6], [9], [16], [18], [21], [25], [28], [30], [38], [39]. Such behavior has been associated with biological and physical constraints [42-43] with some intuitions regarding pure geometry [1], [4], [5], [6], [9], [40], [44], which is the focus that we will try to verify on this work. The more self-organized is a system, the less entropic its behavior. Hence, we expect that information will decrease along the ordering of geometric parts in potentially dissipative structures.

Our material of work will be areas (polygons) and their associated sub-areas (triangles) defining levels of heterogeneity and their frequency. Our procedure satisfies the fact that we may work with polygonal shapes as a method that can discern between levels of geometrical heterogeneity using a width spectrum of statistical variation. The Shannon entropy is a parameter indicating information that is a clear resolution of uncertainty. This metric will be tested into meshes (biological, non-biological and random polygonal arrangements) extracted from the web and random polygons with different number of sides. Finally, we will bring back the informational
limits of biological structures whose geometry, potentially, would be biologically representative in terms of their closeness with nature images due to the informational entropy associated.

To develop the idea, this paper is organized as follows: There is a first exposition of the collecting method, features and categorization of biological images samples and non-biological mesh simulations in section (2). All of this data will define the material to work on besides random polygons with different number of sides. The mathematical model and the statistical motivation to work on these polygons and the main background to define heterogeneity in spatial organization of polygonal shapes and meshes are given in Section (2.2) and (2.3) of methods. The binarization, the most practical and explicit procedure to measure the quantity of information in geometrical meshes that we have found in biological and non-biological systems using Shannon entropy, as well as the associated statistical distributions of internal partitioning in shapes \( I \), is determined as a result in section (3). Finally, section 4 and 5 corresponds to discussion and conclusions, respectively.

2. Materials and Methods

Our first step was the establishment of a collection of nature images and sample data to work on. Several biological cell organizations have been used as models to define geometric parameters. In that sense, an important number of studies have analyzed the topological properties of many cell organizations [3], [4], [5], [6], [9], [32], [33], [34], [35], [36], [40], [44], [45], [46], [47], [48]. Also, a lot of epithelium models have extensively used anatomical parts, developmental stages and tissue variations images. In fact, there is a prevailing and well stereotyped distribution of cellular polygons (SDCP) conserved in proliferating metazoans tissues with a polygonal frequency of 29% of 5-sided polygons, 49% of 6-sided polygons, and 20% of 7-sided polygons [34], [40], [45]. In that context, some other images of biological cell organizations are able on line, such as, histological samples derived from different human tissues [34], [46]. Currently, it is widely accepted that although variation in those organizations exist there is just a narrow range of variations of cellular polygonal distributions [34], [40]. In this regard, samples of polygonal mesh are directly comparable even if these meshes are from different nature or scales [49], [50] due to all of them are PSP, including biological natural images, biological simulations, non-biological simulations, such as random meshes and Poisson-Voronoi tessellations and random polygons. Therefore, levels of Shannon entropy in polygonal meshes and set of random polygons turns out into a window of universal and comparable information if we approach them from a pure geometric perspective.

2.1 Collecting samples on line

We collect samples of images on line looking for a broad and representative set of biological organizations in order to support our main hypothesis: Geometric information defined by the Shannon entropy of spatial polygonal heterogeneity is a proper parameter able to define the limits of a generic biological organizational value using PSP. Thus, the establishment of a measure of spatial organization able to determine the geometrical entropy of order for biological forms must be analyzed measuring biological and non-biological organizations (Figure 1). At tissue level, we used images from proliferating Drosophila prepupal wing discs (dWP); [34], [45], [47], middle third instar wing discs (dWL); [45], [47], normal human biceps (BCA); [34], muscular dystrophy from skeletal muscles (MD); [46] and pseudo stratified Drosophila wing disk epithelium (PSD); [40]. Also, at the ecological level polygonal meshes derived from Namibia fairy circles (ecological patterns associated with SDCP convergences [49]) images were integrated into the analysis (NFC); [49], [50], [51]. The
global tag to define MD, dWP, dWL, BCA, PSD and NFC is called BIO. The non-biological meshes were different diagrams resulting from different vertex model simulations. All of those simulations were based on quantified distances from SDCP which is traditionally used as reference in epithelial studies [52], [53], [54]. According to reference [34], the closeness with SDCP can be defined using optimal paths approaching by using iterations of Lloyd’s algorithm and investigating the effects of cell divisions on topology. In contrast, reference [44] reached equilibrium states by seeking minimal potential energy. Given this, there were epithelium simulations which we defined as control simulations (CS); [34], [43], simulation out of equilibrium (SOE); [34], [43], simulation at equilibrium (SAE); [34], [43], atrophy simulation (AS); [34] and Poisson-Voronoi tesselation (PT); [34]. We consider CS, SOE, SAE, AS and PT altogether as non-biological meshes (Non BIO), since they were derived from algorithms. Finally, we include an algorithmic routine from reference [49] to develop random arrangements [RA] into the global analysis as a control. Therefore, we have three mesh categories, BIO, Non BIO and RA.

Figure 1. Three general types of mosaics were analyze. Left side; random arrangements (RA), center; natural images (BIO, either stained or schematic aggregates of cells and ecological polygonal meshes) extracted from the web; muscular dystrophy (MD), Drosophila prepupal wing discs (dWP), middle third instar wing discs (dWL), normal human biceps (BCA), pseudo stratified Drosophila wing disk epithelium (PSD) and ecological patterns (NFC; main text). Right; processed non biological images (Non BIO) extracted from the web which we named, control simulation (CS), simulation at equilibrium (SAE), atrophy simulation (AS), simulation out of equilibrium (SOE), and Poisson-Voronoi tesselation (PT).

2.2 Heterogeneity of spatial organization in shapes \( \Gamma \).

The establishment of a measure of spatial organization able to determine the geometrical entropy of biological organizations is derived from a previous analysis of geometrical constrictions in five-fold morphologies [30]. In this new work our main methodology goes beyond centered on statistical measurements of geometrical heterogeneity onto biological PSP, associating particular levels of entropy to them. Therefore, the main aim of our methodology regards for determining levels of heterogeneity in biological PSP and their associated information.

A former statistical analysis is derived from the study of partitions (areas) and their sub-localities (sub-areas) arising from constructions generically named shapes \( \Gamma \). A shape \( \Gamma \) is a set of spatial planar confined regions (group of polygons) called sub-localities inside a partition \( P_1 \) (each individual polygon). Therefore, a shape \( \Gamma \) could be a set of regular or irregular polygon with a determined number of sides. On that sense, each shape \( \Gamma \) is a set of areas that can be subject to be statistically analyzed. The main idea to establish the generic name of shape \( \Gamma \) is due to it is useful to name both polygons (e. g. irregular hexagon and regular ones) and/or areas (numeric values) associated with particular shapes.
Each locality $P_i$ is constituted by a subset of a given number $N_i$ of sub-localities, $S_{i1}, S_{i2}, ..., S_{in_i}$ such that $P_i = \bigcup_{j=1}^{N_i} S_{ij}$, where $P_i$ is a spatial region which could be a convex polygon in $\mathbb{R}^2$. Let $A_{ij}$ be the area of each sub-locality. If $A_{ij} = A_{ik} \forall k, j$, then we said that $P_i$ is non heterogeneous (Figure 2). In contrast, if exists some $j \neq k$ such that $A_{ij} \neq A_{ik}$ then we say that $P_i$ is heterogeneous. Therefore, let $A_i = \sum_{j=1}^{N_i} A_{ij}$ be the sum of all the associated areas of every partition; this set determines a polygon or shape $\Gamma = \{A_i\}$. Therefore, $\Gamma$ is a generalization of an area with any set of sub-areas which are considered in numerical terms.

Therefore, the area average of a partition $P_i$ is:

$$\bar{A}_i = \frac{1}{N_i} \sum_{j=1}^{N_i} A_{ij}$$

(1)

and

$$\sigma_i = \sqrt{\frac{1}{N_i - 1} \sum_{j=1}^{N_i} (A_{ij} - \bar{A}_i)^2}$$

(2)

is the standard deviation of each partition. Notice that if $\sigma_i = 0 \Rightarrow A_{ij} = A_{ik} \forall j, k$; therefore that partition is non heterogeneous.

The next equation reflects the amount of heterogeneity in a given shape $\Gamma$,

$$x_i = \frac{\sigma_i}{\bar{A}_i}$$

(3)

we include $\bar{A}_i$ in order to normalize the data and constraint the heterogeneity outcomes inside a scale from 0 to 1.
Figure 2. Schematic properties of two different shapes \( \Gamma \). a) A regular hexagon is a partition associated with six sub-areas from six sub-localities \( S_1, S_2, ..., S_6 \) which are all equal then is non heterogeneous. b) A shape \( \Gamma \) with a six-fold partition such that any of their sub-localities have unequal subareas is heterogeneous; the set of areas defined by sub-localities \( S_1 \) and \( S_5 \) are smaller than those of \( S_2, S_3, S_4 \) and \( S_6 \).

The main objective of our research here is the establishment of a measure of spatial organization able to determine the geometrical entropy of biological and non-biological organizations. Therefore, we relate equation (3) with a proper collection of data reflecting rates of spatial heterogeneity, quantifying indexes of heterogeneity in all of our theoretical samples. Consequently, our results will be the standard deviation of heterogeneity derived from levels of variability in a collection of PSP samples (section 2.1) and shapes \( \Gamma \) (section 2.2). In order to define the standard deviation of heterogeneity we have to determine first the average of PSP heterogeneity (equation 4) for all samples,

\[
\bar{x}_i = \frac{1}{N_s} \sum_{j=1}^{N_s} x_{is}
\]  

(4)

where the second subscript corresponds to the number of shape \( \Gamma \) sample. Given this equation the standard deviation can be obtained,

\[
\sigma_{xt} = \sqrt{\frac{1}{N_s-1} \sum_{j=1}^{N_s} (x_{is} - \bar{x}_i)^2}
\]  

(5)

According to this last equation the standard variation of heterogeneity will reflect a global statistical value to determine area variability and define the informational entropy using geometry.

2.3 Heterogeneity of polygonally shape patterns.

An important fact before defining entropy in mosaics of cells is related with the developing of a proper methodology to get the coordinates of individual polygons. In fact, as we mention in section 2.1 we used natural (biological) and non-biological processed images extracted from different web sites and references to define the coordinates of polygons using the centroid of each polygon as the origin of polygonal coordinates. Spatial heterogeneity in mosaics of polygons was derived using equation (1 & 2) to obtain the heterogeneity for each polygon using equation (3; Figure 3). With this data is possible to get a statistical frequency distribution of heterogeneities for each mesh.
The generic expression given by equation 3 is used in order to obtain individual polygon heterogeneity. Also, the distribution of spatial heterogeneity derived from frequencies levels of heterogeneity in meshes of polygons of BIO, Non BIO and RA was defined using the values given by heterogeneity equation. Generalization for equations defining heterogeneity of polygons is written $x_i$, where sub-index $i$ reflects the number of sides.

3. Results

3.1 Continuous distribution of heterogeneity.

A parallel but important arising question is whether the variable side number of polygonal shapes in the context of heterogeneity might lead to a continual progression in terms of informational amount or not. That is entropy as a function of polygonal side number. Since meshes are sets of mixed polygons with different number of sides this question must be approached using frequency distributions of heterogeneity in shapes $\Gamma$ using polygons derived from number of sides as the independent variable. Initially, we have to transform non-continuous distributions of frequencies into continuous ones using heterogeneity data applying a probability density function (Wolfram Mathematica 9.0; Figure 4).
Figure 4. Frequency distributions of random polygons. Upper figure shows an example of frequency values for Shapes $\Gamma$ derived from random polygons with three sides. Bottom figure shows probability density function applied to transform histograms derived from all random polygons (3-10) with discrete values into continuous graphics.

In order to start with a continuous approach to detect levels of entropy we decided to use those distributions to exert a Kolmogorov-Smirnov test (KST) to detect distribution differences between normal distributions and the remaining ones. According to figure 5, the Log base 10 values of a Kolmogorov Smirnov test applied in Wolfram Mathematica 9.0 represents a proper comparative of entropy in continuous terms. Frequency distributions of three, four, five and six polygons are the four lowest values which is an indicative of low entropy since the KST value is directly proportional to the distance between continual and normal distribution (less distance less entropy). Whereas there is an incremental closeness in frequency distributions with a comparative normal distribution except for shapes $\Gamma$ with four sides. Also, as an initial experiment one BIO sample (PSD); [40] and one random sample are included showing that BIO sample has an important contrast with random sample in terms of distance. The BIO sample reach a value of -38.54 while the random value is -1.23.
Figure 5. Continuous distributions of frequencies using heterogeneity data. In order to start with a continuous approach to detect levels of entropy we use Kolmogorov-Smirnov test (KST) as a parameter to detect distribution differences between normal distributions and the remaining ones. According to the Log base 10 values of Kolmogorov Smirnov test applied, three, four, five and six partition number frequency distributions have the lowest values of entropy in continuous terms. The KST value is directly proportional to the distance between distributions. Lowest values of the KST are indicative of lowest entropy. Random sample have the closest value to normal distribution.

3.2 Binarization of frequencies as discrete variables.

The Shannon entropy is a parameter indicating a degree of information approaching a resolution of uncertainty. Our model satisfies the fact that we may work with frequencies of numerical variables, which are sub-areas of polygonal shapes. Shannon elucidates the convenience of the use of a logarithmic function in the definition of entropy, mainly because “it is more suitable” mathematically, due to the fact that many operations in terms of the logarithm are simpler than in terms of the statistical behavior (the number of possibilities or frequency). In fact, one of our main source ideas is the finding of a practical procedure to retrieve polygonally shape patterns (PSP) given an entropy value. The average surprise of a variable $X$ which has a distribution $p(X)$ is called the entropy of $p(X)$, and is represented as $H(X)$. For convenience, we often speak of the entropy of the variable $X$, even though, strictly speaking, entropy refers to the distribution $p(X)$ of $X$ [56]. Thus, the entropy of our $x_i$ partition and locality values can be derived from the general formula:

$$H(X) \approx \frac{1}{N} \sum_{i=1}^{N} \frac{1}{p(x_i)}$$

The choice of a logarithmic base regards for a proper election of a unit for measuring information. In consonance with this last idea we consider frequency values of heterogeneity in a range of bin variables. The entropy values using different bin categorizations and their associated entropy (bin 0.1, bin 0.2, bin 0.25, bin 0.33 and bin 0.5) shown that the binarization (bin 0.5) of the model influences the results giving a clear difference with the remaining ones (Figure 6). Our finding here regards for the lowest values in terms of entropy. On the other hand, it is important to inspection how close is the bin 0.25 function of entropy with that of standard deviation heterogeneity of figure 4. Nevertheless, we consider low entropy measure
(binarization) as a solid argument to be applied not just on individual polygons but to explore whether or not there are entropy differences between more complex biological and non-biological organizations in terms of entropy.

Figure 6. Binarization of entropy $H_F$. Partitioning number and their associated entropy can be derived from different bin statistical discrete categorization. Graphic shows five bin categorizations and their associated entropy (bin 0.1, bin 0.2, bin 0.25, bin 0.33 and bin 0.5). Bin 0.5 has the lowest values of entropy for every partitioning number. The entropy of shapes gamma $H_F$ using the logarithm to the base 10 indicates that partition number five has the lowest values of entropy in a binarized system (green line). Extreme low values are founded for 3, 4 and 6 organizations in a binarized system. Bin 0.1 statistical categorization has a linear incremental behavior in contrast with the remaining categorizations. The highest values of entropy are incremental from 5 to 10 disc organizations in a binarized system.

The nomenclature of discrete variables could be defined as a binary result if the outcomes for heterogeneity levels (equation 3) are tagged as follows:

$$0 \leq x_i < 0.5 \Rightarrow X_i = x_{il}$$
$$0.5 \leq x_i \leq 1 \Rightarrow X_i = x_{ih}$$

(7)
With these definitions, one bit of information would be obtained when one of two equally likely alternatives is specified. Using this as reference the Shannon entropy equation will define the entropy in terms of the frequency of two possibilities \( x_{il} \) and \( x_{ih} \), where the first subscript \( l \) mean low heterogeneity values between 0 and 0.5 and the second subscript \( h \) implies high heterogeneity values between 0.5 and 1. Therefore, we can use a well known entropy equation typically used to determine the uncertainty of binary outcomes:

\[
H_f(X) = p(x_{il}) \log_2 \left( \frac{1}{p(x_{il})} \right) + p(x_{ih}) \log_2 
\]

In order to link entropy and geometrical information, in this section our evidence suggests that five-folding organization depicts a sort of spatial organization with low values of information without reach the zero value, besides three, four and six folding organizations which are also frequent in nature.

3.3 Statistical distributions of internal partition in shapes \( \Gamma \) and localities in Bio, Non-Bio and RA samples.

According to partition number the statistical frequency distribution of heterogeneity of shapes \( \Gamma \) is showed in figure 7. The bar area determines levels of heterogeneity conforming the binary categorization \( x_{il} \) and \( x_{ih} \) described in equation 6. The green area shows levels of heterogeneity where \( 0.5 \leq x_i < 1 \Rightarrow X_i = x_{il} \) for standard deviation indexes derived from equation 3, which implies low levels of heterogeneity. It is clear that five-folding organizations have the lowest values for heterogeneity (green area) indexes indicating also highest level of homogeneity (grey area; \( 0 \leq x_i < 0.5 \Rightarrow X_i = x_{ih} \)). In fact, this figure reflects the performance of spatial organizations that have been shown shapes \( \Gamma \) in figure 4 and 5. Regarding to this last point, it is important to focus on the fact that now we have these two necessary outcomes for heterogeneity which were used to define the entropy of internal partitioning in shapes \( \Gamma \) using equation (7):
Figure 7. Levels of heterogeneity according to the binary categorization $x_{il}$ and $x_{ih}$. Grey zones are values associated to $x_{il}$ and the green ones are associated with $x_{ih}$. The highest level of homogeneity is for partition number five, even though, three, four and six have similar levels. The highest level of heterogeneity is for partitioning number ten.

In order to link entropy and geometrical information, our evidence suggests that five-fold folding organization depicts a sort of spatial organization with low values of information, besides three, four and six folding organizations which are also frequent in nature with low values of entropy in all bin categorizations (Figure 6). Consequently, we have establish a measure of spatial organization able to determine the geometrical entropy of a particular set of forms. In that sense, it is not surprising that figure 7 is intrinsically related with the binarization of entropy in figure 6. Therefore, the low spatial variability average for five-fold morphology reflects a high degree of homogeneity in terms of their internal spatial distribution. As we have said before, the fact that five-fold partitions reflect the most equal distribution of internal space in contrast with other partitions it is a non trivial result since this is not a function derived from the polygonal number of sides. On the other hand, the binarization of frequencies represents a simple method based on practical and heuristic motivations to build collective polygonal arrangements simulating biological arrangements since we only requires a binary distribution based on heterogeneity of individual polygons. Biological organizations of cell aggregates that were derived directly from natural images or even simulations have a constant high proportion of homogeneity in terms of spatial distribution. A clear high degree of homogeneity is found in all samples derived from biological approximations (Figure 8).
Figure 8. Twenty-seven samples of biological and biological simulations of organizations of cells aggregates have a constant high proportion of homogeneity in terms of spatial distribution of inner areas (For data related with samples see Supplementary digital content 1). In fact, the last five samples are biological simulations assuming Lewis’s Law with a 100% degree of homogeneity. The first column represents a Poisson-Voronoi Tessellation used as control.

In terms of the entropy values using binarization there is a limited range where all biological samples fall into. We call it the BIO zone (Figure 9, between 0.08 and 0.27). The BIO zone is composed of 16 samples whose descriptions are showed in table 1 (Supplementary digital content). There are an important number of simulations extracted from the web that are excluded from the BIO zone. All of those collected simulations were based on quantified distances from SDCP conserved in proliferating metazoans tissues with a polygonal frequency of 49% of 6-sided polygons, 29% of 5-sided polygons, and 20% 7-sided polygons, which is traditionally used as reference in epithelial studies. Control simulation (CS), simulation at equilibrium (SAE), atrophy simulation (AS) and simulation out of equilibrium (SOE) were computational simulations of cells aggregates assuming variations as metric distances from Lewis’s Law values or another kind of biological or physical properties. In spite of the idea of being biological simulations, our results shown that these images are detected as non-biological samples (Figure 10) since most of them are non-heterogeneous at all, except for AS and MD. The Shannon entropy associated to biological simulations (CS) reaches levels of zero entropy, which imply null information which is not the case for both partition discs associated with biological morphologies and for that samples constricted to the BIO zone. Certainly, Poisson-Voronoi tessellation (PT) was used as control since we consider that its arrangement would be far away from the order zone. Hence, the geometry between biological and non-biological arrangements of internal cells is underlying an important difference whose consequences and effects would define particular behavior in biological organizations in contrast with non-biological packages.
of equilibrium (SOE), muscular distrophy (MD) and Poisson-Voronoi tessellation (PT). The most abundant area includes Bio data and it also can include AS.

The Shannon entropy associated with RA frequency distribution (Figura 10) is an expected result whose entropy values are around 1 (Figure 11). This result is a clear support to argue the value of approaching the geometry of biological organizations with the binarization method. Figure 10 and its associated entropy at figure 11 indicates that binarizations works well as an indicator of informational limits in complex meshes of polygonal arrangements since those two figures perform a control experiment to visualize contrast in terms of distributions and their associated Shannon entropy.

Figure 10. Random arrangements of cells and their heterogeneity frequency. Data shows that cellular aggregates have an average of an almost half proportion of heterogeneity (blue) of spatial distribution on internal areas in polygons, and a half of spatial homogeneity (grey).
4. Discussion

We may see that three, four, five-fold and six morphologies behave as almost egalitarians in terms of internal spatial distribution with a possible parametrical impact on the collective behavior of geometry in biological organizations. Partition number and their associated entropy can be derived from different bin statistical discrete categorization. In figure 6, graphic shows five bin categorizations and their associated entropy (bin 0.1, bin 0.2, bin 0.25, bin 0.33 and bin 0.5). Bin 0.5 has the lowest values of entropy for every partitioning number and five-fold partitions is at the lowest point of binary categorizations. Therefore, the entropy of shapes gamma $H_F$ indicates that partitioning number five has the lowest values of entropy in a binarized system. Similar values are founded for 3, 4 and 6 organizations. On the other side, bin 0.1 statistical categorization has a linear incremental behavior in contrast with the remaining categorizations. The final decision of using a binarized system to determine entropy was implemented in meshes of different polygonal organizations. The highest level of homogeneity for partitioning number five into the binarized system represents the establishment of a biological form of reference, which we establish to determine the geometrical entropy of a particular biological form. In addition, we stated [30] that the significance of our findings was based on the statistical constancy of geometrical constraints which eventually would motivate a more generic approach using geometry as a source of information. According to our binary partition of frequency distribution (where above of 0 and below of 0.5 of heterogeneity represents $X_d$ and above of 0.5 of heterogeneity but below of 1 represents $X_{th}$) it is clear that five-folding arrangements distributes internal space in a very equal statistical way. In terms of entropy derived from equation 6 five-folding partition reach the lowest point with a Log value of \(-0.06\) (Figure 6). This finding is a nontrivial fact, since we should not expect statistical differences between partitions if the source of variation is a random source and equal variability is included in all analyzed samples. Therefore, we should expect no difference at all since it is a random experiment just varying partitioning. Using this argument as reference a gap of entropy values emerges clustering arrangements from biological samples (around 0.08 and 0.25 of entropy). To do this, three types of mosaics were analyzed: Random arrangements (RA), natural images extracted from the web (BIO) and processed images also extracted from the web, which we named control simulation (CS), simulation at equilibrium (SAE Li'A), atrophy simulation (AS), simulation out of

![Figure 11](image.png)

Figure 11. The entropy of random samples. The entropy values are almost constantly in line with maximum entropy.
equilibrium (SOE) and Poisson-Voronoi tessellation (PT). Spatial heterogeneity in mosaics of polygons was derived using equation (3) for each polygon and entropy using equation (6). Random arrangements of cells and their heterogeneity frequency shows that random polygonal aggregates representing cell aggregates have an average of an almost half proportion of heterogeneity of spatial distribution on internal areas in polygons with a nearby equal half of spatial homogeneity. Biological and biological simulations (which we has included as part of that non-biological samples) of organizations of cells aggregates have a constant high proportion of homogeneity in terms of spatial distribution of inner areas. Some other approaches have found similar results, such as that analyzing avian photoreceptor patterns representing a disordered hyperuniform solution to a multiscale packing problem [55]. In fact, the last five samples areas in biological simulations assuming Lewis’s Law have a 100% degree of homogeneity. Then, a high degree of homogeneity in a computational simulation following some algorithmic instructions could derive in a beautiful representation following the SDCP of a real biological sample but a considerable lacking of substantive geometric information. Thus, levels of intrinsic disorder emerging from the actual biological forms are necessary to have a proper simulation. On the other hand, BIO group is around 0.08 and 0.27 which is a range for entropy values including three, four, five and six folding partitions which are very common in nature. Also, in figure 8 and 9 the first value represents a Poisson-Voronoi Tesselation (PT) which was used as a control since this mesh is derived from a non-ordered organization of points. Even this sort of organization is not biological at all it seems non close to random organizations. The most abundant area in bars of figure 9 appears on BIO data, which also include AS. We conclude that the atrophy of some simulations increase its heterogeneity degree which finally derives in a biological outcome. The inclusion of them into BIO group is not an unexpected result since computational simulations representing algorithmic instructions are perturbed in a way that could easily increase their entropy. It does not happen with control simulations. Those algorithmic constructions are following mathematical prescriptions whose level of homogeneity leaves out the fundamental nature of BIO group (i.e. a lightly bias disruption of order). In fact, five control simulation group whose main feature has been the closeness with SDCP has a value of zero of entropy (Figure 8 & 9). On the other hand, MD seems to be a close object to BIO realm. However, it is not inside the limits. We consider that it is an important find since our parametric measure of geometric information can give us some clues about pathological routes in a very simplistic way, that important finding is in agreement with [37]. At the level of ecological scales, we include just two samples that were very representative. Namibia fairy circles are one of the most interesting results since we confirmed some previous hypothesis about the potential of free scale approaches to understand biological organizations [50].

5. Conclusions

Our results reflect that there is a potential informational limit for biological organizations in terms of binarization and Shannon entropy. According to this conclusion, biological organizations are complex systems which should be constrained into a narrow window of variability depending on levels of informational entropy. However, the fact is that we can see a myriad of morphological variations in nature. We conclude that the statistical properties of biological architectures can be manifested into an overwhelming amount of morphologies since all of them are singular possibilities in a realm of pure organization with particular geometrical attributes. In that sense, shape is a constant dynamical composition of arrangements and an opening infinite possibility of configurations with biological attributes as a consequence of its essential organization which depends on their own informational limits. According to our results, we consider that homogeneity with low levels of heterogeneity in biological systems is a fundamental factor. Network theory calls it sparsity. In the context of complex adaptive systems heterogeneity could be associated with a source of variation.
which is notably different from the genetic approach. With this in mind, we consider that the value and limits of informational entropy for geometrical systems that we are approaching has a width domain of impact.
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