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Abstract—Objective: With recent advances in deep learning algorithms, computer-assisted healthcare services have rapidly grown, especially for those that combine with mobile devices. Such a combination enables wearable and portable services for continuous measurements and facilitates real-time disease alarm based on physiological signals, e.g., cardiac arrhythmias (CAs) from electrocardiography (ECG). However, long-term and continuous monitoring confronts challenges arising from limitations of batteries, and the transmission bandwidth of devices. Therefore, identifying an effective way to improve ECG data transmission and storage efficiency has become an emerging topic. In this study, we proposed a deep-learning-based ECG signal super-resolution framework (termed ESRNet) to recover compressed ECG signals by considering the joint effect of signal reconstruction and CA classification accuracies. In our experiments, we downsampling the ECG signals from the CPSC 2018 dataset and subsequently evaluated the super-resolution performance by both reconstruction errors and classification accuracies. Experimental results showed that the proposed ESRNet framework can well reconstruct ECG signals from the 10-times compressed ones. Moreover, approximately half of the CA recognition accuracies were maintained within the ECG signals recovered by the ESRNet. The promising results confirm that the proposed ESRNet framework can be suitably used as a front-end process to reconstruct compressed ECG signals in real-world CA recognition scenarios.

Index Terms—Electrocardiography, sampling frequency, super-resolution.

I. INTRODUCTION

In recent years, deep learning of artificial intelligence (AI) has been successfully used in medical diagnoses [1-9]. The integration of such software into a portable/ wearable (P/W) device, e.g., Apple Watch for atrial fibrillation (AF) detection [10], has become a trend. However, there are certain drawbacks owing to hardware limitations; energy consumption is one of the main concerns [11-13]. For a P/W device, monitoring requires continuous sampling and interpretation of the user’s data, irrespective of cloud service or local device, which may lead to unacceptable power consumption of a P/W device. In spite of their potential consequence of reduced information gain from users, reducing monitoring sources and sampling frequency are two compromising solutions to mitigate unacceptable power consumption.

Electrocardiography (ECG) is a noninvasive and inexpensive method clinically applied for monitoring heart functionality, which is widely implemented in P/W devices to collect users’ physiological information [14, 15]. Owing to the natural limitation of P/W devices, monitoring sources are usually reduced to a single-lead ECG signal instead of a full 12-lead [16, 17], and sampling frequency is under sophisticated control. In our previous studies, we have provided an empirical discussion over a 12-lead source to select the most suitable single-lead ECG source in the case of AI prediction [18] and only the efficacy of the ECG sampling frequency remains unaddressed. It is known that, in general, a lower sampling frequency yields lower energy consumption accompanied with loss of information. Although there are studies regarding the sampling frequency of ECG, most of them are related to the association of heart rate variability, which is widely used as a noninvasive marker of the autonomic nervous system [19, 20]. Regarding the application of AI in direct CAs classification, our preliminary investigation found that the effects of sampling frequency differ from leads to leads (Fig. S1). To alleviate the loss of information, super-resolution (SR) may serve as a viable solution.

SR is a popular and well-studied area of interest recently [21-23]. The idea is to reconstruct the target information from low-resolution data. A common goal of SR is to recover the data from compressed or low-quality signals to facilitate better signal resolution for subsequent tasks. In particular, image SR has long been an important subject of image processing techniques in computer vision that aims at recovering high-resolution images from low-resolution images, which in turn is a challenging task owing to its mathematically ill-posed nature [24-27]. The rapid development of deep learning techniques in recent years also drives people to tackle image SR tasks. In general, deep learning-based SR algorithms basically differ from three major aspects: (1) network architectures such as convolutional layers, residual connections, recursive layers, and up-sampling layers [28-30]; (2) design of loss functions such as pixel loss, perceptual loss, or adversarial loss [26, 31, 32]; and (3) different types of learning principles and strategies [33-36]. These SR algorithms have reached the current state-of-the-art performance [37, 38], as well as they are proved useful for improving other vision tasks [24-27]. For instance, a task-driven SR can greatly enhance the accuracy of an object detector on low-resolution images, and thus creates a positive impact on vision recognition.
Similarly, in signal processing, the audio SR refers to the task of increasing the sampling rate for a given low-resolution (i.e., low sampling rate) audio. Therefore, it can be considered as a subfield of the image SR. Motivated by recent advances in learning-based algorithms for speech recognition [39, 40], music generation [41, 42], and some other areas [43], significant progress has been made in audio SR via the introduction of deep learning. The key advantage here is that one is allowed to directly model raw signals in the time domain [41, 44], and effectively capture the long-term dependencies [45].

Although SR makes a leap in the human vision, no prior studies, to the best of our knowledge, have attempted to apply the SR technique to ECG signals for CA prediction instead of signal reconstruction. In this paper, we propose and investigate a novel deep-learning-based ECG SR framework (ESRNet) to reconstruct compressed signals to higher resolution with composite training loss. When using ESRNet as a front-end processor, the original ECG signals can be compressed to reduce both energy consumption and data size.

II. THE PROPOSED METHOD

This study proposes an SR-based method called ESRNet, modified from a well-known architecture SRResNet [46], consisting of one convolution layer and 16 residual blocks [47], each of which contains two convolution layers with residual connections, followed by four convolution layers for both upsampling and signal reconstruction, as shown in Figure 1. The ECG data sampled from low frequency were fed into this architecture for training under the same 10-fold cross-validation procedure. Throughout the entire training process, the model attempts to reconstruct a high-resolution ECG from a low sampling frequency. In contrast to the conventional SR task, which is merely increasing the resolution of an imaging system by minimizing the difference between the target and the reconstructed signal, we intended to consider CA classification results additionally. In light of this goal, a special loss function was designed to simultaneously optimize the ECG signal reconstruction and predictability for CAs, wherein the final reconstructed output is subsequently fed into another AI model, independently pretrained with a high-frequency sampled ECG under the same 10-fold cross-validation schema for final judgment. The customized joining loss $L_J$ for ESRNet is defined as

\[ L_J(\hat{y}, y, \hat{z}, z) = \gamma L_R(\hat{y}, y) + (1 - \gamma) L_C(\hat{z}, z), \gamma \in [0,1] \]

where $L_R$ denotes the regression loss as the mean square error (MSE) between the original ECG signal $y$ and the reconstructed one $\hat{y}$:

\[ L_R(\hat{y}, y) = \frac{1}{M} \sum_{i=1}^{M} (\hat{y}_i - y_i)^2, \]

with $M$ denoting the total number of pixels in $y$ and $\hat{y}$. The categorical cross entropy (CCE) loss $L_C$ measures the difference between the probability distribution of the ground truth $z = (z_1, ..., z_C) \in [0,1]^C$ and that of predictions $\hat{z} = (\hat{z}_1, ..., \hat{z}_C) \in (0,1]^C$ by

\[ L_C(\hat{z}, z) = -\sum_{k=1}^{C} z_k \log(\hat{z}_k). \]

In our model, we let $z = f_{\text{judge}}(y)$ and $\hat{z} = f_{\text{judge}}(\hat{y})$ denote the CA probabilities using a (model-weight fixed) judge AI model $f_{\text{judge}}$ such that the SR loss is determined

\[ L_J(\hat{y}, y) = L_J(\hat{y}, y, f_{\text{judge}}(\hat{y}), f_{\text{judge}}(y)). \]

once the reconstructed ECG $\hat{y}$ is generated. It is also understood that all the above losses are averaged over sample numbers for normalization during actual implementation.

![Fig. 1. Architecture of ESRNet.](image)

The ESRNet is denoted as the function $f$. $X^L$ indicates the low-frequency inputs and $f(X^L)$ the output of the model intended to be the reconstruction of signals; layers and blocks are specified by the rectangles; “X16” indicates that 16 residual blocks are tandem-connected before joining the convolution layer.

![Fig. 2. Flowchart of the proposed ESRNet for reconstruction from low sampling frequency data of single-lead ECG.](image)

The ESRNet $f$ receiving the low sampling frequency ECG data $X^L$ as input generates high sampling frequency ECG prediction $f(X^H)$ as output by considering the joint loss $L_J$, combining the regression loss $L_R$ and the CA classification loss $L_C$ in Equation 1. The detailed structures of ESRNet are depicted in Fig. 1.
III. EXPERIMENTS

In this section, we shall illustrate our experimental setting and the corresponding results.

A. Experimental Setup

1.) F1-score

F1-score is an evaluation matrix that considers both Precision and Recall by:

$$F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$

$$\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN},$$

where true positive (TP), false positive (FP), true negative (TN), and false negative (FN) are defined by

$$TP_i = \{[(x_i, y_i)|y_i = f_j(x_i) = 1, 1 \leq i \leq N]\}$$

$$FP_j = \{[(x_i, y_i)|y_i = 0 \text{ and } f_j(x_i) = 1, 1 \leq i \leq N]\}$$

$$TN_j = \{[(x_i, y_i)|y_i = f_j(x_i) = 0, 1 \leq i \leq N]\}$$

$$FN_j = \{[(x_i, y_i)|y_i = 1 \text{ and } f_j(x_i) = 0, 1 \leq i \leq N]\}$$

where \((x_i, y_i)\) is the input and label of the ith sample along with the prediction from a C-category classifier \(f = (f_1, ..., f_c) \in [0, 1]^C\); each categorical prediction \(f_j\) is binary-valued and \(|\cdot|\) measures the cardinality of a set.

2.) Predictive Power Recovery

To quantify the performance recovery of the AI model by its prediction of high-frequency sampled ECGs contrasting with the low-frequency sampled ECG input received, a new evaluation metric, called predictive power recovery (PPR), is defined as follows:

$$\text{PPR} = \frac{FR - FL}{FH - FL} \leq 1$$

where FH, FL, and FR are the F1-score of the single-lead AI model in CA classification calculated by high-frequency, low-frequency sampled, and SR-reconstructed ECGs, respectively. Ideally, the relation \(FL \leq FR \leq FH \leq 1\) is expected to hold such that \(0 \leq \text{PPR} \leq 1\) with the latter equality attained when perfect reconstruction occurs. However, there exist cases where the relation fails (see Table II) and the corresponding discussions in Sec. 2.2.

3.) Experimental Data

Detailed information on the CPSC2018 ECG database can be found in [48] by Liu et al. The 12-lead ECG recordings have durations from seconds to minutes; each recording has a label of nine categories including a normal type and eight abnormal CA types: AF, left bundle branch block (LBBB), right bundle branch block (RBBB), first-degree atrioventricular block (AVB), premature atrial contraction (PAC), premature ventricular contraction (PVC), ST-segment elevation (STE), and ST-segment depression (STD). Of the 6,877 recordings, 476 received more than one CA-type label. To simulate the measurements with low sampling frequency, the CPSC2018 open-source ECG dataset with a single CA label (6,401 out of 6,877 recordings) were downsampled from 500 Hz to 250, 125, 100, 50, 25, 15, 10, 5, and 1 Hz.

4.) Bench Marked AI Network in CAs Classification

Our previous model architecture, winning CPSC 2018, was selected as the reference model to test performances at different sampling frequencies [18]. It was built on a combined architecture of five Convolutional Neural Network blocks, each containing two convolution layers and one pooling layer, followed by a bidirectional Gated Recurrent Unit [49], an attention layer [50], and finally a fully connected layer. The model has 28,035 trainable parameters so that it is compact enough to explore the statistical relations by limited computing resources.

5.) 10-fold Cross-validation Procedure of Machine Learning

The data were randomly divided into 10 equal parts to set up an 8-1-1 train, validation, and test scheme of machine learning. Under such data splitting, the model was trained for 100 epochs (which refers to one complete cycle feeding training dataset) to generate 100 models (one model at each epoch), among which the one with best performance on the validation set was selected as the best model in this training process. Subsequently, this best model was used to further compute the F1-score on the test set. The procedure was repeated 10 times to complete a 10-fold training; thus, 10 best models were selected by each fold. The median F1-score for overall and each CA label, including the normal type, for the 10 test sets was calculated using the F1-score. The training process was implemented with the ADAM optimizer of the Keras package supported by Tensorflow in GPUs [51-53].

B. Experimental Results

In our preliminary results of ECG in CA classification among different leads and sampling frequencies, it was observed that the 25 Hz ECG sampling frequency loses most information for overall CA classification, which is contrasting to the case of 250 Hz sampling frequency that preserves the most information (Fig. S1). Based on this observation, we used our proposed SR method to recover the F1-score of the AI model from 25 Hz sampled ECG as a negative control (C_N) to its original performance derived from 250 Hz ECG as positive control (C_P) on the 10-fold cross-validation procedure.

1.) Joint effects of two different training losses: reconstruction and classification

The loss function for the ESRNet in Equation 1 is composite of machine learning. The ratio between two losses can be weighted by a constant \(\gamma \in [0,1]\). In the following, we demonstrate three representative loss conditions: pure classification loss (L_c), pure regression loss (L_r), and half-mixture joint loss (L_j), corresponding to \(\gamma = 0.0, 1.0, \) and 0.5, respectively, in Equation 1 (Fig. 3).
In Fig. 4, the waveforms are directly plotted to show that: (1) $L_R$ has better reconstruction power that enables the reconstructed signals similar to the original 250 Hz signals; (2) ECG signals reconstructed by $L_C$ may not present clear reconstruction capability. However, surprisingly, these reconstructed signals derived higher F1-scores than those reconstructed by $L_R$ (Table I), which indicated that the comprehension of machines can sometimes be beyond human intuition; (3) ECG signals reconstructed by $L_J$ share the characteristics of those reconstructed by $L_C$ and $L_R$. These observations lead to our surmise that $L_J$ may work as a constraint for penalty, restraining the SR model from overfitting.

2.) PPRs in CAs classification by SR ECG with $L_J$

The previous results of F1 scores (Table I) have demonstrated that, in most cases, $L_J$ can increase the CA classification accuracy along with the ECG reconstruction from low sampling frequency data. Therefore, another experiment using $L_J$ is carried out to further investigate the reconstruction behavior of CA classification accuracy, with PPR as a new metric in different ECG leads and CAs. The results in Table II show that the PPR can reach up to overall 58%, yet variation across different leads and CAs exists.

From the color labeling in Table II, it is noted that: (1) lead aVR, V4, V5 and V6 are shown to have great potential in recovery of overall CA classification accuracy (PPR ranging from 56-58%); (2) on the contrary, lead V3 has the lowest overall PPR: 16%; (3) recovery capability of different CAs is also observed to vary from lead to lead, e.g. STE could be well recovered in lead I, II, aVR, V2, V3, V5 and V6, but III, aVL, aVF and V1. However, there exist four anomalies (PPR < 0) in Table II, which in turn indicates that the ESRNet reconstructed signal is worse than the 25Hz downsampling frequency as F1(reconstructed) < F1(25Hz). This leads us to wonder if the reconstructed signals may have lost much information for verifying CAs.

Conventionally, in statistics, we use a t-test to confirm that two sampled populations share significant differences if their p-value is less than 0.05. Therefore, the above four anomalies...
were subjected to t-test in comparison to their CN, which are the 10-fold test F1-scores from downsampled 25 Hz. Unfortunately, none of the abnormal cases passed the criteria (p-value < 0.05), which means that we cannot say that there are significant differences compared to CN; thus, we could not say there are information changes for verifying CAs in those four anomalies. Although the case of LBBB in lead V1 is intriguing with a large decrease (-125% PPR), the main reason was the extremely small differences between CN and CP such that $FH - FL \approx 0$ which led to an enlarged value in $PPR_{FR-FL} = \frac{PR - FL}{FH - FL}$ as per its definition.

Clinically, different leads provide different features of ECG for physicians and cardiologists to recognize specific types of arrhythmia [54-58]. Our experimental results in Table II show that lead V6 obtained the highest and standout PPR (98%) in LBBD among all leads, which concurs with the clinically known LBBD diagnosis criteria by distinguishing QRS morphology at leads I, aVL, V1, V2, V5, and V6 [54]. On the other hand, lead aVR also demonstrates the highest and distinguished PPRs (81%) in PVC, similar to lead V4 in STD (70%) PPR as well as lead V6 in AF (67% PPR). These are notable observations that suggest that the subtle ECG features hidden in lead aVR, V4 and V6 may serve as important judging criteria for AI models to distinguish PVC, STD, and AF, instead of human eyes.

TABLE II

MEDIAN PPRs (%) OF ESRNET 250 Hz RECONSTRUCTION BY LJ FROM 25 Hz SAMPLED DATA

| CA types / Lead types | I   | II  | III | aVR | aVL | aVF | V1  | V2  | V3  | V4  | V5  | V6  |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Normal                | 0   | 30  | 34  | 65  | 63  | 32  | 18  | 40  | 44  | 50  | 58  |
| AF                    | 38  | 11  | 36  | 43  | 47  | 27  | 48  | 17  | 0   | 38  | 55  | 67  |
| LBBB                  | 39  | 55  | 70  | 42  | 71  | 58  | 58  | 35  | 53  | 68  | 77  | 65  |
| RBBB                  | 19  | 41  | 35  | 54  | 33  | 61  | 31  | -11 | 43  | 56  | 61  | 62  |
| PAC                   | 57  | 32  | 26  | 67  | 49  | 64  | 62  | 34  | 25  | 25  | 65  | 62  |
| PVC                   | 36  | 12  | 51  | 81  | 28  | 52  | 47  | 40  | 27  | 20  | 65  | 62  |
| STV                   | 39  | 10  | 60  | 40  | 64  | 50  | 23  | 60  | 19  | 70  | 44  | 65  |
| STE                   | 75  | 97  | 0   | 106 | 0   | 0   | 0   | 105 | 75  | 33  | 67  | 54  |
| Overall               | 43  | 40  | 42  | 57  | 48  | 43  | 39  | 47  | 16  | 56  | 58  | 57  |

V. LIMITATIONS OF THE STUDY

Although our results demonstrated the predictability of each single-lead ECG from down-sampling of the CPSC2018 dataset collected from 11 hospitals in China, it is worth noticing that the predicting stability may vary from data sources, conditions, and machine types. Although the predictive power is shown to be able to approximate the high sampling frequency (250 Hz) from the low sampling frequency (25 Hz) by our SR method, it becomes more challenging when trying to recover from lower frequency signals (< 25 Hz) to higher frequency signals (> 250 Hz). In the absence of a systematic evaluation approach and the lack of standardized datasets as mentioned above, it becomes difficult to address these limitations at present. We consider these obstacles to be part of our future study.
VI. SUPPLEMENTS

![Fig. S1. The predictive power changes of single-lead ECG data through frequency down-sampling. Each line represents the median F1-score on the 10-fold tests of AI models, which are trained on single-lead ECG data, sampled from different frequencies (500, 250, 125, 100, 50, 25, 10, 5, 2, 1 Hz).](image)
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