Quantum walks: The mean first detected transition time
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We consider the quantum first detection problem for a particle evolving on a graph under repeated projective measurements with fixed rate $1/\tau$. A general formula for the mean first detected transition time is obtained for a quantum walk in a finite-dimensional Hilbert space where the initial state $|\psi_n\rangle$ of the walker is orthogonal to the detected state $|\psi_d\rangle$. We focus on diverging mean transition times, where the total detection probability exhibits a discontinuous drop of its value by mapping the problem onto a theory of fields of classical charges located on the unit disk. Close to the critical parameters of the model, we find simple expressions describing the blow-up of the mean transition time. Using previous results on the fluctuations of the return time, corresponding to $|\psi_n\rangle = |\psi_d\rangle$, we find close to these critical parameters that the mean transition time is proportional to the fluctuations of the return time, an expression reminiscent of the Einstein relation.
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I. INTRODUCTION

A closed quantum system is prepared in some initial state and evolves unitarily over time. Our aim is to monitor the evolution of this system by repeated projective measurements until a certain state is detected for the first time. A corresponding simple classical example [1,2] would be to take a picture of a rare animal in the wilderness. For this purpose a remote camera takes pictures at a fixed rate, and the camera’s software checks immediately whether the rare animal is on the last picture. Once the animal is caught on the last snapshot the process stops. It is obvious that we may miss the first appearance of the animal in the process. But when we continue long enough we might be lucky. The theoretical question is, what would be “long enough” to detect the animal at a given measurement rate? This is the problem of the classical first passage time that has been a well-studied field of research [1,2]. More recently, substantial work has been devoted to the analysis of the corresponding quantum problem, both theoretically as well as experimentally. Instead of a picture based on classical random walks which models the dynamics of a particle before arriving on a target, in quantum search one uses quantum walks instead [3–8]. To investigate the quantum first detection problem one adds to the quantum walk a detection protocol, where the latter affects and modifies the unitary evolution. The quantum first detection problem has been considered in detail [9–20] as part of a wider investigation of a unitary evolution pierced by measurements [21–28].

Recent realizations of quantum systems with a few electrons, ions, or neutral atoms [29–32] have revealed new opportunities to study the above-mentioned monitored evolution. To support this development it would be useful to establish a general theory which can be adapted to specific physical systems. In particular, this theory could lead to advances in physical realizations of quantum search algorithms [9,33–36]. As a contribution to this effort we present an approach for a quantitative analysis of the monitored transition to a specific state of a quantum system which is defined by a time-independent Hamiltonian. The only restriction for the latter is the assumption that it acts on a finite-dimensional Hilbert space. This implies that typical realizations are a single or a few particles on a discrete (tight-binding) structure or spin systems on a lattice. This line of research was considered by Krovi and Brun [10–12], who showed that even for small systems the hitting time can be infinite. These authors discussed the specific example of a quantum walk on a hypercube in detail and demonstrated that there is either a speed-up or a slow down in comparison with the classical random walk, depending on the conditions of the initial and the final state as well as on the evolution operator. In the following we will first analyze some general relations between the spectrum and the spectral weights of the underlying Hamiltonian and the mean first detected transition (FDT) time. In the second part we will study some specific models for a quantum particle on a finite graph.

In our approach we employ stroboscopic sampling, which is flexible due to a tunable sampling rate $1/\tau$. On the other hand, this type of sampling is accessible by a generating function technique [18]. More importantly, the monitored quantum evolution can be mapped to a classical charge theory. For instance, we will show how the mean FDT time is related to the stationary points of a set of classical charges positioned on the unit circle in the complex plane with locations $\exp(iE_j\tau)$, where $E_j$ is an energy level of the underlying Hamiltonian.
This charge picture was previously promoted in the context of the return problem [13], where the systems starts from an initial state and returns to this state after some time. It allows us to develop an intuitive picture of the quantum problem, based on classical electrostatics. Here we will demonstrate that this mapping between quantum and classical physics is also be applicable to the transition problem, where the systems starts in some initial state orthogonal to the detected state. On the other hand, return and transition mean detection times properties exhibit a vastly different behavior. For instance, in the return problem the mean return time is quantized due to a topological invariant [13,37]. Thus, the average return time depends only on the effective dimensionality of the underlying Hilbert space, which is given by the number of distinct energy levels with nonzero overlap with the target space, in units of the time step \( \tau \). In contrast, the mean FDT time is very sensitive, for instance, to the sampling rate \( 1/\tau \). If we sample too fast, then the transition cannot be detected at all due to the Zeno effect [16–18,38]. This implies that there exist special sampling times that are optimal, in the sense that the detection time attains a minimum.

The paper is organized as follows: In Sec. II we define our model and the degeneracies caused by the sampling time \( \tau \). Then we derive our first main result the mean FDT time in Sec. III. We find the general relation of the transition time and the return time fluctuations in Sec. IV. In Secs. V, VI, VII, and IX we study some characteristic diverging transition times, where special relations for the transition time and the return time fluctuations are found. We use some examples to confirm our theory in Sec. VIII. We close the paper with discussions and a summary in Sec. X. More detailed calculations are presented in the appendices.

II. MODEL AND FORMALISM

A. Stroboscopic protocol

We consider a quantum particle prepared in the initial state \( |\psi_{\text{in}}\rangle \) at \( t = 0 \), for instance an electron trapped on a node of the lattice. The evolution of this quantum particle is described by the time-independent Hamiltonian \( H \) according to the Schrödinger equation. As an example of the Hamiltonian \( H \), consider a one-dimensional tight-binding model in discrete position space with nearest-neighbor hopping:

\[
H = -\gamma \sum_{x=-N}^{N} (|x\rangle\langle x+1| + |x+1\rangle\langle x|). \tag{1}
\]

However, our general formalism does not rely on a specific Hamiltonian, as long as we are restricted to a finite-dimensional Hilbert space.

After every free evolution, we try to detect the particle. In the measurement the detector collapses the wave function at the detected state \( |\psi_d\rangle \) and this is mathematically described by the projection operator \( D = |\psi_d\rangle\langle \psi_d| \). For simplicity one may assume that \( |\psi_d\rangle \) is yet another localized node state of the graph. We perform the measurements with a discrete time sequence \( \tau, 2\tau, \ldots, n\tau \) until it is successfully detected for the first time. Then the result of the measurements is a string: “no, no, \ldots, no, yes”. In the failed measurements the wave function collapses to zero at the detected state, and we renormalize the wave function after each failed attempt. The event of detecting the state \( |\psi_d\rangle \) for the first time after \( n \) attempts implies that \( n-1 \) previous attempts failed and this certainly must be taken into consideration. Namely the failed measurements backfire and influence the dynamics by erasing the wave function at the detected state. Finally, the quantum state is detected and the experiment is concluded (see Fig. 1).

Hence the first detection time is \( t = n\tau \).

The key ingredients of this process are the initial state \( |\psi_{\text{in}}\rangle \) and the detected state \( |\psi_d\rangle \), which characterize this repeated measurements problem. If the initial state is the same as the detected state, namely \( \langle \psi_{\text{in}}|\psi_d\rangle = 1 \), then we call this case the first detected return (FDR) problem, which has been well studied by a series of works [13,16,37,39,40]. In the following we investigate the FDT problem, where \( \langle \psi_{\text{in}}|\psi_d\rangle = 0 \). This transition problem describes the transfer of the quantum state from \( |\psi_{\text{in}}\rangle \) to \( |\psi_d\rangle \) in Hilbert space. The time this process takes is of elementary importance. Since the results in each experiment are random, we focus on the expected FDT time \( \langle n\rangle \tau \), which gives the average quantum transition time in the presence of the stroboscopic measurements.

B. Brief outlook on the main results

Before we embark to develop the general formalism, we give a brief outlook. The main goal of this work is to provide...
a method to calculate the mean FDT time for a system with Hamiltonian $H$ under repeated measurement with time step $\tau$. For this purpose we introduce a generating function [18], from which the distribution of FDT times and their moments can be derived. Then we focus on the mean FDT time, which is given at the end of Sec. III. The characteristic parameters of the mean FDT time are solutions of a classical electrostatic equation for whose sources are charges on the unit circle.

Then we study a relation between the mean FDT time and the fluctuations of the FDR time, where the latter was obtained in our previous work [37]. It turns out that near degeneracies of the spectrum of the evolution operator the mean FDT times as well as the fluctuations of the FDR time diverge. These divergences obey an asymptotic relation, similar to the Einstein relation in classical diffusive systems.

The formalism can be applied to physical systems with any finite-dimensional Hilbert space, ranging from two-level systems to correlated many-body systems. A few examples are presented in Secs. VIII A–VIII C and IX.

C. Generating function

We denote the wave function after $n−1$ measurements $|\psi[(n−1)τ]\rangle$. Here $(−/+)\psi$ means before/after measurement. By the definition, during the time interval $\tau$ the evolution of the wave function is unitary $|\psi[(n−1)τ]\rangle = U(τ)|\psi[(n−1)τ]\rangle$, where $U(τ) = \exp(−iHτ)$ (we set $\hbar = 1$ in this paper). Let $φ_0$ be the FDT amplitude, and this amplitude gives the probability $F_0 = |φ_0|^2$ of first detecting the particle in the $r$th attempt [16,18]. If the particle is detected with probability 1 (for further details, see Ref. [41]), which means $\sum_{n=1}^{\infty} |φ_n|^2 = 1$, then the mean FDT time is $\langle τ \rangle = \tau \sum_{n=1}^{\infty} n|φ_n|^2$. As we will soon recap, $φ_0$ can be evaluated from a unitary evolution interrupted by projective measurements. Moreover, there exist a deep relation between $φ_0$ and the unitary evolution without interrupting measurement [18].

The FDT amplitude $φ_{t,n}$ for the evolution from $|ψ_{in}\rangle$ to $|ψ_d\rangle$ and the FDR amplitude $φ_{r,n}$ for the evolution from $|ψ_d\rangle$ to $|ψ_{in}\rangle$ read [13,18]

\[ φ_{t,n} = \langle ψ_d| e^{−iHτ} P^{n−1} e^{−iHτ} |ψ_{in}\rangle, \]
\[ φ_{r,n} = \langle ψ_d| e^{−iHτ} P^{n−1} e^{−iHτ} |ψ_d\rangle, \]

with $P = 1 − D = 1 − |ψ_d\rangle\langle ψ_d|$. $P$ is the eraser operator it removes the part of the wave function on the detected state, corresponding to failed measurement. As the equations show, the unitary evolution in the detection free interval $\tau$ is interrupted by the operation $P$. The combined unitary evolution and the projection goes with the power $n−1$, corresponding to the $n−1$ prior failed measurements. Moreover, we define the unitary transition amplitude $v_n$ and the unitary return amplitude $u_n$ as

\[ v_n = \langle ψ_d| e^{−iH\tau} |ψ_{in}\rangle, \]
\[ u_n = \langle ψ_d| e^{−iH\tau} |ψ_d\rangle. \]

These amplitudes describe transitions from the initial state to the detected state and from the detected state back to itself, free of any measurement. Using the $v_n$ and $u_n$, we expand Eqs. (2) and (3) in $P$ which leads to an iteration equation known as the quantum renewal equation [18]:

\[ φ_{t,n} = v_n − \sum_{j=1}^{n−1} φ_{t,j} u_{n−j}, \]
\[ φ_{r,n} = u_n − \sum_{j=1}^{n−1} φ_{r,j} u_{n−j}. \]

As in Eqs. (2) and (3) the subscript $r$ and $t$ denote the return and the transition problems respectively. Note that the first terms $v_n$, $u_n$ on the right-hand side describe the unitary evolution between the initial state and the detected state and between the detected state to itself. The second terms describe all the former wave function returns to the detected state. These recursive equations, together with the exact function Eq. (38) for mean transition times, are used in the example section to find exact solutions of the problem. In order to solve the recursive equations a direct method is to transform the quantum renewal equation into the frequency (or $ω$) space. Since the renewal equations consist of $\sum_{n=1}^{\infty}$, we need to transform these quantities into $ω$ space first. Using Eqs. (4) and (5) we have

\[ \tilde{v}(ω) := \sum_{n=1}^{\infty} e^{iωn} v_n = \langle ψ_d| (e^{iω(1−iω)} − 1)^{−1} |ψ_{in}\rangle, \]
\[ \tilde{u}(ω) := \sum_{n=1}^{\infty} e^{iωn} u_n = \langle ψ_d| (e^{iω(1−iω)} − 1)^{−1} |ψ_d\rangle. \]

The analogous calculation for the amplitudes $φ_{t,n}$, $φ_{r,n}$ leads to

\[ \tilde{φ}_{t}(ω) \equiv \sum_{n=1}^{\infty} e^{iωn} φ_{t,n} = \langle ψ_d| A_ω |ψ_{in}\rangle, \]
\[ \tilde{φ}_{r}(ω) \equiv \sum_{n=1}^{\infty} e^{iωn} φ_{r,n} = \langle ψ_d| A_ω |ψ_d\rangle. \]

where $A_ω = (e^{iω(1−iω)} − P)^{−1}$. The initial state $|ψ_{in}\rangle$ distinguishes the return and transition problem. $A_ω$ is related to the Green’s function $(e^{iω(1−iω)} − P)^{−1}$ of the nonunitary evolution [42]. Its poles are the solutions of $\det (1/ω − P U(τ)) = 0$. We will see later that these poles are essential for the evaluation of the mean FDT time. This property implies that the repeated measurement protocol can be related to open quantum systems, in the sense that the measurements acting on the system is equivalent to the interaction between environment and the system [16,43,44]. We believe that further research on this topic is worthwhile.

Using the identity $(1 + B)^{−1} = 1 − B(1 + B)^{−1}$, we obtain

\[ \langle ψ_d| A_ω |ψ_{in}\rangle = \tilde{v}(ω) − \tilde{u}(ω) \langle ψ_d| A_ω |ψ_{in}\rangle, \]
\[ \langle ψ_d| A_ω |ψ_d\rangle = \tilde{u}(ω) − \tilde{v}(ω) \langle ψ_d| A_ω |ψ_d\rangle. \]

Then the generating functions for the amplitude $φ_t$ and $φ_r$ read

\[ \tilde{φ}_{t}(ω) = \frac{\tilde{v}(ω)}{1 + \tilde{u}(ω)}, \quad \tilde{φ}_{r}(ω) = \frac{\tilde{u}(ω)}{1 + \tilde{u}(ω)}. \]

In the return problem, the initial state and detected state coincide, so the generating function only contains $\tilde{u}(ω)$. Whereas
in the transition problem the symmetry is broken, leading to the term $\tilde{V}(\omega)$ in the numerator.

The analytic continuation of the phase factor $\exp(io\zeta)$ from the unit disk to the parameter $z$ in the complex plane is convenient for further calculations. This leads to [18]

$$
\hat{\phi}_d(z) = \frac{\langle \psi_d | U(z) | \psi_m \rangle}{1 + \langle \psi_d | U(z) | \psi_d \rangle},
$$

(15)

$$
\hat{\phi}_r(z) = \frac{\langle \psi_d | \tilde{U}(z) | \psi_d \rangle}{1 + \langle \psi_d | \tilde{U}(z) | \psi_d \rangle},
$$

(16)

where $\tilde{U}(z) = \sum_{\tau=0}^{\infty} z^\tau U(\tau \tau) = z U(\tau \tau)/[1 - z U(\tau \tau)]$ is the $Z$ (or discrete Laplace) transform of $U(\tau \tau)$. The difference between Eq. (15) and Eq. (16) is again only the numerator. Evaluating the generating function we may then use several approaches to find the statistical behavior of the process, see below [18].

D. Pseudodegeneracy

The degeneracy of the energy levels plays a crucial role in the problem [13]. For instance, a geometric symmetry of the term $\tilde{\phi}$ in the transition problem the symmetry is broken, leading to a new type of degeneracy of the distinct energy levels. This degeneracy is rooted in the stroboscopic sampling under investigation.

For an arbitrary Hamiltonian $H$ which has $w$ nondegenerate energy levels, the eigenvalues $\{E_k\}_{k=0, \ldots, n-1}$ of the Hamiltonian $H$ and the corresponding eigenstates $\{|E_k\}_{k=0, \ldots, n-1}$ with $1 \leq l \leq g$, where $g_l$ is the degeneracy, can be used to express the matrix elements of Eq. (4) and Eq. (5) in spectral representation as

$$
v_n = \sum_{k=0}^{w-1} \left\{ \sum_{l=1}^{n} \langle \psi_d | E_{kl} \rangle (E_{kl} | \psi_m \rangle \right\} e^{-iE_{kl} \tau},
$$

(17)

$$
u_n = \sum_{k=0}^{w-1} \left\{ \sum_{l=1}^{n} \langle \psi_d | E_{kl} \rangle (E_{kl} | \psi_m \rangle \right\} e^{-iE_{kl} \tau}.
$$

(18)

These expressions are invariant under the change $E_k \tau \rightarrow E_k \tau + 2\pi j$ for integer $j$. Thus, the eigenvalues $E_k$, $E_k$ are effectively degenerate if $E_k \tau = E_k \tau + 2\pi j$. Therefore, rather than the scaled eigenvalues $\{E_k \tau\}$ (which will be called simply eigenvalues subsequently), the backfolded eigenvalues $\{\bar{E}_k \tau\}$,

$$
\bar{E}_k \tau = E_k \tau (\mod 2\pi) - \pi \leq \bar{E}_k \tau < \pi,
$$

(19)

determine the dynamics at fixed $\tau$. This can also be understood as the mapping $E_k \tau \rightarrow e^{-iE_k \tau}$ from the real axis to the unit circle on the complex plane [13] (see Fig. 2). Here it is possible to change the value of $\tau$ until $\tau = \tau_c$, which leads to [13,18,41]

$$
|E_k - E_l| \tau_c = 2\pi j,
$$

(20)

where $j$ is an integer. Thus, there are degeneracies of the back-folds eigenvalues for this critical $\tau_c$. Since the back-folded spectrum is relevant for the FDR or FDT and not the spectrum of $H$ itself, these degeneracies affect the discrete dynamics, even if the eigenvalues $\{E_k\}$ of $H$ are nondegenerate.

The quantum problem has a classical counterpart known as the first passage problem. The two problems exhibit vastly different behaviors, as might be expected. Let $P_{\text{det}} = \sum_{n=1}^{w} |\phi_n|^2$ be the total detection probability. Unlike classical random walks on finite graphs, here one can find the total detection probability less than unity. The quantum particle will go to some “dark states”, where they will never be detected [41,42,45].

In Refs. [41,42] it was shown that $P_{\text{det}} < 1$ when the Hilbert space is split into two subspaces dark and bright. The dark states can arise either from degeneracies of the energy spectrum or from energy levels that have no overlap with the detected state. The main focus of this paper is on cases where the total detection probability is unity (otherwise, the search is clearly not efficient). Thus in our system we have $P_{\text{det}} = 1$, except for special sampling times, given by Eq. (20). On these sampling times the detection probability is suboptimal. Close to these sampling times the mean time for detection will diverge, and one of our goals is to understand this behavior.

E. Zeros and poles

From $\hat{\phi}(z) = \sum_{n=1}^{\infty} z^n \phi_n$ we extract the amplitude $\phi_n$ by the inverse transformation [18]

$$
\phi_n = \frac{1}{2\pi i} \int_{C_\gamma} \hat{\phi}(z) z^{n-1} dz,
$$

(21)

where $\gamma$ is a counterclockwise closed contour around the circle of the complex plane with $|z| < 1$, where $\hat{\phi}(z)$ is analytic. To perform the integration, we must analyze $\hat{\phi}(z)$. In Eqs. (15) and (16) the denominators only contain the state $|\psi_m\rangle$ and not the initial condition $|\psi_m\rangle$, for both the FDR and FDT.
we study the connection between the return and the transition problem. The only difference between the return problem and the transition problem.

Using the generating function in spectral representation as before, using eigenstates $|E_k\rangle$ and the corresponding $g_k$-folded eigenvalues $E_k$. By multiplying both numerator and denominator $\prod_{k=0}^{w-1}(e^{iE_k \tau} - z)$, we express $\hat{\phi}_t(z)$ and $\hat{\phi}_s(z)$ as

$$
\hat{\phi}_t(z) = \frac{\mathcal{N}_t(z)}{D(z)}, \quad \hat{\phi}_s(z) = \frac{\mathcal{N}_s(z)}{D(z)}.
$$

Using $q_k$ and $p_k$ we can express $\mathcal{N}_t(z), \mathcal{N}_s(z),$ and $D(z)$ as

$$
\mathcal{N}_t(z) = \sum_{i=0}^{w-1} q_i \prod_{k=0, k \neq i}^{w-1} (e^{iE_k \tau} - z),
$$

$$
\mathcal{N}_s(z) = \sum_{i=0}^{w-1} p_i \prod_{k=0, k \neq i}^{w-1} (e^{iE_k \tau} - z),
$$

$$
D(z) = \sum_{i=0}^{w-1} p_i e^{iE_i \tau} \prod_{k=0, k \neq i}^{w-1} (e^{iE_k \tau} - z).
$$

The only difference between the $\mathcal{N}_t(z)$ and $\mathcal{N}_s(z)$ is that the $q_i$ in the former is replaced with $p_i$ in the latter. So $p_i$ and $q_i$ characterize the generating function of the return and the transition problem. $\mathcal{N}_t(z)$ and $D(z)$ share the same multiplication term, each depending on the same group of real numbers $p_i$ and $|E_i\rangle$. A straightforward calculation shows that the two polynomials are related [18]:

$$
D(z) = (-1)^{w-1} e^{i\sum_{k=0}^{w-1} E_k \tau} z^w [\mathcal{N}_t(1/z^*)]^*.
$$

From Eqs. (15) and (16) the poles of the return and transition problem are identical. These poles, denoted by $Z_i$, are found from the solutions of $D(z) = 0$. We also define the zeros of the generating function in the return problem, denoted by $z_{r,i}$. The latter are given by $\mathcal{N}_t(z) = 0$. From Eq. (28), $D(z) = (-1)^{w-1} e^{i\sum_{k=0}^{w-1} E_k \tau} z^w [\mathcal{N}_t(1/z^*)]^* = 0$ yields $Z_i = 1/z_{r,i}$. Hence transition poles $Z_i$ are given by

$$
Z_i = \frac{1}{z_{r,i}}, \quad z_{r,i} \neq 0.
$$

The key point is that the $\{Z_i\}$ describe both the transition problem investigated here and the return problem [13]. Subsequently, we write $z_{r,i}$ as $z_i$ for simplicity. Equation (29) gives us a way to find the poles $Z_i$ which are essential for the amplitude $\phi_n$, namely using the return zeros $z_i$, which have been studied already in the return problem [13,37].

### F. Charge theory

As already discussed before, the central goal is to determine the zeros $\{z_i\}$. A very helpful method in this regard was proposed by Grünbaum et al. [13], who mapped the return problem to a classical charge theory. More importantly, the classical charge theory provides an intuitive physical picture from which we can understand the behavior of the poles. Using Eq. (26) for the zeros of $\mathcal{N}_r(z)$ with some rearrangement, we have $z \sum_{k=0}^{w-1} p_k (e^{iE_k \tau} - z) = 0$. Neglecting the trivial zero at the origin we must solve

$$
\mathcal{F}(z) = \sum_{k=0}^{w-1} p_k e^{iE_k \tau} = 0.
$$

$\mathcal{F}(z)$ can be considered as a force field with unit test charge in the complex plane, stemming from charges $p_k$ whose locations are $e^{iE_k \tau}$ on the unit circle. Then the zeros $\{z_i\}$ of $\mathcal{N}_r(z)$ are the stationary points of this force field. Since there are $w$ charges which corresponds to the number of the discrete energy levels, we get $w - 1$ stationary points in this force field from Eq. (30). All the zeros are inside the unit disk, which is rather obvious since all the charges have the same sign ($p_k > 0$). The physical significance of this is that the modes of the problem decay. More precisely, the zeros are within a convex hull, whose edge is given by the position of the charges, hence $|z_i| < 1$. Then Eq. (29) implies $|Z_i| > 1$, i.e., the poles lie outside the unit circle.

### III. FDT TIME

In this section we focus on finding the general expression for the mean FDT time. As mentioned, we assume $\langle \psi_d|\psi_m \rangle = 0$ which is the definition of “transition”. Since $\langle t \rangle = \langle n \rangle = \tau \sum_{n=1}^{\infty} n|\phi_n|^2$, the first step is to find the amplitudes $\phi_n$, describing the detection probability for the $n$th attempt. We start from the generating function of the FDT problem Eq. (15) with Eqs. (24), (25), (26), and (27):

$$
\hat{\phi}_t(z) = \frac{z \sum_{i=0}^{w-1} q_i \prod_{k=0, k \neq i}^{w-1} (e^{iE_k \tau} - z)}{\sum_{k=0}^{w-1} p_k e^{iE_k \tau} \prod_{k=0, k \neq i}^{w-1} (e^{iE_k \tau} - z)}.
$$

We now define the polynomial $G(z)$ related to the numerator $\mathcal{N}_r(z)$ in Eq. (25) according to

$$
\mathcal{N}_r(z) = z \sum_{i=0}^{w-1} q_i \prod_{k=0, k \neq i}^{w-1} (e^{iE_k \tau} - z) = z G(z).
$$

Using $\sum_i q_i = 0$, it is not difficult to show that $\text{deg}[D(z)] > \text{deg}[G(z)]$ (see details in Appendix A). We rewrite the generating function by “general partial decomposition” for isolated poles of the denominator and a polynomial $G(z)$ of order smaller than $w - 1$. Using the $w - 1$ poles $\{Z_i\}$ we found before, we rewrite $D(z) = \beta (z - Z_1)(z - Z_2) \cdots (z -
amplitude reads

\[ G(z) = \frac{1}{\beta(z - Z_1) \cdots (z - Z_{w-1})} = \sum_{i=1}^{w-1} \frac{C_i}{Z_i(z - Z_i)}, \quad (33) \]

ci is given by

\[ C_i = \frac{Z_i}{2\pi i} \oint_{\gamma_i} \frac{G(z)}{\beta(z - Z_1) \cdots (z - Z_{w-1})} dz = \frac{N_i(Z_i)}{\beta} \prod_{k \neq i} \frac{1}{Z_i - Z_k}. \quad (34) \]

The contours \( \gamma_i \) enclose only \( Z_i \) but not \( \{Z_k \}_{k \neq i} \). Since \( Z_i \) is the pole of \( D(z) \), we can rewrite the multiplication as \( \beta^{-1} \prod_{k \neq i} (Z_i - Z_k)^{-1} = (\delta_i D(z))_{z=Z_i} \), hence

\[ C_i = \frac{N_i(Z_i)}{\delta_i D(z)}_{z=Z_i}. \quad (35) \]

This allows us to rewrite the generating function as \( \phi_i(z) = \sum_{i=1}^{w-1} C_i/\{Z_i(z - Z_i)\} \), where \( \phi_i(z) \) is decomposed into the summation over the \( \{Z_i(z - Z_i)\} \) in which there is only one pole in the denominator. With Eq. (21) the first detection amplitude reads

\[ \phi_n = \sum_{i=1}^{w-1} \frac{C_i}{2\pi i} \oint_{\gamma_i} \frac{z^{-n}}{Z_i(z - Z_i)} dz = -\sum_{i=1}^{w-1} C_iZ_i^{-n-1}. \quad (36) \]

In a formal way this is the solution of the first detection transition function for any finite dimensional Hilbert space, though below we will focus on the mean transition time only. The probability of finding the quantum state \( |\psi_d\rangle \) at the nth attempt is \( P_n = |\phi_n|^2 \). Summing the geometric series the total detection probability \( P_{\text{det}} = \sum_{n=0}^{\infty} P_n \) is

\[ P_{\text{det}} = \sum_{i,j=0}^{w-1} \frac{C_i C_j}{(Z_i Z_j - 1)Z_i Z_j}. \quad (37) \]

As mentioned, other methods for finding \( P_{\text{det}} \) were considered in Ref. [41]. For a finite system, it was shown that \( P_{\text{det}} \) is independent of the measurement interval \( \tau \) except for the special resonant points in Eq. (20) where new degeneracy appears. In finite-dimensional Hilbert space, the total detection probability is \( P_{\text{det}} = 1 \) when all the energy levels have projection on the detected state and the back-folded spectrum is not degenerate.

In this paper we treat the case when the total detection probability is 1, and this means that the detection of the quantum state in an experiment is guaranteed. We can define the mean FDT time \( \langle t \rangle = \langle n \rangle \tau \), where \( \langle n \rangle \) is the mean of the number of detection attempts. For convenience, we call \( \langle n \rangle \) the mean of FDT time in the rest of the paper due to the simple relation between the \( \langle t \rangle \) and \( \langle n \rangle \). From \( \langle n \rangle = \sum_{n=1}^{\infty} n|\phi_n|^2 \), together with Eq. (36), we find

\[ \langle n \rangle = \sum_{i,j=1}^{w-1} \frac{C_i C_j}{(Z_i Z_j - 1)^2}. \quad (38) \]

Equations (30), (35), and (38) expose how the mean FDT time depends on the spectrum of \( H \), the initial state \( |\psi_{in}\rangle \), the detected state \( |\psi_d\rangle \), and the sampling time \( \tau \). Since in general the denominator of Eq. (38) is vanishing when some \( Z_i \) is approaching the unit circle, we may have some critical scenarios, where the \( \langle n \rangle \) can be asymptotically computed by neglecting nondiverging terms in the formal formula Eq. (38). This leads to simpler formulas but with more physical insights. We will investigate these cases in the following sections.

**IV. RELATION OF THE MEAN FDT TIME AND THE FDR VARIANCE**

There is a general relation between the mean FDT time \( \langle n \rangle \) and the fluctuations of the return time, and we investigate this relation showing that it is particularly useful when both are large. First, we reformulate some of the main equations which we will use later. The variance of the FDR time is [13]

\[ V_r = \langle n^2 \rangle - \langle n \rangle^2 = \sum_{i,j=1}^{w-1} V_{i,j}, \quad (39) \]

where \( V_{i,j} = 2/(Z_i Z_j^* - 1) \). Using Eq. (37), \( P_{\text{det}} \) can be written in terms of summations over matrix elements of \( P_{i,j} \):

\[ P_{\text{det}} = \sum_{i,j} P_{i,j}, \quad P_{i,j} = \frac{C_i C_j^*}{(Z_i Z_j^* - 1)Z_i Z_j^*}. \quad (40) \]

As mentioned, we now assume that there are no dark states in the system, such that the total detection probability \( P_{\text{det}} \) is unity, see conditions in Refs. [41, 42]. This implies the absence of degeneracy in the spectrum. Using Eq. (38), the matrices \( P_{i,j} \) and \( V_{i,j} \) also give the mean FDT time:

\[ \langle n \rangle = \frac{1}{2} \sum_{i,j=1}^{w-1} Z_i Z_j^* P_{i,j} V_{i,j}. \quad (41) \]

This equation relates the \( \langle n \rangle \) and the matrix \( V_{i,j} \), and the latter also gives the variance of the return Eq. (39). This indicates that the fluctuations of the FDR time reveal the characteristics of the mean FDT time.

Below we show cases where one element of the summation is dominating \( V_r \sim V_{s,s} \), and \( |Z_s| \rightarrow 1 \) (the subscript \( s \) stands for single), such that

\[ \langle n \rangle \sim \frac{P_{s,s} V_{s,s}}{2} \sim \frac{P_{s,s}}{2} V_r. \quad (42) \]

This is similar to the Einstein relation in the sense that diffusivity (a measure of fluctuations) is related to mobility (a measure of the average response). This effect is found when a single zero of the electrostatic field is approaching the unit circle, and in this case this zero is dominating both the return problem and the transition problem. In Sec. VII we find exact expressions for \( \langle n \rangle \) and \( V_r \) satisfying Eq. (42), based on several physical scenarios.

After obtaining the general results Eqs. (38) and (41), we will focus on the diverging mean FDT time, where the asymptotic \( \langle n \rangle \) and its relation to \( V_r \) is found, i.e., Eq. (42). Equation (38) implies a divergent mean FDT time when \( |Z_s| \rightarrow 1 \), as mentioned since \( |Z_i| = 1/|Z_s| \), where \( Z_s \) is the stationary point of the electrostatics field, the question is under what condition there is a stationary point close to the unit circle. Next we will investigate three scenarios where \( |Z_s| \rightarrow 1 \),
using the electrostatic picture. We distinguish them into the following cases: (1) a weak charge scenario, (2) two charges merging picture, and, finally, (3) one big charge theory.

V. WEAK CHARGE

In electrostatics, when one charge becomes much smaller than all other charges, one of the stationary points will be close to the weak charge [13]. This is presented in Fig. 3, where the blue charge indicates the weak charge. Note that in the figure we present the zero inside the unit disk, hence its corresponding pole is $Z_0 = 1/z_0^*$. In analogy, the stationary point of the Moon-Earth system is much closer to the Moon than to the Earth. We denote this charge $p_0$ and the stationary point $z_0$. The corresponding energy level of this weak charge is $E_0$ and its location is $\exp(iE_0\tau)$ on the unit circle. Since $z_0 \to e^{iE_0\tau}$, from Eq. (29) the reciprocal pole $|Z_0| = 1/|z_0| \to 1$. Using Eq. (38), the asymptotic mean of the mean FDT time is

$$
\langle n \rangle \sim \frac{|C_0|^2}{(|Z_0|^2 - 1)^2},
$$

(43)

where $p_0 \to 0$ and $|q_0|/p_0 \gg 1$. Here we assume $|C_0|^2/(|Z_0|^2 - 1)$ is the dominating part of $\langle n \rangle$, and all other terms in Eq. (38) are negligible. To find the exact expression of $\langle n \rangle$, we first need to find the pole $Z_0$. Using Eq. (30) together with perturbation theory presented in Appendix B, we get

$$
Z_0 \sim e^{iE_0} + \frac{p_0^2 e^{2iE_0}}{\sum_{k=1}^{\infty} p_k/(e^{-iE_0} - e^{iE_0})}. 
$$

(44)

Since $p_0 \ll 1$, $e^{iE_0\tau}$ is the leading part of $Z_0$. Hence the pole $Z_0$ is located very close to the weak charge as we expect from basic electrostatics. The other $w - 1$ charges give a small disturbance to $Z_0$ if they are not close to the weak charge. Substituting $Z_0$ into Eq. (35), the coefficient $C_0$ can be obtained (see Appendix B). Then using the normalization condition $\sum_k p_k = 1$ and $1/(1 - \exp(ix)) = 1/2 + i \cot[x/2]/2$, we get from Eq. (43) the mean FDT time

$$
\langle n \rangle \sim \frac{|q_0|^2}{4p_0^2} \left( 1 + \sum_{k=1}^{\infty} p_k \cot[(E_k - E_0)\tau/2] \right)^2. 
$$

(45)

The prefactor $|q_0|^2/4p_0^2$ depends on $q_0$ and $p_0$ defined in Eqs. (22) and (23), and they rely only on the stationary states of energy level $E_0$, the initial and final states, but not on the other energy states of the system. This prefactor is the envelope of the mean FDT time as the cot() solution is oscillating when we modify $\tau$. From our assumption $|q_0|/p_0 \gg 1$ the value of this envelope is large. The summation in the bracket shows that $\langle n \rangle$ depends on all charges as expected.

As mentioned when Eq. (20) holds we get the merging of two phases on the unit circle a case we will study in detail in the next section. In the vicinity of this point the mean FDT time diverges. So what is the physics for this divergence? We have shown before when two energy levels coalesce, the total detection probability $P_{\text{det}}$ is not unity, which means the quantum particle goes to “dark states” in the Hilbert space [41]. This divergence reflects that the total detection probability $P_{\text{det}}$ deviates from 1, indicating that one or more states are not accessible by the quantum walker. We will see this connection in some examples below.

VI. TWO MERGING CHARGES

Another case with a pole close to the unit circle is when the phases of two charges, denoted by $p_a$ and $p_b$, satisfy the resonance condition $\exp(iE_a\tau) \simeq \exp(iE_b\tau)$. Here $E_a$ and $E_b$ are a pair of energy levels in the system that satisfy the merging condition. Note again that in Fig. 3 we present the zero $z_p$ related to the pole according to $Z_p = 1/z_p^*$. As mentioned, this means that we are close to a degeneracy of the back-folded spectrum. It can be achieved by modifying $H$ or the sampling time $\tau$. Then the small parameter $\delta =

FIG. 3. Schematic plot of the cases where the zeros are close to the unit disk. The red curves are the electric fields lines, created by the charges on the unit circle. And this field vanishes at the green points which are the stationary points defined in Eq. (30). From electrostatics if a charge (blue) is weak, one stationary point denoted $z_0$ will be close to this weak charge (left). Another case presented on the right is when two charges are merging. Also here we have one zero $z_p$ close to the unit circle (right). The two merging charges on the right are on $\exp(iE_a\tau) \simeq \exp(iE_b\tau)$, where $E_a$ and $E_b$ are two energy levels in the system.
When the pole to together with Eq. (29), we find in perturbation theory from the two merging charges. Then we take the background because by our assumption all other charges are far away.

Here we use the assumption that a single pole is approaching the unit disk, and the others can be neglected. To find the pole $Z_p$, we first treat the charge field as a two-body system. Because by our assumption all other charges are far away from the two merging charges. Then we take the background charges into consideration. Using the two-body hypothesis together with Eq. (29), we find in perturbation theory $Z_p \sim Z_p^{(0)} + Z_p^{(1)}$ (see Appendix C). Here $Z_p^{(0)}$ and $Z_p^{(1)}$ are defined in Appendix C in Eq. (C7). Plugging $Z_p$ into Eq. (35) yields for the coefficient $C_p \sim 2|\langle qa pb - q_p p_a \rangle|/|\langle qa pb \rangle + |\langle q_p p_a \rangle|^2$, where $|C_p|$ is determined by the phase difference, charges and $q_k$.

As an application of our general theory we consider tight-binding models on simple graphs.

## VII. RELATION BETWEEN MEAN FDT TIME AND FDR FLUCTUATIONS

When there is only one pole dominating, simple relations between the mean FDT time and the fluctuations of the FDR time are found. We start from the general relation Eq. (41). When the pole $|Z_i| \rightarrow 1$ we have Eq. (42). Here $Z_i$ is a single pole approaching the unit circle, as mentioned, it could be either $Z_p$ for two merging charges or $Z_0$ for one weak charge.

In the weak charge regime, $P_{i,s} \sim |C_0|^2/(|Z_0|^2 - 1)$. Substituting the $C_0$ and $Z_0$ into $P_{i,s}$, the ratio of the mean FDT time and the FDR variance reads

$$\frac{\langle n \rangle}{V_r} \sim \frac{|q_0|^2}{2p_0}. \quad (48)$$

When the energy level $E_0$ is not degenerate, we have

$$\frac{\langle n \rangle}{V_r} \sim \frac{|\langle \psi_{\text{in}} | E_0 \rangle|^2}{2}. \quad (49)$$

From Eq. (48) and Eq. (45), we can get the expression of $V_r$, which confirms the result for $V_r$ in Ref. [37]. The beauty of Eq. (49) is that it only depends on the overlap of the initial state $|\psi_{\text{in}}\rangle$ and $|E_0\rangle$. So how we prepare the quantum particle is of great importance for the mean FDT time. In other words, the quantum particle will remember its history, unlike the classical walker. Furthermore, $|\langle \psi_{\text{in}} | E_0 \rangle|^2/2 < 1/2$ which implies that the mean FDT time is bounded by one half of the FDR variance.

The ratio $|C_p|$ also becomes small when $|p_a/p_b - q_p/q_a|^2 = 0$, so that $\langle qa pb - q_p p_a \rangle^2 = 0$. As mentioned, this reflects a elimination of the resonance because $|n\rangle$ will tend to some small values, while the FDR variance diverges.

**Remark.** We may start from Eqs. (38) and (39), if one of the poles is denoted $Z_i$ and is close to the unit circle. Then we have roughly $\langle n \rangle \sim |C_0|^2/(|Z_0|^2 - 1)^2$ and $V_r \sim 2/(|Z_0|^2 - 1)$. The relation of the mean FDT time and the FDR variance is $\langle n \rangle \sim |C_0|^2 V_r^2/4$, i.e., $(n\rangle$ is proportional to $V_r^2$. This intuition does not reveal the real physics, since for a divergent $V_r$ we get $|C_0| \rightarrow 0$.

## VIII. EXAMPLES

As an application of our general theory we consider tight-binding models on simple graphs.

### A. Two-level system

The first example is a quantum walk on a two-site graph [see Fig. 4(a)] (i.e., a two-level system). The Hamiltonian of this system reads

$$H = -\gamma (|0\rangle\langle 1| + |1\rangle\langle 0|) + U |0\rangle\langle 0|). \quad (51)$$

It describes a quantum particle hopping between two sites 0 and 1, where a potential $U$ is added at site 0. This model also presents a spin 1/2 in a field.

We prepare the initial quantum state as $|0\rangle$, which means that the particle is on site 0. The detector is set to detect the particle at site 1, i.e., the detected state is $|1\rangle$. From Eq. (51) the energy spectrum of the system is (we set $\gamma = 1$ subsequently): $E_0 = (-U - \sqrt{U^2 + 4})/2$ and $E_1 = (-U + \sqrt{U^2 + 4})/2$. In the large $U$ limit, where $E_0 \rightarrow -U$ and $E_1 \rightarrow 0$, the two energy levels $E_0$ and $E_1$ are separated.

From Eq. (23) the charge $p_0 = 1/(E_0^2 + 1)$ and from normalization $p_1 = 1 - p_0$. When we increase the value of the potential $U$, the charge $p_0 \rightarrow 0$, which represents a weak charge in the system. From Eq. (22) we have $q_0 = E_0/(E_0^2 + 1)$ and $q_1 = E_1/(E_1^2 + 1)$. The ratio $|q_0|/p_0$ is $E_0$, which is our dimensionless variable growing with the potential $U$.

From Eq. (45) the mean FDT time of this simple two-level system is

$$\langle n \rangle \sim \frac{U^2}{4} \left[ 1 + \cot^2 (U \tau/2) \right]. \quad (52)$$
We prepare the quantum particle in the state $|\psi_0\rangle$ and we set the detector to detect the state $|\psi_d\rangle$. $U$ is the strength of potential well or potential barrier we set in the system. (a) Two-level model. (b) Y-shaped molecule. (c) Benzene-like ring. (d) Linear five-site molecule.

$(n)$ becomes larger as we increase $U$, indicating the potential well blocks the propagation of the wave function, making it hard to find the particle at the detected state. In Eq. (52), when $U\tau$ is close to $2\pi k$, $k = 1, 2, \ldots$, the mean FDT time diverges. Note that $U\tau = 2\pi k$ is the condition for exceptional points [Eq. (20)], in the limit of large $U$. At these exceptional points, the total detection probability $P_{\text{det}}$ drops from 1 to 0. Using Eqs. (30) and (38), we can find the exact expression of the mean FDT time: 

$$
\langle n \rangle = \frac{q_0^2 + q_1^2 + 2q_0q_1 \cos((E_0 - E_1)\tau)}{(4\pi^2p_0^2[1 - \cos(E_0\tau - E_1\tau)])^2}.
$$

Choosing the sampling frequency $1/\tau = 1/3$, the exact $(n)$ can be obtained either from the quantum renewal equation Eq. (6) or our first main result Eq. (38). Here we use the latter formula, and the result is visualized in Fig. 5 (left y axis). In the vicinity of the exceptional points the total detection probability drops from the unity and the mean FDT time diverges.

### B. Y-shaped molecule

The next example is the Y-shaped molecule, where the quantum particle can jump from states $|0\rangle$, $|1\rangle$, $|2\rangle$ to state $|3\rangle$ and vice versa [see Fig. 4(b)]. We add a potential $U$ at site 0. Then the Hamiltonian of the Y-shaped molecule reads

$$
H = -\gamma(U|0\rangle\langle 0| + \sum_{i=1}^3|3\rangle\langle i| + \sum_{j=1}^3|j\rangle\langle 3|).
$$

We prepare the quantum particle in the state $|\psi_0\rangle = |0\rangle$ and the detection is performed in the state $|1\rangle$. Due to the mirror symmetry of Y-shaped molecule, the energy level $E_3 = 0$. Other energy levels $E_0$, $E_1$, and $E_2$ are given by the roots of the equation $E^3 + UE^2 - 3E - 2U = 0$. When $U$ is large, we have $E_0 \sim -U$, $E_1 \sim \sqrt{2}$, and $E_2 \sim -\sqrt{2}$. From Eq. (23) the charges are $p_0 \rightarrow 0$, $p_1 \rightarrow 1/4$, $p_2 \rightarrow 1/4$, and $p_3 \rightarrow 1/2$. The appearance of the weak charge $p_0$ is because one of the eigenstate is nearly localized on $0$, more specifically $|E_0\rangle \propto |0\rangle$. The exact numerical values of both energy levels $\{E_i\}$ and charges $\{p_i\}$ are shown in Appendix A in Fig. 10. Using Eq. (45) the mean FDT time of the Y-shaped molecule reads

$$
\langle n \rangle \sim \frac{|q_0|^2}{4p_0^2}\left(1 + \left\{\sum_{i=1}^3 p_i \cot[(E_i - E_0)\tau/2]\right\}^2\right)^2.
$$

The initial site and detected site are not symmetric because of the potential $U$. This implies $|\langle E_0|0\rangle| \gg |\langle E_0|1\rangle|$ and $|\langle q_0/p_0| > 1$. When two energy levels are coalescing Eq. (54) diverges. The prefactor in Eq. (54) indicates the asymptotic tendency of the mean FDT time versus the potential $U$ (see Fig. 6), which should be observed experimentally. We denote this prefactor as the weak charge envelope $(n)_e$. From Eq. (48) the relation between the mean FDT time and the FDR variance gives

$$
\langle n \rangle/V_r \sim 1/2.
$$

To plot the solution of this example, we solve the quantum renewal equations exactly, as was done in Sec. VIII A, here we choose the sampling period $\tau = 3$. The value of potential well $U$ goes from 2 to 12. As shown in Fig. 6, Eqs. (54) and (55) work well in the weak charge regime where $U$ is large.

### C. Benzene-type ring

For the third model we consider the Benzene-type ring which has six spacial states $|0\rangle$, $|1\rangle$, $\ldots$, $|5\rangle$ [see Fig. 4(c)]. We use periodic boundary conditions and thus from the site labeled $x = 5$ the particle may hop either to the origin $x = 0$. 

![Fig. 4. Schematic models. We perform the calculations on different graphs, which represent tight-binding models defined in the text. The quantum particle is prepared in the initial state $|\psi_0\rangle$ and we set the detector to detect the state $|\psi_d\rangle$. $U$ is the strength of potential well or potential barrier we set in the system. (a) Two-level model. (b) Y-shaped molecule. (c) Benzene-like ring. (d) Linear five-site molecule.](image)

![Fig. 5. The mean FDT time $\langle n \rangle$ (left y axis) and total detection probability $P_{\text{det}}$ (right y axis) versus the potential $U$ of the two-level system for the transition from $|1\rangle \rightarrow |0\rangle$ in Fig. 4(a). Here we fix $\tau = 3$. The exact mean FDT time (black dashed line) meets quite well with our theoretical result Eq. (52) (cyan solid line) when $(n)$ is large, corresponding to large $U$ ($U > 2.5$ in the figure). Close to the exceptional points $U \sim 2\pi k/\tau$, $k = 1, 2, \ldots$, where the back-fold energy levels are degenerate, the total detection probability (red solid line) drops to $P_{\text{det}} = 0$ and $(n)$ diverges as we expected.](image)
or to the site labeled $x = 4$. Then the Hamiltonian of the ring reads

$$H = -\gamma \left[ \sum_{i=0}^{5} (|x\rangle \langle x+1| + |x+1\rangle \langle x|) \right]. \quad (56)$$

We prepare our quantum particle in the state $|0\rangle$ and perform the detection in the state $|3\rangle$, which monitors the travel of the quantum particle from site 0 to the opposing site. In this case $P_{\text{det}} = 1$ except for small sampling times.

The Hamiltonian of the benzene-type ring has the energy spectrum $E_k = -2 \cos(\theta_k)$ and the eigenstates are $|E_k\rangle = (1, e^{2\theta_k}, e^{3\theta_k}, e^{4\theta_k}, e^{5\theta_k})/\sqrt{5}$ with $\theta_k = 2\pi k/6$ and $k = 0, 1, 2, 3, 4, 5$ (the superscript $T$ is the transpose). In this case we have four distinct energy levels so $w = 4$. From Eqs. (22) and (23) the charges $q_1$ and $q_2$ read

$$p_1 = 1/6, \quad p_2 = 1/6, \quad p_3 = 1/3, \quad p_4 = 1/3;$$

$$q_1 = 1/6, \quad q_2 = -1/6, \quad q_3 = -1/3, \quad q_4 = 1/3.$$ 

As mentioned, the sampling time $\tau$ will introduce effective degeneracies to the problem. From Eq. (20), the exceptional sampling times are $\tau = \pi/2, 2\pi/3, \pi, 4\pi/3, 2\pi$ in the time interval $\{0 \leq \tau \leq 2\pi\}$. Close to these exceptional points we will have the scenario of two charges merging,

(i) When $\tau$ is close to $\pi/2$ or $3\pi/2$ we have $|E_1 - E_2|/\tau \sim 2\pi k$. The charges $p_1$ and $p_2$ coalesce [see Fig. 7(b)]. For the mean transition time $\langle n \rangle$ and $\langle n \rangle/V_r$, using Eqs. (47) and (50) we have

$$\langle n \rangle \sim \frac{1}{36} \left( \frac{1}{\tau - \pi/2} \right)^2, \quad \frac{\langle n \rangle}{V_r} \sim \frac{1}{6}. \quad (57)$$

(ii) When $\tau$ is close to the $2\pi/3$ or $4\pi/3$ we have $|E_1 - E_3|/\tau \sim 2\pi k$ and $|E_2 - E_3|/\tau \sim 2\pi k$. Two pairs of charges are merging separately [see Figs. 7(c) and 7(d)]. From Eqs. (47) and (50), due to the elimination $q_1p_4 - q_2p_3 = 0$ and $q_2p_3 - q_3p_2 = 0$ we have

$$\langle n \rangle \sim O(1), \quad \langle n \rangle/V_r \rightarrow 0. \quad (58)$$

The leading order of $\langle n \rangle$ vanishes, so $\langle n \rangle$ drops to some small values, leading to a small “discontinuity” on the graph. Close to these points we find that it takes less time for the walker to reach the detected state.

(iii) When $\tau$ is close to $\pi$ we also have two groups of charges merging Fig. 7(e), i.e., $p_1$ is close to $p_2$, and $p_3$ is close to $p_4$. Eq. (47) gives

$$\langle n \rangle \sim \frac{1}{36} \left( \frac{1}{\tau - \pi} \right)^2 + \frac{4}{9} \left( \frac{1}{\tau - 3\pi/2} \right)^2. \quad (59)$$

For the ratio of $\langle n \rangle$ and $V_r$, there are two groups of charges which we treat separately. The first group we use Eq. (50) to obtain $\langle n \rangle_{1.2}/V_{1.2} = 1/6$, where $\langle n \rangle_{1.2}$ and $V_{1.2} = 1/6$ are the diagonal matrix term in Eqs. (38) and (39) related to the pole that is between the charge $p_1$ and $p_2$. Similarly, for the second group we have $\langle n \rangle_{3.4}/V_{3.4} = 1/3$. The return variance $V_r \sim V_{1.2} + V_{3.4}$ and the mean FDT time $\langle n \rangle \sim \langle n \rangle_{1.2} + \langle n \rangle_{3.4} = V_{1.2} + V_{3.4}/3$. We can measure the fluctuations $V_r$ but not the terms $V_{1.2}$ and $V_{3.4}$. So here we do not have a direct relation between $\langle n \rangle$ and $V_r$. Using Eqs. (46) and (50), we first calculate $V_{1.2}$ and $V_{3.4}$ (then $V_r \sim V_{1.2} + V_{3.4}$). Comparing $V_r$ and Eq. (59), we have $\langle n \rangle/V_r = 5/18$.

As shown in Fig. 7, we plot the exact results of $\langle n \rangle$ for $\tau$ from 0 to $2\pi$. The theoretical predictions meet the exact values very well close to the exceptional points where the total detection probability exhibits a sudden jump in its value.

Our theoretical derivation of the Einstein like relation Eq. (42) is based on the approximation where a single pole $Z_2$ is approaching the unit disk. This leads to a relation between the variance of the FDR time and the mean of the FDT time for two cases: the single weak charge and merging two charges mechanisms, Eqs. (48) and (50) respectively. However, as we just showed, in some cases there are several poles approaching the unit disk together, i.e., part 3 of the Benzene-type ring. In generality the relation between fluctuations of the FDT time and the mean FDT time is more complicated in these cases, as the relevant expressions involve summations over several matrix elements, see Eqs. (38) and (39). We now treat a case where many poles $Z$ or the corresponding zeros $z = 1/Z^*$ approach the unit disk, a case we call big charge theory. Also this case gives large transition times, but technically it differs from the two previously studied cases of weak charge and merging charges.
 FIG. 7. The mean FDT time $\langle n \rangle$ versus $\gamma \tau$ of the Benzene-type ring (a). The quantum particle is prepared at $|0\rangle$ and the detector is set on the opposite site [see Fig. 4(c)]. When $\tau \rightarrow \pi/2$ or $3\pi/2$, the charges $p_1$ (blue) and $p_2$ (red) come close to each other (b). The $P_{\text{det}}$ (f) drops to 2/3, so both the two-charge theory Eq. (57) (red solid curve) and the exact result (blue dashed curve) diverge. When $\tau \rightarrow 2\pi/3$ or $4\pi/3$, there are two groups of charges merging (c) and (d). However, because of the elimination of the resonance the leading term in the mean FDT time $\langle n \rangle$ vanishes [see Eqs. (47) and (58)] and it jumps to some small value instead of diverging as usual. The total detection probability remains unity at these special $\tau$ (f). In the graph we have the “discontinuity” for $\langle n \rangle$ close to these points. On the unit disk, the blue point represents the charge $p_1$, the red is $p_2$, the yellow is $p_3$ and the black is $p_4$ [see subplots (b)–(e)]. In (b)–(e) which explain the charge picture, we choose $\tau$ according to (b) $\tau \rightarrow \pi/2$ or $3\pi/2$, (c) $\tau \rightarrow 2\pi/3$, (d) $\tau \rightarrow 4\pi/3$, and (e) $\tau \rightarrow \pi$.

**IX. BIG CHARGE THEORY**

Another scenario which leads to divergence of the mean FDT time $\langle n \rangle$ is when all the poles are close to the unit circle. This comes from the fact that the detected state is close to one of the eigenstates of Hamiltonian $H$, leading to a big charge appearing in the theory Eq. (23). Using Eq. (38), the off-diagonal terms in $\langle n \rangle$ are negligible compared with the diagonal terms, then we get

$$\langle n \rangle \sim \sum_{i=0}^{w-1} \frac{|C_i|^2}{1 + |Z_i|^2}, \quad |Z_i| \sim 1. \quad (60)$$

The big charge, denoted $p_b \sim 1$, associated to the energy level $E_b$, is large in comparison with the other charges. Since the sum of all the charges is unity $\sum_{i=0}^{w-1} p_i = 1$ and each of them is positive we have $1 - p_b = \sum_{i \neq b} p_i \sim 0$. Hence there is one big charge $p_b$ and $w-1$ weak charges. Basic electrostatics indicates that the $w-1$ stationary points will lie close to the $w-1$ weak charges. From Eq. (29) we have $|Z_i| = 1/|z_i|$, such that all the poles $|Z_i| \rightarrow 1$ in this case. The charges and zeros of the problem are schematically shown in in Fig. 8. The $w$ charges have $w-1$ poles and all of them are close to the weak charges.

With the electrostatic analogy we obtain the zero force field as a balance between a weak charge and the strong one (on the line connecting these two charges). This is performed for each weak charge separately. Then this problem becomes a two-body problem (the charge $p_b$ and the weak charge $p_i$) for finding the stationary point between them, and all other charges are negligible. Using Eq. (30), the zeros are given by the root of $p_b/(e^{E_b}\tau - z_i) + p_i/(e^{E_i}\tau - z_i) = 0$, which yields $z_i = (p_i e^{E_i}\tau + p_b e^{E_b}\tau)/(p_i + p_b)$. From the relation between zeros and poles in Eq. (29) we have $Z_i \sim e^{E_i}\tau + [e^{E_b}\tau - e^{i(2E_i - E_b)\gamma}]p_i/p_b$. The $i$ goes from $i = 0$ to $w - 1$ but $i \neq b$, so all $w - 1$ poles are found. The first part of $Z_i$ is just the location of the charge $p_i$, the second part is small and comes from the net field of $p_i$ and $p_b$. We put the $Z_i$ into Eq. (35) to get the coefficient $C_i \sim -q_i e^{iE\tau}[1 - e^{i(E_b - E_i)\gamma}]p_b/p_i$. Here

**FIG. 8.** Schematic plot of the zeros $|z_i|$ in the complex plane for the big charge theory. The red curves are the electric field lines, created by the charges on the unit circle. And this field vanishes at the green points which are the stationary points defined in Eq. (30). Here $p_b \rightarrow 1$ is the big charge and hence from normalization all other charges are weak. The stationary points ($|z_i|$, green points) are close to the weak charges. As mentioned in the main text the poles $|Z_i| = 1/|z_i| \rightarrow 1$, and they are all out side the unit circle.
enters the ratio of $q_i$ and the big charge $q_b$, which is a small parameter. $e^{(E_i - E_b)}$ measures the phase difference between them. Substituting both $Z_i$ and $C_i$ into Eq. (35), the mean FDT time for the big charge scenario reads

$$\langle n \rangle \sim \sum_{i=0,1,4}^{w-1} \frac{|q_i|^2}{4p_i^2 \sin^2 [(E_i - E_b)\tau/2]}.$$  

(61)

It is interesting to recall that in our weak charge theory [see Eq. (45)] the envelope is given by $|q_0|^2/4p_0^2$, where $p_0$ is a weak charge. For the big charge we have $|q_b|^2/4p_b^2$, where $p_b$ is also small.

### Localized wave function

A nice example for the big charge theory is when the quantum particle is effectively localized at the site by a strong potential (but the initial state $|\psi_{in}\rangle$ is not at the state of the potential). To establish a specific example, we choose a five-site linear molecule put the detector at the site $x = 0$ and prepare the initial state at $|\psi_{in}\rangle$. We add a potential barrier $U$ at site $x = 0$ [see Fig. 4(d)]. Then the Hamiltonian of this five-site molecule reads

$$H = -\gamma \sum_{x=0}^{4} (|x+1\rangle \langle x+1| + |x+1\rangle \langle x| + U|0\rangle \langle 0|).$$

(62)

Here the boundary conditions are that from the site labeled $x = 4$ one can only hop to the site labeled $x = 3$, and from the site labeled $x = 0$ one can only hop to the site labeled $x = 1$.

For the energy spectrum we consider the regime where the wave function is effectively localized. As we increase the value of $U$, the energy level $E_0 \rightarrow -U$. At the same time, this large potential well makes it difficult for the quantum particle to hop to the state $|0\rangle$. So the remaining four energy levels are given by the new Hamiltonian $H_1 = -\gamma \sum_{x=0}^{4} (|x+1\rangle \langle x+1| + |x+1\rangle \langle x|)$ with the same boundary condition as Eq. (62).

Hence the energy spectrum reads $E_0 \sim -U$, $E_1 \sim (1 + \sqrt{5})/2$, $E_2 \sim -(1 + \sqrt{5})/2$, $E_3 \sim (1 - \sqrt{5})/2$, and $E_4 \sim (1 - \sqrt{5})/2$. Notice that the energy levels are nondegenerate hence $w = 5$. The exact values of the energy levels are calculated and depicted in Appendix A in Fig. 10(c).

Next we prepare the quantum particle in the state $|\psi_{in}\rangle$, such that the system describes the movement of the particle from site $x = 4$ to $x = 0$ on a linear molecule. From Eq. (23) it follows that the big charge $p_0 \rightarrow 1$ and the remaining weak charges $p_{i\neq0} \rightarrow 0$. With Eq. (61) we get the mean FDT time

$$\langle n \rangle \sim \sum_{i=0}^{4} \frac{|q_i|^2}{4p_i^2 \sin^2 [(E_i - E_b)\tau/2]}.$$  

(63)

In Fig. 9 we compare the numerical result with our big charge theory, choosing the sampling time $\tau = 1$ and the potential well goes from 0 to 15. In the limit of large $U$ the four weak charges are fixed on the unit circle, their positions are given by their $U$-independent phase $\exp(iE_\tau)$. When we increase $U$ the strong charge $p_0$, is thus crossing the location of the other charges and in the range $0 < U < 15$ which happens twice $(15/2\pi \sim 2)$. As shown in Fig. 9, we have two groups of divergences each with four peaks. The number of peaks in each group is $w - 1 = 4$.

![Fig. 9](x) The mean FDT time $\langle n \rangle$ versus $U$ for the five-site molecule. Here the sampling time is $\tau = 1$ and the quantum particle moves from $|4\rangle$ to $|0\rangle$, see Fig. 4(d). The exact values (black dashed line) are calculated from Eq. (38). The cyan line is our big charge theory result Eq. (63). Close to the exceptional points given by Eq. (20), the mean FDT times diverge. Since the strong charge $p_0$ rotates two laps on the unite circle, there are two clusters of peaks. In each cluster the big charge passes through the remaining four charges, leading to the four peaks in the graph.

### X. DISCUSSION AND CONCLUSIONS

We investigated the mean FDT time for closed quantum systems in a finite-dimensional Hilbert space, where repeated measurements interrupt the unitary evolution by a projection after a time step $\tau$. This has a strong effect on the dynamical properties. A general formula Eq. (38) for the mean FDT time was derived, which answers how long it takes to find a particle in a certain state under repeated measurements. The unitary evolution $\exp(-iH\tau)$ is controlled by the energy spectrum, and the overlaps $|p_k\rangle$ and $|q_k\rangle$ in Eqs. (22) and (23) which are crucial in that they connect the eigenstates of the Hamiltonian $H$ with the initial and measured states. Moreover, the nonunitary evolution is characterized by the zeros of the polynomial Eq. (27) and the overlap functions. Those zeros are formally related to a classical electrostatic problem [13]; namely they are the stationary points of a test charge in a system with charges on the unit circle, which is defined in Eq. (30).

After solving this electrostatic problem, the zeros are used to calculate, for instance, the first detection amplitude in Eq. (36) and the divergent behavior of the mean FDT time near degenerate points in Eq. (38). The charge theory provides an intuitive picture to gain physical insight, in particular, when zeros approach the unit circle. Then we focused on the diverging mean FDT times, where the total detection probability exhibits a discontinuous drop of its value. This property is nonclassical and important for the search problem.

When the mean FDT time diverges, we find a relation between the latter and the variance of the FDR time, Eq. (42). This relation is reminiscent of the Einstein relation (or the fluctuation-dissipation theorem) in classical statistical physics. In contrast to the latter, where thermal fluctuations are considered, in our case the quantum fluctuations are
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described by the variance of the FDR time. Another point worthwhile to mention is that our relation between the FDT time and the variance of the FDR time is valid only when the system is close to the critical parameter values. Hence this Einstein like relation indicates a universal connection between the FDT time and FDR fluctuations only near critical parameters. More technically this means that a single pole is approaching the unit disk. Such cases are treated with the weak charge and merging charges mechanisms, and these lead to explicit Einstein like relation Eqs. (48) and (50). The case when more than one pole is approaching the unit disk was treated with the single big charge theory. Also in this case the mean FDT time diverges, and so does the variance of the return. However since we need to add up many contributions the Einstein like relation is expected to have a tensor form, with details left for future work. In this case a measurement of the FDR time variance cannot be used to predict directly the mean FDT time, but rather one needs to calculate the separate contributions to \( V_t \) and \( \langle n \rangle \), see Eqs. (38) and (39).

Previous work has indicated the advantage of repeated monitored search [33–36], in particular, Krovi and Brun [10,12] investigated the quantum search on the hyper cube, where constructive interference can bring a dramatic increase in the speed of search under repeated measurement. However, the speed up depends on specific initial conditions, and hence in generality quantum search is not always efficient, as other initial conditions can lead to a slow down. All these situations are covered by our general formula for the transition time. This can be used to optimize the time of search. On the other hand, it can be used to understand and avoid a slow down of the search. In this paper we discuss the role of spectral degeneracies and the role of vanishing spectral weights for a diverging search time. More work is needed for the analysis of more complex examples, such as larger systems with one particle and many-body systems.

There are still many open questions in this field. For example, if we apply weak measurements in this process rather than the strong collapse measurements, what is the mean FDR or FDT time? Also, if the waiting time between two measurements is not constant, for instance, Poisson distributed, what will we get? Does the diverging FDT time still exist? As we mentioned before, this kind of research is not only addressing the detection time in a closed quantum system but also relevant to basic physics and possibly contributes to the quantum search problem. For example, the zeros \( \{ z \} \) investigated here are important not only for the first detection problem, but rather they control different dynamical aspects of monitored quantum dynamics, like quantum control via measurement.
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**APPENDIX A: ORDER OF \( \mathcal{G}(z) \) AND \( \mathcal{D}(z) \)**

In this section we prove \( \text{deg}(\mathcal{D}(z)) > \text{deg}(\mathcal{G}(z)) \) used in the main text. Since \( \mathcal{G}(z) \approx (w-1)z^{w-1} + \cdots \), the highest order of \( \mathcal{G}(z) \) is \( (w-1)z^{w-1} \). However, what is special in the transition problem is \( \sum_{i=0}^{w-1} q_i = (\langle \psi_d | \psi_m \rangle = 0 \}, namely that the highest order vanishes, such that \( \text{deg}(\mathcal{G}) < w-1 \) for the numerator.

Using Eq. (27), \( \mathcal{D}(z) \approx \sum_{i=0}^{w-1} p_i e^{E_i \tau} z^{w-1} + \cdots \) leading order of \( z \) is \( \beta z^{w-1} = \sum_{i=0}^{w-1} p_i e^{E_i \tau} z^{w-1} \).

\[
\sum_{i=0}^{w-1} p_i e^{E_i \tau} = \langle \psi_d | e^{\hat{H} \tau} | \psi_d \rangle \neq 0.
\]

Hence \( \text{deg}(\mathcal{D}(z)) > \text{deg}(\mathcal{G}(z)) \).

The energy levels versus the potential \( U \) is shown in Fig. 10.

**APPENDIX B: WEAK CHARGE**

In this section we derive Eqs. (44) and (45) of the main text. Following the same procedure, we can derive Eqs. (47) in the Sec. VI.

As we mentioned in the main text, the weak charge \( p_0 \approx 0 \) and the corresponding energy level is \( E_0 \). Using Eq. (30), we have:

\[
0 = \sum_{k=0}^{w-1} p_k e^{E_k \tau} - z = \frac{p_0}{e^{\tau E_0} - z} + \sum_{k=1}^{w-1} p_k e^{E_k \tau} - z.
\]

Assuming that \( z_0 = e^{iE_0 \tau} - \epsilon \). The \( \epsilon \) is the first-order approximation. Using Eq. (B1), we have:

\[
0 \approx \frac{p_0}{\epsilon} + \sum_{k=1}^{w-1} \frac{p_k}{e^{\tau E_0} - e^{\tau E_k}}.
\]

and hence

\[
\epsilon \sim \frac{p_0}{\sum_{k=1}^{w-1} p_k / (e^{\tau E_0} - e^{\tau E_k})}.
\]

Using Eq. (29), the pole \( Z_0 \) in the main text reads:

\[
Z_0 = \frac{1}{z_0^*} = \frac{1}{e^{\tau E_0} - \epsilon^*} \sim e^{\tau E_0}(1 + e^* e^{\tau E_0}).
\]

The index \( C_i \) is defined in Eq. (35). Plugging the pole \( Z_0 \) into Eq. (35), we obtain

\[
N(Z_0) \sim -e^{iE_0 \tau} \left[ \frac{q_0}{-e^{*} e^{2iE_0 \tau} + \sum_{j=1}^{w-1} e^{E_j \tau} - e^{iE_0 \tau}} \right]
\]

\[
\sim \frac{q_0}{e^{2iE_0 \tau}}
\]

and

\[
D'(Z_0) \sim \frac{p_0 e^{iE_0 \tau}}{e^{2iE_0 \tau}} + \sum_{j=1}^{w-1} p_j e^{E_j \tau} \sim \frac{p_0}{e^{2iE_0 \tau}}.
\]
FIG. 10. (a) The energy levels versus the potential $U$ of the Y-shaped molecule. (b) The energy levels versus the potential $U$ of the linear five-site molecule. (c) The charges $p_k$ versus the potential $U$ of the Y-shaped molecule. (d) The charges $p_k$ versus the potential $U$ of the linear five-site molecule.

Hence the coefficient $C_0$ used in the main text reads:

$$C_0 \sim \frac{q_0}{p_0} e^{2iE_0 \tau}. \quad (B5)$$

Substituting $C_0$ and $Z_0$ into Eq. (43), the mean FDT time becomes

$$\langle n \rangle \sim \frac{|C_0|^2}{(|Z_0|^2 - 1)^2} \sim \frac{|q_0|^2}{p_0^2} \frac{|\epsilon|^2}{(2\text{Re}[\epsilon e^{-iE_0 \tau}])^2}. \quad (B6)$$

Using the mathematical property $1/(1 - \exp \{ix\}) = 1/2 + i \cot \{x/2\}/2$ and the normalization condition $\sum_{k=1}^{w-1} p_k = 1 - p_0 \sim 1$, we can simplify the parameter $\epsilon$. From Eq. (B3), we have:

$$\epsilon \sim \frac{p_0}{\sum_{k=1}^{w-1} p_k / (e^{iE_k - E_0})}$$

$$= e^{iE_0 \tau} \frac{p_0}{\sum_{k=1}^{w-1} p_k / (1 - e^{i(\tau E_k - E_0)})}$$

$$= e^{iE_0 \tau} \frac{2p_0}{\sum_{k=1}^{w-1} p_k (1 + i \cot \{\tau(E_k - E_0)/2\})}$$

$$\sim e^{iE_0 \tau} \frac{2p_0}{1 + i \sum_{k=1}^{w-1} p_k \cot \{\tau(E_k - E_0)/2\}}.$$

Plugging $\epsilon$ into Eq. (B6), the mean FDT time reads

$$\langle n \rangle \sim \frac{|q_0|^2}{4p_0^2} \left(1 + \sum_{k=1}^{w-1} p_k \cot \{(E_k - E_0)\tau/2\} \right)^2. \quad (B7)$$

APPENDIX C: TWO-CHARGE POLE $Z_p$

In this section we derive $Z_p$ of the main text. When a pair of charges is nearly merging, say $\exp (iE_a \tau) \approx \exp (iE_b \tau)$, one of the zeros denoted $z_p$ will be close to the unit circle. We define $\delta = (\bar{E}_b - \bar{E}_a) \tau$, hence $\delta$ is a order parameter measuring this process. We first consider the two merging charges. Using Eq. (30) we have

$$\frac{p_a}{e^{iE_a \tau} - \zeta} = -\frac{p_b}{e^{iE_b \tau} - \zeta}, \quad (C1)$$

which yields

$$z^{(0)}_p = \frac{p_a e^{iE_a \tau} + p_b e^{iE_b \tau}}{p_a + p_b}. \quad (C2)$$

Now we take the background charges into consideration.

$$z_p = z^{(0)}_p - z^{(1)}_p. \quad (C3)$$
Plugging $z_p$ into Eq. (30), we have
\[
0 = \sum_{k=0}^{w-1} \frac{p_k}{\epsilon_i E_{\alpha} \tau - z_p} \\
\approx \frac{p_A}{\epsilon_i E_{\alpha} \tau - z_p^{(0)}} + \frac{p_B}{\epsilon_i E_{\beta} \tau - z_p^{(0)}} + \sum_{k \neq a,b} \frac{p_k}{\epsilon_i E_{\alpha} \tau - z_p^{(0)}}.
\] (C4)

The third part on the right-hand side is the effect of the background charges. We define it as $B$.

\[
B = \sum_{k \neq a,b} \frac{p_k}{\epsilon_i E_{\alpha} \tau - z_p^{(0)}} \approx \sum_{k \neq a,b} \frac{p_k}{\epsilon_i E_{\alpha} \tau - \epsilon_i E_{\alpha} \delta}.
\] (C5)

Using Eqs. (C4) and (C5), we obtain
\[
\tilde{z}^{(1)} = \frac{B p_a p_b (\epsilon_i E_{\alpha} \tau - \epsilon_i E_{\beta} \tau)^2}{(p_a + p_b)^3 (\epsilon_i E_{\alpha} \tau - \epsilon_i E_{\beta} \tau)^2}.
\] (C6)

Since $\epsilon_i E_{\alpha} \tau - \epsilon_i E_{\beta} \tau \sim \delta$, $\tilde{z}^{(1)} \sim \delta^2$. The background charges give only a second-order effect $O(\delta^2)$ to the zero $z_p$ as we expected. Using Eq. (29) we have
\[
Z_p = Z_p^{(0)} + Z_p^{(1)} = \frac{1}{\epsilon_i \tau}.
\]
\[
\approx \frac{p_A + p_B}{p_A e^{-i \epsilon_i E_{\alpha} \tau} + p_B e^{-i \epsilon_i E_{\beta} \tau}} + B^* p_A p_B (e^{-i \epsilon_i E_{\alpha} \tau} + e^{-i \epsilon_i E_{\beta} \tau})^2.
\] (C7)
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