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Abstract

Network convergence is considered as one of the key solutions to the problem of achieving future high-capacity and reliable communications. This approach overcomes the limitations of separate wireless technologies. Efficient interface selection is one of the most important issues in convergence networks. This paper solves the problem faced by users of selecting the most appropriate interface in the heterogeneous radio-access network (RAN) environment. Our proposed scheme combines a hierarchical evaluation of networks and game theory to solve the network-selection problem. Instead, of considering a fixed weight system while ranking the networks, the proposed scheme considers the service requirements, as well as static and dynamic network attributes. The best network is selected for a particular service request. To establish a hierarchy among the network-evaluation criteria for service requests, an analytical hierarchy process (AHP) is used. To determine the optimum network selection, the network hierarchy is combined with game theory. AHP attains the network hierarchy. The weights of different access networks for a service are calculated. It is performed by combining AHP scores considering user’s experienced static network attributes and dynamic radio parameters. This paper provides a strategic game. In this game, the network scores of service requests for various RANs and the user’s willingness to pay for these services are used to model a network-versus-user game. The Nash equilibria signify those access networks that are chosen by individual user and result maximum payoff. The examples for the interface selection illustrate the effectiveness of the proposed scheme.
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1. Introduction

Evolving fifth-generation (5G) and above communication systems will be characterized by massive device connectivity, ultra-high data rates, ultra-high security, ultra-low latency, and ultra-low energy consumption. Recently, wireless networks have seen incredible increase in the numbers of subscribers as well as in the diversity of traffic. According to a CISCO data analysis [1], the typical mobile data rate will exceed 20 Mbps in 2021 and traffic will exceed half zettabyte per year. These data will be served through heterogeneous networks (HetNets).

To facilitate this radical growth in users and service types, we have realized the convergence of HetNets by which numerous radio-access-technologies (RATs) coexist. This convergence has emerged as a key technique for achieving 5G-and-beyond systems and consists not only of the convergence of radio frequency (RF) technologies but also RF and optical wireless communication (OWC) technologies. The optical band will provide emerging solution for the development of upcoming high-capacity OWC networks. Future networks will adopt multi-tier network architectures including satellite, macrocells, small cells, attocells, and relays. In future, 5G and above communication systems will use “network of networks, instead of a single access network. To achieve such goal, it will necessitate seamless integration among diverse kinds of networks in such a way that HetNets collaborate each other. Efficient interface selection is one of the most important issues in convergence networks. Fig. 1 shows an illustrative example of the network-selection problem. Various access networks, e.g., macrocellular BS (MBS), mobile worldwide interoperability for microwave access (WiMAX), small-cell base station (sBS) [2, 3], wireless fidelity (WiFi), and numerous optical networks, are available to serve users. According to various criteria, an optimal network interface is selected to provide a specific type of service to a user. The OWC networks [4–7] include visible-light communication, optical-camera communication, and light fidelity (LiFi).

1.1 Related Works

Access-network discovery and the selection function are discussed in [8], which is a study by third generation partnership project (3GPP) that defines the collaborative co-existence of non-3GPP and 3GPP networks. All radio-access networks (RANs) provide various services with different values of network attributes and prices. Thus, for a specific service, a user faces difficulty to select the most appropriate network. The notion of selecting the always-best-connected (ABC) network from the available access networks is discussed in [9].
Numerous studies on interface selection have been studied. The authors in [10] surveyed the decision criteria performed to rank existing RANs. Various researchers have presented several decision-making policies in their works using different criteria. These policies are usually based on multi-attribute decision-making (MADM), analytical hierarchy processes (AHPs), and game theory. An MADM-based technique is presented in [11]. A combination of Grey relational analysis (GRA) and AHP [12] was used to build a RAN selection algorithm in [13]. Game theory has also influenced numerous researchers to model network-selection mechanisms as games. The survey presented in [10] shows numerous features of game theory to perform network-selection problem. There are three types of games based on the interaction of the players: users-versus-users, networks-versus-users, and networks-versus-networks. The users-versus-users game is more suitable for single-RAN-resource allocation than multi-RAN-user selection. The networks-versus-networks game, in which networks compete with each other to attract users, has received much attention. The users-versus-networks game is by far the most promising for our purposes, as it considers both parties of interest. An optimal user-versus-networks game would not only ensure fulfillment of the requirements of both sides but also result in higher degrees of satisfaction.

Studies [14–16] represent a combination of game theory with AHP for best interface selection. The authors of [14] suggest a non-conflict game based on the GRA score between two WLAN networks. However, this network-versus-network approach obstructs the user’s expected payoff. Studies [15, 16] distinguish among numerous service requests to build an efficient AHP matrix. They use bankruptcy-game-theory and evolutionary-game-theory models to perform network-selection problem. The bankruptcy-game-theory model is a type of cooperative game model. To select users among various RANs in this model, the RANs search for a coalition. Various users compete each other to select different RANs for different users in the evolutionary-game model. The authors of [17] propose an interface selection process that allows network-access probabilities to be computed according to linear-optimal control theory. Study [18] provides scheduling algorithms for mobile-video streaming with network-selection but does not consider AHP in the network-selection process. In [19], an operator-profit-maximization is formulated for efficient network-selection as well as rate control but does not consider the service requirement attributes. Study [20] provides a channel-allocation and network-selection policy but also does not consider the service requirement attributes. The authors of [21] propose a BS-selection technique for millimeter wave (mmWave) cellular networks but consider only a specific mmWave cellular network environment. In [22], a RAT-selection strategy was proposed and the Nash equilibrium (NE) of the game was formulated but the dynamic network attributes were not considered. Based on a low-complexity linear program joined with a game-theoretic approach, [23] presents a network-selection technique over HetNets. RAT-selection approach based on context-aware multi-attribute in [24] reduces the unnecessary handover. Combining AHP with game theory, these methods work for fixed weight systems but would not work well for dynamically changing weight systems.

1.2 Contributions of This Paper

Our proposed method considers the dynamic nature of the quality-of-experience (QoE) along with the performance requirements of various services, and so, renders the network-selection mechanism suitable for upcoming 5G network service requirements. Our proposed method takes into account the service requirements in addition to static and dynamic network attributes while using AHP to evaluate available networks. The contributions of this paper is summarized as:
• Effective network-selection for the overlaid multi-RAN environment is presented.
• For a specific service request, a network-versus-user strategic game to perform an optimal RAN selection is provided.
• The strategic game for a particular service is formulated. Based on the static service requirements [25], to calculate the relative value of each service requirement criterion, AHP is used to form a ranking of existing various RANs. However, to determine the actual weight of different available RANs, dynamic metrics, e.g., received signal strength, obtainable bandwidth, and network load are considered.
• Each of the available RANs in its own right rates the network metrics in different ways. A cost-versus-benefit ratio is obtained to formulate the utility standards from the networks’ points of view.
• The user’s willingness to pay for a specific service from a specific access network considering the lowest price offered is correlated. This set is then examined to get the NEs.
• The proposed system confirms that the NE signifies the most appropriate set of solutions in terms of both the network-offered benefits and the user’s willingness to pay. Thus, a user is secured in paying of high charges for the equal deal supported by different RANs with alike scores while RANs with small prices and low quality of service are disqualified.

The remainder of this paper is organized as follows. Section 2 delivers an overview of the theoretical background behind AHP and game theory. Section 3 discusses the network-selection system based on AHP and game theory. Section 4 presents illustrative examples of the evaluation of the proposed method’s performance. Finally, Section 5 offers our conclusions.

2. Overview of Theoretical Background

2.1 Analytic Hierarchy Process

Developed by Thomas L. Saaty in the 1970s, AHP is a method for establishing and analyzing different complex decisions according to mathematical and psychological principles. AHP has been widely studied and applied to solve problems in different fields. A
multi-criteria decision-making (MCDM) method is presented in [12, 26]. MCDM process develops a hierarchy among various decision criteria and ranks the available different alternatives. The MCDM process formulates a decision matrix with several decision criteria and various alternatives. Hence, according to multiple input criteria, AHP decides the best alternative. Let us assume that, for a particular decision, the number of criteria and alternatives are \( N \) and \( M \), respectively. Let \( a_{ij} \) denote the value of the \( i^{th} \) alternative considering the \( j^{th} \) criteria and \( W_j \) be the weight of the \( j^{th} \) criteria. Then, the MCDM decision-making matrix is expressed as

\[
\begin{array}{cccccc}
C_1 & C_2 & C_3 & \ldots & C_N \\
Alt. & W_1 & W_2 & W_3 & \ldots & W_N \\
A_1 & a_{11} & a_{12} & a_{13} & \ldots & a_{1N} \\
A_2 & a_{21} & a_{22} & a_{23} & \ldots & a_{2N} \\
A_3 & a_{31} & a_{32} & a_{33} & \ldots & a_{3N} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
A_M & a_{M1} & a_{M2} & a_{M3} & \ldots & a_{MN} \\
\end{array}
\]

The relative maturity of the decision criteria is not always straightforward, thereby making the MCDM process very complex to implement. AHP presents a very powerful tool for selecting the best alternative by creating a hierarchical sub-problem approach. The goal stays at the top level of the hierarchy and the alternatives at the bottom level. In between these two levels are the criteria and sub-criteria. Fig. 2 shows the hierarchical structure of AHP. According to the \( N \) criteria, the best network among the \( M \) alternatives is selected.

AHP consists of multiple layers and compares all the elements of the different layers to find the best alternative. The hierarchical structure relates the elements of one level with those of the level directly below it to form relations. Then, pairwise comparisons, in which each criterion is weighed against all the other criteria and allocated computable numbers, are implemented, as shown in Table 1. The numerical values indicate the comparative rank of each criterion with respect to the others. Intermediate values, such as 2, 4, 6, and 8, can also be allocated. The next step is to construct a square matrix with values obtained from the pairwise comparisons:

\[
\begin{bmatrix}
w_{11} & w_{12} & w_{13} & \ldots & w_{1N} \\
w_{21} & w_{22} & w_{23} & \ldots & w_{2N} \\
w_{31} & w_{32} & w_{33} & \ldots & w_{3N} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
w_{N1} & w_{N2} & w_{N3} & \ldots & w_{NN}
\end{bmatrix}
\]

where \( w \) represents the numerical values attained from individual pairwise comparison. \( w_{mj} = 1 \) if both \( m \) and \( j \) criteria are of same importance or \( m = j \), \( w_{mj} > 1 \) if criterion \( m \) is more important than \( j \), and \( w_{mj} < 1 \) if criterion \( m \) is less important than \( j \).
The normalized eigenvector of the above square matrix gives the relative weights of each criterion and is written as

\[
\begin{bmatrix}
W_1 \\
W_2 \\
W_3 \\
\vdots \\
W_N
\end{bmatrix}
\] (2)

AHP now performs a pairwise comparison between the alternatives with respect to a criterion objective, constructs a square matrix, and calculates the normalized eigenvectors to find the relative weights of the alternatives. The final outcome of this process is a matrix of dimensions $M \times N$:

\[
\begin{bmatrix}
a_{11} & a_{12} & a_{13} & \ldots & a_{1N} \\
a_{21} & a_{22} & a_{23} & \ldots & a_{2N} \\
a_{31} & a_{32} & a_{33} & \ldots & a_{3N} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{M1} & a_{M2} & a_{M3} & \ldots & a_{MN}
\end{bmatrix}
\] (3)

Finally, the alternatives are ranked and their global weight is found by multiplying the final two matrices:

\[
\begin{bmatrix}
a_{11} & a_{12} & a_{13} & \ldots & a_{1N} \\
a_{21} & a_{22} & a_{23} & \ldots & a_{2N} \\
a_{31} & a_{32} & a_{33} & \ldots & a_{3N} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{M1} & a_{M2} & a_{M3} & \ldots & a_{MN}
\end{bmatrix}
\begin{bmatrix}
W_1 \\
W_2 \\
W_3 \\
\vdots \\
W_N
\end{bmatrix}
= \begin{bmatrix}
R_1 \\
R_2 \\
R_3 \\
\vdots \\
R_M
\end{bmatrix}
\] (4)

where $R$ represents the weight of the alternative.

### 2.2 Strategic Game Theory

Game theory has attracted huge interest over the past few decades in various fields of study. Although its primary use is in economics, it has become very popular in wireless-network decision-making and modeling. Among the various game models, non-cooperative game theory and the existence of equilibrium points help to establish numerous decision-making processes. Strategic game theory is a kind of non-cooperative game where each player acts rationally without any means of collaboration with other players. The outcome of individual player’s choice is characterized by distinct quantitative payoff values, which are named as utilities. The worth of a utility indicates how much a player likes the related outcome. The strategic game is a collaboration among decision-makers and obeys the following three rules:

(i) A finite set of players $P = \{p_1, p_2, \ldots, p_n\}$;

(ii) A set of strategies or actions $S_i = \{s_{i1}, s_{i2}, \ldots, s_{ip}\}$ for individual $i^{th}$ player;

(iii) The payoffs considering the set of actions $u_i(s)$.
John Nash [27] proposed the solution of a non-cooperative game which is familiar as a NE. It indicates a set of strategies, \( S_i = \{s_1, s_2, \ldots, s_p\} \), taken by the \( i \)th player to optimally respond toward the strategy of the player’s opponents. Let us consider \( S_i \) and \( S_{-i} \) to be the set of strategies of the \( i \)th player and opponents, where \( s = (s_i, s_{-i}) \in S \) and \( u(s) = u(s_i, s_{-i}) \) denote the corresponding utility sets. Thus, by the definition of NE for each \( i \)th player and for all \( s' \neq s_i \)

\[
\forall s_i, s_{-i}, \quad u_i(s_i, s_{-i}) > u_i(s'_i, s_{-i})
\]

3. Proposed Network-selection Strategy

Efficient network-selection plays an important role in an overlaid heterogeneous network system. The best network selection or “ABC” concept has attracted the attention of various researchers toward exploring numerous features of this idea. This paper classified the network-selection strategy into two categories such as centralized and decentralized approaches.

The centralized-operator-controlled decision-making is included in the centralized [10] or the network-centric technique. Here, the network or the operator controls the policies. The subscribers are obliged to abide by the network’s decision. The centralized approach largely benefits the operator; however, the user’s choices and demands are somewhat neglected. The centralized approach also falls short where multiple networks of different technologies coexist at the same time. The users are registered with numerous RANs in the decentralized approach. This is in contrast to a better user-centric approach to chose the best-valued networks.

The selection of best network in a HetNets scenario is a complex decision-making procedure concerning numerous criteria as inputs of the system. **Fig. 3** shows the mechanism for the best-network-selection process for the proposed scheme. It is essential to separate the decision-making various criteria into the classes of dynamic and static. The service requirement parameters are static in nature whereas the network matrices are dynamic in nature. The service requirement parameters include packet loss, delay, jitter, and bandwidth. The network matrices include dynamic nature parameters such as received signal strength power (RSSP), available bandwidth, and blocking probability. As can be seen in **Fig. 3**, we first consider the static application requirements of a particular service-type in our proposed scheme. AHP is used to assign a preliminary ranking to the available RANs. To develop realistic network conditions, different dynamic factors are considered. The following step comprises of finding a cost-versus-benefit ratio for the RANs. Then, a non-cooperative game is played with a cost-versus-benefit analysis and the users’ readiness to pay for certain RANs for particular deal requests. The NE provides the set of service requests and the most suitable RAN.
3.1 Network Ranking

As explained in the previous section, using AHP to establish a hierarchy among multiple alternative networks is a complex step-by-step problem involving multiple criteria, and in some cases, various sub-criteria. The pairwise comparison governing AHP requires comparative data sets to evaluate the criteria and alternatives. Firstly, it is essential to specify various criteria for diverse service requests and alternative choices of RANs for the interface selection problem. Different services require different criteria. Hence, the proper setting of the criteria is very important for achieving the best outcome. Table 2 shows a few examples of various QoE expectations and performance requirements for various types of services [1, 28]. Thus, it is clear from Table 2 that, for different service types, the weights of the criteria differ. Next, we need to look at the available RANs to establish comparative weights between the criteria. Different networks provide dissimilar levels of service in terms of different criteria.

---

**Fig. 3.** Decision-making process for proposed best-network-selection strategy.
**Table 2.** QoE expectations and performance requirement parameters for different service types.

| Service                        | QoE expectation                                      | Key performance parameters and target values                      |
|--------------------------------|------------------------------------------------------|------------------------------------------------------------------|
| Conversational voice           | High (low latency and low jitter)                    | • Bandwidth (21-320 kbps per call)                               |
|                                |                                                       | • One-way latency < 150 ms                                        |
|                                |                                                       | • One-way jitter < 30 ms                                          |
|                                |                                                       | • Packet loss < 3%                                                |
| Conversational video           | High (extremely-low packet loss and low jitter)      | • High bandwidth                                                |
|                                |                                                       | • One-way latency < 150 ms                                       |
|                                |                                                       | • Packet loss < 1%                                                |
| Non-conversational video       | High (Low jitter and extremely low packet loss)      | • High bandwidth                                                |
|                                |                                                       | • One-way latency < 2 sec                                         |
|                                |                                                       | • Packet loss < 2%                                                |
| Web-browsing                   | Low (best effort)                                   | • Consumption of variable bandwidth                              |
|                                |                                                       | • One-way delay < 4 sec /page                                     |
|                                |                                                       | • Zero loss of packet                                            |
| Gaming and interactive         | Services high (low packet loss)                      | • Consumption of variable bandwidth                              |
|                                |                                                       | • One-way latency < 75 ms                                        |
|                                |                                                       | • Packet loss < 3%                                                |
| Peer-to-peer                   | Low (best effort)                                   | • Consumption of very high bandwidth                            |
|                                |                                                       | • Tolerant to latency and loss                                   |
| Enterprise/business services   | High (critical data)                                | • High bandwidth consumption                                    |
|                                |                                                       | • Highly latency sensitive                                       |
|                                |                                                       | • High security                                                  |
| Transaction services           | High (critical data)                                | • One-way latency < 4 sec                                         |
| e.g. e-commerce, ATM           |                                                       | • Zero packet loss                                               |
| E-mail                         | Low (best effort)                                   | • One-way latency < 4 sec                                         |
|                                |                                                       | • Zero packet loss                                               |

**Table 3.** Network attributes for various available alternative RANs [25].

| Network | PD (ms) | PJ (ms) | PL (per 10^6) | S (%) | BR (Mbps) |
|---------|---------|---------|---------------|-------|-----------|
| RAN1    | 25-50   | 5-10    | 20-80         | 60    | 0.1-2.0   |
| RAN2    | 60-100  | 3-10    | 20-80         | 60    | 1.0-60.0  |
| RAN3    | 100-150 | 10-20   | 20-80         | 40    | 1.0-11.0  |
| RAN4    | 60-100  | 3-10    | 20-80         | 50    | 1.0-60.0  |

Table 3 shows an example of network attributes such as packet delay (PD), packet loss (PL), packet jitter (PJ), security (S), and bit rate (BR) for four different RANs. AHP is used to rank the offered various RANs considering different criteria for a service request. The criterion assessment is accomplished considering the QoE prospects and performance requirements listed in Table 2. The pairwise comparison and assignment of weights according to Table 1 help in the building of the matrix in (1). The eigenvectors of this matrix in (2) give weights to the criteria for the indicated service-type. The subsequent step is to compare the alternative various RANs considering the criteria and construct the matrix as in (3). The final weight of the alternative RANs is calculated by using (4) to create a preliminary ranking of the available networks.
3.2 Actual Network Score Calculation

For a specific service request, the weight estimation of a RAN considers the static parameters. It is required to combine the assessment for the dynamic parameters of various RANs with the computed AHP score by considering the static parameters to weigh existing RANs. Therefore, for a candidate RAN, the actual weight is expressed as

\[ W_{\text{RAN}} = \sum \alpha R_{\text{AHP}} \]  

where \( \alpha \in w, X \in \{ \text{RSSP, available BW, call blocking probability} \} \), and \( w = \frac{\text{Actual value}}{\text{Best value}} \).

3.3 Non-cooperative Strategic Game Formation

Up to this point, what we have is a hierarchy of the available RANs considering both the static as well as dynamic attributes of requested services and available networks. However, the user's budget and/or the willingness to pay for a specific service demand is also another factor that impacts the selection of RANs. The selection of the optimal RAN not only needs to fulfill the best service conditions but also needs to consider the economic aspect. For a user point of view, the choice of the best RAN at the best probable price is the most optimal output. Whatever lower than this outcome may cause to a Pareto-inefficient outcome. As a result of Pareto-inefficient outcome, a user receives less benefit against paying of same value. Otherwise, the user may be encouraged to pay higher prices to receive the same benefit. Therefore, for the RAN selection, a two-player non-cooperative strategic game containing the rules is proposed as follows:

(i) We consider one player for network plane and another payer for user plane. To choose the best network, these players participate in the game without any form of collaboration.

(ii) The strategy set \( S_i \) is not same for diverse players. It is the accessible alternative RANs for the network plane, whereas it is the user's requested services for the user plane. Thus, \( S_{\text{network plane}} \in \{ \text{RAN}_1, \text{RAN}_2, \ldots, \text{RAN}_m \} \) and \( S_{\text{user plane}} \) are the sets of requested services.

(iii) The payoffs for individual set of actions or strategies for diverse players also differ. For the network plane, the payoff is the cost–benefit ratio obtainable for a specific requested service. For the user plane, it is the user's willingness to pay for the requested service of a specific network.

Let consider player \( P_1 \in \text{Network} \) and \( P_2 \in \text{user} \), as well as their available strategy sets, be \( S_1 \in \{ \text{RAN}_1, \text{RAN}_2, \ldots, \text{RAN}_m \} \) and \( S_2 \in \text{service requests} (r_1, r_2, \ldots, r_n) \), respectively. The payoff functions for different players are also different. Let consider the payoff function for the players be \( u_1(S_1) \) and \( u_2(S_2) \), respectively. We use the actual weights of the RANs and the prices they charge for a specific service request. The payoff function of player \( P_1 \) can be written as:

\[ u_{\text{RAN}_m, r_q} = \frac{W_{\text{RAN}_m} r_q}{C_{\text{RAN}_m, r_q}}, \]  

where \( \text{RAN}_m \) and \( r_q \) indicate that a service request \( r_q \) is served by \( \text{RAN}_m \) and its weight is \( W \), as in (6). \( C_{\text{RAN}_m, r_q} \) is the normalized cost for the service request \( r_q \) which is served through \( \text{RAN}_m \).
Thus, $\sum_{m=1}^{M} C_{RAN_{m}, r_q}$ is the sum of the distinct costs for all $M$ RANs accessible to offer service $r_q$. $P_2$ is the willingness to pay for a specific service under a specific RAN. The score of an absolute willingness is 1. It specifies that the user’s evaluation of a service considering the cost and the service provider’s actual price are the same. Therefore, the willingness to pay (WTP) can be expressed as

$$WTP = 1 + \frac{P_u - P_a}{P_a}$$

where $P_u$ and $P_a$ are the user’s perceived price and the actual price, respectively.

The equilibrium strategies that set off the game-satisfying condition in (5) are the NEs of this game and signify the most appropriate RAN for a specific requested service. The game space takes the system presented in Fig. 4. The outcome of the game is the choice of the NEs originated in each column. An NE is a strategy with the maximum payoff in an offered set. Therefore, in this game, a strategy causing in an NE contains a service request $r_q$ along with its most suitable network $RAN_p$.

Even though this paper considers the service requirements, both the static as well as dynamic network attributes, and the combination of AHP with the game theory, the processing time for the proposed scheme will not suffice to achieve the required goal. The processing time depends on the system configurations. The currently available mobile devices, as well as network systems, are fast enough to support the short processing time of the proposed interface selection method.

### 4. Illustrative Examples

This section provides an illustrative example of the network-selection approach proposed in this paper. The simulation environments are numeric iterations based on the network QoE expectations, the requirements of various service types (refer to Table 2), and network attributes for various available RANs (refer to Table 3). The criteria-weight matrices for service-type 1, service-type 2, and service-type 3, as well as the steps presented in Sections 2 and 3 for the most suitable network-selection, are described in this section.

Three different services, namely service 1, service 2, and service 3, are considered for this illustration. The performance requirements for the three different types of service requests are
shown in Table 2. It is assumed that a user demanding these services is listed into the multi-technology heterogeneous networks containing RAN1, RAN2, RAN3, and RAN4. Our provided scheme supports the universal approach in RAN selection. Therefore, without concentrating on specific RANs, such as long-term evolution (LTE) and WiMAX, the proposed system provides a more general approach by considering the RANs. For the illustrative examples, we assume that four different RANs are available to serve for a particular service request. RAN1 and RAN2 are modeled on LTE standard, RAN3 is considered as WLAN standard, and RAN4 is based on the WiMAX standard. The corresponding network attributes for different RANs are listed in Table 3.

PD, PJ, PL, S, and BR are the assumed static attributes. The primary mission is to follow different steps of Sections 2 and 3 to accomplish an AHP investigation. For service-type 1, the criteria-weight matrix is

\[
\begin{array}{cccccc}
PD & PJ & PL & BR & S \\
PD & 1 & 5/1 & 7/1 & 5/1 & 7/1 \\
PJ & 1/5 & 1 & 3/1 & 7/1 & 5/1 \\
PL & 1/7 & 1/3 & 1 & 1/3 & 3/1 \\
BR & 1/5 & 1/7 & 3/1 & 1 & 1/2 \\
S & 1/7 & 1/5 & 1/3 & 2/1 & 1 \\
\end{array}
\]

For service-type 2, this matrix is

\[
\begin{array}{cccccc}
PD & PJ & PL & BR & S \\
PD & 1 & 1/5 & 1/7 & 1/5 & 2/1 \\
PJ & 5/1 & 1 & 1/3 & 3/1 & 5/1 \\
PL & 7/1 & 3/1 & 1 & 7/1 & 9/1 \\
BR & 5/1 & 1/3 & 1/7 & 1 & 1/2 \\
S & 1/2 & 1/5 & 1/9 & 2/1 & 1 \\
\end{array}
\]

For service-type 3, it is

\[
\begin{array}{cccccc}
PD & PJ & PL & BR & S \\
PD & 1 & 1/3 & 1/7 & 1/3 & 1 \\
PJ & 3/1 & 1 & 1/3 & 5/1 & 5/1 \\
PL & 7/1 & 3/1 & 1 & 5/1 & 7/1 \\
BR & 3/1 & 1/5 & 1/5 & 1 & 1/3 \\
S & 1 & 1/5 & 1/7 & 3/1 & 1 \\
\end{array}
\]

From the normalized eigenvectors of these achieved three matrices, the criteria weights for the three service types are obtained, as in (2). Table 4 summarizes the criteria weights for individual type of service.

| Criteria | Service 1 | Service 2 | Service 3 |
|----------|-----------|-----------|-----------|
| PD       | 0.5312    | 0.0605    | 0.0612    |
| PJ       | 0.2475    | 0.2398    | 0.2655    |
| PL       | 0.0762    | 0.5251    | 0.4990    |
| BR       | 0.0813    | 0.1033    | 0.0808    |
| S        | 0.0635    | 0.0711    | 0.0930    |
The subsequent step is to accomplish pairwise comparisons between the existing RANs based on different criteria. The matrix formed by considering the PD, PD, PL, BR, and S criteria is created based on available data in Table 3.

For the criterion PD, the square matrix for the available RANs is

|     | RAN_1 | RAN_2 | RAN_3 | RAN_4 |
|-----|-------|-------|-------|-------|
| RAN_1 | 1     | 1     | 7/1   | 5/1   |
| RAN_2 | 1/7   | 1/7   | 1     | 1/3   |
| RAN_3 | 1/5   | 1/5   | 3/1   | 1     |
| RAN_4 | 1     | 1     | 1     | 1     |

For the criterion PJ, the square matrix for the available RANs is

|     | RAN_1 | RAN_2 | RAN_3 | RAN_4 |
|-----|-------|-------|-------|-------|
| RAN_1 | 1     | 1     | 6/1   | 1/2   |
| RAN_2 | 1/6   | 1/6   | 1     | 1/7   |
| RAN_3 | 2/1   | 2/1   | 7/1   | 1     |
| RAN_4 | 1     | 1     | 1     | 1     |

For the criterion PL, the square matrix for the available RANs is

|     | RAN_1 | RAN_2 | RAN_3 | RAN_4 |
|-----|-------|-------|-------|-------|
| RAN_1 | 1     | 1     | 1     | 1     |
| RAN_2 | 1     | 1     | 1     | 1     |
| RAN_3 | 1     | 1     | 1     | 1     |
| RAN_4 | 1     | 1     | 1     | 1     |

For the criterion BR, the square matrix for the available RANs is

|     | RAN_1 | RAN_2 | RAN_3 | RAN_4 |
|-----|-------|-------|-------|-------|
| RAN_1 | 1     | 1     | 1/7   | 1/9   |
| RAN_2 | 1/7   | 1/7   | 1     | 1/7   |
| RAN_3 | 9/1   | 9/1   | 7/1   | 1     |
| RAN_4 | 1     | 1     | 1     | 1     |

For the criteria S, the square matrix for the available RANs is

|     | RAN_1 | RAN_2 | RAN_3 | RAN_4 |
|-----|-------|-------|-------|-------|
| RAN_1 | 1     | 1     | 5/1   | 3/1   |
| RAN_2 | 1     | 1     | 5/1   | 3/1   |
| RAN_3 | 1/5   | 1/5   | 1     | 1/3   |
| RAN_4 | 1/3   | 1/3   | 3/1   | 1     |

The relative weights of different accessible RANs considering different criteria are calculated from the matrix as in (3):

|     | PD    | PJ    | PL    | BR    | S     |
|-----|-------|-------|-------|-------|-------|
| RAN_1 | 0.4224 | 0.2529 | 1     | 0.0458 | 0.3898 |
| RAN_2 | 0.4224 | 0.2529 | 1     | 0.0458 | 0.3898 |
| RAN_3 | 0.0506 | 0.0487 | 1     | 0.2187 | 0.0679 |
| RAN_4 | 0.1044 | 0.4454 | 1     | 0.6894 | 0.1523 |
Fig. 5 shows the graphical illustration of preliminary weights based on static parameters for different services on different networks. As shown in Fig. 5, if the RAN selection is performed based only on the static parameters, the best-valued networks for service-type 1 are RAN1 and RAN2. RAN4 is the preeminent selection for both service types 2 and 3. Nevertheless RAN3 is the worst provider for service 1, it increases ground for service types 2 and 3 because of its higher average BR. The weight of the available RANs presented in Fig. 5 only considers the static requirements for different service requests and compares the available RANs with respect to those attributes. As mentioned before, the combination of both the static and dynamic attributes is considered for the actual network score calculation in our proposed system.

The total payoff under different conditions is calculated. The total payoff for service type 1 generated with four available RANs is presented in Fig. 6. For the same weights of RSSP and WTP by the user, the equilibrium points are generated by RAN1 and RAN2. Therefore, for service-type 1, a user chooses either RAN1 or RAN2 in this case. The choice between RAN1 and RAN2 is subjected to the offered RSSP weight under this condition. Furthermore, we observe that, the payoff generated by RAN2 far outperforms that of RAN1 with WTP=0.7 and WTP=0.8 for RAN1 and RAN2, respectively. This performance shows that the NE of the game lies with RAN2. RAN4 provides a weight that is slightly close to those of RAN1 and RAN2. However, for the same RSSP values, the user is only attracted if WTP=0.85, i.e., there is an 18% lower price for the equal level of service 1. Due to the worst-network score’s drifting toward the most-favorable price for the user, RAN3 fails to attract any user when other RANs are available. These mechanisms prove the usefulness of our proposed system in protecting the user from choosing a RAN as a result of considering only lower price without considering the weight of network.
The preliminary network weights of the RANs for service-type 2 makes RAN4 more suitable for this type of service. However, if we look at the other network scores, we can see that they are not at a very bad level. The network-selection game effectively dominates the decision-making in this scenario. Fig. 7 shows the total payoff generated by this game for service-type 2. For example, with the same RSSP weight and WTP, RAN4 is the best-suited network; however, RAN1 and RAN2 gain ground when the RSSP offered by RAN4 changes for the worst. We can also see that, with WTP=0.8, the RAN3 payoff matches the payoffs generated with WTP=0.7 for both RAN1 and RAN2.
A dynamic condition in which the payoffs for various RANs considering RSSP and WTP values for service-type 3 is presented in Fig. 8. The payoffs for different networks are: 2.72 for RAN1 with RSSP weight=0.8 and WTP=0.7; 2.91 for RAN4 with RSSP weight=0.8 and WTP=0.7; 3.04 for RAN2 with RSSP weight=0.8 and WTP=0.8; 2.85 for RAN3 with RSSP weight=0.8 and WTP=0.85. Therefore, for various RSSP and WTP weights, the payoffs indicate changes in NE, thereby providing the user with a strategic advantage over the networks. The user’s decision changes along with the static or dynamic attributes of the different RANs, which need to adjust their prices in order to retain their users. This game confirms that the user receives assured level of services.

We present our results for the various combinations of WTP values in observing how our proposed scheme works. We kept WTP=0.7 for RAN1, RAN2, RAN3, and RAN4 in all cases. The WTP values for RAN2, RAN3, and RAN4 are changed with different combinations for a comparison of these results with the results of WTP=0.7 for RAN1, RAN2, RAN3, and RAN4. Figs. 6–8 show that our proposed method works well for all combinations. The proposed scheme combines the hierarchical evaluations of the networks with game theory to solve the RAN selection issue by considering the dynamic nature of the QoE expectations and performance requirements for different services. As depicted in Fig. 3, our proposed method takes into account the service requirements, as well as static and dynamic network attributes, while using AHP to evaluate the available networks. From the detailed illustrations provided in Figs. 6–8 show that the network-selection approach in this paper provides the user the upper hand for selecting the best RAN. Though it has been designed for the selection of the best-valued network, the method confirms the commitments of the RANs to their users, who receive the best service for the lowest price.

5. Conclusions

To achieve the goals of the convergence of HetNets, best-network-selection according to service criteria is one of the most vital issues. Hence, the issue of the best-valued interface selection requires more attention than ever, due to the fact that the wireless technologies are
getting more diverse for 5G-and-beyond communications. The existing network-selection methods combine AHP with game theory and consider fixed weight systems for ranking the available networks. Our proposed scheme not only combines AHP and game theory but also considers the dynamic manner of QoE expectations and service requirements. The inclusion of these additional parameters for network selection does not affect the delay. Our scheme provides parallel processing of these parameters with other procedures. We consider static and dynamic network attributes, as well as service requirements, while using AHP to evaluate the available networks. Then, we formulate a user-versus-network game to select the best suitable network.

This work distinguishes between various service types as well as their requirements during best network-selection. The proposed scheme assigns weights to the available various RANs by considering both the static and dynamic types of parameters. The proposed approach confirms that the RANs are weighted not only according to their technological attributes but also their actual radio conditions. The illustrative examples show that the network-selection approach offered in this paper gives the user the upper hand when selecting networks. Though it is designed for the selection of the best-valued network, this work ensures the commitment of a RAN to its users, i.e., ensuring that the RAN keeps its promises to its users and avoids the risk of its users drifting toward other RANs. Therefore, this system not only offers an effective way to select from different RANs but also persuades the RANs to keep their quality high along with low price. This work provides a generalized approach to network-selection. For 5G-and-beyond communication systems, this proposed dynamic network-selection approach will perform well beyond the reach of the traditional methods of network-selection. Therefore, we expect that our work would significantly contribute to the future deployment of high-density HetNets.
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