Uncertainty quantification for an optical grating coupler with an adjoint-based Leja adaptive collocation method
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Abstract

This paper addresses uncertainties arising in the nano-scale fabrication of optical devices. The stochastic collocation method is used to propagate uncertainties in material and geometry to the scattering parameters of the system. A dimension-adaptive scheme based on Leja nodes is employed to reduce the computational complexity. By combining the Leja adaptive algorithm with an adjoint-based error indicator, an even smaller complexity is obtained. The scheme’s efficiency is demonstrated by numerical results for an optical grating coupler. For this model problem, the adaptive strategy allows to compute statistical moments, probabilities and global sensitivity indices, taking into account a moderately high number of uncertain input parameters. In particular, it is found that geometric sensitivities outweigh sensitivities with respect to material parameters for the considered setting.

Keywords: adaptivity, adjoint error indicator, hierarchical interpolation, Maxwell’s source problem, plasmonics, polynomial chaos

1. Introduction

Plasmonic structures offer great potential for subwavelength optics and optoelectronics \cite{1} and have been intensively studied from both a fundamental and an application point of view in recent years. The key principle is the interaction of an optical excitation with surface plasmons on a metallic surface \cite{2}. This interaction strongly depends on the subwavelength geometry \cite{1}, which can be suitably adjusted using modern nano-scale fabrication methods. A high coupling efficiency can be achieved, e.g. using grating couplers \cite{3} \cite{4} \cite{5}. These structures can be analyzed using methods from computational electromagnetics \cite{6}, such as the rigorous coupled-wave analysis (RCWA) \cite{7} \cite{8}, the finite-difference time-domain (FDTD) method \cite{9} \cite{10} \cite{11}, the boundary element method (BEM) \cite{12} \cite{13}, continuous Galerkin methods in the frequency domain \cite{14} \cite{15} and the discontinuous Galerkin time-domain (DGTD) method \cite{16} \cite{17} \cite{18} \cite{19} \cite{20}.

Due to recent developments in uncertainty quantification (UQ) \cite{21}, studying statistical parameter variations within the numerical simulation of fields and waves comes into reach. Quantifying uncertainties for optical components and plasmonic structures in particular is highly desirable, as relatively large variabilities of nano-scale geometrical parameters can be observed, see, e.g. \cite{5}. In addition, in view of the complicated measurement process, uncertainties are present in dispersion parameters or the dispersion model itself. Inferring parameter statistics from measurements and assessing model-form uncertainties are important tasks of current interest, but beyond the scope of this paper. Instead, we focus on the propagation of uncertainties from the model inputs to the outputs, in order to compute global sensitivities and confidence intervals for physical quantities of interest (QoIs).

In recent years, spectral methods for UQ have been developed as an efficient alternative to Monte Carlo simulation \cite{21} \cite{22} \cite{23} \cite{24} \cite{25} \cite{26}. These methods are continuously improved to address large-scale problems with many uncertain input parameters, which still pose a computational challenge nowadays. Adaptivity in combination with polynomial approximation is a promising technique to delay the curse-of-dimensionality. Other approaches rely on low-rank tensor decompositions \cite{27}, active subspaces \cite{28} or model-order reduction \cite{29} \cite{30} \cite{31}, which however will not be
considered here. Spectral methods have been applied to a wide range of areas for UQ purposes, e.g. fluid dynamics \cite{32,33} and structural mechanics \cite{34}, to mention the most common ones. Wave propagation has been considered much later and it was observed that spectral methods may fail to converge exponentially in this case \cite{35}. In microwave engineering, polynomial approximations have been applied in \cite{36} for the case of low-dimensional uncertainty, while an academic, moderately high-dimensional example has been considered in \cite{37}. Theoretical results for the Helmholtz transmission problem as a model for acoustic scattering and nano-optics have recently been obtained in \cite{38,39}. In those works, analytic regularity of the solution with respect to perturbations in the scatterer geometry was obtained for large wavelengths. The case of infinitely many input parameters was addressed by using an adaptive Smolyak algorithm, similar to the one presented in \cite{40}. Based on the analyticity results, algebraic convergence rates, independent of the number of random inputs, were proven. As an alternative to polynomial methods, rational approximations of Padé-type have recently been employed for a Helmholtz problem with a random wave number \cite{41}.

In this paper, we present techniques to quantify uncertainties in subwavelength optical structures. As a model problem, we consider the optical coupling into metal-insulator-metal (MIM) plasmon modes with subwavelength diffraction gratings \cite{5}, which is illustrated in Fig. 1. A plane wave at optical frequency hits the surface of a grating coupler. The incident wave couples with a MIM plasmon mode, which propagates along the metallic surface. It is found that the MIM resonance has a significant shift (in energy) as a function of the grating depth \cite{5} and therefore, it is of great interest to evaluate the influence of nano-technological manufacturing imperfections. Such a periodic structure can be addressed with FDTD, however, we use the finite element method (FEM), as it can easily handle complex geometries.

Both geometric and material parameters are modeled as random variables (RVs) and stochastic (pseudo-)spectral methods are used to compute moments, sensitivities and confidence intervals of the solution. We make use of polynomial surrogate modeling to compute the variability of the MIM resonance, by treating the excitation frequency as an additional parameter. We first recall well-established polynomial chaos techniques which are used for numerical comparisons, but also to numerically investigate the regularity of the considered output quantity based on the decay of coefficients. The main UQ technique in this work is an adaptive collocation method based on Leja points \cite{40,42}, which is able to address the moderately high number of parameters in the considered model. In order to efficiently steer the adaptive selection of polynomials, we derive an adjoint representation of the stochastic error. Adjoint techniques have been used in a stochastic context before \cite{43,44}, also in combination with Clenshaw-Curtis adaptive collocation \cite{45,46}, and applied to a number of academic examples. In this work, we combine adjoint techniques with hierarchical Leja interpolation and apply the resulting scheme to a more complex model, i.e. an optical grating coupler. Contrary to the works \cite{45,46}, the use of weighted Leja nodes allows us to consider non-uniformly distributed uncertain parameters. Results show clearly that the use of adjoint techniques improve the efficiency of adaptive collocation, also when the more “granular” Leja points are employed. We note that the methodologies for uncertainty analysis of the resonance frequency and adaptivity are presented and apply in a general context, although they are illustrated by means of an optical grating coupler.

The paper is structured as follows. In Section 2 the deterministic problem of wave scattering in periodic structures, its finite element discretization and its parametrization are presented. In Section 3 we introduce the UQ methods used for the simulation. We consider both generalized polynomial chaos (gPC) and adaptive interpolation based on Leja points. In this section we also introduce the adjoint error indicator and discuss the necessary adaptations to the adaptive algorithm. In Section 4 those UQ methods are applied to an optical grating coupler. After presenting the numerical

Figure 1: Optical coupling into MIM plasmon modes \cite{5}. 

model and its parametrization, we first address the single-frequency case. We identify the most sensitive parameters and investigate the smoothness of the mapping from those inputs to the scattering parameter. Finally, we consider broadband calculations and perform UQ for the resonance. In the last section we give some concluding remarks.

2. Maxwell’s Source Problem

In the following, we state Maxwell’s source problem for the scattering in periodic structures with excitation by an incident plane wave. We also introduce the finite element (FE) discretization for the numerical approximation of fields and scattering parameters.

2.1. Deterministic Problem

We start with the time-harmonic Maxwell’s equations,

\[
\nabla \times \mathbf{E} = -j\omega \mu \mathbf{H} \quad \text{in} \; D, \tag{1a}
\]

\[
\nabla \times \mathbf{H} = \mathbf{J}_s + j\omega \epsilon \mathbf{E} \quad \text{in} \; D, \tag{1b}
\]

\[
\nabla \cdot (\epsilon \mathbf{E}) = \rho \quad \text{in} \; D, \tag{1c}
\]

\[
\nabla \cdot (\mu \mathbf{H}) = 0 \quad \text{in} \; D, \tag{1d}
\]

where \( \mathbf{E} \) denotes the electric field phasor, \( \mathbf{H} \) the magnetic field phasor, \( \mathbf{J}_s \) the source current phasor, \( \rho \) the charge density phasor, \( \omega \) the angular frequency, \( \epsilon \) the dispersive complex permittivity, \( \mu \) the permeability and \( D \) the computational domain to be specified. The permeability \( \mu = \mu_0 \mu_r \), where \( \mu_r \) and \( \mu_0 \) represent the relative and vacuum permeability, respectively, is assumed to be nondispersive. In absence of charges and source currents, i.e. \( \rho = 0 \) and \( \mathbf{J}_s = 0 \), the so-called curl-curl equation reads

\[
\nabla \times \left( \mu_r^{-1} \nabla \times \mathbf{E} \right) - \omega^2 \epsilon \mu_0 \mathbf{E} = 0 \quad \text{in} \; D, \tag{2}
\]

to be endowed with appropriate boundary conditions.

Given an infinitely periodic structure and a periodic excitation, the computational domain \( D \) can be confined to a single unit cell of the periodic structure, based on Floquet’s Theorem [14, Chapter 13]. The unit cell is illustrated in Fig. 2. Without loss of generality we assume periodicity in the \( x \) and \( y \) directions, whereas \( \Gamma_z^+ \) and \( \Gamma_z^- \) denote the boundaries in the non-periodic direction. At \( \Gamma_z^+ \) the structure is excited by an incident plane wave

\[
\mathbf{E}^{\text{inc}} = \mathbf{E}_0 e^{-j\mathbf{k}^{\text{inc}} \cdot \mathbf{r}}, \quad \mathbf{k}^{\text{inc}} = \begin{bmatrix} k_x^{\text{inc}} \\ k_y^{\text{inc}} \\ k_z^{\text{inc}} \end{bmatrix} = [-k_0 \sin \theta \cos \phi] \begin{bmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{bmatrix}, \tag{3}\]

where \( \theta^{\text{inc}}, \phi^{\text{inc}} \) are the angles of incidence and \( k_0 = \omega \sqrt{\mu_0 \epsilon_0} \) the wavenumber in vacuum. It is worth noting that, due to the oblique angles, the periodicity of the excitation differs from the geometrical periodicity of the structure. According to Floquet’s theorem, we need to enforce periodic phase-shift boundary conditions,

\[
\mathbf{E}|_{\Gamma_x^+} = \mathbf{E}|_{\Gamma_x^-} e^{j\psi_x}, \quad \psi_x = -k_x^{\text{inc}} d_x \quad \text{on} \; \Gamma_x^+ \cup \Gamma_x^-; \tag{4a}
\]

\[
\mathbf{E}|_{\Gamma_y^+} = \mathbf{E}|_{\Gamma_y^-} e^{j\psi_y}, \quad \psi_y = -k_y^{\text{inc}} d_y \quad \text{on} \; \Gamma_y^+ \cup \Gamma_y^-; \tag{4b}
\]
where the phase-shifts $\psi_x$, $\psi_y$ depend only on the wavevector $k^{inc}$ of the incident wave at $\Gamma_z$ and on the dimensions $d_x$, $d_y$ of the unit cell.

To truncate the structure in the non-periodic direction at $\Gamma_z$, a Floquet absorbing boundary condition can be derived by splitting the electric field in the unbounded, homogeneous region $z \geq z^+$ as

$$E = E^{inc} + E^{sc},$$

where $E^{inc}$ and $E^{sc}$ represent the known incident field and the unknown scattered field, respectively. As derived in [47, Chapter 3] and [48, Chapter 12.2.1], the scattered field $E^{sc}$ can be represented as an infinite series of Floquet modes

$$E^{sc} = \sum_{\alpha \in \{TE, TM\}} \sum_{m,n \in \mathbb{Z}} c_{\alpha,mn} E_{\alpha,mn} e^{-jk_{mn}(z-z^+)} ,$$

where $E_{\alpha,mn}$ is the Floquet mode of the unit cell.

By taking the cross product of the curl of (5) with $\mathbf{e}_z$, the magnetic field above the structure is expressed as

$$\mathbf{H}^{inc} = \pi_T \mathbf{E}^{inc}.$$

The incident plane wave $E^{inc}$ corresponds to the lowest order Floquet modes $E_{\alpha,00}$ with modal admittance $Y^{inc}$

$$\pi_T [\mathbf{H}^{inc}] = Y^{inc} \pi_T [\mathbf{E}^{inc}], \quad Y^{inc} := \left\{ \begin{array}{ll} \sqrt{\frac{\mu}{\varepsilon}} \cos(\theta_{inc}) & \text{for } \alpha = \text{TE}, \\ \sqrt{\frac{\varepsilon}{\mu}} \cos(\theta_{inc}) & \text{for } \alpha = \text{TM}. \end{array} \right.$$

By taking the cross product of the curl of (5) with $\mathbf{e}_z$, the magnetic field above the structure is expressed as

$$\mathbf{H}^{inc} = \sum_{\alpha \in \{TE, TM\}} \sum_{m,n \in \mathbb{Z}} c_{\alpha,mn} Y_{\alpha,mn} \pi_T [E_{\alpha,mn} e^{-jk_{mn}(z-z^+)}] = 2Y^{inc} \pi_T [\mathbf{E}^{inc}].$$
where δ denotes the Kronecker delta, the unknown coefficients \( \tilde{c}_{\alpha,\mu n} \in \mathbb{C} \) of the modal expansion (9) can be obtained as

\[
\tilde{c}_{\alpha,\mu n} = \left( \pi_T [E], \pi_T [E_{\alpha,\mu n}] \right)_{\Gamma, \epsilon} = \left( \pi_T [E^{inc}], \pi_T [E_{\alpha,\mu n}] \right)_{\Gamma, \epsilon} + \left( \pi_T [E^{inc}], \pi_T [E_{\alpha,\mu n}] \right)_{\Gamma, \epsilon}.
\] (12)

Equation (9) represents the boundary condition to be imposed on \( \Gamma_{\epsilon} \). In practice, the infinite sum of Floquet modes is truncated to \( -m_{\text{max}} \leq m \leq m_{\text{max}}, -n_{\text{max}} \leq n \leq n_{\text{max}} \). Further simplifications are possible if the dimensions of the unit cell are small enough, such that only the fundamental modes \( E_{\alpha,00} \) propagate, and the boundary \( \Gamma_{\epsilon} \) is placed sufficiently far away from the structure, such that all higher order modes are attenuated to a negligible amplitude. In this case, the fundamental mode is of particular interest and we may omit all evanescent higher order modes. In particular, we can employ the first-order absorbing boundary condition \([14\text{ Chapter 13.4.1}]\), i.e.

\[
\pi_1 [H] - \frac{k_{\text{inc}}^2}{\omega \mu k_{\text{inc}}} (k_{\text{inc}} \cdot \pi_T [E]) - \frac{k_{\text{inc}}}{\omega \mu} \pi_T [E] = 2Y_{\text{inc}} \pi_T [E^{inc}], \quad \text{where } k_{\text{inc}} := \pi_T [k_{\text{inc}}].
\] (13)

At \( \Gamma_{\epsilon} \), a perfect electric conductor (PEC) boundary condition is applied to truncate the structure, i.e.

\[
n \times E = 0 \quad \text{on } \Gamma_{\epsilon},
\] (14)

however, different boundary conditions are also possible, e.g. again a Floquet absorbing boundary condition or perfectly matched layers (PML) \([14]\).

In summary, we are concerned with the boundary value problem

\[
\nabla \times \left( \mu_1^{-1} \nabla \times E \right) - \omega^2 \varepsilon \mu_0 E = 0 \quad \text{in } D,
\] (15a)

\[
E_{\Gamma_{\epsilon}} = E_{\Gamma_{\epsilon}} e^{i \psi_{\epsilon}}, \quad \text{on } \Gamma_{\epsilon} \cup \Gamma_{\epsilon}',
\] (15b)

\[
E_{\Gamma_{\epsilon}} = E_{\Gamma_{\epsilon}} e^{i \psi_{\epsilon}}, \quad \text{on } \Gamma_{\epsilon} \cup \Gamma_{\epsilon}',
\] (15c)

\[
n \times E = 0 \quad \text{on } \Gamma_{\epsilon},
\] (15d)

\[
\pi_1 [H] + \sum_{|m| \leq m_{\text{max}}} \tilde{c}_{\alpha,\mu n} \pi_T [E_{\alpha,\mu n}] = 2Y_{\text{inc}} \pi_T [E^{inc}] \quad \text{on } \Gamma_{\epsilon}.
\] (15e)

2.1.1. Weak formulation and discretization

To simplify the notation, we introduce the traces

\[
u_{\Gamma} := (n_\Gamma \times u_\Gamma) \times n_\Gamma, \quad (16a)
\]

\[
u_\Gamma := n_\Gamma \times u_\Gamma, \quad (16b)
\]

where \( \Gamma := \partial D \) denotes the boundary of \( D \) and \( n_\Gamma \) refers to its outer unit normal.

By building the inner product of (15a) with tests function \( E' \in V \), where \( V \) is to be determined, and integration by parts we obtain

\[
\left( \mu_1^{-1} \nabla \times E, \nabla \times E' \right)_D - \omega^2 \varepsilon \mu_0 (E, E')_D - j \omega \mu_0 (H, E')_\Gamma = 0.
\] (17)

The boundary integral can be further simplified, i.e. the contributions on \( \Gamma_{\epsilon}', \Gamma_{\epsilon} \) and \( \Gamma_{\epsilon}' \) cancel each other due to the periodic phase-shift boundary conditions (15b), (15c) of trial and test functions. We further eliminate the portion of the integral on \( \Gamma_{\epsilon} \) by demanding that the test functions \( E' \) fulfill the PEC boundary condition (15d).

The appropriate function space \( V \) for a weak formulation is a subspace of \( H(\text{curl}; D) \), i.e. the (complex) vector function space of square-integrable functions with square-integrable curl. For more details on function spaces in the context of Maxwell’s source problem, the reader is referred to [15] Chapter 3. To account for the boundary conditions in [15], the function space is chosen as

\[
V := \{ v \in H(\text{curl}; D) : \nu_{\Gamma} |_{\Gamma_{\epsilon}} = 0 \land \nu_{\Gamma} |_{\Gamma_{\epsilon}'} = -v_{\Gamma} |_{\Gamma_{\epsilon}'}, e^{i \psi_{\epsilon}} \land v_{\Gamma} |_{\Gamma_{\epsilon}'} = -v_{\Gamma} |_{\Gamma_{\epsilon}'}, e^{i \psi_{\epsilon}} \land v_{\Gamma} |_{\Gamma_{\epsilon}} \in (L^2(\Gamma_{\epsilon}))^3 \},
\] (18)
where the condition \( \mathbf{v}_{\Gamma_z} \in \mathbb{L}^2(\Gamma_z) \) is required to obtain a well-defined boundary integral. The weak formulation reads: find \( \mathbf{E} \in V \) s.t.

\[
\left( \mu_r^{-1} \nabla \times \mathbf{E}, \nabla \times \mathbf{E}' \right)_D - \omega^2 \mu_0 (\mathbf{E}, \mathbf{E}')_D - j \omega \mu_0 (\mathbf{H}, \mathbf{E}')_{\Gamma_z} = 0 \quad \forall \mathbf{E}' \in V.
\]  

(19)

On \( \Gamma_z \), the Floquet absorbing boundary condition can be employed, leading to the variational formulation: find \( \mathbf{E} \in V \) s.t.

\[
a(\mathbf{E}, \mathbf{E}') = l(\mathbf{E}') \quad \forall \mathbf{E}' \in V,
\]

(20)

where

\[
a(\mathbf{E}, \mathbf{E}') := \left( \mu_r^{-1} \nabla \times \mathbf{E}, \nabla \times \mathbf{E}' \right)_D - \omega^2 \mu_0 (\mathbf{E}, \mathbf{E}')_D + j \omega \mu_0 \sum_{a,m,n} Y_{a,m,n} (\mathbf{E}_T, \mathbf{E}'_T)_{\Gamma_z},
\]

(21)

\[
l(\mathbf{E}') := 2 j \omega \mu_0 \gamma_{inc} \left( \mathbf{E}_{inc}^T, \mathbf{E}'_T \right)_{\Gamma_z}.
\]

(22)

If the first-order Floquet boundary condition (13) is sufficient, \( a(\cdot, \cdot) \) simplifies to

\[
a^{FO}(\mathbf{E}, \mathbf{E}') := \left( \mu_r^{-1} \nabla \times \mathbf{E}, \nabla \times \mathbf{E}' \right)_D - \omega^2 \mu_0 (\mathbf{E}, \mathbf{E}')_D - \frac{j}{k_{inc}^2} (\mathbf{k}_{inc} \cdot \mathbf{E}_T, \mathbf{k}_{inc} \cdot \mathbf{E}'_T)_{\Gamma_z} - j k_{inc}^2 (\mathbf{E}_T, \mathbf{E}'_T)_{\Gamma_z}.
\]

(23)

To ensure a curl-conforming discretization of (19), we approximate the electric field \( \mathbf{E} \) numerically as

\[
\mathbf{E}_h(\mathbf{x}) = \sum_{j=1}^{N_d} c_j \mathbf{N}_j(\mathbf{x})
\]

(24)

where \( \mathbf{N}_j \) denotes Nédélec basis functions of the first kind [49, 15] and 1st or 2nd order, defined on a tetrahedral mesh of the domain \( D \). The mesh is assumed to be periodic, i.e. the surface meshes on \( \Gamma_x \) and \( \Gamma_y \), as well as on \( \Gamma_z \), are respectively identical. Without loss of generality we further assume the vector of coefficients \( \mathbf{c} \in \mathbb{C}^{N_h} \) to be ordered such that the boundary conditions imposed in (18) can be expressed as

\[
\mathbf{c} = \begin{bmatrix}
\mathbf{c}_{\text{inner}} & \mathbf{I} & 0 & 0 & 0 & 0 \\
0 & \mathbf{I} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \mathbf{I} & 0 & 0 \\
0 & 0 & 0 & \mathbf{I} & 0 \\
0 & 0 & 0 & 0 & \mathbf{I} \\
0 & 0 & 0 & 0 & \mathbf{I} \\
0 & 0 & 0 & 0 & \mathbf{I} \\
\end{bmatrix}
\]

where we have introduced the reduced vector \( \mathbf{c}_{\text{dof}} \in \mathbb{C}^{N_{dof}} \) of \( N_{dof} < N_h \) degrees of freedom (DoF) and \( \mathbf{I} \) denotes an identity matrix of appropriate size [14, Chapter 13.1.2].

Let \( \mathbf{A} \in \mathbb{C}^{N_h \times N_h} \) and \( \mathbf{f} \in \mathbb{C}^{N_h} \) be the system matrix and right-hand side vector, which are obtained by using (23) in (21) or (22) as well as Nédélec test functions. In case of using the higher-order Floquet port boundary condition, the boundary integrals of (21) lead to dense sub-blocks in the matrix \( \mathbf{A} \), whereas (23) preserves the sparsity of the FE matrix. The quasi-periodic and PEC boundary conditions (13) on ansatz and test functions can be imposed conveniently using the matrix \( \mathbf{P} \in \mathbb{C}^{N_h \times N_{dof}} \), leading to the reduced system

\[
\mathbf{A}_{\text{dof}} = \mathbf{P}^{\text{dof}} \mathbf{A} \mathbf{c}_{\text{dof}} = \mathbf{P}^{\text{dof}} \mathbf{f} = \mathbf{f}_{\text{dof}},
\]

(25)
where \( P^\dagger \) denotes the Hermitian transpose of \( P \). Functions spanned by the reduced DoF form a proper subspace of \([18]\).

In practice, one is often interested in reflection and transmission coefficients, in addition to the field solution \( E \) itself. Therefore, we define the scattering parameters

\[
\begin{align*}
S_{mn}^{TE} := c_{TE,mm} & = \left( \mathbf{E}_T - \mathbf{E}_T^{inc} \right) \mathbf{\tau}_T \left| \mathbf{E}_{TE,mm} \right|_{y_{inc}}, \\
S_{mn}^{TM} := c_{TM,mm} & = \left( \mathbf{E}_T - \mathbf{E}_T^{inc} \right) \mathbf{\tau}_T \left| \mathbf{E}_{TM,mm} \right|_{y_{inc}},
\end{align*}
\]

(26a, 26b)
as (affine-)linear functionals of \( E \).

2.2. Parametrized model

In this subsection we specify the material distribution of the complex permittivity \( \epsilon \). In particular, we assume a linear material behaviour for \( \epsilon \) and \( \mu \) inside \( D \). Let the domain \( D \) be composed of \( M \) non-overlapping subdomains \( D_m \), i.e. \( D = \bigcup_{m=1}^M D_m \). We further assume that the dispersive permittivity \( \epsilon(x, \omega) \) is spatially piecewise constant on each subdomain \( D_m \) and depends smoothly on a given vector of \( N \) parameters \( y \in \Xi \subset \mathbb{R}^N \)

\[
\epsilon(x, \omega, y) = \sum_{m=1}^M \epsilon_m(\omega, y) \mathbb{I}_m(x, y), \quad \text{where} \quad \mathbb{I}_m(x, y) = \begin{cases} 1, & x \in D_m(y), \\ 0, & x \notin D_m(y). \end{cases}
\]

(27)

On the one hand, the parameter vector \( y \) can be used to represent variations in the material parameters, e.g. different permittivities, refractive indices or extinction coefficients, by changing the coefficients \( \epsilon_m(\omega, y) \). On the other hand, it also represents geometric variations of the structure inside the unit cell, since the subdomains \( D_m(y) \) for each material depend on \( y \) as well.

The parametrized weak formulation reads: find \( \mathbf{E}(y) \in V \) s.t.

\[
a_y(\mathbf{E}(y), \mathbf{E}') = l(\mathbf{E}') \quad \forall \mathbf{E}' \in V,
\]

(28)

where

\[
a_y(\mathbf{E}, \mathbf{E}') := \left( \mu^{-1}_r \nabla \times \mathbf{E}(y), \nabla \times \mathbf{E}' \right)_\Omega - \omega^2 \mu_0 \left( \epsilon(y)\mathbf{E}(y), \mathbf{E}' \right)_\Omega \\
+ j \omega \mu_0 \sum_{a,m,n} Y_{a,mn}(\mathbf{E}_T(y), \mathbf{\tau}_T | \mathbf{E}_{a,mn} |)_{y_{inc}} \left( \mathbf{\tau}_T | \mathbf{E}_{a,mn} |, \mathbf{E}' \right)_{y_{inc}}
\]

(29)

for \([2]\), and

\[
a_y^{FO}(\mathbf{E}, \mathbf{E}') := \left( \mu^{-1}_r \nabla \times \mathbf{E}(y), \nabla \times \mathbf{E}' \right)_\Omega - \omega^2 \mu_0 \left( \epsilon(y)\mathbf{E}(y), \mathbf{E}' \right)_\Omega \\
- \frac{j}{k_{inc}^2} \left( \mathbf{k}_{inc}^\mathbf{E}_T(y), \mathbf{k}_{inc}^\mathbf{E}_T \times \mathbf{E}' \right)_{y_{inc}} - jk_{inc}^\mathbf{E}_T(y, \mathbf{E}' \right)_{y_{inc}},
\]

(30)

for \([13]\), respectively. The parametrized discrete system reads

\[
\mathbf{A}_\text{dof}(y)\mathbf{c}_\text{dof}(y) = \mathbf{P}^\dagger \mathbf{A}(y)\mathbf{P} c_\text{dof}(y) = \mathbf{P}^\dagger \mathbf{f} = \mathbf{f}_\text{dof}
\]

(31)

and the parameter-dependent scattering parameters are given as

\[
S_{a,mn}(y) = \mathbf{E}_T(y) - \mathbf{E}_T^{inc}, \quad \mathbf{\tau}_T | \mathbf{E}_{a,mn} |)_{y_{inc}}, \text{ where } a \in \{TE, TM\}.
\]

(32)

3. Uncertainty Quantification

In this section, we consider the general problem of finding

\[
\mathbf{u}(y) \in \bar{V} \text{ s.t. } \bar{a}_y(\mathbf{u}(y), \mathbf{v}) = \bar{l}_y(\mathbf{v}) \quad \forall \mathbf{v} \in \bar{V},
\]

(33)

where \( \bar{V} \) denotes a suitable Hilbert space. It may represent the model of Section [2.2] or other parametrized differential equations with a continuous sesquilinear form \( \bar{a}_y(\cdot, \cdot) \) and a continuous (anti)linear form \( \bar{l}_y(\cdot) \). We assume the map
is a multi-index set. Then, the number of approximation terms is
\[ \sum_{p \in \Lambda_{\text{max}}} s_p \Psi_p(y), \]
where \( s_p \in \mathbb{C} \) the associated polynomial coefficients. Once an approximation in the form of (34) is available, it can be used as an inexpensive substitute of the original computational model for sampling-based computations. Alternatively, some statistical information regarding the QoI can be derived directly from the coefficients. In the context of the present work, we will use approximations in the form of (34), based either on gPC [51, 52, 53, 54, 25] or on sparse grid interpolation [24, 55, 56, 40, 57, 42, 58, 46, 26].

### 3.1. Generalized polynomial chaos

As in [50, 25], we shall focus on gPC expansions based on global orthogonal polynomials. The correspondence between commonly used PDFs and families of orthogonal polynomials can be sought in the Wiener-Askey scheme [25]. We introduce the multi-index \( p = (p_1, p_2, \ldots, p_N) \in \mathbb{N}_0^N \) holding the polynomial degree per parameter and the multivariate polynomials \( \Psi_p(y) = \prod_{n=1}^N \psi_{p_n}(y_n) \). The orthogonality condition reads
\[ \mathbb{E}[\Psi_p \Psi_q] = \int_{\Xi} \Psi_p(y) \Psi_q(y) \varrho(y) \, dy = \mathbb{E}[\Psi_p^2] \delta_{p,q}, \]
where \( \delta_{p,q} = \delta_{p_1,q_1} \delta_{p_2,q_2} \cdots \delta_{p_N,q_N} \). Typically, a total-degree polynomial basis is employed, such that \( |p| = p_1 + p_2 + \cdots + p_N \leq p_{\text{max}} \in \mathbb{N}_0 \). Equivalently, the total-degree polynomial basis consists of all polynomials \( \{\Psi_p : p \in \Lambda_{\text{max}}^{TD}\} \), where
\[ \Lambda_{\text{max}}^{TD} := \{p : |p| \leq p_{\text{max}}\}, \]
is a multi-index set. Then, the number of approximation terms is \( M = \frac{(N + p_{\text{max}})!}{N! p_{\text{max}}!} \) and the multivariate gPC approximation reads
\[ J(y) \approx \tilde{J}(y) = \sum_{p \in \Lambda_{\text{max}}^{TD}} s_p \Psi_p(y) = \sum_{p \in \Lambda_{\text{max}}^{TD}} s_p \Psi_p(y). \]
In the present work, the series coefficients \( s_p \in \mathbb{C} \) are computed by means of pseudo-spectral projection [52, 53]. Readers interested in the alternative option of least-squares regression are referred to [51, 54]. We multiply (37) with \( \Psi_q \), where \( |q| \leq p_{\text{max}} \). Then, we apply the expectation operator on both sides of the resulting equation. Under the orthogonality condition (35), the series coefficients \( s_p \) are given as
\[ s_p = \frac{\mathbb{E}[J \Psi_p]}{\mathbb{E}[\Psi_p^2]} = \frac{\int_{\Xi} J(y) \Psi_p(y) \varrho(y) \, dy}{\int_{\Xi} \Psi_p(y) \Psi_p(y) \varrho(y) \, dy}. \]
In (38), the multivariate integrals of the numerator are typically computed by means of numerical integration [32], e.g. (Quasi-) Monte Carlo (MC) sampling or Gauss quadrature. For Wiener-Askey polynomials, the denominator can be determined analytically.
3.2. Sparse grid interpolation

Approximations based on sparse grid interpolation are commonly referred to as sparse grid stochastic collocation methods \[24, 58, 26\]. Those methods are based on combinations of univariate interpolation rules, defined by an interpolation level \(\ell_n \in \mathbb{N}_0\), a monotonically increasing level-to-nodes function \(m_n : \mathbb{N}_0 \to \mathbb{N}\), where \(m_n(\ell_n) = m_{\ell_n}\) and \(m_n(0) = 1\) and a grid of \(m_{\ell_n}\) interpolation nodes

\[
Z_{\ell_n} = \left\{ y_{i,0} \right\}_{i=0}^{m_{\ell_n}-1}.
\]  

Introducing the multi-index \(\ell = (\ell_1, \ell_2, \ldots, \ell_N) \in \mathbb{N}_0^N\), the tensor-product multivariate approximation is obtained as

\[
J(y) \approx \tilde{J}(y) = \sum_{\ell y \in Z_{\ell}} J(y^{(\ell)}) L_{\ell}(y),
\]

where \(y^{(\ell)} = (y_1^{(\ell_1)}, y_2^{(\ell_2)}, \ldots, y_N^{(\ell_N)}) \in Z_{\ell}\) are multivariate interpolation nodes, uniquely identified by the multi-index \(i = (i_1, i_2, \ldots, i_N) \in \mathbb{N}_0^N\), \(Z_{\ell} = Z_{\ell_1} \times Z_{\ell_2} \times \cdots \times Z_{\ell_N}\) is the tensor grid of interpolation nodes and \(L_{\ell}\) are multivariate Lagrange polynomials, such that

\[
L_{\ell}(y) = \prod_{n=1}^{N} l_{i_n, i_n}(y_n), \quad \text{where} \quad l_{i, i}(y_n) := \begin{cases} \prod_{k=1, k \neq i_n}^{m_n} \frac{y_n - y_k^{(\ell_n)}}{y_i^{(\ell_n)} - y_k^{(\ell_n)}}, & \ell_n \neq 0, \\ 1, & \ell_n = 0. \end{cases}
\]

It should be noted that (41) is used for the ease of exposition, in the actual implementation the barycentric representation is used. Since \(J(y)\) has to be evaluated for each \(y^{(\ell)} \in Z_{\ell}\), the complexity of the tensor-product approach is \(O(m_{\ell}^N)\), where \(m_{\ell} := \max_{n} m_{\ell_n}\).

This complexity can be mitigated to \(O(m_{\ell} (\log m_{\ell})^{N-1})\) without compromising the approximation’s accuracy by employing Smolyak sparse grids \[59\]. We introduce the approximation level \(k \in \mathbb{N}_0\) and define the multi-index set \(\Lambda_k\), such that

\[
\Lambda_k := \{ \ell : |\ell| \leq k \}.
\]

Then, the sparse grid of multivariate interpolation nodes \(Z_{\Lambda_k}\) is constructed as

\[
Z_{\Lambda_k} = \bigcup_{k-1 \leq \ell \leq k} Z_{\ell},
\]

and the interpolation is given by

\[
I_{\Lambda_k}[J](y) = \sum_{\ell y \in Z_{\Lambda_k}} J(y^{(\ell)}) L_{\ell}(y).
\]

3.2.1. Leja nodes, hierarchical interpolation and adaptivity

As shown in \[55\], Smolyak formulas are in general not interpolatory, unless based on nested sequences of univariate interpolation nodes, such that \(Z_{\ell_{n-1}} \subset Z_{\ell_n}\). Moreover, to ensure accuracy and fast convergence of the approximation, the interpolation nodes should be chosen in agreement with the PDFs \(\varrho_n(y_n)\).

In the context of the present work, we opt for weighted Leja interpolation nodes, as in \[42\]. Given a univariate, continuous and positive weight function, here given by a univariate PDF \(\varrho_n(y_n)\), \(\varrho_n : \Xi_n \to \mathbb{R}_+\), a sequence of univariate Leja nodes \(y_n^{(k)} \in \Xi_n, k = 0, 1, 2, \ldots\), can be constructed by solving the optimization problem

\[
y_n^{(K)} = \arg \min_{y_n \in \Xi_n} \sqrt{\varrho_n(y_n)} \prod_{k=0}^{K-1} |y_n - y_n^{(k)}|,
\]

where the starting node \(y_n^{(0)}\) is arbitrarily chosen. For further details on the construction of weighted Leja nodes and an analysis of their properties, see \[42\]. We justify the choice of Leja nodes as follows. First of all, Leja nodes satisfy the nestedness by construction. Second, they allow complete freedom in the choice of the level-to-nodes function \(m_n(\ell_n)\). Finally, they can be tailored to any given PDF. In comparison, the commonly employed Clenshaw-Curtis nodes would restrict us to uniform distributions and to the rapidly growing level-to-nodes function \(m_n(\ell_n) = 2^{\ell_n} + 1\).
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Given a downward-closed multi-index set \( \Lambda \), as well as the corresponding approximation \( I_\Lambda [J] \) and grid \( Z_\Lambda \), we define the set of admissible neighbors \( \Lambda^\text{adm} \), such that

Expanding \( \Lambda \) with admissible multi-indices \( \ell \in \Lambda^\text{adm} \) guarantees that (48) is satisfied, and we thus construct a sequence of nested downward-closed sets [40]. In this work, the error indicator corresponding to each multi-index \( \ell \in \Lambda^\text{adm} \) is chosen to be the modulus \( |s_\ell| \) of the corresponding complex hierarchical surplus, however, other choices are possible, e.g., \( \max(|\text{Re}(s_\ell)|, |\text{Im}(s_\ell)|) \). We update \( \Lambda \) with the multi-index \( \ell \in \Lambda^\text{adm} \) corresponding to the maximum error indicator.

**Algorithm 1:** Dimension-adaptive interpolation.

**Data:** QoI \( J(y) \), multi-index set \( \Lambda \), tolerance \( \epsilon \), budget \( B \)

**Result:** sparse grid \( Z_{\Lambda, \text{adm}} \), approximation \( I_{\Lambda, \text{adm}} [J] \)

repeat

Compute the admissible set \( \Lambda^\text{adm} \), as in (52).

Compute the hierarchical surpluses \( s_\ell, \forall \ell \in \Lambda^\text{adm} \), as in (50).

Find the multi-index \( \ell \in \Lambda^\text{adm} \) with the maximum error indicator \( |s_\ell| \).

Compute the approximation \( I_{\Lambda, \ell} \), as in (49).

Set \( \Lambda = \Lambda \cup \ell \).

until stopping criterion (53) fulfilled;

In the following, we employ the level-to-nodes function \( m_\ell (\ell_n) = \ell_n + 1, \ell_n \in \mathbb{N}_0 \), and denote with \( y^{(\ell_n)} \) the single extra node corresponding to interpolation level \( \ell_n \), i.e. \( y^{(\ell_n)} = Z_{\ell_n} \backslash Z_{\ell_n-1} \).

In the multivariate case, nested grids of multivariate interpolation nodes can be constructed by enforcing the use of downward-closed (also, monotone or lower) multi-index sets [40, 60]. Such sets are known to preserve the telescopic properties of the series in [44, 60]. Moreover, sequences of nested, downward-closed multi-index sets result in polynomial approximations of increasing accuracy [40]. Given a multi-index set \( \Lambda \), let us first define its forward and backward neighbor multi-index sets, \( \Lambda_+ \) and \( \Lambda_- \), respectively, such that

where \( e_n \) is the \( n \)-th unit vector. Then, \( \Lambda \) is said to be downward-closed if and only if

(48)

Assuming now a multi-index \( \ell \notin \Lambda \) such that \( \Lambda \cup \ell \) is downward-closed, it holds that \( Z_\Lambda \subset Z_{\Lambda \cup \ell} \) and \( y(\ell) = Z_\Lambda \backslash Z_\Lambda \). Then, (44) can be naturally transformed into the hierarchical interpolation

(49)

where the coefficients \( s_\ell \in \mathbb{C} \), known as “hierarchical surpluses”, are given by

(50)

and \( H_\ell \) are multivariate hierarchical polynomials, defined as

(51)

The use of hierarchical polynomials has the advantage that the basis polynomials do not change as new nodes are added. Moreover, the hierarchical surpluses \( s_\ell \) can be interpreted as error indicators, quantifying the contribution of interpolation node \( y(\ell) \) to the already available approximation. This interpretation motivates the adaptive construction of the sparse grid approximation based on a posteriori error estimates. We consider a dimension-adaptive scheme, similar to the ones employed in [40, 60, 57, 42, 46], with minor modifications to address the case of complex QoIs. The scheme is presented in Algorithm 1. A detailed description follows.

Given a downward-closed multi-index set \( \Lambda \), as well as the corresponding approximation \( I_\Lambda [J] \) and grid \( Z_\Lambda \), we define the set of admissible neighbors \( \Lambda^\text{adm} \), such that

(52)
The grid of interpolation nodes $Z_A$ and the approximation $I_A$ are updated accordingly. This procedure is continued iteratively, until a budget of model evaluations $B$ is reached. This criterion can be formulated as

$$\#Z_{A \cup \Lambda_{adm}} \succeq B,$$

where $\#$ denotes the cardinality of a set. If an approximation is not readily available, the algorithm is initiated with $\Lambda = \{0, 0, \ldots, 0\}$. After the termination of the algorithm, the approximation is constructed using the set $\Lambda \cup \Lambda_{adm}$.

### 3.3. Adjoint error estimation and adaptivity

We significantly improve Algorithm [1] by proposing the use of an adjoint error indicator to steer adaptivity. Adjoint error estimation is well established in the context of the FEM, see [61] and the references therein. It has been considered in a stochastic/parametric context [43, 44, 62], as well as for Clenshaw-Curtis adaptivity [45, 46]. Due to the exponential growth of Clenshaw-Curtis nodes, adjoint error estimation can result in a significant reduction of computational cost. In this work, we demonstrate that adjoint techniques can be beneficial for Leja adaptivity, too.

In this section we assume that $J(y) = J_y(u(y))$, $J_y : V \rightarrow \mathbb{C}$, is a linear functional with respect to $u(y)$. Generalizations to non-linear functionals are possible where techniques as in [63] Chapter 3.2] need to be applied. We rewrite the primal problem (53) as an operator equation: $\forall y \in \Xi$, find $u(y) \in V$, such that

$$(L_y u(y), v)_D = a_y(u(y), v) = l_y(v) \quad \forall v \in V,$$

where $L_y : V \rightarrow V$ denotes the primal operator. The dual problem is given as: $\forall y \in \Xi$, find $z(y) \in V$, such that

$$(w, L_y^* z(y))_D = a_y(w, z(y)) = J_y(w) \quad \forall w \in V,$$

where $L_y^* : V \rightarrow V$ denotes the adjoint operator defined by

$$(L_y u, v)_D = (u, L_y^* v)_D \quad \forall u, v \in V, \forall y \in \Xi.$$

The so-called primal-dual equivalence

$$J_y(u(y)) = (u(y), L_y^* z(y))_D = (L_y u(y), z(y))_D = l_y(z(y))$$

follows directly from these definitions. Given polynomial approximations $\tilde{u}, \tilde{z}$ of the mappings $u, z : \Xi \rightarrow V$, we are interested in the error

$$e(y) = J_y(u(y) - \tilde{u}(y)) = a_y(u(y) - \tilde{u}(y), z(y)) = l_y(z(y)) - a_y(\tilde{u}(y), z(y)).$$

Even if $\tilde{u}, \tilde{z}$ are replaced by their finite element counterparts, the error according to (58) is not readily computable, as it would require the computation of the adjoint $z$ for all $y \in \Xi$. Following [43, 44], we propose to use the error indicator

$$\tilde{e}(y) = a_y(u(y) - \tilde{u}(y), z(y)) = l_y(z(y)) - a_y(\tilde{u}(y), z(y)).$$

By exploiting the continuity of the sesquilinear form $a_y(\cdot, \cdot)$, it can easily be shown that the error indicator (59) converges faster than the polynomial approximations $\tilde{u}, \tilde{z}$.

$$|e(y) - \tilde{e}(y)| = |a_y(u(y) - \tilde{u}(y), z(y)) - a_y(u(y) - \tilde{u}(y), \tilde{z}(y))|$$

$$\leq C \|u(y) - \tilde{u}(y)\|_V \|z(y) - \tilde{z}(y)\|_V.$$

We proceed by discussing the necessary adaptations to Algorithm [1] in order to incorporate the adjoint error indicator (59). Additionally to the polynomial approximation (49) of the single-valued and complex QoI, one needs to create polynomial approximations $\tilde{u}(y), \tilde{z}(y)$ of the vector-valued primal and dual solution. Those can be obtained by using vector coefficients $u_r, z_r \in C^{N_d \times s}$ instead of the single-valued coefficients $s_r \in C$ in (49). The polynomial approximations are constructed with the same multi-index set $\Lambda$ as for the QoI, using the same polynomials $H_r(y)$.

Following [45], we carry out the following algorithmic modifications in the dimension-adaptive scheme. While Algorithm [1] uses the error indicators $|s_r|, \forall r \in \Lambda_{adm}$ by solving the respective linear system, we suggest the use of the adjoint-based error indicators $|\tilde{s}_r|$, where $\tilde{s}_r = \tilde{e}(y^{(r)})$. As before, we choose the multi-index with the maximum error
Data: $A_{\text{dof}}(y), f_{\text{dof}}(y), J_{\text{dof}}(y), \Lambda, \epsilon, B$

Result: sparse grid $Z_{\Lambda^{-},\Lambda^{+}}$, approximation $I_{\Lambda^{-},\Lambda^{+}}[J]$

repeat
  Compute the admissible set $\Lambda_{\text{adm}}$, as in (52).
  Compute the error indicators $|s_\ell|$, where $s_\ell = \tilde{e}(y^{(\ell)}), \forall \ell \in \Lambda_{\text{adm}}$.
  Find the multi-index $\ell \in \Lambda_{\text{adm}}$ with the maximum error indicator.
  Compute the hierarchical surpluses $s_\ell, u_\ell, z_\ell$ as in (50), by solving the linear systems for primal and dual solution.
  Compute the approximation $I_{\Lambda^{+},\Lambda^{-}}$, as in (49), and the corresponding approximations of primal and dual solution.
  Set $\Lambda = \Lambda \cup \ell$.
until stopping criterion fulfilled;

Algorithm 2: Adjoint error-based, dimension-adaptive interpolation.

indicator, solve the corresponding linear system and update the polynomial approximations of the primal and the dual solution, as well as of the QoI. This scheme is summarized in Algorithm 2. After the termination of the algorithm, the approximation can be constructed with the set $\Lambda \cup \Lambda_{\text{adm}}$, such that the already computed adjoint-based error indicators are used as the hierarchical surpluses corresponding to the admissible neighbors, i.e. $s_\ell = \tilde{e}_\ell, \forall \ell \in \Lambda_{\text{adm}}$. The error indicator (59) can be further exploited in order to improve the polynomial surrogate model of the QoI. In particular, one can replace the single-valued QoI $J(y)$ by

$$\tilde{J}(y) = I_{\Lambda}[J](y) + \tilde{e}(y),$$

such that the computed polynomial approximation is corrected by the adjoint-error indicator, before continuing with further approximation refinements using Algorithm 1. We emphasize that no further linear equation system has to be solved in order to evaluate (63).

Remark 3.1. Relating the methodology of this section to the scattering in periodic media, the linear functional is given by

$$S_{a,mn}(y) = \left( E_T(y), \pi_T [E_{a,mn}]_T \right)_T + \left( E_H^{\text{inc}}, \pi_T [E_{a,mn}]_T \right)_T,$$

where $\alpha \in \{TE, TM\}$.

The strong formulation of the adjoint problem (65) reads

$$\nabla \times \left( \frac{1}{\mu_r} \nabla \times \mathbf{z} \right) - \omega^2 \mu_0 \epsilon_r \mathbf{z} = 0$$

in $\Omega$, (65a)

$$\mathbf{z}_\ell |_{\Gamma_{r+}} = \mathbf{z}_\ell |_{\Gamma_{r-}} e^{j\phi},$$

on $\Gamma_{r+} \cup \Gamma_{r-}$, (65b)

$$\mathbf{z}_\ell |_{\Gamma_{r+}} = \mathbf{z}_\ell |_{\Gamma_{r+}} e^{j\phi},$$

on $\Gamma_{r+} \cup \Gamma_{r-}$, (65c)

$$\mathbf{z}_\ell = 0$$

on $\Gamma_{z-}$, (65d)

$$\mathbf{e}_c \times \left( \frac{j}{\omega \mu_0} \nabla \times \mathbf{z} \right) - \sum_{a,m,n} d_{a,mn}^{inc} Y_{a,mn}^{\text{inc}} [E_{a,mn}] = \frac{-j}{\omega \mu_0} \pi_T [E_{a,mn}]$$

on $\Gamma_{z+}$, (65e)

where $d_{a,mn}^{inc} = (\pi_T [E_{a,mn}], \mathbf{z}_T)_{T}$. If first order Floquet boundary conditions (13) are used for the primal problem, the respective boundary condition of the dual problem becomes

$$\mathbf{e}_c \times \left( \frac{j}{\omega \mu_0} \nabla \times \mathbf{z} \right) + \frac{k_{\text{inc}}}{\omega \mu_0} \mathbf{k}_{\text{inc}} \cdot \mathbf{z}_T + \frac{k_{\text{inc}}^2}{\omega \mu_0} \mathbf{z}_T = -\frac{j}{\omega \mu_0} \pi_T [E_{a,mn}]$$

on $\Gamma_{z+}$, (66)

Discretization of the adjoint problem (65) yields the discrete matrix equation

$$A_{\text{dof}}^H \mathbf{z}_{\text{dof}} = \mathbf{B}^H \mathbf{J} = J_{\text{dof}}, \text{ where } \mathbf{J} \in \mathbb{C}^{N_k}.$$

and the discrete version of the error indicator (59) reads

$$\tilde{e}_h(y) = \tilde{z}_{\text{dof}}^H(y) \mathbf{J}_{\text{dof}}(y) - \tilde{z}_{\text{dof}}^H(y) A_{\text{dof}} \mathbf{c}_{\text{dof}}(y).$$

Note that the dual solution can be obtained with negligible cost in many cases, e.g. if the primal problem is solved with a sparse LU decomposition $A_{\text{dof}} = LU$, for the respective dual problem we obtain $A_{\text{dof}}^H = (LU)^H = U^H L^H$. 
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4. Application

We apply the UQ methods presented in Section 3 to an optical grating coupler model [5], [64]. First, we describe the parametrized numerical model. Then, we quantify the impact of geometric and material uncertainties for the case of single-frequency excitation. We consider both the dimension-adaptive collocation method with Leja nodes and a gPC approximation, where discrete projection is used to determine the coefficients. gPC is used here mainly for comparison. Additionally, the decay of the gPC coefficients gives insight into the regularity of the input-to-output mapping, justifying the use of spectral methods numerically. Finally, we consider the case of a variable frequency and discuss the necessary adaptations for performing UQ for resonances. Both the deterministic numerical model and the UQ studies rely on open-source software.

For general periodic structures, we must distinguish between two types of uncertainties. In this work we focus on global uncertainties, i.e. we assume that all unit cells are identically affected, modeling a systematic offset in the fabrication process. We do not address local uncertainties leading to a violation of the periodicity and different unit cells.

4.1. Numerical model

The considered grating coupler [5] couples power from an incident TM polarized plane wave, such that

\[ \pi_T [E_{\text{inc}}] = \pi_T [E_{\text{TM,00}}], \]

at \( \Gamma_z \),

with propagation direction \( \theta_{\text{inc}} = 53^\circ \), \( \phi_{\text{inc}} = 0^\circ \), directly into a MIM plasmon mode.

The structure’s design, shown in Fig. 3, is assumed to be periodic in the \( x \) direction and infinitely extended in the \( y \) direction. The reflection coefficients (26a), (26b) at the upper boundary \( \Gamma_z \) correspond to the coupling efficiency of the structure, such that larger reflection coefficients indicate a lower coupling efficiency. Therefore, the scattering parameter \( S := S_{\text{TM,00}} \) is considered as the QoI in the following. Note that we focus on the fundamental reflection coefficient \( S_{\text{TM,00}} \) because, for this particular model, all other scattering parameters have negligible amplitudes.

We model the material properties based on measurement data for noble metals provided by Johnson and Christy in [65] and presented in Table 1. We focus on the frequency range \( f_{\text{min}} = 400 \text{ THz} \) to \( f_{\text{max}} = 430 \text{ THz} \), see Fig. 4. The data is experimentally determined by reflectivity studies and is therefore given in terms of the refractive indices \( n \) and the extinction coefficients \( \kappa \) for gold and silver, respectively. From those, one obtains the complex permittivity as in [2, Chapter 1.1], i.e.

\[ \epsilon = (n^2 - \kappa^2 - j(2n\kappa)) \epsilon_0. \]

The data is provided for discrete frequency sample points. Therefore, we need to interpolate in between those sample points in order to obtain the dispersive behaviour of the permittivity \( \epsilon(\omega) \). Since we only focus on a rather small
frequency range, we apply polynomial interpolation

\[ n^{Au}(\omega) = \sum_{i=0}^{2} n_i^{Au} l_i(\omega), \quad n^{Ag}(\omega) = \sum_{i=0}^{2} n_i^{Ag} l_i(\omega), \]

\[ \kappa^{Au}(\omega) = \sum_{i=0}^{2} \kappa_i^{Au} l_i(\omega), \quad \kappa^{Ag}(\omega) = \sum_{i=0}^{2} \kappa_i^{Ag} l_i(\omega), \]

where

\[ l_i(\omega) = \prod_{j=0, j \neq i}^{2} \frac{\omega - \omega_j}{\omega_i - \omega_j}, \quad \omega_i = 2\pi f_i, \]

are 2nd order Lagrange polynomials and \( f_i, n_i^{Au}, \kappa_i^{Au}, n_i^{Ag}, \kappa_i^{Ag}, i = 0, 1, 2 \) are given.

We proceed with the implementation of the deterministic numerical model, as well as its parametrization. The periodic mesh for the nominal design, needed for imposing the quasi-periodic boundary conditions (4a), (4b), is created using Gmsh [66]. Since for this particular structure only the fundamental Floquet modes propagate and all higher order modes are attenuated to a negligible amplitude at \( \Gamma_{y,c} \), we can use the first order Floquet boundary condition (13), leading to the sesquilinear form (23). We use FEniCS [67] as FE library to assemble the FE matrix \( A \) and right-hand side (RHS) \( f \) (see (25)), as well as the linear functional \( J_{dof} \) used for the numerical approximation of the scattering parameter

\[ S_{TM,00} = (E_T - E_{inc}^{TM,00})[E_{TM,00}]_{\Gamma_{y,c}} \approx J_{dof} c_{dof} - 1. \]

Since FEniCS is not able to deal with complex numbers, we assemble the real and the imaginary parts of the matrix and the vectors separately. We then use numpy and scipy to impose the quasi-periodic boundary conditions (4a), (4b) and solve the resulting linear system (25) by a sparse LU decomposition, respectively. Using 2nd order Nédélec elements of the 1st kind, we end up with 56200 DoFs and achieve an accuracy of \( \approx 10^{-3} \) in the scattering parameter. The reference solutions for different frequency sample points are computed with a commercial software [68] employing an adaptively refined mesh of higher order curved elements. Since a sparse LU decomposition is used to solve the resulting linear system, the adjoint solution \( \mathbf{z}_{dof} \) is obtained with negligible costs.

To incorporate changes in the geometry parameters without the need to re-mesh, a design element approach is applied [69]. First, an initial mesh is created using Gmsh for the initial geometry parameters \( y_{\text{nominal}} \). We describe
### Table 2: Uncertain geometrical parameters.

| Parameter                  | Nominal value | Variation |
|----------------------------|---------------|-----------|
| Grating radius $R$         | 60 nm         | ±0.5 nm   |
| Gold layer thickness $t_1$ | 12 nm         | ± 0.5 nm  |
| Alumina layer thickness $t_2$ | 14 nm     | ± 0.5 nm  |
| Silver layer thickness $t_3$ | 5 nm          | ± 0.5 nm  |
| Grating depth $T$          | 20 nm         | ± 0.5 nm  |

Figure 5: a) design elements. b) mapping from unit square. c) initial mesh (coarse for illustration) for nominal design $y^{\text{nominal}}$. d) deformed mesh for $R = 40$ nm, $t_1 = 20$ nm.

Parameter Nominal value Variation
---|---|---|
Grating radius $R$ | 60 nm | ±0.5 nm |
Gold layer thickness $t_1$ | 12 nm | ± 0.5 nm |
Alumina layer thickness $t_2$ | 14 nm | ± 0.5 nm |
Silver layer thickness $t_3$ | 5 nm | ± 0.5 nm |
Grating depth $T$ | 20 nm | ± 0.5 nm |

all (material) interfaces, illustrated in Fig. 5 in red color, using non-uniform rational B-splines (NURBS) [70]. Each NURBS curve

$$C_i(\xi, y) = \sum_{j=0}^{n} R_j(\xi)P_j(y), \quad \xi \in [0, 1]$$

is a superposition of rational basis functions $R_j(\xi)$ weighted by control points $P_j$. We then define mappings

$$T_m(\xi, \eta; y) = \eta C_{m,u}(\xi, y) + (1-\eta)C_{m,l}(\xi, y), \quad m = 1, \ldots, M,$$

from the unit square $[0 \leq \xi \leq 1] \times [0 \leq \eta \leq 1]$ to each design element $D_i(y)$ (see Fig. 5). Thereby, the subscripts $u$ and $l$ refer to the upper and lower NURBS curve of the design element, respectively. Given the initial mesh, for each mesh node $j$ with coordinates $x_j$ inside the design element $D_m$, the respective coordinates $\xi_j, \eta_j$ on the unit square are found by solving the non-linear root finding problem

$$\text{find } \xi_j, \eta_j \in [0, 1], \text{ s.t. } T_m(\xi_j, \eta_j; y^{\text{nominal}}) - x_j = 0, \quad x_j \in D_m(y^{\text{nominal}}).$$

Problem [74] can be reformulated as an optimization problem and is solved here using sequential quadratic programming (SQP) [71, Chapter 18]. In order to ensure convergence of SQP, one might need to choose adequate initial values, which depend on the chosen parametrization of the NURBS curves. Given the coordinates $\xi_j, \eta_j$ for each mesh node $j$, we can deform the mesh by moving the mesh nodes to the new coordinates obtained by evaluating the mapping [73] for different geometry parameters $y$.

### 4.2. Single frequency calculations

In this subsection, we consider a fixed frequency $\omega = 2\pi (414$ THz) and $N = 17$ random input parameters $Y$, in particular 5 geometrical parameters presented in Table 2 and the 12 material parameters given in Table 1. As introduced in Sec. 2 both the uncertain geometry and the uncertain material coefficients are modeled by an uncertain complex permittivity $\epsilon(x, y)$, see [27].

We assume that the RVs $Y_n, n = 1, 2, \ldots, N = 17$, are independent, uncorrelated and distributed in the ranges defined by their nominal values and variations. The variations of the material parameters are chosen according to the
error estimate provided by Johnson and Christy based on the instrumental accuracy of the reflection and transmission measurements \[65\] while only small variations of the geometrical parameters in the range of ±0.5 nm are considered.

Assuming uniformly distributed RVs would keep the parameter realizations bounded in the desired ranges, however, this would be a very restrictive assumption. Normal RVs would be a more realistic choice, which could, however, lead to unphysical parameter realizations, e.g. negative geometry values, due to their unbounded support. In this work, we opt for beta distributions, which have bounded support and can approximate normal distributions for suitable choices of their shape parameters \[50, Appendix B\]. The shape parameters are chosen based on the results of a series of Kolmogorov-Smirnov fitting tests \[72\]. Fig. 6 presents such an approximation for the grating depth parameter. The corresponding PDF for each RV \(Y_n\) reads

\[
\rho(y_n, l_n, c_n) = \begin{cases} \frac{140}{(u_n - l_n)^3} \left( (y_n - l_n)^3 (u_n - y_n)^3 (u_n)^3 \right) & l_n < y_n < u_n, \\ 0 & \text{else}, \end{cases}
\]

where \(l_n\) and \(u_n\) denote the lower and upper bound, respectively.

To illustrate the accuracy of the adjoint error indicator presented in Sec. 3.3, we first consider only two uncertain parameters, i.e. the thickness of the upper gold layer \(t_1\) and the thickness of the dielectric layer \(t_2\). We use Chaospy \[73\] to build a 2nd order gPC approximation of the scattering parameter \(S\), the primal solution \(E\), and the dual solution \(z\). The coefficients are obtained by pseudo-spectral projection \[38\] using a 3rd order Gauss quadrature. In Fig. 7 the error of the approximation \(|S(t_1, t_2) - \hat{S}(t_1, t_2)|\) and the corresponding adjoint error estimate \(68\) are shown. It is noticeable that the adjoint representation captures the error very well.

Next, we consider all 17 uncertain parameters given in Table 1 and Table 2. We construct gPC and Leja adaptive approximations, using both Algorithm 1 and the adjoint-based Algorithm 2 for the latter. Chaospy is used for the gPC

Figure 6: Black: PDF of beta distributed grating depth with support in [19.5 nm, 20.5 nm]. Blue, dashed: PDF of normal distribution with \(\mu = 20\) nm and \(\sigma = 0.5\) nm. Red, dotted: PDF of uniform distribution with support in [19.5 nm, 20.5 nm].

Figure 7: Adjoint-error indicator \(68\) for a two dimensional parameter space.
Table 3: Accuracy and computational cost of different polynomial approximations for 17 input RVs. #LU refers to the dominating costs for the assembly and sparse LU decomposition of the system matrices. #FB and #Res denote the number of forward-backward substitutions and residual evaluations, respectively.

| Approximation                        | #LU  | #FB  | #Res | Max. Error (77) | Mean Error (76) |
|--------------------------------------|------|------|------|-----------------|-----------------|
| Total-degree gPC                     | 613  | 613  | 0    | $2.30 \times 10^{-1}$ | $6.23 \times 10^{-3}$ |
| Adaptive Leja (without adjoints)     | 613  | 613  | 0    | $1.73 \times 10^{-2}$ | $2.07 \times 10^{-4}$ |
| Adaptive Leja (with adjoints)        | 421  | 842  | 613  | $1.73 \times 10^{-2}$ | $2.07 \times 10^{-4}$ |
| Adaptive Leja (without adjoints)     | 12000| 12000| 0    | $1.23 \times 10^{-3}$ | $5.21 \times 10^{-6}$ |
| Adaptive Leja (with adjoints)        | 421  | 842  | 12000| $1.01 \times 10^{-3}$ | $5.17 \times 10^{-6}$ |

case, while an in-house code was developed for both Leja adaptive algorithms \cite{37}. We compare the resulting surrogate models with respect to accuracy and computational costs.

The computational costs refer to the number of model evaluations needed for the approximation’s construction. While straightforward for the gPC and the Leja adaptive Algorithm 1 the estimation of costs is more involved in the case of the adjoint-based Algorithm 2. First, in order to evaluate the duality-based error indicator (68) at a candidate point, it is sufficient to evaluate a residual of (31). Therefore, we distinguish between residual evaluations and solver calls, where in most cases the costs to evaluate the residuals are almost negligible compared to the solver costs, i.e. assembly and sparse LU decomposition of the system matrices $A_{\text{def}}(y)$. Second, the additional costs for computing the dual solution $z$ by forward and backward substitution can also be neglected in most cases, since the primal problem is solved with a sparse LU decomposition.

The accuracy of the surrogate models is measured using a validation set of $N_{\text{MC}} = 5000$ parameter realizations $S^{(i)} := S(y^{(i)})$, $i = 1, \ldots, N_{\text{MC}}$, drawn according to the underlying PDF. We compute a discrete approximation of the $L_1$ error

$$E[|S - \tilde{S}|] \approx \frac{1}{N_{\text{MC}}} \sum_{i=1}^{N_{\text{MC}}} |S^{(i)} - \tilde{S}^{(i)}|. \quad (76)$$

Additionally, we also consider the maximum error over all samples

$$\max_{i=1,\ldots,N_{\text{MC}}} |S^{(i)} - \tilde{S}^{(i)}|. \quad (77)$$

To obtain a better approximation of the maximum error, i.e. to take into account the low-probability “tails” of the RVs’ PDFs, we generate an additional cross-validation set of 5000 samples, for which the RVs are uniformly distributed in the corresponding ranges.

All accuracy and cost results are presented in Table 3. First, a gPC approximation with a 2nd order total-degree polynomial basis, i.e. 171 Jacobi polynomials, is constructed. The polynomial coefficients are computed with a sparse 2nd order Gauss quadrature formula, resulting in 613 quadrature nodes, accordingly, model evaluations. We set a budget $B = 613$ for the classic, i.e. without adjoints, Leja adaptive Algorithm 1 such that its costs are identical to the gPC. As can be seen in Table 3, the Leja adaptive approximation is at least one order of magnitude more accurate than the gPC, for both error metrics. For the adjoint-based Algorithm 2 we first compute an approximation using again 613 polynomials, resulting in errors almost identical to the non-adjoint case. However, since the costs can be predominantly attributed to the 421 solver calls, the costs are reduced by almost a third. We note that, in this case, both Leja adaptive approximations, i.e. with and without adjoint error indicators, employ the same multi-index set $\Lambda$, albeit slightly permuted. It is also worth noting that the polynomial surrogate models are not necessarily completely identical, since, on the one hand, the different ordering may lead to slightly different hierarchical surpluses $s_\ell$ and, on the other hand, after termination the classic Algorithm 1 uses the exact hierarchical surpluses $s_\ell$ for all $\ell \in \Lambda_{\text{adm}}$, while the adjoint-based Algorithm 2 uses the estimates $\tilde{s}_\ell$ instead. Next, we refine the adjoint-based approximation by employing (63) until 12000 polynomials are used, further reducing the error by more than one order of magnitude. As a reference, we also construct an approximation using 12000 polynomials with the classic Leja adaptive Algorithm 1. Both approximations achieve a very similar accuracy, however, the adjoint-based approach results in tremendous
computational savings. It is worth noting that, in this particular case, the accuracy of the adjoint-based approximation is, by chance, slightly better. However, this cannot be expected in general.

As often pointed out in the literature, see e.g. [45], it is inefficient to reduce the stochastic error below the discretization error. Therefore, the stochastic approximation is not further refined and the most accurate surrogate model (Table 3, last row) is in the following used to compute statistical measures of the absolute value of the scattering parameter |S|.

4.2.1. Post-processing the sparse grid approximation

Since the polynomial surrogate model $\tilde{S}(y)$ can be evaluated inexpensively, we employ a Monte Carlo-based approach by evaluating the surrogate model on a large number of $N_{\text{MC}}$ parameter samples, drawn from the joint PDF $\varrho(y)$. We then use the sample evaluations to estimate statistical moments of $|S|$, its PDF, failure probabilities based on specific design criteria, and its sensitivity with respect to the input parameters.

The expected value $E[|S|]$ and the variance $\mathbb{V}[|S|]$ are estimated as

$$E[|S|] = \int_{\Xi} |S(y)| \varrho(y) \, dy \approx \frac{1}{N_{\text{MC}}} \sum_{i=1}^{N_{\text{MC}}} |\tilde{S}^{(i)}|, \quad (78a)$$

$$\mathbb{V}[|S|] = \int_{\Xi} (|S(y)| - E[|S|])^2 \varrho(y) \, dy \approx \frac{1}{N_{\text{MC}} - 1} \sum_{i=1}^{N_{\text{MC}}} (|\tilde{S}^{(i)}| - E[|S|])^2. \quad (78b)$$

We estimate the failure probability $\mathcal{F} = P(|S| \geq 1 - \alpha)$ as

$$\mathcal{F} = P(|S| \geq 1 - \alpha) = \int_{|S|=1-\alpha}^{S=1} \varrho_S \, dS = \int_{\Xi} \mathcal{I}_{\mathcal{F}}(S(y)) \varrho(y) \, dy \approx \frac{1}{N_{\text{MC}}} \sum_{i=1}^{N_{\text{MC}}} \mathcal{I}_{\mathcal{F}}(\tilde{S}^{(i)}), \quad (79)$$

where $\varrho_S$ denotes the PDF of $|S|$ and $\mathcal{I}_{\mathcal{F}}$ denotes the indicator function

$$\mathcal{I}_{\mathcal{F}}(S) = \begin{cases} 1, & |S| \in [1 - \alpha, 1], \\ 0, & |S| \in [0, 1 - \alpha]. \end{cases}$$

Monte Carlo sampling in combination with surrogate modeling is used for simplicity here. However, it should be noted that equality in (79) for $N_{\text{MC}} \to \infty$ cannot be guaranteed in general, see [74] for counter-examples and possible extensions.

The PDF $\varrho_S$ of $|S|$ is estimated by employing a kernel density estimator

$$\varrho_S \approx \tilde{\varrho}_S := \frac{1}{h N_{\text{MC}}} \sum_{i=1}^{N_{\text{MC}}} K \left( \frac{T - |\tilde{S}^{(i)}|}{h} \right). \quad (80)$$
with $N^\text{MC} = 10^7$ samples, bandwidth $h = 10^{-3}$ and the Epanechnikov kernel $[75]$

$$K(T) := \begin{cases} \frac{1}{2} (1 - T^2), & T \in [-1, 1], \\ 0, & \text{else.} \end{cases}$$

The estimated expected values, standard deviations $\sqrt{\hat{V}}$ and failure probabilities for an increasing number of samples $N^\text{MC}$ and $\alpha = 0.25$ are given in Table 8b. The estimated PDF $\hat{\varrho}$ is shown in Fig. 8a.

Sensitivity analysis is based on an analysis of variances (ANOVA) $[76]$. The related metrics are commonly known as Sobol indices, which can be computed directly from the gPC coefficients $[77, 51]$. We are interested in a sensitivity analysis for the magnitude of the scattering parameter. To this end, we first introduce a gPC approximation $\hat{S}$ of $|S|$, where we again use the symbol $s_p$ for the polynomial coefficients. Then, the variance can be computed as

$$\hat{\varrho}(|S|) = \mathbb{E}[|S|^2] - \mathbb{E}[|S|^2] \approx \sum_{0 < p \leq \varrho_{\text{max}}} s_p^2 \mathbb{E}[\Psi_p^2] = \mathbb{E}[\hat{S}],$$

by exploiting the orthogonality property $[75]$. Regarding the estimation of Sobol sensitivity indices, we will focus on the so-called main-effect (1st order) and total-effect (total order) indices. We define the multi-index sets $\Lambda_n^\text{main} = \Lambda_n^\text{total} \subset \Lambda_{n}^{\text{TD}}, n = 1, 2, \ldots, N$, such that

$$\Lambda_n^\text{main} = \{ p \in \Lambda_{n}^{\text{TD}} : p_n \neq 0 \, \text{and} \, p_m = 0, m \neq n \}, \quad \Lambda_n^\text{total} = \{ p \in \Lambda_{n}^{\text{TD}} : p_n \neq 0 \}.$$  

We then define the partial variances $\hat{\varrho}_n^\text{main}[\hat{S}]$ and $\hat{\varrho}_n^\text{total}[\hat{S}]$, such that

$$\hat{\varrho}_n^\text{main}[\hat{S}] := \sum_{p \in \Lambda_n^\text{main}} s_p^2 \mathbb{E}[\Psi_p^2], \quad \hat{\varrho}_n^\text{total}[\hat{S}] := \sum_{p \in \Lambda_n^\text{total}} s_p^2 \mathbb{E}[\Psi_p^2].$$

Then, the main-effect and total-effect Sobol indices, $\hat{S}_n^\text{main}$ and $\hat{S}_n^\text{total}$, respectively, are given as

$$\hat{S}_n^\text{main} = \frac{\hat{\varrho}_n^\text{main}[\hat{S}]}{\mathbb{E}[\hat{S}]}, \quad \hat{S}_n^\text{total} = \frac{\hat{\varrho}_n^\text{total}[\hat{S}]}{\mathbb{E}[\hat{S}]}.$$  

In the context of the present work, estimations of the Sobol indices $[84]$ for the absolute value of the Leja approximation $\hat{S} : \mathbb{R}^n \rightarrow C$ shall be based on sampling of the polynomial approximation, since the corresponding polynomials do not fulfill the orthogonality condition $[35]$. We use Saltelli’s algorithm $[78]$ with $N^\text{MC} = 10^5$ samples, resulting in $2(17 + 1)10^5 = 3.6 \times 10^6$ surrogate model evaluations. The main-effect and total-effect Sobol indices for each parameter are given in Fig. 9. The thickness of the upper gold layer $t_1$, the thickness of the dielectric layer $t_2$, the grating
depth $T$ and the refractive index of the upper gold layer $n_{Au}^1$ are identified as the most sensitive parameters. Moreover, since the sum of all main-effect sensitivity indices is approximately 52%, the remaining 48% indicates higher order interactions, and thus strong coupling among the input parameters.

It is found that the considered model is highly sensitive to small geometrical variations. In particular, while geometrical variations in a range of only $\pm 0.5$ nm are considered, their impact is significantly higher than the one attributed to material uncertainty, which was modelled based on the measurement error provided by [65].

### 4.2.2. Decay of Fourier coefficients

We study the decay of polynomial coefficients to numerically investigate the smoothness of the mapping from the input parameters to the S-parameter and justify the use of polynomial approximations. It has been shown, see e.g. [79, Lemma 2] where Legendre polynomials are considered, that the Fourier coefficients $s_p$ of an $N$-variate gPC approximation decay exponentially, provided that the mapping is analytic. In particular, the estimate

$$|s_p|^2 \leq Ce^{-\sum_{n=1}^{N} g_n p_n},$$

where $C$ and $g_n$, $n = 1, \ldots, N$ are positive constants independent of $p$ and where the polynomials are assumed to be normalized, i.e. $E[\Psi_p \Psi_q] = \delta_{pq}$, has been shown. We consider the maximum of the absolute value of the Fourier coefficients $s_p$ with fixed total-degree $w$

$$\max_{|p|=w} |s_p|^2 \leq \max_{|p|=w} Ce^{-\sum_{n=1}^{N} g_n p_n} \leq Ce^{-\min_{n=1}^{N} g_n w}.$$  \hspace{1cm} (86)

It can be seen that the maximum Fourier coefficient is expected to decay exponentially with an increasing total-degree $w$.

Based on the sensitivity analysis results in Table 2, we restrict input uncertainties to the 4 most sensitive parameters, i.e. $t_1$, $t_2$, $T$, and $n_{Au}^1$, and construct a gPC approximation with a total-degree $p_{max} = 8$ polynomial basis. The multivariate integrals of the pseudo-spectral projection are computed by a Gauss quadrature of the same order. All coefficients $s_p$ are plotted in Fig. 10, where an exponential decay can indeed be observed. This can be seen as a numerical indicator for smoothness of the approximated mapping $S(y)$.

### 4.3. Variable Frequency

In Section 4.2 the QoI was considered to be the scattering parameter at a fixed frequency. However, in many applications, one is interested in the uncertainty of the resonance in a given frequency range $[f_{min}, f_{max}]$, i.e.

$$S_{res}(y) = \min_{f \in [f_{min}, f_{max}]} |S(f, y)|, \hspace{1cm} f_{res}(y) = \arg \min_{f \in [f_{min}, f_{max}]} |S(f, y)|.$$  \hspace{1cm} (87)

This poses an additional challenge in performing an efficient UQ. Indeed, the mathematical operations of computing the absolute value and the minimization are not in general differentiable with respect to the uncertain parameters.
This is intuitively clear in the presence of more than one resonances inside the parameter range \([f_{\text{min}}, f_{\text{max}}]\) where the resonance frequency may jump from one resonance to another due to variations in the parameters. Since the convergence properties of polynomial approximations depend crucially on the smoothness of the mapping \([24]\), polynomial approximations of the mappings \(S_{\text{res}} : \Xi \to [0,1], f_{\text{res}} : \Xi \to [f_{\text{min}}, f_{\text{max}}]\) may not converge.

To circumvent this issue, we propose the following workflow: first, we create a polynomial surrogate \(\tilde{S}(f, y)\) of \(S : [f_{\text{min}}, f_{\text{max}}] \times \Xi \to \mathbb{C}\). Since the polynomial surrogate can be evaluated inexpensively, we then calculate all statistical measures by Monte Carlo estimators which only require square-integrability. In particular, we draw \(N_{\text{MC}}\) samples of the input RVs \(Y\) and evaluate for each sample \(y^{(i)}\) the resonance \(\tilde{S}_{\text{res}}(y)\) and resonance frequency \(f_{\text{res}}(y)\), by solving the minimization problem for a univariate polynomial

\[
\tilde{S}_{\text{res}}^{(i)} := \tilde{S}_{\text{res}}(y^{(i)}) = \min_{f \in [f_{\text{min}}, f_{\text{max}}]} |\tilde{S}(f, y^{(i)})|,
\]

\[
f_{\text{res}}^{(i)} := f_{\text{res}}(y^{(i)}) = \arg\min_{f \in [f_{\text{min}}, f_{\text{max}}]} |\tilde{S}(f, y^{(i)})|. \tag{87}
\]

All statistical measures, e.g. expected values, variances, sensitivity indices, failure probabilities and quantiles, can then be computed from the samples \(\{\tilde{S}_{\text{res}}^{(i)}\}_{i=1}^{N_{\text{MC}}}, \{f_{\text{res}}^{(i)}\}_{i=1}^{N_{\text{MC}}}\).

We apply the described UQ workflow for the resonance of scattering parameters of the optical grating coupler in a narrow frequency range. In this subsection we exclude geometrical uncertainty such that only the 12 uncertain material parameters given in Table 1 are considered, for which at least a rough estimate of the uncertainty magnitude is available from measurements. We model them as uniformly distributed in the ranges defined by nominal value ± variation. In this way, we can easily compare the results to an isotropic Smolyak approach, which is often formulated for uniform random variables. Moreover, considering uniform distributions for the adaptive collocation method is reasonable in general, as accurate tail approximations can be obtained in this way. The true, possibly non-uniform, distribution can still be taken into account afterwards using a suitable random number generator for sampling the surrogate model.

Following the aforementioned workflow, we first create a surrogate model for the scattering parameter \(S : [f_{\text{min}}, f_{\text{max}}] \times \Xi \to \mathbb{C},\) where \(y\) now corresponds to the 12 parameters \(n_u^\text{Ag}, n_u^\text{Au}, n_A^\text{Ag}, n_A^\text{Au}, \kappa_u^\text{Ag}, \kappa_u^\text{Au}, \kappa_A^\text{Ag}, \kappa_A^\text{Au}\), \(i = 0,1,2\). We apply the adaptive Leja Algorithms \([1]\) and \([2]\) to construct polynomial approximations of the numerical model \(\tilde{S}(f, y)\). As in the single frequency case, we employ the error metrics \([77]\) and \([76]\) on a cross-validation set of \(N_{\text{MC}} = 10^5\) samples. Results are given in Table 4. We additionally construct an isotropic Smolyak sparse-grid of level 2 \([80]\) using Gauss-Legendre nodes for the 13-dimensional parameter space \([f_{\text{min}}, f_{\text{max}}] \times \Xi\). Comparing the isotropic sparse grid approximation to the dimension-adaptive one, the latter is found to be clearly superior in terms of accuracy. Exploiting the adjoint error indicator \([68]\) either increases the accuracy or decreases the computational costs further. Finally, we obtain a very accurate surrogate model using 2000 polynomials and only 288 sparse LU decompositions. Cross-validation indicates that the parametric error is below the FE discretization error.

Using the accurate polynomial model \(\tilde{S}(f, y^{(i)})\) (Table 4 last row), we perform UQ for the resonance \([87]\). After drawing \(N_{\text{MC}} = 10^6\) samples \(\{y^{(i)}\}_{i=1}^{N_{\text{MC}}}\) from the joint PDF, we obtain \(N_{\text{MC}}\) univariate polynomials \(\tilde{S} : [f_{\text{min}}, f_{\text{max}}] \to \mathbb{C}\). For each polynomial, we solve the minimization problem \([87]\) using SQP \([71]\) Chapter 18. In order to ensure that the global minimum is found, one can restart the algorithm with different initial values. For this particular model, \(n_{\text{init}} = 3\) different initial values at \(\{400, 415, 430\}\) THz are used.

As an illustration, Fig. 11a shows the frequency response and the resonance frequency for 10 random samples of the input parameters. Table 11b presents expected values and standard deviations for the resonance frequency \(f_{\text{res}}\), as well as the corresponding S-parameter value \(|S_{\text{res}}|\). Additionally, we estimate the failure probability \(F_{\text{res}} = P(|S_{\text{res}}| \geq 0.7)\). All results are computed using Monte Carlo estimators with \(N_{\text{MC}} = 10^6\) samples of the surrogate model. The results underline that the uncertainty in the measured optical constants of noble metals affects the computed outputs.

| Algorithm                        | #LU  | #FB  | #Res | Max. Error (77) | Mean Error (76) |
|----------------------------------|------|------|------|-----------------|-----------------|
| Isotropic Smolyak grid (level 2) | 391  | 391  | 0    | 5.91 × 10^{-2}  | 1.67 × 10^{-2}  |
| Adaptive Leja (without adjoints) | 391  | 391  | 0    | 2.13 × 10^{-3}  | 4.08 × 10^{-4}  |
| Adaptive Leja (with adjoints)   | 288  | 576  | 391  | 2.13 × 10^{-3}  | 4.09 × 10^{-4}  |
| Adaptive Leja (without adjoints) | 2000 | 2000 | 0    | 2.16 × 10^{-4}  | 3.94 × 10^{-5}  |
| Adaptive Leja (with adjoints)   | 288  | 576  | 2000 | 2.14 × 10^{-4}  | 3.94 × 10^{-5}  |

Table 4: Accuracy and computational cost of different polynomial approximations for 13 input RVs. #LU refers to the dominating costs for the assembly and sparse LU decomposition of the system matrices. #FB and #Res denote the number of forward-backward substitutions and residual evaluations, respectively.
5. Conclusion

In this work we presented an efficient method to quantify uncertainties of the scattering parameter, assuming a moderately large number of input RVs. Dimension adaptivity in combination with an adjoint-error indicator are confirmed to be a promising technique to delay the curse-of-dimensionality. For the considered FE model of an optical grating coupler, the comparison of the proposed Leja algorithm with total degree gPC and isotropic Smolyak sparse grids shows significant gains in both accuracy and computational costs. In particular, with the adaptive scheme we were able to consider up to 17 parameters and achieve an accuracy of $\approx 10^{-3}$ with less than 500 model evaluations.

In order to perform efficient UQ for the resonance of frequency-dependent scattering parameters, a polynomial surrogate model was created by treating the excitation frequency as an additional parameter. Exploiting that the surrogate model can be inexpensively evaluated, all statistical measures were then calculated by Monte Carlo estimators which only require square integrability. It was further observed that, in the multivariate case, the maximum of the Fourier coefficients with fixed total degree, decays exponentially. This indicates smoothness of the output with respect to the input parameters and underlines that polynomial approximations are well-suited for this model, at least for moderate sizes of the parameter variability and frequency range. To consider wider frequency ranges with possible poles in combination with large geometric uncertainties, a combination of polynomial and rational approximations is a topic of future research.

For the considered optical grating coupler, according to Sobol-sensitivity measures, geometrical parameters have been found to be the dominant source of input uncertainty. Although the modeling of their probability distributions could not be based on measurement data yet, this conclusion is substantiated by the very conservative choice of geometrical standard deviations.
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