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1. Introduction

For more than five decades, multiple multi-criteria decision aid methods have emerged, ranging from the family of weighted sum methods, the best known and used, to the family of outranking methods. Each method family has its advantages and disadvantages. In general, all these methods, called Multi-Criteria Aggregation Procedures (MCAPs)[1], assume that the decision-maker (DM) disposes of certain preferences, so the DM is asked to express the judgments clearly and without any uncertainty and imprecision.

In many real-life situations, these preferences, as well as the judgment values, cannot be provided with precision and certainty. It is empirically demonstrated that decision-maker’s judgment often has vague and ambiguous preferences and cannot be estimated with a precise and unique value. Moreover, when we try to make physical measurements of a given natural phenomenon, it is commonly known that there is no physical law that provides exact measurements that all the measures proposed are only approximations.

A physical law will be considered better than another law if it can provide a measure very close to reality. In
all physical law applications, the final result is always expressed using an interval that takes into account the uncertainty in the final measurement. All these remarks about uncertainty and vagueness have been one of the main motivations behind the appearance of fuzzy sets proposed by Lotfi Zadeh[2], the forerunner of fuzzy logic. In this paper, the authors propose an approach that allows the DM to express these judgments using an interval called the uncertainty interval (UI). Indeed, the expression of preferences using a unique value does not reflect the reality of the decision maker’s judgments, while the DM can express, without any difficulty, his uncertain and imprecise preferences through these UIs.

This work aims to show how the MCAPs, particularly the ELECTRE (Elimination and Choice Translating the Reality) family methods[3], can be extended and adapted in case the decision maker’s preferences are uncertain and imprecise, expressed using UIs. More precisely, the proposed approach consists to extend the method ELECTRE III[4] to rank, from the best to the worst, a set A of actions and alternatives, objects of the problem of decision posed. The approach’s principle can be adapted to all other ELECTRE family methods and even the other outranking methods.

In this article, the ELECTRE III method is used because of its ability to allow decision-makers to express their hesitation between the indifference relation I and the preference relation P. For the illustration of the proposed approach, a numerical example, extracted from an environmental management problem, is given at section 5.

In this article, the authors will discuss the uncertain performance in the case of multi-criteria analysis decision problems, and the authors will show how to adapt the ELECTRE III method to the cases of preferences expressed by uncertainty intervals. In the next section, the authors will clarify the problem studied in this paper. In the third section, the authors will present an overview of ELECTRE methods. The fourth section will be devoted to the proposed contribution. Finally, to illustrate the proposed approach, the authors present a practical example of an environmental management problem.

2. Position of the problem and related works

The Multi-Criteria Decision Making (MCDM), introduced by B.Roy[5, 6], is a set of methods that help the Decision-Maker (DM) to make decisions using their preferences with multiple and conflictual criteria. Thus, it has been widely applied to various scientific problems, such as the environment [7, 8], industrial [9], land use and management of natural resources [10], mine planning [11], energy management [12], waste management [13, 14], financial and bank management [15], evaluation and selection of projects [16] and transport [17] and many other problems. All the multi-criteria problems require the establishment of a coherent family F of m (m ≥ 2) criteria and also require a set A of n (n ≥ 1) actions or alternatives. Then, the DM must give for all alternative a of A and for any criterion g_j of F, his judgment g_j(a). This judgment is also named the preference of the alternative a on the criterion g_j.

This leads to the establishment of a matrix called preferences matrix or decision matrix M(n,m). This matrix is composed of n rows and m columns. The rows represent the alternatives and the columns represent the set of criteria. The majority of MCAPs, especially the ELECTRE family methods proposed by B. Roy [5], require certain preferences g_j(a). However, the DMs preferences are usually inherent in imprecision and uncertainty. The preferences are considered uncertain when the DMs have doubts about their validity, and these preferences are considered imprecise when the DMs have difficulty expressing them very clearly and unambiguously.

For example, all the following criteria: "noise pollution", "separation of the territory", "air pollution", "impact on regional planning", used in the practical example, by their physical nature, we cannot express them and measure them with an exact evaluation, whatever the most sophisticated physical material deployed, there will always be uncertainty in this type of measurement.

In order to overcome the lack of MCDM methods that do not accept imprecision, this work proposes an extension of these to allow the use of even imprecise and uncertain preferences. This imprecision and uncertainty will be expressed using an interval called ’uncertainty interval’. To take into account the uncertainty and vagueness that mark certain information, the UIs have been studied and introduced by several mathematical researchers, as in [18, 19].
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This work aims to propose an extension of ELECTRE methods to consider uncertain preferences, particularly the authors will focus on the ELECTRE III version. Several related works were realized in the context of uncertainty and imprecision problems. Among these works, we cite the fuzzy MCDM methods such as methods based on fuzzy sets [8], methods based on intuitionistic fuzzy sets [18, 19], and methods based on hesitant fuzzy sets [20, 21]. The majority of these methods are combined with the most popular ELECTRE method to solve a multi-criteria problem with fuzzy information. This list of works is not exhaustive.

As mentioned above, the preferences uncertainty and imprecision are expressed based on UIs. More precisely, for each criterion \( g_j \) and each action \( a \), the DM can express the evaluation \( g_j(a) \) by the uncertainty interval: \([g_j(a)^-, g_j(a)^+]\). Where \( g_j(a)^- \) and \( g_j(a)^+ \) are respectively the minimum and maximum limits of the possible variation of the evaluation \( g_j(a) \). It worth mentioning that \( g_j(a)^- \leq g_j(a)^+ \), and if the DM expresses \( g_j(a)^- = g_j(a)^+ \), then this is a particular case where the evaluation is expressed with a unique and exact value.

3. Overview of the ELECTRE methods and interval comparison methods

3.1. Versions of the ELECTRE methods

ELECTRE methods are a set of outranking methods based on pairwise comparisons between alternatives. This method is introduced to overcome the disadvantages of "The weighted-sum method". ELECTRE method is not a compensatory method, i.e. a low evaluation on a criterion is not automatic, as the weighted-sum methods, compensated by a high evaluation on another criterion [3]. Moreover, the ELECTRE methods support different measurement scales that can be indifferently cardinal and ordinal [22]. ELECTRE is a family of methods belonging to the outranking synthesis approach. Currently, we find in the literature more than six versions of the ELECTRE methods, each with its characteristics according to whether we adopt true criteria or pseudo-criteria [3], according to the decision problems to be solved and depending on whether one takes into account or not the criteria relative importance, often expressed by weights. The hesitation of the DM between the indifference relation I and the preference relation P. B. Roy [1] proposes an extension of the ELECTRE II method, which is the ELECTRE III method, allowing the DM to express the hesitation between indifference and preference among two given alternatives \( a \) and \( b \), to do this, two thresholds \( p_j \) and \( q_j \) are introduced for each criterion \( g_j \).

The two thresholds \( p_j \) and \( q_j \) may depend on each alternative \( a \), we consider the thresholds \( p_j(g_j(a)) \) and \( q_j(g_j(a)) \).

B. Roy [1][3] chose a linear form to define these thresholds according to the considered alternative:

\[
p_j(g_j(a)) = \alpha_1 \times g_j(a) + \beta 1 \quad \text{and} \quad q_j(g_j(a)) = \alpha_2 \times g_j(a) + \beta 2.
\]

We can opt for any strictly monotonous function to generalize the linear function’s choice to calculate the thresholds.

When it is desired to define an indifference area, the first threshold has been introduced, called the indifference threshold, and denoted by the parameter \( q_i \), below which the DM sees no difference between two actions \( a \) and \( b \) (see Figure 1). Precisely, two actions \( a \) and \( b \) are considered indifferent, on a given criterion \( g_j \), when the following inequality (1) is verified:

\[
|g_j(a) - g_j(b)| < q_j(g_j(a))
\]  

(1)

Where \( q_j \) represents the indifference threshold relative to the \( j^{th} \) criterion \( g_j \). When it is desired to define an area of hesitation between preference and indifference, a second threshold has been introduced, called the preference threshold, and denoted by the parameter \( p_j \) with \( p_j \geq q_j \geq 0 \). Above this threshold, the DM considers without hesitation that action \( a \) is strictly preferred to action \( b \) (see Figure 2). Precisely, action \( a \) will be considered as preferred without hesitation to the action \( b \), on a given criterion \( g_j \), when the following inequality (2) is verified:

\[
g_j(a) - g_j(b) > p_j(g_j(a))
\]  

(2)

\( p_j \) represents the threshold of preference relative to to the \( j^{th} \) criterion \( g_j \).

As shown in Figure 2, between the two indifference areas, and preferably, it exists the area of hesitation between
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Figure 1. The indifference relation $I$ and the preference relation $P$.

Figure 2. The indifference relation $I$, the weak preference relation $Q$, and the strict preference relation $P$.

preference and indifference [23, 24]. The weak preference relation $Q$ expresses this area. Then, we can say that action $a$ is weakly preferred to the action $b$, on a given criterion $g_j$, when the inequality (3) is satisfied:

$$q_j(g_j(a)) < g_j(a) - g_j(b) < p_j(g_j(a))$$

(3)

Remarks:

- When we only consider the indifference threshold (i.e. $0 < q_j = p_j$), the considered criterion $g_j$ is called "quasi-criterion".
- When the two thresholds are considered (i.e. $0 < q_j < p_j$), the considered criterion $g_j$ is called "pseudo-criterion".
- When the two thresholds are not considered (i.e. $0 = q_j = p_j$), the used criterion $g_j$ is called "true-criterion".

3.2. Principle of the ELECTRE III method

In this study, we use the ELECTRE III method [4] as a method which her objective is to rank potential actions, from the "best" to the "worst" (ranking procedure), although it has a richness and complexity far superior to those of ELECTRE I and ELECTRE II [5], the main approach of this method begins with the building of the outranking relation $S$ and proceeds to its exploitation by the establishment of two antagonist’s pre-orders, the ascending pre-order and the descending pre-order. And finally, the two pre-orders are combined and synthesized to obtain a median pre-order as the final result of the method.

Like all ELECTRE procedures, the ELECTRE III version is based on two main concepts: concordance and non-discordance. The first concept expresses when constructing the outranking relation $S$, the respect of the majority, in the sense that an action $a$ will outrank another action $b$, noted by $aSb$, if the majority of the criteria are in favor, or in concordance, with this assertion $aSb$ [5]. The second concept is eventually to take into account the strong opposition of a minority of criteria, also called the effect of the veto, in the sense that when we search to approve the outranking relation $aSb$ for two given actions $a$ and $b$, if there exists at least one criterion in contradiction with this assertion, the relation $aSb$ will so be rejected.

To fully understand the principle of the method, we give the algorithm of the method in detail in the following paragraph.

3.3. Algorithm of the basic ELECTRE III method

Let $A$ be the set of the alternatives $a_i (i = 1, \ldots, n)$ evaluated according to a set of $m$ points of views ($m \geq 2$), each point of view $g_j (j = 1, 2, \ldots, m)$ is represented by a set $F$, called criteria. The performance of the alternative $a_i$
according to the criterion $g_j$ is noted by $g_j(a_i)$. The different steps of ELECTRE III and calculations are presented below.

- **Step 1.** Elaboration of the decision matrix:

  In any MCDA problem, the first step in the decision process is to provide all alternatives’ performance on all criteria. This operation is then summarized in a matrix $M$ called the decision matrix. See equation 4.

  - Decision matrix

    $$
    M = \begin{pmatrix}
    g_1(a_1) & g_2(a_1) & \cdots & g_m(a_1) \\
    g_1(a_2) & g_2(a_2) & \cdots & g_m(a_2) \\
    \vdots & \vdots & \ddots & \vdots \\
    g_1(a_n) & g_2(a_n) & \cdots & g_m(a_n)
    \end{pmatrix}
    $$
    \tag{4}

    - Provide the importance vector for each criterion: $W = (w_1, w_2, \ldots, w_j, \ldots, w_m)$. Where $w_j$ is the weight of the $j^{th}$ criterion, which expresses the relative importance of criterion $g_j$ compared to the other criteria.

    - Provide the indifference $q_j$, preference $p_j$, and veto $v_j$ threshold, where $0 < q_j < p_j < v_j$.

- **Step 2.** The global concordance index $c(a, b)$ is computed for each pair of alternatives $a$ and $b$ by equation 5.

  $$
  c(a, b) = \frac{\sum_{j=1}^{m} w_j c_j(a, b)}{\sum_{j=1}^{m} w_j}
  $$
  \tag{5}

  Where $c_j(a, b)$ is the partial concordance index of the alternative $a$ and the alternative $b$ under the criterion $g_j$ expressed by the flowing equation 6:

  $$
  c_j(a, b) = \begin{cases}
  0 & \text{if } g_j(b) - g_j(a) > p_j(g_j(a)) \\
  1 & \text{if } g_j(b) - g_j(a) \leq q_j(g_j(a)) \\
  \frac{p_j(g_j(a)) - g_j(b)}{g_j(b) - g_j(a)} & \text{otherwise}
  \end{cases}
  $$
  \tag{6}

  Thus, $0 \leq c_j(a, b) \leq 1$.

- **Step 3.** The discordance index $d_j(a, b)$ for each criterion is defined with the flowing equation 7:

  $$
  d_j(a, b) = \begin{cases}
  0 & \text{if } g_j(a) - g_j(b) \leq p_j(g_j(a)) \\
  1 & \text{if } g_j(a) - g_j(b) > v_j(g_j(a)) \\
  \frac{g_j(a) - g_j(b) - p_j(g_j(a))}{v_j(g_j(a)) - p_j(g_j(a))} & \text{otherwise}
  \end{cases}
  $$
  \tag{7}

  Thus, $0 \leq d_j(a, b) \leq 1$.

- **Step 4.** Calculation of the credibility degree

  The outranking relation is constructed by defining the credibility degree of the assertion $aSb$ as follows:

  $$
  \rho(a, b) = \begin{cases}
  c(a, b) & \text{if } d_j(a, b) \leq c(a, b) \forall g_j \in F \\
  c(a, b) \times \prod_{g_j \in F} \frac{1 - d_j(a, b)}{1 - c(a, b)} & \text{otherwise}
  \end{cases}
  $$
  \tag{8}

  Equation 8 supposes that if the concordance index exceeds that of the discrepancy for all the criteria, the concordance value coincides with that of the credibility degree. Otherwise, we must attenuate the concordance $c(a, b)$ by the obtained discordance. If the discordance index is worth 1 for at least one criterion $g_j$, then we have no credibility that $aSb$ is approved and therefore $\rho(a, b) = 0$. 
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- **Step 5.** Building and exploitation of the outranking relation \( S \)

After building the outranking relation \( S \) between all alternatives, and to elaborate the ranking of all alternatives, the basic ELECTRE III method uses two intermediate ranking procedures: in the first, the alternatives are ranked from the best to the worst alternative, called "descending distillation", and in the second, the alternatives are ranked from the worst to the best alternative, called "ascending distillation". The two pre-orders are defined according to a qualification score calculated for each alternative by the following sub-steps [25].

- **Sub-step 5.1.** In this first sub-step, we define the index \( \lambda_0 \). This index is equal to the maximum value of all the credibility \( \rho(a, b) \):

\[
\rho(a, b) = \max_{a, b \in A} \rho(a, b).
\]

- **Sub-Step 5.2.** In the second sub-step, we calculate now the outranking level \( \lambda_1 \) which designates the greatest credibility which is lower than the maximum credibility minus a given threshold, called the "discrimination threshold". The outranking level is calculated by the flowing equation 9:

\[
\lambda_1 = \max_{\rho(a, b) < \lambda_0 - s(\lambda_0) / a, b \in A} \rho(a, b).
\]

Where \( s(\lambda_0) \) expresses the discrimination threshold corresponding to the maximum outranking level \( \lambda_0 \). The function \( s() \) is defined by the formula given by: \( s(\lambda) = \alpha \times \lambda + \beta \). Generally, we choose \( \alpha = -0.15 \) and \( \beta = 0.3 \).

At the initial cut, \( a \) outrank \( b \), if the credibility degree of \( a \) and \( b \) is strictly greater than the outranking level \( \lambda_1 \) and exceeds \( \rho(a, b) \) increased by the discrimination threshold. This condition is given by:

\[
aSb \iff \rho(a, b) > \lambda_1 \text{ and } \rho(a, b) - \rho(b, a) > s(\lambda_1).
\]

- **Sub-Step 5.3.** For each relation \( aSb \) obtained by the previous step, the alternative \( a \) receives a score +1 (strength), however, the alternative \( b \) receives a score of -1 (weakness). For each alternative \( a \), the strength is calculated by the function \( \varphi^+(a) \), and the weakness is calculated by the function \( \varphi^-(a) \). Then, the two functions are added for calculation the final qualification score noted by \( \varphi(a) \). The different scores are obtained by equations 10, 11, and 12 as follows [6].

\[
\varphi^+(a) = \sum_{b \in A / aSb} +1
\]

\[
\varphi^-(a) = \sum_{b \in A / bSa} +1
\]

\[
\varphi(a) = \varphi^+(a) - \varphi^-(a)
\]

- **Sub-Step 5.4:** Establishment of the pre-order descending: In the descending distillation procedure, the alternative which has obtained the highest qualification score, it is assigned at the first rank, and therefore, it is withdrawn from the procedure, and then the process is repeated for the remaining alternatives. We obtain a first ranking of the alternatives from the best to the worst alternative.

- **Sub-Step 5.5:** Establishment of the pre-order ascending: In the ascending distillation, the alternative with the lowest qualifying score is assigned first, and therefore, it is removed from the procedure, and then the process is repeated for the remaining alternatives. We obtain a second ranking of the alternatives from the worst to the best alternative. In the end, the ranking obtained is reversed.

- **Sub-Step 5.6:** Establishment of the final pre-order: The two procedures descending distillation and ascending distillation, are combined to form a final median ranking. For an illustrative example of the ELECTRE III algorithm, the reader can see our work [6], where we have used the ELECTRE III method for the national electrification program of the Moroccan rural.
3.4. Interval Comparison methods

In the majority of the MCAPs, in particular, the ELECTRE III method, it has been noted that the comparisons between actions for to build the outranking relation are carried out on the real $\mathbb{R}$ line on the basis of the evaluations $g_j(a)$ and $g_j(b)$. In the proposed approach, we will be called to make the same comparisons, but at the base of the preferences expressed with the UIs: $[g_j(a)^-, g_j(a)^+]$ and $[g_j(b)^-, g_j(b)^+]$. To do this, we have looked in the literature, and we have fortunately ended up finding a panoply of work articulated on the comparisons of intervals. As cited before, several works are done in the context of comparing intervals as in [26], I. Alolyan proposed a new method for the comparison of intervals by defining u-ordering, which helps to have an ordering for closed intervals. We can also note the paper [27], which presents a method based on a probabilistic approach for comparing the crisp and fuzzy interval; the article treats all interval location cases by considering the intervals’ overlapping. The present work adopts the same idea to compare intervals that represent the preferences of alternatives correspond to each criterion.

4. The proposed extension of ELECTRE III

Our extension of the ELECTRE III method is used to solve multi-criteria problems with imprecise preferences of the DM, and whose ultimate goal is to obtain a ranking of the different alternatives. As seen in the algorithm of ELECTRE III method, the man of study, and in consultation with the DM, must begin to construct the matrix of performances $g_j(a)$: for each alternative $a \in A$ and for all criterion $g_j \in F$, except in the proposed approach, the performances $g_j(a)$ are expressed using a UI: $[g_j(a)^-, g_j(a)^+]$. These intervals will be compared to each other to build the outranking relationship $S$. Moreover, in the basic ELECTRE III method, to take into account the hesitation of the DM between preference and indifference, two thresholds are introduced for each criterion $g_j$, named the indifference threshold $q_j$ and the preference threshold $p_j$. In addition to these two thresholds, we also consider the veto threshold $v_j$. All these thresholds are also included in the proposed new approach.

4.1. Algorithm for the extension of ELECTRE III method

The proposed algorithm is very similar to that of the basic ELECTRE III method. However, it differs, on the one hand, in the nature of the data of the decision matrix $M$. For our case, we choose UIs as judgement values of the DM. On the other hand, in calculating the partial concordance indices $c_j(a, b)$ and calculating the discordance indices $d_j(a, b)$, these indices will be calculated according to the intervals’ comparisons. All the other steps of the basic ELECTRE III method are similar in the new approach.

4.2. Definition of the decision matrix

In a multi-criteria decision problem, it is necessary to define the set $A$ of $n$ alternatives to rank it from the best to the least good. It is the problematic of ranking treated in this work. Also, it is necessary to define a coherent family of $m$ criteria. And as fuzzy and uncertain estimations expressed by intervals of uncertainty, the decision matrix to be constructed must look like the flowing equation 13.

$$M = \begin{pmatrix}
[g_1(a_1)^-, g_1(a_1)^+] & \cdots & [g_m(a_1)^-, g_m(a_1)^+] \\
\vdots & \ddots & \vdots \\
[g_1(a_n)^-, g_1(a_n)^+] & \cdots & [g_m(a_n)^-, g_m(a_n)^+]
\end{pmatrix}$$

(13)

Where $g_j(a_i)^-$ and $g_j(a_i)^+$ are, respectively, the thresholds min and max for the $i^{th}$ alternative correspond to the $j^{th}$ criterion. In addition to the decision matrix, as in the ELECTRE III method, the various thresholds and weights for all criteria must also be provided, see Table (1).
4.3. Partial concordance calculation

To calculate the index of concordance $c_j(a, b)$ for each criterion $g_j$ and each pair of alternatives $(a, b)$, we will be based on a probabilistic method [27]. With the aim to estimate the degree to which the interval $a = [g_j(a)^-, g_j(a)^+]$ will be considered preferred or indifferent to the interval $b = [g_j(b)^-, g_j(b)^+]$, while allowing the possibility of expressing hesitation in the comparison between indifference and the strict preference of the two intervals. In this concordance index calculation, we can distinguish several possible cases according to the first interval’s location relative to the second. To compare two alternatives $a$ and $b$, we must distinguish exactly the following six cases.

**Case 1:** In this first case, we consider that the UI of alternative $b$ is placed before that of alternative $a$. Three possibilities are to envisage, the UI $= [g_j(b)^-, g_j(b)^+]$ is included in the indifference area of $a$ ($aIb$), included in the weak preference area of $a$ ($aQb$), included in the strict preference area of $a$ ($aPb$), or overlaps with these three areas. In this case, we consider that according to the cri`ere $g_j$, alternative $a$ is preferred to the alternative $b$, and we take so $c_j(a, b) = 1$. Indeed, in this first case, the interval UI of alternative $b$, in the best case, is at least equal to that of alternative $a$. Otherwise, the interval UI of $b$ is included in the area in favor of alternative $a$. See Figure 3. More precisely, if $g_j(b)^+ \leq g_j(a)^+ + q_j$ then $c_j(a, b) = 1$.

![Figure 3. Partial concordance calculation -case 1-](image)

**Case 2:** In this second case, we consider that the UI of alternative $b$ is located after alternative $a$. We distinguish here the case where the UI of $b$ is included in the preferably weak area of $b$ ($bQa$). Therefore, we take as partial concordance the decreasing linear interpolation of the medium $mc$ of the interval $[g_j(b)^-, g_j(b)^+]$, $mc = \frac{g_j(b)^- + g_j(b)^+}{2}$, regarding to the weak preference area $[g_j(a)^- + q_j, g_j(a)^+ + p_j]$. See Figure 4.

Precisely: if $g_j(a)^+ + q_j < g_j(b)^- < g_j(b)^+ < g_j(a)^+ + p_j$ then $c_j(a, b) = \frac{p_j + g_j(a)^+ - mc}{p_j - q_j}$. **Property:** The proposed formula $c_j(a, b) = \frac{p_j + g_j(a)^+ - mc}{p_j - q_j}$ show that the value $c_j(a, b)$ varies between 0 and 1. Moreover, when the UI of alternative $b$ approaches the indifference zone of alternative $a$, the value of $c_j(a, b)$ becomes near the maximum concordance 1. Contrariwise, when the UI of the alternative $b$ approaches the area of preference in favor of $b$, the value $c_j(a, b)$ tends towards the minimum value of the concordance 0.
Case 3: In this third case, it is considered that the UI corresponding to alternative $b$ is found after that of alternative $a$. In other words, we distinguish the case where the UI of $b$ is included in the strict preference area of $b$ ($bPa$). We take in this case $c_j(a, b) = 0$. See Figure 5.

More precisely: if $g_j(b) > g_j(a) + p_j$ then $c_j(a, b) = 0$.

Case 4: In this fourth case, we suppose that the UI of alternative $b$ overlaps the area in favor of the alternative $a$ ($aPb$, $aQb$ or $aIb$) and the preference area weak in favor of alternative $b$ ($bQa$). In this case, the concordance $c_j(a, b)$ must take into account the concordance $c_{j1}(a, b)$ of the UI of $b$, which is included in the zone in favor of the alternative $a$, and the concordance $c_{j2}(a, b)$ of the part of the UI of $b$ which is included in the region of preference weak in favor of $b$ ($bQa$). See Figure 6.

More precisely: if $g_j(b) < g_j(a) - q_j$ and $g_j(a) + q_j < g_j(b) + p_j$ then $c_j(a, b) = c_{j1}(a, b) + c_{j2}(a, b)$.

Where:
- $c_{j1}(a, b)$ expresses the portion of the concordance of the interval $[g_j(b) - , g_j(a) + + q_j]$ that is included in the area in favor of $a$. For calculating $c_{j1}(a, b)$, we apply the case 1, which takes a concordance equal to 1, but the final result of $c_{j1}(a, b)$ must be attenuated by the portion of the interval that is not in this area by the value: $1 - \frac{g_j(b)^+ - (g_j(a)^+ + q_j)}{g_j(b)^+ - g_j(b)^-}$.
- $c_{j2}(a, b)$ expresses the portion of the concordance of the interval $[g_j(a) + + q_j, g_j(b)^+]$, which is included in the weak preference area of $b$ ($bQa$). For the calculation of $c_{j2}(a, b)$, we apply the case 2, which takes as concordance an interpolation of the medium of the interval $[g_j(a) + + q_j, g_j(b)^+]$. However, the concordance $c_{j2}(a, b)$ must be attenuated by the region of the UI of $b$ outside the area $bQa$.

So we take in this case 4:

$$c_{j1}(a, b) = 1 - \frac{g_j(b)^+ - (g_j(a)^+ + q_j)}{g_j(b)^+ - g_j(b)^-} \times 1$$  (14)
The equations (14) and (15) are equivalent to:

\[ c_{j2}(a, b) = (1 - \frac{(g_j(a)^+ + q_j) - g_j(b)^-}{g_j(b)^+ - g_j(b)^-}) \times \frac{g_j(a)^+ + p_j - mc'}{p_j - q_j} \]  

(15)

Where \( mc' = \frac{g_j(a)^+ + q_j + g_j(b)^+}{2} \) is the medium of the interval \([g_j(a)^+ + q_j, g_j(b)^+]\). We notice that:

\[ \frac{g_j(b)^+ - (g_j(a)^+ + q_j)}{g_j(b)^+ - g_j(b)^-} + (1 - \frac{g_j(a)^+ + g_j(b)^- - g_j(b)^-}{g_j(b)^+ - g_j(b)^-}) = 1 \]

**Case 5:** In this fifth case, we consider that the UI of alternative \( b \) overlaps the weak preference area in favor of \( b \) (\( bQa \)) and the strict preference area in favor of alternative \( b \) (\( bPa \)). In this case, the concordance \( c_j(a, b) \) must take into account the concordance \( c_{j3}(a, b) \) of the portion of the UI of \( b \) that is included in the weak preference area (\( bQa \)), and the concordance \( c_{j4}(a, b) \) of the portion which is included in the strict preference area (\( bPa \)). See Figure 7.

More precisely, if \( g_j(a)^+ + q_j < g_j(b)^- < g_j(a)^+ + p_j \) and \( g_j(b)^+ > g_j(a)^+ + p_j \) then \( c_j(a, b) = c_{j3}(a, b) + c_{j4}(a, b) \).

Where:

- \( c_{j3}(a, b) \) expresses the portion of the concordance of the interval \([g_j(b)^-, g_j(a)^+ + p_j]\) that is included in the weak preference area of \( b \) (\( bQa \)). For the calculation of \( c_{j3}(a, b) \), we apply the case 2. Which takes as concordance an interpolation of the medium of the interval \([g_j(b)^-, g_j(a)^+ + p_j]\) as shown in Figure 7. However, the concordance \( c_{j3}(a, b) \) must be attenuated by the region of the UI of \( b \) outside the area \( bQa \).

- \( c_{j4}(a, b) \) expresses the portion of the concordance of the interval \([g_j(a)^+ + p_j, g_j(b)^+]\) that is included in the strict preference area of \( b \) (\( bPa \)). For the calculation of \( c_{j4}(a, b) \), we apply the case 3, which takes as concordance a value equal to 0.

So we then take in this fifth case :

\[ c_{j3}(a, b) = \frac{1}{2} \left(1 - \frac{g_j(b)^+ - (g_j(a)^+ + p_j)}{g_j(b)^+ - g_j(b)^-} \right) \times \frac{g_j(a)^+ + p_j - mc''}{p_j - q_j} \]

(16)

Where \( mc'' = \frac{g_j(b)^- + g_j(a)^+ + p_j}{2} \) is the medium of the interval \([g_j(b)^-, g_j(a)^+ + p_j]\).

**Case 6:** In this sixth and last case of partial concordance computation, we suppose that the UI of alternative \( b \) overlaps with the three preference areas: the first area in favor of \( a \) (\( aPb, aQb, aIb \)), the second weakly preference
It can be shown easily that: $c_j(a, b)$ is the concordance of the intersection of the UI with the preference area in favor of the alternative $a$. $c_{j5}(a, b)$ is the concordance of the intersection part of the UI with the weak preference area in favor of the alternative $b$, and $c_{j7}(a, b)$ is the concordance of the intersection part of the UI with the strict preference area in favor of the alternative $b$. See Figure 8.

More precisely, if $g_j(b) - g_j(a) + g_j(b)^+ > g_j(a) + p_j$ then $c_j(a, b) = c_{j5}(a, b) + c_{j6}(a, b) + c_{j7}(a, b)$. With:

- $c_{j5}(a, b)$ expresses the portion of the concordance of the interval $[g_j(b)^-, g_j(a)^+ + g_j]$ that is included in the area in favor the alternative $a$. For the calculation of $c_{j5}(a, b)$, we apply precisely the same formula used for $c_j(a, b)$. - $c_{j6}(a, b)$ expresses the portion of the concordance of the interval $[g_j(a)^+ + g_j, g_j(b)^+ + p_j]$ that is included in the weak preference area of $b$ ($bQa$). For the calculation of $c_{j6}(a, b)$, we apply the case 2. Which takes as concordance an interpolation of the medium of the whole interval $[g_j(a)^+ + g_j, g_j(b)^+ + p_j]$. The value of $c_{j6}(a, b)$ must be attenuated by the portion of the interval outside this area by the value:

$$1 - \frac{(g_j(a)^+ + q_j) - g_j(b)^-}{g_j(b)^+ - g_j(b)^-} + \frac{g_j(b)^+ - (g_j(a)^+ + p_j)}{g_j(b)^+ - g_j(b)^-}.$$  

Or strengthened by the value: $\frac{(g_j(a)^+ + p_j) - (g_j(a)^+ + q_j)}{g_j(b)^+ - g_j(b)^-} = 1$ (17)

- $c_{j7}(a, b)$ expresses the portion of the concordance of the interval $[g_j(a)^+ + p_j, g_j(b)^+]$ that is included in the strict preference area of $b$ ($bPa$). For the calculation of $c_{j7}(a, b)$, we apply the case 3, which takes as concordance a value equal to 0. Then, we take:

$$c_{j5}(a, b) = (1 - \frac{g_j(b)^+ - (g_j(a)^+ + q_j)}{g_j(b)^+ - g_j(b)^-}) \times 1$$  

$$c_{j6}(a, b) = \frac{(g_j(a)^+ + p_j) - (g_j(a)^+ + q_j)}{g_j(b)^+ - g_j(b)^-} \times \frac{g_j(a)^+ + p_j - mc'''}{p_j - q_j}$$  

$$c_{j7}(a, b) = 0$$  

Where $mc''' = \frac{g_j(a)^+ + q_j + g_j(a)^+ + p_j}{2}$ is this the medium of the interval $[g_j(a)^+ + q_j, g_j(a)^+ + p_j]$.

It can be shown easily that: $\frac{g_j(a)^+ + p_j - mc'''}{p_j - q_j} = 0.5$, whence $c_{j6}(a, b) = 0.5 \times \frac{p_j - q_j}{g_j(b)^+ - g_j(b)^-}$. After calculating the partial concordance indices for all the criteria and for all the pairs of alternatives, we calculate the global concordance $c(a, b)$ for all pair of alternatives $a$ and $b$ of the set $A$, as shown in equation (5).
4.4. Partial discordance calculation

To calculate the partial discordance index $d_j(a, b)$ for each criterion $g_j$, $1 \leq j \leq m$, and for each pair of alternatives $(a, b)$ of the set $A$, we will use the same approach followed to calculate the partial concordance index $c_j(a, b)$, but this time we will follow reverse reasoning. We measure the degree of whether the UI of $b$ is preferred or indifferent to that of $a$. Simultaneously, we allow the possibility to distinguish the case where the UI of $b$ is widely preferred to that of $a$. This case will be noted by $(bP1a)$. And the case where the UI of $b$ will be considered as very widely preferred to that of $a$. This case will be noted by $(bP2a)$. For these two preferences $P_1$ and $P_2$, we define a veto threshold $v_j$, beyond which the discordance is equal to 1 (see Figure 9). Likewise, in the case of the concordance index $c_j(a, b)$ computation, we distinguish exactly six cases in total to calculate the discordance index $d_j(a, b)$.

**Case 1:** We start with the case where the UI of alternative $b$ is included in the area in favor of $a$ ($aPb, aQb, aIb$), included in the weak preference area of $b$ ($bQa$), or even included in the area where there is an overlap with these different areas. We take for this first case $d_j(a, b) = 0$ because for these areas considered, the UI of the alternative $b$ is located before the two veto areas: the weak veto area $(bP1a)$ and the strict veto area $(bP2a)$, then no discordance can be assumed. See Figure 9.

More precisely: if $g_j(b) + p_j < g_j(a) + v_j$ then $d_j(a, b) = 0$.

**Case 2:** In this second case, we examine the point where the UI of $b$ is included in the weak veto area $(bP1a)$. We take so a discordance by an increasing linear interpolation, the more that the UI approaches to the strict veto area, the discordance increases towards the maximum discordance, which is equal to 1. And vice versa, more than the UI of $b$ moves away of the strict veto area, the discordance decreases towards the minimum discordance, which is equal to 0. The medium $md$ of the UI of $b$ verifies this property: $md = \frac{g_j(b) - g_j(a) + v_j}{2}$. See Figure 10.

More precisely: If $g_j(a) + p_j < g_j(b) + v_j$ and $g_j(b) > g_j(a) + p_j$ then, $d_j(a, b) = \frac{md - (g_j(a) + p_j)}{v_j - p_j}$. 

![Figure 8. Partial concordance calculation -case 6-](image1)

![Figure 9. Partial discordance calculation -case 1-](image2)
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Case 3: In this third case, we trait the case where the UI of alternative $b$ is located beyond the strict veto area ($bP2a$). In this case, it is clear to take the minimal discordance: $d_j(a,b) = 0$. See Figure 11.

More precisely: If $g_j(b)^- > g_j(a)^+ + v_j$ then, $d_j(a,b) = 1$.

Case 4: In this fourth case, we consider that the UI of alternative $b$ overlaps the area designated by $(aPb, aQb or aIb)$ and the weak veto area: $bP1a$. In this case, the discordance $d_j(a,b)$ must take into account the discordance $d_{j1}(a,b)$ of the portion of the UI of $b$ that is included in the area $(aPb, aQb or aIb)$, and the discordance $d_{j2}(a,b)$ of the portion that is included in area $(bP1a)$. See Figure 12.

More precisely: if $g_j(b)^- \leq g_j(a)^+ + p_j$ and $g_j(a)^+ + p_j < g_j(b)^+ < g_j(a)^+ + v_j$ then $d_j(a,b) = d_{j1}(a,b) + d_{j2}(a,b)$.

With:

- $d_{j1}(a,b)$ expresses the portion of the discordance of the interval $[g_j(b)^-, g_j(a)^+ + p_j]$, which is included in the area in favor of $a$ and the weak preference area of $b$.

- $d_{j2}(a,b)$ expresses the portion of the discordance of the interval $[g_j(a)^+ + p_j, g_j(b)^+]$ that is included in the weak veto area $(bP1a)$.

For the calculation of $d_{j1}(a,b)$, we apply the case 1, which takes a discordance $d_{j1}(a,b) = 0$. For the calculation of $d_{j2}(a,b)$, we apply the case 2. Which takes as discordance an interpolation of the medium of the interval $[g_j(a)^+ + p_j, g_j(b)^+]$. But as in the case of the concordance, the value of $d_{j2} = (a,b)$ should be attenuated from the portion of the interval that is outside of this area by the value: $1 - \frac{g_j(b)^- - g_j(a)^+ + p_j}{g_j(b)^+ - g_j(b)^-}$. Or reinforced by the value: $\frac{g_j(b)^+ - g_j(a)^+ + p_j}{g_j(b)^+ - g_j(b)^-}$. Because,

\[
\frac{g_j(b)^+ - g_j(a)^+ + p_j}{g_j(b)^+ - g_j(b)^-} + \frac{g_j(b)^+ - g_j(a)^+ + p_j}{g_j(b)^+ - g_j(b)^-} = 1.
\]

We take so:

\[
d_{j1}(a,b) = 0
\]
\[ d_{j2}(a, b) = (1 - \frac{(g_j(a)^+ + p_j) - g_j(b)^-}{g_j(b)^+ - g_j(b)^-}) \times \frac{md' - (g_j(a)^+ + p_j)}{v_j - p_j} \]

Where \( md' \) is the medium of the interval \([g_j(a)^+ + p_j, g_j(b)^+]\): \( md' = \frac{g_j(a)^+ + p_j + g_j(b)^+}{2} \).

**Case 5:** In this fifth case, we consider that the UI of alternative \( b \) overlaps the weak veto area: \( bP1a \) and the strict veto area: \( bP2a \). In this case, the discordance \( d_j(a, b) \) must take into account the discordance \( d_{j3}(a, b) \) of the portion of the UI of \( b \) that is included in the weak veto area, and the discordance \( d_{j4}(a, b) \) of the portion which is included in the strict veto area. See Figure 13.

More precisely: if \( g_j(a)^+ + p_j < g_j(b)^- < g_j(a)^+ + v_j \) and \( g_j(b)^+ > g_j(a)^+ + v_j \) then \( d_j(a, b) = d_{j3}(a, b) + d_{j4}(a, b) \).

With:
- \( d_{j3}(a, b) \) expresses the portion of the discordance of the interval \([g_j(b)^-, g_j(a)^+ + v_j]\) that is included in the weak veto area \((bP1a)\). For the calculation of \( d_{j3}(a, b) \), we apply the case 2, which takes as discordance an increasing interpolation of the medium of the interval \([g_j(b)^-, g_j(a)^+ + v_j]\), but this value must be attenuated by the portion of the interval outside this area by the value: \( 1 - \frac{g_j(b)^+ - (g_j(a)^+ + v_j)}{g_j(b)^+ - g_j(b)^-} \). Or reinforced by the value: \( \frac{(g_j(a)^+ + v_j) - g_j(b)^-}{g_j(b)^+ - g_j(b)^-} \).
- \( d_{j4}(a, b) \) expresses the portion of the discordance of the interval \([g_j(a)^+ + v_j, g_j(b)^+]\) that is included in the strict veto area \((bP2a)\). For the calculation of \( d_{j4}(a, b) \), we apply the case 3, which takes as a discordance equal to 1. This value must be attenuated by the portion of the interval which is outside this area by the value: \( 1 - \frac{(g_j(a)^+ + v_j) - g_j(b)^-}{g_j(b)^+ - g_j(b)^-} \).

Or reinforced by the value: \( \frac{g_j(b)^+ - (g_j(a)^+ + v_j)}{g_j(b)^+ - g_j(b)^-} \).

We take so:

\[ d_{j3}(a, b) = (1 - \frac{g_j(b)^+ - (g_j(a)^+ + v_j)}{g_j(b)^+ - g_j(b)^-}) \times \frac{md'' - (g(a)^+ + p_j)}{v_j - p_j} \]

\[ d_{j4}(a, b) = (1 - \frac{(g_j(a)^+ + v_j) - g_j(b)^-}{g_j(b)^+ - g_j(b)^-}) \times 1 \]

Where: \( md'' \) is the medium of the interval \([g_j(b)^-, g_j(a)^+ + v_j]\): \( md'' = \frac{g_j(b)^- + g_j(a)^+ + v_j}{2} \).

**Case 6:** In this sixth and the last case of partial discordance computation, we consider that the UI of alternative \( b \) overlaps the three areas: the area in favor of \( a \) or weakly in favor of \( b \): \((aPb, aQb, aIorbQa)\), the weak veto area: \( bP1a \), and the strict veto area: \( bP2a \). In this case, the discordance \( d_j(a, b) \) must take into account three discordance: the discordance \( d_{j5}(a, b) \) of the portion of the UI of \( b \) which is included in the area "\( aPb, aQb, aIorbQa \)"; the discordance \( d_{j6}(a, b) \) of the portion of the UI of \( b \) that is included in the weak veto area, and the discordance \( d_{j7}(a, b) \) of the portion of the IU of \( b \) that is included in the strict veto area. See Figure 14.

More precisely, if \( g_j(b)^- \leq g_j(a)^+ + p_j \) and \( g_j(b)^+ > g_j(a)^+ + v_j \) then \( d_j(a, b) = d_{j5}(a, b) + d_{j6}(a, b) + d_{j7}(a, b) \).
With:
- $d_{j5}(a, b)$ corresponds to the discordance of the interval $[g_j(b)^-, g_j(a)^+ + p_j]$ which is included in the area in favor of $a$ or weakly in favor of $b$: ”aPb, aQb, aIb or bQa”. In this case, we take so:

$$d_{j5}(a, b) = 0$$  \hspace{1cm} (25)

- $d_{j6}(a, b)$ expresses the portion of the discordance of the interval $[g_j(a)^+ + p_j, g_j(a)^+ + v_j]$ which is equal to the whole weak veto area: $bP1a$. As for calculating the value of concordance $c_{j6}(a, b)$, we obtain so:

$$d_{j6}(a, b) = 0.5 \times \frac{v_j - p_j}{(g_j(b)^+ - g_j(b)^-)}$$  \hspace{1cm} (26)

- $d_{j7}(a, b)$ expresses the portion of the discordance of the interval $[g_j(a)^+ + v_j, g_j(b)^+]$ that is included in the strict veto area: $bP2a$. As for the calculation of the discordance $d_{j7}(a, b)$, we obtain :

$$d_{j7}(a, b) = \frac{g_j(b)^+ - (g_j(a)^+ + v_j)}{g_j(b)^+ - g_j(b)^-}$$  \hspace{1cm} (27)

5. Experimentation of the ELECTRE III method extension

5.1. Presentation of the experimentation example

Roger and all. [28] have shown the ELECTRE method’s ability to solve MCDM problems of economic, technical, and environmental dimensions. They gave a case study that illustrates the different aspects of the decision in the
ecological project planning process: definition of objectives, identification of alternatives, a description of criteria, evaluation of alternatives, and the final recommendation. To illustrate the proposed approach, we give an example inspired by this real planning of the environmental project in this paragraph. In this example, we consider precisely three projects \((A_1, A_2, A_3)\) competing to install an oil refinery. The problem is to choose the best project to retain the oil refinery facility. For this, each project is then evaluated based on four environmental criteria: \(C_r1: \text{Noise pollution}\), \(C_r2: \text{Separation of territory}\), \(C_r3: \text{Air Pollution}\), \(C_r4: \text{Impact on land use planning}\). In this decision problem and given the nature of the criteria considered, it is difficult for the DM to clearly and precisely express each project’s evaluations. This makes the use of the ELECTRE III method impossible. To solve this problem, we propose applying the revised version of the ELECTRE III method suitable for the cases of preferences expressed using the UIs.

5.2. Application of the proposed approach

To show the efficiency and the feasibility of the ELECTRE III method extension thus proposed, we apply this approach to rank the three oil station installation projects from the best to the worst project.

**Step 1:** Elaboration of the decision matrix: Table 2 presents the decision matrix, where each performance \(g_j(a)\) is expressed by an UI \([g_j(a)^-, g_j(a)^+]\). The matrix is given in the following table 2. As shown in Table 2, all the preferences of the three alternatives \(A_1, A_2, A_3\) are uncertain and expressed by UIs. For criterion \(C_r1\), noise pollution, the DM expresses his preferences in the form of intervals. For example, for the alternative \(A_1\), the DM provides an interval of \([6, 12]\). Depending on this, this alternative obtains a noise judgment that varies between the values 6 and 12.

- **Step 2:** Estimation of the parameters For this illustration example, we choose fixed thresholds, see Table 3. For a suitable choice of these thresholds, we will estimate them according to the extent of each criterion, to do this, we use the following calculation formulas:

  - Choice of the preference threshold \(q_j = 10\%\) of the difference on the criterion:
    \[ q_j = \left( \max_{a \in A} (g_j(a)^+) - \min_{a \in A} (g_j(a)^-) \right) \times 0.1 \]
  - Choice of the preference threshold \(p_j = 30\%\) of the difference on the criterion:
    \[ p_j = \left( \max_{a \in A} (g_j(a)^+) - \min_{a \in A} (g_j(a)^-) \right) \times 0.3 \]
  - Choice of the preference threshold \(v_j = 70\%\) of the difference on the criterion:
    \[ v_j = \left( \max_{a \in A} (g_j(a)^+) - \min_{a \in A} (g_j(a)^-) \right) \times 0.7 \]

  These percentages are given and may be modified for the purpose of the robustness analysis (Table 4 and 5).

| Alternatives-Criteria | \(C_r1: g_1\) | \(C_r2: g_2\) | \(C_r3: g_3\) | \(C_r4: g_4\) |
|-----------------------|---------------|---------------|---------------|---------------|
| \(A_1\)              | [6, 12]       | [18, 25]      | [4, 6]        | [9, 11]       |
| \(A_2\)              | [7, 9]        | [27, 28]      | [4, 6]        | [8, 12]       |
| \(A_3\)              | [6, 8]        | [9, 12]       | [2, 4]        | [6, 8]        |

Table 3. Thresholds and weights of criteria

| Criteria          | \(g_1\) | \(g_2\) | \(g_3\) | \(g_4\) |
|-------------------|---------|---------|---------|---------|
| Weights \(w_j\)   | 3       | 2       | 4       | 1       |
| Indifference thresholds \((q_j)\) | 0.6     | 1.9     | 0.4     | 0.5     |
| preference thresholds \((p_j)\) | 1.8     | 5.7     | 1.2     | 2.1     |
| Veto thresholds \((v_j)\) | 4.2     | 13.3    | 2.8     | 3.85    |
Step 3: Determination of partial concordance indices We present the concordance indices for each criterion in Table 6, Table 7, Table 8, and Table 9.

Step 4: Determination of partial discordance indices The discordance indices for each criterion are obtained and presented in Table 10, Table 11, Table 12, Table 13.
Table 8. The concordance indices of criterion 3

| Criterion 3 | A1 | A2 | A3 |
|-------------|----|----|----|
| A1          | 0  | 1  | 1  |
| A2          | 1  | 0  | 1  |
| A3          | 0.4| 0.4| 0  |

Table 9. The concordance indices of criterion 4

| Criterion 4 | A1 | A2 | A3 |
|-------------|----|----|----|
| A1          | 0  | 0.98| 1  |
| A2          | 1  | 0  | 1  |
| A3          | 0.189| 0.325| 0  |

Table 10. The discordance matrix of criterion 1

| Criterion 1 | A1 | A2 | A3 |
|-------------|----|----|----|
| A1          | 0  | 0  | 0  |
| A2          | 0.15| 0  | 0  |
| A3          | 0.168| 0  | 0  |

Table 11. The discordance matrix of criterion 2

| Criterion 2 | A1 | A2 | A3 |
|-------------|----|----|----|
| A1          | 0  | 0  | 0  |
| A2          | 0  | 0  | 0  |
| A3          | 0.5| 1  | 0  |

Table 12. The discordance matrix of criterion 3

| Criterion 3 | A1 | A2 | A3 |
|-------------|----|----|----|
| A1          | 0  | 0  | 0  |
| A2          | 0  | 0  | 0  |
| A3          | 0.1| 0.1| 0  |

Table 13. The discordance matrix of criterion 4

| Criterion 4 | A1 | A2 | A3 |
|-------------|----|----|----|
| A1          | 0  | 0  | 0  |
| A2          | 0  | 0  | 0  |
| A3          | 0.12| 0.257| 0  |
**Step 5:** Calculation of the global concordance matrix The matrix of global concordance is calculated by (5) and given in Table 14.

| Alternatives | A1  | A2    | A3  |
|--------------|-----|-------|-----|
| A1           | 0   | 0.96632 | 1   |
| A2           | 0.94| 0     | 1   |
| A3           | 0.3388 | 0.4823 | 0   |

**Step 6:** Calculation of degrees of credibility: The matrix of degrees of credibility, given in Table 15, is calculated by equation 7.

Note that for each pair \((a, b)\) of alternatives and for each criterion \(g_j\), all the indices of discordance \(d_j(a, b)\) are lower than the index of concordance \(c(a, b)\), which gives degrees of credibility coinciding with the concordance indices: \(\rho(a, b) = c(a, b)\).

| Alternatives | A1  | A2    | A3  |
|--------------|-----|-------|-----|
| A1           | 0   | 0.96632 | 1   |
| A2           | 0.94| 0     | 1   |
| A3           | 0.3388 | 0.4823 | 0   |

**Step 7:** Establishment of descending and ascending pre-order We deduce the descending and ascending pre-order from the matrix of credibility degrees and the calculation of the qualification scores (Figure 15).

**Step 8:** Establishment of a median pre-order, giving the final ranking The descending and ascending pre-orders are combined into a median pre-order to build the desired pre-order (Table 16) finally.

5.3. Discussion

To rank all three projects \(A = \{A1, A2, A3\}\), four criteria are then used \(F = \{g1, g2, g3, g4\}\). All these criteria are chosen to select the oil station that will preserve and compensate as much as possible for environmental and territorial development. Table 16 gives the result of the final ranking calculated by the proposed approach. In these illustrative calculations, where we have considered all the criteria to be maximized, we obtain A1 and A2 as best projects tied, while alternative A3 is ranked last as the worst project. Note that the criteria considered in this
Table 16. The final ranking

| Alternatives | Ranks |
|--------------|-------|
| A1           | 1     |
| A2           | 1     |
| A3           | 2     |

Example are really must be minimized. We will obtain that alternative A3 will ultimately be the best oil refinery installation project with similar calculations for the maximization case.

Conclusions

Numerous decision-making problems require taking into account the conflicting views, uncertainties, and imprecise judgment of decision-makers. This paper has proposed a new approach inspired by the same calculation process used in the ELECTRE III method, but it supports uncertain and imprecise preferences. The extension offers decision-makers to express their uncertain judgments by uncertainty intervals, as in experimental measurements in physical or chemical sciences. Besides, as for the ELECTRE III method, the proposed method can take into account the hesitation between indifference and preference in the comparisons of the intervals of uncertainties. The illustrative example shows that all the formulas for calculating the two concordance indices and the discordance are well representative and relevant, thus covering all possible uncertainty intervals. In the extension of the ELECTRE III method proposed, we only consider the case where uncertainty intervals express all the evaluations. However, for a general case, we may have a multi-criteria decision problem where the decision matrix M evaluations are mixed between exact preferences and uncertain preferences. In this case, all the calculation rules proposed for the uncertain case can be generalized. Indeed, for the case of the comparison of two values expressed by intervals of uncertainty, the approach presented is then applied. For the case of the comparison of two exact evaluations, we use the basic method ELECTRE III. And finally, for the possibility of comparing an interval with an exact value, for example, the exact value g(a) will be replaced by the interval \([g(a)^-, g(a)^+]\) with \(g(a)^- = g(a)^+\), then apply the same comparison rules suggested in the extension. Lastly, our future work will focus on applying the promising results obtained in this present paper and adapting the uncertain preferences to other MCDM methods such as the TOPSIS [29] and PROMETHEE methods.
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