Quartic AdS interactions in higher-spin gravity from Conformal Field Theory
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ABSTRACT: Clarifying the locality properties of higher-spin gravity is a pressing task, but notoriously difficult due to the absence of a weakly-coupled flat regime. The simplest non-trivial case where this question can be addressed is the quartic self-interaction of the AdS scalar field present in the higher-spin multiplet. We investigate this issue in the context of the holographic duality between the minimal bosonic higher-spin theory on AdS4 and the free $O(N)$ vector model in three dimensions. In particular, we determine the exact explicit form of the derivative expansion of the bulk scalar quartic vertex. The quartic vertex is obtained from the field theory four-point function of the operator dual to the bulk scalar, by making use of our previous results for the Witten diagrams of higher-spin exchanges. This is facilitated by establishing the conformal block expansions of both the boundary four-point function and the dual bulk Witten diagram amplitudes. We show that the vertex we find satisfies a generalised notion of locality.
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1 Introduction

Despite significant progress in understanding the structure of higher-spin gravity theories during the last decades, interactions of higher-spin gauge fields are not fully understood. The standard approach to address higher-spin interactions is to use the Noether procedure, which amounts to a perturbative reconstruction of interactions in a way such that they are compatible with higher-spin gauge transformations, the latter of which may also be deformed [1]. There is a vast literature on cubic interactions, see e.g. [2-26], which in particular gives a complete classification of local cubic interactions in any dimensions [10]. However, this procedure meets essential technical difficulties at the quadratic order in a coupling constant, the order at which one extracts quartic vertices. The first source of complication is that the number of possible candidates for a vertex grows considerably with the order of a vertex, even if the spin of the external fields is fixed. For example, there is only one cubic vertex for scalar fields that is non-trivial on the free mass-shell, while the number of independent non-trivial on-free-shell quartic vertices is infinite. As we shall demonstrate, these can be parametrised by two integer parameters taking an infinite set of values. Another issue that complicates the Noether procedure for quartic vertices, is that at this order the consistency condition becomes non-linear in deformations. In particular, this implies that the general solution for a quartic vertex cannot be constructed as a linear combination of quartic vertices involving fields with fixed spins, as is the case for cubic interactions. Instead, such vertices should be considered all together. One of the consequences of this analysis is that higher-spin interactions cannot be consistently deformed to a quartic level unless one includes an infinite tower of fields with unbounded spin. This spectacular property was expected since the formulation of the higher-spin interaction problem [27] and comes from the structure of the higher-spin algebra, which is to large extent unique [28, 29]. This complicates the problem even further. Quartic vertices in higher-spin theory have been studied in [22, 30-37], and some of these results indicate that local solutions of the consistency conditions in flat space at this order are problematic.

Let us emphasise that locality of interactions is in essence the main constraint of the Noether procedure. In particular, it has been shown that in relaxing the condition of locality any cubic vertex, consistent till cubic order, can always be completed consistently to all orders [38]. On the other hand, as the analysis of cubic vertices indicates [10], the minimal number of derivatives in a consistent vertex grows with the spin of fields forming the vertex. Together with the fact that higher-spin interactions require fields of arbitrarily high spin, this implies that higher-spin interactions are already non-local at the cubic level. In turn, these cubic vertices contribute to the consistency condition for quartic ones. The standard expectation is that non-localities should be present even in quartic interactions of lower-spin fields within higher-spin theories. To summarise, the Noether procedure without locality admits infinitely many solutions, while enforcing locality does not seem to admit any solutions at all.

In the discussion so far, locality was understood in a strong sense: that is, requiring a finite number of derivatives in the action. A natural way to reconcile locality and the
Noether procedure for higher-spin interactions could be to extend the definition of locality in such a way that it allows terms with infinitely many derivatives in the action. At the same time, this weaker definition of locality should rule out vertices that give rise to clearly non-local behaviour in the theory. It is reasonable to expect that if the coefficients in the derivative expansions of vertices decrease fast enough with the number of derivatives, then such a theory is physically indistinguishable from a local one even if the number of derivatives in the action is infinite. More precisely, one can call a vertex local if its scattering amplitude is analytic. In this paper we give some supporting arguments for the extension of this definition to anti-de Sitter (AdS) spacetime. For recent studies on the locality of field redefinitions and interactions in higher-spin theory see [39–42].

Instead of solving the Noether procedure, an alternative approach to the higher-spin interaction problem is to use AdS/CFT to extract bulk interactions from the conjectured dual boundary conformal field theory (CFT). A decade ago, it was conjectured [43, 44] that unbroken Vasiliev’s higher-spin theory [45–47] is dual to the free $O(N)$ vector model. This duality has been verified at tree level for 3-point Witten diagrams in AdS$_4$ [48–50] (see also [51, 52] for an early test), and at the level of one-loop vacuum energy [53–56]. Moreover, all $n$-point functions of the free CFT$_3$ have been identified with suitable invariants in Vasiliev’s theory [57–60]. Beyond these checks, it remains an open question whether or not it is Vasiliev’s theory in particular that is the bulk higher-spin dual of the $O(N)$ vector model. In any case, one can use holography as a constructive approach to define an interacting higher-spin gravity theory in AdS. Since the dual conformal field theory is free, all boundary correlators are calculable. By equating these to the associated Witten diagrams in the bulk, in principle one can extract interactions of the bulk theory order by order.\footnote{Another approach taken in the literature is to use the holographic RG flow [61–66] (see also [67]). While the holographic duality is manifest by construction in these works, the structure of the bulk higher-spin interactions and their locality properties remain to be clarified. For another approach to studying the latter issue, see e.g. [68].} It is the goal of this paper to uncover the quartic vertex involving scalar fields of the bulk higher-spin theory in this manner, and to study its locality properties.

Although extracting just the quartic self-interaction of the scalar in higher-spin theory does not fully address the question of quartic higher-spin interactions, the resulting vertex can already be used to probe such issues as locality in higher-spin theories. It can also be employed to test the higher-spin AdS/CFT conjecture at the more non-trivial level of four-point functions, by checking whether or not the vertex we reconstruct holographically matches the one obtained from Vasiliev’s equations. To do so, what remains is to extract the quartic vertex of scalar fields in Vasiliev’s theory. So far only the cubic interactions have been extracted in explicit form from Vasiliev’s equations [40, 48, 49, 52, 69, 70].

Another interesting issue that we would like to address is bulk locality in AdS/CFT in general. While bulk locality above the AdS length scale is to be expected [71–73], locality at distances much smaller than this scale is more miraculous. Criteria for a CFT to have a local bulk dual at these scales have been proposed in [71, 74–76]. The higher-spin holographic duality provides a convenient framework in which they can be investigated, for in this case both the bulk and boundary theories are simple enough to make the necessary objects calculable.
Let us now explain in more detail the approach taken in this paper. We work in the context of the type A minimal bosonic higher-spin theory on AdS$_4$, whose spectrum consists of a parity even scalar and an infinite tower of even spin gauge fields. With the appropriate boundary conditions, this is conjectured to be dual, in the large $N$ limit, to the singlet sector of the free massless scalar $O(N)$ vector model in three dimensions. The spectrum of single-trace operators in the boundary theory consists of the scalar singlet

$$\mathcal{O} = \phi^a \phi^a,$$

of dimension $\Delta = d - 2 = 1$, and an infinite set of even spin singlet conserved currents

$$\mathcal{J}_{i_1...i_s} = \phi^a \partial_{(i_1} ... \partial_{i_s)} \phi^a + \ldots, \quad s = 2, 4, 6, \ldots$$

of dimension $\Delta_s = d + s - 2 = s + 1$. The fields $\phi^a$, where $a = 1, 2, \ldots, N$, are the free real scalar fields in the fundamental representation of $O(N)$. Under the duality, each spin-$s$ conserved current (1.2) is dual to a spin-$s$ gauge field $\varphi_{\mu_1...\mu_s}$ in AdS$_4$. The scalar singlet $\mathcal{O}$ is dual to the bulk parity-even scalar, which we denote by $\varphi_0$. The singlet sector also contains multi-trace operators, which are dual to multi-particle states in the bulk. For example, double-trace operators of the schematic form

$$\mathcal{O}_{n,i_1...i_s}^{(2)}(x) = \Box^n(\mathcal{O}(x)) \partial_{(i_1} \ldots \partial_{i_s)} \mathcal{O}(x) + \ldots$$

are bi-linear in the single-trace scalar operator $\mathcal{O}$, with dimension $\Delta_{n,s} = 2\Delta + 2n + s = 2 + 2n + s$. These are dual to two-particle states of the scalar in AdS, and will be of relevance in the present work.

Correlation functions of the singlet operators may be computed holographically via Witten diagrams involving their dual fields in AdS$_4$. It is this identification of boundary correlation functions with bulk Witten diagrams that we use in this paper to probe the nature of quartic interactions in higher-spin theory on AdS$_4$: in general, the bulk tree-level computation of four-point functions receives contributions from exchange Witten diagrams mediated by cubic interactions, and contact Witten diagrams generated by quartic interactions. While the quartic interactions in higher-spin theory on AdS space are thus far unknown in the metric-like formulation, with the knowledge of the bulk cubic action the exchange diagrams can be computed. Further, when the boundary CFT is free, correlation functions are straightforward to compute via Wick contractions without the need to resort to holographic methods. Therefore, together with the results for the four-point exchange Witten diagrams, by employing the AdS/CFT correspondence one should be able to infer the bulk quartic interactions that are responsible for the remaining contact amplitudes. In this work we focus on the simplest case of establishing the quartic vertex of the parity even scalar $\varphi_0$ in this manner, and the relevant bulk Witten diagrams are displayed in figure 1. With the appropriate boundary conditions, the latter diagrams comprise the holographic computation of the connected part of the scalar singlet operator $\mathcal{O}$ in the free scalar $O(N)$ vector model.

In identifying four-point correlation functions with Witten diagrams to extract bulk quartic vertices, both quantities should be put on an equal footing to facilitate their comparison. An effective framework is to organise both bulk and boundary quantities according
Figure 1. Four-point Witten diagrams contributing to the holographic computation of the connected scalar singlet $O$ four-point function. Diagrams (a), (b) and (c) are exchanges of massless spin-$s$ fields between two pairs of the real scalar $\varphi_0$, in the $s$, $t$- and $u$-channel respectively. The contact diagram (d) is the amplitude associated to the quartic vertex $V$ of $\varphi_0$, which we seek to establish by matching with the dual CFT result.

to the irreducible $SO(d + 1, 1)$ representations of the intermediate states. In the bulk, this is the isometry group of Euclidean AdS$_{d+1}$, while on the boundary this is the $d$-dimensional Euclidean conformal group. In conformal field theory, this is achieved using the operator product expansion (OPE), which allows the decomposition of a given four-point function into conformal blocks. In a given channel, each conformal block $G_{\Delta, s}$ represents the contribution to the four-point function of a given primary field (+ all of its descendants) present in the OPE, transforming in the spin-$s$ and dimension $\Delta$ representation of the conformal group. For a four-point function of identical scalars $O$ of dimension $\Delta$, its conformal block expansion can be expressed in the following contour-integral form [77] in the direct, i.e. $(12)(34)$, channel

$$
\langle O(y_1) O(y_2) O(y_3) O(y_4) \rangle = \frac{1}{(y_{12} y_{34})^2} \left\{ 1 + \sum_s \int_{-\infty}^{\infty} d\nu \, f_s(\nu) G_{\frac{d}{2} + i\nu, s}(u, v) \right\},
$$

where $u$ and $v$ are cross-ratios: $u = \frac{y_{12} y_{34}}{y_{13} y_{24}}$, $v = \frac{y_{14} y_{23}}{y_{13} y_{24}}$, and $y_{ij} = y_i - y_j$. The function $f_s(\nu)$ encodes the contributions of the spin-$s$ operators in the $O O$ OPE: for each spin-$s$ primary operator present, $f_s(\nu)$ contains a pole located at the value of $\nu$ where the dimension $\frac{d}{2} + i\nu$ of the conformal block $G_{\frac{d}{2} + i\nu, s}(u, v)$ coincides with that of the operator. The residue of $f_s(\nu)$ at this pole gives the square of the operator’s OPE coefficient, as in the conventional representation of the conformal block expansion.

We refer to the analogous form for the bulk four-point Witten diagrams as their split representation. This is a decomposition of the four-point bulk amplitudes into products of
Figure 2. The split representation of four-point bulk amplitudes: a given four-point exchange or contact Witten diagram can be decomposed into products of two three-point diagrams involving two of the original external fields and a spin-\( k \) field of dual operator dimension \( \frac{d}{2} \pm i\nu \), integrating over the common boundary point. Analogous to the conformal block expansion of a CFT correlator (1.4), the function \( g_k(\nu) \) encodes the intermediate states.

three-point Witten diagrams, and is illustrated in figure 2.\(^2\) This approach was employed in [79–81] to evaluate scalar and spin-1 exchanges, and the graviton exchange in AdS between two pairs of scalars.\(^3\) In the present context of theories describing massless higher-spin fields on AdS, the split representation for the four-point exchange amplitude of a massless spin-\( s \) field between two pairs of real scalars on AdS\(_{d+1} \) was established in [92]. The computation of exchange diagrams in the latter publication was intended as the first step towards determining the quartic vertex of the scalar in higher-spin theory holographically, and we complete this task in the present paper: by evaluating the three-point amplitudes in the split representations of the Witten diagrams in figure 1, the latter can be converted into boundary conformal block expansions in the contour integral form (1.4), allowing for direct comparison with the CFT result.

As explained previously, it is well known that interactions in higher-spin theory are in general unbounded in their number of derivatives. The quartic vertex of the scalar in higher-spin theory on AdS therefore takes the general form

\[
V(x) = \sum_{m,s} a_{m,s} (\varphi_0(x) \nabla_{\mu_1} \cdots \nabla_{\mu_s} \varphi_0(x) + \cdots ) \Box^m (\varphi_0(x) \nabla^{\nu_1} \cdots \nabla^{\nu_s} \varphi_0(x) + \cdots ),
\]

(1.5)

but its properties and behaviour of the coefficients \( a_{m,s} \) have thus far remained elusive. Using (1.5) as an ansatz to complete the total bulk amplitude in figure 1 for the dual CFT correlator, we determine the coefficients \( a_{m,s} \) required to be consistent with the holographic duality. This requires two further steps that build upon the previous work [92] on the four-point exchange amplitudes: the split representation (and subsequent conformal block expansion) of the most general four-point contact amplitude associated to a quartic vertex of the form (1.5) must be determined, as well as the conformal block expansion of the scalar single-trace operator four-point function. The latter is only known in \( d = 4 \) CFTs [93] in the literature, whereas for the former only partial results are known in certain limits [71].

\(^2\)While this approach provides the bulk analogue of the conformal block expansion, it does not identify explicitly a bulk quantity that directly corresponds to a boundary conformal block. Such an object was recently defined in [78].

\(^3\)Historically, the latter exchanges were first computed in [82–88]. In the context of higher-spins, see [89–91].
While our choice of using the contour integral representation (1.4) for conformal block expansions is rather unconventional, it is extremely useful for extracting the coefficients in the quartic ansatz (1.5). This is because it reduces the comparison between the bulk and boundary conformal block expansions to a matching of the functions $f_s(\nu)$ for each spin $s$.

Before the quartic vertex can be determined holographically in this manner, the explicit couplings associated to the cubic vertices appearing in the exchange diagrams need to be uncovered. For the computation of the exchange amplitudes in [92], these couplings were left arbitrary. We therefore begin in section 2 by reviewing the free quadratic Fronsdal action in $\text{AdS}_{d+1}$, and its cubic extension to the 0-0-$s$ interactions in the type A minimal bosonic theory. Beyond the level of three-point diagrams, these cubic interactions generate exchanges of the massless spin-$s$ fields. In section 2.2 we fix the couplings of the latter interactions holographically in general dimensions, by matching with corresponding three-point functions in the $d$-dimensional free $O(N)$ vector model. In section 3 we move onto the computation of the tree-level four-point Witten diagrams with four external scalar fields, establishing their split representations and subsequent conformal block expansions. We begin in section 3.1 by reviewing our previous work [92] on four-point exchanges of a single massless spin-$s$ field in $\text{AdS}_{d+1}$. We then focus on the exchanges in $\text{AdS}_4$, and establish their conformal block expansions in the contour integral form (1.4). In section 3.2 we derive the analogous expansion for a four-point contact amplitude associated to a general quartic vertex (1.5) of the scalar. To do so we introduce a convenient basis of local quartic vertices, in which any quartic contact interaction of the scalar can be expanded. By computing the conformal block expansion of the amplitudes associated to the basis vertices, the result for a general contact diagram follows.

In section 4 we turn to the CFT side of the story, where in general dimensions we determine the contour integral form (1.4) of the conformal block expansion of the scalar single-trace operator four-point function. This requires the knowledge of the OPE coefficients of the operators in the scalar singlet OPE, which for the double-trace operators were so far absent in the literature — with the exception of the $d = 4$ case derived in [93]. To extend this result to general dimensions, we take the direct approach of extracting the OPE coefficients from the computation of the two-point functions of the double-trace operators, and their three-point functions with the scalar single-trace operator $O$. We determine the latter by deriving the explicit form of double-trace operators $O^{(2)}_{n,s}$ built from two scalar single-trace operators in appendix D. This result for the double-trace operators completes those already available in the literature [79, 94–96] for their explicit form.

In section 5 we combine the results for the conformal block expansions of the bulk Witten diagrams and the dual CFT four-point function derived in the preceding section, to extract the quartic vertex of the scalar. In particular, we determine a generating function for the coefficients in its derivative expansion (1.5). In section 6 we then probe the nature of the vertex, studying the amplitude of its four-point Witten diagram in order to quantify its locality properties. To do this, we draw on the similarity of Mellin amplitudes to flat space amplitudes. We also comment on the role of holography in the locality of interactions in higher-spin theory duals to CFTs.
2 Fixing the cubic action

We begin by refining the cubic part of the higher-spin action required to study the quartic vertex of the bulk scalar field holographically. In particular, we fix the couplings of the cubic vertices that mediate the spin-s exchanges in figure 1, by comparing with the corresponding three-point functions in the free conformal scalar $O(N)$ vector model in $d$-dimensions. This also serves as a simple demonstration of the logic we apply later at the quartic order: we determine interactions in higher-spin theory assuming the validity of the holographic duality, by matching with relevant dual CFT correlation functions. We also take the opportunity to introduce notation.

2.1 Fronsdal action and cubic vertices of higher-spin gauge fields on AdS

In this paper we work in Euclidean anti-de Sitter space, which we refer to in the sequel as AdS. We label points in the bulk of AdS by $\mathbf{x}$ with $\mathbf{x} = 0; 1; \ldots; d$, while points on the conformal boundary $\partial$AdS will be denoted by $\mathbf{y}$ with $i = 1; \ldots; d$.

The theory we are concerned with is the interacting minimal bosonic higher-spin theory on AdS, whose spectrum consists of a parity even scalar and an infinite tower of gauge fields of even spins $s = 2, 4, 6, \ldots$.

At the free level, minimal bosonic higher-spin theory is governed by the Fronsdal action \[ S_2 = \frac{s!}{2} \sum_{s=0}^{\infty} \int \sqrt{|g|} d^{d+1}x \, \varphi_s(x, \partial_u) \left( 1 - \frac{1}{4} u^2 \partial_u \cdot \partial_u \right) F_s(x, u, \nabla, \partial_u) \varphi_s(x, u) \bigg|_{u=0}, \] (2.1)

where $F_s(x, u, \nabla, \partial_u)$ is the Fronsdal operator \[ F_s(x, u, \nabla, \partial_u) = \Box - m^2_s - u^2(\partial_u \cdot \partial_u) - (u \cdot \nabla) \left( (\nabla \cdot \partial_u) - \frac{1}{2} (u \cdot \nabla)(\partial_u \cdot \partial_u) \right), \] (2.2)

and $\varphi_s(x, u)$ is a generating function for the off-shell spin-s Fronsdal field, which is a rank-$s$ symmetric double-traceless tensor

\[ \varphi_s(x, u) \equiv \frac{1}{s!} \varphi_{\mu_1\mu_2\ldots\mu_s}(x) u^{\mu_1}u^{\mu_2}\ldots u^{\mu_s}, \quad (\partial_u \cdot \partial_u)^2 \varphi_s(x, u) = 0. \] (2.3)

In the above, and throughout this paper, we have adopted the use of constant auxiliary vectors to effectively manage symmetric tensor fields. We use $u^\mu$ for symmetric tensor fields in the bulk of in AdS, and $z^i$ with $z^2 = 0$ for symmetric and traceless boundary fields. Our use of this formalism is further explained in appendix A.

The quadratic action (2.1) is invariant with respect to the linearised gauge transformations \[ \delta_0 \varphi_s(x, u) = (u \cdot \nabla) \varepsilon_{s-1}(x, u), \] (2.4)

\[ 4 \]For the rest of the paper, when expressing tensor contractions through generating functions, setting the auxiliary vector to zero is left implicit.
where $\varepsilon_{s-1}(x, u)$ is a generating function for a rank-$(s - 1)$ symmetric and traceless gauge parameter

$$
\varepsilon_{s-1}(x, u) = \frac{1}{(s-1)!} \varepsilon_{\mu_1 \mu_2 \ldots \mu_{s-1}}(x) u^{\mu_1} u^{\mu_2} \ldots u^{\mu_{s-1}}, \quad (\partial_u \cdot \partial_u) \varepsilon_{s-1}(x, u) = 0. \quad (2.5)
$$

To move towards a Lagrangian description of the interacting theory, generally the Noether procedure is applied to determine the possible interactions that are consistent with the gauge symmetries of the theory. For the collection of bulk Witten diagrams we are concerned with in figure 1, the relevant part of the cubic action takes the following form\(^5\)

$$
S_3 = S_2 - \sum_{s=0}^{\infty} s! g_s \int \sqrt{|g|} d^{d+1}x \varphi_s (x, \partial_u) J_s (x, u), \quad (2.6)
$$

modulo vertices that vanish on the free mass shell. The $g_s$ are the coupling constants of the 0-0-s cubic interaction, and $J_s$ is a bulk spin-s conserved current bi-linear in $\varphi_0$. It has the form [99]

$$
J_s (x, u) = \sum_{k=0}^{s} \frac{(-1)^k}{k! (s-k)!} (u \cdot \nabla)^{s-k} \varphi_0 (x) (u \cdot \nabla)^k \varphi_0 (x) + \Lambda u^2 (\ldots), \quad (2.7)
$$

where the second term proportional to the cosmological constant $\Lambda$ is pure trace and vanishes in the flat-space limit, $\Lambda \to 0$.\(^6\)

The Noether approach of determining higher-spin interactions has been successful up to cubic order in the fields, as it has led to the establishment of all consistent cubic vertices. However, beyond this order much less is known in the metric-like formulation. Further, solving the Noether procedure at the cubic level is not sufficient to fix the couplings $g_s$ of the action (2.6), and thus far their explicit form has not yet been determined.\(^7\)

The cubic vertex in (2.6) mediates the exchange of higher-spin gauge fields between two pairs of the scalar $\varphi_0$, and is thus required in the computation of the four-point exchange diagrams (a), (b) and (c) in figure 1. Before the quartic interaction of the scalar can be studied holographically through the contact diagrams (d) in figure 1, it is therefore crucial that the couplings $g_s$ are fixed. In the following section we determine the explicit form of these cubic couplings as dictated by the holographic duality, through matching the associated three-point Witten diagrams to the corresponding three-point functions in the free scalar $O(N)$ vector model. Moreover, the couplings are established for general field theory dimension $d \geq 3$.

### 2.2 Fixing the cubic couplings in AdS using holography

The goal of this section is to fix the cubic coupling $g_s$ associated to the cubic interactions

$$
\mathcal{V}_s^{(3)} = s! g_s \int_{\text{AdS}} \sqrt{|g|} d^{d+1}x \varphi_s (x, \partial_u) J_s (x, u), \quad (2.8)
$$

\(^5\)I.e. it contains the 0-0-s interactions that mediate the four-point exchange diagrams.

\(^6\)Everywhere else in the paper, we have set $\Lambda = 1$.

\(^7\)See however [40] in AdS$_3$ for the $\lambda = \frac{1}{2}$ theory, with the general case in $d$-dimensions to appear in [100]. Note that the $\lambda = 1$ theory in AdS$_3$ corresponds to the present case of a CFT dual with a free boson.
according to the duality between the type A minimal bosonic higher-spin theory on AdS$_{d+1}$ and the free scalar $O(N)$ vector model in $d$ dimensions. This thus fully determines the relevant part of the cubic action (2.6), which we require to complete the computation of the exchange diagrams in section 3.1.

For the duality with the free scalar vector model, we impose on the parity even scalar $\varphi_0$ the higher-spin symmetry preserving boundary condition such that it is dual to the scalar single-trace operator $O$ in the free theory, of dimension $\Delta_O = d - 2$. Then, since the vertex (2.8) is unique up to terms that vanish on the free mass shell,\(^8\) the associated three-point Witten diagram gives the holographic computation of the following three-point function in the free scalar vector model

$$\langle O(y_1) O(y_2) J_s(y_3, z) \rangle \quad (2.9)$$

where $J_s$ is a boundary spin-$s$ conserved current dual to the bulk spin-$s$ gauge field $\varphi_s$. The right-hand-side (r.h.s.) of (2.9) gives the bulk computation of the CFT three-point function on the left-hand-side (l.h.s.), where $\Pi_{d+s-2,s}$ is the bulk-to-boundary propagator of a spin-$s$ gauge field [95] and $J_s(x,u;y_1,y_2)$ is the bulk current (2.7), with bulk-to-boundary propagators $\Pi_{d-2,0}(x,y_1)$ and $\Pi_{d-2,0}(x,y_2)$ for the scalar $\varphi_0$ inserted. We normalised the dual CFT operators $J_s$ and $O$ such that they have unit two-point function

$$\langle J_s(y_1, z_1) J_s(y_2, z_2) \rangle = \frac{1}{(y_{12}^2)^{d+s-2}} \left( z_1 \cdot z_2 - 2 \frac{(z_1 \cdot y_{12})(z_2 \cdot y_{12})}{y_{12}^2} \right)^s, \quad (2.10)$$

where $J_0(y) = O(y)$ and $y_{ij} = y_i - y_j$.\(^9\) Recall that $z_i$ is an auxiliary vector that encodes traceless and symmetric boundary fields (see appendix A for details.)

The above three-point Witten diagram was computed in the metric-like formulation in [92] (with auxiliary results in [81]), and for convenience in later sections we give the result here for a spin-$s$ bulk-to-boundary propagator $\Pi_{\Delta_s,s}$ with generic dimension $\Delta_s$ (i.e. it is not necessarily the case that $\Delta_s = s + d - 2$)

$$\frac{s! \ g_s}{C_{d-2,0}\sqrt{C_{d+s-2,s}}} \int \sqrt{|g|} \ d^{d+1} x \ \Pi_{\Delta_s,s} (x, \partial_u; y_3, z) \ J_s (x, u; y_1, y_2) \quad (2.12)$$

$$= g_s \ \frac{2^s b(\Delta_s, s)}{(y_{12}^2)^{d-2+\frac{s-\Delta_s}{2}} (y_{13}^2)^{\frac{s-\Delta_s}{2}}} \left( \frac{y_{13} \cdot z}{y_{13}^2} - \frac{y_{23} \cdot z}{y_{23}^2} \right)^s,$$

\(^8\)For $n$-point Witten diagrams involving only contact interactions, all fields involved are on shell and thus such trivial vertices do not contribute to the amplitude.

\(^9\)We use the notation $\Pi_{\Delta_s}$ for the bulk-to-boundary propagators, corresponding to spin-$s$ bulk fields dual to CFT operators of spin-$s$ and dimension $\Delta$. For computations, we used their form in ambient space, given for instance by equation (60) in [81], with normalisation

$$C_{\Delta,s} = \frac{(s + \Delta - 1) \Gamma(\Delta)}{2\pi^{d/2} \Gamma(\Delta + 1 - \frac{s}{2})}.$$

A bulk higher-spin field normalised in this way is dual to a higher-spin current with the normalisation $\sqrt{C_{\Delta,s}} J_s$. This accounts for the factor $C_{d-2,0}\sqrt{C_{d+s-2,s}}$ in (2.9).
where
\[
b(\Delta_s, s) = \frac{2^{2 s-\frac{d}{2}} \Gamma \left(d - 2 + \frac{s - \Delta_s}{2} \right) \Gamma \left(\frac{d}{2} - 1 + \frac{\Delta_s + s - 2}{2} \right) \Gamma \left(\frac{s + \Delta_s}{2} \right)^2}{\pi^{\frac{d}{4}} \Gamma \left(\frac{d}{2} - 1 \right) \Gamma(d - 2) \Gamma(s + \Delta_s) \sqrt{\Gamma(\Delta_s - 1)(\Delta_s + s - 1) \Gamma(\Delta_s + 1 - \frac{d}{2})}}.\]
(2.13)

The free theory three-point correlation function on the l.h.s. of (2.9) is straightforward to determine via Wick contractions. With the two-point function normalisation (2.10), it is
\[
\langle \mathcal{O}(y_1) \mathcal{O}(y_2) \mathcal{J}_s(y_3, z) \rangle
= \frac{2^{\frac{d+1}{2}}(\frac{d}{2} - 1)_s}{\sqrt{s!} \sqrt{N} \sqrt{(d + s - 3)_s}} \left(\frac{y_{13} \cdot z}{y_{13}^2} - \frac{y_{23} \cdot z}{y_{23}^2}\right)^s \frac{1}{(y_{12}^2)^\frac{d}{2} - 1 (y_{13}^2)^\frac{d}{2} - 1 (y_{23}^2)^\frac{d}{2} - 1},
\]
where \((a)_r = \Gamma(a + r) / \Gamma(a)\) is the rising Pochhammer symbol.

Since the two-point function normalisations coincide in the bulk and boundary computations, the holographic duality then implies that equation (2.9) identifying the bulk three-point Witten diagram (2.12) with \(\Delta_s = s + d - 2\), and the CFT correlator (2.14), holds. This dictates that the cubic couplings for the interaction (2.8) have the following explicit form:
\[
g_s = \frac{2^{\frac{d+1}{2}} \pi^{\frac{d+1}{2}} \Gamma \left(\frac{d-1}{2}\right)}{\sqrt{N} \sqrt{s!} \Gamma(d + s - 3)}.
\]
(2.15)
In particular, for \(d = 3\) we have
\[
g_s = \frac{2^{\frac{d+1}{2}}}{\sqrt{N} \Gamma(s)}.
\]
(2.16)
This is consistent with the known vanishing of the cubic scalar self coupling in AdS_4 [52], which itself provided a non-trivial check of the duality by comparing with earlier CFT results in [102].

These results for the cubic couplings can now be used to complete the computation [92] of the corresponding exchange Witten diagrams in type A minimal bosonic higher spin theory on AdS_{d+1}, which we do in the following section. In the latter publication, the 0-0-s cubic couplings were left arbitrary.

### 3 Four-point Witten diagrams

#### 3.1 Exchange diagrams

The tree-level amplitude for the exchange of a single massless higher-spin field between two real scalars on an AdS background was originally computed for arbitrary cubic coupling in [92], for general space-time dimension. In particular, the exchanges were decomposed into products of three-point amplitudes, which we refer to as their *split representation*. This is briefly reviewed for a single spin-\(s\) exchange for even \(s\) before focusing on those in odd spins.

\footnote{For odd spins the exchange is zero, since there are no non-trivial conserved currents of odd spin that are bi-linear in real scalar fields. Indeed, in the present context of the *minimal* bosonic higher-spin theory, there are only gauge fields of even spin in the spectrum.}
AdS$_4$, where certain useful features emerge which are not present in the general dimensional case. We further show how the exchange amplitudes can then be expressed as a conformal block expansion (1.4) on the boundary of AdS. This way of representing the four-point bulk amplitudes will prove significant in determining the bulk quartic vertex of the scalar in higher-spin theory holographically in section 5, as it allows us to effectively compare with the dual CFT.

The exchange of a spin-$s$ gauge field takes place in the s-, t- and u-channels. It is mediated by the cubic interaction (2.8), whose couplings $g_s$ we fixed holographically in section 2.2. The exchange diagrams are depicted in figures 1 (a), (b) and (c), and in the following we focus on the computation of the s-channel exchange amplitude associated to figure 1 (a). Applying the usual recipe for tree-level bulk Witten diagrams, the amplitude takes the form

$$A_{\text{exch.}}^{s}(y_1, y_2; y_3, y_4) = g_s^2 C_d \frac{\sqrt{|g|}}{d^{d-2,0}} \int_{\partial \text{AdS}} d^{d-1}x_1 \times \int_{\text{AdS}} d^{d+1}x_2 \Pi_s (x_1, \partial u_1; x_2, \partial u_2) J_s (x_1, u_1; y_1, y_2) J_s (x_1, u_2; y_3, y_4)$$

where $\Pi_s$ is the bulk-to-bulk propagator for a massless spin-$s$ field. The t- and u-channel exchanges follow analogously from the s-channel case, and we comment on them briefly towards the end of this subsection.

To derive the split representation of the exchange amplitude (3.1), it is conducive to express the massless spin-$s$ bulk-to-bulk propagator in a basis of bi-tensorial eigenfunctions $\Omega_{\nu,s}$ of the Laplace operator, where $\nu \in \mathbb{R}$ and spin-$s$ label the representation of $SO(d, 2)$. The function $\Omega_{\nu,s}$ can be written as a product of two spin-$s$ bulk-to-boundary propagators of dimensions $\frac{d}{2} \pm i \nu$, integrated over the common boundary point (see [81, 103] and references therein):

$$\Omega_{\nu,s} (x_1, u_1; x_2, u_2) = \frac{s! \sqrt{\nu^2}}{\pi \left( \frac{d}{2} - 1 \right)_s} \int d^d y \Pi_{\frac{d}{2} + i \nu,s} (x_1, u_1; y, \partial z) \Pi_{\frac{d}{2} - i \nu,s} (x_2, u_1; y, z).$$

Owing to this property, the exchange amplitude then decomposes into products of three-point Witten diagrams, which are straightforward to evaluate. This approach is illustrated schematically in figure 3.

This method of computing higher-spin four-point exchange amplitudes was taken in [92], for three different gauges of the spin-$s$ field. For reasons that will become clear

---

11In accordance with their effect on the form of the exchange amplitude, this way of representing bulk-to-bulk propagators in terms of products of bulk-to-boundary propagators is also referred to as their split representation. Early literature on this form for bulk-to-bulk propagators includes [104–107], where it is motivated group theoretically. In [81] the split representations of the traceless part of massive spin-$s$ bulk-to-bulk propagators and the graviton propagator were established. The split form of the scalar and spin-1 propagators was derived in [79, 80].

12In this sense, expressing four-point bulk amplitudes in a basis of eigenfunctions of the Laplace operator is the analogue in the bulk of decomposing CFT four-point functions in terms of eigenfunctions of the quadratic conformal Casimir, viz. the conformal block expansion.
shortly, in AdS\(_4\) a convenient gauge to use for the spin-\(s\) bulk-to-bulk propagator is the one that makes the trace structure manifest (see sections 3.5 and 4.3 of \([92]\)). In this gauge, the propagator reads

\[
\Pi_s(x_1, u_1; x_2, u_2) = \sum_{k=0}^{\infty} \int_{-\infty}^{\infty} d\nu \; g_{s,k}(\nu) \left( u_1^2 \right)^k \left( u_2^2 \right)^k \Omega_{\nu,s-2k}(x_1, u_1; x_2, u_2),
\]

where the \(\left( u^2 \right)^k\) represent \(k\) symmetric products of the background metric. The coefficients \(g_{s,k}\) are given by

\[
g_{s,0}(\nu) = \frac{1}{\left( \frac{d}{2} + s - 2 \right)^2 + \nu^2},
\]

\[
g_{s,k}(\nu) = -\left( \frac{1}{\nu} \right)_{k-1} \frac{1}{2^{2k-1} k!} \frac{(s-2k+1)_{2k}}{(\frac{d}{2} + s - 2k)_{k} (\frac{d}{2} + s - k - \frac{3}{2})_{k}}
\times \left( \frac{\frac{d}{2} + s - 2k + i\nu}{2} \right)_{k-1} \left( \frac{\frac{d}{2} + s - 2k - i\nu}{2} \right)_{k-1}, \quad k \neq 0.
\]

As opposed to bulk-to-boundary propagators, bulk-to-bulk propagators are not on-shell (i.e. are not traceless and transverse). In the split representation, this fact manifests itself in contributions from harmonic functions of lower spin. For the massless spin-\(s\) propagator in the manifest trace gauge, these are given by the \(k > 0\) terms in (3.3).

In the above gauge, the \(s\)-channel exchange amplitude (3.1) decomposes as

\[
A_s^{\text{exch.}}(y_1, y_2; y_3, y_4) = \frac{g_s^2}{C_{d-2,0}} \sum_{k=0}^{\infty} \int_{-\infty}^{\infty} d\nu g_{s,k}(\nu) \int_{\text{AdS}} \sqrt{|g|} d^{d+1}x_1 \int_{\text{AdS}} \sqrt{|g|} d^{d+1}x_2 \; \Omega_{\nu,s-2k}(x_1, \partial u_1; x_2, \partial u_2)
\times (\partial_{u_1} \cdot \partial_{u_1})^k J_s(x_1, u_1; y_1, y_2) (\partial_{u_2} \cdot \partial_{u_2})^k J_s(x_2, u_2; y_3, y_4),
\]

where \((\partial_{u_1} \cdot \partial_{u_1})^k J_s\) denotes the \(k\)-th trace of \(J_s\). The complete evaluation of (3.5) in general dimensions is given in \([92]\), but at this point we depart from the general dimensional analysis to focus on the particular case of AdS\(_4\).
The suitability of the gauge choice (3.3) to AdS$_4$ becomes apparent when we recall that the bulk scalar $\varphi_0$ is conformal in this particular dimension. As a consequence, there is some freedom which allows us to take the currents $J_s$ to be traceless on-shell, i.e. $(\partial_u \cdot \partial_v)^k J_s = 0$ for $k > 0$ when the scalar fields are on their mass shell. This provides a significant simplification, because when the currents are traceless just the $k = 0$ term in (3.5) contributes. With this choice the exchange amplitude in AdS$_4$ takes the form

$$A^{\text{exch.}}_s (y_1, y_2; y_3, y_4) = \int_{-\infty}^{\infty} \frac{d\nu}{\nu^2} \frac{1}{(s - 1)^2} \frac{\nu^2}{\pi} \int_{\partial\text{AdS}} d^3y \frac{sl}{\left(\frac{1}{2}\right)_s} \left(\begin{array}{c} s \\ \frac{1}{2} \end{array}\right)_s \right) \sqrt{|g|} d^4x_1 \Pi_{\frac{3}{2} + iv, s} (x_1, \partial u_1; y, \partial z) J_s (x_1, u_1; y_1, y_2) \right. \times \frac{g_s}{C_{d-2,0}} \int_{\text{AdS}} d^4y_2 \frac{\sqrt{|g|} d^4x_2 \Pi_{\frac{3}{2} - iv, s} (x_2, \partial u_2; y, z) J_s (x_2, u_2; y_3, y_4)}{\Gamma (\frac{3}{2} + iv)} \right),$$

where we have inserted the representation (3.2) for $\Omega_{iv, s}$. The amplitude can then be expressed in terms of boundary quantities by using the result (2.12) for the three-point Witten diagrams, with $\Delta_s = \frac{3}{2} \pm iv$:

$$A^{\text{exch.}}_s (y_1, y_2; y_3, y_4) = g_s^2 \int_{-\infty}^{\infty} \frac{d\nu}{\nu^2} \frac{\nu^2}{(s - 1)^2} \frac{2^{2s} b \left(\frac{3}{2} + iv, s\right) b \left(\frac{3}{2} - iv, s\right) \Gamma \left(\frac{3}{2} - iv\right) \Gamma (iv) \Gamma (s - 1)}{4\pi^4 \Gamma (-iv) \Gamma (iv)} \right) \frac{(y_{20}^2 - y_{10}^2) (y_{20} \cdot \partial z)^s}{(y_{12}^2)^{2s-2iv+1}} \frac{(y_{20}^2 - y_{10}^2) (y_{20} \cdot \partial z)^s}{(y_{30})^{2s+2iv+1}} \times \frac{(y_{20}^2 - y_{30}^2) (y_{40} \cdot z)^s}{(y_{34})^{2s+2iv+1}} \frac{(y_{20}^2 - y_{30}^2) (y_{40} \cdot z)^s}{(y_{30})^{2s+2iv+1}},$$

where here $y_{i0} = y_i - y$, and the bulk three-point amplitude normalisations $b \left(\frac{3}{2} \pm iv, s\right)$ were defined by equation (2.13) in section (2.2). Note that the second line is a product of three-point functions of unit norm, integrated over their common boundary point.

To make contact with the dual CFT four-point function, it will be useful to express the amplitude (3.7) in terms of conformal blocks. It is well known that a boundary integral of the form shown in second line of (3.7) can be expressed in terms of conformal blocks corresponding to a given representation of the conformal group and its shadow [81, 108]. In our case, the precise relation is

$$\frac{s!}{\left(\frac{1}{2}\right)_s} \int_{\partial\text{AdS}} d^3y \frac{(y_{20}^2 - y_{10}^2) (y_{20} \cdot \partial z)^s}{(y_{12}^2)^{2s-2iv+1}} \frac{(y_{20}^2 - y_{10}^2) (y_{20} \cdot \partial z)^s}{(y_{30})^{2s+2iv+1}} \times \frac{(y_{20}^2 - y_{30}^2) (y_{40} \cdot z)^s}{(y_{34})^{2s+2iv+1}} \frac{(y_{20}^2 - y_{30}^2) (y_{40} \cdot z)^s}{(y_{30})^{2s+2iv+1}}$$

$$= \frac{1}{y_{12}^2 y_{34}^2} \left[ K_{iv, s} G_{\frac{3}{2} + iv} (u, v) + (v \leftrightarrow -v) \right],$$

where

$$K_{iv, s} = \frac{\pi^{5/2}2^{-2(iv+s-1)} \Gamma (-iv) \Gamma (s - iv + \frac{1}{2}) \Gamma (s + iv + \frac{1}{2})}{\Gamma \left(\frac{3}{2} - iv\right) (2iv + 2s + 1) \Gamma \left(\frac{3s-2iv+3}{4}\right)^2 \Gamma \left(\frac{3s+2iv+1}{4}\right)^2},$$
and $G_{3/2 + i\nu, s}(u, v)$ is a direct (i.e., $(12)(34)$) channel conformal block, of dimension $3/2 + i\nu$ and spin-$s$. The second term with $\nu \leftrightarrow -\nu$ gives the contribution from the shadow representation, whose contribution to the bulk amplitude is identical owing to the integration over $\nu$. Using this relationship between the boundary integral in (3.7) and conformal blocks, the s-channel exchange amplitude in AdS$_4$ can be expressed as the following conformal block expansion in the direct-channel

$$
A_{s}^{\text{exch.}}(y_1, y_2; y_3, y_4) = \frac{1}{y_{12} y_{34}} \frac{2^{8-s}}{\text{NT}(s)^2} \int_{-\infty}^{\infty} d\nu \frac{1}{\nu^2 + (s - \frac{1}{2})^2} \kappa_s(\nu) G_{\frac{3}{2} + i\nu, s}(u, v),
$$

where we have inserted the explicit expression (2.16) for the cubic coupling $g_s$, and the factor

$$
\kappa_s(\nu) = \frac{2^{-2i\nu + 2s - 3} \Gamma(i\nu + \frac{1}{2}) \Gamma\left(\frac{2s - 2i\nu + 1}{4}\right) \Gamma\left(\frac{2s + 2i\nu + 3}{4}\right)}{\pi^{5/2} \Gamma(i\nu)(2i\nu + 2s + 1)},
$$

in the integrand will keep appearing when representing various relevant amplitudes as contour integrals.

This completes the computation of the amplitude for the exchange of a massless spin-$s$ field on AdS$_4$ between two pairs of the real scalar $\varphi_0$ in the s-channel, with the result expressed as a conformal block expansion (3.10) in the direct-channel. For the t- and u-channel exchanges (figures 1 (b) and 1 (c)), the process follows much in the same way. In fact, since the external scalars are not distinct, explicit computation of their amplitudes can be avoided: the t- and u-channel amplitudes can be obtained by permuting the external legs of the s-channel result (3.10). Namely, to acquire the t-channel amplitude one should exchange $y_2 \leftrightarrow y_3$ in (3.10), and the result is thus given by

$$
A_{s}^{\text{exch.}}(y_1, y_3; y_2, y_4) = \frac{1}{y_{12} y_{34}} \frac{2^{8-s}}{\text{NT}(s)^2} \int_{-\infty}^{\infty} d\nu \frac{1}{\nu^2 + (s - \frac{1}{2})^2} \kappa_s(\nu) G_{\frac{3}{2} + i\nu, s}\left(\frac{1}{u}, \frac{v}{u}\right),
$$

which is a $(13)(24)$ crossed-channel expansion. Likewise, for the u-channel we exchange: $y_2 \leftrightarrow y_4$, giving the amplitude $A_{s}^{\text{exch.}}(y_1, y_1; y_2, y_3)$. The latter amplitude is thus a $(14)(23)$ crossed-channel expansion conformal blocks $G_{3/2 + i\nu, s}(v, u)$.

### 3.2 Contact diagrams

In this section we show how four-point Witten diagrams associated to quartic contact interactions of the scalar $\varphi_0$ can be evaluated. In particular, as with the exchange diagrams in the previous section, we demonstrate how to derive the split representation of the amplitudes, and subsequently their conformal block expansions in a single channel. The results derived below for a contact diagram associated to a general quartic vertex will be instrumental in section 5, where by matching the four-point Witten diagrams with external $\varphi_0$ to the corresponding CFT four-point function, we determine the quartic vertex of $\varphi_0$ in AdS$_4$.

In general, the computation of a four-point contact Witten diagram associated to an arbitrary quartic vertex is very involved, owing to the manipulations required of non-commuting covariant derivatives in AdS acting on the fields in the vertex. However, a given quartic contact interaction of $\varphi_0$ can be expressed in terms of a basis of particular local
Figure 4. Four-point contact diagram generated by a quartic vertex $V_{m,s}$. The vertical line through the interaction point serves to illustrate that, for the given labeling of external legs, the quartic interaction corresponds to gluing a bulk current $J_s$, associated the two external legs $y_{1,2}$, to another bulk current $J_s$, associated with the two remaining external legs $y_{3,4}$, with a power of the Laplacian $\Box^m$ in between them, cf. (3.15). In accordance with the Feynman rules, the remaining diagrams contributing to the total contact amplitude for this vertex can be obtained from this amplitude by permuting the external legs.

quartic vertices, whose corresponding amplitudes in the split representations can easily be evaluated. The basis is given by the set

$$V_{m,s} = J_s (x, \partial_u) \Box^m (J_s (x, u)), \quad s = 2k, \quad k \geq m \geq 0, \quad k, m \in \mathbb{N}, \quad (3.13)$$

where $J_s$ is the traceless spin-$s$ conserved current bi-linear in the scalar $\varphi_0$, introduced in the previous section. In appendix C, we show that in AdS they account for all independent vertices quartic in the scalar. A general quartic vertex of $\varphi_0$ can therefore be expressed in the form

$$V(x) = \sum a_{m,s} V_{m,s} (x), \quad a_{m,s} \in \mathbb{R} \quad (3.14)$$

for some coefficients $a_{m,s}$. For reasons that will become clear later we will use the ansatz (3.14) with the constraints on $k$ and $m$ given in (3.13) released. Thus the set of generating vertices that we will use is not linearly independent. We will discuss consequences of this redundancy in section 5. The efficacy of working in the set of vertices (3.14) to compute four-point contact Witten diagrams is explained in the following.

Consider the Witten diagram associated to the vertex $V_{m,s}$, for the following permutation of the external $y_i$ (as shown in figure 4)

$$A_{m,s}^{\text{cont.}} (y_1, y_2; y_3, y_4) = \mathcal{O} (y_1) \mathcal{O} (y_3) \mathcal{O} (y_2) \mathcal{O} (y_4)$$

$$\Box^m \left( J_s (x, \partial_u y_1, y_2) \Box^m (J_s (x, u; y_3, y_4)) \right). \quad (3.15)$$

The first step towards establishing the split representation (i.e. factorisation into products of three-point Witten diagrams) of the amplitude, is to introduce a second bulk integral in a way that pair-wise separates the external points $y_i$ between the two integrals. This can be achieved by inserting a Dirac delta function. How it is inserted, dictates the way in which the external points $y_i$ are distributed between the two bulk integrals. For reasons that will become clear shortly, for the given permutation of the external points it is most strategic to place the delta function such that the pairs $(y_1, y_2)$ and $(y_3, y_4)$ are separated.
To wit,

$$A_{m,s}^{\text{cont.}}(y_1, y_2; y_3, y_4) = \frac{g^2}{C_{d-2,0}^2} \int_{\text{AdS}} \sqrt{|g|} \, d^4 x_1 \, J_s(x_1, \partial u_1; y_1, y_2)$$

$$\times \int_{\text{AdS}} \sqrt{|g|} \, d^4 x_2 \, \Box^m (J_s(x_2, \partial u_2; y_3, y_4)) \left( u_1 \cdot u_2 \right)^s \delta^4(x_1 - x_2).$$

The suitability of the basis $V_{m,s}$ emerges when one inserts the completeness relation (B.4) for the harmonic functions $\Omega_{\nu,\ell}$. Since the currents $J_s$ are conserved and traceless, only the harmonic function with $\ell = s$ contributes and one obtains

$$A_{m,s}^{\text{cont.}}(y_1, y_2; y_3, y_4) = \frac{g^2}{C_{d-2,0}^2} \int_{-\infty}^{\infty} d\nu \int_{\text{AdS}} \sqrt{|g|} \, d^4 x_1 \, J_s(x_1, \partial u_1; y_1, y_2)$$

$$\times \int_{\text{AdS}} \sqrt{|g|} \, d^4 x_2 \, \Box^m (J_s(x_2, \partial u_2; y_3, y_4)) \Omega_{\nu, s}(x_1, u_1; x_2, u_2)$$

$$= \frac{g^2}{C_{d-2,0}^2} \int_{-\infty}^{\infty} d\nu (-1)^m \left( \nu^2 + s + \frac{9}{4} \right)^m \frac{\nu^2}{\pi} \int_{\partial \text{AdS}} d^3 y \frac{s!}{(\nu)_s}$$

$$\times \int_{\text{AdS}} \sqrt{|g|} \, d^4 x_1 \, J_s(x_1, \partial u_1; y_1, y_2) \Pi_{\nu + i\nu, s}(x_1, u_1; y, \partial z)$$

$$\times \int_{\text{AdS}} \sqrt{|g|} \, d^4 x_2 \, J_s(x_2, \partial u_2; y_3, y_4) \Pi_{\nu - i\nu, s}(x_2, u_2; y, z),$$

where in the second equality we used the equation of motion (B.2) for $\Omega_{\nu, s}$, and inserted its representation (3.2) in terms of spin-$s$ bulk-to-boundary propagators.

The diagram can now easily be evaluated using the known results (2.12) for the three-point Witten diagrams, just as in the previous section. The resulting conformal block expansion is the direct channel expansion

$$A_{m,s}^{\text{cont.}}(y_1, y_2; y_3, y_4) = \frac{1}{y_1 y_2 y_3 y_4} \int_{-\infty}^{\infty} d\nu (-1)^m \left( \nu^2 + s + \frac{9}{4} \right)^m \kappa_s(\nu) G_{\frac{3}{2} + i\nu, s}(u, v),$$

which can be obtained using (3.8), as with the exchange amplitudes in section (3.1).

To complete the full four-point amplitude associated to the vertex $V_{m,s}$, in accordance with the Feynman rules the contact diagrams corresponding to the remaining permutations of the external $y_i$ have to be taken into account. As for the exchange diagrams in section 3.1, since the external scalars are not distinct their amplitudes can be obtained from the result (3.18) with $y_2 \leftrightarrow y_3$ and $y_2 \leftrightarrow y_4$, and are given by $A_{m,s}^{\text{cont.}}(y_1, y_3; y_2, y_4)$ and $A_{m,s}^{\text{cont.}}(y_1, y_4; y_2, y_3)$ respectively. In the same way as for the exchanges, these amplitudes are also crossed-channel (13)(24) and (14)(23) expansions in terms of conformal blocks: $G_{3/2 + i\nu, s}(\nu, u)$ and $G_{3/2 + i\nu, s}(v, u)$, respectively. The total contact amplitude for the vertex $V_{m,s}$ is thus

$$A_{m,s}^{\text{cont.}}(y_1, y_2; y_3, y_4) + A_{m,s}^{\text{cont.}}(y_1, y_3; y_2, y_4) + A_{m,s}^{\text{cont.}}(y_1, y_4; y_3, y_2).$$
The four-point Witten diagrams displayed in figure 1 constitute the holographic computation of the connected part of the scalar-singlet four-point function in the free scalar $O(N)$ vector model. With normalisation $O = \frac{1}{\sqrt{2N}} \phi^a \phi^a$, this is the $O(1/N)$ part of the full scalar single-trace operator four-point function 
\begin{equation}
\langle O(y_1) O(y_2) O(y_3) O(y_4) \rangle = \frac{1}{(y_{12} y_{34})^{d-2}} \left\{ 1 + u^{d-2} + \left( \frac{u}{v} \right)^{d-2} + \frac{4}{N} \left[ u^{d-1} + \left( \frac{u}{v} \right)^{d-1} + u^{d-1} \left( \frac{u}{v} \right)^{d-1} \right] \right\},
\end{equation}
which is straightforward to obtain in the free field theory via Wick contractions. We express the full four-point function (4.1) diagrammatically in figure 5.

Since ultimately we will be comparing the connected part of (4.1) with the bulk Witten diagram computations of section 3, both the bulk and boundary results for the scalar single-trace operator four-point function should be put on an equal footing in order to ease the identification. To avoid having to re-sum infinite series of conformal blocks from the bulk amplitudes to reach a finite Laurent polynomial in $\sqrt{u}$ and $\sqrt{v}$ as in (4.1), we instead derive the conformal block decomposition of the field theory result. As with the Witten diagrams, we employ the contour integral representation (1.4) of the conformal block expansion. In the direct channel, this reads
\begin{equation}
\langle O(y_1) O(y_2) O(y_3) O(y_4) \rangle = \frac{1}{(y_{12} y_{34})^{d-2}} \left\{ 1 + \int_{-\infty}^{\infty} dv \sum_s f_s(v) G_{\frac{d}{2} + iv, s}(u, v) \right\},
\end{equation}
where from now all sums over $s$ will be implicitly over the even spins $s = 0, 2, 4, \ldots$. The first term in the braces corresponds to the contribution of the identity operator. The
function \( f_s(\nu) \) contains poles that ensure only the spin-\( s \) operators present in the scalar singlet OPE contribute, and encodes their OPE coefficients. The goal of this section is to establish the function \( f_s(\nu) \). As a first step, we determine those OPE coefficients in the scalar single-trace operator product expansion (OPE) which are not yet known explicitly.

The OPE of the scalar singlet \( \mathcal{O} \) takes the schematic form

\[
\mathcal{O} \mathcal{O} \sim I + \sum_s c_s \mathcal{J}_s + \sum_{n,s} c_{n,s} \mathcal{O}^{(2)}_{n,s} + \text{descendants},
\]

where \( I \) is the identity operator, \( c_s \) is the OPE coefficient of the spin-\( s \) single-trace conserved current \( \mathcal{J}_s \) and \( c_{n,s} \) is the OPE coefficient of the double-trace operator \( \mathcal{O}^{(2)}_{n,s} \). The conserved currents \( \mathcal{J}_s \) take the schematic form

\[
\mathcal{J}_{i_1 \ldots i_s} = \phi^a \partial_{(i_1} \cdots \partial_{i_s)} + \ldots, \quad \partial^{i_1} \mathcal{J}_{i_1 \ldots i_s} = 0,
\]

while the double-trace operators are bi-linear in the single-trace scalar operator \( \mathcal{O} \):

\[
\mathcal{O}^{(2)}_{n,1 \ldots i_s}(x) = \Box^n (\mathcal{O}(x)) \partial_{(i_1} \ldots \partial_{i_s)} \mathcal{O}(x) + \ldots.
\]

The explicit form for a general double-trace operator built from two scalar single-trace operators in conformal field theory is derived in appendix \( D \).

In the direct channel, the explicit conformal block decomposition of (4.1) is thus

\[
\langle \mathcal{O}(y_1) \mathcal{O}(y_2) \mathcal{O}(y_3) \mathcal{O}(y_4) \rangle = \frac{1}{(y_{12}^2 y_{34}^2)^{d-2}} \left\{ 1 + \sum_s c_s^2 G_{s+d-2,s} (u,v) + \sum_{n,s} c_{n,s}^2 G_{\Delta_{n,s},s} (u,v) \right\},
\]

where \( \Delta_{n,s} = 2(d-2) + 2n + s \) is the dimension of the spin-\( s \) double-trace operator \( \mathcal{O}^{(2)}_{n,s} \), and the spin-\( s \) conserved current \( \mathcal{J}_s \) has dimension \( \Delta_s = s + d - 2 \). The function \( f_s(\nu) \) of the corresponding contour integral representation (4.2) can be determined with the knowledge of the explicit form of \( c_s \) and \( c_{n,s} \).

The OPE coefficients \( c_s \) of the spin-\( s \) conserved currents \( \mathcal{J}_s \) are known [93, 101], and are given by

\[
c_s = \frac{2^{\frac{s+3}{2}}}{\sqrt{s!} \sqrt{N}} \left( \frac{d}{2} - 1 \right)_s \frac{1}{\sqrt{(d + s - 3)_s}}.
\]

For the double-trace operators \( \mathcal{O}^{(2)}_{n,s} \), so far the OPE coefficients have been determined only for \( d = 4 \) in [93]. However, the OPE coefficient of an operator \( \mathcal{O}_k \) in the OPE of operators \( \mathcal{O}_i \) and \( \mathcal{O}_j \) can be determined with the knowledge of the coefficient of the three-point function \( \langle \mathcal{O}_i \mathcal{O}_j \mathcal{O}_k \rangle \) and the two-point function \( \langle \mathcal{O}_k \mathcal{O}_k \rangle \). In the following section we take this approach to compute the OPE coefficients \( c_{n,s} \) of the double-trace operators in general field theory dimension \( d \), thus completing the conformal block decomposition (4.6) of the scalar single-trace operator four-point function (4.1) in general dimensions.
4.1 OPE coefficients of double-trace operators

The aim of this section is to compute the OPE coefficients $c_{n,s}$ of the double-trace operators $\mathcal{O}_{n,s}^{(2)}$ in the OPE of the scalar singlet $\mathcal{O}$. In a free theory, it is feasible to compute the coefficients using the relation

$$c_{n,s} = \frac{C_{\mathcal{O}\mathcal{O}\mathcal{O}_{n,s}^{(2)}}}{\sqrt{C_{\mathcal{O}_{n,s}^{(2)}}}}, \quad (4.8)$$

where $C_{\mathcal{O}\mathcal{O}\mathcal{O}_{n,s}^{(2)}}$ is the coefficient of the three-point function $\langle \mathcal{O}\mathcal{O}\mathcal{O}_{n,s}^{(2)} \rangle$ and $C_{\mathcal{O}_{n,s}^{(2)}}$ is the coefficient of the two-point function $\langle \mathcal{O}_{n,s}^{(2)} \mathcal{O}_{n,s}^{(2)} \rangle$ (see below for their explicit forms). The reason for this is that in a free theory the computation of correlation functions is relatively straightforward using Wick contractions, with the knowledge of the explicit form of the operators concerned in terms of the fundamental fields.

Using conformal symmetry, it is possible to show that the three- and two-point functions take the form

$$\langle \mathcal{O}(y_1) \mathcal{O}(y_2) \mathcal{O}_{n,s}^{(2)}(y_3, z) \rangle = C_{\mathcal{O}\mathcal{O}\mathcal{O}_{n,s}^{(2)}} \left( \frac{y_{12}^2}{y_{13}^2} \right)^n \left( \frac{y_{23}^2}{y_{13}^2} \right)^{d-2+n} \left( \frac{y_{13} \cdot z}{y_{13}^2} - \frac{y_{23} \cdot z}{y_{23}^2} \right)^s, \quad (4.9)$$

and

$$\langle \mathcal{O}_{n,s}^{(2)}(y_1, z_1) \mathcal{O}_{n,s}^{(2)}(y_2, z_2) \rangle = C_{\mathcal{O}_{n,s}^{(2)}} \left( \frac{y_{12}^2}{\Delta_{n,s}} \right)^s \left( z_1 \cdot z_2 - 2 \frac{(z_1 \cdot y_{12})(z_2 \cdot y_{12})}{y_{12}^2} \right)^s. \quad (4.10)$$

The coefficients $C_{\mathcal{O}\mathcal{O}\mathcal{O}_{n,s}^{(2)}}$ and $C_{\mathcal{O}_{n,s}^{(2)}}$ can then be determined by comparing with the result obtained using Wick contractions. Since the explicit form of the double trace operators (appendix D) is very involved, we were not able to calculate the coefficients explicitly for general $n$ and $s$. We conjecture their form for any $n$ and $s$ based on the explicit results we could obtain for any $n$ when $s = 0$, and for any $s$ when $n = 0, 1$ (see appendix E). This leads to the following expression for the double-trace OPE coefficients

$$c^2_{n,s} = \frac{[(-1)^s + 1] 2^s (d/2 - 1)_n^2 (d - 2)_n^2}{s!n! (s + d/2)_n (d - 3 + n)_n (2d + 2n + s - 5)_s (\frac{d}{2} - 4 + n + s)_n} \times \left( 1 + (-1)^n \frac{4}{N} \frac{\Gamma(s)}{\Gamma(s + d/2) \Gamma(d/2)} \frac{(d/2 - 1)_{n+\frac{s}{2}}}{(d/2 - 2)_{n+\frac{s}{2}}} \right). \quad (4.11)$$

Although we were unable to derive the OPE coefficients in full generality, our conjecture above for any $n$ and $s$ reproduces the results available in $d = 4$ [93], and agrees with the coefficients at $N = \infty$ in general $d$ [96]. These provide two supplementary important checks of its validity. This formula is instrumental in our holographic reconstruction of the quartic self-interaction of the scalar field in higher-spin gravity on AdS$_4$, dual to the free vector model CFT$_3$. 
4.2 Contour integral representation

In this subsection we complete the derivation of the conformal block expansion (4.2) of the scalar single-trace operator four-point function in the form of a contour integral. We use the knowledge of the explicit form (4.7) of the OPE coefficients $c_s$ of the single-trace higher-spin conserved currents, and those $c_{n,s}$ of the double-trace operators obtained in the previous section. For concision, we focus on the specific case of interest: $d = 3$.

Essentially, the task is to find a function $f_s(\nu)$ which gives precisely the conformal block expansion (4.6) when the contour integral over $\nu$ in (4.2) is evaluated. Therefore $f_s(\nu)$ must contain poles in $\nu$, within the prescribed contour, where the dimension $d^2 + i \nu$ of the conformal blocks matches that of the spin-$s$ operators $J_s$ and $\mathcal{O}_{n,s}^{(2)}$ in the scalar singlet OPE (4.3).

Since the conformal block $G_{d^2 + i \nu, s}(u, v)$ decays exponentially as $\text{Im}(\nu) \to -\infty$, we close the contour in the lower-half plane. Accordingly, $f_s(\nu)$ must have the following pole structure for the correct operator spectrum:

1. Spin-$s$ conserved current $J_s$ of dimension $\Delta_s = s + d - 2$

   $\rightarrow$ single pole at $\nu = -i (s + d^2 - 2)$.

2. Spin-$s$ double-trace operator $\mathcal{O}_{n,s}^{(2)}$ of dimension $\Delta_{n,s} = 2(d - 2) + 2n + s$, $n = 0, 1, 2, \ldots$

   $\rightarrow$ single poles at $\nu = -i \left(2(d - 2) + 2n + s - \frac{d^2}{2}\right)$.

It will be useful to decompose $f_s(\nu)$ as

$$f_s(\nu) = f_{J_s}(\nu) + f_{\mathcal{O}_{n,s}^{(2)}}(\nu), \hspace{1cm} (4.12)$$

where $f_{J_s}(\nu)$ and $f_{\mathcal{O}_{n,s}^{(2)}}(\nu)$ generate the contributions of $J_s$ and the spin-$s$ double-trace operators $\mathcal{O}_{n,s}^{(2)}$, respectively.

The functions $f_{J_s}(\nu)$ and $f_{\mathcal{O}_{n,s}^{(2)}}(\nu)$ are not unique, as they can be modified in ways that do not alter the pole structure within the contour, and the corresponding residues. This freedom can be used to ease comparison with the conformal block expansions of the four-point Witten diagrams derived in section 3, allowing us to cast the functions into the form

$$f(\nu) = p_s(\nu) \kappa_s(\nu), \hspace{1cm} (4.13)$$

where $p_s(\nu)$ is an even function of $\nu$, as is the case for the Witten diagrams (see for example the four-point amplitudes (3.10) and (3.18)). We demonstrate how this can be achieved in the following, for the contribution of the double-trace operators.

**Double-trace operator contribution.** To represent the contribution of the double-trace operators, the function $f_{\mathcal{O}_{n,s}^{(2)}}(\nu)$ must be chosen such that

$$\int_{-\infty}^{\infty} d\nu \ f_{\mathcal{O}_{n,s}^{(2)}}(\nu) \ G_{\frac{d^2}{2} + i \nu, s}(u, v) = \sum_{n=0}^{\infty} c_{n,s}^2 G_{\Delta_{n,s}, s}(u, v), \hspace{1cm} (4.14)$$

where we close the contour in the lower-half plane.
As explained above, \( f_{\mathcal{O}_s^{(2)}} (\nu) \) must have poles at \( \nu = -i (2(d-2) + 2n + s - \frac{d}{2}) \) for \( n = 0, 1, 2, \ldots \). These poles can be neatly packaged in the gamma function \( \Gamma \left( \frac{4(d-2)+2s-d-2\nu}{4} \right) \), which has poles precisely at those values of \( \nu \). The most direct way to find a function which satisfies (4.14), is then to multiply the double-trace conformal block coefficient (4.11) by \( \Gamma (-n) \) and a factor to neutralise the effect of its residue. \(^{13}\) To obtain a function of \( \nu \) one then simply replaces \( n \to - \left( \frac{4(d-2)+2s-d-2\nu}{4} \right) \). For \( d = 3 \), this direct method gives the following function

\[
\tilde{f}_{\mathcal{O}_s^{(2)}} (\nu) = \tilde{p}_{\mathcal{O}_s^{(2)}} (\nu) \kappa_s(\nu),
\]

where with \( \kappa_s \) given by (3.11) and \( \tilde{p}_{\mathcal{O}_s^{(2)}} \) by

\[
\tilde{p}_{\mathcal{O}_s^{(2)}} (\nu) = \frac{\pi^{5/2} 2^5 s \Gamma \left( s + \frac{3}{2} \right)}{s+1} \frac{\Gamma \left( \frac{2s+1+2\nu}{4} \right) \Gamma \left( \frac{2s+3-2\nu}{4} \right) \Gamma \left( \frac{2s+3+2\nu}{4} \right)}{\Gamma \left( \frac{s+3+2\nu}{4} \right) \Gamma \left( \frac{s+2+2\nu}{4} \right)}
\]

\[
+ \frac{1}{N} \frac{\pi^3 2^6 s \Gamma \left( s + \frac{3}{2} \right) \csc \left( \frac{s+3}{2} \right) \csc \left( \frac{s+2}{2} \right) \csc \left( \frac{s+1}{2} \right)}{\Gamma \left( \frac{s+3+2\nu}{4} \right) \Gamma \left( \frac{s+2+2\nu}{4} \right) \Gamma \left( \frac{s+1+2\nu}{4} \right) \Gamma \left( \frac{2s+3+2\nu}{4} \right) \Gamma \left( \frac{2s+3+2\nu}{4} \right)},
\]

where we used the identity \( \Gamma (z) \Gamma (1-z) = \pi \csc (\pi z) \) to make the behaviour of \( \tilde{p}_{\mathcal{O}_s^{(2)}} (\nu) \) under the transformation \( \nu \leftrightarrow -\nu \) manifest. It is then clear that the only terms preventing the symmetry condition \( p_{\mathcal{O}_s^{(2)}} (-\nu) = p_{\mathcal{O}_s^{(2)}} (\nu) \) of (4.13) from being satisfied are the cosecant functions in the numerator of the \( O(1/N) \) part. Since the only poles of (4.15) in the lower-half plane are single poles at \( \nu = -i \left( \frac{1}{2} + 2n + s \right) \), the discrepancy can be rectified by evaluating the cosecant functions at the location of the poles:

\[
\csc \left( \frac{\pi}{4} (1+2i\nu) \right) \csc \left( \frac{\pi}{4} (2i\nu - 2s + 1) \right) \bigg|_{\nu = -i(2\Delta+2n+s-\frac{d}{2})} = \frac{(-1)^{\frac{d}{2}}}{\sqrt{2}}.
\]

The conformal block coefficient function \( f_{\mathcal{O}_s^{(2)}} (\nu) = p_{\mathcal{O}_s^{(2)}} (\nu) \kappa_s(\nu) \) with the desired symmetry (4.13) therefore has

\[
p_{\mathcal{O}_s^{(2)}} (\nu) = \left[ 1 + (-1)^s \right] \frac{\pi^3 2^6 s \Gamma \left( s + \frac{3}{2} \right)}{s+1} \frac{\Gamma \left( \frac{2s+1+2\nu}{4} \right) \Gamma \left( \frac{2s+3-2\nu}{4} \right) \Gamma \left( \frac{2s+3+2\nu}{4} \right)}{\Gamma \left( \frac{s+3+2\nu}{4} \right) \Gamma \left( \frac{s+2+2\nu}{4} \right) \Gamma \left( \frac{s+1+2\nu}{4} \right) \Gamma \left( \frac{2s+3+2\nu}{4} \right) \Gamma \left( \frac{2s+3+2\nu}{4} \right)}
\]

\[
+ \frac{1}{N} \frac{\pi^3 2^6 s \Gamma \left( s + \frac{3}{2} \right) \csc \left( \frac{s+3}{2} \right) \csc \left( \frac{s+2}{2} \right) \csc \left( \frac{s+1}{2} \right)}{\Gamma \left( \frac{s+3+2\nu}{4} \right) \Gamma \left( \frac{s+2+2\nu}{4} \right) \Gamma \left( \frac{s+1+2\nu}{4} \right) \Gamma \left( \frac{2s+3+2\nu}{4} \right) \Gamma \left( \frac{2s+3+2\nu}{4} \right)},
\]

where simplifications were also made using the identity: \( \Gamma (z) \Gamma \left( z + \frac{1}{2} \right) = \sqrt{\pi} 2^{1-2z} \Gamma (2z) \).

**Higher-spin conserved currents.** Just as for the double-trace operators above, one can derive a function \( f_{\mathcal{J}_s} (\nu) = p_{\mathcal{J}_s} (\nu) \kappa_s(\nu) \) that generates the contribution (4.7) of a spin-\( s \) conserved current to the conformal block expansion (4.6) of the scalar single-trace operator four-point function. The corresponding \( p_{\mathcal{J}_s} (\nu) \) that satisfies the symmetry property (4.13) is

\[
p_{\mathcal{J}_s} (\nu) = \frac{\pi^3 2^8 s \Gamma \left( s + \frac{3}{2} \right)}{N} \frac{1}{\nu^2 + \left( s - \frac{1}{2} \right)^2} \frac{\Gamma \left( \frac{2s-2\nu+1}{4} \right)^2 \Gamma \left( \frac{2s+2\nu+1}{4} \right)^2}{\Gamma \left( \frac{s+1+2\nu}{4} \right)^2 \Gamma \left( \frac{s+1+2\nu}{4} \right)^2}.
\]

\(^{13}\) The residue of \( \Gamma (z) \) at \( z = -n \) is \( \frac{(-1)^n}{n!} \), so in this case the neutralising factor is \( (-1)^n n! \).
Notice that the factor \( \Gamma \left( \frac{2s-2\nu+1}{4} \right)^2 \) in the denominator cancels that in the numerator of \( \kappa_s(\nu) \). The function \( f_{J_s}(\nu) = p_{J_s}(\nu) \kappa_s(\nu) \) therefore only has one pole in the lower-half plane at \( \nu = -i \left( s - \frac{1}{2} \right) \), corresponding to a spin-\( s \) conserved current.

5 Uncovering the quartic vertex

5.1 Summary: CFT interpretation of Witten diagrams

Before the scalar quartic vertex in higher-spin theory on \( \text{AdS}_4 \) can be investigated through the comparison of the CFT\(_3\) results in section 4.2 with the four-point bulk amplitudes in section 3, it is instructive to study the latter as objects in conformal field theory. That is, the operator contributions in their conformal block expansions.

Exchange Witten diagrams. Let us focus on the s-channel exchange of a massless spin-\( s \) field (figure 1 (a)), whose conformal block expansion (3.10) in the direct channel was derived as a contour integral in section 3.1. The discussion for the t- and u-channel exchanges is analogous, and we comment on them briefly towards the end of this subsection. We take the same prescription for the contour as for the CFT conformal block expansions in section 4.2, closing in the lower-half plane. The four-point exchange amplitude (3.10), interpreted as a CFT quantity, therefore receives contributions from the following operators:

1. Single pole at: \( \nu = -i \left( s - \frac{1}{2} \right) \rightarrow \) spin-\( s \) conserved current \( J_s \).

2. Double poles at: \( \nu = -i \left( 2(d-2) + 2n + s - \frac{d}{2} \right) \), \( n = 0, 1, 2, \ldots \rightarrow \) spin-\( s \) double-trace operator \( O^{(2)}_{n,s} \) with anomalous dimensions.

The cubic coupling \( g_s \) was fixed in section 2.2 according to the OPE coefficient of \( J_s \) in the operator product expansion (4.3) (see also equation (2.14)). Therefore, as can be checked explicitly from the split representation, the corresponding contribution of \( J_s \) to the s-channel exchange is identical to that in the direct channel conformal block decomposition of the dual CFT four-point function (4.6). For the double-trace operator contributions the story is clearly not the same, as indicated by the anomalous dimensions: in a free theory, such as the dual free scalar \( O(N) \) vector model, these are not present. The explicit conformal block expansion of the s-channel exchange thus takes the form

\[
A_{\text{exch}}^{\text{exch}}(y_1, y_2; y_3, y_4) = \frac{1}{y_{12} y_{34}^2} \left\{ c_s^2 G_{s+d-2, s}(u, v) + \sum_{n=0}^{\infty} d_{n,s}^{\text{exch}} G_{\Delta_n, s+\gamma_{n,s}, s}(u, v) \right\}, \tag{5.1}
\]

where the \( \gamma_{n,s} \) represent the anomalous dimensions of the double-trace operators \( O^{(2)}_{n,s} \). This result is consistent with observations in the literature [71, 112] for lower-spin exchanges, that an exchange Witten diagram does not simply correspond in the CFT to the exchange of the operator dual to the exchanged bulk field: there are additional contributions from double-trace operators built from the single-trace operators that are dual to the external fields of the exchange Witten diagram.
As explained at the end of section 3.1, the t- and u-channel exchanges have (13)(24) and (14)(23) crossed-channel expansions, which are obtained from the s-channel result by exchanging $y_2 \leftrightarrow y_3$ and $y_2 \leftrightarrow y_4$ respectively. Consequently, as with the conformal block expansion (5.1) of the s-channel exchange, the contributions from the operator $J_s$ in the conformal block expansion of these amplitudes coincide with those in the corresponding (13)(24) and (14)(32) crossed channel expansions of the CFT four-point function (4.1).

Before moving onto the analysis of the contact diagrams, let us make a final comment on the operator contributions to the spin-$s$ exchange. It is important to note that in general it is not the case that only spin-$s$ representations of the conformal group contribute to the four-point exchange of a bulk spin-$s$ field. In the present context of higher-spin theory on AdS$_4$, this is only possible since the conformal scalar present in this dimension allows the conserved currents in the cubic vertex (2.8) to be traceless. As a consequence, only spin-$s$ conformal blocks appear in the amplitude (5.1). This can be seen from the split representation (3.5) of the exchange in general dimensions, where just the leading ($k = 0$) term contributes if the current is traceless. In general dimensions the terms for $k > 0$ would be non-vanishing, because generally the scalar is not conformal. These terms would generate contributions to the amplitude from double-trace operators of spin lower than $s$.

Contact Witten diagrams. We now perform the CFT analysis of the contact Witten diagrams considered in section 3.2, which give all possible contact amplitudes for the scalar $\varphi_0$ in AdS$_4$, since they are generated by quartic vertices belonging to the basis (3.13). A similar analysis can be found in [71], where a complete basis of local quartic interactions was presented and the conformal block expansions of corresponding four-point contact diagrams were determined in the Regge limit.

The contour integral representation of the contact amplitude (3.18) produced by a generic quartic vertex $V_{m,s}$ in the basis (3.13), has double poles located at $\nu = -i \left( 2(d-2) + 2n + s - \frac{d}{2} \right)$, $n = 0, 1, 2, \ldots$ in the lower-half $\nu$-plane. Its conformal block expansion thus receives contributions only from spin-$s$ double-trace operators with anomalous dimensions,

$$A^{\text{cont.}}_{m,s}(y_1; y_2; y_3; y_4) = \frac{1}{y_12y_34} \sum_{n=0}^{\infty} d_{n,s,m}^{\text{cont.}} G_{\Delta_{n,s} + \gamma_{n,s}, s}(u, v).$$

(5.2)

As with the exchange amplitudes, the conformal block expansions of the remaining contact amplitudes are crossed channel expansions obtained from (5.2) by exchanging $y_2 \leftrightarrow y_3$ and $y_2 \leftrightarrow y_4$. They therefore also receive contributions only from double-trace operators in their respective channels, with the same coefficients $d_{n,s,m}^{\text{cont.}}$ and anomalous dimensions $\gamma_{n,s}$.

5.2 Combining bulk contributions from all channels

At the level of four-point functions, holography requires

$$\sum_s A^{\text{exch.}}_s(y_1; y_2; y_3; y_4) + A^{\text{exch.}}_s(y_1; y_3; y_2; y_4) + A^{\text{exch.}}_s(y_1; y_4; y_3; y_2) + A^{\text{cont.}}_s(y_1; y_2; y_3; y_4) + A^{\text{cont.}}_s(y_1; y_3; y_2; y_4) + A^{\text{cont.}}_s(y_1; y_4; y_2; y_3) \equiv \text{CFT} \langle \mathcal{O}(y_1)\mathcal{O}(y_2)\mathcal{O}(y_3)\mathcal{O}(y_4) \rangle_{\text{conn.}}.$$

(5.3)
Figure 6. Four-point bulk Witten diagrams involving external scalars $\varphi_0$, which give the holographic computation of the connected part of the dual scalar single-trace operator four-point function. Contact diagrams (d), (e) and (f) are generated by the quartic vertex $V$ that we seek to establish, and represent the distinct permutations of the external legs. In the preceding sections, the amplitudes of the diagrams in the first, second and third columns of this figure have been expressed as (12)(34) direct-, (13)(24) and (14)(23) crossed-channel expansions in conformal blocks, respectively.

where the $A_{\text{cont.}}$ are the contributions from quartic contact interaction that we seek, and the r.h.s. is the connected, i.e. $O(1/N)$, part of the scalar single-trace operator four-point function (4.1). The bulk Witten diagrams that comprise the l.h.s. of equation (5.3) are given in figure 6.

To extract the quartic vertex $V(x)$ from equation the contact diagrams in (5.3), we make an ansatz of the form (3.14). The corresponding four-point contact diagrams (d), (e) and (f) in figure 6 can be evaluated in terms of conformal blocks using the results for the contact amplitudes of the individual basis elements established in section 3.2. For example, for the amplitude of diagram 6 (d)

$$A_{\text{cont.}}(y_1, y_2; y_3, y_4) = \sum_{m,s} a_{m,s} A_{m,s}(y_1, y_2; y_3, y_4),$$

with $A_{m,s}(y_1, y_2; y_3, y_4)$ given by (3.18). Combined with the results for the conformal block expansions of the CFT four-point function (4.2) and the exchange diagrams in section (3.1), one can then solve equation (5.3) for the coefficients $a_{m,s}$. However, there is one issue preventing us from extracting the vertex directly in this manner, which we discuss in the following.

From the derivation of the exchange amplitudes in section 3.1, the s-channel exchange is expressed in a direct channel decomposition of conformal blocks, and is given by equation (3.10). By simply exchanging the external points of (3.10), we could obtain results for
the t- and u-channel exchanges. In this way, the t- and u-channel exchange amplitudes are not expressed as direct channel decompositions like for the s-channel, but rather (13)(24) and (14)(23) crossed channel expansions such as (3.12). Thus, at the current stage we are able to evaluate all the exchange diagrams contributing to (5.3), yet they are expressed in terms of conformal blocks in different channels. This creates an essential difficulty in extracting the vertex, since the conformal block expansion of the CFT result on the r.h.s. of (5.3) is, as derived in section 4.2, an expansion only in a single channel. At present there is no straightforward means to relate arbitrary collections of conformal blocks in different channels. This is essentially the key technical problem of the conformal bootstrap, which so far is addressed mainly numerically or analytically in certain limits.

In [75, 113] conformal block decomposition of the scalar exchange in the s-channel has been obtained in terms of crossed channel conformal blocks. In principle one can try to generalise these results to higher spin exchanges, to express them as conformal block expansions in one and the same channel. However, the split representation of the bulk-to-bulk propagators is not conducive to deriving a crossed-channel decomposition of a s-channel exchange, since the construction naturally delivers s-channel amplitudes as direct channel expansions. Fortunately, as we shall explain in the next subsection, in our case dealing with the conformal block decomposition of the exchanges in different channels can be avoided.

Before explaining how this can be achieved, let us emphasise that the same difficulty also appears for the contact Witten diagrams: consider one of the vertices

\[ V_{m,s} = s! \, J_s(\varphi_0, \varphi_0, \partial_u) \Box^m J_s(\varphi_0, \varphi_0, u), \]  

where the fact that \( J_s \) is bilinear in scalar fields \( \varphi_0 \) is made explicit. According to the Feynman rules, the bulk-to-boundary propagators sourced at different boundary points should be attached to the vertex in a Bose-symmetric way. This implies that the vertex (5.5) results not only in the amplitude

\[ \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_2; y_3, y_4) \]  

but also in the amplitudes \( \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_3; y_2, y_4) \) and \( \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_4; y_3, y_2) \). The complete result is therefore

\[ \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_2; y_3, y_4) + \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_3; y_2, y_4) + \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_4; y_3, y_2). \]  

The contact amplitude (5.6) was evaluated explicitly in section 3.2, where it was expressed in terms of direct-channel conformal blocks (3.18). By exchanging \( y_2 \leftrightarrow y_3 \) and \( y_2 \leftrightarrow y_4 \) in the direct-channel result (3.18) for (5.6), we could obtain the remaining amplitudes \( \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_3; y_2, y_4) \) and \( \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_4; y_3, y_2) \) as expansions in terms of (13)(24) and (14)(23) cross-channel conformal blocks, respectively. In this way, the total contact amplitude (5.7)
Figure 7. Simplified equation for the quartic vertex: all terms are expressed as conformal block expansions in the same channel. The l.h.s. constitutes the bulk diagrams in the first column of figure 6, while the boundary term on the r.h.s. is determined in the main text. The equation encodes the full amplitude, which can be obtained by exchanging $y_2 \leftrightarrow y_3, y_4$ and adding the permuted equations to the original.

is therefore also an expansion in a mixture of the three channels. To try and express (5.7) as an expansion in just a single channel, in principle one could try and rearrange amplitudes $A_{\text{cont.}}(y_1, y_3; y_2, y_4)$ and $A_{\text{cont.}}(y_1, y_4; y_3, y_2)$ at the level of the bulk integrand: this would involve taking (5.6) with $y_2 \leftrightarrow y_3$ and $y_2 \leftrightarrow y_4$, in attempt to express them as linear combinations of $A_{\text{cont.}}^{s}(y_1, y_2; y_3, y_4)$ through integrating by parts and using the equations of motion. Their direct channel expansions could then be obtained using (3.18). However, this would require the knowledge of the explicit complete form of traceless conserved currents $J_{\pm}$ in AdS, as well as cumbersome algebra involving covariant derivatives. As with the equivalent issue for exchange diagrams explained above, these complicated manipulations can be avoided.

5.3 Solving for the vertex: reducing the analysis to a single channel

Instead of solving (5.3) for the quartic vertex, which requires us to deal simultaneously with conformal blocks in different channels, since the operators inserted in the four-point function are identical we can instead solve the following equation

$$
\sum_{m,s} a_{m,s} A^{\text{cont.}}_{m,s}(y_1, y_2; y_3, y_4) + \sum_s A^{\text{exch.}}(y_1, y_2; y_3, y_4) = \mathcal{F}(y_1, y_2; y_3, y_4),
$$

where $\mathcal{F}(y_1, y_2; y_3, y_4) = \mathcal{F}(y_1, y_2; y_3, y_4)$ is a sum of direct channel conformal blocks, and satisfies

$$
\mathcal{F}(y_1, y_2; y_3, y_4) + \mathcal{F}(y_1, y_3; y_2, y_4) + \mathcal{F}(y_1, y_4; y_3, y_2) = \langle \mathcal{O}(y_1) \mathcal{O}(y_2) \mathcal{O}(y_3) \mathcal{O}(y_4) \rangle_{\text{conn.}}.
$$

This simplified problem is expressed diagrammatically in figure 7. The form of a suitable function $\mathcal{F}$ is simple to establish from the total connected CFT correlator, and we shall explain precisely how it can be obtained below. But let us first make the relation between equations (5.3) and (5.8) for the quartic vertex more concrete: if a vertex that solves (5.8) is found, then by the property (5.9) of $\mathcal{F}$, equation (5.3) is clearly satisfied. Further, the non-trivial quartic vertex is completely determined by (5.3). Thus any solution of (5.8) would give the only solution of (5.3), and these two problems therefore are equivalent. Solving (5.8) for the vertex instead greatly simplifies the problem, since each term is expanded in one and the same channel.

It should be noted that equation (5.9) does not define $\mathcal{F}$ unambiguously. Moreover, through equation (5.8) the different $\mathcal{F}$ result in different $s$-channel amplitudes.
\( \mathcal{A}^{\text{cont.}}(y_1, y_2; y_3, y_4) \). However, since the total contact amplitude
\[
\mathcal{A}^{\text{cont.}}(y_1, y_2; y_3, y_4) + \mathcal{A}^{\text{cont.}}(y_1, y_3; y_2, y_4) + \mathcal{A}^{\text{cont.}}(y_1, y_4; y_2, y_3) \tag{5.10}
\]
is unique, we can conclude that any effect on the solution for quartic vertex \( V \) introduced by this ambiguity would vanish due to the Bose-symmetrisation over the external legs.

In fact, we shall use this freedom to our advantage: as observed in section 5.1, the contact amplitudes \( \mathcal{A}_{m,s}^{\text{cont.}}(y_1, y_2; y_3, y_4) \) generated by individual vertices in the basis (3.13) do not receive contributions from conformal blocks of single-trace operators in the direct channel. It is therefore natural to try and choose \( \mathcal{F} \) so that it cancels the single trace contributions to equation (5.8) generated by the exchange Witten diagrams. This can be achieved by noting that the first two terms of the connected four-point function
\[
\langle \mathcal{O}(y_1) \mathcal{O}(y_2) \mathcal{O}(y_3) \mathcal{O}(y_4) \rangle_{\text{conn.}} = \frac{4}{N} \left( \frac{1}{y_1^2 y_2^2} \right)^{d-2} \left\{ u^{\frac{d}{2}-1} + \left( \frac{u}{v} \right)^{\frac{d}{2}-1} + u^{\frac{d}{2}-1} \left( \frac{u}{v} \right)^{\frac{d}{2}-1} \right\}, \tag{5.11}
\]
contain only single-trace conformal blocks in the direct-channel decomposition
\[
A + B \equiv \frac{4}{N} \left( \frac{1}{y_1^2 y_2^2} \right)^{d-2} \left\{ u^{\frac{d}{2}-1} + \left( \frac{u}{v} \right)^{\frac{d}{2}-1} \right\} = \frac{1}{N} \left( \frac{1}{y_1^2 y_2^2} \right)^{d-2} \sum_s c_s^2 G_{s+d-2, s}(u, v), \tag{5.12}
\]
while the remaining term receives contributions only from double-trace conformal blocks
\[
C \equiv \frac{4}{N} \left( \frac{1}{y_1^2 y_2^2} \right)^{d-2} \left\{ u^{\frac{d}{2}-1} \left( \frac{u}{v} \right)^{\frac{d}{2}-1} \right\} = \frac{1}{N} \left( \frac{1}{y_1^2 y_2^2} \right)^{d-2} \sum_{n,s} c_{n,s}^2 G_{\Delta_{n,s}, s}(u, v), \tag{5.13}
\]
where \( c_{n,s}^2 \) is the \( O(1/N) \) part of the double-trace conformal block coefficient (4.11).

Moreover, as noted in section 5.1, the total single-trace contribution to the s-channel exchange amplitudes in equation (5.8) precisely coincides with \( A+B \). From the ansatz
\[
\mathcal{F} = a \cdot (A + B) + c \cdot C,
\]
it is therefore clear that the cancellation of single trace conformal blocks in (5.8) requires \( a = 1 \). The value of \( c \) can then be fixed by noting that \( A, B \) and \( C \) transform into each other under \( y_2 \leftrightarrow y_3 \) and \( y_2 \leftrightarrow y_4 \):\footnote{This can straightforwardly be seen from figure 5, where \( A, B \) and \( C \) are respectively the first, second and third diagrams on the second line.}
\[
y_2 \leftrightarrow y_3 : \quad (A, B, C) \rightarrow (C, B, A), \tag{5.14}
y_2 \leftrightarrow y_4 : \quad (A, B, C) \rightarrow (A, C, B),
\]

Then since the total correlator (5.11) is equal to \( A+B+C \), the definition (5.9) demands that \( 2a+c = 1 \). Our choice \( a = 1 \) therefore requires \( c = -1 \).\footnote{The representation with \( c = 0 \) and \( a = \frac{1}{2} \) was already derived in [101].} The r.h.s. of (5.8) then reads
\[
\mathcal{F}(y_1, y_2; y_3, y_4) = \frac{1}{(y_1^2 y_2^2)^{d-2}} \left\{ \sum_s c_s^2 G_{s+d-2, s}(u, v) - c_{n,s}^2 G_{\Delta_{n,s}, s}(u, v) \right\}. \tag{5.15}
\]

In the sequel, taking \( d = 3 \) we solve equation (5.8) for the quartic vertex in AdS\(_4\) using the form (5.15) above for \( \mathcal{F}(y_1, y_2; y_3, y_4) \).
In AdS$_4$, the amplitudes of the above Witten diagrams generate only spin-$s$ conformal blocks. To determine the coefficients $a_{m,s}$ in the derivative expansion (5.16) of the scalar quartic vertex, we identify them with the spin-$s$ contribution of the term (5.17) in the dual field theory on the r.h.s. of equation (5.8).

Solving for the vertex. As explained in section 5.2, we make the following ansatz for the quartic vertex

$$V = \sum_{m,s} a_{m,s} V_{m,s}, \quad a_{m,s} \in \mathbb{R} \tag{5.16}$$

composed of vertices $V_{m,s}$ (5.5), whose contribution to equation (5.8) is given by (5.4).

Extracting the vertex coefficients $a_{m,s}$ from equation (5.8) is most straightforward using the contour integral representation of the conformal block expansion. In this formalism, our choice (5.15) for $\mathcal{F}$ in $d = 3$ takes the form

$$\mathcal{F}(y_1, y_2; y_3, y_4) = \frac{1}{y_1 y_2 y_3 y_4} \sum_s \int_{-\infty}^{\infty} d\nu \left[ p_{\mathcal{F}_s}(\nu) - \tilde{p}_{\mathcal{O}_s}^{(2)}(\nu) \right] \kappa_s(\nu) G_{\frac{3}{2} + i\nu,s}(u,v), \tag{5.17}$$

where $p_{\mathcal{F}_s}(\nu)$ is given by (4.19) for the contribution of spin-$s$ operators $\mathcal{F}_s$ in the direct channel, while $\tilde{p}_{\mathcal{O}_s}^{(2)}(\nu)$ gives the $\mathcal{O}(1/N)$ part of the double-trace operator contributions (4.18). The bulk amplitudes in (5.8) are given by (3.10) and (3.18) in this formalism. Although the functions $p_s(\nu)$ were originally introduced in a field theory context by equation (4.13), their definition extends naturally to the bulk amplitudes: for the total sum of the exchange amplitudes in (5.8), we have

$$p_s^{\text{exch.}}(\nu) = \frac{2^{8-s}}{N \Gamma(s)^2} \frac{1}{\nu^2 + (s - \frac{1}{2})^2}, \tag{5.18}$$

to which only the spin-$s$ exchange contributes.\footnote{This is because in the specific case of AdS$_4$, spin-$s$ exchanges only generate spin-$s$ conformal blocks.} Likewise, for the contact amplitude of the quartic ansatz,

$$p_s^{\text{cont.}}(\nu) = \sum_{m} a_{m,s} (-1)^m \left( \nu^2 + s + \frac{9}{4} \right)^m, \tag{5.19}$$

since the basis vertices $V_{m,s}$ also generate only spin-$s$ contributions.

The coefficients $a_{m,s}$ for each fixed $s$ can now be determined for every $m = 0, 1, 2, \ldots$ by equating the total bulk and boundary $p_s(\nu)$ in equation (5.8). This is illustrated in figure 8.
In this way, the $a_{m,s}$ are given implicitly by

$$
\sum_m a_{m,s} (-1)^m \left( \nu^2 + s + \frac{9}{4} \right)^m
= pJ_s (\nu) - \frac{2^{8-s}}{N \Gamma(s)^2} \frac{1}{\nu^2 + (s - \frac{1}{2})^2} - \bar{p}_{\mathcal{O}^{(2)}} (\nu)
= \frac{2^{8-s}}{N} \frac{1}{\nu^2 + (s - \frac{1}{2})^2} \left[ \frac{\pi}{\Gamma \left( \frac{2s-2\nu+1}{4} \right) \Gamma \left( \frac{2s+2\nu+1}{4} \right)} \right]
- \frac{1}{N} \frac{1}{\sqrt{2} \Gamma \left( \frac{s}{2} + 1 \right) \Gamma (s+1) \Gamma \left( \frac{2s}{2} - \frac{2\nu}{2} \right) \Gamma \left( \frac{2s}{2} + \frac{2\nu}{2} \right) \Gamma \left( s + \frac{1}{2} + i\nu \right) \Gamma \left( s + \frac{1}{2} - i\nu \right)}.
$$

(5.20)

Then by setting $z = -\left( \nu^2 + s + \frac{9}{4} \right)$, one can establish a generating function:

$$
a_s (z) \equiv \sum_m a_{m,s} \ z^m.
$$

This determines the quartic vertex (5.16) of the parity even scalar in the minimal bosonic higher-spin theory on AdS$_4$ dual to the free $O(N)$ vector model in the form

$$
\mathcal{V} = \sum_{s \in \mathbb{N}} \text{str} J_s (x, \partial_u) a_s (\Box) J_s (x, u),
$$

(5.21)

and is one of the main results of this paper. In the next section we examine the properties of the vertex, particularly in the context of the locality of interactions in higher-spin theory. But first, let us make the following comments.

The solution (5.21) that we found contains vertices which are not in the basis (3.13) due to the terms with $m > k$. The fact that these extra vertices are redundant just means that it should be possible to express them in terms of vertices with $m \leq k$ using the freedom of integration by parts and the free equations of motion. We used these extra vertices to avoid conversions of conformal blocks between different channels and, eventually, to present the result in a more concise form.$^{17}$

Since we solve for the coefficients $a_{m,s}$ at the level of the integrand of the $\nu$ contour integral in (5.20), naively it may seem that the vertex is not defined uniquely: one is free to add functions of $\nu$ that are entire within the contour. In doing so, this would change the form of $a_{m,s}$ and thus the solution for the quartic vertex. However, the addition of such terms does not change the four-point amplitude and therefore the different vertices obtained in this manner would differ only by trivial terms which vanish on-free-shell, e.g. by the terms which can be accounted for by the redundancy of the representation (5.16) with unbounded $m$.

Next, let us comment on the presence of anomalous dimensions in the bulk four-point amplitudes: as observed in section 5.1, the conformal block decompositions of the bulk four-point amplitudes contain contributions from double-trace operators with anomalous dimensions. These manifest themselves in the presence of double poles in the integrands of (3.10) and (3.18) for $\nu = -i \left( 2 \left( d - 2 \right) + 2n + s - \frac{3}{2} \right)$, $n = 0, 1, 2, \ldots$, which are the values

$^{17}$Strictly speaking, it could be that the quartic vertex vanishes after re-expressing (5.21) in a basis of independent vertices, such as (3.13).
of $\nu$ that yield double-trace operator contributions. Owing to the double-poles, evaluating the $\nu$-integral using the Cauchy theorem produces not only the “non-anomalous” double-trace conformal blocks $G_{\Delta, s, s}$, but also their derivatives with respect to the dimension $(\partial/\partial \Delta_{n, s}) G_{\Delta, n, s}$. These two terms together indicate that it is not $G_{\Delta, n, s}$ that is present in the conformal block decomposition, but rather the conformal block $G_{\Delta, n, s} + \gamma_{n, s}$ with an anomalous dimension. Indeed, this can be seen by expanding $G_{\Delta, n, s} + \gamma_{n, s}$ as a Taylor series

$$G_{\Delta, n, s} + \gamma_{n, s} = G_{\Delta, n, s} + \gamma_{n, s} \frac{\partial}{\partial \Delta_{n, s}} G_{\Delta, n, s} + \mathcal{O}(1/N^2).$$

(5.22)

The presence of anomalous dimensions is natural in the bulk theory of interacting higher spin fields. But at the same time, the boundary theory is free and the double-trace operators $\mathcal{O}_{n, s}$ do not receive any anomalous dimensions. This is consistent with our (4.18) and (4.19) for the contour integral representation of the CFT four-point function, where the integrands contain only single poles in $\nu$. Thus, the holographic duality between higher spin theories and free $O(N)$ vector models requires a rather delicate cancelation of anomalous conformal blocks in Witten diagrams. The quartic vertex that we have just found solves (5.3), which implies, in particular, that this cancellation indeed takes place.

In this respect, the contour integral representation for the conformal block decomposition turned out to be a powerful tool: first of all, it allowed us to solve for a quartic vertex by performing simple algebraic manipulations with the functions $p_{s}(\nu)$, instead of solving an infinite system of linear equations balancing explicit conformal block coefficients of the bulk and boundary results. Moreover, this representation allowed us to treat conformal blocks with anomalous dimensions on the same footing as the non-anomalous ones, simply by controlling the degree of the pole in $\nu$ at the associated point.

As a final comment, general consistency of the higher-spin holographic duality should imply that the vertex we have obtained is consistent with the Noether procedure. Further, to instead derive the vertex we found via the Noether procedure would involve going to quintic order in the fields. Indeed, the lowest order in the coupling constant where the quartic vertex for scalar fields contributes to the Noether consistency condition is $g^3$, unlike other quartic vertices for fields of non-zero spin which first appear at the order $g^2$. The reason for this is that the scalar field does not posses its own undeformed gauge transformation.

6 Locality

Let us now turn to the issue of locality, which we outlined in the introduction. As mentioned there, while local theories are the standard arena of quantum field theory, locality is a debatable issue in higher-spin theories and has been the subject of recent investigations [39–42]. The standard approach to address the question of higher-spin interactions is to construct them perturbatively using the Noether procedure [1] (which can be formalised as a BRST cohomological problem [38, 114, 115]). In this approach, one makes a general ansatz for deformations of both the action and its gauge transformations and then selects consistent pairs of such deformations by demanding gauge invariance order by order in
a coupling constant. However, at quartic and higher orders in the number of fields this procedure is constraining only if the sought for vertices and deformations of gauge transformations are local [38]. Otherwise any cubic interaction vertex consistent until this level, can be made consistent with the gauge symmetry at all higher orders by an appropriate non-local deformation. From this perspective, it seems reasonable to narrow the search for vertices by focusing attention on local deformations only.

In higher-spin theory, it is crucial to broaden the investigation to field theories which are “quasilocal”\(^\text{18}\) in the sense that they possess a perturbative expansion (in powers of fields and their derivatives) where each individual term in the total Lagrangian is local, though the total number of derivatives may be unbounded in the full series. Indeed, it is a well-established fact that higher-spin theory in dimension four and higher requires a spectrum of fields with unbounded spin and, consequently, interactions with an unbounded number of derivatives (since the maximal number of derivatives in a cubic vertex grows with the spin). In particular, Vasiliev’s theory [45-47] does contain infinitely many derivatives in its interaction terms. In order to resolve this apparent clash with locality, it appears necessary to define a weaker notion of locality that leaves room for vertices with infinitely many derivatives.

To get more intuition on how this generalised locality might be defined, let us for simplicity concentrate on quartic interactions of scalars in flat space. It is natural to characterise interactions by the corresponding S-matrix. It is well-known that local interactions give rise to amplitudes which are polynomial in Mandelstam variables. In turn, amplitudes for exchange diagrams, which are distinct from local quartic interactions, contain poles in Mandelstam variables. So, as a first requirement, one possibility is to demand that amplitudes of local contact interactions should be free of poles.

A similar conclusion can be drawn by replacing the requirement of the amplitude to be polynomial by the milder requirement that the coefficients in its Taylor series expansion should decrease fast enough. To be more precise, one possibility is to demand an infinite radius of convergence for this Taylor series. In this case the amplitude can be approximated infinitely well by its Taylor series and for any values of Mandelstam parameters. This means, in turn, that the amplitude is infinitely close to a local one. The requirement for the amplitude to have an infinite radius of convergence, or in other words, to be an entire function, not only excludes poles, but also branch cuts in the amplitude. According to these arguments, we define a quartic interaction in flat spacetime to be weakly local i the associated four-point amplitude is an entire function of Mandelstam variables.\(^\text{19}\)

To extend this definition to AdS space we turn to Mellin amplitudes. This extension is based on numerous results indicating the similarity of Mellin amplitudes for Witten diagrams in AdS with flat amplitudes in Minkowski space [79, 80, 118]. In particular, it was

\(^{18}\)This terminology is standard in functional renormalisation group literature (see e.g. [116]), but in higher-spin literature, the term “perturbatively local” is also sometimes used (see e.g. [117]) and is essentially a synonym.

\(^{19}\)A more refined classification could distinguish between “strongly local” (polynomial 4-point amplitude, e.g. \(s^n\) with \(n \in \mathbb{N}\), “weakly local” (entire, e.g. \(\exp(-\ell s)\)), “quasi local” (Taylor series around zero, e.g. \(1/(s-s_0)\) with \(s_0 \neq 0\)) and “strongly non-local” (Laurent series around zero, e.g. \(1/s\)) quartic interactions.
shown that vertices with $2n$ covariant derivatives produce polynomial Mellin amplitudes of degree $n$ in Mandelstam variables, exactly as in flat space amplitudes. It was also shown that Mellin amplitudes corresponding to AdS exchange Witten diagrams contain poles. Based on these results, and repeating the arguments detailed above for flat space vertices, we will consider that in AdS spacetime a quartic interaction is weakly local iff the associated four-point Mellin amplitude is an entire function of Mellin variables.

As shown in [79], a 4-point conformal correlator does not contain single trace conformal blocks in the conformal block decomposition iff the associated Mellin amplitude is an entire function. According to this criterion, polynomial Mellin amplitudes and non-polynomial entire ones are in the same class, so it is rather natural to define locality in such a way that the corresponding bulk vertices fall into the same class as well. This gives yet another argument in support of the above definition of weak locality.

These definitions can be naturally extended to vertices of any degree in the fields and to fields with spin. For the former the associated amplitudes then depend on a larger number of Mandelstam (or Mellin) variables, while for the latter one introduces polarisation vectors. Such flat (respectively, AdS) vertices can be considered weakly local if the associated amplitude is given by an entire function of Mandelstam (respectively, Mellin) variables for any value of polarisation vectors.

**Flat limit.** Our definitions of weak locality in flat or AdS spacetime given above are independent. In particular, in the AdS case this definition does not rely on the existence of a flat limit. It can therefore be applied to higher-spin theories, which are notorious for their lack of a smooth flat limit. However, since the flat limit was important in the original works establishing the role of Mellin amplitudes as an AdS counterpart of scattering amplitudes in flat space, to avoid possible confusions we discuss this limit in more detail in the following.

For a clear flat limit to exist, certain conditions have to be satisfied. In the flat limit, generally we expect to find an action that contains terms with different numbers of derivatives. Therefore, firstly, the theory in AdS should possess two dimensionful parameters (say with the dimensions of length): the curvature radius $R$ and furthermore an extra parameter $l$. The parameter $l$ remains finite in the limit $R/l \to \infty$ and is necessary to compensate the dimensions carried by the partial derivatives. Secondly, the action should not contain positive powers of $R$, or at least it should be possible to remove such terms by an overall rescaling of the action. To satisfy these two conditions, an $n$-point vertex $\mathcal{V}_n$ with a well-defined flat limit should therefore admit the following schematic form

$$\mathcal{V}_n = f_0(l/R)\phi_1 \cdots \phi_n + f_1(l/R)\phi_1 \cdots (l\nabla) \cdots (l\nabla) \cdots \phi_n + \ldots,$$

(6.1)

where $f_i(l/R)$ are finite at zero, i.e. $f_i(0) < \infty$. Its flat limit is then given by

$$\mathcal{V}_n = f_0(0)\phi_1 \cdots \phi_n + f_1(0)\phi_1 \cdots (l\partial) \cdots (l\partial) \cdots \phi_n + \ldots$$

(6.2)

In [79] it was shown that the Mellin amplitude $M(\delta_{ij}, l)$ for the vertex (6.1) reproduces the flat space amplitude $A(p_i \cdot p_j, l)$ for the vertex (6.2) in the limit $R/l \to \infty$, up to a fixed pre-factor,

$$\lim_{R \to \infty} M(p_i \cdot p_j R^2, l) \propto A(p_i \cdot p_j, l),$$

where the $p_i$ denote momenta of ingoing and outgoing particles.
Higher-spin gravity theories on the other hand do not possess a smooth flat limit. Firstly, the only dimensionful constant in the theory is the curvature radius. This means that every covariant derivative enters in a dimensionless combination $R \nabla$. Moreover, interactions of higher-spin fields contain terms with an unbounded number of derivatives, and consequently with arbitrarily large powers of $R$. In this case positive powers of $R$ cannot be removed from the action by an overall rescaling, which eventually results in the absence of a smooth flat limit. Let us note, however, that separate cubic vertices do possess a smooth flat space limit since they contain a finite number of derivatives. For these vertices, what remains in the flat space limit is only the term with the highest number of derivatives [8, 15].

Testing locality of the holographic quartic vertex. We will now apply the definitions introduced in the above to test locality of the quartic vertex we obtained holographically in section 5, given by (5.21) with coefficients (5.20). One way to do this would be to evaluate the associated Mellin amplitude explicitly and check whether or not it is an entire function. However, it is instead possible to give a simple argument for the analyticity of the Mellin amplitude by studying the operator contributions to the conformal block expansion of its four-point contact amplitude: in section 5.1, we observed that the exchange diagrams contributing to the bulk computation of the scalar single-trace operator four-point function (4.1) account for the entire contribution from the single-trace operators in the OPE (4.3). The quartic vertex (5.21) thus only generates contributions from double-trace operators, which, as explained earlier in this section, implies that the associated Mellin amplitude must be an entire function.

An alternative way to conclude the weak locality of the quartic vertex, which is more direct and intuitively clear, can be attained by drawing on the similarity of Mellin amplitudes to flat space scattering amplitudes. We establish a flat space analogue of our vertex by simply replacing covariant derivatives with flat ones via

$$R \nabla \rightarrow l \partial,$$  \hspace{1cm} (6.3)

and then test its locality based on the definitions we gave for flat space amplitudes in the previous section. This can be used to investigate the locality of our vertex in AdS, since Mellin amplitudes and flat scattering amplitudes for vertices related by (6.3) differ only by terms containing subleading powers of the Mandelstam variables. Given that the convergence of the Taylor series depends on the rate of decay of the highest power coefficients, it is natural to expect that the Mellin amplitude for the original vertex and the flat scattering amplitude for the vertex obtained by (6.3) are entire (or not) simultaneously. We would like to emphasise that the replacement (6.3) is not related, strictly speaking, to the flat limit and can be applied even in the case when the flat limit does not exist.\footnotemark

\footnotetext{For instance, there is no reason to expect that the flat analogue of our vertex obtained by (6.3) is consistent with the Noether procedure in flat spacetime. Of course, if the flat limit would exist, then the vertex in flat space-time would be consistent with the Noether procedure.}
For further analysis, it is convenient to split the complete vertex (5.21) into sectors of fixed spin,

\[ \mathcal{V} = \sum_{\ell} \mathcal{V}_{\ell}, \]  

(6.4)

where

\[ \mathcal{V}_{\ell} = \ell! J_{\ell}(x, \partial_u) a_{\ell}(\square) J_{\ell}(x, u) = \ell! \sum_{m} a_{m,\ell} J_{\ell}(x, \partial_u) \square^{m} J_{\ell}(x, u). \]  

(6.5)

After establishing the flat space analogue of the above vertex via (6.3), to simplify the evaluation of the corresponding flat space four-point amplitude, we replace the traceless conserved current \( J_{\ell} \) with the current (C.3). This replacement is valid since the latter current is an improvement of the former, and so differs only by terms which do not contribute to the amplitude.

We first establish the weak locality of the vertex (6.4) in the spin-\( \ell \) sector, by showing that the amplitude

\[ \mathcal{A}_{\ell}(s, t, u) = a_{\ell}(s)(t - u)^{\ell} = \sum_{m} a_{m,\ell} s^{m}(t - u)^{\ell}, \]  

(6.6)

generated by the flat space analogue of the vertex \( \mathcal{V}_{\ell} \) is an entire function in the Mandelstam variable \( s \). This can be done by demonstrating that \( a_{\ell}(\nu) \) is an entire function of \( \nu \): from studying its explicit form (5.20), the only pole that could possibly appear is at \( \nu^{2} = -(\ell - 1/2)^{2} \), from denominators of the two terms on the first line. It is straightforward to check that these poles cancel. Indeed, this is due to our special choice of the \( F \) amplitude (5.15), which was made precisely to cancel the single trace contributions on the two sides of (5.8).

The associated flat amplitude (6.6) is therefore an entire function of Mandelstam variable \( s \).

Thus we have shown that in each sector of fixed spin-\( \ell \) the vertex (6.4) is weakly local, since the corresponding flat space amplitudes (6.6) are entire in the Mandelstam variable \( s \). To conclude that the whole vertex is weakly local, it remains to show that the sum \( \sum_{\ell} \mathcal{A}_{\ell} \) has an infinite radius of convergence in \( (t - u) \). This is indeed the case, since the dominant spin dependence of \( a_{\ell} \) at large spin \( \ell \) is \( 1/\Gamma^{2}(\ell) \), so the series converges for any \( (t - u) \) by the ratio test.

Mellin amplitudes. Let us briefly comment on the use of Mellin amplitudes. So far we only touched upon Mellin amplitudes at the final stage of our work to quantify locality or non-locality of the quartic vertex. For the main part of our computation, we used the more pedestrian approach of the conformal block decomposition. In solving the same problem entirely in terms of Mellin amplitudes, one faces the following two problems. The first problem is that Mellin amplitudes for spinning correlators involve Mack polynomials \[118\], which are very complicated. This eventually makes computations intractable at the present stage. Another problem is that the correlators that one encounters in free theories do not admit a well-defined Mellin transform. This can be illustrated by considering the term \( f(u) \equiv u^{d/2 - 1} \) in the correlator (5.11) and applying the Mellin transform,

\[ \mathcal{M}[f](z) \equiv \int_{0}^{\infty} u^{z-1} f(u) du. \]

\(^{21}\)The spin is denoted \( \ell \) here in order to distinguish it from the Mandelstam variable \( s \).
The integral on the r.h.s. diverges for any value of $z$, and that is why the Mellin transform $\mathcal{M}[f]$ of a power function is ill-defined. Regularisation of the Mellin transform for power functions remains an open issue. However, a possible way out is that a function $(z)$ may exist whose inverse Mellin transform

$$\mathcal{M}^{-1}[\tau](u) = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} u^{-z} \tau(z) dz.$$ 

is equal to the power function $f(u)$.

Such an example precisely appeared during our computations. Let us consider

$$\chi(z) \equiv \frac{2^{-2z}}{z^2 - (s - 1/2)^2} \frac{\Gamma(z + 1/2) \Gamma^2 \left(\frac{2z + 2s + 3}{4}\right)}{\Gamma(z) \Gamma^2 \left(\frac{2s + 2s + 1}{4}\right) (2z + 2s + 1)},$$

which can be obtained from $f_{\mathcal{J}_s}(\nu) = p_{\mathcal{J}_s}(\nu) \kappa_s(\nu)$ with $p_{\mathcal{J}_s}(\nu)$ and $\kappa_s(\nu)$ given by (4.19) and (3.11) respectively by the change of variable $z \equiv \nu$, and dropping unimportant $z$ independent terms. It has only one pole in the right half-plane located at $z = s - 1/2$. Closing the integration contour in the right half-plane and picking a residue at $z = s - 1/2$, for the inverse Mellin transform of $\chi(z)$ we find

$$\frac{1}{2\pi i} \int_{-i\infty}^{i\infty} u^{-z} \chi(z) dz \sim u^{-s + 1/2}. \quad (6.7)$$

In this sense, $\chi(z)$ can be viewed as the Mellin transform of the power function $u^{-s + 1/2}$.

We leave further study of this interesting issue for future research.

**Locality from CFT.** As noted in section 5.1, the exchange diagrams contributing to the bulk computation of the scalar single-trace operator four-point function $(4.1)$ account for the entire contribution from the single-trace operators in the OPE $(4.3)$. It is therefore clear that any quartic self interaction of the bulk scalar, to be consistent with the OPE in the dual field theory, can only generate double-trace operator contributions. While the four-point amplitude generated by a contact interaction that is local in the strong sense (that is, with a finite number of derivatives) will always only yield double-trace contributions to a CFT four-point function, it is not necessarily the case when such a vertex contains an unbounded number of derivatives. However, this is guaranteed by the crossing symmetry of the dual CFT, as it places strong constraints on the coefficients in the derivative expansion of the vertex $[71]$, and ensures that it is weakly local. It would be interesting to investigate further the power of the OPE and crossing in CFTs admitting a large $N$ expansion in taming non-local bulk interactions: indeed, it seems that when exchange Witten diagrams generate the entire single-trace contribution of their dual CFT correlators (which may well be always the case), these constraints ensure that quartic contact interactions will always satisfy some notion of locality. It would be further compelling to make contact between the conditions on the derivative expansion considered here, and the quartic extension of those recently derived in $[42]$. The latter were established by considering classes of bulk field redefinitions which do not modify physical correlation functions.
7 Summary and outlook

In this work we have used holography to shed some light on the elusive nature of quartic interactions in higher-spin theories on AdS space. In particular, via the identification of Witten diagrams and CFT correlation functions, we extracted and analysed quartic self-interaction of the scalar in type A minimal bosonic higher-spin theory on AdS$_4$. We found that while the interaction is non-local in the sense that the vertex is unbounded in its number of derivatives, it still satisfies a weaker notion of locality in that its four-point bulk amplitude behaves similarly to those of local vertices, and does not exhibit any pathologically non-local behaviour. The weak locality of our quartic vertex appears to be ensured by the holographic duality, due to OPE and crossing constraints from the dual CFT. This would suggest that the interactions of higher-spin gravity theories dual to weakly-coupled CFTs are to some degree local.

Although we focused our study on the simplest example of the scalar self-interaction, we expect that the techniques employed in this case can be extended to allow for the holographic study of quartic vertices involving fields with non-zero spin, as well as higher-order vertices. It would also be interesting to develop further the technology of Mellin amplitudes, in order for them to be applied more effectively in the higher-spin context. This would allow our definition of weak locality in terms of the analyticity of Mellin amplitudes to be more directly applicable.

We hope that this work will provide a basis for further discussion of locality in higher-spin theories.
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A Notation and conventions

A.1 Symmetric tensors in AdS

Symmetric tensors in AdS can be managed in a compact way by encoding them in generating functions. For example, a symmetric rank-$r$ tensor $t_{\mu_1...\mu_r}$ is represented in this formalism by

$$t_{\mu_1...\mu_r}(x) \to t(x,u) = \frac{1}{r!} t_{\mu_1...\mu_r}(x) u^{\mu_1} \ldots u^{\mu_r}, \quad (A.1)$$
where we have introduced the constant auxiliary vector $u^\mu$. The original tensor can be recovered by taking derivatives $\partial / \partial u^\mu$.

In this formalism, tensor operations are replaced by an operator calculus. For example, the contraction of two rank-$r$ symmetric tensors $t_{\mu_1 \cdots \mu_r}$ and $s_{\mu_1 \cdots \mu_r}$ is implemented via

$$t_{\mu_1 \cdots \mu_r}(x) s^{\mu_1 \cdots \mu_r}(x) = r! t(x, \partial_u) s(x, u) \bigg|_{u=0} = r! s(x, \partial_u) t(x, u) \bigg|_{u=0}. \tag{A.2}$$

Likewise, the following operations can be represented:

- divergence: $\nabla \cdot \partial_u$,
- symmetrised gradient: $u \cdot \nabla$,
- trace: $\partial_u \cdot \partial_u$. \tag{A.3}

The symmetric metric $g_{\mu \nu}$ is denoted simply by $u^2$, and thus terms proportional to $u^2$ are pure trace.

### A.2 Symmetric and traceless boundary tensors

On the boundary we work with primary fields represented by symmetric and traceless tensors on $d$-dimensional flat Euclidean conformal space. Like a symmetric tensor in AdS, a symmetric and traceless boundary tensor $t_{i_1 \cdots i_r}(y)$ can be encoded in a polynomial of a constant auxiliary boundary vector $z^i$,

$$t_{i_1 \cdots i_r}(y) \rightarrow t(y, z) = \frac{1}{r!} t_{i_1 \cdots i_r}(y) z^{i_1} \cdots z^{i_r}, \tag{A.4}$$

but with the additional requirement that $z^2 = 0$ to enforce tracelessness.

Contractions of symmetric and traceless tensors can be implement by the Thomas-D operator $\hat{\partial}_z$

$$t_{i_1 \cdots i_r}(y) s^{i_1 \cdots i_r}(y) = \frac{r!}{(d-1)!} t(y, \hat{\partial}_z)s(y, z) = \frac{r!}{(d-1)!} s(y, \hat{\partial}_z)t(y, z), \tag{A.5}$$

and $[77, 119, 120]$

$$\hat{\partial}_z = \left( d - 2 + 1 + z \cdot \frac{\partial}{\partial z} \right) \frac{\partial}{\partial z} - \frac{1}{2} \frac{z}{\partial z} \frac{\partial^2}{\partial z \cdot \partial z}. \tag{A.6}$$

### B AdS harmonic functions

The AdS$_{d+1}$ bi-tensorial harmonic functions $\Omega_{\nu, \ell}(x_1, u_1; x_2, u_2)$ are spin-$\ell$ eigenfunctions of the Laplace operator

$$\left( \Box_1 + \left( \frac{d}{2} \right)^2 + \nu^2 + \ell \right) \Omega_{\nu, \ell}(x_1, u_1; x_2, u_2) = 0, \quad \nu \in \mathbb{R}, \tag{B.1}$$

which are traceless and transverse

$$({\partial_{u_1} \cdot \partial_{u_1}}) \Omega_{\nu, \ell}(x_1, u_1; x_2, u_2) = 0, \quad (\nabla \cdot \partial_{u_1}) \Omega_{\nu, \ell}(x_1, u_1; x_2, u_2) = 0. \tag{B.2}$$

These functions provide a complete basis for symmetric and traceless rank-$r$ bi-tensors in AdS$_{d+1}$, given by

$$\left\{ (w_1 \cdot \nabla_1)^\ell (w_2 \cdot \nabla_2)^\ell \Omega_{\nu, \ell-r}(x_1, w_1; x_2, w_2) \bigg| \nu \in \mathbb{R}, \ell = 0, 1, \ldots, r \right\}, \tag{B.3}$$
with completeness relation
\[
(w_1 \cdot w_2)^\ell \delta^{d+1}(x_1 - x_2) = \sum_{\ell=0}^r \int_{-\infty}^{\infty} d\nu c_{r,\ell}(\nu) (w_1 \cdot \nabla_1)^{r-\ell} (w_2 \cdot \nabla_2)^{r-\ell} \Omega_{r,\ell}(x_1, w_1; x_2, w_2),
\]
where
\[
c_{r,\ell}(\nu) = \frac{2\ell (r - \ell + 1) \ell \left(\frac{d}{2} + r - \ell - \frac{1}{2}\right)_\ell}{\ell! (d + 2r - 2\ell - 1) \ell \left(\frac{d}{2} + r - \ell + i\nu\right)_\ell \left(\frac{d}{2} + r - \ell - i\nu\right)_\ell}.
\]
In the above we used constant light-like auxiliary vectors \(w_{1,2}\) to enforce tracelessness.

AdS harmonic bi-tensors have many useful properties, and we only presented those which were useful for our purposes here. For more information, the reader can see for example section 4.C of [103], and [81, 92] for their application in a similar context.

\section{Complete set of quartic vertices}

Here we justify the basis of quartic vertices chosen in (3.13). For our purposes one needs to find a complete set of quartic vertices which are independent on-free-shell. Moreover, the same vertex can be brought to different forms using integration by parts. All possible relations of this type should also be taken into account. Counting quartic vertices up to total derivatives and equations of motion is equivalent to counting the associated 4-point amplitudes. For simplicity, the following analysis will be performed in flat space.

Independent flat space 4-point amplitudes have been counted in [71]. They are generated by monomials of the form
\[
s^k t^k u^m \text{ with integers } k \geq m \geq 0,
\]
where \(s, t\) and \(u\) are the Mandelstam variables
\[
s = (p_1 + p_2)^2, \quad t = (p_1 + p_3)^2, \quad u = (p_2 + p_3)^2.
\]
In massless case \((p_i)^2 = 0\) and one has
\[
s = 2p_1 \cdot p_2 = 2p_3 \cdot p_4, \quad t = 2p_1 \cdot p_3 = 2p_2 \cdot p_4, \quad u = 2p_2 \cdot p_3 = 2p_1 \cdot p_4.
\]

Our goal now is to replace the basis (C.1) with an equivalent one, but better suited for our purposes. Let us first consider the vertices in position space
\[
\Box_{12}^m \tilde{J}_{\mu_1 \cdots \mu_4}(\phi(x_1), \phi(x_2)), \tilde{J}^{\mu_1 \cdots \mu_4}(\phi(x_3), \phi(x_4)),
\]
with \(\Box_{12} = (\partial_{x_1} + \partial_{x_2})^2\) and
\[
\tilde{J}_{\mu_1 \cdots \mu_4}(\phi(x_1), \phi(x_2)) \equiv \phi(x_1) \overset{\rightarrow}{\partial}_{\mu_1} \cdots \overset{\rightarrow}{\partial}_{\mu_4} \phi(x_2),
\]
are the conserved currents of [121], with \(\overset{\rightarrow}{\partial} = \overset{\rightarrow}{\partial}_{x_1} - \overset{\rightarrow}{\partial}_{x_2}\). The amplitude in momentum space associated to the vertex (C.2) reads
\[
(p_1 + p_2)^m [(p_1 - p_2) \cdot (p_3 - p_4)]^d = s^m (t - u)^d.
\]
For $\ell = 2k$, this amplitude contains a term $s^{m}t^{k}u^{k}$. Up to a Bose symmetry transformation this reproduces the form of the vertices (C.1). Thus, we conclude that vertices (C.2) with $\ell = 2k$ and $k \geq m \geq 0$ generate the basis of quartic vertices.

In order to write compact formulae involving symmetrised multi-indices, in this appendix and in the following ones we will make use of Vasiliev notation e.g. explained in footnote 2 of [23].

For our purposes it is more convenient to use not the conserved current $\tilde{J}$ (C.3), but its improved traceless version [94]

$$J_{\mu}(x_1, x_2) = \frac{\sqrt{\pi} \Gamma(d + s - 2)}{2s + d - 3 \Gamma(d/2) \Gamma(s + d/2 - 1)} \sum_{k=0}^{l} a_k (\partial_\mu)^k \phi(x_1)(\partial_\mu)^{l-k} \phi(x_2) - \text{traces},$$

(C.5)

where

$$a_k = (-1)^k \frac{l!}{k!(l-k)!} \frac{(\delta_l)}{(\delta_k)(\delta_{l-k})}.$$

The improvement (C.5) can always be done when the scalar field is conformal. Analogously to (C.2) the flat space amplitude corresponding to a vertex

$$V_{\mu,\ell} \equiv \Box^{n} J_{\mu}(x_1, x_2) J^{\mu}(x_3, x_4)$$

(C.6)

with $\ell = 2k$ generates a term $s^{m}t^{k}u^{k}$. Thus, vertices (C.6) with $\ell = 2k$ and $k \geq m \geq 0$ can be used as a basis for quartic interactions.

D Double trace operators

In this appendix we construct primary operators bilinear in two scalar primary operators $O_1$ and $O_2$ of dimensions $\Delta_1$ and $\Delta_2$. We use the convention where the conformal algebra is given by

$$[M_{ij}, P_k] = i(\eta_{ik} P_j - \eta_{jk} P_i), \quad [M_{ij}, K_k] = i(\eta_{ik} K_j - \eta_{jk} K_i), \quad [M_{ij}, D] = 0,$$

$$[P_i, K_j] = -2(\eta_{ij} D + i M_{ij}), \quad [D, P_i] = P_i, \quad [D, K_i] = -K_i.$$  

(D.1)

(D.2)

(D.3)

Primary operators $O_1$ and $O_2$ are annihilated by the special conformal generator $K_i$

$$K_i O_1 = 0, \quad K_i O_2 = 0,$$

(D.4)

and have well-defined scaling dimensions

$$D O_1 = \Delta_1 O_1, \quad D O_2 = \Delta_2 O_2.$$  

(D.5)

Our goal is to construct a full set of symmetric higher spin primary operators. It is well known that these operators have a schematic form

$$[O_1 O_2]_{n,s} = O_1 \partial_{(s)} \Box^n O_2 + \ldots,$$

(D.6)

22Note that the normalisation here is such that it is consistent with the normalisation of (C.3).

23When $O_1$ and $O_2$ are identical operators, $O_2 = O_1 = O$, for concision we denote the corresponding double-trace operators by $[O O]_{n,s} = O^{(2)}_{n,s}$. This is employed throughout the main text, and in appendix E.
where ellipsis denote terms, which are required to make $[\mathcal{O}_1 \mathcal{O}_2]_{n,s}$ primary. The double trace operator $[\mathcal{O}_1 \mathcal{O}_2]_{n,s}$ has spin $s$ and scaling dimension $\Delta = \Delta_1 + \Delta_2 + 2n + s$.

Our goal here is to specify implicit terms in (D.6). To this end we make the most general ansatz

$$\left[\mathcal{O}_1 \mathcal{O}_2\right]_{n,s} = \sum_{s_1,b_1,b_2} a_{n,s}(s_1, s_2; b_1, b_2, b_12) \partial_{i(s_1)} \partial_{j(s_2)} \mathcal{O}_1 \partial_{i(s_2)} \partial_{j(b_12)} \mathcal{O}_2 - \text{traces}, \quad (D.7)$$

and specify $a_{n,s}$ from the requirement that $[\mathcal{O}_1 \mathcal{O}_2]_{n,s}$ is primary. In this sum $s = s_1 + s_2$ and $n = b_1 + b_2 + b_12$, so there are only three independent summations.

### D.1 The action of the conform boost generator

Let us replace derivatives with the momentum operator according to $P_i = i \partial_i$ and contract free indices with the auxiliary traceless symmetric tensor $V^{i(s)}$ to ensure that $[\mathcal{O}_1 \mathcal{O}_2]_{n,s}$ is traceless and symmetric. A typical term from the sum (D.7) will be denoted as

$$T_{n,s}(s_1, s_2; b_1, b_2, b_12) = V^{(s_1)j(s_2)}(\eta^{ij})^{b_1} (\eta^{ij})^{b_2} P_i(s_1+2b_1+b_12) \mathcal{O}_1 P_j(s_2+2b_2+b_12) \mathcal{O}_2. \quad (D.8)$$

Using the conformal algebra, (D.4) and (D.5) one can show that

$$K_j P_{i(n)} \mathcal{O}_1 = 2n(D_1 + n - 1) \eta_{ij} P_{i(n-1)} \mathcal{O}_1 - n(n-1) \eta_{ij} P_{j(n-3)} \mathcal{O}_1. \quad (D.9)$$

Employing (D.9) we can evaluate that

$$K_j T_{n,s}(s_1, s_2; b_1, b_2, b_12) = 2[D_1 + s_1 + 2b_1 + b_12 - 1]s_1 C_V(s_1 - 1, s_2; b_1, b_2, b_12) + 2b_1 [2D_1 + 2b_1 - 2] C_1(s_1 + 1, s_2; b_1 + 1, b_2, b_12) - b_12(b_12 - 1) C_1(s_1 + 1, s_2; b_1, b_2 + 1, b_12 - 2) - 2s_1 b_12 C_2(s_1, s_2 + 1; b_1, b_2, b_12 - 1) + 2[D_2 + s_2 + 2b_2 + b_12 - 1]s_2 C_V(s_1 - 1, b_1, b_2, b_12) + 2b_2 [2D_2 + 2b_2 - 2] C_2(s_1, s_2 + 1; b_1, b_2 - 1, b_1) - b_12(b_12 - 1) C_2(s_1, s_2 + 1; b_1 + 1, b_2, b_12 - 2) - 2s_2 b_12 C_2(s_1 + 1, s_2; b_1, b_2, b_12 - 1) + 2[D_2 + s_2 + 2b_2 + b_12 - 1] b_12 C_1(s_1 + 1, s_2; b_1, b_2, b_12 - 1), \quad (D.10)$$

where

$$C_V(s_1 - 1, s_2; b_1, b_2, b_12) = V^{j(i(s_1)k(s_2)}(\eta^{ij})^{b_1} (\eta^{ik})^{b_2} P_i(s_1+2b_1+b_12-1) \mathcal{O}_1 P_k(s_2+2b_2+b_12) \mathcal{O}_2,$$

$$C_1(s_1 + 1, s_2; b_1 - 1, b_2, b_12) = V^{i(s_1)k(s_2)}(\eta^{ij})^{b_1-1} (\eta^{ik})^{b_2} P_j(s_1+2b_1+b_12-2) \mathcal{O}_1 P_k(s_2+2b_2+b_12) \mathcal{O}_2,$$

$$C_2(s_1, s_2 + 1; b_1, b_2, b_12 - 1) = V^{i(s_1)k(s_2)}(\eta^{ij})^{b_1-1} (\eta^{ik})^{b_2} P_j(s_1+2b_1+b_12-1) \mathcal{O}_1 P_k(s_2+2b_2+b_12-1) \mathcal{O}_2. \quad (D.11)$$
The only difference of this formula with the one found by [96] is that we do not symmetrise the index carried by \( K_j \) with the remaining ones and for this reason we have more independent structures on the r.h.s. of (D.10).

### D.2 Imposing that the double-trace operator is primary

Having understood how the special conformal generator \( K_j \) acts on each term of the ansatz (D.7) we act with \( K_j \) on the complete expression. Using (D.10), \( K_i [\mathcal{O}_1 \mathcal{O}_2]_{n,s} \) can be expressed in terms of three independent structures \( C_V, C_1 \) and \( C_2 \) defined in (D.11). Setting the prefactors for each of these structures to zero we obtain three equations on \( a_{n,s} \).

The equation corresponding to \( C_V \) reads

\[
a_{n,s}(s_1, s_2; b_1, b_2) \frac{1}{2} \Delta (s_1 + 1) = 0.
\]

It can be used to fix the dependence of \( a_{n,s} \) on \( s_1 \) for fixed \( b_1 \) and \( b_2 \)

\[
a_{n,s}(s_1, s_2; b_1, b_2, b_{12}) = (-1)^{s_2} \frac{s_2}{s_1} (\Delta_1 + b_1 + b_{12} + s_1) a_{n,s}(s, 0; b_1, b_2, b_{12}).
\]  

Another equation, which sets the prefactor of \( C_1 \) to zero reads

\[
a_{n,s}(s_1, s_2; b_1, b_2, b_{12}) 2b_1 (\Delta_1 + 2b_1 - d) \\
- a_{n,s}(s_1, s_2; b_1 - 1, b_2 - 1, b_{12} + 2) (b_{12} + 2) (b_{12} + 1) \\
- a_{n,s}(s_1 + 1, s_2 - 1; b_1 - 1, b_2, b_{12} + 1) 2(s_1 + 1) (b_{12} + 1) \\
+ a_{n,s}(s_1, s_2; b_1 - 1, b_2, b_{12} + 1) 2(b_{12} + 1) (\Delta_2 + s_2 + 2b_2 + b_{12}) (b_{12} + 1) = 0.
\]  

The third term contains \( a_{n,s}(s_1 + 1, s_2 - 1; b_1 - 1, b_2, b_{12} + 1) \), which can be expressed in terms of \( a_{n,s}(s_1, s_2; b_1 - 1, b_2, b_{12} + 1) \) by (D.12). This results into

\[
a_{n,s}(s_1, s_2; b_1, b_2, b_{12}) 2b_1 (\Delta_1 + 2b_1 - d) \\
- a_{n,s}(s_1, s_2; b_1 - 1, b_2 - 1, b_{12} + 2) (b_{12} + 2) (b_{12} + 1) \\
+ a_{n,s}(s_1, s_2; b_1 - 1, b_2, b_{12} + 1) 2(b_{12} + 1) (\Delta_2 + s_2 + 2b_2 + b_{12}) \\
\times \frac{\Delta_1 + s + 2b_1 + b_{12} - 1}{\Delta_1 + s + 2b_1 + b_{12} - 1} = 0,
\]  

which relates \( a_{n,s} \)’s for the same values of arguments \( s_1 \) and \( s_2 \) and different values of \( b_1 \), \( b_2 \) and \( b_{12} \). This equation together with the one obtained in a similar way for \( C_2 \), namely,

\[
a_{n,s}(s_1, s_2; b_1, b_2, b_{12}) 2b_2 (\Delta_2 + 2b_2 - d) \\
- a_{n,s}(s_1, s_2; b_1 - 1, b_2 - 1, b_{12} + 2) (b_{12} + 2) (b_{12} + 1) \\
+ a_{n,s}(s_1, s_2; b_1 - 1, b_2, b_{12} + 1) 2(b_{12} + 1) (\Delta_1 + s + 2b_1 + b_{12}) \\
\times \frac{\Delta_2 + s + 2b_2 + b_{12} - 1}{\Delta_2 + s_2 + 2b_2 + b_{12} - 1} = 0,
\]  

defines \( b \)-dependence of \( a_{n,s} \) for fixed \( s_1 \) and \( s_2 \).
D.3 Determining the dependence on the wave operator

Now we will solve the recurrence equations (D.15), (D.16) with a boundary condition

\[ a_{n,s}(s_1, s_2; b_1, b_2, b_{12}) = 0, \quad \text{for } b_1 < 0 \text{ or } b_2 < 0 \text{ or } b_1 + b_2 > n. \]  

More precisely, we are going to express the unknown coefficients in terms of \( a_{n,s}(s_1, s_2; 0, 0, n) \). For brevity, in the following we will keep only the arguments \( b_1 \) and \( b_2 \) of \( a_{n,s} \) explicit.

First, we consider (D.15) for \( b_2 = 0 \). Then the second term drops out due to the boundary condition and the recurrence equation simplifies. It allows to express \( a(b_1, 0) \) with arbitrary \( b_1 \) in terms of \( a(0,0) \)

\[ a(b_1, 0) = (-1)^{b_1} \frac{n!}{b_1! b_2! b_{12}!} \frac{(\Delta_2 + s_2 + n - b_1)(\Delta_1 + s + n - b_1)}{(\Delta_1 + 1 - h) b_1 (\Delta_2 + 1 - h) b_2 (\Delta_1 + s_1 + n) b_{1-b_2}(\Delta_2 + s_2 + n) b_{b_2-b_1}} \]

\[ \times \sum_{k=0}^{b_2} \frac{b_2!}{k!(b_2-k)!} (b_1 - k + 1) k (\Delta_1 + b_1 - h - k + 1) k a(0,0). \]  

It can then be checked that (D.19) satisfies (D.15) and (D.16).

The sum appearing in (D.19) can also be rewritten as

\[ \sum_{k=0}^{b_2} \frac{b_2!}{k!(b_2-k)!} \frac{(b_1 - k + 1) k (\Delta_1 + b_1 - h - k + 1) k}{(\Delta_2 + s + n - b_1) k (\Delta_1 + s + n + b_1 - k) k} \]

\[ = \sum_{k=0}^{b_2} \frac{b_2!}{k!(b_2-k)!} \frac{(b_1 - k + 1) k (\Delta_1 + b_1 - h - k + 1) k}{(\Delta_2 + s + n - b_1) k (\Delta_1 + s + n + b_1 - k) k} \]

\[ = \sum_{k=0}^{b_2} \frac{b_2!}{k!(b_2-k)!} \frac{(b_1 - k + 1) k (\Delta_1 + b_1 - h - k + 1) k}{(\Delta_2 + s + n - b_1) k (\Delta_1 + s + n + b_1 - k) k}. \]

Unfortunately, from particular examples one can see that the hypergeometric sum entering here cannot be factorized into a product of Pochhammer symbols.

Let us note that one can solve (D.15), (D.16) differently: first solve for \( a(0, b_2) \) from (D.16) and then define \( a(b_1, b_2) \) employing (D.15). This leads to

\[ a(b_1, b_2) = \left(-\frac{1}{2}\right)^{b_1+b_2} \frac{n!}{b_1! b_2! b_{12}!} \frac{(\Delta_2 + s + n) b_2 (\Delta_1 + s + n - b_2) b_{b_1}}{(\Delta_1 + 1 - h) b_1 (\Delta_2 + 1 - h) b_2 (\Delta_1 + s_1 + n) b_{1-b_2}(\Delta_2 + s_2 + n) b_{b_2-b_1}} \]

\[ \times \sum_{k=0}^{b_1} \frac{b_1!}{k!(b_1-k)!} \frac{(b_2 - k + 1) k (\Delta_2 + b_2 - h - k + 1) k}{(\Delta_1 + s + n - b_2) k (\Delta_2 + s + n + b_2 - k) k} a(0,0). \]  

\[ (D.20) \]
The two expressions (D.19) and (D.20) are not manifestly equal. However, from particular cases one can see that they coincide. For example, from (D.19) one finds

\[ a(1,1) = \frac{n(n-1)}{4} \frac{(\Delta_1+s+n)(\Delta_2+s+n-1)}{(\Delta_1+1-h)(\Delta_2+1-h)} \left( 1 + \frac{(\Delta_1+1-h)}{(\Delta_2+s+n-1)(\Delta_1+s+n)} \right), \quad (D.21) \]

while (D.20) entails

\[ a(1,1) = \frac{n(n-1)}{4} \frac{(\Delta_2+s+n)(\Delta_1+s+n-1)}{(\Delta_1+1-h)(\Delta_2+1-h)} \left( 1 + \frac{(\Delta_2+1-h)}{(\Delta_1+s+n-1)(\Delta_2+s+n)} \right). \quad (D.22) \]

It is not hard to check that (D.21) and (D.22) are equal, despite it is not manifest.

Eventually, combining \( s \)- and \( b \)-dependences we find as a final result

\[ a_{n,s}(s_1, s_2; b_1, b_2, b_{12}) = (-1)^{s_2+b_1+b_2} \frac{s!}{s_1!s_2!} \frac{(\Delta_1+s_1+2b_1+b_{12})s_2}{(\Delta_2+2b_2+b_{12})s_2} \times \frac{n!}{b_1!b_2!b_{12}!} \frac{(\Delta_1+s+n-b_1)b_2}{(\Delta_2+1-h)b_1(\Delta_2+1-h)b_2(\Delta_1+s+n)b_1-b_2(\Delta_2+s+n)b_{2-b_1}} \times \sum_{k=0}^{b_2} \frac{b_2!}{k!(b_2-k)!} \frac{(b_1-k+1)(\Delta_1+b_1-h-k+1)k}{(\Delta_2+s+n-b_1)k(\Delta_1+s+n+b_1-k)k} a_{n,s}(0,0,0,n), \quad (D.23) \]

where \( a_{n,s}(s,0,0,0,n) \) is an arbitrary factor.

E Computation of OPE coefficients

In this appendix we use the explicit form of double trace operators \( O_{n,0}^{(2)} \) to compute the 3-point function

\[ \langle O(x)O(y)O_{n,0}^{(2)}(z) \rangle, \quad (E.1) \]

where the single-trace operator \( O = \phi^a \phi_a \) is of dimension \( \Delta = d-2 \) and the double-trace operator \( O_{n,0}^{(2)} \) is defined by (D.7) and (D.23). By the conformal symmetry the 3-point function of these operators is fixed to be

\[ \langle O(x)O(y)O_{n,0}^{(2)}(z) \rangle = C_{O \bar{O} O_{n,0}^{(2)}} (\frac{|x-y|^{2n}}{|y-z|^{\Delta+n}|z-x|^{\Delta+n}}), \quad (E.2) \]

where \( C_{O \bar{O} O_{n,0}^{(2)}} \) remains to be found. We find \( C_{O \bar{O} O_{n,0}^{(2)}} \) below by explicitly performing Wick contractions.

To fix the normalisation of \( O_{n,0}^{(2)} \) we compute the 2-point function

\[ \langle O_{n,0}^{(2)}(x)O_{n,0}^{(2)}(y) \rangle. \quad (E.3) \]

Again, it is fixed by the conformal symmetry to be

\[ \langle O_{n,0}^{(2)}(x)O_{n,0}^{(2)}(y) \rangle = \frac{C_{O_{n,0}^{(2)}}}{(|x-y|^{2})^{2\Delta+2n}}. \quad (E.4) \]
After having computed both $C_{O'O'O(n,0)}^{(2)}$ and $C_{O'n,0}^{(2)}$ we will obtain the coefficient

$$c_{n,0}^2 = \frac{1}{4N^2} \frac{C_{O'O'O(n,0)}^{(2)}}{C_{O'n,0}^{(2)}}$$

(E.5)

of the conformal block decomposition of $\langle O'O'O'O \rangle$ corresponding to a conformal block with spin zero and dimension $2\Delta + 2n$.

**E.1 Three-point function**

Performing Wick contractions we find

$$\frac{1}{4N^2} \langle O(x)O(y)O^{(2)}(n,0)(z) \rangle = \frac{1}{4N^2} \sum_{b_1, b_2 = 0}^{b_1 + b_2 = n} a(b_1, b_2) \phi^a(x) \phi^b y(x) \phi^b(y) : \phi^b(x) \phi^b(y) :$$

$$= \sum_{b_1, b_2 = 0}^{b_1 + b_2 = n} a(b_1, b_2) \left( \Box^{b_1} \partial^{(n-1-b_2)} [D^2(x - z)] \Box^{b_2} \partial^{(n-1-b_2)} [D^2(y - z)] + \frac{2}{N} \Box^{b_1} \partial^{(n-1-b_2)} [D(x - z)D(y - z)] \Box^{b_2} \partial^{(n-1-b_2)} [D(x - z)D(y - z)] + (x \leftrightarrow y) \right),$$

(E.6)

where

$$D(x - y) = \frac{1}{|x - y|^2}$$

and all differential operators act on variable $z$. Here we added $1/4N^2$ to take into account the normalisation of $O$, as in (E.5). The first line on the r.h.s. of (E.6) and its partner under $x \leftrightarrow y$ gives the $O(1)$ contribution to $c_{n,0}$. The remaining terms produce contributions of order $O(1/N)$.

**E.1.1 Disconnected part of the 3-point function**

Let us first focus on the order $O(1)$ contribution

$$\sum_{b_1, b_2 = 0}^{b_1 + b_2 = n} a(b_1, b_2) \Box^{b_1} \partial^{(n-1-b_2)} [D^2(x - z)] \Box^{b_2} \partial^{(n-1-b_2)} [D^2(y - z)].$$

(E.7)

The general formula (E.2) requires that the result should contain $(|x - y|^2)^n$. The only way that $|x - y|^2$ can appear from (E.7) is when derivatives acting on $D^2(x - z)$ and $D^2(y - z)$ are contracted with each other. Indeed, this produces $(x - z) \cdot (y - z)$, which in turn gives

$$(z - x) \cdot (z - y) = \frac{1}{2} [(z - x)^2 + (z - y)^2 - (x - y)^2].$$

(E.8)

With this observation it is not hard to see that the only term that produces $(|x - y|^2)^n$ required by (E.2) is the one with $b_1 = 0$ and $b_2 = 0$. From now on we will focus only on
terms that are capable to produce \((|x - y|^2)^n\). The remaining terms will not be written explicitly. One finds

\[
\partial^{(n)} \left( \frac{1}{|x - z|^{2\Delta}} \right) \partial^{(n)} \left( \frac{1}{|y - z|^{2\Delta}} \right) \]

\[
= 2^n(\Delta)_n \left( \frac{(z-x)^{i(n)}}{|x-z|^{2\Delta+2n}} + \ldots \right) 2^n(\Delta)_n \left( \frac{(z-y)^{i(n)}}{|y-z|^{2\Delta+2n}} + \ldots \right) \]

\[
= [2^n(\Delta)_n]^2 \left( \frac{((z-x) \cdot (z-y))^n}{|x-z|^{2\Delta+2n}|y-z|^{2\Delta+2n}} + \ldots \right) \]

\[
= [2^n(\Delta)_n]^2 \left( -\frac{1}{2} \right)^n \frac{((x-y)^2)^n}{((x-z)^2)^{\Delta+2n}((y-z)^2)^{\Delta+2n}} + \ldots \]  \hspace{1cm} (E.9)

Combining this with its \((x \leftrightarrow y)\) partner just doubles the result. So, for the \(O(1)\) part of the 3-point function we find

\[
\frac{1}{4N^2} C_{O(2)}^{n,0} = (-2)^n 2 [\Delta(n)]^2 + O(1/N),  \hspace{1cm} (E.10)
\]

where we also set \(a(0,0) = 1\).

### E.1.2 Connected part of the 3-point function

Here we compute the \(O(1/N)\) part of the 3-point function (E.6). As previously, we will focus only on terms with the highest power of \((x - z) \cdot (y - z)\), because this is the only way one can produce \((|x - y|^2)^n\) in the numerator. We find that

\[
\Box^{b_1} \partial^{(n-b_1-b_2)} [D(x-z)D(y-z)] \Box^{b_2} \partial^{(n-b_1-b_2)} [D(x-z)D(y-z)]
\]

\[
= 2^{b_1+b_2} \partial^{(n-b_1-b_2)} \left[ \frac{1}{|x-z|^{2\Delta}} \partial^{(b_1)} \frac{1}{|y-z|^{2\Delta}} \partial^{(n-b_1-b_2)} \left[ \frac{1}{|x-z|^{2\Delta}} \partial^{(b_2)} \frac{1}{|y-z|^{2\Delta}} \right] \right]
\]

\[
= 2^{b_1+b_2} \partial^{(n-b_1-b_2)} \left[ 2^{b_1} \left( \frac{\Delta}{2} \right)_{b_1} \frac{1}{|x-z|^{2\Delta+2b_1}} \frac{1}{|y-z|^{2\Delta+2b_1}} \right]
\]

\[
\times \partial^{(n-b_1-b_2)} \left[ 2^{b_2} \left( \frac{\Delta}{2} \right)_{b_2} \frac{1}{|x-z|^{2\Delta+2b_2}} \frac{1}{|y-z|^{2\Delta+2b_2}} \right] + \ldots
\]

\[
= 2^{3(b_1+b_2)} \left[ \left( \frac{\Delta}{2} \right)_{b_1} \right]^2 \left[ \left( \frac{\Delta}{2} \right)_{b_2} \right]^2 \frac{1}{|x-z|^{2\Delta+2b_1}} \frac{1}{|y-z|^{2\Delta+2b_2}} + \ldots
\]

\hspace{1cm} (E.11)

Let us further simplify the last line

\[
\tilde{B} \equiv \partial^{m(n-b_1-b_2)} \left( \frac{1}{|x-z|^{\Delta+2b_1}|y-z|^{\Delta+2b_2}} \right) \partial^{m(n-b_1-b_2)} \left( \frac{1}{|x-z|^{\Delta+2b_1}|y-z|^{\Delta+2b_2}} \right)
\]

\[
= \sum_{t=0}^{n-b_1-b_2} \frac{(n-b_1-b_2)!}{t!(n-b_1-b_2-t)!} \partial^{m(t)} \frac{1}{|x-z|^{\Delta+2b_1}} \partial^{m(n-b_1-b_2-t)} \frac{1}{|y-z|^{\Delta+2b_2}}
\]

\[
\times \sum_{r=0}^{n-b_1-b_2} \frac{(n-b_1-b_2)!}{r!(n-b_1-b_2-r)!} \partial^{m(n-b_1-b_2-r)} \frac{1}{|x-z|^{\Delta+2b_1}} \partial^{m(r)} \frac{1}{|y-z|^{\Delta+2b_2}}.
\]
As we are interested only in terms with the highest power of \((x - z) \cdot (y - z)\), from the last line we should only keep the terms where derivatives acting on \(|x - z|\) are contracted with those acting on \(|y - z|\). First of all it requires that \(t = r\). So we find

\[
\hat{B} = \sum_{n = 0}^{n - b_1 - b_2} \left( \frac{(n - b_1 - b_2)!}{t!(n - b_1 - b_2 - t)!} \right)^2 \frac{1}{|x - z|^{\Delta + 2b_1}} \frac{1}{|y - z|^{\Delta + 2b_1}} \frac{1}{\partial_m^{(n - b_1 - b_2 - t)}} \frac{1}{\partial_m^{(n - b_1 - b_2 - t)}} \text{.}
\]

According to our notations, in the last expression all \(n - b_1 - b_2\) derivatives with upper indices and all \(n - b_1 - b_2\) derivatives with lower indices are symmetrised before contraction. Keeping only the terms that produce the highest power of \((x - z) \cdot (y - z)\) we obtain

\[
\hat{B} = \sum_{n = 0}^{n - b_1 - b_2} \frac{(n - b_1 - b_2)!}{t!(n - b_1 - b_2 - t)!} \frac{1}{|x - z|^{\Delta + 2b_1}} \frac{1}{|y - z|^{\Delta + 2b_1}} \frac{1}{\partial_m^{(n - b_1 - b_2 - t)}} \frac{1}{\partial_m^{(n - b_1 - b_2 - t)}} \text{.}
\]

Next we proceed by evaluating the derivatives

\[
\hat{B} = \sum_{n = 0}^{n - b_1 - b_2} \frac{(n - b_1 - b_2)!}{t!(n - b_1 - b_2 - t)!} \left[ 2^t (\Delta/2 + b_1)_t \right] \left[ 2^t (\Delta/2 + b_2)_t \right] \frac{1}{|x - z|^{\Delta + 2b_1}} \frac{1}{|y - z|^{\Delta + 2b_1}} \frac{1}{\partial_m^{(n - b_1 - b_2 - t)}} \frac{1}{\partial_m^{(n - b_1 - b_2 - t)}} \text{.}
\]

Replacing \((z - x) \cdot (z - y)\) with \((x - y)^2\) according to (E.8) we find

\[
\hat{B} = \sum_{n = 0}^{n - b_1 - b_2} \frac{(n - b_1 - b_2)!}{t!(n - b_1 - b_2 - t)!} \left[ 2^t (\Delta/2 + b_1)_t \right] \left[ 2^t (\Delta/2 + b_2)_t \right] \frac{1}{|x - z|^{\Delta + 2b_1}} \frac{1}{|y - z|^{\Delta + 2b_1}} \frac{1}{\partial_m^{(n - b_1 - b_2 - t)}} \frac{1}{\partial_m^{(n - b_1 - b_2 - t)}} \text{.}
\]

Eq. (E.12) specifies the contribution of a single term with fixed \(b_1\) and \(b_2\) to the complete 3-point function (E.6). Summing over \(b_1\) and \(b_2\) we encounter the following expression

\[
\hat{B} \equiv \sum_{b_1 + b_2 = n} \frac{(\Delta/2 + b_1)_t}{t!(b_1 - t)!} \frac{(\Delta/2 + b_2)_t}{t!(b_2 - t)!} \frac{1}{|x - z|^{\Delta + 2n}} \frac{1}{|y - z|^{\Delta + 2n}} \text{.}
\]
where \( a(b_1, b_2) \) is given by (D.23) for \( s = 0 \). Performing this sum with Mathematica for \( \Delta = d - 2 \) and \( n = 0, 1, 2, 3 \) we conjecture that

\[
\mathcal{B} = 2^n (\Delta)_n (\Delta/2)_n a(0, 0).
\]

Restoring the \( 2/N \) factor from (E.6) and adding the \( x \leftrightarrow y \) piece for the complete \( O(1/N) \) part of the 3-point function we find

\[
\frac{1}{4N^2} C_{O^{(2)}(x)O^{(2)}(y)} = \frac{4}{N} \mathcal{B} + O(1) = \frac{4}{N} 2^n (\Delta)_n (\Delta/2)_n + O(1), \tag{E.13}
\]

where we set \( a(0, 0) = 1 \).

Finally, combining with the \( O(1) \) contribution (E.10) we obtain

\[
\frac{1}{4N^2} C_{O^{(2)}(x)O^{(2)}(y)} = 2(-2)^n \lfloor (\Delta)_n \rfloor^2 + \frac{4}{N} 2^n (\Delta)_n (\Delta/2)_n. \tag{E.14}
\]

### E.2 Two-point function

In this section we evaluate the \( O(1) \) part of the 2-point function (E.4). This gives

\[
\langle O^{(2)}_{n,0}(x)O^{(2)}_{n,0}(y) \rangle_{b_1+b_2=n} = \langle : \sum_{b_1, b_2=0}^{b_1+b_2=n} a(b_1, b_2) \Box^{b_1} \phi^{m(n-b_1-b_2)}(x) \phi_a(x) \Box^{b_2} \partial_m(n-b_1-b_2) \phi_b(x) : \rangle
\]

\[
= 8N^2 \sum_{b_1, b_2=0}^{b_1+b_2=n} \sum_{b_1', b_2'=0}^{b_1'+b_2'=n} a(b_1, b_2) a(b_1', b_2') \Box^{b_1} \phi^{m(b_1+b_2)} \Box^{b_2} \partial_m(b_1+b_2) D^2(x-y)
\]

\[
	imes \Box^{b_1} \partial_m(b_1+b_2) \partial_y^{n(b_1+b_2)} D^2(x-y) + O(1/N)
\]

\[
= 8N^2 \sum_{b_1, b_2=0}^{b_1+b_2=n} \sum_{b_1', b_2'=0}^{b_1'+b_2'=n} a(b_1, b_2) a(b_1', b_2') \partial_x^{n(b_1+b_2)} \Box^{b_1+b_2} D^2(x-y)
\]

\[
	imes \partial_x^{n(b_1+b_2)} \Box^{b_1+b_2} D^2(x-y) + O(1/N). \tag{E.15}
\]

Here we supplied differential operators with extra indices \( x \) and \( y \), which specify on which variable these differential operators act upon. Then we eliminated differential operators acting on \( y \) using that \( \Box_x = \Box_y \) and \( \partial_x = -\partial_y \). For brevity, we omit the index \( x \) in computations below.

Let us focus on one term with fixed \( b_1, b_2, b'_1 \) and \( b'_2 \). The Laplacians can be evaluated using that

\[
\Box^n r^k = 2^{2n}(k/2 - n + 1)_n(d/2 - n + k/2)_n r^{k-2n}.
\]
We find
\[
\tilde{C} \equiv \partial_x^{m(b_1+b'_2)} \partial_y^{b_1+b'_1} D^2(x-y) \partial_x^{m(b_1+b'_2)} \partial_y^{b_2+b'_2} D^2(x-y)
= 2^{2(b_1+b'_2+b_2)} (\Delta)_{b_1+b_2} (\Delta + 1 - d/2)_{b_1+b_2} (\Delta)_{b_2+b'_2} (\Delta + 1 - d/2)_{b_2+b'_2}
\times \partial^{m(b_1+b'_2)} \left( \frac{1}{|x-y|^{2\Delta+2b_1+2b'_1}} \right) \partial^{m(b_1+b'_2)} \left( \frac{1}{|x-y|^{2\Delta+2b_2+2b'_2}} \right).
\text{(E.16)}
\]

The last contraction is of the form
\[
\partial^{l(n)} \frac{1}{r^{\Delta_1}} \partial^{j(n)} \frac{1}{r^{\Delta_2}}.
\]

To evaluate it we use
\[
\partial^{l(n)} \frac{1}{r^{\Delta_1}} = \frac{1}{r^{\Delta_1+2m}} \sum_{m=0}^{[n/2]} \frac{n!(-1)^{n-m}}{(n-2m)!2^m m!} 2^{n-m}(\Delta_1/2) n-m x_j(n-2m) (\eta_{ij})^m.
\text{(E.17)}
\]

Next, let us define a function \( \chi \) that computes the contractions of \( x \)'s and \( \eta \)'s
\[
\chi(i, k, l) \cdot (r^2)^{l+k-i}
\equiv x^{i(l+2k-2i)}(\eta^{j,l})^k x_{j(l)} = \frac{(r^2)^{l+k-i}}{(2k+l-2i+1)2i}
\times \sum_{m=0}^{i-m} \frac{i!}{m!(i-m)!} (k-i+m+1)_{i-m} (d/2+k+l-i)_{i-m} (l-2m+1)_{2m}.
\text{(E.18)}
\]

The last equality can be obtained, for example, from (D.3) in [92].

Let us introduce another function \( \psi(\Delta_1, \Delta_2, n) \)
\[
\psi(\Delta_1, \Delta_2, n) \equiv \sum_{m=0}^{[n/2]} \frac{n!(-1)^{n-m}}{(n-2m)!2^m m!} 2^{n-m}(\Delta_1/2) n-m
\times \sum_{k=0}^{[n/2]} \frac{n!(-1)^{n-k}}{(n-2k)!2^k k!} 2^{n-k}(\Delta_2/2) n-k \chi(m, n-2k, k).
\]

It is not hard to see from (E.17) and (E.18) that we introduced \( \psi(\Delta_1, \Delta_2, n) \) so that
\[
\partial^{l(n)} \frac{1}{r^{\Delta_1}} \partial^{j(n)} \frac{1}{r^{\Delta_2}} = \psi(\Delta_1, \Delta_2, n) \frac{1}{r^{\Delta_1+\Delta_2+2n}}.
\text{(E.19)}
\]

In these terms \( \tilde{C} \) (E.16) can be rewritten as
\[
\tilde{C} = 2^{2(b_1+b'_1+b_2+b'_2)} \psi(2\Delta + 2b_1 + 2b'_1, 2\Delta + 2b_2 + 2b'_2, b_{12} + b'_{12})
\times \psi(2\Delta + 2b_1 + 2b'_1, 2\Delta + 2b_2 + 2b'_2, b_{12} + b'_{12})
\text{(E.20)}
\]

This formula specifies a contribution to \( C_{C_{\Delta_1, \Delta_2}} \) from a single term in (E.15) with fixed \( b_1, b_2, b'_1 \) and \( b'_2 \). The complete contribution requires to perform the following summation
\[
C \equiv \sum_{b_1+b_2=n} \sum_{b'_1+b'_2=n} a(b_1, b_2) a(b'_1, b'_2) \psi(2\Delta + 2b_1 + 2b'_1, 2\Delta + 2b_2 + 2b'_2, b_{12} + b'_{12})
\times 2^{2(b_1+b'_1+b_2+b'_2)} \psi(2\Delta + 2b_1 + 2b'_1, 2\Delta + 2b_2 + 2b'_2, b_{12} + b'_{12})
\times 2^{2(b_1+b'_1+b_2+b'_2)} \psi(2\Delta + 2b_1 + 2b'_1, 2\Delta + 2b_2 + 2b'_2, b_{12} + b'_{12}).
\]
where $a(b_1, b_2)$ is given by (D.23) with $s = 0$. Evaluating this sum with Mathematica for $n = 1, 2, 3, 4$ we conjecture that

$$C = 2^{2n} n! [((\Delta)_n]^2 (d/2)_n \frac{(2\Delta - d/2 + n_2)(2\Delta - d + 1 + n_n)}{[(\Delta - d/2 + 1)]^2},$$

where $a(0, 0)$ was set to one. Thus, the $O(N^2)$ part of the two point function is given by

$$C_{c,0} = 8N^2 C + O(N). \quad \text{ (E.21)}$$

**E.3 Conformal block coefficient**

Let us summarise the results of our computation

$$C_{\mathcal{O}_3}^{(2)} = 8N^2 A + 8N^2 \cdot \frac{2}{N} B,$$

$$C_{\mathcal{O}_2}^{(2)} = 8N^2 C + O(N),$$

where

$$A = (-2)^n [(\Delta)_n]^2,$$

$$B = 2^n (\Delta)_n (\Delta/2)_n,$$

$$C = 2^{2n} n! [(\Delta)_n]^2 (d/2)_n \frac{(2\Delta - d/2 + n)(2\Delta - d + 1 + n_n)}{[(\Delta - d/2 + 1)]^2}.$$

Having found the 3- and the 2-point functions (E.1), (E.3) we can extract the conformal block coefficient $c_{n,0}$ according to (E.5). The $O(N)$ part of $C_{c,0}^{(2)}$, which we did not evaluate explicitly can be extracted from the requirement that $c_{n,0}$ contains only terms of orders $O(1)$ and $O(1/N)$. This gives

$$c_{n,0}^2 = 2\frac{A^2}{C} \left[ 1 + \frac{1}{2} \frac{2B}{A} \right]$$

$$= 2 \frac{n! (d/2)_n (2\Delta - d/2 + n_2)(2\Delta - d + 1 + n_n)}{[(\Delta - d/2 + 1)]^2} \left[ 1 + (-1)^n \frac{2}{N} (\Delta/2)_n \right]$$

$$= 2 \frac{n! (d/2)_n (d/2 - 4 + n_4+n)(d - 3 + n_3+n)}{[(\Delta - d/2 + 1)]^2} \left[ 1 + (-1)^n \frac{2}{N} (\Delta/2)_n \right],$$

where in the final equality we inserted $\Delta = d - 2$. This agrees with the result of [93] for $d = 4$ and $\Delta = 2$, as does the analogous calculation of the OPE coefficients for $s$ fixed and $n = 0, 1$. For the latter we obtain

$$c_{n,0}^2 = \frac{[(\Delta)^2 + 1] 2s (d - 2)^2}{s! (2d + s - 5)} \left( 1 + \frac{4}{N} \frac{\Gamma(s)}{2^s \Gamma(\frac{s}{2})} \frac{\left( \frac{d}{2} - 1 \right)_{\frac{d}{2}}}{\left( d - 2 \right)_{\frac{d}{2}}} \right), \quad \text{ (E.23)}$$

and

$$c_{n,0}^2 = \frac{[(\Delta)^2 + 1] 2s (d - 2)^2}{s! (d + s - 3) (2d + s - 3)} \left( 1 - \frac{4}{N} \frac{\Gamma(s)}{2^s \Gamma(\frac{s}{2})} \frac{\left( \frac{d}{2} - 1 \right)_{1+s \frac{d}{2}}}{\left( d - 2 \right)_{1+s \frac{d}{2}}} \right). \quad \text{ (E.24)}$$
We have not displayed the lengthy derivation of the above for concision, since they were obtained in the same way as for the $s = 0$, fixed $n$ calculation above. Based on the explicit results (E.22), (E.23) and (E.24), a conjecture for the form for general $n$ and $s$ follows quite naturally:

$$c_{n,s}^2 = \frac{((-1)^s + 1)2^s \left( \frac{d}{2} - 1 \right)^2_n (d - 2)^s_n}{s! n! \left( s + \frac{d}{2} \right)_n \left( d - 3 + n \right)_n \left( 2d + 2n + s - 5 \right)_s \left( \frac{3d}{2} - 4 + n + s \right)_n}
\times \left( 1 + (-1)^n \frac{4}{N} \frac{\Gamma(s)}{2^s \Gamma \left( \frac{s}{2} \right)} \left( \frac{d}{2} - 1 \right)^{n+\frac{s}{2}} \left( d - 2 \right)^{n+\frac{s}{2}} \right),$$

(E.25)

which agrees with the results available in $d = 4$ [93], and for $N = \infty$ in general dimensions [96].

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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