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Abstract. You need a digital twin to solve the problem of efficient planning in Industry 4.0. It is based on the use of scientifically proved algorithms and complicated mathematical models. The current trend for the consolidation of engineering enterprises in network structures is caused by the competition in this segment of production. Those business participants, who apply the latest solutions to the support planning based on artificial intelligence systems will get the advantage. A spectral approach is presented in the problem of finding approximations of the eigenvalues of the Sturm-Leewill problem with an unknown operator. The approach is based on the spectral features of the elliptic operator of the initial-boundary objective and the method for solving the inverse spectral objective of reconstructing the Sturm-Leewill operator by two sequences of eigenvalues matching two sets of boundary conditions. The method, presented in this article can be successfully used in the objectives of optimal controlling. The obtained results are fundamental in solving the objectives of optimal controlling by evolutionary systems in networks and the analysis of network models.

1. Introduction

The paper presents a new approach in determining the approximations of the cellip operator's own values on some data of the solution of the operator equation at the internal point of the spatial coordinate change [1]. At the same time, the operator is considered unknown, i.e. its coefficients are unknown. This made it possible to use the classical results of the recovery of multidimensional systems [2-5].
2. The main formalisms

Let the function \( T(x,t) \in C^{1,0}(\Omega_x) \cap C^{2,1}(\Omega_x) \), \( \Omega_x = [0, \ell] \times [0, \infty) \) satisfy the differential equation

\[
\frac{a(x) \frac{\partial T(x,t)}{\partial t}}{=} \frac{\partial}{\partial x} \left( b(x) \frac{\partial T(x,t)}{\partial x} \right), \quad x \in (0, \ell), \quad t > 0,
\]

(1)

the initial and boundary conditions:

\[
T(x,0) = 0, \quad x \in [0, \ell]
\]

(2)

\[
\frac{\partial T(0^+,t)}{\partial x} = \alpha \left( T(0^+,t)-T_0(t) \right), \quad \frac{\partial T(\ell^-,t)}{\partial x} = -\beta \left( T(\ell^-,t)-T_\ell(t) \right), \quad t > 0.
\]

(3)

To simplify the presentation, the initial condition (2) is uniform \([6-8]\). Boundary conditions (3) are determined by functions \( T_0(t), T_\ell(t), t > 0 \) and parameters \( \alpha, \beta \). In the future, we assume that \( a(x), b(x) \) are positive on \([0, \ell]\) and \( a(x) \in C[0, \ell], b(x) \in C^1[0, \ell] \); continuous on \([0, \infty)\) function \( T_0(t), T_\ell(t) \) are such that there exist constant \( C_1 > 0, C_2 \) and there are ratios

\[
|T_0(t)| \leq c_1 e^{c_2 t}, \quad |T_\ell(t)| \leq c_1 e^{c_2 t}, \quad c_1 > 0, \quad c_2 - \text{const.}
\]

(4)

The initial-boundary value problem formed by the differential system (1)–(3), has the only solution \([9,10]\). The initial-boundary value problem (1)–(3) transformed according to Laplace in the half-plane \( \mathbb{R}_+ = \{ p : \text{Re} \, p \geq \gamma_0, \nu > -\gamma_0 \} \) takes

\[
\frac{d}{dx} \left( b(x) \frac{dT^*(x,p)}{dx} \right) = p a(x) T^*(x,p), \quad x \in (0, \ell),
\]

(5)

\[
\frac{dT^*(0,p)}{dx} = \alpha \left( T^*(0,p)-T_0^*(p) \right),
\]

\[
\frac{dT^*(\ell,p)}{dx} = -\beta \left( T^*(\ell,p)-T_\ell^*(p) \right).
\]

(6)

where \( \gamma_0 \) is the smallest eigenvalue of the operator's, generated by the differential expression

\[
\frac{d}{dx} \left( b(x) \frac{du(x)}{dx} \right) [11-14] \text{ conditions (4) guarantees the application of the Laplace conversion in the present case: } c_2 < \gamma_0 \). Here, the subscript \( (\ast) \) designate the Laplace conversion of function \( T(x,t) \).

Let \( h \) it be some positive number (task approximation step (5), (6)). The approximation of the task (5), (6) present as a system

\[
b(x) T^*(x+h,p)-[b(x)+b(x-h)]T^*(x,p)+b(x-h)T^*(x,p) = 0,
\]

(7)

\[
T^*(h,p)-T^*(0,p) = \alpha h \left( T^*(0,p)-T_0^*(p) \right),
\]

(8)

Let \( N \) is the number of partition of segment \([0, \ell]\) and \( h \) is the step of partition. Let the fixed point \( x_0 \in (0, \ell) \) coincide with one of the nodes of partition \( (x_0 \) is the point where information about the initial-boundary value problem is known (1)–(3)). Let's mark through
\[ x^0 = 0, \quad x^i = i h, \quad i = 1, 2, \ldots, N-1, \quad x^N = \ell, \]
\[ u_i = T^*(x^i, p), \quad u_i = u_i(p), \quad a_i = a(x^i), \quad b_i = b(x^i), \quad i = 0, 1, 2, \ldots, N, \]
then out (7), (8) follows that
\[ b_i u_{i+1} - [b_i + b_{i+1} + p h^2 a_i] u_i + b_{i+1} u_{i+2} = 0, \quad i = 1, 2, \ldots, N-1, \quad (9) \]
\[ u_i - u_0 = \alpha h (u_0 - T^*_0(p)), \quad u_N - u_{N-1} = -\beta h (u_N - T^*_\ell(p)). \quad (10) \]

Value at point \( x_0 \in (0, \ell) \) of function \( f^*(x, p) \) a given continuous function \( f(x, t) \) mark through
\[ u_0 = f^*(p), \quad p \in \mathbb{R}_+, \quad (11) \]
in here \( 0 < x_0 < N - 1 \) it takes a fixed value that corresponds to the value \( x_0 \). The resulting system can be written in the form of a matrix equation [14-17]
\[ (-B + pA)U(p) = \alpha T^*_0(p)B_0 + \beta T^*_\ell(p)B_1, \]
\[ U = \text{col}(u_1, u_2, \ldots, u_N), \quad (12) \]

where
\[ B_0 = \frac{1}{h^2} \text{col} \left( \frac{h b_0}{b_0 + \alpha h}, 0, \ldots, 0 \right), \quad B_1 = \frac{1}{h^2} \text{col} \left( 0, \ldots, 0, \frac{h b_{N-1}}{b_n + \beta h} \right) \]

are \((N-1)\)-dimensional vector columns; \( A \) is \((N-1)\times(N-1)\)-diagonal matrix with diagonal elements \( a_i \); \( B \) is \((N-1)\times(N-1)\)-three-diagonal matrix with diagonal elements:
if \( i = 1 \) then \( d_{i1}^1 = b_1 + b_1 - \frac{b_0^2}{b_0 + \alpha h}, \quad d_{12}^1 = -b_1 \),
if \( i = 2, N-2 \) then \( d_{ii}^i = b_{i-1}, \quad d_{i1}^i = b_{i-1} + b_i, \quad d_{i+1}^i = -b_i \),
if \( i = N-1 \) then \( d_{N-1, N-2}^{N-1} = -b_{N-2}, \quad d_{N-1, N-1}^{N-1} = b_{N-1} + b_N - \frac{b_{N-1}b_N}{b_N + \beta h} \).

Remark. The characteristic numbers of the equation (12) coincide with the characteristic numbers of the matrix \(-A^{-1}B\) [18-23], which are approximations of the eigenvalue of (5), (6).

Thus, the task of finding of the eigenvalue of the different analogue of the Sturm-Leewill task (5), (6) is to determine the characteristic numbers of the matrix \(-A^{-1}B\) centers.

3. The main result
Take place the following fundamental statements.

Theorem 1. The eigenvalues \( \lambda_i \) and eigenvectors \( U_i = \text{col}(u_1^i, u_2^i, \ldots, u_N^i) \), \( i = 1, N-1 \), of matrix \(-A^{-1}B\) satisfy ratios
\[ h^2 \sum_{n=1}^{N-1} \frac{1}{(\lambda_n + \mu)^m} u_n^m(p) \sum_{s=1}^{N-1} u_s^n(p) a_{rs}(p) = \frac{(-1)^m r_{ij}^{(m)}(p)}{m!}, \quad (13) \]
\[ m = 2, 3, \ldots, \quad 1 \leq i, j \leq N - 1, \]
where \( r_{ij}^{(m)}(p) \) is \( m \)-order derivative of the element \( r_{ij}(p) \) of matrix \((B + pA)^{-1}\), \( p \in \mathbb{R}_+ \).
The system (13) allows you to reduce the task of determining the eigenvalues $\gamma_n$ to the task of finding the real solutions of the polynomial with a degree $N - 1$.

Denote $\tau_i = \frac{1}{\gamma_i + p}$, $p \in \mathbb{R}$, $i = 1, N - 1$.

**Theorem 2.** Let $T_\tau (t) = 0$ and let the system

$$\sum_{n=1}^{N-1} \alpha_{n+m} c_m = -d_m \quad (m = 0, 1, 2, \ldots), \quad (14)$$

where $d_m = \frac{(-1)^m}{(m + 2)!} \left( \frac{f^* (p)}{T_\tau^* (p)} \right)^{(m+2)}$, has a solution $\{c_1, c_2, \ldots, c_{N-1}\}$.

Then $\gamma_i = -\frac{1}{\tau_i} - p$, $i = 1, N - 1$, for arbitrary fixed $p \in \mathbb{R}$, where $\tau_i$ are the real solutions of the polynomial $\psi (\tau) = \sum_{n=1}^{N-1} c_n \tau^m \quad (c_0 = 1)$.

4. Conclusions

The approach allows us to write the system (9), (10) (which means approximation of the initial-edge task (1) - (3)) in the form of a matrix equation, for which it is necessary to determine the characteristic numbers. Characteristic numbers coincide with the characteristic numbers of the known matrix. These numbers are approximations of eigenvalues of the spectral problem (5), (6), which are determined by system solutions (13) and (14). The method presented in the work of determining the approximations of eigenvalues can be successfully used both in the tasks of optimal control [13-15] and in the tasks of stabilization [22-25] and stability of solutions partial differential equations [21, 22]. It should also be noted that presented in the works [23-25] the approaches and methods of analysis of dynamic systems presented in the works allow partial use of the results of this work. This applies primarily to the widespread use of operational calculus techniques in the reverse tasks of spectral analysis. Note that the results complement (and in some ways develop) the idea of restoring one-dimensional operators when analyzing the recovery of multidimensional systems [26-28].
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