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Abstract—A factor-graph representation of quantum-mechanical probabilities (involving any number of measurements) is proposed. Unlike standard statistical models, the proposed representation uses auxiliary variables (state variables) that are not random variables. All joint probability distributions are marginals of some complex-valued function \( q \), and it is demonstrated how the basic concepts of quantum mechanics relate to factorizations and marginals of \( q \).

I. INTRODUCTION

Factor graphs [2]–[4] and similar graphical notations [5]–[8] are widely used to represent statistical models with many variables. Factor graphs have become quite standard in coding theory [9], but their applications include also communications [10], signal processing [11], [12], combinatorics [13], and much more. The graphical notation can be helpful in various ways, including the elucidation of the model itself and the derivation of algorithms for statistical inference.

In this paper, we show how quantum mechanical probabilities (including, in particular, joint distributions over several measurements) can be expressed in factor graphs that are fully compatible with factor graphs of standard statistical models and error correcting codes. This is not trivial: despite being a statistical theory, quantum mechanics does not fit into standard statistical categories and it is not built on the Kolmogorov axioms of probability theory. Existing graphical representations of quantum mechanics such as Feynman diagrams [14], tensor diagrams [15]–[18], and quantum circuits [19] Chap. 4) do not explicitly represent probabilities, and they are not compatible with “classical” graphical models.

Therefore, this paper is not just about a graphical notation, but it offers a perspective of quantum mechanical probabilities that has not (as far as we know) been proposed before.

In order to introduce this perspective, recall that statistical models usually contain auxiliary variables (also called hidden variables or state variables), which are essential for factorizing the joint probability distribution. For example, a hidden Markov model with primary variables \( Y_1, \ldots, Y_n \) is defined by a joint probability mass function of the form

\[
p(y_1, \ldots, y_n, x_0, \ldots, x_m) = p(x_0) \prod_{k=1}^{n} p(y_k, x_k | x_{k-1}),
\]

where \( X_0, X_1, \ldots, X_n \) are auxiliary variables (hidden variables) that are essential for the factorization (1). More generally, the joint distribution \( p(y_1, \ldots, y_n) \) of some primary variables \( Y_1, \ldots, Y_n \) is structured by a factorization of the joint distribution \( p(y_1, \ldots, y_n, x_0, \ldots, x_m) \) with auxiliary variables \( X_0, \ldots, X_m \) and

\[
p(y_1, \ldots, y_n) = \sum_{x_0, \ldots, x_m} p(y_1, \ldots, y_n, x_0, \ldots, x_m),
\]

where the sum is over all possible values of \( X_0, \ldots, X_m \). (For the sake of exposition, we assume here that all variables have finite alphabets.) However, quantum-mechanical joint probabilities cannot, in general, be structured in this way.

We now generalize \( p(y_1, \ldots, y_n, x_0, \ldots, x_m) \) in (2) to an arbitrary complex-valued function \( q(y_1, \ldots, y_n, x_0, \ldots, x_m) \) such that

\[
p(y_1, \ldots, y_n) = \sum_{x_0, \ldots, x_m} q(y_1, \ldots, y_n, x_0, \ldots, x_m),
\]

The purpose of \( q \) is still to enable a nice factorization, for which there may now be more opportunities. Note that the concept of marginalization carries over to \( q \); in particular, all marginals of \( p(y_1, \ldots, y_n) \) (involving any number of variables) are also marginals of \( q \). However, the auxiliary variables \( X_0, \ldots, X_m \) are not, in general, random variables, and marginals of \( q \) involving one or several of these variables are not, in general, probability distributions.

We will show that this generalization allows natural representations of quantum-mechanical probabilities involving any number of measurements. In particular, the factor graphs of this paper will represent pertinent factorizations of complex-valued functions \( q \) as in (3).

This paper is not concerned with physics, but only with the peculiar joint probability distributions that arise in quantum mechanics. However, we will show how the basic concepts and terms of quantum mechanics relate to factorizations and marginals of suitable functions \( q \). For the sake of clarity, we will restrict ourselves to finite alphabets (with some exceptions, especially in Appendix B), but this restriction is not essential. Within this limited scope, this paper may even be used as a self-contained introduction to quantum-mechanical probabilities.

To the best of our knowledge, describing quantum probabilities (and, indeed, any probabilities) by explicitly using a function \( q \) as in (3) is new. Nonetheless, this paper is, of course, related to much previous work in quantum mechanics and quantum computation. For example, quantum circuits as in [19] Chap. 4] have natural interpretations in terms of factor
graphs as will be demonstrated in Sections V-B and VIII. Our factor graphs are also related to tensor diagrams [15]–[18], see also Sections II-B and Appendix A. Also related is the very recent work by Mori [20]. On the other hand, quantum Bayesian networks (see, e.g., [21]) and quantum belief propagation (see, e.g., [22]) are not immediately related to our approach since they are not based on (3) (and they lack Proposition 1 in Section II). Finally, we mention that the factor graph representation of this paper is used in [23] for estimating the information rate of certain quantum channels.

The paper is structured as follows. Section II reviews factor graphs and their connection to linear algebra. In Section III we express elementary quantum mechanics (with a single projection measurement) in factor graphs; we also demonstrate how the Schrödinger picture, the Heisenberg picture, and even an elementary form of Feynman path integrals are naturally expressed in terms of factor graphs. Multiple and more general measurements are discussed in Section IV. Section VI addresses partial measurements, decompositions of unitary operators (including quantum circuits), and the emergence of non-unitary operators from unitary interactions. In Section VII we revisit measurements and briefly address their realization in terms of unitary interactions, and in Section VIII we comment on the origin of randomness. In Section IX we further illustrate the use of factor graphs by an elementary introduction to quantum coding. Section IX concludes the main part of the paper.

In Appendix A we offer some additional remarks on the prior literature. In Appendix B we briefly discuss the Wigner–Weyl representation, which leads to an alternative factor graph representation. In Appendix C we outline the extension of Monte Carlo methods to the factor graphs of this paper.

This paper contains many figures of factor graphs that represent some complex functions $q$ as in (3). The main figures are Figs. 14, 25, 38, and 47 in a sense, the whole paper is about explaining and exploring these four figures.

We will use standard linear algebra notation rather than the bra-ket notation of quantum mechanics. The Hermitian transpose of a complex matrix $A$ will be denoted by $A^\dagger = A^T$, where $A^T$ is the transpose of $A$ and $\bar{A}$ is the componentwise complex conjugate. An identity matrix will be denoted by $I$. The symbol $\sim$ denotes equality of functions up to a scale factor.

II. ON FACTOR GRAPHS

A. Basics

Factor graphs represent factorizations of functions of several variables. We will use Forney factor graphs, also called normal factor graphs as in [3], [4], [11], where nodes (depicted as boxes) represent factors and edges represent variables. For example, assume that some function $f(x_1, \ldots, x_5)$ can be written as

$$f(x_1, \ldots, x_5) = f_1(x_1, x_2, x_5)f_2(x_2, x_3)f_3(x_3, x_4, x_5).$$  (4)

The corresponding factor graph is shown in Fig. 1.

In this paper, all variables in factor graphs take values in finite alphabets (with some exceptions, especially in Appendix B) and all functions take values in $\mathbb{C}$.

The factor graph of the hidden Markov model (1) is shown in Fig. 2. As in this example, variables in factor graphs are often denoted by capital letters.

The Forney factor-graph notation is intimately connected with the idea of opening and closing boxes [4], [11], [24]. Consider the dashed boxes in Fig. 3. The exterior function of such a box is defined to be the product of all factors inside the box, summed over all its internal variables. The exterior function of the inner dashed box in Fig. 3 is

$$g(x_2, x_4, x_5) \triangleq \sum_{x_3} f_2(x_2, x_3)f_3(x_3, x_4, x_5),$$  (5)

and the exterior function of the outer dashed box is

$$f(x_1, x_4) \triangleq \sum_{x_2, x_3, x_5} f(x_1, \ldots, x_5).$$  (6)

The summations in (5) and (6) range over all possible values of the corresponding variable(s).

Closing a box means replacing the box with a single node that represents the exterior function of the box. For example, closing the inner dashed box in Fig. 3 replaces the two nodes/factors $f_2(x_2, x_3)$ and $f_3(x_3, x_4, x_5)$ by the single node/factor (5); closing the outer dashed box in Fig. 3 replaces all nodes/factors in (4) by the single node/factor (6); and
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Factor graphs for linear algebra operations such as Fig. 5 and Fig. 6 (and the corresponding generalizations to tensors) are essentially tensor diagrams (or trace diagrams) as in [18], [25], [26]. This connection between factor graphs and tensor diagrams was noted in [27]–[29] and will further be discussed in Appendix A.

C. Reductions

Reasoning with factor graphs typically involves “local” manipulations of some nodes/factors (such as opening or closing boxes) that preserve the exterior function of all surrounding boxes. Some such reductions are shown in Figs. 9–12; these (very simple) reductions will be essential for understanding the proposed factor graphs for quantum-mechanical probabilities.
Fig. 7. Factor graph of a diagonal matrix with diagonal vector \( v \). The node labeled "\( = \)" represents the equality constraint function (9).

Fig. 8. Factor graph of decomposition (13) according to the spectral theorem.

D. Complex Conjugate Pairs

A general recipe for constructing complex functions \( q \) with real and nonnegative marginals as in (3) is illustrated in Fig. 13 where all factors are complex valued. Note that the lower dashed box in Fig. 13 mirrors the upper dashed box: all factors in the lower box are the complex conjugates of the corresponding factors in the upper dashed box. The exterior function of the upper dashed box is

\[
g(y_1, y_2, y_3) = \sum_{x_1, x_2} g_1(x_1, y_1) g_2(x_1, x_2, y_2) g_3(x_2, y_3)
\]

(14)

and the exterior function of the lower dashed box is

\[
\sum_{x_1', x_2'} g_1(x_1', y_1) g_2(x_1', x_2', y_2) g_3(x_2', y_3) = g(y_1, y_2, y_3).
\]

(15)

If follows that closing both boxes in Fig. 13 yields

\[
g(y_1, y_2, y_3) g(y_1, y_2, y_3) = |g(y_1, y_2, y_3)|^2,
\]

(16)

which is real and nonnegative.

All factor graphs for quantum-mechanical probabilities that will be proposed in this paper (except in Appendix B) are special cases of this general form. With two parts that are complex conjugates of each other, such representations might seem redundant. Indeed, one of the two parts could certainly be depicted in some abbreviated form; however, as mathematical objects subject to Proposition 1 our factor graphs must contain both parts. (Also, the Monte Carlo methods of Appendix C work with samples where \( x_k \neq \bar{x}_k \).)

III. ELEMENTARY QUANTUM MECHANICS IN FACTOR GRAPHICS

A. Born’s Rule

We begin with an elementary situation with a single measurement as shown in Fig. 14 In this factor graph, \( p(x) \) is
a probability mass function, $U$ and $B$ are complex-valued unitary $M \times M$ matrices, and all variables take values in the set \{1, \ldots, M\}. The matrix $U$ describes the unitary evolution of the initial state $X$. The matrix $B$ defines the basis for the projection measurement whose outcome is $Y$ (as will further be discussed below). The exterior function of the dashed box is $p(y|x)$, which we will examine below; with that box closed, the factor graph represents the joint distribution

$$p(x, y) = p(x)p(y|x).$$  \hfill (17)

We next verify that the dashed box in Fig. 14 can indeed represent a conditional probability distribution $p(y|x)$. For fixed $X = x$, this dashed box turns into (all of) Fig. 15 (see Fig. 12). By the reductions from Figures 10 and 11, closing the dashed box in Fig. 15 turns it into an identity matrix. It follows that the partition sum of Fig. 15 is $I(x, x) = 1$ (i.e., the element in row $x$ and column $x$ of an identity matrix), thus complying with the requirement $\sum_y p(y|x) = 1$.

It is then clear from (17) that the partition sum of Fig. 14 equals 1.

For fixed $X = x$ and $Y = y$, the dashed box in Fig. 14 turns into Fig. 16 and $p(y|x)$ is the partition sum of that factor graph. The partition sum of the upper part of Fig. 16 is $B(\cdot, y)^H U(\cdot, x)$, where $U(\cdot, x)$ is column $x$ of $U$ and $B(\cdot, y)$ is column $y$ of $B$. The partition sum of the lower part of Fig. 16 is $U(\cdot, x)^H B(\cdot, y)$. Therefore, the partition sum of Fig. 16 is the product of these two terms, i.e.,

$$p(y|x) = |B(\cdot, y)^H U(\cdot, x)|^2$$  \hfill (18)

$$= |B(\cdot, y)^H \psi|^2,$$  \hfill (19)

where $\psi \doteq U(\cdot, x)$ is the quantum state (or the wave function).

With a little practice, the auxiliary Figures 15 and 16 need not actually be drawn and (18) can be directly read off Fig. 14.

### B. Density Matrix

Consider Figures 17 and 18 which are regroupings of Fig. 14. The exterior function of the left-hand dashed box in these figures is the density matrix $\rho$ of quantum mechanics, which can be decomposed into

$$\rho = \sum_x p(x) U(\cdot, x) U(\cdot, x)^H$$  \hfill (20)

(cf. Fig. 8) and which satisfies

$$\text{tr}(\rho) = \sum_x p(x) \text{tr}(U(\cdot, x) U(\cdot, x)^H)$$  \hfill (21)

$$= \sum_x p(x) \text{tr}(U(\cdot, x)^H U(\cdot, x))$$  \hfill (22)

$$= \sum_x p(x) ||U(\cdot, x)||^2$$  \hfill (23)

$$= \sum_x p(x)$$  \hfill (24)

$$= 1.$$  \hfill (25)

The exterior function of the right-hand dashed box in Fig. 17 is an identity matrix (i.e., an equality constraint function), as is obvious from the reductions of Figs. 10 and 11. It is
then obvious (cf. Fig. 6) that the partition sum of Fig. 17 is \( \text{tr}(\rho) \), which equals 1 by (25). (But we already established in Section III-A that the partition sum of Figs. 14 and 17 is 1.)

The exterior function of the right-hand dashed box in Fig. 18 (with fixed \( Y = y \)) is the matrix \( B(\cdot, y)B(\cdot, y)^H \). From Fig. 14 we know that the partition sum of Fig. 18 is \( \sum_x p(x, y) = p(y) \). Using Fig. 6 this partition sum can be expressed as

\[
\begin{align*}
  p(y) &= \text{tr}(\rho B(\cdot, y)B(\cdot, y)^H) \\
       &= \text{tr}(B(\cdot, y)^H \rho B(\cdot, y)) \\
       &= B(\cdot, y)^H \rho B(\cdot, y).
\end{align*}
\]

Plugging (20) into (28) is, of course, consistent with (18).

C. Observables

In most standard formulations of quantum mechanics, the outcome of a physical experiment is not \( Y \) as in Fig. 14 but some (essentially arbitrary) real-valued function \( g(Y) \).

In Fig. 19 we have augmented Fig. 14 by a corresponding factor \( g(Y) \). The partition sum of Fig. 19 is thus

\[
E[g(Y)] = \sum_y p(y)g(y),
\]

cf. Fig. 4. Regrouping Fig. 19 as in Fig. 18 yields Fig. 20, the partition sum of which is

\[
E[g(Y)] = \text{tr}(\rho O),
\]

where the matrix \( O \) is the right-hand dashed box in Fig. 18. Note that, by the spectral theorem, every Hermitian matrix \( O \) can be represented as in Fig. 20 (cf. Fig. 8) and \( g(1), \ldots, g(M) \) are the eigenvalues of \( O \).

In this paper, however, we will focus on probabilities and we will not further use such expectations.

D. Evolution over Time: Schrödinger, Heisenberg, Feynman

Consider the factor graph of Fig. 21, which agrees with Fig. 14 except that the matrix \( U \) is expanded into the product \( U = U_n \cdots U_1 \). One interpretation of this factor graph is that the initial state \( X \) evolves unitarily over \( n \) discrete time steps until it is measured by a projection measurement as in Fig. 14. Note that a continuous-time picture may be obtained, if desired, by a suitable limit with \( n \to \infty \).

In this setting, the so-called Schrödinger and Heisenberg pictures correspond to sequentially closing boxes (from the innermost dashed box to the outermost dashed box) as in Figures 22 and 24 respectively; the former propagates the quantum state \( \psi \) (or the density matrix \( \rho \)) forward in time while the latter propagates the measurement backwards in time. The resulting probability distribution over \( Y \) is identical by Proposition 1.

Both the Schrödinger picture and the Heisenberg picture can be reduced to sum-product message passing in a cycle-free graph as follows. In the Schrödinger picture, assume first that the initial state \( X \) is known. In this case, we obtain the cycle-free factor graph of Fig. 23, in which \( p(y|x) \) is easily computed by left-to-right sum-product message passing (cf. [2], [4]), which amounts to a sequence of matrix-times-vector multiplications

\[
\psi_k = U_k \psi_{k-1}
\]

with \( \psi_1 \equiv U_1(\cdot, x) (= \text{column } x \text{ of } U_1) \). The quantities \( \psi_1, \ldots, \psi_n \) in Fig. 23 are the wave functions propagated up to the corresponding time. Since Fig. 23 consists of two complex conjugate parts, it suffices to carry out these computations for one of the two parts.

If the initial state \( X \) is not known, we write

\[
p(y|x) = \sum_x p(x)p(y|x),
\]

and each term \( p(y|x) \) can be computed as in Fig. 23. This decomposition carries over to the relation

\[
\rho_k(x', x'') = \sum_x p(x)\psi_k(x')\psi_k^H(x'')
\]

between the wave function \( \psi_k \) and the density matrix \( \rho_k \) (see Figures 22 and 23 for \( k = 1, \ldots, n \)).

In the Heisenberg picture (Fig. 24), we can proceed analogously. For any fixed \( Y = y \), this value can be plugged into the factors/matrices \( B \) and \( B^H \), which turns Fig. 24 into a cycle-free factor graph that looks almost like a time-reversed version of Fig. 23. In consequence, \( p(y) \) can be computed by right-to-left sum-product message passing, which again amounts to a sequence of matrix-times-vector multiplications.

Finally, we note that the dashed boxes in Fig. 21 encode Feynman’s path integral in its most elementary embodiment. Each internal configuration (i.e., an assignment of values to all variables) in such a box may be viewed as a “path”, and the corresponding product of all factors inside the box may be viewed as the (complex) weight of the path. The exterior function of the box is (by definition) the sum, over all internal configurations/paths, of the weight of each configuration/path.
Fig. 21. Elementary quantum mechanics: unitary evolution over time in $n$ steps followed by a single projection measurement.

Fig. 22. Schrödinger picture.

Fig. 23. Schrödinger picture with known initial state $X = x$ and unitarily evolving quantum state (or wave function) $\psi$.

Fig. 24. Heisenberg picture.
Fig. 25. Factor graph of a quantum system with two measurements and the corresponding observations $Y_1$ and $Y_2$.

Fig. 26. Important special case of Fig. 25: all matrices are unitary and the initial state $X_0 = x_0$ is known. In quantum-mechanical terms, such measurements are projection measurements with one-dimensional eigenspaces.

Fig. 27. The exterior function of the dashed box on the left is the density matrix $\rho_1(x_1, x'_1)$. The exterior function of the dashed box on the right is $f = (\tilde{x}_1, \tilde{x}'_1)$ (assuming that $Y_2$ is unknown).

Fig. 28. The exterior function of the dashed box $\tilde{\rho}_1$ equals the density matrix $\tilde{\rho}_1$, up to a scale factor, after measuring $Y_1 = y_1$, cf. 40.
IV. Multiple and More General Measurements

We now turn to multiple and more general measurements. Consider the factor graph of Fig. 25. In this figure, $U_0$ and $U_1$ are $M \times M$ unitary matrices, and all variables except $Y_1$ and $Y_2$ take values in the set $\{1, \ldots, M\}$. The two large boxes in the figure represent measurements, as will be detailed below. The factor/box $p(x_0)$ is a probability mass function over the initial state $X_0$. We will see that this factor graph (with suitable modeling of the measurements) represents the joint probability mass function $p(y_1, y_2)$ of a general $M$-dimensional quantum system with two observations $Y_1$ and $Y_2$. The generalization to more observed variables $Y_1, Y_2, \ldots$ is obvious.

The unitary matrix $U_0$ in Fig. 25 represents the development of the system between the initial state and the first measurement according to the Schrödinger equation; the unitary matrix $U_1$ in Fig. 25 represents the development of the system between the initial state and the second measurement.

In the most basic case, the initial state $X_0 = x_0$ is known and the measurements look as shown in Fig. 26, where the matrices $B_1$ and $B_2$ are also unitary (cf. Fig. 14). In this case, the observed variables $Y_1$ and $Y_2$ take values in $\{1, \ldots, M\}$ as well. Note that the lower part of this factor graph is the complex conjugate mirror of the upper part (as in Fig. 13).

In quantum-mechanical terms, measurements as in Fig. 26 are projection measurements with one-dimensional eigenspaces (as in Section III).

A very general form of measurement is shown in Fig. 29. In this case, the range of $Y_k$ is a finite set $\mathcal{Y}_k$, and for each $y_k \in \mathcal{Y}_k$, the factor $A_k(\tilde{x}_k, x_k, y_k)$ corresponds to a complex square matrix $A_k(y_k)$ (with row index $\tilde{x}_k$ and column index $x_k$) such that

$$\sum_{y_k \in \mathcal{Y}_k} A_k(y_k)^H A_k(y_k) = I, \quad (35)$$

cf. [19, Chap. 2]. A factor-graphic interpretation of (35) is given in Fig. 30. Condition (35) is both necessary and sufficient for Proposition 2 (below) to hold. Measurements as in Fig. 26 are included as a special case with $\mathcal{Y}_k = \{1, \ldots, M\}$ and

$$A_k(y_k) = A_k(y_k)^H = B_k(\cdot, y_k) B_k(\cdot, y_k)^H, \quad (36)$$

where $B_k(\cdot, y_k)$ denotes the $y_k$-th column of $B_k$. Note that, for fixed $y_k$, (36) is a projection matrix.

Measurements will further be discussed in sections V-A and VII.

It is clear from Section II-D that the exterior function of Fig. 25 (with measurements as in Fig. 26 or as in Fig. 29) is real and nonnegative. We now proceed to analyze these factor graphs and to verify that they yield the correct quantum-mechanical probabilities $p(y_1, y_2)$ for the respective class of measurements. To this end, we need to understand the exterior functions of the dashed boxes in Fig. 27. We begin with the dashed box on the right-hand side of Fig. 27.

Proposition 2 (Don’t Mind the Future). Closing the dashed box on the right-hand side of Fig. 27 (with a measurement as in Fig. 26 or as in Fig. 29, but with unknown result $Y_2$ of the measurement) reduces it to an equality constraint function.

Proof: For measurements as in Fig. 26 the proof amounts to a sequence of reductions according to Figs. 10 and 11 as illustrated in Fig. 31.

For measurements as in Fig. 29, the key step is the reduction of Fig. 30 to an equality constraint, which is equivalent to the condition (35). □

Proposition 2 guarantees, in particular, that a future measurement (with unknown result) does not influence present or past observations. The proposition clearly holds also for the extension of Fig. 25 to any finite number of measurements $Y_1, Y_2, \ldots$ and can then be applied recursively from right to left.

We pause here for a moment to emphasize this point: it is obvious from Figs. 25 and 26 (generalized to $n$ measurements $Y_1, \ldots, Y_n$) that, in general, a measurement resulting in some variable $Y_k$ affects the joint distribution of all other variables $Y_1, \ldots, Y_n$ (both past and future) even if the result $Y_k$ of the measurement is not known. By Proposition 2, however, the joint distribution of $Y_1, \ldots, Y_{k-1}$ is not affected by the measurement of $Y_k, \ldots, Y_n$ provided that no measurement results are known.

Proposition 3 (Proper Normalization). The factor graph of Fig. 25 (with measurements as in Fig. 26, or as in Fig. 29) represents a properly normalized probability mass function, i.e., the exterior function $p(y_1, y_2)$ is real and nonnegative and $\sum_{y_1, y_2} p(y_1, y_2) = 1$.

In particular, the partition sum of Fig. 25 equals 1. Again, the proposition clearly holds also for the extension of Fig. 25 to any finite number of measurements $Y_1, Y_2, \ldots$.

Proof of Proposition 3: Apply reductions according to Proposition 2 recursively from right to left in Fig. 25 followed by the final reduction $\sum_{x_0} p(x_0) = 1$.

Consider now the dashed boxes on the left in Figs. 27 and 28, which correspond to the density matrix before and after measuring $Y_1$, respectively. A density matrix $\rho$ is defined to be properly normalized if

$$\text{tr}(\rho) = 1. \quad (37)$$

The dashed box left in Fig. 27 is properly normalized (tr($\rho_1$) = 1). Proper normalization of $\rho_k$ for $k > 1$ follows from Propositions 5 and 7 below.

Consider next the dashed box in Fig. 28, which we will call $\tilde{\rho}_1$; it is not a properly normalized density matrix:

Proposition 4 (Trace of the Past).

$$\text{tr}(\tilde{\rho}_1) = p(y_1): \quad (38)$$

more generally, with $k$ measurements $Y_1 = y_1, \ldots, Y_k = y_k$ inside the dashed box, we have

$$\text{tr}(\tilde{\rho}_k) = p(y_1, \ldots, y_k). \quad (39)$$

The proof is immediate from Propositions 2 and 3 (generalized to an arbitrary number of measurements). The properly normalized post-measurement density matrix is then

$$\tilde{\rho}_k = \tilde{\rho}_k / p(y_1, \ldots, y_k). \quad (40)$$
Fig. 29. General measurement as in [19, Chap. 2]. Condition (35) must be satisfied.

Fig. 30. The dashed box reduces to an equality constraint (i.e., an identity matrix) if and only if (35) holds.

Proposition 5 (Unitary Evolution Between Measurements). The matrix $\rho_{k+1}$ is obtained from the matrix $\tilde{\rho}_{k}$ as

$$\rho_{k+1} = U_{k} \tilde{\rho}_{k} U_{k}^{\dagger}. \quad (41)$$

The proof is immediate from Fig. 5. Note that $\rho_{k+1}$ is properly normalized (provided that $\tilde{\rho}_{k}$ is so).

Proposition 6 (Basic Projection Measurement). In Fig. 25 (generalized to any number of observations), if $Y_{k}$ is measured as in Fig. 26, then

$$P(Y_{k} = y_{k} \mid Y_{k-1} = y_{k-1}, \ldots, Y_{1} = y_{1}) = B_{k}(\cdot, y_{k})^{\dagger} \rho_{k} B_{k}(\cdot, y_{k}) \quad (42)$$

$$= \text{tr}(\rho_{k} B_{k}(\cdot, y_{k}) B_{k}(\cdot, y_{k})^{\dagger}). \quad (43)$$

After measuring/observing $Y_{k} = y_{k}$, the density matrix is

$$\tilde{\rho}_{k} = B_{k}(\cdot, y_{k}) B_{k}(\cdot, y_{k})^{\dagger}. \quad (44)$$

Note that (44) is properly normalized because

$$\text{tr}(B_{k}(\cdot, y_{k}) B_{k}(\cdot, y_{k})^{\dagger}) = \text{tr}(B_{k}(\cdot, y_{k}) B_{k}(\cdot, y_{k})^{\dagger}) \quad (45)$$

$$= \|B_{k}(\cdot, y_{k})\|^{2} = 1. \quad (46)$$

Proof of Proposition 6: For fixed $y_{1}, \ldots, y_{k-1}$, we have

$$P(Y_{k} = y_{k} \mid Y_{k-1} = y_{k-1}, \ldots, Y_{1} = y_{1}) \propto p(y_{k}, y_{k-1}, \ldots, y_{1}). \quad (47)$$

where $p$ is the exterior function of Fig. 25 (generalized to any number of observations and with measurements as in Fig. 26).

We now turn to the post-measurement density matrix $\tilde{\rho}_{k}$.

For a measurement $Y_{k} = y_{k}$ as in Fig. 26, the dashed box
in Fig. 28 looks as in Fig. 33, which decomposes into two unconnected parts as indicated by the two inner dashed boxes. 

Fig. 34. Quantum state $\psi_1$.

The exterior function of the left-hand inner dashed box in Fig. 28 looks as in Fig. 33, which decomposes into two unconnected parts as indicated by the two inner dashed boxes. The exterior function of the left-hand inner dashed box in Fig. 33 is the constant (42) and the right-hand inner dashed box equals (44). In quantum-mechanical measurement density matrix (42) can then be expressed as

$$\rho_k = \psi_k \psi_k^H,$$

where $\psi_k$ is a column vector of norm 1. For $k = 1$, we have $\psi_1(x_1) = U_0(x_1, x_0)$, as shown in Fig. 34. The post-measurement density matrix $\hat{\rho}_k$ factors analogously, as is obvious from (44) or from Fig. 33. In quantum-mechanical terms, $\psi_k$ is the quantum state (cf. Section III). The probability (42) can then be expressed as

$$P(Y_k = y | Y_{k-1} = y_{k-1}, \ldots, Y_1 = y_1) = B_k(\cdot, y)^H \psi_k \psi_k^H B_k(\cdot, y)$$

(50)

where $p$ is the exterior function of Fig. 28 (generalized to any number of observations and with measurements as in Fig. 29).
We now reduce Fig. 25 to Fig. 35 as follows: everything to the right of $Y_k$ reduces to an equality constraint while everything before the measurement of $Y_k$ (with $Y_{k-1} = y_{k-1}, \ldots, Y_1 = y_1$ plugged in) is subsumed by $\rho_k$. From Fig. 30 we see that the partition sum of Fig. 35 is $\text{tr}(\rho_k) = 1$, which means that the exterior function of Fig. 35 equals $p(y_k|y_{k-1}, \ldots, y_1)$, i.e., the missing scale factor in (54) has been compensated by the normalization of $\rho_k$.

For fixed $Y_k = y_k$, (52) is then obvious from Fig. 36.

Concerning the post-measurement density matrix $\rho_k$, for a measurement $Y_k = y_k$ as in Fig. 29, the dashed box in Fig. 28 looks as in Fig. 37. The numerator of (53) is then obvious from Fig. 37 and the denominator of (53) is simply the proper normalization (37).

In summary, Propositions 2–7 verify that the factor graph of Fig. 25 (with measurements as in Fig. 26 or as in Fig. 29) yields the correct quantum-mechanical probabilities for the respective class of measurements.

V. DECOMPOSITIONS AND QUANTUM CIRCUITS, AND NON-UNITARY OPERATORS FROM UNITARY INTERACTIONS

Figs. 25 and 29, while fully general, do not do justice to the richness of quantum-mechanical probabilities and their factor-graphical representation, which we are now going to address.

A. Decompositions and Partial Measurements

Consider the factor graph of Fig. 38. The following points are noteworthy. First, we note that the unitary matrices $U_0, U_1, U_2$ in Fig. 38 have more than two incident edges. This is to be understood as illustrated in Fig. 39, where the rows of some matrix are indexed by $X$ while its columns are indexed by the pair $(V, W)$. More generally, rows (marked by a dot) and columns may both be indexed by several variables. Note that, in this way, bundling two unconnected matrices as in Fig. 40 represents the tensor product $A \otimes B$. In Fig. 38, all matrices are square, which implies that the product of the alphabet sizes of the row-indexing variables must equal the product of the alphabet sizes of the column-indexing variables.

Second, each edge in the factor graph of Fig. 38 may actually represent several (finite-alphabet) variables, bundled into a single compound variable.

Third, each of the unitary matrices $U_0, U_1, U_2, \ldots$ may itself be a product, either of smaller unitary matrices as illustrated in Fig. 41 or of more general factors as exemplified by Fig. 45, see also Section V-B below.

Forth, it is obvious from Fig. 38 that each measurement involves only some of the variables while some other variables are left alone. The actual measurements shown in Fig. 38 are as in Fig. 26 (with unitary matrices $B_1, B_2, \ldots$), but more general measurements could be used.

The measurements in Fig. 38 (including the uninvolved variables) are indeed a special case of measurements as in Fig. 29, as it is obvious from Fig. 42, from which we may also read $A_k(y_k) = I \otimes (B_k(y_k)B_k(y_k)^\dagger)$. In order to verify (55), we first recall its factor-graphic interpretation in Fig. 39, which, in this case, amounts to the obvious reduction of Fig. 43 to an equality constraint.

B. Quantum Circuits

Quantum gates [19, Chap. 4] are unitary matrices used in quantum computation. (In Figs. 25 or 38 such quantum gates would appear as, or inside, $(U_0, U_1, U_2, \ldots)$.) For example, Fig. 44 shows a swap gate and Fig. 45 shows a controlled-\textsc{not} gate in factor-graph notation. All variables in these two examples are $\{0, 1\}$-valued (rather than $\{1, 2\}$-valued), both rows and columns are indexed by pairs of bits (cf. Fig. 39), and the factor $f_\oplus$ in Fig. 43 is defined as

$$f_\oplus : \{0, 1\}^3 \to \{0, 1\} : f_\oplus(\xi_1, \xi_2, \xi_3) \triangleq \begin{cases} 1, \text{ if } \xi_1 + \xi_2 + \xi_3 \text{ is even} \\ 0, \text{ otherwise.} \end{cases}$$

That Fig. 43 is a unitary matrix may be seen from Fig. 46.

Quantum circuits as in [19, Chap. 4] may then be viewed as, or are easily translated to, the upper half of factor graphs as in Fig. 38. (However, this upper half cannot, by itself, properly represent the joint probability distribution of several measurements.)
Fig. 39. Matrix with row index \( X \) and columns indexed by the pair \((V, W)\). (E.g., \( X \) takes values in \( \{0, 1, 2, 3\} \) while \( V \) and \( W \) are both binary.)
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Fig. 40. Tensor product of matrices \( A \) and \( B \).
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Fig. 41. Decomposition of a unitary matrix into smaller unitary matrices. Line switching as in the inner dashed box is itself a unitary matrix, cf. Fig. 44.
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Fig. 42. Measurements in Fig. 38 as a special case of Fig. 29.
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Fig. 43. The exterior function of the dashed box is \( f = (x_{k,1}, x_{k,2}, x_{k',1}, x_{k',2}) = f = (x_{k,1}, x'_{k,1}) f = (x_{k,2}, x'_{k,2}) \).
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Fig. 44. Swap gate.
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Fig. 45. Controlled-NOT gate.
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Fig. 46. Proof that Fig. 45 is unitary: the exterior functions left and right are equal.
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Fig. 47. Two quantum systems interact unitarily. (All unlabeled boxes are unitary matrices.) The resulting exterior function of the dashed box amounts to a measurement with unknown result.

C. Non-unitary Operators from Unitary Interactions

Up to now, we have considered systems composed from only two elements: unitary evolution and measurement. (The role and meaning of the latter continues to be debated, see also Section VI.) However, a natural additional element is shown in Fig. 47 where a primary quantum system interacts once with a secondary quantum system.

The secondary quantum system might be a stray particle that arrives from “somewhere”, interacts with the primary system, and travels off to somewhere else. Or, with exchanged roles, the secondary system might be a measurement apparatus that interacts once with a particle of interest.

Closing the dashed box in Fig. 47 does not, in general, result in a unitary operator. In fact, the situation of Fig. 47 may be viewed as a mixture of measurements as in Fig. 29 for any fixed ξ, Fig. 47 represents a measurement as in Fig. 29 except that the result of the measurement is ignored. In other words, marginalizing the secondary system away amounts to a measurement of the primary system (with unknown result).

It seems natural to conjecture that classicality emerges out of such interactions, as has been proposed by Zurek [30], [31] and others.

VI. MEASUREMENTS RECONSIDERED

Our tour through quantum-mechanical concepts followed the traditional route where “measurement” is an unexplained primitive. However, progress has been made in understanding measurement as interaction [32], [33], essentially by reducing it to something like Fig. 47. There thus emerges a view of quantum mechanics fundamentally involving only unitary transforms and marginalization. This view is still imperfectly developed (cf. [33]), but the basic idea can be explained quite easily.

A. Projection Measurements

The realization of a projection measurement by a unitary interaction is exemplified in Fig. 48. As will be detailed below, Fig. 48 (left) is a unitary interaction as in Fig. 47 while Fig. 48 (right) is a projection measurement (with unknown result ζ). We will see that the exterior functions of Fig. 48 (left) and Fig. 48 (right) are equal.

All variables in Fig. 48 (left) take values in the set \( \{0, \ldots, M-1\} \) (rather than in \( \{1, \ldots, M\} \)) and the box labeled “⊕” generalizes (55) to

\[
\begin{align*}
\mathbf{f}_\oplus : \{0, \ldots, M-1\}^3 & \to \{0, 1\} : \\
\mathbf{f}_\oplus(\xi_1, \xi_2, \xi_3) & \equiv \begin{cases} 
1, & \text{if } (\xi_1 + \xi_2 + \xi_3) \mod M = 0 \\
0, & \text{otherwise}. 
\end{cases}
\end{align*}
\]

We first note that the two inner dashed boxes in Fig. 48 (left) are unitary matrices, as is easily verified from Fig. 46. Therefore, Fig. 48 (left) is indeed a special case of Fig. 47.

The key step in the reduction of Fig. 48 (left) to Fig. 48 (right) is shown in Fig. 49, which in turn can be verified as follows: the product of the two factors in the box in Fig. 49 (left) is zero unless both

\[
\xi + \zeta + \tilde{\xi} = 0 \mod M
\]

and

\[
\xi + \zeta' + \tilde{\xi} = 0 \mod M,
\]

which is equivalent to \( \zeta = \zeta' \) and (57). For fixed \( \xi \) and \( \zeta \), (57) allows only one value for \( \xi \), which proves the reduction in Fig. 49.

The generalization from fixed \( \xi \) to arbitrary \( p(\xi) \) is straightforward.

We have thus established that the (marginalized) unitary interaction in Fig. 48 (left) acts like the projection measurement in Fig. 48 (right) and thereby creates the random variable ζ.

Moreover, projection measurements are repeatable, i.e., repeating the same measurement (immediately after the first measurement) leaves the measured quantum system unchanged. (In fact, this property characterizes projection measurements.) Therefore, the random variable ζ is an objective property of the quantum system after the measurement/interaction; it can be cloned, and it can, in principle, be observed via some “channel” \( p(y/\zeta) \), as illustrated in Fig. 50.

The conditional-probability factor \( p(y/\zeta) \) allows, in particular, that \( \zeta \) is not fully observable because several values of \( \zeta \) lead to the same observation \( Y \).

B. General Measurements

A very general form of (indirect) measurement is shown in Fig. 51, which is identical to Fig. 47 except for the observable variable \( Y \). The figure is meant to be interpreted as follows. Some primary quantum system (with variables \( X, X', \tilde{X}, \tilde{X}' \)) interacts once with a secondary quantum system, which in turn is measured by a projection measurement as in Fig. 50.

It is not difficult to verify (e.g., by adapting the procedure in Box 8.1) that an interaction as in Fig. 51 can realize any measurement as in Fig. 29.

VII. RANDOM VARIABLES RECONSIDERED

Up to Section V all random variables were either part of the initial conditions (such as \( X_0 \) in Fig. 38) or else created by measurements (such as \( Y_1 \) and \( Y_2 \) in Fig. 38). In Section VI...
we have outlined an emerging view of quantum mechanics where measurements are no longer undefined primitives, but explained as unitary interactions.

We now re-examine the creation of random variables in this setting. We find that, fundamentally, random variables are not created by interaction, but by the end of it. The mechanism is illustrated in Fig. 52: a quantum system with potentially entangled variables \((X, X')\) and \((\xi, \xi')\) splits such that \((X, X')\) and \((\xi, \xi')\) do not interact in the future. In this case, \((\xi, \xi')\) can be marginalized away by closing the dashed box in Fig. 52, which amounts to forming the density matrix \(\rho(x, x')\) as a partial trace of \(\rho((x, \xi), (x', \xi'))\). In this reduced model, \(\xi\) is a random variable (inside the representation of the density matrix \(\rho(x, x')\)), as is obvious in Fig. 52.

In other words, random variables are created as a byproduct of separation: if a quantum system splits into two parts that do not interact in the future, then focussing on one subsystem (by marginalizing the other subsystem away) turns the state variable(s) of the other subsystem into random variables.

The number of random variables that can be created in this way is limited by the initial state: the product of the alphabet sizes of \(X\) and \(\xi\) must equal the alphabet size of \(X_0\) in Fig. 52.

In particular, a stochastic process \(\xi_1, \xi_2, \ldots\) cannot be created in this way (i.e., without measurements or additional quantum variables) if the alphabet of \(X_0\) is finite.

If we drop the restriction to finite alphabets, then stochastic processes are possible. For example, for \(k = 1, 2, 3, \ldots\), let

\[
X_k = (X_{k,1}, X_{k,2}, \ldots)
\]

with \(X_{k,e} \in \{1, \ldots, M\}\), let \(\xi_k = X_{k,1}\), and let

\[
X_{k+1} = (X_{k,2}, X_{k,3}, \ldots),
\]

as illustrated in Fig. 53. Clearly, \(\xi_1, \xi_2, \ldots\) is a discrete-time stochastic process generated by a quantum system without measurement.
Fig. 51. General measurement as unitary interaction and marginalization. The matrix $B$ and the unlabeled solid boxes are unitary matrices. The part with the dashed edges is redundant.

Fig. 52. Marginalization over $\xi$ turns $\xi$ into a random variable. (The unlabeled boxes are unitary matrices.)

Fig. 53. Stochastic process without measurement. The rectangular boxes are unitary operators.
device attempts to recover either the pre-channel quantum state or the (classical or quantum) information that was encoded. Fig. 54 shows the factor graph of such a system. More precisely, the figure shows the factor graph of a general code with density matrix $\rho_{\text{code}}$, a memoryless channel, and a general detector. A channel is called memoryless if it operates separately on $X_1, X_2, \ldots$, as shown in Fig. 54. The reconstruction device is not shown in Fig. 54.

In the special case where the code and the detector can be represented as in Fig. 55, the quantum channel is effectively transformed into a classical memoryless channel with $m = n$ and

$$p(y_1, \ldots, y_n | \bar{x}_1, \ldots, \bar{x}_n) = \prod_{\ell=1}^n p(y_\ell | \bar{x}_\ell),$$

and $\rho_{\text{code}}$ effectively reduces to the indicator function

$$I_C(\bar{x}_1, \ldots, \bar{x}_n) \equiv \begin{cases} 1, & (\bar{x}_1, \ldots, \bar{x}_n) \in C \\ 0, & \text{otherwise} \end{cases}$$

of a classical code $C$ (up to a scale factor). In this case, standard classical decoding algorithms can be used. For example, if $C$ is a low-density parity-check code, it can be decoded by iterative sum-product message passing in the factor graph of $C$ [4, 9].

By contrast, in genuine quantum coding, the detector does not split as in Fig. 55.

A. On Channels

A factor graph of a quite general class of memoryless channel models is shown in Fig. 56 which may be interpreted
in several different ways. For example, the matrix $A_\ell(\xi_\ell)$ might be an unknown unitary matrix that is selected by the random variable $\xi_\ell$ with probability density function $p(\xi_\ell)$. Or, in an other interpretation, Fig. 56 without the node/factor $p(\xi_\ell)$ is a general measurement as in Fig. 29 with unknown result $\xi$.

Many quantum coding schemes distinguish only between “no error” in position $\ell$ (i.e., $A_\ell(\xi_\ell) = I$) and “perhaps some error” (where $A_\ell(\xi_\ell)$ is arbitrary, but nonzero); no other distinction is made and no prior $p(\xi_\ell)$ is assumed. For the analysis of such schemes, Fig. 56 can often be replaced by the simpler Fig. 57. In such an analysis, it may be helpful to express the (fixed, but unknown) matrix $A_\ell$ in Fig. 57 in some pertinent basis. For example, any matrix $A \in \mathbb{C}^{2 \times 2}$ can be written as

$$A = \sum_{k=0}^{3} w_k \sigma_k$$

with $w_0, \ldots, w_3 \in \mathbb{C}$ and where $\sigma_0, \ldots, \sigma_3$ are the Pauli matrices

$$\sigma_0 \triangleq \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},$$

$$\sigma_1 \triangleq \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},$$

$$\sigma_2 \triangleq \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},$$

$$\sigma_3 \triangleq \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$

The matrices $\sigma_0, \ldots, \sigma_3$ are unitary and Hermitian, and they form a basis of $\mathbb{C}^{2 \times 2}$.

B. Repeat Codes of Length 2 and 3

Fig. 58 (left) shows the factor graph of an encoder of a simple code of length $n = 3$. All variables in this factor graph are binary, and the initial density matrix $\rho_0$ is arbitrary. Note that this encoder can be realized with two controlled-not gates (cf. Fig. 45) and two ancillary qubits with fixed initial state zero.

A detector for this code is shown in Fig. 58 (right). This detector can be realized with two controlled-not gates and two qubit measurements. The unitary part of this detector inverts the unitary part of the encoder, and the measured bits $Y_1$ and $Y_2$ (henceforth called syndrome bits) correspond to the ancillary qubits in the encoder.

The code of Fig. 58 is not very useful in itself, but it suffices to demonstrate some basic ideas of quantum coding and it further illustrates the use of factor graphs. Moreover, once this simple code is understood, it is easy to proceed to the Shor code [19], which can correct an arbitrary single-qubit error.

The encoder-detector pair of Fig. 58 may be viewed as two nested encoder-detector pairs for a repeat code of length $n = 2$; the inner encoder-detector pair produces the syndrome bit $Y_2$, and the outer encoder-detector pair produces the syndrome bit $Y_1$.

Therefore, we now consider the net effect of the encoder, the channel, and the detector of a repeat code of length $n = 2$ as shown in Figures 59 and 60. We assume that at most one qubit error occurs, either in the direct path (as in Fig. 59) or in the check path (as in Fig. 60). This single potential error is a general nonzero matrix $A \in \mathbb{C}^{2 \times 2}$ (as in Fig. 57) with row and column indices in $\{0, 1\}$.

For fixed $Y = y$, the net effect of the encoder, the channel, and the detector amounts to a matrix $A_{=}(y)$ or $A_{\oplus}(y)$ corresponding to the dashed boxes in Figures 59 and 60, respectively.

If $A = I$ (i.e., if there is no error), we necessarily have $Y = 0$ and $A_{=}(0) = A_{\oplus}(0) = I$. For general nonzero $A$, parameterized as in (63), we have

$$A_{=}(0) = \begin{pmatrix} A(0,0) & 0 \\ 0 & A(1,1) \end{pmatrix}$$

(68)

and

$$A_{\oplus}(0) = A_{=}(0)$$

(69)

i.e., the projection of $A$ onto the space spanned by $\sigma_0$ and $\sigma_3$, and

$$A_{=}(1) = \begin{pmatrix} 0 & A(0,1) \\ A(1,0) & 0 \end{pmatrix}$$

(70)

$$A_{\oplus}(1) = \begin{pmatrix} A(1,0) & 0 \\ 0 & A(0,1) \end{pmatrix}$$

(71)

i.e., the projection of $A$ onto the space spanned by $\sigma_1$ and $\sigma_2$. Moreover,

$$A_{\oplus}(0) = A_{=}(0)$$

(72)

and

$$A_{\oplus}(1) = \begin{pmatrix} A(1,0) & 0 \\ 0 & A(0,1) \end{pmatrix}$$

(73)

$$A_{\oplus}(1) = \begin{pmatrix} A(1,0) & 0 \\ 0 & A(0,1) \end{pmatrix}$$

(74)

We now return to Fig. 58, which we consider as two nested encoder-detector pairs as in Figures 59 and 60. We assume that at most one qubit error occurs, or, equivalently, $A_\ell = I$ except for a single index $\ell \in \{1, 2, 3\}$. For the inner encoder-detector pair, the above analysis of Figures 59 and 60 applies immediately. For the outer encoder-detector pair, the same analysis can be reused, with the error matrix $A$ replaced by $A_{=}(y_2)$ or $A_{\oplus}(y_2)$ from the inner code. The resulting effective channel from the encoder input to the detector output in Fig. 58 as a function of $Y_1$ and $Y_2$, is tabulated in Table II.

From Table II we observe that the syndrome bits $Y_1$ and $Y_2$ uniquely determine the resulting effective channel, which allows us to compress Table II into Table II. Note that the four unknown parameters $w_0, w_1, w_2, w_3$ of the error matrix (63) are thus converted into only two unknown parameters (either $w_0$ and $w_3$ or $w_1$ and $w_2$, depending on $Y_1, Y_2$).

In the special case where we consider only bit flips, i.e., if we assume $w_2 = w_3 = 0$, then it is obvious from Table II that the code of Fig. 58 can correct a single bit flip in any position. In fact, from Table II we see that a bit flip in qubit 1 is manifested in the syndrome $Y_1 = Y_2 = 1$ while a bit flip in qubit 2 or in qubit 3 has no effect on the resulting effective channel, except for an irrelevant scale factor. However, we wish to be able to deal with more general errors.
Fig. 58. An encoder (left) and a detector (right) for a repeat code of length \( n = 3 \).

\[
\rho_0 = X_1 \oplus X_2 \oplus X_3 \oplus X'_3 \oplus X'_2 \oplus X'_1 = X_1' = X_2' \oplus X_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1' = X_1' = \tilde{X}_2' \oplus \tilde{X}_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1' = X_1' = \tilde{X}_2' \oplus \tilde{X}_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1' = X_1' = \tilde{X}_2' \oplus \tilde{X}_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1' = X_1' = \tilde{X}_2' \oplus \tilde{X}_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1'
\]

Fig. 59. Effective channel (created by encoder, channel, and detector) of repeat code of length \( n = 2 \) with an error in the direct path.

\[
A_e(y)
\]

\[
A^H(y)
\]

Fig. 60. Effective channel (created by encoder, channel, and detector) of repeat code of length \( n = 2 \) with an error in the check path.

Table I

| Y_2, Y_1 | 1 | 2 | 3 |
|-----------|---|---|---|
| 0, 0      | 0 | 0 | 0 |
| 0, 1      | 0 | 1 | 0 |
| 1, 0      | 1 | 0 | 0 |
| 1, 1      | 1 | 1 | 1 |

Net effect of encoder and detector of Fig. 58 if at most one qubit error occurs. Both the single-qubit error and the resulting effective channel are parameterized as in (63).

Table II

| Y_2, Y_1 | effective channel |
|-----------|-------------------|
| 0, 0      | \( \tilde{X}_0' \oplus \tilde{X}_2' \oplus \tilde{X}_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1' \) |
| 0, 1      | \( \tilde{X}_0' + \tilde{X}_2' \oplus \tilde{X}_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1' \) |
| 1, 0      | \( \tilde{X}_0' \oplus \tilde{X}_2' \oplus \tilde{X}_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1' \) |
| 1, 1      | \( \tilde{X}_0' \oplus \tilde{X}_2' \oplus \tilde{X}_3' \oplus \tilde{X}_3' \oplus \tilde{X}_2' \oplus \tilde{X}_1' \) |

Compressed version of Table I.
C. Correcting a Single Error: The Shor Code

Fig. 61 shows an encoder of the Shor code [19]. The figure shows only the upper half of the factor graph (i.e., the quantum circuit). The nodes labeled “H” represent the normalized Hadamard matrix

\[
H \triangleq \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix},
\]

which is symmetric and unitary and satisfies \(H\sigma_1 = \sigma_3H\), and \(H\sigma_2 = -\sigma_2H\). Note that this encoder uses four copies of the encoder in Fig. 58: three independent inner encoders are glued together with an outer encoder.

As a detector, we use the obvious generalization of Fig. 58 (right), i.e., the mirror image of the encoder.

This encoder-detector pair is easily analyzed using the results of Section VIII-B. For this analysis, we assume that at most a single qubit error occurs (i.e., \(A_\ell \neq I\) for at most one index \(\ell \in \{1, \ldots, 9\}\)). In consequence, two of the three inner encoder-detector pairs are error-free and reduce to an identity matrix. The remaining inner encoder-detector pair is described by Table II. The multiplication by \(H\) both in the encoder and in the detector changes Table II to Table III. Note that the resulting effective channel is either of the form \(a\sigma_0 + b\sigma_1\) or \(c\sigma_2 + d\sigma_3\), and the detector knows which case applies.

The outer encoder-detector pair thus sees an error in at most one position, and the potential error is described by Table III except that the underlying channel is not (63), but as in Table III Revisiting Table II accordingly yields Table IV which describes the net effect of the outer encoder-detector pair. In any case, the resulting effective channel is of the form \(\alpha\sigma_k\) for some nonzero \(\alpha \in \mathbb{C}\) and some (known) \(k \in \{0, 1, 2, 3\}\). In other words, the effective channel (from encoder input to detector output) is fully determined by the 8 syndrome bits, up to an irrelevant scale factor. In consequence, the (arbitrary) original quantum state can exactly be restored.
IX. Conclusion

We have proposed factor graphs for quantum-mechanical probabilities involving any number of measurements, both for basic projection measurements and for general measurements. Our factor graphs represent factorizations of complex-valued functions \( q \) as in (3) such that the joint probability distribution of all random variables (in a given quantum system) is a marginal of \( q \). Therefore (and in contrast to other graphical representations of quantum mechanics), our factor graphs are fully compatible with standard statistical models. We have also interpreted a variety of concepts and quantities of quantum mechanics, in terms of factorizations and marginals of such functions \( q \). We have further illustrated the use of factor graphs by an elementary introduction to quantum coding.

In Appendix A we offer some additional remarks on the prior literature. In Appendix B we derive factor graphs for the Wigner–Weyl representation. In Appendix C we point out that the factor graphs of this paper are amenable (at least in principle) to Monte Carlo algorithms.

We hope that our approach makes quantum-mechanical probabilities more accessible to non-physicists and further promotes the exchange of concepts and algorithms between physics, statistical inference, and error correcting codes in the spirit of [5], [24], [34].

A. Tensor Networks

With hindsight, the factor graphs of this paper are quite similar to tensor networks [16]–[18], which have recently moved into the heart of theoretical physics [34].

Tensor networks (and related graphical notation) have been used to represent the wave function \( |\Psi\rangle \) of several entangled spins at a given time. In general, the resulting states are called tensor network states (TNS), but depending on the structure of the tensor network, more specialized names like matrix product states (MPS), tree tensor states (TTS), etc., are used. A very nice overview of this line of work is given in the survey paper by Cirac and Verstraete [16], which also explains the connection of TNS to techniques like the density matrix renormalization group (DMRG), the multiscale entanglement renormalization ansatz (MERA), and projected entangled pair states (PEPS).

If such tensor diagrams are used to represent quantities like \( \langle \Psi | \Psi \rangle \) or \( \langle \Psi | \sigma_2 \sigma_4 | \Psi \rangle \) (see, e.g., Fig. 2 in [16]), they have two conjugate parts, like the factor graphs in the present paper (Fig. 13 etc.). It should be noted, however, that the graphical conventions of tensor networks differ from factor graphs in this point: the meaning of a tensor network diagram frequently depends on its orientation on the page (see, e.g., [18]), and exchanging left and right amounts to a transposition, as illustrated in Fig. 62.

B. Quantum Bayesian Networks and Quantum Belief Propagation

Whereas the present paper uses conventional Forney factor graphs (with standard semantics and algorithms), various authors have proposed modified graphical models or specific “quantum algorithms” for quantum mechanical quantities [21], [35], [36]. Such graphical models (or algorithms) are not compatible with standard statistical models.

C. Keldysh Formalism

There are some high-level similarities between the graphical models in the present paper and some diagrams that appear in the context of the Keldysh formalism (see, e.g., [37]); in particular, both have “two branches along the time axis.” However, there are also substantial dissimilarities: first, the diagrams in the Keldysh formalism also have a third branch along the imaginary axis; second, our factor graphs are arguably more explicit than the diagrams in the Keldysh formalism.

D. Normal Factor Graphs, Classical Analytical Mechanics, and Feynman Path Integrals

In [38], it is shown how Forney factor graphs (= normal factor graphs) can be used for computations in classical analytical mechanics. In particular, it is shown how to represent the action \( S(x) \) of a trajectory \( x \) and how to use the stationary-sum algorithm for finding the path where the action is stationary.

It is straightforward to modify the factor graphs in [38] in order to compute, at least in principle, Feynman path integrals, where \( \exp(\frac{i}{\hbar} S(x)) \) is integrated over a suitable domain of paths \( x \); essentially by replacing the function nodes \( f(\cdot) \) in [38] by \( \exp(\frac{i}{\hbar} f(\cdot)) \), and by replacing the stationary-sum algorithm by standard sum-product message passing [4].

APPENDIX B

WIGNER–WEYL REPRESENTATION

The Wigner–Weyl representation of quantum mechanics expresses the latter in terms of the “phase-space” coordinates \( \mathbf{q} \) and \( \mathbf{p} \) (corresponding to the position and the momentum, respectively, of classical mechanics). When transformed into this representation, the density matrix turns into a real-valued function.

So far in this paper, all variables were assumed to take values in some finite set without any structure. However, the Wigner–Weyl representation requires that both the original coordinates \( X \) and \( X' \) and the new coordinates \( \mathbf{p} \) and \( \mathbf{q} \) can be added and subtracted and admit a Fourier transform as in (80) and (84) below. In the following, we assume \( X_k, X'_k, \mathbf{p}_k, \mathbf{q}_k \in \mathbb{R}^N \) for all \( k \).

In a factor graph with continuous variables, the exterior function of a box is defined by integrating over the internal
Fig. 63. Wigner–Weyl transform of a quantum factor graph with $W$ as defined in Fig. 64. Top: quantum system with a single measurement yielding $Y$. Middle: inserting neutral factors (identity operators) $I = WW^{-1}$ does not change the exterior function $p(y)$. Bottom: closing the dashed boxes yields the factor graph of the Wigner–Weyl representation. The termination box reduces to an empty box.

Fig. 64. Factor graphs of Wigner–Weyl transformation operator $W$ (left) and its inverse (right). The unlabeled box inside $W$ represents the factor $\mathcal{F}$; the unlabeled box inside $W^{-1}$ represents the factor $\mathcal{F}^{-1}$. 
variables, i.e., the sum in [5] and [6] is replaced by an integral. Moreover, the equality constraint function [9] becomes
\[ f(x_1, \ldots, x_n) = \delta(x_1 - x_2) \cdots \delta(x_{n-1} - x_n), \] (77)
where \( \delta \) is the Dirac delta. Finally, matrices (cf. Section [11-B]) are generalized to operators, i.e., the sums in [11] and [12] are replaced by integrals.

The transformation to the Wigner–Weyl representation uses an operator \( W \) that will be described below. Factor graphs for the Wigner–Weyl representation may then be obtained from the factor graphs in Sections [III–V] by a transformation as in the Wigner–Weyl representation may then be obtained from the expression for the second moment of \( \rho \), which again leaves \( p(y) \) unchanged. The Wigner–Weyl factor graph is then obtained by closing the dashed boxes in Fig. [63] (bottom). (The Wigner–Weyl representation has thus been obtained as a “holographic” factor graph transform as in [27], [28].)

The operator \( W \) encodes the relations
\[ X = q - s \] (78)
\[ X' = q + s \] (79)
and the Fourier transform with kernel
\[ \mathcal{F}(s, p) = \left( \frac{1}{\pi \hbar} \right)^N e^{(i/\hbar)2p's}. \] (80)
For the purpose of this paper, \( \hbar \) (the reduced Planck constant) is an arbitrary scalar factor.

The factor-graph representation of the operator \( W \) (shown left in Fig. [64]) consists of two factors: the first factor is
\[ \delta(x - (q - s)) \delta(x' - (q + s)), \] (81)
which encodes the contraints (78) and (79); the second factor is the Fourier kernel (80).

The factor-graph representation of \( W^{-1} \) (right in Fig. [64]) consists of the inverse Fourier transform kernel
\[ \mathcal{F}^{-1}(s, p) = e^{(i/\hbar)2p's} \] (82)
and the factor
\[ \delta(q - \frac{1}{2}(x + x')) \delta(s - \frac{1}{2}(-x + x')). \] (83)

Closing the “initial state” box in Fig. [63] yields the function
\[ \mu_W(q, p) = \int_{-\infty}^{\infty} \left( \frac{1}{\pi \hbar} \right)^N e^{(i/\hbar)2p'Ts} \rho(q - s, q + s) \, ds \] (84)
for \( q = q_0 \) and \( p = p_0 \), which is easily seen to be real (since \( \rho(x, x') = \rho(x', x) \)).

Closing the “termination” box in Fig. [63] yields the function
\[ \rho_{WW}(q, p) = \int_{-\infty}^{\infty} e^{(-i/\hbar)2p'Ts} \rho(q - s, q + s) \, ds \] (85)
\[ = 1. \] (86)
The termination box thus reduces to an empty box and can be omitted.

### Appendix C

#### Monte Carlo Methods

Let \( f(x_1, \ldots, x_n) \) be a nonnegative real function of finite-alphabet variables \( x_1, \ldots, x_n \). Many quantities of interest in statistical physics, information theory, and machine learning can be expressed as a partition sum
\[ Z_f \triangleq \sum_{x_1, \ldots, x_n} f(x_1, \ldots, x_n) \] (87)
of such a function \( f \). The numerical computation of such quantities is often hard. When other methods fail, good results can sometimes be obtained by Monte Carlo methods [40]–[42].

A key quantity in such Monte Carlo methods is the probability mass function
\[ p_f(x_1, \ldots, x_n) \triangleq f(x_1, \ldots, x_n)/Z_f. \] (88)

An extension of such Monte Carlo methods to functions \( f \) that can be negative or complex was outlined in [43]. However, only the real case (where \( f \) can be negative) was addressed in some detail in [43]. We now substantiate the claim from [43] that complex functions \( q \) as represented by the factor graphs of this paper can be handled as in the real case.

We will use the abbreviation \( x \triangleq (x_1, \ldots, x_n) \), and, following [43], we define
\[ Z_{|f|} \triangleq \sum_x |f(x)| \] (89)
and the probability mass function
\[ p_{|f|}(x) \triangleq \frac{|f(x)|}{Z_{|f|}} \] (90)
Note that \( p_{|f|} \) inherits factorizations (and thus factor graphs) from \( f \). This also applies to more general distributions of the form
\[ p(x; \rho) \propto |f(x)|^\rho \] (91)
for \( 0 < \rho < 1 \).

For the real case, the gist of the Monte Carlo methods of [43] is as follows:
1. Generate a list of samples \( x^{(1)}, \ldots, x^{(K)} \) either from \( p_{|f|}(x) \), or from a uniform distribution over \( x \), or from an auxiliary distribution \( p(x; \rho) \) as in (91).
2. Estimate \( Z \) (and various related quantities) from sums such as
\[ \sum_{k: f(x^{(k)}) > 0} f(x^{(k)}) \] (92)
For the augmented list of samples, the sum (92) becomes
\[ \sum_{k: f(x^{(k)}) < 0} f(x^{(k)}), \]  
(93)
or
\[ \sum_{k: f(x^{(k)}) > 0} \frac{1}{f(x^{(k)})} \]  
(94)
and
\[ \sum_{k: f(x^{(k)}) < 0} \frac{1}{f(x^{(k)})}, \]  
(95)
or, more generally,
\[ \sum_{k: f(x^{(k)}) > 0} \frac{f(x^{(k)})}{f(x^{(k)})^{\rho_1}} \]  
(96)
and
\[ \sum_{k: f(x^{(k)}) < 0} \frac{f(x^{(k)})}{f(x^{(k)})^{\rho_2}} \]  
(97)
The idea is always that the sampling probability equals the denominator (up to a scale factor), which results in simple expectations for these sums. (The quantities (96) and (97) are not actually mentioned in [43], but they arise from translating multi-temperature Monte Carlo methods (cf. [41], [42] to the setting of [43].)

Note that Step 1 above (the generation of samples) generalizes immediately to the complex case; our issue here is Step 2, where the generalization is less obvious.

Recall now that all factor graphs in Sections III-VI represent functions with the structure
\[ q(x, x', y) = g(x, y)g(x', y) \]  
(98)
as in Fig. 13. But any such function satisfies
\[ q(x, x', y) = \overline{q(x', x, y)}. \]  
(99)
Under any of the probability distributions in Step 1 above, a configuration \( (x, x', y) \) then has the same probability as the conjugate configuration \( (x', x, y) \) (i.e., \( (x, x', y) \) and \( (x', x, y) \) are so-called antithetic variates). We can thus double the list of samples in Step 1 by adding all the conjugate configurations. For the augmented list of samples, the sum (92) becomes
\[ \sum_{k: f(x^{(k)}) + f(x^{(k)}) > 0} f(x^{(k)}) + f(x^{(k)}), \]  
(100)
and the sums (93)–(97) can be handled analogously.
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