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ABSTRACT

This paper introduces a computational strategy to collaboratively develop the Galerkin Finite Volume Method (GFVM) as one of the most straightforward and efficient explicit numerical methods to solve structural problems encountering material nonlinearity in a small limited area, while the remainder of the domain represents a linear elastic behavior. In this regard, the Element Free Galerkin method (EFG), which is remarkably robust and accurate, but presumably more expensive, has locally been employed as a nonlinear sub-model to cover the shortcomings of the GFVM in the elastoplastic analysis. Since the formulations of these two methods are fundamentally different, the iterative zonal coupling has been accomplished using overlapping Multi-Grid (MG) patches with a non-matching interface and Iterative Global/Local (IGL) approach. The main property of such an algorithm is its non-intrusiveness, which means the complex nonlinear EFG solver is locally utilized over an elastic global GFVM without any geometric modification. This method is verified and investigated with available analytical and numerical solutions which gave quiet promising results showing the robustness and accuracy of the method. The Moving Least-Square approximation (MLS) has widely been applied on transfer level due to the non-conforming interface at the patch edges, and easily allows us to attach complex geometries with different mesh patterns. The new type of Quasi-Newtonian accelerator is adopted on the global material constitutive matrices and its convergence property and accuracy is compared with dynamic Aitken accelerators for two-dimensional problems in MATLAB. Finally, various accelerator types and mapping strategies are also concerned in the examination.

doi:10.5829/ije.2020.33.03c.03

NOMENCLATURE

\( C_{\text{wave}} \) wave velocity \( \mathbf{u}^l, \mathbf{u}^g \) local and global displacement values

Average size of equivalent control volume \( \sigma^l, \sigma^g \) local and global stress values

Global and local domain \( F_{GL}, u_{GL} \) interfacial nodal forces and displacements

Intersection of global and local domain \( P, R \) prolongation and restriction operators

Elasto-plastic material constitutive matrix \( \mu_{(k)} \) relaxation coefficient in the \( k \)th step

Dimensionless size of the support domain \( K_L \) local stiffness matrix

Unit outward normal vector \( R_{\text{res}}^k \) the interfacial residual L2-norm error

1. INTRODUCTION

In the numerical simulation of the material nonlinearity in large complex domains encountering small critical zones, it is very usual to implement a Finite Element (FE) solver on the entire domain. According to the established procedures, the nonlinear equilibrium equations are solved by dividing the external load into individual load increments and using Newton’s method at each increment. These procedures could lead to unaffordable
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calculation costs, particularly in extremely large domains or complex load patterns. One of the drawbacks of such single-models, which have been widely used in computational mechanics, is that the overall efficiency is intensively influenced by the small nonlinear zones.

Multi-model approaches would be an appropriate answer to these limitations. The first choice is sub-modeling in which a global linear solver followed by a local nonlinear “patch” which covered the demanding global zone and operated by the global displacements [1], [2] or stresses [3]. In this regard, multiple specific methods can separately be employed in their relevant part. Although practically acceptable and analytically accurate, those methods suffer from a series of limitations such as a one-way data transition which neglects the global influence of local plasticity [4]. Therefore, stress redistribution and displacement compatibility, cannot be globally obtained. In this regard, some researchers have recommended a global iterative correction [5, 6], or static condensation [7, 8] to modify global results. Nevertheless, most of those were introduced as structural zooming or mesh adaptation just for linear elasticity, and are not entirely applicable for nonlinear analysis.

Another alternative is to employ multi-scale techniques [9] such as the micro/macro strategy [10], [11] or nonlinear localization techniques [12, 13]. Also the coupling techniques such as Implicit Direct Coupling Approach (IDCA) [14, 15], and Explicit Iterative Coupling Approach (EICA) [16] are the choice. In EICA solver, known as Neumann-Dirichlet, the required matrix dimension to solve the problem is much smaller than that of the conventional direct coupling. Whitcomb [6, 17] proposed The Iterative Global/Local (IGL) scheme based on EICA and noticed the severe converge problem to satisfy the equilibrium equation between the overlapping local grids and global background domain. In this regard, Carlos and Felippa [18] use Lagrange multipliers to satisfy the interface displacement compatibility, and various relaxation parameters were represented by Elleithy on transfer region to enhance the convergence level [19, 20]. In fact, those methods are robust and efficient, but they use complicated formulations which intrusively affect the global framework and therefore, commercial FE software or industrial data sets cannot be employed arbitrarily [21]. Although those techniques have proved their promising performance, it would be time-consuming and challenging to perform them in industrial applications. Consequently, they would be considered as a moderate solution, rather than an efficient practical technique. Recently, a non-intrusive IGL has been implemented by Duval and Passieux [22-27] to overcome the drawbacks by entirely releasing the global configuration. In this method, the global and local methods may include various geometric configurations, different mesh details, or independent governing constitutive laws. They can also be a separate piece of code, without any similarity. In spite of those efforts, the computational efficiency of such strategies is still an open issue and needs more discussion.

In this paper, we have developed a zonal coupling to improve the linear-elastic Galerkin Finite Volume solver (GFVM) [28, 29] by nesting the nonlinear Element Free Galerkin (EFG) [30, 31] to consider the local plasticity in structural material. The method is built on the non-intrusive IGL and some improvements are introduced that significantly enhance the accuracy and robustness of the method. The authors are globally utilized the GFVM, which is relatively efficient, accurate, and fast in terms of linear elasticity, to explicitly solve the problem and considerably simplify the modeling. Although the GFVM has proven to be effective in crack analysis [32], it is not preferable in terms of nonlinear analysis. Therefore, the EFG, which is more robust and mature technique, is patched with non-matching (nested) interface, to easily carry out the effects of local nonlinearity without suffering from heavy computational workload. The focus of the current study is to examine the feasibility of the explicit coupling for elastoplastic materials and the convergence of the proposed algorithm. Therefore, relatively simple elastoplastic problems with known analytical or finite element results are used for comparison to test the accuracy and efficiency of the proposed elastoplastic zonal coupling.

This method has some advantages, such as simpler formulae and directly transferring the interfacial boundary values. Altogether, the results of three numerical examples show that the computational speed and precision of the coupled method are higher than that of the single nonlinear EFG model.

In the present work, we extend the Quasi-Newtonian SR1 accelerator based on the material constitutive matrices to elastoplasticity. By means of this specific type of relaxation parameter, the iterative coupling between explicit and implicit solvers is easily become possible. The governing equation is obtained from the weak form of elastoplasticity over a local sub-domain, and the MLS approximation is used for data transferring on non-matching interfaces. The constitutive law is the small deformation, based on von Mises yielding criterion and strain general isotropic hardening.

2. GALERKIN FINITE VOLUME (GFVM) ON GLOBAL ELASTIC DOMAIN

GFVM is a precise, fast, and reliable numerical technique to solve boundary value problems, without any matrix operation, which was first introduced as a structural solver module of NASIR (Numerical Analyzer for Scientific and Industrial Requirements) software developed by Sabbagh-Yazdi et al. [32-35]. GFVM is an
iterative cell-vertex finite volume solver which solves the integral form of the governing equations on unstructured triangular meshes. This method is well-examined in various small strain mechanical problems as well as dynamic analysis [36], crack growth [37], dynamical failure [38, 39], and thermal elasticity [40].

According to this method, by multiplying the weight function (ω) by the Cauchy equation [33, 40], the Galerkin weak form is obtained as:

\[ \int_{\Omega} \omega \cdot \mathbf{p} \frac{\partial \mathbf{w}}{\partial t} d\Omega = \int_{\Omega} \omega \cdot (\nabla \cdot \mathbf{F}) d\Omega + \int_{\Omega} \omega \cdot b_i d\Omega \]  

where \( b \) is the body force, \( \rho \) the material mass density and \( F_i \) the force vector. By step-by-step integrating the first term on the right-hand side of the Equation (1), it could be rewritten as:

\[ \int_{\Omega} \omega \cdot (\nabla \cdot \mathbf{F}) d\Omega = [\omega, \mathbf{F}]_{\partial \Omega} - \int_{\Omega} (\nabla \cdot \mathbf{F}) \omega d\Omega \]  

In Equation (2), while the weight function (ω) is equal to the linear interpolation function (φ), \( [\omega, \mathbf{F}]_{\partial \Omega} \) would be zero on the boundaries of the integration subdomain. The last term of the Equation (1) is discretized as follows:

\[ - \int_{\Omega} (\mathbf{F}, \mathbf{F}) \omega d\Omega \approx - \frac{1}{2} \sum_{k=1}^{n} \mathbf{F}(\Delta t)_{ik} \]  

where \( \Delta t \) is the normal vector of the \( k \)-th surface. By applying the FDM concept to discretize the transient term of the Cauchy Equation by the algorithm mentioned by Sabbagh-Yazdi et al. [40] and by putting Equations (2) and (3) into (1), we finally have:

\[ \left( u_{ij} \right)_{t+\Delta t} = \left( u_{ij} \right)_{t} \frac{\Delta t}{2} \left( u_{ij} \right)_{t-\Delta t} + \frac{3(\Delta t)^2}{2\mu \Delta x} \sum_{m=1}^{n} \left( \frac{\partial_{\Delta x} \Delta x_{2} + \partial_{\Delta x} \Delta x_{1} + F_{ik} \right)_{k} \frac{2 \beta_{\Delta x} \Delta t}{3} \]  

\[ \sigma_{ij} = C \left[ u_{x} \Delta y - u_{y} \Delta x \right]_{m} \]  

where \( A_{k} \) is the area of the triangular element associated with the boundary \( k \), and tensions are calculated at the center of the triangular element. Note that the time interval \( \Delta t \) does not have any physical interpretation in solving equilibrium problems and is only a virtual parameter used to solve the problem in an iterative manner [28]. The above explicit formulation requires an iterative process that converges during the progressive incremental procedure. In order to stabilize the explicit solution and to increase the convergence speed, appropriate time increment should be considered which depends on the material type and the control volume size which should be checked by Equation (6) for each control volume as follow:

\[ \Delta t_{n} \leq \frac{r_{n}}{c_{\text{wave}}} \]  

where \( c_{\text{wave}} \) is the wave velocity and \( r_{n} \) the average radius of equivalent circle that matches with the desired control volume [32].

3. NONLINEAR ELEMENT FREE GALERKIN (NL-EFG) ON LOCAL DOMAIN

For an elastoplastic state, the material stiffness continuously varies, and the incremental stress-strain relationship for each node is given by [41]:

\[ d\sigma = D_{ep} d\varepsilon \]  

where \( D_{ep} \) is the elastoplastic material constitutive matrix, and \( d\varepsilon \) the overall strain increment as follows:

\[ d\varepsilon = d\varepsilon_{e} + d\varepsilon_{p} \]  

where \( d\varepsilon_{e} \) and \( d\varepsilon_{p} \) are elastic and plastic strain increments. According to the Associated Flow Rule, the failure criterion is \( f(\bar{\sigma}) = 0 \), where \( f \) is a failure function. According to the von Mises yield criterion, \( f(\bar{\sigma}) = \bar{\sigma}^{2}/3 \), where \( \bar{\sigma} \) is the tensile yield stress. Having taken the derivatives, we obtain:

\[ df = \frac{\partial f}{\partial \bar{\sigma}} d\bar{\sigma} + \frac{\partial f}{\partial \bar{\sigma}_{p}} d\varepsilon_{p} = 0 \]  

For simplicity, taking \( \frac{\partial f}{\partial \bar{\sigma}} = a^{T} \) and \( A = -\frac{\partial f}{\partial \bar{\sigma}_{p}} \), we can rewrite Equation (9) in the following form:

\[ D_{ep} = D_{e} - \frac{D_{ep} a^{T}}{[\lambda + \alpha \sigma D_{e}]} \]  

4. ITERATIVE OVERLAPPING COUPLING

Coupling (mixed) methods are classified as applied multi-model answers to overcome some of the limitations of single-model approaches. These techniques cover a wide range of multi-scale and multi-model approaches such as iterative coupling based on the Domain Decomposition (DD), direct coupling, multi-grid method, and IGLs. Each coupling method contains at least two separate systems of equations and corresponding results should be matched together on their boundary interfaces. It is quite crucial to mention that the main challenge, especially in the iterative schemes, is the convergence issue, and various alternatives have been proposed by several authors to overcome this issue.

In this paper, the GFVM was performed globally mainly due to its prominent speed and acceptable accuracy in linear parts of structural problems. Although GFVM is a vertex-based method which utilizes the Galerkin weighted residuals and linear shape functions for triangular elements, the final formulations were
obtained without any shape function; therefore, it is classified as an explicit solution. In other words, the whole problem would be solved locally without any global matrix. For the part of the problems with nonlinear behavior, we need a more efficient method rather than GFVM, and it could be any of the well-known precise non-linear methods. Therefore, EFG was chosen to solve local nonlinearities.

According to the fundamental differences between GFVM and EFG, the direct coupling of these two is not practically possible. Therefore the only choice is IGL and the best one would be the non-intrusive approach which has been implemented by Duval and Passieux [22-27]. One of the prominent advantages of the non-intrusive IGL is the integrity of the background mesh all over the solution processes. Therefore, the computational mesh outlasted completely intact during solution steps, which means the position and the number of nodes and elements always remain constant. Whereas many parameters are related to the nodal positioning and element geometries, most of the parameters such as tangential and orthogonal components of unit vectors, and the nodal and elemental surface area are calculated only once at the beginning of the solution. Altogether, the advantages of the non-intrusive IGL are outlined as follows:

- The background (global) mesh remains unchanged, which is especially valuable for cases where the global grid relates to a large-scale structure within a very large number of degree of freedom. Due to the reduction in the iterative computations caused by the generated grid, the stiffness matrix, force vectors and other global parameters were calculated once in the initialization of the computation.
- With the material non-linearity or crack discontinuity, a local grid can be created for complex non-linear analysis, which could be overlapped on the global grid.
- The local grid can be fully independent of the global background mesh. According to Figure 1, it can be observed that the local solution method can be different from the global model, in terms of the nodal distribution, density, layout, element degree of precision, and discretization techniques.
- The local model is represented as a corrector operator to improve the background results. Therefore, any model with specific characteristics can be applied for the non-linear area. As a consequence, a wide range of implicit and explicit numerical methods can be combined to increase the efficiency of the solution considering desired mechanical issues such as interaction, multi-scale, multi-grid, and coupling problems.

In terms of local and global positioning, coupled methods are divided into overlapping and non-overlapping systems. In non-overlapping system, the global configuration and parameters should fundamentally change according to the solution results of the plastic zone. Such a strategy not only is in conflict with the non-intrusiveness but also would end up with a significant convergence dilemma. In overlapping concept, various scenarios can be considered, for the local and global pattern. The simplest one is to utilize a part of the background nodes as common global/local nodes. The number and position of these nodes exactly match with the corresponding global nodes. Therefore, the data transition between these overlapped areas is accurately attainable at common nodes without any specific operator. Since we need more level of complexity and accuracy in the nonlinear analysis at the limited area, enough nodal density and accuracy, would not be provided by the same nodal configuration. Therefore, as illustrated in Figure 1, the non-matching form, in which the interfacial nodes are not necessarily compatible together, could be a feasible strategy.

### 4. 1. IGL Zonal Patching Formulation

The global/local technique, divides the material nonlinear analysis into two parts:

1. Linear elastic analysis of the global materials
2. The local nonlinear analysis to consider failure and fracture criteria

In this regard, the force equilibrium and the displacement compatibility to pair \( \Omega^G \) and \( \Omega^L \), are given as follows:

\[
\begin{align*}
\mathbf{u} &= \begin{cases}
\mathbf{u}^{\text{Local}} & \text{in non-linear area only} \\
\mathbf{u}^{\text{Global}} & \text{everywhere else}
\end{cases} \\
\mathbf{u}^{L} &= \mathbf{u}^{G} & \text{on } \Gamma \\
\sigma^{L} n_l + \sigma^{G} n_g &= 0 & \text{on } \Gamma
\end{align*}
\]

\( u^L, u^G, \sigma^L \) and \( \sigma^G \) are the interfacial values of displacements and stresses on the transition region between global and local areas. \( \Omega^{GL} \) is a part of the global domain, which overlaps with \( \Omega^L \) and \( \Gamma \) is the local boundary. Also, \( n_l \) and \( n_g \) are normal boundary vectors on local and global boundary nodes. Based on the non-intrusive framework, the solution algorithm contains only subdomain outputs, and the ultimate solution consists of neither a direct matrix relationship nor a combination of system matrices between different methods. In this regard, a special algorithm similar to the Newton-Raphson method may be used as follows [26]:

![Figure 1. Non-matching configuration of the IGL and interface boundary edges](image-url)
1. Global initial solution: Solve the problem assuming the entire domain is in the elastic condition.

2. Solution on local domain: The problem is solved locally affected by the parts of the global responses as boundary conditions. Although these boundary values can be nodal displacements or forces, the displacement integrity and compatibility would be guaranteed by displacement transition to the local edges.

3. Calculation of the residual values: Convergence is fundamentally dependent on the response equilibrium between two overlapping domains. In order to satisfy Equation (11) and reach convergence, the interfacial residual norm should be minimized.

4. Modification on the global material constitutive matrix and/or global stresses: If the residual norm of the displacements is not small enough, it will be added to the global domain as a correction value.

According to the above explanations, the correction of the global solution will appear in the following form [42]:

\[
\mathbf{K}_G\mathbf{U}_G^{k+1} = F_G^k + \text{Res}^k
\]

\[
\text{Res}^k = [\mathbf{K}_G]\mathbf{U}_G^k - \left[ \mathbf{R}\mathbf{K}_L\mathbf{U}_L^{k+2} \right]
\]

where \( F_G^k \) and \( \mathbf{U}_G^k \) are the global force and displacement vectors in step \( k \), and \( \mathbf{R} \) is the Restriction operator which maps local nodal values on global nodes. In this article, \( (k - \frac{1}{2}) \) always refers to local step between \( (k - 1)_{th} \) and \( (k)_{th} \) global steps, and \( (k + \frac{1}{2}) \) refers to local step between \( (k)_{th} \) and \( (k + 1)_{th} \) global steps. Multiplying \( \mathbf{K}_G^{-1} \) by both sides of Equation (12), we get:

\[
\mathbf{U}_G^{k+1} = \mathbf{U}_G^k + \mathbf{K}_G^{-1}\text{Res}^k
\]

\[
\mathbf{U}_L \text{ in Equation (13) is defined as:}
\]

\[
\mathbf{U}_L^{k+2} = \mathbf{U}_L^{k+1} + \mathbf{P}[\Delta \mathbf{U}_G^k]
\]

\[
\Delta \mathbf{U}_G^k = \mathbf{U}_G^{k+1} - \mathbf{R}\mathbf{U}_L^{k+2} = \mathbf{K}_G^{-1}\text{Res}^k
\]

where \( \mathbf{P} \) is the Prolongation operator to map global nodal values on local nodes. These interfacial values converge with regard to the following relationships and after several iterations (usually less than 5).

\[
\mathbf{K}_L\mathbf{U}_L^{k+1} = \mathbf{F}_L \quad \text{with} \quad \mathbf{U}_L^{k+1} = \mathbf{P}\mathbf{U}_G^{k+1}
\]

These steps continue until \( \text{Res}^k \) or \( \Delta \mathbf{U}_G^{k+1} \) reduces to a predefined value. In Equation (15), \( \mathbf{K}_L \) and \( \mathbf{K}_G \) are the local and global stiffness matrices. In many cases, such as commercial software, it is almost impossible to extract the stiffness matrix. Moreover, in explicit solvers such as Matrix free GFVM, practically the stiffness matrix is meaningless. Here, based on the GFVM explicit solution in Equation (4), the displacements are the function of the last two sub-iterations as below:

\[
u^{t+\Delta t} = \sum_{m=1}^{N} \mathbf{U}(u^t u^{t-\Delta t} \sigma f b)
\]

Then, according to the Hooke’s law, Equation (13) can be modified as follow:

\[
u^{k+1} = \nu^k + \sum_{m=1}^{N} \mathbf{U}\left[\begin{array}{c}
u^k \\
p^T \mathbf{K}_L \mathbf{U}_L^{k+2} \end{array}\right] \sigma_f \mathbf{f}_G \mathbf{b}_G
\]

If the local stresses are mapped onto the global domain as boundary tractions:

\[
\mathbf{F}_G^{k+1} = \mathbf{F}_G^k + \sum_{m=1}^{N} \mathbf{P}\left[\begin{array}{c}
u^k \\
p^T \mathbf{K}_L \mathbf{U}_L^{k+2} \end{array}\right] \mathbf{b}_G
\]

In Equations (17) and (18), the local nonlinear EFG is implicitly solved as follow:

\[
u^{k+2} = \nu^{k+1} + \mathbf{P}[\mathbf{U}_G^k - R \mathbf{U}_L^{k+2}]
\]

Multiplying \( \mathbf{K}_L \) by both sides of Equation (19), we get the local force vector:

\[
\mathbf{F}_L^{k+2} = \mathbf{K}_L \mathbf{U}_L^{k+2} = \mathbf{F}_L^{k+1} + [\mathbf{U}_L^{k+2} - \mathbf{P}\sigma_k^L]_{p, \mathbf{n}}
\]

Equations (17) to (20) are the underlying framework of the proposed method. The convergence of these values will be obtained by Equation (15). Although these equations comprehensively represent the solution technique, since the non-linear computations never perform globally, the global stiffness would be more than the local one in the same area. Due to this inconsistency in the nonlinear zone, severe errors and instabilities would happen all over the solution domain. Disparity on stiffness amplitudes makes forces and displacements impossible to be concurrently balanced and practically complete convergence would never occur, and even after the convergence, the captured answer would not be valid.

In this situation, to balance the forces and displacements, depending on which type of parameters transfer on transition zones, we encounter the following cases:

1. Sending (\( \sigma_k^L \)), and receiving (\( \Delta \mathbf{U}_L^{k+1} \)) in return: in such circumstances, the global stresses (\( \sigma_k^L \)) are sent to local edges as a Neumann boundary traction, and in return, the local displacements (\( \Delta \mathbf{U}_L^{k+1} \)) are received as a Dirichlet boundary condition on the global interface. The mentioned transformed boundary traction is equal to:

\[
\Delta \mathbf{U}_L^{k+1} = \frac{1}{2} \sum_{k=1}^{N} (\Delta \sigma_k^L \mathbf{n})_k
\]

\[
\Delta \sigma_k^L = \sigma_k^L - \mathbf{P}\sigma_k^L
\]

Here, the displacement compatibility would be automatically satisfied by enforcing the local nonlinear deformations on the global interface. To control the force equilibrium, if \( (\mathbf{D}_G^k)^{k+1} \) is updated according to the corresponding local values, the \( \sigma_k^{k+1} \) would be
automatically adjusted by each of the following equal terms:

\[ \sigma_{G}^{k+1} = \boldsymbol{P}^{T} \sigma_{L}^{k+1} \]  \hspace{1cm} (22)

\[ \sigma_{G}^{k+1} = (\boldsymbol{D}_{G})^{\top} \sigma_{G}^{k+1} \boldsymbol{R}_{G}^{k+1} \]  \hspace{1cm} (23)

Otherwise, if \((\boldsymbol{D}_{G})^{k+1}\) is not modified, the results of Equation (23) will be much greater than Equation (22), because of the more global stiffness. Therefore, it is always preferred to update \(\sigma_{G}^{k+1}\) by Equation (22) at the end of the solution, to achieve the force equilibrium.

2. Sending \((u_{G}^{k})\), and receiving \((\sigma_{L}^{k+1/2})\) in return: here, the global displacements \((u_{G}^{k})\) are sent to local edges as Dirichlet boundary condition, and the global stresses would be updated by the returned local stresses \((\sigma_{L}^{k+1/2})\) at the end of each iteration. In this case, if \((\boldsymbol{D}_{G})^{k+1}\) is modified according to the corresponding local values, \((\sigma_{G}^{k+1})\) would also be adjusted by Equations (22) or (23). Otherwise, due to the lack of returned displacement enforcement and differences between stiffnesses, the displacement compatibility would never be satisfied. Therefore, in return, not only the stresses but also the global material constitutive matrix should be updated by the local one. Meanwhile, to stabilize the static equilibrium, it is necessary to tie up at least two couples of neighbouring nodes.

3. Sending \((u_{G}^{k})\), and receiving \((u_{L}^{k+1/2})\) in return: in this case, the two-way displacement transition would guarantee solution convergence, but it is important to notice that the smaller the distance between these two transition areas, the higher the number of iterations. In fact, if these areas have any overlap, the results of the corresponding nodes would be exactly the same, which means that the solution will never converge.

4. Sending \((\sigma_{G}^{k})\), and receiving \((\sigma_{L}^{k+1/2})\) in return: in this case, due to the lack of displacement consistency, the solution would be converged so hard; therefore, this approach will not be recommended.

In this paper, the first and second of the above cases are considered based on the following iterative algorithm which visualized in Figure 2.

4. 2. Convergence Algorithm Using Iterative Neumann-Dirichlet [19]

- Step 1: Solving the global problem disregarding any local effect and obtaining \([u_{G}^{k}]\) and \([\sigma_{G}^{k}]\) values.

- Step 2: Calculation of stresses \([\sigma_{G}^{k}]\) and displacements \([u_{G}^{k}]\) on global domain from Equations (4) and (5), at the beginning of each iteration \((k = 1, 2, \ldots)\).

- Step 3: Mapping global stresses \([\sigma_{G}^{k}]\) or global displacements \([u_{G}^{k}]\) on the local transition boundary as a traction \([p_{L}^{k+1/2}]\) or as an essential boundary condition \([u_{L}^{k+1/2}]\) based on the Equations (19) and (20) as follows:

\[ u_{L}^{k+1/2} = u_{L}^{k} + P\Delta u_{G}^{k} \]  \hspace{1cm} (24)

\[ F_{L}^{k+1} = K_{L}u_{L}^{k+1} + \sigma_{L}^{k+1} - \sigma_{G}^{k}, \bar{n}_{i}^{k} \]  \hspace{1cm} (25)

- Step 4: Computing \([\sigma_{L}^{k+1}]\) and \([u_{L}^{k+1}]\) values and interpolating them on global interfacial nodes as \([F_{G/L}^{k+1}]\) or \([u_{G/L}^{k+1}]\) as follows:

\[ u_{G/L}^{k+1} = u_{G}^{k+1} + (1 - \alpha) \sigma_{L}^{k+1, n} \]  \hspace{1cm} (26)

\[ p_{G/L}^{k+1} = p_{G}^{k+1} + (1 - \beta) \sigma_{G}^{k+1} \]  \hspace{1cm} (27)

where \(\alpha\) and \(\beta\) are relaxation parameters to accelerate and guarantee the convergence, which will be presented, in more details, in section 0.

- Step 5: Modifying global displacements \([u_{G}^{k+1}]\) or \([\sigma_{G}^{k+1}]\) at local boundary for next computational step according to the Equations (17) and (18) using the last accelerated boundary values.

- Step 6: Convergence control:

\[
\frac{||u_{G}^{k+1} - u_{G}^{k+1/2}||}{||u_{G}^{k+1} - u_{G}^{k}||} < \varepsilon : \text{stop} \quad \text{else: } \{ k \rightarrow k + 1 \} \]  \hspace{1cm} (28)

In the above algorithm, steps 2-5 are called multi-grid cycles.

![Figure 2. Flowchart for nonlinear zonal coupling](image-url)
4.3 Convergence, Relaxation Parameters, and Accelerators

The most critical point in iterative coupling is the convergence, which depends on the differences in tensions, deformations and mechanical properties of the materials on two overlapping areas and their boundaries. Figure 3 illustrates the linear oscillation of the global/local edges in order to match together. To accelerate the convergence speed, and smoothen the oscillations, some relaxation parameters should be implemented. One of these acceleration techniques is the quasi-Newtonian family in which the Symmetric Rank One (SR1) formula was employed to accelerate the convergence rate by Gendre et al. [26]. Although it enhances the convergence speed, the updating process of the global stiffness is complicated.

Another acceleration technique that modifies interface parameters without updating the global stiffness matrix is Aitken’s $\Delta^2$ accelerator [43]. This method is one of the most effective accelerators which linearly converge and relax the iterative processes as follows:

$$u_{\text{G}}^{k+1} = \mu(k)P^T u_L^{k+1/2} + (1 - \mu(k))u_G^k$$

where $\mu(k)$ is the relaxation coefficient in the $k$th step obtained from the results of the two previous steps, $u_{G}^{k+1}$ is the displacement value used in the next global step and $P^T u_L^{k+1/2}$ is the processed local displacement at the end of $k$th step. In order to estimate the optimum relaxation factor, the following function is considered [16]:

$$f(\lambda) = \|u_{\text{G}}^{k+1} - u_{\text{G}}^k\|^2$$

By putting Equation (29) in Equation (30), we have:

$$f(\mu(k)) = \mu(k) \left(\|P^T u_L^{k+1/2} - P^T u_L^{k-1/2}\|^2 + (1 - \mu(k))\|u_G^k - u_G^{k-1}\|^2\right)$$

To achieve the optimum value for $\mu(k)$, one should compute the extremum of Equation (31) by deriving from this parameter. If we assume $P^T u_L^{k+1/2} - P^T u_L^{k-1/2} = \Delta (P^T u_L^{k+1/2})$ and $u_G^k - u_G^{k-1} = \Delta u_G^k$, then by sorting the equation, the value of $\mu(k)$ is obtained as follows:

$$\frac{\partial f(\mu(k))}{\partial \mu(k)} = 2 \left(\mu(k) \Delta (P^T u_L^{k+1/2}) + (1 - \mu(k)) \Delta u_G^k\right)\left\|\Delta (P^T u_L^{k+1/2}) - \Delta u_G^k\right\| = 0$$

$$\Rightarrow \mu(k+1) = -\mu(k)\left(\frac{\Delta u_G^k}{\Delta u_G^k - \Delta (P^T u_L^{k+1/2})}\right)$$

The relaxation coefficient obtained from Equation (32) must be calculated and used for each step between two individual domains. For the first two iterations, $\mu(k)$ is assumed to be equal to one, i.e. $u_G^0 = P^T u_L^0$ and $u_G^1 = P^T u_L^1$. It is also possible to use this coefficient by replacing the stress instead of the displacement in order to modify the global stresses as follows:

$$\sigma_G^{k+1} = \mu(k)P^T \sigma_L^{k+1/2} + (1 - \mu(k))\sigma_G^k$$

Also, to modify the global material matrix, we have:

$$D_G^{k+1}(x) = \mu(k)P^T D_L^{k+1/2}(x) + (1 - \mu(k))D_G^k(x)$$

Another way to accelerate the convergence is to use Quasi-Newtonian methods to update the stiffness matrix. If $\Delta u_G^k = u_G^{k+1} - u_G^k$ and $\Delta f_G^k = f_G^{k+1} - f_G^k$, then by SR1 and secant equations, $K_G^{k+1}$ would be calculated as follows [23], [26]:

$$K_G^{k+1} = K_G^k + \frac{(\Delta f_G^k)(\Delta u_G^k)^T}{(\Delta u_G^k)^T(\Delta f_G^k)} \approx K_G^k + \frac{(\Delta f_G^k)(\Delta u_G^k)^T}{(\Delta u_G^k)^T(\Delta f_G^k)}$$

As noted above, in many cases, access to the stiffness matrix is not possible, or the method is fundamentally matrix-free. In GFVM, the only parameter between stress and strain values is the material constitutive matrix, and here we can use Equation (35) to update this matrix instead of the stiffness matrix.

$$D_G^{k+1} = D_G^k + \frac{(\Delta f_G^k)(\Delta u_G^k)^T}{(\Delta u_G^k)^T(\Delta f_G^k)} \approx D_G^k + \frac{(\Delta f_G^k)(\Delta u_G^k)^T}{(\Delta u_G^k)^T(\Delta f_G^k)}$$

The $D_G^{k+1}$ obtained from Equations (34) or (36) could be implemented to compute global stress and displacement based on Hooke’s law on $(k+1)\text{th}$ step. The total error at each iteration is estimated by L2-norm based on Equation (37). The iteration should be continued until this value is reduced by $\varepsilon = 10^{-5}$.

$$Tol = \frac{sqr{\sum_{i=1}^{N} \left( (\mu^G)^{\text{GRVM}} - u_L^G)^2 + (u_G^i)^{\text{GRVM}} - u_G^G)^2 \right)}}{sqr{\sum_{i=1}^{N} \left( (\mu^G)^{\text{GRVM}} + (u_G^G)^{\text{GRVM}} \right)}} \times 100\% < \varepsilon$$

Figure 3. 1D representation of convergence concept in global/local method at the interface boundary.
The proposed non-intrusive overlapping concepts can be categorized into four following different types as shown in Table 1.

5. NUMERICAL EXAMPLES

In this section, two numerical examples of two-dimensional elasto-plasticity problems are solved using the coupled GFVM-EFG method. The examples include the cantilever beam subjected to a concentrated load, and a finite plate with a hole. Results from the proposed method are verified with EFG and FEM results using commercial software ANSYS. Since EFG and FEM results are approximate solutions, very dense mesh density was implemented to regard these solutions as practically exact. These models are also used for comparison; therefore, care was taken to ensure that all nodes in a proposed model coincide exactly with a subset of nodes in the corresponding EFG or FEM model in order to facilitate direct comparison.

5. 1. A Cantilever Beam Subjected to a Concentrated Loading

A plane stress cantilever beam subjected to a concentrated load applied monotonically in ten increments at the free end is considered. This case was previously examined by Cheng [44] and we compare our results to examine the validity of the solution. The length of the beam is \( L = 8 \) m, the height and width are 1 m, and the concentrated load is \( F = 1 \) N (see Figure 4). The material modulus of elasticity is \( E = 10^5 \) Pa, the Poisson’s ratio is \( \nu = 0.25 \) and the yielding stress is \( \sigma_y = 25 \) Pa. The von Mises yield criterion is used and the linear strain hardening modulus is equal to 20kPa. The global domain consists of 633 nodes and 1107 triangular elements. The maximum nodal distance of the local EFG domain is 2 cm. The local EFG solver uses a circular zone as the support domain of each node, and the scaling parameter determining the size of the support domain is \( d_{\text{max}} = 3 \). The initial local domain has 162 uniformly distributed nodes and it proportionally changed and increased at each load increment. The local domain boundary is set to be at least the 5 cm distance from the edges of the non-linear area.

We use the coupled method presented in this paper to solve the global problem. Figure 5 shows the numerical solutions of the displacements \( u \) at \( y = 0 \). It is shown that the numerical results of the proposed method are in excellent agreement with the ones obtained with the non-linear EFG and FE ANSYS software.

Figure 6 shows the load-displacement diagram of the midpoint at the left-end of the beam. The non-linear behavior of the beam can apparently be seen, and it is quite clear that the entire results have good agreement with the FEM results.

5. 2. Finite Plate with a Circular Hole

The next numerical example is a plane stress finite plate with a circular hole in the center subjected to a uniform displacement in y direction at the top and bottom sides of the plate. This problem is well-known in academic literature, so our results and procedures would also be compared with Jianfeng [45] to examine the validity of the non-linear solution. For simplicity, only a quarter of the plate was modeled due to the symmetric condition, using proper boundary conditions (illustrated in Figure 7). The modeled part of the plate is 5 m by 5 m in which the part of the circular hole of 1 m radius is located at the

| Method     | Prolonged data | Restricted data |
|------------|----------------|-----------------|
| \( M_1(a), M_1(b) \) | Displacement   | Constitutive matrix |
| \( M_2(a), M_2(b) \) | Traction       | Displacement & Constitutive matrix |

(a) Aitken's \( \Delta \); (b) Quasi-newton SR1

![Figure 4. Cantilever beam subjected to a concentrated load](image)

![Figure 5. The \( u_y \) displacements at \( y=0 \)](image)

![Figure 6. The cantilever load-displacement diagram at the end of the beam](image)
lower left corner. The global model has 951 nodes and 1794 triangular elements (see Figure 11a–c1). The maximum nodal distance in the local EFG domain is 5cm. The local EFG solver uses a circular zone as the support domain of each node, and the scaling parameter determining the size of the support domain is $d_{max}=3$. The material is ASTM A514 structural steel with Young’s modulus of 2.1e5 MPa, Poisson’s ratio of 0.3, yield stress of 900 MPa, and tangent modulus of 1000 MPa. All methods mentioned in Table 1 are considered in this example. To clarify the basic concept of the M2 method, the transmitted global stresses over the local boundaries are illustrated in Figure 8 as boundary tractions.

The yielding initially occurs on the critical value of $U_y$ equal to $b=0.7672cm$ and at the edge of the circular hole. By increasing the computed value of $U_y$ to 1.303$b$, 1.824$b$, and 2.346$b$, the L2-norm comparison between the entirely converged displacements of the proposed modeling strategy using various non-intrusive interfacing methods and ANSYS solution is represented in Table 2.

Figures 9 and 10 present the distribution of $\sigma_y$ and von Mises stress ($\sigma_{VM}$) along $y=0$, and the good agreement between proposed method and the ANSYS results is indicated. As can be seen, the maximum value of the $\sigma_{yy}$, as expected, is about 9000 kg/cm$^2$. The spreading of plastic zone for various amount of $U_y$ is shown in Figure 11a–c. For each case, the local configuration and the plastic area are visualized and compared. The final local node numbers at the end of the solution, as illustrated in Figure 11a–c1, are 180, 367, and 1284 for various $U_y$ values. It is quite clear that the plastic area is intensively spread after its initiation.

To determine the efficiency of the proposed method, the comparison with Single-EFG-model with various node densities for $U_y=2.346b=1.8cm$ is performed. The corresponding accuracy and CPU time for each method are represented in Table 3. We can see that at the same level of accuracy, the CPU time for single EFG model is 761 sec, which is 11% more than that of the proposed coupled M2(a) method (682 sec). However, more efficiency and accuracy may be achieved for GFVM-EFG model, if the more accurate non-intrusive interfacing method is applied. Therefore, it can be stated that the coupled one can improve the solution accuracy and efficiency compared to the traditional EFG method. The CPU time for M1(a) and M1(b) is 912 and 871 sec, respectively.

![Figure 7. The upper right quadrant of the plate with a hole](image1)

![Figure 8. $\sigma_{VM}$ on global deformed shape $U_y=2.346b$](image2)

![Figure 9. $\sigma_{yy}$ along $y=0$ for $U_y=824b$](image3)

![Figure 10. $\sigma_{VM}$ along $y=0$ for $U_y=824b$](image4)

| Method   | $U_y=1.303b$ | 1.824b | 2.346b |
|----------|-------------|--------|--------|
| $M_1$    | 3.05e$^3$   | 1.53e$^4$ | 5.95e$^4$ |
| $M_1(a)$ | 9.32e$^8$   | 2.80e$^6$ | 5.59e$^4$ |
| Coupled  |             |        |        |
| $M_2(b)$ | 1.13e$^4$   | 1.08e$^4$ | 2.20e$^3$ |
| EFG-GFVM |             |        |        |
| $M_2(d)$ | 7.50e$^6$   | 2.03e$^6$ | 5.67e$^4$ |
| $M_2(b)$ | 8.10e$^5$   | 2.51e$^5$ | 8.04e$^4$ |

Table 2. L2-norm errors in comparison with ANSYS

![Graph](image5)
which is 33% and 27% more than M2(a) and M2(b). This is absolutely due to the more iteration in M1 than M2.

The $\sigma_{VM}$ on deformed shape of the problem domain has been illustrated in Figure 12. Moreover, the $\sigma_{VM}$ is separately presented for $U_y = 2.346b$ on local and global configuration in Figure 13. As can be seen, good agreement between overlapping local and global results is indicated. In these figures the displacements are multiplied by 100 for clarity.

To demonstrate the iterative behavior of the proposed method, the comparison between M1 and M2 models has been implemented and the results are respectively illustrated in Figure 14 and Figure 15. At each load step, Global/Local and Newton-Raphson (NR) iterations are performed individually until the decrease of L2-norm comes within $10^{-5}$. In M2 (Figure 15) convergence was obtained with less than 9 coupling iterations at maximum state, but in M1 (Figure 14) the number of essential iterations is more than 9. In both of these figures, the overall errors seem to diverge, but in fact, the local area is continually getting larger and the corresponding initial error is increased.

Figure 16 shows the Newton-Raphson iteration numbers and their corresponding L2-Norm errors. As can be seen, both of these values intensively decrease after the first coupling iteration.

### Table 3. The CPU time (sec) vs. accuracy in the last load increment

| Method     | Number of nodes | Time (sec) | L2-norm |
|------------|-----------------|------------|---------|
| M1         | 2226            | 5.95e-4    |         |
| M1(a)      | 912             | 5.59e-5    |         |
| M1(b)      | 871             | 7.27e-5    |         |
| Coupled    |                 |            |         |
| M2         | 1650            | 2.20e-3    |         |
| M2(a)      | 682             | 5.67e-4    |         |
| M2(b)      | 690             | 8.04e-4    |         |
| EFG-GFVM   | (951 nodes)     | 871        | 7.27e-5 |
| M1         | (1284 local nodes) | 1650    | 2.20e-3 |
| Single-EFG-model | (415 nodes) | 38        | 8.86e-3 |
|            | (951 nodes)     | 167        | 1.03e-3 |
|            | (2913 nodes)    | 761        | 5.80e-4 |
|            | (5141 nodes)    | 1975       | 1.17e-6 |

* The same node distribution as global mesh
6. CONCLUSION

In this paper, a non-intrusive IGL is presented to analyze linear structure with local nonlinearity. This algorithm extends the iterative global/local method to treat non-matching (incompatible) interface mesh. Since the algorithm is non-intrusive, it can be easily applied by various numerical techniques to the analysis of large-scale structure with local nonlinear phenomenon in engineering. In this regard, the GFVM and EFG methods are implemented respectively as global and local configuration due to their advantages.

Due to the non-conforming (nested) interface at the patch edge, the virtual interface is introduced to link the global coarse mesh and the local fine nodes, using the properties of MLS approximation to guarantee the reliability of the method.

Since the convergence rate is relatively slow, especially when the interface geometry is complicated, the simple and efficient acceleration techniques based on Aitken’s $\Delta^2$ and Quasi-Newtonian SR1 method are employed to improve the convergence property.

In order to verify the algorithm, numerical experiments are conducted on 2D model with local plasticity. The accuracy of this algorithm is validated by...
Comparing it with an approximate numerical reference FE model.

To summarize the achievements of coupling local Non-linear EFG and global linear GFVM solvers for 2D modeling of local plasticity in structural material, the following main conclusions can be stated:

1. The algorithm is very robust in non-matching interface data transfer, which can overcome the accumulation of the numerical error during iterative analyses. Thus, it is very efficient in numerical performance and can lead to a more general and wider application in local nonlinear analyses.

2. Aitken’s $\Delta^2$ acceleration method is significantly efficient to speed up the convergence rate and improve the accuracy, especially for the complex interface geometry cases.

3. Since the MLS-based data transfer scheme is very feasible to implement, the IGL algorithm is highly non-intrusive with the traditional FE environment to treat non-matching meshes. In consequence, this IGL method is very suitable to analyze large-scale structure with local nonlinearities in engineering.

The computational results demonstrated in this paper show that for the cases in which the nonlinear plastic zone may be limited to a small portion of the computational domain, coupling local nonlinear comparison with global linear GFVM (in conjunction with application of non-intrusive interface boundary data transmission) provides better efficiency and accuracy than using a nonlinear method (like EFG) for the entire domain. The proposed computational efficiency of the proposed method is promising for its application in time dependent (progressive) non-linear structural problems.
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Abstract

This paper presents an iterative global/local coupling strategy for problems dominated by linear elasticity and a small portion of nonlinear behavior. The conventional Galerkin finite volume method (GFVM) is employed for the global analysis, while the element-free Galerkin (EFG) method is adopted for the local analysis. The nonintrusive nature of the coupling algorithm lead to the use of the same mesh for GFVM and for local EFG. The coupling is performed through specific operators where the finite element-based Galerkin solution is transferred to the GFVM mesh. The workhorse of the iterative procedure is the quasi-Newton method, and a new version of this method is presented and discussed in this paper. The method is demonstrated on a number of benchmark problems involving two-dimensional domains with holes or sharp corners.

doi:10.5829/ije.2020.33.03c.03