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Abstract

The innovation school system in South Korea has been developed in response to the traditional high-pressure school system in South Korea, with a view to cultivate a bottom-up and student-centred educational culture. Despite its ambitious goals, questions have been raised about the success of the innovation school system. Leveraging data from the Gyeonggi Education Panel Study along with advances in the statistical analysis of network data and educational data, we compare the two school systems in more depth. We find that some schools are indeed different from others, and those differences are not detected by conventional multilevel models. Having said that, we do not find much evidence that the innovation school system differs from the regular school system in terms of self-reported mental well-being, although we do detect differences among some schools that appear to be unrelated to the school system.
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1 | INTRODUCTION

The South Korean public K-12 system has long been criticized for its competitive environment that is believed to be detrimental to the mental and physical health, autonomy, creativity and democratic conscience of students. As a remedy, the Gyeonggi Province Office of Education
introduced an innovation school programme in 2009, with a view to cultivating a bottom-up and student-centred culture (Gyeonggi Provincial Office of Education, 2012). The innovation school programme was designed to (a) provide schools and teachers with more autonomy in the choice of teaching materials and methods; (b) foster creative and self-directed learning; and (c) encourage honest communication and mutual respect. Since its launch in 2009, the innovation school programme has been expanded by the South Korean Ministry of Education (Gu et al., 2013; Lee et al., 2012).

However, the innovation school programme has received mixed reviews (e.g. Bae, 2014; Baek & Park, 2014; Kim, 2011). Critics have pointed out that the innovation school system fails to improve the academic performance of students (e.g. Baek & Park, 2014; Kim, 2011). Advocates have claimed that the innovation school system should be evaluated based on non-cognitive outcomes rather than cognitive outcomes because the system aims to stimulate non-cognitive skills, such as creativity, ethics and autonomy, in addition to reducing stress and improving mental well-being (e.g. Min et al., 2017; Nah, 2013). Researchers have attempted to measure non-cognitive outcomes of the innovation school programme, with varied results (Cho & Han, 2016; Jang et al., 2014; Kim, 2014, 2016). For instance, Nah (2013) reported that the innovation school programme had a positive effect on psychological attributes of students, such as self-esteem, academic efficacy, stress and depression. Min et al. (2017) showed that innovation school students expressed greater satisfaction with school than regular school students. On the other hand, Sung et al. (2014) reported that there are few differences in the academic stress level and class attitudes between students of the two school systems. An issue of many of these analyses is that these analyses rely on traditional comparisons between the two school programmes, using analysis of variance and t-tests (Min et al., 2017).

Leveraging data from the Gyeonggi Education Panel Study (GEPS) along with advances in the statistical analysis of network data and educational data, we compare the two school systems in more depth. The GEPS data set is a large-scale survey of K-12 students in Gyeonggi province and offers a unique opportunity to evaluate the innovation school system, for at least two reasons: First, Gyeonggi province—the second-largest province of South Korea—was the first to implement the innovation school system and is hence a natural starting point for exploring differences between the two school systems. Second, the GEPS data includes both regular and innovation schools, enabling a comparison of the innovation school system with the regular school system. We analyse these data by combining recent advances in network-based approaches to educational data (Jin & Jeon, 2019) with a simple approach to multilevel data, that is, data collected from multiple schools that have implemented the regular or the innovation school system.

The remainder of our paper is structured as follows. In Section 2, we describe the GEPS data. In Section 3, we introduce the modelling framework and compare it to existing approaches. In Section 4, we present an application of the proposed approach to the GEPS data.

## 2 GEPS DATA

**Data description** The 2009 GEPS data were based on a total of 3918 tenth-graders from 62 high schools in the Gyeonggi province of South Korea (https://www.gie.re.kr/eng/content/C0012-04.do). The students were sampled from 16 innovation and 46 regular schools to reflect the student and school population in the Gyeonggi province. For data analysis, we chose the third wave of the GEPS data that include third-year general high school (12th-grade) students who had experienced
3 years of the innovation or regular school programme. This choice was intended such that we could compare the outcomes of the students who had been taught under the regular and innovation school programme (which covers entire high school curriculum). As the result, 16 innovation schools (with 904 students) and 46 regular schools (with 3,014 students) were included in the final data set. For the sake of simplicity, students who transferred to different schools between 2009 and 2012 were excluded from the data analysis.

To evaluate students’ non-cognitive outcomes, we selected 10 psychological/attitude scales that include Mental Ill-being (Items 1–6), Sense of Citizenship (Items 7–22), Self-Efficacy (Items 23–30, 71), Disbelief in Growth (Items 31–33), Self-Driven Learning (Items 34–37), Self-Understanding (Items 38–41), Test Stress (Items 42–48), Relationship with Friends (Items 49–54), Self-Esteem (Items 55–58, 72) and Academic Stress (Items 59–70). These are not established scales; hence, the trait measurements from these scales may be theoretically non-equivalent to the traits implied by the scale names. Each scale includes 3–13 items that are measured with a five-point agreement-based Likert scale. All items are presented in the supplementary materials (Section A).¹ Some of the items were negatively worded, and in that case, we reverse-coded the responses to facilitate the interpretation of results (Items 1–6, 20–22, 31–33, 42–48 and 58–70). The responses from all individual items were then dichotomized such that 1 represents positive responses (‘agree’) while 0 represents negative responses (‘disagree’) for the data analysis.

Figure 1 displays the proportion of positive responses for each of the 72 test items across all students within the regular and innovation school systems. The figure shows that the degree and direction of the differences in the proportion scores widely varied across individual items. This suggests that univariate analysis using a summary score (e.g. mean, sum) can be misleading as such variation may be lost during the summarizing process. In addition, as aforementioned, the 72 items are from 10 different scales that measure related, but different psychological or attitudinal attributes of the students. All items are likely to be correlated with each other in varying degrees, while such correlation structures may differ between the two school systems. We propose a method that does not assume that all items have the same threshold levels and that the items are independent of each other.

**Scope and goal of the data analysis** To analyse the GEPS data, we use all 72 items without distinguishing between scales, which is reasonable as the scales are not well-established scales but working scales. Our proposed approach explores similarities and dissimilarities of items and identifies clusters of items based on similarities and dissimilarities of the items. It is worth noting that we that do not discuss the sources of the differences between the school systems nor provide causal explanations. Causal inference based on observational data is non-trivial and is beyond the scope of our paper. Our data analysis is an exploratory approach aiming to identify differences between the two school systems, without attempting to make causal statements.

### 3  |  MULTILEVEL NETWORK ITEM RESPONSE MODEL

We introduce a multilevel network item response model with a view to analyse the GEPS data, building on latent space models. To prepare the ground for the proposed modelling framework,

¹The original items are formulated in Korean. The English translations of items presented in the remainder of the paper are unofficial translations by MJ and IHJ.
we first provide a concise introduction to latent space models in Section 3.1 and then introduce the proposed modelling framework in Section 3.2. Throughout, we denote the set of real numbers by $\mathbb{R}$ and the set of positive real numbers by $\mathbb{R}_+$. The Euclidean distance between two vectors $\mathbf{a}$ and $\mathbf{b}$ in $\mathbb{R}^q$ is denoted by

$$d(\mathbf{a}, \mathbf{b}) = \sqrt{\sum_{i=1}^{q} (a_i - b_j)^2}, \quad \mathbf{a} \in \mathbb{R}^q, \quad \mathbf{b} \in \mathbb{R}^q, \quad q \geq 1.$$ 

3.1 Latent space models

The idea of embedding data into Euclidean space has a long history in educational statistics and related areas, as demonstrated by multidimensional scaling (e.g. Oh & Raftery, 2001, 2007; Torgerson, 1952, 1965). In recent decades, the idea of embedding data into Euclidean space has been adapted to network data represented by a graph with connections among nodes (Hoff et al., 2002). Known as latent space models, the basic idea is that nodes $i$ and $j$ have positions $\mathbf{z}_i$ and $\mathbf{z}_j$ in $\mathbb{R}^q$ and the probability of a connection $Y_{ij} \in \{0, 1\}$ between $i$ and $j$ depends on the distance $d(\mathbf{z}_i, \mathbf{z}_j)$ between them:

$$Y_{ij}|\beta, d(\mathbf{z}_i, \mathbf{z}_j) \sim \text{Bernoulli}(\mathbb{P}(Y_{ij} = 1|\beta, d(\mathbf{z}_i, \mathbf{z}_j))),$$

FIGURE 1 The proportion of positive responses for each of the 72 test items across all students of regular and innovation schools. The labels of the horizontal and vertical axes indicate item numbers. [Colour figure can be viewed at wileyonlinelibrary.com]
where

\[
\log \frac{\mathbb{P}(Y_{ij} = 1 \mid \beta, d(z_i, z_j))}{1 - \mathbb{P}(Y_{ij} = 1 \mid \beta, d(z_i, z_j))} = \beta - d(z_i, z_j).
\]

In other words, the log odds of a connection between nodes \(i\) and \(j\) is \(\beta \in \mathbb{R}\) when the distance \(d(z_i, z_j)\) separating \(i\) and \(j\) in \(\mathbb{R}^q\) is 0, and is otherwise \(\beta - d(z_i, z_j)\). Thus, the greater the distance separating nodes \(i\) and \(j\) in \(\mathbb{R}^q\) is, the lower is the log odds of a connection between them. It is a convention to choose the dimension \(q\) of \(\mathbb{R}^q\) to be 2 or 3, to facilitate two- or three-dimensional representations of nodes in \(\mathbb{R}^2\) or \(\mathbb{R}^3\), respectively. If the random graph represents a social network, the latent space may be interpreted as an unobserved social space underlying the observed network of interactions. More background on latent space models can be found in, for example, Hoff et al. (2002), Schweinberger and Snijders (2003), Handcock et al. (2007), Krivitsky et al. (2009), Raftery et al. (2012), Salter-Townshend et al. (2012), Sweet et al. (2013), Salter-Townshend and Murphy (2013), Tang et al. (2013), Sussman et al. (2014), Sewell and Chen (2015a, 2015b, 2017), Fosdick and Hoff (2015), Rastelli et al. (2016), Gollini and Murphy (2016), Smith et al. (2019) and Ma et al. (2020).

### 3.2 Proposed modelling framework

We first review models of individual schools and then discuss multilevel extensions.

To introduce models of individual schools, we follow Jin and Jeon (2019) and introduce two sets of networks that represent similarities of students and items in a school of interest, and then adapt the approach of Jin and Jeon (2019) to multilevel data—that is, data from multiple schools. Consider \(M\) schools \(1, \ldots, M\), with responses \(X_{m,i,k} \in \{0, 1\}\) to items \(i \in \{1, \ldots, p\} (p \geq 1)\) by students \(k \in \{1, \ldots, n_m\} (n_m \geq 1)\) in school \(m \in \{1, \ldots, M\} (M \geq 1)\). We consider two sets of networks, depending on whether embedding students or items in \(\mathbb{R}^q\) is of primary interest:

- **If embedding students in \(\mathbb{R}^q\) is of primary interest, construct networks \(Y_{m,i}\) as follows (\(i = 1, \ldots, p, \ m = 1, \ldots, M\)):**

  \[
  Y_{m,i} = (Y_{m,i,k,l}) = (X_{m,i,k} X_{m,i,l}),
  \]

  where \(Y_{m,i,k,l} = 1\) indicates that students \(k\) and \(l\) in school \(m\) both agree with item \(i\).

- **If embedding items in \(\mathbb{R}^q\) is of primary interest, construct networks \(U_{m,k}\) as follows (\(k = 1, \ldots, n_m, \ m = 1, \ldots, M\)):**

  \[
  U_{m,k} = (U_{m,k,i,j}) = (X_{m,i,k} X_{m,j,k}),
  \]

  where \(U_{m,k,i,j} = 1\) indicates that student \(k\) in school \(m\) agrees with both items \(i\) and \(j\).

These networks are all undirected, in the sense that connections in these networks do not have directions. It is worth noting that there is more than one approach to constructing networks. The construction of networks described above makes some sense, in that students are embedded based on shared agreements with items, whereas items are embedded based on shared agreements by individual students. That being said, there are other possible constructions of networks: for example to embed items, one could construct networks \(U_{m,k}^*\) by defining

\[
U_{m,k,i,j}^* = X_{m,i,k} X_{m,j,k} + (1 - X_{m,i,k}) (1 - X_{m,j,k}),
\]
in which case items $i$ and $j$ would be considered similar if student $k$ in school $m$ either agreed with both items or disagreed with both items. Indeed, one of the advantages of the proposed modelling framework is its flexibility in the construction of networks, which allows researchers to embed either items or students based on similarity measures of interest.

**Embedding students based on latent space models of $Y$’s** Students can be embedded in $\mathbb{R}^q$ by assuming that students $k$ and $l$ have positions $z_{m,k}$ and $z_{m,l}$ in $\mathbb{R}^q$ and that, conditional on the distance $d(z_{m,k}, z_{m,l})$ separating students $k$ and $l$ in $\mathbb{R}^q$, the random variables $Y_{m,i,k,l}$ are independent Bernoulli random variables, with log odds

$$\log \frac{\mathbb{P}(Y_{m,i,k,l} = 1|z_{m,k}, z_{m,l})}{1 - \mathbb{P}(Y_{m,i,k,l} = 1|z_{m,k}, z_{m,l})} = \beta_{m,i} - d(z_{m,k}, z_{m,l}). \quad (1)$$

The parameter $\beta_{m,i} \in \mathbb{R}$ can be interpreted as the log odds that both students $k$ and $l$ in school $m$ agree with item $i$, provided that $k$ and $l$ are separated by distance $d(z_{m,k}, z_{m,l}) = 0$. Otherwise, the log odds are reduced by the distance between students $k$ and $l$.

**Embedding items based on latent space models of $U$’s** Along the same lines, items can be embedded in $\mathbb{R}^q$ by assuming that items $i$ and $j$ have positions $w_{m,i}$ and $w_{m,j}$ in $\mathbb{R}^q$ and that, conditional on the distance $d(w_{m,i}, w_{m,j})$ separating items $i$ and $j$ in $\mathbb{R}^q$, the random variables $U_{m,k,i,j}$ are independent Bernoulli random variables, with log odds

$$\log \frac{\mathbb{P}(U_{m,k,i,j} = 1|w_{m,i}, w_{m,j})}{1 - \mathbb{P}(U_{m,k,i,j} = 1|w_{m,i}, w_{m,j})} = \theta_{m,k} - d(w_{m,i}, w_{m,j}). \quad (2)$$

The parameter $\theta_{m,k} \in \mathbb{R}$ corresponding to student $k$ in school $m$ is the log odds that student $k$ agrees with both items $i$ and $j$ when items $i$ and $j$ are separated by distance $d(w_{m,i}, w_{m,j}) = 0$. Otherwise, the log odds are reduced by the distance between items $i$ and $j$.

**Joint probability model of $Y$’s and $U$’s** It is worth noting that the latent space models described above are proper probability models of the $Y$’s and $U$’s, but it is not straightforward to construct a joint probability model of the $Y$’s and $U$’s: for example, it is not possible to construct a joint probability model of the $Y$’s and $U$’s by assuming that the $Y$’s and $U$’s are conditionally independent given the positions of students and items in $\mathbb{R}^q$, because the $Y$’s and $U$’s are deterministic functions of $X$. That said, we are free to use the latent space models described above to embed either students or items in $\mathbb{R}^q$. If it is desired to embed both students and items in $\mathbb{R}^q$ to shed light on how students interact with items, the recent approach of Jeon et al. (2021) can be used.

**Identifiability issues** The described latent space models have the same identifiability issues as other latent space models, rooted in the invariance of Euclidean distances to translation, reflection and rotation of the positions of students and items in $\mathbb{R}^q$. As a consequence, the log odds (1) and (2) are invariant to these transformations, as is the resulting likelihood function. We follow the conventional approach to address these identifiability issues by basing statistical inference on equivalence classes of positions, using Procrustes matching (Hoff et al., 2002).

**Selecting the dimension $q$ of $\mathbb{R}^q$** In principle, the dimension $q$ of $\mathbb{R}^q$ can be determined by model selection criteria, such as Bayesian information criteria (Handcock et al., 2007), although the theoretical properties of Bayesian information criteria in applications to latent space models are not well-understood. We therefore follow convention and choose $q = 2$ (Hoff et al., 2002), which has advantages in terms of model parsimony and visualization.
**Multilevel extensions** To discuss a simple multilevel extension of the latent space models introduced above, suppose that it is desired to embed items in \( \mathbb{R}^q \) and combine the results across the \( M \) schools. To combine the results across the \( M \) schools and embed the \( M \) schools in \( \mathbb{R}^q \) along the way, construct a \( M \times M \) matrix \( \Delta \) of dissimilarities \( \Delta_{a,b} = \sqrt{\sum_{i<j}(d_{a,i,j} - d_{b,i,j})^2} \) between schools \( a \) and \( b \), where \( d_{m,i,j} \) refers to the distance \( d(w_{m,i}, w_{m,j}) \) between items \( i \) and \( j \) in school \( m \in \{1, \ldots, M\} \). We can then embed the \( M \) schools in \( \mathbb{R}^q \) based on how dissimilar the schools are in terms of item responses by students, by applying Kruskal’s multidimensional scaling procedure to the dissimilarity matrix \( \Delta \) (Cox & Cox, 2001; Kruskal, 1964). The resulting procedure has the advantage that it requires nothing more than post-processing the posterior samples of the \( M \) schools and is therefore a simple alternative to random effects approaches to multilevel models, and provides an embedding of schools in \( \mathbb{R}^q \).

### 3.3 Priors

We use the following priors. The hyperparameters of these priors are specified in Section 4.

**Item parameters** Let \( \beta_m = (\beta_{m,1}, \ldots, \beta_{m,p}) \in \mathbb{R}^p \) denote the item parameter vector specific to school \( m \ (m = 1, \ldots, M) \). We assume that the \( M \) item parameter vectors \( \beta_1, \ldots, \beta_M \) are independent, with prior

\[
\beta_m | \sigma^2_\beta \sim \text{N}(0, \sigma^2_\beta),
\]

where \( \sigma^2_\beta \in \mathbb{R}_+ \) is a specified hyperparameter.

**Student parameters** Let \( \theta_m = (\theta_{m,1}, \ldots, \theta_{m,n_m}) \in \mathbb{R}^{n_m} \) denote the student parameter vector specific to school \( m \ (m = 1, \ldots, M) \). We assume that the \( M \) student parameter vectors \( \theta_1, \ldots, \theta_M \) are independent, with prior

\[
\theta_{m,k} | \sigma^2_\theta \sim \text{N}(0, \sigma^2_\theta),
\]

where \( \sigma^2_\theta \in \mathbb{R}_+ \) is a specified hyperparameter.

**Item distances** Let \( d_{m,i,j} \equiv d(w_{m,i}, w_{m,j}) \) be the distance between items \( i \) and \( j \) in school \( m \), and let \( D_m = (d_{m,i,j}) \) be the \( p \times p \) matrix of distances between items in school \( m \ (m = 1, \ldots, M) \). We allow variation across the \( M \) schools by using the following prior:

\[
d_{m,i,j} | \mu_{ij}, \tau_{ij}^2 \sim \text{Lognormal}(\mu_{ij}, \tau_{ij}^2), \quad i < j \in \{1, \ldots, p\}
\]

\[
\mu_{ij} | \sigma^2_\mu \sim \text{N}(0, \sigma^2_\mu)
\]

\[
\tau_{ij}^2 | a_r, b_r \sim \text{Inverse-Gamma}(a_r, b_r),
\]

where \( \sigma^2_\mu \in \mathbb{R}_+, a_r \in \mathbb{R}_+ \) and \( b_r \in \mathbb{R}_+ \) are specified hyperparameters. The collections of means \( \mu_{ij} \) and variances \( \tau_{ij}^2 \) are denoted by \( \mu \) and \( \tau \), respectively. In addition to the single-group model described above, we consider a multiple-group model, which allows the means and variances to depend on the regular and innovation school system. It is worth noting that the prior of the distances specified above is a convenience prior, covering distances (which satisfy the triangle inequality) along with non-distances (which do not satisfy the triangle inequality). While the prior is motivated by convenience, it does cover the space of interest (the space of all distances) and the Bayesian algorithm described in Section 3.4 with post-processing procedures (a) and (b) reports
distances between items (satisfying the triangle inequality). The use of convenience priors is not unprecedented in Bayesian statistics: for example, uniform priors may not reflect prior knowledge and may not even be proper priors, but can give rise to proper posteriors and can be useful in applications (e.g. Taraldsen & Lindqvist, 2010).

### 3.4 Bayesian inference

We follow a Bayesian approach to estimate the multilevel network item response model and focus on embedding items in \( \mathbb{R}^q \) along with schools, motivated by the application to the GEPS data.

**Posterior** To embed items in \( \mathbb{R}^q \) along with schools, compute the networks \( U_{m,k} = (U_{m,k,i,j}) \) by computing \( U_{m,k,i,j} = X_{m,i,k}X_{m,j,k} \) and write \( U_m = (U_{m,1}, \ldots, U_{m,n_m}) \) \((m = 1, \ldots, M)\). Then the posterior of \( \theta_1, \ldots, \theta_M \) and \( D_1, \ldots, D_M \) given \( U_1, \ldots, U_M \) is proportional to

\[
\pi(\theta_1, \ldots, \theta_M, D_1, \ldots, D_M | U_1, \ldots, U_M) \propto \prod_{m=1}^{M} \prod_{k=1}^{n_m} \prod_{i<j}^{p} \mathbb{P}(U_{m,k,i,j} = u_{m,k,i,j} | \theta_{m,k}, d_{m,i,j}) \times \prod_{m=1}^{M} \pi(\theta_m) \pi(D_m \mid \mu, \tau) \pi(\mu) \pi(\tau),
\]

where \( D_m = (d_{m,i,j}) \) and \( d_{m,i,j} \) refers to \( d(w_{m,i}, w_{m,j}) \) \((m = 1, \ldots, M)\).

**Markov chain Monte Carlo algorithm** A Markov chain Monte Carlo algorithm for sampling from the posterior distribution can then be constructed by combining the following Markov chain Monte Carlo steps, assuming all unknown quantities have been initialized.

**Pre-processing:** Construct \( U_1, \ldots, U_M \).

**Iterate:**

1. Sample the positions of items and the parameters of school \( m \), where \( w_{m,-i} \) refers to the positions of all items excluding \( w_{m,i} \) and \( \theta_{m,-k} \) refers to all parameters excluding \( \theta_{m,k} \) \((m = 1, \ldots, M)\):

   (a) Sample \( w_{m,i} \mid U_m, w_{m,-i}, \theta_m, \mu, \tau^2 \) \((i = 1, \ldots, p, m = 1, \ldots, M)\).
   (b) Sample \( \theta_{m,k} \mid U_m, \theta_{m,-k}, w_{m,1}, \ldots, w_{m,p} \) \((k = 1, \ldots, n_m, m = 1, \ldots, M)\).

2. Sample the hyperparameters:

   (a) Sample \( \mu_{i,j} \mid d(w_{1,i}, w_{1,j}), \ldots, d(w_{M,i}, w_{M,j}), \tau_{i,j}^2 \).
   (b) Sample \( \tau_{i,j}^2 \mid d(w_{1,i}, w_{1,j}), \ldots, d(w_{M,i}, w_{M,j}), \mu_{i,j} \).

**Post-processing:**

(a) To solve the identifiability issue arising from the invariance of the likelihood function to reflection, translation and rotation of the item positions, use Procrustes matching.

(b) To embed the \( M \) schools in \( \mathbb{R}^q \), construct a \( M \times M \) matrix \( \Delta \) of dissimilarities

\[
\Delta_{a,b} = \sqrt{\sum_{i,j}^p (d_{a,i,j} - d_{b,i,j})^2}
\]

between schools \( a \) and \( b \), where \( d_{m,i,j} \) refers to the distance \( d(w_{m,i}, w_{m,j}) \) between items \( i \) and \( j \) in school \( m \in \{1, \ldots, M\} \) obtained in Step (a). Then embed the \( M \) schools in \( \mathbb{R}^q \) by applying Kruskal’s multidimensional scaling procedure to the dissimilarity matrix \( \Delta \).
We used Metropolis–Hasting algorithms for updating the positions of items and the parameters, and Gibbs sampling for updating the hyperparameters. Section B of the supplement provides additional details of the MCMC algorithm.

**Remark.** The post-processing procedures (a) and (b) are motivated in Section 3.2. In Step (a), we follow the conventional approach to addressing the identifiability issues of latent space models by basing statistical inference on equivalence classes of positions, using Procrustes matching (Hoff et al., 2002). In Step (b), note that the matrix $\Delta$ consists of dissimilarities rather than distances between schools, because there is no guarantee that the dissimilarities of schools satisfy the triangle inequality. That said, Kruskal’s procedure accepts dissimilarities as input and produces distances as output. In other words, the procedure described above produces an embedding of schools in $\mathbb{R}^q$, despite the fact that the matrix $\Delta$ consists of dissimilarities rather than distances.

### 3.5 Relations to existing approaches

A multilevel latent space model (Sweet et al., 2013) has been proposed to handle school-level clustering for social network data, by including a random effect in a standard latent space model to capture variation across schools. In our proposed approach, we take one step further and construct a school-level latent space, providing additional and more in-depth information on how schools are similar or different from each other in terms of their item or student network structures. Our multilevel network item response model simultaneously analyses three types of networks, at the item, student and school levels, based on multilevel item response data. Thus, the proposed model is a unique statistical tool that can identify three different types of sub-grouping (or clustering) structures that may be present at the item, student and school levels.

In addition, our approach has advantages over conventional latent variable modelling approaches. For example, multilevel exploratory item factor analysis (MEFA; Muthen, 1994) can identify clustering of items, that is, a factor structure, at a lower-level unit (within-group such as students) and at a higher-level unit (between-group such as schools); but MEFA cannot identify clustering of students and clustering of schools. Multilevel mixture IRT models (MMIRT; Vermunt, 2003) can identify clustering of students and clustering of schools in terms of how the item parameters differ across clusters; however, clustering of items may be unidentifiable at the same time. Alternatively, a multilevel item response theory (MIRT) model or a multilevel SEM model (MSEM) may be considered. Both MIRT and MSEM may offer information on how schools differ in terms of school-level average scores. In contrast, our approach helps us examine how schools are different in terms of how individual students responded to individual test items. We demonstrated in Section 4.3 that an MIRT is unable to detect the differences among schools that our approach is able to detect with the GEPS data.

### 4 ANALYSIS AND RESULTS

#### 4.1 Method

We apply the latent space model described in Section 3 to the GEPS data described in Section 2. We assume that items have positions in $\mathbb{R}^2$ and approximate the posterior by using the Markov chain Monte Carlo algorithm described in Section 3.4. To detect possible non-convergence of the Markov chain Monte Carlo algorithm, we ran the Markov chain Monte Carlo algorithm
five times, with starting values chosen at random. Each Markov chain Monte Carlo run con-
isted of 50,000 iterations, with the first 25,000 iterations discarded as a burn-in. From the 
remaining 25,000 iterations, 2500 samples were collected by retaining every tenth draw from 
the posterior. We set $\sigma_\theta = \sigma_\mu = 10$ and $a_\tau = b_\tau = 0.01$. Trace plots of draws from the posterior 
can be found in the supplementary materials (Section D). The differences between the five 
Markov chain Monte Carlo runs were negligible and the standard errors were less than .05 for all 
quantities.

4.2 | Model fit

To evaluate model fit, we examined the in-sample performance of the model. The idea was to 
estimate adjacency matrices $U$ based on the model parameter values—estimated by posterior 
means—and evaluate the in-sample performance of the estimated model in terms of sensitivity 
and specificity. It is worth noting that these checks are not strictly posterior predictive checks in 
the Bayesian sense, but have the advantage of being less computation-intensive. These checks are 
in-sample performance evaluation, as is common in the literature on statistical network models, 
including latent space models.

To evaluate the in-sample performance of the proposed model, we defined sensitivity as 
$TF/(TF + FN)$ and specificity as $TN/(TN + FP)$, where TF: true negative, FN: false negative, 
TN: true negative and FP: false positive. We also computed the overall accuracy as $(TP + TN)/ 
(TP + TN + FP + FN)$, where TP: true positive, TN: true negative, FP: false positive and FN: 
false negative. We found that the sensitivity, specificity and overall accuracy of the proposed 
model turned out to be satisfying for $U$ with a sensitivity of 0.45 and a specificity of 0.82 and 
an overall accuracy was 0.71. We provide the sensitivity, specificity and overall accuracy of 
individual schools in the supplementary materials (Section E). Taken together, the in-sample 
performance assessment results suggest the fit of the estimated model was reasonable for the 
GEPS data.

4.3 | Results

We discuss results, with an emphasis on how the innovation and regular school systems are differ-
ent in terms of item network and school network structures. We do not discuss student network 
structures here for the sake of parsimony; comparing within-school student network structures 
across all schools is not practical due to the large sample size. Plus, school-level network struc-
tures supply a sensible summary of student network structures across schools. A summary of the 
person parameter estimates is provided in the supplement (Section C).

Item network structure Figure 2 shows a heatmap of $\mu$ from the single-group model (see 
‘Item distances’ in Section 3.3). The heatmap shows that a bulk of items is concentrated in a small 
region of the $\mathbb{R}^2$ space. While most other items are not too far away from this item bulk, some are 
fairly distant from them. Those distant nodes, though, did not cause any computational problem 
(which is understandable given that none of the items had a near-zero proportion of ‘agree’; the 
minimum proportion of ‘agree’ was 16.1% in the data).

Figure 3 shows the latent space of the test items, constructed by applying MDS to $\mu$. The num-
ers in black correspond to the item bulk discussed above with Figure 2; these items are located 
near the origin (0, 0) of the $\mathbb{R}^2$ space, meaning that a majority of students in the data positively
endorsed the items in this group, which measure ‘Sense of Citizenship’, ‘Self-Efficacy’, ‘Relationship with Friends’ and ‘Self-Esteem’. In the latent space, we differentiated three item groups identified from the dendrogram (shown in Figure 2) in three different colours. The items in green, placed in the east of the items in black, include several items measuring ‘Self-efficacy’ and items measuring ‘Sense of Citizenship’ (I7), ‘Self-driven Learning’ (I37) and ‘Self-understanding’ (I41). The items in red, located to the west of the items in black, include items that measure ‘Academic stress’ and ‘Mental well-being’. The items in blue, spread in the far east of the black-numbered items, include items measuring ‘Test stress’ and ‘Academic stress’.

From the multiple group model, we obtained two separate item network structures for innovation and regular school systems, which enables us to investigate differences in the item network structure between the two school systems. Figures 4 and 5 show the results. The two space configurations are nearly identical, except for two item—Item 2 (‘I am worried about everything’) in blue in the regular schools but in green in the innovation schools; and Item 63 (‘If you talk to your parents about my study, you get irritated rather than stable’) in blue in the regular schools but in red in the innovation schools. The result suggests that overall, the response patterns of the students are nearly indistinguishable between the two school systems.

**School network structure** Figure 6(a) shows the latent space of the schools obtained based on $\Delta$, red and blue representing regular schools and innovation schools, respectively. Overall, the 62 schools are widely spared out in the school latent space, but the locations of the innovation schools and the regular schools are not clearly separated from each other. Differences in the
school latent positions reflect differences in the item network (dependence) structures between schools. Thus, the results indicate that the school type (innovation vs. regular) might not be a main deriving factor that explains school differences in the relationships between the test items (which is the result of how students responded to the test items).

The dendrogram in Figure 6(b) shows four school clusters: an upper-left group, an upper-right group, a bottom-left group and a bottom-right group. For close inspection, we picked one school from each cluster: Schools 1, 2, 56 and 10, respectively. Schools 10 and 2 are far away from each other, located at the east-north side and west-south side of the latent space, respectively. Schools 56 and 1 are also far apart from each other, located at the north-west side and south-east side of the space, respectively. School 2 is the only innovation school among the four selected schools.

Figure 7 presents the item latent spaces of the four selected schools. The item latent spaces of all other schools are provided in the supplementary materials (Section F). It is interesting that a virtual line may be assumed from Item 59 to Item 29 (from top left to bottom right) in all four latent spaces; and items near the virtual line are nearly identical in the four latent spaces. However, the positions of most items outside this line appear different in the four latent spaces. For example, items on the east to the origin (e.g. Items 2, 3, 11, 30, 42, 44, 45, 48, 69, 70, 71) are positioned differently in Schools 2 and 10, meaning that the relationship between the items, in other words, how students conceived and responded to those items, were different in the two schools.

For a better understanding of the school-specific latent spaces examined above, we checked the proportion of ‘agree’ (positive responses) of the two schools, School 2 and 10 in Figure 8. As expected, the figure shows that there are notable differences between the two schools in terms of how students responded to the test items. Overall, the proportion of positive responses appears higher in School 2 than School 10 for most items, while for some item, such as Items
FIGURE 4  Heatmaps based on the estimated $\mu = (\mu_{ij})$ obtained from the multiple-group model: (a) Regular schools and (b) Innovation schools. Numbers represent items. [Colour figure can be viewed at wileyonlinelibrary.com]
2–6, 28–30, 45, 70, the proportion of ‘agree’ is higher in School 10 than School 2. Those items measure sense of citizenship, self-efficacy and reverse-coded academic stress (i.e. low academic stress), and they roughly correspond to the items that are positioned differently in the school-specific latent spaces shown in Figure 7. This inspection confirms that schools located in different regions of the school-specific latent space are indeed different in terms of their students’ response patterns.

All in all, our analysis results tell us that there are substantial differences across schools in terms of how the students conceived and responded to the items intended to measure their mental well-being, but the differences were not necessarily driven by whether or not the schools implemented the innovation school system.

**Comparison: Multilevel Rasch model** We applied a multilevel Rasch model to the GEPS data, with the school programme as a school-level covariate, to compare our approach to a conventional approach. We chose a multilevel Rasch model for a comparison because this model assumes the same latent variable structure (with a single latent variable) at the student level as the estimated model, and allows us to make inferences about differences in student responses between the two school types of interest. A multilevel Rasch model posits that the log odds of the probability of a positive response by student $k$ in school $m$ to item $i$ is

$$\logit P(X_{m,i,k} = 1 | \beta_i, \gamma, \delta_m, \theta_{m,k}) = \beta_i + \gamma I_m + \delta_m + \theta_{m,k},$$

where $\beta_i \in \mathbb{R}$ and $\delta_m \in \mathbb{R}$ are the item-specific and school-specific intercepts and $\theta_{m,k} \in \mathbb{R}$ are the student- and school-item-specific effects, respectively. The parameter $\gamma \in \mathbb{R}$ represents the deviation of the Innovation schools’ effects from the regular schools’ effects (where $I_m$ represents the binary indicator for innovation schools).
FIGURE 6 (a) Latent positions of individual schools constructed by the school-specific means of the between-item distance measures $\Delta$. The procedure for embedding schools in $\mathbb{R}^2$ is described in Section 3.3. (b) A heatmap based on the estimated $\Delta$. [Colour figure can be viewed at wileyonlinelibrary.com]
The multilevel Rasch model specified above was estimated by Bayesian Markov chain Monte Carlo methods, using the R package MCMCglmm (Hadfield, 2010) with 13,000 iterations, 3000 burn-in iterations and recording every 10-th draw from the posterior. There is little evidence that the two school programmes differ in terms of the overall school means: the 95% posterior credible interval for \( \gamma \) is \([-0.139, 0.301]\) (which includes 0). The posterior means of school-specific intercept \( \delta_m \) ranged from \(-1.27\) to 0.82 across 62 schools with the mean of 0.01. The posterior means: and 95% posterior credible intervals of the school-specific intercepts are \(-0.25 [-0.46, -0.01]\) and \(-1.27 [-1.42, -1.11]\) for Schools 2 and 10, respectively. That is, this result tells us that students in School 10 on average show a lower level of mental well-being than students in School 10,
FIGURE 8 Proportion of ‘agree’ across 72 items in Schools 2 and 10. [Colour figure can be viewed at wileyonlinelibrary.com]

without giving in-depth information about how the schools differ in terms of individual students’ responses to the well-being questions.

5 | CONCLUSION

The Korean school innovation programme, implemented in the last 9 years in Korea, has been under public scrutiny due to widespread scepticism about its effectiveness. Most research on the school innovation programme has relied on simple comparison methods and produced mixed results about the programmes’ effects on students’ non-cognitive outcomes, calling for a more comprehensive study that can shed new light on the issue.

Motivated by this need, we proposed a novel analytic approach that allows us to explore differences between the innovation and regular school programmes from a fresh angle in terms of their students’ non-cognitive outcomes. The innovation of the proposed multilevel network modelling approach lies in that a latent space modelling technique, originally developed for network data, was adapted to analyse multilevel item response data for the purpose of examining networks (similarities and dissimilarities) of items, students and schools, in addition to the item and student parameters. This method has not only technical advantages compared with traditional multilevel modelling methods, but also provides substantive merits by allowing us to investigate subtle differences between innovation schools and regular schools that other methods may not be able to offer.

Upon an inspection of the item network structure of the GEPS data, we did not find strong evidence that innovation school students were distinguishable from regular school students
in terms of the item network structure. That is, the students in the innovation school sys-

tem were not different from the students in the regular school system in terms of how they 

conceived and responded to the individual test items measuring positive self-image or mental 

well-being.

Even so, our approach did reveal that some schools were indeed different in terms of the item 

network structure, although the differences did not stem from whether or not the schools adopted 

the innovation programme. That said, those differences might not be detectable by conventional 

approaches, such as multilevel models, as shown in this paper.

It would be beneficial to apply a formal statistical model selection test between the pro-

posed model and simpler models, such as multilevel models. However, such a test is currently 

unavailable and developing one is beyond the scope of the current paper. Simpler alternatives, 

such as multilevel models, may have computational advantages over our approach. However, the 

proposed approach provides a unique opportunity to examine the differences between schools 

(the two school types in the current context) from a unique angle, in terms of how students 

responded differently to specific test items. For instance, suppose two schools were similar in 

terms of average student performance in a mathematics test; but in one school students per-

formed better with calculation items than data analysis items, while in the other school, students 

performed better with data analysis items than calculation items. Therefore, despite poten-

tial computational cost, the proposed approach can be beneficial by enabling us to make an 

in-depth investigation and comparison among schools in terms of students’ specific response 

patterns.
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