Local description of S-matrix in quantum field theory in curved spacetime using Riemann-normal coordinate
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The success of the S-matrix in quantum field theory in Minkowski spacetime naturally demands the extension of the construction of the S-matrix in a general curved spacetime in a covariant manner. However, it is well-known that a global description of the S-matrix may not exist in an arbitrary curved spacetime. Here, we give a local construction of S-matrix in quantum field theory in curved spacetime using Riemann-normal coordinates which mimics the methods, generally used in Minkowski spacetime. Using this construction, the scattering amplitudes and cross-sections of some scattering processes are computed in a generic curved spacetime. Further, it is also shown that these observables can be used to probe features of curved spacetime as these local observables carry curvature-dependent corrections. Moreover, the compatibility of the local construction of the S-matrix with the spacetime symmetries is also discussed in detail.

I. INTRODUCTION

S-matrix is one of the most important observables in quantum field theory (QFT), behind the discovery of nucleons to Higgs boson in different scattering phenomena in high energy particle colliders [1, 2]. The success of S-matrix in QFT raises the question regarding the description of S-matrix in QFT in curved spacetime [3–5] where background geometry is treated as classical on which matter is quantized.

Developments of S-matrix in curved spacetime have been going on for quite some time [6], though the generalization from flat Minkowski spacetime to a generic curved spacetime manifold is not straightforward. Thus, it is important to have a physical understanding of the S-matrix in curved spacetime which reproduces the known results in the flat-spacetime limit. A description of the S-matrix in curved spacetime would be deemed successful if it exhibits unitarity, analyticity, and compatibility with spacetime symmetries. A description satisfying these three conditions is not yet available [7–9]. This would provide a way to understand place constraints on a successful theory of quantum gravity that can be probed by looking at scattering phenomena at very high energy scales where the solution of Einstein’s equation $G_{\mu\nu} = T_{\mu\nu}$ would give rise to a non-trivial compact curved spacetime [10].

In [6], the question of the existence of S-matrix in curved spacetime was probed, and the “in” and “out” creation and annihilation operators were mapped [11] through S-matrix via the Bogoliubov transformation. Here the focus was particle creation phenomena by gravitation field [6]. In [12–14], the point splitting method was used to regularize the divergences which arise when the separation between points in Green’s function is taken to be zero. However, this approach is not useful for massless field theories as there it gives rise to divergence because of the series expansion of Green’s function in $\frac{1}{\text{mass}}$. Although the point-splitting method is successful in regularizing divergence arising due to zero point-separation, the notion of particle states crucial for defining S-matrix is absent.

The S-matrix in global de-Sitter spacetime is considered in [15]. Here it was pointed out that the prescription for defining the S-matrix in flat Minkowski spacetime is not well-defined in de-Sitter space because of the IR-divergences. Hence, the Schwinger-Keldysh path integral formalism is being used with a particular contour in time integral that goes from de-Sitter horizon to past-infinity, returns to the horizon, goes all the way to future-infinity, and then comes back again to the de-Sitter horizon. In contrast, in [16], it is claimed that the in/in formalism works in de-Sitter space without any divergences. Thus, there seems to be an ambiguity in defining S-matrix in de-Sitter space.

In [17], the discussion is started by asking the question “why, in the standard formulation of QFT, a ‘global’ technique such as the decomposition of fields into positive and negative frequency parts is required for a successful description of such ‘local’ entities as particles” which is required for describing S-matrix.
The question is answered through the complex structure on the vector space of real solutions of the Klein-Gordon equation. In [15], it was brought out that there is no complex structure that satisfies all demands on S-matrix in AdS spacetime which are invariant under the AdS isometries, induction of a positive definite inner product, compatibility with the standard S-matrix picture, and recovery of standard structures in Minkowski spacetime under a limit of vanishing curvature. Further, it was also commented that the S-matrix construction proposal from boundary states in AdS/CFT conjecture has remained unclear due to the lack of conceptual foundation for a notion of boundary states.

On the other hand, in [19], it is suggested that since in a general curved spacetime manifold there are no asymptotic flat-regions in which the “in” and “out” states can be defined, it follows that there is no well-defined S-matrix in a generic curved spacetime. A similar conclusion was reached from the perspective of cosmology in [20]. Here it is argued that no realistic cosmological model permits the global observations associated with an S-matrix since the observer is not outside of the system, hence, initial states can not be setup. Moreover, it is noted in [21] that in a compact universe, an S-matrix description must restrict to states with a finite number of extra particles, and this restriction is necessary but not sufficient. Recently it is pointed out that the event horizon obstructs the construction of S-matrix [22, 23]. Moreover, in [20], it is also commented that there is no S-matrix in the de-Sitter universe since the observer’s causal diamond misses almost all of the asymptotic regions in the global metric on which the global “in” and “out” states might be defined. Using the general boundary formulation, a resolution of a well-known problem of AdS is claimed in [24] where due to the lack of temporarily asymptotic free states, the usual S-matrix can not be defined. Though the unitarity of interacting field theory in curved spacetime is shown in [9, 10], it is argued that unitarity of gravitational S-matrix is a more profound problem in formulating a complete theory of quantum gravity.

Keeping in mind the above discussions and the previous works done in the literature [6, 9, 10, 20, 24], we propose a technique in the present article through which a local description of S-matrix in curved spacetime can be obtained in a covariant manner using the Riemann-normal coordinate (RNC). In order to describe a global S-matrix, it is well-known [5] that notion of asymptotic free states is required, which can be defined under the following set of conditions i) asymptotically flat spacetime or ii) non-vanishing curvature only in a compact region or iii) globally hyperbolic spacetime (which possesses a Cauchy hypersurface) which is mostly a necessary condition in the Hamiltonian formulation of General Relativity or iv) asymptotically stationary spacetime (since time-like Killing vector field gives rise to a split between positive and negative frequencies) or v) existence of Feynman propagator (propagating positive frequency in-states into the positive frequency out-states).

The second and fifth conditions mentioned above hold in our approach. We consider a local patch of spacetime manifold about a fixed point which we call the origin of that patch, in which no two geodesics intersect and where we consider scattering events to occur. This region may not be necessarily small; it depends on the background geometry such that in that region no two geodesics can intersect. The focusing of geodesics is controlled by the Ricci tensor through the Raychaudhuri equation [26, 27]. We assume that the interaction time-scale between particles is very small compared to space-like hypersurfaces that bound the compact region. In this region using the RNC, we construct states which can be treated as asymptotic states on the above-mentioned space-like hypersurfaces within the limit of our approximation. These states become exact asymptotic states in Minkowski spacetime when the curvature vanishes. Moreover, by constructing such states, we are able to reproduce Green’s function in curved spacetime obtained using RNC. These states can be measured by a local observer through local measurements only [28]. Our construction not only enables the calculation of scattering amplitudes which captures curvature effects but is also able to show that S-matrix in curved spacetime is a local observable and scattering amplitude of a process depends on the curvature of manifolds at the origin of different chosen patches. Therefore, it varies smoothly over the whole manifold.

In scattering amplitude measurements, measurement is done on incoming and outgoing particles having well-defined momentum states. Having globally well-defined momentum states is not possible in a generic curved spacetime because of the absence of spacetime translational Killing symmetries. However, choosing RNC patches in a generic manifold has the benefit that one can have solutions of Killing equations within the patches deformed around Poincare symmetries, shown later. Because of this, one can define well-defined momentum states within the RNC patches. However, because of deformed translational symmetries, in scattering amplitude computations, one would get terms in which net momentum of incoming and out-going particles is not conserved. Deformed symmetries can also be realized from the fact that Green’s function in scattering amplitude computations, one would get terms in which net momentum of incoming and out-going states can be measured by a local observer through local measurements only [28]. Our construction not only enables the calculation of scattering amplitudes which captures curvature effects but is also able to show that S-matrix in curved spacetime is a local observable and scattering amplitude of a process depends on the curvature of manifolds at the origin of different chosen patches. Therefore, it varies smoothly over the whole manifold.

The second and fifth conditions mentioned above hold in our approach. We consider a local patch of spacetime manifold about a fixed point which we call the origin of that patch, in which no two geodesics intersect and where we consider scattering events to occur. This region may not be necessarily small; it depends on the background geometry such that in that region no two geodesics can intersect. The focusing of geodesics is controlled by the Ricci tensor through the Raychaudhuri equation [26, 27]. We assume that the interaction time-scale between particles is very small compared to space-like hypersurfaces that bound the compact region. In this region using the RNC, we construct states which can be treated as asymptotic states on the above-mentioned space-like hypersurfaces within the limit of our approximation. These states become exact asymptotic states in Minkowski spacetime when the curvature vanishes. Moreover, by constructing such states, we are able to reproduce Green’s function in curved spacetime obtained using RNC. These states can be measured by a local observer through local measurements only [28]. Our construction not only enables the calculation of scattering amplitudes which captures curvature effects but is also able to show that S-matrix in curved spacetime is a local observable and scattering amplitude of a process depends on the curvature of manifolds at the origin of different chosen patches. Therefore, it varies smoothly over the whole manifold.

In scattering amplitude measurements, measurement is done on incoming and outgoing particles having well-defined momentum states. Having globally well-defined momentum states is not possible in a generic curved spacetime because of the absence of spacetime translational Killing symmetries. However, choosing RNC patches in a generic manifold has the benefit that one can have solutions of Killing equations within the patches deformed around Poincare symmetries, shown later. Because of this, one can define well-defined momentum states within the RNC patches. However, because of deformed translational symmetries, in scattering amplitude computations, one would get terms in which net momentum of incoming and out-going particles is not conserved. Deformed symmetries can also be realized from the fact that Green’s function in momentum space is explicitly not a function of the norm of 4-momentum (k^2).

The structure of the article is as follows. The first few sections are devoted to the development of the S-matrix formalism in curved spacetime. The LSZ reduction theorem in curved spacetime is reviewed in the canonical approach, and we also show the same result extending the functional integral formulation in curved spacetime. Our discussion of curved spacetime is facilitated by the use of Riemann normal coordinates, which is briefly reviewed. This is used to construct Green’s function in momentum space as a series expansion, taking into account the curvature-dependent corrections following [29]. Using this formalism with Green’s
function constructed using RNC, we compute the scattering amplitudes and cross-sections in interacting field theories in curved spacetime, which is one of our main results. Moreover, we discuss how these quantities can probe geometric features of the spacetime manifolds with few examples. Further, the consistency of this formalism with S-matrix observables in terms of compatibility with spacetime symmetries is also discussed in the present article, which is our other main result. With these results, we provided a consistent and covariant way of constructing local S-matrix using RNC.

II. EXTENSION OF LSZ REDUCTION THEOREM IN CURVED SPACETIME

The LSZ reduction formula is an important result in QFT since it states that all the S-matrix elements can be computed in principle from the correlation functions in a given field theory. In this section, we briefly review the extension of this theorem in curved spacetime. Moreover, we discuss the applicability of this theorem with an approximation in the construction of a local S-matrix in a generic curved spacetime containing no exact asymptotic quantum states.

A. Mode decomposition

We consider the following action which describes a free scalar field theory in curved spacetime with a non-minimal coupling

\[ S = -\int d^4x \sqrt{-g(x)} \left[ \frac{1}{2} g^\mu\nu(x) \partial_\mu \phi(x) \partial_\nu \phi(x) + \frac{1}{2} m^2 \phi^2(x) + \frac{\xi}{2} R(x) \phi^2(x) \right], \quad (\text{II.1}) \]

where \( \xi \) denotes coupling strength between matter field \( \phi \) and Ricci scalar \( R \). The corresponding equation of motion becomes

\[ (\Box - m^2 - \xi R(x))\phi(x) = 0, \quad (\text{II.2}) \]

where \( \Box \phi = \nabla^\mu \nabla_\mu (\sqrt{-g} \phi) = \nabla_\mu \nabla^\mu (\sqrt{-g} \phi) \). The complete set solutions of the above equation form a basis that helps us to decompose the field operator as follows

\[ \hat{\phi}(x) = \sum_i [\hat{a}_i f_i(x) + \hat{a}_i^* f_i^*(x)], \quad (\text{II.3}) \]

where \( \{f_i, f_i^*\} \) are the set of solutions of eqn. \((\text{II.2})\). An inner product in functional space is defined as follows

\[ (f, g) = -i \int_{\Sigma} d^3x \sqrt{-g(x)} [f^* (t, \vec{x}) \hat{\partial}^\phi g(t, \vec{x})] \]
\[ = -i \int_{\Sigma} d^3x \sqrt{-g(x)} [f^* (t, x) \hat{\partial}^\phi g(t, \vec{x}) - \hat{\partial}^\phi f^* (t, x) g(t, \vec{x})], \quad (\text{II.4}) \]

where the subscript \( \Sigma \) denotes a spacelike or \( t = \text{const} \) hypersurface. If \( \{f, g\} \) belongs to a set of solutions of eqn. \((\text{II.2})\), it can be shown that this inner product is time-independent \[30\]. Therefore, using the Gram-Schmidt orthogonalization procedure, a set of solutions of eqn. \((\text{II.2})\) can be constructed such that

\[ (f_i, f_j) = \delta_{ij}, \quad (f_i^*, f_j^*) = -\delta_{ij}, \quad (f_i, f_j^*) = (f_i^*, f_j) = 0, \quad \forall \, i, j. \quad (\text{II.5}) \]

Using such inner products, we obtain the following relations

\[ \hat{a}_i(t) = \langle f_i, \hat{\phi}(x) \rangle = -i \int d^3x \sqrt{-g(t, \vec{x})} \hat{\partial}^\phi \phi(x) \]
\[ \hat{a}_i^*(t) = -\langle f_i^*, \hat{\phi}(x) \rangle = i \int d^3x \sqrt{-g(t, \vec{x})} \hat{\partial}^\phi \phi(x). \quad (\text{II.6}) \]

B. Asymptotic creation, annihilation operators and LSZ reduction formula

Using \((\text{II.6})\), we obtain the following relation between asymptotic creation operators

\[ \hat{a}_i^*(\infty) - \hat{a}_i^*(-\infty) = i \int d^4x \sqrt{-g} f_i(x) [\Box - m^2 - \xi R(x)] \phi(x). \quad (\text{II.7}) \]
This shows that
\[
\hat{a}_i^\dagger(-\infty) = \hat{a}_i^\dagger(\infty) - i \int d^4x \sqrt{-g} f_i(x) [\Box - m^2 - \xi R(x)] \hat{\phi}(x)
\]
\[
\hat{a}_i(\infty) = \hat{a}_i(-\infty) - i \int d^4x \sqrt{-g} f^*_i(x) [\Box - m^2 - \xi R(x)] \hat{\phi}(x).
\]
(II.8)

In scattering amplitude calculations, these asymptotic relations will be useful, shown in the next section. These relations are similar to flat spacetime results except that we have to suitably replace the d’Alembertian operator. In scattering amplitude calculations, we are looking for quantities denoted and defined as follows
\[
S(f_1, \ldots, f_m \rightarrow f_{m+1}, \ldots, f_n) = \langle 0| \mathcal{T} \hat{a}_{m+1}(\infty) \ldots \hat{a}_n(\infty) \hat{a}_1^\dagger(-\infty) \ldots \hat{a}_m^\dagger(-\infty) |0 \rangle,
\]
(II.9)
where \( \mathcal{T} \) is the time-ordered product operation. Making use of the relations in (II.8), it can be shown that
\[
S(f_1, \ldots, f_m \rightarrow f_{m+1}, \ldots, f_n) = \prod_{j=1}^{n} \left( d^4 z_j \sqrt{-g(z_j)} \right) \prod_{i=1}^{m} \left( d^4 y_i \sqrt{-g(z_i)} \right)
\]
\[
\times \langle 0| \mathcal{T} (\hat{\phi}(z_1) \ldots \hat{\phi}(z_m) \hat{\phi}(y_1) \ldots \hat{\phi}(y_n)) |0 \rangle f_1(z_1) \ldots f_m(z_m) f_{m+1}(y_1) \ldots f_{n+m}(y_n).
\]
(II.10)
This is the LSZ reduction formula for curved spacetime. It looks complicated from an operational point of view. There is another way of deriving the same formula using the functional integral formalism that gives a much simpler expression in terms of calculating the S-matrix elements which we discuss next.

In order to derive the result in (II.10), we used the relations in (II.8) between the asymptotic creation and annihilation operators. Therefore, the above result would not be expected to hold in a generic curved spacetime due to the absence of asymptotic states. However, the time scale in which the interactions between particles take place during the scattering events is typically very small. Therefore, the result in (II.10) would still hold approximately if we replace the operators \( \{ \hat{a}_i(\infty), \hat{a}_i(-\infty) \} \) by \( \{ \hat{a}_i(T), \hat{a}_i(-T) \} \) such that \( 2T \) is sufficiently larger than the interaction time scale. Therefore, using this approximation, computations of S-matrix elements can be done by comparing the creation and annihilation operators with some finite time difference up to some boundary term. We can impose periodic boundary conditions on \( t = \pm T \) spacelike hypersurfaces such that the boundary term vanishes where \( t \) is the time-like coordinate. This results in the similar relations like in (II.8) except \( \{ \hat{a}_i(\infty), \hat{a}_i(-\infty) \} \) are replaced by \( \{ \hat{a}_i(T), \hat{a}_i(-T) \} \). Hence, \( w.r.t \) that boundary condition, the incoming and outgoing states are well-defined. The spacelike hypersurfaces parametrized by \( t = \pm T \) are chosen in such a way that the RNC patch is bounded by them, which is discussed later. This approximation is consistent with the construction of RNC coordinates. This motivates the construction of a local S-matrix in a generic curved spacetime using the RNC. If we consider spacetimes that have time-like Killing vector fields, the notion of in-coming and out-going states are automatically well-defined \( w.r.t \) boundary conditions at \( t \to \pm \infty \) spacelike hypersurfaces.

### III. FUNCTIONAL INTEGRAL FORMULATION

In this section, we extend the functional integral formulation of field theory in curved spacetime following [31][32]. Our result in this section is used later for the computation of scattering amplitudes using RNC.

**A. Generating functional**

For the considered free-field theory, the generating functional can be written as
\[
Z_0[J] = \int \mathcal{D}\phi e^{-i \int d^4x \sqrt{-\hat{g}} \left[ \frac{1}{2} \hat{g}^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \frac{1}{2} m^2 \phi^2 + \frac{1}{2} \xi \hat{R} \phi^2 - J\phi \right]}
\]
\[
= \int \mathcal{D}\phi e^{i \int d^4x \sqrt{-\hat{g}} \left[ \frac{1}{2} \phi^2 (\Box - m^2 - \xi \hat{R}) \phi + J\phi \right]} = N' e^{\lambda} \int d^4x d^4y \sqrt{-\hat{g}(x)\hat{g}(y)} J(x)J(y),
\]
(III.1)
where \( N' = Z_0[J = 0] = \det(\Box - m^2 - \xi \hat{R}) \). Considering \( \phi^4 \) theory as an example of interacting field theories in curved spacetime, the generating functional can be expressed as
\[
Z[J] = N \int \mathcal{D}\phi e^{-i \int d^4x \sqrt{-\hat{g}} \left[ \frac{1}{2} \hat{g}^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \frac{1}{2} m^2 \phi^2 + \frac{1}{2} \xi \hat{R} \phi^2 + \frac{1}{4} \phi^4 - J\phi \right]}
\]
\[
= N e^{-i\lambda} \int d^4x \sqrt{-\hat{g}(x)} \left( \sqrt{\frac{1}{\sqrt{\hat{g}(x) \hat{g}(y)}}} \right)^4 Z_0[J].
\]
(III.2)
Here $N$ is chosen such a way that $Z[J = 0] = 1$. Using the following identity
\[
F \left[ \frac{1}{\sqrt{-g}} \right] = G[\varphi] e^{\int J \sqrt{-g} d^4 x} \bigg|_{\varphi = 0} = F \left[ \frac{1}{\sqrt{-g}} \delta \right] G \left[ \frac{1}{\sqrt{-g}} \delta \right] e^{\int J \sqrt{-g} d^4 x} \bigg|_{\varphi = 0} = G \left[ \frac{1}{\sqrt{-g}} \delta \right] F[J],
\]
the generating functional can be rearranged such that
\[
Z[J] = N e^{\frac{1}{2} \int d^4 x \int d^4 y \sqrt{-g(x)} \sqrt{-g(y)} \frac{1}{\sqrt{-g(x)}} \frac{\delta}{\delta \varphi(x)} G(x,y) \frac{\delta}{\delta \varphi(y)} e^{-i \int \sqrt{-g} d^4 x \left( \frac{\delta^4}{\delta \varphi(x) \delta \varphi(y)} \right)} \bigg|_{\varphi = 0}. \tag{III.3}
\]
Using the following identity
\[
e^{\frac{1}{2} \int d^4 x \int d^4 y \sqrt{-g(x)} \sqrt{-g(y)} \frac{\delta}{\delta \varphi(x)} G(x,y) \frac{\delta}{\delta \varphi(y)} e^{-i \int \sqrt{-g} d^4 x \left( \frac{\delta^4}{\delta \varphi(x) \delta \varphi(y)} \right)} \bigg|_{\varphi = 0}.
\]
where
\[
\int_{x,y} \delta x \delta y \delta y \equiv \int d^4 x \int d^4 y \frac{\delta}{\delta \varphi(x)} G(x,y) \frac{\delta}{\delta \varphi(y)} = \int d^4 x \int d^4 y \sqrt{-g(x)} J(x) G(x,y) \frac{\delta}{\delta \varphi(y)}
\]
\[
\int_{x,y} \sqrt{-g(x)} \frac{\delta}{\delta \varphi(y)} G(x,y) \frac{\delta}{\delta \varphi(y)} = \int d^4 x \int d^4 y \sqrt{-g(x)} J(x) G(x,y) \frac{\delta}{\delta \varphi(y)}
\]
\[
\int_{x,y} \sqrt{-g(x)} \frac{\delta}{\delta \varphi(y)} J(x) G(x,y) J(y) = \int d^4 x \int d^4 y \sqrt{-g(x)} J(x) G(x,y) \frac{\delta}{\delta \varphi(y)}
\]
we obtain the following expression of the generating functional
\[
Z[J] = e^{\frac{1}{2} \int_{x,y} \sqrt{-g(x)} J(x) G(x,y) \sqrt{-g(y)} J(y) \left( \frac{\delta^4}{\delta \varphi(x) \delta \varphi(y)} \right) \bigg|_{\varphi = 0}}
\]
\[
\mathcal{F}[\varphi] = N e^{\frac{1}{2} \int_{x,y} \delta x \delta y \delta y e^{-i \frac{1}{2} \int d^4 \varphi \sqrt{-g}}. \tag{III.7}
\]

\textbf{B. Scattering amplitude or S-matrix}

Neglecting the first exponent of $r.h.s$ of eqn. (III.7), we obtain the following contribution to the $N$-point function (the connected part of the Green’s function $\mathcal{G}_c$)
\[
\mathcal{G}_c(x_1,\ldots,x_N) = \int d^4 z_1 \ldots d^4 z_N \mathcal{G}(x_1, z_1) \ldots \mathcal{G}(x_N, z_N) \mathcal{V}(z_1,\ldots,z_N) \tag{III.8}
\]
\[
\mathcal{V}(z_1,\ldots,z_N) = i N \delta \frac{\delta}{\delta \varphi(z_1)} \ldots \delta \frac{\delta}{\delta \varphi(z_N)} \mathcal{F}[\varphi] \bigg|_{\varphi = 0},
\]
where $\mathcal{F}[\varphi]$ is the vertex functional and $\mathcal{V}(z_1,\ldots,z_N)$ is the vertex function. If $x_0^0,\ldots,x_n^0 \to -\infty$ and $x_{n+1}^0,\ldots,x_N^0 \to \infty$, then it can be seen that
\[
\{x_0^0,\ldots,x_n^0\} < \{z_1^0,\ldots,z_N^0\}, \{x_{n+1}^0,\ldots,x_N^0\} > \{z_1^0,\ldots,z_N^0\}. \tag{III.9}
\]
Therefore, the Green’s function can be written as (from now onwards we only consider the connected Green’s function, hence, we omit the subscript ‘c’)
\[
\mathcal{G}(x_1,\ldots,x_N) = \int d^4 z_1 \ldots d^4 z_N \sum_{(i_1,\ldots,i_N)} f_{i_1}(z_1) f_{i_2}(z_1) \ldots f_{i_n}(z_n) f_{i_n}(z_n) \tag{III.10}
\]
\[
\times f_{i_{n+1}}(z_{n+1}) f_{i_{n+1}}(z_{n+1}) \ldots f_{i_N}(z_N) f_{i_N}(z_N) V(z_1,\ldots,z_N).
\]
On the other hand, from the eqn. (III.8), we obtain the following relation
\[
\mathcal{V}(z_1,\ldots,z_N) = \prod_{j=1}^N \sqrt{-g(z_j)(\Box - m^2 - \xi \mathcal{R})_{z_j}} \mathcal{G}(z_1,\ldots,z_N). \tag{III.11}
\]
Hence, according to the definition, the S-matrix elements can be expressed as
\[
S(f_1, \ldots, f_n \rightarrow f_{n+1}, \ldots, f_N) = \langle f_1, \ldots, f_n | \hat{S} | f_{n+1}, \ldots, f_N \rangle
\]
where \( \hat{S} \) is S-matrix operator. The above equation brings out the LSZ reduction formula, derived from the functional integral formulation. Using the following relation
\[
Z[(\Box - m^2 - \xi R)\hat{\varphi}] = e^2 \int_{\mathbb{R}^d} \sqrt{-g(x)(\Box - m^2 - \xi R)} \hat{\varphi}(x) \hat{\varphi}(y) (\Box - m^2 - \xi R) \hat{\varphi}(y) \sqrt{-g(y)}
\]
and by doing integration by parts twice, we obtain the following relation
\[
F[\hat{\varphi}] = e^2 \int_{\mathbb{R}^d} \sqrt{-g(x)\hat{\varphi}(x)(\Box - m^2 - \xi R)} \hat{\varphi}(x) Z[-i(\Box - m^2 - \xi R)]\hat{\varphi}. \tag{III.14}
\]

IV. RIEMANN-NORMAL COORDINATES

From the point splitting method, it is well-known that on an underlying curved manifold, explicit calculations for a perturbative expansion of some physical observable requires a lot more effort than in flat spacetime. Hence, a formulation that allows the use of flat-spacetime techniques on curved spacetime would be very welcome. A procedure that allows one to decouple gravitation interaction from the quadratic kinetic part of the action was shown in [29] using Riemann-normal coordinates. This approach is different from the heat kernel method that is used in zeta-function regularization and point-splitting methods. In this section, we briefly review the Riemann-normal coordinates as a preliminary material for later studies. Moreover, we also briefly reviewed the construction of Green’s function using these coordinates, following [29]. However, at the end of section IV.D we provided briefly the canonical way to obtain the same expression of Green’s function in curved spacetime using creation and annihilation operators and local description of particle states given in section IV.E.

A. Riemann-normal coordinate expansion

Riemann-normal coordinates are the closest analogue of flat spacetime coordinates in curved spacetime. This coordinate system is defined in such a way that the geodesics emanating from one point to another point of the manifold are mapped to a straight line or in other words, the vector lies on the tangent space. As mentioned earlier this coordinate does not cover the whole manifold, rather it covers a patch in the neighborhood of a given point, which will be taken as the origin of this coordinate system. This coordinate frame is well-defined as long as the geodesics do not intersect in that patch.

The main idea behind defining RNC (Riemann-normal coordinate) expansion is to use geodesics through the origin to define geodesics at neighboring points to recreate locally a smooth patch. In this coordinate, a generic point \( x \) is defined by the components of the tangent vector, evaluated at the origin of that coordinate system, to the geodesic which links \( x \) and \( x' \), where we choose \( x' \) to be the origin of this coordinate frame. Denoting the components of the tangent vector by \( z^\mu \) and \( s \) the affine parameter of the geodesic measured between \( x \) and \( x' \), Riemann-normal coordinates are defined as follows
\[
x^\mu = sz^\mu, \quad z^\mu = -\nabla^\mu \sigma(x, x'), \tag{IV.1}
\]
where \( \sigma(x, x') \) is the Synge’s world function [28, 33–35]. Synge’s world function satisfies the following identities
\[
\sigma(x, x') = \frac{1}{2} \sigma^{\mu\nu}(x, x') \sigma_{\mu
u}(x, x') = \frac{1}{2} \sigma^{\mu}(x, x') \sigma_\mu(x, x') \tag{IV.2}
\]
where \( \sigma' \) denotes derivative w.r.t. \( x^\mu \) and \( ; \) represents covariant derivative. A transformation from characterizing a geodesic by \( \{z^\mu, v^\nu(x, x')\} \) to \( \{x^\mu, \sigma_\mu(x, x')\} \) is given by the Jacobian
\[
\frac{\partial (\sigma_{\mu}(x, x'))}{\partial (x^\mu, v^\nu)} = \det \begin{bmatrix} \frac{\partial \sigma_{\mu}}{\partial x^\mu} & \frac{\partial \sigma_{\mu}}{\partial v^\nu} \\ \frac{\partial \sigma_\nu}{\partial x^\mu} & \frac{\partial \sigma_\nu}{\partial v^\nu} \end{bmatrix} = \det \frac{\partial (\sigma_\mu)}{\partial (x^\mu)} = \det (\sigma_{\mu\nu}). \tag{IV.3}
\]
We define the following quantity

\[ D_{\mu
u} = -\sigma_{\mu\nu}, \]  

(IV.4)

in terms of which the van Vleck-Morette determinant defined as

\[ D(x, x') = \det(D_{\mu\nu}), \]  

(IV.5)

whose divergence gives us the information about a caustic surface on which two geodesics can intersect. Another geometrical quantity which would be required is given by

\[ \Delta(x, x') \equiv g^{-\frac{1}{2}}(x)D(x, x')g^{-\frac{1}{2}}(x'). \]  

(IV.6)

B. Expansion of metric in RNC

Let us consider a generic expansion of the metric tensor in RNC up to sixth order

\[ g_{\mu\nu}(x = x' + z) = \eta_{\mu\nu} + A_{\mu\alpha\nu\beta}z^\alpha z^\beta + B_{\mu\alpha\nu\beta\gamma}z^\alpha z^\beta z^\gamma + C_{\mu\alpha\nu\beta\gamma\delta}z^\alpha z^\beta z^\gamma z^\delta + D_{\mu\alpha\nu\beta\gamma\delta\eta}z^\alpha z^\beta z^\gamma z^\delta z^\eta + E_{\mu\alpha\nu\beta\gamma\delta\theta\eta}z^\alpha z^\beta z^\gamma z^\delta z^\eta z^\theta + O(z^7). \]  

(IV.7)

Similarly for the inverse metric \( g^{\mu\nu} \)

\[ g^{\mu\nu}(x = x' + z) = \eta^{\mu\nu} + A^{\mu}_{\alpha\nu}z^\alpha + B^{\mu}_{\alpha\nu\beta}z^\alpha z^\beta + C^{\mu}_{\alpha\beta\gamma}z^\alpha z^\beta z^\gamma + D^{\mu}_{\alpha\beta\gamma\delta}z^\alpha z^\beta z^\gamma z^\delta + E^{\mu}_{\alpha\beta\gamma\delta\eta}z^\alpha z^\beta z^\gamma z^\delta z^\eta + O(z^7). \]  

(IV.8)

Here all the coefficients are evaluated at coordinate \( x' \). A relation between above set of coefficients can be found from the following condition

\[ g^{\mu\rho}(x)g_{\rho\nu}(x) = \delta^{\mu}_{\nu}, \]  

(IV.9)

The coefficients of the expansion in eqn. [IV.7] can be obtained as follows. Let us take a tensorial quantity \( T_{\mu\nu}(x) \) and expanded around the origin \( z = 0 \) as

\[ T_{\mu\nu}(x) = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{\partial}{\partial z^{\alpha_1}} \cdots \frac{\partial}{\partial z^{\alpha_n}} T_{\mu\nu} \right) \bigg|_{z=0} z^{\alpha_1} \cdots z^{\alpha_n}, \]  

(IV.10)

where the Taylor coefficients are also tensors belonging to tangent or cotangent space (depending on the indices) at the origin since the Riemann-normal coordinates are themselves vectors belonging to the tangent space at the origin. Using the fact that the geodesic equation is satisfied by Riemann-normal coordinates, it can be shown that in these coordinates, the Christoffel symbol at origin is zero but not necessarily its derivatives. Hence, we obtain the following relations

\[ \partial_a T_{\mu\nu}|_{z=0} = \nabla_a T_{\mu\nu}|_{z=0} = 0, \]  

(IV.11)

\[ \partial_a \partial_b T_{\mu\nu}|_{z=0} = \nabla_a \nabla_b T_{\mu\nu}|_{z=0} = 0, \]  

and so on. Further, it can also be shown that

\[ R^\mu_{\alpha\beta\gamma}(0) = 0. \]  

(IV.12)

Using the fact that the symmetrized version of derivatives of Christoffel symbol at any order is zero [36], we obtain the following relation

\[ R^\mu_{\alpha\nu\beta}(0) + R^\mu_{\beta\nu\alpha}(0) = \partial_a \Gamma^\mu_{\alpha\beta}(0) - \partial_a \Gamma^\mu_{\beta\alpha}(0) + \partial_a \Gamma^\mu_{\beta\alpha}(0) - \partial_a \Gamma^\mu_{\beta\alpha}(0) \]  

\[ \Rightarrow \partial_a \Gamma^\mu_{\alpha\beta}(0) = \frac{1}{3}(R^\mu_{\alpha\nu\beta}(0) + R^\mu_{\beta\nu\alpha}(0)). \]  

(IV.13)

In place of \( T_{\mu\nu} \) if we consider the metric \( g_{\mu\nu} \), we obtain

\[ g_{\mu\nu}(z) = \eta_{\mu\nu} - \frac{1}{3} R_{\mu\nu\beta}(0) z^\alpha z^\beta + O(z^3). \]  

(IV.14)
Similarly, we can obtain the higher order terms by considering the high order derivatives like in eqn (IV.12). As a result, it can be shown that

$$g_{\mu\nu}(z) = \eta_{\mu\nu} - \frac{1}{3} R_{\mu\alpha\beta\gamma} z^\alpha z^\beta \eta_{\gamma\delta} - \frac{1}{6} R_{\mu\alpha\beta;\gamma} z^\alpha z^\beta \gamma - \left( \frac{1}{20} R_{\mu\alpha\beta;\gamma\delta} - \frac{2}{45} R^{\lambda}_{\alpha\beta\mu \gamma\delta} \right) z^\alpha z^\beta \gamma^\delta - \left( \frac{1}{1008} R_{\alpha\beta\mu\rho} \gamma_{\lambda\delta\eta\theta} - \frac{2}{315} R^{\lambda}_{\mu\alpha\beta} R_{\lambda\delta\gamma\eta\theta} \right) z^\alpha z^\beta \gamma^\delta \eta^\gamma \theta + O(z^7)$$

(IV.15)

$$g^{\mu\nu}(z) = \eta^{\mu\nu} + \frac{1}{3} R^{\alpha\nu}_{\beta;\alpha} z^\alpha z^\beta + \frac{1}{6} R^{\alpha\nu}_{\beta;\alpha} z^\alpha z^\beta \gamma + \left( \frac{1}{20} R^{\alpha\nu}_{\beta;\alpha} \gamma - \frac{1}{15} R^{\lambda}_{\mu\alpha\beta} R_{\lambda\gamma\delta} \right) z^\alpha z^\beta \gamma^\delta - \left( \frac{1}{1008} R_{\alpha\beta\mu\rho} \gamma_{\lambda\delta\eta\theta} - \frac{2}{315} R^{\lambda}_{\mu\alpha\beta} R_{\lambda\delta\gamma\eta\theta} \right) z^\alpha z^\beta \gamma^\delta \eta^\gamma \theta + O(z^7),$$

$$-g(z) = 1 - \frac{1}{3} R_{\alpha\beta\gamma} z^\alpha z^\beta - \frac{1}{6} R_{\alpha\beta;\gamma} z^\alpha z^\beta \gamma + \left( \frac{1}{18} R_{\alpha\beta} R_{\gamma\delta} - \frac{1}{20} R_{\alpha\beta;\gamma\delta} - \frac{1}{90} R^{\lambda}_{\alpha\beta} R_{\lambda\gamma\delta\kappa} \right) z^\alpha z^\beta z^\gamma z^\delta - \frac{1}{504} R^{\mu\nu}_{\alpha\beta} R_{\lambda\gamma\delta\eta\theta} + \frac{2}{525} R^{\lambda}_{\alpha\beta} R_{\lambda\gamma\delta} \eta^\eta + \frac{1}{2} \left( \frac{1}{18} R_{\alpha\beta} R_{\gamma\delta} - \frac{1}{90} R^{\lambda}_{\alpha\beta} R_{\lambda\gamma\delta\kappa} \right) z^\alpha z^\beta z^\gamma z^\delta$$

+ \left( \frac{1}{18} R_{\alpha\beta} R_{\gamma\delta} - \frac{1}{90} R^{\lambda}_{\alpha\beta} R_{\lambda\gamma\delta\kappa} \right) z^\alpha z^\beta z^\gamma z^\delta

(IV.16)

C. d’Alembertian operator in curved spacetime using RNC

Green's function $G(x, y)$ in a curved spacetime is defined as the solution of the following equation

$$(-g(x))^{\frac{1}{2}} (-\Box_x + m^2 + \xi R(x)) G(x, y)(-g(y))^{\frac{1}{2}} = -\delta^{(4)}(x-y).$$

Let us define the symmetrized version of Green's function $\tilde{G}(x, y) \equiv (-g(y))^{\frac{1}{2}} G(x, y)(-g(x))^{\frac{1}{2}}$. Using RNC, eqn. (IV.16) becomes

$$\eta^{\mu\nu} \partial_\mu \partial_\nu \tilde{G} = \left[ m^2 + \xi - \frac{1}{6} \right] G + \frac{1}{3} R^\gamma_{\alpha\beta\gamma} z^\alpha z^\beta \gamma - \frac{1}{3} R^\mu_{\alpha\beta\gamma} z^\alpha z^\beta \gamma + \frac{1}{3} R^\gamma_{\alpha\beta\gamma} z^\alpha z^\beta \gamma - \frac{1}{2} \left( \xi - \frac{1}{6} \right) R_{\alpha\beta} z^\alpha z^\beta \tilde{G}$$

+ \left( \frac{1}{6} R^\gamma_{\alpha\beta\gamma} - \frac{1}{3} R^\mu_{\alpha\beta;\gamma} \right) z^\alpha z^\beta \partial_\mu \partial_\nu \tilde{G} + \left( \frac{1}{6} R^\gamma_{\alpha\beta;\gamma} - \frac{1}{3} R^\mu_{\alpha\beta;\gamma} \right) z^\alpha z^\beta \partial_\mu \partial_\nu \tilde{G} - \frac{1}{2} \left( \xi - \frac{1}{6} \right) R_{\alpha\beta} z^\alpha z^\beta \tilde{G}$$

(IV.17)

From now onwards, we only deal with the symmetrized Green's function. In momentum space, we can express the Green's function as a series expansion in the following manner

$$\tilde{G}(z) = \int \frac{d^4 k}{(2\pi)^4} e^{ik\cdot z} \tilde{G}(k).$$

(IV.18)

In momentum space eqn. (IV.17) can be solved by taking into account derivatives of the metric in ascending order as

$$\tilde{G}(k) = \bar{G}_0(k) + \bar{G}_1(k) + \bar{G}_2(k) + \ldots,$$

(IV.19)

where $\bar{G}_i(k)$ contains $i$th derivative of metric at $z = 0$ and is of the order of $k^{-(2+i)}$ such that dimension-wise all the terms match.
D. Green's function in momentum space using RNC

One can immediately verify that at lowest order in which no derivative of metric arises, the only terms remaining in eqn. [IV.17] are
\[
\eta^\mu\nu \partial_\mu \partial_\nu \bar{G}_0(x, y) - m^2 \bar{G}_0(x, y) = -\delta^{(4)}(x - y),
\] (IV.20)
hence, in Fourier space, we obtain
\[
\bar{G}_0(k) = \frac{1}{k^2 + m^2}.
\] (IV.21)
Since there is no first order derivative of metric at \( z = 0 \) in eqn. [IV.17], we obtain
\[
\bar{G}_1(k) = 0.
\] (IV.22)

At second order, we obtain the following relation
\[
\eta^\mu\nu \partial_\mu \partial_\nu \bar{G}_2(x, y) - m^2 \bar{G}_2(x, y) - (\xi - \frac{1}{6}) R \bar{G}_0(x, y) = 0.
\] (IV.23)
It is important to recall that the term \( \bar{G}_0(x, y) \) depends manifestly only on the scalar \( z^2 = \eta_{\mu\nu}z^\mu z^\nu \). For this kind of function, we have the following simple identity
\[
- \frac{1}{3} R^\nu_\alpha z^\alpha \partial_\nu \bar{G}_0(x, y) + \frac{1}{3} R^\nu_\alpha z^\alpha z^\beta \partial_\nu \partial_\beta \bar{G}_0(x, y) = 0,
\] (IV.24)
using which we obtain
\[
\eta^\mu\nu \partial_\mu \partial_\nu \bar{G}_2(x, y) - m^2 \bar{G}_2(x, y) = (\xi - \frac{1}{6}) R \bar{G}_0(x, y) \implies \bar{G}_2(k) = - \frac{(\xi - \frac{1}{6}) R}{(k^2 + m^2)^2}.
\] (IV.25)

Similarly, because of the \( z^2 \) dependence of \( \bar{G}_2 \), we obtain the following identities
\[
\left( \frac{1}{6} R^\nu_\alpha - \frac{1}{3} R^\nu_\alpha \right) z^\alpha z^\nu \partial_\nu \bar{G}_0 + \frac{1}{6} R^\nu_\alpha z^\alpha \partial_\nu \bar{G}_0 = 0
\]
(IV.26)
\[
\left( \frac{1}{10} R^\nu_\alpha - \frac{3}{20} R^\nu_\alpha \right) z^\alpha \partial_\nu \bar{G}_0 + \frac{1}{60} R^\lambda_\alpha R^\nu_\alpha \partial_\nu + \frac{1}{15} R^\lambda_\alpha \partial_\nu \partial_\nu \bar{G}_0
+ \left( \frac{1}{20} R^\nu_\alpha \partial_\nu \right) z^\alpha z^\beta \partial_\nu \bar{G}_0 = 0,
\] (IV.26)
which leads to
\[
\eta^\mu\nu \partial_\mu \partial_\nu \bar{G}_3 - m^2 \bar{G}_3 - (\xi - \frac{1}{6}) R \bar{G}_0 = 0.
\] (IV.27)

In momentum space, we obtain the following relation
\[
(k^2 + m^2) \bar{G}_3(k) - i(\xi - \frac{1}{6}) R \lambda = 0 \implies \bar{G}_3(k) = \frac{i(\xi - \frac{1}{6}) R \lambda}{k^2 + m^2} \partial^\lambda (k^2 + m^2)^{-1}.
\] (IV.28)

At the fourth order, we are left with the following relation
\[
\eta^\mu\nu \partial_\mu \partial_\nu \bar{G}_4 - m^2 \bar{G}_4 - (\xi - \frac{1}{6}) R \bar{G}_2 - \frac{1}{2} (\xi - \frac{1}{6}) R \bar{G}_0 z^\alpha z^\beta \partial_\alpha \partial_\beta \bar{G}_0 = 0
\]
(IV.29)
\[
\alpha \beta = \frac{1}{40} \square R \alpha \beta - \frac{1}{120} R \alpha \beta - \frac{1}{30} R^\alpha \beta \partial_\mu + \frac{1}{60} R^\lambda \partial_\nu R \lambda \alpha \beta \partial_\nu + \frac{1}{60} R^\lambda \mu \partial_\nu R \lambda \beta \partial_\nu
\]
that leads to the following expression in momentum space
\[
\bar{G}_4(k) = (\xi - \frac{1}{6}) R \lambda (k^2 + m^2)^{-1} + \frac{1}{2} (\xi - \frac{1}{6}) R \lambda \partial^\lambda (k^2 + m^2)^{-1} - a \beta (k^2 + m^2)^{-1} \partial^\alpha \partial^\beta (k^2 + m^2)^{-1}.
\] (IV.30)

Similar series expansion for Green’s function for fermionic and other bosonic fields can also be derived which are useful in deriving effective action in curved spacetime. The identities [IV.24], [IV.26] follow from the adiabatic order expansion of the following relation which we demand
\[
\partial_\mu (g^\mu\nu) \partial_\nu \bar{G}(z, z') + (g^\mu\nu) \partial_\nu \partial_\nu \bar{G}(z, z') = 0,
\]
expansion of Green’s function brings out the existence of poles at $k^2 = -m^2$. Since the poles of 
Green’s function denote single-particle states (also can be checked in Minkowski spacetime), $k^0 = \sqrt{k^2 + m^2}$ 
are justified as single-particle momentum modes in this local construction of Green’s function. However, if the 
series expansion is resumed in a suitable manner, then the exact location of the pole might be different 
from $k^2 = -m^2$. Moreover, the dispersion of single-particle energy could also be different. Here we restrict 
our discussion to the series expansion form of the Green’s function.

Although in the present article, we compute the S-matrix elements using the functional integral formalism, 
there must also be a canonical formalism (using creation-annihilation operators) which leads to the same 
results. This is briefly discussed here. This also provides the vacuum state $\langle 0 \rangle$ which is used earlier in 
deriving the LSZ reduction formula. We can decompose the field operator as

$$\hat{\phi}(x) = \int \frac{d^3k}{(2\pi)^3} [\hat{a}_k \hat{g}_k(x) + \hat{a}^\dagger_k \hat{g}^*_k(x)],$$  \hspace{1cm} (IV.31)

where $\{\hat{g}_k(x)\}$ are the momentum mode solutions of the Klein-Gordon equation locally. As a result, it is 
also the solution of the Klein-Gordon equation at the origin. The only non-vanishing commutation relation 
that the creation-annihilation operators satisfy is $[\hat{a}_k, \hat{a}^\dagger_{k'}] = \delta^{(3)}(\vec{k} - \vec{k'})$. We, therefore, consider local mode 
solutions of the form $g_k(x) = \frac{e^{ik.x}}{\sqrt{2\omega_k}} Z_k$ where $Z_k$ is the momentum-dependent weight function. However, 
this weight function can be absorbed in the creation-annihilation operators, which makes mode functions 
normalized. As a result, the expressions in the equations (II.8) and (II.10) remain the same. The vacuum 
state $\langle 0 \rangle$ is chosen such that it is annihilated by the operation of annihilation operators of all momentum 
modes. Using the definition of Green’s function $\langle 0 | T(\hat{\phi}(x)\hat{\phi}(y)) | 0 \rangle$ ($T$ is the time-ordering operation), we 
gain the following expression of Green’s function in momentum space

$$\tilde{G}(k) = \frac{1}{k^2 + m^2} Z_k^2.$$  \hspace{1cm} (IV.32)

Comparing the above expression with the series expansion of the Green’s function obtained using the RNC, we 

gain the $\frac{1}{k^2 + m^2}$ series expansion of $Z_k$ up to an overall phase factor. In the next section, we discuss 

the local description of state space in the RNC patch, as we see the functions $g_k(x) = \frac{e^{ik.x}}{\sqrt{2\omega_k}} Z_k$ are not the 

exact solutions of the Klein-Gordon equation in curved spacetime in the RNC patch.

**E. Local description of state space in curved spacetime using RNC**

In an attempt to extend all the important features of QFT in Minkowski spacetime to a general curved 
spacetime in a covariant manner, the notion of particle-like states must be well-defined at least under certain 
conditions as mentioned earlier. In the presence of curvature, state description is not well-defined globally 
since the Hilbert space description is attached to every point in the manifold through a map from its tangent 
space to vector space that depends on the quantization prescription [42–45]. However, the local description 
of the Hilbert space or particle-like states space is important since through the states and observables (which 
are quantum operators, also defined locally), we obtain the expectation values that are attached to the 
points on the manifold. Such information or observation cannot be compared between two spacetime points 
naturally because it depends on the choice of the path of the observer through which parallel transport 
procedure is performed. However, it is independent of the choice of coordinates.

We define the single-particle momentum states through a mapping from tangent space at origin $x'$ to the 
Hilbert space attached to it and denote the states by $\{ |k\rangle_{x'} \}$. Similarly, we define single particle position 
states in RNC frame through a map from spacetime manifold to tangent space at the origin through RNC 
coordinate defined earlier, then map those vectors to Hilbert space at the origin, denoted by $\{ |z\rangle_{x'} \}$. The 
inner product between these states are defined as

$$\langle z | k' \rangle = e^{ik'.z} \equiv f_{k'}(z),$$  \hspace{1cm} (IV.33)

since in RNC locally within that patch, the metric takes the form as in eqn. (IV.15) which is locally flat. Since 
within the RNC patch all points are mapped through the tangent vectors at origin $x'$, we omit the 
subscript $x'$ from state notation.

It is quite clear that $e^{ik.z}$ is not the solution of the on-shell equation at every point within the RNC patch. However, 
such states can be constructed at the origin $x'$ since the Christoffel symbol at that point vanishes, 
which follows from the definition of the RNC patch. However, if we decompose the field operators in terms 
of these harmonic functions with a momentum-dependent weight function $Z_k$, we are able to reproduce 
the Green’s function obtained using the RNC patch. Moreover, this weight function also depends on the
curvature of spacetime. This shows that the particle states in curved spacetime form a wavepacket in its position space representation due to the non-trivial weight function $Z_k$ in momentum space. Even at the level of free-field theory, it is shown that the coupling between matter and spacetime geometry changes the single particle states in Minkowski spacetime represented by the Dirac-delta functions in position space.

In local S-matrix formulation, the main idea is that before the scattering events take place at origin $x'$, momentum vectors of many-particle states can be measured locally [16]. These states belong to the Fock space constructed from the single-particle states through the direct sum of vector spaces made out of the direct product of a stack of single-particle Hilbert state spaces. Measurement of such local states can be possible since the time scale of interaction between multi-particles would be very small compared to the time-coordinate of space-like hypersurfaces that bound the patch [52, 53]. In order to define such a local description, the time-ordered operation can be restricted which it goes to zero. This computation has been done numerically for specific spacetime geometries [48–51].

The boundary of the patch can either be found out by a set of points where the van Vleck-Morette determinant [47] is non-divergent or by solving Raychaudhuri equation for geodesic congruences [48–51] in which one needs to take a collection of vector fields along geodesics and evolve them to see whether their cross-section decreases to zero or not. The RNC description is not well-defined beyond the boundary at which it goes to zero. This computation has been done numerically for specific spacetime geometries [18–51].

For the algebraic or axiomatic quantum field theoretical description of local S-matrix in curved spacetime, one may see [52, 53]. In order to define such a local description, the time-ordered operation can be restricted within the constant time hypersurfaces (space-like hypersurfaces) that effectively bound the patch [51, 55].

F. Causality

Mathematically, micro-causality in any field theory demands that the commutation of two field operators must vanish if they are space-like separated. This means

$$[\hat{\phi}(x), \hat{\phi}(x')] = 0, \text{ if } (x - x')^2 > 0.$$  \hspace{1cm} (IV.34)

This is another constraint that needs to be satisfied if one uses canonical quantization and from the functional integral point of view an equivalent statement can be obtained by demanding the following

$$\langle \hat{\phi}(x)\hat{\phi}(x')\hat{O}_1(x_1)\ldots\hat{O}_n(x_n) \rangle = \langle \hat{\phi}(x')\hat{\phi}(x)\hat{O}_1(x_1)\ldots\hat{O}_n(x_n) \rangle.$$  \hspace{1cm} (IV.35)

Note that micro-causality will always be true: to explicitly show that one needs to solve the Klein-Gordon equation exactly and define the exact eigen-modes. On the other hand, our goal is not to look at the mode solutions of the Klein-Gordon equations, and it is not always possible to find analytic solutions of such complicated partial differential equations unless the underlying spacetime has special symmetries. Causality can only be exactly verified once the exact mode solutions are available.

However, the exact modes solutions of the Klein-Gordon equation can always be re-written in momentum basis through the Fourier transformation as a change of basis which should not change the micro-causality condition since eqn. [IV.34] is a basis independent mathematical statement. We choose the momentum basis in order to define the scattering matrix elements in terms of measurements of momentum modes which actually gives much more information, shown below.

V. ILLUSTRATION OF FORMALISM: SCATTERING AMPLITUDE CALCULATIONS

As an application of the developed formalism for local S-matrix in curved spacetime, the scattering amplitudes and cross-sections in interacting field theories in curved spacetime are computed in this section using the RNC. Since these interacting field theories are coupled to curved spacetime, the observables in these field theories are expected to have curvature-dependent corrections, extracted using the RNC. This is one of our main results in the present article.

A. Structure of local S-matrix

Using the necessary information, discussed above, in eqn. (III.12) we obtain

$$S(k_1, \ldots, k_n \to k_{n+1}, \ldots, k_N) = \int d^4z_1 \ldots d^4z_N f_1(z_1) \ldots f_n(z_n)f_{n+1}(z_{n+1}) \ldots f_N(z_N)V(z_1, \ldots, z_N)$$

$$= \int d^4z_1 \ldots d^4z_N e^{i \sum_{i=1}^n k_i \cdot z_i - i \sum_{j=1}^N k_j \cdot z_j} V(z_1, \ldots, z_N),$$  \hspace{1cm} (V.1)
Henceforth, we will not write the factor due to the two-point or Green’s function leading to the following form

where \( V(z_1, \ldots, z_N) \) carries the information about the Green’s function. This S-matrix is a local observable since the exponents carry information of the origin \( x' \) through \( z'^{\mu} = \sigma^\mu(x, x') \) and curvature at \( x' \).

Among the above three pieces, we choose the connected one since the disconnected pieces are cancelled out which can be re-written as

\[
\phi \frac{\partial^2}{\partial x^\alpha \partial x^\beta} - a_{\alpha\beta}(k^2 + m^2)^{-1}\partial^\alpha \partial^\beta (k^2 + m^2)^{-1}
\]

\[
a_{\alpha\beta} = \frac{1}{40} R_{\alpha\beta} - \frac{1}{120} R_{\alpha\beta} - \frac{1}{30} R_{\alpha\mu} R_{\beta\mu} - \frac{1}{60} R_{\alpha\mu} R_{\lambda\alpha\beta\mu} + \frac{1}{60} R_{\alpha\beta} R_{\lambda\beta\mu\nu}.
\]

\[
(\text{V.2})
\]

B. \( 3 \rightarrow 3 \) scattering in \( \phi^4 \) theory

In \( 3 \rightarrow 3 \) scattering, we are looking to compute the following amplitude

\[
S(k_1, k_2, k_3 \rightarrow k_4, k_5, k_6) = \int d^4 z_1 \ldots d^4 z_6 f_{k_1}(z_1) \ldots f_{k_3}(z_3) f_{k_4}^*(z_4) \ldots f_{k_6}^*(z_6) V(z_1, \ldots, z_6)
\]

\[
V(z_1, \ldots, z_6) = \frac{\delta}{\delta \varphi(z_1)} \ldots \frac{\delta}{\delta \varphi(z_6)} F[\varphi] |_{\varphi = 0}, \quad F[\varphi] = N e^\frac{i}{2} F_{\{x,y\}} \delta_z \phi \varepsilon^{-i} \int_{\mu} \varepsilon - \frac{\lambda^2}{4!} \{ \int x^4 \sqrt{-g} \}^2.
\]

Henceforth, we will not write the factor \( N \) as this cancels by taking \( \varphi = 0 \) at the end. Consider only the \( \varphi^6 \) terms from \( F[\varphi] \) in leading order, we obtain

\[
\frac{1}{2} \int_{z_1, z_2} \delta_{z_1} G(z_1, z_2) \delta_{z_2} [ - \frac{\lambda^2}{(4!)^2} \{ \int x^4 \sqrt{-g} \}^2 ]
\]

\[
= -\frac{\lambda^2}{144} \int_{z_1, z_2, x, y} \left[ G(z_1, z_2) \varphi^3(x) \delta^4(x - z_1) \delta^4(y - z_2) \varphi^3(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \left( 1 - \frac{1}{12} R_{\alpha\beta} y^\alpha y^\beta \right) \right] (\text{V.4})
\]

\[
-\frac{\lambda^2}{192} \int_{z_1, z_2, x, y} \left[ G(z_1, z_2) \varphi^2(x) \delta^4(x - z_1) \delta^4(y - z_2) \varphi^4(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \left( 1 - \frac{1}{12} R_{\alpha\beta} y^\alpha y^\beta \right) \right]
\]

\[
-\frac{\lambda^2}{192} \int_{z_1, z_2, x, y} \left[ G(z_1, z_2) \varphi(x) \delta^4(x - y) \delta^4(y - z_2) \varphi^2(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \right]
\]

which can be re-written as

\[
-\frac{\lambda^2}{144} \int_{x, y} \left[ G(x, y) \varphi^3(x) \varphi^3(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \right]
\]

\[
-\frac{\lambda^2}{192} \int_{x, y} \left[ G(x, y) \varphi^2(x) \varphi^4(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \right]
\]

\[
-\frac{\lambda^2}{192} \int_{x, y} \left[ G(x, y) \varphi^4(x) \varphi^2(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \right]
\]

(V.5)

Among the above three pieces, we choose the connected one since the disconnected pieces are cancelled out due to \( N^{-1} \). This can be expressed as

FIG. 1: Leading order connected diagram in 3 \( \rightarrow \) 3 scattering in \( \phi^4 \) theory
\[ \int d^4 z_1 \ldots d^4 z_6 d^4 x d^4 y \left[ \delta^{(4)}(x - z_1) \delta^{(4)}(x - z_2) \delta^{(4)}(x - z_3) \delta^{(4)}(y - z_4) \delta^{(4)}(y - z_5) \delta^{(4)}(y - z_6) (3!)^2 + \delta^{(4)}(x - z_1) \delta^{(4)}(x - z_5) \delta^{(4)}(x - z_3) \delta^{(4)}(y - z_2) \delta^{(4)}(y - z_3) \delta^{(4)}(y - z_6) (3!)^2 + \text{other combinations} \right] \mathcal{G}(x, y) (1 - \frac{1}{12} R_{\alpha \beta} x^\alpha x^\beta) (1 - \frac{1}{12} R_{\alpha \beta} y^\alpha y^\beta) \left( \frac{\lambda^2}{144} \right). \] (V.6)

Considering a particular combination, say the first one, leads to the following contribution to the scattering amplitude expression, denoted by \( S^{(1)} \)

\[ S^{(1)}(k_1, k_2, k_3 \rightarrow k_4, k_5, k_6) = -\frac{\lambda^2}{4} \int d^4 x d^4 y d^4 k e^{i(k_1+k_2-k_3)\cdot x - i(k_4+k_5+k_6)\cdot y} \mathcal{G}(x, y) \prod_{i=1}^6 \sqrt{2\omega_k V} \times \left( 1 - \frac{1}{12} R_{\alpha \beta} x^\alpha x^\beta \right) \left( 1 - \frac{1}{12} R_{\alpha \beta} y^\alpha y^\beta \right). \] (V.7)

In momentum space, the above expression becomes

\[ S^{(1)}(k_1, k_2, k_3 \rightarrow k_4, k_5, k_6) = -\frac{\lambda^2}{4} \int d^4 x d^4 y d^4 k e^{i(k_1+k_2-k_3)\cdot x - i(k_4+k_5+k_6)\cdot y} \mathcal{G}(k) \prod_{i=1}^6 \sqrt{2\omega_k V} \times \left[ 1 - \frac{1}{12} R_{\alpha \beta} x^\alpha x^\beta + \frac{1}{144} R_{\alpha \beta} R_{\mu \nu} x^\alpha x^\beta y^\mu y^\nu \right] \]
\[ = -\frac{\lambda^2}{4} \left( 1 + \frac{1}{12} R_{\alpha \beta} \partial^\alpha \partial^\beta + \frac{1}{144} R_{\alpha \beta} R_{\mu \nu} \partial^\alpha \partial^\beta \partial^\mu \partial^\nu \right) \]
\[ \times \left[ \mathcal{G}(k_1 + k_2 + k_3) \right] \mathcal{G}(k_4 + k_5 + k_6 + k_7) \delta^{(4)}(k_1 + k_2 + k_3 - k_4 - k_5 - k_6) \]. (V.8)

where \( V \) is the spatial volume of local patch within which the RNC description is well-defined. In a similar fashion, contribution from remaining pieces in eqn. (V.6) can be calculated leading to the complete S-matrix.

We want to emphasize here that in the last equality of eqn. (V.8), the last two pieces are non-conservative pieces where momentum conservation does not hold in the scattering process because of the presence of the derivative of the Dirac-delta function (see the second last equality in eqn. (V.8)). It would be pertinent to point out here that the coefficients of these two pieces depend on the curvature of spacetime. Hence, in the limit of flat-spacetime, these terms cease to exist. Further, the first term in the last equality of eqn. (V.8) that preserves conservation of 4-momentum also contains curvature dependent correction in the Green’s function

\[ a_{\alpha \beta} (k^2 + m^2)^{-1} \partial^\alpha \partial^\beta (k^2 + m^2)^{-1} \bigg|_{k_1+k_2+k_3} = -\frac{2a_{\alpha \beta}}{(k^2 + m^2)^3} - \frac{8k^\alpha k^\beta a_{\alpha \beta}}{(k^2 + m^2)^4} \bigg|_{k_1+k_2+k_3}. \] (V.9)

For massless scalar field theory the above term becomes

\[ \left[ -\frac{2a_{\alpha \beta}}{(k^2)^3} + \frac{8k^\alpha k^\beta a_{\alpha \beta}}{(k^2)^4} \right] \bigg|_{k_1+k_2+k_3}, \] (V.10)

which becomes dominant over curvature independent term when \( k_1 + k_2 + k_3 \rightarrow 0 \). On the other hand, for the minimal coupling (when \( \xi = 0 \)), leading order correction comes from \( \frac{R}{8((k_1+k_2+k_3)^2)^2} \) for massless scalar field theory, however, depending on the limit \( k_1 + k_2 + k_3 \rightarrow 0 \), higher order terms become important.

C. 2 \rightarrow 2 scattering in \( \phi^3 \) theory

In this case, we obtain the following expression

\[ S(k_1, k_2 \rightarrow k_3, k_4) = \int d^4 z_1 \ldots d^4 z_6 f_{k_1}(z_1) f_{k_2}(z_2) f_{k_3}(z_3) f_{k_4}^*(z_4) V(z_1, \ldots, z_4) \]
\[ V(z_1, \ldots, z_4) = \frac{\delta}{\delta \varphi(z_1)} \ldots \frac{\delta}{\delta \varphi(z_4)} \mathcal{F}[\varphi] |_{\varphi=0}, \quad \mathcal{F}[\varphi] = e^{\varphi} f_{x_\chi} \delta(G(x, y) \delta_x \varphi(z) e^{-i \square f_x \varphi(z)} (x, y) \sqrt{-g(z)}. \] (V.11)
If we consider $\varphi^4$ term from $F[\varphi]$, then in the leading order, we obtain the following contribution

$$\frac{1}{2} \int_{z_1, z_2} \delta_1 \delta_2 \mathcal{G}(z_1, z_2) \left[ - \frac{\lambda^2}{2(3)!^2} \left( \int x \varphi^3(x)(1 - \frac{1}{6} R_{\alpha\beta} x^\alpha x^\beta) \right)^2 \right]$$

$$= - \frac{\lambda^2}{16} \int_{z_1, z_2, x, y} \mathcal{G}(z_1, z_2) \varphi^2(x) \delta^{(4)}(x - z_1) \delta^{(4)}(y - z_2) \varphi^2(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \left( 1 - \frac{1}{12} R_{\alpha\beta} y^\alpha y^\beta \right)$$

$$- \frac{\lambda^2}{24} \int_{z_1, z_2, x, y} \mathcal{G}(z_1, z_2) \delta^{(4)}(x - z_1) \delta^{(4)}(y - z_2) \varphi(x) \varphi^2(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \left( 1 - \frac{1}{12} R_{\alpha\beta} y^\alpha y^\beta \right)$$

$$- \frac{\lambda^2}{24} \int_{z_1, z_2, x, y} \mathcal{G}(z_1, z_2) \delta^{(4)}(y - z_1) \delta^{(4)}(y - z_2) \varphi(x) \varphi(y) \left( 1 - \frac{1}{12} R_{\alpha\beta} x^\alpha x^\beta \right) \left( 1 - \frac{1}{12} R_{\alpha\beta} y^\alpha y^\beta \right).$$

As before we look at the connected piece only which can be described from the Fig. 2. Here, from the various combinations, we choose a particular one that contributes as

$$S^{(4)}(k_1, k_2 \to k_3, k_4) = - \frac{\lambda^2}{4} \int d^4x \ d^4y \ d^4k \left( 1 + \frac{1}{12} \left( \partial_\mu^k \partial_\mu^k + \partial_\mu^k \partial_\mu^k \right) + \frac{1}{144} R_{\alpha\beta} R_{\mu\nu} \partial_\mu^k \partial_\mu^k \partial_\nu^k \partial_\nu^k \right)$$

$$\times e^{i(k_1 + k_2 - k_3 - k_4) \cdot y} \frac{\mathcal{G}(k)}{\prod_{i=1}^4 \sqrt{2\omega_{k_i} V}}$$

$$= - \frac{\lambda^2}{4} \left( 1 + \frac{1}{12} \left( \partial_\mu^k \partial_\mu^k + \partial_\mu^k \partial_\mu^k \right) + \frac{1}{144} R_{\alpha\beta} R_{\mu\nu} \partial_\mu^k \partial_\nu^k \partial_\nu^k \partial_\nu^k \right)$$

$$\times \delta^{(4)}(k_1 + k_2 - k_3 - k_4).$$

(V.13)

Like the previous example, here, we have conservation and non-conservation terms, and both contain curvature-dependent corrections. In the conservation case, in the $k_1 + k_2 \to 0$ limit, curvature correction dominates over curvature-independent correction in the massless theory. The IR divergences can be cured by first putting an IR regulator and then adding soft-modes in the theory.

D. Probing curved spacetime features through Nucleon-Nucleon scattering

Nucleon-Nucleon scattering is a Yukawa process where nucleons exchange mesons. In the center of mass frame, the incoming energy of the two particles is identical and equal to half the center of mass-energy, while the 3-momenta of the incoming particles are equal and opposite, $p_1 = -p_2$. As energy is conserved, the energy of the out-going particles is also half the center of mass-energy. This means that the three-momenta of the outgoing particles are also equal and opposite $q_1 = -q_2$. Since all the energies are equal and all the masses are equal, it follows that the magnitudes of all the momenta are equal $|\vec{p}_1| = |\vec{p}_2| = |\vec{q}_1| = |\vec{q}_2| = |\vec{p}| = p$. The scattering cross-section of this process is given by

$$\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2}} \left[ \frac{1}{2|\vec{p}|^2(1 + \cos \theta) + m^2} + \frac{1}{2|\vec{p}|^2(1 - \cos \theta) + m^2} \right]^2,$$

(V.14)

where $M$ is the mass of the nucleons and $\lambda$, coupling constant, controls the amount of scattering, i.e., it is a measure of the strength of the interactions. The scattering has a non-trivial dependence on $\theta$ (scattering
The theory has a specific prediction for its form which can be used to fit the data to reveal the best value for \( m \), the mass of the meson-particles which is not directly measurable. In the limit of small incoming momenta \( |\vec{p}| \) compared to the mass of meson, the above formula becomes

\[
\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2}m^4}.
\]  

(V.15)

The same scattering process in condensed matter systems, where electrons are interacting through the same interaction but exchanging massless phonons, is

\[
\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2} \left[ \frac{1}{2|\vec{p}|^2(1 + \cos \theta) + m^2} + \frac{1}{2|\vec{p}|^2(1 - \cos \theta)} \right]^2} = \frac{\lambda^4}{|\vec{p}|^4 \sqrt{p^2 + M^2} \sin^4 \theta}.
\]  

(V.16)

which shows IR-singularity structure of scattering cross-section and also singularity structure in \( \theta \to 0, \pi \) limit. The scattering cross-section, in eqn. (V.16) for 4-momentum conservation piece in curved spacetime in minimal coupling theory becomes (after taking into account the first order curvature dependent term)

\[
\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2} \left[ \frac{1}{2|\vec{p}|^2(1 + \cos \theta) + m^2} + \frac{R}{6} \frac{1}{(2|\vec{p}|^2(1 - \cos \theta) + m^2)^2} \right]^2}.
\]  

(V.17)

In \( m \gg |\vec{p}| \) limit, the above equation becomes

\[
\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2}} \left( \frac{2}{m^2} + \frac{R}{3m^4} \right)^2.
\]  

(V.18)

If \( R(x') \) or \( R(z = 0) \) is much greater compared to the mass such that the 2nd term in eqn. (V.18) dominates, then

\[
\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2}} \frac{R^2}{9m^8},
\]  

(V.19)

which carries information about the curvature through dependence on Ricci scalar. On the other hand, in the \( m \to 0 \) limit, we obtain the following expression

\[
\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2}} \left( \frac{1}{|\vec{p}|^2 \sin^2 \theta} + \frac{R}{12|\vec{p}|^4} \frac{1 + \cos^2 \theta}{\sin^4 \theta} \right)^2,
\]  

(V.20)

which shows that in \( |\vec{p}| \to 0 \) limit (IR structure of scattering cross-section without the other higher order curvature terms), the second term dominates over the first term unless \( R \) is sufficiently small, thereby leading to

\[
\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2}} \frac{R^2}{144|\vec{p}|^8} \left( \frac{1 + \cos^2 \theta}{\sin^4 \theta} \right)^2.
\]  

(V.21)
In the $\theta \to 0$ limit, the singularity structure becomes
\[
\frac{d\sigma}{d\Omega} \propto \frac{\lambda^4}{\sqrt{p^2 + M^2}} \frac{R^2}{36|p|^8 \sin^8 \theta}.
\] (V.22)

Both the limiting cases, eqns. (V.21) and (V.22), carry information about Ricci scalar of spacetime at $x'$ where scattering events take place through local interaction.

In the conformal coupling limit $\xi = \frac{1}{2}$, it can be checked easily that in the two limiting cases mentioned above, the scattering cross-section depends on $\theta$ and curvature dependence signature carried by the terms would be $O((a_s)^2, a_{\alpha\beta}g_{\mu\nu})$. These observations are basically spacetime geometrical features that one can probe through the local formulation of S-matrix in a Nucleon-Nucleon scattering process.

E. Nucleon interactions in curved spacetime

It is quite well known that relativistic theories of nucleons interacting with mesons are very useful for explaining a wide range of nuclear phenomena, most notably the single-particle energy levels, nuclear charge densities and elastic proton-nucleus scattering observables at intermediate energies [56–58].

We consider a scalar theory description of nucleons [59, 60] for the sake of mathematical simplicity. Nucleon interactions involve the strong nuclear force. These interactions are known as hadronic interactions, and the involved particles in these interactions are called hadrons. In the scalar model, the hadronic interaction is affected by the exchange of scalar mesons between nucleons. More fundamentally, hadronic interactions are mediated by gluons, which are exchanged by the quark constituents of the hadrons. Thus, the nucleon-meson model is seen to be an effective field theory that replaces the fundamental quark-gluon interaction with the simpler effective nucleon-meson interaction.

The simplest description of the interaction is written as a product of three fields $\phi_A(x)$, $\phi_B(x)$ and $\phi_C(x)$ and coupling constants $g_{AAC}$ and $g_{ABC}$. The interaction Lagrangian density (in Euclidean formalism) is given by
\[
\mathcal{L}_I = g_{AAC} \phi_A(x) \phi_B(x) \phi_C(x) + g_{ABC} \phi_A(x) \phi_B(x) \phi_C(x), \quad S_I = \int \sqrt{-g(x)} \mathcal{L}_I(\phi_{A,B,C}(x)) d^4x, \tag{V.23}
\]
where $A$ field represents nucleons, $B$ field the $\Delta$ baryons, and $C$ field the mesons. Though the scalar model recognizes only two particle attributes, this model is sufficient to determine scattering amplitudes, from which decay rates and differential and total cross-sections can be derived. This Lagrangian forms the basis for the work in [61]. This model can be treated as an effective field theory that gives scattering cross-sections of different processes in intermediate energy scales to a very good accuracy without worrying about the internal structure of particles. This is the simplest model where two interaction channels are considered at the tree level.

Although the bare model contains only three-point vertices, effectively this model also gives rise to self-interacting four-point vertices. Therefore, to measure the effective strength of such coupling constant in curved spacetime we include extra pieces in the action which is of the following form
\[
\frac{1}{4!} \int \sqrt{-g(x)} (\lambda_A \phi_A^4(x) + \lambda_B \phi_B^4(x) + \lambda_C \phi_C^4(x))d^4x. \tag{V.24}
\]
We show that this effective interaction coupling strength depends on spacetime curvature. Here we look at a particular case of $\phi_A^4$ vertex coupling strength due to the effect of three-point interactions in curved spacetime.

The diagrams contributing to this are shown in Fig. 4 drawn only for the 4-momentum conservation piece that arises from the first term in the expansion $\sqrt{-g(z)}$ in terms of $z$. In the figure dashed line denotes the propagator of $\phi_A$, the solid line denotes the propagator for $\phi_C$ and the wavy line represents the propagator for $\phi_B$ fields.

From Fig. 4.1, we get the following contribution to the effective coupling strength $\lambda_C$ (only for the piece where 4-momentum conservation holds)
\[
g_{AAC}^4 \int \frac{d^4k}{(2\pi)^4} \left[ \frac{1}{(k^2 + M_A^2)^4} + \frac{4R}{6} \frac{1}{(k^2 + M_A^2)^5} + \mathcal{O}(R^2, R_{\alpha\beta}R_{\mu\nu}) \right]
= g_{AAC}^4 \left[ \frac{1}{6M_A^2} + \frac{R}{18M_A^6} + \mathcal{O} \left( \frac{R^2}{M_A^4}, \frac{R_{\alpha\beta}R_{\mu\nu}}{M_A^4} \right) \right]. \tag{V.25}
\]
From Fig. 4.2, we get the following contribution (for the piece where 4-momentum conservation holds)

\[
g_{ABC} \int \frac{d^4k}{(2\pi)^4} \left[ \frac{1}{(k^2 + M_A^2)^2} \frac{1}{(k^2 + M_B^2)^2} \frac{2R}{6} \left( \frac{1}{(k^2 + M_A^2)^3} \frac{1}{(k^2 + M_B^2)^2} + \frac{1}{(k^2 + M_B^2)^3} \frac{1}{(k^2 + M_A^2)^2} \right) \right] + O(R^2, R_{\alpha\beta} R_{\mu\nu}) \tag{V.26}
\]

where \( \zeta = \frac{M_B^2}{M_A^2} \) ratio of renormalized masses of B and A particles. This contribution will add to the previous one. Considering the Fig. 4.3, we get the following contribution

\[
g_{AAC} g_{ABC} \int \frac{d^4k}{(2\pi)^4} \left[ \frac{1}{(k^2 + M_A^2)^2} \frac{1}{(k^2 + M_B^2)^2} \frac{3}{(k^2 + M_B^2)^2} + \frac{3}{(k^2 + M_A^2)^2} \right] + O(R^2, R_{\alpha\beta} R_{\mu\nu}) \tag{V.27}
\]

Therefore, up to one-loop correction, the effective coupling strength of \( \phi_4^4 \) interaction is

\[
\frac{\lambda_4}{4!} + \alpha g_{AAC} \frac{4!}{(4\pi)^2} \left[ \frac{1}{6M_A^4} + \frac{R}{18M_A^4} + O \left( \frac{R^2}{M_A^4} \frac{R_{\alpha\beta} R_{\mu\nu}}{M_A^2} \right) \right] + \beta g_{ABC} \frac{4!}{(4\pi)^2} \left[ \frac{1}{M_A^4} \left( \frac{\zeta + 1}{(\zeta - 1)^3} \right) - \frac{2}{(\zeta - 1)^2} \right] + \gamma g_{AAC}^2 g_{ABC} \frac{4!}{(4\pi)^2} \left[ \frac{1}{M_A^4} \left( \frac{\zeta + 1}{(\zeta - 1)^3} \right) - \frac{2}{(\zeta - 1)^2} \right] + O \left( \frac{R^2}{M_A^4} \frac{R_{\alpha\beta} R_{\mu\nu}}{M_A^2} \right), \tag{V.28}
\]

\[
\text{FIG. 4: i) Four } g_{AAC} \text{ couplings, ii) four } g_{ABC} \text{ couplings, iii) two } g_{AAC} \text{ and two } g_{ABC} \text{ couplings}
\]
where $\alpha, \beta, \gamma$ are some numerical factors which arise from combinatorics of the graphs. Although we have computed the leading order curvature dependent correction through this procedure, one can in principle compute all higher-order curvature dependent terms.

This calculation shows how the curvature of spacetime affects the coupling strength of particles in a non-trivial curved spacetime. This shows that the running coupling of any theory living in curved spacetime depends on the geometrical properties of the spacetime itself. Hence, it also controls the renormalization group flow equations, and further, the flow equations vary from point to point on the spacetime manifold.

Through our local S-matrix description, we are able to probe the geometrical features of curved spacetime. Next, we discuss the compatibility of local construction of S-matrix with spacetime symmetries or Killing vector fields of curved spacetime and make some comments related to Unitarity.

VI. COMPATIBILITY OF SPACETIME SYMMETRIES WITH LOCAL S-MATRIX

In this section, the deformed translational symmetries are derived by solving the Killing equations in a series expansion within the RNC patch. Using these deformed symmetries, it is shown explicitly that the S-matrix elements contain terms violating 4-momentum conservation. This is consistent with our findings in the previous section. Therefore, our result in this section shows that the S-matrix derived using RNC and functional integral formulation is consistent with the deformed symmetries of the RNC patch.

A. Unitarity, 4-momentum conservation condition of S-matrix in flat spacetime

Denoting all the incoming-states is denoted by $|\{p_i\}^{\text{(in)}}\rangle$ and outgoing-states by $|\{q_j\}^{\text{(out)}}\rangle$, the conservation of probability implies

$$\sum_{\{p_i\}^{\text{(in)}}} |\{q_j\}^{\text{(out)}}\rangle \langle\{q_j\}^{\text{(in)}}| \hat{S} |\{p_i\}^{\text{(in)}}\rangle^2 = 1,$$

where $\hat{S}$ is the S-matrix operator. The above equation can be expressed in the following fashion using the completeness relations of the incoming-states and outgoing-states

$$1 = \sum_{\{p_i\}^{\text{(in)}}} |\{q_j\}^{\text{(out)}}\rangle \langle\{q_j\}^{\text{(in)}}| \hat{S} |\{p_i\}^{\text{(in)}}\rangle^2 = \sum_{\{p_i\}^{\text{(in)}}} |\{q_j\}^{\text{(out)}}\rangle \langle\{q_j\}^{\text{(in)}}| \hat{S} |\{p_i\}^{\text{(in)}}\rangle \hat{S}^\dagger |\{q_j\}^{\text{(out)}}\rangle,$$

$$\implies \hat{S}^\dagger \hat{S} = \hat{S} \hat{S}^\dagger = 1.$$

Thus, the unitarity of the S-matrix follows from the conservation of probability. This derivation is also valid for our local S-matrix description in curved spacetime (see [1]).

In Minkowski spacetime, we have four translational symmetries corresponding to the four generators denoted by $\hat{P}^\mu$ and defined as

$$\hat{P}^\mu = \int d^3x T^{0\mu}(x),$$

where $\Sigma$ is a space-like hypersurface, for example, $t = \text{const.}$ hypersurfaces. Since S-matrix in Minkowski spacetime must be compatible with these spacetime symmetries, this implies that

$$[\hat{S}, \hat{P}^\mu] = 0, \ \forall \mu \in \{0, 1, 2, 3\}.$$

This puts a constraint on the S-matrix elements as follows

$$0 = (\text{out}) \langle\{q_j\}|[\hat{S}, \hat{P}^\mu]|\{p_i\}\rangle^{\text{(in)}} = (\text{out}) \langle\{q_j\}|(\hat{S} \hat{P}^\mu - \hat{P}^\mu \hat{S})|\{p_i\}\rangle^{\text{(in)}}$$

$$= (\text{out}) \langle\{q_j\}|\hat{S}|\{p_i\}\rangle^{\text{(in)}} \times \left( \sum_i \Delta p^i - \sum_j \Delta q_j \right),$$

$$\implies (\text{out}) \langle\{q_j\}|\hat{S}|\{p_i\}\rangle^{\text{(in)}} = \delta(4) \left( \sum_j q_j - \sum_i p_i \right) \mathcal{A}(\{p_i\} \rightarrow \{q_j\}),$$

which is nothing but 4-momentum conservation during scattering event of particles. Here $\mathcal{A}(\{p_i\} \rightarrow \{q_j\})$ is the scattering amplitude for incoming states $|\{p_i\}\rangle^{\text{(in)}}$ to outgoing states $|\{q_j\}\rangle^{\text{(out)}}$. 
B. Symmetries in curved spacetime and compatibility with S-matrix

Symmetries in curved spacetime are described by Killing vector fields denoted by $\xi^\mu$ which satisfy the following equation

$$\nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu = 0, \quad \text{(VI.6)}$$

known as the Killing equation [62, 63]. In a generic curved spacetime, the existence of Killing vector fields or solutions of Killing equations is not expected. However, since we only look for symmetries inside the RNC patch, we only need the vector fields which are solutions of Killing equations inside the RNC patch. The Taylor-series expansion of the metric tensor, Christoffel symbol, Riemann curvature tensors makes it possible to get analytical solutions in the form of a series which is shown below.

Given the stress-energy tensor of matter denoted by $T^{\mu\nu}$ which satisfies covariant conservation law $\nabla_\mu T^{\mu\nu} = 0$, the generators of spacetime symmetries can be obtained through the zeroth component of the following 4-current

$$j^\mu = T^{\mu\nu} \xi_\nu. \quad \text{(VI.7)}$$

This satisfies covariant conservation

$$\nabla_\mu j^\mu = \nabla_\mu T^{\mu\nu} \xi_\nu + T^{\mu\nu} \nabla_\mu \xi_\nu = 0, \quad \text{(VI.8)}$$

where we have used symmetric property of stress-energy tensor in two indices which follows from its definition and covariant conservation of stress-energy tensor. Therefore, the conserved charge which is associated with a spacetime symmetry and plays the role of the generator of spacetime symmetry is

$$\hat{Q} = \int_\Sigma d^3x \sqrt{-g} T^{0\nu} \xi_\nu, \quad \text{(VI.9)}$$

for each Killing vector field and where $\Sigma$ is constant time, space-like hypersurface. One can show that these charges are time-independent and do not depend on the space-like hypersurface.

The metric tensor inside the chosen patch or chart in Riemann-normal coordinates differs from a Minkowski-like metric; it has pieces that deform the spacetime translational symmetries by adding non-trivial contributions to spacetime translational generators, as shown below. This deformed translation symmetry is the origin of the non-conserved pieces of the S-matrix elements in a general curved spacetime.

Now we look at the deformed spacetime translational symmetries in the patch using RNC through the eqn. [VI.6]

$$\nabla_\mu K_\nu + \nabla_\nu K_\mu = 0 \implies \partial_\mu K_\nu + \partial_\nu K_\mu + 2\Gamma^\lambda_{\mu\nu} K_\lambda = 0$$

$$\implies \partial_\mu K_\nu(0) + \partial_\nu K_\mu(0) + (\partial_\mu \partial_\nu K_\mu + \partial_\nu \partial_\mu K_\nu)(0) z^\rho + 2\partial_\rho T^{\lambda\mu\nu}(0) z^\mu K_\lambda(0) + O(z^\mu z^\nu) = 0. \quad \text{(VI.10)}$$

According to the first approximation, $K^{(\mu)}_\nu(0) = 0$, which is spacetime translational symmetry in Minkowski spacetime. Therefore, the above equation is reduced to

$$\partial_\mu (\partial_\nu K^{(\lambda)}_\nu + \partial_\nu K^{(\lambda)}_\mu)(0) = -2\partial_\mu T^{\lambda\mu\nu}(0), \quad \text{(VI.11)}$$

which implies that

$$K^{(\lambda)}_\mu(z) = \delta_\mu^\lambda - \frac{1}{6}(R^\lambda_{\mu\rho\nu} + R^\lambda_{\nu\rho\mu})(0) z^\rho z^\nu + O(z^\mu z^\nu z^\rho), \quad \text{(VI.12)}$$

from which it can be seen that

$$\hat{Q}^{(\lambda)} = \int_\Sigma d^3z \sqrt{-g(z)} T^{0\nu}(z) K^{(\lambda)}_\nu(z) = \hat{Q}^{(\lambda)}_0 + \hat{Q}^{(\lambda)}_1 + \ldots, \quad \text{(VI.13)}$$

$$\hat{Q}^{(\lambda)}_0 = \hat{P}^\lambda, \quad \hat{Q}^{(\lambda)}_1 = -\frac{1}{3} R^\alpha_{\beta\gamma\delta} \int_\Sigma d^3z T^{0\alpha}(z) z^\beta z^\gamma - \frac{1}{6} R^{\mu\nu\rho\sigma} \int_\Sigma d^3z T^{0\nu}(z) z^\mu z^\rho. \quad \text{(VI.13)}$$

Similarly, the local S-matrix can be decomposed in the following manner

$$\hat{S} = \hat{S}_0 + \hat{S}_1 + \ldots, \quad \text{(VI.14)}$$

where $\hat{S}_0$ is the piece where 4-momentum conservation holds. Therefore, it satisfies

$$[\hat{S}_0, \hat{Q}_0] = 0. \quad \text{(VI.15)}$$
However, we claim the following condition holds more generally
\[
[\hat{S}, \hat{Q}^{(\lambda)}] = 0 = [\hat{S}_0, \hat{Q}^{(\lambda)}_0] + [\hat{S}_1, \hat{Q}^{(\lambda)}_1] + \ldots, \quad \forall \lambda,
\]  
where we write down the terms in order of derivatives of metric. This means
\[
[\hat{S}_0, \hat{Q}^{(\lambda)}_1] + [\hat{S}_1, \hat{Q}^{(\lambda)}_0] = 0, \quad \forall \lambda,
\]
which puts the following constraint on the matrix elements of the \(\hat{S}_1\) operator
\[
\langle\{q_j\} | \hat{S}_0 | \hat{Q}^{(\lambda)}_1 | \{p_i\}\rangle^{(\text{in})} = -\langle\{q_j\} | \hat{S}_1 | \hat{Q}^{(\lambda)}_0 | \{p_i\}\rangle^{(\text{in})} = \langle\{q_j\} | \hat{S}_1 | \{p_i\}\rangle^{(\text{in})} \left( \sum_j q_j^\lambda - \sum_i p_i^\lambda \right).
\]
Hence, it follows that
\[
\sum_{\{\bar{p}_k\}} \langle\{q_j\} | \hat{S}_0 | \{\bar{p}_k\}\rangle^{(\text{in})} \langle\{\bar{p}_k\} | \hat{Q}^{(\lambda)}_1 | \{p_i\}\rangle^{(\text{in})} - \sum_{\{\bar{q}_l\}} \langle\{q_j\} | \hat{S}_1 | \{\bar{q}_l\}\rangle^{(\text{out})} \langle\{\bar{q}_l\} | \hat{S}_0 | \{p_i\}\rangle^{(\text{in})} = \langle\{q_j\} | \hat{S}_1 | \{p_i\}\rangle^{(\text{in})} \left( \sum_j q_j^\lambda - \sum_i p_i^\lambda \right),
\]
which implies
\[
\sum_{\{\bar{p}_k\}} A(\{\bar{p}_k\} \rightarrow \{q_j\}) \delta^{(4)} \left( \sum_j q_j - \sum_k \bar{p}_k \right) \langle\{\bar{p}_k\} | \hat{Q}^{(\lambda)}_1 | \{p_i\}\rangle^{(\text{in})} - \sum_{\{\bar{q}_l\}} A(\{p_i\} \rightarrow \{\bar{q}_l\}) \delta^{(4)} \left( \sum_i p_i - \sum_l \bar{q}_l \right) \langle\{\bar{q}_l\} | \hat{Q}^{(\lambda)}_1 | \{q_j\}\rangle^{(\text{out})} = \langle\{q_j\} | \hat{S}_1 | \{p_i\}\rangle^{(\text{in})} \left( \sum_j q_j^\lambda - \sum_i p_i^\lambda \right).
\]
In general, we should expect that the \(l.h.s\) of the above equation is non-zero which implies that \(\langle\{q_j\} | \hat{S}_1 | \{p_i\}\rangle^{(\text{in})} \neq 0\) even when \(\sum_j q_j \neq \sum_i p_i\), implying violation of 4-momentum conservation in the \(\hat{S}_1\) piece of the local S-matrix.

In a similar fashion, to each order of derivative of the metric, a series of conditions between \(\hat{S}_i\) and \(\hat{Q}^{(\lambda)}_i\) can be found which put constraints on the matrix elements of \(\hat{S}_i\). Hence, it can be seen that the deformed translational symmetries of curved spacetime allow the non-conservation of 4-momentum in the S-matrix.

**VII. EXAMPLES OF SPACETIME WHOSE FEATURES CAN BE PROBED**

As seen above, the leading order correction of the scattering amplitude and cross-section depends on the Ricci scalar of the underlying geometry. The Ricci scalar is a scalar invariant, hence, it has the same value in all coordinate systems. This implies we cannot make a non-zero Ricci scalar zero just by choosing coordinates in which the manifold looks locally flat. Curved spacetimes may have a zero Ricci scalar, for example, it is zero for any vacuum solution like the Schwarzschild metric, but if spacetime has a non-zero Ricci scalar then it is non-zero in all coordinates.

In the standard model of cosmology, the geometry of our Universe is described by the FRW metric, given by
\[
ds^2 = -dt^2 + a^2(t) \left( \frac{dr^2}{1 - kr^2} + r^2(d\theta^2 + \sin^2 \theta d\phi^2) \right),
\]
where \(k\) is a constant representing the spatial curvature and \(a(t)\) is the scale factor of the Universe. The cosmological constant \(\Lambda\) is considered to be important in cosmology, characterized by the energy contribution coming from the vacuum fluctuations. This explains the acceleration of the present Universe. The scale factor of the Universe can be determined exactly by solving the Friedmann equations, assuming the matter of the
Universe is described by an ideal fluid. The correlation functions in a field theory can be computed using the Green's function in a perturbative manner, and it is shown in the present article that the Green's function in curved spacetime can be expressed as a series expansion with curvature-dependent coefficients using the RNC. Therefore, we expect that the nature of the scale factor of the Universe can be determined from the precise measurements of the correlation functions, which could be challenging. Moreover, the LSZ theorem connects the correlation functions with the S-matrix elements. As a result, we expect the precise measurements of scattering of light, neutrinos, and cosmic rays [64–66] could in principle determine the evolution of the scale factor of the Universe.

The interior geometry of a spherically symmetric static star is given by the following metric

\[ ds^2 = -e^{\nu(r)}dt^2 + e^{\lambda(r)}dr^2 + r^2(d\theta^2 + \sin^2\theta d\phi^2), \]

which solves the TOV equations [67–69]. The Ricci scalar of this geometry depends on \( \nu(r) \), \( \lambda(r) \), their derivatives, and it also depends explicitly on the radial coordinate \( r \). The equation of state of matter inside these stars can be obtained by computing the expectation value of the stress-energy tensor \( \langle T_{\mu\nu} \rangle \) w.r.t the vacuum state. This can be obtained from the correlation function of matter fields. Therefore, as earlier, we expect precise measurements of scattering and the correlation functions could in principle determine the properties of the equation of state. Moreover, from the measurement of scattering amplitude, it is possible to determine the effective potential around the nucleons inside these stars, which is discussed in [70, 71]. This can also be achieved using the X-ray polarimetry which is suggested in [72–75], as it can measure the scattering properties of a target. The equation of state of matter is possible to obtain by finding the energy per nucleons with the above-mentioned effective potential using the variational approach as discussed in [76, 77].

This shows that the computation of S-matrix elements [78, 79] and correlation functions in curved spacetime using the approach mentioned in the present article could be useful in probing the properties of the equation of states in compact astrophysical stars.

VIII. CONCLUSION

A local S-matrix is defined using RNC coordinates in a general curved spacetime. This facilitates the use of familiar QFT techniques in flat spacetime to compute scattering amplitudes, cross-sections in curved spacetime. Using this formalism, some examples of scattering amplitude computations are shown. Results suggest that in the context of scattering between mesons, interactions between nucleons can probe certain features of a general curved spacetime by looking at the IR structure of scattering cross-sections and measuring interaction strength locally on the spacetime manifold. We have also shown how features of cosmological models and the equation of state of matter in the interior of a star can be probed through the measurements of correlation functions and scattering processes. It is also shown that our constructed local S-matrix contains pieces in which 4-momentum conservation is not valid during scattering events, compatible with spacetime symmetries discussed in section (VI B), although Unitarity follows in the same way as it does in flat spacetime. One of the important criteria is that in the zero curvature limit any description of the S-matrix must reproduce familiar results in flat spacetime which is indeed satisfied in our construction. Analyticity of the local S-matrix remains to be checked, to which we hope to return in the near future. With the present construction of local S-matrix, we have attempted to overcome the problems raised in [15, 17–20, 22, 23, 24] as also discussed in the section [1]. Moreover, this construction of local S-matrix can be defined covariantly in a generic curved spacetime with some approximations.

Although QFT in curved spacetime is a semi-classical description of quantum gravity, we believe that this construction of local S-matrix might be helpful in understanding S-matrix construction in full quantum gravity.
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