Abstract

Zero-shot relation extraction (ZSRE) aims to predict target relations that cannot be observed during training. While most previous studies have focused on fully supervised relation extraction and achieved considerably high performance, less effort has been made towards ZSRE. This study proposes a new model incorporating discriminative embedding learning for both sentences and semantic relations. In addition, a self-adaptive comparator network is used to judge whether the relationship between a sentence and a relation is consistent. Experimental results on two benchmark datasets showed that the proposed method significantly outperforms the state-of-the-art methods.

1 Introduction

Relation extraction is a fundamental task in Natural Language Processing (NLP) that predicts the semantic relation between two entities in a given sentence. It has attracted considerable research effort as it plays a vital role in many NLP applications such as Information Extraction (Tran et al., 2021a,b) and Question Answering (Xu et al., 2016).

Most recent studies (Tran et al., 2019; Tian et al., 2021) treated this task in a fully supervised manner and achieved excellent performance. However, the supervised models cannot extract relations that are not predefined or observed during training, while many new relations always exist in real-world scenarios. Thus, it is worth enabling models to predict new relations that have never been seen before. Such a task is considered as zero-shot learning (Xian et al., 2019), where a key to achieving high performance is how to generalize a model to unseen classes by using a limited number of seen classes.

However, there are only a few existing studies on zero-shot relation extraction (ZSRE). Levy et al. (2017) tackled this task by using reading comprehension models with predefined question templates. Obamuyide and Vlachos (2018) simply reduced ZSRE to a text entailment task, utilizing existing textual entailment models. Recently, Chen and Li (2021) presented ZS-BERT, which projects sentences and relations into a shared space and uses the nearest neighbor search to predict unseen relations.

The previous studies overlooked the importance of learning discriminative embeddings. In essence, the discriminative learning helps models to better distinguish relations, especially on similar relations. Our study focuses on this aspect and demonstrates its significance for improving ZSRE. Specifically, we propose a new model that incorporates discriminative embedding learning (Han et al., 2021) for both sentences and semantic relations, which is inspired by contrastive learning (Chen et al., 2020) commonly used in computer vision. In addition, instead of using distance metrics to predict unseen relations as done by Chen and Li (2021), we use a self-adaptive comparator network to judge whether the relationship between a sentence and a relation is consistent. This verification process helps the model to learn more discriminative embeddings. Experimental results on two datasets showed that our method significantly outperforms the existing methods for ZSRE.

2 Related Work

To date, ZSRE has been under-investigated so far. Levy et al. (2017) formulated ZSRE as a question-answering task. They first manually created 10 question templates for each relation type and then trained a reading comprehension model. Because it requires the effort of hand-crafted labeling, this method can be unfeasible and impractical to define templates of new-coming unseen relations. Obamuyide and Vlachos (2018) converted ZSRE to a textual entailment task, in which the input sentence containing two entities is considered as the premise $P$, whereas the relation description containing the same entity pair is regarded as the hypothesis $H$. 
They then used existing textual entailment models (Rocktäschel et al., 2016; Chen et al., 2017) as their base models, although these models may not be entirely relevant for ZSRE. The closest to our work is research by Chen and Li (2021). First, they proposed the ZS-BERT model, which learns two functions to project sentences and relation descriptions into a shared embedding space. Then, they used the nearest neighbor search to predict unseen predictions; however, it is prone to suffer the hubness problem (Radovanovic et al., 2010). Unlike the previous studies, our work emphasizes the necessity of discriminative embedding learning that may play a vital role in solving the ZSRE.

3 Proposed Model

3.1 Task Definition

Let $\mathcal{Y}_S$ and $\mathcal{Y}_U$ denote the sets of seen and unseen relation labels, respectively. They are disjoint, i.e., $\mathcal{Y}_S \cap \mathcal{Y}_U = \emptyset$. Given a training set with $n_S$ samples, the $i^{th}$ sample consists of the input sentence $X_i$, the entities $e_{i1}$ and $e_{i2}$, and the description $D_i$ of the corresponding seen relation label $y^i_s \in \mathcal{Y}_S$, hereby denoted as $\{S_i = (X_i, e_{i1}, e_{i2}, D_i, y^i_s)\}_{i=1}^{n_S}$. Using the training set, we train a relation model $\mathcal{M}$, i.e., $\mathcal{M}(S_i) \rightarrow y^i_s \in \mathcal{Y}_S$. In the test stage, given a testing sentence $S'$ consisting of two entities and the descriptions of all unseen relation labels in $\mathcal{Y}_U$, $\mathcal{M}$ predicts the unseen relation $y^i_u \in \mathcal{Y}_U$ for $S'$.

3.2 Framework

Sentence Encoder. From the input sentence, we add four entity marker tokens ([E1], [/E1], [E2], and [/E2]) to annotate two entities, $e_{i1}$ and $e_{i2}$. Then, we tokenize and input them through a pre-trained BERT encoder (Devlin et al., 2019). Finally, we obtain the vector representing the relation between the two entities by concatenating the two vectors of the start tokens ([E1] and [E2]).

Relation Encoder. Most relations are well defined, and their descriptions are available from open resources such as Wikidata (Chen and Li, 2021). For each relation, e.g., “founded by”, we input its description to the pre-trained Sentence-BERT encoder (Reimers and Gurevych, 2019) and obtain the representation vector by using the mean pooling operation on the outputs.

Overview of the Model. On the basis of the two modules above, we present our full model in Figure 1. Given a training mini-batch of $N$ sentences, we feed them into the Sentence Encoder and a subsequent nonlinear projector to obtain $N$ final sentence embeddings. Simultaneously, we acquire $K$ different relations from the $N$ sentences. The $K$ corresponding descriptions of the $K$ relations are then fed into the Relation Encoder and a subsequent nonlinear projector to acquire the final relation embeddings. To obtain more discriminative embeddings, we introduce the learning constraints described in detail later. Finally, we concatenate pairs from the two spaces and use a network $F$ to judge whether the relationship between a sentence and a relation is consistent.

3.3 Model Training

To boost the learning of discriminative embeddings for sentences and relations, we consider three main goals in training: (1) discriminative sentence embeddings, (2) discriminative relation embeddings, and (3) an effective comparator network $F$.

Discriminative Sentence Embeddings. In Figure 1, given a mini-batch of $N$ sentences, we obtain $N$ corresponding sentence embeddings: $\{s_1, s_2, \ldots, s_N\}$. To learn the discriminative features, we first use a softmax multi-class relation classifier to predict the seen relation for each sentence:

$$
\mathcal{L}_{\text{Softmax}} = - \frac{1}{N} \sum_{i=1}^{N} y^i_s \log(\hat{y}^i_s),
$$

where $y^i_s \in \mathcal{Y}_S$ is the ground-truth seen relation label of the $i^{th}$ sentence and $\hat{y}^i_s$ is the predicted probability of $y^i_s$. However, such a softmax loss only encourages the separability of the inter-class features. Meanwhile, discriminative power characterizes features in both the separable inter-class differences and the compact intra-class variations (Wen et al., 2016). Thus, we use another loss to ensure the intra-class compactness. First, the similarity distance between two sentences is given by

$$
d(s_i, s_j) = 1/(1 + \exp(-s_i \cdot s_j / \|s_i\| \cdot \|s_j\|)).
$$

Clearly, this value should be small for any sentence pair of the same relation (positive pair) and large for a negative pair. We then apply such distance constraints on all $T$ unordered sentence pairs, where
Figure 1: Overview of our proposed model with an input training mini-batch of size \( N \).

\[
T = N(N - 1)/2,
\]

and formulate the loss as

\[
L_{S2S} = -\frac{1}{T} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} I_{ij} \log(d(s_i, s_j))
+ (1 - I_{ij}) \log(1 - d(s_i, s_j)),
\]

where \( I_{ij} = 1 \) if the pair \((s_i, s_j)\) is positive or 0 otherwise. \( L_{S2S} \) not only ensures the intra-relation compactness but also encourages the inter-relation separability further. Finally, the final loss of learning discriminative sentence embeddings in the sentence embedding space is defined as follows:

\[
L_{sent} = L_{Softmax} + \gamma \cdot L_{S2S},
\]

where \( \gamma \) is a hyperparameter. With this joint supervision, it is expected that not only the inter-class sentence embedding differences are enlarged, but also the intra-class sentence embedding variations are reduced. Thus, the discriminative power of the learned sentence embeddings will be enhanced.

**Discriminative Relation Embeddings.** In Figure 1, we obtain \( K \) corresponding relation embeddings: \([r_1, r_2, \ldots, r_K]\) for \( K \) different relations in the relation embedding space. From the \( K \) relations, we have a total of \( Q \) pairs \((Q = K(K - 1)/2)\), where each pair includes two different unordered relations. Thus, we maximize distance for each of these pairs and define the loss of learning discriminative relation embeddings by

\[
L_{rel} = -\frac{1}{Q} \sum_{i=1}^{K-1} \sum_{j=i+1}^{K} \log(1 - d(r_i, r_j)),
\]

where \( d(r_i, r_j) \) is the similarity distance between two relations using Equation 2.

**Comparator Network.** After obtaining the discriminative embeddings of sentences and relations, we use a comparator network \( F \) to judge how well a sentence is consistent with a specific relation. This validation information will guide our model to learn more discriminative embeddings. In Figure 1, we concatenate sentences and relations as pairs and feed them into \( F \). To enhance the training efficiency, we control the rate of positive and negative pairs. Specifically, we keep all positive pairs but randomly keep only a part of negative pairs (e.g., positive:negative rate is 1:3). The \( F \) is a two-layer nonlinear neural network that outputs a scalar similarity score in the range of \((0, 1]\). Finally, the loss of training \( F \) is defined as

\[
L_F = -\frac{1}{N_{pos}} \sum_{i=1}^{N_{pos}} \log v_i + \frac{1}{N_{neg}} \sum_{j=1}^{N_{neg}} \log (1 - v_j),
\]

where \( v_i \) and \( v_j \) are the similarity scores of the \( i \)th positive pair and \( j \)th negative pair, respectively; \( N_{pos} \) and \( N_{neg} \) are the number of positive pairs and negative pairs for training.

**Total Loss.** Based on the three aforementioned losses, the full loss function for training our model is as follows:

\[
L = L_F + \alpha L_{sent} + \beta L_{rel},
\]

where \( \alpha \) and \( \beta \) are hyperparameters that control the importance of \( L_{sent} \) and \( L_{rel} \), respectively.

### 3.4 Zero-Shot Relation Prediction

In the testing stage, we conduct zero-shot relation prediction by comparing the similarity score of a
given sentence with all the unseen semantic relation representations. We classify the sentence $s_i$ to the unseen relation that has the largest similarity score among relations, which can be formulated as

$$P_{zsre} (s_i) = \max_j \{\nu_{ij}\}_{j=1}^{|Y_i|}. \quad (8)$$

4 Experiments

4.1 Dataset

Following the previous work (Chen and Li, 2021), we evaluate our model on two benchmark datasets: Wiki-ZSL and FewRel (Han et al., 2018). FewRel is a human-annotated balanced dataset consisting of 80 relation types, each of which has 700 instances. Wiki-ZSL is a subset of Wiki-KB dataset (Sorokin and Gurevych, 2017), which filters out both the “none” relation and relations that appear fewer than 300 times. The statistics of Wiki-KB, Wiki-ZSL, and FewRel are shown in Table 1. Note that descriptions of the relations in the above datasets are available and accessible from the open source Wikidata\(^1\).

| Dataset   | #instances | #relations | avg. len. |
|-----------|------------|------------|-----------|
| Wiki-KB   | 1,518,444  | 354        | 23.82     |
| Wiki-ZSL  | 94,383     | 113        | 24.85     |
| FewRel    | 56,000     | 80         | 24.95     |

Table 1: The statistics of the datasets.

4.2 Experimental Settings

Following Chen and Li (2021), we randomly selected $m$ relations as unseen ones ($m = |Y_i|$) for the testing set and split the entire dataset into the training and testing datasets accordingly. This guarantees that the $m$ relations in the testing dataset do not appear in the training dataset. We used macro precision ($P$), macro recall ($R$), and macro F1-score ($F1$) as the evaluation metrics.

We implemented the neural networks using the PyTorch library\(^2\). The $tanh$ function is used with each nonlinear projector in our model. The comparator network $F$ is a two-layer nonlinear neural network in which the hidden layer is equipped with the $tanh$ function, and the output layer size is outfitted with the $sigmoid$ function. The dropout

\[^1\]https://www.wikidata.org/wiki/Wikidata:Main_Page

\[^2\]PyTorch is an open-source software library for machine intelligence: https://pytorch.org/

Table 2: Results with different $m$ values in percentage. * indicates the results reported by Chen and Li (2021); † marks the results we reproduced using the official source code of Chen and Li (2021).

| Dataset   | $m = 5$ | $m = 10$ |
|-----------|---------|---------|
| Wiki-ZSL  | $P$     | $R$     | $F1$     |
| ESIM*     | 48.58   | 47.74   | 48.16    |
| CIM*      | 49.63   | 48.81   | 49.22    |
| ZS-BERT\(^*\) | 71.54   | 72.39   | 71.96    |
| Ours      | 87.48   | 77.50   | 82.19    |
| FewRel    | $P$     | $R$     | $F1$     |
| ESIM*     | 44.12   | 45.46   | 44.78    |
| CIM*      | 46.54   | 47.90   | 45.57    |
| ZS-BERT\(^*\) | 60.51   | 60.98   | 60.74    |
| Ours      | 71.59   | 64.69   | 67.94    |

4.3 Results and Analysis

Main Result. The experimental results obtained by varying $m$ unseen relations are shown in Table 2. It can be observed that our model steadily outperforms the competing methods on the test datasets when considering different values of $m$. In addition, the improvement in our model is smaller when $m$ is larger. An increase in $m$ leads to a rise in the possible choices for prediction, thereby making it more difficult to predict the correct unseen relation.

Obamuyide and Vlachos (2018) simply used two basic text entailment models (ESIM and CIM) that may not be entirely relevant for ZSRE. Besides, they ignored the importance of discriminative feature learning for sentences and relations. Chen and Li (2021) also overlooked the necessity of learning discriminative embeddings. In addition, the nearest neighbor search method in ZS-BERT is prone to cause the hubness problem (Radovanovic et al., 2010). Thus, our model was designed to overcome the existing limitations. Compared with ZS-BERT, our model significantly improved its performance when $m = 5$, by 9.22 and 7.25 $F1$-score on Wiki-
ZSL and FewRel, respectively.

Impact of Discriminative Learning. To gain more insight into the improvement in our model, we analyzed the importance of learning discriminative features in both the sentence and relation spaces. In Table 3, we consider three special cases of Equation 7: (1) \( \alpha = 0 \) means no \( L_{sent} \); (2) \( \beta = 0 \) means no \( L_{rel} \); and (3) \( \gamma = 0 \) means no \( L_{S2S} \), which is a part of \( L_{sent} \). Clearly, all three losses are important for training our model to obtain the best performance. In particular, \( L_{sent} \) for learning discriminative sentence features is more important than \( L_{rel} \) for learning discriminative relation embeddings, as the performance decreases significantly after removing it. In addition, \( L_{S2S} \) plays a vital role in \( L_{sent} \) since it mainly ensures the intra-relation compactness property of discriminative sentence embeddings.

Feature Space Visualization. We visualized the testing sentence embeddings produced by ZS-BERT and our model in a case of \( m = 5 \) on the FewRel\(^3\) dataset using t-SNE (Maaten and Hinton, 2008). Figure 2 shows that the embeddings generated by our model express not only a larger inter-relation separability but also a better intra-relation compactness, compared with the embeddings by ZS-BERT. Besides, we focus on two relations: “country” and “location”. According to their descriptions (country\(^4\) and location\(^5\)), we can see that they are somewhat similar but different in some details. Specifically, an ordered entity pair \((e1, e2)\) in a sentence expresses the relation “country” if and only if \(e2\) must be a country and \(e2\) has sovereignty over \(e1\). Meanwhile, if the entity pair \((e1, e2)\) does not hold the relation “country”, it may appear the relation “location” when \(e2\) is a place that \(e1\) happens or exists. Thus, the two similar relations make it difficult for ZS-BERT to distinguish them. Meanwhile, our model can discriminate between them. These observations again prove the necessity of learning discriminative features for ZSRE.

5 Conclusion
In this work, we present a new model to solve the ZSRE task. Our model aims to enhance the discriminative embedding learning for both sentences and relations. It boosts inter-relation separability and intra-relation compactness of sentence embeddings and maximizes distances between different relation embeddings. In addition, a comparator network is used to validate the consistency between a sentence and a relation. Experimental results on two benchmark datasets demonstrated the superiority of the proposed model for ZSRE.
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