A Modularized Efficient Framework for Non-Markov Time Series Estimation

Gabriel Schamberg, Student Member, IEEE, Demba Ba, Member, IEEE, Todd P. Coleman, Senior Member, IEEE,

Abstract

We present a compartmentalized approach to finding the maximum a-posteriori (MAP) estimate of a latent time series that obeys a dynamic stochastic model and is observed through noisy measurements. We specifically consider modern signal processing problems with non-Markov signal dynamics (e.g. group sparsity) and/or non-Gaussian measurement models (e.g. point process observation models used in neuroscience). Through the use of auxiliary variables in the MAP estimation problem, we show that a consensus formulation of the alternating direction method of multipliers (ADMM) enables iteratively computing separate estimates based on the likelihood and prior and subsequently “averaging” them in an appropriate sense using a Kalman smoother. As such, this can be applied to a broad class of problem settings and only requires modular adjustments when interchanging various aspects of the statistical model. Under broad log-concavity assumptions, we show that the separate estimation problems are convex optimization problems and that the iterative algorithm converges to the MAP estimate. As such, this framework can capture non-Markov latent time series models and non-Gaussian measurement models. We provide example applications involving (i) group-sparsity priors, within the context of electrophysiologic specrotemporal estimation, and (ii) non-Gaussian measurement models, within the context of dynamic analyses of learning with neural spiking and behavioral observations.

I. INTRODUCTION

We consider the problem of estimating a latent time series based on an underlying dynamic model and noisy measurements. Such a problem appears in a variety settings, including (but certainly not limited to) tracking [1], medical imaging [2], and video denoising [3]. Given the broad applicability of this problem formulation, the underlying models that are used inevitably become increasingly complex.

Certain scenarios are well studied, such as the case of a linear system with Gaussian noise, where it is well known that the maximum a-posteriori (MAP) point estimate can be obtained using a Kalman smoother [4]. When introducing non-linearities, alternatives include the extended Kalman filter, which relies on linear approximations, and the unscented Kalman filter [5] and Particle Filter [6], which use sample based techniques. While these filters are well suited for a broad class of problems, there has been much recent work to investigate how to extend filtering approaches to incorporate various sparsity inducing models. These approaches include exploiting sparsity in the underlying signal [7]–[10] in addition to exploiting sparsity in the signal dynamics [11]–[13]. While some of these methods utilize $\ell_1$-regularization to enforce sparsity at a local level and enable causal prediction, there is often knowledge of global structures, such as those favored by the group lasso [14], that dictate a need for batch-wise estimation. In such cases, the desired estimation problem deviates from the classical state estimation problem in that the underlying signal is no longer Markov.

The broad scope of the problem in question dictates a need for a systematic approach to latent time series estimation for a variety of measurement models and system models. Furthermore, a solution framework that can compartmentalize these two models facilitates interchangeability and allows new regularization techniques to be easily incorporated to an estimation procedure.
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We develop a framework using the alternating direction method of multipliers (ADMM) \cite{15} that, under mild (i.e. log-concavity) assumptions, yields the MAP estimate for problems with non-Markov latent variables and/or nonlinear observations. Our modular approach involves iterative updates to three modules, one that pertains to the measurement model, another that pertains to the prior distribution on the latent signal, and a third that is a Kalman smoother. This framework enables various sparsity models to be easily applied to the signal and/or dynamics with adjustments only required to the corresponding module. We demonstrate implementation of the framework in two distinct applications, witnessing increased computational efficiency in both cases and an improvement in accuracy over an approximate method in one case. The proposed method yields an intuitive approach to latent process estimation with iterative use of a Kalman smoother in tandem with standard convex optimization techniques. We provide a mathematical justification for the intuition by proving that our approach guarantees convergence to the MAP solution under the same relatively mild conditions that apply to general ADMM approaches. Finally, we provide software to enable the reader to reproduce the results of this paper and to easily apply the framework to novel models.

The paper is structured as follows: Section II provides the general formulation of the problem we are solving in addition to a brief review of relevant work solving specific instances of the problem. Section III details a novel systematic approach for solving the MAP estimation problem in its general form. Section IV demonstrates the capabilities of the framework through implementation on two existing problems. Section V concludes the paper with a discussion of the results and future work.

II. PROBLEM FORMULATION

A. Notation

While it is intended that the notation is presented unambiguously, we here present some notational conventions. Bold letters are used to represent vectors and matrices, whereas non-bold letters represent scalars. Subscripts are used for indexing scalar elements of a vector, or columns of a matrix. A double subscript is used to specify scalar elements of a matrix. For example, \( x_{n,m} \) gives the \( n \)th element of a vector \( x \), \( x_n \) gives the \( n \)th column of a matrix \( X \), and \( x_{n,m} \) gives the \( m \)th row of the \( n \)th column of a matrix \( X \). Capital/lowercase letter pairs represent either random variable/realization pairs or total count/index pairs. For example, we may have that \( x_n \) gives a specific value of the random vector \( X_n \), which is the \( n \)th column of a random matrix \( X \) with \( N \) columns in total. We let \( f \) and \( p \) denote probability density functions (pdfs) and probability mass functions (pmfs), respectively. Various joint and conditional pdfs and pmfs are made clear by their subscripts. For example, the pdf of \( X \) given \( Y = y \) is \( f_{X|Y} (\cdot | y) \). We let \( \mathbb{R} \) denote the space of real numbers, \( \mathbb{R}_+ \) denote the non-negative reals, \( \mathbb{R}^{A \times B} \) denote the space of \( A \) by \( B \) real valued matrices, and \( \mathbb{R}^A \) denote the space of real valued vectors of length \( A \) times \( B \).

B. Problem Setup

Let \( N \) be the length of time series pertaining to the latent process \( X \) and observed process \( Y \). \( K \) be the dimension of the latent process at any time, and \( P \) be the dimension of the observation process at any time. As such, \( X \in \mathbb{R}^{K \times N} \) is the latent time series we wish to estimate and \( Y \in \mathbb{R}^{P \times N} \) is the collection of noisy observations. We assume that these observations are conditionally independent given the underlying time series:

\[
f_{Y|X}(y \mid x) = \prod_{n=1}^{N} f_{Y_n|X_n}(y_n \mid x_n)
\]

where \( f_{Y|X} \) is the likelihood of the entire collection of observations given the entire latent time series and \( f_{Y_n|X_n} \) is the likelihood of a single observation given the corresponding element of the latent time series.

Next, define the latent signal’s dynamics (or system behavior) in terms of \( W \in \mathbb{R}^{K \times N} \) for which

\[
W_n = \begin{cases} X_1 & n=1 \\ X_n - DX_{n-1} & n = 2, \ldots, N \end{cases}
\]

\footnote{An implementation of the proposed framework can be found in the following publicly available GitHub repository: \url{https://github.com/gabeschamberg/nonmarkov-timeseries-estimation/releases/tag/v1.0}. This repository includes the iPython \cite{16} notebooks that were used to generate Figs. 2 and 3.}
where $D \in \mathbb{R}^{K \times K}$ is a transition matrix and $W_n \in \mathbb{R}^K$ and $X_n \in \mathbb{R}^K$ represent the $n$th columns of $W$ and $X$, respectively. For compactness we write this as $W = A(X)$, where $A$ represents a linear operator that is fully defined by $D$. We assume that $W$ is distributed according to a known prior pdf $f_W(w)$. Note that this framework includes, for the special case of $W_n = X_n - X_{n-1}$ and $W_n \sim N(\mu_n, \Sigma_n)$ are independent Gaussian random vectors for $n = 2, \ldots, N$, the well-studied scenario in which the underlying time series $X$ is a Gauss-Markov process.

Here, we consider the problem of finding the maximum a posteriori estimate:

$$\hat{x} = \arg \min_x - \log f_Y|X(y \mid x) - \log f_X(x)$$  \hspace{1cm} (2)$$

where $- \log f_Y|X(y \mid x)$ is the negative log-likelihood and $- \log f_X(x)$ is the negative log-prior. We note that because $W$ is a linear function of $X$, we have $f_X(X) \propto f_W(A(X))$. Thus, we can equivalently rewrite our problem as:

$$\hat{x} = \arg \min_x - \log f_Y|X(y \mid x) - \log f_W(A(x))$$

$$= \arg \min_x L(y \mid x) + \beta \phi(A(x))$$  \hspace{1cm} (4)$$

with $\beta \in \mathbb{R}_+$ and where we define the measurement model $L : \mathbb{R}^{N \times K} \rightarrow \mathbb{R}$ and system model $\phi : \mathbb{R}^{N \times K} \rightarrow \mathbb{R}$ as:

$$L(y \mid x) := - \log f_Y|X(y \mid x)$$

$$\phi(w) := - \frac{\log f_W(w)}{\beta}$$  \hspace{1cm} (5)$$

The inclusion of $\beta$ in (4) is to facilitate the cases when the system model is only known up to a proportionality constant or when $\phi$ is a regularizer used to exploit a desired dynamic characteristic of the latent signal (as opposed to representing the true distribution of $W$). In either of these cases $\beta$ is interpreted as a tuning parameter used to control the extent to which the system model is weighted (as in $\lambda$ throughout [14]).

Throughout this paper, we will interchangeably use the names log-likelihood/measurement model in reference to $L$, and log-prior/system model/dynamic model in reference to $\phi$. Due to the assumption that observations are conditionally independent given the state variables, the measurement model can be decomposed into a sum over $N$ measurements, each depending on the state variable at a single time instance:

$$\hat{x} = \arg \min_x \left( \sum_{n=1}^{N} L_n(y_n \mid x_n) \right) + \beta \phi(A(x))$$  \hspace{1cm} (7)$$

where $L_n(y_n \mid x_n) := - \log f_{Y_n \mid X_n}(y_n \mid x_n)$. It should be noted that the problem presented in (7) is made difficult by the second term. In particular, imposing a prior on the differences of the underlying time series prevents separability across the $N$ time points. Furthermore, by allowing for non-Markov models, it is possible to have models that do not allow the second term to be separated into terms each containing only $x_n$ and $x_{n-1}$ for each $n = 1 \ldots N$. In the following section, we present a framework for efficiently solving problems in the form of (7) for a broad class of measurement models $L$ and system models $\phi$.

C. Related Work

Works related to our proposed method include both the investigation of new algorithms for estimating latent time series and the creation/application of new time series models. Notably, the Kalman smoother [4] and its variants [5], [6] provide structured approaches to estimating latent signals in a subset of problems with dynamical system models and noisy measurements. While the Kalman smoother is MAP optimal for the very specific case of a linear system with Gaussian noise, its non-linear variants do not guarantee optimality and do not offer solutions for a comprehensive class of measurement and system models. In particular, there has been growing interest in models exploiting the sparsity of states and/or dynamics of signals [7], [8], [9], [11], [12], which in many cases do not lend themselves to solutions via the existing Kalman smoother variants.
**Measurement Models - \( L(y \mid x) \)**

| Measurement Model        | System Model          |
|--------------------------|-----------------------|
| Linear Gaussian (LG)     | LG                    |
| Sparse LG                | LG                    |
| Group sparse LG          | Group sparse          |
| Multiple Modalities      | Non-linear/multiple modalities |

**System Models - \( \phi(w) \)**

| System Model                        | Measurement Model |
|-------------------------------------|-------------------|
| LG                                  | LG                |
| Sparse                              | LG                |
| Group sparse                        | Group sparse       |

Table I: Examples of common models. For the multiple modalities case, we define \( y = (y^{(1)}, \ldots, y^{(J)}) \) to be a \( J \)-tuple of simultaneous and conditionally independent observations, each with its own dimensionality and associated measurement model \( L^{(j)} \).

For such sparsity inducing models, existing causal estimators are often heuristic extensions of the Kalman filter, such as \( \ell_1 \)-regularized Kalman filter updates [12] and tracking a belief of the support set [7]. Causal estimation is made particularly challenging for the models that are non-Markov in nature. As such, the aforementioned causal estimators lack performance guarantees. Existing batchwise solutions utilize a Kalman smoother to solve the updates for a particular iterative algorithm, such as IRLS for group sparse dynamics [11] and ADMM for group sparse states [13]. In the latter example, their non-consensus formulation of ADMM is reliant upon the choice of a Gaussian system model. Here we propose a generalized framework for obtaining the MAP estimation of many of the aforementioned problems in a batchwise manner. Tables I and II show the models used in some of these problems and serve to illustrate the primary contribution of our framework, namely that for a given problem, the solution is modular in that the choice of measurement model can be made independently of the system model without requiring a complete rederivation of the solution.

Table II: Examples of measurement model/system model pairings in previous works.

**III. MODULAR MAP ESTIMATION FRAMEWORK**

The alternating direction method of multipliers (ADMM) allows large global problems to be decomposed into smaller subproblems whose solutions can be coordinated to achieve the global solution. ADMM offers an iterative solution of the dual problem that has the decomposability of dual descent in addition to the convergence guarantees of the method of multipliers, which hold under fairly mild conditions. While the details of dual optimization and ADMM are omitted here, they can be found in [18] and [15], respectively.

We begin by reformulating (7) to create separability in the objective function by including \( w \) as an optimization variable and introducing a constraint to preserve the relationship between \( x \) and \( w \):

\[
(\hat{x}, \hat{w}) = \arg\min_{x, w} \sum_{n=1}^{N} L_n(y_n \mid x_n) + \beta \phi(w) \\
\text{s.t.} \quad w = A(x). 
\]  

(8)
The optimization problem given by (8) can be solved using ADMM, and would yield a solution that enables the measurement model and penalty function to be addressed in independent subproblems. However, when using the above formulation, the update equations yielded by the ADMM algorithm would require one of the aforementioned approximate or sample-based methods for non-Gaussian measurement models (see Remark 1).

We use a variant of ADMM known as consensus ADMM and construct a modular solution framework shown in Fig. 1 that only requires making local adjustments to the solution when modifying the measurement model \(L\), penalty function \(\phi\), or transition model \(A\). This is accomplished by introducing an auxiliary variable \(z \in \mathbb{R}^{K \times N}\) to achieve separability (of \(x\) and \(w\)) in the constraints as well as the objective function:

\[
(\hat{x}, \hat{w}, \hat{z}) = \arg\min_{x,w,z} \sum_{n=1}^{N} L_n(y_n \mid x_n) + \beta \phi(w) \\
\text{s.t.} \quad x = z \\
\quad w = A(z).
\]

The optimization problem given by (9) is termed the consensus formulation, and \(z\) the consensus variable. By introducing this variable, our iterative updates with respect to the measurement model and penalty function are not only independent of each other, but are also independent of the transition model determined by \(A\).

The first step in solving (9) using ADMM requires generating the augmented Lagrangian:

\[
\mathcal{L}_\rho(x, w, z, \lambda, \alpha) = \sum_{n=1}^{N} L_n(y_n \mid x_n) + \beta \phi(w) + \lambda^T(x - z) + \alpha^T(w - A(z)) \\
+ \frac{\rho}{2} ||x - z||_F^2 + \frac{\rho}{2} ||w - A(z)||_F^2
\]

where \(\lambda \in \mathbb{R}^{K \times N}\) and \(\alpha \in \mathbb{R}^{K \times N}\) are Lagrange multipliers, \(|| \cdot ||_F\) is the matrix Frobenius norm, and \(\rho \in \mathbb{R}_+\) is the penalty parameter for the augmented Lagrangian. Note that in the case where \(\rho = 0\), the augmented Lagrangian is equivalent to the standard (unaugmented) Lagrangian.

Given the augmented Lagrangian, the ADMM solution is obtained by iteratively alternating between minimization with respect to the primal variables \((X, W, Z)\) and performing gradient ascent on the Lagrange multipliers. Letting \(x^{(i)}\) represent the estimate of \(X\) after \(i\) iterations (similarly for \(w^{(i)}, z^{(i)}, \lambda^{(i)}, \text{and } \alpha^{(i)}\)), each iteration of ADMM is composed of the following updates:

\[
x^{(i+1)} = \arg\min_x \mathcal{L}_\rho(x^{(i)}, w^{(i)}, z^{(i)}, \lambda^{(i)}, \alpha^{(i)}) \\
w^{(i+1)} = \arg\min_w \mathcal{L}_\rho(x^{(i+1)}, w^{(i)}, z^{(i)}, \lambda^{(i)}, \alpha^{(i)}) \\
z^{(i+1)} = \arg\min_z \mathcal{L}_\rho(x^{(i+1)}, w^{(i+1)}, z^{(i)}, \lambda^{(i)}, \alpha^{(i)}) \\
\lambda^{(i+1)} = \lambda^{(i)} + \rho(x^{(i+1)} - z^{(i+1)}) \\
\alpha^{(i+1)} = \alpha^{(i)} + \rho(w^{(i+1)} - A(z^{(i+1)}))
\]

By fixing all but one variable in each update, the objective functions can be simplified by dropping the terms in (10) that do not contain the optimization variable for the corresponding update. As a result, when updating with respect to the measurement model \(L\) and the system model \(\phi\), we only need to consider the model corresponding to that update and an \(\ell_2\)-norm proximal operator \([19]\) that ensures the update is moving in the appropriate direction to achieve a global consensus. Then, updating of the consensus variable involves “centering” it such that it gives equal representation to our current estimates based on the measurements and our estimates based on the system dynamics. In this sense, our ADMM framework yields a mathematical justification for a very intuitive approach, namely, iteratively finding the best estimate based on measurements, finding the best estimate based on dynamics, and “averaging” the two in the appropriate sense. This viewpoint will be made clearer in the following sections where we detail the specific update equations.
Fig. 1: Block diagram of the modular MAP estimation framework illustrates how the decision of $L$, $\phi$, and $A$ affects independent parts of the estimation procedure.

### A. Measurement Model Update

When updating with respect to the measurement model, only terms containing $x$ in the augmented Lagrangian must be considered. To simplify notation, we will consider the scaled form of the update equations \[15\], which can be obtained by combining the appropriate linear and quadratic terms in \[10\] by completing the square:

\[
x^{(i+1)} = \arg\min_x \sum_{n=1}^{N} L_n(y_n | x_n) + \frac{\rho}{2} \| x - \tilde{x}_n^{(i)} \|_F^2
\]  

where $\tilde{x}_n^{(i)} := z_n^{(i)} - \chi_n^{(i)} / \rho$ is fixed within the scope of this update. Given that the squared Frobenius norm can be decomposed to the sum of squared $\ell_2$ norms, we note that the measurement model update is separable over $n$, meaning that we can solve for $x^{(i+1)}_n$ for each $n = 1, \ldots, N$ independently:

\[
x^{(i+1)}_n = \arg\min_{x_n} L_n(y_n | x_n) + \frac{\rho}{2} \| x_n - \tilde{x}_n^{(i)} \|_2^2
\]

where $\tilde{x}_n^{(i)} := z_n^{(i)} - \chi_n^{(i)} / \rho$.

**Remark 1.** Note that the ability to separate each of the $N$ updates is a result of the inclusion of the consensus variable. Excluding this variable would require that the dynamics be considered in the update of the measurement model:

\[
x^{(i+1)} = \arg\min_x \sum_{n=1}^{N} L_n(y_n | x_n) + \frac{\rho}{2} \| x_n - D x_{n-1} - \tilde{x}_n^{(i)} \|_2^2
\]

where $\tilde{x}_n^{(i)} := w_n^{(i)} - \chi_n^{(i)} / \rho$, $x_0 := 0$, and $\gamma$ represents the single Lagrange multiplier that would be required in solving \[8\] using ADMM. Requiring that the dynamics of the underlying time series be included in the measurement model update prohibits solving for $x^{(i)}_n$ independently across $N$. Thus, using ADMM in this fashion does not offer any simplifications over traditional approaches for non-Gaussian measurement models. As such, incorporation of the consensus variable not only enables faster processing by allowing each update to be parallelized across $N$, but it allows the framework to be applied in a straightforward, non-approximate manner to a broad class of measurement models.

It should be noted that while we assume conditional independence of the observations given the latent time series, one can revert to the update in \[12\] for the case when the observations are correlated. In this case the ability to parallelize across $n$ is lost, but the ability to ignore system dynamics is preserved (i.e. the optimization problem in \[12\] still does not depend on $\phi$).
B. System Model Update

In the system model update, only terms in \( \mathbf{w} \) that contain \( \mathbf{w} \) must be included. Again, we consider the scaled form:

\[
\mathbf{w}^{(i+1)} = \arg \min_{\mathbf{w}} \beta \phi(\mathbf{w}) + \frac{\rho}{2} \| \mathbf{w} - \tilde{\mathbf{w}}^{(i)} \|_F^2 \tag{14}
\]

where \( \tilde{\mathbf{w}}^{(i)} := \mathcal{A}(\mathbf{z}^{(i)}) - \alpha^{(i)}/\rho \). In this form we can clearly interpret the system model update as finding a new collection of latent variable transitions \( \mathbf{w}^{(i+1)} \) that is both representative of our system model \( \phi \) and proximal to the appropriately scaled current consensus on the transitions \( \tilde{\mathbf{w}}^{(i)} \).

The key observation is that this framework imposes no restrictions as to whether or not our underlying signal is Markov. In the case where the signal is indeed Markov, then \( \mathbf{w}^{(i+1)} \) would be updated independently over \( n, \) but in general we do not assume this is the case. This provides the ability to impose batch-level structures on the dynamics of the signal. Furthermore, we note that the nature of the proximal operator enables closed form solutions when \( \phi \) is chosen to be a number of common sparsity inducing priors. In particular, because the proximal operator is not multiplying \( \mathbf{w} \) by an orthonormal matrix, the \( \ell_1 \), group sparse, and nuclear norm priors all offer soft-thresholding solutions \[20\].

C. Consensus Update

Updating the consensus variable depends on neither the measurement model nor the system model. We can think of this step as averaging our current estimates of our signal based on measurements \( \mathbf{x}^{(i+1)} \) and based on based on dynamics \( \mathbf{w}^{(i+1)} \):

\[
\mathbf{z}^{(i+1)} = \arg \min_{\mathbf{z}} \| \mathbf{z} - \tilde{\mathbf{z}}^{(i)} \|_F^2 + \| \mathcal{A}(\mathbf{z}) - \tilde{\mathbf{z}}^{(i)} \|_F^2 \tag{15}
\]

where \( \tilde{\mathbf{z}}^{(i)} := \mathbf{x}^{(i+1)} + \lambda^{(i)}/\rho \) and \( \tilde{\mathbf{z}}^{(i)} \) is Markov. In the case where the signal is indeed Markov, then \( \mathbf{w}^{(i+1)} \) would be updated independently over \( n, \) but in general we do not assume this is the case. This provides the ability to impose batch-level structures on the dynamics of the signal. Furthermore, we note that the nature of the proximal operator enables closed form solutions when \( \phi \) is chosen to be a number of common sparsity inducing priors. In particular, because the proximal operator is not multiplying \( \mathbf{w} \) by an orthonormal matrix, the \( \ell_1 \), group sparse, and nuclear norm priors all offer soft-thresholding solutions \[20\].

This step clarifies the notion of “averaging” the current estimates \( \mathbf{x}^{(i+1)} \) and \( \mathbf{w}^{(i+1)} \). By framing our problem from a consensus ADMM perspective, we can carve out various elements of the model and delegate them to independent updates. Then, given the nature of the relationship between the signal \( \mathbf{X} \) and the dynamics \( \mathbf{W} \), establishing consensus between the two estimates is a Kalman smoothing problem regardless of the measurement and system models. This is a result of the use of \( \ell_2 \)-norms in the augmented Lagrangian, which can be thought of as representing Gaussian noise with identity covariance. In other words, at each iteration \( i \), the consensus update is a Kalman smoother.

This step clarifies the notion of “averaging” the current estimates \( \mathbf{x}^{(i+1)} \) and \( \mathbf{w}^{(i+1)} \). By framing our problem from a consensus ADMM perspective, we can carve out various elements of the model and delegate them to independent updates. Then, given the nature of the relationship between the signal \( \mathbf{X} \) and the dynamics \( \mathbf{W} \), establishing consensus between the two estimates is a Kalman smoothing problem regardless of the measurement and system models. This is a result of the use of \( \ell_2 \)-norms in the augmented Lagrangian, which can be thought of as representing Gaussian noise with identity covariance. In other words, at each iteration \( i \), the consensus update is a Kalman smoother.

D. Convergence

Next we consider the practical and theoretical convergence of the proposed framework. To begin, we present the optimality conditions and the means with which we can in practice implement convergence checks. The derivations are omitted, as they closely follow Section 3.3 of \[15\]. The optimality conditions for the proposed framework are given by:

\[
\begin{align*}
0 &= \dot{\mathbf{x}} - \dot{\mathbf{z}} \\
0 &= \dot{\mathbf{w}} - \mathcal{A}(\dot{\mathbf{z}}) \quad \text{Primal Feasibility} \\
0 &\in \frac{\partial}{\partial \mathbf{x}} L(y \mid \dot{\mathbf{x}}) + \tilde{\lambda} \\
0 &\in \frac{\partial}{\partial \mathbf{w}} \beta \phi(\dot{\mathbf{w}}) + \tilde{\alpha} \\
0 &= \tilde{\lambda} + \mathcal{A}(\tilde{\alpha}) \quad \text{Dual Feasibility}
\end{align*} \tag{16}
\]
where $\partial / \partial x$ is the subgradient operator (or gradient when defined, in which case $\in$ becomes an equality). The primal feasibility conditions ensure that our $z$ preserves the desired relationship between $x$ and $w$, and the dual feasibility conditions serve the purpose of ensuring that the optimal Lagrange multipliers are such that $x$ and $w$ jointly minimize $L$ and $\phi$.

Using these optimality conditions, we can derive the primal and dual residuals:

$$
\begin{align*}
    r_1^{(i)} &= x^{(i)} - z^{(i)} \quad \text{Primal Residuals} \\
    r_2^{(i)} &= w^{(i)} - A(z^{(i)}) \\
    s_1^{(i)} &= \rho A(w^{(i)} - w^{(i-1)}) \\
    s_2^{(i)} &= \rho (z^{(i)} - z^{(i-1)}) \quad \text{Dual Residuals}
\end{align*}
$$

where primal feasibility is achieved when $r_j^{(i)} = 0$ and dual feasibility is achieved when $s_j^{(i)} = 0$ for all $j \in \{1, 2\}$. In practice, we declare the algorithm converged when $||r_j^{(i)}||_F \leq \epsilon_j^{\text{pri}}$ and $||s_j^{(i)}||_F \leq \epsilon_j^{\text{dual}}$ for all $j \in \{1, 2\}$, with the thresholds given by:

$$
\begin{align*}
    \epsilon_j^{\text{pri}} &= \epsilon^{\text{rel}} \max \{|x^{(i)}|_F, |z^{(i)}|_F\} + \epsilon^{\text{abs}} \sqrt{KN} \\
    \epsilon_j^{\text{dual}} &= \epsilon^{\text{rel}} |\alpha^{(i)}|_F + \epsilon^{\text{abs}} \sqrt{KN}
\end{align*}
$$

where $\epsilon^{\text{rel}}$ (relative tolerance) and $\epsilon^{\text{abs}}$ (absolute tolerance) are small positive parameters.

In general, ADMM does not guarantee convergence for more than two optimization variables [21]. As such, it is not immediately clear that our ADMM framework would guarantee convergence given that it optimizes over $x$, $w$, and $z$. As it turns out, for the particular version of consensus ADMM that we are proposing, we can guarantee convergence under the same mild conditions required in standard ADMM.

**Theorem 1.** Given an observation $y$, when $L(y \mid \cdot)$ and $\phi(\cdot)$ are closed, proper, and convex functions, the ADMM algorithm given by (10) and (11) converges to the solution of (9), i.e. $(x^{(i)}, w^{(i)}, z^{(i)}) \rightarrow (\hat{x}, \hat{w}, \hat{z})$ as $i \rightarrow \infty$.

The proof of Theorem 1 is based on a consensus ADMM formulation presented in section 5 of [22] and is given in detail in Appendix A.

### IV. Applications

#### A. State-Space Model of Learning

We begin by demonstrating how the ADMM framework can be applied to a problem with a highly non-linear multimodal measurement model. In the state-space model of learning [23], the system model is a traditional state-space Gauss-Markov process, where the state represents an unobservable cognitive state that represents a subject’s ability to perform a task over time. The corresponding measurement model provides a statistical relationship between the underlying state and the observed task performance for a given trial.

We define $X \in \mathbb{R}^{1 \times N}$ to be the cognitive state, where $N$ represents the number of trials conducted. The system model is given by:

$$
X_n = \kappa X_{n-1} + \gamma + V_n
$$

where $\kappa \in [0, 1]$ is a forgetting factor, $\gamma \in \mathbb{R}_+$ is a positive bias that represents a tendency for the cognitive state to increase with time, and $V_n \sim \mathcal{N}(0, \sigma^2_v)$ is noise in the system model.

Using the state-space model of learning pertaining with multiple behavioral and neurophysiological measures, we assume that each of the $N$ trials has an associated binary success/failure outcome, a reaction time, and neural spiking behavior. As such, each observation is given by a triplet $Y_n = (B_n, R_n, S_n) \in \{0, 1\} \times \mathbb{R} \times \{0, 1\}^J$, where $B_n$ is a single bit indicating whether or not the trial was completed successfully, $R_n$ is the log of the subject’s
reaction time to complete the task, and $S_n$ is a length $J$ point process that indicates whether or not there was neural spiking activity in each discrete $\Delta t$ time window.

Each of the three observation modalities is associated with an appropriate statistical model. First, the binary success/failure outcomes obey a Bernoulli probability model:

$$Pr(B_n = b_n | X_n = x_n) = p_n^{b_n}(1 - p_n)^{1 - b_n} \quad (20)$$

where $p_n$ is given by a logistic function that maps the cognitive state between 0 and 1:

$$p_n = \frac{\exp(\nu + \eta x_n)}{1 - \exp(\nu + \eta x_n)} \quad (21)$$

where $\nu, \eta \in \mathbb{R}$ are model parameters.

Next, the reaction time obeys a log-normal probability model, with:

$$R_n \sim \mathcal{N}(\psi + \omega X_n, \sigma^2_R) \quad (22)$$

where $\psi \in \mathbb{R}$ is the estimated initial log reaction time, $\omega \in \mathbb{R}$ is negative to ensure that the reaction time tends to decrease with an increasing cognitive state and $\sigma^2_R$ represents the level of stochasticity in the relationship between the cognitive state and reaction time.

Lastly, the neural spiking activity is modeled as a point process (as in equation 2.6 of [24]), with the negative log-probability of a given set of spikes given by:

$$-\log Pr(S_n = s_n | X_n = x_n) = \sum_{j=1}^{J} -\log(\Lambda_{n,j}) s_{n,j} + \Lambda_{n,j} \Delta t \quad (23)$$

where $s_{n,j} \in \{0, 1\}$ is the $j^{th}$ bit of $s_n$ and $\log \Lambda$ is the conditional intensity function, given by a generalized linear model [25]:

$$\log \Lambda_{n,j} = \xi + a x_n + \sum_{m=1}^{M} c_m s_{n,j-m} \quad (24)$$

where $\xi \in \mathbb{R}$ gives a base intensity level, $a \in \mathbb{R}$ determines the effect of the cognitive state on the spiking intensity, and $c = (c_1, \ldots, c_M) \in \mathbb{R}^M$ accounts for the refractivity period in neural spiking, i.e. the fact that it is unlikely to see spiking activity in neighboring bins.

Next we adapt the state-space model of learning to the ADMM framework. We begin by considering the negative log-likelihood of the observations given the underlying cognitive state. We note that not only are the observations temporally conditionally independent given a sequence of cognitive states, but each of the three observations within a trial is conditionally independent given the cognitive state corresponding with that trial:

$$L(y | x) = \sum_{n=1}^{N} L_n(y_n | x_n) = \sum_{n=1}^{N} L_{B_n}(b_n | x_n) + L_{R_n}(r_n | x_n) + L_{S_n}(s_n | x_n) \quad (25)$$

where the negative log-likelihoods $L_{B_n} := -\log p_{B_n|X_n}$, $L_{R_n} := -\log f_{R_n|X_n}$, and $L_{S_n} := -\log p_{S_n|X_n}$ are defined to be the negative log of the appropriate pdf/pmf corresponding with the respective observations. It is important to note that $L$ is indeed convex. Considering this is not immediately obvious, it is shown in Appendix C.

Next we consider the system model. By defining $W_n = X_n - \kappa X_{n-1} = \gamma + V_n$ with $W_0 = X_0$, we get that $W_n \sim \mathcal{N}(\gamma, \sigma^2_V)$, i.e. each $W_n$ is distributed iid Gaussian. Thus, our negative log-prior is given by:
Fig. 2: State-space model of learning simulations. A: Realizations of log reaction times. B: Realizations of success (large/blue) or failure (small/red) outcomes, with each row representing a realization. C: Realizations of neural spiking activity, with each row representing a realization and the vertical dashed lines indicating the boundary between each 5 second trial. D: The ground truth learning state used to generate observations (blue), 10 estimates of the learning state based on conditionally independent realizations (dashed gray), and the mean estimate (red) +/- one standard deviation (red dashed).

\[
\phi(w) = -\log \prod_{n=1}^{N} \mathcal{N}(w_n; \gamma, \sigma^2_V) \propto \sum_{n=1}^{N} \frac{(w_n - \gamma)^2}{2\sigma^2_V}
\]

where \( \mathcal{N}(x; \mu, \sigma^2) \) gives the value of a normal distribution with mean \( \mu \) and variance \( \sigma^2 \) evaluated at \( x \). Additionally, under this definition of \( W \) we get that the transition matrix \( D \) is in fact just a scalar, namely \( \kappa \in \mathbb{R} \).

Plugging \( L, \phi, \) and \( A \) into equations (12), (14), and (15), we obtain the update equations for solving the state-space model of learning problem. Beginning with the measurement model update, as a result of its separability across trials, each update decomposes into \( N \) univariate convex minimization problems. As such, these \( N \) problems can be solved in parallel using a convex solver such as CVX [26]. For the system model update, we note that in this special case the system update given by (14) is separable over \( n = 1, \ldots, N \). Given that the density for \( W \) is assumed to be fully known, we set the tuning parameter \( \beta = 1 \).

Since \( \phi \) is quadratic, the system model update can be solved in closed form for each \( n \) in a separable manner. Lastly, we know the consensus update can be solved with a Kalman smoother, however in the case where the dimension of our solution space \( NK \) is sufficiently small, it may be efficient to solve this update directly as a least squares problem, which involves a single inversion of an \( NK \times NK \) matrix at initialization and a matrix vector multiplication for subsequent updates. The details of these updates can be found in Appendix B.

We demonstrate the state-space model of learning solution on simulated data, using parameters from section V-A of [17]. For our experimental setting, we generate a ground-truth learning state over \( N = 25 \). From the ground truth, we generate 10 realizations of each of the three observation sequences, where each realization is conditionally independent given the ground truth learning state. Using these sets of observations, we produce 10 estimates of the learning state using the ADMM framework with \( \rho = 0.5 \). We limit the estimation procedure to run for 20 iterations, i.e. \( \hat{x} := x^{(20)} \). As shown in Fig. 2, the ground truth is almost entirely within one standard deviation of the estimates, even after only 20 iterations. This is consistent with the observation in [15] that while ADMM takes many iterations to achieve high precision accuracy, modest accuracy can be achieved in a relatively small
number of iterations. While this approach does not offer the ability to produce on-line estimates and requires a-priori knowledge of the model parameters, it does not rely on any approximations.

B. Spectrotemporal Pursuit

Next we demonstrate application of the ADMM framework to the method of spectrotemporal pursuit, originally presented in [11]. Spectrotemporal pursuit formulates the problem of estimating time varying frequency coefficients as a compressive sensing problem. We define \( Y \in \mathbb{R}^{P \times N} \) to be a matrix version of an observed time series of length \( PN \), where each column of \( Y \) gives a length \( P \) window of the time series. Next, we define \( X \in \mathbb{R}^{K \times N} \) to be a matrix of frequency coefficients, with each column \( X_n \in \mathbb{R}^{K} \) representing the frequency coefficients corresponding with the time window \( Y_n \in \mathbb{R}^{P} \). By defining \( X \) to be real valued, it is implied that the frequency coefficients are in rectangular form, and thus a frequency resolution of \( K/2 \) is achieved. Using this representation, we define the quadratic measurement model:

\[
L(y \mid x) = \sum_{n=1}^{N} ||y_n - F_n x_n||_2^2
\]

where \( F_n \in \mathbb{R}^{P \times K} \) is an inverse Fourier matrix, i.e. \( (F_n)_{p,k} := \cos(2\pi((n-1)P + p)\frac{k-1}{K}) \) and \( (F_n)_{p,k+\frac{1}{2}} := \sin(2\pi((n-1)P + p)\frac{k-1+K/2}{K}) \) for \( p = 1, \ldots, P \) and \( k = 1, \ldots, K/2 \). In this sense we can view the spectrotemporal estimation problem as a traditional linear measurement with Gaussian noise problem. As such, it is well defined when \( P \geq K \), which is consistent with the well known fact that the number of frequency coefficients associated with a time series can not exceed the number of samples.

The method of spectrotemporal pursuit removes this constraint by introducing a sparsity inducing prior on the frequency coefficients, paralleling the approaches in compressive sensing used to estimate the coefficients underlying a system with an underdetermined set of observations. In particular, spectrotemporal pursuit imposes a group-sparsity prior on the first differences of the frequency coefficients. Letting \( W_n = X_n - X_{n-1} \) (i.e. \( DX_n = X_n \)), we define the system model:

\[
\phi(w) = \sum_{k=1}^{K} \left( \sum_{n=1}^{N} w_{k,n}^2 \right)^{\frac{1}{2}}.
\]

We can view this function as the \( \ell_1 \)-norm of a vector whose entries are the \( \ell_2 \)-norms of the rows of the argument. As such, \( \phi(w) \) is small when only a small number of the rows of \( w \) are non-zero. Furthermore, the rows that are non-zero should have a small \( \ell_2 \)-norm. Application of this function to the differences of the frequency coefficients over time ensures that throughout a given time series, most frequency coefficients do not vary, and those that do vary are varying smoothly. This time-frequency characterization is known to occur in certain biological time-series. Thus, spectrotemporal pursuit utilizes this knowledge to obtain significantly denoised spectrotemporal estimates while avoiding the time/frequency resolution trade-off without necessitating a sliding window approach. This is again reminiscent of compressive sensing, which makes strong claims regarding the recoverability of a set of coefficients with underdetermined measurements so long as the coefficients are sufficiently sparse.

The spectrotemporal pursuit solution initially proposed in [11] is an iteratively reweighted least squares (IRLS) algorithm. While the IRLS algorithm is also exact and offers convergence guarantees, it requires inversion of \( N \times N \) and \( K \times K \) matrices \( N \) times per iteration of the algorithm. Furthermore, design of the state-covariance matrix obfuscates the problem and requires careful thought when modifying the system model.

The proposed ADMM framework yields a straightforward solution to the spectrotemporal pursuit problem. First, plugging \( L \) into equation (12) yields:

\[
x_n^{(i+1)} = \arg\min_{x_n} ||y_n - F_n x_n||_2^2 + \frac{\rho}{2} ||x_n - x_n^{(i)}||_2^2
= \arg\min_{x_n} ||x_n + C_n b_n^{(i)}||_{C_n}^2
= -C_n b_n^{(i)}
\]
where $C_n := (F_n^T F_n + \frac{\rho}{2} I)^{-1}$ and $b_n^{(i)} := -\frac{1}{2} (F_n^T y_n + \rho s_n^{(i)})$. We note that when $P < K$, $F_n^T F_n$ is rank deficient and it is our choice of $\rho$ that ensures the update is well formed. Also, it is important to note that each $C_n$ for $n = 1, \ldots, N$ can be computed once at initialization, as they do not change throughout iterations.

Next, placing the group-sparsity prior in equation (14) shows that the system model update is given by a standard group-lasso problem:

$$w^{(i+1)} = \arg\min_w ||\tilde{w}^{(i)} - w||_2^2 + \frac{\beta}{\rho} \sum_{k=1}^{K} \left( \sum_{n=1}^{N} w_{k,n}^2 \right)^{\frac{1}{2}}.$$  (30)

Furthermore, this special case with an orthonormal regressor matrix (i.e. the identity) yields a closed form solution, namely a row-wise shrinkage operator applied to $\tilde{w}^{(i)}$ [20]. The shrinkage amount is proportional to the tuning parameter $\beta$, with larger $\beta$ yielding a smaller number of non-zero rows in $w$.

We demonstrate the ADMM solution for spectrotemporal pursuit on a simulated example recreated from the original paper [11]. Let $\tilde{y} \in \mathbb{R}^M$ be the vectorized version of $y$ with $M = NP$ and $y_n = [\tilde{y}_{(n-1)P+1}, \tilde{y}_{(n-1)P+2}, \ldots, \tilde{y}_{nP}]^T$ for $n = 1, \ldots, N$. Then, we consider the signal:

$$\tilde{y}_m = 10 \cos^8 (2\pi f_0 m) \sin (2\pi f_1 m) + 10 \exp \left( \frac{m - M}{M} \right) \cos (2\pi f_2 m) + v_m$$  (31)

where $f_0 = 0.04$ Hz, $f_1 = 10$ Hz, $f_2 = 11$ Hz, and $v_m \sim \mathcal{N}(0, 1)$ iid for $m = 1, \ldots, M$. Letting the sampling frequency be $f_s = 125$ Hz and $M = 7500$ gives a simulated time-series 600 seconds in duration. We note that $y$ contains a sparse number of active frequency components, and the frequency components that are active are modulated over time in a smooth fashion. Additionally, the active frequency components $f_1$ and $f_2$ are chosen to be in neighboring frequencies, creating an increased difficulty when trying to distinguish their respective contributions.

The top row of Fig. 3 shows time-frequency estimates of the simulated time-series using traditional methods and spectrotemporal pursuit. First, we observe that the standard spectrogram (Fig. 3A) suffers from significant spectral leakage and is unable to clearly distinguish between the 10 Hz and 11 Hz frequency components. For the spectrotemporal pursuit estimate (Fig. 3B) we select $P < K$, meaning that the number of samples in each time window is less than the number of frequency bins. As such, we are effectively increasing the temporal resolution while still maintaining the spectral resolution without the use of overlapping windows. Because this would in general be an underdetermined problem, the group-sparsity prior is needed to ensure the problem has a unique solution. In addition to increased temporal resolution, we witness that spectrotemporal pursuit enables the contributions from $f_1$ and $f_2$ to be clearly distinguishable. Further benefits of this approach to spectrotemporal decompositions are given in detail in [11]. Here, we are proposing an algorithm that offers improvements in efficiency, modularity, and
interpretability. In particular, we witness a roughly $10 \times$ speedup per iteration on the same size data when using the ADMM framework rather than IRLS.

To further illustrate the modularity of the proposed framework, we next demonstrate that we can utilize an entirely different system model with a minor adjustment to a single update. Specifically, we consider a low-rank spectrotemporal decomposition (LRSD) which substitutes the nuclear norm for the group sparsity prior \[27\]. As such, the LRSD estimate is obtained by substituting the system model update given by \(30\) with:

$$
\mathbf{w}^{(i+1)} = \underset{\mathbf{w}}{\text{argmin}} \| \mathbf{w}^{(i)} - \mathbf{w} \|_F^2 + \beta \| \mathbf{w} \|_*$
$$

where $\| \cdot \|_*$ is the nuclear norm, given by the sum of the singular values of the argument. Conveniently, this update is known as the matrix lasso and yields a straightforward solution via singular value soft thresholding \[28\]. By making a simple adjustment to the means by which $\mathbf{w}^{(i)}$ is updated, we are able to obtain an entirely different spectrotemporal decomposition.

This point is illustrated by the bottom row of Fig. 3 where we demonstrate the LRSD on human single-channel EEG data using adhesive flexible sensors \[29\]. The data in question contains a 30-second recording in which the subject’s eyes are closed at the 10 second mark, at which point we would expect to see increased energy in the alpha band (10-12 Hz). The change point nature of the recording suggests that the group sparsity prior on the dynamics, which enforces smoothness across time, is ill-suited for this recording, and the traditional spectrogram (Fig. 3C) suffers significantly from noise. By not explicitly enforcing smoothness in time, the low-rank enforcing nuclear norm prior (Fig. 3D) accommodates the change point and is able to significantly suppress activity outside of the alpha band. Similarly to the spectrotemporal pursuit example, we are able to set $P < K$ and achieve equivalent temporal resolution to the spectrogram without utilizing overlapping windows or sacrificing spectral resolution.

V. DISCUSSION

We have presented a unified framework for solving a broad class of dynamic modeling problems. The proposed method can be applied to systems with non-linear measurements and/or non-Markov dynamics. As demonstrated on two applications, our framework can be applied in a straightforward manner to acquire efficient solutions to problems that may otherwise require complex or approximate solutions. Furthermore, we have shown that this algorithm will converge on the true MAP estimate of the latent signal in the limit of large iterations. With this provably accurate algorithm comes a mathematical justification for an intuitive approach to dynamic time-series estimation, namely iteratively computing estimates based on the measurement model and system model and then averaging them in the appropriate sense.

There are a number of extensions to this framework still to be explored. The most glaring shortcomings are the inability to conduct the estimation procedure causally and the necessity to know model parameters a priori. Regarding the former, we note the use of homotopy schemes for causal estimation that gradually incorporate new observations into the solution \[30\], \[31\]. To our knowledge, adding observations to subsequent ADMM iterations has not been explored and could be an interesting subject of future work. To address the latter, expectation-maximization (EM) techniques can be built into the ADMM iterations in order to estimate model parameters jointly with the desired latent time-series. In that regard, the E-step, which requires sampling from the posterior distribution, is typically the bottleneck. To address that, Langevin based methods and stochastic gradient descent methods can be used to efficiently sample from the posterior distribution \[32\]. Identifying sufficient conditions on mixing times for generating approximately i.i.d. posterior samples for the M step could be the subject of future in-depth work.

APPENDIX A

PROOF OF THEOREM 1

Consider the problem in its original form:

$$
(\hat{\mathbf{x}}, \hat{\mathbf{w}}) = \underset{\mathbf{x}, \mathbf{w}}{\text{argmin}} \quad L(\mathbf{y} \mid \mathbf{x}) + \beta \phi(\mathbf{w})
\text{ s.t. } \quad \mathbf{w} = \mathcal{A}(\mathbf{x}).
$$

Suppose we define the variable $\mathbf{Q} := [\mathbf{X}^T, \mathbf{W}^T]^T \in \mathbb{R}^{2K \times N}$ ($\mathbf{X}, \mathbf{W} \in \mathbb{R}^{K \times N}$) and the function $g(\mathbf{Q}) := L(\mathbf{y} \mid \mathbf{X}) + \beta \phi(\mathbf{W})$. Next, we define $\mathbf{Z} := [\mathbf{Z}_X^T, \mathbf{Z}_W^T]^T \in \mathbb{R}^{2K \times N}$ and the function:
\[ h(Z) = \begin{cases} 0 & A(Zx) = Zw \\ \infty & A(Zx) \neq Zw. \end{cases} \quad (34) \]

Using these newly defined terms, we can write (33) equivalently as:
\[ (q, z) = \arg\min_{q, z} g(q) + h(z) \]
\[ \text{s.t.} \quad q - z = 0. \quad (35) \]

To solve this problem with ADMM, we first find augmented Lagrangian:
\[ \mathcal{L}_\rho(q, z) = g(q) + h(z) + \gamma^T (q - z) + \frac{\rho}{2} ||q - z||_F^2 \quad (36) \]

with Lagrange multiplier \( \gamma = [\lambda^T, \alpha^T]^T \in \mathbb{R}^{2K \times N} \) (\( \lambda, \alpha \in \mathbb{R}^{K \times N} \)). As a result, we get the following update equations:
\[ q^{(i+1)} = \arg\min_q \mathcal{L}_\rho(q, z^{(i)}, \gamma^{(i)}) \]
\[ z^{(i+1)} = \arg\min_z \mathcal{L}_\rho(q^{(i+1)}, z, \gamma^{(i)}) \]
\[ \gamma^{(i+1)} = \gamma^{(i)} + \rho (q^{(i+1)} - z^{(i+1)}). \quad (37) \]

Next we show that the update equations given by (37) are equivalent to those given by (11). First, consider the \( q \) update:
\[ q^{(i+1)} = \arg\min_q \mathcal{L}_\rho(q, z^{(i)}, \gamma^{(i)}) \]
\[ = \arg\min_q \quad g(q) + \gamma^{(i)T} (q - z^{(i)}) + \frac{\rho}{2} ||q - z^{(i)}||_F^2 \]
\[ = \arg\min_{[x^T, w^T]^T} \quad L(y \mid x) + \beta \phi(w) + \left[ \lambda^{(i)} \right]^T \left( \begin{bmatrix} x \\ w \end{bmatrix} \right) - \left[ \begin{bmatrix} z_x^{(i)} \\ z_w^{(i)} \end{bmatrix} \right] \right) + \left[ \begin{bmatrix} x \\ w \end{bmatrix} \right] - \left[ \begin{bmatrix} z_x^{(i)} \\ z_w^{(i)} \end{bmatrix} \right] \left[ ||x - z_x^{(i)}||_F^2 \right. \quad (38) \]

where \( x^{(i+1)} \) and \( w^{(i+1)} \) are given by:
\[ x^{(i+1)} = \arg\min_x \quad L(y \mid x) + \lambda^{(i)T} (x - z_x^{(i)}) + ||x - z_x^{(i)}||_F^2 \quad (39) \]
\[ w^{(i+1)} = \arg\min_w \quad \beta \phi(w) + \alpha^{(i)T} (w - z_w^{(i)}) + ||w - z_w^{(i)}||_F^2 \quad (40) \]

and can be found independently of each other.

Next, consider the \( z \) update:
\[ z^{(i+1)} = \arg\min_z \mathcal{L}_\rho(q^{(i+1)}, z, \gamma^{(i)}) \]
\[ = \arg\min_z \quad h(z) + \gamma^{(i)T} (q^{(i+1)} - z) + \frac{\rho}{2} ||q^{(i+1)} - z||_F^2 \]
\[ = \arg\min_{[x^T, y^T]^T} \quad h(z) + \lambda^{(i)T} (x^{(i+1)} - z_x) + \frac{\rho}{2} ||x^{(i+1)} - z_x||_F^2 + \alpha^{(i)T} (w^{(i+1)} - z_w) + \frac{\rho}{2} ||w^{(i+1)} - z_w||_F^2 \]
\[ = \arg\min_{z_x} \lambda^{(i)T} (x^{(i+1)} - z_x) + \frac{\rho}{2} ||x^{(i+1)} - z_x||_F^2 + \alpha^{(i)T} (w^{(i+1)} - A(z_x)) + \frac{\rho}{2} ||w^{(i+1)} - A(z_x)||_F^2 \]
where \( z_x^{(i+1)} \) is given as the solution to (15), i.e. the consensus update for our target problem, and the second to last equality follows from the fact that \( h(z) \) is infinite if \( z_w \neq A(z_x) \), so we can treat the problem as a single variable optimization problem.

Given these results, we can substitute these results into the equations for the \( q \) update to obtain:

\[
w^{(i+1)} = \arg\min_w \beta \phi(w) + \alpha^{(i)} (w - A(z_x^{(i)})) + \frac{1}{2} \| w - A(z_x^{(i)}) \|_F^2
\]

which is the (unscaled) update equation (14) for \( w \) in the original formulation, where \( z_x^{(i)} \) in this formulation corresponds with \( z^{(i)} \) in the original formulation. The \( x \) portion of the \( q \) remains unchanged from (39), which is equivalent to the unscaled update equation (12) for \( x \) in the original formulation.

Next, we can decompose the matrix multiplication in the same way as above to show that:

\[
\gamma^{(i+1)} = \begin{bmatrix} \lambda^{(i+1)} \\ \alpha^{(i+1)} \end{bmatrix}
\]

where \( \lambda^{(i+1)} \) and \( \alpha^{(i+1)} \) are given by the original updates in (11).

Thus, we have shown that directly solving (35) using ADMM yields the proposed updates detailed in the body of the paper. As such, we will show that the ADMM solution to (35) is convergent. By assumption, \( L \) and \( \phi \) are closed, proper, and convex, and hence, so is their sum \( g \). Suppose \( z^1 = [z_x^1, z_w^1]^T \) and \( z^2 = [z_x^2, z_w^2]^T \) are such that \( A(z_x^1) = z_w^1 \) and \( A(z_x^2) = z_w^2 \). Then, if we take a convex combination \( z^\alpha := \alpha z^1 + (1 - \alpha) z^2 \) for \( \alpha \in [0, 1] \), we get

\[
z_w^\alpha = \alpha z_w^1 + (1 - \alpha) z_w^2
= \alpha A(z_x^1) + (1 - \alpha) A(z_x^2)
= A(\alpha z_x^1 + (1 - \alpha) z_x^2)
= A(z_x^\alpha)
\]

where the second to last equality follows from the linearity of \( A \). Thus, it follows that for \( z^1 \) and \( z^2 \) such that \( h(z^1) = h(z^2) = 0 \), \( h(z^\alpha) = 0 \) as well. Since \( h(z) \neq 0 \implies h(z) = \infty \), we get that for all \( z^1, z^2, \) and \( \alpha \in [0, 1] \), \( h(z^\alpha) \leq \alpha h(z^1) + (1 - \alpha) h(z^2) \), i.e. \( h \) is convex. It then follows from Section 3.2.1 of [15] that the ADMM solution for (35) is convergent, as was to be shown. ■

**Appendix B**

**STATE-SPACE MODEL OF LEARNING UPDATES**

We begin by deriving expressions for the negative log-likelihoods for each of the observations:

\[
L_{B_n}(b_n \mid x_n) = -\log p_{B_n \mid x_n}(b_n \mid x_n)
= -\log p_n^b (1 - p_n)^{1 - b_n}
= -b_n \log \frac{e^{\nu + \eta x_n}}{1 + e^{\nu + \eta x_n}} - (1 - b_n) \log \frac{1}{1 + e^{\nu + \eta x_n}}
\propto \log \left( 1 + e^{\nu + \eta x_n} \right) - b_n \eta x_n
\]

\[
L_{R_n}(r_n \mid x_n) = -\log f_{R_n \mid x_n}(r_n \mid x_n)
= -\log \frac{1}{\sqrt{2\pi\sigma_R^2}} \exp \left( -\frac{(r_n - \psi - \omega x_n)^2}{2\sigma_R^2} \right)
\]
These expressions can be plugged into equation (25) to obtain the measurement model update equation, which can in turn be solved using a convex solver such as CVX.

Next, the system model update can be solved in closed form:

\[
\mathbf{w}^{(i+1)} = \arg\min_{\mathbf{w}} \phi(\mathbf{w}) + \frac{\rho}{2} \left\| \mathbf{w} - \mathbf{\tilde{w}}^{(i)} \right\|^2_2
\]

where \( \mathbf{\tilde{w}}^{(i)} := \mathbf{z}^{(i)} - \kappa \mathbf{z}^{(i-1)} - \alpha^{(i)}/\rho \). Thus, we can solve for each \( w_n \) separately:

\[
\begin{align*}
\gamma \mathbf{w}^{(i+1)} = & \arg\min_{\mathbf{w}} \frac{(w_n - \gamma)^2}{2\sigma^2_V} + \frac{\rho}{2} (w_n - \mathbf{\tilde{w}}^{(i)})^2 \\
= & \arg\min_{\mathbf{w}} \sum_{n=1}^N \left( \frac{(w_n - \gamma)^2}{2\sigma^2_V} + \frac{\rho}{2} (w_n - \mathbf{\tilde{w}}^{(i)})^2 \right)
\end{align*}
\]

Finally, given its relatively low dimensionality, we can efficiently solve the consensus update in closed form by posing it as a least squares problem. First, we note that \( \mathcal{A}(\mathbf{z}) = \mathbf{Gz} \) when we define:

\[
\mathbf{G} = \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 & 0 \\
-\kappa & 1 & 0 & \ldots & 0 & 0 \\
0 & -\kappa & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 \\
0 & 0 & 0 & \ldots & -\kappa & 1
\end{bmatrix}
\]

(44)
with $G \in \mathbb{R}^{N \times N}$. Thus, we have:
\[
z^{(i+1)} = \underset{z}{\text{argmin}} \ |z - z_x^{(i)}|^2_F + |Gz - z_w^{(i)}|^2_F. \tag{45}
\]
Taking the gradient of the RHS and setting to zero yields:
\[
z^{(i+1)} = (I + G^T G)^{-1}(z_x^{(i)} + G^T z_w^{(i)}) \tag{46}
\]
Given that $G$ is known a-priori, we can find $(I + G^T G)^{-1}$ once and each consensus update becomes a matrix multiplication problem.

**Appendix C**

**Convexity State-Space Model of Learning Negative Log-Likelihood**

Given that $L$ is the sum of the negative log-likelihoods for each of the observation modalities as in (25), it is sufficient to show that they are each convex in $x_n$, which is made easier by use of the simplifications derived in Appendix B. Noting that addition of a constant does not affect convexity, we can assess the final simplification provided in each case. As such, we see that $L_{B_n}(b_n | x_n)$ is the sum of a term that is linear in $x_n$ and a special case of the log sum exponential (LSE) function with one variable at 0. Given the convexity of LSE, its sum with a linear term is also convex, and thus $L_{B_n}(b_n | x_n)$ is convex. Next, $L_{R_n}(r_n | x_n)$ is quadratic in $x_n$ and thus convex. Finally, $L_{S_n}(s_n | x_n)$ is the sum of a term that is linear in $x_n$ and a term that is exponential in $x_n$, both of which are convex. As a result, $L_{B_n}(b_n | x_n)$, $L_{R_n}(r_n | x_n)$, and $L_{S_n}(s_n | x_n)$ are all convex in $x_n$ for any $(b_n, r_n, s_n) \in \{0, 1\} \times \mathbb{R} \times \{0, 1\}^J$, and thus so is their sum $L$.
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