Additivity plays a central role in the formulation of thermodynamics. If a system is divided into different parts, each part possessing a certain energy, the system is said to be additive if the energy due to the interactions between these parts is negligible in comparison with the total energy \( \int \). Due to additivity, the extensive quantities are linear functions of the system size and the thermodynamic potentials present always the same concavity. Macroscopic systems with short-range interactions are additive. In contrast, the energy due to interactions between different parts of the system cannot be neglected if these interactions are long-ranging, causing the system to be intrinsically nonadditive. This lack of additivity has been identified as the source of the unusual thermodynamic properties of systems with long-range interactions, typically associated with a curvature anomaly of the relevant thermodynamic potential. The same happens in small systems with short-range interactions, where the range of the interaction is of the order of system size \( \int \). A peculiar thermodynamic property such as negative heat capacity is seen as unusual if one takes the thermodynamics of additive systems as a paradigm. In practice, properties of this kind are found in a large variety of systems in nature, ranging from atomic \( \int \) to stellar clusters \( \int \), so that they have become just other common properties to be considered.

Although intense research on systems with long-range interactions has been carried out during the last years from the statistical mechanics point of view, the thermodynamic framework concerning these systems in connection with nonadditivity has received much less attention. This is mainly due to the fact that statistical mechanics has to be necessarily contemplated in order to account for the microscopic interactions. Can nonadditivity be explicitly identified within the thermodynamic formalism, or one merely has to settle for consider it through its implicit contribution to the usual thermodynamic potentials? As we shall see, the thermodynamic formalism described here shows the clear role played by nonadditivity, which can be unambiguously determined and quantified.

The key idea is to convert the problem of the thermodynamics of a nonadditive system to the one of the thermodynamics of an additive system and there use the standard thermodynamic approach. This can be done by considering an ensemble of \( N \) independent, equivalent, distinguishable systems. This large ensemble of replicas of the system not necessarily has to be interpreted as a real physical system; it can be seen as a contrived system that helps to infer thermodynamic properties of its single constituents. Since the ensemble can be as large as needed by taking \( N \rightarrow \infty \), it is in fact an additive system and, therefore, the standard equilibrium thermodynamic approach can be applied. An analogous theoretical framework was introduced by Hill for small systems \( \int \).

A small system, i.e., a system with a small number of particles, is not additive; but additivity is recovered, together with the usual thermodynamics of macroscopic systems, when the number of particles in the system goes to infinity, provided the range of the short-range interaction becomes negligible with respect to the system size. However, the situation we consider here is clearly different: we take from the beginning into account long-range interacting systems with a large number of particles. In such systems, no matter how large, the size of the system and the interaction range are comparable, and therefore these systems are always intrinsically nonadditive.

Let us thus consider a system with energy \( E \), entropy
$S$, volume $V$, and $N$ particles. We now introduce an ensemble of noninteracting replicas of the systems as a construction from which, as we will see, properties of the system itself can be inferred. We stress that, as usual in statistical ensembles, the replicas do not interact with each other. The total energy, entropy, volume, and number of particles of an ensemble of $\mathcal{N}$ such systems are given by $E_i = \mathcal{N} E$, $S_i = \mathcal{N} S$, $V_i = \mathcal{N} V$, and $N_i = \mathcal{N} N$, respectively. The fundamental thermodynamic relation for the ensemble takes the form

$$dE_i = T \, dS_i - P \, dV_i + \mu \, dN_i + \varepsilon \, d\mathcal{N}, \quad (1)$$

where $T$ is the temperature, $P$ is the pressure exerted on the boundary of the systems, and $\mu$ is the chemical potential of a single system. The last term on the r.h.s. of Eq. (1) is the central ingredient that this approach incorporates, which accounts for the energy variation when the number of members of the ensemble $\mathcal{N}$ varies at constant $S_i$, $V_i$ and $N_i$. The function $\varepsilon$ is called the replica energy and quantifies the nonadditivity of the single systems; it vanishes for additive systems. To see this, consider the following situation. Let us make a transformation in which an ensemble of $\mathcal{N}_1$ replicas, each one with $N_1$ particles, entropy $S_1$ and volume $V_1$, becomes an ensemble of $\mathcal{N}_2$ replicas, each one with $N_2$ particles, entropy $S_2$ and volume $V_2$, under the assumption that, for a given positive $\xi$, we have $N_2 = N_1/\xi$, $S_2 = S_1/\xi$, $V_2 = V_1/\xi$, but $\mathcal{N}_2 = \xi \mathcal{N}_1$. Clearly, in this case $dS_i = dV_i = dN_i = 0$, so that, from Eq. (1), $dE_i = \varepsilon \, d\mathcal{N}$. But in an additive system the energy is a linear homogeneous function of the entropy, volume and number of particles, i.e. $E_2 = E(S_2, V_2, N_2) = E(S_1/\xi, V_1/\xi, N_1/\xi) = E(S_1, V_1, N_1)/\xi \equiv E_1/\xi$, and therefore $dE_2 = 0$, requiring $\varepsilon = 0$. Thus, we see that additivity implies $\varepsilon = 0$. Hence, $\varepsilon \neq 0$ implies nonadditivity. On the other hand, for a nonadditive system the energy is not a linear homogeneous function of the entropy, volume and number of particles, and in general we will have $\varepsilon \neq 0$. Thinking for example to the case $\xi = 2$, this is a direct consequence of the fact that in a nonadditive system the interaction energy between the two halves of a macroscopic system is not negligible. Below we will show that $\varepsilon$ is indeed a property of the system under consideration.

Before proceeding, it is important to stress the following point. We are building a purely thermodynamic characterization of nonadditive systems, and we have singled out one thermodynamic quantity that is peculiar for this class of systems. However, we must be aware that one of the most striking facts in the statistical mechanics study of long-range systems, i.e., ensemble inequivalence, should produce a correspondence in a thermodynamic treatment, since ensemble inequivalence is connected to differences in the macroscopic states accessible to the systems when they are isolated or in contact with a thermostat $[3]$. The difference in the accessible macrostates translates into a difference in the equation of state between an isolated system and a thermostatted one, since, e.g., the temperature-energy relation of an isolated system in the range of convex entropy cannot hold for a thermalized system $[3]$. These caveats do not spoil the central role of Eq. (1) in the present treatment; one should only consider that all the thermodynamic quantities in the equations, like e.g. $T$, $S$, and $\varepsilon$ itself, are those corresponding to the actual physical conditions, and can be different according to whether the system is isolated or thermostatted.

Equation (1) can be integrated holding all single system properties constant,

$$E \, d\mathcal{N} = TS \, d\mathcal{N} - PV \, d\mathcal{N} + \mu N \, d\mathcal{N} + \varepsilon \, d\mathcal{N}, \quad (2)$$

yielding $E_i = TS_i - PV_i + \mu N_i + \varepsilon \mathcal{N}$. Thus, for a single system one has $E = TS - PV + \mu N + \varepsilon$, together with the differential relations

$$dS = \frac{1}{T} dE - P \, dV + \frac{\mu}{T} dN; \quad (3)$$

$$d\varepsilon = -S \, dT + V \, dP - N \, d\mu. \quad (4)$$

The first is the usual first law of thermodynamics; the second follows by requiring that the differentiation of $E = TS - PV + \mu N + \varepsilon$ produces the first equation. Moreover, Eq. (4) shows that the well-known Gibbs-Duhem equation for additive systems does not hold here, and $T$, $P$, and $\mu$ may become independent due to the extra degree of freedom here represented by $\varepsilon$. In the context of small systems, this independence between $T$, $P$, and $\mu$ has been exploited to consider completely open liquid-like clusters in a metastable supersaturated gas phase $[10]$. In addition, the deviations of small systems thermodynamics with respect to that of macroscopic systems have been shown in $[11, 12]$ using the grandcanonical ensemble. Furthermore, this approach has also been used to study the critical behavior of ferromagnets $[15]$ by considering an ensemble of physical subdivisions of a macroscopic sample: here we always consider replicas of the whole system under consideration.

In practice, to obtain $\varepsilon$ one computes the entropy $S$ of a single system, whence computes the equations of state, and thus obtains

$$\varepsilon = E - TS + PV - \mu N. \quad (5)$$

Furthermore, to compute the entropy in a concrete case we will employ the microcanonical partition function. Based on the considerations made before, we will then describe the thermodynamics of a long-range isolated system.

The microcanonical entropy of a single system can be obtained from phase space considerations for the whole ensemble. Henceforth, the dimension of the embedding space is assumed to be $d$, and the position and momentum of the particle $j$ in the system $k$ are denoted by
\( \mathbf{p}_{jk} \in \mathbb{R}^d \) and \( \mathbf{q}_{jk} \in \mathbb{R}^d \), respectively. Taking into account that the \( \mathcal{N} \) systems are independent and equivalent, the Hamiltonian \( \mathcal{H}_t \) of the ensemble is given by
\[
\mathcal{H}_t = \sum_{k=1}^{\mathcal{N}} \mathcal{H}_k, \quad \text{where each individual Hamiltonian reads}
\]
\[
\mathcal{H}_k = \sum_{j=1}^{\mathcal{N}} |\mathbf{p}_{jk}|^2 / (2m) + W(\mathbf{q}_{jk}, \ldots, \mathbf{q}_{kN}) \quad \text{with} \quad m \quad \text{the mass of the particles. Here} \quad W \quad \text{is the potential energy of a single system that contains the long-range interactions.}
\]
In addition, using units where \( k_B = 1 \), the total entropy is given by
\[
S_t = \ln \omega_t, \quad \text{where} \quad \omega_t = \omega_t(E_t, V_t, N_t, \mathcal{N}) \quad \text{is the density of states obtained from the phase space of the ensemble.}
\]
This density of states must be computed not only considering that the total energy is fixed to \( E_t = \mathcal{N} E \), but also that the energy of each single system is fixed to \( E \). According to this, the energy constraint in phase space can be written as
\[
\rho(E_t) = \prod_{k=1}^{\mathcal{N}} \delta(E_t - \mathcal{N} E - \mathcal{H}_k).
\]
Since the particles are confined to move within the walls of their own system, spatial integrations in (6) extend over the volumes \( V_k \), satisfying \( \int_{V_k} d^d \mathbf{q}_{jk} = V \) for all \( j \) and \( k \). Thus, in view of (6), as required, \( S_t = \mathcal{N} \ln \omega = \mathcal{N} S \), which highlights the fact that the information concerning nonadditivity is contained in the microcanonical entropy \( S \) of a single system.

The contribution of long-range interactions to (5) can be further concretized if the thermodynamic quantities are separated into a part evaluated without long-range interactions and the corresponding excess produced by these interactions. Assuming that there are no short-range interactions, so that the potential energy is only due to long-range interactions, we write the entropy and energy as
\[
S = S^{(1)} + S^{(e)} \quad \text{and} \quad E = E^{(1)} + E^{(e)},
\]
respectively, with \( E^{(e)} = W \). Here, quantities labeled with (i) correspond to the ideal gas contribution, while (e) indicates the excess produced by the long-range interactions. Analogously, we write \( \mu = \mu^{(i)} + \mu^{(e)} \) and \( P = P^{(i)} + P^{(e)} \). Using these expressions, from (5) one obtains
\[
\mathcal{E} = W - TS^{(e)} + P^{(e)} V - \mu^{(e)} N = TS^{(e)} + P^{(e)} V - \mu^{(e)} N, \quad (7)
\]
since in the absence of long-range interactions \( TS^{(i)} = E^{(i)} + P^{(i)} V - \mu^{(i)} N \). If we include also short-range interactions, and not only ideal contributions, the last statement is still true if the splitting to account for the excess produced by long-range interactions is performed in such a way that Eq. (7) is satisfied. Expression (7) for the replica energy can be significantly simplified using the mean-field approximation in the large \( N \) limit; an approximation that can be employed for long-range systems [14]. This is discussed next.

The mean-field potential energy of a single system can be written as
\[
W = \frac{1}{2} \int n(x) \Phi(x) \, d^d x, \quad \text{where} \quad n(x) \quad \text{is the number density and} \quad \Phi(x) \quad \text{is the potential characterizing the long-range interactions at a point} \quad x \in \mathbb{R}^d \quad \text{in the one-particle configuration space of a single system.}
\]
Likewise, the mean-field entropy of a single system takes the form
\[
S = - \int n(x) \ln \left[ \lambda_T^d n(x) \right] \, d^d x + \frac{2 + d}{2} N, \quad (8)
\]
where \( \lambda_T = h / \sqrt{2\pi mT} \) is the thermal wavelength. Since long-range interactions act locally as an external field, the global chemical potential takes the form [15]
\[
\mu = \mu_0(x) + \Phi(x), \quad (9)
\]
which, being constant, prevents net fluxes of particles through the system. Here \( \mu_0(x) \) is the local ideal chemical potential, which depends on \( n(x) \) in such a way that from (9) one obtains
\[
\mu N = T \int d^d x \, n(x) \ln \left[ \lambda_T^d n(x) \right] + 2W. \quad (10)
\]
Once suitable expressions for the entropy and chemical potential have been derived, the relation between their excess parts can be explicitly written down. Since \( S^{(i)} \) and \( \mu^{(i)} \) can be obtained from (8) and (10), respectively, by setting \( \Phi(x) = 0 \), the excess quantities \( S^{(e)} = S - S^{(i)} \) and \( \mu^{(e)} = \mu - \mu^{(i)} \) follow straightforwardly. As a consequence, one has
\[
\mu^{(e)} N = -TS^{(e)} + 2W, \quad \text{and therefore}
\]
\[
\mathcal{E} = -W + P^{(e)} V. \quad (11)
\]
Equation (11) for the replica energy is particularly useful since it does not involve entropy and chemical potential.

As examples of systems where \( \mathcal{E} \) can be computed exactly using the mean-field description, we have systems where the interactions decay as \( 1/r^\alpha \) in the interparticle distance \( r \), with \( 0 \leq \alpha \leq d \). In this case, the virial theorem states that \( dN T + \alpha W = dPV \) and hence \( P^{(e)} V = \alpha W / d \). Thus, the replica energy becomes
\[
\mathcal{E} = - (1 - \alpha / d) W, \quad \text{and we see that the system becomes additive for the marginal case} \quad \alpha = d. \quad \text{In the case of infinite-range, nondecaying interactions, i.e.,} \quad \alpha = 0, \quad \text{the system is homogeneous and thus one has} \quad TS = E^{(i)} + P^{(i)} V - \mu^{(i)} N. \quad \text{This apparent inconsistency is solved by realizing that} \quad \alpha = 0 \quad \text{means actually no interaction at all, since} \quad W \quad \text{is a constant; therefore the vanishing of the potential at infinite distance requires} \quad W = 0, \quad \text{and then} \quad \mathcal{E} = 0. \quad \text{Also, note that for} \quad \alpha > d \quad \text{the mean-field approximation fails, and therefore one cannot use the last expression to infer that} \quad \mathcal{E} \neq 0.
\]

Another example that we will consider is the Thirring model [2] in \( d = 3 \). This is a solvable model that incorporates some of the remarkable features of systems with
long-range interactions. In this model, inside the volume \( V \) of the system there is a core of volume \( V_c \) where all particles in its interior interact uniformly with each other. Outside the core, the particles do not interact and thus behave as a free gas. For large \( N \), the mean field potential can be written as \( \Phi(x) = -2\nu N_c \theta_V(x) \), where \( \nu \) is a constant, \( N_c \) is the number of particles in \( V_c \), and \( \theta_V(x) = 1 \) if \( x \in V_c \) and vanishes otherwise. Thus, introducing the number of free-gas particles \( N_g = N - N_c \), the potential energy of the system reads \( W = -\nu(N-N_g)^2 \). Let us also introduce the reduced variables \( \Lambda \equiv E/(\nu N^2) \) and \( \eta \equiv \ln(V/V_c - 1) \). For fixed \( E \), \( V \), and \( N \), and according to the saddle-point method, the fraction \( \bar{n}_g(\Lambda, \eta) = N_g/N \) that defines the equilibrium states of the system is obtained by solving

\[
\frac{3}{\Lambda} \left( \frac{1 - \bar{n}_g}{2} \right)^2 - \ln \left( \frac{1 - \bar{n}_g}{\bar{n}_g} \right) - \eta = 0. \tag{12}
\]

The microcanonical entropy per particle \( s(\Lambda, \eta) \equiv S(E, V, N)/N \) takes the form

\[
s(\Lambda, \eta) = \frac{3}{2} \ln \left[ \Lambda + (1 - \bar{n}_g)^2 \right] - (1 - \bar{n}_g) \ln(1 - \bar{n}_g) - \bar{n}_g \ln \bar{n}_g - \bar{n}_g \eta - \ln(e^\eta + 1) + s_0 \equiv s_1(\Lambda, \eta) + s_0, \tag{13}
\]

with \( s_0 = \ln(\psi^{1/2}) \), being \( c \) a constant. Accordingly, the temperature reads as \( T = \frac{3}{2} \nu N \left[ \Lambda + (1 - \bar{n}_g)^2 \right] \).

Since the particles outside the core are free, the pressure \( P \) at the boundary of the system is clearly given by \( P(V - V_c) = N \bar{n}_g T \). Thus, from (11) one has

\[
\psi \equiv \frac{\rho}{\nu N^2} = (1 - \bar{n}_g)^2 + \tau \left[ \bar{n}_g \left( 1 + e^{-\eta} \right) - 1 \right], \tag{14}
\]

where \( \tau \equiv T/(\nu N) \). The function \( \psi \) is the reduced microcanonical replica energy. Using (12) to express \( e^{-\eta} \) in (14), it is not difficult to see that for \( \bar{n}_g > 0 \) and \( \Lambda \gg 3(1 - \bar{n}_g) \), \( \psi \) approaches \( W/(\nu N^2) = -(1 - \bar{n}_g)^2 \), which, in turn, decreases in modulus for increasing \( \eta \). This behavior can be seen in Fig. 1 for different values of the reduced volume \( \eta \). Notice that in the plot \( \psi \) presents a jump at a value of \( \Lambda \) slightly greater than zero for \( \eta = 6 \); this is because the model possesses a first-order microcanonical phase transition and the replica energy contains this information.

Furthermore, in order to evince the intrinsic nonadditivity of the system, it is instructive to study how the entropy behaves when the thermodynamic variables are scaled. With this purpose, we introduce a scale factor \( \xi \geq 1 \) and a scale transformation that acts on a quantity \( Q \) such that \( Q' = \xi Q \). Since \( E'/(\nu N'^2) = \Lambda/\xi \) and \( V' = \xi V \), the dimensionless parameters \( \Lambda \) and \( \eta \) transform according to \( \Lambda \to \hat{\Lambda} = \Lambda/\xi \) and \( \eta \to \hat{\eta} = \ln(\xi(e^\eta + 1) - 1) \). We can write \( s'(E', V', N')/N' = s_1(\hat{\Lambda}, \hat{\eta}) + \ln(\xi V N^{1/2}) + \frac{1}{2} \ln \xi \), where the last term comes from the scaling of the volume and the number of particles in \( s_0 \). The fraction \( \bar{n}_g \) now is obtained from (12) with \( \hat{\Lambda} \) and \( \hat{\eta} \) in the place of \( \Lambda \) and \( \eta \), respectively. Moreover, the entropy per particle of the fully scaled system can be expressed as a function of the parameters of the system without scaling by defining \( \bar{s}(\Lambda, \eta, \xi) = s_1(\hat{\Lambda}, \hat{\eta}) + \frac{1}{2} \ln \xi \), where we have subtracted \( s_0 \) for convenience since it does not depend on \( \xi \). The scaled entropy per particle \( \bar{s} \) is shown in Fig. 2. Due to the nonadditivity, it is clearly seen that the entropy strongly depends on the scale transformation, as expected. As the energy increases, however, in this case the system becomes, so to speak, more additive since the curves tend to run together, although
they never touch each other. If the entropy were a linear homogeneous function of $E$, $V$, and $N$, all curves would collapse into a single one. The interesting fact is that the nonadditivity becomes less noticeable when the replica energy is relatively small, as should be expected since $\mathcal{E} = 0$ for additive systems.

While in a statistical mechanics formulation the nonadditivity is naturally codified in the Boltzmann-Gibbs microcanonical entropy, as well as in the corresponding free energy for other ensembles, we have seen here that, in the thermodynamic treatment, nonadditivity emerges through an additional degree of freedom, the replica energy $\mathcal{E}$. According to the differences between isolated systems and systems in contact with a thermostat emphasized before, we expect that the replica energy will depend on the physical situation under consideration. Nevertheless, in a long-range systems it will always be different from zero. In conclusion, we have shown that nonadditive systems can be treated in the standard equilibrium thermodynamic framework if it is properly formulated.
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