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Abstract—Physical human-robot collaboration requires strict safety guarantees since robots and humans work in a shared workspace. This letter presents a novel control framework to handle safety-critical position-based constraints for human-robot physical interaction. The proposed methodology is based on admittance control, exponential control barrier functions (ECBFs) and quadratic program (QP) to achieve compliance during the force interaction between human and robot, while simultaneously guaranteeing safety constraints. In particular, the formulation of admittance control is rewritten as a second-order nonlinear control system, and the interaction forces between humans and robots are regarded as the control input. A virtual force feedback for admittance control is provided in real-time by using the ECBFs-QP framework as a compensator of the external human forces. A safe trajectory is therefore derived from the proposed adaptive admittance control scheme for a low-level controller to track. The innovation of the proposed approach is that the proposed controller will enable the robot to comply with human forces with natural fluidity without violation of any safety constraints even in cases where human external forces incidentally force the robot to violate constraints. The effectiveness of our approach is demonstrated in simulation studies on a two-link planar robot manipulator.

Index Terms—Human robot collaboration, safety-critical control, admittance control, control barrier functions, robot manipulator.

I. INTRODUCTION

A. Motivation

The past few decades have seen the rapid development in physical human-robot collaboration (pHRC) which is an increasingly important area in robotics. In the past, robots and human operators have been organised in separate areas to ensure safety [1]. However, the physical collaboration and interaction between humans and robots are unavoidable in some specific scenarios, such as rehabilitation robots [2] which guide a patient’s arm and move with a natural fluidity with human movements. In addition to this, the pHRC of industrial robots has been attracting a lot of interest in both academia and industry. Such a human-in-the-loop system makes full use of the reasoning capabilities of human workers and the high precision and endurance of robots [3], and therefore can finish much more complicated tasks compared to fully automated systems. To achieve a so-called compliance in the physical interaction between human and robot, there is a vast body of work on impedance/admittance based compliance control in robotics, by which the movement of robots can be smoother, softer and more human-friendly. However, bringing such collaborative robots into real-world use also requires safety guarantees since the robot and human share the same workspace. It is imperative that robots are capable of enforcing safety constraints with a human-like smooth behaviour when collaborating with a human partner. Safety should be strictly guaranteed even in some unexpected emergency situations such as human pushing the robot towards obstacles or beyond the workspace boundary by accident.

To that end, we seek to enforce the safety-critical constraints of admittance control in pHRC. In particular, we consider two position-based constraints, workspace boundary and obstacle avoidance, which are the most practical safety constraints in reality. As depicted in Fig. 1, the trajectory of the robot’s end-effector should always be constrained within the workspace boundary and keep a specific distance from obstacles. The proposed system implements a two-layered control framework: the high-level trajectory planning modifies the original desired trajectory in real-time. The ECBFs-QP based framework is applied to provide optimal virtual force feedback for admittance control as a compensator of the external human forces. Then, the low-level controller tracks such trajectories to achieve safety and human-friendly behaviour for robots, as depicted in Fig. 2.

B. Related Work

The most common control methods in robotics include position control [4], force control [5], hybrid position/force control [6] and impedance/admittance based compliance control [7]. Pure position control, whose task is to follow a specific trajectory as accurately as possible, rejects external human forces as disturbances. Therefore, it is not suitable in pHRC. In contrast, pure force control only tracks the
given forces, and therefore cannot guarantee the position without contact with the external environment [8]. As a trade-off, impedance/admittance based compliance control relates both position and force. The contact point between the robot and human is assumed to be a mass-spring-damper (MSD) system whose dynamic behaviour acts like a human motion mechanism. Subsequently, many advanced control methods have emerged based on impedance/admittance control, such as adaptive impedance/admittance control [9][10], hybrid impedance/admittance control [11][12], robust impedance/admittance control [12][13] and learning impedance/admittance control [14][15], etc. Note that the impedance and admittance are two opposite notions in the MSD system. The system is regarded as admittance when the input of the system is force and the output is position, while it is impedance when the input of the system is position and the output is force. In this work, we seek to get optimal interaction force feedback based on ECBFs-QP for compliance control to generate the trajectory which guarantees both safety and compliance. Therefore, we apply admittance control in our proposed framework.

In addition to compliance, another major factor of collaborative robots that hinders their use in real pHRC is safety. Previous solutions in safety-critical control in robotics mainly include: (i) path planning which aims to derive a collision-free trajectory to enforce safety, and (ii) introducing a safety filter which modifies the input of the controller to guarantee safety. Path planning mainly includes heuristic-based methods [16] [17] and potential field based methods [18] [19]. In the work of Al-Khatib and Saade [16], a data-driven fuzzy approach is developed for a mobile robot to achieve path planning for moving obstacles. In short, heuristic-based methods have distinct advantages but the major drawbacks are response time and high computational complexity [20]. In the work of Tang et al. [18], an artificial potential field (APF) based path planning was proposed for obstacle avoidance without the problem of local minimums. However, a work of Singletary et al. [19] compared the performance of APF and control barrier functions (CBFs), and showed that CBFs outperformed existing APF-based algorithms. Therefore, CBFs have been an increasingly popular technique in the form of a safety filter. Using a quadratic program (QP), CBFs based safety filters can combine with an arbitrary nominal control law to enforce safety [21] [22]. Importantly, the CBFs-QP based framework can mediate the extent to which different constraints are met when these objectives are in conflict [23]. Such a property makes CBFs ideal for pHRC since the safety of a robotics system should be a hard constraint because any violation is not acceptable, while tracking performance for the desired trajectory to finish tasks should be a soft constraint. CBFs are capable of finding a trade-off of each component to achieve an ideal behaviour. Another extension of CBFs called exponential control barrier functions (ECBFs) was developed in the work of Nguyen and Sreenath [24] [25], which aims to handle the safety constraints with systems of higher relative degree.

So far, only a few papers have considered both compliance and safety in pHRC. Noteworthy among these is the work of Engelbrecht et al. [26], which proposes a novel adaptive virtual impedance algorithm for obstacle avoidance. Unlike traditional impedance control, the main difference in this work is that the impedance control is compensated by force feedback which is generated by APF. The APF provides both repulsive forces and attractive forces as adaptive feedback for impedance control to enable robots to navigate with constraints.

C. Contribution

Motivated by the above discussion, in this letter, we apply the ECBFs-QP framework to provide virtual force feedback for admittance control. Such virtual force is an adaptive compensator for the external human forces. As can been seen in Fig. 2, the optimal interaction force $f_e$ is derived from the sum of external human forces $f_x$ and the compensated forces $f_x'$. When the system tends to approach the unsafe set, $f_x'$ modifies the desired trajectory $x_d$ to $x_f$ for the low-level controller to track and bring the system back to the safe set. The major contribution of this work can be highlighted in a comparison with other approaches as follows:

1) Compared with traditional path planning [16] [17], the proposed approach integrates an adaptive force compensator with admittance control to modify the desired trajectory. Therefore, the proposed control framework has higher robustness to external human forces, as well as shorter response time and lower computational complexity.

2) Compared with existing safety filters [21] [22], the proposed approach seeks to enforce safety in the force domain. The main benefit is the improvement in the robot’s human-friendly motion behaviour in the physical human robot force interaction, while simultaneously guaranteeing the safety constraints.

D. Organization

The remainder of the letter is organised as follows. Section II provides the necessary background on the robot manipulator model and ECBFs. Section III presents the formulation of the proposed control framework subject to two position-based constraints: workspace constraints and obstacle avoidance. In Section IV the formulation of a low-level controller is given based on our previous works. The simulation results are demonstrated on a two-link planar robotic manipulator in Section V. Finally, Section VI discusses the conclusions and directions for future works.
II. Preliminaries

A. Model

In this section, we begin by briefly introducing the model that captures the dynamics of the robot manipulator. The joint space dynamics of a robot manipulator can be written as:

$$M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) + F(\dot{q}) = \tau_c + \tau_e$$  \hspace{1cm} (1)

where \(q\), \(\dot{q}\), \(\ddot{q}\) are the joint positions, velocities and accelerations in joint space. \(M(q), C(q, \dot{q}), G(q)\) and \(F(\dot{q})\) are mass, Coriolis force and centrifugal force, gravity and friction coefficient matrices, respectively. \(\tau_c\) denotes the control torque, and \(\tau_e\) is the external torque from the environment. In the design of a robotic control system, the system needs to be formulated in Cartesian space when evaluating the trajectory tracking performance. The time-varying transformation between the joint velocities and Cartesian velocities of the robot manipulator can be written as:

$$\dot{x} = J(q) \dot{q}$$  \hspace{1cm} (2)

where \(J(q)\) is the Jacobian of the robot manipulator. By using (2), we can then transfer the joint space dynamics (1) into Cartesian space as:

$$M_x \ddot{x} + C_x \dot{x} + G_x + F_x = f_c + f_e$$  \hspace{1cm} (3)

where \(x\), \(\dot{x}\), \(\ddot{x}\) is the position, velocity and acceleration of the robot joints in Cartesian space. \(f_c = J^{-T}(q) \tau_c\), and \(f_e = J^{-T}(q) \tau_e\) present the control forces and the external human forces, respectively. The coefficient matrices are given by \(M_x = J^{-T}(q) M(q) J^{-1}(q)\), \(C_x = J^{-T}(q) \left( C(q, \dot{q}) - M(q) J^{-1}(q) \dot{J}(q) \right) J^{-1}(q)\), \(G_x = J^{-T}(q) G(q)\) and \(F_x = J^{-T}(q) F(\dot{q})\). Note that another benefit of transferring joint space dynamic into Cartesian space is that we can relate the external force \(f_e\) (rather than torque \(\tau_e\)) in (3) directly to the forces in the equation of admittance control, which will be mentioned in later sections.

B. Exponential Control Barrier Function

In this section, we revisit the mathematical background of exponential control barrier functions. Consider a nonlinear control system of the form:

$$\begin{cases} 
\dot{x} = f(x, u) \\
y = \zeta(x)
\end{cases}$$  \hspace{1cm} (4)

where \(x \in \mathbb{R}^n\) is the system state, \(u \in U \subset \mathbb{R}^m\) is the admissible control input, and \(y \in \mathbb{R}^m\) is the control output. \(f : \mathbb{R}^m \rightarrow \mathbb{R}^n\) is locally Lipschitz. The primary focus of control barrier functions is to force system states to remain in a given safe set \(C\) which is defined as the superlevel set of a continuously differentiable function \(h : \mathbb{R}^n \rightarrow \mathbb{R}\):

$$C = \{x \in \mathbb{R}^n : h(x) \geq 0\}$$  \hspace{1cm} (5)

$$\partial C = \{x \in \mathbb{R}^n : h(x) = 0\}$$  \hspace{1cm} (6)

$$\text{Int} (C) = \{x \in \mathbb{R}^n : h(x) > 0\}$$  \hspace{1cm} (7)

where \(h(x)\) is called the constraint function. \(h(x) > 0\) indicates safety, while \(h(x) < 0\) indicates violation of the safety constraints. \(C\) denotes the safe set, \(\partial C\) denotes the boundary of the set \(C\), and \(\text{Int} (C)\) denotes the interior of the set \(C\). The mathematical tools that underpin application of control safety features such as CBFs are based on results from the well-known Nagumo’s Theorem [27] which provides the necessary sufficient conditions of the invariant set:

$$\dot{h}(x) \geq 0, \forall x \in \partial C$$  \hspace{1cm} (8)

Using these conditions, enforcement of the safety of a control system can be converted to another question: what sufficient conditions that need to be imposed on \(h(x)\) so that \(\text{Int} (C)\) is forward invariant? CBFs provide a solution to this question and therefore can enforce the safety of a control system.

Definition 1. Let \(u \in U\) be a control value for the system (4). For any initial states \(x_0 := x(t_0), x(t)\) is the unique solution to (4) in the maximum time interval \(T(x_0)\). The set \(S\) is forward invariant with respect to the control value \(u\) if for every \(x_0 \in S, x(t) \in S\) for all \(t \in T(x_0)\). The control system (4) is safe with respect to the set \(S\) if the set \(S\) is forward invariant.

Essentially, there are two types of CBFs: one is reciprocal control barrier functions which tend to infinity on the set boundary, and one is zeroing control barrier functions which vanish on the set boundary.

1) Reciprocal control barrier functions (RCBFs) [21]: A RCBF \(B(x)\) which tends to infinity on the set boundary \(\partial C\), should satisfy the following important properties:

$$\inf_{x \in \text{Int}(C)} B(x) \geq 0, \lim_{x \to \partial C} B(x) = \infty$$  \hspace{1cm} (9)

Definition 2. Consider a control system in the form of (4). For a given safe set \(C\), admissible control input set \(U\) and a continuously differentiable function \(h(x)\), \(B(x)\) is a reciprocal control barrier function if there exist class \(K\) functions \(\alpha_1, \alpha_2, \alpha_3\) such that for all \(x \in \text{Int}(C)\), \(B(x)\) satisfies following conditions:

$$\frac{1}{\alpha_1(h(x))} \leq B(x) \leq \frac{1}{\alpha_2(h(x))}$$  \hspace{1cm} (10)

$$\inf_{u \in U} |\mathcal{L}_f B(x, u) - \alpha_3(h(x))| \leq 0$$  \hspace{1cm} (11)

where \(\mathcal{L}_f B(x, u)\) is the Lie derivative of \(B(x)\) with respect to the vector field \(f\). To satisfy the properties in (9), reciprocal control barrier function candidates are usually selected as the form of the inverse-type barrier candidate \(B(x) = \frac{1}{h(x)}\), logarithmic barrier function candidate \(B(x) = -\log \left(\frac{h(x)}{1+h(x)}\right)\) and so on.

Lemma 1 [21]. Consider a control system in the form of (4). For a given safe set \(C\) defined by (5)–(7), admissible control input set \(U\) and a RCBF \(B(x)\), any locally Lipschitz continuous control input \(u(x) \in U\) such that \(u(x) \in K_{\text{Lip}}(x) = \{u \in U : \mathcal{L}_f B_r(x, u) - \alpha_3(h(x)) \leq 0\}\) will render the set \(\text{Int}(C)\) forward invariant.
Definition 3. Consider a continuous function \( \alpha : [0, \infty) \to [0, \infty) \). It is said the \( \alpha \) is a class \( K \) function if it is strictly increasing and \( \alpha (0) = 0 \). Based on class \( K \) functions, extended class \( K \) functions are defined on the entire real line \( \mathbb{R} = (-\infty, \infty) \).

Definition 4. Consider a control system in the form of (4). For a scalar function \( B(x) \), the directional derivatives of \( B(x) \) with respect to the vector field \( f(x, u) \) are called the Lie derivatives of \( B(x) \) along \( f(x, u) \) and are denoted by:

\[
\mathcal{L}_f B(x, u) = \frac{\partial B(x)}{\partial x} f(x, u)
\]  

(12)

2) Zeroing control barrier functions (ZCBFs) [21]: Since the unbounded values of \( B(x) \) may be undesirable in practical implementations, employing ZCBFs which vanish on the set boundary \( \partial C \) give a solution to this problem. A ZCBF \( h(x) \) satisfies the following important properties:

\[
\inf_{x \in \text{Int}(C)} h(x) \geq 0, \quad \lim_{x \to \partial C} h(x) = 0
\]  

(13)

Definition 5. Consider a control system in the form of (4). For a given safe set \( C \), admissible control input set \( U \) and a continuously differentiable function \( h(x) \), \( h(x) \) is a zeroing control barrier functions if there exist an extended class \( K \) function \( \alpha \) such that for all \( x \in \text{Int}(C) \), \( h(x) \) satisfies the following conditions:

\[
\sup_{u \in U} [\mathcal{L}_f h(x, u) - \alpha (h(x))] \geq 0
\]  

(14)

Lemma 2 [21]: Consider a control system in the form of (4). For a given safe set \( C \) defined by (5)-(7), admissible control input set \( U \) and a ZCBF \( h(x) \), any locally Lipschitz continuous control input \( u(x) \in U \) such that \( u(x) \in K_{zcbf}(x) = \{ u \in U : \mathcal{L}_f h(x, u) - \alpha (h(x)) \geq 0 \} \) will render the set \( \text{Int}(C) \) forward invariant.

Remark 1. Note that usually the \( \alpha \) in (14) is the extended class \( K \) function. There is a special case in which the term \( \alpha (h(x)) \) is replaced by \( \lambda h(x) \), where \( \lambda \) is a positive real number which is selected based on experience. In this letter, we apply this special case of ZCBFs in our proposed control framework.

The first order Lie derivatives of CBFs with higher relative degree than one do not depend explicitly on the control input offering no way to calculate what control changes need to be applied to enforce the safety condition. Therefore, an extension of the CBFs, called exponential control barrier function, is proposed for dealing with higher relative degree constraint functions [24] [25]. In this letter, we consider two position-based constraints with relative degree two, therefore, we apply ECBFs in our proposed control framework.

Definition 6. For a given control system (4), safe set \( C \) defined by (5)-(7), admissible control input set \( U \) and a ZCBF \( h(x) \) which has relative degree \( r \), then \( h(x) \) is an exponential control barrier function if there exists a \( K \in \mathbb{R}^r \) such that for any \( x \in C \), the following condition is satisfied:

\[
\inf_{u \in U} [\mathcal{L}_f^r h(x, u) + K \xi (x)] \geq 0
\]  

(15)

where \( \xi (x) = \left[ h(x), \mathcal{L}_f h(x), \mathcal{L}_f^2 h(x), \ldots, \mathcal{L}_f^{r-1} h(x) \right]^T \) and \( K = [k^1, k^2, \ldots, k^{r-1}] \). Equation (15) provides the sufficient condition for safety in our proposed framework.

Lemma 3 [25]. Consider a control system in the form of (4). For a given safe set \( C \) defined by (5)-(7), admissible control input set \( U \) and a ECBF \( h(x) \) with relative degree \( r \), any locally Lipschitz continuous control input \( u(x) \in U \) such that \( u(x) \in K_{ecbf}(x) = \{ u \in U : \mathcal{L}_f^r h(x, u) + K \xi (x) \geq 0 \} \) will render the set \( \text{Int}(C) \) forward invariant.

III. ADAPTIVE ADMITTANCE CONTROL FOR SAFETY-CRITICAL CONTROL

A. Admittance control reconstruction

To provide compliance for physical human-robot force interaction, the contact point between the human and the robot is modelled as a mass-spring-damper system to imitate human muscle mechanisms, as depicted in Fig. 3. The virtual mass, spring, and damper ensure that the interaction forces are elastic and never vibrate at the contact point. The dynamics for a robot manipulator rendering an impedance force is the reference trajectory modified by the effect of the external force by using admittance control. \( f_{ei} \) is the external human force.

![Fig. 3: The mass-spring-damper system.](image)

Let \( x_{1i} = x_{ri} \), \( x_{2i} = \dot{x}_{ri} \), \( u_{i} = f_{ei} \), from (16), we have:

\[
\begin{align*}
\dot{x}_1 &= x_{2i} \\
\dot{x}_2 &= f_i(x_i) + g_i(x_i) u_i
\end{align*}
\]  

(17)

where \( f_i(x_i) \) and \( g_i(x_i) \) are written as \( f_i(x_i) = -\frac{1}{k_{mi}} [k_{bi} (x_{2i} - \dot{x}_{di}) + k_{ki} (x_{1i} - x_{di}) - k_{mi} \dot{x}_{di}] \) and \( g_i(x_i) = \frac{1}{k_{mi}} \).

B. Workspace constraints

In this section, we present the application of ECBFs for admittance system (17) with workspace constraints. We assume the end-effector of the robot is required to be constrained within a virtual box that defines its desired working area. For this case, there will be an upper boundary and a lower boundary for each sate in (17). These are:

\[
x_{\mini} \leq x_{ri} \leq x_{\maxi}
\]  

(18)
Then, the constraint function \( h(x) \) for the upper and lower boundary of each state can be designed as:

\[
\begin{align*}
    h_{\text{max}}(x) &= (x_1 - x_{\text{max}})^2 - r^2 \\
    h_{\text{min}}(x) &= (x_{\text{min}} - x_1)^2 - r^2
\end{align*}
\]

where \( r \) denotes the safe distance between the end-effector and workspace boundary. The safe set is defined as \( C = \{ x \in \mathbb{R}^n : h_{\text{max}} \geq 0 \& h_{\text{min}} \geq 0 \} \). The Lie derivative of the constraint function in (19) with respect to \( f(x,u) \) is:

\[
\begin{align*}
    \mathcal{L}_f h_{\text{max}}(x) &= 2(x_1 - x_{\text{max}}) \dot{x}_1 + 2(x_1 - x_{\text{max}}) x_2 \\
    \mathcal{L}_f h_{\text{min}}(x) &= -2(x_{\text{min}} - x_1) \dot{x}_1 - 2(x_{\text{min}} - x_1) x_2.
\end{align*}
\]

Since (19) have relative degree two, the second-order Lie derivative of the constraint functions are:

\[
\begin{align*}
    \mathcal{L}_f^2 h_{\text{max}}(x,u) &= 2(x_1 - x_{\text{max}}) \dot{x}_2 + 2x_2 \\
    &= 2(x_1 - x_{\text{max}})(f_i(x) + g_i(x)u_i) + 2x_2 \\
    \mathcal{L}_f^2 h_{\text{min}}(x,u) &= -2(x_{\text{min}} - x_1) \dot{x}_2 + 2x_2 \\
    &= -2(x_{\text{min}} - x_1)(f_i(x) + g_i(x)u_i) + 2x_2.
\end{align*}
\]

According to (15), to achieve the forward invariance of the safe set \( C \), the following inequalities should be satisfied:

\[
\begin{align*}
    \mathcal{L}_f^2 h_{\text{max}}(x,u) + K_{\text{max}} \xi_{\text{max}}(x) &\geq 0 \\
    \mathcal{L}_f^2 h_{\text{min}}(x,u) + K_{\text{min}} \xi_{\text{min}}(x) &\geq 0
\end{align*}
\]

where \( \xi_{\text{max}}(x) = [h_{\text{max}}(x), \mathcal{L}_f h_{\text{max}}(x)]^T \) and \( \xi_{\text{min}}(x) = [h_{\text{min}}(x), \mathcal{L}_f h_{\text{min}}(x)]^T \). The parameter \( K_{\text{max}} = [K_{\text{max}_1}, K_{\text{max}_2}] \) and \( K_{\text{min}} = [K_{\text{min}_1}, K_{\text{min}_2}] \) denote the positive coefficients of the ECBFs. The selection of these parameters depends on the dynamics of the robot manipulator. These parameters are selected based on a trial-and-error procedure and by experience. Then, the Quadratic Program is applied here to derive minimal modifying forces that maintain the safety conditions subject to the conditions (21):

\[
\begin{align*}
    \bar{f}_e &= \arg \min_{f_e} \| \bar{f}_e - f_e \|^2 \\
    \text{s.t.} \quad \mathcal{L}_f^2 h_{\text{max}}(x,u) + K_{\text{max}} \xi_{\text{max}}(x) &\geq 0 \\
    \mathcal{L}_f^2 h_{\text{min}}(x,u) + K_{\text{min}} \xi_{\text{min}}(x) &\geq 0
\end{align*}
\]

where \( \bar{f}_e \) is the minimal modifying force we wish to find, \( f_e \) is the external human force and \( \bar{f}_e \) is the compensated force. By using (22), the minimum \( \bar{f}_e \) is picked up based on the conditions (21). The final output from the QP \( \bar{f}_e \) compensates the human forces as an add-on to \( f_e \), resulting in the optimal interaction force \( \bar{f}_e \) which enforces the safety of system (17). In addition, the natural system (17) also guarantees the compliance of \( \bar{f}_e \). We define the constraints within the QP in the form:

\[
Au - b \leq 0
\]

Let \( u_{\text{nom}} = f_e, u_{\text{safef}} = \bar{f}_e \). Taking maximum boundary as an example, writing (21) in the form of (23), we have:

\[
\begin{align*}
    -\mathcal{L}_f^2 h_{\text{max}}(x,(u_{\text{nom}} - u_{\text{safef}})) &\leq K_{\text{max}} \xi_{\text{max}}(x) \\
    \mathcal{L}_f^2 h_{\text{max}}(x,u_{\text{safef}}) &\leq \mathcal{L}_f^2 h_{\text{max}}(x,u_{\text{nom}}) + K_{\text{max}} \xi_{\text{max}}(x)
\end{align*}
\]

According to (20), we have:

\[
\begin{align*}
    2(x_1 - x_{\text{max}}) g_i(x) u_{\text{safef}} &\leq 2(x_1 - x_{\text{max}}) g_i(x) u_{\text{nom}} + K_{\text{max}} \xi_{\text{max}}(x)
\end{align*}
\]

Similarly, for minimum boundary we have:

\[
\begin{align*}
    -2(x_1 - x_{\text{min}}) g_i(x) u_{\text{safef}} &\leq -2(x_1 - x_{\text{min}}) g_i(x) u_{\text{nom}} + K_{\text{min}} \xi_{\text{min}}(x)
\end{align*}
\]

Therefore, when applying (22) for practical application, \( A_{w_i} \) and \( b_{w_i} \) for the \( i \)-th DOF of the robot manipulator can be written as:

\[
\begin{align*}
    A_{w_i} &= \begin{bmatrix} 2(x_1 - x_{\text{max}}) g_i(x) & 0 \\
        -2(x_1 - x_{\text{min}}) g_i(x) & 2(x_1 - x_{\text{max}}) g_i(x) u_{\text{nom}} + K_{\text{max}} \xi_{\text{max}}(x) \\
        -2(x_1 - x_{\text{min}}) g_i(x) u_{\text{nom}} + K_{\text{min}} \xi_{\text{min}}(x) & -2(x_1 - x_{\text{min}}) g_i(x) u_{\text{nom}} + K_{\text{min}} \xi_{\text{min}}(x)
    \end{bmatrix}
\end{align*}
\]

in the form:

\[
\begin{align*}
    \mathcal{L}_f h_{\text{obs}}(x) &= \sum_{i=1}^{i}(2(x_1 - x_{\text{obs}}) \dot{x}_1) = \sum_{i=1}^{i}(2(x_1 - x_{\text{obs}}) x_2) \\
    \mathcal{L}_f^2 h_{\text{obs}}(x,u) &= \sum_{i=1}^{i}(2(x_1 - x_{\text{obs}}) (f_i(x) + g_i(x)u_i) + 2x_2)
\end{align*}
\]

According to (15), to achieve the forward invariance of the safe set \( C \), the following inequalities should be satisfied:

\[
\begin{align*}
    \mathcal{L}_f^2 h_{\text{obs}}(x,u) + K_{\text{obs}} \xi_{\text{obs}}(x) &\geq 0 \\
    \mathcal{L}_f^2 h_{\text{obs}}(x,u) + K_{\text{obs}} \xi_{\text{obs}}(x) &\geq 0
\end{align*}
\]

where \( K_{\text{obs}} = [k_1, k_2], \xi_{\text{obs}}(x) = [h(x), \mathcal{L}_f h(x)]^T \). Then, the Quadratic Program is applied to derive optimal interaction forces subject to the conditions (26):

\[
\begin{align*}
    \bar{f}_e &= \arg \min_{f_e} \| \bar{f}_e - f_e \|^2 \\
    \text{s.t.} \quad \mathcal{L}_f^2 h_{\text{obs}}(x,u) + K_{\text{obs}} \xi_{\text{obs}}(x) &\geq 0
\end{align*}
\]

Similarly to the workspace constraints, when applying (27) for practical application, (26) can be rewritten as:

\[
\begin{align*}
    \mathcal{L}_f^2 h_{\text{obs}}(x,u_{\text{safef}}) &\leq \mathcal{L}_f^2 h_{\text{obs}}(x,u_{\text{nom}}) + K_{\text{obs}} \xi_{\text{obs}}(x)
\end{align*}
\]

According to (25), we have:

\[
\begin{align*}
    \sum_{i=1}^{i} 2(x_1 - x_{\text{obs}}) g_i(x) u_{\text{safef}} &\leq 2(x_1 - x_{\text{obs}}) g_i(x) u_{\text{nom}} + K_{\text{obs}} \xi_{\text{obs}}(x)
\end{align*}
\]
Therefore, when applying (27) as before within our QP constraints, \(A\) and \(b\) can be written as:
\[
A_{obs} = \left[ 2(x_{i1} - x_{obs}) g_t(x), \ldots, 2(x_{i1} - x_{obs}) g_t(x) \right]
\]
\[
b_{obs} = \sum_{i} 2(x_{i1} - x_{obs}) g_t(x) u_{nomi} + K_{obs} \xi_{obs}(x)
\]

D. Workspace and obstacle constraints simultaneously

To achieve both workspace constraints and obstacle avoidance simultaneously, we then synthesize these two kinds of constraints into QP, we have:
\[
\dot{f}_e' = \arg \min_{f_e} \| f_e - f_e' \|
\]
\[
s.t. \quad L_{obs}^2 h_{obs}(x, u) + K_{obs} \xi_{obs}(x) \geq 0
\]
\[
L_{min}^2 h_{min}(x, u) + K_{min} \xi_{min}(x) \geq 0
\]
\[
L_{max}^2 h_{max}(x, u) + K_{max} \xi_{max}(x) \geq 0
\]

According to (28), the synthesized \(A\) and \(b\) of (28) can be written as:
\[
A = [A_{obs}, A_{w1}, A_{w2}, \ldots, A_{wi}]^T, b = [b_{obs}, b_{w1}, b_{w2}, \ldots, b_{wi}]^T
\]

IV. LOW-LEVEL CONTROLLER

As shown in Fig. 2, after the admittance control generated-trajectory \(x_r\) is adapted to satisfy the system safety constraints as trajectory \(x_j\), the low-level controller will be designed to track the trajectory \(x_j\). To guarantee the safety of the system, the low-level controller needs to guarantee that the system states will track trajectory \(x_j\) precisely with very small or near zero offset. In this letter, we apply the fixed-time integral sliding mode controller (FxTSMC) [28] as the low-level controller as it provides very high precision and tracking error convergence within a fixed time interval. The FxTSMC controller is designed as \(u_o = u_0 + u_s\), where \(u_0\) is the nominal controller used to control the nominal component and \(u_s\) is the compensating controller used to compensate for the model uncertainty and stabilise the system.

1) Nominal controller:

Letting \(\eta_1 = x\) and \(\eta_2 = \dot{x}\), according to the dynamics of the robot manipulator in Cartesian space [3], the dynamics without uncertainties can be written as:
\[
\begin{cases}
\dot{\eta}_1 = \eta_2 \\
\dot{\eta}_2 = \Gamma(x, \dot{x}) + \Gamma(x, \dot{x})
\end{cases}
\]
where \(\Gamma(x, \dot{x}) = M^{-1} \left[-C_x - G_x\right]\). Letting \(s_1 = \eta_1 - x_r\), then, \(\dot{s}_1 = \eta_2 - \dot{x}_r\), and the stabilizing function can be designed as:
\[
s_2 = \dot{s}_2 = \dot{s}_2 - \dot{s}_2 = \Xi u_0 - \Gamma(x, \dot{x}) - \dot{s}_2
\]
where \(\lambda_1, \lambda_2, \lambda_3, \alpha, \beta\) are all positive constants satisfying \(0 < \alpha < 1\) and \(\beta > 1\). Letting \(s_2 = \eta_2 - \alpha s_2\), we have:
\[
\dot{s}_2 = \dot{s}_2 - \dot{s}_2 = \Xi u_0 - \Gamma(x, \dot{x}) - \dot{s}_2
\]

The nominal controller is then designed as:
\[
u_0 = \Xi^{-1} \left(-\Gamma(x, \dot{x}) + \dot{s}_2 - \lambda_1 s_2 - \lambda_2 \dot{s}_2 - \lambda_3 \dot{s}_2\right)
\]

2) Compensating controller:
Let the tracking error \(e = x - x_r\), select the sliding variable as:
\[
s = e + \frac{1}{\kappa^2} \left(e + \kappa \left[e^2\right] \right)^n
\]

where \(\kappa_1, \kappa_2, \kappa_3, \kappa_4, m, n\) are all constants satisfying \(\kappa_1, \kappa_2, \kappa_3, \kappa_4 > 0\), \(0 < m < 1\) and \(n > 1\). The integral sliding surface is then selected as:
\[
\sigma(t) = s(t) - s(0) = \int_0^t \left(e + \frac{1}{m\kappa^2} \left(e + \kappa \left[e^2\right] \right)^n \right)^{n-1} \left(e + \kappa \left[e^2\right] \right) dt
\]

Then, the compensating controller \(u_s\) is designed as:
\[
u_s = \Xi^{-1} \left(-\rho e + \varepsilon \sigma - \kappa_3 \left|e\right| - \kappa_4 \left|e\right|^2\right)
\]

where \(\rho\) and \(\varepsilon\) are small positive constant. \(p\) and \(q\) are constants satisfying \(0 < p < 1\) and \(q > 1\). After getting nominal controller \(u_0\) and compensating controller \(u_s\), the FxTSMC is derived by using \(u = u_0 + u_s\). The stability and convergence of this controller have been proven in our previous work [28].

V. NUMERICAL EXAMPLE

In this section, a two-link planar robot manipulator is employed as a use case to conduct the simulation. The approach can in principle be extended to a robot with arbitrary degrees of freedom.

A. Simulation details

The dynamics of the two-link planar robot are described as [29]:
\[
t_1 = m_2 l_2^2 (\dot{q}_1 + \dot{q}_2) + m_2 l_2 g c_2 (2 \dot{q}_1 + \dot{q}_2) + (m_1 + m_2) l_1^2 \ddot{q}_1 - m_2 l_2 g c_2 (2 \dot{q}_1 + \dot{q}_2) - 2 m_2 l_2 \ddot{q}_1 \dot{q}_2 + m_2 l_2 g c_2 (m_1 + m_2) g c_2
\]
\[
t_2 = m_2 l_2 g c_2 (\dot{q}_1 + \dot{q}_2) + m_2 l_2 g c_2 (m_1 + m_2) g c_2 + m_2 l_2^2 (\dot{q}_1 + \dot{q}_2)
\]
\[
where c_4 = \cos (q_1), c_3 = \cos (q_1 + q_2), s_1 = \sin (q_1), and s_{ij} = \sin (q_i + q_j), i, j = 1, 2. The M(q), C(q, \dot{q}), G(q), and the Jacobian of the robot are given as:
\[
M(q) = \begin{bmatrix}
m_2 l_2^2 + 2 m_2 l_2 g c_2 + (m_1 + m_2) l_1^2 & m_2 l_2^2 + m_2 l_2 g c_2 \\
m_2 l_2 g c_2 + m_2 l_2 g c_2 + m_2 l_2^2
\end{bmatrix}
\]
\[
C(q, \dot{q}) = \begin{bmatrix}
-m_2 l_2 g c_2 (2 \dot{q}_1 + \dot{q}_2) - m_2 l_2 g c_2 (2 \dot{q}_1 + \dot{q}_2) - 2 m_2 l_2 \ddot{q}_1 \dot{q}_2 + m_2 l_2 g c_2 (m_1 + m_2) g c_2
\end{bmatrix}
\]
\[
G(q) = \begin{bmatrix}
m_2 l_2 g c_2 (\dot{q}_1 + \dot{q}_2) + (m_1 + m_2) l_1 g c_1 \\
m_2 l_2 g c_2 (\dot{q}_1 + \dot{q}_2) + (m_1 + m_2) g c_2
\end{bmatrix}
\]
\[
J(q) = \begin{bmatrix}
-l_1 s_1 - l_2 s_{12} & -l_2 s_{12} \\
l_1 c_1 + l_2 c_{12} & l_2 c_{12}
\end{bmatrix}
\]

Assume the desired trajectory of the end-effector is a circle with the origin as the centre and a radius of 0.14 (as can be seen in Fig. 4b), which can be formulated as [2]:
\[
x_d(t) = 0.14 \cos (0.5 t) \\
y_d(t) = 0.14 \sin (0.5 t)
\]

The external human forces are given by [2]:
\[
f_{e_i}(t) = \begin{cases}
0 & t < 5 or t \geq 11 \\
\alpha_1 (1 - \cos \pi t) & 4 \leq t < 5 \\
\alpha_2 & 5 \leq t < 10 \\
\alpha_1 (1 + \cos \pi t) & 10 \leq t < 11
\end{cases}
\]
The external human forces are applied when \( t = 4s \) and removed at \( t = 11s \), as depicted in Fig. 4a. By using the traditional admittance control, as can be seen in Fig. 4b, the external human forces cause the deformation of the trajectory, and the resulting trajectory crosses the boundaries of the workspace (i.e., red dotted line in Fig. 4b). In the following subsection, we integrate our proposed ECBFs-QP based adaptive admittance control into our control framework so that the safety constraints can be strictly guaranteed, while allowing the robot to comply with human interaction safely inside the task space with natural fluidity. The parameters of the simulation are given in Table. 1.

**B. Simulation results**

In the case of workspace constraints, we illustrate the effectiveness of our proposed approach by applying and removing external forces. As can be seen in Fig. 5a, the original desired trajectory \( x_d \) is an ideal circle (indicated with the solid blue line). When we apply workspace constraints (i.e., rectangle indicated with the red dotted lines), the original desired trajectory is modified to the safe trajectory that is constrained within the workspace and keeps a safe distance from the boundary. When we apply the external human forces \((30)\) to both links of the robot manipulator (as shown in Fig. 5b), the robot’s trajectory changes in response to external human forces, but still remains within the restricted area. Fig. 5c and Fig. 5d show the Cartesian trajectory of the end-effector on the X-axis and Y-axis, separately. When \( 4 < t < 11 \), compared with Fig. 5c, the trajectory in Fig. 5d is deformed in order to comply with the external forces. It is clear that the external loop based on the admittance control ensures the compliance of robot motion, and the internal feedback loop based on ECBFs-QP ensures the safety constraints. Fig. 5e and Fig. 5f show the optimal interaction forces derived by the ECBFs-QP. It is clear that our methods can provide effective compensative force feedback to admittance control such that both compliance and safety can be guaranteed.

In the case of obstacle avoidance, we firstly achieve obstacle avoidance only, and then synthesize the workspace constraints and obstacle constraints together in our proposed framework. As can be seen in Fig. 6a when we only consider obstacle avoidance, the robot moves into an unsafe proximity of the workspace boundary when trying to avoid the collision. In Fig. 6b after integrating the workspace constraints into the system, the robot avoids all hazards. The Cartesian trajectories of the end-effector on the X-axis and Y-axis are shown in Fig. 6c and Fig. 6d, and the optimal interaction forces derived from the ECBFs-QP are shown in Fig. 6e and Fig. 6f. It is clear that in the presence of human external forces, both compliance and safety can be ensured by our proposed method.

**VI. CONCLUSIONS**

In this letter, a novel control framework based on admittance control, exponential control barrier functions and the quadratic program is proposed to achieve both compliance and safety for human-robot interaction. In particular, a virtual force feedback for admittance control is provided in real-time by using the ECBFs-QP framework as a compensator of the external human forces. Therefore, the safety of the proposed robot control system has higher robustness for external force

| Modules          | Parameters                                                                 |
|------------------|-----------------------------------------------------------------------------|
| Initial value    | \( q(0) = [0.5236, 2.0944]^T \)                                           |
|                  | \( x(0) = [0, 0]^T \)                                                   |
| Robot dynamics   | \( m_1 = 1.5kg \), \( m_2 = 1.0kg \)                                      |
|                  | \( l_1 = l_2 = 0.3m \)                                                   |
| ECBFs-QP         | \( K_{\text{max}} = [500, 50] \)                                        |
|                  | \( K_{\text{min}} = [500, 50] \)                                        |
| Admittance-QP    | \( k_{m_1} = 20 \), \( k_{m_2} = 20 \), \( k_b = 100 \)                 |
|                  | \( a_1 = 1 \), \( a_2 = 2 \)                                             |
| Low-Level controller | \( \lambda_1 = 3 \), \( \lambda_2 = 20 \), \( \lambda_3 = 50 \)        |
|                  | \( \kappa_1 = \kappa_2 = 20 \), \( \beta = n = q = \frac{3}{7} \)    |
| Safety constraints| \( \text{workspace boundary } [-0.13, 0.13] \)                         |
|                  | \( \text{obstacle position } [-0.07, 0.07] \)                          |
|                  | \( \text{safe distance } r = 0.04 \)                                    |

![Fig. 4: Traditional admittance control.](image)

(a) Time-varying external human forces. (b) Unsafe trajectory.

![Fig. 5: Robot manipulator with workspace constraints](image)

(c) Trajectory on X and Y axis. (d) Trajectory on X and Y axis.

(e) Interaction forces. (f) Interaction forces.

![Table I: Simulation parameters.](image)

The table below illustrates the simulation parameters used in the experiments.
disturbances, while simultaneously providing human-friendly dynamic behaviour. The simulation results show that the proposed approach can enforce both safety and compliance. In future work, constraints will be considered for each joint (not only the end-effector). In addition, the barrier Lyapunov function will be discussed and integrated into the system to further enforce safety.

REFERENCES

[1] X. Yu, B. Li, W. He, Y. Feng, L. Cheng, and C. Silvestre, “Adaptive-constrained impedance control for human-robot co-transportation,” IEEE Transactions on Cybernetics, pp. 1–13, 2021.
[2] K. P. Tee, R. Yan, and H. Li, “Adaptive admittance control of a robot manipulator under task space constraint,” in 2010 IEEE International Conference on Robotics and Automation. IEEE, Conference Proceedings, pp. 5181–5186.
[3] J. Heinizmann and A. Zelinsky, “Quantitative safety guarantees for physical human-robot interaction,” The International Journal of Robotics Research, vol. 22, no. 7-8, pp. 479–504, 2003.
[4] J. Mills and A. Goldenberg, “Force and position control of manipulators during constrained motion tasks,” IEEE Transactions on Robotics and Automation, vol. 5, no. 1, pp. 30–46, 1989.
[5] T. Yoshikawa, “Force control of robot manipulators,” in Proceedings 2000 ICRA. Millennium Conference. IEEE International Conference on Robotics and Automation. Symposia Proceedings (Cat. No.00CH37065), vol. 1, 2000, pp. 220–226 vol.1.
[6] M. Uchiyama, N. Iwasawa, and K. Hakomori, “Hybrid position/force control for coordination of a two-arm robot,” in Proceedings. 1987 IEEE International Conference on Robotics and Automation, vol. 4. IEEE, 1987, pp. 1242–1247.
[7] A. Q. Keenink, H. van der Kooij, and A. H. Stienen, “Admittance control for physical human-robot interaction,” The International Journal of Robotics Research, vol. 37, no. 11, pp. 1421–1444, 2018.
[8] P. Song, Y. Yu, and X. Zhang, “A tutorial survey and comparison of impedance control on robotic manipulation,” Robotica, vol. 37, no. 5, pp. 801–836, 2019.
[9] R. Kelly, R. Carelli, M. Amestegui, and R. Ortega, “On adaptive impedance control of robot manipulators,” in Proceedings, 1989 International Conference on Robotics and Automation. IEEE, 1989, pp. 572–577.
[10] R. Colbaugh, H. Seraji, and K. Glass, “Direct adaptive impedance control of robot manipulators,” Journal of Robotic Systems, vol. 10, no. 2, pp. 217–248, 1993.
[11] R. J. Anderson and M. W. Spong, “Hybrid impedance control of robotic manipulators,” IEEE Journal on Robotics and Automation, vol. 4, no. 5, pp. 549–556, 1988.
[12] G. Liu and A. A. Goldenberg, “Robust hybrid impedance control of robot manipulators,” in Proceedings. 1991 IEEE International Conference on Robotics and Automation. IEEE Computer Society, 1991, pp. 287–288.
[13] S. Chan, B. Yao, W. Gao, and M. Cheng, “Robust impedance control of robot manipulators,” International Journal of Robotics & Automation, vol. 6, no. 4, pp. 220–227, 1991.
[14] C. Yang, G. Peng, Y. Li, R. Cui, L. Cheng, and Z. Li, “Neural networks enhanced adaptive admittance control of optimized robot-environment interaction,” IEEE Trans Cybern, vol. 49, no. 7, pp. 2568–2579, 2019.
[15] M. Sharifi, V. Azimi, V. K. Mushahwar, and M. Tavakoli, “Impedance-learning-based adaptive control for human-robot interaction,” IEEE Transactions on Control Systems Technology, pp. 1–14, 2021.
[16] M. Al-Khatib and J. J. Saade, “An efficient data-driven fuzzy approach to the motion planning problem of a mobile robot,” Fuzzy sets and systems, vol. 134, no. 1, pp. 65–82, 2003.
[17] Y. Li and X. Chen, “Mobile robot navigation using particle swarm optimization and adaptive nn,” in International Conference on Natural Computation. Springer, 2005, pp. 628–631.
[18] M. C. Lee and M. G. Park, “Artificial potential field based path planning for mobile robots using a virtual obstacle concept,” in Proceedings 2003 IEEE/ASME International Conference on Advanced Intelligent Mechatronics (AIM 2003), vol. 2, 2003, pp. 735–740 vol.2.
[19] A. Singleterly, K. Klingebiel, J. Bourne, A. Browning, P. Tokumaru, and A. Ames, “Comparative analysis of control barrier functions and artificial potential fields for obstacle avoidance,” arXiv preprint arXiv:2010.09819, 2020.
[20] A. Manjunath and Q. Nguyen, “Safe and robust motion planning for dynamic robotics via control barrier functions,” arXiv preprint arXiv:2011.06748, 2020.
[21] M. Rauscher, M. Kimmel, and S. Hirche, “Constrained robot control using control barrier functions,” in 2016 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, Conference Proceedings, pp. 279–285.
[22] B. Xu and K. Sreenath, “Safe teleoperation of dynamic uavs through control barrier functions,” in 2018 IEEE International Conference on Robotics and Automation (ICRA). IEEE, Conference Proceedings, pp. 7848–7855.
[23] A. D. Ames, X. Xu, J. W. Grizzle, and P. Tabuada, “Control barrier function based quadratic programs for safety critical systems,” IEEE Transactions on Automatic Control, vol. 62, no. 8, pp. 3861–3876, 2017.
[24] Q. Nguyen and K. Sreenath, “Exponential control barrier functions for enforcing high relative-degree safety-critical constraints,” in 2016 American Control Conference (ACC). IEEE, 2016, pp. 322–328.
[25] T. D. Son and Q. Nhuuyen, “Safety-critical control for non-affine nonlinear systems with application on autonomous vehicle,” in 2019 IEEE 58th Conference on Decision and Control (CDC). Conference Proceedings, pp. 7623–7628.
[26] D. Engelbrecht, N. Steyn, and K. Djouani, “Adaptive virtual impedance control of a mobile multi-robot system,” Robotics, vol. 10, p. 19, 2021.
[27] A. D. Ames, S. Coogan, M. Egerstedt, G. Notomista, K. Sreenath, and P. Tabuada, “Control barrier functions: Theory and applications,” in 2019 18th European Control Conference (ECC). IEEE, Conference Proceedings, pp. 3420–3431.
[28] Y. Sun, M. Van, S. McIlvanna, S. McLoone, and D. Ceglarek, “Fixed-time integral sliding mode control for admittance control of a robot manipulator,” Manuscript submitted for publication.
[29] J. J. Craig, P. Hsu, and S. S. Sastry, “Adaptive control of mechanical manipulators,” The International Journal of Robotics Research, vol. 6, no. 2, pp. 16–28, 1987.