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Abstract
Convolutional neural networks (CNNs) have achieved remarkable success on image recognition. Although the internal patterns of the input images are effectively learned by the CNNs, these patterns only constitute a small proportion of useful patterns contained in the input images. This can be attributed to the fact that the CNNs will stop learning if the learned patterns are enough to make a correct classification. Network regularization methods like dropout and SpatialDropout can ease this problem. During training, they randomly drop the features. These dropout methods, in essence, change the patterns learned by the networks, and in turn, forces the networks to learn other patterns to make correct classification. However, the above methods have an important drawback. Randomly dropping features is generally inefficient and can introduce unnecessary noise. To tackle this problem, we propose SelectScale. Instead of randomly dropping units, SelectScale selects the important features in networks and adjusts them during training. Using SelectScale, we improve the performance of CNNs on CIFAR and ImageNet.

1 Introduction
Recently, deep neural networks have enabled breakthroughs on computer vision and natural language processing tasks [Girshick et al., 2014; Long et al., 2015; Graves et al., 2013]. With specially designed architecture, convolutional neural networks (CNNs) have been widely used on image classification [Szegedy et al., 2015; He et al., 2016a], object detection [Ren et al., 2015] and semantic segmentation [Long et al., 2015]. Since AlexNet [Krizhevsky et al., 2012] significantly improved the classification performance on ImageNet, many new deep convolutional neural network architectures (VGG [Simonyan and Zisserman, 2014], Inception [Szegedy et al., 2015; 2016], ResNet [He et al., 2016a], DenseNet [Huang et al., 2016a]) are proposed. CNNs extract the features of the input data automatically and the classifier makes decisions according to the features.
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Figure 1: The class activation maps of training examples for different training epochs. During training, the networks may only utilize a small subset of all useful patterns in images. Even if they grasp rich patterns in the beginning, they can lose some of them during training and overfit to the remaining patterns.

However, CNNs usually can not utilize all of the useful patterns in the input data for image classification. If they have learned enough patterns for classification, they will stop learning from the samples. Figure 1 shows the class activation maps (CAM) [Zhou et al., 2016] of training images for ResNet-50 on ImageNet. As can be seen, during training the network only learns a subset of patterns from these samples. However, there still exist many patterns yet to be observed by the CNNs. These patterns, if added into the CNNs, will increase the robustness and accuracy of the networks.

We observed that some regularization techniques can ease the problem above. The most popular one is dropout [Srivastava et al., 2014]. Dropout randomly suppresses the outputs of neural units in networks. For a well-learned sample,
dropout will change its features. If the learned patterns are destroyed by dropout, the networks need to learn new patterns to recognize the input image. Thus a network with dropout generally outperforms the original networks.

However, dropout suppresses the output randomly. It may not drop the data as we want. First, it may drop the features of unlearned patterns. Under this circumstance, it has no contribution to learning new patterns but introduces unnecessary noise to the networks. Second, dropout may drop too many important features. The remaining information may be not enough for recognition, which may mislead the networks and make the networks unstable.

To address this problem, we propose Selectout. Selectout suppresses the neural units selectively instead of dropping them randomly. During training, we design a fast and parameter-free method to select the features that are important for recognition. Selectout changes these important features during training, therefore the networks need to learn new useful patterns to classify it. For Selectout, the dropped features are under control. First, it only drops the features that are important for the networks, which avoids introducing unnecessary noise. Second, Selectout can determine how many important features to drop. Thus, the features will not be seriously destroyed by the drop method. Selectout is a more effective data drop strategy.

Since SpatialDropout [Tompson et al., 2015] is more effective than dropout in dropping the features, we construct Selectout with SpatialDropout. SpatialDropout directly drops feature maps instead of dropping neural units. The difference between standard dropout and SpatialDropout is shown in Figure 2(b) and 2(c). Based on SpatialDropout, Selectout needs to select the important feature maps in a convolutional layer.

Selectout is a very strong regularization method because it drops the important features in the networks. To roughly show the regularization capacity, we train a network without drop method and apply data drop methods to it during test on CIFAR-10. As shown in Figure 3, Selectout increases the test error more rapidly than SpatialDropout as the retaining rate decreases. The feature maps selected by Selectout are much more important than the feature maps that are randomly selected by SpatialDropout. Only dropping 6% of the feature maps by Selectout almost disables the network. In summary, our selection approach for important feature maps is very effective and Selectout is a very strong regularization method.

The regularization of Selectout based on SpatialDropout can be too strong for the networks. The networks are usually very sensitive to the data retaining rate and hard to be tuned. To overcome this problem, we propose SelectScale. SelectScale is based on SpatialScale. Unlike SpatialDropout, SpatialScale scales the feature maps with random weights rather than directly sets some of them to zeros. SpatialScale is similar to SpatialDropout but is milder. It is more stable and easier to be tuned than SpatialDropout. SelectScale is the selecting drop method based on SpatialScale. It only scales the selected feature maps. SelectScale is the main method used in this paper.

SelectScale based on SpatialScale is tested on ResNets, WRNs, ResNeXt and non-residual networks in this paper. It is observed that SelectScale can consistently improve the networks and outperform standard dropout, SpatialDropout, and SpatialScale.

To summarize, our main contributions are as follows:
• We propose a novel data drop method that drops the data selectively rather than randomly, which encourages the networks to learn more patterns.
• We present a fast and parameter-free method to rank the feature maps during data drop and propose a mild way of dropping data.
• We conduct detailed experiments to qualitatively and quantitatively demonstrate that our data drop method can significantly improve the network performance.

2 Methods
In this section, we first review data drop methods and construct Selectout based on SpatialDropout (section 2.1). Since Selectout is too strong for many networks, we introduce our mild data drop method: SelectScale (section 2.2). Finally, we detail the function of selecting feature maps when dropping data (section 2.3).

2.1 Selectout based on SpatialDropout
Given an input image, \( x \) is the input of a convolutional layer for a CNN. \( c \) is the filter number of this layer. \( Y \) is the output feature maps and \( W = \{ w_i | 1 \leq i \leq c \} \) are the weights of the filters in this layer. We have:

\[
y_i = f(w_i \ast x + b_i) \tag{1}
\]
\[
Y = \{ y_i | 1 \leq i \leq c \}
\]

where \( i \) indexes the filters and the output feature maps in the layer. \( f \) is the activation function, \( b_i \) is the bias.

Using standard dropout, the outputs will be masked by a Bernoulli distribution:

\[
y_i^{\text{dropout}} = r_i \odot y_i / p \tag{2}
\]
\[
r_i \sim \text{Bernoulli}(p)
\]
\[
p \in [0, 1]
\]
\[
Y^{\text{dropout}} = \{ y_i^{\text{dropout}} | 1 \leq i \leq c \}
\]

where \( p \) is the data retaining rate. The shape of \( r_i \) is the same as \( y_i \). To compensate the change of data distribution by dropout, the outputs are scaled by \( 1/p \) during training [Abadi et al., 2016]. An alternative method is scaling the outputs by \( p \) during testing instead [Srivastava et al., 2014].

Using SpatialDropout, the outputs:

\[
y_i^{\text{SpatialDropout}} = r_i y_i / p \tag{3}
\]
\[
r_i \sim \text{Bernoulli}(p) \tag{4}
\]
\[
p \in [0, 1]
\]
\[
Y^{\text{SpatialDropout}} = \{ y_i^{\text{SpatialDropout}} | 1 \leq i \leq c \}
\]

where \( r_i \) is the weight to determinate whether to drop the feature map \( y_i \). Like standard dropout, data after SpatialDropout is also scaled by \( 1/p \) during training and data drop will be removed during testing.

SpatialDropout regards the convolution filter rather than the neural unit as the basic data drop unit. In convolutional neural networks, the units in the same feature map share the same weights. Thus SpatialDropout directly drops feature maps to regularize the networks as shown in Figure 2(c). This is the main difference between standard dropout and SpatialDropout.

Based on SpatialDropout, Selectout is:

\[
y_i^{\text{Selectout}} = r_i y_i / p \tag{4}
\]
\[
r_i = S(Y, t, p)
\]
\[
Y^{\text{Selectout}} = \{ y_i^{\text{Selectout}} | 1 \leq i \leq c \}
\]

where \( S \) is the selecting function, which determinates how to drop the feature maps. \( S \) first generates a score for each feature map and ranks the feature maps with the scores. Then \( S \) selects some of the feature maps according to \( t \) and \( p \). \( t \) is the top rate and \( p \) is the data retaining rate. For example, using \( t = 0.2 \) and \( p = 0.9 \) indicates that 10\% of the feature maps are dropped and these dropped feature maps are randomly selected from the top 20\% feature maps. \( t \) and \( p \) are the hyperparameters that can be tuned. \( S \) is detailed in section 2.3.

2.2 SelectScale based on SpatialScale
SpatialDropout directly suppresses the outputs of filters. Since SpatialDropout with Selectout will supply stronger regularization, a very small drop rate (e.g. 0.02) can be enough for some networks. However, sometimes the feature maps in convolutional layers can be too few to reveal the difference between very small drop rates. The regularization supplied by Selectout may be unstable and the hyperparameters can be hard to be tuned. We, therefore, propose SpatialScale, which randomly scales the feature maps. Using SpatialScale:

\[
y_i^{\text{SpatialScale}} = r_i y_i \tag{5}
\]
\[
r_i \sim \text{Uniform}(1 - q, 1 + q) \tag{6}
\]
\[
q \in [0, 1]
\]
\[
Y^{\text{SpatialScale}} = \{ y_i^{\text{SpatialScale}} | 1 \leq i \leq c \}
\]

The outputs do not need to be scaled, because the mean value of \( r_i \) is 1. During testing, SpatialScale is removed.

Both SpatialDropout and SpatialScale focus on changing the outputs to regularize the convolutional layers. SpatialDropout directly suppresses the outputs. SpatialScale randomly scales the outputs instead. SpatialScale is milder and more stable than SpatialDropout. It changes the output data modestly.

Based on SpatialScale, SelectScale is:

\[
y_i^{\text{SelectScale}} = r_i y_i \tag{6}
\]
\[
r_i = (1 - v_i)(u_i - 1) + 1
\]
\[
u_i \sim \text{Uniform}(1 - q, 1 + q) \tag{7}
\]
\[
q \in [0, 1]
\]
\[
v = S(Y, t, 1 - t) \tag{8}
\]
\[
v_i \in [0, 1]
\]
\[
Y^{\text{SelectScale}} = \{ y_i^{\text{SelectScale}} | 1 \leq i \leq c \}
\]

SelectScale only scales the feature maps that are selected by function \( S \). The selecting function is detailed in section 2.3.
2.3 Selecting function $S$

The selecting function takes the feature maps ($Y$), the top rate ($t$) and the data retaining rate ($p$) as the inputs. In function $S$, we first calculate the absolute values of the feature maps. For the feature maps after ReLU, this step can be removed. Then, the maximum value in each feature map is calculated and these values are regarded as the score of corresponding feature maps. Next, the feature maps are ranked by the scores and the feature maps with top $t$ scores are selected as candidates. For Selectout, the retaining feature maps are randomly selected from the candidates according to the data retaining rate $p$. For SelectScale, all of the candidates will be selected ($p = 1 - t$).

In selecting function $S$, the maximum value in each feature map is used as the ranking score. Great activation values usually mean that useful patterns are detected. The results in Figure 3 prove that the feature maps with greater maximum values do play more important roles in neural networks.

Many other methods for obtaining the scores are tested. For example, we apply an average pooling layer before calculating the maximum value. Under these circumstances, the feature maps with greater average local activation values have higher scores. We test the average pooling layer with different pooling windows and strides. Global average pooling is also tested, which utilizes the average activation values of the feature maps as the scores. However, the performance gets worse when enlarging the pooling window and directly adopting the maximum values outperforms these methods.

3 Experiments

3.1 Datasets and settings

CIFAR-10 and CIFAR-100 are colored $32 \times 32$ natural image datasets that consist of 50,000 images in the training set and 10,000 images in the testing set. Following the common practice [He et al., 2016a; Zagoruyko and Komodakis, 2016], these tiny images are padded with four pixels on each side and are randomly cropped with a $32 \times 32$ window afterwards. If not specified, the networks for CIFAR are trained for 200 epochs with 0.1 initial learning rate. The learning rate drops by 0.2 at 60, 120 and 160 epochs following [Zagoruyko and Komodakis, 2016]. The batch size is 128 and the weight decay is 0.0005. The data drop method is applied to every convolutional layer for ResNets and WRNs. For ResNeXt, data drop is used before and after the $3 \times 3$ group convolutions.

ILSVRC2012 is a subset of ImageNet [Russakovsky et al., 2015] database. This dataset contains 1.3M images in the training set and 50K images in the validation set. The top-1 and top-5 error rates on the validation set are reported in this paper. On ImageNet, the standard color augmentation in [Russakovsky et al., 2015] is utilized. Following the common practice [Szegedy et al., 2016; He et al., 2016b], horizontal flip, scale, and aspect ratio augmentation [Szegedy et al., 2016] is utilized in the experiments. The batch size is 256 and the weight decay is 0.0001. The model is trained for 105 epochs with a 0.1 initial learning rate. The learning rate drops by 0.1 at 30, 60, 90 and 100 epochs. Data drop regularization is adopted for every convolutional layers in bottleneck residual blocks. Like [Szegedy et al., 2016], the data drop methods are only utilized for the last two groups in ResNet-50.

We use the template in [He et al., 2016a] to construct the ResNets on CIFAR. WRNs are constructed by widening the ResNets in this paper. WRN-20-4 represents the network with four times more filters in each layer than ResNet-20.

3.2 Different top rate and retaining rate for SelectScale

To reveal the effects of the two hyperparameters (top rate and retaining rate), SelectScale is tested with different top rates ($t$) and retaining rates ($q$) in this section. The experiments are conducted on CIFAR-100 with WRN-20-8. Fig. 4(a) shows results of different top rates with a fixed retaining rate ($q = 0$). Fig. 4(a) presents the results of adopting different retaining rates with a fixed top rate ($t = 0.2$). The results of the network without data drop and the best results of adopting other drop methods are also shown in the figures. As can be seen, SelectScale outperforms the best results of other methods in a wide range of top rates and retaining rates.

In Fig. 4(a), the network performs best when utilizing a quite small top rate (0.2). It indicates that regularizing the important feature maps is more effective than regularizing all the feature maps. Changing the important feature maps can encourage the network to learn more patterns, while changing the unimportant feature maps may introduce unnecessary noise during training.

3.3 Results on ResNets and WRNs

In this section, SelectScale is tested with ResNets and WRNs on CIFAR-10 and CIFAR-100. We apply the drop methods to every convolutional layer. The networks are tested using different retaining rates and the best results are shown in Table 1 and Table 2.

As shown in Table 1, SpatialDropout and SpatialScale consistently outperform standard dropout for all networks. When only regularizing the important feature maps by SelectScale, the regularization is more effective and the networks achieve better results. WRN-20-4 with SelectScale achieves a comparable result with WRN-20-8 using SpatialDropout. Note that WRN-20-8 employs about four times more parameters than WRN-20-4. When SelectScale is used for WRN-20-8, its performance is further improved.

On CIFAR-100, the improvement of SelectScale is more remarkable. As shown in Table 2, standard drop can only provide modest improvement. SpatialDropout and SpatialScale perform much better than standard dropout. SelectScale further reduces the test error by about 1% for wide residual networks. Note that the top rates for ResNet-110, WRN-20-4 and WRN-20-8 are 0.1, 0.2 and 0.1. In other words, SelectScale regularizes much fewer feature maps than SpatialScale and achieves better results.

3.4 SelectScale with other methods

In this section, more experiments are conducted to demonstrate that SelectScale does not conflict with new residual network architecture and other training methods. The methods utilized in the experiments are followings:
Figure 4: The test errors of different top rates and data retaining rates for WRN-20-8 on CIFAR-100. The best results of other methods are shown. (a) The test errors of the network with different top rates and a fixed retaining rate \((q = 0)\). (b) The test errors of the network with different retaining rates and a fixed top rate \((t = 0.2)\). Note that \(\text{retaining rate} = 0\) in SelectScale indicates that the top-ranked features are scaled by factors sampled from \(\text{Uniform}(0, 2)\).

Table 1: Test error of different CNNs on CIFAR-10. The data retaining rate \((p)\) of standard dropout and SpatialDropout is 0.9 for all tested networks. For SpatialScale, the retaining rate \((q)\) is 0.4. The top rates \((t)\) and data retaining rates \((q)\) of these three networks are 0.4, 0.2, 0.2 and 0.4, 0, 0.1. The results are the average of 5 runs.

| Network   | without data drop(%) | standard dropout(%) | SpatialDropout(%) | SpatialScale(%) | SelectScale(%) |
|-----------|-----------------------|---------------------|-------------------|-----------------|---------------|
| ResNet-110| 5.88 ± 0.13           | 5.78 ± 0.11         | 5.42 ± 0.15       | 5.40 ± 0.06     | 5.22 ± 0.08   |
| WRN-20-4  | 5.04 ± 0.07           | 4.84 ± 0.06         | 4.55 ± 0.07       | 4.64 ± 0.12     | 4.24 ± 0.05   |
| WRN-20-8  | 4.93 ± 0.08           | 4.37 ± 0.07         | 4.21 ± 0.11       | 4.14 ± 0.05     | 3.89 ± 0.10   |

- **New Residual Architecture.** ResNeXt is a new residual network architecture that using group convolutions for bottleneck residual blocks [Xie et al., 2016]. It introduces cardinality to residual networks and achieves better results than ResNets upon many visual recognition tasks.

- **Cosine Annealing for Learning Rate.** Cosine annealing for learning rate is introduced by [Loshchilov and Hutter, 2016]. Instead of dropping the learning rate with a factor after each training stage, they drop the learning rate more smoothly by cosine annealing.

- **Curriculum Dropout.** Curriculum dropout is introduced by [Morerio et al., 2017]. In their opinion, the co-adaptation will not occur at the beginning of training, because the networks are initialized randomly. Thus they linearly decrease the data retaining rate during training.

- **More Training Epochs.** Training the network for more epochs usually will improve the network performance on CIFAR-10 [Loshchilov and Hutter, 2016]. The training epochs are increased from 200 to 600 in our experiments.

The results on CIFAR-10 is shown in Table 3. As can be seen, because of introducing too much unnecessary noise, the test error is increased by standard dropout. SpatialDropout can improve the networks but SelectScale achieves the best result.

### 3.5 Results on ImageNet

ImageNet is a very large and complicated dataset and is very different from CIFAR. Many regularization methods that are useful in CIFAR can not improve the network performance on ImageNet [Huang et al., 2016b; DeVries and Taylor, 2017]. In this section, we test our method on ImageNet. The tested network is ResNet-50. Drop methods are applied to the third and fourth groups after every BN [Ioffe and Szegedy, 2015] layer and the drop rate in the third group is decreased by a factor following [Ghiasi et al., 2018]. The factor is 0.5 in our experiments. The data retaining rate for dropout and SpatialDropout is 0.9. The top rate for SelectScale is 0.1 and the data retaining rate is 0.2. Curriculum drop is utilized.

As shown in Table 4, standard dropout increases the test error. SpatialDropout almost makes no difference on the network performance. Both these two methods introduce too much noise to the network. SelectScale is more effective in adjusting the learned patterns and decreases the top-1 and top-5 error by 0.5% and 0.3% respectively.
Table 2: Test error of different CNNs on CIFAR-100. The data retaining rate \( p \) of standard dropout and SpatialDropout is 0.9 for all tested networks. For SpatialScale, the retaining rate \( q \) is 0.4 except for WRN-20-8 (0.2). The top rates \( t \) and data retaining rates \( q \) of these three networks are 0.1, 0.1, 0.2 and 0.1, 0.1, 0.1. The results are the average of 5 runs.

| Network         | without data drop(%) | standard dropout(%) | SpatialDropout(%) | SpatialScale(%) | SelectScale(%) |
|-----------------|-----------------------|---------------------|------------------|----------------|---------------|
| ResNet-110      | 26.16 ± 0.14          | 25.85 ± 0.24        | 24.12 ± 0.29     | 24.12 ± 0.19   | 23.48 ± 0.22  |
| WRN-20-4        | 22.90 ± 0.21          | 22.53 ± 0.23        | 21.24 ± 0.17     | 21.40 ± 0.08   | 20.20 ± 0.18  |
| WRN-20-8        | 20.99 ± 0.18          | 20.78 ± 0.19        | 19.70 ± 0.27     | 19.50 ± 0.23   | 18.52 ± 0.22  |

Table 3: The test error of ResNeXt-29 (8x64d) with different settings on CIFAR-10. Here, ‘ep.’ indicates epochs. ‘CA’ and ‘CD’ are cosine annealing and curriculum dropout. ‘D’, ‘SD’, and ‘SS’ indicate standard dropout, SpatialDropout, and SelectScale respectively.

| 200 ep. | 600 ep. | CA | CD | no drop | D | SD | SS | error (%) |
|---------|---------|----|----|---------|---|----|----|-----------|
| ✓       | ✓       | ✓  | ✓  | ✓       | ✓ | ✓  | ✓  | 4.19      |
| ✓       | ✓       | ✓  | ✓  | ✓       | ✓ | ✓  | ✓  | 4.07      |
| ✓       | ✓       | ✓  | ✓  | ✓       | ✓ | ✓  | ✓  | 3.51      |
| ✓       | ✓       | ✓  | ✓  | ✓       | ✓ | ✓  | ✓  | 3.69      |
| ✓       | ✓       | ✓  | ✓  | ✓       | ✓ | ✓  | ✓  | 3.66      |
| ✓       | ✓       | ✓  | ✓  | ✓       | ✓ | ✓  | ✓  | 3.35      |
| ✓       | ✓       | ✓  | ✓  | ✓       | ✓ | ✓  | ✓  | 3.24      |

Figure 5: The class activation maps for ResNet-50 on the validation set of ImageNet. These maps are generated by the 7 \( \times \) 7 feature maps in group 4.

Table 4: The test error of ResNet-50 with data drop regularization on ImageNet.

| method             | top-1(%) | top-5(%) |
|--------------------|----------|----------|
| without data drop  | 23.89    | 7.06     |
| standard dropout   | 23.97    | 7.12     |
| SpatialDropout     | 23.76    | 7.04     |
| SelectScale        | 23.38    | 6.78     |

3.6 The patterns learned by SelectScale

We generate the class activation mapping (CAM) with the features before the global average pooling layer for original ResNet-50 and ResNet-50 with SelectScale. The shown examples in Figure 5 are selected from the validation set. As can be seen, SelectScale can find more patterns. During training, SelectScale continuously changes the learned patterns, which encourages the network to learn new patterns and prevent them from overfitting learned patterns. That is why networks using SelectScale are more robust and perform better.

4 Discussion

There are two hyperparameters that need to be tuned in SelectScale. The data retaining rate in SelectScale behaves like that in standard dropout. The network performance will increase as the retaining rate decreases before achieving the best retaining rate. After that, the performance gain will begin to decrease. The other hyperparameter is top rate. The bigger the top rate is, the more features will be changed. In our experiments, most tuned top rates fall in \{0.1, 0.2\}. We suggest using these two rates if one does not want to tune the top rate.

5 Conclusions

In this paper, we present SelectScale to change the important learned features in networks effectively. By adjusting the learned patterns, the networks are forced to learn more patterns from images. Thus the networks with SelectScale become more robust and accurate. Compared to standard dropout and SpatialDropout which drop all features randomly, SelectScale is more effective and introduces less noise.

The method in this paper is fast and parameter-free. It can provide stable improvement for different networks on different datasets. Additionally, our feature selection method does not rely on data drop methods. Given a new data drop method, it is easy to construct a “selecting version” according to our feature ranking strategy. We hope that SelectScale may become a new tool in helping researchers train deep neural networks.
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