Time-varying harmonic models for voice signal analysis
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Assessment of voice signals has long been performed with the assumption of periodicity as this facilitates analysis. Near periodicity of normal voice signals makes short-time harmonic modeling an appealing choice to extract vocal feature parameters. For dysphonic voice, however, a fixed harmonic structure could be too constrained as it strictly enforces periodicity in the model. Slight variation in amplitude or frequency in the signal may cause the model to misrepresent the observed signal. To address these issues, this paper presents a time-varying harmonic model, which allows its fundamental frequency and harmonic amplitudes to be polynomial functions of time. The model decouples the slow deviations of frequency and amplitude from fast irregular vocal fold vibratory behaviors such as subharmonics and diplophonia. The time-varying model is shown to track the frequency and amplitude modulations present in voice with severe tremor. This reduces the sensitivity of the model-based harmonics-to-noise ratio measures to slow frequency and amplitude variations while maintaining its sensitivity to increase in turbulent noise or the presence of irregular vibration. Other uses of the model include the vocal tract filter estimation and the rates of frequency and intensity changes. These use cases are experimentally demonstrated along with the modeling accuracy.
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I. INTRODUCTION

Sustained normal voice with a fixed pitch is generally considered to be a nearly periodic phenomenon (type 1 signal; Titze, 1994), and it naturally leads to the use of harmonic signal models to represent voice signals in, e.g., speech analysis and synthesis (McAulay and Quatieri, 1986; Stylianou, 2001), mucosal wave extraction (Jiang et al., 2008), and highspeed videoendoscopy analysis (Ikuma et al., 2012). Not limited to the model-based approaches, the periodicity assumption is the foundation of voice signal analyses, including perturbation analysis, spectral analysis, and glottal source analysis (Baken and Orlikoff, 2000). Under this nearly periodic (or quasi-stationarity) assumption, voice-related signals can be expressed as a Fourier series over a short analysis window:

\[
a_0/2 + \sum_{p=1}^{\infty} A_p \cos (2\pi p F_0 t + \Phi_p) + v(t),
\]

where \(F_0\) is the fundamental frequency in Hz, \(a_0\) is the dc offset, \(A_p\) is the magnitude coefficient of the \(p\)th harmonic, \(\Phi_p\) is the phase coefficient for the \(p\)th harmonic in radians/second, and \(v(t)\) represents the turbulent noise. The magnitude and phase parameters are slowly time-varying but the changes are assumed negligible during the window duration.

For the stationary harmonic model in (1) to describe dysphonic voices, aperiodic behaviors must be accounted for by the term \(v(t)\). It no longer represents only the turbulent noise but also the dysphonic effects like frequency modulation, amplitude modulation, subharmonics, and diplophonia (type-2 and type-3 signals; Titze, 1994). Many of the alterations are additive, i.e., the structure of the harmonics (if present) itself is unchanged but is contaminated by the added noise or nonharmonic tones. The additive effects do not necessarily hinder the
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introduces several potential uses numerically from the speaker with severe vocal fold tremor (sampled at 4000 S/s, its severe form is shown in FIG. 1. (color online) Spectrogram, fundamental frequency $F_0$, and the rate of $F_0$ change $F_{0,rate}$ of /i/ phonation by a speaker with severe vocal fold tremor (sampled at 4000 S/s, evaluated every 10 ms). The rate of $F_0$ change is derived numerically from the $F_0$ measurements.

analysis as the model could be processed further by decoupling the nonharmonic tones from $v(t)$ (Ikuma et al., 2013) or just treating $v(t)$ as overall noise.

On the other hand, some dysphonic effect—such as frequency modulation and slow intensity fluctuation—violates the structural construct of the model because their modifications of the voice signals cannot be interpreted as additive. As such, the fitted harmonic terms poorly represent the actual vocal fold vibration. The frequency modulation especially causes the model to deviate from the signal as the model’s cycle intervals do not match those of the signals.

For example, vocal fold tremor is known to induce involuntary frequency and amplitude modulations in voice. Its severe form is shown in FIG. 1. Aside from the frequency modulation and, to a lesser degree, intensity fluctuation, the spectrogram appears normal: no apparent interharmonic activities suggesting irregular vocal fold vibration, no significant steepening of spectral tilt (i.e., no significant loss of intensities of the higher harmonics). There are no apparent sign of increased noise level. The latter two are evident by the smeared but strong presence of the harmonics in the second and third formants. The smearing of the higher harmonics is caused by the excessive frequency modulation. These observations lead to the expectation of high harmonics-to-noise ratio (HNR), which is the ratio of the periodic component to the aperiodic component of the voice signal. However, the stationary harmonic model yields low HNR measurements because its poor fit causes the time-varying aspects of the harmonics to be classified as noise. The HNR is generally perceived as a measure, relating to vocal roughness or breathiness (Baken and Orlikoff, 2000, pp. 280-3) and thus the low HNR value in this tremor case can wrongly indicate ”roughness” or ”breathiness” in voice. This type of misidentification could also occur with natural fluctuations of frequency and intensity of normal voice (albeit to a lesser degree) and may lessen the effectiveness of the HNR as an acoustic correlate of breathiness or roughness.

To minimize the effect of the time-varying nature of harmonics to the voice signal analyses, one approach is to shorten the window duration, making a trade-off between the error due to time-variance and the error from reduced number of samples. Another is to select a robust nonparametric algorithm to compute the target parameters so that the measurements are insensitive to the variation. Yet another approach, which is the focus of this paper, is to use a parametric approach with a model which accounts for the variation. Specifically, the parametric model, referred to as the time-varying harmonic model, allows deterministic variation of the harmonic waveform both in the fundamental frequency $F_0$ and the Fourier coefficients, $a_0$, $A_p$, and $\Phi_p$ in Eq. (1). The proposed model is designed to decouple the slow (but noticeable) harmonic variations from the nonharmonic elements of voice signals (turbulent noise and irregular vibration).

The rest of the paper is organized as follows. The time-varying voice signal model is defined in Section II followed by the estimation of the model parameters in Section III. Section IV introduces several potential uses of the signal model: two types of HNRs, vocal tract filter estimation, and the rate-of-change parameters. In Section V, the accuracy and consistency of the model are first presented followed by the application of the model to three distinctive voice signal cases.

II. TIME-VARYING HARMONIC WAVEFORM MODEL

A voice signal $x(t)$ over a short period can be expressed as the sum of nonstationary harmonic component $s(t)$ and aperiodic component $v(t)$:

$$x(t) = s(t) + v(t). \quad (2)$$

The aperiodic component $v(t)$ represents the turbulent noise for normal voice. It, however, could include additional tonal content which may be induced by irregular vibration of pathological vocal folds and not a part of the harmonic series. The nonstationary harmonic component $s(t)$ allows deterministic perturbations of its frequency and shape and takes the form:

$$s(t) = \frac{a_0}{2} + \sum_{p=1}^{\infty} A_p(t) \cos (p\Phi_0(t) + \Phi_p(t)), \quad (3)$$

where $\{a_0(t), A_p(t), \Phi_p(t) : p = 1, 2, \ldots\}$ are the dc offset, magnitude coefficients, and common phase coefficients, respectively, as likewise defined for the stationary version of the model in Eq. (1) but now dependent on time, and
\( \Phi_0(t) \) is the common phase term, also a function of time, which is originally \( 2\pi F_0 t \) in Eq. (1). Accordingly, the instantaneous fundamental frequency is given by

\[
F_0(t) = \frac{1}{2\pi} \frac{\partial}{\partial t} \Phi_0(t).
\]

The Fourier series expansion can also be expressed in the sine-cosine form:

\[
s(t) = \frac{a_0(t)}{2} + \sum_{p=1}^{\infty} a_p(t) \cos(p\Phi_0(t)) + b_p(t) \sin(p\Phi_0(t)),
\]

where

\[
a_p(t) = A_p(t) \cos \Phi_p(t) \quad \text{and} \quad b_p(t) = A_p(t) \sin \Phi_p(t).
\]

This form is more algebraically tractable and used in the model estimation.

The time-dependent parameters \( A_p(t) \), \( \Phi_0(t) \), \( a_p(t) \), and \( b_p(t) \) in Eqs. (3) and (5) are ideally maintaining constant values but are likely to exhibit slow deviation over the analysis window. Although an increased level of deviation is expected for dysphonic voices, the mid-phonation deviations certainly occupy smaller bandwidths than the fundamental frequency so that they do not interfere with the general harmonic structure of \( s(t) \). In the proposed model, the time-varying parameters are estimated by their Taylor polynomials (i.e., truncated Taylor series expansion) at the center time \( t_0 \) of an analysis window:

\[
\Phi_0(t) \approx \sum_{\ell=1}^{L_\Phi} \Phi_0^{(\ell)}(t_0) h_{\ell}(t - t_0),
\]

\[
a_p(t) \approx \sum_{\ell=0}^{L} a_p^{(\ell)}(t_0) h_{\ell}(t - t_0), \quad p = 0, 1, \ldots,
\]

and

\[
b_p(t) \approx \sum_{\ell=0}^{L} b_p^{(\ell)}(t_0) h_{\ell}(t - t_0), \quad p = 1, 2, \ldots
\]

where \( L_\Phi, L \) are the polynomial degrees, \( f^{(\ell)}(t_0) \) denotes the \( \ell \)th derivative of a function \( f(t) \) evaluated at \( t_0 \), and

\[
h_{\ell}(t) \triangleq \frac{t^\ell}{\ell!}
\]

with \( \ell! \) denoting the factorial of \( \ell \). The common phase polynomial \( \Phi_0(t) \) excludes the zeroth term as it is accounted for by the Fourier coefficients \( \Phi_p(t) \). The Taylor polynomial is an attractive option as its structure lends itself well to the problem. Assuming that the analysis window captures a several vocal cycles in \( x(t) \), the crude overall shift of frequency or intensity from the beginning to the end of the window is modeled by the linear model, and each additional degree of freedom generally improves the fit without drastically changing the bandwidth of the model.

### III. LEAST SQUARES ESTIMATION OF MODEL PARAMETERS

The goal is to estimate all the Taylor polynomial coefficients (the derivative terms) in Eqs. (6)-(8) and the samples of \( v(t) \) in Eq. (2) given the samples of \( x(t) \) and an initial \( F_0 \) estimate, which near the truth. First, assume \( x(t) \) is the output of the ideal antialiasing filter and is sampled at the rate \( F_s \) samples-per-second (S/s). Then, \( v(t) \) is bandlimited to \( F_s/2 \) Hz, and \( s(t) \) contains a finite number of harmonics.

Let \( x_n \triangleq x(nT_s) \) be the sampled version of \( x(t) \) where \( T_s \triangleq 1/F_s \) is the sampling interval, and the model is estimated over a \( N \)-sample window (i.e., \( T \triangleq N/F_s \) seconds long). Then, the voice signal model in discrete time is given by

\[
x_n = s_n + v_n, \quad n \in \{0, 1, \ldots, N - 1\},
\]

where \( v_n \triangleq v(nT_s) \), and

\[
s_n = \frac{a_{0,n}}{2} + \sum_{p=1}^{P} a_{p,n} \cos(p\phi_{0,n}) + b_{p,n} \sin(p\phi_{0,n}).
\]

Here, \( P \) is the order of the highest non-zero harmonic present in \( s_n \) and the time-normalized versions of the Taylor polynomials are defined as

\[
\phi_{0,n} = \sum_{\ell=1}^{L_\Phi} \phi_{0,\ell} h_{\ell}(n - n_0),
\]

\[
a_{p,n} = \sum_{\ell=0}^{L} a_{p,\ell} h_{\ell}(n - n_0), \quad p = 0, 1, \ldots,
\]

and

\[
b_{p,n} = \sum_{\ell=0}^{L} b_{p,\ell} h_{\ell}(n - n_0), \quad p = 1, 2, \ldots
\]

The time offset \( n_0 \triangleq (N - 1)/2 \) sets the polynomial reference point to be at the middle of the window, and \( h_{\ell}(t) \) is defined in Eq. (9).

The parameters to be estimated are the common phase parameters \( \Phi \triangleq [\phi_{0,1} \cdots \phi_{0,L_\Phi}] \in \mathbb{R}^{L_\Phi} \) and the amplitude parameters \( \theta \in \mathbb{R}^{(2P+1)(L+1)} \), which is a concatenation of \( [\theta_{\ell} \triangleq [a_{0,\ell} \cdots a_{p,\ell} b_{1,\ell} \cdots b_{P,\ell}]^T] \in \mathbb{R}^{2P+1} : \ell = 0, \ldots, L \}. \) The operator \((\cdot)^T\) denotes the matrix transpose. These model parameters are estimated by minimizing the least squares criterion:

\[
G(\Phi, \theta) = \frac{1}{2} \sum_{n=0}^{N-1} [\hat{s}_n(\Phi, \theta) - x_n]^2,
\]

where \( \hat{s}_n(\Phi, \theta) \) is the estimated harmonic signal in the form of Eq. (11) with the values of \( \Phi \) and \( \theta \).

The minimization of \( G(\Phi, \theta) \) is subject to a bound constraint to limit the instantaneous harmonic frequencies \( pF_0(t) \). Defining proper limits to the harmonic frequencies is critical. At minimum, the bound must be set...
to enforce all the harmonic frequencies of the solution to be positive and below the Nyquist frequency \((F_s/2\ Hz)\). A tighter \(F_0(t)\) bound could also be used to keep the range of \(F_0(t)\) close to the initial fixed estimate. Note that the bounds are defined for the normalized instantaneous fundamental frequency, \(f_{0,n} \triangleq F_0(nT_s)/F_s\), which has the form:

\[
f_{0,n}(\phi) = \frac{1}{2\pi} \sum_{\ell=1}^{L_\phi} \phi_{0,\ell} h_{\ell-1}(n - n_0),
\]

following Eqs. (4), (6), and (12).

Another constraint, limiting the rate of changes of parameters, could also be applied to the minimization. Limiting the rate is an effective way to limit the bandwidths of the perturbation models, thus preventing a model from overfitting the signal beyond the desired slow-changing trends. The maximum rate change could be imposed on the absolute rate of frequency change, \(|\partial F_0/\partial t|\), and the absolute rate of shape changes, \(|\partial a_p(t)/\partial t|\) and \(|\partial b_p(t)/\partial t|\). The latter may be applied to any of the harmonics \((p = 0, 1, \ldots, P)\). Taking the derivative of Eqs. (16), (13), and (14) (assuming \(n\) is continuous) yields

\[
\dot{f}_{0,n}(\phi) = \frac{1}{2\pi} \sum_{\ell=2}^{L_\phi} \phi_{0,\ell} h_{\ell-2}(n - n_0),
\]

\[
\dot{a}_{p,n}(\theta) = \sum_{\ell=1}^{L} a_{p,\ell} h_{\ell-1}(n - n_0),
\]

and

\[
\dot{b}_{p,n}(\theta) = \sum_{\ell=1}^{L} b_{p,\ell} h_{\ell-1}(n - n_0).
\]

Putting everything together, the full constrained least squares problem in hand is

\[
\min_{\Phi, \Theta} G(\Phi, \Theta)
\]

subject to

\[
\begin{align*}
\min_n f_{0,n}(\Phi) &> f_{0,\text{min}}, \\
\max_n f_{0,n}(\Phi) &\leq f_{0,\text{max}}, \\
(\text{optional}) \max_n |\dot{f}_{0,n}(\Phi)| &\leq \dot{f}_{\text{max}}, \\
(\text{optional}) \max_n |\dot{a}_{p,n}(\theta)| &\leq r_{\text{max}}, p \in P_c, \text{ and} \\
(\text{optional}) \max_n |\dot{b}_{p,n}(\theta)| &\leq r_{\text{max}}, p \in P_c \setminus \{0\}
\end{align*}
\]

where \(f_{0,\text{min}}\) is the non-negative minimum \(f_{0,n}\) (default: \(0\)), \(f_{0,\text{max}}\) is the maximum \(f_{0,n}\) (default: \(0.5/P\)), \(\dot{f}_{\text{max}}\) is the maximum allowable rate of \(f_{0,n}\) change, \(r_{\text{max}}\) is the maximum allowable rate of changes of \(a_{p,n}\) and \(b_{p,n}\), and \(P_c\) is the set of harmonic indices to apply the constraints to. These constraints simplify to one or two linear constraint for low-order parameter models: one if the constraining function is a constant, or two if the function is a linear function so that only the extreme \(n\) values (i.e., \(n = 0\) and \(N - 1\)) need to be checked.

This minimization problem does not have a closed-form solution; thus, it must be numerically solved with a non-linear optimization algorithm. To reduce the complexity of the problem and to keep the \(F_0\) estimate near the initial estimate, an iterative alternating algorithm is employed to solve this problem. Two sets of parameters, \(\Phi\) and \(\Theta\) are estimated alternately by freezing the other set. On the \(k\)th iteration, the amplitude parameter estimates \(\hat{\Theta}\) are updated first based on the previous common phase parameter estimates:

\[
\hat{\Theta}^{(k)} = \arg \min_{\Theta} G(\Phi^{(k-1)}, \Theta)
\]

subject to

\[
\begin{align*}
(\text{optional}) \max_n |\dot{a}_{p,n}(\Theta)| &\leq r_{\text{max}}, p \in P_c, \text{ and} \\
(\text{optional}) \max_n |\dot{b}_{p,n}(\Theta)| &\leq r_{\text{max}}, p \in P_c \setminus \{0\}
\end{align*}
\]

It is followed by update of the common phase parameters:

\[
\hat{\Phi}^{(k)} = \arg \min_{\Phi} G(\Phi, \hat{\Theta}^{(k)})
\]

subject to

\[
\begin{align*}
\min_n f_{0,n}(\Phi) &> f_{0,\text{min}}, \\
\max_n f_{0,n}(\Phi) &\leq f_{0,\text{max}}, \\
(\text{optional}) \max_n |\dot{f}_{0,n}(\Phi)| &\leq \dot{f}_{\text{max}}.
\end{align*}
\]

The iterations continue until the change in \(\hat{\Phi}\) reaches the tolerance level \(\rho\):

\[
\left\| \hat{\Phi}^{(k)} - \hat{\Phi}^{(k-1)} \right\|^2 < \rho.
\]

The subproblems, (21) and (22), could be solved with any numerical optimization algorithm, which supports the objective and constraint functions. For the results in this paper, the rate constraints are not imposed, and the unconstrained amplitude subproblem (21) has the closed-form solution as described in Appendix A. The other subproblem (22) is solved numerically as described in Appendix B.

To initialize the parameters, it is imperative to obtain a reasonable estimate of \(F_0\) of \(x_n\) to set \(\phi_{0,1}^{(0)}\). Here, we are assuming that a dysphonic \(x_n\) would have some periodic elements. In the case of a pure aperiodic voice signal (type-3 voice signal; Titze, 1994), the analysis returns \(s_n = 0\). The higher order \(\phi_{0,k}\) are initialized to zero. Moreover, the first \(L_{\phi}\) iterations of the common phase minimization (22) are performed on one \(\phi_{0,t}\) at a time to minimize the risk of finding incorrect a local minimum. The solution is expected to be in the original convex region of \(\phi_{0,1}^{(0)}\) and \(\phi_{0,t} = 0\).

Once the final parameter estimates, denoted as \(\hat{\Phi}^*\) and \(\hat{\Theta}^*\), are obtained, the estimated harmonic signal is given by \(\hat{s}_{n}^* \triangleq \hat{s}_{n}(\hat{\Phi}^*, \hat{\Theta}^*)\) and the estimated combined disturbance signal is given by \(\hat{u}_{n} \triangleq x_{n} - \hat{s}_{n}^*\). Finally, the
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continuous-time parameters—$\psi_0^{(t)}$, $a_p^{(t)}$, $b_p^{(t)}$ in Eqs. (6), (7), and (8), respectively—are obtained by multiplying their discrete-time versions in $\hat{\phi}^*$ and $\hat{\theta}^*$ by $F_s^\ell$.

IV. USES OF HARMONIC MODELS FOR SHORT-TIME ANALYSIS

The model-based voice (either acoustic or glottal) analysis is primarily targeted to supplement spectral analysis (Baken and Orlikoff, 2000, Ch.7), especially for short time windows (containing less than 10 vocal cycles). As the analysis window shortens, nonparametric spectral estimation methods (e.g., periodogram and spectrogram) suffer from excessive spectral leakage and loss of spectral resolution (Kay and Marple, 1981). The mainlobes of harmonics widen to hide the noise floor or weak interharmonic tones. Even if interharmonic tones are visible, estimates of their frequency and power could be subject to bias. This is especially true for a male voice because its harmonics are closer together than a female voice. The harmonic model provides the structural skeleton to mitigate these shortcomings and to improve the analysis outcomes with limited number of data samples. This section presents three key voice features that the model-based analysis can be used: HNR, vocal tract filter estimation, and the rates of changes of harmonic characteristics.

A. Harmonics-to-Noise Ratio (HNR)

The harmonics-to-noise ratio (Yumoto et al., 1982) and its kin (e.g., signal-to-noise ratio, Kojima et al., 1980; normalized noise energy, Kasuya et al., 1986; and noise-to-harmonics ratio, Deliyski, 1993; Kreiman et al., 2014) form an important category of objective measures to identify the increase in interharmonic noise level relative to the harmonics and found to correlate with hoarseness. The HNR measure and the harmonic model are closely related as the model intends to separate the harmonics and noise components, and the HNR is their power ratio.

The model yields two types of HNRs: overall (e.g., Boersma, 1993; Kasuya et al., 1986; Qi and Hillman, 1997; Yumoto et al., 1982) and frequency-band-specific (Childers and Lee, 1991; de Krom, 1995; Lively and Emanuel, 1970). Given an estimated harmonic model, the overall HNR of $x_n$ is estimated by

$$\text{HNR} \equiv \frac{P_s}{\text{var} \hat{v}_n}, \quad (24)$$

where $\text{var} \hat{v}_n$ denotes the sample variance of the aperiodic component $\hat{v}_n$ and the harmonic signal power is given by

$$P_s \equiv \sum_{n=1}^{P} H_p \quad (25)$$

with the power of the $p$th harmonic,

$$H_p \equiv \frac{1}{2N} \sum_{n=0}^{N-1} a_{p,n}^2(\hat{\theta}^*) + b_{p,n}^2(\hat{\theta}^*), \quad (26)$$

where $a_{p,n}(\hat{\theta})$ and $b_{p,n}(\hat{\theta})$ are computed according to Eqs. (13) and (14), respectively, with the parameters $\hat{\theta}$. Here, the dc component (the zeroth harmonic with the $a_{0,n}$ coefficient) is excluded as it does not contribute to the voice. The HNRs are typically reported in decibels (dB, $10 \log$(HNR)).

The frequency-band-specific HNRs over the frequency range $F \equiv [F_{\text{start}}, F_{\text{end}}]$ can be computed with the discrete Fourier transform (DFT) of $\hat{v}_n$:

$$\hat{V}_k = \sum_{n=0}^{N-1} \hat{v}_n \exp \left(-j \frac{2\pi kn}{K} \right), \quad (27)$$

where $j = \sqrt{-1}$ and $K$ is the number of DFT samples. Then,

$$\text{HNR}(F) \equiv NK \frac{\sum_{p \in pF} H_p}{\sum_{k \in kF} |V_k|^2}, \quad (28)$$

where $pF \equiv \{ p \in N : p\bar{F} \in F \}$ and $kF \equiv \{ k \in Z : k\bar{F}/K \in F \}$. Here $\bar{F}$ is the average fundamental frequency, which is given by

$$\bar{F}_0 \equiv \frac{F_s}{N} \sum_{n=0}^{N-1} f_0(n, \hat{\phi}^*), \quad (29)$$

By the Parseval’s theorem, the two types of HNRs are identical if $F = [0, F_s/2]$.

The spectrum of $\hat{v}_n$ in Eq. (27) is computed without any special windowing function. Windowing is commonly used in existing frequency-domain based HNR estimation algorithms (de Krom, 1993; Kasuya et al., 1986; Qi and Hillman, 1997), in which non-rectangular windowing functions are applied to control the spectral leakage of finite-length signal. It is not critical in the computation of HNR($F$) so long as random noise is the predominant component of $\hat{v}_n$. If substantial interharmonic tones are present or expected, then an appropriate window function shall be introduced to Eq. (27) to reduce the spectral leakage across the $F$ boundary.

B. Estimation of vocal tract filter

An ability to estimate glottal source signals or their characteristics from acoustic signals is important to isolate glottal production from vocal tract effect. Specifically, glottal spectral tilt have been suggested as an indicator of voice types, e.g., normal, vocal fry, breathy, and falsetto (Childers and Lee, 1991). To obtain glottal spectral tilt from acoustic signals, the vocal tract effect must be removed with a model of vocal tract filter, which is configured with the estimates of the formant frequencies and bandwidths (Kreiman et al., 2012).

As noted by Kreiman et al. (2012), the formant frequency estimation of acoustic signals via linear predictive coding (LPC) analysis can be problematic for signals with high spectral tilt or with high $F_0$. Their solution to this issue was incorporating the source measurement (the open quotient from highspeed videofluoroscopy data)
to improve the formant estimation. The harmonic model is a potential alternate solution to this issue without the need of secondary data.

The primary LPC analysis issue stems from attempting to estimate the frequency response of the vocal-tract filter from the spectral peak samples of vocal harmonics. Having too few peaks or too wide of peak separation prevents a reliable estimate of the vocal-tract filter. With the assumption that the vocal tract filters both harmonic source signal and turbulent noise equally, LPC analysis of the aperiodic component of the model, $\hat{v}_n$, could improve the formant analysis because $\hat{v}_p$ provides continuous support in frequency unlike the harmonics. Also, the resulting formant frequency estimates are likely more accurate because the turbulent noise is spectrally flatter—e.g., as modeled in (Samlan and Story, 2011)—than source harmonics with negative spectral tilt. A followup study is necessary to test these hypothesis.

C. Rates of frequency and power changes

While the model is not designed to evaluate pitch-synchronous perturbation measures such as jitters and shimmers (Baken and Orlikoff, 2000), it can produce measures describing the trends in frequency and power based on their instantaneous rates of changes. These rates signify the degrees of slow frequency and amplitude modulation present in the observed signal. The (relatively) faster amplitude changes such as subharmonics are accounted by $\nu(t)$ as the extra tonal content.

Based on the instantaneous rate expressions (17), (18), and (19), the instantaneous change of the fundamental frequency is given by

$$\dot{F}_{0,n} = F_s^2 \hat{f}_{0,n}(\hat{\Phi}^*)$$

in Hz/s, and the instantaneous change of the $p$th harmonic power is

$$\dot{H}_{p,n} = F_s \left[ a_n(\hat{\theta}^*) \dot{a}_n(\hat{\theta}^*) + b_n(\hat{\theta}^*) \dot{b}_n(\hat{\theta}^*) \right]$$

in 1/s. The latter could be combined to the instantaneous change of the total harmonic power by

$$\dot{P}_{s,n} = \sum_{p=1}^{P} \dot{H}_{s,n}.$$  

Within each analysis window, various statistics could be calculated from these instantaneous values: e.g., the root-mean-square (rms) and the maximum absolute rate.

V. NUMERICAL EXAMPLES

A. Assessment of modeling accuracy

To understand the behavior of the time-varying harmonic model and its estimation algorithm, synthetic signals that exactly match the assumed structure are used as the measure of model estimation errors. Because the estimation error is bundled in $\hat{v}_n$ along with the aperiodic noise, the accuracy of the estimated models is quantified effectively by the HNR measurements. Unless otherwise noted, the base signal models used in this section are generated with the harmonic magnitudes $A_p = 2^{1-p/\alpha}$ and randomly drawn harmonic phases $\Phi_p \in (0, 2\pi)$. The scaling factor $\alpha$ is introduced to normalize the harmonic power to one. The normalized fundamental frequency is either stationary, $f_0 = 0.03$, or with linear frequency modulation (LFM), $f_{0,n} = 0.03 + 0.00002n$. This corresponds to $F_0 = 150$ Hz and $\dot{F}_0 = 500$ Hz/s at the sampling rate of 5000 samples-per-second (S/s). The number of harmonics depends on the fundamental frequency and is set to fill the discrete-time spectrum ($P = 16$). The additive noise $\nu(t)$ is drawn from zero-mean Normal distribution with variance $\sigma^2 = 0.01$. This configuration yields the actual HNR of 20 dB. Each case presented below modifies one parameter at a time to observe its effect on the HNRs. All the results are shown at $F_s = 5000$ S/s for ease of relating the results to voice signals.

The proposed model-based HNR was computed with two different configurations: the exact harmonic model with linear frequency term and constant magnitudes (labeled HM2.0 as $L_0 = 2$ and $L = 0$) and the fixed-frequency model (HM1.0). The latter is identical to the model presented in (Ikuma et al., 2012). In addition, three other HNR estimators are included to indicate the estimation errors relative to other methods: autocorrelation-based method implemented in Praat software (Boersma, 1993), Qi's pitch-synchronous time-domain method (Qi-TD, Qi and Hillman 1997), and Qi’s cepstrum-aided frequency-domain method (Qi-FD, Qi and Hillman 1997). The default window size is 250 samples (or 50 ms at $F_s = 5000$ S/s). Each algorithm was tested in Monte Carlo simulation (10,000 realizations) and the mean HNR values are shown. The proposed and Qi-FD methods are initialized with the known $F_0$ while Praat estimates the HNR as a part of its pitch analysis procedure, and Qi-TD rely on Praat’s pitch and pitch cycle analyses.

FIG. 2 shows the HNR estimates as $\dot{F}_0$ is varied. The proposed algorithm with correct model order, HM2.0, consistently reports 20.6 dB regardless of $\dot{F}_0$. It slightly overestimates the actual HNR due to overfitting to the noise component. The effect of fixing the $F_0$ in HM1.0 is apparent as the HNR drops $\dot{F}_0 > 10$ Hz/s. All of the existing methods are more resilient to the $\dot{F}_0$ effect than HM1.0 as they maintain their performance up to $\dot{F}_0 = 100$ Hz/s. This indicates the general lack of robustness of the model-based approach; deterministic nature of the harmonic model is more sensitive to model mismatch than nonparametric alternatives.

Qi-FD method severely underestimates the HNR with a large −10-dB bias at $\dot{F}_0 = 1$ Hz/s in FIG. 2 while the others are within 1 dB of the truth. This is caused by the spectral leakage effect (Qi and Hillman, 1997) as it becomes apparent when the estimated HNR is shown as a function of the analysis window size $T$ in FIG. 3. Under $\dot{F}_0 = 0$, the Qi-FD estimates converge towards the
actual HNR as $T$ increases although the trend reverses when the LFM is present, which also affects HM$_{1,0}$ and Qi-TD. The longer the window, the larger the $F_0$ difference at the beginning and end of the window due to the LFM, causing these algorithms to breakdown. On the other hand, HM$_{2,0}$ and Praat measurements are consistent under both $F_0$ settings albeit Praat HNRs have slightly increased bias when the LFM is present. Note that Praat’s inability to produce HNRs with window sizes < 30 ms due to the pitch period is longer than the temporal support of the autocorrelation function at those window sizes.

To complete the study of the HNR, FIG. 4 illustrates the effect of the fundamental frequency, and FIG. 5 shows the effect of the actual HNR (i.e., the noise power). The properly configured model (HM$_{2,0}$) consistently demonstrates its ability to estimate the HNR regardless of the LFM presence. Praat’s autocorrelation method also performs respectably, except that its robustness towards the LFM hinges on the $\dot{F}_0/F_0$ ratio.

Overall, the HM$_{2,0}$ model has consistently shown a computational error of less than 1 dB, which Praat with its autocorrelation-function-based algorithm matched (or slightly outperformed) for moderate LFM settings (up to 100 Hz/s). It shall be emphasized that the proposed method has significantly higher computational cost (Praat’s estimation is near instantaneous while the Python implementation of the proposed algorithm takes 100 ms or longer, depending on the configuration). As an HNR estimator, HM$_{2,0}$ is useful for cases with the presence of strong LFM (above 100 Hz/s) where Praat loses its accuracy.
illustrates the signal modeling outcomes at two distinctive 50-ms windows of the tremulous signal in FIG. 1 with six model configurations (HM$_L$). (top) at $t = 0.05$ when the tremor is minimally present, and (bottom) at $t = 0.75$ when the intra-frame $F_0$ change is the largest. ($F_s = 4000$ S/s, $T = 0.05$ s, $P = 8$, initial $F_0$ provided by Praat)

![Graph showing signal modeling outcomes at two distinctive times](image)

**B. Three case studies with voice signals**

While the results in the previous section have shown that the proposed least squares estimation yields well-fitted harmonic models with accurate HNR estimates when the input signal exactly follows the assumed structure, the actual voice signals do not completely adhere to the assumed structure. Both the amplitude and frequency variations of the harmonics are not polynomial, and the additive noise in acoustic signals is colored by the vocal tract effect. In this section, selected acoustic signals are modeled and analyzed using the model as suggested in Section IV. Three examples are one case each with vocal tremor and unilateral paralysis (collected by author MK) and one normal case in Saarbruecken Voice Database (Pützer and Barry, 2008). The normal data include both acoustic and electroglottogram (EGG) waveforms.

First, the vocal fold tremor case in FIG. 1 is revisited. FIG. 6 illustrates the signal modeling outcomes at two distinctive times. The most basic fixed model, HM$_{1,0}$, already fits well to the signal at $t = 0.05$ with the estimated HNR of 19 dB. Inclusion of linear frequency modulation to the model (i.e., HM$_{2,0}$) minimally increased the estimated HNR by 4 dB, mainly by correcting the misfits near the edges of the analysis window. The HNR growth with the magnitude polynomial order is steady but small. In contrast, HM$_{1,0}$ severely misfits the signal at $t = 0.75$ due to the presence of substantial frequency modulation, and the misalignment of the pitch cycles in the measured and modeled signals is visibly recognizable. Using the LFM-enabled model, HM$_{2,0}$, largely fixes the cycle alignment (thereby increasing the HNR by 14 dB), but it still does not account for the slow amplitude modulation present in the signal. Increasing $L$ gradually improves the model to match the amplitude behavior.

The fit of the model is better visualized in the frequency domain by inspecting the spectrum of the residual $\hat{v}(t)$ over the first 3 harmonics as shown in FIG. 7. Ideally, $\hat{v}(t)$ contains only the turbulent noise and inter-harmonic tones and no harmonics. The HM$_{2,0}$ model substantially reduces the harmonic peaks of $x(t)$ but not entirely. HM$_{2,7}$, on the other hand, overfits the signal as indicated by the formation of valleys at the harmonic frequencies. The HM$_{2,5}$ model best separates the harmonics from the noise. It also reveals the presence of weak amplitude modulation. The extraneous tone is apparent by the first harmonic in $x(t)$ but another one is buried in the mainlobes of the second harmonics. Arbitrarily increasing the polynomial order causes the model to overfit the signal and becomes a detriment to the analysis. There are two approaches to the model order selection. First is to use the lowest order, which is unlikely to cause an overfit but may underfit extreme cases like the tremor case under study. Another approach is to employ the information theoretic criterions such as Akaike information criterion or minimum description length (Wax and Kailath, 1985) to pick the optimal orders automatically. Further investigation is necessary to establish the model order selection strategy.

Based on the manual model-order selection, the analysis outcomes of three distinctive cases are shown as follows: a normophonemic male voice in FIG. 8, a female voice with vocal fold tremor in FIG. 9, and a female voice with unilateral vocal fold paralysis in FIG. 10. The model fitting was initialized with the Praat’s $F_0$ estimate and $\hat{F}_0 = 0$, and the harmonic order was set for each case to be
FIG. 8. (color online) HM$^{2,1}$-based analysis outcomes of /a:/ vowel of normophonic speaker: narrowband spectrogram, $F_0$ estimates, most extreme $\dot{F}_0$ (change of instantaneous $F_0$) and $\dot{P}_s$ (rate of instantaneous harmonic power), and HNR. Praat’s $F_0$ and HNR estimates are also shown. ($F_s = 8000$ S/s, $T = 50$ ms, $L_\phi = 2, L = 1$)

FIG. 9. (color online) HM$^{2,5}$-based analysis outcomes of /i:/ vowel of speaker with tremor in FIG. 1: narrowband spectrogram, $F_0$ estimates, most extreme $\dot{F}_0$ (change of instantaneous $F_0$) and $\dot{P}_s$ (rate of instantaneous harmonic power), and HNR. Praat’s $F_0$ and HNR estimates are also shown. ($F_s = 8000$ S/s, $T = 50$ ms, $L_\phi = 2, L = 5$)

fill the discrete-time frequency spectrum.

The HNR and $F_0$ of the normophonic case in FIG. 8 confirms that model-based estimates closely follow those of Praat when the voice signal adheres to the harmonic signal model. The model-based HNR estimates across windows appear to have less fluctuation than the Praat’s HNRs. This case also provides references for the rates of changes of instantaneous $F_0$ and $P_s$. In the middle of the phonation, $|\dot{F}_0| < 100$ Hz/s and $|\dot{P}_s| < 1.0$ s$^{-1}$.

Praat and the harmonic model are also matched well on the overall variation of the instantaneous $F_0$ and $P_s$. The range of $\dot{F}_0$ is an order of magnitude more than that of the normal case. The tremor is also prevalent in the intensity as $\dot{P}_s$ shows frequent spikes although its periodicity is not easily perceivable as the frequency. The model-based HNR measures are consistently higher than those measured by Praat. The range of the model-based HNRs is similar to the normal case while Praat HNRs drops below 10 dB when severe tremor is present. These observations are inline with the synthetic results in FIG. 2.

The HNR is also known to be sensitive to turbulent noise and relates to a breathy quality of voice, specifically attributed to high frequency noise (de Krom, 1995). On the other hand, the irregular vocal fold vibrations are most prevalent near the most dominant harmonics often near the lower formant frequencies. As such, the per-harmonic HNR per (28), inspired by Childers and Lee’s NHR 1991, is more effective than the overall HNR to identify the analysis windows with irregular vibration as shown in FIG. 11. Here, $p$th-harmonic HNR is a frequency-specific HNR measure with the frequency
range defined by $F_p = ((p-0.5)F_0, (p+0.5)F_0)$. The first harmonic HNR is about 10 dB higher during segments with normal vibration than the overall HNR (which represents 0-4 kHz) while the difference narrows to 5 dB on the most disturbed window.

Finally, the vocal tract filter estimation of the nonphonemic case is shown in FIG. 12. Here, the estimated noise $\hat{v}_n$ (which comprises mostly turbulent noise) underwent LPC analysis (Burg’s method). The noise is modeled with an autoregressive (AR) model of order 16. The resulting AR(16) spectral peaks agrees with the formant peaks apparent with $x(t)$. The powers of the harmonic are then adjusted according to the associated AR filter. The resulting estimates of the source harmonics exhibit the expected monotonically descending trend of the glottal source signals, and its spectral tilt angle closely matches that of the simultaneously recorded EGG signal.

While the efficacy of this approach has not been proven, the results in FIG. 12 appear promising and encourage its use in evaluating formant frequencies and spectral tilt parameters.

VI. CONCLUSION

This paper presents the use of a time-varying harmonic model with deterministically time-varying funda-
mental frequency and amplitude parameters. These parameters are aimed to capture the slowly varying nature of voice as a part of the harmonic signal, instead of treating it as undesirable deviation. For the disordered voice, the model has shown its ability to separate disordered slow changes (e.g., amplitude and frequency modulations in tremor) from faster interharmonic irregular vocal fold vibration. The proposed model is useful in computing the frequency-specific HNRs with short analysis windows and enables measuring within-window rate of changes in instantaneous frequency and power. Finally, the model enables the direct estimation of vocal tract filter from the extracted turbulent noise.

**APPENDIX A: AMPLITUDE PARAMETER ESTIMATION**

The minimization problem (21) is an (optionally constrained) linear least squares problem. If the constraints are omitted, this problem has the close-form solution as follows.

Substituting Eqs. (13) and (14) into Eq (11) and subsequent algebraic manipulation yields

\[
s_n(\phi, \theta) = \sum_{\ell=0}^{L} h_\ell(n - n_0) \left[ \frac{1}{2} a_{0,\ell} + \sum_{p=1}^{P} a_{p,\ell} \cos(p\phi_{0,n}) \right.
+ \left. \sum_{p=1}^{P} b_{p,\ell} \sin(p\phi_{0,n}) \right]
\]  \tag{A1}

This can be rewritten in a vector-matrix format:

\[
s_n(\phi, \theta) = \sum_{\ell=0}^{L} H_\ell M_{\phi} \theta_\ell
= A(\phi) \theta,
\]  \tag{A2}

where

\[
\begin{align*}
\mathbf{s} &\triangleq [s_0 \ s_1 \ \cdots \ s_{N-1}]^T \\
H_\ell &\triangleq \text{diag}(h_\ell(-n_0), h_\ell(1-n_0), \ldots, h_\ell(N-1-n_0)), \\
M_{\phi} &\triangleq \left[ \frac{1}{2} \mathbf{1} \mathbf{C}(\phi) \mathbf{S}(\phi) \right].
\end{align*}
\]  \tag{A3, A4, A5}

and

\[
A(\phi) = \left[ M_{\phi} \ H_1 M_{\phi} \ H_2 M_{\phi} \ \cdots \ H_L M_{\phi} \right].
\]  \tag{A6}

Here, \text{diag}() defines a diagonal matrix with the specified diagonal elements, \mathbf{1} is a vector of \(N\) ones, and \mathbf{C}(\phi) and \mathbf{S}(\phi) are \((N \times P)\) matrices with the \(np\)-th element given by \(\cos(p\phi_{0,n})\) and \(\sin(p\phi_{0,n})\), respectively. The common phase \(\phi_{0,n}\) is evaluated by Eq. (12) with the current values in \(\phi\). The optimal solution is then obtained by

\[
\hat{\theta}^{(k)} = A^+ \left( \phi^{(k-1)} \right) \mathbf{s},
\]  \tag{A7}

where \(\dagger\) denotes the matrix pseudo-inverse.

**APPENDIX B: COMMON PHASE PARAMETER ESTIMATION**

The minimization problem (22) is solved with the trust-region constrained algorithm (Byrd et al., 1999) implemented by Python SciPy package (v1.7.3, https://scipy.org). The Jacobian and Hessian matrix of the objective function are given as follows.

\[
J = \left[ \frac{\partial G}{\partial \phi_{0,1}} \ \frac{\partial G}{\partial \phi_{0,2}} \ \cdots \ \frac{\partial G}{\partial \phi_{0,L}} \right],
\]  \tag{B1}

where

\[
\frac{\partial G}{\partial \phi_{0,\ell}} = \sum_{n=0}^{N-1} e_n c_{1,n} h_\ell(n - n_0)
\]  \tag{B2}

with

\[
e_n \triangleq \hat{s}_n - x_n
\]  \tag{B3}

and

\[
c_{1,n} \triangleq \sum_{p=1}^{P} p \left[ -a_{p,n} \sin(p\phi_n) + b_{p,n} \cos(p\phi_n) \right].
\]  \tag{B4}

Samples of \(\hat{s}_n, a_{p,n},\) and \(b_{p,n}\) are evaluated with the current \(\phi\) and \(\theta\). The \(ij\) element of the Hessian matrix \(H \in \mathbb{R}^{L \times L}\) takes the form

\[
H_{ij} = \frac{\partial^2 G}{\partial \phi_{0,\ell} \partial \phi_{0,j}}
= \sum_{n=0}^{N-1} \left( c_{2,n}^2 + e_n c_{2,n} \right) h_\ell(n - n_0) h_j(n - n_0),
\]  \tag{B5}

where

\[
c_{2,n} \triangleq \sum_{p=1}^{P} p^2 \left[ a_{p,n} \cos(p\phi_n) + b_{p,n} \sin(p\phi_n) \right].
\]  \tag{B6}
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