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ABSTRACT

Modeling user sequential behaviors has recently attracted increasing attention in the recommendation domain. Existing methods mostly assume coherent preference in the same sequence. However, user personalities are volatile and easily changed, and there can be multiple mixed preferences underlying user behaviors. To solve this problem, in this paper, we propose a novel sequential recommender model via decomposing and modeling user independent preferences. To achieve this goal, we highlight three practical challenges considering the inconsistent, evolving and uneven nature of the user behaviors. For overcoming these challenges in a unified framework, we introduce a reinforcement learning module to simulate the evolution of user preference. More specifically, the action aims to allocate each item into a sub-sequence or create a new one according to how the previous items are decomposed as well as the time interval between successive behaviors. The reward is associated with the final loss of the learning objective, aiming to generate sub-sequences which can better fit the training data. We conduct extensive experiments based on eight real-world datasets across different domains. Comparing with the state-of-the-art methods, empirical studies manifest that our model can on average improve the performance by about 9.68%, 12.4%, 8.56% and 7.13% on the metrics of Precision, Recall, NDCG and MRR, respectively.
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1 INTRODUCTION

Recommender system has been deployed in a wide range of applications, ranging from the fields of e-commerce [19, 22, 37], education [21, 28] to health-caring [2, 13, 46] and entertainment [1, 25, 31]. Early recommender models like matrix factorization [6, 15, 41] usually assume that the user behaviors are independent. However, user preferences in real-world scenarios is an evolving process, and successive behaviors can be highly correlated. For example, the purchasing of a mobile phone may trigger the interaction with the phone case, which may further attract user interest on phone holders. Motivated by such characters, people have designed a lot of sequential recommender models [12]. For example, FPMC [27] regards user behaviors as a Markov chain, where the current behavior is only influenced by the most recent action. GRU4Rec [16] leverages recurrent neural network to summarize all the history behaviors for the next item prediction.

While sequential recommendation has achieved many promising results, existing methods usually assume coherent user preference in a sequence. However, user personalities are complicated and diverse in practice, thus the same sequence may contain multiple user preferences. As exampled in the top block of Figure 1, the user sequentially interacts with the items of “camera → camera lens → baby chair → lens cleaner → hanging toy”. Their are two types of user preference. One is on digital items, and the other is about baby products. The user starts with the first preference, and purchases the “camera” and “camera lens”. And then, by interacting with the “baby chair”, the user moves to the second preference. In the next, the user returns to the first preference, and continues to buy the “lens cleaner”. At last, the second preference is triggered again via the interaction with the “hanging toy”. In this process, the user preference evolves along different threads. For the digital items, the evolving path is “camera → camera lens → lens cleaner”. For the
In order to overcome the above problems, in this paper, we design a reinforcement learning (RL) method to decompose user evolving preferences. The agent simulates the generation of user behaviors, and automatically allocates items to threads. This method is called ThreadALot. Thanks to the proposed method, the number of preference threads may vary, and the allocation of items to threads is dynamic. This method is compared with other methods in Table 1.

In a summary, the main contributions of this paper can be concluded as follows: (1) We propose to build sequential recommender models via decomposing user multi-thread preferences. (2) We design a reinforcement learning model to seamlessly overcome the above challenges in a unified framework, where we adaptively separate the complete user behavior sequence into many independent sub-sequences for better fitting the training data. (3) We conduct extensive experiments on eight real-world datasets to demonstrate the superiority of our model.

Table 1: Comparisons between multi-interest and our models on solving the challenges mentioned in the introduction.

| Model      | CH1 | CH2 | CH3 |
|------------|-----|-----|-----|
| SUM [20]   | -   | -   | -   |
| SINE [33]  | -   | -   | -   |
| DMIN [40]  | -   | -   | -   |
| MDSR [8]   | -   | -   | -   |
| ComiRec [5]| -   | -   | -   |
| MCPRN [37] | -   | -   | -   |
| MIND [18]  | ✓   | -   | -   |
| Octopus [23]| ✓  | -   | -   |
| PIMI [7]   | -   | ✓   | ✓   |
| Our Model  | ✓   | ✓   | ✓   |

Figure 1: Examples of user inconsistent, evolving and uneven multi-thread preferences.

| CH1: User behaviors are inconsistent. For different users, the number of preference threads may vary. For example, in the top and middle blocks of Figure 1, user X has two types of preferences on the digital and baby products, while the behaviors of user Y follow three preference threads along the book, sports and digital items, respectively. Even for the same user, different behavior sequences may also have various number of preference threads, which is illustrated in the middle and bottom blocks of Figure 1. In practice, how to handle such inconsistency across different sequences is challenging, since one cannot pre-define a unified thread number, and manually check each sequence is too labor intensive.

| CH2: User behaviors are evolving processes. Straightforwardly, sequence decomposition can be seen as a classification problem, where one can predict the thread label for each item separately, and assemble the items with the same label into the final thread. However, decomposing user behaviors is more complex. See the example in the middle block of Figure 1, in the beginning, the user interacted with many digital products. And then, she moved to the sports items, and purchased the sport shirt, sweatpants and smart-watch. If we classify the smart-watch independently, it may belong to the digital products, while by taking the user behaviors as an evolving process, we know that the reason of purchasing smart-watch is more likely for sports, such as timing and counting calories. Such evolving nature is important and unique for user behavior decomposition, but how to model it is still under-explored.

| CH3: User behaviors are unevenly distributed on the timeline. Different from sequence decomposition tasks in other domains like NLP [3] and CV [11], a unique character of our task is the significance of the time interval information between successive behaviors. Intuitively, if two behaviors happen with a large time interval, then they may have less correlations, and should be decomposed into different threads. In the bottom block of Figure 1, while “C1 → C2 → C4” and “C6 → C7” both reflect user preference on the digital items, they may happen independently, since their interaction times have a large gap. How to model such temporal information is important yet not well studied.

In order to overcome the above problems, in this paper, we design a reinforcement learning (RL) method to decompose user evolving preferences. The agent simulates the generation of user behaviors, which outputs a set of sub-sequences representing user multi-thread preferences. At each step, it decides which sub-sequence the current item should be allocated to or creates a new sub-sequence. The reward is associated with the loss of the learning objective, aiming to obtain the allocation schemes which can better fit the training data. In addition, we introduce auxiliary rewards to encourage that the items in a sub-sequence are coherent, while the representations of different sub-sequences are as independent as possible. To demonstrate the effectiveness of the designed model, we conduct extensive experiments by comparing with the state-of-the-art baselines based on a series of real-world datasets. We have noticed that there are some studies on multi-interest recommendation. For example, SUM [20] and LimaRec [39] leverage attention model to determine item allocations. MIND [18] and ComiRec [5] use capsule network and dynamic routing to separate different sub-sequences. However, most of these models are not fully aware of the above challenges (i.e., CH1 to CH3), which may lead to sub-optimal model designs and lowered recommendation performance. For clearly understanding the differences between our models and these previous work, we compare them in Table 1.

In a summary, the main contributions of this paper can be concluded as follows: (1) We propose to build sequential recommender models via decomposing user independent preferences, where we highlight three practical challenges brought by the inconsistent, evolving and uneven nature of the user behaviors. (2) We design a reinforcement learning model to seamlessly overcome the above challenges in a unified framework, where we adaptively separate the complete user behavior sequence into many independent sub-sequences for better fitting the training data. (3) We conduct extensive experiments on eight real-world datasets to demonstrate the superiority of our model.
We denote by $s_i$ we propose a world scenarios. By designing models tailored for these challenges, $f_i$ then the binary cross-entropy loss is used to learn $\sum_{i=1}^{k} (s_i, t, a_i, \hat{a})_j$, except for $f_i$ items of user $u$ and $l_0$ is the number of interacted items. We denote by $O = \{O_u\}$ the set of all user-item interactions. Then given $(U, V, O)$, sequential recommendation aims to learn a model $f$, which can accurately predict the next item $v_{u,t+1}$ for user $u$ based on $O_u$ and $l_0$. It should be noted that, as a common simplification, the time information can be omitted [17, 19, 32].

In the training process, $O_u$ is recurrently separated into many samples $\{H_{T+1}, v_{T+1}, T_{T+1}\}_{T=1}^{T-1}$, where $H_{T+1} = \{u, (v, t, a), \ldots, (v, t, a), \ldots\}$.

Then, the binary cross-entropy loss is used to learn $f$, that is, $L_1 = \sum_{u,v} \sum_{T=1}^{T-1} \log f(H_{T+1}, v, t, a) \cdot \log(1-f(H_{T+1}, v, t, a)), \text{ where the output of } f(H_{T+1}, v, t, a) \text{ is the probability of interacting with } v_{u,t+1} \text{ given the history information } H_{T+1}, S^{-}(v_{u,t+1}) \text{ is the set of negative samples, which can be sampled from the non-interacted items of user } u. \text{ To model user diverse user personalities, recent years have witnessed many multi-interest sequential recommender models (MIRM) [7, 20, 37, 39, 40]. However, as mentioned before, these models fully or partially ignore the challenges of CH1 to CH3 (see Table 1), which are key to decompose user behaviors in real-world scenarios. By designing models tailored for these challenges, we propose a sequential recommender model with adaptive user evolving preference decomposition (called SPLIT for short), which significantly differs from the previous work.}

3 THE SPLIT MODEL

There are two major components in our model (see Figure 2). The first one is an item allocator, which aims to project the items into different preference threads. The second one is a set of sub-sequences1

$$s_{t+1} = \begin{cases} \{s_{t+1}, \ldots, s_{t+k-1} \} \cup \{(v, t, a)\}, & a_i = b \in [1, k-1] \\ \{s_{t+1}, \ldots, s_{t,k} \}, & a_i = k + 1 \end{cases}$$

The state at step $i + 1$ is $s_{t+1} = (s_{t,i+1}, l_{i+1})$.

Agent ($\pi$): At step $i$, the agent outputs the action distribution for allocating $a_i$ given the state $s_i$. In specific, each sub-sequence in $s_i$ is firstly processed by a sequential model $g_i$ to derive the sub-sequencerepresentation, that is, $c_{i,b} = g_i(s_i,b)$, where we delay the

1From now on, we interchangeably use the terms of “sub-sequence” and “preference thread”.

2Here we omit the upper script $u$ when there is no confusion.

---

Figure 2: Illustration of our model: (a) is the item allocator, which sequentially assigns the items into different sub-sequences. (b) is the sub-sequence models, which process the decomposed user behaviors from (a) to generate the final recommendation list.

3.1 Item Allocator

In most multi-interest sequential recommender models [5, 8, 18], the sub-sequences are generated by processing each item independently. However, as analyzed above, the observed user behaviors are the evolution results of user multi-thread preferences. In order to accurately simulate the evolution process, we regard the decomposition of user preferences as a Markov decision process (MDP), and design an RL based item allocator to separate the user behavior sequences. Formally, suppose we have a training sample $(H_{T+1}, \psi_{T+1})$, where $H_{T+1} = \{(u, (v_1, t_1, a_1), \ldots, (v_f, t_f, a_f), \ldots)\}$. Then, our task is to decompose $H_{T+1}$ into different sub-sequences2, which can better predict $\psi_{T+1}$. To achieve this goal, we define the following Markov decision process:

State ($s_t$): The state at step $i$ is $(s_i, t_i, a_i)$. is the set of existing sub-sequences before time step $i$, that is,

$$s_i = \{s_{i,b}\}_{b=1}^{k} = \{(u, (v_{i,b,1}, t_{i,b,1}, a_{i,b,1}), \ldots, (v_{i,b,k}, t_{i,b,k}, a_{i,b,k}))\}_{b=1}^{k},$$

where $v_{i,b,1}$ is an item in $\{v_k\}_{k=1}^{T-1}$, and $t_{i,b,1}$ is the corresponding interaction time. $k$ is the number of sub-sequences, which is initialized as 1, and gradually increased in the item allocation process $l_b$. $b$ is the number of items in sub-sequence $b$. Obviously, $\sum_{b=1}^{k} l_b = i - 1$.

Action ($a_i$): The action at step $i$ determines how to allocate the current item $v_i$. If $v_i$ is coherent with an existing sub-sequence, then it will be put into it. Otherwise, the agent will create a new sub-sequence initialized by $v_i$.

Formally, the action space is $[1, 2, \ldots, k, k + 1]$, where $a_i = b$ ($b \in [1, k]$) means allocating $v_i$ to sub-sequence $b$, and $a_i = k + 1$ indicates creating a new sub-sequence. Remarkably, such action design is the key to accurately simulate user evolving preference, where the user can not only continue her old preferences, but also can launch a new interest. After taking action $a_i$, $s_i$ is updated to $s_{i+1}$ in a deterministic manner, that is:

$$s_{i+1} = \begin{cases} \{s_{i,1}, \ldots, s_{i,b} \cup \{(v_i, t_i)\}, a_i = b \in [1, k] \\ \{s_{i,1}, \ldots, s_{i,k} \}, & a_i = k + 1 \end{cases}$$

The state at step $i + 1$ is $s_{i+1} = (s_{i,i+1}, l_{i+1})$. Each step, the agent outputs the action distribution for allocating $a_i$ given the state $s_i$. In specific, each sub-sequence in $s_i$ is firstly processed by a sequential model $g_i$ to derive the sub-sequencerepresentation, that is, $c_{i,b} = g_i(s_i,b)$, where we delay the
"dist" is implemented with a three-layer fully connected neural network, measuring the similarity between $v_i$ and $s_{i,b}$ in semantic. $\phi$ is a monotonically decreasing function. $t_0$ represents the sub-sequence time, which is set as the interaction time of the last item in $s_{i,b}$ (i.e., $t_i, b, t_{b-1}$). In this equation, we derive the overall coherent score based on two aspects, that is, the semantic similarity and the temporal influence. Since $\phi$ is monotonically decreasing, the larger the time interval $(t_i - t_b)$ is, the smaller the overall coherent score $c_{sb}$ is. This design encodes the intuition that the behaviors with larger time intervals have less correlations.

In ordinary reinforcement learning methods, the action space is fixed. However, an important aspect for simulating user evolvement preference is modeling the emergence of new preference threads. To satisfy this requirement, we design a simple but effective method to adaptively expand the action space. In specific, we introduce a threshold $\epsilon$, and define a novel activation function "$e$-softmax" to implement $\pi$, that is: $\pi(a_i = b|(s_i, t_i)) = \frac{\mu(c(s_1, s_2, ..., c_{sb}, e; \zeta))}{\sum_b \exp \left(\frac{\mu(c(s_1, s_2, ..., c_{sb}, e; \zeta))}{\zeta} + \frac{b}{k}\right)}$, where $[x]_b$ selects the $b$th element of $x$, and $b \in [1, k + 1]$. $\mu$ is the softmax operator with $\zeta$ as the temperature parameter, that is:

$$
\mu(c(s_1, s_2, ..., c_{sb}, e; \zeta)) = \frac{\exp \left(\frac{\mu(c_s)}{\zeta} \right) + \frac{b}{k}}{\sum_b \exp \left(\frac{\mu(c(s_1, s_2, ..., c_{sb}, e; \zeta))}{\zeta} + \frac{b}{k}\right)}, \quad b \in [1, k]
$$

$$
\mu(c(s_1, s_2, ..., c_{sb}, e; \zeta)) = \frac{\exp \left(\frac{\mu(c_s)}{\zeta} \right) + \frac{b}{k}}{\sum_b \exp \left(\frac{\mu(c(s_1, s_2, ..., c_{sb}, e; \zeta))}{\zeta} + \frac{b}{k}\right)}, \quad b = k + 1
$$

The working principle of $e$-softmax is as follows: if $v_i$ is not coherent with any of existing sub-sequences, that is, $c_{sb} < \epsilon, \forall b \in [1, k]$, then the user is more likely to launch a new preference thread. Correspondingly, $\arg\max_b \pi(a_i = b|(s_i, t_i)) = k + 1$. If there are many sub-sequences, satisfying $c_{sb} > \epsilon$, then $v_i$ will be allocated to the one with the largest $c_{sb}$, which agrees with our expectation, i.e., allocating $v_i$ to the most coherent sub-sequence.

As a special case, if $c_{sb} > \epsilon, \forall b \in [1, k]$, then the agent will not create new sub-sequences, which is similar to deploy an ordinary softmax on the action space $[1,k]$. With $e$-softmax, the number of sub-sequences can be adaptively increased, which is able to capture the evolving nature of user preferences.

**Reward ($r_i$):** We design rewards based on the following aspects:

- Whether the decomposed sub-sequences can lead to the better fitting of the training data? In general, a model with lower loss means it can fit the data better. Thus, we use the negative loss as the reward to measure the capability of our model on fitting the data. For the sample $(H_{T+1}, \sigma_{T+1})$, we denote by $l(H_{T+1}, \sigma_{T+1})$ the loss function of predicting $\sigma_{T+1}$ based on $H_{T+1}$. Since we can only compute the loss when all the sub-sequences have been generated, the reward is defined in a delayed manner, that is:

$$
r_{i,t} = \begin{cases} 
0, & \text{if } i \in [1,T-1] \\
-l(H_{T+1}, \sigma_{T+1}), & \text{if } i = T
\end{cases}
$$

- Whether the allocated items can lead to better coherence within each sub-sequence? To compute the sub-sequence coherence, we firstly compute the embedding of each sub-sequence $s_{i,b}$ as the sum of its item embeddings, that is, $e_i = \frac{1}{|s_{i,b}|} \sum_{k,(k,b) \in s_{i,b}} e_k$. Suppose the action at step $i$ is $b$, $e_i$ is the embedding of item $v_i$, then the reward is set as the cosine similarity between $s_{i,b}$ and $v_i$, that is, $r_{i,b} = \frac{k_b^T \cdot e_i}{||k_b||_2 ||e_i||_2}$, where $|| \cdot ||_2$ is the L2-norm. If $b = k + 1$, we directly set the reward as the similarity between the user and item embeddings.

We directly set the reward to the similarity between the user and item embeddings.

**Whether the allocated items can lead to better orthogonality between different sub-sequences?** Ideally, each sub-sequence should exactly encode one type of user preference, thus we encourage orthogonality between different sub-sequences for avoiding information leaking. Formally, if the action at step $i$ is $b$, then the reward is set as $r_{i,b} = -\sum_{b \neq j} ||k_b^T \cdot e_i||_2$, where $k_b = \frac{1}{|s_{i,b}|} \sum_{(a_i,s_{i,b})} (e_i + |s_{i,b}| k_0)$ is the embedding of $s_{i,b}$ after incorporating $a_i$. Since only sub-sequence $b$ has been changed at this step, we only check the orthogonality between $s_{i,b}$ and the other sub-sequences.

**Reward ($r_i$):** We design rewards based on the following aspects:

- Whether the decomposed sub-sequences can lead to the better fitting of the training data? In general, a model with lower loss means it can fit the data better. Thus, we use the negative loss as the reward to measure the capability of our model on fitting the data. For the sample $(H_{T+1}, \sigma_{T+1})$, we denote by $l(H_{T+1}, \sigma_{T+1})$ the loss function of predicting $\sigma_{T+1}$ based on $H_{T+1}$. Since we can only compute the loss when all the sub-sequences have been generated, the reward is defined in a delayed manner, that is:

$$
r_{i,t} = \begin{cases} 
0, & \text{if } i \in [1,T-1] \\
-l(H_{T+1}, \sigma_{T+1}), & \text{if } i = T
\end{cases}
$$

- Whether the allocated items can lead to better coherence within each sub-sequence? To compute the sub-sequence coherence, we firstly compute the embedding of each sub-sequence $s_{i,b}$ as the sum of its item embeddings, that is, $e_i = \frac{1}{|s_{i,b}|} \sum_{k,(k,b) \in s_{i,b}} e_k$. Suppose the action at step $i$ is $b$, $e_i$ is the embedding of item $v_i$, then the reward is set as the cosine similarity between $s_{i,b}$ and $v_i$, that is, $r_{i,b} = \frac{k_b^T \cdot e_i}{||k_b||_2 ||e_i||_2}$, where $|| \cdot ||_2$ is the L2-norm. If $b = k + 1$, we directly set the reward as the similarity between the user and item embeddings.

- Whether the allocated items can lead to better orthogonality between different sub-sequences? Ideally, each sub-sequence should exactly encode one type of user preference, thus we encourage orthogonality between different sub-sequences for avoiding information leaking. Formally, if the action at step $i$ is $b$, then the reward is set as $r_{i,b} = -\sum_{b \neq j} ||k_b^T \cdot e_i||_2$, where $k_b = \frac{1}{|s_{i,b}|} \sum_{(a_i,s_{i,b})} (e_i + |s_{i,b}| k_0)$ is the embedding of $s_{i,b}$ after incorporating $a_i$. Since only sub-sequence $b$ has been changed at this step, we only check the orthogonality between $s_{i,b}$ and the other sub-sequences.

**Whether the number of sub-sequences is appropriate?** Intuitively, if the number of sub-sequences is too small, then user preferences may not be well separated. However, if there are too many sub-sequences, then each sub-sequence may only contain a few items, which can be hard to represent the user preference. In order to better control the sub-sequence number, we introduce the following reward:

$$
r_{i,a} = \begin{cases} 
0, & \text{if } b \in [1, k] \\
\lambda, & \text{if } b = k + 1
\end{cases}
$$

where if the current action $a$ is "creating a new sub-sequence", then there will be a non-zero reward $\lambda$. If $\lambda > 0$, then the agent is encouraged to produce more sub-sequences, otherwise, "creating new sub-sequences" is penalized.

For better guiding the sub-sequence generation, we implement $\lambda$ in a curriculum learning manner. More specifically, in the beginning of the sequence decomposition, there are only a few sub-sequences. At this time, we do not impose much constraint on "creating new sub-sequences", and set $\lambda$ as a large value. As more sub-sequences are generated, we would like to control the increasing speed of the sub-sequence number, and thus lower the value of $\lambda$. To realize this idea, we set $\lambda = \omega_1 + \omega_2$, where $\omega_1$ is the index of the action step, $\omega_1$ and $\omega_2$ are hyper-parameters, and we set $\omega_1 < 0$ to ensure that $\lambda$ is monotonically decreasing w.r.t. the index $i$, that is, as the agent takes more actions, we impose more strict control on the number of sub-sequences.

By combining $r_{i,1}$ to $r_{i,4}$, the overall reward at step $i$ is $r_i = \sum_{j=1}^4 r_{i,j}$. A complete running example of the above MDP can be seen in Figure 2(a), where, at each step, the current item is allocated into a preference thread based on the agent $\pi$.

Suppose the trajectory of decomposing the item sequence is $\pi = \{s_1, a_1, s_2, a_2, ..., s_T, a_T, s_{T+1}\}$, then the probability of observing $\pi$ is $p(\pi) = p(s_1) \prod_{t=1}^T p(s_{t+1}|s_t, a_t) p(a_t|s_t)$, where $p(s_t)$ is the initial state distribution, and $p(s_{t+1}|s_t, a_t)$ is the deterministic transition kernel defined in equation (2). The objective for learning $\pi$ is $L = E_{\pi} [\gamma \sum_{t=1}^T r_{i,1} - r_i]$, where $\gamma$ is the predefined discount factor. By considering all the empirical transition samples, and according to the log-trick, we can directly optimize the following
Table 2: Relation between our model and the previous work.

| Model                          | Global | Local |
|-------------------------------|--------|-------|
| General recommendation        | Static | -     |
| Sequential recommendation     | Evolving | -     |
| Multi-interest recommendation | Evolving | Static |
| SPLIT (our model)             | Evolving | Evolving |

Objective:

\[ L_{IA}(\Theta_\pi, \Theta_e) = \sum_{u=1}^{U} \sum_{t=1}^{T} \log \pi(a^u_i|s^u_t), \]  

(6)

where \( R_T(\tau) = \sum_{t=1}^{T} \nu^{t-1} \tau_t \), and we recover label \( u \) to indicate the user of the training samples.

Model Specification. (i) For \( g_s \), we leverage LSTM [14], GRU [10] and Transformer [35] to implement it. Give a sub-sequence \( s_{i,b} = [u, (i_b,k_1,t_{i,b,1}), \ldots, (i_b,k_j,t_{i,b,j}), \ldots] \), the input of \( g_s \) at each step \( j \) is \( (i_b,k_j,t_{i,b,j}, \ldots) \), where if \( j = 1 \), then the input is \( (i_b,k_j,0) \). To derive the embedding of the input, we firstly project the time interval \( (t_{i,b,j}, t_{i,b,j-1}) \) with a linear operator, and then concatenate it with the embedding of \( v_{i,b,j} \). We initialize the first step of \( g_s \) with the user embedding, and the model architectures follow the original papers. At last, we compute the final sub-sequence embedding as the average of the hidden states. (ii) For \( \phi \), it aims to monotonically project the time interval information into a decaying constant. In our model, we use two methods to implement \( \phi \), that is:

\[ \phi(t_i - t_b) = \begin{cases} -k_1(t_i - t_b) + k_2, & \text{linear method} \\ e^{-k_3(t_i - t_b)}, & \text{exponential method} \end{cases} \]  

(7)

where \( k_1 > 0 \) and \( k_3 > 0 \) are pre-defined hyper-parameters.

3.2 Sub-sequence Modeler

The second component of our model is a set of sub-sequence modelers (see Figure 2(b)). For each training sample \((H_{T+1}, \tau_{T+1})\), where \( H_{T+1} = (s_{i,b}^{T+1}) \), we firstly decompose \( s_{i,b}^{T+1} \) into \( K \) sub-sequences \( \{s_{i,b,k}^{T+1} \}_{k=1}^{K} \) based on the above item allocator. Then a sequential model \( g_{\phi} \) is leveraged to project each \( s_{i,b,k}^{T+1} \) into an embedding, where we implement \( g_{\phi} \) with the same architecture as used for \( g_s \). Suppose the output embedding of \( g_{\phi}(s_{i,b,k}^{T+1}) \) is \( x_\phi \), then the learning objective is \( l_{IA}(H_{T+1}, \tau_{T+1}) = -\sum_{k=1}^{K} \gamma_k l_{CE}(x_\phi, \tau_{T+1}) \), where \( \gamma_k = \pi(a_{T+1} = b(s_{i,b,k}^{T+1})) \) is the probability of allocating \( \tau_{T+1} \) into an existing sub-sequence (when \( b \in \{1, K\} \) or creating a new one initialized by \( \tau_{T+1} \) (when \( b = K+1 \)). \( e_{T+1} \) is the embedding of item \( \tau_{T+1} \). \( l_{CE} \) is the binary cross entropy loss, that is:

\[ l_{CE}(x_\phi, \tau_{T+1}) = \log \sigma(x_\phi^T e_{T+1}) + \sum_{k \in S(\tau_{T+1})} \log(1 - \sigma(x_\phi^T e_k)), \]  

(8)

where, when \( b = K+1 \), we assign \( x_\phi \) with the user embedding.

At last, the overall learning objective is derived by summing the losses of all the training samples, that is:

\[ L_{SSM}(\Theta_\pi, \Theta_e) = \sum_{u=1}^{U} \sum_{t=1}^{T} l_{IA}^u(s_u^{T+1}, \tau_{T+1}), \]  

(9)

where \( H_{T+1}^u = (s_u^{T+1}, \tau_{T+1})^u \), and we recover label \( u \) to indicate the training samples related with user \( u \). \( \Theta_e \) is the set of parameters related with \( g_e \).

Algorithm 1: Learning algorithm of our model

1. Indicate the number of training batches \( M \).
2. Initialize the model parameters \( \Theta_\pi, \Theta_e, \Theta_x \).
3. Initialize a tuning parameter \( \alpha \).

for batch number \([0, M]\) do

for each sample \((H_{T+1}, \tau_{T+1})\) in the batch do

for \( i \in [1, T] \) do

Select an action \( a_i \) based on \( st_i = (s_i, t_i) \) and \( \pi \).

Allocate \( a_i \) into sub-sequence \( a_i \).

Obtain the reward \( r_i \).

Update the state to \( st_{i+1} = (s_{i+1}, t_{i+1}) \).

end

Update \( \Theta_\pi, \Theta_e, \Theta_x \) based on objective (6) and \( \{(s_i, t_i), a_i, r_i\}_{i=1}^{T} \).

end

end

4 LEARNING PROCESS

The complete learning process of our framework is summarized in Algorithm 1. For each training sample, the agent generates a trajectory as follows: at each step, the agent firstly takes an action based on the state, and then the reward is obtained based on \( r_i = \sum_{d=d}^{d} r_{i,d} \), where the loss function in \( r_{i,d} \) is derived by fixing \( g_s \) obtained from the last training batch. At last, the state \( st_i \) is updated to \( st_{i+1} \) based on equation (2). After obtaining the trajectory, the agent is optimized based on objective (6). Once the agent has generated trajectories for all the training samples in a batch, we update the parameters of \( \Theta_\pi, \Theta_e, \Theta_x \) jointly based on the following objective:

\[ L = \alpha L_{IA}(\Theta_\pi, \Theta_e) + (1 - \alpha) L_{SSM}(\Theta_\pi, \Theta_e), \]  

(10)

where \( \alpha \) is a parameter balancing different optimization targets. In the serving process, the agent has been learned, and it just need to infer actions to separate user behavior sequences, which is not time consuming.

4.1 Further Discussion

How do we overcome the challenges of CH1 to CH3? Our model is an effective remedy for the three challenges proposed in the introduction. For CH1, we develop a novel \( \epsilon \)-softmax operator, which allows the number of user preference threads to be adaptively determined according to the target sequence. Here, we do not differentiate the sequences between different users or for the same user, our model is applicable for both of these scenarios. For CH2, reinforcement learning is naturally designed for modeling the evolution of sequential events. In our model, the agent \( \pi \) simulates how the user preference evolves, and the current item is allocated into a preference thread based on the previously generated sub-sequences. For CH3, we incorporate the time information into the agent, where if the current item is far from a sub-sequence, then it is less likely to be allocated into it. In fact, the above challenges are hard to be simultaneously addressed by existing multi-interest recommender models, which are mostly based on the capsule network and dynamic routing. In this paper, we follow a fundamentally
Table 3: Statistics of the datasets. We remove “Amazon-” and “Foursquare-” for saving the space.

| Dataset       | #User | #Item | #Interaction | Density | Domain     |
|---------------|-------|-------|--------------|---------|------------|
| Video         | 5,131 | 1,686 | 37,126       | 0.43%   | e-commerce |
| Garden        | 1,687 | 963   | 13,272       | 0.82%   | e-commerce |
| Music         | 1,430 | 901   | 10,261       | 0.80%   | e-commerce |
| Baby          | 19,446| 7,051 | 160,792      | 0.12%   | e-commerce |
| Beauty        | 22,364| 12,102| 198,502      | 0.08%   | e-commerce |
| Wechat        | 4,364 | 10,654| 198,702      | 0.43%   | micro-video|
| NY            | 1,063 | 3,896 | 40,825       | 0.99%   | check-in   |
| TKY           | 2,288 | 7,056 | 128,530      | 0.80%   | check-in   |

Our experiments are conducted based on eight real-world datasets across three different domains. More specifically, Amazon-Video, Amazon-Garden, Amazon-Music, Amazon-Baby and Amazon-Beauty\(^4\) are e-commerce datasets collected from Amazon.com, which contain user purchasing records from different product categories. Wechat\(^5\) is a video dataset, which provides the watching behaviors of the users on the videos. Foursquare-NY\(^6\) and Foursquare-TKY\(^7\, \(\text{[30, 42, 43]}\) are well-known recommendation datasets, containing user check-in information in New York and Tokyo spanning for about 10 months. The statistics of these datasets are summarized in Table 3.

5 EXPERIMENTS

5.1 Experiment Setup

5.1.1 Datasets. Our experiments are conducted based on eight real-world datasets across three different domains. More specifically, Amazon-Video, Amazon-Garden, Amazon-Music, Amazon-Baby and Amazon-Beauty\(^4\) are e-commerce datasets collected from Amazon.com, which contain user purchasing records from different product categories. Wechat\(^5\) is a video dataset, which provides the watching behaviors of the users on the videos. Foursquare-NY\(^6\) and Foursquare-TKY\(^7\, \(\text{[30, 42, 43]}\) are well-known recommendation datasets, containing user check-in information in New York and Tokyo spanning for about 10 months. The statistics of these datasets are summarized in Table 3.

5.1.2 Baselines. In order to demonstrate the effectiveness of our model, we compare it with 11 representative baselines. We introduce these baselines following a similar taxonomy as in Table 2: for general recommendation, BPR\(^26\) is a well-known recommender model for capturing user implicit feedback, where we use matrix factorization as the prediction model. NCF\(^15\) is a deep recommender model, which generalizes the traditional matrix factorization method for modeling user-item nonlinear relationship. For sequential recommendation, GRU4Rec\(^16\) is an early method for modeling user sequential behaviors based on GRU, where the user history behaviors are recurrently feed into the model for predicting the next item. STAMP\(^22\) is an attention based sequential recommender model, which believes that the most recent interaction is the key for the current user behavior. NARM\(^19\) is also an attention based sequential recommender model, where different user history behaviors are discriminated by an attention neural network. BERT4Rec\(^34\) is a sequential recommender model based on the self-attention mechanism. For fair evaluation, we also compare our model with two sequential recommender models, which contain the user-item interaction time information. In specific, TLSTM\(^47\) is a novel time-aware LSTM architecture, which is able to incorporate the time information for user behavior modeling. TASER\(^44\) is a self-attention based recommender model, where the item embeddings are enhanced by the continuous time information. For multi-interest recommendation, MCRPN\(^37\) is a well known multi-interest recommender model, which associates each item with a type of user preference based on the capsule network and dynamic routing. PIMI\(^7\) is a time-sensitive multi-interest recommender model, where the user preferences are decomposed by considering the time interval information between successive behaviors. Octopus\(^23\) is a recently proposed multi-interest recommender model, which designs a novel “activation” mechanism, and different sequences may activate various number of interests.

5.1.3 Implementation details. For each user behavior sequence, we use the last and second last interactions as the testing and validation sets, respectively, while the others are left for model training. We evaluate different models based on the metrics including Precision\(^38\), Recall\(^38\), NDCG\(^4\) and MRR\(^29\). In the experiments, five items are recommended from each model to compare with the ground truth. More specifically, the learning rate and user/item embedding size are tuned in the ranges of \([0.01, 0.005, 0.001]\) and \([64, 128, 256]\), respectively. The batch size is determined in the range of \([256, 512, 1024]\). The threshold \(e\) is searched in \([0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9]\). The curriculum parameters \(w_1\) and \(w_2\) are determined in the ranges of \([-0.1, -0.2, -0.3, -0.4, -0.5]\) and \([0.1, 0.2, 0.3, 0.4, 0.5]\), respectively. The tuning parameter \(α\) is empirically set as 0.5.

For the baselines, we set the parameters as their default values reported in the original papers or tune them in the same ranges as our model’s.

5.2 Overall Performance

In this section, we compare our model with the baselines, and the results are presented in Table 4, where we can see: in general, sequential recommender models can achieve better performance than the non-sequential ones. For example, in most cases, GRU4Rec, STAMP and NARM perform better than BPR and NCF. These observations agree with the previous studies\(^19, 22, 32\), and manifest that explicitly modeling the correlations between user behaviors is indeed useful to improve the recommendation performance. Among different sequential recommender models, the non-attentive method GRU4Rec performs worse than the other ones. We speculate that the attention mechanism can effectively discriminate the importances of different items. The information which are useful for the target item prediction is strengthened, while the noisy items
Table 4: Overall comparison between our model and the baselines. All the numbers are percentage values with “%” omitted. We remove the prefix of Foursquare-NY and Foursquare-TKY for saving the space. The best performance is labeled by bold fonts. *" indicates the improvement of our model against the best baseline is significant under paired-t test with "p < 0.05".

| Category       | General Model | Sequential Model | Multi-interest Model | Our Model |
|----------------|---------------|------------------|----------------------|-----------|
|                | BPR | NCF | GRUSRec | STAMP | NARM | BERTRec | ILSTM | TASER | MCPPN | FMM | Octopus |
| Amazon-Garden  | Precision@5 | 0.56 | 0.55 | 1.36 | 1.20 | 1.59 | 0.94 | 1.43 | 1.20 | 1.60 | 1.55 | 1.30 | 1.71 |
|                | Recall@5    | 2.79 | 2.73 | 6.82 | 5.99 | 7.95 | 4.69 | 7.24 | 5.97 | 8.01 | 7.01 | 6.52 | 8.54 |
|                | NDCG@5      | 1.72 | 1.69 | 4.62 | 4.90 | 5.21 | 2.07 | 5.34 | 4.12 | 5.86 | 5.30 | 3.50 | 5.92 |
|                | MRR@5       | 1.37 | 1.35 | 3.88 | 4.22 | 4.31 | 2.07 | 4.59 | 2.84 | 4.62 | 3.94 | 2.52 | 5.07 |
| Amazon-Video   | Precision@5 | 2.58 | 2.52 | 2.97 | 2.97 | 3.06 | 1.92 | 3.11 | 2.68 | 2.74 | 2.95 | 2.16 | 3.43 |
|                | Recall@5    | 12.88 | 8.18 | 14.83 | 14.84 | 15.95 | 9.62 | 15.54 | 13.39 | 13.72 | 9.81 | 11.59 | 17.13 |
|                | NDCG@5      | 8.46 | 5.12 | 10.37 | 11.22 | 11.22 | 7.87 | 11.44 | 8.01 | 10.07 | 9.65 | 8.11 | 13.23 |
|                | MRR@5       | 6.99 | 6.72 | 8.90 | 9.88 | 9.88 | 5.85 | 7.74 | 6.25 | 8.87 | 8.66 | 6.97 | 13.83 |
| Amazon-Music   | Precision@5 | 5.25 | 5.32 | 4.55 | 5.11 | 4.55 | 3.85 | 5.39 | 4.41 | 5.67 | 5.18 | 5.23 | 6.65 |
|                | Recall@5    | 3.34 | 3.59 | 3.01 | 3.57 | 3.14 | 2.17 | 3.62 | 3.09 | 3.82 | 3.43 | 3.56 | 4.22 |
|                | NDCG@5      | 2.72 | 3.03 | 2.51 | 3.06 | 2.68 | 1.63 | 3.04 | 2.66 | 3.21 | 2.87 | 2.91 | 3.42 |
| Amazon-Baby    | Precision@5 | 1.05 | 1.06 | 0.91 | 1.02 | 0.91 | 0.77 | 1.08 | 0.88 | 1.13 | 1.04 | 1.07 | 1.33 |
|                | Recall@5    | 0.61 | 0.54 | 0.24 | 0.77 | 0.77 | 0.77 | 1.49 | 1.44 | 1.73 | 0.92 | 0.62 | 1.66 |
|                | NDCG@5      | 1.25 | 1.32 | 1.48 | 1.41 | 1.40 | 1.07 | 1.49 | 1.44 | 1.73 | 1.04 | 0.62 | 1.33 |
| Amazon-Beauty  | Precision@5 | 2.58 | 2.57 | 4.48 | 4.64 | 4.55 | 3.49 | 5.23 | 3.86 | 5.09 | 0.79 | 3.43 | 6.35 |
|                | Recall@5    | 1.37 | 1.32 | 1.59 | 1.64 | 1.67 | 0.94 | 1.80 | 1.71 | 1.90 | 1.31 | 0.87 | 2.02 |
|                | NDCG@5      | 0.63 | 0.61 | 0.54 | 0.61 | 0.77 | 0.77 | 1.10 | 1.10 | 1.24 | 0.92 | 0.92 | 1.34 |
| WeChat         | Precision@5 | 0.23 | 0.20 | 0.52 | 0.49 | 0.50 | 0.29 | 0.55 | 0.92 | 0.54 | 0.62 | 0.29 | 0.59 |
|                | Recall@5    | 1.17 | 1.02 | 2.60 | 2.52 | 2.52 | 1.46 | 2.74 | 2.73 | 2.72 | 2.11 | 1.47 | 3.22 |
|                | NDCG@5      | 0.75 | 0.66 | 1.68 | 1.66 | 1.67 | 0.94 | 1.80 | 1.71 | 1.90 | 1.31 | 0.87 | 2.02 |
|                | MRR@5       | 0.82 | 0.86 | 1.15 | 1.14 | 1.40 | 0.77 | 1.49 | 1.44 | 1.73 | 0.92 | 0.62 | 1.66 |
| NY             | Precision@5 | 0.26 | 0.24 | 0.50 | 0.47 | 0.57 | 0.66 | 0.66 | 0.66 | 0.81 | 0.59 | 0.36 | 0.73 |
|                | Recall@5    | 1.31 | 1.21 | 2.50 | 2.34 | 2.87 | 2.93 | 3.14 | 3.12 | 3.05 | 2.93 | 1.81 | 3.67 |
|                | NDCG@5      | 0.77 | 0.78 | 1.48 | 1.47 | 1.78 | 1.85 | 1.91 | 1.81 | 1.92 | 1.85 | 1.04 | 2.25 |
|                | MRR@5       | 0.60 | 0.62 | 1.15 | 1.19 | 1.43 | 1.56 | 1.52 | 1.51 | 1.55 | 1.50 | 0.79 | 1.79 |
| TKY            | Precision@5 | 1.32 | 1.28 | 1.26 | 1.32 | 1.34 | 1.39 | 1.39 | 1.43 | 1.39 | 1.37 | 1.28 | 1.45 |
|                | Recall@5    | 6.59 | 6.40 | 6.51 | 6.59 | 6.69 | 6.97 | 6.97 | 7.02 | 6.97 | 6.87 | 6.40 | 7.23 |
|                | NDCG@5      | 4.32 | 4.29 | 4.04 | 4.11 | 4.55 | 4.58 | 4.58 | 4.69 | 4.69 | 4.54 | 4.29 | 4.93 |
|                | MRR@5       | 3.59 | 3.59 | 3.29 | 3.29 | 3.84 | 3.97 | 3.79 | 3.88 | 3.97 | 3.77 | 3.59 | 4.16 |

5.3 Ablation Studies

In the above section, we compare our model with the baselines as a whole. Readers may be interested in how different components in our model contribute the final performance. To answer this question, we compare our model with its seven variants: in SPLIT (r_i), we remove the reward for better fitting the training data (i.e., equation (4)). In SPLIT (r_2), the reward for promoting sub-sequence are lower weighted. Thus, attention based models can better represent the history information, and bring superior performances. Among all the baselines, the multi-interest recommender model MCPRN can usually achieve the best performance, which verifies the effectiveness of decomposing and modeling user independent preferences. In most cases, our model can achieve the best performance across different datasets and metrics. In specific, our model can on average improve the best baselines by about 9.68%, 12.4%, 8.56% and 7.13% on the metrics of Precision, Recall, NDCG and MRR, respectively. Comparing with sequential recommender models, we are able to decompose the mixed user preferences, which facilitates more clear history representation and focused item estimation. Comparing with multi-interest recommender models, our method can simultaneously consider the inconsistent, evolving and uneven characters of the user preference, which are important for decomposing user behaviors in practice. We speculate that such designs may successfully reveal the basic rules underlying user behaviors, which introduce beneficial inductive bias, and lead to better recommendation performance.

Figure 3: Results of the ablation studies.
Table 5: Influence of different $g_1$’s and $\phi$’s.

| $g_1$     | Amazon-Garden | $\phi$ (Linear) | LSTM | GRU | Transformer |
|-----------|---------------|-----------------|------|-----|-------------|
|           |               | 8.88            | 13.00| 11.49|              |
|           |               | 6.89            | 13.32| 13.13|              |

| $g_1$     | Amazon-Video  | $\phi$ (Linear) | LSTM | GRU | Transformer |
|-----------|---------------|-----------------|------|-----|-------------|
|           |               | 2.78            | 5.4  | 5.41|              |
|           |               | 3.24            | 5.92 | 5.86|              |

for better fitting the training data (i.e., $r_3$) is very important, which is evidenced by the lowered performance of SPLIT ($r_2$) comparing with SPLIT. On the dataset of Amazon-Garden, the performance of SPLIT ($r_2$) is even worse than many baselines. Actually, this is not surprising, since this reward is directly related with the loss function, which is critical for the model performance. SPLIT ($r_2$) and SPLIT ($r_3$) perform worse than SPLIT on both datasets, which suggests that the reward on promoting intra-subsequence coherence (i.e., $r_2$) and inter-subsequence orthogonality (i.e., $r_3$) are both necessary. It is very interesting to see that the performances of SPLIT ($r_4$, $c$) and SPLIT ($r_4$) are similar. This manifests that if we control the number of sub-sequences in a too simple manner, e.g., defining an unchanged reward, then its effect is similar to that of not setting this reward at all. By carefully designing the reward function, SPLIT is better than both SPLIT ($r_4$, $c$) and SPLIT ($r_4$), which demonstrates the effectiveness of our proposed curriculum reward. By comparing SPLIT ($\cdot \cdot$) with SPLIT, we find that the temporal function $\phi$ is important, since removing it can lead to lowered performances on both datasets. This result actually verifies the effectiveness of addressing the third challenge mentioned in the introduction, and confirms the importance of modeling the time interval information between successive user behaviors. If we unify the number of sub-sequences for all the samples, the performance is not satisfied. For example, on the dataset of Amazon-Video, SPLIT ($\cdot \cdot$) is the worst among all the variants. This observation highlights the significance of overcoming the first challenge in the introduction, that is, different user behavior sequences should be separated into various numbers of sub-sequences.

5.4 Further Experiments

In this section, we conduct further experiments to study the influence of different model implementations and the key hyper-parameters. Similar to the above settings, we base the experiments on the datasets of Amazon-Garden and Amazon-Video, and use NDCG as the evaluation metric. The results on the other datasets and metrics are similar and omitted. We set the model parameters as their optimal values tuned in section 5.2.

5.4.1 Influence of different $g_1$’s and $\phi$’s. In our model, $g_1$ determines how to represent the generated sub-sequences\(^5\), and $\phi$ indicates how the time interval information influence the coherence score. In this paper, we explore three methods to implement $g_1$, that is: LSTM, GRU and transformer. For $\phi$, we use either linear or exponential methods to project the time interval information into a constant. In the experiment, the hyper-parameters $k_1$, $k_2$ and $k_3$ are tuned to achieve the best performance. We compare different combinations between $g_1$ and $\phi$ in Table 5, where we can see: for the sequential architecture $g_1$, GRU can usually lead to the best performance. We speculate that GRU is a much lighter architecture comparing with LSTM and transformer, which can be more appropriate for the sparse recommendation datasets. More redundant parameters may over-fit the training data and lead to inferior performances. From the perspective of $\phi$, exponential function can be the better choice for our task in most cases. The reason can be that the exponential method can project any time-interval information into a moderate range (i.e., $[0,1]$), while the linear method may result in too large $\phi(t-t_0)$’s, which may overwhelm the semantic similarity in equation (3), and impact the final performance.

5.4.2 Influence of the threshold $e$. In our agent $\pi$, the threshold $e$ determines how rigorous we would like to constrain the generation of a new sub-sequence. With a small $e$, the agent can not easily produce new sub-sequences, since the condition “$c_5 < e$” is hard to satisfy. While if $e$ is larger, then the agent has more changes to generate new sub-sequences. In order to see the influence of $e$ on the final performance, we tune it in the range of $[0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9]$, and the results are presented in Figure 5, where we can see: on Amazon-Garden, the performance fluctuates dramatically when $e$ is small, and after reaching the optimal point, the performance continually goes down as $e$ becomes larger. On Amazon-Video, the performance curve is much smoother, but similarly, it has experienced the “going-up” and “going-down” processes. On both datasets, the best performance is achieved when $e$ is moderate. We speculate that too large $e$ makes the agent produce too many sub-sequences, and there is only a few items in each sub-sequence, which is limited for comprehensively representing the user preference. While if $e$ is too small, the user diverse preferences cannot be well decomposed, and the mixed preferences may confuse the sub-sequence representations and lower the model performance.

5.4.3 Influence of the curriculum parameters $w_1$ and $w_2$. In reward $r_{1,4}$ (i.e., equation (5)), the number of user preference threads is controlled in a curriculum learning manner. $w_1$ and $w_2$ determine the curves of the reward. In specific, $w_2$ sets the initial reward at the first step, while $w_1 < 0$ indicates the reward decreasing speed. In this section, we study the influence of $w_1$ and $w_2$ on the final performance. We tune $w_1$ and $w_2$ in the ranges of $[-0.1,-0.2,-0.3,-0.4,-0.5]$ and $[0.1,0.2,0.3,0.4,0.5]$, respectively, and the results are shown in Figure 6, from which we can see: on the dataset of Amazon-Garden, smaller $w_1$ and $w_2$ can usually lead to better performances, while on Amazon-Video, the best performance is achieved when $w_1$ and $w_2$ are larger. We speculate that the number of items in Amazon-Garden is small, thus their characters can be easily covered by a few amount of independent user preference threads. To limit the thread number, smaller $w_1$ and $w_2$ can help to set a lower initial reward on “encouraging new sub-sequences”, and decrease this reward sharply in the following action steps. However, in Amazon-Video, there are more items, which needs more user preference threads to cover their properties, thus $w_1$ and $w_2$ should be set as larger values to generate more sub-sequences.
Figure 4: Case studies on the generated sub-sequences, where the time information is normalized into a value between 0 and 1.

5.5 Case Studies
In order to provide more intuitive understandings on the decomposed user behaviors, in this section, we analyze our model by presenting several case studies. We experiment with the dataset of Amazon-Garden, and the model parameters follow their optimal values determined in section 5.2. For each case, we decompose the complete user behavior sequence based on the learned item allocator. From the results presented in Figure 4, we can see: the products with different semantics can be successfully separated into different sub-sequences. For example, in the first case, the items on fertilizers are classified into the first sub-sequence, while the trap products are decomposed into the second one. This observation verifies the basic capability of our model for deriving semantically coherent sub-sequences, which may better serve the following recommendation task. For different sequences, the item allocator can adaptively separate it into different numbers of sub-sequences. For example, in the first and second cases, there are two and three sub-sequences, respectively. Similar observation can also be found between the second and third cases. This result demonstrates the effectiveness of our model in capturing user inconsistent behaviors in the sequence. The temporal information can indeed influence the sequence decomposition. For example, in the third case, while the first five products are all traps, the time interval between the third and forth ones are very large, thus they are separated into different sub-sequences. Similar result can also be found in the second case. These results intuitively illustrate how our model separate user similar preferences happened with a large time interval.

6 RELATED WORK
Sequential Recommendation. Our paper is targeted at the problem of sequential recommendation [36]. Early methods [27] in this field regard user behaviors as Markov chains, and the influence from the history behaviors is assumed to concentrate on the latest actions. To model the influence of longer user history, people have proposed a number of models based on recurrent neural network [16, 24], convolutional neural network [34, 45], memory network [9] and transformer [17, 32]. These models also have their respective advantages. For example, many of them [17, 32] can adaptively learn the importances of the previous items. Some of them [9] can store information for extremely long sequence modeling. The major difference between our model and these methods is that we decompose user mixed preferences in the behavior sequence, which facilitates more clear and focused prediction. Multi-interest Recommendation. Our model is also related with multi-interest recommender models. In the past few years, there are a lot of promising multi-interest recommender models. For example, [40] extracts user independent preferences based on the self-attentive mechanism, where different attention heads are regarded as the representations of various user interests. [5, 8, 37] leverage capsule network and dynamic routing to associate each item with the candidate user preferences. [7] incorporates temporal information to derive the item embeddings for multi-interest decomposition. While these models have achieved many promising results, as mentioned before, most of them fully or partially ignore the three key challenges proposed in the introduction, which is important for decomposing real-world user behaviors.

7 CONCLUSIONS
In this paper, we highlight the significance of building sequential recommender models via decomposing user evolving preference. We propose three key challenges one needs to face for achieving this goal, and design an RL based model to seamlessly overcome these challenges. Extensive empirical studies manifest that our model can outperform a series of state-of-the-art methods, and such superiority is consistent across different recommendation domains.
We believe this work makes a novel step towards capturing user finer-grained evolving preference, and there is much room left for improvement. To begin with, we may incorporate more comprehensive side information to provide more valuable signals for allocating the current item into a sub-sequence. In addition, one may also extend our idea to the graph setting, where the user preferences can be decomposed into various sub-graphs.
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