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Abstract—Running numerous experiments in simulation is a necessary step before deploying a control system on a real robot. In this paper we introduce a novel benchmark that is aimed at quantitatively evaluating the quality of vision-based simultaneous localization and mapping (vSLAM) and map merging algorithms. The benchmark consists of both a dataset and a set of tools for automatic evaluation. The dataset is photo-realistic and provides both the localization and the map ground truth data. This makes it possible to evaluate not only the localization part of the SLAM pipeline but the mapping part as well. To compare the vSLAM-built maps and the ground-truth ones we introduce a novel way to find correspondences between them that takes the SLAM context into account (as opposed to other approaches like nearest neighbors). The benchmark is ROS-compatible and is open-sourced to the community.

The data and the code are available at: github.com/CnnDepth/MAOMaps.

I. INTRODUCTION

Vision-based simultaneous localization and mapping (vSLAM) problem is of the vital importance to mobile robotics since vision-sensors (RGB, RGB-D cameras) are among the most widely used ones nowadays. No wonder a wide range of different vSLAM methods and algorithms currently exist, see [1] for an overview, and are constantly improving. Indeed, any vSLAM algorithm in the context of mobile robotics is meant to be deployed on some robotic system for some real-world application. However, before such a deployment it is reasonable to conduct a thorough empirical evaluation in simulation (i.e. not involving a mobile robot) to be able to measure the performance of the algorithm and compare it with the competitors. Thus a range of tools including benchmark datasets, performance metrics etc. are needed.

Two orthogonal requirements to a dataset which is to be used for vSLAM evaluation are as follows. First, the RGB data (i.e. the video sequence) should be photo-realistic. Second, the benchmark should contain the ground truth data so one can measure the quality of the vSLAM algorithm(s) via some metrics. There exist datasets that are created using the data from the real robots’ vision sensors, such as TUM RGB-D SLAM Dataset and Benchmark [2] or KITTY [3], and contain ground truth localization data (which is typically obtained via some external tracking system at the stage of the dataset creation). However, such datasets typically lack ground truth map data. Thus, the quantitative evaluation of the mapping part of the vSLAM method is impossible. To create a benchmark that contains the ground truth for both trajectory and map robotic simulators, such as Gazebo [4] or Coppelia Sim [5], can be used. However the RGB-data won’t be realistic anymore.

In this work we suggest using a photo-realistic simulation platform Habitat [6], widely used in AI research nowadays, to create a benchmark for vSLAM evaluation which contains both the trajectory and the map ground truth data on the one hand and photo-realistic RGB sequences on the other. Having access to the ground truth map data we are able to include in the presented benchmark now only the tools for the evaluation of the localization accuracy but for the map quality as well. To quantitatively measure the quality of the map reconstructed from the video data by a vSLAM algorithm we suggest finding the correspondences between the vSLAM map and the ground-truth one relying not on a trivial nearest-neighbors search but on an involved alignment procedure that considers the trajectory of a sensor as well. This contributes to getting a more fair and meaningful score that takes the context of the vSLAM problem into account.

The last but not the least, the presented dataset contains overlapping trajectories and allows to evaluate not only the vSLAM algorithms but the map-merging methods as well. Thus we name our dataset MAOMaps – multi-agent overlapping maps. To the best of our knowledge it is the first dataset of such kind.

II. RELATED WORK

There exist a large variety of the datasets and toolboxes nowadays that are used in the community to evaluate and
Table I gives the summary of the above-said. Rows of the table correspond to different datasets used in the vSLAM community to evaluate different algorithms, columns – to different features and specifications of those datasets.

| Dataset                        | Map | Trajectory | Realistic | Map-merge evaluation | Toolbox | Max. trajectory length (m) | Visual sensor | Image resolution |
|--------------------------------|-----|------------|-----------|-----------------------|---------|----------------------------|---------------|-----------------|
| The Malaga Urban Dataset       | ✗   | ✓          | ✓         | ✓                     | ✗       | 36 800                     | Stereo        | 1024x768        |
| TUM RGB-D SLAM Dataset and Benchmark | ✗   | ✓          | ✓         | ✓                     | ✗       | 40                         | RGB-D         | 640x480         |
| KAIST Urban Dataset            | ✗   | ✓          | ✓         | ✓                     | ✗       | 11 770                     | Stereo        | 1024x768        |
| EuRoC MAV                      | ✓   | ✓          | ✓         | ✓                     | ✓       | 130                        | Stereo        | 752x480         |
| KITTI Dataset                  | ✗   | ✓          | ✓         | ✓                     | ✓       | 39 200                     | RGB + Velodyne| 1392x512        |
| Gazebo/ Coppelia Sim           | ✗   | ✓          | ✗         | ✓                     | ✗       | Any                        | RGB           | Any             |
| MAOMaps (ours)                 | ✓   | ✓          | ✓         | ✓                     | ✓       | 33                         | RGB-D         | 320x240         |
### III. DEVELOPED BENCHMARK

#### A. Dataset

For comprehensive SLAM evaluation, we need both ground truth trajectory and ground truth map of the environment. Synthetic environments that can be constructed in wide-spread robotic simulators such as Gazebo usually lack details, have lighting artifacts and poor textures. Thus the RGB-sequences obtained from such simulators are non-realistic and often vSLAM algorithms perform badly on them. To this end, we created our dataset using the photo-realistic Habitat simulator [6] and Matterport 3D collection [10]. The latter contains a variety of photo-realistic indoor scenes and the former allows the robot to freely move in these environments. Moreover, at each time step we have an access to the exact position of the robot and the ground-truth depth map.

For our dataset, we selected 6 scenes of Matterport 3D and performed 40 separated runs of virtual robot through these scenes in Habitat simulator. For each run we recorded ground truth trajectory, RGB images and depth maps. One of the samples from our dataset is shown in Figure 1.

We also created precise ground truth 3D maps for each run using back-projection. For each depth $d_{h,w,t}$ on a depth map $D_t$, which was observed from position $p_t$, we find the element of the ground-truth map $m_{h,w,t} = p_t + d_{h,w,t} * r_{h,w,t}$, where $r_{h,w,t} = T * (\frac{w-w/2}{w/2}, \frac{h-H/2}{H/2})$ and $T$ is the rotation operator that transforms vector $(1,0,0)$ into the camera’s optical axe. We chose 0.05m. to be the discretization step for our ground-truth map.

While performing the virtual runs of a robot we had in mind the map-merging scenario. Thus each even run of robot has some overlap with the previous odd run. By overlapping we mean that the robot during the even run visits some locations that were visited during the previous run. These two runs constitute a sample in our dataset. The complexity of a map-merging task can be quantified via the intersection over union (IoU) metric – when IoU is bigger the merging task is obviously easier. We computed IoU for the 2D projections of the ground-truth maps – see Figure 4.

Overall IoU varied from 0.20 to 0.62. Trajectory length varied from 4m to 33m, and the duration varied from 20s to 67s. Detailed information about each sample is shown in Table II. The last two columns show the total number of the map elements (the bigger – the more complex the map is) and the size of the 2D projection of such map on a ground plane. Bigger sizes naturally correspond to larger maps.

To simplify vSLAM evaluation, we collected our data using Robot Operating System (ROS)\(^1\) and stored raw data for each run in Rosbag\(^2\) format. The rosbags contain RGB images, depth images, camera calibration info and true robot’s 6-DoF pose. These rosbags and ground truth maps and trajectories are stored in the directories called sample1, ..., sample20. Each directory contains the following:

- Raw data in Rosbag format for the first and the second run of the sample. RGB images are published to the topic named /habitat/rgb/image, depth maps – to /habitat/depth/image, poses – to /true_pose and camera info – to /habitat/rgb/camera_info.
- Ground truth maps for both runs of the sample that are stored in the Pointcloud format (.pcd) and the text format as well. An example of a ground-truth pointcloud map is shown on Figure 1 on the right.
- Merged ground truth map in the Pointcloud and text format.
- Color data (RGB) for the ground truth maps.
- Ground truth trajectories (sequences of 6D poses) in text format.
- Start/goal locations of the trajectories as 6D poses.

\(^1\)https://www.ros.org

\(^2\)https://wiki.ros.org/rosbag
B. Toolbox

To perform vSLAM and map merging quality estimation, we introduced a set of tools that let post-process the generated maps and trajectories and compute different metrics.

Localization and mapping quality are meant to be evaluated separately. We support two conventional metrics to measure the localization accuracy – Absolute Trajectory Error (ATE) and Relative Pose Error (RPE):

\[
ATE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} ||p_t - \hat{p}_t||^2} \tag{1}
\]

\[
RPE = \sqrt{\frac{1}{T-1} \sum_{t=1}^{T-1} ||M_{q_t}^{-1}(p_{t+1} - p_t) - (M_{q_t}^{-1}(p_{t+1} - p_t))||^2} \tag{2}
\]

where \(p_t, \hat{p}_t\) are ground-truth and predicted robot positions at moment \(t\); \(q_t, \hat{q}_t\) are ground-truth and predicted robot orientations at moment \(t\); and \(M_{q_t}, M_{\hat{q}_t}\) are rotation matrices defined by \(q_t\) and \(\hat{q}_t\) respectively.

The utility that computes these metrics can be found as `collect_data/compute_ate_rpe.py` in our repo.

Map quality estimation is a more involved task. In our case, when we have access to ground truth maps, it is boiled down to estimating the correspondence between the two sets of points (pointclouds) – the ground-truth one and the constructed one. The straightforward approach for such estimation is applying the nearest neighbor method, i.e. each element (point) of the constructed map is associated with nearest point of the ground truth map. Next, by applying RMSE function to the pairs of the aligned elements, one can calculate the Absolute Mapping Error (AME). This approach is implemented in CloudCompare\(^3\) open source software package. So, AME metric can be computed via applying our transformation script to the SLAM-generated pointcloud (so it will be properly aligned with the ground truth one) and comparing the transformed pointcloud with the provided ground truth one in CloudCompare package.

Nearest neighbor association might be inappropriate in the context of visual SLAM. For example, when we tested RTABMAP algorithm [11] with CNN-generated depths [12] on our dataset, we noticed that the walls on the constructed map were associated with the floor. When we removed the floor from the maps (to eliminate the source of inappropriate association) AME increased by notable 1.5 times at (see Figure 2). This case shows that a more involved association method is desirable. We have designed this method as follows.

Let the ground-truth 3D map be:

\[
M = \{ (x_i,y_i,z_i), i \in [1;N], x_i,y_i,z_i \in \mathbb{R}, n \in \mathbb{N} \} \tag{3}
\]

and vSLAM (predicted) map be:

\[
M^* = \{ (x_i^*,y_i^*,z_i^*), i \in [1;N], x_i^*,y_i^*,z_i^* \in \mathbb{R}, N \in \mathbb{N} \} \tag{4}
\]

Let \(m_i \in \mathbb{R}^3\) denote a point in camera’s field of view at the moment \(t\); \(q_i\) and \(\hat{q}_i\) are the predicted position and orientation of camera at \(t\); \(p_i\) and \(\hat{p}_i\) are the ground-truth position and orientation at \(t\). Lets denote \(M_{q_i}\) and \(M_{\hat{q}_i}\) the rotation matrices for the quaternions \(q_i\) and \(\hat{q}_i\) respectively. The vector \(r_i = M_{q_i}^{-1} M_{\hat{q}_i} (m_i - \hat{p}_i)\) defines the direction towards the point \(m_i\) in ground truth map. Now, the point \(m_i^*\) is matched with the point \(m_i = p_i + \alpha r_i\), where \(\alpha\) is a minimum real number such that point \(p_i + \alpha r_i\) belongs to any object in the ground-truth map.

Figure 3 gives an example. In plain words the idea is to transfer the ground-truth position and orientation of the camera to the predicted map and compute which point of the constructed map the camera sees from that position \((m_i^*)\). This point is associated with what the camera should have seen if the vSLAM was 100% accurate \((m_i)\).

Overall to assess the accuracy of the map construction we suggest utilizing RMSE metric:

\[
AME(M,M^*) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} ||m_i - f(m_i^*)||^2}, \tag{5}
\]

where \(f\) is the suggested association function.

The code for our AME metric computation is integrated with Robot Operation System (ROS) and is available at https://github.com/cnndepth/slam_comparison.

\(^3\)https://cloudcompare.org/
Fig. 4. The IoU metric reflects the complexity of merging. Maps on the left overlap less than the maps on the right and that is captured by lower IoU (0.1 vs. 0.5). Thus it is harder to merge maps on the left.

C. Custom dataset creator

We have also developed a set of utilities that allows the user to extend our dataset. These tools allow creating new samples containing ground-truth maps, depths and poses. The first tool is tailored to streaming the Habitat observations (images, depths, and poses) into the ROS topics and moving virtual agent in the simulator by commands from the keyboard. The second tool is a set of scripts for creating ground truth maps and trajectories. It is available in our main repo.

IV. EXPERIMENTS

To evaluate the usability of our dataset and toolbox we have carried out two empirical evaluations: SLAM and map merging. In both cases only the data and the utilities from the introduced benchmark were used.

A. vSLAM evaluation

We chose RTAB-Map as the vSLAM for the evaluation as it is widely used in practice and has an open-source ROS implementation\(^4\). Originally, RTAB-Map works with RGB-D data. We have tested it in two modes: with the RGB-D input and with the pure RGB input. In the latter case a neural network was added to the vSLAM pipeline to reconstruct depth maps from the RGB-data. The output of RTAB-Map consists of the trajectory (a sequence of 6D poses) and the map (a 3D pointcloud).

The results of experiments are presented in Table IV-A. In general, provided with the RGB-D input the algorithm is able to construct trajectories and maps with high accuracy. Average trajectory error was 0.22m, and average mapping error was 0.11m with nearest neighbor association, and 0.42m with our association procedure. We believe that the latter more accurately reflects the quality of the constructed maps.

The performance of the same algorithm but with the CNN-inferred depth-maps was lower, as expected. This is adequately captured by the values of ATE, AME and AME(ours): 1.28m, 0.38m and 1.76m respectfully. This is 4 to 6 times worse compared to the results obtained from the RGB-D input. Still, the generated maps preserve the topological structure of the environments – see Figure 5 for example. One of the most common artifacts was the scale error (as can be seen on Figure 5 on the left). This error might be caused by the fact that depth-prediction neural network was trained on another dataset, thus, after additional training on the Habitat samples the quality would possibly increase. Another common problem was the unnatural bends of the map caused by the (relatively) sharp movements of the robot when passing the corners (Figure 5 on the right). Evidently, processing such moves with RTAB-Map+CNN-depth is challenging.

B. Map merging evaluation

In our previous work [13], we conducted a set of experiments with the open-source implementations of various map merging algorithms. We used three different implementations that were suitable for visual SLAM application on real robots: map_merge_2d\(^5\), map_merging\(^6\), and map_merge_3d\(^7\). The first two methods operate with 2D maps in occupancy grid format, and the last method operates with 3D pointclouds.

To get individual maps for further merging we used two different vSLAM algorithms: RTAB-Map and RGBD-SLAM\(^v2\) [14]. Both algorithms were invoked (as before) on two different types of input: RGB-D data and RGB data with CNN-predicted depths. Each pair of the overlapping maps from our dataset was attempted to be merged by each of the three tested map merging algorithms. In case the merge was successful we measured the AME of the resultant map (with the nearest neighbor association). We didn’t measure ATE and AME(ours) as there was no single trajectory in the merged map.

The best results were obtained with RTAB-Map algorithm on RGB-D input (see Table IV). Each of the three evaluated

\(^4\)http://wiki.ros.org/rtabmap_ros

\(^5\)https://github.com/hrnr/m-explore

\(^6\)https://github.com/emersonboyd/MultiSLAM

\(^7\)https://github.com/hrnr/map-merge
map merging algorithms successfully merged about a half of maps. AME of the resultant map varied from 0.06 to 0.46. These values are not much worse than AME of the individual vSLAM-constructed maps.

With RGBDSLAM algorithm, the merging results were significantly worse. The first map merging algorithm succeeded on 4 samples out of 20, the second algorithm – on 5 samples, and the third algorithm – only on one sample. AME for the successfully merged maps varied from 0.06 to 0.45 (this is similar to map merging of RTAB-Map’s maps).

Detailed results are presented in Table IV.

For RTAB-Map SLAM with CNN-inferred depths, each of the three map merging methods succeeded only in 10% of runs (i.e. on 2 runs of 20) – see Table V). AME for the successfully merged maps varied from 0.37 to 2.21. As one can note the mapping error is significantly higher compared to when the RGB-D input was used.

For maps generated by RGBDSLAM with CNN-predicted depths, no successful merges were obtained. All of the three map merging methods failed to find the transformation between the first and the second map, because these maps were very inaccurate.

Overall, the tests of the existing map merging methods on our dataset provided a clear evidence that map merging is a very challenging problem lacking an efficient solution. Current state-of-the-art algorithms sometimes failed to merge accurate maps constructed via processing the RGB-D input. When only RGB-data was used to build maps, merging all algorithms failed in 90% of cases.

V. CONCLUSION

We have presented a novel benchmark for the evaluation of vSLAM algorithms – MAOMAPS. This benchmark contains not only a photo-realistic dataset with ground truth localization and map data but also a rich tool-set which allows to measure the accuracy of both localization and mapping results of the vSLAM algorithms. Another distinctive feature of the introduced benchmark is the ability to evaluate map merging algorithms. Finally, the user is able to add samples to the dataset using the provided tools. The benchmark is ROS-compatible and open sourced. It can be found at: github.com/CnnDepth/MAOMaps.
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