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Abstract

We characterize all linear $q$-ary completely regular codes with covering radius $\rho = 2$
when the dual codes are antipodal. These completely regular codes are extensions of
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linear completely regular codes with covering radius 1, which are all classified. For \( \rho = 2 \), we give a list of all such codes known to us. This also gives the characterization of two weight linear antipodal codes.

1 Introduction and Terminology

Let \( \mathbb{F}_q = GF(q) \) be the Galois field with \( q \) elements, where \( q \) is a prime power. \( \mathbb{F}_q^n \) is the \( n \)-dimensional vector space over \( \mathbb{F}_q \). Let \( wt(v) \) be the Hamming weight of a vector \( v \in \mathbb{F}_q \), and \( d(v, u) = wt(v - u) \) denotes the Hamming distance between two vectors \( v, u \in \mathbb{F}_q^n \). Say that vectors \( v \) and \( u \) are neighbors if \( d(v, u) = 1 \).

A \( q \)-ary code \( C \) of length \( n \) is a subset of \( \mathbb{F}_q^n \). If \( C \) is a \( k \)-dimensional linear subspace of \( \mathbb{F}_q^n \), then \( C \) is a \( q \)-ary linear code, denoted by \( [n, k, d]_q \), where \( d \) is the minimum distance between any pair of codewords, assuming \( k \geq 1 \). If any pair of distinct codewords are at distance \( d \), then the code \( C \) is equidistant. A linear code \( C \) will be called antipodal if it contains a vector of weight equal to the length of the code. Say that a linear \( [n, k, d]_q \) code is trivial, if \( k \leq 1 \) or \( k \geq n - 1 \).

For a \( q \)-ary code \( C \) with minimum distance \( d \) denote by \( e = \lfloor (d-1)/2 \rfloor \) its packing radius. Given any vector \( v \in \mathbb{F}_q^n \), its distance to the code \( C \) is

\[
d(v, C) = \min_{x \in C} \{d(v, x)\}
\]

and the covering radius of the code \( C \) is

\[
\rho = \max_{v \in \mathbb{F}_q^n} \{d(v, C)\}.
\]

Clearly \( e \leq \rho \) and \( C \) is perfect if and only if \( e = \rho \). It is well known that the only nontrivial linear perfect codes for \( e = \rho = 1 \) are the Hamming codes, which have length \( n = (q^m - 1)/(q - 1) \), dimension \( k = n - m \) and minimum distance 3. We denote by \( H_m \) a parity check matrix of a Hamming code, that is, any vector \( v \) is a codeword if and only if \( H_m \cdot v^t = 0^t \), where \( 0^t \) is the all-zero column vector.
For any \( x \in \mathbb{F}_q^n \), let \( D = C + x \) be a coset of \( C \). A leader of \( D \) is a minimum weight vector in \( D \).

For a given \( q \)-ary code \( C \) with covering radius \( \rho = \rho(C) \) define
\[
C(i) = \{ x \in \mathbb{F}_q^n : d(x, C) = i \}, \quad i = 1, 2, ..., \rho.
\]

**Definition 1.1** A code \( C \) is completely regular, if for all \( l \geq 0 \) every vector \( x \in C(l) \) has the same number \( c_l \) of neighbors in \( C(l - 1) \) and the same number \( b_l \) of neighbors in \( C(l + 1) \). Also, define \( a_l = (q - 1)n - b_l - c_l \) and note that \( c_0 = b_\rho = 0 \). The intersection array of \( C \) is \((b_0, \ldots, b_{\rho - 1}; c_1, \ldots, c_\rho)\).

A linear automorphism of \( \mathbb{F}_q^n \) is a coordinate permutation together with a product by a nonzero scalar value at each position. Such an automorphism \( \sigma \) can be represented by a \( n \times n \) monomial matrix \( M \) such that \( xM = \sigma(x) \), for all \( x \in \mathbb{F}_q^n \). Two codes, \( C \) and \( C' \), are equivalent if there is a linear automorphism of \( \mathbb{F}_q^n \), say \( \sigma \), such that \( C' = \sigma(C) \). From now on, if \( C \subseteq \mathbb{F}_q^n \) is a linear code, the full automorphism group of \( C \), denoted \( \text{Aut}(C) \), is the group of linear automorphisms of \( \mathbb{F}_q^n \) that leaves \( C \) invariant. We say that \( \text{Aut}(C) \) is transitive if all one weight vectors in \( \mathbb{F}_q^n \) are in the same orbit. For a linear code \( C \), the group \( \text{Aut}(C) \) acts on the set of cosets of \( C \) in the following way: for all \( \phi \in \text{Aut}(C) \) and for every vector \( v \in \mathbb{F}_q^n \) we have \( \phi(v + C) = \phi(v) + C \).

**Definition 1.2** ([30, 18]) Let \( C \) be a linear \( q \)-ary code with covering radius \( \rho \). Then \( C \) is completely transitive if \( \text{Aut}(C) \) has \( \rho + 1 \) orbits when acts on the cosets of \( C \).

Since two cosets in the same orbit should have the same weight distribution, it is clear that any completely transitive code is completely regular.

**Lemma 1.3** ([30]) Let \( C \) be a \([n, k, d]_q \) code with covering radius \( \rho = 1 \). If \( \text{Aut}(C) \) is transitive, then \( C \) is completely transitive.
Proof. Obvious, since all cosets of $C$, different of $C$, have leaders of weight 1. Thus, all such cosets are in the same orbit. □

The next known result follows from Singer theorem [29].

Lemma 1.4 Let $\mathcal{H}$ be a $[n,k,3]_q$ Hamming code. Then, $\text{Aut}(\mathcal{H})$ is transitive. Hence, any such code is completely transitive.

It has been conjectured [23] for a long time that if $C$ is a completely regular code and $|C| > 2$, then $e \leq 3$. For the case of binary linear completely transitive codes, the problem of existence is solved: it is proven in [5, 6] that for $e \geq 4$ such nontrivial codes do not exist. The conjecture is also proven for the case of perfect codes ($e = \rho$) [31, 33] and quasi-perfect ($e + 1 = \rho$) uniformly packed codes [28, 32] (defined and studied also in [1, 13, 19]).

When $e \leq 3$, there are many well known completely regular codes and, recently, we have presented new constructions of binary and non-binary completely regular codes [7, 24, 25]. However, there does not exist a general classification of completely regular codes with $e \leq 3$. Since $d \in \{2e + 1, 2e + 2\}$, $e \leq \rho$ and any perfect code has odd $d$, we have that the minimum distance of a completely regular code with $\rho = 1$ is $d \leq 3$ and for the codes with $\rho = 2$ is $d \leq 5$. In this paper we classify all linear $q$-ary completely regular codes with $\rho = 1$ and we also characterize the structure of linear completely regular codes with $\rho = 2$, whose dual is antipodal. We also list all such codes we know.

After submission of [8] we found [20], where a large class of so called arithmetic completely regular codes has been classified. In particular, in [20], it also appears the classification of all linear $q$-ary completely regular codes with $\rho = 1$. The approach in [20] is based on known results on classification of distance regular graphs in Hamming schemes. Our approach here is self contained and based only on classical results on perfect and uniformly packed codes. Both approaches are interesting from the point of view of classification of completely regular codes with small covering radius $\rho$, in particular, for enumeration of all completely regular codes with small parameters $qn \leq 48$, suggested by Neumaier [23]. We emphasize that,
unlike the linear case, the classification of nonlinear completely regular codes with $\rho = 1$ as well as of nonlinear equidistant codes are hard problems (see, for example, [16, 17] for the first object and [3], and references there, for the second).

The paper is organized as follows. In Section 2 we construct for any prime power $q$ and any integers $n$ and $k$, such that $n \geq q + 1$ and $2 \leq k \leq n - 2$, all nontrivial, nonequivalent, linear $q$-ary completely regular $[n, k, d]_q$ codes with covering radius $\rho = 1$. This also gives the construction of all the linear $q$-ary equidistant codes. We prove that the constructed codes are the only linear $q$-ary completely regular codes with $\rho = 1$ and show that all such completely regular codes are completely transitive. In Section 3 we consider linear $q$-ary nontrivial completely regular $[n, k, d]_q$ codes with covering radius $\rho = 2$, whose dual is antipodal. We give necessary and sufficient conditions for the shape of the parity check matrices of such codes known to us and we give their intersection arrays. Also, we point out some remarkable properties (e.g. self-duality) and equivalence to the existence of some two weight codes.

2 Classification of linear $q$-ary completely regular codes with $\rho = 1$

We consider nontrivial linear $[n, k, d]_q$ codes, i.e. $k$ is in the region $2 \leq k \leq n - 2$.

Definition 2.1 Let $C$ be a $q$-ary code of length $n$ and let $\rho$ be its covering radius. We say that $C$ is uniformly packed in the wide sense, i.e. in the sense of [1], if there exist rational numbers $\beta_0, \ldots, \beta_{\rho}$ such that for any $v \in \mathbb{F}_q^n$

$$\sum_{k=0}^{\rho} \beta_k \alpha_k(v) = 1,$$

where $\alpha_k(v)$ is the number of codewords at distance $k$ from $v$.

Note that the case $\rho = e + 1$ and $\beta_{\rho - 1} = \beta_{\rho}$ corresponds to strongly uniformly packed codes [28] and the case $\rho = e + 1$ corresponds to uniformly packed codes [19].
For a \([n, k, d]_q\) code \(C\) let \((\eta_0^\perp, \ldots, \eta_n^\perp)\) be the weight distribution of its dual code \(C^\perp\), assume \((\eta_0^\perp, \ldots, \eta_n^\perp)\) has \(s = s(C)\) nonzero components \(\eta_i^\perp\) for \(1 \leq i \leq n\). Following to Delsarte [15], we call \(s\) the external distance of \(C\).

\textbf{Lemma 2.2} Let \(C\) be a code with minimum distance \(d\), packing radius \(e = \lfloor \frac{d-1}{2} \rfloor\), covering radius \(\rho\) and external distance \(s\). Then:

(i) [15] \(\rho \leq s\).

(ii) \([2]\) \(\rho = s\) if and only if \(C\) is uniformly packed in the wide sense.

(iii) \([9]\) If \(C\) is completely regular, it is uniformly packed in the wide sense.

(iv) \([19, 28]\) If \(C\) is uniformly packed in the wide sense and \(\rho = e + 1\), then it is completely regular.

The next fact follows from Lemma 2.2. Earlier, it was mentioned for \(q = 2\) in [21] and for \(q \geq 2\) (for example, in [27]).

\textbf{Lemma 2.3} Let \(C\) be a nontrivial linear \(q\)-ary code with \(d = 3\) and let \(C^\perp\) be its dual. Then \(C\) is a Hamming code, if and only if \(C^\perp\) is equidistant.

The next statement is a simple generalization of Lemma 2.3 to the case of arbitrary completely regular codes with \(\rho = 1\).

\textbf{Lemma 2.4} Let \(C\) be a nontrivial linear \(q\)-ary code and \(C^\perp\) be its dual. Then \(C\) is completely regular with \(\rho = 1\) if and only if \(C^\perp\) is equidistant.

So, to classify all linear completely regular codes with \(\rho = 1\) we have to classify all linear equidistant codes. It has been done in [4] when a code does not contain trivial (zero) positions, but this is not enough for completely regular codes with \(\rho = 1\).

\textbf{Definition 2.5} (Construction I(u)). Let \(C\) be a \([n, k, d]_q\) code with a parity check matrix \(H\). Define a new code \(C^+_u\) with parameters \([n + u, k + u, 1]_q\) as the code with parity check matrix \(H^+_u\), obtained by adding \(u > 0\) zero columns to \(H\).
The following statement follows directly from the definition of $C^{+1}$.

**Lemma 2.6** Let $C$ be a $[n, k, d]_q$ code and let $C^{+1}$ be obtained from $C$ by Construction I(1). Let $x = (x_1, \ldots, x_n) \in \mathbb{F}_q^n$ be at distance $i$ apart from $\alpha_i$ codewords in $C$ and at distance $i - 1$ apart from $\alpha_{i-1}$ codewords in $C$. Then, for any $x_{n+1} \in \mathbb{F}_q$ the vector $x' = (x_1, \ldots, x_n \mid x_{n+1})$ is at distance $i$ apart from exactly $\alpha_i + (q-1)\alpha_{i-1}$ codewords in $C^{+1}$.

**Proposition 2.7** Codes $C$ and $C^+u$ have the same covering radius and, moreover, $C$ is completely regular if and only if $C^{+u}$ is completely regular. In this case, both codes have the same intersection numbers, i.e.

$$a'_i = a_i + (q-1)u, \quad b'_i = b_i, \quad c'_i = c_i, \quad i = 0, 1, \ldots, \rho.$$

**Proof.** It is enough to consider the case $u = 1$. For any vector $x = (x_1, \ldots, x_n) \in \mathbb{F}_q^n$ denote by $x' = (x_1, \ldots, x_n \mid x_{n+1})$ the corresponding $q$ vectors from $\mathbb{F}_q^{n+1}$. Let $y = (y_1, \ldots, y_n) \in C$ be a codeword at distance $\rho$ from $x$. Then $y' = (y_1, \ldots, y_n \mid x_{n+1})$ is a codeword in $C^{+1}$ at the same distance $\rho$ from $x'$. Therefore, $C$ and $C^{+1}$ have the same covering radius $\rho$.

Assume $C$ is completely regular. For any vector $x = (x_1, \ldots, x_n) \in \mathbb{F}_q^n$ at distance $t \leq \rho$ from $C$, denote by $\alpha_{i,t}$ the number of codewords in $C$ at distance $i$ from $x$ ($0 \leq i \leq n$). As $C$ is completely regular, $\alpha_{i,t}$ does not depend on $x$, but just on $t$ and $i$. Take a vector $x' = (x_1, \ldots, x_n \mid x_{n+1}) \in \mathbb{F}_q^{n+1}$, which is at distance $t$ from $C^{+1}$. It is easy to see that the number of codewords in $C^{+1}$ at distance $i$, say $\alpha'_{i,t}$, depends only on $t$ and $i$. Indeed, by Lemma 2.6 we have $\alpha'_{i,t} = \alpha_{i,t} + (q-1)\alpha_{i-1,t}$, for all $i = 0, \ldots, n$, and $\alpha'_{n+1,t} = (q-1)\alpha_{n,t}$.

Conversely, assume that $C$ is not completely regular. Let $x, y \in \mathbb{F}_q^n$ be such that $d(x, C) = d(y, C) = t > 0$ and, for $0 \leq i \leq n$, let $\alpha_{i,t}(x)$ (respectively, $\alpha_{i,t}(y)$) denote the number of codewords at distance $i$ from $x$ (respectively, from $y$). Since $C$ is not completely regular, we can select $x$ and $y$ such that $\alpha_{i,t}(x) \neq \alpha_{i,t}(y)$ for some $i \geq t$. Let $i$ be the minimum possible of such values, that is $\alpha_{i-1,t}(x) = \alpha_{i-1,t}(y)$. Then, by Lemma 2.6 for the corresponding
vectors \( \mathbf{x}' \) and \( \mathbf{y}' \), we have \( \alpha_{i,t}'(\mathbf{x}') \neq \alpha_{i,t}'(\mathbf{y}') \). Consequently, \( C^{+1} \) is not completely regular.

\[ \square \]

As a summary, starting with any completely regular code, we obtain an infinite family of completely regular codes with the same covering radius.

**Definition 2.8** (Construction \( II(\ell) \)). Let \( C \) be a \([n, k, d]_q \) code with parity check matrix \( H \). Let \( C \times \ell \) be the code with parameters \([n \ell, k + (\ell + 1)n, 2]_q \), whose parity check matrix, denoted \( H^{\times \ell} \), is \( \ell \) times the repetition of \( H \) (or nonzero multiples of \( H \)), i.e.

\[
H^{\times \ell} = [H^{(1)} | H^{(2)} | \ldots | H^{(\ell)}],
\]

where \( H^{(i)} \) is scalar nonzero multiple of \( H \), for all \( i = 1, \ldots, \ell \).

**Proposition 2.9** A \([n, k, d]_q \) code \( C \) is completely regular with covering radius \( \rho = 1 \) if and only if \( C \times \ell \) is completely regular with covering radius \( \rho' = 1 \).

**Proof.** If \( C \) is completely regular with \( \rho = 1 \), its parity check matrix \( H \) is the generator matrix of an equidistant code since, by Lemma 2.2, the external distance \( s \) equals to \( \rho = 1 \). The matrix \( H^{\times \ell} \) generates such a code too. Hence, \( C^{\times \ell} \) has an external distance \( s = 1 \) and, by Lemma 2.2, the covering radius \( \rho' = 1 \). We deduce, again by Lemma 2.2, that \( C^{\times \ell} \) is completely regular. The converse statement follows by using the same arguments, if we take into account the shape of the matrix \( H^{\times \ell} \). \( \square \)

Finally, we summarize the main results of this section.

**Theorem 2.10** Let \( C \) be a nontrivial \([n, k, d]_q \) code with covering radius \( \rho = 1 \). Then, \( C \) is completely regular if and only if its parity check matrix is of the form

\[
H = ((H_m^{\times \ell})^+)^u,
\]

(up to column permutations), where \( H_m \) is the parity check matrix of a Hamming code of length \( n_m = (q^m - 1)/(q - 1) \). The length and dimension of \( C \) are \( n = n_m \ell + u \) and \( k = n - m \), respectively.

Furthermore
(i) \( d = 3 \), if and only if \( u = 0, \ell = 1, n = n_m \) and \( C \) is a Hamming code.

(ii) \( d = 2 \), if and only if \( u = 0, \ell \geq 2, n = n_m \ell \).

(iii) \( d = 1 \), if and only if \( u > 0, \ell \geq 1 \).

(iv) The code \( C \) has the intersection numbers:

\[
a_0 = (q - 1)u, \quad b_0 = (q - 1)\ell n_{n-k}, \quad c_1 = \ell, \quad a_1 = (\ell n_{n-k} + u)(q - 1) - \ell.
\]

(v) The code \( C \) is completely transitive.

**Proof.** The “if part” is clear combining Constructions \( I(u) \) and \( II(\ell) \).

For the “only if part”, since \( \rho = 1 \) we deduce that \( d \in \{1, 2, 3\} \).

We separate these three cases:

(i) If \( d = 1 \), then \( H \) has zero columns. Thus, using Construction \( I(u) \), \( C \) can be obtained from a completely regular code with minimum distance greater than 1 and covering radius 1.

(ii) If \( d = 2 \), since \( 2 \leq k \leq n - 2 \) and \( \rho = 1 \), the matrix \( H \) generates the equidistant \([n, n-k, d^\perp]_q\) code \( C^\perp \). As \( d = 2 \) this matrix \( H \) contains repeated columns and does not contain zero columns.

First, we prove that every column of \( H \) occurs the same number, say \( \ell \) times, where \( \ell \geq 2 \) (counting includes, of course, the columns, obtained multiplying by scalar elements from \( \mathbb{F}_q \)). Assume that each column \( h \) occurs \( \ell_h \) times. Since \( C \) is completely regular the intersection number \( c_1 \) is the same for any vector \( x \in C(1) \). Take such a vector of weight 1 with its nonzero position at the column \( h \). Then \( c_1(h) \) is equal to \( \ell_h + 1 \) (we take into account the zero codeword). We conclude that the number \( \ell_h \) should be the same for every column in the matrix \( H \), i.e. \( \ell_h = \ell \).

The last equality implies that \( n \) should be divisible by \( \ell \). Denote \( n' = n/\ell \). Present the matrix \( H \) in the form

\[
H = [H' \ldots | H'],
\]
where all columns in $H'$ are different.

Now, we claim that $n' = n_m = (q^m - 1)/(q - 1)$ for some $m \geq 2$, i.e. the matrix $H'$ is the parity check matrix of a Hamming $[n_m, n_m - m, 3]_q$ code and so, the matrix $H$ generates an equidistant code. Since each row of $H$ is $\ell$ times the repetition of the same vector, the matrix $H'$ also generates an equidistant code, say $E$ of length $n'$. Since the dual code of $E$ has minimum distance $d \geq 3$, covering radius $\rho = 1$ and external distance $s = 1$ (Lemma 2.2), it is a perfect code of the length $n_m = (q^m - 1)/(q - 1)$ for some $m \geq 2$ (Lemma 2.3). If $m = 1$, then $H$ consists of only one row, implying that $d' = 2$.

Finally, we conclude that $k = n - m$ and $C$ is obtained by Construction $II(\ell)$ from the perfect (Hamming) $[n_m, n_m - m, 3]_q$ code.

(iii) If $d = 3$, since $\rho = 1$, $C$ is a perfect code by definition.

(iv) It is straightforward to find the intersection numbers.

(v) If $d \in \{2, 3\}$, using Lemma 1.4, $C$ is equivalent to a code $C'$ such that $\text{Aut}(C')$ is transitive. Thus, $\text{Aut}(C)$ is transitive and, by Lemma 1.3, $C$ is completely transitive.

If $d = 1$, then let $D$ be the ‘reduced’ code, that is, the code obtained from $C$ by doing the reverse operation of Construction $I(u)$. Since both, the covering radius of $C$ and $D$ are 1, we have that $C \neq \mathbb{F}_q^n$ and, by Proposition 2.7, $D$ is a completely regular code with $d > 1$. Hence, $D$ is a completely transitive code. This means that we can choose a set of $q^{n-k} - 1$ coset leaders of weight one such that they are in the same orbit of $\text{Aut}(D)$. But $C$ and $D$ have the same number of cosets and we can choose, in both $C$ and $D$, the same coset leaders. Since $\text{Aut}(D) \subseteq \text{Aut}(C)$, we have that these coset leaders are in the same orbit. Therefore, all the cosets different of $C$ are in the same orbit and $C$ is a completely transitive code.

The next statement follows directly from Theorem 2.10 and it has been obtained in [4], for the case of codes without trivial (zero) positions.

**Corollary 2.11** Given an equidistant $[n, k, d]_q$ code we have that $n = n_{n-k} \ell + u$ for some $\ell \geq 1$ and some $u \geq 0$. Furthermore, a generator matrix is obtained from $H_{n-k}$ (a parity check matrix of the Hamming code) by repeating this matrix $\ell$ times and then adding $u$ trivial
3 Linear $q$-ary completely regular codes with $\rho = 2$

In this section we deal with linear $q$-ary nontrivial completely regular $[n, k, d]_q$ codes with covering radius $\rho = 2$, whose dual is antipodal and we show a characterization of these codes using the ones with covering radius one.

Now, we recall some facts on extension of codes. For a $q$-ary code $C$ of length $n$, the extended code $C^*$ of length $n + 1$ is obtained by adding an overall parity check position. This means that for any codeword $\mathbf{x} = (x_1, \ldots, x_{n+1}) \in C^*$, we have $\sum_{i=1}^{n+1} x_i = 0$ (where the sum is in $\mathbb{F}_q$). We say that such an extension works if $d^* = d + 1$, where $d^*$ is the minimum distance in $C^*$ and $d$ is the minimum distance in $C$. Generally speaking, extension of equivalent codes can result in different codes, but if an extension works for two equivalent codes, then the resulting codes would have the same parameters. The following result is well known and can be found, for example, in [22].

**Lemma 3.1** Let $\mathcal{H}_m$ be a $[n_m, k, 3]_q$ Hamming code. Then, the extended code $\mathcal{H}_m^*$ has minimum distance 4 if

(i) $q = 2$ and $m \geq 2$, or

(ii) $q = 2^r \geq 4$ and $m = 2$, i.e. $n_m + 1 = q + 2$ and $k = q - 1$.

Denote by $H_m^*$ the parity check matrix of the $[n_m + 1, k, 4]$ code, obtained as the extended Hamming code $\mathcal{H}_m$ for a case when extension works. In this case, denote such code by $\mathcal{H}_m^*$. Denote by $D_m$ the matrix of size $(m+1) \times q^m$ whose columns are all the $q^m$ vectors of length $m \geq 1$ with an extra $(m+1)$th position equal to 1; (this matrix, without the $(m+1)$th row, generates a difference matrix [12]; this is why we denote it by $D_m$). We remark that this matrix $D_m$ can also be obtained by repeating the $q - 1$ different multiples of the matrix $H_m$ and by adding, first, a zero column and, finally, the all-one row of length $q^m$. 
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We recall a result in [14]. For a given \([n, k, d]_q\) code \(C\) with parity check matrix \(H\) define its complementary \([n_{n-k} - n, k, \bar{d}]\) code \(\bar{C}\), whose parity check matrix \(\bar{H}\) is obtained from the matrix \(H_{n-k}\) by removing all the columns of \(H\) and multiples of them. Recall an important property of complementary codes: to any codeword of weight \(w\) in a \([n, k, d]_q\) code \(C\) corresponds a codeword of weight \(\bar{w} = q^{n-k-1} - w\) in the complementary code \(\bar{C}\). As a corollary of this fact above we have the next lemma.

**Lemma 3.2** [14] A linear projective \([n, k, d]_q\) code \(C\) with covering radius \(\rho = 2\), which is not a difference-matrix code, does exist simultaneously with its complementary projective code \(\bar{C}\) with the same covering radius \(\bar{\rho} = 2\).

**Theorem 3.3** Let we have a nontrivial \([n, k, d]_q\) code \(C\). Let \(H\) be its parity check matrix. Then, \(C\) is completely regular with covering radius \(\rho = 2\) and the dual code \(C^\perp\) is antipodal if and only if the matrix \(H\) looks, up to equivalence, as follows:

\[
H = \begin{bmatrix}
1 & \cdots & 1 \\
M
\end{bmatrix},
\]

where \(M\) generates an equidistant code \(E\) with the following property: for any nonzero codeword \(v \in E\), every symbol \(\alpha \in \mathbb{F}_q\), which occurs in a coordinate position of \(v\), occurs in this codeword exactly \(n - \tilde{d}\) times, where \(\tilde{d}\) is the minimum distance of \(E\). Moreover, up to equivalence, \(C\) is the extension of a completely regular code \(C'\) with covering radius \(\rho' = 1\).

**Proof.** The code \(C^\perp\) is antipodal if and only if \(H\) contains the all-one row, up to equivalence. Now, by Lemma [2.2] \(C\) is completely regular with \(\rho = 2\) if and only if the external distance is \(s = 2\). Equivalently, \(H\) generates a code, the dual code \(C^\perp\), with two different weights and \(M\) generates an equidistant code \(E\) such that every symbol \(\alpha \in \mathbb{F}_q\), which occurs in a coordinate position of a codeword \(v \in E\), occurs in this codeword exactly \(n - \tilde{d}\) times, where \(\tilde{d}\) is the minimum distance of \(E\). Notice that if \(M\) has this property, we can add any multiple of the all-one row to any row of \(M\) and we do not change this property.
Also, up to equivalence, we can rewrite $H$ in the following form:

\[
\begin{bmatrix}
1 & \cdots & 1 & 1 \\
H' & 0
\end{bmatrix},
\]

where $0$ is the zero column of length $n - k - 1$. Hence, $H'$ generates words of only one weight. This means that $H'$ is a parity check matrix for a $[n - 1, k, d']_q$ code $C'$ (which is obtained by puncturing the last coordinate of $C$) with external distance $s' = 1$ and, by Lemma 2.2, covering radius $\rho' = 1$. Therefore, $C'$ is a completely regular code and it must be one of the cases of Theorem 2.10.

We conclude that any nontrivial completely regular code with covering radius 2, whose dual code is antipodal, is obtained from some code with covering radius 1 by adding the overall parity checking position. \qed

The following statement is a direct corollary of Theorem 3.3.

**Corollary 3.4** Let we have a nontrivial two-weight $[n, k, d]_q$ code $C$ with weights $w_1$ and $w_2 = d$ and with generator matrix $G$. If $w_1 = n$, then

\[
G = \begin{bmatrix}
1 & \cdots & 1 & 1 \\
M & 0
\end{bmatrix},
\]

where $M$ generates an equidistant $[n - 1, k - 1, d]_q$ code $E$ with the following property: for every codeword $v \in E$, every symbol $\alpha \in \mathbb{F}_q$ which occurs in $v$, occurs in $v$ exactly $n - d$ times.

Now, we enumerate the completely regular codes with $\rho = 2$, whose dual is antipodal, that we know. We also compute the intersection array for all the enumerated codes. Some of these codes were mentioned in [19]. Dual of these codes are two-weight antipodal codes mostly due to Delsarte [14], studied by many other authors (see a nice survey of two-weight codes in [11]). We do not know if the list is exhaustive but any other such code, according to Theorem 3.3, would also be an extended completely regular code with $\rho = 1$. 13
Proposition 3.5 The following codes are completely regular with covering radius $\rho = 2$ and their dual codes are antipodal.

(i) The binary extended perfect $[n, k, 4]_2$ code $H^*_m$ of length $n = 2^m$, where $k = n - m - 1$ and $m \geq 2$. Its intersection array is

$$(n, n - 1; 1, n).$$

(ii) The extended perfect $[n, k, 4]_q$ code $H^*_m$ of length $n = q + 2$ with $k = q - 1$, where $q = 2^r \geq 4$, and $m = 2 \quad [10, 14]$ (the family $TF1$ in [11]). Its intersection array is

$$( (q + 2)(q - 1), q^2 - 1; 1, q + 2 ).$$

(iii) The difference-matrix $[n, k, 3]_q$ code of length $n = q^m$, dimension $k = n - (m + 1)$ with parity check matrix $D_m$, where $m \geq 1$, and $q \geq 3$ is any prime power (the dual code generated by the matrix $D_m$ has been given in [27]). The complementary code of this code is the Hamming code $H_m$ and its intersection array is

$$(n(q - 1), n - 1; 1, n(q - 1)).$$

(iv) Latin-square $[n, n - 2, 3]_q$ code of length $n$, with parity check matrix $H$, obtained from $D_1$ by deleting any $q - n$ columns, where $3 \leq n \leq q$ and $q \geq 3$ is any prime power [14]. Its intersection array is

$$(n(q - 1), (q - n + 1)(n - 1); 1, n(n - 1)).$$

(v) A $[n = q(q - 1)/2, k = n - 3, 4]_q$ code for $q = 2^r \geq 4 \quad [14]$ (the complementary code belongs to $TF1^d$, i.e. it is the projective dual code to the code (ii) (family $TF1$ in [11])). Its intersection array is

$$( (q - 1)n, (q - 2)(q + 1)(q + 2)/4; 1, q(q - 1)(q - 2)/4 ).$$
(vi) A \([n = 1 + (q + 1)(h - 1), k = n - 3,4]_q \) code, where \(1 < h < q\) and \(h\) divides \(q\), for \(q = 2^r \geq 4\) (the family \(TF2\) in \([11]\)). Its intersection array is
\[
\left( (q - 1)n, (q + 1)(h - 1)(q - h + 1); 1, (h - 1)n \right).
\]

(vii) A \([n = q(q - h + 1)/h, k = n - 3,4]_q \) code, where \(1 < h < q\) and \(h\) divides \(q\), for \(q = 2^r \geq 4\) (the complementary belongs to the family \(TF2^d\) \([11]\)). Its intersection array is
\[
\left( (q - 1)n, (q + 1)(q - h)(q(h - 1) + h)/h^2; 1, q(q - h)(q - h + 1)/h^2 \right).
\]

Cases (i) and (ii) correspond to extended codes of case (i) in Theorem \([2.10]\). Case (iii) corresponds to an extended code \(C\) of case (ii) in Theorem \([2.10]\) where \(\ell = q - 1\) and the parity check matrix \(H\) of \(C\) is
\[
H = [H^{(1)}_m | \ldots | H^{(q-1)}_m],
\]
where each \(H^{(i)}_m\) is a different scalar multiple of \(H_m\). Case (iv) corresponds to an extended trivial completely regular code of co-dimension 1 and covering radius 1. Finally, cases (v) - (vii) correspond to extension of several (multiple) copies of completely regular codes of co-dimension 2 and covering radius 1.

Notice, we can apply Construction \(II(\ell)\) to any of the codes above, obtaining a completely regular code with \(\rho = 2\) and \(d = 2\). Also, we can apply Construction \(I(u)\) to anyone of these codes, including those obtained by Construction \(II(\ell)\), obtaining a code with \(\rho = 2\) and \(d = 1\).

To finish this section it is proper to emphasize one interesting class of codes, which belong to the family (iv).

Let \(C\) be a \(q\)-ary linear code of length \(n\) and parity check matrix \(H\). For any integer \(r \geq 1\), we define the lifted code \([26]\) \(C' \subset \mathbb{F}^n_q\) as the linear code which has parity check matrix \(H\). Two nice properties of lifted codes are the following.
Lemma 3.6 Let $C$ be a $[n, k, d]_q$ code and let $C' \subset \mathbb{F}_q^n$ be any lifted code. Then, $C$ is self-dual ($C = C^\perp$) if and only if $C'$ is self-dual.

Proof. Note that $C$ is self-dual if and only if $n = 2k$ and the rows of its parity check matrix $H$ are orthogonal. But $n$, $k$ and $H$ do not change for $C'$ and, since $\mathbb{F}_q^n$ is a subspace of $\mathbb{F}_{q^r}$, the rows of $H$ are orthogonal vectors in $\mathbb{F}_{q^r}$ if and only if they are orthogonal in $\mathbb{F}_q$. \qed

Proposition 3.7 Let $C' \subset \mathbb{F}_q^n$ be a lifted code from a Hamming $[n, n-m, 3]_q$ perfect code $\mathcal{H}_m$. Then $C'$ is self-dual if and only if $\mathcal{H}_m$ is a ternary $[4, 2, 3]_3$ Hamming code.

Proof. If $C'$ is self-dual, then $|C'| = |(C')^\perp|$ implying that $n - m = m$, i.e. $n = 2m$. But the length of a $q$-ary Hamming code is

$$n = \frac{q^m - 1}{q-1} = \sum_{i=1}^{m} q^{m-i}.$$ 

Hence, we immediately obtain that $m = 2$, $q = 3$ and $n = 4$. A parity check matrix for a Hamming $[4, 2, 3]_3$ $\mathcal{H}_2$ code is

$$H_2 = \begin{bmatrix} 0 & 1 & 1 & 1 \\ 1 & 0 & 1 & 2 \end{bmatrix}.$$ 

Since the rows of $H_2$ are orthogonal, $\mathcal{H}_2$ is a self-dual code. Finally, by Lemma 3.6, if $C'$ is a lifted code from $\mathcal{H}_2$, then $C'$ is self-dual. \qed

Notice that the lifted perfect $[q+1, q-1, 3]_{q^r}$ codes (see [26]), with parity check matrix $H_2$ over $\mathbb{F}_q$ are particular cases of the family (iv) in Proposition 3.5 for $r > 1$. So, these codes are completely regular with intersection array

$$((q+1)(q^r-1), q^2(q^{r-1} - 1); 1, q(q+1)).$$

According to Proposition 3.7, the case $q = 3$ corresponds to a self-dual code, for any $r$. Actually, self-dual codes with $\rho = 2$ exist for any prime power $q \geq 4$.  
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Proposition 3.8 Let \( q \geq 4 \) be any prime power and let \( \mathbb{F}_q = \{0, 1, \xi_2, \ldots, \xi_{q-1}\} \). Let the matrix \( D_1^{q-4} \),

\[
D_1^{q-4} = \begin{bmatrix}
1 & 1 & 1 & 1 \\
0 & 1 & \xi_i & \xi_j \\
\end{bmatrix}
\]

be a parity check matrix for the code \( C \) and a generator matrix for the code \( C^\perp \), where \( \xi_i, \xi_j \in \mathbb{F}_q^* \) are two different elements such that \( \xi_i + \xi_j + 1 = 0 \). Then \( C \), as well as \( C^\perp \), is a linear antipodal completely regular \([4,2,3]_q\) code with covering radius \( \rho = 2 \) and with intersection array \((4(q-1),3(q-3);1,12)\). Furthermore, for the case \( q = 2^r \geq 4 \), these two equivalent codes coincide: \( C = C^\perp \), i.e. \( C \) is self-dual.

Proof. It is straightforward that, when \( q = 2^r \geq 4 \), the equation \( \xi_i^2 + \xi_j^2 + 1 = 0 \) is always satisfied when \( \xi_i + \xi_j + 1 = 0 \). \( \Box \)

We notice that there are nonlinear completely regular \( q \)-ary Latin-square codes with length \( n = 4 \), cardinality \( q^2 \), minimum distance \( d = 3 \); covering radius \( \rho = 2 \) and with the same intersection array \((4(q-1),3(q-3);1,12)\) that the codes in Proposition 3.8. The existence is guaranteed for any integer \( q \geq 3 \) with one exception for \( q = 6 \) \([12]\); since two orthogonal Latin squares of order 6 do not exist.

References

[1] L.A. Bassalygo, G.V. Zaitsev & V.A. Zinoviev, “Uniformly packed codes,” Problems Inform. Transmiss., vol. 10, no. 1, pp. 9-14, 1974.

[2] L.A. Bassalygo & V.A. Zinoviev, “A note on uniformly packed codes,” Problems Inform. Transmiss., vol. 13, no. n. 3, pp. 22-25, 1977.

[3] G. Bogdanova, V.A. Zinoviev & T.J. Todorov, “On construction of \( q \)-ary equidistant codes,” Problmes Inform. Transmiss., vol. 43, no. 4, pp. 13 - 36, 2007.
[4] A. Bonisoli, “Every equidistant linear code is a sequence of dual Hamming codes,” *Ars Combin.*, vol. 18, no. 2, pp. 181 - 186, 1984.

[5] J. Borges, & J. Rifa, “On the Nonexistence of Completely Transitive Codes”, *IEEE Trans. on Information Theory*, vol. 46, no. 1, pp. 279-280, 2000.

[6] J. Borges, J. Rifa & V.A. Zinoviev “Nonexistence of Completely Transitive Codes with Error-Correcting Capability $e > 3$”, *IEEE Trans. on Information Theory*, vol. 47, no. 4, pp. 1619-1621, 2001.

[7] J. Borges, J. Rifa & V.A. Zinoviev, “On non-antipodal binary completely regular codes”, *Discrete Mathematics*, 2008, vol. 308, 3508 - 3525.

[8] J. Borges, J. Rifà and V.A. Zinoviev, “On linear completely regular codes with covering radius $\rho = 1$”, arXiv:0906.0550v1. [math.CO], June 2009.

[9] A.E. Brouwer, A.M. Cohen & A. Neumaier, *Distance-Regular Graphs*, Springer, Berlin, 1989.

[10] K.A. Bush, Orthogonal arrays of index unity, *Ann. Math. Stat.*, vol. 23, pp. 426-434, 1952.

[11] A.R. Calderbank, W.M. Kantor, The geometry of two-weight codes. *Bull. London Math. Soc.*, vol. 18, no. 1, pp. 97 - 122, 1986.

[12] C.J. Colbourn C.J., J.H. Dinitz J.H. The CRC Handbook of Combinatorial Designs. Boca Raton, FL: CRC Press, 1996.

[13] G. Cohen, I. Honkala, S. Litsyn, A. Lobstein, *Covering Codes*, Elsevier Science, The Nederlands, 1997.

[14] P. Delsarte, ”Two-weight linear codes and strongly regular graphs,” MBLE Research Laboratory, Report R160, 1971.
[15] P. Delsarte, “An algebraic approach to the association schemes of coding theory,” Philips Research Reports Supplements, vol. 10, 1973.

[16] D.G. Fon-Der-Flaass, “Perfect 2-coloring of hypercube”, Siberian Math. J., vol. 48, no. 4, pp. 923 - 930, 2007.

[17] D.G. Fon-Der-Flaass, “Perfect 2-coloring of the 12-cube that attain the bound on correlation immunity”, Siberian Electronic Math. Reports, vol. 4, pp. 292 - 295, 2007.

[18] M. Giudici, C.E. Praeger, “Completely Transitive Codes in Hamming Graphs”, Europ. J. Combinatorics 20, pp. 647662, 1999.

[19] J.M. Goethals & H.C.A. Van Tilborg, “Uniformly packed codes,” Philips Res., vol. 30, pp. 9-36, 1975.

[20] J.H. Koolen, W.S. Lee, and W.J. Martin, “Arithmetic completely regular codes”, arXiv:0911.1826v1 [math.CO], November 2009.

[21] F.J. MacWilliams, A theorem on the distribution of weights in a systematic code, Bell System Techn. J., vol. 42, pp. 79-84, 1963.

[22] F.J. MacWilliams & N.J.A. Sloane, The Theory of Error Correcting Codes, Elsevier, North-Holland, 1977.

[23] A. Neumaier, “Completely regular codes,” Discrete Maths., vol. 106/107, pp. 335-360, 1992.

[24] J. Rifa & V.A. Zinoviev, ”On new completely regular q-ary codes”, Problems of Information Transmission, vol. 43, No. 2, 2007, 97 - 112.

[25] J. Rifa & V.A. Zinoviev, ”New completely regular q-ary codes, based on Kronecker products”, IEEE Transactions on Information Theory, 2009, to appear.
[26] J. Rifa and V.A. Zinoviev, “On lifting perfect codes”, *IEEE Trans. on Inform. Theory*, (2010), submitted. arXiv:1011. [math.CO], Jan 2010).

[27] N.V. Semakov, V.A. Zinoviev & G.V. Zaitsev, ”Class of maximal equidistant codes,” *Problems of Information Transmission*, vol. 5, no. 2, pp. 84–87, 1969.

[28] N.V. Semakov, V.A. Zinoviev & G.V. Zaitsev, “Uniformly packed codes,” *Problems Inform. Transmiss.*, vol. 7, no. 1, pp. 38-50, 1971.

[29] J. Singer, ”A theorem in finite projective geometry, and some applications to number theory”, *Trans. Amer. Math. Soc.*, vol. 43, 377 - 385, 1938.

[30] P. Solé, “Completely regular codes and completely transitive codes,” *Discrete Maths.*, vol. 81, pp. 193-201, 1990.

[31] A. Tietäväinen, “On the non-existence of perfect codes over finite fields,” *SIAM J. Appl. Math.*, vol. 24, pp. 88-96, 1973.

[32] H.C.A. Van Tilborg, *Uniformly packed codes*. Ph.D. Eindhoven Univ. of Tech., 1976.

[33] V.A. Zinoviev & V.K. Leontiev, “The nonexistence of perfect codes over Galois fields,” *Problems of Control and Information Th.*, vol. 2, no. 2, pp. 16-24, 1973.