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ABSTRACT

Addressing the problem of fairness is crucial to safely use machine learning algorithms to support decisions with a critical impact on people’s lives such as job hiring, child maltreatment, disease diagnosis, loan granting, etc. Several notions of fairness have been defined and examined in the past decade, such as statistical parity and equalized odds. The most recent fairness notions, however, are causal-based and reflect the now widely accepted idea that using causality is necessary to appropriately address the problem of fairness. This paper examines an exhaustive list of causal-based fairness notions and study their applicability in real-world scenarios. As the majority of causal-based fairness notions are defined in terms of non-observable quantities (e.g., interventions and counterfactuals), their deployment in practice requires to compute or estimate those quantities using observational data. This paper offers a comprehensive report of the different approaches to infer causal quantities from observational data including identifiability (Pearl’s SCM framework) and estimation (potential outcome framework). The main contributions of this survey paper are (1) a guideline to help selecting a suitable fairness notion given a specific real-world scenario, and (2) a ranking of the fairness notions according to Pearl’s causation ladder indicating how difficult it is to deploy each notion in practice.

KEYWORDS

Fairness, machine learning, causality, causal inference, intervention, counterfactual

1 INTRODUCTION

Machine learning algorithms are increasingly used to inform automated decisions with critical impact on people’s lives including job hiring, loan granting, predicting recidivism during parole, etc. Correcting bias in the decision prediction requires first to measure it. The most commonly used fairness notions are observational and rely on mere correlation between variables. For example, statistical parity [10] requires that the proportion of positive outcome (e.g. granting loans) is the same for all sub-populations (e.g. male and female groups). Equal opportunity [17] requires that the true positive rate (TPR) is the same for all sub-populations. The main problem of correlation-based fairness notions is that they fail to detect discrimination in presence of statistical anomalies such as Simpson’s paradox [47]. A famous example of the Simpson’s paradox is the gender bias in 1973 Berkeley admission [8, 26]. In that year, 44% of male applicants were admitted against only 34% of female applicants. While this looks like a bias against female candidates, when the same data has been analyzed by department, acceptance rates were approximately the same. In other words, the statistical conclusions drawn from the sub-populations differ from that from the whole population. Considering the problem of fairness from the legal and philosophical point of view reveals another limitation of statistical fairness notions. In the disparate treatment liability framework [5], discrimination claims require plaintiffs to demonstrate a causal connection between the challenged decision (e.g., hiring, firing, admission) and the sensitive feature (e.g., gender, race). It is then necessary to investigate the causal relationship between the sensitive attribute and the decision rather than the associated relationship. Because of these two limitations, it is now widely accepted that causality is necessary to appropriately address the problem of fairness [26].

Various causal-based fairness notions have been recently proposed to tackle the problem of fairness through causal inference lenses. These include total effect [32], counterfactual fairness [24], counterfactual effects [61], interventional fairness [41], etc. These notions differ from statistical fairness approaches in that they are not totally based on data but consider additional knowledge about the structure of the world, in the form of a causal model. This additional knowledge helps to understand how data is generated in the first place and how changes in variables propagate in a system. Most of these fairness notions are defined in terms of non-observable quantities such as interventions (to simulate random experiments) and counterfactuals (which consider other hypothetical worlds, in addition to the actual world). Such quantities cannot be always uniquely computed from observational data which hinders significantly the applicability of causal-based notions in practical scenarios. Each one of the two main causal frameworks in the literature, namely, structural causal model (SCM) with causal graphs [32] and potential outcome [20], use a different approach to compute/estimate the causal quantities using observational data. The SCM framework relies mainly on the identifiability criterion [44] to generate an expression for the causal quantity based only on observable probabilities. If the identifiability criterion is not satisfied, the causal quantity can not be computed using the available observable data. In such case, as an alternative, if the complete structure of the causal model is available, it is possible to estimate the distribution of the latent variables $U$ and consequently generate an estimation of the counterfactual outcomes [24]. In the potential outcome framework, causal quantities are approximated using several estimation techniques (e.g., matching, re-weighting, etc.) [16].

Nineteen causal-based fairness notions are examined in this paper. Given a real-world scenario, selecting which fairness notion to use is a challenging and error-prone task as using the wrong fairness notion may indicate unfairness in an otherwise fair scenario, or the opposite (failing to detect unfairness in an unfair scenario). This survey paper provides guidelines to help selecting a suitable fairness notion given a specific real-world scenario. The guidelines are summarized in a decision diagram that can be easily navigated using the characteristics of the real-world scenario at hand. On
the other hand, according to Pearl’s SCM framework, computing causal quantities (interventions and counterfactuals) depends on their identifiability. Hence, even if a fairness notion is appropriate in some setup, it might not be applicable because of identifiability issues. Placing the various causal-based fairness notions in Pearl’s causation ladder with the three corresponding rungs (observation, intervention, and counterfactual) [34] allows to rank these notions and indicates how difficult to deploy each one of them in practice.

This survey paper is a comprehensive report on assessing machine learning fairness with causality lenses. It starts by illustrating the need for causality through a hypothetical example of teacher firing (Section 2). Then, it provides essential background on causal inference in sufficient detail for our analysis (Section 3). Section 4 examines a comprehensive list of causal-based fairness notions. Unlike other surveys in the literature, the subtleties of the fairness notions are illustrated using a very simple numerical job hiring example. A survey on the three approaches to compute causal quantities from observable data, namely, identifiability, estimation based on full causal model, and potential outcome estimation, is provided in Section 5. The main contributions of the survey which are the suitability and applicability of causal-based fairness notions are described in Section 6. Finally, Section 7 concludes.

2 THE NEED FOR CAUSALITY: AN EXAMPLE

Consider the hypothetical example\(^1\) of an automated system for deciding whether to fire a teacher at the end of the academic year. Deployed teacher evaluation systems have been suspected of bias in the past. For example, IMPACT is a teacher evaluation system used in the city of Washington DC and have been found to be unfair against teachers from minority groups [30, 36, 38]. Assume that the system takes as input two features, namely, the location of the school where the teacher is working (C) and the initial\(^2\) average level of the students in her class (A). The outcome is whether to fire the teacher (Y). Assume also that all 3 variables are binary with the following values: if the school is located in a high-income neighborhood, \(C = 1\), otherwise (the school is located in a low-income neighborhood), \(C = 0\). If the initial average score for the students assigned to the teacher is high, \(A = 1\), otherwise (initial level is low), \(A = 0\). Firing a teacher corresponds to \(Y = 1\), while retaining her corresponds to \(Y = 0\). The level of students in a given class can be influenced by several variables, but in this example, assume that it is only influenced by the location of the school; students in high-income neighborhoods are more advantaged and typically perform better in school.

Assume now that the automated decision system is suspected to be biased by the initial level of students assigned to the teacher. That is, it is claimed that the system will more likely fire teachers who have been assigned classes with low level students at the beginning of the academic year which is clearly unfair. The sensitive attribute in this case is the initial level of students assigned to the teacher (A). For concreteness, consider the prediction system that yields the following conditional probabilities:

\[
\begin{align*}
P(Y = 1 | A = A, C = 0) &= 0.02 & P(A = 1 | C = 0) &= 0.2 \\
P(Y = 1 | A = A, C = 1) &= 0.0675 & P(A = 1 | C = 1) &= 0.8 \\
P(Y = 1 | A = 0, C = 0) &= 0.01 & P(A = 0 | C = 0) &= 0.8 \\
P(Y = 1 | A = 0, C = 1) &= 0.25 & P(A = 0 | C = 1) &= 0.2
\end{align*}
\]

and that the dataset is collected from a population where schools are located with equal proportions in high-income and low-income neighborhood, that is, \(P(C = 1) = P(C = 0) = 0.5\). Assume also that the proportion of classes with a low initial average level of students is the same as the one with high average initial level of students, that is, \(P(A = 1) = P(A = 0) = 0.5\). To keep the scenario simple, assume that the level of students \(A\) does not depend on any other feature except \(C\) and that the firing decision \(Y\) depends only on \(A\) and \(C\).

A simple approach to check the fairness of the firing decision \(Y\) with respect to the sensitive attribute \(A\) is to contrast the conditional probabilities: \(P(Y = 1 | A = 0)\) and \(P(Y = 1 | A = 1)\) which quantify, respectively, the likelihood of firing a teacher given that she is assigned students with an initial low level versus and the likelihood of firing a teacher given that she is assigned students with an initial high level class. Such probabilities can be computed as follows:

\[
P(Y = 1 | A = a) = \sum_{c \in \{0,1\}} P(Y = 1 | A = a, C = c) \times P(A = a | C = c)
\]

Hence,

\[
P(Y = 1 | A = 1) = 0.02 \times 0.2 + 0.0675 \times 0.8 = 0.058
\]

\[
P(Y = 1 | A = 0) = 0.01 \times 0.8 + 0.25 \times 0.2 = 0.058
\]

As the values are equal, the rates of firing between teachers who were assigned low level students and high level students appear to be equal and hence no discrimination is detected\(^3\). This conclusion is flawed because it doesn’t consider the mechanism by which the observed data is generated. In particular, the location of the school in which the teacher is working influences both the initial level of students assigned to her as well as the decision to fire or retain her. The \(P(A|C)\) distribution indicates that 80% of classes in low income neighborhoods have students with low initial levels (\(P(A = 0 | C = 0) = 0.8\)) while 80% of classes in high income neighborhoods have students with high initial levels (\(P(A = 1 | C = 1) = 0.8\)). The automated decision system is biased in this case because \(P(Y = 1 | A = 0, C = 1)\), the probability of firing a teacher in high income neighborhoods which is assigned a class with low initial level, is exceptionally high (0.25). Using simple conditional probabilities (Eq. 1) on this collected dataset fails to appropriately account for that bias because very few teachers in high income neighborhoods are assigned low level classes in this particular dataset (\(P(A = 0 | C = 1) = 0.2\)). In general, any statistical fairness notion which relies solely on correlation between variables, will fail to detect such bias.

To avoid such misleading conclusions, the causal relationships between variables should be considered. Figure 1 illustrates the causal relations between the three variables of the above example where the location of the school \(C\) is a confounder. Based on such

---

\(^1\)Inspired by the prior convictions example in [29].

\(^2\)At the beginning of the academic year.

\(^3\)This corresponds to statistical parity.
causal graph, a firing decision system is fair if it is as likely to fire teachers in the following two hypothetical cases: (1) when all teachers in the population are assigned students of low level on average, and (2) when all teachers in the population are assigned students of high level on average. This is achieved using intervention (do(\cdot)) operator\(^6\) and allows to break the problematic dependence between A and C. The probabilities of firing a teacher in these two hypothetical cases are expressed as \(P(Y_{A=0} = 1) = P(Y = 1 | do(A = 0))\) and \(P(Y_{A=1} = 1) = P(Y = 1 | do(A = 1))\) respectively. In this simple graph, and assuming no other variable is used in the prediction, these probabilities can be computed as follows:

\[
P(Y_{A=a} = 1) = \sum_{c \in \{0,1\}} P(Y = 1 | A = a, C = c) \times P(C = c)
\]

Hence,

\[
P(Y_{A=1} = 1) = 0.02 \times 0.5 + 0.0675 \times 0.5 = 0.0437
\]

\[
P(Y_{A=0} = 1) = 0.01 \times 0.5 + 0.25 \times 0.5 = 0.13
\]

![Figure 1: Causal graph of the firing example.](image)

The values confirm the existence of a bias against teachers which are assigned classes with initial low levels.

3 PRELIMINARIES AND NOTATION

Variables are denoted by capital letters. In particular, A is used for the sensitive variable (e.g., gender, race, age) and Y is used for the outcome of the automated decision system (e.g., health-care intervention, hiring, admission, releasing on parole). Small letters denote specific values of variables (e.g., \(A = a^*, W = w\)). Bold capital and small letters denote a set of variables and a set of values, respectively.

There are two fundamental frameworks to mathematically represent and characterize causal relations between variables: structural causal model [32] and potential outcome [20]. Formally, the two frameworks are equivalent [28, 33]. However, each of them is more equipped to address different problems in particular situations. For example, accounting for the many causal pathways that may exist in real-applications can be more straightforward using SCM. On the other hand, potential outcome framework is preferred when estimating individual-level causal effects. As most of causal-based fairness notions are defined using one of these frameworks, the rest of this section introduces the terminology and the notation for both frameworks.

\(^6\)Intervention and the do(\cdot) operator will be explained further in Section 5.1.1.

3.1 Structural Causal Model (SCM) Framework

A structural causal model [32] is a tuple \(M = \langle U, V, F, P(U) \rangle\) where:

- \(U\) is a set of exogenous variables which cannot be observed or experimented on but constitute the background knowledge behind the model.
- \(V\) is a set of observable variables which can be experimented on.
- \(F\) is a set of structural functions where each \(f_i\) is mapping \(U \cup V \rightarrow V \setminus \{V_i\}\) which represents the process by which variable \(V_i\) changes in response to other variables in \(U \cup V\).
- \(P(u)\) is a probability distribution over the unobservable (latent) variables \(U\).

Causal assumptions between variables are captured by a causal diagram \(G\) which is a directed acyclic graph (DAG) where vertices represent variables and directed edges represent functional relationships between the variables. Directed edges can have two interpretations. A probabilistic interpretation where the edge represents a dependency among the variables such that the direction of the edge is irrelevant. A causal interpretation where the edge represents a causal influence between the corresponding variables such that the direction of the edge matters. In presence of a cause effect relation between two variables \(A\) and \(Y\), a confounder is a third variable \(C\) which affect both the cause \(A\) and the effect \(Y\).

For example, the location of school variable \(C\) in Figure 1 is a confounder. Unobserved variables \(U\), which are typically not represented in the causal diagram, can be either mutually independent (Markovian model) or dependent from each others. In case the unobserved variables can be dependent and each \(U_i \in U\) is used in at most two functions in \(F\), the model is called semi-Markovian. In causal diagrams of semi-Markovian models, dependent unobservable variables (unobserved confounders) are represented by a dotted bi-directed edge between observable variables. Figure 2 shows causal graphs of Markovian model (Figure 2(a)), semi-Markovian model (Figures 2(b)) and semi-Markovian model after intervening on \(Z\) (Figure 2(c)).

![Figure 2: Markovian and semi-Markovian causal models.](image)
namely, $P(Y|do(Z = z))$. Intuitively, while $P(Y|Z = z)$ reflects the population distribution of $Y$ among individuals whose $Z$ value is $z$, $P(Y|do(Z = z))$ reflects the population distribution of $Y$ if everyone in the population had their $Z$ value fixed at $z$. The obtained distribution $P(Y|do(Z = z))$ can be considered as a counterfactual distribution since the intervention forces $Z$ to take a value different from the one it would take in the actual world. Such counterfactual variable is noted $Y_{Z=z}$ or $Y_z$ for short.\(^5\) The term counterfactual quantity is used for expressions that involve explicitly multiple worlds. In Figure 2(b), consider the expression $P(y_{a'}|Y = y, A = a) = P(y_{a'}|y, a)$. Such expression involves two worlds: an observed world where $A = a$ and $Y = y$ and a counterfactual world where $Y = y$ and $A = a'$. It reads “the probability of $Y = y$ had $A$ been $a'$ given that we observed $Y = y$ and $A = a'$. In the common example of job hiring, if $A$ denotes race (a: white, a': non-white) and $Y$ denotes the hiring decision ($y$: hired, $y'$: not hired), $P(y_{a'}|y, a)$ reads “given that a white applicant has been hired, what is the probability that the same applicant is still being hired had he been non-white”. Nesting counterfactuals can produce complex expressions. For example, in the relatively simple model of Figure 2(b), $P(y_{a,z=0}|y_{a'})$ reads the probability of $Y = y$ had $(1)$ $A$ been $a'$ and $(2)$ $Z$ been $z$ when $A$ is $a'$, given that an intervention $A = a'$ produced $y'$. This expression involves three worlds: a world where $A = a$, a world where $Z = z_{a'}$, and a world where $A = a'$. Such complex expressions are used to characterize direct, indirect, and path-specific effects.

Causal-based discrimination discovery aims at telling if the outcome of an automated decision making is fair or discriminative. Several causal-based fairness notions are defined in the literature (Section 4) and expressed in terms of joint, conditional, interventional, and counterfactual probabilities. The application of a fairness notion requires as input a dataset $D$ and a causal graph $G$. While joint probabilities (e.g., $P(X = x, Y = y, Z = z)$) and conditional probabilities (e.g., $P(Y = y|X = x)$) can be trivially estimated from the dataset $D$, probabilities involving interventions or counterfactuals cannot always be estimated from $D$ and $G$. When a probability can be estimated from observable data ($D$), it is said to be identifiable. Otherwise, it is unidentifiable. More formally, let $M_1$ and $M_2$ be two causal models sharing the same causal graph (not including the unobservable variable $U$) and the same set of probability distributions $q$, a quantity $Q$ (e.g., intervention or counterfactual) is identifiable using $q$ (noted $q$-identifiable), if the value of $Q$ is unique and computable from $q$ in any models $M_1$ and $M_2$. In other words, if there exist two models $M_1$ and $M_2$ sharing the same graph structure and the same probability distributions, but yielding different $Q$ values, then $Q$ is unidentifiable. Typically, the identifiability of intervention and counterfactual quantities depends on the structure of the graph, in particular, the location of the unobserved confounding variables. Identifiability criteria are summarized in Section 5.1.

### 3.2 Potential Outcome

Unlike the SCM framework, expressing causal relations in the potential outcome framework starts at the unit level. A unit $i$ is the atomic research object. In fairness problems, it typically refers to an individual. For example, in the job hiring scenario, every candidate corresponds to a unit $i$. Using the same example, the sensitive attribute of the candidate (e.g., gender) corresponds to the treatment in the potential outcome terminology. Given an outcome random variable $Y$, applying a treatment $A = a$ on a unit $i$ yields a different random variable called the potential outcome $Y_i(A = a) = Y_{a_i}^a$. For example, if $A = 0$ refers to male, $A = 1$ refers to female, and $Y$ is the hiring decision, $Y_i^1$ is the potential hiring decision of unit $i$ when the gender (treatment) is female. Consequently, if the treatment variable $A$ is binary, there are two potential outcomes $Y_i^0$ and $Y_i^1$. In observational studies (by contrast to experimental studies), only one potential outcome can be observed which is the factual outcome. The other potential outcome is usually impossible to observe and is called the counterfactual outcome. For example, if a job candidate $i$ is female ($A = 1$) and is not hired, the potential outcome $Y_i^0$ is observed and is equal to 0. However, the potential outcome of that candidate $i$ had she be male $Y_i^1$ is impossible to observe because this requires going back in time (impossible) and changing the sex of that individual to male (not ethical in the cases where it is possible).

Causal inference in the potential outcome framework relies typically on three assumptions, namely, SUTVA, ignorability, and positivity \[20\]. SUTVA (Stable Unit Treatment Value Assumption) has two requirements. First, the absence of interference among units. In the job hiring example it means that the hiring decision for a candidate is independent from the hiring decisions for all other candidates. Second, there is only one version of the treatment. This is more relevant in medical scenarios when a treatment (medication) has different versions (e.g., different dosage). For fairness scenarios, this requirement is typically satisfied as the treatment corresponds generally to an intrinsic attribute of the individual (e.g., gender, race, etc.). Ignorability is satisfied when the sensitive attribute $A$ and the potential outcome variables $Y^0$ and $Y^1$ are independent given observable variables $X$. That is, $A \perp Y^0, Y^1|X$. This corresponds to absence of hidden (unobservable) confounders. In the SCM framework, it is equivalent to the graphical Markovian model requirement. Positivity assumption requires that the sensitive attribute is not deterministic with respect to other observable variables. That is, $P(A = a|X = x) > 0, \forall a, x$. In the job hiring example, any candidate can have any values of variables regardless of the gender $A$.

### 3.3 SCM and graphical models vs potential outcome

Although both causal frameworks are considered equivalent \[33\], interesting differences exist between them. Depending on the task at hand, one framework might be more appropriate to use than the other. For example, reasoning about causal effects at the individual (unit) level is more straightforward with the potential outcome framework \[28\] (Section 3.4). On the other hand, considering...\(^6\)

---

\(^5\)The notations $Y_{Z=z}$ and $Y_z$ are used in the literature as well. $P(Y = y|do(Z = z)) = P(Y_{Z=z} = y) = P(Y_z = y) = P(y_z)$ is used to define the causal effect of $z$ on $Y$.

\(^6\)Strong ignorability is a stronger assumptions requiring independence between the potential outcomes and any covariate $X (X \perp Y^0, Y^1)$. 
the different paths of causal effects (direct, indirect, and spurious) is much easier achieved using SCMs and causal graphs. More generally, potential outcome framework is more suitable for causal inference problems where the goal is to narrowly estimate the causal (treatment) effect of a cause variable A on an outcome variable Y. There are two justifications for this point. First, developing estimators of causal effects and counterfactuals can be more straightforward using the potential outcome framework [59]. Second, the potential outcome framework provides the possibility of decomposing the sources of inconsistency and bias into: unaccounted-for baseline differences between individuals and treatment effect bias [28] (Section 3.4). SCMs and causal graphs, however, are more suitable in causal discovery problems where the goal is to learn the causal relations among a set of variables [15]. Potential outcome framework is not well equipped for such problems because the causal effect of variables other than the treatment (sensitive attribute) are not defined.

4 CAUSALITY-BASED FAIRNESS NOTIONS

Without loss of generality, assume that the sensitive attribute A and the outcome Y are binary variables where A = a₀ denotes the privileged group (e.g. male), typically considered as the reference in characterizing discrimination, and A = a₁ the disadvantaged group (e.g. female).

Whenever needed, the simple job hiring example will be used where A is the sensitive attribute corresponding to the gender (A = 0 for male and A = 1 for female), C is a covariate corresponding to the job type (C = 0 for flexible schedule job and C = 1 for non-flexible job schedule), and Y is the outcome corresponding to the hiring decision (Y = 0 for not-hired and Y = 1 for hired). Table 1 is an example dataset corresponding to this scenario.

Table 1: A job hiring example with 24 applications. A is the gender (sensitive attribute) where A = 1: female, A = 0: male. C is the job type where C = 0: flexible time job, C = 1: non-flexible time job. Y is the hiring decision (outcome) where Y = 0: not-hired, Y = 1: hired.

| Female applicants (Treatment group) | Male applicants (Control Group) |
|-----------------------------------|---------------------------------|
| i | A | C | Y | i | A | C | Y |
|---|---|---|---|---|---|---|---|
| 1 | 1 | 0 | 1 | 13 | 0 | 0 | 1 |
| 2 | 1 | 0 | 1 | 14 | 0 | 0 | 0 |
| 3 | 1 | 0 | 0 | 15 | 0 | 0 | 0 |
| 4 | 1 | 0 | 0 | 16 | 0 | 0 | 0 |
| 5 | 0 | 0 | 0 | 17 | 1 | 0 | 1 |
| 6 | 0 | 0 | 0 | 18 | 0 | 1 | 1 |
| 7 | 0 | 0 | 0 | 19 | 0 | 1 | 1 |
| 8 | 0 | 0 | 0 | 20 | 0 | 1 | 1 |
| 9 | 1 | 1 | 1 | 21 | 0 | 1 | 0 |
| 10 | 1 | 1 | 1 | 22 | 0 | 1 | 0 |
| 11 | 1 | 1 | 1 | 23 | 0 | 1 | 0 |
| 12 | 1 | 1 | 0 | 24 | 0 | 1 | 0 |

The most common non-causal fairness notion is total variation (TV), known as statistical parity, demographic parity, or risk difference. The total variation of A = a₁ on the outcome Y = y with reference A = a₀ is defined using conditional probabilities as follows:

$$TV_{a_1, a_0}(y) = P(y | a_1) - P(y | a_0)$$

Intuitively, $TV_{a_1, a_0}(y)$ measures the difference between the conditional distributions of Y when we (passively) observe A changing from a₀ to a₁. In the example of Table 1:

$$TV = P(Y = 1 | A = 0) - P(Y = 1 | A = 1) = \frac{5}{12} - \frac{5}{12} = 0.$$ 

So according to TV, the predicted hiring decision is fair. The main limitation of TV is its purely statistical nature which makes it unable to reflect the causal relationship between A and Y, that is, it is insensitive to the mechanism by which data is generated and collected. Total effect (TE) [32] is the causal version of TV and is defined in terms of experimental probabilities as follows:

$$TE_{a_1, a_0}(y) = P(y_{a_1}) - P(y_{a_0})$$

TE measures the effect of the change of A from a₁ to a₀ on Y = y along all the causal paths from A to Y. Intuitively, while TV reflects the difference in proportions of Y = y in the current cohort, TE reflects the difference in proportions of Y = y in the entire population. For the binary outcome case, TE is equivalent to the average treatment effect (ATE) [28] in the potential outcome framework which is defined as follows:

$$ATE_{a_1, a_0} = \mathbb{E}[Y_{a_1} - Y_{a_0}]$$

$$= \frac{1}{n} \sum_{i=1}^{n} (Y_{a_1} - Y_{a_0})$$

where n is the number of observed samples. ATE corresponds exactly to FACE in [21].

Computing exactly ATE requires the knowledge of both potential outcomes: the observed and the counterfactual. As the later is almost impossible to observe, exact computation of ATE is typically not possible. However, for the sake of illustration, we assume the counterfactual outcome is available, and show how ATE is computed. Later sections will show how ATE and counterfactual outcomes can be estimated from observable data. Table 2, shows the same job hiring dataset, but with counterfactual outcomes.

ATE is computed by considering the average potential outcome if the gender is female A = 1, that is, \(\frac{1}{n} \sum_{i=1}^{n} Y_{a_1}^{(i)} \) and the same if the gender is male A = 0, \(\frac{1}{n} \sum_{i=1}^{n} Y_{a_0}^{(i)} \). The former (\(\sum_{i=1}^{n} Y_{a_1}^{(i)} \)) corresponds to the average of the observed outcomes (Y) of samples 1 to 12 and counterfactual outcomes (Y\textsuperscript{cf}) of samples 13 to 24, which gives \(\frac{1}{12} \cdot 9 = \frac{3}{4} \). Similarly, the average potential outcome if gender is male corresponds to the counterfactual outcomes of samples 1 to 12 and the observed outcomes of samples 13 to 24 which gives \(\frac{1}{12} \cdot \frac{9}{4} = \frac{3}{8} \). Hence, \(ATE = \frac{3}{4} - \frac{3}{8} = \frac{3}{8} \) which indicates a positive bias for female.

Computing the causal effect based only on the observed treatment group samples (e.g. female applicants only) corresponds to a variant of TE called effect of treatment on the treated (ETT) [32] and is defined as:

$$ETT_{a_1, a_0}(y) = P(y_{a_1} | a_1) - P(y_{a_0} | a_1)$$

^Known also as average causal effect (ACE).
Table 2: The job hiring example with counterfactual outcomes. $A^{cf}$ denotes the gender of the candidate in the counterfactual world. $Y^{cf}$ denotes the counterfactual potential outcome.

| Female applicants (Treatment group) | Male applicants (Control Group) |
|-------------------------------------|---------------------------------|
| $i$ | $A$ | $C$ | $Y$ | $A^{cf}$ | $Y^{cf}$ | $i$ | $A$ | $C$ | $Y$ | $A^{cf}$ | $Y^{cf}$ |
| 1: | 1 | 0 | 1 | 0 | 1 | 13: | 0 | 0 | 1 | 1 | 1 |
| 2: | 1 | 0 | 1 | 0 | 0 | 14: | 0 | 0 | 0 | 1 | 1 |
| 3: | 1 | 0 | 0 | 0 | 1 | 15: | 0 | 0 | 0 | 1 | 0 |
| 4: | 1 | 0 | 0 | 0 | 0 | 16: | 0 | 0 | 0 | 1 | 0 |
| 5: | 1 | 0 | 0 | 0 | 0 | 17: | 0 | 1 | 1 | 1 | 0 |
| 6: | 1 | 0 | 0 | 0 | 0 | 18: | 0 | 1 | 1 | 1 | 1 |
| 7: | 1 | 0 | 0 | 0 | 0 | 19: | 0 | 1 | 1 | 1 | 1 |
| 8: | 1 | 0 | 0 | 0 | 0 | 20: | 0 | 1 | 1 | 1 | 1 |
| 9: | 1 | 1 | 1 | 0 | 1 | 21: | 0 | 1 | 0 | 1 | 1 |
| 10: | 1 | 1 | 1 | 0 | 1 | 22: | 0 | 1 | 0 | 1 | 0 |
| 11: | 1 | 1 | 1 | 0 | 0 | 23: | 0 | 1 | 0 | 1 | 0 |
| 12: | 1 | 1 | 0 | 0 | 0 | 24: | 0 | 1 | 0 | 1 | 0 |

In the binary outcome case, $ETT$ corresponds to the average treatment effect on the treated $ATT$ [28] in the potential outcome framework defined as:

$$ATT_{a_1,a_0} = \mathbb{E}[Y^{a_1}|A = a_1] - \mathbb{E}[Y^{a_0}|A = a_1]$$

$$= \frac{1}{n_1} \sum_{i:A=a_1} (Y_i^{a_1} - Y_i^{a_0})$$

where $n_1$ is the number of samples in the treatment group, $ATT$ is also called FACT in [21]. In the example of Table 2, $ATT$ corresponds to the difference between the average observable outcome ($Y$) and the average counterfactual outcome ($Y^{cf}$) in samples 1 to 12, that is, $ATT = \frac{5}{12} - \frac{8}{12} = \frac{1}{12}$, which confirms the positive bias for female.

Average treatment effect on the control group ($ATC$) [28] is the same as $ATT$ but focusing instead on the control group:

$$ATC_{a_1,a_0} = \mathbb{E}[Y^{a_1}|A = a_0] - \mathbb{E}[Y^{a_0}|A = a_0]$$

$$= \frac{1}{n_2} \sum_{i:A=a_0} (Y_i^{a_1} - Y_i^{a_0})$$

where $n_2$ is the number of samples in the control group. Using the example of Table 2, $ATC = \frac{5}{12} - \frac{5}{12} = \frac{0}{12}$. Conditional average treatment effect ($CATE$) [28] is defined in a similar way, but conditioning on some other covariate instead of the sensitive attribute $A$:

$$CATE_{a_1,a_0}(X = x) = \mathbb{E}[Y^{a_1}|X = x] - \mathbb{E}[Y^{a_0}|X = x]$$

$$= \frac{1}{n_x} \sum_{i:X=x} (Y_i^{a_1} - Y_i^{a_0})$$

where $n_x$ is the number of samples in the subgroup $X = x$. Using the covariate $C = 0$ (flexible schedule jobs) in the hiring example of Table 2, $CATE(C = 0) = \frac{5}{12} - \frac{5}{12} = \frac{0}{12}$, which is again confirming hiring decisions in favor of female.

Unlike the SCM framework, in the potential framework, it is possible to define individual treatment effect $ITE$ [28] which is defined, for every unit $i$ as:

$$ITE_{a_1,a_0}(i) = Y_i^{a_1} - Y_i^{a_0}$$

For instance, in Table 2, $ITE(i = 3) = 0 - 1 = -1$ which indicates a discrimination against the female applicant $i = 3$. $ATC$, $CATE$, and $ITE$ are defined and typically used in the potential outcome framework but have no equivalents in the SCM framework. However, although $ATC$ and $CATE$ can be easily represented in the SCM formalism, $ITE$ cannot be easily formalized in the SCM framework.

The job hiring example of Tables 1 and 2 is interesting because it illustrates a statistical anomaly where some statistical notions such as $TV$ fail to appropriately account for the bias between subpopulations (e.g. female vs male). Notice first that, according to the collected data, both female and male candidates are hired at the same rate $\frac{5}{12}$. Notice also that if the hiring rates are adjusted according to the job type, female candidates are hired at an equal or higher rate for both types of jobs: for flexible schedule jobs ($C = 0$), the hiring rates are the same $\frac{5}{12}$ and for non-flexible jobs ($C = 1$), the hiring rates are $\frac{5}{12}$ for female and $\frac{5}{12} = \frac{5}{12}$ for male. The explanation for such counter-intuitive result is that most of female candidates (8 out of 12) are applying for flexible schedule jobs (for family reasons) in which hiring is more difficult. On the other hand, few male candidates (4 out of 12) are applying for flexible schedule jobs, and instead massively applying for the more accessible non-flexible jobs (8 out of 12 applicants). To appropriately assess discrimination in this case, there is a need to adjust on the job type variable $C$, that is, assessing discrimination for each job type separately. This simple job hiring scenario is similar to the Berkeley sex discrimination in college admission [8] where data showed a bias for male applicants overall, but when results were analyzed separately for each department, data showed a slight bias in favor of female candidates. The Berkeley scenario is typically used as an example of Simpson’s paradox [47]. In both scenarios, by considering the outcome of the observable samples in the counterfactual setup, the above causal-based fairness notions could appropriately assess gender ($A$) discrimination on the outcome ($Y$). The job hiring example illustrating the statistical anomaly can be easily modified to reflect a Simpson’s paradox [47]. Table 3 shows the same example but with 30 observed samples. In such cohort, $TV = \frac{1}{2}$ indicates a discrimination against female applicants. However, all causal notions ($TE = ATE = \frac{1}{2}$, $ATT = \frac{1}{2}$, and $ATC = \frac{1}{2}$), $CATE(C = 0) = \frac{1}{2}$, and $CATE(C = 1) = \frac{1}{2}$) are indicating a bias in favor of female.

All the above causal-based fairness notions fall into the framework of disparate impact [5] which aims at ensuring the equality of outcomes among all groups (protected/treatment and unprotected/control). An alternative framework is the disparate treatment [5] which seeks equality of treatment achievable through prohibiting the use of the sensitive attribute in the decision process. The main idea is to split the causal effect between the sensitive attribute $A$ and the outcome $Y$ into several causal pathways, each of which is either fair, unfair, or spurious. Common fairness notions from the disparate treatment framework include direct effect, indirect effect, and path-specific effect [31]. An effect can be deemed fair, unfair, or spurious by an expert of the scenario at hand. Unfair
Table 3: The job hiring example with a Simpson’s paradox.

| Female applicants (Treatment group) | Male applicants (Control Group) |
|------------------------------------|---------------------------------|
| $i$ | $A$ | $C$ | $Y$ | $A^{cf}$ | $y^{cf}$ | $i$ | $A$ | $C$ | $Y$ | $A^{cf}$ | $y^{cf}$ |
| 1   | 1   | 0   | 1   | 1     | 1      | 16  | 0   | 0   | 1   | 1     | 1      |
| 2   | 1   | 0   | 1   | 0     | 1      | 17  | 0   | 0   | 1   | 1     | 1      |
| 3   | 1   | 0   | 1   | 0     | 1      | 18  | 0   | 1   | 0   | 1     | 0      |
| 4   | 1   | 0   | 0   | 0     | 0      | 19  | 0   | 1   | 0   | 1     | 0      |
| 5   | 1   | 0   | 0   | 0     | 0      | 20  | 0   | 1   | 0   | 1     | 0      |
| 6   | 1   | 0   | 0   | 0     | 0      | 21  | 1   | 0   | 1   | 1     | 1      |
| 7   | 1   | 0   | 0   | 0     | 0      | 22  | 1   | 1   | 0   | 1     | 1      |
| 8   | 1   | 0   | 0   | 0     | 0      | 23  | 1   | 1   | 0   | 1     | 1      |
| 9   | 1   | 0   | 0   | 0     | 0      | 24  | 1   | 1   | 0   | 1     | 1      |
| 10  | 1   | 0   | 0   | 0     | 0      | 25  | 1   | 1   | 0   | 1     | 1      |
| 11  | 1   | 1   | 1   | 0     | 1      | 26  | 1   | 1   | 1   | 1     | 1      |
| 12  | 1   | 1   | 1   | 0     | 1      | 27  | 1   | 1   | 1   | 1     | 1      |
| 13  | 1   | 1   | 1   | 0     | 1      | 28  | 1   | 1   | 0   | 1     | 1      |
| 14  | 1   | 1   | 1   | 0     | 1      | 29  | 1   | 1   | 0   | 1     | 1      |
| 15  | 1   | 1   | 0   | 0     | 0      | 30  | 0   | 1   | 0   | 1     | 0      |

effect is called discrimination. Direct discrimination is assessed using causal effect along direct edge from $A$ to $Y$. Indirect discrimination is measured using the causal effect along causal paths that pass through proxy attributes. A fair or explainable discrimination is measured using causal pathways passing through explaining variables. Spurious effect corresponds to a pathway starting with an incident edge into the sensitive attribute $A$.

Figure 3: Job hiring scenario where $A$ is gender, $Y$: hiring decision, $R$: hobby of a candidate ($R = 1$ for mechanical hobby, $R = 0$ for non-mechanical hobby), and $E$: education level of the candidate ($E = 1$ for college degree, $E = 0$ for no college degree).

Figure 3 presents a causal graph of the job hiring scenario involving an explaining variable $E$ (e.g. education and academic degrees), and a proxy/redlining variable $R$ (e.g. the hobby of the candidate). Hiring discrimination due to education level is legitimate and considered fair, whereas discrimination due to the hobby of the candidate is unfair as it is a proxy for the gender (the type of hobby indicates generally the gender of the candidate). Direct effect can be computed by simply “blocking” all indirect causal paths. An indirect causal path is a directed path from $A$ to $Y$ going through one or several mediator variables. For example, in Figure 3, there are two indirect causal paths $A \rightarrow R \rightarrow Y$ and $A \rightarrow E \rightarrow Y$. To compute the direct causal effect $(A \rightarrow Y)$, both indirect causal paths need to be blocked by adjusting on variables $R$ and $E$. As there are no confounders, the direct effect can be simply computed as:

$$DE_{A_1,a_0}(y) = \mathbb{P}(y \mid a_1, R, E) - \mathbb{P}(y \mid a_0, R, E) = \sum_r \sum_e \left(\mathbb{P}(y \mid a_1, r, e) - \mathbb{P}(y \mid a_0, r, e)\right)$$

In presence of confounders (between $A$ and $Y$, between $R$ and $Y$, etc.), natural direct effect (NDE) [31] is a more general notion that measures the direct causal effect and is defined as:

$$NDE_{A_1,a_0}(y) = \mathbb{P}(y \mid a_1, Z_{a_0}) - \mathbb{P}(y \mid a_0)$$

Table 4: A job hiring scenario corresponding to the causal graph in Figure 3.

| $i$ | $A$ | $E$ | $R$ | $Y^{cf}$ | $E_0$ | $R_0$ | $Y_1,E_0,R_0$ | $E_1$ | $R_1$ | $Y_0,E_1,R_1$ | $Y_1,E_0,R_1$ |
|-----|-----|-----|-----|---------|------|------|---------------|------|------|---------------|---------------|
| 1   | 1   | 1   | 0   | 1     | 1    | 1    | 1             | 1    | 1    | 1             | 1             |
| 2   | 1   | 1   | 0   | 1     | 1    | 1    | 1             | 1    | 1    | 1             | 1             |
| 3   | 1   | 1   | 0   | 1     | 1    | 1    | 1             | 1    | 1    | 1             | 1             |
| 4   | 1   | 0   | 0   | 1     | 1    | 1    | 0             | 1    | 0    | 1             | 0             |
| 5   | 1   | 0   | 0   | 1     | 1    | 0    | 1             | 0    | 0    | 0             | 1             |
| 6   | 1   | 0   | 0   | 0     | 0    | 0    | 0             | 0    | 0    | 0             | 0             |
| 7   | 0   | 1   | 1   | 1     | 1    | 1    | 1             | 1    | 0    | 1             | 1             |
| 8   | 0   | 1   | 0   | 1     | 1    | 1    | 0             | 1    | 1    | 1             | 1             |
| 9   | 0   | 1   | 1   | 0     | 1    | 1    | 0             | 1    | 0    | 1             | 0             |
| 10  | 0   | 0   | 1   | 1     | 1    | 0    | 1             | 1    | 1    | 1             | 1             |
| 11  | 0   | 0   | 1   | 1     | 0    | 1    | 1             | 0    | 0    | 1             | 0             |
| 12  | 0   | 0   | 1   | 0     | 1    | 0    | 0             | 0    | 1    | 1             | 0             |

Table 4: A job hiring scenario corresponding to the causal graph in Figure 3.

candidates. $Y^{cf}$ is the counterfactual potential outcome (the gender is different from the observed sample). $E_0$ is the education level had the gender was male. $R_0$ is the hobby of the candidate had the gender was male. $Y_1,E_0,R_0$ is the hiring decision had (1) the gender was female and (2) the education and hobby were set to the values if the candidate was male. According to Equation 14, $NDE_{A_0}(y = 1) = \mathbb{P}(y \mid E_0,R_0) - \mathbb{P}(y_0) = \frac{9}{55} - \frac{9}{55} = -\frac{9}{55}$ which indicates a direct discrimination against female candidates. Notice the following:

- For rows 7 to 12, the values of columns $E_0, R_0$, and $Y_1,E_0,R_0$ are equal to the values in columns $E, R$, and $Y^{cf}$, respectively.
- $\mathbb{P}(y_0)$ is computed based on the values in rows 1 to 6 of column $Y^{cf}$ and rows 7 to 12 of column $Y$.

Natural indirect effect (NIE) [31] measures the indirect effect of $A$ on $Y$ and is defined as:

$$NIE_{A_1,a_0}(y) = \mathbb{P}(y \mid a_1, Z_{a_0}) - \mathbb{P}(y \mid a_0)$$
In the example of Table 4, $NIE_{1.0}(y = 1) = P(y_0,E_{1},R_{1}) - P(y_0) = \frac{7}{12} - \frac{9}{12} = 0$

The problem with $NIE$ is that it does not distinguish between the fair (explainable) and unfair (indirect discrimination) effects. Path-specific effect [9, 32, 58] is a more nuanced measure that characterizes the causal effect in terms of specific paths.

Given a path set $\pi$, the $\pi$-specific effect is defined as:

$$PSE_{\pi,a_0,a_0}^a(y) = P(y_{a_1},a_0,\pi) - P(y_{a_0})$$

where $P(y_{a_1},a_0,\pi)$ is the probability of $Y = y$ in the counterfactual situation where the effect of $A$ on $Y$ with the intervention $(a_1)$ is transmitted along $\pi$, while the effect of $A$ on $Y$ without the intervention $(a_0)$ is transmitted along paths not in $\pi$ (denoted by $\pi^c$). Using the job hiring example of Figure 3, Eq. 16 can be used to assess only unfair discrimination which is transmitted through the direct path $A \rightarrow Y$ and the indirect path $A \rightarrow R \rightarrow Y$. The third path $A \rightarrow E \rightarrow Y$ transmits explainable (fair) discrimination, and hence, should not be considered. Given $\pi = \{A \rightarrow Y, A \rightarrow R \rightarrow Y\}$, $PSE_{\pi,a_0,a_0}^a(y) = \frac{8}{12} - \frac{9}{12} = -\frac{1}{12}$ which indicates a discrimination against female candidates.

4.1 No unresolved discrimination

No unresolved discrimination [22] is a fairness notion that falls into the disparate treatment framework and focuses on the indirect causal effects from $A$ to $Y$. No unresolved discrimination is satisfied when no directed path from $A$ to $Y$ is allowed, except via a resolving (explaining) variable $E$. A resolving variable is any variable in a causal graph that is influenced by the sensitive attribute in a manner that is accepted as nondiscriminatory. Figure 4 presents two alternative causal graphs for the job hiring example. The graph at the left exhibits unresolved discrimination along the heavy paths: $A \rightarrow R \rightarrow Y$ and $A \rightarrow Y$. By contrast, the graph at the right does not exhibit any unresolved discrimination as the effect of $A$ on $Y$ is justified by the resolved variable $E: A \rightarrow E \rightarrow Y$.

**Figure 4:** $Y$ exhibits unresolved discrimination in the left graph (along the heavy paths), but not the right one.

The use of no unresolved discrimination in real scenarios is limited by the assumption of valid causal graph availability. [22] provide a formal proof that even with prior knowledge of resolving variables, it is not always possible to tell, based on observational data only, if a predictor $Y$ satisfies no unresolved discrimination.

4.2 No proxy discrimination

Similarly to no unresolved discrimination, no proxy discrimination [22] focuses on indirect discrimination. A causal graph exhibits potential proxy discrimination if there exists a path from the protected attribute $A$ to the outcome $Y$ that is blocked by a proxy/redlining variable $R$. It is called proxy because it is used to decide about the outcome $Y$ while it is a descendent of $A$ which is significantly correlated with it in such a way that using the proxy in the decision has almost the same impact as using $A$ directly. An outcome variable $Y$ exhibits no proxy discrimination if the equality:

$$P(Y \mid do(R = r)) = P(Y \mid do(R = r')) \quad \forall \, r, r' \in \text{dom}(R)$$

holds for any potential proxy $R$.

Figure 5 shows two similar causal graphs for the same job hiring example. The causal graph at the left presents a potential proxy discrimination via the path: $A \rightarrow R \rightarrow Y$. However, the graph at the right is free of proxy discrimination as the edge between $A$ and its proxy $R$ has been removed due to the intervention on $R$ ($R = r$).

**Figure 5:** The graph at the left exhibits a potential proxy discrimination (along the heavy edge between $A$ and $R$) but not in the right one.

Similarly to no unresolved discrimination, no proxy discrimination requires a valid causal graph. Hence, both fairness notions depend on the correct output of the causal discovery task.

4.3 Counterfactual fairness

Counterfactual fairness [24] is a very strong fairness notion that requires equality between the observed outcome and the counterfactual outcome for every individual. That is, an outcome $Y$ is counterfactually fair if under any assignment of values $X = x$ and any individual in $U$,

$$P(y_{a_1}(U) \mid X = x, A = a_0) = P(y_{a_0}(U) \mid X = x, A = a_0)$$

where $X = V \setminus \{A,Y\}$ is the set of all remaining variables. As the latent variable $U$ appears in Equation 18, counterfactual fairness is an individual fairness notion. It is satisfied if the probability distribution of the outcome $Y$ is the same in the actual and counterfactual worlds, for every possible individual. In practice, counterfactual fairness coincides typically with $ITE$ (Eq. 13).

[24] could test counterfactual fairness by making a very strong assumption. That is, they assumed the full structure of the causal model is available including the latent variables $U$. They could then estimate the distribution of $P(U)$ using Markov chain Monte Carlo methods and the observed data. Thanks to the estimated distribution of $P(U)$, they could compute counterfactuals using Pearl’s three-step process: abduction, action, and prediction [32]. Hence, for every individual in the population, another sample with counterfactual sensitive value is generated. Counterfactual fairness is finally assessed by comparing the density functions of the actual and counterfactual samples. The process of testing counterfactual fairness is detailed in Section 5.2.
4.4 Counterfactual Effects

By conditioning on the sensitive attribute $A = a$, Zhang and Bareinboim [61] defined two variants of NDE (Eq. 14) and NIE (Eq. 15) which focus on the direct and indirect effect for a specific group. In addition, they characterize a third type of effect, spurious, which considers the back-door paths between $A$ and $Y$, that is, paths with an arrow into $A$.

The three effects are defined as follows:

\[
DE_{a_1,a_0}(y|a) = \mathbb{P}(y_{a_1,Z_{a_0}}|a) - \mathbb{P}(y_{a_0}|a) \\
IE_{a_1,a_0}(y|a) = \mathbb{P}(y_{a_0,Z_{a_1}}|a) - \mathbb{P}(y_{a_0}|a) \\
SE_{a_1,a_0}(y) = \mathbb{P}(y_{a_0}|a_1) - \mathbb{P}(y|a_0)
\]

(19) (20) (21)

where in Eq. 19 and 20, $a$ can be $a_0$ or $a_1$. Considering the simple job hiring example and focusing on the female group ($A = 1$), $DE_{1,0}(y|1)$ measures the change in the probability of $Y$ (e.g. hiring) had $A$ been 1 (female), while mediators $E$ and $R$ are kept at the level they would have had $A$ been 0 (male). Using the values in Table 4, $DE_{1,0}(y|1) = \frac{6}{0} - \frac{1}{0} = \frac{5}{0}$ which indicates a direct counterfactual discrimination against female. Similarly, $IE_{1,0}(y) = \frac{7}{1} - \frac{6}{1} = \frac{1}{1}$ which indicates the absence of counterfactual indirect discrimination. $SE_{1,0}(y)$ reads the change in the probability of hiring $Y$ had $A$ been 0 (male) for the female candidates with respect to the probability of hiring of male candidates. Using Table 4, $SE_{1,0}(y) = \frac{8}{0} - \frac{7}{0} = \frac{1}{0}$ which indicates a spurious effect in favor of female. Compared to NDE and NIE, counterfactual effects focus only on individuals of a specific group (e.g. only female candidates) and characterize the causal effect through spurious (back-door) paths. This spurious effect is what makes causal relations different from mere statistical correlation. However, counterfactual indirect effect $IE$ still does not distinguish between fair and unfair direct effects.

4.5 Counterfactual Error Rates

Equalized odds [17] is an important statistical fairness notion which requires equality of error rates (TPR and FPR) across sub-populations, that is,

\[
ER_{a_1,a_0}(\hat{y}|y) = \mathbb{P}(\hat{y} | a_1, y) - \mathbb{P}(\hat{y} | a_0, y) = 0
\]

(22)

where $\hat{y}$ denotes the prediction while $y$ denotes the true outcome. The problem of this statistical notion is the difficulty to identify the causes behind the discrimination if any. [60] decompose equalized odds (Eq. 22) using three counterfactual measures corresponding to the direct, indirect and spurious effects of $A$ on $\hat{y}$. The three measures are counterfactual direct error rate, counterfactual indirect error rate, and counterfactual spurious error rate. Let $\hat{y} = f(\mathbf{P}a)$ be a classifier where $\mathbf{P}a$ is the set of input features (parent variables of $Y$) for the classifier. The counterfactual error rates for a sub-population $a,y$ (with prediction $\hat{y} \neq y$) are defined as:

\[
ER_{a_1,a_0}^{df}(\hat{y} | y, a) = \mathbb{P}(\hat{y}_{a_1,y}|(\mathbf{P}a \setminus A)y_0,y) | a, y) - \mathbb{P}(\hat{y}_{a_0,y}|a, y)
\]

(23)

\[
ER_{a_1,a_0}^{id}(\hat{y} | y, a) = \mathbb{P}(\hat{y}_{a_0,y}|(\mathbf{P}a \setminus A)y_1,y) | a, y) - \mathbb{P}(\hat{y}_{a_0,y}|a, y)
\]

(24)

\[
ER_{a_1,a_0}^{s}(\hat{y} | y) = \mathbb{P}(\hat{y}_{a_0,y}|a_1,y) - \mathbb{P}(\hat{y}_{a_0,y}|a_0,y)
\]

(25)

For example, the counterfactual direct error rate (Eq. 23) measures the error rate (disparity between the true and the predicted outcome) in terms of the direct effects of the sensitive attribute $A$ on the prediction $\hat{y}$. In the job hiring example, considering the female sub-population that should be hired ($A = 1$ and $Y = 1$), it reads: for a female candidate that should be hired, how would the prediction $\hat{y}$ change had the candidate been a male ($A$ been 1), while keeping all the other features $\mathbf{P}a \setminus A$ at the level that they would attain had “she was male”, compared to the prediction $\hat{y}$ she would receive had “she was male” and should have been hired?

Table 5: A job hiring scenario for counterfactual direct error rate $ER^{df}$ computation. $E_{0,1}$ is a short version of $E_{A=0,Y=1}$. $R_{0,1}$ means $R_{A=0,Y=1}$. $\hat{y}_{1,1,E_{0,1},R_{0,1}}$ means $\hat{y}_{A=1,Y=1,E_{0,1},R_{0,1}}$. $Y_{0,1}$ means $Y_{A=0,Y=1}$.

| $i$ | $A$ | $E$ | $R$ | $\hat{y}$ | $Y$ | $E_{0,1}$ | $R_{0,1}$ | $\hat{y}_{1,1,E_{0,1},R_{0,1}}$ | $Y_{0,1}$ |
|-----|-----|-----|-----|--------|-----|---------|--------|-----------------------------|--------|
| 1   | 1   | 1   | 0   | 1      | 1   | 1       | 0      | 1                          | 1      |
| 2   | 1   | 1   | 0   | 1      | 1   | 0       | 1      | 1                          | 1      |
| 3   | 1   | 1   | 1   | 0      | 1   | 1       | 0      | 1                          | 1      |
| 4   | 1   | 0   | 0   | 1      | 1   | 0       | 0      | 1                          | 1      |
| 5   | 0   | 1   | 0   | 1      | 1   | 0       | 0      | 0                          | 0      |
| 6   | 0   | 0   | 1   | 1      | 1   | 0       | 1      | 0                          | 1      |
| 7   | 0   | 0   | 1   | 1      | 1   | 0       | 1      | 1                          | 1      |
| 8   | 0   | 0   | 1   | 1      | 1   | 0       | 0      | 0                          | 0      |
| 9   | 0   | 0   | 1   | 1      | 1   | 0       | 0      | 1                          | 1      |
| 10  | 0   | 0   | 1   | 1      | 1   | 0       | 1      | 0                          | 0      |
| 11  | 0   | 0   | 1   | 1      | 1   | 0       | 1      | 1                          | 0      |
| 12  | 0   | 0   | 1   | 1      | 1   | 0       | 0      | 1                          | 0      |

Table 5 shows the values (observed and counterfactual) needed to compute counterfactual direct error rate $ER^{df}$ for the female candidates that should be hired ($A = 1$ and $Y = 1$).

\[
ER^{df}(\hat{y} = 1|A = 1, Y = 1) = \mathbb{P}(\hat{y}_{A=1,Y=1,E_{0,1},R_{0,1}}|A = 1, Y = 1) - \mathbb{P}(\hat{y}_{A=0,Y=1}|A = 1, Y = 1)
\]

(26)

where $E_{0,1}$ is a short version of $E_{A=0,Y=1}$ which refers to the education level of the candidate had “she” been male and hired. $R_{0,1}$ means $R_{A=0,Y=1}$ and indicates the hobby of the candidate had “she” been male and hired. $\hat{y}_{A=1,Y=1,E_{0,1},R_{0,1}}$ reads the hiring decision had the candidate was male and hired. Using the values in Table 5 (rows 1 to 5 in the last two columns), $ER^{df}(\hat{y} = 1|A = 1, Y = 1) = \frac{6}{5} - \frac{1}{5} = \frac{5}{5}$ which indicates a higher direct error rate for the female group.

Interestingly, the statistical equalized odd error rate (Eq. 22) can be decomposed in terms of the three above-causal-based error rates:

\[
ER_{a_1,a_0}^{df}(\hat{y} | y) = ER_{a_1,a_0}^{df}(\hat{y} | y, a_0, y) - ER_{a_1,a_0}^{id}(\hat{y} | a_0, y) - ER_{a_1,a_0}^{id}(\hat{y} | y)
\]

(26)

4.6 Individual direct discrimination

Individual direct discrimination [63] aims to discover the direct discrimination at the individual level. It is based on situation testing [7], a legally grounded technique for analyzing the discrimination at an individual level. It consists in comparing the individual
with similar individuals from both groups (protected and unprotected). That is, for an individual \( i \) in question, find the \( k \) other individuals which are the most similar to \( i \) in the group \( A = a_0 \) and \( k \) similar individuals from the group \( A = a_1 \). The first set is denoted as \( S^- \) while the second as \( S^+ \). The target individual is considered as discriminated if the difference observed between the rate of positive decisions in \( S^- \) and \( S^+ \) is higher than a predefined threshold \( \tau \) (typically 5\%).

Causal inference is used to define the distance function \( d(i, i') \) required to select the elements of \( S^- \) and \( S^+ \). First, only attributes that are direct causes of the outcome should considered in the computation of the distance. That is, based on the causal graph, \( Q = Pa(Y) \setminus \{A\} \) denotes the set of variables that should be used in the distance function. Second, the causal effect of each of the selected attributes \( Q_k \in Q \) on the outcome should be considered in the function definition. In particular, for each variable \( Q_k \), \( CE(q_k, q'_k) \) measures the causal effect on the outcome when the value of \( Q_k \) changes from \( q_k \) to \( q'_k \) and is defined as:

\[
CE(q_k, q'_k) = P(y_{q_k}) - P(y_{q'_k}, q'_k) \tag{27}
\]

where \( P(y_{q_k}) \) is the effect of the intervention that forces the set \( Q \) to take the set of values \( q \), while \( P(y_{q'_k}, q'_k) \) is the effect of the intervention that forces \( Q_k \) to take value \( q'_k \) and other attributes in \( Q \) to take the same values as \( q \).

The two individual fairness notions mentioned above, namely, ITE (Equation 13) and counterfactual fairness (Section 4.3) rely on the counterfactual outcome to assess fairness for every individual. Individual direct discrimination drops this requirement and use instead the sets \( S^- \) and \( S^+ \) composed of similar individuals in both groups. Hence, it can be considered as an estimation technique to circumvent the need for counterfactuals. However, the distance function between two individuals \( d(i, i') \) is unnecessarily complex; it is defined in terms of the causal effects of every covariate \( X \) on the outcome \( Y \). These causal effects are re-computed each time the distance between two individuals is needed. Matching techniques in the potential outcome framework use much simpler distance metrics. Matching techniques are discussed in Section 5.3.2.

### 4.7 Non-Discrimination Criterion

Non-discrimination criterion [64] is a group fairness notion that aims to discover and to quantify direct discrimination through the direct causal effect of \( A \) on \( Y \). Recall that, given a causal graph \( G \), a direct effect of \( A \) on \( Y \) is the causal effect through the edge \( A \rightarrow Y \). The idea is to consider a modified graph \( G' \) where the edge in question (\( A \rightarrow Y \)) is discarded. A block set \( Q \) is a set of variables which blocks all causal effects from \( A \) to \( Y \) in the modified graph \( G' \). Hence, \( A \) and \( Y \) are independent conditioning on \( Q \) in \( G' \), that is, \((A \perp Y|Q)_{G'} \). Hence, conditioning on the same variables \( Q \), any dependence between \( A \) and \( Y \) in \( G \) is due to the direct effect of \( A \) on \( Y \) which indicates a direct discrimination. This discrimination can be assessed using simply the risk difference [39]:

\[
\Delta R_Q[q] = |P(y | a_1, q) - P(y | a_0, q)| \tag{28}
\]

where \( q \) is a value assignment for the block set \( Q \) and the absolute value to consider both positive and negative discriminations. No direct discrimination can be concluded if the risk difference is less than a threshold \( \tau \) for all combinations of values of all block sets, that is, Eq. 28 holds for each value assignment \( q \) of each block set \( Q \).

NDE (Equation 14) and counterfactual direct effect DE (Section 4.4) focus also on assessing the direct discrimination, but they both rely on nested counterfactual quantities which are not observable from data. Non-discrimination criterion circumvents this difficulty by using block sets and considering all combinations of values of these block sets. Similarly to individual direct discrimination, it can be considered as an estimation technique to avoid dealing with counterfactual quantities. This approach, however, does not work in semi-markovian models as \( A \) and \( Y \) will never be independent in \( G' ((A \perp Y|Q)_{G'}) \) because of hidden confounders.

### 4.8 Equality of Effort

Equality of effort [18] fairness notion identifies discrimination by assessing how much effort is needed by the disadvantaged individual/group to reach a certain level of outcome. A treatment variable \( T \) is selected and used to address the question: “to what extent the treatment variable \( T \) should change to make the individual (or a group of individuals) achieve a certain outcome level?”. Hence, this notion focuses on whether the effort to reach a certain outcome level is the same for the protected and unprotected groups. Considering the simple job hiring example, the education level \( E \) is a good choice for the treatment variable. Two equality of effort notions are defined based on the potential outcome framework, individual \( y \)-Equal effort and system \( y \)-Equal effort. Let \( Y_t \) be the potential outcome for individual \( i \) had \( T \) been \( t \) and \( E[Y_t(Y_t)] \) be the expected outcome for individual \( i \). Situation testing [7] is used to estimate the counterfactual potential outcome in a similar way as individual direct discrimination (Section 4.6). Let \( S^+ \) and \( S^- \) be the two sets of similar individuals with \( A = a_0 \) and \( A = a_1 \), respectively, and \( E[Y_t(Y_t)] \) be the expected outcome under treatment \( t \) for the subgroup of individuals \( S^+ \). The minimal effort needed to achieve \( y \)-level of outcome variable within the subgroup \( S^+ \) is defined as:

\[
\Psi_{S^+}(y) = \arg\min_{t \in T} (E[Y_t(Y_t)] \geq y) \tag{29}
\]

Individual \( y \)-Equal effort is satisfied for individual \( i \) if:

\[
\Psi_{S^+}(y) = \Psi_{S^-}(y) \tag{30}
\]

System \( y \)-Equal effort is satisfied for a sub-population (e.g. \( A = a_1 \)) if:

\[
\Psi_{D^+}(y) = \Psi_{D^-}(y) \tag{31}
\]

where \( D^+ \) and \( D^- \) are the subsets of the entire dataset with sensitive attributes \( a_0 \) and \( a_1 \), respectively. Both criteria can be used to measure the effort discrepancy between protected and unprotected groups by considering the difference \( \Psi_{X^+}(y) - \Psi_{X^-}(y) \). Unlike most of causal-based fairness notions who intervene (do operator) on the sensitive attribute \( A (y_{a_0}, Y_t \) etc.), equality of effort intervenes instead on a treatment variable \( T (Y_t \) etc.). The main limitation of equality of effort notion is that, typically, a single treatment variable does not appropriately reflect the discrepancy between protected and unprotected groups.
4.9 Intervenional and justifiable fairness

Intervenional fairness [41] is a group-level fairness that can be seen as a strong version of total effect (Eq. 3). Instead of intervening only on the sensitive attribute $A$, intervenional fairness intervenes on all remaining variables. Let $K$ be a subset of $V$ excluding $A$ and $Y$, that is, $K \subseteq V \setminus \{A, Y\}$. A predicting algorithm is $K$-fair if for any assignment of values $K = k$ and outcome $Y = y$:

$$P(y_{a_1}, k) = P(y_{a_0}, k)$$

A predicting algorithm is interventionally fair if it is $K$-fair for every set of variables $K$. Using the job hiring example of Figure 3, intervenional fairness holds between male and female groups if $P(y_{1, E_0, R_0}) = P(y_{0, E_0, R_0})$, $\forall u, v \in 0, 1$. Intervenional fairness formula (Eq. 32) is similar to non-discrimination criterion formula (Eq. 28). However, while Eq. 28 uses simple conditioning on $A$ and covariates, Eq. 32 makes an intervention on $A$ and all other covariates and hence works on markovian as well as semi-markovian models.

Justifiable fairness is a relaxation of intervenional fairness achieved by classifying the variables as admissible (denoted as $E$) or inadmissible (denoted as $R$) which correspond, respectively, to explainable and proxy/redlining variables as defined previously. A predicting algorithm is justifiably fair if it is $K$-fair with respect to only supersets of $E$, that is, $K \supseteq E$. Hence, instead of intervening on all variables, it is enough to intervene on only admissible variables (or any subset of them). Graphically, if all directed paths from the sensitive attribute $A$ to the outcome $Y$ go through an admissible attribute in $E$, then the algorithm is justifiably fair, which typically coincide with no-unresolved discrimination (Section 4.1). Using the job hiring example (Figure 3), justifiable fairness holds if $P(y_{1, E_0}) = P(y_{0, E_0})$, $\forall u \in 0, 1$. Notice that in case $E = \emptyset$, justifiable fairness coincides with intervenional fairness. Interestingly, being based solely on interventions, intervenional and justifiable notions of fairness do not require the presence of the underlying causal model. The only assumption is the ability to distinguish admissible and inadmissible variables.

4.10 Individual equalized counterfactual odds

Individual equalized counterfactual odds [35] is a stronger version of counterfactual fairness (Section 4.3) requiring, in addition, that the factual-counterfactual pair share the same value of the outcome $Y$. The aim is to have a counterfactual version of equalized odds [17]. This is achieved by conditioning both sides of Eq. 18 on the same outcome $Y = y$. A predictor satisfies individual equalized counterfactual odds if:

$$P(y_{a_1} \mid X = x, y_{a_1}, A = a_0) = P(y_{a_0} \mid X = x, y_{a_0}, A = a_0)$$

The only difference with Eq. 18 is the additional conditioning $Y = y_{a_1}$ in the LHS and $Y = y_{a_0}$ in the RHS. The only other causal-based fairness notions considering the outcome $Y$ are counterfactual error rates (Section 4.4). However, unlike counterfactual error rates, individual equalized counterfactual odds requires intervention on $Y$. This is the only fairness criterion that requires intervention on the prediction $\hat{Y}$ and on the actual outcome $Y$.

5 COMPUTING CAUSAL QUANTITIES FROM OBSERVABLE DATA

Using causal-based fairness notions is challenging for two reasons. First, among the two possible outcomes, only the factual outcome can be observed. The counterfactual outcome is usually impossible to observe (e.g., if the gender of a candidate is female (factual), it is impossible to observe the counterfactual outcome when the same candidate would have been a male). Second, sensitive attribute (e.g., male and female) is typically not assigned in random in observational data. Hence, the main difficulty to apply causal-based fairness notions is to compute and/or estimate the causal quantities. Using observational data. This includes all grayed columns in the simple toy datasets used in Section 4 as well as all fairness notions such as $ATE$, $ETT$, counterfactual fairness, etc. Each causal framework, namely, SCM with causal graphs and potential outcome uses a different approach to compute/estimate the causal quantities using observational data. The SCM framework relies mainly on the identifiability criterion to generate an expression for the causal quantity based only on observable probabilities. If the identifiability criterion is not satisfied, the causal quantity cannot be computed using the available observable data. In such case, as an alternative, if the complete structure of the causal model is available, it is possible to estimate the distribution of the latent variables $U$ and consequently estimate an expression of the counterfactual outcomes. In the potential outcome framework, causal quantities are approximated using several estimation techniques (e.g., matching, re-weighting, etc.). The following subsections illustrate the above three approaches, namely, identifiability, estimation based on full causal model, and potential outcome estimation techniques.

5.1 Identifiability

The identifiability of causal quantities has been extensively studied in the literature: causal effect (intervention) identifiability [14, 19, 32, 44, 46, 50–52], counterfactual identifiability [43, 45, 46, 57], direct/indirect effects [31] and path-specific effect identifiability [4, 27, 43, 62, 63]. This section summarizes the main identifiability conditions as they relate to the specific problem of discrimination discovery.

5.1.1 Identifiability of causal effect (intervention). The causal effect of a cause variable $X$ on an effect variable $Y$ is computed using $P(Y) = P(Y \mid do(X = x))$, the distribution of $Y$ after the intervention $X = x$. In discrimination setup, the cause is typically the sensitive attribute $A$. A basic case where identifiability can be avoided altogether is when it is possible to perform experiments by intervening on the sensitive attribute $A$. When this is possible, randomized controlled trial (RCT) [11] can be used to estimate the causal effect. RCT consists in randomly assigning subjects (e.g., individuals) to treatments (e.g., gender), then comparing the outcome $Y$ of all treatment groups. However, in the context of machine learning fairness, RCT is often not an option as experiments can be too costly to implement, physically impossible, or ethically not acceptable (e.g., changing the gender of a job applicant).
In Markovian models (no unobserved confounding), the causal effect is always identifiable (Corollary 3.2.6 in [32]). The simplest case is when there is no confounding between A and Y (Figure 6(a)). In that case, the causal effect matches the conditional probability regardless of any mediator:

\[ P(y_a) = P(y|do(a)) = P(y) \]  

Figure 6: Simple causal graphs

In presence of an observable confounder (Figure 6(b)), \( P(y_a) \) is identifiable by adjusting on the confounder:

\[ P(y_a) = \sum_c P(y|a,c) P(c) \]

where the summation is on values \( c \) in the domain (sample space) of \( C \) denoted as \( \text{dom}(C) \). Eq. 35 is called the back-door formula\(^9\).

The backdoor adjusting formula is different from the joint probability

\[ P(y,a,c) = P(y|a,c) P(a|c) P(c) \]

and the conditional probability

\[ P(y|a) = \sum_c P(y|a,c) P(c|a) \]

For semi-Markovian models, identifiability of \( P(y_a) \) is not guaranteed. In case it is identifiable, Pearl [32] proposes a \( do \)-calculus composed of three rules allowing to express interventional probabilities in terms of observational ones:

1. \( P(y_a|z, w) = P(y_a|z) \) provided that the set of variables \( Z \) blocks all backdoor paths from \( W \) to \( Y \) after all arrows leading to \( A \) have been deleted.
2. \( P(y_a|z) = P(y|a, z) \) provided that the set of variables \( Z \) blocks all backdoor paths from \( A \) to \( Y \).
3. \( P(y_a) = P(y) \) provided that there are no causal paths between \( A \) and \( Y \).

\( do \)-calculus has been proven to be sound and complete in the identification of interventional distributions [19]. For example, \( P(y_a) \) is identifiable in Figure 7(d). By applying the chain rule following the topological order: \( W_2 < A < W_1 < W_3 < Y \), we get:

\[ P(y_a) = \sum_{w_1, w_2, w_3} P(y|do(a), w_1, w_2, w_3) P(w_1|do(a), w_2) P(w_2) \]

\[ \times P(w_3|w_2, w_1, do(a)) \quad (36) \]

First, applying Rule 2 followed by Rule 3 to the first term in (37) yields:

\[ P(y|do(a), w_1, w_2, w_3) P(w_1|do(a), w_2) \]

\[ = \sum_{w_1, w_2} P(y|do(a), w_1, w_2) P(w_1|a, w_2) P(w_2) \]

\[ = \sum_{w_1, w_2} \sum_{a'} P(y|a', w_2, do(w_1)) P(a'|do(w_1), w_2) \]

\[ \times P(w_1|a, w_2) P(w_2) \]  

\[ = \sum_{w_2} \sum_{a'} \sum_{w_2'} P(y|w_1', w_2, a') P(a'|w_2') P(w_1'|w_2', a) P(w_2') \]  

Note that \( w_1 \) is omitted from (37) since it is considered latent [53]. Applying Rule 2 followed by Rule 3 to the first term in (37) yields to \( P(y|do(a), w_2) \) (38). Likewise, applying Rule 2 to the second term in (37) leads to \( P(y|do(a), w_3) \). Thus, the original problem reduces to identifying the term \( P(y|do(a), w_2) \) in (38). Here we cannot apply Rule 2 to exchange \( do(a) \) with a because \( GA \) (graph obtained by removing all emanating arrows from \( A \)) contains a backdoor path from \( A \) to \( Y \). Thus, to block that path, we need to condition and to sum over all values of \( A \) as shown in Eq. (39)

\[ \sum_{a'} P(y|a', w_2, do(w_1)) \]

\( P(a'|do(w_1), w_2) \). Now, applying Rule 2 to \( P(y|a', w_2, do(w_1)) \) and Rule 3 to \( P(a'|do(w_1), w_2) \) and adding the other terms results in the final expression in (40). The problem of \( do \)-calculus is the difficulty to determine the correct order of application of the rules. Using the wrong order may hinder the identifiability or produce a very complex expression [54]. As an alternative to using the \( do \)-calculus, several contributions in the identifiability literature focused on defining graphical patterns and mapping them to simple and concise intervention-free expressions [44, 50–52].

\(^9\)Called also adjustment formula or stratification.

Figure 7: Figure 7(a) presents the “bow” graph, Figure 7(b) illustrates the structure of a c-tree, Figure 7(c) shows a semi-Markovian model where \( \P(y_a) \) is observable, Figure 7(d) presents a semi-Markovian model where \( \P(y_a) \) is identifiable and Figure 7(e) illustrates a simple example of the frontdoor criterion.
All graphical criteria can be generalized to the case where the sensitive attribute is not connected to any of its children through a confounding path. In such case, c-component factorization can be used. A c-component is a set of vertices in the graph such that every pair of vertices are connected by a confounding edge. The idea of c-component factorization is to decompose the identification problem into smaller sub-problems, that is, a disjoint set of c-components in order to calculate \( P(y_a) \). For example, in Figure 7(c), there are three c-components: \( \{W1, W2, \{A\}, \{Z1, Z2, Y\}\} \). Hence, as long as there is no confounding path connecting \( A \) to any of its direct children, \( P(y_a) \) is identifiable. C-component factorization is used in the ID algorithm [46] which is proven to be complete for causal effect identification.

In case there is an unobservable confounding between the sensitive attribute \( A \) and the outcome \( Y \), all the above criteria will fail. However, the causal graph is a c-tree rooted in the outcome variable \( Y \). This criterion is satisfied if Figure 7(e) and consists in having a mediator variable \( Z \) such that:

- there are no backdoor paths from \( A \) to \( Z \)
- all backdoor paths from \( Z \) to \( Y \) are blocked by \( A \).

A backdoor path from \( A \) to \( Z \) is any path starting at \( A \) with a backward edge \( \leftarrow \) into \( A \) (e.g., \( A \leftarrow \ldots \rightarrow Z \)). If such criterion is satisfied, \( P(y_a) \) can be computed as follows:

\[
P(y_a) = \sum_Z P(y|do(z)) P(z|do(a))
\]

Shpitser and Pearl proved that all the unidentifiable cases of the causal effect \( P(y_a) \) boil down to a general graphical structure called the c-heuristic criterion. Based on this criterion, they designed a complete identifiability algorithm called ID which outputs the expression of \( P(y_a) \) if it is identifiable, or the reason of the unidentifiability, otherwise.

The simplest graph in which the causal effect between \( A \) and \( Y \) is not identifiable is the “bow” graph (Figure 7(a)). This simple unidentifiability criterion can be generalized to a more complex graphs called c-tree. A c-tree is a graph that is at the same time a tree and a c-component. Figure 7(b) shows an example of a c-tree. If the causal graph is a c-tree rooted in the outcome variable \( Y \), \( P(y_a) \) is unidentifiable [46].

### 5.1.2 Identifiability of Counterfactuals

Most of causal-based fairness notions in the disparate treatment framework (NDE (Eq. 14), path-specific effect (Eq. 16), counterfactual effects (Section 4.4), etc.) are defined in terms of counterfactual quantities. Hence, the applicability of those notions depends heavily on the identifiability of the counterfactuals composing them. In Markovian, as well as semi-Markovian models, if all parameters of the causal model are known (including \( P(y) \)), any counterfactual is identifiable and can be computed using the three steps: abduction, action, and prediction (Theorem 7.1.7 in [32]).

Let \( P_c = \{P_x|X \subset V, x \text{ a value assignment of } X\} \) be the set of all interventional distributions in a given causal model. While the identifiability of interventional probabilities \( P(y_a) \) is characterized based on observational probabilities \( P(y) \), in this section, the identifiability of counterfactuals is characterized in terms of interventional probabilities \( P_c \). Then, combining these results with the criteria of the previous section, a counterfactual can, in turn, be identified using observational probabilities \( P(y) \).

Given a causal graph \( G \) of a Markovian model and a counterfactual expression \( y = c_y|x \) with \( e \) some arbitrary set of evidence, identifying and computing \( P(y) \) requires to construct a counterfactual graph which combines parallel worlds. Every world is represented by a model \( M \) corresponding to each subscript in the counterfactual expression. For example, given the causal graph in Figure 1 and the counterfactual expression \( y_{a1} \), the resulting counterfactual graph is shown in Figure 8(d). The counterfactual graph should be “reduced” by merging together vertices that share the same causal mechanism (make-cg algorithm in [46] automates this procedure). The resulting counterfactual graph can be considered as a typical causal graph for a larger causal model. Consequently, all the graphical criteria listed in Section 5.1.1 for the identifiability of causal effects apply on the counterfactual graph to identify counterfactual quantities, in particular, the c-component factorization of the counterfactual graph [45]. ID* and IDc* algorithms [46] automate the identifiability and computation of counterfactuals based on all the above criteria. Note that ID* and IDc* output expressions in terms of interventional probabilities \( P_c \). Then, ID algorithm is used to express those interventional probabilities in terms of observational probabilities.

---

---

**Figure 8: Causal graphs.**

The simplest unidentifiable counterfactual quantity is \( P(y_{a1}, y_{a2}) \) which is called the probability of necessity and sufficiency. The corresponding counterfactual graph is the W-graph that has the same structure as to Figure 8(a). This simple criterion can be generalized to the zig-zag graph (Figure 8(b)) where the counterfactual \( P(y_{a1}, w_1, w_2, z) \) is not identifiable.

Pearl [32] proves two results about the identifiability of counterfactuals. First, for linear causal models (i.e., the functions \( F \) are linear), any counterfactual is experimentally (using \( P_c \)) identifiable whenever the model parameters are identified. Second, in linear causal models, if some of the model parameters are unknown, any counterfactual of the form \( E(Y_a|e) \) where \( e \) is some arbitrary set.
of evidence, is identifiable provided that \( \mathbb{E}(y_a) \) is identifiable. Finally, there is no single necessary and sufficient criterion for the identifiability of counterfactuals in semi-Markovian models [4].

To illustrate the computation of a counterfactual probability, consider the teacher firing example of Figure 1 and the counterfactual probability \( \mathbb{P}(y_{a_1}|a_0) \) which reads the probability of firing a teacher who is assigned a class with a high initial level of students \( (a_0) \) had she been assigned a class with a low initial level of students \( (a_1) \). Applying make-cg algorithm based on this counterfactual quantity produces the counterfactual graph in Figure 8(d) which combines two worlds: the actual world where the teacher has normally \( A = a_0 \) and the counterfactual world where the same teacher is assigned \( A = a_1 \). Both variables \( C \) are reduced to a single variable and \( Y_{a_1} \) and \( Y_{a_0} \) are connected by an unobservable confounder. The counterfactual graph is composed of three c-components \( \{C\}, \{A\}, \{Y, Y_{a_1}\} \). Applying algorithm IDC+ [46] results in:

\[
\mathbb{P}(y_{a_1}|a_0) = \frac{\sum_{y_{a_1}} Q(c) Q(a_0) Q(y, y_{a_1})}{\mathbb{P}(a_0)}
\]

where \( Q(v) = \mathbb{P}(v|pa(V)) \) in the counterfactual graph. Hence,

\[
\mathbb{P}(y_{a_1}|a_0) = \frac{\sum_{y_{a_1}} \mathbb{P}(c) \mathbb{P}(a_0|c) \mathbb{P}(y, y_{a_1}|c)}{\mathbb{P}(a_0)}
\]

\[
= \sum_{y_{a_1}} \mathbb{P}(c) \mathbb{P}(a_0|c) \mathbb{P}(y, y_{a_1}|c)
\]

\[
= \sum_{y_{a_1}} \mathbb{P}(c) \mathbb{P}(a_0|c) \mathbb{P}(y|a_1, c)
\]

\[
= 0.5 \times 0.8 \times 0.25 + 0.5 \times 0.2 \times 0.01 = 0.02
\]

\( y \) in Eq. 43 is cancelled by summation while \( \mathbb{P}(y_{a_1}|c) \) in the same equation is transformed into \( \mathbb{P}(y|a_1, c) \) in Eq. 44 using Rule 2 of the do-calculus.

5.1.3 Identifiability of direct and indirect effects. In Markovian models, the average natural direct effect \( NDE \) and the average natural indirect effect \( NIE \) are always identifiable (from observational data) and can be computed as follows [31]:

\[
NDE_{a_1,a_0}(Y) = \sum_s \sum_z \left( \mathbb{E}[Y|a_1, z] - \mathbb{E}[Y|a_0, z] \right) P(z|a_0, s) P(s)
\]

\[
NIE_{a_1,a_0}(Y) = \sum_s \sum_z \mathbb{E}[Y|a_0, z] \left( P(z|a_1, s) - P(z|a_0, s) \right) P(s)
\]

where \( Z \) is a set of mediator variables and \( S \) is any set of variables satisfying the back-door criterion between the sensitive variable \( A \) and the mediator variables \( Z \), that is, \( i \) no variable in \( S \) is a descendant of \( A \) and \( ii \) \( S \) blocks all back-door paths between \( A \) and \( Z \). A simpler formulation can be used in case there is no confounding between \( A \) and \( Z \), where the need for \( S \) is dropped altogether:

\[
NDE_{a_1,a_0}(Y) = \sum_z \left( \mathbb{E}[Y|a_1, z] - \mathbb{E}[Y|a_0, z] \right) P(z|a_0)
\]

\[
NIE_{a_1,a_0}(Y) = \sum_z \mathbb{E}[Y|a_0, z] \left( P(z|a_1) - P(z|a_0) \right)
\]

In semi-Markovian models, \( NDE \) and \( NIE \) are not generally identifiable, even if we have the luxury to perform any experiment using \( RCT \), because of the nested counterfactuals \( \mathbb{P}(Y_{a_1}, Z_{a_0}) \) and \( \mathbb{P}(Y_{a_0}, Z_{a_1}) \) in Eq. 14 and Eq. 15, respectively. Nevertheless, these quantities are identifiable from experimental data provided that there is a set of variables \( W \) which are parents of the outcome variable \( Y \) but non-descendants of \( A \) and \( Z \) such that \( Y_{a_0,z} \perp Z_{a_0}|W \) (reads: \( Y_{a_0,z} \) and \( Z_{a_0} \) are independent conditional on \( W \)). This condition can be easily checked from the causal graph as follows: \( W \) d-separates \( Y \) and \( Z \) in the graph formed by deleting all arrows emanating from \( A \) and \( Z \), denoted simply as \( (Y \perp Z|W)_{\text{causal}} \).

If such graphical condition is satisfied, \( NDE \) and \( NIE \) can be computed from experimental quantities as follows:

\[
NDE_{a_1,a_0}(Y) = \sum_{z,w} \left( \mathbb{E}[Y_{a_1,z}|w] - \mathbb{E}[Y_{a_0,z}|w] \right) P(Z_{a_0} = z|w) P(w)
\]

\[
NIE_{a_1,a_0}(Y) = \sum_{z,w} \mathbb{E}[Y_{a_0,z}|w] \left( P(Z_{a_1} = z|w) - P(Z_{a_0} = z|w) \right) P(w)
\]

5.1.4 Identifiability of path-specific effects. The identifiability of \( \mathbb{P}(a_1, a_0) \) in Markovian models depends on whether \( \mathbb{P}(y|do(a_1), a_0) \) is identifiable. Avin et al. [4] gave a single necessary and sufficient criterion for the identifiability of \( \mathbb{P}(y|do(a_1), a_0) \) in Markovian models called recanting witness criterion. This criterion holds when there is a vertex \( V \) along the causal path \( \pi \) that is connected to \( Y \) through another causal path not in \( \pi \). For instance, Figure 8(c) satisfies the recanting witness criterion when \( \pi = A \rightarrow W \rightarrow Z \rightarrow Y \) with \( W \) as witness. The corresponding graph structure is called "kite" graph. When this criterion is satisfied, \( \mathbb{P}(y|do(a_1), a_0) \) is not identifiable, and consequently, \( \mathbb{P}(a_1, a_0) \) is not identifiable. Shpitser [43] generalizes this criterion to semi-Markovian models known as recanting district criterion.

5.2 Estimation based on full knowledge of the causal model parameters

The main reason behind the unidentifiability of causal quantities (causal effect, counterfactuals, etc.) is the presence of unobservable variables, namely, hidden latent variables. Some causal-based fairness notions, such as counterfactual fairness [24], can be assessed in presence of such unobservable latent variables. The only requirement, however, is the knowledge of the causal model structure (skeleton). Based on the causal model, the latent/background variables are estimated using observable data. Then, the predictor is trained using both observable (non-descendants of the sensitive attributes) as well as the estimated latent variables. Such predictor tends to be more fair than typical predictors (trained using only observable variables) since it takes into consideration hidden bias captured by latent variables. Given the full causal model, counterfactual fairness can be assessed by generating, for every observable data sample, a counterfactual data sample by simply changing the sensitive attribute value (e.g., turn male into female) then using the three-steps process (abduction, action, prediction) to compute the outcome. The predictor is considered fair if the predicted outcomes distributions of both groups (protected and unprotected) are similar.
Algorithm 1: Counterfactual learning and assessment

input: Labelled dataset $D = \{(A^{(i)}, X^{(i)}, Y^{(i)})\} i = 1 \ldots n$, Causal model $M$ with causal graph $G$
output: Predictor $\hat{Y}$ with counterfactual fairness constraints,
Estimation of counterfactual bias
1. Fit the causal model $M$ based on labelled dataset $D$;
2. Estimate the posterior distribution of the latent variable(s) $U \sim P_M(U|X,A)$;
3. For every sample $(x^{(i)}, a^{(i)})$ of $D$, generate a counterfactual sample for every possible combination of sensitive attribute values $a^{(i)}$;
4. For every counterfactual sample generated in Step 3, use the three inference steps: Abduction, Action, and Prediction to compute the values of the remaining variables $x^{(i)}$ as well as the label $y^{(i)}$;
5. Train a predictor $\hat{Y}$ using only variables non-descendants of $A$ and the estimated latent variables $U$, that is, $\hat{Y} \equiv h_\theta(U, X_{\sim A})$ where $\theta$ represents the predictor parameters and $X_{\sim A} \subseteq X$ are non-descendants of $A$;
6. Use the trained predictor $\hat{Y}$ to compute $\hat{y}^{(i)}$ for every observed as well as generated counterfactual sample in the test set;
7. Using predicted outcomes $\hat{y}^{(i)}$ of observed and counterfactual samples, estimate the counterfactual bias.

In this survey, and for clarity of presentation, the counterfactually fair learning and estimation approach described by Kusner et al. [24] is illustrated in Algorithm 1. The approach takes as input the labelled dataset $D$ and assumes the structure of the causal model $M$ is available including the relationships between all variables (observed and latent) along with the causal graph. For example, Kusner et al. [24] assumed a single latent variable $U$ and a combination of Normal and Poisson distributions for their illustrated example. If the parameter values are not known, they can be estimated using the observed data (Step 1). The approach has two objectives (1) learning a predictor $\hat{Y}$ while taking into consideration counterfactual fairness constraints and (2) assessing whether the prediction is counterfactually fair. Given the causal model $M$, Step 1 fits the model parameters to the observed data $D$. This allows to estimate the posterior distribution of the latent variable(s) $U$ (Step 2). Step 3 is straightforward and consists in generating a counterfactual sample for every observed sample by assigning a different value to the sensitive attribute. For example, if the observed sample is $(X = x_1, A = male)$, the counterfactual sample would be $(X = x_1, A = female)$. Step 4 is the hard part of generating the counterfactual sample, which is, computing the “would-be” values of the remaining variables of these “made-up” samples. It tries to answer the core question of causal approaches: what would the output be, had the sensitive attribute value been different? This is achieved by the three steps process (Theorem 7.1.7 in [32]) to compute counterfactuals:

1. **Abduction**: compute the posterior distribution of $U$ given the evidence, that is, the observed data $(X = x^{(i)}, A = a^{(i)})$
2. **Action**: Substitute the observed sensitive attribute equation with the counterfactual value (e.g., $A = female$) in the causal model $M$
3. **Prediction**: Compute the remaining variables values (including $Y$) using the new equations.

Enforcing counterfactual fairness while training the predictor (Step 5) is achieved through the use of two principles. First, by using only variables non-descendants of the sensitive attribute $A$ which is direct implication of counterfactual fairness definition (Lemma 1 in [24]). Second, unlike typical predictors, by considering latent variables $U$ in the training. This allows to involve the background sources of the social bias encoded in the latent variables. The predictor is then used to generate predictions for observed and counterfactual samples in the test set (Step 6). Finally, counterfactual bias can be estimated by comparing the output of observed samples and counterfactual samples (Step 7). In Kusner et al. [24] and in this survey, density distributions are used to estimate the counterfactual bias.

Algorithm 2: Counterfactual fairness assessment

input: Labelled dataset $D = \{(A^{(i)}, X^{(i)}, Y^{(i)})\} i = 1 \ldots n$, Predictor $\hat{Y}$, Causal model $M$ with causal graph $G$
output: Estimation of counterfactual bias in $\hat{Y}$
1. Fit the causal model $M$ based on labelled dataset $D$;
2. Estimate the posterior distribution of the latent variable(s) $U \sim P_M(U|X,A)$;
3. For every sample $(x^{(i)}, a^{(i)})$ of $D$, generate a counterfactual sample for every possible combination of sensitive attribute values $a^{(i)}$;
4. For every counterfactual sample generated in Step 3, use the three inference steps: Abduction, Action, and Prediction to compute the values of the remaining variables $x^{(i)}$ as well as the label $y^{(i)}$;
5. Use predictor $\hat{Y}$ to compute $\hat{y}^{(i)}$ for every generated counterfactual sample in the test set;
6. Using observed and counterfactual samples, estimate the counterfactual bias.

It is important to mention that assessing counterfactual bias of a given predictor requires to have access to that predictor. This is needed to generate predictions for the counterfactual samples (Step 5).

Similarly to Kusner et al. [24], Stan programming language [49] is used for counterfactual learning and assessment. However, in addition to the law school [56] used in Kusner et al., a second dataset...
is used in the empirical analysis, namely, *communities and crime* [37]. The *law school* dataset [56] includes information on 21,790 law students such as their LSAT, their GPA collected prior to law school, and their first year average grade (FYA). Given this data, a school wishes to predict whether an applicant will have a high FYA. Race is considered as a sensitive attribute. *Communities and crime* dataset [37] contains information relevant to per capita violent crime rates in different communities in the United States (e.g., percentage of people under the poverty level, median family income, percentage of population who are divorced, etc.). The goal is to predict crime rate. Race is considered as sensitive attribute.

For both datasets, the experiment consists in training a baseline model using logistic regression, then applying Algorithm 2 to assess counterfactual fairness to both the original and counterfactual sampled data and plot how the distribution of predicted FYA changes for that baseline model. Since sensitive attributes are not binary, the experiment is repeated for every counterfactual change (e.g., white vs black, white vs asian, etc.). If both distributions are superposed, it means the prediction is counterfactually fair. Far apart distributions indicate counterfactual bias.

Table 6 shows the density plots of \( \hat{Y} \) for both datasets. We assume that the true model of the world is given by the causal graphs presented in Figure 9. The causal graphs use a single latent/background variable \( U \). For the *law school*, \( U \) can represent the knowledge of the student, while for *communities and crime*, it refers to the criminality of the individual which can capture other aspects of the individual that might have been used by the police. The red plots refer to the filtered original samples while the green plots refer to the corresponding counterfactual samples. For example, in plot (a), the red plot represents the predicted first year average (FYA) for observed black students whereas the red plot represents FYA for the corresponding counterfactual samples. Density plots for the law school corroborate the findings of Kusner et al. [24], that is, racial differences exhibit counterfactual unfairness in favor of whites. The unfairness is peaked when predicting the FYA for white versus black students. The race-based discrimination is present in the *communities and crime* result in a similar way: the counterfactual bias is peaked for white versus black communities. However, racial comparison can be considered counterfactually fair when comparing hispanic/white and asian/white communities.

### 5.3 Potential outcome estimation techniques

Causal inference in the potential outcome framework focuses on estimating the causal effect of a treatment variable \( A \) (e.g., the sensitive attribute) on an effect variable \( Y \) (e.g., the decision outcome). As mentioned in Section 3.2, there are three assumptions that are typically made for causal effect estimation, SUTVA, ignorability, and positivity. Inline with the potential outcome framework literature, this survey focuses on causal inference approaches that rely on the three assumptions [16, 59], namely, re-weighting [20], matching [28], and stratification [20].

#### 5.3.1 Re-weighting.

One of the main challenges in causal inference is that the sensitive attribute is not assigned in random in observational data. That is, the distribution in the observed dataset
Table 7: Estimation of $ATE$ using inverse propensity weighting (IPW) on the job hiring example with propensity score $e(c_i)$ and balancing score $b(c_i)$.

| Female applicants (Treatment group) | Male applicants (Control Group) |
|-------------------------------------|--------------------------------|
| $i$ | $A$ | $C$ | $Y$ | $e(c_i)$ | $b(c_i)$ | $i$ | $A$ | $C$ | $Y$ | $e(c_i)$ | $b(c_i)$ |
|----|----|----|----|-------|-------|----|----|----|----|-------|-------|
| 1  | 0  | 0  | 1  | 2/3  | 3/2   | 13 | 0  | 0  | 1  | 2/3  | 3     |
| 2  | 1  | 0  | 1  | 2/3  | 3/2   | 14 | 0  | 0  | 0  | 2/3  | 3     |
| 3  | 0  | 0  | 2  | 3/2  | 2/3   | 15 | 0  | 0  | 0  | 2/3  | 3     |
| 4  | 0  | 0  | 2  | 3/2  | 2/3   | 16 | 0  | 0  | 0  | 2/3  | 3     |
| 5  | 0  | 0  | 2  | 3/2  | 2/3   | 17 | 0  | 1  | 1  | 1/3  | 3/2   |
| 6  | 1  | 0  | 0  | 2/3  | 3/2   | 18 | 0  | 1  | 1  | 1/3  | 3/2   |
| 7  | 1  | 0  | 0  | 2/3  | 3/2   | 19 | 0  | 1  | 1  | 1/3  | 3/2   |
| 8  | 1  | 0  | 0  | 2/3  | 3/2   | 20 | 0  | 1  | 1  | 1/3  | 3/2   |
| 9  | 1  | 1  | 1  | 1/3  | 3     | 21 | 0  | 1  | 0  | 1/3  | 3/2   |
| 10 | 1  | 1  | 1  | 3    | 3     | 22 | 0  | 1  | 0  | 1/3  | 3/2   |
| 11 | 1  | 1  | 1  | 1/3  | 3     | 23 | 0  | 1  | 0  | 1/3  | 3/2   |
| 12 | 1  | 1  | 0  | 1/3  | 3     | 24 | 0  | 1  | 0  | 1/3  | 3/2   |

Propensity scores can be used to equate groups based on covariates $X$. In inverse propensity weighting (IPW), the balancing score $b(x)$ for each sample is defined as:

$$b(x) = \frac{A}{e(x)} + \frac{1-A}{1-e(x)}$$

where $A = 1$ corresponds to the protected group and $A = 0$ corresponds to the unprotected group. The IPW estimator of $ATE$ (Eq. 4) is defined as:

$$ATE_{IPW} = \frac{1}{n} \sum_{i=1}^{n} \frac{A_i Y_i}{e(x_i)} - \frac{1}{n} \sum_{i=1}^{n} \frac{(1-A_i) Y_i}{1-e(x_i)}$$

Notice that the estimation of $ATE$ is based only on the observable outcome (no counterfactual outcomes) and on the estimation of $e(x_i)$, that is, $\hat{e}(x_i)$.

Table 7 shows the values of propensity ($e(c_i)$) as well as balance ($b(c_i)$) scores for each unit $i$ in the simple job hiring example. Using Eq. 54, the $ATE_{IPW}$ estimation of $ATE$ is 0.25 indicating a discrimination in favor of the female group.

When the propensity score is estimated, the normalized version of $ATE_{IPW}$ is preferred:

$$\tilde{ATE}_{IPW}^\text{norm} = \left[ \sum_{i=1}^{n} \frac{A_i Y_i}{\hat{e}(x_i)} \left/ \sum_{i=1}^{n} \frac{A_i}{\hat{e}(x_i)} \right. \right] \left/ \sum_{i=1}^{n} \frac{(1-A_i) Y_i}{1-\hat{e}(x_i)} \right/ \sum_{i=1}^{n} \frac{(1-A_i)}{1-\hat{e}(x_i)}$$

$\tilde{ATE}_{IPW}^\text{norm}$ for the same example equals 0.125 which is a perfect estimation of $ATE$ in this case as both values coincide ($ATE = 0.125$).

The correctness of the IPW estimation relies heavily on the quality of the propensity score estimation ($\hat{e}(X)$). A slight misspecification of propensity scores may lead to significant discrepancy in the $ATE$ estimation. In such cases, doubly robust (DR) estimation is recommended [13]. DR combines IPW estimation with outcome regression so that the estimation remains valid even if one of the approaches is incorrect (but not both). Another limitation of IPW can be observed if the propensity score $e(X) = P(A \mid X)$ for some value of $X$ is small. In such case, the estimation may suffer instability. To address this issue, trimming [25] is typically used. Trimming consists in removing the samples with a propensity score less than a certain threshold.

5.3.2 Matching. Matching techniques [28] focus on estimating the counterfactual outcome of units. The idea is to estimate the counterfactual outcomes $Y_i^1 | A = 0$ and $Y_i^0 | A = 1$ based on the matched neighbours of unit $i$ in the opposite group. For example, given an observed female candidate $f_k$, estimating the counterfactual outcome (hiring decision) had she been a male is based on the units in the male group that are the most comparable to $f_k$. Hence, the first and main issue is to define a similarity metric between two given units ($e.g.$, $x_i$ and $x_j$). The most common approach is to rely on the propensity scores of units:

$$D(i, j) = |e(x_i) - e(x_j)|$$

and its logit version:

$$D(i, j) = |\logit(e(x_i)) - \logit(e(x_j))|$$

which is preferred as it has been proven to reduce the bias [48].

The second issue is the matching algorithm, that is, how many neighbours to consider and how these neighbours are weighted to obtain the estimation? Matching algorithms include [28]:

- Exact matching: uses only identical matches. Typically infeasible since many units will remain unmatched.
- Nearest neighbour matching (NNM): constructs the counterfactual using the closest neighbours according to a similarity metric. It can run with or without replacement, that is, by returning a matched unit to the pool or not. The no replacement variant makes the estimation dependent on the order in which the units are matched.
- Caliper matching: a version of NNM that restricts matching to a chosen maximum distance. Its main problem is that some units may not receive matches because no neighbours fall within their caliper. A hybrid variant consists in using caliper, and in case of no neighbours, select a matching neighbour outside the caliper.
- Radius matching: the same as caliper, but matching is done with replacement.
- Kernel matching: an extension to all the above algorithms where to match a unit $i$, all units in the opposite group are used. Each unit is weighted according to the distance to the unit $i$. 


5.3.3 Stratification. Stratification [20] uses the same principle underlying identifiability approach (Section 5.1), that is, adjusting on confounders. The aim is to split the entire observed data into consistent groups such that the units in the same group can be considered as sampled from data under RCT. The two ingredients of stratification are the splitting of groups and then the combination of the created groups. The stratification estimator of \( ATE \) can be defined generically as:

\[
ATE^{\text{strat}} = \sum_{k=1}^{K} m(k)[\overline{Y}(k) - \overline{Y}(0(k))]
\]

where \( K \) is the number of stratification groups, \( m(k) \) is the portion of units in group \( k \) to the total number of units \( N \), \( \overline{Y}(k) \) and \( \overline{Y}(0(k)) \) are the \( CATE \) (Eq. 11) for groups \( A = 1 \) and \( A = 0 \), respectively. \( ATE^{\text{strat}} \) expression has the same structure as the back-door formula (Eq. 35).

If all variables needed for the stratification are observed and the available data is infinitely large, \( ATE^{\text{strat}} \) can lead to a consistent and unbiased estimator of \( ATE \). However, in typical datasets, stratification may result in strata with few or no units. Consequently, some \( CATE \) estimates cannot be calculated with the available data. Propensity score can be used to address this data sparseness problem. The main idea is the following: "strata with identical propensity scores can be combined into more coarse strata" [28]. In other words, propensity score can be considered as a single stratifying variable that will usually result in larger strata. The same idea is used in the SCM framework to address the sparseness of data when computing identifiable expressions.

Other estimation methods in the potential outcome framework include tree-based methods [3], representation learning methods [6], and meta-learning methods [23].

5.4 Estimating causal effects on benchmark datasets

We conduct experiments on four real-world datasets which are commonly used in discrimination-discovery literature, namely: communities and crime [37], Compas [2], German credit [55] and Berkeley admission [12].

Communities and crime dataset [37] contains information relevant to per capita violent crime rates in 1994 different communities in the United States and the goal is to predict that crime rate. Race is kept as sensitive attribute. However, in these experiments, we transformed the label into a binary feature by thresholding\(^{13}\) where \( 1 \) corresponds to high violent crime rate and \( 0 \) corresponds to low violent crime rate. Compas dataset [2] includes information of 5915 individuals from Broward County, Florida, initially compiled by ProPublica [2] and the goal is to predict the two-year violent recidivism. That is, whether a convicted individual would commit a violent crime in the following two years (1) or not (0). We consider race as sensitive feature. German credit dataset comprises data of 1000 individuals applying for loans. The goal is to predict whether an individual will default on the loan (1) or not (0). The gender and the personal status of an individual are considered sensitive features. Finally, Berkeley admission [12] dataset consists of 4526 applicants to UC-Berkeley’s graduate programs in Fall 1973. The goal is to predict whether a student is admitted (1) or not (0). Gender is treated as sensitive feature. Berkeley admission is commonly used to illustrate the Simpson’s Paradox [47].

Table 8 summarizes the main characteristics of the four benchmark datasets. In the potential outcome framework, estimation techniques rely on the selection of a set of covariates and mediators. Column four lists the covariate(s) while column five lists the mediator variables for each dataset. A covariate can be a confounder or any other variable that might distort the causal effect estimation. A mediator is a covariate which is at the same time influenced by the sensitive feature and influences the outcome\(^{14}\). In addition to total variation TV (statistical parity) serving as baseline measure and also to illustrate the need for causality, we use estimation techniques for seven causal-based fairness notions defined in the potential outcome framework, namely, \( ATE_{IPW}, ATE_{match}, ATE_{DR}, ATE_{strat}, TE_{imp}, DE_{imp}, \) and \( JE_{imp} \). The four first notions are estimations of \( ATE \) using four different approaches. \( ATE_{IPW} \) uses inverse propensity weighting as explained in Section 5.3.1. The variables used to estimate the propensity score are the covariates listed in column 4 of Table 8. \( ATE_{match} \) is matching estimation of \( ATE \) (Section 5.3.2). Recall that this approach matches each unit (individual) with one or more "similar" units in the other group. Propensity score matching is used. \( ATE_{DR} \) is a double robust estimation of \( ATE \) which requires at least propensity score estimation or outcome regression to be correct as explained in Section 5.3.1. \( ATE_{strat} \) is a stratification-based estimation of \( ATE \) (Section 5.3.3). For all these \( ATE \) estimations, we used the causallib package implementations [42]. The three remaining

\(^{13}\)The median value of the violent crime rate in the dataset is used as threshold.

\(^{14}\)Graphically, a mediator is a variable in the causal path between the sensitive feature and the outcome i.e. an explaining or redlining (proxy) variable.
measures, namely, $TE_{imp}$, $DE_{imp}$ and $IE_{imp}$ are imputation-based estimations of total, direct, and indirect effects. The main idea behind imputation approach is to provide $K + 1$ outcome models that characterize $E[Y|X,A], E[Y|X,A,M_1], \ldots E[Y|X,A,M_K]$ where $X$ is the set of the covariates (column 4 in Table 8) and $M_1, \ldots, M_K$ are the mediators (column 5 in Table 8). The imputation approach involves modeling the conditional means of the outcome variable $Y$, given the sensitive feature $A$, pretreatment confounders $X$, and varying sets of mediators $M$. The $paths$ package implementation [66] is used to compute these estimations.

Figure 10 shows the causal effects of the sensitive attribute $A$ on the outcome $Y$ values according to the seven estimators on the four benchmark datasets. The values are between $-1$ (full discrimination against one group) and 1 (full discrimination against the second group). A value 0 indicates fairness of the outcome with respect to both groups.

For the three first datasets (Communities and crimes, Compas, and German credit), $TV$ overestimates the discrimination as it results in higher values compared to all causal-based notions (except $ATE_{match}$ in German credit where the results are reverted. In other words, the discrimination is now against male applicants: $-0.167$). For Berkeley, $TV$ concludes a significant discrimination against women ($-0.14$) while causal-based notions show either the absence of discrimination ($0$ for $ATE_{match}$ and $DE_{imp}$) or a discrimination in favor of women which confirms the Simpson’s paradox. For the three last estimations ($TE_{imp}$, $DE_{imp}$, and $IE_{imp}$), notice that $TE$ is approximately the total of $DE$ and $IE$ which is expected as the total effect is composed of direct and indirect effects.

As mentioned earlier, estimation techniques aim to balance the control and the treatment groups in order to remove (or to mitigate) potential selection bias. For the particular case of re-weighting based estimation of $ATE$ ($ATE_{IPW}$), one way to assess whether the balancing worked is to use the absolute standard mean difference ($abs-smd$) [1] between the treatment and the control groups for each considered covariate (Column 4 in Table 8). That is, measuring the difference in means between groups, divided by the (pooled) standard deviation. Figure 11 shows the $abs-smd$ for each covariate in the four datasets prior (unweighted) and posterior (weighted) to applying IPW re-weighting. One can observe the same pattern in all benchmark datasets. The unweighted $abs-smd$ across control and treatment groups is at least one order of magnitude higher than the weighted $abs-smd$. For instance, the unweighted $abs-smd$ across control and treatment groups reached 0.68 standard-deviations for the Unemployment rate covariate in the communities and crimes dataset. After IPW re-weighting, the $abs-smd$ is significantly reduced (0.078).

6 SUITABILITY AND APPLICABILITY

Section 4 lists 19 causal-based fairness notions. Given a real-world scenario, selecting which fairness notion to use is a challenging and error-prone task as using the wrong fairness notion may indicate unfairness in an otherwise fair scenario, or the opposite (failing to detect unfairness in an unfair scenario). On the other hand, according to Pearl’s SCM framework, computing causal quantities (interventions and counterfactuals) depends on their identifiability. Hence, even if a fairness notion is appropriate in some setup, it might not be applicable because of identifiability issues. The two following subsections address the suitability and the applicability of causal-based fairness notions.

6.1 Suitability

In this section, we try to systemize the selection process by considering the subtleties of each causal-based fairness notion and defining 6 criteria which correspond to characteristics of the real-world scenario at hand. For each criterion, we check whether it holds in the scenario at hand or not. Then, use these answers to recommend the most suitable causal-based fairness notion. The criteria are listed and briefly described as follows.

- **Presence of confounding**: A variable which is a common cause of two or more other variables.
- **Presence of explaining variable**: A variable that is correlated with the sensitive attribute such that any discrimination that is explained using that variable is considered legitimate and is acceptable.
- **Likelihood of intersectionality**: A specific type of bias due to the combination of sensitive attributes. An individual might not be discriminated based on race only but based on gender only, but she might be discriminated because of a combination of both.
- **Likelihood of masking**: A form of intentional discrimination that allows decision makers with prejudicial views to discriminate against individuals or groups while masking their intentions.
- **Latent variables are known**: Latent (background) variables are not observable. However, in some scenarios, they are identified and their relationships with observable variables are known.
- **Ground truth or reliable outcome**: The label in the training data can or cannot be reliable. In several scenarios, the outcome is inferred by humans (job hiring, college admission, etc.) and hence can encode bias. The most reliable outcome is when the ground truth is available.

The diagram in Figure 12 can be used as a guideline to select an appropriate causal-based fairness notion given a real-world scenario. Confounding variables result in backdoor paths between the sensitive attribute ($A$) and the outcome ($Y$). For example, path $A \leftarrow C \rightarrow Y$ in Figure 6 is a backdoor path. Backdoor paths are not causal paths, but they contribute to the association between the $A$ and $Y$. Therefore, they are the reason why it is said that “correlation is different than causation”. In the absence of confounding, the total causal effect ($TE$ and $ATE$) coincides with the difference.

---

[1] An example of a scenario where ground truth is available is when predicting whether an individual has a disease. The ground truth value is observed by submitting the individual to a blood test (Assuming the blood test is flawless) for example. An example of a scenario where ground truth is not available is predicting whether a job applicant is hired. The outcome in the training data is inferred by a human decision maker which is often a subjective decision, no matter how hard she is trying to be objective.
Figure 10: Estimation of causal effects on real-world datasets.

Figure 11: Absolute standard mean difference of covariate values of different groups (e.g. male vs female) prior and posterior to IPW re-weighting.

in conditional probabilities $TV = \mathbb{P}(y|a_1) - \mathbb{P}(y|a_0)$ which correspond to statistical parity. On the other hand, if there are no explaining variables in the model representation of the world, both direct and indirect causal paths are discriminatory\textsuperscript{16}. Consequently, assessing unfairness/bias due to the sensitive attribute does not require considering separately the different causal paths (direct, indirect, and path-specific). In such case (absence of confounding and explaining variables), causal inference is not needed to appropriately assess fairness.

Any unintentional type of bias can also be "orchestrated" intentionally by decision makers with prejudicial views. To appropriately assess the bias in presence of such masking attempts, it is recommended to avoid group-based notions as they can more easily be gamed by prejudicial decision makers. Intersectionality is similar to masking as both lead to a discrimination which is difficult to detect at the group-level and hence require more fine-grained measures. Therefore individual causal-based fairness notions are recommended in presence of one of those criteria. For individual notions, in presence of explaining variables, it is recommended to use individual direct discrimination (Section 4.6) as it is the only individual notion listed in Section 4 that distinguishes direct from indirect discrimination. Counterfactual fairness (Section 4.3) and individual equalized counterfactual odds (Section 4.10) are recommended to be used in case the latent variables are known. If the ground-truth is not available or the outcome $Y$ is not reliable, individual equalized counterfactual odds is not recommended.

For the group causal-based fairness notions, if there are no explaining variables, there is no need to consider the different causal paths and hence $TE, ATE$, or interventional fairness (Section 4.9) can be safely used. In presence of explaining variables, the remaining causal-based fairness notions are appropriate to use with two exceptions. First, non-discrimination criterion is misleading if the causal model is semi-Markovian because the variables $A$ can remain dependent even after conditioning on all observable variables because of the hidden confounders. Second, as counterfactual error rates (Section 4.5) are expressed in terms of the true outcome $Y$, they are not recommended in case the ground-truth is not available and the true outcome is not reliable.

Finally, note that $ETT, ATT,$ and $ATC$ are not generally used in fairness scenarios because, typically, the bias can be observed in both directions: when considering a disadvantaged group/individual

\textsuperscript{16}Indirect causal paths all go through proxy variables.
as advantaged or the opposite. ETT is relevant when studying the effect of a treatment medicine on patients. For example, if a patient agrees to take the medicine and it turns out to be painful, she may be wondering about the chances of recovery if she did not take the treatment or if she took it with a lower dose. The opposite direction (the effect of treating an individual in the control group) is not relevant in this case.

In his book, *The Book of Why* [34], Pearl describes a causation ladder with three rungs: statistical observations (seeing), intervention (doing), and counterfactual (imagining). In this section, all causal-based fairness notions defined in Pearl’s SCM framework (all notions in Section 4 except ATE, ATT, ATC, ITE, and equality of effort) are placed in the causation ladder which will help us address the problem of their applicability in real-scenarios. The causation ladder is structured in such a way that a quantity at a certain rung can be identified in terms of quantities at the rung just below it. As a consequence, the higher the rung, the more challenging the problem of identifiability, and hence the less applicable a fairness notion defined at that rung.

The diagram in Figure 13 shows the causation ladder and indicates at which rung every causal-based fairness notion stands. TV which is the only non-causal fairness notion covered in this paper is at rung 1. It is always applicable provided that a set of observations (dataset) is available. No unresolved and non-discrimination criteria are placed midway between rungs 1 and 2 as they are applicable provided that the causal graph is available along the dataset. Non-discrimination criterion, however, requires the Markov property to be applicable because causal dependence through unobservable paths cannot be blocked. It also has an exponential complexity since it considers all combination of values of the parent variables of the outcome Y. A relaxation is described by the authors [64] but the notion remains computationally intractable.

### 6.2 Applicability

Fairness notions at rung 2 (TE, No-proxy discrimination, interventional and justifiable fairness, and individual direct discrimination) are applicable in any scenario where either experiments (RCT) are possible or hypothetical interventions are identifiable. As mentioned in Section 5.1.1, in Markovian models any intervention probability is identifiable from observational data. Hence, these fairness notions are always applicable in Markovian models. In semi-Markovian models, the applicability of these rung 2 notions depends on the identifiability of the intervention terms used in their respective definitions. For instance, for individual direct discrimination, the term in question is $CE(q_k, q_k')$ in Eq. 27.

The bulk of causal-based fairness notions are defined in terms of counterfactual quantities and hence are placed in rung 3 of the causation ladder. In Figure 13, the counterfactual notions are ranked from top to bottom according to their degree of applicability. For instance, counterfactual effects are placed on top of counterfactual fairness to indicate that the former is applicable in more scenarios than the latter. In Markovian models, the top 5 notions (ETT, NDE, NIE, and counterfactual effects) are always identifiable and hence applicable. That is, specific formula are already available to compute each counterfactual term used in their definitions.

In Markovian models, the identifiability of counterfactual fairness depends on the identifiability of the term $P(y_{a_0}|X = x, A = a_0)$ which is only identifiable if X does not contain any variable which is at the same time descendant of A and ancestor of Y, that is, $X \cap B = \emptyset$ where $B = An(Y) \cap De(A)$[57]. PSE is applicable provided that the model is Markovian and the recanting witness criterion is not satisfied. In semi-Markovian models, unless all model parameters are known (including $P(u)$)\[17\], the identifiability of rung 3 fairness notions depends on the criteria discussed in Section 5.1.2, which rarely hold in practice.

\[17\] In that case, it is possible to use the three steps abduction, action, and prediction [32].
Finally, counterfactual error rate and individual equalized counterfactual odds are special cases of rung 3 fairness notions as they are the only notions that condition on the true outcome \( Y \) to assess the fairness of the prediction \( \hat{Y} \) (Eq. 23, 24, 25, and 33). Such conditioning has an important implication on identifiability since \( Y \) is a collider, and conditioning on a collider creates a dependence between the previous variables [32]. This leads to unobservable confounding between the causes of \( Y \). Hence, even if the causal model is Markovian, applying both notions turns it into a semi-Markovian model. Zhang and Bareinboim [60] define an identifiability criterion for counterfactual error rate in Markovian models called explanation criterion.

7 CONCLUSION

Notions of fairness that are inconsistent with the causal relationships in the data can lead to misleading conclusions about bias and discrimination of the outcomes. In particular, using causal reasoning to tackle the problem of fairness in machine learning has at least three advantages. First, it appropriately measure discrimination in presence of statistical anomalies (e.g., Simpson’s paradox). Second, it provides natural interpretation of causal relationships between variables in support of discrimination claims. This is particularly important in the disparate treatment legal framework. Third, it makes it possible to break down the dependence between the sensitive attribute and the outcome into different paths (direct, indirect, etc.) which allows to assess fairness more accurately in presence of acceptable and unacceptable discrimination.

Most of the causal-based notions of fairness examined in this paper rely on the availability of the causal graph. The issue of generating causal graphs consistent with the observed data is a known problem in the causal inference literature. Studying it for the specific context of machine learning fairness is a relevant direction for future work.
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