INTRAHEPATIC CHOLANGIOCARCINOMA DETECTION AND SEGMENTATION OF IMAGES USING DEEP LEARNING TECHNIQUES
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Abstract—Intrahepatic cholangiocarcinoma is a form of cancer that forms in the cells of the bile ducts, both inside and outside of the liver. Cholangiocarcinoma and bile duct cancer are two words that are often used interchangeably to describe the same disease. Therefore, we have proposed an intelligent Hepatoma detection system. So, the main purpose of this research is to develop and implement an automated method that will help to detect and classify the Liver Cancer disease by processing hepatomic images. We have used liver-tumor-segmentation dataset for the testing our proposed methodology, it contains 130 images of Liver Cancer patients. We have applied pre-processing techniques on these images such as morphological filtering, in order to enhance images from input data for post processing. After obtaining the resultant image we have applied slicing. We have used UNets (modified form of convolutional Neural Network) for classification purpose with ResNet34, 50 and 100 architecture for downsampling and upsampling of shifted pixels. The proposed technique provides a sophisticated diagnosis and classification accuracy when compared with previous techniques. The parameter we used to validate the performance of our proposed technique is Top-N accuracy. Our proposed method shows the accuracy of about 99.8%.
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I. INTRODUCTION

Hepatoma is one of the deadliest cancers in the world [1]. Detection in the initial stages is crucial for patients to survive. Liver Cancer, as well as Hepatoma, Basal Cell Carcinoma (BCC) and Cutaneous Squamous Cell Carcinoma (SCC) have one of the main global occurrences of any type of cancer [2]. According to the statistics of Pakistan, 428 new cases of Hepatoma were detected and 313 deaths were recorded in 2018 [3]. Liver Cancer is the 5th most common cancer in the United Kingdom (UK). Sixteen thousand patients detected and 2285 deaths in 2016 with this cancer [3]. The survival rate can be improved if cancer is detected at an initial stage. [4]. The pie chart of the most common types of Liver Cancer is shown in Figure 1 [5]–[7]. The Non-Hepatoma Liver Cancers (NMSC) consists of BCC and SCC. Keratinocyte Carcinomas (KC) is very communal. In the UK, approximately 142,000 novel cases were identified, with 20% SCC and 80% BCC. Alike to Hepatoma, the occurrence of KC has increased over the current years, with a rise of 61% if compared with the last 10 years [8] [9] [10]. The different stages of Hepatoma cancer can be differentiated by the depth of penetration of cancer cells as shown in Figure below:
Openly accessible datasets are attained from numerous different imaging hospitals and research organizations with different data features. [11]. In this research used the computer-aided dermatologic procedures with a novel set of apparatuses for the pre-processing of the training dataset. These are pre-processing steps moderates the above-mentioned data facets negotiating deep-network performance in the practice. The pre-processing involves the cleansing and slicing steps. The process of data cleansing/purification is like removal of blockings (e.g. noises and rulers from the pictures) depending on the well-organized cancer segmentation technique. The procedure of slicing of data is 2 folded. It contains balancing of data over the artificial hepatomic images which carrying out further data. Tools that were used for data cleansing and slicing ultimately improve the performance of deep learning-based classifications for tumors. Even though all researchers have an excessive understanding of the health-related images. Several may not familiar with ML and how it can be utilized in medical imaging interpretation and analysis tasks [12]. The main goal of ML in healthcare is not to replace the physician but replace the physician which did not use ML. The following definition of ML is generally known in the globe: If an ML procedure is practiced to a data or set of data (Liver Cancerous images) and some information about this data (benign or malignant), then the system algorithm can acquire from the data that is going train and what type of predictions it gives from learned data (whether a dissimilar image is showing benign/malignant liver tissue) [12][13]. If the system enhances its parameters like its performance increases, further test cases are detected appropriately, then it is viewed to be learning that function.

In more than 3000 liver diseases affect 2 in every 3 people. It is very difficult to diagnose. 50% of the diagnoses in a public hospital is incorrect. The dermatology problem is extremely costly because of unnecessary visits, tests and treatments to general practitioners because of incorrect diagnoses. Most people have also no access to a dermatologist. So, ML and AI can be used to support image classification using Deep Neural Networks (DNN). When an image, data, or information of liver is input to a machine it recognizes the morphology of the liver disease and produces some kind of different diagnosis as the earlier prediction. To provide decision support this can be faster and better than the other traditional methods. ML and AI improve the knowledge and skills in primary care and substitution detection in cost.

There are two types of Liver Tumors, a malignant hepatoma and a non-malignant. Malignant Hepatoma Liver Cancer has a harmful effect because it can spread and affect other areas of the body's liver. Throughout the case of the deadliest diseases such as hepatoma, early diagnosis plays a crucial role in discovering the possibility of recovery. At the initial level, a medical professional must discern a commonly diagnosed tumor from moderate benign tumors.

Liver Cancer has impacted numerous human lives and early stage diagnosis of Liver Cancer plays a major part in assessing the likelihood of survival. We hope that we will use advanced Deep Learning techniques to promote early detection and provide timely information to people who may be at risk. This method is not always reliable and is not meant to replace clinical treatment. The core contributions of this research are as described below:

Some pre-processing techniques are performed to create a great worth and stable images with test sets constructed only from images of tumors. For noise removal, we adapted the morphological filtering to shrink image regions and Conversion into Greyscale as it is difficult to operate an RGB image. We have performed a filtering process named Black Hat, as it converts an image including the objects of the input image. We have applied thresholding on images as it is a segmentation process. This is done to separate object pixels from background pixels. After that, in this research reconstruct the missing part of images using image Inpaint.

To balance the imbalanced data, we have used slicing techniques to increase the training dataset. In research this we have used FASTAI and UNets models for the classification of our model.

Most of the work done can classify liver tumors however limited work is done on the classification of multiple diseases. In recent researches, various techniques have been introduced by the researchers to diagnose and differentiate Hepatoma from other Liver Cancers. The existing literature is generally classified into supervised and unsupervised learning techniques [14]–[19].

In [20] author proposed a method that had four steps based on the ABCD rule. 1) Pre-processing step: contains filtering and contrast enhancement procedures. 2) Segmentation for detection of the tumor. 3) Feature extraction step: to create computations on 4 parameters which were diameter, asymmetry, and color and border irregularity. 4) Classification step: performed on the summation of the 4 extracted parameters and multiplied by weights which produced the Total Histology Value (TDV). At last, the tumor was categorized into benign and malignant. The proposed method was executed in the MATLAB software and the experimentation was based on the PH2 dataset containing concerned Hepatoma Liver Cancer. Outcomes and assumptions were made based on the experimentation; the accuracy of the applied method is 90%.
which reproduces its reliability. Other advanced techniques of image processing can be used for the detection of liver tumors.

In [21] author presented a CNN based method to distinguish Liver Cancer. The main dataset which is utilized to train CNN had 97 patients, which were composed of the International Liver Imaging Collaboration (ISIC). To compensate for the deficiency of data/information for training the proposed CNN method, a Generative Adversarial Network (GAN) was intended to make artificial Liver Cancer pictures. The classification rate of the proposed trained CNN lacking the obtained artificial images was near 53%. After the addition of the artificial scans to the main database, the classification rate of the model was improved to 71%. By using other classes of Machine learning, the classification of liver tumors can be enhanced.

In [22] author proposed a method for early detection of Liver Cancer. Some scientists have established a mechanism using Machine Learning procedures to categorize liver tumors from Histology scans of human liver. They presented a Convolutional Neural Network (CNN) to process their model. They used liver-tumor-segmentation dataset as an input to CNN. They described that CNN performs good image processing and feature extraction. It can be applied to each feature image location. Their results showed the good classification of malignant Hepatoma and benign melanocytic nevi. Their CNN model gave an accuracy of 87.64%, specificity 81.66%, sensitivity 96.40%, F1 score 86.36% and precision 78.21%. Their Result showed that there is a need for enhancement in specificity, F1 score and precision. This can be done by using more classification models.

In [23] author presented an approach for the classification of liver tumors based on UNets, Convolutional Neural Networks (CNNs). They worked on UNets and gave a modified UNets used for the classification of liver tumors. They had used the LIVER SEGMENTATION DATASET 130 CT SCANS database for the training of the model. Data slicing and data sampling techniques were used in their work for enhancing the competence of the classifier. Their results showed that their modified UNets model had attained higher accuracy of 83.93%, 84% sensitivity, 81% specificity and 80% F1 score as compared to the outdated UNets model. The integration of their model and more pre-processing techniques can improve the classification rate of liver tumors.

The efficiency of data slicing was described by authors in [24], in which the pre-trained GoogleLeNet was tuned well. They obtained the advanced outcomes for the International Symposium on Biomedical Imaging (ISBI) Hepatoma Classification Challenge held in 2016 [25]. They faced the individualities when handling with an unbalanced, small and biological record. For this purpose, they explored different committees that were held on the ‘CNN’s trained through the ISBI challenge’. Training dataset improved by traditional image processing algorithms and image warping techniques (image warping used to correct distortion in images) directed by professionals. These professionals had vast information about the axis of the tumor and improved the ultimate classifier invariance to communal Hepatoma variations. The final CNN layers were chosen with the finest accuracy on the validation dataset. Initially, the results were attained by training measures through GoogLeNet ILSVC, which was pre-determined on a larger dataset. This type of well tuning overcome the training time and over fitting detected in all trials as predictable.

In [26] authors presented DL based methods to resolve the difficulties in liver tumor investigation employing a hepatic image containing liver tumor. They trained and evaluated their proposed models on standard benchmark data from ISIC [27]. Dataset pictures were resized at a fixed range of 227 × 227. CNN was used as a DL framework for the automatic detection of Hepatoma. Their CNN contained Convolutional Layer, Batch Normalization Layer, ReLU Layer, Max Pooling Layer, Fully connected layer, Softmax Layer and a classification layer. In the end, their proposed technique attained 96.67% accuracy and compared their results with [28]. Their experimental tests approved on clinical data showed that the classification performance via DL-based features accomplishes better than the existing techniques.

In [29] authors presented a technique in which they performed segmentation and classification for automated detection of liver tumors. Their proposed model consists of two steps. The first stage influences on a Fully Convolutional Network (FCN). The FCN learned the inhomogeneous and complex liver tumor features. Another stage proposed an innovative FCN-based DenseNet architecture. This architecture is made up of dense blocks that were merged and linked through the concatenation approach and transition layer. This architecture also used hyper-parameters optimization procedures to overcome network complication and progress computing efficiency. They had used a publicly available dataset (Liver Segmentation Dataset 130 CT scans) for the evaluation of their model. As a result, they achieved classification with 98% accuracy, 99% of AUC score and 98.5% recall respectively. They described that their model can overcome the complexity when dealing with deep features of liver tumors.

In [30] authors took part in the ISIC challenge for the classification of liver tumors. They engaged on three definite types of tumors: Hepatoma, Benign Nevi, and Seborrheic Keratosis. The task was a two-fold classification: Hepatoma-others and Seborrheic Keratosis-others. The main task of their study was to produce an additional impulse in the scores of AUC. For this, they depend on the pre-trained ResNet-101 and InceptionV4 models. The highest outcomes were attained by depending on encompassing the dataset. Both models were attained via pre-processing of data. It involves the normalization of each image, data slicing and utilizing a mixture of the predictive outcomes of dissimilar models as an
input for any high-level learning system like SVM classifier. Their results showed an AUC of 80.7% and the classification prediction 84.5% for Liver Cancer tumors. This demonstration further strengthens the decision of using dissimilar models in an additional learning structure.

In [31] authors presented their work to the Computer Vision Journal [32]. They discovered a way to use autoencoder for assisting classification (benign vs. malignant) of tumors. They proposed a semi-supervised technique for a de-noising adversarial auto-encoder to challenge classification with an inadequate categorized dataset and manipulating a large un-labeled dataset. They presented the comprehensive construction of the CNN and the ssDAAE model that was utilized as a reference point. CNN contains four convolution layers. At the output of individually layer ReLU non-linearity model is functional before being nourished to the succeeding one. Without the last linear layer, CNN makes the encoder of the ssDNA. Lastly, a sigmoidal layer is functional before being nourished to the previous layer, in an unsupervised manner. After that with integrated a Softmax layer is on topmost of this work to acquire classification. Their outcomes showed that less accuracy of about 89.3% with texture analysis and SAE is used. While they used DWT with SAE, their model gives 94% accuracy. Hence, their model showed the best accuracy for Hepatoma diagnosis. Kharazmi et al. [45] presented a computer-aided system for the detection and localization of Cutaneous Vasculature using DL. They proposed a feature learning method which was based on Stacked Sparse Auto-Encoders (SSAE), for inclusive detection of cutaneous vessels. The individually training image was separated into minor patches with or without having vasculature. An SSAE was intended to pick up hidden features from data in an unsupervised way. High-level erudite features were then nourished in a classifier which categorized individually every patch in the presence or absence of vasculature and confined vessels inside the tumor. The proposed architecture established higher performance with the detection accuracy of 95.4% on a diversitiy of vessel outlines; outdoing other methods by attaining the uppermost predictive rate of 94.7%. Their projected CAD architecture can help as a decision-making system to the dermatologists for further precise diagnosis, particularly in Tele-dermatology requests in inaccessible areas. By extracting more deep features of liver tumor datasets, classification can be improved.

Farooq et al. [46] proposed research that contains two foremost phases. Images were pre-processed to eliminate the clutters so

| Ref  | Technique            | Dataset | Parameters | End Result            |
|------|----------------------|---------|------------|-----------------------|
| [20] | ABCD rule            | PH2     | Accuracy   | Liver tumors.         |
| [21] | CNN, GAN             | ISIC    | Accuracy   | Liver tumor.          |
| [22] | CNN                  | LIVER-TUMOR-SEGMENTATI O N | Accuracy, Sensitivity, Specificity, Prediction | Malignant Hepatoma and benign melanocytic nevi. |
| [38] | TL, CNN, SVM         | ISIC    | Accuracy, Sensitivity, Specificity | Prediction of liver tumor. |
| [39] | DL                   | LIVER-TUMOR-SEGMENTATI O N | AUC          | Liver Cancer.         |
| [40] | CNN, AlexNet, VGG16, ResNet-18, SVM | ISIC | ROC | liver tumors |
| [23] | CNN                  | LIVER-TUMOR-SEGMENTATI O N | Sensitivity, Specificity and F1 Score | Liver tumor. |
| [24] | CNN, Image warping   | ISIC, ISBI | Accuracy   | Hepatoma classification. |

In [44] author proposed a process that had three steps for Hepatoma classification. These three steps were spanning pre-processing, features mining and classification. They acquired dataset from Dermatology Information System and DermQuest. After the pre-processing of data, they used a Discrete Wavelet Transform (DWT) to extract the features. In their approach classification was based on a weighted auto-encoder model that allows every AE-layer to be trained on the features it attained from the previous layer, in an unsupervised manner. After that with integrated a Softmax layer is on topmost of this work to acquire classification. Their outcomes showed that less accuracy of about 89.3% with texture analysis and SAE is used. While they used DWT with SAE, their model gives 94% accuracy. Hence, their model showed the best accuracy for Hepatoma diagnosis. Kharazmi et al. [45] presented a computer-aided system for the detection and localization of Cutaneous Vasculature using DL. They proposed a feature learning method which was based on Stacked Sparse Auto-Encoders (SSAE), for inclusive detection of cutaneous vessels. The individually training image was separated into minor patches with or without having vasculature. An SSAE was intended to pick up hidden features from data in an unsupervised way. High-level erudite features were then nourished in a classifier which categorized individually every patch in the presence or absence of vasculature and confined vessels inside the tumor. The proposed architecture established higher performance with the detection accuracy of 95.4% on a diversitiy of vessel outlines; outdoing other methods by attaining the uppermost predictive rate of 94.7%. Their projected CAD architecture can help as a decision-making system to the dermatologists for further precise diagnosis, particularly in Tele-dermatology requests in inaccessible areas. By extracting more deep features of liver tumor datasets, classification can be improved.

Farooq et al. [46] proposed research that contains two foremost phases. Images were pre-processed to eliminate the clutters so
creating a refined variety of training pictures was the first phase. To attain this, a sharpening filter was applied afterward a noise removal procedure. Dissimilar image quality dimension metrics as well as Energy Ratio/ Ratio of Squared Norms (L2RAT), Peak Signal to Noise (PSNR), Maximum Absolute Squared Deviation (MXERR) and Mean Square Error (MSE) were used to compare the total image quality formerly and later applying pre-processing processes. Their outcomes from the above-mentioned image metrics proved that image quality does not cooperate however it is progressed by applying the pre-processing procedures. Another phase of the proposed work includes DL methods that played a bossy role in precise, robust and accurate classification of the liver tumor. This was done by using two DL models: UNets and Inception-v3. The experimental outcomes demonstrate prominent enhancement in training and validation accuracy. Though, the Inception-v3 was able to attain improved validation accuracy therefore it was lastly selected to estimate it on test data. Hence, the ultimate test accuracy employing the Inception-v3 system was 86%. More precise pre-processing can provide good classification accuracies

II. PROPOSED ALGORITHM

the dataset and performance parameters used for experimentation and validation of the proposed model are introduced. The publicly available Liver-Tumor-Segmentation dataset [47] is used for validation of the proposed method. The total number of images in the dataset is 130 (CT Scans). Out of which 30% images are of Hepatoma Cancerous while 70% images are of Normal Lesion of Liver.

Performance metrics i.e. accuracy, Area under Curve (AUC), sensitivity and specificity are used for validation of the procedure.

In this research, the Liver Tumor Segmentation dataset has been used. In this dataset total 140 CT Scan images are present which contains liver as well as lesion images. Lesions are the abnormal cells present in a liver. Basically these lesions are commonly found in almost every person, these abnormal cells are call cyst, or non-cancerous tumors. But when these cyst are becoming cancerous they will produce a malignant or benign tumors in the liver. In Malignant tumor part other than liver may be affected by these lesions but in benign only liver will be affected. Following figure shows the sample lesion of liver images taken from [48].

![Lesions of Liver](image)

These lesions can be detected from different imagining techniques such as Medical Resonance Imaging (MRI), Computed Tomography (CT) and PET. In our research the main objective is to predict the tumor in the segmented image of Liver. For this purpose, the images in the dataset discussed above has been taken as an input. For image as an input, one can install Opencv library for image processing and computer vision in Python. For this research, the author has imported important libraries for both i.e. Image Processing and Computer Visions. The images of datasets are in DICOM format, in order to process the images easily in a digitized form.

| Pre-processing Libraries | Description                                      |
|--------------------------|--------------------------------------------------|
| Numpy                    | Numpy used for mathematical operations           |
| Pandas                   | Pandas use for csv files and input datasheets    |
| OS                       | OS use for directory and location                |
| nibabel                  | This is neuroimaging library for medical imaging in python |
| Cv2                      | Computer vision is the second version of OpenCV. It is used for implementing computer vision techniques on dataset |
| tqdm                     | This library is used for support of nested loops in python |

Figure 2 Image from Dataset

Figure 3 Lesions of Liver
A U-Net is a deep convolutional neural network architecture designed for the segmentation of biomedical images. For tasks where the output is close in size to the input and output requires the spatial resolution, U-Nets were detected to be quite efficient. This makes them ideal for segmentation masks and image processing/generation including super-resolution or colorization.

Hepatonic images are mostly exposed to noise mainly due to bad light, noise and air bubbles. It includes noise removal like (noise removal from image and resizing of image) and shading removal. These steps provide a way for further steps, we find useful information from the pre-processing of metadata. Exploratory data analysis is also lying in this section. Medical images are most prone to noise such as noise. In general, pre-processing techniques can handle the noise of the images [49] and machine learning techniques learn to avoid these noises while making classification and predictions, though their ability to learn is conditioned upon the availability of large training data. In the case of medical Hepatonic images datasets, which are mostly imbalanced datasets, the Deep Learning models are easily susceptible to over fitting, i.e. they utilize visual hints such as noise as indicators of the cancer category.
After the process of artificial expanding of the data set, an augmented dataset is received that dataset ready to use for learning in my model. This data improves my model performance as mention above in the slicing section.

We have to train our model to find the optimal learning rate. Set my training set to the quality when training is fastest, as well as the loss is still diminishing. We have built a feature that uses our feedback as an anchor and sweeps via a range to find the best minima. The optimal learning rate of the model is shown in figure below. And training of our model and the losses during the training are shown in figure 19 and 20. We can see that losses decrease exponentially as the training of the number of batches increases.

Classification performance of a model on a test data or a set of data. Test data for which the accurate values are known are used. The CM itself is comparatively simple to know, but the associated terminology can be unclear. The CM of our build model is shown in Fig. below.

Take a glance at a few of the items which were most challenging for our model to detect. Figure above displays some of the different selection that was difficult to detect in our model. At every sub-image in fig. below, some parameters are shown. These parameters are:
Prediction: tumor predicted by the model
Actual: Actual tumor that the model could not predict.
Loss: Losses occur during predicting the random image.
Probability: Probability of the model to predict the tumor correctly.
In the above figures, the randomly provided images were of Hepatoma liver tumor and the model predicted it correctly with a 99.9% confidence level. There are also some images that the model was not able to predict it with full confidence. In the above figures, the model predicted the Hepatoma correctly but the confidence level was not much impressive. It is not as good as it should be but still, it’s not very bad at all. These images show the model predictably the Hepatoma correctly but the confidence level was approx. 85% and 68% respectively.

Similarly, my model does not only detect Hepatoma, but it can also detect other liver tumors with an impressive confidence level.
We have used 3 models of ResNet with UNets in order to find the best one model of ResNet which can fit with the unit to make a mask of a tumor with much accuracy.
The comparison of this study has been summaries with previous research. It can be seen that the current research is the most efficient research in terms of accuracy.

### Table 4 Comparison with Previous Studies

| Ref  | Technique | Dataset                  | Parameters                | End Result          | Accuracy |
|------|-----------|--------------------------|---------------------------|---------------------|----------|
| [20] | ABCD rule | Liver-Tumor-Segmentation | Accuracy, Liver tumors.    | 89%                 |
| [21] | CNN, GAN  | Liver-Tumor-Segmentation | Accuracy, Liver tumor.     | 89%                 |
| [22] | CNN       | Liver-Tumor-Segmentation | Accuracy, Sensitivity, Specifity Predictio n, Malignan t Hepatom a | 89.5% |
| [38] | TL, CNN, SVM | Liver-Tumor-Segmentation | Accuracy, Sensitivity, Specifity Predictio n, Predictio n of liver tumor. | 91% |
| [39] | DL        | Liver-Tumor-Segmentation | AUC, Liver Cancer.         | 93.4%               |
| [40] | CNN, AlexNet, VGG16, ResNet-50 SVM | Liver-Tumor-Segmentation | ROC, Liver tumors         | 96%                |
| [23] | CNN       | Liver-Tumor-            | Sensitivity, Liver tumor.  | 92%                |

| Segment | Specificity and F1 Score | Ref  |
|---------|--------------------------|------|
| Liver-Tumor-Segmentation | Accuracy, Liver tumors. | [26] |
| Liver-Tumor-Segmentation | Accur a cy, Liver tumors. | [24] |
| Liver-Tumor-Segmentation | Accuracy, AUC, recall, Liver tumors. | [29] |
| Liver-Tumor-Segmentation | AUC, Liver tumor classification. | [30] |
| Liver-Tumor-Segmentation | RSD, AUC, Benign and malignan t liver tumor. | [31] |
| Liver-Tumor-Segmentation | Fi-Score, Recall, Precision, Accuracy. | [41] |
| Liver-Tumor-Segmentation | Accuracy, Liver tumors. | [42] |
| Liver-Tumor-Segmentation | AUC and accurac y, Liver diseases. | [43] |
| Liver-Tumor-Segmentation | Accuracy, Liver Lesion Cancerou s Tumor | [44] |

### IV. CONCLUSION

In this research work, we proposed an automated and intelligent system for the detection of liver tumors with a special focus on malignant Hepatoma. We split the dataset into Train/Test/validation split with a ratio of 70 percent/24 percent/6 percent. Since the dataset I used is imbalanced, so I augmented the training data using the slicing multiplier. After slicing, the total number of train images becomes 130. Then, we append the original and augmented data and the total images become in the training data became 20. We have used the FASTAI and UNets model. We train the model on our training data and found the learning rate of the model. Then I estimated the confusion matrix and accuracy of the trained model. Top-5 accuracies of our trained model range from 98-99.8% and that are considered...
as the best accuracy. We tested the model by providing the random test images one by one and estimate the confidence level of prediction of the model. The model predicted the Hepatoma with confidence level ranges from 70-100% depending on the resolution of the image. For future work, one can suggest the implementation of this automated method for the detection of liver tumors into smartphones/Tabs. We can also optimize the learning rate of the classifiers. Hepatom images can be sliced into layers so that more accurate detection may perform at higher accuracy.
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