A Spanish dataset for Targeted Sentiment Analysis of political headlines
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Abstract. Subjective texts have been extensively studied due to their potential to influence behaviors. While most research has focused on user-generated texts in social networks, other types of texts, such as news headlines expressing opinions on certain topics, can also influence judgment criteria during political decisions. In this paper, we address the task of Targeted Sentiment Analysis for news headlines related to the 2019 Argentinean Presidential Elections, published by major news outlets. To facilitate research in this area, we present a polarity dataset comprising 1,976 headlines that mention candidates at the target level. Our experiments using state-of-the-art classification algorithms based on pre-trained language models demonstrate the usefulness of target information for this task. We also provide public access to our data and models to foster further research.

1 Introduction

Extracting opinions from subjective texts has attracted a lot of interest since the eclosion of Internet and Social Networks, given the unprecedented availability of opinion-rich resources [24]. Most works for opinion mining are directed towards user-generated texts from social networks; however, some other texts—such as news headlines—also convey subjective content about certain topics or entities.

Particularly, it is of interest to analyze the role of the media and campaigns in the formation of judgment criteria during political decisions [16]. The rise of social networks marked a great dynamism in the management and transfer of large volumes of data, playing a fundamental role in the transmission of information in political and candidate campaigns at a massive level [29].

Numerous studies analyzed the role of social media, print media, campaigns or fake news in the formation of judgement criteria and political decisions [35, 5, 6, 33, 29], by affecting subjective variables (such as trust) [1, 14, 18, 26, 17, 27, 33].
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The current work is part of a research project to evaluate the cognitive processes underlying the presidential elections, and assessing the impact of greater exposure to positive content in news headlines associated with the candidates. Our previous work has shown how this type of information can, either by mere repetition or by association with strong emotional content, modulate the decision-making process [2]. For this purpose, we are interested in analyzing headlines mentioning candidates by the main national written media.

In this paper, we present an approach to the task of **Targeted Sentiment Analysis** for the domain of newspaper headlines. To the best of our knowledge, no Spanish dataset is available for this task. To bridge this gap, we present a novel dataset of headlines mentioning candidates in the 2019 elections in Argentina, having annotations at target level instead of assigning a single polarity to the whole sentence. Preliminary experiments with state-of-the-art techniques suggest that classifiers that consume both the headline and the target improve their performance for the task over those that only consume the headline, giving indications that both sources of information are useful. We make our dataset and the pre-trained models available for further research.

Our contributions are the following:

– We present a novel dataset of Spanish news headlines for the task of targeted sentiment analysis, with annotations at target level.
– We show that state-of-the-art classifiers can leverage the target information to improve their performance.
– We make our code, dataset and pre-trained models available for further research.

The rest of the paper is organized as follows. Section 2 reviews previous work on sentiment analysis and targeted sentiment analysis. Section 3 describes briefly the context which we are studying, namely the 2019 Argentina presidential elections. Section 4 describes the dataset and the annotation process. Section 5 presents the experimental setup for the classification experiments and Section 6 its results. Finally, Section 8 concludes the paper and discusses future work.

## 2 Previous work

Sentiment analysis and opinion mining are widely used applications of natural language processing (NLP), and have been the focus of several workshops, including SemEval and overviews [32, 9]. In general, sentiment analysis involves predicting the polarity of a text, which can be either positive, negative, or neutral, or a Likert-scale rating ranging from negative to positive [34]. Aspect-based sentiment analysis (ABSA) is a variant of this task, where the polarity prediction is performed on a specific aspect of the text, allowing for the extraction of multiple opinions [25]. Similarly, targeted sentiment analysis focuses on analyzing the polarity for a given entity mentioned in the text [22]. However, despite the availability of many resources for the Spanish language [21, 9], there are currently no datasets available for this language in this particular subtask.
Pre-trained language models based on transformers [37] and transfer learning are state-of-the-art for most NLP tasks, and BERT [7] and its variants [19] are among the most popular classification techniques today, showing top performances on language-understanding benchmarks such as GLUE [38]. There are several pre-trained models available for the Spanish language, such as BETO [4], RoBERTa$_{es}$ [11], and others [30, 28]. [23] provide a good overview of pre-trained models across various domains and languages.

3 2019 Argentina Presidential Elections

The Argentine Presidential Elections consisted of a two-stage election. The first step, called PASO (which took place in 11th August 2019), aims to filter the main presidential formulas that will run in the General Election (27th October 2019). Only candidates who obtain more than 1.5% of the vote in the PASO advance to the General Election. The candidates who advanced to the 2019 General Election were: M. Macri (which we note MM), A. Fernández [AF], R. Lavagna [RL], N. Del Caño [NDC], J. Gómez Centurión [JGC] and J. L. Espert [JLE]. MM was the official candidate (moderate right), being at the time of the election president of Argentina elected in 2015. AF was the candidate of the majority opposition, an alliance of mostly Peronist sectors (although it also includes non-Peronist sectors), which governed Argentina during 2003-2015. NDC represents the minority left-wing opposition, while JGC and JLE represent the minority radical right-wing opposition. RL represents a moderate right-wing alternative.

4 Data

To generate our dataset, we first collected a total of 22510 newspaper articles published between 21 September and 27 October 2019 (during the General Election period) from the main national news outlets: Ambito, Clarin, El Cronista, INFOBAE, La Nacion, Pagina 12, Perfil, Popular, La Izquierda Diario, Prensa Obrera, Tiempo Argentino. We used the newspaper$^3$ python library to collect the articles.

For the purposes of the present work, we selected a sample from the headlines mentioning at least one of the contending parties or candidates in the national election. Table 1 list the entities, keywords and phrases searched for in the headlines. Mentions of other candidates of the same political force (e.g. state governor) were not included in this analysis.

Three annotators were hired to label the headlines. For each pair of headline and target (a political party or candidate), each annotator was required to assigned a polarity to the pair. Annotation guidelines were provided, consisting of instructions and examples of how to perform the task, and also interviews were held with the participants to consolidate the labeling criteria. To diminish
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political biases as much as possible, we masked the targets to the annotators (e.g. Mauricio Macri was shown as [TARGET]).

Each instance was annotated by the three workers as the task is subjective. The agreement was measured using Krippendorff’s Alpha [13] and turned out to be $\alpha = 0.62$ (moderate/substantial agreement). A majority voting scheme was used to aggregate the labels, discarding those targets for which the three raters assigned different polarities.

The resulting dataset consists of 1,976 headlines and 2,439 targets. 1,567 headlines have exactly one target, and the remaining have two or more. Among these, 165 headlines feature mixed polarities, mostly in the negative/positive form. Table 2 summarizes the dataset statistics.

Figure 1 illustrates some examples of the dataset. More information about co-occurrences and mentions of candidates can be found in Appendix A.

| Table 1. Keywords for Candidate/Presidential Formulas Analysis |
|-------------------|-----------------|-----------------|-----------------|
| Candidate Target  | President        | Vice-president  | Political Force  |
| AF                | Alberto Fernandez; Alberto | Cristina Fernandez de Kirchner; Cristina Fernandez; Cristina Kirchner; CFK | Frente de Todos |
| MM                | Mauricio Macri; Macri; Mauricio | Miguel Angel Pichetto; Pichetto | Juntos por el Cambio |
| RL                | Roberto Lavagna; Lavagna | Juan Manuel Urtubey; Urtubey | Consenso Federal |
| NDC               | Nicolas Del Caño; Del Caño | Romina Del Pla; Del Pla | Frente de Izquierda y de los Trabajadores- Unidad; Frente de Izquierda; FIT |
| JGC               | Jorge Gomez Centurion; Centurion | Cynthia Hotton; Hotton | Frente NOS; NOS |
| JLE               | Jose Luis Espert; Espert | Luis Rosales | Unite por la Libertad y la Dignidad; UNITE |

| Table 2. Dataset statistics |
|-----------------------------|
| Num. headlines | Different targets | Total Targets | Positive | Negative | Neutral |
|-----------------|-----------------|---------------|-----------|-----------|---------|
| 1976            | 70              | 2439          | 962       | 710       | 767     |
5 Classification Experiments

To determine whether the classification algorithms can benefit from target information in the dataset, we conducted a classification experiment using both target-aware and target-unaware models. The target-unaware model only considers the headline and predicts an overall polarity, while the target-aware model takes both the headline and the target into account, predicting a polarity for the pair.

In the target-unaware model, the headline is presented as a single sentence, whereas in the target-aware model, the headline and target are presented as a pair of sentences. Figure 2 depicts the classification pipeline for both type of inputs.

5.1 Training

In our study, we explored a range of different pretrained language models to evaluate their performance on the targeted sentiment analysis task in news headlines. Specifically, we compared the effectiveness of four different models, including BETO, RoBERTa, BERTin, ELECTRICIDAD, and RoBERTuto.

BETO [4] is a pretrained language model based on BERT pretraining guidelines, but also incorporates some elements of RoBERTa style training. Meanwhile, RoBERTa is a RoBERTa model pre-trained on a corpus collected by the National Library of Spain, as part of a national initiative to develop language technologies [11]. BERTin is another RoBERTa model that utilizes a smart sampling strategy to optimize the pretraining process [31]. ELECTRICIDAD, on the other hand, is an ELECTRA model specifically designed for the Spanish language. Finally, we also evaluated the performance of RoBERTuto [28], a RoBERTa model trained on a corpus of 600 million tweets in Spanish. While this model is specially crafted for social media text, it has been shown to be effective in various Spanish NLP tasks, including sentiment analysis.

Given that our dataset was relatively small, we also fine-tuned models trained on the TASS 2020 dataset for polarity detection, which were provided by the pysentimiento library. We hypothesized that models trained on a similar task and domain would be useful for our targeted sentiment analysis task in news headlines.
For each pre-trained model, we fine-tuned two different classifiers: a target-unaware classifier and a target-aware classifier. The only difference between the two versions is the input: in the target-unaware classifier the input consists of the headline alone, while in the target-aware version it is made of the headline and the target with the special token `[SEP]` in-between them. While there are many options to construct a target-aware input [36], we opted for the simplest one.

The hyperparameters used for training our models were carefully chosen through a hyperparameter search, as recommended by (author?) [7]. Specifically, we performed a search for the optimal values of the learning rate, warmup ratio, and number of epochs hyperparameters while keeping the batch size fixed at 32 and the weight decay at 0.1. Additionally, we set the $\beta_1$ and $\beta_2$ parameters to 0.9 and 0.999, respectively. For optimization, we used the AdamW algorithm [?] and a linear scheduler for the learning rate.

Table 3 shows the hyperparameter space used for the classification models. We used a random search to find the best combination of hyperparameters for each model. The search was performed using the wandb [3] library.

Our models were trained on a single NVIDIA GTX 1080Ti GPU. We used the transformers library [40] library to implement and train the models.
Table 3. Hyperparameter space for the classification models

| Hyperparameter | Values |
|----------------|--------|
| Learning rate  | $[2e^{-5}, 3e^{-5}, 5e^{-5}, 6e^{-5}, 7e^{-5}, 8e^{-5}]$ |
| Warmup ratio   | $[0.06, 0.08, 0.10]$ |
| Number of epochs| $[3, 4, 5]$ |

Table 4. Results of the classification experiments, expressed as the mean ± standard deviation. For each base pre-trained model, we analyzed two variants: target unaware and target aware, the latter marked with a + sign.

| Model          | POS F1  | NEG F1  | NEU F1  | Macro F1 |
|----------------|---------|---------|---------|----------|
| BERTin         | 68.6 ± 3.6 | 65.3 ± 4.5 | 63.2 ± 4.6 | 65.7 ± 3.3 |
| BERTin$_{+T}$  | 67.3 ± 5.6 | 63.6 ± 5.5 | 58.0 ± 5.5 | 63.0 ± 4.7 |
| ELECTRicidad   | 68.0 ± 2.8 | 61.4 ± 5.5 | 59.3 ± 3.5 | 62.9 ± 3.0 |
| ELECTRicidad$_{+T}$ | 67.3 ± 1.3 | 63.1 ± 6.0 | 55.2 ± 4.9 | 61.9 ± 2.7 |
| BETO           | 70.7 ± 3.7 | 66.9 ± 4.4 | 64.4 ± 3.8 | 67.3 ± 3.1 |
| BETO$_{+T}$    | 73.8 ± 2.1 | 72.9 ± 3.3 | 65.9 ± 4.5 | 70.9 ± 2.3 |
| RoBERTa        | 72.3 ± 3.5 | 68.6 ± 4.5 | 66.8 ± 4.0 | 69.3 ± 2.9 |
| RoBERTa$_{+T}$ | 75.3 ± 3.9 | 74.2 ± 2.9 | 68.5 ± 4.7 | 72.7 ± 2.6 |
| RoBERTuito     | 72.6 ± 2.6 | 68.9 ± 3.1 | 67.5 ± 4.0 | 69.7 ± 2.5 |
| RoBERTuito$_{+T}$ | 75.0 ± 2.6 | 73.8 ± 2.3 | 67.8 ± 3.2 | 72.2 ± 1.4 |

5.2 Evaluation

Instead of performing a single train/dev/split, we used a Monte Carlo cross-validation [10] with 30 folds. We used a $N(0.2, 0.02)$ test size proportion, and this was made at the headline level, in order to ensure that no headlines were repeated in the train and test sets.

We used the Macro F1 score as the main evaluation metric, and also report F1 scores for each of the three classes. To keep record of the results, we used the `wandb` library [3].

6 Results

Table 6 displays the results of the classification experiments, expressed as the mean and its standard deviation of the Monte Carlo runs. We can observe that, in general, the target-aware models outperform their target-unaware counterparts, with the only exception of BERTin and ELECTRicidad, which are the worse-performing models.

For the three best models (BETO, RoBERTa and RoBERTuito), the differences in performance between target-aware and unaware models are statistically significant ($p < 0.01$, one-sided Wilcoxon Mann-Whitney U-test, FDR corrected) [39] for all metrics but for the neutral class. This is in line with our data: as neutral targets mostly do not mix with positive or negative polarities (see Figure 3
Table 5. Results of classification experiments for RoBERTa and RoBERTuito, analyzed for two variants: training from scratch and training from a checkpoint in the TASS 2020 dataset. Results are expressed as the mean ± standard deviation.

| Model      | POS F1  | NEG F1  | NEU F1  | Macro F1 |
|------------|---------|---------|---------|----------|
| RoBERTa    | 75.3 ± 3.9 | 74.2 ± 2.9 | 68.5 ± 4.7 | 72.7 ± 2.6 |
| RoBERTa\_TASS | 75.9 ± 1.5 | 74.8 ± 3.3 | 67.0 ± 3.3 | 72.6 ± 2.0 |
| RoBERTuito | 75.0 ± 2.6 | 73.8 ± 2.3 | 67.8 ± 3.2 | 72.2 ± 1.4 |
| RoBERTuito\_TASS | 75.1 ± 3.2 | 74.4 ± 2.7 | 68.7 ± 3.0 | 72.7 ± 2.2 |

in the Appendix) predicting a general polarity is good enough. The gain in performance is more significant for the other two classes—positive and negative—where the target-aware models are able to better capture the polarity of the target, particularly in a mixed-polarity scenario.

Some of the models (BERTin and ELECTRicidad) are not able to leverage the target information, and their performance is similar to the target-unaware models. This is in line with poor performance for some other opinion-mining tasks in Spanish [28].

Among all the models, RoBERTuito and RoBERTa are the best performing ones. Table 6 shows the results for training the models from a checkpoint in the TASS 2020 dataset, and fine-tuning them on our dataset, both for RoBERTuito and RoBERTa. We can observe that the performance of the models is similar to the one obtained when training from scratch, not obtaining any significant improvement even when our training set is relatively small.

7 Discussion

Our experiments show that incorporating target information is valuable in identifying subjective content in news headlines, particularly for the dataset we constructed. The target-aware versions of RoBERTa\textsubscript{as} and RoBERTuito achieved the best performance, with Macro F1 scores of 75.3 and 75.0 respectively.

The significance of this task stems from the fact that news headlines can be politically biased, depending on the news outlet, and may influence readers’ opinions when evaluating candidates during a presidential election. Our research project aims to evaluate the cognitive processes underlying presidential elections, including the hypothesis that increased exposure to positive news content mentioning certain candidates leads to a more positive perception, increased trust, and higher likelihood of being elected. Sentiment analysis is an important tool in evaluating how news outlets and social media content influence voters’ subjective perceptions.

Among the explanations discussed in this field is the Agenda-setting theory [20], which states that the media or social networks, through a process of selection of information content, influence the issues that society considers relevant [8]. Another possible explanation of how these contents can influence voters’ decisions is the priming effect, favouring a perception of familiarity and trust [2].
In any case, sentiment analysis algorithms are a useful tool to evaluate these effects and how they can influence an electoral outcome. Different research works, coming from very different theoretical fields and disciplines, have analysed and discussed the role of social media, print media, campaigns or fake news in the formation of judgement criteria and political decisions [35, 5, 6, 33, 29].

In order to build better democratic institutions, it is becoming increasingly important to provide empirical evidence of these influences, and thus alert the population of these implicit manipulations.

8 Conclusion and future work

In this work, we presented a dataset of news headlines from the main Argentine press media, published during the election period, labeled by 3 annotators as positive, negative or neutral based on a target. By performing experiment with target-aware and target-unaware classifiers with state-of-the-art pre-trained models, we showed that these models can leverage target information, obtaining a small-yet-significant gain over predicting the overall sentiment in our data.

As future work, we plan to enlarge the dataset with new sources and other events, and explore new classification techniques.

We make the dataset available at the huggingface hub, and our code at github.
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A  Additional information about the dataset

Figure 3 shows the co-occurrence of labels within the same headline. The most frequent co-occurrence is neutral-neutral labels, followed by positive-positive and negative-negative labels. It is interesting to note that neutral headlines do not usually mix neither with positive nor negative labels. Also, positive and negative labels are more likely to co-occur. This is an indication that the polarity of the headline is not necessarily related to the polarity of the target.

Figure 4 shows the disaggregated mentions of each candidate by media. We can observe that these mentions are not uniformly distributed, as expected by the editorial line of each outlet [2]. Figure 4A shows this asymmetry in the dissemination of content in favour of certain candidates, and increased regardless of the media outlet. When analysing the frequency of mentions, tagged as positive or negative, there was also an asymmetry with respect to the candidates and the media outlets (Figure 4B,C).
Fig. 4. Frequency of mentions of each candidate in news headline disaggregated by media outlet.

A. Frequency of total mentions (log2).

B. Frequency of positive mentions (log2).

C. Frequency of negative mentions (log2).