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Abstract

For those finite-matrix representations of the Lorentz group of rotations/boosts that can also represent translations, two possible translation subgroups qualify. Of these two, one is selected, and one is discarded to represent the Poincaré group of rotations/boosts with translations in spacetime. Instead, let us discard the requirement that spacetime symmetries include just one translation subgroup. Then the transformations of both possible translation subgroups combine with those of the Lorentz group. The commutation relations of the generators of the dual-translations are calculated and presented here. Furthermore, spins are sought and found for those Lorentz reps that give a closed group while keeping new-transformation expansion in check. One finds that the Dirac 4-spinor formalism is the only solution and the slightly expanded group it represents is the conformal group. It follows as a corollary that the Dirac 4-spinor formalism is the only matrix representation of the conformal group.
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1 Introduction

In spacetime the Lorentz group describes rotations and boosts, transformations that preserve the scalar product of 4-vectors. Translations also preserve the scalar product of 4-vectors because, in conventional notation, the 4-vector displacement $\delta x^\mu = x_2^\mu - x_1^\mu$ from an event 1 to an event 2 in spacetime is unchanged by moving the origin of the coordinate system. The combined group of rotations, boosts and translations is the Poincaré group.

In quantum mechanics and elsewhere, one encounters finite dimensional, non-unitary matrix representations (reps) of the Lorentz group. In this paper the focus is on matrix reps, not differentiable reps defined on some multi-dimensional manifold like spacetime.

Some matrix reps of the Lorentz group can be extended to also represent translations. Not all Lorentz reps qualify. Irreducible spin $(A,B)$ Lorentz reps are incapable of supporting translations except trivially.

The minimum upgrade has spin $(A,B) \oplus (C,D)$, the reducible direct sum of two irreducible reps.\cite{1,2} And the spins must be 'linked': $C = A \pm 1/2$ and $D = B \pm 1/2$. The two $\pm$ signs are not correlated; a given spin $(A,B)$ Lorentz rep can be upgraded to as many as four Poincaré reps with spin $(A,B) \oplus (C,D)$.

For example, perhaps the simplest, certainly the one with the fewest components, is the Dirac 4-spinor rep of the Poincaré group that has a Lorentz subgroup with spin $(0,1/2) \oplus (1/2,0)$. Under the Lorentz group’s rotations and boosts, two of the four components transform with spin $(0,1/2)$ and the other two components transform with spin $(1/2,0)$. The translation subgroup involves all four components.

A “choose or loose” situation presents itself. There is apparently just one translation subgroup allowed by our spacetime experiences. Correspondingly, a Poincaré representation is defined to have just one translation subgroup. For matrix reps there are either Type I translation subgroups: spin $(C,D)$ terms are added to $(A,B)$-spin quantities while leaving $(C,D)$ quantities invariant or Type II: $(C,D)$ quantities change by adding $(A,B)$ quantities. For those matrix Lorentz reps that can represent translations, the symmetry between $(A,B)$ and $(C,D)$ is necessarily broken when the Poincaré group is represented.

While it is important to connect the theory with experimental results, those experiences rely on the behavior of particles that are well-described by quantum mechanics. Since quantum mechanics sometimes defies notions based on everyday experiences and yet must be consistent with them, it may be that keeping both translation subgroups can be used to describe behavior beyond, yet including, experiences with moving lab equipment and duplicating experimental results.

So let’s preserve the symmetry between the Lorentz spin reps $(A,B)$ and $(C,D)$ in this article just because symmetry is sometimes useful and keep both Type I and Type II as dual-translations. The structure has a matrix rep of the Lorentz group as the foundation
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upon which “dual-translations” are constructed.

Closure is a problem. A group of transformations must include all combinations of its member transformations. Below we show that only in exceptional circumstances does applying first, say, a Type I translation followed by a Type II translation yield a transformation that is a combination of rotations, boosts, and the dual translations. New transformations must be included to preserve closure. Imagine these new transformations combining with original member transformations to introduce even more transformations, spiraling out of control. In this article, excessive expansion of the Lorentz group by adding new transformations to maintain closure is deemed unsatisfactory.

We find that only the Dirac 4-spinor formalism, the spin $(1/2, 0) \oplus (0, 1/2)$ Lorentz rep, or equivalently spin $(0, 1/2) \oplus (1/2, 0)$, allows both dual-translations by including just one new transformation needed for closure. The new transformation is well-behaved and mixes well with the others so that the resulting group of rotations, boosts, dual translations and the one new transformation is closed. The group represented by the Dirac 4-spinor formalism, i.e. the Lorentz group plus dual-translations plus one new transformation, is a famous group, the conformal group.

If there was another spin combination $(A, B) \oplus (C, D)$ that satisfied the Lie algebra of the conformal group it would have been uncovered by the derivation. A corollary follows: the Dirac 4-spinor formalism is the only spin $(A, B) \oplus (C, D)$ representation of the conformal group.

In part due to the fact that electromagnetism is conformally invariant[3, 4] and since the conformal group is the minimal of the semisimple groups that have the Poincaré group as a subgroup,[5] the conformal group has been well-studied. Much of the literature involves manifolds and is only of peripheral interest here. For matrix reps, it is well-known that the Dirac 4-spinor formalism can represent the conformal group.[6, 7]

The rest of the article is divided into four sections plus an Appendix. The Appendix displays some well-known formulas for the generators of the Lorentz group and formulas for “vector matrices” needed for dual-translations. Section 2 recalls aspects of the Lorentz group and clears the way for translations. The discussion centers on the Lie algebra of the group. The calculations in Sec. 3 complete the Lie algebra of the Lorentz group with dual-translations by providing expressions for the commutators of the dual-translation generators. These expressions could be the basis for further investigations beyond what is attempted here.

In this article, the Lorentz rep plus dual-translations is to be a closed group. A Lie algebra allows the commutators of generators to be sums of generators, but the dual-translation commutators found in Sec. 3 have several undesirable terms quadratic or higher-order in generators. In Sec. 4 it is shown how to mitigate or remove the undesirable terms by constraining the spins $(A, B) \oplus (C, D)$. One finds that only the Dirac formalism discussed in Sec. 5, i.e. the spin $(0, 1/2) \oplus (1/2, 0)$ Lorentz rep or its equivalent, allows a satisfactory
outcome that represents rotations, boosts and dual-translations in a group that is closed by the inclusion of just one additional generator.

2 Rotations/Boosts; the Setup for Translations

The Lorentz group of rotations/boosts in spacetime can be represented by finite-dimensional square matrices with complex-valued components. A matrix representation $D_{ij}(\Lambda)$ of a Lorentz transformation $\Lambda$ is generated by ‘angular momentum’ matrices $J^{\mu\nu}$, meaning

$$D_{ij}(\Lambda) = \left(\exp \left(i\omega_{\rho\sigma}J^{\rho\sigma}/2\right)\right)_{ij},$$

where repeated indices are summed and the $\omega_{\rho\sigma}$ are parameters antisymmetric in $\rho\sigma$ that determine the Lorentz transformation $\Lambda$. Indices $\mu, \nu, \ldots \in \{x, y, z, t\} = \{1, 2, 3, 4\}$ are for Minkowski coordinates with diagonal metric $\eta_{\mu\nu} = \text{diag}(+1, +1, +1, -1)$. The notation for 3-space indices has $i, j, k, \ldots \in \{x, y, z\} = \{1, 2, 3\}$.

One finds that the order of application of transformations is important, giving rise to the Lie algebra of the Lorentz group. The angular momentum matrices satisfy the well-known commutation relations

$$i [J^{\mu\nu}, J^{\rho\sigma}] = \eta^{\nu\rho}J^{\mu\sigma} + \eta^{\mu\rho}J^{\nu\sigma} - \eta^{\mu\sigma}J^{\nu\rho},$$

where $[J^{\mu\nu}, J^{\rho\sigma}] := J^{\mu\nu} \cdot J^{\rho\sigma} - J^{\rho\sigma} \cdot J^{\mu\nu}$ and indices $\mu, \nu \in \{x, y, z, t\} = \{1, 2, 3, 4\}$ for Minkowski coordinates in flat spacetime. Among other properties, the angular momentum matrices are antisymmetric in $\mu\nu$, $J^{\nu\mu} = -J^{\mu\nu}$, so just six can be independent. The study of angular momentum matrices has a long history and some well-known formulas for matrices satisfying \(2\) are displayed in the Appendix.

Vectors transform under rotation/boosts in a way that preserves their scalar products. For a given matrix representation $D_{ij}(\Lambda)$ of a rotation/boost $\Lambda$, one can represent vectors as matrices $V^{\mu}$ that transform both as a 2nd order tensor with the matrix transformation and as an ordinary vector with the transformation $\Lambda$:

$$(\Lambda^{-1})^{\mu}_{\sigma}V^{\sigma}_{ij}.$$

For a transformation near the identity, $\Lambda_{\mu\nu} = \eta_{\mu\nu} + \omega_{\mu\nu}$ with $|\omega_{\mu\nu}| \ll 1$, only low powers of $J^{\rho\sigma}$ contribute significantly. Keeping just the terms linear in $J^{\rho\sigma}$ implies, by \(1\) and \(3\), the commutation relation between an angular momentum matrix and a vector matrix,

$$i [J^{\mu\nu}, V^{\rho}] = \eta^{\mu\rho}V^{\mu} - \eta^{\mu\rho}V^{\nu}.$$
These equations can be solved for the matrices $V^\mu$ given the matrices $J^{\mu\nu}$.

Suppose the $J^{\mu\nu}$ angular momentum matrices represent an irreducible Lorentz representation with spin $(A, B)$, with $2A$ and $2B$ non-negative integers. When one solves (4) for $V^\mu$, one finds only the trivial solution $V^\mu = 0$. Irreducible Lorentz reps don’t work.

To have non-trivial vector matrices $V^\mu$, one must combine at least two irreducible reps, $(A, B) \oplus (C, D)$ with “linked,” spins,[11][2] where ‘linked’ means

$$C = A \pm 1/2 \quad ; \quad D = B \pm 1/2.$$ (5)

Solutions of (4) for the vector matrices $V^\mu$ in each of the four cases of ± sign choices are given in the Appendix.

For the rep detailed in the Appendix, or by applying a suitable similarity transformation to some other rep, the angular momentum matrices and vector matrices are conveniently organized into block-matrix form,

$$J^{\mu\nu} = \begin{pmatrix} \bar{J}_{11}^{\mu\nu} & 0 \\ 0 & \bar{J}_{22}^{\mu\nu} \end{pmatrix} \quad ; \quad V^\rho = \begin{pmatrix} 0 & \bar{V}_{12}^\rho \\ \bar{V}_{21}^\rho & 0 \end{pmatrix}. \quad (6)$$

The 11-block of the $J^{\mu\nu}$ matrices has the spin $(A, B)$ angular momentum matrices and the 22-block has spin $(C, D)$ matrices. The 12- and 21-blocks of the vector matrices connect the two irreducible Lorentz reps.

Since (4) is homogeneous in $V^\mu$, there is an arbitrary overall scale factor. One can show that each block $\bar{V}_{12}^\rho$ and $\bar{V}_{21}^\rho$ has an independent scale factor $k_{12}$ and $k_{21}$. Other than these two arbitrary constants, the components of $V^\mu$ are determined by (4) given $J^{\mu\nu}$.

The generators of the translation subgroups are called “momenta.” The components of momentum form a vector, so the momentum is necessarily a vector matrix satisfying the commutation relation (4). The momenta are thus determined except for the two arbitrary scale factors $k_{12}$ and $k_{21}$ of the 12- and 21-blocks of $V^\mu$ in (5).

Since a sequence of translations may be carried out in any order without changing the result, a translation subgroup is abelian. This implies the commutators of momenta components must commute. One can show that the momentum matrix must be entirely zero except for one of the off-diagonal blocks $\bar{V}_{12}^\rho$ or $\bar{V}_{21}^\rho$ in (5). The choices are

$$P^\rho_{12} = \begin{pmatrix} 0 & \bar{V}_{12}^\rho \\ 0 & 0 \end{pmatrix} \quad \text{or} \quad P^\sigma_{21} = \begin{pmatrix} 0 & \bar{V}_{21}^\sigma \\ 0 & 0 \end{pmatrix}, \quad (7)$$

where the dual-momenta matrices are denoted $P^\rho_{12}$ and $P^\sigma_{21}$. By the off-diagonal form of the momentum matrices, the dual-translations applied to a quantity $\psi$ with spin $(A, B) \oplus (C, D)$,
yield

\[
\begin{align*}
[\exp (-ix_\rho P^\rho_{12})] \psi &= (1 - ix_\rho P^\rho_{12}) \psi = \begin{pmatrix} \tilde{1}_{11} & -ix_\rho \tilde{V}^\rho_{12} \\ 0 & 1_{22} \end{pmatrix} \begin{pmatrix} \tilde{\psi}_1 \\ \tilde{\psi}_2 \end{pmatrix} = \begin{pmatrix} \tilde{\psi}_1 - ix_\rho \tilde{V}^\rho_{12} \tilde{\psi}_2 \\ \tilde{\psi}_2 \end{pmatrix} \\
[\exp (-ix_\rho P^\rho_{21})] \psi &= (1 - ix_\rho P^\rho_{21}) \psi = \begin{pmatrix} \tilde{1}_{11} & 0 \\ -ix_\rho \tilde{V}^\rho_{21} & 1_{22} \end{pmatrix} \begin{pmatrix} \tilde{\psi}_1 \\ \tilde{\psi}_2 \end{pmatrix} = \begin{pmatrix} \tilde{\psi}_1 \\ \tilde{\psi}_2 - ix_\rho \tilde{V}^\rho_{21} \tilde{\psi}_1 \end{pmatrix} .
\end{align*}
\]

Therefore, the momentum \( P^\mu_{12} \) generates a Type I translation by adding \((A, B)\) quantities to \((A, B)\) quantities and \( P^\mu_{21} \) generates a Type II translation by adding spin \((A, B)\) quantities to spin \((C, D)\) quantities.

By (4), (6) and (7), the momenta \( P^\rho_{12} \) and \( P^\sigma_{21} \) are vector matrices with commutators

\[
i [J^{\mu \nu}, P^\rho_{12}] = \eta^{\mu \rho} P^\nu_{12} - \eta^{\mu \rho} P^\nu_{12} ; \ i [J^{\mu \nu}, P^\sigma_{21}] = \eta^{\mu \sigma} P^\nu_{21} - \eta^{\mu \sigma} P^\nu_{21} .
\]

One sees by (7) that the components of each momentum commute,

\[
[P^\mu_{12}, P^\nu_{12}] = 0 \quad \text{and} \quad [P^\mu_{21}, P^\nu_{21}] = 0 ,
\]

so both generate abelian subgroups.

## 3 Dual-Translation Commutators

In this article, both both \( P^\rho_{12} \) and \( P^\sigma_{21} \) are kept as generators of dual-translations. Finding their commutation relations, \( [P^\rho_{12}, P^\sigma_{21}] \), completes the Lie algebra of the generators \( \{ J^{\mu \nu}, P^\rho_{12}, P^\sigma_{21} \} \).

Unlike the previous commutation relations \( [J, J] \) in (2), \( [J, P] \) in (9), and \( [P, P] \) in (10), the coefficients in the expressions for \( [P^\rho_{12}, P^\sigma_{21}] \) depend on the spins \((A, B) \oplus (C, D)\), with \((C, D)\) linked to \((A, B)\). It is convenient to have some linkage-dependent functions. Define \( \epsilon_C, \epsilon_D, \phi, \theta, r, \)

\[
C = A + \epsilon_C/2 ; \quad D = B + \epsilon_D/2 ; \quad \phi := (1 + \epsilon)/2 ; \quad \theta := (1 - \epsilon)/2 ; \quad r := \epsilon_C/\epsilon_D ,
\]

with \( \epsilon_C, \epsilon_D = \pm 1 \) and \( \phi, \theta \in \{0, 1\} \). Clearly, \( r = \epsilon_C/\epsilon_D = \epsilon_D/\epsilon_C = \epsilon_C \epsilon_D = \pm 1 \), so there is some flexibility in the way the expressions are written.

With the current rep, the nonzero parts of both \( P^\rho_{12} \) and \( P^\sigma_{21} \) are off-diagonal in \( (7) \), so the commutator \( [P^\rho_{12}, P^\sigma_{21}] \) is block-diagonal. Given the formulas for \( P^\rho_{12} \) and \( P^\sigma_{21} \) in the Appendix, it is straightforward to find the commutator \( [P^\rho_{12}, P^\sigma_{21}] \). One can express the
Table 1: Linkage functions $\epsilon$, $\phi$, $\theta$, and $r$ for all four cases.

| Case | $\epsilon_C$ | $\phi_C$ | $\theta_C$ | $\epsilon_D$ | $\phi_D$ | $\theta_D$ | $r$ |
|------|--------------|-----------|-------------|--------------|-----------|-------------|----|
| 1    | -1          | 0         | 1           | -1          | 0         | 1           | +1 |
| 2    | -1          | 0         | 1           | +1          | 1         | 0           | -1 |
| 3    | +1          | 1         | 0           | -1          | 0         | 1           | -1 |
| 4    | +1          | 1         | 0           | +1          | 1         | 0           | +1 |

commutator as a sum of terms involving the unit matrix $1$, the angular momentum matrices $\mathbf{J}^{\mu\nu}$, and a new diagonal matrix $\mathbf{D}$, defined below. The result is

$$
i [\mathbf{P}_\rho^{12}, \mathbf{P}_\rho^{21}] = \frac{k_{12} k_{12}}{2\sqrt{2A + \phi_C \sqrt{2B + \phi_D}}} i$$

\begin{align*}
(1 + \epsilon_C + \epsilon_D + 2\epsilon_C A + 2\epsilon_D B) \eta^{\mu\nu} \mathbf{1} + 2i \left[ r + 2 (A + B) (r - 1) - 2 (A - rB)^2 \right] \eta^{\mu\nu} \mathbf{D} + \\
i \mathbf{J}^{\mu\nu} + 2 (1 + \epsilon_C + \epsilon_D + 2\epsilon_C A + 2\epsilon_D B) \mathbf{J}^{\mu\nu} \cdot \mathbf{D} - i \left( \epsilon_C - \epsilon_D + 2\epsilon_C A - 2\epsilon_D B \right) \epsilon_{\alpha\beta} \mathbf{J}^{\mu\nu} \mathbf{D} + \\
+ 2i \eta_{ab} \left( \mathbf{J}^{\mu\alpha} \cdot \mathbf{J}^{\nu\beta} + \mathbf{J}^{\mu\beta} \cdot \mathbf{J}^{\nu\alpha} \right) \cdot \mathbf{D} ,
\end{align*}

where $\epsilon_{\mu\nu\rho\sigma}$ is the four-index antisymmetric symbol with $\epsilon_{xyzt} = +1$.

The new matrix $\mathbf{D}$ differs from a multiple of the unit matrix only by the signs of the 11- and 22-blocks. The matrix is written as “$\mathbf{D}$” to conform with convention, do not confuse it with the spin $D$, the transformation matrix $D_{ij}(\Lambda)$, or the spin matrix $D^i$. One defines

$$\mathbf{D} = \frac{i}{2} \begin{pmatrix} \mathbf{I}_{11} & 0 \\ 0 & -\mathbf{I}_{22} \end{pmatrix} ,$$

with $\mathbf{I}_{11}$ and $\mathbf{I}_{22}$ the unit matrices for the 11- and 22-blocks, respectively.

The matrix $\mathbf{D}$ commutes with the angular momenta generators $\mathbf{J}^{\mu\nu}$ and has the following commutators with momenta generators,

$$i [\mathbf{D}, \mathbf{P}_\rho^{12}] = -\mathbf{P}_\rho^{12} , \quad i [\mathbf{D}, \mathbf{P}_\rho^{21}] = +\mathbf{P}_\rho^{21} .$$

It follows that $\mathbf{D}$ would make an excellent generator.

The commutation relations (2), (9), (10), (12), (14) form a complete set for the Lie algebra of the 15 generators $\{\mathbf{J}^{\mu\nu}, \mathbf{P}_\rho^{12}, \mathbf{P}_\rho^{21}, \mathbf{D}\}$, if we include $\mathbf{D}$. And it may be interesting to work with the general commutation relations. One might cobble together $\mathbf{1}$ and $\mathbf{D}$ and perhaps $\mathbf{J}$ and $\mathbf{J} \cdot \mathbf{D}$ to get projection matrices. Such pursuits may be carried out elsewhere. Instead, in this paper, the Lie algebra is forced to be closed by finding spins $(A, B) \oplus (C, D)$ that make the commutation relations (12) linear in generators.
4 Closure

The goal is to have a closed group built on a representation of the Lorentz group with dual-translations. Then the Lie algebra should be closed, with the commutators between generators expressed as linear combinations of the generators. The coefficients are called 'structure constants.'

Linear combinations of generators of transformations in a group are generators of other transformations in the group. Products of generators might not themselves generate transformations in the group; they may generate new transformations that are not in the original group.

The presence of products of generators in the expressions \((12)\) for the commutators
\[
[i \, P_{12}^\mu, P_{21}^\nu] \]
may require the addition of new generators to have a closed Lie algebra. If we allow the process to get out of hand, with new generators begetting more new generators, the Lie group of all matrices with the appropriate number of components looms as a possible outcome. The character of the group as Lorentz plus dual-translations would be muddied.

Fortunately, the admission of new generators can be curtailed well before it gets to be a burden.

One of the obstacles in the \([P_{12}^\mu, P_{21}^\nu]\) commutators in \((12)\) is the following quantity,
\[
\text{JJJD} := \eta_{ab} \left( J^{\mu a} \cdot J^{\nu b} + J^{\nu a} \cdot J^{\mu b} \right) \cdot D,
\]
which is symmetric in \(\mu \nu\) and has terms quadratic in generators \(J^{\mu \nu}\) times the would-be generator \(D\).

We can use the representation described in the Appendix to rewrite the space-space, space-time and time-time components of \(\text{JJJD}\) as functions of the basic spin matrices \(A^i, B^i, C^i, D^i\). With \(\mu \nu = xx\), expression \(\text{JJJD}\) \((15)\) becomes
\[
(\text{JJJD})_{11}^{xx} = [2 (A(A + 1) + B(B + 1)) \bar{I}_{11} + 4 (-A^x \cdot B^x + A^y \cdot B^y + A^z \cdot B^z)] \cdot \bar{D}_{11} \quad (15)
\]
\[
(\text{JJJD})_{22}^{xx} = [2 (C(C + 1) + D(D + 1)) \bar{I}_{22} + 4 (-C^x \cdot D^x + C^y \cdot D^y + C^z \cdot D^z)] \cdot \bar{D}_{22},
\]
with the 12- and 21-blocks vanishing. The other \(\mu = \nu\) expressions \((\text{JJJD})^{\mu \mu}\) have the same form and the expressions \((\text{JJJD})^{\mu \nu}\) with different \(\mu\) and \(\nu\) have just \(A^x \cdot B^y \cdot D\)-type terms.

Rather than include new generators that are quadratic or higher order in the original generators, let’s choose spins to make the \(A^i \cdot B^j\) terms vanish, thereby making \(\text{JJJD}\) proportional to \(D\). In order to remove these terms, one can choose \(A = 0\) or \(B = 0\) for the 11-block and either \(C = 0\) or \(D = 0\) for the 22-block. There is no other way to remove all the \(A^i \cdot B^j\) terms in the \(\text{JJJD}\) expressions and make \((\text{JJJD})^{\mu \nu}\) proportional to \(D\). Let us remember this result and move on to another term.
Another quantity that needs attention in (12) is the quantity
\[ (\epsilon JD)^{\mu\nu} := \epsilon_{\rho\sigma} J^{\rho\sigma} \cdot D, \] (17)
which is antisymmetric in \(\mu\nu\). Since the only generator that is antisymmetric in \(\mu\nu\) is the angular momentum \(J^{\mu\nu}\), we can avoid introducing a new generator by making \((\epsilon JD)^{\mu\nu}\) proportional to \(J^{\mu\nu}\). By applying the formulas in the Appendix to \((\epsilon JD)^{\mu\nu}\) with \(\mu\nu = xy\) in (17), one gets
\[ (\epsilon JD)^{xy} = \bar{k} J^{xy} \]
for some nonzero proportionality constant \(\bar{k}\). From their definitions in the Appendix, \(A^z\) and \(B^z\) are linearly independent matrices. Likewise, \(C^z\) and \(D^z\) are linearly independent matrices. Thus, with \(\bar{k} = +1\), we must have spins \(B = C = 0\) and with \(\bar{k} = -1\) one gets \(A = D = 0\).

Thus \(JJD\) and \(\epsilon JD\) in (15) and (17) reduce to expressions linear in \(D\) and \(J^{\mu\nu}\) when one of the spins \(A\) or \(B\) is zero and one of the spins \(C\) or \(D\) is zero. Suppose \(A = 0\), then \(C = 1/2\) by linkage (11), so \(D\) must be zero by (18), and \(D = 0\) implies \(B = 1/2\) by linkage. Thus assuming \(A = 0\) yields the Case 3 spins \((A, B) \oplus (C, D) = (0, 1/2) \oplus (1/2, 0)\). Alternatively, if \(B = 0\), the same logic produces the Case 2 spins \((A, B) \oplus (C, D) = (1/2, 0) \oplus (0, 1/2)\). By Table 1, we have, for both spin sets,
\[ -i (\epsilon_C - \epsilon_D + 2 \epsilon_C A - 2 \epsilon_D B) \epsilon^{\mu\nu}_{ab} J^{ab} \cdot D = 3i J^{\mu\nu} \]
\[ 2i \eta_{ab} (J^{\mu a} \cdot J^{\nu b} + J^{\nu a} \cdot J^{\mu b}) \cdot D = 3i \eta^{\mu\nu} D, \] (19)
since, in (16), one has \(2 (A(A + 1) + B(B + 1)) = 2 (C(C + 1) + D(D + 1)) = 3/2\).

The coefficients of the remaining terms in (12) have the same values for both spin sets. By Table 1, one finds
\[ 1 + \epsilon_C + \epsilon_D + 2 \epsilon_C A + 2 \epsilon_D B = 0 \]
\[ 2i [r + 2 (A + B) (r - 1) - 2 (A - r B)^2] = -7i . \] (20)
The first of these makes the \(1\) and \(J^{\mu\nu} \cdot D\) terms drop out.

Collecting the results (19) and (20) in (12) shows that the two Lorentz reps \((1/2, 0) \oplus (0, 1/2)\) and \((0, 1/2) \oplus (1/2, 0)\) give the same commutation relation for \([P_{12}^\mu, P_{21}^\nu]\),
\[ i [P_{12}^\mu, P_{21}^\nu] = 2k_{12}k_{21} (\eta^{\mu\nu} D - J^{\mu\nu}) , \] (21)
where the constants \( k_{12} \) and \( k_{21} \) are arbitrary.

The structure constants in (24) appear to have an arbitrary scale factor \( k_{12}k_{21} \). However, since linear combinations of generators are generators, the Lie algebra of the linear combinations is equivalent to the original Lie algebra. For example, such manipulations can make real structure constants all integers. Here, replacing \( P^\mu_{12} \) and \( P^\nu_{21} \),

\[
P^\mu_{12} \to \frac{P^\mu_{12}}{k_{21}} \quad ; \quad P^\nu_{21} \to \frac{P^\nu_{21}}{k_{12}} ,
\]

(22)
gives an equivalent Lie algebra but with

\[
k_{12}k_{21} = 1 .
\]

The replacements obey the commutation relation

\[
i [ P^\mu_{12}, P^\nu_{21} ] = 2 \eta^{\mu\nu} D - 2 J^{\mu\nu} ,
\]

(24)
where all the structure constants are integers.

Since the sum \( \oplus \) is commutative, there exists a similarity transformation taking matrices for spin \( (A, B) \oplus (C, D) \) to matrices \( (C, D) \oplus (A, B) \). Thus there is just one solution for \( JJD \) and \( \varepsilon JD \) reducing to \( D \) and \( J^{\mu\nu} \) occurring in the two equivalent spin sets \( (1/2, 0) \oplus (0, 1/2) \) and \( (0, 1/2) \oplus (1/2, 0) \).

The commutator (24) would be linear in generators if \( D \) were a generator. It is finally time to include \( D \) in the list of generators. Now all commutators between generators are linear in the generators and the Lie algebra is closed for Case 2 spins \( (A, B) \oplus (C, D) = (1/2, 0) \oplus (0, 1/2) \) and its equivalent, Case 3 spins \( (A, B) \oplus (C, D) = (0, 1/2) \oplus (1/2, 0) \).

These two equivalent spin sets allow the Lorentz group with dual-translation subgroups to have a closed Lie algebra.

Collecting the commutators from (2), (9), (14), and (24), one has the commutation relations of the Lie algebra. The generators of the Lie group are the 15 matrices \( \{ J^{\mu\nu}, P^\rho_{12}, P^\rho_{21}, D \} \) with the following commutation relations,

\[
i [ J^{\mu\nu}, J^{\rho\sigma} ] = \eta^{\nu\rho} J^{\mu\sigma} + \eta^{\mu\sigma} J^{\nu\rho} - \eta^{\mu\rho} J^{\nu\sigma} - \eta^{\nu\sigma} J^{\mu\rho} ,
\]

\[
i [ J^{\mu\nu}, P^\rho_{12} ] = \eta^{\nu\rho} P^\mu_{12} - \eta^{\mu\rho} P^\nu_{12} , \quad i [ J^{\mu\nu}, P^\rho_{21} ] = \eta^{\nu\rho} P^\mu_{21} - \eta^{\mu\rho} P^\nu_{21} ,
\]

\[
i [ D, P^\rho_{12} ] = - P^\rho_{12} , \quad i [ D, P^\rho_{21} ] = + P^\rho_{21} ,
\]

\[
i [ P^\mu_{12}, P^\nu_{21} ] = 2 (\eta^{\mu\nu} D - J^{\mu\nu}) ,
\]

(25)
and with all other commutators between generators vanishing. The Lie algebra is closed.

Comparing the commutation relations (25) with those of the conformal group[9] shows that the 15 matrices \( \{ J^{\mu\nu}, P^\rho_{12}, P^\rho_{21}, D \} \) satisfy the Lie algebra of the conformal group.
One recognizes the spin sets $(1/2, 0) \oplus (0, 1/2)$ and $(0, 1/2) \oplus (1/2, 0)$ as equivalent representations of the well-known Dirac 4-spinor formalism. Adding new generators to the 15 we already have would give something other than the conformal group. And, since the only spins that prevent the number of generators increasing beyond 15 are those of the Dirac 4-spinor formalism, it follows that only the Dirac 4-spinor formalism provides a finite dimensional matrix rep of the conformal group.

5 Dirac 4-spinor Formalism

In this section, the Dirac 4-spinor formalism as a representation of the conformal algebra is discussed. Since the two spin sets $(0, 1/2) \oplus (1/2, 0)$ and $(1/2, 0) \oplus (0, 1/2)$ are related by a similarity transformation, only one is needed. Choose $(0, 1/2) \oplus (1/2, 0)$.

The formulas in the Appendix give vector matrices $V^\mu$ for the spin $(0, 1/2) \oplus (1/2, 0)$ 4-spinor rep. One finds

\[
V^x = \begin{pmatrix}
0 + \sigma^x/k & +k\sigma^x \\
+\sigma^x/k & 0
\end{pmatrix}; \quad V^y = \begin{pmatrix}
0 & -k\sigma^y \\
-k\sigma^y & 0
\end{pmatrix} \\
V^z = \begin{pmatrix}
0 & -k\sigma^z \\
-k\sigma^z & 0
\end{pmatrix}; \quad V^t = \begin{pmatrix}
0 & +k\sigma^t \\
+\sigma^t/k & 0
\end{pmatrix}, \tag{26}
\]

where $k_{12} \rightarrow k$ and $k_{21} \rightarrow 1/k$ in view of the requirement \[23\] that $k_{12}k_{21} = 1$. Define

\[
\sigma^x = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}; \quad \sigma^y = \begin{pmatrix}
0 & -i \\
i & 0
\end{pmatrix}; \quad \sigma^z = \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}; \quad \sigma^t = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}. \tag{27}
\]

The purpose of the Appendix is to give matrices for general linked spins $(A, B) \oplus (C, D)$ and it was not set up to give any particular representation of 4-spinors. Not surprisingly, the matrices $V^\mu$ do not come out in any easily-recognized form, but one can show that they are indeed Dirac gamma matrices.

Direct calculation shows that

\[
V^\mu \cdot V^\nu + V^\nu \cdot V^\mu = 2\eta^{\mu\nu}1. \tag{28}
\]

Since Dirac $\gamma$ matrices can be characterized as $4 \times 4$ matrices that obey \[28\], we take

\[
V^\mu = \gamma^\mu. \tag{29}
\]
Equation (28) has many consequences. For example, (28) implies that \( \gamma^x \cdot \gamma^x = 1 \) and \( \gamma^x \cdot \gamma^y = -\gamma^y \cdot \gamma^x \) and such relationships limit the number of independent matrix products of gammas to 16.\[13\]

If one wishes, one can find a similarity transformation to take the gamma matrices \( V^\mu \) into any other set. For example the similarity transformation matrix \( S \),

\[
S = \left( \begin{array}{cc} -i\sigma^x/k & 0 \\ 0 & \sigma^x \end{array} \right),
\]

(30)
takes the gamma matrices \( \gamma^\mu = V^\mu \) in (26) to a more conventional rep.\[10\] One has

\[
\tilde{\gamma}^\mu = S \cdot \gamma^\mu \cdot S^{-1} = \left\{ \left( \begin{array}{cc} 0 & -i\sigma^i \\ i\sigma^i & 0 \end{array} \right), \left( \begin{array}{cc} 0 & -i\sigma^i \\ -i\sigma^i & 0 \end{array} \right) \right\}.
\]

(31)

We continue with the gamma matrices from the Appendix, the \( \gamma^\mu = V^\mu \) in (26).

Once the gammas are known, one can find the angular momentum matrices \( J^{\mu\nu} \) by

\[
J^{\mu\nu} = -\frac{i}{4} (\gamma^\mu \gamma^\nu - \gamma^\nu \gamma^\mu).
\]

(32)

This gives the same result as applying the formulas in the Appendix.

Define \( \gamma^5 \) as usual,

\[
\gamma^5 = i\gamma^t \gamma^x \gamma^y \gamma^z = \left( \begin{array}{cc} -\sigma^t & 0 \\ 0 & \sigma^t \end{array} \right) = 2iD,
\]

(33)

by (13). Thus, one sees that the equation

\[
D = -\frac{i}{2} \gamma^5,
\]

(34)
determines \( D \).

Then projection matrices \( (1 \pm \gamma^5)/2 \) can be used,

\[
P^\mu_{12} = \frac{1}{2} \left( 1 - \gamma^5 \right) \cdot \gamma^\mu ; \quad P^\mu_{21} = \frac{1}{2} \left( 1 + \gamma^5 \right) \cdot \gamma^\mu,
\]

(35)
to bring out the momentum matrices.

Now suppose one chooses a different set of gamma matrices such as \( \gamma^{\mu'} = S' \cdot \gamma^\mu \cdot S'^{-1} \), where \( S' \) is a similarity transformation matrix, i.e. a matrix with \( \det S' = 1 \). Then the generators \( J^{\mu\nu} \), \( P^\mu_{12} \), \( P^\mu_{21} \), and \( D' \) can be determined from (32), (34) and (35) with \( \gamma^\mu \to \tilde{\gamma}^\mu \). Since the commutation relations are invariant under similarity transformations, these generators satisfy the Lie algebra of the conformal group (25).
A Appendix

The Appendix describes the rep used in this article to derive formulas and check results. Transformation properties can extend the results to general reps.

The formulas are written for spacetime described with Minkowski coordinates for a signature $+2$ diagonal metric $\eta^{\mu\nu} = \text{diag}(+1,+1,+1,-1)$. The 4-vector notation has Greek letters $\mu, \nu, \ldots \in \{x, y, z, t\} = \{1, 2, 3, 4\}$. The spatial components of vectors and tensors are denoted by Roman indices $i, j, k, \ldots \in \{x, y, z\} = \{1, 2, 3\}$.

Spin Matrices. The formulas for rotation/boost matrices are standard and widely available.[11, 12] To represent the rotation/boost group for spin $(A, B)$, one can define matrices $(A^x, A^y, A^z)$ and $(B^x, B^y, B^z)$ with components

$$A^\pm_{ab} = A^x_{ab} \pm A^y_{ab} = \sqrt{(A \pm a)(A \mp a + 1)} \delta^a_\mp b \delta^b_\pm ,$$
$$B^\pm_{ab} = B^x_{ab} \pm B^y_{ab} = \sqrt{(B \pm b)(B \mp b + 1)} \delta^b_\mp a \delta^a_\pm ,$$

where $2A$ and $2B$ are positive integers and the indices range from $-A$ to $+A$ for $a, \bar{a} \in \{-A,-A+1,\ldots,A-1,+A\}$, and from $-B$ to $+B$ for $b, \bar{b} \in \{-B,-B+1,\ldots,B-1,+B\}$, producing $N_{11} \times N_{11}$ square matrices with dimension $N_{11} = (2A+1)(2B+1)$. Each set of matrices $A^k$ and $B^k$ with $k \in \{1, 2, 3\} = \{x, y, z\}$ together with ordinary matrix multiplication and addition makes a representation of the rotation group in 3-space.

Two pairs of numbers $ab$ and $\bar{a}\bar{b}$ label a component of $A^k_{ab}$ or $B^k_{ab}$, $k \in \{1, 2, 3\} = \{x, y, z\}$. This 'double index' notation is convenient for calculations, but cumbersome when displaying the matrices. To replace the double index $ab$ with a single index $i$ one can use

$$i = (A + a)(2B + 1) + B + b + 1 ,$$

with inverse

$$a = \text{Floor} \left[ \frac{i - 1}{2B + 1} \right] - A \quad b = i - (A + a)(2B + 1) - B - 1 .$$
The single index $i$ runs from $i = 1$ for double indices $(a, b) = (-A, -B)$ to $i = (2A+1)(2B+1)$ for $(a, b) = (+A, +B)$.

One can get a reducible representation of the Lorentz group of rotations/boosts with spin $(A, B) \oplus (C, D)$. Combine the matrices in (36) and (37) with similar ones for spins $C$ and $D$ to form rotation matrices $(J^x, J^y, J^z)$ and boost matrices $(K^x, K^y, K^z)$,

$$J^k = \begin{pmatrix} A^k + B^k & 0 \\ 0 & C^k + D^k \end{pmatrix}; \quad K^k = -i \begin{pmatrix} A^k - B^k & 0 \\ 0 & C^k - D^k \end{pmatrix},$$

in block-matrix notation with indices suppressed. The 11-blocks have dimension $N_{11} = (2A + 1)(2B + 1)$ and the 22-blocks have dimension $N_{22} = (2C + 1)(2D + 1)$ and the $J^k$ and $K^k$ matrices have dimension $N, N = N_{11} + N_{22} = (2A + 1)(2B + 1) + (2C + 1)(2D + 1)$.

Each matrix $J^k$ and $K^k$ generates a rotation or boost in a 2-dimensional plane in spacetime. Labeling the matrix with the coordinate indices of the plane affected, one has

$$J^{ij} = \epsilon^{ijk} J^k; \quad J^{it} = -J^{ti} = K^i,$$

where $\epsilon^{ijk}$ is antisymmetric in its indices and $\epsilon^{xyz} = 1$.

**Vector Matrices**

Once the rotation/boost matrices are chosen, the commutation relations (4) required of a vector matrix determine the vector matrices in terms of two arbitrary scale constants $k_{12}$ and $k_{21}$. The formulas depend on the linkage of spins $(C, D)$ to $(A, B)$, $C = A \pm 1/2; D = B \pm 1/2$. Condensing the formulas of Ref. [2] with the linkage functions $\epsilon, \phi, \theta$ in the text in (11) and Table 1, one finds that (4) and (36)-(42) imply the following formulas for the vector matrices,

$$(V_{12}^z \pm i V_{12}^y)^{cd}_{ab} = (\pm 1)^{\epsilon C + \epsilon D} k_{12} \frac{\sqrt{A \pm \epsilon Ca + \phi C} \sqrt{B \pm \epsilon Db + \phi D}}{\theta C \sqrt{2A + \phi C}} \frac{\theta D \sqrt{2B + \phi D}}{\delta_{a+1/2} \delta_{b+1/2}} \delta_{c+1/2} \delta_{d+1/2} (43)$$

$$(V_{12}^z \pm V_{12}^t)^{cd}_{ab} = (\pm 1)^{\epsilon C - \epsilon D} \frac{\epsilon C k_{12}}{\theta C \sqrt{2A + \phi C}} \frac{\theta D \sqrt{2B + \phi D}}{\delta_{a+1/2} \delta_{b+1/2} \delta_{c+1/2} \delta_{d+1/2}} (44)$$

$$(V_{21}^z \pm i V_{21}^y)^{cd}_{ab} = (\pm 1)^{\epsilon C + \epsilon D} k_{21} \frac{\sqrt{A \pm \epsilon Ca + \phi C} \sqrt{B \pm \epsilon Db + \phi D}}{\phi C \sqrt{2A + 1 + \theta C}} \frac{\phi D \sqrt{2B + 1 + \theta D}}{\delta_{c+1/2} \delta_{d+1/2}} \delta_{a+1/2} \delta_{b+1/2} (45)$$
\[
(V_{z21}^2 \pm V_{t21}^4)_{cd} = -(\pm 1) \frac{\epsilon_{C}^{-1} \epsilon_{D}}{\epsilon_{C} k_{21}} \frac{\sqrt{A \mp \epsilon_{C} a + \phi_{C} \sqrt{B \pm \epsilon_{D} b + \phi_{D}}}}{\left(\phi_{C} \sqrt{2 A + 1 + \theta_{C}}\right) \left(\phi_{D} \sqrt{2 B + 1 + \theta_{D}}\right)} \delta_{c \pm 1/2} \delta_{d \mp 1/2},
\]

where, as in the text in (6), $V_{12}^\mu$ is the 12-block of $V^\mu$ and $V_{21}^\mu$ is the 21-block of $V^\mu$. Single indices $(i,j)$ can be found from the double indices $(ab,cd)$ by (38).

With vector matrices, both 12- and 21-blocks can be nonzero. Momentum matrices, however, must commute, and it follows that the dual-momenta matrices $P_{12}^\mu$ and $P_{21}^\mu$ can have just one off-diagonal block with nonzero components,

\[
P_{12}^\mu = \begin{pmatrix} 0 & V_{12}^\mu \\ 0 & 0 \end{pmatrix} ; \quad P_{21}^\mu = \begin{pmatrix} 0 & 0 \\ V_{21}^\mu & 0 \end{pmatrix}.
\]

Equivalently, $P_{12}^\mu$ is $V^\mu$ with $k_{21} = 0$ and $P_{21}^\nu$ is $V^\nu$ with $k_{12} = 0$.
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