Revealing correlated electronic and nuclear dynamics in molecules with energy-resolved population imaging
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We explore a method, named energy-resolved population imaging (EPI), to analyze on an equal footing the temporary electronic transition and nuclear motion during laser-molecular interaction. By using EPI we have intuitively demonstrated the population transfer in vibrational $H_2^+$ exposed to extreme ultraviolet pulses, revealing the energy-sharing rule for the correlated electron and nuclei. We further show that EPI can be extended to uncover the origins of the distinct energy-sharing mechanisms in multiphoton and tunneling regimes. The present study has clarified a long-standing issue about the dissociative ionization of $H_2^+$ and paves the way to identify instantaneous molecular dynamics in strong fields.
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I. INTRODUCTION
The electronic and nuclear dynamics in laser-molecular interaction have been studied extensively due to the potential applications that rely on the underlying mechanisms. The applications include molecular high-order-harmonic generation [1,2], nuclear dynamics detection [3,4], self-imaging of molecules [5], attosecond control of the formation and rupture of chemical bonds [6,7], and so on. Despite more than 20 years of research in this field, the correlated electron-nuclear dynamics in molecules still attracts continuous interest inspired by the unexpected and even counterintuitive phenomena in laser-driven molecular fragmentation [8–11].

The simplest molecule $H_2^+$, which is accessible to experimental investigations and ab initio calculations, has been a prototype object to study strong-field processes of molecules [12]. Typically, the laser-induced fragmentation of the molecule includes two pathways, namely, dissociation and dissociative ionization. For the dissociation pathway, several mechanisms (e.g., bond softening [13] and above-threshold dissociation [14]) have been well identified [12]. For the dissociative ionization, however, two mechanisms, i.e., above-threshold Coulomb explosion [15] and charge-resonance-enhanced ionization [16], were proposed to be responsible for the modulation of the nuclear kinetic-energy-release (KER) spectrum following ionization of $H_2^+$, leading to a longstanding controversy [15–19]. Many efforts have been made to explain the intermediate process in dissociative ionization of $H_2^+$ [20–24], but there is still no direct evidence to demonstrate the ionization and nuclear motion on equal footing.

Recently, the joint energy spectrum (JES) has been proposed to analyze the correlated electron-nuclear dynamics in dissociative ionization of molecules [25–28], which is an important step to understand the final energy sharing between the electron and the nuclei. However, the details of how the photon energy is deposited to the fragments during the interaction are still unclear. Moreover, it is found that the way for electron and nuclei to share energy in tunnel ionization differs from that in a multiphoton regime [26]. This finding further raises the question, What are the origins of the distinct energy-sharing mechanisms in dissociative ionization of molecules? Since the general physical picture for the unexpected phenomena in molecular fragmentation is somewhat hidden from the observables, an appropriate theoretical representation that helps scientists directly “see” how molecular fragmentation proceeds is desired.

On the one hand, the information about the instantaneous correlated electron-nuclear dynamics in molecular fragmentation is “coded” within the time-dependent Schrödinger equation (TDSE) beyond the Born-Oppenheimer (BO) approximation [29,30]. The wave packets of the correlated electron and nuclei can be obtained by solving the TDSE. However, the wave packets in the space representation can hardly provide meaningful insights into the instantaneous dynamics [31]. On the other hand, the diagram of molecular potential curves was widely used to outline the mechanisms of the molecular fragmentation via illustrating the population transfer. But the description of the population transfer or the nuclear motion is on a qualitative level, and it usually involves speculations based on the observables. Potentially, even for the same experimental phenomena, different speculations would lead to distinct conclusions regarding the responsible mechanisms [15,16], ultimately giving rise to the confusion about the underlying dynamics. Therefore, to demonstrate the underlying molecular dynamics, the most intuitive and direct way would be quantitatively reproducing the time evolution of the population transfer on the potential curves with TDSE solutions. In this paper, we accomplish this by introducing an intuitive representation, named energy-resolved population imaging (EPI), on the basis of a resolvent method [32] that allows for extracting the population of the continuum and the bound states. By using EPI, we have theoretically studied the dissociative ionization of vibrational $H_2^+$ exposed to extreme ultraviolet (XUV) pulses. By demonstrating the temporary population transfer, we have deduced the rule for respective amounts of the energy taken by the correlated electron and nuclei. We further demonstrate the dissociative ionizaton in multiphoton and tunneling regimes with the EPIs, intuitively revealing the origins of the distinct energy-sharing mechanisms.
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II. THEORETICAL MODEL

For numerical simulations we solved the TDSE for a reduced-dimensionality model of H$_2^+$. In this model, the one-dimensional motions of the nuclei and the electron are assumed to remain aligned with the linearly polarized laser field. Even so, this model was widely used to identify the strong-field processes [11,12,25,26] and reproduced the experimental result at least qualitatively [16,30]. Thus, the simplified model of H$_2^+$ is practical and reliable for studying molecular dynamics in strong field. Within this model, the length-gauge TDSE can be written as (atomic units are used throughout)

$$i \frac{d}{dt} \Psi(R,z,t) = [T_N + T_e + V_0 + V_1] \Psi(R,z,t),$$

where $T_N = -\frac{1}{\hbar} \frac{\partial^2}{\partial z^2}$, $T_e = -\frac{1}{2} \frac{\partial^2}{\partial z^2}$, $V_e = \epsilon(t)z$, and $V_0 = \frac{1}{R} + V_s(R,z)$, with $V_s(R,z)$ being the improved soft-core potential that reproduces the exact 1s$\sigma_g$ potential curve in full dimensions [30]. Here, $R$ is the internuclear distance, $z$ is the electron position measured from the center of mass of the protons, and $m_p$ is the mass of the proton. The laser electric field is given by $\epsilon(t) = \mathcal{E}_0 \exp[-\Delta \sin(\omega t)]$, with $\tau$ being the pulse duration, $\omega$ being the central frequency, and $\mathcal{E}_0$ being the peak electric-field amplitude.

The TDSE is solved on a grid by using the Crank-Nicolson split-operator method with a time step of $\Delta \tau = 0.04$ a.u. The grid ranges from 0 to 25 a.u. for $R$ and from $-1500$ to 1500 a.u. for $z$, with grid spacings of $\Delta R = 0.05$ a.u. and $\Delta z = 0.2$ a.u. To obtain intuitive insights into the temporary molecular dynamics, we now introduce EPIs. An EPI is analogous to diagrams with molecular potential curves and sketched wave-packet profiles but provides a quantitative and accurate description of the population transfer. The general idea of calculating an EPI is to convert the wave function $\Psi(R,z,t)$ at $t$, or $\Psi(R,z)$, to the density distribution $\rho(R,E)$, with $E$ being the potential energy. We have accomplished the conversion by extracting the energy density distribution from the $z$-dimensional wave function of $\Psi(R,z)$ at each internuclear distance. The extraction is based on the resolvent method introduced by Schafer and Kulander [32]. A time-dependent energy window operator is defined by $\hat{W}_t(E,k) = e^{ikE}/[\hat{H}_t - E - i\eta]$, with $\hat{H}_t = T_e + V_0 + V_1$. The probability density of the energy $E$ at each $R$ can be obtained from

$$\rho(E;R) = \langle \Psi_t(z;R) | \hat{W}_t | \Psi_t(z;R) \rangle / C$$

$$= \langle \Psi_t(z;R) | e^{ikE}/(\hat{H}_t - E - i\eta) | \Psi_t(z;R) \rangle / C,$$

with $C = e^{\frac{\pi}{2} \csc(\frac{\pi}{2})}$ [26]. Here we use the parameters $\epsilon = 0.004$ and $k = 2$. Note that the definition of the operator $\hat{H}_t$ is based on the length-gauge TDSE; thus, the EPI is not gauge invariant.

III. RESULTS AND DISCUSSION

Figure 1 shows the simulation results of the correlated electron-nuclear energy spectrum, i.e., the JES, for the interaction of H$_2^+$ with a 0.8-fs XUV pulse at 30 nm and a peak intensity of $10^{14}$ W/cm$^2$. The JES are obtained by using the method from [26]. A number of initial vibrational states ($v = 0$, $2$, $5$, $11$, $13$ and $15$) of H$_2^+$(1s$\sigma_g$) have been chosen, as indicated in the panels of Fig. 1.

From Fig. 1, several features of the spectra can be found. The first feature, as indicated by the dashed lines, is the maxima of the JES along the lines given by

$$E_N + E_e = E_{sys}(v) + \omega,$$

with $E_N$ and $E_e$ being the energy of correlated nuclei and electron, $\omega$ being the photon energy, and $E_{sys}(v)$ being the bound energy of the initial wave packets for the $v$th vibrational state. Obviously, this feature is governed by the energy conservation. For the details of energy sharing, however, one would need the specific expressions for $E_N$ and $E_e$, which will be deduced later. The second feature is that there are more maxima in the JES for higher vibrational states. By integrating the JES over $E_e$, we show the KER spectra (red curves) in the top panels of Fig. 1. It is shown that the modulation of the KER spectra emerges in the single-photon absorption. Third, the pronounced suppressions are observed, as indicated by the arrows in Fig. 1. Furthermore, we show the kinetic-energy spectra of the nuclei and the electron for vibrational states from $v = 0$ to 16 in Figs. 2(a) and 2(b), respectively. As

![FIG. 1. (Color online) The JES (bottom panels) along with the KER spectra (top panels) for the interaction of the vibrational H$_2^+$ with a 0.8-fs XUV pulse at 30 nm and a peak intensity of $10^{14}$ W/cm$^2$. The color scaling is logarithmic.](Image)

![FIG. 2. (Color online) The kinetic-energy spectra of (a) the nuclei and (b) the electron for vibrational states from $v = 0$ to 16. The dashed and dash-dotted lines indicate the locations of the suppression. The color scaling is logarithmic.](Image)
indicated by the dashed and dash-dotted lines, the locations of the suppressions in KER spectra shift to higher energy for higher vibrational states, while those in electronic energy spectra are independent of the initial states.

To find out the origins of the progression of the JES, we have simulated the evolution of the EPI for the interaction of $\text{H}_2^+$ ($1s\sigma_g$, $v = 5$) with the XUV pulse (see the multimedia movie in the Supplemental Material [33]). Each frame of the evolution is calculated at every half optical cycle when $\varepsilon(t) = 0$. Figure 3 shows the snapshots of the evolution of the EPI at several times and the corresponding electric field (right panel). In EPIs, the bound population appears to spread in the energy direction. This is associated with the window width $2\epsilon$ in the energy window operator. In our simulation, the spread of the bound population would decrease with $\epsilon$, whereas the distribution of continuum population does not change significantly. In addition, from the EPIs one can see that a partial population remains in some excited states throughout the interaction. Such a population is due to the present numerical model of $\text{H}_2^+$. However, the magnitude of the population is several orders smaller than that in the ground state, and it has little influence on the observation of the population transfer from the ground state to the continuum during the interaction.

By following the time-dependent EPIs in Fig. 3, one can intuitively observe how the population is transferred during the interaction. In order to quantitatively discuss the interaction process, in Figs. 4(a) and 4(b) we show the EPIs at $t = 0$ and 1.5 fs, respectively, with the $1s\sigma_g$ potential curve $V_g(R)$ [the thick red (gray) one] and the $1/R$ Coulomb explosion curve (the thick white one) on them. In addition, the profile of the initial nuclear wave packets on the upshifted potential curve $V_g(R) + \omega$ [the thin red (gray) one] is shown in Fig. 4(a). As indicated by the thick yellow arrows in Figs. 4(a) and 4(b), the interaction process can be described as follows. First, the system absorbs one-photon energy, and the partial bound population is vertically transferred to the continuum with maxima along the $V_g(R) + \omega$ curve. Note that the region

FIG. 3. (Color online) (left) Snapshots of the evolution of the EPI for the interaction of $\text{H}_2^+$ ($1s\sigma_g$, $v = 5$) with (right) the XUV pulse. The color scaling is logarithmic.

FIG. 4. (Color online) The EPIs during the interaction. The vibrational state and the time for each EPI have been given in the corresponding panel. The thick red (gray) and white curves indicate the $1s\sigma_g$ potential and the $1/R$ curves. The thin red (gray) curves denote the upshifted potential of $1s\sigma_g + \omega$ and the profile of the initial nuclear wave-packet distributions. The color scaling is logarithmic.
above the $1/R$ curve denotes the continuum electron states of all symmetries at each energy; thus, the bound population at each internuclear distance could be transferred to the region of the continuum as long as the absorbed photon energy is high enough for the population to overcome the $1/R$ curve. Then, the population at each $R$ slides down along the respective routes parallel to the $1/R$ curve and moves to a large internuclear distance.

Based on the interaction process above, we now deduce the details of the energy sharing between the electron and the nuclei in Fig. 5. Assuming that the population is transferred from the $1\sigma_g$ electronic state by absorbing the photon energy $\omega$, the centers of the continuum population at each $R$ would be at the positions given by $E(R) = \omega + V_g(R)$. For the electron, the ponderomotive energy is close to zero due to the ultrashort wavelength of the XUV pulse. Thus, the electronic energy will stay constant after the transfer. Then the final electronic kinetic energy $E_e$ as a function of $R$ is given by

$$E_e(R) = E(R) - 1/R = \omega + V_g(R) - 1/R,$$

(3) where $1/R$ indicates the ionization threshold at each internuclear distance of $R$. For the nuclei, according to Eqs. (2) and (3), we deduce that the final nuclear kinetic energy is given by

$$E_N(R) = E_{sys}(v) - V_g(R) + 1/R = E_{vib}(R) + 1/R,$$

(4) where $E_{vib}(R) = E_{sys}(v) - V_g(R)$ denotes the vibrational energy of the nuclei at $R$ when the Coulomb explosion starts. This confirms that the final nuclear kinetic energy includes the initial vibrational energy and the energy that arises from the Coulomb explosion.

The EPI in Fig. 4(a) also shows that the population being transferred to the continuum is proportional to the bound population and is suppressed at the internuclear distance indicated by the small arrow. This has been confirmed via the EPIs for other vibrational states shown in Figs. 4(c) and 4(d). The yields of the correlated electron (with energy $E_e$) and nuclei (with energy $E_N$) are thus

$$Y\{E_N(R), E_e(R)\} \propto |\chi(R)|^2 \Gamma(R)$$

(5) with $\chi(R)$ being the nuclear wave function of the $v$th vibrational state and $\Gamma(R)$ being the ionization rate at $R$. Generally, the energy-sharing rule given by Eqs. (3) and (4), together with Eq. (9), indicates that the yields of the correlated fragments at different energies are (i) determined by the $R$-distributed population and (ii) affected by the ionization rates at different $R$.

With Eqs. (3)–(5), now the spectral features in Figs. 1 and 2 can be well understood. On the one hand, because there are more peaks in the nuclear wave-packet distribution of higher vibrational states, more maxima appeared in the KER spectra and the JES, as shown in Fig. 1 and Fig. 2(a). The peaks in electronic energy spectra in Fig. 2(b) are blurred due to the broadband photon energy of $\omega$ in Eq. (3). On the other hand, from the EPIs in Figs. 4(a), 4(c), and 4(d), the positions of the suppression can be approximately read as $R_s \approx 1.70$ and 5.45 a.u. According to previous studies on the electronic wave-packet interference [34,35], the ionization would be suppressed at critical internuclear distances due to the destructive interference of the ionized electronic wave packets from two nuclei. The suppression happens whenever $pR = (2j - 1)\pi$, with $j = 1, 2, 3, \ldots$. Here, $p$ is the electron momentum when the electron is ejected from the nuclei. In single-photon ionization, the initial kinetic energy of the ejected electron is approximately equal to the photon energy $\omega$. Then the value of $R_s$ can be estimated by

$$R_s \approx (2j - 1)\pi/\sqrt{2\omega}.$$

(6) Therefore, $R_s$ is dependent on the wavelength. In our calculation, $\omega \approx 1.5198$ a.u., and we can obtain $R_s \approx 1.8019$ (j = 1) and 5.4058 (j = 2) a.u., which are close to the values obtained from the EPIs. The positions of the suppression in the EPIs are not exactly equal to the values given by Eq. (6) because they are also influenced by the nuclear wave-packet distribution. According to Eq. (5), the locations of the suppressions in the nuclear and electronic kinetic-energy spectra can be obtained by inserting $R_s$ into Eqs. (3) and (4), respectively. Clearly, for a given $R_s$, $E_N(R_s)$ will increase with the bound energy of $E_{sys}(v)$, while $E_e(R_s)$ is independent of the vibrational state. We show the suppression locations, given by $E_N(R_s)$ and $E_e(R_s)$, with the dashed and dash-dotted lines in Fig. 2, and they are accurately consistent with the tendency of the suppression in the spectra.

Basically, the physical picture for the single-photon ionization of $H_2^+$ demonstrated by the EPI could be generalized to multiphoton and tunneling regimes. In Fig. 6, we show the EPIs (top row) for the interaction of $H_2^+$ ($1\sigma_g$, $v = 15$) with the 400- and 800-nm pulses at $t = 0$ fs and the corresponding JES (bottom row). The pulse duration is three optical cycles, and the intensity is $10^{14}$ W/cm$^2$. The values of the Keldysh parameter for Figs. 6(a) and 6(b) are 2.52 and 1.26, respectively, corresponding to the ionization processes in multiphoton regimes and close to tunneling regimes [36]. Here, we double the calculation grid to ensure no significant
reflection of the wave packets at the boundary during the interaction.

The EPIs in Figs. 6(a) and 6(b) demonstrate the coexistence of two somewhat controversial mechanisms: above-threshold Coulomb explosion [15] and charge-resonance-enhanced ionization [16]. First, the vertical arrangement of the maxima in the continuum is observed, intuitively verifying the enhanced ionization [16]. First, the [49x212]maxima in the continuum is observed, intuitively verifying the enhanced ionization [16]. First, the

maxima in the continuum, which are associated with the ionization processes. In the multiphoton regime [Fig. 6(a)], the bound population is “vertically” transferred to the continuum via multiphoton absorption [37], resulting in the population maxima along the upshifted 1sσg potential. Thus, similar to Eqs. (3) and (4), the energy sharing in the multiphoton regime can be roughly given by \( E'_e(R) \approx nω + V'_g(R) - 1/R \) and \( E'_N(R) \approx 1/R + E'_{\text{ vib}}(R) \), which indicate that \( E'_e \) and \( E'_N \) are correlated through the parameter \( R \), resulting in the tilted spectral structure in Fig. 6(c). In the tunneling regime [Fig. 6(b)], the bound population would first “tunnel” to the continuum and then absorb energy from the field [37]. As a result, the population maxima are almost along the lines parallel to the 1/R curve. Therefore, the energy sharing in the tunneling regime can be roughly given by \( E'_e(R) \approx nω'' \) and \( E'_N(R) \approx 1/R + E''_{\text{ vib}}(R) \), where \( E''_e \) is independent of the parameter \( R \) and thus loses the correlation with \( E''_N \), as the JES shows in Fig. 6(d).

IV. SUMMARY

In summary, an intuitive representation, i.e., energy-resolved population imaging, was introduced to make the instantaneous molecular dynamics visible in a quantitative way. The population transfer and the details of the energy-sharing processes during dissociative ionization of \( \text{H}_2^+ \) have been intuitively demonstrated by the EPIs. Our results have clarified (i) that the electron-nuclear energy sharing is determined by the internuclear distance, vibrational energy of the nuclei, and photon energy and (ii) that the yields of the correlated fragments are associated with the nuclear wave-packet distribution and ionization rates at different internuclear distances. Moreover, on the basis of the EPIs, the different energy-sharing mechanisms in multiphoton and tunnel ionization of \( \text{H}_2^+ \) are found to originate from the distinct ways in which the bound population is transferred to the continuum.

The EPI in the present work suggests an alternative tool to analyze the dynamics of small molecules in strong field, and it would be helpful to explore the underlying molecular mechanisms in future experimental studies. In addition, by using EPI we will be able to obtain deeper insights into the correlated electron-nuclear dynamics not only in \( \text{H}_2^+ \) but also in more complex molecules like the neutral molecule \( \text{H}_2 \) and the asymmetric molecular ion \( \text{HeH}_2^+ \) as their TDSEs beyond Born-Oppenheimer approximation have already been solved [38,39].
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