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Abstract

Random column sampling is not guaranteed to yield data sketches that preserve the underlying structures of the data and may not sample sufficiently from less-populated data clusters. Also, adaptive sampling can often provide accurate low rank approximations, yet may fall short of producing descriptive data sketches, especially when the cluster centers are linearly dependent. Motivated by that, this paper introduces a novel randomized column sampling tool dubbed Spatial Random Sampling (SRS), in which data points are sampled based on their proximity to randomly sampled points on the unit sphere. The most compelling feature of SRS is that the corresponding probability of sampling from a given data cluster is proportional to the surface area the cluster occupies on the unit sphere, independently of the size of the cluster population. Although it is fully randomized, SRS is shown to provide descriptive and balanced data representations. The proposed idea addresses a pressing need in data science and holds potential to inspire many novel approaches for analysis of big data.
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I. INTRODUCTION

The complexity of many of the existing data analysis and machine learning algorithms limits their scalability to high-dimensional settings. This has spurred great interest in data sketching techniques that produce descriptive and representative sketches of the data on the premise that substantial complexity reductions can be potentially achieved without sacrificing performance when data inferencing is carried out using such sketches in lieu of the full-scale data [1]-[13].
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Random embedding and random column sampling are two widely used linear data sketching tools. Random embedding projects data in a high-dimensional space onto a random low-dimensional subspace, and was shown to notably reduce dimensionality while preserving the pairwise distances between the data points [13]–[15]. While random embedding can generally preserve the structure of the data, it is not suitable for feature/column sampling. In random column sampling, a column is selected via random sampling from the column index set – hence the alternative designation Random Index Sampling (RIS). For RIS, the probability of sampling from a data cluster is clearly proportional to its population size. As a result, RIS may fall short of preserving structure if the data is unbalanced, in the sense that RIS may not sample sufficiently from less-populated data clusters, and/or may not capture worthwhile features that could be pertinent to rare events. This motivates the work of this paper in which we develop a new random sampling tool that can yield a descriptive data sketch even if the given data is largely unbalanced.

Over the last two decades, many different column sampling methods were proposed [16]. Most of these methods aim to find a small set of informative data columns whose span can well approximate the given data. In other words, if \( \mathbf{C} \in \mathbb{R}^{N_1 \times n} \) is the matrix of sampled columns, where \( n \) is the number of sampled columns and \( N_1 \) the ambient dimension, most of the existing column sampling methods seek a solution to the optimization problem

\[
\min_{\mathbf{C}} \| \mathbf{D} - \mathbf{C}\mathbf{C}^\dagger \mathbf{D} \|_F, \tag{1}
\]

where \( \mathbf{D} \in \mathbb{R}^{N_1 \times N_2} \) denotes the data, \( \dagger \) the pseudoinverse, and \( \| \cdot \|_F \) the Frobenius norm. These methods can be broadly categorized into randomized [17]–[24] and deterministic methods [25]–[33]. In randomized methods, the columns are sampled based on a carefully chosen probability distribution. For instance, [23] uses the \( \ell_2 \)-norm of the columns, and in [24] the sampling probabilities are proportional to the norms of the rows of the top right singular vectors. There are different types of deterministic sampling algorithms, including the rank revealing QR algorithm [33], and clustering-based algorithms [29]. In [25], [32], [34], [35], the non-convex optimization (1) is relaxed to a convex program by finding a row-sparse representation of the data. We refer the reader to [16], [36], [37] and references therein for more information about the matrix approximation based sampling methods.

Whereas low rank approximation has been instrumental in many applications, the sampling algorithms based on (1) cannot always guarantee that the sampled points satisfactorily capture the structure of the data. For instance, suppose the columns of \( \mathbf{D} \) form \( m \) clusters in the \( N_1 \)-dimensional space, but the cluster centers are linearly dependent. An algorithm which aims to minimize (1) would not necessarily sample from each data cluster since it only looks for a set of columns whose span is that of the dominant singular vectors of \( \mathbf{D} \).
For notation, bold-face upper-case letters denote matrices and bold-face lower-case letters denote vectors. Given a matrix $A$, $a_i$ and $a^i$ denote its $i^{th}$ column and $i^{th}$ row, respectively. For a vector $a$, $\max a$ is its maximum element, $|a|$ the vector of absolute values of its elements, and $a_{\mathcal{I}}$ for an index set $\mathcal{I}$ the elements of $a$ indexed by $\mathcal{I}$. Also, $S_{N_1}^{N_1}$ designates the unit $\ell_2$-norm sphere in $\mathbb{R}^{N_1}$.

II. PROPOSED METHOD

As mentioned earlier, with RIS the probability of sampling from a data cluster is proportional to its population size. However, in many applications of interest the desideratum is to collect more samples from clusters that occupy a larger space or that have higher dimensions, thereby composing a structure-preserving sketch of the data. For instance, suppose the data points lie on $S_{N_1}^{N_1}$ and form two linearly separable clusters such that the surface area corresponding to the first cluster on the unit sphere is greater than that of the second cluster\footnote{The notion of surface area for comparing the spatial distribution of clusters will be made precise in Definition\ref{def:area} in the next subsection.}. In this case, a structure-preserving sketch should generally comprise more data points from the first cluster. However, RIS would sample more points from the cluster with the larger population regardless of the structure of the data.

A. Spatially random column sampling

When the data points are projected onto $S_{N_1}^{N_1}$, each cluster will occupy a certain surface area on the unit sphere. We propose a random column sampling approach in which the probability of sampling from a data cluster is proportional to its corresponding surface area. The proposed method, dubbed Spatially Random column Sampling (SRS), is presented in the table of Algorithm 1 along with the definitions of the used symbols. SRS samples the $n$ data points whose normalized versions have the largest projections along $n$ randomly selected directions in $\mathbb{R}^{N_1}$ (the rows of matrix $\Phi$). Unlike RIS, SRS performs random sampling in the spatial domain as opposed to the index domain, wherefore the probability of sampling from a data cluster depends on its spatial distribution. To provide some insight into the operation of SRS, consider the following fact \cite{38,39}.

Lemma 1. If the elements of $\phi \in \mathbb{R}^{N_1}$ are sampled independently from $\mathcal{N}(0,1)$, the vector $\phi/\|\phi\|_2$ will have a uniform distribution on the unit $\ell_2$-norm sphere $S_{N_1}^{N_1}$. According to Lemma 1, $\phi^i/\|\phi^i\|_2$ corresponds to a random point on the unit sphere (recalling that $\phi^i$ is the $i^{th}$ row of $\Phi$). The probability that a random direction lies in a given cluster is proportional to its
corresponding surface area on the unit sphere. Since we cannot ensure if a random direction lies in a data cluster, we sample the data point at minimum distance from the randomly sampled direction. Therefore, Algorithm 1 samples \( n \) points randomly on the unit sphere, and for each randomly sampled direction samples the data points with closest proximity to that direction. As such, it is more likely to sample from a data cluster that covers a larger area on the unit sphere. More precisely, suppose the columns of \( D \) have unit \( \ell_2 \)-norm and form \( s \) separable clusters. We divide the surface area of the unit sphere into \( s \) regions \( \{R_i\}_{i=1}^s \), where \( R_i \) is defined as follows.

**Definition 1.** Suppose the matrix \( D \) can be represented as \( D = [D_1 \ldots D_s] \), where \( D_k \) consists of the data points in the \( k \)th cluster, \( T \) is a permutation matrix, and the columns of \( D \) have unit \( \ell_2 \)-norm. The region \( R_i \) is defined as

\[
R_i := \{ y \in S^{N_1-1} | \max |y^T D_i| > \max |y^T D_j|, \forall j \neq i \}.
\]

Accordingly, the probability of sampling a data point from the \( k \)th cluster is linear in the area of \( R_k \).

**Remark 1.** Define \( U \) as an orthonormal basis for the column space of \( D \). Since the rows of \( \Phi \) are random vectors, \( \mathbb{P}[U^T \phi^i = 0] = 0, \forall i \), where \( \mathbb{P} \) denotes the probability measure. In addition, since \( \phi^i / \|\phi^i\|_2 \) has a uniform distribution on \( S^{N_1-1} \), \( UU^T \phi^i / \|U^T \phi^i\|_2 \) has a uniform distribution on the intersection of the column space of \( U \) and \( S^{N_1-1} \). Thus, SRS generates \( n \) random directions in the span of the data.

In the following section, we compare the requirements of RIS and SRS (as two completely random column sampling tools) using a set of theoretical examples.

**Algorithm 1** Spatially random column sampling (SRS without replacement)

**Input:** Data matrix \( D \in \mathbb{R}^{N_1 \times N_2} \) and \( n \) as the number of sampled columns.

**Initialization:** Construct matrix \( \Phi \in \mathbb{R}^{n \times N_1} \) by sampling independently from \( \mathcal{N}(0, 1) \). Set \( Y \) equal to an empty matrix.

1. **Data Normalization:** Define \( X \in \mathbb{R}^{N_1 \times N_2} \) such that \( x_i = d_i / \|d_i\|_2 \).

2. **Column Sampling:**
   2.1 Set \( Q = \Phi X \) and set \( I = \emptyset \).
   2.2 For \( i = 1 \) to \( n \)
      2.2.1 Define \( h = |q^i| \) and set \( h_{\overline{I}} = 0 \).
      2.2.2 Define \( x_k \) as the \( k \)th column of \( X \), where \( k \) is the index of the maximum element of \( h \).
      2.2.3 Update \( Y = [Y \ x_k] \) and add \( k \) to the set \( I \).
   2.2 End For

**Output:** \( Y \in \mathbb{R}^{N_1 \times n} \) is the matrix of sampled columns.
Algorithm 2 SRS with replacement

1. Perform step 1 of Algorithm 1 and set $Q = \Phi X$.

2. Column Sampling: Matrix $Y \in \mathbb{R}^{N \times n}$ is the matrix of sampled columns. The $i$th column of $Y$, $y_i$, is equal to $x_k$ where $k$ is equal to the index of the maximum element of $|q_i|$.

Fig. 1. Left: The distribution of data in a two-dimensional space. The data consists of two clusters shown in yellow. The normalized points in the first and second clusters are distributed on two separate arcs with lengths $\tau_1$ and $\tau_2$, respectively. Each of the two arcs does not overlap with the image of the other arc w.r.t. the origin on the unit circle. Right: The rank of randomly sampled columns by RIS and SRS versus the number of sampled columns.

B. Sample complexity analysis

This section provides a theoretical analysis of the sample complexity of SRS in the context of two examples, in which we show that the probability of sampling from a data cluster with SRS can be independent of the cluster population. The sample complexity is contrasted to that of conventional RIS. To simplify the analysis, we assume that sampling in SRS is done with replacement (c.f. Algorithm 2).

Example 1: Suppose $N_1 = 2$ and the columns of $X$ lie in two spatially separate clusters. The data distribution is illustrated in the left plot of Fig. 1. The data points lie on two separate arcs of the unit $\ell_2$-norm circle with lengths $\tau_1$ and $\tau_2$. We further assume that each of the two arcs does not overlap with the image of the other arc w.r.t. the origin on the unit circle. The number of data points in the first and second clusters are equal to $n_1$ and $n_2$, respectively. The following two lemmas compare the number of columns sampled randomly by RIS and SRS required to ensure that at least $m$ data points are sampled from each cluster, where $m < \min\{n_1, n_2\}$.

Lemma 2. Suppose $N_1 = 2$ and the distribution of the data columns follows the assumptions of Example 1. Assume $\beta \geq 2 + \frac{2}{m} \log \frac{4}{\delta}$. If the number of columns sampled by RIS with replacement is greater than $\beta m \frac{N_1}{\min\{n_1, n_2\}}$, then the number of data points sampled from each data cluster is greater than or equal to $m$, with probability at least $1 - \delta$. 
Lemma 3. Suppose $N_1 = 2$, the distribution of the data columns follows the assumptions of Example 1 as in Fig. 7. $\beta \geq 2 + \frac{3}{m} \log \frac{4}{\delta}$, and $\tau_2 + \tau_1 < \pi$. If the number of columns sampled by SRS (with replacement) is greater than $\beta m \frac{2\pi}{\pi - |\tau_2 - \tau_1|}$, then the number of data points sampled from each data cluster is greater than or equal to $m$, with probability at least $1 - \delta$.

Lemma 2 establishes a sufficient condition on the number of columns sampled by RIS, which is shown to be linear in $\frac{N_2}{\min_i n_i}$ since with RIS the probability of sampling from the $i^{th}$ cluster is $n_i/N_2$. Thus, if the populations of the data clusters are unbalanced (i.e., not of the same order), we will need to sample a large number of points to ensure the sampled columns are descriptive, i.e., enough points are drawn from every cluster. On the other hand, Lemma 3 shows that the sufficient number of columns sampled by SRS is independent of the cluster populations since the probabilities of sampling from the first and the second clusters with SRS are equal to $\frac{\pi + \tau_1 - \tau_2}{2\pi}$ and $\frac{\pi + \tau_2 - \tau_1}{2\pi}$, respectively. These sampling probabilities are proportional to the surface areas covered by the clusters on the unit sphere (c.f. Definition 1) independently from the cluster populations.

Example 2: In this example, we consider a different clustering structure in which the columns of the data matrix $D$ lie in a union of $s$ linear subspaces (the subspace clustering structure [40], [41]). Assumption 1 formalizes the underlying data model.

Assumption 1. The columns of $D$ lie in a union of $s$ random $(r/s)$-dimensional linear subspaces. i.e., $D = [U_1Q_1 \ldots U_sQ_s]$, where $Q_i \in \mathbb{R}^{r/s \times n_i}$, $n_i$ is the number of data points in the $i^{th}$ subspace, and $U_i \in \mathbb{R}^{N_1 \times r/s}$ is an orthonormal basis for the $i^{th}$ subspace. The data points in each subspace are distributed uniformly at random, $\sum_{i=1}^{s} n_i = N_2$, and $\min_i n_i \gg r/s$.

Define $\{p_i\}_{i=1}^{s}$ as the sampling probabilities from the data clusters. The following lemma provides a sufficient condition on the number of randomly sampled columns to ensure that they span the column space of $D$.

Lemma 4. Suppose Assumption 1 holds, the rank of $D$ is equal to $r$, and RIS or SRS is used to sample $n$ columns (with replacement). If

$$n \geq \frac{1}{\min_i p_i} \xi_{\max} \left( 2 + \frac{3}{\xi_{\min}} \log \frac{2s}{\delta} \right),$$

then the sampled columns span the column space of $D$ with probability at least $1 - 2\delta - 2 \sum_{i=1}^{s} n_i^{-3}$, where $\xi_{\min} = 10 c \max_i (r/s, \log \min_i n_i) \log \frac{2r}{\delta}$, $\xi_{\max} = 10 c \max_i (r/s, \log \max_i n_i) \log \frac{2r}{\delta}$, and $c$ is a real constant.
Thus, the sufficient number of sampled columns using RIS and SRS is of order $O(\min_i \frac{r_{\text{min}}}{p_i})$. With RIS, \( \max_i 1/p_i = N_2/\min_i n_i \). Hence, if the data is unbalanced, the sample complexity of RIS is high. If we use SRS for column sampling, the probability of sampling from the $i$th cluster is equal to 

\[
P \left[ \max |\phi^T U_i Q_i| > \max \left( \max_{j \neq i} |\phi^T U_j Q_j| \right) \right].
\]

In contrast to RIS where the sampling probability solely depends on the population ratio, in SRS it also depends on the structure of the data. We show that if the data follows Assumption 1 and the number of data points in each subspace is sufficiently large, the probability of sampling from a data cluster can be independent of the population ratio. Before stating this result in Lemma 5, we define 

\[i' := \arg \min_i n_i,\]

and define, 

\[p(\epsilon, s) = P \left[ \|\phi^T U_{i'}\|_2^2 > (1 + \epsilon) \max_{i \neq i'} \|\phi^T U_i\|_2^2 \right],\]

for some $\epsilon > 0$. If $\epsilon$ is sufficiently small, $p(\epsilon, s)$ is approximately equal to $1/s$. For instance, if $s = 2$, the distribution of $x = \|\phi^T U_1\|_2^2/\|\phi^T U_2\|_2^2$ is the $F$-distribution $f(x; r/2, r/2)$ and $f(1; r/2, r/2) = 1/2$ [42].

**Lemma 5.** For any $0 < \delta < 1$, there exists an integer $\hat{n}_\delta$ such that if $n_{i'} > \hat{n}_\delta$, then $p_{i'} > p(\epsilon, s)(1 - \delta)$.

Per Lemma 5, the probability of sampling from a subspace can be independent from the population ratio given there are enough data points in the subspaces, i.e., the probability of sampling from a data cluster can be arbitrarily close to $1/s$ even if $\min_i n_i/N_2$ is close to zero. Note that this does not mean that each subspace should have a large number of data points for SRS to yield a descriptive data sketch. For instance, suppose $D$ follows Assumption 1 with $r = 100$, $s = 50$, \(\{n_i\}_{i=25}^{25} = 20\), and \(\{n_i\}_{i=50}^{50} = 500\) (The data lies in the union of 50 2-dimensional subspaces, $\min_i n_i = 20$, and $N_2/\min_i n_i = 25$). The right plot of Fig. 1 shows the rank of randomly sampled columns versus the number of sampled columns. RIS samples about 4000 columns to capture the column space versus 200 columns for SRS.

**C. Balanced sketching**

A marked feature of SRS is that the sampling probabilities depend on the spatial distribution of the data. Therefore, even when the distribution of the data is highly unbalanced, SRS can yield balanced data sketches. For instance, suppose the data follows the distribution shown in the left plot of Fig. 1 with $\tau_1 = \tau_2$. Since $\tau_1 = \tau_2$, SRS samples a number of points of the same order from each cluster with high probability. Therefore, the data sketch obtained by SRS is balanced even if the given data is not. This feature is crucial in big data analysis. As an example, consider a scenario where $n_1 \gg n_2$. If some data clustering algorithm is applied to identify two cluster centers, it will select both centers...
Fig. 2. The number of sampled columns from each data cluster for different values of $N_1$.

from the first cluster (thus fails to recognize the underlying data structure) as it seeks to minimize the
distances between the data points and the cluster centers. However, if the clustering algorithm is applied
to a data sketch obtained through SRS, it can identify appropriate cluster centers since SRS balances the
distribution of the data in the sketch.

D. Computational complexity

The computational complexity of SRS can be reduced by applying Algorithm 1 to a sketch of the
rows of $D$. Define matrix $D' \in \mathbb{R}^{p \times N_1}$ as $D' = SD$. We consider three choices for the matrix $S$. One
choice is where the rows of $S$ are a random subset of the standard basis, which amounts to random
row sampling. However, a sufficient number of rows should be sampled to ensure that the underlying
structures are preserved. If the sampling algorithm is applied to $D'$ obtained by row sampling, the
complexity is reduced from $O(nN_1N_2)$ to $O(npN_2)$. The second choice is to select $S$ from sparse
random embedding matrices [43], [44]. Since a sparse random embedding matrix contains many zeros,
a much reduced number of multiplications is needed to perform the random embedding step akin to
random row sampling. The third choice is to use a matrix $S$ with entries that are independent binary
random variables ($\pm 1$ with equal probability). Random embedding using such a matrix does not involve
any numerical multiplications and was shown to yield embedding performance that closely approaches
that of random Gaussian matrices [14]. Algorithm 1 can be applied to $D'$ since the embedding matrix $S$
preserves the essential information in $D$.

E. Discussion and conclusion

This paper proposed a new random data sketching tool, which carries out the random sampling in the
spatial domain. We emphasize that SRS is not meant to be a replacement for, nor a modification to, RIS.
Rather, it is a new sketching tool which has its own applicability. We showed that SRS can provide a
balanced data sketch and has higher chance of sampling from rare events compared to sampling with RIS. Unlike matrix approximation based methods which require the cluster centers to be independent, linear independence is not important for SRS.

III. NUMERICAL EXPERIMENTS

In this section, we present a set of numerical experiments using both synthetic and real data to showcase the effectiveness of SRS in preserving the underlying data structure.

A. Balanced data sketching

Suppose the data follows the subspace clustered structure in Assumption 1 with \( r = 40 \), \( s = 20 \), \( \{n_i\}_{i=1}^{10} = 30 \), and \( \{n_i\}_{i=1}^{20} = 700 \). Thus, the columns of \( D \) lie in a union of 20 2-dimensional linear subspaces and the distribution of the data is quite unbalanced. The distribution of the data points in the sketch obtained by SRS is compared to that obtained by RIS and by two other adaptive column sampling methods, namely, subspace sampling \([24]\) and volume sampling \([17]\), \([45]\). We sample a total of 400 columns. For the subspace sampling method, we use \( \min(r, N_1) \) right singular vectors to compute the sampling probabilities. Volume sampling is an iterative column sampling method that samples one column at a time. It projects the data on the complement space of the sampled data points, thus stops sampling after roughly \( \hat{r} \) steps, where \( \hat{r} \) is the rank of data. In this experiment, we apply volume sampling multiple times to sample 400 data columns (in each time the sampled columns are removed from the data).

Fig. 2 shows the number of data points \( m_i \) sampled from each data cluster as a function of the cluster index \( i = 1, \ldots, 20 \). The plots are obtained by averaging over 100 independent runs. If \( N_1 > 40 \), the subspaces are independent with high probability. Clearly, when \( N_1 = 100 > 40 \), almost all the sampling algorithms can yield a balanced data sketch except for RIS. However, as \( N_1 \) decreases (e.g., \( N_1 = 10 \) and \( N_1 = 20 \)), the subspaces are no longer independent. In this case, only SRS is shown to yield a balanced data sketch. This is due to the fact that the sampling probability with RIS depends on the sizes of the populations of the clusters, and adaptive sampling only guarantees that the span of the sampled columns well approximates the column space of the data.

B. Spatially fair random sampling

Similar to the previous subsection, assume the data lie in a union of 20 linear subspaces \( \{S\}_{i=1}^{20} \). The dimension of subspaces \( \{S\}_{i=1}^{10} \) is equal to 2 and the dimension of subspaces \( \{S\}_{i=1}^{20} \) is equal to 4. The number of data points lying in each of the subspaces \( \{S\}_{i=1}^{10} \) is equal to 3200, while the number
of data points lying in each of the subspaces \( \{S_i\}_{i=1}^{20} \) is only 80. Thus, \( N_2 = (10 \times 80 + 10 \times 3200) \).

Importantly, the subspaces with the lower dimension contain 40 times more data points than those with the higher dimension. Since more data points are required to represent clusters with higher dimensions, we naturally desire that the sampling algorithm samples more points from such clusters. In this experiment, 300 data columns are sampled. Fig. 3 shows the average number of data points sampled from each cluster. In the left plot, \( D \in \mathbb{R}^{100 \times N_2} \). Thus, the subspaces are independent with high probability. One can observe that all the sampling algorithms except RIS follow a similar pattern of sampling, namely, sample more data points from the 10 subspaces with the higher dimensions.

In the middle and right plots, the sampling algorithms are applied to a sketch of the data obtained by randomly embedding the data into a lower dimension space. The sampling algorithms are applied to \( D' = SD \), where in the middle plot \( S \in \mathbb{R}^{20 \times N_1} \) and in the right plot \( S \in \mathbb{R}^{10 \times N_1} \) and \( N_1 = 100 \). The matrix \( S \) is a random binary matrix whose elements are independent random variables with values \( \pm 1 \) with equal probability. One can observe that only SRS exhibits the same sampling pattern of the left plot. Since the matrix approximation based methods seek a good approximation of the dominant left singular vectors of the data, they cannot recognize the underlying clustering structure of the data if the clusters are linearly dependent.

C. Column sampling for classification

We test the proposed approach with real data, the MNIST database \([46]\). The data consists of \( 28 \times 28 \) handwritten digit images. The MNIST database contains 50000 and 10000 images for training and testing, respectively, and 10000 images of validation data. In this experiment, we consider a binary classification problem. The first class corresponds to numbers between 0 to 4, and the second class corresponds to numbers greater than or equal to 5. The training data \( Tr_1 \) corresponding to the first class is constructed as \( Tr_1 = [D_0 \ D_1 \ D_2 \ D_3 \ D_4] \), where \( D_0 \in \mathbb{R}^{784 \times 4900} \), \( D_1 \in \mathbb{R}^{784 \times k} \), \( D_2 \in \mathbb{R}^{784 \times 4900} \), \( D_3 \in \mathbb{R}^{784 \times k} \), \( D_4 \in \mathbb{R}^{784 \times 4900} \) \((k \) is a changing parameter as shown in Table 1). The columns of \( D_0, D_1, D_2, D_3, \) and \( D_4 \) are randomly sampled training images corresponding to digits 0, 1, 2, 3, and 4, respectively. Similarly, the training data corresponding to the second class is \( Tr_2 = [D_5 \ D_6 \ D_7 \ D_8 \ D_9] \), where \( D_5 \in \mathbb{R}^{784 \times 4900} \), \( D_6 \in \mathbb{R}^{784 \times k} \), \( D_7 \in \mathbb{R}^{784 \times 4900} \), \( D_8 \in \mathbb{R}^{784 \times k} \), \( D_9 \in \mathbb{R}^{784 \times 4900} \). The columns of \( D_5, D_6, D_7, D_8, \) and \( D_9 \), are randomly sampled training images corresponding to digits 5, 6, 7, 8, and 9, respectively. Thus, the entire training data is \( Tr = [Tr_1 \ Tr_2] \).

We do not use all the columns of \( Tr \) to train the classifier, rather we sample 1000 columns randomly from each class (2000 in total) and use these sampled columns to train the classifier. The classifier is a two-layer fully connected neural network with 400 neurons in each layer. Table 1 compares the classification
Fig. 3. The number of columns sampled from each data cluster. In the left plot, the sampling algorithms are applied directly to the data. In the middle and right plot, the sampling algorithms are applied to a sketch of the data obtained through random embedding.

| Sampling method / k | 4900 | 2000 | 1000 | 300  |
|---------------------|------|------|------|------|
| SRS                 | 0.9671 | 0.9615 | 0.9587 | 0.9436 |
| RIS                 | 0.9615 | 0.9561 | 0.9443 | 0.8968 |

accuracy for different values of $k$. When $k$ is small, the distribution of the data is unbalanced across classes. As shown the performance gap of RIS relative to SRS increases as $k$ decreases. For instance, when $k = 300$, the classification accuracy achieved based on SRS is substantially higher by about 5 percent.
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