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Abstract—An industrial connector-socket insertion task requires sub-millimeter positioning and compensation of grasp pose of a connector. Thus high accurate estimation of relative pose between socket and connector is a key factor to achieve the task. World models are promising technology for visuo-motor control. They obtain appropriate state representation for control to jointly optimize feature extraction and latent dynamics model. Recent study shows NewtonianVAE, which is a kind of the world models, acquires latent space which is equivalent to mapping from images to physical coordinate. Proportional control can be achieved in the latent space of NewtonianVAE. However, application of NewtonianVAE to high accuracy industrial tasks in physical environments is open problem. Moreover, there is no general frameworks to compensate goal position in the obtained latent space considering the grasp pose. In this work, we apply NewtonianVAE to USB connector insertion with grasp pose variation in the physical environments. We adopt a GelSight type tactile sensor and estimate insertion position compensated by the grasp pose of the connector. Our method trains the latent space in an end-to-end manner, and simple proportional control is available. Therefore, it requires no additional engineering and annotation. Experimental results show that the proposed method, Tactile-Sensitive NewtonianVAE, outperforms naive combination of regression-based grasp pose estimator and coordinate transformation. Moreover, we reveal the original NewtonianVAE does not work in some situation, and demonstrate that domain knowledge induction improves model accuracy. This domain knowledge is easy to be known from specification of robots or measurement.

I. INTRODUCTION

Positioning is one of the fundamental skills in factories, warehouses, retails and so on. It is required in insertion, fitting, pick and place, and other many kinds of industrial operation. Generally, we do not know poses of target objects like holes, sockets, dowel pins and so on. In such cases, we have to localize the target poses from observation, typically images. Recent study shows that robot learning is able to automate those kind of positioning tasks by data driven manner [1]–[4]. The robot learning technology which includes image recognition is promising because hand-designed feature extraction from the images requires high expertise. It is possible to estimate pose of target objects from the images of external and/or end-effector-attached cameras without the feature engineering by using deep learning based image recognition.

Especially, world models are promising technology for such visuo-motor control. In the world models, appropriate state representation for control is obtained because feature extraction and latent dynamics models are jointly optimized. NewtonianVAE [5], which is a kind of the world models, acquires latent space which is equivalent to mapping from images to physical coordinate. The obtained state representation is appropriate for positioning task. In many positioning tasks, however, not only positioning to target objects, but also compensation for grasp pose variation is problem to be solved. NewtonianVAE does not have mechanism to compensate the grasp pose variation.

Precise estimation of the grasp pose is necessary to solve the problem. Nevertheless, it is hard to estimate the grasp pose from the images of the cameras because the grasped objects are occluded by grippers. GelSight [6] type tactile sensors enable to estimate the grasp pose in sub-millimeter accuracy.

In this paper, we map the end-effector-attached cam-
era images into latent space for positioning the grasped objects, especially USB connectors. The latent space is acquired via NewtonianVAE, to have the same axes as and proportional scale to physical coordinate system. To compensate the grasp pose variation, we adopt the GelSight type tactile sensor. The sensor’s raw outputs are directly mapped into insertion position in the latent space, in which the connector is right above a socket. We feedback difference between current and insertion position in the latent space and apply simple proportional control to position the connector just above the socket. The mapping from camera and GelSight image to the latent space is trained in an end-to-end manner.

Our contribution is three-fold.

- We propose a general framework to position the grasped objects to the goal position by visual feedback control via Tactile-Sensitive NewtonianVAE (TS-NVAE). We adopt a GelSight-type tactile sensor to compensate the grasp pose variation in the latent space. TS-NVAE requires no additional feature engineering, annotation nor calibration.
- We demonstrate that the original NewtonianVAE does not work in some situations, and domain knowledge about transition uncertainty and grasp pose variation improves model accuracy. This domain knowledge is easy to be known from specification of robots or measurement.
- We demonstrate that TS-NVAE is applicable for the industrial insertion tasks which requires sub-millimeter positioning accuracy in physical robot control system. TS-NVAE achieves less than 0.5 mm accuracy and outperforms naive combination of regression-based grasp pose estimator and coordinate transformation.

II. RELATED WORK

A. World Models

World model [7] is a generic term used to refer to models that include state inference and transition in partially observable Markov decision process (POMDPs). Joint-optimization of the inference and transition models leads to accurate and sample efficient training. There are roughly three types of control methodology using the trained world models, policy, MPC, and optimal control.

Policy-based method jointly or separately trains policy besides the world models. Lee et. al. [8] has trained the policy by actor-critic method according to theory of control as inference [9]. Hafner et. al. and Okada et. al. [10], [11] have trained the policy from virtually collected transition data in the world models by using overshooting [12] technique. These method require definition of rewards because the policy is optimized to maximize cumulative rewards in an episode. In the connector insertion tasks, it is difficult to measure relative pose between the connectors and sockets, thus dense rewards are generally unavailable. Sparse rewards, however, lead to low sample efficiency. In addition to that, these methods do not work in an offline learning settings due to difference between learned and behavior policy [13]. Rafael et. al. [14] has alleviated this problem to quantify epistemic uncertainty and induce an uncertainty penalty term into the rewards.

Hafner et. al. and Okada et. al. [12], [15] used MPC [16] in obtained latent space and evaluated performance in MuJoCo [17] simulator environments. MPC infers optimal action sequence by predicting future cumulative rewards, given current states. MPC also needs access to rewards, so the same problem as policy-based method occurs. Moreover, MPC does not work with the sparse rewards in many cases because the future prediction in the latent space do not get any rewards for long time horizon tasks. Extending future prediction horizon needs high computational costs and thus leads to low control frequencies.

Sergey et. al. and Manuel et. al. [1], [18], [19] applied optimal control in the latent space. They induced locally linear constraints into the transition models of the world models. They used off-the-shelf stochastic optimal control methodology like iterative Linear Quadratic Regulator (iLQR) to minimize cost function. The cost function needs to follow a fixed formula, e.g. quadratic function for iLQR. For positioning tasks, square of distance to goal is suitable for the quadratic cost function, but generally we do not have access to the distance in the physical environments.

These existing works above needs access to the rewards, especially distance-based dense rewards, that leads to restrict application to real environments. Therefore, goal conditional control method is preferable for the positioning tasks. Yan et. al. [20] used goal conditional MPC and achieved manipulation of deformable objects. They employed similarity function, distance in the latent space between current and goal states, for objectives of MPC. Angelina et. al. [21] adopted inverse dynamics model to infer action from a pair of sequential observations. They applied constraints by contrastive predictive coding [22] or causal InfoGan [23] to map the sequential observations pair into neighborhood in the latent space.

B. Tactile Sensors

Tactile sensors are important devices for the positioning tasks to estimate the in-hand grasp pose precisely. In this section, we introduce the tactile sensors that have sensing surfaces for contact state perception. [24] developed biomimetic tactile sensors that have multi-modal sensor arrays. [25] utilized MEMS microphone to sense contact forces and paved them under the sensing surface. In the existing works above, however, distance between each sensor element is several millimeters. They do not have sufficient accuracy for the sub-millimeter positioning tasks. Optical tactile sensors [6], [26] utilizes cameras to take images of deformation of the sensing surface. Especially, GelSight is able to measure precise contact shape of the grasped objects. Owing to the high resolution sensor images, GelSight achieved sufficient
accuracy of the grasp pose estimation for connector insertion [27]. They used conventional keypoints matching to localize in-sensor contact pose of the connector, assuming it has no rotation out of sensing surface of the tactile sensor. Then they transformed the in-sensor pose into Cartesian coordinate. For accurate coordinate conversion, relative pose between the robot and the tactile sensor is necessary to be known. They measured it with calibration jig. It is a problem when we want to use underactuated gripper, because relative pose between the robot and gripper changes depending on opening width of the gripper’s fingers. Unlike the existing work above, our proposal needs no jig. We do not need to assume that the grasped objects have no rotation out of the sensor surface.

III. PRELIMINARIES

A. Newtonian VAE

NewtonianVAE is one instance of the world models. The highly important feature of NewtonianVAE is that proportional control is possible in the latent space. NewtonianVAE assumes POMDP’s settings where \( I_t \) is observation image, \( x_t \in \mathbb{R}^D \) is latent state and \( u_t \in \mathbb{R}^D \) is action. Note \( x_t \) and \( u_t \) have the same degrees of freedom \( D \) to satisfy a formulation discussed below.

They have modeled the transition with double integrator dynamics, inspired by Newton’s equations of motion:

\[
\frac{dx}{dt} = v
\]

\[
\frac{dv}{dt} = f_A(x_t, v_t, u_t) + B(x_t, v_t) \cdot v + C(x_t, v_t) \cdot u
\]

They trained the world models to maximize the lower bound below:

\[
\mathcal{L} = \mathbb{E}_{q(x_t|u_t)|p(x_{t-1}|x_{t-1}, u_{t-1})} \left[ \mathbb{E}_{p(x_{t+1}|x_t, u_t)} p(I_{t+1}|x_{t+1}) \right] + \text{KL} (q(x_{t+1}|I_{t+1})||p(x_{t+1}|x_t, u_t))
\]

where the transition prior is:

\[
p(x_{t+1}|x_{t-1}, u_{t-1}) = \mathcal{N}(x_{t+1}|x_{t-1} + \Delta t \cdot v_t, \sigma^2)
\]

\[
v_t = v_{t-1} + \Delta t \cdot (Ax_{t-1} + Bv_{t-1} + Cu_{t-1})
\]

with

\[
A = \text{diag}(f_A(x_t, v_t, u_t))
\]

\[
B = \text{diag}(f_B(x_t, v_t, u_t))
\]

\[
C = \text{diag}(f_C(x_t, v_t, u_t))
\]

where \( f_A, f_B, f_C \) is a neural network with linear output activation. \( v_t \) is computed as \( v_t = (x_t - x_{t-1})/\Delta t \). Because transition matrices \( A, B, C \) are diagonal, linear combinations between each latent dimension is eliminated. Therefore, correct coordinate relations between \( u_t, x_t, v_t \) are obtained.

For a physical robot experiment, they set \( A = 0, B = 0, C = 1 \) to improve sample efficiency. They also added an additional regularization term to the latent space, \( \text{KL}(q(x|I)||\mathcal{N}(0, 1)) \).

Proportional control like Mixture Density Network [28] and Dynamic Movement Primitives [29], [30] have been performed in the acquired latent space.

B. GelSight

GelSight is an optical tactile sensor. It comprises of a color camera, RGB colors of LEDs, clear gel whose one side surface is covered with opaque thin coating. The LEDs’ light is emitted to the coating through the gel. The camera captures images of the coating illuminated by the LEDs through the gel. If objects contact the other side of the coating, the gel and coating deform. Thus, the camera captures deformation of contact surface. The obtained images are used for 3D reconstruction [6]. Tian et al. utilize the RGB images directly to control robots [31]. In this paper, we use the RGB images directly like Tian et al. to estimate the insertion pose.

IV. TACTILE-SENSITIVE NEWTONIAN VAE

A. Training Objective

Our work is built upon NewtonianVAE. We jointly train a goal state prediction model from the tactile sensor images besides the NewtonianVAE latent model, given:

- image-action sequences \( D_x = (I_1, u_1), \ldots, (I_T, u_T) \)
- a pair of images \( D_g = (I_1, I_g) \)

where \( I_t \) is a camera image, \( I_g \) is a tactile sensor image and \( I_g \) is a camera image at the insertion position. Our training objective is

\[
\mathcal{L}_x = \mathbb{E}_{q(x_t|I_t)} \mathbb{E}_{p(x_{t+1}|x_t, u_t)} [-p(I_{t+1}|x_{t+1})] + \text{KL} (q(x_{t+1}|I_{t+1})||p(x_{t+1}|x_t, u_t))
\]

\[
\mathcal{L}_g = \mathbb{E}_{q(x_t|I_t)} \mathbb{E}_{p(x_{t+1}|x_t, u_t)} [-p(I_{t+1}|z)] - p(I_{g}|x_t) + \text{KL} (q(x_t|I_g)||p(x_t|I_g))
\]

They employed built-in Cartesian velocity control function of the robot, i.e. \( u_t \) is reference velocity in Cartesian space. We simplify the transition prior of NewtonianVAE as below:

\[
p(x_{t+1}|x_{t-1}, u_{t-1}) = \mathcal{N}(x_{t+1}| x_{t-1} + \Delta t \cdot u_t, \sigma^2)
\]

(6)

Owing to the simplified prior, the latent space has the same axes and scales as the Cartesian coordinate system.

B. Induce domain knowledge

Assuming the latent and Cartesian space have the same axes and scales, we can easily induce domain knowledge into the latent distribution. First, \( \sigma_x \) in the prior represents transition uncertainty of the robots. We set \( \sigma_x = 0.0001 \), that is nominal repeated positioning accuracy of the UR5e (0.1 mm). Moreover, we further add additional KL terms to the training objective.

\[
\mathbb{E}_{q(x_t|I_t)} \mathbb{E}_{p(x_{t+1}|x_t, u_t)} [-p(I_{t+1}|z)] + \text{KL} (q(x_t|I_g)||\mathcal{N}(0, \sigma^2_g))
\]

\[
\text{KL} (p(x_t|I_g)||\mathcal{N}(0, \sigma^2_g))
\]

(7)

\( \sigma_g \) represents variation of insertion position. In the context of our problem settings, it is equivalent to the
grasp pose variation. In our experiments described below \( \sigma_g \) is set to 0.0015 because the grasp pose variation is \( \pm 2\sigma_g = 0.003 \) mm.

V. Experiment

A. Hardware Configuration

Fig. 1 shows our experimental setup. A robot arm is a 6-DoF Universal Robots UR5e robot. An end-effector is a ROBOTIS RH-P12-RN(A) underactuated two-finger gripper. An Intel RealSense camera has been attached to a tool mount of the UR5e. In our experiment, depth images are not used. We have attached a GelSight-type tactile sensor to one finger of the gripper. A target USB socket has been attached to a table. The sockets have seven holes. We have used only center one of them. We have used only the camera and tactile images for control, so the controller does not have access to Cartesian nor joint pose of the robot arm. We have used the built-in Cartesian velocity control in X and Y axes in the UR5e.

B. Data collection

Fig. 2 shows a graphical model and our data collection process. The robot pulls out the USB connector from the socket, and observe the first camera image \( I_0 \) and tactile image \( I_2 \). In this time, the robot should be at insertion position corresponding to the grasp pose variation that is able to be observed by \( I_z \) and represented by \( z \). Thus, \( I_0 \) is treated as \( I_z \) during training. Then the robot randomly walks above the socket and collect transition data tuple \((I_2, u_t)\). The random action was sampled uniformly from -0.01 to 0.01 m/s. This data collection process provides assurance that the insertion position \( x_g \) exists in episodes, that leads to train positional relationship between the insertion position \( x_g \) and other position \( x_t \) via the transition prior Eq. (6). We collected 30 trajectories for experiments. One episode has 10 seconds length, and control frequency is 2 Hz, i.e. one episode has 20 transitions. So we totally collected only 300 seconds, 600 transitions for training.

C. Training

We have used 224 \( \times \) 224 and 64 \( \times \) 64 RGB images as inputs of camera and tactile encoders, respectively. ResNet [32] with 18 layers has been employed for a camera image encoder. The camera encoder is pre-trained on ImageNet [33]. The output of the last layer of the encoder is then fed into fully connected layer to infer the posterior. We have used simple CNN for a tactile image encoder. Since the tactile images have large domain shift from ImageNet or other large-scale open datasets, we did not use pre-trained model for the tactile encoder. We have adopted fully connected networks with 2 hidden layers with 16 units and LeakyReLU activation to infer \( x_z, z \) from encoded features. Insertion position estimator \( p(x_g | z) \) is also fully connected neural network that has the same structure as the inference model of \( x_t \) and \( z \). All posterior and prior have been modeled as Gaussian distribution. We have inputted 8 full sequences for one-step backpropagation, and executed totally 100k steps of training (About 50k epochs). All models were trained using Adam [34] with a learning rate of \( 3 \times 10^{-4} \).

D. Experiment 1. Visualization

After training, we have visualized acquired latent space. We compare our proposal to some instances of NewtonianVAE (Fig. 3). We also perform ablation study. Validation dataset for this experiment contains 70 new episodes collected with the same procedure as the training data. For NewtonianVAE baselines, action is acceleration. We added the action to current velocity to make reference velocity to control the UR5e robot arm by velocity control. Upper row of Fig. 3 shows latent maps. Variation of marker color hue and saturation represents \( X, Y \) position of the Cartesian coordinate, respectively. Blue star represents estimated insertion positions from the tactile images. Second and third row show correlation between the \( X, Y \) position and corresponding latent state, respectively. The latent state of our proposed method, TS-NVAE, shows high correlation to physical coordinate system. Insertion position estimation is accurate. NVAE is naive NewtonianVAE whose transition matrices are \( A = 0, B = 0, C = 1 \). In NVAE/trainABC, the transition matrices are trainable. In NVAE+tactile, a training objective includes \( L_z \) in Eq. [5] For three NewtonianVAE baselines,
the correlation between physical and latent position is low. Because the domain knowledge about transition uncertainty is not used, $\sigma_x$ is set to 1.0 that is too large value for this system. In NVAE+tactile, insertion position estimation from the tactile images fails because latent space does not reflect transition model of NewtonianVAE. TS-NVAE/$\sigma_x=1$ and TS-NVAE/NoAdditionalKL are ablation study. In TS-NVAE/$\sigma_x=1$, we do not use domain knowledge about transition uncertainty and set $\sigma_x=1.0$. This value is dissociated from true transition uncertainty, thus correlation to physical coordinate is low. In TS-NVAE/NoAdditionalKL, we do not use additional KL term in Eq. 7 for training. Without the additional KL term, insertion position is not mapped correctly into the latent space. Correlation is high except for the insertion position.

### Table I

**Performance for Connector Insertion Task**

| Method                        | Success Rate | Accuracy [mm] |
|-------------------------------|--------------|---------------|
| TS-NVAE (ours)                | 40/40        | 0.29 ± 0.14   |
| NVAE                          | 0/10         | 82.75 ± 41.54 |
| NVAE/trainABC                 | 0/10         | 103.94 ± 8.52 |
| NVAE+tactile                  | 0/10         | 123.38 ± 43.32|
| TS-NVAE/NoAdditionalKL        | 0/10         | 126.07 ± 13.00|
| TS-NVAE/$\sigma_x=1$          | 0/10         | 125.24 ± 14.40|
| Regression                    | 36/40        | No data       |

### E. Experiment 2. Positioning performance

We have evaluated positioning accuracy by using simple proportional control in the latent space. Velocity reference is $u_t$ calculated $u_t = \alpha(x_g - x_i)$. $\alpha$ is set to 0.1, and control frequency is 20 Hz. Table 1 shows success rate of the connector insertion and mean/standard of positioning. Our method achieved higher success rate and positioning accuracy than other method.

### VI. Conclusion

We have proposed a general framework to position the grasped connector to the insertion position by visual feedback control considering the grasp pose variation without any additional feature engineering, annotation or calibration. Domain knowledge about transition uncertainty and grasp pose variation has been induced as fixed standard deviation of Gaussian distribution. This domain knowledge is easy to be known from specification of robots or measurement. Model accuracy has been improved by the domain knowledge induction. Our proposed framework achieves higher performance compared to the naive combination of regression-based grasp pose estimator and coordinate transformation in the connector-insertion task in the physical environment.

### VII. Future Work

We can extend our method to full-pose proportional control. In general, the conventional localization technique like template matching can not estimate angles
accurately. Therefore, data driven method is more important in the full-pose control. Adaptation to contact-rich environments is also interesting direction. To feedback contact force measure by the tactile sensors, force-sensitive latent dynamics and proportional control can be achieved. The current control system is disrupted if the target objects are framing out, or occluded by other objects. Introducing recurrent architecture to use observation history is able to be a valid measure against the problem.
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