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ABSTRACT

A large population around the world suffers from voice complications. Various approaches for subjective and objective evaluations have been suggested in the literature. The subjective approach strongly depends on the experience and area of expertise of a clinician, and human error cannot be neglected. On the other hand, the objective/automatic approach is non-invasive. Automatic developed systems can provide complementary information that may be helpful for a clinician in the early screening of a voice disorder. At the same time, automatic systems can be deployed in remote areas where a general practitioner can use them and may refer the patient to a specialist in order to avoid complications that may be life threatening. Many automatic systems for disorder detection have been developed by applying different types of conventional speech features such as the Linear Prediction Coefficients (LPC), Linear Prediction Cepstral Coefficients (LPCC), and Mel-frequency Cepstral Coefficients (MFCC). This study aims to ascertain whether conventional speech features detect voice pathology reliably, and whether they can be correlated with voice quality. To investigate this, an automatic detection system based on MFCC was developed and three different voice disorder databases used in this study. The experimental results suggest that the accuracy of the MFCC-based system varies from database to database. The detection rate for the intra-database ranges from 72% to 95%, and that for the inter-database is from 47% to 82%. The results conclude that conventional speech features are not correlated with voice, and hence are not reliable in pathology detection.
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1 INTRODUCTION

A well-known speech features extraction algorithm, the Mel-frequency Cepstral Coefficients (MFCC) [1], is implemented in this study to develop an automatic voice disorder detection system. In the developed
system, MFCC features are extracted from normal and pathological subjects to differentiate between them. The aim of the study is to determine whether the implemented conventional speech features are capable of detecting voice disorders reliably. Moreover, it explores whether these features can be correlated with voice quality. To answer the underlying questions, the speech features are extracted from three different voice disorder databases: the Massachusetts Eye and Ear Infirmary (MEEI) database [2] (English database), the Saarbrucken Voice Database (SVD) [3] (German database), and the Arabic Voice Pathology Database (AVPD). During the investigation of the features, two approaches are used. In the first approach, the developed system is trained and tested with the same database, and this is referred to as an intra-database approach. In the second approach, the system is trained and tested with different databases, and this is referred to as an inter-database approach.

Around one-third of the global population suffers from voice-related problems [4, 5], and approximately 7.5 million of these affected people are in the USA [6]. Voice disorders may be the result of various pathologies such as benign lesions (growth of abnormal tissues on the vocal folds) [7], paralysis (one of the main reasons is injury to the recurrent laryngeal nerve) [8], or sulcus vocalis (scarring or mucosal cover of the vocal folds) [9-11]. Benign lesions are further classified as vocal fold nodules [12], cysts [9], and polyps [13]. Due to voice disorders, vocal folds exhibit irregular vibrations and make the voice sound strained, hard, weak, whispering, or breathier [14], ultimately affecting the personal and professional life of a person. The most common reasons for the occurrence of voice disorders are excessive talking, poor dehydration, alcohol consumption, and smoking [15, 16].

Voice disorders can be diagnosed by subjective and objective evaluations. The former is the most common method of diagnosis in medical clinics [17-19]. Perceptual evaluation and visual investigation of the vocal folds are used by medical doctors during a subjective evaluation. Three scales are practiced for perceptual evaluation in clinics: Grade, Breathiness, Roughness, Asthenia, and Strain (GBRAS) [17], Roughness, Breathiness, and Hoarseness (RBH) [20], and Consensus Auditory-Perceptual Evaluation of Voice (CAPE-V). However, there are some limitations to the scales, including the size of the assessment panel [21], human error, attention, memory lapses of raters [21, 22], professional background of raters [23], and disagreement of judgement between slight and moderate types of voice disorders [21, 22, 24]. In addition, video laryngostroboscopy (VLSC) [25] is used for the visual inspection of vocal folds to diagnose a voice disorder, and the results require a subjective interpretation. Different rating scales are thus introduced [26, 27] to avoid this, but no standard approach is available at present for the interpretation of VLSC results [28, 29]. Subjective evaluation is invasive and strongly depends on the experience and area of expertise of a clinician, and thus runs the risk of human error.

Therefore, many automatic voice detection systems have been developed by researchers for the objective evaluation of vocal fold disorders [30-33]. Automatic disorder detection systems can be used by general practitioners for early screening, and in the case of a voice problem, they can refer the patient to a specialist. The early detection of voice disorders can avoid severe complications such as keratosis [34], which is a pre-cancerous pathology that can be life threatening. Automatic detection systems are non-invasive in nature and easy to use, and they can be deployed in remote areas where specialized clinics are not available. Due to advances in computer technology, constraints such as computational power and storage no longer exist during the development and implementation of the various algorithms. Many complex algorithms have been implemented in the development of healthcare-related medical applications.
The detection of vocal fold disorders is one such application and this has been developed with various types of extraction algorithms. Some features are developed to determine the quality of voice (e.g., shimmer [35] and jitter [36]), whereas others are taken from speech processing to develop automatic systems.

The rest of the paper is organized as follows. Section 2 presents related works on automatic detection systems developed with different speech features. Section 3 describes voice disorder databases and the system developed for the investigation of the speech features. Section 4 provides the experimental results for the intra- and inter-database experiments. Section 5 provides the discussion, and Section 6 concludes the study.

2 RELATED WORKS

Generally, speech features are divided into two categories: the human hearing system and the human speech production system. The MFCC belongs to the first type of speech feature, and simulates the human auditory system where the inner part of the human ear plays a very important role in separating the frequencies. Higher frequencies are localized at the basal turn and lower frequencies towards the apex of the cochlea. Each point on the basilar membrane is a band pass filter, and these are referred to as critical bands. The phenomenon is incorporated into the MFCC by applying Mel-scaled band pass filters. By contrast, linear prediction coefficients (LPC) [1] fall under the second category of speech features. Voice disorders disturb the vocal folds, causing irregular vibrations in the folds due to voice box malfunctioning. Voice pathologies also affect the shape of the vocal folds and produce abnormalities in spectral characteristics. Human vocal tract characteristics can be modelled by using LPC features with the help of the all-pole model. LPC represents the vocal tract resonance characteristics in the acoustic spectrum and highlights the formant structure of a speaker [1, 37]. A number of automatic pathology detection systems have been developed by using both types of features.

LPC and LPC-based cepstral coefficients (LPCC) [38] have been used in many studies [39-42] to develop a voice pathology assessment system. The correct acceptance rate of 73% with LPC and 73% with LPCC was obtained in [39], when edema was detected from normal samples and other pathologies such as cysts, nodules, paralysis, and polyps. The efficiencies for LPC and LPCC were 85% and 80%, respectively. To conduct this study, 120 subjects were considered, including 67 patients and 53 normal persons from the MEEI database, and experiments were performed by using the sustained vowel /ah/. MFCC were also calculated to make a comparison with LPC and LPCC and this achieved an efficiency of 52%, very low compared with LPC and LPCC. The high false acceptance rate of 74% showed that MFCC was unable to detect edema from other pathologies as well as other features. However, when all normal persons were grouped in one class and all pathologies were combined in a second class, the results of MFCC were much better than those of the other features, which shows that MFCC can perform well in the detection of disorders but is not as good at discriminating between types of disorders. In addition, MFCC was used for the development of many pathology detection systems [40, 43-48] and performed better than LPC in pathology detection.

In [40], MFCC and LPC fed a support vector machine (SVM) and k-nearest neighbours (KNN) for the classification of three classes: healthy, diffuse, and nodular. The database used for the study contained sustained vowels only and was recorded at the Department of Medicine, Lithuania. The classification rate
obtained for MFCC was 73.08% and that for LPC was 67.31%. In [46], multi-dimensional voice program (MDVP) [49] features and MFCC extracted from all voice samples of the sustained vowel sound /a/ of the MEEI database were used to build a voice disorder detection system. Many experiments were performed by providing extracted features to different modelling techniques. The highest accuracy for MDVP features with the sustained vowel by using the Gaussian mixture model (GMM)-based system was 97.67%. The extracted MFCC with pitch and without was fed to the hidden Markov model (HMM) for disorder detection, and the highest achieved accuracy was 97.75% with MFCC alone. In [45], a database at the ENT department of the Busan National University Hospital, South Korea, was built for pathology assessment. It contained the sustained vowel sound /a/ recorded by disorder patients and normal persons. The extracted MFCC was used with SVM, artificial neural networks, GMM, and HMM for disorder detection. The recorded disorders were nodule, polyp, edema, cyst, glottis cancer, and laryngitis. The highest detection rate (95.2%) was achieved with GMM. In [44], MFCC was extracted with a temporal derivative and showed good results as a pathology detection system. MFCC with a different number of temporal derivatives provided an accuracy of 95%.

[47], an extension of [46], classified five types of disorders carried out using MFCC and fundamental frequency with sustained vowels. All speech samples of ventricular compression, gastric reflux, hyper function, paralysis, and A-P squeezing were considered to develop the disorder. The maximum accuracy was obtained with paralysis, and the minimum was achieved with hyper function. An average classification rate of approximately 70% was attained for the five disorders. Accuracy decreased when MFCC was used in a multi-class problem, and the results support the fact that MFCC is good for detection systems and performs better than other speech features. Therefore, in this study, we develop an MFCC-based detection system and use it for the inter- and intra-database experiments.

3 METHOD

Three different voice disorder databases were used in the experiments to investigate the role of conventional speech features for pathology detection. The MEEI database was recorded at the Massachusetts Eye and Ear Infirmary Lab and openly commercialized by Kay Elemetrics. The database [2] contains samples of the sustained vowel /ah/ recorded by normal and voice-disordered subjects. The SVD [3] was recorded by the Institute of Phonetics of Saarland University, and it is freely available. This also contains the sustained vowel /ah/ recorded by normal and pathological subjects. The AVPD was recorded by our group at King Abdul Aziz University Hospital, Riyadh. Like other databases, it also contains the sustained vowel sound /ah/. All three databases have samples from disordered subjects suffering from different kinds of voice pathologies. In this study, only common voice disorders are considered. Five voice disorders are common among the AVPD and MEEI: cysts, sulcus, polyps, nodules, and paralysis. However, only three of these disorders are also common to the SVD: polyps, cysts, and paralysis. The distribution of the samples for the MEEI, SVD, and AVPD is provided in Table 1.

The total number of normal subjects in the MEEI is 53, which makes the overall sample equal to 166. In the SVD and AVPD, normal subjects are considered in such a way that the overall number of samples remains close to each other.
Table 1: Distribution of samples for the MEEI, AVPD, and SVD

| Subjects   | Type  | Distribution of samples |
|------------|-------|-------------------------|
|            |       | MEEI | AVPD | SVD  |
| Disordered | Cysts | 7    | 9    | 6    |
|            | Sulcus| 3    | 20   | --   |
|            | Polyps| 20   | 19   | 45   |
|            | Nodules| 19  | 10   | --   |
|            | Paralysis| 67  | 20   | 50   |
| Total disordered samples: |       | 113* | 78   | 101  |
| Normal     |       | 53    | 87   | 60   |
| Overall samples: |       | 166   | 165  | 161  |

*Two files are common in cysts and nodules and one file is common in polyps and nodules. Therefore, the total files are 113 instead of 116.

To observe the role of conventional features in disorder detection, the setup for the experiments needs to be the same. This is the reason that the same type of text is used for feature extraction in this study, and the only common text in all databases is the sustained vowel /ah/. The setup for the intra- and inter-database experiments for disorder detection and the MFCC-based developed systems are described in the next section.

Figure 1: Inter- and intra-database approaches for pathology detection

The complete setup for automatic pathology detection with the three databases, the MEEI, SVD, and AVPD, is presented in Figure 1. For the inter-database experiment, the solid line connected to the MEEI
indicates that the testing database is the MEEI, and the dotted lines connected to the SVD and AVPD show that they are the testing databases.

To perform the intra- and inter-database experiments for pathology detection, an automatic detection system based on well-known conventional speech features, MFCC, was developed. The MFCC-based pathology detection system (MPDS) has two main components: feature extraction and pattern matching techniques. The features are extracted by applying the MFCC algorithm and pattern matching is done by the GMM [50]. The MPDS has two important phases: training and testing. In the training phase, the MPDS extracts MFCC speech features from normal and disordered subjects by following the computational steps mentioned in [51], and generates an acoustic model for each subject. Once models are generated, the MFCC of an unknown speech sample is compared with the generated models in the testing phase. The likelihood of each model is then computed with the unknown testing sample. The model that has the maximum likelihood is the unknown testing sample. The block diagram of the MPDS is depicted in Figure 2.

Figure 2: Block diagram of the MPDS

GMM is a state-of-the-art modelling technique that copes with the space of the features, rather than the time sequence of their appearance. In this study, to determine the optimized parameters of GMM, mean, covariance matrix, and prior probability, the Expectation-Maximization (EM) algorithm [52] is implemented. Meanwhile, these parameters are initialized by using the k-means algorithm [53].

4 EXPERIMENTAL SETUP AND RESULTS

All samples of the MEEI, AVPD, and SVD used in this study are down-sampled to 16 kHz. To make the system robust against the training set, all results for disorder detection are obtained by using the five-fold approach, in which the database is divided into five distinct subsets. Each time one of the subsets is used for testing, the remaining four are used to train the system. The performance of the MPDS is provided by measuring sensitivity (SEN), specificity (SPE), and accuracy [54]. During feature extraction, 12 MFCCs are extracted. In addition, the first and second derivatives of the 12 MFCC features, referred to as the delta and delta-delta coefficients, respectively, are computed by using the relation given in Equation (1):
\[
\Delta_t = \frac{\sum_{i=1}^{B} i(c_{i+1,m} - c_{i-1,m})}{2\sum_{i=1}^{B} i^2}
\]

where \(\Delta_t\) corresponds to a velocity component in the \(t^{th}\) frame, \(c_{i,m}\) stands for the \(m^{th}\) MFCC in the \(t^{th}\) frame, and \(B\) is the length of the regression window. In all experiments, 12, 24, and 36 MFCCs are used. Twenty-four MFCC features contain 12 static and 12 delta coefficients, while 36 MFCC features contain 12 static, 12 delta, and 12 delta-delta coefficients. To generate the acoustic model for normal and disordered subjects, 4, 8, 16, 32, and 64 Gaussian mixtures are used.

4.1 Intra-Database Pathology Detection Results

In this section, different experiments are performed for all three databases using the intra-database approach. The training and testing of the MPDS are performed by using the samples of the same databases. MEEI-MEEI denotes that the training and testing samples are taken from the MEEI database. Similarly, AVPD-AVPD and SVD-SVD indicate that the training and testing samples are taken from the AVPD and SVD, respectively. All experiments are performed with 12, 24, and 36 MFCC features. However, only the best results of each database are presented in Table 2. The best obtained results for the MEEI are achieved with 36 MFCCs. Similarly, the highest detection rates for the AVPD and SVD are obtained with 36 MFCCs and 12 MFCCs, respectively.

Table 2: Intra-database pathology detection results

| Experiments  | Features | GMM | Specificity | Sensitivity | Accuracy |
|--------------|----------|-----|-------------|-------------|----------|
| MEEI-MEEI    | 36 MFCC  | 4   | 94.55       | 94.70       | **94.60** |
|              |          | 8   | 86.91       | 95.53       | 92.76    |
|              |          | 16  | 83.45       | 95.61       | 91.57    |
|              |          | 32  | 60.73       | 99.13       | 86.76    |
|              |          | 48  | 50.91       | 99.13       | 83.78    |
|              |          | 64  | 58.91       | 98.22       | 85.58    |
| AVPD-AVPD    | 36 MFCC  | 4   | 75.88       | 73.33       | 74.59    |
|              |          | 8   | 83.92       | 73.25       | 78.80    |
|              |          | 16  | 81.70       | 67.92       | 75.03    |
|              |          | 32  | 83.86       | 75.83       | 80.03    |
|              |          | 48  | 88.50       | 78.42       | **83.65** |
|              |          | 64  | 89.74       | 73.17       | 81.79    |
| SVD-SVD      | 12 MFCC  | 4   | 73.33       | 71.09       | 72.13    |
|              |          | 8   | 76.67       | 84.73       | **80.20** |
|              |          | 16  | 76.67       | 81.27       | 78.50    |
|              |          | 32  | 76.67       | 80.73       | 78.38    |
|              |          | 48  | 70.00       | 80.91       | 74.82    |
|              |          | 64  | 70.00       | 79.27       | 73.91    |

Bold value represents the highest obtained accuracy.
The best accuracy for the MEEI database is 94.60% and the corresponding SPE and SEN are 94.55% and 94.70%, respectively. Accuracy is also good, which shows that the MFCC features perform well in the detection of both types of subjects. For the AVPD, the best obtained accuracy is 83.65%. The corresponding SEN of 78.42% shows that the MPDS detects 78% of pathological subjects correctly, while the SPE of 88.50% suggests that the system recognizes 88% of normal subjects accurately. In the case of the SVD, the maximum obtained accuracy is 80.20%, whereas the SPE and SEN are 76.67% and 84.73%, respectively. The performance of the MFCC features for the AVPD and SVD is not as good as that for the MEEI database.

4.2 Inter-Database Pathology Detection Results

In this section, the inter-database experiments for pathology detection are performed and the results are provided in Table 3. In the inter-database experiments, the MPDS is trained and tested with the samples of different databases. For instance, AVPD-MEEI means that the training database is the AVPD, while the testing database is the MEEI.

Table 3: Inter-database pathology detection results

| Testing Database | GMM | Specificity | Sensitivity | Accuracy | Specificity | Sensitivity | Accuracy |
|------------------|-----|-------------|-------------|----------|-------------|-------------|----------|
|                  |     |             |             | Training Database |             |             | Training Database |
|                  |     |             |             | AVPD      |             |             | SVD       |
| MEEI             |     |             |             |           |             |             |           |
| 4                | 24.36 | 75.22       | 59.02       | 79.64 | 77.04 | 77.72 |
| 8                | 74.36 | 71.74       | 72.34       | 85.27 | 80.55 | **81.96** |
| 16               | 77.45 | 74.35       | **75.31**  | 85.09 | 76.01 | 78.89 |
| 32               | 69.82 | 77.91       | 75.31       | 85.45 | 74.31 | 77.70 |
| 48               | 88.55 | 69.01       | 75.31       | 83.64 | 71.78 | 75.33 |
| 64               | 86.91 | 69.21       | 74.69       | 80.00 | 79.72 | 79.50 |
| AVPD             |     |             |             |           |             |             |           |
| 4                | 0.00  | 100.00      | 47.27       | 27.32 | 87.42 | 55.65 |
| 8                | 1.11  | 100.00      | 47.86       | 22.68 | 89.58 | 54.38 |
| 16               | 0.00  | 100.00      | 47.27       | 28.24 | 86.08 | 55.67 |
| 32               | 0.00  | 100.00      | 47.27       | 44.58 | 82.17 | 62.26 |
| 48               | 0.00  | 100.00      | 47.27       | 57.25 | 82.08 | **69.06** |
| 64               | 1.18  | 100.00      | **47.90**   | 44.71 | 80.92 | 61.77 |
| SVD              |     |             |             |           |             |             |           |
| 4                | 36.67 | 96.18       | 63.91       | 33.33 | 88.18 | 58.66 |
| 8                | 48.33 | 98.00       | **71.07**   | 65.00 | 82.18 | 72.92 |
| 16               | 31.67 | 98.18       | 62.13       | 71.67 | 74.55 | 72.96 |
| 32               | 26.67 | 94.36       | 57.71       | 73.33 | 74.00 | 73.75 |
| 48               | 16.67 | 100.00      | 54.98       | 78.33 | 74.18 | **76.52** |
| 64               | 26.67 | 100.00      | 60.43       | 71.67 | 70.55 | 71.15 |

Bold values represent the highest obtained accuracy.
Table 3 shows that MFCC does not provide robust results for inter-database pathology detection. The best accuracy for AVPD-MEII is 75.31%, whilst for MEII-AVPD it is 47.90%, which is very low. The corresponding SPE of the accuracy 47.90% is almost zero (1.18%), which suggests that MFCC is unable to detect normal subjects. Therefore, the false acceptance rate is very high because MFCC detected all samples as disordered subjects.

Furthermore, the best accuracy for SVD-MEII is 81.96% with SPE and SEN equal to 85.27% and 80.55%, respectively. On the other hand, MEII-SVD obtains an accuracy of 71.07% but SPE is 48.33%. This indicates that MFCC again fails to detect normal subjects reliably and the false acceptance rate is very high.

All experiments for cross-database pathology detection are performed using 12, 24, and 36 MFCC features. In Table 3, only the results with maximum accuracy are reported. For SVD-AVPD, the maximum accuracy is obtained with 24 MFCCs, while for all the other combinations of the databases the highest accuracy is achieved with 36 MFCCs. The accuracy of the databases with the number of MFCCs is depicted in Figure 3.

![Figure 3. The best obtained accuracy for the inter-database experiments with the number of MFCCs](image)

5  **DISCUSSION**

To investigate whether speech features can be used to detect voice pathology reliably, intra- and inter-database approaches used the MPDS. The trend of accuracy in the intra-database approach for the MEII, AVPD, and SVD with 4, 8, 16, 32, 48, and 64 Gaussian mixtures is depicted in Figure 4, which shows that the best accuracy for each database is achieved with a different number of Gaussian mixtures. The best accuracy for the MEII is obtained with four mixtures, while the maximum accuracy for the AVPD and SVD is obtained with 48 and 8 mixtures, respectively. It can also be observed that the accuracy of the MEII
and AVPD is the same (approx. 83%), with 48 Gaussian mixtures, but SPE and SEN are different as mentioned in Table 2.

![Figure 4. Trend of accuracy for the MEEI, AVPD, and SVD](image)

Moreover, the MEEI and AVPD have almost the same number of samples, 166 and 165, respectively, and their types of pathology are also same, including cysts, sulcus, polyps, nodules, and paralysis. Nevertheless, both databases obtain significantly different best accuracies, with 94.60% for the MEEI and 83.65% for the AVPD. A possible reason for this might be MFCC, because these features simulate the human auditory system [55] and act as an clinician, who can discriminate between normal and disordered subjects by hearing. At the same time, a clinician might be confused during the evaluation of normal and mildly disordered voices. Therefore, it can be inferred that MFCC works like a human ear and cannot be correlated with the quality of the voice. This explains the varied accuracies of the different databases, which range from 80% to 95%.

The dimensions of the calculated speech features are 12, 24, and 36, and their interpretation is not possible by human minds. Therefore, to differentiate between normal and disordered subjects, log-likelihood values are computed by using GMM and these are used as a discriminative power to determine the class of a test utterance. During the training phase of the MPDS, a model of a normal subject represented by $\lambda_n$ is generated. Similarly, a model of a disordered subject is also generated and represented by $\lambda_p$. Once the models are generated during the training phases, the next step is the evaluation of the test samples to determine whether they are normal or disordered. The evaluation is carried out by computing the log-likelihood of the test utterance $X$. The log-likelihood of $X$ with the model of normal subjects is given by $\log p(X | \lambda_n)$ and the likelihood for disordered subjects is given by $\log p(X | \lambda_p)$. If $X$ has maximum likelihood with the normal model, then $X$ is the utterance of a normal person. On the other hand, if the likelihood is higher for a disordered model, then $X$ is a disordered subject. The probability distribution functions (pdf) for the log-likelihood values are presented in Figures 5(a), 5(b), and 5(c) for the MEEI, SVD, and AVPD, respectively.
Figure 5 shows that the distributions of the log-likelihood values differ, whereas the same recording material of the sustained vowel /ah/ is used for all databases to train and test the MPDS. For a normal subject, the mean and standard deviation (STD) for the MEEI are (4.06, 0.56), for the SVD are (4.02, 0.61) and for the AVPD are (3.83, 0.56), where the first value stands for the mean and the second for the STD. The mean and STD for pathological subjects are (1.72, 0.50), (2.31, 0.60), and (2.37, 0.71) for the MEEI, SVD, and AVPD, respectively. The different means, STD values, and accuracies of the databases suggest that a common threshold to make the decision for the presence of a disorder cannot be determined. Moreover, for the cross-database results, the accuracy of the system for the MEEI, AVPD, and SVD varies from 47.90% to 81.96%, which leads to the unreliability of the speech features in pathology detection.

![Figure 5: Distribution of the log-likelihood values for all databases: (a) MEEI, (b) SVD, and (c) AVPD](image-url)
CONCLUSION

As an automatic pathology detection system, the MPDS is based on well-known speech features MFCC and is implemented to inspect the role of conventional speech features in pathology detection. Three different databases of three different languages (MEEI (English), AVPD (Arabic), and SVD (German)) were used in this investigation. The intra-database results showed that the results vary from database to database even though they have the same numbers and types of speech samples. The results suggested that the speech features only simulate the human auditory system and cannot be correlated with voice quality. In addition, the detection results for the inter-database ranged from 47% to 82%, very different from those obtained for the intra-database (72% to 95%), which strengthens the fact that conventional speech features are not reliable for voice disorder detection. Furthermore, these features should be used carefully for pathology detection, especially when subjects are recorded in different recording environments.
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