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**Abstract**— Tube-based model predictive control (MPC) methods leverage tubes to bound deviations from a nominal trajectory due to uncertainties in order to ensure constraint satisfaction. This paper presents a novel tube-based MPC formulation based on system level disturbance reachable sets (SL-DRS), which leverage the affine system level parameterization (SLP). We show that imposing a finite impulse response (FIR) constraint on the affine SLP guarantees containment of all future deviations in a finite sequence of SL-DRS. This allows us to formulate a system level tube-MPC (SLTMPC) method using the SL-DRS as tubes, which enables concurrent optimization of the nominal trajectory and the tubes, while using a positively invariant terminal set. Finally, we show that the SL-DRS tubes can also be computed offline.
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**I. INTRODUCTION**

Tube-based model predictive control (MPC) methods have become the principal control techniques for robust control of constrained linear systems with bounded additive disturbances and bounded parametric model uncertainties. The main concept is to separate the system behavior into nominal and error dynamics, which describe the desired nominal system behavior neglecting the uncertainties and the deviations from this nominal behavior due to the uncertainties, respectively. Constraint satisfaction in spite of the present uncertainties is achieved by tightening the constraints using a worst case bound on the error trajectories, also referred to as tubes. The earliest proposed tube parameterizations use a constant offline-computed tube controller and define tubes with constant cross-sections [1], [2] or growing cross-sections [3], [4]. These parameterizations were then extended to homothetic and elastic tubes [5], [6], whose cross-sections have a fixed shape but can be dilated and translated. The most general tube parameterization is introduced in [7], which uses tubes that are parameterized by the convex hulls of the predicted state and input trajectories. Another class of parameterizations implicitly parameterize the tubes through the optimization of feedback gains, which are either defined as affine in the predicted states [8] or as affine in the past disturbances [9], [10].

In this paper, we derive a novel tube parameterization based on the affine system level parameterization (SLP) [10], which is an extended version of the SLP that was introduced as part of the system level synthesis framework [11]. The affine SLP offers the advantage that it enables optimization over closed-loop trajectories instead of controller gains. We use this to parameterize a sequence of tubes in terms of the closed-loop error trajectories, enabling concurrent optimization of the nominal trajectory and the error trajectories and therefore the tubes. Subsequently, we use these SLP-based tubes to formulate a tube-based MPC formulation. The first SLP-based MPC formulations for additive disturbances and parametric model uncertainties were introduced in [11] and [12], respectively. A more conservative variant of the latter approach was already introduced for the constrained linear quadratic regulator (LQR) in [13]. Due to the separable structure of the SLP, SLP-based MPC formulations have been mainly proposed for distributed systems [14]–[17]. More recently, a direct correspondence between tube-based MPC and SLP-based MPC formulations was established in [10].

**Contributions:** We consider linear time-invariant dynamical systems with additive uncertainties. For this class of systems, we propose a variant of disturbance reachable sets (DRS) derived from the affine SLP, which we call system level DRS (SL-DRS). Subsequently, we show that imposing a finite impulse response (FIR) constraint on the system responses defining the SL-DRS, results in the containment of all possible infinite horizon error trajectories in a finite sequence of SL-DRS, which allows us to formulate a tube-based MPC method using the SL-DRS as tubes. The proposed method enables concurrent optimization of the nominal trajectory and the tubes, while using a positively invariant terminal set. Finally, we show that these tubes can also be computed offline.

**Related Work:** In the context of min-max MPC, [18] introduced the idea of defining invariant sets through linear FIR systems, i.e., systems which converge to the origin in a finite number of time steps. This is achieved by computing a constant feedback controller which renders the closed-loop system FIR. In contrast, the proposed SL-DRS use an implicitly defined set of controllers instead of a single one and explicitly enforce a specific FIR horizon instead of only requiring a finite one. A tube-based MPC method parameterizing the tubes as a linear combination of multiple precomputed tubes was introduced in [19]. Instead of fixing the tubes a priori, the proposed SL-DRS directly use optimized controller gains and guarantee that all infinite horizon error trajectories lie in a finite sequence of SL-DRS. This work is closest related to [10], which introduced the system level tube-MPC (SLTMPC) method that forms the...
basis of the tube-based MPC method presented in this paper. However, the SLT-MPC method makes no use of an explicit tube formulation and requires a robust positively invariant terminal set, while the presented method uses the SL-DRS and only requires a positively invariant terminal set.

The remainder of the paper is organized as follows: Section II introduces the notation, basic definitions, and the concepts of tube-based MPC and the affine SLP. We propose the FIR-constrained SL-DRS in Section III, before formulating two tube-based MPC methods using the SL-DRS as tubes in Section IV. Finally, Section V presents numerical experiments and Section VI concludes the paper.

II. PRELIMINARIES

A. Notation and Basic Definitions

In this paper, we denote vectors with lower case letters, e.g., \(a\), and matrices with upper case letters, e.g., \(A\). With bold letters we indicate stacked column vectors, e.g., \(a\), and block matrices, e.g., \(A\), whose elements we index with superscripts, e.g., \(A^{i,j}\). For two vectors \(x, y\), we use the shorthand \([x, y]^\top\) and we frequently consider block-lower-triangular Toeplitz matrices, which are defined by the structure

\[
A = \begin{bmatrix}
A^0 & A^1 & A^0 \\
A^1 & \ddots & \ddots \\
A^N & \ddots & \ddots \\
& \ddots & \ddots \\
& & \ddots & A^1 & A^0
\end{bmatrix}.
\]

Additionally, we use \(\text{diag}(A)^i\) to denote the block-diagonal matrix, whose diagonal consists of \(i\)-times the \(A\) matrix. We distinguish between the states of a dynamical system \(x(t)\) and the states predicted by an MPC algorithm \(x_i\). We use \(\oplus\) and \(\ominus\) to denote Minkowski set addition and Pontryagin set subtraction, respectively, which are both defined in [20, Definition 3.10], and for a sequence of sets \(A_0, \ldots, A_j\), we use the convention that \(\bigoplus_{i=0}^{j} A_i = \{0\}\), which is the set containing only the zero vector. Below, we state the definitions of set invariance [21], disturbance reachable sets (DRS) [22], and input-to-state stability (ISS) [23], which we will use throughout the paper.

**Definition 1 (Positively invariant set):** A set \(\mathcal{S} \subseteq \mathbb{R}^n\) is a positively invariant (PI) set for the system \(x^+ = Ax\), \(A \in \mathbb{R}^{n \times n}\), if \(x^+ \in \mathcal{S}\) for all \(x \in \mathcal{S}\).

**Definition 2 (Robust positively invariant set):** A set \(\mathcal{S} \subseteq \mathbb{R}^n\) is a robust positively invariant (RPI) set for the system \(x^+ = Ax + w\), \(A \in \mathbb{R}^{n \times n}\), if \(x^+ \in \mathcal{S}\) for all \(x \in \mathcal{S}\), \(w \in \mathcal{W} \subseteq \mathbb{R}^n\).

**Definition 3 (Disturbance reachable sets):** For the system \(x^+ = Ax + w\), \(A \in \mathbb{R}^{n \times n}\), \(w \in \mathcal{W} \subseteq \mathbb{R}^n\), where \(\mathcal{W}\) is a compact set containing the origin in its interior, the disturbance reachable sets (DRS) are defined as \(\mathcal{S}_i := \bigoplus_{j=0}^{i} A^j \mathcal{W}, i \geq 0\).

**Definition 4 (\(K\)- and \(K_\infty\)-functions):** A function \(\alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}\) is called a \(K\)-function, if it is continuous, strictly increasing, and \(\alpha(0) = 0\). If the \(K\)-function \(\alpha\) also fulfills \(\alpha(s) \to \infty\) as \(s \to \infty\), then we call \(\alpha\) a \(K_\infty\)-function.

**Definition 5 (ISS Lyapunov function):** Consider an RPI set \(\mathcal{S} \subseteq \mathbb{R}^n\) with the origin in its interior. A function \(V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}\) is called an ISS Lyapunov function in \(\mathcal{S}\) for the system \(x^+ = Ax + w\), \(A \in \mathbb{R}^{n \times n}\), with respect to \(w \in \mathcal{W} \subseteq \mathbb{R}^n\), if there exist suitable \(K_\infty\)-functions \(\alpha_1, \alpha_2, \alpha_3\) and a \(K\)-function \(\gamma\), such that:

\[
\alpha_1(||x||) \leq \alpha_2(||x||), \quad \forall x \in \mathcal{S}, \tag{1a}
\]

\[
V(x^+) - V(x) \leq -\alpha_3(||x||) + \gamma(||w||), \quad \forall x \in \mathcal{S}, w \in \mathcal{W}, \tag{1b}
\]

where \(\| \cdot \|\) is any vector norm on \(\mathbb{R}^n\).

B. Tube-based MPC

We consider linear time-invariant (LTI) dynamical systems with additive disturbances of the form

\[
x(t+1) = Ax(t) + Bu(t) + w(t), \tag{2}
\]

with \(A \in \mathbb{R}^{n \times n}\), \(B \in \mathbb{R}^{n \times m}\), and \(w(t) \in \mathcal{W}\), where \(\mathcal{W} = \left\{ w \mid Hw \leq h_w \right\} \subseteq \mathbb{R}^n\) is a compact set containing the origin in its interior. The system is subject to compact polytopic state and input constraints

\[
\mathcal{X} = \{ x \in \mathbb{R}^n \mid Hx \leq h_x, H \in \mathbb{R}^{n \times n}, \}
\]

\[
\mathcal{U} = \{ u \in \mathbb{R}^m \mid Hu \leq h_u, H \in \mathbb{R}^{n \times m} \}, \tag{3a}
\]

containing the origin in their interior. To control system (2), we consider MPC with horizon length \(N\). Hence, we define \(\tilde{x} = (1,x)\) and \(\tilde{\delta} = (1,\delta)\), where \(x = (x_0, x_1, \ldots, x_N)\) and \(\delta = (\delta_0, \delta) = (x_0, w_0, w_1, \ldots, w_{N-1})\), as the affine state and disturbance trajectories, respectively, and \(u = (u_0, u_1, \ldots, u_N)\) as the input trajectory. The dynamics can then be compactly written in terms of these trajectories:

\[
\tilde{x} = \mathcal{Z}A\tilde{x} + \mathcal{ZB}\tilde{u} + \tilde{\delta}, \tag{4}
\]

where \(\mathcal{Z}\) is the down-shift operator and \(A, B\) are the matrices

\[
A = \begin{bmatrix} 0 & \text{diag}(A)^{N+1} \end{bmatrix}, \quad B = \begin{bmatrix} 0 & \text{diag}(B)^{N+1} \end{bmatrix}.
\]

In this paper, we focus on tube-based MPC methods [20] for the uncertain system (2) subject to (3). These methods define the control policy as

\[
u_{\text{tube}} = [(v - Kz) \ K] \tilde{x} = K(x - z) + v, \tag{5}
\]

where \(z = (z_0, \ldots, z_N), v = (v_0, \ldots, v_N)\), and \(K = \text{diag}(K)^{N+1}\) are the nominal states, nominal inputs, and tube controller, respectively. Due to the linearity of the system, dynamics (4) can be split into nominal and error dynamics, i.e.,

\[
z = \mathcal{Z}A\tilde{z} + \mathcal{ZB}v, \tag{6}
\]

\[
x - z = e = (\mathcal{Z}A + \mathcal{ZB}K) e + \delta. \tag{7}
\]

This allows us to recast the tube-based MPC problem in the nominal variables \(z, v\) instead of the system variables \(x, u\), while imposing tightened state and input constraints on the \(u\).

\[\text{Note that we include the input } u_N \text{ here to simplify the notation for the SLP. However, this input will be ignored in the MPC formulations.}\]
nominal variables via bounds on the error dynamics, i.e., the tubes. The resulting tube-based MPC problem is given by

$$\min_{z,v} \ l_f(z_N) + \sum_{i=0}^{N-1} l(z_i, v_i),$$  \hspace{1cm} (8a)

subject to

$$z = ZAx + ZBv$$  \hspace{1cm} (8b)

$$z_i \in \mathcal{X} \triangleleft \mathcal{F}_i, \hspace{1cm} i = 0, \ldots, N - 1,$$  \hspace{1cm} (8c)

$$v_i \in \mathcal{U} \triangleleft K\mathcal{F}_i, \hspace{1cm} i = 0, \ldots, N - 1,$$  \hspace{1cm} (8d)

$$z_N \in \mathcal{Z}_f,$$  \hspace{1cm} (8e)

$$z_0 \in Z_0.$$  \hspace{1cm} (8f)

where $$l(\cdot, \cdot)$$ and $$l_f(\cdot)$$ are suitable stage cost and terminal cost functions, respectively, and $$K$$ is the tube controller. The terminal set $$Z_f$$, the sequence of tightening sets $$\mathcal{F}_i$$, and the initial state constraint $$z_0 \in Z_0$$ depend on the specific tube-based MPC method used. The two most widely used methods are constraint tightening MPC (ct-MPC) [3] and RPI-tube-MPC [2], which both fix the tube controller $$K$$ before solving (8), but differ in the definitions of $$Z_f$$, $$\mathcal{F}_i$$, and $$Z_0$$.

Constraint tightening MPC [3] defines the tightening sets as the DRS for error system (7) under tube controller $$K$$, i.e., $$\mathcal{F}_i = \bigoplus_{j=0}^{\infty} (A + BK)^j \mathcal{W}$$. The terminal set is then selected as $$\mathcal{Z}_f = \mathcal{X}_f \triangleleft \mathcal{F}_N$$, where $$\mathcal{X}_f$$ is an RPI set under tube controller $$K$$. By convention, the initial tightening set $$\mathcal{F}_0$$ only contains the zero vector, therefore the initial state is not subject to tightening and the MPC problem (8) is initialized with the measured state, i.e., $$z_0 = \{x(t)\}$$. RPI-tube-MPC [2] defines the tightening sets as $$\mathcal{F}_i = \Omega, \forall i = 0, \ldots, N - 1$$, where $$\Omega = \bigoplus_{j=0}^{\infty} (A + BK)^j \mathcal{W}$$ is the minimal RPI set for error system (7) under tube controller $$K$$. The terminal set is required to lie in the tightened state constraints, i.e., $$\mathcal{Z}_f \subseteq \mathcal{X} \bigtriangleup \Omega$$, where $$\mathcal{Z}_f$$ is defined as a PI set, rather than an RPI set, since the error state is guaranteed to lie in $$\Omega$$ for all time steps. In order to reduce conservativeness, RPI-tube-MPC optimizes over the initial state $$z_0$$, i.e., the initial state constraint becomes $$z_0 \in Z_0 = \{x(t)\} \bigtriangleup \Omega$$.

While we focus on these two formulations for comparison, there exist many other variants, see, e.g., [20], [22] for a more detailed treatment of the above formulations and a broader overview. Note that the DRS converge to the minimal RPI set in the limit with respect to the Hausdorff distance. In Section III, we propose a modified version of the DRS based on the affine system level parameterization (SLP) [10].

C. Affine System Level Parameterization

Instead of parameterizing the nominal and error dynamics (6), (7) in terms of the tube controller $$K$$, the affine SLP parameterizes (6), (7) in terms of the closed-loop system. To formulate the closed-loop dynamics, we define an affine linear time-varying state feedback controller $$u = Kx$$, with resulting in the closed-loop trajectory

$$\dot{x} = (ZA + ZBK)\dot{x} + \delta = (I - ZA - ZBK)^{-1}\delta.$$  \hspace{1cm} (9a)

Then, the affine system responses are denoted by $$\Phi_x$$ and $$\Phi_u$$ describing the linear maps $$\dot{x} = \Phi_x(\delta)$$ and $$u = \Phi_u(\delta)$$, respectively, with $$\Phi_x$$, $$\Phi_u$$ defined as

$$\Phi_x = (I - ZA - ZBK)^{-1},$$  \hspace{1cm} (9b)

The affine system responses $$\Phi_x$$, $$\Phi_u$$ completely define the behavior of the closed-loop system with affine state feedback $$K$$ and admit the following block-lower-triangular structure

$$\Phi_x = \begin{bmatrix} 1 & \phi_e & \phi_k \\ 0 & \phi_e & \phi_k \\ \vdots & \vdots & \vdots \end{bmatrix}, \quad \Phi_u = \begin{bmatrix} \phi_e^0 & \phi_k^0 \\ \phi_e^1 & \phi_k^1 \\ \vdots & \vdots \\ \phi_e^{N-1} & \phi_k^{N-1} \end{bmatrix},$$  \hspace{1cm} (10)

where $$\phi_e \in \mathbb{R}^{(N+1)n}$$, $$\phi_e \in \mathbb{R}^{(N+1)n}$$ denote the nominal system responses and $$\Phi_k \in \mathbb{R}^{(N+1)n \times (N+1)n}$$ block-lower-triangular matrices denoting the error system responses. Then, we can reparameterize (6), (7) in terms of the system responses $$\Phi_x$$, $$\Phi_u$$ instead of the affine state feedback gain $$K$$ by exploiting the following theorem.

Theorem 1: (Theorem 3 in [10]) Consider the system dynamics (4) over a horizon $$N$$ with block-lower-triangular state feedback law $$K$$ defining the control action as $$u = Kx$$. The following statements are true:

1) the affine subspace defined by

$$[I - ZA - ZBK] \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I,$$  \hspace{1cm} (11)

parameterizes all possible affine system responses $$\Phi_x$$, $$\Phi_u$$ with structure (10).

2) for any block-lower-triangular matrices $$\Phi_x$$, $$\Phi_u$$ satisfying (11), the controller $$K = \Phi_u \Phi_x^{-1}$$ achieves the desired affine system responses.

In this paper, we restrict $$\Phi_x$$, $$\Phi_u$$ to block-lower-triangular Toeplitz matrices for simplicity, i.e., the affine system responses take the form

$$\Phi_x = \begin{bmatrix} 1 \\ \phi_e^0 \phi_e^1 \\ \phi_e^2 \\ \vdots \\ \phi_e^{N-1} \end{bmatrix}, \quad \Phi_u = \begin{bmatrix} \phi_e^0 \\ \phi_k^0 \\ \phi_k^1 \\ \phi_k^2 \\ \vdots \\ \phi_k^{N-1} \end{bmatrix}.$$  \hspace{1cm} (12)

However, all presented results can be extended to $$\Phi_x$$, $$\Phi_u$$ with a general block-lower-triangular structure.

III. SYSTEM LEVEL DISTURBANCE REACHABLE SETS

In this section, we use the system level perspective on the nominal and error dynamics to formulate a variant of the DRS called system level DRS (SL-DRS), which are completely defined by the error system responses. We show that imposing a finite impulse response (FIR) constraint on the error system responses, ensures containment of all error
trajectories over an infinite horizon in a finite sequence of SL-DRS.

Consider the state and input trajectories parameterized by the affine system responses, i.e., \( x = \phi_x + \Phi_e^0 x_0 + \Phi_e^w w \) and \( u = \phi_u + \Phi_k^0 x_0 + \Phi_k^w w \), where \( \Phi_{e/k}^0, \Phi_{e/k}^w \) are partitions of the error system responses such that \( \Phi_e = [\Phi_e^0, \Phi_e^w], \Phi_k = [\Phi_k^0, \Phi_k^w] \). Then, we separate the nominal and error trajectories like

\[
z = \phi_x + \Phi_e^0 x_0, \quad v = \phi_u + \Phi_k^0 x_0, \quad e = \Phi_e^w w, \quad k = \Phi_k^w w.
\]

Note that (11) enforces \( \phi^0 = 0 \) and \( \phi^0 = I \), therefore the error state trajectory \( e \) is initialized at the origin, i.e., \( e_0 = 0 \). The trajectories \( e, k \) parameterize the error states and inputs over the horizon \( N \), however we are interested in analyzing the error dynamics over an infinite horizon. To achieve this, we introduce a finite impulse response (FIR) constraint on the error system responses \( \Phi_e, \Phi_k \).

**Definition 6 (FIR Constraint):** We call the error system responses \( \Phi_e, \Phi_k \) FIR-constrained if

\[
\Phi_e^N = 0, \quad \Phi_k^N = 0,
\]

where \( N \) is the FIR horizon.

Assuming that \( \Phi_e, \Phi_k \) are FIR-constrained, we can rewrite the error dynamics (7) as an infinite sequence starting in \( e_0 = 0 \), with respect to the error system responses and in convolutional form:

\[
e_i = \begin{cases} 
\sum_{j=0}^{i-1} \Phi_e^j w_{i-1-j}, & \text{if } i = 0, \ldots, N, \\
\sum_{j=0}^{N} \Phi_e^j w_{i-1-j}, & \text{if } i > N,
\end{cases} \\
k_i = \begin{cases} 
\sum_{j=0}^{i-1} \Phi_k^j w_{i-1-j}, & \text{if } i = 0, \ldots, N, \\
\sum_{j=0}^{N} \Phi_k^j w_{i-1-j}, & \text{if } i > N,
\end{cases}
\]

Given these error trajectories, we first define the SL-DRS as the outer bounding sets containing all possible \( e_i, k_i \) for \( i = 0, \ldots, N \), before showing that the infinite trajectories (13) are always contained in a finite sequence of SL-DRS.

**Definition 7 (SL-DRS):** Given the FIR-constrained error system responses \( \Phi_e, \Phi_k \), the system level disturbance reachable sets (SL-DRS) are defined as the two sequences \( \{\mathcal{F}_{e,0}, \ldots, \mathcal{F}_{e,N}\} \) and \( \{\mathcal{F}_{k,0}, \ldots, \mathcal{F}_{k,N}\} \):

\[
\mathcal{F}_{e,i} (\Phi_e) := \bigoplus_{j=0}^{i-1} \Phi_e^j \mathcal{W}, \quad i = 0, \ldots, N, \tag{14a}
\]

\[
\mathcal{F}_{k,i} (\Phi_k) := \bigoplus_{j=0}^{i-1} \Phi_k^j \mathcal{W}, \quad i = 0, \ldots, N, \tag{14b}
\]

with \( \mathcal{F}_{e,0} (\Phi_e) = \{0\} \) and \( \mathcal{F}_{k,0} (\Phi_k) = \{0\} \) by convention. The FIR constraint (12) forces the error system, described by the error system responses \( \Phi_e, \Phi_k \), to reach a steady-state within \( N+1 \) time steps. This intuitively means that the error trajectories (13) will stop diverging when the error system reaches the steady-state. The following theorem formalizes this intuition.

**Theorem 2:** If the error system responses \( \Phi_e, \Phi_k \) fulfill the FIR constraint (12) for system (2), then the control law

\[
\pi(w_i^N) = \sum_{j=0}^{N-1} \Phi_k^j w_{i-1-j}, \quad \forall i \geq N,
\]

where \( w_i^N = (w_{i-N}, \ldots, w_{i-1}) \) contains the past \( N \) disturbances, keeps the error \( e_i, i \geq N \) in the set

\[
\mathcal{F}_{e,N} (\Phi_e) = \bigoplus_{i=0}^{N-1} \Phi_e^i \mathcal{W}. \tag{16}
\]

Therefore, all possible error trajectories (13) starting in \( e_0 = 0 \), lie in the sequence of SL-DRS (14).

**Proof:** Note that \( e_i \in \mathcal{F}_{e,N} (\Phi_e) \), \( k_i \in \mathcal{F}_{k,i} (\Phi_k) \) for \( i \in [0, N] \) is a direct consequence of Definition 7. Hence to prove the theorem, we only need to show that

\[
e_i \in \mathcal{F}_{e,N} (\Phi_e) \implies e_{i+1} \in \mathcal{F}_{e,N} (\Phi_e), \quad \forall i \geq N, \quad (17)
\]

under control law (15), which fulfills \( \pi(w_i^N) \in \mathcal{F}_{k,N} \) by definition. We observe that, due to the FIR constraint, any error state \( e_i \in \mathcal{F}_{e,N} (\Phi_e), i \geq N \), is defined in terms of the past \( N \) disturbances, i.e.,

\[
e_i = \sum_{j=0}^{N-1} \Phi_e^j w_{i-j},
\]

and that these past disturbances are known for \( i \geq N \). Using these observations, we can prove the theorem by propagating the dynamics:

\[
e_{i+1} = A e_i + B \pi(w_i^N) + w_i
\]

\[
= A \sum_{j=0}^{N-1} \Phi_e^j w_{i-j} + B \sum_{j=0}^{N-1} \Phi_k^j w_{i-j} + w_i
\]

\[
= A \sum_{j=0}^{N-1} (A \Phi_e^j + B \Phi_k^j) w_{i-j} + w_i
\]

\[
= \sum_{j=0}^{N-1} \Phi_e^{j+1} w_{i-j} + w_i,
\]

where we used (11) for \( \Phi_e^j \) and \( \Phi_k^j \) in the last equality. Note, that \( \Phi_e^N = 0 \) due to (12) and \( \Phi_k^0 = I \) due to (11), therefore we have

\[
e_{i+1} = \Phi_e^N w_{i-N} + \sum_{j=0}^{N-2} \Phi_e^{j+1} w_{i-1-j} + \Phi_k^0 w_i
\]

\[
= \sum_{j=0}^{N-1} \Phi_e^{j} w_{i-j}.
\]

Then, observing that \( w_{i-j} \in \mathcal{W} \) for all \( j = 0, \ldots, N-1 \) implies \( e_{i+1} \in \mathcal{F}_{e,N} (\Phi_e) \), which concludes the proof. ■

The SL-DRS therefore share some similarities with the DRS and the minimal RPI set. Similar to the DRS approaching the minimal RPI set in the limit, the SL-DRS approach the set \( \mathcal{F}_{e,N} (\Phi_e) \), both of which contain all possible infinite horizon error trajectories. However, instead of approaching the set in the limit, the SL-DRS approach it in \( N+1 \) time steps.
IV. TUBE-BASED MPC USING SL-DRS

The system level tube-MPC (SLTMPC) method introduced in [10] requires an RPI terminal set, which is in general more difficult to compute than a PI terminal set. In the following, we formulate a tube-based MPC method using the SL-DRS as tubes, which is similar to the SLTMPC method but only requires a PI terminal set. Additionally, the proposed method allows concurrent optimization of the nominal trajectory and the tubes. Finally, we show that the SL-DRS tubes can also be computed offline and compare the proposed MPC method to ct-MPC and RPI-tube-MPC.

A. FIR-Constrained System Level Tube-MPC

Before formulating the FIR-constrained SLTMPC method, we make a few basic MPC assumptions.

Assumption 1: The stage cost function \( l(x, u) \) is convex, uniformly continuous for all \( x \in X, u \in U \), and there exists a \( K_\infty \)-function \( \alpha(\cdot) \) satisfying \( (l(x), u) \geq \alpha(\|x\|), \forall x \in X, u \in U \). The terminal set \( X_f \) is PI for system (2) governed by the control law \( \kappa_f(x) : \mathbb{R}^m \to \mathbb{R}^m \) and it holds that \( X_f \subseteq \mathcal{X} \cap \mathcal{F}_{e,N}(\Phi_e) \) and \( \kappa_f(x) \in U \cap \mathcal{F}_{k,N}(\Phi_k), \forall x \in X_f \). The terminal cost \( l_f(x) \) is convex, uniformly continuous, there exists a \( K_\infty \)-function \( \beta(\cdot) \) satisfying \( l_f(x) \leq \beta(|x|), \forall x \in X_f \), and it holds that \( l_f(x^+)-l_f(x) \leq \lambda(x, \kappa_f(x)) \) for the nominal system \( x^+ = Ax + Bu_k, \forall x \in X_f \).

Then, we can formulate the FIR-constrained SLTMPC as

\[
\min_{\Phi_e, \Phi_k} \sum_{i=0}^{N-1} l_f(\phi_i^N) + \sum_{i=0}^{N-1} l(\phi_i^e, x_0, \phi_i^i, \phi_i^k, x_0) \quad (18a)
\]

s.t. \( \begin{bmatrix} I - ZA & -ZB \end{bmatrix} \begin{bmatrix} \Phi_e^N \newline \Phi_k^N \end{bmatrix} = I, \quad (18b) \)

\( \Phi_e^N = 0, \Phi_k^N = 0, \quad (18c) \)

\( \phi_i^i + \phi_i^k x_0 \in \mathcal{X} \cap \mathcal{F}_{e,i}(\Phi_e), \quad i = 0, \ldots, N-1, \quad (18d) \)

\( \phi_i^i + \phi_i^k x_0 \in \mathcal{U} \cap \mathcal{F}_{k,i}(\Phi_k), \quad i = 0, \ldots, N-1, \quad (18e) \)

\( \phi_0^N \in X_f, \quad (18f) \)

\( x_0 = x(t), \quad (18g) \)

where the stage cost function \( l(\cdot, \cdot) \), terminal cost function \( l_f(\cdot) \), and terminal set \( X_f \) satisfy Assumption 1. The resulting MPC control law is given by

\[
\kappa(x(t)) = \phi_0^{0,i} + \phi_k^{0,k} x(t), \quad (19)
\]

where \( \phi_0^{0,i}, \phi_k^{0,k} \) are optimizers of (18). In order to write the constraints (18d) - (18f) in closed-form, we rely on a standard technique from disturbance feedback MPC [9], which removes the explicit dependence on the disturbance trajectory by employing Lagrangian dual variables. This corresponds to an implicit representation of the SL-DRS used for constraint tightening and enables the concurrent optimization of the SL-DRS and the nominal trajectories \( z, v \).

Note that the choice of the PI terminal set \( X_f \) needs additional discussion, since it is required to be a subset of the tightened state constraints and the tightening is not known prior to solving (18). Therefore, we need to either choose \( X_f \) such that it stays PI under any tightening or define \( X_f \) implicitly, which also enables optimization over \( X_f \) when solving (18). While this restricts the choice of \( X_f \) compared to RPI-tube-MPC, it is easy to find an \( X_f \) which fulfills one of the above criteria; we discuss three possible options below. The first option is to choose the set of steady-states for system (2), since this set remains PI under any tightening, assuming at least one steady-state is contained in the tightened terminal set. The second option is to use a scaled version of any PI set, i.e., \( X_f = \lambda \mathcal{S}, \lambda \geq 0 \) where \( \mathcal{S} \) is PI, and also optimize over the scaling \( \lambda \) in (18) such that \( X_f \subseteq \mathcal{X} \cap \mathcal{F}_{e,N}(\Phi_e) \) and \( \kappa_f(x) \in \mathcal{U} \cap \mathcal{F}_{k,N}(\Phi_k), \forall x \in X_f \) are fulfilled. The third option is to define the terminal set implicitly through the feasible set of a nominal MPC regulator. This can be achieved by choosing the MPC horizon longer than the FIR horizon, i.e., \( N_{\text{MPC}} > N \) and adding the constraints \( \phi^N_0 = 0, \phi^{N_{\text{MPC}}} = 0 \) to (18). Note that these options are examples and there exist other terminal sets fulfilling the necessary criteria.

Next, we show that the application of (19) to system (2) results in a closed-loop system, which is input-to-state stable (ISS) [23, Definition 3] in the RPI set spanned by all initial states \( x(t) \) for which (18) is feasible.

Proposition 1: Given that Assumption 1 holds, system (2) subject to constraints (3) and (15) is ISS in \( X_{\text{feas}} \), which is the set of all initial states \( x(t) \) for which (18) is feasible.

Proof: To prove the proposition, we first show that (18) is recursively feasible, before showing that the value function of (18) is an ISS Lyapunov function in \( X_{\text{feas}} \) (Definition 5). Subsequently, we use [23, Theorem 3] to conclude that the uncertain system under control law (19) is ISS in \( X_{\text{feas}} \).

Receursive Feasibility: Consider a state \( x(t) \in X_{\text{feas}} \) and denote by \( x^*(x(t)), v^*(x(t)) \) the optimal solution of (18) with initial condition \( x(t) \). Let \( x^+ = x(t+1) \) be the actual state at the next sampling time and define the sequences \( \tilde{x}(x^+), \tilde{v}(x^+) \) as the shifted previous solutions applied at this state, i.e.,

\[
\begin{align*}
\tilde{x}(x^+) &:= (z_1^+, \ldots, z_N^+, A z_N^+ + B \kappa_f(z_N^+)), \\
\tilde{v}(x^+) &:= (v_1^+, \ldots, v_{N-1}^+, \kappa_f(z_N^+)).
\end{align*}
\]

Then, we construct the candidate sequences for the initial state \( x^+ \) as \( \tilde{x}(x^+) := (z_0, \ldots, z_N^+), \tilde{v}(x^+) := (v_0, \ldots, v_{N-1}^+, \kappa_f(z_N^+)) \), where

\[
\begin{align*}
\tilde{z}_j = \tilde{z}_j + \Phi_e^{j,*} w(t), & \quad j = 0, \ldots, N, \\
\tilde{v}_j = \tilde{v}_j + \Phi_k^{j,*} w(t), & \quad j = 0, \ldots, N-1,
\end{align*}
\]

and \( \Phi_e^{j,*}, \Phi_k^{j,*} \) are the error system responses from the previous solution. We verify that \( \tilde{z}_j \in \mathcal{X} \cap \mathcal{F}_{e,j}(\Phi_e) \) for \( j = 0, \ldots, N-1 \), since \( \{z_j\} \cup \mathcal{F}_{e,j+1}(\Phi_e) \subseteq \mathcal{X} \) and \( \{\Phi_e^{j,*} w(t)\} \cup \mathcal{F}_{e,j}(\Phi_e) \subseteq \mathcal{F}_{e,j+1}(\Phi_e) \) due to (14).

For \( j = N \), we have \( \tilde{z}_N = \tilde{z}_N^+ \) due to the FIR constraint (18c), which allows us to verify that \( \tilde{z}_N \in X_f \) since \( X_f \) is PI. Analogously, we can show that \( \tilde{v}_j \in U \cap \mathcal{F}_{k,j}(\Phi_k) \) for \( j = 0, \ldots, N-2 \). For \( j = N-1 \),
\( \bar{v}_{N-1} \in \mathcal{U} \otimes \mathcal{F}_{k,N-1}(\Phi_k) \) since \( \bar{v}_{N-1} = \kappa_f(z_N^\gamma) \in \mathcal{U} \otimes \mathcal{F}_{k,N}(\Phi_k) \) and \( \{\Phi_k^{N-1}, \bar{v}(t)\} \cup \mathcal{F}_{k,N-1}(\Phi_k^\gamma) \subset \mathcal{F}_{k,N}(\Phi_k^\gamma) \) due to (14). Therefore, \( \bar{z}(x^+, \bar{v}(x^+)) \) are feasible solutions of (13) for \( x(t+1) \) and recursive feasibility is proven.

**ISS Lyapunov Function:** Denote (13a) as \( V_N(x(t); \bar{z}, \bar{v}) \) and the value function of (18) as \( \bar{V}_N(x(t)) \), i.e., \( V_N(x) \) evaluated at the optimal solution. Then, it follows that

\[
V_N(x(t+1)) - V_N(x(t)) \leq l_f(\bar{z}_N) - l_f(z_N^\gamma) + l(\bar{z}_{N-1}, \bar{v}_{N-1})
\]

where, \( \bar{z}, \bar{v} \) are the candidate sequences. In (a), we summarized the stage costs under one sum by adding the term \( l(\bar{z}_{N-1}, \bar{v}_{N-1}) \) on the right hand side and by using the fact that \( z_N^\gamma = \bar{z}_{N-1}, \bar{v}_N^\gamma = \bar{v}_{N-1} \) by definition. For (b) we used Assumption 1 in particular \( l_f(Az_N^\gamma + B\kappa_f(z_N^\gamma) - \bar{f}_N(z_N^\gamma) \leq -l(\bar{z}_N^\gamma, \kappa_f(z_N^\gamma)), \) since \( z_N^\gamma \in \mathcal{X}_f \). Next, we deduce that

\[
-\delta - l(z_N^\gamma, v_N^\gamma) \leq -l(\bar{z}_N^\gamma, \bar{v}_N^\gamma) \leq -\alpha(x(t)) \quad \text{due to Assumption 1 and } z_N^\gamma = x(t).
\]

Note that, due to [23, Lemma 1] and uniform continuity of the stage cost (Assumption 1), there exist some \( K_\infty \)-functions \( \sigma_x, \sigma_u \) such that

\[
\sigma_x(\|x(t)\| + \gamma(\|w(t)\|)) \leq \sigma_u(\|w(t)\|)
\]

for all \( j = 0, \ldots, N-1 \). Then, there exists a \( K_\infty \)-function \( \gamma \) such that \( V_N(x(t+1)) - V_N(x(t)) \leq -\alpha(x(t)) + \gamma(\|w(t)\|) \), which proves that \( V_N(x) \) fulfills (13a). Since \( V_N(x) \geq l(x, \kappa(x)), \forall x \in \mathcal{X}_{\text{feas}} \), the optimal value function is lower bounded by the \( K_\infty \)-function \( \alpha \) by assumption, i.e., \( V_N(x) \geq \alpha(\|x\|), \forall x \in \mathcal{X}_{\text{feas}} \). Using the facts that \( l_f(x) \) is lower bounded, the state and input constraints are compact, and the optimal value function \( V_N(x) \) is monotone, we deduce that \( V_N(x) \) is upper bounded by a \( K_\infty \)-function in \( \mathcal{X}_{\text{feas}} \) due to [20, Propositions 2.15 - 2.16]. This proves that \( V_N(x) \) also fulfills (13a) and that \( V_N(x) \) is an ISS Lyapunov function in \( \mathcal{X}_{\text{feas}} \).

**B. Computing the SL-DRS Offline**

Instead of computing the SL-DRS and nominal trajectories \( z, v \) concurrently, we can also compute the SL-DRS offline and only optimize the nominal trajectories online. The offline computation is formulated as

\[
\begin{align*}
\min_{\Phi_e, \Phi_k} & \quad L(\Phi_e, \Phi_k) \\
\text{s.t.} & \quad [I - ZA & -ZB] [\Phi_e & \Phi_k] = I, \\
& \quad \Phi_e^N = 0, \quad \Phi_k^N = 0, \\
& \quad \mathcal{F}_{e,N}(\Phi_e) \subseteq \mathcal{X}, \quad \mathcal{F}_{k,N}(\Phi_k) \subseteq \mathcal{U}.
\end{align*}
\]

where \( L(\cdot, \cdot) \) is an appropriate cost function. The choice of \( L(\cdot, \cdot) \) heavily influences the shape and characteristics of the resulting SL-DRS. For example \( L(\Phi_e, \Phi_k) = \|C(\Phi_e^T, \Phi_k^T) \|_{\infty \rightarrow \infty} \), where \( \| \cdot \|_{\infty \rightarrow \infty} \) is the induced maximum norm and \( C \) an appropriate weighting matrix, optimizes the worst case gain with respect to the infinity norm from disturbance signal \( w \) to error signals \( e, k \).

Since we compute the SL-DRS offline, we also compute the tightenings offline and can thus employ a PI terminal set \( \mathcal{X}_f \) with no additional restrictions. Therefore, we define the MPC problem using the precomputed SL-DRS similar to the ct-MPC and RPI-tube-MPC problems:

\[
\begin{align*}
\min_{z, v} & \quad l_f(z_N) + \sum_{i=0}^{N-1} l(z_i, v_i) \\
\text{s.t.} & \quad z_{i+1} = Az_i + Bu_i, \quad i = 0, \ldots, N-1, \\
& \quad z_i \in \mathcal{X} \cap \mathcal{F}_{e,i}(\Phi_e), \quad i = 0, \ldots, N-1, \\
& \quad v_i \in \mathcal{U} \cap \mathcal{F}_{k,i}(\Phi_k), \quad i = 0, \ldots, N-1, \\
& \quad z_N \in \mathcal{X}_f, \\
& \quad z_0 = x(t),
\end{align*}
\]

where \( \mathcal{F}_{e,i}(\Phi_e) \) and \( \mathcal{F}_{k,i}(\Phi_k) \) are precomputed using (20) and the stage cost function \( l(\cdot, \cdot) \), terminal cost function \( l_f(\cdot) \), and terminal set \( \mathcal{X}_f \) satisfy Assumption 1. Similar to the online version of the FIR-constrained SLTMPC method in (18), problem (21) produces a control law which ensures ISS of the closed-loop system.

**Remark 1:** The two FIR-constrained SLTMPC methods (18) and (21) can also handle min-max cost functions such as \( H_\infty \) or \( L_1 \), since the affine SLP allows the implicit reformulation of the inner maximization problem, see [11, Section 2.2] for more details. However, using a min-max cost function in (18) requires a separate discussion of ISS of the resulting FIR-constrained SLTMPC problem similar to [23, Section 5.3].

**C. Comparison to ct-MPC and RPI-tube-MPC**

Since the FIR-constrained SLTMPC method concurrently optimizes the SL-DRS and the nominal trajectories, its computational complexity is higher than the computational complexity of ct-MPC and RPI-tube-MPC. However, if the SL-DRS are computed offline, then the online computations are reduced to optimizing the nominal trajectories and thus the computational complexity is similar to that of ct-MPC and RPI-tube-MPC. As a consequence of Theorem 2, the SL-DRS combine the growing set characteristic of DRS with the ability to contain the infinite horizon evolution. Therefore, the MPC methods (18) and (21) combine the characteristics of ct-MPC and RPI-tube-MPC and thereby alleviate their individual drawbacks, namely the RPI terminal set for ct-MPC and that full control authority is not available at the initial state for RPI-tube-MPC.

**V. NUMERICAL RESULTS**

In the following, we compare the proposed FIR-constrained SLTMPC method (18) to the SLTMPC method
proposed in [10]. Subsequently, we show that precomputing the SL-DRS and using (21) outperforms ct-MPC and RPI-tube-MPC. Finally, we show how the choice of particular cost functions in (20) affects the resulting SL-DRS. All examples are implemented in Python using CVXPY [24] and are solved using MOSEK [25]. The examples were run on a machine equipped with an Intel i7-8665U (1.9 GHz) CPU and 16 GB of RAM. In all experiments, we consider the uncertain LTI system (2) with discrete-time dynamic matrices

\[
A = \begin{bmatrix} 1.05 & 0.15 \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 0.5 \\ 0.5 \end{bmatrix},
\]

subject to the polytopic constraints

\[
\begin{bmatrix} -1 \\ -1.5 \end{bmatrix} \leq \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \leq \begin{bmatrix} 0.5 \\ 1.5 \end{bmatrix}, -0.5 \leq u \leq 0.5, \begin{bmatrix} \theta \\ -0.1 \end{bmatrix} \leq \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} \leq \begin{bmatrix} \theta \\ 0.1 \end{bmatrix},
\]

cost function \( l(z, v) = z^\top Q z + v^\top R v \) with \( Q = 100 \cdot I \) and \( R = 10 \), horizon \( N = 10 \), and parameter \( \theta \). In all experiments, we use the same constant feedback controller \( K \), which is computed such that \( K \) minimizes the constraint tightening, using the method proposed in [26, Section 7.2].

A. Comparison of FIR-constrained SLTMPC [18] to SLTMPC [10]

To assess the effectiveness of the proposed FIR-constrained SLTMPC [18], we compare it to SLTMPC [10]. As the terminal set for SLTMPC we choose the maximal RPI set for system (2) subject to constraints (3) under the constant feedback controller \( K \). For (18), we choose \( \lambda S \) as the maximal PI set for system (2) subject to (3) under the same controller \( K \) and optimize \( \lambda \) in (18). Figure 1 shows the regions of attraction (RoA) and 200 closed-loop trajectories with different noise realizations for both methods and parameter choice \( \theta = 0.04 \).

Both methods compute similar closed-loop trajectories with mean closed-loop costs of 523.6 for (18) and 531.8 for SLTMPC. However, the RoA for FIR-constrained SLTMPC is larger than for SLTMPC. In this experiment, both methods achieved similar average solve times of 30-35 ms.

B. Comparison of (21) to RPI-tube-MPC and ct-MPC

To illustrate the benefits of using varying tube controllers instead of a single fixed one, we compare the FIR-constrained SLTMPC method with precomputed SL-DRS (21) to RPI-tube-MPC and ct-MPC, which both use \( K \) as their tube controller. The tubes for (21) are computed using (20) and a cost function which minimizes the state and input tightenings, i.e.,

\[
L(\Phi_c, \Phi_k) = \|x_0 h_w\|_\infty + \|A_k h_w\|_\infty,
\]

where \( h_w = (h_w, \ldots, h_w) \) is the \( N \)-times stacked disturbance vector and \( A_e, A_k \) are the Lagrangian dual variables. As the terminal sets, we choose the maximal PI set under controller \( K \) for FIR-constrained SLTMPC and RPI-tube-MPC and the maximal RPI set under the same controller for ct-MPC, respectively. Figure 2 (top) shows the RoAs of all three methods for \( \theta = 0.04 \). FIR-constrained SLTMPC achieves a RoA similar to RPI-tube-MPC but a significantly larger one than ct-MPC. This is further highlighted by Figure 2 (bottom), which depicts the approximate coverage of the RoA, i.e., the area of the state constraint set covered by the RoA in percent. The RoA coverage of FIR-constrained SLTMPC is consistently larger than for the other two methods and it also remains feasible for significantly larger noise levels. In this setting, all three methods achieved similar closed-loop costs and average solve times of 5-6 ms.
C. Effect of different cost functions for (20)

The choice of cost function (20a) naturally affects the shape and size of the sets computed by (20). Figure 3 shows the sets $F_{e,N}(\Phi_e)$ (top) and $F_{k,N}(\Phi_k)$ (bottom) for four different cost functions. As expected, the minimal tightening cost function (22) produces the smallest sets for both states and inputs. The $L_1$ and $H_\infty$ cost functions produce sets $F_{k,N}(\Phi_k)$, which are equal to the input constraints, resulting in overly conservative optimization problems (21). This can for example be alleviated by extending the cost function (20a) by a regularization term or by modifying the constraints (20d), e.g., $F_{e,N}(\Phi_e) \subseteq \rho_e \mathcal{X}$, $F_{k,N}(\Phi_k) \subseteq \rho_k \mathcal{U}$ with design parameters $\rho_{e/u} \in [0, 1]$.

VI. CONCLUSIONS

This paper has introduced system level disturbance reachable sets (SL-DRS) for constrained linear time-invariant systems with additive noise. We showed that imposing a finite impulse response (FIR) constraint on the SL-DRS guarantees that the error trajectories are contained in a finite sequence of SL-DRS for all time steps. Using the SL-DRS as tubes, we formulated a tube-based MPC method dubbed FIR-constrained SLTMPC and showed that the SL-DRS tubes can be computed both online and offline. The proposed method enables concurrent computation of the nominal trajectory and the tubes and only requires a positively invariant terminal set. Finally, we showed the benefits and behavior of both the online and offline versions on three numerical examples.
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