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Abstract

Noises, artifacts, and loss of information caused by the magnetic resonance (MR) reconstruction may compromise the final performance of the downstream applications. In this paper, we develop a re-weighted multi-task deep learning method to learn prior knowledge from the existing big dataset and then utilize them to assist simultaneous MR reconstruction and segmentation from the under-sampled k-space data. The multi-task deep learning framework is equipped with two network sub-modules, which are integrated and trained by our designed iterative teacher forcing scheme (ITFS) under the dynamic re-weighted loss constraint (DRLC). The ITFS is designed to avoid error accumulation by injecting the fully-sampled data into the training process. The DRLC is proposed to dynamically balance the contributions from the reconstruction and segmentation sub-modules so as to co-prompt the multi-task accuracy. The proposed method has been evaluated on two open datasets and one in vivo in-house dataset and compared to six state-of-the-art methods. Results show that the proposed method possesses encouraging capabilities for simultaneous and accurate MR reconstruction and segmentation.
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1 Introduction

Magnetic resonance (MR) imaging is of great value in clinical applications such as medical diagnosis [1], disease staging [2] and clinical research [3] since it can produce highly detailed images with excellent soft tissue contrast. The raw measurements of MR images are Fourier transform coefficients in "k-space" and MR images can be visualized after an inverse Fourier transform of the fully-sampled k-space data. However, the acquisition time of fully-sampled k-space data is long. It is one of the main limitations for the MR extensive applications. Therefore, numerous techniques have been developed for accelerating MR imaging over the last decades, including physics-based fast imaging sequences [4], hardware-based parallel imaging [5], signal processing-based image re-
construction from under-sampled k-space data and deep learning-based techniques.

In some clinical application scenarios, images are not an end in themselves, but rather a means of access to clinically relevant parameters which are obtained as post-processing steps (e.g., segmentation). However, most of the existing segmentation methods are seen as a post-processing task that is independent of reconstruction. It may be an issue that a lot of information discarded during the reconstruction process may influence the final segmentation performance. The reason is that most of the existing reconstruction methods are designed to take optimal visual quality as the first priority, rather than the specific-task quality. Therefore, some groups tend to develop task-driven imaging methods for segmentation. For instance, Caballero et al. proposed an unsupervised brain segmentation method from k-space based on the patch-based sparse modeling and Gaussian mixture modeling. It is a pioneering work for task-driven MRI. But its efficiency can still be improved. Recently, many deep learning methods based on convolutional neural networks have been introduced for MR segmentation from k-space data. Schlemper et al. proposed using two neural networks, namely end-to-end synthesis network (SynNet) and latent feature interpolation network (LI-Net) to directly predict segmentation results from under-sampled k-space data. The SynNet uses U-Net as the backbone to map zero-filling images (inverse Fourier transform of under-sampled k-space) to segmentation maps directly. The LI-Net constructs a latent feature interpolation network with improved results. Huang et al. proposed a Joint-FR-Net that consists of a reconstruction module derived from the fast iterative shrinkage-thresholding algorithm (FISTA) and a segmentation module based on U-Net. Huang et al. proposed a unique task-driven attention module that utilizes intermediate segmentation estimation to facilitate image-domain feature extraction from the raw data to bridge the gap between reconstruction and segmentation. Sun et al. proposed a unified deep neural network called SegNetMRI with two modules (the reconstruction module and segmentation module). The two modules are pre-trained and fine-tuned with shared reconstruction encoders. The outputs from all segmentation modules are merged into the final segmentation result. All these works have made contributions to prompt the development of task-driven MR imaging. However, existing task-driven methods tend to attribute too much importance to the task (segmentation), which may introduce incorrect reconstruction, such as aliasing or loss of information. Consequently, the aliasing in reconstruction could mislead the network from identifying the correct boundaries. Therefore, it is in need to develop a method for a proper balance and co-promotion of both reconstruction and segmentation accuracy.

To this end, this paper develops a multi-task MR imaging approach with iterative teacher forcing and re-weighted deep learning. The multi-task deep learning framework is equipped with reconstruction and segmentation sub-network modules, which are integrated and trained by our designed iterative teacher forcing scheme (ITFS) under the dynamic re-weighted loss constraint (DRLC). Teacher forcing scheme is a training technique widely used in the recurrent neural network (RNN) to reduce the training difficulty of the dual module network. We developed the ITFS to replace intermediate reconstruction outputs with the fully-sampled data. It is designed to avoid the bias explosion and over-correction problem caused by the original teacher forcing scheme. To the best of our knowledge, this is the first time teacher forcing concept has been used outside of RNN architecture. The DRLC is proposed to dynamically balance the contributions from the reconstruction and segmentation sub-modules so as to co-prompt the multi-task accuracy. The contributions of this paper are summarized in three aspects as follows:

1) A multi-task MR imaging framework is proposed to derive high-quality image reconstructions and segmented masks simultaneously from under-sampled k-space data with iterative teacher forcing and re-weighted deep learning.

2) A dynamic re-weighted loss constraint is designed to help the proposed network to co-promt the reconstruction and segmentation accuracy.
3) An iterative teacher forcing scheme is devised to stabilize the training process and reduce the training difficulty.

4) The proposed method has been evaluated on two open datasets and one in vivo in-house dataset and compared to six state-of-the-art methods. Results show that the proposed method possesses encouraging capabilities for simultaneous and accurate MR reconstruction and segmentation.

The reminder of this paper is organized as follows: Section 2 describes our proposed method, Section 3 presents the experimental results and relevant analysis, and Section 4 gives the discussion and conclusion.

2 Method

2.1 Overview

The overall workflow of the proposed multi-task MR imaging framework is shown in Fig. 1. It consists of reconstruction and segmentation modules. We selected D5C5 \[26\] as the reconstruction module and U-Net \[21\] as the segmentation module respectively. D5C5 \[26\] is a convolutional neural network (CNN) with a deep cascade structure. It integrated data consistency layers with convolutional layers in an end-to-end training manner for reconstruction. U-Net \[21\] with encoder-decoder structure based fully convolutional network (FCN) is a popular choice for medical image segmentation. The encoder and decoder were used to capture high-level semantic information and recover the spatial information respectively. In addition, multiple skip-connections were introduced between the encoder layer and the corresponding decoder layer to recover the information loss caused by down-sampling. The reason for selecting the pub-

![Figure 1: The overall workflow of the proposed multi-task MR imaging method. It consists of reconstruction and segmentation modules, which are D5C5 and U-Net respectively. Based on it, dynamic re-weighted loss constraint is designed to keep the contribution balance between reconstruction and segmentation tasks. Besides, an improved iterative teacher forcing scheme is devised to stabilize the training process and reduce the training difficulty of the dual-task network.](image-url)
lished networks is that we focus on exploiting the multi-task imaging framework rather than proposing a reconstruction or segmentation network structure. The trained multi-task MR imaging method takes the under-sampled k-space data as input and outputs both the reconstructed images and the segmented masks simultaneously.

2.2 Dynamic Re-weighted Loss Constraint

The proposed multi-task MR imaging framework was designed to produce high-quality reconstructed images and the segmented masks simultaneously. For the multi-task MR imaging method, the quality of the output of the downstream module was influenced by the upstream module greatly. The reason for it is that the input of the segmentation module is the output of the reconstruction module. Combining the segmentation module with the reconstruction module as a dual-task network could bridge the gap between two relational tasks. Multi-task imaging framework has the ability to make the reconstruction module keep the feature that is critical for segmentation instead of only the feature that is critical for visual performance. Commonly, this kind of network can be trained in an end-to-end manner with a loss function that is a fixed weighted summation of each task-specific loss function as shown in Eq. (1):

\[ L = \sum_{i=1}^{N} \alpha_i L_i \]  

(1)

where \( L_i \) denotes the loss function of the \( i \)-th task and \( \alpha_i \) denotes the corresponding weight. It makes the reconstruction module under the guidance of the loss function to keep the feature that can improve the quality of segmentation results. Such loss function has advantages including simple structure, easy implementation and low calculation amount. However, it can’t guarantee the contribution balance between the two sub-tasks. Besides, this kind of loss function keeps the same weight for the training stage. In other words, the training process of the network will keep constant whether the particular sub-task is sufficiently optimized. It may be insufficient for producing high-quality reconstructed images and segmented masks simultaneously as the results shown in our experiments. Therefore, we hope that the weight of the task can be dynamically changed with the training process. It means that the center of the training process should be more inclined to optimize the reconstruction module instead of the segmentation module in the early training stage. In the later training stage, it is advisable to spend more efforts in optimizing the segmentation module when the loss of the reconstruction module is basically stable. It helps the network to keep the contribution balance of each task to ensure the quality of the final result. In summary, we proposed the following dynamic re-weighted loss constraint for the proposed network as shown in Eq. (2):

\[ L = \alpha(t)L_{recon} + \beta(t)L_{seg} \]  

(2)

where \( L_{recon} \) and \( L_{seg} \) denote the loss function of the reconstruction and segmentation tasks respectively. \( \alpha(t) \) and \( \beta(t) \) denote the corresponding weights, and \( t \) denotes the corresponding training epoch. \( \alpha(t) \) and \( \beta(t) \) are the monotonic functions of \( t \). In this paper, we selected \( L_2 \)-norm as the loss function for reconstruction task and Cross-Entropy as the loss function for the segmentation task. The loss function of the reconstruction task is defined as Eq. (3):

\[ L_{recon} = \|C(I_{FS}) - I_{US}\|_2^2 \]  

(3)

where \( I_{FS} \) and \( I_{US} \) denote the images reconstructed from fully-sampled and under-sampled k-space data respectively, \( C \) denotes the proposed network and \( \| \cdot \|_2 \) represents the \( L_2 \)-norm. The loss function of the segmentation task is defined as Eq. (4):

\[ L_{seg} = 1.0 - \frac{2 \times |y \ast \hat{y}|}{|y| + |\hat{y}| + 0.1} \]  

(4)

where \( y \) and \( \hat{y} \) denote the segmentation and annotation mask respectively, \( \ast \) denotes the pixel-wise mul-
Multiplication of the two matrices and $|\cdot|$ indicates the element-wise sum operation.

As shown in Fig. 2, $\alpha(t)$ increases while $\beta(t)$ decreases with the increase of $t$. In our proposed method, we set $\alpha(t)$ as the maximum value of the difference between the exponential transformation of $-t$ and 0.2, and 0.05 as shown in Eq. (5). $\beta(t)$ was set as the difference between 1 and $\alpha(t)$ as shown in Eq. (6). It is designed to let the neural networks automatically adapt to the new weights according to their training stage. It was set to avoid over-large or over-small value of $\alpha(t)$ to make sure each task-specific loss is effective. The use of DRLC guarantees the proposed method can take into account both the reconstruction task and the segmentation task to produce high-quality reconstructed images and segmented masks simultaneously.

$$\alpha(t) = \max\{\exp(-t) - 0.2, 0.05\} \quad (5)$$

$$\beta(t) = 1 - \alpha(t) \quad (6)$$

### 2.3 Iterative Teacher Forcing Scheme

In the training phase, supposing there is a serialization task with $T$ steps. Let $x_t$, $y_t$ and $\hat{y}_t$ denote the input, ground truth and output of the step $t$ respectively. For common auto-regressive mode, $x_t$ is given with $\hat{y}_{t-1}$. The limitation of it is that the error of low-level models will be accumulated gradually even to make the network divergent. For teacher forcing mode, $y_{t-1}$ is taken as the input of the step $t$ instead of $\hat{y}_{t-1}$. It is equivalent to take the ground truth as the teacher to correct the output of low-level models in time. The benefit provided by the use of the teacher forcing scheme is making the training process stable and quick to reduce the training difficulty of the network. However, the teacher forcing scheme may lead to bias exposure. It refers to the performance gap between the training and testing processes. Namely, the use of the teacher forcing scheme makes the inputs of the step $t$ of the network in the training process and the testing process are inferred from different distributions. It may lead to discrepancy between the decoding actions of the network in the training and testing phases. Meanwhile, the constraint provided by the teacher forcing scheme may over-correct the output to reduce the representation ability of the network.

To overcome the aforementioned limitations of the original teacher forcing scheme, we propose an iterative teacher forcing scheme. As shown in Fig. 3, we use the blue line to denote the actual output of step $t - 1$ and the orange line to denote the ground truth of step $t - 1$ respectively. The difference between the original teacher forcing scheme and the proposed iterative teacher forcing scheme is that taking the ground truth and the actual output of step $t - 1$ as the input of step $t$ alternately rather than the fixed ground truth of step $t - 1$. The proposed iterative teacher forcing scheme not only can correct the prediction of the low-level model to a certain extent but also can avoid the performance gap between the training and testing processes.

Specifically, we treated multi-task MR imaging as a two-step serialization task that begins from the reconstruction step to the segmentation step for applying the iterative teacher forcing scheme. As far as we know, it is the first time that the teacher forcing scheme has been used in neural networks outside RNN. In the training phase of the proposed network, we took the under-sampled k-space data as the input of the first step $x_1$. The output $\hat{y}_1$ and the ground truth $y_1$ of the first step were selected as the input of
Iterative Teacher Forcing Scheme

Figure 3: The difference between the original teacher forcing scheme and the proposed iterative teacher forcing scheme is that we take the ground truth denoted by the blue line and the actual output denoted by the orange line of step $t - 1$ as the input of step $t$ alternately instead of the fixed ground truth of step $t - 1$. It is beneficial for improving the training process while avoiding exposure bias and over-correction issue.

the second step $x_2$ iteratively. It prevents the error accumulation of the reconstruction step from propagating to the segmentation step. In addition, the use of teacher forcing scheme is beneficial for stabilizing the training process, reducing the training difficulty and protecting the presentation ability of the proposed network.

3 Experiments and Results

3.1 Experimental Setting

3.1.1 Data

We instantiated our method on two competitive MR image datasets including ATLAS [27] and realistic simulated k-space data generated from Brainweb [28]. The ATLAS dataset consists of 229 intensity normalized subjects on T1 modality in standard space (normalized to the MNI-152 template) collected from 11 cohorts worldwide, with an in-plane resolution of $1\text{mm}^2$, in which 120 subjects were used for training, 40 for validation and 69 for testing. 20 cases were employed from the publicly available simulated brain dataset, Brainweb, where 12 brain tissue types were included with known distributions, in which 17 cases were used for training and 3 for testing.

We also conducted our approach on an in house in-vivo dataset. It consists of 40 cases and 485 slices from FLAIR sequence obtained with a Siemens 1.5T scanner. The FOV phase amplitude is $70\% - 87.5\%$. The slice thickness ranges from 6.0 mm to 7.0 mm and the slice interval ranges from 7.8 mm to 9.1 mm. Lesions were annotated by experienced clinicians using ITK snap. 20 cases (247 slices) are used for training with the rest 20 cases (238 slices) for testing.

For k-space data sub-sampling, we performed masks as shown in Fig. 4 on the fully-sampled acquisition retrospectively. For a volume, all slices were applied to the same under-sampling mask. The overall acceleration factor was set as four. To achieve the desired acceleration factor, 8% of all k-space lines from the central region were kept and the remaining k-space lines were kept with a set probability uniformly at random. It was set to meet the general conditions for compressed sensing [29,30].
3.1.2 Implementation Details

This subsection presented some of the details regarding the sub-sampling procedure. The model was implemented using Pytorch deep learning framework. D5C5 [26] was selected as the reconstruction module and U-Net [21] as the segmentation module. The model was trained for 50 epochs using Adam [31] optimization algorithm on a single NVIDIA Titan Xp GPU.

For ATLAS dataset, 189 slices were collected for every subject. Each slice was cropped to $224 \times 192$ for the convenience of deep learning model inference. The batch size was set to 16, and the initial learning rate for both sub-modules was set to $1 \times 10^{-6}$ with a decreasing rate of 0.2 for every 10 epochs. 229 subjects were randomly split into 3 sub-datasets for training, validation and testing, respectively. Each of these three sub-datasets contained 120, 40 and 69 subjects, respectively. Segmented brain lesions were employed to calculate the segmentation metrics. The model was trained for 50 epochs using Adam optimizer.

| ITFS | DRLC | Dice     | Precision | Recall    | PSNR     | SSIM     |
|------|------|----------|-----------|-----------|----------|----------|
| ✓    |      | 0.494 ± 0.071 | 0.636 ± 0.135 | 0.462 ± 0.067 | 28.78 ± 0.732 | 0.957 ± 0.005 |
| ✓    | ✓    | 0.499 ± 0.096 | 0.682 ± 0.109 | 0.467 ± 0.024 | 27.20 ± 0.533 | 0.943 ± 0.004 |
| ✓    | ✓    | **0.518 ± 0.064** | **0.688 ± 0.076** | **0.479 ± 0.020** | **28.87 ± 0.409** | **0.958 ± 0.00005** |

| Re-weighted Loss Strategy | Dice     | Precision | Recall    | PSNR     | SSIM     |
|---------------------------|----------|-----------|-----------|----------|----------|
| Fixed Weight ($\alpha = 0.5$ and $\beta = 0.5$) | 0.494 ± 0.083 | 0.673 ± 0.104 | 0.459 ± 0.045 | 27.23 ± 0.620 | 0.933 ± 0.009 |
| Fixed Weight ($\alpha = 0.2$ and $\beta = 0.8$) | 0.485 ± 0.077 | 0.662 ± 0.080 | 0.444 ± 0.042 | 28.70 ± 0.519 | 0.955 ± 0.007 |
| Dynamic Weight (Linear)   | 0.494 ± 0.073 | 0.664 ± 0.087 | 0.452 ± 0.031 | 28.87 ± 0.516 | 0.956 ± 0.0006 |
| Dynamic Weight (Exponent) | **0.518 ± 0.064** | **0.688 ± 0.076** | **0.479 ± 0.020** | **28.87 ± 0.409** | **0.958 ± 0.00005** |
For simulated Brainweb data, 20 cases were employed with known tissue annotation, 17 for training and 3 for testing. 12 tissue types were given, in which 3 of them (CSF, WM, and GM) were used to calculate the segmentation quantitative metrics. All the 3D images were resized and cropped to the size of $362 \times 416 \times 352$. The batch size was set to 4, and the initial learning rate was set to $1 \times 10^{-4}$. Random flip, rotation and affine transformation are used as data augmentation methods. The model was trained for 3000 epochs using Adam optimizer.

For in vivo in-house dataset, the MR data were collected by Guizhou Provincial People’s Hospital. Data from 40 cases were obtained with FLAIR sequence and the stroke lesions were annotated by experienced clinicians using ITK snap, with 20 cases as the training set and the rest 20 cases as the test set. All images were obtained with a Siemens 1.5T scanner. The FOV phase amplitude is $70\% - 87.5\%$. The slice thickness ranges from 6.0 mm to 7.0 mm and the slice interval ranges from 7.8 mm to 9.1 mm. All the data were resized to $224 \times 224$ with intensity normalized. The batch size was set to 16, and the initial learning rate was set to $1 \times 10^{-4}$. The model was trained for 50 epochs using Adam optimizer.

3.2 Quantitative Evaluation Metrics

For the ATLAS dataset and in vivo in-house dataset, five metrics are used to measure the performance of the segmentation and reconstruction results, including the Dice score, precision, recall, peak signal-to-noise ratio (PSNR) and structural similarity index matrix (SSIM). The former three metrics were employed to evaluate the segmentation performance and the latter two were used to evaluate the reconstruction performance. For the Brainweb dataset, five metrics are used to measure the performance of the segmentation and reconstruction results, including the Dice score on CSF, GM, WM, PSNR and SSIM. All the metrics referred to the 3D predicting results. Average metric scores on the testing dataset were listed for the comparison between different methods.

3.3 Ablation Study

3.3.1 Effectiveness of ITFS and DRLC

In this section, we focus on evaluating the effectiveness of the proposed modules of ITFS and DRLC. First, we trained a joint framework of reconstruction and segmentation modules from scratch without the iterative teacher forcing scheme and dynamic re-weighted loss constraint. Second, we alternatively introduced the iterative teacher forcing scheme and dynamic re-weighted loss constraint to the joint framework. The related quantitative comparison results are shown in Table 1. We could see both the iterative teacher forcing scheme and dynamic re-weighted loss constraint improved the performance of the proposed network. On the basis of it, we leveraged the iterative teacher forcing scheme and dynamic re-weighted loss constraint simultaneously. It is clearly observed that the network equipped with both the iterative teacher-forcing scheme and dynamic re-weighted loss constraint achieved better performance than other networks. They were beneficial for producing high-quality reconstruction and segmentation results simultaneously. Furthermore, the results shown in Table 1 demonstrated that the dynamic re-weighted loss constraint contributed more to the performance gain than the iterative teacher-forcing does. However, ITFS has a more important capability of stabilizing the training process. As shown in Fig. 5, the introduction of ITFS improved the convergence of the proposed network. It stabilized the training process of the dual-task network to reduce the training difficulty.

3.3.2 Ablation Analysis of Different Kinds of DRLC

As the results showed above, the dynamic re-weighted loss constraint helped the network produce promising results. In this section, we compared the performance of different re-weighted loss constraints to validate the effectiveness of our proposed exponential-like dynamic re-weighted loss constraint. As shown in Table 2, we have evaluated three kinds of weight setting schemes, namely the fixed weight, dynamic weight with linear settings and our proposed scheme. Com-
Figure 5: The loss values with or without ITFS. The colored area covers 95% of the loss values. It is clear that using ITFS could make the training process more stable.

compared to the fixed weights of $\alpha$ and $\beta$, dynamic re-weighted loss constraint achieved better performance for both reconstruction and segmentation. Dynamic self-adopted loss adjustment helps the loss value adapt to the training stage, which avoids too large loss and gradient value at the final stage of training. Furthermore, the performance of the re-weighted loss based on exponential operations was better than that of the re-weighted loss based on linear functions. This is intuitively explainable since the first few epochs may change drastically while it becomes steady with respect to the iterations. Therefore, we selected the re-weighted loss with exponential formations in the following experiments.

3.4 Evaluation and comparison on ATLAS dataset

To validate the effectiveness of our method, we conducted experiments on ATLAS dataset, which is publicly available and offers a high variety of lesions. Noting that, our proposed method and SegNetMRI could provide reconstructed images and segmented masks simultaneously. However, SynNet, LI-Net, and SERANet just could provide segmented masks. Ta-
Table 3: Comparison experiments results of different methods on ATLAS dataset. For each metric, we mark the best in bold.

| Method       | Dice     | Precision | Recall   | PSNR       | SSIM       |
|--------------|----------|-----------|----------|------------|------------|
| SynNet       | 0.357 ± 0.072 | 0.459 ± 0.085 | 0.352 ± 0.068 | -          | -          |
| LI-Net       | 0.312 ± 0.067 | 0.478 ± 0.095 | 0.278 ± 0.055 | -          | -          |
| SERANet      | 0.213 ± 0.064 | 0.656 ± 0.179 | 0.149 ± 0.034 | -          | -          |
| SegNetMRI    | 0.224 ± 0.067 | 0.618 ± 0.164 | 0.156 ± 0.034 | 28.22 ± 0.746 | 0.950 ± 0.006 |
| U-Net (full-sample) | 0.512 ± 0.085 | 0.632 ± 0.102 | **0.511±0.094** | -          | -          |
| D5C5         | -        | -         | -        | **28.78±0.689** | **0.958±0.0005** |
| ours         | **0.518±0.064** | **0.688±0.076** | 0.479±0.020 | **28.87±0.409** | **0.959±0.0005** |

Table 3 and Fig. 6 show the comparison of reconstruction and lesion segmentation performance on ATLAS dataset. We compared our method with existing segmentation and reconstruction from under-sampled k-space data approaches. We can see that our approach achieved better performance on lesion segmentation and promising performance on image reconstruction, with more than 0.15 gain on Dice score. It is worth noticing from Fig. 6 that our approach achieved smaller variance on Dice score, which indicates a better segmentation performance on small lesions. Segmentation results are encouraging even compared with segmentation from fully-sampled data.

To have a comprehensive comparison with existing segmentation from under-sampled data methods, we reported the box-plot on Dice score for different lesion sizes in Fig. 7. This figure shows that all of the methods perform well on median size lesions (lesion size 2 and 3). However, our approach achieves encouraging results on small (lesion size 0 and 1) and huge (lesion size 5) lesions, while other methods perform worse. The promising segmentation result suggests the effectiveness and good generalization capability of the proposed method.

The quantitative comparison of the reconstruction performance of different networks is shown in Table 3. As we can see, our proposed method obtained promising quantitative metrics compared with other methods. Besides, we selected two slices to show the reconstruction performance of different networks, which are shown in Fig. 8. As we can see in Fig. 8 all the methods were able to generate high-quality images. The suppression of artifacts improved the visual quality of the reconstruction images greatly. Nevertheless, there were differences between the reconstruction results of different networks. Reference to the error maps and quantitative metrics, the reconstruction ability of the proposed method was better than that of the other method.

3.5 Evaluation and comparison on Simulated Brainweb Data

To validate the effectiveness and robustness of the proposed method, we conduct experiments on simulated Brainweb data, which is publicly available and offers digital brain phantoms with 12 tissue types. Three tissues were used to evaluate the segmentation performance because of their large size. Table 4 and Fig. 9 shows the comparison of the image reconstruction and tissue segmentation results. We can see that our method achieved better performance on CSF segmentation and PSNR, with 0.04 and 1.2 dB improvement on CSF Dice score and PSNR, respectively. Our method also achieved encouraging performance on WM and GM segmentation and SSIM, with 0.9285, 0.9354 and 0.993, respectively.
|                | annotation | ours | SegNetMRI | UNet(full-sample) | D5C5 | SynNet | LI-Net | SERANet |
|----------------|------------|------|-----------|------------------|------|--------|--------|---------|
| PSNR/SSIM      |            |      |           | 28.44/0.9055     | 25.62/0.7577 | 28.32/0.9031 |
|                |            |      |           | 31.33/0.9471     | 31.46/0.9479 | 23.94/0.7289 |
|                |            |      |           | 31.46/0.9479     | 31.33/0.9471 |         |

Figure 8: Examples of our lesion segmentation results and image reconstruction error maps on ATLAS dataset. From left to right: label, ours, SegNetMRI, U-Net (full-sample) (top) or D5C5 (bottom), SynNet, LI-Net, SERANet.
Figure 9: Examples of our lesion segmentation results and image reconstruction error maps on simulated Brainweb data. From left to right: label, ours, SegNetMRI, U-Net (full-sample) (top) or D5C5 (bottom).

Figure 10: Examples of our lesion segmentation results and image reconstruction error maps on in vivo data. From left to right: label, ours, SegNetMRI, U-Net (full-sample) (top) or D5C5 (bottom).
Table 4: Comparison experiments results of different methods on simulated Brainweb dataset. For each metric, we mark the best in bold.

| Method       | CSF (dB)     | WM (dB)     | GM (dB)     | PSNR (dB)   | SSIM         |
|--------------|--------------|-------------|-------------|-------------|--------------|
| SegNetMRI    | 0.792 ± 0.044| 0.915 ± 0.008| 0.925 ± 0.021| 41.48 ± 0.077| 0.991 ± 0.001|
| D5C5         | -            | -           | -           | 39.68 ± 0.057| 0.993 ± 0.001|
| U-Net        | 0.862 ± 0.013| 0.928 ± 0.002| 0.933 ± 0.001| -           | -            |
| (full-sample)| ours         | 0.869 ± 0.003| 0.958 ± 0.001| 0.960 ± 0.001| 42.68 ± 0.044| 0.997 ± 0.001|

Table 5: Comparison experiments results of different methods on in-house dataset. For each metric, we mark the best in bold.

| Method       | Dice       | Precision  | Recall     | PSNR (dB)   | SSIM         |
|--------------|------------|------------|------------|-------------|--------------|
| ours         | 0.864 ± 0.001| 0.880 ± 0.011| 0.868 ± 0.031| 32.65 ± 0.013| 0.986 ± 0.001|
| SegNetMRI    | 0.841 ± 0.004| 0.814 ± 0.024| 0.859 ± 0.033| 32.52 ± 0.057| 0.983 ± 0.006|
| U-Net        | 0.854 ± 0.015| 0.830 ± 0.007| 0.7887 ± 0.107| -           | -            |
| (Full-sample)| D5C5       | -          | -          | 32.49 ± 0.044| 0.984 ± 0.008|

3.6 Evaluation and comparison on in vivo in-house Dataset

To validate the effectiveness of the proposed on in vivo data, we conduct experiments on in vivo in-house dataset. Table 5 and Fig 10 shows the comparison of the image reconstruction and lesion segmentation results. We can conclude that our approach achieved encouraging performance for both reconstruction and segmentation, with 0.864 in Dice, 32.65 dB in PSNR and 0.983 in SSIM respectively. As we can see in Figure 10 all the methods achieves promising reconstruction error maps and segmentation masks. Compared with the error maps and segmentation masks achieved by other methods, our approach was more effective in these two tasks.

4 Discussion and Conclusion

In this study, we propose a multi-task MR imaging framework with iterative teacher forcing scheme and dynamic re-weighted loss constraint. The promising reconstruction and segmentation results were achieved through our proposed re-weighted deep learning framework. As the comparison experiments showed, the proposed iterative teacher forcing scheme and dynamic re-weighted loss constraint co-prompt the quality of both the reconstruction task and segmentation task. The main drawback of directly combing the loss function of the corresponding task is that may lead to an unbalance between the performance of two modules. The proposed dynamic re-weighted loss constraint has the ability to control the training process of the network to take two considerations on both reconstruction and segmentation tasks. It helps the network avoid the over-large or over-small value of gradient in the training process to make sure each task-specific loss effective. In other words, the core of the training process of the proposed network was managed dynamically. Furthermore, the error of the reconstruction task may influence the quality of the segmentation task. Although we can leverage the teacher forcing scheme to solve the problem mentioned above, the incident exposure bias and over-correction may breakdown the performance of the network. The proposed iterative teacher forcing scheme not only internally correct the prediction of the low-level model but also help avoiding the
occurrence of exposure bias and over-corrections for the reconstruction model. It makes sure the quality of the segmentation module not influenced by the reconstruction error as much as possible. Therefore, we argue that the segmentation performance gain mainly came from the iterative teacher forcing scheme. Moreover, compared with existing undersampled k-space MR image segmentation methods, the proposed method segment small lesions more efficiently, which is crucial in clinical practice. We demonstrate that this performance gains mainly due to the effectiveness of the task-driven reconstruction model, which focuses on lesion region reconstruction. In the future, we consider to explore our method for dynamic MR imaging. Another key that should be explored is the potential training cost of the iterative teacher forcing scheme and dynamic re-weighted loss constraint. Alternatives will be explored in the future for slighter training costs.
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