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Abstract

This paper proposes a simple CNN model for creating general-purpose sentence embeddings that can transfer easily across domains and can also act as effective initialization for downstream tasks. Recently, averaging the embeddings of words in a sentence has proven to be a surprisingly successful and efficient way of obtaining sentence embeddings. However, these models represent a sentence, only in terms of features of words or uni-grams in it. In contrast, our model (CSE) utilizes both features of words and n-grams to encode sentences, which is actually a generalization of these bag-of-words models. The extensive experiments demonstrate that CSE performs better than average models in transfer learning setting and exceeds the state of the art in supervised learning setting by initializing the parameters with the pre-trained sentence embeddings.

1 Introduction

Representing word sequences such as phrases and sentences plays an important role in natural language understanding systems. In recent years, many composition functions have been applied to word embeddings to obtain vectors for longer phrases or sentences, ranging from simple operations like addition (Mitchell and Lapata, 2008) to richly-structured functions like recursive neural networks (Socher et al., 2011), convolutional neural networks (Kalchbrenner et al., 2014), and recurrent neural networks (Tai et al., 2015).

In this paper, based on convolutional neural networks (CNN), we introduce an architecture that can use both features of words and features of n-grams to encode sentences into real-valued vectors with the property that sentences with similar meaning have high cosine similarity in the embedding space. Our goal is to learn general-purpose sentence representations that can be transferred for measuring semantic textual similarity (STS) (Agirre et al., 2012) and can also act as effective initialization for downstream tasks.

Originally, the CNN model is invented to extract local features in computer vision (Lecun et al., 1998). But it has been shown to be effective for NLP and has achieved excellent results in sentence modeling (Kalchbrenner et al., 2014), and other traditional NLP tasks (Collobert et al., 2011). To encode the meaning of a sentence of varying length into a fix-length vector, our simple CNN model first utilizes multiple filters with different size to extract possible features of n-grams in it. Then we obtain one feature corresponding to one filter through pooling operation. The intuition is to capture one aspect of semantic features of n-grams for each filter. Inspired by the strong performance of simply averaging word embeddings (Wieting et al., 2016), we also set filter size to 1 to extract word semantic information.

To evaluate our model, we consider two types of learning settings: transfer learning evaluation and supervised learning evaluation. For the transfer leaning setting, we first train our model on noisy phrase pairs from the Paraphrase Database (PPDB) (Ganitkevitch et al., 2013), then evaluate it on every SemEval STS task from 2012 through 2015 and the 2014 SemEval SICK dataset (Marelli et al., 2014). Particularly, we follow the experiment setting of Wieting et al. (2016), in which they compared various types of neural network architectures except CNN, spanning the range of complexity from word averaging to LSTMs...
and showed the impressive performance of Paragram-Phrase (PP), a simple word average model. So our work can also serve as complementary to theirs. As results, we found our model performs better than their PP model in most evaluation datasets. Moreover, researchers have recently found that since models are ultimately tested on sentences, sentence representations trained on noisy sentence pairs, obtained automatically by aligning Simple English to standard English Wikipedia (Coster and Kauchak, 2011), perform much better than those trained on noisy phrase pairs from PPDB dataset (Wieting and Gimpel, 2017). So we conduct the same transfer learning experiment on noisy sentence pairs with our model which is initialized with the parameters obtained from PPDB, and again find our model outperforms two state-of-the-art models: ATT-CCG (Shaonan Wang, 2017) and GRAN (Wieting and Gimpel, 2017). For the supervised learning setting, we use the model from transfer setting as a prior and fine-tune this model on the SICK dataset in a supervised style. With useful initialization, we achieve new state-of-the-art results on this task.

2 Related Work

Obtaining the most useful distributed representations of phrases or sentences could ultimately have a significant impact on language understanding systems since it is phrases and sentences, rather than individual words, that encode the human-like general world knowledge (or common sense) (Norman, 1972). According to their purposes, sentence embeddings generally fall into two categories: task-specific sentence embeddings and general-purpose sentence embeddings.

The first consists of sentence embeddings trained specifically for a certain task. They are usually combined with downstream applications and trained by supervised learning. Researchers have proposed many models along this line, and they typically use recursive neural networks (Socher et al., 2012; Socher et al., 2013), convolutional neural networks (Kalchbrenner et al., 2014; dos Santos and Gatti, 2014; Kim, 2014) or recurrent neural networks with long short-term memory (LSTM) (Hochreiter et al., 1997; Chung et al., 2014) as an intermediate step in creating sentence embeddings to solve a variety of NLP tasks including paraphrase identification and sentiment classification (Yin and Schütze, 2015; Tan et al., 2016; Lin et al., 2017).

The other category consists of universal sentence embeddings, which are usually trained by unsupervised or semi-supervised learning and can be served as features for many other NLP tasks such as text classification and semantic textual similarity. This include recursive auto-encoders (Socher et al., 2011), ParagraphVector (Le and Mikolov, 2014), SkipThought vectors (Kiros et al., 2015), Sequential Denoising Autoencoders (SDAE), FastSent (Hill et al., 2016), PP (Wieting et al., 2016), Sent2Vec (Pagliardini et al., 2017), GRAN (Wieting and Gimpel, 2017), etc.

In this paper, we also aim to learn general-purpose, paraphrastic sentence embeddings, the same purpose as Wieting et al. (2016). In their work, they demonstrate the strong performance of the PP model across a broad range of tasks and domains, but also show some limitations of this bag-of-words model. For future work, they leave a challenge: can we find a model that takes context into account while still generalizing as well as the PP model? Then in their following work (Wieting and Gimpel, 2017), they proposed a novel architecture, called GRAN that utilizes the context information to create gate for each word in a sentence. After obtaining gates which can be seen as a kind of attention mechanisms, they average the word embeddings, multiplied with their respective gates, to get the embedding of the sentence. Besides, there is another model, called ATT-CCG (Shaonan Wang, 2017), which also incorporates attention mechanism into PP model by using word attributes information (CCG supertag of words). Unlike GRAN and ATT-CCG, we propose a convolutional architecture, called Convolutional Sentence Encoder (CSE), which directly consider the semantics of n-grams by using convolving filters with different size. Further description of this model is included in Section 3.1.

3 Model and Training

3.1 Model

Figure 1 shows the architecture of the proposed model CSE. Our model encodes the meaning of a sentence of varying length into a fixed-length real-valued vector such that the semantic similarity between
sentences can be measured by the cosine similarity of their corresponding vectors. We denote $x_i \in \mathbb{R}^d$ as the $d$-dimensional word vector of the $i$-th word in a sentence. Then a sentence of length $n$ (padded when necessary) is represented as

$$x_{1:n} = x_1 \oplus x_2 \oplus \cdots \oplus x_n,$$  

(1)

Where $\oplus$ is the concatenation operator. In general, let $x_{i:j}$ refers to the concatenation of words $x_i, x_{i+1}, \ldots, x_j$. A convolution operation involves a filter $w \in \mathbb{R}^{h \times d}$, which is applied to a window of $h$ words to produce a new feature. For example, a feature $c_i$ is generated from a window of words $x_{i:i+h-1}$ by

$$c_i = f(w \cdot x_{i:i+h-1} + b),$$

(2)

Here $b \in \mathbb{R}$ is a bias term and $f$ is an activation function (either tanh or linear unit; linear unit is slightly better in our experiments, so we only report the linear unit results). This filter is applied to each possible window of words in the sentence $\{x_{1:h}, x_{2:h+1}, \ldots, x_{n-h+1:n}\}$ to produce a feature map

$$c = [c_1, c_2, \ldots, c_{n-h+1}]$$

(3)

with $c \in \mathbb{R}^{n-h+1}$. Instead of using mean pooling, we then apply a sum pooling operation over the feature map for forcing our model to capture semantic similarity between words and phrases.\(^1\) And we take the sum value $\hat{c} = \text{sum}(c)$ as the feature corresponding to this particular filter. The idea is to capture one aspect of n-gram semantic features for each feature map. This pooling scheme also naturally deals with variable sentence lengths.

We have described the process by which one feature is extracted from one filter. The model uses $k$ filters (with varying window sizes) to obtain multiple features. These features form the representation of a sentence:

$$g(x_{1:n}) = [\hat{c}_1, \hat{c}_2, \ldots, \hat{c}_k].$$

(4)

For the learnable parameters in our model, we denote the word embeddings by $W_w$ and all the other compositional parameters by $W_c$. In addition, We initialize $W_w$ by some pretrained embeddings in all experiments.

### 3.2 Training

We follow the training procedure of Wieting et al. (2016), described below. The training data consists of a set $S$ of phrase or sentence pairs $\langle s_1, s_2 \rangle$ from either PPDB (Ganitkevitch et al., 2013) or the aligned

---

\(^1\)Suppose we have two sentences that are very different in length but have very close meanings. In order to get similar embeddings for them, our model must find a way to capture semantic similarity between words in the short sentence and n-grams in the long one.
optimize a margin-based loss:

$$\min_{W_w, W_c} \frac{1}{|S|} \left( \sum_{\langle s_1, s_2 \rangle \in S} \max(0, \delta - \cos(g(s_1), g(s_2)) + \cos(g(s_1), g(t_1))) + \max(0, \delta - \cos(g(s_1), g(s_2)) + \cos(g(s_2), g(t_2))) + \lambda_w \| W_{w_{\text{initial}}} - W_w \|^2 + \lambda_c \| W_c \|^2 \right)$$

(5)

Where $g$ is our sentence representation model, $\delta$ is the margin, $\lambda_w$ and $\lambda_c$ are the regularization parameters, $W_{w_{\text{initial}}}$ is the initial word embedding matrix, and $t_1$ and $t_2$ are carefully-selected negative examples taken from a nimi-batch during optimization. The intuition is that we want the two sentences to be more similar to each other $\cos(g(s_1), g(s_2))$ than either is to their respective negative examples $t_1$ and $t_2$, by a margin of at least $\delta$.

**Selecting Negative Examples:** To select $t_1$ and $t_2$ in Eq. 5, we simply choose the most similar example in some set of phrases or sentences (other than those in the given pair). For simplicity, we use the mini-batch for this set, but it could be a different set. That is, we choose $t_1$ for a given $\langle s_1, s_2 \rangle$ as follows:

$$t_1 = \arg \max_{t : (t, \cdot) \in S_b \setminus \{\langle s_1, s_2 \rangle\}} \cos(g(s_1), g(t))$$

where $S_b \in S$ is the current mini-batch. That is, we want to choose a negative example $t_i$ that is similar to $s_i$ according to the current model.

## 4 Experiments

In this part, we present the results of our experiments. We first use the semantic textual similarity (STS) tasks from 2012 to 2016 (Agirre et al., 2012; Agirre et al., 2013; Agirre et al., 2014; Agirre et al., 2015; Agirre et al., 2016) and the SemEval 2014 SICK (Marelli et al., 2014) test set to evaluate the performance of our model under the transfer learning setting. Then for supervised setting, we choose the SICK 2014 dataset with its standard train/dev/test split.

Given two sentences, the aim of the STS tasks is to predict their similarity on a 0-5 scale, where 0 indicates the sentences are on different topics and 5 indicates that they are completely equivalent. These STS datasets cover a broad range of domains, including news, image and video descriptions, glosses, web forum, twitter and so on. As for the supervised SICK task, it requires us to give a relatedness score for sentence pair on a 1-5 continuous scale similar as STS, but is an easier learning problem since the training and test examples are all drawn from the same distribution.

### 4.1 Transfer Learning

#### DataSets and Experimental Settings

As training data, we use noisy phrase pairs from Paraphrase Database (PPDB) (Ganitkevitch et al., 2013) which is automatically derived from naturally-occurring bilingual text. PPDB comes in different sizes (S, M, L, XXL, and XXXL), where each larger size subsumes all smaller ones but contains noisier paraphrases. Considering precision and data size, we choose the XL section of PPDB which contains 3,033,753 unique phrase pairs. We use PARAGRAM-SL999 embeddings (Wieting et al., 2015) to initialize the word embedding matrix ($W_w$) for the model, and fix the learning procedure, using Adam (Kingma and Ba, 2015) optimizer with a learning rate of 0.001. Moreover, we use filter windows ($h$) of 1, 2, 3 with 100 feature maps each$^2$, since we want the dimension of sentence vectors of CSE to be same as the baseline models. The reason we use filter window of 1 is inspired by the strong performance of the bag-of-words PP model. For hyperparameter tuning, we search $\delta \in \{0.4, 0.6, 0.8\}$, $\lambda_w \in \{10^{-4}, 10^{-5}, 10^{-6}\}$, $\lambda_c \in \{10^{-5}, 10^{-6}, 10^{-7}, 0\}$, and batch

$^2$We put filter window size selecting part in Section 5.2 for further analyzing the difference between CSE and PP.
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size over \{32, 64, 128, 256\}. We train the model on PPDB for 10 epochs, using STS 2016 datasets for validation, then evaluate on STS 2012-2015 tasks and the SICK test set.

Wieting and Gimpel (2017) found the sentences in the STS test sets are quite different from the short training fragments in PPDB, which may affect performance of models that are more sensitive to overall characteristics of the word sequences. Therefore, after training on PPDB, we train the model for 10 more epochs on another source of data, called SimpWiki, which is a set of sentence pairs, automatically extracted from Simple English Wikipedia and English Wikipedia articles by Coster and Kauchak (2011). This dataset, consists of 167,689 sentence pairs, has been proved useful for semantic textual similarity task by Wieting and Gimpel (2017), although it was extracted for developing text simplification systems. When continuing to train on this dataset, we initialize the model with the parameters learned from PPDB, use the hyperparameters that maximize Pearson’s \( r \) on the 2016 STS tasks and try dropout (Srivastava et al., 2014) on the word embeddings. Then, we again test CSE on all STS tasks and the SICK test set.

| Dataset     | PP | CSE |
|-------------|----|-----|
| MSRpar      | 42.6 | 51.6 |
| MSRvid      | 74.5 | 79.8 |
| SMT-eur     | 47.3 | 50.7 |
| OnWN        | **70.6** | 69.9 |
| SMT-news    | 58.4 | **64.4** |
| STS 2012 Average | 58.7 | **63.3** |
| headline    | 72.4 | 74.0 |
| OnWN        | 67.7 | 72.1 |
| FNWN        | **43.9** | 29.8 |
| STS 2013 Average | **61.3** | 58.6 |
| deft forum  | 48.7 | 56.1 |
| deft news   | **73.1** | 70.0 |
| headline    | 69.7 | **70.9** |
| images      | 78.5 | **81.6** |
| OnWN        | 78.8 | 79.2 |
| tweet news  | **76.4** | 74.6 |
| STS 2014 Average | 70.9 | **72.1** |
| answers-forums | 68.3 | 66.2 |
| answers-students | 78.2 | **78.4** |
| belief      | **76.2** | 68.5 |
| headline    | 74.8 | **76.5** |
| images      | 81.4 | **82.9** |
| STS 2015 Average | **75.8** | 74.5 |
| 2014 SICK    | 71.6 | **71.9** |
| Total Average | 67.7 | **68.5** |

Table 1: Results on SemEval textual similarity datasets (Pearson’s \( r \times 100 \)) when models trained on PPDB XL only. The highest score in each row is in boldface.

**Results:** In Table 1, we show the results of our model when trained on PPDB XL only. Particularly, this set of results is the median of five runs with random initialisations of the learnable parameters. As baseline, we compare to PP model (Wieting et al., 2016) since it is simple and proved to performs strongly in the STS and SICK tasks, and more importantly, it uses the same training dataset as CSE, which ensures a fair comparison. As we can see, CSE outperforms the baseline in the majority of datasets (14 out of 20) and in total average. We attribute the strong performance of CSE to the functional architecture which represents a sentence in terms of features that depend on words and n-grams. In contrast, PP model only extracts the features of words. But on very few datasets such as 2013 FNWN, our model performs poorly. Upon examination, two characteristics of this dataset may explain the poor performance: a).it
contains many sentence pairs of low similarity with low word overlap. But it is more likely for CSE to overestimate the similarity of sentences for capturing extra grammatical features of n-grams. b) most sentence pairs are very different in length. Since addition pooling differentiates more the length of sentences than mean pooling (or average), it is more difficult for CSE to determine the similarity of this kind of sentence pairs.

| Dataset        | GRAN | ATT-CCG | CSE |
|---------------|------|---------|-----|
| MSRpar        | 47.7 | 49.9    | 48.6|
| MSRvid        | 85.2 | 84.2    | 86.0|
| SMT-eur       | 49.3 | 49.3    | 49.8|
| OnWN          | 71.5 | 72.7    | 72.6|
| SMT-news      | 58.7 | 66.6    | 57.8|
| STS 2012 Average | 62.5 | 64.5    | 63.0|
| headline      | 76.1 | 73.6    | 76.3|
| OnWN          | 81.4 | 79.3    | 78.5|
| FNWN          | 55.6 | 50.7    | 51.5|
| STS 2013 Average | 71.0 | 67.9    | 68.8|
| deft forum    | 55.7 | 55.2    | 58.1|
| deft news     | 77.1 | 75.5    | 77.1|
| headline      | 72.8 | 72.2    | 74.6|
| images        | 85.8 | 83.1    | 86.2|
| OnWN          | 85.1 | 84.1    | 84.2|
| tweet news    | 78.7 | 77.7    | 77.7|
| STS 2014 Average | 75.9 | 74.6    | 76.3|
| answers-forums | 73.1 | 69.2    | 73.5|
| answers-students | 72.9 | 78.3    | 76.7|
| belief        | 78.0 | 78.4    | 76.8|
| headline      | 78.6 | 77.4    | 79.8|
| images        | 85.8 | 85.3    | 86.0|
| STS 2015 Average | 77.7 | 77.7    | 78.6|
| answer        | -    | 64.5    | 59.3|
| headlines     | -    | 70.1    | 75.5|
| plagiarism    | -    | 82.5    | 82.6|
| postediting   | -    | 83.0    | 81.4|
| question      | -    | 58.5    | 73.2|
| STS 2016 Average | -    | 71.8    | 74.4|
| 2014 SICK      | 72.9 | -       | 73.0|

Table 2: Results on SemEval textual similarity datasets (Pearson’s $r \times 100$) after CSE trained on SimpWiki. The highest score in each row is in boldface.

After CSE continues to be trained on SimpWiki, we compare it with two state-of-the-art models: ATT-CCG and GRAN. From Table 2, in the 19 datasets, tested by all three models, CSE outperforms the two other models on 10 datasets. In addition, on SICK 2014 test set, our model performs slightly better than GRAN, and on STS 2016 tasks, our average Pearson’s $r$ is 2.6 points higher than ATT-CCG. Our hypothesis explaining the strong performance is that when training our model on SimpWiki, we initialize it with the parameters learned from PPDB, which makes learning process easier.

### 4.2 Supervised Learning

To investigate whether CSE can also get strong performance in supervised setting, we evaluate it on the SICK 2014 dataset which contains 4,500 sentence pairs in the training set, 500 in the development
set, and 4,927 in the test set. We minimize the objective function\(^3\) from Tai et al. (2015). Given a sentence pair \(\langle s_1, s_2 \rangle\) with representations \(\langle h_1, h_2 \rangle\) and a relatedness score \(y\) in the range \([1, K]\), they first compute:

\[
\begin{align*}
  h_* &= h_1 \oplus h_2, \\
  h_+ &= |h_1 - h_2|, \\
  h_s &= \sigma \left( W^{(s)} h_* + W^{(+)} h_+ + b^{(s)} \right), \\
  \hat{p}_0 &= \text{softmax} \left( W^{(p)} h_s + b^{(p)} \right), \\
  \hat{y} &= r^T \hat{p}_0,
\end{align*}
\]

Where \(r^T = [1, 2, \ldots, K]\), \(\theta\) represents model parameters. They then define a sparse target distribution \(p\) that satisfies \(y = r^T p\):

\[
p_i = \begin{cases} 
  y - \lfloor y \rfloor, & \text{if } i = \lfloor y \rfloor + 1 \\
  \lfloor y \rfloor - y + 1, & \text{if } i = \lfloor y \rfloor \\
  0, & \text{otherwise}
\end{cases}
\]

for \(1 \leq i \leq K\). Finally, they use the regularized KL-divergence between \(p\) and \(\hat{p}_0\) as cost function:

\[
J(\theta) = \frac{1}{m} \sum_{k=1}^{m} KL \left( p^{(k)} || \hat{p}_0^{(k)} \right) + \frac{\lambda}{2} ||\theta||^2,
\]

where \(m\) is the number of training pairs and the superscript \(k\) indicates the \(k\)-th sentence pair. For training, we initialize the supervised model with the parameters (including \(W_w\) and \(W_c\)) from Table 2, and regularize back to their initial values. Besides, we tune \(\lambda_w\), \(\lambda_c\) and batch size same as in Section 4.1 and the extra hyperparameter \(\lambda \in \{10^{-5}, 10^{-6}, 10^{-7}, 0\}\) in Eq. 6, referring to this setup as “universal”. Again, we train the model for 10 epochs, using Adam optimizer with a learning rate of 0.001 and use Pearson’s \(r\) index for validation. As a comparison, We also experiment with CSE with random initialization except initializing word embeddings \(W_w\) with PARAGRAM-SL999.

| Model                        | \(r\) | \(\rho\) | \(MSE\) |
|------------------------------|-------|---------|--------|
| Illinois-LH (Lai and Hockenmaier, 2014) | 0.7993 | 0.7538 | 0.3692 |
| UNAL-NLP (Jimenez et al., 2014) | 0.8070 | 0.7489 | 0.3550 |
| Meaning Factory (Bjerva et al., 2014) | 0.8268 | 0.7721 | 0.3224 |
| ECNU (Zhao et al., 2014) | 0.8414 | - | - |
| Constituency Tree-LSTM (Tai et al., 2015) | 0.8491 | 0.7873 | 0.2852 |
| Dependency Tree-LSTM (Tai et al., 2015) | 0.8676 | 0.8083 | 0.2532 |
| CNN (He et al., 2015) | 0.8686 | 0.8047 | 0.2606 |
| PP\_{universal} (Wieting et al., 2016) | 0.8684 | - | - |
| GRAN\_{universal} (Wieting and Gimpel, 2017) | 0.8600 | - | - |
| CSE\textunderscore random (This work) | 0.8558 | 0.8059 | 0.2730 |
| CSE\textunderscore universal (This work) | 0.8696 | 0.8087 | 0.2480 |

Table 3: Test results on the SICK dataset. Evaluation metrics are Pearson’s \(r\), Spearman’s \(\rho\), and mean squared error (\(MSE\)). The results of the first group are from SemEval 2014 systems. The best performance in each metric is in boldface.

The results are shown in Table 3. First, with random initialization, our model is not good enough, slightly better than models from SemEval 2014 systems and Constituency Tree-LSTM. But, initializing with universal parameters and regularizing back to them significantly improves the performance of our

\(^3\)This objective function has been shown to perform very strongly on text similarity tasks, significantly better than squared or absolute error.
model, exceeding the state of the art on all of the three evaluation metrics. The results demonstrate that our universal sentence embeddings carry rich semantic information and therefore can be used as effective features for downstream tasks.

5 Analysis

5.1 Training Data Analysis

The quality of sentence embedding depends heavily on training data source, particularly when experimenting in transfer learning setting, since test examples are not drawn from the same distribution. Wieting and Gimpel (2017) found changing training data from PPDB to SimpWiki is an effective method for improving the performance of sentence model. But, in this paper, we also want to know if our model can get extra boost by cumulative learning, that is, learning on phrase pairs first, then on sentence pairs.

| Dataset          | CSE\textsubscript{phrase} | CSE\textsubscript{sentence} | CSE\textsubscript{cumulative} |
|------------------|--------------------------|----------------------------|-------------------------------|
| STS 2012 Average | 63.3                     | 62.0                       | 63.0                          |
| STS 2013 Average | 58.6                     | 67.3                       | 68.8                          |
| STS 2014 Average | 72.1                     | 75.0                       | 76.3                          |
| STS 2015 Average | 74.5                     | 77.4                       | 78.6                          |

Table 4: Results on SemEval textual similarity datasets (Pearson’s $r \times 100$). The highest score in each row is in boldface.

To answer this question, we experiment with CSE, using phrase pairs dataset PPDB and sentence pairs dataset SimpWiki as training set. In Table 4, we show the results when CSE is trained on phrase or sentence pairs individually and a cumulative style of them two. First, we can see that it is better to use sentence pairs than phrase pairs for training since test sets are all sentences, which suggests CSE is sensitive to the overall characteristics of the word sequences, and the difference between train and test matters much. Otherwise, we find that CSE gains a large margin of performance improvement through the cumulative learning from phrase pairs to sentence pairs, justifying our claim that incremental learning is an important idea to gain extra improvements.

5.2 Filter Size Selecting

| Dataset          | 1-gram | 2-gram | 3-gram | 4-gram | combined |
|------------------|--------|--------|--------|--------|----------|
| STS 2012 Average | 61.82  | 61.53  | 61.44  | 60.73  | 62.87    |
| STS 2013 Average | 63.06  | 62.14  | 62.56  | 62.37  | 64.26    |
| STS 2014 Average | 75.32  | 73.61  | 73.52  | 73.39  | 74.26    |
| STS 2015 Average | 76.45  | 76.14  | 76.06  | 76.11  | 76.99    |
| Total Average    | 70.13  | 69.29  | 69.28  | 69.04  | 70.40    |

Table 5: Results on SemEval textual similarity datasets (Pearson’s $r \times 100$) where n-gram columns show the performance of CSE with filter windows of only size n. The highest score in each row is in boldface, and the highest score for the group of n-gram columns in each dateset is in italic.

In this section, we explain how we choose the filter size of our model and analyze how big is the "n" on n-grams that it could be capturing. For comparison, we fix all the other hyperparameters except filter windows size.\footnote{For qualitative explanation, we do not fine-tune the hyperparameters and simply fixed $\delta$ to 0.6, $\lambda_w$ to $10^{-6}$, $\lambda_c$ to 0, and batch size to 100. Besides, we initialize the word embedding matrix ($W_{w}$) with PARAGRAM-SL999 embeddings and always keep the number of filters equal to 300.} Then we train the model with default Adam optimizer for 10 epochs, using SimpWiki as training data, STS 2016 for validation and STS 2012 to 2015 as test dataset. Results are shown in Table 5. From the first column group, we can see CSE with filter windows of size 1 performs much better than it with bigger window size, which indicates the meaning of words in a sentence plays a very important role in dictating the choice of filter size.
role in composing the semantics of the sentence, which also proves why bag-of-words models like PP can have strong performance in STS tasks. In addition, with the window size increases, the performance of our model is getting poorer, and there is a significant drop in performance when n-gram comes to 4. Inspired by Kim (2014), we then try to combine filters with different window size for additional performance improvements. Simply choosing the three smallest filter windows size of 1, 2, 3 with 100 feature maps each leads us to better results, as shown in the combined column.

5.3 Error Analysis

| # | Sentence A | Sentence B | CSE  | PP  | Gold |
|---|------------|------------|------|-----|------|
| 1 | There are a lot of push up variations you can do and they all stress different muscle systems. the methodology takes much less time rather than naive methods. | There are several different pushup variations out there and most of them provide a unique advantage. this is a much quicker method than other more naive methods. | **3.32** | 3.14 | 4.2 |
| 2 | a boy plays with a noodle by the pool. two hockey players fighting on the ice. | a boy plays with a foam noodle toy by a pool. two hockey players in a struggle on the ice. | **4.88** | 4.79 | 5.0 |
| 3 | A group of sheep in a field. | A group of horses grazing in a field. | **3.86** | 3.89 | 1.6 |
| 4 | The lamb is looking at the camera. | A cat looking at the camera. | **3.89** | 4.13 | 0.8 |
| 5 | A person is riding their bike on a trail next to the woods. | A small child in a yellow shirt is holding their arms out to the sides. | 2.63 | **2.61** | 0.4 |
| 6 | A boy in a red sled is riding down the hill. | A multicolour dog in a red collar crouching on the grass. | 3.29 | **3.27** | 0.0 |

Table 6: Illustrative sentence pairs from the STS datasets showing errors made by CSE and PP. The last three columns show the similarity score of CSE, the similarity score of PP, and the gold similarity score. Boldface indicates smaller error compared to gold standard scores.

In this section, we analyze the predictions of our model CSE and the average model PP on the STS datasets. After scaling the predicted cosine similarities into the range of [0, 5], We compare them to the gold standard scores. Examples are illustrated in Table 6. In the first group (examples 1 and 2), we found that when two sentences have a small amount of word overlap but similar meaning, CSE tends to make smaller error for taking the n-gram semantics into account. Then, just as we expected, when two sentences have a lot of word overlap, and have little differences in key semantic roles, PP performs better, as shown in example 3. But in example 4, we got the opposite result, our hypothesis explaining this result is that CNN architectures happen to be good at capturing semantic similarity between words and phrases (fighting, in a struggle). For the third group (examples 5 and 6), we inspect sentence pairs which have high word overlap rate but different meanings. Under this circumstance, the scores, predicted by CSE, are closer to the golds which suggests PP model is more easily fooled by the high amount of word overlap in such pairs and our model, CSE, is better able to recognize the semantic differences. But in last group (examples 7 and 8) where sentence pairs differ in meaning and have few words in common, CSE performs slightly worse than PP. We think this may due to its capability of capturing extra grammatical features, which leads it more likely to overestimate the similarity of sentences than bag-of-words models (or PP). In addition, from last two groups, both models tend to underestimate sentence pairs of low similarity which may be due to connections between words, whether grammatical or semantic.

6 Conclusion

We introduced a simple CNN architecture to create universal, paraphrastic sentence embeddings. Our model improves upon the state-of-the-art sentence representation models in transfer learning setting and exceeds the state of the art through initialization in the supervised setting. Furthermore, we analyzed the
advantages and disadvantages of our model, and found that it is better at capturing semantic similarity of two sentences than averaging models, especially when they have little word overlap but similar meanings. However, it tends to overestimate the low semantic similarity of a sentence pair. In addition, we released our trained model and codes to facilitate downstream tasks\textsuperscript{5}. Future work could extend this model to related tasks including sentiment analysis, text classification and information retrieval.
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