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Abstract: In Germany, the political decision to phase out nuclear and coal-fired power as well as delays in the planned grid extension are expected to intensify the current issue of high grid congestion volumes. In this article, we investigate two instruments which may help to cope with these challenges: market splitting and the introduction of a capacity mechanism. For this purpose, we carry out a comprehensive system analysis by jointly applying the demand side models FORECAST and eLOAD, the electricity market model PowerACE and the optimal power flow model ELMOD. While a German market splitting has a positive short-term impact on the congestion volumes, we find the optimal zonal delimitation determined for 2020 to become outdated by 2035 resulting in new grid bottlenecks. Yet, readjusting the zonal configuration would lower the ability of the market split to provide regional investment incentives. Introducing a capacity mechanism with a congestion indicator allows allocating new power plants in regions with higher electricity demand. Consequently, we find the required congestion management to be substantially reduced in this setting. However, given the large amount of design parameters, any capacity mechanism needs to be carefully planned before its introduction to avoid new inefficiencies on the market side.
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1. Introduction

Climate protection requires the implementation of target-oriented harmonized measures for the efficient and low-emission supply and use of energy. If the progress of the different measures becomes unbalanced, a key success factor for energy system transformation is at risk: the security of supply.

As one of the world’s leading industrial nations, Germany is aware of its responsibility for climate protection. The intense transition towards renewable energy sources (RES) causes breaks in the regionally established energy supply and consumption structures, which have to be bridged to ensure security of supply. Congestion management in the face of limited electricity transport capacities is a major challenge in this context.

In Germany, the industrial load centers are mainly located in the Southern part of the country. In their close vicinity, conventional generation centers have been established in recent decades, primarily with coal-fired and nuclear power generation. On the one hand, as part of the political decision to phase out nuclear power by 2022 and coal-fired power by 2038, substantial generation
capacities in Southern Germany will be decommissioned over the next 15 years. This is, in addition to the expected electrification of industrial processes, often located in the Western and Southern part of Germany. Yet, on the other hand, the expansion of wind power has led to substantial amounts of new RES generation capacity being installed especially in the north and east of Germany. With the ongoing phase-out of conventional energy technologies, the generation and consumption centers in Germany are thus increasingly drifting apart, resulting in a locational mismatch.

Not least for reasons of public acceptance in the affected regions, the necessary grid development to adequately link the new generation centers with the historically developed demand centers is being delayed. In recent years, this has increasingly led to situations in which the transmission system operators (TSO) had to correct the market-based dispatch of power plants by redispatching of these generation capacities and even by curtailing renewable energy production units [1]. This caused considerable congestion management costs. Furthermore, substantial changes in the structure of the electricity demand are expected in the course of the coming decades. These include shifts in the economic mix of the consumer structure (e.g., relocation of industry abroad), the diffusion of efficiency technologies (e.g., lighting) and increased electricity demand for existing and new applications (e.g., fuel switch in industry, information and communications technology, heat pumps and electric vehicles). The combination of these trends will lead to both, a change in the height and shape of the system load curve and an increased volatility on the supply side through the ongoing expansion of weather-dependent RES technologies. Both phenomena have a strong impact on congestion management. Against this background, the present study is dedicated to the analysis of congestion management in Germany in a European context.

In previous research on congestion management from a regional perspective, the focus was, among other things, on the optimal definition of market zones and their influence on market results. For example, Burstedde [2] as well as Breuer and Moser [3] show that the costs of redispatching could be reduced if the market zones were oriented more towards the transmission network infrastructure and not, as is the case to date, towards national borders. Trepper et al. [4] divide the German market area according to the DENA grid regions and shows that this could reduce the redispatching volume in Germany by up to 60%. Frontier Economics and Consentec [5] analyse the effects of a division of the German market area into a northern and southern part. Market power indicators are used to examine the structural market power potential arising from this market zone division. However, the effects of changes in market prices (level and volatility) on investments relevant to congestion management in the market areas were not considered.

Studies on national market design have so far focused primarily on questions of security of supply in general and the analysis of the functioning of the energy-only market (EOM) with increasing shares of renewable electricity generation [6–9]. The effects of implementing various capacity remuneration mechanisms (CRMs) in Germany on innovation and investment are considered, e.g., in [7,9,10]. Bucksteeg et al. [10] consider the implementation of a CRM to be advantageous as it leads to a reduction of risk for investors and thus for the economy as a whole. However, the establishment of a CRM entails regulatory risks that can have a negative impact on the effectiveness and cost efficiency of the system [9,11]. Moreover, it has not yet been explicitly investigated what effects market coupling at a European level has in interaction with different market designs (EOM, CRM) on congestion management in Germany and on relevant European and national investments. In addition, there are numerous forms of electricity market designs available as options [12], so that the assessment of the most effective and efficient design must be done under changing framework conditions.

On the demand side, the majority of existing studies assume that only the volumes of annual electricity demand will change in the future, while the structure of the load curve will remain unchanged. However, ex-post analyses (e.g., for France [13]) show that the technological composition of demand has a very large influence on the shape of the load curve and the formation of peak loads and is therefore highly relevant for congestion management. The effects of changing load structures on congestion management have not yet been adequately addressed in the literature.
The present study takes up the aspects and influencing factors on congestion management in Germany that have not or only insufficiently been investigated to date and examines them using an innovative methodology. More precisely, we are using a comprehensive modeling framework that consists of four specialized models which are jointly applied and cover all relevant determinants for congestion management as outlined in the following:

- Demand models: FORECAST and eLOAD provide a high resolution for the demand in regional, technological and structural terms. The regional component as well as the technological composition have an important impact on the congestion management.
- Market model: PowerACE, an established agent-based market model, determines a detailed market dispatch of power plants as well as investments in new power plant capacity.
- Grid model: ELMOD conducts the load flow calculations of the transmission grid under consideration of future grid extensions and finally derives congestion management measures like redispatching, curtailment and load shedding.

The presented models are connected via a four step procedure, which is described in more detail in Section 2.2, and a common data set is ensured. This comprehensive approach, which aims to cover the essential aspects of congestion management simultaneously, allows us to conduct in-depth analyses on the future congestion management developments in Germany.

Hereby, we focus on two alternative congestion management strategies: market splitting and a modified CRM with an allocation component for new power plant investments that takes congestion into account. The market splitting case examines a division of the German bidding zone into two zones. In the CRM case, centralized capacity auctions are carried out in Germany, which supplement the existing EOM.

Market coupling with neighbouring electricity markets, their specific CRMs and relevant investment decisions are considered. For this purpose, four energy-related models with a different specific focus on the demand side, supply side and the grid side are jointly applied. This novel approach allows for a comprehensive system analysis with a high spatial and temporal resolution.

The remainder of this paper is structured as follows. Section 2 describes the chosen methodology in more detail and briefly introduces the modeling tools used. Section 3 is devoted to the description of the defined scenario framework and the case studies examined. Next, the results of the analyses are presented and discussed in Section 4. Ultimately, the main findings of the study are summarised in Section 5.

2. Methodology

A holistic analysis of the future need for congestion management requires to take into account several aspects simultaneously. Firstly, the challenging dynamics of the electricity demand side in the medium and long term need to be considered. Secondly, a realistic representation of the power plant dispatch on the day-ahead electricity market and investment decisions for new generation capacities have to be included. Thirdly, the market results have to be transferred to the transmission grid and an optimal power flow needs to be calculated which minimizes the costs for congestion management while maintaining system stability.

Since it is difficult to include all these relevant aspects in a single model with high temporal and spatial resolution, we develop and apply a modeling framework, in which four models are coupled. In this section, we first introduce the models applied for the demand side, electricity market and transmission grid. Afterwards, we describe in detail how these models are jointly applied and interact with each other.

2.1. Model Descriptions

In the following, the models used for our model coupling framework are presented according to our main structure: demand side, generation side and grid side.
2.1.1. Demand Side

For our analysis, we look at annual and hourly demand modelling separately and using two different simulation models. For the preparation of scenarios on the future development of annual energy demand for all energy carriers across all European countries, we use the model FORECAST [14]. The result is the annual final energy demand on national and district (NUTS 3) level. For an explanation of the classification of European regions, we refer to [15]. The model is divided into industry, household, tertiary and other sectors. Although the general methodology of the respective sectoral modules is comparable (bottom-up, simulation), the structure of these modules differs considerably, depending on technological structure. Common input variables of the model are cross-sectoral and scenario-specific parameters such as economic development (measured by the gross domestic product—GDP), energy wholesale prices and the design of policy measures. Sectoral input variables include a wide range of input data, such as sectoral gross value added (GVA), industrial production, household and living area development and number of employees in tertiary sectors. The diffusion of technology in the residential and tertiary sector, e.g., the substitution of heating devices, buildings and other equipment, is modelled using a stock model approach, in which equipment is replaced according to its age. The investment decision leading to the replacement of equipment subsequently determines energy intensity and energy carrier of new equipment. Due to the heterogeneity of industrial processes, the technological diffusion in the industrial sector is modelled considering also non-rational behavior. Overall, this enables the evaluation of increased energy efficiency, electrification and the impact of policy measures in all demand sectors.

In a subsequent step, the national demand is divided into the 402 NUTS 3 regions for Germany. With sectoral distribution keys and statistical analyses, e.g., sectoral GVA, population density, industrial sites with production capacity, stock of vehicles and heating systems, the regional demand by energy carrier is modeled in high spatial resolution [16].

The model eLOAD (“energy load curve adjustment tool”) is then applied to convert the annual electricity demand projection (provided by FORECAST) to an hourly resolution [17]. It depicts the transformation of the system load and especially the development of peak loads. The hourly national electricity demand is projected into the future using a partial decomposition. The system load curve is based on historical data, including load curves, hourly temperature data and technology-specific demand profiles, as well as process- and application-specific electricity demand, combined with the corresponding demand profiles.

To model the future system load, the system load of the base year is first broken down into individual process load profiles and a remaining residual profile. The residual profile is assumed as static, i.e., it has an hourly resolution, but does not change over the years. It thus matches the total system load minus all individual load profiles. Subsequently, the process load profiles from the base year are scaled such that they correspond to the annual, technology-specific demand quantity of a target year and then combined to form the system load curve of the target year. This decomposition and subsequent reaggregation of the system load allows structural changes in the system load, triggered by technological or social change, to be identified. For further information about the model structure please refer to [17].

Hourly regional demand is initially calculated for the base year 2015. The regional load curve is then projected into the future. To model the regional hourly demand we use a regional partial decomposition consisting of four steps. By combining annual regional consumption data with hourly process load profiles, the hourly load can be broken down into process-specific “load slices” and a remaining “residual” (1). Similar to the residual profile used for the national load projection, this residual has an hourly resolution and does not change over the years. Depending on the structure of the annual demand within a region, i.e., the presence of different consumers, the hourly regional demand of the base year is calculated by reaggregating the previously derived hourly resolved load slices (2). For the years 2020, 2025 and 2035 a new decomposition (3) and reaggregation (4) is carried out analogous to the national load projection.
Overall, the detailed bottom-up modelling of the demand side with both a high temporal and geographical resolution has a core strength. This approach allows us to include aspects like the structural change of the system load in the future as well as the regional characteristic of hourly load in the assessment of load flows.

2.1.2. Supply Side

For the simulation of the electricity markets, we apply the established agent-based simulation model PowerACE. Originally developed for the analysis of the German electricity markets [18], the model has been substantially extended in the past years and now covers multiple interconnected market areas [19,20]. Moreover, PowerACE includes a representation of different CRMs [21], which enables us to investigate the effect of changes in the electricity market design. Although the model has a long-term focus and covers time horizons ranging as long as from 2015 up to 2050, also the short-term perspective is modeled at a high temporal resolution of 8760 h/a.

PowerACE includes several agents which represent, e.g., generation companies or regulators. These agents follow their own goals, e.g., by deciding on the daily dispatching of their conventional power plants and storage units (short-term perspective) or by deciding on investments in new supply and storage capacities (long-term perspective). The system behaviour ultimately emerges from the individual actors’ decisions. Thus, the model has an explorative rather than a normative character, which distinguishes it from optimization models using a central planner’s perspective as typically applied for the analysis of electricity markets in the literature. This modeling perspective of PowerACE is particularly useful when investigating the impact of different electricity market designs, such as a CRM or the splitting of a price zone.

For the simulation of the day-ahead market, the supply traders of all market areas first create a price forecast, which is required to estimate the running hours of each power plant. The agents then create hourly bids for each of their power plants. The bids consider both variable and start-up costs. Additional price-inelastic bids for renewable feed-in, electricity demand and storage units are created by a single agent per market area. The bids from all market areas are then submitted to a central market operator, which maximizes social welfare by matching supply and demand bids subject to the limited interconnector capacities. Finally, all supply traders determine their individual power plant dispatch based on the outcome of the market clearing. Further details as well as a formal description of the market coupling procedure are provided in [19].

Additionally to the day-ahead market simulation, the supply agents can evaluate potential investments in new generation and utility-scale storage capacity once per simulation year. For this purpose, the agents carry out long-term price forecasts and estimate the profitability of different investment candidates. Given the mutual dependencies of the different agents’ decisions in all market areas, a complex game opens up. In an iterative procedure, a stable outcome for this game (more precisely, a Nash-equilibrium) is determined. For further details on the investment planning, please refer to [20]. The investment module of PowerACE also includes a representation of different CRMs, namely a central buyer mechanism and a strategic reserve. The implementation of these mechanisms is described in [21].

Summing up, the major model outputs of PowerACE relevant in this study are the hourly dispatch of the conventional power plants and utility-scale storage units in all market areas as well as the results of the investment planning procedure under different electricity market design settings.

2.1.3. Grid Side

The optimal power flow model ELMOD analyzes inter-dependencies between electricity generation and transmission. It covers in its basic version the European transmission grid, capacities including conventional and renewable generation as well as storage and a high spatial resolution of electricity demand [22]. ELMOD can be used to conduct a number of different analyses for instance with respect to the impacts of renewable electricity generation on the transmission grid,
dispatch of power plant units, congestion management as well as investments in grid infrastructure and generation units (e.g., [23, 24]). For this contribution we use ELMOD to calculate cost-minimal congestion management measures using a fixed market-based dispatch of the generation units as input.

The aim of the congestion management calculations is to determine the necessary measures to cover the regional electricity demand under consideration of the transmission grid restrictions. Thereby, the market dispatch should be adjusted as minimal as possible. For this reason, ELMOD receives as an input the hourly dispatch of all power plants from the PowerACE market simulation and the hourly electricity demand on the NUTS 3 level in Germany from eLOAD which are matched with the grid nodes. The congestion management includes three main instruments: redispachting of conventional power plants, curtailment of renewable electricity production and—as an ultimate measure—load shedding. The redispatchable power plant fleet consists of the units which are participating in the market and are dispatched by PowerACE as well as those which are reserved by the TSOs as grid reserve capacities. The following part briefly describes the implementation of the congestion management instruments in ELMOD.

The linear objective function of ELMOD, shown in Equation (1), minimizes the total costs of congestion management $C_{\text{con}}^{\text{total}}$ across all market areas $m \in M$.

$$\text{minimize } C_{\text{con}}^{\text{total}} = \sum_{m \in M} \left( c_{m}^{\text{redisp}} + C_{m}^{\text{curt}} + C_{m}^{\text{inf}} \right)$$

where

- $c_{m}^{\text{redisp}}$ = total redispatching costs in market area $m$
- $C_{m}^{\text{curt}}$ = total curtailment costs in market area $m$
- $C_{m}^{\text{inf}}$ = total infeasibility costs in market area $m$

The energy balance presented in Equation (2) is the main restriction of ELMOD. It ensures that the electricity system is balanced at every grid node $n$ and in every hour $h$. Hereby, it should be noted that the power plant set $P_n$ at node $n$ includes different subsets: conventional power plants $P_n^{\text{con}}$, storage units $P_n^{\text{stor}}$, and renewable power plants $P_n^{\text{ren}}$. The price-inelastic gross electricity demand $d_{n,h}^{\text{gross}}$ is set exogenously. Moreover, the representation of the neighboring countries of Germany is simplified with an aggregated grid node per country. However, auxiliary nodes at the boarders to Germany capture the interconnector behaviour.

$$d_{n,h}^{\text{gross}} + \sum_{p \in P_n^{\text{stor}}} d_{n,h}^{\text{charge}} + d_{n,h}^{\text{add}} - d_{n,h}^{\text{dump}} = \sum_{p \in P_n^{\text{con}}} d_{n,h}^{\text{market}} + f_{n,h}^{\text{AC}} + f_{n,h}^{\text{DC}} \forall n \in N, h \in H$$

where

- $d_{n,h}^{\text{gross}}$ = gross load at node $n$ in hour $h$
- $d_{n,h}^{\text{charge}}$ = storage charging of unit $p$ in hour $h$ (decision variable)
- $d_{n,h}^{\text{add}}$ = artificially added load at node $n$ in hour $h$ (decision variable)
- $d_{n,h}^{\text{dump}}$ = load shedding at node $n$ in hour $h$ (decision variable)
- $d_{n,h}^{\text{market}}$ = electricity generation of power plant $p$ in hour $h$ (decision variable)
- $f_{n,h}^{\text{AC}}$ = net input of the AC lines at node $n$ in hour $h$
- $f_{n,h}^{\text{DC}}$ = net input of the DC lines at node $n$ in hour $h$

In order to obtain the redispachting costs $c_{m}^{\text{redisp}}$, we substract the hourly power plant dispatch of PowerACE $d_{n,h}^{\text{market}}$ with $p \in P_n^{\text{con}}$ from the endogenous generation variable $d_{n,h}^{\text{market}}$ of ELMOD and multiply this difference by the marginal costs of each power plant $c_{p}^{\text{var}}$ as presented in Equation (3).

$$c_{m}^{\text{redisp}} = \sum_{p \in P_n^{\text{con}}} \sum_{h \in H} \left( d_{n,h}^{\text{market}} - d_{n,h}^{\text{market}} \right) \cdot c_{p}^{\text{var}} \forall m \in M$$
To determine the required curtailment of renewable generation $g_{p,h}^{\text{market}}$ with $p \in P_{\text{ren}}$, ELMOD uses the deviation of the market-based renewable generation $g_{p,h}^{\text{market}}$ and the generation variable $g_{p,h}$ which is multiplied by a curtailment penalty and leads to curtailment costs. Curtailment costs are an artificial penalty in order to prioritize renewable generation feed-in. This is according to the Renewable Energy Directive (2009/28/EC) that grants renewable generation a priority access in real time to the grid.) $C_{\text{curt}}$ as shown in Equations (4) and (5).

$$C_{\text{curt}} = \sum_{p \in P_{\text{ren}}} \sum_{h \in H} \left( g_{p,h}^{\text{market}} - g_{p,h} \right) \cdot c_{\text{curt}} \quad \forall m \in M$$ (4)

$$g_{p,h} \leq g_{p,h}^{\text{market}} \quad \forall p \in P_{\text{ren}}, h \in H$$ (5)

If the grid restrictions or energy balance cannot be fulfilled by using the redispatching and curtailment instruments, ELMOD can add artificial generation or apply load shedding. More specifically, when the electricity demand exceeds the generation or transmission capacities, a certain part of the demand can be dumped through $l_{n,h}^{\text{dump}}$ at a high penalty of $c_{\text{voll}} = 10,000$ EUR/MWh. The very high penalty avoids unnecessary load shedding. In order to detect model failures and ensure a feasible model solution, the artificially added load $l_{n,h}^{\text{add}}$ can be used, also with very high specific costs of $c_{\text{add}} = 10,000$ EUR/MWh. These infeasible costs terms sum up to $C_{\text{inf}}$ as shown in Equation (6) and are also part of the objective function Equation (1).

$$C_{\text{inf}} = \sum_{n \in N_{\text{add}}} \sum_{h \in H} \left( c_{\text{add}} \cdot l_{n,h}^{\text{add}} + c_{\text{voll}} \cdot l_{n,h}^{\text{dump}} \right) \quad \forall m \in M$$ (6)

2.2. Model Coupling

The coupling of the four models described above is illustrated in Figure 1. This figure and the coupling procedure have first been introduced in [25]. However, for the sake of completeness, we briefly recite the main model coupling steps in the following. In the first step (a), the future electricity prices are simulated by PowerACE based on hourly feed-in profiles for different RES, detailed power plant data, and a first preliminary assumption on the hourly electricity demand. The resulting preliminary electricity prices are transferred to FORECAST, which then calculates in step (b) the future electricity demand based on investments in various technologies with underlying techno-economic parameters as described in Section 2.1.1. The resulting yearly electricity demand is used by eLOAD for compiling hourly demand profiles, which are afterwards passed to PowerACE on a zonal level and EL MODE on a nodal level. In step (c), PowerACE can calculate the hourly market power plant dispatch and the yearly development of the power plant investments for the time horizon under consideration of the new demand profiles provided by eLOAD. These PowerACE outputs are then transferred to EL MOD. Besides the results of PowerACE, EL MOD uses in step (d) also the results of FORECAST and eLOAD in order to minimize congestion management costs that may occur when the market-dispatch of power plants from PowerACE as well as the regional demand from FORECAST/eLOAD cannot be balanced due to the grid restrictions in EL MOD. Furthermore, based on the results of PowerACE and EL MOD, security of supply and system costs can be evaluated. It should be noted that there is no feedback of the congestion management results from EL MOD to the market results in PowerACE. The reason for this is that the redispatching of power plants is currently cost-neutral for operators and not based on competition. We therefore assume that the congestion management has no systematic influence on the market result in an EOM design, which is determined in our study by PowerACE.
A major advantage of this model coupling is the holistic approach, which uses different strengths of the individual models. The main reason for this is that the complexity and the new trends in the areas of energy supply and use (e.g., sector coupling, new players, technologies, infrastructure requirements) cannot be taken into account with the required level of detail within a single model approach. This complexity would no longer be manageable in a single model. In addition, a large pool of expertise for sub-disciplines can be accessed through the cooperation of specialized modelers. The comprehensive and cross-sector system view plays an increasingly important role, considering that there is a multitude of inter-dependencies along the entire energy value chain. Thus, the coupling of fundamental and detailed models to a consistent energy modeling framework is the key to adequately taking into account the enormous range of technological and institutional options and their interactions when developing sustainable energy supply strategies.

However, it is worth mentioning that besides these considerable advantages of model coupling, some challenges may occur. Essentially, these consist of mapping the different data structures and ensuring data consistency, which can be summarized as challenges of model compatibility.

In summary, the main aim and scientific novelty of the methodology used in our study does not primarily lie in the coupling of the four models presented above. Rather, this approach results in a comprehensive and simultaneous coverage of the essential aspects of congestion management, i.e., a detailed representation of demand, generation and transmission.

3. Case Study and Data

This section serves to describe the applied scenario framework, the different cases to be investigated and finally the geographical scope of the different models as well as essential data sources. We also briefly explain, how the data transferred between the different models has been mapped to stand in line with the required structures.
3.1. Scenario Definition

To achieve an ambitious mitigation level according to European and German targets for 2030 and beyond, major changes have to take place in the medium to long term, which affects all demand sectors, the power plant fleets and the transmission system.

Therefore, the paper at hand uses an ambitious scenario framework regarding the decarbonization pathway. It is mainly based on the EU Reference Scenario 2016 [26], especially for the assumptions concerning the population and economic growth as well as fuel and CO\textsubscript{2} prices. In addition to energy efficiency, an important pillar is a fuel switch from fossil fuels to RES. As these measures are likely to be insufficient to achieve deep decarbonization especially for industry and transport, these demand sectors deploy additional strategies for significant emission reductions until 2050 that are described in Section 3.4.1.

We implement the nuclear and coal phase-out in Germany as described in Section 3.4.2. Furthermore, the renewable share of the electricity production meets the political aims and is described in more detail in Section 3.4.3. For the transmission system, the major challenge is to get the planned grid extension done on schedule, especially with regard to the high-voltage direct current (HVDC) projects in Germany. This is described in more detail in Section 3.4.4.

3.2. Investigated Cases

In the remainder of this paper, we analyze a reference case (REF) as well as two instruments aiming to reduce the required congestion management in Germany in the medium term, i.e., for the years 2025 and 2035. All three cases use the same scenario assumptions described above. An overview of the key differences between the investigated cases is provided in Table 1. Contrary to the REF case with national bidding zones, the German price zone is split into a Northern and a Southern German zone in the SPLIT case, which has previously been shown to successfully reduce congestion management volumes in the short-term [2–4,27]. For the analysis of this case, we rely on work from a preceding study [28], in which an optimal zonal configuration for Germany has already been determined (see Figure 2). In the CRM case, the impacts of introducing a CRM in Germany are investigated. A CRM should generally represent a supplement to the EOM, which is intended to ensure sufficient generation capacities and thus generation adequacy. Although the primary objective of a CRM is to incentivize sufficient amounts of secured capacity, such a mechanism can also be combined with a congestion indicator in order to steer the allocation of the new capacity. Thus, the implementation of a CRM could potentially also reduce the required congestion management in Germany. As shown in Table 1, we apply a simplified congestion indicator in the CRM case, which is explained in more detail in Section 3.4.2.

Table 1. Overview of the investigated cases. The REF case reflects the current status quo in the real world and serves as a benchmark for the other cases. In the SPLIT case, the German market area is split into two zones in order to consider grid congestion already at the market clearing stage. The CRM case investigates the introduction of centralized capacity auctions with an additional grid indicator in Germany. This instrument aims to steer the allocation of new generation capacity.

| Case | Bidding Zones | Market Design | Allocation of New Power Plants |
|------|---------------|---------------|--------------------------------|
| REF  | national      | EOM in Germany, status quo in other countries (cf. Figure 3b) | based on sites with decommissioned capacity |
| SPLIT| national, Germany split in two zones | EOM in Germany, status quo in other countries (cf. Figure 3b) | based on sites with decommissioned capacity |
| CRM  | national      | CRM in Germany, status quo in other countries (cf. Figure 3b) | additionally simplified consideration of grid bottlenecks |
3.3. Geographical Scope

Although the focus of our analyses is on Germany, we also model the German neighboring countries and Italy in order to adequately consider cross-border effects. In this regard, Figure 3 shows the geographical resolution of the different models. In FORECAST and eLOAD, electricity demand is modeled on a NUTS 3 level for Germany and a NUTS 0 level for the remaining countries. PowerACE uses a zonal resolution and includes a power plant representation on unit level in all modeled countries. Moreover, each of the countries differs in terms of the implemented market design which follows the current real-world situation. In ELMOD, the electricity grid is modeled on a nodal level for Germany with auxiliary grid nodes representing the interconnected countries.

3.4. Data

The following subsections present the main data sources and required data mapping. For this purpose, we follow the structure of our modelling set up, i.e., electricity demand, conventional electricity supply, renewable electricity supply and the transmission grid.
3.4.1. Electricity Demand

The demand models FORECAST and eLOAD use various input data from different sources and additional assumptions for the modelled sectors. The main cross-sectoral parameters population and economic development, fuel and CO₂ prices for energy-intensive industry are based on the EU Reference Scenario 2016 [26]. The macroeconomic framework data indicates that the industry sector is expected to continue growing until 2050. Please note that our results focus on the years until 2035, but European CO₂ mitigation goals are typically defined until 2050. Thus, we first model the demand for all energy carriers over the whole time horizon until 2050 to be able to evaluate the technology mix and target achievement and then only use the electricity demand until 2035. Furthermore, lock-in technologies that actually achieve mid-term targets but prevent deep decarbonization can be identified and avoided. However, energy-intensive industries like the iron and steel industry and the non-ferrous metals industry grow below industrial average (<1% p.a.) in the scenario. Stronger growth is to be expected in non-energy-intensive sectors like engineering (incl. vehicle construction) and the food industry, which reflects structural changes towards less-energy-intensive branches.

Fuel prices in this scenario are increasing up to 2050. The annual final energy demand from the base year is validated with European and German energy balances [29,30]. Another important data source is the annual production for industry for over 60 products from [31], building stock data and heating technology share, e.g., from [32] and various other sources to validate the data and close data gaps.

In the scenario, technical potentials for energy efficiencies will be deployed on a high level. Furthermore, in the industry sector a higher CO₂ price than in the EU Reference Scenario leads to mitigating process emissions from chemical reactions originating from production processes in steel and cement manufacturing by change of processes; further CO₂ emissions from fossil feedstock for the chemical industry and from steam generation and industrial furnaces with high-temperature needs are decreased by use of hydrogen and electrification, respectively. Increasing the efficiency of the transport system includes a shift to lower emission transport modes, and speeding up the deployment of low-emission alternative energy sources such as electricity. The decarbonization of the residential and tertiary sectors faces major challenges with respect to the thermal renovation of the existing building stock with regard to both the depth and the rate of refurbishment together with renewable heating sources. This is achieved with a high rate of compliance to the national implementation of building and appliances performance standards, the Directive on Energy Performance of Buildings (EPBD) [33] defining building standards and the Ecodesign Directive [34] defining efficiency classes for appliances and electrical products. Above this, an additional restriction of new installation of oil boilers from the year 2030 leads to a higher market penetration of heat pumps and other RES heating technologies.

As regional parameters for the NUTS 3 regionalization of the demand we apply, amongst others, georeferenced industrial production data (see [35]), population, households and employees projections per NUTS 3 region from [36] for households and the tertiary sector, as well as regional vehicle stock statistics from [37] for private cars.

The demand data determined on the NUTS 3 level by FORECAST and eLOAD must be mapped to the grid nodes in ELMOD. For this purpose, the nodes are first filtered in such a way that only pure demand nodes remained. For instance, auxiliary nodes or those with only power plants need to be removed. Afterwards, the NUTS 3 areas that do not have any of the filtered demand transmission grid nodes are merged with a neighboring NUTS 3 region. Finally, the demand of these consolidated NUTS 3 regions is allocated proportionally to the demand grid nodes existing in the region.

3.4.2. Conventional Electricity Supply

The two models PowerACE and ELMOD use a consistent data set of the power plant fleets in 2020, the start year of the simulations. The data have been compiled from [38] for Germany and [39] for the other countries and enriched with own assumptions. While conventional power plants are modeled
on a unit level for all countries in PowerACE, technology aggregated data is used in the German neighboring countries by ELMOD. All existing power plants are decommissioned based on their individual commissioning year and expected technical lifetime. For Germany, the phase-out of nuclear power until 2022 and coal-fired power plants until 2038 [40] are considered. Early decommissioning of power plants for economic reasons is not considered. Regarding investments in new conventional power plant capacity, PowerACE applies country-specific technology restrictions to account for the respective political situation. For example, investments in lignite- or coal-fired power plants can only be carried out in the Czech Republic and Poland.

The power plant capacity expansion determined by PowerACE needs to be assigned to the grid nodes of ELMOD. The general assumption behind our approach is that a former power plant site with decommissioned power plants is likely to be used also for new power plants because of the existing infrastructure, especially the grid connection and the probably already existing acceptance from the local residents. Therefore, the nodes with decommissioned power plants are sorted per market area in descending order beginning with the highest accumulated decommissioned capacity per node. The new power plant capacities in the respective market area are then allocated to the list, whereby they refill the decommissioned capacities. In periods where higher capacity investments are made than capacities are decommissioned, the ratio between these capacities is the base for the allocation to the grid nodes, meaning that higher capacities will be installed than before.

This allocation method is principally applied in all investigated cases. However, for the CRM case, we additionally apply a congestion indicator. In contrast to the REF and SPLIT case, we limit the refill of a decommissioned plant site location to the previously installed capacity. New power plant capacities beyond that limit will be installed at nodes that have had the highest positive redispatching volumes in the REF case. These nodes are sorted based on their positive redispatching volumes and the new exceeding capacities are assigned accordingly. The assumption behind that is a structural market-side generation deficit in the REF case at the identified grid nodes with high redispatching volumes. Thus, if new competitive power plants are built at these nodes in the CRM case, and hence are dispatched in the market on a regular basis, then a lower need for redispatching at these nodes tends to be reasonable. Additionally, we argue that a CRM should have some kind of congestion component, because otherwise capacities may be available in the market, but not accessible due to grid congestion.

3.4.3. Renewable Electricity Supply

The assumed electricity generation from RES on a national level is based on hourly historical profiles of the year 2015 obtained from [41] and total yearly generation values from the EU Reference Scenario [26]. Yet, in order to account for the German government’s goals of reaching a 65% share of RES generation in relation to electricity demand until 2030 and 80% until 2050, the yearly generation values are scaled accordingly. Moreover, the yearly generation in the other countries is also scaled, such that an overall RES share of 80% in 2050 across all modeled countries is reached. Please note that our results focus on the years until 2035, but European RES goals are typically defined until 2050. Thus, we first scale the RES generation over the whole time horizon until 2050 and then only use the newly derived values until 2035. For the use within ELMOD, the data on RES generation needs to be assigned to grid nodes. Thus, we first regionalize the renewable power plants based on data from [42]. Using this spatial distribution, the capacities are allocated to the closest 110 kV grid node and then assigned via a power transfer distribution factor (PTDF) matrix to the transmission grid nodes. One backdrop of this method is that the relative share of renewable capacities of every node stays fixed over time. An analysis of renewable expansion potentials has not been applied in this contribution.
3.4.4. Transmission Grid

As previously described and shown in Figure 3, ELMOD represents the transmission grid on a nodal level in Germany and using aggregated auxiliary nodes in the other countries. Contrary, for the day-ahead market simulation with PowerACE, the electricity exchange between different countries is limited by fixed maximum transfer capacities and intra-zonal grid constraints are not considered. This corresponds to the current real-world market clearing process applied in Europe. The extension of the future grid is generally based on data from the Ten-Year Network Development Plan [43]. However, given the current delays of the HVDC projects in Germany, we assume these projects to be finalized five years later than stated in the official plans.

4. Results and Discussion

In this section, we present the results of the different investigated cases. We first outline the electricity demand developments and then move on to the electricity market perspective with a focus on the power plant fleet development. Finally, we analyse the impacts of these demand side and supply side developments on the required congestion management. The section concludes with a discussion on limitations of our analyses.

4.1. Electricity Demand

4.1.1. Annual Demand

As shown in Figure 4 (left side), the annual electricity demand in Germany increases until 2035. The results of this scenario are in line with the CO$_2$ mitigation targets of $-80\%$ until 2050. In the demand sectors residential and tertiary, the increase of efficiency can compensate the increase of electricity consumption by the diffusion of heat pumps. In the industrial and mobility sector, the influence of new technologies like electric cars and fuel switch from fossil energy carriers to electricity in industrial applications leads to an overall increase of the electricity demand especially from 2030 (approx. $+26\%$ in 2035 compared to 2020).

![Figure 4. Annual electricity demand development in Germany by sector (left) and average hourly electricity demand over the course of a day (right).](image_url)

In the industry sector, our analysis shows that today’s available technologies are not sufficient. As in this scenario the use of carbon capture and storage (CCS) technologies is avoided, it necessitates the implementation of a variety of different ambitious mitigation options including energy-efficient and low-carbon production innovations, renewable-based electricity and hydrogen (e.g., as feedstock for the chemical industry replacing natural gas), a comprehensive circular economy and improvements in material efficiency. In order to achieve this, the current policy mix needs to be adjusted to effectively support R&D activities directed at the decarbonization of industrial production. Boosting material
efficiency and a circular economy approach along the value chain also requires a broad policy mix (e.g., measures to increase recycling rate, measures to keep CO₂ price signals visible along the value chain) including targeted public procurement.

In the transport sector, energy demand will change significantly if greenhouse gas emission targets are to be met. While electrification is a key solution for road transport, we model that blends of mainly imported biofuels or synthetic fuels will play a major role in aviation and navigation.

In the residential and tertiary sector, refurbishment of buildings is a prerequisite for the deployment of RES and efficient electricity-based heating technologies. Major efforts among all stakeholders are needed to increase energy efficiency in buildings and raise the refurbishment rate and depth beyond current levels. Ambitious EU-wide regulations for building standards are already in force. Heat pumps can play an important role for decarbonizing heat demand in the tertiary and residential sector. For end-user products, tightening efficiency standards in combination with the introduction of new efficiency classes will be necessary to reduce electricity demand.

Regional electricity demand differs according to the structural characteristics of the German regions as well as future regional developments. A main driver is the population development, as the rural areas in Germany will face decreasing population while urban areas and cities, especially the suburban areas, are growing. This is also visible in Figure 5 (left side). The influence on the regional demand structure depends on different factors. The industrial production areas influence the demand in the region where they are located. Especially the future growing electricity demand for energy-intensive industries like steel, cement and chemical industry will affect the demand of whole regions substantially. In rural areas, the growing demand for electric mobility and heat pumps will increase the overall electricity demand. These effects lead to an increase of over 50% in several NUTS 3 regions. In the suburbs, we observe a growing demand of the tertiary sector, particularly for cooling of buildings and servers which is not as significant as the effects by the other sectors.

![Annual Electricity Demand vs. Maximum Hourly Load](image)

*Figure 5.* Change of maximum hourly load per region and regional annual electricity demand in the German districts in 2035 vs. 2020.

4.1.2. Hourly Demand

Trends from the modelling of annual demand are directly reflected in the hourly load curves. Despite a slight increase of the total demand until 2030 (see Figure 4, right side), demand will
increase less strong during the night hours. This is due to efficiency gains, especially in lighting and cross-sectional technologies. However, the diffusion of new consumers, especially heat pumps in the tertiary and household sector and private and commercial electric vehicles, affects the average profile of hourly demand over the course of the day. This is visualized in Figure 4 (left side): Electric vehicles are charged particularly during the day and increase the load during these hours. Therefore, the net effect of the demand increase is not evenly distributed over the day. Instead, electric mobility leads to an increase in the midday demand peak, while at the same time a new peak in demand develops in the early evening.

Figure 5 shows the regional change in annual demand and the maximum hourly load in comparison. It shows that a disproportionately strong increase can be expected for the latter. As already described, this is due to the fact that the load of various new applications is irregular both in the course of a day and in the seasonal course. In this way, new, stronger regional load peaks are formed, which could have a substantial impact on the required congestion management measures.

4.2. Electricity Market

Regarding the results of the electricity market simulation, we focus on the long-term development of the power plant fleets in Germany under the different market design settings described in Section 3. For this purpose, Figure 6 presents the installed capacities per technology for all cases and for a time horizon from 2020 up to 2035. As an additional reference, the peak residual demand is depicted. The peak residual demand of a given market area corresponds to the maximum hourly electricity demand not covered by renewable generation. Please note that decommissioning of existing power plants is exogenously defined. The different generation units are gradually decommissioned based on the respective date of initial operation and the assumed technical lifetime. The decommissioning remains unchanged across all scenarios. Contrary, model-endogenous investments in new capacity can be carried out by the supply agents modeled in PowerACE (see Section 2.1.2). These decisions are largely affected by the respective assumptions regarding electricity market design in the different cases and market areas.

The first thing to notice across all cases is the sharp decline in nuclear power until 2022 as well as lignite- and coal-fired generation throughout the simulation period. This finding is related to the political decisions of the German government to phase-out nuclear power by 2022 as well as lignite- and coal-fired generation by 2038 [40], which are implemented in PowerACE. Moreover, despite the assumed strong increase in renewable electricity generation, the lack of simultaneity with the (growing)
electricity demand leads to the peak residual demand rising from 78 GW in 2020 to 92 GW in 2035. Consequently, strong financial incentives exist for the modeled supply agents to invest in substantial amounts of new gas-fired generation capacity. In contrast, due to a lack of arbitrage potential on the day-ahead market and high investment expenses as compared to conventional power plants, no investments in utility-scale battery storage are carried out until 2035.

In the SPLIT case, we can observe a development of the German power plant fleet that is almost identical to that of the REF case in terms of total installed capacities. What differs, however, is the allocation of those capacities within Germany (see Figure 7). While newly built power plants are distributed equally across the single German price zone in the REF case, we find a substantial bias towards the Southern German price zone DES and against the Northern German price zone DEN in the SPLIT case. The reasons for this finding are extensively discussed in a preceding study [28], thus, we only recite the basic idea here: When splitting the German market area into two price zones, a limit is set on the transmission capacities between DEN and DES and grid bottlenecks become visible in the market to a certain extent. In consequence, the price zone DES suffers from higher electricity prices since less wind generation can be imported from DEN. The higher prices in turn increase the investment incentives for building new conventional power plants in DES. Thus, the majority of new power plants is built in DES rather than in DEN under a zonal splitting.

From a modeling perspective, the implementation of a CRM corresponds to setting a minimum target of secured generation and storage capacity which then needs to be procured, e.g., in a centralized auction. Against this background, Figure 6 also shows how the installed conventional capacities develop in the CRM case. We can observe that under this setting, substantially more investments in open cycle gas turbines (OCGTs) are carried out than in the REF case. At the same time, these investments partially substitute investments in combined cycle gas turbines (CCGTs) at a later point in time, because a so-called lock-in effect occurs. Given the lower fixed costs of OCGTs as compared to CCGTs, the introduction of a CRM leads to a technology shift towards OCGTs, as these units are able to bid cheaper into the capacity auctions. This result is confirmed in a recent study [44] which finds that bundling CRMs with call options ultimately creates a bias towards technologies with lower fixed costs and higher operating costs.

As described in Section 2.2, the simulated developments of the conventional capacities in all cases are used as an input for the grid simulation with ELMOD. In the different cases investigated, not only the total installed capacity of conventional power plants differs, but also the technological composition...
(particularly in the CRM case) and the spatial allocation (particularly in the SPLIT case). These changes also strongly impact the required congestion management, which is analysed in the following.

4.3. Congestion Management

The congestion management results from ELMOD are first analyzed for the REF case. For the year 2025, we first investigate the impact of a delay of the planned HVDC projects on the required congestion management. Like this, we want to increase the awareness for the importance of these projects. Then, we move on to the deviations of the SPLIT and CRM cases in contrast to the REF case, explain them and derive some important insights.

What we could already see in the results of the demand development in Section 4.1 is a significant increase from 536 TWh in 2020 to 673 TWh in 2035. This goes along with higher peak loads as shown in Figure 4. However, the spatial distribution is crucial for the congestion management. As can be seen in Figure 5, the increased demand has a focus in Western and Southern Germany. Meanwhile, stagnating demand is more likely in the northeast. This trend tends to exacerbate the North-South bottlenecks in Germany.

From the market results of PowerACE and in particular the expansion of the power plant fleet, no bottleneck-reducing effect can be expected in the REF case despite the considerable expansion until 2035 that Figure 6 shows. This is due to the fact that no congestion management signal is used to allocate new power plants. In this respect, the existing or decommissioned power plant locations will be replenished. This is useful, e.g., at the former nuclear power plant locations in Southern Germany. Yet, former lignite- and coal-fired power plants in Central and Northern Germany are also being replenished, which cannot make a positive contribution to eliminating the structural North-South bottlenecks. Thus, it can be expected that the congestion volumes for the REF scenario increase over the time.

In order to make the development of the congestion volume over time and between the different cases more comparable, we introduce the *gross congestion volume* indicator. It accumulates all congestion measures carried out in absolute terms and thereby comprises negative redispatching, positive redispatching and curtailment volumes. Similarly, when we use the term *redispatching volume*, we refer to the negative plus positive redispatching volumes in absolute terms, respectively. The idea behind this procedure is that every congestion management action, positive or negative, is an intervention in the market dispatch result.

4.3.1. Reference Case (REF)

For the REF case, Figure 8 shows an increase from 30 TWh of gross congestion volume in 2020 to 37 TWh in 2035. As stated above, the increased demand, especially in Southern Germany and new generation capacities that are not allocated in a congestion reducing manner are contributing to that development. Further reasons are on the one hand additional wind capacities installed in the North and on the other hand the assumed 5-year delay of the HVDC projects (cf. Section 3.4.4), which has a major impact on the results in 2025. The resulting effect can be seen in particular in the increase of the curtailment volumes from 8 TWh in 2020 to 17 TWh in 2025 in Figure 8. However, by 2035, all HVDC projects are assumed to be realized in Germany. Thus, the curtailment volumes in particular for wind power decrease despite the additional wind generation capacities in the North.

In that context, the comparison with an on-schedule realization of the HVDC projects brings additional insights, which can be seen on the right side of the same figure. It can clearly be seen that the planned HVDC projects would almost completely remove congestion in 2025 if available by then. 14 TWh less curtailment is the main reason for this positive and major effect, where the total congestion volume drops by 80%. This result shows the high importance of the HVDC projects for tackling the North-South grid congestion in Germany.
However, it should be noticed that the original reasons for the congestion—the spatial incompatibility of generation capacities (wind and conventional power plants) as well as high load areas in the south and west of Germany—persist and regarding the wind generation are getting even more critical. Therefore, even if the HVDC projects were realized on schedule, already in 2035, we can again observe a tremendous increase of congestion volumes compared to the almost congestion free situation in 2025. In this context, Figure 9 presents the high utilized transmission lines, which are defined by the number of hours in 2035 where the utilization is higher than 90% of the transmission line capacity. We can clearly see the extremely high utilization of the HVDC lines as well as AC lines in the North and interconnectors, especially to Denmark, Austria and France. Additionally, the curtailment volumes are marked with blue circles and the positive redispatching volumes in green. Ultimately, the illustration shows the above mentioned North-South congestion in Germany again, despite the realized HVDC projects. Wind generation in the North of Germany, with a focus on Lower Saxony and Schleswig Holstein, is largely curtailed and positive redispatching volumes are mainly provided by southern regions of Germany, Austria and the Czech republic. Thus, in order to reduce these congestion volumes, an extension of flexibility options and probably further transmission capacities would be required.
For the REF case, we can summarize that due to increasing demand especially in the south and west of Germany, a missing congestion allocation component for new power plant capacities and a further increase of renewable generation—especially wind generation from Northern Germany—the gross congestion volumes are rising significantly until 2035. This is true despite the intensified coupling of the neighboring electricity markets and the realization of the planned HVDC projects in Germany. While the timely grid expansion of planned projects is essential in the short and mid term, in the long term it must be supplemented with additional flexibility, further grid extensions and advanced market designs or allocation instruments that account for the differences of the market and grid structure.

For this reason, as described in Section 3.2, we also analyze two cases that implement instruments for a better congestion handling and investment allocation. Firstly, we investigate a market splitting in Germany, the SPLIT case, that takes the grid congestion into account via a bidding zone reconfiguration. Secondly, we consider a CRM case, which considers a simplified grid congestion indicator for the allocation of the new capacities that exceed capacities at former power plant locations, as described in Section 3.4.2.

4.3.2. Market Splitting Case (SPLIT)

Figure 10 (left side) presents the congestion volumes of the SPLIT case as well as their differences as compared to the REF case. Significantly lower congestion volumes in 2020 (−37%) and 2025 (−29%) can be observed compared to the REF case. This result shows that the allocation effect of the market splitting for new capacity investment relieves congestion. As already shown in Figure 7 in the previous section, the decommissioning of nuclear and coal power plants has been completely compensated in the southern market area DES. Meanwhile the capacities in the northern market area DEN are declining. Hence, the pressure for negative redispatching measures in Northern Germany is also reduced.
This allocation effect of new capacity investments to DES continues and gets even stronger from 2028 onward. Regarding congestion volumes in 2035 for the SPLIT case, Figure 10 (left side) shows an increase of +25%. The main cause is an extensive structural change in the grid and the before mentioned power plant fleet which leads to new intra-zonal bottlenecks in DES. Figure 11 shows these effects for 2035. On the left side, the green circles show the additional regional capacity investments compared to the REF case and also the difference of the transmission line utilization. On the one hand, the HVDC lines are significantly relieved, but on the other hand we see a higher utilization of some critical AC lines in both German market areas, and especially in DES. The consequence is shown in Figure 11 (left side), where higher positive redispatching volumes in DES and higher curtailment volumes in DEN occur. All in all, we see that the zonal configuration becomes inefficient again in 2035. Thus, a reconfiguration of the zonal layout would be required. Yet, this could be seen as an unstable investment environment and could therefore reduce investment incentives for new power plant investment in the South. Thus, an alternative to avoid this effect is additional grid reinforcement at the newly congested transmission lines within DES.

![Figure 11](image1.png)

Figure 11. Regional distribution of the new power plant capacities (left) and congestion management measures (right) in the SPLIT case as compared to the REF case.

In summary, we can state that regional price signals, from a higher number of smaller zones reconfigured with respect to intra-zonal congestion, can be a useful complement to further grid expansion. The division of the German price zone significantly lowers the congestion volumes in the medium term, but brings along new long-term risks. Thus, this solution is questionable and the bidding zone configuration would have to be readjusted or flanked by adjusted grid extensions.

4.3.3. Capacity Remuneration Mechanism Case (CRM)

An alternative to a German market splitting could be the introduction of a CRM with an allocation component, which we studied in our CRM case. Figure 10 (right side) shows that congestion volumes remain relatively stable for the CRM case until 2025 (−4%) and even decline slightly in 2035 (−16%) as compared to the REF case. Indeed, the CRM case has the lowest congestion volume in 2035 compared to REF and SPLIT. To understand this result, Figure 12 (right side) shows (with green circles) where more capacity has been installed in the CRM case compared to the REF case. Obviously, as we could
already see for the SPLIT case, Southern Germany benefits largely. However, the major difference for new capacity investments between the SPLIT and CRM case can be found in Central-Western Germany, the so called “Ruhr area”. The additional capacities in the CRM case correspond to the increased demand in that area, which was already highlighted in Figure 5 in Section 4.1.

This specific demand development was not part of the bidding zone reconfiguration of the SPLIT case which has a long-term orientation that might be inflexible to react on such changes. In contrast, the CRM congestion allocation component uses a more flexible indicator as explained in Section 3.4.2. It is based on congestion in the REF case in 2035, where the newly installed power plant capacities exceed the capacities of power plant locations that were previously decommissioned. Thus, it is able to steer new capacities in areas of higher demand, which leads to lower congestion management volumes, especially to lower positive redispatching volumes in Southern Germany.

Overall, we can therefore conclude, that a CRM with a congestion allocation component can both, attract new capacities and allocate them in a targeted manner.

### 4.4. Discussion of Limitations

Despite tremendous modelling effort, our study still has some limitations, which we briefly address in the following. Firstly, our scenario, particularly with regard to framework assumptions and the demand side modelling, presents a consistent pathway to the future, considering incremental changes [45]. As is the nature of such trend scenarios, we do not consider unexpected events, disruptive changes and discontinuities (also referred to as “bifurcations” or “wild cards”) [46]. Although the use of discontinuities in scenario development is discussed controversially, this is criticized by some scholars as risk-averse (e.g. [47]) and could therefore be integrated in future scenarios.

The use of multiple scenario paths, rather than just one as in this contribution, is generally recommendable. However, given the computational burden of our model coupling framework approach, we deliberately chose only one scenario path. Since the focus of our paper is on congestion management and the chosen path is rather critical from this perspective, we do not consider this to be a particular issue. The critical assumptions for congestion management include, e.g., the delayed
realization of the HVDC projects, a completely inflexible demand, fully available trading capacities between the market areas in every hour. In addition, some simplifications have been made in the modelling, which affect the results. This concerns, e.g., the regional distribution of electricity generation from RES, which we have assumed to follow today’s situation also in the future. In addition, the German neighboring countries are only represented as consolidated nodes in the grid and electrical neighbors such as Norway and Sweden are neglected. Especially the exchange options with Norway and Sweden could bring important benefits for the German congestion management by integrating the high wind generation amounts of Northern Germany. In this context, it should also be noted that the modelling of consumers, which currently have a very low electricity demand, but will play a major role in the transformation of the electricity system and will therefore have a substantial demand in the future, is subject to high uncertainties. This concerns in particular sector coupling technologies such as electric vehicles or heat pumps, but also hydrogen-based processes in industry. In this respect, both the level of future demand (affecting e.g., the necessary power plant capacity) and its spatial distribution (influencing power line utilization and possibly extension) are of high relevance for future research. Furthermore, effects on congestion management by different flexibility options on the demand side were not considered, as only one demand scenario is applied in the study. However, these could possibly be established to a significant extent by 2035 and ramp up until 2050 and then have considerable positive effects on the required congestion management and grid extension. What remains to be investigated is whether more regional electricity markets and extensive use of demand side flexibility options like electrolysis, e.g., for industrial hydrogen demand, might be an alternative solution or at least a reasonable complement to additional grid extension.

From a modelling perspective, integrating demand flexibility into our framework is possible but depends vastly on the use of demand flexibility: If flexibility use aims at the market integration of RES, flexible demand should be shifted in order to flatten the national residual load. This could be added at the interface between the hourly demand model eLOAD and the power plant dispatch in PowerACE (both have already been demonstrated, e.g., in [48] for eLOAD and [49] for PowerACE). Alternatively, flexible demand could be applied in the local or national management of grid congestions. In this case, load shifting could be integrated into the congestion management in ELMOD, which would, however, necessitate additional data transfer between eLOAD and ELMOD.

Another interesting aspect to be examined relates to the welfare effects, which are particularly relevant for the SPLIT case. However, since we deliberately focus the present study on congestion management, we would like to refer to a corresponding analysis in [28].

In general, determining an allocation method for new generation capacities at grid nodes is challenging because of the high number of uncertainties like available sites, public acceptance, permissions and grid connection costs. Our method accounts for many of these points by preferably using former power plant sites. However, as we could see in the results, the allocation of new capacities to the grid has a huge impact on the congestion management volumes. Therefore, is must be considered that our method is not the only option of allocating the capacities.

Regarding the positive results of the CRM case it should be noted that CRMs can be shaped in a very broad way and do not necessarily contain an allocation component. We use a mechanism that includes a simplified congestion indicator as explained in Section 3.4.2. The assumption that there is a structural market-side generation deficit at grid nodes with high redispatching volumes represents the essential basis of our simple congestion indicator. This assumption can of course be questioned. Firstly, because the positive redispatching volumes show that there are already generation capacities at these nodes that are able to provide the positive redispatching. Secondly, it is also not certain that newly built power plants at these nodes will actually be dispatched in the market. However, this simple mechanism clearly leads to positive effects in our CRM results. As can be seen in Figure 12, the nodes with increased new generation capacities (green circles) compared to the REF case are primarily in areas with increasing demand over time and behind local congestion in the grid. Without this specified allocation component, the CRM case would be at most as good as the REF case. The parameters of
such a congestion indicator as well as the CRM itself must therefore be carefully planned before it is introduced. Further research studies on this issue are recommended.

5. Conclusions

In this article, we investigated novel aspects of the future congestion management in Germany that previously had not or only insufficiently been researched. For this purpose, we successfully applied an innovative model coupling framework consisting of the demand side simulation models FORECAST and eLOAD, the agent-based electricity market model PowerACE and the optimal power flow model ELMOD. This novel approach enabled us to carry out a comprehensive system analysis, which includes all sectors and drivers relevant for the assessment of congestion management and uses a high spatial and temporal resolution at the same time.

Our results show that an ambitious CO$_2$ reduction scenario requires drastic measures in all sectors. Moreover, the future hourly demand structure as well as its regional resolution affect both necessary backup capacity from conventional power plants and regional grid congestion. Against the background of the German plans to phase-out nuclear power (until 2022) and coal-fired generation (until 2038) as well as delays of the planned grid expansion, we find a high need for new conventional generation capacity in the upcoming years. At the same time, renewable electricity generation needs to be substantially increased if the political targets of a 65% share until 2030 and 80% until 2050 are to be reached. This is particularly true since the decarbonization efforts are likely to result in a significantly higher, regionally differently distributed electricity demand, as compared to today’s situation. In consequence, despite the strong interconnection of the European electricity markets, we find the curtailment of renewables to be on the rise towards 2035.

In order to cope with these challenges, we investigated two instruments aiming to reduce future grid congestion in Germany, namely a split of the German market area into a Northern and a Southern part, and the introduction of a capacity remuneration mechanism with an additional congestion indicator. While a German market splitting has a positive impact on the congestion volumes in the short term, it also brings along new long-term challenges. Given the large amount of new power plants, the expansion of renewables and the ongoing grid extension, a completely different setup exists in 2035 as compared to 2020. Thus, we find the optimal zonal delimitation determined for 2020 to become outdated by 2035 resulting in new grid bottlenecks within the Southern German price zone. In consequence, the zonal configuration would have to be readjusted, which would likely reduce regional investment incentives—one of the major goals of a market splitting in the first place. Thus, a market splitting seems unlikely to solve the German congestion management issues in the long term.

If a capacity remuneration mechanism with a congestion indicator were introduced in Germany, the allocation of new power plants could be steered towards regions with higher electricity demand. In consequence, we find the required congestion management to be substantially reduced in this setting as compared to both, the reference case and the market splitting case. However, given the large amount of design parameters, such a capacity remuneration mechanism needs to be carefully planned before its introduction in order to avoid new inefficiencies on the market side. Moreover, given the ambitious European decarbonization targets and the corresponding substantial increase of renewable electricity generation that will be required, a further expansion of the transmission grid even beyond the high-voltage direct current lines currently under construction or planned for realization seems inevitable.
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Abbreviations

The following abbreviations are used in this manuscript:

- CCGT: Combined cycle gas turbine
- CCS: Carbon capture and storage
- CRM: Capacity remuneration mechanism
- EOM: Energy-only market
- GDP: Gross domestic product
- GVA: Gross value added
- HVDC: High-voltage direct current
- ICT: Information and communications technology
- NUTS: Nomenclature of territorial units for statistics
- OCGT: Open cycle gas turbine
- PTDF: Power transfer distribution factors
- RES: Renewable energy sources
- TSO: Transmission system operator
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