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Abstract

Perovskite photovoltaics (PV) have achieved rapid development in the past decade in terms of power conversion efficiency of small-area lab-scale devices; however, successful commercialization still requires further development of low-cost, scalable, and high-throughput manufacturing techniques. One of the critical challenges of developing a new fabrication technique is the high-dimensional parameter space for optimization, but machine learning (ML) can readily be used to accelerate perovskite PV scaling. Herein, we present an ML-guided framework of sequential learning for manufacturing process optimization. We apply our methodology to the Rapid Spray Plasma Processing (RSPP) technique for perovskite thin films in ambient conditions. With a limited experimental budget of screening 100 process conditions, we demonstrated an efficiency improvement to 18.5% as the best-in-our-lab device fabricated by RSPP, and we also experimentally found 10 unique process conditions to produce the top-performing devices of more than 17% efficiency, which is 5 times higher rate of success than the control experiments with pseudo-random Latin hypercube sampling. Our model is enabled by three innovations: (a) flexible knowledge transfer between experimental processes by incorporating data from prior experimental data as a probabilistic constraint; (b) incorporation of both subjective human observations and ML insights when selecting next experiments; (c) adaptive strategy of locating the region of interest using Bayesian optimization first, and then conducting local exploration for high-efficiency devices. Furthermore, in virtual benchmarking, our framework achieves faster improvements with limited experimental budgets than traditional design-of-experiments methods (e.g., one-variable-at-a-time sampling). This framework shows the capability of incorporating researchers’ domain knowledge into the ML-guided optimization loop; therefore, it has the potential to facilitate the wider adoption of ML in scaling to perovskite PV manufacturing.

1. Introduction:

Metal halide perovskites are efficient solar absorbers compatible with low-cost solution processing methods that show promise as an emerging thin-film photovoltaic (PV) technology. Scaling up the fabrication process is currently one of the critical research areas of perovskite technology on the path to commercialization 1. Despite the success of >25% efficient perovskite solar cells in academic labs using spin coating 2,3, this processing method is not scalable to a manufacturing line. Recently,
Rolston et al. \(^4\) demonstrated a high-throughput rapid spray-plasma processing (RSPP) method as a scalable open-air fabrication process because it has the potential of achieving low-cost perovskite PV modules at a manufacturing cost of \(~\$0.2\)/W. In addition to cost, the main advantage of this spray-deposition-based technique is its ultra-high throughput and improved mechanical properties of the thin film in comparison to other scalable processing methods, such as blade coating, slot-die coating, and roll-to-roll printing.

For new scalable perovskite manufacturing processes (including RSPP), it typically takes months to years to achieve process control and reproducibility on the module-scale, and several years to estimate the upper potential of the technology. One of the key challenges is that there are many processing parameters to co-optimize \(^1\) — *e.g.*, precursor composition, speed, temperature, head/nozzle height, curing methods. This high-dimensional optimization problem can be nearly impossible to solve by brute force, or even by the sophisticated design of experiments.

Sequential machine learning methods, *e.g.*, Bayesian optimization (BO), have emerged as effective optimization strategies to explore a wide range of chemical reaction synthesis \(^5\)–\(^7\) and material optimization \(^8\)–\(^{16}\). BO has been shown to work well for optimization problems with under 20 variables \(^17\) or up to 30 variables with some algorithm modifications \(^18\),\(^19\). Therefore, we have chosen to study sequential-learning-based optimization strategies in our current study of RSPP perovskite PV devices.

Current reports of sequential learning studies with classical Bayesian optimization have two common drawbacks: (1) no direct channel to incorporate information from previous relevant studies, and (2) inflexibility to adapt researchers’ qualitative feedbacks into the iterative loop. On the one hand, the ML model sometimes requires a significant amount of data to learn what has already become apparent to the researchers \(^20\). On the other hand, these drawbacks could discourage materials science researchers to adopt machine learning tools because their domain knowledge could not be utilized in the classical BO iterations.

Previous data and researchers’ knowledge are useful information sources for experimental planning. An acquisition function in a BO framework is the “decision-maker” to produce an experimental plan in the next round. Therefore, we can incorporate domain knowledge as probabilistic constraints for the acquisition function (introduced by Gelbart *et al.* \(^21\)). With the aim of rapid optimization in materials science, Sun and Tiihonen *et al.* incorporated density functional theory (DFT) calculations of phase stability as a probabilistic constraint for the experimental acceleration of composition optimization to improve perovskite stability, avoiding compositions susceptible to phase segregation \(^22\).

Simple information such as a visual assessment of film thickness, color, and structural defects can be a powerful tool that provides additional guidance for intelligent and efficient optimization. In other words, if an experienced researcher identifies a low-quality perovskite film, the subsequent device fabrication is no longer necessary. Defining a probabilistic constraint is an effective and flexible way to incorporate this information into a sequential learning framework.

In this work, we develop a sequential learning framework with probabilistic constraints for rapid process optimization with power conversion efficiency (PCE) as the target variable. As illustrated in Fig. 1, the sequential learning framework iteratively learns the process-efficiency relation and suggests new experiments to achieve the optimal target. For a general framework, we start with experimental planning of process conditions with a model-free sampling method for the initial round. Then, perovskite solar cells are fabricated by the RSPP method and PCE is measured with a solar simulator under standard testing conditions. With the experimental data of the process parameters and the
device PCEs, we train the regression model to learn the process-efficiency relation; and the regression model is subsequently used to predict the PCE (and its prediction uncertainty) for the unsampled regions. Finally, the prediction results are evaluated by an acquisition function together with the constraint information, and therefore a new round of experiments is planned. By including two additional knowledge constraints (i.e., visual assessment of film quality and previous experimental data from a related study), the optimization framework maps out the parameter space and tends to avoid the less promising regions based on observational film-quality information and prior device data. Hence, sampling suggestions focus on the most promising regions within the parameter space.

![Figure 1. Schematic of sequential learning optimization of perovskite solar cells with probabilistic constraints.](image)

The five-step workflow is planning, manufacturing, testing, model training and prediction. This workflow iterates until the target efficiency is achieved or the maximum experimental budget is reached.

To demonstrate the capability of our optimization approach, we consider six key RSPP input variables for the perovskite absorber layer in a device fabrication process. We aimed to exceed the best PCE of solar cells produced with our RSPP. First, we show that efficiency improvements can be obtained with our sequential-learning framework, reaching 18.5% efficiency in five experimental iterations. Second, we describe how multiple sources of information were fused into our sequential learning framework as a probabilistic constraint. Third, we analyze the learned relationships between input variables and efficiency, extracting some generalizable insights. Fourth, we benchmark the acceleration factor and enhancement factor of our optimization process against conventional model-free sampling methods for the design of experiments sampling methods with optimization simulations, demonstrating an excellent acceleration within the limited experimental budget of fewer than 100 conditions.

2. Methods:

2.1 Experiments

The details of solar cell fabrication with an RSPP tool have been discussed elsewhere. Here is a brief overview of the fabrication process. A NiO$_x$ layer with a thickness of ~20 nm was deposited by spin coating onto an ITO-coated glass substrate (Xin Yan Technologies, 10 Ω/□). The precursor used for NiO$_x$ deposition was Ni(NO$_3$)$_2$ in 94% vol. ethylene glycol with 6% vol. of ethylenediamine. A perovskite absorber layer of Cs$_{0.17}$FA$_{0.83}$PbI$_3$ was then deposited with RSPP using an impact ultrasonic spray nozzle (Sonotek) connected in-line to a slot-type atmospheric plasma jet (Plasmatreat). The basic working principle is to uniformly deposit the precursor solution with the spray nozzle onto a
heated glass substrate followed by brief exposure to the afterglow of a nitrogen plasma to achieve rapid solidification and form a polycrystalline thin film. The precursors of CsI (Sigma-Aldrich), FAI (Sigma-Aldrich), and PbI₂ (TCI) were dissolved in the mixed solvent of anhydrous N,N-dimethylformamide (DMF, Acros), and dimethyl sulfoxide (DMSO, Acros) with a volume ratio of 1:2. The molar concentration of the precursors is 0.15 M. Subsequently, a fullerene (C₆₀, MER Corp) layer with a thickness of 45 nm, Bathocuproine (BCP, Sigma-Aldrich) layer with a thickness of 7.5 nm, and silver (Ag) electrode with a thickness of 150 nm was deposited by thermal evaporation (Angstrom Amod evaporator) in sequence. The area of each perovskite solar cell is 0.21 cm², which is defined by the stencil mask during Ag deposition. This process flow results in a p-i-n solar cell structure, with seven-layer stacks illuminated through the substrate: glass/ITO/NiO/C₆₀.₄₇FA₀.₅₃PbI₃/C₆₀/BCP/Ag. The current-voltage (I-V) characteristics of the solar cell devices were characterized under the standard testing condition (STC), i.e., at 25 °C under the illumination of an AM1.5G solar spectrum. The I-V curves for each device were measured from 1.2V to -0.1V (a reverse scan) at 0.05 V intervals with a 0.1 s delay at each voltage step. For measurement consistency, there was no preconditioning (e.g., light illumination, voltage bias) before the I-V scans were taken.

2.2 Machine Learning

The BO method was used for process optimization. As inputs, we selected six RSPP process variables that affect perovskite absorber layer deposition: substrate temperature (°C), linear speed of the spray and plasma nozzles (cm/s), spray flow rate of precursor liquid (mL/min), gas flow rate into plasma nozzle (L/min), height of plasma nozzle (cm), and plasma duty cycle (%), corresponding to the ratio of time that the plasma receives DC power. The target variable (i.e., output) was solar cell power conversion efficiency (PCE). The optimization bounds were chosen as shown in Table I. Given the sampling intervals, a full-grid sampling can result in 41,580 unique process conditions.

These six process variables and their optimization bounds were chosen based on historical data of more than 300 process conditions (in a similar setup with different spray and plasma nozzles). The less explored variable in the past was set to a large range, e.g., plasma duty cycle. We have given careful expert consideration when defining this parameter space for optimization, intending to balance experimental feasibility and broadness of the parameter space. The researcher-defined parameter space typically works very well in Bayesian-optimization-guided experimental work.¹⁵

| Process Variable | Total Range (Interval) | Process Variable | Total Range (Interval) |
|------------------|-----------------------|------------------|-----------------------|
| Temperature      | 125 – 175 °C (5°C)    | Plasma height    | 0.8 – 1.2 cm (0.2 cm) |
| Speed            | 10 – 30 cm/s (2.5 cm/s)| Plasma gas flow  | 15 – 35 L/min (5 L/min)|
| Spray flow       | 2.0 – 5.0 mL/s (0.5 mL/min) | Plasma duty cycle | 25 – 100 % (25%) |

Sequential learning for process optimization has five steps: initial sampling, regression, prediction, evaluation, and acquisition. The initial round was done by Latin hypercube sampling (LHS), which is a pseudo-random method that samples the parameter space relatively uniformly in high dimensions. The surrogate model was Gaussian Process (GP) regression with anisotropic Matern52. The choice of GP affords slightly better extrapolation than step-wise regressors like Random Forest regression; the anisotropic kernel allows the hyperparameters of each input variable to be independently tuned, so that some variables can have a stronger impact on the predicted output variable (PCE) than others.²⁶

Table I: Optimization ranges for the six process variables (model inputs)
The acquisition function consists of two parts. The first part is the objective function (i.e., process-efficiency relation). We used the utility function of upper confidence bound (UCB) \(^2\) to inform which process conditions to acquire in the next batch. The second part is the probabilistic constraint for the acquisition function. The local penalization method\(^2\) was used to select the batch of new data acquisitions. The idea is to generate an envelope function that reduces the acquisition value around the location of sample \(n\) in the batch when evaluating sample \(n+1\). See SI Section 2.2 for the experimental cost analysis to determine the optimal batch size (i.e., number of samples in each batch). We used the package of Bayesian Optimization in Python called *Emukit*\(^2\), and the Gaussian Process package called *GPy*\(^2\).

To incorporate the film quality information and the dataset from the relevant previous experiments, we defined two probabilistic constraints for the acquisition. By this method, we will sample fewer in the region where film quality is poor, or low PCE conditions in previous experiments. To be conservative, we further softened the probabilistic constraint (i.e., Constraint Function 2) to a range of 0.8 – 1. The weighting factors were chosen to make the current data 5 times more important than the previous data. The knowledge from the previous data was transferred by multiplying the acquisition function with Constraint Function 2. Note that, because of the difference in scaling factor, Constraint Function 2 is much weaker than Constraint Function 1 (i.e., 2.5 times difference). This difference reflects our perspective on how much the film quality and the previous data should influence the acquisition. The film quality should be much more relevant in this optimization than the previous device data.

### 3. Results and Discussion:

#### 3.1 Sequential-Learning Process Optimization with Improved Efficiency

Fig. 2a plots the process optimization guided by the sequential learning framework and probabilistic constraints of visual inspection and previous experimental data. PCEs were measured in batches consisting of 20 conditions at a time to enable iteration and model feedback to suggest the subsequent round of process parameters. The highest PCE device of each process condition (the dark-green dots in Fig. 2a) was used in the optimization algorithm.
Figure 2: Visualization of the experimental PCE data of solar cells with BO and other methods. (a) The PCEs of the solar cell devices versus experimental process conditions. The solid dark-green dots are the experimental measurements of the highest efficiency among multiple cells at a given condition, and the solid red dots are low-quality films that did not pass the visual inspection. The black line is cumulatively the highest efficiency of all the devices until that specific process condition. (b) The distribution of power conversion efficiency for three different optimization workflows: BO-guided optimization in this work (85 conditions), Latin hypercube sampling (50 conditions), and a previous experimental dataset by researcher-led optimization (45 conditions). The dashed lines are marked for good performers at 15% PCE (blue) and top performers at 17% PCE (black).

In addition, based on the previous dataset of 45 process conditions (Fig. 2c), we defined a top performer with PCE to be a device with PCE above 17% and a good performer to be a device with PCE exceeding 15%. Thus, we had 1 top performer and 6 good performers. Among the 85 out of 100 conditions in BO-guided experiments in this work (excluding the low-quality films that did not pass the visual inspection), 45 process conditions achieved >15% PCE (good performers), and 10 process conditions achieved >17% PCE (top performers). The success rate was therefore 47% for the good performers and 12% for the top performers. In contrast, among the LHS-guided experiments of 50 process conditions (Fig. 2b), we found only 6 good performers (12% success rate), and 1 top performer (2% success rate).

Furthermore, the champion process condition produced a best-in-our-lab RSPP device efficiency of 18.5% in fewer than 100 conditions. The champion device in both LHS and previous experiments had never reached 18% PCE. According to a recent review paper on spray-deposited perovskite solar cells 31, this PCE is comparable to the highest-efficiency devices fabricated by spray deposition in the open air (18.5%) 32 and in the N2 glovebox (19%) 33.

Visual inspection of the perovskite films was done after depositing the perovskite layer with RSPP. The film quality was rated by evaluating color, uniformity, and pinholes. The ratings were intended to be very conservative so that only the lowest-quality films were “tossed”. This evaluation step is typical when optimizing with conventional researcher-driven device processing. Example low-quality and high-quality films are shown in Fig. S1.

To confirm the validity of our visual criteria, we fabricated additional devices from those low-quality films. We confirmed low PCE values for these conditions (i.e., all below 13.5% with an average PCE of 7.8%), and the corresponding PCE distribution is shown in Fig. S2. This validation step confirms that the device fabrication for low-quality films can be skipped. When training our regression model with sequential learning, the film quality ratings were incorporated as a constraint function. Note that only 6 conditions after the first batch produced low-quality films, which further demonstrates that the model sampled the parameter space more effectively over time.

3.2 Incorporating Knowledge Constraints into Bayesian Optimization

Fig. 3 shows the machine learning method used in this study. Because a six-dimensional parameter space is difficult to visualize, two parameters of processing speed and substrate temperature were chosen as illustrations. A similar plot was obtained for each pair of parameters used in the regression analysis. A regression model was generated for the objective function and two constraint functions. The objective function contains the primary information measured from the experiments by plotting the process-efficiency relationship (Fig. 3a). The combination of probabilistic constraints are additional layers included based on visual inspection of film quality (Constraint Function 1, Fig. 3b) and previous experimental results (Constraint Function 2, Fig. 3c).
The resulting acquisition value was determined based on the selection criteria used (i.e., PCE or film quality). These are plotted in Fig. 3d-3f and provide the framework for the sequential learning approach, namely how the model learned from each batch to suggest new process conditions with the goal of higher performance. The raw acquisition function in Fig. 3d was the upper confidence bound of the Objective Function. Probabilistic Constraint 1 is calculated based on the probability of a good-quality film, and Probabilistic Constraint 2 is calculated based on the probability of a device achieving the above-average PCE in a previous experimental dataset. Both probabilistic constraint functions were scaled to reduce the impact of these constraints and prevent the modification of the acquisition function from being too harsh.

More specifically, for Constraint Function 1, the film quality was rated in a binary outcome of either 0 (fail) or 1 (pass). The regression model of film quality was built to interpolate the unsampled regions (see Fig. 3e) and sequentially converted to the probability function of passing the film quality assessment. The probabilistic constraint function (i.e., Constraint Function 1) was then softened to a range of 0.5 – 1 and multiplied by the raw acquisition function (Fig. 3b). Seeantary Information (SI) Section 1.2 for the mathematical definition of probabilistic constraint function. The scaling means that we weigh the device data 2 times more important than the film quality data, to avoid any potential bias from our qualitative visual inspection of film quality.

The previous data (that can be found in Fig. 1b) for Constraint Function 2 was acquired during a preliminary optimization of the RSPP setup. We also use these data as a probabilistic constraint instead of a model prior because other variables beyond the six considered herein were slightly modified. For example, the spray and plasma nozzles used in previous experiments were different than in this work. Although we believe there is essential knowledge to be transferred (that is not affected too strongly by these modifications), the previous data are not equivalent to the current dataset. This required a more subtle way of representing the information as a probabilistic constraint to the BO framework, instead of directly adding the previous data in the model training.
3.3 Iterative Visualization of the Sample Distributions and Parameter Correlations

Fig. 4 visualizes the model learning through iteration as the acquisition function evolved and the process conditions began to converge round by round. Including the initial sampling by LHS, five experimental rounds were conducted for the device optimization. The experiments in Rounds 1-3 followed the suggestions from the BO acquisition function. Fig. 4 also shows that the probabilistic constraint began to affect the acquisition from Round 1. For example, the higher-temperature and higher-speed regions were sampled less after the initial sampling round because of the probabilistic constraint. This observation is consistent with the probabilistic constraint and acquisition function shown in Figs. 3e and 3f.

Due to the limited budget of 100 experimental conditions (or a total of 5 experimental rounds), we opted for a different acquisition method in the final round. Aiming at a further improvement of PCE, we conducted a local optimization in a smaller window of process conditions around the best condition predicted by the regression model. The best condition was found by the particle swarm optimization method \(^{17,34}\), which is a common method for the global optimum for any given regression model. The parameter space of process conditions for the final round is shown in Table S2 in the SI.
The reason for this change is that our GP model has the tendency to "smooth out" features in the response surface as shown in Fig. 5. A similar finding was found in a previous study in materials science, where the GP fit was also very smooth to avoid potential overfitting to a small number of data points. To increase the probability of finding the optimum value, we use GP as a ringfencing technique to identify a region of the highest probability (i.e., a window of process conditions), rather than a specific point or condition of highest probability. Within this region of highest probability, we combined a few techniques to achieve a balance of exploitation and exploration. Therefore, the final 20 conditions consisted of a best model-predicted condition, nearest neighbors of the best condition for exploitation, and LHS conditions in this region for more exploration.

Figure 4: The histogram distribution of process conditions used in each round of the optimization. The initial samples used the LHS method. Rounds 1-3 were the process conditions suggested by Bayesian optimization and subsequently evaluated by experiments. The process converged to a small window after Round 3, so a sub-space with reduced parameter intervals was defined in the final-round optimization.

We visualized the trained regression model of process-efficiency relations by projecting the six-dimensional parameter space into 2D pair-wise contour plots. For each contour plot, we sampled two process variables of interest in a 20 x 20 grid. For every point in the contour plot (i.e., a combination of the two variables), we sampled the remaining four variables 200 times, and we predicted the PCEs using the regression model for the 200 process conditions. Because we were interested in maximizing efficiency, we took the maximum PCE of the 200 process conditions. Therefore, these contour plots are the manifolds of the maximum PCEs in a 2D reduced space. For six process variables, there are a total number of 15 possible contour plots. Fig. 5 shows some examples of the dimension-reduced manifolds. For example, a data point in the contour plot indicates the combination of temperature = 140°C and plasma duty cycle = 20% can achieve a PCE of >16.5% when the other four process variables are fully optimized. Note that the predicted best efficiency by the trained regressor shown in the contour plots is lower than the experimentally measured PCE (i.e., the ground truth) due to the training error of the regression model. This difference is common in Bayesian optimization, but it is still effective because an acquisition function balancing exploitation and exploration compensates for the model error. The training errors after each experimental iteration are found in Fig. S4 in the SI.
The manifold maps also inform correlations between different process variables and their impact on device efficiency. We also projected the suggested experimental conditions onto the contour plots, which helps interpret the decision-making of the algorithm and prevent mistakes at every round. Some correlations in Fig. 5 led to new insights of the RSPP method, including a negative correlation between both plasma gas flow/duty cycle and temperature (Fig. 5a and 5b). Since a certain curing dose is required to convert the precursor solution to a crystalline perovskite, this result indicated that the higher curing properties of increased plasma gas and duty cycle offset the lower temperature to balance the energy delivered to the perovskite during processing. Additionally, some correlative trends (consistent with previous experimentation) were also observed. For example, higher spray flow correlates with faster speed (see Fig. 5c), since a constant precursor dose should be delivered to the substrate to form the desired film thickness.

![Figure 5: Visualization of the process-efficiency relation based on the trained regression models.](image)

**3.4 Benchmarking with Design-of-Experiment Methods using Virtual Optimization**

We conducted a simulated “virtual” optimization with the fully trained “teacher” regression model for a benchmarking comparison between the sequential learning and conventional DoE methods. The “teacher” model is a Gradient Boosting regression model with decision trees, and it was trained with all the experimental data acquired for this work (i.e., the data from the BO framework and the LHS shown in Fig. 2b). The training outcome is shown in Fig. 6a. For the “virtual” optimization, a good “teacher” model only needs to ensure the predictions follow a monotonic correlation with the ground truth (i.e., the actual efficiency measured from experimentation). Therefore, following the study by Häse et al., the spearman coefficient was used as an evaluation metric of the model training to assess the strength of the monotonic correlation between predicted and ground-truth efficiencies. This “teacher” regression model approximates the ground-truth manifold with a spearman coefficient of 0.93, and this model was used as a “teacher” model to run simulated optimization. The use of a simulation tool in benchmarking analysis avoids the time-consuming experimental work and has the advantage of generating better statistics for random or pseudo-random processes. However, because of the discrepancy of the absolute values between predictions and ground truths, we normalized the PCE values in the simulated optimization.

As mentioned previously, the full factorial sampling of all the process conditions in Table I is more than 40k samples, which is not feasible to be explored experimentally. The use of partial factorial Design of Experiment (DoE) methods (e.g., generalized subset design, or D-optimal design) could reduce
the sample size to 1/2 or 1/3, but the number of samples is still too large (i.e., greater than 10k). These methods are not fair comparisons with the BO framework. Alternatively, we used three model-free sampling methods: Latin hypercube sampling (LHS), one-variable-at-a-time sampling (OVATS) and factorial sampling with progressive grid subdivision (FS-PGS). The LHS, OVATS and FS-PGS methods are illustrated in detail in the Sections 3.2 –3.4 of SI. The results of different sampling methods are compared in Figs. 6b and 6c, together with the BO framework. Fig. 6b shows the PCE distributions for a limited experimental budget of 100 process conditions, whereas Fig. 6c shows the evaluation of the best PCE at the given number of process conditions.

Figure 6: Benchmarking of the newly developed sequential learning framework with the other design of experiment methods in the simulated process optimization. (a) Prediction versus ground truth of the trained regression model of Gradient Boosting with Decision Trees. (b) The histogram distribution and the cumulative distribution of simulated PCEs of the first 100 process conditions plotted for different sampling methods. (c) The best PCEs at the given number of process conditions for different sampling methods, in the simulated optimizations until the 300th process condition.

First, Latin hypercube sampling is a popular model-free sampling method and produces a low-discrepancy pseudo-random sampling sequence (in contrast to the random sampling method). In this case, the outcome of the experiments does not inform the choice of the next round of samples. We ran 100 times and obtained the 5% – 95% confidence interval of the statistical distributions. LHS is one of the most commonly-used baseline comparison in BO studies, but it is not the best experimental practice in a research lab. Instead, we also implemented more realistic methods used in an experimental optimization, such as, OVATS and FS-PGS.

Second, one-variable-at-a-time sampling is one of the most popular methods for experimental planning by academic researchers. Therefore, we believe that OVATS is suitable to benchmark ML methods against status quo. In this simulation, we started with one variable to screen and the other variables being constant, and we then fixed the optimal condition of the first variable and screened the second variable orthogonally. We kept iteratively screening the variables until the device efficiency did not further improve. When the efficiency stopped improving, we subdivided the grid and continued to screen more conditions per variables. The batch size varies with the number of levels for each variable. We randomized the choice of initial variable and the sampling sequence, and we ran the methods for 100 times to obtain the 5% – 95% confidence interval.
Third, factorial sampling with progressive grid subdivision (FS-PGS) is another method of a sequential design of experiment using factorial sampling, which is similar to the sampling concept proposed in Refs. 39 and 40. Two-level grids of process variables were divided and sampled sequentially at every round in FS-PGS, and the parameter space was refined based on the process condition of the highest PCE found in the prior samples. Through this method, the process conditions were exploited locally around the highest efficiency with only a small fraction of the full factorial combinations. The batch size is 64 samples for the initial round (i.e., $2^6$) and 63 samples subsequently (i.e., $2^5-1$). We randomized the sample sequence for 100 times in each batch and produced the 5%-95% confidence interval.

To understand the manifold of the parameter space, we ran the full grid sampling methods and 100k random sampling with the "teacher" model. The PCE distributions are shown in Fig. S9 in SI. We found we were looking at a "needle-in-a-haystack" problem, where the top 5 percentile mark is at 0.8 in the normalized PCE, the top 1 percentile mark is at 0.85 in the normalized PCE, and the top 0.1 percentile mark is at 0.9 in the normalized PCE (as shown in Fig. S9c). We will use these marks to evaluate the performance of different experimental planning methods.

Fig. 6b compares the PCE distributions for different sampling methods given a limited experimental budget of 100 process conditions. We observe that both the regular BO and the BO with knowledge constraints achieved more high-efficiency devices in the early runs, and both were able to find 50 conditions at the top 1 percentile mark (i.e., 0.8 in the normalized PCE). OVATS found 19 conditions exceeding 0.8 in the normalized PCE. LHS and FS-PGS has less than 5 conditions exceeding 0.8 in the normalized PCE. Therefore, in the task of finding the conditions of the top-one-percentile PCE, the BO methods have much higher probability of success, with an enhancement factor of 2.6x to OVATS, and more than 10x to LHS and FS-PGS.

The highest PCE versus the number of conditions are then compared in Fig. 6c. We see that, within the first 100 conditions, the BO methods performed significantly better in improving the PCE than OVATS, LHS, and FS-PGS. Because a few conditions were screened out by film quality as a probabilistic constraint at the first 20 conditions, BO with knowledge constraints was found to be slightly advantageous over the regular BO (and pure LHS).

In the comparison with OVATS and FS-PGS, we can see LHS is an efficient method for sampling, exceeding 0.8 in the normalized PCE (while OVATS and FS-PGS are below 0.7). However, the slope of improvement of LHS method flattened after the first 20 conditions. The BO methods reached 0.9 in the normalized PCE after 50 conditions, while LHS reached 0.85, and OVATS and FS-PGS were still below 0.8.

These observations in Fig. 6b and 6c indicate that the BO methods can help us to get closer to optimum very quickly during process optimization, because it exhibits an impressive acceleration at the small numbers of process conditions explored. However, the acceleration factor begins to decline at higher process conditions, indicating a decreasing rate of improvement of discovery of the highest PCE conditions. For example, at the 0.8 mark in the normalized PCE, the acceleration factor of the BO methods with LHS initial sampling is more than 5.5x over the OVATS method (i.e., 55/10); at the 0.9 mark in the normalized PCE, the acceleration factor of the BO methods, is approximately 1.9x over the OVATS method (i.e., 95/50).

We also simulated the scenarios beyond the 100 conditions for a deeper analysis of different sampling methods. We observed the following points in Fig. 6c: (1) After 120 conditions, OVATS started overtaking the BO methods. This echoes the necessity of switching to a local search or an exploitative
strategy in a later stage of the optimization. (2) the BO with knowledge constraint method started performing better than the regular BO method after the 160 conditions. (3) the FS-PGS method caught up to the BO methods after the 190 conditions. (4) OVATS and FS-PGS were able to get very close the optimal PCE toward the end of the 300 conditions, while the BO with knowledge constraint method exceeds 0.98 in the normalized PCE, and the regular BO method exceeds 0.96 in the normalized PCE. (5) the OVATS has a significantly larger spread in the 5% – 95% confidence interval than the other methods, especially the lower bound of 5 percentile is much lower than the median for the first 100 conditions.

The decreasing rate of improvement in BO suggests that the future improvement of sequential learning may involve adaptive acquisition strategies, which switch between different acquisition methods based on what the algorithm deems to be advantageous. This adaptive acquisition may be implemented through combined acquisition functions or switching to another sampling method. The finding is consistent with our experimental optimization in this work, where the acquisition strategy was switched the final round to increase the chance of the PCE improvement. The first attempt towards this has been implemented in the optimization study of Ag nanoparticle fabrication 10, where a neural network (NN) model was run in parallel with the GP, to improve regression resolution near the region of maximum interest. In that study, however, the NN was not used to inform the acquisition function, as would be the case here.

4. Conclusions:

In this work, a new sequential learning framework—Bayesian optimization with knowledge constraints—was used for the process optimization of perovskite solar cells, which intelligently incorporated the previous data from preliminary optimization experiments and researchers' visual evaluation of perovskite film quality. The workflow of the BO framework with knowledge constraints effectively mimics the "conventional" iterative optimization method and allows for the flexible incorporation of multiple information sources during process optimization. Compared to regular BO, the concept of knowledge constraints shows two key advantages: (1) it provides a flexible way to incorporate the knowledge learned in the past (or qualitative inputs from an experienced researcher) and (2) it reduces the extra experimental efforts of converting the film into devices when the film quality is visibly poor.

With the experimental planning guided by the Bayesian optimization framework with knowledge constraints, we achieved an 18.5%-efficient solar cell in open-air after optimizing six process variables for perovskite deposition, conducting 5 experimental rounds and screening 100 process conditions. This is the highest PCE achieved to date with the RSPP method and done with only a very small fraction of the more than 40k possible combinations in a grid search (also known as full factorial sampling). In addition to the best-in-our-lab PCE values, we also discovered 10 process conditions that produced ≥17% PCE devices with BO, significantly outperforming the pseudo-random sampling method of LHS in a parallel run where only 1 out of 50 process conditions was above 17% PCE. This indicates a >5x enhancement in finding the process conditions producing the top-performing solar cells.

To benchmark the performance of the BO frameworks (i.e., both regular BO and BO with knowledge constraints), we trained a teacher regression model to produce the "ground truth" (i.e., simulated experiment results), and we ran virtual optimizations with three common sampling methods for experimental planning, namely Latin hypercube sampling, one-variable-at-a-time sampling method,
and factorial sampling with progressive grid subdivision. We also found that both BO methods significantly overperformed the OVATS method within the first 100 process conditions, but the OVATS method overtook the BO methods afterward. This shows the true advantage of the BO framework is getting close to the optimum quickly within a small budget of experiments, and further development of adaptive acquisition strategies (e.g., time-evolving acquisition function) might be needed.

In summary, this framework of BO with knowledge constraints could be widely applied in process optimization and materials screening for perovskite PV devices, regardless of deposition methods (e.g., spin coating, blade coating, slot-die coating, or thermal evaporation). Moreover, the knowledge constraint is also flexible to incorporate quantitative film quality measurements, such as, light-beam induced current mapping, photoluminescence imaging and quasi-fermi level splitting mapping. This will be particularly helpful to tackle the challenge of perovskite PV scale-up by incorporating the learning from lab-scale devices into the optimization of large-area modules.
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1. Sequential Learning Framework to Guide Iterative Learning Cycles

The sequential learning contains five steps in each iterative cycle as discussed in the main text. In addition, some key features used in this work has been summarized as follows.

- Initial sampling strategy: For a general framework, we start with experimental planning of process conditions with a Latin-hypercube sampling (LHS) method for the initial round. LHS offers good coverage of the entire parameter space, with as few shots on goal as possible (because experiments are expensive), yielding high information at the start of the learning.
- Manufacturing & testing: Perovskite solar cells are fabricated by the RSPP method at Stanford, and PCE is measured with a solar simulator under standard testing conditions.
- Model training: With the experimental data of the process parameters and the device PCEs, we train the regression model to learn the process-efficiency relation. The surrogate model selected was Gaussian Process (GP) regression with anisotropic Matern 5/2 kernel.
- Predicting & planning: The prediction results were evaluated by an acquisition function together with the constraint information, and therefore a new round of experiments was planned using Bayesian optimization (BO). We explain some details of the constraint information by film quality and the acquisition function choice in this section.

1.1 Perovskite Film Quality as Probabilistic Constraint

In the proposed BO framework in this work, visual assessment has been used a quick method to create a probabilistic constraint in the acquisition decisions. Fig. S1 shows the examples for low-quality and good-quality films with visual inspection. The low-quality film has a pale gray color on the edges (which is an indication of poor crystallization kinetics and a porous film). This low-quality film is also not very uniform and has many large holes. In contrast, the good film has a uniform brown color across the substrate.

![Figure S1: The pictures of (a) a poor-quality film that failed the visual inspection, and (b) a good-quality film that were fabricated into devices.](image)

To validate the film quality assessment, we made the low-quality films into devices and measured the power conversion efficiencies. The histogram of these device efficiencies is shown in Fig. S2, and they are all in the low-efficiency regime. None is above 15% efficiency.
Figure S2: The efficiency distribution for those devices that were fabricated using low-quality films (as a confirmation of the visual inspection). The blue dashed line marks 15% efficiency, and the black dashed line marks 17% efficiency.

1.2 Choice of Acquisition and Constraint Functions

a. Upper Confidence Bound

For the acquisition function of the objective function (i.e., process-efficiency relation), we used the commonly-used utility function named upper confidence bound (UCB) [1], which is also known as Negative Lower Confidence Bound (LCB) in the Emukit package and other literature. UCB achieves a better balance between exploration and exploitation in the acquisition process, in comparison to the other popular utility function named Expected Improvement [2]. The UCB function is defined as,

$$acq_{UCB} = y_{pred} + \beta \cdot \sigma_{pred}$$

where $\beta$ is the parameter that adjusts the relative weight to prediction uncertainty $\sigma_{pred}$ over the prediction mean $y_{pred}$. In the term of balancing exploration and exploitation, higher $\beta$ value leads to more exploration, while lower $\beta$ value leads to more exploitation. In this work, we set $\beta$ equals to 1, because we found $\beta = 1$ achieved a good balance in the previous works [3].

b. Probability of Satisfying the Constraint Criteria

For converting the film quality model and the regression model of the previous device data, we calculate the probability of exceeding a threshold value $\delta$:

$$pr_{cons} = CDF\left(\frac{y_{cons} - \delta}{\sigma_{cons}}\right)$$

where CDF is the cumulative distribution function of normal distribution.
2. Apply the Sequential Learning to RSPP Experiments

2.1 Five Cycles of Learning

We have listed the different sampling methods in Table S1 for the different batches (i.e., 5 experimental batches in total of 20 process conditions). The initial round and final round were guided by global LHS and local region search respectively (as explained in the main text). We recorded the relative humidity (RH) changes in the process chamber in the table to track a potential source for the variability, although we demonstrated the PCEs of RSPP devices were fairly independent of ambient RH in [4].

Table S1: Relative humidity in the RSSP deposition chamber for each batch of devices.

| Process Condition | Initial | Round 1 | Round 2 | Round 3 | Final |
|-------------------|---------|---------|---------|---------|-------|
| Acquisition Method | LHS | BO with UCB | BO with UCB | BO with UCB | Local region search |
| Relative Humidity [%] | 43% | 27% | 25% | 50% | 35% |

The ambient temperature is 23°C±2°C.

Table S2: The parameter space for the final round of the local region search.

| Process Variable | Total Range (Interval) | Process Variable | Total Range (Interval) |
|------------------|------------------------|------------------|------------------------|
| Temperature      | 140 – 150 °C (1°C)     | Plasma height    | 1.0 – 1.2 cm (0.05 cm) |
| Speed            | 12.5 – 17.5 cm/s (0.1 cm/s) | Plasma gas flowrate | 16 – 20 L/min (1 L/min) |
| Spray flowrate   | 3 – 3.5 mL/s (0.01 mL/min) | Plasma duty cycle | 25 – 50 % (1%) |

2.2 Choice of Batch Size in Each Cycle

During sequential learning, the batch size in every iteration is an importance parameter to choose for Bayesian optimization. Although smaller batches can provide quicker feedback to revise the regression model, it could be much more costly (in term of time consumption for the experiments) since many processes are batch process. We estimated the time consumption for the device fabrication and listed them in Table S3. We only listed the key steps that consumes the most time; other steps, such as precursor preparation and data analysis, can be added as well.

Based on Table S3, we calculated the time needed for each batch and average time per substrate while varying the batch size. Fig. S3 gives a quantitative perspective of time consumption per batch and average time per substrate for different batch size. Especially observed in Fig. S3b, the average time per substrate is diminishing very quickly with increasing batch size. That is why the batch mode of Bayesian optimization (with local penalization algorithm) is more cost-effective than single-sample iteration when experiments are more time-consuming than computation. A batch size is chosen to achieve a good balance between low average time cost per substrate and the batch time to feedback.
the regression model. Because the most time-consuming step – thermal evaporation – can accommodate up to 20 substrates per batch, we used the batch size of 20 in this work. Note the sudden jump in both Fig. S3a and S3b at the batch size of 21.

Table S3: Estimated time consumption for some key steps in device fabrication.

| Steps                  | Setup Time                                      | Processing Time                   |
|------------------------|-------------------------------------------------|-----------------------------------|
| Substrate Cleaning     | 10 mins to fill cleaning agents                 | 50 mins for up to 20 substrates   |
| RSPP Deposition        | 1 hr to reconfigure & test the tool             | 10 – 15 mins per condition       |
| Evaporation (batch-20) | 30 mins to pump the pressure down               | 3 hrs. for up to 20 substrates    |
| I-V characterization   | 15 mins to warm up the lamp + circuit setup     | 10 mins per substrate             |

Figure S3: (a) The total time per batch for different batch size. (b) The average time per substrate for different batch size.

2.3 Evaluation of Surrogate Regression Model

After every experimental batch being made, the new data were added to the training dataset to revise the regression model. Fig. S4 shows the model prediction vs the ground truth (i.e., the experimentally measured) at each iteration.
Figure S4: The predictions by surrogate model versus the ground truth of the measured PCEs after every experimental iteration. The error bars are the estimated standard deviation for the prediction uncertainty (i.e., 68.2% confidence interval). The numerical metric for the model errors (i.e., root mean squared error RMSE, goodness of fit $R^2$, spearman coefficient) are shown in the inserted box.

2.4 Characterization Results of Perovskite PV Devices

a. All sampled experimental process conditions and solar cell device efficiencies

Table S4. All the sampled experimental process conditions and the fabricated device efficiency.

| ML Condition | Temperature [$^\circ$C] | Speed [mm/s] | Spray Flow [uL/min] | Plasma Height [cm] | Plasma Gas Flow [L/min] | Plasma DC [%] | Efficiency [%] | Film Success or not |
|--------------|-------------------------|--------------|---------------------|-------------------|------------------------|---------------|---------------|-------------------|
| 0            | 155                     | 200          | 5000                | 1.2               | 35                     | 50            | 5.91          | Yes               |
| 1            | 160                     | 225          | 3000                | 0.8               | 30                     | 75            | 0.06          | No                |
| 2            | 135                     | 200          | 2500                | 1                 | 25                     | 75            | 12.89         | Yes               |
| 3            | 150                     | 175          | 2000                | 1                 | 20                     | 100           | 4.77          | No                |
| 4            | 170                     | 275          | 4500                | 1.2               | 16                     | 50            | 11.82         | No                |
| 5            | 175                     | 250          | 3500                | 1.2               | 25                     | 75            | 9.06          | No                |
| 6            | 140                     | 150          | 4000                | 1                 | 20                     | 75            | 14.05         | Yes               |
| 7            | 155                     | 225          | 4000                | 0.8               | 30                     | 25            | 9.88          | No                |
|   | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 | 49 |
|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
|   | 130 | 175 | 3500 | 0.8 | 25 | 75 | 16.90 | Yes |   | 135 | 125 | 2500 | 1.2 | 20 | 25 | 16.05 | Yes |   | 130 | 250 | 4500 | 1.2 | 30 | 50 | 12.34 | Yes |   | 145 | 125 | 3500 | 1 | 25 | 50 | 17.70 | Yes |   | 145 | 150 | 4500 | 1 | 16 | 100 | 12.43 | Yes |   | 165 | 225 | 4000 | 1 | 25 | 25 | 13.66 | Yes |   | 125 | 275 | 3000 | 0.8 | 20 | 50 | 13.61 | Yes |   | 170 | 175 | 5000 | 1 | 16 | 75 | 13.40 | No |   | 150 | 100 | 2500 | 1 | 35 | 50 | 2.70 | Yes |   | 140 | 300 | 2000 | 1 | 30 | 50 | - | No |   | 165 | 125 | 3000 | 1 | 30 | 75 | 11.42 | No |   | 130 | 200 | 4500 | 1.2 | 25 | 50 | 15.87 | Yes |   | 135 | 125 | 3500 | 1 | 25 | 25 | 12.54 | Yes |   | 135 | 150 | 2500 | 1.2 | 20 | 25 | 14.16 | Yes |   | 135 | 150 | 3500 | 1.2 | 25 | 25 | 13.84 | Yes |   | 135 | 175 | 4000 | 1.2 | 25 | 25 | 16.12 | Yes |   | 135 | 175 | 4000 | 1.2 | 25 | 50 | 13.04 | Yes |   | 140 | 100 | 3500 | 1 | 25 | 50 | 14.72 | Yes |   | 140 | 100 | 3500 | 1.2 | 25 | 25 | 15.38 | Yes |   | 140 | 100 | 4000 | 1 | 25 | 50 | 14.41 | Yes |   | 140 | 125 | 2500 | 1 | 25 | 50 | 14.09 | Yes |   | 140 | 125 | 3500 | 1.2 | 25 | 25 | 14.89 | Yes |   | 140 | 150 | 3500 | 1 | 25 | 50 | 13.41 | Yes |   | 140 | 150 | 4000 | 1 | 25 | 50 | 14.85 | Yes |   | 145 | 100 | 3500 | 1.2 | 25 | 50 | 14.61 | Yes |   | 145 | 100 | 4500 | 1 | 25 | 50 | 14.67 | Yes |   | 145 | 125 | 3000 | 1 | 25 | 50 | 14.54 | Yes |   | 145 | 150 | 3500 | 1 | 25 | 50 | 14.61 | Yes |   | 145 | 150 | 4000 | 1 | 25 | 50 | 14.61 | Yes |   | 150 | 125 | 3500 | 1.2 | 25 | 50 | 12.54 | Yes |   | 150 | 150 | 4500 | 1.2 | 25 | 50 | 15.41 | Yes |   | 130 | 150 | 5000 | 1.2 | 25 | 25 | 12.82 | Yes |   | 130 | 225 | 4500 | 1.2 | 20 | 25 | 8.72 | Yes |   | 135 | 100 | 4500 | 1.2 | 20 | 25 | 15.50 | Yes |   | 135 | 150 | 3500 | 1.2 | 20 | 25 | 16.97 | Yes |   | 135 | 150 | 4000 | 0.8 | 20 | 50 | 17.37 | Yes |   | 135 | 175 | 3000 | 0.8 | 20 | 75 | 16.42 | Yes |   | 135 | 175 | 4000 | 1.2 | 20 | 50 | 17.04 | Yes |   | 140 | 100 | 3500 | 1 | 15 | 25 | 14.97 | Yes |   | 140 | 175 | 4500 | 1 | 20 | 25 | 15.22 | Yes |   | 140 | 175 | 5000 | 1.2 | 20 | 25 | 14.55 | Yes |
|   | 50  | 140 | 200  | 4000 | 0.8 | 20  | 75  | 15.65 | Yes |
|---|-----|-----|------|------|-----|-----|-----|-------|-----|
|   | 51  | 140 | 200  | 5000 | 1.2 | 20  | 50  | 12.61 | Yes |
|   | 52  | 145 | 100  | 4500 | 1.2 | 20  | 25  | 11.23 | Yes |
|   | 53  | 145 | 100  | 4500 | 1.2 | 25  | 25  | 11.25 | Yes |
|   | 54  | 145 | 175  | 3500 | 1  | 20  | 50  | 14.93 | Yes |
|   | 55  | 145 | 175  | 4000 | 1.2 | 20  | 25  | 16.08 | Yes |
|   | 56  | 145 | 200  | 5000 | 1.2 | 25  | 25  | 11.18 | No  |
|   | 57  | 145 | 200  | 5000 | 1.2 | 25  | 25  | 10.68 | No  |
|   | 58  | 155 | 150  | 4500 | 1.2 | 25  | 25  | 8.58  | Yes |
|   | 59  | 160 | 150  | 4500 | 1.2 | 25  | 25  | 15.49 | Yes |
|   | 60  | 130 | 125  | 4000 | 1  | 20  | 25  | 12.84 | Yes |
|   | 61  | 130 | 175  | 3000 | 0.8 | 16  | 50  | 13.55 | Yes |
|   | 62  | 135 | 100  | 3500 | 1  | 16  | 50  | 13.38 | Yes |
|   | 63  | 135 | 125  | 2500 | 1  | 20  | 50  | 13.45 | Yes |
|   | 64  | 135 | 125  | 3500 | 1  | 20  | 50  | 15.08 | Yes |
|   | 65  | 135 | 175  | 3500 | 1.2 | 20  | 50  | 16.15 | Yes |
|   | 66  | 135 | 175  | 4000 | 1  | 16  | 75  | 16.32 | Yes |
|   | 67  | 140 | 150  | 3500 | 1.2 | 20  | 50  | 17.13 | Yes |
|   | 68  | 140 | 175  | 4000 | 1  | 20  | 50  | 15.56 | Yes |
|   | 69  | 140 | 175  | 4500 | 1  | 20  | 50  | 15.93 | Yes |
|   | 70  | 140 | 200  | 2500 | 1  | 20  | 25  | 8.15  | No  |
|   | 71  | 140 | 200  | 4000 | 0.8 | 20  | 50  | 15.95 | Yes |
|   | 72  | 145 | 125  | 3000 | 1.2 | 16  | 50  | 17.42 | Yes |
|   | 73  | 145 | 150  | 3500 | 0.8 | 16  | 50  | 15.48 | Yes |
|   | 74  | 145 | 150  | 4000 | 1  | 20  | 75  | 12.99 | Yes |
|   | 75  | 145 | 175  | 3000 | 1  | 16  | 25  | 16.73 | Yes |
|   | 76  | 145 | 175  | 4000 | 0.8 | 20  | 75  | 16.49 | Yes |
|   | 77  | 150 | 150  | 3000 | 1  | 20  | 50  | 7.75  | No  |
|   | 78  | 150 | 175  | 3500 | 1  | 16  | 50  | 17.66 | Yes |
|   | 79  | 155 | 150  | 3000 | 1.2 | 20  | 50  | 10.98 | No  |
|   | 80  | 144 | 166  | 3270 | 1.15 | 19 | 44  | 14.98 | Yes |
|   | 81  | 145 | 130  | 3090 | 1.1 | 17 | 29  | 17.41 | Yes |
|   | 82  | 150 | 141  | 3300 | 1.1 | 20 | 50  | 14.86 | Yes |
|   | 83  | 149 | 170  | 3160 | 1 | 20 | 35  | 14.43 | Yes |
|   | 84  | 142 | 126  | 3230 | 1.05 | 16 | 40  | 16.90 | Yes |
|   | 85  | 140 | 155  | 3200 | 1.2 | 17 | 33  | 13.57 | Yes |
|   | 86  | 149 | 148  | 3120 | 1 | 18 | 37  | 14.34 | Yes |
|   | 87  | 143 | 163  | 3340 | 1.15 | 19 | 31  | 17.32 | Yes |
|   | 88  | 148 | 137  | 3410 | 1.15 | 18 | 46  | 13.02 | No  |
|   | 89  | 145 | 145  | 3490 | 1.2 | 19 | 27  | 18.45 | Yes |
|   | 90  | 141 | 134  | 3050 | 1.2 | 20 | 48  | 15.28 | Yes |
b. The process conditions vs $I$-$V$ characteristics of top-performing devices

We documented the process conditions and the $I$-$V$ characteristics in Table S5 for the top performers (PCE $\geq 17\%$). The histogram distribution of these 10 process conditions (binned into specific levels) are shown in Fig. S5. The corresponding $I$-$V$ curves are shown in Fig. S6.

Table S5: The process conditions and the $I$-$V$ characteristics for the 10 top-performer (PCE $\geq 17\%$ devices)

| Process condition | Temperature [°C] | Speed [cm/s] | Spray flowrate [mL/min] | Plasma height [cm] | Plasma gas flowrate [L/min] | Plasma duty cycle [%] | $\bar{j}_{SC}$ [mA/cm²] | $V_{OC}$ [V] | FF [-] | PCE [%] |
|-------------------|------------------|-------------|-------------------------|-------------------|-----------------------------|-----------------------|------------------------|-------------|--------|---------|
| 11                | 145              | 125         | 3.5                     | 1                 | 25                          | 50                    | 23.9                   | 1.047       | 0.68   | 17.0    |
| 43                | 135              | 150         | 3.5                     | 1.2               | 20                          | 25                    | 23.7                   | 0.919       | 0.78   | 17.0    |
| 44                | 135              | 150         | 4.0                     | 0.8               | 20                          | 50                    | 22.4                   | 1.007       | 0.77   | 17.4    |
| 46                | 135              | 175         | 4.0                     | 1.2               | 20                          | 50                    | 22.2                   | 0.997       | 0.77   | 17.0    |
| 67                | 140              | 150         | 3.5                     | 1.2               | 20                          | 50                    | 22.7                   | 0.980       | 0.77   | 17.1    |
| 72                | 145              | 125         | 3.0                     | 1.2               | 16                          | 50                    | 23.0                   | 0.985       | 0.77   | 17.4    |
| 78                | 150              | 175         | 3.5                     | 1                 | 16                          | 50                    | 22.7                   | 1.023       | 0.76   | 17.7    |
| 81                | 145              | 130         | 3.1                     | 1.1               | 17                          | 29                    | 23.2                   | 0.975       | 0.77   | 17.4    |
| 87                | 143              | 163         | 3.3                     | 1.15              | 19                          | 31                    | 21.7                   | 1.000       | 0.80   | 17.3    |
| 89                | 145              | 145         | 3.5                     | 1.2               | 19                          | 27                    | 23.6                   | 1.004       | 0.78   | 18.5    |
Figure S5: The histogram of the process conditions for the 10 top-performer (PCE ≥ 17% devices).

Figure S6: The in-house measured I-V curves of the top efficiency devices (≥ 17%) that were produced in this work. Process condition no. 89 achieves the champion efficiency of 18.5% efficiency.

Fig. S7 shows the spectral-dependent external quantum efficiency (EQE) of the device under process condition 89. We integrated the EQE curve with the AM1.5G solar spectrum and obtained a current density value of 23.0 mA/cm². The main reason for the discrepancy between the EQE-integrated current density and the short-circuit current density may possibly come from device degradation in the storage, insufficient light soaking prior to EQE measurement, slight spectral mismatch between AM1.5G and solar simulator and so on.
Figure S7: The external quantum efficiency (EQE) of the champion device fabricated under process condition 89. The integrated current density 23.02 mA/cm² (weighted under AM1.5G)

We selected several samples in the same batch as the best performing solar cells, and obtained the optical microscope images (under reflection mode) and the maps of light beam induced current. We found that non-uniformity is one of the key factors affecting both the LBIC and the optical images (see Figs. 8a & 8e and 8d & 8h). Please note that both thickness variations (which affect optical absorption) and carrier collection is reflected in the LBIC maps.

Table S6: The selected comparison of the process conditions and device I-V characteristic parameters in the last batch of experimental iteration

| ML Condition | Sample | Temperature [°C] | Speed [mm/s] | Spray flowrate [mL/min] | Plasma Height [cm] | Plasma Gas Flow [L/min] | Plasma DC [%] | $j_{sc}$ [mA/cm²] | $V_{oc}$ [V] | FF [-] | PCE [%] |
|--------------|--------|------------------|--------------|-------------------------|--------------------|-------------------------|---------------|------------------|------------|--------|---------|
| 84           | F14R   | 142              | 126          | 3.23                    | 1.05               | 16                      | 40            | 24.1             | 1.062      | 0.66   | 16.9    |
| 81           | F19R   | 145              | 130          | 3.09                    | 1.1                | 17                      | 29            | 23.2             | 0.975      | 0.77   | 17.4    |
| 89           | F22R   | 145              | 145          | 3.49                    | 1.2                | 19                      | 27            | 23.6             | 1.004      | 0.78   | 18.5    |
| 91           | F28R   | 146              | 159          | 3.45                    | 1.05               | 16                      | 38            | 22.3             | 0.991      | 0.76   | 16.8    |
Figure S8: The optical images (in a, b, c, d) and the light-beam-induced-current maps (in e, f, g, h) are shown for four devices fabricated under different process conditions.
3. Compare Sequential Learning vs. Design of Experiment for Device Optimization

3.1. Deep Dive to the Entire Optimization Space with Random Sampling and Full Factorial Sampling

To understand the overall efficiency distribution of the entire parameter space, we ran both the random sampling of 100,000 process conditions and the full factorial sampling of 41,580 process conditions (see Table I in the main text). The predicted efficiency distributions are shown in Fig. S9. The full factorial sampling and the 100k random sampling have very similar distributions (with only minor difference for the range of 10 – 13%). Based on the 100k random samples, we estimated the top 5 percentile is around 0.8 at the normalized PCE (14.2%/17.7%) in the predicted PCE (marked by blue line in Fig. S9). This top one percentile mark is also used in Fig. 6 from the main text to compare different sampling methods. Again, note that the “teacher” model slightly underestimates the top performers. Therefore, we normalized the predicted efficiency by 17.7% in Figs. 6b and 6c (from the main text), which is the highest predicted efficiency among all the experimental conditions in this work.

Figure S9: The histogram distribution of the predicted efficiencies by the “teacher” regression model. (a) The full factorial sampling of all the grid levels defined in Table I. (b) The randomly sampled 100k process conditions. (c) The zoom-in view of (b) to show the blue lines of the top 5%, 1% and 0.1% in the random 100k samples, which are approximately corresponding to 0.8, 0.85 and 0.9 respectively in the normalized PCE.

3.2. Design of Experiment Method 1: Latin Hypercube Sampling (LHS)

Figure S10: Schematic illustration of Latin hypercube sampling (LHS) with different runs of random seeding in an exemplary 2D space. The green solid circles are the sampled conditions.

Latin hypercube sampling is known as a low-discrepancy pseudo-random sampling method. The parameter space is stratified into a hypercube with m levels in every dimension, and samples are picked sequentially so that each parameter level is only sampled once. At every iteration except for
the last sample, the parameters are chosen randomly in the unoccupied hypercubes. As shown in Fig. S10, the pseudo-randomness can result in different samples. When being run many times, the statistical distribution will converge to the same as the random sampling.

3.3. Design of Experiment Method 2: One Variable at a Time Sampling (OVATS)

The one-variable-at-a-time method is one of the most popular methods for the experimental planning in academic research. The idea is simply illustrated in Fig. S11. The initial round will sample all levels in one variable while the rest variables are set to randomly picked values, and the best condition can be found. Then, the first variable is fixed to that best condition while all levels in another variable are sampled. The sequence of the sampled variables is determined at random. This procedure iterates through all the variables, and it repeats until no improvement can be achieved. In that case, we subdivide the grid, and it restarts the sampling procedure (see Round 4 in Fig. S11).

![Figure S11: Schematic illustration of one variable at a time sampling (OVATS). The green solid circles are sampled conditions in that round. The yellow star is the best condition of all the samples until that specific round.](image)

3.4. Design of Experiment Method 3: Factorial Sampling in Progressive Grid Division (FS-PGS)

The full factorial sampling suffers from the curse of dimensionality, which means the number of samples becomes infeasible to achieve experimentally as the dimensionality increases. To sample \( m \) levels in \( n \)-variable optimization, we need to sample \( m^n \) conditions in a full grid. For example, 5 levels in 6-variable optimization result in 15625 conditions. In practice, we can use two-level grid sampling sequentially to achieve a more efficient design of the experiments. After each round, we rely on the location of the best device in the parameter space to define the new optimization grid in the next round.

An initial sampling (or Round 0) is started with a full two-level grid in each variable, i.e., high (H) and low (L) conditions. The total number of samples in Round 0 is \( 2^n \), where \( n \) is the total number of variables in the optimization (e.g., six variables in this work). After Round 0 experiments, we see the best condition is found at the (L, H) condition. Therefore, the new reduced space of Round 1 is moved
toward the best condition in Round 0. The parameter space keeps reducing after each round until the minimum sampling space is reached (see Round 3 in Fig. S12e). After that, the sampling is repeated iteratively with the minimum sampling space, until the location of the best device is not changing (see Round 4 in Fig. S12f). In this case, the sampling space in the next round is increased to explore a broader region (see Round 5 in Fig. S12g). This is just one way to implement the factorial sampling with progressive grid subdivision, but the key concept is to exploit the regions where the best device is found.

3.5 Benchmarking: the BO Methods vs Model-Free Design of Experiment Methods

In addition to the Fig. 6 in the main text, we plotted the several virtual benchmarking results in full details with separate figures.

Figure S12: Schematic illustration of an exemplary implementation of the factorial sampling with progressive grid subdivision. The darker blue box (with black lines) is the parameter space for two-level factorial sampling in the specific round. The dashed gray boxes are the sampled space in previous rounds, where corner points or intersections are the conditions that have already been sampled. The yellow star is the best device of all the samples. The smallest box is 1/8 of the entire parameter space, so the total level of each variable is nine. In this illustration, the total number of sampling points is 379 after all six rounds.
Figure S13: The histogram distribution within the first 100 experimental budget by the simulated process optimization. The lighter lines in each figure represent the 100 separate runs with random seeding. The darker solid line represents the median of the 100 runs, and the dashed lines indicates the confidence interval of 5% – 95%.

Figure S14: The best efficiency at a given number of process conditions by the simulated process optimization. The lighter lines in each figure represent the 100 separate runs with random seeding. The darker solid line represents the median of the 100 runs, and the dashed lines indicates the confidence interval of 5% – 95%.
Figure S15: The comparison of the best PCE vs the number of process conditions explored among the different sampling methods. Different percentiles are plotted in the (a), (b) and (c) respectively.
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