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Abstract—This paper presents a novel metric to evaluate the robustness of deep learning based semantic segmentation approaches for crop row detection under different field conditions encountered by a field robot. A dataset with ten main categories encountered under various field conditions was used for testing. The effect on these conditions on the angular accuracy of crop row detection was compared. A deep convolutional encoder decoder network is implemented to predict crop row masks using RGB input images. The predicted mask is then sent to a post processing algorithm to extract the crop rows. The deep learning model was found to be robust against shadows and growth stages of the crop while the performance was reduced under direct sunlight, increasing weed density, tramlines and discontinuities in crop rows when evaluated with the novel metric.

I. INTRODUCTION

Computer vision algorithms has been identified as one of the key areas that need to be improved to promote the current agricultural systems\textsuperscript{[1]}. Crop row detection is a key element in developing vision based navigation robots in agricultural robotics. Vision based crop row detection has been a popular research question in classical computer vision. Researchers have attempted to develop colour based segmentation of crops with various methods with varying levels of success\textsuperscript{[2],[3]}. Recent work on crop row detection with deep learning based methods has been able to overcome the major challenges in implementing a real world vision based navigation system\textsuperscript{[4],[5]}

Individual work has been done to pursue various challenges in implementing a vision based navigation algorithms in crop rows. Researchers have attempted to address the effects of weed density, growth stages, shadows and discontinuities in crop row detection\textsuperscript{[6],[7]}. While these attempts indicate successful solutions to each of the problem, the need of a generic algorithm arises in practical implementations in such systems. A farmland may contain regions with varying levels of weed, various growth stages due to the soil conditions and different orientations of land. External environmental factors such as illuminations and shadows may also affect the performance of autonomous systems with the time of the day. It is therefore important to study the behaviour of a generic deep learning based crop row detection method under varying conditions. This understanding will assist the process of attaining fully autonomous farming in the future.

Unlike the usual semantic segmentation problems, crop row detection only require accurate prediction of a narrower crop line rather than accurate prediction of the vegetation region in an image. Therefore, traditional metrics in semantic segmentation are not perfectly suitable to reflect the capability of deep learning models to predict accurate crop rows. In this paper, we discuss the practical challenges encountered by a deep learning based crop row detection systems and the response of a generic deep learning based semantic segmentation model to such challenges. The need of a novel metric to ensure the capability of crop row detection will also be highlighted in this work. The annotation dataset with various field scenarios in this paper is publicly available in order to further promote the development and optimisation of deep learning based row detection approaches for a reliable autonomous navigation system in fields.

II. RELATED WORK

Contour detection followed by Hough transform is a classic computer vision approach for crop row detection\textsuperscript{[8]}. Hough transform based algorithms are popular among the researchers due to its accuracy of crop row detection\textsuperscript{[9],[6] and [10]}. However, these methods require fine tuning of threshold values to suit the varying ambient light conditions and growth stages. Thus, these classic approaches are not be suitable for real world vision-based navigation with varying environmental conditions.

Ahmadi et al.\textsuperscript{[11]} has used excess green index\textsuperscript{[12]} based algorithm to detect crop rows. Living tissue indicator and vegetation index has also been used to develop crop row detection algorithms\textsuperscript{[13],[14]}. These color based indicators are used to isolate pixels corresponding to plants in an image. However, these algorithms find it challenging to perform well in the presence of weeds due to their inability to separate crops and weeds. These methods are also incapable of extracting crop rows where crop canopy closes hiding background pixels corresponding to soil.

Recent developments in machine learning have enabled to perform crop row detection using neural networks, overcoming some of the barriers in classical computer vision. Lane detection in autonomous driving on roads are proven the capability of deep learning to be used in real life autonomous navigation\textsuperscript{[15]}. Adhikari et al.\textsuperscript{[16]} has developed a enhanced skip network based autonomous navigation system for paddy fields. Their system is robust against shadows, field of view, row spacing and growth stage of the crop.
However, their system is implemented under the assumption that crop rows are clearly distinguishable in an image. Mean Pixel Deviation metric is used to evaluate the model. Their dataset is only limited to 350 images and it does not cover all the different scenarios that can occur in a field.

Bah et al. [5] has used a fully convolutional network architecture that combines SegNet [17] and HoughCNet which is a Hough transform on a skeletonized binary image followed by a convolutional neural network (CNN). Their approach tries to eliminate the effects of crop row detection by weeds, discontinuities with multiple convolutional network stages. This complex architecture has been able to provide accurate crop row detection performance on images captured by unmanned aerial vehicles (UAV). In most of the deep learning based crop row detection approaches, mean Intersection over union (IoU) is considered as the key performance metric.

The existing work indicates the progress made in crop row detection over time and the advantages of deep learning based systems over classical computer vision approaches. The prior work on deep learning based crop row detection only analyze their model performance under one varying field parameter or without any variations, leading to the uncertainty of model deployment in field environments. The evaluation metrics used in previous work are also inherited from the general semantic segmentation evaluation metrics. The novel angle error metric presented in this paper proves the inability of classic metrics to reflect the performance of crop row detection with deep learning.

### III. Methodology

The initial stage of the crop row detection system is based on semantic segmentation with deep learning. The predicted crop row mask is then used to estimate the crop rows in the image using Hough transform. The performance of the initial stage of this system is evaluated using a novel angle error metric.

The crop row detection algorithm is based on U-Net[18] architecture with a custom loss function to optimize angle error in crop row detection. U-Net has been one of the most popular image segmentation algorithm known for its ability to be trained with lesser amount of data and faster predictions. U-Net, being primarily intended for semantic segmentation, has been used to identify pixels belongs to a plant in a given image in agricultural applications[19]. As apparent in Figure 4, the expected outcome of using U-Net in this use case is to predict the line formed by the arrangement of plants in an input image. The crop row discontinuities due to missing plants are ignored and still assumed as a continuous crop line in the ground truth mask.

#### A. Training

The U-Net was trained with a dataset of 1000 images which comprised of 100 images from each category listed in Table I. The model was trained with binary cross entropy (BCE) loss with the Adam optimizer. The model was also trained separately with focal loss with $\gamma = 2$. The predicted crop row masks were more sharper and narrower with the BCE loss. Therefore the BCE loss was selected for the work described in following sections.

According to Figure 1 U-Net has been trained to identify the crop rows with 5 epochs of training. However, this early stage model is only able to predict the line when there are no discontinuities in the crop row. It does not detect the crop row in regions where discontinuities are seen in the crop row. Its also noticeable that the predicted crop row is relatively wider than the ground truth mask. The model was able to eliminate false positives when training up to 10 epochs while it became more narrow and straight when trained up to 20 epochs. The model is able to predict the crop row despite the crop discontinuities at 40 epochs. The network was trained at 40 epochs where model could predict the crop rows by overcoming the aforementioned challenges.

#### B. Angle Error Metric

Accuracy calculation in semantic segmentation involves pixel-wise validation for black and white pixels in binary images. Therefore, accuracy metric mostly stay at higher values in crop row detection due to the data imbalance in ground truth masks. IoU is calculated with AND and OR operations over white pixels in a binary prediction mask and ground truth mask. IoU is often used as an alternative to accuracy metric which provide more reasonable value range to reflect the detection performance in image segmentation with class imbalance[20]. Despite IoU being a more realistic metric to evaluate semantic segmentation models, it may not be the ideal metric for crop row detection. The IoU in crop row detection is dependent on the width of crop lines in the ground truth labels. Wider crop row labels would increase the IoU while narrower crop lines may decrease IoU. It may behave similarly with the width of the lines in predicted image. Figure 2 shows the IoU visualization of ground truth labels.
image (blue) and the U-Net Prediction (red). The intersection region (gray) in the image still forms the relevant crop row mask despite the lower IoU value. Therefore, the angular offset between the predicted line and the ground truth would be a better metric for crop row detection based on semantic segmentation.

The angle error calculation is illustrated in Figure 3. The first stage of the angular error calculation is executed in two parallel and identical paths. The input image is skeletonized to be independent of the line width. Hough transform is used to determine the angles of each crop row in the image. The Hough transform threshold must be tuned to only predict one or a few lines for the images. The detected angles are clustered with DBSCAN[21] to group Hough lines belonging to same crop row. The ε parameter in DBSCAN should be tuned to accommodate Hough lines belonging to same crop row within same category. One angle is selected as the representing candidate of the crop row where multiple Hough lines are detected per same crop row. The candidate is selection criteria was set in such a way that angle closest to the vertical direction is selected. Both the ground truth and prediction images are processed during the first stage of the angle error detection will generate two sets of angles corresponding to respective image. First stage of the proposed angle error calculation method was also used at post processing stage of the network to determine lines corresponding to crop rows from the segmented image.

Angles detected from both the images are fed into another DBSCAN clustering stage. Each cluster generated by this stage will contain a pair of angles each belonging to the same crop row from ground truth image and prediction image. Angle error calculation is given in Equation 1 where k is the number of clusters identified by second DBSCAN stage with at least two values. θ represent the Hough line angles within each cluster. This method is unable to calculate angle error with all the existing lines in an image. However, the missed lines will not affect the angle error calculation of individual image as the average of all the line errors are considered.

\[
\text{AngleError} = \frac{1}{k} \sum_{n=1}^{k} |\theta_{n,max} - \theta_{n,min}| \quad (1)
\]

IV. Dataset

The Crop Row Detection Lincoln Dataset (CRDLD) was created to gather a comprehensive training set for deep learning model which include multiple possible under varying field conditions. The dataset will include variations in weed density, shadows, sunlight, terrain elevation, growth stages, shape of the crop row and discontinuities in crop rows. CRDLD consists of 2000 images augmented from 500 base images. Each base image is cropped in different orientations to generate four images. The dataset is created by data recordings from 3 days within a span of two weeks under varying weather conditions and different times of the day in a sugar beet field. The sugar beet plants had 4-10 unfolded leaves throughout the duration of data capturing. The dataset was split in half for training and testing. A larger test set was required since the model is evaluated in multiple categories of data. An example image and its corresponding ground truth image are shown in Figure 4.

A. Hardware Setup

The data collection was conducted using a Husky robot equipped with Intel RealSense D435i and T265 cameras as shown in Figure 5. RGB, infra red (IR) and depth images were captured with D435i camera. IR fish eye images and pose tracking data were captured with T265 camera. Only RGB images from D435i camera is used to generate the dataset in this paper.

B. Data Categories

The RGB images in the dataset were classified into 10 categories depending on possible variations which could be expected in an open field farm due to varying weather, growth stages and time of the day. Each category contains
TABLE I: Data Categories

| ID | Name                  | Description                                                                 |
|----|-----------------------|-----------------------------------------------------------------------------|
| a  | Horizontal Shadow     | Shadow falls perpendicular to the direction of the crop row                 |
| b  | Slope/ Curve          | Images captured while the crop row is not in a flat farmland or where crop rows are not straight lines |
| c  | Discontinuities       | Missing plants in the crop row which leads to discontinuities in crop row   |
| d  | Front Shadow          | Shadow of the robot falling on the image captured by the camera             |
| e  | Dense Weed            | Weed grown densely among the crop rows                                       |
| f  | Large Crops           | Presence of one or many largely grown crops within the crop row              |
| g  | Small Crops           | Crop rows at early growth stages                                            |
| h  | Sunlight              | Sunlight falling on the camera causing lens flares and similar distortions  |
| i  | Tyre Tracks           | Tyre tracks from tramlines running through the field                         |
| j  | Sparse Weed           | Sparsely grown weed scattered between the crop rows                          |

100 images along with the respective ground truth images were used to evaluate the model performance in different categories. The results listed in Table II indicate the performance of the model under each category.

TABLE II: Model Performance in Data Categories

| Category Name  | Accuracy | Mean IoU  | Angle Error |
|----------------|----------|-----------|-------------|
| Horizontal Shadow | 89.70%   | 0.1990    | 0.0118°     |
| Slope/ Curve    | 88.01%   | 0.1905    | 0.0422°     |
| Discontinuities | 88.49%   | 0.2672    | 0.0271°     |
| Front Shadow    | 89.88%   | 0.2708    | 0.0394°     |
| Dense Weed      | 90.01%   | 0.2056    | 0.0107°     |
| Large Crops     | 89.52%   | 0.2648    | 0.0170°     |
| Small Crops     | 88.97%   | 0.3127    | 0.0124°     |
| Sunlight        | 89.37%   | 0.1963    | 0.0087°     |
| Tyre Tracks     | 89.89%   | 0.2199    | 0.0207°     |
| Sparse Weed     | 89.72%   | 0.1980    | 0.0253°     |

V. RESULTS AND DISCUSSION

Figure 7 shows two predictions from Hough transform based crop row detection algorithm outlined in [8]. The algorithm uses contour detection to generate a crop row mask followed by Hough line transform. The algorithm failed to detect crop rows accurately when tested with images from the dataset (Figure 7 right image). However, their algorithm seemed to perform better when tested with the crop row images from Crop Row Benchmark Dataset (CRBD)[23]. It was observed that classic computer vision based crop row detection algorithms performed better with crop row images where crop row is narrow and compact such that the detected contours also become narrow leading to better detection accuracy with Hough line transform. However, such images could only obtained during early growth stages with lesser weed density.

The test dataset of CRDLDD with 100 images per category was used to evaluate the model performance in different categories. The results listed in Table II indicate the performance of the model under each category.

Mean accuracy of the network over all categories was 89.36% while the mean IoU over all categories was recorded to be 0.2325. The lower IoU could be explained by the example in Figure 8. The model tend to predict the crop rows in the middle of the image leaving out the crop row segments visible at the top corners of the image. However, these crop row segment may not be useful for navigation of a robot in a field. The predicted crop row and the ground truth might completely disconnect with a negligible offset in some instances, yet accurately predicting the angle of the relevant crop row. This contradiction between accuracy and IoU metrics indicate that their interpretation of the result is highly specific to the application scenario. Despite the contrariety in above metrics, overall angular error in predicted lines was 0.0215 degrees with none of the data categories exceeding an angular error of 0.05 degrees.

The dataset can be accessed with the following link: https://github.com/JunfengGaolab/CropRowDetection
The worst crop row detection was observed in the Slope/Curve category according to all the three metrics. Figure 9 shows the result from crop row detection in Slope/Curve category. The white overlay mask is the prediction from U-Net model and the red color lines are generated by the post processing stage of the crop row detection algorithm. It must be noted that the curved parts of the lines were predicted by the model. However, the post processing stage is only capable of detecting straight lines.

Sunlight category contained examples which did not detect any crop rows, despite having the best performance according to angle error metric. Figure 10 shows two examples with detected crop rows (left) and undetected crop rows (right). In images where sunlight was directly falling on to the camera were the hardest for the model to predict. Observation of cases where lens flare was present in the images proves that the effect of lens flares due to sunlight did not affect the performance of the model. The less angle error appeared in this category was due to the lack of detection of the lines.

Results from two categories dense weed and sparse weed are in Figure 11. The left side example is from the dense weed category and the right example is from the sparse weed category. U-Net could not detect full lines in the dense weed category, yet it was able to predict the correct lines with a shorter length. The post processing algorithm was able to generate the crop rows with the shorted prediction masks. The right side example from sparse weed category depicts the ability of the U-Net model to separate weed from the crop rows.

All the results discussed in this section were based on the 1000 augmented images from the set of 250 base images in the test dataset. Each prediction was made on a cropped image from the field of view (FOV) of the robot due to the input resolution of the U-Net model was limited to 512x512 pixels. The original images captured by the robot camera
was in 16:9 aspect ratio. The original images were resized to 512x512 resolution to evaluate the model performance for the global image (with full FOV). All 250 images in the non-augmented test set were used to evaluate the model. The accuracy was recorded at 84.43% with 0.1896 IoU and 0.0310 degrees angle error. The angle error increased with 0.0095 degrees when compared to the mean angle error of all categories in Table II. The accuracy and IoU metrics were also reduced by 4.93% and 0.0429 respectively in comparison to the mean of all categories. This loss in model performance through all the metrics could be caused by the distortion introduced to the structure of the image during image resizing. Therefore predicting crop lines with separate cropped frames to stitch the global crop row mask would yield improved performance than the resized global images. A crop row detection example from the resized global images is shown in Figure 12.

The results observed from the categories small crops and large crops were having relatively similar predictions. The growth stage of the crop did not have a significant impact of the prediction ability of the model. However, the images from earliest growth stages in the dataset had four or more unfolded leaves. Hence the variation in growth stages are in terms of size of the plant rather than having variation from very early growth stages. The model was only capable of filling the discontinuities of the crop rows during 18% of the discontinuity category of the dataset. The behaviour of the predictions in tyre tracks category was also similar to the discontinuity category. The presence of shadows in the images did not have any significant effect on the predictions made by the U-Net model.

A comparison of the predictions from the U-Net model with BCE loss and focal loss could be seen in Figure 13. The mean accuracy, IoU and angle error for the model trained with focal loss are 89.72%, 0.1285 and 0.0181 degrees respectively. The accuracy of both models are almost similar. The IoU of focal loss based model was reduced by 44.73% while angle error was improved by only 15.81%, in comparison to the BCE loss based model. Despite the slight improvement in angle error, BCE loss based model predictions were found to be more narrower and had less noise.

VI. Conclusion

Deep learning based crop row detection under varying environmental and field conditions is discussed in this paper. A novel angular error metric was used to evaluate the U-Net model. The angle error metric evaluates the true ability of a semantic segmentation based crop row detection algorithm to predict crop rows accurately, in contrast to the classical metrics: accuracy and IoU. This paper also evaluates the capabilities of deep learning based crop row detection algorithm under various dimensions: shadows, weed density, discontinuities, sunlight and growth stages. It was determined that the model performance was independent of the shadows and growth stages. The model performance was slightly affected by the weed density and tyre tracks. The model was struggling in the event of discontinuities and direct sunlight in the camera. Semantic segmentation could be used to detect crop rows in real world applications with 0.05 degrees accuracy under varying field conditions. However, post processing algorithms for crop row extraction must be tuned depending on the field conditions.

The deep learning model used in this paper was implemented with its basic parameters without any modifications. The model could be improved with a better loss function which reflects the angle error in crop rows at later training stages. The performance of this method could further evaluated in different locations with different plant types for a broader understanding of its performance. The post processing stage of the algorithm could be further improved with dynamic thresholds depending on the field conditions.
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