Formation Mechanism of a Basin of Attraction for Passive Dynamic Walking Induced by Intrinsic Hyperbolicity
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Passive dynamic walking is a useful model for investigating the mechanical functions of the body that produce energy-efficient walking. The basin of attraction is very small and thin, and it has a fractal-like shape; this explains the difficulty in producing stable passive dynamic walking. The underlying mechanism that produces these geometric characteristics was not known. In this paper, we consider this from the viewpoint of dynamical systems theory, and we use the simplest walking model to clarify the mechanism that forms the basin of attraction for passive dynamic walking. We show that the intrinsic saddle-type hyperbolicity of the upright equilibrium point in the governing dynamics plays an important role in the geometrical characteristics of the basin of attraction; this contributes to our understanding of the stability mechanism of bipedal walking.
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1. Introduction

When humans walk, the stance leg is almost straight, and it rotates around the contact point of the foot like an inverted pendulum. Therefore, the center of mass (COM) is at its highest position during the midstance phase and at its lowest position during the double-support phase. In contrast, the locomotion speed is lowest during the midstance phase and highest during the double-support phase. This means that humans produce efficient walking through a pendular exchange of potential and kinetic energy while conserving mechanical energy \[1\text{–}3\]. This is called the inverted pendulum mechanism \[4\], and inverted pendulums have been widely used as the simplest model for the movement of the COM, when investigating the underlying mechanism of human walking \[5\text{–}12\].

Passive dynamic walking, a popular dynamic system that is based on the inverted pendulum mechanism, was proposed by McGeer \[13,14\]. This system walks down a shallow slope without an actuator or controller; it does this by balancing the energy dissipation due to foot contact with the energy generation due to the gravitational potential energy. This walking behavior has various similarities to that of humans, and thus it has been a useful tool for elucidating the body’s mechanical functions that produce energy-efficient walking \[15\text{–}28\].

Due to the properties of the saddle point in the governing dynamics, an inverted pendulum falls down easily. Therefore, a crucial issue is to clarify a stability mechanism for passive dynamic walking. Garcia et al. \[29\] used a simple compass-type model that incorporated the swing leg into the inverted pendulum (the simplest walking model), and they used a perturbation method to elucidate the generation of a stable limit cycle and the linear stability of the movement. The stability characteristics of dynamical systems are determined by the basin of attraction of their attractors, as well as by their linear stability. Schwab and Wisse \[30\] investigated the basin of attraction of the simplest walking model and showed that it is very small and thin, and that it has a fractal-like shape; this explains the difficulty in producing stable passive dynamic walking. There have been detailed studies of the stability and bifurcation of the simplest walking model and similar compass-type models \[31\text{–}34\]. However, it remains unclear what mechanisms induce these geometric characteristics in the basin of attraction.

In the present study, we aim to clarify the mechanism that determines the geometric characteristics of the basin of attraction of the simplest walking model by considering the theory of dynamical systems and focusing on the saddle point that is inherent in the governing dynamics. Because saddle points are embedded in general locomotor systems (they are not limited to passive dynamic walking), our results might contribute not only to elucidating the stability mechanism in passive dynamic walking, but also to improving the understanding of the stability mechanism in human walking and thus to producing design principles for the control of walking-support systems and biped robots.

2. Methods

(a) Model

In this study, we use the simplest walking model (Fig. 1), introduced by Garcia et al. \[29\], for the dynamical analysis of passive dynamic walking. This model has two legs (rigid links), each of length \(l\), connected by a frictionless hip joint. \(\theta_1\) is the angle of the stance leg with respect to the slope normal, and \(\theta_2\) is the angle between the stance leg and the swing leg. The mass is located only at the hip and the feet; the hip mass is \(M\), and the foot mass is \(m\). \(g\) is the acceleration due to gravity. This model walks on a slope of angle \(\gamma\), without any control or input. To simplify the analysis, we consider the limit case \(\beta = m/M \to 0\), as in \[29\].

In this paper, we present a brief description of the model; please see \[29\] for more details.
Figure 1. Simplest walking model

(i) Equations of motion for the swing phase

The configuration of the model is described by two variables \((\theta_1, \theta_2)\), as indicated in Fig. 1. The equations of motion are as follows:

\[
\ddot{\theta}_1 - \sin(\theta_1 - \gamma) = 0, \tag{2.1}
\]

\[
(\cos \theta_2 - 1) \ddot{\theta}_1 + \ddot{\theta}_2 - \dot{\theta}_1^2 \sin \theta_2 + \sin(\theta_2 - \theta_1 + \gamma) = 0. \tag{2.2}
\]

Note that in these equations, we have already taken the limit as \(\beta = m/M \to 0\), and we have nondimensionalized the equations using the time scale \(\sqrt{l/g}\).

(ii) Foot contact

The swing foot contacts the slope when the following conditions are satisfied:

\[
2\theta_1 - \theta_2 = 0, \tag{2.3}
\]

\[
\theta_1 < 0, \tag{2.4}
\]

\[
2\dot{\theta}_1 - \dot{\theta}_2 < 0. \tag{2.5}
\]

Conditions (2.4) and (2.5) are used to ignore the foot scuffing when the swing leg moves forward.

We assume that foot contact is a fully inelastic collision (no slip, no bound) and that the stance foot lifts off the slope as soon as the swing foot hits the slope. The relationship between the state just before foot contact \((\theta^-_1, \dot{\theta}^-_1, \theta^-_2, \dot{\theta}^-_2)\) and the state just after foot contact \((\theta^+_1, \dot{\theta}^+_1, \theta^+_2, \dot{\theta}^+_2)\) is as follows:

\[
\begin{bmatrix}
\theta^+_1 \\
\dot{\theta}^+_1 \\
\theta^+_2 \\
\dot{\theta}^+_2
\end{bmatrix} =
\begin{bmatrix}
\theta^-_1 \\
-\dot{\theta}^-_1 \\
\dot{\theta}^-_2 - \theta^-_1 \cos 2\theta^-_1 \\
\cos 2\theta^-_1 (1 - \cos 2\theta^-_1) \ddot{\theta}^-_1
\end{bmatrix}. \tag{2.6}
\]

Since the state just after foot contact depends only on \((\theta^-_1, \dot{\theta}^-_1)\) and is independent of \((\theta^-_2, \dot{\theta}^-_2)\), it forms a two-dimensional surface in the four-dimensional phase space \((\theta_1, \dot{\theta}_1, \theta_2, \dot{\theta}_2)\).

(b) Structure of phase space by hybrid dynamics

The simplest walking model is a hybrid system composed of the continuous dynamics during the swing phase and the discontinuous dynamics at foot contact. This hybrid dynamic system determines the structure of the phase space, as shown in Fig. 2A. \(H\) is the section of foot contact defined by the conditions (2.3), (2.4), and (2.5). \(T\) is the jump in the phase space from the state just before foot contact to the state just after foot contact, defined by the relationship (2.6). Therefore,
the image of \( T, T(H) \), is the region representing all states just after foot contact and a new step starts from \( T(H) \). \( U \) is the map from the start of a step to the foot contact. In other words, \( U \) is the map from \( T(H) \) to \( H \), defined by the equations of motion (2.1) and (2.2). The Poincaré map \( S \) is defined by \( S = T \circ U : T(H) \to T(H) \) on the Poincaré section \( T(H) \). This Poincaré map represents one step, and an attractor of the Poincaré map represents stable walking. The basin of attraction of \( S \) is the main topic of this paper. \( S \) is parameterized by one parameter \( \gamma \), and Garcia et al. [29] found that \( S \) has an attracting fixed point at \( 0 < \gamma < 0.015 \), and there is a period-doubling cascade to chaos for \( 0.015 < \gamma < 0.019 \).

To investigate the basin of attraction, the domain of \( T \) is important. The map \( S \) is not defined for all \( T(H) \), since some initial conditions may cause the model to fall down. We define the domain \( D \) as the collection of initial conditions for which the model takes at least one step. \( D \) is in \( T(H) \) and bounded, as shown in Fig. 2B. \( H \) has two boundaries (orange lines) defined by \( \theta_1 = 0 \) and \( 2\dot{\theta}_1 - \dot{\theta}_2 = 0 \) from the conditions (2.4) and (2.5), and the backward flows of these boundaries by the equations of motion (2.1) and (2.2) determine the boundaries of \( D \) (red lines).

We also consider the sequence of inverse images of \( D, S^{-n}(D) (n = 1, 2, \ldots ) \). These regions indicate the collections of initial conditions for which the model takes at least \((n + 1)\) steps. This sequence approximates the basin of attraction, and we investigate the mechanism by which the shape of the basin of attraction is formed from the geometric structure of these inverse images.

(c) Hyperbolicity and manifolds of the governed equations

The equations of motion (2.1) and (2.2) have an equilibrium point \((\theta_1, \dot{\theta}_1, \dot{\theta}_2, \dot{\theta}_2) = (\gamma, 0, 0, 0)\). At the equilibrium point, the legs remain upright. The equilibrium point is deeply related to the geometric structure of the basin of attraction, which we will discuss in the following sections. The eigenvalues of the linearized equations of motion at the equilibrium point are \( \pm 1 \) and \( \pm i \), and the equilibrium point is a saddle-center with one stable direction, one unstable direction, and two neutral directions.

The changes in the angle of the stance leg \( \theta_1 \) are governed by equation (2.1) and are not affected by the movement of the swing leg \( \dot{\theta}_2 \) (this is because we are considering the limiting case, \( \beta \to 0 \)). This equation for \( \theta_1 \) has a saddle equilibrium point at \((\theta_1, \dot{\theta}_1) = (\gamma, 0)\), as shown in Fig. 3, similar to that of a single inverted pendulum. In the phase diagram of \((\theta_1, \dot{\theta}_1)\) in Fig. 3, bold lines going into \((\gamma, 0)\) are the stable manifold of the equilibrium point \( W^s \), and the bold lines going out of the equilibrium point are the unstable manifold of the equilibrium point \( W^u \). In the phase space of four variables, \((\theta_1, \dot{\theta}_1, \dot{\theta}_2, \dot{\theta}_2)\), \( W^s \times \mathbb{R}^2 \) and \( W^u \times \mathbb{R}^2 \) are the center stable manifold and the center unstable manifold, respectively, and we denote them by \( W^{cs} \) and \( W^{cu} \). An orbit on \( W^{cs} \) behaves as follows (Fig. 4):

- An orbit starting from a point on \( W^{cs} \) never goes outside of \( W^{cs} \),

\[ 2 \dot{\theta}_1 - \dot{\theta}_2 = 0 \]

Figure 2. Structure of phase space \((\theta_1, \dot{\theta}_1, \dot{\theta}_2, \dot{\theta}_2)\): A: Foot contact condition (section) \( H \) bounded by two conditions (orange lines), the jump by foot contact \( T \), the state just after the foot contact event \( T(H) \), the map from \( T(H) \) to \( H \) by the equations of motion for the swing phase \( U \), and the Poincaré map \( S \) defined by \( S = T \circ U \) on the Poincaré section \( T(H) \). B: Domain \( D \) (red region) bounded by the backward orbits of two boundaries of \( H \) by the equations of motion for the swing phase (red lines).
Figure 3. Phase diagram $(\theta_1, \dot{\theta}_1)$. The equilibrium point $(\theta_1, \dot{\theta}_1) = (\gamma, 0)$ is a saddle. Stable walking (red arrows) is obtained by the map $U$ and the jump $T$.

Figure 4. Center stable manifold $W^{cs}$

- An orbit starting from a point on $W^{cs}$ converges to $(\gamma, 0) \times \mathbb{R}^2$ as $(\text{time}) \to +\infty$.

An orbit on $W^{cu}$ behaves in the same way as one on $W^{cs}$, as $(\text{time}) \to -\infty$.

(d) Computation of regions and manifolds

To investigate the geometric structure of the basin of attraction, we compute the domain $D$, the sequence of inverse images of the domain $S^{-n}(D)$ ($n = 1, 2, \ldots$), the basin of attraction $B$, and the intersection of $W^{cs}$ and $T(H)$. All of these sets are defined on $T(H)$. The jump map (2.6) shows that $T(H)$ is a two-dimensional surface in the four-dimensional phase space $\mathbb{R}^4$, and each point on $T(H)$ is uniquely determined by two variables $(\theta_1, \dot{\theta}_1)$. Therefore, we use the coordinates $(\theta_1, \dot{\theta}_1)$ to describe this region. Because $D$ is a set of initial points on $T(H)$ that reach $H$ through the equations of motion (2.1) and (2.2) (Fig. 2), we can compute $D$ by numerically integrating the equations. We can also compute $S^{-n}(D)$ ($n = 1, 2, \ldots$) in a similar way. We approximate $B$ as a set of initial points on $T(H)$ that allows the model to take a sufficient number of steps. More specifically, we compared the results of 50 and 200 steps and used the initial points when the two results were identical. We can also compute the intersection of $W^{cs}$ and $T(H)$ from the fact that $W^{cs}$ is a separatrix, as shown in Fig. 3.

3. Results
Figure 5. Geometric characteristics of the basin of attraction for $\gamma = 0.011$. A: Domain $D$ and basin of attraction $B$ on $(\theta_1, \dot{\theta}_1)$. The region enclosed by the blue box is magnified. B: Rotated view using $\theta_1 + \dot{\theta}_1$ and $\theta_1 - \dot{\theta}_1$ for the axes.

Figure 6. Domain $D$ and inverse images $S^{-1}(D)$ and $S^{-2}(D)$

(a) Geometric characteristics of the domain and basin of attraction

Figure 5A shows the domain $D$ and the basin of attraction $B$ on $T(H)$ with $\gamma = 0.011$. Both $D$ and $B$ are very thin in the space of $(\theta_1, \dot{\theta}_1)$. To clearly see the geometrical details, we rotated the figure using $\theta_1 + \dot{\theta}_1$ and $\theta_1 - \dot{\theta}_1$ for the axis in Fig. 5B. The intersection of the center-stable manifold $W^{cs}$ and $T(H)$ is shown by a green line in Figs. 5A and B. From these figures, we found that $D$ had the following properties:

- $D$ has a long, thin region in $(\theta_1, \dot{\theta}_1)$;
- Two boundaries of $D$ are almost parallel, and one of them is very close to $W^{cs}$.

We also found the following properties for $B$:

- $B$ is located inside $D$ and is thinner than $D$;
- $B$ is V-shaped;
- There are fractal-like slits in $B$ and a stripe pattern in the cusp of the V-shaped region.

(b) Geometric characteristics of the inverse images of the domain

To investigate how to generate these geometric characteristics of $B$ from $D$, we calculated the inverse images of $D$, $S^{-n}(D)$ ($n = 1, 2, \ldots$). Figure 6 shows $D$, $S^{-1}(D)$, and $S^{-2}(D)$. We found the following:
Figure 7. Inverse image $S^{-7}(D)$. The region enclosed by the red box is magnified.

- $S^{-1}(D)$ is contained in $D$ and is V-shaped;
- $S^{-2}(D)$ is located inside $S^{-1}(D)$, is V-shaped, and has a slit.

Figure 7 shows the inverse image $S^{-7}(D)$. A stripe pattern appears through the sequence of $S^{-n}(D)$ ($n = 1, 2, \ldots$).

As shown in the above figures, $B$ is constructed by the sequence of the backward images $S^{-n}(D)$ ($n = 1, 2, \ldots$). Therefore, we can find the construction mechanism of the shape of the basin of attraction from the backward images; we will discuss this in Section 4.

(c) Dependence of the slope angle

To examine the dependence of the geometric characteristics on the parameter $\gamma$, we calculated the domain $D$, the basin of attraction $B$, and the inverse images $S^{-1}(D)$ and $S^{-2}(D)$ for various values of $\gamma$. Figures 8A and B show the results for $\gamma = 0.016$ and have two attracting points, which correspond to a stable period-2 gait. Figures 8C and D show the results for $\gamma = 0.0178$ and have four attracting points, which correspond to a stable period-4 gait. Figures 8E and F show the results for $\gamma = 0.019$ and have a chaotic attractor. Although the characteristics of the attractor change through period-doubling bifurcations depending on $\gamma$, the shapes of $B$, $D$, $S^{-1}(D)$, and $S^{-2}(D)$ do not change very much. When $\gamma$ is larger than 0.019, the attractor disappears. We will discuss this “attractor crisis” phenomenon in Section 4(d).

4. Discussion

(a) Why the domain is thin along the center stable manifold

The domain $D$ is very thin, as shown in Fig. 5A. This is related to the $\lambda$-lemma, one of the most important theorems in the theory of dynamical systems [35]. From this theorem, we can say the following:

- A region intersecting the unstable manifold of a saddle equilibrium point moves toward the stable manifold of the saddle when the region is moved by the flow that is backward in time;
- When the region comes close to the stable manifold, the region becomes thin due to the hyperbolic behavior near the saddle.

Figure 9 illustrates how a region X moves and is deformed into thinner regions Y and Z through the backward flow. As shown in Fig. 2B, $D$ is obtained by the intersection of $T(H)$ and the
Figure 8. Dependence of the parametric characteristics on the parameter $\gamma$. $\gamma = 0.016$ for A and B, 0.0178 for C and D, and 0.019 for E and F. A, C, and E show the domain $D$, the basin of attraction $B$, and the intersection with $W^{cs}$. B, D, and F show the domain $D$ and the inverse images $S^{-1}(D)$ and $S^{-2}(D)$.

Figure 9. $\lambda$-lemma. Region X moves and is deformed to thinner regions Y and Z by the backward flow. In our model, the foot contact section $H$ and domain $D$ correspond to the regions X and Z, respectively.
backward orbit whose initial point is in $H$. Therefore, $D$ becomes thin along the center stable manifold, as shown in Figs. 5A and 9.

(b) Why the inverse image of the domain is V-shaped

Since the sequence of the inverse images $S^{-n}(D)$ ($n = 1, 2, \ldots$) approximates the basin of attraction, it is important to clarify how the geometric structure of the inverse images is constructed, and hence clarify the shape of the basin of attraction.

First, we discuss why $S^{-1}(D)$ is V-shaped in the thin region $D$, as shown in Fig. 6. Since $S^{-1}(D) = U^{-1}(T^{-1}(D))$, we show below how the shape of $T^{-1}(D)$ is deformed by $U^{-1}$.

(i) Shape of $T^{-1}(D)$

From (2.6), $T^{-1}(D)$ is described as:

$$
\{(\theta_1^+, \theta_2^+, \dot{\theta}_1^+, \dot{\theta}_2^+) \} = \{(\theta_1^+, \theta_2^+, \dot{\theta}_1^+, \dot{\theta}_2^+) \in D, \dot{\theta}_2^+ \in \mathbb{R}\}. 
$$

This is explained by $\theta_1^+, \theta_2^+$, and $\dot{\theta}_2^-$. Figure 10 shows numerically obtained results for $T^{-1}(D)$ in $(\theta_1^+, \dot{\theta}_1^+)$. The region is thin and curved. The relative positions of $T^{-1}(D)$ and $W^{cu}$ are important for a V-shaped $S^{-1}(D)$, as explained below.

(ii) Deformation of $T^{-1}(D)$ by $U^{-1}$

We denote the solution of equations of motion (2.1) and (2.2) by $\Theta(t) = (\theta_1(t), \theta_2(t), \dot{\theta}_1(t), \dot{\theta}_2(t))$. From the definition of $U$, for a point $\Theta(0) \in T^{-1}(D) \subset H$, there exists $\Delta > 0$ such that

$$
\Theta(-\Delta) = U^{-1}(\Theta(0)) \in T(H) 
$$

holds (to analyze $U^{-1}$, it is natural to consider this in terms of negative time: $-\Delta$ (Fig. 2A)). $\Theta(0)$, $\Theta(-\Delta)$, and $\Delta$ correspond to the state just before foot contact, the state just after foot contact, and the duration of a step, respectively. $\Theta(-\Delta)$ gives the deformation of $T^{-1}(D)$ by $U^{-1}$.

Since $\Theta(-\Delta)$ is contained in $T(H)$, the following equations hold:

$$
2\theta_1(-\Delta) = \theta_2(-\Delta),
$$

$$
\dot{\theta}_2(-\Delta) = \dot{\theta}_1(-\Delta)(1 - \cos 2\theta_1(-\Delta)),
$$

$$
\theta_1(-\Delta) > 0.
$$
The swing phase consists of two dynamic components: an inverted pendulum (\(C\)) where 
\[
\dot{\theta}_1 = \dot{\theta}_1^+ \cos 2\theta_1^+ (1 - \cos 2\theta_2^-) \quad \text{and} \quad \dot{\theta}_1^- = \dot{\theta}_1^- \cos 2\theta_1^- \quad \text{in (2.6).}
\]
In addition, since \(\Theta(-\Delta)\) is contained in \(H\), the following equation holds:
\[
2\theta_1(0) = \dot{\theta}_1(0).
\]
(4.6)

To approximately solve (4.2), we linearize equations (2.1) and (2.2) around \((\gamma, 0, 0, 0)\) by using
\[
\dot{\theta}_1 = \theta_1 - \gamma, \quad \dot{\theta}_2 = -(\theta_2 - \theta_1 + \gamma).
\]
The solution is:
\[
\begin{align*}
\theta_1 &= \gamma + C_1 \exp(t) + C_2 \exp(-t), \\
\theta_2 &= -(\theta_1 - \gamma)/2 = K \cos(t + \phi),
\end{align*}
\]
(4.7)
(4.8)
where \(C_1, C_2, K, \text{ and } \phi\) are the integration constants \((0 \leq \phi < 2\pi)\). This shows that the motion for the swing phase consists of two dynamic components: an inverted pendulum (4.7) and a normal pendulum (4.8). \(C_1\) and \(C_2\) are determined by the initial conditions of \(\theta_1\) and \(\dot{\theta}_1\), as follows:
\[
\begin{align*}
C_1 &= (\theta_1(0) - \gamma + \dot{\theta}_1(0))/2, \\
C_2 &= (\theta_1(0) - \gamma - \dot{\theta}_1(0))/2.
\end{align*}
\]
(4.9)

In contrast, \(K\) and \(\phi\) are determined by the initial conditions of \(\theta_1, \theta_2, \dot{\theta}_1, \text{ and } \dot{\theta}_2\). In the linearized equations, \(W^{cu}\) and \(W^{cs}\) are approximated by \(E^{cs} = \{\theta_1, \theta_2, \dot{\theta}_1, \dot{\theta}_2\} | \theta_1 - \gamma = -\dot{\theta}_1\} \) and \(E^{cu} = \{\theta_1, \theta_2, \dot{\theta}_1, \dot{\theta}_2\} | \theta_1 - \gamma = \dot{\theta}_1\} \), respectively.

From (4.3), (4.4), (4.6), (4.7), and (4.8), we have the following system of equations:
\[
\begin{align*}
\theta_1(-\Delta) &= C_1 \exp(-\Delta) + C_2 \exp \Delta + \gamma, \\
\dot{\theta}_1(-\Delta) &= C_1 \exp(-\Delta) - C_2 \exp \Delta, \\
K \cos(-\Delta + \phi) &= 3\theta_1(-\Delta)/2 + \gamma/2, \\
K \sin(-\Delta + \phi) &= -\dot{\theta}_1(-\Delta) (1/2 - \cos 2\theta_1^-(-\Delta)), \\
K \cos \phi &= 3/2 \cdot (C_1 + C_2 + 4\gamma/3),
\end{align*}
\]
(4.10)
(4.11)
(4.12)
(4.13)
(4.14)
where \(\Delta, \phi, K, \theta_1(-\Delta), \text{ and } \dot{\theta}_1(-\Delta)\) are unknown variables \((C_1 \text{ and } C_2)\) are determined in (4.9) from \((\dot{\theta}_1(0), \dot{\theta}_1(0)))\). We can compute \(\Theta(-\Delta) (4.2)\) from \((\theta_1(0), \dot{\theta}(0))\) by solving (4.10-4.14).

To show how \(U^{-1}\) deforms \(T^{-1}(D)\), we use the approximated solution to show the relationship between the distance between \(T^{-1}(D)\) and \(W^{cu}\) and that between \(U^{-1}(T^{-1}(D))\) and \(W^{cs}\). We use a line segment \(PQ (\dot{\theta}_1 = 0.86\theta_1 - 0.037, -0.364 < \theta_1 < -0.199)\) within \(T^{-1}(D)\), as shown in Fig. 10. This is moved to the curve \(P'Q' = U^{-1}(PQ)\), which approximates.
Figure 12. $d$ versus $C_2$

$U^{-1}(T^{-1}(D))$, as shown in Fig. 11. When we take $\Theta(0)$ on PQ, we obtain the relation between $C_1$ and $C_2$ from (4.9), as follows:

\[
C_1 = -0.2 + 13.3C_2, \quad 0.0038 < C_2 < 0.075 \quad (-0.45 < C_1 < -0.22).
\]

(4.15)

$\sqrt{2}C_2$ corresponds to the distance between $\Theta(0)$ and $E_{cu}$, and the point on PQ is parameterized by $C_2$. Figure 12 shows a graph of $d$ versus $C_2$, where $d$ is the distance between $\Theta(-\Delta)$ and $E_{cu}$ (Fig. 11). In this figure, $C_2$ does not begin at 0, but at around 0.004; this is due to a singularity, which will be discussed in the next section. The graph of $d$ is convex, which means that $T^{-1}(D)$ is nonuniformly deformed by $U^{-1}$. Both the part of $T^{-1}(D)$ very close to $E_{cu}$ (around P) and the part of $T^{-1}(D)$ far from $E_{cu}$ (around Q) are strongly deformed by $U^{-1}$, and the part in between is relatively weakly deformed. Therefore, $U^{-1}(T^{-1}(D)) = S^{-1}(D)$ is V-shaped, as shown in Figs. 14A and B. Below, we will present a mathematical analysis to explain why $d$ is convex.

(iii) Mathematical analysis of the deformation by $U^{-1}$

First, we consider the case where $\Theta(0)$ is close to $E_{cu}$. In this case, $C_2$ is small. From (4.12) and (4.13), we obtain

\[
\tan(-\Delta + \phi) = \frac{-\dot{\theta}_1(-\Delta) \cdot (1 - 2 \cos 2\theta_1(-\Delta))}{3\theta_1(-\Delta) + \gamma}.
\]

(4.16)

Since $\theta_1(-\Delta) \in S^{-1}(D) \subset D$ and $D$ is very thin along $W_{cs} \approx E_{cs}$, we obtain

\[
\theta_1(-\Delta) \approx -\dot{\theta}_1(-\Delta) + \gamma
\]

and

\[
\frac{-\dot{\theta}_1(-\Delta)}{\theta_1(-\Delta) + \gamma/3} \approx 1
\]

(4.17)

when $|\theta_1(-\Delta)|$ is sufficiently larger than $\gamma$. In fact, the left-hand side of (4.17) is 0.95–1.16 on PQ, as shown in Fig. 13A.

From (4.16) and (4.17), we approximately have

\[
\tan(-\Delta + \phi) = 2(1/2 - \cos 2\theta_1(-\Delta))/3.
\]

(4.18)

Since $-1 \leq \cos 2\theta_1(-\Delta) \leq 1$, we have

\[
-1 \leq -1/3 \leq \tan(-\Delta + \phi) \leq 1
\]

(4.19)

and $|\cos(-\Delta + \phi)| \geq 1/\sqrt{2}$. From (4.5) and (4.12), we have $\cos(-\Delta + \phi) \geq 0$ and

\[
\cos(-\Delta + \phi) \geq 1/\sqrt{2}.
\]

(4.20)
Figure 13. $-\theta_1(-\Delta)$ (A), $\Delta$ (B), $\phi$ (C), and $K$ (D) versus $C_2$. In (D), $K$ is convex, with a minimum when $\phi \approx \pi$.

Therefore, from (4.10), (4.12), (4.14), and $C_1 < 0$, we have

\[ C_2 \exp \Delta = \theta_1(-\Delta) - C_1 \exp(-\Delta) - \gamma \geq \theta_1(-\Delta) - \gamma \]
\[ = (2/3) \cdot K \cos(-\Delta + \phi) - 4\gamma/3 \]
\[ \geq (2/3) \cdot K \cdot (1/\sqrt{2}) - 4\gamma/3 \]
\[ = (\sqrt{2}/3)K - 4\gamma/3 \]
\[ = 1/\sqrt{2} \cdot (C_1 + C_2 + 4\gamma/3) \cos \phi - 4\gamma/3 \]
\[ \geq (1/\sqrt{2}) \cdot |C_1 + C_2 + 4\gamma/3| - 4\gamma/3. \]

Since from (4.15) we have that $C_1$ is much larger than both $|\gamma|$ and $|C_2|$, $\Delta$ goes to $+\infty$ as $C_2 \to 0$. Therefore, $\Delta$ increases as $C_2$ decreases, as shown in Fig. 13B.

From (4.20), we obtain

\[ -\pi/4 < -\Delta + \phi < \pi/4. \]
Figure 14. Formation of the V-shape and split in the inverse images of the domain. A: $T^{-1}(D)$ is obtained by the inverse image of $D$ and becomes a thin and curved region in $H$. B: $T^{-1}(D)$ is moved and deformed by the backward flow to $S^{-1}(D) = U^{-1}(T^{-1}(D))$. C: $T^{-1}(S^{-1}(D))$ is obtained by the inverse image of $S^{-1}(D)$. D: $T^{-1}(S^{-1}(D))$ is moved and deformed by the backward flow to $S^{-2}(D) = U^{-1}(T^{-1}(S^{-1}(D)))$.

Since $\Delta - \pi/4 < \phi < \Delta + \pi/4$ and $\Delta \to \infty$ as $C_2 \to 0$, $\phi$ goes to $\infty$ as $C_2 \to 0$ and $\phi$ increases when $C_2$ decreases as shown Fig. 13C. In addition, $\pi/2 < \phi < 3\pi/2$ since $K \cos \phi = \sqrt{2} \cdot (C_1 + C_2 + 4\gamma/3) < 0$ from (4.15), as shown Fig. 13C. From the above two facts, the solution of (4.10-4.14) has a singularity when $C_2$ is small.

As shown in Fig. 13C, $\phi$ increases as $C_2$ decreases. As $\phi$ monotonically increases through $\pi$, $|\cos \phi|$ monotonically increases when $\phi$ is less than $\pi$ and decreases when it is greater than $\pi$. In addition, the changes in $C_1$ and $C_2$ are much smaller than that of $\cos \phi$. This is why $K = \sqrt{2} \cdot (C_1 + C_2 + 4\gamma/3)/\cos \phi$ is minimized at $\phi \approx \pi$, as shown Fig. 13D. This also causes $\theta_1(-\Delta) = 2|K \cos(-\Delta + \phi)|/3 - \gamma/3$ and the curve of $d = \sqrt{2} \cdot (\theta_1(-\Delta))$ to be minimized near that point. These factors combine to cause $d$ to be convex when $C_2$ is small. This is the reason why $d$ has a convex for a small $C_2$.

We can explain this phenomenon intuitively from a dynamic viewpoint. The gait is generated by the coordination between the inverted pendulum behavior of the stance leg (4.7) and the normal pendulum behavior of the swing leg (4.8). When $C_2$ is very small, $(\theta_1(t), \dot{\theta}(t))$ passes through the small neighborhood of the saddle equilibrium point $(\gamma, 0)$. Therefore the inverted pendulum behavior (4.7) becomes very slow, and $\Delta$, which corresponds to step duration, becomes very large. In contrast, the normal pendulum behavior (4.8) does not become slow, since the angular velocity is 1 independent of $C_2$, as shown in (4.8). To deal with this, the initial phase $\phi$ becomes larger than $\pi$, there in an increase in the magnitude of the swing leg motion represented by $K$, and $d$ increases.

Next, we consider the case of large $C_2$. In this case, $\Delta$ is not very large, since the orbit does not pass through the neighborhood of the saddle equilibrium point. Therefore, $C_2$ dominates $d$, since $d/\sqrt{2} + \gamma = \theta_1(-\Delta) = C_1 \exp(-\Delta) + C_2 \exp \Delta + \gamma$, and so $d$ increases as $C_2$ increases.
Figure 15. Geometric relationship between the chaotic attractor and the basin of attraction for $\gamma = 0.0187$ (A) and $0.01903$ (B).

If we integrate the above two cases, the part of $T^{-1}(D)$ very close to $E^{cu}$ (around P) and the part of $T^{-1}(D)$ far from $E^{cu}$ (around Q) are both strongly deformed, and the region between them is weakly deformed. This is because $S^{-1}(D)$ is V-shaped. This mechanism is illustrated in Figures 14A and B.

(c) Why the inverse images have slits and stripe patterns

The inverse image $S^{-2}(D)$ has a slit due to a mechanism similar to the one discussed in the previous section. Since $S^{-2}(D) = U^{-1}(T^{-1}(S^{-1}(D)))$, we consider two steps, $T^{-1}(S^{-1}(D))$ and $U^{-1}(T^{-1}(S^{-1}(D)))$. Here, $T^{-1}(S^{-1}(D))$ is obtained by the backward image of $S^{-1}(D)$, and it is contained in $T^{-1}(D)$, as shown by the blue region in Fig. 14C. This region is moved by $U^{-1}$; it is expanded along the direction of the stable manifold and contracted along the direction of the unstable manifold, as with $T^{-1}(D)$. As a result, $S^{-2}(D)$ becomes V-shaped with a slit, as shown in Fig. 14D. We can also give a similar explanation for the stripe pattern, which is formed by the repeated expansion of nested regions.

(d) Why the attractor disappears

In the above discussion, we clarified the mechanism that shapes the basin of attraction. Although the parameter $\gamma$ induces a period-doubling cascade to chaos, the mechanism for constructing the basin of attraction is the same and does not depend on $\gamma$. The domain, the inverse images of the domain, and the basin of attraction have only slight continuous changes, as shown in Fig. 8. Figures 15A and B show the basin of attraction and the chaotic attractor for $\gamma = 0.0187$ and $0.01903$, respectively, before the attractor disappears. As $\gamma$ increases, the attractor expands to reach the boundaries of the basin of attraction. When the attractor contacts the boundaries of the basin of attraction (red arrows in Fig. 15B), the attractor breaks down, and the model no longer continues walking. In the theory of dynamical systems, this phenomenon is known as the boundary (attractor) crisis [36].

5. Conclusion

In the present study, we clarified the construction mechanism for the basin of attraction for passive dynamic walking by focusing on the intrinsic hyperbolicity in the governing dynamics and using the viewpoint of the theory of dynamical systems. We used the foot contact section $H$, the jump map $T$, the domain $D$ (the region on $T(H)$ where the model takes at least one step), the center-stable and center-unstable manifolds, the Poincaré map $S$, and the inverse maps. Our results showed that the basin of attraction is determined by the relative positions of the center-unstable
manifold and $T^{-1}(D)$, and the hyperbolicity near the saddle. The equilibrium point and the manifolds are determined only by the continuous equations of motion, and they are independent of the foot-contact condition. On the other hand, the positions of the domain and section are determined by the foot-contact condition and the jump map. These inherent hybrid dynamics clarified the mechanism for constructing the basin of attraction, and concepts from the theory of dynamical systems, such as the center-stable and center-unstable manifolds, are very useful for the analysis of dynamic walking.

The thin, fractal-like basin of attraction of the simplest walking model is closely related to the one-dimensional instability of the upright equilibrium. Because an inverted pendulum is governed by such a saddle-type instability, it plays important roles in the generation of various whole-body movements, such as body sway during quiet standing [37–39], as well as bipedal walking. Although the present study focused on passive dynamic walking, our result is not specific to it, but is widely applicable to general bipedal walking, due to the intrinsic saddle property.

However, we note that the V-shaped basin of attraction, the slits, and the stripe patterns are formed by the relative positions of the center-unstable manifold and $T^{-1}(D)$, and the hyperbolicity near the saddle, as shown in Fig. 14. Therefore, different bipedal walking models may have different shapes for the basin of attraction, depending on the relative positions of these regions. However, due to the intrinsic saddle-type hyperbolicity, these elements have similar properties among bipedal walking models, so the discussion for these models may proceed in a similar way to those for our model. Therefore, the present study may contribute not only to elucidating the stability mechanism in passive dynamic walking, but also to improving the understanding of the stability mechanism in human walking and to producing design principles for the control of walking support systems and biped robots. In our future study, based on the geometrical characteristics clarified in this paper, we intend to improve the stability of bipedal walking by manipulating the relative positions of the center-unstable manifold and $T^{-1}(D)$ by designing a control system for a passive dynamic walking model.
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