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ABSTRACT

The success in designing Code-Switching (CS) ASR often depends on the availability of the transcribed CS resources. Such dependency harms the development of ASR in low-resourced languages such as Bengali and Hindi. In this paper, we exploit the transfer learning approach to design End-To-End (E2E) CS ASR systems for the two low-resourced language pairs using different monolingual speech data and a small set of noisy CS data. We trained the CS-ASR, following two steps: (i) building a robust bilingual ASR system using a convolution-augmented transformer (Conformer) based acoustic model and n-gram language model, and (ii) fine-tuned the entire E2E ASR with limited noisy CS data. We tested our method on MUCS 2021 challenge and achieved 3rd place in the CS track. Unlike, the leading two systems that benefited from crawling YouTube and learning transliteration pairs, our proposed transfer learning approach focused on using only the limited CS data with no data-cleaning or data re-segmentation. Our approach achieved 14.1\% relative gain in word error rate (WER) in Hindi-English and 27.1\% in Bengali-English. We provide detailed guidelines on the steps to finetune the self-attention based model for limited data for ASR. Moreover, we release the code and recipe used in this paper.

Index Terms— code-switching, conformer, end-to-end, speech recognition, transfer learning

1. INTRODUCTION

The rise of globalization impacted our life in many ways, leading general acquisition of cross-lingual communication needs. With prevalent multilingualism, the voice technologies, such as automatic speech recognition (ASR), are expected to understand mixed language input and deal with code-switching (CS). CS is a common phenomena in a multicultural society, where speakers often alter between two or more languages. CS occurs in spontaneous speech — formal and semi-formal settings like educational lectures and news [1], are highly unpredictable and difficult to model. Building such CS-ASR is very challenging, mainly due to the scarcity of transcribed data and highly unbalanced language distribution.

There has been increasing interest in building such CS-ASR for handful of language pairs, such as Mandarin-English [2], Hindi-English [3], French-Arabic [4], Arabic-English [5, 6] and English-Arabic-French [7]. The end-to-end (E2E) systems have gained more popularity recently over conventional hybrid systems. E2E outperformed modular systems in modeling monolingual and multilingual systems [8, 9, 7]. This can be owed to the fact that E2E optimizes all parts of the network for the overall word error rate (WER). Researchers in [10, 11] proposed using additional language identification task on top of connectionist temporal classification (CTC) Attention (CTC-Attention) [12] architecture to detect the CS point in English-Mandarin speech. In [3], authors modeled limited Hindi-English CS using E2E attention with context-dependent target to word transduction, factorized language model with part-of-speech (POS) tagging and CS identification, and proposed textual features to enhance the context modeling in CS. In [13], authors proposed transformer-based architecture with two symmetric language-specific encoders to capture the individual language attributes for Mandarin-English CS, whereas in [7], the authors utilized multilingual strategy to model CS along with dialectal language varities.

In this paper, we build on the aforementioned contributions to develop E2E speech recognition systems for low-resourced languages. To lessen the dependency on large data availability, we proposed a novel strategy exploiting transfer learning using monolingual datasets and a small amount of CS data. We utilize the monolingual datasets to build a robust bilingual ASR, and then we finetuned the model for CS phenomena with handful of error-prone noisy data. We evaluated our strategy using the small Hindi-English and Bengali-English CS data, collected from technical tutorials, released with the MUCS 2021 CS task [14].\footnote{https://navana-tech.github.io/MUCS2021/} In the spoken tutorials, the speakers use Hindi or Bengali as native languages and the English as the non-native/second language, thus creating frequent CS scenarios. Moreover, the dataset pairs are also very challenging due to the quality of the CS data along with the scarcity of publicly available resources. Hence, it is a perfect candidate to test our approach.

The first places in the competition was achieved by [14, 15] which was based on the hybrid HMM-DNN system. The authors in [15] derived non-standard pronunciations by leveraging transliteration pairs, and acoustically driven pronunciation modeling. The main limitation of [15] is that it highly depends on the in-domain knowledge and hard to generalize on out-of-domain or different language-pairs. On the other hand, authors in [14] crawled around 1,000 hours of YouTube videos from similar domain using semi-supervised approach, which is great in cases where data is publicly available.

We propose a transfer learning approach with E2E conformer model that utilizes only publicly available limited monolingual data and does not require any domain knowledge. The proposed approach achieves significant improvements in CS task with two steps: (i) Balanced pre-training on monolingual languages, and (ii) Careful fine-tuning on the CS data. In our approach, the acoustic model was built based on the recently introduced end-to-end (E2E) convolution-augmented transformer (conformer) for speech recognition [16].
authors showed that the conformer significantly outperforms the traditional transformer in most of the ASR tasks. For language modeling (LM), we used word level bi-gram model as it provided best results on limited CS data compared to other deep learning methods. To train the LM models, we used publicly available monolingual data in addition to the CS data. In summary, the key contributions of our work include:

- A balanced monolingual transfer learning approach for low-resourced Indic CS data.
- A detailed practical guidelines for the E2E conformer pre-training and fine-tuning strategy with limited CS data.

We release the code and recipe used for this paper for further research. \(^2\)

The rest of this paper is organized as follows: Section 2 presents the architecture used to development of the acoustic model and the language modeling. Section 3 presents datasets description. The details of the experimental setup, results and their discussion are given in Section 4. Section 5 concludes the findings of our study.

2. ARCHITECTURE

2.1. Acoustic Modeling

We develop ASR conformer architecture using ESPNET toolkit [17]. The implementation consists of a conformer encoder [16] which is a multi-blocked architecture and a transformer decoder. The encoder consists of several blocks, each is a stack of a position-wise feed-forward (FF) module, multi-head self-attention (MHSA), a convolution operation (CONV) module, and another FF module in the end. The self-attention computation of every single head in MHSA can be formulated as:

\[
\text{Att}_h(Q_h, K_h, V_h) = S(Q_h \ast K_h^T) \ast V_h
\]

where \(S\) is a softmax operation, \(Q = X \ast W^q\), \(K = X \ast W^k\), and \(V = X \ast W^v\) are the queries, keys and values respectively. The \(W^q\) and \(W^k\) are learnable weights. The \(d^{att}\) is the dimension of the attention, and \(d^q, d^k, d^v\) are the dimensions of values, keys and queries. To simultaneously attend to information from different representations, outputs of each head are concatenated in MHSA. The MHSA is followed by a convolution module (CONV) which consists of a 1-D convolution layer, gated linear units (GLU) activation batch normalization (BN) layer, and a Swish activation. Each module includes layer normalization (LN) and is followed by a layer dropout (D), and a residual connection from the module input.

2.1.1. Conformer ASR training

During the training, the conformer ASR predicts the target sequence \(Y\) of tokens from acoustic features \(X\). For text tokenization, we used word-piece byte-pair-encoding (BPE) [18]. The total loss function \(L_{asr}\) is a multi-task learning objective that combines the decoder cross-entropy (CE) loss \(L_{ce}\) and the CTC loss [19] \(L_{ctc}\).

\[
L_{asr} = \alpha L_{ctc} + (1 - \alpha) L_{ce}
\]

where \(\alpha\) is a weighting factor with the selected best value of 0.3. In our approach, the conformer is first pre-trained with monolingual speech data from both Hindi/Bangali and English with shared vocabulary for both languages. We add around half of the available CS data to make the model familiar with CS examples that mix the two languages. Then, we fine-tune all the model parameters on all the available CS speech with a very small learning rate (\(\frac{1}{50}\) of lr used during the pre-training).

2.2. Language Modeling

In practical scenarios for low-resourced languages, the availability of CS text data is very limited. Hence, we decided to train word-level n-gram language models (LMs): a 2-gram and a 3-gram LMs. Both n-gram models were trained with the KenLM toolkit [20] on the entire text data described in Section 3. During the decoding, the best transcription is selected by leveraging both the posteriors of an acoustic model (AM) and the perplexity of a language model (LM).

3. DATASETS DESCRIPTION

In this section, we describe the details of the provided MUCS 2021 data for Code-switching subtask-2 [14]. In addition, we also present the publicly available acoustic and text resources that are used in developing our approach.

3.1. MUCS21 Speech data

The code-switching challenge used Hindi-English and Bengali-English datasets recorded from spoken tutorials covering various technical topics with the following challenges:

1. Misalignment between the transcription and segment start and end times.
2. Inconsistency in the script used to write the same word (some English words were written in the Latin script and some in the native scripts of Hindi and Bengali).
3. Some English words are merged with the native Hindi/Bengali words as one word.
4. In some cases, the transcription of the spoken utterance was found inaccurate or completely wrong.
5. Incomplete audio due to segmentation issue.

The datasets are sampled at 16 kHz with 16 bits encoding. Basic analysis showed that each dataset contains around 45% of non-native words and 55% of Hindi/Bengali native words.

3.2. Publicly available Speech data

In addition to the provided CS speech datasets, we used publicly available monolingual – Bengali (Bn) [21] dataset, Hindi (Hi)\(^3\) speech from the MUCS 2021 multilingual challenge, and Tedlium3\(^4\). All the speech data are sampled at 16kHz except Hi which was sampled at 8kHz. As a result, we upsampled the Hi audio to 16kHz. Since each Hindi and Bengali datasets are limited, we use different subsets of Tedlium3 ranging from 22.7 hours to 203 hours to show the effect of selecting balanced data. More details about the datasets are shown in Table 1.

---

\(^2\)https://github.com/AmirHussein96/IS21-CS-E2E

\(^3\)https://navana-tech.github.io/IS21SS-indicASRchallenge/data.html

\(^4\)https://openslr.magicdatatech.com/51/
4. EXPERIMENTS AND RESULTS

4.1. Experimental Environment

We ran our experiments on an HPC node equipped with 4 NVIDIA Tesla V100 GPUs with 16 GB memory, and 20 cores of Xeon(R) E5-2690 CPU.

4.2. Data Processing

We first augmented the raw speech data with the speed perturbation with speed factors of 0.9, 1.0, and 1.1 [23]. Then, we extracted 83-dimensional feature frames consisting of 80-dimensional log Mel-spectrogram and pitch features [24] and applied cepstral mean and variance normalization (CMVN). Furthermore, we augmented these features using the SpecAugment approach [25]. To reduce the noise in the provided CS transcription, we performed basic cleaning by removing all punctuation except the symbols that were spoken in the audio \{., /, =, +, %, @\}. In addition, we converted English words to lowercase and separated the numbers and different words that were glued in one word: (attributes अपरिवर्तनीयता \(
\Rightarrow\) attributes अपरिवर्तनीयता).

4.3. Default model hyperparameters

All hyperparameters were obtained using a grid search during the pre-training phase. The E2E conformer-based ASR model was trained using Noam optimizer [26]. Table (2) summarizes the best set of parameters that were found for the conformer architecture. Both models were pre-trained for 60 epochs with dropout-rate 0.1, warm-up-steps of 20000, batch size of 64 and learning rate of 5.

4.4. Pre-trained Models

During the pre-training, the number of selected hours of non-native Tedlium3 was limited by the number of available hours of each na-

---

Table 1: MUCS 2021 challenge code-switching and monolingual speech datasets.

| Dataset   | Type | Hours | #Segments | Vocab size |
|-----------|------|-------|-----------|------------|
| Hi-En     | Train| 89.86 | 52,823    | 17,877     |
|           | Dev  | 5.18  | 3136      | -          |
|           | Hidden| 6.24  | 4,034     | -          |
| Bn-En     | Train| 46.11 | 26,606    | 13,656     |
|           | Dev  | 7.02  | 4,275     | -          |
|           | Hidden| 5.53  | 3,130     | -          |
| Hi        | Train| 95.05 | 99925     | 6,542      |
|           | Dev  | 2.6   | 1,950     | -          |
| Bn        | Train| 211.6 | 214,703   | 27,607     |
|           | Dev  | 2.6   | 2,700     | -          |
| Tedlium3  | Train| 22.7 - 203.5 | 34,311 - 120,963 | 21,909 - 39,703 |
|           | Dev  | 2.6   | 1,155     | -          |

Table 2: Values of E2E conformer hyperparameters obtained from the grid search. CNN: refers to CNN module kernel, Att: attention, Enc: encoder, Dec: decoder, and FF: fully connected layer

| Parameters | Values | BPE  | Att heads | CNN | Enc layers | Dec layers | d* | FF units |
|------------|--------|------|----------|-----|------------|------------|----|----------|
|            |        | 1000 | 4        | 15  | 8          | 4          | 512| 2048     |

4.5. Fine-tuned Model

We adapted the pre-trained model for the CS task. For this we utilized 5.18 hours and 7.02 hours of Hi-En and Bn-En CS data provided in the competition for fine-tuning. Unlike previous studies that indicates advantages of freezing the part of the network, our empirical experiments shows that fine-tuning the entire network results more robust CS-ASR model. Using the same hyperparameters search space, the best learning rate for adaptation was found to be comparatively low (0.1), with respect to pre-training step. This is in aligned with many previous literature on transfer learning.

4.6. Results

We first present the results obtained from bilingual (pre-trained model). From manual enquiry, we observed that due to the noise levels in the evaluation set, reported WER is high even when the model produced better quality transcription. To select the best pre-trained model, we created our own development set consisting of 2.6 hours of each Hindi and Bengali monolingual sets and 2.6 hours of CS evaluation set. WERs in Table 4, indicates that the pre-trained models with only half of the provided CS data significantly outperformed the challenge baselines on average by 15% in relative WER on CS development set. It is worth noting that the Hi-En baseline on the development set is not well representing the transcription quality. In fact, the automated transcription are of higher quality than the references. In Figure 1, we show an example of decoded outputs produced from the Ev and Sv configurations. It can be noted from Example 1 that the transcription from pre-training with Ev configuration is better in identifying English words than the Sv configuration, which is more biased to Hindi characters. This is expected as, with the Sv configuration, the Hindi speech is 4 times the amount of English speech. We note here that both transcriptions are phonetically correct. In addition, pre-training with Ev configuration
Table 4: WER results on the locally created development set (l-Dev) from 2.6 hours of native Hindi (Hi) and Bengali (Bn), non-native Tedlium3 (Ted3), and the code-switching development set (CS-Dev).

| Configuration                  | Native | Ted3 | CS-Dev | l-Dev |
|-------------------------------|--------|------|--------|-------|
| Baseline (Hi-En) [14]          | -      | -    | 27.7   | -     |
| Baseline (Bn-En) [14]          | -      | -    | 37.2   | -     |
| Sv (Hi-En)                    | 33.1   | 19.6 | 28.3   | 26.9  |
| Ev (Hi-En)                    | 35.1   | 12.7 | 27.5   | 25.4  |
| Ev (Hi-En)+2gram              | 34.2   | 12.3 | 28.2   | 23.1  |
| Sv (Bn-En)                    | 15.2   | 17.7 | 28.2   | 20.2  |
| Ev (Bn-En)                    | 20.4   | 16.8 | 27.7   | 22.8  |
| Ev (Bn-En)+2gram              | 18.4   | 16.1 | 28.2   | 19.9  |

Table 5: WER% results after fine-tuning the best models from 4 on the Hi-En and Bn-En code-switching development sets.

| Hi-En CS | Ev(Hi-En) | Ev(Hi-En)+2gram | Ev(Bn-En) | Ev(Bn-En)+2gram |
|----------|-----------|-----------------|-----------|-----------------|
| 28.7     | 28.1      | -               | -         | 24.6            | 25.9            |
| Bn-En CS | -         | -               | -         | -               | -               |

Fig. 1: Examples from Hindi-English CS-Dev set decoded by E2E conformer model pre-trained with Ev and Sv configurations. The pre-training with Sv produces more accurate predictions in the Hindi language. This lead us to hypothesize that pre-training the model on a well aligned and accurate script from monolingual data resulted in robustness against inaccurate segment alignments and incorrect reference transcription presented in the CS training data. Finally, re-scoring with 2gram LM model corrects some spellings and helps better selecting the characters set for the corresponding language as shown in Fig. 2. However, we noticed that in some examples the LM re-scoring introduced more deletions.

Table 6: WER% & Transliterated WER (T-WER)% results on Hi-En and Bn-En final blind set.

| Hi-En | Bn-En | AVG WER | AVG T-WER |
|-------|-------|---------|-----------|
| WER   | T-WER | WER     | T-WER     |
| Baseline [14] | 25.5 | 23.8 | 32.8 | 31.7 | 29.2 | 27.7 |
| Sv (adapted) | 23.1 | 21.2 | 27.6 | 26.3 | 25.3 | 23.7 |
| Ev (adapted) | 21.9 | 20.3 | 25.8 | 24.5 | 23.8 | 22.4 |

The T-WER counts an English word in the reference text as being correctly predicted if it is in English or in a transliterated form in the native script. It can be seen that the EV finetuned (adapted) configuration resulted in best results which confirms our findings from the pre-training phase. The rescoring with LM model corrected some mistakes. However, it also introduced some deletions. Due to the limited number of submissions, we did not consider the system with LM for final submission.

4.7. Practical considerations for transfer learning with E2E conformer (monolingual to CS)

Bilingual conformer pre-training for CS: The monolingual pre-training for CS is very sensitive and can easily be biased to one language character set due to the phonetic overlap between the two languages. Hence, for successful pre-training for CS task, we recommend choosing the percentage of each monolingual data close to their expected percentage in the CS data.

Language modeling for ASR rescoring: Our results suggests that 2-gram model provided the best re-scoring for E2E conformer ASR in the CS scenario compared to other deep learning techniques. The rescoring with LM corrects words spelling and helps choosing the correct language character set, however, sometimes it introduces deletions.

Conformer fine-tuning: We found that fine-tuning pre-trained conformer by following the conventional freezing approach degraded the performance. Our results suggest that freezing any block in the encoder, decoder or both (encoder+decoder) resulted in a worse performance. To the best of our knowledge these findings are novel compared to the conventional fine-tuning with freezing part of the network for speech recognition systems. The best results were obtained from fine-tuning the entire E2E network with a learning rate of 0.1 with Noam optimizer and no warmup steps.

5. CONCLUSIONS

In this paper, we have presented and evaluated our transfer learning approach for the E2E conformer-based ASR system (KARI), designed for building low-resourced code-switching ASR systems. The two steps transfer learning showed significant improvements and robustness against segment misalignment and script inconsistencies in noisy data. We present some practical consideration needed for the model adaptation in a real-world scenario. We showed the effect of the percentage of each selected monolingual data for pre-training, on the CS ASR performance. In future work, we plan to explore the applicability of other transfer learning methods for CS that includes self-supervised and multi-task learning approaches.
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