Artifacts classification and apnea events detection in neck photoplethysmography signals
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Abstract
The novel pulse oximetry measurement site of the neck is a promising location for multi-modal physiological monitoring. Specifically, in the context of respiratory monitoring, in which it is important to have direct information about airflow. The neck makes this possible, in contrast to common photoplethysmography (PPG) sensing sites. However, this PPG signal is susceptible to artifacts that critically impair the signal quality. To fully exploit neck PPG for reliable physiological parameters extraction and apneas monitoring, this paper aims to develop two classification algorithms for artifacts and apnea detection. Features from the time, correlogram, and frequency domains were extracted. Two SVM classifiers with RBF kernels were trained for different window (W) lengths and thresholds (Thd) of corruption. For artifacts classification, the maximum performance was attained for the parameters combination of [W = 6s-Thd= 20%], with an average accuracy= 85.84%(ACC), sensitivity= 85.43%(SE) and specificity= 86.26%(SP). For apnea detection, the model [W = 10s-Thd= 50%] maximized all the performance metrics significantly (ACC= 88.25%, SE= 89.03%, SP= 87.42%). The findings of this proof of concept are significant for denoising novel neck PPG signals, and demonstrate, for the first time, that it is possible to promptly detect apnea events from neck PPG signals in an instantaneous manner. This could make a big impact in crucial real-time applications, like devices to prevent sudden-unexpected-death-in-epilepsy (SUDEP).
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1 Introduction

Photoplethysmography (PPG) is an optical low-cost sensing technique that uses light at two different wavelengths (red: 660nm and infrared (IR): 940nm) to detect blood volume variations in peripheral tissues microcirculation [1]. The PPG signal appears as a sequence of periodic pulses representing the cardiac activity, from which the heart rate (HR) can be derived. Taking advantage of the differences in light absorption between oxygenated and deoxygenated blood, the peripheral saturation of oxygen in blood (SpO₂%) can also be obtained [2].

Pulse oximetry devices employ PPG technology to continuously monitor these two physiological parameters which are useful in a variety of health contexts. They are ubiquitous in outpatient clinics, inpatient wards, intensive care units and operating theaters, specially when the patient is under general anaesthesia, to monitor alterations of vital signs which could be indicative of medical complications [3]. Pulse oximeters are likewise extensively used in the medical subfield of sleep medicine [4]. In the context of sleep apnea disorders, for example, patients suffer from respiratory arrests due to the obstruction of the upper airways or the loss of respiratory drive. Blood oxygen desaturations associated with apneic events are typically tracked with the PPG signal.

In clinical settings, the finger is considered the gold standard measurement site for pulse oximetry, due to its rich capillarity and the ease of attachment of the sensor probe. The earlobe and forehead are also other alternative sites for sensors positioning when the patient’s hands are unavailable.
(e.g. wounds, burns, surgery) [5]. However, outside the context of regulated medical devices, the wrist has become the most popular PPG measurement site for consumer fitness products, due to its suitability to meet the usability constraints of wearables [6].

The neck is a novel PPG measurement site that has not received much attention in the literature so far, but it is specially interesting for multi-modal signal acquisition. Figure 1 shows a normal PPG pulse waveform sensed from the neck and finger. The comparison of the characteristics between the two waveforms was studied in [7] where one of the findings shows that there are morphological differences between neck and finger PPG pulse waveforms such as the diastolic or dicrotic notch amplitude. Besides its comparable ability to offer access to SpO2% and HR biomarkers [7–9], it also offers, unlike other body parts, the unique possibility of extracting the Jugular Venous Pulse (JVP) non-invasively [10]. The neck could also provide great benefits over other conventional PPG sites in the context of some diseases for which additional physiological biomarkers are desired to be recorded simultaneously with the same wearable system. The neck for example is an exceptional location for respiratory monitoring, since airflow in the respiratory track can be sensed from it, which can be of enormous clinical value in a variety of respiratory diseases [11–13]. Specifically, for apnea detection, the neck is a unique location for cardiopulmonary multi-modal signal acquisition. In addition, we recently found that neck PPG signals were more strongly modulated by the respiratory frequency than finger PPG [7]. This makes the identification of different breathing states of interest very clear, specially when having at hand the most discriminative features [14].

In the particular case of apnea events, finger PPG pulse oximetry signals have been previously used in the literature for apnea detection together with other monitoring sensors (e.g. ECG, EEG, respiration, sound) or on their own [15–17]. Among those exclusively using PPG sensors, most of the efforts have focused on first, detecting oxygen desaturations from the surrogate SpO2% signal [18], and then extracting relevant apneic characteristics [19–21]. Some of the most typical features include: time series statistics of the SpO2 signal, the oxygen desaturation index quantifying the severity of the drop in oxygen levels by 2%, 3%, and 4% (ODI2, ODI3, ODI4), and the desaturation area under these thresholds. Deep learning was also used to directly analyse the SpO2 signal in [22]. Other studies, directly employed the PPG signal to extract time and frequency domain features, such as the PPG amplitude, beat-to-beat characteristics, or the low (0.04–0.15Hz) and high (0.15–0.5Hz) frequency powers [23, 24]. Papini et al. [25] included both pulse rate variability (PRV) and respiratory activity derived features from the PPG signal. Lázaro et al. [26] focused on detecting decreases in amplitude of the PPG signal (DAP) that were previously shown to be correlated with apnea [27]. However, these still depend on the detection of the delayed DAP segment of the signal occurring after the apnea. Present PPG apnea detection methods could therefore be effective in clinical scenarios, where recordings are post-processed offline. However, they show limited utility in more real-time applications. For example, in Sudden Unexpected Death in Epilepsy (SUDEP), the prompt detection of apneic events could be a matter of life or death. Neck PPG signals could offer a solution to the current limitations, as apneic respiratory arrests can be instantaneously recognized by monitoring time and frequency features [7, 14].

The acquisition of neck PPG signals is however limited by the presence of artifacts that superimpose to the signal of interest. Hence, the occurrence of head movements, coughing or swallowing could lead to unreliable and inaccurate SpO2 and HR readings; which in certain situations could put the patient’s life at risk, and in others could lead to discontinuous adoption due to false alarms. In order to improve the accuracy on the quantification of these physiological parameters, artifacts removal and signal reconstruction methods have been extensively developed and reported in the literature. Some include time and frequency filtering approaches like discrete wavelet transforms [28, 29], Fourier series analysis [30], predictor coefficient [31] or source separation techniques (e.g. independent component analysis [32] or singular value decomposition [33]). These approaches are, however, prone to the introduction of delays and/or distortion in the noise-free PPG segments. Adaptive filtering strategies have also been widely explored [34, 35], using additional sensors (accelerometers) to provide a noise reference estimate. Other approaches have focused, instead, on detecting and removing artifact-corrupted PPG sections, prior to the estimation of the physiological parameters of

![Fig. 1 Example of neck and finger PPG pulse waveforms](image-url)
interest [36–38]. Following this approach, several machine learning algorithms have been proposed in the literature to discriminate artifacts from clean PPG. Examples of signal processing techniques used in these algorithms include: decision lists [39–43], decision trees [44, 45], naïve Bayes classifiers [46], support vector machines (SVM) [36, 47–50], multi-layered perceptrons [51], personalized neural networks (NN) [52], and 1-D CNNs [53, 54].

In the specific case of neck PPG, we have previously defined and characterized the most common neck PPG artifacts [14]. However, in our previous work and any previous research, there is no evidence of the development of algorithms for neck PPG artifacts classification. Since artifacts removal is crucial for neck PPG to work in real life conditions, the first goal of this paper was to design a high performance classifier capable of discriminating artifacts that were characterized in our previous work, from clean PPG signals. In addition, given that neck PPG signals have a big potential to instantaneously detect apneic events, the second objective of this work was to develop, for the first time in literature, an apnea classification model utilizing neck PPG.

2 Methods

2.1 Experimental protocol

In our previous work [14], a set of artifacts, including fast breathing, talking, head and body movements, swallowing, coughing, yawning and sensor rubbing, as well as two additional respiratory states of interest (slow breathing and breath-holding apnea), were recorded in a series of experiments. The study included 19 healthy participants, 12 males and 7 females, with an average BMI of 23.02 ± 2.89 kg/m² and an average age of 25 ± 3 years old. Written consent was obtained from all subjects and the research was approved by the Local Ethics Committee of Imperial College London (ICREC ref.: 18IC4358). Two PPG sensors were used for data acquisition in supine position: a reflectance pulse oximeter (8000R, Nonin) placed at the suprasternal notch of the neck and a transmission one (Onyx II 9560, Nonin) placed on the index finger for reference purposes. PPG signals acquisition was synchronous for both sensors at a sampling frequency of 75Hz.

This dataset was used in this paper for both artifacts classification and apnea detection. It consisted of 13 recordings per subject, of 140s duration each. During the first control recording, participants were instructed to breathe at their normal respiratory pace. Then, to test other respiratory states, they were asked to modulate their respiratory frequency at three different moments in the recording for 20–30s. In one recording at a slower pace, and in another recording by holding their breaths to simulate apneic events. Ultimately, the last 10 recordings introduced different neck PPG artifacts in alternating periods of 20s with spontaneous breathing in between.

During data acquisition, the onsets and offsets of artifacts were marked in real-time. After the experiments, the annotations were verified by comparing with reference finger PPG signals. Each recording was independently normalized.

2.2 Features extraction

2.2.1 Windows segmentation and labelling

In order to obtain relevant features for further classification, recordings were segmented in small data fragments. The extracted features were averaged within a defined time window that was repeated by shifted by 2s along the whole recording. Each average feature corresponded to an independent observation to be inputted into the classification model. In this manner, every new upcoming bit of data was evaluated, simulating real-time processing conditions. Various window lengths (W = 4, 5, 6, 7, 8 and 10s) were explored to assess which one maximized the accuracy of classification.

The labelling of each window, as artifact / clean PPG for the artifacts classification model, or as apnea / normal PPG for the apnea detection model, was defined based on a percentage (%) threshold Thd of window corruption. In other words, if let’s say Thd = X% or more of the evaluated PPG segment total length contained an artifact (or apnea) signal, then the window was assigned to the positive class. Otherwise, if the percentage of corruption was less than Thd = X%, the window was labelled as the negative class: clean PPG (or normal PPG respectively). Several thresholds of corruption (Thd = 20%, 30%, 40%, 50%) were tested as well to explore how the different labelling criteria affected the sensitivity and specificity of the algorithms.

2.2.2 Features

Most of the features proposed in our previous study [14], were also considered in this work, since they demonstrated strong statistical significance in the differentiation between normal clean PPG from artifacts or breathing states [14]. The time and frequency domain features were extracted to obtain the morphological beat to beat characteristics from individual or consecutive pulse segments. Meanwhile, correlogram based features were extracted since periodic pulse waves are expected to exhibit high correlation compared to artifacts which have non-periodic nature. New additional features derived from the envelope of the PPG signal were additionally included, to increase the classification performance. The 51 features considered in this
study for both classification models are presented below. Further details on these features can be found in [14].

- **Time domain morphological features:**

  - **Amplitude** \([F_1]\) vertical distance between the onset of a PPG pulse and the systolic peak.
  - **Width** \([F_2]\) time duration between the onset and offset of a PPG pulse in time units (seconds).
  - **Peak Height Difference** \([F_3]\) relative amplitude between successive pulses peaks.
  - **Peak Distance** \([F_4]\) horizontal distance between successive pulses peaks (in seconds).
  - **Trough Difference** \([F_5]\) relative amplitude difference between onsets of successive pulses.
  - **Rise Time** \([F_6]\) time period between the onset of a PPG pulse and its systolic peak.
  - **Skewness** \([F_7]\) degree of symmetry of a PPG pulse.
  - **Kurtosis** \([F_8]\) degree of sharpness of a PPG pulse.
  - **Change of** \([F_1−8] \) features \([F_{9−16}]\) instantaneous difference of feature’s values for consecutive pulses.
  - **Standard Deviation** of \([F_{1−8}] \) features \([F_{17−24}]\) the features’ standard deviation over the whole window length.
  - **Zero-Crossing Rate** \([F_{25}]\) number of times per second that the PPG signal crosses zero.

- **Correlogram features:**

  - **Correlogram Peaks** \([F_{26−27}]\) autocorrelation values of the first and second peaks of the correlogram.
  - **Correlogram Lags** \([F_{28−29}]\) lags of the first and second correlogram peaks.

- **Frequency domain features:**

  The one-sided modified periodogram estimate of the power spectral density (PSD) was used to calculate the frequency features. For that, the spectrogram was derived using the squared magnitude of the Short-Time Fourier Transform (STFT) with a window of 10s and 90% overlap. The output power (dB/Hz) was then sliced in time to obtain each window PSD.

  - **Shannon Spectral Entropy** \((0−1.5\text{Hz and }1–4\text{Hz})\) \([F_{30,31}]\) degree of “disorder” of the power spectrum’s probability distribution.
  - **Spectral Kurtosis** \((0–1.5\text{Hz and }1–4\text{Hz})\) \([F_{32,33}]\) peakedness of the PSD at each specific frequency. It is calculated as the normalized fourth-order moment of the real part of the short-time Fourier transform.
  - **Relative Power** \([F_{34−36}]\) calculated by adding the power contained within specific frequency bands \((0–0.8\text{Hz}, 0.8–1.3\text{Hz}, 1.3–1.8\text{Hz})\) and dividing it by the total power spanning all frequencies.

  - **Average Band Power** \([F_{37−41}]\) power of the signal was averaged within the five frequency bands: 0–0.8Hz, 0.8–1.3Hz, 1.3–1.8Hz, 2.2–2.8Hz, 3.2–3.8Hz.

  - **Envelope features:**

    The upper envelope of the PPG signal was extracted using spline interpolation over local maxima separated by at least 50 samples (>0.667s). A total of 10 features were extracted from this envelope signal.

    - **Envelope standard deviation** \([F_{42}]\) variance of the envelope signal within the window.
    - **Envelope maximum** \([F_{43}]\) maximum value of the envelope signal within the specific window.
    - **Envelope minimum** \([F_{44}]\) minimum value of the envelope signal within the specific window.
    - **Envelope range** \([F_{45}]\) difference between the maximum and minimum values of the envelope signal within the current window.

    - **Envelope approximate Entropy** \([F_{46}]\) regularity statistic that measures the unpredictability of repetitive patterns. In other words, a PPG envelope signal including repetitive fluctuations, such as spontaneous breathing, would show small approximate entropy values, whereas a less predictable signal (e.g. artifact) would be characterized by larger ones. It was computed using the approximateEntropy() function in MATLAB 2020 [55].

    - **Envelope area** \([F_{47}]\) area under the envelope absolute signal, computed by numerical integration via the trapezoidal method.

    - **Envelope Average Power** \([F_{48−51}]\) power of the envelope signal was averaged within the following frequency bands: 0–0.15Hz, 0.2–0.5Hz, 0–0.5Hz and 0.5–1Hz.

2.3 Classification pipeline

In this study, two classification algorithms were developed: an artifacts classifier and an apnea classifier. According to our previous findings [14], on the one hand, neck PPG artifacts, with similar noisy characteristics, could be clearly distinguished from normal PPG. On the other hand, normal, slow breathing and apnea PPG signals shared common stable clean PPG features. As a consequence, for the artifacts classifier, all the artifact types were grouped together under the artifacts positive class; while the negative clean PPG class encompassed: the normal, apnea and slow breathing PPG signals.

In order to detect apneic events among the clean PPG signals category, an apnea classifier was also engineered. The positive class consisted of the apnea PPG signals. And the normal PPG negative class comprised the normal and slow breathing categories. The number of artifacts and breathing states were evenly sampled at random in order to perform balanced binary classification.
Figure 2 shows an overview of the classification pipeline for both classifiers. This process was repeated 30 times with different randomization in the data partition stage, for each combination of window length and threshold of corruption (%). Each stage is further detailed in the subsections below.

2.3.1 Data partition

Since there was window overlapping, a random partition of data could no longer be used, as the condition of independence between training and test data would be violated.

As it can be observed in Fig. 3, two types of data partitions were used for classification. For artifacts classification, a Leave-30%-of-Subjects-Out approach was implemented. As Fig. 3(a) shows, for every seed, 70% of the subjects were selected at random for training (with all the recordings), and the other 30% were left for testing. This ensured that the classifier was tested against completely unseen data, which is one of the most strict validation strategies. All subjects were assigned to the test set evenly, at least 7 times each. This avoided any subject-bias.

For apnea classification, due to a limited number of breath-holding recordings, an alternative Leave-1/3-of-Recording-Out per subject partition was adopted instead. An illustration of three intercalated breath-holding events that simulate apneic events can be observed in Fig. 3(b). Apnea recordings were thus divided in three even segments for each subject. The same number of normal and apnea PPG windows were included in each of them and no overlapping windows (in the border) were allocated to either of the neighbouring segments. This prevented overfitting and guaranteed independence of the training and test sets. For each random seed repetition, one of the three segments was selected for the test set and the remaining two were used for training.

This data partition step was repeated 30 times for both classifiers, with different randomization of the training and test sets, to verify that the proposed algorithms showed a good generalization performance.

2.3.2 Training

A SVM classifier with a radial basis function (RBF) kernel was chosen for the artifacts and apnea classification. The objective of the SVM classification problem was to find the weights vector $\vec{w}$ and bias term $b$ defining the optimal hyperplane, that maximizes the margin between classes and minimizes the loss term such that:

$$\min_{\vec{w}, b, \xi} \frac{1}{2} \vec{w}^T \vec{w} + C \sum_{i=1}^{n} \xi_i$$

subjected to the condition:

$$\min y_i (\vec{w}^T \phi(\vec{x}_i) + b) \geq 1 - \xi_i, \xi_i \geq 0$$

where $\vec{x}_i$ are the training vectors, $y_i$ the classes labels [-1,1] and $\xi_i$ the slack variables. $C$ corresponds to the regularization parameter that controls the trade-off between maximizing the margin ($C \to 0$) and minimizing the penalty term ($C \to \infty$). The function $\phi$ maps the training vectors into a higher dimensional space in order to gain linear separation. The RBF gaussian kernel used was defined such that:

$$K(\vec{x}_i, \vec{x}_j) = \phi(\vec{x}_i)^T \phi(\vec{x}_j) = \exp(-\gamma \|\vec{x}_i - \vec{x}_j\|^2)$$

where $\gamma = \frac{1}{2\sigma^2}$ is the inverse of the radius of influence of the samples selected by the model as support vectors.

During training, the best features and hyperparameters, that optimized the model’s performance, were selected using the Leave-One-Subject-Out Cross-Validation (LOSO-CV) strategy. Similarly to k-fold cross-validation, the training data was repeatedly split, by selecting one subject at a time for testing, and the rest of the subjects for training. This approach avoids overfitting and prevents subject bias during feature selection and hyperparameters optimization.
Fig. 3 Data partitions for artifacts classification and apnea detection models. (a) Leave-30%-of-Subjects-Out approach for artifacts classification. (b) Leave-1/3-of-Recording-Out per subject for apnea detection
2.3.3 Features selection

The features selection step was included within the LOSO-CV and was performed only on the training subjects. It consisted of two stages. First, the total 51 features were ranked using chi-square tests. These evaluated whether the features were independent of the classes labels, and then ranked the features based upon the output p-values. A small p-value revealed that the corresponding feature was dependent on the response variable, and therefore, was an important feature to consider for classification.

The top 30 features ranked with the Chi-square tests were fed into a forward sequential feature selection algorithm. In a wrapper fashion, the subsequent ranked features were sequentially added to the top 30 candidate set until the addition of further features did not decrease the average misclassification error by more than a relative tolerance of 1e-6.

**Algorithm 1 Feature selection**

```plaintext
▷ Leave-One-Subject-Out cross-validation wrapper
N ← 51 ▷ All features size
f ← (1..N)  ▷ All features indices
NC ← 30  ▷ Chi-Square selected features size
temp.f ← (Ω)  ▷ Temporary features indices
selected.f ← (Ω)  ▷ Final selected features indices
▷ Chi-Square test
p_value ← chi_square_test()
rank(f, p_value)  ▷ sort based on p_values
selected.f.insert(f(1:NC))
▷ Forward sequential feature selection
n ← NC + 1
repeat
    temp.f ← selected.f
    temp.f.insert(f(n))
    classify(temp.f)  ▷ classification using temp.f features
    Δe ← calculate_error()  ▷ Misclassification error reduction
    if Δe > 1e-6 then
        selected.f ← temp.f
        n ← n + 1
    until n > N or Δe ≤ 1e-6
return selected.f
```

2.3.4 Hyperparameters optimization

In order to boost the SVM training performance, the soft-margin misclassification cost ($C$) and the RBF kernel gamma ($\gamma$) hyperparameters were optimized by grid search. For the different classifiers, all the combinations of $C$ and $\gamma$, listed as follows, were evaluated using LOSO-CV.

**Artifacts classification:** $C = 0.5, 1, 4, 6, 8, 16, 32, 64, 80, 128$

**Apnea classification:** $C = 0.125, 0.75, 1, 2, 3, 4, 5, 6, 8, 32$

$\gamma = 2^{-15}, 2^{-13}, 2^{-11}, ..., 2^{-1}, 2^1, 2^3$

The hyperparameters that maximized the cross-validation training accuracy were selected for the artifacts classifier, and those showing the highest F1-score were chosen for the apnea classifier.

2.3.5 Performance metrics and model selection

Once the most optimal hyperparameters and features were selected through LOSO-CV, the final SVM model was trained with the whole training data partition. Subsequently, it was evaluated on the independent test set (in yellow in Fig. 2), to output the predicted classes.

In order to assess the classification performance of both classifiers, the following metrics (in %) were calculated as the average over the 30 randomization repetitions: accuracy (ACC), sensitivity (SE), specificity (SP), precision, and F1-score (F1).

The best artifacts classification model was chosen based on the combination of window length and threshold of corruption (%) ($W/Thd$) that maximized the accuracy metric. In apnea classification, the harmonic mean of precision and recall, i.e. the F1-score, was used instead to select the best $W/Thd$ model. Indeed, the F1 metric is more relevant in this case, as the Type I (false positives) and Type II (false negatives) errors are crucial for safety in critical apnea detection applications.

2.4 Statistical evaluation of the classification results

In order to assess whether the different windows and corruption thresholds (%) had an effect on the classification performance of both classifiers, a two-way ANOVA statistical test was carried out for each performance metric. The normality and homoscedasticity assumptions were verified using Liliefors and Levene’s tests. This confirmed the homogeneity of variance among different sample groups and the Gaussianity of the distributions. Post hoc multiple comparisons, based on the Tukey’s honest significant difference criterion, were subsequently performed in order to investigate which pairs of means were significantly distinct, for the different windows and corruption thresholds (%) evaluated.

3 Results

3.1 Classification results

Figure 4 shows the average results for both artifacts and apnea classification algorithms, across all windows and thresholds of corruption (%). The bar graphs represent the mean performance
over the 30 repetitions and the error bars, the corresponding standard deviations. Overall, both classifiers demonstrated good performance with average metrics’ values larger than 80\% for the majority of the W/Thd models. A more exhaustive analysis is presented in the following subsections.

### 3.1.1 Artifacts classification

The results presented in the upper panels of Fig. 4 show a good performance of around 86\% for the various windows and thresholds. The ACC, SE and F1 mean values oscillate in a short range of 2–3\% for the different W/Thd combinations. However, the SP mean values expand across a larger range of 6\%, probably due to a threshold effect. On average, the standard deviations for ACC and F1 are very small (1.8\%), whereas for SE and SP are slightly higher (4\%). But still, these values remain acceptable considering that a Leave-30%-of-Subjects-Out validation approach was used, which is one of the most strict ones.

Table 1 presents the average performance results for the best (W/Thd) artifacts classification model. The window and corruption threshold (%) combination that maximized the accuracy of artifacts classification was W = 6s − Thd = 20\%, with a value of 85.84 ± 2.00\%. The F1-score (85.77 ± 2.12\%), SP (86.26 ± 3.57\%), and precision (86.29 ± 2.92\%) values of this W/Thd model were also the largest compared to all other parameters pairs.

### 3.1.2 Apnea classification

In the lower panels of Fig. 4 are exposed the average classification results for the apnea classification algorithms. Although the various metrics demonstrated a good performance of around 83-84\% in average for all the W/Thd, there was a clear ascending trend that reasonably increased the range of mean values. The difference between extreme values could span from an 8\% in precision and up to a 10.5\% in SE. This suggested that the windows and thresholds parameters might have had an effect. The standard deviations, pictured as error bars, occur in general very small (< 3.2\%) for all metrics.

The best apnea classification model (W/Thd) and the corresponding performance metrics are listed in Table 1. The maximum F1 score of 88.68 ± 2.01\% was obtained for the apnea classification model with a window of W = 10s and a threshold of corruption of Thd = 50\%. This W/Thd combination also maximized the ACC (88.25 ± 2.07\%), SE (89.03 ± 2.69\%), SP (87.42 ± 3.63\%) and precision (88.42 ± 3.04\%), compared to the other W/Thd pairs.
Table 1  Average performance results ($\mu \pm \sigma$, n = 30) for the best artifacts and apnea classification models

|                      | Artifacts* classification | Apnea** classification |
|----------------------|---------------------------|------------------------|
| Best W/Thd model     | W = 6s - Thd=20%          | W = 10s - Thd=50%      |
| True positives       | 1468.48 ± 63.66           | 131.26 ± 7.81          |
| True negatives       | 1481.06 ± 67.44           | 120.48 ± 9.13          |
| False positives      | 235.80 ± 60.74            | 17.42 ± 5.52           |
| False negatives      | 250.84 ± 69.06            | 16.16 ± 4.03           |
| ACC                  | 85.84 ± 2.00              | 88.25 ± 2.07           |
| SE                   | 85.43 ± 3.95              | 89.03 ± 2.69           |
| SP                   | 86.26 ± 3.57              | 87.42 ± 3.63           |
| Precision            | 86.29 ± 2.92              | 88.42 ± 3.04           |
| F1                   | 85.77 ± 2.12              | 88.68 ± 2.01           |

* The artifacts classifier discriminates between noise-corrupted PPG segments and clean data (normal breathing, slow breathing and apnea PPG fragments)
** The apnea classifier distinguishes apnea events from the rest of clean PPG data (normal breathing, slow breathing)

3.2 Statistical tests results:

3.2.1 Two-way ANOVA

Overall, the resulting ANOVA tables for both classifiers, showed that the window length and the threshold of corruption (%) affected the classification performance metrics significantly ($p < 0.05$). Some exceptions to this were the window length effect for the sensitivity of artifacts classification ($p = 0.707$) and the threshold effect (%) for the specificity of apnea classification ($p = 0.065$). No statistical evidence of an interaction effect between the two factors was shown for any metric ($p > 0.05$).

The results of the post hoc multiple comparisons for the W and Thd effects are described in the next subsections.

3.2.2 Window length effect

In Fig. 4, the statistically significant pairwise differences among window lengths groups ($W = 4,5,6,7,8,10s$) are shown in the form of horizontal lines with an asterisk symbol representing the p-values ranges (* 0.01 < $p < 0.05$, ** 0.001 < $p < 0.01$ and *** $p < 0.001$). For the sake of visualization, a unique red asterisk symbol was used when any group was statistically significant with all the others simultaneously. The largest p-value was chosen for the asterisk representation.

Fig. 5 shows the predicted classes output of the best artifacts and apnea classification models. Some of the most characteristic features that were inputted into the classifiers are also displayed, such as the Peak Height Difference, the Envelope’s maximum value and the Spectral Entropy (<1.5Hz).

Artifacts classifier (W=6s-Thd=20%)

Apnea classifier (W=10s-Thd=50%)

Fig. 5 Classification decision results of the best models for one head movement artifact and an apnea event. The variation of some of the features used are displayed in the lower panels: Peak Height Difference, the maximum of the envelope and the Spectral Entropy (<1.5Hz). True artifacts and apnea windows are labelled in red and blue respectively.
As it can be observed, in artifacts classification, the window $W=10s$ shows the greatest significance. Indeed, for the average $ACC$, $SP$ and $F1$ metrics, $W=10s$ is the only group that is statistically different from all the rest of the windows (except from $W=8s$). For $SP$, besides $W=10s$, the average specificity values of $W=8s$ are also statistically distinct from the $W=4$ and $5s$ ones. This could be explained by a slight decrease in performance, from $W=5–6s$, with increasing window length of $ACC$ (-1.1%), $SP$ (-2.7%) and $F1$ (-0.87%). No significant pairwise comparisons appear among window groups for $SE$, since, according to the ANOVA findings, the window length did not have an effect ($p > 0.05$). Actually, no dissimilarity in the average $SE$ values is noticeable among window groups, being all roughly equal to 86% in average. The fact that the standard deviations of ~ 4% are some of the largest compared to other performance metrics, might also explain the non-significance.

In apnea classification, the lower panels of Fig. 4 show that the overall performance increases with longer window lengths. A rise of ~ 5% in the window means can be noticed throughout from $W=4s$ to $W=10s$. This is corroborated with the average results of $W=10s$ and $W=8s$ being statistically distinct from the shorter windows’ lengths groups. In addition, the pairwise differences between $W=6,7s$ and $W=4,5s$ are statistically significant for the $ACC$, precision and $F1$ values. In the case of $SE$, the average values of the $W=8s$ window are also statistically distinct from the $W=4,5,6s$ lengths ($p < 0.01$), as well as $W=7s$ is different from $W=4s$ ($p < 0.001$).

3.2.3 Threshold of corruption (%) effect

Figure 6 shows the means plots of the classification performance metrics across different thresholds of corruption (%), for both artifacts and apnea classifiers. The statistical pairwise differences between various thresholds values ($Thd = 20\%$, $30\%$, $40\%$, $50\%$) were displayed with asterisks as in Fig. 4.

In artifacts classification, it can be observed that the mean $ACC$, $SP$ and $F1$ decrease with increasing percentage of corruption threshold (%), whereas the opposite happens for $SE$. The drop in average $ACC$ and $F1$ performance from $Thd = 20\%$ to $Thd = 50\%$ is very subtle (1–2%), whereas for $SP$ it is a bit more meaningful with a 4% reduction. Indeed, the mean specificity values for all the $Thd$ groups are statistically distinct from one another, with a p-value of $p < 0.01$ for $Thd = 20,30\%$ and $p < 0.05$ for the $Thd = 40,50\%$ groups. For the other performance metrics ($ACC$, $SE$ and $F1$), due to the small changes in mean differences among groups, only the most extreme thresholds appear to be statistically different. In fact, the pair $Thd = 20\%$-$Thd = 50\%$ accumulates the largest number of statistically significant differences overall, followed by $Thd = 20\%$-$Thd = 40\%$.

In apnea classification, the performance metrics’ average values increased significantly with the threshold of corruption (%). The increment for $ACC$, $SE$ and $F1$, was of around 5% from $Thd = 20\%$ to $Thd = 50\%$. The mean values of all the thresholds groups for these metrics were statistically different from one another ($p < 0.001$). The mean precision
value for \( Thd = 50\% \) was also statistically significant \((p < 0.05)\) with respect to the rest of the threshold groups. However, the gain in precision from \( Thd = 20\% \) to \( Thd = 50\% \) was only of 2%.

### 3.3 Features selection results

Figure 7 displays the features selection frequency of occurrence (%) over the 30 randomization experiments, for the best artifacts and apnea classification models. The features were ranked in decreasing order. The most relevant features for each classification task were likely to be selected 100% of the times, while the most irrelevant ones were never chosen for the final model in any of the 30 repetitions (0%).

For **artifacts classification**, in the upper panel of Fig. 7(a), a total of 26 features were selected 100% of the times, out of the 30 repetitions. Some examples are the *Amplitude*, *PeakHeightDiff*, *TroughDiff* and the corresponding *Changes* and *Standard deviations* of these. In the frequency domain, the *AvgPower* and *Spectral Entropy* features for all the specified bands were also some of the most important. In addition the *Envelope* characteristics were likewise predominantly selected.

**Envelope** characteristics were likewise predominantly selected. An additional set of 7 features that were chosen more than 50% of the times showed good discriminative potential. But, the 18 lowest ranked features, appeared less than (30%) of the times in the final classification model.

In the lower panel of Fig. 7(b), it can be observed that a set of 24 features was selected in all randomization experiments (100%) for **apnea classification**. These mainly included time domain vertical characteristics of the signal (e.g. *PeakHeightDiff*, *ThroughDiff*), as well as the *Changes* and *Standard Deviations* of these features. All the *Envelope* characteristics (except *approxEntropy*) and the *Correlogram peaks*, were also part of the most highly selected features. In the frequency domain, the *AvgPower (0–0.8Hz)*, *RelPower (0.8–1.3Hz)*, *Spectral Entropy (<1.5Hz)* and *Spectral Kurtosis (<1.5Hz)* were also some of the most important features to consider for apnea detection. Besides the top (100%) features, another extra 9 were also significantly chosen more than 50% of the times. Among the rest of the 18 features selected in less than half of the 30 repetitions, the *Pulse Width*, *PeakDistance*, *SpectralEntropy (1–4Hz)* and *RelPower (1.3–1.8Hz)* were never picked for apnea classification.
4 Discussion

In this paper, two automated algorithms were developed to classify noise artifacts and detect apneic events from novel neck PPG signals. A total of 51 features from the time, correlogram and frequency domains were extracted to fit both classifiers. These included morphological, statistical, and envelope characteristics of the PPG signal, as well as PSD-derived features. A SVM classifier with a RBF kernel was trained for different windows (W = 4, 5, 6, 7, 8 and 10s) and thresholds of corruption (Thd = 20%, 30%, 40%, 50%). A LOSO-CV strategy was implemented to protect against overfitting and subject bias, during features selection and hyperparameters optimization. The classifiers were tested in unseen data, to predict whether each PPG window belonged to the artifacts/clean PPG classes; and whether within the clean PPG category, it was an apneal/normal PPG segment. This process was repeated 30 times with different randomizations of the data in order to evaluate the generalization capability of the models. Overall, the results demonstrated a good average performance for both classifiers (~86%). The standard deviations for the different (W/Thd) models were also small enough (~2%) to suggest that the algorithms were very stable and could generalize well across data. This increases the confidence that the results obtained could be reliably replicated in the future, with a similar range of values, no matter the data partition. Specially, for the artifacts’ algorithm that is tested in a totally independent set of subjects (Leave-30%-of-Subjects-Out partition), the low variance indicates that the method is robust. However, some substantial differences in the performance metrics were observed among several (W/Thd) models.

The analysis of the features selected for the best (W/Thd) classification models indicated that overall, there was a recurrent set of features for each classifier, with a high chance (~100%) of being chosen. This suggested that features like PeakHeightDiff and TroughDiff, as well as the corresponding Changes and Standard deviations of these, had a higher discriminative potential. The final set of features, also included Envelope, AvPower and Spectral Entropy characteristics for specific frequency bands. However, around 18 features out of the total 51, were not selected many times (or even none), implying that they were not very informative for classification. The presented ranking of features offers, at hand, the most promising set of features for neck PPG artifacts classification and apnea detection. This analysis would be relevant for future studies aiming at processing neck PPG signals and improving the current classification results. It could likewise be a good starting point for additional feature engineering in related neck PPG applications.

For the artifacts classification results, the best W/Thd model, with the largest average accuracy (85.84 ± 2%), was W = 6s − Thd = 20%. This model also maximized all the other performance metrics, except for SE which did not show statistical significance. Even though there is a decrease in performance from W = 6s with increasing window length, the W = 6s window group only appeared to be statistically distinct from W = 10s in terms of ACC, SP and F1; and from W = 8s in terms of SP. Therefore, it cannot be straightforwardly concluded that in general, W = 6s is the most optimal window length for neck PPG artifacts classification. But, since W = 4,5,6 and 7s are statistically equally valid, and W = 6s slightly improves the overall performance, it would still be preferable to pick W = 6s as the most suitable window for future algorithms. Indeed, other PPG studies have also found appropriate window lengths in a similar range for their proposed artifacts classifiers [36, 51, 52].

In terms of threshold of corruption (%), the classification performance decreased with larger Thd values. Specially, the average SP for the optimal Thd = 20% was statistically larger than the rest of groups, hence increasing the ACC and F1 too. This suggests that, in future works, a smaller threshold of corruption for window labelling, would considerably benefit the performance of the algorithm. However, if in turn, SE is deemed more important, a model with larger Thd > 20% would be recommended instead.

Comparing these results with other artifacts classification studies in the literature, leads to the conclusion that our algorithm performed well. Indeed, as it can be observed in Table 2, our model showed similar ACC, SE and SP than the SVM classifier proposed by Couceiro [48], the decision tree by Sukor [45] or the adaptive thresholding approach by Cherif [56]. However, some algorithms exploiting fine tuned decision lists (Fischer [40]), personalized neural networks (Tabei [52]), or a linear SVM with major voting (Chong [36]), outperformed our results. But, these are just for reference and are not straightforwardly comparable because each classification problem is distinct. The measurement sites in other works are different and consequently are susceptible to different types of artifacts. Different works also implement different validation strategies.

The findings of this artifacts classification model, are of great importance for denoising and conditioning novel neck PPG signals, and hence, enable the possibility of exploiting this novel PPG measurement site for physiological monitoring. The removal of PPG-corrupted sections, would significantly improve the accuracy of HR and SpO2 readings of neck pulse oximeter sensors. Ameliorating the quality of neck PPG signals, would similarly facilitate the accurate derivation of other biomarkers of interest.

In apnea classification, the average performance increased with the window length and the threshold of corruption (%) by a considerable amount (>5%), reaching its maximum at W = 10s − Thd = 50%. In addition, both the W = 10s window and the Thd = 50% threshold effects were
shown to be statistically significant with respect to the other windows’ and thresholds’ groups for all the performance metrics. Therefore, it can be inferred that the $W = 10s - Thd = 50\%$ parameter’s combination is the most suitable for detecting apnea events with neck PPG, as it maximizes not only the F1-score ($88.68 \pm 2.01\%$), but all the other performance metrics too ($ACC = 88.25\%, SE = 89.03\%, SP = 87.42\%, precision = 88.42\%$).

Since $W = 10s$ and $Thd = 50\%$ are the largest values in the ranges explored, in future studies the grid search bounds of the window length and threshold (%) parameters could be even expanded to investigate whether the performance could potentially improve. However, even though the choice of longer windows could benefit the detection, the reason behind proposing neck PPG signals as an alternative to common approaches, was to reduce the latency of other apnea detection methods. So, increasing the window length to 30s or 1min segments, would limit the utility of the proposed method for real-time applications. To illustrate, in the context of SUDEP, a longer window processing duration could increment the risk of mortality, as terminal apneas might not be that promptly detected.

Reviewing other apnea detection approaches in the literature, the proposed RBF SVM model exploiting time and frequency characteristics directly derived from the PPG signal, outperformed both the studies exclusively extracting PPG features and the ones relying on the surrogate SpO₂ time series. As observed in Table 3, the $SE$ and $precision$ values of the SpO₂-based algorithms proposed by Deviaene et al. are poor [20, 24]. In these approaches, features extraction focused on the signal segment corresponding to the oxygen desaturation, which is delayed from the actual respiratory apnea onset by 20–40s. This lag could be critical for real-time applications. The same issue applied to the work by Jung et al. [18]. Even though they claimed to accomplish real-time apnea detection by locating the original apneic event in the preceding 25 seconds prior to the onset of the desaturation; they first had to detect the lagged response of the SpO₂. Other SpO₂-based algorithms in the literature, which performed epoch-based classification with window lengths of 1min or larger [57, 58], were likewise not suitable for real-time implementations.

Among the PPG works, the linear discriminant classifier proposed by Lázaro et al. [26], evaluating pulse rate variability (PRV) features from 4 windows preceding, following and spanning the delayed decreases in amplitude (DAP) events, also suffered from the same limitation. Papini et al. [25] achieved the highest specificity ($SP$) by inputting PPG-derived PRV and respiratory features into a deep learning model, but the $SE$ and $precision$ were insufficient for robust online monitoring. The results obtained by Knorr-Chung et al. [23], with an ANN trained on PPG time and frequency characteristics, were good but the classification model was not implemented in an epoch-by-epoch online manner. Instead, the most representative PPG fragments showing normal breathing and apneic patterns, were manually segmented for classification.

This work, in contrast, is a significant advancement in the field, since it demonstrates, for the first time in literature, that it is possible to robustly detect apnea events from neck PPG signals in an instantaneous manner, with a sliding window of 10s shifted every 2s. This is because directly detecting apnea events from neck PPG signal removed the inherent lag that would otherwise result if waiting for apnea events to translate into drops of SpO₂, and the use of a short sliding window would mean an earlier decision can be made. The proposed method has the advantage of being simple and has the potential to be used for near real-time applications for which time lags could have a critical outcome. It could for example have a great impact in the development of monitoring systems for SUDEP prevention, by supporting airflow measurements in the decision of apnea classification.

| Table 2 | Comparison of artifacts classification results in the literature with our best ($W = 6s$-$Thd=20\%$) model |
|---------|--------------------------------------------------|
| ACC (%) | SE (%) | SP (%) |
| Our method | $85.8 \pm 1.65$ | $83.8 \pm 4.1$ | $87.43 \pm 3.7$ |
| Couceiro [48] | $87.5 \pm 0.6$ | $78.4 \pm 1.2$ | $94.4 \pm 0.6$ |
| Chong [36] | $93.9$ | $94.3$ | $92.4$ |
| Sukor [45] | $83 \pm 11$ | $89 \pm 10$ | $77 \pm 19$ |
| Tabei [52] | $98.07 \pm 2.02$ | $92.6 \pm 6.54$ | $99.78 \pm 0.93$ |
| Cherif [56] | $83 \pm 8$ | $84 \pm 16$ | $83 \pm 12$ |
| Fischer [40] | $98.3$ | $99.6$ | $90.5$ |
|                | $W = 6s$-$Thd=20\%$ model                     |

| Table 3 | Comparison of apnea classification results in the literature with our best ($W = 10s$-$Thd=50\%$) model |
|---------|--------------------------------------------------|
| Signals used | ACC (%) | SE (%) | SP (%) | Precision (%) |
| Our method | neck PPG | $88.25 \pm 2.07$ | $89.03 \pm 2.69$ | $87.42 \pm 3.63$ | $88.42 \pm 3.04$ |
| Knorr-Chung [23] | PPG | $75.4$ | $91.6$ | $84.7$ | $85.9$ |
| Lázaro [26] | PPG | $70.37$ | $81.82$ | $68.57$ | $–$ |
| Papini [25] | PPG | $86$ | $39$ | $94$ | $51$ |
| Jung [18] | SpO₂ | $91$ | $83$ | $89$ | $–$ |
| Deviaene [20] | SpO₂ | $82.8$ | $64.3$ | $88.6$ | $64.2$ |
| Deviaene [24] | PPG+ SpO₂ | $83.4$ | $73.7$ | $86.6$ | $64.8$ |
Future work should perform further experiment verification to fully validate the potential of the proposed method to be implemented as a real-time apnea detection system. Similarly, in offline applications like sleep apnea diagnosis, neck PPG signals could be of great interest for researchers as well. Not only the proposed location-specific PPG signal characteristics could be directly employed to recognize apneas; but also the SpO2 surrogate signal could be additionally derived, to exploit the delayed desaturation. This could hence, increase the pool of biomarkers to improve the classification performance. Moreover, the large number of cumbersome polysomnography sensors could be reduced to a unique wearable neck PPG device, capable of measuring airflow simultaneously with additional sensing modalities integrated in the same system. Future work should then focus on combining complementary respiratory signals [16], to support the classification decision and enhance the sensitivity. Tracheal sounds, for example, can be easily sensed from the multipurpose site of the neck [13, 59].

Overall, the methods in this work present useful recommendations for future designers of neck PPG processing algorithms, in terms of suggested features, window lengths, labelling thresholds and classification models. This is important for future adoption of the neck as a PPG site. Indeed, the proposed artifacts classification algorithm presents the first proof-of-concept classifier for neck PPG artifacts removal. However, once the corrupted PPG fragments are identified, a decision on how to process them should be taken. This study was devised with the idea that corrupted fragments could just be discarded, to improve the accuracy of HR and SpO2 parameters estimation. It does not tackle, however, the reconstruction of detected artifact signals. This should be explored in future work, specially when artifacts are expected to be predominant. Another limitation of this study is that the proposed classification models were trained using experimental artifacts or breath-holding events. These need to be tested in real sleep scenarios to validate their performance. Also, a wider number of participants, including patients prone to have apneas should be recruited. Indeed, the majority of studies developing apnea detection algorithms in the literature, make use of polysomnography databases, with apneas of different kinds (obstructive, central, mixed and hypoapneas). The accuracy of the current apnea algorithm, would probably be impacted when tested against this variety of respiratory events. Future work should then validate the current algorithms under these circumstances and potentially extract new features for the detection of less severe, shallow breathing, hypopnea events. Other machine learning techniques including deep learning could also be applied in an attempt to potentially improve the performance of the proposed method when more data is available. It is important to note however that in improving efficacy, the complexity of the method should be kept to a minimum. Further improvements of this proof of concept could then ideally lead to the implementation of these classifiers in a wearable neck apnea monitoring system for apnea detection.

5 Conclusion

In order to fully exploit the novel PPG measurement site of the neck, specifically to support real-time apnea detection applications, corrupted PPG segments need to be first recognized for removal. Two automatic algorithms were designed in this work to achieve these. The first classifier demonstrated good performance in distinguishing neck PPG-corrupted segments from clean PPG data; and the second showed a promising capability of promptly detecting apneic events, in a near real-time manner, both uniquely exploiting time and frequency PPG features. The preliminary results of this study, provide useful tools to facilitate neck PPG signals processing, that could encourage the future usage of the neck as a new promising PPG measurement site.

Funding Research supported in part by “La Caixa” Foundation (LCF/BQ/EU15/10350027) and in part by the European Research Council (ERC), grant agreement no. 724334.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Tamura T, Maeda Y, Sekine M, Yoshida M (2014) Wearable photoplethysmographic sensors: past and present. Electronics 3(2):282
2. Allen J (2007) Photoplethysmography and its application in clinical physiological measurement. Physiol Meas 28(3):R1
3. Jubran A (2015) Pulse oximetry. Crit Care 19(1):272
4. Netzer N, Eliasson AH, Netzer C, Kristo DA (2001) Overnight pulse oximetry for sleep-disordered breathing in adults: a review. Chest 120(2):625
5. Castanedo D, Esparza A, Ghamari M, Soltanpur C, Nazeran H (2018) A review on wearable photoplethysmography sensors and their potential future applications in health care. Int J Biosens Bioelectron 4(4):195
6. Biswas D, Simues-Capela N, Van Hoof C, Van Helleputte N (2019) Heart rate estimation from wrist-worn photoplethysmography: A review, IEEE Sensors Journal
9. Peng M, Imtiaz SA, Rodríguez-Villegas E (2017) Pulse oximetry in the neck-a proof of concept. In: Proc. Ann. Int. Conf. IEEE Eng. Med. Biol. Soc., pp. 877–880.

10. García-López I, Rodríguez-Villegas E (2020) Extracting the jugular venous pulse from anterior neck contact photoplethysmography. SciRep 10(1):1.

11. Lin BS, Lin BS (2016) Automatic wheezing detection using speech recognition technique. J Med Biol Eng 36(4):545.

12. Chen G, de la Cruz I, Rodríguez-Villegas E (2014) Automatic lung tidal volumes estimation from tracheal sounds. In: Proc. Ann. Int. Conf. IEEE Eng. Med. Biol. Soc., pp. 1497–1500.

13. Rodríguez-Villegas E, Chen G, Radcliffe J, Duncan J (2014) A pilot study of a wearable apnoea detection device, vol 4.

14. García-López I, Rodríguez-Villegas E (2020) Characterization of artifact signals in neck photoplethysmography. IEEE Transactions on Biomedical Engineering.

15. Mendonça F, Mostafá SS, Ravelo-garcia AG, Morgado-Dias F, Penzel T (2018) A review of obstructive sleep apnea detection approaches. IEEE J Biomed Health Inform 23(2):825.

16. Uddin M, Chow C, Su S (2018) Classification methods to detect sleep apnea in adults based on respiratory and oximetry signals: a systematic review. Physiol Meas 39(3):03TR01.

17. Monasterio V, Burgess F, Clifford GD (2012) Robust classification of neonatal apnoea-related desaturations. Physiol Meas 33(9):1503.

18. Jung DW, Hwang SH, Cho JG, Choi BH, Baek HJ, Lee YJ, Jeong DU, Park KS et al (2017) Real-time automatic apnoic event detection using nocturnal pulse oximetry. IEEE Trans Biomed Eng 65(3):706.

19. Terrill PI (2020) A review of approaches for analysing obstructive sleep apnoea-related patterns in pulse oximetry data. Respiratory 25(5):475.

20. Deviaene M, Testelmins D, Buyse E, Borzée P, Van Huffel S, Varon C (2018) Automatic screening of sleep apnea patients based on the spo2 signal. IEEE J Biomed Health Inform 23(2):607.

21. Gangberger W, Bucklin AA, Tesh RA, Da Silva Cardoso M, Sun H, Leone MJ, Paixao L, Panneerselvam E, Ye EM, Thompson BT, Oluwaseun A, Kuller D, Thomas RJ, Westover MB (2021) Sleep apnea and respiratory anomaly detection from a wearable band and oxygen saturation. Sleep and Breathing, 1–12.

22. Liu R, Li C, Xu H, Wu K, Li X, Liu Y, Yuan J, Meng L, Zou J, Huang W, Yi H, Sheng B, Guan J, Yin S (2022) Fusion of whole night features and desaturation segments combined with feature extraction for event-level screening of sleep-disordered breathing. Nature Sci Sleep 14:927.

23. Knorr-Chung BR, McGrath SP, Blike GT (2008) Identifying airway obstructions using photoplethysmography (PPG). J Clin Monit Comput 22(2):95.

24. Deviaene M, Lázaro J, Huysmans D, Testelmins D, Buyse B, Van Huffel S, Varon C (2018) Sleep apnea detection using pulse photoplethysmography. In: Computing in Cardiology Conference (CinC), vol. 45 (IEEE, 2018), vol. 45, pp 1–4.

25. Papini GB, Fonseca P, van Gilst MM, Bergmans JW, Vullings R, Overeem S (2020) Wearable monitoring of sleep-disordered breathing: estimation of the apnea-hypopnea index using wrist-worn reflective photoplethysmography. Sci Rep 10(1):1.

26. Lázaro J, Gil E, Vergara JM, Laguna P (2013) Pulse rate variability analysis for discrimination of sleep-apnea-related decreases in the amplitude fluctuations of pulse photoplethysmographic signal in children. IEEE J Biomed Health Inform 18(1):240.
44. Prasun P, Mukhopadhyay S, Gupta R (2021) Real-time multi-class signal quality assessment of photoplethysmography using machine learning technique. Meas Sci Tech 33(1):015701
45. Sukor JA, Redmond S, Lovell N (2011) Signal quality measures for pulse oximetry through waveform morphology analysis. Physiol Meas 32(3):369
46. Pradhan N, Rajan S, Adler A, Redpath C (2017) Classification of the quality of wristband-based photoplethysmography signals. In: IEEE International Symposium on Medical Measurements and Applications (MeMeA), pp. 269–274
47. Liu SH, Liu HC, Chen W, Tan TH (2020) Evaluating quality of photoplethymographic signal on wearable forehead pulse oximeter with supervised classification approaches. IEEE Access 8:185121
48. Couceiro R, Carvalho P, Paiva RP, Henriques J, Muehlsteff J (2014) Detection of motion artifact patterns in photoplethysmographic signals based on time and period domain analysis. Physiol Meas 35(12):2369
49. Tabei F, Zaman R, Foysal KH, Kumar R, Kim Y, Chong JW (2019) A novel diversity method for smartphone camera-based heart rhythm signals in the presence of motion and noise artifacts. PLoS ONE 14(6):e0218248
50. Pereira T, Gadhoumi K, Ma M, Liu X, Xiao R, Colorado RA, Keenan KJ, Meisel K, Hu X (2019) A supervised approach to robust photoplethysmography quality assessment. IEEE J Biomed Health Inform 24(3):649
51. Li Q, Clifford G (2012) Dynamic time warping and machine learning for signal quality assessment of pulsatile signals. Physiol Meas 33(9):1491
52. Tabei F, Kumar R, Phan TN, McManus DD, Chong JW (2018) A novel personalized motion and noise artifact (mna) detection method for smartphone photoplethysmograph (ppg) signals. IEEE Access 6:60498
53. Guo Z, Ding C, Hu X, Rudin C (2021) A supervised machine learning semantic segmentation approach for detecting artifacts in plethysmography signals from wearables, vol 42, p 125003
54. Goh CH, Tan LK, Lovell N, Ng SC, Tan MP, Lim E (2020) Robust ppg motion artifact detection using a 1-d convolution neural network. Computer Methods and Programs in Biomedicine, 105596
55. MathWorks (2020) Approximate entropy: Measure of regularity of nonlinear time series. https://uk.mathworks.com/help/predmaint/ref/approximate-entropy.html. Accessed 30 Sept 2022
56. Cherif S, Pastor D, Nguyen QT, L’Her E (2016) Detection of artifacts on photoplethysmography signals using random distortion testing. In: Proc. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc., pp 6214–6217
57. Mostafa SS, Mendonça F, Ravelo-García AG, Juliá-Serdá GG, Morgado-Dias F (2020) Multi-objective hyperparameter optimization of convolutional neural network for obstructive sleep apnea detection. IEEE Access 8:129586
58. Mendonça F, Mostafa SS, Morgado-Dias F, Ravelo-garcía AG (2020) An oximetry based wireless device for sleep apnea detection. Sensors 20(3):888
59. Corbishley P, Rodríguez-Villegas E (2008) Breathing detection: towards a miniaturized, wearable, battery-operated monitoring system. IEEE Trans Biomed Eng 55(1):196

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Irene García-López received the B.Eng. degree in biomedical engineering from the University Carlos III Madrid, Spain, in 2015, the M.Sc. degree in neurotechnology from Imperial College London, London, UK, in 2016, and the Ph.D. degree, focusing on signal processing of photoplethysmography signals, from Imperial College London, London, UK, in 2021.

Renard Xaviero Adhi Pramono received the Ph.D. degree from Imperial College London, UK, in 2020, focusing on signal processing on biomedical signals. He is currently a Research Associate with the Wearable Technologies Laboratory, Imperial College London, London, UK.

Esther Rodríguez-Villegas received the Ph.D. degree from the University of Seville, Seville, Spain, in 2002. Since 2002, she has been a Faculty Member with the Imperial College London, London, UK. Since 2015, she holds the Chair of low-power electronics with the Department of Electrical and Electronic Engineering. She is also the Director of the Wearable Technologies Laboratory. She has trained over 700 engineers from all over the world at the M.S. or Ph.D. levels in ultralow-power electronic design. She is also the Chief Scientific Officer of TaniTec, Ltd., London, and the Co-Chief Executive Officer of Acurable, Ltd., London, which she founded. Dr. Rodríguez-Villegas has received a number of awards and honors, including being recognized as the Top Young Scientist/Engineer in Spain, in 2009 (the Complutense Award); the Institution of Engineering and Technology (UK) Innovation Award, in 2009; being recognized twice by the European Research Council as a Research Leader in Europe (Starting and Consolidator Awards, in 2010 and 2016); and the XPRIZE (USA) Award, in 2014.