How neutral and niche forces contribute to speciation processes?
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The evolutionary and ecological processes behind the origin of species are among the most fundamental problems in biology. In fact, many theoretical hypothesis on different type of speciation have been proposed. In particular, models of sympatric speciation leading to the formation of new species without geographical isolation, are based on the niche hypothesis: the diversification of the population is induced by the competition for a limited set of the available resources. On the other hand, neutral models of evolution have shown that stochastic forces are sufficient to generate coexistence of different species. In this work, we bring this dichotomy to the context of species formation, and we study how neutral and niche forces contribute to sympatric speciation in a model ecosystem. In particular, we study the evolution of a population of individuals with asexual reproduction whose inherited characters or phenotypes are specified by both niche-based and neutral traits. We analyse the stationary state of the dynamics, and study the distribution of individuals in the whole space of possible phenotypes. We show, both by numerical simulations and analytics, that there is a non-trivial coupling between neutral and niche forces induced by stochastic effects in the evolution of the population that allows the formation of clusters (i.e., species) in the phenotypic space. Our framework can be generalised also to sexual reproduction or other type of population dynamics.

I. INTRODUCTION

One of the fundamental problems in theoretical biology is the search for key mechanisms leading to the emergence of biodiversity [1–5]. The understanding of the underlying processes at the origin of species diversifications are also essential for the maintenance and conservation of natural ecosystems biodiversity [6, 7] and to predict how species adapt to changing external conditions [8].

Roughly speaking, we can distinguish two main different mechanisms for the formation of species: allopatric and sympatric [1,2]. The first case occurs when an initial population of individuals belonging to the same species splits into different isolated subsets, typically due to geographical reasons (e.g. a new river, changes in the landscape or the formation of a canyon), to an extent that prevents or interferes with genetic interchange. Instead, sympatric speciation leads to the formation of new species without geographical isolation and differentiation is due to ecological interactions between individuals in the population [1]. Such a diversification of the population is thought to be induced by the competition for a limited set of the available resources and corresponds to the case studied in this paper.

On the experimental side, the large time scales in play hinder an exhaustive sampling of the data. Still, fossils data [10–12] and molecular phylogenetic techniques [13,14] can be used to infer speciation activities in ancient times and in different geographical locations; controlled experimental studies are rare and specific for some bacterial species (e.g. e. Coli [15,16]). Therefore, any major theoretical contribution is key to describe these long-term experimental data and to understand the evolutionary processes driving the observed speciation rates [17,22]. In this context, stochastic models constitute a powerful tool [23] and have had great success in areas such as population genetics, as these models are able to predict the gene frequencies among a population [24,26].

One of the simplest and most widespread stochastic evolutionary models dates from the 1930s and was introduced independently by Fisher and Wright [23]. Such a simplicity derives from the so called neutral assumption, i.e. that all individuals/genes are equally likely to reproduce/be inherited [27–29]. Fluctuations still occur due to the random nature of demographic processes. By limiting the amount of available resources, the purely neutral dynamics converge to a state of monodominance where a single type of individual/gene remains in the population [23]. Only if we add the possibility of a small mutation probability, different types of individuals can coexist [22]. Therefore, in a neutral scenario, the emerging diversity is the results of two opposite forces (see Figure 1A). From one side, differentiation, i.e., stochastic mutations leading to a diffusion of the individuals in the parameters space. On the other hand we can observe cohesion, i.e. offsprings appear by birth close (in the parameter space) to its parent and thus have a similar genomes with small fluctuations - (phenomena known also as neutral clustering [30,31]).

Certainly, the neutral hypothesis cannot be valid for all kind of individuals and species. However, such a simplification has been proven to be enough in order to explain the emergence of many statistical patterns in nature, as
together?

To answer this question, we investigate a set of models with the main ingredients of both niche and neutral theories. In our simplest analysis, we study the evolution of a population of individuals whose characteristics are given by two sets of variables: the first set is niche-based and determines the way in which individuals exploit the (limited) resources, while the second one is neutral and exclusively related to the inheritance process. If only one set of these variables were present, one might expect clustering of individuals in the space of traits due to cohesion or competition, respectively. Interestingly, we find that stochastic effects induce a non-trivial coupling between neutral and niche forces leading to correlations across different sets of traits, and clusters emerging in the niche-based space can be identified with clusters in the neutral space.

II. THE MODEL

In our model, each individual $i$ in the population is represented by a pair of coordinates in a continuous phenotypic space with periodic boundary conditions, $(x_i, y_i) \in [L \times L]$ ($L$ represents a scale in the phenotypic space). Coordinate $x_i$ is a “niche-based” trait determining the way in which individuals exploit the resources, and $y_i$ is a “neutral” trait that has no impact on their fitness and simply acts as a (neutral) marker (see Fig. 2). Resources are uniformly distributed and therefore no phenotypes are (a priori) fitter than other others. We have also analyzed the case in which individuals are represented by binary strings, rather than by two coordinates. The analysis becomes more complicated than for the continuous-space representation but our main conclusions remains the same.

In the dynamics, each individual reproduces at a constant rate $b = 1$. Offspring inherits both traits from their ancestor with a small, random mutation (see below for details). Competition for the resources is introduced through a variable death rate, $d(x)$, proportional to the number of individuals competing for the same resource, which only depends on the first trait:

$$d(x_i) = \frac{1}{\Omega} \sum_{j \neq i} K_c(|x_i - x_j|; w_c).$$  

(1)

$\Omega$ is the carrying capacity of the system and $K_c$ is a competition kernel that depends on the phenotypic distance between individuals (with the boundary conditions), that we take in terms of the Heaviside function $\Theta$:

$$K_c(z; w_c) = \frac{\Theta(w_c - z)}{2w_c}. 

(2)$$

The range of competition is represented by $w_c$. In some situations, the choice of the kernel is crucial as different functional forms might lead to different outcomes [8]. However, this is in general an analytical problem and

for instance in communities of species belonging to the same trophic level, such as tropical forests or coral reefs [28, 38]. In most of the neutral models, a mutation (or speciation) parameter is needed in order to reach coexistence of different species [29]. Nevertheless, some models have also investigated the role of environmental noise [34, 35], sexual reproduction and limited dispersal [3] or competition [36] - finding in both cases a non-trivial emergence of biodiversity.

Niche theories [28, 37, 39] constitute a completely different paradigm, putting the emphasis on competitive interactions. These theories state that formation of coexisting species is only possible through diversification for exploitation of the resources, minimizing competition among individuals [10] (Figure 1B), and postulate that the number of coexisting species is equal to the number of niches or ways to exploit the resources of the environment [11] (this is what has been called the niche dimension hypothesis [12]). In other words, competition is considered by niche theories as one of the crucial drivers leading to the emergence of biodiversity.

During the last decade, many works have demonstrated that the niche and the neutral paradigms are not contradictory, but rather two complementary extreme views of what actually occurs in nature [43, 40]. In this paper, we bring this dichotomy to the context of species formation and make the following question: Do new speciation mechanisms emerge when these forces are coupled
does not present issues on individual-based implementations [4]. Our model is also suitable for investigating sexual reproduction (in the spirit of [47]). For instance, one can take the birth rate as a function of the density of individuals with similar traits (assortative mating). In this case, the birth rate is not constant, but it grows with density of individuals with similar neutral traits (both x and y). Our conclusions are robust to this extension.

Mutations are implemented as Gaussian, independent deviations on the coordinates x and y with zero mean and variance $\mu_x$ and $\mu_y$, respectively (considering periodic boundary conditions). Different parameter values fix the balance between diffusion and cohesion for each trait. Numerical simulations are done using a Gillespie algorithm [48] with $\mu_x$ and $\mu_y$ being the key control parameters. Generations are thus overlapping, and the number of individual in the population changes over time, fluctuating around the carrying capacity $\Omega$ after an initial transient time. A similar phenomenology can be obtained using the Wright-Fisher scheme with non-overlapping generations and a fixed population size, which provides a number of numerical advantages (see Appendix A) but entails a more difficult mathematical analysis.

A. Mesoscopic description

To gain some insight on the phenomenology, we can integrate a set of stochastic equations that describes the dynamics for large (but finite) population sizes, that we call the mesoscopic description. This approach is useful as i) it provides a more efficient way to integrate the dynamics for large populations, ii) allows for simple mathematical treatment and iii) highlights the ingredients that are key in the observed phenomenology. To derive these equations, the phenotypic space is discretized in small bins of size $\Delta \times \Delta$. Then one writes an equation for the number of individuals in $[x, x+\Delta] \times [y, y+\Delta]$ as $\phi(x, y, t)\Delta^2$, where $\phi(x, y, t)$ is the population density function at $(x, y)$ and time $t$. For large populations ($\Omega \gg 1$), one can perform a system-size expansion of the dynamics [49]. Finally, taking $\Delta \to 0$, we find (see Appendix B):

$$
\partial_t \phi(x, y, t) = b\phi(x, y, t) \left(1 - \frac{K_{\text{eff}}(x, t)}{\Omega}\right) + D_x \partial_x^2 \phi(x, y, t) + D_y \partial_y^2 \phi(x, y, t) + \Omega^{-1/2} \sqrt{\phi(x, y, t)} \xi(x, y, t),
$$

where $\xi(x, y, t)$ is a Gaussian white noise with zero mean and correlation function $\langle \xi(x, y, t)\xi(x', y', t') \rangle = \delta(x - x')\delta(y - y')\delta(t - t')$ and the effective competition kernel $K_{\text{eff}}$ is defined as:

$$
K_{\text{eff}}(x, t) = \int dx' dy' K(|x - x'|) \phi(x', y', t).
$$

Let us notice the presence of multiplicative demographic noise, which plays a fundamental role in eventually taking the system to local extinction, $\phi(x, y) = 0$ [50]. The numerical integration of Eq. (3) can be performed reintroducing the discretization in $(x, y)$ with a certain resolution.

Alternatively, we can study analytically the properties of Eq. (3) in Fourier space [2, 5]. In particular, we need to calculate the dispersion relation $\lambda(k_x, k_y)$, describing the stability of the trivial uniform solution for both traits $\phi(x, y) \sim \phi_0$. If $\lambda(k_x, k_y)$ takes positive values for any positive $k_x, k_y$, then the cohesion forces cause $\phi_0$ to be unstable, and clusters do emerge.

III. RESULTS

We first present the results obtained with the individual-based dynamics (run through the Gillespie Algorithm) for different values of the parameters (see Fig. 2). For $\mu_x > \mu_x^c$, diffusion prevails and the niche-based trait $x$ is uniformly populated. For $\mu_x < \mu_x^c$, competitive forces split the population into isolated clusters. As expected, for fixed $\mu_x < \mu_x^c$ and $\Omega$, the spacing of the pattern observed along the niche-based trait $x$ depends only on $w_c$ and not on $\mu_y$, i.e., the niche interactions act only on $x$ and the neutral trait $y$ does not play any relevant role in the competition dynamics. These results can be perfectly framed within the dispersion relation as reported by [2].

On the other hand, the behaviour of the traits $y$ is far from being independent from the dynamics on $x$ and the phenomenology observed along the neutral trait is far less expected. The most interesting case corresponds to the situation in which $\mu_y < \mu_y^c$ and $\mu_x < \mu_x^c$ (i.e. when species form along $x$), where the neutral dynamics would predict the survival of a single cluster (because the sys-
tem reaches an absorbing state). Instead, the population segregates into multiple isolated clusters in both the neutral and niche-based trait (see Fig. 2). This phenomenon can be understood as a sort of neutral clustering within each of the species formed by competitive interactions, leading to different phenotypic pools of the neutral trait. In other words, speciation on the characters undergoing a competitive dynamics can lead to speciation on the characters undergoing a purely neutral dynamics. Finally, keeping small values of $\mu_y$ but taking $\mu_x > \mu_x^C$ (i.e. no speciation along $x$), neutral clustering emerges around a single value of $x$, as predicted by neutral clustering. When $\mu_y > \mu_y^C$, diffusion prevails and $y$ is populated uniformly independently on the value of $\mu_x$.

To shed some light on these results, we start by analyzing the dynamics in very large populations, where demographic fluctuations can be neglected. To do that, we take the mean-field limit ($\Omega \to \infty$) of Eq. (3), representing the infinite population limit where the stochastic term disappears, and we perturb the stationary solution $\phi_\infty = b/d$, i.e. $\phi(x, y, t) = \phi_\infty + \varepsilon e^{ik_x x + ik_y y + \lambda(k_x, k_y)t}$. With this procedure, we calculate the dispersion relation in Fourier space obtaining:

$$\lambda(k_x, k_y) = -d\phi_\infty 2\pi \frac{\sin(k_x T_c)}{k_x T_c} \frac{\delta(k_y)}{E_y} - \mu_x k_x^2 - \mu_y k_y^2$$

(5)

We find that in this case the mutation rate on the niche-base axis, $\mu_x$, becomes the critical parameter, whereas the mutation rate of the neutral-based trait, $\mu_y$, becomes irrelevant (see Fig. 3). The population density appears to be homogeneously distributed in phenotypic space for large values of $\mu_x$ (fluctuations around the homogeneous solution are stable, $\lambda(k_x, k_y) > 0$); instead, fluctuations become unstable for small values of $\mu_x$ ($\lambda(k_x, k_y) > 0$), and the population splits into different clusters along the niche-based trait, whereas it is still uniformly distributed along the neutral trait. If such neutral trait is neglected, this phenomenology is exactly the type of sympatric speciation due to competition for the resources reported by many authors in literature. However, as we will show below, these results do not describe the phenomenology summarized in Fig. 2 and what actually occurs when implementing the full stochastic individual based dynamics, i.e. the mean field approximation, does not properly describe the system dynamics in this case.

As a next step, we analyze the mesoscopic description given by the Karner-Moyal expansion for finite values of $\Omega$. Up to the first order, the expansion naively gives $D_x = 2b\mu_x$ and $D_y = 2b\mu_y$. However, numerical integrations of Eq. (3) with such values lead to radically different results than the one shown in Fig. 2. The population density still does not clusterizes along the $y$–space, even for small values of $\mu_y$, and therefore neutral clusterization cannot be observed from a numerical integration of Eq. (3).

In the individual-based dynamics, clustering on the neutral axis emerges as a consequence of purely demographic fluctuations acting on the $x$–trait, with highly populated regions that reproduce faster and low dense regions that are more likely to become extinct, reaching eventually the (local) absorbing state. However, the regularization power of diffusion in Eq. (3) plays in detrimental of this phenomenon, as any positive local density rapidly diffuses on the $y$-axis, thus recovering the system from local extinction to a positive (although small) density. In other words, ‘standard’ diffusion in the equation avoids the emergence of local clusters.

As reported, the system-size expansion fails to capture the relevant ingredients of the underlying dynamics (other examples of the limitations of the system-size expansion can be found in [52]). To overcome this problem, one possibility would be to take next-to-leading terms that keep under control the undesired homogenizing effect. Alternatively, we could simply introduce in a heuristic manner a non-linearity in the diffusion term that takes into account that low population densities (where discrete effects become important and the mesoscopic description fails) are less likely to diffuse. A simple solution can be:

$$D_x = 2b\mu_x \frac{\phi(x, y)}{\delta + \phi(x, y)}$$

(6) and similarly for $D_y$ and $\mu_y$. With this choice, diffusion becomes proportional to the population density for $\phi \ll \delta$ (thus limiting the diffusion of small populations), and constant if $\phi \gg \delta$, where $\delta$ is a new parameter controlling the crossover and should be taken proportional to the minimum population density in a discrete implementation, $\delta \sim \Omega^{-1}$. In this case the mesoscopic description and the individual based model give the same qualitatively behaviour, as shown in Fig. 3.
with other members of the same group. An eco-species is an ensemble of related organisms occupying a particular niche and having similar phenotypic traits (i.e., clusters along the $x$ axis). A genetic species is a group of organisms whose genomes are very similar to each other, and distinct from the individuals belonging to other clusters (e.g., clusters along the $y$ axis). In our model we consider both traits $(x,y)$, and a species is given by the clustering of traits in both the $x$ and $y$ coordinates, i.e. we consider eco-genetic species (Figures 2-4).

We found that species emerge and coexist only in the range of low mutations rates for both the neutral and niche traits. This result highlights that dynamics induces a non-trivial coupling between the neutral and the competitive dynamics: clustering on the niche trait emerge as a consequence of a neutral dynamics acting on the $y$-trait, i.e. local absorbing states induced by the neutral dynamics are reached in different regions of the $y$ axis, effectively clustering the genomes in both $x$ and $y$ coordinates. This coupling between the two (neutral and niche) forces is not caught by simple mean field nor Kramer-Moyal Gaussian approximations. In fact, the standard diffusion term arising in these cases does not allow to reach local extinction, forbidding the emergence of clusters at the individual level in both the $x$ and $y$ traits. In other words, the behaviour of the system in the mean field approximation is a simple and trivial combination of the features given individually by competition and neutral forces, without showing coupling effects of any sort between the two parts of the genotype.

In summary, we propose a general framework to study the emergence of biodiversity in biological systems by sympatric speciation mechanisms. Our models combine both neutral and niche-based features. We have observed that these two forces are intertwined in their contribution to speciation. In particular, niche forces promote the emergence of clustering on traits driven by neutral dynamics. The proposed framework can be generalized to consider other important biological mechanisms that may play an important role in the speciation processes such as horizontal gene transfer, optimization of the use of resources and the effect of environmental fluctuations. We plan to investigate these aspects in future works.
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V. APPENDIX A: WRITE-FISHER-EXPLICIT RESOURCE MODEL

We studied the same dynamics as described by eq. 3 also by means of numerical simulations of a Wright-Fisher-like model, with fixed population size $N$ and non-

![Figure 4. Numerical integrations of the mesoscopic equation (Eq. 4) with $\Omega = 1$, $w_c = 0.15$, $b = 1$, $d = 1$ and $\delta = 1$. Both $x \in [0,1]$ and $y \in [0,1]$ with periodic boundary conditions.](image)
overlapping generations [23]. Within this dynamics, we modeled the competition for the resources in an explicit way, by representing the resources as a second population of fixed finite size, made of entities with the same structural properties of the individuals in the population (that is, they take the form of binary strings or of single real variables depending on which of these representations is chosen). In our simulations, we can divide the evolution from a generation to the next one in two steps: selection and replication. Each item being tested at the step of selection will have to find a resource compatible with its characteristics, that is, similar too it up to a given maximum discrepancy threshold. Limitation of resources is modeled as it follows: for every possible resource type there is an equal limited set of copies; if an individuals uses a resource when it is selected, that resource will not be available for the others individuals in that generation.

Each simulation proceeds as follows. First, given a population and a resource pool, we extract with uniform probability one random individual and one resource item; if they are compatible with each other, they are removed from their own starting sets, and the individual is added to a pool of selected ones. If they are not compatible, they are reinserted in their respective living communities. This procedure is repeated until an exit condition becomes satisfied, being it the fact that all the individuals in the community have been selected or that the procedure has reached a fixed number of iterations N trials. Once that a selected pool of individuals has been identified, all the remaining ones are discarded, and a new generation is built up by picking at random from the selected entities with uniform probability; the selected items are replicated with mutations, aimed to mimic the genetic drift, until the new population reaches the same size N.

The whole procedure is repeated for a fixed number of generation N gen. Our simulations (Figure 5) exhibit the same qualitative behavior observed in the Gillespie simulations (Figure 2) and the numerical integrations of eq. 3 (Figure 4). This simulation scheme has the advantage of being computationally faster than Gillespie simulations, since it does not require to calculate explicitly pair interactions among all individuals. However, it entails a more difficult mathematical analysis.

VI. APPENDIX B: PHENOMENOLOGICAL DESCRIPTION OF THE MODEL

Equation 3 can be derived explicitly starting from the definition of the microscopic processes occurring in the dynamics [4, 23]. Here we show how to obtain an equivalent equation for a slightly simplified case. We focus on a population whose individual’s phenotypes are represented by single real valued variables x, and consider the evolution under the effect of asexual reproduction, competition for resources, mutations and demographic stochasticity. As before, φ(x, t) is the population density function of individuals x at time t. It is useful to write it as

\[
\phi(x, t) = \frac{1}{\Omega} \sum_{i=1}^{N(t)} \delta(x - x_i)
\]

where N(t) is the number of individuals present at time t and Ω is the characteristic size of the system. In this view, the birth/death of an individual with phenotype x’ corresponds to adding/subtracting to the density of a Dirac delta centred on x’. The microscopic transition rates defining the probability of birth and death of an individual x’ can be written as

\[
W(\phi(x) \rightarrow \phi(x) + \frac{1}{\Omega} \delta(x - x')) = b \Omega \phi(x') \mathcal{M}(x - x')
\]

\[
W(\phi(x) \rightarrow \phi(x) - \frac{1}{\Omega} \delta(x - x')) = d \Omega \phi(x') \delta(x - x') \times \int dz \phi(z) \mathcal{K}_c(z - x')
\]

The first rate states that the probability of birth of an individual x’ is proportional to the density φ(x), modulated by a mutation kernel \(\mathcal{M}(x - x')\) centred on x’. We consider here mutation as Gaussian noise added to the parents phenotype x’, so that the mutation kernel takes the form:

\[
\mathcal{M}(x - y) = \frac{1}{\sqrt{2\pi(2D)}} e^{-\frac{(x-y)^2}{2(2D)}}
\]
At the same time, the second rate implies that the probability of death of an individual $x'$ is proportional to the product of the density $\phi(x')$ and the number of individuals similar to $x'$: $\int dx\, d\phi(z) K_c(z-x')$, where $K_c(z-x')$ is the competition kernel. We can now write a Master Equation (ME) for the evolution of the probability density $P(\phi(x), t)$:

$$\partial_t P(\phi(x), t) =$$

$$\int dx' W(\phi(x) + \frac{1}{\Omega} \delta(x-x') \rightarrow \phi(x)) P(\phi(x) + \frac{1}{\Omega} \delta(x-x'), t)$$

$$+ \int dx' W(\phi(x) - \frac{1}{\Omega} \delta(x-x') \rightarrow \phi(x)) P(\phi(x) - \frac{1}{\Omega} \delta(x-x'), t)$$

$$- \int dx' W(\phi(x) \rightarrow \phi(x) + \frac{1}{\Omega} \delta(x-x')) P(\phi(x), t)$$

$$- \int dx' W(\phi(x) \rightarrow \phi(x) - \frac{1}{\Omega} \delta(x-x')) P(\phi(x), t).$$

Introducing the step operators $\Delta^+_x$ and $\Delta^-_x$, whose action on a generic functional $F(\phi(x))$ is defined as:

$$\Delta^+_x f[\phi(x)] = f[\phi(x) + \frac{1}{\Omega} \delta(x-x')]$$

the ME takes the form:

$$\partial_t P(\phi(x), t) =$$

$$\int dx'(\Delta^-_x - 1) \left(W(\phi(x) \rightarrow \phi(x) + \frac{1}{\Omega} \delta(x-x')) P(\phi(x), t)\right)$$

$$+ \int dx'(\Delta^+_x - 1) \left(W(\phi(x) \rightarrow \phi(x) - \frac{1}{\Omega} \delta(x-x')) P(\phi(x), t)\right)$$

We can now perform a system size expansion on the step operators, which can be viewed as a functional variant of the Kramers-Moyal expansion, valid in the large population regime:

$$\Delta^\pm_x = 1 \pm \frac{1}{\Omega} \frac{\delta}{\delta \phi(x)} + \frac{1}{2 \Omega^2} \frac{\delta^2}{\delta \phi^2(x')} + O \left(\frac{1}{\Omega^3}\right),$$

where $\delta/\delta(x)$ denotes a functional differentiation. By inserting into Eq.\[12\] the expansion given by Eq.\[13\] truncated at the second order, we obtain the Fokker-Plank equation (FPE):

$$\partial_t P(\phi(x), t) \approx$$

$$- \int dx' \frac{\delta}{\delta \phi(x)} \left[\frac{1}{\Omega} P(\phi(x), t) \left(W(\phi(x) \rightarrow \phi(x) + \frac{1}{\Omega} \delta(x-x')) - W(\phi(x) \rightarrow \phi(x) - \frac{1}{\Omega} \delta(x-x'))\right)\right]$$

$$+ \frac{1}{2} \int dx' \frac{\delta^2}{\delta \phi^2(x')} \left[\frac{1}{\Omega^2} P(\phi(x), t) \left(W(\phi(x) \rightarrow \phi(x) + \frac{1}{\Omega} \delta(x-x')) - W(\phi(x) \rightarrow \phi(x) - \frac{1}{\Omega} \delta(x-x'))\right)\right]$$

which in turn can be mapped into the Langevin equation

$$\partial_t \phi(x, t) =$$

$$\int dx' \frac{1}{\Omega} \left(\frac{\phi(x) - \delta(x-x')}{\Omega} \rightarrow \phi(x) + \frac{1}{\Omega} \delta(x-x')\right) -$$

$$\int dx' \frac{1}{\Omega} \left(\frac{\phi(x) - \delta(x-x')}{\Omega} \rightarrow \phi(x) - \frac{1}{\Omega} \delta(x-x')\right) +$$

$$\int dx' \sqrt{\frac{1}{\Omega^2} \left(W(\phi(x) \rightarrow \phi(x) + \frac{1}{\Omega} \delta(x-x')) + W(\phi(x) \rightarrow \phi(x) - \frac{1}{\Omega} \delta(x-x'))\right)} \cdot \xi(x, t).$$

$\xi(x, t)$ is a Gaussian zero-mean white noise with correlation function $\langle \xi(x, t)\xi(x', t') \rangle = \delta(x-x')\delta(t-t')$. Using the explicit form of the transition rates $\Omega$, Eq.\[15\] becomes:

$$\partial_t \phi(x, t) = b \int dx' \phi(x') M(x-x')$$

$$- d \phi(x, t) \int dx' \phi(x', t) K_c(x'-x)$$

$$+ \sqrt{\frac{\phi(x, t)}{\sqrt{\Omega}}} \sqrt{b + d \int dx'' \phi(x'', t) K_c(x''-x)} \cdot \xi(x, t).$$

For small enough values of the mutation parameter $D$ we can approximate the expression of the birth term as

$$b \int dy \, \phi(y) M(x-y) = b \int dx' \left[\phi(x') + (x'-x)\phi'(x') + \frac{1}{2} (x'-x)^2 \phi''(x') + \ldots\right] e^{\frac{(x-x')^2}{2D}}$$

$$\approx b \phi(x) + b D \frac{\partial^2 \phi(x)}{\partial x^2}.\quad(17)$$

Finally, approximating the demographic-noise term, we obtain to the equation:

$$\frac{\partial \phi(x, t)}{\partial t} = b \phi(x, t) - d \phi(x, t) \int dx' \phi(x', t) K_c(x'-x)$$

$$+ D \frac{\partial^2 \phi(x)}{\partial x^2} + \frac{1}{\sqrt{\Omega}} \sqrt{\phi(x, t)} \cdot \xi(x, t).\quad(18)$$

It is now possible to see how Eq.\[18\] is just an extension of Eq.\[18\] by the only trait set $x$, while mutation, asexual reproduction and demographic noise affects both characters.
We do not discuss here other mechanisms such as parapatric and paripatric speciation, as they can be viewed as subforms of the other ones.
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