Improved Simulation of Arctic Circumpolar Land Area Snow Properties and Soil Temperatures
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The impact of high latitude climate warming on Arctic snow cover and its insulating properties has key implications for the surface and soil energy balance. Few studies have investigated specific trends in Arctic snowpack properties because there is a lack of long-term in situ observations and current detailed snow models fail to represent the main traits of Arctic snowpacks. This results in high uncertainty in modeling snow feedbacks on ground thermal regime due to induced changes in snow insulation. To better simulate Arctic snow structure and snow thermal properties, we implemented new parameterizations of several snow physical processes—including the effect of Arctic low vegetation and wind on snowpack—in the Crocus detailed snowpack model. Significant improvements compared to standard Crocus snow simulations and ERA-Interim (ERAi) reanalysis snow outputs were observed for a large set of in-situ snow data over Siberia and North America. Arctic Crocus simulations produced improved Arctic snow density profiles over the initial Crocus version, leading to a soil surface temperature bias of −0.5 K with RMSE of 2.5 K. We performed Crocus simulations over the past 39 years (1979–2018) for circumpolar taiga (open forest) and pan-Arctic areas at a resolution of 0.5°, driven by ERAi meteorological data. Snowpack properties over that period feature significant increase in spring snow bulk density (mainly in May and June), a downward trend in snow cover duration and an upward trend in wet snow (mainly in spring and fall). The pan-Arctic maximum snow water equivalent shows a decrease of −0.33 cm dec−1. With the ERAi air temperature trend of +0.84 K dec−1 featuring Arctic winter warming, these snow property changes have led to an upward trend in soil surface temperature (Tss) at a rate of +0.41 K dec−1 in winter. We show that the implemented snowpack property changes increased the Tss trend by 36% compared to the standard simulation. Winter induced changes in Tss led to a significant increase of 16% (4 cm dec−1) in the estimated active layer thickness (ALT) over the past 39 years. An increase in ALT could have a significant impact on permafrost evolution, Arctic erosion and hydrology.

Keywords: arctic snowpack physical properties, soil temperature, active layer deepening, snow - vegetation interactions, snow modeling, impact of warming arctic on snowpack
INTRODUCTION

Snow plays a crucial role in the climate system. Snow cover on the ground can increase average surface albedo from 30 to 50% (Cohen and Rind, 1991) and, by its insulation effects, exerts a strong influence on soil temperatures (Meredith et al., 2019). Snowpack thus affects the total energy balance at the Earth’s surface (Stocker et al., 2013), and its seasonality has a strong impact on the climate system. The evolution of the climate system observed in recent decades (Portner et al., 2019; Mudryk et al., 2018; Mudryk et al., 2020a; Mudryk et al., 2020b) implied a decrease in the extent of the snow cover; Mudryk et al. (2018) showed that this decrease can be directly related to the increase in surface temperatures, and future climate change will very likely generate the same trend (Callaghan et al., 2011; Brutel-Vuillet et al., 2013; Portner et al., 2019). These trends are more pronounced in high northern latitudes where warming is stronger (Screen and Simmonds, 2010; Overland et al., 2019) owing to a variety of strong positive feedbacks (Serreze and Barry, 2011). Pulliainen et al. (2020) showed that over the last 40 years, while snow mass has decreased by 4% per decade across North America, the trend has remained negligible across Eurasia. Both continents exhibit high regional variability, mainly driven by variable regional warming and precipitation rates. The positive feedback effects of increased snow fall can counter the negative feedback effect of warming. Climate models typically show little change or decrease annual maximum snow water equivalent (SWE) over higher latitudes in response to warming as the influence of a shorter snow cover season is offset by increases in winter snowfall (Räisänen, 2008; Brown and Mote, 2009). However, few studies have analyzed the spatial and temporal evolution of snowpack properties occurring in response to the observed trends in SWE and snow cover duration. Particularly over higher latitudes, snowpack thermal properties exert a major influence on the ground thermal regime (Royer et al., 2021).

It appears that most current snow evolution models fail to represent some main traits of Arctic snowpacks, including highly sophisticated multilayered snow models such as the French Crocus or the Swiss SNOWPACK models. In these models, several important uncertainties arise in their representation of wind-induced densification, the effect of low vegetation (dwarf shrubs, sedges) on snow compaction and metamorphosis, snowpack thermal conductivity and water vapor flux transfer within the snowpack. These five critical processes in Arctic snowpacks are closely interrelated and directly linked to climatic and soil conditions. Barrere et al. (2017) found significant errors in the simulations of vertical density profiles using the Crocus snow model. The simulated snow density at the bottom layer of the snowpack appears too high because it is generated by snow settling. Also, the density at the top layer is too low relative to observations, since the Crocus model underestimates the effect of wind forming high-density surface layers, known as wind slabs. The density, microstructure (grain size) and thermal conductivity of the vertical structure of Arctic snow cover do not appear to be well parametrized, given that neither water vapor fluxes from the ground, nor snow-low vegetation interactions are represented. Both of these effects lead to low density at the bottom (Sturm and Benson, 1997; Derksen et al., 2014; Domine et al., 2018; Domine et al., 2019). Heat and moisture exchanges between the atmosphere and the ground through the snow are mainly governed by the snowpack’s temperature gradient. This alters the conditions of snow metamorphism, which may lead to the formation of large snow crystals known as depth hoar, mostly at the base of the snowpack (Colbeck et al., 1993; Sturm and Benson, 1997; Domine et al., 2016b). These depth hoar layers form under large temperature gradients that drive large upward water vapor fluxes. These layers are responsible for most of the thermal insulation properties of snowpacks in the Arctic (Zhang et al., 1996). The temperature gradient, especially at the beginning of the snow season, is affected by soil moisture, as greater moisture maintains the soil at 0 °C longer, allowing large temperature gradients to persist and favoring depth hoar formations (Domine et al., 2018). The water vapor transport was not addressed since thermally-induced vertical diffusion and convection of water vapor is numerically and mathematically challenging and was not physically modeled (see Jafari et al., 2020; Fourteau et al., 2021).

Vegetation characteristics also affect snow properties. Dwarf shrubs or sedges enhance snow depth through trapping effects, which modify the thermal gradient (e.g., Sturm et al., 2001; Marsh et al., 2010; Paradis et al., 2016; Busseau et al., 2017). Basal intertwined twigs within the snowpack can preserve voids within the aerated layer. Protected from wind erosion and compaction, these lead to increased temperature gradients. Heat exchanges conducted through twigs could also enhance snow metamorphism (Sturm and Holmgren, 1994). All these conditions promote the development of depth hoar within the basal layers of the snowpack (Sturm et al., 2001; Domine et al., 2016a; Gouttevin et al., 2018; Royer et al., 2021).

Lastly, the insulating power of the snowpack on the underlying ground is linked to the effective thermal snow conductivity profile $\kappa_{eff}$ and to snow depth. This parameter is difficult to measure (i.e., Calonne et al., 2011; Riche and Schneebeli, 2013; Calonne et al., 2014). It can be estimated by statistical models, mainly as function of density (e.g., Yen, 1981; Sturm et al., 1997; Domine et al., 2011), and that may include an anisotropy parameter (Löwe et al., 2013). However, these models are not always able to account for changes in metamorphism and snow microstructure and are another source of uncertainties (Calonne et al., 2014).

The challenge here is thus to know if, in general, the combined effects of wind slabs and changes in snow microstructure due to low vegetation will lead to increased or decreased snow cover insulation and therefore to ground warming or cooling. We hypothesize that a modification that simplifies a detailed multilayered snow model will change bulk snow thermal conductivity estimates, resulting in an improved evolution of the soil temperature (Sturm et al., 1997; Zhang, 2005; Domine et al., 2016b; Domine et al., 2019; Barrere et al., 2017; Gouttevin et al., 2018).

The objective of this paper is to propose simplified adaptations to a multilayered snow evolution model and to quantify the thermal impact of snow cover variability on ground temperature,
induced by 39 years of climate changes. In this study, we modified the proven and reliable SURFEX-Crocus snowpack evolution model developed for the Alpine snowpack (Vionnet et al., 2012). The model modifications were focused on snow physical processes related to wind, as proposed by Barrere et al. (2017), and to vegetation effects on snowpack, as proposed by Gouttevin et al. (2018). We then assessed how a more realistic snow vertical stratigraphy affects soil temperature simulations in Arctic. Using this improved snow model, we investigated how climate evolution with a significant warming observed over the past 39 years, impacts Arctic snow cover. We then analyzed the induced changes in soil temperature and active layer thickness trends.

DATA AND METHODS

Data
The locations of the in-situ data used to evaluate our simulations with the improved parametrization of the SURFEX-Crocus snow model are shown in Figure 1. They combine snow cover observations (datasets from Brown et al., 2019 Bulygina et al., 2011 and references sites described in Table 1) and soil temperature observations (datasets from multiple sources described in Table 2). We distinguish the Arctic region, defined as the area above the treeline, from the subarctic taiga region, defined here as the open forest area (maximum 40% forest cover). Both Arctic and open forest areas combined constitute the pan-Arctic area. For the evaluation, we filtered the observations by excluding the sites with an elevation difference of more than 100 m between the elevation model used in Crocus simulations (Global DEM, 1996) and the elevation of the measurement site. For snow cover observations, this resulted in a total of 119 sites in Canada, with 10 sites above the treeline, and 80 sites in Siberia, with 27 above the treeline. For soil temperature observations, we ended up with 10 sites in North America, including six above the treeline, and 23 sites in Siberia, including three above the treeline (Figure 1).
soil temperature from different sources are also used in this study and Vargel et al. (2020) Barrere and Domine (2017) Boike (2017), Boike et al. (2018).

TABLE 1 | Description and data availability at the four reference sites.

| Station                 | Cambridge Bay | Trail Valley Creek | Bylot Island | Samoylov |
|-------------------------|---------------|--------------------|--------------|----------|
| Latitude (N)            | 69.13°        | 68.74°             | 73.15°       | 72°      |
| Longitude (E)           | −104.96°      | −133.5°            | −80°         | 126°     |
| Snow density profile    | X             | X                  | X            | —        |
| Snow SSA profile        | X             | X                  | X            | —        |
| Snow thermal conductivity| X             | X                  | X            | X        |
| Continuous snow depth   | —             | X                  | X            | X        |
| Winters or periods with measurements | 2015–2016, 2016–2017, 2016–2017, 2017–2018 | 2017–2018 (point data) and 01/2017–12/2018 (continuous data) | 2013–2014, 2014–2015 and 2015–2016–2017 (point data) and 08/2013–08/2015 (continuous data) | 2012–2013 (point data) and 1998–2017 (continuous data) |
| Total number of snow pits | 139           | 31                 | 48           | 4        |

References: This study and Vargel et al. (2020) and Barrere and Domine (2017) Boike (2017), Boike et al. (2018).

TABLE 2 | Global soil temperature datasets description.

| Station/ network | Location | Period of available data | Measurement depth (cm) | References |
|------------------|----------|--------------------------|------------------------|------------|
| Bylot Island     | 73.15°N, −133.5°W | 01/08/2013 to 30/06/2015 | −5, −10, −15          | Barrere and Domine (2017) |
| Inuvik           | 68.43°N, −133.33°W | 24/06/1994 to 12/08/2012 | −5        | Environment and Climate Change Canada (2015) |
| Trail Valley Creek | 68.74°N, −133.5°W | 01/01/2017 to 21/04/2018 | −10, −20, −30, −50, −104 | Wilfrid-Laurier University (2019) |
| Daring Lake      | 64.52°N, −111.54°W | 01/05/2005 to 31/06/2013 | −5        | Environment and Climate Change Canada (2015) |
| Salult           | 61.87°N, −75.23°W | Between August 2002 and June 2008 to May or October 2012 (according to the depth) | −2, −5, −10, −20, −25, −50, −75, −125, −175, −250, −400 | Centre d’Études Norduques (2015) USDA (2019) |
| SCAN             | Alaska (17 stations) | Since 2002 (5 stations), since 2012 (2 stations), since 2013 (2 stations), since 2014 (5 stations), since 2015 (1 station) and since 2018 (2 stations) | −2, −4, −8, −20, −40 | USDA (2019) |
| North Slope      | 70.27°N, −148.88°W | 08/09/2008 to 13/09/2011 | −5        | University of Alaska Fairbanks (2015), RIHMI-WDC (2019) |
| RIHMI-WDC        | Russia (400 stations) | The earlier start in 1963 to 31/12/2015 | −2, −5, −10, −15, −20, −40, −60, −80, −120, −160, −240, −320 | RIHMI-WDC (2019) |
| Samoylov         | 72°N, 126°E | 01/08/1998 to 21/09/2017 | −5, −10, −30, −40, −51 | Boike et al. (2018) |

Reference Sites for Snow Observations
To evaluate the model, we used a set of detailed observations from four different reference stations with detailed snow measurements (Table 1). Three stations are located in northern Canada (Trail Valley Creek, Cambridge Bay and Bylot Island) and one in northern Siberia (Samoylov). At all these stations, detailed and spatially dispersed snow profiles are available during the winter, with measurements of snow properties (density, temperature, specific surface area (SSA) and thermal conductivity; Table 1). We also used continuous measurements of snow depth at Bylot Island and Samoylov.

Global Observations
Continuous multi-year in-situ observations of snow cover and soil temperature from different sources are also used in this study (Figure 1; Table 2). The first source of snow cover observations is from Environment and Climate Change Canada (Brown et al., 2019). This dataset includes snow depth, SWE and snow bulk density observations from 1951 to 2016. Observations are provided biweekly. The second source of data is the Russian Research Institute for Hydrometeorological Information – World Data Center (RIHMI-WDC, http://meteo.ru/). It is composed of 517 measurement stations over Russia (Bulygina et al., 2011; Brun et al., 2013). This dataset provides snow depth, snow water equivalent and snow density measurements since 1966, recorded every 10 days in winter and every 5 days during intense snow melt periods.

The soil temperature observations are from multiple sources (Table 2). In Canada, we used data from five different research stations (Bylot Island, Inuvik, Trail Valley Creek, Daring Lake, and Salluit). In Alaska, we used data from the SCAN network (17 stations) and North Slope station. In Siberia, we used data from the RIHMI-WDC for 400 stations, in addition to detailed Samoylov data.
TABLE 3 | Summary of modified parametrizations in the “Arctic Crocus” (AC) simulations.

| Changed setting                      | Parameterization content                                      | Name of parametrization |
|--------------------------------------|---------------------------------------------------------------|-------------------------|
| Fresh snow density                   | Doubled effect of wind on fresh snow density                  | Wind effect             |
| Wind compaction                      | Tripled effect of wind on snowpack density                    |                         |
| Maximum density impacted by wind     | Maximum density impacted by wind raised to 600 kg m$^{-3}$     |                         |
| Vegetation height                    | Wind compaction deactivated and snow viscosity increased at heights below the basal vegetation height | Vegetation effect       |
| Thermal conductivity of snow         | Thermal conductivity of snow from Sturm et al. (1997)          | Sturm97                 |

**SURFEX/ISBA-Crocus Configuration**

We used the Météo-France SURFEX/ISBA-Crocus V8.1 multi-layered snowpack model (Vionnet et al., 2012), which uses the optical diameter (physically linked to SSA) of snow grain as a prognostic variable (Carmagnola et al., 2014). The evolution of the snowpack depends on energy and mass transfer between the atmosphere and the snow cover and between the snow cover and the ground below. The interaction between the Soil Biosphere and Atmosphere model (ISBA) within the SURface EXternalisée modeling platform (SURFEX-ISBA) allows Crocus to interact with a detailed layered ground. In our simulations, ground from 0 to 12 m deep was divided into 14 constant layers. We chose to use ERA-Interim (ERAi) meteorological reanalysis data (Berrisford et al., 2011; Dee et al., 2011) from the European Center for Medium-Range Weather Forecast (ECMWF) as meteorological forcing for our simulations over the period they were available, 1979–2018.

**Experimental Design and Evaluation Methodology**

To better reproduce the observed Arctic snowpack characteristics, we implemented new simplified parameterizations of several physical and phenomenological processes, described in detail below and summarized in Table 3. We then describe the methodology for evaluating the modified Crocus AC compared to the standard Crocus version (Crocus Std) and for analyzing the impacts of these changes on the sub-snow soil temperature.

**Experimental Design**

The implemented parameterizations for simulations of improved Arctic snow density stratification were suggested by Barrere et al. (2017) and Gouttevin et al. (2018). Five physical processes, which are well described in these references, were changed. These include modifications in fresh snow density parametrization; changes to wind-induced compaction; a new limit of the density impacted by the wind; settings of simplified snow-vegetation interaction and a modified density-based parametrization for snow thermal conductivity.

- Fresh snow density: Crocus adds fresh snow to the snowpack during snowfalls. The physical properties of this new snow depend on near-surface meteorological conditions, following Eq. 1 (Vionnet et al., 2012).

\[
\rho_{new} = \max\left(50, a_p + b_p\left(T_a - T_{fus}\right) + c_p U^3\right) \tag{1}
\]

The fresh snow density (\(\rho_{new}\)) is systematically higher than 50 kg m$^{-3}$ and is driven by air temperature (\(T_a\)) and wind speed (\(U\)) following Eq. 1, where \(T_{fus}\) is the water melting temperature, \(a_p = 109\) kg m$^{-3}$, \(b_p = 6\) kg m$^{-3}$ K$^{-1}$ and \(c_p = 26\) kg m$^{-3/2}$ s$^{-1/2}$.

Assuming the wind effect is underestimated in Crocus simulations for the Arctic region, we tested different factors to increase \(c_p\). The best compromise that optimizes surface layer density for the four reference sites (Table 1) is to double \(c_p\), allowing us to decrease the RMSE for all density layers from 86.5% of the mean observation value to 63.4% and the mean bias from 15.3 to 9.6%.

- Wind compaction: Snowpack density (\(\rho\)) is increased by wind compaction and drifting snow processes. This compaction depends on the vertical location of the snow layer. For each surface snow layer \(i\), the densification by wind compaction follows Eqss 2, 3:

\[
\frac{\partial \rho_i}{\partial t} = \frac{\rho_{max} - \rho_i}{\tau_i} \tag{2}
\]

\[
\tau_i = \frac{\Gamma_{\text{drift}}}{\text{WindEff}} \tag{3}
\]

where \(t\) is the time in hours, \(\rho_{max} = 350\) kg m$^{-3}$, the maximum density impacted by wind, and \(\tau_i\) is the time characteristic for snow grain change under wind transport given by Eq 3. \(r\) is empirically set to 48 h, \(\Gamma_{\text{drift}}\) represents the grain driftability with an exponential decay function of the depth of the snow layer and WindEff is an empirical coefficient on wind effect set to 1 in the standard version of Crocus.

As with fresh snow density, we observed that wind compaction effect on snow density is underestimated in the standard version of Crocus, and we tested different values for WindEff. The best results for the reference sites (Table 1) were obtained when this parameter is set to 3, with RMSE in density layers decreasing from 73.9 to 63.4% and a decrease in mean bias from 11.2 to 9.6%, for Std and AC simulations, respectively.
Maximum density impacted by wind: Equation 2 uses the parameter $\rho_{\text{max}}$ set to 350 kg m$^{-3}$, which is insufficient in Arctic conditions, as shown by Domine et al. (2019). In Cambridge Bay and in Trail Valley Creek, the measured surface density is generally higher than 350 kg m$^{-3}$ (Derkson et al., 2014; Rutter et al., 2019; Vargel et al., 2020). We therefore relaxed this constraint from the standard version of Crocus by setting $\rho_{\text{max}}$ to 600 kg m$^{-3}$. Often, the simulated density was actually lower.

Vegetation height: Arctic snowpacks usually exhibit a specific strong density stratification. Due to the strong wind conditions that are common in Arctic regions, hard wind slabs form on the top of the snowpack. At the bottom of the snowpack however, the presence of shrubs or other basal vegetation may act as a trap that prevents wind erosion and wind compaction from increasing the density of snow (Domine et al., 2016a). Furthermore, depth hoar snow type, with a low density, develops at the bottom when there is a high temperature gradient between the cold atmosphere and the warmer soil, which typically occurs in Arctic and open forest conditions over most of the winter (Akitaya, 1967; Akitaya, 1975; Marbouty, 1980). An important water vapor flux is induced which leads to the formation of large, cup shape crystals (Sturm and Benson 1997). It also leads to an upwards migration of water vapor within the snowpack, contributing to lower snow densities close to the snow-ground interface. In Crocus AC, we relied solely on the vegetation trapping effect, which has the same effect on density profiles (but not grain size), to simulate realistic snow density profiles, following Gouttevin et al. (2018). To account for this effect, the proposed approach is to deactivate wind compaction and increase snow viscosity under the vegetation. We therefore needed to prescribe a mean basal vegetation height as an input for Crocus simulations, that was considered constant. We used the Ecoclimap database (Masson et al., 2003) to compute such a variable, picking only the Arctic vegetation types. Figure 2 shows the resulting vegetation height over our study area, used to compute snow processes. A first order comparison with some pictures taken in summer at the four reference sites (Trail Valley Creek (Grünberg and Boike, 2019), Cambridge Bay, Bylot Island and Saymolov) and an ancillary bioclimatic Arctic vegetation map (Raynolds et al., 2019) showed satisfactory concordance between the calculated values and actual vegetation height observations.

Thermal conductivity of snow: In the Std parametrization of Crocus, the thermal conductivity of snow is computed as a function of density according to Yen (1981). Calonne et al. (2011) showed that the Sturm et al. (1997) formulation exhibits better results for Arctic snow. We hence implemented in AC the Sturm et al. (1997) snow thermal conductivity formulation (Eq 4):

$$
\begin{align*}
    k_{\text{eff}} &= 0.138 - 1.01\rho + 3.233\rho^2, \quad 0.156 \leq \rho \leq 0.6 \\
    k_{\text{eff}} &= 0.023 + 0.234\rho, \quad \rho < 0.156
\end{align*}
$$

where $\rho$ is the snow density in g cm$^{-3}$ and $k_{\text{eff}}$, the snow thermal conductivity in W m$^{-1}$ K$^{-1}$.

The simulations with the modified model are here after named Arctic Crocus (AC) simulations and compared to standard Crocus (Std) simulations.

**Evaluation Methodology**

From four different reference Arctic sites (Table 1), we first evaluated and optimized our proposed model adaptations in the modified Crocus model (Crocus AC) against a set of in-situ detailed stratigraphy observations of snow microstructure, defined by density and grain specific surface area (SSA) profiles. As the scarcity of detailed snow stratigraphies limits spatial and temporal validation, the optimized adaptations were then analyzed with bulk parameters, such as bulk density and snow depth, over a significantly larger set of snow survey data. Even if improved bulk density does not necessarily mean a better density profile and the implied changes in soil temperature, the aim of this experiment was also to compare soil...
temperature simulations from Crocus AC and Std models with in-situ measurements.

In a third part, we looked at the temporal evolution of snow and soil properties through yearly and monthly trend calculations for the 39 years of simulation and averaged over both considered areas: taiga (open forest zone) and Arctic zone (above tree line) (see Figure 1). However, because the implemented modifications in snow physical processes were optimized for Arctic snow, we restrict the results analysis to the Arctic zone. For density evolution analysis, we used both bulk values for the whole snowpack, and for the snowpack split into two layers. The bottom layer value was defined as the bulk density value for the snow between the ground and 50% of the snow height, and the top layer value was defined as the bulk density value for the snow above 50% of the snow height.

In order to assess the impact of changes in Arctic snow properties on soil temperature, we compared the results from the two versions, using unmodified Crocus (Crocus Std) as reference runs and Crocus AC with the modified Arctic snow properties. No other factors were changed. The changes in snow water equivalent (SWE), soil temperature and active layer thickness trends were assessed.

In the discussion, we performed a specific analysis to better quantify the direct effect of snowpack changes on ground temperature (at the surface below the snow and at −1.25 m depth). We compared Crocus AC runs with control AC simulations forced with prescribed constant snowpack over the 39 years at the Samoylov site in Siberia. This experiment highlights the cumulative effect of snow variability on ground temperature over the analysis period (AC runs) in relation to the impact of constant snowpack (control AC runs).

Lastly in the discussion section, we compared snow and soil temperature trends from Crocus AC simulations with ERA-Interim outputs and with literature analysis (SWE trends).

**RESULTS**

**Model Improvement Analysis**

**Snow Evaluation Using In-Situ Data**

The greatest improvements are observed for Arctic snow layer density and snow depth using the modified Arctic Crocus snow parametrization. Figure 3A illustrates the wind and vegetation effect on snow density stratigraphy. The modifications related to wind allow the top of the snowpack to reach higher density values that are closer to the observations (above 350 kg m\(^{-3}\)). Increasing the maximum density reached by drifting snow helps to reduce the underestimation in upper layers simulated by Crocus Std. and adaptations related to vegetation allows the bottom density of the snowpack to reach lower density values (between 200 and 300 kg m\(^{-3}\)). This mimics the behavior of low depth hoar layer density observed in Arctic areas (Sturm and Benson, 1997; Domine et al., 2018), as discussed in detail by Gouttevin et al. (2018). Note that shallow layers (10–15 cm) of low-density (150 kg m\(^{-3}\)) on top snowpack were simulated, that could result from time distribution of reanalysis precipitation adjusted to match with Crocus simulation time step. Such an “Arctic drizzle” effect in the reanalysis could lead to continuous small precipitation amounts that keeps a low-density fresh snow at the surface layer.
TABLE 5 | RMSE and mean bias obtained with the simulations using the Arctic parametrization (AC) of Crocus compared to the standard parametrization (Std) for the above treeline area (Arctic) and open forest area (taiga). Best results are highlighted in bold.

|                      | RMSE          | Mean bias  | Number of observations |
|----------------------|---------------|------------|------------------------|
|                      | AC            | Std        | AC                     | Std    |               |
| Above treeline       |               |            |                        |        |               |
| Snow density (kg m\(^{-3}\)) | 67.3          | 82.8       | 8.0                    | -45.9  | 5,420       |
| Snow depth (cm)      | 14.0          | 18.2       | 3.2                    | 6.7    | 21,020      |
| Soil temperature (K) | 2.5           | 2.7        | 0.4                    | 0.5    | 7,597       |
| Open forest          |               |            |                        |        |               |
| Snow density (kg m\(^{-3}\)) | 75.1          | 49.6       | 54.9                   | 13.5   | 15,334      |
| Snow depth (cm)      | 19.1          | 16.2       | -16.8                  | -10.8  | 39,201      |
| Soil temperature (K) | 2.9           | 2.9        | 0.7                    | 0.2    | 19,620      |

For mean snow density compared at the four reference sites, the RMSE of AC simulations are better (~6%) than those of Std simulations but have a higher mean bias (Table 4). This observed high bias stems from significant error compensation with a positive bias at two sites (TVC and Bylot Island) and a negative bias for the two other sites (CB and Samoylov). The vertical profiles of grain size, which decreases from the large grain size at the bottom (SSA < 10 m\(^2\) kg\(^{-1}\)) to smaller grain size in the top layers (SSA > 20–25 m\(^2\) kg\(^{-1}\)) (Figure 3B), are also generally slightly improved with AC simulations. This is probably due to changes in wind effect over fresh snow and snow conductivity parametrization, which affect snow grain size. Snow grain size results agree with observations from Derksen et al. (2014), Barrere (2018), Vargel et al. (2020) and Royer et al. (2021).

Table 4 compares AC to Std simulations at the four reference sites (see Table 1) for snow density and snow depth variables. For the bulk density analysis, even if the absolute differences between simulations appears relatively low, the main finding is that the simulated Arctic snow density stratigraphy, higher density at the surface and lower density in the basal layers, fit better with the typical observed Arctic snowpack.

The model analysis in this section, based on a limited but detailed set of test sites over a short time period (Table 1), aims primarily to assess improvements in snowpack properties. The model evaluation for the whole period is presented in the next section and based on a much larger number of points spread over the entire study area.

Evaluation With Global and Long-Term Observations

To analyze the Crocus simulations, we also used different long-term continuous observations of snow cover properties (depth and density) and soil surface temperature (described in Global Observations and Table 2) for both Arctic and open forest areas. The AC parametrization allows better results than the Std parametrization above the treeline (Arctic area) for the three considered variables (Table 5). The mean density bias in the Arctic is 8.0 kg m\(^{-3}\), which represents 3% of the mean observation (268.5 kg m\(^{-3}\)). The total density RMSE is 67.3 kg m\(^{-3}\), which represents 25% of the mean observation. The mean snow depth bias in the Arctic is 3.2 cm, which represents 17% of the mean observation (19.1 cm). The relative improvements in Arctic snow depth are significant (~52% for bias and ~23% for RMSE). In open forest regions (subarctic area), Std simulations are better for snow density and snow depth (Table 5). The snow depth RMSE of 16.2 cm represents 84% of the mean observations. In the following (Evolution of Snow Properties and Soil Temperature Over the Past 39 years, Active Layer Thickness Trend and Discussion), the analysis will remain focused on the Arctic area, although the maps show the entire area.

For the simulated soil temperatures, both parametrizations show the same error, but one should note that there are fewer validation points in the Arctic for soil temperature measurements than for other variables. Overall, the AC simulations provide significantly improved results for Arctic snow cover properties when compared to Std simulations.

The spatial distribution of AC simulation deviations from in-situ measurements is shown in Figure 4 for snow bulk density and in Figure 5 for snow depth. The most significant errors in snow density bias (Figure 4A) and RMSE (Figure 4B) are all in the open forest region, primarily in Quebec, but with a few points in central Siberia and in Canada’s Northwest Territories.

The spatial distribution of snow depth bias (Figure 5A) and RMSE (Figure 5B) also shows higher deviation in the open forest area than in the Arctic, with an underestimation (negative bias) over Quebec, in eastern Canada. In contrast, we observed a slight positive bias in Siberia. Snow depth RMSE over Quebec is also higher than over Siberia. However, the high spatial variability of snow depth (Derksen et al., 2014; Brown et al., 2019) makes it very difficult to evaluate the model with representative statistics when comparing reanalysis-forced simulations to point observations.

The distribution of soil surface temperature bias shows contrasting behavior in Siberia, with a slight positive bias in its western region (0.2 K), while its eastern region shows more important overestimations in the simulations of up to 2.1 K. In North America, the errors are low. Overall, the mean Arctic soil surface temperature errors remains below 2.5 K using the AC simulations (Table 5).

In conclusion, as expected, this comparison of the simulations against in-situ measurements appears to show that the Arctic zone is where the results of the Arctic Crocus simulations are the best compared to the Std simulations (Table 5). In the following, we have therefore limited the analysis of snow and ground temperature evolution to the Arctic zone (above the treeline).
Evolution of Snow Properties and Soil Temperature Over the Past 39 years

Snow Cover Property Trends
For the period 1979 to 2018 over the Arctic zone, Figure 6 synthesizes the monthly evolution of the studied mean snow variables: snow depth (SD) (Figure 6A), snow cover duration (SCD) (Figure 6B), bottom layer density (Figure 6C), top layer density (Figure 6D), bulk density (Figure 6E) and percentage of days with liquid water content in snowpack (Figure 6F). Figure 7 illustrates the spatial distribution of the trends for selected variables and months. The Arctic snow depth trends are significant for the month of June (−0.11 cm year$^{-1}$) (Figure 6A), and very likely linked to snow melt during the warmest months. The observed significant decrease in SCD (Figure 6B) reflects an earlier spring melt (May and June) and a later accumulation in autumn (September and October) due to higher air temperatures (strong correlation coefficients between air temperature and SCD with R$^2$ up to −0.7, depending on the month). These results are in agreement with previous studies (see Brown et al., 2019; Portner et al., 2019; Mudryk et al., 2015; Mudryk et al., 2020a; Mudryk et al., 2020b).

We analyzed the snow melt trends by the number of days (%) with non-zero liquid water content values in the snowpack (Figure 6F). Results show a significant increase in the number of days with wet snowpack in the months of April, May and September. In spring, this increase can likely be explained by increased air temperature (correlations in May between LWC and Ta around 0.3), whereas for September, Ta and rainfall both explain this increase (correlations of 0.42 and 0.39, respectively).

More innovative is the trend analysis of the mean snowpack density (bulk) (Figure 6E). This included the top and bottom layers, which were computed by splitting the snowpack into two halves. Simulating a multi-layered snowpack allows us to separate the evolution of wind slab snow in the top layer from the bottom layer snow, which is mainly composed of depth hoar. Density trends show a significant statistical increase over the 95th percentile in spring (May) for top layer density (0.58 kg m$^{-3}$ year$^{-1}$) (Figure 6D) and bulk density (0.51 kg m$^{-3}$ year$^{-1}$) (Figure 6E) and fall periods for top layer density (September and October, respectively with rates of +0.45 kg m$^{-3}$ year$^{-1}$ and +0.34 kg m$^{-3}$ year$^{-1}$) (Figure 6D). Changes in top layer density, appearing mainly during melting and rainfall events, are not significant during cold months of the year. Such changes could have been inferred from changes in windspeed, modifying wind crusts occurrence or hardness. However, ERAI surface wind does not exhibit any significant change over the winters from 1979 to 2018 (Torralba et al., 2017), explaining the absence of significant changes in top-layer snow winter snow densities.
We also looked at the trend in winter maximum snow water equivalent (SWE\textsubscript{max}) reached in the Arctic each year over the 1979–2018 period. Based on the standard Crocus simulations, there is no statistically significant trend, while for AC simulations, SWE\textsubscript{max} follows a significant decreasing trend of $-0.33$ cm dec\textsuperscript{-1} ($p$-value of 0.05). This global negative trend agrees with available evidence suggesting that SWE\textsubscript{max} has decreased over pan-Arctic land areas over the past $\sim$20 years, despite the large uncertainty and variability in trend magnitude observed across regions (Park et al., 2013; Brown et al., 2017). This trend is discussed in the last section (SWE Trends Analysis) in the framework on SWE\textsubscript{max} trend analysis performed with other datasets using different models, reanalysis or observations.

In summary, the main finding here is that the Arctic snowpack change is strongly impacted by the spring, early summer and fall warming seen in ERAi data (see Figure 8), leading to a more pronounced melting period and consequently a significant increase in density, of the order of $5$ kg m\textsuperscript{-3} per decade in spring. Such increases were reported by Brown et al. (2019) based on in-situ measurements over Canada, but the amplitude was slightly higher, at $+6.6$ kg m\textsuperscript{-3} per decade. Increasing density has important consequences for the insulating potential of the snowpack, specifically the combined effect of reduced snow cover duration and of higher thermal conductivity of wet snow, and thus on the ground temperature regime, as discussed in the next section.

Spatial distributions of trends of all these parameters between 1979 and 2018 were analyzed, highlighting spatial variability. This is illustrated in Figure 7 for three cases: spatial distribution of snow depth trends in June (Figure 7A), top layer density trends in May (Figure 7B) and soil surface temperature in June (Figure 7C, discussed in next section). A large spatial variability in trend strength can be highlighted. Snow depth evolution in June shows a global decreasing trend with a repetition more marked decreasing trend over Eurasia above the treeline (Arctic region). The top layer density exhibits a stronger increase pattern in Eurasia compared to North America, in agreement with Park et al. (2013). It is likely that the increasing trend of snow melt and liquid precipitation in May (Figure 6F) drives the top layer density trend (Figure 7B) of the Arctic snowpack.

Soil Temperature Trends

The near-surface soil temperature (Tss, in the model at $-0.5$ cm depth), derived from the AC simulation was analyzed with
monthly trend in Figure 8 and spatial variability trend in June in Figure 7C. Figure 8A shows that the Tss trends significantly increase for each month over the Arctic area between 1979 and 2018. Tss increases according to air temperature warming (ERAi Ta) used as input for the simulations (Figure 8B). The highest Ta increase rates appear in November (1.21 K dec\(^{-1}\)) and in April (1.02 K dec\(^{-1}\)). However, Tss trends differ from Ta trends according to the season. Table 6 summarizes the trends derived from standard and Arctic Crocus simulations and compared to ERAi Ta outputs for the fall (September, October), the winter (November to March), the spring (April, May), the summer (June to August) and the annual period. Clearly, the winter AC Tss trend (+0.41 K dec\(^{-1}\)) is significantly higher than the Std trend (+0.32 K dec\(^{-1}\)) (Table 6). For each month from November to March, the relative change in Tss trend (AC-Std) is more pronounced during winter months (except for February, not explained). The relative differences are respectively of 53% (N), 59% (D), 59% (J), −6% (F), and 27% (M), with an overall winter relative difference of 38%. For the AC simulations, the strongest Tss increase rates are observed in March (+0.57 K dec\(^{-1}\)). Increases in insulation properties of snow could explain the simulated winter increase of ground-surface temperature under the snow. During the transition periods, two opposite snow effects occur depending on the snow amount and snow cover duration (SCD).

These modifications impact the ground temperature differently depending on the period. In the fall, a shorter SCD can cool the ground and offset an increased insulation effect. In the spring, a shorter SCD generally warms the ground (Park et al., 2015; Domine et al., 2019). Results show that both in fall and spring, Tss increase trends are stronger for AC simulation than that for Std, except for September (same trend of +0.34 K dec\(^{-1}\)) (Table 6). AC Tss trends are of +0.24, +0.54, +0.53 K dec\(^{-1}\) respectively for October, April and May, compared to +0.18, +0.43 and

**FIGURE 7 |** Spatial distribution of trends between 1979 and 2018 of snow depth in June (A), top layer density in May (B), and soil near surface temperature in June (C).
+0.47 for Std simulations. The analysis of the direct impact of snow on ground temperature is further assessed in the discussion. For the summer period (JJA), Tss trends for both Crocus versions and also for Ta trends are similar (0.4 K dec$^{-1}$) (Table 6). The global increase Tss trend shows significant spatial variability (Figure 7C for the month of June) with a stronger increase in Siberia, particularly in the northernmost Taimyr Peninsula in Central Siberia.

**Active Layer Thickness Trend**

High latitude warming leads to permafrost degradation by deepening the seasonally thawed soil surface layer above permafrost, defined as the “active layer”. Thawing of permafrost can lead to substantial changes in hydrologic, biogeophysical and ecosystem processes (Portner et al., 2019). The thawed active layer thickness (ALT) reached over a year is the result of summer soil temperature changes and winter snow cover property changes (Zhang, 2005). Moreover, expansion of tundra shrub cover (Myers-Smith et al., 2015; Paradis et al., 2016) linked to the summer air temperature increase alters the snow density and wetness with impacts on snow thermal conductivity (Domine et al., 2016a). Over time, the consequences of cumulative heat transfer in the soil from these effects could accelerate the soil warming and active layer thickening processes. The proposed new Arctic Crocus model allows us to better take into account snow and vegetation effects on soil temperature.

ISBA outputs provide a relatively detailed layered description of the soil (Masson et al., 2003; Le Moigne et al., 2009), enabling the estimation of the annual thawing ground layer thickness on top of frozen soil (permafrost). The continuous simulations over
39 years also allow us to analyze its dynamics over time. Here, ALT was computed as the maximum depth reached by the 0°C isotherm at the accuracy of the model layers’ nodes during the year starting in August and ending the following July. Despite the inherent uncertainty induced by the different thicknesses of the numerical soil layers in the Crocus model, the relative time evolution of this parameter can be used as a relevant index to analyze the cumulative effect of Arctic warming as well as snow cover change on ground thermal state including vegetation effects.

The estimated mean Active Layer Thickness (ALT) values over the whole Arctic area significantly increase from 94 to 109 cm (+16% over 39 years), with a mean trend of +4 cm per decade (p-value of 2.04 × 10<sup>-5</sup>, R<sup>2</sup> of 0.31) (Figure 9). The ALT trend from the Std Crocus simulations is not statistically significant (not shown). We compared our results with Circumpolar Active Layer Monitoring Network data (CALM, 2021) showing a relative Arctic-wide increasing trend derived from the same winter 1979–1980. The SWE maximum values over the years are thus constant in the Ctrl simulation compared to the AC simulation, with all other inputs the same (Figure 10C). Compared to available surface temperature (Tss) observations at this site over the winter period (DJFM), the AC simulated Tss values are closer (mean bias of 11.47 K) than the Std simulated values (mean bias of 13.64 K, not shown here). Ctrl simulated values, however, show better results compared to AC simulated values (mean bias of 7.93 K) (Figure 10A).

DISCUSSION

Effect of Snow on Soil Temperature Evolution

We analyzed the direct effect of snowpack changes on both soil surface temperatures under the snow and temperature at −1.25 m depth. For this purpose, we performed a control simulation with the AC model over the 39 years at the Samoylov site in Siberia by prescribing a constant snowpack (Ctrl simulation). We forced each day of the simulation with the corresponding AC snowpack simulation of this day-of-year derived from the same winter 1979–1980. The SWE maximum values over the years are thus constant in the Ctrl simulation, and are generally colder for the Ctrl simulation than for the AC simulation (Figure 10A).

For soil surface temperatures (Tss), the mean difference is Δ(Tss) (AC-Ctrl) = 3.52 ± 2.16 K, while, for temperatures at −1.25 m deep (T<sub>-1.25</sub>), the difference is higher: Δ(T<sub>-1.25</sub>) (AC-Ctrl) = 5.59 ± 1.39 K. These differences are explained by the effect of temporal variability in the snowpack properties. In general, for this case study, the higher the SWE, the lower the temperatures (Figure 10A), because the denser snowpack predicted by AC insulates the soil less than in the Ctrl simulation. Moreover, these differences in soil temperatures could also be explained by the differences in snow cover duration (SCD). Figure 10B shows the SCD difference between AC and Ctrl simulations over the period from March (year i-1) to March (year i), i.e., during the period between the preceding winter and the winter studied. We found that the mean AC SCD is slightly higher than that of Ctrl SCD: Δ(SCD) (AC-Ctrl) = 4.4 ± 11 days. As Tss decreases when SCD increases (not shown, significant correlation with R<sup>2</sup> = −0.26), the simulated longer AC SCD could lead to soil cooling, and partly counterbalance the soil warming observed for AC (Figure 10A) because of the higher simulated SWE at Samoylov.

Regarding the impact of warming air temperature over the last 39 years, Ctrl simulations do not show significant trends for both Tss and T<sub>-1.25</sub>. However, it is interesting to note that, in AC simulations, the increasing trend of T<sub>-1.25</sub> (0.75 K decade<sup>−1</sup>) is lower than that of Tss (1.23 K decade<sup>−1</sup>). This likely points to an effect over years of snowpack variation on Tss compared to less sensitive deeper soil temperature change. In conclusion, the comparison with the control Arctic Crocus simulation using a constant snowpack (all else being equal) to the Arctic Crocus simulations provides a good illustration of the impact of the changes in snowpack (SWE and duration) on both soil surface temperature (warmer with the AC simulation) and deeper soil temperatures.
Comparison of Snow and Soil Temperature Data With ERA-Interim Outputs

ERA-Interim (ERAi) reanalysis provided the primary atmospheric variables we used to drive both Std and AC simulations. The surface air temperature trend (Ta) over the Arctic (60–90°N, land areas without Greenland) calculated with ERAi for the period 1979–2018 is 0.67 K dec−1 (Table 6), in agreement with the measured value of the land-surface Ta trend of 0.71 K dec−1 for the same period (trend based on the anomalies relative to the 1961–1990 means from the new most recent HadCRUT5 dataset obtained from the Climate Research Unit (University of East Anglia) and Met Office, https://www.metoffice.gov.uk/hadobs/hadcrut5). The reanalysis also includes snow variables that are prognosticated by Crocus, such as SWE and soil temperatures. In order to evaluate the added value of considering a multilayered snow model, we compared the snow variables from AC outputs to ERAi outputs over the Arctic area and the whole period. AC simulations of SWE give better results than the ERAi data compared to observations, with a mean bias of −7.19 mm (RMSE = 56.29 mm) for AC and −72.86 mm (RMSE = 136.

**FIGURE 10** Mean soil surface temperature (solid line) and soil temperature at −1.25 m deep (dashed line) over winter (December, January, February and March) at the Samoylov site for Arctic Crocus (AC) simulations (blue), control (Ctrl) simulation and observation (black) (A), snow cover duration in days for AC simulation (blue) and Ctrl simulation with constant snow (orange) (B) and maximum of snow water equivalent (SWE) for AC simulation (blue) and Ctrl with constant snow (orange) (C).
18 mm) for ERAi. SWE data from AC are also far better correlated to observations ($R^2 = 0.80$) than ERAi is ($R^2 = 0.09$). Balsamo et al. (2015) partly explained the moderate performance of SWE simulations from ERAi by the lack of snow data assimilation without regular continuous in-situ snowpack observations, likely limiting the quality of the meteorological forcing. The ERAi snow physics model is also simpler than that in Crocus, which may explain the better results obtained with Crocus with the same ERAi forcing.

Soil temperatures simulations at −15 cm also better compare to in-situ observations with AC (2.5 K in bias and 6.9 K in RMSE) than with ERAi (−3.7 K in bias and 9.6 K in RMSE). The correlation between observations and simulations are, however, similar here (0.70 for both Crocus and ERAi), as both models reproduce the annual variability, but ERAi data are generally significantly too cold over the Arctic.

SWE Trends Analysis
In this section, as SWE is a key variable in climate change impact, our results on SWE trends from Crocus Std and AC simulations are put in the context of results from other sources, though it is clear that SWE trends are strongly influenced by atmospheric forcing that drive the snow or climate models, as well as depend on the areas studied.

Our results on SWEmax trend (see end of Snow Cover Property Trends) are consistent with regional observations in northern Canada (Mudryk et al., 2018; Brown et al., 2019) and in Russia (Bulygina et al., 2011). Table 7 summarizes the SWEmax trend values over circumpolar land area reported by different studies from several data sources. The slope of the SWEmax trend using Crocus AC above treeline appears slightly lower than those for 60–90°N areas, likely due to the more northern covered area. However, there is a consensus on the decreasing trend in SWEmax within the range of −0.29 and −0.60 cm dec$^{-1}$. Even if the time periods for trend calculations are not exactly the same in these studies (Table 7), the variability between data sources is an issue, as outlined by Mudryk et al. (2015), Brown et al. (2017) and Mortimer et al. (2020). An updated analysis over the 1981–2020 period calculated using a blended dataset from four product confirms that the trend in Arctic SWEmax is decreasing by $−2.6 ± 1.8\%$, a 10% decrease since 1981 (Mudryk et al., 2020a,b).

CONCLUSION
The new parametrization implemented in the SURFEX-Crocus (V 8.1) snow model allows us to produce improved simulations of Arctic snow properties and soil temperature evolution between 1979 and 2018 compared to those obtained from the standard (Std) version of the model. A better, albeit simple, consideration of wind and vegetation effects on snow density leads to more realistic vertical density profiles and snow depth values for the above-treeline Arctic snowpack. Simulations using this new Arctic Crocus parametrization (AC) driven by ERA-interim (ERAi) meteorological reanalysis are significantly more consistent with in-situ Arctic snowpack measurements than simulations produced with the Std version of the model, notably in terms of soil temperatures, snowpack variables and their respective trends. A reliable simulation of snow structure in Crocus-like models is essential also for satellite assimilation (Larue et al., 2018).

Over the whole circumpolar Arctic area, the new simulation results allow new analyses to be made on snow cover property changes (snow depth, snow cover duration, snow density, snow water equivalent and snow liquid water content) and soil temperatures at different depths. It reveals that the Arctic snowpack has changed over the past 39 years mainly during the melt (April to June) and accumulation (September to October) periods, generating wetter snow of higher density. Moreover, the observed warming leads to a decrease in snow cover duration, yielding in spring increase energy absorption by the snow-free surface.

With the currently observed increase in air temperatures, the consequent changes in the snowpack simulated using the improved AC model are a decrease in maximum snow water equivalent (~33 cm dec$^{-1}$), a decrease in snow depth and snow cover duration in spring, and an increase in snow density in fall
and spring. Overall, the strength of the near-surface temperature Tss trends from Std and AC simulations in winter shows that changes in the snowpack parametrization results in a higher Tss rate for AC (0.41 K dec$^{-1}$) than Std (0.31 K dec$^{-1}$). As expected, we show that the winter Tss trend is lower than the winter air temperature (Ta) trend (+0.84 K dec$^{-1}$), while in summer, both trends are similar (+0.40 K dec$^{-1}$). The main finding of the snowpack change is that the annual cumulative effect of soil warming remains quite significant, revealing a strong increase in the active layer thickness (ALT) (+16%) over the past 39 years. These outcomes are in agreement with in-situ observations, while the standard Crocus simulations do not show such ground thermal evolution.

The magnitude of these changes is, of course, dependent on the accuracy of the meteorological forcing data used (ERAi reanalysis in this case). The simulated ground temperature values also depend on the soil model used (here ISBA) (see Burke et al., 2020), but the conclusions on trend changes as a result of changes in only snowpack evolution processes remain valid. Better snow model parametrization and snow model simulations constrained by satellite snow observations (Helmert et al., 2018) could improve the analysis. Further research is needed as the observed trends in snow cover and soil temperature could have important consequences in hydrology (modified runoff, increased erosion) (Liljedahl et al., 2016; Andersen et al., 2020), biogeochemistry (increased soil respiration and carbon release in the atmosphere) (Gouttevin et al., 2012; Schuur et al., 2015Turetsky et al., 2019), ecosystems (increased growing and over a longer active period) (Myers-Smith et al., 2015; Seddon et al., 2016; Perreault et al., 2017) and thus in climate feedbacks.
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