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Abstract

Visual attention helps achieve robust perception under noise, corruption, and distribution shifts in human vision, which are areas where modern neural networks still fall short. We present VARS, Visual Attention from Recurrent Sparse reconstruction, a new attention formulation built on two prominent features of the human visual attention mechanism: recurrency and sparsity. Related features are grouped together via recurrent connections between neurons, with salient objects emerging via sparse regularization. VARS adopts an attractor network with recurrent connections that converges toward a stable pattern over time. Network layers are represented as ordinary differential equations (ODEs), formulating attention as a recurrent attractor network that equivalently optimizes the sparse reconstruction of input using a dictionary of “templates” encoding underlying patterns of data. We show that self-attention is a special case of VARS with a single-step optimization and no sparsity constraint. VARS can be readily used as a replacement for self-attention in popular vision transformers, consistently improving their robustness across various benchmarks.

1. Introduction

One of the hallmarks of human visual perception is its robustness under severe noise, corruption, and distribution shifts (Biederman, 1987; Bisanz et al., 2012). Although having surpassed human performance on ImageNet (He et al., 2015), convolutional neural networks (CNNs) are still far behind the human visual systems on robustness (Dodge & Karam, 2017; Geirhos et al., 2017) – CNNs are vulnerable under random image corruption (Hendrycks et al., 2017), adversarial perturbation (Szegedy et al., 2013), and distribution shifts (Wang et al., 2019; Djolonga et al., 2021).

Vision transformers (Dosovitskiy et al., 2020) have been reported to be more robust to image corruption and distribution shifts than CNNs under certain conditions (Naseer et al., 2021; Paul & Chen, 2021). One hypothesis is that the self-attention module, a key component of vision transformers, helps improve robustness (Paul & Chen, 2021), achieving state-of-the-art performance on a variety of robustness benchmarks (Mao et al., 2021). Although the robustness of vision transformers still seems to be far behind human vision (Hendrycks et al., 2021a; Dodge & Karam, 2017), recent work suggests that attention is a key to achieving (perhaps human-level) robustness in computer vision.

The cognitive science literature has also suggested a close relationship between attention mechanisms and robustness in human vision (Kar et al., 2019; Wyatte et al., 2012). For example, visual attention in human vision has been shown to selectively amplify certain patterns in the input signal and repress others that are not desired or meaningful, leading to robust recognition under challenging conditions such as occlusion (Tang et al., 2018), clutter (Mnih et al., 2014; Walther et al., 2005), and severe corruptions (Wyatte et al., 2014). These findings motivate us to improve robustness of neural networks by designing attention inspired by the human visual attention. However, despite the existing computational models of human visual attention (e.g., Li (2014)), their concrete instantiation in DNNs is still missing, and the connection between human visual attention and existing attention designs is also vague (Sood et al., 2020).

In this work, we introduce VARS—Visual Attention from Recurrent Sparse reconstruction—a new attention formulation inspired by the recurrency and sparsity commonly observed in the human visual system. Human visual attention contains the process of grouping and selecting salient features while repressing irrelevant signals (Desimone & Duncan, 1995). One of its neural foundations is the recurrent connections between neurons in the same layer, as opposed to the feed-forward connections from lower to higher layers (Stettler et al., 2002; Gilbert & Wiesel, 1989; Bosking et al., 1997; Li, 1998; Lamme & Roelfsema, 2000). By iteratively connecting neurons, salient features with strong
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correlations are grouped and amplified (Roelfsema, 2006; O’Reilly et al., 2013). Sparsity, on the other hand, also plays an important role in visual attention, where distracting information is muted by the sparsity constraint and only the most salient parts of the input remains (Chaney et al., 2014; Wright et al., 2008). Sparsity is also a natural outcome of recurrent connections (Rozell et al., 2008), and the two together can be used to formulate visual attention.

Built upon this observation, VARS shows that visual attention naturally emerges from a recurrent sparse reconstruction of input signals in deep neural networks. We start from an ordinary differential equation (ODE) description of neural networks and adopt an attractor network (Grossberg & Mingolla, 1987; Zucker et al., 1989; Yen & Finkel, 1998) to describe the recurrently connected neurons that arrive at an equilibrium state over time. We then reframe the computation model into an encoder-decoder style module and show that by adding inhibitory recurrent connections between the encoding neurons, the ODE is equivalent to optimizing the sparse reconstruction of the input using a learned dictionary of “templates” encoding underlying data patterns. In practice, the feed-forward pathway of our attention module only involves optimizing the sparse reconstruction, which can be efficiently solved by the iterative shrinkage-thresholding algorithm (Gregor & LeCun, 2010).

We present multiple variants of VARS by instantiating the learned dictionary in the sparse reconstruction as a static (input-independent), dynamic (input-dependent), or static+dynamic (combination of the two) set of templates. We show that the existing self-attention design (Vaswani et al., 2017), widely adopted in vision transformers, is a special case of VARS with a dynamic dictionary but only using a single step update of the ODE without sparsity constraints. VARS extends self-attention and exhibits higher robustness in practice.

We evaluate VARS on five large-scale robustness benchmarks of naturally corrupted, adversarially perturbed and out-of-distribution images on ImageNet, where VARS consistently outperforms previous methods. We also assess the quality of attention maps on human eye fixation and image segmentation datasets, and show that VARS produces higher quality attention maps than self-attention.

2. Related Work

**Recurrency in vision.** Recurrent connections are as ubiquitous as feed-forward connections in the human visual system (Felleman & Van Essen, 1991). Various phenomena in human vision are credited to recurrency, such as visual grouping and pattern completion (Roelfsema et al., 2002; O’Reilly et al., 2013), robust recognition and segmentation under clutter (Vecera & Farah, 1997), and even perceptual illusions (Mély et al., 2018).

In deep learning, Nayebi et al. (2018) find that convolutional recurrent models can better capture neural dynamics in the primate visual system. Other work has designed recurrent modules to help networks attend to salient features such as contours (Linsley et al., 2020), to group and segregate an object from its context (Kim et al., 2019; Darrell et al., 1990), or to conduct Bayesian inference of corrupted images (Huang et al., 2020). Zoran et al. (2020) combine an LSTM (Hochreiter & Schmidhuber, 1997) and self-attention to improve adversarial robustness. However, the LSTM is only used to generate the queries of self-attention and does not affect the attention mechanism itself. Instead, we show visual attention emerges from recurrency and can be formulated as a recurrent contractor network, which is equivalent to optimizing sparse reconstruction of the input signals.

**Sparsity in vision.** It has long been hypothesized that the primary visual cortex (V1) encodes incoming stimuli in a sparse manner (Olshausen & Field, 1997). Olshausen & Field (1996) show that localized and oriented filters resembling the simple cells in the visual cortex can spontaneously emerge through dictionary learning via sparse coding. Some work has extended this hypothesis to the prestriped cortex such as V2 (Lee et al., 2007). Rozell et al. (2008) propose Locally Competitive Algorithms (LCA) as a biologically-plausible neural mechanism for computing sparse representations in the visual cortex based on neural recurrency.

Recently there are studies on designing sparse neural networks, but they mostly focus on reducing the computational complexity via sparse weights or connections (Hoefler et al., 2021; Liu et al., 2019; Guo et al., 2018). Other work has exploited sparse data structure in neural networks (Wu et al., 2019; Fan et al., 2020). In this work, we draw a connection between sparsity and recurrency as well as visual attention and build a new attention formulation on top of it to improve the robustness of deep neural networks.

**Visual attention and robustness.** Attention widely exists in human brains (Scholl, 2001) and is adopted in machine learning models (Vaswani et al., 2017). A number of studies focus on object-based and bottom-up attention. Various computational models have been proposed for visual attention (Koch & Ullman, 1987; Itti & Koch, 2001; Li, 2014), where neural recurrency help highlight salient features.

In deep learning, the attention mechanism is widely used to process language or visual data (Vaswani et al., 2017; Dosovitskiy et al., 2020). The recently proposed self-attention based vision transformers (Dosovitskiy et al., 2020) can scale to large datasets better than conventional CNNs and achieve better robustness under distribution shifts (Mao et al., 2021; Naseer et al., 2021; Paul & Chen, 2021).

In a complementary line of work to address model robust-
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Figure 1. Illustration on neural dynamics. (a) Feed-forward networks. The output $z^{l-1}$ from the $(l-1)$-th layer’s neurons is processed by the feed-forward function $W^f$ into $W^f(z^{l-1})$, used as the input to the $l$-th layer’s neurons. The $l$-th layer’s neuron output $z^l$ is identical to the input. (b) Recurrent networks. When the $l$-th layer’s neurons are recurrently connected, the output $z^l$ is wired back by weight matrix $A$ serving as an additional input to the neurons. The final output is the steady state $z^* = Az^* + W^f(z^{l-1})$. (c) Recurrent networks as encoder-decoder. The neurons with recurrent connections in (b) have the same steady state as an encoder-decoder structure, where the auxiliary layer encodes $z'$ by $P^T$ and its output is decoded by $P$ and sent back. (d) Sparse recurrent networks. We adopt a sparse structure in the encoding by adding inhibitive recurrent connections $-\gamma(P^TP-I)$ between $u^c$.

ness, researchers have shown that model robustness can be improved through data augmentation (Geirhos et al., 2018; Rebuffi et al., 2021), designing more robust model architectures (Dong et al., 2020) and training strategies (Madry et al., 2017; Wang et al., 2021b). Some other work (Machiraju et al., 2021; Shi et al., 2020) improves model robustness from a bio-inspired view. In this work, we propose a new attention design, (partially) inspired by human vision systems, which can be used as a replacement for self-attention in vision transformers to further improve model robustness.

3. VARS Formulation

In this section, we first formulate the neural recurrency based on an ODE description of neural dynamics (Section 3.1) and show its equivalence to optimizing the sparse reconstruction of the inputs (Section 3.2). Then we draw a connection between visual attention and recurrent sparse reconstruction and describe the design of VARS (Section 3.3). We find self-attention is a special case of VARS (Section 3.4) and give different model instantiations in Section 3.5.

3.1. Neural Recurrency

ODE descriptions of neural dynamics. We start with an ODE description of feed-forward neural networks (Dayan & Abbott, 2001). Let $z^l \in \mathbb{R}^d$ denote the output of the $l$-th layer’s neurons in a neural network.\(^2\) In a feed-forward neural network, the output of the $l$-th layer is

$$z^l = W^f(z^{l-1}),$$  \(1\)

where $W^f(\cdot)$ is a feed-forward function (e.g., a convolutional or fully connected operator). This equation can be viewed as an equilibrium state ($\frac{dz^l}{dt} = 0$) of the following differential equation:

$$\frac{dz^l}{dt} = -z^l + W^f(z^{l-1}),$$  \(2\)

which defines the neural dynamics of $l$-th layer’s neurons. This can be seen as the (simplified) dynamics of biological neurons: $z^l$ is the membrane potential which is charged by the feed-forward input $W^f(z^{l-1})$ and discharged by the self leakage $-z^l$ (Dayan & Abbott, 2001). Note that in the feed-forward case, the output $z^l$ of the neurons is identical to the input $W^f(z^{l-1})$. Figure 1(a) provides an illustration.

Horizontal recurrent connections. In the feed-forward case, the input $W^f(z^{l-1})$ to the $l$-th layer solely depends on the output $z^{l-1}$ from the previous layer. However, when the neurons in the $l$-th layer are recurrently connected (illustrated in Figure 1(b)), the input also depends on the $l$-th layer’s output $z^l$ itself, which we denote by $\tilde{W}^f(z^{l-1}, z^l)$. Therefore, the output of a recurrently connected layer is the equilibrium state of an updated differential equation

$$\frac{dz^l}{dt} = -z^l + \tilde{W}^f(z^{l-1}, z^l).$$  \(3\)

In this case, the equilibrium $z^{l*} = \tilde{W}^f(z^{l-1}, z^{l*})$ typically does not have a closed-form solution, and in practice the differential equation is often solved by rolling out each step of updates as in recurrent neural networks (RNNs) (e.g., Hochreiter & Schmidhuber (1997)) or by using root-finding techniques (Bai et al., 2019).

Following the previous work by Li (2014), we decompose $\tilde{W}^f(z^{l-1}, z^l)$ into a feed-forward input $W^f(z^{l-1})$ and an

\(^2\)Although $z^l$ may have shape like $h \times w \times c$, in our formulation we always use the vectorized version of the input, i.e., $d = hwc$.

\(^3\)We use asterisks to denote equilibrium states.
additional recurrent input $A^f z^f$ and rewrite Equation 3 as
\[
\frac{dz^f}{dt} = -z^f + A^f z^f + x^f \tag{4}
\]
where $x^f = W^f(z^{f-1})$ is the feed-forward input of the neurons in the $f$-th layer and $A^f \in \mathbb{R}^{d \times d}$, often assumed symmetric and positive semi-definite (Hopfield, 1984; Cohen & Grossberg, 1983), is the weight of horizontal recurrent connections of neurons in the $f$-th layer (Figure 1(b)). Note that Equation 4 is also a special case of the continuous attractor neural network (Wu et al., 2016), which is used as a computational model for various neural behaviors such as visual attention (Li, 2014). In what follows, for simplicity and without loss of generality, we only focus on a single-layer scenario and omit the superscript $f$.

### 3.2. Recurrency Entails Sparse Reconstruction

We have defined the neural recurrency in ODEs and now we build its connection to the optimization of sparse reconstruction to understand the functionality of recurrency.

We notice that Equation 4 can also be viewed as an encoder-decoder structure. Since $\{ A \mid A \in S^d_d \} = \{ P P^T \mid P \in \mathbb{R}^{d \times d'}, d' \geq d \}$, we can reparameterize $A$ as $P P^T$, and turn Equation 4 into
\[
\frac{dz}{dt} = -z + P P^T z + x, \tag{5}
\]
which has the same steady state solution as
\[
\begin{cases}
\frac{dz}{dt} = -z + Pu + x, \\ \\
\frac{du}{dt} = -u + P^T z.
\end{cases} \tag{6}
\]
Here, we introduce an auxiliary layer $u \in \mathbb{R}^{d'}$ that receives input $P^T z$ and converges to $u^* = P^T z^*$. Meanwhile $z$ converges to $z^* = Pu^* + x$. We can view the steady state solution as an equilibrium between an encoder and a decoder, where the column vectors of $P$ serve as atoms (or "templates") of a dictionary, $u^*$ is the encoding of $z^*$ through the template matching $P^T z^*$, and $z^* = Pu^* + x$ is the decoding of $u^*$ plus a residual connection $x$. (Figure 1(c)).

Next, we show that this encoder-decoder structure naturally connects with the hypothesis of sparse coding in V1, which states that the encoding of visual signals should be sparse (Olshausen & Field, 1997). Moreover, sparsity naturally emerges as we add the inhibitive recurrent connections between the encoding neurons (in our case) (Rozell et al., 2008). Specifically, the encoding is sparse when there exists mutual inhibition between neurons that encode the similar feature and mutual excitation between neurons that encode different features. To show this, we follow Rozell et al. (2008) and add recurrent connections between $u$, modified by the weight matrix $-\gamma(P^T P - I)$.

In addition, we add hyperparameters $\alpha$ and $\beta$ to control the strength of self-leakage, and the element-wise activation functions $g(\cdot)$ to gate the output from the neurons (Dayan & Abbott, 2001). As a result, we update the dynamics of $z$ and $u$ as (see also Figure 1(d)):
\[
\begin{cases}
\frac{dz}{dt} = -\alpha z + P g(u) + x, \\ \\
\frac{du}{dt} = -\beta u - \gamma(P^T P - I)g(u) + P^T z.
\end{cases} \tag{7}
\]
By taking $\alpha = 1$ and $\beta = \gamma = 2$ and choosing $g$ as an element-wise thresholding function $g(u_i) = sgn(u_i) \cdot (|u_i| - \frac{1}{2})_+$, where $sgn(\cdot)$ is the sign function, $(\cdot)_+$ is ReLU, and $\lambda$ controls the sparsity constraint (see Appendix for more details), Equation 8-9 have the equilibrium state as
\[
\begin{cases}
\tilde{u}^* = \arg \min_{u \in \mathbb{R}^{d'}} \frac{1}{2} \| Pu - x \|^2 + \lambda \| u \|_1, \\ \\
z^* = \tilde{u}^* + x.
\end{cases} \tag{10}
\]
where $\tilde{u} = g(u)$ is the gated output of the encoding neurons. We can see that by adding the recurrent connections in $u$ and the activation functions $g(\cdot)$, the output of $\ell$-th layer’s neurons is not only a simple “copy-paste” of the feed-forward input $x$ (Equation 1) but also with a sparse reconstruction of the input $\tilde{u}^*$. This formulation also indicates that solving the dynamics of a sparse recurrent network is equivalent to sparse reconstruction of the input signal.

### 3.3. VARS: Attention from Sparse Reconstruction

The core design of VARS is based on the observation that visual attention is achieved through (i) grouping different features and different locations into separate objects and (ii) selecting the most salient objects and suppressing distracting or noisy ones (Desimone & Duncan, 1995). Note that the dynamics of sparse encoding $u$ (Equation 9) contains a similar process, where the features in $z$ are grouped by each template $P^u$ through $(P^u)^T z$ and fed into the encoding $u^*$. Meanwhile the recurrent term $-\gamma(P^T P - I)g(u)$ imposes a sparse structure on $u$ so that only the $u_{\mu}$ that encodes the most salient template objects will survive.

Here we introduce VARS, a module that achieves visual attention via sparse reconstruction following the formulation in Equation 10-11, i.e., VARS takes a feed-forward input $x$ and outputs the sparse reconstruction $\tilde{u}^*$ of $x$ and a
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5 We denote the $\mu$-th column of $P$ by $P^\mu$. For example, in the binary case, if each template contains an object, i.e., $P^\mu = 1$ if the object occupies the location $i$, then $(P^\mu)^T x = \sum_{i \in \{P^\mu = 1\}} x_i$ is the collection of all features in locations that the object occupies.
Figure 2. Overview of VARS. First, we initialize $\tilde{u}$ as $P^T x$, the encoding of the input. Then, for each iteration, we update $\tilde{u}$ to minimize the reconstruction error between $x$ and the decoded $P\tilde{u}$, as well as the sparsity constraint. After multiple steps, the converged $\tilde{u}^*$ is decoded and output together with a residual term. The VARS module can be plugged into neural networks to help attend features.

In practice, VARS optimizes the sparse reconstruction (Equation (10)) iteratively, as illustrated in Figure 2. First, we initialize $\tilde{u}$ as the encoding of input $x$, i.e., $\tilde{u} \leftarrow P^T x$ (the red block in Figure 2). Then, for each iteration, we decode $\tilde{u}$ into $P\tilde{u}$ (the green block in Figure 2) and update $\tilde{u}$ by minimizing the reconstruction error $\frac{1}{2}||P\tilde{u} - x||_2^2$ and the sparsity constraint $\lambda||\tilde{u}||_1$. We adopt the update rule in the Learned Iterative Shrinkage Thresholding Algorithm (LISTA) (Gregor & LeCun, 2010), i.e., each update is

$$\tilde{u} \leftarrow S_{\frac{1}{w_1 \cdot L}} \left( \tilde{u} - \frac{1}{w_2 \cdot L} (P^T P \tilde{u} - P^T x) \right),$$

where $S_{\lambda}(x) = sgn(x) \cdot (|x| - \lambda)_+$ is an element-wise thresholding function, and $L$ is the largest singular value of $P^T P$. $w_1, w_2 \in \mathbb{R}$ and $L \in \mathbb{R}^{d' \times d'}$ are learned parameters so that after several iterations of Equation 12 the output is close to the sparse reconstruction. After multiple updates, we decode the converged $\tilde{u}^*$ into $P\tilde{u}^*$ and output it together with a residual term.

Overall, VARS groups features of different objects in the input into different encoding neurons, and the most salient objects (e.g., “0” in the input in Figure 2) are preserved while other distractors are suppressed by sparse reconstruction. VARS can be easily plugged into any neural network and is computationally efficient thanks to the LISTA algorithm with fast convergence (see Section 4).

3.4. Self-Attention as a Special Case of VARS

Here we show that self-attention can be viewed as a special case of VARS using a dynamic instantiation of the dictionary with single step approximation and no sparsity constraint.

**Self-attention formulation.** In self-attention, the input $X \in \mathbb{R}^{N \times C}$ contains $N$ tokens and $C$ channels. We use the superscript $\mu$ for the channel index and the subscript $i$ for the token index, e.g., $X_{i\mu}$ is the $\mu$-th channel in the $i$-th token. In each head, self-attention gives the output $Z$ by

$$Z_{i\mu} = \sum_j K(X, X)_{ij} \cdot X^\mu_j + X^\mu_i,$$

where $K(X, X) \in \mathbb{R}^{N \times N}$ measures the similarity between tokens in $X$, i.e., $K(X, X)_{ij} = \phi(W X_i)^T (W X_j)$, with $W$ and $W'$ as query and key projections.\(^6\) Self-attention is compute intensive given its quadratic computational complexity. Performer (Choromanski et al., 2020), a recently proposed variant of vision transformers, approximates the similarity kernel with the inner product of the feature maps, i.e., $K(X, X) \approx \Phi(X)\Phi'(X)^T$, where $\Phi(X), \Phi'(X) \in \mathbb{R}^{N \times C'}$ are specific (random) feature maps of $X$.

**Connection between self-attention and VARS.** Following the formulation in Performer, we can rewrite Equation 13 as

$$Z^\mu = \Phi(X)\Phi'(X)^T X^\mu + X^\mu.$$

Here we use a symmetric similarity kernel by setting $W = W'$, which means $\Phi = \Phi'$. This feed-forward computation is a single-step Euler update\(^7\) of the differential equation

$$\frac{dZ^\mu}{dt} = -Z^\mu + \Phi(X)\Phi'(X)^T Z^\mu + X^\mu,$$

which has a similar form with the ODE description of a recurrent layer (Equation 5), except that Equation 15 uses $\Phi(X)$ as the dictionary which is dependent on the specific input $X$ while Equation 5 uses a static dictionary $P$ learned from the entire dataset. This shows self-attention is a variant of recurrent networks using a dynamic dictionary. See Appendix ?? for the visualization of the dynamic dictionary.

However, compared to VARS (Equation 10-11), self-attention (Equation 15) does not have the inhibitive recurrent connections (Equation 9) to turn into sparse reconstruction, and updates the ODE (Equation 15) only via a single step. Therefore, we introduce VARS with a dynamic dictionary:

$$\left\{ \begin{align*}
\vec{U}^\mu &= \arg\min_{U^\mu} \frac{1}{2}||\Phi(X)\vec{U}^\mu - X^\mu||_2^2 + 2\lambda||\vec{U}^\mu||_1, \\
Z^\mu &= \Phi(X)\vec{U}^\mu + X^\mu,
\end{align*} \right.$$

which optimizes the sparse reconstruction of each channel $X^\mu$ in the input. We refer VARS with a static dictionary to as VARS-S (Equation 10-11) and VARS with an dynamic dictionary as VARS-D (Equation 16-17).

\(^6\)Here we ignore the value projection (as in non-local blocks (Wang et al., 2018)) as well as the normalization term.

\(^7\)with initialization $Z^\mu = X^\mu$ and step-size of 1.
Table 1. Dataset overview. We evaluate VARS on five robustness benchmarks and perform evaluation in three additional settings.

| Dataset Name | Type                     |
|--------------|--------------------------|
| ImageNet-C (IN-C) (Hendrycks & Dietterich, 2019) | Natural corruption |
| ImageNet-R (IN-R) (Hendrycks et al., 2021a) | Out of distribution |
| ImageNet-SK (IN-SK) (Wang et al., 2019) | Out of distribution |
| PGD (Madry et al., 2017) | Adversarial attack |
| ImageNet-A (IN-A) (Hendrycks et al., 2021b) | Natural adv. example |
| PACS (Li et al., 2017) | Domain generalization |
| PASCAL VOC (Everingham et al., 2010) | Semantic segmentation |
| MIT1003 (Judd et al., 2009) | Human eye fixation |

3.5. VARS Instantiations

Dictionary designs. So far, we introduced two instantiations of VARS: VARS with a static dictionary $P$ (VARS-S) (Equation 10-11) and VARS with a dynamic dictionary $\Phi(X)$ (VARS-D) (Equation 16-17). Both variants have their own merits as $P$ learns a general pattern of the dataset while $\Phi(X)$ captures the specialized information on a per input basis. Therefore, we consider a third instantiation of VARS, VARS-SD to combine both the static and dynamic dictionaries using the union of atoms in $P$ and $\Phi(X)$ denoted as $[P; \Phi(X)]$. We use all three variants in our experiments.

Instantiation of $P$. In theory, $P$ can be any real matrix of the specific shape. However, since each column of $P$ is a template which is a signal in the spatial feature domain, we may impose certain inductive biases such as translational symmetry when instantiating $P$. To this end, we design $P$ by making its templates kernels with different translations, which means $P^T$ is a convolution layer, i.e., $(P^T x)_\uparrow = \text{conv}(x_\uparrow)$ where $(\cdot)_\uparrow$ unflattens a vector into a 2D signal. Then $P$ is a deconvolution layer with its kernel shared with the convolution layer, used in both static and static+dynamic dictionaries.

4. Experiments

We test VARS on five robustness benchmarks on the ImageNet dataset including naturally corrupted, out of distribution, and adversarial images (Section 4.1). We also evaluate our models on the following settings: domain generalization (Section 4.2), image segmentation, and human eye fixation predictions (Section 4.3). Finally, we analyze and ablate the design choices of VARS in Section 4.4.

Experimental Setup. We evaluate on multiple datasets (Table 1) and the models are pretrained on ImageNet-1K (Deng et al., 2009). For baselines, we consider DeiT (Touvron et al., 2021), a commonly-used vision transformer model, and RVT (Mao et al., 2021), the state-of-the-art vision transformer on various robustness benchmarks. For generality, we also test on GFNet (Rao et al., 2021) using a linear token-mixer instead of self-attention. We apply VARS in the baselines by replacing the global operators (self-attention or token mixer). For all the models, we adopt the convolutional patch-embedding (Xiao et al., 2021) to facilitate training and also apply Performer approximation which VARS is also built on. We use * to denote the modified baselines. Results of both original and modified baselines are reported.

4.1. Evaluation on Robustness Benchmarks

We show the evaluation results on the robustness benchmarks in Table 2. First, we can see vision transformers are generally more robust than the CNN counterparts even with an order of magnitude smaller numbers of parameters and FLOPs. We can also observe that VARS consistently improves the baselines across different benchmarks. For example, compared to DeiT, VARS-SD reduces the error rate from 67% to 62.5% on IN-C and improves the accuracy from 34.5% to 40.2% on IN-R, from 21.7% to 27.5% on IN-R, which are over 5 absolute points improvements. Similar results are observed with GFNet and RVT.

Moreover, when built on top of the RVT network design, VARS-SD outperforms or is on par with the previous methods across the five benchmarks. Note that VARS is built upon RVT*, the modified version of RVT (see Experimental Setup). As shown in Table 2, RVT* has weaker initial performance than the vanilla RVT model, mainly due to the Performer approximation of the self-attention.

In Figure 3, we visualize the attention maps of self-attention and VARS-S,-D,-SD under different image corruption scenarios. We see that for a clean image, all the attention designs can roughly locate salient regions around the main object (airplane). However, self-attention only highlights the center part of the object while VARS-SD and VARS-D capture the contour of the object more clearly. For cor-
Table 2. Evaluation results on robustness benchmarks. We find that VARS consistently improves over the self-attention counterparts (DeiT*, GFNet* and RVT*). VARS-SD outperforms or is on par with previous methods despite using a weaker initial model. The best performance of each vision transformer architecture is bold and the underlined values are the overall state-of-the-art performance.

| Model               | GFLOPs | Params.(M) | Clean↑ | IN-C↓ | IN-R↑ | IN-SK↑ | PGD↑ | IN-A↑ |
|---------------------|--------|------------|--------|-------|-------|--------|------|-------|
| RegNetY-4GF         | 4.0    | 20.6       | 79.2   | 68.7  | 38.8  | 25.9   | 2.4  | 8.9   |
| ResNet50            | 4.1    | 25.6       | 79.0   | 65.5  | 42.5  | 31.5   | 12.5 | 5.9   |
| ResNeXt50-32x4d     | 4.3    | 25.0       | 79.8   | 64.7  | 41.5  | 29.3   | 13.5 | 10.7  |
| InceptionV3         | 5.7    | 27.2       | 77.4   | 80.6  | 38.9  | 27.6   | 3.1  | 10.0  |
| PT-Ti (Heo et al., 2021) | 0.7   | 4.9        | 72.9   | 69.1  | 34.6  | 21.6   | 5.1  | 6.2   |
| ConViT (d’Ascoli et al., 2021) | 1.4   | 5.7        | 73.3   | 68.4  | 35.2  | 22.4   | 7.5  | 8.9   |
| PVT (Wang et al., 2021a) | 1.9   | 13.2       | 75.0   | 79.6  | 33.9  | 21.5   | 0.5  | 7.9   |
| DeiT (Touvron et al., 2021) | 1.3   | 5.7        | 72.2   | 71.1  | 32.6  | 20.2   | 6.2  | 7.3   |
| GFNet (Rao et al., 2021) | 1.3   | 7.5        | 74.6   | 65.9  | 40.4  | 27.0   | 7.6  | 7.3   |
| RVT (Mao et al., 2021) | 1.3   | 8.6        | 78.4   | 58.2  | 43.7  | 30.0   | 11.7 | 13.3  |
| DeiT*               | 1.3    | 5.7        | 74.7   | 67.0  | 34.5  | 21.7   | 11.9 | 9.4   |
| w/ VARS-S           | 1.0    | 6.8        | 73.7   | 69.8  | 36.8  | 24.8   | 10.8 | 4.9   |
| w/ VARS-D           | 1.4    | 5.4        | 75.6   | 64.9  | 39.6  | 27.5   | 13.7 | 10.2  |
| w/ VARS-SD          | 1.4    | 5.8        | 76.5   | 62.5  | 40.2  | 27.5   | 13.4 | 11.5  |
| GFNet-Ti*           | 1.3    | 7.5        | 74.6   | 65.9  | 40.4  | 27.0   | 7.6  | 6.3   |
| w/ VARS-S           | 1.3    | 7.5        | 74.1   | 63.5  | 40.8  | 28.6   | 9.5  | 5.8   |
| w/ VARS-D           | 1.9    | 9.8        | 77.8   | 58.6  | 41.2  | 29.0   | 15.9 | 12.6  |
| w/ VARS-SD          | 1.9    | 10.4       | 78.2   | 57.4  | 41.0  | 29.5   | 16.2 | 13.0  |
| RVT*                | 1.3    | 8.6        | 77.6   | 60.4  | 41.7  | 28.7   | 11.1 | 11.1  |
| w/ VARS-S           | 1.0    | 9.2        | 76.8   | 61.8  | 43.2  | 30.1   | 7.6  | 9.1   |
| w/ VARS-D           | 1.2    | 8.0        | 78.2   | 58.7  | 42.0  | 29.8   | 11.7 | 12.4  |
| w/ VARS-SD          | 1.5    | 9.2        | 78.4   | 58.3  | 42.5  | 30.5   | 11.4 | 13.4  |

Table 3. Evaluation of domain generalization on PACS. Our VARS-SD outperforms the baseline RVT* and other variants.

| Target       | Photo | Sketch | Cartoon | Art |
|--------------|-------|--------|---------|-----|
| RVT*         | 94.19 | 81.73  | 79.78   | 81.25 |
| VARS-S       | 93.89 | 82.62  | 80.16   | 81.49 |
| VARS-D       | 96.29 | 80.40  | 80.33   | 84.77 |
| VARS-SD      | 96.47 | 82.78  | 80.98   | 86.08 |

Table 4. Segmentation evaluation on PASCAL VOC using attention maps. Our VARS-SD improves the mean IOU score of the baseline RVT* and is more selective (higher FN scores).

| RVT*        | VARS-S | VARS-D | VARS-SD |
|-------------|--------|--------|---------|
| mIoU↑       | 39.92  | 43.33  | 42.03   | 44.15  |
| FP↓         | 49.41  | 23.11  | 25.23   | 29.28  |
| FN↓         | 3.95   | 12.08  | 11.77   | 8.76   |

4.3. Evaluation on Segmentation and Eye Fixation

Attention as coarse image segmentation. Recently, self-supervised vision transformers (Caron et al., 2021) have been shown to produce attention maps that are similar to the semantic segmentation of foreground objects. Following Caron et al. (2021), we evaluate RVT* with self-attention and VARS on the validation set of PASCAL VOC 2012 using the model trained on ImageNet-1K. To obtain a segmentation map, we normalize an attention map from the global average of tokens to [0, 1] and use a threshold 0.3 to distinguish foreground objects from the background (class agnostic). The main evaluation metric is mean IOU which evaluates the overlapping area between a predicted segmentation map and the ground truth. We also consider false positive (FP) and false negative (FN) rates as metrics.

Table 4 shows that all three variants of VARS achieve higher mean IOU compared to the self-attention counterpart RVT*, where VARS-SD improves the score from 39.92% to 44.15%. Also, the FP rate is substantially reduced by our attention framework, indicating that VARS can effectively filter out distracting information and preserve only the relevant information about the foreground objects. Another
Table 5. Evaluation on human eye fixations. Here our VARS-S achieves the highest score while all variants outperforms RVT*.

| Metric | RVT* | VARS-S | VARS-D | VARS-SD |
|--------|------|--------|--------|---------|
| NSS    | 0.502| 0.737  | 0.632  | 0.678   |

Figure 4. Visualization on eye fixation. VARS’ attention maps are more consistent with human eye fixation than self-attention’s.

observation is that VARS has a higher FN rate, suggesting VARS is more selective than self-attention and emphasize more on the core parts of the objects.

Alignment with human eye fixations. Since human eye fixation is under the guidance of bottom-up attention (Li, 2014), here we investigate how close our attention maps are to the human eye fixation maps. Here we evaluate the ImageNet-pretrained RVT with self-attention and VARS on MIT1003 (Judd et al., 2009), containing 1K natural images with eye fixation maps collected from 15 human observers. We adopt the metric of normalized scanpath saliency (NSS) (Peters et al., 2005) that measures an average of normalized attention value at fixated positions.

Table 5 shows that RVT with VARS achieves higher NSS scores than RVT with self-attention (i.e., RVT*), aligning better with the human eye fixations data. Figure 4 shows the attention maps captured from humans and generated by the models. We notice that VARS predicts regions that are more closely aligned with human attention, while self-attention tend to highlight irrelevant background regions.

4.4. Analysis and Ablation Study

Recurrent refinement of attention. VARS performs recurrent sparse reconstruction of the inputs in an iterative manner. In Figure 5, we visualize the attention maps VARS-S on ImageNet validation samples at different updating steps. We can see that VARS refines the attention maps through recurrent updates, i.e., the attention maps become more focused on the core parts of the objects while suppressing the background and other distracting objects.

Number of recurrent updates. Figure 6 (left) shows the accuracy on ImageNet-C over different number of updates $k$. We find that the model has a similar performance between $k = 3$ and $5$ with a drop of performance at $k = 1$ and $7$. We choose $k = 3$ in our experiments for efficiency.

Strength of sparse constraints. Figure 6 (right) shows the accuracy over different $\lambda$ values that determine the level of sparse regularization during the reconstruction of input. We observe that the curves are relatively flat which indicates VARS is not very sensitive to the strength of the sparse regularization. We adopt $\lambda = 0.3$ in our experiments which has a slightly better performance than the other values.

5. Conclusion

We introduced a new attention formulation—Visual Attention from Recurrent Sparse reconstruction (VARS)—which takes inspiration from the robustness characteristics of human vision. We observed a connection among visual attention, recurrency, and sparsity and showed that contemporary attention models can be derived from recurrent sparse reconstruction of input signals. VARS adopts an ODE based formulation to describe neural dynamics; equilibrium states are solved by iteratively optimizing the sparse reconstruction of input. We showed that self-attention is a special case of VARS with approximate neural dynamics and no sparsity constraints. VARS is a general attention module that can be plugged into vision transformers, replacing the self-attention module, offering improved performance. We conducted extensive evaluation on five robustness bench-
marks and three additional datasets of related settings to understand the properties of VARS. We found VARS increases model robustness with improved quality of attention maps across various datasets and settings.
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A. Additional Qualitative Results

A.1. Evolution of Attention Maps during Recurrent Updates in VARS

In Figure 7 we show more examples of the evolution of attention maps in each step of the recurrent update in VARS. Here we choose VARS-D built upon the RVT baseline and visualize the attention map of the last layer in the first block. We can observe that the attention map is more sharp and concentrated on the salient objects after each iteration.

Figure 7. Visualization of the attention maps after each iteration of update in VARS. One can see that the attention will be more concentrated on the salient objects in the image after each update.
A.2. Visualization of Attention Maps under Different Image Corruptions

We show additional visualization of the attention maps under different image corruptions in Figure 8, where each block contains attention maps of clean images as well as images under noise, blur, digital, and weather corruptions (from top to down). We show the attention maps of RVT*, VARS-S, VARS-D, and VARS-SD (from left to right). One can see that the attention maps of self-attention baseline is more sensitive to image corruptions, while variants of VARS tend to output stable attention maps. Meanwhile, the attention maps of VARS-S are steady but not as sharp as VARS-D and VARS-SD.

Figure 8. Visualization of the attention maps under image corruptions. Each block contains clean images as well as images under corruption of noise, blur, digital, and weather (from top to down). We visualize the attention map of RVT*, VARS-S, VARS-D, and VARS-SD (from left to right in each block). Across different images, self-attention is usually more unstable than the variants of VARS. Meanwhile, VARS-S has attention maps that are consistent under different corruptions but are not as sharp as those of VARS-D and VARS-SD.
A.3. Comparing Attention Maps with Human Eye Fixation

In Figure 9 we show additional results on comparing the attention maps of different models with the human eye fixation data. We can see that, the attention maps of VARS are more consistent with human eye fixation than self-attention.

*Figure 9.* Comparison between attention maps of different models and human eye fixation probabilities. The variants of VARS have attention maps that are more consistent with human eye fixation.
B. Details on Derivation of the Sparse Reconstruction Problem

We follow Rozell et al. (2008) and add recurrent connections between $u$, modeled by the weight matrix $-\gamma(P^TP - I)$. We also add hyperparameters $\alpha$ and $\beta$ to control the strength of self-leakage and the element-wise activation functions $g(\cdot)$ to gate the output from the neurons (Dayan & Abbott, 2001). As a result, we fix the dynamics of the recurrent networks as:

\[
\begin{align*}
\frac{dz}{dt} &= -\alpha z + Pg(u) + x, \\
\frac{du}{dt} &= -\beta u - \gamma(P^TP - I)g(u) + P^Tz.
\end{align*}
\]

(18) (19)

By taking $\alpha = 1$ and $\beta = \gamma = 2$, it has the same steady state solution as

\[
\begin{align*}
\frac{du}{dt} &= -2(u - \tilde{u}) - P^TP\tilde{u} + P^T x, \\
z &= P\tilde{u} + x,
\end{align*}
\]

(20) (21)

where $\tilde{u} = g(u)$. Now we choose $g(\cdot)$ as the thresholding function $g(u_i) = sgn(u_i) \cdot (|u_i| - \lambda)_+$, where $sgn(\cdot)$ is the sign function and $(\cdot)_+$ is ReLU. Under the assumption that $g(\cdot)$ is monotonically non-decreasing, Eq. 20 is actually minimizing the energy function

\[
E(\tilde{u}) = \frac{1}{2}||P\tilde{u} - x||^2 + 2\lambda||\tilde{u}||_1.
\]

(22)

To see this, one can verify that when $u$ evolves by Eq. 20, $E(\tilde{u})$ is non-increasing, i.e.,

\[
\frac{dE}{dt} = -(2\lambda \cdot sgn(u) + P^TP\tilde{u} - P^Tx)^T \cdot K(u) \cdot (2\lambda \cdot sgn(u) + P^TP\tilde{u} - P^Tx) = \left(\frac{du}{dt}\right)^T K(u) \frac{du}{dt},
\]

(23)

where $K(u)$ is a diagonal matrix with $K(u)_{ii} = 1$ when $(i) |u_i| > 1$, and $(ii) |u_i| = 1$ and $\frac{du}{dt} \cdot sgn(u_i) > 0$, otherwise $K(u)_{ii} = 0$. Since $K(u)$ is positive semi-definite, Eq. 23 is non-positive, which means the energy is non-increasing. Then Eq. 20 equivalently optimizes the sparse reconstruction:

\[
\begin{align*}
\tilde{u}^* &= \arg \min_{\tilde{u} \in \mathbb{R}^d} \frac{1}{2}||P\tilde{u} - x||^2 + 2\lambda||\tilde{u}||_1 \\
z^* &= P\tilde{u}^* + x.
\end{align*}
\]

(24) (25)