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Abstract
The information encoded into an open quantum system that evolves under a Markovian dynamics is always monotonically non-increasing. Nonetheless, for a given quantifier of the information contained in the system, it is in general not clear if for all non-Markovian dynamics it is possible to observe a non-monotonic evolution of this quantity, namely a backflow. We address this problem by considering correlations of finite-dimensional bipartite systems. For this purpose, we consider a class of correlation measures and prove that if the dynamics is non-Markovian there exists at least one element from this class that provides a correlation backflow. Moreover, we provide a set of initial probe states that accomplish this witnessing task. This result provides the first one-to-one relation between non-Markovian quantum dynamics and correlation backflows. Finally, we introduce a measure of non-Markovianity.

1. Introduction
The study of open quantum systems dynamics [1, 2] is of central interest in quantum mechanics. Since there are no experimental scenarios where a quantum system can be considered completely isolated, this approach provides a more realistic description of quantum evolutions.

The interaction between an open quantum system $S$ and its environment $E$ leads to two possible regimes of evolution. The phenomena associated with the Markovian regime are characterized by the monotonic non-increase of the information contained in the open system. Instead, in the non-Markovian regime, part of the information lost is recovered in one or more subsequent time intervals. This phenomenon is called backflow of information. For some detailed reviews on non-Markovian evolutions, see references [3–6].

It is nonobvious what mathematical structure is better suited to reproduce the backflow phenomenology. A framework based on a notion of divisibility of dynamical maps, namely the operators describing the dynamical evolution of the system, has achieved a promising consensus [2, 7–14]. A characterizations of non-Markovian evolutions based on divisibility is proposed in reference [15], where the authors introduce a degree of non-Markovianity to classify evolutions. Many efforts are presently directed towards testing this mathematical definition by studying the characteristic backflows that different physical quantities show when the evolution is non-Markovian. Once we consider a quantity that is non-increasing under Markovian evolutions, we can study its potential to show a backflow when the dynamics is non-Markovian. Distinguishability between states [11–13], correlation measures [14, 16–18], channel capacities [19] and the volume of accessible states [20] and quantum Fisher information [21] are some quantities that have been studied in this scenario. The non-trivial point that has to be analyzed is if it is possible to obtain one-to-one relations between backflows of these quantities and non-Markovian evolutions. Indeed, this result would imply a correspondence between the phenomenological and the mathematical description of non-Markovianity that we have presented. In reference [9] it was suggested that for bijective evolutions there is a one-to-one correspondence between backflow of the distinguishability of two-state ensembles and non-Markovianity. This correspondence follows from the results of [22, 23] together with an addendum given in reference [13]. Later it was shown in reference [12] that for general evolutions a one-to-one correspondence exists between non-Markovianity and backflow of the guessing probability for some ensemble of states. Furthermore, it was shown in reference [13] that for evolutions that...
are non-bijective for at most a discrete set of times there is a one-to-one correspondence between backflows of the distinguishability of an equiprobable two-state ensemble and non-Markovianity.

In this work we focus on the connection between revivals of bipartite correlation measures and when the evolution of one subsystem $S$ is non-Markovian. Several measures have been considered in this scenario, e.g. quantum mutual information [14, 16] and entanglement measures [17]. Recently, a correlation that witnesses almost all non-Markovian dynamics has been introduced [18]. However, it is unknown if any of these correlations can witness all non-Markovian dynamics [16].

The main result of this work is the first one-to-one relation between correlation backflows and non-Markovian dynamics. We consider a class of bipartite correlation measures that provides backflows if and only if the dynamics is not Markovian. For this purpose, we exploit supplementary ancillary systems to define initial probe states that succeed in this witnessing task. Finally, by considering the maximum backflow that these correlation measures can show when bipartite states evolve, we introduce a class of non-Markovianity measures. We prove that for any non-Markovian evolution there exists at least one measure from this class that is positive.

2. Markovianity and divisibility

Given a generic finite-dimensional Hilbert space $\mathcal{H}$, we define $B(\mathcal{H})$ to be the set of linear bounded operators that act on $\mathcal{H}$ and $S(\mathcal{H})$ the set of positive semidefinite, Hermitian and trace-one operators on $\mathcal{H}$, namely the state space of $\mathcal{H}$.

We consider an open quantum system $S$ defined by the Hilbert space $\mathcal{H}_S$ that, at the initial time $t_0$, is uncorrelated with the surrounding environment. The evolution of $S$ from $t_0$ to $t \geq t_0$ is given by a dynamical map: a completely positive and trace-preserving (CPTP) linear operator $\Lambda_S(t, t_0) : S(\mathcal{H}_S) \to S(\mathcal{H}_S)$. Therefore, the complete evolution of $S$ from $t_0$ to any time $t \geq t_0$ is described by a family of dynamical maps $\{\Lambda_S(t, t_0)\}_t$, where $\Lambda_S(t, t_0)$ is CPTP for every $t \geq t_0$.

The property of evolutions needed to define Markovianity is the completely positive (CP) divisibility of $\{\Lambda_S(t, t_0)\}$, in terms of intermediate maps $\mathcal{V}_S(t, t')$.

**Definition 1.** The evolution $\{\Lambda_S(t, t_0)\}_t$ is called CP-divisible if, for any $t \geq t_0$, the dynamical map $\Lambda_S(t, t_0)$ can be decomposed as a sequence of CPTP linear maps $\Lambda_S(t, t_0) = \mathcal{V}_S(t, t')\Lambda_S(t', t_0)$, where $\mathcal{V}_S(t, t')$ is a CPTP linear map for any $t_0 \leq t' \leq t$.

CP-divisibility is commonly used to define Markovian dynamics and it is the definition considered in this work: $\{\Lambda_S(t, t_0)\}$ is Markovian if and only if it is CP-divisible. Likewise, we call an evolution non-Markovian if and only if for some $t_0 \leq t' \leq t$ there is no CPTP intermediate map $\mathcal{V}_S(t, t')$.

3. Measurements with fixed output probability distributions

Any measurement process on a quantum state $\rho \in S(\mathcal{H})$ is defined by a positive-operator valued measure (POVM), namely an indexed set of Hermitian and positive semi-definite operators $\{P_i\}_{i=1}^n$ of $B(\mathcal{H})$ such that $\sum_{i=1}^n P_i = 1$, where $\mathcal{I} \in B(\mathcal{H})$ is the identity operator on $\mathcal{H}$ and $n$ is the number of possible outcomes. The $i$th output of the measurement is represented by $P_i$, where $p_i = \text{Tr} \{\rho P_i\}$ is the corresponding occurrence probability.

We consider finite probability distributions $\mathcal{P} = \{p_i\}_{i=1}^n$, where $\sum_{i=1}^n p_i = 1$ and define the set of $n$-output POVMs that, if applied on $\rho \in S(\mathcal{H})$, provide $\mathcal{P}$-distributed outcomes.

**Definition 2.** Given the finite probability distribution $\mathcal{P} = \{p_i\}_{i=1}^n$, the $n$-output POVM $\{P_i\}_{i=1}^n$ on $\mathcal{H}$ is a $\mathcal{P}$-POVM for $\rho \in S(\mathcal{H})$ if and only if it belongs to

$$
\Pi^\mathcal{P}(\rho) = \big\{ \{P_i\}_{i=1}^n : \text{Tr} \{\rho P_i\} = p_i, \forall i = 1, \ldots, n \big\}.
$$

Now consider a bipartite scenario where Alice and Bob share a state $\rho_{AB} \in S(\mathcal{H}_A \otimes \mathcal{H}_B)$. If Alice applies a POVM $\{P_{A,i}\}_{i=1}^n$ on her side of $\rho_{AB}$, an output ensemble $E(\rho_{AB}, \{P_{A,i}\}_{i=1}^n) = \{p_i, \rho_{B,i}\}_{i=1}^n$ is generated on Bob’s side, where each state $\rho_{B,i} \in S(\mathcal{H}_B)$ occurs with probability $p_i$ and

$$
p_i = \text{Tr} \{\rho_{AB} P_{A,i} \otimes \mathcal{I}_B\}, \quad \rho_{B,i} = \text{Tr}_A \left[\rho_{AB} P_{A,i} \otimes \mathcal{I}_B\right] / p_i.
$$

In particular, with probability $p_i$, Alice obtains the $i$th outcome of the measurement and Bob’s side of the shared state is transformed into $\rho_{B,i}$. We call $\{p_i\}_{i=1}^n$ and $\{\rho_{B,i}\}_{i=1}^n$ respectively the output probability distribution and the output states of the measurement.

Similarly to $\Pi^\mathcal{P}(\rho)$, we define the measurements that Alice can perform on $\rho_{AB}$ to generate $\mathcal{P}$-distributed output ensembles on Bob’s side (see figure 1).
Given the finite probability distribution \( \mathcal{P} \) and an \( n \)-output POVM \( \{P_{A,i}\}_{i=1}^{n} \) on \( \mathcal{H}_{A} \), \( \mathcal{P} \)-POVM on \( A \) for \( \rho_{AB} \in \mathcal{S}(\mathcal{H}_{AB}) \) if and only if it belongs to

\[
\Pi_{A}^{\mathcal{P}}(\rho_{AB}) \equiv \{ \{P_{A,i}\}_{i=1}^{n} : \text{Tr}_{B} [\rho_{AB} P_{A,i} \otimes I_{B}] = p_{i}, \quad \forall i = 1, \ldots, n \}.
\]

Analogously, we can define \( \Pi_{B}^{\mathcal{P}}(\rho_{AB}) \). We notice that \( \Pi_{A}^{\mathcal{P}}(\rho_{AB}) = \Pi_{B}^{\mathcal{P}}(\rho_{A}) \) for any \( \mathcal{P} \) and \( \rho_{AB} \), where \( \rho_{A} = \text{Tr}_{B} [\rho_{AB}] \). Moreover, \( \Pi_{A}^{\mathcal{P}}(\rho) (\Pi_{A}^{\mathcal{P}}(\rho_{AB})) \) is a non-empty convex set for any \( \rho (\rho_{AB}) \) and \( \mathcal{P} \).

### 4. Witnessing non-Markovianity with distinguishability of ensembles

We consider the task of identifying a state that we randomly extract from a known ensemble \( \mathcal{E} = \{\rho_{i}, \rho_{i}'\}_{i=1}^{n} \) of states of \( \mathcal{S}(\mathcal{H}) \). The guessing probability \( P_{g}(\mathcal{E}) \) is the average probability to successfully identify the extracted state with an optimal measurement, that is,

\[
P_{g}(\mathcal{E}) \equiv \max_{\{p_{i}\}_{i=1}^{n}} \sum_{i=1}^{n} p_{i} \text{Tr} [\rho_{i} P_{i}],
\]

where the maximization is performed over the \( n \)-output POVMs of \( \mathcal{B}(\mathcal{H}) \). We say that the larger is \( P_{g}(\mathcal{E}) \), the more \( \mathcal{E} \) is distinguishable. Indeed, the maximum value \( P_{g}(\mathcal{E}) = 1 \) is obtained for orthogonal state ensembles.

Now we describe how guessing probability can be used to witness non-Markovianity. We consider a finite-dimensional system \( \mathcal{H}_{S} \otimes \mathcal{H}_{A'} \), where the open quantum system \( \mathcal{S} \) is evolved by a generic \( \{A_{S}(t_{0})\}_{t} \), and \( A' \) is an ancilla that is left untouched. Given an initial ensemble \( \mathcal{E}_{SA}(t_{0}) = \{\rho_{i}, \rho_{i}'\}_{i=1}^{n} \), we consider its evolution:

\[
\mathcal{E}_{SA}(t_{0}) \rightarrow \mathcal{E}_{SA}(t) = \{\rho_{i}, A_{S}(t_{0}) \otimes I_{A'}(\rho_{i}'(\rho_{i})))\},
\]

where \( I_{A'} : \mathcal{S}(\mathcal{H}_{A'}) \rightarrow \mathcal{S}(\mathcal{H}_{A'}) \) is the identity map on \( \mathcal{S}(\mathcal{H}_{A'}) \). For any CPTP map \( \Lambda' \) acting on the states of \( \mathcal{E} = \{\rho_{i}, \rho_{i}'\}_{i} \), \( P_{g}(\mathcal{E}) \) is non-increasing: \( P_{g}(\{\rho_{i}, \rho_{i}'\}_{i}) \geq P_{g}(\{\rho_{i}, \Lambda'(\rho_{i}))_{i}\}) \). Therefore, if \( \{A_{S}(t_{0})\}_{t} \) is Markovian,

\[
P_{g}(\mathcal{E}_{SA}(\tau + \Delta \tau)) - P_{g}(\mathcal{E}_{SA}(\tau)) \leq 0
\]

for every \( \tau \geq t_{0} \) and \( \Delta \tau \geq 0 \).

Given any evolution \( \{A_{S}(t_{0})\}_{t} \) and time interval \( [\tau, \tau + \Delta \tau] \), there exist an ancillary system \( A' \) and an initial ensemble \( \mathcal{E}_{SA}(t_{0}) \) of separable states of \( \mathcal{S}(\mathcal{H}_{S} \otimes \mathcal{H}_{A'}) \)

\[
\mathcal{E}_{SA}(t_{0}) \equiv \{\rho_{0}, \mathcal{E}_{SA}(t_{0})\}_{i=1}^{\pi},
\]

such that we have a backflow

\[
P_{g}(\mathcal{E}_{SA}(\tau + \Delta \tau)) - P_{g}(\mathcal{E}_{SA}(\tau)) > 0,
\]

if and only if there is no CPTP intermediate map \( V_{S}(\tau + \Delta \tau, \tau) \), as shown in reference [12]. Moreover,

\( \mathcal{E}_{SA}(t_{0}) \) depends on \( \{A_{S}(t_{0})\}_{t} \) and \( [\tau, \tau + \Delta \tau] \). The result of reference [12] is general and applies to any finite-dimensional system evolution.
5. A class of correlation measures

Let $\mathcal{P} \equiv \{p_i\}$ be a generic probability distribution and $\rho_{AB} \in \mathcal{S}(\mathcal{H}_A \otimes \mathcal{H}_B)$ a generic bipartite system state. We consider the correlation measure

$$C_A^\mathcal{P}(\rho_{AB}) \equiv \max_{\{P_{A,i}\} \subseteq \mathcal{P}(\rho_{AB})} P_\mathcal{P}\{\rho_{AB}, \{P_{A,i}\}\} - p_{\text{max}},$$

(7)

where the maximization is performed over the $\mathcal{P}$-POVMs on $A$ for $\rho_{AB}$ and we defined $P_\mathcal{P}(\rho_{AB}, \{P_{A,i}\}) \equiv P_A(\mathcal{E}(\rho_{AB}, \{P_{A,i}\}))$ and $p_{\text{max}} \equiv \max p_i$ (see figure 1). Therefore, we can consider the class of correlation measures where each element is defined by a different distribution $\mathcal{P}$. Notice that, if $\mathcal{P}_1$ can be transformed into $\mathcal{P}_2$ by a permutation and an addition or removal of one or more zero-valued probabilities, $C_A^\mathcal{P}_1(\rho_{AB}) = C_A^\mathcal{P}_2(\rho_{AB})$ for any $\rho_{AB}$.

The operational meaning of this correlation measure for a given $\mathcal{P}$ is the following. The value of $C_A^\mathcal{P}(\rho_{AB})$ (modulo $p_{\text{max}}$) corresponds to the guessing probability of the most distinguishable $\mathcal{P}$-distributed state ensembles of $B$ that Alice can generate measuring her side of $\rho_{AB}$. Therefore, $C_A^\mathcal{P}_1(\rho_{AB}) > C_A^\mathcal{P}_2(\rho_{AB})$ implies that the largest distinguishability of the $\mathcal{P}$-distributed output ensembles of $B$ that Alice can generate measuring $\rho_{AB}$ is greater than the largest distinguishability of the $\mathcal{P}_2$-distributed output ensembles of $B$ that Alice can generate measuring $\rho_{AB}$.

To consider $C_A^\mathcal{P}_1$ a proper correlation measure, we have to show that it is: zero-valued for product states, non-negative and monotonically decreasing under local operations [16]. In order to prove the first property, given a generic product state $\rho_{AB} = \rho_A \otimes \rho_B$, the output ensemble $\mathcal{E}(\rho_A \otimes \rho_B, \{P_{A,i}\}) = \{p_i, p_B\}$, is made of identical states for any POVM $\{P_{A,i}\}$, and $P_\mathcal{P}(p_i, p_B) = p_{\text{max}}$. Therefore, while $C_A^\mathcal{P}(\rho_{AB}) \geq 0$ is now trivial, the proof for the monotonicity of $C_A^\mathcal{P}(\rho_{AB})$ under local operations is in appendix A.

Similarly, we define

$$C_B^\mathcal{P}(\rho_{AB}) \equiv \max_{\{P_{B,i}\} \subseteq \mathcal{P}(\rho_{AB})} P_\mathcal{P}\{\rho_{AB}, \{P_{B,i}\}\} - p_{\text{max}}.$$

(8)

Since in general $C_A^\mathcal{P}(\rho_{AB}) \neq C_B^\mathcal{P}(\rho_{AB})$, we can consider the symmetric class of measures

$$C_{AB}^\mathcal{P}(\rho_{AB}) \equiv \max \{C_A^\mathcal{P}(\rho_{AB}), C_B^\mathcal{P}(\rho_{AB})\}.$$

(9)

Finally, we notice that equations (7)–(9) are generalizations of the correlation measures introduced in reference [18]. In particular, a scenario where only uniform probability distributions $\mathcal{P} = \{p_i = 1/n\}_{i=1}^n$ was considered in reference [18]. Moreover, the authors proved that by considering $C_{AB}^\mathcal{P}$ with $\mathcal{P} = \{1/2, 1/2\}$ it is possible to witness any bijective or pointwise non-bijective evolution, while a proof for generic non-Markovian evolutions is not provided.

5.1. The probe states

The goal of this work is to prove a one-to-one correspondence between non-Markovianity and correlation backflows. Therefore, we consider the most general evolution $\{A_t(t, t_0)\}$, and we focus on a generic time interval $[\tau, \tau + \Delta \tau]$. We provide an initial probe state $\rho_{AB}$ shared between Alice and Bob and a distribution $\mathcal{P}$ for which the correlation measure $C_A^\mathcal{P}$ shows a backflow between $\tau$ and $\tau + \Delta \tau$ if and only if there is no CPTP intermediate map $V_S(\tau + \Delta \tau, \tau)$.

First, we introduce the bipartition and the state space needed to consider $C_A^\mathcal{P}$ and the initial probe state. We define the bipartite system $S(\mathcal{H}_A \otimes \mathcal{H}_B)$ such that $\dim(\mathcal{H}_A) = \pi$ and $\mathcal{H}_B \equiv \mathcal{H}_S \otimes \mathcal{H}_A' \otimes \mathcal{H}_{\mathcal{A}'\mathcal{A}''}$, where $\dim(\mathcal{H}_S) = \dim(\mathcal{H}_{\mathcal{A}'\mathcal{A}''}) = d_S = \pi + 1$. We fix the following orthonormal basis for $\mathcal{H}_A$ and $\mathcal{H}_{\mathcal{A}'\mathcal{A}''}$: $\mathcal{A}_A \equiv \{|I\rangle_{\mathcal{A}_A}\}_{i=1}^{\pi+1} = \{|1\rangle_{\mathcal{A}_A}, |2\rangle_{\mathcal{A}_A}, \ldots, |\pi\rangle_{\mathcal{A}_A}\}$ and $\mathcal{A}_{\mathcal{A}'\mathcal{A}''} \equiv \{|I\rangle_{\mathcal{A}'\mathcal{A}''}\}_{i=1}^{\pi+1} = \{|1\rangle_{\mathcal{A}'\mathcal{A}''}, |2\rangle_{\mathcal{A}'\mathcal{A}''}, \ldots, |\pi + 1\rangle_{\mathcal{A}'\mathcal{A}''}\}$. Notice that the ancillas $A'$ and $A''$ can be considered as a single ancilla with Hilbert space $\mathcal{H}_{\mathcal{A}'\mathcal{A}''}$ (see figure 2).

We define $\mathcal{P}_{B,i} \equiv \mathcal{P}_{\mathcal{S}A'}(\mathcal{A}_A) \otimes (\pi + 1) |i\rangle |i\rangle_{\mathcal{A}''} \in S(\mathcal{H}_B)$, for $i = 1, \ldots, \pi$, where we made use of the elements of $\mathcal{E}(\mathcal{S}_A(t_0)) = \{\mathcal{P}_i \mathcal{P}_{\mathcal{S}A'}(\mathcal{A}_A)\}_{i=1}^\pi$ (see equation (5)). We introduce a class of initial probe states $\rho_{AB}^{(i)}(t_0) \in S(\mathcal{H}_A \otimes \mathcal{H}_B)$ parametrized by $\lambda \in [0, 1)$$

$$\rho_{AB}^{(i)}(t_0) \equiv \sum_{i=1}^\pi p_i |i\rangle |i\rangle_{\mathcal{A}_A} \otimes (\lambda \sigma_{\mathcal{S}A'} \otimes |i\rangle |i\rangle_{\mathcal{A}''} + (1 - \lambda) \mathcal{P}_{B,i}),$$

(10)

where $\sigma_{\mathcal{S}A'}$ is a generic state of $S(\mathcal{H}_S \otimes \mathcal{H}_{\mathcal{A}'\mathcal{A}''})$. Notice that the index $i$ runs from 1 to $\pi$ and $\dim(\mathcal{H}_{\mathcal{A}'\mathcal{A}''}) = \pi + 1$. Since the ancillary systems do not evolve, the action of the dynamical map of the
evolution on the probe state preserves the initial classical–quantum separable structure for any \( t \geq t_0 \)

\[
\rho_{\text{AB}}^{(i)}(t) = \sum_{i=1}^{\pi} \mathbf{P}_i |i⟩⟨i|_A \otimes (λ |i⟩⟨i|_{A′} + (1 − λ) \mathbf{P}_{\text{B}}(t)) ,
\]

where \( \mathbf{P}_{\text{B}}(t) = \Lambda_0(t, t_0) \otimes I_{A′A″} \otimes \mathbf{P}_{\text{B}}(t) \) and \( \sigma_{\text{A′A″}}(t) = \Lambda_S(t, t_0) \otimes I_{A′A″}(\sigma_{\text{A′A″}}) \). Finally, since \( \mathbf{P}_{\text{B}}(t) = \sum_{i=1}^{\pi} \mathbf{P}_i |i⟩⟨i|_A \), the set of \( \mathcal{P} \)-POVMs \( \Pi_{\text{A}}^{\pi}(\rho_{\text{AB}}^{(i)}(t)) = \Pi_{\text{B}}^{\pi}(\mathbf{P}_{\text{B}}(t)) \) does not depend on \( t \) and \( λ \).

5.2. Witnessing non-Markovianity with correlations

We provide a procedure that witnesses any non-Markovian dynamics with a correlation backflow. In the case of bijective or pointwise non-bijective \( \{\Lambda_{S}(t, t_0)\}_t \), this scenario has been studied in references [17, 18]. Moreover, the negativity entanglement measure witnesses any non-Markovian qubit evolution [17].

In order to witness non-Markovianity through backflows of \( C_{\Lambda}^{\pi} \), the evolution of the initial state \( \rho_{\text{ASA′}} = \sum_{i=1}^{\pi} \mathbf{P}_i |i⟩⟨i|_A \otimes \mathbf{P}_{\text{A′A″}} |i⟩⟨i|_{A′A″} \) is an intuitive choice. Indeed, \( |i⟩⟨i|_A \otimes |i⟩⟨i|_{A′A″} ∈ \Pi_{\text{A}}^{\pi}(\rho_{\text{ASA′}}(t)) \) for all \( t \geq t_0 \) and \( \mathbf{P}_{\text{B}}(\Lambda_{S}(t, t_0)) = \sum_{i=1}^{\pi} \mathbf{P}_i |i⟩⟨i|_A \), the set of \( \mathcal{P} \)-POVMs \( \Pi_{\text{A}}^{\pi}(\rho_{\text{AB}}^{(i)}(t)) = \Pi_{\text{B}}^{\pi}(\mathbf{P}_{\text{B}}(t)) \) (see equation (6))..

Nonetheless, in general \( |i⟩⟨i|_A \) is not selected by the maximization that defines \( C_{\Lambda}^{\pi}(\rho_{\text{ASA′}}(t)) \) [16].

We are now able to present the main result of this work.

**Theorem 1.** For any evolution \( \{\Lambda_{S}(t, t_0)\}_t \) defined on a finite-dimensional system \( S \) and time interval \( [τ, τ + Δτ] \) there exist at least one ancillary system \( \mathcal{H} \), one bipartite system \( \mathcal{H}_A \otimes \mathcal{H}_B \), where \( \mathcal{H}_B = \mathcal{H}_S \otimes \mathcal{H}_{A′} \), a correlation measure \( \mathcal{C}_{\text{AB}} = \mathcal{C}_{\Lambda}^{\pi} \), and an initial state \( \rho_{\text{AB}}(t_0) = \mathcal{S}(\mathcal{H}_A \otimes \mathcal{H}_B) \) such that a backflow

\[
\mathcal{C}_{\text{AB}}(\rho_{\text{AB}}(τ + Δτ)) − \mathcal{C}_{\text{AB}}(\rho_{\text{AB}}(τ)) > 0,
\]

occurs if and only if there is no CPTP intermediate map \( \mathcal{V}_{\mathcal{S}}(τ + Δτ, τ) \), where \( S \) is the only system that evolves during the evolution.

**Proof.** We consider the ancillary system \( \mathcal{H} = \mathcal{H}_{A′} \otimes \mathcal{H}_{A″} \), the correlation measure \( \mathcal{C}_{\text{AB}} = \mathcal{C}_{\Lambda}^{\pi} \) and the initial probe states \( \rho_{\text{AB}}^{(i)}(t_0) \). We prove that, for wisely chosen values of \( λ \),

\[
\Delta \mathcal{C}_{\Lambda}^{\pi} \equiv \mathcal{C}_{\Lambda}^{\pi}(\rho_{\text{AB}}(τ + Δτ)) − \mathcal{C}_{\Lambda}^{\pi}(\rho_{\text{AB}}(τ)) > 0,
\]

if and only if there is no CPTP intermediate map \( \mathcal{V}_{\mathcal{S}}(τ + Δτ, τ) \). As stated before, in appendix A we prove that \( \mathcal{C}_{\Lambda}^{\pi} \) is monotonically decreasing under local operations. It follows that \( \mathcal{C}_{\Lambda}^{\pi}(\rho_{\text{AB}}(τ)) \) cannot increase in case of CPTP intermediate maps \( \mathcal{V}_{\mathcal{S}}(τ + Δτ, τ) \) acting on \( \rho_{\text{AB}}^{(i)}(τ) \). Moreover, any correlation measure \( \mathcal{C}_{\text{AB}} \) is by definition monotonically decreasing under local operations. Therefore, in order to prove theorem 1, we follow by studying the cases where there is no CPTP intermediate map \( \mathcal{V}_{\mathcal{S}}(τ + Δτ, τ) \).

First, \( \Pi_{\text{A}}^{\pi} = \Pi_{\text{A}}^{\pi}(\rho_{\text{AB}}^{(i)}(t)) \) does not depend on \( λ \) or \( t \), and \( |i⟩⟨i|_A \) \( \otimes |i⟩⟨i|_{A′A″} \in \Pi_{\text{A}}^{\pi} \). In the following, if not specified otherwise, the index \( i \) runs from 1 to \( \pi \). Moreover, we omit the dependence on \( τ \) of some quantities to increase readability.

By applying \( |i⟩⟨i|_A \), on \( \rho_{\text{AB}}^{(i)}(t) \), we get \( \mathcal{E}(\rho_{\text{AB}}^{(i)}(t), |i⟩⟨i|_A) = \{\mathbf{P}_i, λ \sigma_{\text{A′A″}}(t) \otimes |i⟩⟨i|_{A′A″} + (1 − λ) \mathbf{P}_{\text{B}}(t)\} \), and (see appendix B)

\[
P_{\mathbf{E}}(\rho_{\text{AB}}^{(i)}(t), |i⟩⟨i|_A) = λ + (1 − λ) P_{\mathbf{E}}(\mathbf{P}_{\text{B}}(t)) .
\]
For a \( \{P_{\lambda,i}\}_i \) different from \( \{|i\rangle\langle i_A|\} \), we obtain (see appendix B):
\[
\mathcal{E}(\rho^{(\lambda)}_{AB}(t), \{P_{\lambda,i}\}_i) = \left\{ P_{\lambda,i} \lambda \sigma^{(\lambda)}_{AB}(t) + (1 - \lambda) \sigma^{(\lambda)}_{i,i} \right\}_i. 
\]
where \( \sigma^{(\lambda)}_{AB} \) is a convex combination of \( \{|i\rangle\langle i_A|\} \). Analogously, \( \sigma^{(\lambda)}_{ij} \) is a convex combination of \( \{|i\rangle\langle i_A|\} \) (see appendix B). The corresponding guessing probability is
\[
P_g(\rho^{(\lambda)}_{AB}(t), \{P_{\lambda,i}\}_i) = \lambda P_g \left( \left\{ P_{\lambda,i} \rho^{(\lambda)}_{i,i} \right\}_i \right) + (1 - \lambda) P_g \left( \left\{ P_{\lambda,i} \rho^{(\lambda)}_{ij} \right\}_i \right). \tag{14}
\]

Next consider the following lower bound for equation (12)
\[
\Delta C^{\tau}_{\lambda} \geq P_g(\rho^{(\lambda)}_{AB}(\tau + \Delta \tau), \{i\rangle\langle i_A|\}_i) - P_g(\rho^{(\lambda)}_{AB}(\tau), \{P_{\lambda,i}\}_i), \tag{15}
\]
where we define \( \{P_{\lambda,i}\}_i \) to be one of the optimal \( \mathcal{F} \)-POVMs for the maximization that defines \( C^{\tau}_{\lambda}(\rho^{(\lambda)}_{AB}(t)) \) at \( t = \tau \), namely \( C^{\tau}_{\lambda}(\rho^{(\lambda)}_{AB}(\tau)) = P_g(\rho^{(\lambda)}_{AB}(\tau), \{P_{\lambda,i}\}_i) - \mathcal{F}_{\text{max}} \). Consider equation (B.2) for \( \{P_{\lambda,i}\}_i \) and define \( \mathcal{E}^\perp \left( \{P_{\lambda,i}\}_i \right) \) and \( \mathcal{E}^\parallel \left( \{P_{\lambda,i}\}_i \right) \), such that
\[
P_g(\rho^{(\lambda)}_{AB}(\tau), \{P_{\lambda,i}\}_i) = \lambda P_g(\mathcal{E}^\perp \left( \{P_{\lambda,i}\}_i \right)) + (1 - \lambda) P_g(\mathcal{E}^\parallel \left( \{P_{\lambda,i}\}_i \right)). \tag{16}
\]

In order to evaluate \( \Delta C^{\tau}_{\lambda} \), we distinguish the two possible scenarios for \( P_g(\rho^{(\lambda)}_{AB}(\tau), \{P_{\lambda,i}\}_i) \): (A) \( \{i\rangle\langle i_A|\}_i \) is an optimal \( \mathcal{F} \)-POVM for some \( \lambda \in [0, 1] \) and (B) \( \{i\rangle\langle i_A|\}_i \) is not an optimal \( \mathcal{F} \)-POVM for any \( \lambda \in [0, 1] \).

Case (A): if \( \{i\rangle\langle i_A|\}_i \) is an optimal \( \mathcal{F} \)-POVM for some \( \lambda^* \), then the same is true for any \( \lambda \in (\lambda^*, 1) \) (see appendix C). From equations (6), (B.1) and (15), for \( \lambda \in (\lambda^*, 1) \)
\[
\Delta C^{\tau}_{\lambda} \geq (1 - \lambda) \left( P_g(\mathcal{E}_{\text{SA}}(\tau + \Delta \tau)) - P_g(\mathcal{E}_{\text{SA}}(\tau)) \right) > 0, \tag{17}
\]
if and only if there is no CPTP intermediate map \( V_5(\tau + \Delta \tau, \tau) \).

Case (B): we start by noting that \( P_g(\rho^{(\lambda)}_{AB}(\tau), \{P_{\lambda,i}\}_i) \) is Lipschitz continuous in \( \lambda \), \( V_5(\rho^{(\lambda)}_{AB}(\tau), \{P_{\lambda,i}\}_i) \) is Lipschitz continuous in \( \{P_{\lambda,i}\}_i \) and the unique optimal \( \mathcal{F} \)-POVM for \( \lambda = 1 \) is \( \{i\rangle\langle i_A|\}_i \) (see appendix D). Therefore, the set of optimal \( \mathcal{F} \)-POVMs is contained in a neighbourhood of \( \{i\rangle\langle i_A|\}_i \), with size decreasing towards zero as \( \lambda \rightarrow 1 \). This in turn implies that the values of \( P_g(\mathcal{E}^\parallel \left( \{P_{\lambda,i}\}_i \right)) \) for different \( \{P_{\lambda,i}\}_i \) are contained in an interval that converges on \( P_g(\mathcal{E}_{\text{SA}}(\tau)) \) (see appendix D). If we define \( P_g^{(\lambda)}(\tau) \equiv \max_{\{i\rangle\langle i_A|\}_i} P_g(\mathcal{E}^\parallel \left( \{P_{\lambda,i}\}_i \right)) \) and \( P_g^{(\lambda)}(\tau) \equiv \max_{\{i\rangle\langle i_A|\}_i} P_g(\mathcal{E}^\parallel \left( \{P_{\lambda,i}\}_i \right)) \), it holds that
\[
\forall \delta > 0, \exists \lambda_\delta > 0 : P_g^{(\lambda)}(\tau) - P_g(\mathcal{E}_{\text{SA}}(\tau)) < \delta, \quad \forall \lambda \in (\lambda_\delta, 1). \tag{18}
\]
Hence, for \( \delta \equiv P_g(\mathcal{E}_{\text{SA}}(\tau + \Delta \tau)) - P_g(\mathcal{E}_{\text{SA}}(\tau)) > 0 \), there exists \( \lambda \in [0, 1] \) such that \( P_g^{(\lambda)}(\tau) - P_g(\mathcal{E}_{\text{SA}}(\tau)) < P_g(\mathcal{E}_{\text{SA}}(\tau + \Delta \tau)) - P_g(\mathcal{E}_{\text{SA}}(\tau)) \) for any \( \lambda \in (\lambda, 1) \), namely
\[
P_g(\mathcal{E}_{\text{SA}}(\tau + \Delta \tau)) - P_g^{(\lambda)}(\tau) > 0, \quad \forall \lambda \in (\lambda, 1). \tag{19}
\]
We consider inequalities (15) and (19) for \( \lambda \in (\lambda, 1) \) and obtain a backflow
\[
\Delta C^{\tau}_{\lambda} \geq \lambda (1 - P_g^{(\lambda)}(\tau)) + (1 - \lambda) \left( P_g(\mathcal{E}_{\text{SA}}(\tau + \Delta \tau)) - P_g^{(\lambda)}(\tau) \right) > 0, \tag{20}
\]
if and only if there is no CPTP intermediate map \( V_5(\tau + \Delta \tau, \tau) \).

We proved that any non-Markovian evolution can be witnessed with backflows of \( C^{\tau}_{\lambda} \) by considering the probe states \( \rho^{(\lambda)}_{AB}(\tau) \). These backflows are robust, namely, if we add sufficiently small perturbations to \( \rho^{(\lambda)}_{AB}(\tau) \) and the optimal \( \mathcal{F} \)-POVMs obtained by the maximization in equation (7) for any given non-Markovian dynamics, we still obtain a backflow of \( C^{\tau}_{\lambda} \). Hence, there exists a set of initial states with the same dimension as \( S(H_A \otimes H_B) \) that provide a backflow of \( C^{\tau}_{\lambda} \) in the scenario described above (see appendix E for more details).

Since there are no assumptions for the structure of \( \mathcal{E}_{\text{SA}}(\rho^{(\lambda)}_{AB}(t)) \) [12], it is straightforward to adapt our results to any other ensemble. In particular, if the evolution of an initial ensemble \( \{p_i, \phi^{(\lambda)}_{AB}(t)\}_{i=1}^n \) provides a backflow of \( P_g(\{p_i, \phi^{(\lambda)}_{AB}(t)\}_{i=1}^n) \) in a time interval \( [\tau, \tau + \Delta \tau] \), we can consider \( C^{\tau}_{\lambda}(\phi^{(\lambda)}_{AB}(t)) \), where \( \mathcal{P} \equiv \{p_i\}_{i=1}^n \) and \( \phi^{(\lambda)}_{AB}(t) = \sum_{i=1}^n p_i |i\rangle\langle i_A| \otimes (\lambda \phi_{SA} \otimes |i\rangle\langle i_A| + (1 - \lambda) \phi_{SB} \otimes |n + 1\rangle\langle n + 1|) \) and obtain a backflow of \( C^{\tau}_{\lambda}(\phi^{(\lambda)}_{AB}(t)) \) in \( [\tau, \tau + \Delta \tau] \). We make some examples of ensembles (different from
that can be considered to witness particular classes of non-Markovian evolutions. A constructive method that provides ensembles of two equiprobable states that witness any bijective or pointwise non-bijective non-Markovian dynamics is given in reference [13]. The existence of two-state ensembles that detect any image non-increasing evolution, i.e., such that \( \text{Im}(\Lambda_t) \subseteq \text{Im}(\Lambda_s) \) for any \( s < t \), is proven in reference [25]. Finally, two-state ensembles suffice to witness any non-Markovian qubit evolution [24].

Similarly to prior measures of non-Markovianity that catch increases of quantities that are monotonically decreasing under Markovian evolutions [10, 11, 14, 19, 20], we define the class

\[
N^P(\{A_\lambda(t, t_0)\}) := \sup_{\rho_{\Lambda A}(t_0)} \int_{(C_\Lambda^P(\rho_{\Lambda A}(t))) > 0} \frac{dC_\Lambda^P(\rho_{\Lambda A}(t))}{dt},
\]

where the sup is over the possible ancillary systems (A and A') and the initial states \( \rho_{\Lambda A}(t_0) \in \mathcal{S}(\mathcal{H}_A \otimes \mathcal{H}_S \otimes \mathcal{H}_{A'}) \). As a consequence of theorem 1, if \( C_\Lambda^P(\rho_{\Lambda A}(t)) \) is differentiable, \( N^P(\{A_\lambda(t, t_0)\}) > 0 \) if and only if the evolution is non-Markovian (see appendix F for details and a discussion of the non-differentiable case). Indeed, for any time interval where the evolution cannot be described by a CPTP intermediate map, we proved the existence of a set of initial states that show an increase of \( C_\Lambda^P \) in the same time interval. We notice that \( N^P \) with \( P = \{1/2, 1/2\} \) is non-zero for any bijective or pointwise non-bijective non-Markovian evolution [18]. The measure of non-Markovianity \( NRHP \) proposed in [10] and the class \( N^P \) are the only measures that are proved to be positive for any non-Markovian evolution. Notice that the value of \( N^P \), differently from \( NRHP \), represents the backflow of a physical quantity, namely \( C_\Lambda^P \), shown by a state that undergoes the target evolution. Nonetheless, while \( NRHP \) is easy to compute in many different cases, the computation of the class \( N^P \) may be difficult in the general case, since it involves a supremum over initial states.

6. Discussion

In this work we showed that any non-Markovian dynamics can be witnessed through backflows of the correlation measure \( C_\Lambda^P \). For this purpose, we introduced a class of initial probe states \( \rho_{\Lambda A}(t_0) \) that allows to accomplish this task. Hence, we proved the first one-to-one correspondence between CP-divisibility of evolutions, namely Markovianity, and the absence of correlation backflows.

It would be useful to obtain a constructive method that provides the elements of \( C_\Lambda^P(\rho_{\Lambda A}(t)) \) that we used to define the initial probe state. Moreover, since the class of bipartite correlations that we studied does not consider the subsystems A and B symmetrically, an open question is to understand if also \( C_\Lambda^{AP} \) (see equation (9)) is able to witness any non-Markovian evolution.

Different approaches that manipulate and evolve two-state ensembles defined over S and particular ancillary systems are proved to witness any bijective or alternatively at most point-wise non-bijective non-Markovian evolution [13, 17, 18]. On the other hand, methods that allow to witness any non-Markovian evolution, e.g. [12] and this work, make use of ensembles that in general are made by more than two states. We therefore find it interesting to know if the use of larger ensembles in [12] and in this work is necessary to witness any non-Markovian evolution. Finding an example of a non-Markovian evolution that two-state ensembles cannot witness would prove this in the positive. Such an example, if it exists, could perhaps also help elucidate how to explicitly construct the elements of \( C_\Lambda(\rho_{\Lambda A}(t)) \).

We consider interesting the possibility to formulate simplified versions of the measures of non-Markovianity \( N^P \) that permit simplified computations while still being positive for any non-Markovian evolution.
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Appendix A. Monotonic behavior of \( C_\Lambda^P \) under local operations

We consider a general bipartite finite-dimensional quantum system with Hilbert space \( \mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B \). Therefore, the states that we consider are \( \rho_{AB} \in \mathcal{S}(\mathcal{H}_{AB}) \). We consider a generic finite probability
distribution $\mathcal{P} = \{ p_i \}_{i=1}^n$ and we prove that $C^q_\Lambda$ is monotone under local operations of the form $\Lambda_A \otimes I_B$, and $I_A \otimes \Lambda_B$ on $\rho_{AB}$, where $\Lambda_A$ ($\Lambda_B$) is a CPTP map on $A$ ($B$) and $I_A$ ($I_B$) is the identity map on $S(H_A)$ ($S(H_B)$).

In order to show the effect of the application of a local operation of the form $\Lambda_A \otimes I_B$ on $C^q_\Lambda(\rho_{AB})$, we look at $\Pi^q_\Lambda(\rho_{AB})$ in a different way. Each element of this collection is a $\mathcal{P}$-POVM for $\rho_{AB}$, i.e., they generate output ensembles where the output probability distribution is $\mathcal{P} = \{ p_i \}$. In fact, we can consider $C^q_\Lambda(\rho_{AB})$ as the maximization over all the possible output ensembles with output probability distribution $\mathcal{P}$ that we can generate measuring the subsystem $A$ of $\rho_{AB}$.

The effect of the first local operation that we consider is: $\tilde{\rho}_{AB} = \Lambda_A \otimes I_B (\rho_{AB}) = \sum_i (E_i^A \otimes I_B) \rho_{AB} (E_i^A \otimes I_B)$, where $\{ E_i \}$ is a set of Kraus operators that corresponds to $\Lambda_A$. Now we analyze the relation between $\Pi^q_\Lambda(\tilde{\rho}_{AB})$ and $\Pi^q_\Lambda(\rho_{AB})$. Given a $\mathcal{P}$-POVM for $\tilde{\rho}_{AB}$, i.e., $\{ P_{A,i} \} \subseteq \Pi^q_\Lambda(\tilde{\rho}_{AB})$, the probabilities and the states of the output ensemble $\mathcal{E} (\tilde{\rho}_{AB}, \{ P_{A,i} \})$ are

$$\text{Tr} [ \rho_{AB} \Lambda^*_A (P_{A,i} \otimes I_B) ] = \text{Tr} [ \rho_{AB} \tilde{\Lambda}^*_A (\tilde{P}_{A,i} \otimes I_B) ] = \text{Tr} [ \rho_{AB} \tilde{P}_{A,i} \otimes I_B ] ,$$

where we have defined the operators $\tilde{P}_{A,i} \equiv \Lambda^*_A (P_{A,i}) = \sum_j (E_j^A \otimes I_B) P_{A,j} (E_j^A \otimes I_B)$. Similarly, we can write $\tilde{\rho}_{iB} = \text{Tr}_A [ \tilde{\rho}_{AB} P_{A,i} ] / p_i = \text{Tr} [ \rho_{AB} \tilde{P}_{A,i} ] / p_i$.

Therefore, since $p_i = \text{Tr} [ \rho_{AB} \tilde{P}_{A,i} ]$ and $\tilde{\rho}_{iB} = \text{Tr} [ \rho_{AB} \tilde{P}_{A,i} ] / p_i$, if we apply $\{ P_{A,i} \}$ on $\rho_{AB}$ we obtain the same $\mathcal{P}$-distributed output ensemble $\{ p_i, \tilde{\rho}_{iB} \}$, that we obtain applying $\{ P_{A,i} \}$ on $\tilde{\rho}_{AB}$. Next we show that: $\{ \tilde{P}_{A,i} \} = \{ \Lambda^*_A (P_{A,i}) \} = \{ \sum_k (E_k^A \otimes I_B) \tilde{P}_{A,i} (E_k^A \otimes I_B) \}$, is a proper $n$-output POVM. First, the elements of $\{ \tilde{P}_{A,i} \}$ sum up to the identity:

$$\sum_k \tilde{P}_{A,i} = \sum_k (E_k^A \otimes I_B) \tilde{P}_{A,i} (E_k^A \otimes I_B) = \sum_k (E_k^A \otimes I_B) \tilde{P}_{A,i} = \sum_k (E_k^A \otimes I_B) = I_B. \quad \text{Moreover, we show that they are positive semi-definite operators. Indeed, for any } | \psi \rangle \in \mathcal{H}_A, \text{ we have } \langle \psi | \tilde{P}_{A,i} | \psi \rangle = \sum_k ( \langle \psi | E_k^A \rangle \tilde{P}_{A,i} (E_k^A | \psi \rangle) = \sum_k ( \langle \psi | E_k^A \rangle \langle E_k^A | \psi \rangle) \geq 0, \text{ where each element of the last sum is non-negative because } P_{A,i} \text{ is positive semi-definite.} \quad \text{It follows that } \{ \tilde{P}_{A,i} \} \text{ is a POVM and in particular a } \mathcal{P}\text{-POVM for } \tilde{\rho}_{AB} \text{, i.e., } \{ \tilde{P}_{A,i} \} \subseteq \Pi^q_\Lambda(\tilde{\rho}_{AB}).$$

Thus, for every $\mathcal{P}$-POVM $\{ P_{A,i} \} \subseteq \Pi^q_\Lambda(\rho_{AB})$ for $\rho_{AB}$, there is a $\mathcal{P}$-POVM $\{ \tilde{P}_{A,i} \} \subseteq \Pi^q_\Lambda(\tilde{\rho}_{AB})$ for $\tilde{\rho}_{AB}$, such that the output ensembles are identical: $\mathcal{E} (\rho_{AB}, \{ P_{A,i} \}) = \mathcal{E} (\tilde{\rho}_{AB}, \{ \tilde{P}_{A,i} \})$. Hence, any $\mathcal{P}$-distributed ensemble of $B$ that can be generated from $\rho_{AB}$ can also be obtained from $\tilde{\rho}_{AB}$. Therefore, we obtain the following inclusion

$$\bigcup_{\{ P_{A,i} \} \subseteq \Pi^q_\Lambda(\rho_{AB})} \mathcal{E} (\rho_{AB}, \{ P_{A,i} \}) \subseteq \bigcup_{\{ \tilde{P}_{A,i} \} \subseteq \Pi^q_\Lambda(\tilde{\rho}_{AB})} \mathcal{E} (\tilde{\rho}_{AB}, \{ \tilde{P}_{A,i} \}) .$$

Finally, since as we said above $C^q_\Lambda(\rho_{AB})$ is the maximum guessing probability of the $\mathcal{P}$-distributed output ensembles that can be generated from $\rho_{AB}$, from equation (A.2) we conclude that $C^q_\Lambda(\rho_{AB})$ is defined as a maximization over a set that includes the set over which maximization defines $C^q_\Lambda(\tilde{\rho}_{AB})$. Hence, for any state $\rho_{AB}$ and CPTP map $\Lambda_A$, we obtain

$$C^q_\Lambda(\rho_{AB}) \geq C^q_\Lambda (\Lambda_A \otimes I_B (\rho_{AB})) .$$

Next we show that $C^q_\Lambda(\rho_{AB})$ is monotonic under local operations of the form $I_A \otimes \Lambda_B$. We find that the collection of the $\mathcal{P}$-POVMs for $\tilde{\rho}_{AB} = I_A \otimes \Lambda_B (\rho_{AB})$, namely $\Pi^q_{\Lambda_B}(\rho_{AB})$, coincides with $\Pi^q_{\Lambda_B}(\rho_{AB})$. In order to prove this, we apply a general POVM $\{ P_{A,i} \}$ on $\rho_{AB}$ and $\tilde{\rho}_{AB}$ and we show that the respective output ensembles are defined by the same probability distribution. Indeed, being $\text{Tr} [ \rho_{AB} P_{A,i} ]$ the probability for the $i$-th output of the POVM considered when it is applied on $\rho_{AB}$ ($\tilde{\rho}_{AB}$), we have $\text{Tr} [ I_A \otimes \Lambda_B (\rho_{AB}) P_{A,i} ] = \text{Tr} [ \rho_{AB} P_{A,i} ]$, where this identity uses the trace-preserving property of the superoperator $I_A \otimes \Lambda_B$. Consequently, if $\{ P_{A,i} \}$ is a $\mathcal{P}$-POVM for $\rho_{AB}$, which means that $\text{Tr} [ \rho_{AB} P_{A,i} ] = p_i$ in the same way $\text{Tr} [ I_A \otimes \Lambda_B (\rho_{AB}) P_{A,i} ] = p_i$. Hence, $\{ P_{A,i} \} \subseteq \Pi^q_\Lambda(\rho_{AB})$ if and only if $\{ P_{A,i} \} \subseteq \Pi^q_\Lambda(\tilde{\rho}_{AB})$, i.e.,

$$\Pi^q_{\Lambda_B}(\rho_{AB}) = \Pi^q_{\Lambda_B}(\tilde{\rho}_{AB}).$$

Given a $\mathcal{P}$-POVM $\{ P_{A,i} \}$, both for $\rho_{AB}$ and $\tilde{\rho}_{AB}$, we compare the corresponding output states

$$\tilde{\rho}_{iB} = \Lambda_B (\text{Tr}_A [ \rho_{AB} P_{A,i} \otimes I_B ] / p_i) = \Lambda_B (\rho_{iB}).$$

(5)
From equation (A.5) and the definition of the guessing probability, it follows that

\[ P_g \left( \{p_i, \rho_{B_i}\}_i \right) \geq P_g \left( \{p_i, \Lambda_B(\rho_{B_i})\}_i \right). \tag{A.6} \]

The consequence of the last relation is that for any \( P \)-distributed output ensemble ensemble that we can generate from \( \hat{\rho}_{AB} \) there exists at least one \( P \)-distributed output ensemble that we can generate from \( \rho_{AB} \) for which the guessing probability is equal or greater. Hence, considering the definition of \( C^P_A \), equations (A.4) and (A.6), we conclude that

\[ C^P_A (\rho_{AB}) \geq C^P_A (I_A \otimes \Lambda_B (\rho_{AB})), \tag{A.7} \]

for any state \( \rho_{AB} \) and CPTP map \( \Lambda_B \).

**Appendix B. Performing \( \mathcal{P} \)-POVMs on the probe state: the orthogonal and the parallel components**

In this section we prove that, if we apply the projective \( \mathcal{P} \)-POVM \( \{|i\rangle \langle i|\}_i \) on \( A \) for \( \rho_{AB}(t) \), we obtain

\[ P_g \left( \rho_{AB}(t) \otimes \{P_{\Lambda_i}\}_i \right) = \lambda + (1 - \lambda) P_g \left( \rho_{SA}(t) \right). \tag{B.1} \]

Moreover, for a general \( \mathcal{P} \)-POVM on \( A \) for \( \rho_{AB}(t) \) different from \( \{|i\rangle \langle i|\}_i \), we have

\[ P_g \left( \rho_{AB}(t), \{P_{\Lambda_i}\}_i \right) = \lambda P_g \left( \rho_{SA}(t) \right) + (1 - \lambda) P_g \left( \hat{\rho}_{SA}(t) \right), \tag{B.2} \]

for some \( \{|\hat{\rho}_{SA_i}(t)\}_i \) and \( \{|\rho_{SA_i}(t)\}_i \) that we define. First, we notice that the projective measurement \( \{|i\rangle \langle i|\}_i \) is a \( \mathcal{P} \)-POVM on \( A \) for \( \rho_{AB}(t) \) for any \( t \) and \( \lambda \). We consider \( E(\rho_{AB}(t), \{|i\rangle \langle i|\}_i) \), namely the ensemble of \( B \) that we obtain measuring \( \rho_{AB}(t) \) with \( \{|i\rangle \langle i|\}_i \):

\[ E(\rho_{AB}(t), \{|i\rangle \langle i|\}_i) = \left\{ \hat{\rho}_{SA}, \lambda \sigma_{SA}(t) \otimes |i\rangle \langle i|_{A^e} + (1 - \lambda) \rho_{B_i}(t) \right\}_{i=1}^\pi, \tag{B.3} \]

where \( \rho_{B_i} = \sigma_{SA_i} \otimes |i\rangle \langle i|_{A^e} \). We evaluate the guessing probability of this ensemble and we obtain

\[ P_g(\rho_{AB}(t), \{|i\rangle \langle i|\}_i) = \max \sum_{\{P_{\Lambda_i}\}_i} P_{\text{Tr}_B} \left[ (\lambda \sigma_{SA}(t) \otimes |i\rangle \langle i|_{A^e} + (1 - \lambda) \rho_{B_i}(t) \otimes |i\rangle \langle i|_{A^e}) P_{\text{Tr}_B} \right]. \tag{B.4} \]

We note that, for any \( i = 1, \ldots, \pi \), every state that belongs to the set \( \{|i\rangle \langle i|\}_i \) is orthogonal to every state of the set \( \{|i\rangle \langle i|\}_i \otimes |i\rangle \langle i|_{A^e} \} \), if it follows that, for any \( i = 1, \ldots, \pi \), the value of \( P_{\text{Tr}_B} \left[ (\lambda \sigma_{SA}(t) \otimes |i\rangle \langle i|_{A^e}) P_{\text{Tr}_B} \right] \) depends only on the components of \( P_{\text{Tr}_B} \) that belong to span\( (\{|j\rangle \langle j|\}_B) \), where \( |j\rangle_B \) and \( |j\rangle_B \) belong to the tensor product between the elements of \( M_{A^e} \), i.e., an orthonormal basis of \( H_A \otimes H_{A^e} \), and \( \{|i\rangle \langle i|\}_i \) (notice that \( \dim(H_{A^e}) = \pi + 1 \)). Similarly, for any \( i = 1, \ldots, \pi \), the value of \( P_{\text{Tr}_B} \left[ (\lambda \sigma_{SA}(t) \otimes |i\rangle \langle i|_{A^e}) P_{\text{Tr}_B} \right] \) depends only on the components of \( P_{\text{Tr}_B} \) that belong to span\( (\{|f\rangle \langle f|\}_B) \), where \( |f\rangle_B \) and \( |f\rangle_B \) belong to the tensor product between the elements of \( M_{A^e} \) and \( \{|i\rangle \langle i|\}_i \) (notice that \( \dim(H_{A^e}) = \pi + 1 \)). We further note that no operator defined on span\( (\{|i\rangle \langle j|\}_B) \) span\( (\{|i\rangle \langle j|\}_B) \) span\( (\{|f\rangle \langle f|\}_B) \) span\( (\{|f\rangle \langle f|\}_B) \) without affecting the optimal value. Since span\( (\{|i\rangle \langle j|\}_B) \) is orthogonal to span\( (\{|f\rangle \langle f|\}_B) \), the maximization in equation (B.4) can be divided in two independent maximizations

\[ P_g \left( \rho_{AB}(t), \{|i\rangle \langle i|\}_i \right) = \lambda \max \sum_{\{P_{\Lambda_i}\}_i} P_{\text{Tr}_B} \left[ (\lambda \sigma_{SA}(t) \otimes |i\rangle \langle i|_{A^e}) P_{\text{Tr}_B} \right] + (1 - \lambda) \max \sum_{\{P_{\Lambda_i}\}_i} P_{\text{Tr}_B} \left[ (\lambda \sigma_{SA}(t) \otimes |i\rangle \langle i|_{A^e}) P_{\text{Tr}_B} \right]. \tag{B.5} \]
where we have used $P_k(\{\rho_i, |i⟩⟨i|_A\}_i) = 1$, namely the possibility to perfectly distinguish ensembles of orthonormal states, $P_k(\{\rho_i, |i⟩⟨i|_A\}_i) = P_k(\{\rho_i, |i⟩⟨i|_A\}_i)$ and $P_k(\{\rho_i, |i⟩⟨i|_A\}_i) = P_k(\{\rho_i, |i⟩⟨i|_A\}_i)$ for orthonormal states

The output ensemble that we obtain applying a generic POVM $\{P_{\lambda A}\}$ on $A$ for $\rho^{(\lambda)}_{AB}(t)$ different from $\{|i⟩⟨i|_A\}_i$ is $E(\rho^{(\lambda)}_{AB}(t), \{P_{\lambda A}\})$. The $k$th state of this ensemble is

$$\rho^{(\lambda)}_{\lambda k}(t) = \frac{\text{Tr}_A \left[ \rho^{(\lambda)}_{AB}(t) P_{\lambda k} \otimes 1_B \right]}{P_k}$$

$$= \sum_{i=1}^{\pi} \frac{P_k}{P_k} \text{Tr}_A \left[ |i⟩⟨i|_A P_{\lambda A} \right] (\lambda |\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A + (1 - \lambda) |\bar{\sigma}_{SA}|_A)$$

$$= \sum_{i=1}^{\pi} \frac{P_k (P_{\lambda A})_{ik}}{P_k} (\lambda |\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A + (1 - \lambda) |\bar{\sigma}_{SA}|_A),$$

where $(P_{\lambda A})_{ik} = (|i⟩⟨i|_A P_{\lambda A})_{ik} \geq 0$ is the $i$th diagonal element of $P_{\lambda A}$ in the basis $M_A = \{|i⟩⟩_A \}_i$. Keeping in mind that $\rho^\pi$ is a finite probability distribution and $P_k > 0$ for any $k$, we define the parameters $e_k = \text{Pr}(\lambda |\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A + (1 - \lambda) |\bar{\sigma}_{SA}|_A)$ and the states $\lambda |\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A + (1 - \lambda) |\bar{\sigma}_{SA}|_A$ are trace one operators for any $i = 1, \ldots, \pi$. Therefore, $\{e_k\}_i$ is an $\pi$-element probability distribution for any value of $k = 1, \ldots, \pi$. We write:

$$\rho^{(\lambda)}_{\lambda k}(t) = \sum_{i=1}^{\pi} e_k \lambda |\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A + (1 - \lambda) |\bar{\sigma}_{SA}|_A)$$

$$= \lambda \sum_{i=1}^{\pi} e_k = \lambda \sum_{i=1}^{\pi} e_k |\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A + (1 - \lambda) \sum_{i=1}^{\pi} e_k |\bar{\sigma}_{SA}|_A$$

$$= \lambda |\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A + (1 - \lambda) |\bar{\sigma}_{SA}|_A, (B.7)$$

where we have used the definitions

$$\sigma^{\perp}_{\lambda k}(t) = \sum_{i=1}^{\pi} e_k |i⟩⟨i|_A$$

$$\sigma^{∥}_{\lambda k}(t) = \sum_{i=1}^{\pi} e_k |\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A + (1 - \lambda) |\bar{\sigma}_{SA}|_A(t)$$

Each state $\rho^{\perp}_{\lambda k}(t)$ is a convex combination of the states $\{|i⟩⟨i|_A\}_i = \{|i⟩⟨i|_A⟩\} = \{|\sigma_{SA}(t)⟩⟨\sigma_{SA}|_A⟩\}$ that does not depend on $\lambda$ but depends on the POVM $\{P_{\lambda A}\}_i$ chosen. From equation (B.7) it follows that, if we consider a generic POVM $\{P_{\lambda A}\}_i$ for $\rho^{(\lambda)}_{AB}(t)$, we obtain

$$E(\rho^{(\lambda)}_{AB}(t), \{P_{\lambda A}\}) = \left\{ |i⟩⟨i|_A⟩, (B.10) \right\}$$

and, therefore, similarly to equation (B.5), now we can write

$$P_k(\rho^{(\lambda)}_{AB}(t), \{P_{\lambda A}\}) = \Lambda P_k \left( \{\rho_{\lambda k}(t)\}_i\right) + (1 - \lambda) P_k \left( \{\rho_{\lambda k}^\perp(t)\}_i\right).$$

**Appendix C. Analysis of case (A)**

Let assume that for some $\alpha \in [0, 1]$ we have that $\{P^{(\alpha)}_{\lambda k}\} = \{|i⟩⟨i|_A\}_i$, i.e., this projective measurement is one of the optimal POVM that accomplishes the maximization for $\sigma^{\pi}(\rho^{(\alpha)}_{AB}(t))$, and that for some $\beta > \alpha$ instead we have that $\{i⟩⟨i|_A\}_i$ is not optimal. In this section we show that these two assumptions are incompatible and lead to a contradiction. The first condition implies that, when $\lambda = \alpha$ the optimal POVM that provides the greatest value of $P_k(\rho^{(\alpha)}_{AB}(t), \{P_{\lambda A}\})$ is $\{P^{(\alpha)}_{\lambda k}\} = \{|i⟩⟨i|_A\}_i$ and therefore
\[
\alpha + (1 - \alpha)P_g(\mathcal{E}_{SA}(\tau)) \geq \alpha P_g(\mathcal{E}^{(1)}(\beta)) + (1 - \alpha)P_g(\mathcal{E}^{(1)}(\beta)),
\]
\[
\alpha \left(1 - P_g(\mathcal{E}^{(1)}(\beta))\right) + (1 - \alpha) \left[ P_g(\mathcal{E}_{SA}(\tau)) - P_g(\mathcal{E}^{(1)}(\beta)) \right] \geq 0,
\]

(C.1)

where we also considered the cases where \(\{P_{\beta j}\}_j\) is optimal both for \(\lambda = \alpha\) and \(\lambda = \beta\). On the other hand, for \(\lambda = \beta > \alpha\) we have that \(|i\rangle\langle i|_A\) is not an optimal \(\overline{\mathcal{F}}\)-POVM for the maximization needed for \(C_\lambda(\rho^{(1)}_{AB}(\tau))\) and
\[
\beta P_g(\mathcal{E}^{(1)}(\beta)) + (1 - \beta)P_g(\mathcal{E}^{(1)}(\beta)) > \beta + (1 - \beta)P_g(\mathcal{E}_{SA}(\tau)),
\]
which can be written as
\[
\beta \left( P_g(\mathcal{E}^{(1)}(\beta) - 1 + P_g(\mathcal{E}_{SA}(\tau)) - P_g(\mathcal{E}^{(1)}(\beta)) \right) > P_g(\mathcal{E}_{SA}(\tau)) - P_g(\mathcal{E}^{(1)}(\beta)),
\]
and therefore, subtracting the quantity \(\alpha \left( P_g(\mathcal{E}^{(1)}(\beta) - 1 + P_g(\mathcal{E}_{SA}(\tau)) - P_g(\mathcal{E}^{(1)}(\beta)) \right)\) from each side of inequality (C.3), we obtain
\[
(\beta - \alpha) \left( P_g(\mathcal{E}^{(1)}(\beta) - 1 + P_g(\mathcal{E}_{SA}(\tau)) - P_g(\mathcal{E}^{(1)}(\beta)) \right) > \alpha \left( P_g(\mathcal{E}^{(1)}(\beta)) \right) + (1 - \alpha) \left( P_g(\mathcal{E}_{SA}(\tau)) - P_g(\mathcal{E}^{(1)}(\beta)) \right).
\]

(C.4)

If inequality (C.2) holds, then \(P_g(\mathcal{E}^{(1)}(\beta)) > P_g(\mathcal{E}_{SA}(\tau))\). Therefore, \(P_g(\mathcal{E}_{SA}(\tau)) - P_g(\mathcal{E}^{(1)}(\beta)) < 0\) and we conclude that the left-hand side of inequality (C.4) is negative. The right-hand side of the same inequality is instead non-negative for inequality (C.1). This contradiction shows that if for some value of the parameter \(\lambda\) the orthogonal measurement \(|i\rangle\langle i|_A\) maximizes \(P_g(\rho_{AB}(\tau), \{P_{\lambda j}\}_j)\), then it is also the case for any greater value of \(\lambda\). In conclusion, if one of the optimal measurement is \(|i\rangle\langle i|_A\) for \(\lambda = \alpha\), the same is true for any \(\beta \in [\alpha, 1)\).

**Appendix D. Study of the limit \(\lambda \to 1\) in case (B)**

First, we notice that the set of \(\overline{\mathcal{F}}\)-POVMs on \(A\) for \(\rho^{(1)}_{AB}(t)\) is a set that does not depend on \(\lambda\) and \(t\). Indeed, we use the notation \(\Pi_{\overline{\mathcal{F}}} = \Pi_{\overline{\mathcal{F}}}(\rho^{(1)}_{AB}(\tau))\). Now we prove that the only optimal \(\overline{\mathcal{F}}\)-POVM for \(C_\lambda(\rho^{(1)}_{AB}(\tau))\) is the projective measurement \(|i\rangle\langle i|_A\). In the case of an optimal \(\{P_{\lambda j}\}_j \in \Pi_{\overline{\mathcal{F}}}\) for \(\rho^{(1)}_{AB}(\tau)\) we can write the output ensemble (see equation (B.8))
\[
\mathcal{E} \left( \rho^{(1)}_{AB}(\tau), \{P_{\lambda j}\}_j \right) = \left\{ P_{\lambda j} \sigma_{SA}(\tau) \otimes \sum_{j} \rho_{ji} |j\rangle\langle j|_{A'} \right\}_j,
\]

(D.1)

where \(\sum_j \rho_{ji} = 1\) for any \(i = 1, \ldots, \mathcal{F}\). Since \(P_{\lambda j} \rho^{(1)}_{AB}(\tau), \{P_{\lambda j}\}_j = 1\), an optimal \(\overline{\mathcal{F}}\)-POVM different from \(|i\rangle\langle i|_A\) must provide an output ensemble \(\mathcal{E}(\rho^{(1)}_{AB}(\tau), \{P_{\lambda j}\}_j)\) of orthogonal states. Given the identity \(P_{\lambda j} (\mathcal{E}(\rho^{(1)}_{AB}(\tau), \{P_{\lambda j}\}_j)) = P_{\lambda j} \left( \sum_{|j\rangle\langle j|_{A'}} \rho_{ji} |j\rangle\langle j|_{A'} \right)\), we have to check if, for some \(\rho_{ji}\) the ensemble \(\{P_{\lambda j} \sum_{|j\rangle\langle j|_{A'}} \rho_{ji} |j\rangle\langle j|_{A'}\} \) can be an orthogonal ensemble of states different from \(|i\rangle\langle i|_{A'}\). Each state \(\rho_{ij_{A'}} = \sum_{|j\rangle\langle j|_{A'}} \rho_{ji} |j\rangle\langle j|_{A'}\) is defined as a convex combination of the states \(|i\rangle\langle i|_{A'}\). Two such states are orthogonal only if the respective convex combinations do not have any element \(|i\rangle\langle i|_{A'}\) in common. Therefore, the only way to have \(n\) orthogonal output states is if for each \(i\) the state is of the form \(\rho_{ij_{A'}} = |j\rangle\langle j|_{A'}\) for some \(j = j(i)\) exclusively assigned to \(i\). Thus, each \(P_{\lambda j}\) has only one nonzero diagonal element \((P_{\lambda j})_{ij} = |j\rangle\langle j|_{A' P_{\lambda j} = 1}\) this is only possible if \(\{P_{\lambda j}\} = \{|i\rangle\langle i|_A\}\).

We proved that \(|i\rangle\langle i|_A\) is the only optimal \(\overline{\mathcal{F}}\)-POVM for the evaluation of \(C_\lambda(\rho^{(1)}_{AB}(\tau))\). Therefore, for any \(\overline{\mathcal{F}}\)-POVM \(\{P_{\lambda j}\}_j \neq |i\rangle\langle i|_A\) we have that \(P_{\lambda j}(\rho^{(1)}_{AB}(\tau), \{P_{\lambda j}\}_j) < 1\). We notice that the set \(\Pi_{\overline{\mathcal{F}}} \) is closed and bounded, i.e., it is compact. Indeed, it is a subset of \(B(H_A)\) that is defined through linear constraints involving identities and relations of semi-positivity. The guessing probability \(P_g(\rho^{(1)}_{AB}(\tau), \{P_{\lambda j}\}_j)\) is a continuous function on this compact set of \(\overline{\mathcal{F}}\)-POVMs.

We now show that \(P_g(\rho^{(1)}_{AB}(\tau), \{P_{\lambda j}\}_j)\) is Lipschitz continuous in \(\lambda\). In other words we construct a bound on the change of the guessing probability for a given change in \(\lambda\). To do so we first show that \(P_g(\rho_{AB}, \{P_{\lambda j}\}_j)\) is Lipschitz continuous on the set of states. Consider \(P_g(\rho_{AB}, \{P_{\lambda j}\}_j)\) as a function of \(\rho_{AB}\). We consider a pair \(\rho_{AB}^\lambda, \rho_{AB}^\beta\) and observe that
\[
\text{max}_{\{\rho_{ik}\}} \sum_i \text{Tr}[P_{Aj_i} \otimes P_{Bk_i}(\rho_{AB}^2 + (\rho_{AB}^2 - \rho_{AB}^2))] \\
\leq \frac{1}{\text{max}} \sum_i \text{Tr}[P_{Aj_i} \otimes P_{Bk_i}(\rho_{AB}^2 - \rho_{AB}^2)] \\
\leq \frac{1}{\text{max}} \sum_i \text{Tr}[P_{Aj_i} \otimes P_{Bk_i}(U^\dagger U \Delta_+ - \Delta_-)] U]
\]

Let $\Delta$ be a diagonal matrix such that $\Delta = U(\rho_{AB}^2 - \rho_{AB}^2)U^\dagger$ for a unitary $U$. Let $\Delta_+$ and $\Delta_-$ be the two diagonal positive semidefinite matrices such that $\Delta = \Delta_+ - \Delta_-$. Note that $U^\dagger \Delta_+ U$ and $U^\dagger \Delta_- U$ are positive semidefinite. This implies

\[
\text{max}_{\{\rho_{ik}\}} \sum_i \text{Tr}[P_{Aj_i} \otimes P_{Bk_i}(\rho_{AB}^2 - \rho_{AB}^2)] \\
= \text{max}_{\{\rho_{ik}\}} \sum_i \text{Tr}[P_{Aj_i} \otimes P_{Bk_i}(U^\dagger U \Delta_+ - \Delta_-)] U]
\]

Since POVM elements are positive semidefinite $\text{Tr}[P_{Aj_i} \otimes P_{Bk_i}(U^\dagger U \Delta_+ - \Delta_-)]$ is positive for each pair $P_{Aj_i}, P_{Bk_i}$. Therefore $\text{Tr}[\sum_i P_{Aj_i} \otimes P_{Bk_i}(U^\dagger U \Delta_+ - \Delta_-)] U] = \text{Tr}[\sum_i P_{Aj_i} \otimes P_{Bk_i}(U^\dagger U \Delta_+ - \Delta_-)] = \text{Tr}[\Delta_+ - \Delta_-]$. Likewise $\text{Tr}[\sum_i P_{Aj_i} \otimes P_{Bk_i}(U^\dagger U \Delta_+ - \Delta_-)] = \text{Tr}[\Delta_-].$ Thus, \n
\[
\text{max}_{\{\rho_{ik}\}} \sum_i \text{Tr}[P_{Aj_i} \otimes P_{Bk_i}(\rho_{AB}^2 - \rho_{AB}^2)] \leq \text{Tr}[\Delta_+ + \Delta_-] = ||\rho_{AB}^2 - \rho_{AB}^2||^2.
\]

Considering equations (D.2) and (D.4) we can now conclude that

\[
P_{Bk}(\rho_{AB}^2, \{P_{Aj_i}\}_i) - P_{Bk}(\rho_{AB}^2, \{P_{Aj_i}\}_i) \leq ||\rho_{AB}^2 - \rho_{AB}^2||^2.
\]

By exchanging the 1 and 2 in the above derivation we obtain

\[
P_{Bk}(\rho_{AB}^2, \{P_{Aj_i}\}_i) - P_{Bk}(\rho_{AB}^2, \{P_{Aj_i}\}_i) \leq ||\rho_{AB}^2 - \rho_{AB}^2||^2.
\]

Thus

\[
P_{Bk}(\rho_{AB}^2, \{P_{Aj_i}\}_i) - P_{Bk}(\rho_{AB}^2, \{P_{Aj_i}\}_i) \leq ||\rho_{AB}^2 - \rho_{AB}^2||^2.
\]

Note that this bound is independent of \{\{P_{Aj_i}\}_i\}. Thus we see that $P_{Bk}(\rho_{AB}^2, \{P_{Aj_i}\}_i)$ is Lipschitz continuous on the set of states. Next we consider the pair $\rho_{AB}^2(\tau), \rho_{AB}^2(\tau)$ and note that the trace norm \n
\[
||\rho_{AB}^2(\tau) - \rho_{AB}^2(\tau)|| = 2|\lambda_1 - \lambda_2|.
\]

Therefore,

\[
P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i) - P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i) \leq 2|\lambda_1 - \lambda_2|.
\]

Thus we see that $P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i)$ is Lipschitz continuous in $\lambda$.}

We next consider how the set of optimal $\mathcal{F}$-POVMs converges to $\{\{\langle i | \langle i | \rangle \}_A\}$, as $\lambda \rightarrow 1$ using the bound in equation (D.8). Consider a semi-open neighbourhood $O_1$ of the projective $\mathcal{F}$-POVM $\{\{\langle i | \langle i | \rangle \}_A\}$ such that the set $S_1 \equiv \Pi_{\lambda} - O_1$ of $\mathcal{F}$-POVMs not in $O_1$ is closed. Since the set $S_1$ is closed and bounded and $P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i)$ is a continuous function on $\Pi_{\lambda}$ there exists a maximum value $m_1 < 1$ of $P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i)$ on $S_1$, i.e., $m_1 \equiv \max_{\{\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i\} \in S_1} P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i) < 1$. Then, due to equation (D.8), for $\epsilon > 0$ and $\lambda = 1 - \epsilon$ it holds that $P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i) \leq m_1 + 2\epsilon$ on $S_1$ and the maximum value of $P_{Bk}(\rho_{AB}^2(\epsilon(1-\epsilon), \{P_{Aj_i}\}_i)$ on $O_1$ is larger or equal to $1 - 2\epsilon$. There exists a sufficiently small $\epsilon_1 > 0$ such that $1 - 2\epsilon_1 = m_1 + 2\epsilon_1$. For all $\epsilon < \epsilon_1$ the set of optimal $\mathcal{F}$-POVMs belongs to $O_1$.

We next consider a sequence of semi-open sets $O_i$ which all contain $\{\langle i | \langle i | \rangle \}_A\}$ and are such that $O_{i+1} \subset O_i$. There is a corresponding sequence of closed sets $S_i \equiv \Pi_{\lambda} - O_1$ and non-decreasing sequence of maximal values $m_i < 1$ of $P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i)$ on $S_i$. For each $m_i$ there is an $\epsilon_i$ such that for all $\epsilon < \epsilon_i$ the optimal $\mathcal{F}$-POVMs, namely the POVMs that maximize $P_{Bk}(\rho_{AB}^2(\tau), \{P_{Aj_i}\}_i)$, belong to $O_i$. The sequence $\epsilon_i$ is non-increasing since the sequence of $m_i$ is non-decreasing.

Let us consider a distance measure $d(\cdot, \cdot)$ on $B(H_A)$ and define a sequence $O(\delta_i)$ of semi-open sets as the $\mathcal{F}$-POVMs $\{P_{Aj_i}\}_i$ such that $d(\rho_{Aj_i}, |i\rangle \langle i|_A) < \delta_i$ for any $i = 1, \ldots, \pi$, for a strictly decreasing sequence $\delta_{i+1} < \delta_i$ where $\delta_i \rightarrow 0$ as $i \rightarrow \infty$.

Then from the above argument we can conclude that, for any $\delta > 0$ there exists a value $\lambda_3 \in (0, 1)$ such that, if $\lambda \in (\lambda_3, 1)$, any optimal $\mathcal{F}$-POVM $\{\rho_{AB}^2(\lambda_i), \langle i | \langle i | \rangle \}_A\}$ for this $\lambda$ is such that $d(\rho_{Aj_i}, |i\rangle \langle i|_A) < \delta$ for any $i = 1, \ldots, \pi$. 
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Next we show that $P_g(\rho_{AB}, \{P_{A,i}\}_i)$ is Lipschitz continuous as a function of $\{P_{A,i}\}_i$. In other words, we construct a bound on the change of the guessing probability proportional to a distance measure quantifying the change of the POVM $\{P_{A,i}\}_i$, valid for any $\rho_{AB} \in S(\mathcal{H}_A \otimes \mathcal{H}_B)$. We select a pair $\{P_{A,i}^1\}_i$, $\{P_{A,i}^2\}_i$ and observe that

$$\max_{\{P_{A,i}\}_i} \sum_i \text{Tr}[P_{A,i}^1 \otimes P_{B,i}\rho_{AB}] = \max_{\{P_{A,i}\}_i} \sum_i \text{Tr}[P_{A,i}^2 \otimes P_{B,i}\rho_{AB} + (P_{A,i}^1 - P_{A,i}^2) \otimes P_{B,i}\rho_{AB}]$$

$$\leq \max_{\{P_{A,i}\}_i} \sum_i \text{Tr}[P_{A,i}^2 \otimes P_{B,i}\rho_{AB}] + \max_{\{P_{A,i}\}_i} \sum_i \text{Tr}[(P_{A,i}^1 - P_{A,i}^2) \otimes P_{B,i}\rho_{AB}].$$

(D.9)

Let $\Delta_i$ be a diagonal matrix such that $\Delta_i = U_i(\rho_{AB} - P_{A,i})U_i^\dagger$ for a unitary $U_i$. Let $\Delta_{i+}$ and $\Delta_{i-}$ be the two diagonal positive semidefinite matrices such that $\Delta_i = \Delta_{i+} - \Delta_{i-}$. Note that $U_i^\dagger \Delta_{i+} U_i$ and $U_i^\dagger \Delta_{i-} U_i$ are positive semidefinite. This implies

$$\max_{\{P_{A,i}\}_i} \sum_i \text{Tr}[(P_{A,i}^1 - P_{A,i}^2) \otimes P_{B,i}\rho_{AB}] \leq \sum_i \text{Tr}[(U_i^\dagger \Delta_{i+} - \Delta_{i-}) U_i \otimes P_{B,i}\rho_{AB}]$$

$$\leq \sum_i \text{Tr}[(U_i^\dagger \Delta_{i+} - \Delta_{i-} U_i \otimes 1_{B}\rho_{AB}]$$

$$= \max_{\{P_{A,i}\}_i} \sum_i \text{Tr}[(P_{A,i}^1 - P_{A,i}^2) \otimes P_{B,i}\rho_{AB}] = (\overline{\tau} + 1)d^2 \max_{\{P_{A,i}\}_i} \sum_i \left\| P_{A,i}^1 - P_{A,i}^2 \right\|_1 .$$

(D.10)

where we used that $\text{Tr}[1_B] = (\overline{\tau} + 1)d^2$ and for the second inequality we have used Von Neumann’s trace inequality and that the largest eigenvalue of $\rho_{AB}$ is smaller or equal to 1. By combining equations (D.9) and (D.10) we can now conclude that

$$P_g(\rho_{AB}, \{P_{A,i}^1\}_i) - P_g(\rho_{AB}, \{P_{A,i}^2\}_i) \leq (\overline{\tau} + 1)d^2 \sum_i \left\| P_{A,i}^1 - P_{A,i}^2 \right\|_1 .$$

(D.12)

By exchanging the $\{P_{A,i}\}_i$ and $\{P_{A,i}^2\}_i$ in the above derivation we obtain

$$P_g(\rho_{AB}, \{P_{A,i}^1\}_i) - P_g(\rho_{AB}, \{P_{A,i}^2\}_i) \leq (\overline{\tau} + 1)d^2 \sum_i \left\| P_{A,i}^1 - P_{A,i}^2 \right\|_1 .$$

(D.13)

Therefore

$$|P_g(\rho_{AB}, \{P_{A,i}^1\}_i) - P_g(\rho_{AB}, \{P_{A,i}^2\}_i) | \leq (\overline{\tau} + 1)d^2 \sum_i \left\| P_{A,i}^1 - P_{A,i}^2 \right\|_1 .$$

(D.14)

Thus we have shown that $P_g(\rho_{AB}, \{P_{A,i}\}_i)$ is Lipschitz continuous as a function of $\{P_{A,i}\}_i$ for any $\rho_{AB} \in S(\mathcal{H}_A \otimes \mathcal{H}_B)$. 

We now study the guessing probability of the ensemble that we obtain applying $\{P_{A,i}\}_i \in B^\times_\mathcal{A}$ on $\rho_{AB}^{(\lambda)}(t)$ given by

$$P_g(\rho_{AB}^{(\lambda)}(t), \{P_{A,i}\}_i) = \lambda P_g \left( \{P_{A,i}^{\lambda(\langle P_{A,i}\rangle_i)} \} \right) + (1 - \lambda)P_g \left( \{P_{A,i}^{\lambda(\langle P_{A,i}\rangle_i)} \} \right) .$$

(D.15)

We consider equation (D.15) when an optimal $\{P_{A,i}^{(\lambda)}\}_i$ is chosen. We define the corresponding ensembles that appear in this expression $\mathcal{E}^+(\{P^{(\lambda)}_{A,i}\}_i) \equiv \{\overline{P}_{j,i}^{\prime}, \rho_{A,j}^{(\lambda)}(t)\}_i$ and $\mathcal{E}^-(\{P^{(\lambda)}_{A,i}\}_i) \equiv \{\overline{P}_{j,i}^{\prime}, \rho_{A,j}^{(\lambda)}(t)\}_i$, so that

$$P_g \left( \rho_{AB}^{(\lambda)}(t), \{P_{A,i}^{(\lambda)}\}_i \right) = \lambda P_g \left( \mathcal{E}^+ \left( \{P_{A,i}^{(\lambda)}\}_i \right) \right) + (1 - \lambda)P_g \left( \mathcal{E}^+ \left( \{P_{A,i}^{(\lambda)}\}_i \right) \right) .$$

(D.16)
The ensembles $\mathcal{E}^i(\{P_{\lambda A}^i\})_i$ and $\mathcal{E}'(\{P_{\lambda A}^{1i}\})_i$ are functions on the set of optimal $\mathcal{P}$-POVMs $\{P_{\lambda A}^i\}_i$ for a given $\lambda$. Thus the image of the function $P_R(\mathcal{E}^i(\{P_{\lambda A}^i\}))$ over the set of optimal $\mathcal{P}$-POVMs $\{P_{\lambda A}^i\}_i$ for a given $\lambda$, denoted $\text{Im}(P_R(\mathcal{E}^i(\{P_{\lambda A}^i\})) \equiv \{P_R(\mathcal{E}^i(\{P_{\lambda A}^i\})) : \{P_{\lambda A}^i\}_i \text{ is optimal}, \}$, is a subset of the interval $[0,1]$, i.e., $\text{Im}(P_R(\mathcal{E}^i(\{P_{\lambda A}^i\}))) \subseteq [0,1]$. Likewise, the function $P_R(\mathcal{E}'(\{P_{\lambda A}^{1i}\}))$ takes values in a set $\text{Im}(P_R(\mathcal{E}'(\{P_{\lambda A}^{1i}\}))) \subseteq [0,1]$ for a given $\lambda$.

Using equation (D.14) we can now construct bounds on $\text{Im}(P_R(\mathcal{E}^i(\{P_{\lambda A}^i\})))$ and $\text{Im}(P_R(\mathcal{E}'(\{P_{\lambda A}^{1i}\})))$ for a given $\lambda$. First, based on the above argument we make the following observation: for any $\eta > 0$ there exists a value $\lambda_\eta \in (0,1)$ such that, if $\lambda \in (\lambda_\eta, 1)$, any optimal $\mathcal{P}$-POVM $\{P_{\lambda A}^i\}_i$ for this $\lambda$ is such that

$$
\|P_{\lambda A}^i - \tilde{\rho}_{\lambda A}\|_1 < \eta \text{ for any } i = 1, \ldots, n.
$$

Thus, by equation (D.14) the values in the image of $P_R(\mathcal{E}^i(\{P_{\lambda A}^i\}))$ for $\lambda \in (\lambda_\eta, 1)$ differ from $P_R(\mathcal{E}^i(\{\tilde{\rho}_{\lambda A}\})) = 1 - \eta$ by less than $n\eta$, i.e., $\|P_R(\mathcal{E}^i(\{P_{\lambda A}^i\})) - 1\| < n\eta$ for all optimal $\{P_{\lambda A}^i\}_i : \lambda \in (\lambda_\eta, 1)$. Likewise, the values in the range of $P_R(\mathcal{E}'(\{P_{\lambda A}^{1i}\}))$ for $\lambda \in (\lambda_\eta, 1)$ differ from $P_R(\mathcal{E}'(\{\tilde{\rho}_{\lambda A}\})) = 1 - \eta$ by less than $n\eta$, i.e., $\|P_R(\mathcal{E}'(\{P_{\lambda A}^{1i}\})) - 1\| < n\eta$ for all optimal $\{P_{\lambda A}^{1i}\}_i : \lambda \in (\lambda_\eta, 1)$. Using this we can state the following

$$
\forall \delta > 0, \exists \lambda_\delta > 0 : P_R(\mathcal{E}^i(\{P_{\lambda A}^i\})) - P_R(\mathcal{E}'(\{\tilde{\rho}_{\lambda A}\})) < \delta, \forall \lambda \in (\lambda_\delta, 1) .
$$

**Appendix E. Lipschitz continuity of $C^P_A$ on the set of states**

Consider a POVM $\{P_{\lambda A}\}_i$ and two states $\rho_{AB}$ and $\hat{\rho}_{AB}$. Let $p_i = \text{Tr}[P_{\lambda A}\rho_{AB}]$ and $\tilde{p}_i = \text{Tr}[P_{\lambda A}\hat{\rho}_{AB}]$. Let $\Delta$ be a diagonal matrix such that $U = \hat{\rho}_{AB} - \rho_{AB} U^U$ for a unitary $U$. Let $\Delta_+$ and $\Delta_-$ be the two diagonal positive semidefinite matrices such that $\Delta = \Delta_+ - \Delta_-$. Note that $U^U \Delta_+ U$ and $U^U \Delta_- U$ are positive semidefinite. Then

$$
\tilde{p}_i - p_i = \text{Tr}[P_{\lambda A}(\hat{\rho}_{AB} - \rho_{AB})] = \text{Tr}[P_{\lambda A}(U^U \Delta_+ U - U^U \Delta_- U)] \\
\leq \text{Tr}[P_{\lambda A}(U^U \Delta_+ U)] + \text{Tr}[P_{\lambda A}(U^U \Delta_- U)].
$$

(E.1)

Since POVM elements are positive semidefinite $\text{Tr}[P_{\lambda A}(U^U \Delta_+ U)]$ is positive for each $P_{\lambda A}$. Therefore

$$
\text{Tr}[P_{\lambda A}(U^U \Delta_+ U)] \leq \text{Tr}[\sum_{j} P_{\lambda A}(U^U \Delta_+ U)] = \text{Tr}[U^U \Delta_+ U] = \text{Tr}[\Delta_+].
$$

Likewise $\text{Tr}[P_{\lambda A}(U^U \Delta_- U)] \leq \text{Tr}[\Delta_-]$. Thus,

$$
\text{Tr}[P_{\lambda A}(U^U \Delta_+ U)] + \text{Tr}[P_{\lambda A}(U^U \Delta_- U)] \leq \text{Tr}[\Delta_+ + \Delta_-] = \|\hat{\rho}_{AB} - \rho_{AB}\|_1.
$$

(E.2)

It follows that

$$
\tilde{p}_i - p_i \leq \|\hat{\rho}_{AB} - \rho_{AB}\|_1.
$$

(E.3)

By exchanging $p_i$ and $\tilde{p}_i$ in the above derivation we obtain

$$
p_i - \tilde{p}_i \leq \|\hat{\rho}_{AB} - \rho_{AB}\|_1.
$$

(E.4)

From this we can conclude that

$$
|\tilde{p}_i - p_i| \leq \|\hat{\rho}_{AB} - \rho_{AB}\|_1.
$$

(E.5)

Assume now that $\{P_{\lambda A}\}_i$ is a $\mathcal{P}$-POVM for $\rho_{AB}$ but not necessarily for $\hat{\rho}_{AB}$. We can create a $\mathcal{P}$-POVM for $\hat{\rho}_{AB}$ from $\{P_{\lambda A}\}_i$ in the following way. If $\tilde{p}_i - p_i > 0$ we subtract $(1 - p_i/j\tilde{p}_i)P_{\lambda A}$ from $P_{\lambda A}$ to create a new element $P_{\lambda A} \equiv p_i/j\tilde{p}_iP_{\lambda A}$. Let $P_i \equiv \sum_{i \in \{\pm\}} (1 - p_i/j\tilde{p}_i)P_{\lambda A}$ where the $\{\pm\}$ is the set of all $i$ such that $\tilde{p}_i - p_i > 0$ and let $p_i \equiv \text{Tr}[P_i]\hat{\rho}_{AB} = \sum_{i \in \{\pm\}} \tilde{p}_i - p_i$. If $\tilde{p}_i - p_i < 0$ we add $(p_i/j\tilde{p}_i)P_{\lambda A}$ to $P_{\lambda A}$ to create a new element $P_{\lambda A} \equiv P_{\lambda A} + (p_i/j\tilde{p}_i)/(p_i)P_{\lambda A}$.

Next consider the trace distance between $\{P_{\lambda A}\}_i$ and $\{P_{\lambda A}\}_i$.

$$
\sum_{i} \|P_{\lambda A} \neq P_{\lambda A}\|_1 = \sum_{i \in \{\pm\}} |\tilde{p}_i - p_i| \|P_{\lambda A}^i\|_1 + \sum_{i \in \{\pm\}} |p_i - \tilde{p}_i| \|P_{\lambda A}^i\|_1 = \sum_{i \in \{\pm\}} |\tilde{p}_i - p_i| \|P_{\lambda A}^i\|_1 + \|P_{\lambda A}^i\|_1 ,
$$

(E.6)

where we used that $\sum_{i \in \{\pm\}} p_i = \tilde{p}_i = p_i$. Since each $P_{\lambda A}$ is positive semidefinite with all eigenvalues less or equal to $1$ it follows that $\|P_{\lambda A}\|_1 \leq n_A$ where $n_A \equiv \text{dim}(H_A)$. Moreover,

$$
\|P_{\lambda A}\|_1 = \|\sum_{i \in \{\pm\}} (1 - p_i/j\tilde{p}_i)P_{\lambda A}\|_1 \leq \sum_{i \in \{\pm\}} |1 - p_i/j\tilde{p}_i| \|P_{\lambda A}\|_1.
$$

Therefore,

$$
\sum_{i} \|P_{\lambda A} \neq P_{\lambda A}\|_1 \leq 2 \sum_{i \in \{\pm\}} |\tilde{p}_i - p_i| \|P_{\lambda A}\|_1 \leq 2n_A \sum_{i \in \{\pm\}} |\tilde{p}_i - p_i| .
$$

(E.7)
We further note that $\hat{p}_i > p_i$ for $i \in \{i+\}$ and thus if $p_{\text{min}} \equiv \min_i p_i$ we have that $\hat{p}_i > p_{\text{min}}$ for $i \in \{i+\}$. It follows that $|\hat{p}_i - p_i|/p_{\text{min}} < |(\hat{p}_i - p_i)/p_{\text{min}}|$ for $i \in \{i+\}$. Hence,

$$\sum_i |\hat{P}_{Aj} - P_{Aj}| < \frac{2n_A}{p_{\text{min}}} \sum_i |\hat{P}_i - p_i| \leq \frac{2n_A}{p_{\text{min}}} \sum_i |\hat{\rho}_{AB} - \rho_{AB}| < \frac{2n_A |P|}{p_{\text{min}}} \|\hat{\rho}_{AB} - \rho_{AB}\|_1,$$

where $|P|$ is the number of elements of $P$ and we have used equation (E.5). Thus if $\{P_{Aj}\}$ is a $\mathcal{P}$-POVM for $\rho_{AB}$ the minimum trace distance between $\{P_{Aj}\}$ and a $\mathcal{P}$-POVM for $\rho_{AB}$ is upper bounded by $2n_A |P| \|\hat{\rho}_{AB} - \rho_{AB}\|_1/p_{\text{min}}$. By an analogous argument if $\{\hat{P}_{Aj}\}$ is a $\mathcal{P}$-POVM for $\hat{\rho}_{AB}$ the minimum trace distance between $\{\hat{P}_{Aj}\}$ and a $\mathcal{P}$-POVM for $\hat{\rho}_{AB}$ is upper bounded by $2n_A |P| \|\hat{\rho}_{AB} - \rho_{AB}\|_1/p_{\text{min}}$.

We now recall equations (D.7) and (D.14) from appendix D showing that the guessing probability $P_g(\rho_{AB}, \{P_{Aj}\})$ is Lipschitz continuous on the set of states for a fixed $\{P_{Aj}\}$, and how it can be extended to work for almost everywhere differentiable $\rho_{AB}$ such that all states in this neighbourhood show a backflow in the interval $[\tau, \tau + \Delta \tau]$, $\forall \tau \in [\tau_{\text{min}}, \tau_{\text{max}}]$, $\forall \Delta \tau > 0$. Thus a backflow can be seen also for evolution of a perturbed initial state $\rho_{AB}(t_0)$.

Thus $C^P_{\mathcal{A}}$ is Lipschitz continuous on the set of states.

Using equation (E.11) we can make some observations about the robustness of correlation backflows. If we have a backflow in the interval $[\tau, \tau + \Delta \tau]$ for an initial state $\rho_{AB}(t_0)$, i.e., $C^P_{\mathcal{A}}(\rho_{AB}(\tau + \Delta \tau)) - C^P_{\mathcal{A}}(\rho_{AB}(\tau)) > 0$, any state $\rho'_{AB}$ such that $\|\rho'_AB - \rho_{AB}(\tau + \Delta \tau)\|_1 < p_{\text{min}}/(p_{\text{min}} + 2n_A |P|)$ satisfies $C^P_{\mathcal{A}}(\rho'_{AB}) - C^P_{\mathcal{A}}(\rho_{AB}(\tau)) > 0$. Likewise, if $C^P_{\mathcal{A}}(\rho_{AB}(\tau + \Delta \tau)) - C^P_{\mathcal{A}}(\rho_{AB}(\tau)) > 0$ any state $\rho''_{AB}$ such that $\|\rho''_{AB} - \rho_{AB}(\tau)\|_1 < p_{\text{min}}/(p_{\text{min}} + 2n_A |P|)$ satisfies $C^P_{\mathcal{A}}(\rho''_{AB}) - C^P_{\mathcal{A}}(\rho_{AB}(\tau)) > 0$. Moreover, if $C^P_{\mathcal{A}}(\rho_{AB}(\tau + \Delta \tau)) - C^P_{\mathcal{A}}(\rho_{AB}(\tau)) > 0$ any pair of states $\rho_{AB}$ and $\rho''_{AB}$ such that $\|\rho_{AB} - \rho''_{AB}\|_1 + \|\rho_{AB} - \rho_{AB}(\tau)\|_1 < p_{\text{min}}/(p_{\text{min}} + 2n_A |P|)$ satisfies $C^P_{\mathcal{A}}(\rho_{AB}) - C^P_{\mathcal{A}}(\rho''_{AB}) > 0$.

Thus a backflow can be seen also for evolution of a perturbed initial state $\rho_{AB}(t_0)$ such that all states in this neighbourhood show a backflow in the interval $[\tau, \tau + \Delta \tau]$ and it includes all states $\rho_{AB}(t_0) + \chi$ such that $\|\chi\|_1 < p_{\text{min}}/(p_{\text{min}} + 2n_A |P|)$, $\forall \tau \in [\tau_{\text{min}}, \tau_{\text{max}}]$, $\forall \Delta \tau > 0$. Thus there is a neighbourhood of $\rho_{AB}(t_0)$ such that all states in this neighbourhood show a backflow in the interval $[\tau, \tau + \Delta \tau]$ and it includes all states $\rho_{AB}(t_0) + \chi$ such that $\|\chi\|_1 < p_{\text{min}}/(p_{\text{min}} + 2n_A |P|)$. Hence, this neighbourhood has the same dimension as $\mathcal{S}(\mathcal{H}_A \otimes \mathcal{H}_B)$.

**Appendix F. Comments on the non-Markovianity measure: the case of non-differentiable $C^P_{\mathcal{A}}(\rho_{ASA'}(t))$**

Here we discuss the non-Markovianity measure $N^P(\{A_\Delta(t, t_0)\}_\Delta) \equiv \sup_{\rho_{ASA}(t_0)} \int_{\mathcal{P}(\rho_{ASA}(t_0)) \geq 0} \frac{d}{dt} C^P_{\mathcal{A}}(\rho_{ASA}(t)) \, dt,$ (F.1)

and how it can be extended to work for almost everywhere differentiable $C^P_{\mathcal{A}}(\rho_{ASA}(t))$. We also comment on how one may construct measures of non-Markovianity based on $C^P_{\mathcal{A}}(\rho_{ASA}(t))$ using finite differences.

First we consider the case where $C^P_{\mathcal{A}}(\rho_{ASA}(t))$ is differentiable. Consider the non-Markovianity measure introduced in equation (F.1) and let $[t_1, t_2]$ be a closed time interval for which it holds that
\( \frac{dC_A^P(\rho_{ASA}(t))}{dt} > 0 \). In equation (F.1) the type of integration used is not specified, but if the Henstock–Kurzweil integral is used it holds that
\[
\int_{t_1}^{t_2} \frac{d}{dt} C_A^P(\rho_{ASA}(t)) \, dt = C_A^P(\rho_{ASA}(t_2)) - C_A^P(\rho_{ASA}(t_1)),
\] (F.2)
if \( C_A^P(\rho_{ASA}(t)) \) is differentiable in \([t_1, t_2] \). If the Riemann or Lebesgue integral is used there would be the additional requirement that \( \frac{d}{dt} C_A^P(\rho_{ASA}(t)) \) is Riemann or Lebesgue integrable, respectively.

Next we consider the case where \( C_A^P(\rho_{ASA}(t)) \) is almost everywhere differentiable, i.e. \( C_A^P(\rho_{ASA}(t)) \) is non-differentiable for at most a countable set of times \( t_i \). At the times where \( C_A^P(\rho_{ASA}(t)) \) fails to be differentiable, it is either non-differentiable but continuous or has a discontinuity. Since \( C_A^P(\rho_{ASA}(t)) \) is a continuous function on the set of states it has a discontinuity only if the evolution of \( \rho_{ASA}(t) \) is discontinuous. To deal with these points of non-differentiability we can define a function \( \frac{d}{dt} C_A^P(\rho_{ASA}(t))^* \) that is equal to \( \frac{d}{dt} C_A^P(\rho_{ASA}(t)) \) for all \( t \) for which \( C_A^P(\rho_{ASA}(t)) \) is differentiable, and is equal to zero otherwise. If we use the Henstock–Kurzweil integral in the definition of the measure \( N^P\{\{A_S(t, t_0)\}\}_s \) it is insensitive to how we define \( \frac{d}{dt} C_A^P(\rho_{ASA}(t))^* \) in the countable set of \( t_i \) where \( C_A^P(\rho_{ASA}(t)) \) is not differentiable. Thus we can define the measure
\[
N^P\{\{A_S(t, t_0)\}\}_s \equiv \sup_{\rho_{ASA}(t_0) \in \mathcal{P}} \int_{t_0}^{t_1} \frac{d}{dt} C_A^P(\rho_{ASA}(t))^* \, dt + \sum_{t_i} \Delta_+(t_i),
\] (F.3)
where \( \Delta_+(t_i) \) is the value of a discontinuous increase of \( C_A^P(\rho_{ASA}(t)) \) at a time \( t_i \). This definition reduces to that of equation (F.1) when \( C_A^P(\rho_{ASA}(t)) \) is differentiable.

For the case when \( C_A^P(\rho_{ASA}(t)) \) is not almost everywhere differentiable the measure in equation (F.1) is not well defined. In this case one can resort to finite difference methods to estimate the amount of non-Markovianity in a given interval. A simple measure of this kind is
\[
N_{\text{finite}}^P\{\{A_S(t, t_0)\}\}_s \equiv \sup_{\rho_{ASA}(t_0) \in \mathcal{P}} \{0, C_A^P(\rho_{ASA}(t_1)) - C_A^P(\rho_{ASA}(t_0))\}
\] (F.4)
where \( t_0 \) and \( t_1 \) belong to the interval of interest. We know that if the evolution is non-Markovian there always exists at least one \( \mathcal{P}_0 \), some ancillas \( A \) and \( A' \), an initial state \( \rho_{ASA}(t_0) \) and a pair of times \( t_i \) and \( t_j \) such that \( C_A^P(\rho_{ASA}(t_j)) - C_A^P(\rho_{ASA}(t_i)) > 0 \) (See theorem 1). Therefore, \( N_{\text{finite}}^P\{\{A_S(t, t_0)\}\}_s \) > 0 if and only if the evolution \( \{A_S(t, t_0)\}_s \) is non-Markovian.
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