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Abstract—Designing machine learning algorithms that are accurate yet fair, not discriminating based on any sensitive attribute, is of paramount importance for society to accept AI for critical applications. In this article, we propose a novel fair representation learning method termed the Rényi Fair Information Bottleneck Method (RFIB) which incorporates constraints for utility, fairness, and compactness of representation, and apply it to image classification. A key attribute of our approach is that we consider – in contrast to most prior work – both demographic parity and equalized odds as fairness constraints, allowing for a more nuanced satisfaction of both criteria. Leveraging a variational approach, we show that our objectives yield a loss function involving classical Information Bottleneck (IB) measures and establish an upper bound in terms of the Rényi divergence of order $\alpha$ on the mutual information IB term measuring compactness between the input and its encoded embedding. Experimenting on three different image datasets (EyePACS, CelebA, and FairFace), we study the influence of the $\alpha$ parameter as well as two other tunable IB parameters on achieving utility/fairness trade-off goals, and show that the $\alpha$ parameter gives an additional degree of freedom that can be used to control the compactness of the representation. We evaluate the performance of our method using various utility, fairness, and compound utility/fairness metrics, showing that RFIB outperforms current state-of-the-art approaches.
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I. INTRODUCTION

MACHINE learning algorithms are used for a variety of high-stake applications such as loan approvals, police allocation, admission of students, and disease diagnosis. In spite of its vast benefits, the use of automated algorithms that are not designed to also address potential bias and fairly serve members of diverse groups can lead to harm and exacerbate social inequities. The problem of developing algorithms that are both accurate and fair, i.e., do not discriminate against individuals because of their gender, race, age, or other protected attributes, has now become paramount to the deployment of production-grade AI systems that could be accepted and adopted by society as a whole.

Fair machine learning methods have been developed for multiple domains such as automated healthcare diagnostics and treatments delivery [2], natural language processing [3], and others [2], [4]–[6]. One way to create such fair machine learning methods is through learning fair representations that can be used with existing architectures. These representations would allow for making accurate predictions while ensuring fairness. However, this leads to the difficulty that developing fair representations may involve trade-offs and is further complicated by the existence of various metrics for measuring fairness outcomes, often tailored towards different applications and settings.

Our work entails the development of a fair representation learning method that addresses a number of trade-offs. Unlike most prior studies that tend to focus on satisfying a single type of fairness constraint, we consider here how to jointly address and balance two of the arguably most important definitions for fairness, demographic parity and equalized odds. We also examine different classical trade-offs between fairness and utility (commonly measured via accuracy). Trade-offs between utility and fairness arise as a result of interventions on models or data to make models more fair, which may yield decreased bias, but may also result in affecting utility. We study how these trade-offs are impacted by “compactness.” More specifically, we develop a variational approach taking into account different information-theoretic metrics that balance the above two constraints on fairness with utility and compactness. We also show how to analytically simplify the resulting loss function and relate it to the Information Bottleneck (IB) principle [7], and then exploit bounds to compute these metrics.

This work thus makes the following novel contributions:
1) We develop a novel variational method that balances a triplet of objectives, consisting of utility (accuracy), fairness (itself balancing two types of fairness constraints), and compression/compactness. Specifically, in contrast to prior work on fairness which narrowly uses either the demographic parity or equalized odds constraints, our loss includes both types of constraints. We relate analytically the resulting loss function to the classical IB method.

2) Operationally, we derive an upper bound on the mutual information between the data and its representation in terms of the Rényi divergence of order $\alpha$. We study the effect of this added flexibility on achieving a balance between fairness and accuracy.

3) We compare, using various datasets such as CelebA, EyePACS, and FairFace, with methods of record that...
intervene on the model or methods that intervene on training data. We show that our method overall performs best. We establish these comparisons via a number of metrics that measure utility and fairness individually or in a combined metric, including two different types of fairness constraints.

The rest of the article is organized as follows. We present related work in Section II and derive a cost function for our method in Section III. In Section IV, we describe the details of our implementation, describe the metrics and datasets used, and present extensive experimental results. Finally, we conclude the article with Section V.

II. RELATED WORK

A. Fairness Approaches

We summarize existing work on fair machine learning in three categories. For a broad-strokes categorization of fairness approaches, one can think along the lines of interventions made either on: a) the model output, b) the training data, or c) the model itself. Each of these are motivated by different inductive biases.

1) Interventions on Model Outputs Including Recalibration and Thresholding: The inductive bias here is that irrespective of the cause of bias, fairness can be addressed at the output of the model. Some of these methods intervene on the model output via altering the decision threshold so that equal odds constraints are achieved, as in [8] by selecting an operating point where the receiver operating characteristic curves for different populations intersect (or variations on this approach). Alternatively, [9] uses re-calibration across subpopulations to debias models. While these methods are often effective — especially in case of debiasing models operating on categorical data — they have limitations in that they do not make more consequent changes on the data and the model itself to address the root causes of bias, as was argued also in [8]. This may especially be an issue for image/video applications and is the reason why an alternate path is pursued herein.

2) Interventions on Data Including Generative Models and Style Transfer: Such methods proceed from the inductive bias that interventions be carried on data, since data imbalance is a potential cause of biased models. Methods that modify the training data perform various operations, ranging from censoring sensitive information in the image domain to making it blind to protected factors, performing data augmentation, or using re-weighting of the data to achieve re-balancing either via data re-sampling or reweighing of the loss function. Data augmentation methods use generative models or style transfer/image translation. Notable approaches using generative models and based on generative adversarial networks (GANs) include [10]–[12]. In [13], image translation between protected populations was used to achieve normalized appearances. Translation and style transfer methods however have limitations in that they tend to collapse to using only a single style, a form of mode collapse, which may be an issue if data representative of a subpopulation entails “variations of styles,” such as in images. As will be discussed later, these methods are also related to interventions used for domain adaptation and use cases of distributional shift and prior shift. Alternatively, [14] uses variational autoencoders for augmentation. Other examples of such generative methods for fairness include [15]. The methods in [12] use instead GANs along with a form of gradient descent in latent space to manipulate images and generate more data.

Generation of data using all of the above generative approaches has limitations as it may be hard to control the exact image markers that correspond to a specific protected factor without changing other markers (a problem known as entanglement). Also generation of images for canonical domains (faces, retinas, chest X-rays) tends to be relatively easily accomplished at present [16], but it may be more complicated for other domains. Generative methods may also yield artifacts in synthetic images, which could lead to a decrease in performance and in overall utility when debiasing without necessarily achieving significant gains in fairness. Aligned with these observations, it is suggested in [12] that for this reason model-altering fairness methods may outperform data-altering methods via generative models. These limitations motivate our approach, which falls in the category of interventions to the model itself, described next.

3) Interventions on Models via Adversarial and Variational Approaches: Such methods are grounded on the inductive bias that dependence of the prediction on protected factors is a cause of lack of fair predictions; as a result, these methods generally aim to remedy this dependence at the encoding of the data, rendering them blind to protected factors.

Studies such as [17] and [18] use an adversarial network to penalize the prediction network if it could predict a protected factor. Other works employ adversarial representation learning to remove protected factor information from latent representations, including [19]–[23]. Applications using this principle include [24] which uses adversarial learning to develop fair models of cardiovascular disease risk, while [25] explores the statistical properties of fair representation learning and [26] applies an adversarial approach for continuous features. Similar to our work, [27] employs an information-theoretic approach to learn fair representations. But in contrast to the above methods that are based on an adversarial approach, our method does not use adversarial training.

In addition to the above methods, there also exist non-adversarial methods that modify the model via incorporation of multiple constraints in a variational setting. Many of these are closely related to the IB method that we discuss next.

B. Information Bottleneck Methods

The IB method, originally proposed by Tishby et al. [7], is a method that seeks to develop representations that are both compact and expressive by minimizing and maximizing two mutual information terms. Alemi et al. first developed a variational approximation of the IB method by parameterizing it using neural networks and this was followed by multiple variations such as the nonlinear information bottleneck [28] and conditional entropy bottleneck [29]. Many recent generalizations of the IB method have been developed including [30]–[34] while [35], [36] investigated its connections to deep learning theory and privacy applications.
Techniques related to the information bottleneck have been used for fair representation learning. First proposed by [4], fair representation learning consists of mapping input data to an intermediate representation that remains informative but discards unwanted information that could reveal the protected sensitive factors. This is related to the IB problem and several works have explored the connection between the two, such as Ghassami et al. [37] and Rodriguez-Gálvez et al. [38] where fair representations are acquired through the minimization and maximization of various mutual information terms.

Our work is closest to [38] but we depart from it in several important ways, including through the use of a more general loss formulation, satisfying broader constraints of fairness, classifying images rather than focusing solely on tabular data, and entailing the use of Rényi divergence. To our knowledge we are the first to use Rényi divergence for fair representation learning but there have been several recent works based on Rényi information measures and its variants. These include an IB problem under a Rényi entropy complexity constraint [34], bounding the generalization error in learning algorithms [39], Rényi divergence variational inference [40], Rényi differential privacy [41] and the analysis and development of deep generative adversarial networks [42–45]. In addition, Baharlouei et al. [46] developed a fair representation method but one based on Rényi correlation rather than divergence.

C. Connections to Other Work

Fairness is related to the problem of domain adaptation (DA) [47–50] that consists of training a neural network on a source dataset to obtain good accuracy on a target dataset that is different from the source. This is especially true for the case of a severe data imbalance that we consider in this work where training data is completely missing for a protected subgroup. In this case, achieving fairness is similar to the DA problem of improving performance on a complete target dataset that includes all groups after training on an incomplete source dataset.

Our work is also related to group distributionally robust optimization (GDRO) methods [51, 52] that address the problem of performance disparity among different subgroups by minimizing the worst-case loss among different subgroups. Reducing these accuracy differences among subgroups is something our method also addresses, but while this is the sole objective for GDRO methods, we consider this problem in relation to multiple other fairness criteria.

There are some other work that investigated finding a balance between accuracy and fairness such as Zhang et al. [53]. However, they achieved this objective by finding early stopping criteria rather than through a fair representation preprocessing method like we use here; also, unlike our method, finding a balance between multiple fairness constraints is not investigated.

Finally, there are hybrid methods, such as the one proposed by Paul et al. in [12], that use a combination of the previously discussed techniques of interventions on data, model, or output. However, such techniques are quite limited in scope compared to the more varied objectives considered here which involve jointly achieving utility, fairness, and compactness.

III. METHODS

We take an information-theoretic approach to fairness. We represent input data as a random variable \( X \in \mathcal{X} \) and sensitive information as a random variable \( S \in \mathcal{S} \). Our goal is to use the data \( X \) to predict a target \( Y \in \mathcal{Y} \) but in a way that is uninfluenced by the sensitive information \( S \). To reach this objective, we adopt a variational approach, which we call Rényi Fair Information Bottleneck (RFIB), to encode the data into a new representation \( Z \in \mathcal{Z} \). The representation can then be used with existing deep learning model architectures to draw inferences about \( Y \). In light of our model, we assume that the Markov chain \((Y, S) \rightarrow X \rightarrow Z\) holds. To simplify notation, we assume in this section that all random variables are discrete, though a similar derivation holds for a mix of continuous and discrete random variables.

A. Fairness Defined

Among the three principal definitions of fairness – demographic parity, equalized odds, and equality of opportunity – we focus on addressing both demographic parity and equalized odds since a) equalized odds is related to (but a stronger constraint than) equality of opportunity, and b) demographic parity, also called statistical parity, is an altogether different type of constraint compared to the former two constraints in that the requirement of independence does not involve the actual target label value.

For demographic parity, the goal is for the model’s prediction \( \hat{Y} \) to be independent of the sensitive variable \( S \), i.e.,

\[
P(\hat{Y} = \hat{y} | S = s) = P(\hat{Y} = \hat{y} | S = \tilde{s})
\]  

(1)

for all \( s, \tilde{s} \), while for equalized odds the goal is to achieve this independence by conditioning on the actual target \( Y \), i.e.,

\[
P(\hat{Y} = \hat{y} | Y = y) = P(\hat{Y} = \hat{y} | S = s, Y = y)
\]  

(2)

for all \( s, \tilde{s}, y \).

B. Lagrangian Formulation

To encourage equalized odds, we minimize \( I(Z; S|Y) \); i.e., we minimize the average amount of information that \( Z \) has about \( S \) given \( Y \). To both obtain good classification accuracy and help promote demographic parity, we maximize \( I(Z; Y|S) \). Maximizing mutual information between \( Z \) and \( Y \) ensures the representation will be expressive about its target while the conditioning on \( S \) ensures that \( Z \) does not keep information shared by \( S \), encouraging demographic parity.

In addition, we minimize \( I(Z; X|S, Y) \), a compression term similar to one from the IB problem [54]. This minimization further encourages \( Z \) to discard information irrelevant for drawing predictions about \( Y \), hence improving generalization capability and reducing the risk of keeping nuisances. Finally, we maximize the utility term \( I(Z; Y) \); this optimization, similar to the IB problem, solely ensures the representation is maximally expressive of the target \( Y \).
Combining these terms leads to a Lagrangian, $\mathcal{L}$, that we seek to minimize over the encoding conditional distribution $P_{Z|X}$. The Lagrangian is given by

$$
\mathcal{L} = I(Z;S|Y) + I(Z;X|S,Y) - \lambda_1 I(Z;Y) - \lambda_2 I(Z;Y|S),
$$

where $\lambda_1$ and $\lambda_2$ are hyperparameters. Developing this Lagrangian, we have that

$$
\mathcal{L} = H(Z|Y) - H(Z|S,Y) - H(Z|X, S, Y) - \lambda_1 I(Z;Y) - \lambda_2 I(Z;Y|S) = H(X) - H(Z|X) - H(Z|Y) - \lambda_1 I(Z;Y) - \lambda_2 I(Z;Y|S)
$$

$$
= I(Z;X) - \beta_1 I(Z;Y) - \beta_2 I(Z;Y|S),
$$

where $H(\cdot)$ denotes entropy, and the second equality follows from the Markov chain assumption $(Y, S) \rightarrow X \rightarrow Z$. Hence, we have shown that the Langrangian $\mathcal{L}$ admits a simpler equivalent expression given by

$$
\mathcal{L} = I(Z;X) - \beta_1 I(Z;Y) - \beta_2 I(Z;Y|S),
$$

where $\beta_1 = \lambda_1 + 1 \geq 0$ and $\beta_2 = \lambda_2 \geq 0$. This simpler Lagrangian is easier to compute while exactly maintaining the properties of the original one. It also reveals a direct relation of the original Lagrangian with the first two terms being exactly equivalent to the “classical IB” formulation. The two hyperparameters $\beta_1$ and $\beta_2$ control trade-offs between accuracy (or “utility”) and fairness, with higher $\beta$ values corresponding to a higher priority on accuracy and lower $\beta$ values giving more influence to the compression term $I(Z;X)$ that discards unwanted information, potentially improving fairness at the expense of accuracy. As $I(Z;Y)$ is partially derived from the $I(Z;S|Y)$ term designed to improve equalized odds, using a higher $\beta_1$ over $\beta_2$ should give more priority to improving equalized odds, whereas a higher $\beta_2$ should result in improved demographic parity. This allows for more nuanced outcomes compared to other methods that focus rigidly on a single fairness metric. It is also possibly an interesting tool for policy makers to translate those more balanced and nuanced versions of fairness into an “engineered system.”

### C. Variational Bounds

We use a variational approach to develop bounds on the three terms in the Lagrangian in (5), finding lower bounds for the terms to be maximized and an upper bound for the term to be minimized. The Markov chain property $(Y, S) \rightarrow X \rightarrow Z$ results in the joint distribution $P_{S,Y,Z}$ factoring as $P_{S,Y,Z}P_{Y|Z}$.

The distribution $P_{Z|X}$ is a parametric stochastic encoder to be designed while all other distributions are fully determined by the joint data distribution $P_{S,X,Y}$, the encoder, and the Markov chain constraint. To simplify notation, we simply write $P_{Z|X}$ rather than including the parameter $P_{Z|X;\theta}$, with $\theta$ denoting network weights. Computing the mutual information terms requires the usually intractable distributions $P_{Y|S,Z}$, $P_{Y|Z}$, and $P_{Z}$; we thus replace them with variational approximations $Q_{Y|S,Z}$, $Q_{Y|Z}$, and $Q_Z$, respectively. We next derive an upper bound for $I(Z;X)$ with the novel use of Renyi divergence:

$$
I(Z;X) = \sum_{(z,x) \in \mathcal{Z} \times \mathcal{X}} P_{Z,X}(z,x) \log \frac{P_{Z|X}(z|x)}{P_Z(z)}
$$

$$
= \sum_{(z,x) \in \mathcal{Z} \times \mathcal{X}} P_{Z,X}(z,x) \log P_{Z|X}(z|x)
$$

$$
- D_{KL}(Q_Z||P_Z) - \sum_{z \in \mathcal{Z}} P_Z(z) \log Q_Z(z)
$$

$$
\leq \sum_{(z,x) \in \mathcal{Z} \times \mathcal{X}} P_{Z,X}(z,x) \log \frac{P_{Z|X}(z|x)}{Q_Z(z)}
$$

$$
= E_{P_X} D_{KL} \left( P_{Z|X} || Q_Z \right)
$$

$$
\leq E_{P_X} D_{\alpha} \left( P_{Z|X} || Q_Z \right),
$$

for $\alpha > 1$. The first inequality follows from the non-negativity of Kullback-Leibler (KL) divergence, similar to 27, 38, 54. For the final step, we take the Renyi divergence $D_{\alpha}(\cdot || \cdot)$ of order $\alpha$ (e.g., see [75]), rather than the KL divergence as typically done in the literature, where

$$
D_{\alpha}(P||Q) = \frac{1}{\alpha - 1} \log \left( \sum_{x \in \mathcal{X}} P(x)^\alpha Q(x)^{1-\alpha} \right)
$$

for $\alpha > 0$, $\alpha \neq 1$ and distributions $P$ and $Q$ with common support $\mathcal{X}$. Using Renyi divergence gives an extra degree of freedom and allows more control over the compression term $I(X;Z)$. As the Renyi divergence is non-decreasing with $\alpha$, a higher $\alpha$ will more strongly force the distribution $P_{Z|X}$ closer to $Q_Z$, resulting in more compression.

The upper bound in (6) holds for $\alpha > 1$ since $D_{\alpha}$ is non-decreasing in $\alpha$ and $\lim_{\alpha \rightarrow 1} D_{\alpha}(P||Q) = D_{KL}(P||Q)$.

When $\alpha < 1$, then $E_{P_X} D_{\alpha} \left( P_{Z|X} || Q_Z \right)$ is no longer an upper bound on $I(Z;X)$; but it can be considered as a potentially useful approximation that is tunable by varying $\alpha$.

We can similarly leverage the non-negativity of KL divergence to get lower bounds on $I(Z;Y)$ and $I(Z;Y|S)$:

$$
I(Z;Y) \geq E_{P_{Y,Z}} \left[ \log Q_{Y|Z}(Z|Y) \right] + H(Y)
$$

$$
I(Z;Y|S) \geq E_{P_{Y,Z,S}} \left[ \log Q_{Y|S,Z}(Y|S,Z) \right] + H(Y|S).
$$

As the entropy $H(Y)$ and conditional entropy $H(Y|S)$ of the labels do not depend on the parameterization they can be ignored for the optimization.

### D. Computing the Bounds

To compute the bounds in practice we use the reparameterization trick [56]. Modeling $P_{Z|X}$ as a density, we let $P_{Z|X}dz = Pr dz$, where $E$ is a random variable and $Z = f(X,E)$ is a deterministic function, allowing us to backpropagate gradients

1. If $P$ and $Q$ are density functions, then $D_{\alpha}(P||Q) = \frac{1}{\alpha - 1} \log \left( \int_{\mathcal{X}} P^{\alpha}(x) Q^{1-\alpha}(x) dx \right)$.

2. For simplicity and by the continuity property of $D_{\alpha}$ in $\alpha$, we define its extended orders at $\alpha = 1$ and $\alpha = 0$ [55] as $D_1(P||Q) := D_{KL}(P||Q)$ and $D_0(P||Q) := \lim_{\alpha \rightarrow 0} D_{\alpha}(P||Q) = \log Q(x : P(x) > 0)$, which is equal to 0 when $P$ and $Q$ share a common support.
and optimize the parameter via gradient descent. We use the data’s empirical densities to estimate $P_{X,S}$ and $P_{X,Y,S}$.

Considering a batch $D = \{x_i, s_i, y_i\}_{i=1}^N$, this finally leads to the following RFIβ cost function to minimize:

$$
J_{RFIB} = \frac{1}{N} \sum_{i=1}^N \left[ D_{\alpha}(P_{Z|X=x_i} || Q_Z) - \beta_1 E_E \left[ \log \left( Q_{Y|Z}(y_i|f(x_i, E)) \right) \right] - \beta_2 E_E \left[ \log \left( Q_{Y|S,Z}(y_i|s_i, f(x_i, E)) \right) \right] \right],
$$

(10)

where we estimate the expectation over $E$ using a single Monte Carlo sample.

We note that depending on the choice of $\alpha$, $\beta_1$, and $\beta_2$, from our method we can recover both the IB \cite{IB} and conditional fairness bottleneck (CFB) \cite{CFB} schemes to compare our results. Setting $\alpha = 1$ and $\beta_2 = 0$ corresponds to IB, while setting $\alpha = 1$ and $\beta_1 = 0$ corresponds to CFB.

E. Derivation of $D_\alpha (P_{Z|X} || Q_Z)$ for Gaussians

Here we calculate the Rényi divergence term of our cost function when $P_{Z|X}$ and $Q_Z$ are multivariate Gaussian distributions with $P_{Z|X}$ having a diagonal covariance structure while $Q_Z$ being a spherical Gaussian. More specifically, we let

$$
P_{Z|X} = \mathcal{N}(Z|\mu_{enc}(X), \text{diag}(\sigma_{enc}^2(X))) \quad \text{and} \quad Q_Z = \mathcal{N}(Z|0, \gamma^2 I_d),
$$

where $\mu_{enc}$ and $\sigma_{enc}^2$ are $d$-dimensional mean and variance vectors (that depend on $X$), $\text{diag}(\sigma_{enc}^2(X))$ is a $d \times d$ diagonal matrix with the entries of $\sigma_{enc}^2$ on the diagonal, $0$ is the all-zero vector of size $d$, $\gamma$ is a positive scalar, and $I_d$ is the $d$-dimensional identity matrix. For simplicity of notation, in the rest of the article we write $\mu_{enc}(X)$ as $\mu_{enc}$ and $\text{diag}(\sigma_{enc}^2(X))$ as $\sigma_{enc}^2 I_d$.

Starting with the closed-form expression of the Rényi divergence of order $\alpha$ ($\alpha > 0$, $\alpha \neq 1$) derived in \cite{Derivations, Derivations2}, we have

$$
D_\alpha (P_{Z|X} || Q_Z) = \frac{\alpha}{2} \left( \mu_{enc}^* (\Sigma_\alpha)^{-1} \mu_{enc} \right) - \frac{1}{2(\alpha - 1)} \ln \left[ \frac{(\Sigma_\alpha)^*}{\sigma_{enc}^2 I_d} \right]^{1-\alpha} |\gamma^2 I_d|^\alpha
$$

where $\mu_{enc}^*$ is the transpose of $\mu_{enc}$,

$$
(\Sigma_\alpha)^* = \alpha \gamma^2 I_d + (1 - \alpha) \sigma_{enc}^2 I_d,
$$

and $\alpha[\sigma_{enc}^2 I_d]^{-1} + (1 - \alpha)[\gamma^2 I_d]^{-1}$ is positive definite. Then

$$
\frac{\alpha}{2} \left( \mu_{enc}^* (\Sigma_\alpha)^{-1} \mu_{enc} \right) = \frac{\alpha}{2} \sum_{i=1}^d \frac{\mu_i^2}{\alpha \gamma^2 + (1 - \alpha) \sigma_i^2},
$$

(12)

where $\mu_i$ and $\sigma_i$ are the $i$th components of $\mu_{enc}$ and $\sigma_{enc}$ and

$$
\frac{1}{2(\alpha - 1)} \ln \left[ \frac{(\Sigma_\alpha)^*}{\sigma_{enc}^2 I_d} \right]^{1-\alpha} |\gamma^2 I_d|^\alpha
$$

yielding that

$$
D_\alpha (P_{Z|X} || Q_Z) = \frac{\alpha}{2} \sum_{i=1}^d \frac{\mu_i^2}{\alpha \gamma^2 + (1 - \alpha) \sigma_i^2} - \frac{1}{2(\alpha - 1)} \sum_{i=1}^d \ln \frac{\alpha \gamma^2 + (1 - \alpha) \sigma_i^2}{\sigma_i^{2(1-\alpha)} \gamma^{2\alpha}}.
$$

(13)

Since we require the matrix $\alpha[\sigma_{enc}^2 I_d]^{-1} + (1 - \alpha)[\gamma^2 I_d]^{-1}$ to be positive definite, the above Rényi divergence expression is valid for

$$
\alpha \gamma^2 + (1 - \alpha) \sigma_i^2 > 0, \quad i = 1, \ldots, d,
$$

or equivalently (recalling that $\alpha > 0$, $\alpha \neq 1$) for

$$
0 < \alpha < 1, \quad \sigma_i^2 > 0, \quad i = 1, \ldots, d,
$$

$$
\alpha > 1, \quad \sigma_i^2 < \frac{\alpha \gamma^2}{\alpha - 1}, \quad i = 1, \ldots, d.
$$

(15)

We finish this section with a remark.

Remark (Limit as $\alpha \to 1$): Taking the limit of the Rényi divergence as $\alpha \to 1$ we recover, as expected, the KL divergence expression between Gaussians:

$$
\lim_{\alpha \to 1} D_\alpha (P_{Z|X} || Q_Z) = \lim_{\alpha \to 1} \left[ \frac{\alpha}{2} \sum_{i=1}^d \frac{\mu_i^2}{\alpha \gamma^2 + (1 - \alpha) \sigma_i^2} - \frac{1}{2(\alpha - 1)} \sum_{i=1}^d \ln \frac{\alpha \gamma^2 + (1 - \alpha) \sigma_i^2}{\sigma_i^{2(1-\alpha)} \gamma^{2\alpha}} \right]
$$

$$
= \frac{1}{2} \sum_{i=1}^d \frac{\mu_i^2}{\gamma^2} - \lim_{\alpha \to 1} \frac{1}{2} \left[ \sum_{i=1}^d \frac{\gamma^2 - \sigma_i^2}{\alpha \gamma^2 + (1 - \alpha) \sigma_i^2} + 2 \ln \sigma_i - \ln \gamma^2 \right]
$$

$$
= -\frac{1}{2} \sum_{i=1}^d \left[ \ln \sigma_i^2 - \ln \gamma^2 + 1 - \frac{\sigma_i^2}{\gamma^2} \frac{\mu_i^2}{\gamma^2} \right]
$$

$$
= D_{KL}(P_{Z|X} || Q_Z).
$$

(16)
IV. EXPERIMENTS

We conduct experiments on three different image datasets: CelebA, FairFace, and EyePACS. In this section, we detail the implementation steps of our method, describe the metrics and the datasets we used, and explain how the experiments were performed and present results. We also present a uniform manifold approximation and projection (UMAP) clustering analysis that visualizes the effects of the hyper-parameter $\alpha$.

A. Additional Implementation Details

For all experiments, we use an isotropic Gaussian distribution for the encoder with mean and variance learned by a neural network, $P_{Z|X} = \mathcal{N}(Z|\mu_{\text{enc}}, \sigma_{\text{enc}}^2 I_d)$, using the same notation as described in Section III-E. Leveraging the reparameterization trick, we compute our representation $Z$ as $Z = \mu_{\text{enc}} + \sigma_{\text{enc}} \odot E$, where $\odot$ is the element-wise product and $E \sim \mathcal{N}(0, I_d)$.

We model the approximation of the representation’s marginal as a $d$-dimensional spherical Gaussian, $Q_Z = \mathcal{N}(Z|0, \gamma^2 I_d)$ and calculate the Rényi divergence in (10) between the multivariate Gaussians $P_{Z|X}$ and $Q_Z$ using (14). For all experiments, we use a value of $\gamma = 1$. For $\alpha < 1$, by (13) there is no restriction on the values of $\sigma_{\text{enc}}$ so we let them be any positive number, while for $\alpha > 1$ we add an additional sigmoid function to the encoder to limit outputs such that all values of $\sigma_{\text{enc}}$ are $< 1$. Finally, as we only use binary values for $Y$, we model $Q_{Y|Z}$ with Bernoulli distributions, $Q_{Y|Z} = \text{Bernoulli}(Y; f(Z))$ and $Q_{Y|Z, S} = \text{Bernoulli}(Y; g(Z, S))$ where $f$ and $g$ are auxiliary fully connected networks.

The encoder network $P_{Z|X}$ is a ResNet50 classifier pretrained on ImageNet with the final linear layer replaced by two randomly initialized layers with output dimension $d$ equal to the dimension of the representation. The two decoder networks $f$ and $g$ are each two fully connected layers with 100 units and a Sigmoid layer.

After creating the representation $Z$, we use a logistic regression classifier with default settings to predict $Y$ from $Z$. We evaluate accuracy and fairness on these predictions. Fig. 1 shows the architecture of our model.

We preprocess images by taking a 128 by 128 pixel center crop of the 218 by 178 pixel CelebA images, and a 256 pixel by 256 pixel center crop of EyePACS images. For FairFace we use the full 224 pixel by 224 pixel images. We then split the training data into a training set and validation set, using 20% of the data for validation, and use the validation set for early stopping. We train for up to 20 epochs, with early stopping triggering when there is no decrease in validation loss for 5 epochs, using a min_delta value of 0.

For all experiments, we train using PyTorch on a NVIDIA GP100 GPU. We use $d = 32$ as the dimension of our representation $Z$, a batch size of 64, and the Adam optimizer with a learning rate of 0.001. For most experiments, we tune hyperparameters by varying $\alpha$ linearly from 0 to 1, with $\alpha = 0$ signifying

$$D_0(P_{Z|X} \parallel Q_Z) = -\log Q_Z(z : P_{Z|X}(z) > 0) = 0$$

and with $\alpha = 1$ corresponding to $D_\lambda(P_{Z|X} \parallel Q_Z)$ being given by the KL divergence $D_{KL}(P_{Z|X} \parallel Q_Z)$ (see Footnote 2) and by varying $\beta_1$ and $\beta_2$ linearly from 1 to 50. We also perform some additional experiments with $\alpha$ values $> 1$.

B. Metrics

We use the following metrics to evaluate how well the model performs:

1) Measure of Utility: We use the overall classification accuracy (later denoted $\text{acc}$).

2) Measures of Fairness: We measure this in multiple ways:

a) using the gap in accuracy (denoted $\text{acc}_\text{gap}$) between favored and protected subpopulations;

b) reporting the minimum accuracy across subpopulations (denoted as $\text{acc}_\text{min}$), which is based on the Rawlsian principle of achieving fairness by maximizing $\text{acc}_\text{min}$;

c) measuring the adherence to demographic parity via its gap $\text{dpar}$, following [38];

d) measuring the adherence using equalized odds via its gap $\text{eqodds}_\text{gap}$.

The latter two metrics are, respectively, given by:

$$\text{dpar}_\text{gap} = |P(\hat{Y} = 1|S = 0) - P(\hat{Y} = 1|S = 1)|$$

and

$$\text{eqodds}_\text{gap} = \max_{y \in \{0, 1\}} |P(\hat{Y} = 1|S = 0, Y = y) - P(\hat{Y} = 1|S = 1, Y = y)|.$$  

3) Joint Utility-Fairness Measure: Echoing and comparing with the work in [12], we use a single metric that jointly captures utility and fairness, the Conjunctive Accuracy Improvement (CAI$_\lambda$) measure:

$$\text{CAI}_\lambda = \lambda(\text{acc}_\text{gap} - \text{acc}_\text{gap}^d) + (1 - \lambda)(\text{acc}^d - \text{acc}_\text{gap}^b)$$

where $0 \leq \lambda \leq 1$, and $\text{acc}_\text{gap}^b$ and $\text{acc}_\text{gap}^d$ are the accuracy for baseline and debiased algorithms, respectively, while $\text{acc}_\text{gap}^b$ and $\text{acc}_\text{gap}^d$ are gap in accuracy for the baseline and debiased
algorithms. In practice, one can use $\lambda = 0.5$ for an equal balance between utility and fairness or a higher value such as $\lambda = 0.75$ to emphasize fairness.

C. Data

The datasets we use (sample images shown in Fig. 2) include the following:

1) CelebA: The CelebA dataset [61] contains 202,599 celebrity faces that each have 40 binary attributes. We use age as our prediction target $Y$ and are interested in skin tone as the sensitive attribute $S$. As this is not included in the dataset we instead use the Individual Topology Angle (ITA) [62] as a proxy, which was found to correlate with the Melanin Index, frequently used in dermatology to classify human skin on the Fitzpatrick scale. As in [12], [63], we compute ITA via

$$\text{ITA} = \frac{180}{\pi} \arctan \left( \frac{L - 50}{b} \right),$$

where $L$ is luminance and $b$ is yellowness in CIE-Lab space. We then binarize ITA where an ITA of $\leq 28$ is taken to mean dark skin, matching category thresholds used in [12], [64].

2) FairFace: The FairFace dataset [65] consists of 108,501 face images labeled with race, gender, and age. We consider age as the target $Y$ and race as sensitive information $S$. The dataset contains several different categories for race and age and we binarize them into Black and non-Black for race and $\geq 30$ years old and $< 30$ years old for age.

3) EyePACS: The EyePACS dataset [66] is sourced from the Kaggle Diabetic Retinopathy challenge. It consists of 88,692 retinal fundus images of individuals potentially suffering from diabetic retinopathy (DR), an eye disease associated with diabetes that is one of the leading causes of visual impairment worldwide. The dataset contains 5 categories of images based on the severity of the disease, with 0 being completely healthy and 4 being the most severe form of the disease. Similar to [12], we binarize this label into our prediction target $Y$, with $Y = 1$ corresponding to categories 2-4, considered a positive, referable case for DR and $Y = 0$ corresponding to categories 0-1, considered healthy.

In our experiments we consider skin tone as the sensitive attribute. As with the CelebA dataset, we use ITA as a proxy for skin tone, with $S$ a binary variable that denotes whether or not the ITA of the fundus is $\leq 19$, denoting that the individual has dark skin, as done by [12]. This has the advantage of being significantly easier to determine compared to the expensive and time consuming process of having a clinician manually annotate images. We compare these results with additional experiments we run using a smaller partition of the dataset with the race labels manually added by an ophthalmologist as done in [67], determined based on factors that might correlate with race such as the darkness of pigmentation in the fundus, thickness of blood vessels, and ratio of the optic cup size to optic disk size.

D. Experiment Details and Results

We perform experiments on the EyePACS, CelebA, and FairFace datasets, considering the challenging case of severe data imbalance where training data is completely missing for one protected subgroup (e.g., diseased dark skin individuals for EyePACS).

1) Hyper-parameter Tuning: For all datasets, we conduct a hyper-parameter sweep, using various combinations of hyper-parameters $\beta_1$ and $\beta_2$ varied linearly from 1 to 50 and $\alpha$ varied linearly from 0 to 1, where $\alpha = 1$ signifies KL divergence instead of Rényi divergence. While we mostly focus on values of $\alpha < 1$, as these correspond to an approximation of a tighter upper bound that we expect would lead to better results, we also run several experiments with values of $\alpha > 1$.

As our RFIB method subsumes IB and CFB, with each of their hyper-parameters corresponding to one of RFIB’s hyper-parameters, we compare RFIB with those two methods. Setting $\alpha = 1$ and $\beta_1 = 0$ or $\beta_2 = 0$ results in RFIB being equivalent to CFB or IB, respectively, as the latter two systems are based on KL divergence and only have a single $\beta$ hyper-parameter. We do separate comparisons of CFB, IB with RFIB, picking a commonly used value that performs well for CFB, IB and setting RFIB’s corresponding hyperparameter to the same value. We then use grid search to tune the two additional hyper-parameters that our method introduces; to compare with IB we fix a value of $\beta_1$ and tune $\alpha$ and $\beta_2$, while to compare with CFB we fix a value of $\beta_2$ and then tune $\alpha$ and $\beta_1$.

We implement the IB and CFB methods ourselves and also compare RFIB with two methods used by [12], adversarial independence, referred to as adversarial debiasing (AD), that minimizes conditional dependence of predictions on sensitive attributes with an adversarial two player game and intelligent augmentation (IA) that generates synthetic data for under-represented populations and performs data augmentation to train a less biased model. To compare with AD and IA, we take results from [12] and report their original CAI scores.
We recapitulate most acronyms used in Table I

| Acronym | Stands for |
|---------|------------|
| AD      | Adversarial Debiasing |
| CAI     | Conjunctive Accuracy Improvement |
| CFB     | Conditional Fairness Bottleneck |
| DR      | Diabetic Retinopathy |
| IA      | Intelligent Augmentation |
| IB      | Information Bottleneck |
| ITA     | Individual Topology Angle |
| KL      | Kullback-Leibler |
| RFIB    | Rényi Fair Information Bottleneck |
| UMAP    | Uniform Manifold Approximation and Projection |

2) EyePACS Results: We predict $Y = DR$ status while using $S = ITA$ as the sensitive attribute. We consider a scenario where training data is completely missing for the subgroup of $(Y, S) = (1, 1)$, individuals referable for DR who have dark skin. The goal of our method is for predictions on the missing subgroup to be as accurate as on the group with adequate training data, which is a problem of both fairness and also domain adaptation, achieving high performance on a group not present in the original dataset. This scenario matches an important real world problem where data for a minority subgroup such as dark skinned individuals is lacking.

We create a training partition containing both images referable and non-referable for DR of light skin individuals but only non-referable images of dark skin individuals. We use the same partition as in [12] to compare with their method, using a training set that consists of 10,346 light skin images referable for diabetic retinopathy (DR = 1, ITA = 0), 5,173 non-referable light skin images (DR = 0, ITA = 0), and 5,173 non-referable dark skin images (DR = 0, ITA = 1). Then for a fair assessment of our method’s performance we evaluate on a balanced test set with an equal number of positive and negative examples for both dark and light skin individuals, with the set containing 2,400 images equally balanced across DR and ITA.

As shown in Table I, our method outperforms all other methods, showing improvements in accuracy and fairness across all metrics. We show a result with a value of $\alpha > 1$ in the bottom row, showing that it is still possible to achieve promising performance with higher $\alpha$ values, although best results for most metrics were achieved with values of $\alpha < 1$, as expected since these values correspond to an approximation of a tighter upper bound on the $I(Z; X)$ mutual information term (that is being minimized). Usual caution should be exercised in interpretations since – despite our aligning with data partitioning in [12] – other variations may exist with [12], [38], [54] due to non-determinism, parameter setting or other factors.

We perform a second experiment where we use the same networks from before trained using $S = ITA$ but test on a balanced test set where $S = Ethnicity$ (defined as in [12]), with labels coming from a human clinician. The test set consists of 400 images equally balanced across DR and ethnicity. We show these experimental results in Table III where we outperform the other methods across most metrics, including the most important CAI scores. As we achieve similar results using ITA and race labels from a human clinician, we show that ITA can successfully be used as an easily obtained alternative to manual label annotation, further supporting conclusions reached by [12]. These results also demonstrate the ability of our method to perform well in this type of protected factor domain adaptation problem where a different protected factor is used after initial training, which is important in settings where the actual protected factor is not revealed for privacy reasons.

3) CelebA Results: We predict age using ITA as the sensitive attribute. Again, we consider the domain adaptation/fairness problem where part of the data is completely missing for a protected subgroup. In this case, older light skin images are missing and we use a training set of 48,000 images, consisting of 24,000 older dark skin images, 12,000 younger light skin images, and 12,000 older dark skin images. We use a test set of 8,000 images equally balanced across age and ITA, using the same partition as [12] and varying hyperparameters and comparing methods the same way as for EyePACS. Our results are shown in Table IV showing our method performs the best across all metrics.

4) FairFace Results: We predict $Y = Gender$ with $S = Race$ as the sensitive attribute, testing on a test set balanced across gender and race. As before, we exclude one population subgroup and remove Black females from the training data, matching the common real-world scenario where data is lacking for this group. Unlike the previous experiments, here we can obtain race directly from the dataset rather than using ITA as a proxy for skin tone. We binarize the race labels into two groups, a smaller Black group and a larger non-Black group. We use a training set of 16,500 images, consisting of 5,500 male Black images, 5,500 male white images, and 5,500 female white images. We test on a test set of 3,000 images equally balanced across gender and race. Our results, given in Table V show that we outperform both the IB and CFB methods both on accuracy and on all fairness metrics.

E. UMAP Clustering Analysis and Influence of $\alpha$

We use UMAP [68] to provide a visual illustration of the effect of $\alpha$. In Fig. 4, we show 2-dimensional UMAP vectors of our representation $Z$, coloring the points both based on the label $Y$ and sensitive attribute $S$. Here experiments were done on the EyePACS dataset with $Y = DR$ and $S = ITA$. The goal is for the representation to preserve information about $Y$, allowing the two classes of $Y$ to be easily separated, while removing the sensitive information $S$ and preventing its two classes from being distinguished.

A value of $\alpha = 0$ corresponds to no compression with $I(Z; X) = 0$, which preserves maximum accuracy but does not help fairness, with the classes of both $Y$ and $S$ being easily separated as shown in Fig. 3. Increasing $\alpha$ gradually results in
of the different points getting more mixed together. While this is seen for both $Y$ and $S$, the $I(Z;Y)$ and $I(Z;Y|S)$ terms help ensure that information about $Y$ is still preserved, allowing the classes of $Y$ to still separate fairly well even with higher compression, whereas the classes of $S$ get mixed together as desired.

We note that an intermediate value of $\alpha$ can potentially provide the best compromise between fairness and accuracy, as a more moderate amount of compression can be enough to sufficiently remove sensitive information and further compression might only harm accuracy. This is illustrated in Fig. 5 where a value of $\alpha = 0.5$ was sufficient to mix together the classes of $S$ while still preserving an obvious separation of the two classes of $Y$. Further increasing $\alpha$ worsened the separation of $Y$ more than it added additional benefit for $S$. This is also supported by our experimental results where best overall accuracy-fairness trade-offs were typically obtained for intermediate values of $\alpha$.

V. CONCLUSION

We propose RFIB, a novel variational IB method based on Rényi divergence that offers trade-offs in utility, two fairness objectives, and compactness. Using Rényi divergence instead of KL divergence gives a way to control the amount of compression with an additional hyper-parameter. Compared to prior work which incorporates a single definition of fairness, RFIB has the potential benefit of allowing ethicists and policy makers to specify softer and more balanced requirements for fairness that lie between multiple hard requirements, and our work opens the way to future studies expanding on this idea. Experimental results on three different image datasets showed RFIB provides benefits vis-a-vis other methods of record including IB, CFB, and other techniques performing augmentation or adversarial debiasing.
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