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Abstract: Trajectory optimization is the series of actions that are taken into consideration in order to produce the best path such that it improves the overall performances of physical properties or reduces the consumption of the resources where the restriction system remains maintained. In this paper, first, a compact mathematical model for a symmetrical annular-shaped omnidirectional wheeled mobile robot (SAOWMR) is derived and verified. This general mathematical model provides an opportunity to conduct research, experiments, and comparisons on these omnidirectional mobile robots that have two, three, four, six, or even more omnidirectional wheels without the need to switch models or derive a new model. Then, a new computationally efficient method is proposed to achieve improvements in the trajectory planning optimization (TPO) for a SAOWMR. Moreover, the proposed method has been tested in collision-free navigation by incorporation of the path constraints. Numerical tests and simulations are presented aiming to ensure the efficiency and effectiveness of the proposed method.
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1. Introduction

Recently, autonomous mobile robots have been attracting increasing attention due to their extreme importance for daily human life in many applications that include industrial and medical aspects. The type of mobility categorizes the mobile robot into omnidirectional (holonomic) and nonholonomic. Omnidirectional mobile robots (OMRs) have attracted greater attention as a result of maneuvering proficiency; that is, they can modify the direction of motion without needing to utilize midway steps compared with the conventional nonholonomic mobile robots [1]. Although the OWMR is not alone in the field of holonomic mobile robots, it outperforms other OMRs such as the legged robots in ordinary terrain due to its energy efficiency and low complexity [2,3].

Omnidirectional wheels or what have become known as special wheels are very widespread for OMRs. They were designed to perform active movements in the direction perpendicular to the motor shaft and passive movements in the direction of the motor shaft, providing the mobile robot superior flexibility in an overcrowded environment [4]. The structures of different types of omnidirectional wheels are depicted in Figure 1. J. Grabowiecki proposed for the first time the concept of the omnidirectional wheel [5]. The presented omnidirectional wheel, shown in Figure 1a, involves a central wheel and multiple inner passive small rollers surrounding the diameter of the wheel that can slide in the direction of the motor shaft. Since the axes of these rollers are perpendicular to the axis of the wheel, this omnidirectional wheel design is known as the orthogonal wheel. The practical use of this version of the omnidirectional wheels led to many issues in terms of the platform movement accuracy and stability such as the vibrations and slippage because of the unbalanced contact concerning the wheel and the ground. Great efforts were made by researchers to create modified designs of the omnidirectional
wheels in order to achieve superior improvements. In the work described in [6], a Swedish engineer constructed a novel design of an omnidirectional wheel, presented in Figure 1b, called Mecanum wheel, where the passive rollers are mounted on angles in an attempt to achieve continuous contact between the wheel and the ground. The first OWMR with four Mecanum wheels, called URANUS, was assembled in the work described in [7]. Many studies have been presented on the basis of the Mecanum wheels, such as [8–13]. The usage advantages and disadvantages of OWMRs with the Mecanum wheels are discussed in [14,15]. The advantages are summarized by the omnidirectional performance that the Mecanum wheel provides, allowing maneuverability and full mobility in an overcrowded environment. Moreover, the Mecanum wheels show better balancing performance compared with the older versions of the omnidirectional wheels. However, the Mecanum wheels have also some weaknesses. A vehicle with Mecanum wheels is subject to slippage. This slippage is challenging to calculate and model. Furthermore, the gap between any two adjacent rollers causes vertical and horizontal vibrations in the moving platform, which evidently affect the accuracy and the stability of the mobile robots. The concept of the dual overlapping parallel omnidirectional wheel, depicted in Figure 1c, was patented in [16] as a modified version of the conventional orthogonal wheel aiming to improve the stability and accuracy of OWMRs. This dual omnidirectional wheel has achieved great popularity in both commercial and academic aspects; more than 500 studies have cited and utilized this model. In [17], another enhanced version of the orthogonal wheel, represented in Figure 1d, that ensures continuous contact between the surface of the wheel and the ground was proposed to achieve stability improvements by minimizing the gaps between the rollers. An alternative special wheel scheme of the omnidirectional wheel, displayed in Figure 1e, is the ball wheel mechanism [18]. It uses two arrays of rollers disposed around two circles and an active ring capable of rotating around an axis through the center of the ball. It has been proven that an OWMR with three such ball wheel mechanisms possesses full mobility.

Another essential matter with regard to determining the number of the special wheels is their distribution on the circumference of the OWMR and the extent of its relationship with mobility performance. With regard to OWMRs with the standard Mecanum wheels, it has been proven that the symmetrical rectangular configuration of four wheels is the optimal configuration [19]. However, three Mecanum wheels distributed evenly on the
circular shape platform in order to balance the load could also be used with full mobility performance, as described in [20,21]. Concerning the OWMRs with the orthogonal wheels whose roller axes are tangent to the wheel circumference, the most popular design is the circular array arrangement of three or four wheels. Although OWMRs with three omnidirectional wheels possess complete mobility performance, stability problems could be raised in some cases due to the high center of gravity [22,23]. Incrementing the number of omnidirectional wheels can solve the stability problem [1]. Sometimes the necessity of promoting the carrying and transportation capacity of an OWMR is an important reason to increase the number of omnidirectional wheels [24].

Numerous studies on modeling and controlling OMRs have been published. In [25], the authors presented an algorithm for kinematic feedback control of an OMR with four Mecanum wheels. The method proposed in [26] determines the trajectory of the wheelchair with manual pushrim drive by utilizing differential control based on the kinematic model. The visualization of the wheelchair motion trajectory is done by the use of independent measurements on both left and right drive wheels. The impact of the differential steering of a wheelchair with a pushrim on variations in the position of the body’s center of gravity was investigated in [27] based on the kinematic modeling where the transverse relocation of the measured body’s center of gravity in relation to a point on the wheelchair trajectory was assumed by measuring the wheelchair trajectory and the body’s center of gravity. Kinematics modeling and mobility analyses were proposed in [28,29] regarding OMRs with three orthogonal wheels. In [30], resolved acceleration control method, PID method, fuzzy model method, and stochastic fuzzy servo method were used to develop a feedback control system for OMRs with three orthogonal wheels. The research conducted in [31] presented a motion control method based on an inverse linearized kinematic model. A computationally inexpensive near-optimal trajectory generation and control method was proposed in [32]. The work presented in [33,34] formulated the optimal trajectory generation problem as a near-optimal minimum time trajectory such that the solution is based on a relaxed optimal control problem (OCP).

Various studies conducted in the last few years provided a great amount of novelty and contributions regarding OMRs that utilize special wheels. The authors of [35] proposed a novel kinematics and dynamics modeling of an OMR with four Mecanum wheels by utilizing the principle of virtual work where the control of the actuators is done by the presented dynamic model equations. A novel energy modeling method for mobile robots is proposed in [36], allowing the robots to calculate and predict energy consumption. In the work presented in [37], the inverse and forward kinematics for an OMR with six Mecanum wheels are detailed and simulated. The control method of an OWMR with four omnidirectional wheels proposed in [38] depends on the use of a 32-bit ARM microcontroller so that the kinematic modeling will be utilized as feedback. In the work presented in [39], a model predictive fault-tolerant control (MPFTC) scheme was designed for an OWMR with four Mecanum wheels in order to appropriately exploit the inherited actuation redundancy of the robot. In the work presented in [40], a type-2 fuzzy logic controller was designed for an OWMR in order to control the motor speed of the wheels so that the robot behavior remains maintained. The work presented in [41] solved the trajectory tracking problem on uneven terrain for an OWMR using a double closed-loop control strategy. In [42], proportional derivative control tuning was established for OMRs so that the tracking error and energy consumption could be minimized by the use of the dynamic optimization approach. The authors of [43–46] designed fuzzy controllers to allow OWMRs to track the desired trajectory. A model predictive control (MPC) algorithm was designed by the authors of [47] in an effort to achieve point stabilization and trajectory generation. The research presented in [48] combined the sliding mode control (SMC) with the backstepping technique in order to control an OWMR with four wheels where the kinematic and dynamic model of the robot was utilized in designing the controller. The coupled sliding mode control (CSMC) method was used in [49] in order to achieve a satisfactory tracking control for an OMR. In [50], the adaptive robust control was proposed
for the trajectory tracking of an OMR in the presence of uncertainties. The study presented in [51] used a flatness-based control scheme hardware-in-the-loop simulation platform for an OMR where the control input from the simulation model was reassigned to the robot hardware and the feedback to the simulation model was done by a Kinect-based vision system. The trajectory tracking for an OMR with four omnidirectional wheels presented in [52] was carried out using PID and linear quadratic tracking (LQT)-based controller. In [53], the author utilized a constrained dynamic inversion-based (CDIB) approach that incorporates vehicle dynamics to solve the optimal trajectory generation problem of an OWMR with three orthogonal wheels. A novel control system was proposed in [54] based on mixed reality for the path planning of OWMRs. The research presented in [55] addressed the velocity tracking problem for an OWMR with four Mecanum wheels by utilizing novel voltage-based control law with visual feedback. In [56], the authors proposed using improved ant colony optimization (IACO) to search for the optimal path for an OWMR.

The obstacle avoidance problem has been seriously considered in many studies discussing the trajectory generation of OWMRs. The algorithm proposed in [57] plans a reference path that meets the conditions of obstacle avoidance based on Bézier curves, then the motion planning that satisfies the dynamic constraint is solved as a minimum-time optimal trajectory problem. The problem of optimal trajectory in the presence of static obstacles was formulated in [58] as a constrained nonlinear optimal control problem. However, a direct method of numerical solution was used to solve the problem. Robert et al. in [59] established a hybrid method of obstacle-avoidance motion planning in dynamic environments where a global deliberate approach is applied to determine the motion in the desired path line and a local reactive approach is used for moving obstacle avoidance. In [60], the authors proposed a navigation system for an OWMR with three orthogonal wheels to ensure obstacle avoidance by using an MPC strategy through the path obtained by the potential field method. In [61], vision-based navigation for an industrial OWMR with four Mecanum wheels was proposed, allowing the robot to navigate autonomously and perform anticollision path planning. The research presented in [62] proposed a hybridized approach based on the use of A* algorithm and the fuzzy analytic hierarchy process (FAHP) together with bio-inspired control method in order to achieve optimal path planning and fast control performance in both static and dynamic working environments. In [63], the velocity obstacles (VO) approach was integrated with the nonlinear model predictive control (NMPC) in order to accomplish collision avoidance online in the dynamic environment. The research presented in [64] combined the adaptive controller with type-2 fuzzy logic to achieve trajectory tracking and obstacle avoidance for OMRs. In [65], a fuzzy behavior-based approach for an OMR with three omnidirectional wheels was proposed to track a target while avoiding obstacles along its path. The work presented in [66] proposed using swarm intelligence optimization in order to design appropriate path planning methods in static and dynamic environments.

Navigational characteristics and localization analysis are indispensable aspects of mobile robots research, and many recent studies have contributed to this domain. The research presented in [67] proposed several contributions to the field of indoor localization for ambient assisted living in smart homes, including new methodologies that used multimodal components to detect a user’s indoor location and its spatial coordinates while interpreting the accelerometer and gyroscope data. In [68], human-aware robot navigation was proposed regarding mobile robots in domestic areas, allowing the mobile robot able to navigate according to the user preferences. The research presented in [69] developed a method of vision-based indoor mobile robot navigation in which the visual navigation problem is transferred to scene classification. Furthermore, a shallow convolutional neural network was designed for this purpose; it had high scene classification accuracy and efficiency in processing images captured by a monocular camera. In [70], a multimodal deep learning method was utilized for mobile robot navigation in a static indoor environment. Additionally, a fuzzy-based system was designed in the study to collect the datasets for
training the designed multimodal network. In the work presented in [71], probabilistic approaches for multiple mobile robots in indoor and outdoor environments were designed based on sensor fusion, where the extended Kalman filter (EKF) was used to estimate the position and orientation of the robot. In the work presented in [72], an autonomous mobile robot was utilized in the agriculture industry; the robot was able to navigate through occluded crop rows and perform various phenotyping tasks, such as measuring plant volume and canopy height using 2D LiDAR. A new localization method proposed in [73] aimed to address the navigation problem regarding the mobile robot in non-line-of-sight (NLOS) situation. Stereo images obtained by a stereo camera were utilized in [74] to enhance the localization of a mobile robot. In [75], a neural network data fusion approach was presented to enhance the real-time performance and the accuracy of localization for mobile robots in indoor environments by eliminating the effects produced by measurement errors. In the research presented in [76], a light-emitting diode (LED)-based system was designed in order to achieve communication and localization for a mobile robot, and the Kalman filter was used in this system to acquire the prediction of the robot’s position and orientation.

This study aims to derive a compact and complete mathematical model for a symmetrical annular-shaped omnidirectional wheeled mobile robot (SAOWMR) with \( n \) omnidirectional wheels. This model will provide an opportunity to conduct research, experiments, and comparisons on the base of SAOWMRs with two, three, four, or even more omnidirectional wheels without the necessity to switch models or derive a new model. Moreover, this research also focuses on developing a new computationally effective method based on the complete model of a SAOWMR with \( n \) omnidirectional wheels so that improvements in the trajectory planning optimization (TPO) can be achieved. Another aim of this work is to incorporate path constraints so that the SAOWMR can navigate with a collision-free optimal trajectory.

The rest of this paper is structured as follows: The kinematic and dynamic model of a SAOWMR with multiple wheels is presented in Section 2. In Section 3, a new computationally effective method is developed in order to achieve improvements in solving the optimal control problem regarding a SAOWMR with \( n \) omnidirectional wheels. In Section 4, the results obtained by the proposed method are discussed and compared with those produced by the CDIB method to demonstrate the effectiveness of the presented method. The obstacle avoidance navigation process is discussed in Section 5, and the conclusion of this study is presented in Section 6.

2. Mathematical Modeling of a SAOWMR with \( n \)-Omnidirectional Wheels

2.1. SAOWMR Description and Topology

A SAOWMR with more than two omnidirectional wheels is an omnidirectional mobile robot that possesses full omnidirectional motion proficiencies as it can move instantaneously in any direction from any configuration. The maneuverability advantage of this robot is based on the usage of the orthogonal omnidirectional wheels that achieve active movements in the direction orthogonal to the motor shaft and passive movements in the direction of the motor shaft, enabling the wheel to move simultaneously in two directions. Although several types and shapes of the orthogonal omnidirectional wheels are available to be implemented, the continuous alternate orthogonal omnidirectional wheels were selected for use in this study to achieve stable performance as they provide continuous trace between the surface of the wheel and the ground. The considered orthogonal wheel consists of a central wheel carrying a number of inner rollers and larger outer rollers arranged alternately surrounding the circumference of the wheel that can slide freely in the direction of the motor shaft. The angle between the roller axis and the central wheel axis is 90°. Figure 2 demonstrates the structure and the configurations of the considered continuous alternate orthogonal omnidirectional wheel.
Figure 2. The configurations of the omnidirectional wheel.

A SAOWMR includes several omnidirectional wheels distributed regularly around an annular-shaped platform. The holonomicity of motion allowing the robot to rotate and translate independently and simultaneously is determined based on the use of three omnidirectional wheels attached to three independent actuators so that motion with 3 degrees of freedom is achievable. Incrementing the number of omnidirectional wheels can solve some stability problems, as shown in [1]. Moreover, the necessity of promoting the carrying and transportation capacity of the robot is also an important reason to increment the number of omnidirectional wheels [24]. A SAOWMR with only two omnidirectional wheels is still able to move from one configuration to another by breaking up the complex motion into pure rotation and pure translation. The configuration of a SAOWMR with \( n \) omnidirectional wheels distributed around the robot platform where the angle between any two adjacent wheels is \( \varphi \) is depicted in Figure 3. The positive direction of rotation is considered as the rotation in the counter-clockwise direction. Moreover, \( L \) is the radius of the SAOWMR.

Figure 3. The configuration of a SAOWMR with \( n \) wheels.

A SAOWMR possesses clear and interesting symmetrical configurations and topology as its geometric shape can be divided into several identical portions that are organized in a systematized manner. Several types of symmetry can be observed clearly in the case of a SAOWMR, including reflexive, rotational, translational, and scale symmetry. Another interesting symmetrical property that can be detected easily in Figure 4 is that the number of the symmetrical axes of the SAOWMR is equal to the number of its omnidirectional wheels.
Figure 4. The topological designs of SAOWMRs: (a–f) the structures of SAOWMRs with two, three, four, five, six, and eight omnidirectional orthogonal wheels, respectively.

Figure 5 shows the real prototype of a SAOWMR with three omnidirectional wheels.

Figure 5. Real prototype of a SAOWMR with 3 omnidirectional wheels.
2.2. Geometry of the SAOWMR

The generic configuration of the SAOWMR considered in this study is shown in Figure 6. The structure of the robot includes \( n \) omnidirectional orthogonal wheels correspondingly prearranged at \( \phi \) degrees on the boundary of the robot platform. In this consideration, the angle \( \phi \) depends on the number of the omnidirectional wheels provided, for example, \( \phi \) equals 180° if the SAOWMR has two wheels and 90° if the robot possesses four wheels. The omnidirectional wheel and its motor shaft hold the same rotational axle. In this sense, translational velocities \( v_1, v_2, \ldots, v_n \) are applied to the \( n \) wheels along the directions \( D_1, D_2, \ldots, D_n \), respectively. The angular velocity of the \( i \)th wheel shaft is noted as \( \omega_i \). Hence, the positive direction of rotation is defined to be the rotation in the counter-clockwise direction. A local reference frame \( (o_l, x_l, y_l) \) is associated with the center of mass of the robot so that the \( x_l \) axis is coincident with the axis of rotation of the first wheel. Another system of \( n \) local reference frames is distributed equally to \( n \) omnidirectional wheels so that the \( x_i \) axis of the frame \( (o_i, x_i, y_i) \) corresponds with the rotational shaft of the \( i \)th wheel. Moreover, a system of global reference frame \( (o_f, x_f, y_f) \) is defined in order to detect the motion of the robot in such a way that the axes \( x_l \) and \( x_f \) are associated by the angle \( \theta \). The radius of the SAOWMR is noted as \( L \). The positional vector of the \( i \)th omnidirectional wheel drive is noted as \( P_{0i} \). The point \( (P_{0x}, P_{0y}) \) is the projection of the center of mass of the robot on the global reference frame.

![Figure 6. The geometry of the SAOWMR.](image-url)
The positional vector $P_{0i}$ of the $i$th omnidirectional wheel drive unit is calculated in terms of the local reference frame $(o_l, x_l, y_l)$ as

\[
I T_i = \begin{bmatrix}
\cos((i-1)\phi) & -\sin((i-1)\phi) & 0 & L\cos((i-1)\phi) \\
\sin((i-1)\phi) & \cos((i-1)\phi) & 0 & L\sin((i-1)\phi) \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (1)

The positional vector $P_{0i}$ is then given by

\[
I P_{0i} = I T_i \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} L\cos((i-1)\phi) \\ L\sin((i-1)\phi) \\ 0 \\ 1 \end{bmatrix}
\] (2)

The unit vector $D_i$ that states the direction of the $i$th motor relative to the local reference frame $(o_l, x_l, y_l)$ is given by

\[
I D_i = I R_i \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} = \begin{bmatrix} -\sin((i-1)\phi) \\ \cos((i-1)\phi) \\ 0 \end{bmatrix}
\] (3)

In Equation (3), $R$ is the rotational part of the transformation matrix $T$. The general transformation matrix between the local reference frame $(o_l, x_l, y_l)$ and the global reference frame $(o_f, x_f, y_f)$ can be ensured by

\[
I T_i = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) & 0 & P_{0x} \\
\sin(\theta) & \cos(\theta) & 0 & P_{0y} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (4)

The point $(P_{0x}, P_{0y})$ is the projection of the center of mass of the robot on the global reference frame. Moreover, we can find the unit vector $D_i$ relative to the global reference frame as given in Equation (5):

\[
I D_i = \begin{bmatrix} -\sin((i-1)\phi + \theta) \\ \cos((i-1)\phi + \theta) \\ 0 \end{bmatrix}
\] (5)

The positional vector $P_{0i}$ of the $i$th omnidirectional wheel drive unit is calculated in terms of the global reference frame as in the following equation:

\[
f P_{0i} = \begin{bmatrix} L\cos(\theta + (i-1)\phi) + P_{0x} \\ L\sin(\theta + (i-1)\phi) + P_{0y} \\ 0 \\ 1 \end{bmatrix}
\] (6)

In order to calculate the velocity of the $i$th omnidirectional wheel drive, we can take the derivative of Equation (6) as follows:

\[
f v_i = \frac{d}{dt}(f P_{0i}) = \begin{bmatrix} -\dot{\theta}L\sin(\theta + (i-1)\phi) + \dot{x} \\ \dot{\theta}L\cos(\theta + (i-1)\phi) + \dot{y} \\ 0 \end{bmatrix}
\] (7)

Equation (7) can be rewritten in matrix form as

\[
f v_i = \begin{bmatrix} f v_{ix} \\ f v_{iy} \end{bmatrix} = \begin{bmatrix} 1 & 0 & -L\sin(\theta + (i-1)\phi) \\ 0 & 1 & L\cos(\theta + (i-1)\phi) \end{bmatrix} \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{\theta} \end{bmatrix}
\] (8)
The expanded form of the system given in Equation (8) regarding a SAOWMR with \( n \) wheels is given as follows:

\[
\begin{bmatrix}
    f_{v_1x} \\
    f_{v_1y} \\
    \vdots \\
    f_{v_ix} \\
    f_{v_iy} \\
    \vdots \\
    f_{v_{nx}} \\
    f_{v_{ny}}
\end{bmatrix} = A
\begin{bmatrix}
    \dot{x} \\
    \dot{y} \\
    \dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
    1 & 0 & -L \sin(\theta) \\
    0 & 1 & L \cos(\theta) \\
    \vdots & \vdots & \vdots \\
    1 & 0 & -L \sin(\theta + (i-1)\varphi) \\
    0 & 1 & L \cos(\theta + (i-1)\varphi) \\
    \vdots & \vdots & \vdots \\
    1 & 0 & -L \sin(\theta + (n-1)\varphi) \\
    0 & 1 & L \cos(\theta + (n-1)\varphi)
\end{bmatrix}
\begin{bmatrix}
    \dot{x} \\
    \dot{y} \\
    \dot{\theta}
\end{bmatrix}
\] (9)

The matrix \( A \) expressed in Equation (9) represents the relation between the velocity components of the robot’s wheels and the velocities of the center of mass of the robot in terms of the global reference frame. However, the inverse of the matrix \( A \) given in Equation (10) is known as the Jacobian matrix.

\[
J = \frac{1}{n} \begin{bmatrix}
    1 & 0 & \cdots & 1 \\
    0 & \sin(\theta) & \cdots & 0 \\
    \cos(\theta) & \cdots & \cos(\theta + (i-1)\varphi) \\
    \vdots & \vdots & \ddots & \vdots \\
    \sin(\theta + (n-1)\varphi) & \cos(\theta + (n-1)\varphi) & \cdots & 1
\end{bmatrix}
\] (10)

The following useful relation between the drive units’ velocity components and the velocity components of the center of mass of the robot is derived based on the Jacobian Matrix \( J \):

\[
\begin{align*}
    \dot{x} &= \frac{1}{n} (f_{v_1x} + f_{v_2x} + \cdots + f_{v_{nx}}) \\
    \dot{y} &= \frac{1}{n} (f_{v_1y} + f_{v_2y} + \cdots + f_{v_{ny}})
\end{align*}
\] (11)

In order to find the individual velocities applied to the robot’s wheels, we need to find the projection of the velocity given in Equation (7) along the unit vector that specifies the drive direction \( D_i \) as follows:

\[
v_i = \left[ f_{v_j} \right]^T f_{D_i} = \theta L - \dot{x} \sin(\theta + (i-1)\varphi) + \dot{y} \cos(\theta + (i-1)\varphi)
\] (12)

Equation (12) is expanded and written in matrix form regarding a SAOWMR with \( n \) wheels as shown in Equation (13):

\[
\begin{bmatrix}
    v_1 \\
    \vdots \\
    v_i \\
    \vdots \\
    v_n
\end{bmatrix} =
\begin{bmatrix}
    -\sin(\theta) & \cos(\theta) & L \\
    \vdots & \vdots & \vdots \\
    -\sin(\theta + (i-1)\varphi) & \cos(\theta + (i-1)\varphi) & L \\
    \vdots & \vdots & \vdots \\
    -\sin(\theta + (n-1)\varphi) & \cos(\theta + (n-1)\varphi) & L
\end{bmatrix}
\begin{bmatrix}
    \dot{x} \\
    \dot{y} \\
    \dot{\theta}
\end{bmatrix}
\] (13)

The \( n \times 3 \) matrix expressed in Equation (13) represents the inverse Jacobian matrix that relates the individual translational velocities of the robot wheels and the velocity components of the center of mass of the robot. The following kinematic model system in Equation (14) is derived by finding the Jacobian matrix and considering the scalar relation between the angular velocity of the wheel shaft \( \omega_i \) and the translational velocity \( v_i \):

\[
\begin{bmatrix}
    \dot{x} \\
    \dot{y} \\
    \dot{\theta}
\end{bmatrix} = \frac{r}{n}
\begin{bmatrix}
    -2\sin(\theta) & \cdots & -2\sin(\theta + (i-1)\varphi) & \cdots & -2\sin(\theta + (n-1)\varphi) \\
    2\cos(\theta) & \cdots & 2\cos(\theta + (i-1)\varphi) & \cdots & 2\cos(\theta + (n-1)\varphi) \\
    1/L & \cdots & 1/L & \cdots & 1/L
\end{bmatrix}
\begin{bmatrix}
    \omega_1 \\
    \vdots \\
    \omega_i \\
    \vdots \\
    \omega_n
\end{bmatrix}
\] (14)
In Equation (14), \( r \) is the radius of the omnidirectional wheel. The kinematic model presented in this section can be verified regarding a SAOWMR with three omnidirectional wheels by comparing the model with that stated in [32].

### 2.4. Dynamic Study of the SAOWMR

The force generated by the \( i \)th DC motor attached to the \( i \)th wheel with no-slip condition is represented in Equation (15) as follows:

\[
F_i = \alpha u_i - \beta v_i
\]  

(15)

In Equation (15), \( u_i \) is the voltage applied to the input terminal of the \( i \)th wheel DC motor. \( v_i \) is the translational velocity of the \( i \)th omnidirectional wheel. The constants \( \alpha \) and \( \beta \) can be determined from the motor parameters and the geometry of the wheels as shown in Equations (16) and (17):

\[
\alpha = \frac{k_r}{R r}
\]  

(16)

\[
\beta = \frac{k_r^2}{R r^2}
\]  

(17)

\( R \) is defined as the armature resistance of the DC motor, and \( k_r \) is the torque constant of the DC motor. By utilizing Newton’s laws of motion, the linear and angular momentum balance equations can be written as follows:

\[
\begin{align*}
\sum_{i=1}^{n} F_i f_i D_i &= m \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} \\
\sum_{i=1}^{n} L F_i &= J \ddot{\theta}
\end{align*}
\]  

(18)

The mass and the moment of inertia of the robot are \( m \) and \( J \), respectively. The system in Equation (18) can be rewritten by utilizing the relations in Equations (5) and (15) as follows:

\[
\alpha Q \begin{bmatrix} u_1 \\ \vdots \\ u_i \\ \vdots \\ u_n \end{bmatrix} - \beta Q \begin{bmatrix} v_1 \\ \vdots \\ v_i \\ \vdots \\ v_n \end{bmatrix} = \begin{bmatrix} m \ddot{x} \\ m \ddot{y} \\ (J/L) \ddot{\theta} \end{bmatrix}
\]  

(19)

with

\[
Q = \begin{bmatrix} -\sin(\theta) & \cdots & -\sin((i-1)\varphi + \theta) & \cdots & -\sin((n-1)\varphi + \theta) \\ \cos(\theta) & \cdots & \cos((i-1)\varphi + \theta) & \cdots & \cos((n-1)\varphi + \theta) \\ 1 & \cdots & 1 & \cdots & 1 \end{bmatrix}
\]  

(20)

The substitution of Equation (13) into Equation (19) yields

\[
Q \begin{bmatrix} u_1 \\ \vdots \\ u_i \\ \vdots \\ u_n \end{bmatrix} = \frac{1}{\alpha} \begin{bmatrix} m \ddot{x} \\ m \ddot{y} \\ (J/L) \ddot{\theta} \end{bmatrix} + \frac{\beta}{\alpha} \begin{bmatrix} n \ddot{x}/2 \\ n \ddot{y}/2 \\ nL \ddot{\theta} \end{bmatrix}
\]  

(21)

By the substitution of the matrix \( Q \) into Equation (21), the equations of motion of the SAOWMR are represented as follows:
\[ \sum_{i=1}^{n} -\sin((i-1)\varphi + \theta)u_i = \frac{n\beta}{\pi}x + \frac{m}{\pi} \dot{x} \]
\[ \sum_{i=1}^{n} \cos((i-1)\varphi + \theta)u_i = \frac{n\beta}{\pi}y + \frac{m}{\pi} \dot{y} \]  
\[ \sum_{i=1}^{n} u_i = \frac{n\beta L}{\pi} \dot{\theta} + \frac{J}{\pi} \theta \]  

Equation (22) can be written in compact form by introducing the state vector \( Z = [x \ y \ \theta]^T \) and the control input vector \( U = [u_1 \ \ldots \ u_i \ \ldots \ u_n]^T \) as follows:

\[ MZ + AZ = QU \]  

The matrices \( M \) and \( A \) in Equation (23) are expressed as

\[ M = \begin{bmatrix} \frac{n\beta}{\pi} & 0 & 0 \\ 0 & \frac{n\beta}{\pi} & 0 \\ 0 & 0 & \frac{J}{\pi} \theta \end{bmatrix}, \quad A = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \frac{n\beta}{\pi} & 0 \\ 0 & 0 & \frac{n\beta L}{\pi} \end{bmatrix} \]  

3. Optimal Trajectory Generation for a SAOWMR

3.1. Control Problem Formulation

The optimal control problem regarding a SAOWMR in this scope is defined as the process of estimating the control input vector \( U \) applied to the terminals of the DC motors attached to the robot’s wheels so that the robot can move from an initial configuration to a final configuration of boundary conditions with optimality of maneuvering time \( t_f \) and the total required energy \( E \) while the constraint system remains maintained. A constraint system can arise due to various reasons. However, two constraints have superior importance in robotics applications: the constraint on the maximum acceleration amplitude and the constraint on the input voltage of the DC motors. The optimal control problem is formalized in Equation (25) as follows:

\[ \begin{array}{l}
\text{Min } C(t_f) = t_f + \gamma E \\
\text{Subject to :}
\end{array} \left\{ \begin{array}{l}
MZ + AZ = QU \\
x^2 + y^2 \leq \alpha_{max}^2 \\
u_o \leq u_{max}
\end{array} \right. \]  

In Equation (25), \( \gamma \) is positive weight illustrating the trade-off between the robot maneuvering time \( t_f \) and the total energy required \( E \). \( \alpha_{max} \) and \( u_{max} \) are limitations on the acceleration amplitude and the DC motor power source, respectively. Moreover, \( u_o \) is the maximum input voltage applied to the input terminals of the robot wheel DC motors calculated using the following formula:

\[ u_o = \max\{ |u_{o1}|, \ldots, |u_{oi}|, \ldots, |u_{on}| \} \]  

In Equation (26), \( u_{oi} \) is the extrema input voltage applied to the \( i \)th DC motor attached to the \( i \)th wheel.

3.2. Trajectory Generation

It is assumed that the dynamic system of the SAOWMR given in Equation (23) is subject to the four boundary conditions shown in Equation (27) as follows:

\[ Z(t = 0) = \begin{bmatrix} x_0 \\ y_0 \\ \theta_0 \end{bmatrix}, \quad \dot{Z}(t = 0) = \begin{bmatrix} \dot{x}_0 \\ \dot{y}_0 \\ \dot{\theta}_0 \end{bmatrix}, \quad Z(t = t_f) = \begin{bmatrix} x_f \\ y_f \\ \theta_f \end{bmatrix}, \quad \dot{Z}(t = t_f) = \begin{bmatrix} \dot{x}_f \\ \dot{y}_f \\ \dot{\theta}_f \end{bmatrix} \]  

\[ Z(t = 0) = \begin{bmatrix} x_0 \\ y_0 \\ \theta_0 \end{bmatrix}, \quad \dot{Z}(t = 0) = \begin{bmatrix} \dot{x}_0 \\ \dot{y}_0 \\ \dot{\theta}_0 \end{bmatrix}, \quad Z(t = t_f) = \begin{bmatrix} x_f \\ y_f \\ \theta_f \end{bmatrix}, \quad \dot{Z}(t = t_f) = \begin{bmatrix} \dot{x}_f \\ \dot{y}_f \\ \dot{\theta}_f \end{bmatrix} \]
The third-order polynomials expressed in Equation (28) are used to represent the trajectory that satisfies the given four boundary conditions as follows:

\[
\begin{bmatrix}
    x \\
    y \\
    \theta
\end{bmatrix} = 
\begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3
\end{bmatrix} t^3 + 
\begin{bmatrix}
    b_1 \\
    b_2 \\
    b_3
\end{bmatrix} t^2 + 
\begin{bmatrix}
    c_1 \\
    c_2 \\
    c_3
\end{bmatrix} t + 
\begin{bmatrix}
    d_1 \\
    d_2 \\
    d_3
\end{bmatrix}
\]  

(28)

The polynomial coefficients of the trajectory in Equation (28) are assumed as

\[
\begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3
\end{bmatrix} = \frac{1}{t_f^2} \left( \begin{bmatrix}
    x_1 \\
    y_1 \\
    \theta_1
\end{bmatrix} - \begin{bmatrix}
    x_0 \\
    y_0 \\
    \theta_0
\end{bmatrix} \right) + \begin{bmatrix}
    \dot{x}_0 \\
    \dot{y}_0 \\
    \dot{\theta}_0
\end{bmatrix} + \begin{bmatrix}
    \ddot{x}_0 \\
    \ddot{y}_0 \\
    \ddot{\theta}_0
\end{bmatrix}
\]  

\[
\begin{bmatrix}
    b_1 \\
    b_2 \\
    b_3
\end{bmatrix} = \frac{1}{t_f^2} \left( \begin{bmatrix}
    x_1 \\
    y_1 \\
    \theta_1
\end{bmatrix} - \begin{bmatrix}
    x_0 \\
    y_0 \\
    \theta_0
\end{bmatrix} \right) - 2 \begin{bmatrix}
    \dot{x}_0 \\
    \dot{y}_0 \\
    \dot{\theta}_0
\end{bmatrix} - \begin{bmatrix}
    \ddot{x}_0 \\
    \ddot{y}_0 \\
    \ddot{\theta}_0
\end{bmatrix}
\]  

\[
\begin{bmatrix}
    c_1 \\
    c_2 \\
    c_3
\end{bmatrix} = \begin{cases}
    \dot{x}_0 \\
    \dot{y}_0 \\
    \dot{\theta}_0
\end{cases}
\]  

\[
\begin{bmatrix}
    d_1 \\
    d_2 \\
    d_3
\end{bmatrix} = \begin{bmatrix}
    x_0 \\
    y_0 \\
    \theta_0
\end{bmatrix}
\]  

(29)

Accordingly,

\[
M\ddot{z} + A\dot{z} = K \begin{bmatrix}
    t^2 \\
    1
\end{bmatrix} \quad t \in [0 \ t_f]
\]  

(30)

with

\[
K = \begin{bmatrix}
    k_{11} & k_{12} & k_{13} \\
    k_{21} & k_{22} & k_{23} \\
    k_{31} & k_{32} & k_{33}
\end{bmatrix} = \begin{bmatrix}
    \left( \frac{3n\beta a_1}{2a} \right) & \left( \frac{6(n+1)\beta b_1}{a} \right) & \left( \frac{4nLb_1+n\beta c_1}{2a} \right) \\
    \left( \frac{3n\beta a_2}{2a} \right) & \left( \frac{6(n+1)\beta b_2}{a} \right) & \left( \frac{4nLb_2+n\beta c_2}{2a} \right) \\
    \left( \frac{3n\beta a_3}{2a} \right) & \left( \frac{6(n+1)\beta b_3}{a} \right) & \left( \frac{4nLb_3+n\beta c_3}{2a} \right)
\end{bmatrix}
\]  

(31)

Assuming \( n > 2 \), it is possible to determine the control input vector based on Equation (23) and Equation (28) as follows:

\[
\begin{bmatrix}
    u_1 \\
    \vdots \\
    u_i \\
    \vdots \\
    u_n
\end{bmatrix} = \begin{bmatrix}
    f_{11} & f_{12} & f_{13} \\
    \vdots & \vdots & \vdots \\
    f_{1i} & f_{12} & f_{13} \\
    \vdots & \vdots & \vdots \\
    f_{ni} & f_{n2} & f_{n3}
\end{bmatrix} \begin{bmatrix}
    t^2 \\
    t \\
    1
\end{bmatrix} \quad t \in [0 \ t_f]
\]  

(32)

with

\[
\begin{align*}
    f_{11} &= \frac{1}{n}(-2k_{11}\sin(\theta) + 2k_{21}\cos(\theta) + k_{31}) \\
    f_{12} &= \frac{1}{n}(-2k_{12}\sin(\theta) + 2k_{22}\cos(\theta) + k_{32}) \\
    f_{13} &= \frac{1}{n}(-2k_{13}\sin(\theta) + 2k_{23}\cos(\theta) + k_{33}) \\
    f_{i1} &= \frac{1}{n}(-2k_{i1}\sin((i-1)\varphi + \theta) + 2k_{21}\cos((i-1)\varphi + \theta) + k_{31}) \\
    f_{i2} &= \frac{1}{n}(-2k_{i2}\sin((i-1)\varphi + \theta) + 2k_{22}\cos((i-1)\varphi + \theta) + k_{32}) \\
    f_{i3} &= \frac{1}{n}(-2k_{i3}\sin((i-1)\varphi + \theta) + 2k_{23}\cos((i-1)\varphi + \theta) + k_{33}) \\
    f_{ni} &= \frac{1}{n}(-2k_{n1}\sin((n-i)\varphi + \theta) + 2k_{21}\cos((n-i)\varphi + \theta) + k_{31}) \\
    f_{n2} &= \frac{1}{n}(-2k_{n2}\sin((n-i)\varphi + \theta) + 2k_{22}\cos((n-i)\varphi + \theta) + k_{32}) \\
    f_{n3} &= \frac{1}{n}(-2k_{n3}\sin((n-i)\varphi + \theta) + 2k_{23}\cos((n-i)\varphi + \theta) + k_{33})
\end{align*}
\]  

(33)
The total energy \( E \) required for the robot to move from initial conditions at \( t = 0 \) to the final conditions when \( t = t_f \) is calculated by the following formula:

\[
E = \int_{t=0}^{t_f} p_1 \, dt + \cdots + \int_{t=0}^{t_f} p_i \, dt + \cdots + \int_{t=0}^{t_f} p_n \, dt
\]  

(34)

where

\[
p_i = \left| \frac{r}{k_f} \left( \alpha u_i^2 - \beta v_i u_i \right) \right|
\]

(35)

The optimal trajectory generation method proposed in this research to solve the optimization problem given in Equation (25) can be expressed as finding the optimal trajectory specified by selecting \( t_f \) over a set of an admissible range restricted by lower bound and upper bound on the final maneuvering time \( t_f \). In other words, the optimization problem given in Equation (25) is reduced to the one-dimensional search for the optimal \( t_f \) that minimizes the cost function \( C \) as follows:

\[
\text{Min } C(t_f) = t_f + \gamma E \quad t_f \in \left[ t_{f_{\min}} \quad t_{f_{\max}} \right]
\]

(36)

The optimization problem given in Equation (36) can be solved by finding the feasible domain of \( t_f \) that satisfies the constraint system. Since the third-order polynomial expressed in Equation (28) is used to represent the trajectory, the accelerations are linear functions of time. However, the acceleration constraint mentioned in Equation (25) is rewritten in terms of the polynomial coefficients as

\[
\delta_1 t^2 + \delta_2 t + \delta_3 \leq a_{\text{max}}^2 \quad t \in \left[ 0 \quad t_i \right]
\]

(37)

The upward shaped parabola of the quadratic function of time expressed in Equation (37) is defined only as \( t \) varying from zero to the \( t_i \). Since the range of \( x^2 + y^2 \) is positive, two points in the range of the quadratic function specified by the boundary of the domain when \( t = 0 \) and \( t = t_i \) must be examined aiming to find the maximum of the function. In order to find the critical value of the total maneuvering time \( t_i \) concerning \( x^2 + y^2 \) reaching the limit \( a_{\text{max}}^2 \), the following two equality equations should be solved:

\[
\begin{align*}
\lambda_4 t_{i_1}^4 + \lambda_2 t_{i_2}^2 + \lambda_1 t_{i_1} + \lambda_0 &= 0 \quad t_{i_1} \in \mathbb{R}^+ \\
\zeta_4 t_{i_2}^4 + \zeta_2 t_{i_2}^2 + \zeta_1 t_{i_2} + \zeta_0 &= 0 \quad t_{i_2} \in \mathbb{R}^+
\end{align*}
\]

(38)

Knowing that the total maneuvering time \( t_i \) is a real and positive quantity, each of the two equalities represented in Equation (38) is to be solved to obtain only one satisfactory solution. The acceptable solution \( t_{i_2} \) concerning the acceleration \( x^2 + y^2 \) critically reaching the bound \( a_{\text{max}}^2 \) is given as follows:
$$t_{f_1} = \max\left\{t_{i_1}, t_{i_2}\right\}$$

It is noticeable that the behavior of the input voltage function $u_i$ presented in Equation (32) is nonlinear and nonconvex in general in the domain within zero and $t_i$. The conventional optimization methods failed in most cases to converge to the extreme solution $u_{eq}$ and usually became stuck at local minima or maxima. For this reason, we propose using a numerical method able to approximate the global extreme solution $u_{eq}$ in real time, such as the simulated annealing algorithm (SA). The maximum input voltage $u_o$ applied to the input terminals of the DC motors is calculated using Equation (26). Moreover, the total maneuvering time $t_m$ concerning the maximum input voltage $u_o$ reaching the maximum limit $u_{max}$ can be determined by utilizing the simple root-finding bisection method. In order to converge to the solution in minimum execution time, it is highly recommended to use Equation (40) as a starting point of the search. More details about Equation (40) can be found in Appendix A.

$$t_{f_0} = \frac{3\beta}{na u_{max}} \left( \sqrt{(x_f - x_0)^2 + (y_f - y_0)^2 + (t_f - t_0)L} \right)$$

Consequently, the lower bound $t_{f_{\min}}$ regarding the free variable $t_f$ can be obtained based on solving $t_f$, concerning the acceleration $\dot{x}^2 + \dot{y}^2$ critically reaching the bound $u_{\max}$ and $t_f$ concerning the maximum input voltage $u_o$ reaching the maximum limit $u_{\max}$ using the following equation:

$$t_{f_{\min}} = \max\{t_{f_0}, t_{f_1}\}$$

3.3. Optimization Process

With the above expansion, the optimal control problem in Equation (25) can be treated as a search for the final time $t_f$ that minimizes the cost function $C$. A minimum bound $t_{f_{\min}}$ for the free variable $t_f$ guarantees that the constraint system given in Equation (25) remains maintained. Maximum bound $t_{f_{\max}}$ can be chosen based on experience (an appropriate OWMR performing motions on a 2 m$^2$ field can complete most of the displacements in only a few seconds). In order to find an acceptable solution regarding the optimal final time $t_f$ that minimizes the cost function $C$ in Equation (36), a simple golden-section search method can be easily implemented since the energy is a monotonic function in terms of the free variable $t_f$ varying within the minimum and maximum bounds (more details about the optimization process found in Section 4).

3.4. Kinematic Saturation

Solving the optimal control problem, Equation (25), so that the robot correctly responds to orders requires the robot’s velocities regarding rotational and translational motions to be within their ranges depending on the saturation of the actuators. In order to achieve the kinematic saturation so that the voltage profile applied to the input terminal of the $i$th wheel DC motor $u_i$ does not violate the limitation on the DC motor power source $u_{\max}$, the boundary conditions regarding the velocities (Equation (27)) must satisfy the following two equalities:

$$\left\{ (2c_3 - c_5) \sin(\theta_o + (i - 1)\varphi) \dot{x}_o + ((c_5 - 2c_3) \cos (\theta_o + (i - 1)\varphi)) \dot{y}_o + ((Lc_5 - 2c_4)) \dot{\theta}_o + (c_5 \sin(\theta_o + (i - 1)\varphi)) \dot{x}_f + (-c_3 \cos (\theta_o + (i - 1)\varphi)) \dot{y}_f + (c_4) \dot{\theta}_f + \right.$$  \left. (-c_3 \sin(\theta_o) (x_f - x_0) + c_1 \cos (\theta_o)(y_f - y_0) + c_2 (\dot{\theta}_f - \dot{\theta}_o)) \right\} \leq u_{\max}$$

$$\left\{ ((-2c_3 - c_5) \sin(\theta_f + (i - 1)\varphi)) \dot{x}_o + (c_3 \cos (\theta_f + (i - 1)\varphi)) \dot{y}_o + (c_4) \dot{\theta}_o + \right.$$  \left. ((-2c_3 - c_5) \sin(\theta_f + (i - 1)\varphi)) \dot{x}_f + ((2c_3 + c_5) \cos (\theta_f + (i - 1)\varphi)) \dot{y}_f + (Lc_5 + 2c_4) \dot{\theta}_f + 
\left. (c_1 \sin(\theta_f + (i - 1)\varphi)(x_f - x_0) - c_1 \cos (\theta_f + (i - 1)\varphi)(y_f - y_0) - c_2 (\dot{\theta}_f - \dot{\theta}_o)) \right\} \leq u_{\max}$$
with
\[ c_1 = \frac{12m}{anL^2}, c_2 = \frac{6J}{anL^2}, c_3 = \frac{4m}{anL}, c_4 = \frac{2J}{anL}, c_5 = \frac{\beta}{\alpha} \] (44)

3.5. Special Case (SAOWMR with Two Orthogonal Wheels)

In this analysis, the mobile robot shown in Figure 6 is supplied with only two om-nidirectional wheels symmetrically arranged at 180° on the boundary of the robot. The dynamic system given in Equation (23) can be rewritten regarding \( n = 2 \) and \( \varphi = 180° \) using the following equation:

\[
\begin{bmatrix}
-\sin(\theta) & \sin(\theta) \\
\cos(\theta) & -\cos(\theta) \\
1 & 1
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2
\end{bmatrix} =
\begin{bmatrix}
u_1 + \frac{\beta}{\alpha}x \\
u_2 + \frac{\beta}{\alpha}y \\
\frac{1}{\alpha t^2} + \frac{2\beta L}{\alpha}\dot{\theta}
\end{bmatrix}
\] (45)

Since the system presented in Equation (45) is an overdetermined system, the process of determining an acceptable solution regarding the control input vector such that the robot simultaneously performs rotational and translational motion is not possible in general. In this study, it is proposed to break up the complex motion into rotation and translation in order to solve the optimal control problem formalized in Equation (25) such that the robot is able to move with the optimality of the trajectory from an initial configuration to a final configuration. It is assumed that the dynamic system of the SAOWMR given in Equation (45) is subject to the boundary conditions expressed in Equation (46):

\[
Z(t = 0) = \begin{bmatrix}x_o \\y_o \\\theta_o \end{bmatrix}, \quad Z(t = t_f) = \begin{bmatrix}x_f \\y_f \\\theta_f \end{bmatrix}
\] (46)

The method proposed to solve the optimal control problem in Equation (25) such that the robot can achieve the boundary conditions in Equation (46) is based on performing three successive motions: First, rotation takes place around an axis coincident with the robot’s center of mass such that the robot changes its orientation from \( \theta_o \) to \( \theta_v \). At that moment, translational motion takes place so that the robot changes its position from \( (x_o, y_o) \) to \( (x_f, y_f) \). Finally, another rotation takes place where the robot changes its orientation from \( \theta_v \) to \( \theta_f \). The intermediate robot orientation \( \theta_v \) is determined in Equation (47):

\[
\theta_v = \tan^{-1}\left(\frac{x_f - x_o}{y_f - y_o}\right)
\] (47)

3.5.1. Pure Rotational Motion

It is assumed that the robot performing rotational motion changes its orientation from \( \theta_o \) to \( \theta_v \). The third-order polynomials can be used to represent the motion as follows:

\[
\theta = -\frac{2}{t^3}(\theta_v - \theta_o)t^3 + \frac{3}{t^2}(\theta_v - \theta_o)t^2 + \theta_o
\] (48)

The control system of motion based on Equations (45) and (48) with the consideration of the two orthogonal wheels performing identical simultaneous motion can be summarized as follows:

\[
u_1 = \nu_2 = -\frac{6\beta L}{\alpha t^3}(\theta_v - \theta_o)t^2 + \left(\frac{6\beta L^2 t_f - 6J}{\alpha t^2 L}\right)(\theta_v - \theta_o)t + \frac{3J}{\alpha t^2 L}(\theta_v - \theta_o)
\] (49)

The maximum input voltage \( u_o \) applied to the input terminals of the DC motors is calculated simply by using the following formula:
\[ u_o = \left| \left( \frac{3\beta^2 L^4 t_i^2 + 3f^2}{2a\beta L^3 t_i^3} \right)(\theta_v - \theta_o) \right| \quad (50) \]

Consequently, the lower bound \( t_{\text{min}} \) regarding the free variable \( t_i \) concerning the maximum input voltage \( u_o \) reaching the maximum limit \( u_{\text{max}} \) is determined by solving the following equation:

\[ \left( \frac{u_{\text{max}}}{(\theta_i - \theta_o) 2a\beta t_i^3} \right)^3 t_{\text{min}}^3 - \left( \frac{3\beta^2 L^4}{a t_i^3} \right) t_{\text{min}}^2 - 3f^2 = 0 \quad t_{\text{min}} \in \mathbb{R}^+ \quad (51) \]

Knowing that the total maneuvering time \( t_{\text{min}} \) is a real and positive quantity, Equation (51) is to be solved to obtain only one acceptable solution.

3.5.2. Pure Translational Motion

It is assumed that the robot performing translational motion changes its position from \((x_o, y_o)\) to \((x_t, y_t)\), where the orientation of the robot satisfies Equation (47). The third-order polynomials can be used to represent the motion as follows:

\[
\begin{bmatrix}
  x \\
  y 
\end{bmatrix} = \begin{bmatrix}
  -\frac{2f}{t_i}(x_t - x_o) \\
  -\frac{2f}{t_i}(y_t - y_o)
\end{bmatrix} t_i^3 + \begin{bmatrix}
  \frac{2}{t_i^2}(x_t - x_o) \\
  \frac{2}{t_i^2}(y_t - y_o)
\end{bmatrix} t_i^2 + \begin{bmatrix}
  x_o \\
  y_o
\end{bmatrix} \quad (52)
\]

The control system of motion based on Equations (45) and (52) with the consideration of the two wheels performing simultaneous motion so that the polarity of the wheel DC motors is different can be expressed as follows:

\[ u_1 = u_2 = \left( \frac{3\beta \eta}{t_i^3} \right) t_i^2 - \left( \frac{3 \beta t_i - 6m \eta}{a t_i^3} \right) t - \left( \frac{3m \eta}{a t_i^2} \right) \quad (53) \]

with

\[ \eta = (x_t - x_o) \sin(\theta_v) - (y_t - y_o) \cos(\theta_v) \quad (54) \]

The maximum input voltage \( u_o \) applied to the input terminals of the DC motors can be calculated simply by using the following formula:

\[ u_o = \left| \left( \frac{9\beta^2 t_i^2 - 36m^2}{12\beta a t_i^3} \right) \eta \right| \quad (55) \]

The total maneuvering time \( t_{\text{tot}} \) concerning the maximum input voltage \( u_o \) reaching the maximum limit \( u_{\text{max}} \) can be determined by solving the following equation so that only one acceptable solution obtained:

\[ \left( 12 \frac{u_{\text{max}}}{\eta} \beta a \right) t_{\text{tot}}^3 + \left( \frac{9\beta^2}{\eta} \right) t_{\text{tot}}^2 + \left( 36m^2 \right) = 0 \quad t_{\text{tot}} \in \mathbb{R}^+ \quad (56) \]

In order to find the critical value of the total maneuvering time \( t_{\text{tot}} \) concerning \( x^2 + y^2 \) reaching the limit \( \alpha_{\text{max}}^2 \), the following equation should be solved:

\[ \left( \frac{\alpha_{\text{max}}^2}{4} \right) t_{\text{tot}}^4 + 9\left( (x_t - x_o) + (y_t - y_o) \right) t_{\text{tot}} - 9 \left( (x_t - x_o)^2 + (y_t - y_o)^2 \right) = 0 \quad t_{\text{tot}} \in \mathbb{R}^+ \quad (57) \]

Consequently, the lower bound \( t_{\text{min}} \) in Equation (58) guarantees that the constraint system given in Equation (25) remains maintained.

\[ t_{\text{min}} = \max\{t_i, t_{\text{tot}}\} \quad (58) \]
4. Validation and Experiment Process of the Representative Trajectories

4.1. Simulation and Comparison Analysis

In this process, the method of solving the optimal control problem, Equation (25), proposed in the previous section was simulated, and a SAOWMR with three orthogonal wheels was be selected for utilization. In order to demonstrate the proposed method and show its effectiveness, the obtained simulation results are discussed and compared with those produced by the CDIB method presented in [53]. The CDIB method solves the optimal control problem by relaxing the terminal condition as an alternative to the direct handling of the constraint on the input voltage of the DC motors. Subsequently, it is only required that the actual final position and velocity at the end of the trajectory will be close enough to the initially planned ending position and velocity. Tracking error shown in Equation (59) is determined by constrained dynamic inversion-based (CDIB) method control law with saturation as follows:

\[ e(t) = Z(t) - Z_{\text{ref}}(t) \] (59)

More details about the evolution of the tracking error while using the CDIB method can be found in [53]. The optimization problem to be solved by utilizing the CDIB method can be established by using the following fitness function:

\[ \text{Min } C(t_f) = t_f + \zeta e_{\text{terminal}} \quad t_f \in [t_{\text{fmin}}, t_{\text{fmax}}] \] (60)

In Equation (60), the lower bound \( t_{\text{fmin}} \) is chosen so that the acceleration \( \ddot{x} + \ddot{y} \) critically reaches the bound \( a_{\text{max}}^2 \) and can be found easily by using Equations (38) and (39). Moreover, \( \zeta \) is a positive weight corresponding to the trade-off between the total maneuvering time \( t_f \) and the error concerning the intended and actual final position and velocity \( e_{\text{terminal}} \). The closeness of the CDIB method characterized by the terminal error \( e_{\text{terminal}} \) is expressed as follows:

\[ e_{\text{terminal}} = \sqrt{\|Z(t = t_f) - Z_{\text{ref}}(t = t_f)\|^2 + \|\dot{Z}(t = t_f) - \dot{Z}_{\text{ref}}(t = t_f)\|^2} \] (61)

To calculate the terminal error \( e_{\text{terminal}} \) stated in Equation (61), the actual trajectory should be calculated using the CDIB method so that the error along the trajectory will be stated. Then, \( e_{\text{terminal}} \) can be found. The required accuracies regarding the CDIB method are specified in Table 1.

| Parameter | Description | Value | Unit |
|-----------|-------------|-------|------|
| \( e_x \) | Desired accuracy in distance | 0.02 | m |
| \( e_y \) | Desired accuracy in orientation | 0.12 | rad |
| \( e_x \) | Desired accuracy in velocity | 0.02 | m/s |
| \( e_y \) | Desired accuracy in angular velocity | 0.12 | Rad/s |
| \( \zeta \) | Positive weight illustrating the trade-off between maneuver time and the error | 2 |

Solving the control problem illustrated in Equation (25) using the proposed method can be treated as a search for the final time \( t_f \) that minimizes the cost function \( C \) in Equation (36) so that a minimum bound \( t_{\text{fmin}} \) for the free variable \( t_f \) guarantees that the constraint system given in Equation (25) remains maintained. Finding an acceptable solution regarding the optimal final time \( t_f \) that minimizes the cost function \( C \) in Equation (36) involves implementing a simple golden-section search method since the energy is a monotonic function in terms of the free variable \( t_f \) varying within minimum and maximum bounds. Numerical values of the different parameters including robot and wheel motor
characteristics used to produce the optimal trajectory regarding the two compared methods are illustrated in Tables 2 and 3.

### Table 2. Values of the wheel motor characteristics used to demonstrate the trajectory.

| Parameter | Description                              | Value | Unit  |
|-----------|------------------------------------------|-------|-------|
| $k_T$     | The torque constant of the robot         | 0.293 | Nm/A  |
| $R$       | The armature resistance                  | 1.465 | Ω     |
| $u_{\text{max}}$ | Limitation on the DC motor power source | 14.8  | V     |
| $\alpha$  | Characteristic constant                  | 10    | NV$^{-1}$ |
| $\beta$   | Characteristic constant                  | 146   | Nsm$^{-1}$ |

### Table 3. Values of the robot characteristics used to demonstrate the trajectory.

| Parameter | Description                              | Value | Unit  |
|-----------|------------------------------------------|-------|-------|
| $m$       | Mass of the vehicle                      | 2.45  | kg    |
| $J$       | Mass moment of inertia of the vehicle    | 0.00625 | Kgm$^2$ |
| $L$       | The radius of the SAOWMR                 | 0.09  | m     |
| $r$       | The radius of the robot wheels           | 0.02  | m     |
| $\alpha_{\text{max}}$ | Limitations on the acceleration amplitude | 2     | ms$^{-2}$ |

To find the global extreme solution $u_{\text{opt}}$ of the input voltage function $u_i$ presented in Equation (32), the use of the simulated annealing algorithm is proposed. Table 4 presents the SA algorithm parameters selected to solve the optimization problem.

### Table 4. SA algorithm parameters.

| Parameter                              | Value         |
|----------------------------------------|---------------|
| Temperature reduction rule             | Slow-decrease |
| Temperature update function            | Exponential   |
| Number of iterations per temperature   | 50            |
| Maximum function evaluation            | 2500          |
| Tolerance                              | $10^{-3}$     |

Moreover, the root-finding bisection method and the golden-section search method described in the proposed algorithm have a tolerance of $10^{-3}$. All the simulations, results, and graphs in this work were obtained using the MATLAB programing language. In order to determine the real-time performance, the proposed algorithm and the CDIB method were and compared in terms of the execution time using the C programing language. In order to evaluate and compare the results obtained by the proposed method with those produced by the CDIB method, two numerical tests were carried out. The boundary conditions of the testing maneuvers in SI units are given in Table 5.

### Table 5. Configurations of the two maneuvers.

| Maneuvers | Starting Configurations | Termination Configurations |
|-----------|-------------------------|---------------------------|
| Maneuver 1| $Z(0) = \begin{bmatrix} -1 \\ \pi/4 \end{bmatrix}$, $\dot{Z}(0) = \begin{bmatrix} 0.1 \\ -0.5 \end{bmatrix}$ | $Z(t_f) = \begin{bmatrix} 0.5 \\ -1.5 \end{bmatrix}$, $\dot{Z}(t_f) = \begin{bmatrix} -0.8 \\ 0.4 \end{bmatrix}$ |
| Maneuver 2| $Z(0) = \begin{bmatrix} -2.5 \\ 1.7 \end{bmatrix}$, $\dot{Z}(0) = \begin{bmatrix} -0.6 \\ 0.5 \end{bmatrix}$ | $Z(t_f) = \begin{bmatrix} -1.1 \\ 0 \end{bmatrix}$, $\dot{Z}(t_f) = \begin{bmatrix} -0.1 \\ 0.8 \end{bmatrix}$ |

Table 6 presents a comparison between the results obtained by utilizing the proposed method and those presented by the CDIB method regarding the best final time, termination error, and code execution time. As the method presented in [53] did not consider the total
energy, the trade-off between the robot maneuvering time $t_f$ and the total energy $\gamma$ in Equation (36) will be substituted by zero.

Table 6. Trajectory optimization process result regarding maneuver 1 and maneuver 2.

| Maneuvers | Method       | Optimal Final Time | Terminal Error | Fitness Function | Code Execution Time (MATLAB) | Code Execution Time (C) |
|-----------|--------------|--------------------|----------------|-----------------|-------------------------------|-------------------------|
| Maneuver 1| Proposed Method | 3.1320 s          | 0.0000         | 3.1320          | 2.1265 s                     | 0.06947 s               |
|           | CDIB [53]    | 3.0656 s          | 0.0044         | 3.0744          | 14.6981 s                    | 1.68790 s               |
| Maneuver 2| Proposed Method | 4.7938 s          | 0.0000         | 4.7938          | 1.9827 s                     | 0.06891 s               |
|           | CDIB [53]    | 3.9087 s          | 0.0206         | 3.9499          | 15.0198 s                    | 1.49827 s               |

Both the proposed method and the CDIB method were implemented on a PC with Intel CORE i3 2.53 GHz CPU. However, the results show clearly that there is an intense improvement concerning the code execution time with an enhancement from around 1.68 s and 1.5 s in maneuvers 1 and 2, respectively, to almost 0.07 s. Moreover, it is clearly noticeable that the CDIB method attempts to minimize the terminal error produced by violating the constraint on the input voltage, but the proposed method attempts to converge to the exact optimal solution without producing any error. The optimal trajectories generated by the proposed method concerning maneuver 1 and maneuver 2 are given in the Figures 7 and 8.

Figure 7. Optimal trajectory generated by the proposed method regarding maneuver 1.
Figures 9 and 10 demonstrate a comparison of the proposed method with the CDIB method presented in [53] in terms of the error evolution along the trajectory, the time histories of the linear and angular displacement of the center of mass of the robot, the acceleration of the center of mass along the trajectory, and the control inputs produced by both methods regarding maneuver 1 and maneuver 2.

The results shown in Figures 9 and 10 illustrate how the proposed method successfully took into account the acceleration constraint and the constraint on the control inputs shown in Equation (25) concerning maneuver 1 and maneuver 2. The implementation of the golden-section search method to solve the optimization problem in Equation (36) was proposed since the energy $E$ is a monotonic function in terms of the free variable $t_f$ as shown in Figure 11. Figure 11 shows the evaluation of the energy $E$ and the fitness function in Equation (36) with $\gamma = 2$ evaluated at uniformly spaced points in the interval of the lower and upper bounds for the free variable $t_f$ considering the two different maneuvers expressed in Table 5. Moreover, the optimal solutions obtained by utilizing the proposed method regarding maneuver 1 and maneuver 2 are clarified in Figure 11.

The results shown in Figure 11 illustrate clearly how the proposed method converges to the global minimum regarding the minimization problem given in Equation (36). Table 7 shows the effectiveness of utilizing the proposed method over the CDIB method in terms of total energy required to transport the robot concerning the two different maneuvers detailed in Table 5.
Figure 9. Comparison of the proposed method with the CDIB method regarding maneuver 1: (a,c,e,g) the error evolution along the trajectory, the time histories of the linear and angular displacement, the acceleration along the trajectory, and the control inputs generated by the proposed method, respectively; (b,d,f,h) the error evolution along the trajectory, the time histories of the linear and angular displacement, the acceleration along the trajectory, and the control inputs generated by the CDIB method, respectively.
Figure 10. Comparison of the proposed method with the CDIB method regarding maneuver 2: (a,c,e,g) the error evolution along the trajectory, the time histories of the linear and angular displacement, the acceleration along the trajectory, and the control inputs generated by the proposed method, respectively; (b,d,f,h) the error evolution along the trajectory, the time histories of the linear and angular displacement, the acceleration along the trajectory, and the control inputs generated by the CDIB method, respectively.
Figure 11. Energy and fitness function evaluation and demonstration of the optimal solutions regarding two different maneuvers: (a,b) the energy evaluation at uniformly spaced points for the free variable $t_f$ regarding maneuver 1 and maneuver 2, respectively; (c,d) the fitness function in Equation (36) with $\gamma = 2$ evaluated at uniformly spaced points in order to demonstrate the convergence to the optimal solutions regarding maneuver 1 and maneuver 2, respectively.

Table 7. Trajectory optimization process results regarding maneuver 1 and maneuver 2.

| Maneuvers | Method      | Trade-Off Value | $t_f$ (s) | $E$ (J) |
|-----------|-------------|-----------------|----------|--------|
| Maneuver 1| Proposed Method | $\gamma = 0$ | 3.1320   | 3.7029 |
|           | CDIB [53]   | $\gamma = 2$   | 4.5103   | 2.4688 |
|           |             | -               | 3.0656   | 3.8327 |
| Maneuver 2| Proposed Method | $\gamma = 0$ | 4.7938   | 4.4805 |
|           | CDIB [53]   | $\gamma = 2$   | 5.7563   | 3.8798 |
|           |             | -               | 3.9087   | 5.4504 |

4.2. Study Discussion

In this study, the trajectory planning optimization problem of a SAOWMR with $n$ omnidirectional wheels was defined as the process of estimating the control input vector $U$ applied to the terminals of the DC motors attached to the robot’s wheels so that the robot can move from an initial configuration to a final configuration of boundary conditions with the optimality of the total maneuvering time $t_f$ and the total required energy $E$ while the constraint system remains maintained. The method proposed to solve the optimization problem is based on finding the optimal trajectory specified by selecting the total maneuvering time $t_f$ over a set of an admissible range restricted by lower bound $t_{f_{\text{min}}}$ and upper bound $t_{f_{\text{max}}}$ so that the optimization problem is reduced to the one-dimensional search for the optimal total maneuvering time $t_f$. A constraint system can arise due to various reasons. However, two essential constraints have been considered in this research:
the constraint on the maximum acceleration amplitude and the constraint on the input voltage of the DC motors. The lower bound $t_{\text{fmin}}$ regarding the free variable of the total maneuvering time $t_f$ was proposed to be determined based on solving for the $t_f$ so that the acceleration critically reaches the maximum bound and the maximum input voltage reaches the maximum limit. Consequently, the lower bound $t_{\text{fmin}}$ for the free variable $t_f$ guarantees that the constraint system remains maintained. Moreover, the maximum bound $t_{\text{fmax}}$ of the free variable $t_f$ can be selected based on the experience of the working environment and the specifications of the robot. Subsequently, a golden-section search method is implemented to ensure the optimality of the cost function constructed by the weight vector of the total maneuvering time $t_f$ and the total required energy $E$.

The trajectory planning optimization proposed method was simulated and validated in order to demonstrate its effectiveness, utilizing a SAOWMR with three orthogonal wheels. The method was compared to another highly efficient trajectory planning optimization method called the constrained dynamic inversion-based (CDIB) method in order to show the effectiveness of our proposed method. The competing method, the CDIB method, solves the optimal control problem by relaxing the terminal conditions as an alternative to the direct handling of the constraint on the input voltage of the DC motors so that it is only required at the end of the trajectory, and the actual final position and velocity will be close enough to the initially planned ending position and velocity. The simulation process, including all the results and graphs obtained in this work, was conducted using MATLAB programming language. However, the proposed algorithm and the CDIB method were tested and compared in terms of the execution time using the C programming language. In order to perform a fair comparison, both the proposed method and the CDIB method were implemented on the same PC so that the error in the termination conditions and the code execution time of the two methods were taken into consideration. The results in Table 6 clearly present the effectiveness of the proposed method over the CDIB method in terms of the total execution time, showing that an intense enhancement was achieved. Moreover, the optimal trajectory produced by the proposed method converges to the exact optimal solution without producing any terminal error in contrast to the CDIB method that attempts to minimize the error in the terminal conditions. Another advantage of using the proposed method over the CDIB method with regard to the total energy required to transport the robot between two configurations is clarified in Table 7. Figure 11 clearly shows the convergence of the proposed method to the global optimal solution.

To sum up this discussion, several points highlight the novelty and the effectiveness of the proposed method over other methods in the field of trajectory planning optimization. First, the method proposed is based on the modeling of a SAOWMR with $n$ omnidirectional wheels, making this method applicable for omnidirectional wheeled mobile robots that utilize three, four, five, or even more omnidirectional wheels. Second, the proposed method demonstrated real-time performance in which the optimal trajectory could be generated in less than 70 milliseconds. Moreover, the method proposed showed an accuracy performance of tending to generate the trajectory without any terminal error. Furthermore, while reaching the maximum limit of the input voltage of the wheel’s motor is sometimes undesirable, the proposed method enables the control of reaching the maximum limit by the factor $\gamma$ presented in Equation (25). Additionally, the incorporation of the path constraints such as obstacles with the proposed method of generating the optimal path is possible, as shown in Section 5.

5. Obstacle Avoidance

5.1. Problem Statement and Approach

The problem is stated as follows: a SAOWMR at a starting point must reach the ending point while avoiding collisions with static obstacles. In this section, a new computationally efficient obstacle avoidance motion planning method is proposed for a SAOWMR. The proposed method aims to incorporate the optimal control problem in Equation (25) with path constraints. The proposed obstacle avoidance method is summarized as follows: The
well-known artificial potential field method will be utilized to generate a two-dimensional collision-free path between the starting and ending points. Hence, a particular number of equally arranged via points will be produced along the generated path. The attractive–repulsive potential parameters will be selected according to the actual dimensions of the robot and the workspace. Since the utilized path planning method addresses only $x$ and $y$ components, the robot orientation of the via points can be easily specified using the uniform distribution concept. Moreover, in order to determine appropriate velocity values of the via points, the cubic spline interpolation corresponding to the prospective value of the total maneuvering time will be utilized so that the third-order polynomial represents the trajectory between the adjacent points along the path. Based on the via points being distributed equally along the path, the total maneuvering time from the starting point to the ending point can be also be divided evenly into these portions of the overall trajectory. Subsequently, corresponding to the $j - 1$ via points, the overall trajectory time $t_{f\text{T}}$ will be portioned into $j$ portions consisting of third-order polynomials as follows:

$$t_{f\text{T}} = \sum_{c=1}^{j} t_{f\text{c}}$$  \hspace{1cm} (62)

The optimality of the trajectory can be specified by solving the minimization problem in the following equation:

$$\text{Min } C(t_{f\text{T}}) = t_{f\text{T}} + \gamma E \quad t_{f\text{T}} \in \left[ t_{f\text{Tmin}}, t_{f\text{Tmax}} \right]$$  \hspace{1cm} (63)

Equation (63) is solved by selecting the optimal total maneuvering time $t_{f\text{T}}$ over a set of an admissible range restricted by lower bound and upper bound. The feasible domain of $t_{f\text{T}}$ satisfies the constraint system of the input voltage and the acceleration discussed in Equation (25) in each portion of the overall trajectories. Moreover, $u_{m}$ is the maximum input voltage applied to the input terminals of the robot wheel DC motors along the overall trajectory calculated using the following formula:

$$u_{m} = \max\{u_{m1}, u_{m2}, \ldots, u_{m_j}\}$$  \hspace{1cm} (64)

$u_{mi}$ is the maximum input voltage applied to the input terminals of the robot wheel DC motors along the portion $i$ of the overall trajectory and can be found using Equation (26). The total maneuvering time $t_{f\text{Tu}}$ concerning the maximum input voltage $u_{m}$ reaching the maximum limit $u_{\text{max}}$ can be determined by utilizing the simple root-finding bisection method. Furthermore, the total maneuvering time $t_{f\text{Ta}}$ concerning $x^2 + y^2$ reaching the limit $a^2_{\text{max}}$ can also be determined by utilizing the simple root-finding bisection method. Consequently, the lower bound $t_{f\text{Tmin}}$ regarding the free variable $t_{f\text{T}}$ can be obtained using the following relation:

$$t_{f\text{Tmin}} = \max\{t_{f\text{Tu}}, t_{f\text{Ta}}\}$$  \hspace{1cm} (65)

With the above expansion, the optimal control problem in Equation (63) can be treated as a search for the final time $t_{f\text{T}}$ that minimizes the cost function $C$. A minimum bound $t_{f\text{Tmin}}$ for the free variable $t_{f\text{T}}$ guarantees that the constraint system remains maintained. Maximum bound $t_{f\text{Tmax}}$ is chosen based on experience. In order to find an acceptable solution regarding the optimal final time $t_{f\text{T}}$ that minimizes the cost function $C$ in Equation (63), a simple golden-section search method can be easily implemented since the energy is a monotonic function in terms of the free variable $t_{f\text{T}}$ varying within the minimum and maximum bounds.

5.2. Numerical Experiment and Simulations

The simulation described in this section demonstrates the real-time optimal obstacle avoidance trajectory generation proposed algorithm. The experiment involved the navigation of a SAOWMR with three orthogonal wheels from a starting configuration to a
destination while avoiding some obstacles. The starting and destination configurations are stated in Table 8.

Table 8. Starting and ending configurations regarding trajectories of the numerical tests.

| Starting Point Configurations | Ending Point Configurations |
|-------------------------------|-----------------------------|
| \( Z(0) = \begin{bmatrix} 9 \\ 2 \\ 0 \end{bmatrix}, Z(t_f) = \begin{bmatrix} 18.5 \\ \pi \end{bmatrix} \) | \( Z(0) = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, Z(t_f) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \) |

The system of obstacles used in this experiment consisted of four circular-shaped obstacles of 0.09 m radius separated in a 10 \( \times \) 10 m field. The experimental results of using the artificial potential field method for the planning of the path between the starting point and the destination that ensures obstacle avoidance are shown in Figure 12.

![Figure 12. Path planning using artificial potential field method.](image)

In order to define appropriate velocity values of the via points, the cubic spline interpolation regarding the prospective value of the total maneuvering time was applied so that the third-order polynomial symbolizes the trajectory between the nearby via points along the generated path. The solution of the optimal control problem and the generation of the real-time collision-free optimal trajectory using the proposed method are demonstrated clearly in Figures 13 and 14.
Figure 13. Real-time collision-free optimal trajectory generated between starting and ending points using the proposed obstacle avoidance method.

Figure 14. Control input voltages of the robot wheels produced by the proposed algorithm to be used by the robot controller.

Figure 13 shows how the SAOWMR with three orthogonal wheels successfully navigates from the initial configuration to the destination point, passing through all the via points while sufficiently avoiding all the obstacles. Moreover, Figure 14 illustrates the control input voltage of the robot wheels that must be tracked and used by the robot controller. The proposed method clearly shows the satisfaction of dynamic and path
constraints, as well as the smoothness of the motion control. Furthermore, the proposed
obstacle avoidance method achieved a good result regarding the execution time with less
than 100 milliseconds for generating the optimal trajectory, placing this method within the
computationally effective algorithms.

6. Conclusions

This paper presents a compact and complete mathematical model for a symmetrical
annular-shaped omnidirectional wheeled mobile robot (SAOWMR). This model provides
an opportunity to derive the equations of motion of a SAOWMR with \( n \) omnidirectional
wheels effortlessly without the necessity to switch models or derive a new model. The
paper proposes a new computationally effective method for achieving improvements in
trajectory planning optimization (TPO) for a SAOWMR with \( n \) omnidirectional wheels. The
experiments show that the optimal trajectory generated by the proposed method effectively
satisfies the constraint system and demonstrates remarkable improvements in terms of
accuracy and low complexity. The method proposed has been tested in collision-free
navigation by the incorporation of the path constraints.

Future work will focus on completing the research by testing and optimizing a real pro-
totype utilizing vision-based system to achieve navigation processes such as ball catching
and obstacle avoidance in dynamic environments.
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Appendix A

Assuming that the robot tracks a straight line starting from an initial configuration at
\( Z(t = 0) \) and ending with a final configuration at \( Z(t = t_f) \), the robot trajectory is expressed
in the following equation:

\[
\begin{bmatrix}
  x \\
  y \\
  \theta
\end{bmatrix} =
\begin{bmatrix}
  x_f - x_o \\
  y_f - y_o \\
  \theta_f - \theta_o
\end{bmatrix} t + \begin{bmatrix}
  x_o \\
  y_o \\
  \theta_o
\end{bmatrix} t \in \left[ 0 \ t_i \right] \tag{A1}
\]

The control vector \( U \) can be found by the following equation:

\[
U = \frac{3\beta}{n \alpha t_i} \begin{bmatrix}
  - (x_f - x_o) \sin \left( \frac{\theta_f - \theta_o}{t_i} t + \theta_o \right) + (y_f - y_o) \cos \left( \frac{\theta_f - \theta_o}{t_i} t + \theta_o \right) + L(\theta_f - \theta_o) \\
  \vdots \\
  - (x_f - x_o) \sin \left( (i - 1) \varphi + \frac{\theta_f - \theta_o}{t_i} t + \theta_o \right) + (y_f - y_o) \cos \left( (i - 1) \varphi + \frac{\theta_f - \theta_o}{t_i} t + \theta_o \right) + L(\theta_f - \theta_o) \\
  \vdots \\
  - (x_f - x_o) \sin \left( (n - 1) \varphi + \frac{\theta_f - \theta_o}{t_i} t + \theta_o \right) + (y_f - y_o) \cos \left( (n - 1) \varphi + \frac{\theta_f - \theta_o}{t_i} t + \theta_o \right) + L(\theta_f - \theta_o)
\end{bmatrix} \tag{A2}
\]
The maximum input voltage \( u_o \) applied to the input terminals of the DC motors is calculated simply by using the following equation:

\[
    u_o = \frac{3\beta}{na} L \left( \sqrt{(x_f - x_o)^2 + (y_f - y_o)^2} + L(\theta_f - \theta_o) \right)
\]

(A3)

Then, the total maneuvering time \( t_o \) concerning the maximum input voltage \( u_o \) reaching the maximum limit \( u_{max} \) can be determined by utilizing the following equation:

\[
    t_o = \frac{3\beta}{na} u_{max} \left( \sqrt{(x_f - x_o)^2 + (y_f - y_o)^2} + (\theta_f - \theta_o)L \right)
\]

(A4)
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