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Abstract

In this paper, linear index codes with multiple senders are studied, where every receiver receives encoded messages from all senders. A new fitting matrix for the multiple senders is proposed and it is proved that the minimum rank of the proposed fitting matrices is the optimal codelength of linear index codes for the multiple senders. In addition, a new type of a side information graph related with the optimal codelength is proposed and whether given side information is critical or not is studied. Furthermore, linear index codes for the cellular network scenario are studied, where each receiver can receive a subset of sub-codewords. Since some receivers cannot receive the entire codeword in the cellular network scenario, the encoding method based on the fitting matrix has to be modified. In the cellular network scenario, we propose another fitting matrix and prove that an optimal generator matrix can be found based on these fitting matrices. In addition, some properties on the optimal codelength of linear index codes for the cellular network case are studied.
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I. INTRODUCTION

Index coding was first introduced by Birk and Kol [1] to utilize side information of each receiver in the error-free broadcast channel. In order to find the optimal index code, a lot of index coding schemes have been researched [2]–[7].
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In addition to researches on finding index coding schemes, there are some researches on finding the relationship between index coding and other problems. In [8], it was proved that any network coding instance can be transformed to the corresponding index coding instance and a solution for the network coding instance exists if and only if a solution for the corresponding index coding instance exists. It was studied that topological interference management can be performed using index coding [9]. Furthermore, it was shown that there is a duality between distributed storage and index coding [10], [11].

To deal with the more realistic index coding instance, index codes with side information errors were researched [12] considering memory errors and index coding with multiple senders was introduced [13]. Since there are a lot of scenarios where messages are distributed among multiple senders, index coding with multiple senders has attracted significant attention and a lot of researches on multiple senders have been done to find the capacity region. Graph-theoretic approaches to the two sender index coding problem were researched [14]. In [15], partitioned distributed composite coding was studied based on composite coding in [3] for a general multiple sender case. In [16], multi-sender cooperative composite coding was developed and advantages of cooperative composite coding were studied.

Existing researches on index coding with multiple senders consider a scenario, where every receiver can receive encoded messages from all senders. That assumption is valid if every receiver belongs to coverage of each sender. However, some receivers do not belong to coverage of all senders in reality. For example, some receivers can receive encoded messages from a subset of senders in a cellular network due to the problem of coverage. Thus, index coding in a cellular network has to be studied to utilize index coding in the realistic scenario. In a cellular network,
an index coding instance where multiple senders exist and receivers are restricted to receive encoded messages from some senders has to be considered and this scenario for two senders is depicted in Fig. [1]

In Fig. [1] receivers 1 and 2 can receive encoded messages from only sender 1, receivers 4 and 5 can receive encoded messages from only sender 2, and receiver 3 can receive all encoded messages. Then, every receiver is satisfied if sender 1 transmits \((x_1 + x_2 + x_3)\) and sender 2 transmits \((x_2 + x_4 + x_5)\). Since receiver 3 can receive all encoded messages, receiver 3 can calculate \((x_1 + x_2 + x_3) - (x_2 + x_4 + x_5) = x_1 + x_3 - x_4 - x_5\). By using its side information, receiver 3 can recover \(x_3\).

In this paper, we study some properties on linear index codes with multiple senders. Since there are multiple senders, a lot of properties of index codes with the single sender have to be modified. First, a fitting matrix for multiple senders is introduced and an encoding method using the fitting matrix is also studied as in [2]. Then, some properties related with the optimal codelength are studied and whether given side information is critical or not is studied for multiple senders.

Furthermore, linear index coding with multiple senders in a cellular network is studied. In a cellular network with two senders, another type of fitting matrices is introduced and the encoding method based on the fitting matrix is studied to find the optimal codelength. In addition, some properties on the optimal codelength of linear index codes for the cellular network case are studied.

This paper is organized as follows. In Section II the problem setup is introduced and the encoding method of linear index codes based on the fitting matrix is studied in Section III. Next, some properties of linear index codes with multiple senders are studied in Section IV. Then, index coding in a cellular network is studied in Section V. Finally, conclusions are given in Section VI.

II. Preliminary

In this paper, linear index codes with multiple senders are considered. We first introduce some notations and then describe a linear index coding problem for the multiple senders.
A. Notations

Let $\mathbb{F}_q$ be the finite field of size $q$ and $Z[n] = \{1, 2, \ldots, n\}$ for a positive integer $n$. For a vector $x \in \mathbb{F}_q^n$, $\text{wt}(x)$ denotes the Hamming weight of $x$. Let $x_A$ be a subvector $(x_{i_1}, x_{i_2}, \ldots, x_{i_{|A|}})$ of a vector $x = (x_1, x_2, \ldots, x_n) \in \mathbb{F}_q^n$ for a subset $A = \{i_1, i_2, \ldots, i_{|A|}\} \subseteq Z[n]$, where $i_1 < i_2 < \ldots < i_{|A|}$.

B. Problem Formulation

In the linear index coding problem for the case of multiple senders, there are $|S|$ senders and $m$ receivers $R_1, \ldots, R_m$, where $S = \{s_1, s_2, \ldots, s_{|S|}\}$ is a set of senders. There are $n$ messages represented by $x = (x_1, \ldots, x_n) \in \mathbb{F}_q^n$, which are distributed in $|S|$ senders so that $\cup_{i \in Z[|S|]} M_i = Z[n]$, where $M_i$ denotes a set of indices of messages which $s_i$ has for $i \in Z[|S|]$. Let $M = \{M_1, \ldots, M_{|S|}\}$ and $M_c = \{i \mid \exists s_j, s_k \text{ such that } i \in M_j \text{ and } i \in M_k\}$ for any $j, k \in Z[|S|]$ such that $j \neq k$.

Each sender broadcasts its encoded messages through the error-free broadcast channel. Each receiver $R_i$ has $x_{\mathcal{X}_i}$ as side information and wants to receive the wanted message denoted by $x_{f(i)}$, where $f(i)$ is an index of the message that $R_i$ wants to receive and $\mathcal{X}_i$ is a set of side information indices of $R_i$. Each receiver $R_i$ receives all encoded messages from $|S|$ senders and $R_i$ has to recover $x_{f(i)}$ from the received codeword and $x_{\mathcal{X}_i}$. We assume that $\{f(i)\} \cap \mathcal{X}_i = \emptyset$ and let $\mathcal{Y}_i = Z[n] \setminus \{f(i)\} \setminus \mathcal{X}_i$ for $i \in Z[m]$.

Let $\mathcal{G}$ be a bipartite side information graph, where a directed edge from a receiver node to a message node means that the receiver has the message as side information and a directed edge from a message node to a receiver node means that the receiver wants to receive the message. It is assumed that $s_1$ knows $\mathcal{G}$ and $M$, $s_1$ determines encoding procedures of all senders, and each sender can receive its encoding strategy from $s_1$.

Then, a linear index code for multiple senders is defined as follows.

**Definition 1:** A linear index code with multiple senders over $\mathbb{F}_q$, denoted by a $(\mathcal{G}, M)$-IC is a set of codewords having:

1) Generator submatrices $G^{(i)} \in \mathbb{F}_q^{M_i \times N_i}$ for $i \in Z[|S|]$, where $N_i$ denotes the codelength of the sub-codeword $x_{M_i} G^{(i)}$ generated by $s_i$.

2) Decoding functions $D_j : \mathbb{F}_q^{N_1 + N_2 + \cdots + N_{|S|}} \times \mathbb{F}_q^{|\mathcal{X}_j|} \rightarrow \mathbb{F}_q$ satisfying

$$D_j(x_{M_1} G^{(1)}, \ldots, x_{M_{|S|}} G^{(|S|)}, x_{\mathcal{X}_j}) = x_{f(j)}$$
Fig. 2. A message graph $U$ for $n = 5$, $M_1 = \{1, 2, 3\}$, and $M_2 = \{3, 4, 5\}$.

for all $j \in Z[m]$, $x \in \mathbb{F}_q^n$.

It is noted that an $n \times N$ generator matrix $G$ for a $(G, M)$-IC is constructed by using generator submatrices $G^{(i)}$ for $i \in Z[|S|]$ and the codelength $N$ is $N_1 + \cdots + N_{|S|}$. Let $N_q^{opt}(G, M)$ be the optimal codelength of a $(G, M)$-IC. Since there are more than one sender, another graph representing them is needed as in the following definition [13].

**Definition 2:** A message graph $U$ is a unipartite graph of $n$ message nodes, where an undirected edge between any two nodes $i$ and $j$ exists if and only if $x_i$ and $x_j$ are known to the same sender, that is, $i, j \in M_s$ for some $s \in Z[|S|]$ such that $i \neq j$.

From a message graph $U$, it is noted that which two messages are contained in the same sender, that is, which two messages can be encoded together. In general, there is the constraint of multiple senders that two messages not connected in $U$ cannot be encoded together. Fig. 2 is an example of $U$ for $n = 5$, $M_1 = \{1, 2, 3\}$, and $M_2 = \{3, 4, 5\}$.

We have a well known claim of linear index codes as follows [2].

**Claim 1:** If $G$ is a generator matrix of a linear index code, $\Sigma_{i \in Z[N]} a_i^k G_i = e_f(k) + \Sigma_{j \in X_k} b_j^k e_j$ for some $a_i^k, b_j^k \in \mathbb{F}_q$, where $k \in Z[m]$, $G_i$ denotes the $i$th column of $G$, and $e_j$ denotes the $j$th standard basis vector.

### III. Encoding Procedure of $(G, M)$-IC

In this section, we first introduce a new type of a fitting matrix for the multiple senders. Then, it is proved that the minimum rank of the proposed fitting matrices is the same as $N_q^{opt}(G, M)$. In [17], they proposed a method to find the optimal codelength of linear index codes. They suggested many strategies for search space reduction and checked decoding conditions of receivers for every generator matrix candidate. Unlike their methods, we consider the fitting matrix which
always satisfies decoding conditions of receivers and propose a new method to find the optimal codelength based on the fitting matrix. The fitting matrix for the multiple senders consists of \(|S|\) submatrices as shown in the following definition.

**Definition 3:** The fitting matrix \(F\) of size \(n \times m|S|\) for a \((G, M)\)-IC is described as follows:

1. There are \(|S|\) submatrices \(F(1), F(2), \ldots, F(|S|)\) of size \(n \times m\) representing each sender.
2. \(F_{i,k}^{(j)} = 0\) for \(i \notin M_j, j \in Z[|S|], \) and \(k \in Z[m].\)
3. \(\sum_{j=1}^{|S|} a_j^k F_{j,k}^{(j)} = 1\) for \(a_j^k \in \mathbb{F}_q\) and \(k \in Z[m].\)
4. \(\sum_{j=1}^{|S|} a_j^k F_{i,k}^{(j)} = 0\) for the same \(a_j^k \in \mathbb{F}_q\) as the above, \(i_1 \in \mathcal{Y}_k,\) and \(k \in Z[m].\)
5. For \(i_2 \in M_j \cap X_k, j \in Z[|S|],\) and \(k \in Z[m], F_{i_2,k}^{(j)}\) is any element of \(\mathbb{F}_q.\)

For linear index codes, the minimum rank of the conventional fitting matrices for the single sender IC problem is known to be the optimal codelength \([2]\. Similarly, the minimum rank of the fitting matrices for a \((G, M)\)-IC is the optimal codelength as shown in the following theorem.

**Theorem 1:** Let \(F'\) be a fitting matrix having the minimum rank. Then, an optimal generator matrix of a \((G, M)\)-IC is the matrix \(G'\) generated by deleting linearly dependent columns in \(F'.\)

**Proof:** First, we show that a fitting matrix of a \((G, M)\)-IC can be a generator matrix. From 2) of Definition \([3]\) the index code corresponding to the fitting matrix can be made for multiple senders. Then, for \(k \in Z[m], R_k\) can obtain \(x_{f(k)}\) by using its side information and the linear combination of the \(k\)th columns of submatrices represented in Definition \([3]\) that is, the linear combination of the received codeword components.

Next, we show that the minimum rank of these fitting matrices is the optimal codelength. Let \(G\) be an \(n \times N\) generator matrix of a \((G, M)\)-IC. From Claim \([1]\) it is noted that \(\sum_{i \in Z[N]} a_i^k G_i = e_{f(k)} + \sum_{j \in X_k} b_j^k e_j\) for some \(a_i^k, b_j^k \in \mathbb{F}_q,\) where \(k \in Z[m]\) and \(G_i\) denotes the \(i\)th column of \(G.\)

By the definition of the fitting matrix \(F,\) it is noted that columns whose linear combination is \(e_{f(k)} + \sum_{j \in X_k} b_j^k e_j\) can be the \(k\)th columns of submatrices of \(F\) if each column satisfies 2) of Definition \([3]\. Since every column \(G_i\) is used for the encoding in one sender, we can classify which column of \(G\) belongs to which sender. Let \(C_l = \{i | i \in Z[N] \text{ and } G_i \text{ is used for encoding in } s_l\} \) for \(l \in Z[|S|].\) Then, we can split \(\sum_{i \in Z[N]} a_i^k G_i\) into \(\sum_{i \in C_l} a_i^k G_i + \cdots + \sum_{i \in C_{|S|}} a_i^k G_i.\) If we make the \(k\)th column of \(F(l)\) as \(\sum_{i \in C_l} a_i^k G_i\) for all \(k\) and \(l,\) it becomes a fitting matrix for a \((G, M)\)-IC and it is obvious that the rank of this fitting matrix is smaller than or equal to \(N.\) Since the rank of a generator matrix is the same as codelength, \(G'\) is an optimal generator matrix of a \((G, M)\)-IC.
Now, we have the following corollary specifying the fitting matrix $F$ for a $(\mathcal{G}, M)$-IC.

**Corollary 1:** Coefficients in 3) and 4) of Definition 3 can be modified as follows:

1) $\sum_{j=1}^{||S||} F^{(j)}_{f(k), k} = 1$ for $k \in Z[m]$.

2) $\sum_{j=1}^{||S||} F^{(j)}_{i_1, k} = 0$ for $i_1 \in \mathcal{Y}_k$ and $k \in Z[m]$.

**Proof:** For the perspective of the minimum rank, nonzero coefficients in 3), 4) of Definition 3 do not change the rank of the fitting matrix. For zero coefficients, if we make the corresponding columns as all-zero columns, the rank of the modified fitting matrix becomes smaller than or equal to that of the original one and it is also a fitting matrix for a $(\mathcal{G}, M)$-IC. \hfill \blacksquare

We have the following remark for the encoding procedure based on the fitting matrix.

**Remark 1:** It is noted that the sum of the $i$th column of each submatrix of the fitting matrix $F$ for a $(\mathcal{G}, M)$-IC is the transpose of the $i$th row of the conventional fitting matrix for the single sender IC problem with $\mathcal{G}$ [2], where $i \in Z[m]$. After choosing linearly independent columns of $F$, it is noted that selected columns in $F^{(j)}$ are used for the encoding procedure of $s_j$ for $j \in Z[||S||]$.

From Remark 1, it is noted that we can construct a fitting matrix systematically from Definition 3. By considering coefficients of 3) and 4) in Definition 3 as 1s, we can determine all elements of $F$ as in the following example.

**Example 1:** Let $m = n = 5$, $M = \{M_1, M_2\}$, $M_1 = \{1, 2, 3\}$, and $M_2 = \{3, 4, 5\}$. A side information graph $\mathcal{G}$ is given in Fig. 3. Then, the fitting matrix of a $(\mathcal{G}, M)$-IC is derived as
\[ F = \begin{pmatrix} F^{(1)} & F^{(2)} \end{pmatrix}, \]

where

\[ F^{(1)} = \begin{pmatrix} 1 & * & 0 & 0 & * \\ * & 1 & * & * & 0 \\ a & b & c & * & * \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad F^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ -a & -b & 1 & c & * \\ 0 & 0 & * & 1 & * \\ * & * & 0 & 0 & 1 \end{pmatrix} \]

and \( * \) denotes any element of \( \mathbb{F}_q \) and \( a, b, c \in \mathbb{F}_q \). By finding a fitting matrix having the minimum rank, we can find an optimal generator matrix.

Since both a method in [17] and the proposed method based on the fitting matrix can find the optimal codelength, we have the following remark to compare them.

**Remark 2:** Consider \( P' \) in [17] and assume that \( m = n \) and \( f(j) = j \) for \( j \in \mathbb{Z}[m] \). Then, the complexity for solving \( P' \) is \( O\left( q^{\sum_{i \in \mathbb{Z}[|S|]} |M_i|^2 + |M_c|} \times (\Sigma_i |M_i|^2 + \Sigma_j \Sigma_i (1 + |Y_j|)|M_i|) \right) \) and the complexity for the proposed method is \( O\left( q^{\sum_{i} (\Sigma_i (|X_i \cap M_i| + |Y_i \cup M_j|) - |Y_j \cup M_j|) \cap M_i} \right) \times |S|n^3) \).

It is not easy to compare the above two complexities. However, it is expected that the smaller \( |X_j|, |M_c|, \) and \( |S| \), the lower the complexity for the proposed method based on the fitting matrix. Since the proposed fitting matrix can be used to derive some properties of index codes in the following sections, we consider the encoding procedure based on the fitting matrix in this paper.

The following proposition shows that we can further simplify the fitting matrix \( F \) for a \((\mathcal{G}, M)\)-IC if side information of receivers has some properties.

**Proposition 1:** For a \((\mathcal{G}, M)\)-IC, if \( X_i \subset M_j \) and \( f(i) \in M_j \) for \( i \in \mathbb{Z}[m] \) and \( j \in \mathbb{Z}[|S|] \), the \( i \)th columns in the submatrices except \( F^{(j)} \) can be assumed as all-zero columns in the perspective of the optimal codelength and the \( i \)th column in \( F^{(j)} \) is the transpose of the \( i \)th row of the conventional fitting matrix of the single sender IC problem.

**Proof:** It is noted that the \( i \)th column of \( F^{(j)} \) can be transformed into the transpose of the \( i \)th row of the conventional fitting matrix by adding the other \( i \)th columns of submatrices. Since elementary column operations do not change the rank of matrices and the \( i \)th column of \( F^{(j)} \) can be set to the transpose of the \( i \)th row of the conventional fitting matrix from Definition [3], the \( i \)th columns in the other submatrices can be assumed as all-zero columns to minimize the rank of the fitting matrix.
Thus, if every receiver satisfies the condition in Proposition 1, it can be reduced to the single sender IC problem.

IV. PROPERTIES OF \((G, M)\)-IC

A 0-cycle for an IC is a subgraph of \(G\), which is known to be important in an IC problem for the single sender case \([12]\). For the multiple sender case, a 0-cycle is also related with a lot of properties of a \((G, M)\)-IC.

Let \(\Phi\) be a set of subsets of \(Z[n]\) defined by

\[
\Phi = \{ B \subseteq Z[n] \mid |X_i \cap B| \geq 1 \text{ for all } i \in Z[m] \text{ s.t. } f(i) \in B \}
\]

for a side information graph \(G\) of a \((G, M)\)-IC. Then, we have the following definition for a 0-cycle.

**Definition 4:** For a \((G, M)\)-IC, a subgraph \(G'\) of \(G\) induced by an element of \(\Phi\) is called a 0-cycle. Then, \(G\) is said to be 0-acyclic if there is no 0-cycle in \(G\).

Now, we define a special type of a 0-cycle for a \((G, M)\)-IC.

**Definition 5:** Let \(U'\) be a subgraph of \(U\), which has message nodes corresponding to a 0-cycle. Then, a 0-cycle is said to be message-connected if and only if there is at least one path between any two message nodes in \(U'\). Otherwise, a 0-cycle is said to be message-disconnected.

There is an example for a 0-cycle and a message-connected 0-cycle.

**Example 2:** Assume that a message graph and \(M\) are given in Fig. 2 and a side information graph is given in Fig. 3. Then, a subgraph of \(G\) induced by message nodes \(\{1, 2, 3\}\) and receiver nodes \(\{1, 2, 3\}\) is a 0-cycle because \(2 \in X_1\), \(1 \in X_2\), and \(2 \in X_3\). Furthermore, it is also a message-connected 0-cycle because a subgraph of \(U\) induced by \(\{1, 2, 3\}\) has at least one path between any two message nodes. A subgraph of \(G\) induced by message nodes \(\{1, 2, 5\}\) and receiver nodes \(\{1, 2, 5\}\) is a 0-cycle but it is not a message-connected 0-cycle.

It is said that \(x_i\) forms a 0-cycle if there exists at least one 0-cycle containing \(x_i\) for \(i \in Z[n]\), otherwise it is said that \(x_i\) does not form a 0-cycle. The similar argument holds for a message-connected 0-cycle and a message-disconnected 0-cycle.

In the perspective of the optimal codelength, some side information does not help to reduce the codelength, that is, removing the corresponding edges in \(G\) does not increase the optimal
codelength. Then, it is said that the side information or edges are not critical. In the following lemmas, some properties of a 0-cycle are given.

Lemma 1: For a message $x_{i_1}$ such that $i_1 \in Z[n]$, $x_{i_1}$ is the same as being sent in the uncoded form if $x_{i_1}$ does not form a 0-cycle.

Proof: Assume that $R_1, \ldots, R_k$ want to receive $x_{i_1}$. If $x_{i_1}$ does not form a 0-cycle in $G$, there are two cases. The first one is that there exists a receiver (say $R_1$) which does not have any side information. In this case, it is trivially proved.

The other case is that $x_{i_1}$ does not form a 0-cycle but each $R_i$ for $i \in Z[k]$ has at least one side information symbol. Without loss of generality, this case means that each of the side information symbols of $R_1$ (say one of them is $x_{i_2}$) does not form a 0-cycle. Then, we can continue the same procedure for $x_{i_2}, x_{i_3}, \ldots, x_{i_a}$. Then, it results in the fact that a receiver $R_b$ wanting $x_{i_a}$ does not have any side information symbols, which means that $x_{i_a}$ is the same as being sent in the uncoded form and having $x_{i_a}$ as side information is not critical. Thus, it is the same that $R_1$ does not have any side information symbols.

Lemma 2: For a message $x_i$ such that $i \in Z[n]$, $x_i$ is the same as being sent in the uncoded form if $x_i$ does not form a message-connected 0-cycle.

Proof: There are two cases. The first one is that $x_i$ does not form a 0-cycle and this case is directly proved from Lemma 1. The second case is that $x_i$ only forms a message-disconnected 0-cycle.

Let $T = \{x_i, x_{i_1}, x_{i_2}, \ldots, x_{i_k}\}$ be a message set represented by the maximum 0-cycle including $x_i$. Then, every message forming a 0-cycle is included in $T$. Since the other messages are the same as being sent in the uncoded forms, having those messages as side information is not critical. Then, partition $T$ into subsets of messages $T_1, T_2, \ldots, T_k$ based on existence of a path between any two messages in the message graph induced by $T$. Since the encoded messages related with $T_q$ do not have any information of messages in $T_p$ for $p, q \in Z[k]$ such that $p \neq q$, having messages in $T_q$ as side information does not help to recover messages in $T_p$. Thus, receivers wanting messages in $T_p$ do not need to know messages in $T_q$ as side information.

Assume that $x_i \in T_1$. Then, it can be assumed that all side information of receivers wanting messages in $T_1$ is included in $T_1$. Thus, we can consider a side information graph induced by $T_1$. In this graph, let $T^{(1)} = \{x^{(1)}_1, x^{(1)}_2, \ldots, x^{(1)}_k\}$ be a message set represented by the maximum 0-cycle and partition $T^{(1)}$ into subsets of messages $T^{(1)}_1, T^{(1)}_2, \ldots, T^{(1)}_k$ based on existence of a path between any two
messages in the message graph induced by $T^{(1)}$. If $x_i \notin T^{(1)}$, it is proved from Lemma 1. If $x_i \in T^{(1)}$, we assume that $x_i \in T_1^{(1)}$ and continue the same procedure as the above. Then, $x_i$ does not belong to $T^{(j)}$ for some $j$ or $x_i$ belongs to $T^{(h)}$ such that $k_h = 1$ or $T^{(h)}$ is $\emptyset$. However, $x_i$ cannot belong to $T^{(h)}$ for $k_h = 1$ because it is assumed that $x_i$ does not form a message-connected 0-cycle. Thus, we can conclude that $x_i$ is the same as being sent in the uncoded form from Lemma 1.

The following two theorems show some cases that side information is not critical.

**Theorem 2**: Assume that there is no message-connected 0-cycle containing $x_b$ and a message with an index in $M_i \cap M_c$ for $a \in M_i$, $b \in (\cup_{j \in Z}[[S]]M_j) \setminus M_i$, and $i \in Z[[S]]$. Then, receivers wanting $x_a$ do not need to know $x_b$ as side information.

**Proof**: It is divided into two cases that $x_b$ does not form a 0-cycle with a message with an index in $M_i \cap M_c$ or forms a message-disconnected 0-cycle with a message with an index in $M_i \cap M_c$.

For the first case, it is again classified into two cases. The first one is that every message with an index in $M_i \cap M_c$ does not form a 0-cycle. Then, from Lemma 1, messages with indices in $M_i \cap M_c$ are the same as being sent in the uncoded forms. If $a \in M_i \cap M_c$, it is trivially proved. For $a \in M_i \setminus M_c$, knowing $x_b$ as side information does not help to recover $x_a$ because there is no path from $x_b$ to $x_a$ in the message graph excluding messages with indices in $M_i \cap M_c$, which means that the encoded messages related with $x_b$ do not have any information of $x_a$. The second one is that $x_b$ does not form a 0-cycle. Then, $x_b$ is the same as being sent in the uncoded form and thus having $x_b$ as side information is not critical from Lemma 1.

For the second case, it can be proved by the similar method in the proof of Lemma 2. Assume that the maximum 0-cycle including $x_b$ is represented as messages $T = \{x_b, x_{b_1}, x_{b_2}, \ldots, x_{b_t}\}$. If $x_a \notin T$, the theorem is easily proved because $x_a$ is the same as being sent in the uncoded form from Lemma 1 and thus we assume that $x_a \in T$. Then, partition $T$ into subsets of messages $T_1, T_2, \ldots, T_k$ as in Lemma 2. Assume that $T_1$ contains all messages related with $M_i$. If $x_b \notin T_1$, it is directly proved. If $x_b \in T_1$, it is similarly proved as in Lemma 2. Specifically, if we continue the same procedure as the above, $x_b$ does not belong to $T^{(j)}$ for some $j$ or $x_b$ belongs to $T^{(h)}$ such that $k_h = 1$ or $T^{(h)}$ is $\emptyset$. However, $x_a$ and $x_b$ cannot belong to $T^{(h)}$ together because it is assumed that $x_b$ does not form a message-connected 0-cycle with messages with indices in $M_i \cap M_c$. It is noted that there is no path between $x_a$ and $x_b$ not including messages with indices
in \(M_i \cap M_c\) in the message graph. Thus, it can be concluded that \(x_a\) or \(x_b\) is the same as being sent in the uncoded form and receivers wanting \(x_a\) do not need to know \(x_b\) as side information.

\[
\text{Theorem 3: For } a \in M_i \setminus M_c \text{ and } i \in Z[|S|], \text{ assume that } R_k \text{ for } k \in Z[m] \text{ wants } x_a. \text{ If every message in } \{x_q | q \in M_i \cap M_c \cap \mathcal{Y}_k\} \text{ does not form a message-connected 0-cycle, side information of } R_k \text{ in } (\cup_{j \in Z[|S|]} M_j) \setminus M_i \text{ is not critical.}
\]

\[
\text{Proof: Since every message in } \{x_q | q \in M_i \cap M_c \cap \mathcal{Y}_k\} \text{ does not form a message-connected 0-cycle, those messages are the same as being sent in the uncoded forms from Lemma 2. Thus, we can assume that } R_k \text{ knows all messages with indices in } M_i \cap M_c \text{ as side information. Considering the fitting matrix } F \text{ and linearly independent columns of } F \text{ as } F_1, \ldots, F_N, \Sigma_z b_z^k F_z = e_a + \Sigma_{y \in X_k} a_y^k e_y \text{ for some } b_z^k, a_y^k \in F_q \text{ from Claim 1. In fact, the } k\text{th column of } F^{(i)} \text{ is given as } e_a + \Sigma_{y \in X_k} a_y^k e_y \text{ from the definition of the fitting matrix, where } d_y^k \in F_q. \text{ Thus, the } k\text{th column of } F^{(h)} \text{ for all } h \in Z[|S|] \setminus \{i\} \text{ can be deleted because the minimum rank of the modified fitting matrix is smaller than or equal to the minimum rank of the original one and } R_k \text{ can obtain } x_a \text{ from the } k\text{th column of } F^{(i)}. \text{ It means that side information of } R_k \text{ in } (\cup_{j \in Z[|S|]} M_j) \setminus M_i \text{ is not critical.}
\]

From Theorem 3, we have the following corollary.

\[
\text{Corollary 2: For } R_k \text{ such that } f(k) \in M_c \text{ and } k \in Z[m], \text{ assume that senders } s_{k_1}, \ldots, s_{k_i} \text{ have } x_{f(k)} \text{ and } M_k \text{ is a set of message indices of those senders. If every message in } \{x_q | q \in M_c \cap M_c \cap \mathcal{Y}_k\} \text{ does not form a message-connected 0-cycle, side information of } R_k \text{ in } (\cup_{j \in Z[|S|]} M_j) \setminus M_{p} \text{ for certain } p \in \{k_1, \ldots, k_i\} \text{ is not critical.}
\]

\[
\text{Proof: It is similar to the proof of Theorem 3 and the only difference is that for the } k\text{th columns of submatrices of } F, \text{ it is not determined which } k\text{th column of submatrices has the non-zero value in the } f(k)\text{th position. Thus, if the } k\text{th column of } F^{(p)} \text{ is selected to have the non-zero value in the } f(k)\text{th position, side information of } R_k \text{ in } (\cup_{j \in Z[|S|]} M_j) \setminus M_p \text{ is not critical as in Theorem 3.}
\]

From Theorem 3 and Corollary 2, it is noted that if all receivers satisfy the above conditions, an optimal \((G, M)\)-IC can be obtained by the single sender IC problem with the modified side information graph because side information in the other senders is not critical.

Existence of a 0-cycle is a necessary and sufficient condition for reducing codelength by index coding in the single sender problem [12]. In the multiple sender case, a message-connected 0-
cycle has the same property as shown in the following theorem.

**Theorem 4:** For a given side information graph \( G \) and a given message graph \( U, N^\text{opt}_q(G, M) = n \) if and only if there is no message-connected 0-cycle in \( G \).

**Proof:** Necessity: Assume that there is a message-connected 0-cycle represented by \( \{x_1, x_2, \ldots, x_n\} \).

Since there exists at least one path between any pair of message nodes corresponding to the 0-cycle in \( U \), there exists a spanning tree \( T \). Then, a \((G, M)\)-IC with codelength \( n - 1 \) can be constructed by using the index code \( \{x_i + x_j : i \text{ and } j \text{ are connected in } T\} \). From this index code with codelength \( n' - 1 \), we can get the sum or difference between any two messages \( x_i, x_j \) for \( i, j \in \mathbb{Z}[n'] \). Since every receiver wanting one of messages in \( \{x_1, x_2, \ldots, x_n\} \) has at least one side information symbol in \( \{x_1, x_2, \ldots, x_n\} \), it can recover the wanted message. If we send the remaining messages in \( \{x_{n'+1}, \ldots, x_n\} \) as the uncoded forms, every receiver in \( G \) can obtain what it wants and the codelength is \( n - 1 \).

Sufficiency: If there is no message-connected 0-cycle, every message does not form a message-connected 0-cycle. Then, from Lemma 2, every message is the same as being sent in the uncoded form.

**Remark 3:** For \( m = n \), existence of a message-connected cycle in [14] is not a necessary and sufficient condition for reducing codelength. For example, assume that \( M_1 = \{1, 4\}, M_2 = \{2, 3, 4\}, \) and \( f(i) = i \) for \( i \in \mathbb{Z}[4] \). Let \( \mathcal{X}_1 = \{2\}, \mathcal{X}_2 = \{3\}, \mathcal{X}_3 = \{1\}, \) and \( \mathcal{X}_4 = \{2\} \). Then, there is no message-connected cycle. However, the entire graph is a message-connected 0-cycle and we can make the index code \( (x_1 + x_4, x_2 + x_4, x_2 + x_3) \) with codelength 3.

V. EXTENSION TO CELLULAR NETWORK

Now, we consider the index coding in a cellular network scenario, where receivers can receive a subset of sub-codewords because some senders cannot cover all receivers. If each receiver belongs to coverage of only one sender, it just reduces to disjoint single sender index coding problems. However, there is a possibility to reduce index codelength more efficiently if some receivers belong to coverage of more than one sender. We first describe index coding in a cellular network as follows.

A. **Problem Description: Two Sender Case**

In the linear index coding with a cellular network, the problem setting is almost identical to that of the linear index coding problem for the multiple sender case except that some receivers
are restricted to receive a subset of sub-codewords. For simplicity, we assume that \( m = n \), \( f(i) = i \) for \( i \in \mathbb{Z}[m] \), \( |S| = 2 \), and the field size \( q = 2 \).

Then, \( G \) is a unipartite side information graph, where each node represents both a receiver and a message \([2]\). A directed edge from a node (say 1) to another node (say 2) means that receiver 1 has message 2 as side information.

Since a cellular network is assumed, there are three types of receivers based on coverage of senders. Let \( R(s_j) = \{i | R_i \text{ can only receive the sub-codeword from } s_j\} \) for \( j \in \mathbb{Z}[2] \), \( R(s_c) = \{i | R_i \text{ can receive the entire codeword}\} \), and \( R = \{R(s_1), R(s_2), R(s_c)\} \).

Then, a linear index code for a cellular network is defined as follows.

**Definition 6**: A linear index code over \( \mathbb{F}_2 \) for a cellular network with two senders, denoted by a \( (G, M, R) \)-IC is a set of codewords having:

1) Generator submatrices \( G^{(i)} \in \mathbb{F}_2^{[M_i] \times N_i} \) for \( i \in \mathbb{Z}[2] \), where \( N_i \) denotes the codelength of the sub-codeword \( x_{M_i} G^{(i)} \) generated by \( s_i \).

2) Decoding functions \( D_j \) satisfying

\[
D_j(x_{M_1} G^{(1)}, x_{X_j}) = x_{f(j)} \text{ if } j \in R(s_1) \\
D_j(x_{M_2} G^{(2)}, x_{X_j}) = x_{f(j)} \text{ if } j \in R(s_2) \\
D_j(x_{M_1} G^{(1)}, x_{M_2} G^{(2)}, x_{X_j}) = x_{f(j)} \text{ if } j \in R(s_c)
\]

for all \( j \in \mathbb{Z}[m] \), \( x \in \mathbb{F}_2^n \).

It is noted that an \( n \times N \) generator matrix \( G \) for a \( (G, M, R) \)-IC is constructed by using generator submatrices \( G^{(i)} \) for \( i \in \mathbb{Z}[2] \) and the codelength \( N \) is \( N_1 + N_2 \). Let \( N_{\text{opt}}^2(G, M, R) \) be the optimal codelength of a \( (G, M, R) \)-IC.

Since receivers with indices in \( R(s_i) \) cannot receive the sub-codeword from \( s_j \) for \( i, j \in \mathbb{Z}[2] \) with \( i \neq j \), we have the following proposition.

**Proposition 2**: For a receiver with an index in \( R(s_i) \), side information in \( M_j \setminus M_i \) is not critical for \( i, j \in \mathbb{Z}[2] \) with \( i \neq j \).

**Proof**: Since every receiver with an index in \( R(s_i) \) cannot receive encoded messages made from using messages with indices in \( M_j \setminus M_i \), those receivers can recover their wanted messages without using side information in \( M_j \setminus M_i \). \( \blacksquare \)

Thus, we can assume that every receiver with an index in \( R(s_i) \) has side information only in \( M_i \) for \( i \in \mathbb{Z}[2] \).
B. Encoding Procedure of (G, M, R)-IC

Now, we first introduce a fitting matrix for the cellular network case, which is similar to that of the multiple sender case. Since some receivers receive a subset of sub-codewords, a new parameter instead of the minimum rank of the fitting matrix is needed to represent codelength. The fitting matrix for the cellular network consists of three submatrices as shown in the following definition.

Definition 7: The fitting matrix \( F \) of size \( n \times (|R(s_1)| + |R(s_2)| + 2|R(s_c)|) \) for a \((G, M, R)\)-IC is described as follows:

1) There are three submatrices \( F^{(1)}, F^{(2)}, F^{(3)} \) corresponding to three types of receivers \( R(s_1), R(s_2), \) and \( R(s_c) \), respectively.

2) For \( F^{(i)} \), each column represents each receiver and it is the same as the transpose of the row of the conventional fitting matrix of the single sender IC problem \([2]\), where \( i \in Z[2] \) and \( F^{(i)} \) is used for encoding in \( s_i \).

3) For \( F^{(3)} \), each receiver is represented by two columns used for encoding in \( s_1 \) and \( s_2 \).

4) \( F_{i,k,j}^{(3)} = 0 \) for \( i \notin M_j, j \in Z[2], \) and \( k \in Z[m] \).

5) \( \sum_{j=1}^{2} F_{k,k,j}^{(3)} = 1 \) for \( k \in Z[m] \).

6) \( \sum_{j=1}^{2} F_{i_1,k,j}^{(3)} = 0 \) for \( i_1 \in Y_k \) and \( k \in Z[m] \).

7) For \( i_2 \in M_i \cap X_k, j \in Z[2], \) and \( k \in Z[m] \), \( F_{i_2,k,j}^{(3)} \) is any element of \( \mathbb{F}_2 \).

Let \( V_i \) be a vector space spanned by columns of \( F^{(i)} \) for \( i \in Z[3] \). Unlike the multiple sender case, the optimal codelength of linear index codes in the cellular network is not the minimum rank of the fitting matrices. The following theorem shows the optimal codelength of linear index codes in the cellular network.

Theorem 5: \( N^2_{opt}(G, M, R) \) is the minimum of \( \dim(V_1 + V_2 + V_3) + \dim(V_1 \cap V_2) \).

Proof: First, it is easily understood that the fitting matrix for the cellular network with two senders can be a generator matrix of a \((G, M, R)\)-IC. From the fitting matrix, the codelength of the index code can be given as \( \dim(V_1) + \dim(V_2) + \dim(V_3') - \dim(V_3 \cap (V_1 + V_2)) \) because receivers with indices in \( R(s_i) \) have to receive encoded messages by \( F^{(i)} \) with codelength \( \dim(V_i) \) for \( i \in Z[2] \) and receivers with indices in \( R(s_c) \) can recover their wanted messages by additionally receiving independent messages (columns of \( F^{(3)} \)) from \( V_1 + V_2 \) with codelength \( \dim(V_3') - \dim(V_3 \cap (V_1 + V_2)) \). Since \( \dim(V_1 + V_2 + V_3') = \dim(V_1 + V_2) + \dim(V_3') - \dim(V_3 \cap (V_1 + V_2)) \)
from the inclusion-exclusion principle, codelength can be represented as \[ \dim(V_1 + V_2 + V_3) - \dim(V_1 + V_2) + \dim(V_1) + \dim(V_2) = \dim(V_1 + V_2 + V_3) + \dim(V_1 \cap V_2). \]

Assume that \( G \) is a generator matrix of a \((G, M, R)\)-IC. Then, it can be partitioned into two parts based on encoding of each sender. Let \( G^{(i)}_v \) be a vector space spanned by columns of \( G^{(i)} \) for \( i \in \mathbb{Z}^2 \). Then, the codelength of this index code is \( \dim(G^{(1)}_v) + \dim(G^{(2)}_v) \). From the similar methods in Claim 1 and the proof of Theorem 1, it is noted that the fitting matrix for the cellular network can be made from columns of \( G \). Specifically, a vector space \( V_i \) can be made from \( G^{(i)}_v \) for \( i \in \mathbb{Z}^2 \) and \( V_3 \) can be made from \( G^{(1)}_v \) and \( G^{(2)}_v \). Similar to Corollary 1, we only consider cases satisfying 5), 6) of Definition 7 because we can consider columns with zero coefficients as all-zero columns in the perspective of the optimal codelength.

Then, it is noted that \( \dim(V_1 + V_2 + V_3) \leq \dim(G^{(1)}_v + G^{(2)}_v) \) and \( \dim(V_1 \cap V_2) \leq \dim(G^{(1)}_v \cap G^{(2)}_v) \). Thus, \( \dim(V_1 + V_2 + V_3) + \dim(V_1 \cap V_2) \leq \dim(G^{(1)}_v + G^{(2)}_v) + \dim(G^{(1)}_v \cap G^{(2)}_v) = \dim(G^{(1)}_v) + \dim(G^{(2)}_v) \), which means that the optimal codelength is the minimum of \( \dim(V_1 + V_2 + V_3) + \dim(V_1 \cap V_2) \).

The example of Proposition 2 and the fitting matrix for the cellular network is given as follows.

**Example 3:** Let \( m = 5 \), \( M = \{M_1, M_2\} \), \( M_1 = \{1, 2, 3\} \), \( M_2 = \{3, 4, 5\} \), \( R(s_1) = \{1, 2\} \), \( R(s_2) = \{4, 5\} \), and \( R(s_c) = \{3\} \). A side information graph \( G \) is given in Fig. 4(a). From Proposition 2, \( G \) can be transformed into \( \hat{G} \) as in Fig. 4(b). Then, the fitting matrix of a \((\hat{G}, M, R)\)-IC is derived as

\[
F = \begin{pmatrix}
F^{(1)} & F^{(2)} & F^{(3)}
\end{pmatrix},
\]
where

\[
F^{(1)} = \begin{pmatrix}
1 & * \\
* & 1 \\
0 & 0 \\
0 & 0 \\
\end{pmatrix},
F^{(2)} = \begin{pmatrix}
0 & 0 \\
0 & 0 \\
0 & 1 \\
0 & 0 \\
\end{pmatrix},
F^{(3)} = \begin{pmatrix}
0 & 0 \\
* & 0 \\
c & 1 + c \\
0 & * \\
\end{pmatrix},
\]

and * denotes any element of \(\mathbb{F}_q\) and \(c \in \mathbb{F}_2\). By finding a fitting matrix with the minimum value of \(\dim(V_1 + V_2 + V_3) + \dim(V_1 \cap V_2)\), we can find an optimal generator matrix.

As mentioned before, we only consider a side information graph \(\hat{\mathcal{G}}\) by deleting uncritical side information from Proposition [2] as in Example [3].

C. Properties of \((\mathcal{G}, M, R)\)-IC

In this section, we study some properties of a \((\mathcal{G}, M, R)\)-IC for a cellular network with two senders. First, we have the following definition describing a new type of a side information graph.

Definition 8: For the cellular network, a subgraph \(\mathcal{G}'\) of \(\mathcal{G}\) is denoted by \(\mathcal{H}\) if every message is side information of at least one receiver in \(\mathcal{G}'\).

There is an example for \(\mathcal{H}\).

Example 4: Assume the same situation as in Example [3]. Then, \(\hat{\mathcal{G}}\) is not \(\mathcal{H}\) because no receiver has \(x_5\) as side information. However, a subgraph induced by nodes \(\{1, 2, 3, 4\}\) is \(\mathcal{H}\) because every message is side information of at least one receiver.

The following propositions show some relationships between a \((\mathcal{G}, M)\)-IC and a \((\mathcal{G}, M, R)\)-IC.

Proposition 3: \(N_{\text{opt}}^2(\mathcal{G}, M, R) = N_{\text{opt}}^2(\mathcal{G}, M)\) if \(\dim(V_1 \cap V_2) = 0\) holds for any fitting matrix of a \((\mathcal{G}, M, R)\)-IC.

Proof: From Proposition [1] and Definitions [3] and [7] it is noted that the fitting matrix for a \((\mathcal{G}, M)\)-IC and the fitting matrix for a \((\mathcal{G}, M, R)\)-IC have the same form except for column permutation and all-zero columns. Since \(N_{\text{opt}}^2(\mathcal{G}, M, R)\) is the minimum value of \(\dim(V_1 + V_2 + V_3) + \dim(V_1 \cap V_2)\) and \(N_{\text{opt}}^2(\mathcal{G}, M)\) is the minimum value of \(\dim(V_1 + V_2 + V_3)\), they are the same if \(\dim(V_1 \cap V_2) = 0\).
**Proposition 4:** A fitting matrix with \( \dim(\mathbf{V}_1 \cap \mathbf{V}_2) \neq 0 \) exists if and only if \( \mathcal{H} \) satisfying one of the followings exists, where \( \mathcal{H} \) consists of receivers with indices in \( R(s_1) \cup R(s_2) \) and contains at least one receiver with an index in \( R(s_i) \) for all \( i \in \mathbb{Z}[2] \).

1) A receiver with an index in \( R(s_1) \) has a message with an index in \( R(s_2) \) as side information or vice versa.

2) A receiver with an index in \( R(s_1) \) and a receiver with an index in \( R(s_2) \) have the same message as side information.

**Proof:** From the combinatoric point of view, a fitting matrix with \( \dim(\mathbf{V}_1 \cap \mathbf{V}_2) \neq 0 \) exists if and only if there exist column vectors such that the sum of \( a \) column vectors of \( \mathbf{F}(1) \) and \( b \) column vectors of \( \mathbf{F}(2) \) is the all-zero vector, where \( a, b \neq 0 \) and the sum of those \( a \) column vectors is not the all-zero vector. First, it is easily noted that there exist column vectors such that the sum of \( a \) column vectors of \( \mathbf{F}(1) \) and \( b \) column vectors of \( \mathbf{F}(2) \) is the all-zero vector, where \( a, b \neq 0 \) if and only if those \( a + b \) receivers (messages) form \( \mathcal{H} \). It is because each message has to be known to at least one receiver in order for the element corresponding to each message in the sum of those vectors to be 0.

Next, we deal with the additional condition that there exists a case that the sum of those \( a \) column vectors is not the all-zero vector. It is noted that this condition holds if and only if a column corresponding to one of \( a \) receivers and a column corresponding to one of \( b \) receivers can have 1 in the same position, which reduces to the above two cases.

There is an example for Propositions 3 and 4.

**Example 5:** Let \( m = 5 \), \( M = \{M_1, M_2\} \), \( M_1 = \{1, 2, 3\} \), \( M_2 = \{3, 4, 5\} \), \( R(s_1) = \{1, 2\} \), \( R(s_2) = \{4, 5\} \), and \( R(s_c) = \{3\} \). A side information graph \( \mathcal{G} \) is given in Fig. 5. Although a subgraph induced by \( \{1, 2, 4, 5\} \) forms \( \mathcal{H} \), 1) and 2) of Proposition 4 do not hold. Thus,
$\dim(V_1 \cap V_2) = 0$ always holds from Proposition 4 and $N^2_{\text{opt}}(G, M, R) = N^2_{\text{opt}}(G, M)$ from Proposition 3.

A cycle in a side information graph $G$ is known to be important in the single sender index coding problem and there are lots of cycle-cover algorithms to find the suboptimal index code-length. Along with these, we classify which cycle can be used to reduce index code-length in the cellular network.

**Theorem 6:** In the cellular network, cycles can be classified into the following cases based on a possibility of reducing code-length.

1) Index code-length cannot be reduced from a message-disconnected cycle and a message-connected cycle which consists of receivers with indices in $R(s_1) \cup R(s_2)$ and contains at least one receiver with an index in $R(s_i)$ for all $i \in Z[2]$.

2) A message-connected cycle consisting of receivers with indices in $R(s_i)$ for $i \in Z[2]$ and a message-connected cycle containing at least one receiver with an index in $R(s_c)$ can reduce index code-length.

**Proof:** Since a message-disconnected cycle is a message-disconnected 0-cycle and $N^2_{\text{opt}}(G, M, R) \geq N^2_{\text{opt}}(G, M)$, a message-disconnected cycle cannot reduce code-length from Theorem 4. Next, for a message-connected cycle described in 1), assume that $a$ receivers with indices in $R(s_1)$ and $b$ receivers with indices in $R(s_2)$ form a message-connected cycle. Since each receiver can receive encoded messages from only one sender and two subgraphs induced by $a$ receivers and $b$ receivers, respectively are acyclic, $a + b$ transmissions are required.

It is trivial that a message-connected cycle consisting of receivers with indices in $R(s_i)$ for $i \in Z[2]$ can reduce code-length. For a message-connected cycle containing at least one receiver with an index in $R(s_c)$, it is noted that every receiver has one message as side information and one message cannot be side information of two receivers. Since each receiver with an index in $R(s_i)$ for $i \in Z[2]$ of that cycle has side information with an index in $M_i$, each receiver can recover the wanted message if $s_i$ transmits the sum of the wanted message and its side information.

Similar to the perspective of a message graph in Theorem 4, we make a graph consisting of the messages. We add an undirected edge between the wanted message and its side information for each receiver with an index in $R(s_1) \cup R(s_2)$, which represents each transmission of the sum of the wanted message and its side information. Then, there is no cycle in the resulting
graph consisting of those receivers with indices in \( R(s_1) \cup R(s_2) \) because there is no cycle in the subgraph of \( G \) induced by those receivers.

Since there is no cycle in the resulting graph and there is at least one message with an index in \( M_c \) due to message-connectivity, we can make a spanning tree including the other messages with indices in \( R(s_c) \) while maintaining the above undirected edges. Then, new connected edges correspond to transmissions of the sum of two messages as same as before by a sender capable of encoding those messages. Then, every receiver can recover its wanted message because receivers with indices in \( R(s_c) \) can receive all encoded messages corresponding to edges in the spanning tree.

Next, we study properties of \( N_{opt}^2(G, M, R) \) in the cellular network. In Section IV, Theorem 4 shows that existence of a message-connected 0-cycle is a necessary and sufficient condition for reducing codelength in the index coding problem with multiple senders. However, it does not hold for the cellular network. Furthermore, a receiver with no side information can help to reduce codelength in the cellular network as shown in the following example.

**Example 6:** Let \( M_1 = \{1, 2, 3\} \), \( M_2 = \{1, 3\} \), \( R(s_1) = \{1\} \), \( R(s_2) = \{3\} \), \( R(s_c) = \{2\} \), \( X_1 = \{2, 3\} \), \( X_2 = \emptyset \), and \( X_3 = \{1\} \). Although a subgraph of \( G \) induced by \( \{1, 3\} \) is a message-connected 0-cycle, it cannot reduce codelength from Theorem 4 and thus the optimal codelength for this subgraph is 2. Now, consider \( R_2 \) which has no side information. In the index coding problem with multiple senders or single sender, adding a receiver with no side information increases the optimal codelength by one when \( m = n \). However, in this example, every receiver can recover its wanted message if \( s_1 \) transmits \((x_1 + x_2 + x_3)\) and \( s_2 \) transmits \((x_1 + x_3)\). From this example, it is noted that the general condition for \( N_{opt}^2(G, M, R) = n \) is hard to be found through the conventional properties of index coding.

Now, we discuss some properties of \( N_{opt}^2(G, M, R) \).

**Proposition 5:** Assume that \( \dim(V_1 \cap V_2) = 0 \) always holds. Then, \( N_{opt}^2(G, M, R) = n \) if and only if there is no message-connected 0-cycle in \( G \).

**Proof:** From Proposition 3 and Theorem 4, it is easily proved. 

Similar to Proposition 4, we discuss the condition for \( \dim(V_3 \cap (V_1 + V_2)) \neq 0 \). If \( \dim(V_3 \cap (V_1 + V_2)) \neq 0 \), there are some column vectors in the fitting matrix such that the sum of them is the all-zero vector, where \( u \) columns of them are in \( F^{(3)} \). In the following observation, we
classify those \( u \) columns in \( F(3) \) into some receivers or certain vectors.

**Observation 1:** Using notations in Definition 7, \( u \) columns in \( F(3) \) correspond to some receivers or certain vectors based on relationships between selected columns in \( F(3) \).

1) The cases that some columns correspond to some receivers:
   a) If both the \( k_1 \)th column and the \( k_2 \)th column are selected for \( k \in Z[m] \), the sum of them corresponds to \( R_k \).
   b) If only the \( k_i \)th column is selected among the \( k_1 \)th column and the \( k_2 \)th column for \( i \in Z[2] \) and \( k \in M_i \setminus M_c \), the \( k_i \)th column corresponds to the receiver whose side information corresponds to \( M_c \cup (X_k \cap M_i) \) and wanted message is \( x_k \).

2) The case that some columns correspond to certain vectors:
   a) If only the \( k_j \)th column is selected among the \( k_1 \)th column and the \( k_2 \)th column for \( i, j \in Z[2] \) such that \( i \neq j \) and \( k \in M_i \), the \( k_j \)th column is any column with 0s in the positions in \( Z[n] \setminus (M_c \cup (X_k \cap M_j)) \).
   b) It is said that a message (say \( x_d \)) is covered by the above columns corresponding to certain vectors if one of those columns can have 1 at the \( d \)th position.

The following observation shows a necessary and sufficient condition for \( \dim(V_3 \cap (V_1 + V_2)) \neq 0 \) from the combinatoric point of view.

**Observation 2:** A fitting matrix with \( \dim(V_3 \cap (V_1 + V_2)) \neq 0 \) exists if and only if there are \( a \) receivers with indices in \( R(s_1) \cup R(s_2) \), \( b \) receivers corresponding to receivers in Observation 1 and \( b' \) columns corresponding to certain vectors in Observation 1 for \( a \neq 0 \) and \( b + b' \neq 0 \) satisfying one of the following nine cases:

1) The cases for \( b = 0 \):
   a) Each of \( a \) messages is known to at least one of \( a \) receivers or is covered by \( b' \) columns.
      At this point, at least one of \( a \) messages has to be covered by \( b' \) columns.
   b) \( a \) receivers (messages) form \( \mathcal{H} \) and none of \( a \) messages is covered by \( b' \) columns. Let one of \( a \) receivers have \( x_d \) as side information such that \( x_d \) does not belong to \( a \) messages.
      Then, \( x_d \) is covered by \( b' \) columns.

2) The cases for \( b' = 0 \) and \( a + b \) receivers (messages) form \( \mathcal{H} \):
   a) One of \( a \) messages is side information of one of \( b \) receivers.
   b) One of \( b \) messages is side information of one of \( a \) receivers.
c) One of $a$ receivers and one of $b$ receivers have the same message as side information.

3) The cases for $b, b' \neq 0$ which are not reduced to the above cases:
   a) $a + b$ receivers (messages) do not form $H$. Also, all of $a$ messages are known to at least one of $a + b$ receivers and there is at least one of $b$ messages not known to $a + b$ receivers. In this case, those unknown messages are covered by $b'$ columns.
      i) One of $a$ messages is side information of one of $b$ receivers.
      ii) One of $b$ messages is side information of one of $a$ receivers.
      iii) One of $a$ receivers and one of $b$ receivers have the same message as side information.
   iv) $x_d$ is covered by $b'$ columns and one of $a$ receivers has $x_d$ as side information, where $x_d$ does not belong to $a + b$ messages.

The following proposition shows that the cellular network case can be reduced to disjoint index coding problems if $\dim(V_3 \cap (V_1 + V_2)) = 0$ always holds.

**Proposition 6:** If $\dim(V_3 \cap (V_1 + V_2)) = 0$ always holds, $N^2_{\text{opt}}(G, M, R)$ is the sum of the optimal codelength of subproblems induced by $R(s_1)$, $R(s_2)$, and $R(s_c)$.

**Proof:** Since $\dim(V_3 \cap (V_1 + V_2)) = 0$ always holds, codelength can be represented as $\dim(V_1) + \dim(V_2) + \dim(V_3)$.

From Proposition 6, it is noted that an $R(s_i)$ induced subgraph does not have a message-connected 0-cycle for $i \in \mathbb{Z}[2]$ and an $R(s_c)$ induced subgraph does not have a message connected 0-cycle if and only if $N^2_{\text{opt}}(G, M, R) = n$ given that $\dim(V_3 \cap (V_1 + V_2)) = 0$ always holds.

**VI. Conclusions**

In this paper, we studied linear index codes with multiple senders. The fitting matrix for a $(G, M)$-IC was introduced and we showed that the fitting matrix having the minimum rank can be an optimal generator matrix. Some properties of a $(G, M)$-IC based on a 0-cycle were studied and whether given side information is critical or not was studied for multiple senders.

Furthermore, another index coding scenario was also considered, where each receiver can receive a subset of sub-codewords as in the cellular network. Another type of fitting matrices was introduced and it was proved that the optimal codelength of linear index codes can be found from these fitting matrices by minimizing the value of $\dim(V_1 + V_2 + V_3) + \dim(V_1 \cap V_2)$. Finally, some properties on the optimal codelength for the cellular network were studied.
REFERENCES

[1] Y. Birk and T. Kol, “Informed-source coding-on-demand (ISCOD) over broadcast channels,” in Proc. IEEE Conf. on Comput. Commun. (INFOCOM), 1998, pp. 1257–1264.

[2] Z. Bar-Yossef, Y. Birk, T. S. Jayram, and T. Kol, “Index coding with side information,” IEEE Trans. Inf. Theory, vol. 57, no. 3, pp. 1479–1494, Mar. 2011.

[3] F. Arbabjolfaei, B. Bandemer, Y.-H. Kim, E. Sasoglu, and L. Wang, “On the capacity region for index coding,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), 2013, pp. 962–966.

[4] C. Thapa, L. Ong, and S. J. Johnson, “Interlinked cycles for index coding: Generalizing cycles and cliques,” IEEE Trans. Inf. Theory, vol. 63, no. 6, pp. 3692–3711, Jun. 2017.

[5] A. Blasiak, R. D. Kleinberg, and E. Lubetzky, “Broadcasting with side information: Bounding and approximating the broadcast rate,” IEEE Trans. Inf. Theory, vol. 59, no. 9, pp. 5811–5823, Sep. 2013.

[6] F. Arbabjolfaei and Y.-H. Kim, “Local time sharing for index coding,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), 2014, pp. 286–290.

[7] K. Shanmugam, A. G. Dimakis, and M. Langberg, “Local graph coloring and index coding,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), 2013, pp. 1152–1156.

[8] M. Effros, S. El Rouayheb, and M. Langberg, “An equivalence between network coding and index coding,” IEEE Trans. Inf. Theory, vol. 61, no. 5, pp. 2478–2487, May 2015.

[9] S. A. Jafar, “Topological interference management through index coding,” IEEE Trans. Inf. Theory, vol. 60, no. 1, pp. 529–568, Jan. 2014.

[10] A. Mazumdar, “On a duality between recoverable distributed storage and index coding,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), 2014, pp. 1977–1981.

[11] K. Shanmugam and A. G. Dimakis, “Bounding multiple unicasts through index coding and locally repairable codes,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), 2014, pp. 296–300.

[12] J.-W. Kim and J.-S. No, “Index coding with erroneous side information,” IEEE Trans. Inf. Theory, vol. 63, no. 12, pp. 7687–7697, Dec. 2017.

[13] L. Ong, C. K. Ho, and F. Lim, “The single-uniprior index-coding problem: The single-sender case and the multi-sender extension,” IEEE Trans. Inf. Theory, vol. 62, no. 6, pp. 3165–3182, Jun. 2016.

[14] C. Thapa, L. Ong, and S. J. Johnson, “Graph-theoretic approaches to two-sender index coding,” in Proc. IEEE Globecom Workshops (GC Wkshps), 2016, pp. 1–6.

[15] P. Sadeghi, F. Arbabjolfaei, and Y.-H. Kim, “Distributed index coding,” in Proc. IEEE Inf. Theory Workshop, 2016, pp. 330–334.

[16] M. Li, L. Ong, and S. J. Johnson, “Cooperative multi-sender index coding,” IEEE Trans. Inf. Theory, to be published.

[17] M. Li, L. Ong, and S. J. Johnson, “Multi-sender index coding for collaborative broadcasting: a rank-minimization approach,” IEEE Trans. Commun., to be published.