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ABSTRACT

Emotion recognition from text is a challenging task due to diverse emotion taxonomies, lack of reliable labeled data in different domains, and highly subjective annotation standards. Few-shot and zero-shot techniques can generalize across unseen emotions by projecting the documents and emotion labels onto a shared embedding space. In this work, we explore the task of few-shot emotion recognition by transferring the knowledge gained from supervision on the GoEmotions Reddit dataset to the SemEval tweets corpus, using different emotion representation methods. The results show that knowledge transfer using external knowledge bases and fine-tuned encoders perform comparably as supervised baselines, requiring minimal supervision from the task dataset.

Index Terms—Emotion recognition, Few shot classification, Unsupervised

1. INTRODUCTION

Emotion recognition in unstructured text is an important natural language understanding task, with numerous downstream applications [1]. It enables a better understanding of customers’ opinions in product reviews [2][3], public sentiment in social media [4], hate speech [5], political stances in news articles [6], and users’ mood in chatbot interactions [7][8]. Emotion recognition research has expended several NLP benchmark datasets and tasks, particularly in the domain of social media posts and question answering forums [4][9]. Most contemporary emotion recognition approaches involve supervised modeling using deep neural networks and transformers [10][11]. However, supervised models rely on high-quality labeled data, which is difficult to acquire for subjective tasks like emotion recognition, and is noisy due to inconsistencies in the understanding of emotions between annotators of different cultural backgrounds [12]. Moreover, emotion datasets follow different taxonomies, making it difficult to adapt existing models to newer domains and emotions. Lately, unsupervised (few-shot and zero-shot) models have gained popularity, where a large model with billions of parameters is pretrained on extensive unlabeled text corpora with some general language modeling objective, and then optionally fine-tuned on a small amount of labeled data of the target task [13][14][15]. Zero-shot and few-shot models project the labels (emotions) and documents to a common embedding space using pretrained encoders and matrix factorization methods and compare their representations to estimate a similarity score [16]. We extend this approach to the emotion recognition task and show that models learned on one taxonomy can be easily adapted to another with minimal fine-tuning.

In this work, we explore various few-shot emotion recognition models on the GoEmotions Reddit dataset [9]. We experiment with different methods to project the emotion label to a sentence embedding. We also show successful knowledge transfer from GoEmotions to SemEval tweets [4], even though the two datasets follow different emotion taxonomies. Our contributions are three-fold: 1) we improve the supervised baseline of the GoEmotions Reddit dataset using SBERT encoder, 2) we develop few-shot emotion recognition methods leveraging external knowledge bases like WordNet, and 3) we achieve comparable performance to the supervised baseline on SemEval tweets emotion classification by knowledge transfer from GoEmotions Reddit comments.

2. RELATED WORK

Few shot and Zero shot text classification: In the domain of zero shot text classification for social-media, Chen et.al [17] rely on external knowledge-base guided projection methods for mapping posts and labels into a shared embedding space. For unsupervised document classification, Haj-Yahia et.al [18] perform category label enrichment through expert interventions followed by Wordnet [19] based definitions to compute similarities between documents and labels. We draw inspiration from these above-mentioned methods in our definition-based projection method, where we leverage emotion label definitions from Wordnet [19] and map it into a similar sentence embedding space as social media (Reddit, Twitter) comments.

Few shot emotion classification: Guibon et.al [20] explore the problem of emotion classification from conversations in a few shot setting by computing Euclidean distances between the example conversational utterances and emotion-centric prototypes, formed from the average of the word embeddings of utterances. This is the basis for our projection methods, where we project the example and emotion into the same vector space before computing the similarity score. Specifically in our labeled sentences projection method, for each emotion label, we consider embeddings of few labeled examples from the dataset to compute label specific embeddings via averaging.

Knowledge transfer for emotion classification: For multi-turn conversations, Hazarika et.al [21] explore transfer learning from a generative source model trained for dialogue modeling to the target domain of emotion classification from low and moderately sized datasets. For social media comments and personal reports, Demszky et.al [9] perform knowledge transfer from GoEmotions-specific models by finetuning output layers for target datasets through a set of freezing and unfreezing operations. We consider this as the motivation behind using Go-Emotions specific models in our unsupervised...
methods on Semeval tweets dataset, without going through the additional step of finetuning.

3. DATA

Tweets and Reddit posts contain expressions of personal opinions and emotions and serve as good test sets for emotion recognition from text. We chose the GoEmotions Reddit dataset and the benchmark SemEval 2018 tweets dataset for our work.

3.1. GoEmotions Data

![GoEmotions Reddit Emotion Distribution](image)

The GoEmotions dataset contains 58K Reddit comments, manually annotated for 27 emotion categories. Each comment can have zero or more emotions labels. Figure 1 shows the class distribution in this data. As shown in the figure, the dataset is highly imbalanced, with the largest class (admiration) containing 5512 samples versus the 96 samples for the smallest class (grief). The Reddit comments come from the reddit-data-tools project from the years 2005-2019. Subreddits with high levels of profanity or low emotion content were excluded. The comments are 3 to 30 tokens long, with a median length of 12 tokens. At least three raters had annotated each example, achieving significant interrater correlation for each emotion.

3.2. SemEval 2018 Data

![SemEval 2018 Tweets Emotion Distribution](image)

We used the English subset of the Affect in Tweets dataset of the 2018 International Workshop on Semantic Evaluation. The dataset contains 10.9K Tweets from 2016-2017, annotated for 11 emotion categories. Each tweet can have zero or more emotion labels. Figure 2 shows the class distribution for this dataset. At least 7 raters annotated each Tweet, achieving significant interrater correlation for each emotion. Three emotion labels: anticipation, trust, and pessimism, are absent from the GoEmotions taxonomy. The comments are 1 to 36 tokens long, with a median length of 16 tokens. In our experiments, we attempt to transfer knowledge from the GoEmotions Reddit comments to SemEval tweets using unsupervised models.

4. METHODS

We consider both supervised and unsupervised approaches to model the sentence-level emotion.

4.1. Supervised methods

Herein we focus on well-established linear models as well as the more recently proposed transformer models for supervised emotion classification.

Linear models: As simple baselines, we trained logistic regression, linear support vector machines (SVM), and XGBoost classifiers. We used bag-of-ngrams ($n = 2$), LIWC category scores, and curated a set of common emoticons and emojis, to construct our feature set. We removed punctuations and special characters, lemmatized the word tokens, and excluded ngrams occurring with frequency less than three. In order to address the class imbalance of the emotion datasets, we weigh the classes according to:\n\[
W_e = \frac{N_e}{\left| E \right| \cdot N_e}
\]
where $N$ is the total number of samples, $|E|$ is the number of emotions, and $N_e$ is the number of examples labeled with emotion $e$, using the scikit-learn framework.

Transformers: We fine-tuned a BERT and SBERT based encoder with a dense output layer. We used a pretrained BERT-Base model from the huggingface library. For SBERT, we used all-mpnet-base-v2 layer, pretrained using a billion sentence pairs from multiple datasets. Both transformer encoders have a hidden state dimension of 768. We did not perform any text preprocessing. In our transformer-based experiments, we calculated the class weights using: $W_e = \sqrt{\frac{\text{neg}_e}{\text{pos}_e}}$, where $\text{neg}_e$ and $\text{pos}_e$ are the number of negative and positive examples of emotion class $e$, respectively.

The square root dampens the impact of the negative to positive ratio, which otherwise over-corrects the class imbalance.

---

1https://github.com/dewarim/reddit-data-tools
2https://scikit-learn.org/stable/
3https://huggingface.co/transformers/
4.2. Unsupervised methods

We propose a method of low resource few shot transfer learning by utilizing the embeddings produced by the transformer models fine-tuned on GoEmotions for an unsupervised classification task on the SemEval dataset. The GoEmotions and SemEval datasets have different taxonomies with overlapping labels in the emotion space. We leverage the fact that emotion classes not included as a part of training data are words and can be represented in the same word/sentence embedding space as comments. We project the sentences (Reddit comments or tweets) and the emotion labels onto the same embedding space. This allows us to compute the similarity between a given sentence and different emotion classes. We assign an emotion to a sentence if their cosine similarity score is higher than the emotion-specific threshold. We use the development set of the target dataset to set the threshold values. We discuss different projection approaches in the following subsections.

**WordNet Definition:** WordNet is a lexical database which arranges words in synonym sets called synsets. The synsets provide a short sentence defining the meaning of its constituent words. The synset definition of emotions should be semantically similar to sentences where that emotion is expressed. Therefore, we find the emotion representation by appending the WordNet definition of the emotion to its lexical form. For example, we represent the emotion embarrassment as “embarrassment: the shame you feel when your inadequacy or guilt is made public.” We find the sentence embedding of this emotion definition and the sentence and compute the cosine similarity between them. Fig. 3a illustrates this approach.

**Labeled Sentences:** We find the emotion representation by averaging the sentence embeddings of the development set sentences which are labeled with the corresponding emotion. We use this to compute the cosine similarity against the sentence embedding of the input sentences, as shown in Fig. 3b.

**Word Embeddings:** The emotion representation is the word embedding of the emotion label. For each input sentence, we remove punctuation and stop words, and average the word embeddings of each token to find the sentence representation, as shown in Fig. 3c.

5. EXPERIMENTS

We perform three sets of emotion classification experiments: 1) supervised and 2) unsupervised modeling of GoEmotions Reddit comments, and 3) knowledge transfer from GoEmotions to SemEval using unsupervised approaches. We use macro precision, recall, and F1 scores to evaluate our models. We follow the same 8:1:1 train-test-dev split, as used in [9], for the supervised experiments on GoEmotions. For the unsupervised and knowledge transfer experiments, we chose smaller development sets than the original splits to emulate few-shot learning. We used 938 Reddit comments (80% smaller) and 572 SemEval tweets (35% smaller) as our GoEmotions and SemEval development sets.

We trained the transformer models using a sigmoid binary cross entropy loss function for 5 epochs and a learning rate of 5e-5. We used a batch size of 16. We experimented with two variations of the sentence encoder for the WordNet Definition and Labeled Sentences approach: 1) a pretrained SBERT, 2) SBERT fine-tuned on the supervised emotion classification task on GoEmotions training set. The latter constitutes a knowledge transfer of emotion-aware sentence embeddings from GoEmotions to SemEval. We also tried BERT encoders, but SBERT performed better, and we only present its results. We used 200-dimensional GloVe [25] vectors for the Word Embeddings unsupervised approach.

**Baselines:** We use the BERT-based model from Demszky et al. [9] as the GoEmotions baseline. For the SemEval baseline, we use the winning entry of the corresponding task: NTUA-SLP [26]. It used a Bi-LSTM framework with a multi-layer self-attention mechanism.

6. RESULTS AND DISCUSSION

6.1. Supervised approaches

Table 1 shows the results of supervised emotion classification on GoEmotions dataset. BERT and SBERT achieves similar performance of 0.49 and 0.48 F1 respectively, performing better than the baseline model. However, their recall is lower than the baseline. The linear models achieve comparable recall but suffer in precision. Gradient boosting attained the best precision score of 0.47.

| Model             | Precision | Recall | F1    |
|-------------------|-----------|--------|-------|
| Baseline [9]      | 0.40      | 0.63   | 0.46  |
| Logistic Regression | 0.30     | 0.57   | 0.39  |
| Linear SVC        | 0.29      | 0.61   | 0.39  |
| XGBoost           | 0.47      | 0.46   | 0.44  |
| BERT              | 0.43      | 0.59   | 0.49  |
| SBERT             | 0.45      | 0.57   | 0.48  |

Table 1: Supervised emotion classification performance on GoEmotions

6.2. Unsupervised approaches

Table 2 shows the results of unsupervised emotion classification on GoEmotions dataset. We use the GoEmotions development set to tune the threshold values, as described in Sec. 4.2. The performance of the unsupervised approach is not comparable to the supervised models of Table 1, with the best method (Labeled Sentences) only achieving 0.15 F1. Replacing the pretrained SBERT encoder with...
the fine-tuned SBERT layer of the supervised models dramatically improves the performance. We achieve a maximum F1 score of 0.4 by using this hybrid approach. The Labeled Sentences approach performs slightly better than the WordNet Definition approach, followed by the Word Embeddings method. The model is no longer unsupervised because we use the training set to fine-tune the SBERT embeddings. However, we are not constrained to the dataset’s label set and can make predictions for new emotions. Our experiments on knowledge transfer, described next, support this.

6.3. Knowledge Transfer

Table 3 shows the results of emotion classification on SemEval dataset. We use the SemEval development set to tune the thresholds for the unsupervised approaches. The precision and F1 scores increase when we use the fine-tuned SBERT encoder of the GoEmotions-trained models. Therefore, the knowledge gained by the SBERT embeddings from supervision on GoEmotions improves emotion classification on the SemEval dataset. We attain a maximum F1 score of 0.49 using the WordNet Definition approach. This is comparable to the NTUA-SLP supervised baseline, which achieves 0.53 F1. The WordNet Definition method performs slightly better than the Labeled Sentences approach.

| Model               | Precision | Recall | F1  |
|---------------------|-----------|--------|-----|
| Unsupervised        |           |        |     |
| WordNet + SBERT     | 0.35      | 0.51   | 0.38|
| Lbl St + SBERT      | 0.38      | 0.48   | 0.40|
| Word Em + GloVe     | 0.40      | 0.63   | 0.46|
| Supervised          |           |        |     |
| WordNet + SBERT FT  | 0.45      | 0.57   | 0.48|
| Lbl St + SBERT FT   |           |        |     |
| Baseline [9]         |           |        |     |
| SBERT               |           |        |     |

Table 2: Unsupervised emotion classification performance on GoEmotions. WordNet = WordNet Definition, Lbl St = Labeled Sentences, Word Em = Word Embeddings (see Sec 4.2). SBERT = Pre-trained SBERT. SBERT FT = SBERT fine-tuned from supervised training on GoEmotions.

The unsupervised approach allows us to make predictions on emotions unseen by the fine-tuned encoder. For example, the WordNet + SBERT FT model scores 0.13, 0.31, and 0.28 F1 on trust, pessimism, and anticipation emotions, which are not found in the GoEmotions label set (see sec 3.2). Fig 4 shows the change in F1 score versus the SemEval development set size, which is used to set the threshold for the unsupervised approaches. The performance stabilizes after about 600 examples and does not increase significantly after that. The WordNet Definition and Word Embedding approaches seem more robust to the number of examples used for tuning the threshold, compared to the Labeled Sentences method.

![Fig. 4](image-url): Variation of unsupervised results on SemEval with number of dev set examples. FT SBERT refers to fine-tuned from supervised training on GoEmotions, and SBERT refers to the base SBERT embeddings.

7. CONCLUSION

We presented several unsupervised and few-shot methods for emotion classification leveraging lexical knowledge bases, and evaluated them on the GoEmotions Reddit dataset. The sentence embeddings fine-tuned on the GoEmotions Reddit comments improved classification performance on the SemEval tweets, with minimal in-domain supervision. This showed that we could successfully transfer the knowledge gained from supervision on one emotion dataset to another, even if they followed different label taxonomies. Future work includes using synonym and semantic relations with knowledge graphs to enrich the emotion representations beyond simple definitions.
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