Discovery of asymmetric NaXBi (X = Sn/Pb) monolayers with non-trivial topological properties

Yi-zhen Jia, Wei-xiao Ji, Chang-wen Zhang,* Ping Li and Pei-ji Wang

Two-dimensional (2D) Bi-based films have attracted intensive attention recently. However, materials with spatial asymmetry are rarely reported, impeding their practical application. In the present work, based on density functional theory (DFT) calculations, we propose a new type of 2D asymmetric NaXBi (X = Sn and Pb) monolayer, which can realize the coexistence of a topological phase and the Rashba effect. The dynamical and thermal stability are confirmed by the phonon spectra and ab initio DFT molecular dynamic simulations. Analysis of the band structures reveals that NaPbBi is an intrinsic 2D topological insulator with a gap as large as 0.35 eV, far beyond room temperature. The non-trivial topology, caused by $p_x - p_y$ band inversion, is confirmed by the $Z_2$ topological index and helical edge states. Remarkably, unlike Bi(111) or BiX (X = H, F, Cl) monolayers, the inversion-symmetry breaking in NaPbBi gives rise to a sizable Rashba splitting energy of 64 meV, which is tunable under external strains (~1 to 7%). Also, an effective tight-binding (TB) model is constructed to understand the origin of the non-trivial topology of NaPbBi. Our work opens a new avenue to designing a feasible 2D asymmetric material platform for application in spintronics.

1. Introduction

Since the discovery of graphene, many two-dimensional (2D) materials have been extensively explored both theoretically and experimentally, such as silicene, germanene, borophene, TMDs and hexagonal BN film. Among them, topological insulators (TIs), characterized by insulating properties in the bulk and metallic conductivity on the edge, have shown potential for applications in high-performance nanoscale devices. Ever since the topological model proposed by Kane and Mele, several 2D films, including 1T-WTe$_2$ (ref. 18–22) and group-IV monolayers, have been put forward to host the quantum spin Hall (QSH) effect and the quantum anomalous Hall (QAH) effect. Remarkably, the QSH effect has been observed experimentally in HgTe/CdTe$^{29,30}$ and InAs/GaSb$^{31,32}$ quantum wells (QWs), though at very low temperatures and ultrahigh vacuum due to weak SOC. These novel properties have sparked enormous research effort into 2D materials as building blocks of nanoelectronics devices.

2D Bismuth (Bi) materials, the counterpart of carbon among group-V elements, are known for their stronger SOC, which drives non-trivial topological states. Compounds containing the element Bi are among the most promising 2D topological insulator (TI) candidates, including Bi(111)$^{33}$ Bi(110)$^{34}$ functionalized Bi$^{35,41}$ III-Bi$^{42}$ halogenated GaBi$^{43}$ and so on. Experimentally, Drozdov et al.$^{44}$ have observed the topological edge states of 2D Bi(111) using scanning tunneling microscopy, showing direct spectroscopic evidence of the existence of its non-trivial topological nature. Recently, Miao et al.$^{45}$ achieved the epitaxial growth of ultra-thin Bi(111) on the Bi$_2$Te$_3$ substrate, but they found that the topological properties of Bi films are strongly influenced by the substrate and the band dispersion near the $\Gamma$ point is drastically modified due to strong hybridization at the Bi/Bi$_2$Te$_3$ interface. F. Reis et al.$^{46}$ also reported the high-temperature topological paradigm in bismuthene on a SiC(0001) substrate in experiments. In this context, the ongoing search for Bi-based films is of great interest to researchers.

In this work, we propose new honeycomb-like asymmetric NaXBi (X = Sn and Pb) films, whose structural stability is confirmed by phonon spectra and ab initio molecular dynamics (MD) simulations. Analysis of the electronic structures indicate that 2D NaSnBi is a trivial insulator, while NaPbBi becomes an intrinsic 2D TI with a gap as large as 0.35 eV at the $\Gamma$ point, far beyond room temperature. Unlike 2D Bi(111) or BiX (X = H, F, Cl) monolayers, the inversion-symmetry breaking in NaPbBi gives rise to a sizable Rashba splitting energy of 64 meV, which can be tunable in a range of strains (~1 to 7%). Also, an effective tight-binding (TB) model is proposed to understand the origin of the non-trivial topology of NaPbBi. The large non-trivial band gap in 2D NaPbBi without chemical adsorption or field effects opens the door for future experimental preparation and makes it highly adaptable to various application environments.
2. Computational details

All the calculations were performed using the plane wave basis Vienna ab initio simulation pack (VASP) code\(^{37,48}\) package within density functional theory (DFT). The projector-augmented wave (PAW) method\(^{49}\) was used to describe the electron-ion potential, and the exchange–correlation potential was approximated using a generalized gradient approximation (GGA) in the Perdew–Burke–Ernzerhof (PBE)\(^{46}\) form. Due to the underestimation of the band gap, the Heyd–Scuseria–Ernzerhof (HSE06) hybrid functional\(^{51}\) was employed to check the band structures. We used an energy cutoff of 500 eV and a maximum residual force of less than 0.001 eV Å\(^{-1}\). Periodic boundary conditions were employed to simulate 2D films, and the Brillouin zone was sampled using a 13 × 13 × 1 Gamma-centered Monkhorst-Pack grid. Moreover, the SOC effect was included in self-consistent electronic structure calculations. The phonon spectra were calculated using a supercell approach within the PHONON code.\(^{52}\)

3. Results and discussion

Bulk NaXBi (X = Sn and Pb) compounds, similar to the case of experimentally synthesized 3D NaSnAs,\(^{23}\) have a non-centrosymmetric layered structure with \(P6_3mc\) group symmetry, as illustrated in Fig. 1(a). Note that the alternately stacked Na-X-Bi trilayer appears in this structure, where X and Bi atoms form strong covalent bonds, but the Na and X atoms form ionic bonds. Thus, the trigonal prismatic coordination in bulk NaXBi is similar to that in 2H–MoS\(_2\), with the top and bottom atoms being Na and X atoms, respectively, instead of both being S atoms. Table 1 lists the fully relaxed lattice parameters of NaSnSb, NaSnBi, and NaPbBi in their 2D and 3D forms, respectively. Note that the results for 3D NaSnAs are consistent with previous experimental results.\(^{53}\)

Compared with NaSnAs, the lattice constant \(c\) changes a little but \(a\) increases by 7.1% and 8.2% for NaSnBi and NaPbBi, respectively. To check the structural stability of the new film structures, we calculate the binding energy expressed as

\[
E_b = E(\text{NaXBi}) - E(\text{Na}) - E(\text{Bi}) - E(X)
\]

where \(E(\text{NaXBi})\) is the total energy of a unit cell of NaXBi; \(E(\text{Na})\), \(E(\text{Sn})\), and \(E(X)\) are the respective energies per atom of elements Na, Sn and Bi. Note that the binding energies are 501 and 512 meV per atom for NaSnBi and NaPbBi, respectively, which are comparable to that of NaSnAs, 524 meV, indicating that both NaSnBi and NaPbBi may be synthesized using similar methods to NaSnAs.\(^{24}\)

Now, we examine the possibility of using an exfoliation process to obtain 2D films from the bulk form. We constructed bulk NaSnBi with an optimized lattice \(a = 4.58\) Å and \(c = 11.71\) Å, and then implemented a fracture in the bulk after periodic NaSnBi layers and systematically increased the layered distance. At the end, we calculated the corresponding cleavage energy (CE), as shown in Fig. 1(b). This method is very effective and has been widely confirmed.\(^{37}\) Here, the electric dipole correction\(^{35,56}\) term was used in these calculations. The CE was found to be 0.51 J m\(^{-2}\), which is slightly larger than that of graphite (0.39 J m\(^{-2}\)). This can be attributed to ionic interactions in the bulk forming with quite a small distance.

While studying a new material theoretically, it is essential to check whether it is dynamically and mechanically stable. In order to examine the structural stability, we calculated the phonon spectrum dispersion. Note that any structural instability would show up as soft phonon modes with imaginary frequencies. As expected, and shown in Fig. 1(d), all phonon branches have real frequencies throughout the whole Brillouin zone for NaSnBi, confirming its dynamic structural stability. On the other hand, we examined the thermal stability using ab initio molecular dynamics (MD) simulations. As expected from the data shown in Fig. 1(c), the structure of NaSnBi does not collapse during a 20 ps MD simulation, indicating that the melting point of NaSnBi is probably at 300 K. These results reveal that NaSnBi has good thermal stability and can maintain its structural integrity in a high-temperature environment.

The mechanical stability of this structure has been checked by calculating two independent elastic constants expressed as,

\[
C_{11} = \frac{1}{A_0} \frac{\partial^2 E}{\partial e_{11}^2} \text{ and } C_{12} = \frac{1}{A_0} \frac{\partial^2 E}{\partial e_{11} \partial e_{12}}
\]

Where \(E\) is the total energy of a unit cell employed for the calculations and \(A_0\) is the equilibrium area of the NaXBi unit cell. Note that \(C_{11} = 107\) N m\(^{-1}\) and \(C_{12} = 21\) N m\(^{-1}\), as well as
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\( C_{11} = 112 \text{ N m}^{-1} \text{ and } C_{12} = 23 \text{ N m}^{-1} \), for NaSnBi and NaPbBi films, respectively. Obviously, the elastic constants fulfill the Born criteria of stability for hexagonal structures, i.e., \( C_{11} > 0 \) and \( C_{11} - C_{12} > 0 \), which ensures that both NaSnBi and NaPbBi are mechanically stable.\(^\text{37} \) Additionally, to avoid curling during the exfoliation process of 2D films, a high in-plane stiffness is necessary. We calculated the in-plane Young’s modulus using the formula:

\[
Y_S = (c_{11}^2 - c_{12}^2)c_{11}
\]  

(3)

For NaSnBi and NaPbBi, \( Y_S = 178 \text{ N m}^{-1} \text{ and } 152 \text{ N m}^{-1} \), respectively. This is about 40% that of graphene (341 N m\(^{-1}\)), one of the strongest materials. Thus, it can be assumed that these systems can stably keep their free-standing structures.

Now we turn to the electronic properties of 2D NaXBi (\( X = \text{Sn/Pb} \)) films. Fig. 2 displays the calculated band structures for both NaSnBi and NaPbBi films, in which the red, green, and blue dots represent the Bi-p\(_{xy}\), p\(_z\), and s states, respectively. In the absence of SOC, both NaSnBi and NaPbBi films exhibit a direct semiconducting character with the valence band maximum (VBM) and conduction band minimum (CBM) degenerate at the \( \Gamma \) point. However, with an increasing atomic number \( X \), the band gaps decrease drastically, reaching 65 meV for NbPbBi. When switching SOC on, the band gap at the \( \Gamma \) point still exists, but the CBM moves from \( \Gamma \) to the \( \Gamma - M \) line, indicating a transition from a direct to an indirect gap semiconductor.

More interestingly, when comparing the band structures of NaSnBi and NaPbBi films to each other, the change trends of the orbital components at the CBM and VBM are different. For NaSnBi, the band character of the CBM and VBM is not influenced by whether the SOC is turned on. Meanwhile for NaPbBi, including SOC makes the components of the CBM and VBM at the \( \Gamma \) point exchange, i.e., the CBM, which is mainly composed of the p\(_z\) orbital, is pushed downward, while the VBM, which is composed of the p\(_{xy}\) orbital (i.e., the hybridized p\(_x\) and p\(_y\) orbitals), is conversely pushed upward. The strong SOC strength from the Bi and Pb atoms makes the band order around the \( \Gamma \) point invert, which is opposite to the band structure alignment without SOC. This p\(_{xy}\)-p\(_z\) band inversion strongly suggests the topologically non-trivial feature of 2D NaPbBi. To overcome the underestimation of the band gap, we further employed HSE06 to check the band gap, see Fig. 6(b). Note that the non-trivial gap at the Fermi level is enlarged from 0.35 eV to 0.42 eV, which is larger than those of Bi (111) (0.2 eV)\(^\text{38} \) and stanene (0.1 eV).\(^\text{13} \) This satisfactory bulk gap guarantees its experimental realization and viable applications working at room temperature.

One prominent feature of 2D topological materials is the appearance of topologically protected metallic edge states. To see QSHE explicitly, we calculated the edge Green’s functions of a semi-infinite nanoribbon using an \textit{ab initio} tight-binding (TB) model with the recursive method based on maximally localized Wannier functions (MLWFs).\(^\text{58} \) Fig. 3(a) displays the results from fitted DFT and TB model bands, as well as local density of states (LDOS) on the edge states. Note that a pair of gapless edge states traverse across the bulk gap and connect the conduction and valence bands in NaPbBi. By projecting the contribution of spin up and spin down components, we find that the spin-momenta of edge states are spin-momentum locked, which is consistent with band structure results. In fact, the non-trivial topological phase of this structure can be examined using the \( Z_2 \) invariant by tracing the Wannier Center of Charges (WCCs) using the non-Abelian Berry connection.\(^\text{59} \) The Wannier functions (WFs) related to the lattice vector \( R \) can be written as:

\[
\text{Fig. 2} \text{ } \text{Orbital-resolved band structures of (a) NaSnBi, and (b) NaPbBi without SOC and with SOC, respectively. The red, green, and blue dots are mainly contributed by the p}_{xy}, p_z, and s orbitals from Bi atoms.}
\]

\[
\text{Fig. 3} \text{ } \text{(a) Comparison of band structures under 4\% strain of DFT (red circles) and Wannier function (blue lines) methods. (b) Evolution of Wannier centers along k_y. The evolution lines cross the arbitrary reference line (red dashed line parallel to k_y) an odd number of times. (c) and (d) Topological edge states of NaPbBi under 4\% strain obtained from the \textit{ab initio} TB Wannier function method.}
\]
\[ |R, n\rangle = \frac{1}{2\pi} \int_{-\pi}^{\pi} dk e^{-iK(R-x)}|\mu_{nk}\rangle \]  

(4)

Here, a WCC \( \Sigma = \langle 0n|\hat{X}|0n\rangle \), where \( \hat{X} \) is the position operator and \( |0n\rangle \) is the state corresponding to a WF in the cell with \( R = 0 \). Then we can obtain

\[ \Sigma_a = \frac{i}{2\pi} \int_{BZ} dk \langle \mu_{nk}|\hat{\sigma}_k|\mu_{nk}\rangle \]  

(5)

assuming that \( \sum_a \Sigma_a \equiv 1 \int_{BZ} A \) with \( S = 1 \) or \( II \), where the summation in \( a \) represents the occupied states and \( A \) is the Berry connection. So we have the format of the \( Z_2 \) invariant:

\[ Z_2 = \sum_a \left[ \Sigma_a(T/2) - \Sigma_a(0) \right] - \sum_a \left[ \Sigma_a(T/2) - \Sigma_a(0) \right] \]  

(6)

The \( Z_2 \) invariant can be obtained by counting the even or odd number of crossings of any arbitrary horizontal reference line. Fig. 3(b) gives the evolution lines of WCCs, in which the WCCs evolution curves cross an arbitrary reference line an odd number of times, yielding \( Z_2 = 1 \), in agreement with the spin-polarized edge states. In this case, the Fermi velocity \( v_F \) of the edge states was calculated to be 2.6 \( \times 10^5 \) m s\(^{-1}\), which is comparable to that of HgTe/CdTe QW,\(^{29,30}\) indicating that the counter-propagating edge states are indeed promising in experiments.

To better understand the band evolution process, we propose a brief schematic of atomic orbitals to interpret the experiments. To give a brief schematic of atomic orbitals to interpret the experiments.
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The \( Z_2 \) invariant can be obtained by counting the even or odd number of crossings of any arbitrary horizontal reference line. Fig. 3(b) gives the evolution lines of WCCs, in which the WCCs evolution curves cross an arbitrary reference line an odd number of times, yielding \( Z_2 = 1 \), in agreement with the spin-polarized edge states. In this case, the Fermi velocity \( v_F \) of the edge states was calculated to be 2.6 \( \times 10^5 \) m s\(^{-1}\), which is comparable to that of HgTe/CdTe QW,\(^{29,30}\) indicating that the counter-propagating edge states are indeed promising in experiments.

To better understand the band evolution process, we propose a brief schematic of atomic orbitals to interpret the band structure at the \( \Gamma \) point, as shown in Fig. 4. Considering that the states near the Fermi level are mainly from \( p \) orbitals, we neglected the effects of other orbitals, and summarized in three stages (I), (II), and (III). In stage (I) the film’s field makes the \( p \) orbitals near the Fermi level split into \( p_{xy} \) and \( p_z \) orbitals, due to the threefold axis symmetry, with \( p_z \) shifting downward with respect to degenerate \( p_{xy} \) orbitals. When considering the effects of chemical bonding in stage (II), both \( p_{xy} \) and \( p_z \) states split into the bonding and anti-bonding states, i.e., \( p_{xy} \) and \( p_{xy} \), as well as \( p_z \) and \( p_z \). If SOC is turned on, the strong SOC drives the exchange of \( p_{xy} \) and \( p_{xy} \) states at the Fermi level, leading to a clear band inversion, as illustrated in stage (III). Note that this mechanism is different from that seen in graphene,\(^{25,27}\) arsenene\(^{28}\) and Nb\(_2\)O\(_3\) monolayers\(^{28}\) where the SOC does not change the band order, instead only opening a sizable gap at the Fermi level.

Strain has been widely used in 2D materials to modulate their electronic and magnetic properties. Remarkably, non-trivial topological properties and phase transitions in 2D materials are generally sensitive to the lattice parameters. Thus, we explored how the electronic properties of this structure can be engineered using in-plane strain, since it is quite crucial to check the robustness of the topological phase against strain. Here, the strains can be expressed as \( \varepsilon = (a - a_0)/a_0 \) along the \( xy \) direction, where \( a_0 \) is the lattice constant of NaPbBi at the ground state. Fig. 5(b) displays the change trend of the band gap and topological phase transition with respect to strains. Note that the non-trivial topology is sensitive to applied strain, \( \varepsilon \), upon which the topological phase transition can be tuned efficiently. When under strain ranging from \(-4 \) to \( 12\% \), NaPbBi undergoes several topological phase transitions in the sequence: non-trivial topological semi-metal phase (\( <-1% \)) \( \rightarrow \) non-trivial topological insulating phase (\( 6-8\% \)). Obviously, the tunable range of the non-trivial topological phase is in the range of \(-4\% \) to \( 7\% \). The band structures with various applied strains are shown in Fig. 6(a). Such a strain induced topological phase transition in this structure greatly expands the potential use of NaPbBi in electronics and spintronics, and the tunability of the non-trivial band gap offers a promising route to engineering the topology using biaxial strain for the benefit of nanoelectronics.

Another prominent feature is Rashba SOC related to spin topology, unlike the systems with spatial inversion-symmetry. Fig. 5(a) displays the spin–orbit split momentum distribution that accompanies the antiparallel spin direction, indicating that the band splitting at the \( \Gamma \) point is Rashba-type. To give a better understanding of Rashba SOC splitting, we present the spin texture in the highest valence bands for NaPbBi in Fig. 7, where the spin components projected to the in-plane polarization are normal to \( k \) in the Brillouin zone. The RSS is characterized by the Rashba energy \( E_R \) and corresponding momentum.

\[ \frac{|R, n\rangle}{2\pi} \int_{-\pi}^{\pi} dk e^{-iK(R-x)}|\mu_{nk}\rangle \]  

(4)
offset $\Delta k_F$ away from the crossing point, which is illustrated in Fig. 5(a). From an estimation of $\Delta k_F$ and a fitting value of the effective mass, we found that the effective Rashba constant $\alpha_R = \hbar^2 \Delta k_F / m^*$ reaches a value as large as 0.18 eV Å$^{-1}$, larger than the results for InGaAs/GaAs quantum dots ($\alpha_R \approx 0.08$ to 0.12 eV Å$^{-1}$), or InGaAs/InAlAs quantum wells ($\alpha_R \approx 0.07$ eV Å$^{-1}$). More interestingly, the Rashba energy $E_R$ is tunable to a great extent by external in-plane strains. NaPbBi has an extremely large $E_R = 71$ meV under 1% pressure. The larger RSS of the electronic bands obtained here provides a chance for spintronic device applications without the magnetic field, for instance, in a spin field-effect transistor (FET). More interestingly, when moving around the Fermi surface, the spin orientation rotates simultaneously, forming a right-handed spin–orbit ring, which indicates the bulk nontrivial topology. Because the surface is very close to the Fermi level, it may be detected in future ARPES experiments.

To give a better understanding of the topological phase transition mechanism between the p orbits, we constructed an effective tight-binding (TB) model on the basis of $[p_x, p_y, p_z]$ and the second quantized representation can be expressed as

$$H = \sum_{i\alpha} \epsilon_i c_{i\alpha}^\dagger c_{i\alpha} + \sum_{ij\alpha\beta} t_{ij}^{\alpha\beta} (c_{i\alpha}^\dagger c_{j\beta} + \text{h.c.})$$

where $c_{i\alpha}$ and $c_{i\alpha}$ represent the creation and annihilation operators of an electron at the $\alpha$-orbit of the $i$th atom. $\epsilon_i$ is the on-site energy of the $i$th atom and $t_{ij}^{\alpha\beta}$ is the hopping amplitude between the $\alpha$th orbital of the $i$th atom and the $\beta$th orbital of the $j$th atom. Noticeably, this Hamiltonian model is quite different from the effective Hamiltonian that describes the electronic properties of hexagonal graphene, in which the effective low-energy spectrum is described by the outer $p_z$ atomic orbitals. The nearest-neighbor and the next-nearest-neighbor hopping terms are all used, which can be expressed by the following expressions:

$$\begin{align*}
t_{ij}^{\alpha\beta} &= V_{pp} \cos^2 \theta + V_{ppp} \sin^2 \theta \\
t_{ij}^{\alpha\beta} &= (V_{pp} - V_{ppp}) \cos \theta \sin \phi \\
t_{ij}^{\alpha\beta} &= (V_{pp} - V_{ppp}) \cos \theta \sin \gamma
\end{align*}$$

where $\theta, \phi,$ and $\gamma$ are the angles of the vector pointing from the $i$th atom to the $j$th atom with respect to the $x, y,$ and $z$ axes, respectively. As for the hopping parameters, the p-orbital interaction parameters at the nearest neighbor are set to $V_{pp} = 1.72$ eV and $V_{ppp} = -0.43$ eV for the $\sigma$ and $\pi$ orbitals, while the next-nearest-neighbor parameters are scaled by a factor of 0.45. Fig. 3(a) gives the calculated band structure in the absence of SOC, which is consistent with the DFT results. Noticeably, the low-energy bands near the Fermi level can be described well by the p-orbitals from Bi and Pb atoms, which significantly influence the electronic properties of NaPbBi.

To evaluate the effect of SOC in our TB calculations, we further considered an on-site term, expressed as

$$H_{SOC} = \lambda \langle \hat{\sigma} \cdot \hat{L} \rangle_{ab}$$

where $\hat{L}$ is the angular momentum operator, $\hat{\sigma}$ is the Pauli matrix, and $\lambda$ is the SOC strength of this structure. Our calculated results show that increasing SOC strength, $\lambda$, initially reduces the band gap at the $\Gamma$ point, which is consistent with the results of the DFT calculations. When $\lambda$ reaches 0.57 eV, the valence and conduction bands meet at a single point, at the $\Gamma$ point, resulting in complete band-gap closure. Increasing $\lambda$ further reopens the band gap and eventually produces a nontrivial band structure. Obviously, it is the SOC effect that leads to a trivial–non-trivial topological phase transition.

Tuning the electronic properties of 2D materials is crucial for their applications in opto-electronic and spintronic devices. Heterostructures have been widely used in conventional semiconductors for achieving versatile electronic properties. For the development of future 2D materials, van der Waals (vdW) heterostructures have been recognized as among the most promising candidates and field-effect transistors and memory cells made of TMD/graphene heterostructures have been

---

**Fig. 6** (a-i) and (a-ii) Calculated PBE band structures (blue line) of NaPbBi under strains of $-4\%$, 0, $+4\%$, $+8\%$, and $+12\%$, respectively. (b) The band structures with HSE06 (red line) of the NaPbBi crystal.

**Fig. 7** Spin texture in the highest valence bands for the NaBiPb monolayer. Arrows refer to the in-plane orientation of the spins, and the background color denotes the $z$ component of the spins.
reported. Additionally, the topological properties of germanene on MoS$_2$ and those of stanene on InSe, Ge(111), and H-passivated SiC have been reported. To utilize the non-trivial topological properties of the 2D NaPbBi in the honeycomb structure, we selected $3 \times 3$ MoS$_2$ as a substrate to construct a NaPbBi/MoS$_2$ heterostructure (HTS), as illustrated in Fig. 8(a) and (b). After careful structural optimization, the distance ($d$) between adjacent layers is 3.782 Å, with the binding energy being $-0.71$ eV, suggesting a typical vdW HTS. Fig. 8(c) displays the corresponding band structures with and without SOC, respectively. Note that a few bands appear within the bulk gap of the MoS$_2$ substrate around the Fermi level, which is mainly contributed by NaPbBi according to wave-function analysis. By projecting Bloch wave functions onto the atomic orbitals of 2D NaPbBi, Bloch states contributed by the p$_x$ and p$_z$ orbitals are visualized by blue and red dots, respectively. Obviously, this SOC-induced band gap is topologically non-trivial as illustrated by the band inversion, thus NaPbBi is a robust 2D TI supported on a MoS$_2$ substrate.

4. Conclusions

Based on first-principles calculations, we propose new 2D NaXBi ($X =$ Sn/Pb) films, which can be exfoliated from their bulk NaXBi forms. The phonon spectra and ab initio molecular dynamic simulations show that both films have high thermodynamic stability and their 2D lattices can be retained at temperatures up to 300 K. The spin-polarized calculations indicate that 2D NaSnBi is a trivial insulator in its ground state, while NaPbBi turns into a 2D TI with a gap as large as 0.35 eV at the $\Gamma$ point, which is important for the practical realization of QSHE working at room temperature. The non-trivial band topology, induced via p$_{xy}$-p$_z$ band inversion, is confirmed by the calculated $Z_2$ index and helical edge states. Unlike 2D Bi(111) or BiX ($X =$ H, F, Cl) films, the inversion-symmetry breaking in these films gives rise to a sizable Rashba splitting energy of 64 meV, which can further be engineered in a range of strains ($-1$ to $7\%$). Our work provides new strategies to obtain desired 2D films for spintronic devices at room temperature.
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