Optimal Resource Allocation for Joint Sensing and Communication: Multiple Targets and Clutters

Ali Kariminezhad, Student Member, IEEE, Soheil Gherekhloo, Member, IEEE, and Aydin Sezgin, Senior Member, IEEE

Abstract—We study a contactless target probing based on stimulation by a radio frequency (RF) signal. The transmit signal is dispatched from a transmitter equipped with a two-dimensional antenna array. Then, the reflected signal from the targets are received at multiple distributed sensors. The observation at the sensors are amplified and forwarded to the fusion center. Afterwards, the fusion center performs space-time post processing to extract the maximum common information between the received signal and the targets impulse responses. Optimal power allocation at the transmitter and amplification at the sensors is investigated. The sum-power minimization problem turns out to be a non-convex problem. We propose an efficient algorithm to solve this problem iteratively. By exploiting maximum-ratio transmission (MRT), maximum-ratio combining (MRC) of space-time received signal vector is the optimal receiver at sufficiently low signal-to-interference-plus-noise-ratio (SINR). However, zero-forcing (ZF) at the fusion center outperforms MRC at higher SINR demands.

I. INTRODUCTION

Environment sensing for the aim of targets’ material characterization requires efficient system design and parameter estimation. Targets to be identified can be classified into two categories, namely, active signal sources and passive objects. Assuming active signal sources, the signals are detected by multiple sensors, which is then forwarded to a fusion center for joint processing. The authors in [1], [2] provide analytical solution for the power allocation at the sensors under sensor sum-power and individual power constraint. Furthermore, a similar system is investigated in [3]–[6] from different perspectives including localization, scheduling and energy harvesting. In contrary to active signal sources, passive targets are silent, hence they require stimulation by external signal sources to be activated. The systems that deal with passive targets are known as radar systems. These systems can be designed to be collocated, i.e., the transmitter and received are embedded in a single device. The authors in [7] study the optimal waveform design in a collocated multi-input multi-output (MIMO) system with a single extended target. In that work, the mutual information between the transmit and received signals is maximized. Moreover, they study the waveform design for minimizing the mean-squared of the channel estimation error. Moreover, the authors in [8] study similar problem assuming multiple extended targets. For distributed transceivers, the authors in [9] study the optimal waveform design that maximizes the so-called Bhattacharyya distance. That work mainly focuses on single-target detection in a single-clutter environment.

Having multiple targets and clutters in the sensing environment, in this paper, a radar system is exploited for material characterization purposes. This characterization can be fulfilled by estimating the second-order moment of the materials. We address this radar system system by utilizing a two-dimensional multi-antenna transmitter which pre-processes the signal given the position of the objects in the sensing environment. This design allows three-dimensional beamforming which has been shown to be beneficial [10]–[14]. Here, we assume that the position of the objects are known. Having this information by, for instance, the methods in [15] and the references therein for localization problems, the dispatched signal power at the objects surface is maximized by transmitting in the direction of their steering vectors. The incident signal in then reflected by the objects in the environment. Sensing the response of the objects in a particular spectrum can help classifying the material of the objects. For instance, in photo-acoustic imaging, the target is stimulated at a very high frequency range [16]–[13]. However, the reflection by the targets over the same transmit signal spectrum can also be helpful for identification purposes. Therefore at the same frequency spectrum, the reflected signal from the objects are sensed, amplified at multiple sensors, and then forwarded to the central processing unit which is referred to as fusion...
center. The fusion center is equipped with multiple single-antenna baseband units with high capacity links. The receive antennas at the fusion center observe the noisy version of the forwarded signals from the sensors, Fig. 1. Then, the fusion center performs post-processing for target response detection. For this purpose, we minimize the transmit power and sensor amplification under received signal-to-interference-plus-noise ratio (SINR) constraint. This problem turns out to be a signomial program, which is essentially a non-convex problem. We exploit an efficient algorithm to obtain a good sub-optimal solution iteratively.

II. SYSTEM MODEL

We consider a sensing environment with \( N \) targets of interest and \( N' \) clutters, i.e., \( N + N' \) objects in total. The RF signal from a single multi-antenna transmitter with a \( M \times M' \) planar antenna array stimulates the objects in the sensing environment, where there is a line-of-sight (LoS) between the transmitter and objects. We assume that, the transmit antennas are equi-distantly (uniform linear array) positioned in two-dimensional Cartesian basis dimensions. Here we consider the antenna at the center of coordinates as the reference antenna. By assuming half-wavelength distance between horizontal and vertical antenna elements, we obtain the steering vector corresponding to the object \( i \) as

\[
a_i = [1, \ldots , e^{j\pi (m \sin \theta \sin \phi + m' \cos \phi)}, \ldots , e^{j\pi ((M-1) \sin \theta \sin \phi + (M'-1) \cos \phi)}]^T \in \mathbb{C}^{MM'},
\]

where \( m \in \{0, \ldots , M-1\} \) and \( m' \in \{0, \ldots , M'-1\} \). Notice that the azimuth and elevation angles of the object \( i \) are represented by \( \theta_i \) and \( \delta_i \), respectively. Now, having the steering vectors of the targets, the transmit signal is formed as \( s = \sum_{j=1}^{N} u_j d_j \), where \( u_j \in \mathbb{C}^{MM'} \) specifies the beam direction towards \( j \)th target and \( d_j \) is the transmit symbol to the \( j \)th target. The corresponding allocated power to the \( j \)th target is represented by \( p_j = \mathbb{E} \{ |d_j|^2 \} \). Now, the reflected signals from the objects are given by

\[
x_i = a_i^H s l_i, \quad \forall i \in \{N \cup N'\},
\]

where \( N \) and its complement \( N' \) are the sets of targets and clutters, respectively, i.e., \( N = \{1, \ldots , N\} \) and \( N' = \{N + 1, \ldots , N + N'\} \). Moreover, the response of object \( i \) for the incident RF signal is represented by \( l_i \). Here, we assume that this response is a random variable with Gaussian distribution. Therefore, estimating the second-order moment \( \mathbb{E} \{ |l_i|^2 \} \), \( \forall i \) helps classifying the objects. Now the signal \( x_i \), \( \forall i \) is sensed by \( K \) distributed sensors, see Fig. 1. Then, the received signal at the \( k \)th sensor is given by

\[
y_k = \sum_{i=1}^{N+N'} g_{ik} x_i + n_k, \quad \forall k \in K = \{1, \ldots , K\},
\]

where \( g_{ik} \in \mathbb{C} \) is the channel from object \( i \) towards sensor \( k \) and \( n_k \in \mathbb{C} \) is the additive receiver noise at the sensor \( k \). Here, we assume that the noise at all sensors follow identical and independent zero-mean Gaussian distribution. Moreover, the noise variance at the sensor \( k \) is given by \( \sigma_k^2 \). The signal is amplified at the sensors and forwarded to the fusion center in different time slots. Then, the post-processed received signal at the fusion center over \( R \) antennas and \( K \) time instants is written as

\[
z = V^H \left( \sum_{i=1}^{N+N'} \sqrt{\delta_i} l_i w_i + n' \right),
\]

where \( V \in \mathbb{C}^{KR \times N} \) is the post processing matrix. Notice that \( V = [v_1, \ldots , v_N] \), where \( v_j, \forall j \in N, \) is the \( j \)th target post processing vector. Moreover, the power of the signal received at target \( i \) is represented by \( \delta_i = \mathbb{E} \{ |a_i^H s|^2 \} \). The vectors \( w_i \) and \( n' \) are the equivalent channel and noise vectors which are defined as

\[
w_i = \left[ \sqrt{\alpha_1} g_{i1} f_1^T \ldots \sqrt{\alpha_K} g_{iK} f_K^T \right]^T,
\]

\[
n' = \left[ \sqrt{\alpha_1} g_{K1} f_1^T \ldots \sqrt{\alpha_K} g_{KK} f_K^T \right]^T + n_0,
\]

where \( \alpha_k \) is the amplification factor at the \( k \)th sensor and \( f_k \in \mathbb{C}^R, \forall k \in K \) is the communication channel from \( k \)th sensor to the fusion center. Note that, \( n_0 \in \mathbb{C}^{KR} \) is the zero-mean Gaussian noise at the fusion center with \( R \) antennas over \( K \) time slots with the covariance matrix \( \sigma_0^2 \mathbf{I} \).

In what follows, we assume that the steering vectors corresponding with the targets are known at the transmitter, i.e., \( a_i, \forall i \in N \). Whereas, the following knowledge is known at the fusion center, 1) \( a_i, \forall i \in N \cup N' \), 2) \( g_{ik}, \forall i \in N \cup N', k \in K \), 3) \( f_k, \forall k \in K \). In the next sections we discuss the pre- and post-processing schemes exploited at the transmitter and the fusion center, respectively.

A. Pre-processing

Given the steering vectors of the targets at the transmitter, maximum ratio transmission (MRT) is the optimal scheme. In MRT, the transmit directions toward the \( j \)th target \( (j \in N) \) is adjusted to the corresponding steering vectors, i.e., \( a_j \). Hence,\n
\[
u_j = \frac{a_j}{||a_j||} = \frac{1}{\sqrt{MM'}} a_j.
\]

Utilizing this filter at the transmitter the received signal power at \( i \)th object (either a target or a clutter) is written as

\[
d_j = M'M p_j + \sum_{i=1}^{N} p_i a_i^H u_i u_i^H a_j \quad j \in N,
\]

\[
d_j = \sum_{i=1}^{N} p_i a_i^H u_i u_i^H a_j, \quad \forall j \in N',
\]

where \( M'M' \) is the antenna gain for the \( j \)th target.
B. Post-processing

As can be noticed from (4), the post-processed signal includes both desired and interference components. This can be seen by

$$z_j = v_j^H (\sqrt{\delta_i l_i} w_j + \sum_{i \neq j} \sqrt{\delta_i l_i} w_i + n_j), \forall j \in \mathcal{N},$$  

(10)

where the $j$th column of the post-processing matrix $V$ is denoted by $v_j \in \mathbb{C}^{K \times 1}$. Now, the post-processing filters, power allocation per target and signal amplification at the sensors need to be designed to guarantee a certain threshold is differentiating the targets $l_j, \forall j \in \mathcal{N}$. Here, mutual information is exploited as the information measure as $I(z_j; l_j) = \log_2 (1 + \rho_j), \forall j \in \mathcal{N}$, where $\rho_j$ is the SINR corresponding with $j$th target. Here, mutual information is a monotonically increasing function in $\rho_j$. We formulate the SINR for target $j$ as $\rho_j = \delta_k Q_j \nu_j w_j \nu_j^H w_j$, $\forall j \in \mathcal{N}$, where the interference and noise variances are

$$\Sigma_{j\text{int}} = v_j^H \sum_{i \neq j} \delta_i Q_i \nu_i \nu_i^H v_j,$$

$$\Sigma_{j\text{nu}} = v_j^H A_n v_j, \Sigma_{j\text{nu}} = \sigma_n^2 ||v_j||^2,$$

(11)

(12)

respectively. The equivalent sensor noise covariance matrix observed in decoding the information of the $j$th target is denoted by $A_n \in \mathbb{C}^{K \times 1}$, which is a block diagonal matrix with the $\delta$th block represented by $\alpha_k \delta_n^2 \nu_k \nu_k^H$. Now, given MRT at the transmitter, we consider following signal combining strategies at the fusion center, A) maximum-ratio combining (MRC): maximizes signal-to-noise ratio (SNR), B) zero-forcing (ZF): maximizes signal-to-interference ratio (SIR). In what follows we discuss these schemes.

1) Maximum-ratio combining: Assuming MRC at the fusion center, the following signal combining vector maximizes SNR, $v_j^{\text{MRC}} = w_j, \forall j \in \mathcal{N}$, which is less complex for practical implementations, however does not consider the destructive effect of interference in the signal combining phase. Utilizing MRC, we will minimize the sum transmit power plus sum power amplification at the sensors jointly.

2) Zero-forcing: Here, we enforce the interference to zero while decoding the signal of $j$th target. This can be done in space-time by $v_j^{\text{ZF}} = \text{null}(w_1, w_{j+1}, w_{j+2}, \ldots, w_{N+N^c})$, where ZF combining vector spans the null-space of the interference dimensions. However, the optimal combining vector in this null-space for the $j$th target is the null column of $V^{\text{ZF}} = W (W^H W)^{-1}$, where $W = [w_1, w_{N+N^c}]$.

III. OPTIMIZATION PROBLEM

In this section, we formulate sum-power minimization problems under target SINR constraints. Exploiting maximum-ratio transmission (MRT) at the transmitter and maximum-ratio combining (MRC) at the fusion center, the sum transmit power plus sum power amplification minimization problem is formulated as

$$\min_{p_j, \alpha_k, \forall j, k} \sum_{j=1}^N p_j + \sum_{k=1}^K \alpha_k$$

subject to $p_j \geq \psi_j$, $\forall j \in \mathcal{N}$, $\sum_{j=1}^N p_j \leq P_{\text{max}}$, $\alpha_k \leq \alpha_{\text{max}}$, $\forall k$, $\forall \psi_j \in \mathbb{Z}$.

Here, we assume the thermal noise variance at the fusion center and sensors are equal, i.e., $\sigma_n^2 = \sigma_n^2, \forall k$. Having the SINR for the $j$th target, the constraint (13a) can be reformulated as

$$\psi_j (\Sigma_{j\text{int}} + \Sigma_{j\text{nu}} + \Sigma_{j\text{bin}}) \leq 1,$$  

(19)

where $\Sigma_{j\text{int}}, \Sigma_{j\text{nu}},$ and $\Sigma_{j\text{bin}}$ are polynomials and $\Sigma_{j\text{int}}$ is a signomial, in general.

**Lemma 1.** $\Sigma_{j\text{int}}$ is a posynomial if the following constraint holds, $(\forall i \neq j, \forall k \neq l, \forall \psi \in \mathbb{Z})$

$$2\psi \frac{\pi}{2} \leq \cos (\angle g_{jk} g^*_l g_{ik} g_{il}) \leq 2\psi + \frac{\pi}{2}.$$

**Proof.** The expression in (16) is rewritten as

$$\sum_{i \neq j} \delta_i Q_i \sum_{k=1}^K \alpha_k ||f_k||^2 g_{jk} g^*_{lk} \sum_{l=1}^K \alpha_l ||f_l||^2 g^*_{il} g_{il},$$

(21)

where we define the expression in the braces as $\Gamma(\alpha)$, with $\alpha = [\alpha_1, \ldots, \alpha_K]$. Notice that, $\Gamma(\alpha)$ is the summation of $K^2$
monomial functions. The monomials corresponding with \( k = \ell \) have real positive values, since \( g_{jk}g_{\ell k}^*g_{\ell j}g_{\ell j} = |g_{jk}|^2|g_{\ell k}|^2 \geq 0 \). The monomials corresponding with \( k \neq \ell \) are
\[
\alpha_k \alpha_l \| f_k \|^2 \| f_l \|^2 (g_{jk}g_{\ell k}^*g_{\ell j}g_{\ell j} + g_{jk}^*g_{\ell k}g_{\ell j}g_{\ell j})^2, \\
= 2\alpha_k \alpha_l \| f_k \|^2 \| f_l \|^2 \Re \{g_{jk}g_{\ell k}^*g_{\ell j}g_{\ell j}\},
\] (22)
which do not necessarily yield a positive value. Hence, \( \Sigma_{jm} \) is a signomial function in \( p_j \forall j \in \mathbb{N} \) and \( \alpha_k, k \in K \). The expression (22) is positive if
\[
2\psi \pi - \frac{\pi}{2} \leq \cos (\angle g_{jk}g_{\ell k}^*g_{\ell j}g_{\ell j}) \leq 2\psi \pi + \frac{\pi}{2}, \forall \psi \in \mathbb{Z}
\] (23)

Here, we consider the general case where \( \Sigma_{jm} \) is a signomial function. In general, the expression in (16) can be reformulated as the difference of two posynomials as \( \Sigma_{jm} = \Sigma_{jm}^{(1)} - \Sigma_{jm}^{(2)} \). Hence, the inequality constraint (19), we obtain
\[
\psi_j \frac{\Sigma_{jm}^{(1)} + \Sigma_{js} + \Sigma_{jm}^{(2)}}{\Sigma_{jm} + \psi_j \Sigma_{jm}^{(2)}} \leq 1, \forall j \in \mathbb{N}.
\] (24)

The left hand-side of the inequality constraint (24) is the division of posynomials, which can not be converted to a convex function. Problem (13) is a signomial program (SP) (19), which can be converted to a complementary geometric program (GP). This program allows upperbound constraint on the division of two posynomials. The denominator of (24) is approximated by a monomial function (known as condensation method (20)) based on the following lower-bound \( \sum_k c_k \mu_k \geq \prod_k \mu_k^{c_k} \), which states the relationship between arithmetic and geometric mean. This lower-bound on the denominator of (24) operates as an upper-bound on the whole expression. By defining \( \mu_k = c_k \mu_k \) we get
\[
\sum_k \mu_k \geq \prod_k \left( \frac{\mu_k}{c_k} \right)^{c_k}.
\] (25)

Now, we utilize this inequality in the SINR constraints of the \( j \)th target in (24). The denominator of (24) is rewritten as the summation of monomials by
\[
\Sigma_{jD} = \Sigma_{jm} + \psi_j \Sigma_{jm}^{(2)} = \sum_{k=1}^{K+K'} \hat{\mu}_{jk} \psi,
\] (26)
where \( \hat{\mu}_{jk} \) are the individual monomials. Furthermore, \( K' \) is the number of monomials that the posynomial \( \Sigma_{jm}^{(2)} \) consists of, which can be quantified according to lemma 1. Then from (25) and (26),
\[
\Sigma_{jD} = \sum_{k=1}^{K+K'} \hat{\mu}_{jk} \geq \prod_{k=1}^{K+K'} \left( \frac{\hat{\mu}_{jk}}{c_{jk}} \right)^{c_{jk}} = \hat{\Sigma}_{jD} (c_{jk}),
\] (27)
where \( \hat{\Sigma}_{jD} \) is a function of \( c_{jk} \), which need to be optimized to fulfill the inequality with equality. For that, \( c_{jk} \) must be a function of \( \alpha_k, \forall k \) as \( c_{jk} = \frac{\mu_k}{\hat{\Sigma}_{jD}} \). Due to the inter-dependency of the optimization parameters, we optimize \( \alpha_k, \forall k \) and \( c_{jk} \) successively in an iterative fashion. That means, \( c_{jk}, \forall j, k \) is optimized for the current iteration based on the solution of \( \hat{\mu}_{jk} \) in the previous iteration. Notice that the lower-bound in (27) is the approximation of \( \Sigma_{D} \) around any feasible \( \alpha_k, \forall k \), though sub-optimal. Hence, by improving \( \alpha_k \forall k \) and \( p_j \forall j \in \mathbb{N} \) at each iteration, the approximation around it (defined by \( c_{jk} \)) is utilized for the next iteration. The convergence of the algorithm is numerically illustrated in section IV.

IV. NUMERICAL RESULTS

In this section, we provide the simulation results for a two-target single-clutter environment, i.e., \( N = 2, N' = 1 \). The number of antennas at the transmitter is assumed to be 4, i.e., \( M = 2 \) and \( M' = 2 \) (two antennas per dimension). The fusion center is equipped with 10 antennas, i.e., \( R = 10 \).

We assume 2 targets are at the azimuth and elevation angles \( \theta = [20 45], \phi = [40 30] \), respectively. Moreover, there exists a single clutter at the azimuth \( \theta = 70 \) and elevation \( \phi = 85 \). Furthermore, the sensors maximum amplification factor is assumed to be equal to 2, i.e., \( \alpha_{\text{max}} = 2 \). The noise variance at the sensors and fusion center are assumed to be equal to 0.5, i.e., \( \sigma_{\text{N}}^2 = 0.5, \forall k \).

Considering MRC at the receiver, the sum-power minimization problem is solved iteratively under per-target SINR constraints. This problem is a signomial program, which is turned to a geometric program and solved iteratively until convergence. The convergence of the algorithm for joint transmit power and sensor amplification minimization problem is depicted in Fig. 2(a) where we observe the fast convergence. Assuming maximum amplification at the sensors, the transmit power minimization problem is also a signomial problem, which is treated similarly. The minimum sum-power consumption for this case (maximum amplification) is compared to the case with optimal amplification in Fig. 2(b). With maximum amplification at the sensors, MRC is compared with ZF in Fig. 2(b).

In this figure, we observe that MRC is optimal when the SINR demands are sufficiently low. However, ZF outperforms MRC as the interference increases, hence, it is efficient to zero force the interference. Intuitively, by zero-forcing processing at the fusion center, interference-free signaling dimensions becomes less than the number of available dimensions \( K \cdot R \). This is due to reserving \( N + N' - 1 \) dimension for null steering. This leaves us with \( K \cdot R - N + N' - 1 \) signaling dimensions. Therefore, comparing ZF and MRC we notice the trade-off between sacrificing some dimensions in expense of obtaining interference-free dimensions, and utilizing all dimensions.
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