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Abstract

This paper presents a new method of developing a large-scale hyponymy relation database by combining Wikipedia and other Web documents. We attach new words to the hyponymy database extracted from Wikipedia by using distributional similarity calculated from documents on the Web. For a given target word, our algorithm first finds k similar words from the Wikipedia database. Then, the hypernyms of these k similar words are assigned scores by considering the distributional similarities and hierarchical distances in the Wikipedia database. Finally, new hyponymy relations are output according to the scores. In this paper, we tested two distributional similarities. One is based on raw verb-noun dependencies (which we call “RVD”), and the other is based on a large-scale clustering of verb-noun dependencies (called “CVD”). Our method achieved an attachment accuracy of 91.0% for the top 10,000 relations, and an attachment accuracy of 74.5% for the top 100,000 relations when using CVD. This was a far better outcome compared to the other baseline approaches. On the other hand, reliable distributional similarity can be calculated using a large number of documents on the Web. In this paper, we combine the advantages of these two resources.

Using distributional similarity, our algorithm first computes k similar words for a target word. Then, each k similar word assigns a score to its ancestors in the hierarchical structures of the Wikipedia relation database. The hypernym that has the highest score for the target word is selected as the hypernym of the target word. Figure 1 is an overview of the proposed approach.

In the experiment, we extracted hypernyms for approximately 670,000 target words that are not included in the Wikipedia relation database but are found on the Web. We tested two distributional similarities: one based on raw verb-noun dependencies (RVD) and the other based on a large-scale clustering of verb-noun dependencies (CVD). The experimental results showed that the proposed methods were more effective than the other baseline approaches. In addition, we confirmed that most of the relations extracted by our method cannot be extracted merely by applying the well-known lexico-syntactic patterns to Web documents.

1 Introduction

Large-scale taxonomies such as WordNet (Fellbaum 1998) play an important role in information extraction and question answering. However, extremely high costs are borne to manually enlarge and maintain such taxonomies. Thus, applications using these taxonomies tend to face the drawback of data sparseness. This paper presents a new method for discovering a large set of hyponymy relations. Here, a word X is regarded as a hypernym of a word Y if Y is a kind of X or Y is an instance of X. We are able to generate large-scale hyponymy relations by attaching new words to the hyponymy database extracted from Wikipedia (referred to as “Wikipedia relation database”) by using distributional similarity calculated from Web documents. Relations extracted from Wikipedia are relatively clean. On the other hand, reliable distributional similarity can be calculated using a large number of documents on the Web. In this paper, we combine the advantages of these two resources.

Using distributional similarity, our algorithm first computes k similar words for a target word. Then, each k similar word assigns a score to its ancestors in the hierarchical structures of the Wikipedia relation database. The hypernym that has the highest score for the target word is selected as the hypernym of the target word. Figure 1 is an overview of the proposed approach.

In the experiment, we extracted hypernyms for approximately 670,000 target words that are not included in the Wikipedia relation database but are found on the Web. We tested two distributional similarities: one based on raw verb-noun dependencies (RVD) and the other based on a large-scale clustering of verb-noun dependencies (CVD). The experimental results showed that the proposed methods were more effective than the other baseline approaches. In addition, we confirmed that most of the relations extracted by our method could not be extracted using the lexico-syntactic pattern-based method.

In the remainder of this paper, we first intro-

1 In this paper, we use the term “word” for both “a single-word word” and “a multi-word word.”
duce some related works in Section 2. Section 3 describes the Wikipedia relation database. Section 4 describes the distributional similarity calculated by the two methods. In Section 5, we describe a method to discover an appropriate hypernym for each target word. The experimental results are presented in Section 6 before concluding the paper in Section 7.

2 Related Works

Most previous researchers have relied on lexico-syntactic patterns for hyponymy acquisition. Lexico-syntactic patterns were first used by Hearst (1992). The patterns used by her included “NP₀ such as NP₁,” in which NP₀ is a hypernym of NP₁. Using these patterns as seeds, Hearst discovered new patterns by which to semi-automatically extract hyponymy relations. Pantel et al. (2004a) proposed a method to automatically discover the patterns using a minimal edit distance. Ando et al. (2003) applied predefined lexico-syntactic patterns to Japanese news articles. Snow et al. (2005) generalized these lexico-syntactic pattern-based methods by using dependency path features for machine learning. Then, they extended the framework such that this method was capable of making use of heterogenous evidence (Snow et al. 2006). These pattern-based methods require the co-occurrences of a target word and the hypernym in a document. It should be noted that the requirement of such co-occurrences actually poses a problem when we extract a large set of hyponymy relations since they are not frequently observed (Shinzato et al. 2004, Pantel et al. 2004b).

Clustering-based methods have been proposed as another approach. Caraballo (1999), Pantel et al. (2004b), and Shinzato et al. (2004) proposed a method to find a common hypernym for word classes, which are automatically constructed using some measures of word similarities or hierarchical structures in HTML documents. Etzioni et al. (2005) used both a pattern-based approach and a clustering-based approach. The required amount of co-occurrences is significantly reduced due to class-based generalization processes. Note that these clustering-based methods obtain the same hypernym for all the words in a particular class. This causes a problem for selecting an appropriate hypernym for each word in the case when the granularity or the construction of the classes is incorrect. Figure 2 shows the drawbacks of the existing approaches. Ponzetto et al. (2007) and Sumida et al. (2008) proposed a method for acquiring hyponymy relations from Wikipedia. This Wikipedia-based approach can extract a large volume of hyponymy relations with high accuracy. However, it is also true that this approach does not account for many words that usually appear in Web documents; this could be because of the unbalanced topics in Wikipedia or merely because of the incomplete coverage of articles on Wikipedia. Our method can target words that frequently appear on the Web but are not included in the Wikipedia relation database, thus making the results of the Wikipedia-based approach richer and more balanced. Our approach uses distributional similari-

![Figure 1: Overview of the proposed approach.](image-url)
ty, which is computed based on the noun-verb dependency profiles on the Web. The use of distributional similarity resembles the clustering-based approach; however, our method can select a hypernym for each word independently, and it does not suffer from class granularity mismatch or the low quality of classes. In addition, our approach exploits the hierarchical structures of the Wikipedia hypernym relations.

3 Wikipedia Relation Database

Our Wikipedia relation database is based on the extraction method of Sumida et al. (2008). They proposed a method of automatically acquiring hyponymy relations by focusing on the hierarchical layout of articles on Wikipedia. By way of an example, Figure 3 shows part of the source code clipped from the article titled “Penguin.” An article has hierarchical structures composed of titles, sections, itemizations, etc. The entire article is divided into sections titled “Anatomy,” “Mating habits,” “Systematics and evolution,” “Penguins in popular culture,” and so on. The section “Systematics and evolution” has a subsection “Systematics,” which is further divided into “Aptenodytes,” “Eudyptes,” and so on. Some of these section-subsection relations can be regarded as valid hyponymy relations. In this article, relations such as the one between “Aptenodytes” and “Emperor Penguin” and that between “Book” and “Penguins of the World” are valid hyponymy relations.

First, Sumida et al. (2008) extracted hyponymy relation candidates from hierarchical structures on Wikipedia. Then, they selected proper hyponymy relations using a support vector machine classifier. They used several kinds of features for the hyponymy relation candidate, such as a POS tag for each word, the appearance of morphemes of each word, the distance between two words in the hierarchical structures of Wikipedia, and the last character of each word. As a result of their experiments, approximately 2.4 million hyponymy relations in Japanese were extracted, with a precision rate of 90.1%.

Compared to the traditional taxonomies, these extracted hyponymy relations have the following characteristics (Fellbaum 1998, Bond et al. 2008).

(a) The database includes a more extensive vocabulary.
(b) The database includes a large number of named entities.

Popular Japanese taxonomies GoiTaikei (Ikehara et al. 1997) and Bunrui-Goi-Hyo (1996) contain approximately 300,000 words and 96,000 words, respectively. In contrast, the extracted hyponymy relations contain approximately 1.2 million hyponyms and are undoubtedly much larger than the existing taxonomies. Another difference is that since Wikipedia covers a large number of named entities, the extracted hyponymy relations also contain a large number of named entities.

Note that the extracted relations have a hierarchical structure because one hypernym of a certain word may also be the hyponym of another hypernym. However, we observed that the depth of the hierarchy, on an average, is extremely shallow. To make the hierarchy appropriate for our method, we extended these into a deeper hierarchical structure. The extracted relations include many compound nouns as hypernyms, and we decomposed a compound noun into a sequence of nouns using a morphological analyzer. Since Japanese is a head-final language, the suffix of a noun sequence becomes the hypernym of the original compound noun if the suffix forms another valid compound noun. We extracted suffixes of compound nouns and manually checked whether they were valid compound nouns; then, we constructed a hierarchy of compound nouns. The hierarchy can be extended such that it includes the hyponyms of the original hypernym and the resulting hierarchy constitutes a hierarchical taxonomy. We use this hierarchical taxonomy as a target for expansion.2

2 Note that this modification was performed as part of another project of ours aimed at constructing a large-scale and clean hypernym knowledge base by human annotation. We do not think this cost is directly relevant to the method proposed here.
4 Distributional Similarity

The distributional hypothesis states that words that occur in similar contexts tend to be semantically similar (Harris 1985). In this section, we first introduce distributional similarity based on raw verb-noun dependencies (RVD). To avoid the sparseness problem of the co-occurrence of verb-noun dependencies, we also use distributional similarity based on a large-scale clustering of verb-noun dependencies (CVD).

In the experiment mentioned in the following section, we used the TSUBAKI corpus (Shinzato et al. 2008) to calculate distributional similarity. This corpus provides a collection of 100 million Japanese Web pages containing $6 \times 10^9$ sentences.

4.1 Distributional Similarity Based on RVD

When calculating the distributional similarity based on RVD, we use the triple $\langle v, rel, n \rangle$, where $v$ is a verb, $n$ is a noun phrase, and $rel$ stands for the relation between $v$ and $n$. In Japanese, a relation $rel$ is represented by postpositions attached to $n$ and the phrase composed of $n$ and $rel$ modifies $v$. Each triple is divided into two parts. The first is $\langle v, rel \rangle$ and the second is $n$. Then, we consider the conditional probability of occurrence of the pair $\langle v, rel \rangle$: $P(\langle v, rel \rangle | n)$. $P(\langle v, rel \rangle | n)$ can be regarded as the distribution of the grammatical contexts of the noun phrase $n$. The distributional similarity can be defined as the distance between these distributions. There are several kinds of functions for evaluating the distance between two distributions (Lee 1999). Our method uses the Jensen-Shannon divergence. The Jensen-Shannon divergence between two probability distributions, $P(\cdot | n_1)$ and $P(\cdot | n_2)$, can be calculated as follows:

$$D_{JS}(P(\cdot | n_1) \parallel P(\cdot | n_2)) = \frac{1}{2} D_{KL}(P(\cdot | n_1) \parallel \frac{P(\cdot | n_1) + P(\cdot | n_2)}{2}) + D_{KL}(P(\cdot | n_2) \parallel \frac{P(\cdot | n_1) + P(\cdot | n_2)}{2}),$$

where $D_{KL}$ indicates the Kullback-Leibler divergence and is defined as follows:

$$D_{KL}(P(\cdot | n_1) \parallel P(\cdot | n_2)) = \sum_{\cdot} P(\cdot | n_1) \log \frac{P(\cdot | n_1)}{P(\cdot | n_2)}.$$ 

Finally, the distributional similarity between two words, $n_1$ and $n_2$, is defined as follows:

$$\text{sim}(n_1, n_2) = 1 - D_{JS}(P(\cdot | n_1) \parallel P(\cdot | n_2)).$$

This similarity assumes a value from 0 to 1. If two words are similar, the value will be close to 1; if two words have entirely different meanings, the value will be 0.

In the experiment, we used 1,000,000 noun phrases and 100,000 pairs of verbs and postpositions to calculate the probability $P(\langle v, rel \rangle | n)$ from the dependency relations extracted from the above-mentioned Web corpus (Shinzato et al. 2008). The probabilities are computed using the following equation by modifying for the frequency using the log function:

$$P(\langle v, rel \rangle | n) = \frac{\log(f(\langle v, rel, n \rangle)) + 1}{\sum_{\langle v, rel \rangle \in D} \log(f(\langle v, rel, n \rangle)) + 1}$$

if $f(\langle v, rel, n \rangle) > 0$,

where $f(\langle v, rel, n \rangle)$ is the frequency of a triple $\langle v, rel, n \rangle$ and $D$ is the set defined as $\{ \langle v, rel \rangle \mid f(\langle v, rel, n \rangle) > 0 \}$. In the case of $f(\langle v, rel, n \rangle) = 0$, $P(\langle v, rel \rangle | n)$ is set to 0.

Instead of using the observed frequency directly as in the usual maximum likelihood estimation, we modified it as above. Although this might seems strange, this kind of modification is common in information retrieval as a term weighing method (Manning et al. 1999) and it is also applied in some studies to yield better word similarities (Terada et al. 2006, Kazama et al. 2009). We also adopted this idea in this study.

4.2 Distributional Similarity Based on CVD

Rooth et al. (1999) and Torisawa (2001) showed that EM-based clustering using verb-noun dependencies can produce semantically clean noun clusters. We exploit these EM-based clustering results as the smoothed contexts for noun $n$. In Torisawa’s model (2001), the probability of occurrence of the triple $\langle v, rel, n \rangle$ is defined as follows:

$$P(\langle v, rel, n \rangle) = \sum_{a \in A} P(\langle v, rel \rangle | a) P(n | a) P(a),$$

where $a$ denotes a hidden class of $\langle v, rel \rangle$ and $n$. In this equation, the probabilities $P(\langle v, rel \rangle | a)$, $P(n | a)$, and $P(a)$ cannot be calculated directly because class $a$ is not observed in a given corpus. The EM-based clustering method estimates these probabilities using a given corpus. In the E-step,
the probability $P(a|<v, rel>)$ is calculated. In the M-step, the probabilities $P(<v, rel>|a)$, $P(n|a)$, and $P(a)$ are updated to arrive at the maximum likelihood using the results of the E-step. From the results of estimation of this EM-based clustering method, we can obtain the probabilities $P(<v, rel>|a)$, $P(n|a)$, and $P(a)$ for each $<v, rel>$, $n$, and $a$. Then, $P(a|n)$ is calculated by the following equation:

$$P(a|n) = \frac{P(n|a)P(a)}{\sum_{a \in A} P(n|a)P(a)}.$$ 

$P(a|n)$ can be used to find the class of $n$. For example, the class that has the maximum $P(a|n)$ can be regarded as the class to which $n$ belongs. Noun phrases that occur with similar pairs $<v, rel>$ tend to be classified in the same class. Kazama et al. (2008) proposed the parallelization of this EM-based clustering with the aim of enabling large-scale clustering and using the resulting clusters in named entity recognition. Kazama et al. (2009) reported the calculation of distributional similarity using the clustering results. The distributional similarity was calculated by the Jensen-Shannon divergence, which was used in this paper. Similar to the case in Kazama et al., we performed word clustering using 1,000,000 noun phrases and 2,000 classes. Note that the frequencies of dependencies were modified with the log function, as in RVD, described in the previous section.

5 Discovering an Appropriate Hypernym for a Target word

In the Wikipedia relation database, there are about 95,000 hypernysms and about 1.2 million hyponyms. In both RVD and CVD, the words used were selected according to the number (the number of kinds, not the frequency) of $<v, rel>$ that $n$ has dependencies in the data. As a result, 1 million words were selected. The number of common words that are also included in the Wikipedia relation database are as follows:

- Hypernms: 28,015 (common hypernysms)
- Hyponyms: 175,022 (common hyponyms)

These common hypernysms become candidates for hypernysms for a target word. On the other hand, the common hyponyms are used as clues for identifying appropriate hypernysms.

In our task, the potential target words are about 810,000 in number and are not included in the Wikipedia relation database. These include some strange words or word phrases that are extracted due to the failure of morphological analysis. We exclude these words using simple rules. Consequently, the number of target words for our process is reduced to about 670,000.

In the following section, we outline the scoring method that uses $k$ similar words to discover an appropriate hypernym for a target word. We also explain several baseline approaches that use distributional similarity.

5.1 Scoring with $k$ similar Words

In this approach, we first calculate the similarities between the common hyponyms and a target word and select the $k$ most similar common hyponyms. Here, we use a similarity threshold value $S_{\text{thr}}$ to avoid the effect of words having lower similarities. If the similarity is less than the threshold value, the word is excluded from the set of $k$ similar words. Next, each $k$ similar word votes a score to its ancestors in the hierarchical structures of the Wikipedia relation database. The score used to vote for a hypernym $n_{\text{hyper}}$ is as follows:

$$\text{score}(n_{\text{hyper}}) = \sum_{n_{\text{hypo}} \in \text{Desc}(n_{\text{hyper})}, k_{\text{similar}}(n_{\text{hypo}})} \times \text{sim}(n_{\text{org}}, n_{\text{hypo}}),$$

where $n_{\text{org}}$ is the target word, $\text{Desc}(n_{\text{hyper}})$ is the descendant of the hypernym $n_{\text{hyper}}$, $k_{\text{similar}}(n_{\text{org}})$ is the $k$ similar word of $n_{\text{org}}$, $d(n_{\text{org}}, n_{\text{hypo}})$ is a penalty that depends on the differences in the depth of hierarchy, $d$ is a parameter for the penalty value and has a value between 0 and 1, and $r(n_{\text{org}}, n_{\text{hypo}})$ is the difference in the depth of hierarchy between $n_{\text{org}}$ and $n_{\text{hypo}}$. $\text{sim}(n_{\text{org}}, n_{\text{hypo}})$ is a distributional similarity between $n_{\text{org}}$ and $n_{\text{hypo}}$.

As a result of scoring, each hypernym has a score for the target word. The hypernym that has the highest score for the target word is selected as its hypernym. The hyponymy relations thus produced are ranked according to the scores.

Figure 4 shows an example of the scoring process. In this example, we use Citroen AX as the target word whose hypernym will be identified. First, the $k$ similar words are extracted from the common hyponyms in the Wikipedia relation: Opel Astra, TVR Tuscan, Mitsubishi Minica, and Renault Lutecia are extracted. Next, each $k$ similar word votes a score to its ancestors. The words Opel Astra, TVR Tuscan, and Renault Lutecia vote to their parent car and the word Mitsubishi vote to their parent car and the word Mitsubishi...
Minica votes to its parent mini-vehicle and its grandparent car with a small penalty. Finally, the hypernym car, which has the highest score, is selected as the hypernym of the target word CitroenAX.

5.2 Baseline Approaches

Using distributional similarity, we can also develop the following baseline approaches to discover hyponymy relations.

Selecting the hypernym of the most similar hyponym (baseline approach 1)
We use the heuristics that similar words tend to have the same hypernym. In this approach, we first calculate the similarities between the common hyponyms and the target word. The common hyponym most similar to the target word is extracted. Then, the parent of the extracted common hyponym is regarded as the hypernym of the target word. This approach outputs several hypernyms when the most similar hyponym has several hypernyms. This approach can be considered to be the same as the scoring method using \( k \) similar words when \( k = 1 \). We use the distributional similarity between the target word and the most similar hyponym in the Wikipedia relation database as the score for the appropriateness of the resulting hyponymy.

Selecting the most similar hypernym (baseline approach 2)
The distributional similarity between the common hypernym and the target word is calculated. Then, the hypernym that has the highest distributional similarity is regarded as the hypernym of the target word. The similarity is used as the score of the appropriateness of the produced hyponymy.

Scoring based on the average similarity of the hypernym’s children (baseline approach 3)
This approach uses the probabilistic distributions of the hypernym’s children. We define the probability \( P_{\text{child}}(\cdot | n_{\text{hyper}}) \) characterized by the children of the hypernym \( n_{\text{hyper}} \), as follows:

\[
P_{\text{child}}(\cdot | n_{\text{hyper}}) = \sum_{n_{\text{hypo}} \in \text{Ch}(n_{\text{hyper}})} \frac{P(n_{\text{hypo}} | n_{\text{hyper}}) P(n_{\text{hyper}})}{\sum_{n_{\text{hypo}} \in \text{Ch}(n_{\text{hyper}})} P(n_{\text{hypo}})}
\]

where \( \text{Ch}(n_{\text{hyper}}) \) is a set of all children of \( n_{\text{hyper}} \). Then, distributional similarities between a common hypernym \( n_{\text{hyper}} \) and the target word \( n_{\text{hypo}} \) are calculated. The hypernym that has the highest distributional similarity is selected as the hypernym of the word. This distributional similarity is used as the score of the appropriateness of the produced hyponymy.

If a hypernym has only a few children, the reliability of the probabilistic distribution of hypernym defined here will be low because the Wikipedia relation database includes some incorrect relations. For this reason, we use the hypernym only if the number of children it has is more than a threshold value.

6 Experiments

We evaluated our proposed methods by using it in experiments to discover hypernyms from the Wikipedia relation database for the target words extracted from about 670,000 noun phrases.

6.1 Parameter Estimation by Preliminary Experiments

In the proposed methods, there are several parameters. We performed parameter optimization by randomly selecting 694 words as development data in our preliminary experiments. The hypernyms of these words were determined manually. We adjusted the parameters so that each method achieved the best performance for this development data.

The parameters in the scoring method with \( k \) similar words were adjusted as follows

(RVD)

- Number of similar words: \( k = 100 \).
- Similarity threshold: \( S_{\text{min}} = 0.05 \).
- Penalty value for ancestors: \( d = 0.6 \).

\( ^3 \) We tested the parameter values \( k = \{100, 200, 300, 400, 500, 600, 700, 800, 900, 1000\} \), \( S_{\text{min}} = \{0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4\} \) and \( d = \{0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1.0\} \).
Table 1: Precision of each approach based on the score ranking. CVD represents the method that uses the distributional similarity based on large-scale of clustering of verb-noun dependencies. RVD represents the one based on raw verb-noun dependencies.

|                | k-similar words | k-similar words | k-similar words | Baseline approach 1 | Baseline approach 2 | Baseline approach 3 |
|----------------|-----------------|-----------------|-----------------|--------------------|--------------------|--------------------|
|                | (CVD)           | (RVD)           | (CVD, d = 0)    | (CVD)              | (CVD)              | (CVD)              |
| 1,000          | 0.940           | 1.000           | 0.850           | 0.730              | 0.290              | 0.630              |
| 10,000         | 0.910           | 0.875           | 0.875           | 0.555              | 0.300              | 0.445              |
| 100,000        | 0.745           | 0.710           | 0.730           | 0.500              | 0.280              | 0.435              |
| 670,000        | 0.520           | 0.500           | 0.470           | 0.345              | 0.115              | 0.170              |

(CVD)
Number of similar words: \( k = 200 \).
Similarity threshold: \( S_{\text{min}} = 0.3 \).
Penalty value for ancestors: \( d = 0.6 \).

The parameter in baseline approach 3 was adjusted as follows:
Threshold for the number of children: 20.

6.2 Evaluation of the Experimental Results on the Basis of Score Ranking

Using the adjusted parameters, we conducted experiments to extract the hypernym of each target word with the help of the scoring method based on \( k \) similar words. In these experiments, two kinds of distributional similarity mentioned in Section 4 were exploited individually. The words that were used in the development data were excluded.

We also conducted a comparative experiment in which the parameter value for the penalty of the hierarchal difference, \( d \), was set to 0 to clarify the ability of using hierarchal structures in the \( k \) similar words method. This means each \( k \) similar word votes only to their parent.

We then judged the quality of each acquired hypernym. The evaluation data sets were sampled from the top 1,000, 10,000, 100,000, and 670,000 results that were ranked according to the score of each method. Then, against 200 samples that were randomly sampled from each set, one of the authors judged whether the hypernym extracted by each method for the target word was correct or not. In this evaluation, if the sentence “The target word is a kind of the hypernym” or “The target word is an instance of the hypernym” was consistent, the extracted hyponym was judged as correct. It should be noted that the outputs of the compared methods are combined and shuffled to enable fair comparison. In addition, baseline approach 1 extracted several hypernyms for the target word. In this case, we judged the hypernym as correct when the case where one of the hypernyms was correct.

The precision of each result is shown in Table 1. The results of the \( k \) similar words method are far better than those of the other baseline methods. In particular, the \( k \) similar words method with CVD outperformed the methods of the \( k \) similar words where the parameter value \( d \) was set to 0 and the method using RVD except for the top 1,000 results. This means that the use of hierarchal structures and the clustering process for calculating distributional similarity are effective for this task. We confirmed the significant differences of the proposed method (CVD) as compared with all the baseline approaches at the 1\% significant level by the Fisher’s exact test (Hays 1988).

The precision of baseline approach 2 that selected the most similar hypernym was the worst among all the methods. There were words that were similar to the target word among the hypernyms extracted incorrectly. For example, the word *semento-kojo* (cement factory) was extracted for the hypernym of the word *kuriningu-kojo* (dry cleaning plant). It is difficult to judge whether the word is a hypernym or just a similar word by using only the similarity measure.

As for the results of baseline approach 1 using the most similar hyponym and baseline approach 3 using the similarity of the set of hypernym’s children, the noise on the Wikipedia relation database decreased the precision. Moreover, over-specified hypernyms were extracted incorrectly by these methods. In contrast, the method of scoring based on the use of \( k \) similar words was robust against noise because it uses the voting approach for the similarities. Further, this method can extract hypernyms that are not over-specific because it uses all descendants for scoring.

Table 2 shows some examples of relations extracted by the \( k \) similar words method using CVD.
6.3 Investigation of the Extracted Relation Overlap with a Conventional Method

We randomly sampled 300 hyponymy relations that were extracted correctly using the \( k \)-similar words method exploiting CVD and investigated whether or not these relations can be extracted by the conventional method based on the lexico-syntactic pattern. The possible hyponymy relations were extracted using the pattern-based method (Ando et al. 2003) from the TSUBAKI corpus (Shinzato et al. 2008). From a comparison of these relations, we found only 57 common hyponymy relations. That is, the remaining 243 hyponymy relations were not included in the possible hyponymy relations. This result indicates that our method can acquire the hyponymy relations that cannot be extracted by the conventional pattern-based method.

6.4 Discussions

We investigated the reason for the errors generated by the method of scoring using \( k \) similar words exploiting CVD. We conducted experiments on hyponym extraction targeting 694 words in the development data mentioned in Section 6.1. Among these, 286 relations were extracted incorrectly. In these relations, there were some frequent hyponyms. For example, the word \textit{sakuhin} (work) appeared 28 times and \textit{hon} (book) appeared 20 times. As shown in Table 2, \textit{hon} (book) was also extracted for the target word \textit{meru-seminah} (mail seminar). It is really difficult even for a human to identify whether the title is that of the book or the event. If we can identify these difficult hyponyms in advance, we can improve precision by excluding them from the target hyponyms. This will be one of the topics for future study.

7 Conclusion

In this paper, we proposed a method for discovering hyponymy relations between nouns by fusing the Wikipedia relation database and words from the Web. We demonstrated that the method using \( k \) similar words has high accuracy. The experimental results showed the effectiveness of using hierarchical structures and the clustering process for calculating distributional similarity for this task. The experimental results showed that our method could achieve 91.0\% attachment accuracy for the top 10,000 hyponymy relations and 74.5\% attachment accuracy for the top 100,000 relations when using the clustering-based similarity. We confirmed that most relations extracted by the proposed method could not be handled by the lexico-syntactic pattern-based method. Future work will be to filter out difficult hyponyms for hyponymy extraction process to achieve higher precision.

References

M. Ando, S. Sekine and S. Ishizaki. 2003. Automatic Extraction of Hyponyms from Newspaper Using Lexicosyntactic Patterns. \textit{IPSJ SIG Notes}, 2003-NL-157, pp. 77–82 (in Japanese).

F. Bond, H. Isahara, K. Kanzaki and K. Uchimoto. 2008. Boot-strapping a WordNet Using Multiple Existing WordNets. In \textit{the 6th International Conference on Language Resources and Evaluation (LREC)}, Marrakech.

Bunruigoihiyo. 1996. The National Language Research Institute (in Japanese).

S. A. Caraballo. 1999. Automatic Construction of a Hyponym-labeled Noun Hierarchy from Text. In \textit{Proceedings of the Conference of the Association for Computational Linguistics (ACL)}.

O. Etzioni, M. Cafarella, D. Downey, A. Popescu, T. Shaked, S. Soderland, D. Weld and A. Yates. 2005. Unsupervised Named-Entity Extraction from the Web: An Experimental Study. \textit{Artificial Intelligence}, 165(1):91–134.

C. Fellbaum. 1998. WordNet: An Electronic Lexical
