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Graphane is a quasi-two-dimensional material consisting of a single layer of fully hydrogenated graphene, with a C:H ratio of 1. We study nuclear quantum effects in the so-called chair-graphane by using path-integral molecular dynamics (PIMD) simulations. The interatomic interactions are modeled by a tight-binding potential model fitted to density-functional calculations. Finite-temperature properties are studied in the range from 50 to 1500 K. To assess the magnitude of nuclear quantum effects in the properties of graphane, classical molecular dynamics simulations have been also performed. These quantum effects are significant in structural properties such as interatomic distances and layer area at finite temperatures. The in-plane compressibility of graphane is found to be about twice larger than that of graphene, and at low temperature it is 9% higher than the classical calculation. The thermal expansion coefficient resulting from PIMD simulations vanishes in the zero-temperature limit, in agreement with the third law of Thermodynamics.

I. INTRODUCTION

Carbon-based materials have been intensively investigated in recent years, in particular those consisting of two-dimensional (2D) layers [1–6]. In this context, hydrogenated graphene (called graphane) is a quasi-2D structure of C atoms ordered in a buckled honeycomb lattice covalently bonded to H atoms. The most studied conformer of graphane is the so-called chair-graphane, where H atoms alternate in a chairlike arrangement on both sides of the carbon layer [7, 8]. This graphane configuration is studied in this paper. There exist also boat- and washboard-graphane [9], which will not be considered here.

Graphane can be reversibly obtained by hydrogen chemisorption on pure graphene [10], which causes a rearrangement of the chemical bonds and angles in the honeycomb lattice of graphene. Each C atom is bound to an H neighbor, changing its orbital hybridization from sp^2 to sp^3, and the planar configuration of graphene is modified into an out-of-plane buckled structure. Graphane is a wide band-gap semiconductor, where appreciable spin polarization can be achieved by the creation of domains of H vacancies and CH divacancies [11]. Moreover, the presence of impurities such as Li atoms or metal dopants may significantly affect its electronic and magnetic properties [12–14].

A deep comprehension of structural and thermal properties of 2D systems is a challenging problem in modern statistical physics [15–17], which has been mainly discussed in the field of biological membranes and soft condensed matter [17, 18]. However, the large complexity of these systems makes it difficult to devise microscopic models on the basis of realistic interatomic interactions. 2D carbon-based materials provide us with model systems where atomic-scale studies are possible, allowing for a deeper understanding of the physical properties of this type of systems [12, 22].

At finite temperatures, thermally excited ripples appear and distort the lattice of 2D materials. It has been suggested that in graphane the aspect of these ripples may be different from those in graphene. This could be a consequence of the fact that in graphene the thermal energy can be accommodated on the in-plane bending modes (involving C-C-C bond angles in the buckled configuration), instead of leading to significant out-of-plane fluctuations, as happens in graphene [23, 24].

In several electronic-structure calculations of graphane presented in the literature, even though they are based on precise ab-initio quantum mechanical methods, atomic nuclei are described as classical particles [7, 9, 25–27], so that some quantum effects such as zero-point motion are not included in the calculation. Finite-temperature properties of graphene have also been studied by molecular dynamics simulations using ab-initio [27] and empirical interatomic potentials [23, 28]. In these simulations, atomic nuclei were also treated as classical particles.

Nuclear quantum effects may be important for vibrational and electronic properties of relatively light elements like carbon, and even more for hydrogen, especially at low temperatures. To take into account the quantum nature of the nuclei, path-integral (Monte Carlo and molecular dynamics) simulations are especially adequate, since the nuclear degrees of freedom can be efficiently quantized, allowing one to study quantum and thermal fluctuations at finite temperatures [29, 30]. This procedure permits to perform quantitative studies of anharmonic effects in condensed matter [31, 32].

In this paper we use the path-integral molecular dynamics (PIMD) method to study the influence of nuclear quantum dynamics on structural, vibrational, and thermal properties of graphene at temperatures from 50 to 1500 K. The interatomic interactions are described by an efficient tight-binding (TB) Hamiltonian, developed on the basis of density-functional calculations. We consider simulation cells of different sizes, as finite-size effects can be relevant for some variables, such as the atomic delocalization in the out-of-plane direction [24, 33]. Path-
integral methods similar to that employed here have been applied before to study nuclear quantum effects in carbon-based materials as diamond [34, 36], and more recently in graphene [37, 39]. The adsorption and diffusion of H on graphene has been also studied by using this kind of techniques [40, 43]. Moreover, nuclear quantum effects have been analyzed earlier by using a combination of density-functional theory and a quasi-harmonic approximation for vibrational modes in graphene [12].

The paper is organized as follows. In Sec. II we describe the computational techniques employed here: PIMD method, tight-binding procedure, and calculation of atomic mean-square displacements. In Sec. III we present results for the internal energy of graphene, with emphasis on its constituent parts, i.e., kinetic and potential energy. Results for structural properties are given in Sec. IV (interatomic distances) and Sec. V (orientation of the C–H bonds). In Sec. VI we study the atomic motion, as visualized from mean-square displacements in the in-plane and out-of-plane directions. Data for the layer area and the in-plane compressibility of graphene are given in Secs. VII and VIII, respectively. The paper closes in Sec. IX with a summary of the main results.

II. COMPUTATIONAL METHOD

A. Path-integral molecular dynamics

We use the PIMD method to obtain equilibrium properties of graphene at several temperatures. This procedure, based on the Feynman path-integral formulation of statistical mechanics [43], is a nonperturbative approach suitable to study finite-temperature properties of many-body quantum systems. It profits from the fact that the partition function of a quantum system may be expressed in a way formally equivalent to that of a classical one, obtained by replacing each quantum particle by a ring polymer formed by \( N_T \) (Trotter number) classical particles, linked by harmonic springs [30, 43, 44]. Details on this simulation technique can be found elsewhere [29, 45, 47].

We employ the molecular dynamics method to sample the configuration space of the classical isomorph of our quantum system. The dynamics in this computational procedure is artificial, since it does not represent the actual quantum dynamics of the real particles. Nevertheless, it is well-suited for effectively sampling the many-body configuration space, yielding accurate values for time-independent equilibrium properties of the quantum system under consideration. The calculations presented here were performed in the isothermal-isobaric ensemble, where we fix the number of atoms (\( N \) pairs C–H), the in-plane applied stress (here \( \tau = 0 \)), and the temperature \( (T) \). The stress \( \tau \) in the \( (x, y) \) plane, with units of force per unit length, coincides with the so-called mechanical or frame tension [18, 48, 50]. We have used effective algorithms for carrying out the PIMD simulations in the \( N\tau T \) ensemble, as those presented in the literature [46, 51]. Specifically, staging variables have been employed to define the bead coordinates, and the constant-temperature ensemble was achieved by coupling chains of four Nosé-Hoover thermostats to each staging variable. Moreover, a chain of four barostats was coupled to the in-plane area of the simulation cell to give the required pressure, \( \tau = 0 \) [46, 47].

The equations of motion have been integrated by using the reversible reference system propagator algorithm (RESPA), which permits us to define different time steps for the integration of the slow and fast degrees of freedom [52]. The time step employed for the dynamics related to interatomic forces was \( \Delta t = 0.5 \) fs, which turned out to be suitable for the atomic masses and temperatures considered here, and provided good convergence for the studied variables. For the evolution of the fast dynamical variables, including thermostats and harmonic bead interactions, we employed a time step \( \delta t = \Delta t / 4 \), as in previous simulations [53]. The kinetic energy, \( E_{\text{kin}} \), has been calculated by means of the so-called virial estimator, which has a statistical uncertainty smaller than the potential energy of the system, especially at high temperatures [46, 54]. This can be seen in Fig. 1, where we have plotted the root mean-square (RMS) fluctuations of the kinetic (\( E_{\text{kin}} \)) and potential (\( E_{\text{pot}} \)) energy as a function of temperature. The RMS fluctuations of \( E_{\text{pot}} \) increase for rising \( T \), while those of \( E_{\text{kin}} \) reach a maximum and then decrease at high \( T \) for both H and C.

The configuration space of graphene for simulation cells including \( 2N \) atoms (\( N \) pairs C–H, with \( N \) from 24 to 216), has been sampled at temperatures between 50 and 1500 K. For the smallest size, \( N = 24 \), PIMD simulations at \( T = 25 \) K were performed. To compare with the results of our quantum simulations, some classical molecular dynamics (MD) simulations of graphene have

FIG. 1: RMS fluctuations of the kinetic and potential energy for graphene vs the temperature, as derived from PIMD simulations. Circles: potential energy; squares: kinetic energy of hydrogen; diamonds: kinetic energy of carbon. Error bars are smaller than the symbol size. Lines are guides to the eye.
been also carried out. In our context, this is achieved by setting the Trotter number $N_{Tr} = 1$. In the quantum simulations, $N_{Tr}$ was taken proportional to the inverse temperature, so that $N_{Tr} T = 6000$ K. This choice keeps roughly constant the precision associated to the finite values of $N_{Tr}$ at different temperatures [53].

We considered rectangular simulation cells with similar side length in the $x$ and $y$ directions of the $(x, y)$ reference plane ($L_x \approx L_y$), for which periodic boundary conditions were assumed. In the out-of-plane $z$-direction, we have free boundary conditions, so that C and H atoms can unrestrictedly move, simulating a free-standing graphane layer. For a given temperature, a typical simulation run consisted of $10^5$ PIMD steps for system equilibration, followed by $2 \times 10^6$ steps for the calculation of ensemble average properties, except for the cell size $N = 216$, for which the trajectories included $8 \times 10^5$ steps. In Fig. 2 we present a view of a graphane configuration obtained in our simulations at $T = 300$ K. In this picture, red and white circles represent C and H atoms, respectively.

For comparison with our results for graphane, we have performed some PIMD simulations of graphene with the same TB potential as that used for graphane (see below). For graphene, we employed cells consisting of $N$ carbon atoms, with $N = 96$ and 216. Moreover, some simulations were carried out for a single H impurity on graphene, similar to those presented earlier [41]. In the present case, however, these simulations were performed in the isothermal-isobaric ensemble, as those of graphane, vs the constant in-plane area simulations in Ref. [41].

B. Tight-binding procedure

The calculations presented here have been carried out within the adiabatic (Born-Oppenheimer) approximation, which permits to define a potential-energy surface for the nuclear coordinates. A relevant point in the PIMD procedure is a satisfactory description of the interatomic interactions, which should be as realistic as possible. Using density functional or Hartree-Fock based self-consistent potentials requires computational resources that would considerably restrict the size of the manageable simulation cells and/or the number of accessible PIMD steps. Thus, we obtain the Born-Oppenheimer surface for the nuclear dynamics from an efficient tight-binding Hamiltonian, based on density functional calculations [53].

The capability of TB methods to accurately describe various properties of molecules and solids was reviewed by Goringe et al. [56]. We have checked the predictions of this TB potential for well-known frequencies of C–H vibrations in small molecules. For example, for CH$_4$ it predicts in a harmonic approximation frequencies of 3100 and 3242 cm$^{-1}$ for C–H modes with symmetry $A_1$ and $T_2$, respectively [53], to be compared with values of 2917 and 3019 cm$^{-1}$ obtained from vibrational spectroscopy [57]. If one considers the anharmonic shift associated to these modes (usually towards lower frequencies), the accord is acceptable. A detailed study of vibrational frequencies in hydrocarbon molecules obtained with this TB potential, taking into account mode anharmonicities, was presented elsewhere [58, 59]. We have used earlier this TB Hamiltonian to describe carbon-hydrogen interactions in diamond [36, 53], graphite [60], and graphene [41].

An advantage of the combination of path integrals with electronic structure methods is that both electrons and atomic nuclei are treated quantum mechanically, so that phonon-phonon and electron-phonon interactions are directly taken into account in the simulation. For the reciprocal-space sampling we have employed only the $\Gamma$ point ($k = 0$), as the main effect of using a larger $k$ set is a nearly constant shift in the total energy, with little influence in the calculation of energy differences. In Fig. 3 we present the convergence of the potential energy of graphene for different cell sizes ($N$). The zero of energy is taken for $N = 384$. Note the logarithmic scale in the horizontal axis.

![FIG. 2: Snapshot taken from of a simulation of graphane (96 C + 96 H) at $T = 300$ K. Large dark and small white circles represent carbon and hydrogen atoms, respectively.](image_url)

![FIG. 3: Convergence of the potential energy of graphane for different cell sizes ($N$). The zero of energy is taken for $N = 384$. Note the logarithmic scale in the horizontal axis.](image_url)
C. Mean-square displacements

An interesting application of PIMD simulations is the study of atomic delocalization in three-dimensional (3D) space at finite temperatures. This includes a thermal (classical) delocalization, and another associated to the quantum nature of atomic nuclei, which may be assessed by the extension of the quantum paths sampled in the simulations. For a path of nucleus \( i \) \((i = 1, \ldots, 2N)\), we define the centroid (center of mass) as

\[
\mathbf{r}_i = \frac{1}{N \tau} \sum_{j=1}^{N \tau} \mathbf{r}_{ij},
\]

where \( \mathbf{r}_{ij} \equiv (x_{ij}, y_{ij}, z_{ij}) \) is the position of bead \( j \) in the associated ring polymer.

The mean-square displacement \((\Delta x)^2_i\) of nucleus \( i \) in the \( x \) direction along a PIMD simulation run is defined as

\[
(\Delta x)^2_i = \frac{1}{N \tau} \sum_{j=1}^{N \tau} (x_{ij} - \langle x_i \rangle)^2.
\]

In this expression \( \mathbf{r}_i \) is the instantaneous \( x \)-coordinate of the centroid of atom \( i \), and \( \langle \mathbf{r}_i \rangle \) is the average value along a simulation run, which corresponds to the observable \( x \)-coordinate of the atomic position. Thus, \( \langle (x_{ij} - \langle x_i \rangle)^2 \rangle \) is the mean-square displacement (MSD) of the coordinate \( x_{ij} \) of bead \( j \) with respect to the average centroid \( \langle \mathbf{r}_i \rangle \) \((j = 1, \ldots, N \tau)\). Hence, \((\Delta x)^2_i\) is an average of these displacements for the beads associated to nucleus \( i \), corresponding to the observable MSD of the atomic coordinate.

The spread of the paths associated to an atomic nucleus can be measured by the mean-square radius-of-gyration [29, 61] of the ring polymers, with an \( x \) component

\[
Q^2_{x,i} = \frac{1}{N \tau} \sum_{j=1}^{N \tau} (x_{ij} - \overline{x}_i)^2.
\]

Notice the difference between the r.h.s. of Eqs. \(4\) and \(5\): in the former one has an average of the centroid position over the whole trajectory, i.e. \( \langle \overline{x}_i \rangle \), while in the latter there appears the instantaneous value \( \overline{x}_i \) for each configuration.

At finite temperatures \((T > 0 \text{ K})\), the observable spatial delocalization \((\Delta x)^2_i\) of nucleus \( i \) in the \( x \) direction contains, along with \( Q^2_{x,i} \), another term which takes into account classical-like motion of the centroid coordinate \( \overline{x}_i \):

\[
(\Delta x)^2_i = C^2_{x,i} + Q^2_{x,i},
\]

where

\[
C^2_{x,i} = \langle \overline{x}_i^2 \rangle - \langle x_i \rangle^2.
\]

\(C^2_{x,i}\) is the MSD of the centroid of nucleus \( i \), and the quantum component \( Q^2_{x,i}\) is the average MSD of the path (beads in the ring polymer) with respect to the instantaneous centroid. \( C^2_{x,i}\) is a semiclassical thermal contribution to \((\Delta x)^2_i\), as at high temperature it converges to the MSD of a classical model, where the quantum paths converge to single points \( (\Delta x)_{r,i}^2 \rightarrow 0 \). In the limit \( T \rightarrow 0 \), \( C^2_{x,i} \) vanishes and \( Q^2_{x,i} \) corresponds to zero-point motion of nucleus \( i \). For each atomic species (H and C), we will present below results for \((\Delta x)_{r,i}^2\) and \((\Delta x)_{r,i}^2\) calculated as averages for \( N \) atoms in the simulation cell. For example, for hydrogen we have

\[
(\Delta x)_{r,i}^2 = \frac{1}{N} \sum_{i=1}^{N}(\Delta x)^2_i,
\]

and similarly for \( Q^2_{x,H} \) and \( C^2_{x,H} \). For the \( y \) and \( z \) directions we have similar expressions to those given above for the \( x \) direction.

III. ENERGY

In this section we present and discuss the internal energy of graphene, obtained in our isothermal-isobaric ensemble for \( \tau = 0 \) and several temperatures. At \( T = 0 \) we find in a classical approach a graphene layer composed of two planar sheets of C atoms (sublattices A and B) separated by 0.464 Å, and two sheets of H atoms on both sides at a distance of 1.126 Å from the nearest C atoms. Thus, the distance between H planes is 2.716 Å. This corresponds to a graphene layer with fixed atoms on their equilibrium sites without spatial delocalization, giving the minimum energy \( E_0 = -57.0393 \text{ eV}/(\text{C–H pair}) \), taken as a reference for our calculations at finite temperatures.

In a quantum description of the atomic nuclei, the low-temperature limit displays in-plane and out-of-plane atomic fluctuations due to zero-point motion, and the C and H sheets are not strictly planar. Moreover, anharmonicity of out-of-plane vibrations in the \( z \)-direction gives rise to a small zero-point expansion, giving a distance between H planes of 2.739 Å, i.e. a dilation of 0.023 Å.

In Fig. 4 we present the internal energy of graphene as a function of temperature, as derived from our PIMD simulations (solid circles). As noted in Sec. II.A, PIMD simulations yield separately the potential \((E_{\text{pot}})\) and kinetic \((E_{\text{kin}})\) contributions to the internal energy \( E \) [46, 47, 51], so that for \( \tau = 0 \) we have \( E = E_0 = E_{\text{kin}} + E_{\text{pot}} \). Solid squares and diamonds in Fig. 4 correspond to the kinetic and potential energy, respectively. The internal energy \( E - E_0 \) is found to converge at low \( T \) to 479 meV/(C–H pair), which gives the zero-point energy of the system. For comparison, we also display in Fig. 4 results of the internal energy obtained in classical MD simulations (open circles). These data points
lie very close to the classical harmonic expectation, i.e., $E^{cl} - E_0 = 6k_BT$ per C–H pair. For $T \gtrsim 1000$ K we observe a slight deviation of the simulation results from the harmonic expectancy, because of the onset of anharmonicity. At high temperatures, the energy obtained from quantum simulations converges to that of classical MD simulations. At $T = 1500$ K, however, one still sees a significant difference between classical and quantum energy values.

For a purely harmonic model of the vibrational modes, one has $E_{kin} = E_{pot}$ (virial theorem \[43, 62\]), irrespective of temperature in both classical and quantum approaches. In our simulations of graphane, a ratio $E_{kin}/E_{pot} = 1$ is obtained for the classical model in the low-temperature limit, as in this case the atomic motion does not explore the energy landscape far from the absolute minimum, because of the vanishingly small vibrational amplitudes. This does not happen for the quantum results in the limit $T \to 0$, since in this case the vibrational amplitudes remain finite, thus feeling the anharmonicity of the interatomic potential.

In the quantum results we observe that $E_{pot} > E_{kin}$ in the whole temperature range shown in Fig. 4. The difference $E_{pot} - E_{kin}$ increases for rising $T$, and remains positive in the low-temperature limit. For $T \to 0$ we find a difference of 8 meV/(C–H pair). This is basically due to the zero-point expansion of graphane in both the out-of-plane and in-plane directions (an anharmonic effect), which causes an increase of the potential energy with respect to the minimum energy configuration. At 1500 K the difference $E_{pot} - E_{kin}$ amounts to 24 meV per C–H pair, i.e., three times larger than at low $T$. The data presented in Fig. 4 correspond to $N = 96$. For other cell sizes we obtained results for the internal energy very close to those given for $N = 96$, and are indistinguishable one from the other at the scale of the figure.

The kinetic energy of hydrogen and carbon atoms is displayed vs the temperature in Fig. 5. Solid symbols represent results of PIMD simulations of graphane: squares for H and circles for C. At low temperature, the kinetic energy for C is about one half of that for H. This difference is reduced for increasing $T$, since the kinetic energy converges to the classical limit at high temperature. The dashed line in Fig. 5 represents the classical kinetic energy per atom: $E_{kin}^{cl} = 3k_BT/2$. In this figure we have also plotted $E_{kin}$ for C atoms in graphene (open diamonds). At low $T$ it is somewhat larger than that corresponding to C atoms in graphane (6 meV/atom). The smaller value of $E_{kin}$ in graphane is mainly due to a softening of vibrational modes such as C–C stretching ($sp^3$ hybridization in graphene vs $sp^2$ in graphene) \[63\].

A splitting of the potential energy of graphane into contributions of hydrogen and carbon, similar to that presented for the kinetic energy, is not directly feasible from the results of PIMD simulations. The virial estimator employed here to calculate $E_{kin}$ (see Sec. II A) yields separately the contributions of H and C atoms. However, the Hamiltonian corresponding to the TB method does not allow to express independent inputs for the potential energy of both species. An indirect method to split $E_{pot}$ could be based on a separation into different vibrational modes of graphane, but this would require to deal with a harmonic approximation for the modes, as well as for the splitting of the energy of each mode into the H and C parts.

A quantification of the overall anharmonicity in graphene can be found from the relation between $E_{kin}$
and $E_{\text{pot}}$. From the data presented above we find a ratio $E_{\text{pot}}/E_{\text{kin}} = 1.03$ for low temperature, which slowly increases for rising $T$, reaching a value of 1.06 at 1500 K. Concerning the anharmonicity at low $T$, it is noteworthy that earlier analyses based on quasiharmonic approximations and perturbation theory indicate that the low-temperature changes in the vibrational energy with respect to a harmonic calculation are mostly due to the kinetic energy. This is due to the fact that for a perturbed harmonic oscillator at $T = 0$, the first-order change in the energy is given by a variation of $E_{\text{kin}}$, while $E_{\text{pot}}$ is invariant with respect to its unperturbed value.

In particular, this has been observed for the vibrational energy of graphene at low temperature [39]. In the results presented here for graphane we find $E_{\text{pot}} > E_{\text{kin}}$, since the potential energy includes an important anharmonic contribution due to changes in the layer area, even at $T = 0$ with respect to the classical minimum (see Sec. VII). The contribution of this elastic energy is not negligible, even at low temperature, and can be obtained for a single layer of graphene by reference to a strictly flat sheet, but it is not straightforwardly found for graphane which displays a finite lateral dimension even for the classical minimum-energy configuration.

IV. INTERATOMIC DISTANCES

Here we present results for interatomic distances in graphene. In Fig. 6(a) we show the temperature dependence of the equilibrium C–C distance, $d_{C-C}$, yielded by our PIMD simulations (solid squares). In the low-temperature limit $T \to 0$, we find an interatomic distance of 1.5445 Å, typical of a C–C single bond, which increases for rising temperature. The size effect of the finite simulation cells on $d_{C-C}$ is negligible. For $N = 96$ and 216 we obtained differences similar to the error bars found for each cell size (less than the symbol size in Fig. 6(a)). We note that PIMD simulations of graphene using the TB model employed here yielded a zero-temperature interatomic distance $d_{C-C} = 1.4287$ Å, intermediate between a single and a typical double bond ($\sim 1.34$ Å).

For comparison with the interatomic distances derived from the quantum simulations, we also display in Fig. 6(a) the temperature dependence of $d_{C-C}$, as obtained from classical MD simulations (circles). These data show at low temperature a nearly linear increase, as expected for interatomic distances and lattice parameters of crystalline solids in a classical approximation [31, 64]. The classical results for $d_{C-C}$ of graphene converge at low temperature to an interatomic distance of 1.5337 Å, corresponding to the minimum energy configuration of graphene. This value is close to the distance $d_{C-C}$ given by ab-initio calculations at $T = 0$ [65]. Our PIMD simulations predict at low $T$ a C–C distance larger than the classical calculation, due to zero-point motion of the carbon atoms along with anharmonicity of the interatomic potential. Thus, for $T \to 0$ we find a zero-point expansion of the C–C bond by $1.1 \times 10^{-2}$ Å, which means an increase of a 0.7% with respect to the classical value. We note that this rise in mean bond length due to nuclear quantum effects is much larger than the precision reached in the determination of interatomic distances from diffraction techniques [66–68].

The bond expansion caused by nuclear quantum effects is reduced for rising temperature, as at high $T$ the quantum and classical predictions should approach one to the other. Nevertheless, at 1500 K the C–C distance derived from PIMD simulations is still clearly larger than that found in the classical simulations. The increase in $d_{C-C}$ obtained in PIMD simulations from $T = 0$ to room temperature is small, amounting to $\sim 6 \times 10^{-4}$ Å, i.e., about 27 times less than the zero-point expansion. Moreover, the zero-point bond expansion is similar to the thermal expansion predicted by the classical model from $T = 0$.

**FIG. 6:** Temperature dependence of mean interatomic distances in graphene. (a) C–C distance; (b) C–H distance. Solid circles and squares represent results of classical and PIMD simulations, respectively. Diamonds in (b) indicate the C–H distance for a single H atom on graphene. Lines are guides to the eye. Error bars are less than the symbol size.
to 650 K.

For comparison with the C–C distance in graphane, we note that the TB potential employed here yields for a single layer of graphene in the low-T limit: $d_{C-C} = 1.4192$ Å and 1.4265 Å from classical and PIMD simulations, respectively. This represents in the case of graphene a zero-point bond expansion of a 0.5% with respect to the classical prediction, somewhat less than for the relatively softer C–C bond in graphane.

In Fig. 6(b) we present the C–H bond distance in graphene vs the temperature. As in Fig. 6(a) circles and squares are data points obtained from classical MD and PIMD simulations, respectively. The classical results converge at low $T$ to 1.1257 Å, a value close the result of ab-initio calculations [11, 27, 42], while the low-temperature PIMD data yield $d_{C-H} = 1.1490$ Å. This means a zero-point expansion of 0.023 Å, i.e., a 2% of the bond length. Note the larger relative increase in bond distance compared with the C–C bond (a 0.7%), due essentially to the light mass of hydrogen.

We also show in Fig. 6(b) the distance C–H for a single hydrogen impurity on graphene [41], as derived from PIMD simulations, for comparison with the results for graphane. For the single impurity, $d_{C-H}$ is clearly larger than in the case of graphane, converging to 1.1863 Å for $T \to 0$. This larger distance reflects a weakening of the C–H bond with respect to the C–H bonds in graphene, where carbon atoms display an $sp^3$ hybridization. For a single hydrogen, however, the C atom adjacent to H presents a local configuration intermediate between that required by planar graphene ($sp^2$ hybridization) and tetrahedral $sp^3$ adequate for the C–H bond. In our simulations, a single hydrogen on graphene is found to diffuse along the simulations at $T \sim 1000$ K, so that a precise value for the C–H bond distance cannot be obtained at these temperatures.

The general trend of classical and quantum data for $d_{C-C}$ in a graphene layer is qualitatively similar to that found in simulations of 3D carbon-based materials such as diamond [34], as well as in graphene [39]. The thermal bond expansion along with the zero-point dilation presented here are an indication of anharmonicity in the interatomic potential. For C–C and C–H bonds in graphene, these effects are mainly due to anharmonicity in the corresponding stretching vibrations. A more complex anharmonic effect emerges in the explanation of thermal variations in the in-plane area of 2D materials such as graphene, because of the contributions of in-plane and out-of-plane modes, as discussed below in Sec. VII.

V. ORIENTATION OF THE C–H BONDS

To analyze the orientation of the C–H bonds we will consider spherical coordinates $(\theta, \phi)$. The polar angle $\theta$ is defined as the angle between the $z$-direction and the C–H bond, and $\phi$ is the azimuth on the $(x, y)$ plane. In the minimum-energy configuration we find $\theta = 0$, i.e., the C–H bond is strictly perpendicular to the $(x, y)$ plane.

In Fig. 7 we display the mean value of the polar angle, $\langle \theta \rangle$, for graphane as a function of temperature. Shown are results derived from classical (circles) and PIMD (squares) simulations. In the classical approach we find that $\langle \theta \rangle$ converges to zero at low temperature as $\sqrt{T}$. In fact, we find a dependence $\langle \theta \rangle^2 = \gamma T$ with a coefficient $\gamma = 0.110$ deg$^2$/K. The PIMD results converge to a finite value for $T \to 0$: $\langle \theta \rangle_0 = 7.8$ deg due to zero-point motion. $\langle \theta \rangle$ increases as temperature is raised and reaches a value of 13.0 deg for $T = 1500$ K. At this temperature the classical and quantum results are close one to the other.

Our results for $\langle \theta \rangle$ can be related with the probability distribution for the direction of the C–H bond in the whole sphere. We describe the orientation of the C–H axis by the probability density $P(\theta, \phi)$, which verifies the normalization condition:

$$\int_0^{2\pi} d\phi \int_0^\pi P(\theta, \phi) \sin \theta d\theta = 1.$$  \hspace{1cm} (7)

Although $P(\theta, \phi)$ could depend on the azimuthal angle $\phi$, we find a uniform distribution for $\phi \in [0, 2\pi]$, i.e. we observe a density with cylindrical symmetry around the $z$ axis (changes in the probability density for different angles $\theta$ are less than 3%). Thus, we can define an average density

$$\bar{P}(\theta) = \int_0^{2\pi} P(\theta, \phi) d\phi ,$$  \hspace{1cm} (8)

which depends only on the polar angle $\theta$.

The results of our simulations, both classical and quantum, indicate that $\bar{P}(\theta)$ follows very closely (i.e., within the statistical noise) a Gaussian distribution:

$$\bar{P}(\theta) = c \exp(-a\theta^2) ,$$  \hspace{1cm} (9)
where $c$ is a normalization constant given by

$$c^{-1} = \int_0^\pi \sin \theta \exp(-a \theta^2) \, d\theta . \quad (10)$$

The parameter $a$ in Eq. (9) controls the width of the Gaussian distribution. It decreases for increasing $T$ as the density distribution becomes wider. From the results of our PIMD simulations, we find $a = 10.6$ and $14.8 \, \text{rad}^{-2}$ for $T = 100$ and $1500 \, \text{K}$, respectively.

In the classical approach, the parameter $a$ diverges for $T \to 0$, and the Gaussian in Eq. (9) converges to a Dirac $\delta$-function. Then, the C–H bonds are strictly perpendicular to the $(x, y)$ layer plane, as indicated above. In general, the mean polar angle $\langle \theta \rangle$ can be written as

$$\langle \theta \rangle = \int_0^\pi \tilde{P}(\theta) \, \sin \theta \, d\theta . \quad (11)$$

In the quantum approach we find a zero-temperature limit $\langle \theta \rangle_0 = 0.136 \, \text{rad} = 7.8 \, \text{deg}$, which corresponds to a parameter $a_0 = 42.2 \, \text{rad}^{-2}$.

VI. ATOMIC MOTION

In this section we present results for the MSD of C and H atoms in graphene. We concentrate on the nature of the atomic displacements, to find out if they may be described by classical motion or the atoms largely behave as quantum particles. We expect that a quantum model will be more appropriate at low temperature, not only for H, but also for the relatively heavier C atoms. We employ the notation presented in Sec. II.C.

In Fig. 8 we show the MSD of C and H atoms on the $(x, y)$ plane. Results for the $x$ and $y$ directions turn out to be indistinguishable, so we present only those found in the $x$-direction. These data were obtained for a simulation cell with $N = 216$. In Fig. 8(a) we display the MSD of C atoms as derived from PIMD simulations of graphane (solid circles). For comparison we also present the MSD of carbon atoms in graphene, obtained by using the same TB model. The MSD is clearly larger in the case of graphene, reflecting a softer effective in-plane potential for the motion of C atoms in the $(x, y)$ plane. In other words, this is due to a reduction in the vibrational frequencies of in-plane acoustic modes LA and TA in graphene with respect to graphene [63], which causes larger amplitudes in the former case.

In Fig. 8(b) we display the mean-square displacement $(\Delta x)_{H}^2$ of hydrogen atoms in graphene as a function of temperature. Shown are data points obtained from classical (circles) and PIMD (squares) simulations. The quantum results converge at low $T$ to a value $(\Delta x)_{H}^2 = 0.017 \, \text{Å}^2$. Comparing the room-temperature data ($T = 300 \, \text{K}$), we find that the quantum result is 1.8 times larger than the classical one. This ratio increases as the temperature is lowered, and at 100 K it amounts to 4.3. Comparing the quantum results for the MSD of C and H atoms in graphene at room temperature, we find that the former is about 9 times smaller than the latter.

We now turn to the out-of-plane motion. This motion is relevant for several properties of 2D materials, as it controls the appearance of bending and crumpling in their constituent layers. In Fig. 9 we present results for the MSD of H and C in the $z$-direction, obtained for a graphene cell with $N = 24$. The reason for presenting here results corresponding to a cell size smaller than in previous figures is that for $N = 24$ one can visualize more clearly the competition between quantum and classical contributions to the MSD. As explained in Sec. II.C, this displacement may be divided into two parts: one of them quantum in nature, which corresponds to the spread of the quantum paths, $Q_z^2$ (open symbols), and another of classical character, which accounts for motion.
of the centroid (global displacements of the paths), $C_2^z$ (solid symbols). For $T \to 0$, $C_2^z$ vanishes and $Q_2^z$ converges to zero-point values of 3.9 and $9.1 \times 10^{-3}$ Å$^2$ for C and H, respectively. $Q_2^z$ decreases for rising $T$, as the spatial extension of the quantum paths decreases, while $C_2^z$ grows almost linearly, in accord with the expectancy for the MSD of classical particles.

For the system size shown in Fig. 9 ($N = 24$), both terms contributing to $(\Delta z)^2$ are nearly equal at $T = 105$ K and 280 K for carbon and hydrogen, respectively. For each element, at higher temperatures the classical contribution $C_2^z$ dominates the atomic displacements on the $z$-direction. The actual quantum delocalization of the atoms in the out-of-plane direction can be estimated from the “mean extension,” $(\Delta z)_Q$, of the quantum paths in this direction. At 300 K our simulations yield an average extension $(\Delta z)_Q = (Q_2^z)^{1/2} = 0.030$ and 0.073 Å, for carbon and hydrogen, respectively. This mean extension increases with lowering temperature, and for $T \to 0$, $(\Delta z)_Q$ amounts to 0.062 Å for C and 0.095 Å for H atoms.

At finite temperatures, the MSD in the out-of-plane direction, $(\Delta z)^2$, increases much faster than $(\Delta x)^2$, as a consequence of the rise in the classical contribution $C_2^z$ in the $z$ direction. This is due to the presence of long-wavelength vibrational modes with low frequency and large vibrational amplitudes in the ZA flexural band (atomic displacements in the $z$-direction). Calling $k = (k_x, k_y)$ the wavevectors in the 2D reciprocal lattice of graphene [63], this phonon band can be described at finite temperatures by a dispersion relation of the form $\rho \omega(k)^2 = \sigma k^2 + \kappa k^4$, where $k = |k|$, $\rho$ is the surface mass density, $\sigma$ an effective stress, and $\kappa$ the so-called bending modulus [63]. For our present purposes, $\sigma$ is negligible and the flexural band may be considered as parabolic: $\omega(k) \approx \sqrt{\kappa / \rho} k^2$. For the present TB model we find at $T = 300$ K a bending modulus $\kappa = 1.4$ eV [63]. For increasing system size $N$ there appear vibrational modes with longer wavelength $\lambda$. In practice, one has an effective cut-off $\lambda_{\text{max}} \approx L$, where $L = (N A_p)^{1/2}$, and $A_p$ is the in-plane area per C atom (see below). Thus, we have $k_{\text{min}} = 2\pi / \lambda_{\text{max}}$, which means $k_{\text{min}} \sim N^{-1/2}$.

For system sizes larger than $N = 24$, the temperature dependence of the atomic MSD in the $z$ direction is similar to that shown in Fig. 9. The main difference is that the temperature range where $Q_2^z$ or $C_2^z$ is the dominant contribution to $(\Delta z)^2$ depends on $N$. This is caused by the enlargement of the classical part $C_2^z$ for rising size, while $Q_2^z$ is rather insensitive to $N$ (clear finite-size effects in $Q_2^z$ are only found for very small simulation cells). This is analogous to earlier observations in graphene [39]. For given system size $N$ and atomic species, the ratio $Q_2^z/C_2^z$ decreases for rising $T$, so that there appears a crossover temperature $T_c$ for which this ratio equals unity, as indicated above for $N = 24$. The main difference with graphene is that in the case of graphene each species sets its own temperature scale (or $T_c$) for this purpose. In each case, for $T > T_c$ classical-like motion is the dominant contribution in the atomic MSD in the $z$ direction.

For graphene, the temperature $T_c$ was found to decrease for increasing system size $N$ as a power-law [39], such as $T_c \sim N^{-b}$ with an exponent $b = 0.67$. With the present TB model, however, we cannot reach large system sizes to obtain a reliable value for the exponent $b$ in graphene.

The competition between $Q_2^z$ and $C_2^z$ as functions of the system size presented here does not emerge for the in-plane MSD, where the crossover temperature $T_c$ is rather insensitive to the system size. For motion in the $(x, y)$ plane, $Q_2^z$ and $C_2^z$ quickly converge for rising $N$ to their corresponding asymptotic limit, in a way similar to the MSD derived from vibrational motion in 3D solids [47]. The main difference between in-plane and out-of-plane vibrational motion in this context is the appearance of the flexural ZA band in the $z$-direction with its distinctive parabolic dispersion relation for small $k$, $\omega_{ZA} \sim k^2$, different from usual acoustic modes with $\omega \sim k$.

A consistency check for the overall results of our quantum atomistic simulations of graphene can be found from the comparison of data corresponding to the coordinate and momentum space. This can be done through the MSDs in real space and the kinetic energy presented in Sec. III. In fact, according to Heisenberg’s uncertainty principle, $E_{\text{kin}}$ should verify the relation $E_{\text{kin}} \geq F$, with the function $F$:

$$F = \frac{\hbar^2}{8m} \left[ (\Delta x)^2 + (\Delta y)^2 + (\Delta z)^2 \right],$$

where $m$ is the particle mass (see the Appendix).

For a 3D harmonic oscillator, the ratio $E_{\text{kin}}/F$ converges to unity for $T \to 0$ (ground state). In general, one can consider the function $F$ as a lower boundary for the kinetic energy of a quantum particle. From our PIMD simulations of graphene at 50 K, we find $F = 125$ and 57 meV for H and C, respectively. These values are smaller.
than the corresponding kinetic energy per atom: $E_{\text{kin}} = 149$ and 86 meV, which give $E_{\text{kin}}/F = 1.2$ for hydrogen and 1.5 for carbon.

The ratio $E_{\text{kin}}/F$ converges at low $T$ to a value higher than 1 when one has a frequency dispersion for the vibrational modes, as is usual in condensed matter. Thus, for the well-known Debye model of solids [63], $E_{\text{kin}}/F \rightarrow 1.125$ for $T \rightarrow 0$ (see the Appendix). For hydrogen in graphane we find at low-$T$ a ratio of $1.2$, due to frequency dispersion and anisotropy of this material (in-plane vs out-of-plane modes), which causes an increase in $E_{\text{kin}}/F$. For C atoms we obtain a higher value at 50 K, which indicates that in this case we are farther from the low-$T$ limit due to the larger atomic mass.

VII. LAYER AREA

The simulations (both classical MD and PIMD) presented here were carried out in the isothermal-isobaric ensemble, as explained in Sec. II.A. This means that in a simulation run we fix the number $N$ of C–H pairs, the temperature $T$, and the applied stress in the $(x, y)$ plane ($\tau = 0$ in our simulations), thus allowing for changes in the area of the simulation cell on which periodic boundary conditions are applied.

In Fig. 10 we present the temperature dependence of the in-plane area per C atom, $A_p = L_x L_y/N$, as derived from classical MD (open squares) and quantum PIMD simulations (solid squares) of graphane for $N = 216$. For comparison we also display results from PIMD simulations for $N = 96$. In the results of classical simulations we observe a slight decrease in $A_p$ at low $T$ (almost unobservable at the scale of Fig. 10), and at higher temperatures the in-plane area increases for rising $T$. In the low-$T$ limit, the classical in-plane area converges to the minimum-energy configuration with $A_0 = 2.7758$ Å$^2$. The general trend of these data is similar to that found in earlier classical Monte Carlo and MD simulations of graphene single layers [24, 37, 70]. In the results of PIMD simulations we observe a clear decrease in $A_p$ from the low-temperature limit to $T \approx 400$ K, and a rise of $A_p$ at higher temperature.

The main difference between $A_p$ for different system sizes is a decrease in the in-plane area for rising cell size, but the temperature of the minimum $A_p$ is roughly unaffected. Notwithstanding the differences in the in-plane area per atom for the different system sizes, all of them converge in each case (quantum or classical) to a single value at low temperature. For $T \rightarrow 0$, the difference between $A_p$ derived from quantum and classical simulations amounts to 0.029 Å$^2$/(C atom). This difference decreases as temperature is raised, since nuclear quantum effects become less important. At 1500 K it is $7 \times 10^{-3}$ Å$^2$/(C atom). Note that $dA_p/dT$ has to vanish for $T \rightarrow 0$, as required by the third law of Thermodynamics [71]. This is the case for the results of PIMD simulations for graphane, and has also been discussed earlier for graphene [63].

The behavior of $A_p$ as a function of temperature can be explained as due to two competing factors. On one side, there is a tendency of the C–C distance to increase for rising $T$ (see Fig. 6(a)), which favors a rise in $A_p$. On the other side, bending of the whole graphane layer gives rise to a reduction of its projection on the $(x, y)$ plane, i.e. the area $A_p$. For low temperature, the increase due to the first factor is dominated by the second one (bending), so that $dA_p/dT < 0$. This is especially appreciable in the quantum results, since in this case the thermal expansion of the C–C bonds at low $T$ is small. At high temperatures, the rise in C–C distance dominates the reduction in the in-plane area due to out-of-plane atomic displacements, and we have $dA_p/dT > 0$.

In connection with changes in the area $A_p$, we define the in-plane thermal expansion coefficient as

$$\alpha_p = \frac{1}{A_p} \left( \frac{\partial A_p}{\partial T} \right)_\tau .$$

which is negative at low $T$ and positive at high $T$, according to our PIMD simulations of graphite, $\alpha_p$ vanishes when the curve $A_p(T)$ has a minimum, i.e., for $T \approx 400$ K. At room temperature ($T = 300$ K) we find $\alpha_p = -2.6 \times 10^{-6}$ K$^{-1}$. Note, in contrast, that classical simulations yield at this temperature a positive coefficient $\alpha_p = 7.8 \times 10^{-6}$ K$^{-1}$.

For a single graphene layer, PIMD simulations with the TB model employed here yield a temperature dependence of the in-plane area analogous to that found earlier using effective interatomic potentials, such as the so-called LCBOPII (a long-range carbon bond-order potential) [69]. For graphene, the minimum area is found at $T \sim 1200$ K, a temperature much larger than that obtained for graphane. This important difference is due to the fact that the thermal expansion of the C–C bond...
in graphene is larger than that in graphene. Thus, at \( T = 500 \) K we find an increase in \( d_{\text{C-C}} \) of \( 1.1 \times 10^{-5} \) Å/K for graphane vs \( 4.4 \times 10^{-6} \) Å/K for graphene, i.e., the former thermal expansion is a factor of 2.5 larger than the latter. At 1000 K we find a ratio of 2.3.

As a brief summary of the data presented in this section, we point out that changes in the in-plane area are important anharmonic effects, to which the PIMD procedure is very sensitive. At low temperatures, these anharmonic effects are appreciably enlarged by quantum motion, as shown in Fig. 10. This is caused by the fact that anharmonicity is revealed in the quantum model even at low \( T \), in contrast to the classical case, where it progressively appears for rising temperature. We have also found that size effects in the in-plane area \( A_p \) are much less important than in graphene.

**VIII. COMPRESSIBILITY**

Important physical information about the intrinsic stability of 2D materials can be obtained by studying their mechanical properties. In particular, properties such as stiffness and bending rigidity can be affected by crumpling or corrugation of the layers, and are relevant for possible applications. An interesting variable in this context is the 2D compressibility, which can be directly calculated from PIMD simulations.

The in-plane isothermal compressibility, \( \chi_p \), at temperature \( T \), is defined as

\[
\chi_p = \frac{1}{A_p} \left( \frac{\partial A_p}{\partial \tau} \right)_T.
\]  

(14)

In this equation, the variables in the r.h.s. correspond to in-plane variables, since the stress \( \tau \) in the isothermal-isobaric ensemble employed here is a variable conjugate to the in-plane area \( A_p \). The inverse of \( \chi_p \), \( B_p = 1/\chi_p \), is the 2D modulus of hydrostatic compression, with units of eV/Å² or N/m. \( B_p \) is the in-plane analogouos to the bulk modulus of 3D solids.

An alternative way to calculate \( \chi_p \) consists in using the fluctuation formula

\[
\chi_p = \frac{N \sigma_p^2}{k_B T A_p}.
\]  

(15)

where \( \sigma_p^2 \) are the mean-square fluctuations of the area \( A_p \) obtained in the simulations. This expression turns out to be more adequate for our present purposes than obtaining \( (\partial A_p/\partial \tau)_T \) as in Eq. (14), because a calculation of this derivative by numerical methods needs to carry out additional simulations at nonzero stresses. Thus, using Eq. (15) we can calculate the compressibility \( \chi_p \) from our PIMD simulations with vanishing external stress \((\tau = 0)\). In any case, at some selected temperatures we have checked that both methods yield the same results for \( \chi_p \), taking into account the statistical error bars.

In Fig. 11 we show the temperature dependence of the compressibility \( \chi_p \) for graphane (circles), as derived from our stress-free PIMD simulations. For comparison we also present results for graphene obtained with the same method (squares). Error bars for \( \chi_p \) of graphene are about two or three times larger than those for graphane, as a consequence of the larger values of \( \sigma_p^2 \) for the latter, i.e., fluctuations in \( \chi_p \) rise when its mean value increases.

The classical value of the in-plane compressibility at \( T = 0 \) is given by

\[
\chi_0 = \frac{1}{A_0} \left( \frac{\partial^2 E}{\partial A_p^2} \right)_0^{-1},
\]  

(16)

where the subscript “0” indicates that the derivative is taken at the minimum-energy configuration (area \( A_0 \)). Horizontal arrows in Fig. 11 indicate the classical zero-temperature limit \( \chi_0 \) for graphene and graphane. We find that the compressibility appreciably rises when nuclear quantum effects are taken into account. In the low-temperature limit, \( \chi_p \) of graphene increases by a 9% with respect to the classical prediction, a relative growth similar to that found for graphene.

**IX. SUMMARY**

Graphane, as a quasi-2D material, displays typical properties of membranes, but a detailed study at the atomic scale yields important information about the effect of vibrational modes on the properties of this material. We have presented and discussed results of PIMD simulations of graphane in the isothermal-isobaric ensemble in a wide range of temperatures. This kind of simulations have revealed themselves as an adequate technique.
to study several properties of graphane layers. We have focused on the importance of nuclear quantum effects, which have been quantified by comparing results of the quantum simulations with those given by classical MD simulations. Our results indicate that explicit consideration of the quantum nature of atomic nuclei is important for a reliable description of these quasi-2D membranes, especially at low temperatures. Even for T close to room temperature, such nuclear quantum effects are not negligible.

Several structural variables have been found to change when the quantum nature of atomic nuclei is taken into account. The interatomic distances and in-plane area appreciably increase with respect to the classical prediction. In the low-T limit the mean C–C and C–H bonds increase by 0.7% and 2%, respectively. The higher value for the C–H bonds is indeed due to the lighter mass of hydrogen, combined with the anharmonicity of the interatomic potential.

Zero-point expansion of the graphane layer due to nuclear quantum motion amounts to about 1% for the in-plane area \(A_p\). For \(T > 0\), a thermal contraction of \(A_p\) is found for graphane in a similar way to graphene monolayers. However, it is important to note that in the case of graphene this contraction is almost unobservable in classical MD simulations. Thus, the temperature dependence of the area \(A_p\) is qualitatively different when derived from classical or PIMD simulations at temperatures around 300 K and even higher (see Fig. 10). In the quantum simulations, the thermal expansion coefficient \(\alpha_p\) is found to be negative for \(T \lesssim 400\) K, and it becomes positive at higher \(T\).

The in-plane compressibility of graphane \(\chi_p\) has been found to be about twice that of graphene, as a consequence of the tetrahedral (nonplanar) connectivity of the C atoms in graphane. \(\chi_p\) appreciably rises when nuclear quantum motion is considered, and in the limit \(T \to 0\), it is a 9% larger than the classical expectancy.

Atomic vibrations in the out-of-plane direction increase with both temperature and system size. Although quantum effects show up in these vibrational modes, at finite temperatures classical-like motion overshadows the quantum delocalization in the z-direction, as long as the system size is large enough. This size effect is observable in PIMD simulations at low temperatures, due to the onset of vibrational modes with smaller wavenumbers in larger cells, in particular in the ZA flexural band.

A quantitative assessment of the anharmonicity in the atomic vibrations is given by a comparison of the kinetic and potential energy of the system, which should coincide for strictly harmonic modes. For a graphane layer we find that \(E_{\text{pot}} > E_{\text{kin}}\) in the whole temperature range studied here. The difference \(E_{\text{pot}} - E_{\text{kin}}\) increases as \(T\) is raised, and in the low-temperature limit it amounts to 8 meV/(C–H pair), i.e., a 3.5% of \(E_{\text{kin}}\). This is caused by the anharmonicity of the system at low \(T\), as probed by the atomic zero-point motion.

PIMD simulations similar to those presented here can yield information on the structural and mechanical properties of graphane under tensile and compressive stress. This may give us insight into the relative stability of these layers in a stress-temperature phase diagram.
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**Appendix A: Uncertainty relations**

The RMS displacements of the position coordinate \(x\) and momentum \(p_x\) verify the Heisenberg’s uncertainty relation (see, e.g., Ref. [78] complement C.III)

\[
\Delta x \Delta p_x \geq \frac{\hbar}{2}.
\]

and similar expressions are valid for the \(y\) and \(z\) coordinates. Taking into account that \(\langle p_x \rangle = 0\), then \((\Delta p_x)^2 = \langle p_x^2 \rangle\), so that for a particle with mass \(m\) we have:

\[
E_{\text{kin}} = \frac{\langle p_x^2 \rangle}{2m} = \frac{1}{2m} [\langle \Delta p_x \rangle^2 + (\Delta p_y)^2 + (\Delta p_z)^2]
\]

From the inequality in Eq. (A1) it follows

\[
(\Delta p_x)^2 \geq \frac{\hbar^2}{4(\Delta x)^2},
\]

which yields

\[
E_{\text{kin}} \geq F,
\]

\(F\) being a function of the atomic MSDs:

\[
F = \frac{\hbar^2}{8m} [(\Delta x)^2 + (\Delta y)^2 + (\Delta z)^2].
\]
This means that we have a lower boundary for the kinetic energy from the real-space delocalization.

For an isotropic 3D harmonic oscillator with frequency $\omega$, we have for the ground state:

$$(\Delta x)^2_0 = \frac{\hbar}{2m\omega}, \quad (A6)$$

and

$$(E_{\text{kin}})_0 = \frac{3}{4} \hbar \omega, \quad (A7)$$

so that $E_{\text{kin}}/F$ converges to unity in the low-temperature limit.

To take into account the dispersion of frequencies in condensed matter, we can consider an isotropic 3D Debye model with a vibrational density of states $\mu(\omega) \propto \omega^2$ and a high-frequency cutoff $\omega_D$. In this case, assuming harmonic vibrations, we find for $T \to 0$:

$$(\Delta x)^2_0 = \frac{3}{\omega_D^2} \int_0^{\omega_D} \frac{\hbar}{2m\omega} \omega^2 d\omega = \frac{3}{4} \frac{\hbar}{m\omega_D}, \quad (A8)$$

and

$$(E_{\text{kin}})_0 = \frac{3}{2m} (\Delta p_x)^2_0 = \frac{9}{16} \hbar \omega_D. \quad (A9)$$

Hence, in the low-$T$ limit the ratio $E_{\text{kin}}/F$ for the Debye model is independent of $\omega_D$ and converges to 1.125.
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