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Abstract: The use of lifted flames presents some very promising advantages in terms of pollutant emissions and flame stability. The focus here is on a specific low-swirl injection system operated with methane and derived from an air-blast atomizer for aero-engine applications, which is responsible for flame lift-off. The key feature of this concept is the interaction between the swirling jet and the confinement walls, leading to a strong outer recirculation zone and thus to an upstream transport of combustion products from the main reaction region to the flame base. Here, the representation of the physics involved is challenging, since finite-rate effects govern the lift-off occurrence, and only a few numerical studies have been carried out on this test case so far. The aim of the present work is therefore to understand the limits of some state-of-the-art combustion models within the context of LES. Considering this context, two different strategies are adopted: the Flamelet-Generated Manifold (FGM) approach and the Thickened Flame (TF) model. A modified version of the FGM model including stretch and heat loss effects is also applied as an improvement of the standard model. Numerical results are compared with the available experimental data in terms of temperature and chemical species concentration maps, showing that the TF model can better reproduce the lift-off than the FGM approach.
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1. Introduction

Recently, research in the gas turbine (GT) field has focused on new combustion systems that are able to guarantee both low pollutant emission and safe operability among all the possible operating conditions. The first objective could be reached thanks to lean burn concepts, which in turn pose new challenges in terms of flame stability, flashback occurrence and Lean Blow-Off (LBO) limits. Indeed, in many current applications, these issues are faced by employing a partially premixed system, thus limiting the benefits of the concept in terms of nitrogen oxides ($\text{NO}_x$) emissions. A possible improvement is represented by the use of lifted flames, characterized by a main reaction zone considerably detached from the nozzle outlet section by a distance often called the Lift-Off Height (LOH) in the literature. This flame has shown some advantages, above all the improvement of air-fuel mixing before the the flame front is reached with respect to the standard partially premixed burner concept. This allows one to safely operate with a lean equivalence ratio without using pilot injectors. At the same time, the flashback risk is avoided since air-fuel mixing occurs directly in the combustion chamber.

Such flames have been widely studied in the scientific literature in both academic test cases and industrial applications [1]. In the second case, the most diffused configuration is represented by jet flames, where pure fuel is injected in the combustion chamber [2,3].
Regarding the GT application field, two different concepts have been proposed, respectively, by Cheng [4] and Zarzalis [5], both employing low-swirl injectors. The latter one is particularly interesting since it is similar to a usual aero-engine nozzle, but with better performance in terms of NO\textsubscript{x} reduction [5,6]. It has also demonstrated improved stability in terms of LBO occurrence [7,8], thus possibly allowing it to operate with even leaner equivalence ratios.

Although many experimental and numerical investigations have been performed on lifted flames in recent years, a complete understanding of the flame-stabilization mechanism is still missing. A possible explanation for this lack of knowledge can be found considering that many physical phenomena contribute to flame stabilization, and it is generally not possible to observe a unique mechanism acting alone [1,9]. Indeed, previous works on this topic have recognized the importance of the physics occurring in the lift-off region, as the zone where many effects occur in terms of the turbulence—chemistry interaction, thus affecting the final position of the flame base. Here, the turbulent flow-field could promote air–fuel mixing, as well as entrainment of the recirculating hot combustion products, which in turn control the ignition of the fresh mixture. Moreover, the occurrence of local quenching [1] and reduction of the global reactivity is not excluded. In this sense, a numerical approach could help to provide a complete view of the whole combustion process while at the same time avoiding affecting the flame with intrusive experimental techniques.

Considering the low-swirl burner investigated by Zarzalis and co-workers, as far as the authors are aware, very few numerical works have been carried out on this nozzle concept, which include a first study by Kern et al. [10] and a more recent one by Sedlmaier [11]. In both cases, the numerical simulations have shown an incorrect prediction of the reaction zone position, leading sometimes to the flame reattachment. This fact shows the challenges related to the numerical modeling of these flames. The aim of the present work is therefore to understand the limitations of two of the most popular turbulent combustion models within Large Eddy Simulations (LES) applied in the GT field: the Flamelet-Generated Manifold (FGM) and the Thickened Flame (TF) model. Indeed, a preliminary discussion of such comparison is available in [12].

This work follows a previous investigation carried out by the authors on the same injector concept, where the FGM approach and a modified version of such model including the stretch and heat loss effects were applied [13]. The outcomes showed that, although the lift-off occurrence was reproduced, the LOH was largely underestimated. In addition, the reaction zone shape and axial extension were not representative of the experimental measurements. However, improvement of the flame reproduction was obtained with the modified FGM due to the introduction of local quenching phenomena effects. The present work aims to further assess these two approaches considering the concentration of chemical species, which are available from the experimental campaign. On the other hand, the impact of the a priori assumptions on the combustion regime (i.e., the flamelet regime) and of the chemistry tabulation could be compared with a different combustion model, where no assumptions are made. To this aim, the TF model is employed as a well-established approach where the direct resolution of the flame front is accomplished.

2. Experimental Test Rig

The test rig considered here employs a confined low-swirl lifted flame investigated by Fokaides et al. at the Engler-Bunte Institut of the Karlsruhe Institute of Technology (KIT–EBI) [5,7]. The key feature of this burner is a radial double-swirl nozzle [14] with an overall theoretical swirl number \( S_{th,o} \) below 0.4, where this number is defined as:

\[
S_{th,o} = \frac{\hat{D}_t}{R_i I_i}
\]  

where \( \hat{D}_t \) is the angular momentum flux, \( R_i \) is the inner radius of the prefilmer lip at the smallest section, and \( I_i \) is the axial momentum flux. The injector is derived from an air-blast...
atomizer [14] and is constituted of a primary swirler with $S_{th,0} = 0.76$ and a secondary swirler with a set of fully radial channels ($S_{th,0} \approx 0.0$). This configuration leads to a particular flow-field where the Inner Recirculation Zone (IRZ) is weak and relatively small since it remains embedded within the high-velocity streams related to the secondary swirler. Conversely, a large Outer Recirculation Zone (ORZ) is present thanks to the interaction between the swirling jet of the nozzle and the confinement walls. This has a non-negligible extension in the axial direction, allowing combustion products to be transported from the reaction zone to the flame base.

During the experimental campaign, two different facilities were employed, respectively, for atmospheric pressure conditions and elevated pressure combustion: here, only the former was considered. The test rig provided a cylindrical combustion chamber where both gaseous and liquid fuel can be employed. The diameter $D_{CC}$ was four times the throat diameter of the nozzle diffuser $2R_0$, and the outlet section was placed at a distance with $L_{CC}$ equal to four and half times $D_{CC}$ from the chamber bottom. Moreover, the outlet section geometry was designed to avoid back-flow recirculation. The main section consisted of a water-cooled ceramic segment, while different additional segments can be employed allowing for specific measurement techniques. Flow-field measurements were carried out by applying the Laser Doppler Anemometry (LDA) technique, thanks to two aligned silica-glasses for the optical access, for both isothermal and reactive conditions. Again concerning the reactive conditions, local species concentration in the combustion chamber was evaluated using gas sampling with a suction probe and then analyzed with conventional gas analyses based on molecular excitation process. In this fashion, spatial maps of chemical species such as carbon monoxide (CO), carbon dioxide (CO$_2$), and methane (CH$_4$) are available for the lift-off region and the main reaction zone. Finally, temperature measurements were obtained thanks to S type compensated micro thermocouple probes corrected for radiative heat losses. A sketch of the test rig comprehensive of the measurements segments can be found in [5].

The operating point studied in the present work employed methane as fuel. A summary of the test conditions is reported in Table 1. A lean global equivalence ratio $\phi$ equal to 0.65 is employed to investigate the flame stabilization and capability. Furthermore, the flame has been observed to also be stable for leaner operating conditions, when air pre-heating is increased [5,7,11].

### Table 1. Lifted flame experiment operating conditions.

| Operating pressure $p_0$ | 101,325 Pa |
|--------------------------|------------|
| Air inlet temperature $T_0$ | 373 K |
| Air mass flow $m_{air}$ | 0.0185 kg/s |
| Nozzle pressure drop $\Delta p_{nozzle} / p_0$ | 2% |
| Equivalence ratio $\phi$ | 0.65 |

### 3. Flame Characteristics

The main feature of this type of flame is clearly lift-off occurrence, which places the flame stably downstream the nozzle exit. The region before the main reaction zone has paramount importance, since here the mixing between fuel and oxidizer is accomplished and a quasi-premixed combustion regime is reached [5] without the requirement for dedicated devices (e.g., premixing plenums). This kind of stabilization, as mentioned, is allowed by the upstream transport of hot vitiated gas from the principal reaction zones due to the ORZ: its relevance is such that the flame cannot be ignited without confinement walls [5]. Furthermore, the temperature of recirculating gas has a primary role in the ignition of incoming fresh mixture [7]. This fact also highlights the importance of the heat losses through confinement walls, which could cool the transported products and thus postpone the mixture ignition and elevate the lift-off height. The heat transfer from hot gas surrounding the jet and its core are related to the entrainment of hot gas pockets due to
Kelvin–Helmholtz instabilities at the jet surface. This aspect has a large impact also on the combustion modeling, as shown in [13], and it will later be discussed in detail.

Other parameters that affect the LOH magnitude are related to the operating conditions [8,15] and some geometry features [6], such as the ratio between the nozzle outlet section diameter and the combustion chamber diameter (i.e., the confinement ratio). All these aspects contribute again to the fresh mixture pre-heating before the flame front and influence the turbulence levels in the lift-off region. In conclusion, the lift-off region is dominated by several physical effects, which in turn directly control the turbulent flame speed and ultimately the stabilization position for the flame. Finally, the flame topology shows an arrow-like shape, where the flame base is anchored on the outer shear layer of the swirling jet: such morphology is very similar to a tribranchial flame structure, even if proof of its existence is not supported by the local equivalence ratio and flow-field [5].

4. Combustion Modeling

4.1. FGM Model

The use of laminar flame libraries for turbulent combustion modeling through the use of Probability Density Functions (PDF) for the description of the turbulence effects was originally proposed by Bradley et al. [16,17]. The underlying idea is that combustion occurs in a flamelet regime where the flame front is only distorted by the turbulence, and it could be described locally by laminar one-dimensional flames.

Considering the partially premixed combustion framework, one of the most popular approaches is the Flamelet-Generated Manifold model [18], where a number of these flamelets are solved in pre-processing and the associated thermochemical trajectories are parametrized in a look-up table as a function of two variables, the mixture fraction \( z \) (as defined by Bilger [19]) and the progress variable \( c \). In this work, the progress variable is defined as \( c = \frac{Y_c}{Y_{c,eq}} \), where \( Y_c = Y_{CO} + Y_{CO_2} \) is the un-normalized progress variable and \( Y_{c,eq} \) is its value at equilibrium. The turbulence–chemistry interaction is taken into account by pre-integrating the look-up table using presumed \( \beta \)-shaped PDF (or \( \beta - PDF \)): the reactive process is described using the mean values of the scalar and their respective variances (i.e., \( \bar{z}, \bar{c}, \bar{z}'^2, \bar{c}'^2 \)).

During the CFD simulations, three dedicated transport equations are employed to evaluate these scalars concerning the mean quantities and the variance of the progress variable, whereas the mixture fraction variance is closed through an algebraic formulation: for the sake of brevity, the equations are not reported here, and the interested reader is referred to [20]. Finally, the look-up table is queried for retrieving information about the chemical species and the flame. In this work, the progress variable source term \( \dot{\omega}_c \) is modeled with a Finite Rate approach, which is the source term is taken directly from the flamelets library: this term governs the flame propagation, and its correct estimation is of primary importance. The GRI3.0 detailed mechanism [21] with 325 reactions and 53 species is used for the table computation by freely propagating premixed flamelets, and it is discretized with \( 64 \times 32 \) points in terms of, respectively, \( z \) and \( c \). The 1D laminar flame simulations adopts \( T_{mix} = (T_{fuel}c_{p,fuel}z + T_{ox}c_{p,ox}(1 - z))/c_{p,mix} \) as an inlet temperature for the mixture, where \( T_{fuel} \) is assumed equal to 300 K and \( T_{ox} \) is set accordingly to the test conditions of Table 1, as well as for the operating pressure.

One of the main advantages of this approach is that detailed chemistry can be used during the pre-processing operations, thus allowing for information for a large number of chemical species to be available with a low computational effort at run time. However, the critical aspect consists of how this table is computed, and for this reason, different strategies have been proposed [22,23], based on different 1D structures. Improving the accuracy of such a model implies employing a look-up table with many different parameters, which could reduce the advantage of a low computational effort. It should be noticed that this approach is similar to the one employed in previous numerical works [10,11], but the chemistry here was reduced a priori to one reaction pathway, and only 6 species were
involved: according to the authors, this fact does not impact the final results unless the combustion occurs in lean conditions.

4.2. FGM-EXT Model

To improve the FGM model’s predictions, the scientific community has put much effort into the inclusion of quenching effects due to local aerodynamic stretch and heat losses on the flame front. Several strategies have therefore been carried out, but basically, they could be divided into two different subgroups, as summarized in [24]: the direct inclusion of stretch and heat loss in the manifold by increasing its dimension, and the correction of the FGM reaction source term with a scaling factor while the original manifold is kept.

The first approach is theoretically the most correct, but it leads to complex strategies for using the look-up table and usually a very large manifold. These aspects could impact the computational effort required at runtime, and its implementation in the CFD solver is also not trivial. To limit the number of variables required for tabulation, sometimes only the heat loss is considered without the stretch [25–27] or the assumption of a fully premixed regime is made (i.e., avoiding the need for \( \dot{z} \) and \( \dot{z}'' \)) [24].

The second approach is simpler since only the reaction rate takes into account the effects of stretch and heat loss: the scaling is obtained through the ratio of the laminar flame speed from unstrained and adiabatic flamelets to the ones from non-adiabatic strained flames. In addition, the use of such a scaling factor requires some assumptions depending on how it is defined, which rarely can be generalized for all the possible operating conditions. Overall, this strategy is quite straightforward to implement but at the expense of a less robust theoretical background. A further discussion of the advantages and drawbacks of these two approaches is outside the scope in the present work, while a very detailed description of these strategies with the related references is present in [24].

Since the second approach is used here, the focus is on the previous works that followed such strategy. In particular, the idea of applying a scaling factor to the reaction rate model was originally proposed by Tay-Wo-Chong et al. [28,29], along with the Turbulent Flame Closure model by Zimont [30], and a model developed at KIT–EBI [31]. Most recently, the same approach was applied in the work of Kutkan et al. [32] for flames employing blended methane–hydrogen mixtures. A further development was carried out by Klarmann et al. concerning the Finite Rate closure for the progress variable equation [33–35]. Both of these approaches were developed originally for the RANS turbulence framework.

Considering the formulation by Klarmann et al., the mean progress variable source term \( \dot{\omega} \) is multiplied by a reduction factor \( \Gamma_{k,\Psi} \) ranging between 0 and 1. In this fashion, all the scenarios are represented from the local quenching to the unmodified reaction. The reduction factor is evaluated at run-time with the following expression:

\[
\Gamma_{k,\Psi} = \left( \frac{S_c(\kappa, \Psi, z)}{S_0^c(z)} \right)^m
\]

where \( S_c \) is the consumption speed related to the stretched and non-adiabatic flamelet for a given value of stretch \( \kappa \), heat loss \( \Psi \), and mixture fraction \( z \), while \( S_0^c \) is the consumption speed referring to the same flamelet in un-stretched and adiabatic conditions. A power law is present with a coefficient \( m \), defined starting from the maximum of the reaction rate and the consumption speed in strained and non-adiabatic conditions as:

\[
m \approx \frac{\log(\dot{\omega}_c(\kappa, \Psi, z))}{\log(S_c(\kappa, \Psi, z))}
\]

This term is evaluated from laminar simulations, and it has shown that it assumes a constant value considering the type of fuel and the operating conditions [34]. The effects of stretch and heat loss on the consumption speed can be observed in Figure 1, where isosurfaces of \( S_c \) are reported at a fixed value of strain, heat loss, and mixture composition.
While $S^f_0(z)$ is derived from the FGM look-up table, $S_c(\kappa, \Psi, z)$ is computed a priori and stored in an additional table. This latter tabulation is obtained from one-dimensional laminar flames considering premixed counterflow flamelets (i.e., fresh to equilibrium products) with the Cantera v2.4.0 libraries [36] and stored in an additional table. Stretch and heat loss are imposed, respectively, by varying the velocity of the opposed jets and the temperature of the burnt gas side. At run-time, this table is accessed using the stretch and the heat loss values computed in the CFD simulation other than the local composition. In this work, the consumption speed table consists of $249 \times 38 \times 200$ points, respectively, of $z$, $\Psi$, and $\kappa$.

![Figure 1. Isosurfaces of consumption speed for fixed levels of heat loss, strain and mixture fraction.](image)

The differences between the heat loss modeling adopted in the present work (other than in the ones in [13,37]) and the works by Tay-Wo-Chong and Klarmann with their respective co-workers are due to two aspects. First, since the use of the LES turbulence modeling context is adopted here, a different formulation for the computation of the aerodynamic stretch is required: this is expressed as $\kappa = a + \sigma_c$, where $a$ stands for the computed strain rate and $\sigma_c$ for the curvature of the flame front. In turn, the strain rate is decomposed into two terms as $a = a_{res} + a_{sgs}$, which are respectively, the resolved strain $a_{res}$ and the contribution of the sub-grid scales $a_{sgs}$. For the sake of brevity, the complete formulation of these two terms and the flame front curvature is not reported here, but it can be found in [13].

The other key quantity, the heat loss parameter, requires instead some further clarifications concerning its computation. First of all, it should be noticed that the heat loss imposed in the 1D flame simulation for computing the $S_c$ table is modeled through the temperature of the burnt gas (i.e., $c = 1$ side) in the counterflow flamelets, as reported previously. This approach is the same as that employed by Tay-Wo-Chong et al., as well as Klarmann et al., Tang and Raman, and other works in the literature [24,25,28,29,33–35]. What differs from these works is how the heat loss is computed within the CFD calculations for the querying of the table for the consumption speed in strained and non-adiabatic conditions. Here, the heat loss parameter $\Psi$ has to be adapted to the tabulated chemistry approach with respect to the definition used in the 1D simulations. Indeed, the heat loss here refers to the products of the laminar counterflow flamelets, which means $\tilde{c} = 1$ and $\tilde{c}'^2 = 0$. In the CFD, instead, it should be formulated accordingly to the overall progress variable field, so it is expressed as the ratio of the local temperature to the local adiabatic temperature:

$$\Psi = \frac{T}{T_{eq}} = \frac{T(\tilde{z}, \tilde{c}'^2, \tilde{c}, \tilde{c}'^2, h)}{T_{ad}(\tilde{z}, \tilde{c}'^2, \tilde{c}, \tilde{c}'^2, h_{ad})}$$

(4)
It can be seen that with this definition, \( \Psi = 1 \) in the fresh mixture, since here \( \tilde{c} = 0 \) and \( \tilde{c}' = 0 \). This fact will be explained later in the results section, where the \( \Psi \) field always assumes a value close to 1 in the swirling jet near the nozzle outlet, which is dominated by the fresh mixture. In addition, in the corners, low values of \( \Psi \) are reached, since here the local temperature is considerably far from the associated adiabatic flame temperature. Concerning the works in the literature by Tay and Klarmann, the heat loss parameter was instead defined with the enthalpy defect \( \Delta h = h - h_{ad} \), where \( h \) is the local enthalpy and \( h_{ad} \) is the one from the look-up table. This fact was already identified in [13], and the authors consider the two approaches equivalent in the framework of non-adiabatic FGM, since the thermochemical quantities are included in the manifold as a function of the enthalpy defect with respect to adiabatic conditions. Furthermore, the fact that the present definition is adimensionalized does not represent an issue, since it is used only as a parameter to access the additional consumption speed table.

This approach has already shown its potential in works [13,37] available in the literature, but it should be recalled that the flame structure tabulated in the manifold is not affected, while it has shown that the levels of heat loss and stretch could largely impact the flamelet response [24].

4.3. TF Model

In the Artificially Thickened Flame model [38], or most commonly, just the Thickened Flame (TF) model, no assumptions on the combustion regime are made a priori and the flame front is directly resolved. For this reason, one transport equation for each chemical species involved is present. The problem when trying to resolve the flame structures is that the flame front is considerably smaller than the usual mesh grid size: the thickening procedure alters the flame front in order to be solved on the actual mesh grid. During this operation, the correct laminar flame speed is preserved by increasing the thermal diffusivity and decreasing proportionally the reaction rate through the introduction of a thickening factor \( F \), which is a function of the mesh grid size \( \Delta \) and the laminar flame thickness \( \delta \):

\[
F = \frac{N \Delta}{\delta} \tag{5}
\]

\( N \) is instead the number of points into which the flame front is discretized, which is set to 8 in this work. This operation, however, affects the interaction between chemistry and turbulence, since the eddies smaller than the thickened front are not interacting properly with the flame [39]. In order to mitigate this issue, the reaction rates and the thermal diffusivity are multiplied by the efficiency function \( E \), defined as the ratio of the flame-wrinkling factors for the original flame and the thickened one: here, \( E \) is computed following the formulation given by Colin et al. [38]. Furthermore, since the thickening procedure could lead to erroneous mixing and heat-transfer, the flame is dynamically thickened only in the proximity of the flame front, through the use of a flame sensor \( \Omega \), assuming its value is equal to 1 in the regions of interest and 0 away from them [40]. All the reaction rates in the species transport equations and the source term in the energy equation are therefore multiplied by \( E/F \) as follows:

\[
\bar{\omega}_{k,TF} = \frac{E}{F} \omega_{k,\text{lam}} \tag{6}
\]

where \( \omega_{k,\text{lam}} \) is the source term of the generic \( k \)-th species evaluated with the Arrhenius law as \( \omega_{k,\text{lam}} = AT^\beta \exp(-E_a/RT) \). The species diffusivities are dynamically computed instead as \( D_{eff} = D_{\text{lam}}E(1+(F-1)\Omega) + D_{\text{turb}}(1-\Omega) \), where \( D_{\text{lam}} \) is the laminar diffusivity and \( D_{\text{turb}} \) is the turbulent one. In this fashion, near the flame, \( \Omega \) is equal to 1, and hence the turbulent diffusivities are neglected while the laminar diffusivities are enhanced by \( EF \). Instead, away from the reaction front, the expression \( D_{\text{lam}} + D_{\text{turb}} \) is retrieved, and thickening is switched off. This approach has been widely applied in the literature for
both premixed and non-premixed flames [40] and nowadays is one of the most popular approaches for combustion modeling concerning scale-resolving simulations.

The TF model is often used together with global or semi-global [41] chemical mechanisms to reduce the number of transported species, therefore mitigating the required computational effort. In this first attempt, to apply the TF model to the Fokaides test case, the BFER 2-step mechanism for air–methane mixtures developed by Franzelli et al. [42] was used. This reaction mechanism considered six species with a first reaction concerning the oxidation of the fuel into carbon monoxide, while the second reaction took into account the final CO-CO$_2$ equilibrium. This mechanism has been largely employed in the literature considering the LES modeling context, showing how it could successfully predict the fuel oxidation and the temperature field in the combustion chamber. However, as many reduced mechanisms, the underlying idea is to carry out a correct estimation of the laminar flame speed and adiabatic flame temperature, rather than the concentration of the intermediate chemical species [41] or potential autoignition phenomena [43]. Especially considering CO prediction, poor agreement is expected in comparison with a more detailed mechanism from a quantitative point of view: this fact can be seen in Figure 2, where the adiabatic temperature and the CO mole fraction are reported for the BFER and the GRI3.0 mechanisms simulated with a freely propagating 1D flame in Cantera for the operating conditions in Table 1. More details concerning these aspects are available in [44].

![Figure 2](image)

Figure 2. Adiabatic flame temperature (left) and CO mole fraction (right) as a function of the equivalence ratio for the conditions of Table 1 from freely propagating flamelet simulation.

5. Numerical Setup

The numerical investigation was conducted within the LES context in order to provide a proper description of the turbulent structures present in the flow-field. Spatially filtered compressible Navier–Stokes equations were employed within the CFD suite ANSYS Fluent 2019-R1 [20]. Spatial and temporal discretization adopted second-order schemes while the Dynamic Smagorinsky–Lilly model [45] was used for the subgrid stress tensor.

The numerical domain, reported in Figure 3, was derived from the simulations in [13], where an injector with the same configuration but lower effective area was employed. This domain includes the whole combustion chamber, together with the nozzle and the air plenum before it. A convergent section to mimic the experimental setup was placed at the outlet, aiming to prevent exhaust recirculation. The previous study investigated both isothermal and reactive conditions, and a good agreement was obtained between numerical results and experimental data for the flow-field in cold conditions. Therefore, here, the efforts have been focused on the only reactive point to assess the differences among the combustion models, assuming that the numerical setup can properly reproduce the flow structures when no reaction is occurring.
Figure 3. Sketch of the CFD numerical domain with the mesh grid. Blue box: flame tube local mesh refinement. Orange box: swirler local mesh refinement.

One of the main challenges of the present test case is the large extension of the reaction zone and its interaction with the confinement walls, which imposes a wide region with local refinement and thus limits the magnitude of the refinement itself. It is worth recalling at this point that this numerical study aims to investigate how different combustion models reproduce the flame characteristics. Therefore, a robust and affordable computational grid is required at this stage, while a complete study comprehensive of mesh sensitivity focusing on a single combustion model is left for future works. Keeping this in mind, an unstructured polyhedral mesh with 16 million elements was employed, since it is considered a good compromise in terms of both computational efforts and accuracy. Two distinct refinement regions were present: one within the swirler and the other in the flame tube (see Figure 3). The latter region had a maximum diameter of 85 mm for both the FGM simulations, while it reached the chamber walls for the TF model. As a result, a different mesh sizing for these simulations was used in order to meet the target overall number of elements. Therefore, the FGM models employed 250 μm in the swirler and 500 μm in the flame tube, while the TF model considers, respectively, 500 μm and 600 μm. This helps to avoid too large a value of $F$ in the reaction zone, leading to a better reproduction of the turbulence effects on the flame front. Finally, both the setups included five prismatic layers for near-wall treatment. The study in [13] adopted a coarser mesh than the actual employed here, but still, quite reasonable results for both mean and fluctuating components of the velocity were obtained in isothermal conditions: therefore, it is assumed that at least the same accuracy could be retrieved within this work.

A preliminary estimation of the calculation grid adequacy was carried out with the LES Quality Index by Celik [46], where the capability of both the mesh grids to properly describe the flow-structures was assessed when a value greater or equal to 0.8 was obtained. Clearly, this is not a substitute for a mesh sensitivity study, but still, it represents a preliminary indicator of mesh adequacy within the scientific community [47], especially when dealing with a test case that has not been investigated widely before; therefore, little experience is available concerning its numerical modeling (e.g., maximum element size within the nozzle for an acceptable turbulent field description). With this in mind, in Figure 4, it can be observed that the criterion is met in the whole domain for both the configurations, where clearly the lowest values are present at the nozzle exit.
Instead, focusing on the Thickened Flame approach, another important indicator of the mesh adequacy concerning the operating condition is the magnitude of the thickening Factor F. When this quantity is too large, it could lead to an improper description of the turbulence chemistry interaction, as introduced earlier when discussing this combustion model. Since the present work, as far as the authors are aware, represents the first attempt to apply the Thickened Flame model to this burner, particular attention has been paid to reproduce the acceptable magnitude of F. In this fashion, the actual mesh grid seems aligned with the value for F suggested in the literature [39]. This can be observed in the contour map, where F is reported again in Figure 4, where the largest parts of the structures assume a value of 5, while some peak values are present for such pockets of gas with richer composition (i.e., smaller laminar flame thickness).

Concerning the boundary conditions, a mass-flow inlet was used for the air plenum, while a pressure outlet was present at the outlet: here, the ambient pressure was imposed according to the conditions reported in Table 1. Fuel injection took place before the prefilmer lip with a dedicated inlet patch where its mass flow was derived accordingly to the global equivalence ratio. Concerning the walls of the combustion chamber, a no-slip condition was used for the relative boundaries in all the simulations.

Instead, the modeling of the thermal boundary condition on the lateral and bottom walls was a challenging aspect to take care of. Firstly, no accurate information is available concerning the wall temperature from the experimental campaign. In this fashion, two different wall temperatures were used for, respectively, the FGM and the FGM-EXT models and the TF one, namely 700 K and 1000 K. This choice might appear counterintuitive since this study should assess the impact of the combustion modeling on the flame representation. However, doing this allows the magnitude of the heat losses through the walls to be maximized in the FGM simulations but still with a reasonable value of temperature. Indeed, as will be shown in the results section, this temperature matches well the experiments near the dome of the combustion chamber: assuming an even lower temperature might be unrealistic considering the test rig setup and operating conditions.

With this in mind, the FGM-EXT approach should provide a good agreement with the flame or even the flame quench in the extreme case. In other words, this strategy should highlight the fact that the potential misprediction of the flame lift-off is due to an actual limit of the combustion model, rather than a low magnitude of the heat losses through the walls. This wall temperature was initially also imposed in the TF simulation (not reported here for the sake of brevity), resulting in the presence of unburnt fuel pockets at the outlet section, which is not possible considering this test rig. For this reason, the wall temperature
was increased to the current value of 1000 K, which is again a reasonable value considering the GT application field [25,27].

Although a well-defined sensitivity study of the wall temperature for the TF model has not been carried out, as will be explained in the results section, this higher wall temperature already leads to a good agreement with the experiments in terms of fuel concentrations maps. In this sense, the use of 700 K as the wall temperature would result in a worse prediction of the flame position. In addition, another interesting point might be the scenario if a wall temperature equal to 1000 K is also applied to the FGM and FGM-EXT approaches. At a first look, it is expected that the FGM-EXT will not revert to the FGM, since even if the heat loss magnitude is reduced, the correction effects might be negligible only in the absence of stretch actions, as visible in Figure 1. Further comments will be given in the dedicated results section.

The time step was set to $1 \times 10^{-6}$ s, with a CFL value below 5 in the whole domain and below 0.5 in the flame region. The simulated physical time for each simulation is therefore reported in Table 2, where the Flow-Through Time (FTT) is preliminarily estimated from the experimental measurements window and the average flow-velocity from the same measurements.

### Table 2. Simulation average time with estimated FTT for each combustion model.

| Combustion Model | Average Time | FTT  |
|------------------|--------------|------|
| FGM              | 117 ms       | 8.75 |
| FGM-EXT          | 150 ms       | 11.50|
| TF               | 180 ms       | 13.85|

### 6. Results

#### 6.1. Flow-Field and Local Mixture Composition

As mentioned above, this type of nozzle is characterized by a low swirl number, which is responsible for a peculiar flow-field with respect to the high-swirl injectors, commonly employed in the current GTs application. In Figure 5, the velocity field on the midplane up to 150 mm is reported for all the combustion models and experiments in terms of mean axial velocity maps.

![Figure 5](image)

**Figure 5.** Contour maps of mean axial velocity from FGM, FGM-EXT, and TF (from left to right) compared with experimental data from [5].

From a qualitative point of view, the results are in good agreement with the experimental data since all the key features can be observed, regardless of the specific combustion model. These involve the high-velocity streams close to the burner axis and rapidly decaying away from it in the radial direction, as well as the almost absent IRZ. Furthermore, the
wide ORZ is visible along with the main jet, which extends from the burner dome into the combustion chamber. Considering this last point, here, the differences among the three combustion models are instead visible and they could be attributed to the different position of the predicted flame, hence the related thermal expansion of the flow.

A quantitative comparison is depicted in Figure 6 based on the radial profiles of axial velocity for given axial positions. Considering the nozzle near-field up to 10 mm, all the combustion models collapse on a single curve, since no influence on the flow due to the reaction zone is present yet. Here, the small IRZ is visible close to the nozzle axis, followed by a peak of velocity within 20 mm in the radial direction. Then, the axial velocity rapidly decreases, due to the presence of the ORZ. All the employed combustion models are in good agreement with the experimental data, except for the value of the peak velocity, which is overpredicted for the profile at 1 mm. Furthermore, the experiments show a larger spreading in the radial direction, while the numerical simulations somehow reproduce a sort of narrower high-velocity stream, where the velocity decays more rapidly around 15 mm. A similar conclusion can also be drawn for the profile at 20 mm and 30 mm. Instead, from 70 mm, the effects of the ongoing reaction are clear, and the combustion models begin to reproduce different trends in the radial direction. As expected, when the flame is predicted in a lower position, the influence of the heat release accelerates earlier the flow: the result is a higher value of velocity. This is the case for the FGM and the FGM-EXT approaches, which are always above the corresponding curve for the TF approach.

Nevertheless, it is worth recalling that for the desired goal of this work, the flow field can be considered sufficiently described. Further improvements to the numerical model are instead left to future works.

The local composition of the mixture is reported in Figure 7 in terms of equivalence ratio \( \phi \) contour maps. This quantity accurately describes another very important characteristic of the investigated nozzle: the mixing process between air and fuel along the LOH.

Since methane is injected only in the primary swirler, a fuel-rich composition is present close to the axis at the nozzle outlet section. In addition, the pure air jets related to the secondary swirler are clearly visible at the bottom of the combustion chamber. These flow structures prevent the flame reattachment, since they avoid the interaction of the vitiated products with the fresh mixture, thus delaying the ignition. As for the velocity field, all the tested approaches are in a good agreement with the experimental data from a qualitative point of view. Furthermore, these contour maps adequately explain the driving principle of this type of flame, where air and fuel enter as separate streams at the bottom of the flame tube, while mixing is completed within 50 mm, obtaining the nominal value of \( \phi = 0.65 \). Meanwhile, it is clear here that the ORZ is dominated by vitiated air, which, as explained, is of paramount importance for the flame stabilization.

6.2. Chemical Species

The comparison between numerical simulations and experimental measurements in terms of chemical species is one of the most interesting and critical aspects considering the goal of the present work.

Figures 8 and 9 report the comparison in terms of methane mole fraction \( X_{\text{CH}_4} \) and carbon dioxide mole fraction \( X_{\text{CO}_2} \). In contrast to the previous equivalence ratio maps, here, the differences between the combustion models are clearly visible. Considering the \( X_{\text{CH}_4} \) maps, the FGM model reached complete oxidation of the fuel before 100 mm in the axial direction, showing the over-prediction of reactivity already seen in previous works. This issue is largely improved with the FGM-EXT approach, where the fuel oxidation is not completed in the reported 125 mm, as depicted in the experimental map. However, the levels of \( X_{\text{CH}_4} \) are lower than expected at the end of the maps, leading to an imperfect agreement with the measurements. The opposite situation is instead verified for the TF approach, where the levels of \( X_{\text{CH}_4} \) at 125 mm are slightly higher than the experimental counterpart.
Figure 6. Radial profiles of axial velocity at given planes for the numerical simulations and experimental data.
Figure 7. Contour maps of equivalence ratio up to 130 mm from FGM, FGM-EXT, and TF (from left to right) simulations compared with experimental data from [7].

Figure 8. Contour maps of the CH$_4$ mole fraction ($X_{CH_4}$) from FGM, FGM-EXT, and TF compared with experimental maps adapted from [5].

Figure 9. Contour maps of CO$_2$ mole fraction ($X_{CO_2}$) (left) from FGM, FGM-EXT, and TF compared with experimental maps adapted from [5].
Regarding the contour maps of carbon dioxide mole fraction $X_{CO_2}$, the inner region of the swirling jet is dominated by low values, since no reaction is yet occurring here and the high velocity streams avoid the presence of recirculating combustion products. Again, the FGM model reproduces a small penetration of the nozzle jet, rapidly approaching the values of $X_{CO_2}$ corresponding to the equilibrium composition. The FGM-EXT and the TF models are instead comparable from this point of view. The concentration of CO$_2$ instead reaches high levels in the ORZ, due to the presence of combustion products. Furthermore, the experimental contours are reporting lower levels of $X_{CO_2}$ at the bottom of the flame tube that are not predicted in the numerical simulations: this aspect will be further investigated in future works.

Figure 10 reports the mean carbon monoxide mole fraction, $X_{CO}$, which can be considered a good indicator of the ongoing reaction from a qualitative point of view. Each map refers to the maximum value observed on this plane for a specific combustion model: these are reported in the related table again in Figure 10. It can be seen that the TF simulation underestimates the peak by two orders of magnitude with respect to the experimental finding, while both FGM models instead overestimate this value but within almost the same order of magnitude. This fact could be explained by the previously mentioned misprediction related to the two-step chemistry, which is reported also in [44]. Nevertheless, from a qualitative point of view, this comparison permits the visualization of the flame region in terms of extension and shape.

Figure 10. Contour maps of averaged CO mole fraction ($X_{CO}$) for (from left to right) FGM, FGM-EXT, TF combustion models, and experimental data from [5].

The lift-off occurrence is predicted by all the combustion models, since each map reports the reaction zones detached from the nozzle outlet. As found in [13], the FGM model reproduces a short and more compact flame than the experiments. The main reaction zone is found between 50 and 100 mm, while the flame base occurrence can be found around 25 mm. However, the flame assumes an arrow shape, where the anchoring edges are visible in the outer shear layer. The FGM-EXT improves the flame prediction by taking into account the stretch and heat loss effects, even with the simple approach introduced in the combustion modeling section. Here, the main reaction zone is placed between 100 and 150 mm, making it closer to the experimental map. This is because the inner zone around the axis now experiences a lowered reactivity thanks to the intense stretch field related to
the nozzle jet. Still, the LOH is underpredicted since the first occurrence of the reaction zone is almost identical to the standard FGM outcome. Furthermore, high values of $X_{CO}$, similar to the ones present in the main reaction zone near the burner axis, are found in the outer shear layer. A possible explanation for this is related to the stretch field presence, which assumes very low values in the ORZ and decays moving downstream in the flame tube, as will be shown in the next section. Differently from the TF model, the main reaction zone stabilizes around 200 mm, which is even further downstream from the experimental finding (i.e., 150 mm). The flame again assumes all the features already seen with the other models in terms of anchoring edges, arrow shape, and inner regions devoid of reactions, but all these zones now have a larger extension. Another important point to highlight is that the reaction zone now reaches the lateral confinement walls, which is reported also by the experimental map, and could potentially enhance the heat losses contribution. This aspect was observed also by Sedlmaier in [11], where the impact of different cooling flow rates was tested: in particular, a non-linear behavior of the LOH with the increase of cooling flow rate occurred when the flame interacted with the walls. Unexpectedly, the base of the flame is still placed in the lower zone of the combustion chamber, and it is closer to the FGM models rather than the experiments. The latter indeed is anchored beyond 50 mm, while the TF model reactions occur before this position.

6.3. Temperature Field

The comparison between numerical simulations and experiments is reported in terms of the temperature field in Figure 11. As mentioned in the numerical setup section, the FGM models and the TF employ different values of wall temperature, since imposing 700 K for the TF simulation results in the presence of unburnt fuel at the outlet, which is not the case considering the experimental findings. All the contour maps showing a relatively cold region close to the nozzle axis corresponding with the swirling jet, while a higher temperature is present in the ORZ dominated by the combustion product recirculation. The extension of this cold region depends on the combustion models, since it is strictly related to the position of the main reaction zone, as shown by the $X_{CO}$ maps. Although the best prediction in terms of $X_{CO}$ is related to the higher value of wall temperature, the temperature field in the FGM models reaches a better agreement with the experiments near the bottom of the flame tube. In addition, the region with the highest temperature (close to the adiabatic flame one), according to the experimental map, seems better described in terms of its position with the FGM-EXT model rather than the TF one. Besides the value imposed on the walls, it is expected that a uniform wall temperature could lead to a wrong prediction of the flame temperature field. This means that the wall temperature set to 700 K is likely reasonable for the first part of the combustion chamber, as shown in Figure 11, but then this value should be increased by taking into account the heat transfer with the recirculating products, similar to the strategy reported by Massey et al. in [27]. This aspect is clearly of primary importance and will be investigated in detail in future works.

Another important consideration that can be drawn is that the misprediction associated with the FGM and the FGM-EXT approach is not related to improper wall thermal boundary conditions, but an actual limit of this type of modeling. Indeed, the lower wall temperature should have enhanced the effect of $\Gamma_{e, TF}$, thus predicting a reaction zone with the FGM-EXT closer to the experimental measurements with respect to the TF model.
A better understanding of how the heat loss correction works in the FGM-EXT is possible thanks to Figure 12, where the instantaneous and mean fields of heat loss $\Psi$, stretch $\kappa$, and correction factor $\Gamma_{\kappa,\Psi}$ are reported. As explained previously, $\Gamma_{\kappa,\Psi}$ directly affects the global reaction rate $\dot{\omega}_c$ in the FGM-EXT: the regions distinguished by low values are the ones where the flame experiences a reactivity decrease and potentially a local quench. The value of $\Gamma_{\kappa,\Psi}$ depends on the local level of aerodynamic stretch and heat loss. The first reaches high values in the nozzle near field and close to the burner axis. The heat losses instead are concentrated in the bottom corner of the combustion chamber and near the confinement walls. This means that the low temperature imposed at the walls for the FGM-EXT enhances this quantity, as visible in Figure 12. For this reason, even if a relatively strong heat loss field is present in the corners, the low values assumed by the stretch field maintain a reduction factor at an intermediate level, which can also be deduced from Figure 1. Furthermore, the chaotic behavior of the instantaneous field of $\Gamma_{\kappa,\Psi}$ is again related to the same field of $\kappa$, which is governed by the turbulent structures in the flow.

Moreover, the importance of the wall heat losses can be deduced by considering the sequence in Figure 13 reporting the instantaneous field of $\Psi$ for various instants of time. It is worth recalling that for this simulation, the wall temperature is imposed to be 700 K, which is less than half of the adiabatic flame temperature; therefore, the heat loss will be strongly enhanced at the walls. The hot combustion products are taken from the reaction zone upstream and transported by the ORZ upstream toward the bottom of the flame tube. During this transport, as highlighted with the black dashed lines in Figure 13, these gases are cooled down by the walls, thus delaying the ignition of the incoming fresh mixture.
7. Considerations on the Stabilization Mechanism

In Figure 14, the mean and instantaneous contours for the TF simulation are reported in terms of the temperature, methane mole fraction, equivalence ratio, and axial velocity field: in the latter contours, isolines of heat-release and zero axial velocity are superimposed. The flame stabilizes at a position where a sufficiently low value of the velocity is reached: this can be seen by both the decrease in methane concentration as well as the increase in mean temperature in the flame tube along the axial direction. The flame base is anchored on the outer shear layer of the swirling jet, as visible from the zero axial velocity isoline tangent.
to the heat-release ones. Furthermore, the temperature and equivalence ratio instantaneous fields show the presence of turbulent instabilities at the jet’s basis: this phenomenon leads to the entrainment of hot vitiated products in the fresh mixture jet operating the continuous re-ignition of the reactants reported in previous works in the literature [1]. The ORZ acts as a reservoir of hot combustion products, promoting the ignition mentioned before, since all the fuel here is already consumed, but the composition shows values of $\phi$ close to the nominal value for this test point. Similar considerations could be made concerning the FGM and the FGM-EXT, but for the sake of brevity, these models are not reported: the same comparison can be found in the previous work [13].

Figure 14. Contours of mean and instantaneous quantities from the TF simulation of (from left to right) temperature, methane mole fraction $X_{CH_4}$, equivalence ratio $\phi$, and axial velocity, with heat-release (HR) isolines superimposed. Normalized vectors of velocity are superimposed on the methane mole fraction and the equivalence ratio maps.

Additionally, in Figure 15, the instantaneous and mean maps of Flame Index $FI$ are reported for both the TF and the FGM-EXT models, with the isolevels of heat release superimposed. The Flame Index can be interpreted as an indicator of where the flame can be assumed in a premixed state or a non-premixed one. This quantity is defined as [48]:

$$FI = \frac{\nabla Y_{Fuel} \cdot \nabla Y_{Ox}}{|\nabla Y_{Fuel} \cdot \nabla Y_{Ox}|}$$

(7)

where a value equal to 1 indicates a premixed state of the reactive mixture and -1 as a non-premixed one. In Figure 15, it can be seen that both approaches are dominated by premixed-like conditions, since such a state is reached very early in the combustion chamber. This also highlights the capability of this low-swirl lifted flame to operate as a premixed flame without the use of premixing chambers.

Finally, instantaneous maps for $X_{CH_4}$ and $X_{CO}$ are reported in Figure 16. Three consecutive instants are reported, aiming to show the dynamic behavior related to the reactive regions. The swirling jet enters the flame tube with a rich local composition, and it experiences the already mentioned flow instabilities interacting with the vitiated hot products and promoting the mixing downstream. The presence of carbon monoxide acts as an indication of the flame front position, showing how the fuel is being consumed. The TF simulation shows a thin reaction front that is strongly deformed by the turbulence. Moreover, it can be seen how the flame interacts with the lateral walls, which indeed
enhances the heat losses and therefore the decrease in the reactivity. The reaction front surrounds the reactive mixture regions (circled in Figure 16) with a sharp and well-defined front: from a modeling point of view, this behavior is due to the dynamic thickening, and here, the flame sensor $\Omega$ drops to 0 within this region. Instead, the FGM-EXT field reports a compact reaction zone that is highly corrugated, and this time, the direct interaction with the walls does not occur. The reactive mixture regions show a diffused reaction zone, where the higher values are present at the outer layer of this region. The flame front position is now related to the transport of the mean progress variable and its variance, where the assumption made for the turbulence–chemistry interaction plays a decisive role.

Figure 15. Contour maps of instantaneous and mean field of Flame Index $FI$ for the TF (left) and the FGM-EXT (right) models.

Figure 16. Sequence of instantaneous maps of $X_{CH_4}$ and carbon monoxide mole fraction $X_{CO}$ for the FGM-EXT (left) and the TF (right) models. Circles indicate the reactive regions being transported downstream.
8. Conclusions

In this work, a low-swirl partially premixed lifted flame operated with gaseous fuel has been studied using LES simulations with three different combustion models. The goal is to understand which of these is the most suitable for the representation of the flame in terms of lift-off height and reproduction of the reaction zone. The employed combustion models are, respectively, the TF model, the FGM model, and finally a version of the FGM with stretch and heat loss correction.

Another crucial point is the influence of the heat losses on the final prediction, which was demonstrated with both experimental and numerical results in previous studies. Since no information on the wall temperature is present, a uniform value has been imposed on the wall’s thermal boundary conditions: this value has been chosen considering the experimental results near the bottom of the combustion chamber, similar to previous studies in the literature. This wall temperature results in a value of 700 K, which should have enhanced the effects of the heat loss correction in the modified FGM approach. Conversely, this wall temperature magnitude applied in the TF simulation has led to the presence of unburnt fuel on the outlet section, which is unrealistic considering the present test case. For this reason, in this simulation, the wall’s thermal condition is set to 1000 K. In spite of the different thermal boundary conditions, some remarks are possible considering the numerical results.

Firstly, all the models predict the flame lift-off, and all are very close to the experiments in terms of velocity field and local composition of the exhaust gas. The main differences are related to the position of the reaction zones in terms of CO mole fraction and obviously of the temperature field. The FGM models under-predict the flame height and extension, both in the axial and radial directions, despite the higher magnitude of the heat losses. The TF model instead slightly overpredicts the main reaction zone position, even with the higher wall temperature. All the models noticeably retrieve the early occurrence of reaction in the flame tube in the ORZ, which is not observed in the experiments. Furthermore, the TF model largely underpredicts the CO concentration due to the use of two-step mechanisms with respect to the FGM models employing a detailed mechanism. The temperature field is affected by the choice of the different boundary conditions: a general conclusion is therefore not possible from a comparison between combustion models, except that the use of uniform wall temperature is not correct when also considering the flame extension in the combustion chamber. Moreover, the experimental findings concerning the stabilization mechanism seem correctly reproduced by all the models, as already also observed in a previous work by the authors.

Future investigations will focus on understanding the reason behind the improved prediction of the TF model over the FGM ones. Furthermore, it should be pointed out that the stretch and heat loss correction employed here is a simplistic but cost-effective approach, while different strategies to include these effects within the FGM framework are available in the literature and should be tested before drawing certain conclusions. At the same time, the discrepancies of the TF model from the experiments should be investigated aiming to understand if this could effectively be related to the simplified chemistry description rather than an improper turbulence–chemistry interaction predicted by the model. Finally, the impact of the grid discretization should be assessed with a dedicated mesh sensitivity study aiming to verify the assumption made in the present work.
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Abbreviations
The following abbreviations are used in this manuscript:

FGM Flamelet Generated Manifold model
FTT Flow-Through Time
IRZ Inner Recirculation Zone
HR Heat Release
LBO Lean Blow-Off
LES Large Eddy Simulations
LOH Lift-Off Height
ORZ Outer Recirculation Zone
RANS Reynolds Averaged Navier–Stokes
TF Thickened Flame model
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