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Abstract. We prove a global shadow lemma for Patterson-Sullivan measures in geometrically
finite Hilbert manifolds. We also prove a Dirichlet-type theorem for hyperbolic metric spaces which
have sufficiently regular Busemann functions. We apply these results to prove the logarithm law
for excursion of geodesics into cusps in the setting of Hilbert geometries.

1. Introduction

In this work, we prove a global version of the shadow lemma ([Sul79, Sul84, SV95]) for the
Patterson-Sullivan measures associated to geometrically finite strictly convex real projective man-
ifolds. We then apply it to obtain a logarithm law, as in [Sul82], which provides asymptotics for
the maximal cusp excursion for generic geodesics and relates it to the dimension of the limit set.
Several of our results also apply in the more general metric context of δ-hyperbolic spaces which
satisfy certain regularity and growth conditions.

A convex real projective structure is given by a properly convex domain Ω in real projective space
\( \mathbb{RP}^n \), with an action by a discrete group \( \Gamma \) of projective transformations preserving \( \Omega \). The quotient
manifold \( M = \Omega / \Gamma \) inherits a natural metric \( d_\Omega \) called the Hilbert metric. If \( \Omega \) is strictly convex,
geodesics for the Hilbert metric are simply straight lines. The moduli space of these geometries is
frequently nontrivial and includes the example of hyperbolic space of constant negative curvature.

A Hilbert geometry \((\Omega, d_\Omega)\) is in general only Finsler, meaning the metric comes from a norm, but
this norm does not necessarily come from an inner product. Once \( \Omega \) is preserved by a noncompact
group of projective transformations, the Hilbert geometry \((\Omega, d_\Omega)\) is Riemannian if and only if
\( \Omega \) is an ellipsoid ([SM02, Cra14, Theorem 2.2]). Moreover, aside from the special case of the
ellipsoid, these Hilbert geometries are not CAT(\( k \)) for any \( k \) [Mar14]. Nonetheless, as Marquis
states in [Mar14], we may think of Hilbert geometries as having “damaged nonpositive curvature.”
In particular, a strictly convex Hilbert geometry with a large isometry group has many properties
resembling negative curvature.

Hyperbolic manifolds are equipped with a natural boundary of their universal cover which carries
several measures; in particular, the Patterson-Sullivan measure, obtained by taking limits of Dirac
measures supported on the group orbit ([Pat76, Sul79, Sul84]). In that context, Sullivan’s shadow
lemma establishes the scaling properties of such measures near boundary points. These properties
turn out to depend subtly on the location of the parabolic points, and are related to the fine
structure of the limit set.

In this paper, we extend this result to Hilbert geometries. If \( \Omega \) is strictly convex with \( C^1 \)
boundary, then the visual boundary of \( \Omega \) coincides with the geometric boundary \( \partial \Omega \) in projective
space. An analogue of the Patterson-Sullivan measure has been constructed on this boundary (see
[Ben04, Cra11, CM14b, Zhu20, Bla21, BZ21]).
To avoid confusion with other notions of geometrical finiteness in the literature, we call our condition global geometrical finiteness (see Definition 5.3). Let us note that this holds in the following well-studied situations: (a) if the action is geometrically finite on \( \Omega \) according to the definition of \([CM14a]\) (see Corollary 5.13); this includes the finite volume case, as well as the case where every parabolic has maximal rank; (b) for certain cusp ed Hitchin representations (see Section 5.5).

To state the theorem, let \( \delta_\Gamma \) denote the critical exponent for the action of a group \( \Gamma \) of projective transformations on \( \Omega \) endowed with the Hilbert metric. Define the \emph{shadow} \( V(o, \xi, t) \) from a point \( o \in \Omega \) to a boundary point \( \xi \) of depth \( t \geq 0 \) to be the set of all boundary points \( \eta \in \partial \Omega \) such that the projection of \( \eta \) to the geodesic ray \( [o, \xi] \) from \( o \) to \( \xi \) is distance greater than \( t \) from \( o \).

Our main result is the following.

**Theorem 1.1** (Shadow Lemma). Let \( \Omega \) be a properly convex, strictly convex domain in \( \mathbb{R}^n \) with \( C^1 \) boundary, and \( \Gamma \) a discrete, nonelementary group of projective transformations acting globally geometrically finitely on \( \Omega \). For each basepoint \( o \in \Omega \), let \( \mu_o \) be the associated Patterson-Sullivan measure. Then there exists a constant \( C \) such that for all \( \xi \in \partial \Omega \), letting \( \xi_t \) be the point on the geodesic ray from \( o \) to \( \xi \) which is distance \( t \) from \( o \), the measure of the shadow satisfies

\[
C^{-1}e^{-\delta_\Gamma t + (2\delta_\Gamma - \delta_\Gamma)d(\xi, \Gamma o)} \leq \mu_o(V(o, \xi, t)) \leq Ce^{-\delta_\Gamma t + (2\delta_\Gamma - \delta_\Gamma)d(\xi, \Gamma o)}
\]

where \( \Pi = \{id\} \) if \( \xi_t \) is in the thick part, and otherwise \( \Pi \) is the largest parabolic subgroup preserving the horoball containing \( \xi_t \).

In fact, Theorem 1.1 holds in greater generality, for any \emph{conformal density} of dimension \( \delta \), as long as \( \delta \) is larger than the critical exponent of any parabolic subgroup. The most general statement appears as Theorem 7.1. The statement directly generalizes the main theorem of \([SV95]\) for hyperbolic manifolds, and of \([Sch04]\) for Riemannian manifolds with non-constant negative curvature.

As in the classical case, Theorem 1.1 implies:

**Corollary 1.2.** The Patterson-Sullivan measure \( \mu_o \) is doubling; that is, there exists \( C > 0 \) such that for any \( \xi \in \Lambda_\Gamma \) and any \( r > 0 \) we have

\[
\mu_o(B(\xi, 2r)) \leq C\mu_o(B(\xi, r)),
\]

where \( B(\xi, r) \) denotes the ball of center \( \xi \) and radius \( r \) for the Gromov metric on the limit set \( \Lambda_\Gamma \).

Moreover, Cooper-Long-Tillmann proved that if a properly convex domain \( \Omega \) admits a quotient of finite volume, then \( \Omega \) is strictly convex if and only if \( \Omega \) has \( C^1 \)-boundary \([CLT15]\). Thus, we have the following corollary:

**Corollary 1.3.** Let \( \Omega \) be a properly convex domain in \( \mathbb{R}^n \) which is either strictly convex or has \( C^1 \)-boundary and admits a quotient of finite volume by a discrete, nonelementary group of projective transformations. Then the result of Equation 1.1 holds for the Patterson-Sullivan measure associated to this action, as well as any other globally geometrically finite action on \( \Omega \).

### 1.1. Dirichlet Theorem.

The next result holds in a general metric context, also beyond Hilbert geometries. To formulate it, we define a hyperbolic metric space \( (X, d) \) to be \emph{Busemann regular} if \( X \) is proper, uniquely geodesic, and Busemann functions extend continuously to its boundary \( \partial X \). For example, if a properly convex, strictly convex \( \Omega \) with \( C^1 \) boundary admits a globally geometrically finite group action, then its convex core is a Busemann regular hyperbolic metric space with the Hilbert metric.

Now, let \( \Gamma \) be a group of isometries of a hyperbolic, Busemann regular metric space \( (X, d) \) acting geometrically finitely on \( X \), and let \( P \) be the set of parabolic points. Given a base point \( o \in X \) and a horoball \( H \), we define the (signed) \emph{radius} of the horoball \( H \) as \( r := e^{-d(o, H)} \). If one fixes a \( \Gamma \)-invariant horoball packing, for each parabolic point \( p \) there is a unique horoball \( H_p \) centered at...
Theorem 1.4 (Dirichlet-type Theorem). Let \((X, d)\) be a Busemann regular hyperbolic metric space and \(\Gamma\) a group of isometries acting geometrically finitely on \(X\). Then there exist constants \(c_1, c_2\) such that for all \(s\) sufficiently small, the union
\[
\bigcup_{p \in P_s} \mathcal{H}_p(c_1\sqrt{s}r_p)
\]
covers the limit set \(\Lambda_\Gamma\), and the shadows \(\{\mathcal{H}_p(c_2\sqrt{s}r_p)\}_{p \in P_s}\) are pairwise disjoint.

We can see this is a Dirichlet-type theorem by considering the classical case of \(\text{SL}(2, \mathbb{Z})\) acting on the hyperbolic plane \(H^2\), where the horoballs in the standard horoball packing are centered at rational points \(\frac{p}{q}\) with radii \(\frac{1}{q^2}\).

1.2. Applications. As an application of the shadow lemma (Theorem 1.1) and the Dirichlet theorem (Theorem 1.4), we prove a horoball counting theorem (Proposition 8.6), and a Khinchin-type theorem (Theorem 8.8), culminating in a version of Sullivan’s logarithm law for geodesics in the setting of Hilbert geometries:

Theorem 1.5 (Logarithm Law). Let \(\Omega\) be a properly convex, strictly convex domain in \(\mathbb{R}P^n\) with \(C^1\) boundary, and \(\Gamma\) a discrete, nonelementary group of projective transformations acting globally geometrically finitely on \(\Omega\). Let \(\mu_\infty\) be the associated Patterson-Sullivan measure. Then for \(\mu_\infty\)-almost every \(\xi\) in the limit set \(\Lambda_\Gamma\), the following holds:
\[
\limsup_{t \to +\infty} \frac{d(\xi_t, \Gamma_0)}{\log t} = \frac{1}{2\delta - k_{\text{max}}}
\]
where \(k_{\text{max}}\) is the maximal rank of any parabolic subgroup and \(\xi_t\) is the point on the geodesic ray \((o, \xi)\) that is distance \(t\) from \(o\).

In fact, we only use that the space is a Busemann regular hyperbolic metric space and the measure satisfies a shadow lemma (see Theorem 8.9 for the statement in full generality). In particular, our result in Theorem 1.5 also applies to Riemannian manifolds with pinched negative curvature under the pure growth condition on the cusps from Definition 5.3 (2). A logarithm law for Riemannian manifolds of variable negative curvature appears in [HP04].

In a different vein, we also obtain as a consequence of the shadow lemma:

Corollary 1.6 (Singularity with harmonic measure). Let \(\Omega\) be a properly convex, strictly convex domain in \(\mathbb{R}P^n\) with \(C^1\) boundary, and \(\Gamma\) a discrete, nonelementary group of projective transformations acting globally geometrically finitely on \(\Omega\). Let \(\mu\) be a measure on \(\Gamma\) with finite superexponential moment, and let \(\nu\) be the hitting measure of the random walk driven by \(\mu\). If \(\Gamma\) contains at least one parabolic element, then \(\nu\) is singular with respect to the Patterson-Sullivan measure.

Proof. Compare the shadow lemma in Theorem 1.1 with the shadow lemma for the hitting measure from [GT20, Proposition 2.3].

1.3. Methods. The methods we use follow the strategies of Schapira [Sch04] for geometrically finite manifolds of negative curvature. Though the metric is not Riemannian, sufficiently regular Hilbert geometries display a certain degree of hyperbolicity in the metric sense [CM14a]. This is our main tool to adapt the arguments of Schapira to this setting.

For the applications, such as the Dirichlet Theorem (Theorem 1.4), our approach parallels that of Stratmann-Velani [SV95] and Sullivan [Sul82]. The main obstruction is that, unlike Sullivan and Stratmann-Velani, we do not have the Euclidean model. Thus, we interprete the objects in terms
of Busemann functions and replace the calculations in the Euclidean model with these intrinsic calculations.

1.3.1. **Projections.** To adapt our arguments to this setting, we develop the notion of closest point projection in Hilbert geometries. In general, Hilbert geometries are not CAT($k$) for any $k$, and need not be $\delta$-hyperbolic. Hence, closest point projection may not be well-defined, even coarsely.

To set up our result, define $\xi \in \partial \Omega$ to be smooth if there is a unique supporting hyperplane to $\Omega$ at $\xi$. We prove the following characterization, which may be of independent interest:

**Proposition 1.7.** Suppose $\Omega$ is a strictly convex domain in real projective space. Let $x \in \Omega$ and let $H$ be a horosphere for the Hilbert metric centered at a smooth boundary point $\xi$. Then the closest point projection of $x$ onto $H$ is the intersection point of the geodesic containing $x$ and $\xi$ with $H$.

We also have a similar projection result for closed convex sets (Lemma 2.3). Note that we do not assume $\Omega$ to be $\delta$-hyperbolic, or that $\Omega$ admits a group action. Proposition 1.7 appears as Corollary 2.5.

1.4. **Historical remarks.** The global shadow lemma and logarithm law are originally due to Sullivan in the constant negative curvature, finite volume setting [Sul79, Sul84, Sul82]. The argument was generalized and expanded upon to the geometrically finite setting by Stratmann-Velani [SV95], and to the Riemannian setting of variable negative curvature by Hersonsky-Paulin [HP02, HP04, HP07, HP10] and Paulin-Policott [PP16]. Schapira earlier proved the global shadow lemma in the Riemannian setting under certain growth conditions on the parabolic subgroups [Sch04]. In a different direction, influential work of Kleinbock-Margulis extends Sullivan’s logarithm law to non-compact Riemannian symmetric spaces [KM98, KM99]. We point the interested reader to a survey of Athreya for more historical context [Ath09].

The dynamics of the Hilbert geodesic flow was first studied by Benoist in the cocompact setting. For the cocompact case, Benoist proved that the Anosov property of the Hilbert geodesic flow, strict convexity of $\Omega$, $C^1$-regularity of the boundary, and Gromov hyperbolicity of the Hilbert metric are all equivalent [Ben04]. More recently, [CLT15] generalized this result to the non-compact, finite volume case (without the Anosov property, which does not apply to a noncompact phase space). Finally, [CM14a] introduced and studied two definitions of geometrically finite action in Hilbert geometry, which were then studied also by Blayac and Zhu [Bla21, Zhu20, BZ21]. We discuss the relationship between these notions and our notion of global geometrical finiteness in Section 5.4. Crampon, Marquis, Blayac, and Zhu study Patterson-Sullivan measure in the geometrically finite setting [Cra11, CM14b, Bla21, Zhu20, BZ21]. We discuss their work in Section 6.0.1.

For hyperbolic groups, a version of the shadow lemma for the Patterson-Sullivan measure associated to the word metric is proven by Coornaert [Coo93]. This has been more recently generalized by Yang for relatively hyperbolic groups [Yan21].

1.5. **Structure of the paper.** In Section 2 we discuss some background on Hilbert geometries, and in particular we define and formulate precisely several properties of the closest point projection in Hilbert geometry, which may also be of independent interest. Note that in this part, we do not assume the boundary to be $C^1$. In Section 3 we recall and establish some consequences of the hyperbolicity of the convex hull. In Section 5 we define global geometrical finiteness, and we study two significant families of examples which satisfy this definition: the case of hyperbolic cusps and certain Hitchin representations. In Sections 6 and 7 we prove the main result, Theorem 1.1. The Dirichlet Theorem (Theorem 1.4) and the applications are addressed in Section 8 including the Logarithm Law (Theorem 1.5).
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2. **Hilbert geometries**

A subset Ω of real projective space $\mathbb{R}P^n$ is properly convex if there exists an affine chart in which Ω is bounded and convex, meaning its intersection with any line segment is connected. We say Ω is strictly convex if, moreover, the topological boundary $\partial \Omega$ in an affine chart does not contain any open line segments. Any properly convex domain admits a natural, projectively invariant metric called the Hilbert metric which is central to this study. The Hilbert metric is defined as follows.

Choose an affine chart in which Ω is bounded; then for each $x, y \in \Omega$, any projective line passing through $x$ and $y$ must intersect $\partial \Omega$ at exactly two points, $a, b$. Then

$$d_{\Omega}(x, y) := \frac{1}{2} \left| \log \left[ \frac{a - y}{a - x} \frac{b - x}{b - y} \right] \right|$$

where $[a; x; y; b] := \begin{vmatrix} a - y & b - x \\ a - x & b - y \end{vmatrix}$ is the cross-ratio with respect to the ambient affine metric inherited from the chart. The cross-ratio is a projective invariant, hence the metric does not depend on the chart, and projective transformations which preserve Ω are isometries with respect to $d_{\Omega}$. Straight lines are geodesics for this metric, and are the only geodesics when Ω is strictly convex. The normalization factor of $\frac{1}{2}$ ensures that if Ω is an ellipsoid, then $(\Omega, d_{\Omega})$ is the Beltrami-Klein model for hyperbolic space of constant curvature $-1$.

2.1. **Busemann functions and horospheres.** For any properly convex domain Ω endowed with the Hilbert metric, we can define Busemann functions in the usual way, and then extend them to the boundary. For $x, y, z \in \Omega$, the Busemann distance from $x$ to $y$ relative to $z$ is

$$\beta_z(x, y) := d_{\Omega}(x, z) - d_{\Omega}(y, z).$$

Note that level sets of the Busemann function are metric spheres centered at $z$. Busemann functions are anti-symmetric, 1-Lipschitz, and equivariant for any group of isometries of the Hilbert metric. Moreover, the Busemann function is a cocycle, meaning for $x, y, z, w \in \Omega$,

$$\beta_z(x, y) = \beta_z(x, w) + \beta_z(w, y).$$

Busemann functions extend canonically to the topological boundary of Ω in an affine chart for points in the boundary which have enough regularity. To formulate the exact condition, for a boundary point $\xi$ in $\partial \Omega$, we say $H$ is a supporting hyperplane to Ω at $\xi$ if $H$ is a codimension one projective subspace in the complement of Ω which intersects $\partial \Omega$ at $\xi$. Using terminology from convex geometry, we say $\xi$ is smooth if there is a unique supporting hyperplane to Ω at $\xi$. Let $\partial \Omega^s$ denote the set of smooth points on $\partial \Omega$.

Recall that the cross-ratio of four lines, $[L_1; L_2; L_3; L_4]$, is well-defined for any four lines $L_1, \ldots, L_4$ which intersect at a single point in projective space, and is equal to the cross-ratio of any 4 distinct collinear points, each on one of the lines, taken in order. For any two distinct points $p, q$ in a shared affine chart in $\mathbb{R}P^n$, let $\overline{pq}$ be the unique projective line which passes through $p$ and $q$. Let $(p, q)$ be the open projective line segment from $p$ to $q$ inside this affine chart.

**Lemma 2.1** ([Bra20], Lemma 3.2). Let Ω be a properly convex domain in projective space. If $\xi \in \partial \Omega$ is smooth, then for all $x, y \in \Omega$, the Busemann function

$$\beta_\xi(x, y) := \lim_{z \to \xi} \beta_z(x, y)$$
exists and does not depend on the path to $\xi$. Moreover, let $x^-, y^-$ be the intersection points of the lines $\overline{x\xi}, \overline{y\xi}$ with $\partial \Omega \smallsetminus \{\xi\}$, respectively. If $x^- \neq y^-$, then let $q = q(x, y, \xi)$ be the unique intersection point in projective space of the line $\overline{x^-y^-}$ with the unique supporting hyperplane to $\Omega$ at $\xi$. Then

$$\beta_\xi(x, y) = \frac{1}{2} \log [\overline{x^-q}; \overline{xq}; \overline{yq}; \overline{\xi q}]$$

and otherwise (if $x^- = y^-$),

$$\beta_\xi(x, y) = \frac{1}{2} \log [\overline{x^-}; x; y; \xi].$$

It is straightforward to show with this geometric description that the Busemann functions vary continuously over smooth boundary points [Bra20, Lemma 3.4] and that the anti-symmetric, isometry-equivariance, 1-Lipschitz, and cocycle properties for the Busemann functions centered at points inside $\Omega$ extend to $\partial \Omega$. Lastly, a horosphere centered at a smooth boundary point $\xi$ is a level set of the Busemann function $\beta_\xi$, and a horoball centered at $\xi$ is a sublevel set for $\beta_\xi$. It is clear from Lemma 2.1 and continuity of $\partial \Omega$ that horospheres and horoballs centered at smooth points inherit the same regularity and convexity properties of $\partial \Omega$ and $\Omega$, respectively.

2.2. The Gromov product. For points $x, y, o \in \Omega$, the Gromov product of $x$ and $y$ with respect to $o$ is

$$\langle x, y \rangle_o := \frac{1}{2} (d_\Omega(x, o) + d_\Omega(y, o) - d_\Omega(x, y)).$$

Clearly the Gromov product is isometry equivariant, symmetric in $x$ and $y$, and nonnegative by the triangle inequality.

This expression can easily be rewritten in terms of Busemann functions, allowing us to observe quickly that the Gromov product extends continuously to the boundary. In particular, we can notice that for $x, y, o \in \Omega$,

$$\langle x, y \rangle_o = \frac{1}{2} (d_\Omega(x, o) + \beta_y(o, x)) = \frac{1}{2} (d_\Omega(y, o) + \beta_x(o, y)).$$

If we take $p$ to be any point on the geodesic segment from $x$ to $y$, then $\beta_x(o, y) = \beta_x(o, p) + \beta_x(p, y) = \beta_x(o, p) - d_\Omega(p, y)$ by the cocycle property and definition of the Busemann function. Thus, we have the following expression which extends continuously to the boundary, hence applies to all $x, y \in \overline{\Omega}$ and $o \in \Omega$:

$$\langle x, y \rangle_o = \frac{1}{2} (2\beta_x(o, p) + \beta_y(o, p)).$$

2.3. Projections. In this subsection we will see that in our setting, although orthogonal projection cannot be defined because there is not a notion of angle, we still have that closest point projection onto a convex set is well-defined, continuous, and extends continuously to the boundary. We will also describe geometrically the closest point projection onto a horosphere.

Assume $\Omega$ is a strictly convex domain in real projective $n$-space endowed with the Hilbert metric. Let $K$ be a closed, convex subset of $\Omega$. For $o \in \Omega$, denote by $\text{proj}_K(o)$ the unique point on $K$ which is closest to $o$. It is straightforward to check that this closest point projection function is well-defined because $\Omega$, and hence any Hilbert metric ball, is strictly convex and the metric topology is locally compact. We wish to extend the domain of projection to infinity.

In order to do that, note that, if $x \in \Omega$ and $o$ is a base point, the closest point projection of $x$ onto $K$ is the point $y \in K$ which minimizes $d_\Omega(x, y) - d_\Omega(x, o) = \beta_y(o, y)$. Since Busemann functions extend to smooth points, this leads to the following definition.
Definition 2.2. Let $K$ be a closed, convex subset of $\Omega \cup \partial \Omega$ and fix a point $o$ in $\Omega$. Define the closest point projection onto $K$, denoted

$$\text{proj}_K : \Omega \cup \partial \Omega^s \to K,$$

as follows:
- If $x \in K$, then $\text{proj}_K(x) = x$;
- If $x \notin K$, then $\text{proj}_K(x)$ is the unique point $y$ in $K$ which minimizes $\beta_x(y, o)$.

Note that projection is isometry-equivariant by definition, meaning for any isometry $g$,

$$g \text{proj}_K(z) = \text{proj}_{gK}(gz).$$

Uniqueness of closest point projection follows from strict convexity of Busemann functions. More precisely:

Lemma 2.3. Let $\Omega$ be a strictly convex domain in real projective $n$-space, and let $K$ be a closed, convex subset $K$ of $\Omega \cup \partial \Omega$. Then closest point projection onto $K$ with respect to the Hilbert metric is well-defined for all $x$ in $(\Omega \cup \partial \Omega^s) \setminus K$, it is continuous, and does not depend on the point $o$. The image of the complement of $K$ under this projection is contained in $\Omega$.

Proof. Note that if $K$ is a convex subset of $\Omega \cup \partial \Omega$ then by strict convexity of $\Omega$, there is a point in $K$ which is inside of $\Omega$. Then for $x \in \Omega \setminus K$, there exists a closest point projection of $x$ to $K$ which is inside of $\Omega$ because Busemann functions are continuous, $K \cap \Omega$ is closed as a subset of $\Omega$ with the Hilbert metric, and $\Omega$ with the Hilbert metric is a locally compact topological space. If $x$ is in the boundary of $\Omega$ and outside of $K$, then by convexity of $K$ and strict convexity of horospheres, there exists a horoball centered at $x$ which is disjoint from $K$ and a horoball centered at $x$ which intersects $K$. Then it suffices to show that the annulus of these horoballs intersected with $K$ is a compact subset of $\Omega$. But this is true as long as $x$ is not in $K$, since the only way for a sequence to be unbounded is by diverging to $x$.

Now suppose $q_1, q_2 \in K$ are both closest point projections of $x$ to $K$. Consider any point $q$ on the segment between $q_1$ and $q_2$, which must be in $K$ by convexity. Then $\beta_x(q_1, o) \leq \beta_x(q, o)$ by definition of closest point projection. But Busemann functions are strictly convex, so $\beta_x(q, o) \leq \beta_x(q_1, o) = \beta_x(q_2, o)$, with equality if and only if $q$ is equal to $q_1$ or $q_2$. Then $q_1$ and $q_2$ must be the same point.

Continuity of closest point projection now follows from continuity and well-definedness of Busemann functions.

2.3.1. Projection onto a horosphere. We will often need to project from inside a horoball onto its horosphere boundary in our arguments. The complement of a horoball is not convex, so we cannot immediately expect the previous definition to carry through. Nonetheless, there is a geometric interpretation analogous to that of a Riemannian symmetric space.

Lemma 2.4. If $\Omega$ is a strictly convex Hilbert geometry, $x \in \Omega$, and $\xi$ is a smooth point in $\partial \Omega$, then $|\beta_\xi(x, q)| \leq d_\Omega(x, q)$ with equality if and only if $x, q$, and $\xi$ are collinear.

Proof. The inequality is always true, and the converse direction is clear. Assume first that $\beta_\xi(x, q) > 0$. Let $p$ be the geometric intersection point of the projective ray $(x, \xi)$ with the sphere about $x$ of radius $d_\Omega(x, q)$. See that $\beta(x, p) = d_\Omega(x, p) = d_\Omega(x, q)$. It suffices to show that if $q$ is not collinear with $x, p$, and $\xi$, then $\beta_\xi(p, q) \neq 0$. This is sufficient because the inequality in the following expression would necessarily be strict:

$$|d_\Omega(x, q) + \beta_\xi(p, q)| = |\beta_\xi(x, p) + \beta_\xi(p, q)| = |\beta_\xi(x, q)| \leq d_\Omega(x, q)$$

Consider any projective plane containing $p, q$, and $\xi$. We can make our arguments in this two dimensional cross-section, since $x$ is collinear with $p$ and $\xi$ and is therefore also in this plane. Thus
for simplicity, we abuse notation and assume $\Omega$ is a subset of the 2-dimensional projective plane for the remainder of the argument.

Let $q^-$ be the point in $\partial \Omega$ on the line $\overline{pq}$ which is closer to $x$, and similarly for $p$, and let $L^-$ be the line $\overline{q^-p^-}$. We can also define $q^+, p^+$ to be the other intersection points of the lines $\overline{pq}, \overline{xp}$ respectively with $\partial \Omega$ and let $L^+ = q^+p^+$. See that the geometric construction of $p$ in fact guarantees $p^+ = \xi$.

The condition that $\beta_x(p, q) = 0$ ensures that the lines $L^-, \overline{pq}$, and $L^+$ intersect at some point in projective space, and this point must be in the complement of $\overline{\Omega}$ since $\Omega$ is strictly convex. Then we can send this intersection point to infinity and ensure $\Omega$ remains bounded in this affine chart. Now, the lines $L^-, \overline{pq}$, and $L^+$ are parallel lines in a copy of $\mathbb{R}^2$.

Choose orthonormal coordinates for $\mathbb{R}^2$ so that the lines are vertical, and without loss of generality, assume that $q^+$ has larger vertical coordinate than $\xi$, as pictured in figure 1.

In these coordinates, since $\Omega$ is strictly convex, the tangent line $T_\xi \Omega$ must have positive slope. Let $y$ be the other intersection point of the line $\overline{q\xi}$ with $\partial \Omega$. Since $\beta_x(p, q) = 0$, in these coordinates, $p$ and $q$ have the same horizontal coordinate, which is between the horizontal coordinates of $L^-$ and $L^+$. Then for $\beta_\xi(p, q) = 0$, by Lemma 2.4, the lines $\overline{yp}$ and $T_\xi \Omega$ and $\overline{pq}$ must intersect at the same point, which therefore has the same horizontal coordinate as $p$ and $q$, in between the horizontal coordinates of $L^-$ and $L^+$. This is only possible if $\overline{yp} = \overline{L^-}$ and $T_\xi \Omega = L^+$, hence $y = p^- = q^-$ and $\xi = q^+$. Thus $\beta_\xi(p, q) \neq 0$ unless $q, p, x$, and $\xi$ are collinear.

If $\beta_\xi(x, q) < 0$, then the previous argument implies $|\beta_\xi(x, q)| = \beta_\xi(q, x) < d_\Omega(q, x)$ when $q, x$, and $\xi$ are not collinear. \hfill \Box

We now prove Proposition 1.7.

**Corollary 2.5.** Suppose $\Omega$ is a strictly convex domain in real projective space. Let $x \in \Omega \cup \partial \Omega$ and let $H$ be a horosphere for the Hilbert metric centered at a smooth boundary point $\xi$. Then the closest point projection of $x$ onto $H$ is the intersection point of the geodesic containing $x$ and $\xi$ with $H$.

**Proof.** Let $x$ be in $\Omega$ and let $p$ be the intersection of the line $\overline{xp}$ with the horosphere $H$ centered at $\xi$, and $q$ another point on the same horosphere. Then

$$d_\Omega(x, p) = |\beta_\xi(x, p) + \beta_\xi(p, q)| = |\beta_\xi(x, q)| < d_\Omega(x, q)$$
as desired. This extends to \( x \) in \( \partial \Omega^* \), by replacing \( d_\Omega(x,q) \) with \( \beta_x(q,o) \), because horoballs are strictly convex whenever \( \Omega \) is strictly convex.

3. Hyperbolic metric spaces

In this section, we discuss properties of a general hyperbolic metric space \((X,d)\), which we will apply to the Hilbert metric in later sections. Most results should be well-known to experts, but we report them here in the precise form we need them.

Recall a geodesic metric space \((X,d)\) is (Gromov) hyperbolic if there exists \( \alpha > 0 \) such that

\[
\langle x,y \rangle_o \geq \min \{ \langle x,z \rangle_o, \langle z,y \rangle_o \} - \alpha
\]

for all \( x, y, z, o \in X \). We denote as \( \partial X \) the hyperbolic boundary of \( X \), that (if \( X \) is proper) is the set of geodesic rays from \( o \), where we identify rays which lie within bounded distance of each other.

Finally, we denote as \( O(\alpha) \) a quantity which depends only on the hyperbolicity constant \( \alpha \).

3.1. Shadows.

Definition 3.1. The shadow from \( o \) to \( \xi \) of depth \( t \) is the set \( V(o,\xi,t) \) of all points \( \eta \) in the boundary \( \partial X \) such that the distance between \( o \) and the projection of \( \eta \) onto the geodesic ray \( [o,\xi] \) is more than \( t \) (this set includes \( \xi \), which is equal to its projection onto \( [o,\xi] \) and is infinitely far from \( o \)).

Note that by definition, for any isometry \( g \in \Gamma \),

\[
gV(o,\xi,t) = V(go,g\xi,t).
\]

Lemma 3.2. Let \( o \in X, \eta,\xi \in X \cup \partial X \), and let \( p \) be the projection of \( \eta \) onto \( [o,\xi] \). Then

\[
\langle \eta,\xi \rangle_o = d(o,p) + O(\alpha).
\]

Proof. Let us first suppose that \( \xi,\eta \in X \). Then

\[
d(o,\eta) = d(o,p) + d(p,\eta) + O(\alpha)
\]

\[
d(\xi,\eta) = d(p,\xi) + d(p,\eta) + O(\alpha)
\]

hence

\[
2\langle \eta',\xi' \rangle_o = d(o,\eta) + d(o,\xi) - d(\eta,\xi)
\]

\[
= d(o,p) + d(p,\eta') + d(o,p) + d(p,\xi) - d(p,\xi') + d(p,\eta') + O(\alpha)
\]

\[
= 2d(o,p) + O(\alpha).
\]

The claim then follows letting \( \xi,\eta \) go to the boundary, since both the Gromov product and the projection extend continuously.

Remark 3.4. Shadows of varying depth generate the topology on \( \partial \Omega \) because as discussed in Section 2.3 if \( \eta \) is not equal to \( \xi \), then \( \text{proj}_{[o,\xi]}(\eta) \) is inside \( \Omega \), and is in particular a bounded distance from \( o \).
3.2. Projections and Busemann functions. Given three points \(x, y, z \in X\), we say that two points \(p \in [x, y]\) and \(q \in [x, z]\) are comparable if \(d(p, x) = d(q, x) \leq \langle y, z \rangle_x\). The following is essentially [GdlH90] Theorem 12, page 33].

**Lemma 3.5.** Let \(X\) be a hyperbolic metric space with hyperbolicity constant \(\alpha\), and for any \(x, y, z \in X \cup \partial X\) and let \(p \in [x, y], q \in [x, z]\) be comparable points. Then \(d(p, q) \leq O(\alpha)\).

From this we obtain:

**Lemma 3.6.** If \(\eta \in V(o, \xi, t)\), then \(d(\eta, \xi_t) \leq O(\alpha)\).

*Proof.* Let \(p\) be the closest point projection of \(\eta\) onto \([o, \xi]\). Then \(d(o, p) \geq t\) by definition, and \(\eta_s\) and \(\xi_s\) are comparable points as long as \(s \leq \langle \eta, p \rangle_o = d(o, p) + O(\alpha)\).

The next lemma readily follows from, for instance, [MT18] Proposition 3.5.

**Lemma 3.7.** Let \(\gamma\) be a (finite or infinite) geodesic, let \(\eta \in \Omega \cup (\partial \Omega \setminus \gamma)\) and let \(p\) be the closest point projection of \(\eta\) to \(\gamma\). Then for any \(x, y \in \gamma\) we have
\[
\beta_\eta(x, y) = \beta_p(x, y) + O(\alpha).
\]

*Proof.* Let \(x_0\) be a base point and \(\eta \in \Omega\). By the cocycle property
\[
\beta_\eta(x, y) = \beta_\eta(x, x_0) - \beta_\eta(y, x_0)
\]
and using [MT18] Proposition 3.5
\[
= \beta_\eta(p, x_0) + d(x, p) - \beta_\eta(p, x_0) - d(y, p) + O(\alpha)
\]
\[
= \beta_p(x, y).
\]
The equality then also holds for \(\eta \in \partial \Omega \setminus \gamma\) as the closest point projection extends continuously. \(\square\)

**Lemma 3.8.** Let \(o \in X\), \(\xi \in \partial X\) and \(\xi_t\) the point on the geodesic ray \([o, \xi]\) at distance \(t\) from \(o\). If \(\eta \in V(o, \xi, t)\), then
\[
\beta_\eta(o, \xi_t) = t + O(\alpha).
\]

On the other hand, if \(\eta \notin V(o, \xi, D)\), then
\[
-t \leq \beta_\eta(o, \xi_t) \leq -t + 2D + O(\alpha).
\]

*Proof.* Let \(p\) be the closest point projection of \(\eta\) onto \([o, \xi]\). Since \(\eta \in V(o, \xi, t)\), \(p\) lies between \(\xi_t\) and \(\xi\). Then by Lemma 3.7
\[
\beta_\eta(o, \xi_t) = \beta_p(o, \xi_t) + O(\alpha) = t + O(\alpha).
\]
To prove the second part, if \(\eta \notin V(o, \xi, D)\), then \(d(o, p) \leq D\), so
\[
\beta_p(o, \xi_t) = -t + 2d(o, p) \leq -t + 2D
\]
so the upper bound follows from Lemma 3.7. The lower bound follows from the triangle inequality. \(\square\)

We will also use the following result, which is well-known in the literature. We refer the reader to [MT18], where the presentation of the statements most closely resembles our presentation here.

**Proposition 3.9 (MT18, Proposition 2.2).** Let \(\gamma\) be a geodesic in \(X\), \(y \in X\) a point, and \(q\) a nearest point projection of \(y\) to \(\gamma\). Then for any \(z \in \gamma\),
\[
 d(y, z) = d(y, q) + d(z, q) + O(\alpha).
\]

An immediate corollary is that
**Corollary 3.10.** Let $\gamma$ be a geodesic in $X$, $y \in X \cup \partial X$ a point, and $q$ a nearest point projection of $y$ to $\gamma$. Then for any $z \in \gamma$,
\[ |\beta_y(z, q)| = d(z, q) + O(\alpha). \]

**Lemma 3.11.** Let $X$ be a hyperbolic metric space, with $o \in X$ and $p, \xi \in \partial X$. Let $q \in [o, p)$ and $w \in [o, \xi)$ with $\beta_p(o, w) \geq \beta_p(o, q)$. Then there exists $z \in [o, \xi)$ such that
\[ \beta_p(o, z) \geq \frac{d(o, q) + d(o, w)}{2} - O(\alpha). \]

**Figure 2.** An approximate tree for the proof of Lemma 3.11.

**Proof.** By hyperbolicity, the triangle $[o, p) \cup (p, \xi) \cup (\xi, o]$ is thin. Let $x, y, z$ be the vertices of its inner triangle, with $x \in [o, p)$, $y \in (p, \xi)$, $z \in [o, \xi)$.

Let us pick a sequence $p_n$ of points on $[o, p)$, converging to $p$. By looking at the approximate tree in Figure 2,
\[ d(o, p_n) = d(o, z) + d(z, p_n) + O(\alpha) \]
\[ d(w, p_n) = d(z, w) + d(z, p_n) + O(\alpha) \]

hence by subtraction
\[ d(o, p_n) - d(w, p_n) = d(o, z) - d(z, w) + O(\alpha). \]

By taking the limit we obtain
\[ \beta_p(o, w) = \lim_{n \to \infty} (d(o, p_n) - d(w, p_n)) = d(o, z) - d(z, w) + O(\alpha). \]

Moreover, since $p$ lies on $[o, p)$,
\[ \beta_p(o, q) = d(o, q) \]

hence, from $\beta_p(o, w) \geq \beta_p(o, q)$ we obtain
\[ d(z, w) \leq d(z, q) + O(\alpha). \]

Moreover,
\[ d(o, w) = d(o, q) + d(q, z) + d(z, w) + O(\alpha) \leq d(o, q) + 2d(q, z) + O(\alpha) \]
hence
\[ \frac{d(o, w) + d(o, q)}{2} \leq d(o, q) + d(q, z) + O(\alpha) \]
\[ = \beta_p(o, z) + O(\alpha) \]
which proves the claim. \( \square \)

3.3. Shadows in hyperbolic spaces. We will now need two lemmas on hyperbolic metric spaces and shadows.

**Lemma 3.12.** Let \( X \) be a hyperbolic metric space, \( x, y \in X \), and \( \xi, \eta \in \partial X \).

1. If \( \eta \in V(o, \xi, t) \), then \( V(o, \eta, t + O(\alpha)) \subseteq V(o, \xi, t) \subseteq V(o, \eta, t - O(\alpha)) \).

2. For all \( M > 0 \), there is a constant \( A > 0 \) such that if \( d(x, y) \leq M \), then for all \( \xi \in \partial X \) and all \( t > 0 \),
\[ V(x, \xi, t + A) \subset V(y, \xi, t) \subset V(x, \xi, t - A) \].

In an hyperbolic metric space \((X, d)\), there is a metric on \( \partial X \) called the Gromov metric with the property that
\[ (3.2) \quad c^{-1} e^{-\epsilon \langle \xi, \eta \rangle} \leq d_{\partial X}(\xi, \eta) \leq ce^{-\epsilon \langle \xi, \eta \rangle} \]
for some uniform constant \( c \) and \( \epsilon > 0 \), and any \( \eta, \xi \in \partial X \). We refer the reader to Bridson-Haefliger [BH99 Prop. III.H.3.21] for this result.

For this next lemma, we define the shadow of a set to be the set of all endpoints of geodesic rays which intersect the set.

**Lemma 3.13.** There exists a constant \( C \) such that any horoball \( H \) of radius \( r \) has a shadow of radius \( s \) in the Gromov metric, where \( C^{-1}r^\epsilon \leq s \leq Cr^\epsilon \).

The proofs of Lemmas 3.12 and 3.13 are well-known in the literature and thus omitted.

4. Shadows in Hilbert geometries

**Lemma 4.1** (Asymptotic geodesics in a Hilbert geometry). Let \( \Omega \) be any properly convex domain in real projective space. Fix \( \xi \in \partial \Omega^s \) and \( x, y \in \Omega \) and denote by \( x_t, y_t \) the points on the projective rays \((x, \xi), (y, \xi)\) which are Hilbert distance \( t \) from \( x \) and \( y \), respectively. Then for all \( t > 0 \),
\[ d_{\Omega}(x_t, y_t) \leq d_{\Omega}(x, y) \]
and moreover, this inequality is strict if \( \Omega \) is strictly convex.

**Proof.** Observe that since \( x, y, x_t, y_t \) and \( \xi \) are coplanar, it suffices to consider \( \Omega \) in \( \mathbb{R}P^2 \). Now, see that if the projective lines \( \overline{xy} \) and \( \overline{xy_t} \) intersect outside of \( \Omega \), then by considering the cross-ratio of four lines taken from \( \xi \), it is straightforward to confirm that \( d_{\Omega}(x_t, y_t) \leq d_{\Omega}(x, y) \) using the convexity of \( \Omega \). If \( \Omega \) is strictly convex then moreover this inequality must be strict.

Thus, it suffices to show that if \( x_t \) and \( y_t \) are both distance \( t \) from \( x \) and \( y \), respectively, then the projective lines \( \overline{xy} \) and \( \overline{xy_t} \) cannot intersect in \( \Omega \).

Suppose by contradiction that the intersection point of \( \overline{xy} \) with \( \overline{xy_t} \) is in \( \Omega \), and denote this intersection point by \( p \). Let \( x^- \), \( y^- \) be the intersection points other than \( \xi \) of the projective lines \( \overline{x\xi} \) and \( \overline{y\xi} \) with \( \partial \Omega \).
Consider the cross-ratio of four lines based at \( p \). By definition of \( p \), we have \( x, y, p \) are collinear and \( x_t, y_t, p \) are collinear; in other words, \( x_p = \overline{yp} \) and \( x_{tp} = \overline{yp} \). To compare \( d_{\Omega}(x, x_t) \) and \( d_{\Omega}(y, y_t) \), it suffices to compare the cross ratios

\[
[\xi_p; x_{tp}; x; x_p], \quad [\xi_p; y_{tp}; y; y_p].
\]

See Figure 3 for clarification. In particular, the relative position of the lines \( x_p \) and \( y_p \) completely determine the relationship between these cross-ratios, and the cross-ratios coincide if and only if \( x_p = y_p \). But if indeed \( x_p = y_p \), then since \( x, y \in \partial \Omega \) and the intersection of any projective line with a convex set \( \Omega \) is connected, \( p \) would lie on the open line segment \( (x_p, y_p) \). But this line segment does not intersect the projective line \( xy \) by construction. Thus \( p \) is not collinear with \( x_p \) and \( y_p \), and thus \( d_{\Omega}(x, x_t) \neq d_{\Omega}(y, y_t) \), completing the contradiction argument.

**Figure 3.** The setup for Lemma 4.1.

**Lemma 4.2** (Fellow traveling). Let \( \Omega \) be a strictly convex Hilbert geometry and let \( \Delta \) be any convex subset of \( \Omega \cup \partial \Omega \) which is a hyperbolic metric space when endowed with the Hilbert metric. Let \( x, y \in \Delta \) and \( \xi, \eta \in \Delta \cap \partial \Omega \). Denote by \( \xi_t, \eta_t \) the geodesic rays from \( x \) to \( \xi \) and from \( y \) to \( \eta \), respectively, parameterized at unit Hilbert speed.

If \( \eta \in V(x, \xi, t) \) then \( d_{\Omega}(\xi_s, \eta_s) \leq d_{\Omega}(x, y) + O(\alpha) \) for all \( s \in [0, t + O(\alpha)] \).

**Proof.** Since \( \eta \) is in \( V(x, \xi, t) \), the projection of \( \eta \) onto \( (x, \xi) \) is distance greater than \( t \) from \( x \). Let \( q \) be the point on the geodesic ray \( (x, \eta) \) which is distance \( t \) from \( x \). Then (up to \( O(\alpha) \)), \( q \) and \( \xi_t \) are comparable points on the thin triangle with vertices \( x, \xi, \) and \( \eta \), and thus their distance is bounded above by \( O(\alpha) \). On the other hand, the distance from \( q \) to \( \eta_t \) is bounded above by \( d_{\Omega}(x, y) \) by Lemma 4.1. The conclusion follows from the triangle inequality.

The next lemma closely resembles an analogous lemma of Schapira written in French [Sch04, Lemme 2.9]. We include a proof in Appendix A for the reader’s convenience.

**Lemma 4.3.** Let \( \Omega \) be a strictly convex Hilbert geometry and let \( C \) be any convex subset of \( \Omega \cup \partial \Omega \) which is a hyperbolic metric space when endowed with the Hilbert metric \( d_{\Omega} \). Fixing a point \( o \) in \( C \), a parabolic fixed point \( \xi \in C \cap \partial \Omega \) and a compact subset \( K \) of \( C \cap \partial \Omega \), there exists a constant \( A \) such that for every parabolic group element \( g \) fixing \( \xi \) and all \( t > A \), we have

\begin{enumerate}
  \item \( d_{\Omega}(o, go) \geq 2t \) implies that \( gK \) lies in the shadow \( V(o, \xi, t - A) \) and for all \( \eta \in K \), we have
    \begin{align*}
      |\beta_{\eta}(\xi_t, g\xi_t) - d_{\Omega}(o, go) + 2t| \leq 2A;
    \end{align*}
\end{enumerate}
(b) if $d_{\Omega}(o, go) < 2t$, then $gK$ is disjoint from the shadow $V(o, \xi, t + A)$ and $|\beta_{g\eta}(\xi_t, g\xi_t)| \leq 2A$ for all $\eta \in K$.

5. Cusps and convex projective geometry

We define the limit set $\Lambda_{\Gamma}$ of a discrete group $\Gamma$ of projective transformations acting on a properly convex set $\Omega$ in real projective space to be the smallest closed $\Gamma$-invariant subset of $\partial \Omega$. The convex core $C_{\Gamma}$ of $\Omega$ is the convex hull of the limit set $\Lambda_{\Gamma}$, and projects to the convex core of the quotient. When $\Omega$ is strictly convex with $C^1$ boundary, the limit set $\Lambda_{\Gamma}$ is equal to the set of accumulation points of $Go$ in $\partial \Omega$ for any $o$ in the convex core.

5.1. Parabolic points. An isometry $g$ of a properly convex domain $\Omega$ is parabolic if $\inf_{x \in \Omega} d_{\Omega}(x, gx) = 0$ and the infimum is not realized, and a group of projective transformations preserving $\Omega$ is parabolic if every nontrivial element is parabolic.

Definition 5.1. A boundary point in $\Lambda_{\Gamma}$ is a parabolic point if its stabilizer is a parabolic subgroup. A parabolic point $\xi$ in $\Lambda_{\Gamma}$ is a bounded parabolic point if the stabilizer acts cocompactly on $\Lambda_{\Gamma} \setminus \{\xi\}$. A bounded parabolic point in $\Lambda_{\Gamma}$ is moreover uniformly bounded if the stabilizer is conjugate to a parabolic subgroup of $SO_{n,1}(\mathbb{R})$.

Equivalently ([CM14a, Prop. 7.21]), a parabolic point is uniformly bounded if the stabilizer acts cocompactly on the set of all lines from $\xi$ to points in $\Lambda_{\Gamma} \setminus \{\xi\}$, as a subset of the affine space of all lines through $\xi$. However, we will not need this characterization.

A cusp in a convex real projective manifold $M$ is a neighborhood of an end with parabolic holonomy. The rank of a bounded parabolic point in $\partial \Omega$ is the virtual cohomological dimension of its stabilizer in $\Gamma$, and the rank of a cusp is the rank of any of its lifts. The maximal rank of a cusp is $\dim \Omega - 1$. Finally, $\xi \in \Lambda_{\Gamma}$ is a conical limit point if $\xi$ is the limit point of a sequence $(\gamma_n o)$ with $\gamma_n \in \Gamma$ which remains uniformly bounded distance from the geodesic ray from $o$ to $\xi$.

5.2. Geometrical finiteness. Since there are several notions of geometrical finiteness in the literature and they are not equivalent to each other, we formulate the one we need below, and call it global geometrical finiteness.

We say two positive real valued functions $f$ and $h$ are asymptotically equivalent, denoted $f \asymp h$, if there exists a uniform constant $k \geq 1$ for which $k^{-1}h \leq f \leq kh$.

Definition 5.2. A parabolic group $\Pi < \text{Aut}(\Omega)$ has pure growth if there exist constants $\delta_{\Pi}, T_0$ such that

$$\#\{g \in \Pi : d_{\Omega}(o, go) \in [T, T + T_0]\} \asymp e^{\delta_{\Pi}T}.$$ 

We now formulate the version of geometrical finiteness that we need for our methods to work.

Definition 5.3. Let $\Omega$ be a properly convex, strictly convex open set with $C^1$ boundary. The action of a discrete group $\Gamma < \text{Aut}(\Omega)$ is globally geometrically finite if the three following conditions are satisfied:

1. Every point in the limit set is either conical or bounded parabolic;
2. Every parabolic subgroup of $\Gamma$ has pure growth;
3. The convex core $C_{\Gamma}$ is $\delta$-hyperbolic with respect to the Hilbert metric.

As we will see in the next sections, these conditions are satisfied in several important cases, in particular:

(a) if all parabolic subgroups are uniformly bounded (Section 5.3), as is the case if the action is geometrically finite on $\Omega$ as in Crampon-Marquis (Section 5.4);
(b) in particular, case (a) includes the case where all parabolic stabilizers are maximal rank, thus also the finite volume case;
(c) for certain cusped Hitchin representations (Section 5.5).

Note that condition (1) can we reformulated in terms of the non-cuspidal part. Given a choice of a finite collection \( \{H_i : 1 \leq i \leq k\} \) of disjoint open horoballs, one for each \( \Gamma \)-orbit of parabolic points, we call the complement

\[
M^{nc} := (C_\Gamma/\Gamma) \setminus \bigcup_{i=1}^{k} (H_i/\Gamma)
\]

a non-cuspidal part of the quotient manifold \( M = \Omega/\Gamma \). The following equivalence is likely well-known, but we include its proof for completeness.

**Lemma 5.4.** Let \( \Gamma \) be a discrete group of isometries of a strictly convex open set \( \Omega \) with \( C^1 \) boundary. Then the following are equivalent:

(i) there are only finitely many orbits of parabolic points, and some choice of non-cuspidal part is compact;
(ii) all points in \( \Lambda_\Gamma \) are either conical or bounded parabolic.

**Proof.** Blayac-Zhu prove that (ii) implies there are finitely many orbits of parabolic points [BZ21, Prop. 8.10] and for some choice of disjoint horoballs, the non-cuspidal part is compact [BZ21, Prop. 8.12].

To prove (i) implies (ii), let \( \gamma = [o, \xi] \) be a geodesic ray from \( o \) to \( \xi \) and project this ray to the geodesic \([o, \xi]\) in the quotient. Consider for any \( t > 0 \) the distance \( d(t) := d_M(\gamma(t), \xi) \) between the tail of the geodesic ray and the projection \( \gamma(t) \) of \( o \) in the quotient \( M \). If the function \( d(t) \) is bounded, then in the universal cover \( \Omega \) we can select a sequence \( \gamma_n \in \Gamma \) with \( \gamma_n o \rightarrow \xi \) and \( \gamma_n o \) remaining bounded from \([o, \xi]\) using \( \Gamma \)-orbits of fundamental domains for the compact and convex non-cuspidal part \( M^{nc} \). Otherwise, \( d(t) \) tends to \( \infty \) as \( t \rightarrow \infty \), hence there exists a \( t_0 \) such that \( \gamma(t) \) lies in the cuspidal part for all \( t \geq t_0 \). Then, by lifting to the universal cover, \( \gamma(t) \) remains in the same horoball neighborhood \( H \) for all large enough \( t \). Since \( \Omega \) is strictly convex, \( H \) is also strictly convex and its boundary intersects \( \partial \Omega \) in a unique point, hence \( \xi \) is the unique parabolic endpoint of \( H \). Thus, all points in \( \Lambda_\Gamma \) are either conical or parabolic. It remains to show that all parabolic points in \( \Lambda_\Gamma \) are bounded.

Let \( \xi \) be a parabolic point in \( \Lambda_\Gamma \) with stabilizer \( P \). Let \( H \) be the horosphere with endpoint \( \xi \) given by a thick-thin decomposition of \( \Omega \) with respect to \( \Gamma \). Since the non-cuspidal part is compact, the action of \( \Gamma \) on the convex hull of the limit set \( C_\Gamma \) intersected with the thick part is cocompact. Then the action of \( \Gamma \) on \( H \cap C_\Gamma \) is cocompact. Hence the action of \( P \) on \( H \cap C_\Gamma \) is cocompact, because \( gH \cap H \neq \emptyset \) if and only if \( g \in P \) by disjointness of the horoballs in the thick-thin decomposition. There is a natural continuous injection \( \varphi \) from \( \Lambda_\Gamma \setminus \{\xi\} \) to \( H \cap C_\Gamma \) which is \( \Gamma \)-equivariant, given by taking the point \( \eta \in \Lambda_\Gamma \setminus \{\xi\} \) to the intersection point \( (\xi, \eta) \cap (H \cap C_\Gamma) \). Letting \( D \) be a compact fundamental domain for the action of \( P \) on \( H \cap C_\Gamma \), we see that \( \varphi^{-1}(D) \) is closed and bounded away from \( \xi \) and thus compact, and by equivariance \( \varphi^{-1}(D) \) intersects every orbit of the action of \( P \) on \( \Lambda_\Gamma \setminus \{\xi\} \). Thus \( \xi \) is a bounded parabolic point.

**\( 5.3 \). The hyperbolic cusp case. Growth of orbits of parabolic subgroups.**

**Definition 5.5.** Let \( \Omega \) be a properly convex, strictly convex open set with \( C^1 \) boundary. The action of a discrete group \( \Gamma < \text{Aut}(\Omega) \) is geometrically finite with hyperbolic cusps if conditions (1) and (3) of Definition 5.3 are satisfied, and moreover every parabolic subgroup is uniformly bounded.

An important case is when all parabolic subgroups of \( \Gamma \) have maximal rank: in fact, by [CLT15, Theorem 0.5], any parabolic subgroup \( \Pi \) of maximal rank preserves an ellipsoid \( \mathcal{E} \), hence it is uniformly bounded.
In this section we prove the following coarse estimate on the growth rate of orbits under a parabolic subgroup.

**Proposition 5.6.** Any uniformly bounded parabolic subgroup has pure growth. Hence, if the action of $\Gamma < \text{Aut}(\Omega)$ is geometrically finite with hyperbolic cusps, then it is globally geometrically finite.

First note that for any ellipsoid $E$ in $\mathbb{R}P^n$ and point $o \in E$, there is a constant $R_0$ such that
$$\# \{ g \in \Pi : d_E(o, go) \in [T, T + R_0] \} \approx e^{\delta n T},$$
since $E$ with the Hilbert metric is the Beltrami-Klein model of hyperbolic space.

**Proposition 5.7.** Let $\Omega$ be a properly convex, strictly convex domain with $C^1$ boundary. Then, at any uniformly bounded parabolic point $\xi$ with stabilizer $\Pi$ and maximal rank, $\Omega$ admits $\Pi$-invariant inner and outer osculating ellipsoids to $\Omega$ at $\xi$; that is, there are $\Pi$-invariant ellipsoids $E_1, E_2$ such that
$$E_1 \subset \Omega \subset E_2$$
and $\partial E_1 \cap \partial \Omega = \partial E_2 \cap \partial \Omega = \{ \xi \}$. Moreover, $E_1 \subset E_2$ is a horoball for $E_2$ with the Hilbert metric.

**Proof.** Since $\Pi$ is conjugate into a parabolic subgroup of $SO_{n,1}(\mathbb{R})$ of maximal rank, it preserves a one-parameter family of ellipsoids, all of which intersect at a point $\xi$ in $\partial \Omega$. Since the Hilbert metric is a projective invariant, ellipsoids in this family are horoballs in the Hilbert metric for any larger ellipsoid. For each ellipsoid $E$ in this family, $\Pi$ fixes $\xi$ and acts cocompactly on $\partial E \setminus \{ \xi \}$. Finally, let $h$ be the natural bijection between $\partial E \setminus \{ \xi \}$ and $\partial \Omega \setminus \{ \xi \}$ given by pairing points on $\partial E \setminus \{ \xi \}$ with the point on $\partial \Omega \setminus \{ \xi \}$ on the same straight line through $\xi$. Since $h$ is a $\Pi$-equivariant homeomorphism, $\Pi$ acts cocompactly on $\partial \Omega \setminus \{ \xi \}$. By cocompactness of this action, we can choose two such ellipsoids $E_1, E_2$ such that
$$E_1 \subset \Omega \subset E_2$$
and $\partial E_1 \cap \partial \Omega = \partial E_2 \cap \partial \Omega = \{ \xi \}$. \hfill \Box

**Lemma 5.8.** Let $\Omega$ be a properly convex, strictly convex domain with $C^1$ boundary, and let $\xi$ be a uniformly bounded parabolic point $\xi$ with stabilizer $\Pi$ of rank $r$. Then there exists a projective subspace $H$ containing $\xi$ which is preserved by $\Pi$. Hence, there exist ellipsoids $E_1, E_2$ such that
$$E_1 \cap H \subset \Omega \cap H \subset E_2 \cap H$$
and $E_1 \cap H \subset E_2 \cap H$ is a horoball for the Hilbert metric on $E_2 \cap H$. We call such ellipsoids almost osculating $\Omega$.

**Proof.** Consider the projective space of all lines through $\xi$, and the affine space $A$ of all lines through $\xi$ which are not contained in the tangent space $T_\xi \partial \Omega$. Since $\Pi$ is conjugate into $SO_{n,1}(\mathbb{R})$, then $\Pi$ preserves a euclidean metric on $A$. Then by Bieberbach’s theorem, it preserves an affine subspace $E \subseteq A$ and it acts cocompactly on $E$. Thus, $\Pi$ preserves the span $H$ of $E$ and $\xi$, which is a projective space. To prove the second claim, we set $\Omega' = \Omega \cap H$; then $\Pi$ is a parabolic subgroup of $\text{Aut}(\Omega')$ of maximal rank, and we apply Proposition 5.7. \hfill \Box

Proposition 5.7 and Lemma 5.8 are quite closely related to [CM14a, Théorème 7.14] and [CM14a, Corollaire 7.18], where a different (but equivalent) definition of uniformly bounded parabolic is used.

**Lemma 5.9.** Let $\Omega$ be a properly convex, strictly convex domain in $\mathbb{R}P^n$ with $C^1$ boundary, and $\Gamma$ a discrete, nonelementary group of projective transformations acting globally geometrically finitely on $\Omega$. Let $\Pi$ be a discrete parabolic subgroup of $\Gamma$ which preserves $\Omega$ with fixed point $\xi$. Let $E_1 \subset E_2$ be the almost osculating ellipsoids to $\Omega$ at $\xi$. Then there exists a point $o$ in $E_1$ and a uniform constant $R$ such that for all $g \in \Pi$,
$$d_{E_1}(o, go) - R \leq d_\Omega(o, go) \leq d_{E_1}(o, go).$$
By Lemma 5.8 to prove Lemma 5.9 it will suffice to prove the following lemma:

**Lemma 5.10.** Assume Ω is a proper, strictly convex domain with $C^1$ boundary in $\mathbb{R}^n$ and ξ in $\partial \Omega$ is a parabolic point. Let Π be the discrete parabolic subgroup of $\text{PSL}(n+1, \mathbb{R})$ which preserves Ω and stabilizes ξ, and assume Π has maximal rank. Let $\mathcal{E}_1 \subset \mathcal{E}_2$ be the osculating ellipses to Ω at ξ. Then for all $o \in \mathcal{E}_1$, there is a uniform constant $R$ such that for all $g \in \Pi$,

$$d_{\mathcal{E}_1}(o, go) - R \leq d_\Omega(o, go) \leq d_{\mathcal{E}_1}(o, go).$$

**Proof.** First, notice that existence of a constant $R$ independent of $g$ such that $d_{\mathcal{E}_1}(o, go) \leq d_{\mathcal{E}_2}(o, go) + R$ implies the result, because the containments $\mathcal{E}_1 \subset \Omega \subset \mathcal{E}_2$ imply $d_{\mathcal{E}_2} \leq d_\Omega \leq d_{\mathcal{E}_1}$.

We will do a calculation in a convenient chart, since the Hilbert metric does not depend on the choice of affine chart. The chart is what Cooper-Long-Tillman define as parabolic coordinates [CLT15, pg 203-204, preceding Proposition 3.4]. We will choose the chart for the largest ellipsoid $\mathcal{E}_2$ with respect to the parabolic fixed point.

Let $\xi$ be the parabolic point fixed by the maximal rank parabolic group Π. Let $H_\xi$ be the supporting hyperplane to $\mathcal{E}_2$ at $\xi$. Choose any other $\eta \in \partial \mathcal{E}_2$ with supporting hyperplane $H_\eta$ to $\mathcal{E}_2$ at $\eta$. Choose a chart with coordinates $(x_1, \ldots, x_n) \in \mathbb{R}^n$ for $\mathcal{E}_2$ in which $H_\xi$ is sent to infinity, $H_\eta$ is sent to the hyperplane $x_n = 0$, and $\eta$ is sent to the origin, so that the geodesic line $(\xi, \eta)$ is sent to the $x_n$-axis and the parabolic fixed point $\xi$ is sent to the point at infinity in the vertical direction, which is the $x_n$-direction. In this chart, since $\mathcal{E}_2$ is an ellipsoid, its boundary $\partial \mathcal{E}_2$ is sent to the graph of a paraboloid tangent to the hyperplane $x_n = 0$ at the origin. Since all paraboloids are projectively equivalent, we can choose the paraboloid so that it is the graph of the function $x_1^2 + \cdots + x_{n-1}^2 = x_n$; in particular, in this affine chart, $\partial \mathcal{E}_2$ has rotational symmetry about the $x_n$-axis.

By Proposition 5.7, $\mathcal{E}_1$ is a horoball for the Hilbert metric on $\mathcal{E}_2$, and the orbit of any point $o \in \Omega$ lies on a third ellipse $\mathcal{E}_0$ which is also a horoball for the Hilbert metric on $\mathcal{E}_2$. With a calculation using the geometric description of the Busemann functions in Lemma 2.1, the definition of parabolic coordinates, and the fact that changing a chart sends lines to lines, we can see that in parabolic coordinates, this implies $\mathcal{E}_0$ and $\mathcal{E}_1$ are vertical translates of $\mathcal{E}_2$. Let $K_i$ be the intersection of $\partial \mathcal{E}_i$ with the vertical axis. Note that we choose coordinates so that $K_2 = 0$.

Now we have the technical set-up prepared for the calculation. We will replace $go$ with an arbitrary point on the curve $\partial \mathcal{E}_0$ in parabolic coordinates. Since the claim follows for any $o \in \mathcal{E}_1$ by the triangle inequality as soon as it is proved for one $o \in \mathcal{E}_1$, we may choose $o = (0, K_0)$ on $\partial \mathcal{E}_0$.

Also, $\mathcal{E}_2$ has rotational symmetry and $\mathcal{E}_0$ and $\mathcal{E}_1$ are vertical translates of $\mathcal{E}_2$, so to compute the Hilbert distance, it suffices to take a two dimensional slice of $\mathcal{E}_2$ in these coordinates, and represent any point on $\partial \mathcal{E}_0$ as the pair

$$o_t = (t, t^2 + K_0)$$

in $\mathbb{R}^2$. Let $a_{i, t}, b_{i, t}$ be the intersection points of the line determined by $o$ and $o_t$ with the curves $\partial \mathcal{E}_i$ for $i = 1, 2$, chosen so that

$$d_{\mathcal{E}_i}(o, o_t) = \frac{1}{2} \log \frac{|a_{i, t} - o||b_{i, t} - o|}{|a_{i, t} - o||b_{i, t} - o|},$$

where $|\cdot|$ is the Euclidean norm in $\mathbb{R}^2$. Since the graphs are symmetric, it suffices to consider $t > 0$. Now we compare $d_{\mathcal{E}_1}$ and $d_{\mathcal{E}_2}$. Observe that $|a_{1, t} - o| \leq |a_{2, t} - o|$ and $|b_{1, t} - o| \leq |b_{2, t} - o|$, while $|a_{1, t} - o|$ and $|a_{2, t} - o|$ are bounded away from zero when $t$ is large. Hence there is a constant $r_0$ so that

$$d_{\mathcal{E}_1}(o, o_t) \leq d_{\mathcal{E}_2}(o, o_t) + r_0 + \frac{1}{2} \log \frac{|b_{2, t} - o|}{|b_{1, t} - o|}. \quad (5.1)$$
To determine the coordinates of $b_{i,t}$, see that the line passing through $o$ and $o_t$ has slope $t$ and $y$-intercept $K_0$, so we calculate

$$b_{i,t} = \left( t + \sqrt{t^2 - 4(K_i - K_0)} , \frac{t^2 + \sqrt{t^4 - 4t^2(K_i - K_0)}}{2} + K_0 \right).$$

Then

$$|b_{i,t} - o_t| = \frac{1}{2} \sqrt{(t - \sqrt{t^2 - 4(K_i - K_0)})^2 + (t^2 - \sqrt{t^4 - 4t^2(K_i - K_0)})^2}.$$

Now we compare $|b_{2,t} - o_t|$ with $|b_{1,t} - o_t|$ and see that these expressions are bounded and away from 0 as $t \to +\infty$, hence $|b_{2,t} - o_t|$ is bounded and by equation (5.1), the conclusion follows.

Proof of Proposition 5.6. First, if the claim holds for some $o$ in $\Omega$, then it also holds for any other point in $\Omega$, so we may prove the claim for $o$ in the interior ellipse $E_1$ given by Lemma 5.9. Let $R_1$ be such that

$$\#\{g \in \Pi : d_{E_1}(o,go) \in [T,T + R_1)\} \asymp e^{\delta n T}.$$ 

Take $S = R_1 + R$, which will be the constant needed for the theorem.

Since $E_1 \subset \Omega$, we have $d_{E_1} \geq d_\Omega$. Then $d_{\Omega}(o,go) \geq T$ implies $d_{E_1}(o,go) \geq T$. By Lemma 5.10, $d_{\Omega}(o,go) \leq T + R_1$ implies $d_{E_1}(o,go) \leq T + R_1 + R$. Then there is some constant $c_1$ such that

$$\#\{g : d_{\Omega}(o,go) \in [T,T + R_1)\} \leq \#\{g : d_{E_1}(o,go) \in [T,T + R_1 + R)\} \leq \sum_{i=0}^{[R/R_1]} \#\{g : d_{E_1}(o,go) \in [T + iR_1,T + (i + 1)R_1)\} \leq \sum_{i=0}^{[R/R_1]} c_1 e^{\delta n (T+iR_1)} \leq \left( \sum_{i=0}^{[R/R_1]} c_1 e^{\delta n R_1} \right) e^{\delta n T},$$

and the upper bound follows.

For the lower bound, let $g \in \Pi$ be such that $d_{E_1}(o,go) \in [T + R, T + R + R_1)$. Then

$$d_{\Omega}(o,go) \leq d_{E_1}(o,go) < T + R + R_1 = T + S.$$
and by Lemma \[5.9\]
\[d_\Omega(o, go) \geq d_{E_1}(o, go) - R \geq T.\]

Then there is another constant \(c_2 > 0\) such that
\[c_2e^{\delta_1 R} : e^{\delta_1 T} = c_2e^{\delta_1(T+R)} \leq \#\{g \in \Pi : d_{E_1}(o, go) \in [T + R, T + R + R_1]\}
\leq \#\{g \in \Pi : d_\Omega(o, go) \in [T, T + S]\},\]
completing the proof. \(\square\)

5.4. Relation with the work of Crampon-Marquis. Crampon-Marquis \[CM14a\] use two definitions of geometrical finiteness. Their conditions are given in terms of the boundary action.

**Definition 5.11** (Crampon-Marquis \[CM14a\]). The action of \(\Gamma\) is **geometrically finite** on \(\partial\Omega\) if every point \(\xi\) in \(\Gamma\) is either a bounded parabolic point or a conical limit point. This is the same as condition (1) of Definition \[5.3\].

The action of \(\Gamma\) is **geometrically finite** on \(\Omega\) if every point \(\xi\) in \(\Gamma\) is either a uniformly bounded parabolic point or a conical limit point.

Crampon-Marquis show that these two conditions are not equivalent. In \[CM14a, Proposition 10.7\], they produce a group \(\Gamma\) in \(\text{PSL}(5, \mathbb{R})\) acting on a strictly convex set \(\Omega\) with \(C^1\) boundary in \(\mathbb{R}P^4\) such that the action of \(\Gamma\) on \(\partial\Omega\) is geometrically finite, but the action of \(\Gamma\) on \(\Omega\) is not geometrically finite.

Moreover, \[CM14a\] prove that geometrical finiteness on \(\Omega\) implies (3), hence by Proposition \[5.6\] it implies global geometrical finiteness. Namely:

**Theorem 5.12** (\[CM14a, Théorème 1.8\]). If \(\Omega\) is strictly convex with \(C^1\) boundary and \(\Gamma\) acts geometrically finitely on \(\Omega\), then \(\Gamma\) is relatively hyperbolic, relative to the cusp stabilizers, and the convex core \(C_\Gamma\) with the Hilbert metric is a hyperbolic metric space.

**Corollary 5.13.** If \(\Omega\) is strictly convex with \(C^1\) boundary and \(\Gamma\) acts geometrically finitely on \(\Omega\), then the action of \(\Gamma\) on \(\Omega\) is globally geometrically finite.

**Remark 5.14.** Let us note that \[CM14a, Theorem 9.1\] also claims that (3) implies geometrical finiteness on \(\Omega\), but that is unfortunately not true. In fact, in the above-mentioned example (\[CM14a, Proposition 10.7\]), the convex core is hyperbolic even though the action is not geometrically finite on \(\Omega\) \[DGK21, Zim21\]. However, we do not need this implication in this paper, so this is irrelevant for our purposes. Also, \[CM14a, Théorème 10.4\] turns out to be false, with the same counterexample. However, in the language of \[CM14a\], the implications \((GF) \rightarrow (TF) \rightarrow (PNC)\) are true (compare to Lemma \[5.4\]).

5.5. Rank one parabolic subgroups and Hitchin representations. One example of interest to our work is Hitchin representations. These are certain representations of hyperbolic surface groups into \(\text{SL}(d, \mathbb{R})\) which satisfy a positivity condition. Precisely, a Fuchsian group \(\Gamma < \text{PSL}(2, \mathbb{R})\) is defined to be geometrically finite if \(\Gamma\) is a discrete, finitely generated group that is non-elementary, and a **(cusped) Hitchin representation** is a representation \(\rho: \Gamma \rightarrow \text{SL}(d, \mathbb{R})\) of a geometrically finite Fuchsian group \(\Gamma\) which admits a continuous \(\rho\)-equivariant positive map \(\xi_{\rho}: \Lambda_{\Gamma} \rightarrow F_d\) where \(F_d\) is the flag variety of \(\mathbb{R}^d\). The qualifier “cusped” is used when distinguishing the case when \(\Gamma\) contains parabolic elements. For example, if \(d = 3\) and \(\Gamma\) is co-finite, then \(\xi_{\rho}(x)\) is the flag \((L, P)\) where \(L\) is the line in \(\mathbb{R}^3\) which projects to a point in \(\partial\Omega\) for some properly convex \(\Omega \subset \mathbb{R}P^2\), and \(P\) is the plane in \(\mathbb{R}^3\) which projects to the tangent line to \(\Omega\) at \(L\). For more details on the positivity condition, we refer the reader to \[FG06\]. In particular, cusped Hitchin representations are \(P\)-Anosov (reference CZZ), and hence are transverse and compatible, as discussed in (cite survey).

The key property of of cusped Hitchin representations needed here is the following extract of a theorem of Canary-Zhang-Zimmer \[CZZ22a\]:
Theorem 5.15 (Canary-Zhang-Zimmer [CZZ22a, Theorem 1.4]). If $\Gamma < \text{PSL}(2, \mathbb{R})$ is a geometrically finite Fuchsian group and $\rho: \Gamma \to \text{SL}(d, \mathbb{R})$ is a Hitchin representation, then $\rho$ is irreducible, and for all $\gamma \in \Gamma$, if $\gamma$ is parabolic then $\rho(\gamma) = \pm u$ for some unipotent matrix $u$, and if $\gamma$ is hyperbolic then $\rho(\gamma)$ is loxodromic.

Lemma 5.16. Let $\Omega \subset \mathbb{R}P^n$ be a properly convex domain and $\Pi < \text{PSL}(n+1, \mathbb{R})$ a discrete group preserving $\Omega$. If $\Pi$ is a parabolic group of rank one, generated (up to finite index) by $g$, then $\Pi$ has pure growth, i.e.

$$\# \{ h \in \Pi : d_\Omega(o, ho) \in [T, T+1) \} \asymp e^{\delta T}$$

with $\delta = \frac{1}{k-1}$, where $k$ is the size of the largest Jordan block of $g$.

Proof. By [CLT15, Proposition 2.13], every eigenvalue of $g$ is equal to 1. Thus by taking the Jordan form, $g$ is conjugate to a unipotent matrix. By taking powers, we have

$$\| g^n \| \asymp |n|^{k-1}$$

for any $n \in \mathbb{Z}$

where $k$ is the size of the largest Jordan block of $g$. Recall that, by [DGK21, Proposition 10.1], [BZ21, Proposition 2.6],

$$e^{2d_\Omega(o,go)} \asymp \| g \| \cdot \| g^{-1} \|.$$

Hence we obtain

$$d_\Omega(o, g^n o) = \frac{\log \| g^n \| + \log \| g^{-n} \|}{2} + O(1) = (k-1) \log n + O(1)$$

thus

$$\# \{ n \in \mathbb{Z} : d_\Omega(o, g^n o) \in [T, T+1) \} \asymp e^{\frac{T}{k-1}}$$

which proves the claim. $\blacksquare$

Lemma 5.17. If $\Gamma$ is a geometrically finite Fuchsian group and $\rho: \Gamma \to \text{SL}(d+1, \mathbb{R})$ is a Hitchin representation such that the projection of $\rho(\Gamma)$ preserves a strictly convex set $\Omega \subset \mathbb{R}P^d$ with $C^1$ boundary, then $\rho(\Gamma)$ satisfies condition (1) of Definition 5.3.

Proof. First, [CZZ22a, Theorem 1.4] implies that all elements of $\rho(\Gamma)$ fix either 1 or 2 points in $\Lambda_\rho(\Gamma)$. Second, [CZZ22b, Lemma 3.6] implies all points in $\Lambda_\rho(\Gamma)$ are either conical or parabolic. Lastly, since $\xi_\rho$ is a $\rho$-equivariant embedding, and all parabolic elements of a geometrically finite Fuchsian group are bounded parabolics, it follows that all parabolic points in $\Lambda_\rho(\Gamma)$ are bounded parabolic points. $\blacksquare$

Corollary 5.18. If $\Gamma$ is a geometrically finite Fuchsian group and $\rho: \Gamma \to \text{SL}(d+1, \mathbb{R})$ is a Hitchin representation such that the projection of $\rho(\Gamma)$ preserves a strictly convex set $\Omega \subset \mathbb{R}P^d$ with $C^1$ boundary, and the convex hull of $\Lambda_\rho(\Gamma)$ is Gromov hyperbolic with respect to the Hilbert metric on $\Omega$, then $\rho(\Gamma)$ is globally geometrically finite.

Proof. Condition (1) of Definition 5.3 follows from Lemma 5.17, Theorem 5.15 and Lemma 5.16 imply condition (2). Finally, condition (3) is assumed. $\blacksquare$

Remark 5.19. It seems plausible that for any Hitchin representation of a geometrically finite Fuchsian group which preserves a properly convex subset of $\mathbb{R}P^d$, the convex hull of the limit set is Gromov hyperbolic, but at the moment it is not known (see [CZZ22a] for more details).
6. Conformal densities and estimates near the cusps

Let $\Omega$ be a strictly convex domain in $\mathbb{R}P^n$ with $C^1$ boundary, and $\Gamma$ a discrete subgroup of $\text{PSL}(n+1, \mathbb{R})$ which preserves $\Omega$. Note that Busemann functions are globally defined and continuous. Then a conformal density of dimension $\delta > 0$ is a family $\{\mu_x\}_{x \in \Omega}$ of finite measures supported on $\partial \Omega$ with the following properties:

- (quasi-$\Gamma$-invariance) for all $\gamma \in \Gamma$, $x \in \Omega$, we have $\gamma_* \mu_x = \mu_{\gamma x}$;
- (transformation rule) for all $x, y \in \Omega$ and $\eta \in \partial \Omega$, we have

$$\frac{d\mu_x}{d\mu_y}(\eta) = e^{-\delta \beta_{xy}(x,y)}.$$

A measure is a $\delta$-conformal measure if it is part of a conformal density of dimension $\delta$. A particularly famous example of a conformal density is the Patterson-Sullivan density, first constructed by Patterson for Fuchsian groups and extended by Sullivan to geometrically finite actions on hyperbolic spaces ([Pat76, Sul79, Sul84]). The Patterson-Sullivan density has conformal dimension $\delta_{\Gamma}$, which is the critical exponent of the Poincaré series, or equivalently, for any $o \in \Omega$,

$$\delta_{\Gamma} = \limsup_{t \to \infty} \frac{1}{t} \log \# \{ \gamma \in \Gamma : d_{\Omega}(o, \gamma o) \leq t \}.$$ 

Moreover, a corollary of the construction is that any conformal density for $\Omega$ must have conformal dimension at least $\delta_{\Gamma}$ [Sul79]. Although the Patterson-Sullivan density is the only known conformal density associated to a geometrically finite action on a Hilbert geometry, one appeal of results stated in this generality is that the proof is intrinsic to these defining properties, rather than the Patterson construction.

The essential properties of Patterson-Sullivan measure needed in this work are that Patterson-Sullivan measure exists, has full support on the limit set, has no atomic part, and that for any parabolic subgroup $\Pi < \Gamma$, we have $\delta_{\Pi} = \frac{r}{2}$ where $r$ is the rank of $\Pi$, and $\delta_{\Pi} < \delta_{\Gamma}$. These properties are due to recent work of Blayac-Zhu in the setting of geometrically finite actions on $\partial \Omega$, which is the condition (1) of the definition of globally geometrically finite (Definition 5.3); see [BZ21, Theorem 8.1, Lemma 8.13, Proposition 8.14].

6.0.1. Historical context. Crampon showed in his thesis that Patterson’s construction can be adapted to the setting of geometrically finite actions of $\Gamma$ on $\Omega$, the stronger notion of geometrically finiteness, when $\Omega$ is strictly convex with $C^1$ boundary [Cra11, Theorem 4.2.1]. Crampon proves the measures have full support on the limit set [Cra11 Section 4.2.1], and then proves in the case of surfaces that the Patterson-Sullivan measures have no atoms [Cra11 Lemma 4.3.3, Proposition 4.3.5]. These arguments generalize to higher dimensions due to [CM14b, Corollaire 7.18], which generalizes [Cra11 Lemma 1.3.4]. In recent work, Zhu confirms that these results extend to higher dimensions in the strictly convex with $C^1$ boundary setting (see [Zhu20 Lemma 11, Proposition 12, Corollary 13]). These results hinge on a calculation and proof that any uniformly bounded parabolic group preserving $\Omega$ with rank $r$ has critical exponent $\delta_{\Pi} = \frac{r}{2}$, and if $\Pi$ is a subgroup of a nonelementary geometrically finite group $\Gamma$, then $\delta_{\Pi} < \delta_{\Gamma}$ [Zhu20 Lemma 11], [CM14b, Lemme 9.8]. The work of Zhu was further generalized by Blayac to the rank one setting, without the strictly convex with $C^1$ boundary condition [Bla21 Theorem 1.6] and by Blayac-Zhu under a weaker notion of geometrical finiteness on $\partial \Omega$ with the strictly convex and $C^1$ boundary condition [BZ21 Theorem 8.1, Lemma 8.13, Proposition 8.14].

**Lemma 6.1.** Let $\Omega$ be a properly convex, strictly convex domain in $\mathbb{R}P^n$ with $C^1$ boundary, and $\Gamma$ a discrete, nonelementary group of projective transformations acting globally geometrically finitely on $\Omega$. Let $\{\mu_x\}_{x \in \Omega}$ be a conformal density of dimension $\delta$ with full support on $\Lambda_{\Gamma}$ and no atoms.
Fix \( o \in C_\Gamma \) and \( \xi \in \Lambda_\Gamma \), and let \( \alpha \) be the hyperbolicity constant of \( C_\Gamma \) with respect to the Hilbert metric. Then for all \( \eta \in V(o, \xi, t) \) and \( t \geq 0 \),
\[
|\beta_\eta(o, \xi_t) - t| \leq 4\alpha
\]
and thus for all \( t + s \geq 0 \),
\[
\mu_{\xi_t}(V(o, \xi, t)) \asymp e^{-\delta s} \mu_{\xi_{t+s}}(V(o, \xi, t))
\]
with uniform constants.

**Proof.** To prove the first part, let \( p \) be the closest point projection of \( \eta \) onto \([o, \xi)\). By definition, since \( \eta \in V(o, \xi, t) \) we have \( d(o, p) \geq t \), hence \( \beta_p(o, \xi_t) = t \) and by Lemma 3.7 we have
\[
\beta_\eta(o, \xi_t) = \beta_p(o, \xi_t) + O(\alpha) = t + O(\alpha).
\]
The first part implies the second part because, by the transformation rule of conformal densities,
\[
\mu_{\xi_t}(V(o, \xi, t)) = \int_{V(o, \xi, t)} e^{-\delta \beta_\xi(o, \xi_t)} d\mu_{\xi_{t+s}}(\eta) = \int_{V(o, \xi, t)} e^{-\delta (-\beta_\eta(o, \xi_t) + \beta_\eta(o, \xi_{t+s}))} d\mu_{\xi_{t+s}}(\eta) \asymp e^{-\delta s} \mu_{\xi_{t+s}}(V(o, \xi, t))
\]
where the cocycle and antisymmetric properties of the Busemann function are applied in the second equality. \( \square \)

### 6.1. The measure of shadows at parabolic fixed points.

**Lemma 6.2.** Let \( \Omega \) be a properly convex, strictly convex domain in \( \mathbb{R}^m \) with \( C^1 \) boundary, and \( \Gamma \) a discrete, nonelementary group of projective transformations acting globally geometrically finitely on \( \Omega \). Let \( \{\mu_x\}_{x \in \Omega} \) be a conformal density of dimension \( \delta \) with full support on \( \Lambda_\Gamma \) and no atoms.

Let \( \xi \) be a uniformly bounded parabolic point in \( \partial \Omega \) with stabilizer the parabolic subgroup \( \Pi \), and \( o \in C_\Gamma \). Let \( \xi_t \) be the point on the ray \([o, \xi)\) at distance \( t \) from \( o \). Then there exist constants \( A \) and \( C \) depending on \( \xi \) and \( o \) such that for all \( t > A \),
\[
C^{-1} \mu_{\xi_t}(V(o, \xi, t + A)) \leq \sum_{g \in \Pi} e^{-\delta d_{\Omega}(o, go) + \delta t} \leq C \mu_{\xi_t}(V(o, \xi, t - A)),
\]
and
\[
C^{-1} \mu_{\xi_t}(\partial \Omega \setminus V(o, \xi, t - A)) \leq \sum_{g \in \Pi} e^{-\delta t} \leq C \mu_{\xi_t}(\partial \Omega \setminus V(o, \xi, t + A)).
\]

**Proof.** First let us show the upper bound. By Lemma 4.3(a), there is a constant \( A \) such that for all \( t > A \),
\[
\bigcup_{g \in \Pi, d_{\Omega}(o, go) \geq 2t} gK \subset V(o, \xi, t - A)
\]
where \( K \) is a compact fundamental domain for the action of the parabolic subgroup \( \Pi \) on \( \Lambda_\Gamma \setminus \{\xi\} \) given by the definition of global geometrical finiteness. Since the conformal density has full support
and no atoms, there is a subset $K'$ of $K$ with positive measure for which the sets $\{gK'\}_{g \in \Pi}$ are pairwise disjoint. Then

\begin{equation}
\sum_{\substack{g \in \Pi \\
d_{\Omega(o,go)} \geq 2t}} \mu_{\xi_t}(gK') = \mu_{\xi_t} \left( \bigcup_{\substack{g \in \Pi \\
d_{\Omega(o,go)} \geq 2t}} gK' \right) \leq \mu_{\xi_t}(V(o, \xi, t - A)).
\end{equation}

Moreover, Lemma 4.3(a) gives us control over $\beta_{\eta}(\xi_t, g\xi_t)$ for all such $g \in \Pi$ and all $\eta \in K$, hence for any subset $K''$ of $K$ (applying the defining properties of a conformal density),

\begin{equation}
\mu_{\xi_t}(gK'') = \int_{gK''} \frac{d\mu_{\xi_t}}{d\mu_{g\xi_t}}(\lambda) \, d\mu_{g\xi_t}(\lambda) = \int_{gK''} e^{-\delta \lambda(\xi_t, g\xi_t)} \, d\mu_{g\xi_t}(\lambda)
\end{equation}

and, setting $\lambda = g\eta$ and using Lemma 4.3(a),

\begin{equation}
x \int_{gK''} e^{-\delta(d_{\Omega(o,go)} - 2t)} \, d\mu_{g\xi_t}(\lambda) = e^{-\delta d_{\Omega(o,go)} + 2\delta t} \mu_{g\xi_t}(gK'')
\end{equation}

\begin{equation}
e^{-\delta d_{\Omega(o,go)} + 2\delta t} \mu_{g\xi_t}(gK'').
\end{equation}

Since $K$ is compact and disjoint from $\xi$, there is a constant $D$ such that $K$ is disjoint from $V(o, \xi, D)$, hence by Lemma 4.3 for $t$ sufficiently large and $\eta' \in K$,

\[ t - 2D + O(\alpha) = d_{\Omega(o, \xi)} - 2D + O(\alpha) \leq \beta_{\eta'}(\xi_t, o) \leq t. \]

Then another computation using the defining properties of a conformal density gives

\begin{equation}
\mu_{\xi_t}(K'') \propto e^{-\delta t} \mu_{o}(K'')
\end{equation}

for any subset $K''$ of $K$. Since the fixed compact subset $K'$ of $K$ from equation (6.1) has nonempty interior and the measures have full support, $\mu_{o}(K')$ is some positive constant, so we apply equations (6.2) and (6.5) to the compact subset $K'$ of $K$ and obtain a constant $B$ independent of $t$ such that

\[ \frac{1}{B} \sum_{\substack{g \in \Pi \\
d_{\Omega(o,go)} \geq 2t}} e^{-\delta d_{\Omega(o,go)} + \delta t} \leq \mu_{\xi_t}(V(o, \xi, t - A)). \]

The argument for the lower bound is similar. By the contrapositive of Lemma 4.3(b), and using that $K$ is a fundamental domain for the parabolic subgroup, there is a constant $A$ such that

\[ V(o, \xi, t + A) \setminus \{\xi\} \subset \bigcup_{\substack{g \in \Pi \\
d_{\Omega(o,go)} \geq 2t}} gK. \]

Then by subadditivity and the assumption that parabolic fixed points are not atoms for the measures,

\[ \mu_{\xi_t}(V(o, \xi, t + A)) \leq \sum_{\substack{g \in \Pi \\
d_{\Omega(o,go)} \geq 2t}} \mu_{\xi_t}(gK). \]

Now, by applying the estimates from equations (6.2) and (6.5), and adjusting the previous constant $B$ if needed, we have

\[ \mu_{\xi_t}(V(o, \xi, t + A)) \leq B \sum_{\substack{g \in \Pi \\
d_{\Omega(o,go)} \geq 2t}} e^{-\delta d_{\Omega(o,go)} + \delta t}. \]

The estimate for the complement of the shadow is similar and uses Lemma 4.3 as well, hence the proof is omitted. For more details, see [Sch04, Proposition 3.6]. \( \square \)
6.2. Uniform control over all parabolic fixed points.

**Lemma 6.3.** Let \( \Omega \) be a properly convex, strictly convex domain in \( \mathbb{R}^n \) with \( C^1 \) boundary, and \( \Gamma \) a discrete, nonelementary group of projective transformations acting globally geometrically finitely on \( \Omega \). Let \( \{ \mu_x \}_{x \in \Omega} \) be a conformal density of dimension \( \delta \) with full support on \( \Lambda_{\Gamma} \) and no atoms. For all parabolic fixed points \( \xi \) with stabilizer \( \Pi \), and \( o \in \Omega \), there exists a constant \( K \) (note that it depends on all the above) such that for all \( \xi_t \) on the geodesic ray \([o, \xi]\) distance \( t \) from \( o \),

\[
\frac{1}{K} e^{(2\delta_{\Pi} - \delta) t} \leq \mu_{\xi_t}(V(o, \xi, t)) \leq K e^{(2\delta_{\Pi} - \delta) t}
\]

and

\[
\frac{1}{K} e^{(2\delta_{\Pi} - \delta) t} \leq \mu_{\xi_t}(\partial \Omega \setminus V(o, \xi, t)) \leq K e^{(2\delta_{\Pi} - \delta) t}.
\]

**Proof.** Note that we may prove the claim for all \( t \) sufficiently large since by adjusting constants, the claim then applies to all \( t \geq 0 \). First, write \( \Pi \) as the disjoint union

\[
\Pi = \bigcup_{n \in \mathbb{N}} \{ g \in \Pi : d_{\Omega}(o, go) \in [R - R, Rn]\}
\]

and denote

\[
a_n := \# \{ g \in \Pi : d_{\Omega}(o, go) \in [R - R, Rn]\}.
\]

Then for \( t \) sufficiently large, a short calculation gives

\[
\sum_{d_{\Omega}(o, go) \geq 2t} e^{-\delta d_{\Omega}(o, go) + \delta t} \times e^{\delta t} \sum_{Rn - R} \sum_{d_{\Omega}(o, go) \in [Rn - R, Rn]} e^{-\delta Rn} = e^{\delta t} \sum_{Rn - R} a_n e^{-\delta Rn}
\]

and, by the pure growth condition in Definition 5.3 (2), \( a_n \propto e^{\delta_{\Pi} Rn} \), hence

\[
\propto e^{\delta t} \sum_{n \geq Rn + 1} e^{(\delta_{\Pi} - \delta) Rn}
\]

and by summing the geometric series

\[
\propto e^{\delta t} e^{(2\delta_{\Pi} - 2\delta) t} = e^{(2\delta_{\Pi} - \delta) t}.
\]

Finally, by Lemma 6.2

\[
\mu_{\xi_t}(V(o, \xi, t - A)) \geq C^{-1} e^{(2\delta_{\Pi} - \delta) t}.
\]

An analogous argument for the upper bound gives

\[
\mu_{\xi_t}(V(o, \xi, t + A)) \leq C' e^{(2\delta_{\Pi} - \delta) t}.
\]

To obtain the conclusion, apply the transformation rule and use \(|\beta_{\eta}(\xi_t, \xi_{t \pm A})| \leq \pm A \) to compare \( \mu_{\xi_t \pm A}(V(o, \xi, t \pm A)) \) with \( \mu_{\xi_t}(V(o, \xi, t \pm A)) \).

To estimate the complement of the shadow, the argument is very similar. The calculation of the geometric sum given by Lemma 6.2 is slightly different but nonetheless produces the estimate

\[
\sum_{d_{\Omega}(o, go) \leq 2t} e^{-\delta t} \times e^{(2\delta_{\Pi} - \delta) t} + e^{-\delta t} \times e^{(2\delta_{\Pi} - \delta) t}
\]

since \( \delta_{\Pi} = \frac{r}{2} > 0 \) [Zhu20, Lemma 11] and hence \( 2\delta_{\Pi} - \delta > -\delta \).

\( \square \)

Note that so far, the constants depend on a particular parabolic point \( \xi \).
Lemma 6.4. Let $\Omega$ be a properly convex, strictly convex domain in $\mathbb{R}P^n$ with $C^1$ boundary, and $\Gamma$ a discrete, nonelementary group of projective transformations acting globally geometrically finitely on $\Omega$. Let $\{\mu_x\}_{x \in \Omega}$ be a conformal density of dimension $\delta$ with full support on $\Lambda\Gamma$ and no atoms. For all $o \in \Omega$, there exists a constant $C$ such that for all parabolic fixed points $\xi$, letting $\xi_t$ be the point on the geodesic ray $[o, \xi]$ at distance $t$ from $o$, if $\xi_t$ is in the thin part of $\Omega$ then

$$C^{-1} e^{(2\delta \Pi - \delta) d_\Omega(\xi_t, \Gamma o)} \leq \mu_{\xi_t}(V(o, \xi, t)) \leq C e^{(2\delta \Pi - \delta) d_\Omega(\xi_t, \Gamma o)}$$

and

$$C^{-1} e^{(2\delta \Pi - \delta) d_\Omega(\xi_t, \Gamma o)} \leq \mu_{\xi_t}(\partial \Omega \setminus V(o, \xi, t)) \leq C e^{(2\delta \Pi - \delta) d_\Omega(\xi_t, \Gamma o)}.$$  

Proof. Since there are finitely many $\Gamma$-orbits of parabolic points, it will suffice to show that the lemma holds for all $\xi$ in the $\Gamma$-orbit of the parabolic fixed point $\eta$.

Now, let $\xi_s$ be the projection of $o$ (and hence $\xi_t$, by the horosphere projection Corollary 2.5) to the boundary horosphere $H_\xi$ of the thick part of the convex core $C_\Gamma$. Similarly, let $\eta_{s'}$ be the projection of $o$ to the boundary horosphere $H_\eta$ of the thick part of $\Omega$. Since the thick part is $\Gamma$-invariant, any group element $\gamma$ for which $\gamma \eta = \xi$ also identifies the horospheres $H_\eta$ with $H_\xi$. Hence, for any such group element $\gamma$, we have $\gamma \eta_{s'}$ and $\xi_s$ both lie in the boundary horosphere $H_\xi$. Since the parabolic stabilizer of $\xi$ acts cocompactly on the boundary horosphere $H_\xi$, and the diameter of this fundamental domain is uniformly bounded over all orbits of $\eta$, we can choose a particular $\gamma$ such that $\gamma \eta_{s'}$ and $\xi_s$ are uniformly bounded distance apart. Denote this bound by $M$, and thus

$$(6.6) \quad d_{\Omega}(\xi_s, \gamma o) \leq d_{\Omega}(\xi_s, \gamma \eta_{s'}) + d_{\Omega}(\gamma \eta_{s'}, o) \leq M + s' =: M'.$$

Then since geodesic rays meeting at the same boundary point $\xi$ are asymptotic in a strictly convex Hilbert geometry (Lemma 4.1),

$$d_{\Omega}(\xi_t, \gamma \eta_{s'-s}) \leq d_{\Omega}(\xi_s, \gamma \eta_{s'}) = d_{\Omega}(\xi_s, \gamma o) \leq M'$$

as well, and by conformality of the Patterson-Sullivan measures and since Busemann functions are 1-Lipschitz,

$$(6.7) \quad \mu_{\xi_t}(V(o, \xi, t)) \asymp \mu_{\gamma \eta_{s'-s}}(V(o, \xi, t))$$

and the same holds for the measures of the complementary shadow. On the other hand, equation (6.6) suffices to apply the hyperbolicity Lemma 3.12; for all points such as $\xi_s$ and $\gamma o$ which are bounded distance, there is a constant $C$ depending on this bound such that

$$(6.8) \quad V(\gamma o, \xi, t - s + C) \subset V(\xi_s, \xi, t - s) \subset V(\gamma o, \xi, t - s - C),$$

and the containments apply in reverse to the complementary shadow. It is straightforward to check from the definition of projection that $V(\xi_s, \xi, t - s) = V(o, \xi, t)$. Hence recalling $\xi = \gamma \eta$ and applying equation (6.8), $\Gamma$-equivariance of the conformal measures and shadows, and Lemma 6.3 (it does apply because $\xi_t$ is in the thin part, so $t - s$ is positive),

$$\mu_{\xi_t}(V(o, \xi, t)) = \mu_{\xi_t}(V(\xi_s, \xi, t - s)) \asymp \mu_{\gamma \eta_{s'-s}}(V(\gamma o, \gamma \eta, t - s))$$

$$= \mu_{\eta_{s'-s}}(V(o, \eta, t - s)) \asymp e^{(2\delta \Pi - \delta)(t - s)},$$

and again, with similar expressions for the complementary shadow. To conclude the proof, see that $t - s$ is the distance of $\xi_t$ to the thick part of $\Omega$, which is equal to $d_{\Omega}(\xi_t, \Gamma o)$ up to uniform additive constants. \qed
We complete the proof of the first main result:

**Theorem 7.1.** Let $\Omega$ be a properly convex, strictly convex domain in $\mathbb{R}P^n$ with $C^1$ boundary, and $\Gamma$ a discrete, nonelementary group of projective transformations acting globally geometrically finitely on $\Omega$. Let $\{\mu_x\}_{x \in \Omega}$ be a conformal density of dimension $\delta$ with full support on $\Lambda_\Gamma$ and no atoms.

For each $o \in \Omega$, there exists a constant $C$ such that for all $\xi \in \partial \Omega$, letting $\xi_t$ be the point on the geodesic ray from $o$ to $\xi$ which is distance $t$ from $o$,

$$C^{-1}e^{-\delta t+(2\delta t-\delta)d_{\Omega}(\xi_t,\Gamma o)} \leq \mu_o(V(o,\xi,t)) \leq Ce^{-\delta t+(2\delta t-\delta)d_{\Omega}(\xi_t,\Gamma o)}$$

where $\Pi = \{id\}$ if $\xi_t$ is in the thick part, and otherwise $\Pi$ is the largest parabolic subgroup preserving the horoball containing $\xi_t$.

Note that Theorem 7.1 implies Theorem 1.1, since Patterson-Sullivan measures satisfy the assumptions of the theorem [Cra11, Zhu20].

### 7.1. Shadows in the thick part.

**Lemma 7.2.** There is a constant $C > 0$ such that for all $x$ in the thick part of $\Omega$, and any $\xi \in \partial \Omega$,

$$C^{-1} \leq \mu_x(V(x,\xi,0)) \leq C.$$

**Proof.** Every point in the thick part is uniformly bounded distance from the $\Gamma$-orbit of $o$ for any fixed point $o$ in the thick part. Let $\gamma o$ be some closest point to $x$ which is in the $\Gamma$-orbit of $o$. Then by quasi-$\Gamma$-invariance of the measures and shadows,

$$\mu_x(V(x,\xi,0)) \asymp \mu_{\gamma o}(V(\gamma o,\xi,0)) = \mu_o(V(o,\xi',0))$$

where $\xi' = \gamma^{-1}\xi$ varies over $\partial \Omega$.

Now, let us choose some $t > 0$. Then by compactness we can cover $\partial \Omega$ with finitely many shadows of type $V(o,\xi_i,t)$ for $i = 1,\ldots,k$. Since $\mu_o$ has full support, we have

$$C := \inf_{i} \mu_o(V(o,\xi_i,t)) > 0.$$ 

Now, let $\xi \in \partial \Omega$. Then there is a $\xi_i$ such that $\xi \in V(o,\xi_i,t)$, and we claim that $V(o,\xi_i,t) \subseteq V(o,\xi,t/2)$.

Indeed, $\xi \in V(o,\xi_i,t)$ implies $\langle \xi,\xi_i \rangle_o \geq t - O(\alpha)$. Moreover, if $\eta \in V(o,\xi_i,t)$ then $\langle \eta,\xi_i \rangle_o \geq t - O(\alpha)$, hence by (3.1) one gets $\langle \eta,\xi \rangle_o \geq t - O(\alpha) \geq t/2$ for $t$ large enough. Thus,

$$\mu_o(V(o,\xi,0)) \geq \mu_o(V(o,\xi,t/2)) \geq \mu_o(V(o,\xi_i,t)) \geq C.$$ 

Now the upper bound is clear, since $\mu_o$ is a probability measure. \qed

With all the ingredients established so far, the proof now follows quite closely the strategy of Sch04.

**Proof of Theorem 7.1.** First, by Lemma 6.1 comparing $\mu_{\xi_i}(V(o,\xi,t))$ with $\mu_{\xi_o}(V(o,\xi_i,t)) = \mu_o(V(o,\xi,t))$, it suffices to show that there is a constant $C$ such that

$$(7.1) \quad C^{-1}e^{(2\delta t-\delta)d_{\Omega}(\xi_i,\Gamma o)} \leq \mu_{\xi_i}(V(o,\xi,t)) \leq Ce^{(2\delta t-\delta)d_{\Omega}(\xi_i,\Gamma o)}.$$ 

The case where $\xi_t$ is in the thick part of $\Omega$ now follows from Lemma 7.2 to elaborate,

$$V(o,\xi,t) = V(\xi_t,\xi,0)$$

is clear to see from the definition of shadows, so Lemma 7.2 applied with $x = \xi_t$ gives the estimate

$$\mu_{\xi_t}(V(o,\xi,t)) = \mu_{\xi_t}(V(\xi_t,\xi,0)) \asymp 1$$

and the conclusion follows for $\xi_t$ in the thick part, since all such $\xi_t$ are bounded distance from $\Gamma o$.  

The case where $\xi$ is a parabolic fixed point follows directly from Lemma 6.4.

It remains to consider the case where $\xi$ is not a parabolic fixed point, and $\xi_t$ is in the thin part of $\Omega$. Suppose that $\xi_t$ lies in the thin part, and we denote as $\eta$ the boundary point of the horoball to which $\xi_t$ belongs. We have two cases.

**Case 1:** If $\eta \in V(o, \xi, t)$, then by Lemma 3.12(1)

$$V(o, \eta, t + O(\alpha)) \subseteq V(o, \xi, t) \subseteq V(o, \eta, t - O(\alpha)).$$

By Lemma 3.6, we have for any $\eta \in \partial \Omega$

$$|\beta_\eta(\eta_t, \xi_t)| \leq d_\Omega(\eta_t, \xi_t) \leq O(\alpha)$$

hence conformal invariance yields

$$C^{-1} \mu_\eta(V(o, \eta, t + K)) \leq \mu_{\xi_t}(V(o, \xi, t)) \leq C \mu_{\eta_t}(V(o, \eta, t - K))$$

where $C, K$ depend on $\alpha$, hence the claim follows by Lemma 6.4 and the fact that $d(\eta_t, \Gamma o) = d(\xi(t), \Gamma o) + O(\alpha)$.

**Case 2:** Suppose that $\eta \notin V(o, \xi, t)$. By taking a small time change of $\pm \epsilon$, it will suffice to assume $\eta \notin \overline{V(o, \xi, t)}$. Let us introduce some notation; see Figure 5 for guidance. Let $\xi'$ be the antipodal point to $\xi$ with respect to $o$. Let $o'$ denote the other intersection point of the geodesic $(\xi', \xi)$ with the horosphere $H_\eta$ centered at $\eta$ bounding the thick part. Let $t' = d_\Omega(\xi_t, o')$. Notice that $t'$ is chosen so that

$$V(o, \xi, t) = \partial \Omega \setminus \overline{V(o', \xi', t')}. $$

Hence, by taking a small time change of $\pm \epsilon$, it suffices to estimate $\mu_{\xi_t}(\partial \Omega \setminus V(o', \xi', t'))$. Let $\eta_t$ be the point on the geodesic ray from $o$ to $\eta$ which is distance $t$ from $o$. Let $\gamma$ be an element of the stabilizer of $\eta$ such that the geodesic ray from $\gamma o$ to $\eta$ intersects the same fundamental domain for the action of the stabilizer of $\eta$ on $H_\eta$ as $o'$. Let $x$ be such that $\gamma x$ is the intersection of the geodesic from $\gamma o$ to $\eta$ with the horosphere $H_\eta$. In particular, the distance between $\gamma x$ and $o'$ is uniformly bounded, independently of $\eta$.

The Case 2 assumption implies $\eta$ is in $V(o', \xi', t')$, hence by Lemma 3.12(1) we have

$$V(o', \eta, t' + O(\alpha)) \subset V(o', \xi', t') \subset V(o', \eta, t - O(\alpha)).$$

**Figure 5.** Case 2 in the proof of Theorem 7.1.
Thus, to estimate \( \mu_{\xi_t}(V(o', \xi', t')) \), it suffices to estimate

\[
\mu_{\xi_t}(\partial \Omega \setminus V(o', \eta, t')).
\]

In order to do so, set \( s = t' + d_\Omega(o, x) \). Then \( \eta \) is in \( V(o', \xi', t' - \epsilon) \), so by the fellow traveler property of Lemma 6.4 and the triangle inequality, comparable points on the geodesic rays \([o', \xi']\) and \([\gamma x, \eta]\) are uniformly bounded distance apart up to time \( t' - \epsilon + O(\alpha) \). By our choice of parameterizations, the points on these geodesic rays at distance \( t' \) from \( o' \) and \( \gamma x \) are \( \xi_t \) and \( \xi_{i,s} \), respectively. Hence, \( \gamma \xi_{i,s} \) is uniformly close to \( \xi_t \); since also \( \gamma x \) is close to \( o' \), we have

\[
(7.2) \quad \mu_{\xi_t}(\partial \Omega \setminus V(o', \eta, t')) \simeq \mu_{\gamma \xi_{i,s}}(\partial \Omega \setminus V(\gamma x, \eta, t'))
\]

and, by shifting perspective along the geodesic, we obtain

\[
(7.3) \quad \simeq \mu_{\gamma \xi_{i,s}}(\partial \Omega \setminus V(\gamma o, \eta, s))
\]

hence, since \( \gamma \eta = \eta \), and by \( \Gamma \)-equivariance,

\[
(7.4) \quad = \mu_{\xi_{i,s}}(\partial \Omega \setminus V(o, \eta, s))
\]

thus we have

\[
(7.5) \quad \simeq e^{(2 \delta_\Omega - \delta)d_\Omega(\xi_{i,s}, \Gamma o)}
\]

by direct application of Lemma 6.4 and finally

\[
(7.6) \quad \simeq e^{(2 \delta_\Omega - \delta)d_\Omega(\xi_t, \Gamma o)}
\]

again because \( \xi_t \) is uniformly bounded distance from \( \gamma \xi_{i,s} \). This yields (7.1), thus completing the proof. \( \square \)

**Proof of Corollary 1.2.** Fix \( A > 0 \). By the triangle inequality, for any \( t \geq 0 \)

\[
|d_\Omega(\xi_t, \Gamma o) - d_\Omega(\xi_{t+A}, \Gamma o)| \leq d_\Omega(\xi_t, \xi_{t+A}) = A.
\]

Hence by Equation (1.1) we have

\[
\mu_o(V(o, \xi, t)) \leq \mu_o(V(o, \xi, t + A)) \cdot C(2^{\delta_t}A)^{-(2 \delta_\Omega - \delta_{\xi})A}.
\]

The claim follows by Lemma 3.3 and by recalling that, by Eq. (3.2), there exists \( A > 0 \) such that

\[
V(o, \xi, \log(r^{-1}) + A) \subseteq B(\xi, r) \subseteq V(o, \xi, \log(r^{-1}) - A)
\]

for any \( \xi \in \Lambda_{\Gamma}, \) any \( r > 0 \). \( \square \)

**8. Applications of the shadow lemma**

Consider a base point \( o \) and a horoball \( H \). Recall that the radius of the horoball \( H \) is \( e^{-d(o, H)} \). If \( p \) is a boundary point, then \( H_p(r) \) is the unique horoball centered at \( p \) with radius \( r \). Let \( P \) be the set of all parabolic fixed points in \( \partial X \). Then we fix a \( \Gamma \)-invariant horoball packing where each parabolic point \( p \) in the set \( P \) determines a unique horoball \( H_p \) centered at \( p \) in the packing, and we denote the radius of \( H_p \) by \( r_p \).

When we consider Hilbert geometries, this fixed horoball packing will be a thick-thin decomposition lifted to the universal cover. Let \( H_p(r) \) be the shadow of the horoball \( H_p(r) \).

Recall that a hyperbolic metric space \((X, d)\) is defined to be **Busemann regular** if \((X, d)\) is proper and Busemann functions extend continuously to \( \partial X \) and \( X \) is uniquely geodesic. An action by a group of isometries \( \Gamma \) on a hyperbolic metric space \((X, d)\) is **geometrically finite** if every point in the limit set \( \Lambda_{\Gamma} \) is either conical or bounded parabolic.
8.1. Disjointness. A key property of our setup, as in Sullivan’s original one, is that horoballs are disjoint. This has the following consequences.

**Lemma 8.1.** Let \((X, d)\) be a Busemann regular hyperbolic metric space and \(\Gamma\) a group of isometries acting geometrically finitely on \(X\). Let \(\xi_1, \xi_2 \in \partial X\) and let \(H_1, H_2\) be horoballs based at \(\xi_1, \xi_2\). Define as \(q_i\) the intersection between \(H_i\) and \([o, \xi_i]\) for \(i = 1, 2\). If \(H_1 \cap H_2 = \emptyset\), then

\[
\langle \xi_1, \xi_2 \rangle_o \leq \frac{d(o, q_1) + d(o, q_2)}{2} + O(\alpha).
\]

**Proof.** By symmetry, let us assume that \(d(o, q_1) \leq d(o, q_2)\). Let \(z\) be a point on \([0, \xi_1]\) at distance \(\langle \xi_1, \xi_2 \rangle_o\). By definition of Gromov product and hyperbolicity, \(z\) lies within distance \(O(\alpha)\) of \([0, \xi_2]\).

Now fix \(0 < s ≤ c\) such that the shadows \(\mathcal{H}_p(c\sqrt{\alpha})\) are disjoint. This has the following consequences.

8.2. Dirichlet Theorem. We now prove the Dirichlet-type theorem, which does not rely on the shadow lemma. For fixed \(s > 0\), recall the set of parabolic points in \(\Lambda_\Gamma\) with large radius is defined by

\[
P_s = \{p \in P \mid r_p ≥ s\}.
\]

**Theorem 8.3 (Dirichlet-type theorem).** Let \((X, d)\) be a Busemann regular hyperbolic metric space and \(\Gamma\) a group of isometries acting geometrically finitely \(X\) with parabolic elements. Then there exist constants \(c_1, c_2\) and \(c_3\) such that for all \(s ≤ c_1\), the set

\[
\bigcup_{p \in P_s} \mathcal{H}_p(c_2\sqrt{\alpha})
\]

and there exists a \(c_3\) such that the shadows \(\mathcal{H}_p(c_3\sqrt{\alpha})\) are pairwise disjoint.

Note that Theorem 8.3 is effectively the same statement as Theorem 1.4.

**Proof.** First, by compactness of the thick part, note that we can rescale all horoballs in each of the finitely many \(\Gamma\)-orbits of parabolic points by a multiplicative constant \(c\) so that the convex hull of the limit set \(C_\Gamma\) is covered by the horoballs rescaled by \(c\), i.e.

\[
(8.1) \quad C_\Gamma \subseteq \bigcup_{p \in P} H_p(cr_p).
\]

Now fix \(0 < s ≤ c_1 := \frac{1}{c}\) and \(\xi \in \Lambda_\Gamma\). Let \(w \in [o, \xi]\) such that \(e^{-d(o, w)} = cs\). By the above equation (8.1), there is some \(p \in P\) such that \(w \in H = H_p(cr_p)\). Let \(q\) be the closest point projection of \(o\)
onto \( H \), so that \( cr_p = e^{-d(o,q)} \). Since \( w \in H \), we have \( \beta_p(o,w) \geq \beta_p(o,q) \). Since \( w \in [o,\xi) \), we apply Lemma 3.11 and conclude there exists a point \( z \) on \([0,\xi)\) with

\[
\beta_p(o,z) \geq \frac{d(o,q) + d(o,w)}{2} - O(\alpha).
\]

Then there exists a constant \( c_2 \) such that

\[
e^{-\beta_p(o,z)} \leq e^{-\frac{d(o,q) + d(o,w)}{2}} e^{O(\alpha)} = c_2 \sqrt{r_p s}
\]

shows that \( z \) belongs to \( H_p(c_2 \sqrt{r_p s}) \), hence also \( \xi \) belongs to \( H_p(c_2 \sqrt{r_p s}) \). Finally, observe that \( s \leq r_p \) since \( w \in H \) and \( q \) is the closest point projection of \( o \) onto \( H \).

To prove the second part, note that, since the horoballs are disjoint, we have by Corollary 8.2 that there exists a constant \( C > 0 \) for which

\[
d_\partial X(p_1, p_2) \geq C(r_1 r_2) \frac{\xi}{2}.
\]

Now, by Lemma 3.13 there exists a constant \( c_3 \) such that for each \( i = 1, 2 \) one has

\[
diam H_{p_i}(c_3 \sqrt{r_i s}) \leq C \left( \frac{r_i}{4} s \right) \frac{\xi}{2}.
\]

Hence, using that \( r_i \geq s \), the inequalities

\[
d_\partial X(p_1, p_2) \geq C(r_1 r_2) \frac{\xi}{2} \geq \frac{C}{2} (sr_1) \frac{\xi}{2} + \frac{C}{2} (sr_2) \frac{\xi}{2} > diam H_{p_1}(c_3 \sqrt{r_1 s}) + diam H_{p_2}(c_3 \sqrt{r_2 s})
\]

show that the shadows \( H_{p_1}(c_3 \sqrt{r_1 s}) \) and \( H_{p_2}(c_3 \sqrt{r_2 s}) \) are disjoint. \( \square \)

8.3. Horoball counting. Now we will apply the Dirichlet theorem to produce horoball counting estimates. We need a version of the shadow lemma for shadows of horoballs rather than traditional shadows.

**Lemma 8.4.** For all \( \xi \in \partial X \),

\[
V(o, \xi, -\log r + O(\alpha)) \subset H_{\xi}(r) \subset V(o, \xi, -\log r - O(\alpha)).
\]

**Proof.** To show the righthand side, use Lemma 3.12 (1). To show the lefthand side, use Corollary 8.10. \( \square \)

The Global Shadow Lemma and Lemma 8.4 now imply a shadow lemma for horoball shadows:

**Corollary 8.5.** For all \( 0 < \theta \leq 1 \) and fixed \( c \),

\[
\mu(H_p(c\theta r_p)) \asymp \theta^{2\delta r - 2\delta r^2}.
\]

**Proposition 8.6** (Horoball counting). Let \( \Gamma \) be a geometrically finite group of isometries of a Busemann regular hyperbolic metric space \((X, d)\) which admits a finite \( \delta \)-conformal measure that satisfies the global shadow lemma. Let us define

\[
H_n(\lambda) := \{ p \in P : \lambda^{n+1} \leq r_p \leq \lambda^n \}.
\]

Then there exist \( \lambda < 1 \) and constants such that

\[
\#H_n(\lambda) \asymp \lambda^{-n\delta}
\]

for all \( p \in P \) and \( n \in \mathbb{N} \).
Proof. The proof follows closely [SV95, Theorem 3]. Let \( c_1, c_2 \) and \( c_3 \) be as in Theorem 8.3. Let \( k_1 = \mu_\alpha(A_\Gamma) \). Then for all \( 0 < s < c_1 \),
\[
k_1 \leq \sum_{p \in P_s} \mu(\mathcal{H}_p(c_2 \sqrt{sR_p}))\,.
\]

On the other hand, replacing \( c_2 \) with \( c_3 \), we have
\[
\sum_{p \in P_s} \mu(\mathcal{H}_p(c_3 \sqrt{sR_p})) \leq k_1.
\]

We then apply Corollary 8.5 with \( \theta = \left( \frac{\lambda}{2} \right) \frac{1}{2} \) to see that
\[
\sum_{p \in P_s} \left( \frac{r_p}{s} \right)^{\delta n} \asymp s^{-\delta n}.
\]

The proof now follows exactly as in Stratmann-Velani. \( \square \)

8.4. Khinchin functions. A Khinchin function is a positive, increasing function \( \varphi : \mathbb{R}^+ \to \mathbb{R} \) such that there exist constants \( b_1, b_2 \) for which
\[
\varphi(b_1 x) \geq b_2 \varphi(x) \quad \text{for any } x \in \mathbb{R}^+.
\]

Recall that \( H_p(r) \) is the unique horoball centered at a boundary point \( p \) with radius \( r \). Note that, as a corollary of the shadow lemma (Theorem 1.1),
\[
\mu(\mathcal{H}_p(r \varphi(r_p))) \asymp r^{\delta}(\varphi(r_p))^{2\delta - k}
\]
where \( k \) is the rank of the parabolic fixed point \( p \).

8.5. Quasi-independence. Let \( S_n := S(n, \lambda, \varphi) \) be the union of the shadows of \( H_p(r \varphi(r_p)) \) for \( \lambda^n \leq r_p \leq \lambda^{n+1} \).

Lemma 8.7 (Quasi-independence). Let \( \Gamma \) be a geometrically finite group of isometries of a Busemann regular hyperbolic metric space \( (X, d) \) which admits a finite \( \delta \)-conformal measure \( \mu \) that satisfies the global shadow lemma. There exists a positive constant \( C \) such that for all \( n, m \in \mathbb{N} \) sufficiently large,
\[
\mu(S_n \cap S_m) \leq C \mu(S_n) \mu(S_m).
\]

Proof. Let \( H_{p_1}(r_1) \) and \( H_{p_2}(r_2) \) be two disjoint horoballs. By Corollary 8.2 we obtain
\[
d_{\partial X}(p_1, p_2) \geq C_{\alpha}(r_1 r_2)^{\delta/4},
\]
where \( C_{\alpha} > 0 \) only depends on the hyperbolicity constant. Let \( \mathcal{H}_1 = H_{p_1}(r_1 \varphi(r_1)), \mathcal{H}_2 = H_{p_2}(r_2 \varphi(r_2)), \) with \( r_1 > r_2 \). Now, suppose \( \mathcal{H}_1 \cap \mathcal{H}_2 \neq \emptyset \). Then since \( \varphi \) is increasing,
\[
d_{\partial X}(p_1, p_2) \leq C(\varphi(r_1))^\varepsilon + C(\varphi(r_2))^\varepsilon \leq 2C(\varphi(r_1))^\varepsilon
\]
where \( C \) comes from Lemma 3.13 hence
\[
C_{\alpha}(r_1 r_2)^{\delta/4} \leq 2C(\varphi(r_1))^\varepsilon
\]
thus since \( \varphi \) is increasing and \( r_1 \) is bounded, \( \varphi \) and hence \( \varphi^\varepsilon \) is bounded by some constant \( M \) and
\[
\frac{M(\varphi(r_1))^\varepsilon}{r_2^2} \geq \left( \frac{\varphi(r_1)^2 r_1}{r_2} \right)^\varepsilon \geq \frac{C_{\alpha}^2}{4C^2}
\]
Hence, if \( \xi \in H_{p_2}(r_2), \) we estimate
\[
d_{\partial X}(\xi, p_1) \leq d_{\partial X}(\xi, p_2) + d_{\partial X}(p_2, p_1) \leq C r_2^\varepsilon + 2C(\varphi(r_1))^\varepsilon \leq C'(r_1 \varphi(r_1))^\varepsilon
\]
with $C' = \frac{MAC^3}{\epsilon_n} + 2C$, thus

\begin{equation}
(8.3) \quad \mathcal{H}_{p_2}(r_2) \subseteq \mathcal{H}_{m}(C'r_1\varphi(r_1)).
\end{equation}

We denote as $S(H)$ the shadow of the horoball $H$. Given a horoball $H$ of radius $r$, we denote as $\varphi H$ the horoball with the same boundary point as $H$ and radius $r\varphi(r)$.

Now let $m > n$, and pick an element $H_*$ of $H_n$. Let us consider the set

\begin{equation}
I(H_*) := \{H \in H_m : S(\varphi H) \cap S(\varphi H_*) \neq \emptyset\}.
\end{equation}

By the shadow lemma (Theorem 1.1), for any $H \in H_m$ we have

$$\mu(S(H)) \times \lambda^{m\delta}$$

while by the counting lemma (Prop. 8.6)

$$#H_m \times \lambda^{-m\delta}.$$

Hence, if the shadows in $H_m$ are pairwise disjoint,

\begin{equation}
(8.4) \quad \mu(S_m) \times #H_m \cdot \mu(S(\varphi H)) \times \frac{\mu(S(\varphi H))}{\mu(S(H))} \times \varphi(\lambda^{m\delta})^{2\delta - k}
\end{equation}

Since all shadows in $H_m$ are approximately the same size, we can apply a uniform rescaling so that the shadows are disjoint and by the shadow lemma (Theorem 1.1, Equation 8.3 remains true. Now, note that, if $H \in I(H_*)$, then by eq. (8.3)

$$S(H) \subseteq S(C' \varphi H_*)$$

and, by eq. (8.2),

$$\mu(S(C' \varphi H_*)) \times (C')^{2\delta - k} \mu(S(\varphi H_*)).$$

Moreover, since the elements in $H_m$ are disjoint and have same size, their shadows are also disjoint, so

$$(C')^{k - 2\delta} \mu(S(\varphi H_*)) \times \mu(S(C' \varphi H_*)) \geq #I(H_*) \inf_{H \in I(H_*)} \mu(S(H))$$

hence

$$\mu(S_n \cap S_m) \leq \sum_{H_* \in H_n} \sum_{H \in I(H_*)} \mu(S(\varphi H))$$

$$\leq \sum_{H_* \in H_n} #I(H_*) \sup_{H} \mu(S(\varphi H))$$

$$\leq \sum_{H_* \in H_n} \frac{\mu(S(\varphi H_*))}{\inf_{H} \mu(S(H))} \sup_{H} \mu(S(\varphi H))$$

$$= \mu(S_n) \frac{\sup_{H} \mu(S(\varphi H))}{\inf_{H} \mu(S(H))} \times \mu(S_n) \mu(S_m)$$

where the last comparison follows the shadow lemma again (Theorem 1.1) with Equation 8.4. This completes the proof.

\begin{align*}
8.6. \textbf{Khinchin theorem.} \text{ Given a Khinchin function } \varphi, \text{ we define the set } & \\
\Omega_\infty^\varphi := \limsup_{n \to \infty} S_n = \bigcap_{n=n_0}^\infty \bigcup_{m \geq n} \bigcup_{p \in H_n} \mathcal{H}_p(r_p \varphi(r_p)). & \\
\text{Moreover, we have the Khinchin series } & \\
K(\varphi) := \sum_{n=0}^\infty (\varphi(\lambda^n))^{2\delta - k_{\max}}. &
\end{align*}
Theorem 8.8 (Khinchin-type theorem). Let $\Gamma$ be a geometrically finite group of isometries of a Busemann regular hyperbolic metric space $(X,d)$ which admits a finite $\delta$-conformal measure $\mu$ that satisfies the global shadow lemma. Let $\varphi$ be a Khinchin function. Then:

(1) $\mu(\Omega^\varphi_{\infty}) = 0$ if $K(\varphi) < \infty$;
(2) $\mu(\Omega^\varphi_{\infty}) = 1$ if $K(\varphi) = \infty$.

Proof. Note that by Equation 8.2, for any $H \in S_n$,

$$\mu(S_n) \asymp H_n \cdot \mu(H) \asymp \lambda^{-n\delta} \lambda^n \varphi(\lambda^n)^{2\delta - k_{\max}} = \varphi(\lambda^n)^{2\delta - k_{\max}}.$$  

Now, (1) follows from the standard Borel-Cantelli lemma.

Conversely, (2) follows from the “converse” Borel-Cantelli lemma (e.g. [SV95, Lemma 4.8]), using the quasi-independence from Lemma 8.7. □

8.7. The logarithm law. The following result compares to [SV95, Proposition 4.9].

Theorem 8.9 (Logarithm Law). Let $\Gamma$ be a geometrically finite group of isometries of a Busemann regular hyperbolic metric space $(X,d)$ which admits a finite $\delta$-conformal measure $\mu$ that satisfies the global shadow lemma. For $\mu$-almost every $\xi$ in the limit set $\Lambda_\Gamma$,

$$\limsup_{t \to +\infty} \frac{d(\xi_t, \Omega_{\text{thick}})}{\log t} = \frac{1}{2\delta - k_{\max}}$$

where $k_{\max}$ is the maximal rank of any parabolic subgroup, and $\xi_t$ is the point on the geodesic ray $(o,\xi)$ that is distance $t$ from $o$.

Theorem 8.9 immediately implies Theorem 1.5.

Proof. We recall the set-up for the proof provided in Stratmann-Velani [SV95]. For $\epsilon \geq 0$ we define

$$\varphi_\epsilon(x) = (\log x^{-1})^{-\frac{1+\epsilon}{2\delta - k_{\max}}}.$$  

Observe that $\varphi_\epsilon$ is a Khinchin function. Then by Theorem 8.8 the limsup set $\Omega^\varphi_{\infty}$ with respect to $\varphi_\epsilon$ is $\mu$-null for all $\epsilon > 0$, and has full measure for $\epsilon = 0$. Fix an arbitrary $\epsilon > 0$ and choose a boundary point $\xi$ in the full measure set $\Omega_{\infty,0} \setminus \Omega_{\infty,\epsilon}$. We adopt the notation $r_{p,\varphi} := r_p \varphi(r_p)$.

By definition of the limsup sets, there exists a sequences of parabolic points $p_n$ in $P$ such that the geodesic $(o,\xi)$ passes through horoballs $H_{p_n}(r_{p_n,\varphi_{\epsilon}})$ in order, and passes through no other horoballs; in other words, the radii $r_{p_n,\varphi_{\epsilon}}$ are monotone decreasing in $n$, and $(o,\xi) \cap H_p(r_{p,\varphi_{\epsilon}}) \neq \emptyset$ implies $p = p_n$ for some $n$.

At this point in the proof, our presentation differs from that of Stratmann-Velani. Since $x \not\in \Omega^\varphi_{\infty}$, for all $n$ sufficiently large, $(o,\xi)$ is disjoint from the rescaled horoball $H_{p_n}(r_{p_n,\varphi_{\epsilon}})$. For each $n$, choose a sequence $0 < \epsilon_n \leq \epsilon$ so that the geodesic $(o,\xi)$ is tangent to the horoball $H_{p_n}(r_{p_n,\varphi_{\epsilon_n}})$. Denote the point of tangency by $\xi_{t_n}$, recalling that $t_n$ is the distance from $o$ to $\xi_{t_n}$. Note that $\xi_{t_n}$ is both the point of maximal penetration of the geodesic $(o,\xi)$ into the larger horoball $H_{p_n}(r_{p_n})$, and the closest point projection of $p_n$ onto the geodesic $(o,\xi)$.

See that $\log r_{p_n}^{-1} \leq t_n$ because $\log r_{p_n}^{-1}$ is the distance from $o$ to the horoball $H_{p_n}(r_{p_n})$, which contains the point $\xi_{t_n}$. Also, note that by definition of the horoball $H_{p_n}(r_{p_n,\varphi_{\epsilon_n}})$, the distance from $o$ to the horoball $H_{p_n}(r_{p_n,\varphi_{\epsilon_n}})$ is $-\log r_{p_n,\varphi_{\epsilon_n}}(r_{p_n})$. Since $\xi_{t_n}$ is on the boundary of $H_{p_n}(r_{p_n,\varphi_{\epsilon_n}})$, for any point $a$ on the boundary of $H_{p_n}(r_{p_n})$, we have $\beta_{p_n}(\xi_{t_n}, a) = -\log \varphi_{\epsilon_n}(r_{p_n})$. Since each $r_p$ is
chosen so that the union of all \( H_p(r_p) \) is the thin part, there exists a \( C_1 \) such that
\[
d(\xi_{tn}, \Gamma o) \leq \beta_{pn}(\xi_{tn}, o) + C_1 = -\log \varphi_{e_n}(r_{pn}) + C_1
\]
\[
= \left( \frac{1 + \varepsilon_n}{2\delta - \kappa_{\max}} \right) \log \left( (\log r^{-1}) \right) + C_1
\]
\[
\leq \left( \frac{1 + \varepsilon_n}{2\delta - \kappa_{\max}} \right) \log (t_n) + C_1.
\]
(8.5)

On the other hand, let \( q \) be the closest point to \( o \) on \([o, p_n) \cap H_p(r) \). Since \( q \) lies on the boundary of the horoball,
\[
-\log \varphi_{e_n}(r_{pn}) = \beta_{pn}(p)(q, \xi_{tn}).
\]
Since \( \xi_{tn} \) is the closest point projection of \( p_n(p) \) onto \([o, \xi) \), Corollary 3.10 gives us that
\[
t_n + \log(\varphi_{e_n}(r_{pn})) = d(o, \xi_{tn}) - \beta_{pn}(p)(q, \xi_{tn}) + O(\alpha) = d(o, q) + O(\alpha).
\]
Thus, by definition of \( r_{pn} \) we obtain
\[
t_n + \log(\varphi_{e_n}(r_{pn})) \leq \log r^{-1} + C_2
\]
where \( C_2 \) is a constant depending only on the hyperbolicity constant. Thus,
\[
d(\xi_{tn}, \Gamma o) \geq -\log(\varphi_{e_n}(r_{pn})) - C_1
\]
\[
= \left( \frac{1 + \varepsilon_n}{2\delta - \kappa_{\max}} \right) \log(\log r^{-1}) - C_1
\]
\[
\geq \left( \frac{1 + \varepsilon_n}{2\delta + \kappa_{\max}} \right) \log(t_n + \log(\varphi_{e_n}(r_{pn}))) - C_1
\]
\[
= \left( \frac{1 + \varepsilon_n}{2\delta + \kappa_{\max}} \right) \log \left( t_n - \left( \frac{1 + \varepsilon_n}{2\delta - \kappa_{\max}} \right) \log(\log r^{-1}) \right) - C_1
\]
\[
\geq \left( \frac{1 + \varepsilon_n}{2\delta + \kappa_{\max}} \right) \log \left( t_n - \left( \frac{1 + \varepsilon_n}{2\delta - \kappa_{\max}} \right) \log(t_n) \right) - C_1.
\]

Thus,
\[
\frac{1}{2\delta - \kappa_{\max}} \leq \limsup_{t \to +\infty} \frac{d(\xi_t, \Omega_{\text{thick}})}{\log(t)}.
\]

It remains to prove the upper bound on the limsup. For values of \( t \) such that \( \xi_t \in \Omega_{\text{thick}} \), the result is trivial. Recall that each \( t_n \) is chosen so that for all values \( t \) so that \( \xi_t \in H_p(r_{pn}) \), the distance \( d(\xi_t, \Omega_{\text{thick}}) \) is maximized at \( t = t_n \). Then for such \( t \geq t_n \), \( \frac{d(\xi_t, \Omega_{\text{thick}})}{\log(t_n)} \leq \frac{d(\xi_{tn}, \Omega_{\text{thick}})}{\log(t_n)} \) as desired. Now consider \( t \leq t_n \). Let \( t' \) be the time such that \( d(\xi_t, \xi_{tn}) \) is maximized over \( \xi_t \in H_p(r_{pn}) \) where \( t \leq t_n \); in other words, \( \xi_{t'} \) is the point in the boundary of the horoball \( H_p(r_{pn}) \) which is closest to \( o \). Then applying Corollary 3.10 since \( \xi_{tn} \) is the closest point projection of \( p_n \) to \((o, \xi)\),
\[
d(\xi_{tn}, \Omega_{\text{thick}}) = \beta_{pn}(\xi_{t'}, \xi_{tn}) = d(\xi_{tn}, \xi_{t'}) - O(\alpha)
\]
\[
= |t' - t_n| - O(\alpha) \geq t_n - t - O(\alpha).
\]

Thus, \( t \geq t_n - d(\xi_{tn}, \Omega_{\text{thick}}) + O(\alpha) \), and by Equation (8.5),
\[
\frac{d(\xi_t, \Omega_{\text{thick}})}{\log(t)} \leq \frac{d(\xi_{tn}, \Omega_{\text{thick}})}{\log(t_n - d(\xi_{tn}, \Omega_{\text{thick}}) + O(\alpha))} \leq \frac{d(\xi_{tn}, \Omega_{\text{thick}})}{\log(t_n - C_3 \log(\xi_{tn}) + O(\alpha))}
\]
for some constant \( C_3 > 0 \). The result follows.

\[\square\]
Appendix A. Proofs of some lemmas

In this section, we include proofs of results that closely resemble Schapira [Sch04] for the readers’ convenience.

For the first lemma, we will need the following definition: the interior triangle of a given triangle whose vertices are $a, b, c$ in $\Omega \cup \partial \Omega$ is the triangle with vertices $x, y, z$, with $x \in (a, c)$, $y \in (a, b)$, $z \in (b, c)$ such that $\beta_a(x, y) = \beta_b(y, z) = \beta_c(z, x) = 0$.

![Figure 6. The setup of Lemma 4.3.](image)

Proof of Lemma 4.3. Following the set-up of Schapira; for $\eta \in K$, let $y$ be the point on $[\xi, \eta]$ which is on the same horosphere at $\xi$ as $o$. Then $y$ is bounded distance from $o$ for all $\eta \in K$ by compactness of $K$; let $C$ be an upper bound on $d_\Omega(o, y)$.

Consider the geodesic triangle with endpoints $\xi, o, g\eta \in gK$. This triangle has a unique interior triangle with vertices $a \in [o, \xi), b \in [o, g\eta), c \in (\xi, g\eta)$ such that $\beta_o(a, b) = \beta_\xi(a, c) = \beta_{g\eta}(b, c) = 0$.

We will first compare $d_\Omega(o, g\eta)$ with $2d_\Omega(o, a)$ (notice that $a$ of course depends on $g$). Then we will estimate $2d_\Omega(o, a)$ to prove part (a) of the Lemma, before we complete the proof of part (b).

Note that since $c$ and $g\eta$ are both on the geodesic $[\xi, g\eta)$ and $g$ preserves horospheres centered at $\xi$,

(A.1) \[ d_\Omega(g\eta, c) = |\beta_\xi(g\eta, c)| = |\beta_\xi(g\eta, a)| = |\beta_\xi(o, a)| = d_\Omega(o, a). \]

By hyperbolicity of the space, there is a uniform constant $\alpha$ which bounds the diameter of this interior triangle. Then by the triangle inequality and (A.1),

\[ d_\Omega(o, g\eta) \leq d_\Omega(o, a) + d_\Omega(a, c) + d_\Omega(c, g\eta) \leq 2d_\Omega(o, a) + \alpha. \]

Moreover, let $q$ be the comparable point on the line $g\eta \sigma$ to $g\eta$ on the line $g\eta \xi$; this means $q$ is the point in the same horosphere centered at $g\eta$ as the point $g\eta$. In particular,

\[ d_\Omega(q, b) = |\beta_{g\eta}(q, b)| = |\beta_{g\eta}(g\eta, c)| = d_\Omega(g\eta, c) = d_\Omega(o, a) = d_\Omega(o, b) \]

hence $d_\Omega(o, q) = 2d_\Omega(o, a)$, and since $q$ is comparable to $g\eta$, their distance is bounded above by $\alpha$ by Lemma 3.5. Then we obtain a lower bound

\[ 2d_\Omega(o, a) - \alpha \leq d_\Omega(o, q) - d_\Omega(g\eta, q) \leq d_\Omega(o, g\eta). \]

Then by the triangle inequality, the fact that $g$ is an isometry, and the upper bound on $d_\Omega(o, y)$,

(A.2) \[ 2d_\Omega(o, a) - C - \alpha \leq d_\Omega(o, g\eta) \leq 2d_\Omega(o, a) + C + \alpha. \]
In a hyperbolic space with hyperbolicity constant $\alpha$, the projection of $g\eta$ onto the geodesic ray $[o, \xi]$ is distance at most $\alpha$ from the vertex $a$ of the interior triangle lying on the ray $[o, \xi]$. Let $r$ be this projection, so $d_Q(o, r) - \alpha \leq d_Q(o, a) \leq d_Q(o, r) + \alpha$.

Now, equation (A.2) implies that if $d_Q(o, go) \geq 2t$, then

$$2t \leq 2d_Q(o, a) + C + \alpha,$$

and hence

$$d_Q(o, r) \geq d_Q(o, a) - \alpha \geq t - \frac{C}{2} - \frac{3\alpha}{2}.$$  

Thus, by Definition 3.1 $g\eta$ lies in the shadow of depth $t - A$ with $A = C/2 + 3\alpha/2$.

On the other hand, if $d_Q(o, go) \leq 2t$, then $2d_Q(o, a) - C - \alpha \leq 2t$, and $d_Q(o, r) \leq d_Q(o, a) + \alpha \leq t + A$. Then again by Definition 3.1 $g\eta$ is not in any shadow of depth larger than $t + A$.

Let us now prove the bound on the Busemann functions. By the cocycle property,

$$\beta_{g\eta}(o, go) = \beta_{g\eta}(o, \xi_t) + \beta_{g\eta}(\xi_t, g\xi_t) + \beta_{g\eta}(g\xi_t, go).$$

Now, since $g\eta \in V(o, \xi, t - A)$, we have

$$\beta_{g\eta}(o, \xi_t) = t + O(\alpha).$$

Moreover, since the group acts by isometries,

$$\beta_{g\eta}(g\xi_t, go) = \beta_{\eta}(\xi_t, o).$$

Further, by compactness we can choose a constant $D$ such that $K$ is disjoint from $V(o, \xi, D)$. Hence, $\eta \in K$ implies

$$t - D \leq \beta_{\eta}(\xi_t, o) \leq t.$$  

Finally, since $q$ lies on $[o, g\eta]$,

$$\beta_{g\eta}(o, q) = d(o, q)$$

and, as discussed before,

$$d(q, go) \leq d(q, gy) + d(gy, go) \leq \alpha + C$$

hence

$$|\beta_{g\eta}(o, go) - d(o, go)| \leq 2\alpha + 2C$$

which yields

$$|\beta_{g\eta}(\xi_t, g\xi_t) - d(o, go) + 2t| \leq B$$

for a suitable choice of $B$, as required.  

\[\Box\]
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