Abstract
The current study presents an enhanced biogeography-based optimization (EBBO) algorithm for size and shape optimization of truss structures with natural frequency constraints. The BBO algorithm is one of the recently developed meta-heuristic algorithms inspired by the mathematical models in biogeography science and is based on the migration behavior of species among the habitats in the nature. In this study, the overall performance of the standard BBO algorithm is enhanced by new migration and mutation operators. The efficiency of the proposed algorithm is demonstrated by utilizing four benchmark truss design examples with frequency constraints. Numerical results show that the proposed EBBO algorithm not only significantly improves the performance of the standard BBO algorithm, but also finds competitive results compared with recently developed optimization methods.
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1 INTRODUCTION
The ability to control and modify the values of free vibrational frequencies and corresponding mode shapes in structures is a significant issue to keep their vibrational performance desirable. In most of the low frequency vibration problems, the response of the structure to dynamic excitation is primarily a function of its fundamental frequency and mode shapes (Grandhi, 1993). Particularly, this is an important issue when a certain excitation frequency can cause resonance phenomena in the structure. Therefore, structural optimization with natural frequency constraints has important applications in manipulating the dynamic performance of the structures.
From optimization point-of-view, size optimization of truss structures with frequency constraints is described as highly non-linear and non-convex optimization problem with several local optimums in its search space. On the other hand, if the shape variables, beside the size variables, are considered to resolve this problem, the optimization problem will become more complex, and the associative performance will degrade seriously. The main reason for this complexity is related to the different physical representation of these variables, and sometimes their changes are of widely different orders of magnitude (Wang et al., 2004). Therefore, the size and shape optimization of truss structures with frequency constraints is one of the active areas in the research of structural optimization at present.

Generally, two main approaches are available in the literature to address the structural optimization problem with frequency constraints. These approaches are the conventional optimization techniques based on the use of classical gradient-based optimization techniques, and the meta-heuristic search methods based on the use of nature-inspired stochastic optimization algorithms. Nevertheless, the conventional methods such as the optimality criteria (OC) and mathematical programming (MP), need complex and time-consuming dynamic sensitivity analysis and are easily trapped into local optimum (Lingyun et al., 2005). On the other hand, the meta-heuristic search methods such as the genetic algorithms (GAs) (Goldberg, 1989), particle swarm optimization (PSO) (Eberhart and Kennedy, 1995), big bang-big crunch (BB-BC) algorithm (Erol and Eksin, 2006), gravitational search algorithm (GSA) (Rashedi et al., 2009), biogeography-based optimization (BBO) (Simon, 2008; Jalili et al., 2015), Cultural Algorithm (CA) (Reynolds, 1999; Jalili and Hosseinzadeh, 2015), and charged system search (CSS) algorithm (Kaveh and Talatahari, 2010) require less computational effort and can also find near-optimum solutions in a relatively reasonable time. Therefore, meta-heuristic optimization techniques are usually preferred to conventional approaches, and in most cases, show much better performances. However, it is widely believed that the overall performance of heuristic search methods mainly depends on the type of the optimization problem and the features of its search space. Hence, extensive studies have been carried out to develop efficient heuristic optimization methods for size and shape optimization of truss structures with natural frequency constraints, ranging from hybrid techniques to enhanced versions of standard algorithms. The Democratic PSO (DPSO) algorithm (Kaveh and Zolghadr, 2014a), hybrid CSS-BBBC algorithm (Kaveh and Zolghadr, 2012), enhanced CSS algorithm (Kaveh and Zolghadr, 2011), niche hybrid genetic algorithm (NHGA) (Lingyun et al., 2005), and orthogonal multi-gravitational search algorithm (OMGSA) (Khatibinia and Naseralavi, 2014) are some instances of these methods.

In this study, an enhanced biogeography-based optimization (EBBO) algorithm has been proposed to tackle the challenge of finding global optimum in size and shape optimization of truss structures with multiple frequency constraints. Biogeography-based optimization (BBO) is a recently developed population-based meta-heuristic algorithm based on the biogeography theory, which has been introduced by Simon (2008). The biogeography theory describes the geographical distribution of biological organisms in the nature. The BBO method is a successful meta-heuristic search technique that has been successfully applied to global optimization of numerical functions (Simon et al., 2011; Bousaid, 2012) and has been used to solve numerous real-world optimization problems (Simon, 2008; Singh et al., 2010; Bhattacharyya et al., 2010). However, despite having good exploitation ability, the standard BBO algorithm suffers from premature convergence; furthermore, its weak exploration ability is an issue in some cases. The main reason for this poor exploration ability arises from its simple
migration operator. In addition, the simple and purely random mutation operator of the BBO may lead to revisiting non-productive regions of the search space. In this study, in order to enhance the performance of standard BBO algorithm, new migration and mutation operators are proposed. These new migration and mutation operators improve the convergence properties of the BBO algorithm and enhance the algorithm’s ability to further escape stagnation and premature convergence. To evaluate the efficiency of the proposed algorithm, four benchmark truss design examples with frequency constraints are investigated and the results generated by the EBBO algorithm are compared with the results of several other state-of-the-art methods. Numerical results show that the proposed EBBO algorithm not only significantly improves the standard BBO algorithm, but also finds competitive results compared with recently developed optimization methods for truss optimum design problem with frequency constraints.

The remaining sections complete the presentation of this paper as followsings. Section 2 formulates the optimum design problem of truss structures with frequency constraints. In Section 3, the BBO algorithm is first reviewed and then, the proposed EBBO algorithm is explained in detail. Four benchmark truss design examples are optimized by utilizing the proposed algorithm in Section 4. Finally, the concluding remarks are presented in Section 5.

2 TRUSS OPTIMUM DESIGN PROBLEM

The main purpose of this optimum design problem is to minimize the weight of the structure under some frequency constraints. In the layout and size optimization of truss structures, the cross sectional areas and the coordinates of nodes are considered as design variables. Thus, the optimal design of a truss structure with frequency constraints can be formulated as:

Find: \( X = \{x_1, x_2, \ldots, x_n\} \)

To minimize: \( \text{Cost}(X) = W(W(X)) \cdot f_p(X) \)

\[
W(X) = \sum_{i=1}^{m} \gamma A_i l_i
\]

Subjected to:

\[
C^U(X) = \frac{\omega_j}{\omega_j^U} - 1 \leq 0
\]

\[
C^L(X) = 1 - \frac{\omega_j}{\omega_j^L} \leq 0
\]

\[
L_k \leq x_k \leq U_k
\]

where \( X \) is the vector including design variables; \( n \) is the number of the design variables; \( W(.) \) is the weight of the structure; \( f_p(.) \) is the penalty function; \( m \) is the number of structural members; \( \gamma \) is the material density; \( A_i \) and \( l_i \) are the cross-sectional area and length of member \( i \), respectively; \( C^U(.) \) and \( C^L(.) \) are the upper and lower frequency constraints, respectively; \( \omega_j \) is the \( j \)th frequency of the structure; \( \omega_j^U \) is the upper limit for \( j \)th frequency and \( \omega_j^L \) denotes its lower limit; \( L_k \) and \( U_k \) are the lower and upper limits of \( k \)th design variable, respectively. As it can be seen, the simple penalty function approach is used for constraint handling in this study. For each candidate solution, the penalty function is calculated as follows:
\[
f_p(\{X\}) = \left(1 + \sum_{j=1}^{nc} \max(C^U(\{X\}), 0) + \max(C^L(\{X\}), 0)\right)^\alpha \tag{2}
\]

where $\alpha$ is a constant value and $nc$ and is the number of frequency constraints. The parameter $\alpha$ has a major effect on the algorithm’s performance. At the initial stages of the optimization process, the value of this parameter should be small enough to explore the whole search space (exploration), while whatever the optimization process closes to the final stages, it should be large enough to provide more focus on the feasible solutions (exploitation). In this study, the value of $\alpha$ in Eq. (2) starts from 2 and linearly increases to 7 by lapse of the iteration (Kaveh and Zolghadr, 2014b) as follows:

\[
\alpha = 2 + 5 \times \left(\frac{I_t}{I_{t_{max}}}\right) \tag{3}
\]

where $I_t$ and $I_{t_{max}}$ are the current iteration number and maximum considered iterations, respectively.

3 OPTIMIZATION METHOD

3.1 Biogeography-Based Optimization

The Biogeography-based optimization (BBO) method inspired by biogeography science is a recently developed meta-heuristic algorithm which has been introduced by Simon (2008). The biogeography science describes the geographical distribution of biological organisms in nature. The overall framework of this algorithm is developed based on the probabilistic mathematical models of biogeography science. These mathematical models were developed by MacArthur and Wilson (1967) and explain how species migrate between the habitats. In the BBO algorithm, each habitat ($H_i$) is a solution candidate for the optimization problem and the position of each habitat ($H_i$) in an n-dimensional search space represented by Suitability Index Variables (SIVs), which is an n-dimensional vector. The quality of each habitat is measured by the Habitat Suitability Index (HSI), which is directly proportional to the fitness function value. Thus, the habitats with high HSI values are better solutions than the ones with low HSI values. The BBO algorithm consists of two main operators: migration and mutation.

![Figure 1: The simple linear migration model (E=I).](image)
This algorithm utilizes migration operator as a powerful tool to share information between habitats in the solution space. So, it can be considered as an exploitation mechanism during the optimization process. The migration operator shares information between habitats based on immigration ($\lambda_i$) and emigration ($\mu_i$) rates, probabilistically. Each habitat has its own immigration $\lambda_i$ and emigration $\mu_i$ rates which are the functions of species in the habitat. For a given habitat, the immigration $\lambda_i$ rate is inversely proportional to the HSI (fitness) value, while the emigration $\mu_i$ rate is directly proportional to HSI value. The habitats with high immigration rates (poor solutions) are more likely to accept information from the other habitats with high HSI values, while the habitats with low immigration rates (good solutions) share their information with other poor habitats with a high probability. The immigration and emigration rates are calculated for each habitat as follows (Simon, 2008):

$$\lambda_i = I \left(1 - \frac{K}{S_{\text{max}}} \right)$$

$$\mu_i = E \left(\frac{K}{S_{\text{max}}} \right)$$

where $I$ is the maximum possible immigration rate; $E$ is the maximum possible emigration rate; $K$ is the number of species in the $i$th habitat; and $S_{\text{max}}$ is the maximum number of species. These immigration and emigration rates are calculated based on the migration models. There are different migration models that can be utilized to calculate the immigration and emigration rates. Figure 1 shows the simple linear migration model for the case $E=I$. According to Figure 1, the habitats with a high HSI value tend to have a large number of species, while those with a low HSI have a small number of species (Simon, 2008). From Figure 1, it can be concluded that the habitat with few species (poor solution, low HSI) like $S_1$, has a low emigration rate and a high immigration rate. This means that, the habitat with low HSI tends to take information about the good habitats with the high probability, while the probability of sharing its information for other habitats is relatively low. On the other hand, the habitat which has more species (good solution, high HSI) like $S_2$, has a low immigration rate and a high emigration rate. Such habitats with high HSI values share their information with the other habitats with a high probability. By utilizing this mechanism, the migration operator of the BBO algorithm can achieve adequate exploitation ability between the habitats in the search space. For each variable of a given solution ($H_i$), the immigration $\lambda_i$ rate decides whether or not to immigrate. If the immigration condition is satisfied, the migration procedure occurs between the immigrating and emigrating habitats as follows:

$$H_i(SIV) \leftarrow H_j(SIV)$$

Eq. (6) explains that one of the variables of $i$th habitat is replaced by a variable of $j$th habitat. Here, $H_i$ and $H_j$ are the immigrating and emigrating habitats, respectively. It is worth mentioning that the emigrating habitat ($H_j$) is selected based on the emigration rates ($\mu_i$). The probability of selecting $j$th habitat as emigrating habitat is calculated as follow:

$$\text{Prob (emigration from } H_j) = \frac{\mu_j}{\sum_{i=1}^{N_P} \mu_i}, \text{ for } j=1, 2, 3, \ldots, N_P$$
where \(NP\) is the population size. Figure 2 demonstrates the details of the migration procedure in the BBO algorithm. Here, the roulette wheel selection technique is used to select emigrating habitat.

### Habitat migration

Select \(H_i\) with probability \(\alpha \lambda_i\)

if \(H_i\) selected

For \(k=1:N\)

If \(\text{randreal}(0,1)\leq \lambda_i\)

Select \(H_j\) with probability \(\alpha \mu_i\)

If \(H_j\) is selected

Randomly select an SIV \(\sigma\) from \(H_j\)

Replace a random SIV in \(H_i\) with \(\sigma\)

end if

end if

end for

end if

Note: \(N\) is the dimension of the search space.

**Figure 2**: The migration procedure of the BBO algorithm.

In most cases, it is possible that a meta-heuristic algorithm is trapped to the local optimum by lapse of the iteration. In order to escape from the local traps in the search space, the BBO algorithm utilizes a mutation operator. Mutation operator is a probabilistic operator that modifies a habitat’s SIV randomly based on mutation rate (\(p\text{Mutate}\)), which is related to the habitat’s probability. The mutation rate (\(p\text{Mutate}\)) for each habitat is calculated as follows:

\[
p\text{Mutate} = m_{\text{max}} \left(1 - \frac{P_i}{P_{\text{max}}} \right)
\]  

(8)

where \(m_{\text{max}}\) is a user-defined parameter and \(P_{\text{max}} = \max\{P_i\}\). More details about the calculation of \(P_{\text{max}}\) and \(P_i\) probabilities can be found in (Simon, 2008). Based on Eq. (8), a variable of each habitat mutates randomly in search space with a given probability. For a better explanation, the mutation operator of the BBO algorithm can be described as in Figure 3. In this study, for simplicity, the probability of performing mutation operator for the all habitats is set to 0.1 (\(p\text{Mutate} = 0.1\)).

### Habitat mutation

For \(i=1:N_H\)

Select \(H_{i}(j)\) with probability \(p\text{Mutate}\)

If \(H_{i}(j)\) is selected

Replace \(H_{i}(j)\) with randomly generated SIV

end if

end for

Note: \(N_H\) is the number of habitats.

**Figure 3**: The mutation procedure of the BBO algorithm.
Another feature of the BBO algorithm is that the elite habitats with high HSI values are selected to keep and transfer from previous generation to the current one. Therefore, the \textit{Keeprate} parameter is defined for this purpose. In this study, 20\% (\textit{Keeprate}=0.2) of habitats with high HSI values are selected to keep in each generation. It means that the 20\% of elite habitats from the previous population are transferred to the current generation and combined with new habitats. Finally, the habitats with high HSI values are selected from the combined population of habitats to form a new population.

For a better explanation, Figure 4 shows the flowchart of the standard BBO algorithm.

### 3.2 Enhanced Biogeography-Based Optimization

As mentioned before, the standard BBO algorithm may not be successful in finding better solutions for some non-linear complicated optimization problems. The main reason for this issue is that the basic BBO algorithm employs simple migration and mutation operators during the optimization process. Such simple operators may lead to some disadvantages such as a low exploration ability and premature convergence. In a migration operator, the immigrating habitat is updated by simply replacing one of the SIV of emigrating habitat randomly, which often implies a rapid loss of diversity in the population. With the aim of achieving a better exploitation capability and providing efficient information sharing between the habitats, the new migration operator is proposed as follows:

\[
H_i(SIV) \leftarrow H_i(SIV) + \Phi \left( H_j(SIV) - H_i(SIV) \right) + \Phi \left( H_{j}^{\text{best}}(SIV) - H_i(SIV) \right)
\]

(9)

where \(H_i(SIV)\) and \(H_j(SIV)\) are the immigrating and emigrating habitats, respectively, \(\Phi\) is a random number uniformly generated between the 0 and 1, and \(H_{j}^{\text{best}}(SIV)\) denotes the best position experienced by the emigrating habitat. As it can be seen from Eq. (9), the new migration operator changes a variable of \(i\)th habitat by considering both current and best positions of the emigrating habitat. The proposed migration scheme has an important role in achieving an efficient exploitation ability.

On the other hand, the purely random mutation operator of the standard BBO algorithm may lead to revisiting non-productive regions of the search space, which leads to weak exploration ability, excessive computational efforts, and long computing time. Therefore, in order to enhance the exploration ability and eliminate the effect of the purely random mutation, following mutation operator is proposed:

\[
H_i(SIV) \leftarrow H_i(SIV) + N(0,1) \left( \frac{H_{\text{max}}(SIV) - H_{\text{min}}(SIV)}{I_{t}} \right), \quad I_{t}=1,2,3, \ldots , I_{t_{\text{max}}}
\]

(10)

where \(N(0,1)\) is a random number generated according to a standard normal distribution with mean zero and standard deviation equal to one; \(H_{\text{max}}(.)\) and \(H_{\text{min}}(.)\) are the upper and lower bounds of the search space, respectively; \(I_{t}\) and \(I_{t_{\text{max}}}\) are the current iteration number and the maximum number of iterations, respectively. As it can be seen from Eq. (10), the size of the search space considered for the mutation procedure decreases with respect to time. It is worth mentioning that, whenever the mutated position of a habitat goes beyond its lower or upper bound, the habitat will take the value of its corresponding lower or upper bound.
Figure 4: The flowchart of the standard BBO algorithm.
In order to better explain, the main steps of the proposed EBBO algorithm can be listed as below:

Step 1: Initialization
In the first step, the random habitats are generated in the search space as follows:

$$H_i(SIV) = H_{\text{min}}(SIV) + \Phi (H_{\text{max}}(SIV) - H_{\text{min}}(SIV))$$

where $\Phi$ is the random number uniformly distributed between 0 and 1. Then, the value of HSI or cost function value is calculated for each habitat.

Step 2: Calculating immigration and emigration rates
In this step, the immigration $\lambda_i$ and emigration $\mu_i$ rates are calculated for each habitat based on the migration model (Figure 1) and HSI values.

Step 3: Migration procedure
In the third step, the migration procedure is performed based on the immigration $\lambda_i$ and emigration $\mu_i$ rates for each habitat by utilizing Eq. (9).

Step 4: Mutation procedure
After migration procedure, the variables of each habitat mutate with constant probability ($pMutation$) by Eq. (10).

Step 5: Evaluation of HSI values
In this step, the HSI values of the new generated habitats are computed.

Step 6: Formation of new population of habitats
A specific number of elite habitats from the previous population ($KeepRate \times NP$) are transferred to the current generation and combined with the new habitats. Finally, the habitats with high HSI values are selected from the combined population of habitats to form a new population.

Step 7: Finish or redoing
Repeat from Steps 2–6 until the stopping criteria is met and output the best solution.

4 NUMERICAL EXAMPLES

In this section, four commonly used benchmark truss design examples with frequency constraints, including a 10-bar planar truss, a simply supported 37-bar planar truss, a 120-bar dome truss and a 200-bar planar truss are examined to verify the performance of the proposed algorithm. In all design examples, the parameters used for both standard BBO and EBBO algorithms are set as follows: the population size is 50, and the $pMutation$ is 0.1. The percentage of the selected habitats to keep is 20% of the population. Moreover, due to stochastic nature of EBBO algorithm and to demonstrate real behavior of the algorithm, 100 independent runs are considered for each design example, with each run starting from a random population. In addition, for the purpose of comparing standard BBO algorithm with the EBBO algorithm, 10 independent runs are also performed for the standard BBO algorithm and the results are reported. Moreover, the maximum number of analyses is defined as termination criterion of each run. For each design example, the maximum number of analyses is set as follows: 20,000 for the first two examples and 30,000 for the last two examples. The algorithms and finite element analyses are coded in Matlab software and implemented on Dell Vostro 1520 with Intel CoreDuo2 2.66 GHz processor and 4 GB RAM memory.
4.1 A 10-Bar Planar Truss Structure

The 10-bar planar truss structure with fixed configuration shown in Figure 5 is the first example. Young’s modulus is $6.89 \times 10^{10}$ N/m$^2$ and material density of truss members is 2770.0 kg/m$^3$. As seen in Figure 5, a non-structural mass of 454.0 kg is attached to all free nodes of the structure. The lower and upper bounds for the cross-sectional areas are specified as 0.645 cm$^2$ and 50 cm$^2$, respectively. The three natural frequency constraints are considered as: $\omega_1 \geq 7$ Hz, $\omega_2 \geq 15$ Hz, $\omega_3 \geq 20$ Hz. It is worth mentioning that, in some of the previous researches, the Young’s modulus of the truss members is given as $6.98 \times 10^{10}$ N/m$^2$. So, for a fair comparison, we considered two cases as follows: $E=6.89 \times 10^{10}$ N/m$^2$ (Case 1) and $E=6.98 \times 10^{10}$ N/m$^2$ (Case 2).

For Case 1, the optimum designs obtained through various methods are tabulated in Table 1, wherein the best design is ensured by the EBBO algorithm. From Table 1, it can be seen that the EBBO algorithm not only yields a better design than the SGA method, but it also requires significantly less structural analyses. However, the values of standard deviation and average weight are larger compared to the SGA method. In addition, Table 2 presents the frequencies of the structure obtained by various methods at the optimum designs. According to Table 2, it can be concluded that the designs reported by Sedaghati et al. (2002) and HRPSO violate the design constraints.

For Case 2, the optimization results obtained by different methods are listed in Table 3. Based on Table 3, it can be easily observed that the best, average and standard deviation obtained by the EBBO algorithm are better than the PSO, CSS, enhanced CSS, CSS-BBBC, and HRPSO methods. Moreover, although the value of standard deviation yielded by the proposed algorithm is larger than the SGA method, the EBBO algorithm finds lighter structural weight than this method. It is also noteworthy to mention that, the proposed algorithm requires less structural analyses than the SGA method to reach optimum solution. Furthermore, the frequencies evaluated at the optimum designs are listed in Table 4. It can be seen that the design yielded by the EBBO algorithm is feasible.

Figure 5: Schematic of 10-bar planar truss structure.
### Table 1: Comparison of the optimal designs obtained by different methods for the 10-bar planar truss structure (Case 1).

| Design variables (cm²) | Grandhi and Venkayya (1988) | Sedaghati et al. (2002) | Wang et al. (2004) | Lingyun et al. (2005) | Kaveh and Zolghadr (2014a) | Kaveh and Javadi (2013) | Gonçalves et al. (2015) | Present work |
|------------------------|------------------------------|------------------------|------------------|---------------------|------------------------|------------------------|------------------------|--------------|
| A1                     | 36.584                       | 38.245                 | 32.456           | 42.234              | 35.944                 | 35.54022               | 35.398                 | 38.5883      | 35.71233     |
| A2                     | 24.658                       | 9.916                  | 16.577           | 18.555              | 15.530                 | 15.29310               | 15.112                 | 16.3174      | 14.98558     |
| A3                     | 36.584                       | 38.619                 | 32.456           | 38.851              | 35.285                 | 35.78427               | 36.174                 | 36.2167      | 35.61053     |
| A4                     | 24.658                       | 18.232                 | 16.577           | 42.234              | 38.619                 | 38.54022               | 35.398                 | 12.8491      | 15.07165     |
| A5                     | 4.167                        | 4.19                   | 2.115            | 4.783               | 6.648                  | 6.64545               | 0.645                  | 0.6498       | 0.64500      |
| A6                     | 2.070                        | 4.19                   | 4.467            | 4.451               | 4.583                  | 4.62572               | 4.620                  | 4.9108       | 4.61214      |
| A7                     | 27.032                       | 20.097                 | 22.810           | 21.049              | 23.610                 | 24.77893              | 24.433                 | 27.5541      | 23.94039     |
| A8                     | 27.032                       | 21.097                 | 22.810           | 21.049              | 23.610                 | 24.77893              | 24.433                 | 27.5541      | 23.94039     |
| A9                     | 10.346                       | 13.890                 | 17.490           | 10.257              | 13.135                 | 12.48299              | 12.334                 | 11.0164      | 12.38572     |
| A10                    | 10.346                       | 11.452                 | 17.490           | 10.257              | 13.135                 | 12.48299              | 12.334                 | 11.0164      | 12.38572     |
| Weight (kg)            | 594                          | 537.01                 | 553.8            | 542.75              | 532.39                 | 532.11                 | 532.11                 | 535.76       | 532.07       |
| Mean weight (kg)       | N/A                          | N/A                    | N/A              | 552.447             | 537.8                  | 532.72                 | 532.72                 | 540.97       | 534.89       |
| Standard Deviation (kg)| N/A                          | N/A                    | N/A              | 4.864               | 4.02                   | 2.374                 | 0.76                   | 4.27         | 3.13         |
| No. of analyses*       | N/A                          | N/A                    | N/A              | 13.777              | N/A                    | N/A                   | 21.000                 | 8500         | 16.200       |

* Number of analyses corresponding to the best result during 100 independent runs.

### Table 2: Comparison of the frequencies (Hz) obtained by different methods for the 10-bar planar truss structure (Case 1).

| Frequency No. | Grandhi and Venkayya (1988) | Sedaghati et al. (2002) | Wang et al. (2004) | Lingyun et al. (2005) | Kaveh and Zolghadr (2014a) | Kaveh and Javadi (2013) | Gonçalves et al. (2015) | Present work |
|---------------|------------------------------|------------------------|------------------|---------------------|------------------------|------------------------|------------------------|--------------|
| 1             | 7.059                        | 6.992                  | 7.011            | 7.008               | 7.000                  | 6.9999                 | 7.0001                 | 7.0456       | 7.0000       |
| 2             | 15.895                       | 17.599                 | 17.302           | 18.148              | 16.187                 | 16.1752                | 16.1912                | 16.3072      | 16.1812      |
| 3             | 20.425                       | 19.973                 | 20.001           | 20.000              | 20.000                 | 19.9999                | 20.0000                | 20.1299      | 20.0001      |
| 4             | 20.425                       | 19.977                 | 20.100           | 20.508              | 20.021                 | 20.0060                | 20.0448                | 20.4485      | 20.0014      |
| 5             | 20.425                       | 28.173                 | 30.869           | 27.797              | 28.470                 | 28.5156                | 28.4758                | 27.7338      | 28.5019      |
| 6             | 30.189                       | 31.029                 | 32.666           | 31.281              | 29.243                 | 28.9837                | 28.8965                | 29.0805      | 29.0158      |
| 7             | 54.286                       | 47.628                 | 48.282           | 48.304              | 48.769                 | 48.5734                | 48.6102                | 48.9125      | 48.6089      |
| 8             | 56.546                       | 52.292                 | 53.306           | 53.306              | 51.389                 | 51.0823                | 51.0822                 | 51.8780      | 51.1237      |
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**Table 3:** Comparison of the optimal designs obtained by different methods for the 10-bar planar truss structure (Case 2).

| Design variables (cm²) | Gomes (2011) | Kaveh and Zolghadr (2012) | Kaveh and Javadi (2013) | Gonçalves et al. (2015) | Present work |
|------------------------|--------------|-----------------------------|-------------------------|--------------------------|--------------|
|                        | PSO          | CSS                         | E-CSS                   | CSS-BBBC                 | HRPSO        |
| A1                     | 37.712       | 38.811                      | 39.569                  | 34.282                   | 35.1206      |
| A2                     | 9.959        | 9.031                       | 16.740                  | 15.062                   | 14.6163      |
| A3                     | 40.265       | 37.099                      | 34.361                  | 35.562                   | 34.4259      |
| A4                     | 16.788       | 18.479                      | 12.994                  | 13.836                   | 14.6566      |
| A5                     | 11.576       | 4.479                       | 0.645                   | 0.645                    | 0.7147       |
| A6                     | 3.955        | 4.205                       | 4.802                   | 4.583                    | 4.7327       |
| A7                     | 25.308       | 20.842                      | 26.182                  | 25.535                   | 23.4828      |
| A8                     | 21.613       | 23.023                      | 21.260                  | 22.300                   | 24.5863      |
| A9                     | 11.576       | 13.763                      | 11.766                  | 11.614                   | 14.8527      |
| A10                    | 11.186       | 11.414                      | 11.392                  | 12.641                   | 12.9001      |

| Weight (kg)            | 537.98       | 531.95                      | 529.25                  | 529.09                   | 524.88       |
| Mean weight (kg)       | 540.89       | 536.39                      | 538.53                  | N/A                      | 525.68       |
| Standard deviation (kg)| 6.84         | 3.32                        | 5.97                    | N/A                      | 2.25         |
| No. of analyses*       | N/A          | N/A                         | N/A                     | 21,000                   | 18,000       |

*Enhanced CSS; * Number of analyses corresponding to the best result during 100 independent runs.

**Table 4:** Comparison of the frequencies (Hz) obtained by different methods for the 10-bar planar truss structure (Case 2).

| Frequency No. | Gomes (2011) | Kaveh and Zolghadr (2012) | Kaveh and Javadi (2013) | Gonçalves et al. (2015) | Present work |
|---------------|--------------|-----------------------------|-------------------------|--------------------------|--------------|
|               | PSO          | CSS                         | E-CSS                   | CSS-BBBC                 | HRPSO        |
| 1             | 7.000        | 7.000                       | 7.000                   | 7.0000                   | 7.0006       |
| 2             | 17.786       | 17.442                      | 16.238                  | 16.119                   | 16.2650      |
| 3             | 20.000       | 20.031                      | 20.000                  | 20.075                   | 20.0015      |
| 4             | 20.063       | 20.208                      | 20.361                  | 20.457                   | 20.0050      |
| 5             | 27.776       | 28.261                      | 28.121                  | 29.149                   | 28.1466      |
| 6             | 30.939       | 31.139                      | 28.610                  | 29.761                   | 29.2724      |
| 7             | 47.297       | 47.704                      | 48.390                  | 47.950                   | 48.5235      |
| 8             | 52.286       | 52.420                      | 52.291                  | 51.215                   | 50.9950      |

*Enhanced CSS; * Number of analyses corresponding to the best result during 100 independent runs.
Finally, the convergence characteristic of the BBO and EBBO algorithms for two cases are displayed in Figures 6 and 7. As it can be seen, the proposed algorithm reaches the near-optimum solution after 4000 analyses evaluated in 100 independent runs, while this value for standard BBO algorithm is about over 8000 analyses.

Figure 6: The Convergence diagrams of the EBBO and standard BBO algorithms for the 10-bar planar truss structure (Case 1).

Figure 7: The Convergence diagrams of the EBBO and standard BBO algorithms for the 10-bar planar truss structure (Case 2).
4.2 A Simply Supported 37-Bar Planar Truss Structure

The second design example is the size and shape optimization of a simply supported 37-bar planar truss structure shown in Fig. 8. Young’s modulus and material density of truss members are \(2.1 \times 10^{11}\) N/m\(^2\) and 7800 kg/m\(^3\), respectively. A non-structural mass of 10 kg is attached to free nodes at the lower chord of the structure. The constant rectangular cross-sectional areas of \(4 \times 10^{-3}\) m\(^2\) are specified for all members of the lower chord and the cross-sectional areas of other members are considered as design variables. By considering geometrical symmetry, the y-coordinates of upper nodes are taken layout variables and their vertical position can vary between \(\pm 1.5\) m. Moreover, this structure is subject to the first three frequency constraints as follows: \(\omega_1 \geq 20\) Hz, \(\omega_2 \geq 40\) Hz, \(\omega_3 \geq 60\) Hz.

![Figure 8: Schematic of the simply supported 37-bar planar truss structure.](image)

The optimal designs obtained through various methods for this structure are tabulated in Table 5. From the results of comparisons given in Table 5, it can be concluded that the proposed algorithm is superior to the all other methods in solving this example by obtaining the lighter structural weight efficiently. The EBBO algorithm finds the minimum weight of 359.86 kg after 13,500 analyses, while the SGA method obtained the weight of 359.93 kg after 50,000 analyses. In addition, Table 5 also illustrates that: EBBO algorithm yields smaller standard deviation and mean weight than the HRPSO, OMGSA, DPSO, Enhanced CSS, CSS, and NHGA methods, and slightly larger than the values obtained by the SGA and FA methods. Moreover, the first five frequencies of the structure evaluated at the optimum design through various methods are listed in Table 6. As it can be seen, the design yielded by the EBBO algorithm is feasible and the design constraints are not violated.
| Design variables | Wang et al. (2004) | Lingyun et al. (2005) | Gomes (2011) | Kaveh and Zolghadr (2011,2014a) | Khatibiinia and Naseraivali (2014) | Kaveh and Javadi (2013) | Gonçalves et al. (2015) | Present work |
|------------------|--------------------|-----------------------|--------------|---------------------------------|-----------------------------------|-------------------------|--------------------------|--------------|
| Y₃,Y₁₉            | 1.2086             | 1.1998                | 0.9637       | 1.0289                          | 0.9482                            | 1.0064                  | 1.07444                  | 0.9670       |
| Y₅,Y₁₇            | 1.5788             | 1.6553                | 1.3978       | 1.2129                          | 1.3868                            | 1.3439                  | 1.4274                  | 1.49568      |
| Y₇,Y₁₅            | 1.6719             | 1.9652                | 1.5929       | 1.3826                          | 1.5893                            | 1.5043                  | 1.6171                  | 1.73243      |
| Y₉,Y₁₃            | 1.7703             | 2.0737                | 1.8812       | 1.4706                          | 1.6405                            | 1.6350                  | 1.7984                  | 1.89449      |
| Y₁₁               | 1.8502             | 2.3050                | 2.0856       | 1.5683                          | 1.6835                            | 1.7182                  | 1.8720                  | 1.96970      |
| A₁,A₂₇            | 3.2508             | 2.8932                | 2.6797       | 2.9082                          | 3.4484                            | 2.6208                  | 2.5017                  | 2.85176      |
| A₂,A₂₆            | 1.2364             | 1.1201                | 1.1568       | 1.0212                          | 1.5045                            | 1.0397                  | 1.0949                  | 1.00000      |
| A₃,A₂₄            | 1.0000             | 1.0000                | 2.3476       | 1.0363                          | 1.0039                            | 1.0464                  | 0.8891                  | 1.83410      |
| A₄,A₂₅            | 2.5386             | 1.8655                | 1.7182       | 3.9147                          | 2.5533                            | 2.7163                  | 2.5172                  | 1.88766      |
| A₅,A₂₃            | 1.3714             | 1.5962                | 1.2751       | 1.0025                          | 1.0868                            | 1.0252                  | 1.2119                  | 1.06267      |
| A₆,A₂₁            | 1.3681             | 1.2642                | 1.4819       | 1.2167                          | 1.3382                            | 1.5081                  | 1.3147                  | 1.80266      |
| A₇,A₂₂            | 2.4290             | 1.8254                | 4.685        | 2.7146                          | 3.1626                            | 2.3750                  | 2.1197                  | 1.93387      |
| A₈,A₂₀            | 1.6522             | 2.0009                | 1.1246       | 1.2663                          | 2.2664                            | 1.4498                  | 1.4223                  | 1.24946      |
| A₉,A₁₈            | 1.8257             | 1.9526                | 2.1214       | 1.8006                          | 1.2668                            | 1.4499                  | 1.5948                  | 1.87404      |
| A₁₀,A₁₉           | 2.3022             | 1.9705                | 3.86         | 4.0274                          | 1.7518                            | 2.5327                  | 2.4784                  | 1.95716      |
| A₁₁,A₁₇           | 1.3103             | 1.8294                | 2.9817       | 1.3364                          | 2.7789                            | 1.2358                  | 1.1896                  | 1.24410      |
| A₁₂,A₁₅           | 1.4067             | 1.2358                | 1.2021       | 1.0548                          | 1.4209                            | 1.3528                  | 1.6461                  | 1.77792      |
| A₁₃,A₁₆           | 2.1896             | 1.4049                | 1.2563       | 2.8116                          | 1.0100                            | 2.9144                  | 2.0878                  | 1.80643      |
| A₁₄               | 1.0000             | 1.0000                | 3.3276       | 1.1702                          | 2.2919                            | 1.0085                  | 0.5008                  | 1.00000      |
| Weight (kg)       | 366.5              | 368.84                | 377.20       | 362.84                          | 362.38                            | 360.40                  | 359.97                  | 364.72       |
| Mean weight (kg)  | N/A                | 378.826               | 381.2        | 366.77                          | 365.75                            | 362.21                  | 361.96                  | 360.2        |
| Standard Deviation (kg) | N/A | 9.0325 | 4.26 | 3.742 | 3.461 | 1.68 | 1.888 | 5.776 | 0.26 | 1.02 | 0.44 |
| No. of analyses*  | N/A                | 14038                 | N/A          | N/A                             | N/A                               | N/A                     | N/A                     | 50,000       |

* Number of analyses corresponding to the best result during 100 independent runs.

**Table 5:** Comparison of the optimal designs obtained by different methods for the simply supported 37-bar planar truss structure; optimal nodal coordinates (m) and cross sectional areas (cm²).
| Frequency No. | Wang et al. (2004) | Lingyun et al. (2005) | Gomes (2011) | Kaveh and Zolghadr (2011, 2014a) | Khatibinia and Naseralavi (2014) | Present work |
|---------------|--------------------|-----------------------|--------------|---------------------------------|---------------------------------|--------------|
|               | NHGA | PSO | CSS | E-CSS | DPSO | OMGSA | BBO | EBBO |
| 1             | 20.0850 | 20.0013 | 20.0001 | 20.0000 | 20.0028 | 20.0194 | 20.0220 | 20.04197 | 20.0005 |
| 2             | 42.0743 | 40.0305 | 40.0003 | 40.0693 | 40.0155 | 40.0113 | 40.0100 | 40.05697 | 40.0008 |
| 3             | 62.9383 | 60.0000 | 60.0001 | 60.6982 | 61.2798 | 60.0082 | 60.0490 | 60.07207 | 60.0039 |
| 4             | 74.4539 | 73.0444 | 73.0440 | 75.7339 | 78.1100 | 76.9896 | 76.4510 | 78.40251 | 76.3152 |
| 5             | 90.0576 | 89.8244 | 89.8240 | 97.6137 | 98.4100 | 97.2222 | 96.2970 | 97.99689 | 96.3553 |

Table 6: Comparison of the frequencies (Hz) obtained by different methods for the simply supported 37-bar planar truss structure.

Figure 9: The Convergence diagrams of the EBBO and standard BBO algorithms for the simply supported 37-bar truss structure.

Figure 10: Comparison of the optimized shape with the initial configuration of the simply-supported planar 37-bar truss structure.
Figure 9 demonstrates convergence diagrams of the standard BBO and EBBO algorithms for the simply supported 37-bar planar truss structures. With regard to Figure 9, it is clear that the convergence speed of the EBBO algorithm is faster than that of the standard BBO algorithm. The EBBO algorithm reaches to the vicinity of final optimum solution after about 6000 analyses, while this value for the standard BBO algorithm is about 14,000 analyses. In addition, Figure 10 indicates the comparison of the initial and optimized shapes at the best design for this design example.

| Element group | Kaveh and Zolghadr (2014a,2012) | Khatibinia and Naseralavi (2014) | Present work |
|---------------|---------------------------------|---------------------------------|--------------|
|               | CSS | CSS-BBBC | PSO | DPSO | OMGSA | BBO | EBBO |
| 1             | 21.710 | 17.478 | 23.494 | 19.6070 | 20.2630 | 18.2999 | 19.8878 |
| 2             | 40.862 | 49.076 | 32.976 | 41.2900 | 39.2940 | 44.4985 | 39.8248 |
| 3             | 9.048 | 12.365 | 11.492 | 11.1360 | 9.9890 | 9.8161 | 10.5496 |
| 4             | 19.673 | 21.979 | 24.839 | 21.0250 | 20.5630 | 20.4079 | 21.0929 |
| 5             | 8.336 | 11.190 | 9.964 | 10.0600 | 9.6030 | 10.9003 | 9.4245 |
| 6             | 16.120 | 12.590 | 12.039 | 12.7580 | 11.7380 | 13.4254 | 11.6648 |
| 7             | 18.976 | 13.585 | 14.249 | 15.4140 | 15.8770 | 14.8123 | 15.1282 |

Weight (kg) 9204.51 9046.34 9171.93 8890.48 8724.97 8776.3 8711.95
Mean weight (kg) N/A N/A 9251.84 8895.99 8745.58 8916.9 8718.5
Standard deviation (kg) N/A N/A 89.38 4.26 1.18 128.63 7.15
No. of analyses* N/A N/A N/A N/A N/A N/A 29,850 6500

Table 7: Comparison of the optimal designs obtained by different methods for the 120-bar dome truss structure.

| Frequency No. | Kaveh and Zolghadr (2014a,2012) | Khatibinia and Naseralavi (2014) | Present work |
|---------------|---------------------------------|---------------------------------|--------------|
|               | CSS | CSS-BBBC | PSO | DPSO | OMGSA | BBO | EBBO |
| 1             | 9.002 | 9.000 | 9.0000 | 9.0001 | 9.002 | 9.0001 | 9.0000 |
| 2             | 11.002 | 11.007 | 11.0000 | 11.0007 | 11.003 | 11.0007 | 11.0000 |
| 3             | 11.006 | 11.018 | 11.0052 | 11.0053 | 11.003 | 11.0007 | 11.0002 |
| 4             | 11.015 | 11.026 | 11.0134 | 11.0129 | 11.007 | 11.0015 | 11.0002 |
| 5             | 11.045 | 11.048 | 11.0428 | 11.0471 | 11.076 | 11.0735 | 11.0657 |

*Number of analyses corresponding to the best result during 100 independent runs

Table 8: Comparison of the frequencies (Hz) obtained by different methods for the 120-bar dome truss structure.
4.3 A 120-Bar Dome Truss Structure

The third example is a 120-bar dome truss structure shown in Figure 11. The members of this structure are divided into 7 groups based on symmetry. The minimum and maximum cross-sectional areas for each group of members are 1 cm$^2$ and 129.3 cm$^2$, respectively. Young’s modulus and material density of truss members are $2.1 \times 10^{11}$ N/m$^2$ and 7971.810 kg/m$^3$, respectively. Non-structural masses are attached to all free nodes as follows: 3000 kg at node one, 500 kg at nodes 2 through 13 kg and 100 kg at the rest of the nodes. In addition, the structure is subject to frequency constraints as: $\omega_1 \geq 9$ Hz, $\omega_2 \geq 11$ Hz.

Figure 11: Schematic of the 120-bar dome truss structure: top and side views.
Figure 12: The Convergence diagrams of the EBBO and standard BBO algorithms for the 120-bar dome truss structure.

| Group number | Members                          | Group number | Members                          |
|--------------|----------------------------------|--------------|----------------------------------|
| 1            | 1, 2, 3, 4                       | 15           | 102, 105, 108, 111, 114          |
| 2            | 5, 8, 11, 14, 17                 | 16           | 82, 83, 85, 86, 88, 91, 92, 103, |
|              |                                  |              | 104, 106, 107, 109, 110, 112, 113|
| 3            | 19, 20, 21, 22, 23, 24           | 17           | 115, 116, 117, 118               |
| 4            | 18, 25, 56, 63, 94, 101, 132, 139, | 18           | 119, 122, 125, 128, 131          |
|              | 170, 177                         |              |                                  |
| 5            | 26, 29, 32, 35, 38               | 19           | 133, 134, 135, 136, 137, 138     |
| 6            | 6, 7, 9, 10, 12, 13, 15, 16, 27, 28, | 20           | 140, 143, 146, 149, 152          |
|              | 30, 31, 33, 34, 36, 37           |              | 120, 121, 123, 124, 126, 127, 129,|
| 7            | 39, 40, 41, 42                   | 21           | 130, 141, 142, 144, 145, 147, 148,|
|              |                                  |              | 150, 151                         |
| 8            | 43, 46, 49, 52, 55               | 22           | 153, 154, 155, 156               |
| 9            | 57, 58, 59, 60, 61, 62           | 23           | 157, 160, 163, 166, 169          |
| 10           | 64, 67, 70, 73, 76               | 24           | 171, 172, 173, 174, 175, 176     |
| 11           | 44, 45, 47, 48, 50, 51, 53, 54, 65, | 25           | 178, 181, 184, 187, 190          |
|              | 66, 68, 69, 71, 72, 74, 75       |              | 158, 159, 161, 162, 164, 165, 167,|
| 12           | 77, 78, 79, 80                   | 26           | 168, 179, 180, 182, 183, 185, 186,|
| 13           | 81, 84, 87, 90, 93               | 27           | 188, 189                         |
| 14           | 95, 96, 97, 98, 99, 100          | 28           | 191, 192, 193, 194               |
|              |                                  | 29           | 195, 197, 198, 200               |
|              |                                  |              | 196, 199                         |

Table 9: Elements grouping for the 200-bar planar truss structure.
The obtained results through different optimization methods for this structure are summarized in Table 7. According to this table, one can observe that the design obtained by the EBBO algorithm is better than all the other methods. Although the value of standard deviation of the EBBO algorithm is larger than the values obtained by the OMGSA and DPSO methods, but the EBBO algorithm is more efficient than these methods in the term of the average of the results. In addition, it is important to note that the standard BBO algorithm obtained better results than the CSS, CSS-BBBC, PSO, and DPSO methods. However, it requires significantly more structural analyses than the EBBO algorithm. Moreover, the frequencies evaluated by different methods for the dome truss structure are listed in Table 8. As it can be seen, the values of the first two frequencies are very close to the allowable values.

Figure 12 illustrates the convergence diagrams of the standard BBO and EBBO algorithms for the 120-bar dome truss structure. As it can be observed, the convergence rate of the EBBO algorithm is considerably faster than the standard BBO algorithm. The proposed algorithm reaches to the vicinity of the final solution after about 5000 analyses evaluated in 100 independent runs without any abruption.

Figure 13: Schematic of the 200-bar planar truss structure.
| Element group | Kaveh and Zolghadr (2012) | Khatibinia and Naseralavi (2014) | Present work |
|---------------|---------------------------|---------------------------------|--------------|
|               | CSS                       | CSS-BBBC                        | OMGSA        |
| 1             | 1.2439                    | 0.2934                          | 0.2890       |
| 2             | 1.1438                    | 0.5561                          | 0.4860       |
| 3             | 0.3769                    | 0.2952                          | 0.1000       |
| 4             | 0.1494                    | 0.1970                          | 0.1000       |
| 5             | 0.4835                    | 0.8340                          | 0.4990       |
| 6             | 0.8103                    | 0.6455                          | 0.8040       |
| 7             | 0.4364                    | 0.1770                          | 0.1030       |
| 8             | 1.4554                    | 1.4796                          | 1.3770       |
| 9             | 1.0103                    | 0.4497                          | 0.1000       |
| 10            | 2.1382                    | 1.4556                          | 1.5540       |
| 11            | 0.8583                    | 1.2238                          | 1.1510       |
| 12            | 1.2718                    | 0.2739                          | 0.1310       |
| 13            | 3.0807                    | 1.9174                          | 3.0280       |
| 14            | 0.2677                    | 0.1170                          | 0.1010       |
| 15            | 4.2403                    | 3.5535                          | 3.2610       |
| 16            | 2.0098                    | 1.3360                          | 1.6120       |
| 17            | 1.5956                    | 0.6289                          | 0.2090       |
| 18            | 6.2338                    | 4.8335                          | 5.0200       |
| 19            | 2.5793                    | 0.6062                          | 0.1330       |
| 20            | 3.0520                    | 5.4393                          | 5.4530       |
| 21            | 1.8121                    | 1.8435                          | 2.1130       |
| 22            | 1.2986                    | 1.8435                          | 0.7230       |
| 23            | 5.8810                    | 8.1759                          | 7.7240       |
| 24            | 0.2324                    | 0.3209                          | 0.1820       |
| 25            | 7.7536                    | 10.9800                         | 7.9710       |
| 26            | 2.6871                    | 2.9489                          | 2.9960       |
| 27            | 12.5094                   | 10.5243                         | 10.2060      |
| 28            | 29.5704                   | 20.4271                         | 20.6990      |
| 29            | 8.2910                    | 19.0983                         | 11.5550      |

| Weight (kg)   | 2559.86                   | 2298.61                          | 2158.64      |
| Mean weight (kg) | N/A                     | N/A                              | 2167.53      |
| Standard deviation (kg) | N/A                     | N/A                              | 1.5860       |
| No.of required analyses | N/A                     | N/A                              | 29.100       |

Table 10: Comparison of the optimal designs obtained by different methods for the 200-bar planar truss structure.
4.4 A 200-Bar Planar Truss Structure

The last design example is a 200-bar planar truss structure shown in Figure 13. The Young’s modulus is $2.1 \times 10^{11}$ N/m$^2$ and the material density of truss members is 7860 kg/m$^3$. The minimum permitted cross-sectional area for the truss members is considered as 0.1cm$^2$. A non-structural mass of 100 kg is attached to the nodes at the top of the structure. In addition, the structure is subject to the first three frequency constraints as: $\omega_1 \geq 5$ Hz, $\omega_2 \geq 10$ Hz, $\omega_3 \geq 15$ Hz. The members of the structure are divided into 29 groups as shown in Table 9. This example has 29 design variables and it is considered a high dimensional optimization problem.

Table 10 compares the designs founded by the standard BBO and EBBO algorithms with other methods in the literature. With regard to the results given in Table 10, it is clear that the proposed EBBO algorithm obtained the lowest structural weight than the CSS, CSS-BBBC, and OMGSA methods. In addition, the EBBO algorithm is more efficient than the OMGSA method in terms of average and standard deviation. Moreover, it can be seen from Table 10 that the standard BBO algorithm obtained better design than the CSS algorithm. Furthermore, the frequencies of the structure evaluated at the optimum designs are given in Table 11. Also, the design obtained by the EBBO algorithm is feasible, i.e., the constraints are not violated.

| Frequency No. | Kaveh and Zolghadr (2012) | Khatibinia and Naseralavi (2014) | Present work |
|---------------|---------------------------|----------------------------------|--------------|
|               | CSS                       | CSS-BBBC                         | OMGSA        |
| 1             | 5.000                     | 5.010                            | 5.000        |
| 2             | 15.961                    | 12.911                           | 12.118       |
| 3             | 16.407                    | 15.416                           | 15.029       |
| 4             | 20.748                    | 17.033                           | 16.639       |
| 5             | 21.903                    | 21.426                           | 21.218       |
| 6             | 26.995                    | 21.613                           | 21.420       |

Table 11: Comparison of the frequencies (Hz) obtained by different methods for the 200-bar planar truss structure.

Figure 14 shows the convergence diagrams of the standard BBO and EBBO algorithms for this example. Again, it can be seen that the convergence rate of the EBBO algorithm is much faster than the standard BBO algorithm. Figure 14 reveals that the EBBO needs about 6000 analyses to reach near-optimum solutions evaluated in 100 independent runs.
5 CONCLUSIONS

The Biogeography-Based Optimization (BBO) is a simple and recently introduced meta-heuristic optimization algorithm. The basic concepts and ideas of the method are inspired by the mathematical models in biogeography science and are based on migration behavior of species among habitats in the nature. The algorithm consists of two main operators: migration and mutation. In most cases, the standard BBO algorithm may fail to find the best solution. The main reason for this issue is that the basic BBO algorithm employs simple migration and mutation operators during the optimization process. Herein, an effective algorithm, called the Enhanced BBO (EBBO), has been developed to mitigate premature convergence problem of the standard BBO algorithm. In the proposed algorithm, to enhance the overall performance of the standard BBO algorithm, the new migration and mutation operators are proposed. The new migration and mutation operators improve the convergence properties of the BBO algorithm and enhance the algorithm’s ability to further escape stagnation and premature convergence. To evaluate the performance of the proposed algorithm, four benchmark truss design examples with frequency constraints are investigated and the results are compared with those of the standard BBO algorithm and other methods in literature. The computational experiments show that the presented EBBO algorithm can get better solutions, and it is more efficient than the standard BBO algorithm on the size and shape optimization of truss structures problems with frequency constraints. Moreover, it can be stated that the proposed algorithm is straightforward and free of computational complexity.
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