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ABSTRACT

This paper explores further and describes the System Readiness Level estimation for means of production in the oil and gas industry, through a case study. The concept as Technology Readiness Level (TRL) originally promoted by NASA and was then adopted by government agencies and industries across the USA and Europe. TRL was adopted by API (API 17N) and tailored for the assessing the readiness of subsea components for inclusion in subsea production systems. The API’s TRL has been recently extended by introducing two more metrics namely, the Integration Readiness Level (IRL) and the System Readiness Level (SRL). SRL is a mathematical combination TRL and IRL and is a metric for assessing progress in developing major subsea systems. Standard assessment metrics, such as Technology Readiness Levels (TRL), do not sufficiently evaluate the modern complex systems. Building on the previous publications [43] the SRL calculation method is expanded and expounded by adding a system engineering framework for the process of SRL estimation. Explained in some detail, in this paper, which produces more consistent results. Using an error averaging method, SRL is calculated by combining the TRL of each component with IRL, which expresses the readiness of each of these components to be integrated with other components of the system. To facilitate the calculation the Design Structure Matrix (DSM) is used both to visualise components and perform the necessary arithmetic.

1. Introduction

A better understanding of the technology readiness is critical in making good decisions about the inclusion, development and integration of new technologies in complex engineering projects [34]. The most widely used tool for readiness assessment is the Technology Readiness Level (TRL) scale [6] The TRL scale was first developed at NASA in the 1970s [25] to be a consistent measure and a common understanding of the state of development. The scale was originally devised to assist the transition from technology development to space mission development [39]. Following initial implementation within NASA in the ‘70s, the technology readiness concept was published again in 1989, as a 7-point scale [34]. In 1995, NASA published a refined 9-point scale, along with the first detailed descriptions of each level [4]. Today the TRL approach is being used in multiple industries and serves a similar purpose but in a broader context. Commercial implementations of the TRLs are similar to NASA’s 9-point embodiment. Figure 1 shows a generic 9 scale TRL definition. The NASA scale begins with a technology in its very basic scientific form and progresses to a technology proven in the required operating environment (Figure 1). Thus for a generic technology, the levels describe the demonstration requirements, including the environment and technology assembly status, gradually conforming to the final operating system as the design evolves. Various definitions of “technology” exist at many different scales, namely components, modules of the system level. The predominant conceptualization within the TRL-community, at NASA, and used in this paper, is that of a component-technology. The TRL scale is used to assess the maturity of a component (or a principle that will eventually be embodied in a component) that features new materials, scale, or working principles.

The most widely used tool for the readiness assessment is the Technology Readiness Level (TRL) Scale. The TRL Scale was developed to support decision making in relation to the introduction of new technologies during the development of complex systems [24]. Although this scale has been used for decades, it does not reflect well the integration of new technological elements into the system architecture. Its application has other challenges related to system complexity, project planning, and subjectivity and imprecision of
the increasingly realistic testing. Once the technology is sufficiently proven, it can be incorporated into a system/subsystem.

The United States Department of Defence has adopted TRLs for all of its new procurement programs in 2001 [41]. A variety of industries have now generated customized standard guidelines for using TRLs for complex systems development, which includes USA Homeland Security [17], USA Department of Defence (Katz [19]), oil and gas, and infrastructure, e.g. DNV [12] and API [2], ABS[1] and UK Ministry of Defence [13, 19, 28 and 29], Nolte [32] and so on.

System architecture-related extensions to the TRL include Integration Readiness Level (IRL) and system readiness level (SRL), introduced by Sauser and his colleagues [15, 15 and 34 to 38]. Austin [3] provided an example of its application. Yasseri [42] has extended API adaptation of NSA’s TRL to include IRL and SRL. These reflect the reality that technologies do not exist in isolation, but rather they are connected through interfaces in the system architecture [45].

This paper differentiates between the system “readiness” and the system “maturity”. Following Smith [39] a distinction is made between readiness and maturity by noting that a system considered mature in one context, may not possess sufficient readiness for operation in a different environment. Bilbro [7], used “maturity” as part of the definition of “readiness” and thereby implied a relationship between the two terms. Other authors also used the terms interchangeably; e.g. See Azizian et al. [5].

Table 1 shows API’s definition of TRLs. A NASA-type TRL is also included alongside for the comparison purposes. Figure 2 shows a comparison of NASA and API scales.

Generally speaking, when a new technology is first invented or conceptualized, it is not suitable for the immediate application. Instead, new technologies are usually subjected to experimentation, refinement, and increasingly realistic testing. Once the technology is sufficiently proven, it can be incorporated into a system/subsystem. While technology and system development theoretically follow similar maturation paths, ultimately a technology is inserted into a system based on its maturity, functionality, and environmental readiness as well as its ability to integrate with the intended system.

![Diagram of NASA-type TRL scale](image-url)
| API 17N’s TRL | API 17N’s TRL | Development Stage Completed | Definition of the development stage | NASA Like TRL |
|---------------|---------------|-----------------------------|----------------------------------|---------------|
| Concept       | Concept       | Development stage           | Definition of the development stage |                |
| initiation    | 0             | Unproven Concept            | Basic scientific/engineering principles observed and reported; paper concept; no analysis or testing completed no design history. | 1             |
| Concept       | 1             | Proven Concept              | a) Technology concept and/or application formulated b) Concept and functionality proven by analysis or reference to features common with/to existing technology c) No design history; essentially a paper study not involving physical models but may include R&D experimentation | 2             |
| Proof-of-concept | 2          | Validated Concept           | Concept design or novel features of the design is validated by a physical model, a system mock-up or dummy and functionally tested in a laboratory environment; no design history; no environmental tests; materials testing and reliability testing is performed on key parts or components in a testing laboratory prior to prototype construction | 3             |
| Integration   | 3             | Prototype Tested            | a) Item prototype is built and put through (generic) functional and performance tests; reliability tests are performed including reliability growth tests, accelerated life tests and robust design test program in relevant laboratory testing environments; tests are carried out without integration into a broader system b) The extent to which application requirements are met are assessed and the potential benefits and risks are demonstrated | 4             |
| Prototype     | 4             | Environment Tested          | Meets all Requirements of TRL 3; designed and built as production unit (or full scale prototype) and put through its qualification program in simulated environment (e.g. hyperbaric chamber to simulate pressure) or actual intended environment (e.g. subsea environment) but not installed or operating; reliability testing limited to demonstrating that prototype function and performance criteria can be met in the intended operating condition and external environment | 5             |
| Production    | 5             | System Tested               | Meets all the requirements of TRL 4; designed and built as production unit (or full scale prototype) and integrated into the intended operating system with a full interface and functional test but outside the intended field environment | 6             |
| Production    | 6             | System Installed            | Meets all the requirements of TRL 5; production unit (or full-scale prototype) built and integrated into the intended operating system; full interface and function test program performed in the intended (or closely simulated) environment and operated for less than three years; at TRL 5 new technology equipment might require additional support for the first 12 to 18 months | 7             |
| Field proven  | 7             | Field Proven                | Production unit integrated into the intended operating system, installed and operating for more than three years with acceptable reliability, demonstrating a low risk of early life failures in the field | 8 & 9         |

Achievement of API’s TRL 4 [2] is one of several pieces of evidence that is used in the decision-making process in committing to the major capital investment [43]. Thus, the TRL 4 is critical for making the decision on whether to go forward with the investment. TRL 5 arguably is the most important stage (technically) during the subsea development process. At API’s TRL 5 [2] stage readiness of all necessary components must be demonstrated; it also involves a demonstration that the components work together as a system. Thus, achieving a TRL of 5 is a prerequisite for the integration and installation of assemblies. Validation at this level must go beyond discrete component level, it must consider testing of the assembly of components (or subsystems); testing at the quayside, and possibly in shallow water (i.e. a relevant environment) and/or the operational environment.
TRLs provide a common understanding of the status of a technology in its development pathway, a means of assessing and managing risk, and decision making concerning funding and implementation of technology. As with any management tool, there are certain limitations to its use. The TRL approach has been used in different industries and has proved to be useful as a tool for:

- general understanding of technology status;
- risk indicator and management;
- decision making with respect to technology funding;
- Decision making with respect to technology insertion.

Assigning a TRL rank is not a quick task. These are some questions that need to be answered and backed by evidence. In the subsea context:

- Is technology (equipment) widely used by other operators?
- Is technology demonstrated in the final form (in a system somewhere in the world)?

- Is technology demonstrated in the relevant environment (field conditions)?
- What is the target performance/efficiency level (technically and economically)?
- What is currently achieved performance/efficiency?
- What are the materials involved and what is their availability?
- Is infrastructure available for deployment for this technology?
- What are the main barriers impeding the higher performance? … etc.

### 2. Systems Engineering V-Model

TRL level is judged using the notion of Fit-For-Purpose (FFP), i.e. ready to use, supported by evidence gathered through analysis, simulation, experiment, standard testing and in-service experience. It is important to state both purpose and application; since mature irrelevant technology is as useless as immature relevant technology. Readiness only has a meaning in relation to the purpose of the product or service.
The systems engineering framework can help to document and track all requirements which are the system purposes. Systems Engineering is an integrative process of top-down synthesis, development, and operation of a real-world system that satisfies, in a near optimal manner, the full range of requirements for a system. [48 and 49]

The system engineering V-model describes the activities and results that must be produced during development (Figure 3). The left side of the V represents the system specification stream, where the system requirements and the system and subsystem or component designs are specified. The designed components are then fabricated and installed at the bottom of V. Component fabrication is followed by the testing stream on the right tail of the V, where the gradually evolving and growing system is verified against specifications defined on the right-hand side of the V.

The system is specified top-down and then the subsystems are integrated bottom up. Additionally, the definition of distinct steps for the design, at different hierarchy levels, appears first in the V-model and enables breaking down of the system into independent subsystems. The system is decomposed (broken down) into functional subsystems, which are easier to handle. Subsystems can then be designed and fabricated in parallel, according to the system specifications defined in the previous phase.

Technology readiness only has a meaning in relation to the purpose of the system that will be using it. If something does the job for which it is designed then it is ready for insertion. Describing the purpose of a system, one needs to look beyond the system itself, and into the activities that it will support. For example, the purpose of a banking system is not to be found in the technology used to build it, but in its day-to-day business activities in fulfilling the needs of its customers. Thus, requirements are a set of activities concerned with identifying and communicating the purpose of a system and the contexts in which it will be used. Requirements act as a bridge between the real-world needs of the Client, and the capabilities and opportunities afforded by technologies. Then the technology is assessed if it would support the requirements.

Requirements analysis provides a process for understanding the purpose of a system and the contexts in which it will be used. It bridges the gap between, an initial vague recognition that there is a need, and the task of building a system to address such a need. Ideally, each requirement from the highest to the lowest level of the project must link to a parent requirement. Requirements without parents will either represent a nice to have or a missing requirement at the higher level. If it is the former, the existence of the requirement must be carefully considered again. In the event of the latter, the requirement needs to be rolled back up to ensure completeness of the requirements at the higher level. A simple trace matrix can be used to simplify and provide a clearer arrangement of the traceability and is needed to ensure that all higher-level requirements are linked to the lower level requirements, and will be maintained throughout the system development. This is one of several parameters which influences the TRL decision.

| TRL6 | TRL7 |
|------|------|
| Acceptance testing, system performance demos & commissioning |

| TRL5 |
|------|
| Integration tests and verification |

| TRL4 |
|------|
| Subsystems acceptance |

| TRL3 |
|------|
| Subsystems definitions |

| TRL2 |
|------|
| System architecting |

| TRL1 |
|------|
| Client’s needs |

| Overall system engineering plan |
|------|

| Overall system acceptance plan |
|------|

| Interface & integration management plan |
|------|

| Validation |
|------|

| Integration |
|------|

| System T & V |
|------|

| Subsystem T & V |
|------|

| Subsystems definition |
|------|

| T & V = Testing and verification |
|------|

Figure 3: Systems engineering V-model for product development.
The traceability requirement ensures that all a system’s needs can be traced to one or more pieces of equipment, as well as all equipment can be traced to a requirement. Thus the traceability references the link between user requirements, specifications and test cases. This makes it possible to trace cross-references between specified elements.

3. Integration Readiness Level (IRL)
The TRL scale is component oriented. Namely, the focus of TRL is on individual technologies (components) in isolation, as the primary use of the TRL scale is to align different technological developments and move them along the same timeline. However, the higher TRLs (e.g. API’s TRL 6: installation completed and the system being qualified i.e. validated), are about integrating different individual technologies, possibly with different maturities, into a complex system. Acceptable technology maturity has often been the principal driver, particularly in systems where availability is fundamental to the customer requirements. While TRL provides a metric for describing components’ maturity status, one should still be interested in a metric that provides a description of integration, i.e. how components relate to each other. It is vital that all stakeholders have the same understanding when evaluating the integration maturity, which also can be used together with TRL to potentially determine the system readiness.

Many authors extended the TRL classifications to account for the effects of having to integrate multiple technologies to create a single system; see e.g. Sauser et al [34] and Yasseri [43]. They introduced another metric called Integrated Readiness Level (IRL) to complement the TRL metric for the integration of applications. They also developed a protocol to measure the overall technological readiness of a system, System Readiness Level (SRL), by combining the TRL and IRL metrics of all technologies included in the system to produce an index to measure the complete system readiness. Yasseri [43 and 47] created an Integration Readiness Level (IRL) for subsea systems to measure integration maturity on a scale similar to API’s TRL [2] with the objective that it could be combined with TRL to provide a system-level readiness. Assessment of the readiness of the individual technologies will contribute to risk reduction in budgets and planning. Other readiness assessment metrics have been developed to compliment TRL, see for example London et al [22] and McConkie [27].

Further clarification of the eight levels of IRL (including zero) is presented in Figure4. From Table 2 can be understood as having three stages of integration definition: semantic, syntactic, and pragmatic. Semantics is about relating meaning with respects to clarity and differentiation. Thus IRL 0-2

| Phase                  | TRL  | Development stage                                                                 |
|------------------------|------|-----------------------------------------------------------------------------------|
| System validation      | 7    | Proven in the field - Production system field-proven.                              |
|                        | 6    | System installed - Production system Installed and tested.                          |
|                        | 5    | System tested - Production system interface tested.                                |
|                        | 4    | Environment tested - Preproduction system environment tested.                       |
|                        | 3    | Prototype tested - System function, performance, and reliability tested.            |
| Concept validation     | 2    | Validated concept - Experimental proof of concept using physical model tests.       |
|                        | 1    | Demonstrated concept - Proof of concept as desk study or R&D experimentation.      |
|                        | 0    | Unproven concept - Basic research and development (R&D) in papers.                 |

| IRL Development stage |
|-----------------------|
| Integration is field-proven through successful operations. |
| Integration is completed and qualified through sufficient and rigorous testing in the marine environment. |
| The integration has been verified and validated with sufficient detail for the system to be deployable. |
| There are sufficient details to assure interoperability between technologies necessary to establish, manage and assure the integration. |
| There is sufficient detail in the control and assurance of the integration between technologies to deliver the required functionality. |
| There is sufficient evidence of compatibility between technologies within the system. Namely, they will work together and can be integrated with ease. |
| There is some level of specificity to the system functionality to allow identification of linkage between technologies. |
| The interface, i.e. the linkage, between technologies can be identified/characterised with sufficient clarity. |

| SRL Development stage |
|-----------------------|
| Field Proven Operational System. |
| The System is installed and tested. Commissioning in progress. |
| Manufacturing and installation in progress. |
| Detail design and final procurement. |
| Front-end engineering, sourcing of long lead items. |
| Concept Selection. An optimal concept has emerged. |
| Concept Refinement. Two or more competing concept being considered. |
| Concept Definition. Various ideas are being considered or discounted. |

Table 2: Definitions of TRL, IRL and SRL
are considered fundamental to describing what we define as the three principles of integration: i.e. interface, interaction, and compatibility. It can be contended that these three principles are fundamental to an integration effort. The next stage is Syntactic, which is defined as a conformance to rules, where IRLs 3-5 are about the assurance that an integration effort is in compliance with specifications. The final stage is Pragmatic, which relates to practical considerations. Thus, IRLs 6-7 are about the assertion of the application of an integration effort.

4. Systems readiness level

The application of an IRL in the assessment process provides a check as to where the technology maturity is on an integration readiness scale. Just as a TRL has been used to assess the risk associated with developing technologies, an IRL is designed to assess the risks associated with integrating these technologies. Table 2 defines an SRL scale that incorporates the maturity level of components and the interoperability of the entire subsea system, including integration with its environment.

Sauser et al [34] combined the TRLs and IRLs for a system under development, using a matrix multiplication. Yasseri [43] proposed a methodology to aggregate TRL and IRL into a single metric, termed SRL_{est}. This methodology requires all components to be assessed using TRL (Table 2), as well as their readiness for integration with each other and the environment to be assessed using IRL (Table 2). For more detail see [43]. The proposed method combines TRLs and IRLs into a single composite metric, yielding a numerical value between 0 and 7. The estimated SRL_{est} is used in Table 2 to judge system readiness, compared with what it should be at the time of assessment. Building a spreadsheet (see the case example) will enable the user to regularly review the state of system readiness and track the project’s progress.

5. Domain Mapping

A system is described as an aggregation of equipment and enabling products to achieve a given purpose. In the context of an oil and gas production system, these are the subsystems and facilities that together achieve the mission. A system can be mapped in different ways depending on the overall goal. It may show a system as a single facility or several facilities linked together. It is this diagram that provides a visual tool for applying TRL. Thus, it is necessary to construct a system map to determine the overall purpose and identify all equipment in a facility that is required to create a complete production system. A system map shows every piece of equipment that is required, and how they are linked together. There are several ways to map a system. For example, a schematic diagram of a chemical process uses symbols to represent the vessels, piping, valves, pumps, and other equipment of the system, emphasizing their interconnection paths while omitting all physical details. In an electronic circuit diagram, the layout of the symbols may not resemble the layout in the circuit. The schematic (see below) shows the intent and how the parts are supposed to interact with each other. Thus, a schematic, or schematic diagram, is a representation of the elements of a system using abstract graphic symbols rather than realistic pictures. A schematic usually omits all details that are not relevant to the information. In contrast, a construction drawing shows things as they are actually laid out, and shows them to scale. A construction drawing can be used to build the system.
Figure 5: A schematic of a subsea production system

Figure 6: A detailed schematic of the SSIV used in the SPS system shown in Figure 5 above.

Figure 5 shows a schematic of a simple subsea production system. A schematic of the subsea isolation valve (SSIV) shown in Figure 5 is shown in more detail in Figure 6. SSIV components have been labelled for later use in this paper.

Two popular methods of representation of a system functional architecture (or alternatively its structural elements) are the Block Diagram (BD) and the Design Structure Matrix (DSM) as further described below.

**Block Diagram**: A method to avoid unnecessary clutter is the Block Diagram. A Block Diagram is a representation of a system in which the principal or functions (or parts, or equipment) are represented by blocks connected by lines that show the relationships between the blocks. They are used in various engineering disciplines e.g. in reliability analysis, and process flow diagrams. A Block Diagram will not show every detail. Block Diagrams are typically used for higher level, less detailed descriptions that are intended to demonstrate overall concepts without concern for the details of implementation. As such, they provide a quick, high-level view of a system to rapidly identify points of interest or trouble spots. The Block Diagram is especially focused on the input and output of a system. It cares less about the internal workings. This principle is referred to as the Black Box in engineering, whereby the parts that get from input to output are unknown, or they can be left for a later in-depth study.
Figure 7 shows the Block Diagram of a simple system consisting of 7 components grouped into 2 modules at an advanced stage of the development. There are interfaces between the components of each module, as well as between components of the two modules. Interfaces between the two components are shown by double-headed arrows, which implies, that the readiness of two components to be integrated is interdependent. The arrow is not intended to indicate the direction of the flow, but to show dependency or relationship. This is a simple representation of a system architecture, which captures the relationship between different components.

![Block Diagram of a simple system](image)

**Figure 7: A system consisting of two modules**

**Design Structure Matrix:** DSM is a visual tool [11] that represents the relationships and dependencies between components of a system. The component-based DSM (Eppinger and Browning, [14]), which is used in this paper, comprises of a list of components in some desirable order whereby upstream components are listed in the upper row. DSM is a square matrix for a visual representation of a system ([42], [9] and [10]), which shows both components of the system and linkages between them. It is the equivalent of an adjacency matrix in graph theory and is used in systems engineering and project management to model the structure of complex systems, in order to perform system analysis, project planning and organizational design. The system elements are often labelled and are shown in a row of the matrix and in a column on the left of the matrix. These elements represent subsystem, components (in a component-based DSM), or project activities (in an activity-based DSM).

![Design Structure Matrix](image)

**Table 3:** DSM of the directed graph network shown in Figure 7. Reading along a row reveals the input/dependency which is marked by an X placed at the intersection of that row with the column that bears the name of the component providing input.

|     | A   | B   | C   | D   | E   | F   | G   | H   |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| A   | X   | X   | X   |     |     |     |     |     |
| B   | B   | X   |     |     |     |     |     |     |
| C   |     |     | C   |     |     |     |     |     |
| D   | X   |     | D   |     |     |     |     |     |
| E   |     | E   |     |     |     |     |     |     |
| F   |     | F   |     |     |     |     |     |     |
| G   |     |     | G   |     |     |     |     |     |
| H   |     |     |     |     |     |     |     | H   |

Since the network shown in Figure 7 is a directed graph, its DSM shown in Table 3 is an asymmetrical matrix. This paper, for simplicity, assumes at the highest level of system hierarchy all dependencies are a two-way relationship; thus, leading to a symmetrical matrix. The relationship maps show that element D is dependent on C through some characteristic of D. In doing so, the analyst should understand better the

Figure 8 shows a directed graph network and its representation using DSM is shown in Table 3. Figure 8 depicts the functional block diagram which gives a view of the functional elements, and how they must interface to achieve the overall goal (relationships). The components are shown as rows and columns in the matrix (Table 3) where they are listed in the same order along both axes. An off-diagonal mark located within the matrix denotes a coupling between two components (relationship). Table 3 shows that components C and H do not require input from the other components, but A, B, D, E, F, and G do receive inputs. The component interactions are represented by “X” marks in the off-diagonal cells. The marked cells indicate dependencies between components. Reading down a column indicates that a component provides input to others in its associated row. On the other hand, a component in the row receives input from the component in the corresponding column when reading across a row in the matrix. A number can be used instead of “X” to represent some sort of quantity, for example, risk or/and the volatility of the interface (see [44]).

![Directed Graph Network](image)

**Figure 8:** A directed graph network showing component of a system and their connectivity
complexity of a system and, in turn, has more information to manage dependencies and use this information to improve system performance and manage interfaces between the elements [14].

As another example, the Block Diagram of Figure 6 is mapped into the Design Structure Matrix (DSM) as shown in Table 4. Here it is assumed that dependency is bilateral, thus the DSM is a symmetric matrix. The DSM maps the elements of a system to each other (like a two-way table), enabling concise representation and integration analysis. Reading across a row of the matrix shows where the element in that row sends its outputs and reading down a column shows where the element in that column receives its inputs [9].

Table 4: DSM representation of the subsea isolation valve shown in Figure 5. Note the symmetric matrix due to the assumption of two-way mutual dependency.

| Components       | D | E | F | G | H | I | J | K |
|------------------|---|---|---|---|---|---|---|---|
| Connectors (female) | D | D | X |   |   |   |   |   |
| Connectors (male)  | E | X | E | X | X | X | X | X |
| Piping            | F | X | F | X | X | X | X | X |
| SSIV              | G | X | G |   |   |   |   |   |
| SSIV Structure    | H | X | H | X |   |   |   |   |
| SSIV Foundation   | I | X | I |   |   |   |   |   |
| Connectors (female) | J | X |   | J | X |   |   |   |
| Connectors (male)  | K | X |   | K |   |   |   |   |

The X marks in Table 4 indicate the existence and direction of information flow or a dependency of one component with another. Reading along a row reveals the input/dependency flows by an X mark placed at the intersection of that row with the column that bears the name of the input task. Reading down a column reveals the output information flows from that component to another component by placing an X in a similar manner as described above. For example in the DSM (Table 4), the marking in row E and column D indicates a dependency between E and D (E must integrate with D). The cells on the diagonal are typically used to represent the system elements and their interface requirements. Marks below the diagonal represent forward flow of information, and marks above the diagonal represent feedback from a later downstream task to an earlier or upstream one. This means that the earlier task has to be repeated in light of the late arrival of new information, thus making the processes iterative. Design iterations create rework and require extra communications and negotiation.

As another example, the Block Diagram of Figure 7 is mapped into a DSM matrix (Table 5). The TRL of each component is shown in the column to the left of the components. Numbers in off-diagonal terms are the IRL of this system which consists of only two modules. The decision regarding the level of detail required for a system map will be dependent on the technologies being developed. In many cases a tiered approach will be required, starting with a super-system diagram and then a system diagram for individual plants or facilities; possibly linked together. In some cases, (e.g. for complex, highly integrated equipment), sub-system diagrams may be required to highlight aspects of a piece of equipment within an assembly of the system that requires development. Generally presenting every component of a system in a single matrix obscures its visual usefulness. A subsea system can be organised into a hierarchical structure, e.g. subsystem, sub-subsystems and assemblies or components ([44]). Such hierarchical representation avoids problems related to presenting extremely large matrices by shifting the focus to various levels in the hierarchy at a time, which enables the analysis of a system at different levels of details as necessary. In general, the DSM analysis only looks at relationships across components (at the same level) and not within components (which is the next level below).

5. Example Case

A system is a collection of equipment and enabling software linked together to achieve a given goal. Figure 9 shows an example system consisting of three subsystems (or modules) linked together. Within each subsystem, there are a number of components or items and it is to them that the TRLs are applied.

A process which is known as Technology Readiness Assessment (TRA) is used to identify Critical Technological Elements (CTEs) of a system. The TRA is a systematic, evidence-based process [46] that assesses the maturity of CTEs. A technological element is “critical” if the system depends on it to meet...
operational requirements. Thus, if a system depends on specific technologies to meet operational threshold requirements in development, production, and operation, and if the technology is new, that technology is deemed to be Critical Technological Element (CTE). Not every component is subjected to a rigorous TRA assessment. One should make a distinction between critical technology and necessary technology. In principle, every equipment in a system is necessary since if there is no need for an equipment, it can be eliminated. However, only a few pieces of equipment may be critical, since there is no substitute for them, and without them, the intended system will not perform. In subsea practice, no subsystem, assemblies (or large components) are excluded from the assessment; namely, every equipment is considered to be critical. The level of detail is decided by the assessor(s), drawing help from the subject expert. This suggests that the purpose of TRL in the subsea industry is to ensure the readiness of the components for insertion into the system.

Table 6 shows a DSM for the case example of Figure 9. Simplifications can be made to prevent DSM clutter. In practical cases, this matrix can be much larger. However, one should only include important items and avoid unnecessary complications, since including every nut and bolt would not lead to a better conclusion. Once the system’s DSM (Table 6) is complete, TRLs for each item can be assigned by following the description in Table 1.

![System architecture of the case example.](image)

**Figure 9: System architecture of the case example.**

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 2 | Components | | A1 | A2 | A3 | B1 | B2 | B3 | B4 | C1 | C2 | ENV | | | | |
| 3 | TRL | A1 | A2 | A3 | B1 | B2 | B3 | B4 | C1 | C2 | | Ave. IRL | TRL*Ave. IRL | SQRT | Module IRL |
| 4 | TRL | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | | 4.67 | 23.33 | 4.83 | | |
| 5 | A1 | 5 | 5 | 4 | 5 | 5 | 5 | 5 | 5 | 5 | | 4.00 | 16.00 | 4.00 | | |
| 6 | A2 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | | 4.33 | 17.33 | 4.16 | | |
| 7 | A3 | 4 | 5 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | | 4.00 | 20.00 | 4.47 | | |
| 8 | B1 | 5 | 5 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | | 4.50 | 22.50 | 4.74 | | |
| 9 | B2 | 5 | 5 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | | 4.33 | 17.33 | 4.16 | | |
| 10 | B3 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | | 4.33 | 17.33 | 4.16 | | |
| 11 | B4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | | 4.00 | 20.00 | 4.47 | | |
| 12 | C1 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | | 4.67 | 23.33 | 4.83 | | |
| 13 | C2 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | | 4.67 | 23.33 | 4.83 | | |
| 14 | | | | | | | | | | | | SRL= 3.44 | | | | |

For this example, it is assumed that two interfacing components could be at a different TRL, but their integration readiness levels are the same and equal to the least ready component, (due to mutual dependency), hence yielding a symmetric matrix. In general, if two components are combined to create an assembly, there may be different degrees of integration readiness for each component and hence the matrix may not be symmetric in some cases. Symmetry assumption is not necessary for the application of the method. Each row of the column “Average_IRL” in Table 6 is the arithmetic mean of all IRLs in that Row, determined by summing up of IRLs of all interfaces.
across the row and dividing it by the number of interfaces; e.g. for the first row \((4 + 5 + 5)/3 = 4.67\). The 15th column gives the results of multiplication of the component’s TRL by the average of its IRLs; e.g., in Row 1: \(5 \times 4.67 = 23.33\). The 16th column gives the square root of the 15th Column, which is IRL of each component. In statistics and its applications, the root-mean-square (abbreviated RMS or rms) is defined as the square root of the mean square (the arithmetic mean of the squares of a set of numbers). The RMS of the 16th column is given in Column 17, which is the SRL for each module, giving a composite module readiness index. For the first subsystem \([43]\):

\[
M_{1-R} = \sqrt{\frac{23.33 + 16.00 + 17.33}{3}} = 4.35
\]

Three in the denominator is the number of components of the first subsystem. Alternatively,

\[
M_{1-R} = \sqrt{\frac{(4.83)^2 + (4.00)^2 + (4.16)^2}{3}} = 4.35
\]

An estimate of the system readiness level is given by [43]

\[
SRL_{\text{estimate}} = \sqrt{\frac{4 \times (4.83)^2 + 4 \times (4.00)^2 + 4 \times (4.16)^2}{7 \times 3}} = 3.44
\]

Where, 7 is the highest score in API’s TRL ranking \([2]\) and it is used for normalisation purpose.

From a metric point of view both SRL_est and SRL are meant to measure the same things on the same scale. However, SRL is defined (Table 3), while SRL_est is derived by aggregation of attributes of all components. The estimate of system readiness reaches its highest level from below, as it measures the system readiness as a whole, not its elements. If all components mature simultaneously along the same path, then SRL_est reaches SRL.

Using a value of 3.44 in Table 1, the system must be at assembly and installation stage, if the project schedule dictates a different level then reasons must be sought. One should distinguish between component readiness level and the system readiness level. For instance, a component is investigated if it had achieved TRL 6. Although this investigation is in the context of the intended system in its environment, the focus is on that individual component, not the whole system.

This index informs the management when and where to intervene if the system readiness is lagging behind the schedules. The entries in each row identify which components require more management attention. A tightly controlled project ensures that TRL, IRL and SRL closely follow each other.

6. Concluding Remarks

In a previous paper by the lead author \([43]\) two new metrics where defined to complement API’s TRL scale, i.e. IRL and SRL. The Integration Readiness Level (IRL) indicates the readiness of two interfacing components to be brought together. The System Readiness Level (SRL) is a measure of the readiness of the entire system, which combines Technology Readiness Level (TRL) with IRL quantitatively into a system readiness metric. The methodology is further extended by adding a system engineering framework around the process to track the progress of a subsea system development. The process of estimating SRL is described using a case study, which is a simplified version of the development of an actual subsea subsystem.

Comparing the estimated SRL and values in the SRL table given in this paper would indicate the level of system readiness. These three indices can provide part of the required information for the sanction bodies to allow a project to move through the review gate to the next phase of development, in a gate-way process \([44]\). Technology development, Integration and Systems development follow similar evolution (or maturation) paths, TRL, IRL and SRL are not generally far apart, allowing performing arithmetic on the ordinal numbers \([47]\). This paper distinguishes readiness from maturity. If a technology is used in another system then it is matured, but it is considered not ready for the system under development until proven so. Thus, an existing mature theology enters into a new system at TRL 5 or 6 at best.

The proposed System Readiness Assessment methodology provides decision-makers with a snapshot of a system’s holistic state of readiness, and quantifies the level of component-to-component integration during the system development, helping to improve design, fabrication and installation management. Implementation of the SRA methodology aids decision makers in identifying both programmatic and technical risk areas.
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