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Abstract—In today’s competitive world, quality is considered as the key factor in the modern food industry and the quality of agricultural produce is of main concern for export. Specifically, quality of fruits is of major concern in the export and import industry as it has to conform to the quality norms of the corresponding country. In recent years, non-invasive imaging techniques such as Magnetic resonance imaging (MRI), X-ray, Computed tomography (CT), Nuclear magnetic resonance (NMR), Near infrared (NIR), Ultrasound and Hyper-spectral imaging are being employed to determine the quality of fruits. The “king of fruits”, Mango (Magnifera indica Linn) is the most economically important agricultural crop. India being the major producer of mangoes (50% of global production) and contributing majority of mango cultivars to the world market needs economical, non-destructive methods for quality evaluation of mangoes. There is a need to develop a non-destructive system that objectively classifies the internal quality of mangoes in real time. In this paper, an X-ray based computer vision methodology is proposed to automatically detect internal defects of mangoes and classify the quality into two groups, “Defective” and “Non-defective”. In the proposed methodology we built a dataset of 572 X-ray images of mangoes and validated it using Discriminant Function Analysis (DFA) predictive model which determines the group membership of each sample in the dataset based on the huge feature space extracted from the sample images. The features that best predicts the group membership were given as inputs to Multilayer Perceptron/Neural Network (MLP NN) with scaled conjugate gradient optimization algorithm and the optimized MLP architecture with maximum classification accuracy was determined. The proposed model was able to classify the X-ray image samples into Defective and Non-defective groups with an accuracy of 91.3%.
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I. INTRODUCTION

The term quality often describes the degree of excellence of a product and there is an increasing emphasis on the quality of agricultural products, specifically on fruits and vegetables from the consumer end. This has motivated the researchers and food industry across the globe to develop techniques that can be used to assess the quality of the agro-products. There is increased demand for the non-destructive methods for evaluating the quality so that the product is not damaged or destroyed. The quality of fruits is determined by many factors like shape, size, color, weight, texture, firmness, etc. Consumers consider these parameters for determining the quality of the fruit if and only if the fruit is free from internal and external defects. From past five decades lot of efforts has gone into the development of automated, consistent and rapid computer vision techniques to perform identification and classification of external defects of agricultural products. Numerous attempts are also being made to identify the internal defects of fruits but majority of them being destructive in nature. Researchers have managed to find some success in evaluating the internal quality of fruits using various imaging techniques with different spectrums such as MRI, X-ray, CT, NMR, ultrasound, optical, sonic, and NIR radiation [1]. These techniques require combination of effective sensors to measure the physical/chemical properties and computer vision with state-of-the-art classification algorithms to establish relationship between measured quality parameters of the product [2]. Among these imaging techniques, recently X-ray, which is predominantly used in medical field, is gaining popularity in food quality evaluation as it is much more convenient, cost effective (when compared to MRI), gives information about the whole fruit and also easily accessible, as it is available in airport and hospitals [3]. Soft X-rays have low penetration power and are able to expose the internal density changes more accurately [4]. Due to these reasons they are more suitable to detect major internal defects of fruits such as presence of insects, cavity/pits, water core, insect damage, fungal infection seed germination and bruise.

Based on two-dimensional (2-D) X-ray imaging technique, neural network has been employed to identify internal damage in apples due to watercore. The classifier was able to categorize the apples into three classes, clean, mild and severe based on different watercore levels using eight extracted features from X-ray images of apples with less than 10% false positive and negative ratios [5]. P. Chenet. al. have reviewed the quality assessment of fruits and vegetables based on physical properties such as density to detect frost damage in citrus, insect damage in fruits, cavities in potatoes and firmness to separate damaged fruits from good ones by using X-ray imaging technique [6]. X-ray photography with image analysis methods like density contours and pseudo-colors to express density changes were used as quarantine inspection of fruits such as apple, pear,
peach, cherry tomato and orange to detect the internal injuries caused by fruit fly pest [7] and soft X-ray technique aided with image processing practices such as color space conversion, adaptive threshold segmentation and Blob analysis was used to find the inside defects of pomegranate fruits [8].

Mango is the most economically important fruit of India. More than thousand mango varieties are found in India of which only 30 varieties are grown on commercial scale. India being the major producer of mangoes in the world, it is losing its shine in the world market due to post-harvest loss, restricted import by developed countries because of their quarantine needs and dearth of better technology for obtaining the correct information for harvesting and transportation [9]. Major reasons for post-harvest loss of mango fruits are internal injury, disease and pest attack. Some of these have no external symptoms and are not visible to naked eyes until the fruit is cut. Hence, there is need to develop a non-destructive model to separate the defective ones from good produce.

The major defects occurring in Mangoes are spongy tissue, anthracnose, seed weevil and fruit fly. Spongy tissue is a physiological disorder commonly occurring in “Alphonso” cultivar, where a desiccated sponge-like tissue is found in the flesh of ripened fruit. The reasons behind the spongy tissue may be biochemical disturbances or mechanical injury [9]. Anthracnose (Colletotrichum gloesporioides) begins as hidden infections in unripe fruit and develops when the mangoes begin to ripen. Infection in larger fruits usually remains dormant until fruit ripens. Seed weevil is a major quarantine pest and is found in protected position within the seed in the center of theme so carp and near the surface. Damage is confined almost entirely to destruction of the seed which is of prime concern for quarantine regulations [10]. Fruit fly is one of the world’s most destructive fruit pests which are commonly found in mango fruit. Eggs are deposited beneath the skin and its larvae feed on the flesh of the fruit resulting in damage and decay of flesh [11].

Although several studies have been reported involving different imaging techniques and computer vision on various fruits, limited work has been carried out on non-destructive quality evaluation of mangoes using X-ray imaging and neural networks. And also, there is lack of benchmark dataset availability for horticulture products like fruits. Hence in our proposed model, we build a dataset of X-ray images for mangoes and then validate the same using Discriminant Function Analysis (DFA). The X-ray images tend to be noisier than MRI or CT- scan due to the random distribution of photons within the image [12]. So we develop a predictive model which determines the group membership of each sample using DFA. In the course of predicting the group membership, the features that best predicts the group membership of each image were selected. Selected features were used to train the Multilayer Perceptron Neural Network (MLPNN) to detect and classify the X-ray images as defective or non-defective. Matlab R2014 and its image processing toolbox were used for image processing. IBM SPSS Statistics 20 was used for performing discriminant analysis of samples.

II. MATERIALS AND METHODS

In the direction of developing a reliable, objective, non-destructive automated quality analysis technique using X-ray imaging, the proposed model incorporates the following steps: (i) Sample collection and Image acquisition (ii) Pre-processing and segmentation (iii) Feature extraction (iv) Feature selection and Dataset validation using DFA, (v) Classification (vi) Experiments and validation.

A. Sample Collection and Image Acquisition

The “Alphonso” mango samples were collected from a grove in Mysuru, Karnataka, a southern state of India from 2016 and 2017 harvests. The collected samples were randomly selected depending on the external appearance and cleaned from dust and dirt. X-ray images of these samples were acquired using fixed digital radiography machine from GE healthcare (used for medical purpose) at The X-ray Institute diagnostic centre, Mysuru, Karnataka. The X-ray machine consists of control panel, high tension transformer and X-ray tube head. The current (mA), voltage (kV) and exposure time (ms) can be set to required values in the generator control panel. The technical specifications of the X-ray machine are given in Table I.

**Table I: Technical specifications of the X-ray machine**

| X-ray Generator | Anode voltage | 230V |
|----------------|---------------|------|
| Tube Current   | 0.5mA         |      |
| Penetration    | 100kVp        |      |
| Image Generating System | Detector Area | 14 X 17 cm² |
|                | Image Size    | 1710 X 2043 pixels |
|                | Image Capture | Manual trigger synchronized with the X-ray generator |
| Specifications | Power supply  | 250V AC, 50Hz |
|                | Power consumption | 2.5kVA maximum |
|                | Ambient temperature | 20-25°C |
|                | Input voltage  | 400V |
|                | Output current | 50Amps, 50 Hz |
|                | Exposure time  | 0.02 ms-0.04 ms |

The soft X-rays with longer wavelengths have low penetration power and are capable of revealing internal density changes [13]. Hence, based on trial and error methods, optimum output conditions of X-ray machine has been set to acquire ‘soft X-ray’ image of mango fruits such that internal defects are easily detectable. Accordingly, the output voltage and composite factor of the X-ray source were set to 45-50kV and 25mA respectively, with exposure time of 0.04 ms. At these output conditions, it was possible to get the images of mango soft tissues with better contrast revealing internal injuries and minimum noise as shown in Fig. 1b.

In total 572 fruit samples were imaged (Fig. 1a). After acquiring the images, the samples were cut open manually,
and depending on the presence or absence of defects, the X-ray images were labeled into Defective and Non-defective (Fig. 1c). Accordingly, 277 images were labeled as defective and 295 images as non-defective.

B. Pre-processing and Segmentation

The originally acquired X-ray images were low in contrast and noisy. So, to increase the quality of the images, image enhancement technique was used followed by segmentation of fruits from their surroundings.

- **Enhancement:** Contrast limited adaptive histogram equalization (CLAHE) was performed to increase the contrast of the X-ray images. It first divides the entire image into smaller regions called tiles and then enhances the contrast of each of these tiles such that the histogram of each output region matches the uniform distribution of the input [14].
  
  Since this method performs limited contrast enhancement, the noise level in the input image also reduces (Fig. 1d).

- **Segmentation using thresholding:** From the obtained high contrast gray value image, I, a binary image J is obtained by marking all the pixels that have gray values greater than a certain threshold T.

\[
f(i, j) = \begin{cases} 
1 & \text{if } I(i,j) > T \\
0 & \text{else}
\end{cases} \tag{1}
\]

Morphological operations were performed on the segmented image to eliminate isolated pixels in the background and to fill holes in the foreground (Fig. 1e).

C. Feature Extraction

The feature extraction method was applied only for gray channel as the dataset consists of X-ray image. A total of 376 geometric and intensity features were computed from segmented images of mangoes.

- **Geometric Features:** These include standard features like location, shape information like size, area, perimeter, Euler number and solidity; Invariant moments and Fourier descriptors like shape information invariant to scale, orientation, position based on Hu moments [15];

- **Intensity Features:** These include standard intensity features like standard deviation, kurtosis, skewness of the intensity in the image, boundary gradient, contrast measurements to assess the intensity difference between object and background; Haralick approach based statistical texture; Local binary patterns (LBP) based texture information based on the relationship between each pixel intensity value with its neighbors; Hu’s invariant moments based on shape and intensity values [16].

D. Feature Selection and Dataset Validation

Since there is lack of benchmark dataset for mangoes X-ray images, we have developed the dataset and built a predictive model based on discriminant function analysis which determines the group membership of each sample image, thereby validating the proposed dataset. The model consists of discriminant function based on linear combinations 376 predictor variables of both geometric and intensity features from gray channels. These features were analysed to provide the discrimination between 2 groups: defective and non-defective.

A discriminant score is calculated based on the weighted combination of the independent variables,

\[
D_i = a + b_1x_1 + b_2x_2 + \cdots + b_nx_n \tag{2}
\]

where ‘\(D_i\)’ is predicted discriminant score of discriminant function, ‘x’ is independent variable or predictor, ‘b’ is discriminant weight for predictor and ‘a’ is constant of discriminant function.

The number of discriminant functions is given by, \(g\), where ‘\(g\)’ is the number of groups. Since the proposed model has two groups, only one discriminant function is created in the study as the linear combination of independent predictor variables that entered the model.
This function maximizes the difference between the values of the dependent variable i.e., groups. In the present study, since the total number of predictor variables is 376, instead of entering independents together, the researcher has employed step-wise method to select the best predictor variables to be used in the model. The 31 predictor variables that entered the model and their significance in predicting the dependent are given in Table II. Among the variables that entered the model 16 are geometric features, only one from standard intensity, contrast, DCT, Hu moment and LBP feature space, 4 from Fourier, Haralick and 2 Gabor features. The predictor variables that entered the model, their standardized discriminant function coefficients, which indicate the discriminating ability and also the unstandardized discriminant function coefficients are given in Table II.

Table-II: Predictor Variables that Entered the Model

| Predictor Variables | Standardized Discriminant Coefficients of Function 1 | Unstandardized Discriminant Coefficients of Function 1 |
|---------------------|-----------------------------------------------------|------------------------------------------------------|
| Groups              | Features                                            |                                                      |
| Geometric Features  |                                                     |                                                      |
| center of grav i [px]| -0.91                                               | -0.006                                               |
| center of grav j [px]| -1.359                                              | -0.016                                               |
| Height [px]         | 5.06                                           | .031                                                 |
| Width [px]          | 4.151                                              | .032                                                 |
| Area [px]           | -1.745                                             | .000                                                 |
| Perimeter [px]      | -9.60                                              | -0.002                                               |
| Roundness           | 0.567                                              | 6.795                                                |
| Danielsson factor   | -0.48                                              | -4.369                                               |
| Euler Number        | 0.036                                              | 0.261                                                |
| Equivalent Diameter [px] | -4.650                           | -0.033                                               |
| Orientation [grad]  | 0.017                                              | .000                                                 |
| Eccentricity        | 0.195                                              | 4.294                                                |
| Hu-moment 1         | 0.686                                              | 129.417                                              |
| Hu-moment 2         | 0.124                                              | 167.254                                              |
| Hu-moment 3         | 0.185                                              | 318.9047                                              |
| Hu-moment 6         | 0.279                                              | 125.45293                                              |
| Standard intensity  | g-Intensity StdDev                                | 0.025                                               |
| Contrast            | g-contrast-K3                                      | 3.413                                               |
| Haralick            | g-Tx 3,d1(mean )                                   | -7.26                                               |
|                      | g-Tx 6,d1(range)                                   | -9.476                                              |
|                      | g-Tx 1,d2(mean )                                   | 0.825                                              |
|                      | g-Tx 1,d2(range)                                   | 34.733                                              |
|                      | g- Fourier Abs (2,4)                               | -7.26                                               |
|                      | g-Fourier Abs (3,3)                                | -9.476                                              |
|                      | g-Fourier Ang (2,2)[rad]                           | 3.413                                               |
|                      | g-Fourier Ang (3,4)[rad]                           | -7.26                                               |
|                      | g-DCT(1,4)                                         | -9.476                                              |
|                      | g-Hu-moment-int 4                                  | -0.025                                              |

The larger the absolute values of standardized discriminant function coefficients, greater the corresponding variable’s discriminating ability. So from the table we observe that some geometric features such as height, width, roundness and selected intensity features like contrast, Haralick, Gabor and LBP have significant discriminating ability.

The discriminant function of the model built from the unstandardized discriminant coefficients is:

\[ D_i = -46.954 - 0.006 \text{center of grav } i - 0.016 \text{center of grav } j + 0.031 \text{Height} + \ldots + 0.000 \text{g-LBP}(1,15)[8,u2] \]

Since our model has two groups, the optimal cutting point will be the weighted average of the two values.

Table III: Functions at Group Centroids

| Group       | Function 1 |
|-------------|------------|
| Defective   | -1.148     |
| Non-defective | 1.078   |

The plots of canonical discriminant function for two groups, defective and non-defective are given in Fig. 2. Since the two distributions do not overlap too much we can conclude that the discriminant function is good and discriminates the groups significantly.
weights of each neuron. Performance of this algorithm was evaluated for different MLP architectures.

The labeled dataset was partitioned into train and test samples in the ratio of 80:20. To avoid overtraining, the test sample was built as an independent set from that of train sample. The 31 predictor variables, i.e., features that entered the predictive model were rescaled by mean subtraction and dividing by standard deviation. These features form the first layer and the two categorical outputs, defective and non-defective, form the last layer of the network topology. Since the proposed dataset is much smaller in size, batch type training was performed where the weights were updated only after passing all training samples thereby directly minimizing the total error.

The scaled conjugate gradient algorithm is a variation of linear search based conjugate gradient algorithms and it is the combination of model-trust region based Levenberg-Marquardt algorithm and conjugate gradient approach [17]. Unlike other conjugate gradient algorithms where the performance is based on user fed parameters, SCG does not depend on any of those and is also faster than latter as it uses stepwise optimization instead of time consuming line search for every iteration.

The following training options were set: Initial $\lambda$ (lambda) = 0.0000005 and initial $\sigma$ (sigma) = 0.00005. In the proposed model different MLP architectures were created with one and two hidden layers and different activation functions at the hidden and output layer. The activation function of hidden layer/layers was set to hyperbolic tangent and sigmoid and that of output layer was checked for identity, soft max, hyperbolic tangent and sigmoid. Cross entropy error function was used for softmax function and sum-of-square for the remaining activation functions. The model was tested with different number of neurons in the hidden layer/layers to get an optimized classification results.

### III. RESULTS AND DISCUSSIONS

A huge feature space, consisting of 376 features, was built by extracting size and textural features from each image of the proposed dataset and then discriminant analysis was performed to obtain the a set of 31 features that best predicts the group membership of each image into two classes. In this way, it was possible to extract and select relevant features in an off-line process, thereby decreasing the computational cost during on-line disease classification process. Then, these selected features were used as predictor variables for MLP NN classifier with SCG optimization algorithm to achieve high classification performance. The train and test accuracy of different MLP architectures in terms of train and test accuracy is summarized in Table IV.
Table IV: Performance Summary of Different MLP Architectures

| Activation Function of Hidden Layer/Layers | Activation Function of Output Layer | Accuracy for One Hidden Layer (in %) | Accuracy for Two Hidden Layers (in %) |
|-------------------------------------------|-------------------------------------|--------------------------------------|--------------------------------------|
|                                           |                                     | Train  | Test   | Train  | Test   |
| Sigmoid                                   | Identity                            | 89     | 84     | 86.7   | 87.5   |
|                                           | Softmax                             | 86.5   | 88.5   | 87.8   | 84.1   |
|                                           | Hyperbolic Tangent                   | 90.4   | 83.6   | 86.5   | 87.4   |
|                                           | Sigmoid                             | 92.3   | 89.1   | 88.7   | 84.1   |
| Hyperbolic Tangent                        | Identity                            | 88.4   | 86.2   | 89.9   | 86.7   |
|                                           | Softmax                             | 92     | 89.3   | 82.5   | 89     |
|                                           | Hyperbolic Tangent                   | 90.7   | 86.6   | 92.6   | 83     |
|                                           | Sigmoid                             | **87.7** | **91.3** | **87** | **89.2** |

We see from the above table that the best MLP architecture is the one with train accuracy of 87.7% and test accuracy of 91.3%. It is built with one hidden layer, hidden layer activation function of hyperbolic tangent and output layer activation function of sigmoid with sum-of-squares error function. It is also observed that as we increased the number of hidden layers to two, the classification accuracy for test sample was much lower than that of one hidden layer.

Fig. 3 shows the optimized MLP topology with one hidden layer, 31 predictor values at the input layer, 10 neurons at the hidden layer/layers and two categorical classes at the output layer. The network performance for the above mentioned optimized architecture based on the combination of train and test samples are given in Table V as model summary.

Table V: Model summary

| Training | Sum of Squares Error | 43.676 |
|----------|----------------------|--------|
|          | Incorrect Predictions | 12.3% |
|          | Stopping Rule Used    | 1 consecutive step(s) with no decrease in error |
|          | Training Time         | 0:00:00.20 |
| Testing  | Sum of Squares Error  | 8.798  |
|          | Incorrect Predictions | 8.7%   |

Fig. 3. The MLP NN topology of the study with one hidden layer

Table VI displays the classification summary of each class by partition and overall. The overall percentage of correct predictions during training is 87.7% and 91.3% for test samples.

Table VI: Classification Summary

| Sample     | Observed | Predicted | % correct |
|------------|----------|-----------|-----------|
|            | Defective| Non-Defective|          |
| Training   | 194      | 24        | 89%       |
| Non-Defective | 32      | 207       | 86.6%     |
| Overall Percent     | 49.5%   | 50.5%     | 87.7%     |
| Testing   | 52       | 7         | 88.1%     |
| Non-Defective | 3       | 53        | 94.6%     |
IV. CONCLUSIONS

In this work, we have proposed a predictive model for internal quality analysis of Mango fruits by combining the discriminant function analysis and MLP NN on X-ray imaging technology. The two non-overlapping regions of DFA plot indicates that the samples in the manually prepared X-ray dataset are distinct and belong to two groups, defective and non-defective, with less discrimination among samples of the same group. During the process of DFA, the 31 input features that entered the predictive and that best discriminates the samples among two groups are used to train the MLP NN classifier. Different architectures of MLP were tested by varying the number of hidden layers from one to two and using various non-linear activation functions at the hidden and output layer. We observed that, in MLP NN the accuracy of test dataset decreases with more number of hidden layers as the network overfits to the training dataset. The network stops learning the trend and thus was not able to generalize to new data samples in test dataset resulting in lower classification accuracy. The use of SCG optimization algorithm in MLP further reduced the burden of handpicking the network parameters. Thus, in this study, we built a real time quality analysis system where extraction and selection of features was done in off-line and on-line disease classification with accuracy of 91.3% was done at decreased computational cost and elapsed time, the training time of the proposed model was 00.20 seconds.
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