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Abstract

This paper proposes a new biased estimator for estimating the regression parameters for the multiple linear regression models when the regressors are correlated. Theoretical comparisons and simulations results show that, the proposed estimator performs better than other existing estimators under some conditions in the smaller mean squares error sense. A real-life dataset is analyzed to illustrate the findings of the paper.
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Introduction

The ordinary least squares (OLS) estimator is the best linear unbiased estimator and has been used to estimate the parameters of the linear regression model since its inception. One of the important assumptions for the linear regression model is that the regressors (independent variables) are independent. However, in practice the regressors may or may not be independent, which causes the problem of multicollinearity. In the presence of the multicollinearity, the OLS estimator is inefficient and gives wrong sign of the parameters in the multiple linear regression models [1]. To handle these problems, many authors have given different types of estimators, to mention a few, [1-7], and recently [8], for one parameter biased estimator. However, to refer for two parameters mode, the following authors are notable, [9-15], among others.

The main objective of this paper is to propose a new two parameter biased estimator for the regression coefficients and then to compare the performance of the new estimator with the OLS, the ordinary ridge regression (ORR) of Hoerl and Kennard [1], the Liu of Liu [6] and the Kibria-Lukman (KL) of Kibria and Lukman [8] estimators. The rest of the paper is organized as follows: Some estimators and their statistical properties are given in Section 2. In section 3, the theoretical comparisons among the proposed estimator and existing estimators and the biasing parameters k and d are given. A Monte Carlo simulation study is performed in section 4. A real-life data are analyzed in section 5. Finally, Some Conclusions are given in section 6.

The Model and Estimators

Consider the following linear regression model:

\[ y = X\beta + \epsilon, \] (2.1)

where \( y \) is an \( n \times 1 \) vector of the response variable, \( X \) is a known \( n \times p \) full rank matrix of the explanatory variables, \( \beta \) is an \( p \times 1 \) vector of unknown regression coefficients, \( \epsilon \) is a \( n \times 1 \) vector of disturbance assumed to be distributed with mean vector 0 and variance covariance matrix \( \sigma^2 I \), and \( I \) is an identity matrix of order \( n \times n \). To define various estimators, canonical form of the model (2.1) is given by:

\[ y = Z\alpha + \epsilon, \quad \epsilon \sim N(0, \sigma^2 I_n) \] (2.2)

where, \( Z = XC, \alpha = C\beta \), and \( C \) is an orthogonal matrix such that \( Z'Z = C'X'X C = U = \text{diag}(u_1, u_2, \ldots, u_p) \).
Then, the OLS estimator of $\alpha$ is given as:

$$\hat{\alpha} = U^{-1}Z'y,$$  \hspace{1cm} (2.3)

and then the mean squared error matrix (MSEM) of $\hat{\alpha}$ is given by

$$\text{MSEM}(\hat{\alpha}) = \sigma^2 U^{-1}.\hspace{1cm} (2.4)$$

The ORR of $\alpha$ \cite{1] is

$$\hat{\alpha}_k = NU \hat{\alpha},\hspace{1cm} (2.5)$$

where, $N = [U + kI_p]^{-1}$ and the MSEM of $\hat{\alpha}_k$ would be

$$\text{MSEM}(\hat{\alpha}_k) = \sigma^2 NU N' + (NU - I_p)\alpha \alpha'(NU - I_p)' \hspace{1cm} (2.6)$$

Hoerl, et al. \cite{16] defined the biasing parameter $k$ for $\hat{\alpha}_k$ as follows:

$$\hat{k}_{HM} = \frac{p \hat{\sigma}^2}{\sum_{i=1}^{p} \hat{\alpha}_i^2},$$ \hspace{1cm} (2.7)

The Liu estimator of $\alpha$ \cite{6] is

$$\hat{\alpha}_d = F \hat{\alpha},\hspace{1cm} (2.8)$$

where, $F = [U + I_p]^{-1}[U + dI_p]$ and the biasing parameter $d$ of $\hat{\alpha}_d$ is given by

$$\hat{\alpha}_{opt} = 1 - \sigma^2 \left[ \frac{\sum_{i=1}^{p} 1/(u_i + 1)}{\sum_{i=1}^{p} (\hat{\alpha}_i^2 / (u_i + 1)^2)} \right],$$ \hspace{1cm} (2.9)

$$\text{MSEM}(\hat{\alpha}_d) = \sigma^2 F^T F + (1 - d)^2 (U + I_p)\alpha \alpha'(U + I_p)'.$$ \hspace{1cm} (2.10)

If $\hat{\alpha}_{opt}$ is negative, Ozkale and Kaciranlar [9] adopt the alternative biasing parameter below:

$$\hat{\alpha}_{alt} = \min \left[ \frac{\hat{\alpha}_i^2}{(\hat{\sigma}^2 / u_i) + \hat{\alpha}_i^2} \right]_{i=1}^{p},$$ \hspace{1cm} (2.11)

The recently proposed KL estimator by Kibria and Lukman [8] is defined as,

$$\hat{\alpha}_{KL} = NM \hat{\alpha},$$ \hspace{1cm} (2.12)

where, $M = (U - kI_p)$ and the biasing parameter $k$ of the KL estimator is defined by

$$\hat{k}_{min}(KL) = \min \left[ \frac{\hat{\sigma}^2}{2 \hat{\alpha}_i^2 + (\hat{\sigma}^2 / u_i)} \right],$$ \hspace{1cm} (2.13)

$$\text{MSEM}(\hat{\alpha}_{KL}) = \sigma^2 NM U^{-1} M' N' + [NM - I_p] \alpha \alpha'[NM - I_p]' \hspace{1cm} (2.14)$$

The new biased (NB) estimator of $\alpha$ is obtained by minimizing $(y - Z\alpha)'(y - Z\alpha)$ subject to

$$(\sqrt{k} \alpha + \sqrt{k} (1 + d) \hat{\alpha})(\sqrt{k} \alpha + \sqrt{k} (1 + d)) = c$$

where $c$ is a constant,

$$(y - Z\alpha)'(y - Z\alpha) + [(\sqrt{k} \alpha + \sqrt{k} (1 + d) \hat{\alpha})(\sqrt{k} \alpha + \sqrt{k} (1 + d) \hat{\alpha}) - c].$$ \hspace{1cm} (2.15)

Here, $k$ and $d$ are the Lagrangian multipliers.

The solution to (2.15) gives the new estimator as follows:

$$\hat{\alpha}_{NB} = (U + kI_p)^{-1}(U - k (1 + d) I_p) \hat{\alpha} = NB \hat{\alpha}$$ \hspace{1cm} (2.16)

where $B = (U - k (1 + d) I_p), \hspace{0.1cm} k \geq 0 \hspace{0.1cm} and \hspace{0.1cm} 0 < d < 1.$

Moreover, the proposed NB estimator is also obtained by augmenting $-\sqrt{k} (1 + d) \hat{\alpha} = \sqrt{k} \alpha + \epsilon'$ to equation (2.2) and then using the OLS estimate.

The proposed NB estimator is a general estimator which includes the OLS and the KL estimator:

If $k = 0$ in $\hat{\alpha}_{NB}$ becomes $\hat{\alpha}$. 

If \( d = 0 \) in \( \hat{\alpha}_{NB} \) becomes \( \hat{\alpha}_{KL} \).

The MSEM of the proposed NB estimator of \( \alpha \) is given by

\[
\text{MSEM}(\hat{\alpha}_{NB}) = \sigma^2NB^{-1}B'N' + \left[ NB - I_p \right] \alpha \alpha' \left[ NB - I_p \right].
\] (2.17)

The lemmas below will be used for theoretical comparisons among estimators in the next section.

**Lemma 2.1:** [17] Let \( \mathbf{E} \) be an \( n \times n \) positive definite matrix, that is \( \mathbf{E} > 0 \) and \( \alpha \) be some vector; then, \( \mathbf{E} \alpha \alpha' > 0 \) if and only if \( \alpha' \mathbf{E}^{-1} \alpha < 1 \).

**Lemma 2.2:** [18] Let \( \alpha_i = A_i y \), \( i = 1, 2 \) be two linear estimators of \( \alpha \). Suppose that \( D = \text{Cov}(\hat{\alpha}) - \text{Cov}(\hat{\alpha}_{NB}) > 0 \), where \( \text{Cov}(\hat{\alpha}_i) \) \( i = 1, 2 \) be the covariance matrix of \( \hat{\alpha}_i \) and \( b_i = \text{Bias}(\hat{\alpha}_i) = (A_i X - I)\alpha \), \( i = 1, 2 \). Consequently,

\[
\Delta(\hat{\alpha}_1 - \hat{\alpha}_2) = \text{MSEM}(\hat{\alpha}_1) - \text{MSEM}(\hat{\alpha}_2) = \sigma^2D + b_1 b_1' - b_2 b_2' > 0
\] (2.18)

if and only if \( b_2' \sigma^2D + b_1 b_1' \) \( b_2 < 1 \) where \( \text{MSEM}(\hat{\alpha}_i) = \text{Cov}(\hat{\alpha}_i) + b_i b_i' \).

**Comparison among the Estimators**

**Comparison between \( \hat{\alpha} \) and \( \hat{\alpha}_{NB} \)**

**Theorem 3.1:** \( \text{MSEM}(\hat{\alpha}) - \text{MSEM}(\hat{\alpha}_{NB}) > 0 \) if and only if

\[
\alpha' \left[ NB - I_p \right] \left( \sigma^2 \left( U^{-1} - NB^{-1}B'N' \right) \right) \left[ NB - I_p \right] \alpha < 1
\] (3.1)

**Proof:**

\[
D(\hat{\alpha}) - D(\hat{\alpha}_{NB}) = \sigma^2 \left( U^{-1} - NB^{-1}B'N' \right)
\]

\[
= \sigma^2 \text{diag} \left\{ \frac{1}{u_i} - \frac{(u_i - k (1 + d))^2}{u_i (u_i + k)^2} \right\}_{i=1}^p
\] (3.2)

where \( U^{-1} - NB^{-1}B'N' \) will be positive definite (pd) if and only if \( (u_i + k)^2 - (u_i - k (1 + d))^2 > 0 \) or \( (u_i + k) - (u_i - k (1 + d)) > 0 \). Clearly, for \( k > 0 \) and \( 0 < d < 1 \), \( u_i + k - (u_i - k (1 + d)) = k (2 + d) > 0 \). By Lemma 2.2. The proof is completed.

**Comparison between \( \hat{\alpha}_k \) and \( \hat{\alpha}_{NB} \)**

**Theorem 3.2:** \( \text{MSEM}(\hat{\alpha}_k) - \text{MSEM}(\hat{\alpha}_{NB}) > 0 \) if and only if

\[
\alpha' \left[ NB - I_p \right] \left[ V_1 + (NU - I_p) \alpha \alpha' (NU - I_p)' \right] \left[ NB - I_p \right] \alpha < 1
\] (3.3)

where, \( V_1 = \sigma^2 \left( NUN' - NB^{-1}B'N' \right) \)

**Proof:**

\[
V_1 = \sigma^2 \left( NUN' - NB^{-1}B'N' \right)
\]

\[
= \sigma^2 \text{diag} \left\{ \frac{u_i}{u_i + k} - \frac{(u_i - k (1 + d))^2}{u_i (u_i + k)^2} \right\}_{i=1}^p
\] (3.4)

where, \( NUN' - NB^{-1}B'N' \) will be pd if and only if \( u_i^2 - (u_i - k (1 + d))^2 > 0 \) or \( u_i - (u_i - k (1 + d)) > 0 \). Clearly, for \( k > 0 \) and \( 0 < d < 1 \), \( u_i - (u_i - k (1 + d)) = k (1 + d) > 0 \). By Lemma 2.2. The proof is completed.

**Comparison between \( \hat{\alpha}_d \) and \( \hat{\alpha}_{NB} \)**

**Theorem 3.3:** \( \text{MSEM}(\hat{\alpha}_d) - \text{MSEM}(\hat{\alpha}_{NB}) > 0 \) if and only if

\[
\alpha' \left[ NB - I_p \right] \left[ V_2 + (FU - I_p) \alpha \alpha' (FU - I_p)' \right] \left[ NB - I_p \right] \alpha < 1
\] (3.5)

where, \( V_2 = \sigma^2 \left( FU^{-1}F - NB^{-1}B'N' \right) \)

**Proof:**

\[
V_2 = \sigma^2 \left( FU^{-1}F - NB^{-1}B'N' \right)
\]

\[
= \sigma^2 \text{diag} \left\{ \frac{(u_i + d)^2}{u_i (u_i + 1)} - \frac{(u_i - k (1 + d))^2}{u_i (u_i + k)^2} \right\}_{i=1}^p
\] (3.6)
where, $F^*F - NB^{-1}BN'$ will be pd if and only if $(u_i + d)^2(u_i + k)^2 - (u_i + 1)^2(u_i - k(1 + d))^2 > 0$
or $(u_i + d)(u_i + k) - (u_i + 1)(u_i - k(1 + d)) > 0$. Clearly, for $k > 0$ and $0 < d < 1$,
$(u_i + d)(u_i + k) - (u_i + 1)(u_i - k(1 + d)) = u_i(2k + kd + d - 1) + k(2d + 1) > 0$. By Lemma 2.2. The proof is completed.

**Comparison between $\hat{\alpha}_{KL}$ and $\hat{\alpha}_{NB}$**

**Theorem 3.4:** $MSEM(\hat{\alpha}_{KL}) - MSEM(\hat{\alpha}_{NB}) > 0$ if and only if

$$\alpha'[NB - I_p'][V_3 + (NM - I_p)\alpha']\alpha'(NM - I_p')][NB - I_p] \alpha < 1$$

(3.7)

where, $V_3 = \sigma^2(NMU^{-1}M'N' - NB^{-1}BN')$

**Proof:**

$$V_2 = \sigma^2(NMU^{-1}M'N' - NB^{-1}BN')$$

$$= \sigma^2 \text{diag} \left\{ \frac{(u_i - k)^2}{u_i(u_i + k)^2} - \frac{(u_i - k(1 + d))^2}{u_i(u_i + k)^2} \right\}^p$$

(3.8)

where, $NMU^{-1}M'N' - NB^{-1}BN'$ will be pd if and only if $(u_i - k)^2 - (u_i - k(1 + d))^2 > 0$
or $(u_i - k) - (u_i - k(1 + d)) > 0$. Clearly, for $k > 0$ and $0 < d < 1$, $(u_i - k) - (u_i - k(1 + d)) = k d > 0$. By Lemma 2.2. The proof is completed.

**Selection of the parameters $k$ and $d$**

Different biasing parameters estimators of $k$ and $d$ are proposed in different studies, for example, Hoerl and
Kennard [1], Liu [6], [16,19-23], among others.

So the optimal values of $k$ and $d$ for the proposed NB estimator is going to be found. At first, by minimizing the
equation $m$, we obtain the optimal value of $k$ when $d$ is fixed as

$$MSEM(\hat{\alpha}_{NB}) = E((\hat{\alpha}_{NB} - \alpha)'(\hat{\alpha}_{NB} - \alpha)),$$

$$m = tr(MSEM(\hat{\alpha}_{NB})),$$

$$m = \sigma^2 \sum_{i=1}^p \frac{(u_i - k(1 + d))^2}{u_i(u_i + k)^2} + k^2(2 + d)^2 \sum_{i=1}^p \frac{\alpha_i^2}{(u_i + k)^2}$$

(3.9)

Differentiating $m$ with respect to $k$ and setting $(\partial m/\partial k) = 0$, we get

$$k = \frac{u_i \sigma^2}{(d + 1)(u_i \alpha_i^2 + \sigma^2)} + u_i \alpha_i^2.$$  (3.10)

Then, the estimated optimal value of $k$ is given as follows:

$$\hat{k} = \frac{u_i \hat{\alpha}_i^2}{(d + 1)(u_i \hat{\alpha}_i^2 + \hat{\sigma}^2)} + u_i \hat{\alpha}_i^2,$$  (3.11)

and,

$$\hat{k}_{\text{min}}(NB) = \min \left\{ \frac{u_i \hat{\alpha}_i^2}{(d + 1)(u_i \hat{\alpha}_i^2 + \hat{\sigma}^2)} + u_i \hat{\alpha}_i^2 \right\}.$$  (3.12)

Also, the optimal value of $d$ will be found by differentiating $m$ with respect to $d$ when $k$ is fixed and setting
$(\partial m/\partial d) = 0$, we get

$$d = \frac{u_i \sigma^2 - (2u_i \alpha_i^2 + \sigma^2)k}{k(u_i \alpha_i^2 + \sigma^2)}.$$  (3.13)

Then, the estimated optimal $d$ with the unbiased estimators is given by

$$\hat{d} = \frac{u_i \hat{\alpha}_i^2 - (2u_i \hat{\alpha}_i^2 + \hat{\sigma}^2)\hat{k}}{\hat{k}(u_i \hat{\alpha}_i^2 + \hat{\sigma}^2)},$$  (3.14)

and
\[ \hat{d}_{\min}(NB) = \min \left\{ \frac{u_i \hat{\sigma}^2 - (2u_i \hat{\alpha}_i^2 + \hat{\sigma}^2) \hat{k}_{\min}(NB)}{\hat{k}_{\min}(NB)(u_i \hat{\alpha}_i^2 + \hat{\sigma}^2)} \right\}_{i=1}^p. \]  

(3.15)

The parameters \( k \) and \( d \) estimators selection in \( \hat{\alpha}_{NB} \) are found iteratively as follows:

1. Find an initial estimate of \( d \) using \( \hat{d} = \min\left(\frac{\hat{\sigma}^2}{\hat{\alpha}_i^2}\right) \).
2. Determine \( \hat{k}_{\min}(NB) \) from (3.12) using \( \hat{d} \) in step 1.
3. Estimate \( \hat{d}_{\min}(NB) \) in (3.15) by using \( \hat{k}_{\min}(NB) \) in step 2.
4. If \( \hat{d}_{\min}(NB) > 1 \) or \( \hat{d}_{\min}(NB) < 0 \), use \( \hat{d}_{\min}(NB) = \hat{d} \).

**Simulation Study**

A Monte Carlo simulation study is performed to show the performance of the NB estimator over some existing estimators. It contains two parts: (i) Simulation technique and (ii) Results discussion.

**Simulation technique**

Using the equation below, we generate the explanatory variables (see, Gibbons [24] and Kibria [19]):

\[ x_{ij} = (1 - \rho^2)^{1/2} z_{ij} + \rho z_{i, p+1}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, p \]  

(4.1)

where \( z_{ij} \) are independent standard normal pseudo-random numbers and \( \rho \) is the correlation between any two explanatory variables and \( \rho \) here has two values 0.9 and 0.99. The \( n \) observations for the response variable \( y \) are gotten by the following equation:

\[ y_i = \beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i3} + \epsilon_i, \quad i = 1, 2, \ldots, n \]  

(4.2)

where \( \epsilon_i \) are \( i.i.d N(0, \sigma^2) \). The values of \( \theta \) are obtained as \( \theta' = \beta = 1 \) [25]. Also, we choose the values of the biasing parameters of the estimators as \( k = d = 0.1, 0.2, \ldots, 0.9 \) by following the work of Wichern and Churchill [26] and Kan, et al. [27] is that when \( k \) lies between 0 and 1, the ORR estimator performs better. The Monte Carlo simulation study replication is 1000 times for \( n = 50 \) and 100 and \( \sigma^2 = 1, 25, \text{ and } 100 \). For each replicate, we calculate the mean square error (MSE) of the estimators using the next equation:

\[ \text{MSE}(\alpha^*) = \frac{1}{1000} \sum_{j=1}^{1000} (\alpha_{ij}^* - \alpha_j)(\alpha_{ij}^* - \alpha_j) \]  

(4.3)

where \( \alpha_{ij}^* \) is the estimator and \( \alpha_j \) is the true parameter. The estimated MSEs of the estimators are shown in Table 1, Table 2, Table 3 and Table 4 for \( (\rho = 0.90 \text{ and } n = 50) \), \( (\rho = 0.99 \text{ and } n = 50) \), \( (\rho = 0.90 \text{ and } n = 100) \), and \( (\rho = 0.99 \text{ and } n = 100) \), respectively.

**Simulation results discussions**

From Table 1, Table 2, Table 3 and Table 4, we observed that, when the factors \( \sigma \) and \( \rho \) are going to increase, the estimated MSE values are also going to increase, while \( n \) is going to increase, the estimated MSE values are going to decrease. Also, the OLS estimator is performing the worst for all cases in presence of the multicollinearity. Moreover, the simulation results show that, the proposed NB estimator is performing better than the other estimators for most of cases. The Liu estimator gives better results in the MSE values when \( k = d = 0.1, 0.2 \) i.e. when the biasing parameters are near to zero. For \( \rho = 0.9 \): The condition number (CN) is approximately around 5 and the variance inflation factors (VIFs) are around 4 to 6 such that it is observed that a close agreement of the proposed NB (although better results) with the KL estimator for low values of \( k = d \) and a better performance as \( k = d \) increases for a fixed value of \( \sigma \). This improvement increases with the increase of the value of \( \sigma \) and an even better improvements is observed if \( \rho = 0.99 \) where the CN and the VIFs become larger and are approximately around 15 and around 36 to 61, respectively. So, the proposed NB estimator works better for the strong correlated explanatory variables. So, the performance of the proposed NB estimator almost depends on the value of \( \rho \), \( \sigma \), the biasing parameters \( k \) and \( d \), and the true parameter. Thus, simulation results are consistent with the theoretical results.

**Application**

To illustrate the theoretical and simulation results of this paper, we consider a real life data in this section. The Portland cement data was originally adopted by Woods, et al. [28]. This data was also analyzed by many researchers, for examples, [29,30]; Lukman, et al. [14] and recently by Kibria and Lukman [8], among others. And this data is analyzed here to explain the performance of the proposed NB estimator and the other existing estimators. The
Table 1: Estimated MSE for OLS, ORR, Liu, KL and the proposed NB.

\( \rho = 0.90, \ n = 50 \)

Eigenvalues of \( X'X \) are: 167.6671, 12.0130, and 6.3459

CN of \( X'X \) is 5.1402

VIFs are: 4.5049, 4.5496, and 6.3642

| \( \sigma \) | \( k = d \) | OLS    | ORR    | Liu    | KL    | NB    |
|------------|---------|--------|--------|--------|-------|-------|
| 5          | 0.1     | 5.279472 | 5.392794 | 4.501368 | 5.167362 | 5.156151 |
| 0.2        | 5.169786 | 4.951626 | 4.908600 |
| 0.3        | 5.063635 | 4.745182 | 4.651858 |
| 0.4        | 4.960817 | 4.547626 | 4.387642 |
| 0.5        | 4.861231 | 4.358554 | 4.117972 |
| 0.6        | 4.764776 | 4.177461 | 3.844646 |
| 0.7        | 4.671351 | 4.003943 | 3.569037 |
| 0.8        | 4.580653 | 3.837798 | 3.293307 |
| 0.9        | 4.492783 | 3.678622 | 3.019193 |
| 10         | 0.1     | 21.57118  | 21.11779  | 18.00547  | 20.66945 | 20.62491 |
| 0.2        | 20.67914 | 19.80671  | 19.63450 |
| 0.3        | 20.25454 | 18.98103  | 18.60743 |
| 0.4        | 19.84337 | 18.19081  | 17.55077 |
| 0.5        | 19.44523 | 17.43422  | 16.47179 |
| 0.6        | 19.05941 | 16.70974  | 15.37776 |
| 0.7        | 18.6854  | 16.01577  | 14.27564 |
| 0.8        | 18.32281 | 15.35109  | 13.17282 |
| 0.9        | 17.97123 | 14.71419  | 12.07607 |

Note: Smaller MSE value is bolded in each case.

Table 2: Estimated MSE for OLS, ORR, Liu and the proposed NB.

\( \rho = 0.99, \ n = 50 \)

Eigenvalues of \( X'X \) are: 182.2172, 1.2633, and 0.6648

CN of \( X'X \) is 16.5554

VIFs are: 40.6681, 42.3133, and 6.3647

| \( \sigma \) | \( k = d \) | OLS    | ORR    | Liu    | KL    | NB    |
|------------|---------|--------|--------|--------|-------|-------|
| 5          | 0.1     | 21.57118 | 21.11779 | 18.00547 | 20.66945 | 20.62491 |
| 0.2        | 20.67914 | 19.80671 | 19.63450 |
| 0.3        | 20.25454 | 18.98103 | 18.60743 |
| 0.4        | 19.84337 | 18.19081 | 17.55077 |
| 0.5        | 19.44523 | 17.43422 | 16.47179 |
| 0.6        | 19.05941 | 16.70974 | 15.37776 |
| 0.7        | 18.6854  | 16.01577 | 14.27564 |
| 0.8        | 18.32281 | 15.35109 | 13.17282 |
| 0.9        | 17.97123 | 14.71419 | 12.07607 |
1 0.1 1.984104 1.624860 0.580584 1.301724 1.271328
0.2 1.355478 0.694926 0.847110 0.759900
0.3 1.148316 0.819570 0.541416 0.403920
0.4 0.985626 0.954720 0.335580 0.005324
0.5 0.853372 1.100172 0.198390 0.010404
0.6 0.749598 1.256130 0.109344 0.000347
0.7 0.662490 1.422492 0.054366 0.000289
0.8 0.589866 1.599258 0.237415 0.000237
0.9 0.528768 1.786428 0.111118

5 0.1 49.60148 40.62089 14.51470 32.54249 31.78422
0.2 33.88736 17.37162 21.17836 18.99719
0.3 28.70841 20.48894 13.53397 10.09678
0.4 24.63953 23.86667 8.388276 4.326840
0.5 21.38450 27.50481 4.959444 1.16818
0.6 18.73975 31.40335 2.731764 0.256734
0.7 16.56164 35.5623 1.356702 0.132498
0.8 14.74645 39.98165 0.593538 0.041769
0.9 13.21767 44.66141 0.273156 0.008660

10 0.1 198.4053 162.4829 58.05881 130.1693 127.1369
0.2 135.5488 69.48658 84.71345 75.98878
0.3 114.8336 81.95598 54.13609 40.38731
0.4 98.55832 95.46690 33.55341 17.30726
0.5 85.3832 110.0192 19.83788 4.675476
0.6 74.95919 125.6130 10.92716 1.026936
0.7 66.24665 142.2492 5.426808 0.529992
0.8 58.98578 159.9258 2.374152 0.167072
0.9 52.87078 178.6448 1.092318 0.034653

Note: Smaller MSE value is bolded in each case.

**Table 3:** Estimated MSE for OLS, ORR, Liu, KL and the proposed NB.

\[
\rho = 0.90, \; n = 100
\]

Eigenvalues of \(X'X\) are: 273.8443, 18.5471, and 14.8552

CN of \(X'X\) is 4.2935

VIFs are: 4.2216, 3.9332, and 4.7453

\[
\sigma \quad k = d \quad | \quad OLS \quad | \quad ORR \quad | \quad Liu \quad | \quad KL \quad | \quad NB
\]

| 1 | 0.1 | 0.107464 | 0.106353 | 0.098172 | 0.105242 | 0.105141 |
|---|---|---|---|---|---|---|
| 0.2 | 0.105242 | 0.099182 | 0.103121 | 0.102616 |
| 0.3 | 0.104232 | 0.100192 | 0.101000 | 0.099990 |
| 0.4 | 0.103121 | 0.101202 | 0.098879 | 0.097162 |
| 0.5 | 0.102111 | 0.102212 | 0.096859 | 0.094233 |
| 0.6 | 0.101101 | 0.103323 | 0.094839 | 0.091203 |
| 0.7 | 0.100091 | 0.104333 | 0.092920 | 0.088072 |
### Table 4: Estimated MSE for OLS, ORR, Liu, KL and the proposed NB.

| $\rho$ | 0.8 | 0.9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
|-------|-----|-----|---|---|---|---|---|---|---|---|---|---|---|
| MSE   |     |     |   |   |   |   |   |   |   |   |   |   |   |
| 0.1   | 2.687711 | 2.659734 | **2.452785** | 2.631858 | 2.629131 |   |   |   |   |   |   |   |   |
| 0.2   | 2.632161 | 2.478338 | 2.577318 | 2.566410 |   |   |   |   |   |   |   |   |   |
| 0.3   | 2.605093 | 2.503992 | 2.523889 | 2.499851 |   |   |   |   |   |   |   |   |   |
| 0.4   | 2.57853 | 2.529848 | 2.471672 | 2.429656 |   |   |   |   |   |   |   |   |   |
| 0.5   | 2.55227 | 2.555805 | 2.420566 | 2.356128 |   |   |   |   |   |   |   |   |   |
| 0.6   | 2.526515 | 2.581863 | 2.370571 | 2.27957 |   |   |   |   |   |   |   |   |   |
| 0.7   | 2.501063 | 2.608123 | 2.321586 | 2.200184 |   |   |   |   |   |   |   |   |   |
| 0.8   | 2.476116 | 2.634484 | 2.273712 | 2.118374 |   |   |   |   |   |   |   |   |   |
| 0.9   | 2.451573 | 2.661047 | 2.226848 | 2.034443 |   |   |   |   |   |   |   |   |   |
| 10    | 10.75074 | 10.63884 | **9.810837** | 10.52753 | 10.51642 |   |   |   |   |   |   |   |   |
| 0.2   | 10.52875 | **9.913049** | 10.30917 | 10.26554 |   |   |   |   |   |   |   |   |   |
| 0.3   | 10.42037 | 10.01587 | 10.09556 | **9.999101** |   |   |   |   |   |   |   |   |   |
| 0.4   | 10.31392 | 10.11909 | 9.886587 | **9.718321** |   |   |   |   |   |   |   |   |   |
| 0.5   | 10.20908 | 10.22302 | 9.682062 | **9.424209** |   |   |   |   |   |   |   |   |   |
| 0.6   | 10.10586 | 10.32745 | 9.482082 | **9.117775** |   |   |   |   |   |   |   |   |   |
| 0.7   | 10.00435 | 10.43239 | 9.286243 | **8.800433** |   |   |   |   |   |   |   |   |   |
| 0.8   | 9.904464 | 10.53794 | 9.094646 | **8.473193** |   |   |   |   |   |   |   |   |   |
| 0.9   | 9.80609 | 10.64409 | 8.90719 | **8.137267** |   |   |   |   |   |   |   |   |   |

**Note:** Smaller MSE value is bolded in each case.

### Table 4: Estimated MSE for OLS, ORR, Liu, KL and the proposed NB.

**ρ = 0.99, n = 100**

Eigenvalues of $X'X$ are: 308.1041, 1.9490, and 1.5571

CN of $X'X$ is 14.0666

VIFs are: 40.7553, 36.2165, and 45.1145

| $\sigma$ | $k = d$ | OLS | ORR | Liu | KL | NB |
|----------|---------|-----|-----|-----|----|----|
| 1        | 1.011126 | 0.914532 | **0.491028** | 0.823038 | 0.814062 |
| 0.2      | 0.831504 | **0.539376** | 0.669936 | 0.639744 |
| 0.3      | 0.759492 | 0.590172 | 0.544782 | **0.487560** |
| 0.4      | 0.696660 | 0.643314 | 0.442170 | **0.357102** |
| 0.5      | 0.641478 | 0.698700 | 0.357612 | **0.247962** |
| 0.6      | 0.592722 | 0.756534 | 0.288048 | **0.159834** |
| 0.7      | 0.549372 | 0.816612 | 0.237274 | **0.092718** |
| 0.8      | 0.510714 | 0.879138 | 0.183498 | **0.046308** |
| 0.9      | 0.476136 | 0.943908 | 0.144738 | **0.020604** |
| 5        | 25.27764 | 22.86401 | **12.27468** | 20.57483 | 20.35277 |
| 0.2      | 20.78791 | **13.48522** | 16.74850 | 15.99462 |
| 0.3      | 18.98812 | 14.75430 | 13.62016 | **12.18941** |
| 0.4      | 17.41701 | 16.08193 | 11.05303 | **8.926428** |
| 0.5      | 16.03685 | 17.46811 | 8.94014 | **6.197520** |
| 0.6      | 14.81704 | 18.91294 | 7.200996 | **3.996156** |
| 0.7      | 13.73461 | 20.41622 | 5.767182 | **2.317440** |
| 0.8      | 12.76826 | 21.97814 | 4.586604 | **1.157496** |
regression model for this data is given by

$$y_i = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_4 x_4 + e_i.$$  (5.1)

For knowing more details about this data, we refer Woods, et al. [28].

To show the existence of the multicollinearity, different measures are calculated as the VIFs which are 38.50, 254.42, 46.87 and 282.51, Eigenvalues of $X'X$ are 44676.206, 5965.422, 809.952 and 105.419 and the CN of $X'X$ approximately equals 20.58. The VIFs, the eigenvalues and the CN tell us that there is a severe multicollinearity in the data. Also, $\hat{\sigma}$ is equal to 2.446. The correlation coefficients matrix of the explanatory variables are presented in Table 5 such that there is a significant and strong relationship among the following explanatory variables: $x_1$ and $x_4$, $x_2$ and $x_4$. Then, the estimated parameters and the MSE values of the estimators are presented in Table 6. It appears from Table 6 that the proposed NB estimator is performing the best where it is giving an obvious improvement over all existing estimators and a little improvement over the KL estimator in which this is consistent with the simulation results because $\hat{\sigma}$ here is small and not all the explanatory variables are significantly or strongly correlated at the same degree of correlation even though the data has high CN and VIFs.

### Some Concluding Remarks

In this paper, we proposed a new biased (NB) estimator for handling the multicollinearity problem in the multiple linear regression models. Some existing estimators are the special case of the proposed estimator. The proposed NB estimator is compared theoretically with the Ordinary least squares (OLS) estimator, the Ordinary ridge regression (ORR) estimator, the Liu estimator and the Kibria-Lukman (KL) estimator, and then the biasing parameters $d$ and $k$ of the NB estimator are derived. A Monte Carlo simulation study is performed for comparing the performance of the OLS, ORR, Liu, KL estimators.

### Table 5: The correlation coefficients matrix of the explanatory variables.

| Variables | $X_1$ | $X_2$ | $X_3$ | $X_4$ |
|-----------|-------|-------|-------|-------|
| $X_1$     | 1     | 0.229 | -0.824* | -0.245 |
| $X_2$     | 0.229 | 1     | -0.139 | -0.973* |
| $X_3$     | -0.824* | -0.139 | 1     | 0.030 |
| $X_4$     | -0.245 | -0.973* | 0.030 | 1     |

Note: *Correlation is significant at 0.05.

### Table 6: The results of regression coefficients and the corresponding MSE values.

| Coef. | $\hat{\alpha}$ | $\hat{\alpha}(\hat{k}_{min})$ | $\hat{\alpha}(\hat{d}_{alt})$ | $\hat{\alpha}_{KL}(\hat{k}_{min})$ | $\hat{\alpha}_{NB}(\hat{k}_{min}, \hat{d}_{min})$ |
|-------|----------------|-------------------------------|-------------------------------|-----------------------------------|-----------------------------------------------|
| $\alpha_0$ | 62.4053 | 8.58715 | 27.6657 | 27.6270 | 27.6004 |
| $\alpha_1$ | 1.55110 | 2.10461 | 1.90080 | 1.90884 | 1.9091 |
| $\alpha_2$ | 0.51016 | 1.06484 | 0.86996 | 0.86859 | 0.8689 |
| $\alpha_3$ | 0.10190 | 0.66808 | 0.46192 | 0.46782 | 0.4681 |
| $\alpha_4$ | -0.14406 | 0.39959 | 0.20801 | 0.20724 | 0.2075 |
| $MSE$ | 4912.0902 | 2989.8202 | 2170.9669 | 2170.9604 | 2170.9596 |
| $(k,d)$ | ------- | 0.007676 | 0.442224 | 0.000471 | (0.000471, 0.001536) |

Note: Smaller MSE value is bolded in each case.
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and the proposed NB estimators. The main finding of this simulation is that the proposed NB estimator performed better than the above mentioned estimators under some conditions. A real-life data is analyzed to support the findings of the paper.
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