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Abstract

Unsupervised learning is the most challenging problem in machine learning and especially in deep learning. Among many scenarios, we study an unsupervised learning problem of high economic value — learning to predict without costly pairing of input data and corresponding labels. Part of the difficulty in this problem is a lack of solid evaluation measures. In this paper, we take a practical approach to grounding unsupervised learning by using the same success criterion as for supervised learning in prediction tasks but we do not require the presence of paired input-output training data. In particular, we propose an objective function that aims to make the predicted outputs fit well the structure of the output while preserving the correlation between the input and the predicted output. We experiment with a synthetic structural prediction problem and show that even with simple linear classifiers, the objective function is already highly non-convex. We further demonstrate the nature of this non-convex optimization problem as well as potential solutions. In particular, we show that with regularization via a generative model, learning with the proposed unsupervised objective function converges to an optimal solution.

1 Introduction

Unsupervised learning, one major branch of machine learning involving learning without labeled data or without costly pairing input-output training data, has been a long standing research over decades. But it has achieved much less success compared with supervised learning that requires paired training data. Part of the difficulty in unsupervised learning is a lack of solid evaluation measures in the past. In this paper, we take a practical approach to grounding unsupervised learning using the same evaluation measure as that for supervised learning in prediction tasks without requiring paired input-output training samples. If successful, the benefit of such unsupervised learning would be tremendous. For example, in large scale commercial speech recognition systems, the currently dominant supervised learning methods typically require a few thousand hours of training material where each utterance in the acoustic form needs to be explicitly labeled with the corresponding word sequence by human. Although there are millions of hours of natural speech data available for training, labeling all of such acoustic data followed by supervised learning is simply not feasible. To make effective use of such huge amounts of acoustic data in speech recognition, the practical unsupervised learning approach outlined above would be called for.

In recent years, supervised learning has shown great successes in several major prediction tasks including speech recognition [13, 8], image recognition [20, 33], machine translation [28, 1], spoken language understanding [23, 22], and image captioning [10, 17, 30, 31]. These successes rely heavily on training highly expressive deep learning models using large amounts of labeled training data. That is, the training examples are input-output pairs, where the outputs are labels obtained typically by costly manual annotations. Unsupervised learning, however, is not as successful on these prediction tasks, although it has found other useful applications such as clustering [32], text analysis [5], etc. The majority of the work on unsupervised learning for prediction tasks in the past has been to
exploit the learned representations of the input data as feature vectors which are subsequently fed to a separate classifier; e.g., [21]. This approach, albeit widely used, is usually less effective than end-to-end learning with labeled data [6]. Another important line of work on using unsupervised learning to help prediction is pre-training, where an unsupervised model trained using unlabeled data is used to initialize a separate supervised learning algorithm [15, 3, 24, 9]. Pre-training is shown to be effective only when there is a small amount of labeled data available [13]. In prediction tasks with large amounts of paired training data, all the above unsupervised methods have played only an auxiliary role in helping supervised learning.

In this paper, we consider the unsupervised learning problem from a new and practical perspective. That is, instead of using unsupervised learning as an auxiliary step for supervised learning, we aim to develop an unsupervised learning algorithm that learns the input-to-output mapping (i.e., the predictor) from unpaired input-output training samples. Our approach has tremendous economic value in that it allows us to use a large amount of unlabeled data directly for prediction tasks. As we proceed to show in the paper, this is a very challenging problem since no clear and effective cost function has been established for such a problem in the literature. This paper represents our initial attempt to address this challenge by exploiting the sequence structure of the output samples to learn the predictor. This is dramatically different from most previous work which often exploits the structure of the input samples. The objective function we defined aims to make the predicted outputs fit well the structure of the output (e.g., a sequence structure that is learned separately using only output samples), while preserving the correlation between the input data and the predicted output labels. We will give a detailed study of this objective function on a predictive task in order to understand the nature and difficulties of the problem, as well as its potential solutions.

2 Related Work

For unsupervised learning applied to prediction and related tasks, several main approaches have been taken in the past. An important line of research has been to focus on exploiting the structure of input data by learning the data distribution using maximum likelihood rule. The most successful examples in this category include the restricted Boltzmann machine (RBM) [26, 15], the deep belief network [14], topic models [5], etc. The main technical challenge of these methods is the difficulty of computing the gradient of the likelihood function exactly. For this reason, various approximate methods have been developed, such as variational inference [16] and Monte Carlo methods [12].

Another important development is the methods that avoid the difficulties that arise in using maximum likelihood rule as the direct learning objective. These methods include autoencoder [2], denoising autoencoder [29], variational autoencoder [18], and generative adversarial network (GAN) [11]. However, these methods have been developed also aiming to model the input data distribution instead of learning the input-to-output mapping from unpaired input-output data.

A recent study that is more closely related to what we describe in this paper is [27], which proposes the output distribution matching (ODM) as an alternative unsupervised learning objective to the likelihood function of the data. The ODM cost function measures how well the distribution of each predicted output sample matches the distribution of target output samples. Dual autoencoder and GAN are used to implement the learning algorithm approximately. However, ODM does not exploit the structure of the output samples. In contrast, in the study reported in this paper, we explicitly exploit the sequence prior, a type of structure commonly found in speech and natural language data, of the output samples in the form of joint probability distribution of the outputs. We believe that the stronger the prior is, the better chance there is for this approach to work that exploits output distributions as the prior. The sequence prior is very strong, and in many possible applications such as speech recognition, machine translation, and image/video captioning, this sequence prior can be obtained from language models trained using a very large amount of text data freely available. The power of such a strong prior of language models in unsupervised learning has been demonstrated in an earlier study reported in [19].

In addition to exploiting output distributions as the structured prior, our approach further exploits other sources of prior information including the correlation between input and output. The latter is implemented in our work as a regularization term of the objective function, which is derived from a generative model with information flow from output to input. The use of generative models in our work is similar to an earlier study reported in [4] and to a more recent study reported in [25]. Finally,
our proposed unsupervised learning cost can be directly optimized using stochastic gradient descent in an end-to-end manner.

3 Problem Formulation

In this section, we first formulate the unsupervised learning problem. Let \( x_t \) be \( t \)-th input vector, which is an \( M \)-dimensional real-valued vector, and let \( y_t \) be the \( t \)-th output vector. In this paper, we consider the classification problem so that \( y_t \) is a \( C \)-dimensional one-hot vector that represents one of the \( C \) classes. In prediction tasks, the objective is to learn the conditional probability \( p(y_t|x_t, W_d) \) from training samples, where \( W_d \) represents the model parameter. \( p(y_t|x_t, W_d) \) can be any parametric model such as neural networks.

In supervised learning problems, the training algorithm is presented with paired data \((x_t, y_t)\), which are assumed to be generated from a ground truth distribution \( p(x_1, \ldots, x_T, y_1, \ldots, y_T) \). A common supervised training objective is

\[
\max_{W_d} \sum_{t=1}^{T} \ln p(y_t|x_t, W_d)
\]

where \( T \) is the number of training examples. It is clear that the supervised learning problem requires us to label each \( x_t \) with an output (label) \( y_t \) in order to solve the above optimization problem (1).

In this paper, we consider the unsupervised learning of \( p(y_t|x_t, W_d) \) from unpaired training sequences \( \{x_t, t = 1, \ldots, T\} \) and \( \{y_t, t = 1, \ldots, T\} \). The input samples \( \{x_t\} \) and the output samples \( \{y_t\} \) are unpaired in that they are not necessarily generated from the true joint distribution \( p(x_1, \ldots, x_T, y_1, \ldots, y_T) \) that we are trying to learn, and they are only required to be distributed according to the respective marginal distributions, i.e., \( \{x_t\} \sim p(x_1, \ldots, x_T) \) and \( \{y_t\} \sim p(y_1, \ldots, y_T) \). Therefore, \( \{x_t\} \) and \( \{y_t\} \) could be collected from two completely independent sources. In the rest of the paper, we assume that the probability distribution \( p(y_1, \ldots, y_T) \) of the output samples has a sequence structure, i.e., there is temporal dependency over \( y_1, \ldots, y_T \). Furthermore, we assume that \( p(y_1, \ldots, y_T) \) is known a priori, which, as we pointed out earlier, could be estimated from a different data source that has the same distribution of \( p(y_1, \ldots, y_T) \).

More formally, our objective in this paper is to learn the posterior probability \( p(y_t|x_t, W_d) \) (i.e., the predictor) from the input sequence \( \{x_t\} \) by exploiting the distribution \( p(y_1, \ldots, y_T) \) on the output sequence, where \( p(y_1, \ldots, y_T) \) is learned from another totally unpaired sequence \( \{y_1, \ldots, y_T\} \). Therefore, this is an unsupervised learning problem, which we will proceed to solve and analyze in the rest of the paper.

4 Learning to Predict from Unpaired Samples

We now develop a novel cost function for learning the predictor \( p(y_t|x_t, W_d) \) in an unsupervised manner. The cost function is designed based on the following two key insights. First, given a predictor \( p(y_t|x_t, W_d) \), we want the predicted output sequence \( \hat{y}_1, \ldots, \hat{y}_T \) from the input sequence \( x_1, \ldots, x_T \) to be consistent with the output distribution \( p(y_1, \ldots, y_T) \), with the definition of consistency to be explained later. Second, we want the predicted output \( \hat{y}_t \) to be based on the input \( x_t \); that is the output \( \hat{y}_t \) should be correlated with the input \( x_t \) rather than completely independent of it. Therefore, our proposed cost function will have two terms. The first term measures how well the predicted output fit into the output distribution, and the second condition is a regularization term, which prevents the learning algorithm from overfitting into \( p(y_1, \ldots, y_T) \) and obtaining trivial solutions that generate \( \hat{y}_t \) completely independently of the input \( x_t \). Below, we formalize these ideas by developing these two terms in the cost function.

We first establish the first term in the novel unsupervised learning cost function. Note that, for each input sample \( x_t \), the parametric conditional distribution \( p(y_t|x_t, W_d) \) defines a probability of the corresponding output sample \( y_t \). When the predictor \( p(y_t|x_t, W_d) \) is applied to each sample in the input sequence \( x_1, \ldots, x_T \), and generates the output according to this distribution, we will generate a random output sequence \( y_1, \ldots, y_T \). Then, the log-likelihood \( \ln p(y_1, \ldots, y_T) \) measures how well the generated sequence fit into the distribution \( p(y_1, \ldots, y_T) \). Motivated by this observation, we define the following term to measure the expected fitness of the predicted output with the current
As we discussed earlier, the maximization with respect to $\lambda$ where

$$p_{\lambda}(\tau) = \sum_{\tau=1}^{T} \prod_{t=1}^{\tau-1} p(y_t|x_t, W_d) \sum_{t=1}^{T} \ln p(y_t|y_{t-1}, \ldots, y_1)$$

where the last expectation is evaluated with respect to $\prod_{\tau=1}^{T} p(y_t|x_t, W_d)$. The above learning problem (4) can be solved by using stochastic gradient, and the gradients can be computed by back propagation if the discriminative model $p(y_t|x_t, W_d)$ and the generative model $p(x_t|y_t, W_d)$ are (deep) neural networks.

$$5 \text{ Experiments and Analysis}$$

In this section, we use a simplified prediction task on a synthetic dataset to study the effectiveness of the proposed approach. We will also analyze the behaviors of the proposed objective function in
The importance of regularization

The local and global optima

Unsupervised vs supervised costs

We first plot the landscape of the cost function (4) for \( \gamma \) where we randomly generate a permutation matrix \( Q \). The synthetic data we use to evaluate the algorithm are generated in the following manner. We first generate a sequence \( d \), i.e., a Markov chain, which is described by Figure 1. And we consider a four-class classification problem so that \( y_t \) is a 4-dimensional one-hot vector. Therefore, the inputs \( \{ x_t \} \) are also a 4-dimensional one-hot vectors except that each of them is transformed from the output \( y_t \) according to an unknown permutation. Our objective is to learn \( p(y_{t-1}|y_t), W \) from the input sequence \( x_1, \ldots, x_T \) without the paired output sequence \( y_1, \ldots, y_T \). Instead, we only have a sequence of unpaired samples \( y_1, \ldots, y_T \) that is generated according to the same distribution \( p(y_1, \ldots, y_T) \), from which we could estimate \( p(y_{t-1}|y_t) \). In our study below, we choose \( p(y_t|x_t, W_d) \) and \( p(x_t|y_t, W_g) \) to be the softmax functions:

\[
p(y_t|x_t, W_d) = \text{softmax}(\gamma W_d x_t) \quad p(x_t|y_t, W_g) = \text{softmax}(\gamma W_g y_t)
\]

where \( \gamma \) is a positive number that controls the sharpness of the softmax function. Even though we are using simple linear classifiers, as we proceed to reveal, the unsupervised learning cost is still highly non-convex and the problem remains difficult.

5.1 Experimental setup

The synthetic data we use to evaluate the algorithm are generated in the following manner. We first generate the output sequence \( y_1, \ldots, y_T \) according to the distribution \( p(y_1, \ldots, y_T) = \prod_{t=1}^T p(y_t|y_{t-1}) \), i.e., a Markov chain, which is described by Figure 1. And we consider a four-class classification problem so that \( y_t \) is a 4-dimensional one-hot vector. After the sequence \( y_1, \ldots, y_T \) is generated, we randomly generate a permutation matrix \( Q \) and fix it over time. For each \( y_t \), we generate \( x_t \) by multiplying \( Q \) to the left of \( x_t \), i.e., \( x_t = Q y_t \). Therefore, the inputs \( \{ x_t \} \) are also a 4-dimensional one-hot vectors except that each of them is transformed from the output \( y_t \) according to an unknown permutation. Our objective is to learn \( p(y_{t-1}|y_t), W \) from the input sequence \( x_1, \ldots, x_T \) without the paired output sequence \( y_1, \ldots, y_T \). Instead, we only have a sequence of unpaired samples \( y_1, \ldots, y_T \) that is generated according to the same distribution \( p(y_1, \ldots, y_T) \), from which we could estimate \( p(y_{t-1}|y_t) \). In our study below, we choose \( p(y_t|x_t, W_d) \) and \( p(x_t|y_t, W_g) \) to be the softmax functions:

\[
p(y_t|x_t, W_d) = \text{softmax}(\gamma W_d x_t) \quad p(x_t|y_t, W_g) = \text{softmax}(\gamma W_g y_t)
\]

where \( \gamma \) is a positive number that controls the sharpness of the softmax function. Even though we are using simple linear classifiers, as we proceed to reveal, the unsupervised learning cost is still highly non-convex and the problem remains difficult.

5.2 The landscape of the proposed unsupervised cost function

We first plot the landscape of the cost function (4) for \( \lambda = 0 \) case and compare it with the supervised cost (cross-entropy) in Figure 2(a). Specifically, we plot the negative of the objective function (4) along the line \( t W_{d,0} + (1-t) W_{d,1} \), where \( t \) is a real scalar, \( W_{d,0} \) is the ground truth (obtained from the permutation matrix) and \( W_{d,1} \) is the finally converged solution by optimizing (4) without regularization (\( \lambda = 0 \)). Obviously, the objective function is highly-nonconvex. On the other hand, the cost function for supervised learning is convex since the classifier is linear. An important observation
we can make from Figure 2(a) is that the global optimal solution to (2) (i.e., the first term in (4)) coincides with the global optimal solution of the supervised learning problem. On the other hand, there is a local optimal solution, which the algorithm could easily get stuck in, as shown in the figure. We also note that the cost function of the local optimal solution seems to be very close to that of the global optimal solution. There are two important questions to ask: (i) how good is this local optimal solution in compare with the global optimal solution, and (ii) how does the regularization term (second term in (4)) help the algorithm escape from local optima. To answer the first question, we visualize the weight matrix $W_d$ in the middle part of Figure 2(c). We observe that the columns of the matrix are linearly dependent and the matrix is almost rank one by computing its singular values. With $W_d$ being rank-1 (e.g., $W_d \approx ab^T$), the probability $p(y_t|x_t, W_d) = \text{softmax}(\gamma ab^T x_t) = \text{softmax}(a)$, which is independent of $x_t$. Therefore, this local optimal solution is a trivial solution which totally ignores the inputs, although its cost is close to that of the global optimal solution. We repeated the experiments many times and all the local optimal solutions end up with rank-1. In Figures 3(a) and 3(b) we plot more landscapes of the supervised and unsupervised cost functions along other random lines that pass through the ground truth solution. From the figures, we note similar behaviors as in Figure 2.

5.3 The importance of regularization

We now address the second question on the importance of regularization. In Figure 2(b), we plot the landscapes of the unsupervised cost function (4) for $\lambda = 0$ and $\lambda = 30$. The landscapes show the values of the cost function along a random line that passes through the ground truth (global optimal solution). We observe that the regularization term creates a “slope” at the original position of the local optimal solution, which allows the algorithm to escape from the trivial solution. In Figures 3(b) and 3(d), we plot more landscapes for the unsupervised cost with different levels of regularization.
Figure 4: Sensitivity of the performance with respect to the estimation accuracy of $p(y_1, \ldots, y_T)$.

and note similar behaviors, where the local optima are smoothed out by the regularization term. In the end, the obtained solution with $\lambda = 30$ is shown in the right part of Figure 2(c). As a reference, we also put the global optimal solution to the supervised problem in the left part of Figure 2(c). We see that the solution obtained from unsupervised learning problem (4) with $\lambda = 30$ is very close to the supervised solution.

### 5.4 The impact of imperfect $p(y_1, \ldots, y_T)$

So far we have only considered the case where the probability $p(y_1, \ldots, y_T)$ is precisely known. In practice, this prior probability is estimated from a separate data sequence, which would always have estimation error. To examine the robustness of the algorithm with respect to the estimation error of $p(y_1, \ldots, y_T)$ (in this synthetic data case, $p(y_1, \ldots, y_T)$ is represented by the transition matrix $P$ of the Markov chain in Figure 1), we add different levels of noise to the transition matrix be $P \leftarrow P + N(0, \sigma^2_P)$ (and normalize the columns of $P$ so that they sum up to one) and evaluate the performance of the unsupervised learning algorithm. The test error for different variance of noise ($\sigma^2_P$) and different $\lambda$ are shown in Figure 4. As the estimation error of $p(y_1, \ldots, y_T)$ increases, the performance of the unsupervised learning algorithm degrades. Furthermore, it is also noticeable that the regularization parameter $\lambda$ has to be set to a reasonable value to achieve the best performance. This is not surprising because if $\lambda$ is too small, the “slope” created by the regularization is not steep enough. On the other hand, if $\lambda$ is too large, the regularization term will overwhelm the first term (which contains the information regarding $p(y_t | x_t)$ in (4)) so that the algorithm is not able to learn meaningful information.

### 6 Conclusions

In this paper we study the important problem of unsupervised learning for prediction tasks, which is to learn to predict without using input-label paired data. We address this challenging problem by exploiting the sequence structure of the output samples to learn the predictor. That is, we proposed an objective function that aims to make the predicted outputs fit into the structure of the output while preserving the correlation between the input and the predicted output. On a synthetic structural prediction problem, we show that, even with simple linear classifiers, the objective function is already highly non-convex. On the other hand, this objective function converges to an optimal solution. We are currently investigating the behavior of more complicated and realistic models with real-world data.

Along this line of research, a recent work [7] shows that the local optima during supervised learning of the deep neural networks are well behaved. However, as we have demonstrated in our paper, this is not the case in the unsupervised learning problem, where the other local optimal solutions represent trivial solutions, although the values of the cost function are close to the global optimum. This leads to a further question on how to design even better objective functions to eliminate the trivial solutions from the set of local optima.
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