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Abstract

In this paper, we propose new Distributed Asynchronous Dual-Free Coordinate Ascent method (Asy-df SDCA), and provide the proof of convergence rate for two cases: the individual loss is convex and the individual loss is non-convex but its expected loss is convex. Stochastic Dual Coordinate Ascent (SDCA) model is a popular method and often has better performances than stochastic gradient descent methods in solving regularized convex loss minimization problems. Dual-Free Stochastic Dual Coordinate Ascent method is a variation of SDCA, and can be applied to non-convex problem when its dual problem is meaningless. We extend Dual-Free Stochastic Dual Coordinate Ascent method to the distributed mode with considering the star network in this paper.

1 Introduction

We consider the following ℓ₂-norm regularized loss minimization problem:

\[
\min_{w \in \mathbb{R}^d} P(w) = \frac{1}{n} \sum_{i=1}^{n} \phi_i(w) + \frac{\lambda}{2} ||w||^2.
\]  (1)

Many optimization methods have been proposed to solve this problem including [6, 15, 2, 12, 13, 14, 16, 18]. Experimental results in [18] verify that SDCA method enjoys strong theoretical convergence guarantee properties and often has better performances than stochastic gradient descent (SGD) based methods. In [6], the paper points out that SDCA is a variation of SGD method, and its update is based on an unbiased estimate of gradient. Unlike most of the SGD methods which solve primal problem directly, as its name indicates, SDCA is derived by considering a dual problem of (1). However, the dual problem of \( \phi_i \) is meaningless sometimes. In [13], a variation of SDCA was proposed and applied to problems in which individual \( \phi_i \) is non-convex.

Recently, as the size of data and model grows larger and larger, many distributed optimization algorithms have been proposed to solve large-scale problems [9, 21, 22, 11, 8, 1]. There are mainly two architectures in distributed system: one is shared-memory architecture, and the other one is distributed-memory structure.
architecture. In this paper, we only consider distributed-memory architecture. In [19, 5, 17], distributed SDCA method was proposed with proved linear convergence when \( \phi_i \) is smooth and convex.

In this paper, we propose a Distributed Asynchronous Dual-Free Coordinate Ascent (Asy-df SDCA) method. The corresponding convergence analysis is provided on two different assumptions: one is that \( \phi_i \) is \( L \)-smooth and convex, and the other one is that \( \phi_i \) is \( L \)-smooth and non-convex, but the average of \( \phi_i \) is strongly convex.

## 2 Asynchronous Dual Free Stochastic Dual Coordinate Ascent Method

Details of our proposed Distributed Asynchronous Dual-Free Coordinate Ascent method (Asy-df SDCA) are described in Algorithms (1) and (2). Algorithm (1) presents the pseudo code of Asy-df SDCA on each worker node. \( \alpha_i \in \mathbb{R}^d, i \in \{1, \cdots, n\} \) denotes pseudo-dual vector for each sample, and they are maintained by workers. We assume datasets are evenly distributed in \( K \) workers, and there are \( n_k \) samples in worker \( k \). Algorithm (1) summarizes the pseudo code on server node. Parameter \( w \) is maintained in the server, and \( v_i \) represents update received from workers in each iteration.

### Algorithm 1 Asy-df SDCA (Worker \( k \))

Initialize \( \alpha_i^{0,0} \in \mathbb{R}^d, i \in \{1, \cdots, n_k\} \)

for \( s = 1, 2, \cdots, S \) do

for \( t = 1, 2, \cdots, n_k \) do

  Pull \( w^{s,t-\tau} \) from server.

  Randomly select sample \( i \) from \( \{1, \cdots, n_k\} \);

  \( v_i^{s,t} = \nabla \phi_i(w^{s,t-\tau}) + \alpha_i^{s,t-\tau} \)

  Update \( \alpha_i^{s,t} = \alpha_i^{s,t-1} - \lambda \eta v_i^{s,t} \)

  Push \( v_i^{s,t} \) to server.

end for

end for

### Algorithm 2 Asy-df SDCA (Server)

Initialize \( w^{0,0} \in \mathbb{R}^d \).

for \( s = 1, 2, \cdots, S \) do

for \( t = 1, 2, \cdots, n \) do

  Receive \( v_i^{s,t} \) from worker.

  Update \( w_i^{s,t} = w_i^{s,t-1} - \eta v_i^{s,t} \)

end for

\( w^{s+1,0} = w^{s,n} \)

end for
3 Convergence Analysis

We provide convergence analysis of our proposed method on two different cases: (1) \( \phi_i \) is \( L \)-smooth and convex, and (2) \( \phi_i \) is \( L \)-smooth and non-convex, but the average of \( \phi_i \) is strongly convex.

3.1 Convex Case

For further analysis, in this section, we make the following assumptions for problem (1). All of them are common assumptions in the theoretical analysis of distributed methods and stochastic gradient method.

**Assumption 1** We assume the following conditions hold:

- \( \phi_i \) is \( L \)-smooth,
  \[ \| \nabla \phi(x) - \nabla \phi_i(y) \| \leq L \| x - y \|. \]  
  \( (2) \)

- \( \phi_i \) is convex,
  \[ \phi_i(x) \geq \phi_i(y) + \nabla \phi_i(y)^T (x - y). \]  
  \( (3) \)

- Time delay \( \tau \) is no larger than \( \Delta \).

Following the above assumptions, we know that our method is able to have linear convergence rate with the following theorem.

**Theorem 1** When the above assumptions satisfy, and let \( w^* \) be the minimizer of \( P(w) \), \( \alpha_i^* = -\nabla \phi_i(w^*) \). If \( \eta \leq \frac{1}{2L + n\lambda + 4L\Delta} \), then we have

\[
E \left[ \| w^{s,0} - w^* \|^2 + \frac{1}{2L} \sum_{i=1}^{n} \| \alpha_i^{s,0} - \alpha_i^* \|^2 \right] 
\leq e^{-\eta^s} \left[ \| w^{0,0} - w^* \|^2 + \frac{1}{2L} \sum_{i=1}^{n} \| \alpha_i^{0,0} - \alpha_i^* \|^2 \right].
\]  
(4)

3.2 Non-Convex Case

For further analysis, in this section, we make the following assumptions for problem (1).

**Assumption 2** We assume the following conditions holds:

- \( \phi_i \) is \( L \)-smooth,
  \[ \| \nabla \phi(x) - \nabla \phi_i(y) \| \leq L \| x - y \|. \]  
  \( (5) \)

- \( \phi_i \) is non-convex, and the average of \( \phi_i \) is \( \gamma \)-strongly convex,
  \[ \frac{1}{n} \sum_{i=1}^{n} \phi_i(x) \geq \frac{1}{n} \sum_{i=1}^{n} \phi_i(y) + \frac{\gamma}{2} \| x - y \|^2. \]  
  \( (6) \)
• Time delay $\tau$ is no larger than $\Delta$.

Following the above assumptions, we know that our method is able to have linear convergence rate with the following theorem.

**Theorem 2** When the above assumptions satisfy, and let $w^*$ be the minimizer of $P(w)$, $\alpha_i^* = -\nabla \phi_i(w^*)$. If $\eta$ satisfies that:

$$
\left( \Delta^2 + \frac{2\gamma \Delta}{\gamma - \lambda} \right) \eta^2 + \left( \frac{2\Delta + 1}{\gamma - \lambda} + \frac{n}{2L^2} \right) \eta - \frac{1}{2L^2} \leq 0,
$$

(7)

then we have the final conclusion:

$$
\mathbb{E} \left[ \frac{1}{\gamma - \lambda} \|w^{s,0} - w^*\|^2 + \frac{1}{2L^2} \eta^2 + \frac{n}{2L^2} \sum_{i=1}^{n} \|\alpha_i^{s,0} - \alpha_i^*\|^2 \right] \\
\leq e^{-\eta \lambda s} \left[ \frac{1}{\gamma - \lambda} \|w^{0,0} - w^*\|^2 + \frac{1}{2L^2} \eta^2 + \frac{n}{2L^2} \sum_{i=1}^{n} \|\alpha_i^{0,0} - \alpha_i^*\|^2 \right].
$$

(8)
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A Proof of Theorem \[\text{\textbf{1}}\]

Lemma 3 Assuming that each $\phi_i$ is $L$-smooth and convex, for every $w$, we have:

$$
\frac{1}{n} \sum_{i=1}^{n} \|\nabla \phi_i (w) - \nabla \phi_i (w^*)\|^2 \leq 2L \left( P(w) - P(w^*) - \frac{\lambda}{2} \|w - w^*\|^2 \right) \tag{9}
$$

This lemma was proved in [13].

Proof 1 (Proof of Theorem \[\text{\textbf{1}}\]). As per Lemma 3 we know that:

$$
\mathbb{E}[\|\nabla \phi_i (w^{t-\tau}) + \alpha_i^*\|^2] \leq \mathbb{E}[\|\nabla \phi_i (w^{t-\tau}) - \nabla \phi_i (w^{t-1}) + \nabla \phi_i (w^{t-1}) - \nabla \phi_i (w^*)\|^2]
\leq 2\mathbb{E}[\|\nabla \phi_i (w^{t-\tau}) - \nabla \phi_i (w^{t-1})\|^2] + 2\mathbb{E}[\|\nabla \phi_i (w^{t-1}) - \nabla \phi_i (w^*)\|^2]
\leq 4L \left( P(w^{t-\tau}) - P(w^{t-1}) - \frac{\lambda}{2} \mathbb{E}[\|w^{t-\tau} - w^{t-1}\|^2] \right)
+ 4L \left( P(w^{t-1}) - P(w^*) - \frac{\lambda}{2} \mathbb{E}[\|w^{t-1} - w^*\|^2] \right)
\leq 4L(P(w^{t-\tau}) - P(w^*)) - 2\lambda L \mathbb{E}[\|w^{t-1} - w^*\|^2] \tag{10}
$$

$$
\mathbb{E}[(w^{t-1} - w^*)^T v_i^t] = \mathbb{E}[(w^{t-1} - w^{t-\tau} + w^{t-\tau} - w^*)^T v_i^t]
= \eta \sum_{j=t-\tau+1}^{t-1} \mathbb{E}[(v_{j, i}^t)^T v_i^t] + (w^{t-\tau} - w^*)^T \nabla P(w^{t-\tau})
\geq \eta \sum_{j=t-\tau+1}^{t-1} \mathbb{E}[(v_{j, i}^t)^T v_i^t] + P(w^{t-\tau}) - P(w^*) \tag{11}
$$

where the final inequality follows from convexity of $P(w)$.

Let’s define $C_t = c_a A_t + c_b B_t$, and take expectation over $i$:

$$
\mathbb{E}[C_t] = \mathbb{E} \left[ c_a (1 - \eta) A_{t-1} + c_a \eta \lambda \|\nabla \phi_i (w^{t-\tau}) + \alpha_i^*\|^2 - c_a \eta \lambda (1 - \beta) \|v_i^t\|^2 \right]
+ c_b B_{t-1} - 2c_b \eta (w^{t-1} - w^*)^T v_i^t + c_b \eta^2 \|v_i^t\|^2
\leq \mathbb{E} \left[ c_a (1 - \eta \lambda) A_{t-1} + c_a \eta \lambda \left( 4L(P(w^{t-\tau}) - P(w^*)) - 2\lambda L \mathbb{E}[\|w^{t-1} - w^*\|^2] \right)
- c_a \eta \lambda (1 - \beta) \|v_i^t\|^2 + c_b B_{t-1} + c_b \eta^2 \|v_i^t\|^2
- 2c_b \eta \left( \eta \sum_{j=t-\tau+1}^{t-1} \mathbb{E}[(v_{j, i}^t)^T v_i^t] + P(w^{t-\tau}) - P(w^*) \right) \right]
\leq c_a (1 - \eta \lambda) \mathbb{E}[A_{t-1}] + (c_b - 2c_a \eta \lambda) \mathbb{E}[B_{t-1}]
+ (c_b \eta^2 - c_a \eta \lambda (1 - \beta) + c_b \Delta \eta^2) \mathbb{E}[\|v_i^t\|^2]
+ (4c_a \eta \lambda - 2c_b \eta) \left( P(w^{t-\tau}) - P(w^*) \right) + c_b \eta^2 \sum_{j=t-\tau+1}^{t-1} \mathbb{E}[\|v_{j, i}^t\|^2] \tag{12}
$$
Summing over $E[C_t]$, we have:

$$
\sum_{t=1}^{n} E[C_t] \leq \sum_{t=1}^{n} \left( c_a (1 - \eta \lambda) E[A_{t-1}] + (c_b - 2c_a \eta L \lambda^2) E[B_{t-1}] \right) \\
+ \sum_{t=1}^{n} (4c_a \eta \lambda L - 2c_b \eta) \left( P(w^{t-1}) - P(w^*) \right) \\
+ \sum_{t=1}^{n} (c_b \eta^2 - c_a \eta \lambda (1 - \beta) + 2c_b \Delta \eta^2) E[\|v_t^i\|^2]
$$

(13)

We denote

$$
c_b - 2c_a \eta L \lambda^2 = c_b (1 - \eta \lambda)
$$

(14)

$$
c_b \eta^2 - c_a \eta \lambda (1 - \beta) + 2c_b \Delta \eta^2 \leq 0.
$$

(15)

Therefore, if $c_b = 2c_a \lambda L$ and $\eta \leq \frac{1}{2L_n + \eta L + 4L \Delta}$, we have:

$$
\sum_{t=1}^{n} E[C_t] \leq (1 - \eta \lambda) \sum_{t=1}^{n} E[C_t - 1] \\
\leq \sum_{t=2}^{n} E[C_{t-1}] + (1 - \eta \lambda) E[C_0]
$$

(16)

Thus

$$
E[C_n] \leq (1 - \eta \lambda) E[C_0]
$$

(17)

Because $E[C_n] = E[C_{s+1,0}]$ and $E[C_0] = E[C_{s,0}]$, we have:

$$
E[C_{s,0}] \leq (1 - \eta \lambda) E[C_{s-1,0}] \\
\leq (1 - \eta \lambda)^s C_{0,0} \\
\leq e^{-\eta \lambda s} C_{0,0}
$$

(18)

Let $c_a = \frac{1}{2L \lambda}$ and $c_b = 1$, then we have the final conclusion:

$$
E \left[ \|w^{s,0} - w^*\|^2 + \frac{1}{2L} \sum_{i=1}^{n} \|\alpha_i^{s,0} - \alpha_i^*\|^2 \right] \\
\leq e^{-\eta \lambda s} \left[ \|w^{0,0} - w^*\|^2 + \frac{1}{2L} \sum_{i=1}^{n} \|\alpha_i^{0,0} - \alpha_i^*\|^2 \right]
$$

(19)

**B Proof of Theorem 2**

Proof 2 (Proof of Theorem 2) Let $w^*$ be the minimizer of $P(w)$ and let $\alpha_i^* = -\nabla \phi_i(w^*)$.

$$
u_i^{s,t} = \nabla \phi_i(w_i^{s,t-1}) + \alpha_i^{s,t-1}
$$

(20)
\[ v_i^{s,t} = \nabla \phi_s(w_i^{s,t-\tau}) + \alpha_i^{s,t-\tau} \] (21)

Because \( \alpha_i \) will be not updated in the process from \( t - \tau \) to \( t - 1 \), so \( \alpha_i^{s,t-\tau} = \alpha_i^{s,t-1} \).

In an epoch \( s \), we use \( w^t \) to denote \( w_i^{s,t} \), \( \alpha_i^t \) to denote \( \alpha_i^{s,t} \), \( A_t, B_t, C_t \) to denote \( A_{s,t}, B_{s,t}, C_{s,t} \).

\[ A_t = \frac{1}{n} \sum_{i=1}^{n} ||\alpha_i^t - \alpha_i^*||^2 \] (22)

\[ B_t = ||w^t - w^*||^2 \] (23)

Let \( \beta = \eta \lambda n \), so in iteration \( t \), \( \alpha_i^t = (1 - \beta)\alpha_i^{t-1} + \beta(-\nabla \phi_i(w_i^{t-\tau})) \).

\[ A_t - A_{t-1} = \frac{1}{n} ||\alpha_i^t - \alpha_i^*||^2 - \frac{1}{n} ||\alpha_i^{t-1} - \alpha_i^*||^2 \]
\[ = \frac{1}{n} ||(1 - \beta)(\alpha_i^{t-1} - \alpha_i^*) + \beta(-\nabla \phi_i(w_i^{t-\tau}) - \alpha_i^*)||^2 - \frac{1}{n} ||\alpha_i^{t-1} - \alpha_i^*||^2 \]
\[ = \frac{1}{n} \left( (1 - \beta)||\alpha_i^{t-1} - \alpha_i^*||^2 + \beta||-\nabla \phi_i(w_i^{t-\tau}) - \alpha_i^*||^2 \right. \]
\[ - \beta(1 - \beta)||\alpha_i^{t-1} - \nabla \phi_i(w_i^{t-\tau})||^2 - ||\alpha_i^{t-1} - \alpha_i^*||^2 \right) \]
\[ = \frac{\beta}{n} \left( -||\alpha_i^{t-1} - \alpha_i^*||^2 + ||\nabla \phi_i(w_i^{t-\tau}) + \alpha_i^*||^2 - (1 - \beta)||v_i^t||^2 \right) \]
\[ = \eta \lambda \left( -||\alpha_i^{t-1} - \alpha_i^*||^2 + ||\nabla \phi_i(w_i^{t-\tau}) + \alpha_i^*||^2 - (1 - \beta)||v_i^t||^2 \right) \] (24)

In addition,

\[ B_t - B_{t-1} = ||w^t - w^*||^2 - ||w_i^{t-1} - w^*||^2 \]
\[ = ||w_i^{t-1} - \eta v_i^t - w^*||^2 - ||w_i^{t-1} - w^*||^2 \]
\[ = -2\eta(w_i^{t-1} - w^*)^T v_i^t + \eta^2||v_i^t||^2 \] (25)

\[ ||\nabla \phi_i(w_i^{t-\tau}) + \alpha_i^*||^2 = ||\nabla \phi_i(w_i^{t-\tau}) - \nabla \phi_i(w_i^{t-1}) + \nabla \phi_i(w_i^{t-1}) - \nabla \phi_i(w^*)||^2 \]
\[ \leq 2||\nabla \phi_i(w_i^{t-\tau}) - \nabla \phi_i(w_i^{t-1})||^2 + 2||\nabla \phi_i(w_i^{t-1}) - \nabla \phi_i(w^*)||^2 \]
\[ \leq 2L^2||w_i^{t-\tau} - w_i^{t-1}||^2 + 2L^2||w_i^{t-1} - w^*||^2 \]
\[ \leq 2L^2\Delta \sum_{j=t-\tau+1}^{t-1} ||w_i^j - w_i^{j-1}||^2 + 2L^2||w_i^{t-1} - w^*||^2 \]
\[ \leq 2\Delta \eta^2 L^2 \sum_{j=t-\tau+1}^{t-1} ||v_i^j||^2 + 2L^2||w_i^{t-1} - w^*||^2 \] (26)
where the first and fourth inequality follows from that $\| \sum_{i=1}^{n} a_i \|^2 \leq n \sum_{i=1}^{n} \| a_i \|^2$. The second inequality follows that $\phi_i$ is $L$-smooth. $\Delta$ is the upper bound of time delay.

$$
(w^{t-1} - w^*)^T v^t_i = (w^{t-1} - w^{t-\tau} + w^{t-\tau} - w^*)^T v^t_i \\
= \underbrace{\left( w^{t-1} - w^{t-\tau} \right)^T v^t_i + (w^{t-\tau} - w^*)^T v^t_i}_{T_1}
$$

(27)

Because $E[v^t_i] = \nabla P(w^{t-\tau})$, we have:

$$
E[T_2] = E[(w^{t-\tau} - w^*)^T v^t_i] \\
= (w^{t-\tau} - w^*)^T \nabla P(w^{t-\tau}) \\
\geq \gamma \| w^{t-\tau} - w^* \|^2 \\
\geq \gamma \frac{1}{2} \| w^{t-1} - w^* \|^2 - \| w^{t-\tau} - w^{t-1} \|^2 \\
\geq \frac{\gamma}{2} \| w^{t-1} - w^* \|^2 - \Delta \gamma \eta^2 \sum_{j=t-\tau+1}^{t-1} \| v^j_{ij} \|^2
$$

(28)

where the first inequality follows from the strong convexity of $P(w)$.

$$
(w^* - w^{t-\tau})^T \nabla P(w^{t-\tau}) \geq P(w^{t-\tau}) - P(w^*) + \frac{\gamma}{2} \| w^{t-\tau} - w^* \|^2
$$

(29)

$$
P(w^{t-\tau}) - P(w^*) \geq \frac{\gamma}{2} \| w^{t-\tau} - w^* \|^2
$$

(30)

The second inequality follows from the inequality:

$$
\| w^{t-1} - w^* \|^2 = \| w^{t-1} - w^{t-\tau} + w^{t-\tau} - w^* \|^2 \\
\leq 2 \| w^{t-1} - w^{t-\tau} \|^2 + 2 \| w^{t-\tau} - w^* \|^2
$$

(31)

$$
T_1 = (w^{t-1} - w^{t-\tau})^T v^t_i \\
= \left( \sum_{j=t-\tau+1}^{t-1} (w^j - w^{j-1}) \right)^T v^t_i \\
= \eta \sum_{j=t-\tau+1}^{t-1} (v^j_{ij})^T v^t_i
$$

(32)
We define $C_t = c_a A_t + c_b B_t$, and take expectation over $i$,

$$
E[C_t] = E \left[ c_a (A_{t-1} + \eta \lambda (-\|\alpha_{t-1}^i - \alpha_t^i\|^2 + \|\nabla \phi_i(w^{t-\tau}) + \alpha_t^i\|^2 - (1 - \beta)\|v_t^i\|^2)) \right. \\
+ c_b (B_{t-1} - \eta (w^{t-1} - w^*)^T v_t^i + \eta^2 \|v_t^i\|^2) \\
= E \left[ c_a (1 - \eta \lambda) A_{t-1} + c_a \eta \lambda \|\nabla \phi_i(w^{t-\tau}) + \alpha_t^i\|^2 - c_a \eta \lambda (1 - \beta)\|v_t^i\|^2 \right. \\
+ c_b B_{t-1} - 2c_b \eta (w^{t-1} - w^*)^T v_t^i + c_b \eta^2 \|v_t^i\|^2 \\
\leq E \left[ c_a (1 - \eta \lambda) A_{t-1} + c_a \eta \lambda \left( 2\Delta \eta^2 L^2 \sum_{j=t-\tau+1}^{t-1} \|v_j^i\|^2 + 2L^2 \|w^{t-1} - w^*\|^2 \right) \right. \\
- c_a \eta \lambda (1 - \beta)\|v_t^i\|^2 + c_b B_{t-1} + c_b \eta^2 \|v_t^i\|^2 \\
- 2c_b \eta \left( \frac{\gamma^2}{2} \|w^{t-1} - w^*\|^2 - \Delta \gamma \eta^2 \sum_{j=t-\tau+1}^{t-1} \|v_j^i\|^2 + \eta \sum_{j=t-\tau+1}^{t-1} (v_j^i)^T v_j^i \right) \\
\leq c_a (1 - \eta \lambda) E[A_{t-1}] + (2c_a \eta \lambda L^2 + c_b - c_b \eta \gamma) E[B_{t-1}] \\
+ (-c_a \eta \lambda (1 - \beta) + c_b \eta^2 + c_b \Delta \eta^2) E[\|v_t^i\|^2] \\
\left. + (2c_a \Delta \lambda L^2 \eta^3 + 2c_b \Delta \gamma \eta^3 + c_b \eta^2) \sum_{j=t-\tau+1}^{t-1} E[\|v_j^i\|^2] \right] \\
(33)
$$

where the first equality follows from $E[(\|\alpha_{t-1}^i - \alpha_t^i\|^2)] = A_{t-1}$.

Summing over $E[C_t]$ from $t = 1$ to $n$, we obtain:

$$
\sum_{t=1}^{n} E[C_t] \leq \sum_{t=1}^{n} \left( c_a (1 - \eta \lambda) E[A_{t-1}] + (2c_a \eta \lambda L^2 + c_b - c_b \eta \gamma) E[B_{t-1}] \right) \\
+ \sum_{t=1}^{n} (2c_a \Delta \lambda L^2 \eta^3 + 2c_b \Delta \gamma \eta^3 + 2c_b \Delta \eta^2 + c_b \eta^2 - c_a \eta \lambda (1 - \beta)) E[\|v_t^i\|^2] \\
(34)
$$

If two following inequalities hold

$$
2c_a \eta \lambda L^2 + c_b - c_b \eta \gamma = c_b (1 - \eta \lambda) \quad (35)
$$

$$
2c_a \Delta \lambda L^2 \eta^3 + 2c_b \Delta \gamma \eta^3 + 2c_b \Delta \eta + c_b \eta - c_a \lambda (1 - n \eta) \leq 0 \quad (36)
$$

then

$$
\sum_{t=1}^{n} E[C_t] \leq (1 - \eta \lambda) \sum_{t=1}^{n} E[C_{t-1}] \\
\leq \sum_{t=2}^{n} E[C_{t-1}] + (1 - \eta \lambda) E[C_0] \quad (37)
$$
Because $E[C_n] = E[C_{s+1,0}]$ and $E[C_0] = E[C_{s,0}]$, thus,

$$E[C_{s,0}] \leq (1 - \eta \lambda)E[C_{s-1,0}] \leq (1 - \eta \lambda)^s C_{0,0} \leq e^{-\eta \lambda s} C_{0,0} \quad (38)$$

We set $c_a = \frac{1}{2\lambda L^2}$ and $c_b = \frac{1}{\gamma - \lambda}$. If $\eta = 0$, the left-side value in (36) is $-c_a \lambda$, and it is smaller than 0. Thus there exists a value $\eta > 0$ to make the inequality (36) hold. Thus, we have the final conclusion. If $\eta$ satisfies the following inequality:

$$\left( \Delta^2 + \frac{2\gamma \Delta^2}{\gamma - \lambda} \right) \eta^2 + \left( \frac{2\Delta + 1}{\gamma - \lambda} + \frac{n}{2L^2} \right) \eta - \frac{1}{2L^2} \leq 0, \quad (39)$$

then

$$E \left[ \frac{1}{\gamma - \lambda} \| w^{s,0} - w^* \|^2 + \frac{1}{2\lambda L^2 n} \sum_{i=1}^n \| \alpha^{s,0}_i - \alpha^*_i \|^2 \right] \leq e^{-\eta \lambda s} \left[ \frac{1}{\gamma - \lambda} \| w^{0,0} - w^* \|^2 + \frac{1}{2\lambda L^2 n} \sum_{i=1}^n \| \alpha^{0,0}_i - \alpha^*_i \|^2 \right]. \quad (40)$$