Bubble wall velocity during electroweak phase transition in the inert doublet model
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Abstract

The bubble wall velocity is essential for the spectra of phase transition gravitational wave, electroweak baryogenesis and the dynamical dark matter mechanism. We perform detailed calculations of the bubble wall velocity in the well-motivated inert doublet model using the microphysical approach with some recent new methods.
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I. INTRODUCTION

Many fundamental problems, like the electroweak baryogenesis [1], the dark matter (DM) formation mechanism [2–4] and the strength or energy budget [5–10] of the phase transition gravitational wave (GW) strongly depend on the precise value of the bubble wall velocity. For traditional electroweak baryogenesis, bubble wall velocities lower than the sound speed are favored to guarantee sufficient diffusion time for the baryons. The net baryon-to-photon ratio observed by the cosmic microwave background or big bang nucleosynthesis may be sensitive to the bubble wall velocity. New mechanisms for baryogenesis with large bubble wall velocity were recently proposed in Refs. [11–13]. Thus, to understand the origin of the matter-antimatter asymmetry of our Universe, precise calculation of the bubble wall velocity is crucial for a given electroweak baryogenesis model. Recently, motivated by the current situation of DM detection, a new mechanism is proposed to produce DM by the bubble dynamics through a strong first-order phase transition (SFOPT) process in the early Universe [2–4]. For this new DM mechanism, the bubble wall velocity is also important as shown in Ref. [1]. The DM relic density might depends on the bubble wall velocity. Both the electroweak baryogenesis and the new DM mechanisms could be probed by phase transition GW signals, whose spectra strongly depend on the bubble wall velocity. The GW spectra for subsonic bubble wall velocity and supersonic bubble wall velocity might have several orders of hierarchy. For example, the energy budget of the phase transition GW is sensitive to the bubble wall velocity. Therefore, from the perspective of GW experiments, bubble wall velocity would be the first dynamical parameter of a SFOPT to be confirmed if the phase transition GW is observed at future GW experiments like LISA [14], TianQin [15, 16], and Taiji [17].

The bubble wall velocity is very important for both theoretical study and experimental search. However, the precise calculation of bubble wall velocity is complicated and difficult. The bubble wall velocity of a given new physics model is generally determined by the hydrodynamic and microphysical processes which basically involve the particles scattering processes between the relevant particles of the new model at the vicinity of the bubble wall. Besides the complicated hydrodynamic effects, the bubble wall velocity might be model dependent based on the fact that it is complicated to quantify these particle scattering processes precisely in the thermal plasma due to the thermal effects and the infrared behavior.
These issues make it difficult to precisely predict the bubble wall velocity. Most of the previous studies on electroweak baryogenesis, phase transition GW, and phase transition related DM mechanism just take the bubble wall velocity as an input parameter. Therefore, there exists large theoretical uncertainties for these predictions due to the model-dependent bubble wall velocity. Some pioneering works [18–23] show us how to calculate the wall velocity under certain assumptions. The bubble wall velocity depends on the friction force acting on the expanding bubbles, which is determined by the deviation of the massive particle populations from thermal equilibrium. Basically, under semiclassical approximation, the bubble wall velocity can be obtained by simultaneously solving the equation of motion for the Higgs field (or the order-parameter scalar field for the phase transition process) and the Boltzmann equations of the massive particle species. To solve the Boltzmann equations, it is crucial to calculate the collision terms, which quantify the particle scattering processes in the vicinity of bubble wall.

The bubble wall velocity was first calculated microphysically in Refs. [21, 22] by Moore and Prokopec for the Standard Model (SM) case and then in Minimal Supersymmetric Standard Model [24]. To avoid their expansive calculations, some works modeled the friction by using phenomenological method [5, 25–27] and they also considered the hydrodynamic effects in detail to the velocity calculation. As the method of Moore and Prokopec is problematic when the wall velocity is approaching the speed of sound, Refs. [11–13, 28] proposed some new ansatz, and Refs. [29, 30] did higher-order calculations. Recently, it is also interesting to consider bubble wall velocity in local equilibrium [31–34].

Using the microphysical approach with the recent new methods, for the first time we calculate the bubble wall velocity in the well-motivated inert doublet model (IDM), which could help to greatly reduce the large uncertainties in calculating the phase transition GW and electroweak baryogenesis from the unknown bubble wall velocity. We show the basic procedure to calculate the bubble wall velocity in a given new physics model with a SFOPT in Fig. 1.

This paper is organized as follows. We briefly discuss the IDM and choose the benchmark parameters in Sec. II, and describe the equation of motion for the Higgs background field in Sec. III. Then we derive the hydrodynamic effects in the calculation of bubble wall velocity in Sec. IV. In Sec. V, taking the IDM model as concrete model, we introduce the basic method to calculate the bubble wall velocity. After that, we calculate the collision terms
of the IDM in Sec. VI. Therefore, we obtain the final bubble wall velocity in Sec. VII. The conclusion is given in Sec. VIII.

FIG. 1. Schematic procedure to calculate the bubble wall velocity during a cosmological phase transition.

II. A CASE STUDY: INERT DOUBLET MODEL

Firstly, we briefly introduce the well-studied IDM, which could improve the naturalness problem and provide a natural DM candidate [35, 36]. Meanwhile, the IDM could trigger a SFOPT [37] in the early Universe around 100 GeV during the electroweak spontaneously symmetry breaking process. Then, one could use the phase transition GW to explore the IDM. However, the GW spectra strongly depend on the bubble wall velocity, which has not been calculated before in the IDM. In this work, we perform detailed calculations on the bubble wall velocity. We begin our discussions from the tree-level scalar potential at zero temperature,

$$V_0 = \mu_1^2 |\Phi|^2 + \mu_2^2 |\eta|^2 + \frac{1}{2} \lambda_1 |\Phi|^4 + \frac{1}{2} \lambda_2 |\eta|^4$$

$$+ \lambda_3 |\Phi|^2 |\eta|^2 + \lambda_4 |\Phi^\dagger \eta|^2 + \frac{1}{2} \left\{ \lambda_5 (\Phi^\dagger \eta)^2 + \text{H.c.} \right\} ,$$  \hspace{1cm} (1)

where $\Phi$ is the SM Higgs doublet and $\eta$ represents the inert doublet. The vacuum stability requires $\lambda_1 > 0$, $\lambda_2 > 0$, $\sqrt{\lambda_1 + \lambda_2 + \lambda_3} > 0$, $\lambda_3 + \lambda_4 \pm |\lambda_5| > 0$ [35, 36]. At zero temperature,
the two doublet scalar fields could be written as

\[ \Phi = \begin{pmatrix} G^+ \\ \frac{1}{\sqrt{2}}(h + v + iG^0) \end{pmatrix}, \quad \eta = \begin{pmatrix} H^+ \\ \frac{1}{\sqrt{2}}(H + iA) \end{pmatrix}, \] (2)

where the mass of SM Higgs boson \( h \) is 125 GeV and the vacuum expectation value (VEV) \( v = 246 \) GeV. \( G^\pm \) and \( G^0 \) are the charged and neutral Nambu-Goldstone bosons respectively. \( H \) and \( A \) are the \( CP \)-even and \( CP \)-odd inert scalars respectively. \( H^\pm \) are the charged inert scalars. At zero temperature, we show the inert scalar masses beyond the SM

\[ m^2_H = \mu^2 + \frac{1}{2}(\lambda_3 + \lambda_4 + \lambda_5)v^2, \] (3)
\[ m^2_A = \mu^2 + \frac{1}{2}(\lambda_3 + \lambda_4 - \lambda_5)v^2, \] (4)
\[ m^2_{H^\pm} = \mu^2 + \frac{1}{2}\lambda_3v^2. \] (5)

These new inert scalars could modify \( T \) parameter with the deviation \( \Delta T \) approximated as

\[ \Delta T \simeq \frac{1}{6\pi e^2 v^2}(m_{H^\pm} - m_H)(m_{H^\pm} - m_A). \] (6)

From the above expression, there exists a simple and obvious parameter region that \( \Delta T \simeq 0 \) if we assume \( m^2_A = m^2_{H^\pm} \). This assumption corresponds to \( \lambda_4 = \lambda_5 < 0, \quad \lambda_3 > 0 \), and could satisfy all the constraints from electroweak precise measurements, DM direct searches and the collider data \[37\]. In other words, we assume degenerate \( CP \)-odd and charged scalar masses

\[ m^2_A = m^2_{H^\pm} = \mu^2 + \frac{1}{2}\lambda_3v^2. \] (7)

This makes \( m^2_H = \mu^2 + \lambda_L v^2 \) the lightest particle, which becomes the natural DM candidate \[35\ [36\] with the tiny DM-Higgs boson coupling \( \lambda_L = (\lambda_3 + \lambda_4 + \lambda_5)/2 \). It should be very small to be consistent with the DM direct search. Using the package micrOMEGAs \[38\], we include the resonant effects and require the DM relic abundance \[39\] \( \Omega_{DM}h^2 = 0.11933 \pm 0.00091 \). Then we could obtain the constraint \[40\] \( \lambda_L \lesssim 0.003 \). These constraints almost reach the blind spots of the IDM, which are difficult for DM direct searches. Future lepton colliders in synergy with phase transition GW might help to explore the DM blind spots \[40\ [41\]. When \( \lambda_3, \lambda_4, \lambda_5 \) are \( \mathcal{O}(1) \), a SFOPT with associated phase transition GW could be produced \[37\ [40\ [51\].
When we discuss the phase transition dynamics of the SFOPT, we denote the background of the Higgs field as $\phi$, namely,

$$\Phi = \left( \begin{array}{c} 0 \\ \frac{1}{\sqrt{2}} \phi \end{array} \right).$$

(8)

Then we could have the following new field-dependent masses beyond the SM,

$$m_H^2(\phi) = \mu_1^2 + \frac{1}{2}(\lambda_3 + \lambda_4 + \lambda_5)\phi^2;$$

(9)

$$m_A^2(\phi) = \mu_2^2 + \frac{1}{2}(\lambda_3 + \lambda_4 - \lambda_5)\phi^2;$$

(10)

$$m_{H^\pm}^2(\phi) = \mu_2^2 + \frac{1}{2}\lambda_3\phi^2.$$  

(11)

We should obtain the finite-temperature effective potential [52, 53] after taking the one-loop quantum and thermal corrections with daisy resummation into account. Namely,

$$V_{\text{eff}}(\phi, T) = V_0(\phi) + V_{\text{CW}}(\phi) + V_{T}(\phi, T).$$

(12)

The one-loop quantum correction of the potential in the on-shell renormalization scheme is

$$V_{\text{CW}}(\phi, T = 0) = \sum_i n_i \frac{64\pi^2}{4} \left[ m_i^4(\phi) \left( \ln \frac{m_i^2(\phi)}{\bar{m}_i^2} - \frac{3}{2} \right) + 2\bar{m}_i^2 m_i^2(\phi) \right],$$

(13)

where $n_i$ is the degree of freedom for each massive particle $m_i(\phi)$. For the daisy resummation, we use the scheme proposed by Dolan and Jackiw [54] where one only needs to consider the thermal correction in the thermal function $I_b$. Namely, the one-loop thermal correction $V_T$ should be improved as

$$V_T(\phi, T > 0) = \sum_i n_i \frac{T^4}{2\pi^2} I_b \left( \frac{M_i^2}{T^2} \right),$$

(14)

where $M_i^2 = m_i^2(\phi) + \Pi_i(T)$ and $I_{b,f}(a^2) = \int_0^\infty dx x^2 \ln \left( 1 \mp e^{-\sqrt{x^2 + a^2}} \right)$. $\Pi_i(T)$ represents the thermal correction for scalar bosons and the longitudinal components of gauge bosons. Scalars with $\mu_1^2$ and $\mu_2^2$ appearing in their field-dependent masses can be simply replaced by $\mu_1^2 + \Pi_\phi(T)$ and $\mu_2^2 + \Pi_\eta(T)$, respectively, where

$$\Pi_\phi = \frac{T^2}{12} \left[ 3\lambda_1 + 2\lambda_3 + \lambda_4 + \frac{3}{4}(3g_w^2 + g_Y^2) \right],$$

(15)

$$\Pi_\eta = \frac{T^2}{12} \left[ 3\lambda_2 + 2\lambda_3 + \lambda_4 + \frac{3}{4}(3g_w^2 + g_Y^2) \right].$$

(16)
For the gauge bosons, only their longitudinal components need to include the thermal corrections in the thermal function $I_b$ as the following:

$$\Pi_W(T) = \Pi_W^\Phi(T) + \Pi_W^\eta(T) = \left[\frac{11}{6} + \frac{1}{6}\right] g_w^2 T^2 = 2g_w^2 T^2,$$

$$\Pi_B(T) = \Pi_B^\Phi(T) + \Pi_B^\eta(T) = \left[\frac{11}{6} + \frac{1}{6}\right] g_Y^2 T^2 = 2g_Y^2 T^2,$$

where $g_w$ and $g_Y$ are the gauge coupling of $SU(2)_L$ and $U(1)_Y$, respectively. Hence, for the longitudinal components of the gauge bosons, their physical masses are eigenvalues of the following matrix

$$M_L^2 = \begin{pmatrix}
  m_1^2 + \Pi_W & 0 & 0 & 0 \\
  0 & m_1^2 + \Pi_W & 0 & 0 \\
  0 & 0 & m_1^2 + \Pi_W & m_{12}^2 \\
  0 & 0 & m_{12}^2 & m_2^2 + \Pi_B
\end{pmatrix},$$

where $m_1^2 = g_w^2 \phi^2 / 4$, $m_2^2 = g_Y^2 \phi^2 / 4$ and $m_{12}^2 = -g_w g_Y \phi^2 / 4$.

To focus on the calculation of bubble wall velocity during the SFOPT in the IDM, we simply choose three sets of benchmark model parameters based on our numerical calculations where we use the package micrOMEGAs [38] for DM relic abundance, DM direct search, collider constraints [55], and use CosmoTransitions [56] to calculate the phase transition dynamics. Taking all the above discussions into consideration, we choose the following benchmark parameters where $m_h = 125$ GeV, $\lambda_2 = 0.2$. Other parameters are shown in Table I. For these benchmark point sets, the DM relic density, the DM direct search, the collider constraints and condition of the SFOPT could be satisfied simultaneously. We perform detailed calculations of the bubble wall velocity based on Benchmark A and give the final results of bubble wall velocity for Benchmarks B and C.
III. STANDARD METHOD FOR SOLVING BUBBLE WALL VELOCITY

After bubbles of the broken phase are nucleated, they will expand at a steady bubble wall velocity under some certain circumstances. To obtain the reliable bubble wall velocity in a given new physics model, we firstly need to know the bubble dynamics which are described by the equation of motion (EOM) of the background field for the SFOPT process. We can obtain the EOM by using energy-momentum conservation of the scalar-plasma system. The energy-momentum tensor of the field is

\[ T_{\mu\nu}^\phi = \partial_\mu \phi \partial_\nu \phi - g_{\mu\nu} \left( \frac{1}{2} \partial_\alpha \phi \partial^\alpha \phi - V_{T=0}(\phi) \right), \quad (19) \]

where \( \phi \) is the background Higgs field in the IDM, \( V_{T=0}(\phi) = V_0(\phi) + V_{CW}(\phi) \) is the effective potential at zero temperature. The energy-momentum tensor of the plasma is

\[ T_{\mu\nu}^{pl} = \sum_i \int \frac{d^3p}{(2\pi)^3} \frac{p^\mu p^\nu}{E_i} f_i(x, p), \quad (20) \]

where \( f_i(x, p) \) is the distribution function of the particle and \( E_i = \sqrt{p^2 + m_i^2} \). The sum is over all particle species. Using energy-momentum conservation condition

\[ \nabla_\mu (T_{\phi}^{\mu\nu} + T_{pl}^{\mu\nu}) = 0, \quad (21) \]

we can derive the EOM of the background field \[ \Box \phi + \frac{\partial V_{T=0}(\phi)}{\partial \phi} + \sum_i \frac{dm_i^2}{d\phi} \int \frac{d^3p}{(2\pi)^3} \frac{1}{2E_i} f_i(x, p) = 0, \quad (22) \]

During a SFOPT, some massive particles will be in an out-of-equilibrium state near the bubble wall. Hence the distribution function could be approximated as a thermal equilibrium part plus an out-of-equilibrium part, namely,

\[ f_i \equiv f_{0,i} + \delta f_i. \]

The equilibrium distribution function for fermions and bosons in the plasma frame are given by \( f_{0,i} = \frac{1}{\exp(E_i/T) + 1} \), respectively. The integral of the equilibrium part of the distribution functions gives the thermal-correction part of the effective potential \( V_T(\phi, T) \). Therefore, the EOM for the background field could be further simplified to

\[ \Box \phi + \frac{\partial V_{\text{eff}}(\phi, T)}{\partial \phi} + \sum_i \frac{dm_i^2}{d\phi} \int \frac{d^3p}{(2\pi)^3} \frac{1}{2E_i} \delta f_i(x, p) = 0, \quad (23) \]
where \( V_{\text{eff}}(\phi, T) = V_0(\phi) + V_{\text{CW}}(\phi) + V_T(\phi, T) \) is the thermal effective potential in a specific model. The second term is the driving term that accelerates the bubble wall. The third term in Eq. (23) behaves as the friction force acting on the bubble wall. We can see that the contributions mainly come from “heavy” particles with non-negligible field-dependent mass. “Heavy” means that the particle could get field-dependent mass comparable with the temperature. Thus, in the IDM, we could only consider the contributions from \( t, W^\pm, Z, A, H^\pm \).

For the stationary wall, choosing the \(-z\) as the propagating direction as shown in Fig. 2, all quantities \( Q \) are functions of \( z + v_w t \), so we can set \( z + v_w t \to z \) and hence \( \partial_t Q \to v_w Q' \), \( \partial_z Q \to Q' \).

For the plasma frame, the EOM with bubble wall velocity could be further expressed as in Refs. [21, 22]

\[
(1 - v_w^2)\phi'' + \frac{\partial V_{\text{eff}}(\phi, T)}{\partial \phi} + \sum_i \frac{dm_i^2}{d\phi} \int \frac{d^3p}{(2\pi)^3} \frac{E_i}{2E_i} \delta f_i(x, p) = 0 . \tag{24}
\]

**IV. HYDRODYNAMIC TREATMENT**

Having the above EOM, we begin to consider the hydrodynamic effects where the temperature might play important roles. For example, Eq. (24) should be evaluated at a specific temperature. Then we should consider the hydrodynamic effects which cause the temperature and velocity profiles varying across the bubble wall [5–10]. This could be seen from the second term of Eq. (24) in the wall frame where we multiply it by \( \phi' \) and integrate over \( z \),

\[
\int dz \phi' \frac{\partial V_{\text{eff}}(\phi, T)}{\partial \phi} = \int dz \frac{dV_{\text{eff}}(\phi, T)}{dz} - \int dz \frac{\partial V_{\text{eff}}(\phi, T)}{\partial T} \frac{dT}{dz} \approx V_{\text{eff}}(\phi_-, T_-) - V_{\text{eff}}(\phi_+, T_+) + \langle s \rangle (T_- - T_+) , \tag{25}
\]

where \( V_{\text{eff}}(\phi_-, T_-) - V_{\text{eff}}(\phi_+, T_+) \) is the pressure difference that push the bubble wall out. Notice that \( \phi_- = \phi(z > 0) \) and \( T_- = T(z > 0) \) because we let wall move along the negative \( z \) direction as shown in Fig. 2. Entropy density \( s(\phi, T) \equiv -\frac{\partial V_{\text{eff}}(\phi, T)}{\partial T} \) and it gives non-negligible contribution to the pressure. \( \langle s \rangle \approx \frac{s(\phi_+, T_+)+s(\phi_-, T_-)}{2} \) is the average entropy density. Notice that the presence of \( T_+ \) here in stead of \( T_N \) is due to the hydrodynamic heating effects in front of the bubble wall. Besides, as we consider the hydrodynamic effects, temperature in front of the bubble wall \( T_+ \) is usually different from the one behind the wall \( T_- \). Therefore, it is important to calculate the temperature profile around the bubble wall. All the perturbations are evaluated in front of the wall where \( T = T_+ \).
The energy-momentum tensor of the equilibrium part of plasma and scalar field can be combined in the form of ideal fluid,

\[ T^\mu_\nu = (e_f + p_f) u^\mu u^\nu + p_f g^{\mu \nu} = \omega_f u^\mu u^\nu + p_f g^{\mu \nu} \]  

(27)

where \( e_f \) is the energy density, \( p_f \) is the pressure and \( \omega_f \) is the enthalpy of the fluid. \( u^\mu \) is the fluid four-velocity \( u^\mu = \gamma(v)(1, \vec{v}) \) in the background plasma frame with the Lorentz factor \( \gamma(v) = 1/\sqrt{1 - v^2} \).

We can write the hydrodynamic equations in the rest frame of Universe \[ \xi \],

\[ (\xi - v) \frac{\partial e_f}{\omega_f} = 2 \frac{v}{\xi} + [1 - \gamma^2 v(\xi - v)] \partial_\xi v, \]

\[ (1 - v\xi) \frac{\partial p_f}{\omega_f} = \gamma^2 (\xi - v) \partial_\xi v, \]  

(28)

where \( \xi = r/t \) is the self-similar variable of the above equations and has unit of velocity. \( r \) is the distance to the bubble center and \( t \) is the time since the bubble nucleation. “Self-similar” means that there is no characteristic length or time scale for one steadily expanding bubble. \( v(\xi_w) \) is the fluid velocity at the location of the bubble wall \( \xi_w \). Notice that \( \xi_w = v_w \).

We can obtain the differential equation for the temperature from Eq. (28) by using the following identity

\[ \frac{\partial p_f}{\partial T} = \partial_\xi p_f \frac{\partial \xi}{\partial T}, \]  

(29)

then the enthalpy can be written as

\[ \omega_f \equiv T \frac{\partial p_f}{\partial T} = T \partial_\xi p_f (\partial_\xi T)^{-1}. \]  

(30)

Substituting it into Eq. (28) one obtains

\[ \frac{\partial T}{T} = \gamma^2 \mu \partial_\xi v, \]  

(31)

where \( \mu(\xi, v) = (\xi - v)/(1 - \xi v) \) is Lorentz transformation of the velocity. Given speed of sound in the plasma, \( c_s^2 \equiv (dp_f/dT)/(de_f/dT) \), from Eq. (28) we can get the equation of the velocity profile,

\[ 2 \frac{v}{\xi} = \gamma^2 (1 - v\xi) \left[ \frac{\mu^2}{c_s^2} - 1 \right] \partial_\xi v. \]  

(32)

In order to solve the hydrodynamic fluid equations, one needs to consider the boundary conditions in the system by using the conservation of the energy momentum tensor \( \nabla_\mu (T^\mu_\nu + T^\mu_\nu_{pl}) = \nabla_\mu T^\mu_\nu = 0 \) across the bubble wall,

\[ \omega_+ \gamma^2_+ v_+^2 + p_+ = \omega_- \gamma^2_- v_-^2 + p_-, \quad \omega_+ \gamma^2_+ v_+ = \omega_- \gamma^2_- v_-, \]  

(33)
FIG. 2. Dynamical process for a bubble wall in the deflagration mode. The deflagration wall (w) is moving along the negative $z$ direction (as indicated by arrows) with a shock front (s) propagating in front of it. $v_+, T_+$ are the velocity and temperature in front of the wall, and $v_-, T_-$ are the velocity and temperature behind the wall. All $v_-, T_-, v_+, T_+$ are depicted in the bubble wall frame. $v_{s+}, T_{s+}$ are the velocity and temperature in front of the shock front and $v_{s-}, T_{s-}$ the velocity and temperature behind the shock front. All $v_{s-}, T_{s-}, v_{s+}, T_{s+}$ are depicted in the shock frame.

which can be transformed as

$$v_+ v_- = \frac{p_+ - p_-}{e_+ - e_-}, \quad \frac{v_+}{v_-} = \frac{e_- + p_+}{e_+ + p_-},$$  \hspace{1cm} (34)$$

where $+(-)$ means in front of (behind) the bubble wall. These quantities can be estimated by using the so-called bag model. In the bag model, the pressure and the energy density can be written as

$$p_+ = \frac{1}{3} a_+ T_+^4 - \epsilon_+, \quad e_+ = a_+ T_+^4 + \epsilon_+, \quad \text{where} \quad \epsilon_+ \equiv \nabla T=0 (\phi_+);$$

$$p_- = \frac{1}{3} a_- T_-^4 - \epsilon_-, \quad e_- = a_- T_-^4 + \epsilon_-, \quad \text{where} \quad \epsilon_- \equiv \nabla T=0 (\phi_-).$$  \hspace{1cm} (35)$$

Notice that these conditions are derived in the rest frame of the bubble wall. We have pointed out that in order to solve the bubble wall velocity, one important quantity is the temperature in front of the wall $T_+$, where massive particles meet the bubble wall. Actually,
$v_+, T_+$ are important not only for solving wall velocity but also for calculating electroweak baryogenesis. In bag model we can see the first two terms in Eq. (26),

$$V_{\text{eff}}(\phi_-, T_-) - V_{\text{eff}}(\phi_+, T_+) = p_+ - p_- = \epsilon_- - \epsilon_+ + \frac{1}{3} a_+ T_+^4 - \frac{1}{3} a_- T_-^4$$

$$= \epsilon_- - \epsilon_+ + \frac{1}{3} a_- (T_+^4 - T_-^4) + \frac{1}{3} (a_+ - a_-) T_-^4.$$  \hspace{1cm} (36)

For weak phase transitions $T_+ \approx T_-$ the third term is approximately zero and the fourth term accounts for entropy variation which may behave as friction in \textit{local equilibrium} as discussed in Refs. [31–34, 58].

Having assumed that the system could be approximated by the bag equation of state, one could obtain a relation between the plasma velocities in front of and behind the bubble wall,

$$v_+ = \frac{1}{1 + \alpha_+} \left[ \left( \frac{v_-}{2} + \frac{1}{6v_-} \right) \pm \sqrt{\left( \frac{v_-}{2} + \frac{1}{6v_-} \right)^2 + \alpha_+^2 + \frac{2}{3}\alpha_+ - \frac{1}{3}} \right],$$ \hspace{1cm} (37)

where $\alpha_+ = (\epsilon_+ - \epsilon_-)/(a_+ T_+^4)$ is the phase transition strength. There would be three possible stable solutions to the hydrodynamic equations [59]: 1) Deflagration solution corresponding to the minus sign of above formula has a subsonic wall velocity, and $v_+ < v_-$. In order to fulfill the requirement that the velocity far away from the wall should be zero, there should be a shock front in front of the bubble wall, as we can see in Fig. 2 Note that in this case, the fluid behind the wall is at rest so we have $v_- = v_w$; 2) For the detonation solution, the wall velocity is supersonic and the fluid in front of the wall is at rest. In this case the solution corresponds to the positive sign of Eq. (37) and we have $v_+ = v_w$; 3) The hybrid expansion occurs when $v_+ < v_- = c_s$. This is a hybrid state that there should be a shock front in front of the wall and a rarefaction wave behind the wall.

In this work, we concentrate on deflagration mode where a shock front is formed in front of the bubble wall as shown in Fig. 2 We can clearly see that there exist two different interface boundaries, which lead to discontinuous thermodynamic quantities and two different reference frames. Therefore, we should carefully mention the designated reference frame when we deal with the velocity. For convenience, we denote the fluid velocities as measured with respect to the wall frame as $v_+$ if the fluid is in front of the wall and as $v_-$ if the fluid is behind the wall. And we denote the fluid velocities as measured with respect to the shock frame as $v_{s+}$ if the fluid is in front of the shock front and as $v_{s-}$ if the fluid is behind the shock front.
For the shock front, the fluid on both sides of it is in the symmetric phase and it has the same matching conditions as bubble wall in Eq. (33), then the velocities on both sides can be written as

$$v_{s+}v_{s-} = \frac{1}{3}, \quad \frac{v_{s+}}{v_{s-}} = \frac{T_{s+}^4 + 3T_{s-}^4}{T_{s-}^4 + 3T_{s+}^4}. \quad (38)$$

We use tildes $\tilde{v}_\pm$ to refer to fluid velocities in the fluid reference frame. This is also the frame of the universe or the reference frame of the center of the bubble. In this frame the fluid far behind the bubble wall and far ahead of the shock front is at rest. The fluid velocities in wall frame or shock frame and fluid frame are related by Lorentz transformations, i.e.,

$$\tilde{v}_\pm = \frac{v_w - v_\pm}{1 - v_w v_\pm}, \quad \tilde{v}_{s\pm} = \frac{v_{sh} - v_{s\pm}}{1 - v_w v_{s\pm}}, \quad (39)$$

where $v_w$ is just the bubble wall velocity, i.e., the relative velocities between the wall and the center of the bubble, $v_{sh}$ is the relative velocity between the shock front and the center of the bubble.

![Graphs showing velocity and temperature profiles](image)

**FIG. 3.** Velocity and temperature profiles in the deflagration mode for different bubble wall velocity $v_w = 0.1, 0.2, 0.3, 0.4$. Here we choose $\alpha_N = 0.005$. Left panel is the velocity profile and right panel is the temperature profile.

Since we focus on the subsonic bubble wall velocity, we should give a more precise definition of a deflagration. In this case the fluid velocity behind the wall is zero in the fluid frame, i.e,

$$\tilde{v}_- = 0 \quad \rightarrow \quad v_w = v_- \quad . \quad (40)$$
Similarly, we require that the fluid far away should be at rest as in the presence of the shock front. Then we will get

\[ \tilde{v}_{s+} = 0 \quad \rightarrow \quad v_{sh} = v_{s+} . \]  

(41)

In order to obtain the fluid velocity and temperature profile in front of the bubble wall, we need to solve their corresponding hydrodynamic equations \( (31) \) and \( (32) \). Given \( \alpha_+ \) and some value for the wall velocity \( v_w < c_s \), noting we have \( \xi_w = v_w = v_- \), the boundary condition for the velocity equation in front of bubble wall is

\[ \tilde{v}_+ = \frac{\xi_w - v_+}{1 - \xi_w v_+} = v(\xi_w) , \]

(42)

with \( v_+ \) which is determined by Eq. (37). From Eq. (32), we can see that the solution would have a singularity when \( \mu(\xi, v) = c_s \). However, the solution will reach the shock front position \( \xi_{sh} \) before the singularity. The shock front position satisfies the second boundary condition,

\[ \tilde{v}_- = \frac{\xi_{sh} - v_{s-}}{1 - \xi_{sh} v_{s-}} = v(\xi_{sh}) . \]

Notice that \( \xi_{sh} = v_{sh} = v_{s+} \). However, we still do not know the position of the shock front \( \xi_{sh} \). One can use the inverse transformation of Eq. (42) and then substitute it into Eq. (38) which describes the discontinuities of velocities across the shock front, then we will get

\[ \mu(\xi_{sh}, v(\xi_{sh})) \xi_{sh} = \frac{1}{3} = c_s^2 , \]

(43)

which determines the position of the shock front. Having the velocity profile, we can substitute it into Eq. (31) to get the temperature profile. The boundary values are the values of the temperature outside the wall \( T_+ \) and the temperature inside the shock front \( T_{s-} \). In Fig. 3 we show an illustration of velocity profile and temperature profile where we choose \( \alpha_N = 0.005 \). We could integrate Eq. (31) and get

\[ \frac{T_+}{T_{s-}} = \exp \left[ \int_{\xi_{sh}}^{\xi_w} d\xi \gamma^2 \mu \partial_\xi v \right] = \exp \left[ \int_{\xi_{sh}}^{\xi_w} d\xi \frac{2c_s^2 v(\xi - v)}{\xi ((\xi - v)^2 - c_s^2(1 - v\xi)^2)} \right] . \]

(44)

Notice that the temperature in front of the shock front corresponds to the nucleation temperature of the transition, i.e., \( T_{s+} = T_N \). Using Eq. (38) and eliminate \( v_{s+} \) we can find

\[ \frac{T_{s-}^4}{T_N^4} = \frac{T_{s-}^4}{T_{s+}^4} = \frac{3}{9v_{s-}^2 - 1} . \]

(45)
Using Eqs. (44) and (45) the temperature in front of the bubble wall $T_+$ is related to the nucleation temperature $T_N$ as

$$\frac{T_+}{T_N} = \left( \frac{3(1 - v_w^2)}{9v_w^2 - 1} \right)^{1/4} \exp \left[ \int_{\xi_t}^{\xi_w} d\xi \frac{2c_s^2v(\xi - v)}{\xi ((\xi - v)^2 - c_s^2(1 - v\xi)^2)} \right].$$

(46)

Then we can use

$$\frac{a_+T_+^4}{a_-T_-^4} = \frac{\omega_+}{\omega_-},$$

(47)

to determine the temperature behind the wall $T_-$. 

In Fig. 4 we show an example of the heating effect with $T_c = 118.3$ GeV and $T_N = 117.1$ GeV. It can be seen that there is one value of $v_w$ at which $T_+$ will be larger than $T_c$ (However, in reality we think that the $T_+$ could not be larger than $T_c$. It could only approach $T_c$ because when $T_+ = T_c$ the potential difference is almost zero and the wall could not be accelerated anymore.). We can give an approximation of the upper limit of the wall velocity [58],

$$v_w \simeq \left( \frac{\log T_c}{T_N} \right)^{1/2}.$$ 

(48)

Actually, the heating effect can effectively be viewed as hydrodynamic backreaction because it effectively reduces the potential difference in front of and behind the wall [34, 58].

![Graph showing temperature variation in front of the wall](image)

**FIG. 4.** An illustration of temperature variation in front of the wall. We have $T_c = 118.3$ GeV and $T_N = 117.1$ GeV for the benchmark model parameters in the IDM.
V. BASIC METHOD OF CALCULATING BUBBLE WALL VELOCITY

Besides heavy particles in the standard model (top quark, $W$ and $Z$ bosons), in IDM we have extra heavy particle species, the $CP$-odd scalar $A$ and two charged scalars $H^\pm$ of the inert doublet $\eta$. As we can see in Eqs. (10) and (11), these three scalars have the same coupling such that same field-dependent mass and same interactions. Therefore, in this work one can treat them as the same species $A$. For the same reason, since $W^\pm$ and $Z$ have nearly degenerate mass, we can also treat them as the same species $W$. Other massive species that obtain light field-dependent mass should be almost in thermal equilibrium and we can treat them as background.

In order to evaluate the friction term, we adopt the flow ansatz. We must know the out-of-equilibrium distribution part $\delta f$ for each massive particle population. In principle, the distribution function $f$ for the microscopic particles are described by the quantum Liouville equation. However, when the de-Broglie thermal wavelength of particles in the system is smaller than the bubble wall thickness, the Wentzel-Kramers-Brillouin (WKB) condition $p \gg 1/L$ ($p$ is the momentum of concerned particle and $L$ is the bubble wall thickness) is satisfied. Then the background field varies slowly and hence the distribution function for each particle can be approximated by the following Boltzmann equation

$$\frac{df}{dt} = \left( \frac{\partial}{\partial t} + \frac{\dot{z}}{\partial z} + \frac{\dot{p}_z}{\partial p_z} \right) f = -C[f] ,$$

(49)

where $\dot{z} = p_z/E$ and $\dot{p}_z = -\partial z E = -(m^2)'/(2E)$. The distribution function for one species $f$, which deviates from its equilibrium form, can be expressed as

$$f = \frac{1}{e^{(E+\delta)/T} \pm 1} ,$$

(50)

where $+$ is for fermions, $-$ is for bosons, and $\delta$ is the perturbations ($\delta \ll 1$) that can be parametrized as $[21] [22]

$$\delta = -\mu - \mu_{bg} - \frac{E}{T} (\delta T + \delta T_{bg}) - p_z (\delta v + \delta v_{bg}) .$$

(51)

And we take the background chemical potential perturbation as zero $[21] [22]$. We treat particles and antiparticles as one species neglecting CP violation$^1$ $C[f]$ is the collision

$^1$ Noting that this description is not appropriate for Infrared (IR) excitation with momenta $p \ll T$. These contributions can be important for boson species $[60] [61]$. 
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At lowest order in $m/T$, we will discuss the detailed calculations in next section. The collision term and the EOM of the background field are model dependent. Then the Boltzmann equation can be written as

\[
(-f_0') \left( \frac{p_z}{E} \left[ \partial_z \mu + \frac{E}{T} \partial_z (\delta T + \delta T_{bg}) + p_z \partial_z (\delta v + \delta v_{bg}) \right] \right) + \partial_t \mu + \frac{E}{T} \partial_t (\delta T + \delta T_{bg}) + p_z \partial_t (\delta v + \delta v_{bg}) + TC[\mu, \delta T, \delta v] = (-f_0') \frac{\partial_t (m^2)}{2E},
\]

where $f_0$ is the equilibrium distribution function and $f_0' = -\exp(E/T)/\exp(E/T+1)^2$. It is difficult to solve the full Boltzmann equation. However, one can truncate the full Boltzmann equation with three moments for an approximate solution. The three moments are chosen as $\int d^3p/(2\pi)^3$, $\int Ed^3p/(2\pi)^3$, and $\int p_zd^3p/(2\pi)^3$ \cite{21,22}. Then, after the integration and keeping in mind that $\partial_t Q \rightarrow v_wQ'$, $\partial_z Q \rightarrow Q'$ for every heavy species $i = t, W, A$, we obtain

\[
v_w c_2^i (\mu_i' + \mu_{bg}') + v_w c_3^i (\delta T_i' + \delta T_{bg}') + \frac{c_4^i T}{3} (\delta v_i' + \delta v_{bg}') + \mu_i \Gamma_{\mu 1,i} + \delta T_i \Gamma_{T 1,i} = \frac{v_w c_1^i}{2T} (m_i^2),
\]

\[
v_w c_3^i (\mu_i' + \mu_{bg}') + v_w c_4^i (\delta T_i' + \delta T_{bg}') + \frac{c_5^i T}{3} (\delta v_i' + \delta v_{bg}') + \mu_i \Gamma_{\mu 2,i} + \delta T_i \Gamma_{T 2,i} = \frac{v_w c_2^i}{2T} (m_i^2),
\]

\[
\frac{c_3^i}{3} (\mu_i' + \mu_{bg}') + \frac{c_4^i}{3} (\delta T_i' + \delta T_{bg}') + \frac{v_w c_4^i T}{3} (\delta v_i' + \delta v_{bg}') + \delta v_i \Gamma_{v,i} = 0,
\]

with different integration coefficients of the collision term

\[
\int \frac{d^3p}{(2\pi)^3} C[f_i] = \mu_i \Gamma_{\mu 1,i} + \delta T_i \Gamma_{T 1,i},
\]

\[
\int \frac{d^3p}{(2\pi)^3} EC[f_i] = \mu_i \Gamma_{\mu 2,i} + \delta T_i \Gamma_{T 2,i},
\]

\[
\int \frac{d^3p}{(2\pi)^3} p_z C[f_i] = T \delta v_i \Gamma_{v,i}.
\]

In Eqs. (53), the constants $c_{j}^{b/f}$ are defined as

\[
c_{j}^{b/f} T^{j+1} = \int E^{j-2} (-f_0') \frac{d^3p}{(2\pi)^3}.
\]

At lowest order in $m/T$, we have

\[
c_1^b = \frac{\log(2T/m_b)}{2\pi^2}, \quad c_2^b = \frac{1}{6}, \quad c_3^b = \frac{3\zeta(3)}{\pi^2}, \quad c_4^b = \frac{2\pi^2}{15},
\]

for bosons, whereas for fermions we have

\[
c_1^f = \frac{\log(2)}{2\pi^2}, \quad c_2^f = \frac{1}{12}, \quad c_3^f = \frac{9\zeta(3)}{4\pi^2}, \quad c_4^f = \frac{7\pi^2}{60}.
\]
\( \zeta(x) \) is the Riemann zeta function.

Eqs. (53) are not enough to solve for six quantities \( \mu, \delta T, \delta v, \mu_{bg}, \delta T_{bg}, \delta v_{bg} \). Therefore, we need three more equations which describe the evolution of the background fluid [22]. The background fluid is the sum of all light particles which have negligible mass variation across the bubble wall. All light particle species are treated as being at the same temperature \( T + \delta T_{bg} \) and same velocity \( \delta v_{bg} \) and the annihilation rates are fast enough that the background is in chemical equilibrium \( \mu_{bg} = 0 \). Then we obtain three background equations which have a similar form as the heavy particles in Eqs. (53):

\[
\tilde{c}_4 \left( v_w \delta T'_{bg} + \frac{\delta v'_{bg}}{3} T \right) = N_t(\mu_t \Gamma_{\mu_2,t} + \delta T_t \Gamma_{T2,t}) + \sum_{\text{bosons}} N_b(\mu_b \Gamma_{\mu_2,b} + \delta T_b \Gamma_{T2,b}) ,
\]

\[
\frac{\tilde{c}_4}{3} (\delta T'_{bg} + v_w T \delta v'_{bg}) = N_t T \delta v_t \Gamma_{v,t} + \sum_{\text{bosons}} N_b T \delta v_b \Gamma_{v,b} , \quad \mu_{bg} = 0 ,
\]

where we have used the fact that the collision term between massive particle species and light particle species in the fluid equations with opposite sign. Here the heat capacity of the light degrees of freedom \( \tilde{c}_4 = 78c_4^f + 19c_4^b \).

From Eqs. (58) the derivative of the background temperature and velocity can be written as:

\[
\delta T'_{bg} = \frac{-v_w (\bar{A} + \bar{B}) + (\bar{C} + \bar{D})}{\tilde{c}_4 (1/3 - v_w^2)} ,
\]

\[
\delta v'_{bg} = \frac{3v_w (\bar{C} + \bar{D}) + (\bar{A} + \bar{B})}{T \tilde{c}_4 (1/3 - v_w^2)} ,
\]

where

\[
\bar{A} = N_t(\mu_t \Gamma_{\mu_2,t} + \delta T_t \Gamma_{T2,t}) ,
\]

\[
\bar{B} = \sum_{\text{bosons}} N_b(\mu_b \Gamma_{\mu_2,b} + \delta T_b \Gamma_{T2,b}) ,
\]

\[
\bar{C} = N_t T \delta v_t \Gamma_{v,t} ,
\]

\[
\bar{D} = \sum_{\text{bosons}} N_b T \delta v_b \Gamma_{v,b} .
\]

After substituting Eqs. (59) and \( \mu_{bg} = 0 \) into Eqs. (53), one can simplify the Boltzmann equation into the following compact matrix form

\[
\hat{A} \delta' + \Gamma \delta = \Sigma ,
\]
in our case the vector of perturbations comprise top quark $t$, vector bosons $W$ and scalar $A$,

$$\delta = (\mu_t, \delta T_t, T\delta v_t, \mu_W, \delta T_W, T\delta v_W, \mu_A, \delta T_A, T\delta v_A) ,$$

(62)

the source term

$$\Sigma = \frac{v_w}{2T} \left( c_1'(m_t^2), c_2'(m_t^2), 0, c_1^W(m_W^2), c_2^W(m_W^2), 0, c_1^A(m_A^2), c_2^A(m_A^2), 0 \right) ,$$

(63)

and

$$\Gamma = \Gamma_0 + \frac{1}{c_4} \mathbb{M}$$

(64)

$$\hat{A} = \begin{pmatrix} \hat{A}_t & 0 & 0 \\ 0 & \hat{A}_W & 0 \\ 0 & 0 & \hat{A}_A \end{pmatrix} \text{, where } \hat{A}_i = \begin{pmatrix} v_w c_2^i \\ v_w c_3^i \\ \frac{1}{3} c_3^i \end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ \frac{1}{3} c_4^i \end{pmatrix},$$

(65)

$$\Gamma_0 = \begin{pmatrix} \Gamma_t & 0 & 0 \\ 0 & \Gamma_W & 0 \\ 0 & 0 & \Gamma_A \end{pmatrix} \text{, where } \Gamma_i = \begin{pmatrix} \Gamma_{\mu_1,i} & \Gamma_{T_1,i} & 0 \\ \Gamma_{\mu_2,i} & \Gamma_{T_2,i} & 0 \\ 0 & 0 & \Gamma_{v,i} \end{pmatrix}.$$

(66)

Here $\mathbb{M}$ is

$$\mathbb{M} = \begin{pmatrix} M_{tt} & M_{tw} & M_{ta} \\ M_{wt} & M_{ww} & M_{wa} \\ M_{at} & M_{aw} & M_{aa} \end{pmatrix} \text{, where } M_{ij} = N_j \begin{pmatrix} c_3^i \Gamma_{\mu_2,j} & c_3^i \Gamma_{T_2,j} & 0 \\ c_4^i \Gamma_{\mu_2,j} & c_4^i \Gamma_{T_2,j} & 0 \\ 0 & 0 & c_4^i \Gamma_{v,j} \end{pmatrix}.$$

(67)

where $N_j$ is the total degree of freedom for the massive species ($N_t = 12$, $N_W = 9$ and $N_A = 3$).

We should note that when $m_b \gg T$ the approximation of $c_1^b$ in Eqs. (56) break down and we have

$$c_1^b = (m_b/T)^{1/2} \exp(-m_b/T)/(2\pi)^{3/2},$$

(68)

so that the contribution of the heavy boson particles to the right-hand side term in Eq. (63) is suppressed by a Boltzmann factor. Their contribution to friction would then be suppressed. For an extremely strong phase transition, this Boltzmann factor should be taken into account and tends to increase the predicted velocity.
VI. COLLISION TERMS

The collision terms are very important for calculating bubble wall velocity. If they are large enough, we expect that massive particles are only slightly apart from equilibrium and that they can not produce enough friction to prevent the bubble expansion. Then the wall velocity may be very large. On the other hand, if the collision terms are too small, our method that introduce perturbations may be problematic; thus, it is essential to calculate collision terms accurately.

In most of the previous studies, only two massive species are considered; namely, the top quark and the $W$ bosons. Here, in our work we include extra massive particle species, the new scalars $H^\pm$ and $A$. We treat them as same species when calculating wall velocity so we can only calculate their collision terms once.

The collision term of the Boltzmann equation for species $i$ can be expressed as

$$C[f_i] = \frac{1}{2N_i} \sum_{p} \frac{1}{2E_p} \int \frac{d^3kd^3p'd^3k'}{(2\pi)^9 2E_k 2E_{p'} 2E_{k'}} |\mathcal{M}_i(p, k; p', k')|^2 (2\pi)^4 \delta^4(p + k - p' - k') \mathcal{P}[f_i(p)] ,$$

where the sum is over all 4-body processes. The matrix elements are summed over helicities and colors of all four external quasiparticles, then divided by the number of degrees of freedom $N_i$ corresponding to species $i$,

$$N_t = N_{\bar{t}} = 6, N_{W^+} = N_{W^-} = N_Z = 3, N_A = N_{H^+} = N_{H^-} = 1 .$$

$p$ is the momentum of the concerned heavy particle species, $k$ represents the momentum of the other incoming particle. $p'$ and $k'$ denote the momenta of the outgoing particles. Then the Mandelstam variables $s, t, u$ are defined as $s = (p + k)^2 = (p' + k')^2$, $t = (p - p')^2 = (k - k')^2$, and $u = (p - k')^2 = (k - p')^2$. The population factor for process $ij \rightarrow mn$ is

$$\mathcal{P}[f_i(p)] \equiv f_i(p)f_j(k)(1 \pm f_m(p'))(1 \pm f_n(k')) - f_m(p')f_n(k')(1 \pm f_i(p))(1 \pm f_j(k))$$

with the upper (lower) signs corresponding to bosons (fermions) and $f_i$ the appropriate perturbed distribution function for particle $i$, which we assume to take the form

$$f_i = (e^{(E_i + \delta_i)/T} \pm 1)^{-1} .$$

We now analyze the distribution function at first order. We can write $f_i = 1/(\exp a_i \pm 1)$ with $a_i = (E_i - \delta_i)/T$ in the plasma frame such that $1 \pm f_i = f_i \exp a_i$. Then Eq. (71) can
be expressed as
\[ \mathcal{P}[f_i] = (e^{a_i + a_j} - e^{a_i + a_j}) f_i f_j f_m f_n, \]
and we have
\[ \exp(a_i + a_j) = \exp\left[\frac{(E_i + E_j)}{T}\right] \times \exp\left(-\delta_i/T - \delta_j/T\right) \]
\[ \simeq \exp\left[\frac{(E_i + E_j)}{T}\right] \times \left(1 - \frac{\delta_i}{T} - \frac{\delta_j}{T}\right). \]

Then to the first order in \( \delta \), we have
\[ \mathcal{P}[f_i] \simeq \frac{\delta_i + \delta_j - \delta_m - \delta_n}{T} f_{0,i} f_{0,j} (1 \pm f_{0,m}) (1 \pm f_{0,n}), \]
where \( f_{0,i} = (e^{E_i/T} \pm 1)^{-1} \) is the equilibrium distribution for species \( i \) and we use the fact that \( f_i e^{E_i/T} = f_{0,i} e^{E_i/T} + \mathcal{O}(\delta_i) = 1 \pm f_{0,i} + \mathcal{O}(\delta_i) \). After integration we get the collision terms with the forms in Eqs. (54).

Then we need to consider the dominant scattering processes of the massive particle species. We calculate the collision terms by using the leading-log approximation [21]: a) Neglecting masses of all the external particles; b) Neglecting \( s \)-channel contributions because they are not logarithmic; c) The logarithmic IR divergences are regularized by the thermal mass of the mediator. We use propagators of the forms \( 1/(t - m_{i,T}^2) \) or \( 1/(u - m_{i,T}^2) \), where \( m_{i,T} \) is thermal mass of the mediator. The thermal masses for quarks and gluons are \( m_{q,T}^2 = g_s^2 T^2/6 \) and \( m_{g,T}^2 = 2g_s^2 T^2 \), respectively. \( g_s \) is the strong coupling constant. The thermal mass of \( W \) boson is \( m_{W,T}^2 = 11g_s^2 T^2/6 \). And for the new scalars, \( m_{A,T}^2 = \lambda_3 T^2/24 \).

To see where the “leading-log” comes from, we show an example of the \( t \)-channel annihilation process \( t \bar{t} \to gg \) with matrix element \( -(64/9)g_s^4 st/(t - m_{i,T}^2)^2 \). The integral about \( p' \) and \( k' \) gives (in the center-of-mass frame),
\[ \int \frac{p'^2 dp'd\Omega_{p'}}{(2\pi)^3 4E_{p'}E_{k'}} 2\pi \delta (2E_{p'} - 2E_{p'}) \frac{(2p \cdot k) 2pp' (1 - \cos \theta')}{[2pp' (1 - \cos \theta') + m_{i,T}^2]^2} \simeq \frac{1}{8\pi} \log \frac{2p \cdot k}{m_{i,T}^2}, \]
where we have used the leading-log approximation that \( E_{k'} = E_{p'} = |\vec{p}'| = |\vec{k}'| = p' \) and \( E_k = E_p = |\vec{p}| = |\vec{k}| = p \). Here, \( 2p \cdot k = 2pk(1 - \cos \theta) + O(m_{i,T}^2) \), with \( \theta \) being the plasma-frame angle between \( \vec{p} \) and \( \vec{k} \). Then the remaining integrals about \( \theta \) in the plasma frame contain
\[ \int d\cos \theta \left[ \frac{1}{2} \log \left( \frac{2pk(1 - \cos \theta)}{m_{i,T}^2} \right) \right] = -1 + \log \frac{4pk}{m_{i,T}^2}. \]

The remaining integrals can be done numerically.
However, in order to get more accurate results, we do the numerical integration directly like \( \int \frac{d^3p}{(2\pi)^3} C[f_i] \) by using the phase space parametrization as discussed in Ref. [24]. The Monte Carlo package VEGAS [62] is used in our numerical integration calculations. Then we can use Eqs. (54) to extract \( \Gamma_{\mu 1}, \Gamma_{T 1}, \Gamma_{\mu 2}, \Gamma_{T 2} \) and \( \Gamma_v \) for each particle species. We use another approximation in that we neglect the collisions between different massive species since we expect their contributions are subdominant compared with other processes. This is implied in Eq. (66). The results of the matrix elements are shown in Table II. We only include processes at order of \( g^4_s, y_t^2 g_2^2, g_w^2 g_s^2, g_w^4, \lambda_3^4 \) as the dominant contributions. The matrix elements are summed over the helicities and colors of all four external states.

We perform numerical integration and get, for the top quarks,

\[
\begin{align*}
\Gamma_{\mu 1,t} &\simeq (5.0 \times 10^{-4} g_s^4 + 5.8 \times 10^{-4} g_s^2 y_t^2) T \\
\Gamma_{T 1,t} &\simeq (1.1 \times 10^{-3} g_s^4 + 1.3 \times 10^{-3} g_s^2 y_t^2) T \\
\Gamma_{T 2,t} &\simeq (1.1 \times 10^{-2} g_s^4 + 4.0 \times 10^{-3} g_s^2 y_t^2) T \\
\Gamma_v,t &\simeq (2.0 \times 10^{-2} g_s^4 + 1.8 \times 10^{-3} g_s^2 y_t^2) T ,
\end{align*}
\]

for the W bosons,

\[
\begin{align*}
\Gamma_{\mu 1,W} &\simeq (2.3 \times 10^{-3} g_s^2 g_w^2 + 2.0 \times 10^{-3} g_w^4) T \\
\Gamma_{T 1,W} &\simeq (4.7 \times 10^{-3} g_s^2 g_w^2 + 4.1 \times 10^{-3} g_w^4) T \\
\Gamma_{T 2,W} &\simeq (1.5 \times 10^{-2} g_s^2 g_w^2 + 1.5 \times 10^{-2} g_w^4) T \\
\Gamma_v,W &\simeq (5.7 \times 10^{-2} g_s^2 g_w^2 + 1.5 \times 10^{-2} g_w^4) T ,
\end{align*}
\]

and for the new bosons \( A \),

\[
\begin{align*}
\Gamma_{\mu 1,A} &\simeq 1.0 \times 10^{-2} \lambda_3^4 T \\
\Gamma_{T 1,A} &\simeq 4.9 \times 10^{-3} \lambda_3^4 T \\
\Gamma_{T 2,A} &\simeq 5.1 \times 10^{-3} \lambda_3^4 T \\
\Gamma_v,A &\simeq 1.8 \times 10^{-3} \lambda_3^4 T .
\end{align*}
\]

VII. BUBBLE WALL VELOCITY

Given the above results, the perturbations could be derived from Eq. (61) by using Green’s function method,

\[
(\hat{A}^{-1} \Gamma)_{ij} \chi_{jk} = \chi_{jk} \rho_k ,
\]
FIG. 5. Chemical, temperature and velocity perturbations of $W$, $t$ and $A$ for $v_w = 0.1$ and $L = 0.1$ GeV$^{-1}$. Left: perturbations for top quark (solid lines) and W boson (dashed lines). Right: perturbations for new scalars.

where $\rho_k$ are the eigenvalues of $\hat{A}^{-1}\Gamma$ and $\chi$ is the matrix constituting of the eigenvectors. Note that there is no sum on $k$. It is then straightforward to write down the Green’s function

$$G_i(z, y) = \text{sgn}(\rho_i)e^{-\rho_i(z-y)}\Theta[\text{sgn}(\rho_i)(z - y)].$$

The Heaviside function means the boundary condition $\delta_i(z \to \pm\infty) = 0$. Then the perturbation $\delta_i$ will be given by

$$\delta_i(z) = \chi_{ij} \int_{-\infty}^{\infty} dy G_j(z, y) [\chi^{-1}\hat{A}^{-1}\Sigma(y)]_{ij},$$

where $\Sigma$ is given by Eq. (63). However, in order to evaluate this integration, we must know the explicit form of $m_r^2(\phi(z))$. To proceed further, we choose the ansatz of the bubble wall profile as

$$\phi(z) = \frac{\phi_-}{2} \left(1 + \tanh \frac{z}{L}\right),$$

where $\phi_-$ is the VEV of the Higgs boson in the broken phase at $T_-$, $\phi_- = \phi(T_-)$. $L$ is the bubble wall thickness. This bubble wall profile might work well for relatively weak first-order phase transition. In this work, for the chosen benchmark parameters in the IDM, we just have a relatively weak first-order phase transition. Thus, it is reasonable to assume this shape in the following analysis.

Numerically solving the truncated Boltzmann equation, we could obtain the perturbations of all massive species as shown in Fig. 5 and background perturbations in left panel of Fig. 6.

\footnote{For a SFOPT or the ultra supercooling phase transition, this profile ansatz might not be appropriate.}
where we have chosen wall velocity $v_w = 0.1$ and wall thickness $L = 0.1 \text{ GeV}^{-1}$. We can give brief discussions on the underlying physics of these numerical results. One can see that the values of perturbations for $t$ and $W$ are larger than $A$’s. This is because the magnitudes of the collision rates of $A$ are larger than the rates of $t$ and $W$, such that $A$ is closer to equilibrium than $t$ and $W$. Also, for $t$ and $W$, their collision rates with respect to the chemical potential are smaller than those with respect to temperature, so that $t$ and $W$ are easier to deviate from chemical equilibrium than thermal equilibrium. Then the extent of their decoupling from chemical equilibrium should be larger than thermal equilibrium. Such that in Fig. 3 we can see that the perturbations of the chemical potential are much larger than temperature and velocity. It is the same for $A$, whose particle number-changing collision rate is larger than temperature-exchanging rate so the magnitude of chemical perturbations of $A$ is smaller than temperature and velocity. As the wall is thick enough respect to the de-Broglie wavelength of massive particles, we expect that the shape of the dominant perturbations $\mu/T$ for $t$ and $W$ and $\delta T/T$ for $A$ will be closely proportional to $m m'$ and $\delta T_{bg}/T$ be proportional to $m^2$, which is consistent with our results.

Substituting the results obtained from Boltzmann equation under semiclassical and fluid approximations into Eq. (24) we get that at leading-order perturbations, the EOM of Higgs can be approximated as

$$S_{\text{EOM}} \equiv (1 - v_w^2) \phi'' + \frac{\partial V_{\text{eff}}(\phi, T_+)}{\partial \phi} + \frac{N_t T_+}{2} \frac{dm_t^2}{d\phi} \times \left( c_1^t \mu_t + c_2^t (\delta T_t + \delta T_{bg}) \right) + \sum_{b} \frac{N_b T_+}{2} \frac{dm_b^2}{d\phi} \left( c_1^b \mu_b + c_2^b (\delta T_b + \delta T_{bg}) \right) = 0 ,$$

where $N_i$ is the degree of freedom of particle $i$. Here $T_+$ is temperature just in front of the bubble wall and can be solved with the hydrodynamic treatment of expanding bubble which we have discussed previously.

Given specific bubble wall profile in Eq. (84), it is still difficult to fully solve the EOM in Eq. (85). In practice, we could obtain an approximate solution when the following two constraints are satisfied [57]

$$M_1 = \int S_{\text{EOM}} \phi' dz = 0, \quad M_2 = \int S_{\text{EOM}} (2\phi - \phi) \phi' dz = 0 .$$

The first equation $M_1 = 0$ in Eq. (86) means the total pressure on the bubble wall vanishes in the steady velocity regime. And the second equation $M_2 = 0$ indicates the bubble wall
thickness should not change anymore, which means the total pressure gradient should be zero for the steady bubble wall velocity.

The equilibrium, constant temperature part of Eq. \ref{eq:86} can be easily performed,

\[
\int \left[ (1 - v_w^2) \phi'' + \frac{\partial V_{\text{eff}}(\phi, T_+)}{\partial \phi} \right] \phi' d\phi = V_{\text{eff}}(\phi, T_+) - V_{\text{eff}}(\phi, T_+) ,
\]

(87a)

\[
\int \left[ (1 - v_w^2) \phi'' + \frac{\partial V_{\text{eff}}(\phi, T_+)}{\partial \phi} \right] (2\phi - \phi_\text{\text}) \phi' d\phi = \frac{2(1 - v_w^2)\phi^3}{15L^2} + \int_{\phi_\text{\text}}^{\phi_\text{\text}} \frac{\partial V_{\text{eff}}(\phi, T_+)}{\partial \phi} (2\phi - \phi) d\phi ,
\]

(87b)

The kinetic term \(\phi''\) tends to stretch the wall (increasing \(L\)) while \(V_{\text{eff}}\) tends to accelerate and compress the wall.

Before further calculations, one should emphasize that the vacuum value \(\phi\) using here is its value at \(z \to \infty\). More precisely, it is actually \(\phi_\text{\text} = \phi(T_\text{\text})\) that evaluated at \(T_\text{\text}\) instead of \(\phi(T_\text{\text})\). This temperature jump is actually from the hydrodynamic effects discussed in Sec IV. However, as we can see from Eq. \ref{eq:85}, \(\phi''\), the perturbations \(\mu_i\), \(\delta T_i\) and \(v_i\) should vanish at \(z \to \infty\). On the contrary, \(\delta T_{bg}\) is not zero there. We will find that \(\partial V/\partial \phi\) and the friction term coming from \(\delta T_{bg}\) do not exactly cancel with each other. This behavior appears for the reason that the temperature jump is nonlinear so \(T_\text{\text} \neq T_+ + \delta T_{bg}\) and the vacuum value \(\phi_{\text{\text}}\) is very sensitive to temperature.

We can see this more clearly in the following. Since we already had

\[
\frac{\partial V_T(\phi, T)}{\partial \phi} = \sum_i \frac{dm_i^2}{d\phi} \int \frac{d^3 p}{(2\pi)^3 2E_i} f_{0,i}(p,T) ,
\]

(88)

we simply expect that

\[
0 \equiv \frac{\partial V_{\text{eff}}(\phi, T_\text{\text})}{\partial \phi_\text{\text}} \simeq \frac{\partial V_{\text{eff}}(\phi_-, T_+)}{\partial \phi_-} + \frac{\partial^2 V_T(\phi, T_+)}{\partial \phi_- \partial T_+} \delta T_{bg} ,
\]

(89)

where \(\delta T_{bg} = \delta T_{bg}(z \to \infty)\) is the background temperature perturbation at large positive \(z\). The second term of Eq. \ref{eq:89} is just the friction term coming from \(\delta T_{bg}\). However, in reality, the temperature varies nonlinearly in front and behind the wall, so this equality is too crude. In other words, Eq. \ref{eq:85} is not the real EOM at large positive \(z\).

Actually, we can use \(\partial V_T/\partial T = -s\) such that

\[
\frac{\partial^2 V_T(\phi, T_+)}{\partial \phi \partial T_+} \delta T_{bg}(z) = -\frac{\partial s(\phi, T_+)}{\partial \phi} \delta T_{bg}(z) ,
\]

(90)

\[\text{3} \text{ Generally } \phi(T_+) \neq \phi_+ \text{ where } \phi(T_+) \text{ is the VEV at } T_+ \text{ but } \phi_+ \text{ is the field value in front of the bubble wall.}\]
which can be multiplied by $\phi'$ and integrated,

$$
\int dz \phi' \left( \frac{\partial V_{\text{eff}}(\phi, T_+)}{\partial \phi} - \frac{\partial s(\phi, T_+)}{\partial \phi} \delta T_{bg}(z) \right) \approx V_{\text{eff}}(\phi_-, T_+) - V_{\text{eff}}(\phi_+, T_+) - s(\phi_-, T_+)\delta T_{bg+} + \langle s \rangle \delta T_{bg+}
$$

$$
\quad \approx V_{\text{eff}}(\phi_-, T_-) - V_{\text{eff}}(\phi_+, T_+) + \langle s \rangle \delta T_{bg+} , \quad (91)
$$

where the last term $\langle s \rangle \delta T_{bg+}$ can be approximated as $\langle s \rangle (T_- - T_+)$ at first order which is consistent with Eq. (26).

So in order to minimize this inconsistency, we should find a new vacuum value $\phi_-$ to make EOM hold at infinity [64],

$$
\left. \left( \frac{\partial V_{\text{eff}}(\phi, T_+)}{\partial \phi} + \left( \frac{N_t T_+}{2} \frac{d m_t^2}{d \phi} c_t^1 + \sum_b \frac{N_b T_+}{2} \frac{d m_b^2}{d \phi} c_b^2 \right) \delta T_{bg} \right) \right|_{\phi=\phi_-, z\to\infty} = 0 . \quad (92)
$$

The new $\phi_-$ does not minimize the potential but it cancels the friction term. Then we should recompute the perturbations and iterate.

Ref. [64] also introduced another method that one can find an $O(1)$ parameter $y$ so that the modified EOM

$$
(1 - v_w^2)\phi'' + \frac{\partial V_{\text{eff}}(\phi, T_+)}{\partial \phi} + \frac{N_t T_+}{2} \frac{d m_t^2}{d \phi} \left( c_t^1 \mu_t + c_t^2 (\delta T_t + y \delta T_{bg}) \right) + \sum_b \frac{N_b T_+}{2} \frac{d m_b^2}{d \phi} \left( c_b^1 \mu_b + c_b^2 (\delta T_b + y \delta T_{bg}) \right) = 0 \quad (93)
$$

is satisfied for larger positive values of $z$. In this work we will use the former method that redefines the VEV.

The last term of Eq. (85), multiplied by $\phi'$, gives the friction term

$$
F(z) = \frac{N_t T_+}{2} \frac{d m_t^2}{d z} \left( c_t^1 \mu_t + c_t^2 (\delta T_t + \delta T_{bg}) \right) + \sum_b \frac{N_b T_+}{2} \frac{d m_b^2}{d z} \left( c_b^1 \mu_b + c_b^2 (\delta T_b + \delta T_{bg}) \right) . \quad (94)
$$

Then the $M_1$ of Eq. (86) gives the condition of steady wall expansion,

$$
V_{\text{eff}}(\phi_-, T_+) - V_{\text{eff}}(\phi_+, T_+) = \int dz F(z) . \quad (95)
$$

We can see the behavior of $\int dz F(z)$ in Fig. 6. We find that when $v_w$ approaches $c_s$ the friction force will approach negative infinity which is due to the singularity of $\delta T_{bg}$, as seen in Eq. (59). This singularity may be caused by the selection of ansatz [11, 12] or some physical reasons [13, 29, 30] but these works have shown that in the low-velocity regime our
FIG. 6. Left panel: An illustration for the perturbation of background velocity and background temperature for $v_w = 0.1, L = 0.1$ GeV$^{-1}$. Right panel: $\int dz F(z)/T_N^4$ for different species as a function of wall velocity $v_w$.

treatment still works well. Fortunately, we found that the velocity in the IDM is indeed small enough.

To do other integrals, it is much simpler to work in momentum space. However, it should be noted that $m_b = m_b(z)$ so the $c^b_1 = c^b_1(z)$ is function of $z$. But we have noticed that the source term of perturbations is proportional to

$$\phi \phi' = \frac{\phi^2}{4} \text{sech}^2(\frac{z}{L}) \left( 1 + \tanh(\frac{z}{L}) \right),$$

(96)

which has a peak at $z = \frac{\ln 2}{2} L$. Therefore, the main contributions should come from $z$ around the peak. So it is reasonable to make an approximation that $c^b_1 \simeq c^b_1(z = \frac{\ln 2}{2} L)$.

Then the Boltzmann equations can be written in Fourier space as

$$ik\tilde{\delta}_i + (\hat{A}^{-1} \Gamma)_{ij} \tilde{\delta}_j = (\hat{A}^{-1} K)_{ij} \phi \phi',$$

(97)

$$ik\tilde{T}_{bg} = R_i \tilde{\delta}_i,$$

(98)

where $K$ and $R$ can be read from Eqs. (63) and (59), respectively.

$$K = \frac{v_w}{2T} \left( c_1 y_t^2, c_2 y_t^2, 0, \frac{c_1 W g_w^2}{2}, \frac{c_2 W g_w^2}{2}, 0, c_1^A \lambda_3, c_2^A \lambda_3, 0 \right),$$

(99)

$$R = \frac{1}{c_4 \left( 1/3 - v_w^2 \right)} \left( -v_w N_t \Gamma_{\mu_2,t}, -v_w N_t \Gamma_{2t}, N_t \Gamma v_2,t, -v_w N_W \Gamma_{\mu_2,2W}, -v_w N_W \Gamma_{T2,2W}, N_W \Gamma v_2,W, -v_w N_A \Gamma_{\mu_2,A}, -v_w N_A \Gamma_{2,A}, N_A \Gamma v_2,A \right).$$

(100)

Substituting these into Eq. (86), we get the contributions of perturbations to $M_1$ and
where \( S = \chi^{-1}A^{-1}K \), \( f \) and \( \Upsilon \) can be read from Eq. (85),

\[
f = T \left( \frac{c_1^W r y^2}{2}, \frac{c_1^W W g^2}{4}, 0, \frac{c_1^W N W g^2}{4}, 0, \frac{c_1^W N A \lambda_3}{2}, \frac{c_2^W N A \lambda_3}{2}, 0 \right),
\]

(103)

\[
\Upsilon = \frac{c_2^W N y^2}{2} + \frac{c_2^W W g^2}{4} + \frac{c_2^W N A \lambda_3}{2}.
\]

(104)

It should be noted that we introduce Dirac delta function \( \delta(k) \) in Eqs. (101) and (102) because Eq. (98) can only determine \( \delta T_{bg} \) up to a constant of integration. In order to satisfy the boundary condition \( \delta T_{bg}(z \to -\infty) = 0 \), we must add this into the equation. Using

\[
\tilde{\phi}'(k) = \frac{\phi^2}{2} (1 - ikL/2) \frac{kL\pi}{2} \text{csch} \frac{kL\pi}{2},
\]

(105)

\[
2\tilde{\phi}^2(k) = \frac{\phi^4}{12} (8 - 6ikL - k^2 L^2) \frac{kL\pi}{2} \text{csch} \frac{kL\pi}{2},
\]

(106)

Eqs. (101) and (102) can be solved by using the following integrals:

\[
\int \frac{dk}{2\pi} \frac{1}{\rho + ik} \tilde{\phi}'(k)\tilde{\phi}'(-k) = \frac{\phi^4}{16} \left[ \left( \rho L - \frac{(\rho L)^3}{4} \right) I_1 \left( \frac{\rho L\pi}{2} \right) + \frac{\rho L}{3} \right],
\]

(107a)

\[
\int \frac{dk}{2\pi} \frac{1}{k(\rho + ik)} \tilde{\phi}'(k)\tilde{\phi}'(-k) = -\frac{\phi^4}{16} \left[ \left( \rho L - \frac{(\rho L)^3}{4} \right) I_1 \left( \frac{\rho L\pi}{2} \right) + \frac{\rho L}{3} \right],
\]

(107b)

\[
\int \frac{dk}{2\pi} \frac{1}{\rho + ik} \tilde{\phi}'(k)2\tilde{\phi}^2(k)\tilde{\phi}'(-k) = \frac{\phi^5}{12} \left[ \left( \frac{\rho^2 L^4}{16} - \frac{\rho^3 L^3}{4} - \frac{\rho^2 L^2}{4} + \rho L \right) I_1 \left( \frac{\rho L\pi}{2} \right)
\]

\[
- \left( \frac{\rho^2 L^2}{12} - \frac{\rho L}{3} - \frac{2}{5} \right) \right],
\]

(107c)

\[
\int \frac{dk}{2\pi} \frac{1}{k(\rho + ik)} \tilde{\phi}'(k)2\tilde{\phi}^2(k)\tilde{\phi}'(-k) = -\frac{\phi^5}{12} \left[ \left( \frac{\rho^4 L^4}{16} - \frac{\rho^3 L^3}{4} - \frac{\rho^2 L^2}{4} + \rho L \right) I_1 \left( \frac{\rho L\pi}{2} \right)
\]

\[
- \left( \frac{\rho^2 L^2}{12} - \frac{\rho L}{3} \right) \right],
\]

(107d)

where

\[
I_1(a) = \int_{-\infty}^{\infty} dx \frac{x^2 \text{csch}^2 x}{x^2 + a^2},
\]

(108)
FIG. 7. Illustration of the two constraints $M_1/T_N^4$ and $M_2/T_N^4$. The red dots represent the final bubble wall velocity and bubble wall thickness for the benchmark parameters in IDM.

which can be evaluated by contour integrals in the complex plane,

$$I_1(a) = \frac{\pi |a|}{\sin^2 a} - 2 - \sum_{n=1}^{\infty} \frac{n(2\pi a)^2}{[(n\pi)^2 - a^2]^2} . \quad (109)$$

In summary, the main procedure of calculating the bubble wall velocity is shown in Fig. 1. For a given set of model parameters (in this case, the Benchmark A of IDM), we firstly calculate the thermodynamic quantities like the nucleation temperature $T_N$ and the phase transition strength $\alpha_N$ of the nucleation process with the ComoTransitions package. Then we perform a grid scan in the $(v_w, L)$ space. At each point in the grid we perform the next steps:

1. Solve the hydrodynamic equations of the SFOPT. This allows us to obtain the thermodynamic parameters evaluated in front of and behind the wall, that is $T_+, \alpha_+, v_+, \phi_+, T_-$, and $v_-$. Then we modify the field value by using the correct minimization conditions with the effective potential which should be evaluated at the temperature inside the bubble, with

$$\left. \frac{\partial V_{\text{eff}}(\phi, T_-)}{\partial \phi} \right|_{\phi=\phi_-} = 0 . \quad (110)$$

3. Solve the truncated Boltzmann equations for concerned perturbations, which determines the friction force from the massive particles.

4. Choose new vacuum value $\phi_-$ such that it can satisfy the condition

$$\left. \left( \frac{\partial V_{\text{eff}}(\phi, T_+)}{\partial \phi} + \sum_i N_i \frac{dm^2_i}{d\phi} \int \frac{d^3p}{(2\pi)^3 2E_i} \delta f_i(p, z) \right) \right|_{\phi=\phi_-, z \rightarrow \infty} = 0 . \quad (111)$$
5. Recompute the perturbations and iterate. Then calculate $M_1$ and $M_2$.

In Fig. 7, we show the two constraints $M_1$ and $M_2$ as functions of $v_w$ and $L$. For the two red dots, $M_1 = 0$ and $M_2 = 0$ are satisfied simultaneously. The two dots correspond to the same value of bubble wall velocity and thickness. Therefore, the solution of two constraints is $v_w \simeq 0.165, L \simeq 0.084 \text{ GeV}^{-1}$ which implies that the wall velocity is subsonic in IDM. This solution is consistent with our assumption that $LT_N \gg 1$ such the WKB approximation holds in this case.

In Table III, we also give the results of Benchmark B and C. We can see that in the allowed parameter spaces of IDM, the bubble wall velocity varies slightly around $v_w \simeq 0.165$.

There are some uncertainties in our calculation. First, we parametrize the nonequilibrium with leading-order perturbations which may be problematic. Recently there were some modified schemes [11–13, 29, 30] but they have shown that in low-velocity regime the result of new scheme is almost the same as in the old scheme. Second, we calculated collision terms by using leading-log approximation. Actually, if the collision term is larger, we expect that the velocity would be increased because the massive particles would be more closely to equilibrium. Then the friction would be decreased.

VIII. CONCLUSION

It is crucial and complicated to precisely calculate the bubble wall velocity, which is essential to the phase transition dynamics, the electroweak baryogenesis, the new dark matter mechanism from the bubbles, and the spectra of the phase transition gravitational wave. And more gravitational wave experiments (LISA, TianQin, Taiji,...) are proposed and they need accurate theoretic predictions on the gravitational wave signals. Thus, it becomes necessary and useful to calculate the model-dependent bubble wall velocity both for the fundamental problems and the gravitational wave experiments [65, 66].

In this work, we have systematically calculated the bubble wall velocity in the well-motivated inert doublet model for the first time. The contribution from the heavy inert scalar bosons are taken into account. All the thermal masses are included in our numerical calculations. One difficulty is to consistently consider the hydrodynamic effects including the heating effects. To obtain the correct bubble wall velocity, it is important to figure out the correct temperature and vacuum value. We consider the hydrodynamic effects to
obtain more reliable results of the temperature and vacuum value. Another difficulty is
the precise calculations of the collision terms, which represent various particle scattering
processes at the vicinity of the bubble wall so we have used the Monte Carlo algorithm to
numerically obtain more precise collision terms. After having more rigorous hydrodynamic
effects and collision terms, we get relatively more reliable nonequilibrium perturbations of
various massive particles, which are essential for the friction force. Finally, by scanning the
grid of wall velocity and wall thickness, we obtain the relatively precise bubble wall velocity
in the inert doublet model for the first time. It is obviously smaller than the speed of sound
and is favored by the traditional electroweak baryogenesis. This result could also help us to
greatly reduce the uncertainty of the gravitational wave spectra from the strong first-order
phase transition.

Our results might be useful for other similar models. This procedure is also appropriate
for other standard model-like models that have weak first-order phase transitions.\footnote{For strong enough phase transitions, it is necessary to introduce new methods to solve Boltzmann equations \[11\].} Regarding the precise prediction of bubble wall velocity for a given new physics model, there are
still some uncertainties from the collision terms and fluid approximations. More precise cal-
culations on the collision terms \[67\] including the resummation over the large logarithmic
terms \[72, 73\] and more accurate fluid ansatzes are left for the future study.
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### TABLE II. Relevant 4-body processes and their corresponding matrix elements for massive particles in the leading-log approximation. The matrix elements are summed over the helicities and colors of all four external states. We only include processes at the order of $g_s^4$, $y_t^2 g_s^2$, $g_w^2 g_s^2$, $g_w^4$, $\lambda_3^4$ as the dominant contributions. Here $q$, $b$ and $l$ represent quarks, bottom quark and leptons respectively.
|                | $T_c$ [GeV] | $T_N$ [GeV] | $v_w$  | $L$ [GeV$^{-1}$] |
|----------------|------------|------------|--------|-----------------|
| Benchmark A    | 118.3      | 117.1      | 0.165  | 0.084           |
| Benchmark B    | 118.6      | 117.5      | 0.164  | 0.085           |
| Benchmark C    | 119.4      | 118.4      | 0.164  | 0.088           |

TABLE III. Bubble wall velocity, bubble wall thickness and phase transition parameters for different benchmark points.