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Abstract. Deep learning (DL) networks have proven to be crucial in commercial solutions with computer vision challenges due to their abilities to extract high-level abstractions of the image data and their capabilities of being easily adapted to many applications. As a result, DL methodologies had become a de facto standard for computer vision problems yielding many new kinds of research, approaches and applications. Recently, the commercial sector is also driving to use of embedded systems to be able to execute DL models, which has caused an important change on the DL panorama and the embedded systems themselves. Consequently, in this paper, we attempt to study the state of the art of embedded systems, such as GPUs, FPGAs and Mobile SoCs, that are able to use DL techniques, to modernize the stakeholders with the new systems available in the market. Besides, we aim at helping them to determine which of these systems can be beneficial and suitable for their applications in terms of upgradeability, price, deployment and performance.
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1. Introduction

Deep learning (DL) has been considered to be one of the most cutting-edge Artificial intelligence (AI) techniques. However, AI companies must overcome a huge problem that they must upgrade their old systems based on traditional ML and computer vision techniques to successful and established products with new features based on DL. Old embedded systems, such as surveillance cameras, are the ones that can make more benefits from DL techniques. And, even though some intelligent cameras are able to process images with lightweight ML algorithms, but these systems have many times low precision for complex problems, e.g., object detection. Thus, upgrading such systems into something more intelligent and reliable that can actually extract information from the input data is the next target for many AI companies.

Not only the high precision achieved by the DL solutions and the low effort to be accomplished comparing to manual engineered (hand-crafted) solutions make them a promising technology. But also, the acquisition and storage of data become more available. The only drawback for using these techniques is the significant increase in the computation complexity that not all commercial applications can afford.

Since DL training is a heavy computational task, the mainstream research device is to use GPUs. Ordinarily, a PCIe card fit for a PC or Server. However, with devices with
limited resources, such as CPU, Memory or even space, and the requirements for high throughput like real-time solutions, DL solutions seem to be a bit far away until now. For example, surveillance cameras can not be expanded with a PCIe card to use GPUs. Not only because they will not have enough space in its case, but also because inserting a PCIe card would mean redesign the whole camera hardware with lots of implications. As a result, some applications are not yet ready to work with DL techniques. However, the technology giants are moving towards more capable tools of making DL integration possible even in a mobile phone.

Several works are focusing on the main hardware options, however some of them are partial and others are not focused enough on the commercial side. For example, several surveys have focused on specific devices, such as Nvidia Jetson Series, with an overview of other devices like FPGAs [16]. Regarding FPGAs, there also are other kinds of surveys that involve several domains tagging and taxonomy [3,18].

In this work, we will first state the main problem related to the performance of DL models on embedded systems. We will then list and overlook some of the alternatives to the current systems. After that, we will state some of the characteristics of every device. Finally, making a decision based on some defined parameters to help the stakeholders to determine which of these embedded systems can be beneficial and suitable for their applications in terms of upgradeability, price, deployment and performance characteristics.

2. Methodology

We will analyse the current status of common embedded devices, such as FBGA, GPUs, CPUs, DSP, etc. Besides, we will define some formulae that can help in adapting an embedded product by adding or replacing some components to substitute the traditional computer vision solution with a DL solution. Thus, to precisely evaluate each embedded device and offer the reader the possibility to adapt the decision to its necessities, and based on a weighting value \( \lambda \) that factor score from 0 to 1, we evaluate each device with four different factors:

**Upgradeability (U):** For each embedded system to be upgraded, this factor measures the system ability, which means to move from the previous system to one capable of using DL techniques in terms of hardware changes. We use this ranking formula for weighting redesigns on the system:

\[
U = (1 - \gamma) \hat{\lambda}_U^0 + \gamma \hat{\lambda}_U^1,
\]

where \( \hat{\lambda}_U^0 \) stands for a subjective value for the number of changes required for the system design to include a new device and \( \hat{\lambda}_U^1 \) measures the number of components that have to be changed to include this new device. \( \gamma \) is a weighting value between 0 to 1.

In this work, we set \( \gamma = 0.4 \), since redesigning the whole system to introduce a new block should penalize more than adapting the printed circuit board (PCB) of that device.

**Deployment (D):** This factor is related to software difficulties when applying the developed DL model to the target device. On the formula, we equally weight the number of frameworks (TensorFlow, Pytorch, etc.) being used (\( \lambda_D^0 \)) and the time used for different operations, such as compiling, compressing or readjusting the DL model to the deployment mode (\( \lambda_D^1 \)) from the checkpoint mode. As a rule of thumb, we set:
\[ \lambda_{D_0} = \begin{cases} 1 & \text{if } n = 1 \\ 0.5 & \text{if } n = 2 \\ 0 & \text{if } n > 2 \end{cases}, \quad \lambda_{D_1} = \begin{cases} 1 & \text{No need for operations} \\ 0.5 & \text{Few and quick operations} \\ 0 & \text{Operations takes long time} \end{cases}, \]

where \( n \) is the number of frameworks being used.

\[ D = (1 - \alpha)\lambda_{D_0} + \alpha\lambda_{D_1}, \]

where \( \alpha \) is a weighting value between 0 to 1.

In this work, we set \( \alpha = 0.6, \) since we consider the compilation time and modification of the model (compression, etc.) are slightly more important than the number of frameworks used.

**Price (P):** Since every company has a target for its budget to decrease the final cost of a low-end product. The \( P \) factor ranks the prices for the embedded device required to use. Assume the target price of the required device is \( T_p \) set in this workaround 100 Eur that can be considered the target price of most standard distributed architectures of embedded systems of AI companies. Consequently, we will use the following formula to evaluate the price factor:

\[ P = 1 - \frac{(\text{mean}(p) - T_p)}{\text{max}(p)}, \]

where \( p \) is the list of prices for available devices that can be used in the new target systems. The \( P \) value will be close to 1, if the \( \text{mean}(p) \) is close to the target price. Thus, the devices with low prices will have a high value, while low values will be related to expensive devices.

**Performance (A):** Finally, this factor measures the precision and speed (inference time or frames per second) of the new device. Since various devices will individually be tested, even with the same model (different frameworks, quantization, device’s optimal adjustments, etc.), we need to know the variability between the performance on a PCIe GPU and the selected device. For that, we compute the Performance factor based on:

\[ A = (1 - \theta)\lambda_{R_0} + \theta\lambda_{R_1}, \]

\[ \lambda_{R_0} = \begin{cases} 1 & \text{if } \lambda_{Inf} \leq 1.5 \\ 0.5 & \text{if } 1.5 < \lambda_{Inf} < 2 \\ 0 & \text{if } \lambda_{Inf} \geq 2 \end{cases}, \quad \lambda_{R_1} = \begin{cases} 1 & \text{if } \lambda_{Prec} \leq 1 \\ 0.5 & \text{if } 1 < \lambda_{Prec} < 5 \\ 0 & \text{if } \lambda_{Prec} \geq 5 \end{cases}, \]

where \( \lambda_{Inf} \) stands for each inference time of Table 2 for that device, and \( j \) is the number of available inferences in the table for the same device.

\[ \lambda_{Prec} = \frac{\sum_k (P_{PCI \_ei} - P_i)}{k}, \]

where \( P_{PCI \_ei} \) is the precision value of the DL system on PCIe GPU devices, \( P_i \) is the precision values in Table 2 for each device, and \( k \) is the number of available precision values in the table for each device.

In this work, we set \( \theta = 0.2. \) Since performances values are more subjective to compression and model modifications done to fit into low hardware.
3. DL Networks study

Deep Neural Networks (DNN) are known for their large quantity of parameters and operations, such as enormous quantities of trainable parameters. This is translated into a complex structure and, in terms of memory, a big data bulk. In contrast, embedded systems tend to reduce the capacity in terms of memory and computation time. The most common deep convolutional neural networks (DCNN) on low-end embedding systems for object classification are VGG-16 [23] and MobileNet [22] and their variations. These networks are characterized by having low complexity and good enough precision compared to other deep architectures with more precision. In addition, there are three imposing families of Object Detection architectures: YOLO V1 to V5 [21], RCNN [6], and SSD [15,22]. The fastest algorithms amongst them is those based on YOLO.

There is a constant flow of research to make the DNN compact, quicker or simpler to reduce the overall resources needed for a DL inference application. These works depend on two different main lines. The first line is to reduce the number of connections, parameters, and architecture to reduce the model complexity. Examples of such types of LD models are tuning networks to get simpler ones, such as in MobileNet V2 [22]. While the other works go to compress the DNN networks [8]. In turn, the second line focuses on changing the operations inside of DNN networks to get quicker and/or more efficient operations. For instance, some works used Fourier Transforms [13], and binarized models [11] or even they have modified internal network architectures looking for faster operations [5].

In this work, we use the most common DNN networks to provide a fair comparison between several embedded devices. The tested networks are MobileNetv2, VGG-16 and VGG-19 for Object Classification, and YOLO tiny, YOLOv2, YOLOv3 and SSD-Lite+MobileNetv2 for Object Detection.

4. Hardware

Since the main focus of this paper is to enhance an AI physical product using DL, the ideal solution would be simply changing the Integrated Circuit of the product allowing us to improve the product with DL. That is not often possible since changing an IC usually means changing many more hardware components. Different devices and some specific classifications can allow us to work with DL techniques. We will focus on the most desirable embedded system by AI companies: GPUs, FPGAs and NPUs in turn, ASIC, CPUs and DSPs will be out of scope in this paper.

To be able to compare the different market devices, we have added Table 2 with a compilation of various embedded systems with comparable experiments using trained DL models. We performed three Object Classification tests and 4 Object Detection tests based on well-known DNN network references.

For Object Classification, the most referenced models are MobileNetV2, VGG-16 and VGG-19 that were trained using the ImageNet dataset. The results are given with two factors: the inference time \((Inf.(ms))\) expressed in milliseconds and Top-1 accuracy \((Top1)\), as shown in Table 2. For the Object Detection problem, the referenced models are YOLO tiny, YOLOv2, YOLOv3, SSD-Lite-MobileNetV2 that were trained with the
COCO dataset. For object detection, the result of inference time is maintained, but the mean Average Precision (mAP%) is used instead of Top-1 accuracy. Finally, we add an Estimated Price extracted for some of these devices and in cases of Mobile SoCs, the mobile associated.

### 4.1. GPUs

The first ideal solution is the one with less effort for the researchers by using GPUs. The solution is a training environment that the company can only transfer the trained DL model to a target device and execute it. The GPUs, such as the NVIDIA Titan series, can be easily integrated with a PC or even a dedicated server with dedicated PCI cards. But including these solutions could be an overshoot, because of the higher prices of these GPUs. Thus we can note this solution is not the preferable solution for the industry.

---

Table 2. Comparison between different devices.

| Device Type | Mobile SoC | Estimated Price (Eur) |
|-------------|------------|-----------------------|
| MobileNetV2 | Nano        | 857                   |
| VGG-16      | Titan X    | 1,100                 |
| VGG-19      | GTX 1080 Ti| 1,150                 |
| YOLO tiny  | TX2         | 1,200                 |
| YOLOv3      | TX2         | 1,200                 |
| SSDMobile/ MobileNetV2 | TX2 | 1,200 |

Table 1. Prices of different devices. Where m stands for the price listed for the mobile using this SoC.

2https://towardsdatascience.com/omni-benchmarking-object-detection-b390cc4114cd
3https://developer.nvidia.com/embedded;jetson-nano-dl-inference-benchmarks
4https://lambdalabs.com/blog/2080-ti-deep-learning-benchmarks/
5https://developer.nvidia.com/embedded/jetson-agx-xavier-dl-inference-benchmarks
6https://www.nvidia.com/content/dam/en-zz/Solutions/Data-Center/telsa-product-literature/t4-inference-print-update-inference-tech-overview-final.pdf
7https://developer.nvidia.com/embedded/jetson-agx-xavier-dl-inference-benchmarks
However, NVIDIA has detected this niche and has promptly developed some smaller units for embedded devices. We are talking about the Jetson Series: Mini-Computer modules with a specific power needed to execute some DL networks. These low-end Jetson GPU modules allow some CUDA capabilities, being very easy to run the same model as your high-end desktop PC’s GPU. The computational power and memory of these series limit the complexity of DL models.

With lower prices of the Jetson modules is not weird to see a large number of academic developments focused on Jetson Nano. That is very popular in robotics [24,25,31], also in other applications like adapting YOLO[21] network to fit into this low-end module [29]. Other modules like Jetson TX2 is used in medical image-analysis [19] or in other cases, such as detecting ships [32]. But since the price goes up, as expected, the research tends to lessen, although different benchmarks from unofficial parts [9,1]12 and official ones34 seems to indicate their good performance for real-time embedded systems. All in all, Jetson modules seems a good solution for upgrading embedded system.

Table 2 listed different capabilities for computer power evaluation and approximated prices for some of NVIDIA’s GPUs and NIVIDIA Jeston series.

4.2. FPGAs

Recently, there are many discussions about another desirable device for applying DL techniques5, which is related to the Field Programmable Gate Arrays (FPGAs). Since their output results are not instructions-based anymore. Several articles have been presented for improving even further FPGAs, performance [27,12]. However, one of its main important flaws is in the compilation and programming experience. Although nowadays there are possible frameworks for programming FPGAs [20,4], which provide us with a better programming experience for FPGAs, these frameworks are on top of the other DL frameworks (i.e., Tensorflow and Pytorch). Therefore, these FPGA frameworks are not at the same accessibility as CPU/GPU cores yet. Besides, FPGA needs to be reprogrammed for every little change on the DL models, contrary to the GPUs where the change is made on memory and GPU has not to be changed.

The historical weak point of FPGA was the floating-point operations. That is maintained with the help of specialized DSPs blocks embedded in FPGAs to enhance floating-point operations. These blocks had granted a big impact of FPGAs on DL techniques. Thus, in combination with high memory bandwidth and very fast response, FPGAs become a tough competitor for NVIDIA’s GPUs. Indeed, large companies like Microsoft and Google move towards these solutions. There are already some interesting applications achieved on cheaper FPGAs, e.g., Zynq 7000, like Facial Expression recognition [33], and Underwater real-time image recognition [33], and other research available on

1RTX 2080 Ti Deep Learning Benchmarks with TensorFlow: https://lambdalabs.com/blog/2080-ti-deep-learning-benchmarks/
2NVIDIA Jetson AGX Xavier Benchmarks: https://www.phoronix.com/scan.php?page=articles&item=nvidia-jetson-xaviers&num=4
32019 Machine Learning Benchmark: https://www.nvidia.com/en-us/data-center/2019-machine-learning-benchmarks/
4Jetson AGX Xavier: Deep Learning Inference Benchmarks: https://developer.nvidia.com/embedded/jetson-agx-xavier-dl-inference-benchmarks
5Why use an FPGA instead of a CPU or GPU? https://blog.esciencecenter.nl/why-use-an-fpga-instead-of-a-cpu-or-gpu-b234cd4f309c
benchmarks with Intel’s Arria 10 [14]. Promising results with FPGAs have been summarised in Table 2.

However, there exist a large gap between low-end and high-end FPGAs price. For instance, high-end FPGAs use SoCs that are used in GPUs. These SoCs tend to have more computational Power per Euro ratio 1. It is noted that any embedded system with a big budget for upgrading will get the most benefits in terms of performance and efficiency, as shown in Table 3.

4.3. NPUs

The final targets are those low powered and low-cost Mobiles. Many manufacturers had proposed their solutions for mobiles and smartphones. For instance, tensor processing unit, neural network processor, intelligence processing unit, vision processing unit and graph processing unit are some of the names doted by manufacturers known more globally by Neural Processor Unit (NPU). These SoCs have less performance than dedicated GPUs, however, with their tiny modules and cost, they can be more suitable and affordable solutions for real-time applications for embedded systems.

Until recently, mobile applications with such kind of AI applications were server-based. These applications packed and sent the input data (e.g., voice or video) to a dedicated server to make the inference. This could take some time and real-time applications will be more difficult. Nowadays, we have several SoCs with DL features to allow us to jump that barrier of online applications and execute the DL model in the same smartphone [26]. In this case, we can, for example, execute YOLO for object detection in an iOS mobile [2] and the inference is done inside an iOS system and not in a cloud-based server.

There are several new SoCs[9] that gives us a similar performance to old GPUs and even better performance than CPUs. Table 2 summarise some of these values with the MobileNetV2 network. We can observe that inference times can go under 10 msec with the latest SoC at the expense of 2 percentiles in precision, while some of the precision values near the CPU baseline can go up to speeds of 75 milliseconds per inference, which should be enough for some real-time applications. Being able to get prices for SoCs is very difficult. Usually, manufacturers do not give prices for a single SoC, and their values are limited. However, we can compare the cost of the mobiles themselves that come with these SoCs. For example, Table 2 shows some current prices for some mobiles. The prices range is between 20-200 Euros, with a mean of 80 Eur.

5. Discussion

In this paper, we have reviewed the state of the art including the system upgrading from traditional AI systems to promising DL-based systems. For the industry, upgrade an AI embedded system has its cost. However, the high precision, which could achieve with DL, may well deserve it. The community is also going through many different types of

1GPU vs FPGA Performance Comparison White Paper 2: https://www.bertendsp.com/pdf/whitewpaper/BWP001_GPU_vs_FPGA_Performance_Comparison_v1.0.pdf
research to improve devices to run more complex models, i.e., DL models, and improve the efficiency of the networks. We depend on the four factors mentioned in section 2 (i.e., Upgradeability (U), Deployment (D), Price (P) and Performance (A)) to evaluate the three well-known embedded systems: GPUs, FPGAs and NPUs. The final evaluation factor (E) can be defined as a weighted sum of the four factors:

\[ E = \xi_1U + \xi_2D + \xi_3P + \xi_4A, \]

where we set \( \xi_1 = \xi_2 = \xi_3 = \xi_4 = 1. \)

As shown Table 3, we presented quantitative results of the three embedded systems with the four factors. NPUs provided the best evaluation value of 2.95 in terms of U, D, P and A factors. In turn, with FPGAs, the evaluation value was degraded to 1.59. Although FPGAs provided the best performance value (\( A = 0.8 \)) among the three systems. Similarly, in Figure 1, the results show NPUs should be the best target embedded system for AI companies, followed by GPUs and finally FPGAs supporting our discussion.

The mobile market is a great push for the DL embedding sector. It may not have the best performance, and some kind of trade-off is usually needed when choosing between these devices, but the prices of their ICs, the current investment of the sector in DL and the deployment, may well make these ICs the best ones to be used when upgrading old embedded products.

As things are, this mobile sector will be the ones which, most probably, will quickly grow in the coming years due to the growing demand. Besides, even though other solutions may suit better when they are appropriately chosen, they are much more application-specific. A good example would be where there is no need for an operating system, which the FPGA could fit quite well. Or a large-case product with already I/O pins could be easier to adapt with an NVIDIA Jetson SoM. Mobiles are already capable of running low-end models. And the complexity of these models will keep increasing as the sector moves toward using more AI locally. We can add the low price of devices compared to other ones and, although we would think that low precision and speed may be limited. Thus, we could use several methods to make the trade-off:

- Limit the speed: not all embedded systems must be real-time
- Accept a little loss: The cost could compensate the little loss
- Use the lower cost: The system could upgrade and improve weak points (i.e. using more sensors, extra memory, etc)
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