Abstract: This paper argues that the link between poverty and drug-related crime might be spurious. We take an empirical approach to investigate the causality and plausibility of this link. Firstly, we regress crime against envisaged explanatory variables in order to estimate the contribution of poverty to crime. Secondly, data is analysed using an ARDL ECM. The quarterly sample data for our estimation is for the period 1995–2016. We found a strong association between crime and poverty both in the short and long run. We recommend the government should focus on none income linked factors in dealing with the scourge of drug-related crime. As demonstrated in this study, various drug-related crimes are driven by socio-economic factors.

1. Introduction
South Africa is dogged by three social evils, namely, high crime rate, inequality and poverty. There have been claims that poverty promotes criminal activity; however, there is little evidence to back that claim. While crime has a direct impact on discouraging investment, it remains a challenge on how it is influenced by poverty. This paper examines if crime and poverty are linked.

Previous studies (Bourguignon, 2000; Fajnzylber, 2002) on crime and poverty have failed to provide compelling reasons for the link between the two. The reason being that poverty is multi-dimensional, while crime is caused by a number of factors not linked to poverty. For instance, studies (Chen & Yi, 2009; Hu, Hu, & Xu, 2005) conducted in China found that the crime rate...
increases substantially along with economic growth. Bourguignon (1999) pointed out that property crime and violence activities were partly a consequence of excessive inequality and poverty. While factors causing poverty may be the same factors contributing to inequality, literature is divided in terms of the impact of these factors on crime. The cost of crime has damaging effects on the society leading to poor social integration and substantial amounts spent by governments in reducing it. These costs include prisons, courts, healthcare and private security expenditure. Yet the indirect costs include a decline in national productivity, employment and human capital (Fajnzylber, Lederman, & Loayza, 2000).

Only a few studies have been done to test the relationship between crime and poverty due to a lack of data in a number of African countries. Currently, the major conclusion from a number of studies is that poverty has little effect on crime (Ludwig, Duncan, & Hirschfield, 2001; Morgan, 2000; Oreopoulos, 2003). Fortunately, all these studies were done in developed countries where poverty is very minimum. Meanwhile, a study conducted by Fajnzylber et al. (2000) on developing countries found that crime rates are related to growth, and poverty is driven by demographic factors. Similarly, Deombynes and Özler (2005) noted that inequality is correlated with violent crime and property crime. Meanwhile, Drèze and Reetika (2000) pointed out that murder rates in India were not related to poverty. Turning to Africa, Fachchoms and Moser (2003) find that crime is higher in isolated, less populated places and in non-urban areas. This finding suggests that the geographic terrain found in certain countries exhibits a different outcome with regard to crime. Consequently, pointing out that in Africa, the geographic location of people has a direct impact on crime. Such a scenario is expected in South Africa as well, considering that most crimes occur outside urban areas.

We use quarterly data from 1995 to 2016 to examine the linkage between the two social evils, namely, crime and poverty. The observation that crime comes from economic segregation needs to be tested. Therefore, this paper argues that youth in poor areas have been the most affected by hardships—as a result, their anger is revealed by an increase in crime. It further argues that neglecting of poverty of unemployed youth has contributed to a rise in crime. Webster and Kingston (2014) recorded that there is a relationship between youth poverty and policy changes in welfare, housing and employment. Subsequently, there is a view that those who live in poverty are more likely to be the victims of crime and offend.

South Africa has undergone numerous policy changes since the democratisation in 1994, most policies were targeted at redressing previous harms that were created by the apartheid system. Despite these policies, crime has continued to rise with poverty showing its impact on the youth. South Africa slipped from the 122nd position in 2014 to 136th in 2015 in the world in terms of crimes and ranks 37th of the 44 sub-Saharan nations. The Institute of Economic and Peace (2014) pointed out that South Africa ranks as the 15th worst country in terms of societal safety and security, and the 8th most violent with a murder rate of 34 per 100,000 people. It was further pointed out that conflicts in South Africa were driven by poverty, inequality and slow pace in reform by the government, which in turn fuels crime and political confrontation.

This paper contributes to the literature by examining the relationship between drug-related crime and poverty. To the best of our knowledge, this is a first attempt to study this relationship in South Africa. We focus on South Africa as it represents a unique case among African countries. The country is one of the most unequal in the world and has high crime rates. While positive strides have been made in reducing poverty, the Gini index remains stubbornly high at over 0.65 in 2017 compared to 0.63 in 2015, pointing out that inequality has increased. Therefore, the availability of crime and poverty data makes it easier to follow its trends.

The rest of the paper is organised as follows. Section 2 outlines the theories that link poverty and crime and discusses empirical studies. The economic specification of the equations to be tested is given in Section 3. Section 4 discusses the regression results, and the last section concludes the study.
2. Theoretical framework

Economic determinants of crime and poverty may be considered too empirical; however, without some theoretical perspective, a little can be said about their impact. As a result, the theoretical need arises because of the lack of clarity in terms of the relationship among the stated factors. While at prima facie inequality may seem to be the driving factor between crime and poverty, the effect is not clear as shown by a number of studies that would be mentioned in the coming sections. Another concern that justifies the use of a theoretical perspective is the types of crimes committed under substance abuse or alcohol, drug dealing in large cities in developing countries at most, and violence. Data scarcity in developing countries makes it harder to estimate the linkage between the crime and poverty and even comparisons across countries. While this is a challenge for policy, the available data points to the fact that there is a possibility that inequality and poverty may have a significant positive effect on criminality. At the same time estimates indicate that the cost of crime is substantially high in countries with high levels of criminality Thus, our point of departure starts with understanding the effect of inequality on poverty and crime.

2.1. Economic theory

The linkage between crime and inequality is stressed by three ecological crime theories, namely, Shaw and McKay social disorganisation theory, Becker’s economic theory of crime and the strain theory by Merton. Becker’s (1968) economic theory of crime points out that individuals allocate time between market and criminal activity by comparing the expected return from each crime, and taking into account the severity of punishment. In this case, inequality leads to crime by placing low-income individuals, who have low returns from market activity, in proximity to high-income individuals, who have things worth taking. This leads to low-income individuals committing a crime in order to improve their economic situation.

The strain theory (Merton, 1983) points out that individuals who are low in the social structure are frustrated by their failures to attain material attributes of success; this failure is manifested when surrounded by successful individuals. The theory states that the higher the inequality, so is the strain; in other words, individuals placed next to successful individuals feel frustrated at their situation. As inequality broadens, so is the strain in such individuals and the greater the likelihood of them committing a crime. As a result, they commit a crime in response. This is more common when it is income inequality.

According to Shaw and McKay (1942), poverty, ethnic heterogeneity and residential mobility weaken social controls and undermine the willingness of communities to control their members. This situation can be exacerbated by a lack of family stability (Sampson, 1987). Of concern is that when social controls are undermined, it becomes harder to control crime.

These three theories are complementary in that they focus on different aspects of individuals; yet, the goal is to explain why certain individuals commit crime because of their social status. The strain theory focuses on pressures to commit crimes; the social disorganisation theory considers social deterrents to crime, and the economic theory is concerned with the incentives to commit a crime and the determent of the justice system.

Extensive literature review addresses the relationship between crime and numerous economic deprivations such as inequality, poverty and unemployment. The forthcoming section does not attempt to provide an extensive literature review on the current subject under study, but provide a basis for a proper understanding of the current problem under investigation. It is important to stress that the objective of the study differs in many aspects of existing literature on crime and poverty. Most existing literature focuses on the linkage between crime and poverty without considering the income status of the victims. While such approaches may seem direct, they do not provide policymakers with solutions on how to deal with crime caused by inequality in a certain area. Consequently, this study diverts from the norm and considers variables such as the Gini index.
and GDP, so as to understand how they influence drug-related crime. We strongly suspect that inequality can influence crime when there is economic growth in a certain area.

This we demonstrate by using a hypothetical example: there is a sudden rise in economic growth in a certain province, suggesting that people’s income per capita may arise in relation to this change. Suddenly people find themselves with extra income, something that was previously hard to achieve. Some may increase their saving power, while others may find it easy to spend it on gambling and partying. Such a situation increases their risk of buying drugs and drunk driving. Given that the economic growth cannot be sustained for a long time, those who were dissaving may find themselves with little to spend in maintaining their previous lifestyle. As their assets base is eroded, there is a likelihood that they may find it easy to do illegal things as a means of survival and sustaining their extravagant lifestyle. This can be explained using Friedman’s (1957) permanent income hypothesis. We consider an individual who lives for \( T \) periods, and whose lifetime utility is as follows:

\[
U = \sum_{t=1}^{T} u(C_t), \quad u(+) > 0, \quad u''(+) < 0
\]  

(1)

where \( C_t \) is consumption in period \( t \), and \( u(\cdot) \) is the utility function. Assuming the individual has a wealth function of \( W_0 \) and labour income of \( Y_1, \ldots, Y_T \) in the \( T \) periods of his or her life. The individual is subject to the constraint that any outstanding debt must be repaid at the end of his or her life. Furthermore, the individual can borrow or save at an exogenous interest rate. Given that we assume zero interest rate, the individual budget constraint is as follows:

\[
\sum_{t=1}^{T} C_t \leq W_0 + \sum_{t=1}^{T} Y_t
\]  

(2)

The individual, therefore, satisfies the budget constraint with equality if the marginal utility of consumption is positive. The Lagrangian maximisation problem is as follows:

\[
\mathcal{L} = \sum_{t=1}^{T} u(C_t) + \lambda \left( W_0 + \sum_{t=1}^{T} Y_t - \sum_{t=1}^{T} u(C_t) \right)
\]  

(3)

where the first order condition of \( C_t \) is

\[
u'(C_t) = \lambda
\]  

(4)

If Equation 4 holds in every period, the marginal utility from consumption is constant. Therefore, the level of consumption needs to be constant. We assume \( C_1 = C_2 = \ldots = C_T \), and we put this into the budget constraint to form

\[
C_t = \frac{1}{T} \left( W_0 + \sum_{t=1}^{T} Y_t \right)
\]  

(5)

for all \( t \).

Equation 5 states that the individual divides his or her lifetime resources equally in each period of life. The term in parenthesis is the individual’s total lifetime resources. The distinction between permanent and transitory income is important in instances where the individual gains a windfall of amount \( M \) in his or her first period of life. This raises the current income by \( M \) and permanent income by \( M/T \). Therefore, if the individual’s horizon is long, the impact of the windfall will be small. For instance, a temporary tax cut has little impact on consumption. The implication in our analysis is that the time pattern of income is not important to consumption but to saving. Thus, the individual’s saving in period \( t \) is the difference between income and consumption \( (S_t = M_t - C_t) \). When transitory income is high, so is the saving. On the contrary, when the current income is less than the permanent income, saving is negative.
Demombynes and Özler (2002) found evidence in South Africa that consumption inequality within and between neighbourhoods led to higher crime rates. Similarly, Bourguignon (2001) pointed out that higher poverty and inequality promote crimes. Our standpoint is viewed from Hirschman’s (1973) “tunnel effect” that draws attention to the impact of inequality and growth in the following ways:

● In the early stages of growth and development there is a high tolerance for inequalities.
● This tolerance erodes over time if low-income groups fail to benefit from the growth process.
● Therefore, in the long run, persistent inequalities are likely to lead to internal tensions caused by inequality.

According to Hirschman, individuals assess their individual welfare by comparing their own income to others. In other words, the poor, disregarding their gains in real income, will feel deprived. This may lead to the disgruntled poor individuals resorting to other means of improving their income status, and this includes both legal and illegal activities. The author points out that it is unclear how low-income people are more likely to be addicted to substance; however, they are more likely to break the law while under influence.

3. Overview of crime determinants
Webster and Kingston (2014), focusing on post-war economic inequality and poverty in Britain, found that crime corresponded with long-term patterns of change in the national rate of property crime. For instance, during the 1980s and early 1990s, the rate of property crime increased coinciding with high levels of inequality and unemployment. Similarly, the same authors found that crime and poverty increased after the 2008 recession, but this time it was not property crime. They witnessed an upsurge in violent crimes as well. This finding is consistent with recent studies on the similar topic, who noted that poverty went hand in hand with violent crimes.

While studies have shown that there is a link between crime and poverty, this relationship does not occur simultaneously, but sequentially. For instance, the witnessing of violent crimes does not simultaneously occur with high poverty rates or inequality. We note that most studies on crime, inequality and poverty rely on cross-sectional analysis, more commonly focusing on American states, dating back to 1980s (see, Bailey, 1984; Glaeser, Sacerdote, & Scheinkman, 1996). Some of the studies (Land, McCall, & Cohen, 1990; Sampson, 1985) find a positive relationship between crime and inequality. Farrall and Jennings (2012) find that rising unemployment and inequality correspond to long-term patterns of change in the national rate of property crime, suggesting that poverty and inequality contribute to criminal behaviour. Metz and Burdina (2016) find that the wider the median income gap between the poorest neighbouring block group, the greater the property crime in richer block groups. Nonetheless, empirical evidence has found an ambiguous direction of causality (Pridemore, 2011). Yet, some studies like (Bailey, 1984) find no link between these two. Wikstrom and Butterworth (2013) find a weak link between socio-economic status and crime between parents’ income and children’s offending. Nonetheless, Bjerke (2007) finds a strong link between crime and socio-economic status. The opposing view on this linkage seems relatively determined by the study area largely. However, Valdez (2007) points out that the causality between poverty and crime involves a complex interrelationship among the community and individual variables. Clearly, literature is inconsistent with regard to the causality between crime and poverty.

For instance, Jarjoura, Triplett, and Brinker (2002) posit that the longer a young person lives in poverty the more likely would they engage in violent behaviour. In this study, we also hold a similar view with regard to South African crimes. Lack of personal growth and employment opportunities force individuals to commit criminal activities as a means of survival. Raphael and Winter-Ebmer (2001) indicated that there is a strong relationship between unemployment and crime. Similarly, a number of drug-related crimes are also committed by people who are
unemployed and find solace in drugs. SAPS (2016) pointed out that most drug-related crimes in South Africa were committed by uneducated youths. Jarjoura et al. (2002) also noted that other factors influencing criminality included the education status of the individual, and parent occupation added more strain on such individuals.

Some studies (McMillan, Enns, Asmundson, & Sareen, 2010; Sareen, Afifi, McMillan, & Asmundson, 2011) point out that income level is linked to substance abuse. Similarly, children of parents in the lowest income decile are said to have a high propensity to commit crime compared with their peers in the fifth decile. Yet, on the other hand, behaviourists have noted violent offending and substance abuse are greatly influenced by genetics, although family environmental factors come into play (Sariasian et al., 2013). When viewed holistically, the relationship between violence and poverty holds in various crimes including domestic violence, murder and assault (Pridemore, 2011). Hipp and Yates (2011) find that the relationship between crime and poverty is not always direct, instead, crime follows poverty. This is a norm in numerous studies focusing on crime and poverty; as it was stated before, the link is very unclear.

In certain instances, the linkage between crime and poverty is very complex. Kaylen and Pridemore (2013) found that poverty effects led to a strong poverty-homicide relationship, while the homicide-inequality relationship was weak. Given the variations in terms of crime determinants, it becomes a bit clear that certain factors, which were overlooked by numerous studies, also contribute to making this relationship complex. For example, Höllsten, Szulkin, and Sarnecki (2013) study in Sweden on immigrants’ children concluded that ethnicity and culture were unlikely to be the cause of crime, but, instead, socio-economic resources, and neighbourhood segregation—which expresses itself as an economic disadvantage—were major contributors. Such views are held by a number of studies (Lee, 2010; Valdez, 2007), who claim that people living in poor neighbourhoods were likely to be involved in criminal activities, especially when there are economically disadvantaged. Hayden (2007) pointed out that the youth offending in the United Kingdom were from social housing. In other words, those youths staying in low-income neighbourhoods were more likely to commit crime than youth in non-low-income areas. While this finding may seem distant, the reality is that income status pushes youth to commit a crime in certain areas; yet, economic segregation plays a role in some areas.

4. Data
We use annual data from 1995 to 2016. The crime data is extracted from the South African Police Service database, which comprises numerous crimes ranging from robbery, violent crimes, murder and property theft. The Gini Index is extracted from the World Bank Database; Poverty headcount ratio from Quantec database; and GDP from the World Bank Poverty database. We omit the deterrent effect of police expenditure on crime, intuitively; areas with high crime rates are usually apportioned high expenditure. In terms of demographics, we note that most people who commit a crime, especially in South Africa, are males; as a result, we omit this variable. Yet, people in poverty are mostly children, single mothers and old people who have limited means to resort to crime as a mechanism to move out of poverty. Furthermore, most black Africans are in poverty, as a result, we expect them to be contributing a sizeable amount of offenders. Consequently, we exclude a number of demographic variables in our regression estimation. We focus on variables of interest, namely, Gini Index, GDP and Poverty Headcount ratio.

5. Model choice
Numerous studies on crime and poverty or inequality employ the ordinary least square (OLS) estimation. However, there is no clear justification except that the regression model to be estimated is assumed to be lognormal. Some applications of the OLS ignore the feedback effect that can be caused by the determinants of crime. Approaches such as Error Correction Models allow estimation of co-integrated variables, in the process permitting dynamics to be modelled. Recent studies have focused on using the Fixed Effects and Random Effects Models to control certain estimators. While on the other hand, some use the GMM estimator. Verbeek (2008) highlighted the
limitations of the model especially when there is over instrumentation of the control variables. Nonetheless, there is no perfect method; it all depends on which one provides plausible results in order to answer the objectives set forthwith. Fajnzylber (2002) used a GMM estimator because of the assumption that if crime is among low-income individuals, possible crime positively affects inequality. Hauner, Kutan, and Spivey (2012), while estimating inequality and crime in Russia also took a similar route. The model was based on its power of lagged differences on explanatory variables. In this case, Hauner et al. (2012) implement GMM finite-sample SE correction because the GMM SEs are biased downwards.

However, we follow Pesaran, Shin, and Smith (2001) in estimating an autoregressive distributed lag model (ARDL) because of numerous advantages. For example, the ARDL overcomes the challenges faced by traditional models in estimating the different order of integration such as purely I(0), I(1), and so on. Haug (2002) points out that the ARDL approach is more suitable for small samples and provides long and short-run parameters simultaneously. This is a shift from the basic approaches in testing cointegration (see Engle & Granger, 1987) and the system-reduced ranks (Johansen, 1995). Pesaran et al. (2001) point out that the ARDL follows a generalised Dickey-Fuller regression to test the lagged levels of variables under consideration in a conditional unrestricted correction model. Furthermore, the model has shown that the asymptotic distributions of statistics are nonstandard under the null hypothesis (no relationship exists in levels between variables) when the included variables of purely order I(0) or I(1) or mutually co-integrated. Therefore, the model uses a critical bound test, where, if the F statistic that falls outside the critical value bounds testing procedure, it can be inferred without needing to know integration/cointegration of regressors. Based on our small sample size, our parsimonious conditional ARDL model takes the following form:

\[ \Delta y_t = \beta_0 + \beta_1 \Delta \text{Gini}_t + \beta_2 \Delta \text{POV}_t + \beta_3 \Delta \text{GDP}_t + \beta_4 + \beta_5 \Delta \text{Gini}_{t-1} + \beta_6 \Delta \text{POV}_{t-1} + \beta_7 \Delta \text{GDP}_{t-1} + \epsilon_t \]

where \( y_t \) is crime rate (Crime Ratio per 100,000 of the population) and in time period \( t \), \( \text{Gini}_t \) is the measure of inequality using the Gini coefficient, \( \text{POV}_t \) represent poverty measures (poverty headcount), \( \text{GDP}_t \) represents the per cent of GDP (Percent of GDP), \( \epsilon_t \) is the idiosyncratic error term.

Drugs are related to crime in various ways. In a direct way, it is a crime to possess, manufacture and distribute any form of drugs. Marijuana, cocaine, heroin and amphetamines are some drugs which are illegal. On the other hand, drugs are related to crime through the effects they have on the end user or generating any other illegal activity. The following is a summary list of the relationship between drugs and crime.

| Drugs and crime relationship | Definition | Examples |
|-----------------------------|-----------|---------|
| Drug-related offences       | These are offences in which drugs contribute; offences connected to drug distribution and by the end users need for income to support continued use | Violent behaviour resulting from drug effects or violence against rival drug dealers |
| Drug define offences        | This includes offences such as violations of laws regulating or prohibiting the use, distribution and manufacture of illegal drugs | Use of marijuana or its cultivation. Sales of cocaine. Marijuana and heroin, etc. |
| Drug-using lifestyle        | The likelihood and frequency of involvement in illegal activity are increased drug users tend not to participate in the mainstream economy and are exposed to situations that encourage crime. | Opportunities to offend resulting from illegal activities and illegal markets. |
6. Results and discussions

The selected model choice does not require stationarity in time series since cointegration among variables can be tested using the Wald test and the \( F \)-test. However, to know the order of our variables, we performed the ADF test to the first difference of the variables, and the variables were of order 1(0) and I(1) as shown in Table 1. This suggested that we can continue with the ARDL model since the only situation that would affect the model estimation would be if the variables were of order I(2) variables.

First, we conduct a \( F \) statistic in order to test the null hypothesis that states that there is no level relationship. The null hypothesis is rejected on the basis that the \( F \) statistic (5.32) is over the critical value at all levels. This is also confirmed by the t-bounds tests, which test the lagged value on the dependent variable. Thus, we can conclude that a long run relationship exists, or there is cointegration among variables. Having established that there are possible cointegration relation inbound tests, we then perform an ARDL-ECM approach to estimate the level of relationships among variables. The selected ARDL model is 6,1,0,6.

Figure 1 reveals, using the Hannan-Quinn criteria, the procedure selected an ARDL (6, 1, 0, 1). The selected model ARDL (6, 1, 0, 1) showed its relative superiority over other selected models using the Hannan-Quinn Criteria. It was also slightly better than an ARDL model (6, 1, 0, 2) as shown in Figure 1. However, all the top two models use six lag of the dependent variable.

| Variable | Intercept | Intercept & trend | None | Order of integration |
|----------|-----------|--------------------|------|----------------------|
| \( \Delta y \) | -2.817658 (0.0598)** | -3.428410 (0.0540)** | -1.195859 (0.2106) | I(1) |
| \( \Delta Gini \) | -1.401584 (0.5784) | -6.084109 (0.0093)** | -1.132637 (0.2326) | I(0) |
| \( \Delta POV \) | -1.631107 (0.4628) | -3.330307 (0.0677)** | 2.278697 (0.9944) | I(0) |
| \( \Delta GDP \) | -3.002652 (0.0383)** | -3.073429 (0.1188)* | -1.238839 (0.1966) | I(1) |

Note: P values in parentheses.
Source: Authors calculations.
*Represent the rejection of the null hypothesis at 10%.
**Represent the rejection of the null hypothesis at 5%.
****Represent the rejection of the null hypothesis at 1%.

Figure 1. ARDL Hannan-Quinn criteria.
The short-run estimates of the ARDL in Table 2 show that lagged dependent variable LOG(Y) is negative and significant at 1% level. Meanwhile, the LOG(GINI) was also negative and significant at 1% level. The negative coefficient (−0.02) means that a decline in the Gini index by 1% will lead to a decline in drug crime by 0.02%. Likewise, the LOG (POV) lagged in period one has a positive relationship with drug-related crimes by 0.10%. The findings are in line with Fafchamps and Minten (2012) study, which found that poverty, has a positive effect on criminal activities besides crop theft. However, based on the literature review, we found that living in poverty increases someone’s chances of being involved in criminal activity. On the other hand, LOG (GDP) has a positive coefficient and significant at 1% level.

Using the Hannan-Quinn criteria, a maximum of 8 lags of both the dependent and regressors were selected. Out of the possible 5832 models evaluated, the procedure selected an ARDL(6,1,0,6) model-6 lags of the dependent variable LOG(Y), the single lag of the LOG(GINI) and 6 lags of the regressor LOG(POV). Each of the lagged dependent variables LOG(Y(−1)), LOG(Y(−2)) LOG(Y(−4)) LOG(Y(−5)) LOG(Y(−6)) and regressors LOG(GINI(−1)), LOG(GDP) LOG(POV) LOG(POV(−1)) LOG(POV(−4)) LOG(POV(−5)) and LOG(POV(−6)) were significant, and that the coefficient of the lag of dependent variable of LOG (Y(−1), and (−5) were quite high, over 1.

The levels equation (Table 3) reveals the long run relationship between variables. We find that LOG(POV) and LOG(GDP) is linked to increases in drug-related crimes in the long run. Meanwhile, LOG(GINI) has a negative relationship with the dependent variable in the long run. The ECM model equation is shown as follows:

\[ EC = LOG(Y) - (-0.1616*LOG(GINI) + 0.3943*LOG(GDP) + 0.7808*LOG(POV) + 5.8463) \]
The positive coefficients between LOG(POV) and LOG(GDP) suggest a positive elasticity among those variables in the long run. When LOG(POV) increases by 1%, drug-related crimes increase by 0.79%. Meanwhile, a similar increase in LOG(GDP) is expected to lead to 0.39% elasticity in drug-related crimes. We point out two possibilities on how this unfolds in an economy. If GDP increases this leads to a rise in per capita income, and if individuals’ purchasing power is enhanced, they may increase consuming non-essential products since their capacity to save has increased. Likewise, the poverty headcount ratio increases because of other factors, either exogenous or endogenous; individuals may try to survive by resorting to drugs. This may be a survival strategy considering that drugs are usually easy to sell and addictive to victims. Therefore, considering that the drug-related crimes have been rising at an alarming rate in South Africa, one possible explanation may be that since unemployment is high in South Africa, people are trading drugs to survive.

The validity of the results is confirmed by the F-test and t-test as shown in Table 4. The null hypothesis of no level relationship is not rejected for both tests. We see that the F-statistic for the Bounds Test is 5.32, and this clearly exceeds even the 1% critical value for the upper bound. Accordingly, we strongly reject the hypothesis of “No Levels Relationship”.

We then examine the stability of the short-run and long run coefficients by performing the CUSUM stability tests for ECM. The tests reveal that there is no instability of the coefficients because the plots of the CUSUM statistics lie within the 5% critical bounds of parameter stability (Figure 2).

### Table 3. Long run regression results

| Variable    | Coefficient | Std. error | t-Statistic | Prob.  |
|-------------|-------------|------------|-------------|--------|
| LOG(GINI)   | -0.161613   | 0.017723   | -9.118604   | 0.0000*** |
| LOG(GDP)    | 0.394281    | 0.025596   | 15.40386    | 0.0000*** |
| LOG(POV)    | 0.780783    | 0.060956   | 12.80902    | 0.0000**  |
| C           | 5.846297    | 0.154428   | 37.85770    | 0.0000     |

### Table 4. F bound tests

| F-Bounds Test | Null hypothesis: no levels relationship |
|---------------|----------------------------------------|
|               | Signif. | I(0) | I(1) |
| F-statistic   | Asymptotic: n = 1000 |  |
|               |         | 10%  | 2.37 | 3.2  |
|               | 5%      | 2.79 | 3.67 |
|               | 2.5%    | 3.15 | 4.08 |
|               | 1%      | 3.65 | 4.66 |
| K             | Finite-sample: n = 80 |  |
|               | 10%     | 2.474| 3.312|
|               | 5%      | 2.92 | 3.838|
|               | 1%      | 3.908| 5.044|

Note, the null hypothesis is rejected if $F > I(0)$critical value, and accepted if $F < I(0)$. For the $t$ statistic, the null hypothesis is rejected if $t > I(1)$, rejected if $t < I(0)$. 

---

*Cheteni et al., Cogent Economics & Finance (2018), 6: 1534528*  
https://doi.org/10.1080/23322039.2018.1534528
7. Diagnostic and stability tests
Table 5 summarises the results of various stability tests. The validity of the results is always dependent on the stability of the model. According to the Ljung-Box Q statistics, there is no autocorrelation. The model passes all heteroscedasticity tests, implying that there is no heteroscedasticity.

8. Discussions
The effect of poverty on drug-related crime was present in both the short and long run. Sariasian et al. (2013) found that low income in one’s family of origin was associated with violent offending.
and substance misuse, especially during adolescence. Meanwhile, the Gini index, a measure of inequality reveals that it has an effect on drug-related crime. Some studies (Brush, 2007; Choe, 2008) in the US find little evidence of inequality effects on crime. This, therefore, means that evidence of inequality effect on crime may be data-dependent. Baier (2015) points out that when using lagged variables, the Gini coefficient shrinks tremendously and loses significance, suggesting that inequality contributed to the model is very little. Baier (2015) concludes that there is no relationship between crime and inequality—our analysis points otherwise. However, when Baier (2015) adds more control variables to control for a spurious regression, they find no link between crime and inequality. Adopting Neumayer’s (2005) procedure, Baier (2015) tests the model using a fixed effects model and finds no relationship between the two variables. Contrary, Pare and Felson (2014), Fajnzylber (2002) and Neumayer (2005) find a significant relationship between crime and inequality. Our analysis finds a strong negative association between drug-related crimes and inequality.

Baier (2015) then replicates Neumayer’s (2005) estimation using variables at levels; in this case, all the additional variables are significant and signs are consistent with theory. However, the author fails to provide a viable explanation on what is driving the model except for deterministic trends in both the dependent explanatory variables and concludes that all the three models that were estimated found no causality between crime and inequality. The findings of this study establish dissimilar results; however, the focus is on drug-related crime. While Baier (2015), Neumayer (2005) and Fajnzylber (2002) found no relationship between crime and inequality in Latin America, this study finds evidence between these two variables in South Africa.

Aliber (2003) contends that high inequality and poverty is a legacy of South Africa’s apartheid and colonial past. This is supported by the fact that poverty and inequality in South Africa seem to be ethnic-driven. Therefore, it would not be surprising that drug-related crimes are more prominent to non-white races, where poverty is mainly concentrated. Nevertheless, the association between crime and poverty may not be clear-cut as shown by the findings. Neff (2007) finds no association between income or expenditure and South Africa ethnic groups. However, the author noted that the racial classification in South Africa was artificially created to generate racial differences. A similar case is in India, where economic activities and professions are linked to race, ethnic and religious background, popularly known as the caste system. Thorat (2010) noted that poverty is significantly higher in lower castes and selected tribes. Likewise, Cheteni, Khamfula and Mah (2017) found a similar conclusion, whereby black Africans and the-so-called coloureds in South Africa are in the lower caste; implying that these two races have a high likelihood to commit a crime, a view supported by the South Africa Police Service Crime Statistics Report 2014/15.

Statistics South Africa Report (2017) claimed that unemployment levels have risen to over 27%, its highest percentage in the last decade. Unemployment is more prominent among the youth, and, coincidentally, youth are the major offenders in drug-related crimes. Badiora’s (2015) study found that gang activities and participants staying in high-density areas encounter more drug and alcohol abuse. Consequently, they are involved in gang activities and in constant street fights. In the Cape Flats in Cape Town, the BBC Documentary, “Ceasefire for Cape Town Gangs in South African drug war”, documented gang violence linked to drugs. It was found that gang violence was prominent in certain areas where rival gangs fight for the drug market. A similar trend exists in major cities in the whole of South Africa, where there are gang cartels selling drugs. Martinez, Rosenfeld and Mares (2008) found that drug trafficking was more prevalent in disadvantaged neighbours where the risk of engaging in crime was high. On the other hand, Freisthle, Needell and Gruenewald (2005) point out that the likelihood of obtaining drugs and alcohol was linked to adolescent antisocial behaviour.

Based on the view that antisocial behaviour can contribute to crime, we argue that drug-related crimes motivate offenders to commit various crimes. We support this view by using the crime opportunity theory, which states that opportunity determines the outcome of environments prone
to crime. In other words, offenders look for an opportunity before committing a crime, and cannot do so unless the opportunity is available to break the law. Therefore, drug-related crimes are committed because of weak law enforcement throughout South Africa. As pointed out by the SAPS (2017), the youth find it easy to acquire drugs. Sindiyandiya, Cheteni and Ncube (2016) study on road accidents in South Africa found that most offending motorists were either intoxicated or under substance abuse.

Conversely, not every opportunity to commit crime translates into crime. According to the rational choice theory, offenders aim to maximise benefits and minimise costs to a decision. Consequently, the offenders look for a crime that offers immediate satisfaction and requires little effort to complete. The fact that drug-related crimes are on the rise highlights a weakened moral fibre in the society. At the beginning of 2017, communities in the Gauteng province staged xenophobic marches, blaming foreign nationals for contributing to drug-related crimes. This was reminiscent of the 2008 xenophobic attacks that left over 48 people dead. At any rate, the drug marches turned violent. Accordingly, we conclude that drug offenders are rational beings who explore the vulnerability of the criminal justice system to their advantage. Our view is backed by the routine theory, which focuses on societal factors that have an impact on crime opportunism, i.e., where crime is likely to occur at a given point. Zabyelina (2017) stated that crime is relatively not affected by poverty, inequality and unemployment. That is, for crime to occur there needs to be space or time for a motivated offender to find a suitable target. Put differently, offenders tend to follow people’s routines as they go on about their lives.

The other avenue is that drug-related crime in South Africa has a complex network. Usual drug members adapt to investigation methods of law enforcement agencies making it hard for them to deal with organised crimes. Spapens (2011) point out that those apprehended by police and serving jail time replace new criminal groups. However, corrupt contacts among law enforcement agencies have contributed to the creation of organised crime groups.

The contact issues an early warning to drug criminals if the investigative agencies apply new methods or if whether the law enforcement is doing random patrols and search. This leads to a situation whereby the less-protected drug groups disappear, and the protected ones escape arrests. Reuter (1983) once stated that organised crime adopts a market perspective whereby criminal groups run on a principle of survival of the fittest. For instance, Rhino poaching syndicates run an efficient market whereby it is hard to detect the main owners of such a system. The poaching gangs are involved in organised crime as pointed out by Cheteni (2014), where rhino horns are easily smuggled out of Africa through airports. While efforts on anti- rhino poaching efforts have intensified, little has changed. Drug criminals operate a similar network.

9. Conclusions and recommendations
This article furthers the discourse on the link between drug-related crime and poverty. Building on certain theories, this study argued that drug-related crimes are usually linked to poverty and inequality. We find evidence that poverty, inequality and income have an effect on drug-related crimes. Drug-related crimes are committed because offenders find an opportunity to do so. In other words, there are a few means of dealing with drug-related crimes in South Africa.

Our findings, therefore, indicate that preventive efforts should specifically aim to decrease substance abuse and target family-linked factors, rather than income inequality alone. We recommend that law enforcement should monitor and seize drugs. This includes follow-up checks on repeat offenders who are able to resume their involvement in the production or wholesale dealing of drugs. As pointed out by the SAPS (2017), 80% of crimes in South Africa are mainly committed by repeat offenders. The existence of drug gangs highlights a major societal problem and this point to a weak policing system. Therefore, the government should focus on creating special units that deal with drug crime until such a point where drugs are eradicated from the streets. In cases of
gang activities, it is known that investigations ending in apprehensions and convictions of both the producers of drugs and the buyers reduce chances of future offending.

Future research can thus focus on identifying how governments can effectively reduce the use of drugs, and how poverty eradication efforts can be used to create formal employment.
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