Rashba spin-orbit interaction leads to a number of electromagnetic cross-correlation effects by inducing a mixing of electric and magnetic degrees of freedom. In this study, we investigate the optical properties of a magnetic Rashba conductor by deriving an effective Hamiltonian based on an imaginary-time path-integral formalism. We show that the effective Hamiltonian can be described in terms of toroidal and quadrupole moments, as has been argued in the case of insulator multiferroics. The toroidal moment turns out to coincide with the spin gauge field induced by the Rashba field. It causes Doppler shift by inducing intrinsic spin current, resulting in anisotropic light propagation (directional dichroism) irrespective of the polarization. The quadrupole moment on the other hand results in a magneto-optical phenomenon such as a Faraday effect for circularly polarized waves.

I. INTRODUCTION: RASHBA-INDUCED ELECTROMAGNETIC CROSS-CORRELATION EFFECTS

Conversion between electric signals and magnetic information plays an important role in the development of currently available information technologies. Such conversions were first performed using classical laws of electromagnetism, such as Ampère’s law and Faraday’s law. However, these classical mechanisms have not been able to sufficiently meet the recent technological requirements of fast processing of large amounts of information and high-density storage; hence, they have been gradually replaced by solid-state mechanisms such as spin-transfer torque [1, 2]. Spin-orbit interaction, which couples the orbital motion of an electron to its spin via a relativistic effect, plays an important role in this context.

Recent studies have shown that this interaction becomes prominent for surfaces and interfaces containing heavy metals as it significantly modifies their electric and magnetic properties as a consequence of inversion symmetry breaking [3]. The most typical spin-orbit interaction lacking inversion symmetry is the Rashba interaction [4], whose Hamiltonian is as shown below.

$$H_{\text{R}} = i\alpha_{\text{R}} \cdot (\nabla \times \sigma),$$  

(1)

where $\sigma$ is the vector of Pauli matrices and $\alpha_{\text{R}}$ is the Rashba field representing the strength and direction of the Rashba spin-orbit interaction. This form of interaction is derived directly from the Dirac equation as a relativistic effect, but its magnitude can be significantly enhanced for solids containing heavy elements as compared to that for the vacuum case.

A direct consequence of the Rashba interaction is an electromagnetic cross-correlation effect where a magnetization and an electric current are induced by external electric and magnetic fields, $E$ and $B$, as $M = \gamma_{\text{ME}}(\alpha_{\text{R}} \times E)$ and $j = \gamma_{\text{JB}}(\alpha_{\text{R}} \times B)$, where $\gamma_{\text{ME}}$ and $\gamma_{\text{JB}}$ are coefficients that generally depend on frequency. The emergence of spin accumulation from the applied electric field, mentioned in Ref. [4], was studied in detail by Edelestein [5]; hence, this effect is sometimes referred to as the Edelestein effect. The generation of electric current by a magnetic field or magnetization, called the inverse Edelestein effect [6], was recently observed in a multilayer structure consisting of Ag, Bi, and a ferromagnet [7].

Furthermore, a recent study showed that the cross-correlation effects of the Rashba spin-orbit interaction lead to anomalous optical properties [8]. It was shown that the interaction leads to a strongly anisotropic light propagation, resulting in a hyperbolic metamaterial [9] that exhibits a negative refraction and a focusing effect. In addition, if the system is magnetic or under the effect of an external magnetic field, directional dichroism, a form of anisotropic wave propagation, has been shown to occur. The directional dichroism was found to be governed by the relative direction of the wave vector and another vector $A_{\text{R}} \equiv \alpha_{\text{R}} \times M$, where $M$ is the magnetization vector. The latter vector is known to be an effective gauge field coupled with the electron’s spin (spin gauge field), which generates a spin current [10–12]. From the symmetry point of view, the Rashba field $\alpha_{\text{R}}$ is equivalent to an electric polarization $P$ (Ref. [13]); hence, the vector $A_{\text{R}}$ works as a toroidal moment $t \equiv P \times M$. The toroidal moment has been reported to act as an effective vector potential for light in the case of multiferroics [14]; however, microscopic justification for the same has not been provided. The study in Ref. [8] further discussed that the effective theory describing magnetic Rashba conductors is similar to the one describing insulator multiferroics. Cross-correlation effects were also discussed from the viewpoint of optical chirality in Ref. [15].

In this study, we examine the propagation of electromagnetic waves in magnetic Rashba conductors based on an effective Hamiltonian analysis on a microscopic ground. We show that the effective Hamiltonian describing the directional dichroism consists of two terms, one representing the Doppler shift and the other denoting the
cross-correlation effect induced by a quadrupole moment. The results of our study confirm with those of Ref. 8 obtained by calculating an optical conductivity.

As has been reported by Volovik 16, the original spin gauge field (adiabatic spin gauge field) occurs in the absence of Rashba interaction in the strong sd-coupling regime 17. The coupling of the adiabatic spin gauge field to the electromagnetic field was studied based on the effective Hamiltonian study in Refs. 18, 19. It was found that the spin-transfer effect is described using the linear coupling term of the adiabatic spin gauge field and the electric field. Reference 20 reported the effect of the adiabatic spin gauge field on nonlinear optical effects and a topological inverse Faraday effect was shown to have occurred from a spin Berry’s curvature in the absence of a spin-orbit interaction.

II. PHENOMENOLOGICAL ARGUMENT FOR ELECTROMAGNETIC PROPERTY

The existence of cross-correlation effects of Rashba conductors indicates that the electric and magnetic fields, $E$ and $B$, are linearly coupled. There are two possibilities for this form of interaction: The first one is proportional to $E \cdot B$, and the second one is proportional to their vector product $E \times B$, as shown below:

$$\mathcal{H}_\theta = \theta E \cdot B, \quad (2)$$

$$\mathcal{H}_u = u \cdot (E \times B), \quad (3)$$

where $\theta$ is a constant and $u$ is a constant vector. The first scalar interaction (2) does not modify the equation of motion but has a topological effect, and the emergence of such an interaction is restricted to surfaces or interfaces with nontrivial topological properties. For instance, such a scalar coupling leads to a mixing of $E$ and $B$ when the topological number $\theta/2\pi$ has a jump at the interfaces 21. (In Sec. II, the cross-correlation effect induced by the $\theta$ term in Weyl semimetal is briefly discussed.) In contrast, the coupling of the vector product shown in Eq. (3) may occur in ordinary materials if a vector $u$ exists because of the breaking of both spatial-inversion symmetry and time-reversal invariance. This term, Eq. (3), has not been discussed in the context of high-energy physics because it is not invariant under the Lorentz transformation.

It is known that the vector $\mu E \times B$ (where $\mu$ is the magnetic permeability of solids) is the Poynting vector representing the momentum of the electromagnetic wave 22. The vector interaction of Eq. (3) can thus be considered to be of the form representing the Doppler shift $u \cdot k$, where $k$ is the wave vector of the electromagnetic wave. In fact, in terms of the photon operators $a_k$ and $a_k^\dagger$, the coupling of Eq. (3) modifies the photon Hamiltonian as

$$H_{\text{photon}} = \sum_k (ck - u \cdot k) a_k^\dagger a_k, \quad (4)$$

where $c$ is the light velocity. The vector coupling of Eq. (3) is thus expected to occur when the medium has an intrinsic flow with a velocity proportional to $u$.

The Doppler shift picture can also be justified at the level of the equation of motion. The following description shows how electromagnetism is modified by the vector interaction of Eq. (3). Two of Maxwell’s equations become

$$\nabla \cdot E = \frac{\rho}{\varepsilon_0} - \frac{1}{\varepsilon_0} \nabla \cdot (u \times B),$$

$$\nabla \times B = \mu_0 j + \varepsilon_0 \mu_0 \frac{\partial E}{\partial t} + \mu_0 \frac{\partial}{\partial t} (u \times B) - \mu_0 \nabla \times (u \times E), \quad (5)$$

whereas the other two remain unchanged ($\nabla \cdot B = 0$ and $\nabla \times E = -\partial B/\partial t$). Here, $\rho$ represents charge density, $j$ is the charge-current density, and $\varepsilon_0$ and $\mu_0$ are the electric permittivity and magnetic permeability of the vacuum, respectively. The total electric and magnetic fields can be represented as follows.

$$E_{\text{tot}} = E + \frac{1}{\varepsilon_0} (u \times B),$$

$$B_{\text{tot}} = B + \mu_0 (u \times E). \quad (6)$$

These relations representing a cross-correlation effect can be considered as a result of the Doppler shift as we demonstrate here. Taking a derivative of $E_{\text{tot}}$ with respect to time, we have, using $\partial B/\partial t = -\nabla \times E$,

$$\frac{\partial E_{\text{tot}}}{\partial t} = \frac{\partial E}{\partial t} + \frac{1}{\varepsilon_0} [(u \cdot \nabla) E - \nabla (u \cdot E)]. \quad (7)$$

For plane waves with the wave vector $k \perp E$, the last term in the above equation is orthogonal to the field $E$; hence, it is neglected as was done for the linear effects in $u$. The time derivative is thus replaced by a “covariant” one,

$$D_t \equiv \frac{\partial}{\partial t} + \frac{1}{\varepsilon_0} (u \cdot \nabla), \quad (8)$$

which is expected for a flowing medium 22. Therefore, the electromagnetic cross-correlation effect shown in Eq. (3) represents the Doppler shift because of a medium flow with velocity $u$.

It needs to be understood which type of intrinsic flow causes the Doppler shift of the electromagnetic field in solids. A charge flow induces Joule heating; hence, it does not occur spontaneously in macroscopic solids. In contrast, an equilibrium flow of spin (spin current) can occur even at macroscopic scales, as known in magnets with noncollinear magnetization structures 21, 25. Spin current can be spontaneously generated by the spin-orbit interaction because the spin current breaks the spatial-inversion symmetry but not the time-reversal symmetry. In fact, a recent study showed that such an intrinsic spin current generates the Dzyaloshinskii–Moriya interaction in magnetic materials as a result of the Doppler shift 20. The aim of this study is to demonstrate that the
magnetic Rashba conductor induces the vector-coupling term of Eq. (3), and the vector \( u \) is given by the Rashba-induced spin gauge field \( \mathbf{A}_R \). This result indicates that wave propagation is affected by the Doppler shift induced by the intrinsic spin current generated by the spin gauge field. This is an interesting result as it indicates that an effective vector potential for an electron spin acts as an effective vector potential for an electromagnetic wave (light) as suggested by Refs. \[14\] [23]. The directional dichroism predicted in the magnetic Rashba conductor in Ref. [8] can thus be explained based on this result. We should keep in mind, however, that this scenario is justified up to the linear order of \( \mathbf{u} \) representing the intrinsic flow in medium.

III. CROSS-CORRELATION EFFECTS ON ELECTRIC PERMITTIVITY

The sections until now describe the effects originating from the vector coupling of Eq. (3); however, there may be other effects induced by the quadrupole moment of the system. These effects are described in the section below. The cross-correlation effect because of the quadrupole moment is expressed as \[22\]

\[
\mathcal{H}_Q = \sum_{ij} Q_{ij} E_i B_j, \tag{9}
\]

where \( Q_{ij} (=Q_{ji}) \) is the traceless quadrupole moment. The electric and magnetic fields representing the cross-correlation effects due to the total Hamiltonian \( H_u + H_Q \) after considering the vector \( \mathbf{u} \) and the quadrupole moment \( Q_{ij} \) are

\[
E_{\text{tot}} = E + \frac{1}{\epsilon_0} \mathbf{P}, \\
B_{\text{tot}} = B + \mu_0 \mathbf{M}, \tag{10}
\]

where \( \mathbf{P}_\mu \equiv (\mathbf{u} \times \mathbf{B})_\mu - \sum_\nu Q_{\mu \nu} B_\nu \) and \( M_\mu \equiv (\mathbf{u} \times \mathbf{E})_\mu + \sum_\nu Q_{\mu \nu} E_\nu \) indicate effective electric polarization and effective magnetization, respectively. The electric permittivity tensor read from Eq. (10) is

\[
\epsilon_{ij} = \epsilon_{ij}^{(0)} - \frac{1}{\epsilon_0 \omega} \sum_l \left[ \sum_\nu \left( Q_{i\nu} \epsilon_{\nu j} + \epsilon_{\nu i} Q_{j\nu} \right) + (u_i \delta_{lj} + \delta_{il} u_j) \right] \delta_{kl} + \frac{2}{\epsilon_0 \omega} \delta_{ij} (\mathbf{u} \cdot \mathbf{k}), \tag{11}
\]

where \( \epsilon_{ijk} \) is a totally antisymmetric tensor, \( \mathbf{k} \) and \( \omega \) are the wave vector and frequency of the electromagnetic field, respectively, and \( \epsilon_{ij}^{(0)} \) is the contribution even in \( \mathbf{k} \). It can be seen that the cross-correlation effects by \( \mathbf{u} \) and \( Q_{ij} \) lead to generation of linear components in the wave vector \( \mathbf{k} \) that change signs by time-reversal [28]. The second term on the right-hand side of Eq. (11) indicates that the quadrupole moment contributes to the off-diagonal component of the electric permittivity tensor which affects only circularly-polarized waves. The optical responses was discussed in the context of correlation functions and it was shown that the quadrupole moment results in an optical activity such as the Faraday effect for polarized waves [29]. The optical effect arising from the terms proportional to \( u_i \delta_{lj} \) and \( \delta_{ij} u_l \) corresponds to an inverse Faraday effect induced by a spin-orbit interaction [30]. By contrast, the third term on the right-hand side of Eq. (11) means that the Doppler shift, \( \mathbf{u} \cdot \mathbf{k} \), leads to the generation of the diagonal component which affects unpolarized waves. This Doppler shift term is known as magnetochiral dichroism, where magnetization \( \mathbf{M} \) in chiral materials acts as the vector \( \mathbf{u} \) [31]. In the case of Rashba spin-orbit system, the Rashba field \( \alpha \mathbf{R} \), which is invariant under time reversal, cannot induce \( \mathbf{u} \) on its own. Our result indicates that the combination \( \alpha \mathbf{R} \times \mathbf{M} \) plays the role of vector \( \mathbf{u} \), suggesting possible applications of natural magnetic spin-orbit systems to novel optical materials.

IV. DERIVATION OF EFFECTIVE HAMILTONIAN

In this section, we derive an effective Hamiltonian based on an imaginary-time path-integral formalism [32] and confirm that the \( \mathbf{E} \cdot \mathbf{B} \) coupling in the magnetic Rashba conductor is described by \( \mathcal{H}_u + \mathcal{H}_Q \). Here, \( \hbar = 1 \) is used for simplicity, where \( \hbar \) is the Planck constant divided by \( 2\pi \). The system we consider consists of electrons with Rashba interaction and also interaction with magnetization and electromagnetic fields. The electrons are represented using annihilation and creation fields having two spin components, defined on an imaginary time \( \tau \), \( c(r, \tau) \) and \( \bar{c}(r, \tau) \). The Hamiltonian is

\[
H = H_0 + H_{sd} + H_R + H_{em},
\]

describes the kinetic energy of conduction electrons measured from the Fermi energy. \( m \) is the electron mass and \( \mu \) is the chemical potential of the system. The second term,

\[
H_{sd} = -J_{sd} \int \mathbf{d}^3 r \left( \mathbf{M} \cdot \langle \hat{\mathbf{c}} \cdot \mathbf{\sigma} \rangle \right),
\tag{13}
\]

is the exchange interaction between the magnetization and conduction-electron spin. \( J_{sd} \) is its strength, \( \mathbf{M} \) is the magnetization vector, and \( \mathbf{\sigma} \) is the vector of Pauli matrices. The magnetization is treated as spatially uniform and static. We consider a weak \( sd \)-exchange interaction up to the linear order. \( H_R \) is the Rashba spin-orbit interaction,

\[
H_R = \frac{i}{2} \int \mathbf{d}^3 r \alpha R \cdot \hat{c} (\hat{\nabla} \times \mathbf{\sigma}) c,
\tag{14}
\]

where \( \hat{\nabla} \cdot \mathbf{c} \equiv \hat{c} (\nabla c) - (\nabla \hat{c}) c \). The term \( H_{em} \) describes the interaction between the conduction electron and the
electromagnetic field, described by a gauge field $A$. Taking into account the term arising from the Rashba spin-orbit interaction, the interaction reads as,
\[
H_{\text{em}} = - \int d^3r A \cdot \left( \frac{ie}{2m} \bar{c} \nabla c - \frac{\epsilon^2}{2m} A \bar{c} c - i \bar{c} (\alpha_R \times \sigma) c \right),
\]
where $-e$ is the electron charge ($e > 0$). The current density derived from Eq. (15) is
\[
j_{\text{tot}}^i = - j_i - \frac{e^2}{m} A_i \bar{c} c - 2e \sum_{jk} \epsilon_{ijk} \alpha_{R,j} s_k,
\]
where
\[
j_i(r, \tau) \equiv - \frac{ie}{2m} \bar{c}(r, \tau) \nabla_i c(r, \tau),
\]
\[
s_{\alpha}(r, \tau) = \frac{1}{2} \bar{c}(r, \tau) \sigma_{\alpha} c(r, \tau),
\]
are the bare electric current density and spin density, respectively.

The effective Hamiltonian for the electromagnetic field, $H_{\text{eff}}$, is calculated by integrating the electrons in the partition function $Z(A) = \int \mathcal{D}c \mathcal{D}c^\dagger \mathcal{D}A \mathcal{D}e \mathcal{D}e^\dagger \mathcal{D}A^\dagger \mathcal{D}L(c,c^\dagger,e,e^\dagger,A)$ as
\[
\int_0^\beta d\tau H_{\text{eff}} = - \text{Tr} \ln Z,
\]
where $D$ denotes the path integral, $L = \int d^3r \bar{c} \partial_\tau c + H$ is the imaginary-time Lagrangian, and $\beta$ is the inverse temperature. The partition function is perturbatively calculated to the second order in the gauge field. The result, diagrammatically shown in Fig. 1, is
\[
\ln Z = - \int_0^\beta d\tau \int d^3r \sum_{\mu\nu} A_\mu A_\nu e^2 n_e(r, \tau) \delta_{\mu\nu}
\]
\[
\quad + \frac{1}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \int d^3r \int d^3r' \sum_{\mu\nu} A_\mu A_\nu \times \left[ \chi_{jj}^{\mu\nu}(r, r', \tau, \tau') + \chi_{sj}^{\mu\nu}(r, r', \tau, \tau') + \chi_{js}^{\mu\nu}(r, r', \tau, \tau') + \chi_{ss}^{\mu\nu}(r, r', \tau, \tau') \right].
\]
Here, $n_e(r, \tau) \equiv \langle \bar{c}(r, \tau) c(r, \tau) \rangle$ is the electron density, the thermal average is calculated in the equilibrium state determined by $\int_0^\beta d\tau L_0 = \int_0^\beta d\tau [\int d^3r \bar{c} \partial_\tau c + H_0 + H_{sd} + H_R]$ and
\[
\chi_{jj}^{\mu\nu}(r, r', \tau, \tau') \equiv \langle \bar{c}(r, \tau) j_\mu(r', \tau') \rangle,
\]
\[
\chi_{sj}^{\mu\nu}(r, r', \tau, \tau') \equiv 2e \sum_{\alpha} \epsilon_{\mu\beta} \alpha_{R,m} \langle s_{\alpha}(r, \tau) j_\nu(r', \tau') \rangle,
\]
\[
\chi_{js}^{\mu\nu}(r, r', \tau, \tau') \equiv 2e \sum_{\alpha} \epsilon_{\mu\beta} \alpha_{R,m} \langle j_\mu(r, \tau) s_{\alpha}(r', \tau') \rangle,
\]
\[
\chi_{ss}^{\mu\nu}(r, r', \tau, \tau') \equiv 4e^2 \sum_{\alpha\beta} \epsilon_{\mu\alpha} \epsilon_{\nu\beta} \alpha_{R,o} \alpha_{R,m} \langle s_{\alpha}(r, \tau) s_{\beta}(r', \tau') \rangle.
\]
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The Feynman diagrams for the effective Hamiltonian. Solid lines represent the conducting electrons’ Green’s function and the wavy lines denote the gauge field, respectively. Diagrams, (a), (b), (c), (d), and (e) correspond to the contributions of $n_e$, $\chi_{jj}^{\mu\nu}$, $\chi_{sj}^{\mu\nu}$, $\chi_{js}^{\mu\nu}$, and $\chi_{ss}^{\mu\nu}$ in Eq. (15), respectively.

$\mathcal{G}_{k,n,M} \equiv \frac{1}{i\omega_n - \epsilon_k - \gamma_{k,M} \cdot \alpha + i\nu \text{sgn}(n)}$, where $\nu$ is the electron density as $n_e = \frac{1}{\beta V} \sum_{n,k} \text{tr}[\mathcal{G}_{k,n,M}]$, where $\text{tr}$ is the trace over spin space, $V$ is the volume of the system, and

represent the correlation functions of the current and the spin density. The electron density $n_e$ is expressed as
\[
n_e = \frac{1}{\beta V} \sum_{n,k} \text{tr}[\mathcal{G}_{k,n,M}],
\]

is the thermal Green’s function for electrons that includes the Rashba and $sd$-exchange interactions. Here, $k$ and $\omega_n \equiv \frac{(2n+1)\pi}{\beta}$ ( $n$ is an integer) indicate the wave vector and fermionic thermal frequency, respectively, $\epsilon_k = \frac{k^2}{2m} - \mu$ is the electron energy measured from the Fermi energy, and $\gamma_{k,M} = \gamma_{k} - J_{sd} M$ with $\gamma_{k} \equiv k \times \alpha_{R}$. We have included a finite electron-elastic-scattering lifetime $\tau_\gamma$, as an imaginary part, $\eta \equiv \frac{1}{2\tau_\gamma}$, and $\text{sgn}(n) \equiv 1$ and $-1$ for $n > 0$ and $n < 0$, respectively. In terms of the Green’s function correlation functions read as

$\chi_{jj}^{\mu\nu}(q, i\Omega_\ell, M) = - \frac{e^2}{m^2 \beta V} \sum_{n,k} k_{\mu} k_{\nu} \text{tr}[\mathcal{G}_{k+n+\ell,M} \mathcal{G}_{k-n-M}],$

$\chi_{sj}^{\mu\nu}(q, i\Omega_\ell, M) = - \frac{e^2}{m^2 \beta V} \sum_{n,k} \epsilon_{\nu\alpha} \alpha_{R,m} \epsilon_{\mu\gamma} \gamma_{R,m} \text{tr}[\mathcal{G}_{k+n+\ell,M} \mathcal{G}_{k-n-M}],$

$\chi_{js}^{\mu\nu}(q, i\Omega_\ell, M) = - \frac{e^2}{m^2 \beta V} \sum_{n,k} \epsilon_{\nu\alpha} \alpha_{R,m} \epsilon_{\mu\gamma} \gamma_{R,m} \text{tr}[\mathcal{G}_{k+n+\ell,M} \mathcal{G}_{k-n-M}],$

$\chi_{ss}^{\mu\nu}(q, i\Omega_\ell, M) = - \frac{e^2}{m^2 \beta V} \sum_{n,k} \epsilon_{\nu\alpha} \alpha_{R,m} \epsilon_{\mu\gamma} \gamma_{R,m} \text{tr}[\mathcal{G}_{k+n+\ell,M} \mathcal{G}_{k-n-M}],$
functions given in Eq. (21) with respect to $q$. The result up to the linear order of $q$ and $M$ is (see Appendix A)
\[
\chi_{\mu\nu}^{(1)}(q, i\Omega_{\ell}, \omega, \sigma) \equiv \chi_{ij}^{\mu\nu} + \chi_{xy}^{\mu\nu} + \chi_{yz}^{\mu\nu} + \chi_{zx}^{\mu\nu}
= g_1(i\Omega_{\ell})(A_{R} \cdot q)\delta_{\mu
u}
+ g_2(i\Omega_{\ell})(A_{R} \cdot q_0 + q_\mu A_{R,\nu})
+ g_3(i\Omega_{\ell})[M^{\perp}_\mu (A_{R} \cdot q) + (A_{R} \cdot q) M^{\perp}_\mu],
\] (22)
where $\delta_{\mu
u} \equiv \delta_{\mu\nu} - \alpha_{R,\mu} \delta_{\nu R,\nu}$, $\alpha_R \equiv \alpha_R/|\alpha_R|$ is a unit vector representing the direction of the Rashba field, and $M^{\perp} \equiv M - (A_{R} \cdot M) A_{R}$. We have considered the case where $A_{R} \cdot q = 0$ to simplify the angular integration calculation with respect to $k$. This expression otherwise consists of more terms. The vector $A_{R} \equiv \alpha_R \times M$ represents an effective spin gauge field and a toroidal moment. The coefficients $g_1$, $g_2$, and $g_3$ are defined in Appendix C.

Equation (22) contributes to directional dichroism as it is linear in $q$. The first and second terms of this equation proportional to $g_1$ and $g_2$ indicate that the existence of the toroidal moment governs the anomalous light propagation, whereas the terms proportional to $M^{\perp} (A_{R} \cdot q)_\nu$ and $(A_{R} \times q)_\mu M^{\perp}_\nu$ represent the contributions arising from the effective quadrupole moment, as shown in the effective theory. The result can be simplified using the gauge invariance of the effective Hamiltonian (see Appendix C). It was observed that $g_1 = -2g_2$ is restricted by the gauge invariance, whereas $g_3$ is not restricted by this invariance.

Carrying out the analytic continuation, the coefficient, $g_1$, is calculated. It is written by rewriting the summation over the thermal frequency using the contour integral ($z = i\omega_n$) as
\[
g_1(i\Omega_{\ell}) = -\frac{J_{sd}}{24} \left(\frac{e}{m}\right)^2 \sum_{k} \sum_{\sigma_1 \sigma_2} \left(\frac{\gamma_k}{\Omega_R}\right)^2 \sigma_1 \sigma_2
+ \frac{m \alpha^2}{\gamma_k} (\sigma_2 \sigma_3 \sigma_1 + 2 \sigma_2) \int \frac{dz}{z^2} f(z) g_{k,\sigma_1}(z) g_{k,\sigma_2}(z)
\times [g_{k,\sigma_3}(z + i\Omega_{\ell}) g_{k,\sigma_4}(z + i\Omega_{\ell})
- g_{k,\sigma_3}(z - i\Omega_{\ell}) g_{k,\sigma_4}(z - i\Omega_{\ell})],
\] (23)
where $C$ is a counterclockwise contour surrounding the imaginary axis, $\gamma_k \equiv |\gamma_k|$, $g_{k,\sigma}(z) \equiv [z - \epsilon_k + i\eta \sigma_k \text{sgn}[\text{Im}(z)]]^{-1}$ with $\epsilon_k = \epsilon_k + \sigma_k \gamma_k$ is the Green’s function diagonalized in spin space, $\sigma_i = \pm (i = 1 \sim 4)$ are the diagonalized spin indices, $\text{Im}$ denotes the imaginary part, and $f(z) \equiv (e^{\beta z} + 1)^{-1}$ is the Fermi–Dirac distribution function. We expand the coefficient $g_1$ with respect to external frequency $\Omega$ after the analytic continuation to $\Omega + i0 \equiv \Omega_0$, where $i0$ denotes a small imaginary part. The result up to the linear order in $\Omega$ is
\[
g_1(\Omega) = 2\Omega g_1.
\] (24)

with
\[
g \equiv i\frac{J_{sd}}{24} \left(\frac{e}{m}\right)^2 \sum_{k} \sum_{\sigma_1 \sigma_2} \sigma_1 \sigma_2 \left(\frac{\gamma_k}{\Omega_R}\right)^2
\times \left[\sigma_1 \sigma_2 + \frac{m \alpha^2}{\gamma_k} (\sigma_2 \sigma_3 \sigma_1 + 2 \sigma_2) \right]
\times \left\{f_{\omega}[g_{k,\omega,\sigma,3} g_{k,\omega,\sigma,4} \delta_\omega (g_{k,\omega,\sigma,1} g_{k,\omega,\sigma,2}) - \text{c.c.}]
+ f'_{\omega}[g_{k,\omega,\sigma,3} g_{k,\omega,\sigma,4} \delta_\omega (g_{k,\omega,\sigma,1} g_{k,\omega,\sigma,2}) - \text{c.c.}] \right\},
\] (25)
where $g_{k,\omega,\sigma} \equiv (\omega - \epsilon_k + i\eta)^{-1}$ and $g_{k,\omega,\sigma}^* = (g_{k,\omega,\sigma})^*$ are the retarded and advanced Green’s functions of the conduction electron with wave vector $k$ and angular frequency $\omega$, respectively. $\sum_\omega \equiv \int_{-\infty}^{\infty} \frac{d\omega}{2\pi}$, $\partial_\omega \equiv \frac{\partial}{\partial \omega}$, $f_{\omega} = (e^{\beta \omega} + 1)^{-1}$, and $f'_{\omega} = \partial_\omega f_{\omega}$. $g_3(\Omega) = \Omega \lambda$, (26)

with
\[
\lambda \equiv i\frac{J_{sd}}{24} \left(\frac{e}{m}\right)^2 \sum_{k} \sum_{\sigma_1 \sigma_2 \sigma_3 \sigma_4} \sigma_1 \sigma_2 \left(\frac{\gamma_k}{\Omega_R}\right)^2
\times \left\{f_{\omega}[g_{k,\omega,\sigma,3} g_{k,\omega,\sigma,4} \delta_\omega (g_{k,\omega,\sigma,1} g_{k,\omega,\sigma,2}) - \text{c.c.}]
+ f'_{\omega}[g_{k,\omega,\sigma,3} g_{k,\omega,\sigma,4} \delta_\omega (g_{k,\omega,\sigma,1} g_{k,\omega,\sigma,2}) - \text{c.c.}] \right\}.
\] (27)
The effective Hamiltonian describing the directional dichroism is finally obtained as
\[
H_{\text{eff}} = H_{\text{Ar}} + H_{Q},
\] (28)
with
\[
H_{\text{Ar}} = g \int d^3r A_R \cdot (E \times B),
\] (29)
\[
H_Q = \lambda \int d^3r \sum_{\mu\nu} Q_{\mu\nu} E_\mu B_\nu,
\] (30)
where $Q_{\mu\nu} \equiv M^{\perp}_\mu \alpha_{R,\nu}$ is the effective quadrupole moment and $E \equiv -A$ and $B \equiv \nabla \times A$ are the electric and magnetic fields, respectively.

The effective Hamiltonian of Secs. III and IV $H_{\text{eff}}$ is thus justified by microscopic derivation based on the imaginary-time path-integral formalism. The toroidal moment thus leads to the Doppler shift and this is the origin of the magnetic Rashba conductor that exhibits directional dichroism discussed in Sec. III.

The coupling constant $g$ consists of terms proportional to $f_{\omega}$ and $f'_{\omega}$ but it cannot be expressed only in terms of $f'_{\omega}$ (Fermi surface term) using integration by parts. The $f'_\omega$ term represents the contribution arising from the state of electrons in the vicinity of a Fermi surface. The contribution of this term is finite in a metallic system, whereas it does not exist for insulators such as multiferroics. In contrast, the $f_{\omega}$ term (Fermi sea term) arises from the equilibrium property of the electrons forming the Fermi sea. The contribution of this term is finite in insulator systems; therefore, directional dichroism can be induced even in broad materials.
V. OPTICAL RESPONSE OF WEYL SEMIMETAL

So far, we have considered the electromagnetic cross-correlation effects in a nonrelativistic Rashba spin-orbit system. The cross-correlation effects also occur in a relativistic spin-orbit system such as $3+1$-dimensional Weyl semimetal. It is known that the Weyl semimetal realized in multilayer of topological insulator and magnetic insulator (Ref. [35]) induces topological electromagnetic response such as the anomalous Hall effect and chiral magnetic effect [36].

A Hamiltonian representing the Weyl spin-orbit system is made up of two terms, one describing the diagonal components and the other denoting the off-diagonal components (mass term) as [37, 38]

\[ H_{\text{Weyl}} = \tau^z (\sigma \cdot k) + \tau^z b_0 + \sigma \cdot b, \]  

(31)

where the first term is the Dirac Hamiltonian being linear in the wave vector $k$ of the Dirac electrons, $\tau$ is the Weyl node degree of freedom, $\sigma$ is the conduction-valence band degree of freedom, $b_0$ is a constant reflecting the breaking of spatial-inversion symmetry, and $b$ is a constant vector reflecting the breaking of time-reversal invariance. $H_{\text{Weyl}}$ is a $4 \times 4$ Hamiltonian because of having the Weyl nodes of opposite chirality and conduction-valence band degrees of freedom. By the Fujikawa’s method [39], the effective Hamiltonian describing the electromagnetic response of the Weyl system is shown to be [37, 38]

\[ H_\theta = \frac{\alpha}{8\pi} \sum_{\mu\nu\alpha\beta} \int d^3 r \theta(r,t) \epsilon^{\mu\nu\alpha\beta} F_{\mu\nu} F_{\alpha\beta}, \]  

(32)

where we set $\hbar = c = \epsilon_0 = 1$, $\alpha \equiv e^2/4\pi$ is the fine structure constant, and $F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu$ is the field strength of the electromagnetic field. $\theta(r,t) \equiv 2(b \cdot r - b_0 t)$ is the field depending linearly on space $r$ and time $t$. The total electric and magnetic fields representing the cross-correlation effects due to the Hamiltonian (32) become $E_{\text{tot}} = E + P$ and $B_{\text{tot}} = B + M$ with

\[ P \equiv -\frac{\alpha}{\pi} \theta B, \]

\[ M \equiv \frac{\alpha}{\pi} \theta E. \]  

(33)

By a similar discussion as in Sec. III, we see that the field $\theta$ leads to the off-diagonal component of the electric permittivity tensor as

\[ \epsilon_{\mu\nu} = \delta_{\mu\nu} + \frac{2\alpha}{\pi\omega} \sum_l \epsilon_{\mu\nu}(b_0 k_l + b_l \omega), \]  

(34)

where $k$ and $\omega$ are the wave vector and frequency of the electromagnetic field. Equation (34) indicates that the field $\theta$ induces the Faraday effect for circularly polarized waves [40]. Comparing Eq. (11) with Eq. (34), the field $\theta$ turns out to play the same role as the quadrupole moment in the context of the magneto-optical response. The Doppler shift term does not appear in the Weyl system, as the system is Lorentz invariant.

VI. SUMMARY

We have derived an effective Hamiltonian describing directional dichroism in a magnetic Rashba conductor, and showed that it is made up of a toroidal-moment term and a quadrupole-moment term, as in insulator multiferroics. The toroidal-moment term is given by the vector coupling between the toroidal moment and the Poynting vector, such that this term leads to directional dichroism as a result of the Doppler shift, whereas the quadrupole-moment term induces a magneto-optical phenomenon such as the Faraday effect when circularly-polarized waves are applied. The microscopic analysis done in this study indicates that the toroidal moment plays the role of an effective vector potential for light, causing dichroism as a result of the Doppler shift. The effective Hamiltonian approach clearly shows that electromagnetic cross-correlation effects in the magnetic Rashba system is qualitatively distinct from those in relativistic Weyl systems described by the topological $\theta$ term.
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Appendix A: Derivation of Eq. (22)

This section shows the detailed derivation of Eq. (22) from Eq. (21). Performing the trace over the spin using \( \text{tr} [\sigma_\alpha \sigma_\beta \sigma_\gamma \sigma_\delta] = 2(\delta_{\alpha \beta} \delta_{\gamma \delta} + \delta_{\alpha \gamma} \delta_{\beta \delta} - \delta_{\alpha \delta} \delta_{\beta \gamma}) \), the result up to the linear order in \( \mathbf{q} \) and \( \mathbf{M} \) is obtained as

\[
\chi_{jj}(\mathbf{q}, i\Omega, \mathbf{M}) \simeq -\frac{e^2 J_{sd}}{2m^2\beta^2} \sum_{n,k} \sum_{\alpha} (-M_{\alpha}) (k_{\mu} q_{\nu} + q_{\mu} k_{\nu}) \gamma^\alpha_k \left\{ \frac{2h_{k,n} j_{k,n} (h_{k,n+\ell} - h_{k,n-\ell})}{(h_{k,n}^2 + j_{k,n}^2)(j_{k,n+\ell} - j_{k,n-\ell})} \right\},
\]

\[
\chi_{sj}(\mathbf{q}, i\Omega, \mathbf{M}) \simeq -\frac{e^2 J_{sd}}{2m^2\beta^2} \sum_{n,k} \sum_{\alpha\mu \rho} \epsilon_{\mu\alpha\rho} \alpha R, m (-M_{\beta}) \times \left\{ \frac{4}{q} \delta_{\rho\alpha} k_{\mu} \gamma^\beta_{k,n} \left[ \epsilon_{\alpha\rho\beta} (\epsilon_{\alpha\gamma\rho} \epsilon_{\mu\rho\beta} + \epsilon_{\alpha\gamma\mu} \epsilon_{\mu\rho\beta}) h_{k,n,j_{k,n}} (h_{k,n+\ell}^2 - h_{k,n-\ell}^2) - \frac{2}{(h_{k,n}^2 + j_{k,n}^2)} \right] \right\},
\]

\[
\chi_{ss}(\mathbf{q}, i\Omega, \mathbf{M}) \simeq -\frac{e^2 J_{sd}}{2m^2\beta^2} \sum_{n,k} \sum_{\alpha \mu \nu \rho} \epsilon_{\mu\alpha\rho} \alpha R, m (-M_{\gamma}) \times \left\{ \frac{4}{q} \delta_{\rho\alpha} k_{\mu} \gamma^\beta_{k,n} \left[ \epsilon_{\alpha\rho\beta} (\epsilon_{\alpha\gamma\rho} \epsilon_{\mu\rho\beta} + \epsilon_{\alpha\gamma\mu} \epsilon_{\mu\rho\beta}) h_{k,n,j_{k,n}} (h_{k,n+\ell}^2 - h_{k,n-\ell}^2) - \frac{2}{(h_{k,n}^2 + j_{k,n}^2)} \right] \right\},
\]

where \( \gamma_k = \gamma_k/|\gamma_k| \), \( \gamma_q = \mathbf{q} \times \alpha_R \), and \( h_{k,n} \) and \( j_{k,n} \) are defined as

\[
\begin{align*}
    h_{k,n} &\equiv \frac{1}{2} \sum_{\sigma = \pm} g_{k,n,\sigma}, \\
    j_{k,n} &\equiv \frac{1}{2} \sum_{\sigma = \pm} \sigma g_{k,n,\sigma},
\end{align*}
\]

where \( g_{k,n,\sigma} = [i\omega_n - c_k^\pm + i\eta \text{sgn}(n)]^{-1} \) with \( c_k^\pm = c_k + \sigma \gamma_k \) (\( \gamma_k = |\gamma_k| \)) is the Green’s function diagonalized in the spin space and \( \sigma = \pm \) is the diagonalized spin index.

To carry out the \( \mathbf{k} \) integral, we choose the \( z \) axis along the Rashba field, i.e., \( \alpha_R = \alpha_R z \) (\( z \equiv (0, 0, 1) \)) and \( \mathbf{k} \) is represented using the polar and azimuthal angles \( \theta \) and \( \varphi \), respectively. We consider an electromagnetic wave with \( q_2 = 0 \), i.e., propagation perpendicular to the Rashba field. Let us first calculate \( \chi_{jj}^{\mu\nu} \). Calculating the integral over \( \varphi \), we obtain

\[
\chi_{jj}^{\mu\nu}(\mathbf{q}, i\Omega, \mathbf{M}) = -\frac{J_{sd}}{\beta} \left( \frac{e}{m} \right)^2 \sum_{n,k} \left( \frac{\gamma_k}{2\alpha_R^2} \right) \phi_{k,n}^{(0)} (i\Omega) (\mathbf{A}_R, \mu) q_{\nu} + q_{\mu} \mathbf{A}_R, \nu),
\]

(A3)

with

\[
\phi_{k,n}^{(0)}(i\Omega) \equiv 2h_{k,n,j_{k,n}} (h_{k,n+\ell} - h_{k,n-\ell}) + (h_{k,n}^2 + j_{k,n}^2)(j_{k,n+\ell} - j_{k,n-\ell}).
\]

(A4)

Here, \( \mathbf{A}_R \equiv \alpha_R \times \mathbf{M} \). Other correlation functions are calculated similarly as

\[
\chi_{sj}^{\mu\nu}(\mathbf{q}, i\Omega, \mathbf{M}) = -\frac{J_{sd}}{\beta} \left( \frac{e}{m} \right)^2 \sum_{n,k} \left\{ \frac{\gamma_k}{2\alpha_R^2} \phi_{k,n}^{(1)}(i\Omega) [2(\mathbf{A}_R \cdot \mathbf{q}) \delta_{\mu\nu} - 3A_{R,\mu} q_{\nu} + M_{\mu}^+ (\alpha_R \times q)_\nu] \right\},
\]

(A5)

\[
\chi_{ss}^{\mu\nu}(\mathbf{q}, i\Omega, \mathbf{M}) = -\frac{J_{sd}}{\beta} \left( \frac{e}{m} \right)^2 \sum_{n,k} \left\{ -2m \gamma_k \phi_{k,n}^{(4)}(i\Omega) [2(\mathbf{A}_R \cdot \mathbf{q}) \delta_{\mu\nu} - (\mathbf{A}_R, \mu) q_{\nu} + M_{\mu}^+ (\alpha_R \times q)_\nu] \right\},
\]
with

\[
\phi_{k,n}^{(1)}(i\Omega \ell) = j_{k,n}^2(h_{k,n+\ell}^2 - h_{k,n-\ell}^2),
\]
\[
\phi_{k,n}^{(2)}(i\Omega \ell) = h_{k,n,j_{k,n}}[h_{k,n+\ell}^2 - h_{k,n-\ell}^2] - (j_{k,n+\ell}^2 - j_{k,n-\ell}^2),
\]
\[
\phi_{k,n}^{(3)}(i\Omega \ell) = h_{k,n}^2(h_{k,n+\ell} - h_{k,n-\ell}) + h_{k,n,j_{k,n}}(j_{k,n+\ell} - j_{k,n-\ell}),
\]
\[
\phi_{k,n}^{(4)}(i\Omega \ell) = h_{k,n,j_{k,n}}(j_{k,n+\ell}^2 - j_{k,n-\ell}^2),
\]
\[
\phi_{k,n}^{(5)}(i\Omega \ell) = h_{k,n,j_{k,n}}(h_{k,n+\ell}^2 - h_{k,n-\ell}^2),
\]

where \(\delta_{\mu\nu}^1 = \delta_{\mu\nu} - \alpha_R \cdot \bar{\alpha}_R, \alpha_R = \alpha_R / |\alpha_R|,\) and \(M^\perp = M - (\alpha_R \cdot M) \hat{\alpha}_R.\)

The results of Eqs. (A3) and (A5) are summarized in Eq. (22). The coefficients \(g_1, g_2,\) and \(g_3\) are defined in Appendix B.

**Appendix B: Definition of coefficients \(g_1, g_2,\) and \(g_3\)**

From (A3) and (A5), coefficients \(g_1, g_2,\) and \(g_3\) of Eq. (22) are obtained as

\[
g_1(i\Omega \ell) = -\frac{J_{sd}}{\beta} \left( \frac{e}{m} \right)^2 \sum_{n,k} \left[ -\frac{\gamma_k^2}{2 \alpha_R^2} \sum_{\sigma_1 \sigma_2 \sigma_3 \sigma_4} \left( \sum_{\sigma_5 \sigma_6} \phi_{k,n}^{(1)}(i\Omega \ell) + \frac{m \alpha_R^2}{\gamma_k^2} \phi_{k,n}^{(5)}(i\Omega \ell) + 2m \alpha_R^2 \phi_{k,n}^{(5)}(i\Omega \ell) \right) \right],
\]
\[
g_2(i\Omega \ell) = -\frac{J_{sd}}{\beta} \left( \frac{e}{m} \right)^2 \sum_{n,k} \left[ -\frac{1}{\gamma_k^2} \phi_{k,n}^{(0)}(i\Omega \ell) + 3\phi_{k,n}^{(1)}(i\Omega \ell) - \frac{2m \alpha_R^2}{\gamma_k^2} \phi_{k,n}^{(3)}(i\Omega \ell) + \frac{4m \alpha_R^2}{\gamma_k^2} \phi_{k,n}^{(5)}(i\Omega \ell) \right],
\]
\[
g_3(i\Omega \ell) = -\frac{J_{sd}}{2} \left( \frac{e}{m} \right)^2 \sum_{n,k} \left[ -\frac{1}{\gamma_k^2} \phi_{k,n}^{(1)}(i\Omega \ell) \right].
\]

Using Eqs. (A2) and (A6), the coefficients \(g_1\) and \(g_3\) can be written as

\[
g_1(i\Omega \ell) = -2 \frac{J_{sd}}{2^4} \left( \frac{e}{m} \right)^2 \sum_{k} \sum_{\sigma_1 \sigma_2 \sigma_3} \left( \sum_{\sigma_4} \phi_{k,n}^{(1)}(i\Omega \ell) \right)^2 \left[ \sigma_1 \sigma_2 + \frac{m \alpha_R^2}{\gamma_k^2} (\sigma_2 \sigma_3 \sigma_4 + 2\sigma_2) \right]
\times \left[ -\frac{1}{\beta} \sum_n \sum_{\sigma, \sigma'} \phi_{k,n,\sigma} \phi_{k,n,\sigma'} \left( \delta_{k,n+\ell,\sigma} \delta_{k,n-\ell,\sigma'} - \delta_{k,n-\ell,\sigma} \delta_{k,n+\ell,\sigma'} \right) \right],
\]
\[
g_3(i\Omega \ell) = -\frac{J_{sd}}{2} \left( \frac{e}{m} \right)^2 \sum_{k} \sum_{\sigma_1 \sigma_2 \sigma_4} \left( \sum_{\sigma_3} \phi_{k,n}^{(1)}(i\Omega \ell) \right)^2 \left[ \sigma_1 \sigma_2 \frac{1}{\beta} \sum_n \sum_{\sigma, \sigma'} \phi_{k,n,\sigma} \phi_{k,n,\sigma'} \left( \delta_{k,n+\ell,\sigma} \delta_{k,n-\ell,\sigma'} - \delta_{k,n-\ell,\sigma} \delta_{k,n+\ell,\sigma'} \right) \right].
\]

**Appendix C: Gauge transformation**

Under the gauge transformation \(A_{\mu}(q) \rightarrow A_{\mu}(q) + iq_{\mu} \Lambda(q),\) where \(\Lambda(q)\) is the gauge degree of freedom, the change in the effective Hamiltonian linear in \(\Lambda\) is given by

\[
\delta H_{\text{eff}} = -i \sum_q \Lambda(q) \left[ g_1(\mathcal{A}_R \cdot q) A(-q) - q \cdot A(-q) \right] + g_2 \left[ (\mathcal{A}_R \cdot A(-q))q^2 + (q \cdot A(-q))(\mathcal{A}_R \cdot q) \right] - \left[ (\mathcal{A}_R \cdot q) A(-q) - (\mathcal{A}_R \cdot A(-q))q^2 \right] + g_3 \left[ (\mathcal{A}_R \cdot q) \cdot (\alpha_R \times q) (M^\perp \cdot q) - (M^\perp \cdot q) A(-q) \cdot (\alpha_R \times q) \right].
\]
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