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Abstract—This paper presents a hybrid robot motion planner that generates long-horizon motion plans for robot navigation in environments with obstacles. We propose a hybrid planner, RRT* with segmented trajectory optimization (RRT*-sOpt), which combines the merits of sampling-based planning, optimization-based planning, and trajectory splitting to quickly plan for a collision-free and dynamically-feasible motion plan. When generating a plan, the RRT* layer quickly samples a semi-optimal path and sets it as an initial reference path. Then, the sOpt layer splits the reference path and performs optimization on each segment. It then splits the new trajectory again and repeats the process until the whole trajectory converges. We also propose to reduce the number of segments before convergence with the aim of further reducing computation time. Simulation results show that RRT*-sOpt benefits from the hybrid structure with trajectory splitting and performs robustly in various robot platforms and scenarios.

I. INTRODUCTION

Motion planning is one of the key challenges in robotics [1]. It refers to the problem of finding a collision-free and dynamically-feasible path between the initial configuration and the goal configuration in environments full of obstacles (Fig. 1). Existing motion planning algorithms fall into two categories: planning-by-construction or planning-by-modification [2]. Search-based planning and sampling-based planning are two typical plan-by-construction algorithms. Algorithms such as A* and D* search [3], [4] belong to search-based algorithms, whereas rapidly-exploring random tree (RRT) [5], probabilistic roadmap (PRM) [6], and their variations [7]–[12] belong to sampling-based planning. Planning-by-modification refers to algorithms that reshape a reference trajectory to obtain optimality regarding specific properties. Optimization-based algorithms belong to this category [13]–[17].

Among the different planning problems, long-horizon motion planning is especially challenging in terms of finding a feasible solution and improving the quality of the solution. With only a naive initialization (e.g., a straight line from the initial to the goal in the configuration space), optimization-based planners struggle to find a solution that can travel long distances and make multiple big turns, which are often needed in long-horizon motion planning [18]. On the other hand, search-based methods require more memory space to store the precomputed graph; and a well designed heuristic must be provided to guide the search. In this light, search-based methods face larger challenges when the robot has many degrees of freedom and when generating an effective heuristic is difficult due to the cluttered environment [19]. Also, the precomputed graph and the heuristics are hard to reuse if the obstacle configuration in the environment is changed.

A strong candidate for long-horizon path planning is RRT*, which is known for its efficient, exploratory property of finding a feasible and semi-optimal [8], [10] path with the shortest time. Although RRT* can converge to the optimal solution given infinite computation time, users often terminate the algorithm at a time limit, resulting in an unsmooth path. In addition, the constructed path often does not consider the robot dynamics, since deliberately considering these constraints weakens the computation advantage. Most RRT* variations proposed lately [20] remain to be “path planners” rather than “motion planners.” In contrast, planning-by-modification methods are known to be very efficient given a good initialization. This motivates the development of hybrid motion planners [2], [21]–[24], which use planning-by-construction methods to generate a feasible reference path and use optimization-based methods to polish the solution.

One of the computational bottlenecks of hybrid motion planners is the optimization step. An optimization-based motion planner that does not exploit the structure of the planning problem would normally scale in complexity with cube or square of the planning horizon \( N \), i.e., \( O(N^3) \sim O(N^2) \) [25], [26]. This is especially costly when solving long-horizon planning problems where the number \( N \) is large. To mitigate this problem, researchers propose splitting the problem into several sub-problems and develop an iterative update strategy to combine the distributed solutions and find the optimal trajectory [27]–[29]. This formulation also allows the solver to exploit parallel computation power.

In this work, we incorporate the hybrid planner structure and propose RRT*-sOpt with the focus on long-horizon motion planning scenarios. We develop a segmented tra-
trajectory optimization (sOpt) layer that segments the initial reference from the RRT* layer equally by time and performs optimization iteratively and efficiently. We also notice that the optimal number of segments can vary as the optimization process goes. In other words, “merging” segments can be beneficial to the computation time because it enforces consensus between neighboring segments and may reduce the number of iterations needed before the overall trajectory converges. Therefore, we identify the conditions for merging segments and demonstrate its effectiveness.

Compared to our previous work, RRT*-CFS [24], we improve the optimization layer to exploit the parallel computation power. Simulation results show that RRT*-sOpt provides a significant improvement in computation time, along being more robust at successfully finding long-horizon motion plans in complex environments. Our main contributions are threefold as follows:

- We develop a segmented trajectory optimization strategy (sOpt) with a segment merging scheme.
- The proposed RRT*-sOpt algorithm improves upon RRT*-CFS in runtime and robustness.
- We implement RRT*-sOpt and demonstrate its success with extensive simulation on multiple robot platforms.

The remainder of the paper is organized as follows. Section 2 discusses the related works. Section 3 presents our proposed algorithm. Section 4 presents the simulation results (video is publicly available at jessicaleu24.github.io/ECC2022.html). Finally, we conclude the work in Section 5.

II. PROBLEM FORMULATION AND RELATED WORKS

A. Baseline Problem Formulation

In many scenarios, robot motion planning can be performed by solving an optimization problem with the following form:

$$\min_{x \in \mathbb{R}^n} f(x),$$

where $x \in \mathbb{R}^n$, and $\Gamma$ defines the feasible set:

$$\Gamma = \bigcap_j \Gamma_j = \bigcap_j \{x : h_j(x) \geq 0\}. \quad (2)$$

We assume that the constraint function $h_j(x)$ is a semi-convex function [14]. For example, $h_j(x)$ can be a safety function that measures the distance between a robot and the $j$th obstacle. The cost function, $f : \mathbb{R}^n \rightarrow \mathbb{R}$, is strongly convex and smooth. Note that the motion planning problem is non-convex due to the existence of the obstacles and the non-linear robot kinematics. Also, the dimension of the planning problem, $n$, depends on both the robot’s state space and the number of waypoints from the initial state to the final state; $n$ is especially large in long-horizon motion planning problems. Therefore, solving motion planning problems is hard in general.

B. Hybrid Motion Planning Algorithms

Many works have focused on hybrid planners [2], [21]–[24]. Methods such as lattice A* search, bidirectional RRT [9], or roadmaps are commonly used in the planning-by-construction stage; while methods such as SQP [13], CFS [14], and TrajOpt [16] are often used to polish the solution. Hybrid planners have better computation time efficiency than non-hybrid ones and can also solve harder problems, such as the narrow passage problem [24]. We previously proposed a hybrid planner, RRT*-CFS, and demonstrated its computational speed advantages over its counterparts. Although its performance is robust with the test cases in the paper, it wanes when applied to long trajectories and higher-dimensional problems. This is also a common problem for most hybrid planners because the problem complexity normally scales with cube or square of the planning horizon and the robot state space. Therefore, we develop RRT*-sOpt to mitigate this problem.

C. Segmented Trajectory Optimization Algorithms

In recent years, researchers have proposed to develop planners that enable the exploitation of parallel computing with multi-core CPUs/GPUs. Many have utilized alternating direction method of multipliers (ADMM) [30] to solve a highly non-linear and non-convex problem in a distributed manner. [27] proposed to split the problem into two subproblems that consider dynamic and collision avoidance constraints, respectively, and combine the two solutions with a consensus update. Nevertheless, little speed-up was gained since the amount of waypoints (i.e., time steps) in the subproblems remained the same. In addition, this splitting method may not split the complexity evenly, which results in wait-time for the more complex process to finish [29], [28] achieved a distributed structure by decomposing the mobile-manipulator trajectory optimization into a sequence of convex QPs. However, collision avoidance was not demonstrated in this work. [29] proposed a similar distributed formulation for robot motion planning with collision avoidance. Yet, all of these works do not consider scenarios that require long-horizon motion planning and may still suffer with naive initialization. In this work, we leverage the hybrid structure to obtain an initial reference and focus on exploiting parallel computation power using sOpt for long-horizon motion planning with collision avoidance.

III. THE PROPOSED ALGORITHM

The proposed RRT*-sOpt inherits the merits of hybrid planners and segmented trajectory optimization. The RRT*-sOpt algorithm solves the non-convex motion planning problem by first quickly finding a feasible and semi-optimal path, and then iteratively refining the solution using sOpt. The RRT*-sOpt has three main features.

- RRT*-sOpt has stochasticity due to the random sampling process in RRT*. This helps RRT*-sOpt to find a feasible path and avoid bad local optima that optimization-based algorithms may suffer from.
Both the RRT* layer and the sOpt layer can be implemented with parallel computation. This allows us to significantly reduce the computation time.

sOpt leverages parallel computation to mitigate the high dimensionality of long-horizon planning problems and implements a segment merging strategy to further reduce the computation time.

The RRT*-sOpt algorithm is summarized in Algorithm 1. We introduce the details of the proposed method in the following sections.

Algorithm 1: RRT*-sOpt

1. Input $\theta_0$, $\theta_{goal}$, $n_{samples}$, $O$, $N_{segments}$
2. While $i \geq 2$
   3. $\theta_{RRT^*} \leftarrow \text{parallel_RRT}^{*}(\theta_0, \theta_{goal}, n_{samples}, O)$
   4. $x^{(0)} \leftarrow \text{generate_reference}(\theta_{RRT^*})$
   5. $W^{(0)} \leftarrow \text{split_reference}(x^{(0)}, N_{segments})$
   6. While termination conditions not met do
      7. $\text{mode} \leftarrow \text{odd_or_even}(i)$
      8. For $w^{(k)} \in W^{(k)}, \text{mode}$ do
         9. $x^{[w_j,w_{j+1}]} \leftarrow \text{obs_select}(x^{[w_j,w_{j+1}]}, O)$
         10. $x^{[k+1]} \leftarrow \text{OPT}(x^{[k+1]})$
      11. For $w^{(k+1)} \in W^{(k)}, \text{mode}$ do
         12. $d \leftarrow \text{iter_prog}(x^{(k)}[w_j,w_{j+4}], x^{(k+1)}[w_j,w_{j+4}])$
         13. If $d \leq \frac{2\epsilon}{\sqrt{H}}$ then
            14. Remove $w^{(k)}[w_j+1, w_{j+2}]$ from $W^{(k)}$
            15. $x^{(k+1)} \leftarrow \text{resample traj}(x^{(k+1)})$
            16. $W^{(k+1)} \leftarrow \text{split_reference}(x^{(k+1)}, W^{(k)})$
            17. $k \leftarrow k + 1$
      18. Return $x^{(k)}$

A. The parallel RRT*

Denote the configuration of a $d$-degree-of-freedom ($d$-DoF) robot as $\theta \in \mathbb{R}^d$, the initial configuration as $\theta_0$, the goal configuration as $\theta_{goal}$, the maximum number of samples in one RRT* thread as $n_{samples}$, the obstacles as $O$, and the initial number of segments as $N_{segments}$. In Algorithm 1, the planner first runs parallel RRT* until it finds a feasible path that connects the initial configuration and the goal configuration. If more than one thread find a path, we choose the shortest path and set it as $\theta_{RRT^*}$. By setting up the $n_{samples}$ properly, we can find a solution in the first batch almost every time. To provide an initialization for the optimization layer, we first calculate path length of $\theta_{RRT^*}$, and then find the appropriate planning horizon $H$ according to the desired robot operation speed. Let the robot states be $x \in \mathbb{R}^n$; we generate the initial reference $x^{(0)} := [x^{T}_0, x^{T}_1, \ldots, x^{T}_H]^T$ using the sampled path from $\theta_{RRT^*}$. This process can be done by feeding the $\theta_{RRT^*}$ to a motion generator (e.g., iLQR [31]) that outputs a motion plan, $x^{(0)}$, which is a trajectory that follows the RRT* path.

B. The segmented trajectory optimization

The second part of the algorithm is the sOpt layer, which solves the planning subproblems iteratively.

Trajectory segmentation. An illustration of the terminology for sOpt is shown at the left-most figure in Fig. 2. We denote a split of the trajectory as $x_j$ (the purple line in Fig. 2). Given an integer number $N$, a trajectory with $2N$ splits is $x := [x_1, \ldots, x_j, \ldots, x_{2N}]$, each containing $(H - 1)/2N + 1$ waypoints. The indices of the split-points, i.e., the indices of the starting and ending point of each split are stored in a set $W = \{w_1, w_2, \ldots, w_j, \ldots, w_{2N+1}\}$ where $w_j \in \{0, 1, \ldots, H\}$. A segment (the green line in Fig. 2) contains two splits, denoted as $x_{[i,i+(H-1)/N]}$. To ensure connectivity between segments, the end point of the previous segment is set to be the same as the first point of the succeeding segment. As shown in the right part of Fig. 2, in the odd iterations, i.e., $k$th iteration where $k = 1, 3, \ldots$, all the segments start with index in the odd entries of $W$, i.e., $W^{\text{odd}}$. In the even iterations, segments start with index in the even entries of $W$, i.e., $W^{\text{even}}$. For example, if $N = 3$, the first set of segments are $\{x_{[w_1,w_3]}, x_{[w_3,w_5]}, x_{[w_5,w_7]}\}$; then, it becomes $\{x_{[w_2,w_4]}, x_{[w_4,w_6]}, x_{[w_6,w_8]}\}$ in the next iteration. The last two elements are the splits at the beginning and the tail.

Segmented trajectory optimization. The obstacle avoidance constraints of the planning problem are also distributed to each segment. As shown in Algorithm 2 in the 4th iteration, we utilize the function $\text{watershed}$ from MATLAB to select nearby obstacles for each segment. The safety functions associated with these obstacles are linearized at the

Fig. 2: The illustration of a segmented trajectory (left most) and illustrations of the segment selection for the first three iterations during sOpt (the other tree figures on the right).
Algorithm 2: Obstacle selection

1. Input $x_{(k)}^{(w)}$, $\Omega$
2. $\text{Obs\_getID}(\cdot) \leftarrow \text{Watershed}(\Omega)$
3. For $x_i \in x_{(w)}^{(w+2)}$ do
   4. $i_{id_i} \leftarrow \text{Obs\_getID}(x_i)$
5. $\chi_{(w),j+2}^{(w)} = \bigcap_{i} \{ \chi : h_{id}(x_k^{(j)}) + \nabla h_{id}(x_k^{(j)})(x - x_k^{(j)}) \geq 0 \}$
6. Return $\chi_{(w),j+2}^{(w)}$

Fig. 3: Illustration of segment merging.

reference segment, $x_{(w),j+2}^{(w)}$, to formulate the constraints as a convex feasible set, $\chi_{(w),j+2}^{(w)}$ [14]. The planning subproblem optimizes each segment according to a cost function that has the form: $f(\cdot) = \|x - x_{goal}\|^2 + \lambda\|x\|^2_w$. By fixing the initial and the goal waypoints to stay at $x_{(w)}$ and $x_{(w+2)}$ respectively, we formulate the subproblem as follows:

$$x_{(k+1)}^{(w)} = \arg\min_{x} f(x),$$

s.t. $f_{ki}(x) \in \chi_{(w),j+2}^{(w)}$, (3)

where $f_{ki}(\cdot)$ is the robotic kinematic model. Note that the selection of the starting and ending points alternates in each iteration so that the waypoints fixed in the present iteration will be optimized in the next iteration, and ultimately, the full trajectory can be optimized iteratively.

Merging segments. We observe that performances of sOpt with different numbers of segments are different at different stages. As shown in Fig. 4, a sOpt with more segments reduces the cost quickly at the beginning but converges slowly later on (blue line) compared to a sOpt with fewer segments, which performs in the opposite way (orange line). Therefore, we propose to merge neighboring segments in later iterations when quick convergence is desired. As shown in Algorithm 1 line 11 – 14, the function iter\_prog calculates the cost of two neighboring segments and compares it with the cost of the previous iteration to quantify the progress made by the optimization in that iteration, i.e.,

$$\text{iter\_prog} = \|f(x_{(w),j+2}^{(w+1)}) - f(x_{(w),j+2}^{(w+4)})\|.$$ (4)

By selecting a threshold $\epsilon$, merging happens when $\text{iter\_prog} \leq 2\epsilon \cdot H/N$.

Trajectory resampling. Since the path length will be reduced after every iteration, we use resample\_traj to find the new planning horizon $H^{(k)}$ according to the desired robot operating speed. We record the new set of split-point indices with split\_reference.

Termination conditions. The algorithm terminates if either:
1. the algorithm reaches the maximum number of iterations (i.e., 20 iterations) or
2. the cost of the entire trajectory between iterations is less than the threshold $\epsilon$, i.e., $\|f(x^{(k)}) - f(x^{(k+1)})\| \leq \epsilon$.

IV. SIMULATION SETUP AND RESULTS

A. Robot Models

We use three different robot platforms to test RRT*-sOpt.

1) Mobile robot: We model the mobile robot as a point mass on a 2D-plane. Denote the states of the mobile robot at time step $t$ as $z_t = [x_t, y_t]^T$, the input velocity as $u_t = [v_{x,t}, v_{y,t}]^T$, and the robot configuration as $\theta = [x, y]^T$.

2) Manipulator: Denote the states of a 5-Dof manipulator as $z_t = [\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \omega_1, \omega_2, \omega_3, \omega_4, \omega_5]^T$, where $\theta_i$ and $\omega_i$, $i \in \{1, 2, 3, 4, 5\}$ are the angle and the angular velocity of the $i$th joint, respectively. The input contains the angular acceleration, at each joint, as $u_t = [\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5]^T$. The robot configuration is $\theta = [\theta_1, \theta_2, \theta_3, \theta_4, \theta_5]^T$.

3) Mobile manipulator: The kinematic model used for the mobile manipulator combines the model of the arm, which is similar to the manipulator model shown above, and a unicycle model for the mobile base. The state vector at time step $k$ is denoted as $z_t = [x_1, y_1, \theta_1, \theta_2, \theta_3, \omega_1, \omega_2, \omega_3, \omega_4, \omega_5]^T$, where $\theta_1$ is the heading angle of the mobile base, $\theta_i$ and $\omega_i$, $i \in \{2, 3, 4, 5\}$ are the angle and the angular velocity of the arm joints. The input velocity is denoted as $u_t = [v, \omega_1, \omega_2, \omega_3, \omega_4, \omega_5]^T$, which are the robot base velocity, base yaw rate, and angular acceleration of the arm joints. The robot configuration is $\theta = [x_1, y_1, v, \omega_1, \theta_2, \theta_3, \theta_4, \theta_5]^T$.

The three robot models can be represent in the non-linear form:

$$z_{t+1} = g(z_t, u_t).$$ (5)

B. The Motion Planning Problem

In this paper, the goal of the motion planning problem is to plan the command that brings the robot to the goal configuration while avoiding obstacles. We first solve for a path using the parallel RRT* with the configuration $\theta$ defined previously. After getting the path $\theta^{RRT*}$, an optimization
problem for the full trajectory can be formulated. The decision variable for each segment at each time step is the input vector, denoted as $\mathbf{u} := [u_0, u_1, \ldots, u_{H-1}]^T$, where $H$ is the planning horizon. Similarly, the resulting state vector is $\mathbf{z} := [z_1^T, z_2^T, \ldots, z_H^T]^T$. Given the initial state, $z_0$, we obtain $\mathbf{z} = \mathbf{f}_{k_1}(z_0, \mathbf{u})$ by concatenating the kinematic function (Eq. (5)) throughout the planning horizon. For simplicity, denote the kinematic function as $\mathbf{f}_{k_1}(\mathbf{z}_0, \mathbf{u}) := \mathbf{f}_{k_1}(z_0, \mathbf{u})$. In order to obtain the optimal solution $\mathbf{u}^*$ given the constrained feasible set $\Gamma$ and the terminal constraint, the following optimization problem needs to be solved:

$$\mathbf{u}^* = \arg \min_{\mathbf{u}} f_{z_0}(\mathbf{u}),$$

$$s.t. \quad \mathbf{f}_{k_1, z_0}(\mathbf{u}) \in \Gamma, \quad z_H = z_{goal}. \quad (6)$$

The cost function is quadratic and has the form: $f_{z_0}(\mathbf{u}) = \|f_{k_1, z_0}(\mathbf{u}) - z_{goal}\|^2_Q + \lambda \|\mathbf{u}\|^2_R$, which is convex and regular. The first term penalizes the deviation from the goal, and the second term penalizes the input.

C. Implementation of sOpt

We denote the segment that starts at split-point $z_{w_j}$ as $\mathbf{z}^{(k)}_{[w_j, w_{j+2}]}$, the associating input vector as $\mathbf{u}^{(k-1)}_{[w_j, w_{j+2}]}$, and the convex feasible set as $\chi_{[w_j, w_{j+2}]}^{(k)}$. For simplicity, we drop the subscript in this section. For each segment in each iteration, we update $\mathbf{z}^{(k)} = \mathbf{f}_{k_1, z_{w_j}}(\mathbf{u}^{(k-1)})$ at iteration $k = 2, 3, \ldots$. Notice that $\mathbf{z}^{(1)}$ is determined by $\theta^{RRT\ast}$ and $\mathbf{u}^{(0)}$ is initialized as a zero vector. (A more sophisticated way is to initialize $\mathbf{u}^{(0)}$ with a motion generator that commands the robot to track $\theta^{RRT\ast}$.) The convex feasible set, $\chi_{[w_j, w_{j+2}]}^{(k)}$, is determined by $\mathbf{z}^{(k)}_{[w_j, w_{j+2}]}$. Given the feasible set $\Gamma = \bigcap_{j, t} \{ \mathbf{z} : h_j(z_t) \geq 0 \} (j$ numerates over obstacles and $t$ numerates over time steps in a segment, i.e., $t = 1, \ldots, H$), the results of the previous iteration ($\mathbf{u}^{(k-1)}$ and $\mathbf{z}^{(k)}$), and the function $f_{k_1, z_{w_j}}(\mathbf{u})$, we can construct the convex feasible set as:

$$\chi_{[w_j, w_{j+2}]}^{(k)} = \bigcap_{j, t} \{ \mathbf{u} : h^{t, j}_{j, t}(\mathbf{u}, z_{(k)}_{j, t}, \mathbf{u}^{(k-1)}) \geq 0 \}, \quad (7)$$

where $h^{t, j}_{j, t} = h_j(z_{(k)}_{t}) + \nabla^T h_j(z_{(k)}_{t}) \nabla f_{k_1, z_{w_j}}(\mathbf{u}^{(k-1)}) (\mathbf{u} - \mathbf{u}^{(k-1)})$. Therefore, the iterative sub-problem for each segment with full notation is as follows:

$$\mathbf{u}^{(k)}_{[w_j, w_{j+2}]} = \arg \min_{\mathbf{u}} f_{w_j}(\mathbf{u}),$$

$$s.t. \quad \mathbf{u} \in \chi_{[w_j, w_{j+2}]}^{(k)} \quad \mathbf{z}^{(k)}_{[w_j, w_{j+2}]}),$$

$$z_{H, j, t} = z_{w_{j+2}, j, t}, \quad \mathbf{z}^{(k)}_{[w_j, w_{j+2}]}, \quad \mathbf{z}^{(k)}_{[w_j, w_{j+2}]}, \quad \mathbf{z}^{(k)}_{[w_j, w_{j+2}]}).$$

$$\mathbf{u}^{(k)}_{[w_j, w_{j+2}]} = \|f_{k_1, z_{w_j}}(\mathbf{u}) - z_{w_{j+2}}\|^2_Q + \lambda \|\mathbf{u}\|^2_R. \quad (8)$$

D. Simulation Setup

We show the simulation results in the following sections. The simulation is conducted in Matlab R2021a on a desktop with a 3.7GHz Intel Core i9-10900K CPU. Parallel computation can be realized by using the function parallel. The stopping criteria for sOpt are the same. The threshold is
TABLE I: Simulation comparison of 2D planning with 5 ~ 20 obstacles. (The results are the average of 25 trials. The notion “7 → 3.9” in # Segments in “auto merge segments” means that the RRT*-sOpt starting from 7 segments on average terminates at 3.9 segments. The computation time standard deviation for RRT*-sOpt only considered the time variation during the optimization stage.)

| # Segments | RRT* | RRT*-sOpt | Auto merge segments |
|------------|------|-----------|-------------------|
|            | # Segments fixed |            |                  |
|            | Computation time average [s] | Cost | Success rate (%) |
| 1          | 19.82 | 36.93 | 100 |
| 3          | 80.32 | 1.39 | 100 |
| 5          | 22.32 | 31.24 | 100 |
| 7          | 21.63 | 31.10 | 100 |
| 9          | 21.43 | 30.82 | 100 |
| 7 → 3.9    | 22.01 | 31.08 | 100 |
| 9 → 5.8    | 21.42 | 30.93 | 100 |

Motion planning for a 5-Dof manipulator. The scenarios here are designed to simulate general 3D motion planning scenes of manipulators operating in factories. Two categories of settings are created: one with only two obstacles; the other with 7 ~ 9 obstacles. Some of the planning results are shown in Fig. 7. The performance comparison is shown in TABLE II. Similar to the 2D case, RRT*-sOpt is much quicker than RRT*-Opt. Note that RRT*-Opt fails in some of the test cases with two obstacles and fails in most of the cases with more obstacles. This is mainly due to the linearization and accumulating approximation errors when solving optimization problems. Without segmenting the trajectory, the optimization solver will need to handle all the constraints at once, resulting in a larger chance of failure. On the other hand, RRT*-sOpt mitigates the problem caused by accumulating linearization errors by distributing the environment (safety) constraints to multiple segments. Also, the computation time of RRT*-sOpt is less sensitive to the number of obstacles compared to that of RRT*-Opt, i.e., RRT*-sOpt performs more robustly against different configurations of the environment. The reduction in computation time due to merging is more evident in manipulator configurations of the environment. The reduction in computation time is further reduced when merging is allowed. (The computation time for RRT*-sOpt includes both the time spent during the RRT* stage and the optimization stage. The sOpt time can be obtained by subtracting the RRT* time from the total time.) First, we observe that all RRT*-sOpt are able to smooth the RRT* reference and achieve similar final costs, which are noticeably smaller than the costs of the original RRT* solutions. This empirically shows that the algorithm can converge to a local optimum given the RRT* reference. Second, all of the RRT*-sOpt are much quicker than RRT*-Opt. This verifies our claim that trajectory splitting indeed reduces computation time by leveraging parallel computation power. Without merging, \( s = 7 \) has the smallest computation time and number of iterations. On the other hand, the computation time is further reduced when merging is allowed. (The notion 7 → 3.9 means that the RRT*-sOpt starting from 7 segments on average terminates at 3.9 segments.)

Motion planning for a mobile manipulator. The scenarios here are designed to simulate 3D motion planning scenes of mobile manipulators traveling through hallways while moving the arm to avoid obstacles. One of the planning results is shown in Fig. 8. The performance comparison is shown in TABLE III. Since the mobile manipulator kinematic model is more complicated, we formulate the non-linear constraints and use an open-source solver, CasADi [32], to solve the nonlinear planning problem directly. Nevertheless, RRT*-Opt still fails in most cases because CasADi also requires approximations during the solving process, and the solver is still likely to fail when too many constraints are included in one optimization problem. On the other hand, with segmentation, this problem can be mitigated and the computation advantage increases as the number of segment increases, similar to what we observe in the 2D and manipulator cases. This also indicates that sOpt can reduce computation time when working with other solvers. Notice that, in this case, RRT*-sOpt with merging does not reduce the computation time. This is mainly due to the overhead required to setup CasADi when merging occurs. In the future, we will improve the implementation (by choosing a different optimization solver or coding language) to verify the performance of RRT*-sOpt with merging.

In summary, simulation results show that RRT*-sOpt can successfully plan long-horizon motion plans for mobile robots, manipulators, and mobile manipulators. With the trajectory segmentation, the computation time is significantly reduced and is relatively robust to different number of obstacles. The novel idea of segment merging is also tested in these settings and has demonstrated potential to further reduce the computation time. Based on the results with the three models, we suggest using auto-merge-segment RRT*-sOpt for 2D and manipulator planning, and fixed-segment RRT*-sOpt for mobile manipulator planning. (The number of segments can be determined based on the planning horizon. Empirically, we suggest that each segment should not handle more than 30 time steps.) The computation time standard deviation of RRT*-sOpt is also small compared to RRT*-Opt. It is worth noticing that the setups that have a small average time also tend to have a smaller standard deviation.

F. Discussion and future work

Though the current implementation of RRT*-sOpt has improved the computation time substantially, there are still some areas that remain to be improved.

- A method of selecting the initial number of segments is required. One way of determining such a number is to choose a horizon for the initial segments. Then, by calculating the path length of the RRT* reference,
we can determine the number of segments needed. However, this selection method does not consider the configuration of the environment (e.g., obstacles’ relative locations). In the future, we aim to develop a method that determines the initial number of segments based on both reference path length and environment configuration.

- The merging condition can be improved. The current implementation uses the cost reduction trend to determine when the merging occurs. However, we observed that the optimization problem with tight space usually converges in fewer iterations. This indicates that the environment configuration should be directly taken into account when designing the merging conditions.

- Although the algorithm converges empirically, we hope to investigate the theoretical properties of RRT*-sOpt.

V. CONCLUSION

This paper presented a fast long-horizon motion planning algorithm, RRT*-sOpt, that inherits the computation advantages of its predecessor, RRT*-CFS, and further improves it by incorporating the idea of segmented trajectory optimization. The RRT*-sOpt quickly found a feasible and
semi-optimal path using RRT* and iteratively refined the solution using sOpt. Simulation results showed that RRT*-sOpt benefits from the hybrid structure and the ability to distribute the problem complexity to leverage the power of parallel computation. RRT*-sOpt can solve problems that are extremely challenging to stand-alone optimization-based planners, has better final cost compared to pure sampling-based planners, and has significantly shorter computation time compared to previous hybrid planners. The novel idea of segment merging was also tested and has shown potential to further reduce the computation time. We conclude that the hybrid structure with trajectory segmentation has indeed brought strong performance to RRT*-sOpt for general long-horizon robot motion planning problems.

ACKNOWLEDGEMENT

The authors thank Changliu Liu for helpful discussions. This work was supported by the National Science Foundation under Grant No.1734109. Any opinion, finding, and conclusion expressed in this paper are those of the authors and do not necessarily reflect those of the National Science Foundation.

REFERENCES

[1] S. M. LaValle, Planning algorithms. Cambridge university press, 2006.
[2] C. Liu, C. Lin, Y. Wang, and M. Tomizuka, “Convex feasible set algorithm for constrained trajectory smoothing,” in 2017 American Control Conference (ACC), May 2017, pp. 4177–4182.
[3] P. E. Hart, N. J. Nilsson, and B. Raphael, “A formal basis for the heuristic determination of minimum cost paths,” IEEE Transactions on Systems Science and Cybernetics, vol. 4, no. 2, pp. 100–107, 1968.
[4] A. Stentz, “Optimal and efficient path planning for partially-known environments,” in IN PROCEEDINGS OF THE IEEE INTERNATIONAL CONFERENCE ON ROBOTICS AND AUTOMATION, 1994, pp. 3310–3317.
[5] S. M. LaValle, “Randomly-exploring random trees: A new tool for path planning,” Tech. Rep., 1998.
[6] L. E. Kavraki, P. Svestka, J. Latombe, and M. H. Overmars, “Probabilistic roadmaps for path planning in high-dimensional configuration spaces,” IEEE Transactions on Robotics and Automation, vol. 12, no. 4, pp. 566–580, Aug 1996.
[7] D. J. Webb and J. Van Den Berg, “Kinodynamic rrt*: Asymptotically optimal motion planning for robots with linear dynamics,” in 2013 IEEE International Conference on Robotics and Automation. IEEE, 2013, pp. 5054–5061.
[8] S. Karaman and E. Frazzoli, “Sampling-based algorithms for optimal motion planning,” The international journal of robotics research, vol. 30, no. 7, pp. 846–894, 2011.
[9] J. J. Kuffner and S. M. LaValle, ”Rrt-connect: An efficient approach to single-query path planning,” in Proceedings 2000 ICRA. Millennium Conference. IEEE International Conference on Robotics and Automation. Symposia Proceedings (Cat. No.00CH37065), vol. 2, 2000, pp. 995–1001 vol.2.
[10] F. Islam, J. Nasir, U. Malik, Y. Ayaz, and O. Hasan, ”Rrt*-smart: Rapid convergence implementation of rrt* towards optimal solution,” in 2012 IEEE International Conference on Mechatronics and Automation. IEEE, 2012, pp. 1651–1656.
[11] R. Bohlin and L. E. Kavraki, ”Path planning using lazy prm,” in Proceedings 2000 ICRA. Millennium Conference. IEEE International Conference on Robotics and Automation. Symposia Proceedings (Cat. No.00CH37065), vol. 1. IEEE, 2000, pp. 521–528.
[12] N. M. Amato, O. B. Bayazit, L. K. Dale, C. Jones, and D. Vallejo, ”Oohrm: An obstacle-basedprm for 3d workspaces,” in Robotica: The Algorithmic Perspective: 1998 Workshop on the Algorithmic Foundations of Robotics, 1998, pp. 155–168.
[13] P. Spellucci, “A new technique for inconsistent qp problems in the sqp method,” Mathematical Methods of Operations Research, vol. 47, pp. 355–400, 1998.
[14] C. Liu, C.-Y. Lin, and M. Tomizuka, ”The convex feasible set algorithm for real time optimization in motion planning,” SIAM Journal on Control and Optimization, vol. 56, no. 4, pp. 2712–2733, 2018.
[15] N. Ratliff, M. Zucker, J. A. Bagnell, and S. Srinivasa, ”Chomp: Gradient optimization techniques for efficient motion planning,” in 2009 IEEE International Conference on Robotics and Automation, 2009, pp. 489–494.
[16] J. Schulman, Y. Duan, J. Ho, A. Lee, I. Awwal, H. Bradlow, J. Pan, S. Patil, K. Goldberg, and P. Abbeel, ”Motion planning with sequential convex optimization and convex collision checking,” The International Journal of Robotics Research, vol. 33, pp. 1251–1270, 08 2014.
[17] J. Leu, R. Lim, and M. Tomizuka, ”Safe and coordinated hierarchical receding horizon control for mobile manipulators,” in 2020 American Control Conference (ACC). IEEE, 2020, pp. 2143–2149.
[18] M. Likhachev and D. Ferguson, ”Planning long dynamically feasible maneuvers for autonomous vehicles,” The International Journal of Robotics Research, vol. 28, no. 8, pp. 933–945, 2009.
[19] S. Dai and Y. Wang, ”Long-horizon motion planning for autonomous vehicle parking incorporating incomplete map information.”
[20] T. Sandakalum and M. H. Ang Jr, ”Motion planning for mobile manipulators—a systematic review,” Machines, vol. 10, no. 2, p. 97, 2022.
[21] L. Li, X. Long, and M. A. Gennert, ”Birrtopt: A combined sampling and optimizing motion planner for humanoid robots,” in 2016 IEEE-RAS 16th International Conference on Humanoid Robots (Humanoids), 2016, pp. 469–476.
[22] S. Dai, M. Orton, S. Schaffert, A. Hofmann, and B. Williams, ”Improving trajectory optimization using a roadmap framework,” 10 2018, pp. 8674–8681.
[23] C. Park, F. Rabe, S. Sharma, C. Scheurer, U. E. Zimmermann, and D. Manocha, ”Parallel cartesian planning in dynamic environments using constrained trajectory planning,” in 2015 IEEE-RAS 15th International Conference on Humanoid Robots (Humanoids), 2015, pp. 983–990.
[24] J. Leu, G. Zhang, L. Sun, and M. Tomizuka, ”Efficient robot motion planning via sampling and optimization,” in 2021 American Control Conference (ACC). IEEE, 2021, pp. 4196–4202.
[25] B. O’Donoghue, G. Stathopoulos, and S. Boyd, ”A splitting method for optimal control,” IEEE Transactions on Control Systems Technology, vol. 21, no. 6, pp. 2432–2442, 2013.
[26] I. Nielsen and D. Axehill, ”A parallel structure exploiting factorization algorithm with applications to model predictive control,” in 2015 54th IEEE Conference on Decision and Control (CDC). IEEE, 2015, pp. 3932–3938.
[27] V. Sindhwani, R. Roloefs, and M. Kalakrishnan, ”Sequential operator splitting for constrained nonlinear optimal control,” in 2017 American Control Conference (ACC). IEEE, 2017, pp. 4864–4871.
[28] A. K. Singh, A. Ahonen, R. Ghabcheloo, and A. Muller, ”Inducing multi-convexity in path constrained trajectory optimization for mobile manipulators,” 2019.
[29] C. Wang, J. Bingham, and M. Tomizuka, ”Trajectory splitting: A distributed formulation for collision avoiding trajectory optimization,” 2021.
[30] S. Boyd, N. Parikh, and E. Chu, ”Distributed optimization and statistical learning via the alternating direction method of multipliers,” Now Publishers Inc, 2011.
[31] Y. Tassa, T. Erez, and E. Todorov, ”Synthesis and stabilization of complex behaviors through online trajectory optimization,” in 2012 IEEE/RSJ International Conference on Intelligent Robots and Systems. IEEE, 2012, pp. 4906–4913.