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ABSTRACT

Inventory routing problem (IRP) has always been a hot issue. Due to its particularity, perishable products have high requirements for inventory and transportation. In order to reduce the losses of perishable goods and improve the storage efficiency of perishable goods, based on the general inventory path problem, this paper further has studied the IRP of perishable goods. In addition, in the process of product distribution and transportation, there are a lot of real-time product information generated dynamically. These real-time mobile data must be shared by the whole distribution network, which will also dynamically affect the efficiency of IRP research. On the basis of some assumptions, the mathematical model has been established with inventory and vehicle as constraints and the total cost of the system as the objective. In view of the particularity of perishable inventory path problem, this paper proposed an improved differential evolution algorithm (IDE) to improve the differential evolution algorithm from two aspects. Firstly, the population has been initialized by gridding and the greedy local optimization algorithm has been used to assist the differential evolution algorithm, with these measures to improve the convergence speed of the algorithm. Then, the accuracy of the algorithm is improved by the adaptive scaling factor, two evolution modes and changing the constraints of the problem. Then the improved algorithm has been used to solve the inventory path problem. The results of numerical experiments show that the algorithm is effective and feasible and can improve the accuracy and speed up the convergence of the algorithm.
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1. INTRODUCTION

Inventory-routing problem (IRP) is the key to determine the inventory strategy and distribution strategy. The purpose of inventory strategy is to determine the distribution target and quantity of goods for each planning period, and distribution solves the centralized scale effect of logistics and the scattered demand of customers, and the purpose of distribution strategy is to determine the distribution route of goods. IRP tries to minimize the sum of inventory costs and distribution costs. IRP is an integration of inventory issues and distribution issues that needs to be addressed on the same platform at the same time. Because these two questions are opposite and contradictory to each other, in the pursuit of the minimum inventory cost, it will inevitably bring the maximum distribution cost; on the contrary, if the pursuit of the minimum distribution cost, it will inevitably bring the maximum inventory cost. But at the same time, solving these two problems is a very difficult event. Both of them are N-P difficult...
problems. Especially when the number of customers in distribution is large and the demand of each customer is random, the optimal strategy of IRP problem is often very complex, and the solution of the problem often makes the quantity of distribution and the distribution room. Distribution routes lack stability. The value and freshness of perishable products are highly correlated, which is a special population of IRP. Due to the prolongation of perishable products over time, the freshness of products will decrease and the deterioration degree will increase. Therefore, the timeliness, temperature control and other preventive measures of perishable products distribution require higher requirements, resulting in higher distribution costs. As a result, the goods will be seriously damaged and depreciated in value. Therefore, it is more urgent and realistic to study the IRP of perishable products.

In addition, in the process of distribution and transportation, there are many mobile dynamic data, which must be shared by all nodes in time to update the distribution inventory plan in time. Therefore, the research data and the research object cannot be separated from the dynamic environment. Moreover, terminal logistics has the characteristics of service area distribution, various media and weak value added, so it often leads to poor information communication. How to improve information sharing, and how to improve the level of distribution service in such an environment, become the problems. In this paper, an improved differential evolution algorithm is used to find the approximate optimal solution of the IRP problem for perishable products.

In the available literature, (Yu Li, Shuhua Zhang and Jingwen Han, 2017) studies an inventory level model that (Samira Mirzaei and Abbas Seifi, 2015) established an inventory path optimization model based on freight cost, inventory cost and sales loss cost. Combined with simulated annealing and tabu search, he designed a meta heuristic algorithm. (Bhattacharjee, et al., 2007) established a multi-period ordering and pricing model, and solved a deteriorating product with a fixed period by using two different heuristic algorithms. (Levin Y, 2006) and others assume that the demand of perishable products obeys Poisson distribution, and that the retailer’s dynamic pricing strategy under the condition that demand will be affected by price. (Goyal and Giri, 2001) firstly reviewed the inventory status of perishable goods. During this period, the research on supply chain theory reached a new height.

(Donselaar M, V, Woensel, T.V and Broekmeulen R, 2006) Through theoretical analysis, it is proved that the sum of inventory cost and distribution cost under the optimal strategy of partitioning customers is 98.5% optimal. Zoning can effectively simplify the problem and reduce the difficulty of the problem, so this paper also uses the idea of fixed zoning, and does not need to spend a lot of cost for low probability events. (Alvareza A, Jean-Franc, Ois Cordeaub and Jansb R, 2019) proposed Branch-and-cut algorithms and hybrid heuristic solution method to solve inventory routing problem in which goods are perishable. (Herbon A and Devapriya P, 2017) studied the inventory distribution optimization of fresh products from the perspective of supply chain operation management. (Wenhui Zhang, Qiqi Miao, Feng Guan, et al. 2018) Based on the time window of perishable products acceptable to customers, a mathematical model was established aiming at the lowest distribution cost. The distribution area was divided by scanning algorithm in advance, and the optimal path was solved by genetic algorithm. (Ming, wang yong and YH Li. 2018) designed decision variables based on a customer’s seven requirement attributes, and proposed a fuzzy clustering method for grouping customers and improved a fuzzy genetic algorithm that was used to solve the proposed total cost model.

In solving IRP problems, because of the complexity of the problem itself, when the scale of the problem itself is large, it is a very difficult event to find the optimal solution. (Rafie-Majd Z, Pasandideh S H R and Naderi B, 2017) tried to solve IRP problems by using heuristic variable neighbor search intelligent method. IRP is solved in two stages. Firstly, heuristic variable neighbor search is adopted. In this stage, the inventory cost is not considered. The purpose is to obtain a feasible initial solution. Then the second stage iteratively optimizes the initial solution and achieves very good results. (Mjirda A, Jarboui B, Macedo R and Hanafi S., 2017) tried to use heuristic tabu search intelligent algorithm to solve the shortest inventory path problem, and compares the operation effect of the algorithm with that of the original Lagrange relaxation algorithm, which proves that this method has obvious superiority.
(Wouter L, El-Houssaine A, Khaled H H, et al., 2018) developed new sets of valid inequalities to strengthen the linear relaxation, and improved the coefficients in the inventory management constraints, and presented a stronger formulation for the routing component of the problem, and proved that a large number of variables can be eliminated during a preprocessing stage. (Darestani S A, Mousazadeh S, 2019) studied two questions of robust and flexible for the production, inventory and routing blood products. They solved by heuristic (local search) and meta-heuristic (Adaptive Large Neighborhood Search (ALNS)) algorithms, which are the methods of choice in particular for NP-hard problems. (Jafarkhan, Fatemeh, Yaghoubi, et al., 2018) analyzed flexible and robust inventory-routing where a blood center distributes the blood cell to hospitals under uncertain demand and supply. (Alvarez, Aldair; Cordeau, Jean-Francois; Jans, Raf., 2020) studied an inventory routing problem in which goods are perishable, and introduced four mathematical formulations for the problem, two with a vehicle index and two without a vehicle index, and proposed branch-and-cut algorithms to solve them, and proposed a hybrid heuristic based on the combination of an iterated local search meta-heuristic and two mathematical programming components.

From (Kangshun Li, et al., 2018, 2019), it can be seen that in recent years, differential evolution algorithm has achieved remarkable results in solving large-scale combinatorial optimization problems and function optimization problems because of its global convergence and robustness. In this paper, an improved differential evolution algorithm is proposed to deal with the IRP problem of perishable products.

2. PROBLEM MODEL

2.1 Study on Freshness of Perishable Products

The freshness of perishable commodities is the key point of this paper. In the study of freshness loss of perishable products, scholars mainly focus on the change of freshness of perishable products with time, often with the time, the freshness decreases. While the research on the relationship between freshness of fresh products and transportation distance is relatively small.

In the study of the freshness of perishable products changing with time, freshness is generally regarded as a continuous decreasing function with time. The function is generally expressed as follows:

\[ \theta(t) = \frac{1}{1 + \alpha t^2} \]  

where \( \alpha > 0 \) indicates the sensitivity of freshness of perishable products to time. For the freshness function of perishable products, if we take the derivative of time \( t \), we can get

\[ \frac{d\theta(t)}{dt} = \frac{-2\alpha t}{(1 + \alpha t^2)^2} \leq 0 \]  

From the first derivative, we can see that freshness is a continuous decreasing function of time, that is, with the passage of time, the freshness of perishable products will gradually decline. The freshness of perishable products in this paper is only related to the distance. The longer the transportation distance is, the freshness decreases. That is, freshness is also a continuous decreasing function of the distribution route. We assume that there is a certain functional relationship between freshness loss and distance. After statistical analysis and functional fitting of the relevant data, we get that the function in the relevant definition domain is an exponential function, that is,
\[ \psi = \alpha \theta^{kd}, \quad \frac{d\psi}{d\theta} = \alpha k \theta^{kd-1} \]  

Among them, \(\alpha\) and \(k\) are constants greater than 0, \(0 \leq \psi \leq 1\), \(d\) denotes the distance of perishable products from suppliers to retailers. Then \(\psi\) is the freshness of perishable products.

### 2.2 Model Construction

#### 2.2.1 Model Hypothesis

Before the model is finally established, several assumptions need to be made about the model:

1. Retailers’ demand for goods is related to freshness and price, the demand of retailers is random and independent, and obeys normal distribution.
2. Within a delivery period, each vehicle can provide distribution services to multiple retailers, but only one vehicle can serve one retailer, and each vehicle only travels once for delivery.
3. For inventory, the retailer’s inventory cost is considered only, without considering the supplier’s inventory cost and inventory quantity.
4. The supplier carries on the transportation of a perishable product to the retailer by only road style.
5. The supplier managed inventory (VMI) model is adopted, and the supplier can control the retailer’s inventory through monitoring.
6. Retailers adopt (S, R, T) inventory strategy, and there is no replenishment lead time problem.
7. The supplier has enough delivery vehicles and the distribution vehicles are identical, and the vehicle load is limited.
8. There is a supplier, many retailers, and the location coordinates of these businesses are determined. In order to reflect the problem more clearly and intuitively, the transportation distance only considers the straight line distance between the points.
9. No consideration is given to the service time of the vehicle at the customer’s office, i.e. instantaneous completion;
10. During transportation, the freshness of perishable products will change, but it is only related to the transportation distance.

#### 2.2.2 Relevant parameters and symbolic descriptions

1. Relevant parameters
   - \(Q_i\): Retailer i’s maximum inventory.
   - \(t\): cycle time.
   - \(M\): Number of distribution vehicles.
   - \(N\): Number of retailers.
   - \(W\): Load limits for distribution vehicles.
   - \(U_i\): Retailer i’s inventory upper limit.
   - \(L_i\): Retailer i’s inventory lower limit.
   - \(D_{ij}\): the distance between retailer i and retailer j, \(i = 0\) means supplier;
   - \(\psi_{ij}\): Freshness loss of perishable product \(i\);
   - \(P_i\): the original price per unit product;
   - \(P_{oi}\): unit out-of-stock cost of retailer \(i\);
   - \(C_o\): Fixed start-up costs incurred by suppliers per delivery;
   - \(C_{vi}\): unit transportation cost of vehicle transportation;
   - \(h_i\): Retailer i unit products do not consider freshness reduction in storage costs;
a_i: the level of service that retailer i should provide to consumers is related to the minimum inventory level.

(2) Variables

X_{t_i}: The demand of retailer i in the t-cycle conforms to the normal distribution N(μ, σ^2), and the distribution function is F_i(x).

S_{t_i}: Initial inventory of retailer i in t cycle;

Q_{t_i}: Supplier’s replenishment to retailer i at the end of the t-cycle;

\[
x_{M_{tij}} = \begin{cases} 
1 & \text{at the end of cycle } t, \\
0 & \text{otherwise} 
\end{cases}
\]

(4)

\[
Y_{M_{ti}} = \begin{cases} 
1 & \text{at the end of cycle } t, \\
0 & \text{otherwise} 
\end{cases}
\]

(5)

2.3 Cost Analysis

The secondary supply chain system established in this paper is a typical R-System. R-System is based on the assumption that all the demanders in the supply chain system should be managed by a central organizer or decision maker, regardless of the order cost of the supplier and the inventory management cost of the supplier, or it is a centralized decision-making that the supplier does not set up a distribution center. The task of the central decision-maker is to determine how the goods should be allocated among different demand points and how to distribute the goods to the demand point. The purpose of decision makers is to minimize the total cost of the whole secondary supply chain system, because the standard supply chain system is a typical R-System. Therefore, in the total cost, the supplier only considers the transportation cost in the process of distribution to the downstream retailer, while the retailer’s cost includes the retailer’s order cost, the retailer’s inventory cost and the out-of-stock cost.

2.3.1 Cost Analysis of Retailers

(1) Inventory analysis of retailers

1) Inventory Limit Analysis of Retailer i

For retailers, if the inventory carrying capacity is greater, the frequency of suppliers replenishing goods to downstream retailers will decrease correspondingly in a certain period of time. If so, the cost of suppliers will undoubtedly be lower, but the problem is that retailers hold more goods because of the large inventory carrying capacity. In contrast, if the retailer’s inventory cap is smaller, it will increase the frequency of suppliers replenishing retailers in a certain period of time, so that the retailer’s inventory cost will be lower, but because replenishments to retailers are more frequent, suppliers will also replenish. Transportation costs are rising. Therefore, the inventory cap should be considered in the whole supply chain system, instead of making the inventory cap infinite.
2) Inventory Lower Limit Analysis of Retailer $i$

Because retailers adopt $(t, R, S)$ as inventory strategy, which corresponds to $(t, L, U_i)$ inventory strategy established in this paper. In this inventory strategy, the key is to see the relationship between retailer’s inventory level and $L_i$. If the inventory level of retailer $i$ is larger than that of retailer $L_i$ at the end of the $t$ cycle, then suppliers do not have to replenish the retailer.

Another way to understand this is that at the beginning of the $t + 1$ cycle, retailer $i$’s inventory should have all the lowest levels of $L_i + 1$. If we require the retailer’s customer service level not to be lower than $d_i$ that is, 

$$P\left\{x_{(t+1)i} = L_i + 1\right\} \geq d_i,$$

and because $X_i$ obeys the normal distribution $N(\mu_i, \sigma_i^2)$, then there is a minimum value for $L_i$.

$$\varnothing \left( \frac{L_i + 1 - \mu_i}{\sigma_i} \right) = d_i \quad \text{(6)}$$

For all retailers, assuming that their inventory level at the end of this cycle is greater than the minimum inventory level $L_i$, the initial inventory level of the retailer at the beginning of the next cycle is equal to the inventory level at the end of this cycle; on the contrary, assuming that their inventory level at the end of this cycle is less than the minimum inventory level $L_i$, then it is zero. The initial inventory of the seller in the next cycle will become the maximum after supplier replenishment. The formula can be expressed more directly as follows:

$$S_{(t+1)i} = \begin{cases} U_i & S_n - x_n \leq L_i \\ \frac{S_n - x_n}{S_n - x_n \leq L_i} & S_n - x_n > L_i \end{cases} \quad \text{(7)}$$

$$S_{(t+1)i} = \begin{cases} U_i & S_n - x_n \leq L_i \\ \frac{S_n - x_n}{S_n - x_n \leq L_i} & S_n - x_n > L_i \end{cases} \quad \text{(2)}$$

2.3.2 Retailer Cost Analysis

Assuming that under the premise of no replenishment, the retailer’s main expenses mainly include three, namely, the ordering cost, the inventory holding cost and the shortage cost.

1) Order cost

We set the order cost as $CO$. The order cost borne by the retailer mainly depends on the quantity of goods delivered by the supplier to the retailer and the instant price of perishable products when they arrive at the retailer. Because retailers adopt $(s, R, T)$ inventory strategy, the distribution volume of perishable products from suppliers to retailers varies according to the retailer’s inventory. When the retailer is out of stock at the end of the period, the perishable products that the supplier distributes to the retailer are the upper limit of the retailer’s inventory; when the retailer’s final inventory is less than the lower limit of the inventory, the quantity of perishable products that the supplier distributes to the retailer is the difference between the upper limit of the retailer’s inventory and the retailer’s final inventory; when the retailer’s final inventory is larger than its lower limit, the supplier does not have to replenish the retailer.
does not need to distribute the goods to the retailer. The mathematical expression is as follows: the supplier's distribution to retailer $I$ at the end of the $t$-cycle is as follows:

$$Q_{ti} = \begin{cases} 
U_i, & S_{ti} - x_{ti} \leq 0 \\
U_i - (S_{ti} - x_{ti}), & 0 < S_{ti} - x_{ti} < L_i \\
0, & S_{ti} - x_{ti} > L_i 
\end{cases} \tag{8}$$

As for the freshness loss of perishable products, the freshness of perishable products is related to the transportation distance. The larger the transportation distance the greater the freshness loss. This will further affect the price of the product. Therefore, the focus of this paper is how to determine the loss of freshness. Assuming the distribution route of perishable products is $i$, it needs to be analyzed first. Suppose that the last retailer is retailer $g$ before the delivery vehicle arrives at retailer $I$ and the last retailer on Retailer $G$ is retailer $j$. In the $t$-cycle, zero-$i$ vendor $I$ is distributed by vehicle $M_0$, supplier-retailer $i$ is distributed by $lt_i$ and supplier-retailer $J$ is distributed by $lt_j$.

$$l_{ti} = l_{tj} + X_{M_{ij}g}d_{ji} + X_{M_{ij}g}d_{ji} + X_{M_{ij}g}d_{ji}$$

where $(X_{M_{ij}g} + X_{M_{ij}g})X_{M_{ij}g} = 0$

Similarly, the same analogy is applied to the distribution distance of other retailers before the retailer $j$, and the final value of $l_{ti}$ can be obtained. At this point, the price of perishable products to retailer $I$ can be determined by

$$\psi_{ti} = \alpha(e^{\psi_{ti}} - 1) \tag{10}$$

It can be determined that the price of perishable products to retailer $i$ is

$$P_{ti} = P_v(1 - \Psi_{ti}) \tag{11}$$

Then, retailer $I$’s $t$-cycle order cost is:

$$CO_{ti} = P_{ti}Q_{ti} =$$

$$\begin{cases} 
P_v(1 - \psi_{ti})U_i, & S_{ti} - x_{ti} \leq 0 \\
P_v(1 - \psi_{ti})(U_i - (S_{ti} - x_{ti})), & 0 < S_{ti} - x_{ti} < L_i \\
0, & S_{ti} - x_{ti} > L_i \end{cases} \tag{12}$$

Therefore, the order cost of all retailers is

$$CO = \sum_{i=1}^{n} \sum_{t=1}^{m} CO_{ti}$$

(13)
2) Inventory Cost of Retailer I in the Third Cycle

Inventory cost of retailer is \( IC \). In order to express it more directly and clearly, this paper will take the average inventory of each cycle as the research object, that is, to sum and average the initial inventory level and the end inventory level of a certain cycle.

When there is \( s_i - x_i \leq 0 \) and the inventory at the end of the period is zero, the average inventory in the T period is \( s_i / 2 \).

When there is \( 0 < s_i - x_i \leq Li \) and the inventory at the end of the period is not zero, the average inventory in the T period is \((2 s_i - x_i) / 2\).

When there is \( s_i - x_i > Li \), that is, when there is no need to replenish the retailer, the average inventory in the T period is \((2 s_i - x_i) / 2\).

Then retailer \( i \)'s \( t \)-cycle inventory cost is:

\[
IC_{ti} = \begin{cases} 
\ln(h_i / (1 + m\mu)).S_{ti} / 2 & S_{ti} - x_{ti} \leq 0 \\
\ln(h_i / (1 + m\mu)).(2S_{ti} - x_{ti}) / 2 & 0 < S_{ti} - x_{ti} < L_i \\
\ln(h_i / (1 + m\mu)).(2S_{ti} - x_{ti}) / 2 & S_{ti} - x_{ti} > L_i 
\end{cases} 
\]  

(13)

Therefore, the inventory cost of all retailers is \( IC = \sum_{t=1}^{n} \sum_{i=1}^{m} IC_{ti} \).

3) Shortage Cost of Retailer I in the Third Cycle

Suppose the cost of shortage of retailers is \( SC \). We Know that if the demand of consumers is greater than the inventory level of perishable products of retailers at the beginning of this cycle, there will be a shortage of supply and demand, that is, shortage. At this time, the shortage of retailer I in the \( t \)-cycle is \( x_{ti} - s_{ti} \), and the cost of shortage is

\[
SC_{ti} = p.(X_{ti} - S_{ti}) 
\]  

(14)

Therefore, the shortage cost of all retailers is \( SC = \sum_{t=1}^{m} \sum_{i=1}^{n} SC_{ti} \).

When the retailer’s inventory at the end of the period is larger than its inventory limit, \( 0 < x_{ti} < s_{ti} - L_i \), the supplier is not required to distribute the goods to the retailer and there is no shortage of the goods, so the retailer’s cost at this time only includes the inventory cost.

\[
C_t = \sum_{t=1}^{m} \sum_{i=1}^{n} SC_{ti} \\
= \sum_{t=1}^{m} \sum_{i=1}^{n} \ln(h_i, (2S_{ti} - x_{ti}) / 2) 
\]  

(15)

When the retailer’s final inventory is greater than zero but less than the retailer’s lower inventory limit, i.e. \( s_i - L_i \leq x_{ti} < s_{ti} \), the supplier is required to replenish the inventory. At this time, the retailer’s cost includes the order cost and inventory cost.
\[ C_1 = \sum_{t=1}^{m} \sum_{i=1}^{n} CO_i + \sum_{t=1}^{m} \sum_{i=1}^{n} SC_i \]

\[ = \sum_{t=1}^{m} \sum_{i=1}^{n} \text{Pv.} \left( (1 - \psi_i) (\mu_i - (S_{it} - x_i)) \right) \]

\[ + \sum_{t=1}^{m} \sum_{i=1}^{n} h_i \left( 2S_{it} - x_i \right) / 2 \]  

(16)

When the retailer’s inventory at the end of the period is out of stock, that is, \( x_i > s_i \), the retailer’s cost includes not only the order cost and inventory cost, but also the out-of-stock cost.

\[ C_1 = \sum_{t=1}^{m} \sum_{i=1}^{n} (CO_i + IC_i + SC_i) \]

\[ = \sum_{t=1}^{m} \sum_{i=1}^{n} \text{Pv.} \left( 1 - \gamma_i \right) \mu_i \]

\[ + \sum_{t=1}^{m} \sum_{i=1}^{n} h_i \left( \frac{S_{it}}{2} \right) + \sum_{t=1}^{m} \sum_{i=1}^{n} p \left( x_i - S_{it} \right) \]  

(17)

2.3.2 Supplier Cost Analysis

Because this paper does not consider the inventory cost of suppliers, the cost of suppliers is mainly in the process of distribution of goods.

Transportation costs incurred. In this paper, the transportation cost is mainly divided into two components: the fixed starting cost and the fixed starting cost of the vehicle.

The total transportation cost is:

\[ C_2 = mc_0 + c_1 \sum_{k=1}^{K} \sum_{l=1}^{m} \sum_{j=0}^{n} X_{klj} d_{ij} \]  

(18)

2.4 Model Establishment

Through the above analysis, the total cost of the system is divided into four parts: retailer’s order cost, retailer’s inventory holding cost, retailer’s shortage cost and supplier’s transportation cost. However, under different demands, there will be different total cost calculation. When \( x_i \geq s_i - L_i \):

\[ TC = C_1 + C_2 = \sum_{t=1}^{m} \sum_{i=1}^{n} h_i \left( \frac{2S_{it} - x_i}{2} \right) + mc_0 \]

\[ + c_1 \sum_{M=1}^{M} \sum_{l=1}^{m} \sum_{j=0}^{n} X_{Mlj} d_{ij} \]  

(19)

When \( x_i \leq s_i \) & \( x_i \geq s_i - L_i \):
2.5 Model Conversion

In practical problems, because the demand of perishable products $X_{it}$ obeys the random variable of normal distribution $N(\mu_i, \sigma_i^2)$, the whole function $TC$ contains random variable, and then the objective function also contains random variable, which makes it impossible to find the minimum value of the desired objective function and can not be directly transported through the model. Calculate and solve. We use the stochastic expectation model to determine the stochastic demand, transform the stochastic variable into the deterministic variable, and then further solve the objective function. So the ultimate model to minimize the total cost of the system is:

\[
TC' = C_1 + C_2 = \sum_{t=1}^{m} \sum_{i=1}^{n} P_v \left(1 - \eta_{si} \right) \left(\mu_i - (S_{pi} - x_{si})\right) + \sum_{t=1}^{m} \sum_{i=1}^{n} h_i \frac{(2S_{pi} - x_{si})}{2} + mc_0 \\
+ c_1 \sum_{k=1}^{K} \sum_{t=1}^{m} \sum_{i=1}^{n} \sum_{j=0}^{n} X_{ktij} d_{ij}
\]

(20)
\[
\text{s.t. } \sum_{i=1}^{n} Q_{ki} Y_{kt} \leq W, \forall k \in K, t \in T
\]

(23)

\[
0 \leq L_t \leq U_i \leq Q_i, \forall i \in N
\]

(24)

\[
\sum_{M=1}^{m} Y_{kti} = 1, \forall t \in T, i \in N
\]

(25)

\[
\sum_{i=0}^{N} x_{khi} = \sum_{j=0}^{N} x_{ktlj} \leq 1, \forall k \in K, t \in T
\]

(26)

\[
\sum_{k=0}^{K} \sum_{i=0}^{n} X_{ktij} = 1 \forall i \in N, j \in N, t \in T
\]

(27)

\[
\sum_{i=0}^{n} X_{Mlj} = Y_{Mlj}, \forall j \in N, M \in m, t \in T
\]

(28)

\[
\sum_{j=0}^{n} X_{ktij} = Y_{kti}, \forall i \in N, M \in m, t \in T
\]

(29)

\[
X_{Mlj} \in \{0,1\}, \forall i, j \in N, M \in m, t \in T
\]

(30)

In the model constructed above, constraint (23) indicates that the quantity of goods transported by a vehicle does not exceed its maximum load capacity; constraint (24) indicates that the retailer’s inventory limit and inventory limit should be between 0 and the maximum inventory; constraint (25) ensures that each demand point has one and only one vehicle. Vehicle serves it, each demand point is only on one path and does not go through a loop; constraint (26) means that the starting point and final destination of each vehicle are suppliers; constraint (27) means that when two retailers appear on a distribution path, they must replenish their goods; (28) and (29) means that, for example, when two retailers appear on a distribution path, they must replenish their goods. If the retailer needs to distribute, then when the vehicle M passes through the retailer, it must serve the retailer; (30) the variable is 0-1.
3. ALGoRITHMIC DESIGN

3.1 Basic Ideas of Differential Evolution Algorithms

Assuming that the problem to be solved is a minimization problem, the mathematical model of the problem is \( \text{min } f(x_1, x_2, \ldots, x_n) \), where \( x_j \in [L_j, U_j] \), and \( 1 \leq j \leq n \). \( X(0) \) is the initial population, so \( X(t) = (x_{i1}(t), x_{i2}(t), \ldots, x_{in}(t)) \) is the first individual \( i \) in the \( t \)-generation population, the population is \( n \)-dimensional spatial structure, and the population size is \( NP \). Let \( X_1 \) and \( X_2 \) be two different individuals, then the difference vector formed by them is \( X_1 - X_2 \).

The differential evolution algorithm is described as follows:

Step 1 randomly generates the initial population:

\[
P(0) = \{X_i(0) | x_{ij}(0) = \text{rand}(0,1) \ast (U_j - L_j) + L_j, 1 \leq i \leq s \land 1 \leq j \leq n\} \tag{31}
\]

The \( \text{rand} (0,1) \) function is to find the random number on \((0,1)\) and set the initial value of the evolution time \( t=0 \).

Step 2: Perform mutation operation: Randomly select three different individuals \( X_a(t), X_b(t), X_c(t), a \neq b \neq c \) from the current population \( P(t) \). Calculate individual differences \( D(t+1) = (d_{ij}(t+1), d_{ij}(t+1), \ldots, d_{ij}(t+1)) \):

\[
d_{ij}(t+1) = x_{ij}(t) + F \ast (x_{ij}(t) - x_{ij}(t)) \tag{32}
\]

Where \( 1 < i < s, 1 < j < n \);

Step 3 performs the crossover operation: randomly generate the random decimal \( R_j \sim (0,1) \) and the random integer \( R_2 \sim [1,n] \), and calculate the temporary individual \( E_i(t+1) = (e_{i1}(t+1), e_{i2}(t+1), \ldots, e_{in}(t+1)) \):

\[
e_{ij}(t+1) = \begin{cases} 
    d_{ij}(t+1) & r_1 \leq CR \land r_2 = j \\
    x_{ij}(t) & \text{otherwise}
\end{cases} \tag{34}
\]

Where \( 1 < i < s \) and \( 1 < j < n \);

Step 4 performs the selection operation:

\[
x_i(t+1) = \begin{cases} 
    e_{i}(t+1) & \text{if } f(e_{i}(t+1)) < f(x_{i}(t)) \\
    x_{i}(t) & \text{otherwise}
\end{cases} \tag{35}
\]

Where \( 1 < i < s \);

Step 5 calculates \( X_{\text{best}}(t+1) \) of the individuals with the smallest fitness in population \( P(t+1) \).

Step 6 If the termination condition is not satisfied, then \( t = t + 1 \) and step 2; otherwise output \( X_{\text{best}} \) and \( f(X_{\text{best}}) \), and end.
3.2 Improvement of Differential Evolution Algorithms

As the number of retailers increases, the running time of the algorithm will increase exponentially, and the accuracy of the algorithm will decrease. In order to accelerate the convergence speed and improve the accuracy of the algorithm, the classical differential evolution algorithm must be improved.

In order to accelerate the convergence speed of the algorithm, the following measures are taken:

When the initial population is initialized, the traditional idea of random generation is changed, and the grid thinking is adopted to distribute the individual of the initial population evenly into the solution space. For customer I inventory, \([L_j, U_j]\) can be divided into n intervals.

\[
P(0) = \{X_i(0) | x_{ij}(0) = i^* (U_j - L_j)/n + L_j, \ 1 < i < s, \ 1 < j < n\} \tag{35}
\]

On the basis of step 4 of Section 3.1, greedy algorithm is introduced to find the optimal solution based on Xi (t). The algorithm is as follows:

While \(nm < Nm\)
If \(f(x_i) > f(x_i + \sin(p/2*nm))\) then \(x_i = x_i + \sin((p/2)*nm)\);
\(Nm = nm + 1\);
End while

In order to improve the accuracy of the algorithm, some methods are adopted to avoid falling into local optimum. The specific measures are as follows:

The scaling factor F of the mutation operation of the classical differential evolution algorithm is adaptively and dynamically changed. The value of the scaling factor decreases as the evolution algebra increases, \(F = 1 + e^{-a}\)

Secondly, two evolutionary models, DE/rand/1/bin and DE/rand-to-best/1/bin, were chosen randomly, or two populations were used to adopt different evolutionary models. Because DE/rand/1/bin evolutionary model has high precision, but the convergence speed of the algorithm is relatively slow, while DE/rand-to-best/1/bin evolutionary model has the opposite speed, but it is easy to fall into local optimum.

For the condition of selection operation, aiming at the IRP problem, all constraints are neglected selectively, and the \(f^*\) value is obtained. That is to change the fitness function appropriately. The choice here is conditional. We use \(f\) as the fitness value on the premise that the population tends to concentrate and is in danger of falling into the local optimum. Here we use the variance of the population to judge the degree of population aggregation. When the variance is less than a threshold, we use the cancellation of all constraints to calculate the fitness value.

4. SIMULATION EXPERIMENT

Suppose there is a one-to-many two-stage perishable product distribution system, in which there are one supplier and 20 retailers. The system plan period is 7 days, and every day counts as a cycle. Delivery of perishable products is apple, freshness loss function \(\Phi = aekl - a\), which is determined by analysis that \(a = 0.05, B = 0.003\). The fixed start-up cost of suppliers delivering goods to retailers is 150 yuan per day, the transportation cost of vehicles is 2 yuan/Km, the maximum load of transport vehicles is 900 pieces, the unit inventory cost of retailers is 1 yuan/piece per day, the delivery price of perishable products from suppliers is 40 yuan/piece, and the unit out-of-stock cost of retailers is 4 yuan/piece. The retailer’s maximum inventory is 300 pieces. Retailers have the same level of service. The numbers of suppliers and retailers and the corresponding left-hand parameters are shown in Table 1.

This paper establishes a joint optimization model for inventory and transportation of perishable products under Stochastic Demand Based on vendor managed inventory (VMI) with seven-
day planning period. The objective function is the total cost of the system, which includes four parts: retailer’s order cost, retailer’s inventory holding cost, retailer’s shortage cost and supplier’s transportation cost. In this paper, the improved differential evolution algorithm is used to solve the mathematical model, and the output results are obtained (Figure 1).

The whole distribution route of IDE algorithm is:

First day:
0-10(276)-3(278)-7(288)-0-6(245)-4(230)-2(227)-
0-19(201)-14(247)-9(211)-0-12(203)-16(231)-20(274)-
0-15(209)-17(235)-0

The second day:
0-8(261)-18(254)-1(142)-5(222)-0

The third day:
0-3(270)-19(180)-9(180)-0

The fourth day:
0-3(261)-11(180)-7(210)-5(210)-
0-6(180)-4(240)-14(210)-15(240)-0-8(284)-10(290)-0

The fifth day:
0-19(180)-9(180)-0-12(240)-17(240)-16(280)-20(240)-0

The sixth day:

Table 1. Relevant parameters of suppliers and retailers

| Retailer Number | coordinate | Initial inventory | (μ,σ²) |
|-----------------|------------|-------------------|--------|
| 0               | 50,50      |                   |        |
| 1               | 23,80      | 100               | 50,400 |
| 2               | 31,23      | 50                | 50,900 |
| 3               | 22,85      | 0                 | 70,400 |
| 4               | 28,66      | 33                | 80,400 |
| 5               | 3,98       | 258               | 60,1600|
| 6               | 34,61      | 25                | 80,4900|
| 7               | 4,84       | 0                 | 50,900 |
| 8               | 48,38      | 159               | 60,400 |
| 9               | 5,24       | 68                | 90,900 |
| 10              | 65,63      | 0                 | 70,400 |
| 11              | 7,72       | 239               | 50,900 |
| 12              | 72,28      | 87                | 60,900 |
| 13              | 53,59      | 150               | 50,400 |
| 14              | 32,41      | 123               | 60,1600|
| 15              | 78,32      | 76                | 80,900 |
| 16              | 90,12      | 68                | 50,400 |
| 17              | 96,16      | 135               | 70,100 |
| 18              | 65,61      | 226               | 90,1600|
| 19              | 48,33      | 90                | 70,2500|
| 20              | 83,3       | 86                | 50,1600|
The whole distribution route of DE algorithm is:

The first day:
0-3(292)-7(270)-10(254)-0-6(255)-4(242)-
0-2(200)-19(211)-14(187)-9(207)-
0-20(211)-15(239)-17(256)-0-12(201)-16(274)-0

The second day:
0-8(272)-18(209)-1(176)-5(203)-0

The third day:
0-3(270)-19(180)-9(180)-0

The fourth day:
0-11(180)-7(210)-5(210)-0-6(180)-4(240)-
14(210)-15(240)-0-8(284)-10(290)-0

The fifth day:
0-3(230)-19(180)-9(180)-
0-12(240)-17(240)-16(280)-20(240)-0

The sixth day:
0-8(240)-14(180)-1(240)-5(180)-0-18(250)-0

The seventh day:
After IDE algorithm optimization, the total cost of the secondary supply chain is 483577 yuan, of which the retailer’s order cost is 455240 yuan, the retailer’s inventory cost is 23207 yuan, the retailer’s out-of-stock cost is 365 yuan, and the supplier’s transportation cost is 4765 yuan. The transportation distance is 2,031.72 Kilometers.

After optimization by DE algorithm, the total cost of the secondary supply chain is 493 139 yuan, of which the retailer’s order cost is 463 018 yuan, the retailer’s inventory cost is 24582 yuan, the retailer’s out-of-stock cost is 407 yuan, and the supplier’s transportation cost is 5132 yuan. The transportation distance is 2,408.03 Kilometers.

The numerical experiments show that the IDE algorithm proposed in this paper is not only feasible in solving the IRP problem of perishable products, but also has great superiority over DE algorithm (Figure 3).

5. SUMMARY

Inventory and distribution of perishable products is a very difficult problem, because it is an IRP problem and an N-P problem. In addition, perishable products have their own particularities. With the extension of distribution time and inventory time, their value will gradually decrease. In order to arrange the distribution time, quantity and route of each customer point reasonably, on the basis of some assumptions, taking inventory and vehicle as constraints, and aiming at optimizing the total cost of the system, a mathematical model is established. Aiming at the particularity of perishable goods
inventory routing problem, the differential evolution algorithm is presented from two perspectives. The degree of convergence is improved by grid initialization and greedy local optimization algorithm combined with differential evolution algorithm. The accuracy of the algorithm is improved by adaptive scaling factor, two evolution modes and changing the constraints of the problem. Then the improved algorithm is used to solve the inventory routing problem. The numerical results show that the algorithm is effective and feasible, and the performance of the algorithm is greatly improved compared with the DE algorithm. It can be seen from Figure 2 that when the algorithm evolves to the 20th generation, it is found that the solution of a certain process deteriorates obviously, which slows down the convergence speed of the algorithm. In the future, we should further study how to improve the convergence speed of the algorithm.
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