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In Bitcoin, to independently verify whether new transactions are correct or not, a type of a node called “Full Node” has to hold the whole of historical transactions. The transactions are stored in ledger called “Blockchain.” Blockchain is an append-only data structure. Thus, to operate Full Nodes, the required storage capacity would grow too large for resource-constrained devices. Due to the limitation, the existing lightweight node scheme is that a node relies on other Full Nodes. In this thesis, to reduce storage capacity with keeping the independence of each node, we propose a storage load balancing scheme “KARAKASA” using Distributed Hash Table (DHT). In KARAKASA, nodes distributedly keep the whole blockchain among DHT networked nodes. We evaluated KARAKASA from the view of storage capacity and independence. As a result, a node in a cluster does not need to trust other nodes. We concluded that nodes in a DHT cluster can behave like Full Nodes without holding the whole blockchain.
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分散ハッシュテーブルを用いた
Blockchainストレージのロードバランシング

Bitcoinでは、新規取引の正当性を独立して検証するために、「Full Node」と呼ばれるタイプのノードは過去の取引データを全て保持する。取引データは、「Blockchain」と呼ばれる台帳に保存される。Blockchainは、追記のみ可能なデータ構造である。そのため、ノードをFull Nodeとして動作させるために必要とされるストレージ容量は、過大化し続ける。したがって、ストレージ容量に制約のあるデバイスをFull Nodeとして動作させることは困難である。また、既存の軽量ノードは、検証のために他のFull Nodeに依存しなければならない。本論文では、各ノードの独立性を保ちながら必要とされるストレージ容量を軽減するために、分散ハッシュテーブル（DHT）を用いた負荷分散方式『KARAKASA』を提案した。KARAKASAでは、ノードはDHTクラスタ内でBlockchain全体を分散的に保存する。提案手法の評価として、ストレージ容量と独立性の観点から分析を行なった。その結果、クラスタ内のノードは他のノードを信頼する必要はなく、DHTクラスタ内のノードは、Blockchain全体を保存せずにともFull Nodeと同様に動作可能である。
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Chapter 1

Introduction

Bitcoin [1] is a peer-to-peer electronic payment system. Bitcoin was invented by “Satoshi Nakamoto” in 2009. In Bitcoin, each node stores transactions in a public ledger. The public ledger is called “Blockchain.” Each node can verify the correctness of new transactions by referring to the blockchain stored in local storage. Each node stores verified transactions in the blockchain in the local storage. Each node stores transactions as a unit “Block.” Block includes verified transactions.

Typically, to verify new transactions, a type of Bitcoin node called “Full Node” has to hold the whole blockchain. Full Nodes can verify all new transactions locally. Thus, each Full Nodes can behave without depending on other nodes.

To behave as a Full Node, each node requires enough amount of storage. The blockchain is append-only data storage scheme. Therefore, the data size of the whole blockchain keeps growing. Fig. 1.1 shows the size of the Bitcoin blockchain. The size is rapidly increasing from the time that the system started in 2009, and in December 2018, the size is about 200GB. For this characteristic, to operate a Full Node, users need to prepare enough storage capacity. Moreover, users also need to add storage continually according to growing the blockchain. Therefore, users are difficult to operate

\footnote{Anonymous individuals or groups who call them “Satoshi Nakamoto.”}
To address this issue, there should be a node architecture for a storage resource-constrained device to independently verify transactions so that like a Full Node. The architecture needs to reduce the required storage capacity for a node. There are some lightweight node architecture proposals such as SPV (Simple Payment Verification) [2]. The existing lightweight node architecture is that a lightweight node relies on Full Nodes. Therefore, existing lightweight nodes cannot verify transactions independently. In other words, the availability of existing lightweight nodes depends on the availability of Full Nodes it is relying on. Hence, without Full Nodes that lightweight nodes rely on, users of existing lightweight nodes cannot verify transactions.
whether their transactions are processed normally in the Bitcoin network or not.

This thesis presents a storage load balancing scheme “KARAKASA.” In KARAKASA scheme, resource-constrained devices can verify transactions and blocks same as Full Nodes while reducing storage size requirement. We adopt a Distributed Hash Table(DHT)-based distributed storage to the storage of Bitcoin nodes. DHTs such as Chord [3] realize effective node assignment for a block and lookup of Key-Value to peer-to-peer networked nodes. In KARAKASA, a subset of nodes in the Bitcoin network builds DHT clusters. Each node in clusters can behave as a Full Node; verify new transactions by referring others without keeping the whole blockchain.

By adopting securing methods for DHT [4], compared with existing lightweight schemes, nodes in KARAKASA scheme keep the independent validation. Currently, a user should choice Full Nodes or node relying on Full Node. In other words, a user who has only resource-constrained devices needs to trust a Full Node that another user operates. By KARAKASA scheme, the user can operate a Bitcoin node without trusting another user.

1.1 Organization of This Thesis

The thesis is organized as follows; In Chapter 2, we explain Bitcoin and DHT as background materials. In Chapter 3, we discuss the issue of Bitcoin nodes. In Chapter 4, we present KARAKASA scheme and how to load balance the Bitcoin node storage using DHT. In Chapter 5, we describe the evaluation plan of KARAKASA. In Chapter 6, we analyze KARAKASA from two point of views; storage capacity for a node in KARAKASA scheme and independent validation of transactions and blocks from security analysis of KARAKASA scheme. In Chapter 7, we compare KARAKASA scheme with Full Node and existing lightweight node scheme. In Chapter 8, we introduce some works about existing lightweight nodes. In Chapter 9, we conclude this thesis and discuss possible future works.
Chapter 2

Background

In this chapter, we describe the elemental technology of our work. First, we describe Bitcoin. Bitcoin is a first cryptocurrency based on the blockchain. Next, we describe Distributed Hash Table (DHT). DHT is a scheme for realizing efficient assignment and lookup in a peer-to-peer network.

2.1 Bitcoin

This section describes how Bitcoin and Bitcoin nodes work. Users can operate Bitcoin nodes without depending on other nodes. It is considered a revolution in distributed systems.

2.1.1 Bitcoin Overview

Bitcoin is a peer-to-peer payment system. Users show a payment of Bitcoin by creating and broadcasting data called “transaction.” The unit of Bitcoin is “BTC” The inventor of Bitcoin focused on salving “double-spending issue.” Double-spending is like followings; An attacker pays a coin to another user. Then, the attacker pays the same coin to

\[ \text{1.001 BTC is called 1 mBTC, 0.001 mBTC is called 1 } \mu \text{BTC, and 0.001 } \mu \text{BTC is called 1 satoshi.} \]
different users. To detect double spending, nodes store all transactions in
a blockchain. Nodes store transactions as a unit of blocks. When a user
pay Bitcoins, a node make a new transaction and broadcast to other nodes.
When nodes receive a new transaction, nodes verify its correctness. Nodes
verify with referring the local copy of the blockchain. Some of the nodes
collect verified transactions and form a new block. Similar to transaction, a
node broadcasts a new block. Other nodes receive it and verify. If the block
is verified, nodes store the block in the local copy of the blockchain.

To show the order of blocks and of transactions included in blocks, Bitcoin
uses chain of hash. A block includes a hash value of the previous block
in the header. Additionally, the hash of the block is required lower than
the predetermined difficulty value. Each node calculates the difficulty from
per the last 2016 blocks in the blockchain. To create a block data that
matches the requirement, a node needs to repeatedly calculate the hash
value of the block with replacing data. The replaced data has no meaning.
Once the node successfully creates a block that satisfies the requirement, the
node broadcasts the block to the Bitcoin network. At this time, there is
a possibility that another node broadcasts another block that refers to the
same previous block. This situation is called a “fork.” When a fork happens,
a node needs to choose one of contradicting blocks. In Bitcoin, a node selects
a block so that the sum of the difficulty in local blockchain is the largest.
There is an incentive mechanism to spend computation power to make a
block. A node that makes a new block can get a reward as some Bitcoins.
The reward is 12.5 BTC in December 2018. From a metaphor of gold mining,
the block making process is called “mining” and the user working on mining
is called “miner.”

To withdraw transactions or to falsify, an attacker may try to rewrite
a transaction. Then, the attacker rewrites a block that includes the
transaction. Therefore, the hash value of the rewritten block would changes.
The following block includes the hash value of the rewritten block. By the
hash chain structure, hash values of all blocks following the rewritten block
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would change. Thus, the attacker needs to rewrite all block starting from the 
following block of rewritten block towards the latest one. It means that the 
attacker needs to rebuild another blockchain. At the same time, other honest 
nodes may create a new block that connects to the latest block in a existing 
blockchain. Hence, the attacker needs to make blocks more quickly, so that 
the attacker needs more computation power than honest ones. Whether a 
miner can make a block during the particular time is probabilistic. It depends 
on the computational power of the node apply. Hence, an attack success is 
probabilistic too. The inventor of Bitcoin showed attack success probability 
by random walk and Poisson distribution [1].

2.1.2 Bitcoin Transaction and Block Data Structure

This section shows Bitcoin transaction data and block data structure. 
Fig. 2.1 shows the data structure of a transaction [5]. A transaction 
contains one or more TxInputs (TxIn) and TxOutputs (TxOut). In TxOut, 
LockingScript (it contains a template script ScriptPubKey) specify the 
requirement for paying coins. The amount of the coin also described in 
Amount field. A TxIn refers to a previous TxOut. UnlockingScript (it 
contains a template script ScriptSig) field in the TxIn shows that the creator 
of the transaction matches the requirement written in the referred TxOut. 
TxOuts that have not been referred by any TxIns in any other transactions 
are called “Unspent Transaction Output (UTXO).”

Fig. 2.2 shows the block data structure. A block consists of block header 
and list of transactions. block header includes the followings; a hash value 
of the previous block hashPrevBlock), Markle root of transactions in the 
block (hashMarkleRoot), a target of Proof-of-Work (Bits), and a count of 
Proof-of-Work trial (Nonce). The hashMarkleRoot is a digest of the list of 
transactions in the block. Therefore, a hash of the block header can be taken 
as the digest of block. The hashPrevBlock is the hash of the block header 
of the previous block. The hashPrevBlock should satisfy the requirement 
described in Section 2.1.1.
### Figure 2.1: Bitcoin Transaction Data Structure

|                  | Tx_in_count       | Tx_out_count          |
|------------------|-------------------|-----------------------|
| **Version**      |                   |                       |
| **Tx_in_count**  | Previous output   |                       |
|                  |                   |                       |
|                  |                   |                       |
| **TxInput_1**    |                   |                       |
|                  | Previous output   | TxID                  |
|                  |                   | index                 |
|                  |                   |                       |
|                  |                   |                       |
|                  | Script Length     |                       |
|                  |                   | UnlockingScript       |
|                  |                   | (Script Sig)          |
|                  |                   | Sequence_no           |
|                  |                   |                       |
| **TxInput_n**    | ⋮                  | ⋮                     |
| **Tx_out_count** |                   |                       |
| **TxOutput_1**   |                   |                       |
|                  | Amount             |                       |
|                  |                   | Script Length         |
|                  |                   | LokingScript          |
|                  |                   | (ScriptPubKey)        |
| **TxOutput_n**   | ⋮                  | ⋮                     |
|                  |                   |                       |
| **LockTime**     |                   |                       |
### Figure 2.2: Bitcoin Block Data Structure

| Blockheader | Magic no |
|-------------|----------|
|             | Blocksize |
|             | Version |
|             | hashPrevBlock |
|             | hashMerkleRoot |
|             | Time |
|             | Bits |
|             | Nonce |
| Transaction counter |
| List of TXs |

Figure 2.2: Bitcoin Block Data Structure
2.1.3 Bitcoin Transaction Verification and Node Storage

When each node receives a transaction, the nodes verify the transaction by the referring UTXOs. Fig. 2.3 shows Bitcoin transaction verification process and the relationship with node storages. To search UTXO in every verification process, a node needs to access the blockchain in the local storage. To search efficiently UTXOs, in Bitcoin Core [6], one of the implementations of Bitcoin, UTXO is pooled in a memory area. The memory area is called “UTXOset.” Nodes use it for transaction verification. Additionally, nodes store verified transactions in “TXPool.” Nodes create a block from transactions stored in TXPool.

![Diagram of Bitcoin Transaction Verification and Node Storage]

Figure 2.3: Verify Process and Node Storage of Bitcoin Transactions
Simple Payment Verification (SPV)

The inventor of Bitcoin pointed out that Bitcoin is not scalable because of the append-only characteristics of the blockchain [1]. Hence, the inventor proposed a lightweight verification scheme. The scheme is called Simple Payment Verification (SPV). By SPV, a node processes the verification by referring information in active and on-line Full Nodes. Therefore, the node using SPV does not download the whole blockchain. A node using SPV holds only the block header chain instead of the whole blockchain. A node using SPV is called “SPV node.”

SPV nodes can verify whether a new block is valid or not by checking the hashPrevBlock. It is the same verification process in Full Nodes. The difference is in the transaction verification process. Generally, A SPV node does not verify all transactions. The SPV node verifies transactions that describe payment to the user of the SPV node. A transaction in a blockchain is verified by a miner. Additionally, when other nodes accept a block include the transaction, the nodes also verify the transaction. Hence, a transaction in a blockchain can be considered as correct. The SPV node verifies a transaction by checking whether the transaction is included a block in a blockchain or not. When an SPV node verifies a transaction, the SPV node gets a Markle subtree from Full Nodes that the SPV node relies on. By using the Markle subtree, the SPV node can verify whether a transaction is included in a block or not. This SPV process does not need the whole blockchain. However, this process depends on whether the relied Full Nodes are honest.

2.1.4 Bitcoin Node and Roles

There are five Bitcoin node roles; holding blockchain, verifying new transaction and blocks, mining, P2P networking, and wallet. Each node has some or all role of those. Nodes that has all role is called “Full Node.” Ideally, all nodes should be Full Nodes. Then, nodes do not require to trust
each other nodes. However, some roles need computation power or enough storage capacity. Thus, to use Bitcoin, resource-constrained nodes trust other nodes. They depend on the execution of some function on other nodes.

A node holding the entire of blockchain can detect and resolve forks. Forks happen by rewriting previous transactions or propagation delay of blocks. The probability of a fork is never 0. A node can create a new block that refers to a particular block that is already referred by another block created by other nodes. The new block can be accepted by other nodes with satisfying the selection rule described in Section 2.1.1. When a node observes a fork, the node needs to decide which is correct by referring to a previous block. Therefore, nodes need to keep all blocks. From another point of view, if a node leaves a network, other nodes holding the blockchain are not affected. They hold all data required to verify new transactions. On the other hand, an SPV node would not be available when the relied Full Node leaves. Hence, holding the whole blockchain contributes to the availability of the Bitcoin node.

Verifications of new transactions and blocks are stateless. Therefore, with keeping the whole blockchain, a node can verify and collect correct transactions and blocks independently from other nodes. Nodes need UTXOs for transactions verification. Nodes need the whole blockchain for blocks verification also.

Mining is a work for the confirmation of transactions also. By mining, A transaction is inserted in a block, and the block appended to the blockchain. Basically, rewriting the transaction in the blockchain is difficult according to honest computation power in the Bitcoin network and to how many blocks stacked on the block that includes the transaction. To work on mining, a node needs verified transactions and the last block in a blockchain.

P2P networking is used for propagating transactions and blocks. Nodes relay verified transactions and blocks. All nodes try to reach a consensus on only one blockchain in the network. There are several works focus on Bitcoin networks [7, 8, 9]. These works showed that it is necessary that enough
number of Full Nodes share correct transactions and blocks.

Wallet function makes transactions for a payment. A wallet needs to recognize UTXOs that are associated with the wallet owner. The wallet also holds a cryptographic key pair. When the wallet makes a transaction, the wallet signs a new TxIn to express that the user is authorized to use a TxOut.

2.1.5 Bootstrapping Full Nodes

This section describes the process of bootstrapping Full Nodes. To bootstrap a Full Node, the Full Node needs to discover peers in the Bitcoin network. After that, the Full Node gets the whole blockchain.

In Bitcoin Core, there are several schemes to discover nodes \([10]\). The primary schemes are followings; selecting IP addresses that an operator of the Full Node knows and sending a message of node discovering protocol to near hosts, or getting the IP address of Full Nodes from trusted parties. The third scheme is a default scheme in Bitcoin Core version 0.6 or later. The trusted party uses the DNS scheme \([11]\). The trusted party is called “seed DNS.” A bootstrapped Full Node resolves some domains. Then, the bootstrapped Full Node can get addresses of Bitcoin nodes associated with the domains. The domains are included in Bitcoin Core source code. If the bootstrapped Full Node fails to resolve domains, the bootstrapped Full Node try to connect directly addresses that are included in the source code.

The bootstrapped Full Node retrieves the whole blockchain from the connected Bitcoin nodes. The connected Bitcoin nodes send blocks. Since the first block is included in the Bitcoin Core source code, the bootstrapped Full Node can verify all block from the second block to the latest block. The bootstrapped Full Node verifies the received blocks. After receiving and verifying the latest block, the bootstrapped Full Node can behave independently.

The point of bootstrapping is that a Full Node verifies all block start from the first block to the latest block before acting as a active Full Node. When an operator wants to restart an inactive bitcoin node, the Bitcoin process also
verifies the blocks in the storage. After verification, the Full Node receives blocks missing on the Full Nodes, up to the latest blocks on the blockchain.

### 2.1.6 Cryptocurrency Exchange Service

In this decade, not only Bitcoin, many cryptocurrencies based on blockchain scheme were proposed. Those cryptocurrencies have different characteristic. One of the famous cryptocurrency is Ethereum [12]. Ethereum is an application platform as well as a cryptocurrency. In Ethereum users can run programs called “Smart Contract.”

Some cryptocurrency exchange services provide exchanging cryptocurrencies and fiat money like American Dollar. They also provide a cryptocurrency payment service. Those cryptocurrency exchange services are provided as web services and smartphone applications and so on. Standard architecture of cryptocurrency exchange services is discussed. Fig 2.4 shows standard service architecture that proposed in an Internet-Draft [13]. Generally, a service provider provides a server and operates the server as a Full Node. The client application requests processing payment to the server. Then, the server creates transactions and broadcasts it to a cryptocurrency network.

In 2018, there were several incidents that attackers hacked those services [14, 15]. The attacker maliciously sends cryptocurrencies instead of users. Those incidents were caused by hacking key management component and sign using user’s secret key. In cryptocurrencies like Bitcoin, the ownership of coin is generally based on ownership of secret key. Hence, the architecture like Fig. 2.4 means that the security of user’s cryptocurrency depends on the service provider.

From another aspect, when a user sends some cryptocurrencies another, the architecture lacks transparency for users. When a user requests sending, a Full Node in a service provider creates transaction and broadcasts it to a cryptocurrency network. At that time, because the client the user using is not a Full Node, the user cannot verify whether the transaction is created
and broadcasted correctly or not. Bitcoin is designed as all nodes verify transactions and blocks independently. Hence, the cryptocurrency exchange service is not fitting to the design of Bitcoin.

2.2 DHT (Distributed Hash Table)

DHT is a design to implement a hash table among peer-to-peer networked nodes. Before Stoica et al. introduced a DHT implementation called “Chord”, consistent hashing [16] was used for key mapping in distributed systems. Consistent hashing is a design sharing a hash table among
predetermined nodes. There was a problem that consistent hashing is not scalable with joining nodes. DHT is solving the problem by updating routing table dynamically. In DHT, each of the nodes store key mapping. It allows data location to be decided and be able to lookup in a distributed Key-Value-Store (KVS).

![Chord overlay network and key mapping](image)

**Figure 2.5: Chord overlay network and key mapping**

Chord, one of the many DHT designs, uses a ring-shaped overlay network. Fig. 2.5 shows an example of Chord overlay network and key mapping. The nodes and the data are mapped in a ring overlay network. A data ID is determined by calculating the hash value of data. A node ID is determined by the hash value of the node’s IP address. A node uses a data IDs as the key for searching data from the distributed KVS. Nodes are responsible for returning data that are assigned IDs between an ID just
after the previous node on the Chord ring and an ID of the node self. For example, in Fig. 2.5 the node ID 70 stores the data assigned to data ID 55. Each node has a routing table. The table includes next nodes in ring overlay (Successors) and previous (Predecessor). Additionally, the routing table includes routes to some nodes for efficient routing (Finger). By the routing table, when a network consists of $N$ nodes, key mapping lookup requires $O(\log N)$ messages. When nodes join or leave, each node updates the routing table. The process is called “stabilizing.” In Chord, updating the routing table requires only $O(\log^2 N)$. Chord provides an efficient scheme of calculating the location of data with few constraints on the applications [17]. Dabek et al. built a distributed file system called CFS (Cooperative File System) [18] based on their previous work based on Chord [17].

For fault tolerance, there are some replication schemes proposed for Chord overlay. One of the schemes is neighbor replication. When a node has $N$ successors, $k$ ($k \leq N$) successors have all data replicated in the nodes. For example, in Fig. 2.5 node ID 70 has two successors. When replicating two nodes, node ID 120 and 250 also have data ID 55. Then, when node ID 70 is down or leaves from the network, node ID 120 will be a successor of node ID 20. In addition, data ID 55 is still available by getting a replica from node ID 120.

There are DHT proposals other from Chord. CAN [19] uses a d-dimensional Cartesian coordinate space. Pastry [20] uses Plaxton algorithm. Kademila [21] uses the XOR metric. Building CFS on top of any of these DHTs is possible.

### 2.2.1 Security of DHT

There are several discussions on the security of DHT [4]. The attacks for DHT are mainly three attacks; “Sybil Attack”, “Eclipse Attack”, “Routing and Storage Attacks.”
CHAPTER 2. BACKGROUND

Sybil Attack

Sybil Attack is an attack where some malicious nodes join to a DHT cluster to achieve control of the DHT. Many nodes just joining is not obstruct processing the DHT protocol. However, this attack makes several attacks easier. Security of DHT is guaranteed under an estimation that $f$ of $n$ nodes in a DHT cluster are honest. An attacker breaks security by deploying virtual nodes over $f$ in a DHT cluster.

There are several countermeasures to Sybil Attacks. One of the countermeasures to Sybil Attack is deploying Certification Authority (CA). A CA authenticate when a node joins a DHT cluster [22, 23]. However, it needs that every node in the DHT cluster trusts the CA. Therefore, in this scheme, the CA is a single point failure of the DHT cluster. Another countermeasure is utilizing physical network characteristics [24, 25, 26]. Generally, an attacker deploys malicious nodes at close to attacker’s other nodes in the network. utilizing this characteristics, a honest node can classify nodes by network characteristics. Additionally, honest nodes reject nodes joining if nodes deployed in nearby malicious nodes try to join. However, the countermeasure needs trusted network monitoring. From another aspect, a countermeasure using social networks has been proposed [27]. Before joining a DHT cluster, operators share a key and nodes authenticate by the key. In this scheme, each node behaves like a small CA. It needs messaging outside of the DHT to exchange keys. Other countermeasures use computational puzzles and game theory [28, 29, 30]. These proposals work under an estimation that every node are rational. However, attackers process an attack because they can get profits (sometimes outside the DHT) by breaking the DHT. The rational countermeasure only on a DHT protocol needs discussion it is truly practical or not.

Eclipse Attack

Eclipse Attack is an attack makes honest nodes can not lookup correctly by interrupting DHT lookup forwarding. Firstly, attackers control sufficient
fraction of the neighbors of honest nodes. For example, the malicious nodes poisoning a routing table of victim nodes to establish control. Then, the malicious nodes deceiving the response of the routing table updating request. As a result, the victim node cannot receive correct responses of a lookup. Eclipse Attack is also effective to accelerate Routing and Storage Attacks. We would describe the Routing and Storage Attacks in the next section.

One of the countermeasures is to constrain how to assign the identities on the routing table. Chord uses this scheme [3]. This scheme would work on conditions that node identities are random. Moreover, it is also required that malicious node spread over the DHT overlay. To spread malicious nodes, one of the schemes is that a CA assigns nodes random IDs. However, random assigning of identities has a trade-off with performance. In Pastry, there is optimizing mechanism of proximity neighbor selection [20]. The mechanism utilizes weak requirements on the top level of the routing table. By adopting restrictions in the routing table, it is efficient that the network measurement and ID requirements for optimal neighbors selection. However, there is a problem that attackers can detect identities by exploiting the restrictions and the network measurement infrastructure.

Another countermeasure is redundant routing. In the condition that some node in a routing table are honest nodes, it will allow to keep redundant routes [31]. Additionally, there is a proposal using a combination of an identity restriction and redundant routing [22]. This proposal utilizes that an attacker hijack the restricted routing table after hijacking optimized routing table. However, this scheme has overheads of using hijacked routing table and detecting a failure.

Countermeasures for Eclipse Attack have trade-offs between complexity and performance. Countermeasures need some works outside of DHT protocols. Therefore, to utilize them, it needs to consider overheads.
Routing and Storage Attacks

Sybil Attack and Eclipse attack does not directly affect DHT. They accelerate attacks like refusing to forward a lookup request or responding incorrect values. Those attacks directly affect DHT. Those attacks are called “Routing and Storage Attacks.” Generally, an attacker attacks by forwarding to an incorrect, nonexisting or malicious node. For example, a combination of attacks described as follows; A node that relays a lookup request deliberately forward to a malicious node that joining by a Sybil Attack. Since it is easy to interrupt a routing, an attacker hijacks a routing table of a victim node by an Eclipse Attacks.

Main countermeasures of Routing and Storage Attacks are redundant routing and redundant storage. The Multi-Paths or the Multiple Wide Paths realizes redundant routing [22, 31]. By redundant routing, it guarantees reachability to honest nodes by keeping routes that does not include malicious nodes. Replications realize redundant storage. If a malicious node response incorrect value, nodes can check the correctness of the value by collecting replicas from several nodes.

There are three major replication schemes; replicating neighbor nodes in the ID space [22, 31, 32, 33], replicating random nodes in the ID space [34], and the combination of them [35, 36]. The first scheme is easy to control the replication level and keeping consistency. However, it assumes that malicious nodes are spread over the ID space. If malicious nodes concentrate in a specific network region, a small number of malicious nodes can control replicas assigned on the network region. From this point of view, the second scheme is effective. Since the ID assignment scheme in DHT is public, it is easy to detect the network region assigned a specific key and attack them. Hence, replication only is not enough as a countermeasure to storage attacks. It needs to be difficult to figure out where nodes are placed on the network from IDs.

The main concern to replication is whether replicas have the consistency or not. Whether each replica has been rewritten or not is verifiable on an
application level. For example, if a key of a value is determined as a hash value of the value, the returned value is verifiable by checking the hash value of the response. The point of checking consistency is whether a node can verify independently or not. If a node lookup a key-value, and fails to verify key and response value, the node can choose a value by collecting replicas and metadata in the application level. There are several selection rules like choosing the highest version value, voting and so on.

2.3 Summary of This Chapter

In this chapter, we described the elemental technologies of this thesis, Bitcoin and DHT. Bitcoin is a peer-to-peer cryptocurrency system. By holding the whole blockchain, Full Node can verify new transactions independently. To process on lightweight devices, SPV is proposed. SPV nodes can verify new transactions with relying on Full Nodes. Cryptocurrency exchange services provide client applications and Full Nodes on their servers. DHT realizes efficient assignment and lookup among DHT networked nodes. You can implement distributed storage on top of DHT. There are some attacks to DHT; “Sybil Attack”, “Eclipse Attack”, “Routing and Storage Attacks.” To guarantee the security of DHT, several countermeasures have been proposed and discussed. Next chapter, we point out the issue we address in this thesis.
Chapter 3

Issues of The Thesis

There are several ways to use Bitcoin; using a Cryptocurrency Exchange Service, using an SPV node, or using a Full Node. This Chapter describes them and how the selection effects users. Then, We point out the issue address in this thesis.

3.1 Node Types and Verifications

When using a Cryptocurrency Exchange Service, users use a client application for the service. Generally, described as in Fig 2.4, the client application is not a Bitcoin node. A server of the service provider behaves as a Full Node. A client only sends a request of Bitcoin payment to the server. Sever would create and broadcast a transaction to Bitcoin Network. However, the client can not check whether the server processes the request or not. In the worst case, the service provider does not create a transaction. The service provider only updates a database that manages how much Bitcoin each user holds. Some service provider adopts this scheme because processing time of each transaction on the Bitcoin network is possibly more than ten minutes. In this case, the service provider should hold enough amount Bitcoin. The service provider will create a transaction only when a user
withdraws Bitcoin outside of the service. In this scheme, there is no reason to use a cryptocurrency. It is just same as using fiat money and a bank. The availability for users depends on the server of the service provider. It means that the service provider is a single point failure.

When using an SPV node, as described in 2.1.3, users can verify a transaction is included in the Bitcoin blockchain. However, the SPV process depends on Full Nodes referred by the SPV node. Hence, the availability of the SPV node depends on the availability of Full Nodes the SPV node depends on. The SPV scheme is a scheme for resource-constrained devices. SPV nodes sometimes hold not all block headers of all blocks in the blockchain. SPV nodes hold only some number of block headers of latest blocks. SPV nodes cannot resolve all fork. They can resolve forks only if the forks start from a newer block that includes a block header the SPV node holds.

To verify transactions and blocks independently, and to resolve forks, a user needs to deploy a Full Node. By this scheme, a user can check independently whether a transaction is verified and included in a blockchain or not. To operate as Full Nodes, devices need enough size of storage for holding the whole blockchain.

### 3.2 Issue of Storage

In the existing schemes, if a user wants to know independently whether a transaction is included in a blockchain or not, the user should operate a Full Node. When the user operates an SPV node, the user cannot process verification correctly if a Full Node that the SPV node depends on falsifies block headers and Markle trees. However, a Full Node needs enough storage capacity for storing the whole blockchain. On the other hand, users cannot estimate enough storage capacity due to the nature of the append-only data structure of the blockchain. Hence, the user cannot operate a Full Node on a storage resource-constrained devices.
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To address this issue, two requirements should be satisfied; One is to reduce the required storage size. Generally, the storage of a resource-constrained device is built in and difficult to expand. Therefore, storage resource-constrained devices like smartphones cannot be append storage capacity. Additionally, from append-only characteristics, a blockchain would use up the storage eventually. Hence, to keep the node working, the storage needs to be scalable for holding the entire of the blockchain.

Another requirement is the independent verification transactions and blocks. The existing lightweight scheme SPV nodes rely on Full Nodes. As a result, the availability of an SPV node depends on Full Nodes. Additionally, SPV nodes cannot detect even if a Full Node maliciously sends a fake part of Markle tree. A malicious Full Node can send a fake transaction and a fake part of Markle tree as if the fake transactions is included in a blockchain. To detect fake transactions, a node needs to check independently with the whole blockchain.

3.3 Summary of This Chapter

In this chapter, we pointed out the issues of this thesis. When a user uses Bitcoin, a user can select options; operate a Full Node, operate an SPV node, use a client of a cryptocurrency exchange service. The latter two depend on other nodes. In other words, the user cannot independently verify whether his transaction is processed or not. To verify independently, user should operate a Full Node. However, it is difficult to keep operating a Full Node on a storage resource-constrained device because of the append-only characteristic of the blockchain. Hence, there are requirements for verifying transactions on a storage resource-constrained device; independent verification, and reduction of required storage capacity. In the next section, we propose new scheme for storage resource-constrained devices.
Chapter 4

Proposed Scheme:
KARAKASA

To address the issue described in Chapter 3, we propose a new scheme “KARAKASA" load-sharing required storage capacity for each node by holding the whole blockchain among DHT clustered Bitcoin nodes. As Fig. 4.1 shows, Users who operate storage resource-constrained devices collaborate their devices with each other and forms DHT clusters in a Bitcoin network. Each Bitcoin node in the cluster holds a part of blockchain assigned according to the DHT algorithm. When verifying new transactions and blocks, each node query the required block to the DHT cluster. Therefore, each node in the cluster can verify new transactions and blocks the same as Full Nodes. In this thesis, we discuss our scheme implemented on top of Chord. We call a DHT cluster of this scheme KARAKASA cluster, and call a node in a DHT cluster KARAKASA node.

1The naming was inspired by Karakasa Renban Jo (傘連判状). Karakasa Renban Jo is a round robin scheme at middle ages (Shogun Era) in Japan. People who tried to revolution used this round-robin scheme. By arranging signatures in a ring, it made difficult to estimate who was a leader of the revolution. It was a load-balancing scheme of a responsibility.
4.1 Node Architecture

Bitcoin nodes have two storage; “BlockStorage” stores actual block data, and “ChainState” stores UTXOs. To verify new transactions efficiently, nodes forms “UTXOset” in the node memory. We propose KARAKASA nodes keeps “BlockStorage” among DHT clustered nodes. When a KARAKASA node verifies new transactions, nodes only query to UTXOset. When blocks contradicting with a block in the blockchain are received,
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KARAKASA nodes query a contradicting block to the KARAKASA cluster to resolve the fork. This architecture makes nodes can behave same as Full Nodes in the verification process of transactions and blocks. By distributedly keeping the whole blockchain, the requirement for storage capacity for a node decrease.

Next, we discuss how to map blocks in the blockchain to a Chord overlay network. Fig. 4.2 shows how blocks are mapped onto a Chord ring. To map blocks onto the Chord ring, the ID of each block in the Chord ring is determined by cryptographic hash function. Therefore, as Fig. 4.2 shows, the same KARAKASA node does not always store consecutive blocks. The replication guarantees fault tolerance.

Figure 4.2: Blockchain on a Chord overlay network
It can be considered that a malicious KARAKASA node falsifies response for a block. In KARAKASA scheme, a node in the cluster lookups a block by an ID. The ID is calculated by a cryptographic hash function. Thus, honest nodes can detect rewriting by checking the ID and the hash of the response. When detect rewriting, the KARAKASA node can get the block from other nodes which replicate the block. Therefore, a malicious node needs to rewrite all of the replicas for successful rewrite. Therefore, replication schemes provide better tamper resistance.

4.2 Bootstrapping and Scaling Process of a KARAKASA Cluster

When a node initializes a KARAKASA cluster, the bootstrapping process is like follows; First, create a DHT cluster consists of a single initial node. Second, the block retrieving process is the same as described in Section 2.1.5. In this block retrieving process, the initial node stores verified blocks in local. Since no other nodes have joined to the DHT cluster, storage in the initial node stores the whole blockchain. When another node joins the DHT cluster, the DHT stabilizing process assigns a part of the blockchain to the new node.

In the process that a node joins a DHT cluster, a node behave same as restarting Bitcoin process described in Section 2.1.5. Therefore, a new KARAKASA node needs to lookup all blocks from the KARAKASA cluster. Comparing with a Full Node, there is lookup overheads for building UTXOset. To achieve constant the lookup overheads, the new node needs enough time for the DHT stabilizing process to complete.

To secure a KARAKASA cluster, it needs countermeasure to attacks. A countermeasure to Sybil Attack is most needed. We adopt a scheme to guarantee the security of DHT described while Section 2.2.1 in bootstrapping and scaling process of a KARAKASA cluster. In our scheme, to refuse random hosts, an initial node configures cluster key. The initial node tells the key to other nodes. KARAKASA nodes authorize other nodes by the key
in the join process. Using this scheme, the joining is restricted by whether the key shared or not. Currently, in this thesis, the key sharing depends on the operator’s social network [27]. Introduction of better key share scheme is out of scope of this thesis.

4.3 Summary of This Chapter

In this chapter, we proposed a new scheme “KARAKASA” to operate storage resource-constrained devices as like Full Node. In KARAKASA scheme, storage resource-constrained devices form a DHT cluster. The devices distributedly keep the whole blockchain among the DHT cluster. By DHT scheme, a KARAKASA node can retrieve required data in verification of transactions and blocks. Additionally, the replication scheme of DHT guarantees fault tolerance. In the bootstrapping and the scaling process of KARAKASA cluster, initial node configures a key to refuse that random hosts join. Those security schemes for DHT is available in KARAKASA scheme.
In this Chapter, we describe the point of views on the evaluation of KARAKASA scheme. KARAKASA scheme is a scheme for verifying transactions and blocks processing on a node while reducing required storage capacity for the node. Hence, we compare from two standpoints; First, as a performance evaluation, how much storage capacities are required and how overhead appear. Second, as a security point of view, whether a node can verify transactions and blocks like Full Node or not.

5.1 Storage Capacity

As described in Chapter 3, blockchain size would keep growing because of append-only characteristics of blockchain. Generally, storage of resource-constrained devices are built-in to the devices. Thus, it is typically difficult to keep adding enough storage to storage resource-constrained devices. Thus, a user cannot operate a storage resource constrained-devices as Full Node.

KARAKASA scheme addresses the issue by storage load-balancing among DHT networked nodes. Thus, we evaluate the required amount of storage for a node. Moreover, we also analyze overhead for the distributed store of the whole blockchain in Bitcoin scenario. By reduction of the required
storage capacity for a node, storage resource-constrained devices may store the verification of transactions and blocks on its local storage.

### 5.2 Independent Verification of Transactions and Blocks

Originally, in Bitcoin design, the verification process of transactions and blocks are independent with other nodes. As described in Section 2.1.3, Full Nodes can verify independently with referring the local storage. To process a Bitcoin node on a storage resource-constrained device, SPV node needs to trust Full Nodes that it refers. However, when the Full Node that an SPV node rely on is dishonest, the SPV node verify transactions as correct even though transactions are in-correct. In other words, to reduce the required storage capacity, the SPV nodes does not keep the independent verification of transactions and blocks.

KARAKASA scheme aims to achieve both the reduction of required storage capacity and the independent verification of transactions and blocks. To achieve them, KARAKASA scheme utilizes characteristics of DHT. Thus, whether a KARAKASA node is independent or not depends on whether a DHT networked node is independent or not. Originally, in design scheme of DHT, DHT networked nodes can behave independently from other nodes. Thus, KARAKASA nodes can be considered that KARAKASA nodes can behave independently. The several attacks described in Section 2.2.1 obstruct DHT process so that nodes can not behave independently. Therefore, we considered that the independent verification of KARAKASA nodes is affected by the security of DHT. For example, if the node cannot retrieve a block from a KARAKASA cluster, a KARAKASA node cannot verify transactions and blocks. Thus, We analyze the security of DHT in Bitcoin scenario as the analysis of the independent verification.
5.3 Summary of This Chapter

In this chapter, we described the evaluation plan of KARAKASA scheme. The points are storage capacity for a node and independent verification of transaction and blocks. KARAKASA scheme aims to achieve both of the reduction of required storage capacity and the independent verification of transactions and blocks. To achieve them, KARAKASA scheme utilizes characteristics of DHT. Thus, whether a KARAKASA node is independent or not depends on whether a DHT networked node is independent or not. Therefore, we analyze the security of DHT in Bitcoin scenario as the analysis of the independent verification on KARAKASA nodes. In the next chapter, we analyze the two aspects of KARAKASA scheme.
Chapter 6

Analysis of KARAKASA

In this chapter, we analyze KARAKASA scheme from two aspects described in Chapter 5. Firstly, we analyze KARAKASA scheme in terms of storage capacity, and messaging overhead among KARAKASA nodes for performance analysis. Secondly, we analyze the independent verification of transactions and blocks on a KARAKASA node. For analyzing the independent verification, we discuss the security of DHT in the Bitcoin scenario.

6.1 Performance Analysis

In this section, we analyze the performance of KARAKASA scheme. We analyzed the performance of KARAKASA scheme in the two points of view; storage capacity in a node and messaging overhead among KARAKASA nodes. We estimated common simulation parameters, then simulated KARAKASA scheme by Overlay Weaver [37]. Table 6.1 shows the common simulation parameters. In Bitcoin, the largest block size is 1MB. Thus, we defined $\text{BlockSize}$ as 1MB. $N$ is the number of nodes in the simulated network. $\text{Suc}$ shows the number of successors in a routing table that a node refers. $R$ specify the number of replicas created.
Table 6.1: Simulation Parameters

| Symbol    | Restriction          | Description                                      |
|-----------|----------------------|--------------------------------------------------|
| BlockSize | BlockSize = 1MB      | Size of a Block in bytes                         |
| BlockCount| BlockCount ≥ 1       | Number of Blocks in a Bitcoin blockchain         |
| N         | none                 | Number of Node in a cluster                      |
| Suc       | N − 1 ≥ Suc          | Number of Successors a node has                  |
| R         | (Suc ≥ R)            | Number of replicas                               |

6.1.1 Storage Capacity

In this section, we estimated storage capacity for a KARAKASA node. We verify the estimation by simulation. In the simulation, we adopt the parameter in the Bitcoin network.

Estimation

We estimated the required storage capacity in a KARAKASA node. When a Full Node store the whole blockchain, the storage capacity of the Full Node is

\[
StorageCapacity_{\text{FullNode}} \approx BlockCount \cdot BlockSize
\] (6.1)

In our proposal, each KARAKASA nodes keeps a part of the blockchain. As we described in Chapter 4, the ID of a block is the result of a cryptographic hash function. The results of a cryptographic hash function consist of a uniform distribution. Therefore, in KARAKASA scheme, a number of blocks...
that a node holds also consist of uniform distribution. Without considering replication, the storage capacity of a KARAKASA node is as follows:

\[
\text{StorageCapacity}_{\text{KARAKASANode}} \approx \frac{\text{BlockCount} \cdot \text{BlockSize}}{N} \quad (6.2)
\]

With KARAKASA scheme, replication is required for fault tolerance. For the evaluation for replication, we simulated replication scheme described in Section 2.2. Storage capacity depends on numbers of replicas created. The storage capacity of the KARAKASA node can be calculated as follows;

\[
\text{StorageCapacity}_{\text{KARAKASANodeWithReplication}} \approx \frac{\text{BlockCount} \cdot \text{BlockSize}}{N} + \frac{\text{BlockCount} \cdot \text{BlockSize}}{N} \cdot R
\]

\[
= \frac{\text{BlockCount} \cdot \text{BlockSize}}{N} \cdot (R + 1) \quad (6.3)
\]

A formula of estimating storage amount is just a simple linear equation to the number of nodes \((N)\). When KARAKASA nodes replicate all blocks, storage amount is the same as Full Nodes. This situation means every KARAKASA node keeps the whole blockchain.

**Experiment**

To verify our estimation, we selected simulation parameters from the current Bitcoin network. In March 2018, the number of nodes in the Bitcoin network is about 11500 [38], and highest block number is about 512000 [39]. Thus, We simulated the storage capacity when storing 512000 blocks \((\text{BlockCount})\) with active number of nodes in 500 nodes to 1000 nodes in 100 intervals \((N)\). Fig. 6.1 shows the simulation result. As expected in Formula 6.2, more nodes in the KARAKASA cluster, fewer blocks are stored in one node. Therefore, more nodes in the KARAKASA cluster, the smaller storage capacity required.
Figure 6.1: Node Number vs storage Capacity: This figure shows simulation result closed to estimated values.

Then, we simulated the storage capacity with replication. We set the number of nodes in a KARAKASA cluster ($N$) to 1000, and the number of blocks ($BlockCount$) to 50000. Fig. 6.2 shows the simulation result of the relationship between replication node number and storage capacity. It shows that the more replication nodes are, the more storage capacity is needed. It is nearby with our estimation (Formula [6.3]).
6.1.2 Messaging Overhead

We analyzed messaging overhead for querying the DHT in Bitcoin scenario.

Estimation

In our proposal, each of the KARAKASA nodes hold a part of “BlockStorage.” On the other hand, the UTXOset is not distributed. Hence, when nodes verify a new block or new transactions, nodes do not query the KARAKASA cluster. When nodes resolve a fork of the blockchain, nodes query the starting block of the fork. Thus, if using Chord, the number of
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messages as overhead is as follows:

\[ \text{OverheadForReadingABlock} \approx O(\log N) \quad (6.4) \]

When a node builds UTXOset from the whole blockchain, the node needs to read all blocks in a blockchain. This process happens in joining process to KARAKASA cluster. Then, the number of the message to build UTXOset is as follows:

\[ \text{OverheadforbuildingUTXOset} \approx \text{BlockCount} \times O(\log N) \quad (6.5) \]

This formula is a linear equation to BlockCount. Hence, as blockchain grows, the cost will be higher. There is a need to consider the messaging overhead.

**Experiment**

We simulated reading all blocks when the number of nodes (N) is 1000 and the number of blocks (BlockCount) in 1000 to 5000 in 1000 interval. Fig. 6.3 shows the results for each BlockCount simulated ten times each. It shows that message overhead looks like a linear equation to BlockCount, same as our estimation (Formula 6.5).

### 6.2 Analysis of Independent Verification of Transactions and Blocks

To achieve the independent verification of transactions and Blocks, nodes need to access historical transactions and blocks correctly. KARAKASA scheme utilizes DHT scheme to distribute data among nodes. Thus, the independent verification is affected by the security of storage based on DHT.

As described in Section 2.2.1, main attacks for DHT are Sybil Attack, Eclipse Attack, Routing and Storage Attacks. The KARAKASA scheme utilizes social network countermeasures for Sybil Attack as described in Section 4.2. Like that, some countermeasures described in section 2.2.1 for
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eclipse attacks are available. In this section, we discuss the KARAKASA scheme on Chord. Chord has some stabilizing process for churns [40].

In the Bitcoin context, the main concern is the transaction rewriting attack by utilizing Routing and Storage Attacks. We describe how to manage the transaction rewriting attack in a KARAKASA scheme and effects.

6.2.1 Transaction Rewriting Attack

One of the attacks is rewriting a particular transaction in a block. Thus, when an attacker rewrites transactions, a hash value of the block that includes the transactions would change. A hash value of the block determines the ID of a block on KARAKASA cluster. Therefore, by checking hash values of
response and the ID used for retrieving, a KARAKASA node can detect whether the response is faked or not. Hence, just rewriting a transaction does not work effectively. Additionally, if rewriting is detected, a node that lookup a block can get replications. Even if some of the replicas are also faked, nodes can take the correct replica so that the ID used for retrieving is same as the hash value of replica.

To succeed the rewriting attack, an attacker needs to access all KARAKASA nodes that keep a block including a target transaction. The KARAKASA nodes keep a part of the whole blockchain. Thus, the attacker needs to search a block include the target transaction first. Moreover, the attacker needs to search a node keeping the block. Those requirements are overheads of the attack comparing to attacking a single Full Node. As described in the previous paragraph, the attacker needs to rewrite all replications. Hence, the attacker also needs to lookup nodes that replicate the block.

By the hash chain structure of blockchain, If a block in a blockchain is rewritten, the following block also changes. Therefore, an attack does not succeed only by rewriting a block including a target transaction. The attacker needs to rewrite all blocks stacked on the rewritten block. The generalized situation is following; An attacker wants to rewrite a transaction. \( N \) blocks are stacked on the block that includes the target transaction. A KARAKASA cluster creates \( \text{Replica} \) number of replicas. Due to this design, the attacker needs to rewrite \( \text{Replica} \cdot N \) blocks. It means that more blocks are stacked on a block, an attacker needs to rewrite more data. In other words, the security parameter is count of the replica times count of stacked blocks. As described in Section 6.1.1, more replication needs more storage capacity. Thus, there is a trade-off between storage capacity and security.

### 6.2.2 Effect of Transaction Rewriting Attack

Even if an attacker succeeded in a transaction rewriting attack, it means just that some nodes in the Bitcoin network accept rewritten blocks. In the
proposed scheme, a KARAKASA cluster is a part of the Bitcoin network. Hence, even if an attack to a KARAKASA cluster is a success, the rewritten transaction is not accepted by other nodes. To be accepted to other nodes in the Bitcoin network, the block that includes the rewritten transaction needs to be accepted. In other words, it needs that all nodes take the block as a correct block. It requires spending computation power because of Proof-of-Work consensus scheme. Hence, just rewriting a transaction is not enough as an attack.

On the other hand, in the double-spending attack, the rewriting attack has some effects. The author of this thesis showed in the previous work that the model of the double-spending attack and its incentive model [41]. In the process of the double-spending attack, the attacker needs that a victim cannot detect a payment that is contradicting to payment to the victim. The propagation delay of transactions and blocks and the storage rewriting attack create this situation. If rewriting storage of the victim’s node, the victim verifies a transaction correctly even though other nodes fail to verify. By communicating with other nodes and the fork resolving scheme, the victim would notice that verification is wrong. In this thesis, the incentive model of double-spending attack is out of scope. However, that analysis on KARAKASA scheme is necessary.

6.2.3 Conclusion of Analysis of Independent Verification

By utilizing characteristics and security advantage of DHT with replication, the transaction rewriting attack does not work. Thus, storage based on DHT can be considered as secure even though distributedly store the whole blockchain. In other words, a KARAKASA node does not need to trust other nodes in the same KARAKASA cluster. Additionally, the KARAKASA node also does not need to trust nodes outside the KARAKASA cluster. The KARAKASA node can verify new transactions
and blocks with referring the whole blockchain in the KARAKASA cluster. Hence, we conclude KARAKASA nodes keep the independent verification of transactions and Blocks.

6.3 Summary of This Chapter

In this chapter, we analyzed two aspects of KARAKASA scheme; performance and the independent verification. As a performance analysis, we estimate and simulate KARAKASA scheme. As a result, a required storage capacity for a KARAKASA node is reduced compared with Full Node. On the other hand, messaging overhead is like a linear equation to count of blocks in a blockchain. As an analysis of the independent verification, we discussed the security of DHT in Bitcoin scenario. Especially, we concluded that a transaction rewriting attack does not work on KARAKASA cluster. As a result, KARAKASA scheme satisfies to reduce required storage capacity for a node and to keep the independent verification of transactions and blocks.
Chapter 7

Discussion

In this chapter, we evaluate the KARAKASA scheme by compare with Full Nodes, and SPV nodes. KARAKASA scheme is a scheme for verification of transactions and blocks processing on the local of a node for reducing a required storage amount for one node. Hence, we compare from two standpoints; First, how much storage capacities needed. Second, whether a node of each scheme can verify transactions and blocks independently or not. Table 7.1 shows the summary of the characteristics of each scheme.

| Node Type       | Storage Capacity                              | Verification of TXs and Blocks                                      |
|-----------------|-----------------------------------------------|-------------------------------------------------------------------|
| Full Node       | · Full Blockchain                             | · Independently & locally                                         |
| KARAKASA Node   | · A part of Blockchain                        | · Independently on new TXs                                       |
|                 | · Scalable with scaling node number in the cluster | · Resolving Fork depends on Replication count in a KARAKASA cluster |
| SPV Node        | · Blockheaders                                | · Depends on a Full Node                                         |
7.1 Comparison with Existing Schemes

In this section, we compare KARAKASA node, Full Node, and SPV node. With referring analysis in Chapter 6, we point out some advantages of KARAKASA scheme.

7.1.1 Storage Capacity

We describe the estimation of the required storage capacity for Full Node, SPV and KARAKASA. In Section 6.1.1, the storage capacity required for Full Node and KARAKASA node was shown. In this section, we also describe and compare with the storage capacity of an SPV node.

| Symbol    | Unit  | Description                  | Constant or Variable |
|-----------|-------|------------------------------|----------------------|
| BlockSize | MB    | Data size of a Block         | 1 MB Maximum         |
| Block_header | Bytes  | Data size of a Blockheader   | 80 Bytes             |
| Block_content | MB     | Data size of TXs in a block  | Variable             |
| BlockCount | Block | Block count in a blockchain | Variable             |

Parameters for estimating storage is shown in Table 7.2. In Bitcoin, the largest block size is 1MB. In Block data structure, Blockheader occupies 80 bytes. The size of list of transactions included in a block is described as Block_content. Block count in the blockchain is BlockCount. The size of
blockchain $BlockchainSize$ is shown as follows;

$$\begin{align*}
    Block &= Block_{header} + Block_{content} \\
    BlockchainSize &= BlockCount \cdot BlockSize
\end{align*} \tag{7.1}$$

As described in 2.1.3, an SPV node hold block headers. Therefore, the storage capacity for an SPV node $BlockchainSize_{SPV}$ is like follows;

$$BlockchainSize_{SPV} = BlockCount \cdot Block_{header} \tag{7.3}$$

KARAKASA node distributedly store the whole blockchain. As a result, when operators want to deploy $N$ nodes, the required storage capacity is only $Blockchain$. In the case of Full Nodes, the capacity is as follows;

$$BlockchainSize \cdot N \tag{7.4}$$

In the case of SPV nodes, the capacity is as follows;

$$BlockchainSize_{SPV} \cdot N \tag{7.5}$$

Therefore, KARAKASA scheme required storage capacity lower than Full Nodes. Additionally, storage based on DHT is scalable. Thus, the KARAKASA scheme has an advantage that the required storage capacity does not become larger even with nodes scaling. Theoretically, the total storage capacity for KARAKASA is lower than SPV nodes when $N$ is over $1\text{MB}/80\text{Bytes} = 13421772$. However, DHTs have not been verified to work on those number of nodes.

### 7.1.2 Independent Verification of Transactions and Blocks

In this section, we discuss the independent verification of transactions and Blocks on each scheme. Full Nodes are independent because Full Nodes can process verification by referring to the whole blockchain in the local
storage. Therefore, Full Nodes do not need to trust other nodes. On the other hand, an SPV node depends on Full Nodes. Thus, an SPV node cannot independently verify transactions and blocks.

With the proposed scheme, a KARAKASA node can verify a new transaction using UTXOset in the local possession. In historical transaction and block verification, the node query the required information to KARAKASA cluster. The query happens when a KARAKASA node tries to resolve a fork. KARAKASA scheme adopts DHT to KVS of BlockStorage in a Bitcoin node. When a KARAKASA node query to the DHT cluster is the same as a Full Node queries to the local storage. Therefore, verification processes of transaction and block are also same. In other words, a KARAKASA node does not need to trust other nodes outside of the KARAKASA cluster.

As described in Section 6.2.1, if a node in a KARAKASA cluster rewrites a transaction, other nodes can detect whether the transaction is rewritten or not. Additionally, other nodes can get the transaction that has not been modified from other nodes that keep replicas. Therefore, by adopting schemes securing DHT cluster, there are no need to establish trusts in the DHT cluster. The trust problem of KARAKASA scheme is the same as the trust of storage of a Full Node. It means that the Full Node needs to trust the local storage. If an attacker rewrites the local storage of a Full Node, the Full Node can detect the rewriting as same as described in Section 6.2.1.

To secure DHT, it needs replications. On the other hand, it can also be considered that Full Nodes are replicating the whole blockchain for security. Thus, the replication in a KARAKASA cluster is the same as Full Node. Replication in KARAKASA scheme is achieved by the storage layer. On the other hand, Full Nodes replicates the whole node. In Section 6.1.1, we described that KARAKASA scheme has a trade-off between replication and storage capacity. Therefore, there is a trade-off between security and storage capacity. By adopting the proposed scheme, operators can balance security and storage capacity on storage resource-constrained devices.
7.2 Summary of This Chapter

In this chapter, we compared KARAKASA node, Full Node, and SPV node. We compared from two points of view described in Chapter 5. As the result of comparison of storage capacity, a KARAKASA node requires less storage capacity than a Full Node. Compare with an SPV node, when a KARAKASA cluster consists of over 13421772 nodes, required storage capacity for a KARAKASA node is smaller than an SPV node. From the viewpoint of the independent verification, KARAKASA node can independently verify transactions and blocks. The independent verification is achieved by utilizing characteristics and security schemes of DHT. Then, we conclude that KARAKASA node achieved the requirement described in Chapter 3. In the next chapter, we introduce some related works of KARAKASA.
Chapter 8

Related Works

In this chapter, we introduce some related works of KARAKASA. There are some works evaluate blockchain systems \[42, 43, 44\]. Applying those scheme, we plan to evaluate the effect of the difference of DHT algorithms. We also need to find suitable DHT algorithm for KARAKASA scheme.

8.1 Adopting DHT to Bitcoin and Blockchain

There are several proposals applying DHT for blockchain. Kaneko et al. proposed a DHT clustering scheme for load balancing considering blockchain data size \[45\]. In their scheme, Bitcoin nodes are classified into two types; Mining nodes and data nodes. Data nodes verify transactions and blocks while holding the whole blockchain among a DHT cluster. Mining nodes work on mining with collecting transactions that are verified by data nodes. Data nodes are connected with each other by a DHT structured network. Data nodes are connected also by an unstructured network of Bitcoin. Since the verification of transactions is processed only by DHT networked data nodes, the propagation of transaction is processed rapidly according to the DHT network configuration. Comparing with KARAKASA scheme, in their
scheme, the verification works are processed on a part of Bitcoin nodes. All KARAKASA nodes can verify all transactions and blocks by retrieving required data from the KARAKASA cluster. The independent verification is an advantage of KARAKASA scheme.

Frey et al. proposed that reducing storage capacity of an SVP node by mapping UTXOset in a DHT cluster [46]. Their proposal makes SVP nodes to verify transactions locally. They sharded UTXOset on DHT. Additionally, they embedded a hash of the hash list of blocks and a hash of shard onto a block data. With their scheme, each node is able to verify whether others rewrite the assigned part of UTXOset or not. KARAKASA scheme shards BlockStorage, not UTXOset. Their proposal focused on the reduction of storage capacity of SPV nodes. Thus, same as existing SPV node, their proposed SPV nodes need to rely on Full Nodes. In KARAKASA scheme, KARAKASA nodes does not need to rely on other nodes. Therefore, KARAKASA nodes keeps the independent verification even though keeping a whole blockchain distributedly.

Benshoof et al. proposed Distributed Decentralized Domain Name Service (DDDNS) [47]. Their work is based on [48, 49, 50] that implements DNS on DHT. They applied a blockchain to DNS to authentication of record of domain name ownership. In their work, they suggested using the DHT overlay as the blockchain network overlay.

8.2 Light Weight Nodes and Sharding

Dorri et al. applied Blockchain technology to Internet-of-Things (IoT) [51, 52, 53]. They proposed Lightweight Scalable Blockchain (LSB) [54]. LSB is optimized for smart home architecture. In the smart home, resources of smart devices are limited on bandwidth and latency. The authors made a centralized manager to manage all incoming and outgoing request from resource-constrained devices. On the other hand, this thesis focuses on the reduction of storage capacity. It is possible to apply our scheme
to smart devices to make local blockchain node in the smart home. Then, we can guarantee the integrity of data from smart devices and a centralized manager in the home while achieving better availability.

OmniLedger is one of the implementations of blockchains \[55, 56, 57\]. OmniLedger is scalable on the process on Full Node by sharding. The verification process of the transaction is sharded among some nodes. Ethereum is also planned to apply sharding \[58, 59\]. In KARAKASA scheme, the verification process is executable by every node in the cluster. To make Bitcoin scalable, sharding verification process is also essential. As one of our future work, we would optimize the process as well as storage capacity.

### 8.3 DHT Applications and Evaluations

Katari et al. evaluated and compared some replication schemes \[60\]. They classified replication schemes into three patterns. Firstly, “Neighbor Replication” that replicate a data to a neighbor of the node assigned. Secondly, “Path Replication” replicate a data to a node on routing path look up. Thirdly, “Multi Publication Key Replication” that the data is assigned some IDs and is stored in some node that each ID assigned. Each scheme has different features. Landsiedel et al. evaluated fault tolerance of DHTs that replicated some scheme in churn condition \[61\]. They described that more replication in the cluster, more strong fault tolerance. We evaluated KARAKASA scheme by simulation by referring current parameter of the Bitcoin network. We need to evaluate churn tolerance of KARAKASA scheme along the Bitcoin scenario.

DHTs provide efficient lookup of key-values in distributed nodes. There are several works evaluate DHTs \[62, 63\]. Storage based on DHT is structured on the overlay network. Hence, when nodes lookup a value, nodes communicate with each other to find the value. In this situation, latency and message loss may be significant. It is affected by real network topology, how a device connecting to the network and so on. We need to apply those
works to Bitcoin scenarios. For example, we should consider how latency is forgiven for resource-constrained devices Bitcoin client.

8.4 Summary of This Chapter

In this chapter, we introduced related works of KARAKASA. The proposed scheme adoption DHT to Bitcoin and blockchain is that lightweight nodes rely on Full Node while load-balancing storage capacity. The advantage of KARAKASA is that nodes can behave independently. Other lightweight node proposals focus on sharding verification process of transactions and blocks as well as storage capacity. We can consider a combination of KARAKASA and those schemes for scale-up of Bitcoin performance. In adopting DHT to applications, there are several studies about replication and performance evaluation of DHT. We should consider the more practical evaluation of KARAKASA by adopting those studies. In the next chapter, we conclude this thesis and point out some future works of KARAKASA.
Chapter 9

Conclusion

In this chapter, we conclude the thesis. We describe summery of the proposed scheme KARAKASA, and contriibution of the scheme. Finally, we point out some future works for KARAKASA scheme.

9.1 Summery of the Proposed Scheme

This thesis proposed KARAKASA scheme that is a storage load balancing scheme among DHT clustered nodes. To independently verify transactions and blocks, existing schemes need to hold the whole blockchain. Otherwise, a node needs to rely on a Full Node. KARAKASA scheme made a node available to verify transactions and blocks independently with reducing the required storage capacity. The simulation of the KARAKASA scheme showed the size assigned a KARAKASA node was reduced. Security analysis showed that a node could detect rewriting assigned transactions in a malicious node in the KARAKASA cluster. Additionally, replication can guarantee the availability of a block. Therefore, KARAKASA nodes also keep independent verification of transaction and blocks.
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9.2 Contribution

By KARAKASA scheme, an operator of a storage resource-constrained node can verify a Bitcoin transaction is processed correctly or not. Nowadays, the cryptocurrency exchange service provides a Full Node as a trustable endpoint. However, the benefit of Bitcoin is that a node that a user uses as an endpoint can independently verify transactions and blocks. The scheme of cryptocurrency exchange services requires users to trust their service. Therefore, the scheme of cryptocurrency exchange services is contradicting to Bitcoin idea. Ideally, all nodes in the Bitcoin network should be Full Nodes. However, the blockchain scheme has append-only characteristics. Therefore, estimating enough storage capacity is impossible. The KARAKASA nodes can verify transactions and blocks independently. Hence, users can operate a KARAKASA node as an endpoint even though a storage resource-constrained devices.

9.3 Future Works

At the end of this thesis, we point out some future works of KARAKASA scheme. In this decade, Bitcoin scaling problem has been on discussions. With resolving future works, KARAKASA scheme would be one of the solutions.

9.3.1 Messaging Overheads

In Section 6.1.2, we pointed out the messaging overhead of building UTXOset would be linear to BlockCount. When the BlockCount becomes too large, the overhead would be large. From append-only characteristics of the blockchain, it is inevitable. Hence, KARAKASA scheme, just only distributed store based on DHT, is not complete. As a future work, we should consider the messaging overhead. The key element of the future work is the routing table and efficiency of DHT. We should discuss which DHT
architecture is suitable for KARAKASA scheme with Bitcoin scenarios.

9.3.2 Relationship between Security and Replication

In Section 6.2, we pointed out enough replication would be essential to make KARAKASA secure. How replication is enough for DHT is discussed [64, 65]. We consider that we can determine the security parameter from how fault tolerance is required. The security of Bitcoin node is on the discussions [66]. We should consult those works to discuss the security of KARAKASA.

9.3.3 Bitcoin Ecosystem with KARAKASA

In association with a security discussion of cryptocurrency exchange services, we should discuss where should set trust endpoint on Bitcoin. The endpoint needs to hold the whole blockchain. Adopting KARAKASA scheme, storage resource-constrained devices can be endpoints. The level of trust on endpoints is important. For example, we should discuss where to place the endpoint; at each user’s devices, or each home, at each area. Nowadays, users should choose a Full Node, an SPV node, a client of cryptocurrency exchange services. The latter two depend on a trusted third party. A KARAKASA node is one of the new other options. The storage capacity required for the KARAKASA node was reduced. However, it is still larger than an SPV node. In another aspect, KARAKASA node is independently same as Full Nodes. There is no trust anchor to other nodes with enough replications. Comparing with SPV nodes, the independent verification is an advantage. A Bitcoin ecosystem design with those node types is one of future works.
References

[1] Satoshi Nakamoto. Bitcoin: A peer-to-peer electronic cash system. 2008.

[2] Bitcoin.org. Simplified payment verification (spv), 2018. Available at https://bitcoin.org/en/developer-guide#simplified-payment-verification-spv [Accessed 2019.01.11].

[3] Ion Stoica, Robert Morris, David Karger, M. Frans Kaashoek, and Hari Balakrishnan. Chord: A scalable peer-to-peer lookup service for internet applications. SIGCOMM Comput. Commun. Rev., 31(4):149–160, August 2001.

[4] Guido Urdaneta, Guillaume Pierre, and Maarten Van Steen. A survey of dht security techniques. ACM Comput. Surv., 43(2):8:1–8:49, February 2011.

[5] Bitcoin.org. Bitcoin wiki - transaction, 2018. Available at https://en.bitcoin.it/wiki/Transaction [Accessed 2019.01.11].

[6] Bitcoin.org. Bitcoin core, 2018. Available at https://github.com/bitcoin/bitcoin [Accessed 2019.01.11].

[7] Apostolaki Maria, Zohar Aviv, and Vanbever Laurent. Hijacking bitcoin: Routing attacks on cryptocurrencies. In IEEE Symposium on Security and Privacy (SP) 2017, SAN JOSE, CA, 2017. IEEE, IEEE.
[8] Christian Decker and Roger Wattenhofer. Information propagation in the Bitcoin network. In *IEEE P2P 2013 Proceedings*, pages 1–10, Trento, Italy, Sep 2013. IEEE.

[9] Maria Apostolaki, Gian Marti, Jan Müller, and Laurent Vanbever. SABRE: Protecting Bitcoin against Routing Attacks. Aug 2018.

[10] Bitcoin.org. Satoshi client node discovery - bitcoin wiki, 2018. Available at [https://en.bitcoin.it/wiki/Satoshi_Client_Node_Discovery](https://en.bitcoin.it/wiki/Satoshi_Client_Node_Discovery) [Accessed 2019.01.11].

[11] Bitcoin.org. Network - bootstrapping - bitcoin wiki, 2018. Available at [https://en.bitcoin.it/wiki/Network#Bootstrapping](https://en.bitcoin.it/wiki/Network#Bootstrapping) [Accessed 2019.01.11].

[12] Gavin Wood. Ethereum: A secure decentralised generalised transaction ledger. *Ethereum project yellow paper*, 151:1–32, 2014.

[13] Hirotaka Nakajima Masashi Sato, Masaki Shimaoka. General security considerations for crypto assets custodians. IETF Network Working Group Internet-Draft, 2018. Available at [https://datatracker.ietf.org/doc/draft-vcgtf-crypto-assets-security-considerations](https://datatracker.ietf.org/doc/draft-vcgtf-crypto-assets-security-considerations) [Accessed 2019.01.11].

[14] BBC. Coincheck: World’s biggest ever digital currency ‘theft’, 2018. Available at [https://www.bbc.com/news/world-asia-42845505](https://www.bbc.com/news/world-asia-42845505) [Accessed 2019.01.11].

[15] Catalin Cimpanu. Zaif cryptocurrency exchange loses $60 million in recent hack, 2018. Available at [https://www.zdnet.com/article/zaif-cryptocurrency-exchange-loses-60-million-in-july-hack](https://www.zdnet.com/article/zaif-cryptocurrency-exchange-loses-60-million-in-july-hack) [Accessed 2019.01.11].

[16] David Karger, Eric Lehman, Tom Leighton, Rina Panigrahy, Matthew Levine, and Daniel Lewin. Consistent hashing and random trees. In
REFERENCES

*Proceedings of the twenty-ninth annual ACM symposium on Theory of computing - STOC ’97*, pages 654–663, New York, New York, USA, 1997. ACM Press.

[17] Dabek Frank, Brunskill Emma, Kaashoek M. Frans, Karger David, Morris Robert, Stoica Ion, and Balakrishnan Hari. Building peer-to-peer systems with chord, a distributed lookup service. In *Proceedings Eighth Workshop on Hot Topics in Operating Systems*, pages 81–86, Elmau, Germany, 2001. IEEE Comput. Soc.

[18] Frank Dabek, M. Frans Kaashoek, David Karger, Robert Morris, Ion Stoica, Frank Dabek, M. Frans Kaashoek, David Karger, Robert Morris, and Ion Stoica. Wide-area cooperative storage with CFS. In *Proceedings of the eighteenth ACM symposium on Operating systems principles - SOSP ’01*, volume 35, page 202, New York, New York, USA, 2001. ACM Press.

[19] Sylvia Ratnasamy, Paul Francis, Mark Handley, Richard Karp, and Scott Schenker. A scalable content-addressable network. In *Proceedings of the 2001 conference on Applications, technologies, architectures, and protocols for computer communications - SIGCOMM ’01*, volume 31, pages 161–172, New York, New York, USA, 2001. ACM Press.

[20] Antony Rowstron and Peter Druschel. Pastry: Scalable, Decentralized Object Location, and Routing for Large-Scale Peer-to-Peer Systems. pages 329–350, Nov 2001.

[21] Petar Maymounkov and David Mazières. Kademlia: A Peer-to-Peer Information System Based on the XOR Metric. pages 53–65, 2002.

[22] Miguel Castro, Peter Druschel, Ayalvadi Ganesh, Antony Rowstron, and Dan S. Wallach. Secure routing for structured peer-to-peer overlay networks. In *Proceedings of the 5th Symposium on Operating Systems Design and implementationCopyright Restrictions Prevent ACM from
REFERENCES

Being Able to Make the PDFs for This Conference Available for Downloading, OSDI ’02, pages 299–314, Berkeley, CA, USA, 2002. USENIX Association.

[23] Jochen Dinger and Hannes Hartenstein. Defending the sybil attack in p2p networks: Taxonomy, challenges, and a proposal for self-registration. In Proceedings of the First International Conference on Availability, Reliability and Security, ARES ’06, pages 756–763, Washington, DC, USA, 2006. IEEE Computer Society.

[24] Honghao Wang, Yingwu Zhu, and Yiming Hu. An efficient and secure peer-to-peer overlay network. In Proceedings of the The IEEE Conference on Local Computer Networks 30th Anniversary, LCN ’05, pages 764–771, Washington, DC, USA, 2005. IEEE Computer Society.

[25] Rida A. Bazzi and Goran Konjevod. On the establishment of distinct identities in overlay networks. In Proceedings of the Twenty-fourth Annual ACM Symposium on Principles of Distributed Computing, PODC ’05, pages 312–320, New York, NY, USA, 2005. ACM.

[26] Rida A. Bazzi, Young-ri Choi, and Mohamed G. Gouda. Hop chains: Secure routing and the establishment of distinct identities. In Proceedings of the 10th International Conference on Principles of Distributed Systems, OPODIS’06, pages 365–379, Berlin, Heidelberg, 2006. Springer-Verlag.

[27] George Danezis, Chris Lesniewski-Laas, M. Frans Kaashoek, and Ross Anderson. Sybil-resistant dht routing. In Proceedings of the 10th European Conference on Research in Computer Security, ESORICS’05, pages 305–318, Berlin, Heidelberg, 2005. Springer-Verlag.

[28] Nikita Borisov. Computational puzzles as sybil defenses. In Proceedings of the Sixth IEEE International Conference on Peer-to-Peer Computing, P2P ’06, pages 171–176, Washington, DC, USA, 2006. IEEE Computer Society.
[29] Rowaihy Hosam, Enck William, McDaniel Patrick, and La Porta Thomas. Limiting sybil attacks in structured p2p networks. In *IEEE INFOCOM 2007 - 26th IEEE International Conference on Computer Communications*, pages 2596–2600, May 2007.

[30] N. Boris Margolin and Brian N. Levine. Informant: Detecting sybils using incentives. In *Proceedings of the 11th International Conference on Financial Cryptography and 1st International Conference on Usable Security, FC’07/U SEC’07*, pages 192–207, Berlin, Heidelberg, 2007. Springer-Verlag.

[31] Kirsten Hildrum and John Kubiatowicz. Asymptotically efficient approaches to fault-tolerance in peer-to-peer networks. In *International Symposium on Distributed Computing*, pages 321–336. Springer, 2003.

[32] Amos Fiat, Jared Saia, and Maxwell Young. Making chord robust to byzantine attacks. In *Proceedings of the 13th Annual European Conference on Algorithms, ESA’05*, pages 803–814, Berlin, Heidelberg, 2005. Springer-Verlag.

[33] Moni Naor and Udi Wieder. A simple fault tolerant distributed hash table. In *International Workshop on Peer-to-Peer Systems*, pages 88–97. Springer, 2003.

[34] Cyrus Harvesf and Douglas M. Blough. The effect of replica placement on routing robustness in distributed hash tables. In *Proceedings of the Sixth IEEE International Conference on Peer-to-Peer Computing, P 2P ’06*, pages 57–6, Washington, DC, USA, 2006. IEEE Computer Society.

[35] Amos Fiat and Jared Saia. Censorship resistant peer-to-peer content addressable networks. In *Proceedings of the Thirteenth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA ’02*, pages 94–103, Philadelphia, PA, USA, 2002. Society for Industrial and Applied Mathematics.
[36] Baruch Awerbuch and Christian Scheideler. Towards a scalable and robust dht. In Proceedings of the Eighteenth Annual ACM Symposium on Parallelism in Algorithms and Architectures, SPAA ’06, pages 318–327, New York, NY, USA, 2006. ACM.

[37] Kazuyuki Shudo, Yoshio Tanaka, and Satoshi Sekiguchi. Overlay Weaver: An overlay construction toolkit. Computer Communications, 31(2):402–412, Feb 2008.

[38] Coin Dance. Bitcoin nodes summary, 2018. Available at https://coin.dance/nodes/all [Accessed 2019.01.11].

[39] Coin Dance. Bitcoin block details, 2018. Available at https://coin.dance/blocks [Accessed 2019.01.11].

[40] Supriya Krishnamurthy, Sameh El-Ansary, Erik Aurell, and Seif Haridi. A statistical theory of chord under churn. In International Workshop on Peer-to-Peer Systems, pages 93–103. Springer, 2005.

[41] Ryosuke Abe, Keita Nakamura, Kentaro Teramoto, and Misato Takahashi. Attack incentive and security of exchanging tokens on proof-of-work blockchain. In Proceedings of the Asian Internet Engineering Conference, AINTEC ’18, pages 32–37, New York, NY, USA, 2018. ACM.

[42] Adem Efe Gencer, Soumya Basu, Ittay Eyal, Robbert van Renesse, and Emin Gün Sirer. Decentralization in Bitcoin and Ethereum Networks. Jan 2018.

[43] Arthur Gervais, Ghassan O. Karame, Karl Wüst, Vasileios Glykantzis, Hubert Ritzdorf, and Srdjan Capkun. On the Security and Performance of Proof of Work Blockchains. In Proceedings of the 2016 ACM SIGSAC Conference on Computer and Communications Security - CCS’16, Vienna, Austria, 2016. ACM.
REFERENCES

[44] Massimo Bartoletti, Stefano Lande, Livio Pompianu, and Andrea Bracciali. A general framework for blockchain analytics. In Proceedings of the 1st Workshop on Scalable and Resilient Infrastructures for Distributed Ledgers - SERIAL '17, pages 1–6, New York, New York, USA, 2017. ACM Press.

[45] Yudai Kaneko and Takuya Asaka. Dht clustering for load balancing considering blockchain data size. In 2018 Sixth International Symposium on Computing and Networking Workshops (CANDARW), pages 71–74, Nov 2018.

[46] Davide Frey, Marc X. Makkes, Pierre-Louis Roman, François Taïani, and Spyros Voulgaris. Bringing secure Bitcoin transactions to your smartphone. In Proceedings of the 15th International Workshop on Adaptive and Reflective Middleware - ARM 2016, pages 1–6, New York, New York, USA, 2016. ACM Press.

[47] Brendan Benshoof, Andrew Rosen, Anu G. Bourgeois, and Robert W. Harrison. Distributed Decentralized Domain Name Service. In 2016 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW), pages 1279–1287. IEEE, May 2016.

[48] Russ Cox, Athicha Muthitacharoen, and Robert T. Morris. Serving DNS Using a Peer-to-Peer Lookup Service. pages 155–165, 2002.

[49] Pappas Vasileios, Massey Daniel, Terzis Andreas, and Zhang Lixia. A Comparative Study of the DNS Design with DHT-Based Alternatives. In Proceedings IEEE INFOCOM 2006. 25TH IEEE International Conference on Computer Communications, pages 1–13, Barcelona Spain, 2006. IEEE.

[50] Venugopalan Ramasubramanian, Emin Gün Sirer, Venugopalan Ramasubramanian, and Emin Gün Sirer. The design and implementation of a next generation name service for the internet.
REFERENCES

In Proceedings of the 2004 conference on Applications, technologies, architectures, and protocols for computer communications - SIGCOMM '04, volume 34, page 331, New York, New York, USA, 2004. ACM Press.

[51] Ali Dorri, Marco Steger, Salil S. Kanhere, and Raja Jurdak. BlockChain: A Distributed Solution to Automotive Security and Privacy. IEEE Communications Magazine, 55(12):119–125, Dec 2017.

[52] Ali Dorri, Salil S. Kanhere, Raja Jurdak, and Praveen Gauravaram. Blockchain for IoT security and privacy: The case study of a smart home. In 2017 IEEE International Conference on Pervasive Computing and Communications Workshops (PerCom Workshops), pages 618–623. IEEE, Mar 2017.

[53] Ali Dorri, Salil S Kanhere, and Raja Jurdak. Towards an optimized blockchain for iot. In Proceedings of the Second International Conference on Internet-of-Things Design and Implementation, pages 173–178, Pittsburgh, PA, USA, 2017. ACM, ACM.

[54] Ali Dorri, Salil S. Kanhere, Raja Jurdak, and Praveen Gauravaram. LSB: A Lightweight Scalable BlockChain for IoT Security and Privacy. Dec 2017.

[55] Eleftherios Kokoris-Kogias, Philipp Jovanovic, Linus Gasser, Nicolas Gailly, and Bryan Ford. Omniledger: A secure, scale-out, decentralized ledger. IACR Cryptology ePrint Archive, 2017:406, 2017.

[56] Eleftherios Kokoris-Kogias, Philipp Jovanovic, Linus Gasser, Nicolas Gailly, Ewa Syta, and Bryan Ford. Omniledger: A secure, scale-out, decentralized ledger via sharding. 2017.

[57] James C. Corbett, Jeffrey Dean, Michael Epstein, Andrew Fikes, Christopher Frost, J. J. Furman, Sanjay Ghemawat, Andrey Gubarev, Christopher Heiser, Peter Hochschild, Wilson Hsieh, Sebastian Kanthak, Eugene Kogan, Hongyi Li, Alexander Lloyd, Sergey Melnik, David
Mwaura, David Nagle, Sean Quinlan, Rajesh Rao, Lindsay Rolig, Yasushi Saito, Michal Szymaniak, Christopher Taylor, Ruth Wang, and Dale Woodford. Spanner: Google’s Globally Distributed Database. *ACM Transactions on Computer Systems (TOCS)*, 31(3):8, 2013.

[58] Gavin Wood. Ethereum: A secure decentralised generalised transaction ledger. *Ethereum Project Yellow Paper*, 151:1–32, 2014.

[59] Ethereum Foundation. ethereum/sharding docs, 2018. Available at https://github.com/ethereum/sharding/blob/master/docs/doc.md [Accessed 2019.01.11].

[60] Salma Ktari, Mathieu Zoubert, Artur Hecker, and Houda Labiod. Performance evaluation of replication strategies in DHTs under churn. In *Proceedings of the 6th international conference on Mobile and ubiquitous multimedia - MUM ’07*, pages 90–97, New York, New York, USA, 2007. ACM Press.

[61] Olaf Landsiedel, Stefan Götz, and Klaus Wehrle. A churn and mobility resistant approach for DHTs. In *Proceedings of the 1st international workshop on Decentralized resource sharing in mobile computing and networking - MobiShare ’06*, page 42, New York, New York, USA, 2006. ACM Press.

[62] Li Jinyano, Jeremy Stribling, Robert Morris, M. Frans Kaashock, and Thomer M. Gil. A performance vs. cost framework for evaluating DHT design tradeoffs under churn. In *Proceedings IEEE 24th Annual Joint Conference of the IEEE Computer and Communications Societies*, volume 1, pages 225–236. IEEE, 2005.

[63] Nitin Varyani, Nikhil S., and Virendra S. Shekhawat. Latency and Routing Efficiency Based Metric for Performance Comparison of DHT Overlay Networks. In *2016 30th International Conference on Advanced Information Networking and Applications Workshops (WAINA)*, pages 337–342, Crans-Montana, Switzerland, Mar 2016. IEEE.
[64] Ali Ghodsi, Luc Onana Alima, and Seif Haridi. Symmetric replication for structured peer-to-peer systems. In *Databases, Information Systems, and Peer-to-Peer Computing*, pages 74–85. Springer, 2007.

[65] Patrick Valduriez and Esther Pacitti. Data management in large-scale p2p systems. In *International Conference on High Performance Computing for Computational Science*, pages 104–118. Springer, 2004.

[66] Conti Mauro, Kumar E Sandeep, Lal Chhagan, and Ruj Sushmita. A survey on security and privacy issues of bitcoin. *IEEE Communications Surveys Tutorials*, 20(4):3416–3452, Fourthquarter 2018.
Acknowledgements

First of all, I would thank Professor Dr. Jun Murai for a great contribution to today’s Internet infrastructure, teaching me ”Research what you have LOVE.”, and giving me the chance that I have interesting to Bitcoin and Blockchain. I would also be grateful for Professor Dr. Osamu Nakamura for his support to my research life. I also thank Project Associate Professor Dr. Shigeya Suzuki for discussions deeply about not only blockchain but also research and my life. I could not complete writing this thesis without his grateful support. Moreover, special thanks for faculties of Mobile and Ubiquitous Internet Project, Professor Dr. Kazuto Ataka, Associate Professor Dr. Keisuke Uehara, Professor Dr. Hiroyuki Kusumoto, Professor Dr. Keiji Takeda, Associate Professor Dr. Rodney D. Van Meter, Professor Dr. Jin Mitsugi, Project Associate Professor Dr. Masaaki Sato, Project Assistant Professor Dr. Achmad Husni Thamrin, Project Assistant Professor Dr. Yohei Kuga, Project Assistant Professor Dr. Takeshi Matsuya.

I have had the support and encouragement of Jun Murai Lab. BCALI group a.k.a “Blockchain Boys.”; Mr. Sotaro Ichiyama, Mr. Asato Ueda, Mr. Yuta Morino, Mr. Yuya Murakami, Mr. Koki Hirokawa, Mr. Fumihiro Kinoshita, Mr. Hideki Komaki, and Mr. Koki Kawano. Their toughness and interest to Blockchain strongly boosted me to research.

I would also thank my colleague of Jun Murai Lab. Mr. Kohei Suzuki, Mr. Florindo da Costa a.k.a “Blockchain Guys” discussed blockchain technology with saying “Watashi no Jinsei Owari.” Ms. Mariko Kobayashi, Ms. Yuka Sasaki, Ms. Haruka Nakajima (a.k.a “IoT girls”), and Ms. Rina Ueno
encourage me from other research fields. They fought to write each master thesis with me.

I thank seniors of Jun Murai Lab. Dr. Shota Nagayama gave me advice for research activity and my life. Mr. Hirotaka Nakajima gave me chance to join internship in Merpay, Inc. Mr. Yusaku Sawai, Mr. Shota Kawamoto, Mrs. Keiko Shigeta Kato, Mr. Kohei Yamamoto, Mr. Iori Mizutani tell me the severity of master course.

Special thanks also to juniors of Jun Murai Lab. Mr. Yuta Sugafuji smoked too many with me. Mr. Yasunobu Toyoda supported to deploy the experiment environment. Moreover, many juniors, Mr. Shuya Ozaki, Mr. Tao Oshimi, Mr. Daiki Kamei, Mr. Ryoma Kawaguchi, Mr. Sena Kuwabara, Mr. Akira Shoji, Mr. Hiromu Kamei, Ms. Asako Seshimo, Mr. Kei Nomaguchi, Mr. Kazuaki Masuda, Mr. Yuichi Masda, Ms. Ayana Yoroisaka, Mr. Richard Rowland, entertained me the Laboratory life.

I also want to thank gratefully to NTT Service Evolution Laboratory Blockchain team members; Mr. Hiroki Watanabe, Mr. Shigenori Ohash, Mr. Shigeru Fujimura, Dr. Atsushi Nakadaira. My internship on the team was a very important experience for my life. I would want to discuss blockchain and future from now on.

I also thank to members of Mercari, Inc. and Merpay, Inc. Blockchain team; Mr. Misato “Misatoken” Takahashi, Mr. Keita Nakamura, Mr. Kentaro Teramoto, Ms. Paya Do, Mr. Agro Rachmatullah, Mr. Yusuke Shimizu, Mr. Kenji Kubo, Mr. Yasuo Kobayashi, Mr. Seiyo Kurita, and Mr. Tomoya Ishizaki. Their view of blockchain and its futures realized me the importance of bridging between academic researches and industrial products.

My deepest heartfelt appreciation goes to The Mitsubishi UFJ Trust Scholarship Foundation, and KEIO ENGINEERING FOUNDATION for the scholarship. For their support, I could concentrate on research activity. Additionally, I also special thanks for Keio University SFC Student Life Department for supporting my submission of scholarships. Especially, I’m grad to Mr. Norihiro Ida and Mrs. Keiko Ohta for politely and carefully
responded.

I would also thank my friends. Mr. Toshiki Hosokawa drank with me and discussed life, research, work, and so many topics. Mr. Yuta Hasegawa and Mrs. Maria Hasegawa gave me refresh time with my wife and supported my marriage life. Mr. Fumiya Kato and Ms. Ai Kutsuzawa gave me advice for my life.

I also thank the musicians I love; Maximum The Hormone, Heresy, Layout my Torturechamber, Slipknot, a crowd of rebellion, THE BACK HORN, and so on. Their music encouraged me through my research life.

I would say thanks to Philip Morris International Inc. Their greatest products “IQOS” and “Marlboro” supported my relaxing smoking time while writing this thesis.

I’m grateful to the environment, all Faculty members and everything of Keio University SFC. Nature rich environment and people that interested in various topics gave me many stimuli.

I would like to show my greatest appreciation to my family; grandfather Hiroyuki Kokubo, grandmother Motoko Kokubo, mother Hiroko, father Yuichi, brother Shunsuke, and sister Fukiko. They supported my life greatly.

Finally, I owe my deepest gratitude to my beloved wife Ayaka, and my daughter Ibuki. Their grateful support gave me power. They made a relaxing time for me with our pet dog, LuLu, and CoCo. My life got a better one towards futures.