Breakdown of random-matrix universality in persistent Lotka–Volterra communities
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The eigenvalue spectrum of a random matrix often only depends on the first and second moments of its elements, but not on the specific distribution from which they are drawn. The validity of this universality principle is often assumed without proof in applications. In this letter, we offer a pertinent counterexample in the context of the generalised Lotka–Volterra equations. Using dynamic mean-field theory, we derive the statistics of the interactions between species in an evolved ecological community. We then show that the full statistics of these interactions, beyond those of a Gaussian ensemble, are required to correctly predict the eigenvalue spectrum and therefore stability. Consequently, the universality principle fails in this system. We thus show that the eigenvalue spectra of random matrices can be used to deduce the stability of ‘feasible’ ecological communities, but only if the emergent non-Gaussian statistics of the interactions between species are taken into account.

The theory of disordered systems enables one to deduce the behaviour of collections of many interacting constituents, whose interactions are assumed to be random, but fixed in time [1]. A related discipline, random matrix theory (RMT), is concerned with the eigenvalue spectra of matrices with entries drawn from a joint probability distribution. Both fields have found numerous applications in physics [2, 3] (the study of spin glasses in particular [1]), and in other disciplines such as neural networks [4–8], economics [9, 10] and theoretical ecology [11–17].

It is frequently assumed that the distribution of the randomness in RMT or disordered systems is Gaussian, possibly with correlations between different interaction coefficients or matrix entries. Reasons cited for this assumption include analytical convenience, maximum-entropy arguments and the observation that higher-order moments often do not contribute to the results of calculations [1, 18, 19].

In random matrix theory, this latter observation is referred to as the principle of universality [20–22]. The principle states that results obtained for the spectra of Gaussian random matrices frequently also apply to matrix ensembles with non-Gaussian distributions. The conditions for universality to apply are usually mild (higher-order moments of the distribution must fall off sufficiently quickly with the matrix size [20, 21]), and it is often tacitly assumed that these conditions will hold.

In this letter, we offer a pertinent counterexample to the universality principle in RMT. We focus on the ecological community resulting from the dynamics of the generalised Lotka–Volterra equations with random interaction coefficients. The stability of this community is governed by the interactions between species that survive in the long run [23, 24]. This is a sub-matrix of the original interactions, which we will refer to as the ‘reduced interaction matrix’.

Firstly, using dynamic mean-field theory [25], we obtain the statistics of the elements in the reduced interaction matrix. These turn out to be non-Gaussian (even when the original interaction matrix is Gaussian). Secondly, we analytically calculate the leading eigenvalue of this non-Gaussian ensemble of random matrices. We show that this eigenvalue is different from the one that we would obtain from a Gaussian ensemble with the same first and second moments as in the reduced interaction matrix. This demonstrates that the principle of universality fails, and it indicates that the Gaussian assumption should not be made lightly.

Our findings have relevance to the random matrix approach to ecosystem stability, introduced by Robert May [11, 12]. This approach assumes a random interaction structure between species in the community. One line of criticism of May’s model is the observation that such interactions do not necessarily describe a feasible equilibrium (that is, an equilibrium for which all species abundances are positive) [23, 26–29]. The community of surviving species in the generalised Lotka–Volterra model on the other hand is feasible by construction, and we derive the statistics of the emergent random matrix ensemble that describes this community [24, 30–32]. From this ensemble, we then recover the stability criteria that have previously been derived from the dynamic Lotka–Volterra model [15, 33]. We thus show that one can construct a random matrix ensemble (in the sense of May) that correctly reflects the stability of a feasible community of coexistent species. This ensemble is non-Gaussian and quite intricate. In May’s words, our work contributes to ‘elucidating the devious strategies of nature which make for stability in enduring natural systems’ [34].

We start from the generalised Lotka-Volterra equations (GLVEs) [15, 33]

$$\dot{x}_i = x_i \left(1 - x_i + \sum_{ij} a_{ij} x_j\right),$$

(1)

where the $x_i \geq 0$ describe the abundances of species $i = 1, 2, \ldots$
The interaction matrix elements in Eq. (1) are quenched random variables. We refer to these as the ‘original interaction matrix’ elements. We assume that the mean of each matrix element is $\bar{a}_{ij} = \mu/N$ (we use an overbar to denote averages over the ensemble of interaction matrices), and that they have variance $\text{Var}(a_{ij}) = \sigma^2/N$. We also allow for correlations between diagonally opposed matrix elements, $\text{Corr}(a_{ij}, a_{ji}) = \Gamma$, $(-1 \leq \Gamma \leq 1)$ where $\text{Corr}(a, b) = (ab - \bar{a}b) / \sqrt{\text{Var}(a)\text{Var}(b)}$.

The scaling with $N$ of the moments of $a_{ij}$ follows the standard conventions in disordered systems [1] and guarantees a well-defined thermodynamic limit $N \to \infty$. All our results are independent of the higher moments of $a_{ij}$ as long as these moments decay sufficiently quickly with $N$. Further details can be found in Sec. S1 of the Supplemental Material (SM).

Previous analyses of this system [15, 33] in the thermodynamic limit have shown that there is a range of parameter combinations $\mu, \sigma^2$ and $\Gamma$ for which the dynamics reaches the a unique stable fixed point, independently of the starting conditions. This is the case in the region to the left and below the instability lines in the phase diagram in Fig. 1.

When a fixed-point solution is reached, not all species survive, i.e. there are some species for which $x_i^\star > 0$ and others with $x_i^\star = 0$ (we use an asterisk to denote the fixed point). Using dynamic mean-field theory (DMFT), one can deduce these statistics of the species abundances at the fixed point.

From the DMFT analysis, one can also find the combinations of system parameters at which the system is no longer able to support a unique stable fixed point. There are two types of transition: (1) the average species abundance can diverge [i.e., $M \to \infty$], or (2) the fixed-point solution can become linearly unstable to perturbations. Closed-form expressions for the critical sets of parameters $(\sigma, \Gamma$ and $\mu$) at which each of these transitions occur were derived in [15, 33]. A selection of phase lines for different values of the correlation parameter $\Gamma$ are shown in Fig. 1.

We now examine an alternative approach to analysing the stability of the GLVEs in Eq. (1). Namely, we consider the reduced interaction matrix (the interaction matrix between the species in the surviving sub-community). More precisely, this is defined by

$$a'_{ij} = a_{ij} - \delta_{ij},$$

where $i, j \in S$ (with $S$ the set of surviving species), and where the shift in the diagonal elements reflects the $-x_i$ term inside the brackets of Eq. (1). It can be shown that a fixed point of the GLVEs is stable if and only if all of the eigenvalues of the reduced interaction matrix have negative real parts [16, 23, 24] (see also Sec. S2 in the SM).

We note that the statistics of the reduced interaction matrix elements are determined by the extinction dynamics in the GLVE system, and are consequently vastly different to those of the original interaction matrix [31, 35]. For instance, they are non-Gaussian (even when the $a_{ij}$ are Gaussian), and there are correlations between elements sharing only one index (see SM Sec. S6). This makes the calculation of the eigenvalue spectrum of the reduced interaction matrix a non-trivial task.
As is illustrated in Fig. 2, the spectrum of the reduced interaction matrix consists of a bulk set of eigenvalues and a single outlier. Writing $z_{ij} = a_{ij} - \mu N^{-1}$ (where once again $i, j \in S$), both the outlier eigenvalue $\lambda_{\text{outlier}}$ and the bulk spectral density $\rho_{\text{bulk}}(\lambda)$ can be obtained from the resolvent matrix $G = (\omega I - G)^{-1}$. The bulk density is calculated from the trace of $G$ via well-known relations [36]. The outlier eigenvalue in turn fulfils [37–39]

$$G(1 + \lambda_{\text{outlier}}) = \frac{1}{\mu \phi}, \quad (3)$$

where $G(\omega) \equiv (N \phi)^{-1} \sum_{i,j \in S} G_{ij}(\omega)$, and where $\phi$ is the fraction of surviving species at the fixed point.

We first briefly discuss the bulk spectrum, for which the results do not run counter to the universality principle. We use a series expansion for a Hermitized version of the resolvent of the reduced interaction matrix. This standard approach accounts for the non-analytic nature of the resolvent in the bulk region [40, 41].

We find that the resulting series for the trace of the resolvent matrix is identical to that of a Gaussian random matrix in the limit $N \to \infty$. That is, we show that the higher-order statistics of the reduced interaction matrix do not contribute to this series and, therefore, that the universality principle holds for the bulk region. The only statistics of the reduced interaction matrix that contribute are $(\sigma')^2 \equiv N_s \text{Var}(a'_{ij}) = \phi \sigma^2$ and $\Gamma' \equiv \text{Corr}(a'_{ij}, a'_{jk}) = \Gamma$ where $N_s$ is the number of surviving species (we calculate these statistics in Sec. S6 of the SM). One obtains the familiar elliptic law

$$\rho_{\text{bulk}}(\lambda) = \begin{cases} \frac{1}{\pi(\sigma')^2(1 - \Gamma')^2} & \text{if } \frac{(1 + \mu')^2}{\Gamma'} + \frac{\sigma'^2}{1 - \Gamma'} < (\sigma')^2, \\ 0 & \text{otherwise,} \end{cases} \quad (4)$$

where $\lambda = x + iy$. We can show (SM Sec. S5C) that the bulk of the eigenvalue spectrum crossing the imaginary axis corresponds to the linear instability of the GLVE, represented by the dashed horizontal lines in Fig. 1. This is verified in Fig. 3(a).

We now move on to the outlier eigenvalue, which is a far less trivial matter. We first discuss two candidate expressions for the outlier eigenvalue based upon calculations for Gaussian random matrix ensembles. We show that neither of these expressions are accurate, and that the universality principle fails to predict the outlier eigenvalue. We subsequently derive an accurate expression for the outlier, which we show correctly predicts stability.

Noting previous work [13, 22, 37, 42], one might perhaps expect that $\mu' = N_s a'_{ij}$ ($i \neq j$), together with $(\sigma')^2$ and $\Gamma'$ would be sufficient to predict the outlier eigenvalue of the reduced interaction matrix. Using an established formula for the outlier eigenvalues of Gaussian random matrices [37, 42], one then obtains

$$\lambda_0 = -1 + \mu' + \Gamma'\sigma'^2/\mu'. \quad (5)$$

If we also include the effects of correlations between elements sharing only one index $\gamma = N^2 \text{Corr}(a'_{ij}, a'_{kl})$ (where $k \neq i$), we arrive at (using results from our previous work [39])

$$\lambda_1 = 1 + \mu' + \frac{\mu'}{2} \left(1 + \frac{\Gamma'}{\gamma} \right) \left[\sqrt{1 + \frac{4\gamma'\sigma'^2}{(\mu')^2}} - 1 \right]. \quad (5)$$

The approach leading to Eq. (5) takes into account all possible correlations for a Gaussian random matrix with statistical symmetry between different species. We note that correlations between elements in the same row or column also exist in the reduced interaction matrix (see SM Sec. S6A), but these do not affect the location of the outlier [39]. If the universality principle were to apply to the reduced interaction matrix, then the Gaussian prediction $\lambda_1$ and the true outlier eigenvalue would coincide, whether or not the elements of the reduced interaction matrix were also Gaussian distributed. As can be seen in Fig. 4, $\lambda_1$ is a better approximation than $\lambda_0$, but neither expression correctly predicts the outlier.

We now take into account the full statistics of the matrix elements $a'_{ij}$, as we did when calculating the bulk eigenvalue spectrum, and deduce the correct expression for the outlier eigenvalue. In the region of the complex plane outside the bulk (where the outlier resides), the resolvent can be expanded as a series in $1/\omega$ [Eq. (S36) in the SM]. We evaluate each term in this series in terms of the statistics of species abundances, which are available to us via DMFT. This is accomplished via a generating-functional approach (SM Sec. S4).

Using diagrammatic techniques to recognise the self-similarity of the resulting series, we arrive at a compact formula for the resolvent [SM Eq. (S69)]. Using Eq. (3), we then obtain an implicit set of equations for the outlier eigenvalue in terms of the statistics of the surviving species abundances [see Eqs. (S71)–(S73) in the SM]. We emphasise that in finding our final expression for the outlier, no approximations have been made other than assuming the thermodynamic limit. The simulation data in Figs. 3 and 4 verifies that the expression in Eqs. (S71)–(S73) accurately predicts the outlier eigenvalue.

We also demonstrate analytically (see SM Sec. S4D) that this prediction for the outlier eigenvalue correctly predicts instability of the fixed point of the GLVE system. That is, $\lambda_{\text{outlier}}$ crosses the imaginary axis precisely at locations in parameter space where the $M \to \infty$ transition occurs in the GLVEs. This is also verified in Figs. 3 and 4.

We thus conclude that stability cannot be predicted from the reduced interaction matrix using Gaussian random matrix results, even if all correlations are accounted for. This indicates that the extinction dynamics leads to some more intricate structure to the interactions in the surviving community.

Advancing ideas in Refs. [24, 31], we show in the SM (Sec. S10) how one can generate the ensemble of
reduced interaction matrices ‘from scratch’ (i.e. without running the Lotka–Volterra dynamics and eliminating extinct species). This is achieved by first drawing a set of mock abundances from the known distribution of GLVE fixed-point abundances [15, 31]. Subsequently, one then draws interaction matrices from a carefully constructed distribution, which is dependent on the mock abundances. We verify in the SM that this bottom-up construction leads to non-Gaussian matrices with the same statistical properties and leading eigenvalue as the ensemble of true reduced interaction matrices.

Having constructed the reduced interaction matrix ensemble in this way, we can thus see more clearly why universality fails to capture stability. The ensemble is manifestly non-Gaussian with complex interdependencies between matrix elements. By making a simple Gaussian assumption and ignoring the higher-order moments, one does not correctly take into account this intricate underlying structure.

Finally, we perform some additional tests of our results to demonstrate their robustness. For example, realistic ecological communities might be composed of only a relatively small number of species. We have verified that our expression for the outlier in Eqs. (S71)–(S73) of the SM is also a better predictor of stability than the more naive theories when \( N = 50 \), leading to communities of about surviving 25 species (Fig. S4 in the SM). It has also been pointed out that heterogeneity of carrying capacities across species can significantly affect ecological equilibria [31, 43]. We show in Sec. S9 of the SM that our conclusions continue to hold in such situations.

To conclude, we have deduced the stability of the generalised Lotka-Volterra system by calculating the eigenvalue spectrum of the interaction matrix of the surviving species. We have shown that results that are derived for Gaussian random matrices, which are often assumed also to apply to non-Gaussian ensembles, fail in this case. Instead, higher-order statistics of the reduced interaction matrix must be taken into account. We have therefore found a non-contrived class of random matrices for which the universality principle of RMT is not applicable. This demonstrates that there are limitations to results in RMT that are derived making an assumption of Gaussian interactions. Universality should therefore not be invoked
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FIG. 3. Panel (a): Right edge of the bulk of the eigenvalue spectrum of the reduced interaction matrix versus \( \sigma^2 \) for different values of the system parameter \( \Gamma \) and fixed \( \mu = -0.5 \). Markers are the result of averaging the results of 10 simulations of the GLVE with \( N = 4000 \). The dashed coloured lines are given by \( \lambda_{\text{edge}} = -1 + \sigma \sqrt{\phi (1 + \Gamma)} \), and the vertical dot-dashed lines are the points where the linear instability occurs in the GLVE (see the dashed lines in Fig. 1). Panel (b): Outlier eigenvalue of the reduced interaction matrix versus \( \sigma^2 \) at fixed \( \mu = 0 \) and for the same values of \( \Gamma \) as in panel (a). Markers are the result of averaging the results of 10 simulations with \( N = 4000 \). The solid lines are the analytical result in Eqs. (S71)–(S73) of the SM, and the vertical dot-dashed lines are the points where \( M \to \infty \) in the GLVE (see the solid lines in Fig. 1).

![Fig. 4](image_url)

FIG. 4. Outlier eigenvalue of the reduced interaction matrix as a function of \( \sigma^2 \) at fixed \( \mu = 0.6, \Gamma = -0.2 \). Markers indicate the results of computer simulations (\( N = 1000 \), averaged over 10 trials). The solid line is from Eqs. (S71)–(S73) of the SM, whereas the dashed line and dot-dashed lines are the two naive predictions \( \lambda_0 \) and \( \lambda_1 \) (respectively) given in the text. The vertical dot-dashed line marks the point at which \( M \to \infty \) in the GVLE (see the solid lines in Fig. 1).
without careful consideration.

Our results also have immediate relevance for the field of theoretical ecology. In the widely used approach pioneered by Robert May [11, 12], one supposes that the Jacobian governing small deviations of species abundances about a fixed point can be represented by a random matrix. May does not say what the dynamics are that lead to this Jacobian. One particular objection to this approach is hence that the statistics of May’s random matrices do not necessarily correspond to ‘feasible’ equilibria [22, 23, 26, 28].

The fixed point of the GLVEs is feasible by construction. Therefore, our work shows that the stability of a feasible equilibrium in a complex ecosystem can be found by studying the eigenvalues of a random interaction matrix. Feasibility is reflected in the higher-order statistics of the interactions between species. Crucially, we find that these intricate statistics cannot be ignored if one is to correctly predict stability.
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S1. DYNAMIC MEAN-FIELD THEORY AND PHASE TRANSITIONS

For completeness, we show in this section how dynamic mean field theory can be used to deduce which sets of interaction statistics of the original Lotka–Volterra community can give rise to stability. This has previously been described in [S1], see in particular the Supplementary Material of this earlier work. In the course of this calculation, we introduce the generating functional formalism and some quantities of interest that will be necessary for quantifying the statistics of the reduced interaction matrix later.

A. Effective process

We begin with the generalised Lotka-Volterra equations [S2, S3]

\[ \dot{x}_i = x_i \left[ 1 - x_i + \sum_j a_{ij} x_j + h_i(t) \right], \tag{S1} \]

where \( h_i(t) \) is an external field, which is included for the purposes of the calculation, but which is later set to zero (the fields are therefore not a part of the model as such). The original interaction
matrix elements have the following statistics

\[
\overline{a_{ij}} = \mu/N,
\]
\[
(a_{ij} - \mu/N)^2 = \sigma^2/N,
\]
\[
(a_{ij} - \mu/N)(a_{ji} - \mu/N) = \Gamma \sigma^2/N.
\]

(S2)

The corresponding generating functional [S4], from which the complete statistics of the process can be derived, is

\[
Z[/psi]_0 = \int D[x, \hat{x}] \exp \left( i \sum_i \int dt \left[ \hat{x}_i(t) \left( \frac{\dot{x}_i(t)}{x_i(t)} - \left[ 1 - x_i(t) + \sum_j a_{ij} x_j(t) + h_i(t) \right] \right) \right] \right)
\times \exp \left( i \sum_i \int dt x_i(t) \psi_i(t) \right).
\]

(S3)

For later convenience, we define \( \theta_i(t) = \Theta(x_i) \), where \( \Theta(\cdot) \) is the Heaviside function. We also write \( \theta_i = \lim_{t \to \infty} \theta_i(t) \) (in the phase where the system reaches a fixed point). Further, we introduce \( \phi(t) \) as the fraction of species that are survive until time \( t \) and \( N_S \) the eventual number of surviving species respectively,

\[
\phi(t) = \frac{1}{N} \sum_i \theta_i(t),
\]
\[
N_S = \lim_{t \to \infty} \sum_i \theta_i(t).
\]

(S4)

We write \( \phi = N_S/N \) for the asymptotic fraction of surviving species in the fixed point phase.

Now, following for example Refs. [S5–S7] (especially Ref. [S8] in the context of the current problem), we perform a dynamic mean-field analysis. First one finds the disorder-averaged generating functional \( Z_0[/psi] \), keeping only leading order terms in \( N^{-1} \) in the exponent. We note that in taking the disorder average, we do not require \( a_{ij} \) to be Gaussian random variables. Merely, we require that the higher moments of \( a_{ij} \) decay sufficiently quickly with \( N^{-1} \) so that we only need to include up to quartic order terms in \( x_i \) and \( \hat{x}_i \) [S9, S10].

Then, by defining appropriate ‘order parameters’ and performing a saddle-point approximation, which is valid in the thermodynamic limit \( N \to \infty \), we find the following approximate expression for the generating functional

\[
Z_0[/psi] \approx \prod_i^{N} \left[ \int D[x_i, \hat{x}_i] \exp \left( i \int dt \psi_i(t)x_i(t) \right) \right.
\times \exp \left( i \int dt \hat{x}_i(t) \left[ \frac{\dot{x}_i(t)}{x_i(t)} - 1 + x_i(t) - \mu M(t) + \Gamma \sigma^2 \int dt' G(t,t')x(t') - h_i(t) \right] \right)
\times \exp \left( -\frac{\sigma^2}{2} \int dt \int dt' C(t,t')\hat{x}_i(t)\hat{x}_i(t') \right).
\]

(S5)

where we note that each species is now statistically equivalent. The quantities \( M(t), G(t,t') \) and \( C(t,t') \) are defined self-consistently via

\[
M(t) \equiv \langle x_i(t) \rangle,
\]

For later convenience, we define \( \theta_i(t) = \Theta(x_i) \), where \( \Theta(\cdot) \) is the Heaviside function. We also write \( \theta_i = \lim_{t \to \infty} \theta_i(t) \) (in the phase where the system reaches a fixed point). Further, we introduce \( \phi(t) \) as the fraction of species that are survive until time \( t \) and \( N_S \) the eventual number of surviving species respectively,

\[
\phi(t) = \frac{1}{N} \sum_i \theta_i(t),
\]
\[
N_S = \lim_{t \to \infty} \sum_i \theta_i(t).
\]

(S4)

We write \( \phi = N_S/N \) for the asymptotic fraction of surviving species in the fixed point phase.

Now, following for example Refs. [S5–S7] (especially Ref. [S8] in the context of the current problem), we perform a dynamic mean-field analysis. First one finds the disorder-averaged generating functional \( Z_0[/psi] \), keeping only leading order terms in \( N^{-1} \) in the exponent. We note that in taking the disorder average, we do not require \( a_{ij} \) to be Gaussian random variables. Merely, we require that the higher moments of \( a_{ij} \) decay sufficiently quickly with \( N^{-1} \) so that we only need to include up to quartic order terms in \( x_i \) and \( \hat{x}_i \) [S9, S10].

Then, by defining appropriate ‘order parameters’ and performing a saddle-point approximation, which is valid in the thermodynamic limit \( N \to \infty \), we find the following approximate expression for the generating functional

\[
Z_0[/psi] \approx \prod_i^{N} \left[ \int D[x_i, \hat{x}_i] \exp \left( i \int dt \psi_i(t)x_i(t) \right) \right.
\times \exp \left( i \int dt \hat{x}_i(t) \left[ \frac{\dot{x}_i(t)}{x_i(t)} - 1 + x_i(t) - \mu M(t) + \Gamma \sigma^2 \int dt' G(t,t')x(t') - h_i(t) \right] \right)
\times \exp \left( -\frac{\sigma^2}{2} \int dt \int dt' C(t,t')\hat{x}_i(t)\hat{x}_i(t') \right).
\]

(S5)

where we note that each species is now statistically equivalent. The quantities \( M(t), G(t,t') \) and \( C(t,t') \) are defined self-consistently via

\[
M(t) \equiv \langle x_i(t) \rangle,
\]
\[ R(t, t') \equiv \langle \frac{\delta x_i(t)}{\delta h_i(t')} \rangle = -i \langle x_i(t) \hat{x}_i(t') \rangle, \]
\[ C(t, t') \equiv \langle \eta_i(t) \eta_i(t') \rangle = \langle x_i(t) x_i(t') \rangle, \quad (S6) \]

where the angular brackets represent averages with respect to the disorder-averaged generating functional

\[
\langle \cdots \rangle = \int D[x, \hat{x}] [\cdots] \exp \left( i \sum_i \int dt \left[ \dot{x}_i(t) \left( \frac{\dot{x}_i(t)}{x_i(t)} - 1 - x_i(t) + \sum_j a_{ij} x_j(t) \right) \right] \right) \]

\[
\approx \frac{1}{\Omega} \int D[x, \hat{x}] [\cdots] \exp \left( -\frac{\sigma^2}{2} \int dt dt' \sum_i C(t, t') \dot{x}_i(t) \dot{x}_i(t') \right) \times \exp \left( i \int dt \sum_i \dot{x}_i(t) \left[ \frac{\dot{x}_i(t)}{x_i(t)} - 1 + x_i(t) - \mu M(t) + \Gamma \sigma^2 \int dt' G(t, t') x(t') \right] \right), \quad (S7) \]

where \( \Omega \) is a normalisation constant. We also find that for large \( N \)

\[
\phi(t) = \langle \theta_i(t) \rangle, \quad N_s = N \lim_{t \to \infty} \phi(t). \quad (S8) \]

It is in performing the saddle-point calculation that the necessity for the scaling with \( N \) of the statistics in Eq. (S2) becomes apparent. If we had chosen instead, for example, \( a_{ij} = \mu \), then the term \( \mu M \) in Eq. (S5) would instead be \( N \mu M \), which is of the order \( N \). This would mean that this term would dominate the argument of the exponential in the limit \( N \to \infty \).

However, once the saddle-point calculations have been performed, and using the observation that predictions formally derived in the limit \( N \to \infty \) also hold to a good approximation for finite \( N \) (see Sec. S7), one can map our choice of moments to that usually made in theoretical ecology as was done for example in Refs. [S11, S12]. This is described briefly in Sec. S1 B below.

We thus see that in the thermodynamic limit, the disorder-averaged generating functional can be written as the product of \( N \) identical generating functionals. From the form of these factors one can deduce that each species can be approximated as obeying a self-consistent stochastic process of the form

\[
\dot{x}_i = x_i \left[ 1 - x_i + \mu M(t) + \Gamma \sigma^2 \int dt' R(t, t') x_i(t') + \sigma \eta_i(t) \right], \quad \langle \eta_i(t) \eta_i(t') \rangle = C(t, t'), \quad (S9) \]

where we use the fact that the angular brackets can also be thought of as averages over realisations of the coloured noise \( \eta_i(t) \). Similar effective single-species dynamics have also been obtained using the cavity approach [S13]. We note that the response function \( R(t, t') \) and the average abundance \( M(t) \) are also to be obtained self-consistently as averages over realisations of the process in Eq. (S9). We note further that the site index \( i \) serves no further purpose in Eq. (S9), we will therefore drop this index from now on.

For the sake of later analysis, we also define the following response functions

\[
T(t, t') \equiv \langle \frac{\delta \theta(t)}{\delta h(t')} \rangle = -i \langle \dot{\theta}_i(t) \hat{x}_i(t') \rangle, \]
\[
T_2(t, t') \equiv \langle \frac{\delta^2 \theta(t)}{\delta h(t') \delta h(t'')} \rangle = -\langle \ddot{\theta}(t) \hat{x}(t') \hat{x}(t'') \rangle. \quad (S10) \]
B. Comment on scaling of moments of the interaction matrix elements with $N$

For the statistics of the original interaction matrix elements, we use a mean $\mu/N$ and a variance $\sigma^2/N$ [see Eq. (S2)]. Many studies in theoretical ecology (see the discussion below for examples) would use $\mu_E$ and $\sigma^2_E$ without the scaling with $N$ (the subscript stands for ‘ecology’). There is therefore a direct mapping between the two parameterisations, $\mu = N\mu_E$ and $\sigma^2 = N\sigma^2_E$. The parameter $\Gamma$ does not undergo any change, $\Gamma = \Gamma_E$ [S11].

In this way, any combination of $N, \mu_E$ and $\sigma^2_E$ can be mapped onto a set of parameters with the physics scaling ($\mu = N\mu_E$ and $\sigma^2 = N\sigma^2_E$). Assuming that the theoretical predictions, formally derived in the limit $N \to \infty$, are valid as an approximation also for finite $N$ (we confirm this in Sec. S7), the phase diagram obtained in terms of the physics parameters (Fig. 1 in the main paper), can then be used to decide if the system is stable or not.

For example, for a given $\mu = N\mu_E$, the generating-functional calculation will generally indicate that the system becomes unstable at a value of $\sigma^2 = \sigma^2_c$, with $\sigma^2_c$ some ‘critical’ value, which will in general depend on $\Gamma$. Assuming that the results apply (as an approximation) to systems with finite $N$ one can then conclude that the system becomes unstable when $N\sigma^2_E = \sigma^2_c$.

Similar principles are indeed used by May [S14], and Allesina and Tang [S12]. Allesina and Tang for example make use of earlier results by Sommers et al in the physics literature [S15] on the spectra of random matrices. These results are also derived in the thermodynamic limit and using a scaling of the moments of the random matrix with $N$. Allesina and Tang then convert this into the parameter set that is commonly used in theoretical ecology, using a similar transformation as above, and assuming that the results in [S15] hold for finite $N$. This then generates the explicit factors of $N$ in the resulting stability criteria.

C. Fixed-point analysis

We now wish to construct the stability plot in Fig. 1 in the main text, following [S1]. First, we note that the fixed point quantities defined in Eqs. (2) and (3) of the main text are given by

$$
\phi = \lim_{N \to \infty} \frac{1}{N} \sum_i \theta_i^*, \\
M = \lim_{N \to \infty} \frac{1}{N} \sum_i x_i^*, \\
q = \lim_{N \to \infty} \frac{1}{N} \sum_i x_i^* x_i^*, \\
$$

(S1)

and

$$
\chi = \lim_{t \to \infty} \lim_{N \to \infty} \frac{1}{N} \sum_i \int_0^t dt' \frac{\delta x_i(t)}{\delta h_i(t')} \bigg|_{h_i(t')=0}, \\
\chi_T = \lim_{t \to \infty} \lim_{N \to \infty} \frac{1}{N} \sum_i \int_0^t dt' \frac{\delta \theta_i(t)}{\delta h_i(t')} \bigg|_{h_i(t')=0}.
$$

(S11)
\[
\chi_2 = \lim_{t \to \infty} \lim_{N \to \infty} \frac{1}{N} \sum_i \int_0^t \int_0^t dt' dt'' \frac{\delta^2 \theta_i(t)}{\delta h_i(t') \delta h_i(t'')} \Bigg|_{h_i(t') = h_i(t'') = 0}.
\]

respectively. These quantities can also be written in terms of averages over realisations of the effective dynamics

\[
\chi = \lim_{t \to \infty} \int_0^t dt' \left\langle \frac{1}{\sigma} \frac{\delta x(t)}{\delta \eta(t')} \right\rangle,
\]
\[
\chi_T = \lim_{t \to \infty} \int_0^t dt' \left\langle \frac{1}{\sigma} \frac{\delta \theta(t)}{\delta \eta(t')} \right\rangle,
\]
\[
\chi_2 = \lim_{t \to \infty} \int_0^t \int_0^t dt' dt'' \left\langle \frac{1}{\sigma^2} \frac{\delta^2 \theta(t)}{\delta \eta(t') \delta \eta(t'')} \right\rangle,
\]
\[
\phi = \lim_{t \to \infty} \langle \theta(t) \rangle,
\]
\[
q = \lim_{t \to \infty} \langle x(t) x(t') \rangle,
\]
\[
M = \lim_{t \to \infty} \langle x(t) \rangle.
\]

Setting \( \dot{x} = 0 \) in Eq. (S9) after dropping the index \( i \), we thus obtain the following expression for the fixed points of the surviving species

\[
x^* = \frac{1 + \mu M + \sigma \sqrt{qz}}{1 - \Gamma \sigma^2 \chi} \Phi \left( \frac{1 + \mu M + \sigma \sqrt{qz}}{1 - \Gamma \sigma^2 \chi} \right),
\]

where \( z \) is a Gaussian random variable with zero mean and unit variance. Following [S1], this then leads to the self-consistency relations (with \( Dz = \frac{dz}{\sqrt{2\pi}} e^{-z^2/2} \))

\[
\chi = \frac{1}{1 - \Gamma \sigma^2 \chi} \int_{-\infty}^{\Delta} Dz,
\]
\[
M = \frac{\sqrt{q \sigma}}{1 - \Gamma \sigma^2 \chi} \int_{-\infty}^{\Delta} Dz \left( \Delta - z \right),
\]
\[
1 = \frac{\sigma^2}{(1 - \Gamma \sigma^2 \chi)^2} \int_{-\infty}^{\Delta} Dz \left( \Delta - z \right)^2,
\]

where \( \Delta = \frac{1 + \mu M}{\sqrt{q \sigma}} \). We also have

\[
\phi = \int_{-\infty}^{\Delta} Dz,
\]
\[
\chi_T = \frac{d \phi}{dh} = \frac{1}{\sigma \sqrt{2\pi q}} e^{-\Delta^2/2},
\]
\[
\chi_2 = \frac{d^2 \phi}{dh^2} = -\frac{\Delta}{\sigma^2 q \sqrt{2\pi}} e^{-\Delta^2/2}.
\]

For positive integers \( \ell \) we now define the following truncated Gaussian integrals

\[
w_\ell(\Delta) = \int_{-\infty}^{\Delta} Dz \left( \Delta - z \right)^\ell.
\]
Explicitly, we have

\[ w_0(\Delta) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right], \]

\[ w_1(\Delta) = \frac{1}{2} \left[ e^{-\Delta^2/2} \sqrt{\frac{2}{\pi}} + \Delta \left( 1 + \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right) \right], \]

\[ w_2(\Delta) = \frac{1}{2} (1 + \Delta^2) \left[ 1 + \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right] + \frac{1}{\sqrt{2\pi}} e^{-\Delta^2/2}. \]  

(S18)

One also has the relation

\[ w_2(\Delta) = w_0(\Delta) + \Delta w_1(\Delta). \]  

(S19)

After some algebra, we derive from Eqs. (S15) a single equation that we can solve to find \( \Delta \) for a given \((\mu, \sigma, \Gamma)\) [the interaction statistics of the original community – see Eq. (S2)]. That is, we solve the following numerically for \( \Delta \)

\[ \sigma^2 = \frac{w_2(\Delta)}{[w_2(\Delta) + \Gamma w_0(\Delta)]^2}. \]  

(S20)

We see therefore that \( \Delta \) is independent of \( \mu \). We can then obtain the remaining fixed-point order parameters by substituting this value of \( \Delta \) into

\[ \chi = w_0 + \Gamma \frac{w_0^2}{w_2}, \]

\[ \frac{1}{M} = \frac{\Delta}{w_1 w_2 + \Gamma w_0} - \mu, \]

\[ q = \left( \frac{M}{\sigma w_1 w_2 + \Gamma w_0} \right)^2, \]

\[ \phi = w_0, \]

\[ \chi_T = \frac{1}{\sigma q} (w_1 - \Delta w_0), \]

\[ \chi_2 = -\frac{\Delta}{\sigma q} (w_1 - \Delta w_0). \]  

(S21)

D. Transitions

The validity of the fixed point solution can break down in two different ways, indicating the onset of instability.

1. Diverging abundances

One transition occurs when the average fixed-point abundance diverges, i.e. \( M \to \infty \). Consulting Eqs. (S20) and (S21), the sets of points at which this transition occurs (for a fixed \( \Gamma \)) obey

\[ \mu = \frac{\Delta}{w_1 w_2 + \Gamma w_0}, \]
\[ \sigma^2 = \frac{w_2}{(w_2 + \Gamma w_0)^2}. \] (S22)

These can be viewed as a parametric set of equations in \( \Delta \) for the phase transition line in the \( \mu-\sigma \) plane (with \( \Gamma \) held fixed). From these equations, the solid lines in Fig. 1 in the main text can be produced.

2. Linear instability

The other transition occurs when the fixed point becomes linearly unstable to perturbations. Linearising the effective process in Eq. (S9) about its fixed point, we obtain for small perturbations \( \epsilon(t) = x(t) - x^* \) and \( \delta\eta(t) = \eta(t) - \sigma \sqrt{q} z \) that arise from an external white noise \( \xi(t) \)

\[ \dot{\epsilon} = x^* \left[ -\epsilon + \Gamma \sigma^2 \int dt' G(t, t') \epsilon(t') + \sigma \delta\eta(t) + \xi \right], \] (S23)

where \( x^* \) satisfies Eq. (S14) and \( \langle \xi(t)\xi(t') \rangle = \delta(t-t') \) and \( \langle \xi \rangle = 0 \). Taking the Fourier transform (indicated by a tilde in the following), rearranging and taking the limit \( \omega \to 0 \) \( [S7] \), we find

\[ \lim_{\omega \to 0} \langle |\tilde{\epsilon}(\omega)|^2 \rangle = \frac{1}{(1 - \Gamma \sigma^2 \chi)^2/\phi - \sigma^2}. \] (S24)

The object on the right diverges when

\[ (1 - \Gamma \sigma^2 \chi)^2 = \phi \sigma^2, \] (S25)

indicating that our solution no longer holds and that the system becomes unstable to perturbations. Using Eqs. (S15) we therefore deduce

\[ \phi = \frac{1}{\sigma^2(1 + \Gamma)^2}, \]

\[ \chi = \frac{1}{\sigma^2(1 + \Gamma)}. \] (S26)

Finally, using Eqs. (S21), we see that

\[ \chi \sigma^2 = \frac{\phi}{w_2 + \Gamma \phi} = \frac{1}{1 + \Gamma}, \]

\[ \Rightarrow w_2 = \phi, \]

\[ \Rightarrow \phi = 1/2 \]

\[ \Rightarrow \Delta = 0. \] (S27)

So finally, substituting \( \phi = 1/2 \) into the first of Eqs. (S26), we see that an instability occurs when

\[ \sigma^2 = \frac{2}{(1 + \Gamma)^2}, \] (S28)

as previously derived in [S1]. Using Eq. (S28), one obtains the dashed horizontal lines in Fig. 1 in the main text.
S2. REDUCED INTERACTION MATRIX AND JACOBIAN MATRIX

A. Definitions of the matrices

We now introduce and discuss several different matrices. One is the full (or original) $N \times N$ interaction matrix $\mathbf{a}$, with elements $a_{ij}$. A second matrix is what we call the ‘reduced interaction matrix’, $\mathbf{a}'$. This is obtained from the original interaction matrix by removing all rows and columns corresponding to extinct species, and by carrying out a shift of the diagonal elements by $-1$ to capture the $-x_i$ term inside the square bracket of the generalised Lotka-Volterra Eqs. (1) in the main paper. This reduced matrix is of size $N_S \times N_S$, where $N_S$ is the number of surviving species in the long run [see Eq. (S4)].

We denote the reduced interaction matrix elements by $a'_{ij} = (a_{ij} - \delta_{ij})$ for $i, j \in S$, where $S$ is the set of surviving species as $t \to \infty$.

Similarly, we also define the full and reduced Jacobian matrices of the GLVEs, $\mathbf{J}$ and $\mathbf{J}'$ respectively. The (full) Jacobian of the system (about the fixed point $\mathbf{x}^*$) takes the form

$$J_{ij} = \delta_{ij} \left[ 1 - x_i^* + \sum_j a_{ij} x_j^* + x_i^* (a_{ij} - \delta_{ij}) \right], \quad (S29)$$

where $i, j = 1, \ldots, N$.

We now imagine that (in a particular realisation) we re-arrange the species indices such that $i = 1, \ldots, N_S$ are the surviving species, and $i = N_S + 1, \ldots, N$ the extinct species. This can always be done retrospectively without loss of generality. The Jacobian can then be written in block form

$$\mathbf{J} = \begin{pmatrix} \mathbf{J}' & \mathbf{B} \\ \mathbf{0} & \mathbf{D} \end{pmatrix}, \quad (S30)$$

The reduced Jacobian $\mathbf{J}'$ makes up the upper left $N_S \times N_S$ block. We label the lower right-hand $(N - N_S) \times (N - N_S)$ block $\mathbf{D}$. The upper-right block is labelled $\mathbf{B}$. For an extinct species $i$ we have $J_{ij} = 0$ for all $j \neq i$ [Eq. (S29)]. Hence the block on the lower left is zero, and the matrix $\mathbf{D}$ is diagonal.

We hence have

$$\det(\mathbf{J} - \lambda \mathbb{I}_N) = \det(\mathbf{J}' - \lambda \mathbb{I}_{N_S}) \det(\mathbf{D} - \lambda \mathbb{I}_{N-N_S}), \quad (S31)$$

(where $\mathbb{I}_N$ is the identity matrix of size $N \times N$), and the eigenvalues of $\mathbf{J}$ are given by the combined eigenvalues of $\mathbf{J}'$ and $\mathbf{D}$.

We focus first on a species $i$ that goes extinct ($x_i^* = 0$). For such a species, one finds $J_{ii} = 1 - x_i^* + \sum_j a_{ij} x_j^* < 0$. Hence $\mathbf{D}$ is a diagonal matrix with only negative diagonal entries, and so we need only consider the eigenvalues of $\mathbf{J}'$ to determine stability.

Now we consider the reduced Jacobian $\mathbf{J}'$. Given that $1 - x_i^* + \sum_j a_{ij} x_j^* = 0$ for values of $i$ corresponding to surviving species, we see from Eq. (S29) that the reduced Jacobian matrix of the Lotka-Volterra system takes the simple form

$$J'_{ij} = x_i^* a'_{ij}, \quad (S32)$$
where \( i, j \in \mathcal{S} \). Examples of eigenvalue spectra of the reduced Jacobian and the reduced interaction matrix are given in Fig. S1.

![Example spectrum of the reduced Jacobian](image1)

**FIG. S1:** Panel (a): Example eigenvalue spectrum of the reduced Jacobian. Panel (b): Example spectrum of the reduced interaction matrix. The red line and circle in panel (b) show the analytical predictions for the bulk region and outlier eigenvalue in Eqs. (S97) and (S70) respectively. Parameters are \( \sigma = 1.1, \mu = 0.9, \Gamma = -0.5, N = 4000 \).

### B. Reduced Jacobian is not practical for determining stability

One notes that the eigenvalue spectrum of the reduced Jacobian comes arbitrarily close to the imaginary axis. This is observed for all values of the model parameters in the phase with a unique fixed point. This is due to the fact that the distribution of fixed-point abundances \( x^*_i \) of the surviving species comes arbitrarily close to zero. (The distribution of abundances of surviving species is a Gaussian clipped at zero, see e.g. [S1].) For this reason, it is not helpful to study the spectrum of the full or reduced Jacobian when determining stability – one cannot identify points in parameter space at which one eigenvalue first touches the imaginary axis, or crosses into the right half of the complex plane.

### C. Spectrum of reduced interaction matrix determines stability

We now argue as to why we need only consider the eigenvalue spectrum of the reduced interaction matrix \( a' \) when determining stability instead of the reduced Jacobian. We note for the following discussion that the leading eigenvalues of both the reduced Jacobian and the reduced interaction matrix are real.

Eq. (S32) indicates that the reduced Jacobian matrix can be written as the product of the reduced interaction matrix and a diagonal matrix of species abundances. The determinant of \( J' \) is therefore the product of the determinants of these two matrices. The abundances in the diagonal matrix are strictly positive, and therefore \( \text{sgn}(\det D) = 1 \). Hence, \( \text{sgn}(\det J') = \text{sgn}(\det a') \). If the determinant of the reduced Jacobian changes sign as parameters are varied (indicating loss of stability), so must therefore that of the reduced interaction matrix and vice versa.

Imagine now we start in a region of parameter space for which the fixed point is stable and...
that we then vary the model parameters. The fixed point becomes unstable at the point where the leading eigenvalue of the reduced interaction matrix becomes positive. Therefore, we can deduce the stability of the system by examining the eigenvalue spectrum of the reduced interaction matrix only. A similar argument to this was given in Ref. [S16]. Crucially (as we will see), the leading eigenvalue of the reduced interaction matrix is genuinely negative in the stable regime (i.e., not infinitessimally close to the imaginary axis like that of the reduced Jacobian), and only reaches the axis at the point of instability.

D. Components of the spectrum of the reduced interaction matrix

As illustrated in Fig. S1 (b), there is an elliptic ‘bulk’ region of the complex plane, to which the majority of the eigenvalues of the reduced interaction matrix are confined, and a single outlier. We therefore write the eigenvalue density of the reduced interaction matrix in the form

$$\rho(\omega) = \rho_{\text{bulk}}(\omega) + \frac{1}{N_S} \delta(\omega - \lambda_{\text{outlier}}).$$  \hspace{1cm} (S33)

In the following sections, we deduce both the bulk eigenvalue density and the location of the outlier eigenvalue. We show that the point in parameter space at which the outlier crosses the imaginary axis is given by Eq. (S22). We also demonstrate that the bulk spectrum crosses into the right half of the complex plane at the point described by Eq. (S28).

S3. FINDING THE OUTLIER EIGENVALUE – GENERAL APPROACH

The outlier eigenvalue, $\lambda_{\text{outlier}}$, of the reduced interaction matrix by definition must obey

$$\det\left( \lambda_{\text{outlier}} \mathbb{1}_{N_S} - a' \right) = 0,$$  \hspace{1cm} (S34)

where $\mathbb{1}_{N_S}$ is the identity matrix of size $N_S \times N_S$.

Suppose we introduce a uniform matrix $u$ with all entries equal to $\nu/N_S$. Following Refs. [S17, S18] and using Sylvester’s determinant identity, one finds

$$\det\left( \mathbb{1}_{N_S} - \frac{\nu}{N_S} G \right) = 1 - \frac{\nu}{N_S} \sum_{ij} G_{ij}(1 + \lambda_{\text{outlier}}) = 0,$$  \hspace{1cm} (S35)

where we have introduced the resolvent matrix $G(1 + \lambda_{\text{outlier}}) = [\lambda_{\text{outlier}} \mathbb{1}_{N_S} - (a' - u)]^{-1}$. Thus, to find the outlier eigenvalue, one has to find the resolvent matrix and solve Eq. (S35) for $\lambda_{\text{outlier}}$. We stress that all elements of the resolvent are required in Eq. (S35), not only the diagonal entries.

We note that we have the freedom to choose the value of $\nu$, as long as it is non-zero and $\lambda_{\text{outlier}} \mathbb{1}_{N_S} - (a' - u)$ remains invertible. We exploit this freedom to simplify the calculation of the resolvent in the next section.
S4. USING THE GENERATING FUNCTIONAL TO FIND THE RESOLVENT OF THE REDUCED INTERACTION MATRIX

A. Series expansion for the resolvent of the reduced interaction matrix

To simplify our calculation of the resolvent matrix, we choose \( \nu = \phi \mu \) in Eq. (S35). Letting \( z_{ij} = \lim_{t \to \infty} [a_{ij} - \mu N^{-1}] \theta_i \theta_j \) [see the discussion preceding Eq. (S4) for a definition of \( \theta_i \)], we see that the disorder-averaged resolvent matrix that we must evaluate to find the outlier can be expressed as the following series

\[
G[\omega] \equiv N^{-1}_S \sum_{i,j \in S} G_{ij}(\omega) = \frac{N^{-1}_S \sum_{i,j \in S} [\delta_{ij} \omega - z_{ij}]^{-1}}{N^{-1}_S \sum_{i,j \in S} \omega^{-1} \delta_{ij} \theta_i \theta_j + \omega^{-2} z_{ij} + \omega^{-3} \sum_k z_{ik} z_{kj} + \cdots},
\]

(S36)

where sums over \( i, j \in S \) denote a sum over the reduced interaction matrix elements, whereas sums over \( ij \) indicate a sum over all elements of the original interaction matrix.

To find the terms of this series, we now construct the following generating functional

\[
Z[\psi, \lambda] = \int D[\mathbf{x}, \dot{\mathbf{x}}] \exp \left( i \sum_i \int dt \left[ \frac{\dot{x}_i(t)}{x_i(t)} - \left[ 1 - x_i(t) + \sum_j a_{ij} x_j(t) + h_i(t) \right] \right] \right) \times \exp \left( -i \int dt \sum_{ij} \lambda_{ij}(t)[a_{ij} - \mu N^{-1}] \theta_i(t) \theta_j(t) \right) \exp \left( i \sum_i \int dt x_i(t) \psi_i(t) \right).
\]

(S37)

This generating functional has the same form as in Eq. (S3), with the addition of another source term containing the auxiliary variables \( \lambda_{ij}(t) \), which we introduce in this step. The dynamics of \( x_i(t) \) are still constrained to follow the Lotka-Volterra equations in Eq. (S1), but by functionally differentiating with respect to \( \lambda_{ij}(t) \), we can obtain the terms in the series in Eq. (S36). For example,

\[
\frac{\delta Z}{\delta \lambda_{ij}(t)} \bigg|_{\psi=0,\lambda=0} = -i[a_{ij} - \mu N^{-1}] \theta_i(t) \theta_j(t) = -i z_{ij}.
\]

(S38)

We now find for the disorder-averaged resolvent [from which we can find the outlier eigenvalue via Eq. (S35)]

\[
G[\omega] = N^{-1}_S \sum_{i,j} \lim_{t \to \infty} \left[ \omega^{-1} \delta_{ij} \theta_i \theta_j + i \omega^{-2} \frac{\delta Z}{\delta \lambda_{ij}(t)} - \omega^{-3} \sum_k \frac{\delta^2 Z}{\delta \lambda_{ik}(t) \delta \lambda_{kj}(t)} + \cdots \right] \bigg|_{\psi=0,\lambda=0}.
\]

(S39)
B. Evaluating the series for the resolvent

Setup and strategy for evaluation of the series

To find the terms of the series in Eq. (S39), we begin by calculating the following average that appears in the expression for \( \overline{Z[\psi, \lambda]} \)

\[
A = \exp \left( i \sum_i \int dt \left[ -\sum_j a_{ij} \dot{x}_i(t)x_j(t) \right] \right) \exp \left( -i \int dt \sum_{ij} \lambda_{ij}(t)[a_{ij} - \mu/N] \theta_i(t) \theta_j(t) \right)
\]

\[
= \exp \left( -i \sum_i \int dt \left[ \sum_j \frac{\mu}{N} \dot{x}_i(t)x_j(t) \right] \right)
\]

\[
\times \exp \left( -\frac{\sigma^2}{2N} \sum_{ij} \left[ \int dt \dot{x}_i(t)x_j(t) + \lambda_{ij}(t) \theta_i(t) \theta_j(t) \right] \right)
\]

\[
\times \exp \left( -\frac{\sigma^2}{2N} \sum_{ij} \int dt \dot{x}_i(t)x_j(t) + \lambda_{ij}(t) \theta_i(t) \theta_j(t) \right) \left[ \int dt \dot{x}_j(t)x_i(t) + \lambda_{ji}(t) \theta_i(t) \theta_j(t) \right] \right).
\]

One thus finds that the derivatives in Eq. (S39) can be written as, for example,

\[
\left. \frac{\delta^2 Z}{\delta \lambda_{ik} \delta \lambda_{kj}} \right|_{\psi=0, \lambda=0} = \left. \left\langle \frac{1}{A} \frac{\delta^2 A}{\delta \lambda_{ik} \delta \lambda_{kj}} \right\rangle \right|_{\lambda=0},
\]

where we note that there are two kinds of averages here: an average over realisations of the interaction coefficients represented by \( \cdots \) and an average over the dynamics enforced by the disorder averaged generating functional denoted by angular brackets \( \langle \cdots \rangle \) [see Eq. (S7)].

The series in Eq. (S39) can therefore be rewritten

\[
G[\omega] = \frac{1}{\phi N} \sum_{ij} \lim_{t \to \infty} \left[ \frac{\delta_{ij} \theta_i(t) \theta_j(t)}{\omega} + \frac{i}{\omega^2} \left\langle \frac{1}{A} \frac{\delta A}{\delta \lambda_{ij}(t)} \right\rangle - \frac{1}{\omega^3} \sum_k \left\langle \frac{1}{A} \frac{\delta^2 A}{\delta \lambda_{ik}(t) \delta \lambda_{kj}(t)} \right\rangle + \cdots \right] \right|_{\lambda=0}.
\]

Let us now begin to construct the series for the resolvent in Eq. (S42). Consider the derivatives of \( A \):

\[
B_{ij}(t) = \frac{1}{A} \frac{\delta A}{\delta \lambda_{ij}(t)}
\]

\[
= - \left[ \theta_i(t)\theta_j(t) \frac{\sigma^2}{N} \int dt' \dot{x}_i(t')x_j(t') + \theta_i(t)\theta_j(t) \frac{\sigma^2}{N} \int dt' \dot{\theta}_i(t')\theta_j(t') \lambda_{ij}(t') \right.
\]

\[
+ \theta_i(t)\theta_j(t) \frac{\Gamma \sigma^2}{N} \int dt' \dot{x}_j(t')x_i(t') + \theta_i(t)\theta_j(t) \frac{\Gamma \sigma^2}{N} \int dt' \dot{\theta}_i(t')\theta_j(t') \lambda_{ji}(t') \left. \right],
\]

\[
\frac{\delta^2 A}{\delta \lambda_{ik}(t) \delta \lambda_{kj}(t)} = \left[ \frac{\delta B_{ik}(t)}{\delta \lambda_{kj}(t)} + B_{ik}B_{kj} \right] A,
\]

\[
\frac{\delta^3 A}{\delta \lambda_{ik}(t) \delta \lambda_{kl}(t) \delta \lambda_{lj}(t)} = \left[ B_{ik} \frac{\delta B_{kl}(t)}{\delta \lambda_{lj}(t)} + B_{ik}B_{kl} \right] A,
\]
\[
\frac{\delta^4 A}{\delta \lambda_{ik}(t) \delta \lambda_{kl}(t) \delta \lambda_{lm}(t) \delta \lambda_{mj}(t)} =
\left[
\frac{\delta B_{ik}(t)}{\delta \lambda_{kl}(t)} \frac{\delta B_{lm}(t)}{\delta \lambda_{mj}(t)} + \frac{\delta B_{ik}(t)}{\delta \lambda_{mj}(t)} \frac{\delta B_{lm}(t)}{\delta \lambda_{kl}(t)} + B_{ik} B_{kl} \frac{\delta B_{lm}(t)}{\delta \lambda_{mj}(t)} \right]
\]
\[+ B_{ik} \frac{\delta B_{kl}(t)}{\delta \lambda_{lm}(t)} B_{mj} + \frac{\delta B_{ik}(t)}{\delta \lambda_{kl}(t)} B_{lm} B_{mj} + B_{ik} B_{kl} B_{lm} B_{mj} \right] A,
\]  
(S43)

where terms of higher order in \(N^{-1}\) have been omitted.

The series for the resolvent in Eq. (S42) is a complicated mixture of terms with \(B_{ij}\) and its derivatives appearing in various combinations. Manifestly, all second order or higher order derivatives of \(B_{ij}\) evaluate to zero since \(B_{ij}\) is linear in \(\lambda_{ij}\) and \(\lambda_{ji}\), but some terms with first derivatives are non-vanishing in the thermodynamic limit.

Our strategy for evaluating the series for the resolvent is as follows. We first consider the terms involving derivatives of \(B_{ij}\) with respect to \(\lambda_{kl}\) and use diagrammatic methods to understand the structure of the surviving terms in the thermodynamic limit. We use this to show that the series in Eq. (S42) can be rewritten partly in terms of the resolvent of an ensemble of random matrices with an elliptic spectrum of the type described in Ref. [S15]. The complexity of the series can therefore be greatly simplified, see Eq. (S51) below. In particular, the resulting expression for the series contains averaged products of the objects \(B_{ij}\) only.

In a second step, we show that these surviving terms can be written in terms of the fixed-point quantities in Eqs. (S13). We then construct an auxiliary diagrammatic formalism to aid us in spotting the self-similarity of the series. This ultimately enables us to perform the summation [see Eq. (S67)] and find a compact expression for the outlier eigenvalue in terms of the fixed point quantities [see Eq. (S70)].

**Terms with derivatives of \(B_{ij}\) with respect to \(\lambda_{kl}\)**

Now, we are tasked with evaluating the derivatives of \(A\) with respect to \(\lambda_{ij}(t)\) in Eq. (S43). First consider the following expression that arises from \(A^{-1} \frac{\delta^2 A}{\delta \lambda_{ik} \delta \lambda_{kj}}\)

\[
\frac{1}{N \phi} \sum_{i,k,j} \left. \left\langle \frac{\delta B_{ik}}{\delta \lambda_{kj}} \right\rangle \right|_{\lambda=0} = -\frac{\Gamma \sigma^2}{\phi N^2} \sum_{i,k,j} \langle \delta_{ij} \theta_i \theta_k \rangle + O(N^{-1}) = -\phi \Gamma \sigma^2.
\]  
(S44)

One notes that this is the same as \(-\phi \Gamma \sigma^2 \times \frac{1}{N \phi} \sum_{i,j} \theta_i \delta_{ij}\). Consider also the term that arises from \(A^{-1} \frac{\delta^3 A}{\delta \lambda_{ik} \delta \lambda_{kl} \delta \lambda_{lj}}\)

\[
\frac{1}{N \phi} \sum_{i,k,l,j} \left. \left\langle B_{ik} \frac{\delta B_{kl}}{\delta \lambda_{lj}} \right\rangle \right|_{\lambda=0} = \frac{\Gamma \sigma^4}{\phi N^3} \sum_{i,k,l,j} \left\langle \left[ \delta_{kj} \theta_i(t) \theta_i(t) \theta_k(t) \left( \int dt' \dot{x}_i(t') x_k(t') + \Gamma \int dt' \dot{x}_k(t') x_i(t') \right) \right] \right\rangle
\]
\[+ O(N^{-1}) = \frac{1}{\phi N} \sum_{i,j,k} (-\phi \Gamma \sigma^2) \delta_{kj} \left. \langle B_{ik} \rangle \right|_{\lambda=0} + O(N^{-1})
\]
\[ = - \Gamma \sigma^2 \phi \times \frac{1}{N\phi} \sum_{i,j} \langle B_{ij} \rangle |_{\lambda=0} + O(N^{-1}). \] (S45)

We begin to see a pattern emerging: if \( \delta_{B_{kl}} \delta_{\lambda_{lj}} \) appears inside the angular brackets, it gives rise to a Kronecker delta function and a multiplicative factor. We note that terms like \( \frac{1}{N\phi} \sum_{i,k,l,j} \left[ \langle B_{ik} \rangle \delta_{B_{kl}} \delta_{\lambda_{lj}} \right] \) do not survive in the thermodynamic limit, since they give rise to too many Kronecker delta functions, meaning that the factors of \( 1/N \) are not cancelled when we perform the sums.

Now let us examine examples of terms with more than one factor of \( \delta_{B_{kl}} \delta_{\lambda_{lj}} \). Consider for example the following terms that appear in \( A^{-1} \delta \frac{\delta A}{\delta \lambda_{ij}} \)

\[
\begin{align*}
\frac{1}{N\phi} \sum_{ijklm} \left\{ \frac{\delta B_{ik}(t) \delta B_{lm}(t)}{\delta \lambda_{kl}(t) \delta \lambda_{mj}(t)} \right\} |_{\lambda=0} &= \frac{1}{N\phi} \sum_{ijklm} \delta_{ij} \delta_{kl} \frac{\Gamma \sigma^2}{N} \theta_i \theta_k \delta_{lj} \delta_{lm} \theta_l \theta_m = \phi^2 \Gamma^2 \sigma^4, \\
\frac{1}{N\phi} \sum_{ijklm} \left\{ \frac{\delta B_{ik}(t) \delta B_{lm}(t)}{\delta \lambda_{mj}(t) \delta \lambda_{kl}(t)} \right\} |_{\lambda=0} &= \frac{1}{N\phi} \sum_{ijklm} \delta_{ij} \delta_{km} \frac{\Gamma \sigma^2}{N} \theta_i \theta_k \delta_{lj} \delta_{lm} \theta_l \theta_m = \phi^2 \Gamma^2 \sigma^4. 
\end{align*}
\] (S46)

Both of these contributions give rise to terms that survive in the thermodynamic limit.

We can understand which terms survive more easily with the aid of so-called rainbow diagrams [S19–S21]. Representing each pair of indices that appear in the same object [e.g. \( i, k \) in \( B_{ik} \)] with a pair of dots and joining indices that are constrained to be the same with lines, the above two terms in Eq. (S46) can be represented diagrammatically (respectively)

Horizontal lines join indices that are the same by construction. Arcs connect indices that are constrained to be the same by Kronecker deltas that arise from the derivatives \( \delta B_{ik}(t) / \delta \lambda_{mj}(t) \propto \delta_{ij} \delta_{km} \).

Only diagrams that are of a planar structure (i.e. those without intersecting arcs) survive in the thermodynamic limit. This is known as t’Hooft’s theorem [S19, S21–S23].

**Summation of terms with derivatives of \( B_{ij} \) with respect to \( \lambda_{ij} \)**

Let us consider the sum of all the surviving terms in the series for \( G(\omega) = \frac{1}{N\phi} \sum_{ij} \bar{G}_{ij}(\omega) \) that contain only derivatives of \( B_{ij} \)

\[
g(\omega) \equiv \omega^{-1} - \omega^{-3} \frac{1}{N\phi} \sum_{ijk} \left\{ \frac{\delta B_{ik}}{\delta \lambda_{kj}} \right\} |_{\lambda=0} + \omega^{-5} \frac{1}{N\phi} \sum_{ijklm} \left[ \left\{ \frac{\delta B_{ik}}{\delta \lambda_{kl}} \frac{\delta B_{lm}}{\delta \lambda_{mj}} \right\} + \left\{ \frac{\delta B_{ik}}{\delta \lambda_{mj}} \frac{\delta B_{lm}}{\delta \lambda_{kl}} \right\} \right] |_{\lambda=0} + \cdots
\]
\[
\begin{align*}
= \frac{1}{\omega} - \frac{\phi \Gamma \sigma^2}{\omega^3} \frac{1}{N} \sum_{\text{ijk}} \delta_{ij} + \frac{\phi^2 \Gamma^2 \sigma^4}{\omega^5} \frac{1}{N} \sum_{\text{ijklm}} [\delta_{il} \delta_{lj} + \delta_{ij} \delta_{km} \delta_{mk}] + \cdots. 
\end{align*}
\]

This sum can be represented diagrammatically as the sum of all so-called planar diagrams

\[
g(\omega) = \cdots + \quad + \quad + \quad + \cdots
\]

This is exactly the same series of diagrams [S21, S23] as for the resolvent of the random matrices investigated by Ginibre with elliptic eigenvalue spectra [S24] (once terms that vanish in the thermodynamic limit have been removed). That is,

\[
g(\omega) = \frac{1}{\omega - \phi \sigma^2 \Gamma g(\omega)},
\]

\[
\Rightarrow g(\omega) = \frac{1}{2 \phi \Gamma \sigma^2} \left[ \omega - \sqrt{\omega^2 - 4 \phi \Gamma \sigma^2} \right] = \frac{2}{\omega + \sqrt{\omega^2 - 4 \phi \Gamma \sigma^2}}.
\]

This same series appears repeatedly in the expression for the full resolvent \(G(\omega)\), which means we can gather terms with the same power \(B_{ij}\). For example, we can gather terms that are linear in \(B_{ij}\) [see Eq. (S42) and (S43)] and do not vanish in the thermodynamic limit in the following way

\[
\frac{i}{\phi N} \sum_{ij} \left\langle \frac{1}{\omega} B_{ij} \right\rangle - \frac{1}{\omega^3} \sum_{kl} B_{ik} \frac{\delta B_{kl}(t)}{\delta \omega(t)} + \frac{1}{\omega^5} \sum_{klmn} B_{ik} \left( \frac{\delta B_{kl}(t)}{\delta \omega(t)} \frac{\delta B_{mn}(t)}{\delta \omega(t)} \right) + \cdots
\]

\[
+ \frac{i}{\phi N} \sum_{ijkl} \left\langle -\frac{1}{\omega^3} \frac{\delta B_{ik}}{\delta \omega(t)} \right\rangle \left\langle \frac{1}{\omega} B_{ij} - \frac{1}{\omega^3} \sum_{mn} B_{lm} \frac{\delta B_{mn}(t)}{\delta \omega(t)} \right\rangle
\]

\[
+ \frac{1}{\omega^5} \sum_{mnqr} B_{lm} \left( \frac{\delta B_{mn}(t)}{\delta \omega(t)} \frac{\delta B_{qr}(t)}{\delta \omega(t)} + \cdots \right)
\]

\[
= \frac{i}{\phi N} \sum_{ij} \left\langle -\frac{1}{\omega^3} \frac{\delta B_{ik}}{\delta \omega(t)} B_{ij} g(\omega) \right\rangle
\]

\[
+ \sum_{klmn} \left\langle \frac{1}{\omega^5} \left( \frac{\delta B_{ik}(t)}{\delta \omega(t)} \frac{\delta B_{lm}(t)}{\delta \omega(t)} + \cdots \right) B_{nj}(\omega) \right\rangle + \cdots
\]

\[
= \frac{ig(\omega)^2}{\phi N} \sum_{ij} \langle B_{ij} \rangle.
\]

Taking into account similar considerations for the higher-order terms in \(B_{ij}\), we obtain following
series for the full resolvent
\[ G(\omega) = g(\omega) + \frac{ig(\omega)^2}{N\phi} \sum_{ij} \langle B_{ij} \rangle_{\lambda=0} - \frac{g(\omega)^3}{N\phi} \sum_{ijk} \langle B_{ik} B_{kj} \rangle_{\lambda=0} - \frac{ig(\omega)^4}{N\phi} \sum_{ijkl} \langle B_{ik} B_{kj} B_{lj} B_{il} \rangle_{\lambda=0} + \cdots. \]  
(S51)

An auxiliary diagrammatic convention

Now that we have simplified the problem by collecting the terms in the series with the same multiples of the matrix $B$, we can proceed to evaluate the series as a whole. To aid us in spotting the self-similarity of the series, we introduce a second set of diagrammatic conventions.

Each factor of $B_{ij}$ (when the limit $\lambda_{ij} \to 0$ is taken) has two terms [see the first of Eqs. (S43)]. When we expand a product of $m$ matrices $B$ and take the ensemble average, we generate $2^m$ terms, each one containing a product of $m$ of the summands of $B$.

Consider for example the second-order term $-\frac{g(\omega)^3}{N\phi} \sum_{ijk} \langle B_{ik} B_{kj} \rangle$. Referencing the definition of $B_{ik}$ in Eq. (S43), we obtain the following terms upon evaluating the ensemble average in the limit $\lambda_{ij} \to 0$

\[ -\frac{g(\omega)^3}{N\phi} \sum_{ijk} \langle B_{ik} B_{kj} \rangle_{\lambda=0} = -\frac{g(\omega)^3\sigma^4}{N^3\phi^3} \sum_{ijk} \left[ \left\langle \theta_i(t)\theta_k(t)\theta_j(t) \int dt'dt'' \hat{x}_i(t')x_k(t')\hat{x}_j(t'') \right\rangle + \Gamma \left\langle \theta_i(t)\theta_k(t)\theta_j(t) \int dt'dt'' \hat{x}_i(t')x_k(t')\hat{x}_j(t'') \right\rangle + \Gamma \left\langle \theta_i(t)\theta_k(t)\theta_j(t) \int dt'dt'' \hat{x}_i(t')x_k(t')\hat{x}_j(t'') \right\rangle + \Gamma^2 \left\langle \theta_i(t)\theta_k(t)\theta_j(t) \int dt'dt'' \hat{x}_i(t')x_k(t')\hat{x}_j(t'') \right\rangle \right]. \]  
(S52)

Let us take the specific example of the first bracket. First, we observe from Eq. (S7) that since the different species decouple in the thermodynamic limit, the sums factorise

\[ \lim_{t \to \infty, N \to \infty} \frac{(i)^2\sigma^4 g(\omega)^3}{\phi N^3} \sum_{ijk} \left\langle \theta_i(t)\theta_k(t)\theta_j(t) \int dt'dt'' \hat{x}_i(t')x_k(t')\hat{x}_j(t'') \right\rangle = \frac{(i)^2\sigma^4 g(\omega)^3}{\phi N^3} \int dt'dt'' \sum_i \left\langle \theta_i(t)\hat{x}_i(t') \right\rangle \sum_k \left\langle \theta_k(t)x_k(t') \hat{x}_k(t'') \right\rangle \sum_j \left\langle \theta_j(t)x_j(t'') \right\rangle. \]  
(S53)

Then taking the limit $t \to \infty$ and assuming that time-translational invariance applies, we find

\[ \lim_{t \to \infty, N \to \infty} \frac{(i)^2\sigma^4 g(\omega)^3}{\phi N^3} \sum_{ijk} \left\langle \theta_i(t)\theta_k(t)\theta_j(t) \int dt'dt'' \hat{x}_i(t')x_k(t')\hat{x}_j(t'') \right\rangle = \lim_{t \to \infty} \frac{\sigma^4 g(\omega)^3}{\phi} \int dt' dt'' T(t', t') G(t', t'') M(t'') = \frac{\sigma^4 g(\omega)^3}{\phi} \chi_T \chi M, \]  
(S54)

where we have used the final value theorem for Laplace transforms $\lim_{t \to \infty} f(t) = \lim_{u \to 0} u \mathcal{L}_t[f(t)](u)$, and Eqs. (S9 – S13) and (S16) to deduce the last equality. The other terms can be evaluated in a similar manner. We thus obtain

\[ -\frac{g(\omega)^3}{N\phi} \sum_{ijk} \langle B_{ik} B_{kj} \rangle_{\lambda=0} = \frac{\sigma^4 g(\omega)^3}{\phi} \left[ \chi_T \chi M + \Gamma \chi_2 M^2 + \Gamma \chi_2 q + \Gamma^2 \chi_T \chi M \right]. \]  
(S55)
It is possible to generalise this approach and to represent each term with a diagram. We assign a node to each summation index. The direction of the arrows between nodes indicates which of the two summands is chosen from each factor of $B_{ij}$. Nodes connecting two edges involve two variables ($x_k$ or $\hat{x}_k$) whereas nodes connected only to one edge are associated with a sum over one variable.

With the above example in mind, we construct diagrams with the following rules:

\[
\begin{align*}
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
= \sigma^2, \\
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
= \Gamma \sigma^2, \\
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
= g(\omega)\chi_T, \\
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
= g(\omega)M, \\
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
= g(\omega)q, \\
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
= g(\omega)\chi_2, \\
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
= \chi.
\end{align*}
\] (S56)

We can therefore write for the terms in Eq. (S52)

\[
- \frac{g(\omega)^3}{N} \sum_{ijk} \langle B_{ik} B_{kj} \rangle |_{\lambda=0} = \begin{array}{c}
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
\end{array}
+ \begin{array}{c}
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
\end{array}
+ \begin{array}{c}
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
\end{array}
+ \begin{array}{c}
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
\end{array}
\end{array}
\] (S57)

The series in Eq. (S42) can thus be written as

\[
\frac{1}{N\phi} \sum_{i,j} G_{ij} = g(\omega) + \frac{1}{\phi} T,
\] (S58)

where $T$ is the sum over all possible such diagrams.

**Sum over all possible diagrams**

The challenge now is to perform the sum over all possible diagrams. By ‘all possible diagrams’, we mean diagrams with any number of nodes and any configuration of edge directions. We do this by categorising each diagram by the directions of its outermost two edges. In this way, the sum over all diagrams can then be decomposed in a self-similar fashion.

Forgetting for now about the contributions from the outermost nodes, consider the sum over all possible diagrams with two outer edges of the type $\text{\textpath{\hline} \hline \textpath{\hline}}$. We call this sum $D_1$ and denote it diagrammatically as

\[
D_1 = \begin{array}{c}
\begin{array}{c}
\text{\textpath{\hline} \hline \textpath{\hline}}
\end{array}
\end{array}
\] (S59)
Equally, we define the sums over all possible diagrams with other combinations of outer edge pairs

\begin{align}
D_1 &= g(\omega) + \frac{[\sigma^2 g(\omega)]^2}{\phi} \left[ \chi D_1 \chi + \Gamma M D_2 \chi + \Gamma^2 M D_2 \chi \right], \\
D_2 &= g(\omega), \\
D_3 &= \frac{1}{N_\phi} \sum_{i,j} G_{ij}(\omega) = g(\omega) + \frac{[\sigma^2 g(\omega)]^2}{\phi} \left[ \chi T D_1 M + \Gamma M D_2 M + \Gamma^2 M D_2 M \right]. \\
D_4 &= \frac{1}{N_\phi} \sum_{i,j} G_{ij}(\omega) = g(\omega) + \frac{[\sigma^2 g(\omega)]^2}{\phi} \left[ \chi T D_1 M + \Gamma M D_2 M + \Gamma^2 M D_2 M \right].
\end{align}

We now make the crucial observation that the infinite sums $D_1$, $D_2$, $D_3$ and $D_4$ can be expressed in terms of one another due to the self-similarity of the series. Diagrammatically, we have

\begin{align}
D_1 &= \frac{1}{N_\phi} \sum_{i,j} G_{ij}(\omega) = g(\omega) + \frac{[\sigma^2 g(\omega)]^2}{\phi} \left[ \chi T D_1 M + \Gamma M D_2 M + \Gamma^2 M D_2 M \right], \\
D_2 &= g(\omega), \\
D_3 &= \frac{1}{N_\phi} \sum_{i,j} G_{ij}(\omega) = g(\omega) + \frac{[\sigma^2 g(\omega)]^2}{\phi} \left[ \chi T D_1 M + \Gamma M D_2 M + \Gamma^2 M D_2 M \right], \\
D_4 &= \frac{1}{N_\phi} \sum_{i,j} G_{ij}(\omega) = g(\omega) + \frac{[\sigma^2 g(\omega)]^2}{\phi} \left[ \chi T D_1 M + \Gamma M D_2 M + \Gamma^2 M D_2 M \right].
\end{align}
C. Final expression for the outlier

We now are left with the relatively simple task of solving the linear Eqs. (S67) for $D_1(\omega)$, $D_2(\omega)$, $D_3(\omega)$ and $D_4(\omega)$ to obtain the disorder-averaged resolvent $\frac{1}{N_s} \sum_{i,j} G_{ij}(\omega)$. We find that the functions $D_1(\omega)$, $D_2(\omega)$, $D_3(\omega)$ and $D_4(\omega)$ are given by

\begin{align*}
    D_1(\omega) &= \frac{1}{\sigma^2 D[g(\omega)]} \left[ 1 - g(\omega) \chi \Gamma \sigma^2 \right], \\
    D_2(\omega) &= \frac{\chi g(\omega)}{D[g(\omega)]}, \\
    D_3(\omega) &= \frac{ag(\omega)}{D[g(\omega)]}, \\
    D_4(\omega) &= \frac{1}{\Gamma \sigma^2 D[g(\omega)]} \left[ 1 - g(\omega) \chi \sigma^2 \right], \\
    D[g(\omega)] &= 1 - (1 + \Gamma) \sigma^2 \chi g(\omega) + \left[ (\chi)^2 - \chi q \right] [g(\omega)]^2 \Gamma \sigma^4.
\end{align*}

(S68)

Substituting these expressions into Eq. (S64), one obtains

\[ G[\omega] = g(\omega) + \frac{\sigma^2 [g(\omega)]^2}{\phi D[g(\omega)]} \left[ \chi_T M(1 + \Gamma) + \Gamma \sigma^2 \left( M^2 \chi^2 + \chi_T^2 q - 2 \chi \chi_T M \right) g(\omega) \right]. \]  

(S69)

Finally, now that we have the function $G[\omega]$, the outlier eigenvalue we seek is then given by the solution $\lambda_{\text{outlier}}$ to [c.f. Eq. (S35)]

\[ G[1 + \lambda_{\text{outlier}}] = \frac{1}{\mu \phi}. \]  

(S70)

**Solution strategy**

The solution $\lambda_{\text{outlier}}$ for a given set $(\mu, \sigma^2, \Gamma)$ can be obtained efficiently from Eq. (S70) by adopting the following parametric solution strategy. First, one obtains the fixed-point quantities $\chi, \chi_T, \chi_2, q, M$ and $\phi$ from Eqs. (S20) and (S21). Then, one solves the following for $g$

\[ F[g] \equiv g + \frac{\sigma^2 g^2}{\phi D[g]} \left[ \chi_T M(1 + \Gamma) + \Gamma \sigma^2 \left( M^2 \chi^2 + \chi_T^2 q - 2 \chi \chi_T M \right) g \right] = \frac{1}{\mu \phi}, \]  

(S71)

where

\[ D[g] = 1 - (1 + \Gamma) \sigma^2 \chi g + \left[ (\chi)^2 - \chi q \right] g^2 \Gamma \sigma^4. \]  

(S72)

Eq. (S71) is a cubic equation and can be solved readily.

Then one plugs the resulting value of $g$ into the following to obtain the outlier

\[ \lambda_{\text{outlier}}(g) = -1 + \frac{1}{g} + \phi \sigma^2 \Gamma g. \]  

(S73)

This last relation results from the expression for $g(\omega)$ in the first line of Eq. (S49).
Validity of the solutions

When solving the cubic Eq. (S71) for $g$, we obtain a maximum of three possible solutions for the outlier eigenvalue. We thus seek a criterion by which to rule out the two unphysical solutions. This is accomplished by realising that $g$ is actually the trace of the resolvent matrix in the thermodynamic limit.

Let us examine again the series in Eq. (S42), but now with the sum over all elements $\sum_{ij}$ replaced by a trace (i.e. setting $i=j$ and summing over the single index $i$). We then see that most terms in this modified series no longer survive in the thermodynamic limit. The only ones that do survive are those proportional to $\delta_{ij}$. Therefore, the trace of the resolvent is simply given by those terms consisting only of products of derivatives like $\delta B_{ik} \delta \lambda_{kj}$, which means that $\frac{1}{N} \sum_i G_{ii}(\omega) = g(\omega)$.

One can show as in Ref. [S9] (the calculation follows along very similar lines and we do not reproduce it here), that the trace of the resolvent matrix can be related to the response function of a carefully constructed linear process. By requiring that the power spectrum of fluctuations of this linear process be positive, we can deduce that the modulus squared of this response function (which is equivalent to $g$) must be greater than the reciprocal of the variance of the random matrix elements. We hence obtain the following constraint on $g$ [analogous to Eq. (S46) of Ref. [S9]]

$$|g|^2 < \frac{1}{\phi \sigma^2}. \quad (S74)$$

We note that when $g = 1/\sqrt{\phi \sigma^2}$, $\lambda_{\text{outlier}} = -1 + (1 + \Gamma) \sqrt{\phi \sigma^2}$ and the one valid solution for the outlier is absorbed into the bulk of the eigenvalue spectrum [which is given in Eq. (S97)].

**Special case: $\Gamma = 0$**

In this special case, Eq. (S70) becomes quadratic, allowing us to obtain a more compact expression for the outlier. Writing $\lambda$ instead of $\lambda_{\text{outlier}}$ (to keep the resulting relation compact) we have

$$\frac{1}{1 + \lambda} + \frac{\sigma^2}{\phi(1 + \lambda)} \frac{\chi T M}{1 - \sigma^2 \chi} = \frac{1}{\phi \mu}, \quad (S75)$$

from which one finds the pleasingly succinct expression

$$\lambda = -1 + \frac{\phi}{2} \left[ \mu + \sigma^2 + \sqrt{(\mu - \sigma^2)^2 + 4 \chi T M \mu \sigma^2 / \phi^2} \right], \quad (S76)$$

where we have used $\chi = \phi$ at the fixed point for $\Gamma = 0$.

**D. The diverging abundance transition ($M \to \infty$) corresponds to the outlier crossing the imaginary axis**

We now proceed to show that when the $M \to \infty$ transition occurs, the outlier eigenvalue given in Eq. (S70) hits the imaginary axis.
Multiplying both sides of the first of Eqs. (S71) by $\mu \phi D[g]$, we obtain the following cubic
\[ D[g] \{ \mu \phi F[g] - 1 \} = \left[ 1 - (1 + \Gamma) \sigma^2 \chi g + \Gamma \sigma^4 (\chi^2 - \chi_2 q) g^2 \right] [1 - \mu \phi g] 
- \mu \sigma^2 g^2 [\chi_T M(1 + \Gamma) + \Gamma \sigma^2 (M^2 \chi_2 + \chi^2 q - 2 \chi \chi_T M) g] = 0. \] (S77)

We now note that if $\lambda_{\text{outlier}} = 0$ is indeed a solution to Eqs. (S70), then $\Gamma \sigma^2 \phi g^2 - g + 1$ must be a factor of the left-hand side of Eq. (S77) [one can see this by setting $\lambda_{\text{outlier}} = 0$ in Eq. (S73)]. If this is the case, then we must be able to factorise the cubic in Eq. (S77) to give an expression of the form
\[ (\Gamma \sigma^2 \phi g^2 - g + 1)(1 + bg) = 0, \] (S78)

where $b$ is a coefficient to be found. Equating coefficients in the two cubic expressions in Eqs. (S77) and (S78), one obtains three expressions for $b$ which must all be equal if Eq. (S78) is a valid factorisation of Eq. (S77). These expressions are
\begin{align*}
b_1 &= 1 - (1 + \Gamma) \sigma^2 \chi - \mu \phi, \\
b_2 &= \Gamma \sigma^2 \phi - (1 + \Gamma) \sigma^2 \chi \mu \phi - \Gamma \sigma^4 \chi^2 + \mu \sigma^2 \chi_T M, \\
b_3 &= -\frac{\mu \sigma^2}{\phi} \left[ \chi_2 M^2 + \chi^2 q - 2 \chi \chi_T M + \phi (\chi^2 - \chi_2 q) \right]. \quad \text{(S79)}
\end{align*}

If we can show that $b_1 = b_2 = b_3$ when $M \to \infty$, then we will have proved that $\lambda_{\text{outlier}} = 0$ is a possible solution when $M \to \infty$. We can see that this is indeed the case by writing each of the above expressions $b_1$, $b_2$ and $b_3$ in terms of only functions of $\Delta$ and $\Gamma$. We first note from the relations in Eq. (S21) that when $M \to \infty$ we have
\begin{align*}
\sigma^2 \mu \chi_T M &= \frac{w_2 \Delta (w_1 - \Delta w_0)}{(w_2 + \Gamma w_0)^2}, \\
\chi \sigma^2 &= \frac{w_0}{w_2 + \Gamma w_0}, \\
\Gamma \sigma^2 \phi &= \frac{\Gamma w_0 w_2}{(w_2 + \Gamma w_0)^2}, \\
w_2 &= w_0 + \Delta w_1. \quad \text{(S80)}
\end{align*}

We therefore find that the first two expressions for $b$ are equal [recalling Eq. (S19)]
\begin{align*}
b_1 &= \frac{w_1 [w_2 + \Gamma w_0 - (1 + \Gamma)w_0] - \Delta w_0 w_2}{w_1 (w_2 + \Gamma w_0)} = \Delta \frac{w_2^2 - w_0 w_2}{w_1 (w_2 + \Gamma w_0)}, \\
b_2 &= \frac{\Gamma w_0 w_2 w_1 - (1 + \Gamma)w_0^2 \Delta w_2 - \Gamma w_1 w_0^2 + \Delta w_2 w_1 (w_1 - \Delta w_0)}{w_1 (w_2 + \Gamma w_0)^2} \\
&= \Delta \frac{\Gamma w_0 w_1^2 - \Gamma w_0^2 w_2 + w_2 w_1^2 - w_0^2 w_0}{w_1 (w_2 + \Gamma w_0)^2} = b_1. \quad \text{(S81)}
\end{align*}

Noting further the following equalities in the limit $M \to \infty$
\begin{align*}
-\mu \sigma^2 \chi_2 M^2 &= \Delta \frac{w_1 (w_1 - \Delta w_0) w_1}{w_2 + \Gamma w_0}, \\
-\chi^2 q \mu \sigma^2 &= -\Delta \frac{w_2 (w_1 - \Delta w_0)^2}{w_1 (w_2 + \Gamma w_0)^2},
\end{align*}
\[ 2 \chi \chi_T M \mu \sigma^2 = \frac{2 w_0 \Delta (w_1 - \Delta w_0)}{(w_2 + \Gamma w_0)}, \]
\[ -\mu \sigma^2 \phi \chi^2 = \frac{\Delta w_0^2}{w_1 (w_2 + \Gamma w_0)}, \]
\[ \mu \sigma^2 \chi_2 \phi = \frac{-\Delta^2 w_0 w_2 (w_1 - \Delta w_0)}{w_1 (w_2 + \Gamma w_0)}, \] (S82)

we obtain for the final expression

\[ b_3 = \frac{\Delta}{w_0 w_1 (w_2 + \Gamma w_0)} \left[ \Delta w_1^2 (w_1 - \Delta w_0) - w_2 (w_1 - \Delta w_0)^2 \right. \]
\[ + 2 w_0 w_1 (w_1 - \Delta w_0) - w_0^3 - \Delta w_0 w_2 (w_1 - \Delta w_0) \left. \right] \]
\[ = \frac{\Delta}{w_0 w_1 (w_2 + \Gamma w_0)} \left[ w_0 w_1^2 - w_0^2 w_2 \right] = b_1. \] (S83)

Hence we have shown that \( b_1 = b_2 = b_3 \). This means that when \( M \to \infty \), we can write

\[ D[g] \{ \mu \phi \mathcal{F}[g] - 1 \} = (\Gamma \sigma^2 \phi g^2 - g + 1) \left\{ 1 + \left[ 1 - (1 + \Gamma) \sigma^2 \chi - \mu \phi \right] g \right\} = 0. \] (S84)

Hence, \( \lambda = 0 \) is a solution to this equation when \( M \to \infty \).

Let us examine the alternative solution to Eq. (S84) \( g = -[1 - (1 + \Gamma) \sigma^2 \chi - \mu \phi]^{-1} = -b_1^{-1} \) to see if it satisfies the criterion in Eq. (S74). One can examine the function \( r(\Delta) = \phi \sigma^2 / |b_1|^2 - 1 \) (which turns out to be independent of \( \Gamma \)). In order for the transition \( M \to \infty \) to occur, we must have that \( \mu > 0 \) (see Fig. 1 in the main text, and also \([S8]\)), and hence that \( \Delta > 0 \) [as can be seen from the second of Eqs. (S21) when \( M \to \infty \)]. For \( \Delta > 0 \), it can be verified that \( r(\Delta) > 0 \). Thus, one finds that the only valid solution to Eqs. (S84) is the one that corresponds to \( \lambda = 0 \).

S5. BULK SPECTRUM: DERIVATION USING THE HERMITIZED RESOLVENT

A. Hermitized resolvent

In Section S4, we evaluated a series expansion of the resolvent matrix so that we could find the outlier eigenvalue. In the region of the complex plane in which the outlier resides, the resolvent is analytic, which is why we could use the expansion in Eq. (S39). In order to find the bulk eigenvalue density, we also need to evaluate the resolvent matrix (in this case its trace, rather than the sum of all its elements). However, in the region of the complex plane occupied by the bulk of the eigenvalue spectrum, the resolvent is no longer analytic. So that we can proceed, we must construct an alternative series expansion for the resolvent that takes this non-analytic nature into account. We follow the method of Ref. [S25], which involves constructing a ‘hermitized’ resolvent.

We have the following identity

\[ \rho(x, y) = \frac{1}{\pi} \partial \tilde{G}(\omega, \omega^*) |_{\omega = 1 + \lambda}, \] (S85)

relating the disorder-averaged resolvent

\[ G(\omega, \omega^*) \equiv \left\langle \frac{1}{N\phi} \text{Tr} \left[ \frac{1}{\omega \mathbb{1}_{N_S} - \hat{z}} \right] \right\rangle \] (S86)
to the eigenvalue density $\rho(x,y)$. We have again written $z_{ij} = (a_{ij} - \mu N^{-1}) \theta_i \theta_j$, as well as $\omega = x + iy$ and $\partial = (\partial_x + i \partial_y)/2$. From this, by the Cauchy-Riemann equations of complex analysis, we see immediately that the eigenvalue density is non-zero if and only if the resolvent is non-analytic.

We now define the $2N_S \times 2N_S$ Hermitian matrix

$$H = \begin{bmatrix} 0 & (\bar{z} - \omega \mathbb{1}_{N_S})^\dagger \\ (\bar{z} - \omega \mathbb{1}_{N_S}) & 0 \end{bmatrix}, \quad (S87)$$

and the Hermitized Green’s function

$$\mathcal{H}(\eta, \omega, \omega^*) = \frac{1}{\eta - H}. \quad (S88)$$

From these definitions we see that we can recover the resolvent we seek via

$$G(\omega, \omega^*) = \frac{1}{N}\text{Tr}\left[\mathcal{H}^{21}(0, z, z^*)\right], \quad (S89)$$

where the indices of $\mathcal{H}$ refer to its blocks. Hence, if we define

$$\mathcal{H}_0^{-1} \equiv \begin{bmatrix} \eta \mathbb{1}_{N_S} & \omega \mathbb{1}_{N_S} \\ \omega^* \mathbb{1}_{N_S} & \eta \mathbb{1}_{N_S} \end{bmatrix},$$

$$\mathcal{J} \equiv \begin{bmatrix} 0 & \bar{z} \\ \bar{z}^\dagger & 0 \end{bmatrix}, \quad (S90)$$

then we obtain the following Dyson series for $\mathcal{H}$,

$$\mathcal{H} = \mathcal{H}_0 + \langle \mathcal{H}_0 \mathcal{J} \mathcal{H}_0 \rangle + \langle \mathcal{H}_0 \mathcal{J} \mathcal{H}_0 \mathcal{J} \mathcal{H}_0 \rangle + \cdots, \quad (S91)$$

which then yields the resolvent we desire.

**B. The series for the bulk spectrum is that of a Gaussian random matrix**

Let us consider for example the first two non-trivial terms in Eq. (S91). We have

$$[\mathcal{H}_0 \mathcal{J} \mathcal{H}_0]^{21} = \frac{1}{(\eta^2 - |\omega|^2)^2} \left[(\omega^*)^2 \bar{z} + \eta^2 \bar{z}^\dagger\right],$$

$$[\mathcal{H}_0 \mathcal{J} \mathcal{H}_0 \mathcal{J} \mathcal{H}_0]^{21} = \frac{1}{(\eta^2 - |\omega|^2)^3} \left\{ -\frac{\eta}{2} \bar{z} \left(\omega \bar{z}^\dagger + \eta \omega^* \bar{z}\right) - \omega^* \bar{z} [(\omega^*)^2 \bar{z} + \eta^2 \bar{z}^\dagger] \right\}. \quad (S92)$$

In order to find the eigenvalue density of the bulk region, we take the trace of these terms. That is, we must find quantities such as $\frac{1}{N_S} \sum_i z_{ii}$ and $\frac{1}{N_S} \sum_{ijk} z_{ij} z_{ik}^\dagger$. This is notably different to the calculation of the outlier eigenvalue. In that case, we instead had to sum all elements of the resolvent and we therefore needed to calculate objects like $\frac{1}{N_S} \sum_{ij} z_{ij}$ and $\frac{1}{N_S} \sum_{ijk} z_{ij} z_{jk}$. We will now show that the resulting series for the bulk spectrum is far simpler by virtue of this difference. Many terms that were important for the calculation of the outlier eigenvalue vanish in thermodynamic limit in the calculation of the bulk spectrum.
Let us examine the quantity \( \frac{1}{N} \sum_{i,k} z_{ik} z_{ki}^\dagger \). This can once again be derived from the generating functional as

\[
\frac{1}{N\phi} \sum_{i,k} \langle B_{ik}^2 \rangle = -\frac{1}{N^3\phi} \sum_{i,k} \left[ \langle \theta_i(t)\theta_k(t)\theta_i(t) \int dt'dt'' \tilde{x}_i(t') x_k(t'') \tilde{x}_i(t'') \rangle + \Gamma \right.
\]

\[
+ \left. \Gamma \langle \theta_i(t)\theta_k(t)\theta_i(t) \int dt'dt'' \tilde{x}_i(t') x_k(t'') \tilde{x}_i(t'') \rangle \right] = O(N^{-1}).
\]  

(S94)

Examining the latter quantity we find

\[
-\frac{1}{N\phi} \sum_{i,k} \langle B_{ik}^2 \rangle = -\frac{1}{N^3\phi} \sum_{i,k} \left[ \delta B_{ik}(t) \delta \lambda_{ik}(t) \right] = \frac{1}{N\phi} \sum_{i,k} \langle \theta_i \theta_k \frac{\sigma^2}{N} \rangle = \sigma^2\phi.
\]  

(S95)

In general, only the terms containing solely derivatives of \( B_{ij} \) with respect to \( \lambda_{kl} \) survive in the thermodynamic limit. Therefore, this term vanishes in the thermodynamic limit. However, considering the other term in Eq. (S93) we see that

\[
\frac{1}{N\phi} \sum_{i,k} \langle \delta B_{ik}(t) \delta \lambda_{ik}(t) \rangle = -\frac{1}{N^3\phi} \sum_{i,k} \left[ \langle \theta_i(t)\theta_k(t) \int dt'dt'' \tilde{x}_i(t') x_k(t'') \tilde{x}_i(t'') \rangle \right] = O(N^{-1}).
\]  

(S96)

\[
G(\omega_x, \omega_y) = \begin{cases} 
\frac{\omega}{2\phi \sigma^2} \left[ 1 - \sqrt{1 - 4\phi \Gamma \sigma^2 / \omega^2} \right] & \text{for } \langle \omega_x^{1+iT} \rangle^2 + \langle \omega_y^{1+iT} \rangle^2 > \phi \sigma^2, \\
\frac{\omega_x}{\phi \sigma^2 (1+iT)} - \frac{\omega_y}{\phi \sigma^2 (1-iT)} & \text{for } \langle \omega_x^{1+iT} \rangle^2 + \langle \omega_y^{1+iT} \rangle^2 < \phi \sigma^2,
\end{cases}
\]

where \( \omega = \omega_x + i\omega_y \). Consulting Eq. (S85), the resulting eigenvalue density of the bulk region is

\[
\rho_{\text{bulk}}(x, y) = \begin{cases} 
\frac{1}{\pi \phi \sigma^2 (1-iT)} & \text{for } \langle \frac{1-x}{1+iT} \rangle^2 + \langle \frac{y}{1-iT} \rangle^2 > \phi \sigma^2, \\
0 & \text{for } \langle \frac{1-x}{1+iT} \rangle^2 + \langle \frac{y}{1-iT} \rangle^2 < \phi \sigma^2,
\end{cases}
\]  

(S97)

where \( \lambda = x + iy \).
C. Linear instability occurs when the bulk region crosses the imaginary axis

The rightmost point on the edge of the bulk spectrum is given by

$$\lambda_{\text{bulk}} = -1 + (1 + \Gamma) \sqrt{\phi} \sigma. \quad \text{(S98)}$$

When the bulk of the eigenvalue spectrum first crosses the imaginary axis, we thus have

$$\sigma^2 = \frac{1}{\phi(1 + \Gamma)^2}. \quad \text{(S99)}$$

Comparing with Eq. (S26), we see readily that this corresponds to the point at which the linear instability of the generalised Lotka-Volterra dynamics occurs.

S6. MODIFIED INTERACTION STATISTICS

As a result of removing the rows and columns associated with extinct species from the interaction matrix, the statistics of the reduced interaction matrix elements $a'_{ij}$ differ from those of the original interaction matrix. We can deduce the modified interaction statistics by evaluating the ensemble averaged derivatives of the generating functional in Eq. (S37) with respect to $\lambda_{ij}$.

A. Modified mean, variance and second-order correlations

The statistics of the reduced interaction matrix can be obtained from derivatives like those in Eq. (S43). We denote the modified statistics with a dash. For the modified (scaled) mean, we have

$$\mu' \equiv \frac{1}{\phi N} \sum_{ij} a_{ij} \theta_i \theta_j = \phi \mu + i \frac{1}{\phi N} \sum_{ij} \left\langle \frac{1}{A} \frac{\delta A}{\delta \lambda_{ij}} \right\rangle \bigg|_{\lambda=0},$$

$$= \phi \mu + \frac{\sigma^2}{\phi} (1 + \Gamma) \chi_M. \quad \text{(S100)}$$

Similarly, for the variance and the second-order correlations between transpose pairs, we obtain respectively

$$\sigma'^2 \equiv \frac{1}{\phi N} \sum_{ij} \left( a_{ij} - \frac{\mu'}{N_S} \right)^2 \theta_i \theta_j = \frac{1}{\phi N} \sum_{ij} \left( a_{ij} \theta_i \theta_j \right)^2 + O(N^{-1})$$

$$\approx - \frac{1}{\phi N} \sum_{ij} \left\langle \frac{1}{A} \frac{\delta^2 A}{\delta \lambda_{ij}^2} \right\rangle \bigg|_{\lambda=0} = \phi \sigma^2,$$

$$\Gamma' \equiv \frac{1}{\phi N (\sigma')^2} \sum_{ij} \left( a_{ij} - \frac{\mu'}{N_S} \right) \left(a_{ji} - \frac{\mu'}{N_S}\right) \theta_i \theta_j$$

$$\approx - \frac{1}{\phi N (\sigma')^2} \sum_{ij} \left\langle \frac{1}{A} \frac{\delta^2 A}{\delta \lambda_{ij} \delta \lambda_{ji}} \right\rangle \bigg|_{\lambda=0} = \Gamma, \quad \text{(S101)}$$

where the approximation is valid for large $N$. The removal of extinct species gives rise to additional correlations between elements that only share one index (as was also pointed out by Bunin [S26]),
Despite no such correlations being present in the original ensemble for the full $N \times N$ interaction matrix $a_{ij}$. These correlations can be shown to greatly affect the location of outlier eigenvalues [S9]. We find the following correlations between elements that share only a single index

$$r' = \frac{1}{\phi N} \sum_{(ijk)} \left( a_{ki} - \frac{\mu'}{N_S} \right) \left( a_{kj} - \frac{\mu'}{N_S} \right) \theta_i \theta_j \theta_k$$

$$= \frac{\sigma^4}{\phi} \left[ \chi^2 M^2 + 2 \Gamma \chi \lambda M + \Gamma^2 q \chi^2 \right] - (\phi \mu - \mu')^2,$$

$$c' = \frac{1}{\phi N} \sum_{(ijk)} \left( a_{ik} - \frac{\mu'}{N_S} \right) \left( a_{jk} - \frac{\mu'}{N_S} \right) \theta_i \theta_j \theta_k$$

$$= \frac{\sigma^4}{\phi} \left[ q \chi^2 + 2 \Gamma \chi \lambda M + \Gamma^2 \chi^2 \right] - (\phi \mu - \mu')^2,$$

$$\gamma' = \frac{1}{\phi N} \sum_{(ijk)} \left( a_{ik} - \frac{\mu'}{N_S} \right) \left( a_{kj} - \frac{\mu'}{N_S} \right) \theta_i \theta_j \theta_k$$

$$= -\frac{1}{\phi N} \sum_{(ijk)} \left( \frac{1}{A} \delta^2 A \delta \lambda_{ij} \delta \lambda_{kj} \right)_{\lambda=0} - (\phi \mu - \mu')^2$$

$$= \frac{\sigma^4}{\phi} \left[ \chi \lambda M + \Gamma \chi^2 q + \Gamma \chi^2 + \chi \lambda M \right] - (\phi \mu - \mu')^2,$$

where the notation $(ijk)$ indicates that none of the set $i$, $j$ and $k$ can take the same value. We note that the first coefficient ($r'$) in Eq. (S102) captures correlations between elements in the same row of the reduced interaction matrix. The second coefficient ($c'$) describes in-column correlations. The coefficient $\gamma'$ describes correlations between one elements whose first index equals that of the second index of another element.

Correlations between elements of the reduced interaction matrix that have no indices in common vanish in the thermodynamic limit, that is

$$\frac{1}{(\phi N)^2} \sum_{(ijkl)} \left( a_{ij} - \frac{\mu'}{N_S} \right) \left( a_{kl} - \frac{\mu'}{N_S} \right) \theta_i \theta_j \theta_k = -\frac{1}{(\phi N)^2} \sum_{(ijkl)} \left( \frac{1}{A} \delta^2 A \delta \lambda_{ij} \delta \lambda_{kl} \right)_{\lambda=0} - (\phi \mu - \mu')^2$$

$$= \frac{\sigma^4}{\phi^2} (1 + \Gamma)^2 M^2 \chi^2 - (\phi \mu - \mu')^2$$

$$= 0.$$  

(S103)
FIG. S2: (a) The correlations between elements $a_{ij}$ and $a_{ki}$ [defined in Eq. (S102)] and (b) the scaled mean of the reduced interaction matrix elements [see Eq. (S100)]. The remaining system parameters are $\mu = 0.6$, $N = 4000$ and the results represented by points were averaged over 10 trials.

**B. Non-Gaussian statistics**

Let us now consider some of the higher-order statistics of the reduced interaction matrix that are relevant for the calculation of the eigenvalue spectrum. For example, consider the quantity

$$S_3 = \frac{1}{(\phi N)^2} \sum_{ijkl} (a_{ik} - \mu'/N_s) (a_{kl} - \mu'/N_s) (a_{lj} - \mu'/N_s) \theta_i \theta_j \theta_k \theta_l;$$

(S104)

This can be related to the quantities that appear in the series for the resolvent in Eq. (S39)

$$S_3 = -i \frac{1}{(\phi N)^2} \sum_{ijkl} \left\langle \frac{1}{A} \delta^3 A \delta\lambda_{ik} \delta\lambda_{kl} \delta\lambda_{lj} \right\rangle \bigg|_{\lambda=0}$$

$$+ \phi^3 \mu^3 - (\mu')^3 - 3\phi^2 \mu^2 \mu' + 3(\mu')^3 + (\phi \mu - \mu') \left[ (\mu')^2 + \gamma' + 2\phi \sigma^2 \Gamma + 2(\mu')^2 \right];$$

(S105)

where we have

$$-i \frac{1}{(\phi N)^2} \sum_{ijkl} \left\langle \frac{1}{A} \delta^3 A \delta\lambda_{ik} \delta\lambda_{kl} \delta\lambda_{lj} \right\rangle \bigg|_{\lambda=0} = \frac{\sigma^4}{\phi} \left[ (1 + \Gamma)\sigma^2 \Gamma \chi \chi_2 M^2 + (1 + \Gamma)q \chi T \sigma^2 \chi 
$$

$$+ \chi_T M \Gamma^2 (2\phi + \chi^2 \Gamma \sigma^2 + \chi_2 q \sigma^2) + \chi_T M (2\Gamma \phi + \chi^2 \sigma^2 + \chi_2 q \sigma^2) \right].$$

(S106)

If the matrix elements $z_{ij}$ (and hence $a'_{ij}$) were Gaussian random variables, then the quantity $S_3$ would vanish. We see that $S_3$ does not vanish, even when the elements of the original interaction matrix are Gaussian random variables (see Fig. S3 below).
FIG. S3: Demonstrating that the statistics of the reduced interaction matrix elements are non-Gaussian. The quantity $S_3$ would be zero if $z_{ij}$ were Gaussian random numbers. The remaining system parameters are $\mu = 0.6$, $N = 4000$ and the results represented by points were averaged over 10 trials. The results for $\Gamma = 0.4$ are too small to be visible.

S7. SMALLER NUMBERS OF SPECIES

The theory that we developed is formally derived in the thermodynamic limit ($N \to \infty$). In this section we verify that the predictions from the theory are also a good approximation for realistic ecological community sizes. To this end, we have conducted simulations for systems with an initial pool of $N = 50$ species, noting that this results on surviving communities of approximately 25 species, depending on parameters.

We generally find that, at such values of $N$, there are small quantitative deviations between the theory and the simulations, as would be expected. Nevertheless, as seen in Fig. S4, when the full non-Gaussian theory makes predictions that are substantially different to the Gaussian approach, then the former remains a far better predictor of the leading eigenvalue. Hence, the conclusion that it is necessary to take into account non-Gaussian interaction statistics to correctly predict the stability of a complex ecosystem is also true for communities with a smaller numbers of species than in the figures in the main text.
FIG. S4: Analog of Fig. 3 of the main text, but markers are now from simulations for \( N = 50 \) (leading to \( \approx 25 \) surviving species). Solid lines are the predictions of our non-Gaussian theory [Eq. (8) in the main paper]. We also show the predictions \( \lambda_0 \) and \( \lambda_1 \) from the Gaussian theory (see main paper) for comparison (dashed lines are \( \lambda_0 \), dot dashed lines are \( \lambda_1 \)). We include \( \Gamma = 0 \), to demonstrate that there is no anomaly for this choice. The figure demonstrates that our calculation, which takes into account the full non-Gaussian statistics of the surviving community, remains a better predictor of the outlier eigenvalue and therefore stability.

S8. VARIATION OF THE LEADING EIGENVALUE WITH \( \Gamma \)

To further verify the formula for the outlier eigenvalue given in Eq. (8) of the main text, we plot the outlier as a function of \( \Gamma \) in Fig. S5. The figure demonstrates good agreement between the results of computer simulation and our theory prediction.
S9. THE EFFECT OF VARYING THE INTRINSIC GROWTH RATE/CARRYING CAPACITY

A. Generalisation of relations for the order parameters at a stable fixed point

1. Fixed point relations for order parameters

We now allow for the possibility of different carrying capacities \( k_i \) for each species. That is, Eqs. (S1) become

\[
\dot{x}_i = x_i \left[ k_i - x_i + \sum_j a_{ij} x_j + h_i(t) \right],
\]

where the coefficients \( k_i \) are drawn independently for each species from a distribution \( \gamma(k) \), with support contained in the interval \([k_{\text{min}}, k_{\text{max}}]\). The analysis in Section S1 remains largely unchanged and we arrive at an alternative version of Eq. (S14)

\[
x^* = \frac{k + \mu M + \sigma \sqrt{q} z}{1 - \Gamma \sigma^2 \chi} \Theta \left( \frac{k + \mu M + \sigma \sqrt{q} z}{1 - \Gamma \sigma^2 \chi} \right),
\]

where now we have

\[
\chi = \frac{1}{1 - \Gamma \sigma^2 \chi} \int dk \gamma(k) \int_{-\infty}^{\Delta_k} Dz,
\]

\[
M = \frac{\sqrt{q} \sigma}{1 - \Gamma \sigma^2 \chi} \int dk \gamma(k) \int_{-\infty}^{\Delta_k} Dz (\Delta_k - z),
\]

\[
1 = \frac{\sigma^2}{(1 - \Gamma \sigma^2 \chi)^2} \int dk \gamma(k) \int_{-\infty}^{\Delta_k} Dz (\Delta_k - z)^2,
\]

with \( \Delta_k = \frac{k + \mu M}{\sigma \sqrt{q}} \).

2. Solution procedure

We introduce the following shorthand

\[
\langle w_r \rangle_k = \int dk \gamma(k) \int_{-\infty}^{\Delta_k} Dz (\Delta_k - z)^r,
\]

and use the substitution \( k = \sigma \sqrt{q} \Delta_k - \mu M \) such that \( dk = \sigma \sqrt{q} d\Delta_k \). We assume that the support of \( \gamma(k) \) ranges from \( k_{\text{min}} \) to \( k_{\text{max}} \), and define \( \Delta_{k_{\text{min}}} \) and \( \Delta_{k_{\text{max}}} \) via the relations

\[
k_{\text{min}} = \sigma \sqrt{q} \Delta_{k_{\text{min}}} - \mu M,
\]

\[
k_{\text{max}} = \sigma \sqrt{q} \Delta_{k_{\text{max}}} - \mu M.
\]

The objects \( \langle w_r \rangle_k \) can be written in terms of \( \Delta_{k_{\text{max}}} \) and \( \Delta_{k_{\text{min}}} \) (for given \( \sigma^2, \mu \) and \( \Gamma \), as well as \( k_{\text{min}} \) and \( k_{\text{max}} \)). This can be seen from

\[
\langle w_r \rangle_k = \sigma \sqrt{q} \int_{\Delta_{k_{\text{min}}}^{\Delta_{k_{\text{max}}}}} d\Delta \gamma(\sigma \sqrt{q} \Delta - \mu M) w_r(\Delta),
\]
and the fact that the relations in Eq. (S111) can be used to express $q$ and $M$ in terms of $\Delta_{k_{\text{max}}}$ and $\Delta_{k_{\text{min}}}$

$$
\sigma \sqrt{q} = \frac{k_{\text{max}} - k_{\text{min}}}{\Delta_{k_{\text{max}}} - \Delta_{k_{\text{min}}}},
$$

$$
\mu M = \frac{k_{\text{min}} \Delta_{k_{\text{min}}} - k_{\text{max}} \Delta_{k_{\text{max}}}}{\Delta_{k_{\text{min}}} - \Delta_{k_{\text{max}}}}. 
$$

We thus deduce that $\Delta_{k_{\text{max}}}$ and $\Delta_{k_{\text{min}}}$ are determined (for given $\mu$, $\sigma^2$, $\Gamma$, $k_{\text{min}}$ and $k_{\text{max}}$) by the following two equations

$$
\sigma^2 = \frac{\langle w_2 \rangle_k}{(\langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k)^2},
$$

$$
\mu \left( \frac{1}{k_{\text{max}}} - \frac{1}{k_{\text{min}}} \right) = \left( \frac{\Delta_{k_{\text{min}}} \langle w_2 \rangle_k}{k_{\text{max}} \langle w_2 \rangle_k - \Delta_{k_{\text{max}}}} \right) \frac{1}{\langle w_1 \rangle_k \langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k}. 
$$

The first of these is analogous to Eq. (S20), and can be obtained directly from Eqs. (S109). The second relation is derived from subtracting the two relations in Eq. (S111) from one another and

$$
\sigma \sqrt{q} \mu = \frac{1}{\langle w_1 \rangle_k \langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k},
$$

which in turn is obtained from Eqs. (S109).

The values of $\Delta_{k_{\text{max}}}$ and $\Delta_{k_{\text{min}}}$ that satisfy Eqs. (S114) can then be substituted into the following equations to yield the order parameters of interest

$$
\chi = \langle w_0 \rangle_k + \Gamma \langle w_0 \rangle_k^2,
$$

$$
\frac{k_{\text{min}}}{M} = \frac{\Delta_{k_{\text{min}}} \langle w_2 \rangle_k}{\langle w_1 \rangle_k \langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k} - \mu,
$$

$$
\frac{k_{\text{max}}}{M} = \frac{\Delta_{k_{\text{max}}} \langle w_2 \rangle_k}{\langle w_1 \rangle_k \langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k} - \mu,
$$

$$
q = \left( \frac{M}{\sigma \langle w_1 \rangle_k \langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k} \right)^2,
$$

$$
\phi = \langle w_0 \rangle_k,
$$

$$
\chi_T = \frac{1}{\sigma \sqrt{q}} \langle w_1 - \Delta_1 w_0 \rangle_k,
$$

$$
\chi_2 = -\frac{1}{\sigma^2 q} \langle \Delta_1 (w_1 - \Delta_1 w_0) \rangle_k. 
$$

Only one of the second and third relations is required to find $M$.

**B. Onset of instability**

Following similar reasoning to Section S1 D 1, we see that the mean abundance diverges ($M \to \infty$) when

$$
\mu = \frac{\Delta_{k_{\text{min}}} \langle w_2 \rangle_k}{\langle w_1 \rangle_k \langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k} = \frac{\Delta_{k_{\text{max}}} \langle w_2 \rangle_k}{\langle w_1 \rangle_k \langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k}. 
$$

(S117)
From this, we deduce that at the transition point, $\Delta_{k_{\text{min}}} = \Delta_{k_{\text{max}}}$. This means that the transition point in the parameter space $(\mu, \Gamma, \sigma)$ is exactly that given by Eq. (S22). The prediction that the point in parameter space where the mean abundance diverges remains unaffected by the introduction of heterogeneous carrying capacities is verified in Fig. S6.

However, in the case of the linear instability described in Section S1.D.2, things are not as simple. Following the reasoning in Section S1.D.2, one arrives at the following simultaneous expressions, which can be solved to yield $\Delta_{k_{\text{max}}}$ and $\Delta_{k_{\text{min}}}$ (and hence all other order parameters) at the point of instability

$$\mu \left( \frac{1}{k_{\text{max}}} - \frac{1}{k_{\text{min}}} \right) = \left( \frac{\Delta_{k_{\text{min}}}}{k_{\text{max}}} - \frac{\Delta_{k_{\text{max}}}}{k_{\text{min}}} \right) \frac{1}{\langle w_1 \rangle_k} \frac{\langle w_2 \rangle_k}{\langle w_2 \rangle_k + \Gamma \langle w_0 \rangle_k}.$$  \hspace{1cm} (S118)

We note here that in general $\phi = \langle w_0 \rangle_k \neq 1/2$. This means that the linear instability does not necessarily occur at $\sigma = \sqrt{2}/(1 + \Gamma)$, as was the case when the carrying capacities were all the same, i.e. $k_i = 1$.

**C. Leading eigenvalues**

The expressions for the boundary of the bulk of the eigenvalue spectrum and the outlier eigenvalue in Eqs. (S98) and (S70) respectively are given entirely in terms of the order parameters listed in Eqs. (2) and (3) of the main text. Eqs. (S98) and (S70) do not change when heterogeneous carrying capacities are introduced. That is, what one has to do in the case where the carrying capacities are heterogeneous is to calculate the quantities $\chi, \chi_T, \chi_2, M, q$ and $\phi$ using Eqs. (S116) and substitute these values into Eq. (S98) for the edge of the bulk spectrum, and into Eq. (S70) for the outlier [equivalently into Eq. (8) in the main text].

We demonstrate the efficacy of our theory for reproducing the correct leading eigenvalue of the reduced interaction matrix in the case of heterogeneous carrying capacities in Fig. S6 below. This shows that, even when carrying capacities vary between species, the central conclusion of the main text remains valid. That is, one must take into account the non-Gaussian statistics of interactions between species if one is to properly predict the stability of the system.
FIG. S6: Panel (a): Leading eigenvalue of the reduced interaction matrix as a function of $\sigma^2$ for fixed $\mu = 0.6$, but now in a model with heterogeneous carrying capacities (analog of Fig. 4 in the main text). The red solid line is the modified theory using the values from Eq. (S116) in Eq. (8) of the main text (i.e., it is the non-Gaussian theory for the model with distributed carrying capacities). The dot dashed and dashed red lines are found by inserting the values in Eq. (S116) into the expressions for $\lambda_1$ and $\lambda_0$ in the main text respectively. The black lines are the corresponding lines from the theory for homogeneous $k_i = 1$ for all species (as in the main text). The data in panel (a) thus demonstrates that one must take into account non-Gaussian statistics to correctly predict stability also in the presence of varying carrying capacities. (b) The edge of the bulk of the eigenvalue spectrum when $\mu = -5.0$. The red line is for varying carrying capacities, the black line is for $k_i = 1$ for all species. Notably, the instability point in the model with distributed carrying capacities is no longer given by $\sigma = \frac{\sqrt{2}}{1+\Gamma}$ as in the case of homogeneous $k_i = 1$. In both panels, $\Gamma = 0.2$. Simulations are for $N = 4000$, averaged over 10 trials. We used a dichotomous distribution of carrying capacities, $\gamma(k) = p_1 \delta_{k,k_1} + p_2 \delta_{k,k_2}$, with $p_1 = 0.9$, $p_2 = 0.1$, $k_1 = 0.1$, $k_2 = 5.0$. 
S10. GENERATION OF REDUCED INTERACTION MATRICES WITHOUT ELIMINATION OF EXTINCT SPECIES IN THE LOTKA–VOLTERRA DYNAMICS

In this section, we discuss the possibility of constructing matrices with the same statistics as the reduced interaction matrices without running the dynamics of the Lotka–Volterra system and then eliminating rows and columns of extinct species from the original (full) interaction matrix. In other words, we construct the ensemble of reduced matrices directly from some prescribed distribution ‘from scratch’ (or ‘bottom up’). We will refer to matrices constructed in this way as ‘imitation’ reduced interaction matrices. By constructing the imitation ensemble, we begin to understand in more detail the origin of the non-Gaussianity of the reduced interaction matrix and thus why the universality principle fails to predict its eigenvalues.

In Sec. S10 A we first present the general idea of the bottom-up construction. In Sec. S10 B we calculate the statistics of the true interaction matrices conditioned on given values of the species abundances at a Lotka–Volterra fixed point. These conditional statistics are used in the construction of the imitation ensemble. Technical details of the method to produce the imitation matrices are then given in Sec. S10 C, before we verify in Sec. S10 D that the ensemble of imitation matrices has the same properties as the ensemble of true reduced interaction matrices. We discuss and interpret these results in Section S10 E.

Throughout the section we write $a_{ij}$ for elements of the actual reduced interaction matrix, and $\tilde{a}_{ij}$ for the elements of an imitation matrix. The size of the imitation matrices is written as $\tilde{N} \times \tilde{N}$. To construct the ensemble of imitation matrices we use, and develop further, ideas put forward in Refs. [S27] and [S26].

A. Overall idea

Our approach exploits the fact that an interesting structure becomes apparent in the statistics of the reduced interaction matrix when the reduced matrix is conditioned on the abundances of the surviving species. We use this to turn the Lotka-Volterra approach on its head, so to speak. Instead of drawing a set of interaction coefficients, which then determine the equilibrium abundances and surviving species in the Lotka–Volterra system, and thus the reduced interaction matrix, we proceed in reverse. We first draw a set of mock or ‘imitation’ abundances and then a set of reduced interaction matrix elements conditioned on these abundances.

More specifically, for a fixed set of model parameters $\mu, \sigma, \Gamma$ of the original Lotka–Volterra system, we draw a set of imitation abundances $\{\tilde{x}_i\}$ from the known distribution of abundances at a Lotka–Volterra fixed point. Then, we draw imitation interaction matrix elements from a carefully-constructed Gaussian distribution, whose statistics depend on the imitation abundances. The precise details are described below in Sec. S10 C.

B. Conditional statistics of the elements of the true reduced interaction matrix

In this section we calculate the statistics of elements of the true reduced interaction matrices, conditioned on given values of the species abundances at a Lotka–Volterra fixed point.
For real valued $\alpha_1, \beta_1, \alpha_2$ and $\beta_2$, we define the following quantities,

$$\vartheta_1(x_i) = \begin{cases} 1 & \text{if } \alpha_1 < x_i \leq \beta_1, \\ 0 & \text{otherwise}, \end{cases}$$

(S119)

and similarly

$$\vartheta_2(x_i) = \begin{cases} 1 & \text{if } \alpha_2 < x_i \leq \beta_2, \\ 0 & \text{otherwise}. \end{cases}$$

(S120)

Thus $\vartheta_1(x_i)$ indicates if a particular abundance $x_i$ is in the range $[\alpha_1, \beta_1]$, and $\vartheta_2(x_i)$ if the abundance is in the interval $[\alpha_2, \beta_2]$. We always assume that $\beta_1 \geq \alpha_1 > 0$ and $\beta_2 \geq \alpha_2 > 0$.

As a first step, we now find the statistics of the interaction coefficients of species whose abundances are conditioned to be within the above-stated ranges. That is, we wish to find for example

$$NE(a_{ij}| \alpha_1 < x_i \leq \beta_1, \alpha_2 < x_j \leq \beta_2) = \frac{1}{N\varphi_1\varphi_2} \sum_{ij} a_{ij}\vartheta_1(x_i)\vartheta_2(x_j),$$

(S121)

where we have defined

$$\phi_1 = \frac{1}{N} \sum_i \vartheta_1(x_i)$$

(S122)

as the fraction of species with a fixed-point abundance in the interval $[\alpha_1, \beta_1]$, and similarly for $\phi_2$. We highlight that $N$ is the number of species in the initial pool, at the point when the Lotka–Volterra dynamics is started.

A similar calculation to that which was performed in Section S6 yields

$$NE(a_{ij}| \alpha_1 < x_i \leq \beta_1, \alpha_2 < x_j \leq \beta_2) = \mu + \frac{1}{\phi_1\phi_2} \frac{1}{\chi_T^{(1)} M^{(2)} \sigma^2 + \Gamma \sigma^2 \chi_T^{(2)} M^{(1)}}$$

(S123)

where we have

$$\phi_1 = \int_{z(\alpha_1)}^{z(\beta_1)} Dz,$$

$$M^{(1)} = \int_{z(\alpha_1)}^{z(\beta_1)} Dz x(z),$$

$$\chi_T^{(1)} = -\frac{1}{\sqrt{2\pi q\sigma^2}} \left[ e^{-z(\beta_1)^2/2} - e^{-z(\alpha_1)^2/2} \right]$$

(S124)

with $Dz = e^{-z^2/2}/\sqrt{2\pi}$. Analogous relations apply for the objects $\phi_2, M^{(2)}$, and $\chi_T^{(2)}$. For surviving species we also have from Eq. (S14),

$$z(x) = -\frac{1 + \mu M - (1 - \Gamma \sigma^2)x}{\sqrt{q\sigma}},$$

$$x(z) = \frac{1 + \mu M + \sqrt{q\sigma} z}{(1 - \Gamma \chi \sigma^2)}.$$ 

(S125)
Let us now examine the limit where $\beta_1 = \alpha_1 + \varepsilon$ and $\varepsilon \ll 1$. That is to say the condition $\varphi_1(x_i) = 1$ constrains the abundance $x_i$ to be in a small interval just above the value $x_i = \alpha_1$. Expanding in $\varepsilon$ to linear order we have

$$\phi_1 \approx \frac{1}{\sqrt{2\pi}} e^{-\frac{z(\alpha_1^2/2)}{\sigma \sqrt{q}} \varepsilon},$$

$$M^{(1)} \approx \alpha_1 \frac{1}{\sqrt{2\pi}} e^{-\frac{z(\alpha_1^2/2)}{\sigma \sqrt{q}} \varepsilon},$$

$$\chi^{(1)}_{T} \approx \frac{1}{\sqrt{2\pi q \sigma^2}} z(\alpha_1) e^{-\frac{z(\alpha_1^2/2)}{\sigma \sqrt{q}} \varepsilon}.$$

(S126)

Analogous expressions can be found from constraining abundance $x_j$ to be in the interval $[\alpha_2, \alpha_2 + \varepsilon]$, with $\varepsilon \ll 1$.

Using Eqs. (S126) and the expression for $z(x)$ in Eq. (S125) in Eq. (S123) one obtains

$$NE(a_{ij}|x_i = \alpha_1, x_j = \alpha_2) = \mu - \alpha_2 \frac{1 + \mu M - (1 - \Gamma \sigma^2) \alpha_1}{q} - \Gamma \alpha_1 \frac{1 + \mu M - (1 - \Gamma \sigma^2) \alpha_2}{q}.$$

(S127)

We write this more in more compact form as

$$NE(a_{ij}|x_i, x_j) = \mu - x_j \frac{1 + \mu M - (1 - \Gamma \sigma^2) x_i}{q} - \Gamma x_i \frac{1 + \mu M - (1 - \Gamma \sigma^2) x_j}{q}.$$

(S128)

This describes the mean of the element $a_{ij}$ in the true reduced interaction matrix, conditioned on given abundances $x_i$ and $x_j$ for species $i$ and $j$. An expression which is in agreement with this was obtained in Ref. [S27] for the case $\Gamma = 0$.

In a similar fashion, we also find

$$\text{Var}(a_{ij}|x_i, x_j) = \frac{\sigma^2}{N},$$

$$\text{Cov}(a_{ij}, a_{ji}|x_i, x_j) = \frac{\sigma^2 \Gamma}{N},$$

$$\text{Cov}(a_{ij}, a_{ik}|x_i, x_j, x_k) = -\frac{\sigma^2}{N^2} \frac{x_j x_k}{q},$$

$$\text{Cov}(a_{ij}, a_{ki}|x_i, x_j, x_k) = -\frac{\Gamma^2}{N^2} \frac{x_j x_k}{q},$$

$$\text{Cov}(a_{ji}, a_{ki}|x_i, x_j, x_k) = -\frac{\sigma^2 \Gamma}{N^2} \frac{x_j x_k}{q}.$$

(S129)

We note that the third of the above expressions agrees with the result obtained for the case $\Gamma = 0$ in Ref. [S27].

C. Procedure for producing ‘imitation’ reduced interaction matrices

The construction proceeds in two steps.

**Step 1:**
For a given choice of $\sigma^2, \Gamma, \mu$ we draw a set of $\tilde{N}$ imitation equilibrium species abundances $\{\tilde{x}_i\}$
independently from the truncated Gaussian distribution of the true abundances [this distribution results from Eq. (S14)],

\[ P(x_i) = \Theta(x_i) \frac{1}{\phi} \frac{1}{\sqrt{2\pi}\Sigma^2} \exp \left[ \frac{(x_i - m)^2}{2\Sigma^2} \right], \quad (S130) \]

where \( \Theta(\cdot) \) is the Heaviside function. We have here written \( x_i \) for the argument to stress that this is the distribution of the actual fixed-point abundances of the Lotka–Volterra system. We have also defined

\[
\begin{align*}
m &= \frac{1 + \mu M}{1 - \Gamma \sigma^2 \chi}, \\
\Sigma &= \frac{\sigma \sqrt{q}}{(1 - \Gamma \sigma^2 \chi)}. 
\end{align*}
\quad (S131)
\]

The quantities \( M, q, \chi \) and \( \phi \) are available analytically for the given values of \( \sigma^2, \Gamma, \mu \) (see Sec. S1 C, and Refs. [S8, S26]).

While step 1 relies on analytical results for the distribution of fixed-point abundances of the Lotka–Volterra system, it is important to note that the imitation abundances \( \{\tilde{x}_i\} \) are obtained without running the Lotka–Volterra dynamics. Instead they are generated synthetically as independent samples from the distribution in Eq. (S130).

**Step 2:**

For a given set of values \( \tilde{x}_1, \ldots, \tilde{x}_N \) from step 1 we then construct a random matrix of size \( \tilde{N} \times \tilde{N} \), with elements \( \{\tilde{a}_{ij}\} \) drawn from a joint Gaussian distribution \( P(\{\tilde{a}_{ij}\}|\{\tilde{x}_i\}) \) with the same conditional first and second moments as the ones in a (true) reduced interaction matrix for the given values of the model parameters \( \sigma^2, \Gamma, \mu \). We calculated these conditional moments in the previous section (Sec. S10 B).

The use of a Gaussian distribution in step 2 is motivated by the discussion in Appendix A of Ref. [S27]. The \( \{a_{ij}\} \) of the original interaction matrix are Gaussian random variables. For a fixed set of abundances \( \{x_i\} \), the \( \{a_{ij}\} \) for surviving species at the fixed point of the GLVEs are constrained to satisfy the fixed point equations \( 1 - x_i + \sum_{j \neq i} a_{ij} x_j = 0 \). The distribution of independent Gaussian random variables that are made to satisfy linear constraints was shown to be Gaussian, albeit with additional correlations, in Refs. [S27, S28]. It is by virtue of taking into account that \( \{x_i\} \) are also random variables that the resulting distribution of reduced interaction matrices becomes non-Gaussian.
To generate the \{\tilde{a}_{ij}\} in practice, we first draw a set of \tilde{N}^2 Gaussian i.i.d. random numbers \(y_{ij}\) with mean zero and variance \(\phi \sigma^2 / \tilde{N}\). We then construct the elements of the imitation matrices as follows

\[
\tilde{a}_{ij} = \frac{\phi \mu_{ij}}{N} + Ay_{ij} + By_{ji} - \frac{A \phi}{N q} \sum_{k \neq j} y_{ik} \tilde{x}_k \tilde{x}_j - \frac{\phi \Gamma^2}{2N q B} \sum_{k \neq i} y_{jk} \tilde{x}_k \tilde{x}_i - \frac{\phi B}{N q} \sum_{k \neq j} y_{ki} \tilde{x}_k \tilde{x}_j - \frac{\phi \Gamma^2}{2N q A} \sum_{k \neq i} y_{kj} \tilde{x}_k \tilde{x}_i, \tag{S132}
\]

where

\[
A = \frac{1}{2} \left[ \sqrt{1 + \chi} + \sqrt{1 - \chi} \right],
\]
\[
B = \frac{1}{2} \left[ \sqrt{1 + \Gamma} - \sqrt{1 - \Gamma} \right], \tag{S133}
\]

and where we have defined

\[
\mu_{ij} = \mu - \tilde{x}_j \frac{1 + \mu M - (1 - \Gamma \chi \sigma^2) \tilde{x}_i}{q} - \Gamma \tilde{x}_i \frac{1 + \mu M - (1 - \Gamma \chi \sigma^2) \tilde{x}_j}{q}. \tag{S134}
\]

We note that each element \(\tilde{a}_{ij}\) is the sum of products of random variables (for example of the type \(y_{jk} \tilde{x}_k \tilde{x}_i\)), and hence is manifestly non-Gaussian.

The expression in Eq. (S132) is designed so that the \(\{\tilde{a}_{ij}\}\) have the following properties (which can be verified by direct calculation),

\[
E(\tilde{a}_{ij} | \tilde{x}_i, \tilde{x}_j) = \phi \left( \mu - \tilde{x}_j \frac{1 + \mu M - (1 - \Gamma \chi \sigma^2) \tilde{x}_i}{q} - \Gamma \tilde{x}_i \frac{1 + \mu M - (1 - \Gamma \chi \sigma^2) \tilde{x}_j}{q} \right),
\]
\[
\text{Var}(\tilde{a}_{ij} | \tilde{x}_i, \tilde{x}_j) = \frac{\phi \sigma^2}{N} + O \left( \frac{1}{N^2} \right),
\]
\[
\text{Cov}(\tilde{a}_{ij}, \tilde{a}_{ji} | \tilde{x}_i, \tilde{x}_j) = \frac{\phi \sigma^2 \Gamma}{N} + O \left( \frac{1}{N^2} \right),
\]
\[
\text{Cov}(\tilde{a}_{ij}, \tilde{a}_{ik} | \tilde{x}_i, \tilde{x}_j, \tilde{x}_k) = -\frac{\phi^2 \sigma^2 \tilde{x}_j \tilde{x}_k}{N^2 q} + O \left( \frac{1}{N^3} \right),
\]
\[
\text{Cov}(\tilde{a}_{ij}, \tilde{a}_{kj} | \tilde{x}_i, \tilde{x}_j, \tilde{x}_k) = -\Gamma \frac{\phi^2 \sigma^2 \tilde{x}_j \tilde{x}_k}{N^2 q} + O \left( \frac{1}{N^3} \right),
\]
\[
\text{Cov}(\tilde{a}_{ji}, \tilde{a}_{ki} | \tilde{x}_i, \tilde{x}_j, \tilde{x}_k) = -\Gamma^2 \frac{\phi^2 \sigma^2 \tilde{x}_j \tilde{x}_k}{N^2 q} + O \left( \frac{1}{N^3} \right). \tag{S135}
\]

Comparison with Eqs. (S128,S129) demonstrates that the imitation matrices therefore have the same conditioned statistics as the true reduced interaction matrices in the thermodynamic limit. (To make the comparison one must keep in mind that the dimension of the reduced matrix is related to that of the original Lotka–Volterra system via \(\tilde{N} = \phi N\).)

D. Properties of the imitation ensemble

We now test to see whether the imitation matrices also have the same unconditioned statistics, agnostic of the species abundances, as the true reduced interaction matrices. More precisely, we
compare the properties of imitation reduced matrices (generated using the procedure described in Sec. S10C) with the analytical results for the true reduced matrices from Secs. S4 and S6 of this Supplement.

Fig. S7 shows that the imitation matrix constructed according to Eq. (S132) does indeed produce the correct mean and correlations of the reduced interaction matrix, given in Eqs. (S100) and (S102) respectively.

Then, in Fig. S8, we verify that the higher-order moment $S_3$ [c.f. Eq. (S104)] of the true reduced interaction matrix is captured by the imitation matrices. This demonstrates again that the ensemble of imitation matrices is non-Gaussian ($S_3$ vanishes in a Gaussian ensemble). We also see in Fig. S8 that the leading eigenvalue, which as we saw is calculated using an infinite series of higher-order moments (Sec. S4), is also well-replicated by the imitation matrices.

FIG. S7: Verifying that the imitation reduced interaction matrix has the correct ‘global’ statistics (statistics not conditioned on the abundances). Solid lines are the analytical results for the true reduced matrices, given by Eqs. (S100) and (S102). Markers are from imitation matrices generated using the procedure in Sec. S10C, in particular Eq. (S132). In all panels, $\mu = 0.6$, $\tilde{N} = 8000$ and results were averaged over 10 trials. Panel (a): The scaled mean $\mu' = \tilde{N}E(\tilde{a}_{ij})$. Panel (b): In-row correlations $r' = \tilde{N}^2\text{Cov}(\tilde{a}_{ij}, \tilde{a}_{ik})$. Panel (c): In-column correlations $c' = \tilde{N}^2\text{Cov}(\tilde{a}_{ij}, \tilde{a}_{ik})$. Panel (d): Correlations between elements in the $i^{th}$ row and the $i^{th}$ column $\gamma' = \tilde{N}^2\text{Cov}(\tilde{a}_{ij}, \tilde{a}_{ki})$. To be able to use logarithmic vertical axes in panels (b) and (c) we plot the modulus of $r'$ and $c'$ respectively.
FIG. S8: Verifying that the imitation reduced interaction matrix has the correct higher-order statistics and leading eigenvalue. Solid lines are analytical results for the true reduced interaction matrix, given by Eq. (S105) and Eq. (S73). Markers are from imitation matrices generated as described in Sec. S10 C and Eq. (S132) in particular. In both panels, $\mu = 0.6$, $\tilde{N} = 8000$ and results were averaged over 10 trials. Panel (a): The third moment $S_3$ [defined in Eq. (S104)]. To be able to use a logarithmic vertical axis we plot $|S_3|$. Panel (b): The leading eigenvalue.

**E. Interpretation and further discussion**

The results in Figs. S7 and S8 confirm that the ensemble of true reduced interaction matrices can be generated ‘bottom-up’, without going through the elimination procedure in the Lotka–Volterra dynamics. We have verified that as well as reproducing the first and second moments of the true reduced interaction matrices, the imitation matrices also capture higher-order quantities such as $S_3$ in Eq. (S104), as well as the leading eigenvalue, and thus stability.

Based on these observations, and the manifest non-Gaussianity of the reduced interaction matrices, we can begin to understand why the universality principle does not apply here. There is a finer structure to the interaction statistics, that becomes apparent when we condition on the abundances of surviving species. It is this structure that gives rise to the higher-order moments in the ensemble of reduced matrices. Ignoring these moments and making a simple Gaussian assumption one obtains an incorrect result for the leading eigenvalue [given in Eq. (5) of the main text]. This is why we say that the universality principle fails in the ensemble of reduced interaction matrices.
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