A high-resolution, variable-energy electron beam from a Penning–Malmberg (Surko) buffer-gas trap
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Abstract. We describe the production of a high-resolution electron beam using a Penning–Malmberg buffer-gas trap, or Surko trap as they have become known. A high-flux beam with an energy width of \(\sim 30\) meV (FWHM) is readily achieved and the efficiency of production is considerably higher than that for positrons in a similar trap configuration. The reasons for this become apparent when one considers the molecular collisions and the respective selection rules involved, for electrons and positrons. We demonstrate the production of the beam and the capacity that it realises for absolute scattering measurements and for high-resolution electron spectroscopy.

1 Introduction and background

The field of positron atomic physics has been revolutionised over the past few decades through the use of buffer-gas traps to produce high-resolution, variable-energy positron beams that can be used for a broad range of experiments \cite{1}-from the production of anti-hydrogen \cite{2} to low-energy atomic physics \cite{3} and annihilation studies \cite{4}. Such traps, in conjunction with a high-activity \(^{22}\)Na radioactive positron source, can routinely provide a high-intensity positron beam with an energy width parallel to the guiding axial magnetic field which reflects the temperature of the trapping gases, \((3/2 \ k_{\text{B}} T) \sim 32\) meV (FWHM) at room temperature.

These traps, which use high solenoidal magnetic fields (0.5–1 kG) for radial confinement of particles and electrostatic potential for axial confinement, typically use molecular nitrogen (\(N_{2}\)) and carbon tetrafluoride (\(\text{CF}_{4}\)) as the trapping and cooling gases, with the main energy-loss mechanisms being electronic, vibrational and rotational excitation. Nitrogen is favoured for a number of reasons \cite{5}—it has relatively low-lying electronic excited states which, when excited by positron impact, provide the principal energy loss mechanism to enable trapping of the positrons. The lowest lying of these states, the \(a^{1} \Pi\) state, has an excitation threshold of 8.59 eV, which is below the threshold of 8.78 eV for the formation of positronium (Ps) in \(N_{2}\) \cite{5}. This makes it possible, to some extent, to balance the trapping of the inelastically scattered positrons against the potential loss of positrons through Ps formation and subsequent annihilation. It is important to note here (for the discussion that is to follow) that it is only the manifold of singlet excited states that can be excited by positron impact on the singlet \((X^{1} \Sigma_{g}^{+})\) ground state of \(N_{2}\). This is because the spin–orbit interaction, which can lead to spin-flip excitations, is negligible for positron collisions, and the exchange interaction, which can also lead to singlet–triplet transitions, is absent altogether for positron collisions. The principal role of the \(\text{CF}_{4}\) gas is to then provide further cooling of the positrons through vibrational excitations \cite{5}. It is interesting to note that the choice of these two trapping gases, from a host of possibilities, was largely based on empirical experimental observations of trapping and cooling efficiency. The measurement of the collision cross sections for these excitation processes \cite{6,7}, and thus a full understanding of the underlying molecular scattering mechanisms that enable the efficient operation of the trap \cite{8–10}, was not possible until a high-flux, high-resolution positron beam was actually realised.

Much has been written about the success of such traps for positrons and, while the trapping of electrons has also been demonstrated and explored in a number of configurations \cite{11}, to our knowledge such a trap has only been used once to produce a high-resolution electron beam for low-energy collision studies of \(\text{CF}_{4}\) \cite{12}.

- When one considers the various collision cross sections for electron and positron scattering from \(N_{2}\) and \(\text{CF}_{4}\), it becomes immediately obvious that the conditions for trapping and cooling electrons are far
more favourable. This is due to a range of collisional and spectroscopic factors, namely:

**The exchange interaction** For electron scattering, the indistinguishability of the incident and target electrons means that electron collisions with N₂ can result in the excitation of both singlet (direct excitation) and triplet (via the exchange interaction) electronic states from the singlet ground state. For positron impact, only the singlet manifold of states can be excited, due also to the absence of any significant spin–orbit interaction. In Fig. 1a (from [13]) we show the calculated potential energy curves for the singlet and triplet manifolds of N₂ which identify their excited states and thresholds. In Fig. 1b, we show the corresponding electron excitation cross sections for these states [14] as well as the single ionisation cross section [15]. All of these processes lead to significant energy loss, which can then result in the trapping of the scattered or ionised electrons.

A summary of the cross sections that relate to predicting the trapping of both positrons and electrons via their energy loss when exciting the various N₂ scattering channels is shown in Fig. 1c. In this case, the only measured cross sections for positron scattering are those for the a¹Π state [7] and for direct ionisation [5]. These are similar to the cross sections for electrons, so we have assumed the other singlet excitations to be the same as those for electrons. The result of this comparison shows clearly that the probability of an energy-loss collision that can lead to trapping is significantly higher for electrons than for positrons.

Finally, it should be noted that the positron ‘trapping’ curve in Fig. 1c does not consider the losses due to positronium formation—a cross section which grows strongly above the threshold of 8.78 eV (N₂) to dominate the positron ‘trapping’ cross sections. This imposes the additional constraint of a rather narrow incident energy range of operation for the positron trap in order to maximise energy loss and trapping through electronic excitation, and minimise positron loss due to positronium formation.

- **Resonant electron scattering via transient negative ions** Scattering resonances, where a projectile electron is trapped temporarily in the field of the molecular target forming a transient negative ion, are ubiquitous in electron scattering and, in many (most) cases, cause significant enhancement of the cross section for the scattering channel in which they occur (see [16] for examples). To date, no such resonance effects have been clearly observed in positron scattering, although they have been observed at very low energies in positron annihilation measurements [4]. Both N₂ and CF₄ exhibit electron scattering cross sections which are significantly enhanced by resonance formation, particularly their vibrational excitation cross sections. In N₂ for example, the 2Π_g resonance in the 2–5 eV energy range completely dominates the vibrational excitation and, without its presence, vibrational excitation of this homonuclear diatomic molecule is very small—which is the case for positron excitation. Similarly, for CF₄, the excitation cross sections for the three lowest-lying vibrational modes are strongly enhanced near their thresholds, and the ν₃ mode in particular reaches, and maintains, a significant cross section to quite high impact energies. The vibrational excitation cross sections for both N₂ [17] and CF₄ [18] are shown in Fig. 2a and b, respectively, and we note that these are cross section compilations based on both experiment and theory. In Fig. 2a we have summed the cross sections for the first five vibrational modes to provide a simpler overall picture, but note that the energy loss associated with these modes varies from ~ 280 meV for the ν = 0–1 mode to more than 1.3 eV for the 0–5 transition. Again, we emphasise here that for positrons, the effective vibrational excitation cross section for N₂ will be insignificant, while those for CF₄ have been shown to be similar to those measured for electrons [12], although without the sharp, near-threshold resonant enhancement that is indicated for electrons in Fig. 2b. Thus, the large, resonantly enhanced, vibrational excitation cross sections for electron-N₂ scattering potentially provide a significant additional trapping and cooling mechanism for electrons over positrons.

- **The birth of additional electrons through ionisation** Just above the thresholds for electronic excitation lie the ionisation thresholds for both N₂ (15.58 eV) and CF₄ (14.7 eV). Not only does an ionising collision facilitate trapping of the incident electron through its energy loss, but a second electron is also born and this can also be trapped and cooled. Thus, it would be technically feasible, in the absence of loss mechanisms, to achieve a trapping efficiency greater than 100% for electrons through this ionisation growth channel.

- **The lack of loss mechanisms for electron trapping, principally Ps formation** This is an obvious difference between the electron and positron cases, but not only does it mean there are no major loss mechanisms for the electrons in the trap, it also allows for a much wider range of energies over which the trap can be tuned in the electron case in order to optimise trapping efficiency against the scattering cross sections for the two gases.

## 2 Rationale for this study

The above discussion provides a compelling background for why trapping and cooling of electrons in a Surko trap should be highly efficient. The question remains as to why one would want to do this, and what the resultant high-flux, high-resolution beam could be used for in a field where cross section measurements have been successfully conducted for a century.
Fig. 1 a Potential energy curves for the singlet (left panel) and triplet (right panel) electronic states of $N_2$ (from [13]).

b Cross-sections for electron-impact excitation of the electronic states of $N_2$ [14] and the single ionisation cross section [15]. Blue lines indicate singlet states (accessible by either positron or electron impact) and red lines are for the triplet states (accessible only by electron impact).

c Effective trapping cross sections for electrons and positrons in $N_2$ (see text for details).
Electron scattering measurements have become increasingly sophisticated over the past few decades with high precision obtained in both the measurement of scattering cross sections and electron-driven spectroscopy. One of the main drivers for this work has been the need for such cross sections in a wide range of applications—from atmospheric modelling [14, 17] to plasma processing technologies [19] and biological/medical applications [20]. For modelling these various applications, the most important and useful information that electron scattering can provide is usually at the integral or total scattering cross section level across a range of (mostly) inelastic processes, although angle-dependent measurements can also be useful, and provide a more stringent test of theory. To date, the vast majority of this integral scattering data is derived by extrapolating (to unmeasured forward and backward angles) and integrating the angular-differential measurements that are the usual outcome from high-precision electron spectrometer measurements. Without discussing the details involved, the uncertainties that arise from the integration process, together with uncertainties in the spectrometer transmission function, result in integral inelastic cross sections with significant uncertainties, usually >20% [21].

Scattering measurements in a high magnetic field, which are possible in conjunction with a Surko trap [6], do not suffer from such effects. As has been demonstrated by various positron scattering studies [e.g. 5, 7, 12, 22], the technique allows the direct measurement of integral cross sections for inelastic scattering, with significantly reduced uncertainties. There are a number of low-energy electron-molecule scattering systems for which discrepancies between available experimental data, and between experiment and theory for vibrational and electronic excitation, remain unresolved (e.g. NO [23]; H$_2$O and some biomolecules [24, 25]; CO [26]; and N$_2$ [27] to name just a few). This technique applied to electrons has the clear potential to assist in the resolution of such discrepancies. Furthermore, it would enable tests of the accuracy of phenomenological approaches, such as the BE$_f$ scaling technique [28], which has been shown to be a surprisingly useful theoretical tool for predicting electron-molecule electronic excitation cross sections.

### 3 Experimental apparatus and techniques

The multi-stage, differentially pumped beamline and Penning–Malmberg trap used for the production of the trap-based electron beam is similar to that which has been described in some detail previously in the context of positron collision measurements [29], so we shall only describe the essential features and differences here. The beamline consists of three differentially pumped stages, each evacuated by a turbomolecular pump. The

---

**Fig. 2**  
(a) Summed cross sections for the electron impact excitation of the first five vibrational modes ($\nu = 0–1, 2, 3, 4, 5$) of N$_2$ [17] (see text for details) and (b) Relevant vibrational excitation cross sections for electron cooling in CF$_4$ [18] (see text for details).
Typical potential distributions for the various stages of operation of the trap (trapping, cooling, and dumping) are shown in Fig. 3. A typical 20 ms operating cycle of the trap involves 10 ms trapping time and 10 ms of cooling, with N\textsubscript{2} and CF\textsubscript{4} driving pressures of approximately 110 and 65 mTorr, respectively. It is difficult to estimate the actual pressures of the two gases in the trap but we expect that the N\textsubscript{2} pressure in the narrow section of the trap is about 10 mTorr while that of CF\textsubscript{4} in the last stages is about 12 mTorr, with the pumping station pressure at about 1 \textmu Torr.

One significant difference between trapping, cooling, and transporting an electron beam in such an apparatus, as compared to a positron beam, is the issue of secondary electrons. Numerous processes downstream from the buffer-gas trap can give rise to secondary electrons-in our case the main sources are surface scattering from the collision cell apertures, and ionisation of background gas. While similar processes occur with positrons, the guiding potential fields in that case easily serve to reject any secondary electrons. This is not the case for an electron beam, where the secondary electrons are readily transported along with the trapped beam, and particular attention must be paid to both minimising/reducing these background contributions, and managing those that cannot be effectively removed.

The scattering cell used for the collision measurements is constructed from non-magnetic stainless steel and is 10 cm in length with a 2.5 cm internal diameter. The entrance and exit apertures are 4 mm in diameter and gas is fed to the cell through Teflon tubing, which is also used for the pressure sampling line connecting the cell to an externally mounted Baratron capacitance manometer (MKS 626A.1TBF).

Energy analysis and detection of the transported beam are achieved with a simple cylindrical retarding potential analyser (RPA) and a chevron-mounted channel plate stack, which is in turn coupled to a phosphor screen. The signal from the back of the channel plates is amplified using a trans-impedance amplifier (Femto HCA-1 M-1 M-C) and the physical size of the beam can be determined by imaging the output from the phosphor with a CCD camera (Sony ICX274AL Scorpion).

The magnetic fields at the trap, collision cell, and RPA are all independently adjustable in order to facilitate inelastic scattering measurements [6], but for the present measurements they were all held at the same magnetic field of about 500 Gauss.

4 Results and discussion

As indicated above, the parameter space available for trapping electrons in a buffer-gas trap is considerably more favourable than for positrons. This is due both
Fig. 4 Trapped beam signal obtained with the trap electrode potentials optimised for trapping on vibrational excitation in N$_2$ and CF$_4$ (see text for discussion)

to the lack of the Ps formation loss mechanism, which provides rather strict limits on the injection energy of positrons into such traps, and the large electron impact cross sections for vibrational excitation of N$_2$, which are greatly enhanced by the $^2$P$_g$ negative ion resonance state, but are vanishingly small for positron impact. As a result, it should be possible to trap electrons via energy loss from both electronic excitation and ionisation collisions (which are the principal trapping collisions for positrons), and also through vibrational excitation.

Figure 4 shows a relative trapping efficiency plot as a function of the energy of the electrons incident on the trap, noting that the energy width of this ‘beam’ is likely about 2 eV, when emission temperature and magnetic field differences between the emission point and trap are taken into account. At low energies, the principal trapping mechanism is energy loss through resonant vibrational excitation(s), while at higher energies energy loss through electronic excitation and ionisation will be the dominant mechanisms. As can be seen in Fig. 4, at energies below about 6 eV there is evidence of structure which is likely explained by the convolution of the broad ($\pm$ 2 eV) beam entering the trap and the resonance structure present in electron impact excitation of the N$_2$ vibrational levels (see Fig. 2a). The influence of electronic excitation and ionisation is evident at energies above 10 eV. The absolute trapping efficiency is directly proportional to the number density of the trapping gas, the energy width of the incident electron beam, the geometry of the trap, and the collision energy. While we don’t have the means to directly quantify it, we estimate the absolute trapping efficiency for electrons entering the trap to be greater than 50%.

In Fig. 5a we show a typical retarding field ‘cut-off’ curve, measured with the RPA, which gives an indication of the energy width of the pulsed, trapped beam following the magnetically guided transport through the vacuum system. This is measured by incrementally raising the potential of the analyser element to...
retard the transmission of the beam to the detector. In order to establish the full-width-at-half-maximum (FWHM) energy width of the beam, we have fitted the cut-off curve with an error function and then taken the derivative of this function, and this curve is also shown in Fig. 5a. The FWHM is a measure of the ‘parallel’ energy width of the beam and, as indicated, this is about 33 meV. In Fig. 5b we illustrate the significant advantage of using the rotating wall to compress the beam. Here we show a comparison of the energy width of the compressed beam (33 meV as in Fig. 5a) with that obtained for an uncompressed beam, in this case around 55 meV. The energy width of the uncompressed beam is broadened considerably, most likely due to the proximity of the edges of the diffuse beam to the apertures of the scattering cell where it experiences a less uniform potential distribution.

As a demonstration of the capacity of the apparatus to measure electron scattering cross sections with relatively high energy resolution, and absolute accuracy, we show a measurement of the electron-helium total elastic cross section in the region of the well-known He$^{-}$ 1s 2s$^2$ 2S$^1/2$ negative ion resonance in Fig. 6. The experimental technique used for this measurement has been discussed in many previous works [3, 6, 7]. The most recent, and most accurate measurements of this feature are the differential elastic scattering measurements of Gopalan et al. [31], and the total scattering measurements of Shigemura et al. [32], both of which used a high-resolution (6–8 meV), low flux electron beam produced by photo-ionisation. Gopalan et al. locate this resonance at 19.365 eV with a width of 11.2 meV. In the total cross section measurement of Shigemura et al., the resonance appears as an asymmetric dip in the cross section with an amplitude of about 25% of the non-resonant value. The present measurement shows a similar, but broader asymmetric dip which drops about 10% below the non-resonant background cross section. The absolute cross section scale is set using the Beer-Lambert attenuation law through a knowledge of the scattering cell length, measurements of the scattering intensity, and the absolute pressure in the scattering cell as determined by the Baratron, which we estimate has a calibration uncertainty of about ±3%. This leads to an overall absolute uncertainty in the range 4–5%.

The agreement that we demonstrate in Fig. 6 with a sample of the previous absolute measurement, and the highly accurate variational calculations of Nesbet [33], would indicate that our overall uncertainty estimate on the absolute cross section is reasonable. Note that the Nesbet calculation is not expected to reproduce the resonance structure.

We have also fitted the resonance data in Fig. 6 with a Fano profile plus linear background, using the known resonance energy width (11.2 meV) and energy (19.365 eV) [31]. We obtain a shape parameter from the fit ($Q = 0.205$) which is consistent with that of Shigemura et al. ($Q = 0.211$) [32].

5 Conclusions

We have demonstrated the operation of a buffer-gas (Surko) trap for the production of a high resolution, high flux, pulsed electron beam that can be used for atomic and molecular collision studies. The measurement of the electron-helium total elastic cross section in the region of the well-known He$^{-}$ 1s 2s$^2$ 2S$^1/2$ negative ion resonance is the first observation of resonant structure using this technique and is consistent with state-of-the-art measurements.

It would be interesting to model the operation of the electron buffer-gas trap using the well-known cross sections for electron impact excitation of both N$_2$ and CF$_4$, as has been done extensively for positrons, with much less well-known cross sections. The key role of resonance-driven vibrational excitation in N$_2$, the positive feedback of additional electrons produced through ionisation, and the lack of the positronium loss mechanism will undoubtedly lead to much higher efficiencies for electrons than for positrons, although the ultimate limitation on efficiency is likely to be space charge in the trap.
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