An ECG Signal De-Noising Approach Based on Wavelet Energy and Sub-Band Smoothing Filter
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Abstract: Electrocardiographic (ECG) signal is essential to diagnose and analyse cardiac disease. However, ECG signals are susceptible to be contaminated with various noises, which affect the application value of ECG signals. In this paper, we propose an ECG signal de-noising method using wavelet energy and a sub-band smoothing filter. Unlike the traditional wavelet threshold de-noising method, which carries out threshold processing for all wavelet coefficients, the wavelet coefficients that require threshold de-noising are selected according to the wavelet energy and other wavelet coefficients remain unchanged in the proposed method. Moreover, the sub-band smoothing filter is adopted to further de-noise the ECG signal and improve the ECG signal quality. The ECG signals of the standard MIT-BIH database are adopted to verify the proposed method using MATLAB software. The performance of the proposed approach is assessed using Signal-To-Noise ratio (SNR), Mean Square Error (MSE) and percent root mean square difference (PRD). The experimental results illustrate that the proposed method can effectively remove noise from the noisy ECG signals in comparison to the existing methods.
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1. Introduction

ECG signals record the electrical activity of the heart, which can reflect its state. Therefore, ECG signals are widely used in heart disease diagnosis [1]. However, an ECG signal is easily degraded by various noises in the acquisition process, which reduces the application value of ECG. There are many reasons for ECG signal degradation, such as electromyographic (EMG) interference, respiratory interference, frequency interference, etc. Due to the different types of ECG signal noise sources, filtering becomes a difficult problem [2]. Therefore, the pre-processing and de-noising of ECG signals is a crucial process before the analysis and diagnosis of ECG.

At present, there are many methods to filter and pre-process ECG signals. Huang et al. [3] introduced a new signal analysis method called empirical mode decomposition (EMD), which is
widely applied to de-noise ECG signals. Tang et al. [4] exploited the empirical mode decomposition method to remove noise from ECG signals. Sayadi O et al. [5] adopted a modified extended Kalman filter (EKF) structure to de-noise and compress ECG signals. S. Cuomo et al. [6] proposed a revised scheme for ECG signal denoising based on a recursive filtering methodology. Poornachandra et al. [7,8] proposed a sub-band adaptive shrinkage function for ECG signal de-noising. Singh O et al. [9] proposed a de-noising algorithm based on empirical mode decomposition and moving average filter. Discrete Wavelet Transform (DWT) is one of the widely used de-noising techniques, which provides an important solution to de-noise ECG signals. At present, threshold techniques using different sets of wavelet coefficients and wavelet transform are also proposed. Donoho D L et al. [10,11] proposed a wavelet threshold de-noising method based on discrete wavelet transform for non-stationary signals. Alfaouri M. [12] proposed an approach based on the threshold value of ECG signal determination using Wavelet Transform coefficients. Kabir et al. [13] presented a new ECG de-noising approach based on noise reduction in empirical mode decomposition (EMD) and discrete wavelet transform (DWT) domains. Patil H T et al. [14] proposed a new threshold estimation method for ECG signal de-noising based on wavelet decomposition, in which the maximum and minimum wavelet coefficients of each stage are used to calculate the threshold. Bouny L E et al. [15] presented an ECG signal de-noising method based on Ensemble EMD Thresholding and Higher Order Statistics (HOS). Rakshit M et al. [16] adopted empirical mode decomposition and adaptive switching mean filter to de-noise ECG signals. Among the existing de-noising approaches, singular spectrum analysis (SSA) is a recently developed method to separate the signal of interest from various noises effectively [17–20].

In the light of the above factor, an approach based on wavelet energy and sub-band smoothing filter is proposed in this paper. The wavelet coefficients that required to be de-noised are determined by wavelet energy and other wavelet coefficients remain unchanged. Moreover, the quality of ECG signal is further improved by a sub-band smoothing filter. The remainder of this paper is organized as follows: the next section briefly overviews discrete wavelet transform. The proposed approach is explained in detail in Section 3. The experimental results are reported in Section 4 and the conclusion will be summarized in Section 5.

2. Discrete Wavelet Transform

Wavelet transform is often used to analyze instantaneous and time-varying signals. Although a classical Fourier transform can reflect the overall connotation of signals, its expression is usually not intuitive enough. As an alternative to Fourier transform, wavelet transform can decompose signals at different scales. Different decomposition scales can be selected for different processing targets. Moreover, the time and the frequency domains can be simultaneously located. For non-stationary signal analysis, it has great advantages.

Discrete wavelet transform is realized by passing the signal through a series of low-pass and high-pass filters [21,22]. Wavelet transform decomposes the signal into detailed components and approximates components of different scales. Figure 1 is a schematic diagram of discrete wavelet transform, where $x[n]$ is the discrete input signal with length $n$; $g[n]$ is a low-pass filter, which can filter out the high-frequency part of the input signal and output the low-frequency part. $h[n]$ is a high-pass filter. Contrary to the low-pass filter, it filters out the low-frequency part and outputs the high-frequency part. $\downarrow$ is a down-sampling filter.
At present, many wavelet bases have been developed, such as Haar, Daubechies (Db), Symlet and so on, for the analysis and synthesis of signals. Correct selection of a wavelet basis function plays an important role in de-noising performance [23]. Table 1 shows the comparison of the signal-to-noise ratio (SNR) and the mean square error (MSE) of the de-noised ECG signals which are de-noised by several typical wavelet basis. It can be seen from the table that SNR of db5 is relatively high and MSE is relatively low. Therefore, we select db5 as a wavelet basis in the process of de-noising ECG signal in the paper.

### Table 1. Comparison of the de-noising results by several typical wavelet basis.

| ECG Signals | SNR | MSE             |
|-------------|-----|-----------------|
|             | db5 | sym5 | haar | coif5 | db5 | sym5 | haar | coif5 |
| 100         | 22.87 | 21.38 | 19.53 | 20.82 | 0.00015 | 0.00021 | 0.00033 | 0.00024 |
| 101         | 23.70 | 23.63 | 19.30 | 21.00 | 0.00018 | 0.00018 | 0.00050 | 0.00034 |
| 102         | 23.18 | 22.85 | 21.77 | 22.72 | 0.00014 | 0.00015 | 0.00020 | 0.00016 |
| 103         | 26.84 | 26.78 | 21.07 | 26.70 | 0.00019 | 0.00019 | 0.00073 | 0.00019 |
| 104         | 25.84 | 25.24 | 22.59 | 25.30 | 0.00018 | 0.00021 | 0.00039 | 0.00021 |
| Average     | 24.48 | 23.97 | 20.85 | 23.30 | 0.00016 | 0.00018 | 0.00043 | 0.00022 |

### 3. The Proposed Approach

The framework of the proposed approach is shown in Figure 2. The wavelet coefficients that required threshold de-noising are determined by wavelet energy, and then further de-noising through sub-band smoothing filter to obtain the final de-noised smoothed ECG signal. A detailed explanation on every step is provided below.

![Figure 2. the framework of the proposed approach.](image)

#### 3.1. Pre-Processing

It is firstly preprocessed by zero averaging before the wavelet decomposition of the signal. The purpose is to remove the DC component in the signal and make the amplitude of the zero-frequency signal very small. In the subsequent power spectrum analysis, the influence of DC energy on the spectrum analysis of low and intermediate frequency signals can be reduced. The zero averaging formula is given as follows:

\[ X = X - \text{mean}(X) \]  

where \( X \) is the original input signal, \( \text{mean}(X) \) represents the mean of \( X \).

The algorithm defaults a tolerance value of 3. Tolerance value is an empericial value, which is adopted to determine the maximum boundary value of the engery change points. For example, if the tolerance value is 3, the position value of the energy change point cannot exceed 3. That is, if the
minimum point of energy change occurs at the fourth position, the coefficients of the forward three decompositions are only considered.

3.2. De-Noising Based on Wavelet Energy

3.2.1. Wavelet Decomposition of ECG

Multi-scale and multi-level wavelet decomposition is performed on the signal after the averaging process. As is known to all, the determination of the number of layers of wavelet decomposition affects the subsequent de-noising effect to a certain extent. If the number of decomposition layers is too small, the de-noising effect will be unsatisfactory. Generally, in order to eliminate high-frequency noise and extract low-frequency components, the number of decomposition layers will be increased to some extent [21], if the number of layers are too high, the error will be considered as large; moreover, it mainly focuses on the reflection of the characteristics of the wavelet basis rather than the signal being analyzed itself, which results in false frequencies and much information loss. For purpose of obtaining more wavelet coefficients, the number of decomposition layers can be appropriately increased, but when the number of decomposition layers is too much, it is easy to cause false frequency.

3.2.2. Calculating the Energy of Each Decomposition Layer

Firstly, the detail coefficients of each layer are calculated according to the detcoef function of Matlab, and then the energy contained in the detail coefficients of each layer is calculated. The calculation formula is as follows:

\[ E_j = \log_e \left( \sum_{i=0}^{N} |c_{oj}|^2 \right) \]  

(2)

where \( E_j \) represents the detail coefficient energy of the \( j \)th layer, \( N \) represents the number of detail coefficient of the \( j \)th layer, and \( c_{oj} \) represents the \( i \)th detail coefficient of the \( j \)th layer.

3.2.3. Selecting the Required De-Noising Points

According to the coefficient energy of each layer calculated above, the wavelet energy curve can be obtained, and then the position of the maximum and minimum points of the energy curve can be calculated, that is the decomposition level where they are.

According to the positions of the maximum and minimum points of the calculated wavelet energy curve, the variation points of the number of detail layers that need to be de-noised can be judged. The previous level of the variation points is considered to be de-noised, while the level of the variation point and the subsequent level are not considered to de-noise.

In practical processing, we only locate the initial several detail coefficients that required processing, without considering the low-frequency components behind. Therefore the first position of the energy change point is particularly important. Selecting the location points required de-noising is divided into the following cases:

A. When the minimum and maximum values of the energy curve exist simultaneously:

1. When the location of the first maximum point is less than the location of the first minimum point and the location of the first maximum point is less than the median value of the location of the first maximum point and the location of the first minimum point (If the median is not an integer, round to zero).

When the position of the first maximum point is greater than the tolerance value, the location point is calculated as:

\[ chg_{locs} = \left\lceil \frac{max_{locs}(1)}{2} \right\rceil \]  

(3)
When the position of the first maximum point is less than the tolerance value, the location point is calculated as

\[ \text{chg}_\text{locs} = \text{max}_\text{locs}(1) \]  

(4)

where \( \text{chg}_\text{locs} \) is the location point to be determined and \( \text{max}_\text{locs}(1) \) is the location of the first maximum point.

2. When the location of the first maximum point is greater than the location of the first minimum point, and the position of the first minimum point is less than the median value of the position of the first maximum point and the position of the first minimum point.

When the position of the first minimum point is greater than the tolerance value, the location point is calculated as:

\[ \text{chg}_\text{locs} = \left\lceil \text{min}_\text{locs}(1) \right\rceil  \]  

(5)

When the position of the first minimum point is less than the tolerance value, the location point is calculated as:

\[ \text{chg}_\text{locs} = \text{min}_\text{locs}(1) \]  

(6)

where \( \text{min}_\text{locs}(1) \) is the location of the first minimum point.

B. When the minimum point of the energy curve exists and the maximum point does not exist.

1. When the position of the first minimum point is greater than the tolerance value, the location point is calculated as:

\[ \text{chg}_\text{locs} = \left\lceil \text{min}_\text{locs}(1) \right\rceil  \]  

(7)

2. When the position of the first minimum point is less than the tolerance value, the location point is calculated as:

\[ \text{chg}_\text{locs} = \text{min}_\text{locs}(1) \]  

(8)

C. When the maximum point of the energy curve exists and the minimum point does not exist.

1. When the position of the first maximum point is greater than the tolerance value, the location point is calculated as:

\[ \text{chg}_\text{locs} = \left\lceil \text{max}_\text{locs}(1) \right\rceil  \]  

(9)

2. When the position of the first maximum point is less than the tolerance value, the location point is calculated as:

\[ \text{chg}_\text{locs} = \text{max}_\text{locs}(1) \]  

(10)

D. When the minimum and maximum of the energy curve do not exist, we consider that the default noise only appears in the first and second high frequency detail components, and the locating point is set as follows:

\[ \text{chg}_\text{locs} = 3 \]  

(11)

3.2.4. Threshold De-Noising

When the location point required de-noising is selected, the detail coefficients of each layer before the location point are de-noised using threshold. Hard threshold and soft threshold are adopted in this paper. In hard threshold processing, when the absolute value of the wavelet coefficients is less than the given threshold, it will be zero; when the wavelet coefficients are larger than the given threshold, it will remain unchanged. That is as follows:

\[ \omega = \begin{cases} 
\omega, & |\omega| \geq \lambda \\
0, & |\omega| < \lambda 
\end{cases} \]  

(12)

where \( \omega \) is a certain wavelet coefficient and \( \lambda \) is a given threshold.
In soft threshold processing, when the absolute value of the wavelet coefficient is less than the given threshold value, set it as zero; If it is larger than the given threshold value, let the wavelet coefficient subtract the threshold value. That is as follows:

$$\omega = \begin{cases} 
\text{sgn}(\omega) ([|\omega| - \lambda]) & |\omega| \geq \lambda \\
0 & |\omega| < \lambda 
\end{cases}$$  \hspace{1cm} (13)

Hard threshold is superior to soft threshold in mean square error, however, the signal will produce additional oscillation and jump point, which does not have the smoothness of the original signal. The wavelet coefficients obtained by soft threshold have good continuity and the tested signal will not produce additional oscillation. However, due to the compression of the signal, there will be a certain deviation, which directly affects the approximation level between the reconstructed signal and the real signal. We adopt a fixed threshold to signal de-noising, and the formula is as follows:

$$\lambda = \sigma \sqrt{2 \log N}$$  \hspace{1cm} (14)

where $\lambda$ is the threshold, $N$ is the number of samples, and $\sigma$ is the noise standard deviation. The noise standard deviation is calculated separately according to each layer, and the values are different in the threshold processing of different layers.

3.3. Signal Reconstruction

According to the detailed coefficients of the location point layer and the following layer of the wavelet decomposition, and the detail coefficients from the first layer to the front layer of the locating point after threshold de-noising, and the approximate coefficients, the signal is reconstructed by the wavelet transform, which is the inverse discrete wavelet transform.

3.4. Signal Smoothing Processing

After threshold de-noising and wavelet reconstruction, some noises still exist in the reconstructed ECG signal. These noises are clearly visible in the low time varying components of the ECG signal i.e., the region between QRS complexes. Therefore, signal smoothing processing is applied for further enhancement of ECG signal quality. In this paper, we determine the subband information required smoothing by the subbands divided by the maximum of the minimum values and the minimum of the maximum values of reconstructed signal. We define $l_{\text{max}}$ as the maximum of the minimum values of reconstructed signal, and $u_{\text{min}}$ as the minimum of the maximum values of reconstructed signal. The reconstructed signal is smoothed point by point from the second point, the processing can be divided into the following situations:

A. when the $i$th point of the signal, i.e., $\text{sig}(i)$, is between $l_{\text{max}}$ and $u_{\text{min}}$, consider its previous point $\text{sig}(i-1)$ and the next point $\text{sig}(i+1)$, and the filtering is as follows:

1. when both $\text{sig}(i-1)$ and $\text{sig}(i+1)$ are between $l_{\text{max}}$ and $u_{\text{min}}$, the smoothing filter formula is:

$$\text{sig}(i) = \frac{(\text{sig}(i-1) + \text{sig}(i) + \text{sig}(i+1))}{3}$$  \hspace{1cm} (15)

2. when $\text{sig}(i-1)$ is between $l_{\text{max}}$ and $u_{\text{min}}$, and $\text{sig}(i+1)$ is not between $l_{\text{max}}$ and $u_{\text{min}}$, the smoothing filter formula is:

$$\text{sig}(i) = \frac{(\text{sig}(i-1) + \text{sig}(i))}{2}$$  \hspace{1cm} (16)
3. when \( \text{sig}(i + 1) \) is between \( \text{lmax} \) and \( \text{upmin} \), and \( \text{sig}(i - 1) \) is not between \( \text{lmax} \) and \( \text{upmin} \), the smoothing filter formula is:

\[
\text{sig}(i) = \frac{(\text{sig}(i) + \text{sig}(i + 1))}{2}
\]

(17)

4. when both \( \text{sig}(i - 1) \) and \( \text{sig}(i + 1) \) are not between \( \text{lmax} \) and \( \text{upmin} \), the smoothing filter formula is:

\[
\text{sig}(i) = \text{sig}(i)
\]

(18)

B. When the \( i \)th point of the signal, i.e., \( \text{sig}(i) \), is not between \( \text{lmax} \) and \( \text{upmin} \), the smoothing filter formula is:

\[
\text{sig}(i) = \text{sig}(i)
\]

(19)

4. Results and Discussion

4.1. Experimental Environment

To verify the performance of the proposed algorithm, we conduct a number of experiments in our personal computer. The presented approach is implemented in Matlab2012b. We use MIT-BIH arrhythmia database [24] as a reference for real signals. Each sample length is 650,000. The sampling rate is 360 Hz and the resolution is 11 bps. For simulated electrocardiograms, we used the introduced dynamic model to generate synthetic ECG signals [25,26].

In the qualitative evaluation, we select the signal numbered 114 for direct de-noising observation because the record contains more noise. In addition, since there is an ectopic complexes in 119 record, we add noise to record 119 and compared the effect of de-noising with several traditional methods. Finally, In order to observe the de-noising effect of this method under different types of noise, we add power line interference, Gaussian noise and EMG noise to records 106, 113 and 115, respectively.

In the quantitative evaluation, we consider ECG signals such as 100, 103, 105, 113, 115, 117, 119, 122, 200, 215, 230, which contain time-varying QRS morphology,normal and abnormal ECG beats. In each set of experiments, these signals are tested 100 times and averaged. In addition, the record 115 is quantitatively evaluated by adding different types of noise.

We simulated power line interference, EMG noise and synthetic interference. In order to evaluate the performance of the proposed method for power line interference denoising, the additional functions of these interference are as follows:

\[
N(t) = A \times \sin(2\pi ft)
\]

(20)

where \( A = 0.15 \text{ mv} \) and \( f = 50 \text{ HZ} \). The signal was added to the original electrocardiogram signal to simulate power line interference. Random noise is added to ecg signals [27] to simulate EMG interference \((\mu = 0, \sigma = 0.15)\). In the case of synthetic interference, white gaussian noise (WGN) is used to simulate these noises.

4.2. Qualitative Evaluation

The performance of the proposed de-noising algorithm is qualitatively analyzed by visual evaluation. Figure 3 shows the results of de-noising the No. 114 record in the MIT-BIH database. As can be seen from the figure, the signal that is de-noised by wavelet obviously reduces a lot of noise, while the signal smoothed further removes more noise.
Figure 3. The results of de-noising 114 records in the MIT-BIH database: (a) Green is the signal de-noised by wavelet transform (including burrs), and red is the sub-band segmented by the minimum of maximum and the maximum of minimum. (b) The comparison between the signal after wavelet de-noising and the signal after wavelet de-noising and smoothing. (c) The comparison between the original signal and the signal after wavelet de-noising and smoothing. (d) The signal after de-noising and the resulting noise.

In Figure 4, we select 119 records from the MIT-BIH arrhythmia database, which contained some ectopic complexes (there exists a complex in the opposite direction of QRS complex before the appearance of QRS complex, called as ectopic complex). We add 20 dB of white Gaussian noise to it to destroy the record. It can be observed from the denoised signals that these ectopic complexes are still preserved in the reconstructed signals, which will not affect the analysis of ECG signals. Compared with the traditional wavelet de-noising, EMD and EMD soft threshold, the ECG signal de-noised by the proposed method is closer to the original ECG signal and smoother.

Figure 4. The de-noising results of adding 20 dB WGN to No. 119 record of the MIT-BIH database: (a) The original signal. (b) The signal after adding 20 dB WGN. (c–f) De-noised signals using wavelet soft threshold, EMD, EMD soft threshold, proposed method.

Figures 5–7 demonstrate the de-noising effect of the proposed method for various noises. Figure 5 shows the de-noising results of signal after adding 50 HZ power line interference to No. 106 record of the MIT-BIH database. Figure 6 displays the results of adding 20 dB WGN to No. 113
record of the MIT-BIH database. Figure 7 shows the de-noising results after adding EMG interference to No. 115 record of the MIT-BIH database. As can be seen from these figures, the de-noising effect is obvious and the distortion is smaller than that of the original signal. The results show that the proposed method can effectively de-noise all kinds of noises, and the de-noised signal retains the characteristics of the original signal. Moreover, the signal is very similar to the original signal.

The evaluation also extends to the synthetic ECG signal. We add 15 dB Gauss white noise to the synthetic signal and denoise it. As shown in Figure 8, it can be seen that the algorithm also has excellent denoising effect on the synthetic ECG signal.

**Figure 5.** The de-noising results of signal added 50 HZ power line interference to the 106 record of the MIT-BIH database: (a) The original signal. (b) The signal after adding power line interference. (c–f) De-noised signals using wavelet soft threshold, EMD, EMD soft threshold, proposed method.

**Figure 6.** The de-noising results of adding 20 dB WGN to No. 113 record of the MIT-BIH database: (a) The original signal. (b) The signal after adding 20 dB WGN. (c–f) De-noised signals using wavelet soft threshold, EMD, EMD soft threshold, proposed method.
4.3. Quantitative Comparison

In this paper, the performance of de-noising signal is analyzed by SNR, MSE and PRD, and the quality of reconstructed signal is studied. The SNR can be divided into output SNR and improved SNR. The output SNR formula is defined as follows:

$$SNR_{out} = 10 \log \left[ \frac{\sum_{i=1}^{L} \chi^2 (i)}{\sum_{i=1}^{L} (s(i) - x(i))^2} \right]$$ (21)
The formula of improved SNR is defined as follows:

\[
SNR_{imp} = 10 \log \left( \frac{\sum_{i=1}^{L} (y(i) - x(i))^2}{\sum_{i=1}^{L} (s(i) - x(i))^2} \right)
\]  

(22)

The MSE is used to measure the deviation between the original signal and the de-noised signal. The formula is given as follows:

\[
MSE = \frac{1}{L} \sum_{i=1}^{L} (x(i) - s(i))^2
\]  

(23)

The percent root mean square difference is defined as follows:

\[
PRD = \sqrt{\frac{\sum_{i=1}^{L} (x(i) - s(i))^2}{\sum_{i=1}^{L} x^2(i)}} \times 100
\]  

(24)

where \(x(i)\) is the original signals, \(y(i)\) is the signal after adding noise, \(s(i)\) is the final de-noised and smoothed signal, and \(L\) is the signal length.

The experimental comparison shows that the de-noising effect is better when the wavelet basis of DB family is used for wavelet transform. In order to compare with the traditional wavelet-based ECG de-noising scheme, we tested the traditional wavelet-based ECG de-noising scheme (WT), multi-adaptive bionic wavelet transform (MABWT) and our proposed method in MIT-BIH arrhythmia database [28]. Table 2 (Soft Threshold) and Table 3 (Hard Threshold) respectively show the improved SNR results of ECG signals de-noising with WGN (5 dB) added. It can be seen that compared with the traditional wavelet-based de-noising scheme and multi-adaptive bionic wavelet transform, the method proposed in this paper has a higher SNR improvement whether it uses soft threshold or hard threshold.

**Table 2. \(SNR_{imp}\) comparison of de-noising results using soft threshold for ECG signals with WGN (5 dB).**

| ECG Signals | WT  | MABWT | Proposed Method |
|-------------|-----|-------|-----------------|
| 100         | 6.5 | 7.8   | 7.1             |
| 103         | 6.1 | 7.7   | 7.9             |
| 105         | 6.0 | 8.1   | 9.4             |
| 115         | 6.6 | 7.8   | 8.0             |
| 215         | 6.1 | 7.4   | 8.6             |
| 113         | 6.2 | 7.9   | 7.7             |
| 117         | 6.0 | 7.9   | 8.0             |
| 119         | 5.8 | 7.6   | 7.8             |
| 122         | 5.6 | 6.9   | 8.5             |
| 200         | 5.4 | 6.9   | 7.7             |
| 230         | 5.9 | 7.9   | 7.0             |
| average     | 6.01| 7.62  | 7.97            |
Table 3. \(SNR_{imp}\), comparison of de-noising results using hard threshold for ECG signals with WGN (5 dB).

| ECG Signals | WT | MABWT | Proposed Method |
|-------------|----|-------|-----------------|
| 100         | 5.1| 6.4   | 6.9             |
| 103         | 5.0| 5.8   | 7.4             |
| 105         | 5.1| 5.8   | 9.1             |
| 115         | 5.1| 6.3   | 7.2             |
| 215         | 4.9| 5.5   | 8.2             |
| 113         | 5.0| 5.9   | 7.1             |
| 117         | 4.8| 5.8   | 7.2             |
| 119         | 4.7| 5.6   | 7.5             |
| 122         | 4.4| 5.2   | 8.2             |
| 200         | 4.2| 5.3   | 7.5             |
| 230         | 5.0| 5.6   | 6.3             |
| average     | 4.84| 5.74  | 7.51            |

Tables 4–6 shows the results of quantitative comparison with several other methods after adding different noise to the 115th record for denoising, namely, the parallel-type fractional zero-phase filtering (FZP), zero-phase Butterworth filter (BZP) [29], the Riemann Liouville (RL) integrator [30] and the proposed method. We select record 115 because the record is relatively clean and suitable for observing the de-noising effect of the algorithm on different types of noise. Table 4 gives a comparison of power line interference (50 Hz), with an amplitude of 0.15 mv. In Table 5, EMG interference is compared and these noises are simulated using random noise. Table 6 gives the comparison results in the case of synthetic interference. These noises are simulated using WGN with an input signal-to-noise ratio of 15 dB. Tables 4–6 shows that the proposed algorithm provides better de-noising results and has smaller deviation compared with the original ECG signal. The ability of the algorithm in tracking signal and removing noise is proved.

Table 4. The correction results comparison of the power line interferences in the signal 115 of the MIT-BIH database.

| RL  | BZP | FZP | Proposed Method |
|-----|-----|-----|-----------------|
| \(SNR_{out}\) | 6.54 | 10.06 | 14.25 | 16.12 |
| \(MSE\) | 0.0754 | 0.0335 | 0.0128 | 0.0017 |

Table 5. The correction results comparison of the EMG interferences in the signal 115 of the MIT-BIH database.

| RL  | BZP | FZP | Proposed Method |
|-----|-----|-----|-----------------|
| \(SNR_{out}\) | 6.83 | 9.79 | 13.68 | 10.76 |
| \(MSE\) | 0.0705 | 0.0356 | 0.0146 | 0.0078 |

Table 6. The correction results comparison of the synthetic interferences (WGN of 15 dB) in the signal 115 of the MIT-BIH database.

| RL  | BZP | FZP | Proposed Method |
|-----|-----|-----|-----------------|
| \(SNR_{out}\) | 6.77 | 9.81 | 13.47 | 14.04 |
| \(MSE\) | 0.0715 | 0.0355 | 0.0153 | 0.0039 |

Figure 9 illustrates the comparison between the proposed de-noising method and the traditional wavelet de-noising method (soft threshold and hard threshold) for a wide range of input SNR [28]. It can be observed that for low SNR, the proposed method has a high improvement SNR. With the increase of the input SNR, the improved SNR is still high and stable. Unlike traditional wavelet denoising, the improved SNR is very low or even negative for high input SNR.
Table 7 and Figure 10 show the comparison of the proposed method with EMD soft threshold [4], wavelet soft threshold [12] and EMD-wavelet [13]. Table 7 shows the results of the MSE for all the comparison methods using different ECG signals under consideration at a particular input SNR level of 20 dB. It is vivid from this table that the proposed method yields the smallest MSE and verify its capability to yield enhanced ECG signal with better quality. A bar diagram presenting the percentage PRD(%) results obtained by using different de-noising methods are plotted in Figure 10. We add Gauss white noise with input signal-to-noise ratio of 20 dB to ECG signal. The histogram clearly shows that the proposed method performs best for any ECG signal because it yields the lowest PRD(%).

**Table 7. Comparison of the MSE obtained by using different denoising methods.**

| ECG Signals | EMD Soft Thresholding | Wavelet Soft Thresholding | EMD Wavelet | Proposed Method |
|-------------|-----------------------|---------------------------|-------------|-----------------|
| 100         | 0.009                 | 0.0026                    | 0.0019      | 0.0058          |
| 103         | 0.01                  | 0.003                     | 0.0024      | 0.0068          |
| 105         | 0.0228                | 0.003                     | 0.0032      | 0.0053          |
| 115         | 0.0094                | 0.0035                    | 0.0030      | 0.0055          |
| 215         | 0.0105                | 0.0029                    | 0.0028      | 0.0005          |

**Figure 9.** WT and proposed method output SNR improvement versus different input SNRs for the first 4096 samples of the MIT-BIH record number 100.

**Figure 10.** Comparison of the PRD(%) obtained by using different de-noising methods.
5. Conclusions

Wavelet transform is a signal analysis tool. The tight support and orthogonality of wavelet function cause it to have good performance in signal de-noising. A new de-noising method of ECG signals based on wavelet energy and sub-band smoothing is proposed in this paper. The wavelet coefficients that required threshold de-noising are determined by wavelet energy, and then the sub-band smoothing filter is used for further de-noising. The experimental results show that the proposed method can significantly improve the quality of ECG signal, and the de-noising results have higher SNR, lower MSE and lower PRD. In the future, we will attempt to adopt the image/video processing methods [31–38] to process ECG signal. With the wide application of deep learning in image processing, We will adopt network optimization methods [39–48] to improve the real-time and high efficiency performance of ECG signal processing.
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