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Abstract

With explosively escalating service demands, beyond fifth generation (B5G) aims to realize various requirements for multi-service networks, i.e., mixed enhanced mobile broadband (eMBB) and ultra-reliable low-latency communication (URLLC) services. To flexibly serve diverse traffic, various functional split options (FSOs) are specified by B5G protocols enabling different network functions. In order to improve signal qualities for edge users, we consider FSO-based coordinated multi-point (CoMP) transmission as a prominent technique capable of supporting high traffic demands. However, due to conventional confined hardware processing capability, a processing sharing (PS) model is introduced to deal with high latency for multi-service FSO-based networks. Therefore, it becomes essential to assign CoMP-enhanced functional split modes under PS model. A more tractable FSO-based network in terms of ergodic rate and reliability is derived by stochastic geometry approach. Moreover, we have proposed CoMP-enhanced functional split mode allocation (CFSMA) scheme to adaptively assign FSOs to provide enhanced mixed URLLC-eMBB services. The simulation results have validated analytical derivation and demonstrated that the proposed CFSMA scheme optimizes system spectrum efficiency while guaranteeing stringent latency requirement.
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I. INTRODUCTION

With proliferation of prosperous beyond fifth generation (B5G) networks, there are urgent and diverse service demands requiring high-rate and low-latency system performances along with high capability, flexibility and dynamicality. As specified by 3rd generation partnership project (3GPP) specifications, there exist three mandatory services consisting of enhanced mobile broadband (eMBB), ultra-reliable low-latency communication (URLLC) and massive machine-type communications (mMTC) [1], which target on supporting high data rate, low-latency and massive number of connections for devices, respectively. Conventional 5G networks mainly aim to optimize a single service, which is independently conducted under individual data traffic. However, due to limited network resources and growing demands from enormous devices, it becomes compellingly imperative to consider mixed services such that the network can simultaneously provide multiple services while guaranteeing their corresponding requirements.

In order to support simultaneous services, it potentially requires different framework designs tailored for aggregated and separated network function layers in either centralized or distributed architecture [2]. For example, joint transmission for eMBB traffic needs coordination functions among base stations (BSs), whilst queuing processing for URLLC services should be performed under efficient and reliable network functions. Therefore, functional split (FS) is designed and specified to achieve the essential needs for each service in B5G networks, which can be regarded as the revolutionary cloud radio access network (C-RAN) [3]. Several functional split options (FSOs) over network layers standarized by 3GPP are illustrated in Fig. 1, which contains from higher network resource control layers to lower medium access control (MAC) and physical (PHY) accessing layers [3]. The conventional C-RAN based BS implementing full functions has the capability to process global network information [4]. However, it is disadvantageous to deploy fully-functional BSs for a certain service due to its costly infrastructure and high bandwidth requirement. Accordingly, conventional architecture of BSs is partitioned into a central unit (CU) connected to several distributed units (DUs) taking the responsibility of different network functions in order to enhance the flexibility of network services. Centralized schemes tend to adaptively select partitioned options at lower layers, i.e., more functions will be executed at CU, whilst DU only takes care of simple signal processing. On the other hand, in a distributed scenario with partition at higher layers, the DUs perform comparably more network functions than those adopting centralized fashion.

The authors of [5] have provided an overview of eight network FSOs supported as shown in
Fig. 1. The architecture of functional split options including separation of radio resource control (RRC), packet data convergence protocol (PDCP), high-/low-radio link control (RLC), high-/low-MAC (H-/L-MAC), high-/low-PHY (H-/L-PHY) and radio frequency (RF) layers [3].

Fig. 1 It has stated that FSOs from 5 to 8 can perform coordinated multi-point (CoMP) based joint transmission, retransmission and interference management for eMBB users. However, not all users need CoMP techniques for supporting high data rate demands, which requires dynamic adjustments for different services such as URLLC traffic demands. In [6], it has designed a new network function split method by using node selection for different requirements in a multi-service system but with option fixed, which confines the flexibility of network services. Therefore, it becomes compellingly imperative to design flexible functional split (FFS) option to efficiently utilize network resources. The work in [3] has introduced different selections for granularity of CU/DU FSOs, i.e., CU- and DU-oriented and user-centric architecture, which possesses higher adaptivity and flexibility of multi-services for practical implementations. The work in [7] has implemented a user-centric FSO selection via network slicing that jointly optimizes radio, processing and wireless link resources. With the revolutionary network virtualization and software defined networks, user-centric functional split becomes possible so that multi-service packets can be multiplexed and forwarded to different users with distinct requirements [8], which has also been corroborated in [9] through experiments on an open platform.

The paper in [10] has investigated latency performance for URLLC-based traffic under different FSOs, which considers both processing time and work load of CU and DUs. The authors of [11] have studied different functional splits at PHY layer which aims to minimize the operation cost under certain throughput constraints. However, it is implausible to perform dynamic FSO
mechanism leading to inflexibility of multi-service traffic. With network slicing in FFS, the work of [12] has formulated a virtual network embedding problem guaranteed by individual traffic requirements. However, multi-service requirements cannot be simultaneously fulfilled due to the fixed FSO mechanism. The paper [13] has designed a joint network slicing and FSO framework targeting at maximizing centralization degree among fronthaul and backhaul links between the CU and DUs. Furthermore, [14] has developed an adaptive radio access network that is capable of switching between two FSO architectures considering time-varying traffic and bandwidth-limited fronthaul. The results in [15] have revealed that the throughput can be substantially enhanced with FFS instead of fixed FSO mechanism. Moreover, the paper of [16] has compared two FSOs and stated that the mixture of FSOs can achieve power preservation considering limited fronthaul capacity.

However, none of the aforementioned literatures of [9]–[16] considers flexible FSOs for multi-services such as eMBB/URLLC services. Most of existing literatures consider a single performance metric of either throughput for eMBB or latency for URLLC users, which are impractical and inapplicable in a real multi-service system. Additionally, FFS-enabled CoMP-URLLC transmission has not been discussed in open literatures, where joint throughput and end-to-end (E2E) delay should be optimized, which is also not considered in our previous works of [17], [18]. Moreover, multi-DU and multiuser services over variant channels potentially deteriorates the system performance, which should be considered in FFS design. As for an FFS system, the work load of the server is another significant factor since it is related to system operability, which is not considered in existing works. When the packet arrival rate is sufficiently high, i.e., high work load, it potentially provokes either performance unsatisfaction or network crash due to explosive buffers. Accordingly, it becomes important to design a novel scheduling scheme and dynamic functional split mode in order to efficiently and effectively share the network resources for a multi-service network. The comparison of related works mentioned above is summarized in Table I. The main contributions of this work are summarized as follows.

- We conceive an FFS framework for mixed eMBB/URLLC services including centralized mode (CM) and distributed mode (DM). As for CM, flexible FSO is conducted at lower layers, where the FFS system enables CoMP-based joint transmissions for rate-oriented eMBB services. On the other hand, DM enabling non-CoMP transmission performs higher layer FSO than CM, where DUs have more network functions leading to potentially lower latency for URLLC services. Under the multi-service network, we have designed a resilient
TABLE I

COMPARISON OF RELATED WORK

|                                      | [9] | [10] | [11] | [12] | [13] | [14] | [15] | [16] | This work |
|--------------------------------------|-----|------|------|------|------|------|------|------|-----------|
| Functional Split                     | ✓   | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓         |
| Multi-Service                        |     | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓         |
| eMBB Traffic                         |     |     |     | ✓    | ✓    | ✓    | ✓    | ✓    | ✓         |
| URLLC Traffic                        | ✓   | ✓    |     |     |     |     |     |     | ✓         |
| CoMP                                 | ✓   | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓         |
| Rate Metric                          | ✓   | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓         |
| Latency Metric                       | ✓   | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓         |

CoMP-enhanced FFS architecture to flexibly assign both CM and DM modes to improve eMBB/URLLC service quality.

- A tractable CoMP-enhanced FFS architecture is analyzed by using stochastic geometry approach in terms of signal-to-interference-plus-noise ratio (SINR) and system ergodic rate. Based on theoretical analysis, we can determine the activation of CoMP-based joint transmission via distance-based pathloss from the DUs to associated users. As for URLLC services, we conceive a novel processing sharing (PS) scheduling scheme capable of simultaneously processing traffic data, which possesses lower latency than conventional first-come-first-serve (FCFS) method. The E2E delay and reliability for URLLC services under the proposed PS-FFS-CoMP framework is also considered which is relevant to the flexible FSO of CM/DM assignment.

- We have proposed a CoMP-enhanced functional split mode allocation (CFSMA) scheme to flexibly assign FSOs in CM/DM modes for mixed eMBB/URLLC services, which maximizes the ergodic rate of eMBB traffic while guaranteeing URLLC reliability and system operability. The proposed CFSMA in PS and CoMP-enhanced FFS network is proved to be able to select the candidate set of CM/DM mode selection according to reliability and operability requirements. Based on the selected feasible set, it is also proven that CFSMA searches the optimal solution of PLD thresholds which is equivalent to assigning flexible CM/DM modes for multi-services.

- The performance evaluations validate that our analysis of proposed PS-FFS-CoMP framework asymptotically approaches the simulation results. With higher control overhead, it potentially provokes lower system ergodic rate and larger outage due to higher delay. Moreover, under compellingly high traffic loads, the system utilizing conventional FCFS method cannot fulfill reliability of URLLC users. Benefited from simultaneous processing for multi-service
traffic data, the proposed PS-FFS-CoMP network is capable of offering resilient and efficient service for URLLC users while providing more computing and communication resources for improving eMBB users, which outperforms the conventional FCFS-based system in open literatures.

The rest of this paper is organized as follows. In Section II, we provide the system model for functional split mode, PS, and CoMP transmissions. Tractable analysis and problem formulation for CoMP-Enhanced FSS for eMBB/URLLC is demonstrated in Section III. The proposed CFSMA scheme is described in Section IV. Performance evaluations of proposed CFSMA scheme are conducted in Section V. Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL

A. Functional Split Architecture

As shown in Fig. 2, we consider an FFS network \( \Psi \) consisting of a single CU, \( N \) DUs serving multiusers. Both DUs and users follow the distribution of Poisson point process (PPP) with densities denoted as \( \Lambda_{DU} \) and \( \Lambda_s \), respectively. Note that poor channel quality occurs at edge users, and vice versa for non-edge users. We define the processing server as \( x \in \{CU, DU\} \) for CU
and DU with specific service $s \in \{e, u\}$ for eMBB and URLLC traffic, respectively. The packet arrival rate of users with service $s$ is denoted as $\lambda_s$. We consider that the transmission of desirable data packets are experienced through wired fronthaul between the CU and DUs and access links from DUs to serving users. Furthermore, a mixed URLLC-eMBB traffic is assumed where these two services possess substantially different network requirements. Without loss of generality, the packet size of eMBB service is comparably larger than that of URLLC traffic. When adopting conventional FCFS scheduling method as depicted in Fig. 3(a), URLLC requirement is potentially not satisfied due to longer queuing waiting time. Furthermore, congestion of eMBB packets may be induced by prioritized URLLC packets. Accordingly, to deal with above-mentioned problem, we consider a PS scheduling scheme which is a preferable solution to simultaneously achieve stringent rate and latency requirements. As shown in Fig. 3(b), the main concept of PS is to equally assign the segmented queue to different data streams, where the service rate is shared to all packets in the server. We define the service rate at FCFS as $S_x$ for $x$ processing server, therefore the service rate in PS is divided by $Q$ arriving packets resulting in a processing rate of $S_x/Q$. Accordingly, the experienced queuing delay of PS can be significantly mitigated compared to that of FCFS scheduling. In other words, URLLC packets under PS shall experience much smaller queueing delay since it will be processed instantly.

In the considered FFS network, two functional split modes are supported, i.e., CM and DM, where the discrepancy is whether layers from high-PHY to high-MAC are deployed at either CU or DU as shown in Fig. 2. We denote the serving mode $m \in \{CM, DM\}$ for CM and DM, respectively. As illustrated in Fig. 2, CM enables CoMP transmission by partitioning FSO at high- and low-PHY layers, whilst DM for non-CoMP separates its network functions at RLC and MAC layers. Referring from 3GPP specification TR 38.801 \[3\], due to the fact that high-PHY is in control of signal precoding selection, the users can thus be served by CoMP based joint transmission in CM. By contrast, DUs in DM cannot serve CoMP services since both MAC and

Fig. 3. (a) Conventional FCFS scheduling method; and (b) Proposed scheduling using PS mechanism.
PHY layers are deployed at DUs, that is, users can only be served by a single DU. We consider that packets experience the same process in both CM and DM modes from the CU to DUs. Therefore, the following equality holds

$$\beta_{m,\text{CU}} + \beta_{m,\text{DU}} = 1, \forall m,$$

where $\beta_{m,x}$ denotes the portion of processing load allocated to server $x$ in mode $m \in \{\text{CM, DM}\}$, and $\beta_{m,x} \in (0, 1)$. Note that when packets are operated in CM, the CU will have comparably higher processing load than that in DUs, i.e., the inequality $\beta_{\text{CM,CU}} > \beta_{\text{DM,CU}}$ is satisfied.

B. CoMP-Enhanced FFS

As mentioned previously, in CM for FFS network, DUs are capable of serving users with impoverished channels using CoMP transmissions, i.e., signal quality can be substantially improved. Note that each DU can flexibly decide the mode to meet individual service requirement. We consider a power level difference (PLD) method to determine the necessity of CoMP transmissions [19], which implicitly indicates the quality of corresponding channel. We assume that the serving DU will serve its nearest users, however, other non-serving DUs will provoke interferences to desirable users deteriorating rate performance. Therefore, the central CU will convert interferences from the other DUs into CoMP based signals if the estimated received power of PLD from the other DUs are sufficiently high to menace desired transmission. In other words, the UE with poor signal quality will be served by more that one DUs enabling CoMP
mechanism. We define $C$ as the serving DU set of the reference user. We consider that all DUs are sorted and indexed based on increments of distance from DUs to reference user, and therefore the first element of $C$ denotes the nearest DU providing the strongest signal and acting as the mandatory serving DU. Moreover, the PLD between the nearest DU and DU $n$ is defined as $\nu_n = \frac{r_1^{-\alpha}}{r_n^{-\alpha}}$, where $\alpha$ is the pathloss exponent and $r_n$ is the distance between the reference user and the $n$-th nearest DU. Note that from long-term perspectives, small-scale fading is averaged as a constant, whilst only distance-based large-scale fading will influence the channel [20]. Based on PLD method, the strategy of DU $n \in C$ to serve the reference user under service $s$ can be determined as

$$\text{DU } n \in C, \text{ if } \nu_n \leq \gamma_s, \quad (2)$$

where $\gamma_s$ is PLD threshold of service $s$. Notice that PLD threshold $\gamma_s$ plays an important role to decide the feasible serving DU set and operating mode for users. We consider that the reference user can associate with $c$ DUs, where $c$ satisfies $c \leq C \leq N$ with $C$ indicating the maximum allowable number of candidate CoMP DUs. Therefore, the probability that reference UE connects to $c$ DUs at the same time can be computed as

$$\mathbb{P}(|C|=c) = \frac{\int_{r_1=0}^{\infty} \int_{r_2=r_1}^{B(\gamma_s)r_1} \cdots \int_{r_c=r_{c-1}}^{B(\gamma_s)r_{c-1}} b(r, r_{c+1})dr_{c+1}dr_c\cdots dr_1}{\int_{r_1=0}^{\infty} \int_{r_2=r_1}^{B(\gamma_s)r_1} \cdots \int_{r_c=r_{c-1}}^{B(\gamma_s)r_{c-1}} \int_{r_{c+1}=r_c}^{B(\gamma_s)r_c} b(r, r_{c+1})dr_{c+1}dr_c\cdots dr_1}, \quad (3)$$

where the notation $|\cdot|$ denotes cardinality of the given set. Notation $B(\gamma_s) = \gamma_s^{\frac{1}{\alpha}}$ is obtained from the PLD threshold in (2) indicating whether DU $n$ is selected as one of elements in the candidate CoMP set. In (3), it includes candidate CoMP and non-CoMP DUs which vary in upper limits of integrals. The equality (a) holds since the lower limit of the last integral for non-CoMP DU should satisfy the PLD constraint, i.e., the non-CoMP DU is out of range of CoMP service. Consider the example illustrated in Fig. 4 for users in CM, the secondary nearest DU satisfying the PLD condition of (2) can be selected as one of CoMP candidates. On the other hand, DM user is not served by CoMP transmission due to unsatisfaction of PLD threshold. Moreover, the joint probability of $c$ nearest DUs can be obtained from [21] as

$$b(r) = b(r_1, r_2, \ldots, r_c) = e^{-\pi \Lambda_{DU} \sum_{i=1}^{c} r_i^2} \cdot (2\pi \Lambda_{DU})^c \cdot \prod_{i=1}^{c} r_i, \quad (4)$$
where \( r \) represents the set of \( c \) nearest DUs deployed at the distance from \( r_1 \) to \( r_c \), i.e., \( r = \{ r_i, \forall 1 \leq i \leq c \} \). Note that probability of \( b(r, r \leq c+1) \) in (3) can be obtained in a similar manner in (4) with additional term of \( r_{c+1} \). Thus, according to (3), for arbitrary user belonging to service \( s \), we can define the FFS mode allocation ratio (MAR) in CM and DM respectively as

\[
\begin{align*}
 p_{CM,s} &= \sum_{c=2}^{C} \mathbb{P} (|C| = c), \\
p_{DM,s} &= \mathbb{P} (|C| = 1).
\end{align*}
\]

We can observe from (5) that PLD threshold \( \gamma_s \) potentially affects the number of CoMP-enabled DUs, which alternatively influences the processing functionality of CU and DUs in different modes of CM and DM. Therefore, it becomes compellingly imperative to determine the optimal PLD to meet the requirement of multi-services in a CoMP-enhanced FFS network.

III. TRACTABLE ANALYSIS FOR CoMP-ENHANCED FSS FOR eMBB/URLLC

A. SINR and Throughput Analysis

For the reference user connected to \( c \) DUs located at distances from \( r_1 \) to \( r_c \) with PLD threshold \( \gamma_s \), the SINR for CoMP transmissions is defined as

\[
\Gamma(c, r, \gamma_s) = \frac{h_1 r_1^{-\alpha} + \ldots + h_c r_c^{-\alpha}}{I_{rc} + \sigma^2},
\]

where \( h_c \) is the small-scale Rayleigh channel fading of the \( c \)-th nearest DU with its mean of \( \mu \), notation \( I_{rc} = \sum_{c'=c+1}^{C} h_c r_c^{-\alpha} \) is total interference from the non-serving DUs outside the distance \( r_c \), and \( \sigma^2 \) is the normalized noise power. Note that in (6) we consider identical transmit power of DUs which is normalized in \( \sigma^2 \). Therefore, the serving coverage probability can be defined as the complementary cumulative distribution function (CCDF) of SINR which is given by

\[
p_{cov}(T, c, r, \gamma_s) = \mathbb{P} (\Gamma(c, r, \gamma_s) \geq T),
\]

where \( \Gamma(c, r, \gamma_s) \) is the SINR from \( c \) DUs with PLD threshold \( \gamma_s \), and \( T \) indicates the threshold of CCDF of SINR. We can therefore observe from (7) that coverage probability is relevant to CoMP parameters with respect to the number of serving DUs and PLD threshold. Based on conditional probability property, we first analyze SINR in (6) under given \( \gamma_s \) which is represented...
by
\[
\mathbb{P} \left( \Gamma(c, r, \gamma_s) \geq T \right) = \mathbb{P} \left( \frac{h_1 r_1^{-\alpha} + \ldots + h_c r_c^{-\alpha}}{I_{r_c} + \sigma^2} \geq T \right)
\]
\[
\overset{(a)}{=} \int_{T^{c+1}_1}^{\infty} \mathbb{P} \left( h_1 = h'_1 \right) \cdot \mathbb{E}_{I_{r_c}} \left[ \mathbb{P} \left( \sum_{i=2}^{c} h_i r_i^{-\alpha} \geq T' - h_1 r_1^{-\alpha} \mid h_1 = h'_1 \right) \right] dh'_1
\]
\[
\overset{(b)}{=} \int_{T^{c+1}_1}^{\infty} \mathbb{P} \left( h_1 = h'_1 \right) \int_{(T' - h_1 r_1^{-\alpha}) r_1^2}^{\infty} \mathbb{P} \left( h_2 = h'_2 \right) \cdot \mathbb{E}_{I_{r_c}} \left[ \mathbb{P} \left( \sum_{i=2}^{c} h_i r_i^{-\alpha} \geq T' - \sum_{j=1}^{2} h_j' r_j^{-\alpha} \right) \right] dh'_2 dh'_1
\]
\[
\overset{(c)}{=} \int_{T^{c+1}_1}^{\infty} \int_{(T' - h_1 r_1^{-\alpha}) r_1^2}^{\infty} \ldots \int_{(T' - \sum_{i=1}^{c-1} h_i r_i^{-\alpha}) r_c^2}^{\infty} \prod_{j=1}^{c} \mathbb{P} \left( h_j = h'_j \right) dh'_c \ldots dh'_1,
\]
where (a) holds due to the independence of small scale channel fading with auxiliary parameter of \( T' = T(I_{r_c} + \sigma^2) \). Based on marginal probability property, the equality (a) is derived indicating the integral of channel distribution of the first nearest DU. Therefore, in a similar transformation method, the inner integral of equality (b) implies the integral of the second nearest DU given the first one. Accordingly, a general expression of CCDF of SINR via equality (c) is derived for \( c \) CoMP serving DUs. As mentioned previously in (3), the probability of the number of connected DUs is relevant to the PLD threshold \( \gamma_s \), i.e., distance of \( r = \{ r_i \mid \forall 1 \leq i \leq c \} \) is related to \( \gamma_s \). Thus, combining joint distribution of (3) and (8) yields a general form (7) for \( c \) FFS-based CoMP DUs as
\[
p_{\text{cov}}(T, c, r, \gamma_s) = \int_{r_1=0}^{\infty} \int_{r_2=r_1}^{B(\gamma_s)r_1} \ldots \int_{r_c=r_{c-1}}^{B(\gamma_s)r_1} \int_{r_{c+1}=B(\gamma_s)r_1}^{\infty} \mathbb{P} \left( \Gamma(c, r, \gamma_s) \geq T \right) b(r, r_{c+1}) dr_{c+1} dr_c \ldots dr_1.
\]
Due to difficulties to infer substantial insights from (9), we consider an implementable case for FFS-based CoMP, i.e., maximum number of \( C = 2 \) DUs to serve a single user. Note that according to the definition of FFS network, we only have CoMP transmission for mode CM and conventional single link for non-CoMP service in DM. Therefore, we can have the following propositions for DM and CM, respectively.

**Proposition 1.** For an FFS-enabled network, the serving coverage probability as CCDF of SINR in the DM of non-CoMP transmission can be derived as
\[
p_{\text{cov}}(T, 1, r, \gamma_s) = \int_{r_1=0}^{\infty} \int_{r_2=B(\gamma_s)r_1}^{\infty} e^{-\mu T r_1^\alpha} \sigma^2 \mathcal{L}_{I_{r_1}}(\mu T r_1^\alpha) \cdot b(r_1, r_2) dr_2 dr_1,
\]
where \( \mathcal{L}_{I_{r_1}}(\mu T r_1^\alpha) = \mathbb{E}_{I_{r_1}} \left[ e^{-\mu T r_1^\alpha I_{r_1}} \right] \) is Laplace transform of interference \( I_{r_1} \) for the first nearest DU.
Proof. For a non-CoMP transmission, we substitute \( c = 1 \) in (9) to obtain the corresponding coverage probability as

\[
p_{\text{cov}}(T, 1, r, \gamma_s) = \int_{r_1=0}^{\infty} \int_{r_2=B(\gamma_s)r_1}^{\infty} \mathbb{P} \left( \Gamma(1, r, \gamma_s) \geq T \right) b(r_1, r_2) dr_2 dr_1
\]

\[
= \int_{r_1=0}^{\infty} \int_{r_2=B(\gamma_s)r_1}^{\infty} \mathbb{P} \left( h_1 r_1^{-\alpha} \geq T(I_{r_1} + \sigma^2) \right) b(r_1, r_2) dr_2 dr_1. \tag{11}
\]

By considering the Rayleigh fading channel with exponential distribution, we can further acquire the following equation as

\[
\mathbb{P} \left( h_1 r_1^{-\alpha} \geq T(I_{r_1} + \sigma^2) \right) = (a) \mathbb{E}_{I_{r_1}} \left[ e^{-\mu T r_1^\alpha} \right] (b) e^{-\mu T r_1^\alpha} \mathcal{L}_{I_{r_1}} \left( \mu T r_1^\alpha \right), \tag{12}
\]

where (a) follows the exponential distribution of \( h_1 \) with the mean of \( \mu \), and (b) defines the Laplace transform of \( \mathcal{L}_{I_{r_1}}(x) = \mathbb{E}_{I_{r_1}} \left[ e^{-x I_{r_1}} \right] \) of \( I_{r_1} \) for the first nearest DU \([22]\). We can obtain the result of (10) by substituting (12) into (11) which completes the proof.

Proposition 2. For an FFS-based CoMP transmission, the serving coverage probability as CCDF of SINR in CM by considering \( c = 2 \) CoMP DUs can be obtained as

\[
p_{\text{cov}}(T, 2, r, \gamma_s) = \int_{r_1=0}^{\infty} \int_{r_2=r_1}^{\infty} B(\gamma_s)r_1 \mathbb{P} \left( \Gamma(2, r, \gamma_s) \geq T \right) b(r_1, r_2) dr_2 dr_1
\]

\[
= \int_{r_1=0}^{\infty} \int_{r_2=r_1}^{\infty} \mathbb{P} \left( h_1 r_1^{-\alpha} + h_2 r_2^{-\alpha} \geq T(I_{r_2} + \sigma^2) \right) b(r_1, r_2) dr_2 dr_1. \tag{13}
\]

where \( \nu = \frac{1}{(12)^{-\alpha} - 1} \), and \( \mathcal{L}_{I_{r_2}}(\mu T r_1^\alpha) \) and \( \mathcal{L}_{I_{r_2}}(\mu T r_2^\alpha) \) are Laplace transform expressions of \( I_{r_2} \) for the second nearest DU.

Proof. For CoMP transmissions with \( c = 2 \) DUs, the coverage probability can be written as

\[
p_{\text{cov}}(T, 2, r, \gamma_s) = \int_{r_1=0}^{\infty} \int_{r_2=r_1}^{\infty} B(\gamma_s)r_1 \mathbb{P} \left( \Gamma(2, r, \gamma_s) \geq T \right) b(r_1, r_2) dr_2 dr_1
\]

\[
= \int_{r_1=0}^{\infty} \int_{r_2=r_1}^{\infty} \mathbb{P} \left( h_1 r_1^{-\alpha} + h_2 r_2^{-\alpha} \geq T(I_{r_2} + \sigma^2) \right) b(r_1, r_2) dr_2 dr_1. \tag{14}
\]

Based on Rayleigh fading channel, we can derive the followings of CoMP transmissions as

\[
\mathbb{P} \left( h_1 r_1^{-\alpha} + h_2 r_2^{-\alpha} \geq T(I_{r_2} + \sigma^2) \right)
\]

\[
= (a) \mathbb{E}_{I_{r_2}} \left[ \int_{T(I_{r_2} + \sigma^2)r_2^0}^{\infty} \mathbb{P} \left( h_1 = h_1' \right) \mathbb{P} \left( h_2 = h_2' \right) dh_1' dh_2' \right] (b) (1 + \nu) e^{-\mu T r_1^\alpha (I_{r_2} + \sigma^2)} - \nu e^{-\mu T r_2^\alpha (I_{r_2} + \sigma^2)}
\]
\[(1 + \nu) e^{-\mu T r_2 \sigma^2} L_{r_2}(\mu T r_1) - \nu e^{-\mu T r_2 \sigma^2} L_{r_2}(\mu T r_2),\]  

where (a) follows the generalized form of (8) with \(c = 2\). The equality (b) is the result of double integrals with respect to \(h_1^r\) and \(h_2^r\) along with notational definition of \(\nu = \frac{1}{(\frac{1}{\nu} - 1)}\). The last equality (c) holds due to Laplace transform of \(L_{r_2}(x) = \mathbb{E}_{r_2}[e^{-x L_{r_2}}]\) of \(r_2\) for the second nearest DU. We can obtain the coverage probability of CoMP transmission of \(c = 2\) in (13) by substituting (15) into (14), which completes the proof.

Therefore, we can acquire a general expression of achievable ergodic rate considering arbitrary service \(s\) under both CM and DM for an FFS-enhanced CoMP transmission which is given by

\[
R(s) = \mathbb{E} \left[ \sum_{c=1}^{C} \ln \left( 1 + \Gamma(c, r, \gamma_s) \right) \right] = \int_0^\infty \sum_{c=1}^{C} \mathbb{P} \left[ \ln \left( 1 + \Gamma(c, r, \gamma_s) \right) \geq \xi \right] d\xi \\
= \int_0^\infty \sum_{c=1}^{C} \mathbb{P} \left( \Gamma(c, r, \gamma_s) \geq e^\xi - 1 \right) d\xi \geq \int_0^\infty \sum_{c=1}^{C} \frac{\mathbb{P} \left( \Gamma(c, r, \gamma_s) \geq \theta \right)}{\theta + 1} d\theta, \tag{16}
\]

where (a) holds due to the conversion from the expectation to the integral of CCDF of the given variables. In equality (b), we transform the ergodic rate into a form of CCDF of SINR by leaving \(\Gamma(c, r, \gamma_s)\) at the left hand side of the inequality. Moreover, equality (c) is obtained by changing variable as \(\theta = e^\xi - 1\). As a result, we can obtain the general ergodic rate by substituting coverage probabilities of (10) and (13) via (7) into (16) for arbitrary services.

**B. Delay Analysis**

For FFS-based URLLC, we provide the tractable analysis for the delay time which is defined from the time when a packet arrives in CU to that when the packet is correctly received at users. Therefore, for the considered FFS network, a data packet will experience the sojourn time both in CU and DUs, propagation delay over fronthaul and access links, and overhead of control signalling of FFS functions. Note that the sojourn time is relevant to the data traffic status in the server, i.e., the system is potentially congested due to explosive number of data packets which provokes long sojourn time. Given \(Q = q\) packets existed in the server, the sojourn time at server \(x \in \{\text{CU, DU}\}\) for service \(s \in \{e, u\}\) in mode \(m \in \{\text{CM, DM}\}\) can be obtained as \[23\]

\[
\tau_x(m, s|Q = q) = \frac{\beta_{m,x} l_s(q + 1)}{S_x}, \tag{17}
\]

where \(\beta_{m,x}\) is the portion of processing load defined in (1), \(l_s\) indicates the required processing cycles for a packet of service \(s\), and \(S_x\) denotes the processing cycle rate of central processing...
unit (CPU) at server \( x \in \{CU, DU\} \). Note that \( l_s \) reveals that a packet experiences FFS network layers before transmission at access links in terms of the processing cycles required both in CU and DUs. The probability that general sojourn time \( \tau_x(m, s) \) can be approximated as

\[
P \left( \tau_x(m, s) = \tau_x(m, s|Q = q) \right) \approx P \left( Q = q \right) = (\rho_x)^q \cdot (1 - \rho_x),
\]

which implies that \( q \) arrived packets are being processed while the arriving one is awaiting. In (18), notation \( \rho_x \) denotes the work load of server \( x \), which is given by

\[
\rho_x = \begin{cases} 
\sum_s \sum_m K_s \lambda_s p_{m,s} \beta_{m,CU} l_s / S_{CU}, & \text{if } x = CU, \\
\sum_s \sum_m \kappa_m K_s \lambda_s p_{m,s} \beta_{m,DU} l_s / S_{DU} \cdot N, & \text{if } x = DU,
\end{cases}
\]

where \( K_s \) is the total users of service \( s \), \( \lambda_s \) indicates the packet arrival rates for a certain service and \( \kappa_m \) is defined as the average serving users per DU considering total \( N \) DUs in the system. In (19), we consider FFS MAR \( p_{m,s} \) for service \( s \) under mode \( m \), which potentially assigns different processing loads for CU \( \beta_{m,CU} \) and DUs \( \beta_{m,DU} \) in either CM or DM. For example, higher \( p_{CM,s} \) in CM means that more processing work loads of CoMP-enabled functions is performed for service \( s \). Under conventional FCFS scheduling, each data packet will acquire full processing resources with the serving time denoted as \( \tau_x^{ser}(m, s) = \beta_{m,x} l_s / S_x \). Therefore, for the proposed PS scheduling mechanism, the average sojourn time at server \( x \) for service \( s \) in mode \( m \) can be expressed by

\[
t_x(m, s) = E_q \left[ \tau_x(m, s|Q = q) \right] = \frac{\tau_x^{ser}(m, s)}{1 - \rho_x},
\]

which implies that the shared service rate of PS scheduling is reduced to \( S_x(1 - \rho_x) \). In the FFS network, we consider that fronthaul is established via wired optical fiber links where delay can be neglected. Accordingly, based on (20), the average one-way delay of service \( s \) in mode \( m \) is obtained as

\[
t_{ow}(m, s) = t_{CU}(m, s) + t_{DU}(m, s) + t_{TTI}(s) + t_{CO}(m),
\]

where \( t_{TTI}(s) \) is the transmission time interval of service \( s \) over access links from DUs to users. The control overhead in mode \( m \) is denoted as \( t_{CO}(m) \), which intuitively results in \( t_{CO}(CM) \geq t_{CO}(DM) \) since CoMP operation in CM requires higher signalling overhead than non-CoMP transmission of DM. Without loss of generality, we consider identical TTI for all supported services. To characterize the system delay performance, we consider E2E delay defined as the
interval when a packet arrives in CU to that when the user successfully receives and decodes it. In a practical system, retransmission mechanism potentially takes place due to either unsuccessful transmission or reception. Therefore, the E2E delay of mode $m$ and service $s$ after $N_f$ failure transmissions is defined as

$$t_{\text{E2E}}(m, s) = (N_f + 1) \cdot t_{\text{ow}}(m, s) + N_f \cdot t_{\text{re}},$$

(22)

where $t_{\text{re}}$ is the duration of retransmission operation. Note that the identical time of $t_{\text{re}}$ is considered for both CM and DM modes due to sufficient wired fronthaul bandwidth. We denote $t_{\text{E2E}}(s)$ as the average system E2E delay of service $s$, and therefore the reliability of service $s$ can be expressed as

$$\mathbb{P}(t_{\text{E2E}}(s) \leq t_s^{(\text{max})}) = \sum_m \mathbb{P}(t_{\text{E2E}}(m, s) \leq t_s^{(\text{max})}) p_{m,s} \overset{(a)}{=} \sum_m \mathbb{P}(N_f \leq N_{f,m,s}^{(\text{max})}) p_{m,s},$$

(23)

where $t_s^{(\text{max})}$ is the maximum allowable delay of service $s$. The equality of (a) holds by substituting (22), where $N_{f,m,s}^{(\text{max})}$ indicates the maximum allowable attempts of retransmissions for service $s$ in mode $m$ which is derived as

$$N_{f,m,s}^{(\text{max})} = \left\lfloor \frac{(t_s^{(\text{max})} - t_{\text{ow}}(m, s))^+}{t_{\text{ow}}(m, s) + t_{\text{re}}} \right\rfloor,$$

(24)

where $\lfloor \cdot \rfloor$ is the ceiling operation and $(x)^+ = \max(0, x)$. Moreover, the CCDF of retransmission attempts under maximum allowable $N_{f,m,s}^{(\text{max})}$ trials is given by

$$\mathbb{P}(N_f \leq N_{f,m,s}^{(\text{max})}) = \sum_{i=0}^{N_{f,m,s}^{(\text{max})}} p_{\text{succ}}(m, s) \cdot (1 - p_{\text{succ}}(m, s))^i = 1 - \left(1 - p_{\text{succ}}(m, s)\right)^{N_{f,m,s}^{(\text{max})}+1},$$

(25)

where $p_{\text{succ}}(m, s) = p_{\text{cov}}(T_s, c, r, \gamma_s)$ indicates the successful transmission probability which is equivalent to the coverage probability in (7) under given SINR threshold $T_s$ for service $s$, and $c = \{1, 2\}$ for DM and CM, respectively. We can infer from (25) that the retransmission will be initiated if the required signal quality is lower than the given threshold. However, more transmission retrials induce higher E2E delay which potentially deteriorates the reliability performance. Therefore, it becomes compellingly essential to allocate appropriate work loads $\rho_x$ and FFS mode $p_{m,s}$ to satisfy multi-service requirements. Moreover, allocating FFS mode $p_{m,s}$ is equivalent to determine the PLD threshold of $\gamma = \{\gamma_e, \gamma_u\}$, i.e., CoMP transmission with higher SINR will be performed in most DUs if $p_{\text{CM,s}} \geq p_{\text{DM,s}}$, meaning that more CoMP-based work loads are assigned, which strikes a potential balance between ergodic rate and reliability
performed.

C. Problem Formulation for eMBB/URLLC Services

In the FFS-enabled network, we consider mixed eMBB/URLLC services possessing the trade-off among system ergodic rate, delay and reliability. We can observe from (2) that larger PLD threshold will cluster more candidate CoMP DUs to serve eMBB users, which implies that a large portion of users is served under CM. Accordingly, improving the ergodic rate and probability of successful transmission become critical for eMBB services. However, if the system serves more eMBB users in CM mode using CoMP, the CU will conduct higher work loads which potentially induces longer queuing time resulting in lower reliability for URLLC users. If the URLLC users are considered as higher priority, some eMBB users will probably be served by a single DU, i.e., CoMP is not activated in DM which deteriorates throughput performance. Therefore, it becomes compellingly imperative to design the optimal FFS mechanism to strike the balance for mixed eMBB/URLLC services. The proposed problem formulation is represented by

$$\max_{\gamma = \{\gamma_e, \gamma_u\}} R(e)$$  \hspace{1cm} (26a)

subject to

$$\mathbb{P}\left(t_{E2E}(u) \leq t_{u}^{(max)}\right) \geq R_u$$  \hspace{1cm} (26b)

$$0 < \rho_x < 1, \quad \forall x \in \{\text{CU, DU}\},$$  \hspace{1cm} (26c)

$$\sum_m p_{m,s} = 1, \quad \forall s \in \{e, u\},$$  \hspace{1cm} (26d)

$$0 \leq p_{m,s} \leq 1, \quad \forall m \in \{\text{CM, DM}\}, s \in \{e, u\}$$  \hspace{1cm} (26e)

In problem (26), we aim at maximizing the ergodic rate $R(e)$ obtained from (16) of eMBB services while guaranteeing the reliability of URLLC service acquired from (23) to be larger than the required threshold of URLLC users $R_u$ in (26b). Note that adjusting PLD $\gamma = \{\gamma_e, \gamma_u\}$ is equivalent to determining the FFS modes which potentially influence MAR $p_{m,s}$, ergodic rate and reliability performances. The constraint of (26c) stands for the operability of FFS system in CU and DUs meaning that total work loads are operable within the server capability. Moreover, constraints of (26d) and (26e) guarantee the feasible MAR values for allocating portion of total work loads to different modes of CM and DM. However, it is non-intuitive to acquire the optimal solution of $\gamma$ in problem (26) due to the existence of mixed eMBB-URLLC services in terms of ergodic rate and reliability constraint. In the following, we propose a CFSMA scheme to resolve the optimization problem in (26).
IV. PROPOSED CoMP-ENHANCED FUNCTIONAL SPLIT MODE ALLOCATION (CFSMA) SCHEME

In our proposed CFSMA scheme, we first search for the feasible set of $\gamma = \{\gamma_e, \gamma_u\}$ to fulfill URLLC constraints of (26b) and (26c). Based on the feasible set, we can then obtain the optimum solution of $\{\gamma_e, \gamma_u\}$ in order to maximize ergodic rate of eMBB service. As observed from Fig. 4 deriving the optimum is equivalent to determining the functional split mode for each UE connected to DUs according to PLD threshold. We denote $\gamma^R$ and $\gamma^O$ as reliable and operable sets of $\gamma$ which imply satisfaction of constraints (26b) and (26c), respectively.

A. Candidate Set Selection for Reliability and Operability

Based on (19), we can infer that $\rho_x$ is monotonic with respect to $p_{CM,s}$ given packet arrival rate and network density. Note that we only consider MAR of CM mode $p_{CM,s}$ since the summation of both CM and DM modes is one, i.e., $p_{CM,s} + p_{DM,s} = 1$. By jointly solving the following arithmetic problem

$$\begin{align*}
0 < \rho_x < 1, \quad &\forall x, \\
\sum_m p_{m,s} = 1, \quad &\forall s, \\
p_{m,s} \geq 0, \quad &\forall m, s,
\end{align*}$$

we can obtain the corresponding upper and lower bounds of candidate solution set of operability for $p_{CM,s}$, which are denoted as $p_{CM,s}^{O,ub}$ and $p_{CM,s}^{O,lb}$ respectively. Therefore, the candidate set of operability $\gamma^O$ is acquired based on upper and lower bounds of $p_{CM,s}^{O,ub}$ and $p_{CM,s}^{O,lb}$. Moreover, we can obtain the candidate solution set $\gamma^R$ with reliability constraint (26b) held based on Theorem 1.

**Theorem 1.** For reliability constraint (26b) with any service s, the candidate set of reliability $\gamma^R$ is monotonic and continuous.

**Proof.** As observed from $t_{E2E}(m, s)$ in (22), the average sojourn time $t_x(m, s)$ in (20) is related to $p_{CM,s}$ in (19). By taking the second-order derivative of $t_x(m, s)$ with respect to $p_{CM,s}$, we have

$$\frac{d^2 t_x(m, s)}{dp_{CM,s}^2} = \begin{cases}
\frac{2\tau_{ser}^s(m, s)}{(1 - \rho_x)\beta_{CM,x}^s} \left( \beta_{CM,x} - \beta_{DM,x}^s \right)^2, & \text{when } x = \text{CU}, \\
\frac{2\tau_{ser}^s(m, s)}{(1 - \rho_x)\beta_{CM,x}^s} \left( \frac{1}{N} \sum_s K_s \lambda_s \beta_{CM,x} - \beta_{DM,x}^s \right)^2, & \text{when } x = \text{DU}.
\end{cases}$$

(28)
We can observe from (28) that \( \frac{d^2 t_x(m,s)}{dp_{CM,s}} \) is positive since \( \tau_x^{ser}(m,s) \geq 0 \) and \( 0 < \rho_x < 1 \), which implies that \( t_x(m,s) \) is a convex function with respect to \( p_{CM,s} \). Since other parameters in one-way delay \( t_{ow}(m,s) \) are constant, both \( t_{CU}(m,s) \) and \( t_{DU}(m,s) \) dominate \( t_{E2E}(u) \) leading to a convex function of \( t_{E2E}(u) \) with respect to \( p_{CM,s} \) [24]. Based on (24), \( N_{f,m,s}^{(max)} \) is derived to be a monotonically decreasing function of \( t_{ow}(m,s) \). Consequently, \( N_{f,m,s}^{(max)} \) is a concave function with respect to \( p_{CM,s} \), and so is probability of retransmission attempts in (25). The reliability term of (23) is also a concave function according to the affine function of \( p_{CM,s} + p_{DM,s} = 1 \). Accordingly, for arbitrary concave function, the solution set enabling (26b) is almost surely continuous [24]. Therefore, we can obtain \( p_{CM,s}^{R,ub} \) and \( p_{CM,s}^{R,lb} \) as the upper and lower bounds of reliability set, respectively. Based on (3) and (5), the functional split MAR \( p_{m,s} \) for considered 2 CoMP DUs becomes

\[
\begin{align*}
\begin{cases}
  p_{CM,s} &= \int_{r_1=0}^{\infty} \int_{r_2=r_1}^{B(\gamma_s)r_1} b(r_1, r_2) dr_2 dr_1, \\
  p_{DM,s} &= \int_{r_1=0}^{\infty} \int_{r_2=B(\gamma_s)r_1}^{\infty} b(r_1, r_2) dr_2 dr_1.
\end{cases}
\]
\]

(29)

It can be seen that \( p_{CM,s} \) monotonically increases with both \( B(\gamma_s) \) and \( \gamma_s \) as the upper limit of integral. As a result, the reliability constraint (26b) possesses monotonic and continuous candidate set of \( \gamma^R \) based on the upper and lower bounds of \( p_{CM,s}^{R,ub} \) and \( p_{CM,s}^{R,lb} \) for any service \( s \). This completes the proof.

According to the sets of \( \gamma^R \) and \( \gamma^O \) bounded by their upper and lower bounds, the feasible set can be obtained as \( \gamma^F = \gamma^R \cap \gamma^O \). Within the feasible set, any solution \( \gamma \in \gamma^F \) satisfies the constraints in problem (26).

**B. Ergodic Rate Maximization**

After deriving the feasible set satisfying both reliability and operability constraints in problem (26), we then find the optimal solution \( \gamma^* \in \gamma^F \) for maximizing the ergodic rate of eMBB services, which is stated in Theorem 2.

**Theorem 2.** The optimal solution of \( \gamma^* \in \gamma^F \) in problem (26) is obtained by selecting \( \gamma \) with the largest \( \gamma_s \) while satisfying constraints of reliability (26b) and operability (26c).

**Proof.** Based on (16), ergodic rate can be obtained from coverage probability of non-CoMP and CoMP transmissions derived from Propositions 1 and 2 respectively. Therefore, solving the
maximization of ergodic rate is equivalent to deriving the total coverage probability. According to (10) and (13), the total coverage probability is given by

\[
p_{\text{cov}}(T, 1, r, \gamma_s) + p_{\text{cov}}(T, 2, r, \gamma_s) = \int_{r_1=0}^{\infty} e^{-\mu Tr_i^2} \beta_2 \left( \int_{r_2=B(\gamma_s)r_1}^{\infty} A_{\text{DM}} b(r_1, r_2) dr_2 + \int_{r_2=r_1}^{B(\gamma_s)r_1} A_{\text{CM}} b(r_1, r_2) dr_2 \right) dr_1,
\]

where \(A_{\text{DM}} = \mathcal{L}_{I_1}(\mu Tr_1^\alpha)\) and \(A_{\text{CM}} = (1 + \nu)\mathcal{L}_{I_2}(\mu Tr_1^\alpha) - \mu e^{-\mu Tr_2^\alpha}\mathcal{L}_{I_2}(\mu Tr_1^\alpha)\). We can observe from (30) that coverage probability regarding candidate MAR solution of DM is monotonically decreasing with increment of PLD \(\gamma_s\) in the lower bound of first. However, coverage probability of CM is increasing with larger \(\gamma_s\) in the upper limit of second integral. This strikes a potential tradeoff between CoMP and non-CoMP transmissions. Thus, we proceed to prove that either \(A_{\text{DM}}\) or \(A_{\text{CM}}\) is dominant, i.e., it is equivalent to proving that either larger or smaller value of \(\gamma_s\) can provide maximization of ergodic rate. Comparing two integrands related to DM and CM in (30), we have

\[
\mathcal{A}_{\text{CM}} - \mathcal{A}_{\text{DM}} = (1 + \nu)\mathcal{L}_{I_2}(\mu Tr_1^\alpha) - \mu e^{-\mu Tr_2^\alpha}\mathcal{L}_{I_2}(\mu Tr_1^\alpha) - \mathcal{L}_{I_1}(\mu Tr_1^\alpha) + \nu \left( \mathcal{L}_{I_1}(\mu Tr_1^\alpha) - e^{-\mu Tr_2^\alpha}\mathcal{L}_{I_2}(\mu Tr_1^\alpha) \right)
= (1 + \nu)S_1 + \nu S_2,
\]

where \(S_1 = e^{\lambda_{DU}2r_2^\alpha(G(1))} - e^{\lambda_{DU}2r_2^\alpha(1-G(1))}\) and \(S_2 = e^{\lambda_{DU}2r_1^\alpha(1-G(1))} - e^{\lambda_{DU}2r_1^\alpha(1-G(1))} - \mu e^{-\mu Tr_2^\alpha}\mathcal{L}_{I_2}(\mu Tr_1^\alpha)\). Note that \(G(x) = \frac{2(\mu T)^\frac{2}{\alpha}}{\alpha} \int_0^{\infty} \frac{h^2}{h^2 + \alpha} \left( \Gamma(-\frac{2}{\alpha}, \mu Thx) - \Gamma(-\frac{2}{\alpha}) \right) \mu e^{-\mu h} dh\), where \(\Gamma(x)\) is gamma function and \(\Gamma(s, x) = \int_0^x t^{s-1} e^{-t} dt\) is upper incomplete gamma function [22]. We can infer that \(G(x) \geq 0\) is monotonically increasing with \(x\) and will be almost surely \(G(1) \geq 1\) under the reasonable configuration of averaged channel gain, number of deployed DUs and sufficient large threshold. Due to monotonicity property of the exponential function, we know that comparison between parameters of \(e^{x_1}\) and \(e^{x_2}\) is equal to comparing their power terms of \(x_1\) and \(x_2\). Accordingly, we can derive that \(S_1 \geq 0\) according to

\[
r_2^2 - r_1^2 G \left( \left( \frac{r_1}{r_2} \right)^\alpha \right) - r_1^2 \left( 1 - G(1) \right) = r_2^2 - r_1^2 \left[ 1 - G(1) + G \left( \left( \frac{r_1}{r_2} \right)^\alpha \right) \right] \geq 0.
\]

Furthermore, we have \(S_2 \geq 0\) since

\[
\lambda_{DU}2r_2^\alpha(1-G(1)) r_2^\alpha - r_1^\alpha (\mu Tr_2^\alpha - r_1^\alpha) \geq 0
\]
Algorithm 1: Proposed CFSMA Scheme

1: **Initialization:**
- Reliability requirement $R_u$
- E2E delay requirement $t_u^{(\text{max})}$ for URLLC users
- DU density $\Lambda_{DU}$
- eMBB/URLLC user density $\Lambda_s, \forall s \in \{e, u\}$
2: Obtain the candidate set of operability $\gamma^O$ by solving (27)
3: Acquire the candidate set of reliability $\gamma^R$ based on Theorem 1
4: Derive feasible set $\gamma^F = \gamma^O \cap \gamma^R$
5: Find the optimal solution $\gamma^*$ with the largest $\gamma_s \in \gamma^F$ based on Theorem 2
6: According to the obtained optimal threshold $\gamma^*$, we classify users into either CoMP or non-CoMP transmissions from (2)
7: CM-based CoMP is performed once the user is served by $|C| > 1$ DUs; otherwise, DM-based non-CoMP is executed when the user is served by a single DU, i.e, $|C| = 1$

where (a) holds since $r_2 \geq r_1$. From (32), (33) and $\nu \geq 0$, it can be inferred that (31) is positive, i.e., $\mathcal{A}_{CM} \geq \mathcal{A}_{DM}$ is proved. Therefore, the second integral in the bracket of (30) regarding CM-based transmission will dominate the system performance. By selecting larger $\gamma_s$ constrained by reliability (26b) and operability (26c), the optimal ergodic rate in problem (26) can be achieved. This completes the proof.

The concrete steps of proposed CFSMA scheme is demonstrated in Algorithm 1. We first search candidate sets of operability $\gamma^O$ and of reliability $\gamma^R$ based on (27) and Theorem 1 respectively. By considering joint candidate results, we can obtain the total feasible set as $\gamma^F$. According to Theorem 2, we then search the optimal solution $\gamma^*$ with the largest $\gamma_s \in \gamma^F$. Based on the given $\gamma^*$ and (2), we can classify users into either CM-based CoMP or DM-based non-CoMP transmissions. The user will be served under CoMP if at least two DUs are deployed within its service range satisfying (2), i.e, the FFS mode can be assigned for all eMBB and URLLC users.

V. PERFORMANCE EVALUATION

We evaluate the system performance by conducting simulations, where the system parameters are listed in Table III. We consider a network with the service coverage of $1 \times 1$ km$^2$. We deploy a single CU connected to the DUs with the density of 20 DUs/km$^2$. The traffics of URLLC and eMBB services are defined as their respective packet arrival rates of $\lambda_u = 10$ and $\lambda_e = 100$ packets/s. The required CPU processing rate for URLLC and eMBB traffics are given by $l_u = 2500$ and $l_e = 50000$ CPU cycles/packet, respectively. The powerful CU possesses
TABLE II
SYSTEM PARAMETERS

| Parameters                                      | Symbol | Value                  |
|------------------------------------------------|--------|------------------------|
| Network service coverage                       | $\Psi$ | $1 \times 1 \text{ km}^2$ |
| Density of DUs                                  | $\Lambda_{DU}$ | 20 DUs/km$^2$          |
| Arrival rate of URLLC, eMBB                     | $\lambda_u, \lambda_e$ | 10, 100 packets/s      |
| Total processing rate of CU                     | $S_{CU}$ | $10^9$ cycles/s        |
| CPU processing for URLLC, eMBB traffic          | $l_u, l_e$ | 2500, 50000 cycles/packet |
| Pathloss exponent                               | $\alpha$ | 4                      |
| Noise power                                     | $\sigma^2$ | $-90$ dBm              |
| E2E delay requirement of URLLC                  | $t_{\text{(max)}}^{(u)}$ | 1 ms                   |
| Threshold of reliability constraint             | $R_u$ | 0.99999                |
| SINR threshold for successful transmission      | $T$ | 0 dB                   |
| Duration of TTI                                 | $t_{TTI}(s)$ | 0.0625 ms              |
| Duration of retransmission                      | $t_{re}$ | 0.1 ms                 |

the total processing rate of $S_{CU} = 10^9$ cycles/s. Without loss of generality, the CU with more data to be handled compared to DUs requires higher processing rate than DUs [10]. Therefore, we define the DU’s processing rate of $S_{DU} = \eta S_{CU}$, where $\eta \in (0, 1)$ is the efficiency factor. We consider that under CM mode enabled by CoMP, the user can be served by multiple DUs, whilst the user is served by a single under a non-CoMP DM mode. According to the definition of URLLC requirement [11], the reliability of URLLC is defined as the success probability of packet transmissions within $t_{u}^{(\text{max})} = 1$ ms to be higher than $R_{u,\text{req}} = 0.99999$. The SINR threshold for successful transmission is set as $T = 0$ dB. The duration of TTI for arbitrary services is set to $t_{TTI}(s) = 0.0625$ ms specified in [25], whilst the retransmission time is set to be $t_{re} = 0.1$ ms. In the followings, we evaluate the proposed CFSMA mechanism in the proposed novel FFS framework for mixed eMBB-URLLC services enabled by PS scheduling and CoMP transmissions. We will elaborate the performance validation of FFS-enabled CoMP, effect of processing capability of CU/DUs, effect of different densities of mixed serving users, and outage performance of proposed FFS-based network.

A. Performance Validation of FFS-Enabled CoMP

In Fig. 5 we first validate the MAR results of FFS-enabled CoMP scheme considering various PLD thresholds $\gamma_s \in [0, 25]$ dB. Note that CoMP occurs when two nearest DUs are simultaneously serving users under CM mode, whilst non-CoMP transmission is applied for DM mode, where the probability of MAR of FS mode is derived from [29]. We can observe that the simulation results have validated the theoretical analysis under both DM and CM modes.
Furthermore, with increments of $\gamma_s$, we have monotonically escalating MAR of CM $P_{CM,s}$ and decreasing DM of $P_{DM,s}$ based on property (27), i.e., $P_{CM,s} + P_{DM,s} = 1$. This is because higher PLD threshold leads to a relaxation of finding two feasible nearest CoMP DUs according to (2), i.e., more CoMP DUs can be activated to serve users with high QoS demands which potentially provokes higher MAR of CM probability.

As depicted in Fig. 6, FFS-enabled CoMP coverage probability is performed considering different SINR thresholds $T \in [-10, 25]$ dB and PLD thresholds $\gamma_s = \{0, 10, 20\}$ dB. Note that $\gamma_s = 0$ is regarded as the network enabled by non-CoMP transmission. We can observe that the simulation results of FFS-enabled CoMP asymptotically approaches our theoretical analysis derived in Propositions 1 and 2 and Theorem 2. It can also be seen that a lower serving coverage probability is acquired with more stringent SINR threshold. Moreover, we have higher coverage probability under higher PLD threshold $\gamma_s$ due to more DUs involved in CoMP transmissions. It is worth mentioning that a small difference between simulation and analysis is found under CoMP technique with $\gamma_s = \{10, 20\}$ dB. This is due to the reason that the covered finite interference is generated compared to the assumption of infinitely covered interference in the theory of stochastic geometry.

B. Effect of Processing Capability

As demonstrated in Fig. 7, we evaluate the proposed FFS-enabled CoMP network for mixed eMBB/URLLC services in terms of the maximum allowable eMBB service density constrained
by operability and reliability with different efficiency factors $\eta = \{0.05, 0.075, 0.1, 0.2, 0.5\}$ and fixed URLLC user density of $\Lambda_u = 5000$ users/km$^2$. Note that system operability is defined in (26c), whilst the reliability constraint is according to (26b) under operable solution set of (26c).

We can observe from Fig. 7 that with higher $\eta$, the system can support higher number of eMBB users, i.e., more powerful DUs having higher processing rate can alleviate the traffic loads and deal with high service demands. We can also know that the operable FFS-enabled system reaches its service limit when $\eta = 0.1$ since the sojourn time is substantially mitigated at DUs with sufficiently high processing rates. Under $\eta = 0.5$, it can achieve the service number of around 5000 eMBB users considering only operability constraint. Furthermore, with stringent service under reliability restriction, the FFS-enabled system is capable of supporting about 4400 users. It can be induced that the processing capability have a compelling impact for reliability-aware service, i.e., low processing rate of DU potentially leads to longer E2E delay and corresponding low reliability.

C. Effect of eMBB/URLLC User Density

As depicted in Figs. 8 and 9, we evaluate the performance of MAR ratio and ergodic rate in an FFS-enabled CoMP networking employing PS mechanism under DU processing efficiency factor of $\eta = 0.2$ with different eMBB and URLLC user densities, respectively. We conduct simulations in terms of varying control overhead of CM mode and compare our proposed PS-based FFS framework to the baseline of conventional FCFS method. As demonstrated in Fig. 8, we consider fixed URLLC user density as $\Lambda_u = 5000$ users/km$^2$. We can observe from Figs.
Fig. 8. The performance results of MAR and ergodic rates in an FFS-enabled CoMP network employing PS mechanism compared to the FCFS baseline under DU processing efficiency factor $\eta = 0.2$ and URLLC user density of $\Lambda_u = 5000$ users/km$^2$. (a) MAR without CM overhead $t_{CO}(CM) = 0$ $\mu$s (b) MAR with CM overhead $t_{CO}(CM) = 25$ $\mu$s (c) Ergodic rate.

Accordingly, as seen from both figures, the MAR of $p_{CM,u}$ for eMBB users is monotonically decreasing with the increment of eMBB user density. In other words, it results in a full DM mode using conventional non-CoMP transmission for eMBB users under an overloaded network reaching its limits of processing and communication resources. By comparing the scenarios without and with signalling overhead respectively in Figs. 8(a) and 8(b), it can be inferred that the PS-FFS-enabled network is capable of providing more CM-based eMBB services under low signalling overhead due to its low E2E delay derived in (21), e.g., around 1920 eMBB users in $\Lambda_e = 3000$ users/km$^2$ are served under PS-enabled CM-based CoMP transmission which provides 120 more users with high-quality services compared to that with high CM overhead. Moreover, as a benefit of simultaneous processing capability, the PS-enabled network possesses higher MAR values to support more CM-based services compared to that using conventional FCFS method, i.e., the FCFS-based network becomes unreliable when there exist more than 4500 and 4000 eMBB users without and with control overhead of CM as respectively shown in Figs. 8(a) and 8(b). This is because that FCFS processing is mostly occupied by prioritized URLLC services with small amount of available processing resources assigned to eMBB users, which
induces an unreliable system under overloaded eMBB services. Moreover, as observed from Fig. 8(c), the ergodic rate performance becomes decreased with the escalating density of eMBB users due to low MAR $p_{CM,e}$ under compellingly increased traffic loads of an FFS network. The ergodic rate saturates when $\Lambda_e \geq 4000$ users/km$^2$ since the system reaches its limits to provide resources for eMBB users. The higher CM overhead will lead to lower rate performance since it has higher E2E delay which requires more powerful processing capability to maximize eMBB rate while sustaining the reliability of URLLC services.

As shown in Fig. 9, we evaluate MAR and ergodic rate of different URLLC user densities of $\Lambda_u = \{5 \times 10^3, 10^4, 5 \times 10^4, 10^4, 5 \times 10^4, 10^5\}$ users/km$^2$ considering fixed eMBB user density as $\Lambda_e = 3000$ users/km$^2$. As observed from Figs. 9(a) and 9(b), the MAR values of URLLC in both FCFS and PS mechanisms are $p_{CM,u} = 1$ since the reliability of prioritized URLLC services is guaranteed by compromising resources from eMBB users. Therefore, it has demonstrated the similar results as that in Figs. 8(a) and 8(a) that MAR of eMBB $p_{CM,e}$ decreases with compelling traffic loads of either eMBB or URLLC service. Beneficial to FFS-enabled network, the PS mechanism is capable of providing higher MAR to eMBB users, i.e., CoMP transmission is activated more frequently with better signal quality compared to that of FCFS method. Moreover, FCFS is unable to offer resilient services, which leads to an unreliable system when $\Lambda_u = 10^5$ users/km$^2$ without CM overhead and when $\Lambda_u = 5 \times 10^4$ users/km$^2$ with CM.
overhead. Furthermore, as depicted in Fig. 9(c), we can observe that the ergodic rate performance deteriorates with increasing traffic loads of URLLC services and higher CM overhead due to limited processing and communication resources. Additionally, under $t_{CO}(CM) = 25 \mu s$, the unreliable system utilizing FCFS scheduling has substantially low rate of around 3 bits/s/Hz compared to that of around 3.4 bits/s/Hz in proposed PS-enabled FFS-CoMP network. To summarize, the proposed PS-enabled FFS-CoMP network achieves the highest rate performance due to outstanding scheduling capability and resilient processing and traffic assignment benefited from flexible functional split operation.

In Fig. 10, we simulate the performance considering different reliability requirements of $R_u = \{10^{-5}, 5 \times 10^{-5}, 10^{-4}, 5 \times 10^{-4}, 10^{-3}\}$ for a PS-enabled FFS-CoMP network with efficiency factor $\eta = 0.2$, $\Lambda_e = 3000$ eMBB users/km$^2$ and CM overhead $t_{CO}(CM) = 25 \mu s$. As observed from Figs. 10(a) and 10(b), it can be deduced that smaller MAR values of CM are acquired for URLLC services due to relaxed reliability constraints, i.e., full DM mode is sufficient to guarantee reliability of URLLC users with $R_u = 10^{-3}$. Accordingly, with more processing and communication resource remained, more eMBB users can be served under CM mode using CoMP transmission. Moreover, benefited by proposed PS scheduling, URLLC services with small-sized packets can be instantly processed, which provides higher MAR values for eMBB users than that of inflexible FCFS method. We can also see that fewer eMBB users are served in CM mode with lower MAR ratios when a large number of URLLC users are queued. For example, by observing

![Graphs showing Mode Allocation Ratio (MAR) vs. Reliability Threshold $R_u$ for different combinations of eMBB and URLLC in PS and FCFS modes.](image1)

![Graphs showing Ergodic Rate vs. Reliability Threshold $R_u$ for different combinations of PS FFS-CoMP and Baseline FCFS.](image2)
the PS method from Figs. 10(a) and 10(b), a degradation from $p_{CM,e} = 0.8$ to $p_{CM,e} = 0.67$ takes places under $R_u = 10^{-3}$ for the increased number of URLLC users from $\Lambda_u = 5 \times 10^3$ to $\Lambda_u = 10^5$ users/km$^2$. Therefore, as demonstrated in Fig. 10(c) more URLLC users potentially lead to lower ergodic rate performance due to congested traffic and limited processing capability. However, with less stringent service restrictions, higher rate can be achieved by providing higher MAR in CM mode for eMBB users while guaranteeing URLLC reliability. Moreover, owing to its advantages of flexible functional split mode allocation, the proposed PS-based FFS-CoMP network achieves higher ergodic rate compared to the baseline of FCFS.

D. Outage Performance of FFS-based Network

Fig. 11 depicts the impact of CM control overhead on both E2E delay outage and URLLC MAR $p_{CM,u}$ in the proposed PS-enabled FFS-CoMP network, where relevant parameters are set as $\eta = 0.2$, $\Lambda_u = 5000$ and $\Lambda_e = 3000$ users/km$^2$. We consider the case of fixed CM overhead in Fig. 11(a) and varying CM overhead in Fig. 11(b) where we define $\epsilon = \{0, 0.25, 0.5, 0.75, 1\}$ as the ratio of two CM overhead of $t_{CO}(CM) = \{25, 100\}$ µs, i.e., $\epsilon = 1$ means that the FFS system has the only high overhead of 100 µs. For the case of fixed CM overhead in Fig. 11(a), we can deduce that higher CM overhead will lead to higher delay outage due to longer CM-based CoMP processing time. However, it can be seen that URLLC MAR of CM is one when $t_{CO}(CM) \leq 75$ µs, whilst zero MAR is derived when $t_{CO}(CM) = \{100, 125\}$ µs. This is due to the reason that under low-overhead the system tends to quickly process the prioritized URLLC
Fig. 12. The delay outage performance of proposed PS FFS-CoMP network in terms of different eMBB user densities and DU efficiency factors of $\eta = \{0.05, 0.1, 0.2\}$ with URLLC user density of $\Lambda_u = 5000$ users/km$^2$. (a) CM overhead $t_{CO}(CM) = 0 \mu$s (b) CM overhead $t_{CO}(CM) = 25 \mu$s.

services. Nevertheless, for the high-overhead scenario, arbitrary assignment of any CM mode will guarantee no reliability for URLLC services, and therefore it will allocate those traffic in DM mode resulting in a high delay outage. In Fig. 11(b) we can observe that the case of varying control overhead reveals similar monotonic increasing outage as that in the fixed case. The small portion of high-overhead will substantially deteriorates the outage performance as found from $\epsilon = 0$ to $\epsilon = 0.25$. Moreover, it becomes unable to meet the URLLC requirement of $R_u = 1 - 10^{-5}$ when $\epsilon \geq 0.25$ due to compelling high CM overhead. Due to the flexible assignment of an FFS-enabled network, the system is capable of offering better URLLC services with high MAR values under two types of CM overhead. However, with larger $\epsilon$, lower MAR is acquired to support near DM service with limited processing and communication resources.

As shown in Fig. 12, we evaluate the delay outage performance of proposed PS FFS-CoMP network in terms of different eMBB user densities and DU efficiency factors of $\eta = \{0.05, 0.1, 0.2\}$ with URLLC user density of $\Lambda_u = 5000$ users/km$^2$ considering CM overhead of $t_{CO}(CM) = \{0, 25\} \mu$s in Figs. 12(a) and 12(b) respectively. We can observe that the delay outage increases with the increments of eMBB traffic and lower DU processing capability. This is because when $\eta$ is compellingly smaller, the packet sojourn time in low-capability DU will become longer which deteriorates the delay performance. It is also known that the proposed framework can mostly satisfy the specified URLLC requirements of delay outage $10^{-5}$ with the low-overhead case, which is demonstrated in Fig. 11(a). Nevertheless, for $t_{CO}(CM) = 25 \mu$s in Fig. 11(b) the reliability constraint cannot be fulfilled once the DU processing capability is as low as $\eta = 0.05$. 
However, benefited by simultaneous processing employing PS scheduling, the proposed PS FFS-CoMP network is able to instantly process the small-sized URLLC packets, which outperforms the inflexible FCFS method in terms of much lower delay outage.

VI. CONCLUSION

In this paper, we conceive a novel FFS-enabled framework for mixed eMBB-URLLC services including PS-based scheduling for hybrid CM-based CoMP and DM-based non-CoMP transmissions. The tractable analysis of PS-FFS-CoMP for mixed services in terms of ergodic rate and delay performances is provided by the employment of stochastic geometry and queuing property. Aiming at maximizing eMBB ergodic rate while guaranteeing URLLC reliability and system operability, we have proposed a CFSMA scheme to flexibly assign user-centric FSOs of CM/DM modes for multi-services. Performance validation shows that our theoretical analysis of proposed PS-FFS-CoMP framework asymptotically approaches the simulation results. With higher CM overhead, it potentially provokes lower rate and higher outage performance due to higher E2E delay. Moreover, under compellingly high traffic loads, the system utilizing conventional FCFS method cannot fulfill reliability requirement of URLLC users. Benefited from simultaneous processing for multi-service traffic, the proposed PS-enabled FFS-CoMP network is capable of providing resilient and efficient service for URLLC users while providing more computing and communication resources for improving eMBB users, which outperforms the conventional FCFS-based system in open literatures.
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