A possibility of high spin hole states in doped CoO$_2$ layered systems
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Abstract

We introduce and investigate an effective five-band model for $t_{2g}$ and $e_g$ electrons to describe doped cobalt oxides with Co$^{3+}$ and Co$^{4+}$ ions in two-dimensional CoO$_2$ triangular lattice layers, as in Na$_{1-x}$CoO$_2$. The effective Hamiltonian includes anisotropic kinetic energy (due to both direct Co–Co and indirect Co–O–Co hoppings), on-site Coulomb interactions parameterized by intraorbital Hubbard repulsion $U$ and full Hund’s exchange tensor, crystal field terms and Jahn–Teller static distortions. We study it using correlated wave functions on $6 \times 6$ clusters with periodic boundary conditions. The computations indicate a low $S = 0$ spin to high $S = 2$ spin abrupt transition in the undoped systems when increasing strength of the crystal field, while intermediate $S = 1$ spins are not found. Surprisingly, for the investigated realistic Hamiltonian parameters describing low-spin states in CoO$_2$ planes, doping generates high $S = \frac{5}{2}$ spins at Co$^{4+}$ ions that are pairwise bound into singlets, seen here as pairs of up and down spins. It is found that such singlet pairs self-organize at higher doping into lines of magnetic ions with coexisting antiferromagnetic and ferromagnetic bonds between them, forming stripe-like structures. The ground states are insulating within the investigated range of doping because computed HOMO–LUMO gaps are never small enough.

(Some figures may appear in colour only in the online journal)

1. Introduction

Cobalt oxides are unique due to large splitting between $t_{2g}$ and $e_g$ states in their electronic structure and a nonmagnetic ground state distinguishing LaCoO$_3$ from a conventional Mott insulator [1]. In the singlet state ($S = 0$) all $t_{2g}$ states are filled at each Co$^{3+}$ ion, and any magnetic or orbital order is excluded. With increasing temperature this compound undergoes a spin-state transition from a nonmagnetic ($S = 0$) to intermediate spin ($S = 1$) state [2]. In the latter $t_{2g}e_g^{1+}$ state the orbital $e_g$ degree of freedom is released and the ordered $e_g$ orbitals support A-type antiferromagnetic (AF) order, similar to that observed in LaMnO$_3$ [3, 4]. This type of order follows in LaMnO$_3$ from the spin–orbital model designed for high spin ($S = 2$) states of Mn$^{3+}$ ions in $t_{2g}e_g^{2+}$ configuration [5].

Transitions from low-spin to high-spin states in other cobalt oxides, including two-dimensional (2D) CoO$_2$ triangular lattice layers such as in Na$_{1-x}$CoO$_2$, (Bi, Pb)–Sr–Co–O or Ca$_2$Co$_3$O$_6$ compounds, have not been reported so far. The properties of Na$_{1-x}$CoO$_2$ systems change under doping, with an interesting interplay between the magnetic order and superconductivity [6]. On the one hand, the electronic structure of these systems is of great interest and gives many interesting physical features that follow from the intrinsic frustration of magnetic interactions on the triangular lattice. On the other hand, the cobalt ions Co$^{3+}$ in the undoped compounds, as for instance in NaCoO$_2$, are nonmagnetic [7] in $t_{2g}e_g^{1+}$ configuration. This is in contrast to the majority of other cobaltates, with a more conventional three-dimensional (3D) structure, where intermediate- or high-spin states are found at cobalt ions (of various valence). However, also here doping leads to a radically different behaviour from that of a free charge embedded in a band insulator [8].

Cobaltates with 2D triangular lattice were the subject if intense research [6–15] which led to the common view that nonmagnetic (undoped) parent compounds develop
on doping low-spin symmetric superstructures, some of them ferromagnetic (FM), some of them AF, and some others stripe-like, as described in an excellent paper by Mizokawa [10]. In the investigated substances the Co$^{3+}$ ions belonging to undoped 2D triangular lattice layers are nonmagnetic which suggests that the e$_g$ levels are unoccupied in $t_{2g}$ states and stay also unoccupied when doping occurs. In this paper we verify this common view and we provide arguments that the e$_g$ levels play a prominent role there and could lead to high-spin states of Co$^{4+}$ ions in some doped systems with triangular lattice. In this respect this paper can be considered as a supplementary to an earlier study of the 11-band d–p model in Na$_{1-x}$CoO$_2$ [15].

The paper is organized as follows. In section 2 we introduce an effective model for 3d electrons and provide available information concerning its parameters. The model is next solved on 6 × 6 clusters for several doping levels by self-consistent calculations based on the Hartree–Fock (HF) approach with electron correlations implemented by an exponential local ansatz, as explained in section 3. The numerical results are presented and analysed in section 4. The paper is concluded in section 5, where we also point out certain possible experimental implications of the present studies. The appendix presents the kinetic energy elements for Co–Co hopping in the effective model which includes only 3d orbitals at Co ions.

2. The effective model for 3d electrons

We investigate strongly correlated electrons in a doped 2D monolayer with triangular lattice occupied by Co$^{3+}$ ions or Co$^{4+}$ ions, such as in Na$_{1-x}$CoO$_2$ or in (Bi, Pb)–Sr–Co–O compounds. The effective model introduced below takes into account only effective d-type Wannier orbitals at Co sites (resulting from hybridization of 3d cobalt orbitals with surrounding oxygen 2p orbitals). The hybridization is responsible for renormalization of the bare cobalt Hamiltonian parameters used below in the effective Hamiltonian. Note that formally one can obtain such an effective Hamiltonian by a procedure of mapping HF or local density approximation with Coulomb interaction $U$ (LDA + $U$) results, obtained in a multiband model featuring cobalt and oxygen orbitals. Such a mapping should preserve the structure of the lowest energy levels.

When the splitting between $t_{2g}$ and e$_g$ states is large, it might be argued that a three-band model including $t_{2g}$ orbitals only could be sufficient to describe the Co$^{3+}$ ions in the low-spin state (S = 0) in Na$_{1-x}$CoO$_2$ or in (Bi, Pb)–Sr–Co–O compounds [9–12]. Here we study a five-band model to obtain a better insight into: (i) the effects of doping, i.e., the consequences of introducing Co$^{4+}$ ions into the parent (undoped) system with Co$^{3+}$ ions; (ii) the crossover regime when due to hypothetical crystal field weakening (and therefore smaller distance between $t_{2g}$ and e$_g$ levels) in which one may expect a transition from low spin to high spin Co ions in the ground state.

The effective Hamiltonian for a 2D triangular lattice of Co ions consists of four parts:

\[ \mathcal{H} = H_{\text{kin}} + H_{\text{elz}} + H_{\text{elz}} + H_{\text{intra}}. \]  

(1)

The kinetic (hopping) part of the Hamiltonian is

\[ H_{\text{kin}} = \sum_{\langle ij \rangle \mu \sigma} t_{ij, \mu} d_{ij, \mu \sigma} d_{ij, \mu \sigma}^\dagger, \]  

(2)

where $d_{ij, \mu \sigma}$ denotes electron annihilation operator at site $j$, $\mu = xy, yz, zx$, $x^2 - y^2, 3z^2 - r^2$ labels 3d orbitals, and $\sigma = \uparrow, \downarrow$ corresponds to up and down electron spin. The nonzero hopping elements describe both indirect cobalt–oxygen–cobalt transitions, and direct cobalt–cobalt hoppings. They are given by two parameters, $t_0$ and $t_1$, defined in tables A.1 and A.2 in the appendix.

The lattice is characterized by the lattice vectors (we take a lattice constant $a = 1$)

\[ a_1 = \frac{1}{\sqrt{2}} (0, 1, −1), \quad a_2 = \frac{1}{\sqrt{2}} (−1, 0, 1), \quad a_3 = \frac{1}{\sqrt{2}} (1, −1, 0). \]  

(3)

These vectors are presented in figure 1 of Indergand et al [14]. The parameters of indirect (effective) hoppings $\propto t_0$ can be obtained from the analysis of a multiband d–p model—they obey Slater–Koster rules [16] and follow from the lowest-order perturbation theory [17]. For instance, using tight binding formalism we obtain for a $t_{2g}$ system [13] that the hopping amplitude from $xy$ orbital at site number 0 via $p_z$ oxygen orbital to $zx$ orbital at nearest neighbour site along the lattice vector $a_1$ is equal $t_0 = \frac{p_z^2}{a_1} / \Delta$; here we use this hopping as a unit and take $t_0 = 0.3$ eV. More details on the possible choice of the microscopic parameters which justify this value and on finite hopping elements are given in the appendix, see table A.1.

The direct cobalt–cobalt hoppings are parameterized by the element $t_1 \equiv \frac{1}{2} t_{dd}^2$, being the hopping between two neighbouring $t_{2g}$ orbitals lying in the plane perpendicular to the bond direction $a_i$ (for instance two $xy$ orbitals for a bond along $a_1$); here $t_1 = 0.05$ eV. All d–d hopping elements are collected in table A.2 in the appendix.

The simplified Jahn–Teller (JT) part of the Hamiltonian was proposed by Toyozawa and Inoue [18] for e$_g$ and for $t_{2g}$ deformations:

\[ H_{\text{JT}} = \frac{1}{2} \sum_i \left[ K_{\text{JT}} Q_{2i} \right. \]

\[ + K_{\text{JT}} \left[ Q_2^2 + Q_2^2 + Q_3^2 + Q_3^2 + Q_4^2 + Q_4^2 \right] \]

\[ + g_{\text{JT}} \sum_i \left\{ -Q_1(n_{i,2z^2-r^2} + n_{i,3z^2-r^2}) \right. \]

\[ + Q_2 \sum_i \sigma \left\{ d_{i,3z^2-r^2}^\dagger d_{i,3z^2-r^2} d_{i,3z^2-r^2} \right. \]

\[ + \left. d_{i,3z^2-r^2}^\dagger d_{i,3z^2-r^2} d_{i,3z^2-r^2} \right\} \]

\[ + Q_3 \sum_i \sigma \left\{ d_{i,2z^2-x^2}^\dagger d_{i,2z^2-x^2} d_{i,2z^2-x^2} \right. \]

\[ + \left. d_{i,2z^2-x^2}^\dagger d_{i,2z^2-x^2} d_{i,2z^2-x^2} \right\} \]

\[ - d_{i,3z^2-r^2}^\dagger d_{i,3z^2-r^2} d_{i,3z^2-r^2} \]
we assume that: (i) the same set of parameters \( \{K_{JT}, g_{JT}\} \) is suitable for \( e_{g} (Q_{2x}, Q_{3y}) \) and for \( t_{2g} (Q_{4z}, Q_{5r}, Q_{6t}) \) modes, and (ii) the breathing mode \( Q_{1} \) can be neglected when \( K_{br}/K_{JT} \gg 1 \) (note that in manganites \( K_{br}/K_{JT} \approx 2 \) [3]). These simplifying assumptions allow one to make only qualitative predictions (concerning the JT effect), but any quantitative analysis would require more precise information about the coupling constants.

In manganites typical values for \( g_{JT} \) and \( K_{JT} \) are

\[ g_{JT} = 3.8 \text{ eV} \ \ \ \text{Å}^{-1} \quad \text{and} \quad K_{JT} = 13 \text{ eV} \ \ \ \text{Å}^{-2}, \]

respectively (see [19] and references therein). For cobalt oxides the values of \( g_{JT} \) and \( K_{JT} \) are not known. Here we will arbitrarily assume the same value of \( g_{JT} = 13 \text{ eV} \ \ \ \text{Å}^{-2} \) and we estimate the value of \( g_{JT} \approx 1.6 \text{ eV} \ \ \ \text{Å}^{-1} \) from some experimental data reported in a different cobalt compound. Namely Pradeepesh et al. [20] reported strong \( Q_{1} \) JT distortion in CoO\(_{6}\) octahedra, i.e., two long Co–O (apical) bonds and four shorter Co–O bonds when the central cobalt was Co\(^{3+}\) ion with an intermediate spin. From their data \( (Q_{1} \approx 0.12 \ \ \ \text{Å}) \) we make a jump to our (different) systems and the crude estimate follows \( g_{JT} \approx 1.6 \text{ eV} \ \ \ \text{Å}^{-1}, \) i.e., the value by half smaller than the one in manganites.

The crystal field part of the Hamiltonian consists of two parts, \( H_{c1} \) and \( H_{c2}. \) The first one is responsible for the splitting within the group of \( t_{2g} \) levels,

\[
H_{c1} \propto \frac{1}{2} \sum_{i} \left( d_{i,xy,\sigma}^{1} + d_{i,xz,\sigma}^{1} + d_{i,zy,\sigma}^{1} \right)
\times \left( d_{i,xy,\sigma} + d_{i,xz,\sigma} + d_{i,zy,\sigma} \right).
\]

Namely, the orbital \( |xy\rangle + |yz\rangle + |zx\rangle / \sqrt{3} \) is placed below two degenerate states: \( |xy\rangle + e^{i \frac{2 \pi}{3}} |yz\rangle + e^{i \frac{4 \pi}{3}} |zx\rangle / \sqrt{3}. \)

According to Bourgeois et al. [11], \( H_{c1} \) can be re-expressed in the form

\[
H_{c1} = -D_{1} \sum_{i} \sum_{\alpha \neq \beta} d_{i,\alpha,\sigma} d_{i,\beta,\sigma},
\]

where the summation \( \sum_{\alpha \neq \beta} \) runs only over \( |xy, yz, zx\rangle \) orbitals. The magnitude of splitting amounts to \( 3D_{1} \approx 0.315 \text{ eV}, \) following the results of \textit{ab initio} cluster computations performed for Na\(_{1-x}\)CoO\(_{2}\) compounds and other available estimates [11, 21, 22]. We believe that this part of the Hamiltonian does not influence the results of the present investigation in any significant way—anyway we include it to be consistent with other models used in this field.

The second (simplified) part of crystal field Hamiltonian modelling depends on the splitting between \( t_{2g} \) and \( e_{g} \) orbitals and can be expressed using site occupations operators

\[
H_{c2} = D_{2} \sum_{i} \left( n_{i,2s-2p} + n_{i,3z} - n_{i,xy} - n_{i,yz} - n_{i,zx} \right),
\]

where \( n_{i,\alpha} = \sum_{\alpha,\sigma} d_{i,\alpha,\sigma} d_{i,\alpha,\sigma} \) as follows:

\[
H_{c2} = D_{2} \sum_{i} \left( n_{i,2s-2p} + n_{i,3z} - n_{i,xy} - n_{i,yz} - n_{i,zx} \right),
\]

with the (experimental) magnitude of the splitting is large for low-spin cobaltates. The following values were suggested: 2.5 eV [13], 1.7 eV [23] and 1.5 eV [24]. In addition, the experimental splitting is strongly dependent on doping [12, 25]. For other kind of cobalt oxides (i.e., not the ones studied in the present paper) Merz et al. [26] claim that crossover between low-spin cobalt \( (S = 0) \) and intermediate/high spin cobalt oxides occurs at \( \approx 1.0–1.4 \text{ eV} \). How these estimates are related to the model Hamiltonian value of \( D_{2} \) is difficult to say.

The naive estimation (when taking into account only \( H_{c2} \) and \( H_{intra} \) is that on-site experimental splitting (between single ion configuration with six \( t_{2g} \) electrons and paramagnetic \( t_{2g}^{6} e_{g}^{1} \) configuration) is equal to \( 2D_{2} - 5B \) where \( B \) is Racah parameter (see \( H_{intra} \) below and the following comments). This naive estimate does not take into account correlations and what is more important does not take into account any kinetic effects which arise when including \( H_{kin} \) and \( H_{c1} \) into consideration. Therefore, in this paper, at first \( D_{2} \) will be treated as a variable parameter but finally we will fix below a representative value of \( D_{2} = 1.25 \text{ eV} \) (if we accept \( B = 0.1 \text{ eV} \) then the level splitting is: \( 2D_{2} - 5B = 2 \text{ eV} \)). Let us stress once again that the energy splitting between \( t_{2g} \) and \( e_{g} \) levels is a very important parameter. It is large for low-spin compounds and small for the ones with intermediate/high-spin states [26, 27].

Finally, the third type of splitting which occurs within \( e_{g} \) levels in the present model is neglected. The paramagnetic ground state in the undoped compound can show some magnetic features upon subsequent doping (due to rising concentration of Co\(^{3+}\) ions). Let us quote a remark from the literature that for \( g_{JT} = D_{1} = t_{0} = 0 \) and \( D_{2} \gg 1 \) the description of electronic states can be based on a three-band model (with \( t_{2g} \) orbitals \( |xy, yz, zx\rangle \) orbitals only) and four Kagome sublattices [13, 14]. For \( 0 \neq D_{1} \gg t_{0} \) we have the dispersionless single band model. In reality, however, both \( t_{0} \) and \( t_{1} \) play an important role and decide about the electron distribution and total spin in the ground state.

The last part of the Hamiltonian \( H_{intra} \) is strong local on-site electron–electron interaction. Here we adopt a more general form of the degenerate Hubbard model [28, 29]

\[
H_{intra} = U \sum_{i,\mu} n_{i,\mu,\uparrow} n_{i,\mu,\downarrow} + \frac{1}{3} \sum_{i,\mu \neq \nu} \left( U - \frac{2}{3} J_{\mu\nu} \right) n_{i,\mu} n_{i,\nu} - \frac{1}{3} \sum_{i,\mu \neq \nu} J_{\mu\nu} \left( n_{i,\mu,\uparrow} n_{i,\mu,\downarrow} \right),
\]

where \( J_{\mu\nu} \) is the tensor of on-site interorbital exchange elements for 3d orbitals which can be expressed using Racah parameters \( B \) and \( C \) [29, 30] (see table 1 given by Horsch [29]). Note that each pair of different orbitals \( \mu \neq \nu \) is included twice in equation (8). In simple situations when the system can be described solely in terms of \( t_{2g} \) orbitals all \( J_{\mu\nu} = 3B + C \) and define the unique Hund’s coupling \( J_{H}. \)
Another simple situation is encountered when only $e_g$ orbitals are partly filled—then all Hund’s exchange’s elements are again the same, and $J_{11} = J_{1u} = 4B + C$. Cross terms between $t_{2g}$ orbitals and $e_g$ orbital are different and smaller (recall that for $J_{1u}$ we take the entries from table 1 in [29]). Furthermore, in the present investigation for the sake of simplicity we use the following empirical ansatz: $C = 4B$—in the literature it is frequently used (and is quite realistic [5]) for transition metal oxides with ions in various configurations $3d^n$. However, this relation is only approximately satisfied in real compounds and some corrections might be necessary [31].

Some comments are necessary about simplifications we made so far. Namely the last term in equation (8) results from mean field approximation done to the original [29] spin–spin $SU(2)$ scalar product: the spin symmetry is explicitly broken and the quantization axis is fixed in spin space. Then, the full Hund exchange interaction is replaced by the Ising term. We neglect here the spin-flip terms in Hund’s exchange that go beyond the mean field approximation and could lead to spin–orbital entanglement which could be studied only in more sophisticated many-body treatments [32]. However, this approximation is commonly used, for instance in the LDA $+ U$ approach, because in the HF approximation (when applied to exact intra-atomic interaction) one obtains the same final result for electronic interactions. The second approximation we made here is the neglect of double occupancy transfers occurring due to Coulomb interactions between two different orbitals [28]. The penalty due to these approximations, we have to accept, is twofold: (i) neglect of some contributions when correlations are included, using the HF states, and (ii) this approach excludes explicitly spiral-like spin arrangements; they cannot be properly described when using the approximate form of equation (8). These approximations influence quantitatively but not qualitatively the multiplet structure [33]. For a triangular lattice this turns out not to be a serious problem.

The on-site interaction Hamiltonian (8) can be rewritten using the electron density operators as follows:

$$H_{\text{int}} = U \sum_{i,\mu} n_{i\mu,\uparrow} n_{i\mu,\downarrow} + \frac{1}{2} \sum_{i,\mu \neq \nu,\sigma} (U - 3J_{1\mu\nu}) n_{i\mu,\sigma} n_{i\nu,\sigma}$$

$$+ \frac{1}{2} \sum_{i,\mu \neq \nu,\sigma} (U - 2J_{1\mu\nu}) n_{i\mu,\sigma} n_{i\nu,\sigma} - \frac{1}{2}. \quad (9)$$

The estimations of an average Hund exchange $J_{11}$ are: 0.84 eV (close to atomic value) [34–36]; 0.72 eV [12] and even a value smaller than 0.7 eV [23]. An effective value of $J_{11} = 0.35$ eV deduced from an exact solution of a single $\text{CoO}_6$ cluster which includes strong d–p hybridization and from fitting to x-ray absorption experiments [9] is indeed much smaller. A small value of $J_{11} = 0.28$ eV follows also from $ab\ initio$ computations when exchange interaction is strongly reduced (from the atomic value) by some screening effects [40]. Such small values have to be considered as semiempirical parameters while larger values are appropriate when the correlation effects are treated explicitly, as in this paper. Here we adopt the value following Kroll, Aligia and Sawatzky [9], i.e., $J_{11} = B + 4C \simeq 7B \approx 0.7$ eV given by $B = \frac{1}{41} eV$.

For Hubbard repulsion $U$ one finds 5.5–6.5 eV used in multiband HF models by several authors [10, 34, 35]. A much smaller value 2.5 eV (and $J_{11} = 0.25$ eV) was used in the 11-band d–p model [15] (however this model is different as it includes a 3D component—namely the influence of neighbouring Na ions in Na$_2$CoO$_3$ on the Co$_2$O$_3$ layer). Other values suggested for these systems are 5.0 eV [36], 4.5 eV [12] (from fits to XAS experiments) and 4–8 eV used in LDA $+ U$ approaches [23, 37–39]. A much smaller value of 1.86 eV, being renormalized by a factor of three from the atomic value due to strong screening effects (similarly like it happens in cuprates), is reported by Bourgeois et al [9]. Quite surprisingly, another reference based on $ab\ initio$ reports $U \approx 4.1–4.8$ eV [40], i.e., larger values that those one could expect when making comparison with very strong $J_{11}$ renormalization reported in the same paper [40]. Here we adopt a value $U = 4.5$ eV, i.e., our ratio is $U/|J_0| = 15$ (it is presumably large enough for a strongly correlated cobalt oxide).

3. Computational details

We performed extensive computations for $6 \times 6$ clusters with periodic boundary conditions (PBC) to establish the ground state at different doping (at zero temperature $T = 0$). Our reference (undoped) state with $\text{Co}^{3+}$ ions contains $6 \times 36$ electrons. For each doping, i.e., for fixed number of holes $n_h$ (number of deficient electrons) we studied separately systems with different numbers of $n_{\uparrow}$-up deficient electrons and $n_{\downarrow}$-down deficient electrons upon constraint $n_h = n_{\uparrow} + n_{\downarrow}$. For nonmagnetic (or AF) systems with zero total magnetization we have $n_{\uparrow} = n_{\downarrow} = \frac{1}{2}n_h$. All other possibilities correspond to systems with nonzero total magnetization. Purely FM states have $n_{\uparrow} = 0$ and $n_{\downarrow} = n_h$. After long screening of preliminary data we have established that the ground states are unpolarized, with $n_{\uparrow} = n_{\downarrow} = \frac{1}{2}n_h$.

Coming back to computations, there were two distinct steps made for each parameter set and electron concentration: (i) first, the calculations within the single-determinant HF approximation were performed, and (ii) in the next step the HF wavefunction was modified to include the electron correlations by employing the local ansatz [41]. This ansatz was successfully applied to several systems, inter alia to cuprates [42], nickelates [43], manganites [19] and chemical bonds in molecular systems [44]. Here the HF computations were run starting from each one of many different initial conditions (to get unbiased results we considered up to $10^9$ nonhomogeneous random charge and spin arrangements for each doping level). In addition, the symmetric patterns known from the literature [10] were also included as possible HF initial conditions and compared with the results obtained for other configurations. For each one of the starting initial conditions we obtain on convergence a new HF wavefunction $|\Phi_H\rangle$ which needs to be considered further to implement local Coulomb correlations. Thus, after completing the HF computations we performed correlation computations to obtain the total energy and to identify the optimal ground state configuration. Namely, the HF wavefunction $|\Phi_0\rangle$ was
modified to include the electron correlation effects by using exponential local ansatz [41],

$$\langle \Psi | H | \Psi \rangle \rangle = \langle \Phi_0 | H | \Phi_0 \rangle,$$

(10)

where \{O_m\} are local correlation operators. The values of variational parameters \{\eta_m\} are found by minimizing the total energy,

$$E_{\text{tot}} = \langle \Psi | H | \Psi \rangle \rangle / \langle \Psi | \Psi \rangle.$$  

Here for the local correlation operators we use 25 operators which optimize the density-density correlations,

$$O_m = \sum_i \delta n_{i \uparrow} \delta n_{i \downarrow},$$

(12)
i.e., we use all possible combinations \(\mu, \nu = xy, yz, zx, x^2 - y^2, 3z^2 - r^2\) of orbital indices. The symbol \(\delta\) in \(\delta n_{i \sigma}\)

indicates that only that part of \(n_{i \sigma}\) operator is included which annihilates one electron in an occupied single particle state belonging to the HF ground state \(|\Phi_0\rangle\), and creates an electron in one of the virtual empty states. The above local operators \(O_m\) correspond to the subselection of presumably most important electron-pair excitations within the \textit{ab initio} configuration-interaction method (for details see [19, 43]).

After obtaining the total energy for a given starting condition, we repeat all the procedure from the beginning, i.e., we take the second, third, fourth, etc., set of HF initial conditions and repeat all computations to obtain the second, third, fourth, etc., candidate for a ground state wavefunction. The resulting set of total energies was inspected and the few lowest ones were identified as probable candidates for the true ground state. At this stage we analysed the resulting charge and spin order (within the set of the selected candidates) and prepared the second much smaller set of initial HF conditions which on one hand were very similar to our candidates and on the other hand included small changes that we made to enhance local symmetry according to physical insights. The same procedure of performing HF computations and adding local correlations was repeated and the state with lowest energy was picked as our true ground state. We emphasize that altogether such a procedure is very time and labour consuming but it gives relatively high confidence that, what we identified as the ground state is indeed realized, within the present effective model for the considered parameters and doping. We remark that the correlation contributions to the total energy were found to be important for the correct identification of the ground state (as expected).

### 4. Numerical results

The first computational scan we performed and present here is for the ground state in undoped substance for varying crystal field splitting \(D_2\), see figure 1. We take a standard set of parameters as described in section 2, which corresponds to a strongly correlated system (all in eV):

\[
\begin{align*}
  t_0 &= 0.3, & t_1 &= 0.05, \\
  U &= 4.5, & D_1 &= 0.105
\end{align*}
\]

(13)

and adopt the constraint \(C = 4B\) (the other parameters for the Jahn–Teller terms are given in the caption of figure 1). For a fixed value of Hund’s exchange given by \(B = 0.1\) eV and for \(D_2 < 0.87\) eV we found the ground state to be totally charge-homogeneous with AF-like arrangement of high spins (close to \(S = 2\)) and the electron configuration \(t_{2g}^5 e_{g}^2\) at each site; in a different systems such high spin states for \(Co^{3+}\) ions are the subject of current interest [45, 46]. After crossing the value of \(D_2 = 0.88\) eV the ground state (again with homogeneous charge distribution) becomes nonmagnetic (with spins \(S = 0\)) as expected, and the electron configuration is \(t_{2g}^5\). We performed additional computations in the range \(0.87 \leq D_2 \leq 0.88\) eV and found that the change of the spin state (and of magnetic order) order occurs

![Figure 1](image-url)

Figure 1. Top panel, High-spin ground state with AF Neél order for zero doping for the triangular lattice obtained on a \(6 \times 6\) cluster with PBC for \(D_2 = 0.87\) eV and \(B = 0.1\) eV. Dots correspond to lattice sites and arrows indicate local high spin states (very close to \(S = 2\)). Note that at \(D_2 = 0.88\) eV a drastic crossover takes place (for this value of \(B\)) and all spins collapse to zero when the \(e_g\) states become virtually unoccupied (the electron occupation of each \(e_g\) level is then \(\approx 0.07\)). Lower panel. Phase diagram obtained by varying crystal field splitting \(D_2\) and Racah parameter \(B\), for the undoped CoO: triangular plane with \(Co^{3+}\) ions. AF denotes a region of AF order with high spin (\(S = 2\)) states of \(Co^{3+}\) ions, and PA stands for nonmagnetic ground state (\(S = 0\)) with empty \(e_g\) orbitals. Diamonds are computational results, while the line is a guide for an eye. Other parameters (for both panels) as in equation (13) and \(g_{JT} = 1.6\) eV \(\AA^{-1}\), \(K_{JT} = 13\) eV \(\AA^{-1}\), \(K_{B}/K_{JT} \gg 1\).
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Figure 2. Energy $E_h$ (HF + correlations) per doped hole for 

increasing doping $x$ in a $6 \times 6$ cluster with PBC. For the reference 
system with no holes (at $x = 0$), the number of electrons is $6 \times 36$, 

the HF energy of the whole cluster is $E_{HF} = 1400.538$ eV and the 
total energy (HF + correlations) is $E_{tot} = 1400.002$ eV. Parameters 
as in equation (13) and: $B = 0.1$ eV, $D_2 = 1.25$ eV, 

g_{JT} = 1.6$ eV Å$^{-1}$, $K_{JT} = 13$ eV Å$^{-2}$, $K_{K}/K_{JT} \gg 1$.

abruptly (and it resembles a phase transition). Note that the 

bulk of computations performed in this paper was done for 

$D_2 = 1.25$ eV, i.e., well inside the low-spin (nonmagnetic) 

regime for cobalt-oxide compounds. Yet, finite doping 
generates high magnetic moments, see below. 

Knowing that Co$^{3+}$ ions in the bulk system are in 
nonmagnetic $t_{2g}$ configuration, the other computations are 
done well inside the low-spin ($S = 0$) regime. Therefore we 
have used the fixed value of $D_2 = 1.25$ eV. In spite of this 
rather high value of $D_2$ all the computations clearly show 
that upon doping localized holes with high spin (close to 
$S = 5/2$) and with occupied $e_g$ levels appear as a generic 
feature of the ground state. This is observed for any doping in 
the investigated doping range $0 < x < 1.0$. We have verified 
that these high spin states occur in the states characterized by 
very similar energies per doped hole,

\[ E_h = \frac{1}{n_h} \{ E_{tot}(n_h) - E_{tot}(n_h = 0) \}, \tag{14} \]

where $n_h$ is the number of holes in the considered $6 \times 6$ cluster. 

Energy per one doped hole $E_h$ increases almost in a linear 
way with increasing doping level, see figure 2. We remark 
that for each doping considered here we did not observe any 
significant Jahn–Teller static distortions associated with holes 
(they turn out to be small).

We have not found any interesting local effects in the 
charge distribution in the dilute limit when the system is 
doped by $n_h = 1$ or 2 holes within the $6 \times 6$ cluster. In these 
cases the extra charge is distributed almost uniformly over the 
cluster atoms and all atoms are nonmagnetic. But already for 
a somewhat higher hole number $n_h = 4$, corresponding to low 
doping $x = 1/4$, two polaronic states are found, see figure 3(a). 
At each atom of the polaron the electron density is close to 
5.2 and a high spin $S \simeq 5/2$ arises. Large spins arise pairwise 
and are oriented in the opposite way—we suggest that they 
would give a nonmagnetic singlet state when the quantum spin 
fluctuations were also included. For this low level of doping 
the polarons are isolated and no phase separation is found.

For low doping $x = 1/4$ and $x = 5/8$, see figures 3(b) and (c), 
we observe again high-spin states of doped holes, essentially 
the same spin values $S \simeq 5/2$ as for the case of $x = 1/4$. The
Figure 4. Stripe-like structures of high-spin doped holes (spin values at sites with high hole density (circles) are very close to $S = \frac{5}{2}$) in ground states for dopings: (a) $x = \frac{1}{3}$ (upper panel) and (b) $x = \frac{1}{2}$ (lower panel). Dots correspond to lattice sites, arrows indicate high spin states and each circle corresponds to $\sim 0.8$e hole charge. Parameters as in equation (13) and: $B = 0.1$ eV, $D_2 = 1.25$ eV, $g_{JT} = 1.6$ eV Å$^{-1}$, $K_{JT} = 13$ eV Å$^{-2}$, $K_{br}/K_{JT} \gg 1$. High HOMO–LUMO gaps indicate that the ground states are insulating.

Figure 5. Thick stripe-like walls of high-spin doped holes (spin values are very close to $S = \frac{5}{2}$) in ground states obtained for doping: (a) $x = \frac{4}{6}$ (upper panel), (b) $x = \frac{5}{6}$ (middle panel), and (c) $x = 1$ (lower panel). Parameters as in equation (13) and: $B = 0.1$ eV, $D_2 = 1.25$ eV, $g_{JT} = 1.6$ eV Å$^{-1}$, $K_{JT} = 13$ eV Å$^{-2}$, $K_{br}/K_{JT} \gg 1$. Hole charges are $\sim 1$e at high spin sites, while smaller circles correspond to $\sim 0.6$e charge. Low-spin states are found at higher doping: (b) $S \sim \frac{1}{2}$, and (c) $S \sim \frac{1}{2}$. Relatively high HOMO–LUMO gaps indicate that the ground states are insulating.
singlets maximizing the distance one from another. At doping of $x = \frac{1}{4}$ pairs of polarons are ordered indeed in a pattern which maximizes their distances from one another, see figure 4(a). At half-doped system ($x = \frac{1}{2}$) the lines of polarons form instead and the spin order along each line is AF, see figure 4(b). This result corroborates with the insulating character of both states which makes superexchange between pairs of Co$^{3+}$ ions at ions doped with holes the most important magnetic exchange process.

Finally, a highly doped regime $\frac{1}{2} < x < 1$ is characterized by stripe-like ground states, with lines of weakly doped sites of (almost) nonmagnetic ions in between the ordered lines of polarons, see figures 5(a) and (b). Having the $6 \times 6$ cluster size, we study the dopings where the number of holes $n_h$ is divisible by 3. The holes occupy predominantly four lines in the considered clusters at $x = \frac{3}{4}$ and $\frac{5}{6}$, and the sites doped by one hole to Co$^{4+}$ ionic configurations have high spin $S = \frac{5}{2}$. As the electron density is there somewhat higher than five electrons per site, the magnetic moments order along the lines to the FM state which reflects a weak double exchange mechanism [48] in cobaltates. For other dopings (not shown) this high symmetry of the solutions is lifted—however, the same trends (as visible in figures 3–5) to form symmetric ground states for ‘magic dopings’ are still clearly visible.

It is remarkable that such a stripe-like structure survives even in the limit of $x = 1$, see figure 5(c), and was obtained from unbiased initial configurations as the most stable state. Surprisingly, the lines which separate the ordered structure from unbiased initial configurations as the most stable state. The holes occupy predominantly four lines in the considered clusters at $x = \frac{3}{4}$ and $\frac{5}{6}$, and the sites doped by one hole to Co$^{4+}$ ionic configurations have high spin $S = \frac{5}{2}$. As the electron density is there somewhat higher than five electrons per site, the magnetic moments order along the lines to the FM state which reflects a weak double exchange mechanism [48] in cobaltates. For other dopings (not shown) this high symmetry of the solutions is lifted—however, the same trends (as visible in figures 3–5) to form symmetric ground states for ‘magic dopings’ are still clearly visible.

It is remarkable that such a stripe-like structure survives even in the limit of $x = 1$, see figure 5(c), and was obtained from unbiased initial configurations as the most stable state. Surprisingly, the lines which separate the ordered structure from unbiased initial configurations as the most stable state. The holes occupy predominantly four lines in the considered clusters at $x = \frac{3}{4}$ and $\frac{5}{6}$, and the sites doped by one hole to Co$^{4+}$ ionic configurations have high spin $S = \frac{5}{2}$.

5. Discussion and summary

The results we obtained for increasing doping in CoO$_2$ planes are somewhat unexpected. A systematic trend was found that doping creates high-spin ($S = \frac{5}{2}$) states and holes are pretty well localized on Co$^{3+}$ ions. Note that orbital degrees of freedom are saturated here (for $S = \frac{3}{2}$ states) so Jahn–Teller distortions or spin–orbital entanglement are not expected. So far, there is no clear and direct experimental support for such hole localization in form of high-spin ($S = \frac{5}{2}$) states, and they were not reported in doped Na-compounds. The only exception is found in layered Li$_{1-x}$CoO$_2$ for very low doping level $0 < x < 0.06$ [49]. Also for $x = 0.5$ a neutron scattering study of Na$_{0.5}$CoO$_2$ gives the charge and spin order in agreement with that shown in figure 4(b), but the authors [50] interpret their data in terms of low $S = \frac{1}{2}$ spins. For lower Na concentration $1 - x \sim 0.3$ there is some evidence of antiferromagnetic spin–spin correlations [51].

The central result concerning the electronic structure, is that all the investigated ground states are insulating (sizeable HOMO–LUMO gaps). On the contrary, it is well known that the ground state of Na$_{0.75}$CoO$_2$ is metallic [52]. Other systems where high spins [26, 27] or stripe structures [53] were found are clearly beyond the assumptions made within the present model (due to several reasons: to give one simple example, due to the presence of Co$^{3+}$ ions). This, in our opinion, does not invalidate the results we obtained upon assumption that the system is a truly regular 2D triangular plane. Namely, the experimental data [54] on Na$_{1-x}$CoO$_2$ and subsequent theoretical investigation [15, 55] clearly show that the assumption made about 2D uncoupled layers in Na$_x$CoO$_2$ is an idealization that does not reflect the properties of real systems. Only for smaller content of Na ions (higher doping $x$) is the 2D nature of electrons in Na$_{1-x}$CoO$_2$ enhanced (and the antiferromagnetic spin correlation increases) [56]. Thus, there is a significant 3D component to the real layered system and therefore 2D computations are expected to show rather different charge and magnetization distribution from the experimental data.

At present, our results can be treated as a prediction pending until some new truly 2D system with a triangular lattice is discovered and investigated. Also for the already discussed systems with low hole concentration $x$ one might expect that entangled spin states with up and down high-spin pairs would form. The observation of such entangled states in real systems, their treatment in the theory, and the search for intermediate spin ($S = 1$) states which could be stabilized by quantum effects beyond the present theory [32], provide experimental challenges in the physics of cobalt oxides.

Summarizing, we have established a generic trend that doping of CoO$_2$ planes induces localized hole states with high $S = \frac{3}{2}$ spins. This releasing of spin states at the doped Co$^{3+}$ ions with reduced electron density and partly filled $e_g$ orbitals makes it necessary to consider the full five-band model including Co(3d) orbitals [8], in spite of having (almost) empty $e_g$ orbitals in undoped compounds with a higher electron density. The present study suggests as well that one has to use then the full Hund exchange tensor for a realistic description. The doped holes first self-organize into polaronic states consisting of two holes each in the regime of low doping, and next form ordered 1D structures when doping approaches $x = \frac{1}{4}$. We suggest that superexchange between $S = \frac{3}{2}$ spins is the dominating magnetic interaction which is responsible for the antiferromagnetic spin order along the 1D lines up to half-doping ($x = \frac{1}{2}$). Higher doping generates triangles occupied by three spins $S = \frac{5}{2}$ spins and superexchange interactions are frustrated. In this regime the system selects antiferromagnetic order with lines of ferromagnetic spins which are believed to follow from weak FM double exchange mechanism [48]. Surprisingly, low-spin $S = \frac{1}{2}$ states survive even in the fully doped case ($x = 1$) and serve to stabilize the magnetic order of large spins along the AF 1D structures with pairs of lines containing ferromagnetic spins each. One could expect however that such an ordered phase will be destabilized by quantum fluctuations and a disordered magnetic state would arise instead.

As a final remark let us address the question of possible future extensions of this model approach: Are possible changes of the Hamiltonian parameters not needed to describe
Na$_2$CoO$_2$ and how robust might be the results with respect to them? It would indeed be quite interesting to repeat all the computations for different sets of the Hamiltonian parameters. However, as mentioned above, such computations are very time consuming so further numerical studies could be motivated only by experimental information concerning more precise values of the parameters for the systems with CoO$_2$ planes. We expect that this information will become available due to future experiments.
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**Appendix. Hopping elements in the effective model**

Here we present supplementary data which justify the choice of hopping parameters and give more details on the values of hopping elements which are used in the kinetic energy (2) in the effective model for 3d electrons (1) in section 2, see tables A.1 and A.2. We begin with the hopping elements resulting from indirect Co–O–Co hopping, and next present direct Co–Co hopping. These two different sets of hopping elements are given by two parameters, $t_0$ and $t_1$, respectively.

The hybridization elements $P_{pdr}$ and $P_{pdr}$ are the appropriate Slater–Koster interatomic integrals [16] and $\Delta$ is charge-transfer energy between bare cobalt 3d level and oxygen 2p level [10, 13, 34]. The original estimates for $P_{pdr}$, $\Delta$ and $t_0$ are, respectively: 1.8 eV, 2.0 eV and 0.67 eV [34]; 2.5 eV, 2.0 eV and 0.35 eV eV [10]; 2.35 eV, 2.9 eV and 0.34 eV [12]; 2.3 eV, 1.0 eV (here an effective value of $\Delta$ is given) and 1.1 eV [35]; 1.4 eV, 3.2 eV and 0.15 eV [23]. In general, the quoted values, if studied within multiband HF approaches, differ from those coming out when ab initio results are combined with (i.e., they are fitted to) particular experimental results. This large variation of parameters occurs because in the first group of papers the correlations are not included (they could be included only in an a posteriori HF treatment). On the contrary, in the second group of papers effective models are constructed for the description of particular experimental data and have the correlations included (within the effective Hamiltonian parameters) just from the beginning. On top of it effective models use the Hamiltonian parameters which come out from complicated renormalization and/or superposition of various physical ingredients. The largest difference in the above-mentioned two groups of papers can be expected for the values of $\Delta$. Finally, let us note that various ab initio-like evaluations and other direct estimates of $t_0$ are: ~0.1–0.3 eV [40], 0.1 eV [9, 11, 21, 57] and (already mentioned) 0.15 eV [23]. Here we take $t_0 = P_{pdr}^{\Delta} / \Delta = 0.3$ eV.

In addition, the ratio $P_{pdr}/P_{pdr}$ has to be fixed. In a simplified approach $P_{pdr}/P_{pdr} = -2$, see [58]; other reported values are higher: $P_{pdr}/P_{pdr} = -2.16$ [10, 34, 35] and $P_{pdr}/P_{pdr} = -2.35$ [12]. Here we take $P_{pdr}/P_{pdr} = -2.0$—just for the sake of simplicity. With this latter choice the entries in table A.1 representing hopping elements for the connecting Co ions are simpler while the qualitative results of this study do not change when a slightly different value of the ratio $P_{pdr}/P_{pdr}$ is chosen.

**Table A.1.** Effectve hopping elements $t_{ij,\mu,\nu}$ between orbitals $\mu$ and $\nu$ at sites $i$ and $j$ resulting from indirect cobalt–oxygen–cobalt transitions in a triangular lattice as obtained using Slater–Koster rules [16] and perturbation theory [17], in units of $t_0 = P_{pdr}^{\Delta} / \Delta$. Bond directions are given by lattice vectors $a_\mu$, see equation (3). Furthermore, we use the ratio $P_{pdr}/P_{pdr} = -2.0$ [10, 34, 35]. The entries for $\nu < \mu$ were omitted as symmetry implies that $t_{ij,\mu,\nu} = t_{ij,\nu,\mu}$.

| $i$ | $j$ | $\mu$ | $\nu$ | $t_{ij,\mu,\nu}$ |
|----|----|------|------|---------------|
| 0  | a$_1$ | xy  | xy  | $t_0$        |
| 0  | a$_1$ | yz  | yz  | $-3t_0$      |
| 0  | a$_1$ | $x^2 - y^2$ | $x^2 - y^2$ | $-3\sqrt{3}t_0$ |
| 0  | a$_1$ | $2x^2 - y^2$ | $2x^2 - y^2$ | $-\sqrt{3}t_0$ |
| 0  | a$_3$ | yz  | yz  | $t_0$        |
| 0  | a$_3$ | $x^2 - y^2$ | $x^2 - y^2$ | $2t_0$       |
| 0  | a$_3$ | $3x^2 - 2y^2$ | $3x^2 - 2y^2$ | $2\sqrt{3}t_0$ |
| 0  | a$_3$ | $2x^2 - y^2$ | $2x^2 - y^2$ | $\sqrt{3}t_0$ |
| 0  | a$_3$ | $x^2 - 2y^2$ | $x^2 - 2y^2$ | $\sqrt{3}t_0$ |

**Table A.2.** The direct cobalt–cobalt hopping elements $t_{ij,\mu,\nu}$ between orbitals $\mu$ and $\nu$ at sites $i$ and $j$ for the triangular lattice, in units of $t_1 = P_{pdr} / \Delta$, and with $P_{pdr}/P_{pdr} = -2.0$ [35]. The symmetry implies that entries for $\nu < \mu$ are the same as those for $\nu > \mu$.

| $i$ | $j$ | $\mu$ | $\nu$ | $t_{ij,\mu,\nu}$ |
|----|----|------|------|---------------|
| 0  | a$_1$ | xy  | xy  | $t_1$        |
| 0  | a$_1$ | yz  | yz  | $-3t_1$      |
| 0  | a$_1$ | $x^2 - y^2$ | $x^2 - y^2$ | $-\frac{3}{2}t_1$ |
| 0  | a$_1$ | $3x^2 - 2y^2$ | $3x^2 - 2y^2$ | $\frac{3}{2}t_1$ |
| 0  | a$_1$ | $2x^2 - y^2$ | $2x^2 - y^2$ | $\frac{3}{2}t_1$ |
| 0  | a$_1$ | $x^2 - 2y^2$ | $x^2 - 2y^2$ | $\frac{3}{2}t_1$ |
| 0  | a$_3$ | yz  | yz  | $t_1$        |
| 0  | a$_3$ | $x^2 - y^2$ | $x^2 - y^2$ | $2t_1$       |
| 0  | a$_3$ | $3x^2 - 2y^2$ | $3x^2 - 2y^2$ | $t_1$       |
| 0  | a$_3$ | $2x^2 - y^2$ | $2x^2 - y^2$ | $\frac{3}{2}t_1$ |
| 0  | a$_3$ | $x^2 - 2y^2$ | $x^2 - 2y^2$ | $\frac{3}{2}t_1$ |
Unfortunately, much less is known about direct cobalt–cobalt hopping elements—the majority of authors assume that they are negligible. Here we adopt the ratio \( P_{\text{dd}} / P_{\text{dd}} \sigma = -2.0 \) and take a value \( P_{\text{dd}} \) = 0.1 eV, following Bourgeois et al [11]. We also remark that according to Harrison rules \( P_{\text{dd}} / P_{\text{dd}} \sigma = -1.5 \) [58], but having so small direct d–d hopping elements no qualitative changes of the results are expected when the above ratio would be taken instead. A complete list of direct cobalt–cobalt hopping elements for different pairs of orbitals at nearest neighbour Co ions is given in table A.2.
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