Experimental characterisation of a non-Markovian quantum process
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Abstract

Every quantum system is coupled to an environment. Such system-environment interaction leads to temporal correlation between quantum operations at different times, resulting in non-Markovian noise. In principle, a full characterisation of non-Markovian noise requires tomography of a multi-time processes matrix, which is both computationally and experimentally demanding. In this paper, we propose a more efficient solution. We employ machine learning models to estimate the amount of non-Markovianity, as quantified by an information-theoretic measure, with tomographically incomplete measurement. We test our model on a quantum optical experiment, and we are able to predict the non-Markovianity measure with 90% accuracy. Our experiment paves the way for efficient detection of non-Markovian noise appearing in large scale quantum computers.

I. INTRODUCTION

One of the biggest challenges in emerging quantum technologies is the efficient characterisation of noise, which originates from the unavoidable interaction of a system of interest with the surrounding environment [1]. A particularly problematic case is that of non-Markovian noise, wherein the environment retains a memory of its past interactions with the system, leading to correlations in the system’s evolution at different times.

Most noise characterisation methods, such as randomised benchmarking [2, 3], rely on the assumption of Markovianity [4, 5]. However, non-Markovian noise is already prominent in present-day quantum devices [6, 7]. Therefore, it is important to find efficient methods to estimate the amount of non-Markovianity in a quantum process [8].

Recently, an operational approach has been proposed, based on the “combs” [9] or “process matrix” [10] formalism, which overcomes previous theoretical difficulties and allows, in principle, for a complete characterisation of non-Markovian dynamics from operations and measurements on the system alone [11, 12]. However, this method relies on complete tomography of a multi-time process [13, 14], which requires measuring an exponential number of multi-time correlations. In Ref. [15], it was shown that one can successfully train a machine learning model to estimate a measure of non-Markovianity, without full process tomography. This work, however, used only numerically simulated data, and was not tested in an experimental setting.

Here, we use a quantum-optics experimental setup to implement a non-Markovian process—specifically, a process with initial classical correlations between system and environment. We encode quantum states in the polarisation of photons and apply unitary transformations using wave-plates. We introduce non-Markovian noise through correlated random unitaries, performed before and after a probe unitary. Our data comprises the Stokes parameters, obtained through a final measurement, conditional on choosing the probe unitary from a set of three. We train a suite of different supervised machine learning models to predict non-Markovianity—as quantified by an entropic measure introduced in Ref. [11].

Our method achieves a high accuracy in the estimation of non-Markovianity, even though the training data is far from being tomographically complete. The best results were achieved by a quadratic regression model ($R^2$ of 0.89 and Mean Absolute Error (MAE) of 0.045). Our work expands on the growing literature of machine-learning methods [16–20] and on the experimental characterisation of quantum non-Markovianity [21–27].

We present the work following way. In Section II, we introduce the framework of the process matrix, the measure of non-Markovian noise, and procedure of our data acquisition. In Section III, we describe our experiment. In Section IV, we analyse our experimental data using polynomial regression and present our results. In the Appendix, aside from polynomial regression on the experimental data, we present our results on the simulated data and our results obtained by other machine learning algorithms.

II. THEORY

A. Formulation of quantum processes

Non-Markovian quantum processes are often described in terms of dynamical maps representing the evolution of the system’s reduced state [28]. However, such a description does not capture multi-time correlations mediated by the environment and can fail entirely in the presence of initial system-environment correlations [29, 30]. Here we use instead the process matrix formalism [10, 31], following a recent approach [11, 14] that has reformulated in operational terms the theory of quantum stochastic processes [32, 33]. We consider a scenario where a system of interest undergoes a sequence of arbitrary operations (such as unitaries or measurements) at well-defined instants of time. Let us label $A, B, \ldots$ the times at which the operations are performed (we can think of these
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In the following, we provide a method to detect non-Markovianity without having the full process matrix—instead, with incomplete data about the process, we can estimate with high accuracy a measure of non-Markovianity.

### B. Our non-Markovian process

We experimentally implement a non-Markovian quantum process with memory. We implement a process with only two "stations", A and B, and where the initial state is classically correlated with the evolution from A to B. This is a particular case of a non-Markovian process with classical memory [12]. We do this in two steps. We start with some initial state \( \rho \) followed by two operations \( U_i, U_j \). The operations are unitaries from the Pauli group, \( U_i \in \{ \sigma_i, i = \{0, 1, 2, 3\} \} \) and \( U_j \in \{ \sigma_j, j = \{0, 1, 2, 3\} \} \), where \( \sigma_0 = I, \sigma_1 = X, \sigma_2 = Y, \sigma_3 = Z \). We insert A between \( U_i \) and \( U_j \) and B after \( U_j \) (Fig. 1). In this first step, for a given pair of unitaries \( (U_i, U_j) \), we obtain the following Markovian process

\[
W_{ij}^{A_i A_0 B_1} = (\sigma_i \rho \sigma_i^\dagger)A_i \otimes [\{\sigma_j\}]A_0 B_i.
\]  

FIG. 1. A process based on a specific instance of unitary operations \( U_i \) and \( U_j \). The pair of unitaries occurs with probability \( p(i, j) \). This makes our overall process \( W \) a convex combination of the constituent processes, \( W_{ij} \), i.e., \( W = \sum_{i,j} p(i,j) W_{ij} \). This process \( W \), operationally, represents the environment. The experimenter accesses the open slot \( A_i A_0 \) with a probe unitary \( U_K \), as in Eq. (7) and \( B_j \) with a Pauli measurement.

In the second step, we simulate a non-Markovian environment by introducing correlations between the initial state and the unitary. This is done by sampling the processes \( W_{ij} \) according to some probability distribution \( p(i,j) \). The resulting process matrix has the form

\[
W_{ij}^{A_i A_0 B_1} = \sum_{i,j} p(i,j) W_{ij}^{A_i A_0 B_1}.
\]  

To obtain processes with a varying degree of non-Markovianity, the distribution of the weights \( p(i, j) \) is chosen according to the discrete random variables I and J governed by the joint probability mass function (pmf) \( p(i,j) = p(I=i, J=j) \). From Eq. (4), it is clear that when the random variables I and J are independent, the overall process reduces to the product form of Eq. (3) and hence it becomes a Markovian process. To capture the non-Markovian effect, we model the joint probability \( p(i,j) \) as

\[
p(i,j) = p(i) [q \delta_{ij} + (1 - q) p(j)].
\]
Here $q \in [0, 1]$ denotes the strength of correlation between the random variables $I$ and $J$ with $q=0$ being mutually independent events and $q=1$ being the maximum correlation, i.e. $\sigma_j = \sigma_i$. We assume that the marginal probabilities $p(i)$ and $p(j)$ to be the same probability mass functions. To define the probability mass function, for $p(i=0)$, we chose a random number uniformly distributed between 0 and $R=1$. For the remaining $p(i\neq 0)$, we chose random numbers uniformly distributed between 0 and 1. We normalise the random numbers at the end to form a valid probability mass function. A high value of $R$ signifies the evolution is less prone to error, i.e. the corresponding random operation is biased towards identity. Note that the process becomes Markovian with either $q=0$ or $R=1$.

As a measure of non-Markovianity we use the quantum relative entropy [6, 11, 12, 41] between the process and the associated Markovian one:

$$S(\tilde{W}||\tilde{W}_\text{Markov}) := \text{Tr}[\tilde{W} : (\log \tilde{W} - \log \tilde{W}_\text{Markov})],$$

(6)

where $\tilde{W}_\text{Markov} := \text{Tr}_{A_O B_1} \tilde{W} \otimes \text{Tr}_{A_i} \tilde{W}$ and $\tilde{W} := W/2$ is the process matrix normalised to have unit trace (obtained dividing the original process matrix by the dimension of the output system, $A_O$ in this case).

In each realisation of $W_{ij}^{A_i A_O B_1}$ with a pair of unitaries $U_i$ and $U_j$, we insert at $A$ a unitary operation $U_k$ and at $B$ we perform state tomography. Each such process $W_{ij}^{A_i A_O B_1}$ has a circuit representation as shown in Figure 1 and an experimental realisation as shown in Fig 2. The unitary operations of $A$ are a set of rotated Pauli operations

$$U_k = R_n(\alpha)\sigma_k R_{\alpha}(\alpha)^{\dagger},$$

(7)

where $k=\{0, 1, 2\}$ and $R_n(\alpha)$ denotes a rotation by $\alpha$, around an arbitrary axis $\hat{n}$ in the Bloch sphere, given by

$$R_n(\alpha) = \cos\frac{\alpha}{2} \mathbb{1} - i \sin\frac{\alpha}{2} (\hat{n} \cdot \vec{\sigma}),$$

$$\hat{n} \cdot \vec{\sigma} = \sin \beta \sin \gamma \sigma_1 + \cos \beta \sin \gamma \sigma_2 + \cos \gamma \sigma_3.$$  

(8)

Briefly, the experimental procedure of realising a process with classical memory and taking data consists of the following steps: (1) Choosing a pair of variables $(q, R)$ to obtain the weights $p(i, j)$, (2) Realising the processes $W_{ij}$, and for each one, taking data $D_{ij}$ by running through the operations at $A$ and $B$, and (3) Calculating the data $D(q, R) = \sum_{ij} p(i, j) D_{ij}$. This final data is our input to a model that predicts the non-Markovianity of the process $W = \sum_{ij} p(i, j) W_{ij}$.

To complete the set of training, validation, and test data for our model, we calculated the non-Markovianity for the realised processes—the label for each data $D(q, R)$. For that, we need the explicit description of the realised process matrix, which we can obtain from the above theoretical description.

We stress here that the input to the model that predicts the amount of non-Markovianity is data taken by inserting the operations $A$ and $B$ into the process. This provide incomplete information about the process. The full information would be provided by informationally complete operations, for example, a prepare-and-measure operation at $A$, and state tomography at $B$ (with a minimum of 64 operations for a 3-qubit $W$, such as ours). In our case, while $B$ performs state tomography, $A$ performs 3 Pauli unitary operations. However, even with this incomplete information, the model is able to predict the chosen measure of non-Markovianity with $\approx 90\%$ accuracy.

$$|\psi\rangle = |\psi\rangle \langle \psi|, \text{ with } |\psi\rangle = 0.16 |0\rangle + 0.99e^{-i0.10\pi} |1\rangle.$$  

To model the probability mass function as in Eq. (5), we take the 10 pairs of $q$ and $R$ listed in Table I.

| $q$  | $R$  |
|------|------|
| 0.8  | 1    |
| 0.8  | 1.5  |
| 0.8  | 1.25 |
| 0.9  | 1    |
| 0.9  | 1.5  |
| 0.9  | 1.25 |
| 0.95 | 1    |
| 0.95 | 1.5  |
| 0.95 | 1.25 |
| 1    | 1    |

TABLE I. Pairs of $q$ and $R$ to model our joint pmf as defined in Eq. (5). For each pair of $q$ and $R$ we generate 100 pmfs, thus for 10 pairs we have a total of 1000 datasets.

C. Generating data and labels

One key point to consider in any predictive modelling is to avoid inherent bias in the training dataset. This bias can be manifested in terms of trivial transformation of the initial state. We account for this by choosing a suitable initial state, $\rho$, that leads to processes resulting non-trivial output data. Our choice of state is $\rho = |\psi\rangle \langle \psi|$, with $|\psi\rangle = 0.16 |0\rangle + 0.99e^{-i0.10\pi} |1\rangle$. To model the probability mass function as in Eq. (5), we take the 10 pairs of $q$ and $R$ listed in Table I.

For each pair, we generate 100 joint probability mass functions thus creating 1000 different processes as in Eq. (4) which are then divided into 100 groups classified by a given pair of $q$ and $R$. Note that a specific instance of the experiment corresponds to a pair of unitaries sampled randomly from the underlying pmf. To experimentally realise the process in Eq. (4) described by a particular pmf, we need to perform repeated trials. In our experiment, we take 50 samples of each pmf. This finite sampling yields an experimentally realised process.
$W_{\exp}$ defined as

$$W_{\exp} = \sum_{i,j} \tilde{p}(i,j)W_{ij}. \quad (10)$$

Here, $\tilde{p}(i,j)$ is the frequency of occurrence of the particular unitary pair $(U_i, U_j)$, and $W_{ij}$ is the constituent process defined in Eq. (3). For each $(U_i, U_j)$, we apply unitary operation $U_k$ at the second time-step as defined in Eq. (7) with $\alpha = \beta = \gamma = \pi / 8$. As discussed earlier, we interpret $U_k$ as an experimentally-controlled intervention, while $W_{\exp}$ simulates a noisy environment. Thus, in each instance, we have the state evolving through an overall unitary operation $U_j U_k U_i$. We measure the output state in the Pauli basis. Taking average over $U_i$ and $U_j$, we get the mixed state $\rho_k = \sum_{i,j} \tilde{p}(i,j)(U_j U_k U_i)\rho_{in}(U_k^\dagger U_j^\dagger)$. This state, when measured in $\sigma_i$ basis, yields a Stokes parameter $S_{lk}$ where

$$S_{lk} = \text{Tr}(\sigma_i \rho_k)$$

$$= \text{Tr} \left\{ \left( \left( [U_k^\dagger] \right) A_i B_l \otimes [\sigma_i^B_o] \right) \cdot W_{\exp} A_i A_o B_l \right\}. \quad (11)$$

Note that both $k, l \in \{0, 1, 2\}$. For each process $W_{\exp}$, we have total of 9 Stokes parameters—from now on we refer to them as data points. We evaluate the measure of the non-Markovianity associated with the process $W_{\exp}$, using Eq. (6) with $W = W_{\exp}$—from now on, we refer to these measures as labels. Thus, we have a total number of 1000 labeled data, each containing 9 datapoints and the corresponding label.

### III. EXPERIMENT

We show the experimental schematic in Fig 2. We start with a heavily attenuated laser centred at 820 nm wavelength to create weak coherent states with 10000 counts per second. We encode the state in the photon’s polarisation. Our experiment is divided into the following stages: state preparation, implementing the unitaries $U_i$, $U_k$ and $U_j$, and state measurement. The polarisation state is prepared using a series of waveplates (Fig. 2). The arbitrary unitaries in polarisation were implemented using three waveplates, a half-waveplate (HWP) in between two quarter-waveplates (QWP) as in Fig. 2 [42]. To automate the transition between units, we used motorised stages. Each $U_i$ and $U_j$ change within the Pauli group. For each of them we need only two motorised stages and a fixed QWP at 0° (the angles for the waveplates are given in Table II). For the unitary $U_k$, we use three motorised stages. We monitor the motorised stages using a LabVIEW-controlled Newport XPS series motion controller through a TCP/IP protocol and a Newport SMC 100 series motion controller with a serial communication to a computer. For preparing the state $|\psi\rangle$, we use another series of waveplates. Since the first QWP of $U_i$ is set to a fixed angle at 0°, we can absorb that in the state preparation. After successful implementation of state preparation and the unitaries, we measure the Stokes parameter of the output light using a standard setup of QWP-HWP and polarising beamsplitter, as shown in Fig. 2.

### IV. POLYNOMIAL REGRESSION

A regression model attempts to predict a relationship between a set of independent variables (datapoints) and an output variable (label) by utilising a polynomial function. Given a set of datapoints $\{x_i\}$, a polynomial regression model of degree $n$ finds the best prediction, $\hat{y}$, which is an $n$-degree polynomial with input arguments $\{x_i\}$. At first, to obtain a model, one uses a part of the labeled dataset, also known as training dataset. Once the model is obtained, to check its efficiency, one needs to employ a different group of data, known as test dataset. Hence, a common practice is to split the training and the test set in 7:3 ratio. To quantify the accuracy of the model of the dataset, we evaluate the $R^2$ value and the Mean Absolute Error (MAE) [43, 44]. To define these metrics, we first consider $\{y_i\}$ as our set of labels, with mean value of $\bar{y}$. We consider $\{\hat{y}_i\}$ as the predicted labels. With this, the metrics can be written as

$$R^2 = 1 - \frac{\sum_{i}(y_i - \hat{y}_i)^2}{\sum_{i}(y_i - \bar{y})^2},$$

$$MAE = \frac{\sum_{i}|y_i - \hat{y}_i|}{N}. \quad (12)$$

Here, $|.|$ denotes the absolute value and $N$ is the size of the dataset. An important aspect of a predictive algorithm is to minimise overfitting. The overfitting occurs when the model learns about the training set with so high accuracy that it fails to predict additional data. To check for the overfitting, we observe $R^2$ and MAE score for both training data and test data.
We show our results in Table III. We conclude that a polynomial regression of degree 2 achieves the least overfitting with test $R^2$ value of 0.89 and MAE of 0.049. We show in Fig. 3 the scatter plot for the second degree polynomial regression. The figure demonstrates the scatter plot between the test label and the predicted label.

| Deg | Train $R^2$ | Train MAE | Test $R^2$ | Test MAE |
|-----|-------------|-----------|------------|----------|
| 1   | 0.71        | 0.076     | 0.69       | 0.075    |
| 2   | 0.91        | 0.042     | 0.89       | 0.045    |
| 3   | 0.94        | 0.035     | 0.85       | 0.052    |

TABLE III. Polynomial regression on the experimental data of size 1000. We keep 30% of the experimental data as a test set and 70% of the same as a training set. We vary the degree of polynomial regression (Deg). To demonstrate overfitting, we show the $R^2$ and MAE for both training dataset and the test dataset. We observe that a polynomial regression of degree 2 achieves the least overfitting with test $R^2$ value of 0.89 and MAE of 0.049.

$k$-Fold Cross Validation: A potential issue is that a one round test-train split might result a selection bias because of the choice of test set. One way to account for it is to employ a k-fold cross validation technique [45]. In a k-fold cross-validation, the data-set is randomly divided into k equal sized groups. Out of the k groups, a single group is retained as the test set, and the remaining $k-1$ groups are the training set. Once done, in the next turn another group is selected without repetition and the entire process is iterated k-times. The results are then averaged to produce a single estimation. In our model, we use a commonly accepted value of $k=10$ [44]. We show our results in Table IV. This ensures an unbiased performance of our model.

| Degree | $R^2$ | MAE |
|--------|------|-----|
| 1      | 0.69 ± 0.07 | 0.076 ± 0.007 |
| 2      | 0.89 ± 0.03 | 0.045 ± 0.004 |
| 3      | 0.87 ± 0.02 | 0.051 ± 0.004 |

TABLE IV. k-fold cross validation on our experimental dataset for polynomial regression with degree 1, 2, and 3 with value of $k$ being 10.

Varying the size of dataset: It is interesting to investigate whether the algorithm performs well while training on smaller datasets. To answer this, we fix the size of the test set to 300 and vary the length of the training set. We show our results for a second degree polynomial regression, in the Table V. We observe that training set of size 210 achieves $R^2 = 0.87$ and MAE = 0.049. This suggests that even a small amount of experimental data is sufficient to achieve a reasonably good prediction.

| LTD | Train $R^2$ | Train MAE | Test $R^2$ | Test MAE |
|-----|-------------|-----------|------------|----------|
| 70  | 0.86        | 0.057     | 0.15       | 0.123    |
| 140 | 0.96        | 0.031     | 0.84       | 0.053    |
| 210 | 0.94        | 0.036     | 0.87       | 0.051    |
| 280 | 0.92        | 0.040     | 0.87       | 0.049    |
| 350 | 0.91        | 0.042     | 0.88       | 0.047    |
| 420 | 0.91        | 0.043     | 0.88       | 0.047    |
| 490 | 0.91        | 0.043     | 0.89       | 0.046    |
| 560 | 0.91        | 0.043     | 0.89       | 0.046    |
| 630 | 0.91        | 0.043     | 0.89       | 0.046    |
| 700 | 0.91        | 0.042     | 0.89       | 0.045    |

TABLE V. Second degree polynomial trained only on the experimental data of size 1000. We keep a fixed 30% of the experimental data as a test set and vary the length of training dataset (LTD). We show the $R^2$ and MAE for both training dataset and the test dataset. We observe even with 210 training dataset, we can achieve an $R^2$ value of 0.87 and MAE of 0.051.

V. CONCLUSION

Estimating non-Markovianity can be beneficial in practical scenarios, where the environment correlates the different time-steps of a quantum experiment. We show that with only partial information about an experimental setup, we obtain a measure of non-Markovianity with fairly high accuracy. We do that by employing different machine learning models that take as input experimental data obtained through a unitary operation and state tomography. We observe that a polynomial regression model of degree 2 achieves the best performance both in terms of overfitting and performance on the test set, which is sufficiently high ($R^2=0.87$) even with a small number of training data (500). A high score obtained by a regression model obviates the need to employ a more intensive learning algorithm, which reduces the time-complexity of the problem. This is especially beneficial to experiments where the opportunity to collect a large dataset is limited.

Our experiment is particularly interesting once we enter the large-scale quantum computation regime [46]. In this regime, correlated noise among different gates is inevitable [47] and there is an growing interest in developing error-correcting codes for this kind of noise [48–51]. Hence, our approach provides a benchmark for further noise investigation on such multi-time-step processes.
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**APPENDIX**

*Mixing with Simulated data: *In practice, we may not have precise control over the environment. Hence, we ask whether assistance of simulated data augments the performance of the model. We investigate this by simulating a data set of length 14336. We proceed to vary the size of the simulated dataset and mix it with 70% of the experimental dataset to train and test on the remaining 30% of the experimental data. We observe that addition of simulated data deteriorates the performance of the model. To be precise, we see that the higher the number of simulated data, the worse the performance of the model. This is due to the mismatch of the experimental and simulated training data. To circumvent this, we obtain simulated data with added white noise, potentially present in the setup. We also simulate the finite sampling that occurs in the experimental procedure (we draw 50 times from a probability distribution in Eq 5). However, we do not observe an increase in performance.

*Other machine learning algorithms: *It is natural to expect other conventional machine learning algorithms might outperform the regression. We report this negatively. In this section, we demonstrate performance of several other standard machine learning algorithms, like K-Nearest Neighbour (KNN), Decision Tree, Random Forest, Support Vector Regression (SVR), and Gradient Boosting [44]. We split our experimental data into 70% training set and 30% test set. We show our results in Table A1. When we consider overfitting, Support Vector Regression (SVR) performs the best (test \( R^2 = 0.79 \), train \( R^2 = 0.78 \)). Note that although Gradient boosting gives a better test \( R^2 \), it overfits. This suggests that polynomial regression of degree 2 is still our best choice.

| Algorithm        | Train \( R^2 \) | Test \( R^2 \) | Test MAE |
|------------------|----------------|---------------|----------|
| KNN              | 0.89           | 0.86          | 0.051    |
| Decision Tree    | 1.0            | 0.64          | 0.081    |
| Random Forest    | 0.98           | 0.88          | 0.049    |
| SVR              | 0.78           | 0.79          | 0.069    |
| Gradient Boosting| 0.96           | 0.89          | 0.045    |

**TABLE A1.** Different machine learning algorithms trained on the experimental data of size 1000. We split the experimental data into 30% test set and 70% training set and report the test and train \( R^2 \) and test MAE.