EXTREME EIGENVALUES OF SPARSE, HEAVY TAILED RANDOM MATRICES
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Abstract. We study the statistics of the largest eigenvalues of $p \times p$ sample covariance matrices $\Sigma_{p,n} = M_{p,n}M_{p,n}^*$ when the entries of the $p \times n$ matrix $M_{p,n}$ are sparse and have a distribution with tail $t^{-\alpha}$, $\alpha > 0$. On average the number of nonzero entries of $M_{p,n}$ is of order $n^{\mu+1}$, $0 \leq \mu \leq 1$. We prove that in the large $n$ limit, the largest eigenvalues are Poissonian if $\alpha < 2(1 + \mu - 1)$ and converge to a constant in the case $\alpha > 2(1 + \mu - 1)$. We also extend the results of [7] in the Hermitian case, removing restrictions on the number of nonzero entries of the matrix.

1. Introduction

We study the statistics of the largest eigenvalues of sample covariance matrices of the form $\Sigma = MM^*$ when the entries of $M$ are heavy tailed and sparse. Let $x$ be a complex-valued random variable. We say $x$ has a heavy tailed distribution with parameter $\alpha$ if the (two-sided) tail probability

$$G_\alpha(t) := P(|x| > t) = L(t)t^{-\alpha}, \quad t > 0$$

where $\alpha > 0$ and $L$ is a slowly varying function, i.e.,

$$\lim_{t \to \infty} \frac{L(st)}{L(t)} = 1, \quad \forall s > 0.$$

For each $n \geq 1$, let $y = y(n)$ be a Bernoulli random variable, independent of $x$, with $P(y = 1) = n^{\mu-1} = 1 - P(y = 0)$, where $0 \leq \mu \leq 1$ is a constant. The ensemble of random sample covariance matrices that we study here is defined as follows. For each $n \geq 1$, let $p = p(n) \in \mathbb{Z}_+$ be a function of $n$ such that

$$\frac{p}{n} \to \rho, \quad 0 < \rho \leq 1,$$

as $n \to \infty$. Let $A_{p,n} = [a_{ij}]_{i,j=1}^{p,n}$ and $B_{p,n} = [b_{ij}]_{i,j=1}^{p,n}$ be $p \times n$ random matrices whose entries are i.i.d. copies of $x$ and $y$, respectively. Form the $p \times n$ sparse matrix $M_{p,n} = A_{p,n} \cdot B_{p,n} = [m_{ij}]_{i,j=1}^{p,n}$ by setting $m_{ij} = a_{ij}b_{ij}$. Then

$$\Sigma_{p,n} := M_{p,n}M_{p,n}^*$$

is the $p \times p$ heavy tailed random sample covariance matrix with parameters $\alpha$ and $\mu$. Note that $\Sigma_{p,n}$ is positive semi-definite so all its eigenvalues are non-negative.

© 2016. This manuscript version is made available under the Elsevier user license
http://www.elsevier.com/open-access/userlicense/1.0/
The extreme eigenvalues of $\Sigma_{p,n}$ are the main subject of this paper. We will see that, depending on the tail exponent $\alpha$ and the sparsity exponent $\mu$, when properly rescaled, the top eigenvalues will either converge to the points of a Poisson point process or to the right edge of the Marchenko-Pastur law.

To put our theorems in context, we briefly review past results. The study of extreme eigenvalues of heavy tailed random matrices started with the work of Soshnikov. In [26], he proved that if $0 < \alpha < 2$, the asymptotic behavior of the top eigenvalues of a heavy tailed Hermitian matrix is determined by the behavior of the largest entries of the matrix, i.e., the point process of the largest eigenvalues (properly normalized) converges to a Poisson point process, as in the usual extreme value theory for i.i.d. random variables. This result was extended to sample covariance matrices and for all values of $\alpha \in (0, 4)$ in the work of Auffinger, Ben Arous and Péché [2]. The upper bound on the tail exponent $\alpha$ is optimal as for i.i.d. entries with finite fourth moment, the largest eigenvalues converge to the right edge of the bulk distribution and have Tracy-Widom fluctuations [4, 5, 17, 29]. Eigenvector localization and delocalization were studied in [6]. In the physics literature, many of these results were predicted in the seminal paper of Bouchaud and Cizeau [13].

The largest eigenvalues of sparse Hermitian random matrices with bounded moments were investigated by Benaych-Georges and Péché [8] under the assumptions of at least $\omega (\log n)$ nonzero entries in each row. They extended the results of [16, 25], establishing the convergence of the largest eigenvalue to the edge and also obtained results on localization/delocalization of eigenvectors. For bulk statistics in the sparse setting, readers are invited to see Erdős, Knowles, Yau, and Yin [14] and the references therein. In [7], Benaych-Georges and Péché considered a class of $n \times n$ Hermitian, heavy tailed, sparse matrices. In their work, the authors looked at matrices, where in $n - o(n)$ rows, the number of nonzero entries was asymptotically equal to $n^\mu$ for $\mu \in (0, 1]$. For the remaining $o(n)$ rows, the number of nonzero entries was no more than $n^\mu$. This assumption is well-suited to treat the case of heavy-tailed band matrices. In the last section, we will extend the work of [7] by removing all restrictions on the number of nonzero entries in each row, allowing, for instance, the sparsity to come from the adjacency matrix of an Erdős-Rényi random graph.

Although we extend the results of [7], the main objective of this paper is to treat the spectrum of sample covariance matrices $\Sigma_{p,n}$ constructed from a sparse matrix $M_{p,n}$. These matrices naturally appear in applications such as models of complex networks with two species of nodes [19] and also in information theory as channel capacity of wideband CDMA schemes [30]. For more applications and predictions one can look at [18, 20, 23, 24] and the references therein. In the mathematical literature, as far as we know, there are no results dealing with the top eigenvalues of sample covariance matrices coming from sparse matrices. The main purpose of this paper is to provide such results. Compared to [2], [7], the main obstacle here is to control the trace of diverging powers of the matrix (see Theorem 4.4) via the method of moments. Here the approach of [2], [7] does not suffice and the analysis requires subtler combinatorial estimates (see Remark 8).
Throughout the paper, we will use $\lambda_l(A)$ to denote the $l$-th largest eigenvalue of a Hermitian matrix $A$, $\vec{v}_l(A)$ the corresponding eigenvector. For a matrix $A = [a_{ij}]$, either Hermitian or rectangular, $a_{njl}$ denotes its $l$-th largest entry in absolute value in the upper-triangular part (if $A$ is Hermitian) or of all entries (if $A$ is rectangular), and $\theta_l(A)$ be its argument, i.e., $\theta_l(A) = \arg(a_{njl})$. Let $\vec{e}_1, \ldots, \vec{e}_n$ represent the canonical basis vectors for $\mathbb{R}^n$. The notation $f(x) \sim g(x)$ means that there exists some slowly varying function $l(x)$ such that $f(x) = l(x)g(x)$. A sequence of events $(E_n)_{n \geq 1}$ is said to occur with exponentially high probability (w.e.h.p.) if there exist $C, \theta > 0$ and $n_0 \in \mathbb{N}$ such that for $n \geq n_0$, $\mathbb{P}(E_n) \geq 1 - e^{-Cn^\theta}$. We will also use the following matrix norms:

$$||A||_\infty := \max_i \sum_j |a_{ij}|, \quad ||A||_1 := \max_j \sum_i |a_{ij}|, \quad ||A|| := \max_{\vec{v}:||\vec{v}||_2 = 1} ||A\vec{v}||_2.$$ 

The rest of the sections will be organized as follows. In Section 2, we state our main results. Section 3 will be devoted to the proof of the main theorems while we defer most of the technical key lemmas to Section 4.
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2. **Main results**

Our main results are about the eigenvalues of the sample covariance matrix $\Sigma_{p,n} = M_{p,n}^* M_{p,n}$. In our setting, there are approximately $p \cdot n \cdot n^{\mu - 1} \approx p n^{1+\mu}$ nonzero entries in $M_{p,n}$. We know from extreme value theory [22, Section 1.2] that the scaling factor for the largest entries of the matrix $M_{p,n}$ should be

$$c_{np} := \inf \left\{ t : G_\alpha(t) \leq \frac{1}{p n^\mu} \right\}.$$ 

Moreover, $c_{np} \sim n^{(1+\mu)/\alpha}$ and

$$\lim_{n \to \infty} \mathbb{P} \left( \max_{i,j} c_{np}^{-1} |m_{ij}| \leq t \right) = e^{-t^{-\alpha}}.$$ 

Our first theorem says that when $0 < \alpha < 2(1 + \mu^{-1})$, the extreme eigenvalues of $\Sigma_{p,n}$ behave like the square of the top entries of $M_{p,n}$.

**Theorem 2.1.** Suppose $0 \leq \mu \leq 1$ and $0 < \alpha < 2(1 + \mu^{-1})$. For $(1 + \mu^{-1}) \leq \alpha < 2(1 + \mu^{-1})$, we also assume that $x$ is centered. Then as $n \to \infty$, we have for each $l \geq 1$

$$\frac{\lambda_l(\Sigma_{p,n})}{|m_{i,j}|^2} P \to 1.$$ 

The eigenvectors are localized: for each $l \geq 1$, $||\vec{v}_i(\Sigma_{p,n}) - \vec{e}_i||_2 P \to 0$. 
It follows from Theorem 2.1 and a routine computation (see [2, Page 593]) that the random point processes
\begin{equation}
\mathcal{Q}_n = \sum_{i=1}^{p} \sum_{j=1}^{n} \delta_{c_{n}^{2}|m_{ij}|^{2}}, \quad \hat{\mathcal{Q}}_n = \sum_{i=1}^{p} \delta_{c_{n}^{2} \lambda_i(\Sigma_{p,n})}
\end{equation}
converge in distribution to the same Poisson point process on \((0, +\infty)\) with intensity \(\frac{\alpha}{2^{1+\alpha/2}}\).

Remark 1. As mentioned in the introduction, the conclusion of the Theorem above holds in the non-sparse case if and only if \(0 < \alpha < 4\). Roughly speaking, when we introduce sparseness, we increase the localization of the eigenvectors towards the position of the largest entry and the Poissonian limit holds with lighter tails \(2(1 + \mu - 1) > 4\). Note that, when \(\mu = 0\), we interpret \(\mu^{-1} = 1/0 = \infty\). In this case, \(\alpha < \infty\) always holds and thus any polynomial tail is allowed. This was also observed in [7]. One should also note that although \(M_{p,n}\) is sparse, \(\Sigma_{p,n}\) is, in general, not.

In the second regime, \(\alpha > 2(1 + \mu^{-1})\), the Poissonian limit no longer holds. The largest eigenvalues, when normalized by \(n^{\mu}\), converge to the edge of the bulk distribution. We also need the following definition. For \(L \in \mathbb{N}\) and \(\eta \in (0, 1]\), we say that a unit vector \(\vec{v} = (v_1, \ldots, v_n) \in \mathbb{C}^n\) is \((L, \eta)-localized\) if there exists a set \(S \subseteq \{1, \ldots, n\}\) with cardinality \(L\) such that
\[\sum_{j \in S} |v_j|^2 > 1 - \eta.\]

**Theorem 2.2.** Suppose \(0 < \mu \leq 1, \alpha > 2(1 + \mu^{-1})\), and \(x\) has mean zero and variance one. Then for each \(l \geq 1\), as \(n \to \infty\), we have
\[\frac{\lambda_l(\Sigma_{p,n})}{n^{\mu}} \xrightarrow{p} (1 + \sqrt{\rho})^2.\]
The eigenvectors of \(\Sigma_{p,n}\) are delocalized, namely, there exists \(\beta, \eta_0 > 0\) such that for each \(l \geq 1\), \(0 < \eta < \eta_0\) we have
\begin{equation}
\mathbb{P}\left(\vec{v}_l(\Sigma_{p,n}) \text{ is } (\lfloor p^{\beta} \rfloor, \eta)-localized\right) \to 0
\end{equation}
as \(n \to \infty\).

Remark 2. In the regime of Theorem 2.2, when \(\mu = 0\), we are in the critical case of an Erdős-Rényi adjacency matrix. To have \(\alpha > 2(1 + \mu^{-1})\), we are forced to take \(\alpha = \infty\), which is not allowed. Again, we interpret \(1/0 = \infty\). In this case, it is still an open question to obtain explicit formulas for the limiting spectral distribution. To see more in this direction, the reader is invited to check [14] and the references therein.

Remark 3. The form of delocalization in (3) is relatively simple compared to the results obtained in [6, 12] when considering non-heavy tailed distributions for Wigner matrices. In words, (3) says that if \(\alpha > 2(1 + \mu^{-1})\) eigenvectors must have nonzero coordinates spread over at least \(p^{\beta}\) coordinates, different from the case \(\alpha < 2(1 + \mu^{-1})\) where the number of nonzero coordinates does not diverge with \(n\).
Remark 4. One can also take $P(y = 1) = f(n)n^{\mu - 1}$ for a slowly varying function $f \neq 0$. The results of the above theorems remain true, with an additional slowly varying function in the normalization of the entries.

Remark 5. Our results also hold for Hermitian matrices when the positions of the nonzero entries are specified using i.i.d. Bernoulli random variables. This shows that the results of [7, 8] are true if the positions of the nonzero entries are random, in which case the deterministic asymptotic constraint on the number of nonzeros in a row is not needed.

We can also obtain the convergence of the corresponding empirical spectral measures. We assume $\mu > 0$ for the next proposition.

**Proposition 2.3.** Suppose $0 < \mu \leq 1$, $\alpha > 2$, and $x$ has variance one. Then the empirical spectral distribution of $\Sigma_{p,n}/n^\mu$ converges almost surely to the Marchenko-Pastur law with density

$$\frac{\sqrt{(\lambda_+ - x)(x - \lambda_-)}}{2\pi \rho x} 1_{[\lambda_-, \lambda_+]}(x)$$

with $\lambda_\pm = (1 \pm \sqrt{\rho})^2$.

Remark 6. The proof of this Proposition follows from the classic truncation and moment method for random matrices (See for instance [1, Exercise 2.1.18]). Normalizing the entries $m_{ij}$ by $n^{\mu/2}$ gives the desired variance:

$$\text{Var}(m_{ij}/n^{\mu/2}) = n^{-\mu} \text{Var}(m_{ij}) = n^{-\mu} \cdot n^{\mu - 1} = \frac{1}{n}.$$ 

3. Proof of the main theorems

3.1. Proof of Theorem 2.1.

3.1.1. Proof strategy. We will use the strategy that was first proposed by Soshnikov [26] when proving the heavy tailed Hermitian matrix case with $0 < \alpha < 2$. This idea was later developed in [2] for proving the Hermitian case and the sample covariance matrix case when $0 < \alpha < 4$ and used in [7] for proving the band Hermitian matrix case when $\alpha > 0$.

The strategy is as follows. We first show that the convergence holds when $l = 1$, i.e.,

$$\frac{\lambda_1(\Sigma_{p,n})}{|m_{11}|^2} \xrightarrow{P} 1.$$ 

Then, we remove the $i_1$-th row from $M_{p,n}$. Lemma 4.1 guarantees that, with high probability, the second largest entry will not be removed. The convergence for the second largest eigenvalue and the second largest entry follows from Theorem 4.5 and the same argument for the $l = 1$ case. Iterating this process, one proves $\frac{\lambda_l(\Sigma_{p,n})}{|m_{l1}|^2} \xrightarrow{P} 1$ for each $l$ fixed.
3.1.2. Eigenvalues. We begin by computing the two-sided tail probability of $|m_{ij}|^2$. For any $t > 0$,
\[
  \mathbb{P}(|m_{ij}|^2 \geq t) = \mathbb{P}(|m_{ij}| > \sqrt{t}) = L(\sqrt{t})n^{\mu-1}(\sqrt{t})^{-\alpha} = n^{\mu-1}L(\sqrt{t})t^{-\alpha/2}.
\]
Since $L(\sqrt{t})$ is also a slowly varying function in $t$, $[|m_{ij}|^2]_{i,j=1}^{p,n}$ is a sparse heavy tailed random matrix of $p \times n$ independent entries with parameter $\mu$ and $\alpha/2$. Classic extreme value theory tells us that the random point process $Q_n$, defined in (2), converges to the desired Poisson point process with intensity $\alpha/(2x^{1+\alpha/2})$. In particular, $c_n^{-\alpha/2}|m_{i_1j_1}|^2$ converges to a Fréchet distribution with parameter $\alpha/2$.

We next show that the largest eigenvalue of $\Sigma_{p,n}$ behaves like the square of the largest entry of $M_{p,n}$ ($l = 1$ case), i.e.,
\[
  \lambda_1(\Sigma_{p,n}) \geq \mathbf{v}^*M_{p,n}M_{p,n}^*\mathbf{v} = \sum_{j=1}^n |m_{i_1j}|^2 + \sum_{j \neq j_1}^n |m_{i_1j}|^2 \geq |m_{i_1j_1}|^2,
\]
and it suffices to prove the reverse direction, i.e., $\forall \epsilon > 0$,
\[
  (4) \quad \mathbb{P}(\lambda_1(\Sigma_{p,n}) > |m_{i_1j_1}|^2(1 + \epsilon)) \rightarrow 0, \quad \text{as } n \rightarrow \infty.
\]
We use the infinity norm of $\Sigma_{p,n}$ to bound $\lambda_1(\Sigma_{p,n})$ and truncate the matrix $M_{p,n}$, when necessary.

- **Case I:** $0 < \alpha < 1 + \mu^{-1}$.

In this case, we can directly show (4). Observing that
\[
  \lambda_1(\Sigma_{p,n}) = \|\Sigma_{p,n}\| = \|M_{p,n}M_{p,n}^*\| \leq \|M_{p,n}\|^2 \leq \|M_{p,n}\|_{\infty}\|M_{p,n}\|_1
\]
it suffices to show that
\[
  (5) \quad \mathbb{P}(\|M_{p,n}\|_{\infty} \leq |m_{i_1j_1}|(1 + o(1))) \rightarrow 1,
\]
\[
  (6) \quad \mathbb{P}(\|M_{p,n}\|_1 \leq |m_{i_1j_1}|(1 + o(1))) \rightarrow 1.
\]

The proof of (6) will be almost identical to (5), by switching the role of $p$ and $n$. We hence show (5) only. We will assume that $\mu > 0$ and mention the modifications needed to treat the case $\mu = 0$ in Remark 7, which is easier. Lemma 4.1 (a) says, with probability going to 1, there is no row that has two entries with absolute value greater than $c_{np}^\kappa$, where $\kappa = \frac{1+2\mu}{2\gamma+2\mu} + \delta$, and $\delta > 0$ can be chosen arbitrarily small. Consider the
following summation and break it into three pieces,

\[ \tilde{S}_i := \sum_{j=1}^{n} |m_{ij}| 1_{\{|m_{ij}| \leq c_{np}^i\}} \]

\[ = \sum_{j=1}^{n} |m_{ij}| 1_{\{|m_{ij}| \leq n^{\frac{\alpha}{2}}-\eta\}} + \sum_{j=1}^{n} |m_{ij}| 1_{\{|n^{\frac{\alpha}{2}}-\eta} < |m_{ij}| \leq n^{\frac{\alpha}{2}}+\eta\}} + \sum_{j=1}^{n} |m_{ij}| 1_{\{|n^{\frac{\alpha}{2}}+\eta} < |m_{ij}| \leq c_{np}^i\}} \]

\[ = \tilde{S}_{i,1} + \tilde{S}_{i,2} + \tilde{S}_{i,3}, \]

where we choose \( \eta \in (0, \min\{\frac{1}{2\alpha(\alpha+1)}, \frac{\mu}{\alpha}\}) \).

By Lemma 4.2 (a), w.e.h.p., for any \( \epsilon > 0 \), \( \tilde{S}_{i,1} \leq n^{\mu+1}(\frac{\mu}{\alpha}-\eta)(1-\alpha)^+ + \epsilon \), which is \( o(n^{\frac{\mu+1}{\alpha}}) \) if we choose \( \epsilon \) small enough. To see this, if \( \alpha < 1 \), set \( \epsilon = \eta(1-\alpha) > 0 \), and w.e.h.p.,

\[ \tilde{S}_{i,1} \leq n^{\mu+1}(\frac{\mu}{\alpha}-\eta)(1-\alpha)^+ = n^{\frac{\mu}{\alpha}}. \]

If \( 1 \leq \alpha < 1 + \mu^{-1} \), then \( (1-\alpha)^+ = 0 \) and hence \( \tilde{S}_{i,1} \leq n^{\mu+\epsilon} \). But \( \alpha < 1 + \mu^{-1} \) implies \( \mu < \frac{\mu+1}{\alpha} \), so for \( \epsilon = \frac{1}{2}(\frac{\mu+1}{\alpha}-\mu) > 0 \), we have \( \tilde{S}_{i,1} \leq n^{\frac{\mu+1}{\alpha}-\epsilon} \).

By Lemma 4.2 (c), w.e.h.p., \( \tilde{S}_{i,2} \leq n^{\mu/\alpha+\epsilon}, \forall \epsilon > \eta(\alpha+1) \). Since \( \eta < \frac{1}{2\alpha(\alpha+1)} \), we can choose \( \epsilon = \frac{1}{2\alpha}, \) and this gives w.e.h.p., \( \tilde{S}_{i,2} \leq n^{\frac{\mu+1}{\alpha}-\frac{1}{2\alpha}} \).

Finally, since \( \frac{1}{2} + \delta \leq \kappa \leq \frac{3}{4} + \delta < 1 \), \( c_{np} \sim n^{\frac{\mu+1}{\alpha}} \), and by Lemma 4.2 (d), we can choose \( \frac{(\mu+1)\kappa}{\alpha} < \gamma < \frac{\mu+1}{\alpha} \) such that \( \tilde{S}_{i,3} \leq n^{\gamma} = o(n^{\frac{\mu+1}{\alpha}-\epsilon_0}) \), for small \( \epsilon_0 > 0 \).

Combining the three terms, we have w.e.h.p., \( \tilde{S}_i = o(n^{\frac{\mu+1}{\alpha}-\epsilon_0}) \), for some small \( \epsilon_0 > 0 \).

The sum of absolute values in row \( i \) of \( M_{p,n} \) can be written as

\[ S_i := \sum_{j=1}^{n} |m_{ij}| = \tilde{S}_i + \sum_{j=1}^{n} |m_{ij}| 1_{\{|m_{ij}| \geq c_{np}^i\}}. \]

Moreover, a crude union bound and Lemma 4.1(a) give us

\[ \mathbb{P} \left( \exists i, S_i - \max_{1 \leq j \leq n} |m_{ij}| > c_{np}^{1-\epsilon_0} \right) \rightarrow 0 \]

for some \( \epsilon_0 > 0 \) sufficiently small, which implies (5). Hence we have proved that

\[ \frac{\lambda_1(\Sigma_{p,n})}{|m_{i,j}|^2} \rightarrow 1. \]

Remark 7. In the case \( \mu = 0 \), Lemma 4.2 (a) still holds, and we can deal with the terms in the summation \( \tilde{S}_i \) all at once. To see this, note, in this case, \( c_{np} \sim n^{1/\alpha} \). Since \( \frac{1}{2} + \delta \leq \kappa \leq \frac{3}{4} + \delta \), we can choose \( \frac{\kappa}{\alpha} < \gamma < \frac{1}{\alpha} - 2\epsilon \), for some \( \epsilon > 0 \). Then, w.e.h.p.,

\[ \tilde{S}_i = \sum_{j=1}^{n} |m_{ij}| 1_{\{0 < |m_{ij}| \leq c_{np}^i\}} \leq \sum_{j=1}^{n} |m_{ij}| 1_{\{0 < |m_{ij}| \leq n^{\gamma}\}} \leq n^{\gamma+\epsilon} = o(n^{1/\alpha}), \]

where the last inequality is due to Lemma 4.2(e).
On the other hand, by the interlacing of eigenvalues, Theorem 4.6, we know that

\[ \lambda_l(\Sigma_{p,n}) \geq |m_{i,j,l}|^2 + o(c_{np}^2). \]

Next, we show that, with probability tending to one, \( \Sigma_{p,n} \) has eigenvalues at \( |m_{i,j,l}|^2 + o(c_{np}^2) \). We compute the \( l \)-th residual \( \vec{r}_l \), for \( l \geq 1 \), i.e.,

\[ \Sigma_{p,n} \vec{e}_{i_l} = |m_{i,j,l}|^2 \vec{e}_{i_l} + \vec{r}_l, \]

and hence

\[ \vec{r}_l = \left( \sum_{k=1}^{n} m_{1,k}m_{i,k}, \ldots, \sum_{k=1}^{n} |m_{i,k}|^2, \ldots, \sum_{k=1}^{n} m_{p,k}m_{i,k} \right)^T. \]

The norm of \( \vec{r}_l \) is \( o(c_{np}^2) \). To see this, we compute the \( ||\vec{r}_l|| \) explicitly:

\[
||\vec{r}_l||^2 = \left( \sum_{s=1}^{p} \left[ \sum_{k=1}^{n} m_{s,k}m_{i,k} \right]^2 \right) + \left[ \sum_{k=1}^{n} |m_{i,k}|^2 \right]^{1/2} \leq \sum_{k=1}^{n} |m_{i,k}|^2 + \sum_{k=1}^{n} |m_{i,k}|^2.
\]

By Lemma 4.1 and 4.2 (a), (c) and (d), and a calculation similar to that when we bound the row sum of \( M_{p,n} \), one can see that for some \( \epsilon_0 > 0 \), \( ||\vec{r}_l|| \leq c_{np}^{2-\epsilon_0} \), with high probability. Hence, we have

\[ c_{np}^{-2} \Sigma_{p,n} \vec{e}_{i_l} = c_{np}^{-2} |m_{i,j,l}|^2 \vec{e}_{i_l} + c_{np}^{-2} \vec{r}_l, \]

where \( ||c_{np}^{-2} \vec{r}_l|| \to 0 \). It then follows from Theorem 4.6 that \( \Sigma_{p,n} \) has eigenvalues \( |m_{i,j,l}|^2 + o(c_{np}^2) \). Hence, with probability tending to one,

\[ \lambda_l(\Sigma_{p,n}) \geq |m_{i,j,l}|^2 + o(c_{np}^2). \]

To show that these are exactly the largest eigenvalues (where the case \( l = 1 \) is proved), we use Theorem 4.5. When \( l = 2 \), let \( M_{p,n,-i} \) be the submatrix of \( M_{p,n} \) removing the \( i \)-th row and let \( \Sigma_{p,n}^{(i)} := M_{p,n,-i} \) \( M_{p,n,-i}^* \). By Lemma 4.1(a), with probability going to one, the second largest entry of \( M_{p,n} \) (in absolute value), \( m_{i,j,2} \), will remain in \( M_{p,n,-i} \). Repeating the computation above for \( \Sigma_{p,n}^{(i)} \), we have, with probability tending to one,

\[ \lambda_1(\Sigma_{p,n}^{(i)}) = |m_{i,j,2}|^2 (1 + o(1)), \]

On the other hand, by the interlacing of eigenvalues, Theorem 4.6, we know that \( \lambda_2(\Sigma_{p,n}) \leq \lambda_1(\Sigma_{p,n}^{(i)}) \), which establishes

\[ \lambda_2(\Sigma_{p,n}) = |m_{i,j,2}|^2 (1 + o(1)). \]

The claim for general \( \lambda_l(\Sigma_{p,n}) \) then follows from iterating the above argument.
• Case II: \(1 + \mu^{-1} \leq \alpha < 2(1 + \mu^{-1})\).

For this case, in order to show (4), we choose \(\gamma, \gamma' > 0\) such that

\[
0 \leq \frac{\mu}{\alpha} - \frac{1}{\alpha(\alpha - 1)} < \gamma < \frac{\mu + 1}{\alpha}, \quad \max \left( \gamma, \frac{\mu}{2} \right) < \gamma' < \frac{\mu + 1}{\alpha},
\]

which is always possible if \(1 + \mu^{-1} \leq \alpha < 2(1 + \mu^{-1})\). We truncate the entries of \(M_{p,n}\) at \(n^\gamma\). Let \(\hat{M}_{p,n} := \hat{m}_{ij}^{p,n}_{i,j=1} = [m_{ij}1\{m_{ij} \leq n^\gamma\}]_{i,j=1}^{p,n}\), and \(\tilde{M}_{p,n} = M_{p,n} - \hat{M}_{p,n}\) be the truncated part and the remaining part of \(M_{p,n}\), respectively.

We decompose \(\Sigma_{p,n}\) as below:

\[
\Sigma_{p,n} = (\hat{M}_{p,n} + \tilde{M}_{p,n})(\hat{M}_{p,n} + \tilde{M}_{p,n})^* = (\hat{M}_{p,n}\hat{M}_{p,n}^*) + (\hat{M}_{p,n}\tilde{M}_{p,n}^* + \tilde{M}_{p,n}\hat{M}_{p,n}^* + \hat{M}_{p,n}\tilde{M}_{p,n}^*) \quad := \hat{\Sigma}_{p,n} + \Sigma'_{p,n}.
\]

Using triangular inequality, we have

\[
\lambda_1(\Sigma_{p,n}) = ||\Sigma_{p,n}|| \leq ||\hat{M}_{p,n} + \tilde{M}_{p,n}||^2 \leq ||\hat{M}_{p,n}|| + ||\tilde{M}_{p,n}||^2 \leq ||\hat{\Sigma}_{p,n}|| + 2||\Sigma'_{p,n}||^{1/2}(||\hat{M}_{p,n}||_1||\tilde{M}_{p,n}||_{\infty})^{1/2} + ||\tilde{M}_{p,n}||_1||\tilde{M}_{p,n}||_{\infty}.
\]

Hence, we will prove, with probability tending to one,

(8) \[||\hat{\Sigma}_{p,n}|| = o(c_{np}^2)\]

(9) \[||\tilde{M}_{p,n}||_{\infty} \leq |m_{i_1j_1}|(1 + o(1)), \quad ||\hat{M}_{p,n}||_1 \leq |m_{i_1j_1}|(1 + o(1))\]

which gives (4). For (8), first, one can deduce from the lower bound of \(\gamma\) that \(\mu + \gamma(1 - \alpha) < \frac{\mu + 1}{\alpha}\), and hence,

\[
||\hat{M}_{p,n}|| - ||\hat{M}_{p,n} - \hat{m}_{ij}|| \leq \sqrt{np} \hat{m}_{ij} \leq CL(n^\gamma)n^{\mu + \gamma(1 - \alpha)} = o(c_{np}).
\]

So we may assume that the truncated entries are centered. Here, the first inequality is a consequence of [3, Theorem A.46] and the second inequality is due to [2, Lemma 13]. Theorem 4.4 indicates that

\[
\mathbb{P}(||\hat{\Sigma}_{p,n}|| \geq Cn^{2\gamma'}) \to 0,
\]

Now with \(\gamma'\) chosen such that \(\frac{\gamma'}{2} < \gamma' < \frac{\mu + 1}{\alpha}\), (8) is proved.

For (9), again, we only show the upper bound for the infinity norm. As in the previous case, it is enough to show that for any \(1 \leq i \leq n\) fixed, w.e.h.p.,

\[
\tilde{S}_i := \sum_{j=1}^{n} |m_{ij}|1\{n^\gamma < |m_{ij}| \leq c_{np}^*\} = o(n^{\frac{\mu + 1}{\alpha}}).
\]
We treat $\tilde{S}_i$ similarly:

$$\tilde{S}_i = \sum_{j=1}^{n} |m_{ij}|1_{\{n^{-1}|m_{ij}|\leq n^{-1}\gamma - \eta\}} + \sum_{j=1}^{n} |m_{ij}|1_{\{n^{-1}\gamma - \eta < |m_{ij}|\leq n^{-1}\gamma + \eta\}}$$

$$+ \sum_{j=1}^{n} |m_{ij}|1_{\{n^{-1}\gamma + \eta \leq |m_{ij}| < \epsilon_{np}\}} : = \tilde{S}_{i,1} + \tilde{S}_{i,2} + \tilde{S}_{i,3}.$$ 

Here, the only difference from the previous case is the $\tilde{S}_{i,1}$ term. By Lemma 4.2 (b), for arbitrarily small $\delta > 0$, w.e.h.p., $\tilde{S}_{i,1} \leq n^{\mu - \gamma(\alpha - 1) + \delta}$. The choice of $\gamma > \frac{\mu}{\alpha} - \frac{1}{\alpha(\alpha - 1)}$ guarantees $\tilde{S}_{i,1} = o(n^{\frac{\mu - 1}{\alpha}})$.

The part applying Cauchy interlacing theorem is identical to Case 1, so we remain to show that with probability going to one, the norm of $\tilde{r}_l$, as defined in (7) is of smaller order with respect to $c_{np}^2$, as $n \to \infty$. We estimate $||\tilde{r}_l||$ using the triangular inequality and the decomposition of $\Sigma_{p,n}$ above:

$$||\tilde{r}_l|| \leq ||\tilde{\Sigma}_{p,n}|| + ||\tilde{M}_{p,n}\tilde{M}_{p,n}^*\tilde{e}_i|| + ||\tilde{M}_{p,n}\tilde{M}_{p,n}^*\tilde{e}_i - |m_{ij}|^2\tilde{e}_i||$$

$$\leq ||\tilde{\Sigma}_{p,n}|| + 2||\tilde{\Sigma}_{p,n}||^{1/2}(||\tilde{M}_{p,n}||_1||\tilde{M}_{p,n}||_\infty)^{1/2} + ||\tilde{M}_{p,n}\tilde{M}_{p,n}^*\tilde{e}_i - |m_{ij}|^2\tilde{e}_i||.$$ 

In view of (8) and (9), we remain to show that with probability going to one,

$$||\tilde{M}_{p,n}\tilde{M}_{p,n}^*\tilde{e}_i - |m_{ij}|^2\tilde{e}_i|| = o(c_{np}^2).$$

We compute the left side directly, which yields

$$||\tilde{M}_{p,n}\tilde{M}_{p,n}^*\tilde{e}_i - |m_{ij}|^2\tilde{e}_i|| \leq \sum_{k=1}^{n} |m_{ik}|1_{\{|m_{ik}| > n^{\gamma}\}} \sum_{s=1}^{p} |m_{sk}|1_{\{|m_{sk}| > n^{\gamma}\}}$$

$$+ |m_{ij}| \sum_{s=1}^{p} |m_{sj}|1_{\{|m_{sj}| > n^{\gamma}\}} + \left( \sum_{k=1}^{n} |m_{ik}|1_{\{|m_{ik}| > n^{\gamma}\}} \right)^2.$$ 

Using Lemma 4.1 and 4.2 (b), (c) and (d), we see that each summation above is $o(c_{np})$ with probability tending to one and hence (11) is proved. The proof is complete.

3.1.3. Eigenvectors.

In this section we show that for each $l \geq 1$,

$$||\tilde{r}_l(\Sigma_{p,n}) - \tilde{e}_i|| \xrightarrow{P} 0.$$

Let

$$\zeta := \langle \tilde{e}_i, c_{np}^{-2}\Sigma_{p,n}\tilde{e}_i \rangle = c_{np}^{-2} \sum_{j=1}^{n} |m_{ij}|^2,$$

and, for $z \in \mathbb{R}$, write $B(z, \rho) = \{ y \in \mathbb{R} : |y - z| < \rho \}$. 

Lemma 3.1. Fix \( l \geq 1 \). For any \( \epsilon > 0 \), there exists \( \delta > 0 \) and \( n_0 \in \mathbb{N} \) so that for any \( n \geq n_0 \)
\[
\mathbb{P} \left( \lambda_l(\Sigma_{p,n}) c_{np}^{-2} \text{ is the only eigenvalue of } c_{np}^{-2} \Sigma_{p,n} \text{ in } \mathbb{B}(\zeta, \delta) \right) > 1 - \epsilon.
\]

Proof. To prove the lemma, it suffices to show that for each \( k \geq 1 \), the spacing of the eigenvalues satisfies
\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P} \left( \frac{\lambda_k(\Sigma_{p,n}) - \lambda_{k+1}(\Sigma_{p,n})}{c_{np}^2} < \delta \right) = 0.
\]
Since we have proved in the first part of Theorem 2.1 that \( \lambda_k(\Sigma_{p,n}) / |m_{ik,jk}|^2 \xrightarrow{P} 1 \), this is equivalent to
\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P} \left( c_{np}^{-2} |m_{ik,jk}|^2 - c_{np}^{-2} |m_{ik+1,jk+1}|^2 < \delta \right) = 0.
\]
However, this follows from the fact that \( Q_n = \sum_{i=1}^{p} \sum_{j=1}^{n} \delta c_{np}^{-2} |m_{ij}|^2 \) converges to a Poisson point process on \((0, +\infty)\).

Proof of (12). The proof will follow from part (b) of Theorem 4.6. Define \( \epsilon_n = c_{np}^{-2} |(\Sigma_{p,n} - \zeta) \vec{v}| |. Then,
\[
\epsilon_n \leq c_{np}^{-2} |(\Sigma_{p,n} - |m_{ij}|^2) \vec{e}_i || + c_{np}^{-2} ||(\zeta - |m_{ij}|^2) \vec{e}_i ||
\leq c_{np}^{-2} |\vec{v}|^2 + c_{np}^{-2} \sum_{j=1,j \neq i}^{n} |m_{ij}|^2.
\]
By the calculations done in the last section (see (10) and (11)), we know \( \epsilon_n \xrightarrow{P} 0 \). Now, fix \( \epsilon > 0 \). Take \( \delta > 0 \) and \( n_0 \in \mathbb{N} \) coming from Lemma 3.1. If needed, make \( n_0 \) larger so that for any \( n > n_0 \),
\[
\mathbb{P}(\delta > \epsilon_n) > 1 - \epsilon \quad \text{and} \quad \mathbb{P}(2\epsilon_n/(\delta - \epsilon_n) < \epsilon) > 1 - \epsilon.
\]
If we let \( r = \epsilon_n \) in part (b) of Theorem 4.6, and if \( E_n \) is the event in the statement of Lemma 3.1, we have for any \( n > n_0 \),
\[
\mathbb{P} \left( \| \vec{v}_l(\Sigma_{p,n}) - \vec{e}_i \| \leq r \right) \geq \mathbb{P} \left( E_n, \frac{2\epsilon_n}{\delta - \epsilon_n} \leq \epsilon, \delta > \epsilon_n \right) > 1 - 3\epsilon,
\]
which leads to (12).

3.2. Proof of Theorem 2.2.
3.2.1. Eigenvalues. Proposition 2.3 implies that for any \( k \geq 1 \) fixed, and any \( \epsilon > 0 \)
\[
\mathbb{P}(\lambda_k(\Sigma_{p,n}) \geq (1 + \sqrt{\rho})^2(1 - \epsilon)n^\mu) \to 1, \quad \text{as } n \to \infty.
\]
It remains to prove the upper bound, i.e., \( \mathbb{P}(\lambda_k(\Sigma_{p,n}) \leq (1 + \sqrt{\rho})^2(1 + \epsilon)n^\mu) \to 1. \)
Since \( \lambda_k(\Sigma_{p,n}) \leq \lambda_1(\Sigma_{p,n}) \) and since we can decompose \( \Sigma_{p,n} \) in the same way as in the previous case, it is enough to show that
\[
\mathbb{P}\left(||\hat{\Sigma}_{p,n}||+2||\hat{\Sigma}_{p,n}||^{1/2}(||M_{p,n}||_1||M_{p,n}||_\infty^{1/2}+||\bar{M}_{p,n}||_1||\bar{M}_{p,n}||_\infty) > (1+\sqrt{\rho})^2(1+\epsilon)n^\mu\right)
\]
go to zero. In this regime, we choose \( \gamma' = \mu/2 \) and \( \gamma \in \left(\frac{\mu}{2(\alpha-1)}, \frac{\mu}{2}\right) \), which is always possible when \( \alpha > 2 \). Such \( \gamma \) and \( \gamma' \) satisfy the assumptions in Theorem 4.4, which gives the bound for the truncated part, i.e.,
\[
\mathbb{P}(||\hat{\Sigma}_{p,n}|| \geq (1 + \sqrt{\rho})^2(1 + \epsilon)n^\mu) \to 0.
\]
We remain to show that for some \( \epsilon_0 > 0 \), \( ||M_{p,n}||_\infty \leq n^{\mu/2-\epsilon_0} \) and \( ||\bar{M}_{p,n}||_1 \leq n^{\mu/2-\epsilon_0} \) with high probability. Again, we prove for the infinity norm only, i.e.,
\[
(13) \quad \mathbb{P}(S_i \leq n^{\mu/2-\epsilon_0}, \text{ for all } 1 \leq i \leq p) \to 1,
\]
where
\[
S_i := \sum_{j=1}^{n} |m_{ij}|1_{\{|m_{ij}| > n^\gamma\}}.
\]
Since \( c_{np}^\text{sl} \sim n^{(1+\mu)/\alpha} \) and \( c_{np}^{-2}|m_{i1}|^2 \) converges in distribution, then for any \( \theta > \frac{\mu+1}{\alpha} \),
\[
\max_{1 \leq i,j \leq n} |m_{ij}| \leq n^{\theta} \quad \text{and}
\]
\[
S_i = \sum_{j=1}^{n} |m_{ij}|1_{\{|m_{ij}| \leq n^{\mu}\}} + \sum_{j=1}^{n} |m_{ij}|1_{\{|m_{ij}| \leq n^{\mu+1}\}} + \sum_{j=1}^{n} |m_{ij}|1_{\{|m_{ij}| \leq n^{\mu+1}\}}
\]
\[
:= S_{i,1} + S_{i,2} + S_{i,3}
\]
with high probability. By Lemma 4.2 (b), (c) and (d), respectively, for any \( \epsilon > 0 \), we have w.e.h.p.,
\[
S_{i,1} \leq n^{\mu-\gamma(\alpha-1)+\epsilon}, \quad S_{i,2} \leq n^{\mu+1-\alpha+\epsilon}, \quad S_{i,3} \leq n^{\theta+\epsilon}.
\]
As \( \alpha > 2(1+\mu^{-1}) \) we have \( \frac{\mu+1}{\alpha} < \frac{\mu}{2} \). We can choose \( \theta \) arbitrarily close to \( \frac{\mu+1}{\alpha} \) and \( \epsilon > 0 \) small enough such that for some \( \epsilon_0 > 0 \) w.e.h.p., \( S_{i,2} + S_{i,3} \leq \frac{1}{2}n^{\mu/2-\epsilon_0} \). Moreover, the choice of \( \gamma > \frac{\mu}{2(\alpha-1)} \) implies \( \mu - \gamma(\alpha-1) < \frac{\mu}{2} \). By making \( \epsilon \) even small, we get w.e.h.p., \( S_{i,1} \leq \frac{1}{2}n^{\mu/2-\epsilon_0} \). Therefore, by a union bound, we obtain (13).
3.2.2. Eigenvectors. Last, we prove the localization result of the eigenvectors of $\Sigma_{p,n}$.
We use the following simple linear algebra lemma [7, Lemma 4.2] that we quote without proof.

Lemma 3.2. Let $H$ be a Hermitian matrix and $\rho_L(H)$ be the maximum spectral radius of its $L \times L$ principal sub-matrix. Let $\lambda$ be an eigenvalue of $H$ and $\vec{v}$ an associated unit eigenvector. If $\vec{v}$ is $(L, \eta)$-localized, then

$$|\lambda| \leq \frac{\rho_L(H) + \sqrt{\eta} \| H \|}{\sqrt{1 - \eta}}.$$ 

If $\alpha > 2(1 + \mu^{-1})$ then, by Theorem 4.4, we know that $\| \Sigma_{p,n} \|$ is of order $(1 + \sqrt{\rho})^2 n^\mu$.

In view of Lemma 3.2, it suffices to show that there exists $\eta > 0$ such that with probability going to one

$$\rho_{|p^\beta|} (\Sigma_{p,n}) < (\sqrt{1 - \eta} - \sqrt{\eta}) (1 + \sqrt{\rho})^2 n^\mu.$$ 

In other words, we must establish that there exist $\epsilon > 0$ such that with probability going to one any $[p^\beta] \times [p^\beta]$ principal sub-matrix $W$ of $\Sigma_{n,p}$ satisfies the inequality $\| W \| \leq (1 + \epsilon) (1 + \sqrt{\rho})^2 n^\mu$.

We proceed as follows. A principal sub-matrix $W$ is obtained by choosing $[p^\beta]$ rows $i_1, \ldots, i_{|p^\beta|}$ of the rectangular matrix $M_{p,n}$ and writing $W = M_I M_I^\dag$, where $I = \{i_1, \ldots, i_{|p^\beta|}\}$. Here, the notation $M_I$ stands for the $[p^\beta] \times n$ sub-matrix of $M$ formed by the rows with indices in $I$. As before, we write $\tilde{M}_I$ and $\tilde{M}_I^\dag$ for the truncation and remainder of the matrix $M_I$ at level $n^\gamma$, for $\gamma \in (\frac{\mu}{2(\alpha-1)}, \frac{\mu}{2})$. Then

$$\| W \| \leq \| \tilde{M}_I \tilde{M}_I^\dag \| + 2 \| \tilde{M}_I \tilde{M}_I^\dag \|^{1/2} (\| M_I \|_1 \| \tilde{M}_I \|_\infty)^{1/2} + \| M_I \tilde{M}_I^\dag \|.$$ 

For any choice of $I$, $\| M_I \tilde{M}_I^\dag \| \leq \| M_{p,n} \|_1 \| M_{p,n} \|_\infty = o(n^\mu)$ as in the proof in Section 3.2.1. On the other hand, for any choice of $I$, one can adapt the proof of Theorem 4.4 to deal with the case of $\hat{p} = [p^\beta]$ rows to show that for any $1 < c < (1 + \sqrt{\rho})^2$, there exists $\theta = \theta(c) > 0$ and $\gamma' = \gamma'(c) > 0$ so that

$$\mathbb{P} \left( \| \tilde{M}_I \tilde{M}_I^\dag \| \geq c n^\mu \right) \leq P(n)n^{-\theta[n^{\gamma'}]},$$ 

where $P$ is a polynomial in $n$. Indeed, in the case where $\hat{p} \to \infty$ and $\hat{p}/n \to 0$ one needs to control the appearance of odd and even innovations (or odd/even marked vertices as in [21, Section 2.2]). We leave the details to the reader. Since there are at most $n^{p^\beta}$ ways to choose the indices in $I$, the probability of the existence of such a principal sub-matrix is bounded above by:

$$P(n)n^{-\theta[n^{\gamma'}]} n^{(2\rho n)^\beta}.$$ 

Thus if we choose $\beta < \gamma'$, we obtain the desired result.
4. SOME USEFUL LEMMAS

In this section we collect some tools and lemmas that are used throughout the proofs of the main results. The proof of the first lemma is identical to the one given in [2, Lemma 5].

Lemma 4.1. Suppose $M_{p,n}$ is the $p \times n$ rectangular, sparse, heavy tailed matrix. Let $c_{np}$ be as given in (1). Then, for all values of $\alpha > 0$ and $\eta > 0$, we have:

(a) $P \left\{ \exists i, \exists j_1 \neq j_2, 1 \leq i \leq p, 1 \leq j_1, j_2 \leq n : \min(|m_{ij_1}|, |m_{ij_2}|) > \frac{c_{np}^{1+2\eta}}{2} \right\} \to 0.$

(b) $P \left\{ \exists j, \exists i_1 \neq i_2, 1 \leq i_1, i_2 \leq p, 1 \leq j \leq n : \min(|m_{i_1j}|, |m_{i_2j}|) > \frac{c_{np}^{1+2\eta}}{2} \right\} \to 0.$

The next lemma is used to control the sum of absolute values within a given row or a given column of $M_{p,n}$. It is modified from [7, Proposition A.6]. The main difference is that in [7, Proposition A.6], because each row has asymptotically (up to a slowly varying function) $n \mu$ nonzero entries (nonrandom), the summation in each part ran through only the $n \mu$ nonzero terms, whereas in our setting, the number of nonzero terms in each row and column and their positions are random and hence we include every term in a row or column.

Lemma 4.2. Let $M_{p,n}$ be the sparse, heavy tailed, rectangular random matrix.

(a) For any sequence $\beta_n \sim n^b$, where $0 \leq b \leq \frac{\mu}{\alpha}$, and any $\epsilon > 0$, then w.e.h.p.,

$$\sum_{j=1}^{n} |m_{ij}| 1_{\{|m_{ij}| < \beta_n\}} \leq n^{\mu+b(1-\alpha)^++\epsilon},$$

where $(1 - \alpha)^+ := \max\{1 - \alpha, 0\}$.

(b) If $\alpha > 1$ and $\mu > 0$, then for any sequences $\alpha_n \sim n^a$ and $\beta_n \sim n^b$ with $0 \leq a < b \leq \frac{\mu}{\alpha}$, and any $\epsilon > 0$, we have, w.e.h.p.,

$$\sum_{j=1}^{n} |m_{ij}| 1_{\{\alpha_n < |m_{ij}| \leq \beta_n\}} \leq n^{\mu-(a-1)a+\epsilon}.$$

(c) If $\mu > 0$, then for any sequences $\alpha_n \sim n^{\frac{\mu}{\alpha} - \eta}$ and $\beta_n \sim n^{\frac{\mu}{\alpha} + \eta'}$ with $\eta, \eta' \geq 0$, and any $\epsilon > \alpha \eta + \eta'$, we have, w.e.h.p.,

$$\sum_{j=1}^{n} |m_{ij}| 1_{\{\alpha_n < |m_{ij}| \leq \beta_n\}} \leq n^{\frac{\mu}{\alpha} + \epsilon}.$$

(d) For any sequences $\alpha_n \sim n^{(\mu/\alpha)+\eta}$ and $\beta_n \sim n^b$ with $\eta, b > 0$, and any $\gamma > b$, we have w.e.h.p.,

$$\sum_{j=1}^{n} |m_{ij}| 1_{\{\alpha_n < |m_{ij}| \leq \beta_n\}} \leq n^\gamma.$$
(e) If $\mu = 0$ then for any $0 \leq \eta < \epsilon$ and any sequence $\beta_n \sim n^\eta$, we have, w.e.h.p.,
\[ \sum_{j=1}^{n} |m_{ij}| \mathbf{1}_{0 < |m_{ij}| \leq \beta_n} \leq n^{\epsilon}. \]
Moreover, we have the same bounds for the column sums, that is, the same results in (a)–(e) hold if we replace $\sum_{j=1}^{n}$ by $\sum_{i=1}^{n}$ in each part.

The proof of Lemma 4.2 uses the following consequence of Bennett’s inequality [9] (see also [7, Lemma A.7]).

**Lemma 4.3.** For each $n \geq 1$, let $X_1, \ldots, X_m$ be independent Bernoulli random variables with parameter $p$, where $m$ and $p$ depend on the parameter $n$. If $mp > Cn^\theta$ for some constants $C, \theta > 0$, then for any $\eta > 0$, w.e.h.p.,
\[ \left| \frac{1}{m} \sum_{i=1}^{m} X_i - p \right| \leq \eta p. \]

**Proof of Lemma 4.2.**
(a) Assume first that $\mu > 0$. Choose $\epsilon_0 \in (0, \epsilon)$ such that $b/\epsilon_0 \notin \mathbb{Z}$. Let $T = \lfloor b/\epsilon \rfloor$, then $T\epsilon_0 < b$. Hence we may choose
\[ \theta = \frac{\mu - \alpha T\epsilon_0}{2} > \frac{\mu - \alpha b}{2} \geq \frac{\mu - \mu}{2} = 0. \]
For each $k = 0, 1, \ldots, T$, define $Y_i^{(k)} := \# \{ |m_{ij}| : n^{k\epsilon_0} < |m_{ij}| \leq n^{(k+1)\epsilon_0} \}$. The summation on the left side of (14) is bounded by
\[ \sum_{j=1}^{n} |m_{ij}| \mathbf{1}_{0 < |m_{ij}| \leq 1} + \sum_{k=0}^{T} Y_i^{(k)} n^{(k+1)\epsilon_0} = (I) + (II). \]
Note that (I) is bounded by $\sum_{j=1}^{n} \mathbf{1}_{|m_{ij}| > 0}$, and by Lemma 4.3, we have, w.e.h.p.,
\[ (I) \leq \sum_{j=1}^{n} \mathbf{1}_{|m_{ij}| > 0} \leq 2n^{\mu} = o(n^{\mu + \epsilon}). \]
Moreover, $Y_i^{(k)} \leq \sum_{j=1}^{n} \mathbf{1}_{n^{k\epsilon_0} < |m_{ij}|}$, where each $\mathbf{1}_{n^{k\epsilon_0} < |m_{ij}|}$ is an independent copy of a Ber($L(n^{k\epsilon_0}) n^{\mu - 1 - \alpha k \epsilon_0}$) random variable. Since $\mu - \alpha k \epsilon_0 > \theta > 0$ for all $k = 0, \ldots, T$, we know that w.e.h.p., by Lemma 4.3,
\[ Y_i^{(k)} \leq 2L(n^{k\epsilon_0}) n^{\mu - \alpha k \epsilon_0}. \]
Thus, w.e.h.p., (II) is no more than
\[ L(n^{k\epsilon_0}) \sum_{k=0}^{T} 2n^{\mu - \alpha k \epsilon_0} n^{(k+1)\epsilon_0} = 2L(n^{k\epsilon_0}) n^{\mu + \epsilon_0} \sum_{k=0}^{T} n^{(1-\alpha)k \epsilon_0}. \]
If $0 < \alpha \leq 1$, then $n^{(1-\alpha)k\epsilon_0} \leq n^{(1-\alpha)T\epsilon_0}$. Since $b > T\epsilon_0$ and $\epsilon_0 < \epsilon$, we have

$$ (\text{II}) \leq 2L(n^{k\epsilon_0})n^{\mu+\epsilon_0}(T+1)n^{(1-\alpha)T\epsilon_0} $$

$$ \leq 2L(n^{k\epsilon_0})(T+1)n^{\mu+\epsilon_0+(1-\alpha)b} < n^{\mu+b(1-\alpha)+\epsilon}. $$

If $\alpha > 1$, then $n^{(1-\alpha)k\epsilon_0} \leq 1$. Using again $\epsilon_0 < \epsilon$, we obtain,

$$ (\text{II}) \leq 2L(n^{k\epsilon_0})n^{\mu+\epsilon_0} \cdot (T+1) \leq n^{\mu+\epsilon}. $$

Combining (15), (16) and (17), we prove Part (a) for $\mu > 0$. In the case $\mu = 0$, then $b = 0$ and the number $V_n$ of nonzero terms in the sum $\sum_{0 < |m_{ij}|} m_{ij}$ converges in distribution to a Poisson random variable of mean 1. It suffices then to bound the sum in (14) by $\beta_n V_n$ to obtain the desired result.

(b) Just like in Part (a), we choose $\epsilon_0 < \epsilon$ such that $\frac{b-a}{\epsilon_0} \notin \mathbb{Z}$, and take $T = \left[\frac{b-a}{\epsilon_0}\right]$.

Set $\theta = \frac{\mu-\alpha(a+T\epsilon_0)}{2} > \frac{\mu-a\beta}{2} \geq 0$. Define

$$ Y_i^{(k)} := \#\{|m_{ij}| : \alpha_n n^{k\epsilon_0} < |m_{ij}| \leq \alpha_n n^{(k+1)\epsilon_0}\}. $$

Then, for each $k$, $Y_i^{(k)}$ is bounded by $\#\{|m_{ij}| : \alpha_n n^{k\epsilon_0} < |m_{ij}|\}$, which is distributed as a $\text{Bin}(n, n^{\mu-aL(\alpha_n n^{k\epsilon_0})}(\alpha_n n^{k\epsilon_0})^{-\alpha})$ random variable. Again, for each $k \leq T$,

$$ n \cdot n^{\mu-1} L(\alpha_n n^{k\epsilon_0})(\alpha_n n^{k\epsilon_0})^{-\alpha} \sim n^{\mu-(a+k\epsilon_0)\alpha} > n^\theta. $$

From Lemma 4.3, w.e.h.p., $Y_i^{(k)} \leq 2n^{\mu-\alpha(a+k\epsilon_0)+\delta}$, for arbitrarily small $\delta > 0$. Then, we have w.e.h.p.,

$$ \sum_{j=1}^{n} |m_{ij}| 1_{\{\alpha_n < |m_{ij}| \leq \beta_n\}} \leq \sum_{k=0}^{T} Y_i^{(k)} \alpha_n n^{(k+1)\epsilon_0} \leq 2 \sum_{k=0}^{T} n^{\mu-\alpha(a+k\epsilon_0)+\delta} n^{a+(k+1)\epsilon_0+\delta'} $$

$$ \leq n^{\mu+\epsilon_0+\delta''-a(\alpha-1)} \sum_{k=0}^{T} n^{k\epsilon_0(1-\alpha)} \leq n^{\mu+\epsilon_0+\delta''-a(\alpha-1)(T+1)} \leq n^{\mu-a(\alpha-1)+\epsilon}. $$

(c) For any $\delta, \delta' > 0$, the left side is no larger than $n^{\mu+\eta'+\delta'} \sum_{j=1}^{n} 1_{\{n^{\mu-\eta-\delta} < |m_{ij}|\}} \sim \text{Bin}(n, n^{\mu-1} L'(n)n^{(\mu-\eta-\delta)(-\alpha)})$, for some slowly varying function $L'$. Since

$$ n \cdot n^{\mu-1} L'(n)n^{(\mu-\eta-\delta)(-\alpha)} = L'(n)n^{\alpha(\eta+\delta)} \geq n^\theta, \text{ for } \theta = \alpha\eta/2 > 0, $$

then w.e.h.p., $\sum_{j=1}^{n} 1_{\{n^{\mu-\eta-\delta} < |m_{ij}|\}} \leq 2L'(n)n^{\alpha(\eta+\delta)}$. But $\delta, \delta' > 0$ can be chosen arbitrarily small, so as long as $\epsilon > \alpha\eta + \eta'$, w.e.h.p., the left side is bounded by

$$ n^{\mu+\eta'+\delta'} \cdot 2L'(n)n^{\alpha(\eta+\delta)} = n^{\mu+\alpha\eta+\eta'}. (2L'(n)n^{\alpha\delta+\delta'}) \leq n^{\mu+\epsilon}. $$
(d) We compute this probability directly. Write $S_i := \sum_{j=1}^{n} m_{ij} \mathbf{1}_{\{m_{ij} < n\}}$. For any $\gamma > b$, and choose $\epsilon, \epsilon' > 0$ sufficiently small (e.g., $\epsilon < \alpha \eta/2$, $\epsilon' < (\gamma - b)/2$),

$$P(S_i > n^\gamma) \leq P(\text{at least } n^{\gamma}/\beta_n \text{ terms are nonzero among the } n \text{ } m_{ij} \text{'s})$$

$$\leq n^{(\gamma/\beta_n)} [P(|m_{ij}| > \alpha_n)]^{n^{\gamma}/\beta_n}$$

$$= [n \cdot n^{\mu-1} L(\alpha_n) \alpha_n^{-\alpha} n^{\gamma/\beta_n}] \leq [n^{\mu} n^{(\alpha+\eta) \gamma/\beta_n}]$$

$$\leq [\gamma^{\gamma-b-\epsilon'} n^{(\alpha \eta/2) n^{(\gamma-b)/2}}] = e^{-n^{(\gamma-b)/2}(\alpha \eta \log n)/2} \leq e^{-n^\delta}.$$

(e) Just note that

$$\sum_{j=1}^{n} |m_{ij}| \mathbf{1}_{\{0 < |m_{ij}| \leq \beta_n \}} \leq \beta_n Z_n,$$

where $Z_n := \#\{j : |m_{ij}| > 0\}$ is a Binomial random variable with parameters $(n, 1/n)$. The result of (e) then follows by estimating $P(Z_n > n^{\epsilon} \beta_n^{-1})$ using Poisson approximation.

We now prove an upper bound for the norm of the truncated sample covariance matrix. This section is the main technical step and novelty of the proof. The method used in [2] can not be adapted to our situation as the bounds would be suboptimal. See Remark 8 below.

If $1 + \mu^{-1} < \alpha < 2(1 + \mu^{-1})$, we consider $\gamma$ be any constant such that

$$\gamma > \frac{\mu}{\alpha} - \frac{1}{\alpha(\alpha - 1)}.$$

If $\alpha > 2(1 + \mu^{-1})$, we consider $\gamma$ be any constant such that

$$\gamma > \frac{\mu}{2(\alpha - 1)}.$$

**Theorem 4.4.** Suppose $\alpha > 2$ and $x$ has mean zero and variance one. Let $M_{p,n} = A_{p,n} \cdot B_{p,n}$ be the sparse $p \times n$ matrix with heavy tailed entries. Consider $\gamma$ that satisfies (18) or (19) and choose $\gamma' > \gamma, \gamma' \geq \mu/2$. Define

$$\tilde{M}_{p,n} = [\tilde{m}_{ij}]_{i,j=1}^{p,n} = [m_{ij} \mathbf{1}_{\{|m_{ij}| \leq \beta_n\}}]_{i,j=1}^{p,n}.$$

Then for any $\kappa > 1$,

$$P\left(\|\tilde{M}_{p,n} \tilde{M}_{p,n}^*\| \geq \kappa n^{2\gamma'} (1 + \sqrt{\rho})^2\right) \to 0.$$

**Remark 8.** In [2], when $\mu = 1$, the authors used bounds on a symmetrized version of $\tilde{M}_{p,n}$ to obtain upper bounds on $\|\tilde{M}_{p,n} \tilde{M}_{p,n}^*\|$. If we try to follow their method here, we would only obtain the bound $\|\tilde{M}_{p,n} \tilde{M}_{p,n}^*\| \leq 4n^{2\gamma'}$ with high probability. This does not suffice to prove our theorems. To obtain (20), we argue via the moment method, where the main combinatorial step requires careful counting and the introduction of innovations. It is similar in spirit to the work of Soshnikov [27].
Since the second term is bounded by $\epsilon > 0$. Thus random variables. With probability going to one this sum is at most $n$ as in [2] (see equations (36) and (37) therein). Let $\hat{m}_{ij}$, which goes to zero as the exponent $2\gamma$.

First we may assume that $\hat{m}_{ij}$’s are centered. To see this we proceed similarly as in [2] (see equations (36) and (37) therein). Let $\hat{M}_{p,n}^0 = \hat{M}_{p,n} - \mathbb{E}\hat{M}_{p,n}$, where the expectation is taken element-wise. The triangle inequality implies

$$
||\hat{M}_{p,n}\hat{M}_{p,n}^*|| \leq ||\hat{M}_{p,n}^0(\hat{M}_{p,n}^0)^*|| + 2||\mathbb{E}\hat{m}_{ij}|| ||\hat{M}_{p,n}^0 1_{n \times p}|| + (\mathbb{E}\hat{m}_{ij})^2 np,
$$

where $1_{n \times p}$ denotes the $n \times p$ matrix consisting of all 1’s. Note that by standard bounds on moments of heavy-tailed random variables (see Lemma 13 in [2] for instance)

$$
||\mathbb{E}\hat{m}_{ij}|| \leq \ell(n\gamma)n_{\gamma(1-\alpha)+\mu-1},
$$

where $\ell(\cdot)$ is a slowly varying function. Thus the third term in (21) is bounded by

$$
C\ell(n\gamma)^2n_{2\gamma(1-\alpha)+2\mu} = o(n^{2\gamma'}),
$$

by our choice of $\gamma$ and $\gamma'$. For the second term note that

$$
||\hat{M}_{p,n}^0 1_{n \times p}|| = \left|\sum_{ij}(\hat{m}_{ij} - \mathbb{E}\hat{m}_{ij})\right|
$$

and the right side is the absolute value of a sum of $np \sim Cn^2$ bounded, centered, i.i.d. random variables. With probability going to one this sum is at most $n^{1+\epsilon}$, for any $\epsilon > 0$. Thus

$$
\mathbb{P}\left(2||\mathbb{E}\hat{m}_{ij}|| ||\hat{M}_{p,n}^0 1_{n \times p}|| > n^{2\gamma'}\right) \leq \mathbb{P}\left(\left|\sum_{ij}(\hat{m}_{ij} - \mathbb{E}\hat{m}_{ij})\right| > \frac{n^{2\gamma'-\gamma(1-\alpha)-(\mu-1)}}{2}\right),
$$

which goes to zero as the exponent $2\gamma' - \gamma(1-\alpha) - (\mu-1) > 1$. Thus it suffices to show that (20) holds for the centered random matrix $M_{p,n}^0$. Note that when centering the random variables, we are working with the entries of the form $\hat{m}_{ij} - \mathbb{E}\hat{m}_{ij}$, and thus the upper bound $n^{\gamma}$ for $\hat{m}_{ij}$ given by the truncation may be violated. However, since

$$
||\mathbb{E}\hat{m}_{ij}|| \leq \ell(n\gamma)n_{\gamma(1-\alpha)+\mu-1} = o(n\gamma),
$$

we can slightly tune up $\gamma$ while still having $\gamma' > \gamma$. We thus proceed assuming the truncated entries $\hat{m}_{ij}$ are centered and bounded by $n\gamma$.

For $\kappa > 1$ given, we find $C \in (1, \kappa)$ and let $E_n$ be the event

$$
E_n = \{L \leq Cn^\mu, \bar{L} \leq Cpn^{\mu-1}\},
$$

where $L$ (resp. $\bar{L}$) is the maximum number of nonzero entries in a row (resp. a column) among the $p$ rows (resp. $n$ columns) of $M_{p,n}$. We break the desired probability into two parts:

$$
\mathbb{P}\left(||\hat{M}_{p,n}\hat{M}_{p,n}^*|| \geq \kappa n^{2\gamma'}(1 + \sqrt{p})^2, E_n\right) + \mathbb{P}\left(||\hat{M}_{p,n}\hat{M}_{p,n}^*|| \geq \kappa n^{2\gamma'}(1 + \sqrt{p})^2, E_n^c\right).
$$

Since the second term is bounded by $\mathbb{P}(E_n^c)$ which vanishes as $n \to \infty$ by Chernoff inequality, it suffices to prove that the first term vanishes as well. To do this, we
choose \( \gamma'' > 0 \) such that \( \gamma' > \gamma + 6\gamma'' \) and set \( k = k_n = \lceil n^{\gamma''} \rceil \). We will prove that for any \( \delta > 0 \) small,
\[
\mathbb{E}(\text{Tr}(\tilde{M}_{p,n} \tilde{M}_{p,n}^*)^k \mathbf{1}_{E_n}) \leq p \left[ (1 + \sqrt{\delta})^2 C n^{2\gamma'} (1 + \sqrt{\rho})^2 \right]^k.
\]

It will then follow from (22) that
\[
\mathbb{P}\left( ||\tilde{M}_{p,n} \tilde{M}_{p,n}^*|| \geq \kappa n^{2\gamma'} (1 + \sqrt{\rho})^2, E_n \right) \leq \frac{\mathbb{E}(\text{Tr}(\tilde{M}_{p,n} \tilde{M}_{p,n}^*)^k \mathbf{1}_{E_n})}{\kappa^{kn^{2\gamma'}(1 + \sqrt{\rho})^{2k}}} \leq p \left[ C(1 + \sqrt{\delta})^2 \right]^k.
\]

The right side goes to zero as \( n \to \infty \), if we choose \( \delta > 0 \) such that \( C(1 + \sqrt{\delta})^2 < \kappa \). To show (22), we will make use of the combinatorics that was invented in [29] to prove the convergence of the largest eigenvalue of random sample covariance matrices.

We first expand the left side of (22):
\[
\mathbb{E}(\text{Tr}(\tilde{M}_{p,n} \tilde{M}_{p,n}^*)^k \mathbf{1}_{E_n}) = \sum_{i_1, i_2, \ldots, i_{2k} = 1}^{p} \sum_{i_1, i_2, \ldots, i_{2k} = 1}^{n} \mathbb{E}(\hat{m}_{i_1 i_2} \hat{m}_{i_3 i_2} \cdots \hat{m}_{i_{2k-1} i_{2k}} \hat{m}_{i_1 i_{2k}} \mathbf{1}_{E_n}).
\]

Then, we associate each summand on the right side with an undirected graph \( G \) that has vertices \( \{i_1, \ldots, i_{2k}\} \) and edges \( \{(i_1, i_2), (i_2, i_3), \ldots, (i_{2k-1}, i_{2k}), (i_{2k}, i_1)\} \). We read the vertices sequentially, \( i_1, i_2, i_3, \ldots, i_{2k}, \) one at a time, and classify the edges into four different types. We call an edge \( (i_{s-1}, i_s), s \geq 2 \), an innovation if \( i_s \) does not occur in \( i_1, \ldots, i_{s-1} \). An innovation \( (i_{s-1}, i_s) \) is called a row innovation if \( s \) is odd and a column innovation if \( s \) is even. If two edges \( (i_{a-1}, i_a) \) and \( (i_{b-1}, i_b) \) have the same set of vertices, i.e., \( \{i_{a-1}, i_a\} = \{i_{b-1}, i_b\} \), we say that they coincide. And an edge \( (i_{a-1}, i_a) \) is said to be single up to \( i_b \), with \( b \geq a \), if there is no other edge \( (i_{c-1}, i_c) \) with \( 2 \leq c \leq b \) that coincides with \( (i_{a-1}, i_a) \). For \( b \geq 3 \), we call \( (i_{b-1}, i_b) \) a \( T_3 \)-edge if there is an innovation \( (i_{a-1}, i_a) \), \( a < b \), that is single up to \( i_{b-1} \) and coincides with \( (i_{b-1}, i_b) \). And finally, an edge is called a \( T_4 \)-edge if it is neither a \( T_3 \)-edge nor an innovation. Hence, observing \( \hat{m}_{ij} = \hat{a}_{ij} \mathbf{1}_{\{\{i_j\} \leq n\gamma\}}, \hat{b}_{ij} = \hat{a}_{ij} \) and using independence, the expectation can be rewritten as
\[
\mathbb{E}(\text{Tr}(\tilde{M}_{p,n} \tilde{M}_{p,n}^*)^k \mathbf{1}_{E_n}) = \sum' \sum'' \sum''' \mathbb{E}(\hat{m}_{i_1 i_2} \hat{m}_{i_3 i_2} \cdots \hat{m}_{i_{2k-1} i_{2k}} \hat{m}_{i_1 i_{2k}} \mathbf{1}_{E_n})
\]

where \( \sum' \) sums over all possible arrangements of the four types of the edges, \( \sum'' \) is to count the total number of different canonical graphs given the arrangements of the four types of edges, and \( \sum''' \) runs through all graphs that are isomorphic to the given canonical graph.

Let \( l \) be the number of \( T_3 \)-edges. Note \( l \) is also the number of innovations since every edge must be visited at least twice, and hence \( (2k - 2l) \) is the number of \( T_4 \)-edges. Let \( r \) be the number of row innovations. We see that \( \sum' \) is bounded by \( \sum_{l=1}^{k} \sum_{r=0}^{l} \binom{k}{l-r} \binom{2k-l}{r} \). Since every row innovation \( (i_{2s-2}, i_{2s-1}) \) leads to a new vertex \( i_{2s-1} \in \{1, 2, \ldots, p\} \) and every column innovation \( (i_{2s-1}, i_{2s}) \) leads to a new vertex \( i_{2s} \in \{1, 2, \ldots, n\} \), except for the first innovation \( (i_1, i_2) \), which leads to both a
new vertex $i_1 \in \{1, 2, \ldots, p\}$ and a new vertex $i_2 \in \{1, 2, \ldots, n\}$, then, on the event $E_n$, there are at most $p(Cpn^{\mu - 1})^r(Cn^{\mu})^{l-r}$ terms that have nonzero contributions to $\sum^{\mu}_t$. Let $q$ be the number of distinct $T_4$-edges. It was shown in [29, page 519] that $\sum^{\mu}$ is bounded by $k^{2q}(q + 1)^{6k - 6l}$.

Finally, let $b$ be the number of $T_4$-edges among the $q$ distinct ones that coincide with some innovations, and let $n_s$, $s = 1, 2, \ldots, b$, be the multiplicity of the $T_4$-edges of the $s$-th such coincidence. Then, $(q - b)$ distinct $T_4$-edges do not coincide with any innovations but only among the $T_4$-edges, and we denote by $m_t, t = 1, 2, \ldots, (q - b)$ the multiplicity of the $t$-th such coincidence. These numbers have to satisfy the relation $2k - 2l = \sum_{s=1}^{b} n_s + \sum_{t=1}^{q-b} m_t$. Hence, for such composition of four types of edges, we can write

$$\mathbb{E}(\hat{a}_{i_1i_2}\hat{a}_{i_3i_4}\cdots\hat{a}_{i_{2k-1}i_{2k}}\hat{a}_{i_1i_2})$$

$$= (\mathbb{E}^{2}_{11})^{l-b} \prod_{s=1}^{b} (\mathbb{E}^{n_s+2}_{11})^{q-b} \prod_{t=1}^{q-b} (\mathbb{E}^{m_t}_{11})$$

$$\leq L_0(n^\gamma)^q \prod_{s=1}^{b} \left(\frac{n_s + 2}{n_s + 2 - \alpha}\right) n^{\gamma(n_s+2-\alpha)} \prod_{t=1}^{q-b} \left(\frac{m_t}{m_t - \alpha}\right) n^{\gamma(m_t-\alpha)},$$

where $L_0$ is a slowly varying function. Here, in the last inequality, we have used the following classic fact for the moments of truncated, heavy tailed random variables (see, e.g., [10, Proposition 1.5.8] or [7, Lemma A.8]),

$$\mathbb{E}|a_{11}|^s 1_{|a_{11}| \leq x} = \begin{cases} L_0(x), & \text{if } s \leq \alpha \\ L_0(x) \frac{s}{s-\alpha} x^{s-\alpha}, & \text{if } s > \alpha \end{cases}.$$  

Observing that (i) $n_s \leq 2k - 2$, $2 \leq m_t \leq 2k - 2$, (ii) $\frac{1}{m-\alpha}$ is bounded above, say, by some $C_\alpha$, which only depends on $\alpha$, for all $m > \alpha$, and $m \in \mathbb{Z}$, and (iii) $\alpha > 2$, we have

$$\mathbb{E}(\hat{a}_{i_1i_2}\hat{a}_{i_3i_4}\cdots\hat{a}_{i_{2k-1}i_{2k}}\hat{a}_{i_1i_2}) \leq L_0(n^\gamma)^q (2C_\alpha k)^q n^{\gamma(\sum_{s=1}^{b}(n_s+2-\alpha)+\sum_{t=1}^{q-b}(m_t-\alpha)+\sum_{s=1}^{b}(n_s+2-\alpha)+\sum_{t=1}^{q-b}(m_t-2)+\sum_{s=1}^{b}(2k-2t-2q-\alpha)})$$

$$\leq L_0(n^\gamma)^q (2C_\alpha k)^q n^{\gamma(2k-2t-2q-\alpha)}$$

where $f^+ = \max(f, 0)$. After reorganizing and combining the terms, the expectation of the trace is then bounded by

$$\mathbb{E}(\text{Tr}(\hat{M}_{p,n} \hat{M}_{p,n}^*)^k 1_{E_n}) \leq p \sum_{l=1}^{k} \sum_{r=0}^{l} \binom{k}{r} \binom{k}{l-r} (2k-l) (Cpn^{\mu - 1})^r(Cn^{\mu})^{l-r} \cdot \left(\sum_{q=0}^{2k-2l} (q + 1)^{6k-6l} (2L_0(n^\gamma)C_\alpha k^3)^q n^{\gamma(2k-2l-2q)} \sum_{b=0}^{q} n^b \right).$$
We now consider the terms inside the bracket. Firstly, for $\gamma > 0$,
\[
\sum_{b=0}^{q} n^{2b} = n^{2q} - 1 \leq \frac{n^{2q+1} - 1}{n^{2q}/2} = 2n^{2q}.
\]
Next, we use the elementary inequality $(q + 1)^2 \leq w^{q+1}(z/w)^z$ for any $w > 1, z > 0, q > 0$. In what follows, we apply this inequality, substituting $w = 2$ and $z = 6k - 6l$, and $L_j(\cdot)$’s are all slowly varying functions.
\[
\sum_{q=0}^{2k-2l} (q + 1)^{6k-6l} (2L_0(n^{\gamma})C\alpha k^3)^q n^{\gamma(2k-2l-2q)} \sum_{b=0}^{q} n^{2b} \\
\leq 2(6n^{\gamma/3}k/\log 2)^{6k-6l} \sum_{q=0}^{2k-2l} (2L_1(n^{\gamma})k^3)^q \\
\leq 2(6n^{\gamma/3}k/\log 2)^{6k-6l} (2L_2(n^{\gamma})k^3)^{2k-2l} \leq (k^2(n^{\gamma}L_3(n^{\gamma}))^{1/3})^{6k-6l}.
\]
Next, using the combinatorial inequality that for any $\delta > 0$ (see [29, Lemma 2.1]),
\[
\binom{k}{r} \binom{k}{l-r} \binom{2k-l}{l} \leq (1 + \sqrt{\delta})^{2k-l} \binom{k}{l} \binom{2l}{2r}.
\]
we get
\[
\mathbb{E}(\text{Tr}(\hat{M}_{p,n} \hat{M}_{p,n}^*)^k 1_{E_n}) \\
\leq p(1 + \sqrt{\delta})^{2k} \sum_{l=1}^{k} \binom{k}{l} \left( \frac{2l}{2r} \right) (p/n)^r (Cn^\mu)^l \left( k^2(n^{\gamma}L_3(n^{\gamma}))^{1/3}^{\delta-1/6} \right)^{6k-6l} \\
\leq p(1 + \sqrt{\delta})^{2k} \sum_{l=1}^{k} \binom{k}{l} \left( 1 + \sqrt{\delta} \right)^{2l} (Cn^\mu)^l \left( k^2(n^{\gamma}L_3(n^{\gamma}))^{1/3}^{\delta-1/6} \right)^{6k-6l} \\
\leq p \left[ (1 + \sqrt{\delta})^2 Cn^\mu (1 + \sqrt{p/n})^2 + \left( k^2(n^{\gamma}L_4(n^{\gamma}))^{1/3}^{\delta-1/6} \right)^6 \right]^k.
\]
Since $\mu \leq 2\gamma'$, and for any $\delta > 0, k = \lfloor n^{\gamma''} \rfloor$,
\[
\left( k^2(n^{\gamma}L_4(n^{\gamma}))^{1/3}^{\delta-1/6} \right)^6 \sim n^{2(\gamma+6\gamma'')} = o(n^{2\gamma'}),
\]
we get (22).
\[\square\]

Remark 9. Note that all the proofs in this subsection only used sparseness to determine the number of nonzero entries in each row and column. The exact location of the nonzero entries played no role in the proof as long as $\mu > 0$. 

The next two theorems are classical tools in the perturbation theory of eigenvalues and can be found in several books and papers. We only state them here for convenience. We write $P_{\vec{v}}(\cdot)$ for the orthogonal projection on the vector $\vec{v}$.

**Theorem 4.5** (Cauchy interlacing theorem - Lemma 22 [28]). Let $1 \leq p \leq n$.

(a) Let $A_n$ be an $n \times n$ Hermitian matrix and $A_{n-1}$ be its $(n-1) \times (n-1)$ minor, then $\lambda_1(A_n) \geq \lambda_1(A_{n-1}) \geq \lambda_2(A_n) \geq \cdots \geq \lambda_{n-1}(A_{n-1}) \geq \lambda_n(A_n)$;

(b) Let $A_{p,n}$ be a $p \times n$ matrix and $A_{(p-1),n}$ be its $(p-1) \times n$ minor, then $\sigma_1(A_{p,n}) \geq \sigma_1(A_{(p-1),n}) \geq \sigma_2(A_{p,n}) \geq \cdots \geq \sigma_{p-1}(A_{(p-1),n}) \geq \sigma_p(A_{p,n})$;

(c) If $p < n$ and $A_{p,n}$ is a $p \times n$ matrix and $A_{p,(n-1)}$ is its $p \times (n-1)$ minor, then $\sigma_1(A_{p,n}) \geq \sigma_1(A_{p,(n-1)}) \geq \sigma_2(A_{p,n}) \geq \cdots \geq \sigma_{p-1}(A_{p,(n-1)}) \geq \sigma_p(A_{p,n})$,

where in (b) and (c), $\sigma_i(\cdot)$ denotes the $i$-th largest singular value.

**Theorem 4.6** (Perturbation of eigenvalues and eigenvectors [11]). Let $A$ be a Hermitian matrix and $\vec{v}$ be a unit vector. Let $\zeta = \langle \vec{v}, A\vec{v} \rangle$ and $r = ||(A - \zeta)\vec{v}||$.

(a) There exists an eigenvalue $\lambda_r$ of $A$ in the closed ball $B(\zeta, r)$.

(b) If $\lambda_r$ is the only eigenvalue in $B(\zeta, r)$ with corresponding eigenvector $\vec{v}_r$, and all other eigenvalues are at distance at least $\delta > r$ of $\zeta$ then $||\vec{v}_r - P_{\vec{v}}(\vec{v}_r)|| \leq \frac{2r}{\delta - r}$.
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