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Abstract
Online social networks have emerged as useful tools to communicate or share information and news on a daily basis. One of the most popular networks is Twitter, where users connect to each other via directed follower relationships. Twitter follower graphs have been studied and described with various topological features. Collecting Twitter data, especially crawling the followers of users, is a tedious and time-consuming process and the data needs to be treated carefully due to its sensitive nature, containing personal user information. We therefore aim at the fast generation of directed social network graphs with reciprocal edges and high clustering. Our proposed method is based on a previously developed model, but relies on less hyper-parameters and has a significantly lower runtime. Results show that our method does not only replicate the crawled directed Twitter graphs well regarding several topological features and the application of an epidemics spreading process, but that it is also highly scalable which allows the fast creation of bigger graphs that exhibit similar properties as real-world networks.
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1 Introduction
Online social networks, e.g., Facebook, Instagram or Twitter are frequently used media to read news and share information in a quick and condensed way. The user graphs have been studied and are often described at the hand of various topological graph features (e.g., average shortest path length, diameter, clustering coefficient). Getting access to social networks data is a tedious and resource-intense process which might not be affordable for some research groups. The data of the ever evolving social network graphs is also only a snapshot and needs to be treated with a lot of care due to the personal user information that is linked to it. We therefore saw the need for a fast method to generate big directed social network graphs with topological features similar to real-world network graphs. This work is building on a previous approach (Schweimer et al. 2022) to create directed social network graphs for information spreading and therefore uses parts of the method to generate the graphs. We sample correlated reciprocal, in- and out-degrees for each node and connect the nodes according to the sampled degrees without generating self-loops (node connected to itself) or parallel edges (two edges between two nodes in the same direction). New neighbors of a node are connected directly to achieve high clustering, making the method highly efficient.

We used our method to replicate 14 crawled Twitter follower subgraphs of wide-ranging sizes between 500 and 50,000 users. Results show that our method generates graphs that are similar to their real-world counterparts w.r.t. various topological features and when simulating an epidemics spreading process on them. We also created and analyzed a graph with about twice as many nodes as the biggest crawled graph to show the scalability of our method.

The rest of the paper is structured as follows. In Sect. 2 we review graph generation methods. In Sect. 3 we briefly describe the crawled Twitter subgraphs and in Sect. 4 we present the graph generation method. In Sect. 5 we go over the results and Sect. 6 concludes the paper.

2 Related work
The generation of random graphs has been studied long before the emergence of online social networks. Classic
approaches include amongst others the Erdős-Rényi model (Erdős and Rényi 1959; Gilbert 1959), the Barabási-Albert model (Barabási and Albert 1999) and the Watts-Strogatz model (Watts and Strogatz 1998). Bonifati et al 2020 summarize a variety of state of the art graph generation approaches. Various approaches connect nodes based on sequences of node degrees. In the Chung-Lu model (Chung and Lu 2002; Durak et al 2013), two nodes connect to each other in a probabilistic way proportional to their degrees to create an edge, whereas in the Configuration model (Bender and Canfield 1978; Bollobás 1980; Britton et al 2006; Chen and Olvera-Cravioto 2013), the nodes develop stubs, depending on their degree, and two of them connect to create an edge until all stubs are used.

Many social network graphs, like Twitter, contain a lot of reciprocal edges (Durak et al 2013; Kwak et al 2010) and a high amount of clustering (Myers et al 2014; Ahn et al 2007; Mislove et al 2007), which are only partially being considered in the random graph generation approaches above. Newman 2009 introduces a method to create undirected graphs with high clustering, and (Durak et al 2013) propose a null model that considers reciprocal and directed edges. Schweimer et al 2022 developed a model, which creates simple directed social network graphs including reciprocal edges for information spreading. The idea is to sample correlated node degrees from \( \chi^2 \)-distributions for the reciprocal, in- and out-degree of each node, create reciprocal and directed edges separately with a Chung-Lu model like approach (Durak et al 2013) and apply an edge rewiring procedure (Bansal et al 2009) on selected nodes to increase the clustering coefficient to a real-world level. The results indicate that the crawled Twitter follower networks, that their work is based on, are replicated well w.r.t.

### Table 1 Summary of graph generation methods

| Method                        | Summary                                                                 |
|-------------------------------|-------------------------------------------------------------------------|
| Erdős and Rényi (1959)        | One potential graph with a given number of nodes and edges is randomly chosen |
| Gilbert (1959)                | Each node pair in a graph with a given number of nodes is connected with the same probability |
| Barabási and Albert (1999)    | In each step a new node is added to a graph and connects to a fixed number of nodes with a probability proportional to the node degree |
| Watts and Strogatz (1998)     | Each edge from a regular ring lattice is rewired with the same probability without producing parallel edges |
| Chung and Lu (2002)           | Nodes connect to each other probabilistically, proportional to their given degree. Parallel edges and self-loops can be created |
| Durak et al (2013)            | Similar to Chung and Lu (2002) for reciprocal and directed edges |
| Britton et al (2006)          | Nodes randomly connect to each other, matching their given degree. Parallel edges and self-loops can be created |
| Chen and Olvera-Cravioto (2013)| Similar to Britton et al (2006) for directed graphs |
| Newman (2009)                 | Modification of Britton et al (2006) by not only specifying the node degrees, but also the number of triangles per node |
| Schweimer et al (2022)        | Successively sample reciprocal and directed edges as in Durak et al (2013), rewire several edges, no parallel edges and self-loops |
| New method                    | Similar to Schweimer et al (2022), nodes are connected based on Chen and Olvera-Cravioto (2013), new neighbors of a node connect directly |

Our work is based on (Schweimer et al 2022) and our goal is to replicate the 14 crawled Twitter follower subgraphs (approx. 500–50,000 users) described therein. The graphs...
\( G = (V, E) \) are directed, the nodes \( v \in V \) represent the users and the edges \( e \in E \) represent the directed follower relationships between the users. If two users follow each other, we merge the two directed edges with opposite direction into one reciprocal edge. We computed several topological features to describe the graphs, e.g., the largest connected components, the density and the average clustering coefficient. Additionally, we also computed the rank correlations (Spearman’s \( \rho \)) between the degrees. The numbers are listed in the first line of each cell in Table 2 and features computed in the largest weakly connected component are marked with an asterisk (*).

4 Graph generation method

We generate directed social network graphs with reciprocal edges and high clustering with the same number of nodes as the crawled Twitter follower subgraphs \(^1\) and aim at replicating them w.r.t. their topological features and improving the runtime of the method in (Schweimer et al 2022). We therefore adapt that approach by connecting nodes with the principle of the Configuration model, instead of the Chung-Lu model and not applying an edge rewiring procedure.

4.1 Node degree sampling

For each node in a graph with \( n = |V| \) nodes, we sample correlated reciprocal, in- and out-degrees from fitted \( \chi^2 \)-distributions as described in (Schweimer et al 2022) and generate edges between nodes with the principle of the Configuration model. To connect all stubs, the reciprocal degree sum must be an even number and the in-degree sum must be equal to the out-degree sum (Chen and Olvera-Cravioto 2013). For the first issue, we look at the reciprocal degree sum and if it is an odd number, we increase the reciprocal degree of the node with the highest reciprocal degree by one. For the second issue, we repeat the node degree sampling until the difference between the sampled in-degree and out-degree sum is less than a predefined threshold (we are using 10% of the number of nodes in the graph, i.e., \( \tau < 0.1 \cdot n \), to not affect the rank correlations too much). To equalize the two sums, we randomly choose \( \tau \) different nodes without replacement and increase their node degree that contributes to the lower degree sum by one.

This sampling and equalizing procedure returns the generated reciprocal, in- and out-degree sequences \( \mathbb{R}, \mathbb{I}, \mathbb{O} \) of length \( n \) where \( \sum_i \mathbb{R}_i \) is an even number and \( \sum_i \mathbb{I}_i = \sum_i \mathbb{O}_i \).

4.2 Edge sampling

We initialize a graph \( G = (V, E) \) with \( n = |V| \) nodes \((V = \{v_1, \ldots, v_n\})\) and the reciprocal, in- and out-degree sequences \( \mathbb{R}, \mathbb{I}, \mathbb{O} \). To generate edges, we use the principle of the Configuration model by connecting stubs of nodes.

We start by generating reciprocal edges without self-loops (node connected to itself) and parallel edges (two edges between two nodes in the same direction) in an iterative two-step procedure. In the first step of each iteration, we search for the node with the maximum reciprocal degree \( \max(\mathbb{R}) \), connect as many stubs of that node to one stub of other nodes (i.e., no self-loops) without sampling parallel edges and reduce their value in \( \mathbb{R} \) accordingly. This step is unweighted, i.e., the probability for the node with the highest degree to connect to another node is independent of the sampled degree of the other nodes. In the second step, we look at the nodes that established a new connection in the current iteration (we call them new first degree neighbors), randomly connect them to each other with a reciprocal edge, based on their degree, but without generating parallel edges (i.e., if there is already an edge between two nodes, we cannot connect them again) and reduce their value in \( \mathbb{R} \) accordingly.

This two-step procedure is repeated until no further reciprocal edges can be generated, leading to an undirected graph. The sampled edges are implemented as two directed edges with opposite direction. The two-step procedure for node \( v_1 \) with reciprocal edges is depicted in Fig. 1, where \( v_2, v_3, v_4, v_5 \) emerged as new first degree neighbors in the first step and randomly established connections to each other in the second step.

Generating directed edges follows the same iterative two-step procedure. We search for the node with the highest out-degree (note that we could also search for the node with the highest in-degree) and connect as many outgoing stubs of

---

\(^1\) For the code see https://github.com/Buters147/Social_Network_Graph_Generator.

---

\(^2\) Connecting new first degree neighbors not only with reciprocal edges, but also with directed edges lead to increased values for the CC, exceeding 0.6, which is unrealistic for social network graphs.

---

Fig. 1 Two-step procedure for node \( v_1 \) with reciprocal edges, and \( v_2, v_3, v_4, v_5 \) being new first degree neighbors
Table 2  Topological features of 14 crawled graphs (line 1), the corresponding new graphs (line 2) and the old graphs (line 3)

| Feature | G_1 | G_2 | G_3 | G_4 | G_5 | G_6 | G_7 | G_8 | G_9 | G_{10} | G_{11} | G_{12} | G_{13} | G_{14} |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-------|-------|-------|-------|-------|
| Nodes   | 11,015 | 21,291 | 50,133 | 459 | 3,580 | 8,277 | 21,464 | 13,646 | 2,013 | 15,299 | 6,003 | 2,464 | 1,239 | 2,932 |
| Edges   | 377,457 | 2,570,452 | 4,832,226 | 5,435 | 54,735 | 791,905 | 530,302 | 517,916 | 18,781 | 692,534 | 223,175 | 43,572 | 30,285 | 44,261 |
| Density | 0.0030 | 0.0057 | 0.0019 | 0.0254 | 0.0043 | 0.0116 | 0.0012 | 0.0028 | 0.0046 | 0.0030 | 0.0062 | 0.0072 | 0.0197 | 0.0052 |
| Density*| 0.0032 | 0.0056 | 0.0020 | 0.0254 | 0.0040 | 0.0110 | 0.0012 | 0.0028 | 0.0044 | 0.0030 | 0.0059 | 0.0068 | 0.0202 | 0.0049 |
| LSCC    | 9,347 | 19,237 | 43,461 | 361 | 2,314 | 7,352 | 12,793 | 9,977 | 1,154 | 13,001 | 5,286 | 2,100 | 1,094 | 1,917 |
| LWCC    | 10,931 | 21,281 | 49,999 | 452 | 3,570 | 8,272 | 21,418 | 13,631 | 1,912 | 15,288 | 5,964 | 2,151 | 1,205 | 2,002 |
| ASPL    | 2.97 | 2.69 | 2.75 | 2.40 | 2.25 | 2.49 | 2.65 | 2.70 | 2.70 | 2.69 | 2.80 | 2.68 | 2.68 | 2.72 |
| Diameter*| 11 | 9 | 10 | 8 | 11 | 7 | 10 | 10 | 10 | 10 | 10 | 9 | 10 | 7 | 11 |
| Average CC*| 0.201 | 0.285 | 0.198 | 0.354 | 0.277 | 0.339 | 0.266 | 0.244 | 0.260 | 0.319 | 0.234 | 0.321 | 0.303 | 0.310 |
| runtime | 15 min | 70 min | 4 h | 10 s | 3 min | 30 min | 45 min | 23 min | 30 s | 22 min | 45 s | 5 min | 2 min | 4 min |
that node to incoming stubs of other nodes without sampling parallel edges (i.e., we cannot sample edges that have already been sampled). Next, we randomly connect new first degree neighbors via directed edges. Node degrees (\(U\) and \(l\)) are reduced accordingly in each step. Note that edges in both directions can be created, leading to additional reciprocal edges. This two-step procedure is again repeated until no further directed edges can be generated.

### 5 Results

#### 5.1 Topological features

The topological features of the crawled graphs (line 1 in each cell), the created graphs with the proposed method (line 2 in each cell), which we call new method, and the created graphs with the method in (Schweimer et al 2022) (line 3 in each cell), which we call old method, are listed in Table 2 for comparison. Note that for the runtime we only have results for the new method (line 1) and the old method (line 2).

The numbers in Table 2 show that our new approach creates similar graphs compared to the crawled graphs. The sizes of the largest strongly connected components (LSCC) and the largest weakly connected components (LWCC) are replicated well and we observe that the LSCC tends to be bigger, whereas the LWCC tends to only be a bit smaller in the new graphs. In the graphs created with the old method, we see a higher discrepancy regarding the sizes of the largest connected components, especially the LWCC. With the new method, the sampled node degrees are preserved more accurately by using the principle of the Configuration model. Since we avoid sampling self-loops and parallel edges, there are still nodes, where the sampled node degrees are not met exactly, leading to nodes having a smaller degree than sampled and to nodes having a degree of zero.

The average shortest path length (ASPL) is in a similar range in the newly created graphs, tending to be smaller, and they have a much smaller diameter (either 4 or 5). This is caused by directly creating edges between the new first degree neighbors (second part of the two-step procedure). By adding nodes on the periphery of a graph, we could artificially increase the diameter.

The average CC of the graphs with the new method is in a real-world range (between 0.24 and 0.39), which is slightly higher than in the crawled graphs (0.20 to 0.35). We see that, with the exception of one Graph \(G_7\), the CC is close to or exceeding 0.30. This high CC, which is a common trait in social network graphs (Myers et al 2014; Ahn et al 2007; Mislove et al 2007), is again caused by the second part of the two-step procedure to create edges between new first degree neighbors, as connecting two neighbors of a node increases the CC of these three nodes.

We see that the graphs with the new method are much more similar to the crawled graphs regarding the rank correlations \(\rho_1\) (reciprocal, in), \(\rho_2\) (reciprocal, out) and \(\rho_3\) (in, out) between the degrees. In the graphs with the old method, the nodes were connected with the principle of the Chung-Lu model, which relies on probabilistic edge sampling, often leading to nodes having a higher or lower degree than sampled and also to several nodes having a degree of zero. By using the principle of the Configuration model, the sampled node degrees cannot be exceeded and are preserved more accurately. Since we avoid sampling self-loops and parallel edges, not all stubs are being connected for some nodes, causing a small discrepancy in the rank correlations.

#### 5.2 Algorithmic properties

Social networks are used to circulate messages and information and the graphs representing them can be analyzed by simulating how diseases or epidemics spread in them. We therefore compare the crawled and created graphs by simulating a version of the Susceptible-Infected-Recovered (SIR) model (Hethcote 2000; Kiss et al 2017) on the largest weakly connected component. At the start of a simulation a certain percentage (we chose 5\%) of nodes in the graph is infected with a disease. At discrete time steps, infected nodes transmit the disease to their susceptible outgoing neighbors with transmission probability \(p\) (we are using \(p \in \{0.01, 0.05, 0.1\}\) in our experiments), and the nodes that were infected become recovered. A recovered node can then not be infected again and the simulation ends when there are no more infected nodes (i.e., the disease dies out). We are using the EoN (Epidemics on Networks) Python module (Miller and Ting 2019) for the simulation of the discrete SIR model. We performed 100 simulations on the LWCC of each graph and used the fraction of recovered nodes (the number of nodes in the LWCC differs between crawled and created graphs) as well as the number of time steps until the end of each simulation as performance measures. The averaged results over the 100 simulations for the crawled graphs (line 1 of each cell), the graphs created with the new method (line 2 of each cell) and the graphs created with the old method (line 3 in each cell) are listed in Table 3 for comparison.

We see that the fraction of recovered nodes tends to be slightly higher in the newly created graphs, but the difference is below 0.03 in most cases, especially for the lowest transmission probability \(p = 0.01\). The biggest difference can be seen in graph \(G_7\) with 0.09 for \(p = 0.05\). The number of steps until the simulation ends (i.e., the disease dies out) is also in a similar range for the graphs. The graphs created with the new method tend to need slightly less steps, in
particular for the higher transmission probabilities, which is likely caused by the higher clustering. The behavior in the graphs created with the old method and the new method is nearly identical in almost all cases.

### 5.3 Runtime

Experiments were carried out on 1 core of an Intel(R) Xeon(R) 6248 CPU @ 2.50GHz processor with 256GB RAM. The runtimes for the graph generation method are listed in the last cell of Table 2. By comparing the times for the graphs \( G_2 \) and \( G_7 \) (approx. same number of nodes) and \( G_7 \) and \( G_8 \) (approx. same number of edges), we observe that the computation time depends on the number of nodes in the graph as well as the number of edges in the graph.

One iteration of the two-step procedure to generate reciprocal edges consists of connecting the node with the highest reciprocal degree to other nodes and randomly connecting new first degree neighbors while checking if an edge can be generated. Searching for the node with the highest degree and connecting it to other nodes have a time complexity of \( \mathcal{O}(n \cdot \max(deg(V))^2) \), respectively, while the second step depends on the maximum reciprocal degree and has a time complexity of \( \mathcal{O}(\max(deg(R))^5) \). The degrees in \( \mathbb{R} \) are reduced accordingly in each step and the runtime decreases in each new iteration. The theoretical time complexity is therefore \( \mathcal{O}(n \cdot \max(deg(V))^2) \), but since the degrees in \( \mathbb{R} \) are reduced in each iteration, the number of iterations is much lower than the number of nodes \( n \) in the graphs.

For directed edges, the procedure works accordingly. The method that our work is based on has a time complexity of \( \mathcal{O}(n \cdot \max(deg(V'))^2 \cdot \log \max(deg(V'))) \) (Schweimer et al. 2022), where \( V' \) denotes the set of nodes that are considered for the edge rewiring procedure, which is higher than for the new method.

Looking at Table 2, the runtimes of the new method are significantly shorter compared to the old method, mainly for big graphs where the reduction ranges from hours to several days. The creation of graph \( G_4 \) takes approx. 4h, whereas it took approx. 110h with the old method. This clearly shows the efficiency of our new method.

### 5.4 Bigger graph

Besides replicating the crawled graphs mentioned in Sect. 3, we also generated a graph that contains 100,000 nodes to show the scalability of our method, with \( \rho_1 = 0.6, \rho_2 = 0.6, \rho_3 = 0.5 \) for the rank correlations between the degrees as input.

The topological features for this graph are listed in Table 4. We see that the rank correlations \( \rho_1, \rho_2, \rho_3 \) are almost reproduced exactly which indicates that bigger graphs preserve the rank correlations better than smaller graphs. The graph has a high CC (0.373), but it is still on a real-world level and the diameter is again small (cf. Table 2). The average shortest path length of the graph is 2.61, which is also on a realistic level comparing it to the other graphs.

### Table 3

|          | \( G_1 \) | \( G_2 \) | \( G_3 \) | \( G_4 \) | \( G_5 \) | \( G_6 \) | \( G_7 \) | \( G_8 \) | \( G_{10} \) | \( G_{11} \) | \( G_{12} \) | \( G_{13} \) | \( G_{14} \) | 100k |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|------|
| Nodes    | 11,015  | 21,291  | 50,133  | 459     | 3,580   | 8,277   | 21,464  | 13,646  | 2,013   | 15,299  | 6,003   | 2,464   | 1,239   | 2,932  | 100,000 |
| \( p = 0.01 \) | 0.121   | 0.415   | 0.365   | 0.057   | 0.062   | 0.382   | 0.098   | 0.135   | 0.059   | 0.190   | 0.128   | 0.068   | 0.074   | 0.070   | –     |
| \( \% \)   | 0.148   | 0.442   | 0.393   | 0.058   | 0.061   | 0.386   | 0.094   | 0.158   | 0.057   | 0.212   | 0.124   | 0.066   | 0.072   | 0.065   | 0.617 |
| \( p = 0.05 \) | 0.152   | 0.447   | 0.388   | 0.057   | 0.064   | 0.397   | 0.099   | 0.163   | 0.057   | 0.212   | 0.118   | 0.069   | 0.070   | 0.071   | –     |
| Steps    | 15.99   | 11.34   | 11.69   | 3.43    | 5.55    | 11.52   | 14.27   | 16.34   | 4.46    | 15.78   | 14.18   | 6.41    | 6.36    | 6.49    | 8.66  |
| \( p = 0.1 \)  | 0.460   | 0.760   | 0.734   | 0.219   | 0.330   | 0.731   | 0.389   | 0.515   | 0.178   | 0.562   | 0.529   | 0.333   | 0.437   | 0.273   | –     |
| \( \% \)     | 0.507   | 0.752   | 0.686   | 0.197   | 0.336   | 0.708   | 0.479   | 0.554   | 0.193   | 0.568   | 0.545   | 0.356   | 0.494   | 0.291   | 0.828 |
| Steps    | 12.43   | 8.65    | 9.77    | 9.85    | 11.22   | 9.18    | 11.20   | 10.51   | 9.71    | 9.59    | 9.50    | 10.65   | 9.63    | 11.01   | –     |
| \( p = 0.3 \)  | 0.638   | 0.857   | 0.837   | 0.496   | 0.530   | 0.838   | 0.564   | 0.676   | 0.282   | 0.700   | 0.685   | 0.510   | 0.600   | 0.410   | –     |
| \( \% \)     | 0.633   | 0.837   | 0.778   | 0.533   | 0.536   | 0.800   | 0.633   | 0.687   | 0.331   | 0.693   | 0.686   | 0.519   | 0.669   | 0.426   | 0.886 |
| Steps    | 10.65   | 8.27    | 9.20    | 9.38    | 9.22    | 8.15    | 10.12   | 9.80    | 9.27    | 8.84    | 8.72    | 9.34    | 8.53    | 9.95    | –     |
| \( p = 0.5 \)  | 7.04    | 6.07    | 6.26    | 9.65    | 8.70    | 5.86    | 7.62    | 7.09    | 8.76    | 6.86    | 6.99    | 7.81    | 7.26    | 7.84    | 5.81  |
| Steps    | 7.53    | 6.48    | 7.00    | 9.81    | 8.68    | 6.23    | 8.23    | 7.55    | 8.69    | 7.32    | 7.79    | 8.09    | 7.91    | 8.13    | –     |
Table 4  Topological features of a graph with 100,000 nodes

| Feature     | Value     |
|-------------|-----------|
| Nodes       | 100,000   |
| Edges       | 27,429,367|
| Density     | 0.0027    |
| LSCC        | 97,303    |
| LWCC        | 99,302    |
| Density*    | 0.0028    |
| ASPL*       | 2.61      |
| Diameter*   | 4         |
| Average CC* | 0.373     |
| Runtime     | 18h       |
| \(\rho_1\)  | 0.598     |
| \(\rho_2\)  | 0.593     |
| \(\rho_3\)  | 0.502     |

(cf. Table 2). Even though the computation time (approx. 18h) seems rather high, the result shows that our method is highly scalable. Gathering a real-world dataset of this size by crawling the followers of 100,000 users would take several weeks and creating a graph of that size with the method in (Schweimer et al 2022) would likely take several weeks as well. We simulated the SIR model on the graph, see last column of Table 3, for completion.

6 Conclusion

We presented a method for the fast generation of simple directed social network graphs with reciprocal edges and high clustering. We adapt and improve a previously developed model (Schweimer et al 2022) by establishing connections between nodes according to their sampled degrees and directly connecting newly established neighbors to increase the clustering coefficient, thus avoiding the application of an edge rewiring procedure.

The results show that the generated graphs exhibit similar numbers for the topological features and algorithmic properties compared to the 14 crawled Twitter follower subgraphs. The generated graphs have a smaller diameter which is caused by the second part of the two-step procedure to sample edges and the average clustering coefficient in the largest weakly connected component tends to be a bit higher but is in a real-world range. The rank correlations are preserved more accurately compared to the method in (Schweimer et al 2022), which comes from generating edges between nodes with the principle of the Configuration model, instead of the Chung-Lu model. A major improvement is the shorter runtime. In particular big graphs are generated much faster and we were able to decrease the runtime for the biggest graph from several days to approximately 4 hours. The created graphs also behave similar compared to the crawled graphs when applying an epidemics spreading algorithm (discrete SIR model) on them. In addition to replicating the crawled Twitter follower graphs, we also generated a graph that consists of 100,000 nodes. The results for that graph show that our method efficiently creates big graphs, exhibiting similar properties as real-world networks, which would likely take several weeks to generate with the old method.

We are convinced that the proposed method for the fast generation of directed social network graphs with reciprocal edges and high clustering to simulate the spread of epidemics or the circulation of information is a valuable addition to the list of network generation models. It has the flexibility to generate graphs of arbitrary size with similar topological features as real-world networks and it is highly scalable, which was demonstrated by generating a much bigger graph.
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