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Abstract
Audio is an important medium in people’s daily life, hidden information can be embedded into audio for covert communication. Current audio information hiding techniques can be roughly classified into time domain-based and transform domain-based techniques. Time domain-based techniques have large hiding capacity but low imperceptibility. Transform domain-based techniques have better imperceptibility, but the hiding capacity is poor. This paper proposes a new audio information hiding technique which shows high hiding capacity and good imperceptibility. The proposed audio information hiding method takes the original audio signal as input and obtains the audio signal embedded with hidden information (called stego audio) through the training of our private DNN-based automatic speech recognition (ASR) model. The experimental results show that the proposed audio information hiding technique has a high hiding capacity of 48 cps with good imperceptibility and high security.

Index Terms: Information hiding, Imperceptibility, Automatic Speech Recognition, DNN

1. Introduction
With the rapid development of communication-related technologies, multimedia information is generated in large quantities and brings great convenience to people. However, multimedia information services pose a potential threat to the legitimate rights of the information owner. As a different technology from traditional cryptography, information hiding technique [1] is considered to be able to provide technical protection for the rights of multimedia information.

As an important medium in people’s daily life communication, the audio has a good imperceptibility in the transmission of information and provides a lot of redundant space for embedding hidden information, making the research of audio information hiding techniques valuable.

Traditional audio information hiding techniques can be roughly divided into two classes: time domain-based and transform domain-based techniques. Time domain technique directly embeds the information into the carrier in the time domain. In general, it has large hiding capacity but low imperceptibility. The commonly used time domain-based techniques include the least significant bit (LSB) [2], echo hiding [3] and spread spectrum [4] techniques. Transform domain techniques modify the parameters in the transform domain to hide information, which have better imperceptibility but poor hiding capacity. Commonly used transform domain-based techniques include phase coding [5], discrete cosine transform (DCT) [6] and discrete wavelet transform (DWT) [7] techniques.

In order to maintain the hiding capacity and imperceptibility, this paper proposes to embed the hidden information to the audio signal by the private ASR model based on DNN. Experimental results show that our proposed information hiding technique has good hiding capacity, imperceptibility and security. The contributions are as follows.

- Novel hiding approach. We propose a new audio information hiding technique based on the adversarial perturbations, which embeds and extracts the hidden information by the DNN-based ASR model.
- High hiding capacity. The proposed technique embeds the hidden information with a hiding capacity of 48 character per second (cps).
- Good imperceptibility. The value of perceptual evaluation of speech quality (PESQ) is 3.598 on average. Human can barely perceive the perturbation.
- High security. Four public ASR models such as Google and IBM are used to test the stego audios and experimental results show that these models are unable to extract the hidden information.

2. Related Works

2.1. Adversarial Examples
Deep learning, especially neural networks has shown great advantages in the fields of image recognition, speech processing and autonomous driving, etc. In particular, the recognition ability of image recognition models has exceeded the accuracy of human eye. However, recent researches have shown that DNN models are vulnerable to adversarial examples [8, 9]. Adversarial example (AE) is carefully designed by attackers to fool deep learning models. The difference between the AEs and real examples is almost indistinguishable by the human eye, but it can cause the model to be misclassified.

The majority of AE researches focused on generating AEs against image recognition models [8, 10, 11, 12, 13, 14, 15]. Recently, Zhang et al. [9] compared the existing adversarial examples generation methods in detail and elaborated the opportunities and challenges of adversarial examples. However, recent researches have shown that speech recognition models are also vulnerable to AEs [16, 17, 18]. Carlini et al. [17] proposed a method for generating audio AEs against a white-box ASR model. It can produce very strong audio AEs, resulting in a misclassification rate of up to 100%. Yuan et al. [19] proposed CommanderSong to generate audio AEs by using ASR model Kaldi. However, CommanderSong can only apply to some special cases, which will not work for the complex end-to-end deep learning speech recognizing system like DeepSpeech.

The vulnerability to AEs threatens the security of DNN-based ASR models. However, we don’t focus on attacking the ASR models in this paper. On the contrary, we introduce this characteristic into the field of audio information hiding for se-
curity and trust communications, which transforms the AE from treating security to protecting security.

3. The Proposed Method

The paper proposes a new technique based on the adversarial examples for audio information hiding, which embeds and extracts the hidden information by the private DNN-based ASR model. The technique is described in detail below.

3.1. Embedding Method

The process is shown in Fig. 1. First, input the original audio signal $X$ and the hidden text $t$ into the ASR model. In training phase, the slight perturbation $\delta$ that needs to be added to the $X$ is constantly updated according to the result of the loss function. Finally, the generated stego audio signal $X + \delta$ can be recognized as the hidden text $t$ with a small perturbation $\delta$. For example, input an audio signal that is “Good morning”, and through training the model, the output of ASR is finally recognized as “see you at 5pm”.

In order to recognize the audio as the hidden information, the CTC-loss is selected as the loss function of our method, which can output a probability for any text given an audio signal. The detail principle of CTC-loss can be found in [20].

In the meantime, for better imperceptibility, the perturbation $\delta$ added to the original audio should be quieter than the original audio signal $X$, hence its value should be smaller than the original one. To make a lower computational complexity, the L infinite norm $|\delta|_\infty$ is used to represent the magnitude of perturbation.

Converting the overall goal into an optimization problem is to minimize the $|\delta|_\infty$ in the case where the model $C(\cdot)$ recognizes the speech $(X+\delta)$ as the target text $t$ (i.e., $C(X+\delta) = t$), that is,

$$\begin{align*}
\min_{\delta} |\delta|_\infty \\
s.t. C(X + \delta) = t.
\end{align*}$$

Therefore, the optimization problem becomes two minimize problems: 1) minimize the perturbation $|\delta|_\infty$; 2) minimize the loss function $l(X + \delta, t)$, which indicates the magnitude of the CTC loss between the recognition result of $X + \delta$ and the target text $t$. For facilitating the application of the gradient optimizer, we separate them into two steps that keep iterating.

1. Calculate the $\delta$ that satisfies $C(X + \delta) = t$ by applying gradient descent optimization to $l(X + \delta, t)$;
2. Reduce the range of $\delta$ and clip it into the range.

The two steps keep iterating until reaching the set threshold of iteration times. For the step 1, the gradient optimization of $\delta$ is performed by using Adam Optimizer to make the recognition result of $X + \delta$ close to the target text $t$ gradually. For the step 2, a threshold $\tau$ is set for $\delta$ to ensure the maximum fluctuation range of $\delta$ will not exceed the threshold. The two steps can be integrated to an iterative function Eq. (2):

$$\begin{align*}
\delta_0 = 0, \quad X_0 = X + \delta_0 \\
\delta_{N+1} = clip_{\tau}(\nabla l(X_N, t)), \quad X_{N+1} = X + \delta_{N+1}
\end{align*}$$

Algorithm 1 Information Embedding Algorithm

Input: Original audio signal $X$, Hidden text $t$
Output: Stego audio signal $X'$

1. Initialize: $\delta$—an initial zero array with the same shape of $X$,
2. $\tau$—the threshold of $\delta$, $N$—the max iteration times
3. $X' = X + \delta$
4. for $i = 0, 1, 2, \ldots, N$ do
5. //Calculate the loss
6. $L = l(X', t)$
7. //Update $\delta$
8. $\delta \leftarrow \text{AdamOptimizer.minimize}(L, \delta)$
9. $X' = X + \delta$
10. if $C(X') = t$ then
11. //Update the threshold $\tau$
12. if $\max(\delta) \leq \tau$ then
13. $\tau = \max(\delta)$
14. end if
15. end if
16. //Save the last best result
17. $\text{temp} = X'$
18. end if
19. end for
20. return $\text{temp}$

The detailed algorithm is shown in Algorithm 1. The function $\text{clip}(\delta, -\tau, \tau)$ sets the values of $\delta$ larger than $\tau$ become $\tau$, and values smaller than $-\tau$ become $-\tau$. The minimization process is repeated until reaching the number of iterations we set. Finally, the last best result will be returned.
3.2. Extracting Method

Compared with traditional audio information hiding methods, our proposed method does not need to use any complicated algorithm to process the stego audio signal. As shown in Fig. 2, the hidden text can be obtained by simply inputting the stego audio signal into the private ASR model to recognize. In order to ensure that other public ASR models cannot identify the hidden text, four state-of-art ASR models are used to extract the hidden text from the stego audios. The experimental results show that in addition to the private ASR model, all other public models cannot get any content related to the hidden text, the test results can be seen in Section 4.3.

4. Experiments and Results

Table 1: The specific hidden information in different groups.

| Group | Audio Range | Hidden Information          |
|-------|-------------|-----------------------------|
| G1    | A00-A09     | be quiet                    |
| G2    | A10-A19     | sing louder                 |
| G3    | A20-A29     | close the door              |
| G4    | A30-A39     | the key is one one nine     |
| G5    | A40-A49     | call the police             |
| G6    | A50-A59     | happy birthday to you       |
| G7    | A60-A69     | be careful                  |
| G8    | A70-A79     | bob is the spy              |
| G9    | A80-A89     | help me                     |
| G10   | A90-A99     | see you at five pm          |

Hiding capacity, imperceptibility, security and robustness are the main performance indicators of audio information hiding techniques [21, 22]. To evaluate the performance of the proposed audio information hiding technique, 100 test audios (A00 - A99) are selected from the Mozilla common voice dataset [23], which are wav files with a length of 3 seconds, sampled at the rate of 16 kHz and quantized with 16 bits, to embed the hidden information. We divide these audios into 10 groups G1-G10. The specific information to be hidden in different groups is shown in Table 1. The stego audios are generated with tensorflow and DeepSpeech v0.1.0 version. The initial parameters we set in the experiments are as follows. The iteration times T is 500, the initial δ is an array of 0 with the same shape of the audio signal, and the initial τ is set to 3000.

The hiding capacity and imperceptibility are compared with a recently proposed spread spectrum-based audio information hiding method [4]. We have implemented this audio information hiding method in MATLAB using the original configuration in the [4].

4.1. Hiding Capacity Analysis

Hiding capacity, also known as the hiding rate, is the amount that hidden information can be embedded in the carrier signal per second. Character per second (cps) is used as the unit of hiding capacity here.

Since the DeepSpeech model divides the audio signal into 50 frames per second when extracting speech features, which indicates that up to 50 characters can be recognized per second. Thus, the theoretical maximum capacity of this information hiding method is 50 cps. We conduct a hiding capacity test on the ten groups. The experimental results are shown in Table 2, and the average hiding capacity is 48.0 cps. In the meantime, the hiding capacity of method in [4] is a fixed value of 84 bps. As 1 character equals to 8 bits, the capacity of [4] is 10.5 cps. Therefore, our proposed method has a higher hiding capacity.

4.2. Imperceptibility Analysis

In this paper, perceptual evaluation of speech quality (PESQ) is used to perform imperceptible analysis of audio signals. PESQ is an objective mean opinion score (MOS) value evaluation method provided by ITU-T Recommendation P.862, which uses the stego audio to compare with the original audio. In general, the score is between 1.0 and 4.5. The worse the speech quality, the lower the score.

The tested PESQ value of the 100 stego audios are shown in Fig. 3, the average PESQ value of our proposed method is 3.598, while the method in [4] is 2.351, which means that our method has good imperceptibility.
Table 2: The hiding capacity of stego audios

| Group | Proposed Method | Method in [4] |
|-------|-----------------|---------------|
|       | Capacity(cps)   |               |
| G1    | 47.9            | 84 bps = 10.5 cps |
| G2    | 48.2            |               |
| G3    | 48.0            |               |
| G4    | 46.6            |               |
| G5    | 48.6            |               |
| G6    | 48.8            |               |
| G7    | 48.8            |               |
| G8    | 47.6            |               |
| G9    | 46.8            |               |
| G10   | 48.6            |               |
| Avg   | 48.0            |               |

Table 3: The extraction success rate of different ASR models

| Group   | Model Internal Security | Model External Security |
|---------|-------------------------|-------------------------|
| G1-G10  | DeepSpeech v0.1.0       | Google Cloud            |
|         |                          | IBM Watson              |
|         |                          | iFlytek                 |

4.3. Security Analysis

The security of audio information hiding refers to the ability that the hidden information cannot be extracted by the attacker. In this paper, the original model (DeepSpeech v0.1.0) is used as the private model.

4.3.1. Model Internal Security Analysis

The model internal security analysis is to find out if the model will output the same result while the weights of model are different. We evaluate the security by comparing the extraction success rate from the private model to its upgraded version model DeepSpeech v0.2.0. The two DNN models have different neuron weights while holding the same neural network structure. The extracting results are shown in Table 3. The extraction success rate of DeepSpeech v0.1.0 is 100% while the v0.2.0 is 0%.

4.3.2. Model External Security Analysis

The model external security analysis is to find out if the model will output the same result while the whole model structure and parameters are different. We evaluate the model external security by comparing the extraction success rate from the private model to other ASR models. Three public commercialized ASR platform services Google Cloud [24], IBM Watson [25] and iFlytek [26] Speech-to-Text are selected to extract the hidden information in different groups. The extraction success rates are shown in Table 3. The extraction success rates of the 3 state-of-the-art ASRs are 0%.

From the above results, it can be seen that only the private model can extract the hidden information successfully. Even the same model cannot extract hidden information after the model parameters are updated (i.e., DeepSpeech v0.2.0). In addition, according to the specific extraction information during the experiment, any content related to the hidden text cannot be obtained at all. Therefore, the security of this audio information hiding method is high.

4.4. Robustness Analysis

The robustness of audio information hiding refers to the ability that the hidden text can be completely extracted after suffering some modification or transformation. To test the robustness, the stego audios are processed as follows:

1. Gaussian white noise: A Gaussian white noise with a signal-noise ratio (SNR) of 20 dB is added to the stego audio signal;
2. Resampling attack: Resample the stego audio signals by 2 times the original sampling rate, and then restored to the original sampling rate;
3. Low-pass filtering: The Butterworth low-pass filter with a 2-order cutoff frequency of 6 kHz is processed for stego audio signals;
4. Echo interference: Add an echo with a 50% attenuation rate and a delay of 30ms in the stego audio signals.

As shown in Table 4, except for the resampling attack, the stego audio signals have almost lost the hidden text after being processed by these methods. The experimental results show that the robustness of our proposed hiding technique is not good. Therefore, in order to enable the receiving end to extract the hidden text successfully, the stego audio signals can only be transmitted in a lossless propagation, for example, to upload the audio file.

5. Conclusions

This paper proposes a novel technique for audio information hiding based on AEs, which takes the original audio signal as input and obtains the stego audio through the training process of the private ASR model. According to experimental results, the generated stego audio signal has a hiding capacity of 48.0 cps with good imperceptibility and high security.

However, our proposed new audio information hiding technique is not robust enough. At current stage, the stego audio signals can only be transmitted in a lossless propagation. We expect to provide a new solution for audio information hiding, and gradually address the shortcoming in further research.
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